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1 Introduction
For sets E and F we write E ≈ F if there exists a bijective mapping f : E → F .
The standard definition of a set A being finite is that A ≈ [n] for some n ∈ N, where
N = {0, 1, . . . } is the set of natural numbers, [0] = ∅, and [n] = {0, 1, . . . , n− 1}
for each n ∈ N \ {0}.
This seems straightforward enough until it is perhaps recalled how much effort is
required to give a rigorous definition of the sets [m], m ∈ N. Moreover, it is often
not that easy to apply. For example, try giving, without too much thought, a
proof of the fact that any injective mapping of a finite set into itself is bijective.
A more fundamental objection to the standard definition is its use of the infinite
set N, which might even give the impression that finite sets can only be defined
with the help of such a set. This is certainly not the case and in what follows we
are going to work with one of several possible definitions not involving the natural
numbers. The definition introduced below is usually called Kuratowski-finiteness
[5] and it is essentially that employed by Whitehead and Russell in Principia
Mathematica [12]. We will also make use of a characterisation of finite sets due to
Tarski [10]. There are similar approaches which also appeared in the first decades
of the previous century and excellent treatments of this topic can be found, for
example, in Levy [7] and Suppes [9].
These notes aim to give a gentle account of one approach to the theory of finite
sets without making use of the natural numbers or any other infinite set. They
were written to be used as the basis for a student seminar. There are no real
prerequisites except for a certain familiarity with the kind of mathematics seen in
the first couple of years of a university mathematics course and the language used
to describe sets in such a course will be employed here. It is assumed that the
reader is acquainted with such basic concepts as equivalence relations and partial
and totally ordered sets as well as basic structures such as monoids and groups.
It is not assumed that the reader has taken a course on axiomatic set theory.
However, since the subject of these notes is finite sets, we need to briefly discuss
one of the axioms of set theory, namely the axiom of infinity. This is needed to
ensure that an infinite set exists. There is a version of set theory in which the
axiom of infinity is replaced by its negation and in this version of set theory all
sets are finite and so the natural numbers do not exist (at least as a set). In general
we do not assume that an infinite set exists. However, the symbol N always refers
to the first element of a triple (N, s, 0) satisfying the Peano axioms, where N is the
set of natural numbers, s : N → N is the successor mapping with s(n) = n + 1
for all n ∈ N and 0 is the initial element of N. This means that the mapping s
is injective, s(n) 6= 0 for all n ∈ N and that N = N whenever N is a subset of N
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containing 0 and such that s(n) ∈ N for all n ∈ N . Whenever (N, s, 0) occurs it is
assumed that it exists and hence that the negation of the axiom of infinity is not
in force.
We assume that the reader has heard of the axiom of choice. This is not involved
when dealing only with finite sets. Its use will be pointed out on the couple of
occasions when a statement (involving infinite sets) depends on this axiom.
There is one important point which should be mentioned. We will be dealing with
mappings defined on the collection of all finite sets and this collection is too large
to be considered a set, meaning that treating it as a set might possibly lead to
various paradoxes. Such a large collection is called a proper class and something
which is either a proper class or a set is referred to as a class. The proper class
of all finite sets will be denoted by Fin. However, as far as what is to be found in
these notes, there is no problem in treating proper classes as if they were just sets.
It could be objected that, after having rejected the infinite set N as a means of
introducing finite sets, we now resort to objects which are so large that they cannot
even be considered to be sets. But mappings defined on proper classes can make
sense without involving an infinite set. An important example is the mapping
σ : Fin → Fin defined by σ(A) = A ∪ {A} for each finite set A. This mapping σ
will form the basis for defining the finite ordinals.
The power set of a set E, i.e., the set of all its subsets, will be denoted by P(E)
and the set of non-empty subsets by P0(E). If E is a set and S is a subset of P(E)
then Sp will be used to denote the set of subsets in S which are proper subsets of
E.
Finite sets will be defined here in terms of what is known as an inductive system,
where a subset S of P(E) is called an inductive E-system if ∅ ∈ S and F ∪{e} ∈ S
for all F ∈ Sp, e ∈ E \ F . In particular, P(E) is itself an inductive E-system.
The definition of being finite which will be used here is the following; [5], [12]:
A set E is defined to be finite if P(E) is the only inductive E-system.
In Theorem 1.1 we show that the above definition of being finite is equivalent to
the standard definition given in terms of the natural numbers.
Lemma 1.1 The empty set ∅ is finite. Moreover, for each finite set A and each
element a /∈ A the set A ∪ {a} is finite.
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Proof The empty set ∅ is finite since P(∅) = {∅} is the only subset of P(∅)
containing ∅. Now consider a finite set A and a /∈ A. Put B = A∪ {a} and let R
be an inductive B-system. Then S = R ∩ P(A) is clearly an inductive A-system
and thus S = P(A) (since A is finite), i.e., P(A) ⊂ R. Moreover, A′ ∪ {a} ∈ R
for all A′ ∈ P(A), since R is an inductive B-system and P(A) ⊂ R. This implies
that R = P(B) and hence that B = A ∪ {a} is finite.
Note that an arbitrary intersection of inductive E-systems is again an inductive
E-system and so there is a least inductive E-system (namely the intersection of all
such E-systems). Thus if the least inductive E-system is denoted by I0(E) then
a set E is finite if and only if I0(E) = P(E).
The set of finite subsets of a set E will be denoted by Fin(E).
Lemma 1.2 For each set E the least inductive E-system is exactly the set of finite
subsets of E, i.e., I0(E) = Fin(E). In particular, a set E is finite if and only if
every inductive E-system contains E.
Proof By Lemma 1.1 Fin(E) is an inductive E-system and hence I0(E) ⊂ Fin(E).
Conversely, if A ∈ Fin(E) then A ∈ P(A) = I0(A) ⊂ I0(E) and therefore also
Fin(E) ⊂ I0(E). In particular, it follows that if every inductive E-system contains
E then E ∈ I0(E) = Fin(E), and hence E is finite. Clearly if E is finite then
E ∈ P(E) = I0(E) and so every inductive E-system contains E.
Proposition 1.1 Every subset of a finite set A is finite.
Proof By Lemma 1.2 Fin(A) = P(A), and hence every subset of A is finite.
We next show that the definition of being finite employed here is equivalent to
the standard definition. To help distinguish between these two definitions let us
call sets which are finite according to the standard definition N-finite. Thus a set
A is N-finite if and only if there exists a bijective mapping h : [n] → A for some
n ∈ N. (When working with this definition we assume the reader is familiar with
the properties of the sets [n], n ∈ N.)
Theorem 1.1 A set is finite if and only if it is N-finite.
Proof Let A be a finite set and let S = {B ∈ P(A) : B is N-finite}. Clearly
∅ ∈ S, so consider B ∈ Sp, let a ∈ A \ B and put B′ = B ∪ {a}. By assumption
there exists n ∈ N and a bijective mapping h : [n] → B and the mapping h can
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be extended to a bijective mapping h′ : [n + 1]→ B′ by putting h′(n) = a; hence
B′ ∈ S. It follows that S is an inductive A-system and hence S = P(A), since A
is finite. In particular A ∈ S, i.e., A is N-finite. This shows that each finite set is
N-finite.
Now let A be N-finite, so there exists n ∈ N and a bijective mapping h : [n]→ A.
Let S be an inductive A-system. For each k ∈ [n+1] = [n]∪{n} put Ak = h([k]).
Then A0 = h(∅) = ∅, An = h([n]) = A and for each k ∈ [n]
Ak+1 = h([k + 1]) = h([k]) ∪ h({k}) = Ak ∪ {ak} ,
where ak = h(k). Thus A0 = ∅ ∈ S and if Ak ∈ S for some k ∈ [n] then also
Ak+1 = Ak ∪ {ak} ∈ S, since S is an inductive A-system. This means that if we
put J = {k ∈ [n+1] : Ak ∈ S} then 0 ∈ J and k+1 ∈ J whenever k ∈ J for some
k ∈ [n]. It follows that J = [n + 1] (insert your own proof of this fact here) and
in particular n ∈ J , i.e., A = An ∈ S. This shows that every inductive A-system
contains A and therefore by Lemma 1.2 A is finite.
There is a further characterisation of finite sets due to Tarski [10] which will be
very useful for establishing properties of such sets. If C is a non-empty subset of
P(E) then C ∈ C is said to be minimal if D /∈ C for each proper subset D of C.
Proposition 1.2 A set E is finite if and only if each non-empty subset of P(E)
contains a minimal element.
Proof Let A be a finite set and let S be the set consisting of those elements
B ∈ P(A) such that each non-empty subset of P(B) contains a minimal element.
Then ∅ ∈ S, since the only non-empty subset of P(∅) is {∅} and then ∅ is the
required minimal element. Let B ∈ Sp and a ∈ A \ B, and C be a non-empty
subset of P(B ∪ {a}). Put D = C ∩ P(B); there are two cases:
(α) D 6= ∅. Here D is a non-empty subset of P(B) and thus contains a minimal
element D which is then a minimal element of C, since each set in C \ D contains
a and so is not a proper subset of D.
(β) D = ∅ (and so each set in C contains a). Put F = {C ⊂ B : C ∪ {a} ∈ C};
then F is a non-empty subset of P(B) and thus contains a minimal element F . It
follows that F ′ = F ∪ {a} is a minimal element of C: A proper subset of F ′ has
either the form C with C ⊂ F , in which case C /∈ C (since each set in C contains
a), or has the form C ∪ {a} with C a proper subset of F and here C ∪ {a} /∈ C,
since C /∈ F .
This shows that B ∪ {a} ∈ S and thus that S is an inductive A-system. Hence
S = P(A) and in particular A ∈ S, i.e., each non-empty subset of P(E) contains
a minimal element.
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Conversely, suppose E is not finite and let C = {C ∈ P(E) : C is not finite}; then
C is non-empty since it contains E. However C cannot contain a minimal element:
If D were a minimal element of C then D 6= ∅, since ∅ is finite. Choose d ∈ D;
then D \ {d} is a proper subset of D and thus D \ {d} /∈ C, i.e., D \ {d} is finite.
But then by Lemma 1.1 D = (D \ {d}) ∪ {d} would be finite.
If C is a non-empty subset of P(E) then C ∈ C is said to be maximal if C ′ = C
whenever C ′ ∈ C with C ⊂ C ′ ⊂ E.
Proposition 1.3 If A is finite then every non-empty subset C of P(A) contains
a maximal element.
Proof The set D = {A \ C : C ∈ C} is also a non-empty subset of P(A) and
therefore by Proposition 1.2 it contains a minimal element which has the form
A \ C with C ∈ C. Hence {D ∈ C : C ⊂ D ⊂ A} = {C} and so C is maximal.
5, We end the Introduction by outlining some of the main results to be found in
these notes.
The notes are divided into three parts. The first part consists of Sections 2, 3, 4,
5 and 6 and deals with results solely involving finite sets.
In Section 2 we establish the basic properties of finite sets. Most of these simply
confirm that finite sets are closed under the usual set-theoretic operations. More
precisely, if A and B are finite sets then their union A ∪ B, their product A× B
and BA (the set of all mappings from A to B) are all finite sets. Moreover, the
power set P(A) is finite and (Proposition 1.1) any subset of a finite set is finite.
Apart from these closure properties there are two properties which depend crucially
on the set involved being finite. The first is given in Theorem 2.1 which states
that if A is a finite set and f : A→ A is a mapping then f is injective if and only
if it is surjective (and thus if and only if it is bijective).
Theorem 2.1 implies the set N of natural numbers is infinite (i.e., it is not finite),
since the successor mapping s : N→ N with s(n) = n+ 1 for all n ∈ N is injective
but not surjective.
If E, F are any sets then we write E ≈ F if there exists a bijective mapping
f : E → F . A direct corollary of Theorem 2.1 (Theorem 2.2) is that if B is a
subset of a finite set A with B ≈ A then B = A.
The second important property involving finite sets is Proposition 2.2, which states
that if A and E are sets with A finite and if there exists either an injective mapping
f : E → A or a surjective mapping f : A→ E then E is finite.
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For a given finite set A Section 3 looks at the group SA of bijective mappings
σ : A→ A (with functional composition ◦ as group operation and idA as identity
element. The elements of SA are called permutations.
An element τ of SA is a transposition if there exist b, c ∈ A with b 6= c such that
τ(x) =


c if x = b ,
b if x = c ,
x otherwise .
Denote by F2 the multiplicative group {+,−} with + · + = − · − = + and
− ·+ = + · − = −. For each element s ∈ F2 the other element will be denoted by
−s. A mapping σ : SA → F2 is a signature if σ(idA) = + and σ(τ ◦ f) = −σ(f)
for each f ∈ SA and for each transposition τ .
Theorem 3.1 gives a proof of the fundamental fact that there is a unique signature
σ : SA → F2 and that σ is then a group homomorphism.
For each finite set A and each B ⊂ A denote the set {C ∈ P(A) : C ≈ B} by
A∆B. The set A∆B plays the role of a binomial coefficient : If |A| = n (with |A|
the usual cardinality of the set A) and |B| = k then |A∆B| =
(
n
k
)
. In Section 4
we establish results which correspond to some of the usual identities for binomial
coefficients.
If A, B and C are finite sets then we write C ≈ A ∐ B if there exist disjoint sets
A′ and B′ with A ≈ A′, B ≈ B′ and C ≈ A′ ∪ B′. Theorem 4.1 corresponds to
the identity
(
n+1
k+1
)(
n
k+1
)
+
(
n
k
)
used to generate Pascal’s triangle. It states that if A
is a finite set, B is a proper subset of A, a /∈ A and b ∈ A \B then
(A ∪ {a})∆ (B ∪ {a}) ≈ (A∆B)∐ (A∆(B ∪ {b})).
If C is a finite set then, as before, SC denotes the group of bijections h : C → C.
If B is a subset of a finite set A then IB,A denotes the set of injective mappings
k : B → A. Theorem 4.2 states that if B is a subset of a finite set A then
IB,A ≈ (A∆B)× SB.
Theorem 4.3 states that if B is a subset of a finite set A then SA ≈ IB,A × SA\B.
Theorem 4.4 corresponds to the usual expression for binomial coefficients:
(
n
m
)
=
n!
m! · (n−m)!
and states that if B is a subset of a finite set A then SA × (A∆B) ≈ SB × SA\B.
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Theorem 4.5 corresponds to the following identity for binomial coefficients:
(
n
m
)(
m
k
)
=
(
n
k
)(
n− k
m− k
)
.
It states that if A, B and C are finite sets with C ⊂ B ⊂ A then
(A∆B)× (B∆C) ≈ (A∆C)× ((A \ C)∆ (B \ C)) .
In Section 5 we prove Dilworth’s decomposition theorem [2] by modifying a proof
due to Galvin [3] to work with the present treatment of finite sets. This theorem
states that if ≤ is a partial order on a finite set A then there exists a chain-partition
C of A and an antichain D such that D ≈ C.
We apply Dilworth’s theorem to give a proof of Hall’s theorem on the existence of
a system of distinct representatives [4] (known as the Marriage Theorem).
In Section 6 we give a further characterisation of a set being finite. This can be
seen as having something to do with enumerating the elements in the set. Let E
be a set. A subset U of P(E) is called an E-selector if ∅ ∈ U and for each U ∈ Up
there exists a unique element e ∈ E\U such that U∪{e} ∈ U . If U is an E-selector
then a subset V of U is said to be invariant if ∅ ∈ V and if V ∪ {e} ∈ V for all
V ∈ Vp, where e is the unique element of E \V with V ∪{e} ∈ U . In other words,
a subset V of U is invariant if and only if it is itself an E-selector. An E-selector
U is said to be minimal if the only invariant subset of U is U itself. A minimal
E-selector containing E will be called an E-enumerator.
Theorem 6.1 states that an E-enumerator exists if and only if E is finite and
Theorem 6.2 then shows that if A is a finite set then an A-selector is minimal
if and only if it is totally ordered (with respect to inclusion) and thus it is an
A-enumerator if and only if it is totally ordered. This implies every A-enumerator
is totally ordered.
For each A-selector U let eU : U
p → A and sU : U
p → U \ {∅} be the mappings
with eU(U) = e and sU(U) = U ∪{e}, where e is the unique element in A\U such
that U ∪ {e} ∈ U . Proposition 6.1 states that if U is an A-enumerator then the
mappings sU : U
p → U \ {∅} and eU : U
p → A are both bijections. In particular,
if U and V are A-enumerators then U ≈ V. (This means, somewhat imprecisely,
that any A-enumerator contains one more element than A.)
If U is an A-enumerator then for each U ∈ U the set U ∩P(U) will be denoted by
UU . Note that, as far as the definition of U
p
U is concerned, UU is considered here
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to be a subset of P(U) and so UpU = {U
′ ∈ U : U ′ is a proper subset of U}. UU is
in fact a U -enumerator.
Theorem 6.3 states that if U and V are any two A-enumerators then there exists
a unique mapping π : U → V with π(∅) = ∅ such that π(Up) ⊂ Vp and that
π(sU(U)) = sV(π(U)) for all U ∈ U
p. Moreover, the mapping π is a bijection and
π(A) = A.
Part II of the notes consists of Sections 7, 8, 9, 10, 11 and 12 and studies various
aspects of what we call an iterator.
Recall that Fin denotes the proper class of all finite sets (which is itself too large to
be considered a set). In Section 7 we introduce what will be called an assignment
of finite sets in a triple I = (X, f, x0), where X is some class of objects, f : X → X
is a mapping of the class X into itself and x0 is an object of X . Such a triple will
be called an iterator. The results in this section will will be applied in Section 8 to
define the finite ordinals. In this case (X, f, x0) = (Fin, σ,∅), where σ : Fin→ Fin
is the mapping given by σ(A) = A ∪ {A} for each finite set A.
The archetypal example of an iterator whose first component is a set is (N, s, 0).
However, we will also be dealing with examples in which the first component is a
class or a finite set. Let I = (X, f, x0) be an iterator. A mapping ω : Fin→ X will
be called an assignment of finite sets in I if ω(∅) = x0 and ω(A∪{a}) = f(ω(A))
for each finite set A and each element a /∈ A.
For each finite set A denote the cardinality of A by |A| (with |A| defined as usual in
terms of N). Then it is clear that the mapping | · | : Fin→ N defines an assignment
of finite sets in (N, s, 0) and that this is the unique such assignment.
Theorem 7.1 states that for each iterator I there exists a unique assignment ω of
finite sets in I and that if A and B are finite sets with A ≈ B then ω(A) = ω(B).
Let X0 = {x ∈ X : x = ω(A) for some finite set A}. A subclass Y of X is said to
be f -invariant if f(y) ∈ Y for all y ∈ Y . Lemma 7.4 shows that X0 is the least
f -invariant subclass of X containing x0.
The iterator I is said to beminimal if the only f -invariant subclass ofX containing
x0 is X itself, thus I is minimal if and only if X0 = X . In particular, it is easy to
see that the Principle of Mathematical Induction is exactly the requirement that
the iterator (N, s, 0) be minimal. If I is minimal then Lemma 7.4 implies that for
each x ∈ X there exists a finite set A with x = ω(A).
The iterator I will be called regular if B1 ≈ B2 whenever B1 and B2 are finite sets
with ω(B1) = ω(B2). If I is regular then by Theorem 7.1 B1 ≈ B2 holds if and
only if ω(B1) = ω(B2).
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I will be called a Peano iterator if it is minimal and N-like, where N-like means
that the mapping f is injective and x0 /∈ f(X). The Peano axioms thus require
(N, s, 0) to be a Peano iterator. If I = (X, f, x0) is a Peano iterator then by
Theorem 2.1 X cannot b a finite set. Theorem 7.2 states that a minimal iterator
is regular if and only if it is a Peano iterator. A corollary is Theorem 7.3 (the
recursion theorem for Peano iterators). It states that if I is a Peano iterator then
for each iterator J = (Y, g, y0) there exists a unique mapping π : X → Y with
π(x0) = y0 such that π ◦ f = g ◦ π. The Peano axioms require (N, s, 0) to be
a Peano iterator and hence for each iterator J = (Y, g, y0) there exists a unique
mapping π : N → Y with π(0) = y0 such that π ◦ s = g ◦ π. Theorem 7.4 shows
that if I = (X, f, x0) is minimal then the class X is a finite set if and only if I is
not regular. Theorems 7.2 and 7.4 imply that for a minimal iterator I = (X, f, x0)
there are two mutually exclusive possibilities: Either I is a Peano iterator or X is
a finite set.
Let I = (X, f, x0) and J = (Y, g, y0) be iterators; a mapping µ : X → Y is called a
morphism from I to J if µ(x0) = y0 and g ◦µ = µ ◦ f . This will also be expressed
by saying that µ : I → J is a morphism. The iterators I and J are said to be
isomorphic if there exists a morphism µ : I → J and a morphism ν : J → I such
that ν◦µ = idX and µ◦ν = idY . In particular, the mappings µ and ν are then both
bijections. The iterator I is said to be initial if for each iterator J there is a unique
morphism from I to J. Theorem 7.3 (the recursion theorem) thus states that a
Peano iterator is initial. Let I be initial and π : I→ J be the unique morphism. If
J is initial then π is an isomorphism and so I and J are isomorphic. Conversely, if
π is an isomorphism then J is initial. This shows that, up to isomorphism, there is
a unique initial iterator. Of course, this is only true if an initial iterator exists, and
(N, s, 0) is an initial iterator. In fact, in Proposition 7.6 we introduce a Peano (and
thus initial) iterator H = (H, h,∅) which is defined only in terms of finite sets.
The elements occurring in the sets of H are the hereditarily finite sets. Moreover,
in Section 8 we will exhibit another Peano iterator O = (O, σ,∅),which again is
defined only in terms of finite sets. The elements of O are the finite ordinals.
Theorem 7.6 is a result of Lawvere [6] which shows the converse of the recursion
theorem holds. That is, an initial iterator I = (X, f, x0) is a Peano iterator.
Let I = (X, f, x0) be an iterator. A total order ≤ on X will be called compatible
with I if x ≤ f(x) for all x ∈ X .
Theorem 7.7 states that if I = (X, f, x0) is a Peano iterator then there exists a
unique total order ≤ on X compatible with I and the following hold:
(1) x0 ≤ x and x < f(x) for all x ∈ X , where as usual we write y < x if y ≤ x
but y 6= x.
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(2) If y ≤ x then f(y) ≤ f(x).
(3) Let x, y ∈ X . Then y ≤ f(x) if and only if y ≤ x or y = f(x). Thus y < f(x)
if and only if y ≤ x.
(4) For each x ∈ X let Lx = {y ∈ X : y < x}. Then Lx0 = ∅ and Lf(x) is the
disjoint union of {x0} and f(Lx) for each x ∈ X .
(5) The subclass Lx is a finite set for each x ∈ X .
(6) Each non-empty subclass Y ofX contains a minimum element, i.e., an element
x with x ≤ y for all y ∈ Y .
Let I = (X, f, x0) be a Peano iterator with ≤ the unique total order on X com-
patible with I. Define an iterator I≤ = (X≤, f≤,∅) by letting X≤ = {Lx : x ∈ X}
and with f≤ : X≤ → X≤ given by f≤(Lx) = Lf(x) for all x ∈ X . Also define
π≤ : X → X≤ by π≤(x) = Lx for all x ∈ X . Then Theorem 7.8 states that:
(1) π≤ : I→ I≤ is an isomorphism.
(2) I≤ is a Peano iterator.
(3) f≤(Lx) is the disjoint union of {x0} and f(Lx) for each x ∈ X .
(4) The sets in X≤ are totally ordered by inclusion and inclusion is the unique
total order on X≤ compatible with I≤.
(5) Let ω≤ : Fin → X≤ be the assignment of finite sets in I≤. Then ω≤(A) ≈ A
for all A ∈ Fin.
We call I≤ the finite segment iterator associated with I.
Theorem 7.9 is a result which guarantees the existence of mappings ’defined by
recursion’. It states that if I = (X, f, x0) is a Peano iterator, Y and Z are classes
and β : X × Y → Z and α : X × Y × Z → Z are mappings then there is a
unique mapping π : X × Y → Z with π(x0, y) = β(y) for all y ∈ Y such that
π(f(x), y) = α(x, y, π(x, y)) for all x ∈ X , y ∈ Y .
In Section 8 we study finite ordinals using the standard approach introduced by
von Neumann [11]. Let σ : Fin → Fin be the mapping given by σ(A) = A ∪ {A}
for each finite set A. If we iterate the operation σ starting with the empty set and
label the resulting sets using the natural numbers then we obtain the following:
0 = ∅,
1 = σ(0) = 0 ∪ {0} = ∅ ∪ {0} = {0},
2 = σ(1) = 1 ∪ {1} = {0} ∪ {1} = {0, 1},
3 = σ(2) = 2 ∪ {2} = {0, 1} ∪ {2} = {0, 1, 2},
4 = σ(3) = 3 ∪ {3} = {0, 1, 2} ∪ {3} = {0, 1, 2, 3},
5 = σ(4) = 4 ∪ {4} = {0, 1, 2, 3} ∪ {4} = {0, 1, 2, 3, 4},
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n+ 1 = σ(n) = n ∪ {n} = {0, 1, 2, . . . , n− 1} ∪ {n} = {0, 1, 2, . . . , n} .
Denote by O′ the iterator (Fin, σ,∅). Then by Theorem 7.1 there exists a unique
assignment ̺ of finite sets in O′. Thus ̺ : Fin → Fin is the unique mapping
with ̺(∅) = ∅ and such that ̺(A∪ {a}) = σ(̺(A)) for each finite set A and each
element a /∈ A. Moreover, if A and B are finite sets with A ≈ B then ̺(A) = ̺(B).
Theorem 8.1 states that ̺(A) ≈ A for each finite set and thus ̺(A) = ̺(B) if and
only if A ≈ B. Let O = {B ∈ Fin : B = ̺(A) for some finite set A}. The
elements of O will be called finite ordinals. Thus for each finite set A there exists
a unique o ∈ O with o = ̺(A). By Lemma 7.4 O is the least σ-invariant subclass
of Fin containing ∅. We denote the restriction of σ to O → O again by σ. Then
O = (O, σ,∅) is a minimal iterator.
In fact,Theorem 8.2 shows thatO is a Peano iterator.
Proposition 8.1 states that for each finite set A
̺(A) = {o ∈ O : o = ̺(A′) for some proper subset A′ of A}.
It follows that if A is a finite set and B ⊂ A; then ̺(B) ⊂ ̺(A). It also follows
that for each o ∈ O
o = {o′ ∈ O : o′ is a proper subset of o},
σ(o) = {o′ ∈ O : o′ is a subset of o}.
Proposition 8.4 states that if o, o′ ∈ O with o 6= o′. then either o is a proper subset
of o′ or o′ is a proper subset of o.
We also consider a situation which is somewhat more general than that occurring
with the iterator O. Let J = (T, h,∅) be a minimal iterator with T a subclass of
Fin. We call J an ordinal iterator if for each B ∈ T there exists an element b /∈ B
such that h(B) = B∪{b}. Note that if it is not assumed that J is minimal then the
associated minimal iterator J0 will be an ordinal iterator. The archetypal example
of an ordinal iterator is of course O. Moreover, if I is a Peano iterator and I≤ is
the initial segment iterator associated with I then Theorem 7.7 (4) shows that I≤
will be an ordinal iterator.
Let J = (T, h,∅) be an ordinal iterator and let τ : Fin → T be the evaluation of
finite sets in J.
Theorem 8.3 states that
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(1) τ(A) ≈ A for all A ∈ Fin and therefore τ(A) = τ(A′) if and only if A ≈ A′. In
particular τ(τ(A)) = τ(A) for all A ∈ Fin and τ(B) = B for all B ∈ T (since τ is
surjective).
(2) J is a Peano iterator.
(3) If A, A′ ∈ Fin with A ⊂ A′ then τ(A) ⊂ τ(A′).
(4) If A, A′ ∈ Fin with A  A′ then τ(A) ⊂ τ(A′).
(5) For all B, B′ ∈ T either B ⊂ B′ or B′ ⊂ B. Thus T is totally ordered by
inclusion. Moreover, inclusion is the unique total order on T compatible with J.
Again let J = (T, h,∅) be an ordinal iterator. Let T ∗ be the class consisting of
all elements c for which there exists B ∈ T such that h(B) = B ∪ {c}. Define
γ : T → T ∗ by letting γ(B) = c, where h(B) = B ∪{c}. Thus h(B) = B ∪{γ(B)}
for all B ∈ T .
Theorem 8.4 states that:
(1) The mapping γ : T → T ∗ is a bijection.
(2) Define a mapping h∗ : T ∗ → T ∗ by h∗ = γ ◦ h ◦ γ−1 and an iterator by
J∗ = (T ∗, h∗, t∗0), where t
∗
0 = γ(∅) and so t
∗
0 is the single element in h(∅). Then
γ : J→ J∗ is an isomorphism.
(3) J∗ is a Peano iterator.
(4) h(γ−1(t)) = γ−1(t) ∪ {t} for all t ∈ T ∗.
(5) Define ≤ on T ∗ by letting t′ ≤ t if and only if γ−1(t′) ⊂ γ−1(t). Then ≤ is the
unique a total order on T ∗ compatible with J∗.
(6) Lt = γ
−1(t) for all t ∈ T ∗.
(7) h(Lt) = Lt ∪ {t} for all t ∈ T
∗.
We call the iterator J∗ the dual iterator to the ordinal iterator J.
The canonical ordinal iterator O is its own dual.
Let I = (X, f, x0) be a Peano iterator and let I≤ be the finite segment iterator
associated with I. Also let I∗≤ be the dual iterator to the ordinal iterator I≤.
Proposition 8.7 shows that I∗≤ = I.
Let J = (T, h,∅) be an ordinal iterator and let J∗ = (T ∗, h∗, t∗0) be the dual
iterator to J. Also let J∗≤ be the finite segment iterator associated with J
∗. Then
Proposition 8.8 states that J = J∗≤.
Theorems 7.2 and 7.4 imply that for a minimal iterator I = (X, f, x0) there are
two mutually exclusive possibilities: Either I is a Peano iterator or X is a finite
set. In Section 9 we deal with the case when X is a finite set.
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Let I = (X, f, x0) be a minimal iterator with X a finite set. For each x ∈ X
let Xx be the least f -invariant subset of X containing x and let fx : Xx → Xx
be the restriction of f to Xx. Thus Ix = (Xx, fx, x) is a minimal iterator. An
element x ∈ X is said to be periodic if x ∈ fx(Xx) and so by Proposition 7.4 and
Theorem 2.1 x is periodic if and only if fx is a bijection. Theorem 9.1 states that:
(1) Let XP = {x ∈ X : x is periodic}. Then XP is non-empty and Xx = Xy for
all x, y ∈ XP . Thus f maps XP bijectively onto itself.
(2) Let XN = {x ∈ X : x is not periodic} and suppose XN 6= ∅. Then f
is injective on XN and there exists a unique element u ∈ XN such that f(u) is
periodic. Moreover, there exists a unique element v ∈ XP such that f(v) = f(u)
and u and v are the unique elements of X with u 6= v such that f(u) = f(v).
Statement (1) corresponds to the elementary fact that a mapping f : X → X with
X a finite set is eventually periodic.
In Section 10 we show how an addition and a multiplication can be defined for any
minimal iterator. These operations are associative and commutative and can be
specified by the rules (a0), (a1), (m0) and (m1) below, which are usually employed
when defining the operations on N via the Peano axioms.
Let I = (X, f, x0) be a minimal iterator with ω the assignment of finite sets in I.
Theorem 10.1 states that there exists a unique binary operation ⊕ on X such that
ω(A)⊕ ω(B) = ω(A ∪ B)
whenever A and B are disjoint finite sets. This operation ⊕ is both associative
and commutative, x⊕x0 = x for all x ∈ X and for all x1, x2 ∈ X there is a x ∈ X
such that either x1 = x2 ⊕ x or x2 = x1 ⊕ x. Moreover, ⊕ is the unique binary
operation ⊕ on X such that
(a0) x⊕ x0 = x for all x ∈ X .
(a1) x⊕ f(x′) = f(x⊕ x′) for all x, x′ ∈ X .
If f is injective then the cancellation law holds for ⊕ (meaning that x1 = x2
whenever x1 ⊕ x = x2 ⊕ x for some x ∈ X).
If x0 ∈ f(X) then by Theorem 7.4 and Proposition 7.5 X is finite and f is bijective
and here (X,⊕, x0) is the cyclic group.generated by the element f(x0).
If I is a Peano iterator and ≤ is the unique total order on X compatible with I
then y ≤ x if and only if x = y ⊕ z for some z ∈ X .
1 Introduction 15
Theorem 10.2 states that there exists a unique binary operation ⊗ on X such that
ω(A)⊗ ω(B) = ω(A×B)
for all finite sets A and B. This operation ⊗ is both associative and commutative,
x ⊗ x0 = x0 for all x ∈ X and x ⊗ f(x0) = x for all x ∈ X with x 6= x0 (and so
f(x0) is a multiplicative identity) and the distributive law holds for ⊕ and ⊗:
x⊗ (x1 ⊕ x2) = (x⊗ x1)⊕ (x⊗ x2)
for all x, x1, x2 ∈ X . Moreover, ⊗ is the unique binary operation on X such
that
(m0) x⊗ x0 = x0 for all x ∈ X .
(m1) x⊗ f(x′) = x⊕ (x⊗ x′) for all x, x′ ∈ X .
We also look at the operation of exponentiation. Here we have to be more careful:
For example, 2 · 2 · 2 = 2 in Z3 and so 2
3 is not well-defined if the exponent 3 is
considered as an element of Z3 (since we would also have to have 2
0 = 1). However,
23 does make sense if 2 is considered as an element of Z3 and the exponent 3 as
an element of N.
In general it is the case that if J = (Y, g, y0) is a Peano iterator then we can define
an element of X which is ‘x to the power of y’ for each x ∈ X and each y ∈ Y and
this operation has the properties which might be expected.
Let J = (Y, g, y0) be a Peano iterator with ω
′ the assignment of finite sets in J.
(As before I = (X, f, , x0) is assumed to be minimal with ω the assignment of
finite sets in I.) Also let ⊕ and ⊗ be the operations given in Theorems 10.1 and
10.2 for the iterator I.
Theorem 10.3 states that there exists a unique operation ↑ : X × Y → X such
that
ω(A) ↑ ω′(B) = ω(AB)
for all finite sets A and B. This operation ↑ satisfies
x ↑ (y1 ⊕ y2) = (x ↑ y1)⊗ (x ↑ y2)
for all x ∈ X and all y1, y2 ∈ Y and
(x1 ⊗ x2) ↑ y = (x1 ↑ y)⊗ (x2 ↑ y)
for all x1, x2 ∈ X and y ∈ Y . Moreover, ↑ is the unique operation such that
(e0) x ↑ y0 = f(x0) for all x ∈ X .
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(e1) x ↑ g(y) = x⊗ (x ↑ y) for all x ∈ X , y ∈ Y .
In Section 11 we give alternative proofs for Theorem 10.1 and Theorem 10.2.
Section 12 really belongs in Part 1 of the notes, but the results in Section 9 are
needed here.
Let • be a binary operation on a set X , written using infix notation, so x1 • x2
denotes the product of x1 and x2. The large majority of such operations occurring
in mathematics are associative, meaning that (x1 • x2) • x3 = x1 • (x2 • x3) for
all x1, x2, x3 ∈ X . If • is associative and x1, x2, . . . , xn ∈ X then the product
x1 • x2 • · · · • xn is well-defined, meaning its value does not depend on the order in
which the operations are carried out.
This result will be established in Section 12. We first define a particular order of
carrying out the operations. This is the order in which at each stage the product
of the current first and second components are taken. For example, the product
of the 6 components x1, x2, x3, x4, x5, x6 evaluated using this order results in the
value •(x1, . . . , x6) = (((((x1•x2)•x3)•x4)•x5)•x6). In general, the corresponding
product of n terms will be denoted by •(x1, . . . , xn). Theorem 12.1 states that if
• is associative then •(x1, . . . , xm, xm+1, . . . , xn) = α • β, where α = •(x1, . . . , xm)
and β = •(xm+1, . . . , xn). This is a weak form of the generalised associative law,
although it is one which is often all that is needed.
Theorem 12.2 gives the general form of the generalised associative law and states
that if • is associative then •(x1, . . . , xn) = •R(x1, . . . , xn) for each R from the set
of prescriptions describing how the operations are carried out. The main task is
to give a rigorous definition of this set. We do this using partitions of intervals of
the form {k ∈ Z : m ≤ k ≤ n} in which each element in the partition is also an
interval of this form.
By a partition of a set S we mean a subset Q of P0(S) such that for each s ∈ S
there exists a unique Q ∈ Q such that s ∈ Q. Thus, different elements in a
partition of S are disjoint and their union is S.
Consider the product ((x1 •x2) • ((x3 •x4) •x5)). The order of operations involved
here can described with the help of the following sequence of partitions of the set
{1, 2, 3, 4, 5}:
{{1}, {2}, {3}, {4}, {5}}
{{1}, {2}, {3, 4}, {5}}
{{1, 2}, {3, 4}, {5}}
{{1, 2}, {3, 4, 5}}
{{1, 2, 3, 4, 5}}
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For each of these partitions (except the last one) the next partition is obtained by
amalgamating two adjacent partitions. Corresponding to these partitions there is
a sequence of partial evaluations:
{{x1}, {x2}, {x3}, {x4}, {x5}}
{{x1}, {x2}, {(x3 • x4)}, {x5}}
{{(x1 • x2)}, {(x3 • x4)}, {x5}}
{{(x1 • x2)}, {((x3 • x4) • x5)}}
{{((x1 • x2) • ((x3 • x4) • x5))}}
and the final expression is essentially the product we started with.
Part III of the notes consists of Section 13 and presents an approach to dealing
with (finite) lists taking their values in some fixed class E. We first formulate
things using the natural numbers but then employ a general Peano iterator in its
place. For each n ∈ N lists of length n are mappings from Ln = {0, 1. . . . , n− 1}.
to E. A list t : Ln → E with t(k) = ek for all k ∈ Ln will be represented in the
form [e0, e1, . . . , en−1]. In particular, [] represents the empty list, i.e., the list with
no elements.
When using the natural numbers the sets Ln = {0, 1, . . . , n−1} play an important
role and these correspond to the sets in the finite segment iterator associated with
a general Peano iterator. The natural numbers will only be used when giving
examples. Let us fix a Peano iterator I = (N, s, n0) with ≤ the unique total order
on N compatible with I and let I≤ = (N≤, s≤,∅) be the finite segment iterator
associated with I. Thus N≤ = {Ln : n ∈ N} with Ln = {m ∈ N : m < n} and
s≤(Ln) = Ls(n) for all n ∈ N .
For each n ∈ N denote by E∗n the class of all mappings from Ln to E. In particular,
Ln0 = ∅ and so E
∗
n0
consists of the unique mapping from ∅ to E, which we denote
by ε.
We call E∗n the class of lists based on Ln with values in E. The single element
ε ∈ E∗n0 will be referred to as the empty list. Let m, n ∈ N with m 6= n; then
Lm 6= Ln and hence E
∗
m and E
∗
n are disjoint. Put E
∗ =
⋃
n∈N E
∗
n; this is the class
of all lists with values in E. Also let E∗+ = E
∗ \ {ε}.
We define mappings ⊳ : E × E∗ → E∗+ and ⊲ : E
∗
+ → E × E
∗. The list
⊳(e, r) is obtained by adding the element e to the beginning of the list r and
so ⊳(e, [e0, e1, . . . , en−1]) = [e, e0, e1 . . . , en−1]. In particular ⊳(e, [ ]) = [e] is a non-
empty list. If r is a non-empty list then the first component of ⊲(r) is the first
element of r (the head of the list) and the second component of ⊲(r) is the rest of
the list (its tail). Thus ⊲([e0, e1, . . . , en−1]) = (e0, [e1, . . . , en−1]). Proposition 13.1
states that he mappings ⊳ : E × E∗ → E∗+ and ⊲ : E
∗
+ → E × E
∗ are inverse to
each other and in particular they are both bijections.
1 Introduction 18
A triple (X, f, x0) with X a class, f : E×X → X a mapping and x0 an element of
X will be called a list algebra. Thus (E∗, ⊳, ε) is a list algebra. If (X, f, x0) is a list
algebra then for each e ∈ E let fe : X → X be the mapping with fe(x) = f(e, x)
for all x ∈ X . There is then the iterator (X, fe, x0). A subclass X0 of X is said to
be f -invariant if fe(X0) ⊂ X0 for all e ∈ E and (X, f, x0) is said to be minimal if
X itself is the only f -invariant subclass of X containing x0.
Lemma 13.1 states that the list algebra (E∗, ⊳, ε) is minimal.
Let (X, f, x0) and (Y, g, y0) be list algebras. A morphism π : (X, f, x0))→ (Y, g, y0)
is then a mapping π : X → Y with π(x0) = y0 such that ge ◦ π = π ◦ fe for all
e ∈ E. Thus π : (X, f, x0) → (Y, g, y0) being a morphism means exactly that
π(X, fe, x0)→ (Y, ge, y0) is a morphism of iterators for each e ∈ E. A list algebra
(X, f, x0) is said to be initial if for each list algebra (Y, g, y0) there exists a unique
morphism π : (X, f, x0)→ (Y, g, y0).
Theorem 13.1 states that the list algebra (E∗, ⊳, ε) is initial. An important appli-
cation of this result is the following: Let r ∈ E∗. Then there is a unique morphism
ψr : (E
∗, ⊳,∅) → (E∗, ⊳, r). Thus ψr is the unique mapping ψr : E
∗ → E∗ with
ψr(ε) = r and such that ψr(⊳(e, t)) = ⊳(e, ψr(t)) for all (e, t) ∈ E ×E
∗.
The mapping ψr appends the list r to its argument. This is verified by giving an
explicit expression for the mapping ψr.
For r, t ∈ E∗ we write t ⊲⊳ r instead of ψr(t). Thus ψr(t) = t ⊲⊳ r for all t, r ∈ E
∗.
We consider ⊲⊳ as an infix operation on E∗. By the uniqueness of ψr it follows
that ⊲⊳ is the unique operation on E∗ with ε ⊲⊳ r = r for all r ∈ E∗ such that
⊳(e, t) ⊲⊳ r = ⊳(e, (t ⊲⊳ r)) for all (e, t) ∈ E ×E∗ and all r ∈ E∗.
Now since t ⊲⊳ r appends the list r to the list t, it is to be expected that ⊲⊳ is
associative, i.e., that t ⊲⊳ (u ⊲⊳ v) = (t ⊲⊳ u) ⊲⊳ v for all t, u, v ∈ E∗. This is shown
to be the case.
A list algebra (X, f, x0) will be called unambiguous if the mapping fe is injective
for each e ∈ E and the classes fe(X), e ∈ E, are disjoint and x0 /∈
⋃
s∈S fe(X).
Being unambiguous corresponds to being N-like for an iterator.
By Lemmas 13.1 and 13.2 the list algebra (E∗, ⊳, ε) is both minimal and unam-
biguous and by Theorem 13.1 (E∗, ⊳, ε) is initial.
Theorem 13.2 states that a list algebra is initial if and only if it is both minimal
and unambiguous. This corresponds to Theorem 7.2 for iterators.
We end the Introduction with the following important fact:
Lemma 1.3 For each set A there exists an element a not in A. If A is finite then
by Lemma 1.1 A ∪ {a} will also be finite.
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Proof In fact there must exist an element in P(A) \ A. If this were not the case
then P(A) ⊂ A, and we could define a surjective mapping f : A → P(A) by
letting f(x) = x if x ∈ P(A) and f(x) = ∅ otherwise. But by Cantor’s diagonal
argument (which states that a mapping f : X → P(X) cannot be surjective) this
is not possible.
2 Finite sets
Recall that a set A is defined to be finite if P(A) is the only inductive A-system,
where a subset S of the power set P(A) is an inductive A-system if ∅ ∈ S and
B ∪ {a} ∈ S for all B ∈ Sp, a ∈ A \ B (and where Sp denotes the set of subsets
in S which are proper subsets of A).
In this section we establish the basic properties of finite sets. Most of these simply
confirm that finite sets are closed under the usual set-theoretic operations so let us
state what these operations are. For arbitrary sets X and Y there is a set X ∪ Y
(their union), a set X × Y (their product), a set Y X (the set of all mappings from
X to Y ) and the power set P(X) of X ( the set of all subsets of X). The union
X ∪ Y is the set of all elements which are members of X or Y . The cartesian
product X × Y is the set of all ordered pairs (x, y) with x ∈ X and y ∈ Y and
where for all elements u, v there exists an element (u, v) (the ordered pair) such
that (u, v) = (u′, v′) if and only if u = u′ and v = v′.
Mappings will be defined in terms of their graphs. Let f : X → Y be a mapping.
Then the graph of f is the subset Γf = {(x, y) ∈ X×Y : y = f(x) for some x ∈ X}
of P(X×Y ). The set Γf has the property that for each x ∈ X there exists a unique
y ∈ Y with y = f(x) and a set with this property will be called an X × Y -graph.
Thus if f : X → Y is a mapping then Γf is an X × Y -graph. Now this fact can
be used as the definition of a mapping by stipulating that each X × Y -graph G
defines a mapping f : X → Y with of course Γf = G.
We will see that if A and B are finite sets then their union A ∪ B, their product
A×B and BA (the set of all mappings from A to B) are all finite sets. Moreover,
the power set P(A) is finite and (Proposition 1.1) any subset of a finite set is finite.
Now, although mappings are identified with their graphs, the present definition of
being finite allows us to be much more restrictive about defining mappings between
finite sets. We assume that the following statements are valid for the mappings to
be considered here: (The sets occurring below are all finite.)
(1) If f : A → B is a mapping then to each a ∈ A there is associated a unique
element f(a) of B (the value of f at a). In particular, this implies that the set
Γf = {(a, b) ∈ A×B : b = f(a) for some a ∈ A} is an A×B-graph. It also implies
that if A is non-empty then there can be no mapping f : A→ ∅.
(2) Mappings are determined by their values, meaning that if f, g : A → B are
mappings with f(a) = g(a) for all a ∈ A then f = g. Equivalently, if Γf = Γg then
f = g.
We assume that if f : A→ B and g : A→ C with f(a) = g(a) for all a ∈ A then
f = g, i.e., we do not insist that the codomains have to be equal for the mappings
to be equal.
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(3) For each set A there is the identity mapping idA : A→ A with idA(a) = a for
all a ∈ A; these mappings are bijections. Note that id∅ : ∅ → ∅ is the unique
mapping f : ∅→ ∅ (since mappings are determined by their values).
(4) If f : A → B and g : B → C are two mappings then there is a mapping
g ◦ f : A→ C (their composition) satisfying (g ◦ f)(a) = g(f(a)) for all a ∈ A.
(5) Mappings can be defined by explicitly giving their values. For example:
(5.1) If a is an element and B a non-empty finite set then for each b ∈ B there
exists a constant mapping h : {a} → B with h(a) = b.
(5.2) If A1 and A2 are disjoint and f1 : A1 → B and f2 : A2 → B are mappings
then there is a mapping f : A1 ∪A2 → B satisfying f(a1) = f1(a1) if a1 ∈ A1 and
f(a2) = f2(a2) if a2 ∈ A2. In particular, if f : A → B is a mapping and a /∈ A
then f can be extended to a mapping f ′ : A ∪ {a} → B with f ′(a) chosen to be
any element in B.
(5.3) If f : A→ B is a mapping and C ⊂ A then there is the restriction mapping
f|C : C → B satisfying f|C(c) = f(c) for all c ∈ C.
(5.4) If f : A → B is a mapping and C is a finite set with f(A) ⊂ C then there
is the extension mapping f |C : A → C satisfying f |C(a) = f(a) for all a ∈ A. (If
f : A→ B and A′ ⊂ A then as usual the set {f(c) : c ∈ A′} is denoted by f(A′).)
In particular, for each finite set B there is a unique mapping fB
∅
: ∅ → B. This
mapping is unique since mappings are determined by their values.
(5.5) If f1 : A1 → B1 and f2 : A2 → B2 are mappings then there is a mapping
g : A1 ×B1 → A2 × B2 satisfying g((a, b) = (f1(a), f2(a)) for all (a, b) ∈ A1 × B1.
(5.6) A mapping can be defined by a formula involving a finite number of cases
(where finite means an explicit number such as two or three). For example, if
b, c ∈ E with b 6= c then a transposition τ : E → E can be defined by
τ(x) =


c if x = b ,
b if x = c ,
x otherwise .
(6) A mapping can be defined by modifying a previously defined mapping in
finitely many places.
For example, if a /∈ A, A′ is a non-empty subset of A and f : A ∪ {a} → B has
been defined previously then a new mapping g : A→ B can be defined by
g(c) =
{
f(c) if c ∈ A \ A′ ,
f(a) if c ∈ A′ .
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We will see later in Proposition 2.6 that if G is an A × B-graph then there is a
mapping f : A→ B obtained using only the above statements such that Γf = G.
However, we only make use of Proposition 2.6 in the proof of Proposition 2.7, and
even then it is not really necessary. In all other cases it is much easier to apply
the above statements directly.
We start by looking at a fundamental property which depends crucially on the
set involved being finite. One reason for presenting the result at this point is to
convince the reader that the definition of being finite employed here leads to rather
straightforward proofs.
Theorem 2.1 Let A be finite and f : A → A be a mapping. Then f is injective
if and only if it is surjective (and thus if and only if it is bijective). Therefore the
mapping f : A→ A is either a bijection or it is neither injective nor surjective.
Proof We first show that an injective mapping is bijective. Let S be the set
consisting of those B ∈ P(A) having the property that every injective mapping
p : B → B is bijective. Then ∅ ∈ S, since the only mapping p : ∅→ ∅ is bijective.
Let B ∈ Sp and a ∈ A \B; consider an injective mapping p : B ∪ {a} → B ∪ {a}.
There are two cases:
(α) p(B) ⊂ B. Then the restriction p|B : B → B of p to B is injective and hence
bijective, since B ∈ S. If p(a) ∈ B then p(b) = p|B(b) = p(a) for some b ∈ B, since
p|B is surjective, which contradicts the fact that p is injective. Thus p(a) = a, and
it follows that p is bijective.
(β) p(B) 6⊂ B. In this case there exists b ∈ B with p(b) = a and, since p is
injective, we must have p(c) ∈ B for all c ∈ B \ {b} and p(a) ∈ B. This means
there is an injective mapping q : B → B defined by letting
q(c) =
{
p(c) if c ∈ B \ {b} ,
p(a) if c = b
and then q is bijective, since B ∈ S. Therefore p is again bijective.
This shows that B ∪ {a} ∈ S and thus that S is an inductive A-system. Hence
S = P(A), since A is finite. In particular, A ∈ S and so every injective mapping
f : A→ A is bijective.
We now show that a surjective mapping is bijective, and here let S be the set
consisting of those elements B ∈ P(A) having the property that every surjective
mapping p : B → B is bijective. Then ∅ ∈ S, again since the only mapping
p : ∅→ ∅ is bijective. Let B ∈ Sp and a ∈ A \B; consider a surjective mapping
p : B ∪ {a} → B ∪ {a}. Let D = {b ∈ B : p(b) = a}; there are three cases:
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(α) D = ∅. Then p(a) = a, since p is surjective, thus the restriction p|B : B → B
of p to B is surjective and hence bijective (since B ∈ S), and this means p is
bijective.
(β) D 6= ∅ and p(a) ∈ B. Here we can define a surjective mapping q : B → B by
letting
q(c) =
{
p(c) if c ∈ B \D ,
p(a) if c ∈ D .
Thus q is bijective (since B ∈ S), which implies that D = {b} for some b ∈ C and
in particular p is also injective.
(γ) D 6= ∅ and p(a) = a. This is not possible since then p(B \ D) = B and so,
choosing any b ∈ D, the mapping h : B → B with
q(c) =
{
p(c) if c ∈ B \D ,
b if c ∈ D
would be surjective but not injective (since there also exists c ∈ B \ D with
p(c) = b).
This shows that B ∪ {a} ∈ S and thus that S is an inductive A-system. Hence
S = P(A), since A is finite. In particular, A ∈ S and so every surjective mapping
f : A→ A is bijective.
Note that Theorem 2.1 implies the set N of natural numbers is infinite (i.e., it is
not finite), since the successor mapping s : N→ N with s(n) = n+ 1 for all n ∈ N
is injective but not surjective.
If E, F are any sets then we write E ≈ F if there exists a bijective mapping
f : E → F . The following result is a direct corollary of Theorem 2.1:
Theorem 2.2 If B is a subset of a finite set A with B ≈ A then B = A.
Proof There exists a bijective mapping f : A→ B and the restriction f|B : B → B
of f to B is then injective; thus by Theorem 2.1 f|B is bijective. But this is only
possible if B = A, since if a ∈ A \B then f(a) /∈ f|B(B).
The form of the proof of Theorem 2.1 is repeated in practically every proof which
follows: In general we will start with some statement P about finite sets, meaning
for each finite set A we have a statement P(A). (For example, P(A) could be the
statement that any injective mapping f : A → A is surjective.) The aim is then
to establish that P is a property of finite sets, i.e., to establish that P(A) holds for
every finite set A. To accomplish this we fix a finite set A and consider the set
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S = {B ∈ P(A) : P(B) holds} (recalling from Proposition 1.1 that each subset of
A is finite). We then show that S is an inductive A-system (i.e., show that P(∅)
holds and P(B ∪ {a}) holds whenever B ∈ Sp and a ∈ A \ B) to conclude that
S = P(A), since A is finite. In particular A ∈ S, i.e., P(A) holds.
This template for proving facts about finite sets can be regarded as a ‘local’ version
of the following induction principle for finite sets which first appeared in a 1909
paper of Zermelo [13]:
Theorem 2.3 Let P be a statement about finite sets. Suppose P(∅) holds and
that P(A ∪ {a}) holds for each element a /∈ A whenever P(A) holds for a finite
set A. Then P is a property of finite sets, i.e., P(A) holds for every finite set A.
Proof Let A be a finite set and recall from Proposition 1.1 that each subset of A
is finite. Put S = {B ∈ P(A) : P(B) holds}; then S is an inductive A-system and
hence S = P(A). In particular A ∈ S, i.e., P(A) holds.
The above proof of Theorem 2.1 and nearly all the proofs which follow can easily
be converted into proofs based on Theorem 2.3. As an example, we give two proofs
of Proposition 2.1 below. Proofs based on Theorem 2.3 seem to be more elegant
(although this really a matter of taste). However, we prefer to continue with the
style used in the proof of Theorem 2.1, since such proofs are internal to the finite
set being considered, and thus appear to be more concrete. These proofs almost
always end with a mantra of the form:
It follows that S is an inductive A-system. Thus S = P(A), since A is finite.
In particular, A ∈ S and so the statement about A holds.
and this will be shortened to the following:
It follows that S is an inductive A-system. Thus A ∈ S and so the statement
about A holds.
We now establish the usual properties of finite sets mentioned above. The proofs
are mostly very straightforward and, since they all follow the same pattern, they
tend to become somewhat monotonous.
Proposition 2.1 If A and B are finite sets then so is A ∪ B.
Proof Consider the set S = {C ∈ P(A) : C ∪ B is finite}. Then ∅ ∈ S, since by
assumption ∅∪B = B is finite and if C ∈ Sp (i.e., C ∪B is finite) and a ∈ A \C
2 Finite sets 25
then by Lemma 1.1 (C ∪ {a}) ∪ B = (C ∪ B) ∪ {a} ∈ S. If follows that S is an
inductive A-system. Thus A ∈ S and so A ∪ B is finite.
Here is a proof based on Theorem 2.3: Consider the finite set B to be fixed and for
each finite set A let P(A) be the statement that A∪B is finite. Then P(∅) holds,
since by assumption ∅ ∪ B = B is finite. Moreover, if P(A) holds (i.e., A ∪ B is
finite) and a /∈ A then by Lemma 1.1 (A∪ {a})∪B = (A∪B)∪ {a} is finite, i.e.,
P(A ∪ {a}) holds. Thus by Theorem 2.3 A ∪ B is finite for every finite set A.
Proposition 2.2 Let A and E be sets with A finite.
(1) If there exists an injective mapping f : E → A then E is also finite.
(2) If there exists a surjective mapping f : A→ E then E is again finite.
(3) If E and F are any sets with E ≈ F then E is finite if and only if F is.
Proof (1) Let S be the set consisting of those elements C ∈ P(A) such that if D
is any set for which there exists an injective mapping p : D → C then D is finite.
Then ∅ ∈ S, since there can only exist a mapping p : D → ∅ if D = ∅ and the
empty set ∅ is finite. Let C ∈ Sp and a ∈ A\C. Consider a set D for which there
exists an injective mapping p : D → C ∪ {a}. There are two cases:
(α) p(d) ∈ C for all d ∈ D. Here we can consider p as a mapping from D to C
and as such it is still injective. Thus D is finite since C ∈ S.
(β) There exists an element b ∈ D with p(b) = a. Put D′ = D \ {b}. Now since
p is injective it follows that p(d) 6= a for all d ∈ D′, and thus we can define a
mapping q : D′ → C by letting q(d) = f(d) for all d ∈ D′. Then g : D′ → C is
also injective (since p : D → C ∪ {a} is) and therefore D′ is finite since C ∈ S.
Hence by Lemma 1.1 D = D′ ∪ {b} is finite.
This shows that C ∪ {a} ∈ S and therefore S is an inductive A-system. Thus
A ∈ S, which means that if there exists an injective mapping f : E → A then E
is also finite.
(2) Let S be the set consisting of those elements C ∈ P(A) such that if D is any
set for which there exists a surjective mapping p : C → D then D is finite. Then
∅ ∈ S, since there can only exist a surjective mapping p : ∅ → D if D = ∅ and
the empty set ∅ is finite. Let C ∈ Sp and a ∈ A \ C. Consider a set D for which
there exists a surjective mapping p : C ∪ {a} → D. There are again two cases:
(α) The restriction p|C : C → D of p to C is still surjective. Then D is finite since
C ∈ S.
2 Finite sets 26
(β) The restriction p|C is not surjective. Put b = p(a) and D
′ = D \ {b}. Then
p(c) 6= b for all c ∈ C (since f|C is not surjective) and therefore we can define a
mapping q : C → D′ by letting q(c) = p(c) for all c ∈ C. But p : C ∪ {a} → D is
surjective and hence q : C → D′ is also surjective. Thus D′ is finite since C ∈ S
holds, and so by Lemma 1.1 D = D′ ∪ {b} is finite.
This shows that C ∪{a} ∈ S and it follows that S is an inductive A-system. Thus
A ∈ S, which means that if there exists a surjective mapping f : A → E then E
is also finite.
(3) This is now clear.
Note that Proposition 2.2 (2) is still valid if the set E is replaced by a class X .
That is, if A is a finite set and X a class and there exists a surjective mapping
f : A→ X then X is a finite set. (Just replace the set D in the above proof by a
class Y and the statement D is finite by the statement Y is a finite set.)
Proposition 2.3 If A is a finite set then so is the power set P(A).
Proof Let S be the set consisting of those elements B ∈ P(A) for which the power
set P(B) is finite. Then by Lemma 1.1 ∅ ∈ S, since P(∅) = {∅} = ∅ ∪ {∅}.
Thus consider B ∈ Sp and a ∈ A \ B. Then P(B ∪ {a}) = P(B) ∪ Pa(B), where
Pa(B) = {C ∪ {a} : C ∈ P(B)}, and the mapping C 7→ C ∪ {a} from P(B) to
Pa(B) is surjective. It follows from Proposition 2.2 (2) that Pa(B) is finite and so
by Proposition 2.1 P(B ∪{a}) is finite, i.e., B ∪{a} ∈ S. This shows that S is an
inductive A-system. Hence A ∈ S and so the power set P(A) is finite.
Proposition 2.4 If A and B are finite sets then so is their product A× B.
Proof Consider S = {C ∈ P(A) : C × B is finite}. Then ∅ ∈ S, since ∅×B = ∅.
Let C ∈ Sp and a ∈ A \ C. Then (C ∪ {a}) × B = (C × B) ∪ ({a} × B) and by
Proposition 2.2 (2) {a} × B is finite since the mapping f : B → {a} × B with
f(b) = (a, b) for all b ∈ B is surjective. Thus by Proposition 2.1 (C ∪ {a}) × B
is finite, i.e., C ∪ {a} ∈ S. This shows that S is an inductive A-system. Hence
A ∈ S and so A× B is finite.
Proposition 2.5 If A and B are finite sets then so is BA, the set of all mappings
from A to B.
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Proof Define a mapping γ : BA → P(A× B) by letting
γ(f) = (a, b) ∈ A× B : b = f(a) for some a ∈ A } .
Let f, g ∈ BA with γ(f) = γ(g) and let a ∈ A. Then (a, f(a)) ∈ γ(f) and
so (a, f(a)) = (a′, g(a′) for some a′ ∈ A, since γ(f) = γ(g). Thus a = a′ and
f(a) = g(a′) = g(a) and so f(a) = g(a) for all a ∈ A, i.e., f = g. This shows that
γ is injective and hence by Propositions 2.1, 2.2 (1) and 2.3 BA is finite.
Note that in this proof the only property of BA that has been used is that mappings
are determined by their values, meaning that if f, g ∈ BA with f(a) = g(a) for all
a ∈ A then f = g.
Recall that if A and B are finite sets then G ⊂ P(A×B) is an A×B-graph if for
each a ∈ A there exists a unique b ∈ B with (a, b) ∈ G. In particular, if f : A→ B
is a mapping then the set Γf = {(a, b) ∈ A× B : b = f(a) for some a ∈ A} is an
A× B-graph.
Proposition 2.6 Let A and B be finite sets. Then for each A×B-graph G there
exists a unique mapping f : A→ B such that G = Γf .
Proof The uniqueness is clear since mappings are determined by their values . For
the existence consider the the subset S of P(A) consisting of those C ⊂ A having
the property that for each C ×B-graph G there exists a mapping f : C → B with
Γf = G. Then ∅ ∈ S, since ∅ is an ∅× B-graph, there is a mapping p : ∅ → B
and ∅ = Γp.
Thus let C ∈ Sp, c ∈ A\{c}, put C ′ = C ∪{c} and let G be a C ′×B-graph. Then
G′ = G ∩ P(C × B) is a C × B-graph and so there exists a mapping h : C → B
with G′ = Γh, since C ∈ S. Extend h to a mapping h
′ : C ′ = C ∪ {c} → B
by letting h′(c) = d, where d is the unique element of B with (c, b) ∈ G. Then
Γh′ = G, which shows that C
′ ∈ S. Thus S is an inductive A-system and hence
A ∈ S. Therefore for each A×B-graph G there exists a mapping f : A→ B such
that G = Γf .
Proposition 2.7 (Existence of a factor mapping). Let A, B and C be finite sets,
let f : C → A be a surjective mapping and let g : C → B be a mapping. Then there
exists a mapping h : A → B with g = h ◦ f if and only if g(c) = g(c′) whenever
c, c′ ∈ C with f(c) = f(c′). Moreover, if h exists then it is unique.
Proof Suppose first that there exists f : A→ B with g = h ◦ f . If c, c′ ∈ C with
f(c) = f(c′) then g(c) = h(f(c)) = h(f(c′)) = g(c′) and so g(c) = g(c′) whenever
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f(c) = f(c′). Moreover, h(f(c)) = g(c) for each c ∈ C and f is surjective and
hence h is uniquely determined by f and g.
Now suppose that g(c) = g(c′) whenever c, c′ ∈ C are such that f(c) = f(c′). Let
G = {(a, b) ∈ A× B : there exists c ∈ C with a = f(c) and b = g(c)} .
Let a ∈ A; then a = f(c) for some c ∈ C, since f is surjective and then (a, b) ∈ G
with b = g(c). For each a ∈ A there thus exists at least one b ∈ B with (a, b) ∈ G.
But if also (a, b′) ∈ G then there exists c′ ∈ C with a = f(c′) and b′ = g(c′). In
particular f(c) = f(c′) and so b = g(c) = g(c′) = b′, i.e., b = b′. Hence for each
a ∈ A there exists a unique b ∈ B with (a, b) ∈ G, which shows that G is an A×B-
graph. Therefore by Proposition 2.6 there exists a unique mapping h : A → B
such that G = Γh. This means that G = {(a, b) ∈ A × B : h(a) = b}. Let c ∈ C;
then (f(c), h(f(c))) ∈ G. But also (f(c), g(c)) ∈ G and there is a unique b ∈ B
such that (f(c), b) ∈ G. Hence g(c) = h(f(c)) and therefore g = h ◦ f .
It is not really necessary to use Proposition 2.6 here: Suppose that g(c) = g(c′)
whenever c, c′ ∈ C with f(c) = f(c′). For each a ∈ A let Ga = {c ∈ C : f(c) = a}.
Thus Ga 6= ∅, since f is surjective and if a 6= a
′ then Ga ∩ Ga′ = ∅. Let
E = {E ∈ P(C) : E = Ga for some a ∈ A} and define r : A→ E by r(a) = Ga for
each a ∈ A. Hence r is a bijection. Now if c, c′ ∈ r(a) then f(c) = f(c′) and so
g(c) = g(c′). There is thus a mapping q : E → B such that q(r(a)) = g(c), where
c is any element in r(a) and note that g(c) does not depend on which element of
r(a) is used. Define h : A → B by h = q ◦ r and so h ◦ f = q ◦ r ◦ f . Let c ∈ C;
then a = f(c) ∈ A and thus r(a) = Ga ∈ E . Hence q(Ga) = q(r(a)) = g(c), since
c ∈ r(a), i.e., (h ◦ f)(c) = g(c), which shows that h ◦ f = g.
Proposition 2.8 Let A and B be finite sets and let f : A → B be a bijection.
Then there exists a unique mapping f−1 : B → A such that f−1 ◦ f = idA and
f ◦ f−1 = idB. Moreover, f
−1 is a bijection.
Proof Let S denote the set of subsets C of A for which there exists a unique
mapping f−1|C : f(C)→ C such that f|C ◦ f
−1
|C = idf(C) and f
−1
|C ◦ f|C) = idC and so
in particular ∅ ∈ S. Let C ∈ Sp and a ∈ A \ C; put C ′ = C ∪ {a}. We have the
unique mapping f−1|C : f(C)→ C such that f|C ◦ f
−1
|C = idf(C) and f
−1
|C ◦ f|C) = idC
and can define f−1|C′ : f(C
′) → C ′ by letting f−1|C′ (d) = f
−1
|C (d) if d ∈ f(C) and
putting f−1|C′ (f(c) = c. Then f
−1
|C′ : f(C
′) → C ′ is the unique mapping such that
f|C′ ◦ f
−1
|C′ = idf(C′) and f
−1
|C′ ◦ f|C′) = idC′ and hence C ∪ {c} ∈ S. Thus S is
an inductive A-system, and therefore S = P(A), since A is finite. In particular,
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A ∈ S. This shows that there exists a unique mapping f−1 : B → A such that
f−1 ◦ f = idA and f ◦ f
−1 = idB. It is clear that f
−1 is a bijection.
Proposition 2.8 also follows from Proposition 2.6. If f : A→ B is a bijection then
for each b ∈ B there exists a unique a ∈ A with (a, b) ∈ Γf . Therefore the set
G = {(b, a) ∈ B × A : (a, b) ∈ Γf} is a B × A-graph and thus by Proposition 2.6
there exists a unique mapping g : B → A with Γg = G and g is a bijection.
Let a ∈ A; then (a, f(a) ∈ Γf and so (f(a), a) ∈ Γg. Thus g(f(a)) = a, i.e.,
g ◦ f = idA. Let b ∈ B; then (b, g(b)) ∈ Γg and so (g(b), b) ∈ Γf . Thus f(g(b)) = b,
i.e., f ◦ g = idB. Now g(f(a)) = a for all a ∈ A and f is a bijection and hence g
is uniquely determined by f .This shows that g = f−1.
The next result holds for arbitrary sets E and F , the second statement then being
the Cantor-Bernstein-Schro¨der theorem. (The first statement only holds in general
assuming the axiom of choice.) As can be seen, the proofs for finite sets are trivial
in comparison to those for the general case.
Theorem 2.4 Let A and B be finite sets. Then either there exists an injective
mapping f : A→ B or an injective mapping g : B → A. Moreover, if there exists
both an injective mapping f : A → B and an injective mapping g : B → A then
A ≈ B.
Proof Let S be the set consisting of those C ∈ P(A) for which there either there
exists an injective mapping p : C → B or an injective mapping q : B → C. Then
∅ ∈ S, since the only mapping p : ∅ → B is injective. Let C ∈ Sp and let
a ∈ A \ C. There are two cases:
(α) There exists an injective mapping q : B → C. Then q is still injective when
considered as a mapping from B to C ∪ {a}.
(β) There exists an injective mapping p : C → B. If p is not surjective then it can
be extended to an injective mapping p′ : C∪{a} → B (with p′(a) chosen to be any
element in B \ f(C)). On the other hand, if p is surjective (and hence a bijection)
then the inverse mapping p−1 : B → C given in Proposition 2.8 is injective and so
is still injective when considered as a mapping from B to C ∪ {a}.
This shows that B ∪ {a} ∈ S and thus that S is an inductive A-system. Hence
A ∈ S and so there either exists an injective mapping f : A → B or an injective
mapping g : B → A.
Suppose there exists both an injective mapping f : A → B and an injective
mapping g : B → A. Then f ◦ g : B → B is an injective mapping, which by
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Theorem 2.1 is bijective. In particular f is surjective and therefore bijective, i.e.,
A ≈ B.
For sets E and F we write E  F if there exists an injective mapping f : E → F
and A ≺ B if A  B but A 6≈ B. Theorem 2.4 thus states that if A and B are
finite sets then exactly one of the three statements A ≺ B, B ≺ A and A ≈ B
holds.
The following result collects together some useful technical properties:
Proposition 2.9 (1) Let A and B be finite sets with B  A. Then there exists
a subset B′ of A with B′ ≈ B.
(2) Let A and B be finite sets. Then there exists either a subset B′ of A with
B′ ≈ B or a subset A′ of B with A′ ≈ A. Moreover, if A 6≈ B then there exists
either a proper subset B′ of A with B′ ≈ B or a proper subset A′ of B with A′ ≈ A.
(3) Let A′ and B′ be finite sets. Then there exist finite sets A and B with A ≈ A′
and B ≈ B′ and either B ⊂ A or A ⊂ B.
(4) Let A and E be sets with A finite. Then there exists a set A′ disjoint from E
with A ≈ A′.
(5) Let A1 and A2 be finite sets. Then there exist disjoint sets B1 and B2 with
B1 ≈ A1 and B2 ≈ A2.
Proof (1) There exists an injective mapping g : B → A. Put B′ = g(B); then
B′ ⊂ A with B′ ≈ B (since g as a mapping from B to B′ is a bijection).
(2) By Theorem 2.4 either A  B or B  A. Thus by Proposition 2.9 (1)there
exists either a subset B′ of A with B′ ≈ B or a subset A′ of B with A′ ≈ A. The
final statement now follows from Theorem 2.2.
(3) This follows directly from (2).
(4) Let S be the set of subsets B ∈ P(A) for which there exists a set B′ disjoint
from E with B ≈ B′, and so ∅ ∈ S. Thus let B ∈ Sp and a ∈ A \ B. Let B′
be disjoint from E with B ≈ B′. By Lemma 1.3 there exists an element b not
in E ∪ B′. Then B′ ∪ {b} is disjoint from E and B ∪ {a} ≈ B′ ∪ {b} and hence
B ∪ {a} ∈ S. This shows that S is an inductive-A-system. Therefore A ∈ S, i.e.,
there exists a set A′ disjoint from E with A ≈ A′.
(5) This follows directly from (4).
The next result can be seen as a version of the axiom of choice for finite sets.
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Proposition 2.10 Let A and A′ be finite sets and f : A → A′ be a surjective
mapping. Then there exists C ⊂ A such that the restriction f|C : C → A
′ is a
bijection.
Proof Let S be the set of subsets B of A such that if p : B → B′ is a surjective
mapping then there exists D ⊂ B such that the restriction p|D : D → B
′ is a
bijection. Then ∅ ∈ S and so let B ∈ Sp, b ∈ A \ B and p : B ∪ {b} → B′
be a surjective mapping. Then p|B : B → B
′ \ {p(b)} is surjective and so there
exists D ⊂ B such that p|D : D → B
′ \ {p(b)} is a bijection, since B ∈ S. Put
D′ = D∪{b}; then D′ ⊂ B∪{b} and p|D′D
′ → B′ is a bijection. Thus B∪{b} ∈ S
and hence S is an inductive A-system. This shows that if f : A→ A′ is a surjective
mapping then there exists C ⊂ A such that the restriction f|C : C → A
′ is a
bijection.
Proposition 2.11 Let A and B be finite sets.
(1) (Existence of a right-inverse). Let f : A→ B be surjective. Then there exists
a mapping g : B → A such that f ◦ g = idB. (The mapping g is clearly injective.)
(2) (Existence of a left-inverse). Let f : A→ B be injective. Then there exists a
mapping g : B → A such that g ◦ f = idA. (The mapping g is clearly surjective.)
Proof (1) By Proposition 2.10 there exists C ⊂ A such that f|C : C → B is a
bijection and by Proposition 2.8 there is the inverse mapping h : B → C which we
can consider as a mapping g : B → A. Clearly f ◦ g = idB.
(2) Let We can assume that A is non-empty and so choose an element a ∈ A.
Let f ′ : A → f(A) be the restriction of f to f(A). Then f ′ is a bijection and
by Proposition 2.8 there is the inverse mapping g′ : f(A) → A. Extend g′ to a
mapping g : B → A by letting g(b) = a for all b /∈ f(A). Clearly g ◦ f = idA.
Proposition 2.11 (2) holds for sets in general. However, Proposition 2.11 (1) only
holds for sets in general assuming the axiom of choice and it is in fact equivalent
to the axiom of choice.
The next result is a kind of cancellation law for finite sets.
Proposition 2.12 (1) If A1, A2 and A are disjoint finite sets with A1∪A ≈ A2∪A
then A1 ≈ A2.
(2) If A1, A2 and A are non-empty finite sets with A1×A ≈ A2×A then A1 ≈ A2.
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Proof (1) Suppose A1 6≈ A2. Then by Theorem 2.4 (and without loss of gener-
ality) we can assume that there exists an injective mapping h : A1 → A2 which is
not surjective. This mapping h can be extended to a mapping h′ : A1∪A→ A2∪A
by putting h′(a) = a for all a ∈ A. Then h′ is injective but not surjective and
hence A1 ∪A 6≈ A2 ∪ A.
(2) Again suppose A1 6≈ A2 and as in (1) can assume that there exists an injective
mapping h : A1 → A2 which is not surjective. Let h
′ : A1 × A → A2 × A be the
mapping given by h′(a1, h) = (h(a1), h) for all a1 ∈ A1, a ∈ A. Then h
′ is injective
but not surjective and hence A1 ×A 6≈ A2 ×A.
Proposition 2.13 Let E be an infinite set (i.e., E is not finite. Then for each
finite set A there exists a finite subset C of E with C ≈ A.
Proof Note that if C is a finite subset of E then C 6= E and C∪{c} is also a finite
subset of E for each c ∈ E \ C. Let A be finite set and let S denote the set of
subsets B of A for which there exists a finite subset C of E with C ≈ B. Clearly
∅ ∈ S, thus consider B ∈ Sp, let a ∈ A \ B and put B′ = B ∪ {a}. Then there
exists a finite subset C of E with C ≈ B, since B ∈ S. Also C 6= B and so choose
d ∈ E \ C. Thus C ′ = C ∪ {d} is a finite subset of E with C ′ ≈ B′, which shows
that B′ ∈ S. Hence S is an inductive A-system and so A ∈ S.
Recall that for each set E the set of non-empty subsets of E is denoted by P0(E).
Proposition 2.14 Let A be a non-empty finite set and let ≈A be the restriction
of the equivalence relation ≈ to P0(A). Let E(A) be the set of equivalence classes.
Then E(A) ≈ A.
Proof For each B ∈ P0(A) let ≈B be the restriction of ≈ to P0(B) and let E(B)
be the set of equivalence classes. Also for D ∈ P0(B) let [D]B be the element of
E(B) containing D.
Put S = ∅∪{B ∈ P0(A) : E(B) ≈ B}. Consider B ∈ S
p with B 6= ∅, let a ∈ A\B
and put C = B∪{a}. Since B ∈ S there exists a bijective mapping α : B → E(B)
and we extend α to a mapping α′ : C → E(C) by letting α′(a) = [C]C and note
that [C]C consists of the single element {C}. Now C 6≈ D for all D ⊂ B and
so [C]C /∈ E(B). Thus α
′ is injective. But α′ is also surjective: By definition
α′(a) = [C]C and so consider k ∈ E(C) with k 6= [C]C and let D ∈ k. Then
D is a proper subset of C and thus there exists D′ ⊂ B with D′ ≈ D. Since α
is surjective there exists d ∈ B with α(d) = [D′]B It follows that α(d) = [D]C .
Hence α′ is bijective which implies that C ∈ S. This shows that S is an inductive
A-system and thus A ∈ S, i.e., E(A) ≈ A.
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Theorem 2.5 Let A and B be finite sets.
(1) Let A ≺ B; then there is no surjective mapping f : A→ B.
(2) Let B ≺ A; then there is no injective mapping f : A→ B.
Proof (1) Suppose f : A → B is surjective; then by Proposition 2.11 (1) there
exists an injective mapping g : B → A and so B  A, which by Theorem 2.4 is
not the case.
(2) This is exactly the same, making use of Proposition 2.11 (2).
Theorem 2.5 (2) is equivalent to the usual formulation of the Pigeonhole Principle.
This principle, introduced, by Dirichlet in 1834 as the Shubfachprinzip, states
that if n objects are placed in m containers and m < n then there is at least one
container that contains more than one element.
Some of the results in the following sections involve partial orders and for their
proofs Proposition 2.15 below will be needed.
A partial order on a set E is a subset ≤ of E × E such that e ≤ e for all e ∈ E,
e1 ≤ e2 and e2 ≤ e1 both hold if and only if e1 = e2, and e1 ≤ e3 holds whenever
e1 ≤ e2 and e2 ≤ e3 for some e2 ∈ E, and where as usual e1 ≤ e2 is written instead
of (e1, e2) ∈≤. We also write e1 < e2 if e1 ≤ e2 but e1 6= e2.
A partially ordered set or poset is a pair (E,≤) consisting of a set E and a partial
order ≤ on E.
If (E,≤) is a poset and D is a non-empty subset of E then d ∈ D is said to be
a maximal resp. minimal element of D if d itself is the only element e ∈ D with
d ≤ e resp. with e ≤ d.
Proposition 2.15 If (E,≤) is a poset then every non-empty finite subset of E
possesses both a maximal and a minimal element.
Proof Let A be a non-empty finite subset of E and let S be the set consisting
of the empty set ∅ together with those non-empty B ∈ P(A) which possess a
maximal element. By definition ∅ ∈ S. Let B ∈ Sp and a ∈ A \ B. We want to
show that B′ = B ∪ {a} ∈ S, and this holds trivially if B = ∅, since then a is
the only element in B′. We can thus suppose that B 6= ∅, in which case B has a
maximal element b. If b ≤ a then a is a maximal element of B′ (since if a ≤ c then
b ≤ c, thus b = c and so a = c). On the other hand, if b ≤ a does not hold then
b is still a maximal element of B′. In both cases B′ possesses a maximal element
and hence B ∪ {a} = B′ ∈ S. This shows S is an inductive A-system and hence
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A ∈ S, i.e., A possesses a maximal element. Essentially the same proof also shows
that A possesses a minimal element.
A partial order ≤ on E is a total order if for all e1, e2 ∈ E either e1 ≤ e2 or e2 ≤ e1
and then (E,≤) is called a totally ordered set. If (E,≤) is a totally ordered set
and D is a non-empty subset of E then a maximal element d of D is a maximum
element, i.e., e ≤ d for all e ∈ D. Moreover, if a maximum element exists then it
is unique. In the same way, a minimal element d of D is then a minimum element,
i.e., d ≤ e for all e ∈ D, and if a minimum element exists then it is unique.
If (E,≤) is a totally ordered set and e1 ≤ e2 then as usual we denote the set
{e ∈ E : e1 ≤ e ≤ e2} by [e1, e2], the set {e ∈ E : e1 < e < e2} by (e1, e2) and
similarly for the sets (e1, e2] and [e1, e2).
If (E,≤) is a totally ordered set then Proposition 2.15 implies that every non-
empty finite subset of E possesses both a unique maximum and a unique minimum
element.
Lemma 2.1 For each finite set A there exists a totally ordered set (E,≤) with
E ≈ A.
Proof This is clear: Let A be a finite set for which there exists a totally ordered
set (E,≤) with E ≈ A and let a /∈ A. Let e be an element not in E. We can
extend ≤ to a total order ≤′ on E ′ = E ∪ {e} by defining e to be the maximum
element in (E ′,≤′). Then (E ′,≤′) is a totally ordered set with E ′ ≈ A ∪ {a}.
We end the section with a result which can be used as a replacement for certain
kinds of proofs by induction. Let us start by describing the type of situation which
is involved here.
Suppose we are working with a set-up in which each finite set comes equipped
with some additional structure, so we are dealing with pairs (A, T ), where T is
the structure associated with the finite set A. For example, we might be interested
in finite partially ordered sets and in this case T would be a partial order defined
on A. It will be the case that for each pair (A, T ) with A 6= ∅ and for each a ∈ A
there is an induced structure Ta on A \ {a}, resulting in a new pair (A \ {a}, Ta).
Now we would like to show that each such pair (A, T ) has a certain property and
a standard approach to tackling this kind of problem is to proceed by induction
as follows: For each n ∈ N let P(n) be the statement that the property holds for
all pairs (A, T ) with |A| ≤ n (where |A| is the cardinality of A). It is usually clear
that P(0) holds, thus take n ∈ N \ {0} and assume P(n− 1) holds. Then in order
to verify that P(n) holds it is enough to show that the property holds for each
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pair (A, T ) with |A| = n. Let (A, T ) be such a pair; then for each a ∈ A the pair
(A \ {a}, Ta) will have the property, since |A \ {a}| < n. But the crucial step is
to choose the element a ∈ A in a way that allows us to deduce that (A, T ) has
the property from the fact that (A \ {a}, Ta) does, and the correct choice of a will
clearly depend very much on the structure T and the property involved.
Of course, the approach outlined above requires the natural numbers. However,
this can be avoided with the help of the result which follows. As an example, it
will applied in Section 5 to give a proof of Dilworth’s decomposition theorem.
Proposition 2.16 Let A be a finite set and S be a subset of P(A) containing
∅. Suppose that each non-empty subset F of A contains an element sF such that
F ∈ S whenever P(F \ {sF}) ⊂ S. Then S = P(A).
Proof Let S∗ consist of those B ∈ P(A) for which {E ∈ P(A) : E  B} ⊂ S.
Thus B ∈ S∗ if and only if E ∈ S for each E ⊂ A with E  B. We will show
that S∗ is an inductive A-system. It then follows that S∗ = P(A) and hence that
S = P(A), since S∗ ⊂ S.
To start with it is clear that ∅ ∈ S∗, since E  ∅ is only possible with E = ∅
and ∅ ∈ S. Thus let B ∈ Sp∗ and a ∈ A \ B; we want to show that B ∪ {a} ∈ S∗
i.e., to show that if F ∈ P(A) with F  B ∪{a} then F ∈ S. If F 6≈ B ∪{a} then
F  B, and in this case F ∈ S, since B ∈ S∗. On the other hand, if F ≈ B ∪ {a}
then F \ {sF} ≈ B and B ∈ S∗, and so in particular P(F \ {sF}) ⊂ S. Hence
also F ∈ S, i.e., S contains every subset F of A with F  B ∪ {a}. Therefore
B ∪ {a} ∈ S∗, which shows that S∗ is an inductive A-system.
3 Permutations
Let E be a set; ;thenTE will denote the set of all mappings f : E → E of E into
itself, considered as a monoid with functional composition ◦ as monoid operation
and idE as identity element.
thus SE is a submonoid of TE and it is a group.
If A is finite then the elements of SA are often referred to as permutations.
An element τ of SE will be called an E-transposition, or just a transposition when
it is clear which set E is involved, if there exist b, c ∈ E with b 6= c such that
τ(x) =


c if x = b ,
b if x = c ,
x otherwise .
This transposition will be denoted by τb,c, or by τ
E
b,c when the set E cannot be
determined from the context. Each transposition is its own inverse.
Denote by F2 the multiplicative group {+,−} with + · + = − · − = + and
− ·+ = + · − = −. For each element s ∈ F2 the other element will be denoted by
−s.
Let E be a set; we call a mapping σE : SE → F2 an E-signature if σE(idE) = +
and σE(τ ◦ f) = −σE(f) for each f ∈ SE and for each E-transposition τ . In
particular, it then follows that σE(τ) = − for each E-transposition τ .
Theorem 3.1 For each finite set A there exists a unique A-signature σ : SA →
F2. Moreover, σ(f ◦ g) = σ(f) · σ(g) for all f, g ∈ SA and hence σ is a group
homomorphism.
Proof We first need some preparation and start by noting some of the standard
identities concerning the composition of transpositions which will be needed.
Lemma 3.1 Let p, q, r, s be elements of some set E with p 6= q and r 6= s. Then
(1) τr,s ◦ τp,q = τp,q ◦ τr,s if the elements p, q, r, s are all different.
(2) τr,s ◦ τp,q = τq,s ◦ τr,s if p = r and q 6= s.
(3) τr,s ◦ τp,q = idE = τp,q ◦ τr,s if p = r and q = s.
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Proof Just check what happens to the elements p, q, r, s. (All other elements in
E remain fixed.)
In what follows let B be a set and a /∈ B; put C = B ∪ {a}. Denote by SaC the
subgroup of SC consisting of those mappings f ∈ SC with f(a) = a. For each
f ∈ SaC denote by fB the restriction of f to B, considered as an element of SB.
The mapping ϕB : S
a
C → SB with ϕB(f) = fB for each f ∈ S
a
C is clearly a group
isomorphism.
Going in the other direction, if g ∈ SB then denote by g
a the extension of g to C
with ga(a) = a; thus ga ∈ SaC and (g
a)B = g. The mapping ψ
a : SB → S
a
C with
ψa(g) = ga for each g ∈ SB is the inverse of the isomorphism ϕB.
Note that if b, b′ ∈ B with b 6= b′ then τCb,b′ ∈ S
a
C and ϕB(τ
C
b,b′) = τ
B
b,b′.
Consider f ∈ SC \ S
a
C ; then b = f(a) ∈ B and τ
C
a,b ◦ f ∈ S
a
C . Since τ
C
a,b is its own
inverse we have f = τCa,b ◦ (τ
C
a,b ◦ f) which shows that each mapping in SC \ S
a
C
can be written as the composition of a mapping in SaC with a C-transposition.
The transposition can also be chosen to be on the other side of a mapping from
SaC : There exists a unique element b
′ ∈ B with f(b′) = a, then f ◦ τCa,b′ ∈ S
a
C and
f = (f ◦ τCa,b′) ◦ τ
C
a,b′ .
Lemma 3.2 Let σC : SC → F2 be a C-signature and define σB : SB → F2 by
σB = σC ◦ ψ
a. Then σB is a B-signature. Moreover,
σC(f) = σB(ϕB(f)) for each f ∈ S
a
C ,
σC(f) = −σB(ϕB(τ
C
a,b ◦ f)) for each f ∈ SC \ S
a
C , where b = f(a) ∈ B (and as
above τCa,b ◦ f ∈ S
a
C).
In particular, σC is uniquely determined by σB.
Proof We have σB(idB) = σC(ψ
a(idB)) = σC(idC) = + and
σB(τ ◦ f) = σC(ψ
a(τ ◦ f)) = σC(ψ
a(τ) ◦ ψa(f)) = −σC(ψ
a(f)) = −σB(f)
for each f ∈ SB and for each B-transposition τ , since ψ
a(τ) is a C-transposition.
This shows that σB is a B-signature. If f ∈ S
a
C then f = ψ
a(ϕB(f)) and hence
σC(f) = σC(ψ
a(ϕB(f))) = σB(ϕB(f)). If f ∈ SC \ S
a
C then f = τ
C
a,b ◦ (τ
C
a,b ◦ f) and
τCa,b ◦ f ∈ S
a
C . Thus σC(f) = −σC(τ
C
a,b ◦ f) = −σB(ϕB(τ
C
a,b ◦ f)).
Lemma 3.3 Let σB : SB → F2 be a B-signature and let σC : SC → F2 be the
mapping given by
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σC(f) = σB(ϕB(f)) for each f ∈ S
a
C ,
σC(f) = −σB(ϕB(τ
C
a,b ◦ f)) for each f ∈ SC \ S
a
C, where b = f(a).
Then σC is a C-signature.
Proof To start with σC(idC) = σB(ϕB(idC)) = σB(idB) = +. Thus let f ∈ SC
and let c, d ∈ C with c 6= d; we must show that σC(τ
C
c,d ◦ f) = −σC(f).
Suppose first that both c and d lie in B. There are three cases:
(1) f ∈ SaC . In this case τ
C
c,d ◦ f ∈ S
a
C and hence
σC(τ
C
c,d ◦ f) = σB(ϕB(τ
C
c,d ◦ f)) = σB(ϕB(τ
C
c,d) ◦ ϕB(f))
= σB(τ
B
c,d ◦ ϕB(f)) = −σB(ϕB(f)) = −σC(f) .
(2) f ∈ SC \ S
a
C with b = f(a) /∈ {c, d}. In this case we have τ
C
c,d ◦ f ∈ SC \ S
a
C
with (τCc,d ◦ f)(a) = b and by Lemma 3.1 τ
C
a,b ◦ τ
C
c,d = τ
C
c,d ◦ τ
C
a,b, since the elements
a, b, c, d are all different. Hence
σC(τ
C
c,d ◦ f) = −σB(ϕB(τ
C
a,b ◦ τ
C
c,d ◦ f)) = −σB(ϕB(τ
C
c,d ◦ τ
C
a,b ◦ f))
= −σB(ϕB(τ
C
c,d) ◦ ϕB(τ
C
a,b ◦ f)) = −σB(τ
B
c,d ◦ ϕB(τ
C
a,b ◦ f))
= σB(ϕB(τ
C
a,b ◦ f)) = −σC(f) .
(3) f ∈ SC \ S
a
C with b = f(a) ∈ {c, d}, and without loss of generality assume
b = d. In this case τCc,d ◦ f ∈ SC \ S
a
C with (τ
C
c,d ◦ f)(a) = c and by Lemma 3.1 (2)
τCc,d ◦ τ
C
a,b = τ
C
a,c ◦ τ
C
c,d. Hence
σC(τ
C
c,d ◦ f) = −σB(ϕB(τ
C
a,c ◦ τ
C
c,d ◦ f)) = −σB(ϕB(τ
C
c,d ◦ τ
C
a,b ◦ f))
= −σB(ϕB(τ
C
c,d) ◦ ϕB(τ
C
a,b ◦ f)) = −σB(τ
B
c,d ◦ ϕB(τ
C
a,b ◦ f))
= σB(ϕB(τ
C
a,b ◦ f)) = −σC(f) .
This deals with the cases when both c and d lie in B. Suppose now then that
one of c and d is equal to a, and without loss of generality it can be assumed that
c = a (and so d ∈ B). There are the same three cases as above:
(1) f ∈ SaC . Here τ
C
c,d ◦ f ∈ SC \ S
a
C with (τ
C
c,d ◦ f)(a) = d and thus
σC(τ
C
c,d ◦ f) = −σB(ϕB(τ
C
a,d ◦ τ
C
c,d ◦ f)) = −σB(ϕB(f)) = −σC(f) ,
since τCa,d ◦ τ
C
c,d = τ
C
c,d ◦ τ
C
c,d = idC .
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(2) f ∈ SC \ S
a
C with b = f(a) 6= d. Here τ
C
c,d ◦ f ∈ SC \ S
a
C with (τ
C
c,d ◦ f)(a) = b
and by Lemma 3.1 (2) τCa,b ◦ τ
C
c,d = τ
C
b,d ◦ τ
C
a,b. Hence
σC(τ
C
c,d ◦ f) = −σB(ϕB(τ
C
a,b ◦ τ
C
c,d ◦ f)) = −σB(ϕB(τ
C
b,d ◦ τ
C
a,b ◦ f))
= −σB(ϕB(τ
C
b,d) ◦ ϕB(τ
C
a,b ◦ f)) = −σB(τ
B
b,d ◦ ϕB(τ
C
a,b ◦ f))
= σB(ϕB(τ
C
a,b ◦ f)) = −σC(f) .
(3) f ∈ SC \ S
a
C with b = f(a) = d, and hence (a, b) = (c, d). Here τ
C
c,d ◦ f ∈ S
a
C ,
since (τCc,d ◦ f)(a) = a and therefore
σC(τ
C
c,d ◦ f) = σB(ϕB(τ
C
c,d ◦ f)) = σB(ϕB(τ
C
a,b ◦ f)) = −σC(f) .
This deals with the cases where one of c and d is equal to a, and so all of the
possibilities have now been exhausted. Thus σC is a C-signature.
The first statement in Theorem 3.1 follows directly from Lemmas 3.2 and 3.3: Let
A be a finite set and let S be the set consisting of those B ∈ P(A) for which there
exists a unique B-signature. Then ∅ ∈ S, since S∅ = {id∅} (and there are no
∅-transpositions). Now let B ∈ Sp, let a ∈ A \B and put C = B ∪ {a}. Then by
Lemma 3.3 there exists a C-signature σC which is the unique C-signature, since
by Lemma 3.2 it is uniquely determined by the unique B-signature σB. Thus
B ∪ {a} ∈ S. Hence S is an inductive A-system and so A ∈ S. This shows that
for each finite set A there is a unique A-signature σ : SA → F2.
In order to show that the second statement in Theorem 3.1 holds (i.e., that the
unique A-signature is group homomorphism) we need the following fact:
Proposition 3.1 For each finite set A the group SA is the least submonoid of TA
containing the A-transpositions.
Proof Let A be a finite set and let S be the set consisting of those B ∈ P(A)
for which SB is the least submonoid of TB containing the B-transpositions. Then
∅ ∈ S, since S∅ = T∅ = {id∅} (and there are no ∅-transpositions).
Now let B ∈ Sp and a ∈ A\B; put C = B∪{a} and consider any submonoid M of
TC containing the C-transpositions. Then S
a
C∩M is a submonoid of TC containing
all C-transpositions of the form τCb,c with b, c ∈ B and hence ϕB(S
a
C ∩ M) is a
submonoid of TB containing all the B-transpositions. Thus SB ⊂ ϕB(S
a
C ∩ M)
(since B ∈ S) and it follows that SaC ⊂ M . But we have seen that each element
of SC \ S
a
C can be written in the form τ ◦ f with τ a C-transposition and f ∈ S
a
C
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and hence also SC \ S
a
C ⊂ M . This shows SC = (SC \ S
a
C) ∪ S
a
C ⊂ M , i.e., that
B ∪ {a} ∈ S.
Hence S is an inductive A-system and so A ∈ S. For each finite set A the group
SB is thus the least submonoid of TB containing the B-transpositions.
We also need the following standard fact:
Lemma 3.4 Let (M, •, e) be a monoid and let T ⊂ M . If Q is any subset of M
containing e such that t • q ∈ Q for all q ∈ Q and all t ∈ T then 〈T 〉 ⊂ Q, where
〈T 〉 denotes the least submonoid of M containing T .
Proof Let N = {a ∈ M : a • q ∈ Q for all q ∈ Q}; then clearly e ∈ N and if
a1, a2 ∈ N then (a1 • a2) • q = a1 • (a2 • q) ∈ B for all q ∈ Q, i.e., a1 • a2 ∈ N .
Thus N is a submonoid of M and by assumption T ⊂ N ; hence 〈T 〉 ⊂ N . But
N ⊂ Q, since e ∈ Q, and therefore 〈T 〉 ⊂ B.
Let A be a finite set and consider the unique A-signature σA : SA → F2. Let T be
the set of A-transpositions and
Q = {f ∈ SA : σA(f ◦ g) = σA(f) · σA(g) for all g ∈ SA} ;
thus in particular idA ∈ Q. If τ ∈ T and f ∈ Q then
σA((τ ◦ f) ◦ g) = σA(τ ◦ (f ◦ g)) = −σA(f ◦ g) = −σA(f) ·σA(g) = σA(τ ◦ f) ·σA(g)
for all g ∈ SA and therefore τ ◦ f ∈ Q. Hence by Lemma 3.4 〈T 〉 ⊂ Q. But by
Proposition 3.1 〈T 〉 = SA and so Q = SA. This shows that the unique A-signature
σ is a group homomorphism, which completes the proof of Theorem 3.1.
4 Binomial coefficients
For each finite set A and each B ⊂ A denote the set {C ∈ P(A) : C ≈ B} by
A∆B and so A∆B ∈ P(P(A)). The set A∆B plays the role of a binomial
coefficient : If |A| = n (with |A| the usual cardinality of the set A) and |B| = k
then |A∆B| =
(
n
k
)
. In this section we establish results which correspond to some
of the usual identities for binomial coefficients.
If A, B and C are finite sets then we write C ≈ A ∐ B if there exist disjoint sets
A′ and B′ with A ≈ A′, B ≈ B′ and C ≈ A′ ∪B′. (It is clear that whether this is
the case does not depend on the choice of A′ and B′.)
The following theorem corresponds to the identity
(
n+ 1
k + 1
)
=
(
n
k + 1
)
+
(
n
k
)
which is used to generate Pascal’s triangle.
Theorem 4.1 Let A be a finite set and B be a proper subset of A. Let a be an
element not in A and let b ∈ A \B. Then
(A ∪ {a})∆ (B ∪ {a}) ≈ (A∆B)∐ (A∆(B ∪ {b})).
Proof Put D = (A∪{a})∆ (B ∪{a}), Da = {C ∈ (A∪{a})∆ (B∪{a}) : a ∈ C}
and Db = {C ∈ (A ∪ {a})∆ (B ∪ {a}) : a /∈ C}, so D is the disjoint union of Da
and Db. Let C ∈ (A ∪ {a})∆ (B ∪ {a}). Then C ⊂ A ∪ {a} with C ≈ B ∪ {a}.
If C ∈ Da then C
′ = C \ {a} ⊂ A and C ′ ≈ B and in this case C ′ ∈ A∆B.
If C ∈ Db then C ⊂ A and C ≈ B ∪ {b} and in this case C ∈ A∆(B ∪ {b}).
There is thus a mapping α : Da → A∆B given by α(C) = C \ {a} and a
mapping β : Db → A∆(B ∪ {b}) given by β(C) = C. Let C ∈ A∆B. Then
C ⊂ A with C ≈ B and so C ∪ {a} ⊂ A ∪ {a} with C ∪ {a} ≈ B ∪ {a}. Hence
C ∪ {a} ∈ Da and therefore there is a mapping α
′ : A∆(B → Da given by
α′(C) = C ∪ {a}. Now let C ∈ A∆(B ∪ {b}). Then C ⊂ A with C ≈ (B ∪ {b})
and so C ∪ {a} ⊂ A∪ {a} with C ≈ (B ∪ {a}). Hence C ∈ Db and therefore there
is a mapping β ′ : A∆(B ∪ {b} → Db given by β
′(C) = C.
It follows immediately that α′ is the inverse of α and that β ′ is the inverse of
β. Thus the mappings α and β are both bijections. Therefore Da ≈ A∆B and
Db ≈ A∆B ∪ {b} which shows that
(A ∪ {a})∆ (B ∪ {a}) = D = Da ∪Db ≈ (A∆B)∐ (A∆(B ∪ {b})) .
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If C is a finite set then, as in Section 3, let SC denote the set(group) of bijections
h : C → C. If B is a subset of a finite set A then let IB,A denote the set of injective
mappings k : B → A. Note that IA,A = SA, I∅,A = {∅} and I{a},A ≈ A for each
a ∈ A.
Theorem 4.2 Let B be a subset of a finite set A. Then IB,A ≈ (A∆B)× SB.
Proof Let u : IB,A → (A∆B be the mapping with u(k) = k(B). Then u is
surjective and so by Proposition 2.11 (1) there exists a mapping v : (A∆B)→ IB,A
with u(v)(C) = C for all C ∈ (A∆B) (and v is injective).
Let k ∈ IB,A; then k(B) ∈ A∆B and therefore there exists a bijective mapping
tk : B → k(B). (Note that tk is not unique unless B is empty or contains only one
element.) If k1, k2 ∈ IB,A with k1(B) = k2(B) and h = (tk2)
−1 ◦ tk1 then h ∈ SB
and k2 ◦ h = k1. On the other hand, if there exists h ∈ SB with k2 ◦ h = k1 then
k1(B) = k2(B). Therefore k1(B) = k2(B) if and only if there exists h ∈ SB such
that k2 ◦ h = k1. Note that if there exists if h ∈ SB such that k2 ◦ h = k1 then h
is unique.
Now if C ∈ A∆B then v(C) is the unique element in IB,A with v(C)(B) = C. In
particular, it follows for each k ∈ IB,A that v(k(B)) is the unique element of IB,A
with v(k(B))(B) = k(B). For each k ∈ IB,A there thus exists a unique element
sk ∈ SB such that k = v(k(B)) ◦ sk. Define G : IB,A → (A∆B) × SB by letting
G(k) = (k(B), sk). Let (C, h) ∈ (A∆B) × SB and put k = v(C) ◦ h. Then
k ∈ IB,A with k(B) = (v(C) ◦ h)(B) = (v(C)(B) = C and sk = h, since sk is
uniquely determined by the requirement that k = v(k(B)) ◦ sk. This shows that
G is surjective. Now let j, k ∈ IB,A with G(j) = G(k). Then j(B) = k(B) and
sj = sk and hence j = v(j(B)) ◦ sj = v(k(B)) ◦ sk = k.This shows that G is
injective and therefore G is a bijection, i.e., IB,A ≈ (A∆B)× SB.
Proposition 4.1 Let B be a non-empty subset of a finite set A, let b ∈ B and
put B′ = B ∪ {b}. Then IB′A ≈ IB,A × (A \B).
Proof Let r : IB′,A → IB,A be the restriction mapping. Then r is surjective, since
B 6= A. For each j ∈ IB,A
let p(j) = {k ∈ IB′,A : r(k) = j}. Now j(B) ≈ B and for each c ∈ A\ j(B) there is
a unique k ∈ p(j) with k(b) = c. Hence p(j) ≈ A \B and so let sj : p(j)→ A \B
be a bijection. Define t : IB′,A → (A \B) by t(k) = sj(k(b)), where j = r(k). Now
define R : IB′A → IB,A × (A \ B) by R(k) = (r(k), t(k)) for each k ∈ IB′,A. Let
k1, k2 ∈ IB′,A with R(k1) = R(k2). Then r(k1) = r(k2) and t(k1) = t(k2). Thus
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p(r(k1)) = p(r(k2)) and sj((k1(b)) = sj(k2(b)), where j = r(k1) = r(k2). Hence
k1(b) = k2(b) and so k1 = k2, i.e., R is injective. Now let (j, C) ∈ IB,A × (A \ B)
and let k = (sj)
−1(C). It follows that R(k) = (r(k), t(k)) = (j, C) and so R is
surjective. Therefore R is a bijection and hence IB′A ≈ IB,A × (A \B).
The choice of the bijections sj , j ∈ IB,A in the above proof can be made more
explicit with help of Proposition 2.11: Let ∆ be the set of all subsets C of IB′,A
with C ≈ A \B and let Λ be the set of all bijections q : C → A \ B with C ∈ ∆.
Define u : Λ→ ∆ by letting u(q) be the domain of q. Then u is surjective and so
by Proposition 2.11 (1)there exists a mapping v : ∆ → Λ with u ◦ v = id∆. For
each j ∈ IB,A put sj = v(p(j)).
Proposition 4.2 Let A be a finite set, let a /∈ A and put A′ = A ∪ {a}. Then
SA′ ≈ SA ×A
′.
Proof Let p ∈ SA′ and suppose that p(a) 6= a. Then there exists a unique element
cp ∈ A with p(cp) = a. Define λ[p] : A → A by letting λ[p](d) = p(d) if p(d) ∈ A
and λ[p](cp) = p(a), and thus λ[p] ∈ SA. If p(a) = a then let λ[p] be the restriction
of p to A. Define Λ : SA′ → SA×A
′ by putting Λ(p) = (λ[p], p(a)) for each p ∈ SA′.
Let p, q ∈ SA′ with Λ(p)) = Λ(q). Then λ[p] = λ[q] and p(a) = q(a). Assume first
that b = p(a) 6= a and put r = λ[p]. Then r(cp) and r(cq) are both equal to b and
hence cp = cq since r is a bijection. But if d 6= cp then r(d) = p(d) = q(d) and it
follows that p = q. If p(a) = a thenλ[p] is the restriction of p to A and λ[q] is the
restriction of q to A and it again follows that p = q. This shows that Λ is injective.
Now let q ∈ SA and b ∈ A; then there exists a unique bq ∈ A with q(bq) = b.
Define ω[q, b] : A′ → A′ by ω[q, b](c) = q(c) if c ∈ A \ {bq}, ω[q, b](bq) = a and
ω[q, b](a) = b, so ω[q, b] ∈ SA′ . Then
(Λ(ω[q, b]) = (λ[ω[q, b]], ω[q, b](a)) = (λ[ω[q, b]], b) = (λ[r], b) = (s, b) ,
where r = ω[q, b] and s = λ[r]. Thus r(c) = q(c) if c ∈ A \ {bq}, r(bq) = a
and r(a) = b (and where q(bq) = b). Also s(d) = r(d) if s(d) ∈ A \ {cr} and
s(cr) = r(a) (and where r(cr) = a). Since r(ca) = r(bq) = a and r is a bijection
it follows that bq = cr. Therefore s(d) = r(d) = q(d) for all d ∈ A \ {cr} and
s(cr) = r(a) = b = q(bq) = q(cr) and hence s = q, i.e., Λ(ω[q, b]) = (q, b).
Moreover, it is clear that Λ(q′) = (q, a) for each q ∈ SA, where q
′ is the extension
of q to SA′ with q
′(a) = a. This shows that Λ is surjective and hence it is a
bijection. In particular, SA′ ≈ SA × A
′.
Lemma 4.1 Let B be a non-empty subset of a finite set A , let b ∈ B and put
B′ = B ∪ {b}. Then IB′,A × SA\B′ ≈ IB,A × SA\B.
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Proof By Proposition 4.1 IB′,A ≈ IB,A× (A \B) and by Proposition 4.2 it follows
that SA\B ≈ SA\B′ × (A \B). Therefore
IB′,A × SA\B′ ≈ IB,A × (A \B)× SA\B′ ≈ IB,A × SA\B .
Theorem 4.3 Let B be a subset of a finite set A. Then SA ≈ IB,A × SA\B.
Proof Let S denote the set of subsets B of A for which SA ≈ IB,A × SA\B. Then
∅ ∈ S, since I∅,A = {∅}. Let B ∈ S
p and b ∈ A \ B; put B′ = B ∪ {b}. Then
SA ≈ IB,A × SA\B and so by Lemma 4.1 SA ≈ IB′,A × SA\B′ . Hence B
′ ∈ S, which
shows that S is an inductive A-system. Therefore S = P(A) and in particular
A ∈ S, i.e., SA ≈ IB,A × SA\B.
If B is a subset of a finite set A then by Theorem 4.3 SA ≈ IB,A × SA\B and so
there exists a bijective mapping h : SA → IB,A × SA\B. However, there does not
seem to be a natural candidate for the mapping h.
The following theorem corresponds to the usual expression for binomial coefficients:(
n
m
)
=
n!
m! · (n−m)!
Theorem 4.4 Let B be a subset of a finite set A. Then
SA × (A∆B) ≈ SB × SA\B .
Proof By Theorem 4.2 IB,A ≈ (A∆B) × SB by Theorem 4.3 SA ≈ IB,A × SA\B.
Therefore SA ≈ IB,A × SA\B ≈ (A∆B)× SB × SA\B.
The remark following Theorem 4.3 also applies here: There does not seem to be a
natural candidate for a bijective mapping h : SA × (A∆B)→ SB × SA\B.
Theorem 4.5 below corresponds to the following well-known identity for binomial
coefficients
(
n
m
)(
m
k
)
=
(
n
k
)(
n− k
m− k
)
which holds for all 0 ≤ k ≤ m ≤ n.
Theorem 4.5 Let A, B and C be finite sets with C ⊂ B ⊂ A. Then
(A∆B)× (B∆C) ≈ (A∆C)× ((A \ C)∆ (B \ C)) .
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Proof By Theorem 4.4 we have
SA × SB × (A∆B)× (B∆C) ≈ SB × SA\B × SC × SB\C
and SA × SA\C × (A∆C)× ((A \ C)∆ (B \ C)) ≈ SC × SA\C × SB\C × SA\B
and therefore by Proposition 2.12 (cancellation law for finite sets)
SA × (A∆B)× (B∆C) ≈ SA\B × SC × SB\C ≈ SC × SB\C × SA\B
and SA × (A∆C)× ((A \ C)∆ (B \ C)) ≈ SC × SB\C × SA\B
and hence
SA × (A∆B)× (B∆C) ≈ SA × (A∆C)× ((A \ C)∆ (B \ C)) .
Again making use of Proposition 2.12 it follows that
(A∆B)× (B∆C) ≈ (A∆C)× ((A \ C)∆ (B \ C)) .
Theorem 4.5 implies there is a bijective mapping
h : (A∆B)× (B∆C)→ (A∆C)× ((A \ C)∆ (B \ C))
but once again there does not seem to be a natural candidate for this mapping.
It is worth noting that in many text-books the following simple combinatorial
argument is often used to justify the identity
(
n
m
)(
m
k
)
=
(
n
k
)(
n− k
m− k
)
.
The left-hand side is the number of ways of first choosing m objects from a set of
n objects and then choosing from these m objects a subset of k objects. But this
is the same as first choosing k objects from the set of n objects and then choosing
m-k objects from the remaining n-k objects, which is the right-hand side.
The combinatorial argument would seem to suggest how a bijective mapping h
could be defined but it is not clear how to implement this.
5 Dilworth’s decomposition theorem
In this section we prove Dilworth’s decomposition theorem [2] by modifying a proof
due to Galvin [3] to work with the present treatment of finite sets.
It is well-known that Dilworth’s theorem can be used to provide straightforward
proofs of further important combinatorial results such as the theorems of Ko¨nig,
Menger, Ko¨nig-Egeva´ry and Hall. (See, for example [8].
Recall that the set of non-empty subsets of a set E will be denoted by P0(E) and
that by a partition of E we mean a subset Q of P0(E) such that for each e ∈ E
there exists a unique Q ∈ Q such that e ∈ Q. In particular, different elements in a
partition have to be disjoint. The only partition of the empty set ∅ is the empty
set ∅ = P0(∅). If A is finite then by Propositions 2.3 and 1.1 any partition of A is
also finite. To each partition Q of a set E there is the evaluation map iQ : E → Q,
where iQ(e) is the unique element in Q containing e. If D ⊂ E then the restriction
of iQ to D will be denoted by i
D
Q.
Recall that a partial order on a set E is a mapping ≤: E×E → B such that e ≤ e
for all e ∈ E, e1 ≤ e2 and e2 ≤ e1 both hold if and only if e1 = e2, and e1 ≤ e3
holds whenever e1 ≤ e2 and e2 ≤ e3 for some e2 ∈ E, and where as usual e1 ≤ e2
is written instead of ≤ (e1, e2) = T. A partially ordered set (or poset) is a pair
(E,≤) consisting of a set E and a partial order ≤ on E. A finite poset (A,≤) is
a poset (A,≤) with A a finite set.
If (E,≤) is a poset and D a non-empty subset of E then d ∈ D is said to be
a maximal element of D if d itself is the only element e ∈ D with d ≤ e. By
Proposition 2.15 every non-empty finite subset of E possesses a maximal element.
Let (E,≤) be a poset. A subset C of E is called a chain if any two elements in
C are comparable, i.e., if c ≤ c′ or c′ ≤ c for all c, c′ ∈ C. If a chain possesses
a maximal element then this is unique, and so will be referred to as the maximal
element.
A partition C of a subset F of E will be called a chain-partition of F if each
element in C is a chain. A subset D of E is called an antichain if no two distinct
elements in D are comparable, i.e., if neither d ≤ d′ nor d′ ≤ d holds whenever
d, d′ ∈ D with d 6= d′. If D ⊂ F then we say that D is an antichain in F .
Lemma 5.1 Let (E,≤) be a poset and F ⊂ E. If C is a chain-partition of F and
D is an antichain in F then D  C.
In particular, if C is a chain-partition of E and D is an antichain then D  C.
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Proof Each chain C ∈ C can contain at most one element of D and hence the
restricted evaluation mapping iDC : D → C is injective.
The following important result is Dilworth’s decomposition theorem [2]. As stated
at the beginning of the section, the proof presented here is due to Galvin [3].
Theorem 5.1 Let (A,≤) be a finite poset. Then there exists a chain-partition C
of A and an antichain D such that D ≈ C.
Proof We first need some preparation, and throughout the proof assume that
(A,≤) is a finite poset.
Let us say that a subset B of A is regular if there exists a chain-partition C of B
and an antichain D in B such that D ≈ C. We thus need to show that A itself is
regular.
Let B be a regular subset of A. If C and C′ are chain-partitions of B and D and
D′ are antichains in B with D ≈ C and D′ ≈ C′ then D ≈ D′ ≈ C ≈ C′, since by
Lemma 5.1 D  C′ ≈ D′ and D′  C ≈ D and hence by Theorem 2.4 D ≈ D′.
We call C and C′ minimal chain-partitions of B and D and D′ maximal antichains
in B. If C is a minimal chain-partition of B then a chain-partition C′ of B is
also minimal if and only if C′ ≈ C. In the same way, if D is a maximal antichain
in B then an antichain D′ in B is also maximal if and only if D′ ≈ D. If C is
any minimal chain-partition of B and D any maximal antichain in B then the
restricted evaluation mapping iDC : D → C is a bijection.
Lemma 5.2 Let E be a subset of A such that every subset of E is regular. Then
there exists a maximal antichain D∗ in E and for each d ∈ D∗ a minimal chain-
partition Cd of E such that the chain in Cd containing d has d as its maximal
element.
Proof This holds trivially if E = ∅ and so we can assume that E is non-empty.
Denote the (non-empty) set of maximal antichains in E by D and let ∆ be the
union of all the sets in D, i.e., ∆ = {e ∈ E : e ∈ D for some D ∈ D}.
Now fix an arbitrary minimal chain-partition C of E. For each C ∈ C the set ∆∩C
is non-empty (since it contains an element from each set in D), thus let mC be the
maximal element in ∆ ∩ C. Finally let D∗ be the set consisting of the elements
mC , C ∈ C.
We show that D∗ is a maximal antichain in E: Let C1, C2 ∈ C with C1 6= C2.
Then there exist D1, D2 ∈ D such that mC1 is the unique element in C1 ∩D1 and
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mC2 the unique element in C2 ∩ D2. Let b12 be the unique element in C1 ∩ D2
and b21 the unique element in C2 ∩ D1. Then b12 ≤ mC1 , since b12 ∈ ∆ ∩ C1 and
mC1 is the maximal element of this set, and in the same way b21 ≤ mC2 . Now if
mC1 ≤ mC2 then it would follow that b12 ≤ mC2 , which is not possible since b12
and mC2 are distinct elements of the antichain D2. The same argument shows also
that mC2 ≤ mC1 is not possible, and hence D∗ is an antichain. Clearly D∗ ⊂ E
and D∗ ≈ C, since each chain in C contains exactly one element of D∗. Therefore
D∗ is a maximal antichain in E.
Now for each d ∈ D∗ we obtain a new minimal chain-partition Cd of E. Let Cd be
the chain in C containing d and put C ′d = {c ∈ Cd : c ≤ d}, thus C
′
d is a non-empty
chain. By assumption the set Ed = E \ C
′
d is regular, and clearly D∗ \ {d} is an
antichain in Ed. Suppose there exists an antichain D
′ in Ed with D∗ \ {d} ≺ D
′,
i.e., with D∗  D
′. Then there is a subset D′′ of D′ with D′′ ≈ D∗ and D
′′ is
antichain in Ed and thus also an antichain in E, i.e., D
′′ is a maximal antichain
in E. But this is not possible, since any maximal antichain in E intersects C ′d. It
follows that D∗ \ {d} is a maximal antichain in Ed. Let C
′
d be a minimal chain-
partition of Ed; thus C
′
d ≈ D∗ \ {d}. Finally Cd = C
′
d ∪ {C
′
d} is a chain-partition of
E and Cd ≈ C
′
d∪{C
′
d} ≈ (D∗\{d})∪{d} = D∗, i.e., Cd is a maximal chain-partition
of E. Moreover, d is the maximal element of the chain C ′d in Cd.
Let S be the set of regular subsets of A, and in particular ∅ ∈ S, since in this case
the only chain-partition and antichain are empty. We will show that S = P(A) by
applying Proposition 2.16. To do this we must show that each non-empty subset
F of A contains an element sF such that F ∈ S whenever P(F \ {sF}) ⊂ S, i.e.,
such that F is regular whenever each subset of F \ {sF} is regular.
Thus let F be a non-empty subset of A and take sF to be a maximal element of F
(whose existence is guaranteed by Proposition 2.15). Suppose that each subset of
E = F \ {sF} is regular. Then by Lemma 5.2 there exists a maximal antichain D∗
in E and for each d ∈ D∗ a minimal chain-partition Cd of E such that the chain
in Cd containing d has d as its maximal element.
Now if D∗ ∪ {sF} is an antichain then it is immediate that F is regular, since
Cd ∪ {sF} is a chain-partition of F for any d ∈ D∗ and Cd ∪ {sF} ≈ D∗ ∪ {sF}.
Thus suppose that D∗ ∪ {sF} is not an antichain, and so there exists d ∈ D∗ with
d ≤ sF (since sF is a maximal element of F ). Then Cd ∪ {sF} is a chain, since d
is the maximal element in Cd and d ≤ sF , which means (Cd \ Cd) ∪ (Cd ∪ {sF}) is
a chain-partition of F . But (Cd \ Cd) ∪ (Cd ∪ {sF}) ≈ Cd ≈ D∗ and D∗ is also an
antichain in F . It again follows that F is regular.
Proposition 2.16 now implies that S = P(A). In particular A ∈ S and so A is
regular. The proof of Theorem 5.1 is complete.
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We end the section by applying Dilworth’s theorem to give a proof of Hall’s theorem
on the existence of a system of distinct representatives [4].
Let A and B be non-empty finite sets with A  B and let f : A → P(B) be a
mapping. Define f ∗ : P(A)→ P(B) by letting f ∗C) =
⋃
c∈C f(c) for each C ⊂ A.
A mapping s : A→ B is a called a system of distinct representatives if s is injective
and s(a) ∈ f(a) for all a ∈ A. The following is a famous theorem of Hall [4]:
Theorem 5.2 A system of distinct representatives exists if and only if C  f ∗(C)
for all C ⊂ A.
Proof Assume first that there exists a system of distinct representatives s : A→ B
and let C ⊂ A. Then the restriction sC : C → B of s to C is injective and
s(C) ⊂ f ∗(C). Hence C  f ∗(C).
Now for the converse, so C  f(∗C) for each C ⊂ A. We can clearly assume that
A and B are disjoint; put E = A ∪ B. Define a partial order ≤ on E as follows:
If e1, e2 ∈ E then e1 ≤ e2 if and only if either e1 = e2 or e1 ∈ A, e2 ∈ B and
e2 ∈ f(e1). If e1, e2, e3 ∈ E then e1 < e2 and e2 < e3 cannot both hold (since
A and B are disjoint). Thus ≤ is transitive, which shows ≤ is a partial order.
The chains in E are exactly the singleton sets {e}, e ∈ E, together with the two-
element sets of the form {a, b} with a ∈ A and b ∈ f(a). Note that {a}  f ∗({a})
for each a ∈ A and so f ∗(a) 6= ∅, which implies that a is contained in at least one
two-element chain. Let C be a chain partition of E and let A0 be the subset of A
consisting of those a ∈ A which are contained in a two-element chain in C. For
each a ∈ A0 denote the other element in the chain by s
′(a) This defines a mapping
s′ : A0 → B, which is injective (since the chains in C are disjoint) and s
′(a) ∈ f(a)
for all a ∈ A0. In particular s
′ will be a system of distinct representatives if and only
if A0 = A. Moreover, the chains in C are exactly the two-element chains {a, s
′(a)},
a ∈ A0, together with the singleton sets {a}, a ∈ A \ A0, and the singleton sets
{b}, b ∈ B \ s′(A0). It follows that C ≈ A ∪ (B \ s
′(A0)) = E \ s
′(A0) ≈ E \ A0
and hence A0 = A if and only if C ≈ B.
Let D be an antichain in E and put J = D ∩ A, K = J ∩ B, so J and K are
disjoint and D = J ∪K. If j ∈ J and k ∈ f(j) then j < k and so k /∈ D. Thus
f ∗(J)∩D = ∅ and hence K ⊂ B \f ∗(J). Now J  f ∗(J). Let J ′ be a subset of B
with J ′ ≈ J . Then J ′  f ∗(J) and so B \ f ∗(J)  B \ J ′. Therefore K  B \ J ′.
Hence D = J ∪K  J ∪ (B \ J ′) ≈ B. This shows that D  B for each antichain
D in E. But B itself is clearly an antichain and hence a maximal antichain in E.
By Dilworth’s theorem there thus exists a chain partition C with C ≈ B and we
have seen above that the mapping s′ : A0 = A → B is then a system of distinct
representatives.
6 Enumerators
In this section we give a further characterisation of a set being finite. This can
be seen as having something to do with enumerating the elements in the set. Let
us begin with a very informal discussion. Suppose we want to determine whether
a given set E is finite or not. We could do this by marking the elements in E
one at a time and seeing if all the elements can be marked in finitely many steps
(whatever that means). At each stage of this process let us take a snapshot of
the elements which have already been marked. This results in a subset U of P(E)
whose elements are exactly these snapshots; each U ∈ U is a subset of E specifying
the elements of E which have already been marked at some stage in the process.
The empty set ∅ is in U because we take a snapshot before marking the first
element.
The following definition will be employed to help make the above more precise.
First some notation: A subset U of P(E) is called an E-selector if ∅ ∈ U and for
each U ∈ Up there exists a unique element e ∈ E \ U such that U ∪ {e} ∈ U . The
set U of snapshots should thus be an E-selector. Moreover, if E is finite then in
the final snapshot all the elements of E will have been marked and so U should
contain E.
This suggests that a necessary condition for a set E to be finite is that there should
exist an E-selector containing E. However, something is missing here since the
condition as it stands is more-or-less vacuous since if U is any E-selector then
U ∪ {E} is also an E-selector which contains E. Thus the condition is just that
there should exist an E-selector and it is clear that this does not ensure that the
set E is finite since, for example, {[n] : n ∈ N} is an N-selector for the infinite set
N.
To see what is missing we need another definition. If U is an E-selector then a
subset V of U is said to be invariant if ∅ ∈ V and if V ∪ {e} ∈ V for all V ∈ Vp,
where e is the unique element of E \V with V ∪{e} ∈ U . In other words, a subset
V of U is invariant if and only if it is itself an E-selector. An E-selector U is said to
be minimal if the only invariant subset of U is U itself. Note that any E-selector
contains a unique subset which is a minimal E-selector and which can be obtained
by taking the intersection of all its invariant subsets.
Now consider the E-selector U described above whose elements are exactly the
snapshots and let V be any invariant subset of U . Then the process of taking the
snapshots produces elements of U which start with the empty set ∅, which is in
V, and then, given that the current snapshot is an element of V, will produce a
new snapshot which is also an element of V. (This follows from the definition of
V being invariant.) The process of taking snapshots can therefore only produce
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elements of U which lie in V. But if E is finite then this process produces all the
elements of U , and so in this case we must conclude that V = U . This means that
U must be a minimal E-selector. This suggests that a necessary condition for a
set E to be finite is that there should exist a minimal E-selector containing E and
such a minimal E-selector containing E will now be called an E-enumerator.
It turns out this necessary condition is also sufficient: In Theorem 6.1 it will be
shown that an E-enumerator exists if and only if E is finite.
Lemma 6.1 If A is finite then every A-selector contains A.
Proof An A-selector U is a non-empty subset of P(A) and thus by Proposition 1.3
it contains a maximal element U∗. But each U ∈ Up is not maximal, since there
exists an element a ∈ A \ U with U ∪ {a} ∈ U . Hence U∗ = A, and so U contains
A.
Note that if A is finite then by Lemma 6.1 an A-selector is an A-enumerator if and
only if it is minimal.
Lemma 6.2 If A is finite then there exists an A-selector.
Proof Let S = {B ∈ P(A) : there exists a B-selector}. In particular ∅ ∈ S, since
{∅} is a ∅-selector. Let B ∈ Sp and let a ∈ A \ B; put B′ = B ∪ {a}. By
assumption there exists a B-selector U which by Lemma 6.1 contains B. It follows
that U ∪ {B′} is a B′-selector and thus B′ ∈ S. This shows S is an inductive
A-system and hence S = P(A), since A is finite. In particular A ∈ S and so there
exists an A-selector.
Theorem 6.1 A set E is finite if and only if there exists an E-enumerator.
Proof Suppose first that there exists an E-enumerator U and let S be an inductive
E-system. Then U ∩S is an invariant subset of U and therefore U ∩S = U , since U
is minimal. Thus U ⊂ S and in particular E ∈ S. This shows that each inductive
E-system contains E and hence by Lemma 1.2 E is finite. Suppose conversely
that E is finite. By Lemma 6.1 there exists an E-selector and therefore there
exists a minimal E-selector which by Lemma 1.2 contains E. This shows that an
E-enumerator U exists.
A subset U of P(E) is said to be totally ordered if for all E1, E2 ∈ U either
E1 ⊂ E2 or E2 ⊂ E1. Note that a set E is finite if and only if there exists a totally
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ordered E-enumerator. This follows from the fact that the E-selector obtained in
Lemma 6.2 is totally ordered. In fact in Theorem 6.2 it will be shown that if A is
finite then any A-enumerator is automatically totally ordered.
Note that U∅ = {∅} is the single ∅-enumerator.
Theorem 6.2 If A is a finite set then an A-selector is minimal if and only if it is
totally ordered and thus it is an A-enumerator if and only if it is totally ordered.
The proof requires some preparation. Throughout the section A always denotes a
finite set.
For each E-selector U let eU : U
p → E and sU : U
p → U \ {∅} be the mappings
with eU(U) = e and sU(U) = U ∪{e}, where e is the unique element in E \U such
that U ∪ {e} ∈ U .
Lemma 6.3 Let U be a totally ordered A-selector and let U, U ′ ∈ U . Then:
(1) U ′ is a proper subset of U if and only if sU(U
′) ⊂ U .
(2) If U ∈ Up then U ′ is a subset of U if and only if it is a proper subset of sU(U).
Proof (1) If sU(U
′) ⊂ U then U ′ is a proper subset of U , since eU(U
′) /∈ U ′.
Conversely, suppose U ′ is a proper subset of U . Then there is an injective mapping
i : sU(U
′) → U . Thus if U ⊂ sU(U
′) then by Preposition 2.4 U = sU(U
′) and in
particular sU(U
′) ⊂ U . But either U ⊂ sU(U
′) or sU(U
′) ⊂ U , and thus in both
cases sU(U
′) ⊂ U .
(2) If U ′ ⊂ U then U ′ is a proper subset of sU(U), since eU(U) /∈ U . Conversely,
suppose U ′ is a proper subset of sU(U). Then there exists an injective mapping
i : U ′ → U . Thus if U ⊂ U ′ then U = U ′ and in particular U ′ ⊂ U . But either
U ⊂ U ′ or U ′ ⊂ U , and thus in both cases U ′ ⊂ U .
Lemma 6.4 Let U be a B-enumerator, where B is a non-empty finite set. Then
u0 = eU(∅) ∈ U for all U ∈ U \ {∅} and U0 = {U \ {u0} : U ∈ U \ {∅}} is a
(B \ {u0})-enumerator. Moreover, U is totally ordered if and only if U0 is.
Proof The set V = {∅} ∪ {U ∈ U : u0 ∈ U} contains ∅ and if U ∈ V
p then either
U = ∅, in which case u0 ∈ {u0} = sU(U), or U 6= ∅, and then u0 ∈ U ⊂ sU(U).
Thus V is an invariant subset of U and so V = U , since U is minimal. Hence
u0 ∈ U for all U ∈ U \ {∅}. Now eU(U) 6= u0 whenever U ∈ U \ {∅} (since
eU(U) ∈ B \ U and u0 ∈ U), and so U0 is a (B \ {u0})-selector. Moreover, if V0
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is an invariant subset of U0 then V
′
0 = {∅} ∪ {U ∪ {u0} : U ∈ V0} is an invariant
subset of U . Therefore V ′0 = U , since U is minimal, which implies that V0 = U0.
This shows that U0 is a (B \ {u0})-enumerator. Finally, it is clear that U is totally
ordered if and only if U0 is.
Proof of Theorem 6.2 Assume first there exists an A-enumerator which is not
totally ordered. Then the subset S of P(A) consisting of those subsets B for which
there exists a B-enumerator which is not totally ordered is non-empty. Hence by
Proposition 1.2 S contains a minimal element B and B is non-empty since the
only ∅-enumerator is trivially totally ordered. There thus exists a B-enumerator
U which is not totally ordered and then Lemma 6.4 implies thatB\{u0} ∈ S, where
u0 = eU(∅). This contradicts the minimality of B and therefore the assumption
that there exists an A-enumerator which is not totally ordered is false. In other
words, each A-enumerator is totally ordered.
For the converse let U be a totally ordered A-selector and suppose there exists an
invariant proper subset V of U . Put S = U \V. Then S is non-empty and hence by
Proposition 1.2 it contains a minimal element U∗, and U∗ 6= ∅, since ∅ /∈ S. Put
R = {V ∈ V : V ⊂ U∗}; then R is non-empty (since it contains ∅) and therefore
by Proposition 1.3 R contains a maximal element U∗. Thus U∗ ⊂ U∗, and in fact
U∗ is a proper subset of U∗, since U
∗ ∈ V and U∗ /∈ V. Hence by Lemma 6.3 (1)
sU(V
∗) ⊂ U∗. But sU(U
∗) ∈ V, since V is invariant, and so sU(U
∗) ∈ R. However,
this contradicts the maximality of U∗ and we conclude that V = U . Therefore U
is minimal, i.e., U is an A-enumerator.
This completes the proof of Theorem 6.2.
If U is an A-enumerator then for each U ∈ U the set U ∩ P(U) will be denoted
by UU . Note that, as far as the definition of U
p
U is concerned, UU is considered
here to be a subset of P(U) and so UpU = {U
′ ∈ U : U ′ is a proper subset of U}. If
U ′ ∈ UpU then by Lemma 6.3 (1) sU(U
′) ∈ UU and so UU is a U -selector. But UU is
clearly totally ordered and therefore by Theorem 6.2 it is in fact a U -enumerator.
If U ∈ Up and U∗ = sU(U) then by Lemma 6.3 (2) U
p
U∗ = UU .
Lemma 6.5 If U is an A-enumerator then for all U ∈ U
U = {a ∈ A : a = eU(U
′) for some U ′ ∈ UpU} .
Proof Let V be the set consisting of those elements U ∈ U for which the statement
above holds, i.e., for which U = {a ∈ A : a = eU(U
′) for some U ′ ∈ UpU}, and hence
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in particular ∅ ∈ V. Let U ∈ Vp and put U∗ = sU(U); then by Lemma 6.3 (2)
sU(U) = U ∪ {eU(U)} = {a ∈ A : a = eU(U
′) for some U ′ ∈ UU }
= {a ∈ A : a = eU(U
′) for some U ′ ∈ UpU∗ }
and hence sU(U) = U∗ ∈ V. Thus V is an invariant subset of U , and so V = U .
Proposition 6.1 If U is an A-enumerator then the mappings sU : U
p → U \{∅}
and eU : U
p → A are both bijections. In particular, if U and V are A-enumerators
then U ≈ V. (This means, somewhat imprecisely, that any A-enumerator contains
one more element than A.)
Proof Let V = {∅}∪{U ∈ U : there exists U ′ ∈ Up such that U = sU(U
′)}. Then
∅ ∈ V and sU(U) is trivially an element of V for all U ∈ U
p, and so in particular
for all U ∈ Vp. Therefore V is an invariant subset of U and so V = U . This shows
that the mapping sU is surjective. Now consider the mapping s
′
U : U → U with
s
′
U(A) = ∅ and s
′
U(U) = sU(U) whenever U ∈ U
p. Then s′U is surjective, since sU
is, and hence by Theorem 2.1 s′U is bijective, since U is finite. It follows that sU is
also bijective.
Now to the mapping eU . Let U, U
′ ∈ Up with U 6= U ′. By Theorem 6.2 U is
totally ordered, thus either U ⊂ U ′ or U ′ ⊂ U and so without loss of generality
assume that U ′ ⊂ U . Therefore U ′ is a proper subset of U , hence by Lemma 6.3 (1)
sU(U
′) ⊂ U and in particular eU(U
′) ∈ U . But eU(U) /∈ U , which implies that
eU(U) 6= eU(U
′). This shows the mapping eU is injective. Moreover, by Lemma 6.5
(with U = A) A = {a ∈ A : a = eU(U) for some U ∈ U
p}, and thus the mapping
eU is surjective.
Lemma 6.6 If B ⊂ A then there exists an A-enumerator U with B ∈ U .
Proof Let V be a B-enumerator and V ′ be an (A \ B)-enumerator. Then by
Theorem 6.2 U = V ∪{B∪C : C ∈ V ′ \{∅}} is clearly a totally ordered A-selector
containing B and thus by Theorem 6.2 it is an A-enumerator containing B.
In what follows B is always a finite set.
If U is an A-enumerator and V a B-enumerator then a mapping π : U → V is
called a homomorphism if π(∅) = ∅, π(Up) ⊂ Vp and π(sU(U)) = sV(π(U)) for
all U ∈ Up.
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Proposition 6.2 If π : U → V is a homomorphism from an A-enumerator U to
a B-enumerator V then π(U) ≈ U for all U ∈ U and π maps U bijectively onto
Vπ(A).
Proof Let U0 denote the set consisting of those U ∈ U for which π(U
′) ≈ U ′ for
all U ′ ∈ UU and for which π maps UU bijectively onto Vπ(U). Clearly ∅ ∈ U0 since
π(∅) = ∅ and U∅ = Vπ(∅) = {∅}.
Consider U ∈ Up0 and put U
∗ = sU(U); by Lemma 6.3 (2) UU∗ = UU ∪ {U
∗}. Now
π(U∗) = π(sU(U)) = sV(π(U)) = π(U) ∪ {c}, where c /∈ π(U), U
∗ = U ∪ {d},
where d /∈ U and π(U) ≈ U , since U ∈ UU . It follows that π(U
∗) ≈ U∗, and hence
π(U ′) ≈ U ′ for all U ′ ∈ UU∗ . Moreover, Vπ(U∗) = VsV (π(U)) = Vπ(U) ∪ {sV(π(U))},
π(U∗) = sV(π(U)) and π maps UU bijectively onto Vπ(U). It follows that π maps
UU∗ bijectively onto Vπ(U∗). This shows U
∗ = sU(U) ∈ U0, and so U0 is an invariant
subset of U . Thus U0 = U and then by Lemma 6.1 A ∈ U0, i.e., π(U) ≈ U for all
U ∈ U and π maps U bijectively onto Vπ(A).
If π : U → V is a homomorphism as above then by Proposition 6.1 π(A) ≈ A. But
π(A) is a subset of B, hence π(A)  B and thus A  B. This necessary condition
for the existence of a homomorphism is also sufficient:
Proposition 6.3 If A  B, U is an A-enumerator and V a B-enumerator then
there exists a unique homomorphism π : U → V.
Proof Let U0 denote the set consisting of those U ∈ U for which there exists a
homomorphism πU : UU → V. Clearly ∅ ∈ U0 since U∅ = {∅} and U
p
∅ = ∅.
Consider U ∈ Up0 and let πU : UU → V be a homomorphism. Now A  B and U
is a proper subset of A and hence U 6≈ B; it follows that πU(U) 6= B, since by
Proposition 6.1 πU (U) ≈ U . Let U
∗ = sU(U); by Lemma 6.3 (2) UU∗ = UU ∪ {U
∗}
and so we can define πU∗ : UU∗ → V by putting πU∗(U
′) = πU(U
′) if U ′ ∈ UU
and letting πU∗(U
∗) = sV(πU(U)) (recalling that πU (U) 6= B). If U
′ ∈ UpU then
U ′ ∈ UU and sU(U
′) ∈ UU and thus
πU∗(sU(U
′)) = πU(sU(U
′)) = sV(πU(U
′)) = sV(πU∗(U
′)) .
Also πU∗(sU(U)) = πU∗(U
∗) = sV(πU(U)) = sV(πU∗(U)) and UU = U
p
U∗ , and thus
πU∗(sU(U
′)) = sV(πU∗(U
′)) for all U ′ ∈ UpU∗ . Hence πU∗ is a homomorphism and
so sU(U) = U
∗ ∈ U0. This shows U0 is an invariant subset of U . It follows that
U0 = U and then by Lemma 6.1 B ∈ U0, which means that π = πB : U → V is a
homomorphism.
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It remains to consider the uniqueness. Let π′ : U → V be any homomorphism
and put U0 = {U ∈ U : π
′(U) = π(U)}. Clearly ∅ ∈ U0 and if U ∈ U
p
0 then
π′(sU(U)) = sV(π
′(U)) = sV(π(U)) = π(sU(U)), i.e., sU(U) ∈ U0. Thus U0 is an
invariant subset of U , and so U0 = U . This shows that π
′ = π, i.e., there is a
unique homomorphism π : U → V.
Theorem 6.3 If A ≈ B, U is an A-enumerator and V is a B-enumerator then
there exists a unique homomorphism π : U → V and π maps U bijectively onto V.
Moreover, π(A) = B.
Proof This follows from Propositions 6.2 and 6.3. (Note that π(A) is a subset of
B with π(A) ≈ A and A ≈ B and thus with π(A) ≈ B. Hence by Theorem 2.2
π(A) = B.)
An important special case of Theorem 6.3 is when there is a second A-enumerator
U ′. There then exists a unique homomorphism π : U → U ′, π maps U bijectively
onto U ′ and π(A) = A.
Let U be an A-enumerator. By Proposition 6.1 the mapping eU : U
p → A is a
bijection and so there is a unique binary relation ≤ on A such that eU(U) ≤ eU(U
′)
holds for U, U ′ ∈ Up if and only if U ⊂ U ′. More explicitly, this means that a ≤ a′
if and only if e−1U (a) ⊂ e
−1
U (a
′), where e−1U : A → U
p is the inverse of the mapping
eU . It is clear that ≤ is a total order and it will be called the total order associated
with U .
Proposition 6.4 Let ≤ be a total order on A and put La = {a
′ ∈ A : a′ < a}
for each a ∈ A (where as usual a′ < a means that both a′ ≤ a and a′ 6= a hold).
Then U = {U ∈ P(A) : U = La for some a ∈ A} ∪ {A} is an A-enumerator with
eU(La) = a for each a ∈ A.
Proof We assume that A is non-empty, since the result holds trivially when A = ∅.
By Proposition 2.15 the non-empty set A contains a unique ≤-minimum element
a0 and then La0 = ∅, which shows that ∅ ∈ U . Let U ∈ U
p and let a ∈ A be
such that U = La; put U
′ = U ∪ {a}. If U ′ = A then a is trivially the unique
element in A \ U with U ∪ {a} ∈ U , so consider the case with U ′ 6= A. Then by
Proposition 2.15 the non-empty set A \U ′ contains a unique ≤-minimum element
a′. Now U ′ = {b ∈ A : b ≤ a}, thus A \U ′ = {b ∈ A : a < b} and so U ′ ⊂ La′ . But
a < c < a′ for each c ∈ La′ \U
′ and hence La′ \U
′ = ∅, since a′ is the ≤-minimum
element in {b ∈ A : a < b}. It follows that U ′ = La′ , i.e., U ∪ {a} ∈ U . Suppose
U ∪ {b} ∈ U for some other b ∈ A \ U . Then U ∪ {b} = Lb′ for some b
′ ∈ A
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(since U ∪ {b} 6= A) and then a ≤ b < a′, since La ⊂ La′ and b ∈ La′ \ La. But
this implies a ∈ La′ and hence b = a, since a /∈ La. Thus a is the unique element
in A \ U such that U ∪ {a} ∈ U , This shows that U is an A-selector (since it is
clearly totally ordered) and that eU(La) = a for each a ∈ A. Moreover, U Hence
by Theorem 6.2 U is an A-enumerator.
If ≤ is a total order on A then the A-enumerator U given in Proposition 6.4 will
be called the A-enumerator associated with ≤.
Theorem 6.4 (1) If ≤ is the total order associated with an A-enumerator U then
U is the A-enumerator associated with ≤.
(2) If U is the A-enumerator associated with a total order ≤ on A then ≤ is the
total order associated with U .
Proof (1) Let ≤ be the total order associated with the A-enumerator U and let V
be the A-enumerator associated with ≤. Thus if U, U ′ ∈ Up then eU(U) ≤ eU(U
′)
if and only if U ⊂ U ′. Now V = {V ∈ P(A) : U = La for some a ∈ A} ∪ {A},
where La = {a
′ ∈ A : a′ < a} for each a ∈ A. Let U ∈ Up and put a = eU(U).
Then
La = {a
′ ∈ A : a′ < a} = {b ∈ A : b = eU(U
′) for some U ′ ∈ UpU}
and therefore by Lemma 6.5 La = U . It follows that V = U .
(2) Let U be the A-enumerator associated with the total order ≤ and let ≤′ be
the total order associated with U . Thus if U, U ′ ∈ Up then there exist a, a′ ∈ A
with U = La and U
′ = La′ and by Proposition 6.4 eU(U) = a and eU(U
′) =
a′. Thus a ≤′ a′ if and only if U ⊂ U ′ which means that a ≤′ a′ if and only
if {b ∈ A : b < a} ⊂ {b ∈ A : b < a′}. Suppose a ≤ a′. If b < a then
b < a′ and so {b ∈ A : b < a} ⊂ {b ∈ A : b < a′}. Conversely, suppose
{b ∈ A : b < a} ⊂ {b ∈ A : b < a′}. Now either a ≤ a′ or a′ ≤ a and if
a′ ≤ a then {b ∈ A : b < a′} ⊂ {b ∈ A : b < a} from which it follows that
{b ∈ A : b < a} = {b ∈ A : b < a′} and this is only possible if a = a′. Therefore
≤′ = ≤.
7 Iterators and assignments
In this section we introduce what will be called an assignment of finite sets in a
triple I = (X, f, x0), where X is some class of objects, f : X → X is a mapping
of the class X into itself and x0 is an object of X . Such a triple will be called
an iterator. The results of this section will will be applied in Section 8 to define
the finite ordinals. In this case (X, f, x0) = (Fin, σ,∅), where σ : Fin → Fin is the
mapping given by σ(A) = A ∪ {A} for each finite set A.
We assume that the usual set-theoretic operations are also valid for classes. If X
and Y are arbitrary classes there is a class X ∪ Y (their union), a class X × Y
(their product), a class Y X (the class of all mappings from X to Y ) and the power
class P(X) of X ( the class of all subclasses of X). The union, product and power
class are defined as for sets and mappings are defined either as graphs or similarly
to how mappings were defined in the finite case.
The archetypal example of an iterator whose first component is a set is (N, s, 0),
where the successor mapping s : N → N is given by s(n) = n + 1 for each n ∈ N.
However, we will also be dealing with examples in which the first component is a
proper class or a finite set. In what follows let us fix an iterator I = (X, f, x0).
A mapping ω : Fin→ X will be called an assignment of finite sets in I or, when it
is clear what I is, simply an assignment of finite sets if ω(∅) = x0 and
ω(A ∪ {a}) = f(ω(A))
for each finite set A and each element a /∈ A.
For each finite set A denote the cardinality of A by |A| (with |A| defined as usual in
terms of N). Then it is clear that the mapping | · | : Fin→ N defines an assignment
of finite sets in (N, s, 0) and that this is the unique such assignment.
Let X be a class and let λ : Fin → X be a mapping. For each A ∈ Fin let
λA : P(A) → X be the restriction of λ to P(A). Then the family of mappings
{λA : A ∈ Fin}, is compatible in the sense that whenever A, B ∈ Fin with B ⊂ A
then λB is the restriction of λA to P(B), i.e., λB(C) = λA(C) for all C ∈ P(B).
Lemma 7.1 Let {λA : A ∈ Fin}, be a compatible family and define a mapping
λ : Fin → X by setting λ(A) = λA(A) for each A ∈ Fin. Then λA is the restriction
of λ to P(A) for each A ∈ Fin.
Proof This is clear, since if B ∈ P(A) then λ(B) = λB(B) = λA(B).
In general, we assume that the following statements are valid for mappings between
classes:
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(1) Mappings are determined by their values. This implies in particular that the
mapping λ : Fin → X defined in terms of a compatible family, is unique.
(2) For each class X there is a mapping idX : X → X satisfying idX(x) = x for
all x ∈ X .
(3) If X , Y and Z are classes and f : X → Y and g : Y → Z are mappings then
there is a mapping g◦f : X → Z (their composition) satisfying (g◦f)(x) = g(f(x))
for all x ∈ X .
We will also need the following which corresponds to Proposition 2.7:
Proposition 7.1 Let X, Y and Z be classes, let f : Z → X be a surjective
mapping and let g : Z → Y be a mapping. Then there exists a mapping h : X → Y
with g = h ◦ f if and only if g(z) = g(z′) whenever z, z′ ∈ Z with f(z) = f(z′).
Moreover, if h exists then it is unique.
Proof Assuming a one-to-one correspondence between mappings and graphs then
the proof of Proposition 2.7 can be used. Without this assumption we can proceed
exactly as in the alternative proof of Proposition 2.7. Suppose first that there
exists f : X → Y with g = h ◦ f . If z, z′ ∈ Z with f(z) = f(z′) then g(z) =
h(f(z)) = h(f(z′)) = g(z′) and so g(z) = g(z′) whenever z, z′ ∈ Z with (z) =
f(z′). Moreover, h(f(z)) = g(z) for each z ∈ Z and f is surjective and hence h is
uniquely determined by f and g.
Suppose conversely that g(z) = g(z′) whenever z, z′ ∈ Z with f(z) = f(z′). For
each x ∈ X let Gx = {z ∈ Z : f(z) = x}. Thus Gx 6= ∅, since f is surjective
and if x 6= x′ then Gx ∩Gx′ = ∅. Let E = {E ∈ P(Z) : E = Gx for some x ∈ X}
and define r : X → E by r(x) = Gx for each x ∈ X . Hence r is a bijection.
Now if z, z′ ∈ r(x) then f(z) = f(z′) and so g(z) = g(z′). There is thus a
mapping q : E → Y such that q(r(x)) = g(z), where z is any element in r(x)
and note that g(z) does not depend on which element of r(x) is used. Define
h : X → Y by h = q ◦ r and so h ◦ f = q ◦ r ◦ f . Let z ∈ Z; then x = f(z) ∈ X
and thus r(x) = Gx ∈ E . Hence q(Gx) = q(r(x)) = g(z), since z ∈ r(x), i.e.,
(h ◦ f)(z) = g(z), which shows that h ◦ f = g.
Proposition 7.2 Let X and Y be classes and let f : Y → X be a bijection.
Then there exists the inverse mapping f−1 : X → Y . This is the unique mapping
g : X → Y satisfying g ◦ f = idY and f ◦ g = idX .
Proof If we again assume that there is a one-to-one correspondence between map-
pings and graphs then then the proof of Proposition 2.8 based on Proposition 2.6
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can be used. If not then we can proceed as follows: Let f : Y → X be a bijection.
Set Z = Y and so f : Z → X is a bijection. Also put p : Z → Y = idY . If
z, z′ ∈ Z with f(z) = f(z′) then z = z′, since f is a bijection and so p(z) = p(z′).
Thus by Proposition 7.1 there exists a unique mapping g : X → Y such that
p = g ◦ f , i.e., with g ◦ f = idY . Repeating the above construction with the
bijection g : X → Y there exists a bijection f ′ : Y → X such that f ′ ◦ g = idX .
Then f ′ = f ◦ g ◦ ◦f ′ = f , i.e., f ′ = f . This shows that g = f−1.
Theorem 7.1 (1) There exists a unique assignment ω of finite sets in I.
(2) If A and B are finite sets with A ≈ B then ω(A) = ω(B).
Proof Let A be a finite set; then a mapping ωA : P(A) → X will be called an
A-assignment if ωA(∅) = x0 and ωA(B ∪ {a}) = f(ωA(B)) for each proper subset
B of A and each a ∈ A \B.
Lemma 7.2 For each finite set A there exists a unique A-assignment.
Proof Let A be a finite set and let S be the set consisting of those B ∈ P(A)
for which there exists a unique B-assignment. Then ∅ ∈ S, since the mapping
ω∅ : P(∅)→ X with ω∅(∅) = x0 is clearly the unique ∅-assignment.
Let B ∈ Sp with unique B-assignment ωB, and let a ∈ A \B; put B
′ = B ∪ {a}.
Now P(B′) is the disjoint union of the sets P(B) and {C ∪ {a} : C ⊂ B} and
so we can define a mapping ωB′ : P(B
′) → X by letting ωB′(C) = ωB(C) and
ωB′(C ∪ {a}) = f(ωB(C)) for each C ⊂ B. Then ωB′(∅) = ωB(∅) = x0, and so
consider C ′ ⊂ B′ and b ∈ B′ \ C ′. There are three cases:
The first is with C ′ ⊂ B and b ∈ B \ C ′ and here
ωB′(C
′ ∪ {b}) = ωB(C
′ ∪ {b}) = f(ωB(C
′)) = f(ωB′(C
′)) .
The second is with C ′ ⊂ B and b = a. In this case
ωB′(C
′ ∪ {b}) = ωB′(C
′ ∪ {a}) = f(ωB(C
′)) = f(ωB′(C
′)) .
The final case is with C ′ = C ∪ {a} for some C ⊂ B and b ∈ B \ C, and here
ωB′(C
′ ∪ {b}) = ωB′(C ∪ {a} ∪ {b}) = f(ωB(C ∪ {b}))
= f(f(ωB(C))) = f(ωB′(C ∪ {a})) = f(ωB′(C
′)) .
In all three cases ωB′(C
′ ∪ {b}) = f(ωB′(C
′), which shows ωB′ is a B
′-assignment.
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Now let ω′B′ be an arbitrary B
′-assignment. In particular ω′B′(C∪{b}) = f(ω
′
B′(C))
for all C ⊂ B and all b ∈ B \C, and from the uniqueness of the B-assignment ωB
it follows that ω′B′(C) = ωB(C) and thus also that
ω′B′(C ∪ {a}) = f(ω
′
B′(C)) = f(ωB′(C)) = ωB′(C ∪ {a})
for all C ⊂ B, i.e., ω′B′ = ωB′ . Hence B ∪ {a} ∈ S.
Therefore S is an inductive A-system and thus A ∈ S. This shows there exists a
unique A-assignment.
Lemma 7.3 If A, B ∈ Fin with B ⊂ A; then the unique B-assignment ωB is the
restriction of the unique A-assignment ωA to P(B).
Proof This follows immediately from the uniqueness of ωB.
Lemma 7.3 shows that the family {ωA : A ∈ Fin} is compatible and therefore there
there exists a unique mapping ω : Fin → X such that ωA is the restriction of ω
to P(A) for each A ∈ Fin. In particular, ω(A) = ωA(A) for each A ∈ Fin. Thus
ω(∅) = ω∅(∅) = x0 and if A ∈ Fin and a /∈ A then by Lemma 7.3
ω(A ∪ {a}) = ωA∪{a}(A ∪ {a}) = f(ωA∪{a}(A)) = f(ωA(A)) = f(ω(A)) .
Hence ω is an assignment of finite sets in I. For the uniqueness consider an
arbitrary assignment ω′ of finite sets in I. Then for each A ∈ Fin the restriction
of ω′ to P(A) is an A-iterator and thus equal to ωA. It follows that ω
′ = ω. This
shows that there is a unique assignment ω of finite sets in I.
(2) We must show that if A and B are finite sets with A ≈ B then ω(A) = ω(B).
Let A be a finite set and S be the set consisting of those C ∈ P(A) for which
ω(C) = ω(B) whenever B is a finite set with B ≈ C. Then ∅ ∈ S, since B ≈ ∅
if and only if B = ∅. Consider C ∈ Sp and a ∈ A \ C, and let B be a finite set
with B ≈ C ∪ {a}; thus B 6= ∅, so let b ∈ B. Then B′ = B \ {b} ≈ C and hence
ω(B′) = ω(C). Thus ω(B) = ω(B′ ∪ {b}) = f(ω(B′)) = f(ω(C)) = ω(C ∪ {a}).
This shows that C ∪{a} ∈ S. Therefore S is an inductive A-system and so A ∈ S,
i.e., ω(A) = ω(B) whenever A ≈ B. This completes the proof of Theorem 7.1.
Consider the equivalence relation ≈ on Fin and denote by Fin/≈ the corresponding
class of equivalence classes. By Theorem 7.1 (2) there is then an induced mapping
ω/≈ : Fin/≈ → X .
For what follows it is necessary to determine the range of the assignment ω, this
being the subclass X0 = {x ∈ X : x = ω(A) for some finite set A} of X . A
subclass Y of X is said to be f -invariant if f(y) ∈ Y for all y ∈ Y . The next
result shows that X0 is the least f -invariant subclass of X containing x0.
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Lemma 7.4 X0 is an f -invariant subclass of X containing x0. Moreover, if X
′
is any f -invariant subclass of X containing x0 then X0 ⊂ X
′.
Proof Clearly x0 ∈ X0 since x0 = ω(∅). Thus let x ∈ X0, and so there exists a
finite set A with x = ω(A). By Lemma 1.3 there exists an element not in A; it
then follows that ω(A ∪ {a}) = f(ω(A)) = f(x), which implies that f(x) ∈ X0.
Hence X0 is f -invariant. Now let X
′ be any f -invariant subclass of X containing
x0. Let A be a finite set and let S = {B ∈ P(A) : ω(B) ∈ X
′}. Then ∅ ∈ S since
ω(∅) = x0 ∈ X
′. Consider B ∈ Sp (and so ω(B) ∈ X ′) and let a ∈ A \ B. Then
ω(B∪{a}) = f(ω(B)) ∈ X ′, since X ′ is f -invariant, and hence B∪{a} ∈ S. Thus
S is an inductive A-system and hence A ∈ S, i.e., ω(A) ∈ X ′. This shows that
ω(A) ∈ X ′ for each finite set A and it follows that X0 ⊂ X
′.
The iterator I is said to beminimal if the only f -invariant subclass ofX containing
x0 is X itself, thus I is minimal if and only if X0 = X . In particular, it is easy to
see that the Principle of Mathematical Induction is exactly the requirement that
the iterator (N, s, 0) be minimal.
Note that the iterator I0 = (X0, f0, x0) is always minimal, where f0 : X0 → X0 is
the restriction of f to X0.
For a minimal iterator Lemma 7.4 takes the form:
Proposition 7.3 An iterator I is minimal if and only if the mapping ω : Fin→ X
is surjective, and thus if and only if the induced mapping ω/≈ : Fin/≈ → X is
surjective.
Proof This is a special case of Lemma 7.4.
From now on we will make use of Lemma 1.3 (guaranteeing the existence of an
element a not in a set A) without referring explicitly to this result.
Proposition 7.4 Suppose I is minimal; then {x0} ∪ f(X) = X. Thus for each
x 6= x0 there exists an x
′ ∈ X with x = f(x′). Moreover, the mapping f is
surjective if and only if x0 ∈ f(X).
Proof For a general iterator the subclass ({x0} ∪ f(X)) is always f -invariant and
contains x0. Thus, since I is minimal it follows that {x0} ∪ f(X) = X .
The iterator I will be called regular if B1 ≈ B2 whenever B1 and B2 are finite
sets with ω(B1) = ω(B2). Thus the iterator I is regular if and only if the induced
mapping ω/≈ : Fin/≈ → X is injective.
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Note that if I is regular then so is the minimal iterator I0 = (X0, f0, x0).
I will be called a Peano iterator if it is minimal and N-like, where N-like means
that the mapping f is injective and x0 /∈ f(X). The Peano axioms thus require
(N, s, 0) to be a Peano iterator. If I is a Peano iterator then f is injective and so
Proposition 7.4 implies that for each x 6= x0 there exists a unique x
′ ∈ X with
x = f(x′). If I = (X, f, x0) is a Peano iterator then by Theorem 2.1 X cannot be
a finite set.
Theorem 7.2 below states that a minimal iterator is regular if and only if it is
a Peano iterator. This will be applied to prove the recursion theorem for Peano
iterators.
Theorem 7.2 A minimal iterator I is regular if and only if it is N-like, i.e., if
and only if it is a Peano iterator. Thus an iterator I is a Peano iterator if and
only if the induced mapping ω/≈ : Fin/≈ → X is a bijection.
Proof Assume first that I is N-like. Let A be a finite set and let S denote the
set of subsets B of A such that B ≈ B′ whenever B′ ⊂ A with ω(B′) = ω(B).
Let B ⊂ A with B 6= ∅, let b ∈ B and put B′ = B \ {b}. It then follows that
ω(B) = ω(B′ ∪ {b}) = f(ω(B′)), and so ω(B) 6= x0, since x0 /∈ f(X). Thus
ω(B) 6= ω(∅), which shows that ∅ ∈ S, since ∅ ≈ B if and only if B = ∅.
Let B ∈ Sp and let a ∈ A \ B. Consider B′ ⊂ A with ω(B′) = ω(B ∪ {a});
then ω(B′) = f(ω(B)) ∈ f(X), hence ω(B′) 6= x0 and so B
′ 6= ∅. Let b ∈ B′
and put C = B′ \ {b}; then f(ω(C)) = ω(C ∪ {b}) = ω(B′) = f(ω(B)) and thus
ω(C) = ω(B), since f is injective, and it follows that C ≈ B, since B ∈ S. But
B′ = C∪{b} with b /∈ C, a /∈ B and C ≈ B, and therefore B′ = C∪{b} ≈ B∪{a}.
Hence B ∪ {a} ∈ S, which shows that S is an inductive A-system and thus that
S = P(A). This implies that if B1, B2 are subsets of A with ω(B1) = ω(B2) then
B1 ≈ B2.
Now let B1 and B2 be arbitrary finite sets with ω(B1) = ω(B2). Applying the
above with A = B1 ∪B2 then shows that B1 ≈ B2. Thus I is regular.
For the converse we assume I is not N-like and show this implies it is not regular.
Suppose first that x0 = f(x) for some x ∈ X . By Lemma 7.3 there exists a finite
set A with x = ω(A) and there exists some element a not in A. Then A∪{a} 6≈ ∅
but ω(A ∪ {a}) = f(ω(A)) = f(x) = x0 = ω(∅). Thus (X, f, x0) is not regular.
Suppose now that f is not injective and so there exist x, x′ ∈ X with x 6= x′ and
f(x) = f(x′). By Lemma 7.3 there exist finite sets A and B with x = ω(A) and
x′ = ω(B) and by Theorem 2.4 and Proposition 2.9 (1) we can assume that B ⊂ A.
Thus B is a proper subset of A, since ω(A) = x 6= x′ = ω(B). Let a /∈ A; then
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B ∪ {a} is a proper subset of A ∪ {a} and so by Theorem 2.2 B ∪ {a} 6≈ A ∪ {a}.
But ω(B ∪ {a}) = f(ω(B)) = f(x′) = f(x) = f(ω(A)) = ω(A∪ {a}), which again
shows I is not regular.
Here is the recursion theorem (which first appeared in Dedekind [1]).
Theorem 7.3 If I is a Peano iterator then for each iterator J = (Y, g, y0) there
exists a unique mapping π : X → Y with π(x0) = y0 such that π ◦ f = g ◦ π.
Proof As before let ω be the assignment of finite sets in I and denote the as-
signment of finite sets in J by ω′. If A, B ∈ Fin with ω(A) = ω(B) then by
Theorem 7.2 A ≈ B and therefore by Theorem 7.1 (2) ω′(A) = ω′(B). Moreover,
by Proposition 7.3 ω is surjective and thus by Proposition 7.1 there exists a unique
factor mapping π : X → Y such that π(ω(A)) = ω′(A) for each A ∈ Fin. In par-
ticular, π(x0) = π(ω(∅)) = ω
′(∅) = y0. Let x ∈ X ; as above there exists a finite
set A with x = ω(A), and there exists an element a not contained in A. Hence
π(f(x)) = π(f(ω(A))) = π(ω(A ∪ {a}))
= ω′(A ∪ {a}) = g(ω′(A)) = g(π(ω(A))) = g(π(x))
and this shows that π ◦ f = g ◦ π.
The proof of the uniqueness only uses the fact that I is minimal: Let π′ : X → Y
be a further mapping with π′(x0) = y0 and such that π
′ ◦ f = g ◦ π′ and let
X ′ = {x ∈ X : π(x) = π′(x)}. Then x0 ∈ X
′, since π(x0) = y0 = π
′(x0), and if
x ∈ X ′ then π′(f(x)) = g(π′(x)) = (π(x)) = π(f(x)), i.e., f(x) ∈ X ′. Thus X ′ is
an f -invariant subclass of X containing x0 and so X
′ = X , i.e., π′ = π.
Theorem 7.4 Let I be minimal; then the class X is a finite set if and only if I
is not regular.
Proof Suppose first that X is a finite set. Since I is minimal Proposition 7.4
states that f is surjective if and only if x0 ∈ f(X), and since X is a finite set
Theorem 2.1 implies f is surjective if and only if it is injective. Therefore either
x0 ∈ f(X) or f is not injective, which means that I is not N-like. It thus follows
from Theorem 7.2 that I is not regular. This can also be shown directly without
using Theorem 7.2: Assume first that x0 = f(x) for some x ∈ X . By Lemma 7.3
there exists a finite set A with x = ω(A); let a be some element not in A. Then
A ∪ {a} 6≈ ∅ but ω(A ∪ {a}) = f(ω(A)) = f(x) = x0 = ω(∅). Thus I is not
regular.
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Assume now that f is not injective and so there exist x, x′ ∈ X with x 6= x′ and
f(x) = f(x′). By Lemma 7.3 there exist finite sets A and B with x = ω(A) and
x′ = ω(B) and by Theorem 2.4 and Proposition 2.9 (1) we can assume that B ⊂ A.
Thus B is a proper subset of A, since ω(A) = x 6= x′ = ω(B). Let a /∈ A; then
B ∪ {a} is a proper subset of A ∪ {a} and so by Theorem 2.2 B ∪ {a} 6≈ A ∪ {a}.
But ω(B ∪ {a}) = f(ω(B)) = f(x′) = f(x) = f(ω(A)) = ω(A∪ {a}), which again
shows (X, f, x0) is not regular.
Suppose conversely that I is not regular, so there exist finite sets A and A′ with
ω(A) = ω(A′) and A 6≈ A′. Then by Proposition 2.9 (2) and Theorem 7.4 there
exist such subsets A and A′ with A′ a proper subset of A. We show that for
each finite set B there exists C ⊂ A with ω(C) = ω(B). By Lemma 7.3 it then
follows that the mapping ωA : P(A) → X with ωA(B) = ω(B) for each B ⊂ A
is surjective, and hence by the remark following Proposition 2.2 (2) that X is a
finite set, since by Proposition 2.3 P(A) is finite.
Thus let B be a finite set; by Theorem 2.4 and Proposition 2.9 (1) there exists a
finite set D with D ≈ B and either D ⊂ A or A ⊂ D, and by Theorem 7.1 (2)
ω(D) = ω(B). If D ⊂ A then C = D is the required subset of A. It remains
to show that if D is a finite set with A ⊂ D then there exists C ⊂ A with
ω(C) = ω(D).
Thus let D be a finite set with A ⊂ D. Put D′ = D \ A and let S be the set
consisting of those E ∈ P(D′) for which there exists C ⊂ A with ω(C) = ω(A∪E).
In particular ∅ ∈ S. Consider E ∈ Sp and so ω(C) = ω(A ∪ E) for some C ⊂ A,
let b ∈ D′ \ E. If C is a proper subset of A and a ∈ A \ C then C ∪ {a} ⊂ A and
ω(C ∪ {a}) = f(ω(C)) = f(ω(A ∪ E)) = ω(A ∪ (E ∪ {b})). On the other hand, if
C = A and a ∈ A \ A′ then A′ ∪ {a} ⊂ A and
ω(A∪ (E∪{b})) = f(ω(A∪E)) = f(ω(C)) = f(ω(A)) = f(ω(A′)) = ω(A′∪{a}) .
Thus E ∪ {b} ∈ S, which shows S is an inductive D′-system. Therefore D′ ∈ S
and hence there exists C ⊂ A with ω(C) = ω(A ∪D′) = ω(D).
Theorems 7.2 and 7.4 imply that for a minimal iterator I = (X, f, x0) there are
two mutually exclusive possibilities: Either I is a Peano iterator or X is a finite
set.
Proposition 7.5 Let I be minimal. If x0 ∈ f(X) then X is a finite set and the
mapping f is bijective.
Proof Exactly as in the proof above the fact that x0 ∈ f(X) implies I is not
regular, and thus by Theorem 7.4 X is a finite set. Moreover, by Proposition 7.4
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f is surjective, since x0 ∈ f(X), and therefore by Theorem 2.1 f is bijective, since
X is a finite set.
We now give an example of a Peano iterator which is defined without making use
of the natural numbers or any other infinite set. Let h : Fin→ Fin be the mapping
with h(A) = P(A) for all A ∈ Fin and so we have an iterator H′ = (Fin, h,∅).
Also let H = (H, h,∅) be the corresponding minimal iterator, thus H is the
minimal h-invariant subclass of Fin containing ∅ and we denote the restriction of
h to H → H again by h.
Proposition 7.6 H is a Peano iterator and V ⊂ h(V ) for all V ∈ H. Moreover,
the sets in H are transitive, where a set A is transitive if x ⊂ A whenever x ∈ A.
Proof If A 6= A′ then P(A) 6= P(A′) and hence h is injective. Also P(A) 6= ∅ for
any set A and so h(V ) 6= ∅ for all V ∈ H . This shows that H is a Peano iterator.
Note that P(E) ⊂ P(P(E))for any set E since if F ∈ P(E) then F ⊂ E and thus
F is a subset of the subset E of E; hence F ∈ P(P(E)). Also, if V ∈ H \ {∅}
then by Proposition 7.4 V = h0(V
′) = P(V ′) for some V ′ ∈ H . It follows that
V ⊂ h(V ) for all V ∈ H \ {∅} and therefore V ⊂ h(V ) for all V ∈ H , since
∅ ⊂ h(∅) holds trivially.
The transitivity of the sets in V follows from the minimality of H and the fact
that if A is transitive then so is its power set P(A): Let B ∈ P(A), i.e., B ⊂ A and
let b ∈ B. Then b ∈ A and hence b ⊂ A, since A is transitive, and so b ∈ P(A).
Thus b ∈ P(A) for all b ∈ B, i.e., B ⊂ P(A), which shows P(A) is transitive.
Denote by Vω the union of the sets in H . Thus a finite set A is an element of Vω
if there exists V ∈ H with A ∈ V and then A ⊂ V , since V is transitive. On the
other hand, if A ⊂ V for some V ∈ H then A ∈ P(V ) = h0(V ) and so A ∈ Vω.
Thus the elements in Vω are also exactly the subsets of the sets in H . The elements
of Vω are called hereditarily finite sets. It is easy to see that Vω cannot be a finite
set and thus if the negation of the axiom of infinity is assumed then Vω must be a
proper class.
Note that, although the sets in H are finite, they rapidly become extremely large.
Let us index the sets in H using the natural numbers with V0 = ∅ and Vn+1 =
h0(Vn) = P(Vn) for all n ∈ N. Then |V0| = 0 and |Vn+1| = 2
|Vn| for all n ∈ N. Thus
|V0| = 0, |V1| = 1, |V2| = 2, |V3| = 4, |V4| = 16, |V5| = 65336 and |V6| = 2
65336.
Before going any further we need to be more explicit about the structure preserving
mappings between iterators. In the following let I = (X, f, x0) and J = (Y, g, y0)
be iterators; a mapping µ : X → Y is called a morphism from I to J if µ(x0) = y0
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and g ◦ µ = µ ◦ f . This will also be expressed by saying that µ : I → J is a
morphism. The recursion theorem thus states that if I is a Peano iterator then
for each iterator J there exists a unique morphism : I→ J.
Lemma 7.5 (1) The identity mapping idX is a morphism from I to I.
(2) Let K = (Z, h, z0) be a further iterator. If µ : I → J and ν : J → K are
morphisms then ν ◦ µ is a morphism from I to K.
Proof (1) This is clear, since idX(x0) = x0 and f ◦ idX = f = idX ◦ f .
(2) This follows since (ν ◦ µ)(x0) = ν(µ(x0)) = ν(y0) = z0 and
β ◦ (ν ◦ µ) = (β ◦ ν) ◦ µ = (ν ◦ g) ◦ µ = ν ◦ (g ◦ µ) = ν ◦ (µ ◦ f) = (ν ◦ µ) ◦ f .
If µ : I→ J is a morphism then clearly µ◦ idX = π = idY ◦µ, and if µ, ν and τ are
morphisms for which the compositions are defined then (τ ◦ ν) ◦ µ = τ ◦ (ν ◦ µ).
Lemma 7.6 (1) If I is minimal then there is at most one morphism µ : I→ J.
(2) If J is minimal and µ : I→ J is a morphism then µ is surjective.
(3) If I is minimal and µ : I→ J is a morphism then µ(X) = Y0, where Y0 is the
least g-invariant subclass of Y containing y0. In particular, if µ is surjective then
J is minimal.
Proof (1) Let µ, µ′ : I→ J be morphisms and let X0 = {x ∈ X : µ(x) = µ
′(x)}.
Then x0 ∈ X0, since µ(x0) = ν
′(x0) = y0 and if x ∈ X0 then
µ(f(x)) = g(µ(x)) = g(µ′(x)) = µ′(f(x))
and therefore f(x) ∈ X0. Hence X0 is an f -invariant subclass of X containing x0
and so X0 = X , i.e., µ = µ
′.
(2) Let Y0 = {µ(x) : x ∈ X}. Then y0 = µ(x0) ∈ Y0 and if h = µ(x) ∈ Y0 then
g(h) = g(µ(x)) = µ(g(x)) ∈ Y0. Thus Y0 is a g-invariant subclass of Y containing
y0 and hence Y0 = Y . This shows µ is surjective.
(3) Let X0 = {x ∈ X : µ(x) ∈ Y0}. Then x0 ∈ X0, since µ(x0) = y0 ∈ Y0, and if
x ∈ X0 then µ(f(x)) = g(µ(x)) ∈ X0, since Y0 is g-invariant. Therefore X0 is a
f -invariant subclass of X containing x0 and hence X0 = X , i.e., µ(X) ⊂ Y0. Now
since µ(X) ⊂ Y0 we can consider µ as a morphism µ0 from I to J0, where J0 is
the corresponding minimal iterator, and by (2) µ0 is surjective. But this implies
that µ(X) = Y0.
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The iterators I and J are said to be isomorphic if there exists a morphism µ :
I → J and a morphism ν : J → I such that ν ◦ µ = idX and µ ◦ ν = idY and the
morphism µ is then said to be an isomorphism. In particular, the mappings µ and
ν are then both bijections.
Lemma 7.7 If µ : I→ J is a morphism and the mapping µ : X → Y is a bijection
then the inverse mapping µ−1 : Y → X is a morphism from J to I and so I and
J are isomorphic.
Proof We have g = g◦µ◦µ−1 = µ◦f◦µ−1 and so µ−1◦g = µ−1◦µ◦f◦µ−1 = f◦µ−1.
Thus µ−1 is a morphism from J to I, since also µ−1(y0) = x0.
Theorem 7.5 An iterator which is isomorphic to a Peano iterator is itself a Peano
iterator.
Proof Let I = (X, f, x0) be a Peano iterator and µ : I → J be an isomorphism
with J = (Y, g, y0). Thus µ : X → Y is a bijection with µ(x0) = y0 and g◦µ = µ◦f .
Hence g = µ ◦ f ◦ µ−1 and so g is injective, since f is injective. Also f(x) 6= x0
for all x ∈ X and thus (µ ◦ f)(x) 6= y0 for all x ∈ X . Therefore (g ◦ µ)(x) 6= g0
for all x ∈ X which implies that g(y) 6= y0 for all y ∈ Y . This shows that J is
N-like. Hence by Theorem 7.2 J is a Peano iterator, since by Lemma 7.6 (3) J is
minimal.
The iterator I is said to be initial if for each iterator J there is a unique morphism
from I to J. Theorem 7.3 (the recursion theorem) thus states that a Peano iterator
is initial.
Lemma 7.8 (Let I be initial and π : I→ J be the unique morphism.
1(1) If J is initial then π is an isomorphism and so I and J are isomorphic.
This says that any two initial iterators are isomorphic and so in particular, any
two Peano iterators are isomorphic.
(2) If π is an isomorphism then J is initial.
Proof (1) There exists a unique morphism τ : J → I (since J is initial). Thus
τ ◦ π : I → I is a morphism. But idX : I → I is also a morphism and there is
a unique morphism from I to I (since I is initial) and hence τ ◦ π = idX . In
the same way π ◦ τ = idY . Therefore π is an isomorphism and so I and J are
isomorphic.
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(2) Let K be an iterator and µ : I→ K be the unique morphism. Then µ◦π−1 is
a morphism from J to K. If ν : J→ K is any morphism then ν ◦π is a morphism
from I to K and thus ν ◦ π = µ. Hence ν = µ ◦ π−1 and so there is a unique
morphism from J to K, which shows that J is initial.
By Proposition 7.6 there exists a Peano (and thus an initial iterator) H which
is defined without making use of an infinite set and by Lemma 7.8 H is, up to
isomorphism, the unique initial iterator.
In Section 8 we will exhibit another initial iterator O = (O, σ,∅) which is also
defined only in terms of finite sets. The elements of O are the finite ordinals.
The following result of Lawvere [6] shows that the converse of the recursion theorem
holds.
Theorem 7.6 An initial iterator I = (X, f, x0) is a Peano iterator.
Proof We first show that I is minimal, and then that it is N-like.
Lemma 7.9 The initial iterator I is minimal.
Proof Let X0 = {x ∈ X : x = ω(A) for some finite set A} of X , let f0 : X0 → X0
be the restriction of f to X0, Then the iterator I0 = (X0, f0, x0) is minimal and the
inclusion mapping inc : X0 → X defines a morphism from I0 to I. Let µ : I→ I0
be the unique morphism; then inc ◦ µ = idX , since by Lemma 7.5 inc ◦ µ and idX
are both morphisms from I to I (and there is only one such morphism, since I
is initial). In particular, inc is surjective, which implies that X0 = X , i.e., I is
minimal.
Lemma 7.10 The initial iterator I is N-like.
Proof Let ⋄ be an element not contained in X , put X⋄ = X ∪ {⋄} and define a
mapping f⋄ : X⋄ → X⋄ by putting f⋄(x) = f(x) for x ∈ X and f⋄(⋄) = x0; thus
I⋄ = (X⋄, f⋄, ⋄) is an iterator. Since I is initial there exists a unique morphism
µ : I → I⋄. Consider the subclass X
′ = {x ∈ X : f⋄(µ(x)) = x}; then x0 ∈ X
′,
since f⋄(µ(x0)) = f⋄(⋄) = x0 and if x ∈ X
′ then f⋄(µ(x)) = x and so
f⋄(µ(f(x))) = f⋄(f⋄(µ(x))) = f⋄(x) = f(x) ,
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i.e., f(x) ∈ X ′. Thus X ′ is a f -invariant subclass of X containing x0 and hence
X ′ = X , since by Lemma 7.9 I is minimal. Thus µ(f(x)) = f⋄(µ(x)) = x for all
x ∈ X , which implies that f is injective. Moreover, x0 /∈ f(X), since
ν(f(x)) = f⋄(µ(x)) 6= ⋄ = µ(x0))
for all x ∈ X . Hence I is N-like.
This completes the proof of Theorem 7.6.
We now give another proof that the definition of a finite set being used here is
equivalent to the usual one. The usual definition of A being finite is that there
exists n ∈ N and a bijective mapping h : [n] → A, where [n] = {0, 1, . . . , n − 1}
for n ∈ N \ {0} and [0] = ∅. Moreover, if h : [n]→ A is a bijective mapping then
n is the cardinality of A, i.e., n = |A|, and so A ≈ [ |A| ] for each finite set A. The
problem here is to assign a meaning to the expression {0, 1, . . . , n − 1}, and one
way to do this is to make use of the fact that {0, 1, . . . , n} = {m ∈ N : m < n}
for all n ∈ N. A similar approach works with any Peano iterator I = (X, f, x0),
since there is a natural way to define a total order ≤ on X which corresponds to
the usual total order on N.
Let I = (X, f, x0) be an iterator. A total order ≤ on X will be called compatible
with I if x ≤ f(x) for all x ∈ X .
Lemma 7.11 Let I = (X, f, x0) be a Peano iterator with ω the assignment of
finite sets in I and ≤ be a total order on X compatible with I. Let x, y ∈ X and
A, B ∈ Fin with x = ω(A) and y = ω(B). Then y ≤ x if and only if B  A.
Proof We first show that if B  A then y ≤ x and by by Proposition 2.9 (4)
and Theorem 7.1 (2) we can assume, without loss of generality, that B ⊂ A. Put
C = A \ B and let S = {D ∈ P(C) : y ≤ ω(B ∪D)}; in particular, ∅ ∈ S. Thus
let D ∈ (S)p and d ∈ C \D. Then y ≤ ω(B∪D) ≤ f(ω(B∪D)) = ω(B∪D∪{d})
and hence D∪{d} ∈ S. This shows that S is an inductive-C-system and so C ∈ S,
i.e., y ≤ ω(B ∪ C) = ω(A) = x. We next assume that y ≤ x and show that then
B  A. Now by Theorem 2.4 either B  A or A  B. If B  A then by the
above y ≤ x. On the other hand, if A  B then by the above x ≤ y and so x = y,
since by assumption y ≤ x. Thus A ≈ B, because I is regular, and in particular
B  A.
Theorem 7.7 Let I = (X, f, x0) be a Peano iterator. Then there exists a unique
total order ≤ on X compatible with I and the following hold:
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(1) x0 ≤ x and x < f(x) for all x ∈ X, where as usual we write y < x if y ≤ x
but y 6= x.
(2) If y ≤ x then f(y) ≤ f(x).
(3) Let x, y ∈ X. Then y ≤ f(x) if and only if y ≤ x or y = f(x). Thus y < f(x)
if and only if y ≤ x.
(4) For each x ∈ X let Lx = {y ∈ X : y < x}. Then Lx0 = ∅ and Lf(x) is the
disjoint union of Lx and the singleton set {x} for each x ∈ X. Moreover, Lf(x) is
also the disjoint union of {x0} and f(Lx) for each x ∈ X.
(5) The subclass Lx is a finite set for each x ∈ X.
(6) Each non-empty subclass Y of X contains a minimum element, i.e., an ele-
ment x with x ≤ y for all y ∈ Y .
Proof Let ω be the assignment of finite sets in I. Define a binary relation ≤ on
X as follows: If x, y ∈ X then y ≤ x if and only if there exist A, B ∈ Fin with
x = ω(A), y = ω(B) and such that B  A.
Let x ∈ X ; then there exists A ∈ Fin with x = ω(A), since I is minimal. If also
x = ω(A′) then A ≈ A′, since I is regular. Now let x, y ∈ X and A, A′, B, B′
be finite sets with x = ω(A) = ω(A′) and y = ω(B) = ω(B′), and so A ≈ A′ and
B ≈ B′. Hence if B  A then also B′  A′. Thus if y ≤ x then B  A for all
A, B ∈ Fin with x = ω(A) and y = ω(B).
Clearly x ≤ x for all x ∈ X since A  A for all A ∈ Fin. Next let x, y, z ∈ X with
x ≤ y and y ≤ z; then x ≤ z, since if A, B, C ∈ Fin with A  B and B  C then
A  C. Moreover, if x, y ∈ X with x ≤ y and y ≤ x and A, B ∈ Fin are such that
x = ω(A) and y = ω(B) then B  A and A  B. Then by Theorem 2.4 A ≈ B
and hence by Theorem 7.1 (2) x = y. This shows that ≤ is a partial order on X .
Finally, if A, B ∈ Fin then by Theorem 2.4 either A  B or B  A and thus if
x, y ∈ X then either x ≤ y or y ≤ x. Hence ≤ is a total order.
(1) Let x ∈ X and A ∈ Fin with x = ω(A); let a be an element not in A. Then
ω(A ∪ {a}) = f(x) and A  A ∪ {a} and therefore x ≤ f(x). But if x = f(x)
then f(x) = f(f(x)), which is not possible since f is injective. Thus x < f(x).
Moreover, x0 ≤ x since x0 = ω(∅) and ∅  A for all A ∈ Fin. In particular,
x ≤ f(x) for all x ∈ X and so ≤ is compatible with I. Moreover, by Lemma 7.11
≤ is the unique total order on X compatible with I.
(2) Let x, y ∈ X with y ≤ x and let A, B ∈ Fin with x = ω(A) and y = ω(B),
and so B  A. Choose an element C not in A ∪ B. Thus B ∪ {c}  A ∪ {c} and
f(y) = ω(B ∪ {c}), f(x) = ω(A ∪ {c}). Therefore f(y) ≤ f(x).
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(3) Let x, y ∈ X . If y ≤ x then y ≤ f(x) since x ≤ f(x) and if y = f(x) then
clearly y ≤ f(x). Thus if y ≤ x or y = f(x) then y ≤ f(x). Suppose conversely
that y ≤ f(x) and let A, C ∈ Fin with y = ω(B) and f(x) = ω(C), and so B  C.
Let p : B → C be an injective mapping. If B ≈ C then y = f(x) and thus
assume this is not the case. Then p is not surjective. Choose a ∈ C \ p(B) and
put A = C \ {a}. Then p, considered as a mapping from B to A is injective.
Hence B  A which means that y ≤ ω(A). But f(ω(A)) = ω(C) = f(x) and f is
injective, which implies that ω(A) = x. Therefore if y ≤ f(x) then either y ≤ x
or y = f(x).
(4) Clearly Lx0 = ∅, since x0 ≤ x for all x ∈ X . Now Lf(x) = {y ∈ X : y < f(x)}
and so by (3) Lf(x) is the disjoint union of Lx and {x}. Moreover,
f(Lx) = {y ∈ X \ {x0} : y = f(z) with z < x} = {y ∈ X \ {x0} : y ≤ x}
and hence fLx) ∪ {x0} = {y ∈ X : y ≤ x} = Lx ∪ {x} = Lf(x). The union
f(Lx) ∪ {x0} is disjoint since x0 /∈ f(X).
(5) Let X0 = {x ∈ X : Lx is a finite set}. Then by (4) X0 contains x0 and is
f -invariant. Thus X0 = X , since I is minimal.
(6) Let z ∈ Y ; by (5) Lz ∪ {z} is then is a non-empty finite totally ordered set
and hence by Proposition 2.15 it contains a minimal element x. Thus x ≤ y for
all y ∈ Y .
The following result is needed when dealing with lists in Section 13.
Proposition 7.7 Let I = (X, f, x0) be a Peano iterator with ≤ the unique total
order on X compatible with I. For each x ∈ X put Xx = {y ∈ X : x ≤ y}. Then:
(1) Xx is the least f -invariant subclass of X containing x.
(2) Ix = (Xx, f, x) is a Peano iterator.
(3) Let πx : I → Ix be the unique morphism, which is an isomorphism, since
both I and Ix are Peano iterators. If y1, y2 ∈ X then y1 ≤ y2 if and only if
πx(y1) ≤ πx(y2).
(4) If y1, y2 ∈ X with y1 < y2 then
πx({z ∈ X : y1 ≤ z < y2}) = {z
′ ∈ X : πx(y1) ≤ z
′ < πx(y2)} .
(5) If y ∈ X then Lπx(y) is the disjoint union of Lx and πx(Ly).
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Proof (1) Xx is an f -invariant subclass of X containing x. Suppose there is an
f -invariant subclass X ′ of X containing x which is a proper subclass of Xx. Then
Xx \X
′ contains a minimum element y and y > x since x ∈ X ′. Thus there exists
y′ ∈ Xx with y = f(y
′) and then y′ < y. Hence y′ ∈ X ′. But then y = f(y′) ∈ X ′,
since X ′ is f -invariant. This contradiction shows that Xx is the least f -invariant
subclass of X containing x.
(2) By (1) Ix is minimal. If y ∈ f(Xx) then y = f(y
′) for some y′ ∈ Xx and so
y > x. Thus x /∈ f(Xx). Hence Ix is a Peano iterator, since f is also injective.
(3) Let A ∈ Fin with ω(A) = x, where ω is the assignment of finite sets in I.
We show that if y ∈ X and B ∈ Fin with B ∩ A = ∅ and ω(B) = y then
πx(y) = ω(A∪B). Let S be the set of subsets C ofB for which πx(ω(C)) = ω(A∪C)
and so ∅ ∈ S. Let D ∈ Sp and d ∈ C \D; put D′ = D ∪ {d}. Then πx(ω(D
′)) =
f(πx(ω(D))) = f(ω(A ∪D)) = ω(A ∪D
′) and hence D′ ∈ S. This hows that S is
an inductive-B-system and so B ∈ S, i.e., πx(y) = πx(ω(B)) = ω(A ∪ B).
Now let y1, y2 ∈ X with y1 ≤ y2 and let B1, B2 ∈ Fin with y1 = ω(B1) and
y1 = ω(B1). Then by Lemma 7.11 B1  B2. As usual we can choose B1 and B2
with B1 ⊂ B2 and also so that A∩B2 = ∅, where A is again such that x = ω(A).
Then πx(y1) = ω(A ∪ B1) and πx(y2) = ω(A ∪ B2) and hence by Lemma 7.11
πx(y1) ≤ πx(y2), since A∪B1 ⊂ A∪B2). Suppose conversely that πx(y1) ≤ πx(y2).
Now either y1 ≤ y2 or y2 ≤ y1 and if y2 ≤ y1 then πx(y2) ≤ πx(y1) and hence
πx(y1) = πx(y2), in which case y1 = y2, since πx is injective. Thus in both cases
y1 ≤ y2.
(4) We must show that L = R, where L = πx(J), J = {z ∈ X : y1 ≤ z < y2} and
R = {z′ ∈ X : πx(y1) ≤ z
′ < π(y2)}. If z ∈ J then by (3) π1(y1) ≤ πx(z) < πx(y2)
and thus πx(J) = L ⊂ R. Let z
′ ∈ R. Now πx(X) = Xx, since πx : X → Xx is
a bijection, and so z′ ∈ πx(X), since πx(y1) ∈ Xx and z
′ ≥ πx(y1). Hence there
exists z ∈ X such that z′ = πx(z) and then by (3) z ∈ J and so z
′ ∈ L. This shows
that L = R.
(5) By (4) πx(Ly) = {z
′ ∈ X : πx(x0) ≤ z
′ < πx(y)} = {z
′ ∈ X : x ≤ z′ < πx(y)}
and thus Lπx(y) = Lx ∪ πx(Ly). It is clear that Lx and πx(Ly) are disjoint.
Theorem 7.8 Let I = (X, f, x0) be a Peano iterator with ≤ the unique total
order on X compatible with I. Define an iterator I≤ = (X≤, f≤,∅) by letting
X≤ = {Lx : x ∈ X} and with f≤ : X≤ → X≤ given by f≤(Lx) = Lf(x) for all
x ∈ X. Also define π≤ : X → X≤ by π≤(x) = Lx for all x ∈ X. Then:
(1) π≤ : I→ I≤ is an isomorphism.
(2) I≤ is a Peano iterator.
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(3) f≤(Lx) is the disjoint union of {x0} and f(Lx) for each x ∈ X.
(4) The sets in X≤ are totally ordered by inclusion and inclusion is the unique
total order on X≤ compatible with I≤.
(5) Let ω≤ : Fin → X≤ be the assignment of finite sets in I≤. Then ω≤(A) ≈ A
for all A ∈ Fin.
Proof (1) π≤(x0) = ∅ and f≤(π≤(x)) = Lf(x) = π≤(f(x)) for all x ∈ X which
means that f≤ ◦ π≤ = π≤ ◦ f . Thus π≤ : I→ I≤ is a morphism. But π≤ : X → X≤
is clearly a bijection and hence by Lemma 7.7 π≤ is an isomorphism.
(2) This follows immediately from (1) and Theorem 7.5.
(3) This follows from Theorem 7.7 (4).
(4) This is clear. If x, y ∈ X then either x ≤ y or y ≤ x. If x ≤ y then Lx ⊂ Ly
and if y ≤ x then Ly ⊂ Lx. Moreover, Lx ⊂ Lf(x) = f≤(Lx) and so inclusion is
compatible with I≤.
(5) Let A be a finite set and let S = {B ⊂ A : ω≤(B) ≈ B} and so ∅ ∈ S,
since ω≤(∅) = ∅. Thus let B ∈ S
p, a ∈ A \ B and put B′ = B ∪ {a}. Then
ω≤(B
′) = f≤(ω≤(B)). If ω≤(B) = Lx then ω≤(B
′) = f≤(Lx) = Lf(x), which is the
disjoint union of Lx and the singleton set {x}. Thus ω≤(B
′) is the disjoint union of
ω≤(B) and a singleton set. But ω≤(B) ≈ B, since B ∈ S and hence ω≤(B
′) ≈ B′,
i.e., B′ ∈ S. This shows that S is an inductive A-system and so ω≤(A) ≈ A.
We call I≤ the initial segment iterator associated with I.
If Theorem 7.8 is applied to the Peano iterator (N, s, 0) then it is easy to see that
Ln = {0, 1, . . . , n− 1} for each n ∈ N.
Theorem 7.7 will now be employed to obtain a result which is sometimes called
The Definition by Induction Theorem.
Theorem 7.9 Let I = (X, f, x0) be a Peano iterator, let Z be a class, β0 ∈ Z
and α : X × Z → Z be a mapping. Then there is a unique mapping π : X → Z
with π(x0) = β0 such that π(f(x)) = α(x, π(x)) for all x ∈ X.
Proof The notation is as in Theorem 7.7. Put Λx = {y ∈ X : y ≤ x} for each
x ∈ X . Then Theorem 7.7 (4) implies that Λx0 = {x0} and f(Λx) is the disjoint
union of Λx and {f(x)} for all x ∈ X . Let X0 be the subclass of X consisting of
those x ∈ X for which there exist a unique mapping πx : Λx → Z with πx(x0) = β0
and πx(f(x
′) = α(x′, πx(x
′) for all x′ ∈ Λx. Since Λx0 = {x0} we have to define
πx0 : {x0} → Z by πx0(x0) = β0, which shows that x0 ∈ X0. Thus let x ∈ X0 with
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unique mapping πx : Λx → Z. Since f(Λx) is the disjoint union of Λx and {f(x)}
we have to define πf(x) : f(Λx) → Z by letting πf(x)(x
′) = πx(x
′) if x′ ∈ Λx and
πf(x)(f(x)) = α(x, πx(x)). It follows that f(x) ∈ X0 and hence X0 is an f -invariant
subclass of X containing x0. Therefore X0 = X . Now define π : X → Z with by
letting π(x) = πx(x) for all x ∈ X . Then π(x0) = β0 and if x ∈ X then
π(f(x)) = πf(x)(f(x)) = α(x, ππ(x)(x))
= α(x, πx(x)) = α(x, π(x))
Finally, if π′ is another mapping satisfying the conditions of the theorem then it
easy to see that {x ∈ X : π(x) = π(x′)} is a f -invariant subclass of X containing
x0 and hence X0 = X , i.e., π
′ = π. Therefore the mapping π is unique.
The following is a more elaborate version of the previous theorem:
Theorem 7.10 Let I = (X, f, x0) be a Peano iterator, let Y and Z be classes
and let β : Y → Z and α : X × Y × Z → Z be mappings. Then there is a
unique mapping π : X × Y → Z with π(x0, y) = β(y) for all y ∈ Y such that
π(f(x), y) = α(x, y, π(x, y)) for all x ∈ X, y ∈ Y .
Proof The notation is as in Theorem 7.7. Put Λx = {y ∈ X : y ≤ x} for
each x ∈ X . Then Theorem 7.7 (4) implies that Λx0 = {x0} and f(Λx) is the
disjoint union of Λx and {f(x)} for all x ∈ X . Let X0 be the subclass of X
consisting of those x ∈ X for which there exist a unique mapping πx : Λx×Y → Z
with πx(x0, y) = β(y) for all y ∈ Y and πx(f(x
′), y) = α(x′, y, πx(x
′, y)) for all
x′ ∈ Λx, y ∈ Y . Since Λx0 = {x0} we have to define πx0 : {x0} × Y → Z by
πx0(x0, y) = β(y), which shows that x0 ∈ X0. Thus let x ∈ X0 with unique
mapping πx : Λx × Y → Z. Since f(Λx) is the disjoint union of Λx and {f(x)} we
have to define πf(x) : f(Λx) × Y → Z by letting πf(x)(x
′, y) = πx(x
′, y) if x′ ∈ Λx
and πf(x)(f(x), y) = α(x, y, πx(x, y)) for all y ∈ Y . It follows that f(x) ∈ X0 and
hence X0 is an f -invariant subclass of X containing x0. Therefore X0 = X . Now
define π : X × Y → Z with by letting π(x, y) = πx(x, y) for all x ∈ X , y ∈ Y .
Then π(x0, y) = πx0(x0, y) = β(y) for all y ∈ Y and if x ∈ X then
π(f(x), y) = πf(x)(f(x), y) = α(x, y, ππ(x)(x, y))
= α(x, y, πx(x, y)) = α(x, y, π(x, y))
for all y ∈ Y . Finally, if π′ is another mapping satisfying the conditions of the
theorem then it easy to see that {x ∈ X : π(x, y) = π(x, y) for all y ∈ Y } is a
f -invariant subclass of X containing x0 and hence X0 = X , i.e., π
′ = π. Therefore
the mapping π is unique.
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We next look at the relationship between enumerators and iterators and in what
follows let I = (X, f, x0) be a fixed iterator, where for simplicity we assume that
the first component X is a set. Let ω be the assignment of finite sets in I.
For the finite set A the element ω(A) can be thought of as the analogue of the
cardinality of A for the iterator I. Now the cardinality |A| of a finite set A can also
be determined by counting or enumerating its elements and the analogue of this
procedure can also be carried out in the iterator I. To explain what this means
let us return to the informal discussion presented at the beginning of Section 6.
There we determined whether A is finite or not by marking the elements in A one
at a time and seeing if all the elements can be marked in finitely many steps. At
each stage of this process we took a snapshot of the elements which have already
been marked, which resulted in the A-enumerator U whose elements are exactly
the snapshots. The set A being finite meant that A ∈ U .
Now suppose that each act of marking an element of A is registered with the
iterator I. Each such act produces an element of X which can be considered as
the current state of the registering process. Before the first element of A has been
marked the current state is x0. If at some stage the current state is x then marking
the next element of A changes the current state to f(x).
This registering process can be regarded as a mapping αU : U → X , where αU(U)
gives the current state when the elements in the subset U have been marked. The
above interpretation then requires that αU(∅) = x0 and αU(sU(U)) = f(αU(U))
for all U ∈ Up. In Proposition 7.8 it is shown that there is a unique mapping αU
satisfying these requirements.
Since A is finite the registering process ends when all the elements in A have been
marked and the final current state is then the element αU(A) of X . Now if the
analogy with the iterator (N, s, 0) and the cardinality |A| is valid then we would
expect that αU(A) = ω(A) holds for each finite set. In fact this does hold, as is
shown in Theorem 7.11.
Theorem 7.11 implies that αU(A) does not depend on the A-enumerator U . This
is the fundamental reason why counting makes sense: It does not matter in which
order the elements in a finite set are counted; the same number always comes out
in the end.
Proposition 7.8 Let U be an A-enumerator. Then there exists a unique mapping
αU : U → X with αU(∅) = x0 such that αU(sU(U)) = f(αU(U)) for all U ∈ U
p.
Proof This is essentially the same as the proof of Theorem 6.3. Let U0 denote
the set consisting of those U ∈ U for which there exists a mapping αU : UU → X
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with αU(∅) = x0 and such that αU(sU(U
′)) = f(αU(U
′)) for all U ′ ∈ UpU . Clearly
∅ ∈ U0 (since U∅ = {∅}).
Consider U ∈ Up0 and let αU : UU → X be a mapping with αU(∅) = x0 and
such that αU(sU(U
′)) = f(αU(U
′)) for all U ′ ∈ UpU . Write U
∗ for sU(U); by
Lemma 6.3 (2) UU∗ = UU ∪ {U
∗} and so we can define αU∗ : UU∗ → X by putting
αU∗(U
′) = αU(U
′) if U ′ ∈ UU and letting αU∗(U
∗) = f(αU(U)). If U
′ ∈ UpU then
U ′ ∈ UU and sU(U
′) ∈ UU and thus
αU∗(sU(U
′)) = αU(sU(U
′)) = f(sU(U
′)) = f(αU∗(U
′)) .
Also αU∗(sU(U)) = αU∗(U
∗) = f(αU(U)) = f(αU∗(U))) and UU = U
p
U∗ , and so
αU∗(sU(U
′)) = f(αU∗(U
′)) for all U ′ ∈ UpU∗ . Hence sU(U) = U
∗ ∈ U0. This shows
U0 is an invariant subset of U . Thus U0 = U and then by Lemma 6.1 A ∈ U0,
which means there exists a mapping αU : U → X with αU(∅) = x0 and such that
αU(sU(U)) = f(αU(U)) for all U ∈ U
p.
It remains to consider the uniqueness. Let α′U : U → X be any mapping with
α′U(∅) = x0 and such that α
′
U(sU(U)) = f(α
′
U(U)) for all U ∈ U
p and consider
the set U0 = {U ∈ U : α
′
U(U) = αU(U)}. Clearly ∅ ∈ U0 and if U ∈ U
p
0 then
α′U(sU(U)) = f(α
′
U(U)) = f(αU(U)) = αU(sU(U)), i.e., sU(U) ∈ U0. Thus U0 is
an invariant subset of U , and so U0 = U . This shows that α
′
U = αU .
The mapping αU : U → X in Proposition 7.8 will be referred to as the U-valuation
in I, or just as the U-valuation if it is clear which iterator is involved.
The uniqueness of the U-valuation implies that for each U ∈ U the UU -valuation
αUU is just the restriction of αU to UU , i.e., αUU : UU → X is the mapping with
αUU (U
′) = αU(U
′) for all U ′ ∈ UU .
Proposition 7.9 Let U be an A-enumerator and V a B-enumerator. Suppose
A  B and so by Proposition 6.3 there exists a unique homomorphism π : U → V.
Then αU = αV ◦ π (with αU the U-valuation and αV the V-valuation).
Proof The mapping αV ◦ π : U → X is also a U-valuation since
(αV ◦π)(sU(U)) = αV(π(sU(U))) = αV(sV(π(U))) = f(αV(π(U))) = f((αV ◦π)(U))
for all U ∈ Up, and (αV ◦ π)(∅) = αV(π(∅)) = αV(∅) = ∅. By the uniqueness of
the U-valuation it therefore follows that αU = αV ◦ π.
Proposition 7.10 If A ≈ B then αU(A) = αV(B) for each A-enumerator U and
each B-enumerator V. In particular, αU(A) = αU ′(A) for all A-enumerators U
and U ′.
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Proof By Theorem 6.3 there exists a unique homomorphism π : U → V which
maps U bijectively onto V, and π(A) = B. Also, by Proposition 7.9 αU = αV ◦ π
and therefore αU(A) = αV(π(A)) = αV(B).
Theorem 7.11 For each A-enumerator U we have αU(A) = ω(A).
Proof If U and U ′ are A-enumerators then by Proposition 7.10 αU(A) = αU ′(A)
and hence the element αU(A) of X does not depend on which A-enumerator U
is used. Denote this element by ω∗(A). By the uniqueness of the valuation it is
enough to show that the assignment A 7→ ω∗(A) is a valuation. Now if U
∅ is the
unique ∅-enumerator then U∅(∅) = x0 and so ω∗(∅) = x0. Thus consider a finite
set A and let a be an element with a /∈ A; put A′ = A∪ {a}. By Lemma 6.6 there
exists an A′-enumerator U ′ with A ∈ U ′ and then A′ = sU ′(A), since a is the only
element in A′ \ A. Moreover U ′A is an A-enumerator and αU ′A is the restriction of
αU ′ to U
′
A and so
ω∗(A
′) = αU ′(A
′) = αU ′(sU ′(A)) = f(αU ′(A)) = f(αU ′
A
(A)) = f(ω∗(A)).
Hence ω∗ is a valuation and therefore ω∗ = ω, i.e., αU(A) = ω(A) for each finite
set A and each A-enumerator U .
Consider the case with A ≈ B. Let U be an A-enumerator and V a B-enumerator.
By Proposition 7.10 αU(A) = αV(B) and hence by Theorem 7.11
ω(A) = αU(A) = αV(B) = ω(B) .
We end the section with a couple of remarks about the case when I = (X, f, x0) is
a Peano iterator with X an infinite set. A set E is defined to be Dedekind-infinite
if there exists an injective mapping h : E → E which is not surjective, and so by
Theorem 2.1 a Dedekind-infinite set is infinite,i.e., it is not finite. The converse
also holds (i.e., every infinite set is Dedekind-infinite) provided a suitable form
of the axiom of choice is assumed. In models without the axiom of choice there
can exist infinite sets which are Dedekind-finite. If (X, f, x0) is a Peano iterator
then the set X is Dedekind-infinite. Conversely, if E is a Dedekind-infinite set
and h : E → E is injective but not surjective and e0 ∈ E \ h(E) then (E0, y0, e0)
is a Peano iterator, where E0 is the least h-invariant subset of E containing e0
and y0 : E0 → E0 is the restriction of h to E0. Thus a Peano iterator whose first
component is a set exists if and only if there exists a Dedekind-infinite set.
The following somewhat strange result can be found in [12] and in [10].
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Proposition 7.11 Suppose that there exists a Dedekind-infinite set (for example,
the set of natural numbers N is a such a set). Then a set A is finite if and only if
P(P(A)) is Dedekind-finite.
Proof Let I = (X, f, x0) be a Peano iterator (which exists since a Dedekind-
infinite set exists) and let ω be the assignment of finite sets in I. Now let E be
an infinite set and consider the mapping h : P(E) → X given by h(A) = ω(A) if
A is finite, and h(Y ) = x0 if Y is infinite. If A is finite then by Proposition 2.13
there exists a finite subset C of E with C ≈ A and thus by Lemma 7.3 h is
surjective. Hence there exists an injective mapping g : P(X) → P(P(E)). (If
f : Y → Z is any surjective mapping then the mapping g : P(Z) → P(Y ) given
by g(E) = f−1(E) for each E ∈ P(Z) is injective.) There is then an injective
mapping α : X → P(P(E)) given by α(x) = g({x}) for all x ∈ X . Therefore by
Lemma 7.12 below P(P(E)) is Dedekind-infinite. On the other hand, if E is finite
then by Proposition 2.3 P(E) and hence P(P(E)) is finite, and so by Theorem 2.1
P(P(E)) is Dedekind-finite. Thus if there exists a Dedekind-infinite set then a set
A is finite if and only if P(P(A)) is Dedekind-finite.
Note that the assumption about the Dedekind-infinite set is only needed to show
that if Y is infinite then P(P(Y )) is Dedekind-infinite. But if Y is infinite then in
fact it can be shown that the class O of finite ordinals is actually a set (and thus
a Dedekind-infinite set) and so the hypothesis is not actually needed.
Lemma 7.12 A set containing a Dedekind-infinite set is itself Dedekind-infinite.
Proof Let E contain a Dedekind-infinite set F and so there exists an injective
mapping h : F → F which is not surjective. Define g : E → E by letting
g(x) = h(x) if x ∈ F and g(x) = x if x ∈ E \ F . Then g is injective but not
surjective and hence E is Dedekind-infinite.
8 Finite ordinals
In this section we study finite ordinals using the standard approach introduced by
von Neumann [11]. As in Section 7 we denote the class of all finite sets by Fin.
Let σ : Fin → Fin be the mapping given by σ(A) = A ∪ {A} for each finite set A.
Note that σ(A) is either equal to A or to the disjoint union of A and the singleton
set {A} and in the latter case we say that A is σ-regular.
Lemma 8.1 (1) If A ∈ Fin is transitive then so is σ(A). (Recall that a set B is
transitive if b ⊂ B for all b ∈ B.)
(2) Let A ∈ Fin; then A is σ-regular if and only if a 6= A for all a ∈ A.
(3) Let A ∈ Fin be transitive. Then A is σ-regular if and only if a is a proper
subset of A for all a ∈ A.
(4) If A ∈ Fin is transitive and σ-regular then σ(A) is σ-regular.
Proof (1) Let A be transitive and b ∈ σ(A). Then either b ∈ A, in which case
b ⊂ A ⊂ σ(A), or b = A, in which case b ⊂ σ(A). Thus σ(A) is transitive.
(2) Let A ∈ Fin; then A is not σ-regular if and only if σ(A) = A ∪ {A} = A and
this holds if and only if {A} ⊂ A, which in turn holds if and only if A ∈ A. Also
A ∈ A if and only if there exists a ∈ A with a = A. Thus A is σ-regular if and
only if a 6= A for all a ∈ A.
(3) This follows from (2), since if A is transitive then a 6= A if and only a is a
proper subset of A.
(4) Let A ∈ Fin be transitive and σ-regular. Then by (1) σ(A) is transitive and
by (3) a is a proper subset of A for each a ∈ A. Thus a is also a proper subset of
σ(A) for all a ∈ A and A is a proper subset of σ(A), since A is σ-regular. Hence
a′ is a proper subset of σ(A) for all a′ ∈ σ(A) and so by (3) σ(A) is σ-regular.
If we iterate the operation σ starting with the empty set and label the resulting
sets using the natural numbers then we obtain the following:
0 = ∅,
1 = σ(0) = 0 ∪ {0} = ∅ ∪ {0} = {0},
2 = σ(1) = 1 ∪ {1} = {0} ∪ {1} = {0, 1},
3 = σ(2) = 2 ∪ {2} = {0, 1} ∪ {2} = {0, 1, 2},
4 = σ(3) = 3 ∪ {3} = {0, 1, 2} ∪ {3} = {0, 1, 2, 3},
5 = σ(4) = 4 ∪ {4} = {0, 1, 2, 3} ∪ {4} = {0, 1, 2, 3, 4},
n+ 1 = σ(n) = n ∪ {n} = {0, 1, 2, . . . , n− 1} ∪ {n} = {0, 1, 2, . . . , n} .
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By Lemma 8.1 (1) and (4) the sets σ(n), n ∈ N, are all transitive and σ-regular.
Denote by O′ the iterator (Fin, σ,∅). Then by Theorem 7.1 there exists a unique
assignment ̺ of finite sets in O′. Thus ̺ : Fin → Fin is the unique mapping with
̺(∅) = ∅ and such that
̺(A ∪ {a}) = σ(̺(A))
for each finite set A and each element a /∈ A. Moreover, if A and B are finite sets
with A ≈ B then ̺(A) = ̺(B).
Theorem 8.1 For each finite set A we have ̺(A) ≈ A, and thus ̺(A) = ̺(B) if
and only if A ≈ B. Moreover, ̺(A) is transitive and σ-regular for each finite set
A.
Proof Let A be a finite set and let
S = {B ⊂ A : ̺(B) is transitive and σ-regular with ̺(B) ≈ B} .
In particular ∅ ∈ S, since ̺(∅) = ∅. Let B ∈ Sp, a ∈ A\B and put B′ = B∪{a}.
Then ̺(B) is transitive and σ-regular with ̺(B) ≈ B and ̺(B′) = σ(̺(B)). Hence
by Lemma 8.1 ̺(B′) is transitive and σ-regular and ̺(B′) = σ(̺(B)) ≈ B′. Thus
B′ ∈ S and so S is an inductive A-system. Therefore A ∈ S, i.e., ̺(A) is transitive
and σ-regular with ̺(A) ≈ A.
It follows from Theorem 8.1 that ̺(̺(A)) = ̺(A) for each finite set A.
Let O = {B ∈ Fin : B = ̺(A) for some finite set A}. The elements of O will be
called finite ordinals. Thus for each finite set A there exists a unique o ∈ O with
o = ̺(A). By Lemma 7.4 O is the least σ-invariant subclass of Fin containing
∅. We denote the restriction of σ to a mapping O → O again by σ. Thus
O = (O, σ,∅) is a minimal iterator.
We do not assume that O is a set but if it were then it would not be finite. (If O
were finite then o′ = σ(̺(O)) would be a finite ordinal, but o′ 6≈ o for each o ∈ O.)
Theorem 8.2 O is a Peano iterator. Therefore by Theorem 7.3 (the recursion
theorem) it follows that for each iterator J = (H, δ, h0) there exists a unique map-
ping π : O → H with π(∅) = h0 such that π ◦ σ = δ ◦ π.
Proof By Theorem 8.1 O′ is regular and hence also O is regular. Therefore by
Theorem 7.2 O is a Peano iterator.
The iterator O is obtained only making use of finite sets. If the negation of the
axiom of infinity is assumed then (N, s, 0) does not exist. However, the Peano
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iterator O does exist and in this case O is not a set. If (N, s, 0) does exist then
by Lemma 7.8 it is isomorphic to O. Thus O can be considered as a particular
version of (N, s, 0) and we can use the usual notation for the elements of N to
denote the elements of O. In Section 10 we show how the arithmetic operations
of addition, multiplication and exponentiation can be introduced for any minimal
iterator. In particular, this can applied to the iterator O.
Proposition 8.1 For each finite set A
̺(A) = {o ∈ O : o = ̺(A′) for some proper subset A′ of A}.
Proof Let A be a finite set and denote by S the set of subsets B of A for which
̺(B) = {o ∈ O : o = ̺(B′) for some proper subset B′ of B}.
In particular ∅ ∈ S. Thus consider B ∈ Sp and a ∈ A \B. Then
̺(B ∪ {a}) = σ(̺(B)) = ̺(B) ∪ {̺(B)} = {o ∈ O : o = ̺(B′) for some B′ ⊂ B}.
But if C is a proper subset of B ∪ {a} then C ≈ C ′ for some C ′ ⊂ C and then by
Theorem 7.1 ̺(C) = ̺(C ′). It follows that
̺(B ∪ {a}) = {o ∈ O : o = ̺(B′) for some proper subset B′ of B ∪ {a}}
and thus B∪{a} ∈ S. Hence S is an inductive A-system and so A ∈ S. Therefore
̺(A) = {o ∈ O : o = ̺(A′) for some proper subset A′ of A}.
Proposition 8.2 Let A be a finite set and B ⊂ A; then ̺(B) ⊂ ̺(A).
Proof This follows immediately from Proposition 8.1.
Let o ∈ O and let a be an element not in o. Then ̺(o ∪ {a}) = σ(o).
Proposition 8.3 For each o ∈ O we have
o = {o′ ∈ O : o′ is a proper subset of o},
σ(o) = {o′ ∈ O : o′ is a subset of o}.
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Proof This follows from Proposition 8.1.
A set E is said to be totally ordered with respect to set membership if, whenever e1
and e2 are distinct elements of E then exactly one of e1 ∈ e2 and e2 ∈ e1 holds. By
Proposition 8.3 each finite ordinal α is totally ordered with respect to set inclusion
and, moreover, each element of α is a subset of α and so α is a transitive set.
In the general (non-finite case) the usual definition of an ordinal is as a set having
these two properties [11].
Proposition 8.4 Let o, o′ ∈ O with o 6= o′. Then either o is a proper subset of o′
or o′ is a proper subset of o.
Proof By Theorem 8.1 o 6≈ o′ and so by Proposition 2.9 (2) there either exists a
proper subset B of o with B ≈ o′ or there exists a proper subset B′ of o′ with B′ ≈
o. Suppose the former holds. Then ̺(B) = o′ and therefore by Proposition 8.1
o′ = ̺(B) = {b : b = ̺(B′) for some proper subset B′ of B},
o = ̺(o) = {b : b = ̺(B′) for some proper subset B′ of o}.
It follows that o′ is a proper subset of o. If the latter holds then, in the same way,
o is a proper subset of o’.
If o, o′ ∈ O then we write o′ ≤ o if o′ ⊂ o. By Proposition 8.4 ≤ defines a total
order on O. The total order ≤ is compatible with O0, since o ⊂ σ(o) for all o ∈ O.
Thus by Theorem 7.7 ≤ is the unique total order on O compatible with O0. In
particular, it follows from Theorem 7.7 (5) that each non-empty subclass O′ of O
contains a minimum element, i.e., an element o with o ≤ o′ for all o′ ∈ O′.
The following induction principle for finite ordinals corresponds to Theorem 2.3.
Proposition 8.5 Let P be a statement about finite ordinals. Suppose P(0) holds
and that Pσ(o)) holds whenever P(o) holds for o ∈ O. Then P is a property of
finite ordinals, i.e., P(o) holds for every o ∈ O.
Proof Let A be a finite set and put S = {B ∈ P(A) : P(̺(B)) holds }. Then
P(∅) = P(0) holds, so let B ∈ Sp and a ∈ A \ B. Then ̺(b ∪ {a}) = σ(̺(B))
and thus B ∪ {a} ∈ S. Therefore S is an inductive A-system and so A ∈ S. Let
o ∈ O; then o is a finite set and hence applying the above with A = o shows that
P(o) holds.
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We next look at a further Peano iterator U. This has nothing to do with ordinals,
except that the iterator O is involved in its definition. What it has in common
with the iterator O and the iterator H introduced in Section 7 is that it is defined
’absolutely’ and is in fact constructed solely from operations performed on the
empty set ∅. First consider the iterator U′ = (Fin, α,∅), where the mapping
α : Fin→ Fin is given by α′(A) = {A} for each finite set A. The recursion theorem
for the Peano iterator O applied to the iterator U′ implies there exists a unique
morphism η : O → U′. Thus η : O → Fin is the unique mapping with η(0) = ∅
such that η(σ(o)) = α′(η(o)) for each o ∈ O. If we iterate the operation α′ starting
with the empty set then we obtain the following:
η(0) = ∅,
η(1) = α(η(0)) = {∅},
η(2) = α(η(1)) = {{∅}},
η(3) = α(η(2)) = {{{∅}}},
η(4) = α(η(3)) = {{{{∅}}}}},
... η(n) = {{{{{{· · · {∅} · · · }}}}}}.
Let ϕ be the assignment of finite sets in U′, thus ϕ : Fin → Fin is the unique
mapping with ϕ(∅) = ∅ such that ϕ(A ∪ {a}) = α(ϕ(A)) for each finite set
A and each a /∈ A, and by Theorem 7.1 ϕ(A) = ϕ(B) whenever A ≈ B. Let
U = {v ∈ Fin : v = ϕ(A) for some finite set A}, so by Lemma 7.4 U is the least
α′-invariant subclass of Fin containing ∅; the restriction of α to a mapping U → U
will again be denoted by α. Thus U = (U, α,∅) is a minimal iterator.
Lemma 8.2 For each finite set A we have ϕ(A) = η(̺(A)).
Proof Let A be a finite set and let S = {B ∈ P(B) : ϕ(B) = η(̺(B))} and in
particular ∅ ∈ S, since ϕ(∅) = η(̺(∅)) = ∅. Thus let B ∈ S and b ∈ A \ B.
Then ϕ(B∪{b}) = α(ϕ(B)) = α(η(̺(B))) = η(σ(̺(B))) = η(̺(B∪{b}) and hence
B ∪ {b} ∈ S .This shows that S is an inductive A-system and therefore A ∈ S,
i.e., ϕ(A) = η(̺(A)).
Lemma 8.3 The mapping η : O → Fin maps O bijectively onto U .
Proof By Lemma 7.6 η(O) = U and so it remains to show that η is injective.
Suppose this is not the case and let
O0 = {o ∈ O : there exists o
′ ∈ O with o < o′ and η(o) = η(o′)} .
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Thus O0 is non-empty and so it contains a minimum element o0 with o0 < o for
all o ∈ O0, and since o0 ∈ O0 there exists o1 ∈ O0 with o0 < o1 and η(o0) = η(o1).
Now if p ∈ O \ {0} then by Proposition 7.4 there exists a unique q ∈ O with
p = σ(q) and then η(p) = η(σ(q)) = α(η(q)) = {η(q)}. Thus if p ∈ O \ {0}
then there exists a unique q ∈ O with η(p) = {η(q)}. In particular, η(p) 6= ∅
if p 6= 0 and so o1 6= 0, since η(0) = ∅ and o2 6= 0. There thus exist unique
q1, q2 ∈ O with η(o1) = {η(q1)} and η(o2) = {η(q2)}. Then {η(q1)} = {η(q2)} and
so η(q1) = η(q2). But q1 < o1 and q1 < q2, which contradicts the minimality of o1.
Therefore η is injective.
Proposition 8.6 The iterator U is a Peano iterator.
Proof By Lemma 8.3 and Lemma 7.7 the morphism η is an isomorphism and
therefore by Theorem 7.5 U is a Peano iterator.
Except for being a Peano iterator the iterator U has none of the properties en-
joyed by O. It corresponds to the perhaps most primitive method of counting by
representing the number n with something like n marks, in this case the empty
set enclosed in n braces.
We can improve the situation somewhat by considering the finite section iterator
U≤ = (U≤, α≤,∅) associated with U which was introduced in Theorem 7.8. Here
≤ is the unique total order on U compatible with U.
Thus U≤ = {LB : B ∈ U} and α≤(LB) = Lα(B) for all B ∈ U . Define π≤ : U → U≤
by π≤(B) = LB for all B ∈ U .
Then Theorem 7.8 states that
(1) π≤ : U→ U≤ is an isomorphism.
(2) U≤ is a Peano iterator.
(3) f≤(LB) is the disjoint union of LB and the singleton set {B} for each B ∈ U .
Moreover, f≤(LB) is also the disjoint union of {x0} and f(LB) for each B ∈ U .
(4) The sets in U≤ are totally ordered by inclusion and inclusion is the unique
total order on U≤ compatible with U≤.
(5) Let ω≤ : Fin → U≤ be the assignment of finite sets in U≤. Then ω≤(A) ≈ A
for all A ∈ Fin.
We end the section by considering a situation which is somewhat more general than
that occurring with the iterator O. Let J = (T, h,∅) be a minimal iterator with
T a subclass of Fin. We call J an ordinal iterator if for each B ∈ T there exists an
8 Finite ordinals 86
element b /∈ B such that h(B) = B ∪ {b}. Note that if it is not assumed that J is
minimal then the associated minimal iterator J0 will be an ordinal iterator. The
archetypal example of an ordinal iterator is of course O. Moreover, if I is a Peano
iterator and I≤ is the initial segment iterator associated with I then Theorem 7.7
(4) shows that I≤ will be an ordinal iterator. In what follows let J = (T, h,∅) be
an ordinal iterator and let τ : Fin→ T be the evaluation of finite sets in J.
Theorem 8.3 (1) τ(A) ≈ A for all A ∈ Fin and therefore τ(A) = τ(A′) if and
only if A ≈ A′. In particular τ(τ(A)) = τ(A) for all A ∈ Fin and τ(B) = B for
all B ∈ T (since τ is surjective).
(2) J is a Peano iterator.
(3) If A, A′ ∈ Fin with A ⊂ A′ then τ(A) ⊂ τ(A′).
(4) If A, A′ ∈ Fin with A  A′ then τ(A) ⊂ τ(A′).
(5) For all B, B′ ∈ T either B ⊂ B′ or B′ ⊂ B. Thus T is totally ordered by
inclusion. Moreover, inclusion is the unique total order on T compatible with J.
Proof (1) This is the same as the proof of Theorem 8.1.
(2) This is the same as the proof of Theorem 8.2.
(3) It is enough to show that if A, B ∈ Fin are disjoint then τ(A) ⊂ τ(A∪B). Let
S = {C ∈ P(B) : τ(A) ⊂ τ(A∪C)}. Clearly ∅ ∈ S, so let C ∈ Sp and c ∈ B \C,
put C ′ = C ∪ {c}. Then τ(A) ⊂ τ(A∪C) and hence also τ(A) ⊂ τ(A ∪C ′), since
τ(A ∪ C ′) = h(τ(A ∪ C)) and τ(A ∪ C) ⊂ h(τ(A ∪ C)). Thus C ∪ {c} ∈ S, which
implies S is an inductive B-system. Therefore B ∈ S, i.e., τ(A) ⊂ τ(A ∪ B).
(4) This follows from (3), Theorem 2.4 and Proposition 2.9 (4).
(5) By Theorem 2.4 either B  B′ or B′  B and τ(B) = B and τ(B′) = B′.
Thus by (4) either B ⊂ B′ or B′ ⊂ B. Moreover, B ⊂ h(B) for all B ∈ T and
thus inclusion is the unique total order on T compatible with J.
We have already noted that if I is a Peano iterator then the finite segment iterator
I≤ associated with I is an ordinal iterator. We now show that the construction in
Theorem 7.7 can be reversed. Again let J = (T, h,∅) be an ordinal iterator. Let
T † be the class consisting of all elements c for which there exists B ∈ T such that
h(B) = B ∪ {c}. Define γ : T → T † by letting γ(B) = c, where h(B) = B ∪ {c}.
Thus h(B) = B ∪ {γ(B)} for all B ∈ T .
Theorem 8.4 (1) The mapping γ : T → T † is a bijection.
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(2) Define a mapping h† : T † → T † by h† = γ ◦ h ◦ γ−1 and an iterator by
J† = (T †, h†, t†0), where t
†
0 = γ(∅) and so t
†
0 is the single element in h(∅). Then
γ : J→ J† is an isomorphism.
(3) J† is a Peano iterator.
(4) h(γ−1(t)) = γ−1(t) ∪ {t} for all t ∈ T †.
(5) Define ≤ on T † by letting t′ ≤ t if and only if γ−1(t′) ⊂ γ−1(t). Then ≤ is the
unique a total order on T † compatible with J†.
(6) Lt = γ
−1(t) for all t ∈ T †.
(7) h(Lt) = Lt ∪ {t} for all t ∈ T
†.
Proof (1) Let B, B′ ∈ T with B 6= B′; then by Theorem 8.3 (5) and without
loss of generality we can assume B is a proper subset of B′. Then h(B) ⊂ B′; thus
γ(B) ∈ B′ and γ(B′) /∈ B′ and so γ(B) 6= γ(B′). This shows that γ is injective,
and since γ is clearly surjective it follows that γ is a bijection.
(2) We have t†0 = γ(∅) and h
†◦γ = γ ◦h and therefore γ : J→ J† is a morphism.
But γ is a bijection and hence by Lemma 7.7 γ is an isomorphism.
(3) It now follows from (2) and Theorem 7.5 that J† is a Peano iterator.
(4) If t ∈ T † and B = γ−1(t) then h(γ−1(t)) = h(B) = B ∪{γ(B)} = γ−1(t)∪{t}.
(5) ≤ is a total order on T † since inclusion defines a total order on T . Let t ∈ T †;
then γ−1(t) ⊂ h(γ−1(t)) = γ−1(h†(t)), since inclusion is the unique total order on
T compatible with J and by definition h†(t) = γ ◦ h ◦ γ−1(t). Thus t ≤ h†(t) and
hence ≤ is the unique total order on T † compatible with J†.
(6) Let T †0 = {t ∈ T
† : Lt = γ
−1(t)}. In particular t†0 ∈ T
†
0 , since Lt†
0
and
γ−1(t†0) are both empty. Let t ∈ T
†
0 ; then by (4) h(γ
−1(t)) = γ−1(t)) ∪ {t} and
so γ−1(h†(t)) = h(γ−1(t)) = γ−1(t) ∪ {t}. Moreover, Theorem 7.7 (4) implies that
Lh†(t) = Lt ∪ {t} and hence Lh†(t) = γ
−1(h†(t)), i.e., h†(t) ∈ T †0 . It follows that
T †0 = T
†, since J is minimal and therefore Lt = γ
−1(t) for all t ∈ T †.
(7) By (4) and (6) we have h(Lt) = h(γ
−1(t)) = γ−1(t) ∪ {t} = Lt ∪ {t}.
We call the iterator J† the dual iterator to the ordinal iterator J.
Consider the canonical ordinal iterator O = (O, σ,∅) and let (O† be the class
consisting of all elements c for which there exists o ∈ O such that σ(o) = o ∪ {c}.
Then O† = O, since σ(o) = o ∪ {o} for each o ∈ O. Moreover, if γ′ : O → O† = O
is the mapping corresponding to the mapping γ : T → T † in Theorem 8.4 then
clearly γ = idO. Therefore O
† = O and so the iterator O is its own dual.
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Proposition 8.7 Let I = (X, f, x0) be a Peano iterator and let I≤ be the finite
segment iterator associated with I. Also let I†≤ be the dual iterator to the ordinal
iterator I≤. Then I
†
≤ = I.
Proof Let ≤ be the unique total order on X compatible with I. We thus have
I≤ = (X≤, f≤,∅), where X≤ = {Lx : x ∈ X} and f≤(Lx) = Lf(x) = Lx ∪ {x} for
all x ∈ X . Put I†≤ = (Y, g, y0). Then Y is the class of all elements c for which
there exists Lx ∈ X≤ such that f≤(Lx) = Lx ∪ {c}. But f≤(Lx) = Lx ∪ {x} and
hence Y = X . Moreover, if β : X≤ → Y = X is the mapping corresponding to
the mapping γ : T → T † in Theorem 8.4 then β(Lx) = x for all x ∈ X . Also
g : X → X is the mapping β ◦ f≤ ◦ β
−1 = f , and y0 is the single element in f≤(∅)
which is x0. This shows that I
∗
≤ = I.
Proposition 8.8 Let J = (T, h,∅) be an ordinal iterator and let J† = (T †, h†, t†0)
be the dual iterator to J. Also let J†≤ be the finite segment iterator associated with
J†. Then J = J†≤.
Proof Let ≤ be the unique total order on T † compatible with J†. and let (Y, g,∅)
be the components of the iterator J†≤. Then by definition Y = {Lt : t ∈ T
†} and
hence by Theorem 8.4 (6) Y = {γ−1(t) : t ∈ T †} = T . Also by Theorem 7.7 (4)
g(Lt) = Lt ∪{t} and by Theorem 8.4 (7) h(Lt) = Lt ∪{t} = g(t). Therefore g = h
which shows that J = J†≤.
9 Finite minimal iterators
Theorems 7.2 and 7.4 imply that for a minimal iterator I = (X, f, x0) there are
two mutually exclusive possibilities: Either I is a Peano iterator or X is a finite
set. In this section we deal with case in which X is a finite set.
Thus in what follows let I = (X, f, x0) be a minimal iterator with X a finite set.
For each x ∈ X let Xx be the least f -invariant subset of X containing x and let
fx : Xx → Xx be the restriction of f to Xx. Thus Ix = (Xx, fx, x) is a minimal
iterator. Also let ωx be the unique assignment of finite sets in Ix; put ω = ωx0.
By Proposition 7.4 and Theorem 2.1 fx is a bijection if and only if x ∈ fx(Xx).
The iterator I can be considered as a finite dynamical system with the dynamics
given by the mapping f : X → X and with initial state x0. Now it is an elementary
fact that the mapping f is then eventually periodic. What this means can best be
described by by fixing a Peano iterator I = (N, s, 0) and to reduce the clutter we
prefer to use 0 instead of n0 for the third component of I. Let ≤ be the unique
total order on N . Let x ∈ X ; then applying the recursion theorem for the iterator
(N, s, , 0) to the iterator Ix there exists a unique mapping πx : N → Xx with
πx(0) = x such that πx(s(n)) = fx(πx(n)) for all n ∈ N . We use the standard
notation and write fn(x) instead of πx(n). Thus f
0(x) = x and f s(n)(x) = f(fn(x))
for all n ∈ N . The element fn(x) can be thought of as the n-th iterate of f when
the initial state is x.
An element x ∈ X is periodic if x = fn(x) for some n 6= 0 and if n is the least such
index then the set {fk(x) : 0 ≤ k < n} is the corresponding periodic cycle. The
elementary fact about I states that there is a unique periodic cycle and that there
exists m ∈ N such that fn(x0) is periodic for all n ≥ m. Note that the uniqueness
of the periodic cycle only holds because I is minimal.
For each x ∈ X let X ′x be the set consisting of those y ∈ X such that y = f
n(x)
for some n ∈ N .
Lemma 9.1 Let x ∈ X. Then:
(1) X ′x = Xx.
(2) x is periodic if and only if x ∈ f(Xx) and thus x is periodic if and only if fx
is a bijection.
(3) Xf(x) = f(Xx) and thus x is periodic if and only if x ∈ Xf(x).
Proof (1) Clearly X ′x is f -invariant and contains x and so Xx ⊂ X
′
x.
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Let N0 = {n ∈ N : f
n(x) ∈ Xx}.Then 0 ∈ N0 and N0 is s-invariant, since if
y = fn(x) ∈ Xx then f
s(n)(x) = f(y) ∈ Xx. Thus N0 = N , which shows that
X ′x ⊂ Xx.
(2) Suppose first that x is periodic and so there exists n 6= 0 with x = fn(x).
There exists a unique m ∈ N with n = s(m) and then x = f(fm(x)). But by (1)
fm(x) ∈ Xx and hence x ∈ f(Xx). Suppose conversely that x ∈ f(Xx). Then by
(1) there exists n ∈ N such that x = f(y) with y = fn(x). But then x = fm(x)
with m = s(n) , and m 6= 0. Thus x is periodic.
(3) f(Xx) is f -invariant and contains f(x) and so Xf(x) ⊂ f(Xx). Let Yx = {y ∈
Xx : f(y) ∈ Xf(x)}. Then Yx is f -invariant and contains x and hence Yx = Xx.
Thus also f(Xx) ⊂ Xf(x).
By Lemma 9.1 we do not need to employ the Peano iterator I. We define x to
be periodic if x ∈ f(Xx), which is equivalent to requiring that fx be a bijection.
Then x will also be periodic if and only if x ∈ Xf(x). In the following the Peano
iterator I no longer appears.
Theorem 9.1 (1) Let XP = {x ∈ X : x is periodic}. Then XP is non-empty
and Xx = Xy) for all x, y ∈ XP . Thus f maps XP bijectively onto itself.
(2) Let XN = {x ∈ X : x is not periodic} and suppose XN 6= ∅. Then f
is injective on XN and there exists a unique element u ∈ XN such that f(u) is
periodic. Moreover, there exists a unique element v ∈ XP such that f(v) = f(u)
and u and v are the unique elements of X with u 6= v such that f(u) = f(v).
For the proof of (1) we need the following:
Lemma 9.2 Let x ∈ X. Then:
(1) Xf(x) ⊂ Xx ⊂ {x}∪Xf(x). Thus Xf(x) is either Xx or Xx \{x}. If Xf(x) = Xx
then x ∈ Xf(x) and so x is periodic. If Xf(x) = Xx \ {x} then x is not periodic.
Thus x is periodic if and only if Xf(x) = Xx.
(2) If x is periodic then so is f(x).
(3) If x is periodic then y is periodic and Xy = Xx for all y ∈ Xx.
(4) If A is a finite set, B ⊂ A and x = ω(B) then ω(A) ∈ Xx.
(5) For each x ∈ X we have Xy ⊂ Xx for all y ∈ Xx.
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Proof (1) Xx is f -invariant and contains f(x) and hence Xf(x) ⊂ Xx. Also
{x} ∪Xf(x) is f -invariant and contains x and therefore Xx ⊂ {x} ∪Xf(x).
(2) This follows from the final statement in (1).
(3) Let S = {y ∈ X : y is periodic and Xy = Xx} then x ∈ S and if y ∈ S then
by (1) f(y) is periodic and soXf(y) = Xy = Xx. Thus f(y) ∈ S and so S is
f -invariant. Hence S ⊂ Xx, i.e., y is periodic and Xy = Xx for all y ∈ Xx.
(4) Let C = A \ B and put S = {D ⊂ C : ω(D) ∈ Xx}. Then ∅ ∈ S and if
D ∈ Sp and d ∈ C \ D then ω(D ∪ {d}) = f(ω(D)) ∈ S, since ω(D) ∈ S and
Xx is f -invariant. Therefore S is an inductive C system and thus C ∈ S, i.e.,
A = B ∪ C ∈ Xx.
(5) Let X ′ = {y ∈ X : Xy ⊂ Xx}. Then x ∈ X
′ and if y ∈ X ′ (and so Xy ⊂ Xx)
then Xf(y) ⊂ Xy ⊂ Xx and hence f(y) ∈ X
′. Therefore Xx ⊂ X
′, i.e., Xy ⊂ Xx
for all y ∈ Xx.
Proof of Theorem 9.1 (1) Let S = {Xy : y ∈ X}. Then by Proposition 1.2
there exists x ∈ X such that Xx is a minimal element of S. But by Lemma 9.2
Xf(x) ⊂ Xx and so Xf(x) = Xx. Hence by Lemma 9.2 x is periodic, i.e., x ∈ XP .
Thus by Lemma 9.2 y is periodic and Xy = Xx for all y ∈ Xx.
Let x, y ∈ XP ; by Lemma 7.3 there exist finite sets A and B with x = ω(A) and
y = ω(B) and by Proposition 2.9 (3) and Theorem 7.1 we can assume that B ⊂ A
or A ⊂ B and without loss of generality assume that B ⊂ A . Put C = A \B and
let S = {D ⊂ C : ω(B ∪D) is periodic and Xω(B∪D) = Xy} and so ∅ ∈ S. Thus
let D ∈ Sp and d ∈ C \D. Then ω(B ∪D∪{d}) = f(z) where z = ω(B∪D)) and
z is periodic and Xz = Xy, since D ∈ S. Hence by Lemma 9.2 f(z) is periodic
and Xf(z) = Xz = Xy, which shows that D∪{d} ∈ S. Therefore S is an inductive
C-system and so C ∈ S, i.e., Xx = Xy.
For the proof of (2) we need the following:
Lemma 9.3 Let s, t ∈ X with s 6= t and f(s) = f(t). Then u = f(s) = f(t) is
periodic. Moreover, one of s and t is periodic.
Proof By Lemma 7.3 there exist finite sets B and C such that s = ω(B) and
t = ω(C) and by Theorem 7.1 and Proposition 2.9 we can assume without loss
of generality that B ⊂ C, and so B is a proper subset of C. Let d /∈ C and put
B′ = B ∪ {d}, C ′ = C ∪ {d}. Then ω(B′) = ω(C ′) = u. Now let a ∈ C \ B and
put C ′′ = C ′ \ {a}. But u = ω(B′) and B′ ⊂ C ′′ and so Lemma 9.2 implies that
ω(C ′′) ∈ Xu and then u = f(ω(C
′′)) ∈ f(Xu). This shows that u is periodic. Now
B is a proper subset of C and so there exists D ⊃ B′ with D ≈ C. Thus u = ω(B′)
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and t = ω(C) = ω(D) and B′ ⊂ D and so by Lemma 9.2 t ∈ Xu. Therefore by
Lemma 9.2 t is periodic.
Proof of Theorem 9.1 (2) Lemma 9.3 implies that f is injective on XN . By
Proposition 1.2 there exists u ∈ XN such that Xu is a minimal element of the set
SN = {Xy : y ∈ XN}. Then u is not periodic and so by Lemma 9.2 Xf(u) is a
proper subset of Xu and hence Xf(u) /∈ SN , i.e., f(u) is periodic. Suppose there
exist u1, u2 ∈ XN with u1 6= u2 and such that f(u1) and f(u2) are both periodic.
Then there exist finite sets A1, A2 with ui = ω(Ai) for i = 1, 2 and as usual we can
assume that A1 is a proper subset of A2. Let a ∈ A2\A1 and so A
′
1 = A1∪{a} ⊂ A2.
Then ω(A′1) = f(ω(A1) = f(u1) is periodic and by Lemma 9.2 u2 ∈ Xf(u1). Hence
again using Lemma 9.2 u2 would be periodic. This contradiction shows that there
is a unique u ∈ XN such that z = f(u) is periodic. Thus z ∈ fz(Xz) and so
there exists a finite set A′ such that z = f(ωv(A
′)). Let a be an element not in
A′ and put A = A′ ∪ {a}. Then A is a non-empty finite set and z = ωz(A). Let
v = ωv(A
′). Then v ∈ Xv and so v is periodic and f(v) = z = f(u). Moreover, v
is the unique element of XP with f(v) = f(u), since f maps XP bijectively onto
itself. Finally, let u′, v′ ∈ X with u′ 6= v′ and f(u′) = f(v′). Since f is injective on
XN and on XP one of these elements is in XN and the other in XP . Label them
so u′ ∈ XN and v
′ ∈ XP . Then by Lemma 9.3 f(u
′) ∈ XP and by the uniqueness
of u it follows that u′ = u and by the uniqueness of v it follows that v′ = v.
We next consider the special case in whichX contains a fixed-point, i.e., an element
z with f(z) = z. If z = x0 then X = {x0} and we assume that this is not the
case, and thus z 6= x0. Since z is periodic it follows from Theorem 9.1 (1) that
XP = Xz = {z}. Hence XN = X \ {z} and by Theorem 9.1 (2) f is injective on
XN and there exists a unique w ∈ XN such that f(w) = z.
Let A be a finite set with z = ω(A) and by Proposition 1.2 we can assume that
z 6= ω(B) for each proper subset B of A.
Lemma 9.4 For each x ∈ X there exists B ⊂ A with x = ω(B).
Proof Let X0 = {x ∈ X : x = ω(B) for some B ⊂ A}, and thus x0 ∈ X0, since
x0 = ω(∅). Let x ∈ X0 with x = ω(B). If B is a proper subset of A and a ∈ A\B
then B ∪ {a} ⊂ A and f(x) = ω(B ∪ {a}) and so f(x) ∈ X0. But if B = A then
x = z and so f(z) = z ∈ X0. Thus X0 is f -invariant and contains x0 and hence
X0 = X.
Lemma 9.5 If B, B′ ∈ P(A) with ω(B) = ω(B′) then B ≈ B′.
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Proof Suppose there exist B, B′ ∈ P(A) with ω(B) = ω(B′) and B 6≈ B′. Then
by Proposition 2.9 (2) (and if necessary exchanging the roˆles of B and B′) there
exist such B, B′ with B′ ⊂ B,i.e., with B′ a proper subset of B. Let S be the
subset of P(A) consisting of those subsets B which contain a proper subset B′ with
ω(B) = ω(B′). Thus S is non-empty and hence by Proposition 1.3 S contains
a maximal element C; let C ′ be a proper subset of C with ω(C) = ω(C ′). Now
C 6= A, since otherwise C ′ would be a proper subset of A with ω(C ′) = z. Choose
a ∈ A \ C; then C ′ ∪ {a} is a proper subset of C ∪ {a}. But
ω(C ′ ∪ {a}) = f(ω(C ′)) = f(ω(C)) = ω(C ∪ {a}) ,
which contradicts the maximality of C. Therefore B ≈ B′ whenever B, B′ are
subsets of A with ω(B) = ω(B′).
Lemma 9.6 If x1 x2 ∈ X with Xx1 = Xx2 then x1 = x2.
Proof Let x1, x2 ∈ X with x1 6= x2. Then by Lemma 9.4 and Proposition 2.9 (2)
(and if necessary exchanging the roˆles of x1 and x2) there exist B1, B2 ∈ P(A).
with xk = ω(Bk) for k = 1, 2 and such that B1 is a proper subset of B2. Let
b ∈ B2 \ B1; then B
′
1 = B1 ∪ {a} ⊂ B2 and ω(B
′
1) = f(x1). Thus by Lemma 9.2
x2 ∈ Xf(x1) and so Xx2 ⊂ Xf(x1). If x1 = z then Xf(x1) = {z} and so Xx2 = {z}.
But x2 6= z, and Lemma 9.2 implies that Xf(x2) would be a proper subset of Xx2 =
{z}. Therefore this case cannot occur. Hence x1 6= z and by Lemma 9.2 Xf(x1) is
a proper subset of Xx1. ThereforeXx1 6= Xx2.
Define a relation ≤ on X by stipulating that x1 ≤ x2 if Xx2 ⊂ Xx1. As usual,
x1 < x2 means that x1 ≤ x2 but x1 6= x2.
Proposition 9.1 (1) The relation ≤ is a total order on X with x0 ≤ x ≤ z for
all x ∈ X, Moreover, if x ∈ X \ {z} then x < f(x).
(2) If x ≤ y ≤ f(x) then y = x or y = f(x).
(3) Let x, y ∈ X. if x ≤ y if then f(x) ≤ f(y). Moreover, if x, y ∈ X \ {z} and
f(x) ≤ f(y) then x ≤ y.
(4) Let x, y ∈ X \ {z}. Then x < y if and only if f(x) < f(y).
Proof (1) It is clear that ≤ is transitive and if both xl ≤ x2 and x2 ≤ x1 hold
then by Lemma 9.6 x1 = x2. Let x1, x2 ∈ X and as usual we can assume that
there exist B1, B2 ∈ P(A) with xk = ω(Bk) for k = 1, 2 and either B2 ⊂ B1 or
B1 ⊂ B2. If B2 ⊂ B1 then by Lemma 9.2 x1 ∈ Xx2 and hence Xx1 ⊂ Xx2. If
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B1 ⊂ B2 then in the same way Xx2 ⊂ Xx1. Therefore either x1 ≤ x2 or x2 ≤ x1
and this shows that ≤ is a total order. It is clear that x0 ≤ x ≤ z for all x ∈ X If
x ∈ X \ {z} then by Lemma 9.2 Xf(x) is a proper subset of Xx and so x < f(x).
(2) If x ≤ y ≤ f(x) then Xy ⊂ Xx and Xf(x) ⊂ Xy and hence
{x} ∪Xy ⊂ {x} ∪Xx = Xx = {x} ∪Xf(x) ⊂ {x} ∪Xy .
It follows that {x} ∪ Xy = Xx = {x} ∪ Xf(x) = {x} ∪ Xy and in particular
{x} ∪Xy = Xx. Thus either x ∈ Xy, in which case Xx = Xy, or x /∈ Xy, in which
case Xy = Xx \ {x} and then by Lemma 9.2 Xy = Xf(x). Therefore by Lemma 9.6
either y = x or y = f(x).
(3) Note that for all x ∈ X both x ≤ z and f(x) ≤ f(z) hold trivially. Thus we
can assume that y ∈ X \ {z}. Suppose x ≤ y and so also x ∈ X \ {z}. Then
Xy ⊂ Xx and Xf(y) = Xy \ {y}, Xf(x) = Xx \ {x} and thus Xf(y) ⊂ Xf(x) provided
x /∈ Xy. But if x ∈ Xy then Xx ⊂ Xy and so Xx = Xy. Hence either f(x) ≤ f(y)
or x = y and in both cases f(x) ≤ f(y). Next let x, y ∈ X \ {z} with f(x) ≤ f(y).
Then either x ≤ y or y ≤ x and if y ≤ x then by the above f(y) ≤ f(x) and so
f(x) = f(y). But if f(x) = f(y) then x = y, since f is injective on X \ {z}, and
again x ≤ y.
(4) If x < y then by (3) f(x) ≤ f(y) and f(x) 6= f(y) since x 6= y and f is
injective on X \ {z}. Hence f(x) < f(y). In the same way, if f(x) < f(y) then
by (3) x ≤ y. But x 6= y since f(x) 6= f(y) and thus x < y.
The construction given above can be reversed. Let (X,≤) be a finite totally ordered
set with least element x0 and greatest element z. Define a mapping f : X → X by
letting f(x) be the least element in {y ∈ X : y > x} if x 6= z and putting f(z) = z.
Then I = (X, f, x0) is a finite iterator with fixed point z.
Proposition 9.2 The iterator I is minimal.
Proof Let X0 be an f -invariant subset of X containing x0 and suppose X0 6= X.
Let u be the least element in X \X0 and so u 6= x0. Let v be the greatest element
in {y ∈ X : y < u}. Then v < u, hence v ∈ X0 and so f(v) ∈ X0. But this is not
possible, since f(v) = u. Therefore X0 = X which shows that I is minimal.
Let G be a finite group, with the product of a and b in G denoted just by ab, with
identity element 1 and with a−1 the inverse of a. For each a ∈ G let na : G → G
be given by na(b) = ab for each b ∈ G. Then there is the iterator Ia = (G, na, 1).
Also let Ga be the least na-invariant subset of G containing 1 and ma : Ga → Ga
be the restriction of na to Ga, so (Ga, ma, 1) is a minimal iterator.
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Proposition 9.3 For each a ∈ G the mapping ma is a bijection and so a is
periodic.
Proof Suppose a is not periodic. Then by Theorem 9.1 (2) there exists a unique
non-periodic element u ∈ Ga such that ma(u) is periodic and a unique periodic
element v ∈ Ga with ma(v) = ma(u), i.e., av = au. But then v = u, which
contradicts the fact that u is not periodic and v is periodic. Hence a is periodic
and ma is a bijection.
Proposition 9.4 Let H be a subset of G containing 1 and such that ab ∈ H for
all a, b ∈ H. Then H is a subgroup of G.
Proof Let a ∈ H; then H is an ma-invariant subset of Ga containing 1 and so
Ga ⊂ H. Now by Proposition 9.3 ma : Ga → Ga is a bijection and 1 ∈ Ga and so
there exists b ∈ Ga with ma(b) = ab = 1. Thus b ∈ H and b = a
−1. This shows
that H is a subgroup of G.
10 Addition and multiplication
In this section we show how an addition and a multiplication can be defined for any
minimal iterator. These operations are associative and commutative and can be
specified by the rules (a0), (a1), (m0) and (m1) below, which are usually employed
when defining the operations on N via the Peano axioms.
Note that,even if we do not assume the existence of an infinite set, we can apply
the results of this section to the Peano iterator O.
In the following let I = (X, f, x0) be a minimal iterator with ω the assignment
of finite sets in I. We first state the main results (Theorems 10.1 and 10.2) and
then develop the machinery required to prove them. In the following section we
give alternative proofs for these theorems.
Theorem 10.1 There exists a unique binary operation ⊕ on X such that
ω(A)⊕ ω(B) = ω(A ∪ B)
whenever A and B are disjoint finite sets. This operation ⊕ is both associative
and commutative, x ⊕ x0 = x for all x ∈ X and for all x1, x2 ∈ X there is an
x ∈ X such that either x1 = x2 ⊕ x or x2 = x1 ⊕ x. Moreover, ⊕ is the unique
binary operation ⊕ on X such that
(a0) x⊕ x0 = x for all x ∈ X.
(a1) x⊕ f(x′) = f(x⊕ x′) for all x, x′ ∈ X.
Theorem 10.2 There exists a unique binary operation ⊗ on X such that
ω(A)⊗ ω(B) = ω(A×B)
for all finite sets A and B. This operation ⊗ is both associative and commutative,
x⊗x0 = x0 for all x ∈ X and x⊗f(x0) = x for all x ∈ X with 6= x0 (and so f(x0)
is a multiplicative identity element) and the distributive law holds for ⊕ and ⊗:
x⊗ (x1 ⊕ x2) = (x⊗ x1)⊕ (x⊗ x2)
for all x, x1, x2 ∈ X. Moreover, ⊗ is the unique binary operation on X such
that
(m0) x⊗ x0 = x0 for all x ∈ X.
(m1) x⊗ f(x′) = x⊕ (x⊗ x′) for all x, x′ ∈ X.
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We now prepare for the proofs of Theorems 10.1 and Theorem 10.2 and first look
at what is common to these two theorems. Let D be a subset of Fin × Fin and let
γ : D → Fin be a mapping. In Theorem 10.1 we will have
D = {(A,B) ∈ Fin× Fin : A and B are disjoint}
and γ(A,B) = A ∪ B and in Theorem 10.2 D = Fin× Fin and γ(A,B) = A× B.
We assume that the mapping ω′ : D → X × X with ω′(A,B) = (ω(A), ω(B))
is surjective. By Lemma 7.3 this is clearly the case for Theorem 10.2 and for
Theorem 10.1 it follows from the next result.
Lemma 10.1 For all (x, x′) ∈ X × X there exist disjoint finite sets A and B
with (x, x′) = (ω(A), ω(B)).
Proof By Lemma 7.3 there exists (C,D) ∈ Fin × Fin with (ω(C), ω(D)) = (x, x′)
and by Proposition 2.9 (4) there exist disjoint finite sets A and B with A ≈ C
and B ≈ D. Therefore by Theorem 7.1 (2) the sets A and B are disjoint with
(x, x′) = (ω(A), ω(B)).
Theorem 10.1 and Theorem 10.2 state for the appropriate mapping γ : D → Fin
there exists a binary operation ⊙ on X such that ω(A)⊙ ω(B) = ω(γ(A,B)) for
all (A,B) ∈ D.
Proposition 10.1 Let γ : D → Fin be an arbitrary mapping for which the map-
ping ω′ : D :→ X ×X is surjective. Then there exists a binary operation ⊙ on X
such that ω(A)⊙ ω(B) = ω(γ(A,B)) for all (A,B) ∈ D if and only if
(♥) ω(γ(A,B)) = ω(γ(A′.B′)) whenever (A,B) and (A′, B′) are elements of
D with ω′(A,B) = ω′(A′, B′).
Moreover, if (♥) holds then ⊙ is the unique binary operation ⊙′ on X such that
ω(A)⊙′ ω(B) = ω((γ(A,B)) for all (A,B) ∈ D.
Proof This is a special case of Proposition 7.1. If ⊙ is written as a prefix operation
then the requirement on ⊙ is that ⊙(ω′(A,B)) = ω(γ((A,B)) for all (A,B) ∈ D
which in turn is the requirement that ⊙ ◦ ω′ = ω ◦ γ.
Let D⊕ = (A,B) ∈ Fin × Fin : A and B are disjoint} and let γ⊕ : D⊕ → Fin
be given by γ⊕(A,B) = A ∪ B for all (A,B) ∈ D⊕. Also let D⊗ = Fin × Fin
and let γ⊗ : D⊗ → Fin be given by γ⊗(A,B) = A × B for all (A,B) ∈ D⊗. We
will establish the existence of the operations ⊕ and ⊗ in Theorems 10.1and 10.2
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by showing that the mappings γ⊕ and γ⊗ satisfy condition (♥) and then applying
Proposition 10.1.
For a Peano iterator I this is not a problem. Consider γ⊕: If (A,B), (A
′, B′) ∈ D⊕
with ω′(A,B) = ω′(A′, B′) then by Theorem 7.2 A ≈ A′ and B ≈ B′, from which
it easily follows that A ∪ B ≈ A′ ∪ B′ and therefore by Theorem 7.1 (2) we have
ω(A ∪ B) = ω(A′ ∪ B′), i.e., ω(γ⊕(A,B)) = ω(γ⊕(A
′, B′)) and so γ⊕ satisfies
condition (♥). Essentially he same proof also shows that γ⊗ satisfies (♥).
Once it is known that the operation ⊕ exists then the remaining properties of
⊕ listed in Theorem 10.1 follow from the corresponding properties of the union
operation ∪ (for example, that it is associative and commutative).
The following shows that γ⊕ satisfies condition (♥).
Lemma 10.2 If (A,B) and (A′, B′) are elements of D⊕ with ω
′(A,B) = ω′(A′, B′)
then ω(A ∪ B) = ω(A′ ∪ B′)).
Proof Consider finite sets A and A′ with ω(A) = ω(A′) and a finite set B disjoint
from A and A′. Let S = {C ∈ P(B) : ω(A∪C) = ω(A′ ∪C)}. Then ∅ ∈ S, since
ω(A ∪∅) = ω(A) = ω(A′) = ω(A′ ∪∅). Let C ∈ Sp and b ∈ B \ C. Then
ω(A ∪ (C ∪ {b})) = ω((A ∪ C) ∪ {b}) = f(ω(A ∪ C))
= f(ω(A′ ∪ C)) = ω((A′ ∪ C) ∪ {b}) = ω(A′ ∪ (C ∪ {b}))
and hence C∪{b} ∈ S. Thus S is an inductive B-system and so B ∈ S. Therefore
ω(A ∪B) = ω(A′ ∪ B).
For any set C and any element d put Cd = C × {d} (and so Cd ≈ C). Now let
(A,B), (A′, B′) ∈ γ⊕ with ω
′(A,B) = ω′(A′, B′), and choose distinct elements ⊳
and ⊲; then ω(A ∪ B) = ω(A⊳ ∪ B⊳) (since A ∪ B ≈ A⊳ ∪ B⊳), ω(A
′
⊲ ∪ B
′
⊲) =
ω(A′∪B′) (since A′⊲∪B
′
⊲ ≈ A
′∪B′), ω(A⊳) = ω(A
′
⊲) (since A⊳ ≈ A and A
′ ≈ A′⊲))
and ω(B⊳) = ω(B
′
⊲) (since B⊳ ≈ B and B
′ ≈ B′⊲), which gives us the following
data:
– ω(A ∪ B) = ω(A⊳ ∪ B⊳),
– ω(A⊳) = ω(A
′
⊲) and B⊳ is disjoint from both A⊳ and A
′
⊲,
– ω(B⊳) = ω(B
′
⊲) and A
′
⊲ is disjoint from both B⊳ and B
′
⊲,
– ω(A′⊲ ∪B
′
⊲) = ω(A
′ ∪ B′).
Thus by two applications of the first part of the proof
ω(A ∪B) = ω(A⊳ ∪B⊳) = ω(A
′
⊲ ∪ B⊳)
= ω(B⊳ ∪A
′
⊲) = ω(B
′
⊲ ∪ A
′
⊲) = ω(A
′
⊲ ∪ B
′
⊲) = ω(A
′ ∪ B′) .
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Proof of Theorem 10.1: By Lemma 10.2 condition (♥) holds for the mapping γ⊕
and thus by Proposition 10.1 there exists a binary operation ⊕ on X such that
ω(A) ⊕ ω(B) = ω(A ∪ B) whenever A and B are disjoint finite sets. Moreover,
⊕ is the unique operation with this property. We show that ⊕ is associative and
commutative: Let x1, x2, x3 ∈ X; then by Lemma 7.3 there exist finite sets A1, A2
and A3 with x1 = ω(A1), x2 = ω(A2) and x3 = ω(A3) and by Proposition 2.9 (5)
and Theorem 7.1 (2) we can assume that these sets are disjoint. Clearly (A1 ∪
A2) ∪A3 ≈ A1 ∪ (A2 ∪A3) and therefore
(x1 ⊕ x2)⊕ x3 = (ω(A1)⊕ ω(A2))⊕ ω(A3) = ω(A1 ∪A2)⊕ ω(A3)
= ω((A1 ∪A2) ∪A3) = ω(A1 ∪ (A2 ∪ A3))
= ω(A1)⊕ ω(A2 ∪ A3) = ω(A1)⊕ (ω(A2)⊕ ω(A3))
= x1 ⊕ (x2 ⊕ x3) .
In the same way ⊕ is commutative. Let x1, x2 ∈ X; then, as above there exist
disjoint finite sets A1 and A2 with x1 = ω(A1) and x2 = ω(A2). Also clearly
A1 ∪A2 ≈ A2 ∪ A1 and hence
x1 ⊕ x2 = ω(A1)⊕ ω(A2)
= ω(A1 ∪A2) = ω(A2 ∪A1) = ω(A2)⊕ ω(A1) = x2 ⊕ x1 .
Moreover, if x ∈ X and A is a finite set with x = ω(A) then
x⊕ x0 = ω(A)⊕ ω(∅) = ω(A ∪∅) = ω(A) = x ,
and so x⊕ x0 = x for all x ∈ X.
Let x1, x2 ∈ X, and so by Lemma 7.3 there exist finite sets A and B such that
x1 = ω(A) and x2 = ω(B). By Theorem 2.4 there either exists an injective mapping
g : A → B or an injective mapping h : B → A. Assume the former holds and
put B′ = g(A) and C = B \ B′. Then B′ and C are disjoint and B = B′ ∪ C;
moreover, A ≈ B′ (since g considered as a mapping from A to B′ is a bijection)
and so by Theorem 7.1 (2) ω(A) = ω(B′). Thus, putting x = ω(C), it follows that
x2 = ω(B) = ω(B
′ ∪ C) = ω(B′)⊕ ω(C) = ω(A)⊕ ω(C) = x1 ⊕ x. On the other
hand, if there exists an injective mapping h : B → A then the same argument
shows that x1 = x2 ⊕ x for some x ∈ X.
Now to (a0) and (a1), and we have seen above that (a0) holds. Let x, x′ ∈ X,
so by Lemma 10.1 there exist disjoint finite sets A and B with x = ω(A) and
x′ = ω(B). Let b /∈ A ∪B; then
x⊕ f(x′) = ω(A)⊕ f(ω(B)) = ω(A)⊕ ω(B ∪ {b}) = ω(A ∪ (B ∪ {b}))
= ω((A ∪ B) ∪ {b}) = f(ω(A ∪ B)) = f(ω(A)⊕ ω(B)) = f(x⊕ x′)
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and hence (a1) holds. If ⊕′ is another binary operation on X satisfying (a0) and
(a1) then it is easy to see that X0 = {x
′ ∈ X : x ⊕′ x′ = x ⊕ x′ for all x ∈ X} is
an f -invariant subclass of X containing x0. Hence X0 = X, since I is minimal,
which implies that ⊕′ = ⊕.
This completes the proof of Theorem 10.1.
Theorem 10.2 will be dealt with in a similar manner. We obtain the operation ⊗
by showing that γ⊗ satisfies condition (♥).
As with the addition ⊕, once it is known that the operation ⊗ exists then the
remaining properties of ⊗ listed in Theorem 10.2 follow from the corresponding
properties of the cartesian product operation × (for example, that it is (modulo the
relation ≈) associative and commutative) and from the relationship between ∪ and
×.
The following shows that γ⊗ satisfies condition (♥).
Lemma 10.3 If A, B, A′, B′ are finite sets with ω(A) = ω(A′) and ω(B) = ω(B′)
then ω(A× B) = ω(A′ × B′).
Proof Consider finite sets A and A′ with ω(A) = ω(A′) and let B be any finite
set. Put S = {C ∈ P(B) : ω(A × C) = ω(A′ × C)}. Then ∅ ∈ S, since
A×∅ = ∅ = A′×∅ and so ω(A×∅) = ω(A′×∅). Let C ∈ Sp and let b /∈ B \C.
Then the sets A×C and A×{b} are disjoint and A×(C∪{b}) = (A×C)∪(A×{b}).
It follows that
ω(A× (C ∪ {b})) = ω((A× C) ∪ (A× {b}) = ω(A× C)⊕ ω(A× {b})
and in the same way ω(A′ × (C ∪ {b})) = ω(A′ × C) ⊕ ω(A′ × {b}). Clearly
A×{b} ≈ A and so by Theorem 7.1 (2) ω(A×{b}) = ω(A), and in the same way
ω(A′ × {b}) = ω(A′). Therefore
ω(A× (C ∪ {b})) = ω(A× C)⊕ ω(A× {b}) = ω(A′ × C)⊕ ω(A)
= ω(A′ × C)⊕ ω(A′ × {b}) = ω(A′ × (C ∪ {b}))
and so B ∪ {b} ∈ S. Hence S is an inductive B-system and so B ∈ S. Therefore
ω(A×B) = ω(A′×B). Now let A, B, A′, B′ be finite sets with ω(A) = ω(A′) and
ω(B) = ω(B′). Then clearly we have A′×B ≈ B ×A′ and A′×B′ ≈ B′×A′ and
hence by Theorem 7.1 (2) ω(A′ × B) = ω(B × A′) and ω(A′ × B′) = ω(B′ × A′).
Hence by the first part
ω(A× B) = ω(A′ ×B) = ω(B × A′) = ω(B′ × A′) = ω(A′ × B′) .
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Proof of Theorem 10.2: By Lemma 10.3 condition (♥) holds for the mapping γ⊗
and thus by Proposition 10.1 there exists a binary operation ⊗ on X such that
ω(A)⊗ ω(B) = ω(A× B) whenever A and B are finite sets. Moreover, ⊗ is the
unique operation with this property.
We show that ⊗ is associative and commutative: Let x1, x2, x3 ∈ X; then by
Lemma 7.3 there exists finite sets A1, A2, A3 with x1 = ω(A1), x2 = ω(A2) and
x3 = ω(A3). Now it is easy to check that (A1×A2)×A3 ≈ A1× (A2×A3) and so
by Theorem 7.1 (2) ω((A1 ×A2)×A3) = ω(A1 × (A2 × A3)). Therefore
(x1 ⊗ x2)⊗ x3 = (ω(A1)⊗ ω(A2))⊗ ω(A3) = ω(A1 × A2)⊗ ω(A3)
= ω((A1 × A2)× A3) = ω(A1 × (A2 × A3))
= ω(A1)⊗ ω(A2 ×A3) = ω(A1)⊗ (ω(A2)⊗ ω(A3))
= x1 ⊗ (x2 ⊗ x3)
which shows ⊗ is associative. Let x1, x2 ∈ X; by Lemma 7.3 there exist finite sets
A1 and A2 with x1 = ω(A1) and x2 = ω(A2). Then by Theorem 7.1 (2) we have
ω(A1 × A2) = ω(A2 × A1), since clearly A1 ×A2 ≈ A2 × A1. Thus
x1 ⊗ x2 = ω(A1)⊗ ω(A2)
= ω(A1 ×A2) = ω(A2 × A1) = ω(A2)⊗ ω(A1) = x2 ⊗ x1
which shows that ⊗ is also commutative.
Let x ∈ X, so by Lemma 7.3 there exists a finite set A with x = ω(A). Then
x⊗ x0 = ω(A)⊗ ω(∅) = ω(A×∅) = ω(∅) = x0 .
Moreover, if x 6= x0 then A 6= ∅, so if a is any element then by Theorem 7.1 (2)
ω(A× {a}) = ω(A), since A× {a} ≈ A, and hence
x⊗ f(x0) = ω(A)⊗ f(ω(∅)) = ω(A)⊗ ω(∅ ∪ {a})
= ω(A)⊗ ω({a}) = ω(A× {a}) = ω(A) = x .
Thus x ⊗ x0 = x0 for each x ∈ X and x ⊗ f(x0) = x for each x 6= x0 (and note
that the first statement is (m0)).
Now for the distributive law. Let x, x1, x2 ∈ X. There exists a finite set A with
x = ω(A) and disjoint finite sets B and C with x1 = ω(B) and x2 = ω(C). Then
A× (B ∪ C) is the disjoint union of A×B and A× C and thus
(x⊗ x1)⊕ (x⊗ x2) = (ω(A)⊗ ω(B))⊕ (ω(A)⊗ ω(C))
= ω(A× B)⊕ ω(A× C) = ω((A× B) ∪ (A× C))
= ω(A× (B ∪ C)) = ω(A)⊗ ω(B ∪ C)
= ω(A)⊗ (ω(B)⊕ ω(C)) = x⊗ (x1 ⊕ x2) .
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We have already seen that (m0) holds and, since f(x0) is an identity element, (m1)
is a special case of the distributive law: Let x, x′ ∈ X; then by (a0) and (a1) and
since ⊕ is commutative it follows that f(x′) = f(x′⊕x0) = x
′⊕f(x0) = f(x0)⊕x
′,
and hence x⊗f(x′) = x⊗(f(x0)⊕x
′) = (x⊗f(x0))⊕(x⊗x
′) = x⊕(x⊗x′), which
is (m1). Finally, if ⊗′ is another binary operation satisfying (m0) and (m1) then
it is easy to see that X0 = {x
′ ∈ X : x⊗′x′ = x⊗x′ for all x ∈ X} is a f -invariant
subclass of X containing x0. Hence X0 = X, since I is minimal, which implies
that ⊗′ = ⊗. This completes the proof of Theorem 10.2.
We next give some results about the operation ⊕ for special cases of I.
Proposition 10.2 If f is injective then the cancellation law holds for ⊕ (meaning
that x1 = x2 whenever x1⊕ x = x2⊕ x for some x ∈ X). In particular, x 6= x⊕ x
′
for all x, x′ ∈ X with x′ 6= x0 (since x = x⊕ x0).
Proof Let x1, x2 ∈ X with x1 6= x2 and let X0 = {x ∈ X : x1 ⊕ x 6= x2 ⊕ x}; then
x0 ∈ X0, since by (a0) x1 ⊕ x0 = x1 6= x2 = x2 ⊕ x0. Let x ∈ X0, then by (a1),
and since f is injective, x1 ⊕ f(x) = f(x1 ⊕ x) 6= f(x2 ⊕ x) = x1 ⊕ f(x), i.e.,
f(x) ∈ X0. Thus X0 is a f -invariant subset of X containing x0 and so X0 = X,
since I is minimal. Hence if x1 6= x2 then x1 ⊕ x 6= x2 ⊕ x for all x ∈ X, which
shows that the cancellation law holds for X.
Proposition 10.3 If x0 ∈ f(X) (and so by Theorem 7.4 and Proposition 7.5 X
is finite and f is bijective) then (X,⊕, x0) is an abelian group: For each x ∈ X
there exists x′ ∈ X such that x ⊕ x′ = x0. Moreover, X is the group generated by
the element f(x0).
Proof By Lemma 7.3 there exists a non-empty finite set A with ω(A) = x0 and
then for each finite set C there exists B ⊂ A with ω(B) = ω(C). By Lemma 7.3
there exists a finite set C with x = ω(C) and hence there also exists a finite set
B ⊂ A with x = ω(B). Put B′ = A \ B and let x′ = ω(B′). Then B and B′ are
disjoint and hence x ⊕ x′ = ω(B) ⊕ ω(B′) = ω(B ∪ B′) = ω(A) = x0. Let X0 be
the least subgroup of X containing f(x0). Then x0 ∈ X0 and if x ∈ X0 then by
(a0) and (a1) f(x) = f(x ⊕ x0) = x ⊕ f(x0) and hence f(x) ∈ X0. Thus X0 is
a f -invariant subset of X containing f(x0) and so X0 = X. Therefore X is the
group generated by f(x0).
Until further notice let I = (X, f, x0) be a Peano iterator and let ≤ be the unique
total order on X compatible with I as introduced in Theorem 7.7. Thus ≤ is the
unique total order on X such that x ≤ f(x) for all x ∈ X. We now give the usual
characterisation of ≤ in terms of the addition ⊕.
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Proposition 10.4 Let x, y ∈ X; then y ≤ x if and only if there exists z ∈ X
with x = y ⊕ z.
Proof Let x, y ∈ X; then by definition y ≤ x if and only if there exist A, B ∈ Fin
with x = ω(A), y = ω(B) such that B  A. Let y ≤ x; then by Proposition 2.9 (4)
and Theorem 7.1 (2) there exist A, B ∈ Fin with x = ω(A), y = ω(B) and B ⊂ A.
Let C = A \ B and put z = ω(C). Then A is the disjoint union of B and C and
hence x = y ⊕ z. Suppose conversely that there exists z ∈ X with x = y ⊕ z. Let
B, C ∈ Fin be disjoint with y = ω(B) and z = ω(C). Then x = y ⊕ z = ω(B ∪C)
and B  B ∪ C and thus y ≤ x.
Lemma 10.4 If x1, x2 ∈ X then x1 ⊕ x2 = x0 if and only if x1 = x2 = x0.
Proof Suppose that x1 ⊕ x2 = x0. Now there exist disjoint finite sets A1, A2 with
ω(A1) = x1 and ω(A2) = x2 and then x1 ⊕ x2 = ω(A1 ∪ A2) = ω(∅). Therefore
A1 ∪A2 ≈ ∅, since I is a Peano iterator. Thus A1 = A2 = ∅, i.e., x1 = x2 = x0.
The converse holds trivially
Proposition 10.5 For all x1, x2 ∈ X with x1 6= x2 exactly one of the following
two statements holds:
There exists a unique x ∈ X such that x1 = x2 ⊕ x.
There exists a unique x′ ∈ X such that x2 = x1 ⊕ x
′.
Proof Note that if there exists x ∈ X with x1 = x2 ⊕ x then by Proposition 10.2
x is unique and in the same way if there exists x′ ∈ X with x2 = x1 ⊕ x
′ then
x′ is unique. Also Theorem 10.1 states that at least one of the statements holds.
Suppose there exists both x ∈ X with x1 = x2 ⊕ x and x
′ ∈ X with x2 = x1 ⊕ x
′.
Then x1 = x2 ⊕ x = (x1 ⊕ x
′) ⊕ x = x1 ⊕ (x
′ ⊕ x). Thus by Proposition 10.2
x′ ⊕ x = x0 and by Lemma 10.4 it then follows that x = x
′ = x′. But this implies
x1 = x2, contradicting the assumption that x1 6= x2. Therefore exactly one of the
statements holds.
For a Peano iterator I the operations ⊕ and ⊗ are all that are needed to develop
an elementary theory of numbers in I which corresponds exactly to the standard
elementary theory of numbers in N. The concepts and proofs can all be taken over
without change from the case with I = N. Note in particular that the classical
proof that there are infinitely many primes in N now shows that the class of prime
elements in I cannot be a finite set.
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We end the section by looking at the operation of exponentiation. Here we have
to be more careful: For example, 2 · 2 · 2 = 2 in Z3 and so 2
3 is not well-defined
if the exponent 3 is considered as an element of Z3 (since we would also have to
have 20 = 1). However, 23 does make sense if 2 is considered as an element of Z3
and the exponent 3 as an element of N.
In general we will see that if (Y, g, y0) is a Peano iterator then we can define an
element of X which is ‘x to the power of y’ for each x ∈ X and each y ∈ Y and
this operation has the properties which might be expected.
In what follows let J = (Y, g, y0) be a Peano iterator with ω
′ the assignment of
finite sets in J. (As before I = (X, f, , x0) is assumed to be minimal with ω
the assignment of finite sets in I.) Also let ⊕ and ⊗ be the operations given in
Theorems 10.1 and 10.2 for the iterator I.
Theorem 10.3 There exists a unique operation ↑ : X × Y → X such that
ω(A) ↑ ω′(B) = ω(AB)
for all finite sets A and B. This operation ↑ satisfies
x ↑ (y1 ⊕ y2) = (x ↑ y1)⊗ (x ↑ y2)
for all x ∈ X and all y1, y2 ∈ Y and
(x1 ⊗ x2) ↑ y = (x1 ↑ y)⊗ (x2 ↑ y)
for all x1, x2 ∈ X and y ∈ Y . Moreover, ↑ is the unique operation such that
(e0) x ↑ y0 = f(x0) for all x ∈ X.
(e1) x ↑ g(y) = x⊗ (x ↑ y) for all x ∈ X, y ∈ Y .
Lemma 10.5 If B, C are finite sets with ω(B) = ω(C) then for all finite sets A
we have ω(BA) = ω(CA).
Proof Let B and C be finite sets with ω(B) = ω(C), let A be a finite set and
put S = {D ∈ P(A) : ω(BD) = ω(CD)}. Then ∅ ∈ S, since ω(B∅) = ω(C∅).
(For any set X the set X∅ consists of the single element {∅}.) Let D ∈ Sp and
a ∈ A \D. Now ω(BD) = ω(CD) (since D ∈ S) and ω(B) = ω(C); therefore by
Lemma 10.3 and Theorem 7.1 (2)
ω(BD∪{a}) = ω(BD × B) = ω(CD × C) = ω(CD∪{a})
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(since ED∪{a} ≈ ED × E for each set E), and so D ∪ {a} ∈ S. Hence S is an
inductive A-system and so A ∈ S. Thus ω(BA) = ω(CA).
Remark: If B, C are finite sets with ω(B) = ω(C) then ω(AB) = ω(AC) does not
hold in general for a finite set A.
Proof of Theorem 10.3: Let A1, A2, B1, B2 be finite sets with ω(A1) = ω(A2) and
ω′(B1) = ω
′(B2); then by Lemma 10.5 ω(A
B1
1 ) = ω(A
B1
2 ) and by Theorem 7.2
B1 ≈ B2. Since B1 ≈ B2 it follows that A
B1
2 ≈ A
B2
2 and then by Theorem 7.1 (2)
ω(AB12 ) = ω(A
B2
2 ). This shows that ω(A
B1
1 ) = ω(A
B2
2 ). Therefore by Lemma 7.3
we can define x ↑ y to be ω(AB), where A and B are any finite sets with x = ω(A)
and y = ω′(B). Then ω(A) ↑ ω′(B) = ω(AB) for all finite sets A and B and this
requirement clearly determines ↑ uniquely.
Let x ∈ X and y1, y2 ∈ Y ; then by Lemma 10.1 there exists a disjoint pair
(B1, B2) with (y1, y2) = ω
′(B1, B2) and by Lemma 7.3 there exists a finite set
A with x = ω(A). Moreover, it is easily checked that AB1∪B2 ≈ AB1 × AB2 and
thus by Theorem 7.1 (2)
x ↑ (y1 ⊕ y2) = ω(A) ↑ (ω
′(B1)⊕ ω(B2))
= ω(A) ↑ ω′(B1 ∪ B2) = ω(A
B1∪B2) = ω(AB1 × AB2)
= ω(AB1)⊗ ω(AB2) = (x ↑ y1)⊗ (x ↑ y2) .
Now let x1, x2 ∈ X and y ∈ Y . By Lemma 7.3 there exist finite sets A1, A2 and
B such that x1 = ω(A1), x2 = ω(A2) and y = ω
′(B) and (A1 × A2)
B ≈ AB1 × A
B
2 .
Thus by Theorem 7.1 (2)
(x1 ⊗ x2) ↑ y = (ω(A1)⊗ ω(A2)) ↑ ω
′(B)
= ω(A1 × A2) ↑ ω
′(B) = ω((A1 × A2)
B) = ω(AB1 × A
B
2 )
= ω(AB1 )⊗ ω(A
B
2 ) = (x1 ↑ y)⊗ (x2 ↑ y) .
It remains to consider the properties (e0) and (e1). Now for each finite set A we
have ω(A) ↑ ω′(∅) = ω(A∅) = ω({∅}) = f(x0) and hence x ↑ y0 = f(x0) for each
x ∈ X, i.e., (e0) holds. Let A and B be finite sets and let b /∈ B. Then, since
AB∪{b} ≈ A×AB, it follows from Theorem 7.1 (2) that
ω(A) ↑ g(ω′(B)) = ω(A) ↑ ω′(B ∪ {b}) = ω(AB∪{b}) = ω(A×AB)
= ω(A)⊗ ω(AB) = ω(A)⊗ (ω(A) ↑ ω′(B))
and this shows x ↑ g(h) = x ⊗ (x ↑ y) for all x ∈ X, y ∈ Y , i.e., (e1) holds.
Finally, if ↑′ is another operation satisfying (e0) and (e1) then
Y0 = {y ∈ Y : x ↑
′ y = x ↑ y for all x ∈ X}
is a g-invariant subset of Y containing y0. Therefore Y0 = Y , since (Y, , y0) is
minimal, which implies that ↑′ = ↑.
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In the following again let I = (X, f, x0) be a minimal iterator with ω the assign-
ment of finite sets in I. In this section we give alternative proofs for Theorems
10.1 and 10.2.
In Section 10 only the single assignment ω was used. Here we make use of a family
of assignments {ωx : x ∈ X}, which arise as follows: For each x ∈ X there is the
iterator Ix = (X, f, x) (which will usually not be minimal) and the assignment of
finite sets in Ix will be denoted by ωx. Thus ωx(∅) = x and ωx(A∪{a}) = f(ωx(A))
whenever A is a finite set and a /∈ A. In particular we have ω = ωx0. Now it is
more convenient to repackage the information given by the assignments ωA, x ∈ X,
by introducing for each finite set A the mapping fA : X → X with fA(x) = ωx(A)
for all x ∈ X, and so ω(A) = ωx0(A) = fA(x0).
Consider disjoint finite sets A and B; then ω(A ∪ B) can be thought of as the
element of X obtained by iterating f through the elements of A ∪ B starting with
x0. This element can also be determined by first iterating f through the elements of
B starting with x0, giving the result ω(B) and then iterating f through the elements
of A, but starting with the element ω(B) and not with x0. The result is ωz(A),
where z = ω(B), and ωz(A) = fA(z) = fA(ω(B)) = fA(fB(x0)) = (fA ◦ fB)(x0),
and so we would expect that ω(A ∪ B) = (fA ◦ fB)(x0). But if ⊕ is the operation
given by Theorem 10.1 then ω(A ∪ B) = ω(A) ⊕ ω(B) = fA(x0) ⊕ fB(x0), which
suggests that the following should hold:
(♦) fA(x0)⊕ fB(x0) = (fA ◦ fB)(x0) whenever A and B are disjoint finite sets.
It will be seen later that (♦) does hold. What is perhaps more important, though,
is that (♦) can actually be used to define ⊕, as we now explain.
Denote by TX the set of all mappings from X to itself and so A 7→ fA defines a
mapping from Fin to TX . Then (TX , ◦, idX), where ◦ is functional composition
and idX : X → X is the identity mapping, is a monoid. (A monoid is any triple
(M, •, e) consisting of a class M , an associative operation • on M and an identity
element e ∈ M satisfying a • e = e • a = a for all a ∈M .) Lemma 11.6 shows that
Mf = {u ∈ TX : u = fA for some finite set A}
is a submonoid of (TX , ◦, idX), meaning that idX ∈ Mf and u1 ◦ u2 ∈ Mf for all
u1, u2 ∈ Mf , and that this submonoid is commutative, i.e., u1 ◦ u2 = u2 ◦ u1 for
all u1, u2 ∈ Mf . (The monoid (TX , ◦, idX) itself is not commutative except when
X = {x0}.)
Let Φx0 : Mf → X be the mapping with Φx0(u) = u(x0) for each u ∈ Mf , and
so in particular Φx0(fA) = fA(x0) = ω(A) for each finite set A. Lemma 11.7 will
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show that Φx0 is a bijection, and therefore there exists a unique operation ⊕ on X
such that
(♥) Φx0(u)⊕ Φx0(v) = Φx0(u ◦ v) for all u, v ∈Mf .
This is how ⊕ will be defined below. Note that if A and B are (not necessarily
disjoint) finite sets then by (♥)
fA(x0)⊕ fB(x0) = Φx0(fA)⊕ Φx0(fB) = Φx0(fA ◦ fB) = (fA ◦ fB)(x0)
and so in particular (♦) holds.
We now give the details of the approach outlined above.
Lemma 11.1 The mapping A 7→ fA is the unique mapping from Fin to TX with
f∅ = idX such that fA∪{a} = f ◦ fA whenever A is a finite set and a /∈ A.
Proof We have f∅(x) = ωx(∅) = x = idX(x) for all x ∈ X, and thus f∅ = idX .
Moreover, if A is a finite set and a /∈ A then
fA∪{a}(x) = ωx(A ∪ {a}) = f(ωx(A)) = f(fA(x)) = (f ◦ fA)(x)
for all x ∈ X and hence fA∪{a} = f ◦ fA. Finally, consider a further mapping
A 7→ f ′A with f
′
∅
= idX and such that f
′
A∪{a} = f ◦ f
′
A whenever A is a finite set
and a /∈ A. Let A be a finite set and put S = {B ∈ P(A) : f ′B = fB}. Then
∅ ∈ S, since f ′
∅
= idX = f∅. Let B ∈ S
p (and so f ′B = fB) and let a ∈ A \ B.
Then f ′B∪{a} = f ◦ f
′
B = f ◦ fB = fB∪{a} and therefore A ∪ {a} ∈ S. Thus S is an
inductive A-system and so A ∈ S. Hence f ′A = fA.
The mapping A 7→ fA will be called the functional assignment of finite sets in I. In
particular f{a} = f for each element a, since f{a} = f∅∪{a} = f ◦ f∅ = f ◦ idX = f .
Lemma 11.2 f ◦ fA = fA ◦ f for each finite set A.
Proof Let A be a finite set and put S = {B ∈ P(A) : f ◦ fB = fB ◦ f}. Then
∅ ∈ S since f ◦ f∅ = f ◦ idX = f = idX ◦ f = f∅ ◦ f . Let B ∈ S
p and a ∈ A \B.
Then f ◦ fB∪{a} = f ◦ f ◦ fB = f ◦ fB ◦ f = fB∪{a} ◦ f and so B ∪ {a} ∈ S. Thus
S is an inductive A-system and so A ∈ S. Hence f ◦ fA = fA ◦ f .
The next result establishes an important relationship between ω and the functional
assignment.
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Proposition 11.1 If A and B are finite sets then fA = fB holds if and only if
ω(A) = ω(B).
Proof By definition ω(C) = fC(x0) for each finite set C, and so ω(A) = ω(B)
whenever fA = fB. Suppose conversely that ω(A) = ω(B) and consider the set
X0 = {x ∈ X : fA(x) = fB(x)}. Then X0 is f -invariant, since if x ∈ X0 then
by Lemma 11.2 fA(f(x)) = f(fA(x)) = f(fB(x)) = fB(f(x)), i.e., f(x) ∈ X0.
Also x0 ∈ X0, since fA(x0) = ω(A) = ω(B) = fB(x0). Hence X0 = X, since I is
minimal. This shows that fA(x) = fB(x) for all x ∈ X, i.e., fA = fB.
There is another way of obtaining the functional assignment: Consider the iterator
I∗ = (TX , f∗, idX), where f∗ : TX → TX is defined by f∗(h) = f ◦ v for all v ∈ TX .
Lemma 11.3 If ω∗ is the assignment of finite sets in I∗ then ω∗(A) = fA for
each finite set A.
Proof By definition ω∗(∅) = idX and ω∗(A∪{a}) = f∗(ω∗(A)) = f ◦ω∗(A) for each
finite set A and each a /∈ A. Thus by the uniqueness in Lemma 11.1 ω∗(A) = fA
for each finite set A.
Proposition 11.2 If A and B are finite sets with A ≈ B then fA = fB.
Proof This follows from Theorem 7.1 (applied to ω∗) and Lemma 11.3.
Lemma 11.4 If A and B are disjoint finite sets then fA∪B = fA ◦ fB.
Proof Let A and B be finite sets and let S = {C ∈ P(A) : fC∪B = fC ◦ fB}. Then
∅ ∈ S since f∅∪B = fB = idX ◦ fB = f∅ ◦ fB. Let C ∈ S
p and let a ∈ A \ C; then
fC∪B = fC ◦ fB and hence by Lemma 11.1
f(C∪{a})∪B = f(C∪B)∪{a} = f ◦ fC∪B = f ◦ fC ◦ fB = fC∪{a} ◦ fB .
This shows that C ∪ {a} ∈ S. Thus S is an inductive A-system and so A ∈ S.
Hence fA∪B = fA ◦ fB.
Lemma 11.5 (1) If f is bijective then fA is bijective for each finite set A.
(2) If f is injective then fA is also injective for each finite set A.
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Proof (1) Let A be a finite set and put S = {B ∈ P(A) : fB is bijective}. Then
∅ ∈ S, since f∅ = idX is bijective. Consider B ∈ S
p and let a ∈ A \ B. Then
fB∪{a} = f ◦ fB and so fB∪{a}, as the composition of two bijective mappings, is
itself bijective, i.e., B ∪ {a} ∈ S. Thus S is an inductive A-system and so A ∈ S.
Hence fA is bijective.
(2) Just replace ‘bijective’ by ‘injective’ in (1).
As above let Mf = {u ∈ TX : u = fA for some finite set A}. Then in particular
idX ∈ Mf , since idX = f∅, and f ∈ Mf , since f = f{a} for each element a.
Moreover, if f is injective (resp. bijective) then by Lemma 11.5 each element in
Mf is injective (resp. bijective).
Lemma 11.6 For all u1, u2 ∈ Mf we have u1 ◦ u2 ∈ Mf and u1 ◦ u2 = u2 ◦ u1.
(Since also idX ∈ Mf this means that Mf is a commutative submonoid of the
monoid (TX , ◦, idX).)
Proof Let u1, u2 ∈ Mf and so there exist finite sets A and B with u1 = fA and
u2 = fB. There then exists a disjoint pair (A
′, B′) with (A′, B′) ≈ (A,B) and
hence by Proposition 11.2 and Lemma 11.4
u1 ◦ u2 = fA ◦ fB = fA′ ◦ fB′ = fA′∪B′ = fB′∪A′ = fB′ ◦ fA′ = fB ◦ fA = u2 ◦ u1 ,
i.e., u1 ◦ u2 = u2 ◦ u1. Moreover, since u1 ◦ u2 = fA′∪B′ and fA′∪B′ ∈Mf , this also
shows that u1 ◦ u2 ∈Mf .
As above let Φx0 : Mf → X be the mapping with Φx0(u) = u(x0) for all u ∈ Mf .
Then Φx0(idX) = x0 and Φx0(fA) = fA(x0) = ω(A) for each finite set A. An
important property of Φx0 is that
(♯) u(Φx0(v)) = Φx0(u ◦ v) for all u, v ∈Mf ,
which holds since u(Φx0(v)) = u(v(x0)) = (u ◦ v)(x0) = Φx0(u ◦ v). The special
case of this with u = f gives us f(Φx0(v)) = Φx0(f ◦ v) for all v ∈Mf .
Lemma 11.7 The mapping Φx0 is a bijection.
Proof If g ∈ X then by Lemma 7.3 there exists a finite set A with x = ω(A) and
it follows that Φx0(fA) = fA(x0) = ω(A) = x. Thus Φx0 is surjective. Now let
u1, u2 ∈Mf with Φx0(u1) = Φx0(u2). By the definition of Mf there exist finite sets
A and B with u1 = fA and u2 = fB, and hence
ω(A) = Φx0(fA) = Φx0(u1) = Φx0(u2) = Φx0(fB) = ω(B) .
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Therefore by Proposition 11.1 fA = fB, i.e., u1 = u2, which shows that Φx0 is also
injective.
Proof of Theorem 10.1: Since Φx0 : Mf → X is a bijection there clearly exists a
unique binary relation ⊕ on X such that
Φx0(u1)⊕ Φx0(u2) = Φx0(u1 ◦ u2)
for all u1, u2 ∈ Mf . The operation ⊕ is associative since ◦ has this property: If
x1, x2, x3 ∈ X and u1, u2, u3 ∈Mf are such that xj = Φx0(uj) for each j then
(x1 ⊕ x2)⊕ x3 = (Φx0(u1)⊕ Φx0(u2))⊕ Φx0(u3)
= Φx0(u1 ◦ u2)⊕ Φx0(u3) = Φx0((u1 ◦ u2) ◦ u3)
= Φx0(u1 ◦ (u2 ◦ u3)) = Φx0(u1)⊕ Φx0(u2 ◦ u3)
= Φx0(u1)⊕ (Φx0(u2)⊕ Φx0(u3)) = x1 ⊕ (x2 ⊕ x3) .
In the same way ⊕ is commutative, since by Lemma 11.6 the restriction of ◦ to
Mf has this property: If x1, x2 ∈ X and u1, u2 ∈ Mf are such that x1 = Φx0(u1)
and x2 = Φx0(u2) then u1 ◦ u2 = u2 ◦ u1 and so
x1 ⊕ x2 = Φx0(u1)⊕ Φx0(u2)
= Φx0(u1 ◦ u2) = Φx0(u2 ◦ u1) = Φx0(u2)⊕ Φx0(u1) = x2 ⊕ x1 .
Moreover, if x ∈ X and u ∈Mf is such that x = Φx0(u) then
x⊕ x0 = Φx0(u)⊕ Φx0(idX) = Φx0(u ◦ idX) = Φx0(u) = x ,
and so x⊕ x0 = x for all x ∈ X.
Let x1, x2 ∈ X; we next show that for some x ∈ X either x1 = x2⊕x or x2 = x1⊕x.
Let u1, u2 ∈ Mf be such that x1 = Φx0(u1) and x2 = Φx0(u2) and let A and B
be finite sets with u1 = fA and u2 = fB. By Theorem 2.4 there either exists an
injective mapping p : A → B or an injective mapping q : B → A. Assume the
former holds and put B′ = p(A) and C = B \B′. Then B′ and C are disjoint and
B = B′ ∪ C; moreover, A ≈ B′ (since p considered as a mapping from A to B′ is
a bijection) and so by Proposition 11.2 fA = fB′. Thus, putting x = Φx0(fC), it
follows that
x2 = Φx0(u2) = Φx0(fB) = Φx0(fB′∪C) = Φx0(fB′ ◦ fC)
= Φx0(fB′)⊕ Φx0(fC) = Φx0(fA)⊕ Φx0(fC) = Φx0(u1)⊕ x = x1 ⊕ x .
On the other hand, if there exists an injective mapping q : B → A then the same
argument shows there exists x ∈ X with x1 = x2 ⊕ x.
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Now to (a0) and (a1), and we have seen above that (a0) holds. Let x, x′ ∈ X and
let u, u′ ∈Mf with x = Φx0(u) and x
′ = Φx0(u
′). Then by (♯)
x⊕ f(x′) = Φx0(u)⊕ f(Φx0(u
′)) = Φx0(u)⊕ Φx0(f ◦ u
′))
= Φx0(u ◦ f ◦ u
′) = Φx0(f ◦ u ◦ u
′) = f(Φx0(u ◦ u
′))
= f(Φx0(u)⊕ Φx0(u
′)) = f(x⊕ x′)
and so (a1) holds. If ⊕′ is another binary operation on X satisfying (a0) and (a1)
then it is easy to see that X0 = {x
′ ∈ X : x ⊕′ x′ = x ⊕ x′ for all x ∈ X} is a
f -invariant subclass of X containing x0. Hence X0 = X, since I is minimal, which
implies that ⊕′ = ⊕.
Finally, if A and B are disjoint finite sets then
ω(A)⊕ ω(B) = Φx0(fA)⊕ Φx0(fB) = Φx0(fA ◦ fB) = Φx0(fA∪B) = ω(A ∪ B) .
Moreover, ⊕ is uniquely determined by this requirement: Consider any binary
operation ⊕′ on X for which ω(A) ⊕′ ω(B) = ω(A ∪ B) whenever A and B are
disjoint finite sets. If C and D are any finite sets then there exists a disjoint pair
(A,B) with (A,B) ≈ (C,D) and hence by Theorem 7.1
ω(C)⊕′ ω(D) = ω(A)⊕′ ω(B) = ω(A ∪B) = ω(A)⊕ ω(B) = ω(C)⊕ ω(D)
and so by Lemma 7.3 ⊕′ = ⊕. This completes the proof of Theorem 10.1.
Let ⊕ be the operation given in Theorem 10.1. The theorem shows in particular
that (X,⊕, x0) is a commutative monoid. The next result generalises Propositions
10.2 and 10.3 and shows how properties of the mapping f correspond to properties
of the monoid (X,⊕, x0).
Proposition 11.3 (1) (X,⊕, x0) is a group if and only if f is a bijection.
(2) The cancellation law holds in (X,⊕, x0) if and only if f is injective.
Proof We have the commutative monoid (X,⊕, x0), and also the commutative
monoid (Mf , ◦, idX). Now the operation ⊕ was defined so that
Φx0(u1)⊕ Φx0(u2) = Φx0(u1 ◦ u2)
for all u1, u2 ∈ Mf and, since Φx0(idX) = x0 and Φx0 is a bijection, this means
⊕ was defined to make Φx0 : (Mf , ◦, idX) → (X,⊕, x0) a monoid isomorphism.
It follows that the cancellation law holds in (X,⊕, x0) if and only if it holds in
(Mf , ◦, idX) and that (X,⊕, x0) will be a group if an only if (Mf , ◦, idX) is. It is
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thus enough to prove the statements in the proposition with (X,⊕, x0) replaced by
(Mf , ◦, x0).
(1) We first show that u−1 ∈ Mf whenever u ∈ Mf is a bijection. This follows
from the fact that u−1(x0) ∈ X and Φx0 is surjective and so there exists v ∈ Mf
with Φx0(v) = u
−1(x0); thus by (♯)
Φx0(u ◦ v) = u(Φx0(v)) = u(u
−1(x0)) = x0 = Φx0(idX)
and therefore u◦v = idX , since Φx0 is injective. Hence u
−1 = v ∈ Mf . Now clearly
Mf is a group if and only if each mapping u ∈ Mf is a bijection and u
−1 ∈ Mf ,
and we have just seen that u−1 ∈ Mf holds automatically whenever u ∈ Mf is a
bijection. Moreover, by Lemma 11.5 (1) each element of Mf is a bijection if and
only if f is a bijection.
(2) Suppose the cancellation law holds in (Mf , ◦, idX), and let x1, x2 ∈ X with
f(x1) = f(x2). Then there exist u1, u2 ∈ Mf with Φx0(u1) = x1 and Φx0(u2) = x2
(since Φx0 is surjective), and hence by (♯)
Φx0(f ◦ u1) = f(Φx0(u1)) = f(x1) = f(x2) = f(Φx0(u2)) = Φx0(f ◦ u2) .
It follows that f ◦u1 = f ◦u2 (since Φx0 is injective) and so u1 = u2. In particular
x1 = x2, which shows that f is injective. The converse is immediate, since if f is
injective then by Lemma 11.5 (2) so is each u ∈ Mf and hence u1 = u2 whenever
u ◦ u1 = u ◦ u2.
We now begin the preparations for the proof of Theorem 10.2.
For each u ∈Mf consider the iterator I
u
∗ = (TX , u∗, idX), where u∗ : TX → TX is
defined by u∗(v) = u ◦ v for all v ∈ TX and let ω
u
∗ be the assignment of finite sets
in Iu∗. Thus ω
u
∗ : Fin → TX is the unique mapping with ω
u
∗ (∅) = idX such that
ωu∗ (A ∪ {a}) = u∗(ω
u
∗ (A)) = u ◦ ω
u
∗ (A) for each finite set A and each a /∈ A.
Now it is more convenient to write uA instead of ω
u
∗ (A) (this being consistent with
the previous notation for the special case with u = f . Thus A 7→ uA is the unique
mapping with u∅ = idX such that u(A∪{a}) = u ◦ uA for each finite set A and each
a /∈ A.
Lemma 11.8 (1) (fB)A = fB×A for all finite sets A and B.
(2) (fB)A = (fA)B for all finite sets A and B.
Proof (1) Let A and B be finite sets and put S = {C ∈ P(A) : (fB)C = fB×C}.
Then ∅ ∈ S since (fB)∅ = idX = f∅ = fB×∅. Let C ∈ S
p (and so (fB)C = fB×C)
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and let a ∈ A \ C. Then B × (C ∪ {a}) is the disjoint union of the sets B × {a}
and B × C and B × {a} ≈ B; thus by Proposition 11.2 and Lemma 11.4
(fB)C∪{a} = fB ◦ (fB)C = fB ◦fB×C = fB×{a} ◦fB×C = f(B×{a})∪(B×C) = fB×(C∪{a})
and so C ∪ {a} ∈ S. Hence S is an inductive A-system and so A ∈ S. Hence
(fB)A = fB×A.
(2) By Proposition 11.2 fB×A = fA×B, since clearly B×A ≈ A×B, and therefore
by (1) (fB)A = fB×A = fA×B = (fA)B.
The next result is not needed in what follows, but it shows that (♠) in Section 10
holds, and could thus be used instead of Lemma 10.3 in the previous proof of
Theorem 10.2.
Lemma 11.9 Let (A,B) and (A′, B′) be pairs of finite sets.
(1) If fA = fA′ and fB = fB′ then fA×B = fA′×B′.
(2) If ω(A,B) = ω(A′, B′) then ω(A× B) = ω(A′ ×B′).
Proof (1) By several applications of Lemma 11.8 (1) and (2) we have
fA×B = (fB)A = (fB′)A = (fA)B′ = (fA′)B′ = (fB′)A′ = fA′×B′ .
(2) This follows immediately from (1) and Proposition 11.1.
Lemma 11.10 Let v ∈Mf . Then:
(1) vA ∈Mf for every finite set A.
(2) If A and B are finite sets with fA = fB then vA = vB.
Proof (1) Let A be a finite set and put S = {B ∈ P(A) : vB ∈Mf}. Then ∅ ∈ S,
since v∅ = idX ∈ Mf . Consider B ∈ S
p (and so vB ∈ Mf) and let a ∈ A \ B.
Then vB∪{a} = v ◦ vB ∈ Mf , since Mf is a submonoid of (TX , ◦, idX), and so
B ∪ {a} ∈ S. Hence S is an inductive A-system and so A ∈ S. Thus vA ∈Mf .
(2) There exists a finite set C with v = fC and thus by Lemma 11.8 (2)
vA = (fC)A = (fA)C = (fB)C = (fC)B = vB .
Let v ∈ Mf ; then by Lemma 11.10 there exists a unique mapping ψv : Mf → Mf
such that ψv(fA) = vA for each finite set A, and in particular ψv(f) = v (since
if a is any element then f = f{a} and v = v{a}). Moreover, if v = fB then by
Lemma 11.8 (1) ψv(fA) = fA×B.
A mapping ψ : Mf → Mf is an endomorphism (of the monoid (Mf , ◦, idX)) if
ψ(idX) = idX and ψ(u1 ◦ u2) = ψ(u1) ◦ ψ(u2) for all u1, u2 ∈ Mf .
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Lemma 11.11 (1) ψv is an endomorphism for each v ∈Mf .
(2) ψv(u) = ψu(v) for all u, v ∈Mf .
Proof (1) If u1, u2 ∈Mf then there exist disjoint finite sets A and B with u1 = fA
and u2 = fB and hence by Lemma 11.4
ψv(u1 ◦ u2) = ψv(fA ◦ fB) = ψv(fA∪B) = vA∪B = vA ◦ vB = ψv(fA) ◦ ψv(fB)
(noting that proof of Lemma 11.4 also shows that vA∪B = vA ◦ vB. Moreover, we
have ψv(idX) = ψv(f∅) = v∅ = idX and hence ψv is an endomorphism.
(2) Let A, B be finite sets with u = fA and v = fB. Then by Lemma 11.8 (2)
ψv(u) = ψv(fA) = vA = (fB)A = (fA)B = uB = ψu(fB) = ψu(v) .
Proof of Theorem 10.2: Define a binary operation ⋄ :Mf ×Mf → Mf by letting
u ⋄ v = ψu(v)
for all u, v ∈ Mf . In particular, if A and B are finite sets then by Lemma 11.8 (1)
fA ⋄ fB = ψfA(fB) = (fA)B = fA×B and therefore
fA ⋄ fB = fA×B
for all finite sets A and B. Let u, v, w ∈ Mf and A, B and C be finite sets with
u = fA, v = fB and w = fC. Then clearly A × (B × C) ≈ (A × B) × C, so by
Proposition 11.2 fA×(B×C) = f(A×B)×C and thus
u ⋄ (v ⋄ w) = fA ⋄ (fB ⋄ fC) = fA ⋄ fB×C
= fA×(B×C) = f(A×B)×C = fA×B ⋄ fC = (fA ⋄ fB) ⋄ fC = (u ⋄ v) ⋄ w .
Hence ⋄ is associative. Moreover, Lemma 11.11 (2) shows that ⋄ is commutative,
since u ⋄ v = ψu(v) = ψv(u) = v ⋄ u for all u, v ∈ Mf . Also (with a any element)
u⋄f = u⋄f{a} = u{a} = u, i.e., u⋄f = u for all u ∈Mf , and by Lemma 11.11 (1)
u ⋄ idX = idX and u ⋄ (v1 ◦ v2) = (u ⋄ v1) ◦ (u ⋄ v2) for all u, v1, v2 ∈Mf .
Now since Φx0 : Mf → X is a bijection there clearly exists a unique binary relation
⊗ on X such that
Φx0(u1)⊗ Φx0(u2) = Φx0(u1 ⋄ u2)
for all u1, u2 ∈ Mf , and exactly as in the proof of Theorem 10.1 the operation
⊗ is associative and commutative since ⋄ has these properties. The same holds
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true of the distributive law: Let x, x1, x2 ∈ X, and u, v1, v2 ∈ Mf be such that
x = Φx0(u), x1 = Φx0(v1) and x2 = Φx0(v2). Then
x⊗ (x1 ⊕ x2) = Φx0(u)⊗ (Φx0(v1)⊕ Φx0(v2))
= Φx0(u)⊗ Φx0(v1 ◦ v2) = Φx0(u ⋄ (v1 ◦ v2))
= Φx0((u ⋄ v1) ◦ (u ⋄ v2)) = Φx0(u ⋄ v1)⊕ Φx0(u ⋄ v2)
= (Φx0(u)⊗ Φx0(v1))⊕ (Φx0(u)⊗ Φx0(v2)) = (x⊗ x1)⊕ (x⊗ x2)
Next, if x ∈ X and u ∈Mf is such that x = Φx0(u) then
x⊗ x0 = Φx0(u)⊗ Φx0(idX) = Φx0(u ⋄ idX) = Φx0(idX) = x0 ,
x⊗ f(x0) = Φx0(u)⊗ Φx0(f) = Φx0(u ⋄ f) = Φx0(u) = x
and so x⊗ x0 = x0 and x⊗ f(x0) = x for all x ∈ X.
We have already seen (m0) holds and, since f(x0) is an identity element, (m1) is a
special case of the distributive law: Let x, x′ ∈ X; then by (a0) and (a1) and since
⊕ is commutative it follows that f(x′) = f(x′⊕x0) = x
′⊕ f(x0) = f(x0)⊕x
′, and
hence x⊗ f(x′) = x⊗ (f(x0)⊕x
′) = (x⊗ f(x0))⊕ (x⊗x
′) = x⊕ (x⊗x′), which is
(m1). Finally, if ⊗′ is another binary operation satisfying (m0) and (m1) then it
is easy to see that X0 = {x
′ ∈ X : x⊗′ x′ = x⊗ x′ for all x ∈ X} is a f -invariant
subset of X containing x0. Hence X0 = X, since I is minimal, which implies that
⊗′ = ⊗.
12 The generalised associative law
Let • be a binary operation on a set X, written using infix notation, so x1 • x2
denotes the product of x1 and x2. The large majority of such operations occurring
in mathematics are associative, meaning that (x1 • x2) • x3 = x1 • (x2 • x3) for
all x1, x2, x3 ∈ X. If • is associative and x1, x2, . . . , xn ∈ X then the product
x1 • x2 • · · · • xn is well-defined, meaning its value does not depend on the order in
which the operations are carried out.
This result will be established in the present section. We first define a particular
order of carrying out the operations. This is the order in which at each stage the
product of the current first and second components are taken. For example, the
product of the 6 components x1, x2, x3, x4, x5, x6 evaluated using this order results
in the value •(x1, . . . , x6) = (((((x1 • x2) • x3) • x4) • x5) • x6). In general, the
corresponding product of n terms will be denoted by •(x1, . . . , xn).
Theorem 12.1 states that if • is associative then
•(x1, . . . , xm, xm+1, . . . , xn) = α • β ,
where α = •(x1, . . . , xm) and β = •(xm+1, . . . , xn). This is a weak form of the
generalised associative law, although it is one which is often all that is needed.
Theorem 12.2 gives the general form of the generalised associative law and states
that if • is associative then •(x1, . . . , xn) = •R(x1, . . . , xn) for each R from the set
of prescriptions describing how the operations are carried out. The main task is
to give a rigorous definition of this set. We do this using partitions of intervals of
the form {k ∈ Z : m ≤ k ≤ n} in which each element in the partition is also an
interval of this form.
Recall that by a partition of a set S we mean a subset Q of P0(S) such that for
each s ∈ S there exists a unique Q ∈ Q such that s ∈ Q. Thus, different elements
in a partition of S are disjoint and their union is S.
Consider the product ((x1 • x2) • ((x3 • x4) • x5)). The order of operations involved
here can described with the help of the following sequence of partitions of the set
{1, 2, 3, 4, 5}:
{{1}, {2}, {3}, {4}, {5}}
{{1}, {2}, {3, 4}, {5}}
{{1, 2}, {3, 4}, {5}}
{{1, 2}, {3, 4, 5}}
{{1, 2, 3, 4, 5}}
For each of these partitions (except the last one) the next partition is obtained by
amalgamating two adjacent partitions. Corresponding to these partitions there is
a sequence of partial evaluations:
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12 The generalised associative law 117
{{x1}, {x2}, {x3}, {x4}, {x5}}
{{x1}, {x2}, {(x3 • x4)}, {x5}}
{{(x1 • x2)}, {(x3 • x4)}, {x5}}
{{(x1 • x2)}, {((x3 • x4) • x5)}}
{{((x1 • x2) • ((x3 • x4) • x5))}}
and the final expression is essentially the product we started with.
Instead of using intervals of the form {k ∈ Z : m ≤ k ≤ n} we prefer to use a
formulation in terms of a finite totally ordered set.
Thus let (E,≤E) be a non-empty finite total ordered set with maximum element z
and define a mapping f : E → E by letting f(e) be the least element in {e′ ∈ E :
e′ >E e} if e 6= z and putting f(z) = z. Then I = (E, f, e0), with e0 the minimum
element in E, is a finite iterator with fixed point z and by Proposition 9.2 I is
minimal. The totally ordered set (E,≤) is considered fixed in what follows, but
recall that if A is any finite non-empty set then by Lemma 2.1 there exists a totally
ordered set (E,≤) with E ≈ A.
For all r, s ∈ E with r ≤E s put [r, s] = {e ∈ E : r ≤E e ≤E s}. Sets of this form
will be called intervals. Also put [r, s) = {e ∈ E : r ≤E e <E s}.
Lemma 12.1 Let [p, q] be an interval and let B ⊂ [p, q]. Suppose p ∈ B and
f(s) ∈ B for all s ∈ [p, q). Then B = [p, q].
Proof Consider the restriction ≤[p,q] of the total order ≤E to the interval [p, q] and
define fq : [p, q]→ [p, q] by letting fq(r) = f(r) if r ∈ [p, q) and putting fq(q) = q.
Then I[p,q] = ([p, q], fq, p) is the iterator given by Proposition 9.2 for the totally
ordered set ([p, q],≤[p,q]) and by Proposition 9.2 I[p,q] is minimal. But this is just
the statement in Lemma 12.1.
In what follows let X be an arbitrary non-empty set and let • be a binary operation
on X. If I is an interval then an I-tuple with values in X is just a mapping s 7→ xs
from I to X. If the interval is given explicitly as [p, q] then a [p, q]-tuple will usually
be written as (xp, . . . , xq).
Proposition 12.1 Let [p, q] be an interval and let (xp, . . . , xq) be a [p, q]-tuple.
Then there exists a unique [p, q]-tuple (πp, . . . , πq) with πp = xp and such that
πf(s) = πs • xf(s) for all s ∈ [p, q).
Proof Let B be the subset of [p, q] consisting of those s for which there exists a
unique [p, s]-tuple (πsp, . . . , π
s
s) with π
s
p = xp and such that π
s
f(y) = π
s
y • xf(y) for all
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y ∈ [p, x). Then p ∈ B with (xp) the unique [p, p]-tuple. Thus let s ∈ B \ {q} and
let (πsp, . . . , π
s
s) be the corresponding unique [p, s]-tuple. Then we can extend this
[p, s]-tuple to a [p, f(s)]-tuple by putting π
f(s)
y = πsy for each y ∈ [p, s] and letting
π
f(s)
f(s) = π(s
s • xf(s). Then (π
f(s)
p , . . . , π
f(s)
f(s)) is the unique [p, f(s)]-tuple having the
required properties and hence f(s) ∈ B. Therefore by Lemma 12.1 B = [p, q].
We denote the element πq of X defined above by •(xp, . . . , xq).
Let (x1, x2, x3, x4) be a [1, 4]-tuple (with [1, 4] ⊂ N and let (π1, π2, π3, π4) be the
[1, 4]-tuple given by the above proposition. Then
π1 = x1, π2 = π1 • x2 = x1 • x2, π3 = π2 • x3 = (x1 • x2) • x3,
π4 = π3 • x4 = ((x1 • x2) • x3) • x4. Hence •(x1, x2, x3, x4) = ((x1 • x2) • x3) • x4.
Theorem 12.1 Let p, q, r ∈ E with p ≤ q and f(q) ≤ r and note that [p, r] is
the disjoint union of [p, q] and [f(q), r]. Let (x1, . . . , xr) be a [p, r]-tuple and so we
have a [p, q]-tuple (xp, . . . , xq) and a [f(q), r]-tuple (xf(q) . . . , xr). Suppose that the
operation • is associative. Then •(xp, , . . . , xr) = α • β, where α = •(xp, . . . , xq)
and β = •(xf(q), . . . , xr).
Proof For each s ∈ [f(q), r] put βs = •(xf(q) . . . , , xs) and let
B = {s ∈ [f(q), r] : •(xp, . . . , xs) = α • βs}.
Then f(q) ∈ B since •(xp, . . . , xf(q)) = •(xp, . . . , xq) • xf(q) = α • βf(q). Thus let
s ∈ B ∩ [f(q), r). Then •(xp, . . . , s) = α • βs and
•(xp, . . . , xf(s)) = •(xp, . . . , xs) • xf(s) = (α • βs) • xf(s) = α • (βs • xf(s)) = α • βf(s)
and hence f(s) ∈ B. Thus by Lemma 12.1 B = [f(q), r], i.e., •(xp, . . . , xr) = α•β.
If I is an interval then an interval partition of I is a partition Q such that each
element of Q is also an interval. From now on partition always means interval
partition. The partition consisting of the singleton sets [r, r], r ∈ I, will be denoted
by Q0 and the trivial partition {I} by QT .
Let Q be a partition of I and let J = [r, s] and K = [u, v] be elements of Q. Then
(J,K) will be called an adjacent pair if f(s) = u. In this case J ∪ K = [r, v] is
the disjoint union of J and K. A partition Q′ is said to be an I-reduction of Q
if there exists an adjacent pair (J,K) such that Q′ = Q \ {J,K} ∪ {J ∪K}. The
partition Q′ will be denoted by Q(J,K). Consider the interval I = [p, q] to be fixed
and let Q be a subset of the set of all partitions of I containing Q0 and QT . Put
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QS = Q \ {QT} and let Φ : Q → Q be a mapping with Φ(QT ) = QT . Thus there
is the iterator R = (Q,Φ,Q0) and R will be called an I-reduction if it is minimal
and Φ(Q) is a reduction of Q for each Q ∈ QS. Note that if p = q then there is a
unique I-reduction with Q = QT{I} and with Φ the identity mapping. If q = f(p)
then there is also a unique I-reduction with Q = {Q0,QT} and with Φ(Q0) = QT
and Φ(QT ) = QT . In what follows let R = (Q,Φ,Q0) be an I-reduction. Thus
R is a finite minimal iterator with fixed-point QT and so let ≤ be the total order
on Q given in Proposition 9.1. Let <, > and ≥ have their usual meanings. If A
and B are finite sets then as before A  B means there is an injective mapping
h : A → B and we write A ≺ B if both A  B and A 6≈ B hold. Moreover if
B 6= ∅ then we write A ≺0 B if A ≈ B \ {b}, where b is any element in B. If
Q ∈ QS then Φ(Q) ≺0 Q.
Lemma 12.2 If Q, Q′ ∈ Q with Q ≈ Q′ then Q = Q′.
Proof Put S = {Q0} ∪ {Q ∈ Q \ {Q0} : Q ≺ Q0} and let Q ∈ S \ {Q0}. Then
Q ≺ Q0 and thus either Q ∈ QS, in which case Φ(Q) ≺ Q or Q = QT , in
which case Φ(Q) = Q. In both cases Φ(Q) ≺ Q0 and so Φ(Q) ∈ S. Thus S is
Φ-invariant and contains Q0. Hence S = Q, which shows that Q ≺ Q0 and in
particular Q 6≈ Q0 for all Q ∈ Q \ {Q0}. Now let Q, Q
′ ∈ Q with Q 6= Q′ and
suppose that Q ≈ Q′. We can assume that Q < Q′ and that Q is the least element
of Q such that Q ≈ Q′ for some Q′ > Q. Then Q 6= Q0 since Q 6≈ Q0 for all
Q ∈ Q \ {Q0} and so also Q
′ 6= Q0. Hence by Proposition 7.4 Q = Φ(U) and
Q′ = Φ(U ′ for some U , U ′ ∈ Q. Now U ≺0 Q, U
′ ≺0 Q
′ and Q ≈ Q′ and it follows
from Proposition 9.1 (4) that U ′ > U and U ≈ U ′. But U < Q, which contradicts
the minimality of Q. Therefore if Q, Q′ ∈ Q with Q 6= Q′ Then Q 6≈ Q′ and
hence if Q, Q′ ∈ Q with Q ≈ Q′ then Q = Q′.
Proposition 12.2 For each J ∈ P0(I) there exists a unique Q ∈ Q with Q ≈ J .
Proof Let S = {∅} ∪ {J ∈ P0(I) : there exists Q ∈ Q with Q ≈ J}. Let J ∈ S
p
and j ∈ I \J ; put J ′ = J ∪{j}. If J = ∅ and so J ′ = {j} then QT ≈ J
′. If J 6= ∅
then Q ≈ J for some Q ∈ Q and Q 6= Q0, since Q0 ≈ I and J is a proper subset
of I. Thus by Proposition 7.4 Q = Φ(Q′) for some Q′ ∈ Q and then Q′ ≈ J ′,
since Q ≺0 Q
′. Thus in both cases J ′ ∈ S and therefore S = P(I). This shows
that for each J ∈ P0(I) there exists Q ∈ Q with Q ≈ J . The uniqueness follows
from Lemma 12.2.
Lemma 12.3 Let A and B be finite sets, let S ⊂ P(A) and suppose that for each
J ∈ P0(B) there exists a unique C ∈ S with C ≈ J . Then B ≈ S. In particular,
Proposition 12.2 implies that I ≈ Q.
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Proof There is a unique surjective mapping α : P0(B)→ S with α(J) ≈ J for each
J ∈ P0(B). Let ≈
′ be the restriction of the equivalence relation ≈ to P0(B) and
let E(B) be the set of equivalence classes. Then the mapping α induces a bijective
mapping α′ : E(B)→ S and hence by Proposition 2.14 B ≈ S.
Proposition 12.3 Suppose R = (Q,Φ,Q0) satisfies the requirements for being
an I-reduction except for the assumption that it be minimal. Then I  Q and
I ≈ Q if and only if R is minimal.
Proof Let Q0 be the least Φ-invariant subset of Q containing Q0 and let Φ0 be
the restriction of Φ to Q0. Then R0 = (Q0,Φ0,Q0) is minimal and thus is an
I-reduction and so by Lemma 12.3 I ≈ Q0. Hence I  Q and I ≈ Q if and only
if R is minimal.
In what follows assume that R is minimal.
Proposition 12.4 Let s 7→ xs be an I-tuple. Then for each Q ∈ Q there is a
unique mapping ωQ : Q → X with ωQ0([z, z]) = xz for each z ∈ I and such that
if Q ∈ QS with Φ(Q) = Q(J,K) then ωΦ(Q)(M) = ωQ(M) if M 6= J ∪ K and
ωΦ(Q)(J ∪K) = ωQ(J) • ωQ(K).
Proof For each Q ∈ Q let P(Q) be the statement that for each U ≤ Q there exists
a unique mapping ωQU : U → X with ω
Q
Q0
([z, z]) = xz for each z ∈ I and such
that if U ∈ QS with Φ(U) = U(J,K) then ω
Q
Φ(U)(M) = ω
Q
U (M) if M 6= J ∪ K
and ωQΦ(U)(J ∪K) = ω
Q
U (J) • ω
Q
U (K). Then clearly P(Q0) holds and so let Q ∈ Q
be such that P(Q) holds; put V = Φ(Q). We must show that P(V) holds and if
U ≤ V then either U ≤ Q or U = V. If U ≤ Q then put ωVU = ω
Q
U . Finally, if
U = V ∈ QS with Φ(V) = V(J,K) then put ω
V
Φ(V)(M) = ω
Q
Q(M) if M 6= J ∪ K
and ωVΦ(V)(J ∪K) = ω
Q
Q(J) •ω
Q
Q(K). Then {ω
V
U : U ≤ V} are the unique mappings
satisfying the requirements for P(V) and hence P(V) holds. Therefore P(Q) holds
for all Q ∈ Q. We now define ωQ = ω
QT
Q for each Q ∈ Q.
Note that ωQT is a mapping from the singleton set {I} to X and this element of
X will be denoted by •R(s 7→ xs). If p = q then •R(xp) = xp and if q = f(p) then
•R(xp, xq) = xp • xq, where in both cases R is the unique I-reduction.
The element •(s 7→ xs) of X arising from Proposition 12.1 is obtained using the
I-reduction R = (Q,Φ,Q0) where Φ(Q) = Q(L
1
Q, L
2
Q) with (L
1
Q, L
2
Q) the adjacent
pair consisting of the first and second elements in the partition Q.
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Theorem 12.2 Suppose that • is associative. Then
•R(s 7→ xs) = •(s 7→ xs)
for each I-tuple (s 7→ xs) and each reduction R.
Proof In what follows we assume that I contains at least two elements and so by
Theorem 9.1 (2) there exists a unique Q2 ∈ Q with Φ(Q2) = QT . Clearly the
partition Q2 consists of exactly two components. Thus if I = [p, q] then there
exists t ∈ [p, q] with p ≤E t <E q such that Q2 = {L,R}, where L = [p, t] and
R = [f(t), q].
Lemma 12.4 For each Q ∈ QS and each Q ∈ Q either Q ⊂ L or Q ⊂ R.
Proof Let Q0 denote the set of those Q ∈ Q which contain an element Q which
intersects both L and R. ThenQ0 is Φ-invariant: Let Q ∈ Q; then each component
of Φ(Q) is either equal to a component of Q or is the union of two adjacent
components of Q. Thus if Q ∈ Q0 then Φ(Q) ∈ Q0. Note that Q2 /∈ Q0 but
QT ∈ Q0. Suppose Q0 \ {QT} is non-empty ; then by Proposition 2.15 it contains
an element U which is maximum with respect to the total order ≤ and U < Q2,
since Q2 /∈ Q0. But then Φ(U) ∈ Q0 \ {QT}, which contradicts the maximality of
U . Therefore Q0 \ {QT} = ∅ and hence for each Q ∈ QS and each Q ∈ Q either
Q ⊂ L or Q ⊂ R.
For each Q ∈ QS let QL = {Q ∈ Q : Q ⊂ L} and QR = {Q ∈ Q : Q ⊂ R}. Then
QL is a partition of L and QR a partition of R. Moreover QL and QR are disjoint
subsets of Q whose union is Q.
Put QZ = {Q ∈ QS : Φ(Q) ∈ QS} and so QZ = QS \ {Q2}. If Q ∈ QZ with
Φ(Q) = Q(J,K); then either J ∪ K ⊂ L or J ∪ K ⊂ R. Thus we can define a
mapping λ : QZ → {L,R} by letting λ(Q) = L if J ∪ K ⊂ L and λ(Q) = R if
J ∪K ⊂ R.
Let Q ∈ QZ and so Φ(Q) is a reduction of Q. If λ(Q) = L then Φ(Q)L ≺0 QL
and Φ(Q)R = QR and if λ(Q) = R then Φ(Q)L = QL and Φ(Q)R ≺0 QR.
Let U be the set of L-partitions having the form QL for some Q ∈ QS. Thus
QL ∈ U for each Q ∈ QS but in general the representation as QL cannot be
unique. Note that U contains the elements U0 = (Q0)L and UT = (Q2)L = {L}.
For each U ∈ U let QU = {Q ∈ QS : QL = U} and let U
⊳ be the largest element
in QU . Then U = U
⊳
L, since U
⊳ ∈ QU .
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Define a mapping ΦL : U→ U by letting ΦL(U) = Φ(U
⊳)L if U
⊳ ∈ QZ and letting
ΦL(U) = (UT if U
⊳ = Q2. In particular ΦL(UT ) = UT .
We thus have the iterator RL = (U,ΦL, (U0).
Let US = U \ {UT}, thus U ∈ US if and only if U
⊳ ∈ QZ .
Lemma 12.5 (1) Let U ∈ US and so Q = U
⊳ ∈ QZ . Then Φ(Q) is a reduction
of Q with λ(Q) = L and ΦL(U) is an L-reduction of U .
(2) Let Q ∈ QZ with λ(Q) = L. Then Q = (QL)
⊳ and ΦL(QL) = Φ(Q)L.
Proof (1) We have Φ(U⊳) /∈ QU and so Φ(U
⊳)L 6= U = U
⊳
L, i.e., Φ(U
⊳)L 6= U
⊳
L.
Thus Φ(U⊳) 6= U⊳ and hence Φ(U⊳) is a reduction of U⊳ with λ(U⊳) = L. It follows
that ΦL(U) = Φ(U
⊳)L is an L-reduction of U .
(2) We have Φ(Q) is a reduction of Q and λ(Q) = L and so Φ(Q)L 6= QL. Thus
Q is the largest element V ∈ QS such that VL = QL and hence Q = (QL)
⊳. It
follows that ΦL(QL) = Φ((QL)
⊳) = Φ(Q)L.
Let QL = {Q ∈ QZ : Q = U
⊳ for some U ∈ US}. If Q = U
⊳ then QL = U and
so U is uniquely determined by Q. Thus there is a mapping δL : QL → US such
that δL(Q) = U whenever Q = U
⊳. If δL(Q) = δL(Q
′) then Q = Q′ = U⊳ for some
U ∈ QL and hence δL is injective. But δL is clearly also surjective and therefore
δL is a bijection. The inverse of δL is the bijective mapping γL : US → QL given
by γL(U) = U
⊳ for all U ∈ US.
Lemma 12.6 QL = {Q ∈ QZ : Φ(Q) is a reduction of Q with λ(Q) = L}.
Proof If Q ∈ QL then by Lemma 12.5 (1) Φ(Q) is a reduction of Q with γ(Q) = L.
Conversely, if Φ(Q) is a reduction of Q with γ(Q) = L then by Lem’s 12.5 (2)
Q = (QL)
⊳ and so Q ∈ QL.
Let V be the set of R-partitions having the form QR for some Q ∈ QS. Note that
V contains the elements V0 = (Q0)R and VT = (Q2)R = {R}.
For each V ∈ V let QV = {Q ∈ QS : QR = V} and let V
⊳ be the largest element
in QV . Then V = V
⊳
R, since V
⊳ ∈ QV .
Define a mapping ΦR : V→ V by letting ΦR(V) = Φ(V
⊳)R if V
⊳ ∈ QZ and letting
ΦR(V) = (VT if V
⊳ = Q2. In particular ΦR(VT ) = VT .
We thus have the iterator RR = (V,ΦR, (V0).
Let VS = V \ {VT}, thus V ∈ VS if and only if V
⊳ ∈ QZ.
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Lemma 12.7 (1) Let V ∈ VS and so Q = V
⊳ ∈ QZ . Then Φ(Q) is a reduction
of Q with λ(Q) = R and ΦR(V) is an R-reduction of V.
(2) Let Q ∈ QZ with λ(Q) = R. Then Q = (QR)
⊳ and ΦR(QR) = Φ(Q)R.
Proof This is the same as the proof Lemma 12.5.
Let QR = {Q ∈ QZ : Q = V
⊳ for some V ∈ VS}. Then as above thee is a bijective
mapping δR : QR → VS such that δR(Q) = V whenever Q = V
⊳. The inverse of
δR is the bijective mapping γR : VS → QR given by γR(V) = V
⊳ for all V ∈ VS.
Lemma 12.8 QR = {Q ∈ QZ : Φ(Q) is a reduction of Q with λ(Q) = R}.
Proof This is the same as the proof of Lemma 12.6.
Lemma 12.9 The sets U and V are disjoint and U ∪V ≈ Q.
Proof It is clear that U and V are disjoint and by Lemmas 12.6 and 12.8 and
(since there are bijections γL : US → QL and γR : VS → QR) it then follows that
US ∪VS ≈ QZ. Thus U ∪V ≈ Q, since U = US ∪ {UT }, V = VS ∪ {VT} and
Q = QZ ∪ {Q2,QT}.
Lemma 12.10 The iterator RL is an L-reduction and RR is an R-reduction.
Proof By Lemma 12.5 (1) ΦL(U) is an L-reduction of U for each U ∈ US and
by Lemma 12.7 (1) ΦR(V) is an R-reduction of V for each V ∈ VS. It remains
to show that the iterators RL and RR are minimal and by Proposition 12.3 this
amounts to showing that U ≈ L and V ≈ R. By Proposition 12.3 Q ≈ I, L  U
and R  V. Also by Lemma 12.9 U and V are disjoint with U ∪ V ≈ Q,
and of course L and R are disjoint with L ∪ R = I. Suppose L ≺ U; then
I = L ∪R ≺ U ∪V ≈ Q and this contradiction implies that U ≈ L. In the same
way V ≈ R.
If U is an L-partition and V an R-partition then the I-partition Q with QL = U
and QR = V will be denoted by U +V. If Q ∈ QS then Q = QL+QR and QL ∈ U
and QR ∈ V. Let Q be an I-partition with Q = U + V and let fL : U → X and
fR : V → X be mappings. Then there is a mapping fL ⊕ fR : Q → X defined by
(fL ⊕ fR)(J) =
{
fL(J) if J ∈ U ,
fR(J) if J ∈ V .
Consider the mappings given by Proposition 12.4 for Q, U and V. Thus for each
Q ∈ Q there is the mapping ωQ : Q → X, for each U ∈ U there is the mapping
ωLU : U → X and for each V ∈ V there is the mapping ω
R
V : V → X.
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Lemma 12.11 Let (xp, . . . , xq) be a [p, q]-tuple. Then ωQ = ω
L
QL
⊕ ωRQR for all
Q ∈ QS and ωQT = ω
L
{L} • ω
R
{R} . Thus
•R(xp, . . . , xq) = (•RL(xp, . . . , xt)) • (•RR(xf(t), . . . , xq)).
Proof Let Q′ = {Q ∈ QS : ωQ = ω
L
QL
⊕ ωRQR} and so Q0 ∈ Q
′. Let Q ∈ Q′ ∩QZ .
If λ(Q) = L then by Lemma 12.5 (2) Φ(Q) = Φ(Q)L + Φ(Q)R = ΦL(QL) + QR
and thus ωΦ(Q) = ω
L
ΦL(QL)
⊕ ωRQR = ω
L
Φ(Q)L
⊕ ωRΦ(Q)R . In exactly the same way,
if λ(Q) = R then by Lemma 12.7 (2) Φ(Q) = Φ(Q)L + Φ(Q)R = QL + ΦR(QR)
and hence ωΦ(Q) = ω
L
QL
⊕ωRΦR(QR) = ω
L
Φ(Q)L
⊕ωRΦ(Q)R . This shows that Φ(Q) ∈ Q
′.
Thus Q′ is a Φ-invariant subset of Q containing Q0 and so Q
′ = QS. Therefore
ωQ = ω
L
QL
⊕ ωRQR for all Q ∈ QS. Finally, QT = Φ(Q2) = Φ({L} + {R}) and it
follows that ωQT = ωΦ(Q2) = ω
L
{L} • ω
R
{R} .
Proof of Theorem 12.2: If B is any non-empty finite set then by Lemma 2.1 there
exists an I-reduction with I ≈ B. For each non-empty finite set B let P(B) be the
statement that •R(xp, . . . , xq) = •(xp, . . . , xq) holds for each I-tuple (xp, . . . , xq)
whenever R is an I-reduction with I ≈ B. Note that if B1 ≈ B2 then P(B1) holds
if and only if P(B2) holds. Suppose there exists a non-empty finite set B for which
P(B) does not hold and let S denote the set of non-empty subsets C of B for which
P(C) does not hold. Then S is non-empty and so by Proposition 1.3 it contains a
minimal element D and D contains at least two elements, since P({a}) holds for
each element a, because if I = {a} then there is only one I-reduction. If D′ is any
non-empty finite set with D′ ≺ D then P(D′) holds.
Now let I = [p, q] with I ≈ D. Since P(D) does not hold there exists an I-reduction
R and a [p, q]-tuple (xp, . . . , xq) such that •R(xp, . . . , xq) 6= •(xp, . . . , xq). Then by
Lemma 12.11 •R(xp, . . . , xq) = (•RL(xp, . . . , xt)) • (•RR(xt+1, . . . , xq)) and L ≺ D,
R ≺ D. Thus P(L) and P(R) hold and so
•R(xp, . . . , xq) = (•(xp, . . . , xt) • (•(xt+1, . . . , xq) .
Hence by Theorem 12.1 •R(xp, . . . , xq) = •(xp, . . . , xq), and this contradiction
shows that P(B) holds for each non-empty finite set B. Therefore
•R(xp, . . . , xq) = •(xp, . . . , xq)
for each I-tuple (xp, . . . , xq) and each I-reduction R.
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In this section we present an approach to dealing with (finite) lists taking their
values in some fixed class E. We first formulate things using the natural numbers
but then employ a general Peano iterator. For each n ∈ N lists of length n are
mappings from Ln = {0, 1. . . . , n − 1}. to E. A list t : Ln → E with t(k) = ek
for all k ∈ Ln will be represented in the form [e0, e1, . . . , en−1]. In particular, []
represents the empty list, i.e., the list with no elements.
When using the natural numbers the sets Ln = {0, 1, . . . , n− 1} play an important
role and these correspond to the sets in the finite segment iterator associated with
a general Peano iterator. From now on we only use the natural numbers when
giving examples. Let us fix a Peano iterator I = (N, s, 0) and to reduce the clutter
we prefer to use 0 instead of n0 for the third component of I. Let ≤ be the unique
total order on N compatible with I given in Theorem 7.7 and let I≤ = (N≤, s≤,∅)
be the finite segment iterator associated with I given in Theorem 7.8. Therefore
N≤ = {Ln : n ∈ N} with Ln = {m ∈ N : m < n} and s≤(Ln) = Ls(n) for all
n ∈ N .
For each n ∈ N denote by E∗n the class of all mappings from Ln to E. In particular,
L0 = ∅ and so E
∗
0 consists of the unique mapping from ∅ to E, and this mapping
we denote by ε.
We call E∗n the class of lists based on Ln with values in E. The single element
ε ∈ E∗0 will be referred to as the empty list. Let m, n ∈ N with m 6= n; then
Lm 6= Ln and hence E
∗
m and E
∗
n are disjoint. Put E
∗ =
⋃
n∈N E
∗
n; this is the class
of all lists with values in E. Also let E∗+ = E
∗ \ {ε}.
We start by defining mappings ⊳ : E×E∗ → E∗+ and ⊲ : E
∗
+ → E×E
∗. These are
bijections and each is the inverse of the other.
In terms of the natural numbers these mappings can be described as follows: The
list ⊳(e, r) is obtained by adding the element e to the beginning of the list r and
so ⊳(e, [e0, e1, . . . , en−1]) = [e, e0, e1 . . . , en−1]. In particular ⊳(e, [ ]) = [e] is a non-
empty list. If r is a non-empty list then the first component of ⊲ is the first element
of r (the head of the list) and the second component of ⊲(r) is the rest of the list
(its tail). Thus ⊲([e0, e1, . . . , en−1]) = (e0, [e1, . . . , en−1]).
In the following we make use of Theorem 7.7 (4), which states that Ls(n) is the
disjoint union of {0} and s(Ln). For each n ∈ N we first define a mapping
⊳n : E × E
∗
n → E
∗
s(n).
For (e, r) ∈ E×E∗n let ⊳ ∈ E
∗
s(n) be given by ⊳n(e, r)(0) = e and ⊳(e, r)(s(k)) = r(k)
for all k ∈ Ln. Note that Ls(0) = {0} and so E
∗
s(0) is the class of all mappings from
{0} to E. Thus ⊳0 : E ×E
∗
0 → E
∗
s(0) is the mapping with ⊳0(e, ε)(0) = e.
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Now define ⊳ : E × E∗ → E∗ by letting ⊳(e, r) = ⊳n(e, r) for all r ∈ E
∗
n.
If r ∈ E∗+ then there exists a unique m ∈ N such that r ∈ E
∗
m and m 6= 0 since
s 6= ε. Thus by Proposition 7.4 there exists a unique n ∈ N such that r ∈ E∗s(n)
and so r is a mopping from {0} ∪ s(Ln) to E. For each n ∈ N we next define
a mapping ⊲n : E
∗
s(n) → E × E
∗
n. For each v ∈ E
∗
s(n) let ⊲n(v) = (v(0), r), where
r ∈ E∗n is given by r(m) = s(v(m)) for all m ∈ Ln.
Now define ⊲ : E∗+ → E ×E
∗ by letting ⊲(v) = ⊲n(v) for all v ∈ E
∗
s(n).
Proposition 13.1 The mappings ⊳ : E × E∗ → E∗+ and ⊲ : E
∗
+ → E × E
∗ are
inverse to each other and in particular they are both bijections.
Proof Let v ∈ E∗s(n); then ⊳(⊲(v)) = ⊳n(⊲n(v)) = ⊲n(v(0), r),where r ∈ E
∗
n is
given by r(m) = s(v(m)) for all m ∈ Ln. Therefore ⊳(⊲(v)) = u ∈ E
∗
s(n), where
u(0) = v(0) and u(s(m)) = r(m) = s(v(m)) for all m ∈ Ln. Hence u = v which
shows that ⊳(⊲(v)) = v.
Now let (e, r) ∈ E × E∗n; then ⊳(e, r) = ⊳n(e, r) = v, where v ∈ E
∗
s(n) is given
by v(0) = e and v(r(m)) = r(m) for all m ∈ Ln and hence ⊲(⊳((e, r)) = ⊲(v) =
(v(0), t), where t ∈ E∗n is given by t(m) = s(v(m)) = r(m) for all m ∈ Ln, i.e.,
t = r. Also v(0) = e and this shows that ⊲(⊳(e, r)) = (e, r).
Note that by Proposition 13.1 each list in E∗s(n) has a unique representation in the
form ⊳(e, r) with (e, r) ∈ E ×E∗n.
A triple (X, f, x0) with X a class, f : E ×X → X a mapping and x0 an element
of X will be called a list algebra. (The class E is considered to be fixed here.) Thus
(E∗, ⊳, ε) is a list algebra. If (X, f, x0) is a list algebra then for each e ∈ E let
fe : X → X be the mapping with fe(x) = f(e, x) for all x ∈ X. There is then the
iterator (X, fe, x0). A subclass X0 of X is said to be f -invariant if fe(X0) ⊂ X0
for all e ∈ E and (X, f, x0) is said to be minimal if X itself is the only f -invariant
subclass of X containing x0.
Lemma 13.1 The list algebra (E∗, ⊳, ε) is minimal.
Proof Let G be a ⊳-invariant subclass of E∗ containing ε and for each n ∈ N put
Gn = G ∩ E
∗
n. Let N0 = {n ∈ N : Gn = E
∗
n}. In particular, 0 ∈ N0, since
E∗0 = {ε}. Thus consider n ∈ N0, and so Gn = E
∗
n. Let t ∈ E
∗
s(n); then by
Proposition 13.1 there exists e ∈ E and r ∈ E∗n such that t = ⊳(e, r) = ⊳e(r).
But r ∈ Gn, since n ∈ N0 and thus t ∈ Gs(n), since G is ⊳-invariant. Hence
Gs(n) = E
∗
s(n). Therefore N0 is f -invariant, and since 0 ∈ N0, this implies N0 = N ,
i.e., G = E∗. This shows that (E∗, ⊳, ε) is minimal.
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Lemma 13.2 The list algebra (E∗, ⊳, ε) has the following properties:
(1) The mapping ⊳e : E
∗ → E∗ is injective for each e ∈ E.
(2) If e, e′ ∈ E with e 6= e′ then the classes ⊳e(E
∗) and ⊳e′(E
∗) are disjoint.
(3) ε /∈ ⊳e(E
∗) for all e ∈ E.
Proof (1) Let e ∈ E and u, v ∈ E∗ with u 6= v and u ∈ E∗m, v ∈ E
∗
n and
thus ⊳e(u) ∈ E
∗
s(m), ⊳e(v) ∈ E
∗
s(n), If m 6= n then s(m) 6= s(n) and in this case
⊳e(u) 6= ⊳e(v) holds trivially, since E
∗
s(m) and E
∗
s(n) are disjoint. We can thus
assume that m = n and so u(k) 6= v(k) for some k ∈ Ln. Now each r ∈ E
∗
n
we have ⊳e(r) = t, where t ∈ E
∗
s(n) is given by t(0) = e and t(s(j)) = r(j) for
all j ∈ Ln. In particular ⊳e(u(s(k))) = u(k) 6= v(k) = ⊳e(v(s(k))) and hence
⊳e(u) 6= ⊳e(v). Thus the mapping ⊳e is injective.
(2) This is clear since ⊳e(r)(x0) = e for all r ∈ ⊳e(E
∗).
(3) This is also clear.
Let (X, f, x0) and (Y, g, y0) be list algebras. A morphism π : (X, f, x0))→ (Y, g, y0)
is then a mapping π : X → Y with π(x0) = y0 such that ge ◦ π = π ◦ fe for all
e ∈ E. Thus π : (X, f, x0) → (Y, g, y0) being a morphism means exactly that
π(X, fe, x0)→ (Y, ge, y0) is a morphism of iterators for each e ∈ E. A list algebra
(X, f, x0) is said to be initial if for each list algebra (Y, g, y0) there exists a unique
morphism π : (X, f, x0)→ (Y, g, y0).
Theorem 13.1 The list algebra (E∗, ⊳, ε) is initial.
Proof Let (X, f, x0) be a list algebra. We must show that there is a unique mapping
π : E∗ → X with π(ε) = x0 and such that
π(⊳(e, r)) = f(e, π(r))
for all (e, r) ∈ E ×E∗.
For each n ∈ N put E∗≤n =
⋃
y≤nE
∗
y and E
∗
<n =
⋃
y<nE
∗
y . Let n ∈ N ; a mapping
πn : E
∗
≤n → X with πn(ε) = x0 and πn(⊳(e, r)) = f(e, πn(r)) for all (e, r) ∈ E×E
∗
<n
will be called a partial n-solution. Let N0 be the subclass of N consisting of those
n ∈ N for which there exists a unique partial n-solution. There is a unique partial
0-solution π0 : E
∗
{0} → X, which must be defined by putting π0 ⊳ (e, ε) = f(e, x0)
for all e ∈ E. Hence 0 ∈ N0.
Thus let n ∈ N0 with unique partial n-solution πn : E
∗
≤n → X.
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We must define an appropriate mapping πs(n) : E
∗
≤s(n) → X and E
∗
≤s(n) is the
disjoint union of E∗≤n and E
∗
s(n). Define πs(n)(t) = πn(t) for all t ∈ E
∗
≤n. In
particular πs(n)(ε) = x0 and πs(n)(⊳(e, r)) = f(e, πs(n)(r)) for all (e, r) ∈ E × E
∗
<n.
Let u ∈ E∗s(n). Then u has a unique representation in the form u = ⊳(e, t) with
(e, t) ∈ E × E∗n and we put πs(n)(⊳(e, t)) = f(e, πn(t)) and so πs(n)(⊳(e, t)) =
f(e, πs(n)(t)), since t ∈ E
∗
≤n. This shows that πs(n) is a partial s(n)-solution and
it is in fact the unique partial s(n)-solution: The restriction of πs(n) to E
∗
≤n is
a partial n-solution and so is equal to πn, since n ∈ N0, a requirement which
uniquely determines πs(n) on E
∗
≤n. Moreover, it then follows that πs(n) is also
uniquely determined on E∗s(n). Hence s(n) ∈ N0 and therefore N0 = N , since I is
minimal. We have now shown that for each n ∈ N there exists a unique partial
n-solution πn : E
∗
≤n → X.
Let n ≤ n′; then the restriction of πn′ to E
∗
≤n is a partial πn-solution and so is
equal to πn. Define π : E
∗ → X by putting π(ε) = x0 and if n 6= 0 then letting
π(r) = πn(r) for all r ∈ E
∗
n.
Let t ∈ E∗+; then there exists a unique n ∈ N such that t ∈ E
∗
s(n) and t = ⊳(e, r)
with r ∈ E∗n. Thus π(r) = πn(r) = πs(n)(r) and so
π(t) = πs(n)(t) = πs(n)(⊳(e, r)) = f(e, πs(n)(r)) = f(e, πn(r)) = f(e, π(r)) .
Therefore π : E∗ → X is such that π(ε) = x0 and π(⊳(e, r)) = f(e, π(r)) for all
(e, r) ∈ E×E∗. The uniqueness follows directly from the uniqueness of the partial
n-solution for each n ∈ N , since the restriction of π to E∗≤n is a partial n-solution
and is thus equal to πn.
The morphism π : (E∗, ⊳, ε) → (X, f, x0) is a ’right fold’ operation and can be
used with the appropriate choices of (X, f, x0) to obtain several types of mappings
defined on lists.
Examples: The list algebra (X, f, x0) occurring above will be denoted by L.
1. Here L = (N, s′, 0), where s′ : E × N → N is given by s′(e, n) = s(n).
Then there exists a unique mapping ℓ : E∗ → N with ℓ(ε) = 0 and such that
ℓ(⊳(e, r)) = s(ℓ(r)) for all (e, r) ∈ E × E∗. Let | · | : E∗ → N is the mapping with
|r| = n for all r ∈ E∗n and so |r| ’counts’ the number of elements in the list r.
Then |∅| = 0 and | ⊳ (e, r)| = s(|r|) for all (e, r) ∈ E × E∗. Thus | · | satisfies the
condition which uniquely determines ℓ and therefore ℓ(r) = |r| for all r ∈ E∗.
2. Let F be a class, p : E → F a mapping and let L = (F ∗, δ, ε), where the
mapping δ : E×F ∗ → F ∗ is given by δ(e, t) = ⊳(p(e), t). Then there exists a unique
mapping αp : E
∗ → F ∗ with αp(ε) = ε and such that αp(⊳((e, r))) = ⊳(p(e), αp(r)))
for all (e, r) ∈ E ×E∗. The mapping αp converts each list r with values in E into
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a list of the same length with values in F by applying the mapping p to each of the
elements of r. Thus αp([e0, e1, . . . , en−1]) = [p(e0), p(e1), . . . , p(en−1)].
We can give an explicit expression for αp. Let α
′
p : E
∗ → F ∗ be the mapping given
by α′p(r) = p ◦ r for all r ∈ E
∗. Then α′p(ε) = p ◦ ε = ε and if (e, r) ∈ E × E
∗
then α′p(⊳(e, r)) = p ◦ ⊳(e, r) = ⊳(p(e), p ◦ r) = ⊳(p(e), α
′
p(r)). Thus α
′
r satisfies the
condition which uniquely determines αr and therefore α
′
r = αr .
3. Let b : E → B a mapping and let q : E × E∗ → E∗ be given by q(e, t) = ⊳(e, t)
if b(e) = T and q(e, t) = t if b(e) = F. Let L = (E∗, q, ε). Then there exists a
unique mapping ηb : E
∗ → E∗ with ηb(ε) = ε and such that ηb(⊳((e, r))) = ⊳(e, r)
if b(e) = T and ηb((⊳(e, r))) = s if q(e) = F.
The mapping ηb filters each list r with values in E by removing the elements e in
r with b(e) = F. Thus if b : N → B with b(n) = T if and only if n is even then
ηb([0, 1, 3, 6, 8, 7, 6]) = [0, 6, 8, 6].
Note that, unlike the first two examples, there does not seem to be an explicit
expression for the mapping ηb.
4. Let r ∈ E∗ and L = (E∗, ⊳, r). Then there is a unique mapping ψr : E
∗ → E∗
with ψr(ε) = r and such that ψr(⊳(e, t)) = ⊳(e, ψr(t)) for all (e, t) ∈ E × E
∗.
We will see that the mapping ψr appends the list r to its argument. Therefore if
r = [b0, . . . , bn−1] then ψr([a0, . . . , am−1]) = [a0, . . . , bm−1, b0, . . . , bn−1]. In order to
see why this is true we give an explicit expression for the mapping ψr. First we
recall Proposition 7.7:
For each n ∈ N put Nn = {m ∈ N : n ≤ m}. Then Nn is the least s-invariant
subclass of N containing n and Nn = (Nn, s, n) is a Peano iterator. Moreover, if
πn : N → Nn is the unique isomorphism then Lπn(m) is the disjoint union of Ln
and πn(Lm) for all m ∈ N .
Let r ∈ E∗m. Define a mapping ψ
′
r : E
∗ → E∗ as follows: If t ∈ E∗n then ψ
′
r(t) is
the element of E∗πn(m) given by ψ
′
r(t)(k) = t(k) if k ∈ Ln and ψ
′
r(t)(k) = r(k
′) if
k = πn(k
′) with k′ ∈ Lm. Thus ψ
′
r(t) does append the list r to the list t.
Proposition 13.2 The mapping ψ′r satisfies the condition which uniquely deter-
mines ψr, i.e., ψ
′
r(ε) = r and ψ
′
r(⊳(e, t)) = ⊳(e, ψ
′
r(t)) for all (e, t) ∈ E × E
∗.
Therefore ψ′r = ψr.
Proof This can be verified with some effort directly from the definition of ψ′r. But
it can also be argued as follows: The list ψ′r(⊳(e, t) is obtained by first inserting the
element e at the beginning of the list t and then appending r to the resulting list
⊳(e, t), whereas the list ⊳(e, ψ′r(t)) is obtained by first appending r to the list t and
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then inserting the element e at the beginning of the resulting list ψ′r(t). The end
result in both cases is the same. Therefore ψ′r = ψr.
For r, t ∈ E∗ we write t ⊲⊳ r instead of ψr(t). Thus ψr(t) = t ⊲⊳ r for all t, r ∈ E
∗.
We consider ⊲⊳ as an infix operation on E∗. By the uniqueness of ψr it follows
that ⊲⊳ is the unique operation on E∗ with ε ⊲⊳ r = r for all r ∈ E∗ such that
⊳(e, t) ⊲⊳ r = ⊳(e, (t ⊲⊳ r)) for all (e, t) ∈ E ×E∗ and all r ∈ E∗.
Now since t ⊲⊳ r appends the list r to the list t, it is to be expected that ⊲⊳ is
associative, i.e., that t ⊲⊳ (u ⊲⊳ v) = (t ⊲⊳ u) ⊲⊳ v for all t, u, v ∈ E∗. This is in
fact the case,as we now show.
Proposition 13.3 The operation ⊲⊳ is associative and so (E∗, ⊲⊳,∅) is a monoid.
Proof Let E∗0 = {t ∈ E
∗ : t ⊲⊳ (u ⊲⊳ v) = (t ⊲⊳ u) ⊲⊳ v} with u, v ∈ E∗ considered
to be fixed. In particular ε ∈ E∗0 , since ε ⊲⊳ (u ⊲⊳ v) = (ε ⊲⊳ u) ⊲⊳ v = u ⊲⊳ v. Thus
let t ∈ E∗0 and e ∈ E. Then
⊳(e, t) ⊲⊳ (u ⊲⊳ v) = ⊳(e, (t ⊲⊳ (u ⊲⊳ v)))
= ⊳(e, ((t ⊲⊳ u) ⊲⊳ v)) = (⊳(e, t) ⊲⊳ u) ⊲⊳ v
where we have twice used the specification which uniquely determines ⊲⊳ and also
the assumption that t ∈ E∗0 . Hence ⊳(e, t) ∈ E
∗
0 . Thus E
∗
0 is a ⊳-invariant subclass
of E∗ containing ε and so by Lemma 13.1 E∗0 = E
∗.
Since this holds for all u, v ∈ E∗ it follows that ⊲⊳ is associative. It follows that
(E∗, ⊲⊳,∅) is a monoid since also ∅ ⊲⊳ t = t ⊲⊳ ∅ = t for all t ∈ E∗.
5. Here the basic class is not E∗ but E∗∗ = (E∗)∗. The elements of E∗∗ are lists
whose elements are lists with values in E. By Theorem 13.1 (E∗∗, ⊳∗, ε) is an
initial list algebra , where ⊳∗ : E∗ × E
∗∗ → E∗∗ appends an element of E∗ to each
element of E∗∗ and ε is the empty list in E∗∗.
Let ψ : E∗×E∗ → E∗ be the mapping with ψ(r, t) = r ⊲⊳ t and put L = (L∗, ψ, ε).
Then there is a unique mapping Ψ : E∗∗ → E∗ with Ψ(ε) = ε and such that
Ψ(⊳∗(r, u)) = r ⊲⊳ Ψ(u) for all (r, u) ∈ (E∗ × E∗∗). The mapping Ψ is a con-
catenation operator. It takes a list of lists and concatenates them into a single
list.
Let ⊲1 : E
∗
+ → E and ⊲2 : E
∗
+ → E
∗ denote respectively the first and second
components of ⊲. Define a mapping j : E × E∗ → E∗ by j(e, ε) = ⊳(e, ε) and
j(e, r) = ψ⊲2(r) ⊳ (e, ε) if r ∈ E
∗
+, where ψ is as in 4. Then j(e, r) is obtained by
moving e to the end of the list and so j(e, [e0, . . . , em−1] = [e0, . . . , em−1, e].
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6. Let L = (E∗, j, ε). Then there exists a unique mapping ̺ : E∗ → E∗ with
̺(ε) = ε and such that ̺(⊳(e, r)) = j(e, ̺(r)) for all (e, r) ∈ E ×E∗.
The mapping ̺ reverses the order of the elements of a list, so
̺([e0, e1, . . . , em−1]) = [em−1, . . . , e1, e0] .
To see why this is true, suppose ̺(r) = r′. Then
̺([e, e0, e1, . . . , em−1]) = ̺(⊳(e, r))
= j(e, ̺(r)) = j(e, r′) = j(e, [em−1, . . . , e1, e0]) = [em−1, . . . , e1, e0, e] .
We end the section by giving a characterisation of initial list algebras which corre-
sponds to Theorem 7.2 for iterators. We first state some simple facts about mor-
phisms which are needed here. These are essentially the same as the corresponding
statements for morphism of iterators in Section 7.
(1) For each list algebra (X, f, x0) the identity mapping idX is a morphism from
(X, f, x0) to (X, f, x0).
(2) If π : (X, f, x0)→ (Y, g, y0) and σ : (Y, g, y0)→ (Z, h, z0) are morphisms then
σ ◦ π is a morphism from (X, f, x0) to (Z, h, z0).
If π : (X, f, x0) → (Y, g, y0) is a morphism then clearly π ◦ idX = π = idY ◦ π,
and if π, σ and τ are morphisms for which the compositions are defined then
(τ ◦ σ) ◦ π = τ ◦ (σ ◦ π).
An isomorphism is a morphism π : (X, f, x0)→ (Y, g, y0) for which there exists a
morphism σ : (Y, g, y0) → (X, f, x0) such that σ ◦ π = idX and π ◦ σ = idY . In
this case σ is uniquely determined by π. The morphism σ is called the inverse of
π. Moreover, a morphism π : (X, f, x0)→ (Y, g, y0) is an isomorphism if and only
if the mapping π : X → Y is a bijection and the inverse morphism is then the
inverse mapping π−1 : Y → X.
The list algebras (X, f, x0) and (Y, g, y0) are said to be isomorphic if there exists
an isomorphism π : (X, f, x0)→ (Y, g, y0).
Finally, if (X, f, x0) and (Y, g, y0) are initial list algebras then the unique morphism
π : (X, f, x0)→ (Y, g, y0) is an isomorphism. In particular, (X, f, x0) and (Y, g, y0)
are isomorphic.
A list algebra (X, f, x0) will be called unambiguous if the mapping fe is injective
for each e ∈ E and the classes fe(X), e ∈ E, are disjoint and x0 /∈
⋃
e∈E fe(X).
By Lemmas 13.1 and 13.2 the list algebra (E∗, ⊳, ε) is both minimal and unam-
biguous and by Theorem 13.1 (E∗, ⊳, ε) is initial.
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Lemma 13.3 Let (X, f, x0) and (Y, g, y0) be isomorphic list algebras. Then:
(1) (X, f, x0) is minimal if and only if (Y, g, y0) is minimal.
(2) (X, f, x0) is unambiguous if and only if (Y, g, y0) is unambiguous.
Proof Let π : (X, f, x0)→ (Y, g, y0) be an isomorphism.
(1) Let X ′ be an f -invariant subclass of X containing x0 Then for all e ∈ E we
have ge(π(X
′)) = π(fe((X
′)) ⊂ π(X ′)) and so π(X ′) is a g-invariant subclass of
Y containing y0. Thus if (Y, g, y0) is minimal then π(X
′) = Y which implies that
X ′ = X.
This shows that if (Y, g, y0) is minimal then so is (X, f, x0). Reversing the roles of
(X, f, x0) and (Y, g, y0) and using the isomorphism π
−1 instead of π shows that if
(X, f, x0) is minimal then so is (Y, g, y0).
(2) Suppose (Y, g, y0) is unambiguous. Then fe is injective for all e ∈ E, since
ge is injective and fe = π
−1 ◦ ge ◦ π. Now if fe(x) = fe′(x
′) for some e, e′ ∈ E
and x, x′ ∈ X then ge(π(x)) = π(fe(x)) = π(fe′(x
′)) = ge′(π(x
′)). Hence e = e′
and π(x) = π(x′), since (Y, g, y0) is unambiguous and it follows that x = x
′, since
π is injective. Finally, π(fe(x)) = ge(π(x)) 6= y0 = π(x0) and so fe(x) 6= x0 for
all x ∈ X, e ∈ E. Thus (X, f, x0) is unambiguous. Again reversing the roles of
(X, f, x0) and (Y, g, y0) and using the isomorphism π
−1 instead of π shows that if
(X, f, x0) is unambiguous then so is (Y, g, y0).
Theorem 13.2 A list algebra is initial if and only if it is both minimal and un-
ambiguous.
Proof Let (X, f, x0) be an initial list algebra. Then by Theorem 13.1 (E
∗, ⊳, ε) is
initial and so (E∗, ⊳, ε) and (X, f, x0) are isomorphic. Thus by Lemmas 13.1, 13.2
and 13.3 (X, f, x0) is minimal and unambiguous.
The proof of the converse is almost identical to one of the standard proofs of the
recursion theorem. Let (X, f, x0) be an unambiguous minimal list algebra and
(Y, g, y0) be any list algebra, and consider the list algebra (X × Y, f ×e g, (x0, y0)),
where f ×e g : S ×X × Y → X × Y is given by (f ×e g)(s, x, y) = (f(s, x), g(s, y))
for all e ∈ E, x ∈ X, y ∈ Y , and so (f ×e g)e = fe × ge for each e ∈ E. Let Z be
the least (f ×e g)-invariant subclass of X × Y containing (x0, y0) and let
X0 = { x ∈ X : there exists exactly one y ∈ Y such that (x, y) ∈ Z } .
It will be shown that X0 is an f -invariant subclass of X containing x0, which
implies that X0 = X, since (X, f, x0) is minimal. We twice need the following
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fact: If (x, y) ∈ Z \ {(x0, y0)} then there exists e ∈ E and (x
′, y′) ∈ Z such that
(fe(x
′), ge(y
′)) = (x, y). (This follows because {(x0, y0)} ∪
⋃
e∈E(fe × ge)(Z) is an
(f ×e g)-invariant subclass of X × Y containing (x0, y0) and so contains Z.)
The element x0 is in X0: Clearly (x0, y0) ∈ Z, so suppose also (x0, y) ∈ Z for
some y 6= y0. Then (x0, y) ∈ Z \ {(x0, y0)} and hence there exists (x
′, y′) ∈ Z
and e ∈ E with (fe(x
′), ge(y
′)) = (x0, y). In particular fe(x
′) = x0, which is not
possible, since (X, f, x0) is unambiguous. This shows that x0 ∈ X0.
Next let x ∈ X0 and e ∈ E and let y be the unique element of Y with (x, y) ∈ Z.
Hence (fe(x), ge(y)) = (fe × ge)(x, y) ∈ Z, since Z is (f ×e g)-invariant. Suppose
also (fe(x), y
′) ∈ Z for some y′ ∈ Y . Then (fe(x), y
′) ∈ Z \ {(x0, y0)}, since
fe(x) 6= x0, and so (fe(x), y
′) = (ft(x
′′), gt(y
′′)) for some t ∈ S and (x′′, y′′) ∈ Z.
In particular ft(x
′′) = fe(x), and this is only possible with t = s and x
′′ = x.
since (X, f, x0) is unambiguous. Therefore y
′′ = y, since x ∈ X0, which implies
y′ = ge(y
′′) = ge(y). This shows that ge(y) is the unique element y˘ ∈ Y with
(fe(x), y˘) ∈ Z and in particular that fe(x) ∈ X0.
We have established that X0 is an f -invariant subclass of X containing x0, and so
X0 = X. Now define a mapping π : X → Y by letting π(x) be the unique element
of Y such that (x, π(x)) ∈ Z for each x ∈ X. Then π(x0) = y0, since (x0, y0) ∈ Z
and π(fe(x)) = ge(π(x)) for all x ∈ X, e ∈ E, since (f(x), g(y)) ∈ Z whenever
(x, y) ∈ Z and so in particular (fe(x), ge(π(x))) ∈ Z for all x ∈ X, e ∈ E. This
gives us a morphism π from (X, f, x0) to (Y, g, y0), and it is easy to see that f being
minimal implies that π is unique. Therefore the list algebra (X, f, x0) is initial.
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