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Introduction
This thesis deals with the study of Drinfeld modules and Drinfeld modular schemes. The
main research questions that led to this thesis nd their origin in [56], where an explicit
description of the Drinfeld modular scheme which classies Fq[t]-Drinfeld modules of rank
2 is given. In this description this article addresses the following questions:
(1) What does the compactication of the Drinfeld modular scheme look like?
(2) Which moduli functor is associated to the compactied modular scheme?
These two questions are already answered for classical modular curves. Question (1)
is answered in the classical case by Katz and Mazur in their book [33], in which they
describe the compactication of the classical modular schemes. Question (2) is answered
in the classical case by Deligne and Rapoport in their article [10], where they introduce
`generalized elliptic curves with level n-structure'. This latter concept enables them to
describe the moduli functor associated to the compactied modular scheme in case the
characteristic does not divide the level n.
The major part of this thesis addresses these two questions in the case of general A-
Drinfeld modules. In Chapter 4 the Weil pairing for Drinfeld modules is developed. This
pairing serves as a helpful tool in studying question (1) in Chapter 5. In Chapter 6 the
rst step towards answering question (2) is made. Besides the treatment of both these
questions, the reader will nd two independent number theoretical problems concerning
Drinfeld modules in Chapter 2 and Chapter 3; cf. Section 1.3.
Before doing the technical, algebraic part of questions (1) and (2), I would like to give in
this rst chapter a proper introduction to the eld of Drinfeld modules, and I would like
to explain what questions (1) and (2) are about by describing them in the analytic case
for both elliptic curves and Drinfeld modules.
The theory of Drinfeld modules is a relatively new area of research in function eld
arithmetic. Although in the 1930's L. Carlitz introduced an object which is now called
an `analytic Drinfeld module of rank 1', this topic does not appear in mathematics until
Vladimir Gershonovich Drinfeld in 1974 introduces elliptic modules in his paper [11].
These elliptic modules are nowadays called Drinfeld modules. Of course, this latter name
honours its inventor, but one could argue that Drinfeld's original terminology is more2 Chapter 1. Introduction
appropriate: Drinfeld modules (and especially those of rank 2) are the function eld
analogue of elliptic curves.
Drinfeld's 1974 paper is quite remarkable; not in the least because Drinfeld was only
nineteen years old at the time he wrote it. This paper has had an enormous impact on
the development of function eld arithmetic in the past three decades. However, Drinfeld
seemed not mainly concerned with extending the theory of function eld arithmetic. His
true goal was to prove the Langlands' correspondence for Gl2 over function elds. Let me
give a small indication where this rather technical correspondence can be found in the
landscape of mathematics.
In number theory there exists a correspondence which is known as class eld theory.
This correspondence was established in the 1920's by T. Takagi and E. Artin and can be
considered as a large generalization of the quadratic reciprocity law introduced by Euler
and proven by Gauss.
Let K be a global eld, i.e., K is either a nite extension of Q or of Fp(t). In the former
case K is called a number eld, and in the latter case K is called a function eld. Let Ks
be a separable closure of K, and let Gal(Ks=K) be the corresponding Galois group. Let
V be an n-dimensional C-vectorspace. An n-dimensional representation of Gal(Ks=K)
is a continuous group homomorphism
 : Gal(K
s=K)  ! Gl(V ):
Here Gl(V ) denotes the group of all C-automorphisms of V .
Class eld theory states a bijection between the set of one-dimensional representations
of Gal(Ks=K) and a certain group called the id ele class group. A dierent formulation
of this bijection describes all nite eld extensions L of K with abelian Galois group; cf.
Subsection 1.2.3.
In 1967 the Canadian mathematician Robert P. Langlands conjectured in a letter to
Andr e Weil a correspondence which is a vast generalization of class eld theory to n-
dimensional representations. This conjecture has important consequences. E.g., Andrew
Wiles' proof of Fermat's last theorem is due to results in this direction for Gl2 in the case
K = Q.
In 1974 little was known about this conjecture for Gl2 in the function eld case. In his
paper Drinfeld made a rst important contribution: he was able to prove a local version
of Langlands' conjecture for Gl2 and function elds. Three years later in [12], when com-
pleting his `PhD', Drinfeld could give the proof of the global Langlands' correspondence
for Gl2 and function elds.1
Drinfeld's papers were much appreciated by the mathematical community and were con-
sidered to be of major importance: Drinfeld was awarded with a Fields medal in 1990.
At this occasion, Andrew Jae and Barry Mazur depict the mathematician Drinfeld as
follows:
`His breakthroughs have the magic that one would expect of a revolutionary
mathematical discovery: they have seemingly inexhaustible consequences. On
1cf. [13] for an overview by Drinfeld of his proof3
the other hand, they seem deeply personal pieces of mathematics: \only Drin-
feld could have thought of them!" But contradictorily they seem transparently
natural; once understood, \everyone should have thought of them!"' Cf. [21].
Although Drinfeld proved Langlands' conjecture only in the special case of dimension
2, his ideas are an essential turning point in the study of Langlands' conjecture over
function elds. Along the lines of the strategy that Drinfeld developed in his articles,
Laurent Laorgue proved in 2000 Langlands' correspondence for function elds in every
dimension; cf. [35]. Of course, setting out a basic strategy is not quite the same as
actually proving the correspondence. As M. Rapoport writes about Laorgue's work:
`Already Drinfeld's proof is extremely dicult. Laorgue's proof is a real
tour de force, taking up as it does several hundred pages of highly condensed
reasoning. By his achievement Laorgue has proved himself a mathematician
of remarkable strength and perseverance.' Cf. [16].
Also Laorgue received a Fields medal for his work on the Langlands' correspondence.
Although the theory of Drinfeld modules and its generalizations are mainly the concern
of specialists, it is safe to conclude from this series of events that this theory is one of the
important developments in mathematics during the last thirty years.
This short history of Drinfeld modules shows that one of the guiding problems that led
to the development of this eld has been solved. So what remains to be done?
To answer this question, let me point out another reason why Drinfeld's 1974 paper is
remarkable. It is clear that the impact of Drinfeld's results intrigued a lot of mathe-
maticians. However, the history of Drinfeld's article and its success may strike you as
somewhat surprising once you start reading his paper. Probably the rst thing that
comes to mind while trying to cope with the mathematics in this paper, is that Drinfeld
has not taken accessibility as his main concern.
If one consults the literature on the theory of Drinfeld modules, one nds that more
people must share this experience. A number of mathematicians put a lot of eort in ex-
plaining Drinfeld's results and making them comprehensible. Work of Goss and Gekeler,
together with proceedings such as [23] and [18] enable a larger audience of number the-
orists and algebraic geometers to enter the eld. Moreover, these books show the major
implications of Drinfeld modules for the theory of function elds.
I already mentioned the parts of the theory which I would like to clarify in this thesis. To
give a better understanding of the guiding questions, I will proceed in this introduction
as follows. I shall rst discuss (part of) these problems in the context of elliptic curves
over C, the eld of complex numbers. This section is only meant as a way of xing ideas.
Therefore, it can be skipped by anyone familiar with the theory of elliptic curves.
In the subsequent section I shall introduce Drinfeld modules and some of their properties.
This leads up to a discussion of the problems considered in this thesis.
Finally, for completeness sake, I shall give a brief outline of each chapter in Section 1.3.4 Chapter 1. Introduction
1.1 Elliptic curves
Let  = Z!1 + Z!2  C such that !1 and !2 are linearly independent over R, then 
is a lattice of rank 2. We will assume that im(!1=!2) > 0. An elliptic curve E over C
is dened to be the curve E := C= together with the group law induced on E by the
addition of C. Maybe C= does not `look' much like a curve. However, it turns that
there exists an honest curve inside P2
C given by an equation
y
2 = x
3   g2x   g3 (1.1)
such that there exists an complex analytic isomorphism between C= and the C-valued
points of the curve given by (1.1). The constants g2 and g3 are determined by the lattice
.
Let 1 and 2 be two lattices inside C such that there exists an element c 2 C with
c1  2, then c induces a map fc from E1 = C=1 to E2 = C=2 given by fc :
z 7! cz. The maps fc are called the morphisms from E1 to E2. A morphism is an
isomorphism if c1 = 2. A morphism from E to itself is called an endomorphism. The
ring of endomorphisms is denoted End(E). Clearly, multiplication with n 2 Z is an
endomorphism. Hence,
Z  End(E):
For any n 2 N we can consider the group of n-torsion points E[n]. This group is dened
as
E[n] := fx 2 E j n  x = 0g:
Suppose that z 2 C, then
z +  2 E[n] () z 2
1
n
:
This gives us the following explicit description of the group of n-torsion points:
E[n] =
1
n
= =
!1
n
Z=!1Z 
!2
n
Z=!2Z  = (Z=nZ)
2:
1.1.1 The Weil pairing
A tool which plays an important role in this thesis is the function eld analogue of the
Weil en-pairing. There is a geometric denition of the Weil pairing which denes this
pairing not only for elliptic curves, but more generally for principally polarized abelian
varieties. We prefer to give here a more elementary denition. Let
n = fe
2ik
n j k 2 f0;:::;n   1gg
denote the group of nth roots of unity for some n 2 N. The Weil pairing is a bilinear,
non-degenerate, alternating map on the n-torsion:
en : E[n]  E[n]  ! n:1.1 Elliptic curves 5
To dene en, we rst recall some facts on functions and divisors. These facts can all be
found in Chapter III of [52].
A divisor is a nite, formal sum
D =
X
i
mi[Di]; mi 2 Z; Di 2 E:
The support of D is the set consisting of those Di for which mi 6= 0.
Let C(E) denote the function eld of E. This is the eld consisting of all elliptic functions
on E. An elliptic function is a meromorphic function
g : E  ! C [ f1g:
We associate a divisor div(g) to g. Write div(g) =
P
i ni[Di] with ni 2 Z and Di 2 E,
then div(g) is determined by the following two properties:
(1) The support of div(g) is equal to the set of all zeroes and poles of g.
(2) If ni > 0, then g has a zero of order ni in [Di]. If ni < 0, then g has a pole of order
 ni in [Di].
Two divisors D1;D2 are called linearly equivalent if their dierence D1 D2 is the divisor
of an elliptic function. We denote this as D1  D2.
Let D =
P
i mi[Di] be a divisor, and let g be an elliptic function such that the support
of D and div(g) are disjoint, then we write
g(D) :=
Y
i
g(Di)
mi:
Two divisors D1;D2 are called linearly equivalent if their dierence D1 D2 is the divisor
of an elliptic function. We denote this as D1  D2.
Consider P;Q 2 E[n]. We can associate the divisors [P] [0] and [Q] [0] to these points.
Let DP  [P]   [0] and DQ  [Q]   [0] such that DP and DQ have disjoint support.
As P and Q are n-torsion points, the divisors nDP and nDQ are the divisors of elliptic
functions fP and fQ, respectively.
The Weil pairing is dened as
en(P;Q) :=
fP(DQ)
fQ(DP)
:
Remark 1.1.1. To see that en(P;Q) is indeed an nth root of unity, one needs Weil
reciprocity: for two elliptic functions g1;g2 we have
g1(div(g2)) = g2(div(g1)):
Consequently,
en(P;Q)
n =

fP(DQ)
fQ(DP)
n
=
fP(div(fQ))
fQ(div(fP))
= 1:
Weil reciprocity also explains why the denition of en does not depend on the choice of
the particular divisor DP (respectively DQ) in the linear equivalence class of [P]   [0]
(respectively [Q]   [0]).6 Chapter 1. Introduction
From this denition it is not dicult to see that en is both bilinear and alternating. As
E[n]  = (Z=nZ)2, there exists an obvious action of Gl2(Z=nZ) on E[n]. As en is alternating
and bilinear, the Weil pairing en is equivariant with respect to this action. This means
that for all  2 Gl2(Z=nZ) and for all P;Q 2 E[n]
en((P);(Q)) = en(P;Q)
det():
We shall compute en explicitly. Elliptic functions can be described in terms of the Weier-
stra -function. We denote  := nf0g. By denition
(z) := z
Y
 2 
 6= 0

1  
z


e
  z
  1
2(
z
)
2
:
We state the following properties of the Weierstra -function; cf. Chapter VI of [52].
(1) For every  2  with  62 2
(z + ) =  e
()(z+ 
2 )(z): (1.2)
Here () does not depend on z.
(2) Since im(!1=!2) > 0, the elements (!1) and (!2) satisfy the Legendre relation:
!2(!1)   !1(!2) = 2i: (1.3)
(3) Let D =
P
i mi[Di] be a divisor with Di 2 C. Assume that
P
i mi = 0 and that P
i miDi =  2 , then there exists an elliptic function g such that its divisor
equals D. If we assume that  = 0, then we have in fact
g =
Y
i
(z   Di)
mi: (1.4)
(4) If  6= 0, then we may replace D by D  []+[0]. This is called normalizing. As D
and D   [] + [0] are the same divisors over E, we see that
g = (z)(z   )
 1 Y
i
((z   Di)
mi):
Suppose that P;Q 2 E[n]. Consider fP to be the function with divisor nDP with DP =
[P]   [0]. After normalizing we get
fP =

(z   P)
(z)
n (z)
(z   nP)
:
Similarly, we would like to take for fQ the function with divisor n[Q]   n[0]. However,
the denition of the Weil pairing requires that the divisors of fP and fQ have disjoint
support. So instead we take DQ = [T + Q]   [T] with T 2 E[n] such that both T and1.1 Elliptic curves 7
T + Q are distinct from P and 0. The divisor DQ is linearly equivalent to [Q]   [0]. Let
fQ be the function whose divisor is nDQ. After normalizing we get
fQ =

(z   (T + Q))
(z   T)
n (z)
(z   nQ)
:
Recall that E[n] is generated by
!1
n and
!2
n . So en is determined by en(
!1
n ;
!2
n ). We
can compute this latter nth root of unity explicitly. Let P =
!1
n and Q =
!2
n . Using
(z) = ( z) and the functional equation (1.2), it is a straightforward matter to compute
that
en(P;Q) = e
(!2)P (!1)Q:
By the Legendre relation (1.3) we see that n((!2)P   (!1)Q) =  2i. Consequently,
en(P;Q) = e
 2i
n = 
 1
n :
Remark 1.1.2. In the sequel we often consider lattices of the form  = Z + Z! with
im(!) > 0. In this case, as im(!=1) > 0, we see that
en

1
n
;
!
n

= n:
Tate curves
There is also another way of describing elliptic curves. We include this description as
well, as it prepares for the description of the Tate elliptic curve. Consider the exponential
map
e : C  ! C
; z 7! e
2iz:
Let ! 2 C with im(!) > 0, and set q := e(!). The image of ! = Z + Z! is
e(!) = fq
i j i 2 Zg =: hqi:
In fact, e gives an isomorphism
e : E
  ! C
=hqi:
Let C = C=hqi: The n-torsion of C is
C[n] := fx 2 C j x
n = 1g:
By construction C[n] is the image of E[n] under e. Generators of C[n] as Z-module are
n = e
2i
n and  = e
2i!
n , with n = q. So we can write
C[n]  = n  Z=nZ:
Of course, the Weil pairing yields a map C[n]  C[n]  ! n.8 Chapter 1. Introduction
1.1.2 The moduli problem for elliptic curves
Classifying elliptic curves is an important problem. To classify all isomorphy classes of
elliptic curves over C, we look for a curve Y (1) over C such that every point on this curve
corresponds to a unique isomorphy class of elliptic curves over C.
Another important moduli problem is classifying pairs (E;) over C where E is an elliptic
curve and  is a so-called level n-structure. Equipping an elliptic curve with a level n-
structure means xing an isomorphism
 : (Z=nZ)
2   ! E[n]:
The pair (E;) is called an elliptic curve with level n-structure over C.
It turns out that there indeed exist curves Y (1) and Y (n) which classify isomorphy classes
of elliptic curves and isomorphy classes of elliptic curves with level n-structure. We will
describe Y (1) and Y (n); cf. [10] and [57].
The curve Y (1).
To classify the isomorphy classes of elliptic curves, we consider the Poincar e upper half
plane
H := fz 2 C j im(z) > 0g:
The group Sl2(Z) acts on H as follows. For all  = (i;j) 2 Sl2(Z) and for all z 2 H we
dene
(z) :=
1;1z + 1;2
2;1z + 2;2
2 H:
Let ! 2 H and let
! := Z + Z!:
We write E! for the elliptic curve corresponding to !. Clearly, every elliptic curve E
over C is isomorphic to some E!. However, the isomorphy class of E! is not determined
by a unique !. In fact, it is not dicult to see that
E!  = E!0 () there is an element  2 Sl2(Z) such that !0 = (!).
Namely, the isomorphy c! = !0 is given by c = 2;1!0 + 1;1 and an easy computation
yields c! =  2;2!0 + 1;2.
We conclude that every point of the quotient space
Y (1) = Sl2(Z)nH
corresponds to a unique isomorphy class of elliptic curves over C.
Remark 1.1.3. Another important way of classifying the isomorphy classes of elliptic
curves is the j-invariant. This j-invariant associates to each lattice  a complex number
j() 2 C, which is called the j-invariant of E; cf. Chapter VI in [52]. This j-invariant
only depends on the isomorphy class, and it gives rise to an isomorphism
j : Y (1) = Sl2(Z)nH  ! A
1(C) = C: (1.5)1.1 Elliptic curves 9
The curve Y (n).
Something similar can be done for isomorphy classes of elliptic curves with level n-
structure (E;). The elliptic curve with level n-structure (E1;1) is called isomorphic to
(E2;2) if and only if there exists an element c 2 C such that 1 = c2 and 1 = c2.
To classify all elliptic curves with level n-structure, we rst classify a special class of pairs
(E;). Let ! 2 H. The lattice ! is the image of the Z-module homomorphism
f! : Z
2  ! C; (a;b) 7! a! + b:
The map f! can be extended in a natural way to a Q-linear homomorphism
f! : Q
2  ! C:
It is not dicult to see that the image of (n 1Z)2 under f! consists precisely of those
elements in C which are mapped to E[n] under the map C  ! C=!. Consequently, f!
induces a natural map
(n
 1Z=Z)
2   ! E[n]; (a;b) 7! f!(a;b):
The natural isomorphism (Z=nZ)2   ! (n 1Z=Z)2 gives rise to the canonical level n-
structure ! on E!
! : (Z=nZ)
2   ! E[n]:
Therefore, we can associate to any ! 2 H the pair (E!;!). Again, the isomorphy class
of such a pair is not uniquely determined by !. To see which !'s give rise to the same
isomorphy class (E!;!), we consider the action of Sl2(Z) on these pairs.
Let  = (i;j) 2 Sl2(Z). We dene ~  to be the image of   1 under the reduction map
Sl2(Z)  ! Sl2(Z=nZ):
The action of Sl2(Z) on lattices extends to an action on a pair (E!;!) as follows:
for all  2 Sl2(Z)
(E!;!) := (E(!);(!)  ~ ):
This action is dened in such a way that
(E!;!)  = (E!;!):
Let  (n) be the kernel of the map Sl2(Z)  ! Sl2(Z=nZ):
 (n) = f 2 Sl2(Z) j  =

1 + a b
c 1 + d

and a;b;c;d  0 mod ng
Let !;!0 2 H. We saw above that E!  = E!0 if and only if ! = (!0) for some  2 Sl2(Z).
However, if ! = (!0), then
 : (E!;!) 7! (E!0;!0  ~ ):10 Chapter 1. Introduction
Note that ~  is trivial if and only if  2  (n). Hence,
(E!;!)  = (E!0;!0) () there is an element  2  (n) with ! = (!0).
Consequently, the quotient space
 (n)nH
classies the isomorphy classes of pairs of the form (E!;!).
To classify all pairs (E;), note that not every elliptic curve with level n-structure (E;)
over C is isomorphic to a pair (E!;!). This is due to the fact that we can alter the level
n-structure by elements of Gl2(Z=nZ). However, for every (E;) there does exist a pair
(!;) 2 H  Gl2(Z=nZ) such that
(E;)  = (E!;!  ):
There exists an action of Sl2(Z) on pairs (E!;!  ) as follows: for every  2 Sl2(Z)
dene
(E!;!  ) := (E(!);!  ~   ):
In the sequel we will say that  2 Sl2(Z) gives an action on pairs (!;) by (!;) =
((!); ~   ), and we will say that the pair (!;) is isomorphic to (!0;0) if
(E!;!  )  = (E!0;!0  
0):
Consequently,
(!;)  = (!;):
To nd all pairs (!;) which give rise to the same isomorphy class, we use the Weil
pairing. For any pair (E!;!) we have by earlier computations
en (!(1;0);!(0;1)) = en

1
n
;
!
n

= n:
Let  2 Gl2(Z=nZ) and set  = !  , then
en((1;0);(0;1)) = 
det()
n :
In this way, the Weil pairing gives rise to a map
H  Gl2(Z=nZ)  ! n; (!;) 7! 
det()
n :
Lemma 1.1.4. A pair (E;) over C is isomorphic to (E!;!) for some ! 2 H if and
only if
en((1;0);(0;1)) = n:
Proof. First note that (!;)  = (!0;1) for some !0 2 H if and only if det() = 1 mod N.
Namely, as (!;) = ((!); ~   )), there exists an element  2 Sl2(Z) with ~    = 1 if
and only if  is in the image of the reduction map Sl2(Z)  ! Sl2(Z=nZ), i.e., if and only
if det() = 1.
Suppose that the lattice of E is given by Z!1+Z!2 with im(!2=!1) > 0. The isomorphism
given by c = 1
!1 maps (E;) to (E!;!) with ! = !2=!1. By our previous computations
en((1;0);(0;1)) = 
det()
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According to this lemma, a pair
(!;) 2 H  Gl2(Z=nZ)
is isomorphic to some (!0;1) if and only if
(!;) 2 H  Sl2(Z=nZ):
The space which classies all pairs (!0;1) is  (n)nH. As
Gl2(Z=nZ)=Sl2(Z=nZ)  = (Z=nZ)
;
the space
Y (n) := ( (n)nH)  (Z=nZ)

classies all isomorphy classes of elliptic curves with level n-structure over C. This space
can be seen as #(Z=nZ) copies of the Riemann surface  (n)nH. The action of the Weil
pairing on H  Gl2(Z=nZ) induces a map
en : Y (n)  ! n; (!;) 7! 
det()
n :
This shows that the Weil pairing labels the connected components of Y (n).
1.1.3 Cusps and the Tate elliptic curve
From now on we will assume that n  3. The spaces Y (1) and Y (n) are not compact, but
can be compactied by adding some points. In fact, it is well-known that the Riemann
surface Y (1) is isomorphic to the projective line over C minus one point. Consequently,
the compactication X(1) of Y (1) is isomorphic to P1
C. The set of cusps of X(1) is by
denition X(1)   Y (1). So the curve X(1) has only one cusp. We choose coordinates of
X(1) such that this cusp is given by (1 : 0), called the point at 1.
The map H  ! Sl2(Z)nH can be extended to a map
H  ! X(1)
such that also the action of Sl2(Z) extends. It turns out that the cusps of H are the
points P1(Q). The cusps of H are exactly the points which are identied with (1 : 0)
under the action of Sl2(Z).
Let X(n) be the compactication of Y (n). Then X(n) consists of #(Z=nZ) connected
components which are each isomorphic to the compactication of  (n)nH. The set of
cusps of  (n)nH must be  (n)nP1(Q). Note that the subgroup

1 k
0 1

 Sl2(Z)
is the subgroup which acts trivially on (1 : 0). The image of this subgroup in Sl2(Z=nZ)
has 2n elements. As  (n) is the kernel of Sl2(Z)  ! Sl2(Z=nZ), it follows that the
number of cusps of  (n)nH equals
#Sl2(Z=nZ)
2n
:
There are two natural questions concerning the cusps of X(n).12 Chapter 1. Introduction
(1) Can we interpret the cusps?
(2) Can we extend the functor represented by Y (n) to a functor represented by X(n)?
To indicate an answer to these questions, we will need a stronger property of the curve
Y (n). We have seen that every point  2 Y (n) corresponds to a pair (!;) and to an
isomorphy class (E!;! ) over C. We say that there is a family of elliptic curves over
Y (n). This family is universal. This implies the following. Let K be a C-eld, and let
(E;) be an elliptic curve E over K with a level n-structure . Then there is a unique
point  2 Y (n) such that the image of the corresponding pair (E!;!  ) under the
natural map C  ! K is K-isomorphic to (E;).
The Tate elliptic curve T is an important curve which describes what happens at the
cusps. We describe T only for the connected component  (n)nH of Y (n) consisting of
the pairs (E;) with
en((1;0);(0;1)) = n:
The Tate elliptic curve is an elliptic curve dened over the eld C((t)) as
T := C((t))
=ht
nk j k 2 Zi:
The n-torsion is
T [n] = fx 2 T j x
n = 1g = n  Z=nZ:
We equip T with a level n-structure
T : (Z=nZ)
2  ! T [n]
which is given by
(1;0) 7! n; (0;1) 7! t:
A Tate elliptic curve with level n-structure is a pair (T ;T  ~ ) with  2 Sl2(Z). Note
that the automorphism group of T is generated by the following two automorphisms
[ 1] : T  ! T ; c 7! 1
c
 : T  ! T ; c 7! nc:
It is not dicult to see that
[ 1] : (T ;T ) 7! (T ;T 

 1 0
0  1

)
and

k : (T ;T ) 7! (T ;T 

1 k
0 1

):
So if we choose representatives ~ i of the subgroup
N :=

1 k
0 1
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in Sl2(Z=nZ), then the pairs (T ;T  ~ i) are
#Sl2(Z=nZ)
2n distinct isomorphy classes of Tate
elliptic curves with level n-structure.
This Tate elliptic curve helps us in studying the cusps as follows. The curve T has the
following ane equation:
y
2 + xy = x
3 + Bx + C; B;C 2 q
nC[[q
n]];
cf. [57]. So there is a model of T inside P2
C[[q]]. This model of T denes outside q = 0 an
elliptic curve, but at q = 0 it has bad reduction: its equation at q = 0 is
y
2 + xy = x
3;
and this equation has a double point in (0;0). Consequently, at q = 0 the model of the
Tate elliptic curve no longer gives rise to an elliptic curve.
Remark 1.1.5. The map which sends the analytic description of the Tate elliptic curve
to the C[[q]]-valued points of the above algebraic model of the Tate elliptic curve maps
the analytic torsion point t to a pair (x;y) which is not C[[q]]-rational. The other direct
summand n of the n-torsion is C[[q]]-rational.
Let us take a closer look at the model of T . We can consider q as a parameter. Mapping
q 7! c 2 Cnf0g maps the pair (T ;T ) to a genuine elliptic curve with level n-structure
over C. Therefore, this gives rise to a point of Y (n).
At q = 0 the Tate elliptic curve T does not reduce to an elliptic curve. Therefore, the
pair (T ;T ) does not give rise to a point of Y (n) under the map q 7! 0. However, if
we let (qi) be a sequence with qi 2 Cnf0g and qi  ! 0, we get a sequence of points in
Y (n)  X(n). As X(n) is compact, this sequence converges in X(n). We conclude the
reduction of the pair (T ;T ) at q = 0 corresponds to a cusp of X(n).
This more or less indicates how a pair (T ;T  ~ i) gives rise to a unique cusp of X(n).
Similarly, every pair (T ;T ~ i) gives rise to a unique cusp of X(n). Because the number
of distinct pairs (T ;T  ~ i) equals the number of cusps of X(n), we see how we can
use the Tate elliptic curve with level n-structure to describe the cusps. In fact, from an
algebraic point of view, the scheme iC[[t]]~ i together with the pairs (T ;T  ~ i) above
C[[t]]~ i describes what is called the formal neighbourhood of the cusps of X(n).
The other question (2) asks whether we can use the pairs (T ;T  ~ i) to extend the
universal family f(E!;!  ) above Y (n) to a family above X(n). There is one major
problem which obstructs this: only one direct summand T [n] is C[[t]]-rational; cf. Remark
1.1.5. Therefore, we cannot extend the level n-structure to a map above the cusps.
The natural way to repair this, is to alter the model of T . This is done by Deligne and
Rapoport in [10]. The reduction of the given model of Tate elliptic curve does not have a
group structure at t = 0. By deleting the double point (0;0) from this reduction, we get
the multiplicative group Gm over C. However, this group does not have enough n-torsion
points to extend the notion of a level n-structure: Gm[n]  = n.
To solve this, they replace the model of the Tate elliptic curve by the N eron model whose
reduction at t = 0 is an n-gon of P1's over C.14 Chapter 1. Introduction
After deleting the intersection points, we get n copies of Gm. This gives us a group
structure which is isomorphic to Z=nZ  Gm and, therefore, enough n-torsion points;
cf. [10] and [56]. This N eron model of the Tate elliptic curve together with its group
structure is called a generalized elliptic curve. Using this model, Deligne and Rapoport
can also dene an extension of a level n-structure to X(n) and can describe the moduli
functor represented by X(n).
1.2 Drinfeld modules
Let p denote a prime number and let q denote a power of p. By Fq we denote the nite
eld with q elements. Throughout this section we will assume A = Fq[t] unless stated
otherwise. From a number theoretic point of view the ring A = Fq[t] has a lot properties
in common with Z, and the rational function eld Fq(t) shares a lot of properties with
Q. We can stress this analogy even further by completing both elds along the valuation
at 1. (This valuation is the Archimedean one in the number eld case and the one
corresponding to 1
t in the function eld case.) This completion of Q is R, and this
completion of Fq(t) is the eld of Laurent series Fq((1
t)). The latter eld is denoted by
K1.
Furthermore, we may take the algebraic closure C of R. The eld of complex numbers
C has the nice property that it is complete again. This is not the case for the algebraic
closure of Fq((1
t)). However, if we take the completion of the algebraic closure of Fq((1
t)),
then we end up with a eld which is both algebraically closed and complete. This eld
is the function eld analogue of C and is denoted by C1.
1.2.1 Denition of a Drinfeld module over a eld
Let K be an A-eld. This means that there exists a ring homomorphism

 : A  ! K:
Let Kfg be the following skew polynomial ring. Its elements are nite sums
P
i kii
with ki 2 K. Elements in this skew ring are added in the obvious way. Multiplication is
determined by multiplication in K and by the rule k = kq for all k 2 K.
We also dene a ring homomorphism `evaluation at 0'
@0 : Kfg  ! K;
X
i
ki
i 7! k0:
Denition 1.2.1. A Drinfeld module over K is an Fq-linear ring homomorphism
' : A  ! Kfg;
such that
(1) @0  ' = 
.
(2) There is an a 2 A such that 'a 6= 
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It is a convention to write 'a instead of '(a) for a 2 A. Note that this denition shows
how a Drinfeld module equips Kfg with an A-module structure which by (2) is dierent
from the one that Kfg naturally inherits from 
.
A Drinfeld module over K has a rank. This is an integer r  1 such that deg('a) =
rdeg(a) for all a 2 A.
If we dene
 : K  ! K; k 7! k
q;
then ' induces an A-module structure on K, and it makes sense to consider the a-torsion
points of K via '. It turns out that the a-torsion has an interesting structure. In some
sense this is remarkable, because if we take K = Fq(t) and consider the natural A-module
structure on K, then the a-torsion is not interesting at all: the only a-torsion point in K
is 0 for every 0 6= a 2 A.
The a-torsion of a Drinfeld module of rank r for some a 2 A and a 62 ker(
) has in fact
a similar structure as the n-torsion of an elliptic curve:
'[a](K
s)  = (A=aA)
r
as A-module. Here Ks denotes a separable closure of K.
A morphism between two Drinfeld modules  and   over K is given by a skew polynomial
 2 Kfg such that
a =  a for all a 2 A:
An isomorphism is a morphism which has an inverse.
A Drinfeld module is said to be of general characteristic if ker(
) = 0, otherwise it is said
to have characteristic ker(
).
Example 1.2.2. In case A = Fq[t], the Drinfeld module ' of rank r over an A-eld K is
determined by
't = 
(t) + c1 +  + cr
r;
with ci 2 K and cr 2 K. If r = 1 and K = K is algebraically closed, then the Drinfeld
module ' given by
't = 
(t) + c1
is isomorphic to   given by
 t = 
(t) + 
via the isomorphism given by  2 K with q 1 = 1
c1. The Drinfeld module   is called the
Carlitz module. This module was introduced by L. Carlitz in the 1930's. The t-torsion
points of   are the roots of the polynomial
(
(t) + )(X) = 
(t)X + X
q:
It is not dicult to see that these roots are given by Fq with  =
q 1 p
 
(t).
In the sequel we will restrict ourselves mainly to Drinfeld modules of rank 2.16 Chapter 1. Introduction
1.2.2 The analytic construction
The similarity between elliptic curves and Drinfeld modules, can easily be seen from an
analytic point of view. Similar to elliptic curves over C, Drinfeld modules can analytically
be constructed from lattices in C1. Let L be a nite extension of K1 and let Ls be its
separable closure inside C1. Let ' be a Drinfeld module of rank 2 over L.
A lattice  is a discrete A-module of nite rank in Ls such that it is invariant under the
Galois group Gal(Ls=L).
A morphism over L between two lattices 1 and 2 is given by an element c 2 L, such
that c1  2.
Drinfeld shows in his paper [11] that the following categories are equivalent
8
<
:
isomorphy classes of
Drinfeld modules of
rank 2 over L
9
=
;
  !
8
<
:
isomorphy classes
of lattices of
rank 2 over L
9
=
;
:
This equivalence is dened as follows. To a Drinfeld module of rank 2 one may associate
an analytic morphism, the `exponential map'
e : L
s  ! L
s:
The map e commutes with addition and is dened up to a scalar by the property
e  a = 'a  e for all a 2 A: (1.6)
The kernel of the exponential map is a lattice of rank 2 over L.
On the other hand, one can also associate to a lattice  of rank 2 a Drinfeld module of
rank 2. The lattice gives rise to the following exponential map:
e : L  ! L; z 7! e(z) = z
Y
2nf0g

1  
z


:
For every a 2 A there exists a skew polynomial Pa 2 Lfg with Pa  e = e  a. It turns
out that these polynomials Pa give rise to a Drinfeld module ' with 'a = Pa.
1.2.3 Kronecker's Jugendtraum
\Es handelt sich um meinen liebsten Jugendtraum, n amlich um den Nachwei,
da die Abel'schen Gleichungen mit Quadratwurzeln rationaler Zahlen durch
die Transformations-Gleichungen elliptischer Funktionen mit singul aren Mo-
duln grade so ersch opft werden, wie die ganzzahligen Abel'schen Gleichungen
durch die Kreisteilungsgleichungen." [34, Vol. V, p. 455]
The similarity between elliptic curves and Drinfeld modules extends to explicit class eld
theory. Class eld theory has to do with describing the abelian extensions of number
elds or function elds. The Kronecker-Weber theorem gives an explicit version of this
theory for Q by constructing the maximal abelian extension of Q. This theorem states
that the maximal abelian extension of Q is given by adjoining to Q the roots of unity1.2 Drinfeld modules 17
e
2i
n for all n 2 N.
To stress the analogy with the function eld case, we can also say that we get the maximal
abelian extension of Q by adjoining to Q all n-torsion points of the algebraic group Gm;Q
for all n 2 N.
There does not (yet) exist an explicit description of the maximal abelian extension of an
arbitrary number eld. But there is an explicit description of the maximal abelian exten-
sion of an imaginary quadratic number eld K. This is a eld of the form K = Q(
p
 d)
with d 2 N and d a non-square. The description of the maximal abelian extension of
these elds is known as Kronecker's Jugendtraum; cf. [58].
Let E be an elliptic curve such that End(E) is isomorphic to the ring of integers of K.
Moreover, let
(x) : C=  ! C
be the Weber function; cf. Appendix C in [52]. This Weber function can be given very
explicitly in terms of . The maximal abelian extension of K is then given by adjoining
to K the j-invariant of E and the values (t) where t runs through the n-torsion points
E[n] for all n 2 N.
In the function eld case, one has for the function eld K = Fq(t) an explicit description
of the maximal abelian extension of K completely split at 1.
Suppose that   is the Carlitz module over K:
 t = t + :
The maximal abelian extension completely split at 1 can be constructed as follows. Let
(g)  A be a proper, non-zero ideal, and let K( [g]) be the eld obtained by adjoining the
g-torsion points of   to K. This extension is tamely ramied at 1. The decomposition
group and ramication group of this extension at 1 are both isomorphic to F
q. Let
K+( [g]) = K( [g])F
q, i.e., the subeld of K( [g]) xed by the action of this subgroup
F
q. Hence K+( [g]) is completely split at 1. The maximal abelian extension of K
completely split at 1 is the compositum of all K+( [g]).
In fact, one has this explicit description of the maximal abelian extension of K completely
split at 1 for every global function eld K. So if we choose A arbitrary and let K be its
quotient eld, then we can say the following.
There exists a Drinfeld module   of rank 1 dened over the Hilbert class eld H tamely
ramied at 1 of K. This eld H is the subeld of C1 generated by K and the coecients
of  a for some non-constant a 2 A; it does not depend on the choice of a.
Let I  A be a proper, non-zero ideal of A. Let  [I] = \g2I [g] be the I-torsion group
of  . Dene H( [I]) to be the eld obtained by adjoining  [I] to H. Again, H( [I])
is tamely ramied at 1. Its decomposition group at 1 is G = F
qdeg(1). The subeld
H+( [I]) = H( [I])G is completely split at 1. The maximal abelian extension of K
completely split at 1 equals the compositum of all H+( [I])'s. This construction is due
to David Hayes. A nice description can be found in Chapter 7 of [22].
In his article in 1974 also Drinfeld gives a description of the maximal abelian extension
completely split at 1. He uses moduli schemes. Again, let I  A be a proper non-zero18 Chapter 1. Introduction
ideal. Let M1(I) denote the Drinfeld modular scheme of rank 1 and level I - we dene
what we mean by this later on. It turns out that the quotient eld of M1(I) is isomorphic
to the eld H+( [I]) (or K+( [I]) if A = Fq[t]). Moreover, the scheme M1(I) is ane
and its corresponding ring is the ring of integers of H+( [I]).
The limit of these schemes
M
1 := lim
   M
1(I)
is an ane scheme whose corresponding ring is given by the integral closure of A inside
the maximal abelian extension completely split at 1 of the function eld K.
1.2.4 The Weil pairing
The previous subsection shows that the f-torsion of a Drinfeld module of rank 1 can in
some sense be seen as the function eld analogue of the nth roots of unity. The analogy
goes even further. In the previous chapter we described the Weil pairing for elliptic
curves. There is in fact a Weil pairing for Drinfeld modules, as we will show in Chapter
4 of this thesis. In particular, see Section 4.5 for the Weil pairing and its properties.
Let us brie
y indicate how we get this pairing. Suppose that a Drinfeld module ' of
rank 2 over some A-eld K is given, together with an element f 2 AnFq which is not an
element of the characteristic of '. Write '[f] for the kernel of 'f. The assumption on f
implies that
'[f](K
s)  = (A=fA)
2
as A-modules. The question is whether we can associate to ' a Drinfeld module   of
rank 1 over the same eld K such that there exists a natural, non-degenerate, alternating,
bilinear map on the f-torsion points:
wf : '[f](K
s)  '[f](K
s)  !  [f](K
s):
The Weil pairing is dened by using the determinant of a Drinfeld module. However, from
the denition of a Drinfeld module it is dicult to see what taking a determinant could
mean. Therefore, we use the concept of abelian t-modules and t-motives. These concepts
were introduced by Greg Anderson in [1], and they give a very helpful description of
Drinfeld modules as a subcategory of an abelian category of t-motives. This enables us
to dene the the determinant of a Drinfeld module.
Using this determinant, we know which rank 1 Drinfeld module   to associate to '.
Moreover, the mod f-reduction of this construction yields the Weil pairing on the f-
torsion of  .
Example 1.2.3. Suppose that ' is a rank 2 Drinfeld module over K given by
't = 
(t) + c1 + c2
2:
It turns out that the Drinfeld module   associated to ' is given by
 t = 
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Suppose that the t-torsion of ' is K-rational. The Weil pairing wt is given as follows:
'[t](K)  '[t](K)  !  [t](K) by (x;y) 7! xy
q   x
qy:
The following easy computation shows that wt(x;y) 2  [t]:
 t(xy
q   x
qy) = 
(t)(xy
q   x
qy)   c2(x
qy
q2
  x
q2
y
q) =
y
q(
(t)x + c1x
q + c2x
q2
)   x
q(
(t)y + c1y
q + c2y
q2
) = x
q't(y)   y
q't(x) = 0:
1.2.5 The analytic moduli problem
In the previous section we classied the isomorphy classes of elliptic curves with level
n-structure over C. Similarly, we can classify the isomorphy classes of Drinfeld modules
with level f-structure.
Recall that a lattice is an A-module of nite rank which lies discretely in C1. As A =
Fq[t], lattices are free A-modules. We will restrict our description to Drinfeld modules
of rank 2. Consequently, the lattices corresponding to the Drinfeld modules are free
A-modules of rank 2; cf. Section 2 in [57].
Let Y = A  A. Let 
(2) denote the rigid analytic space


(2) = P
1
C1   K1-rational points in P
1
C1:
This space is the analogue of the space CnR in the classical case. If we divide out the
space CnR by the action of 1, then we get the space H which played an important part
in the classication of elliptic curves over C.
To every (x : 1) 2 
(2) we associate an A-lattice  of rank 2 as follows. Let gx : Y  ! C1
be an A-linear map given by
(a;b) 7! ax + b:
Let  = gx(Y ), then  is indeed an A-lattice of rank 2. By extending scalars, gx extends
to a K1-linear map
gx : Y 
A K1  !  
A K1:
By the analytic theory every Drinfeld module of rank 2 over C1 corresponds to such a
lattice   C1. Hence the map
G1 : 

(2)  !

isomorphy classes of Drinfeld modules
over C1 of rank 2

:
given by
(x : 1) 7!  = gx(Y )
is surjective.
There exists a natural action of Gl2(A) on 
(2) given by
 = (i;j) : (x : 1) 7! (1;1x + 1;2 : 2;1x + 2;2) for all  2 Gl2(A):20 Chapter 1. Introduction
Suppose that (x : 1);(y : 1) 2 
(2). The lattices gx(Y ) and gy(Y ) are isomorphic if and
only if there exists an element  2 Gl2(A) mapping the A-basis fx;1g to fy;1g. Or,
equivalently, (y : 1) = (x : 1). This shows that the space
Gl2(A)n

(2)
classies the isomorphy classes of Drinfeld modules of rank 2 over C1. Note the similarity
with the classical case.
Let  = gx(Y ). We equip  with a level f-structure for some non-constant f 2 A. A
level f-structure is an isomorphism
 : (A=fA)
2  ! f
 1=:
Let (A=fA)2   ! f 1Y=Y be the canonical isomorphism, then the map gx equips  =
gx(Y ) with a canonical level f-structure x. This level structure is given by
x(1;0) =
x
f
+ ; x(0;1) =
1
f
+ :
There exists an action of Gl2(A) on pairs (gx(Y );x). For any  2 Gl2(A) we let ~  be
the image of   1 under the reduction map Gl2(A)  ! Gl2(A=fA). Then Gl2(A) acts
on a pair (gx(Y );x) as
(gx(Y );x) = (g(x)(Y );x  ~ ):
Let
 (f) := ker(Gl2(A)  ! Gl2(A=fA)):
By denition of this action
(gx(Y );x)  = (gx(Y );x):
If a pair (gx(Y );x) is isomorphic to (gy(Y );y) then there is a  2 Gl2(A) with (x) = y
and then (gx(Y );x)  = (gy(Y );y~ ). The latter is isomorphic to (gy(Y );y) if and only
if  2 F
q   (f). This implies that the set of isomorphy classes of pairs (gx(Y );x) is
classied by the space
F

q   (f)n

(2):
Remark 1.2.4. The F
q in this expression is `new' compared to the elliptic curve case.
The classical counterpart to 
(2) is not H but CnR, and we get H by dividing out CnR
by the action of the determinant of Gl2(Z), which is 1. In the Drinfeld module case we
have det(Gl2(A)) = F
q.
To classify all pairs (gx(Y );), we proceed as in the classical case. The space


(2)  Gl2(A=fA)
maps surjectively to the set of all isomorphy classes of pairs (gx(Y );). This map is given
by
(x;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We say that two pairs (x;) and (y;) are isomorphic if and only if
(gx(Y );x  )  = (gy(Y );y  ):
The group Gl2(A) acts on these pairs (x;) as follows:
for  2 Gl2(A) dene
(x;) := ((x); ~   ):
Lemma 1.2.5. A pair (y;) is isomorphic to a pair (x;1) for some x if and only if  is
in the image of the reduction map Gl2(A)  ! Gl2(A=fA).
Proof. It is not dicult to see that (y;) is isomorphic to a pair (x;1) if and only if there
is an element  2 Gl2(A) with ~    = 1 if and only if  is an element of the image of
Gl2(A)  ! Gl2(A=fA):
Because the reduction map Sl2(A)  ! Sl2(A=fA) is surjective, it follows that
Gl2(A)nGl2(A=fA)  = (A=fA)
=F

q:
Using the above lemma, it follows that the space
M
2(f)
an
C1 := (F

q   (f)n

(2))  ((A=fA)
=F

q)
classies the isomorphy classes of Drinfeld modules of rank 2 with level f-structure over
C1. In particular, it follows that the space M2(f)an
C1 consists of #(A=fA)=F
q connected
components.
1.2.6 The Weil pairing and the Drinfeld modular curve
Recall that in the classical case Y (n) does not only classify all isomorphy classes (E;)
over C, but is also comes equipped with a universal family of pairs (E;). Something
similar is true for the curve M2(f)an
C1. Every point of this curve corresponds to a rank 2
Drinfeld module ' equipped with a level f-structure .
Consider the space M1(f)an
C1 which classies all Drinfeld modules of rank 1 with level
f-structure. Geometrically, this latter space consists of (A=fA)=F
q points. Above each
point there is a pair ( ;) over C1 consisting of a Drinfeld module   of rank 1 and a
level f-structure
 : A=fA
  !  [f]:
The group (A=fA) acts on an isomorphy class ( ;): for all  2 (A=fA)
( ;) := ( ;  ):
Note that ( ;)  = ( ;  ) if and only if  2 F
q. Namely, the element  gives rise
to an automorphism of  . Therefore, F
q acts trivially. The action of (A=fA) induces a
transitive action of (A=fA) on M1(f)an
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This enables us to give a very explicit description of the Drinfeld module of rank 1 with
level f-structure that exists above every point of M1(f)an
C1. Let   be the Carlitz module
 t = t + 
and let  be any level f-structure. The family above M1(f)an
C1 is given by the isomorphy
classes of ( ;  ) where  runs through (A=fA).
We use the Weil pairing to associate to a pair (';) of rank 2 over C1 a pair ( ;) of
rank 1 over C1. The construction of the Weil pairing already associates a   to ' (up to
an element in C
1). We use the map
wf : '[f]  '[f]  !  [f]
to associate  to  as follows: dene
(1) := wf((1;0);(0;1)):
The pair ( ;) gives rise to a unique isomorphy class which does not depend on the
choice of  .
Using the Gl2(A=fA)-equivariance of the Weil pairing, we see moreover that
(';) = (';  ) 7! ( ;  det()) = det()( ;):
This construction gives a map from the family of pairs (';) on M2(f)an
C1 to the family
of pairs ( ;) on M1(f)an
C1. In fact, this map comes from a morphism
wf : M
2(f)
an
C1  ! M
1(f)
an
C1:
By the Gl2(A=fA)-equivariance of wf it follows that the Weil pairing labels the connected
components of M2(f)an
C1.
1.2.7 The Tate-Drinfeld module and the cusps
To compactify the Drinfeld modular curve, we construct an analogue of the j-invariant
for elliptic curves. Let (';) be a pair of rank 2 over C1. Because A = Fq[t], the Drinfeld
module ' is determined by 't = t + c1 + c22. The j-invariant of ' is dened to be
j(') :=
c
q+1
1
c2
:
By construction, the j-invariant of two isomorphic Drinfeld modules is the same. Conse-
quently, the j-invariant gives a morphism
M
2(f)
an
C1  ! A
1;an
C1
from the Drinfeld modular curve to the ane line over C1.
Let M
2
(f)an
C1 denote the compactication of M2(f)an
C1. The above map extends to a
morphism
M
2
(f)
an
C1  ! P
1;an
C1 :
The cusps of M
2
(f)an
C1 all lie above the point at 1 of the projective line.
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(1) Can we interpret the cusps?
(2) Can extend the functor represented by Y (n) to a functor represented by X(n)?
We remarked in the previous section on elliptic curves how the formal neighbourhood of
the cusps of X(n) can be described by the Tate elliptic curve. Analogous to the Tate
elliptic curve, we can dene the universal Tate-Drinfeld module; cf. Section 5.7.
The Tate-Drinfeld module is the direct sum of a number of copies of C1[[x]] equipped
with a pair ('td;td). The direct sum runs over the set Gl2(A=fA)=N where
N =

F
q A=fA
0 (A=fA)

:
The pair ('td;td) has the following properties:
(1) The pair ('td;td) is a Drinfeld module of rank 2 with level f-structure over
C1((x)).
(2) The reduction 'td mod (x) is the universal Drinfeld module   of rank 1 over C1.
As in the classical case, we show that the formal neighbourhood of the cusps is isomorphic
to the universal Tate-Drinfeld module; cf. Proposition 5.9.1. In particular, it follows from
this description that the scheme of cusps is isomorphic to a number of copies of M1(f)an
C1;
cf. Theorem 5.9.2.
The second question that we address, is whether we can describe the moduli functor
represented by the compact space M
2
(f)C1. As in the classical case the problem is to
extend the level structure to something sensible above the cusps. To this end, we describe
the N eron model of the Tate-Drinfeld module. In the Drinfeld case the reduction of
this N eron model is a tree of P1's. The open subscheme of this model on which there
exists a group structure is isomorphic to a number of copies of ane group schemes Ga.
These constructions are the rst step to formulating the moduli functor represented by
M
2
(f)C1.
1.3 Outline of this thesis
In this nal part of the introduction I shall give an outline of this thesis. As the topics
that we discuss in the latter three chapters have been the guiding line of the rst part of
the introduction, we will point out the contents of these chapters only very brie
y and
we pay some more attention to chapters 2 and 3.
Factoring polynomials with Drinfeld modules
In Chapter 2 we develop an algorithm to factor a polynomial N 2 Fq[X] by using Drinfeld
modules. This chapter is more or less readable for anyone who has done an undergraduate
course in nite elds. The idea behind Algorithm 2.3.3 is analogous to the idea behind
the so-called Elliptic Curve Method to factor a number n 2 N.24 Chapter 1. Introduction
Let us give a brief exposition of this idea. By using the preliminary steps of the Cantor-
Zassenhaus algorithm we may assume that N is a product of k distinct irreducible poly-
nomials Pi 2 Fq[X] all of the same degree d. The ring B := Fq[X]=(N) comes equipped
with a natural A = Fq[X]-action. By choosing a Drinfeld module
' : A  ! Bfg;
we can alter this A-action. The map 'X acts as an Fq-linear operator on each Bi :=
Fq[X]=(Pi). If we denote by fi the characteristic polynomial, then ' denes an Fq[X]=fi-
module structure on Bi. In general, fi need not be irreducible of degree d anymore.
This can be used to factor N. In Example 2.3.2 we show in a simple case how the
algorithm works. In the latter part of this chapter we also give a complexity analysis of
the algorithm and compare it to Cantor-Zassenhaus.
The main idea of this algorithm can also be found in Potemine's unpublished thesis [44,
ch. 4]. This chapter is based on [28].
A local-global problem for Drinfeld modules
In the third chapter, we deal with a problem whose classical analogue is known as a
special case of the Hasse principle. Let x be some element in Q and let p be some prime
number. Let l be a prime and let Ql denote the completion of Q with respect to the
valuation at l. Suppose that x is a pth-power in Ql for almost every l, is it then a pth-
power in Q? This is in fact the case, as is shown in Theorem 9.1.3.ii in [43].
We can address the same problem for elliptic curves. Suppose that E is an elliptic curve
over Q. Let x 2 E(Q) be a point such that for (almost) every prime l there exists a
yl 2 E(Ql) such that x = pyl. Is there an element y 2 E(Q) such that x = py? We prove,
using Galois cohomology, that the answer to this question is armative. This statement
can also be found in [59] and [14].
The corresponding question for Drinfeld modules is the following. Let K be a function
eld with eld of constants Fq, let ' be a Drinfeld module of rank 2 over K, and let
(a)  A be a principal prime ideal. Let x 2 K such that for every place  of K there
exists an element y 2 K such that x = 'a(y). Is there an element y 2 K such that
x = 'a(y)? It turns out that there are examples for which this is not the case. We give a
fairly complete treatment of what can occur: by using Galois cohomology we show that
the local-global principle is true in many cases, and by using some Artin-Schreier theory
we are able to construct examples for which the local-global principle does not hold. This
chapter is based on [30].
Weil pairing for Drinfeld modules
In the fourth chapter we prove the existence of the Weil pairing over an A-eld K.
Essential for this construction is Anderson's paper [1], in which he introduces the concept
of t-motives. In fact, the construction of the Weil pairing is more or less a corollary once
Anderson's results are established. In this chapter we extend Anderson's denitions,
which are given only for rational function elds, to arbitrary global function elds. In
the nal section of this chapter, we give an explicit description of the Weil pairing in case
A = Fq[t] and r = 2.
This chapter is based on [29].1.3 Outline of this thesis 25
Weil pairing and the Drinfeld modular scheme
In the fth chapter we consider the following four problems concerning the compacti-
cation of the Drinfeld modular scheme classifying Drinfeld modules of rank 2 with level
f-structure over an Af-scheme S.
(i) For every r we construct a morphism
wf : M
r(f)  ! M
1(f)
extending the Weil pairing of the previous chapter to the modular scheme.
(ii) For r = 2 we dene the Tate-Drinfeld module and describe its universal property. In
the theory of modular curves, one should consider the Tate-Drinfeld module to be the
analogue of the Tate-elliptic curve.
(iii) Using the Tate-Drinfeld module, we can describe the scheme of cusps of the com-
pactication M
2
(f) of M2(f).
(iv) Finally, we compute the number of geometric components of M2(f).
This chapter benets a lot from the work of Thomas Lehmkuhl in [37] and Gebhard
B ockle in [3]. The Weil pairing is an important tool in this chapter, and it enables us to
give an alternative description of the compactication of the Drinfeld modular scheme of
rank 2.
Drinfeld data on the compactied modular scheme
Finally, in the sixth chapter we describe the N eron model of the Tate-Drinfeld data that
we have at the cusps of M
2
(f). This is the analogue of the construction of the N eron
model of the Tate elliptic curve as given by Deligne and Rapoport in [10].
Using this construction we can generalize the notion of a Drinfeld module with level f-
structure to Drinfeld data dened over M
2
(f). This is the rst step to formulating the
moduli functor represented by M
2
(f).Chapter 2
Factoring Polynomials using
Drinfeld Modules
2.1 Introduction
In this chapter we construct an algorithm to factor polynomials in Fq[X] using Drinfeld
modules. The main idea of the algorithm is similar to the idea behind H.W. Lenstra's
elliptic curve method (ECM) to factor some integer n 2 N; cf. [38]. We analyse the
complexity of the algorithm that we propose, and we compare the algorithm to the
well-known Cantor-Zassenhaus algorithm. This chapter is accepted for publication in
Mathematics of Computation.
Let q be a power of some prime p. Throughout this chapter we will denote A = Fq[X].
Let N 2 A be a polynomial. As is well-known, it is easy to factor N as N =
Q
i Ni where
each Ni is a product of irreducible polynomials of degree i. Therefore, we will assume
that N =
Qk
i=1 Pi where each Pi is an irreducible polynomial with deg(Pi) = d > 1 for
all i. Moreover, we will assume that the polynomials Pi are distinct.
The basic idea behind the algorithm that we propose in this chapter is the following. A
Drinfeld module ' dened over the ring A=NA equips A=NA with an A-module structure
which is distinct from the natural A-module structure of A=NA. For any b 2 A=NA we
write 'a(b) for the multiplication of a 2 A with b using the A-module structure dened
by '.
As A=NA is nite, there exists a polynomial N0 2 A with minimal degree such that
'N0(b) = 0 for every b 2 A=NA. If not all irreducible factors of N0 have the same degree,
then we can nd a proper factorization of N0 into polynomials N0
i such that the irreducible
factors of N0
i have degree i. For any i for which N0
i 6= 1, the element 'N0
i(1) gives rise to
a zero-divisor in A=NA and thus to a factor of N.
2.2 Drinfeld modules
Let B be an A-algebra coming from an Fq-linear ring homomorphism 
 : A  ! B. We
rst introduce Drinfeld modules over B.
(1) Let Bfg be the free B-module generated by the elements 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nite sums
P
i bii with bi 2 B. We can consider Bfg as a skew-polynomial ring
by equipping it with the multiplication which is given by the multiplication in B
and the rule
b
i:c
j = bc
qi

i+j:
(2) Every element
P
i cii 2 Bfg induces an Fq-linear endomorphism B  ! B given
by b 7!
P
i cii(b) =
P
i cibqi. This gives a ring homomorphism
Bfg  ! EndFq(B):
(3) We dene a homomorphism on Bfg as follows.
@0 : Bfg  ! B by
X
bn
n 7! b0:
(4) Let ' : A  ! EndFq(Ga;B) = Bfg be a ring homomorphism; ' is called a Drinfeld-
module if
(i) @0  ' = 
;
(ii) there is an element a 2 A with '(a) 6= 
(a).
So ' is Fq-linear.
Following the usual convention, we will write 'a instead of '(a) for a 2 A. The ring
homomorphism ' is determined by 'X =
Pr
i=0 bii. By property (4)(i) we have b0 =

(X).
If br is not nilpotent in B, then we call r  0 the rank of '. Without loss of generality
we may assume that br is not nilpotent; cf. [41].
Remark 2.2.1. Note that this is not the usual denition of the rank of a Drinfeld module.
Usually the rank is dened as a locally constant function on B, i.e., the rank is constant
on each connected component of B. Our denition of rank is equals the maximum of the
usual ranks on the connected components of B.
Canonically, B is an A-module via 
. Using (2) and (4), it follows that ' induces another
A-module structure on B.
2.2.1 Drinfeld modules acting on A=NA
From now on, we let B = A=NA. In this section we describe the linear operators on B
induced by Bfg and, in particular, by a Drinfeld module '. Let
Bj := A=PjA:
Hence B ' k
j=1Bj. Let

 : A  ! B givenby X 7! X mod N:
Let ' : A  ! Bfg be a Drinfeld module of rank r, and denote 'X =
Pr
i=0 bii. By
denition b0 = X mod N. Moreover, we will assume that br 2 B. Note that if br 62 B
and br 6= 0, then we have found a proper divisor of N, namely gcd(N;br).
Clearly, the map  leaves each Bj invariant. We note three consequences of this.2.2 Drinfeld modules 29
(1) ' induces an A-module structure on each Bj, hence there is an isomorphism of
A-modules B ' k
j=1Bj, where the A-module structure is given by '.
(2) d is the identity on B. Namely, Bj ' Fqd, so d is the identity on each Bj, hence
also on B.
(3)  keeps each Bj invariant, hence the operators induced by ! 2 Bfg keep each Bj
invariant.
Lemma 2.2.2. The map Bfg  ! EndFq(B) has as kernel the two-sided ideal (d   1)
and its image is isomorphic to
Y
j
EndFq(Bj) ' Bfg=(
d   1):
Furthermore, EndFq(Bj) ' Md(Fq), where Md(Fq) denotes the ring of dd matrices with
coecients in Fq.
Proof. Because Bj ' Fqd, we have by general Galois theory that
EndFq(Bj) = 2Gal(Fqd=Fq)Bj = 
d 1
i=0Bj
i
where  generates Gal(Fqd=Fq). This shows that the map
Bjfg  ! EndFq(Bj)
given by  7!  is surjective. By dimension considerations we see that
Bjfg=(
d   1) ' EndFq(Bj):
As rings
Bfg=(
d   1) '
k Y
j=1
Bjfg=(
d   1):
Proposition 2.2.3. Every element in Bfg=(d   1) can be represented by 'X 2 Bfg
where ' is a Drinfeld module of rank at most d + 1.
Proof. Any element in Bfg=(d 1) can be represented by some ! =
Pd 1
i=0 aii 2 Bfg.
Put
b0 = X mod N;bd = a0   b0; and bi = ai
for i = 2;:::;d   1. If bd = 0, then we put b1 = a1 and bd+1 = 0. Otherwise we put
b1 = a1 1 and bd+1 = 1. Let ' be the Drinfeld module given by 'X =
Pd+1
i=0 bii, then '
is a Drinfeld module of rank at most d + 1, and 'X represents by construction the same
element in EndFq(B) as !.30 Chapter 2. Factoring Polynomials using Drinfeld Modules
2.3 The algorithm
In this section we describe the algorithm and illustrate it with an example. Let ' be a
Drinfeld module of rank at most d + 1, then 'X denes an Fq-linear operator on B. Let
f 2 A be the characteristic polynomial of this linear operator. Consequently,
'f = f('X)  0 mod (
d   1):
By Lemma 2.2.2 it follows that 'X also induces an Fq-linear operator on each Bj, hence
gives rise to characteristic polynomials fj 2 A, with f =
Qk
j=1 fj.
In this way we associate to each polynomial Pi a polynomial fi of the same degree d, but
fi may very well be reducible. Let gd be the product of all fi's which are irreducible, and
let gr be the product of the other fi's. Then we have f = gdgr. These elements gd and gr
can easily be computed. If the factorization f = gdgr is not trivial, then it gives rise to
a proper divisor of N:
Proposition 2.3.1. If 1 6= gd 6= f, then for all b 2 B the element gcd('gd(b);N) is a
proper divisor of N.
Proof. Because gd 6= 1 there is an i such that 'gd(b) = 0 mod Pi. In fact this is exactly
the case for all i with fi j gd. If fi does not divide gd, then let a 2 A be the polynomial
of minimal degree such that 'a(b) = 0 mod Pi, then a j fi, hence gcd(a;gd) = 1 and thus
'gd(b) 6= 0 mod Pi. This shows that 'gd(b) is a zero divisor.
If d = 1, then the fi are all of degree 1, so for all choices of ' we have gd = f. So
our algorithm will not give anything interesting in this case. One can also see this in a
dierent way. If d = 1, then  acts as the identity, hence 'h acts as multiplication with

(h) = h mod N for all h 2 A, i.e., ' induces the same A-module structure on B as 
.
The next case is d = 2. We will illustrate the suggested algorithm in an example for this
case.
Example 2.3.2. Suppose d = 2;p > 2. We choose 'X = X + c with c 2 F
q. We take
N =
Qk
i=1 Pi such that Pi = X2 + aiX + bi 2 Fq[X]. Then on Bi = A=PiA we have
'X(1) = X + c; 'X(X) = X
2 + cX
q =  aiX   bi   c(X + ai):
Hence on the basis f1;Xg of Bi the matrix of 'X is given by

c  cai   bi
1  ai   c

:
The characteristic polynomial of 'X on Bi is fi = 2 +ai+bi  c2. If we x Pi, for how
many c's is fi = Pi   c2 still irreducible? The discriminant of fi is
a
2
i   4(bi   c
2) = D + 4c
2:
Here D is the discriminant of Pi. Hence fi is reducible i D + 4c2 is a square in Fq.
Now applying Theorem 5.48 in [39] to the polynomial g(X) = 4X2 + D and noting that2.3 The algorithm 31
g(0) = D 62 (F
q)2 gives that the fraction of c's in F
q such that D + 4c2 is a square in Fq
equals
1
2 
q+1
q 1 if  1 is not a square in Fq;
1
2 if  1 is a square in Fq.
This shows that for relatively large q one may expect that fi is irreducible with a prob-
ability of 1
2. Hence the probability that applying this computation once gives rise to a
decomposition of N is approximately 1   1
2
k   1
2
k  1
2, because k  2. There is one
drawback, which is due to the fact that we chose 'X in such a special way. E.g., when
N = P1P2 and a2
1   4b1 = a2
2   4b2, then there is no c for which the described algorithm
will give a decomposition. In a general setting, i.e., where 'X = c0X + c1;ci 2 B, this
problem disappears as we will see in Section 2.4.
The algorithm which appears from the previous considerations is the following:
Algorithm 2.3.3.
Let N 2 A be a product of monic irreducible polynomials Pi which have all degree d > 1.
(1) Choose some Drinfeld-module, given by 'X. We regard 'X as a linear operator.
Therefore, it is given by a d-tuple a = (a0;:::;ad 1) with ai 2 B. Represent 'X as
a matrix by computing 'X(1);:::;'X(Xn 1).
(2) Compute the characteristic polynomial f of 'X.
(3) Compute gd, the product of all the irreducible polynomials of degree d in f, by: For
l = 1 upto d   1, f   f=gcd(Xql   X;f).
(4) Finally, compute gcd(gd('X)(1);N).
(5) This either gives a factor of N or one starts again with step 1:
Remark 2.3.4. Note that in step 1: one should not choose the Drinfeld module ' of
the form 'X = X +
P
i<1 bidi 2 Bfg, because this Drinfeld module induces the
same A-action on B as 
 does. These Drinfeld modules correspond exactly to d-tuples
(a0;0;:::;0). The other d-tuples correspond to Drinfeld modules which give an A-action
on B dierent from the one induced by 
.
By Lemma 2.2.2 we see that there exists an M 2 EndFq B such that we have for its
characteristic polynomial f = gdgr with gd and gr are both non-constant. In this algo-
rithm we consider all Drinfeld modules upto rank d + 1, hence by Proposition 2.2.3 and
Proposition 2.3.1 it will factor N.
Note that there seems no reason to consider only Drinfeld modules up to a rank smaller
than d + 1. E.g., the nal remark of Example 2.3.2 shows that considering only rank 1
Drinfeld modules when d = 2 is not enough to factor N.
Remark 2.3.5. In this chapter we consider Algorithm 2.3.3, without looking at fancy
ways of implementing it. One may expect that the complexity of the algorithm will
improve if one takes implementation details into account and changes the algorithm
accordingly. In the following section, we will compute the complexity of the algorithm,
assuming that in steps 1: up to 5: classical methods are being used.32 Chapter 2. Factoring Polynomials using Drinfeld Modules
2.4 Complexity analysis
In this section we give a complexity analysis of the algorithm described in 2.3.3. In the
rst part we compute with which probability the algorithm decomposes N in one step;
cf. Proposition 2.4.3. The second part computes the number of multiplications needed
in one step; cf. Proposition 2.4.4.
Lemma 2.4.1. The number of matrices in Md(Fq) with a given characteristic polynomial
g 2 Fq[X] which is irreducible, monic and of degree d is
Qd 1
i=1(qd   qi).
Proof. This is a special case of Theorem 2 in [47].
Proposition 2.4.2. Let d > 1. Let  = 1
q 1 and denote with  the fraction of operators
in Md(Fq) which have an irreducible characteristic polynomial. Then for q  5
1
d
>  >
1
d
(1   )(1   2):
If q  d, then  is approximately 1
d.
Proof. Let xd = #fmonic irreducible polynomials of degree d in Fq[X]g. According
to Lemma 2.4.1 there are (qd   q)(qd   qd 1) matrices with the same irreducible
characteristic polynomial of degree d, hence a fraction  =
xd(qd q)(qd qd 1)
qd2 = 1
qdxd
with  = (1   q1 d)(1   q 1) < 1 of all matrices has an irreducible characteristic
polynomial.
The well-known estimate 1
dqd > xd > 1
dqd(1 
q
q 1q
 1
2 d)  (1 ), where the latter is true
when d  2, implies that 1
d >  > 1
d(1   ).
Now we estimate . If jxj < 1, then jlog(1 + x)j  1
1 jxjjxj. Because 1 +  = 1
1  1
q
, this
estimate implies jlog(1   q i)j  (1 + )q i for i = 1;:::;d   1 and thus jlog()j 
(1 + )
q 1 q d
1 q 1  (1 + ).
Also jex   1j 
jxj
1 jxj, hence j   1j 
(1+)
1 (1+)  2, where the latter inequality is true
when   1
4, i.e., q  5.
Proposition 2.4.3. Let  be as in Proposition 2.4.2. Then we may expect that after
1
1 k (1 )k choices of a Drinfeld module, Algorithm 2.3.3 gives a decomposition of N. If
q  d, this number is approximately dk
dk (d 1)k 1:
Proof. The algorithm gives according to Proposition 2.3.1 a decomposition when gd, the
part of the characteristic polynomial f =
Q
i fi of 'X which consists of all fi's which are
irreducible, is neither f nor 1. According to Proposition 2.4.2, gd = f with probability
k, and gd = 1 with probability (1   )k. If q  d, then  is approximately 1
d.
Proposition 2.4.4. One step of Algorithm 2.3.3 takes n2 log(q)+dn3 multiplications in
Fq asymptotically. If q  n, then this is asymptotically n2 log(q).
Proof. We count the number of multiplications in Fq in each step of Algorithm 2.3.3;
q  d, hence  is approximately 1
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(1) To compute the matrix of 'X one needs to compute 'X(Xi) mod N for i =
0;:::;n 1, where 'X =
Pd 1
i=0 aii. First we compute Xiqj in the following standard
way. Computing Xq takes log(q) multiplications in B. So computing the vector
(Xiq)
n 1
i=0 takes log(q)+n 2 multiplications in B. If we write Xq =
Pn 1
i=0 biXi with
bi 2 Fq, then Xq2 =
Pn 1
i=0 biXiq. Hence computing Xq2 will cost n2 multiplications
in Fq. Thus computing the elements Xq;:::;Xqd 1 takes (d   2)n2 multiplications
in Fq.
Finally, we compute 'X(Xj) by rst computing the vector (aiXqi)
d 1
i=0. Adding the
coecients of this vector gives 'X(X). Computing (aiXqiXqi) = (aiX2qi)
d 1
i=0 gives
'X(X2) etc. This takes (d   1)(n   1) multiplications in B.
One multiplication in B takes n2 multiplications in Fq, hence we see that this step
is of order O(n2 log(q) + dn3) computations in Fq.
(2) According to [7, p. 55], the Hessenberg algorithm there described will take order
O(n3) multiplications in Fq.
(3) This is just the rst step of the Berlekamp algorithm. Computing Xql X mod f is
done as in step 1:, hence this will take asymptotically n2 log(q)+ln2 multiplications
in Fq, and the gcd of 2 polynomials of degree n and n   1 will take asymptotically
n2 multiplications in Fq. Hence this does not add anything asymptotically to step
(1).
(4) This will take deg(gd), which is d times the number of irreducible fi's, matrix
multiplications. Given the fact that   1
d, we expect that deg(gd) = k. To compute
'Xj(1) we only need to compute the rst column of 'Xj, which is 'X times the rst
column of 'Xj 1. So to compute 'X(1);:::;'Xk(1) takes kn2 multiplications in Fq.
Hence to compute gd('X(1)) takes kn2 +kn multiplications. Hence asymptotically
kn2 in Fq.
This sums asymptotically to n2 log(q) + dn3. Hence if q  n, this sums asymptotically
to n2 log(q).
Remark 2.4.5. Finally, we compare this method to the well-known Cantor-Zassenhaus
algorithm. As they show in their paper [5], the propability of successfully nding a factor
of N in one step of the algorithm is about 1 21 k, where k is the number of irreducible
factors of N. And one step of their algorithm, using classical methods, is of complexity
O(dn2 + n2 log(q)).
We see that according to Proposition 2.4.3, the probability of nding a factor in one step
is for large q approximately 1  
(d 1)k+1
dk . In case d is large compared to k, this factor
is approximately k
d. In this case the proposed algorithm is much worse than Cantor-
Zassenhaus.
If k  d, then 1  
(d 1)k+1
dk > 1
2 and in fact tends to 1 if k is much larger than d. E.g.,
when d = 2, then we see that 1  
(d 1)k+1
dk = 1   21 k.
The complexity of one step of the proposed Algorithm 2.3.3 is O(dn3 +n2 log(q)), which
can compete with the complexity of Cantor-Zassenhaus if dn3 is not of a higher order
than n2 log(q).
This means that for q  n and k  d Algorithm 2.3.3 may be expected to be as ecient
as Cantor-Zassenhaus's algorithm.Chapter 3
Local-Global Problem for Drinfeld
Modules
3.1 Introduction
In this chapter we study a local-global principle for Drinfeld modules and elliptic curves.
This principle is an analogue of the Hasse principle. This principle states the following.
Let x 2 Q and let n 2 N with 8= j n. Let Ql denote the completion of Q with respect to
the valuation at l. Suppose that x is an nth power in Ql for almost every l, then it is an
nth power in Q; cf. Theorem 9.1.3.ii in [43].
A similar problem for elliptic curves is studied in Section 3.4. Here we start with an
elliptic curve E dened over Q, a prime number p and a Q-valued point P 2 E(Q).
We show that if P is p-fold in E(Ql) for every prime l, then P is a p-fold in E(Q); cf.
Theorem 3.4.1.
The corresponding question for Drinfeld modules has a more complicated answer. Let
K be a function eld and let ' be a Drinfeld module of rank 2 over K. Let (a)  A be
a principal prime ideal and let x 2 K be an element which is locally an a-fold for every
place  of K. The local-global principle as we understand it in this chapter states that
any such element x is an a-fold globally. Whether or not this principle holds depends
on the Galois group of the eld extension L of K obtained by adjoining the a-torsion
points of ' to K. By using Galois cohomology, we show in which cases the local-global
principle holds; cf. Theorem 3.2.8. Moreover, we construct examples for which the local-
lobal principle does not hold; cf. Section 3.3 and Theorem 3.3.3. A paper based on this
chapter is accepted for publication in Journal of Number Theory.
3.2 The Drinfeld module case
Let X be a projective, smooth, absolutely irreducible curve over Fq with char(Fq) = p.
Let 1 2 X be some xed closed point on X. Let Fq(X) be the function eld of X, and
let A be the ring of functions in Fq(X) which are regular outside 1.
Let K be some separable, nite extension of Fq(X), and let 
 denote the natural embed-
ding 
 : A  ! K and let Ks be the separable closure of K inside some algebraic closure
of K. Let Kfg be the skew polynomial ring consisting of elements
P
i kii, ki 2 K.36 Chapter 3. Local-Global Problem for Drinfeld Modules
Multiplication in Kfg is given by the rule k = kq for all k 2 K.
Let ' be a Drinfeld module over K of rank r, i.e., ' is a ring homomorphism
' : A  ! EndFq(Ga;K)  = Kfg
such that for all a 2 A
'a =
r deg(a) X
i=0
ki
i with kr deg(a) 2 K and k0 = 
(a):
Note that we write 'a instead of '(a).
The Drinfeld module ' induces an A-module structure on L for any eld extension L of
K. This module structure is given by
'a(l) =
X
i
ki
i(l) =
X
i
kil
qi
for all l 2 L:
We write E(L) for the eld L together the A-module structure induced by '. We write
E[a](L) for ker('a)(L), and we write aQ for 'a(Q) for all Q 2 E(L).
Let (a)  A be a principal prime ideal of A. The local-global problem that we described
in the introduction comes down to studying the following kernel
S(a;K) := ker
 
E(K)=aE(K)  !
Y

E(K)=aE(K)
!
where the product is taken over all places  of K. Namely, any non-trivial element in
this kernel corresponds to a class of elements in E(K) which is an a-fold locally for every
, but is not an a-fold globally. So the local-global principle holds if and only if S(a;K)
is trivial. In the rest of this chapter study the group S(a;K).
3.2.1 The group S(a;K)
For any P 2 E(K), let
KP := the splitting eld of 'a(Z)   P 2 K[Z] over K.
Lemma 3.2.1. The eld extensions K  K0  KP are nite and Galois.
Proof. Because d
dZ('a(Z)   P) = 
(a) 6= 0, the polynomial 'a(Z)   P is separable and
therefore KP is a nite Galois extension of K. In particular, K0 is a Galois extension of
K. Note that if 'a(z1)   P = 0, then then the other roots of 'a(Z)   P are given by
z1 + ker('a)(Ks). Therefore, K0  KP.
Note that Fq(X) is a function eld, i.e., a nite separable extension of Fq(t) for some
element t 2 Fq(X) which is transcendental over Fq. For function elds as well as for
number elds we have Chebotarev's density theorem, cf. [32]. The following lemma is a
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Lemma 3.2.2. Let K be a function eld (resp. a number eld) and let L be a nite
separable extension of K. If for all places  of K there exists a place ! lying over  of L
of degree 1, then K = L.
Proof. Let M be the normal closure of L=K, then both M=L and M=K are nite Galois
extensions. Let H = Gal(M=L) and G = Gal(M=K). By Chebotarev every  2 G is
the Frobenius of some place  of M lying above some place  of K. This implies that 
mod  generates the Galois group Gal(k=k), where k and k denote the residue elds
at  and  respectively. Because both M=K and M=L are Galois, there is a  2 G such
that the conjugate 0 = () of  lies above a place ! of L, which has degree 1 over . In
particular, we see that  1 generates Gal(k0=k) = Gal(k0=k!). The latter equality
follows from the fact that deg(!=) = 1. So see that  1 2 H, and thus  2  1H.
We conclude that
G =
[
2G
H
 1 =
[
H2G=H
H
 1:
Note that 1 2 H 1 for all  2 G. On the other hand, G equals the union of all distinct
cosets H, which is a disjoint union. By comparing the number of elements one sees that
this is only possible if H = G, hence K = MG = MH = L.
Proposition 3.2.3. For every class [P] = P + aE(K) 2 S(a;K) we have KP = K0. In
particular S(a;K0) = 0.
Proof. First note that for every Q 2 aE(K), we have KQ = K0, hence the extension KP
only depends on the class [P] = P + aE(K).
Let now P 2 S(a;K) and let  be a place of K. Then K  K0  KP and correspondingly
we have places ;0 and P with 0 a place of K0 lying above  and P a place of KP
lying above 0.
Because P 2 S(a;K), there exists a solution of 'a(Z) P = 0 in K, hence all solutions
of this equation lie in (K0)0. This means that K0  KP  (K0)0. It follows that
(K0)0 = (KP)P and in particular deg(P=0) = 1. By Lemma 3.2.1 and Lemma 3.2.2
we may deduce that KP = K0.
If [P] 2 S(a;K0), then (K0)P = (K0)0 = K0, hence P 2 aE(K0), thus [P] = 0.
We write throughout this chapter
G = Gal(K0=K);
and if L is a function eld, then we write as usual GL = Gal(Ls=L).
Proposition 3.2.4. We have
S(a;K)  =
\
!
ker(Res!):
The intersection is taken over all places ! of K0, and Res! is the restriction map
Res! : H
1(G;E[a](K0))  ! H
1(D!;E[a]((K0)!))
where D! denotes the decomposition group at !.38 Chapter 3. Local-Global Problem for Drinfeld Modules
Proof. Consider the following diagram in which C;B and  are the kernels of the three
right horizontal maps:
0 0
?
? y
?
? y
0         ! C         ! S(a;K)         ! S(a;K0) = 0
? ?
y
? ?
y
? ?
y
0         !          ! E(K)=aE(K)         ! E(K0)=aE(K0)
?
? y
?
? y
?
? y
0         ! B         !
Q
 E(K)=aE(K)         !
Q
! E(K0;!)=aE(K0;!):
Clearly, the second and third row are exact as well as all columns. From this it follows
that also the rst row is exact. Hence we see that S(a;K)  = C.
To determine the kernels C and B, we use some Galois cohomology. Starting from the
exact sequence
0  ! E[a](K
s)  ! E(K
s)
'a  ! E(K
s)  ! 0;
we deduce that
E(K)=aE(K) ,! H
1(Gal(K
s=K);E[a](K
s)):
By additive Hilbert 90 the cokernel of this map is H1(GK;E(Ks)) = 0, because E(Ks)
is here just (Ks)+, hence
E(K)=aE(K)  = H
1(GK;E[a](K
s)):
Similarly, we deduce that
E(K0)=aE(K0)  = H
1(GK0;E[a](K
s)):
This implies that
  = H
1(G;E[a](K0)):
Let  be a place of K and let ! be a place of K0 lying above , then we may apply the
same arguments to K and K0;! and obtain
ker(E(K)=aE(K)  ! E(K0;!)=aE(K0;!))  = H
1(D!;E[a](K0;!))
where D! denotes the decomposition group at !. This isomorphism implies that
B  =
Y

\
!j
H
1(D!;E[a](K0;!))
where the product runs over all places  of K. Note that the map Res! depends only
on the place  underlying !, so it follows that C is the kernel of the map
Q
 Res!, with
Res! as in the proposition.3.2 The Drinfeld module case 39
3.2.2 The group H1(G;E[a](K0))
In the following we will write F = A=(a) and V = E[a](K0). In Proposition 3.2.4 we
showed that S(a;K) is a subgroup of H1(G;V ). In the sequel of this section we study
this latter group. For all eld extensions L  K0, we have V = E[a](L). Note that F is
a eld extension of Fq, because (a) is prime. It is well-known that V  = Fr where r is the
rank of '. The action of  2 G on elements in K0 commutes with the action of 'f for
all f 2 A. This gives us a representation
G ,! Glr(F);
which is an embedding because K0 is given by adjoining to K the elements of V , which
are the zeroes of 'a(Z).
Proposition 3.2.5. For every Drinfeld module of rank 1 the group S(a;K) is trivial.
Proof. Note that G ,! F and thus p= j #G, but V is a p-group, hence H1(G;V ) = 0:
Proposition 3.2.6. Let F be a nite eld of characteristic p and let W be an F-
vectorspace of dimension r. If F 6= F2, then
H
1(Glr(F);W) = 0:
If gcd(r;#F) > 1, then
H
1(Slr(F);W) = 0:
Proof. For the rst part, note that if F 6= F2, then we may choose  2 F, such that
 6= 1. Hence H = hIi is a non-trivial normal subgroup of Glr(F). Note that W H = 0.
Moreover H1(H;W) = 0, because this group is annihilated by both p and #H, which is
prime to p. By the exact sequence
0 = H
1(Glr(F)=H;W
H)  ! H
1(Glr(F);W)  ! H
1(H;W) = 0;
the rst statement follows.
The condition gcd(r;#F) > 1 implies that there is an element  2 F with  6= 1 and
r = 1. The group H = hIi is a normal subgroup of Slr(F). Using the same argument
as above, we deduce the second part of the proposition.
Remark 3.2.7. For rank r = 2 the Galois group G is generically Gl2(F); cf. [17]. It is
conjectured that for arbitrary rank this is also true, i.e., the Galois group is generically
Glr(F). Proposition 3.2.6 states that given this conjecture, S(a;K) is generically 0.
3.2.3 The rank 2 case.
From now on we will assume that the rank of the Drinfeld module ' is 2. Throughout
the rest of this chapter H will denote
H := G \ Sl2(F):
Note that H is a normal subgroup of G and that p= j [G : H], hence
H
1(G=H;V
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and we see by group cohomology that
H
1(G;V ) ,! H
1(H;V ):
The classication of subgroups of Sl2(Fq), given in [53], shows that H is one of the
following.
(1) p= j #H.
(2) D2n; in this case p = 2 and n is odd.
(3) p = 3 and H = h

1 0
1 1

;

1 i
0 1

i  Sl2(F9) with i2 =  1. In this case
H  = Sl2(F5) and H=h1i  = A5.
(4) Sl2(Fpk), where Fpk  Fq.
(5) hSl2(Fpk);

 0
0  1

i; where 2 generates Fpk, but  62 Fpk.
(6) H is a Borel group, i.e., H has a normal abelian p-Sylow subgroup Q such that
H=Q is cyclic of order dividing #F.
In the following proposition we deal with most of the subgroups in the classication.
Theorem 3.2.8. If H is of type (1) or (2) or if p > 2 and 2 j #H, then
H
1(H;V ) = 0:
Consequently, in all these cases S(a;K) = 0.
Proof. We consider the dierent types of H:
Type (1). H1(H;V ) is annihilated by both p and #H, hence
H
1(H;V ) = 0:
Type (2). In this case p = 2. We consider the following exact sequence in which x is one
of the generators of order 2 of D2n
H
1(D2n;V )
Res  ! H
1(hxi;V )
Cor  ! H
1(D2n;V ):
Now by [51] Cor  Res = n. Because x is of order 2 and p = 2, we know by the corollary
to Proposition VIII.4.6 in [51], that
H
1(hxi;V )  = H
 1(hxi;V ):
The latter group is isomorphic to the kernel ker(1 + x) modulo the augmentation ideal.
An easy computation shows that H1(hxi;V ) = 0.
Type p > 2 and 2 j #H. This implies that H contains the non-trivial normal subgroup
h1i. Now the exact sequence
0 = H1(H=h1i;V h1i)  ! H1(H;V )  ! H1(h1i;V ) = 0;
gives that H1(H;V ) = 0.3.2 The Drinfeld module case 41
Remark 3.2.9. The only cases of the classication which are not covered by this theorem
are the following: p = 2 and H is of type (4) or (5),  or H is of type (6) (such that 2= j #H).
If p = 2 and H is of type (4), then by [6], Table 4:5, we obtain that
dimF H
1(G;V ) = 1:
So if p = 2 and H is of type (4) or (5), this might give rise to examples for which S(a;K)
is non-trivial. In Section 3.3 we only discuss examples for p > 2 for which S(a;K) is
non-trivial. For p = 2 one can construct such examples for H of type (6). For p = 2 the
types (4) and (5) might also give rise to non-trivial S(a;K). We do not consider these
two types in the sequel.
H of type (6). In the rest of this section we will assume that H is of type (6) and we
compute H1(H;V ). Let Q by the p-Sylow subgroup of H. Clearly
H
1(H=Q;V
Q) = 0;
because this group is annihilated by both p and #(H=Q), which is prime to p. It follows
that
H
1(G;V ) ,! H
1(H;V ) ,! H
1(Q;V ):
Let k 2 N such that pk = #Q, then Q = h1;:::;ki and H = hQ;i, where
i =

1 i
0 1

;  =

 0
0  1

;
such that the i are linearly independent over Fp and  2 F generates H=Q.
Let  2 Q and write Reshi for the residue map
Reshi : H
1(H;V )  ! H
1(hi;V ):
Proposition 3.2.10. The F-vectorspace H1(Q;V ) has dimension
dimF H
1(Q;V ) =

dimFp Q if p > 2
 1 + dimFp Q if p = 2:
If H = Q and  2 Q is not the identity, then
dimF ker(Reshi) =  1 + dimFp Q:
Proof. We write V = Fe1 +Fe2. Note that V is an F[Q]-module. The group ring F[Q] is
isomorphic to the commutative ring F[1;:::;k] with only the relations 
p
i = 1. Write
xi = i  1, then F[Q] is the commutative ring R = F[x1;:::;xk] subject to the relations
x
p
i = 0.
Note that F is isomorphic to R=(x1;:::;xk). To compute H1(Q;V ), we consider the
truncated following free resolution of the R-module F:
R
k+ 1
2k(k 1) d1  ! R
k d0  ! R
d 1  ! F  ! 0:42 Chapter 3. Local-Global Problem for Drinfeld Modules
In this sequence the R-linear maps are given as follows:
d 1 : 1 7! 1 mod (x1;:::;xk);
write b1;:::;bk for generators of Rk over R, then
d0 : bi 7! xi;
write c1;:::;ck;ci;j with 1  i < j  k for the generators of Rk+ 1
2k(k 1), then
d1 : ci 7! x
p 1
i bi; d1 : ci;j 7! xibj   xjbi:
To see that the given sequence is exact, note that ker(d0) is generated by the elements
d1(ci);d1(ci;j) for all i;j, because these exactly describe all relations in the ring R.
From this sequence we arrive at the cocomplex
V
k+ 1
2k(k 1) d1    V
k d0    V    0;
with
d0(v) = (x1v;:::;xkv);
and
d1(v1;:::;vk) = (x
p 1
1 v1;:::;x
p 1
k vk;(xivj   xjvi)i<j):
To compute ker(d1) and im(d0), note that the action of R on V is given by xie1 = 0 and
xie2 = ie1 for all i. From this it follows immediately that im(d0) is generated over F by
the vector (1e1;:::;ke1). Hence dimF im(d0) = 1.
To compute ker(d1), note that x
p 1
i v = 0 for all v if p > 2. So if p > 2, then an element
of V k lies in ker(d1) i xivj = xjvi. Write vi = aie1 + bie2, with ai;bi 2 F, then
xi(aje1 + bje2) = ibje1 = xj(aie1 + bie2) = jbie1:
From this it follows that ker(d1) is generated by
(e1;0;:::;0);:::;(0;:::;0;e1);(1e2;:::;ke2);
hence dimF ker(d1) = k + 1. So we see that for p > 2 the dimension dimF H1(Q;V ) = k.
If p = 2, then elements in ker(d1) must satisfy x
p 1
i vi = xivi = 0, hence vi = aie1, with
ai 2 F. Hence ker(d1) is contained in the span of
(e1;0;:::;0);:::;(0;:::;0;e1):
For vectors in this span clearly also the other equations xivj = xjvi hold, hence this span
equals ker(d1) and thus dimF ker(d1) = k. So for p = 2, we have dimF H1(Q;V ) = k   1.
Clearly, by this computation
dimF H
1(hi;V ) =

1 if p > 2
0 if p = 2
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Proposition 3.2.11. Suppose that H 6= Q, say H=Q  = hi, with 2= j ord(). Let  = 1
if ord() = 3 and p > 2 and  = 0 otherwise. Let l = dimFp[] F. Then
dimF H
1(H;V ) =

0 if pj 6= 2 for all j;
l +  otherwise:
Proof. First note that we may extend the restriction-in
ation sequence as follows (cf.
[51]):
0  ! H
1(H=Q;V
Q)  ! H
1(H;V )  ! H
1(Q;V )
H=Q  ! H
2(H=Q;V
Q);
which induces an isomorphism
H
1(H;V )  = H
1(Q;V )
H=Q;
because H1(H=Q;V Q) = H2(H=Q;V Q) = 0.
We will now compute the H=Q-invariant cocycle classes in H1(Q;V ). We will use the
following notation: for a cocycle  : Q  ! V we write
() =

x
y

with  =

1 
0 1

:
We write x : F  ! F for the rst coordinate map x :  7! x and y : F  ! F for the
second coordinate map, then the cocycle relations and the relations between the elements
in Q imply that x and y are determined by the following relations:
(1a) x( + ) = x() + x() + y(1)
(1b) y() = y(1) and y(1) = 0 if p = 2:
So we see that in particular that y is F-linear. Let
 =

 0
0  1

where  is as in the proposition. The action of H=Q on cocycles is given as follows: the
cocycle  maps  7!  1( 1). An easy computation now shows that a cocycle class
[] represented by a cocycle  is invariant under H=Q when there is a coboundary  given
by (m1;m2) 2 V such that for all  2 Q

 1(2) = () + ():
Let now ~  be the coboundary given by (0;
m2
 1) 2 V . An easy computation shows that if
we replace  by    ~ , then for this  the following equation holds:
(2) 
 1(2) = ():
This  represents the class [] uniquely and the relations read in coordinates:
(2a)  1x(2) = x()
(2b) y(2) = y():44 Chapter 3. Local-Global Problem for Drinfeld Modules
Let W be the F-vectorspace consisting of tuples (x;y) with
x : F  ! F
is subject to the relations (1a) and (2a) and
y : F  ! F
is subject to the relations (1b) and (2b), then dimF H1(H;V ) = dimF W. We will compute
the latter dimension.
(1b) and (2b) imply that 3y(1) = y(1). So either y = 0 or  has order 3 and then y is
determined by y(1).
If we let 1;:::;l be generators of F over Fp[], where l = dimFp[] F, then by (1a) and
(2a), x is determined by x(i), with i = 1;:::;l. Hence dimF W  l + .
Suppose that y(1) = 0, then x is Fp-linear. Let h be the minimal polynomial of 2, then
for each  2 F we have
0 = x(h(
2)) = h()x():
So if h() 6= 0, i.e., if h is not the minimal polynomial of , then x() = 0. Note that h
is the minimal polynomial of  i pj = 2 for some j 2 N. Moreover if  = 1, then the
order of  is 3, i.e., 2++1 = 0. One easily sees that 2 is the second root of 1+X+X2
besides , hence p = 2. We conclude that if pj 6= 2, then x() = y() = 0, hence
dimF H1(H;V ) = 0.
Suppose now that pj = 2 and let y(1) = 0, then x is not only Fp-linear, but even
Fp[]-semi linear. This means that the F-subspace of W consisting of the tuples (x;y)
with y = 0 has dimension dimFp[] F = l.
If  = 0, then this subspace equals W and we see dimF H1(H;V ) = l+. If  = 1, then the
dimension of W is either l or l+1. So let  = 1, then p > 2 and ord() = 3. Suppose that
y(1) 6= 0 and let x : F  ! F be given by x() = c2, where c = 1
2y(1). Then one checks
easily that x has property (1a). And because ord() = 3, it has property (2a) as well. This
shows that W contains an element (x;y) with y 6= 0, hence dimF H1(H;V ) = l + .
In the following lemma, we show that ker(Reshi) does not depend on the choice of
1 6=  2 Q.
Lemma 3.2.12. For all ; 2 Q such that  6= 1 6=  we have ker(Reshi) = ker(Reshi).
Proof. For p = 2, by the proof of Proposition 3.2.10 H1(hi;V ) = 0, hence ker(Reshi) =
H1(H;V ) for all  2 Q.
Let now p > 2. Note that
ker(Reshi) = H
1(H;V ) \ ker(H
1(Q;V )  ! H
1(hi;V ));
because H1(H;V ) ,! H1(Q;V ), so we may assume that H = Q.
Clearly, if  and  are linearly dependent over Fp, then hi = hi, so ker(Reshi) =
ker(Reshi). If  and  are independent over Fp, then we may extend them to a basis
h1;:::;ki with  = 1; = 2 and k = dimFp Q.
We write V = Fe1 + Fe2 such that the i's are upper triangular on the basis fe1;e2g.
Note that the kernel of Reshii is the image of
H
1(Q=hii;V
hii) ' Hom(Q=hii;F  e1)3.2 The Drinfeld module case 45
under the injective in
ation map. The in
ation map
Inf : Hom(Q=hii;F  e1)  ! H
1(Q;V )
is given by ^  7! [] such that if ^ ([j]) = aj 2 F with j 6= i, then  is the cocycle given by
(j) = (aj;0) 2 V; j 6= i and (i) = (0;0):
Now we will show that ker(Resk)  ker(Resl). If [] 2 ker(Resk), it comes from a ^  as
mentioned above. Now let  be a coboundary given by (m1;m2) 2 V , hence
 : i 7! (im2;0) for all i with i =

1 i
0 1

:
We choose m2 such that lm2 + al = 0, then by construction there is a
~  2 Hom(Q=hli;F  e1)
such that Resl(~ ) = [ + ]. This shows that [] = [ + ] 2 ker(Resl).
Recall that for any place ! of K0 the map Res! is the restriction map
Res! : H
1(G;V )  ! H
1(D!;V ):
Proposition 3.2.13. Let ' : A  ! Kfg be a Drinfeld module of rank 2 and let
H = G \ Sl2(F) be of type (6) with p-Sylow group Q. Let 1 6=  2 Q, then
S(a;K) = ker(H
1(G;V )  ! H
1(hi;V ))
\
!:p2j#D!
ker(Res!)
where the intersection is taken over places ! of K0. This intersection is nite.
Proof. Suppose that ! is any place of K0. If p= j #D!, then ker(Res!) = H1(G;V ),
because H1(D!;V ) = 0.
If p j #D! and p2= j #D!, then
ker(Res!)  ker(H
1(G;V )  ! H
1(hi;V ));
because H1(D!;V ) ,! H1(hi;V ). By Chebotarev's density theorem it follows that there
exists a place ! of K0 with D!  = hi. From this the description of S(a;K) follows.
To see that the intersection is nite, note that if p2 j #D!, then ! is ramied and there
are only nitely many ramied places.
Remark 3.2.14. Clearly, ker(H1(G;V )  ! H1(hi;V ))  ker(Reshi) with
Reshi : H
1(H;V )  ! H
1(hi;V )
as before. Hence Proposition 3.2.13 combined with Proposition 3.2.11 and Proposition
3.2.10 gives a bound on dimF S(a;K).
Corollary 3.2.15. If ' is a Drinfeld module of rank 2 over Fp, p > 2 prime and (a)  A
is a prime ideal of degree 1, then S(a;K) = 0.
Proof. If H = G\Sl2(F) is not of type (6), then the corollary follows from Theorem 3.2.8.
If H is of type (6), then Proposition 3.2.13 shows that S(a;K)  = ker(Reshi). Because
H1(G;V ) embeds into H1(Q;V ), Lemma 3.2.12 shows that dimF S(a;K)   1+dimFp Q.
As G  Gl2(Fp), it follows that dimFp Q = 1.
The proof of Theorem 3.4.1 is similar to the proof of this corollary.46 Chapter 3. Local-Global Problem for Drinfeld Modules
3.3 Examples of non-trivial S(a;K)
In this section we show that there exist examples of Drinfeld modules over certain function
elds K with non-trivial S(a;K). In Example 3.3.1 we show that there exist a Drinfeld
module ' over Fq(t) such that the Galois group G = Gal(K0=Fq(t)) contains

1 Fq
0 1

:
Here K0 = Fq(t)(ker('t)). In Example 3.3.2 we show that over some specic eld exten-
sion M of Fq(t) the eld extension M0 = M(ker('t)) is an Artin-Schreier extension given
by Xq   X = f for some f 2 M. These two examples are used in the proof of Theorem
3.3.3.
Example 3.3.1. Let A = Fq[t] with char(Fq) > 2, and let K = Fq(t). Let
' : A  ! Kfg
be a Drinfeld module of rank 2 given by
't = t + t + t
2
2:
Let K0 = K(ker('t)), then G  Gl2(Fq).
We consider the decomposition group Dt. Clearly, the Newton polygon of 't(Z) has two
slopes, namely 0 and 1
q(q 1). To factor 't(Z) in Fq((t))[Z], we need at least a completely
ramied extension of degree q(q 1) of Fq((t)). Hence Dt\Sl2(Fq) contains a subgroup of q
elements. If we compare this with the classication of subgroups of Sl2(Fq) in Subsection
3.2.3, we see that Dt contains Fq as a subgroup. We conclude that G contains a subgroup
isomorphic to

1 Fq
0 1

:
Recall that a system of Artin-Schreier equations over some Fp-eld M
8
> <
> :
z
p
1   z1 = f1 f1 2 M
. . .
zp
n   zn = fn fn 2 M;
is called independent over M, if for all i 2 Fp with not all i are 0, the equation
zp   z =
Pn
i=1 ifi has no solutions in M. Such a system gives rise to a tower of
eld extensions M = M0  M1  :::  Mn where the extension Mi=Mi 1 is given by
z
p
i   zi = fi and is of degree p.
Example 3.3.2. Let q = pk, p > 2 and let
' : Fq[t]  ! Kfg;
be a Drinfeld module of rank 2 such that Gal(K(ker('t))=K) contains a subgroup iso-
morphic to
H =

1 Fq
0 1

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See Example 3.3.1. We write
't = t + tc1 + tc2
2; with c1;c2 2 K:
The eld K0 is the splitting eld of the equation
(1) 1 + c1Z
q 1 + c2Z
q2 1 = 0:
Furthermore, there exist elements P;Q 2 K0 such that ker('t) = Fq  P + Fq  Q. We let
L = KH
0 . Because Gal(K0=L) = H, we may assume that P 2 L.
If we substitute U = Zq 1 in (1), we get
(2) 1 + c1U + c2U
q+1 = 0:
Let L1 be the splitting eld of (2), then we have the eld inclusion L  L1  K0. The
latter eld extension is given by the equation U = Zq 1. This implies that [K0 : L1] j q 1,
but [K0 : L] = #H = q, hence L1 = K0. This shows that K0 is the splitting eld of (2)
over L.
Because P 2 L, we already know a solution of (2), namely u = P q 1. Substituting
V = U   u in (1) gives
1 + c1(V + u) + c2(V + u)(V
q + u
q) = c1V + c2V u
q + c2uV
q + c2V
q+1:
Subsequently, we divide out V and substitute W = V  1. This shows that K0=L is the
splitting eld of the equation
(3) W
q +
c2u
c1 + c2uqW +
c2
c1 + c2uq = 0:
To simplify this equation a little more, we consider it over the extension L(b) of L with
b
q 1 =  
c2u
c1 + c2uq:
Because [L(b) : L] j q   1, the degree of M := L(b) over L is relatively prime to q, hence
the splitting eld M0 := K0(b) of (3) over M also has Galois group
Gal(M0=M)  = H:
Substituting bX = W in (3) gives
X
q   X = f with f =
1
bu
:
The following theorem shows that S(a;K) can be arbitrarily large.
Theorem 3.3.3. For any k 2 N>0 there exists a function eld K, a Drinfeld module
' : A  ! Kfg and a prime ideal (a)  A such that
dimF S(a;K) = k:48 Chapter 3. Local-Global Problem for Drinfeld Modules
Proof. Let q = pk for some integer k > 1 and p > 2 a prime. The computations of
Example 3.3.1 and Example 3.3.2 show that there is a Drinfeld module ' over some
function eld M, such that M0 = M(ker('t)) is a Galois extension with Galois group
H =

1 Fq
0 1

and moreover this extension M0=M is an Artin-Schreier extension given
by
(4) X
q   X = f; f 2 M:
This extension is also given by the system of Artin-Schreier equations
(5)
8
> <
> :
x
p
1   x1 = 1f
. . .
x
p
k   xk = kf
where the i 2 Fq are linearly independent over Fp. To see this, write z =
Pk
i=1 ixi,
with i 2 Fq. An easy computation shows that z is a solution of Xq  X = f if and only
if 0
B B B
@
1  k

p
1  
p
k
. . .
. . .

pk 1
1  
pk 1
k
1
C C C
A
0
B B B
@
1
2
. . .
k
1
C C C
A
=
0
B B B
@
1
0
. . .
0
1
C C C
A
:
Because this matrix is invertible (cf. [22]), it follows that (5) is indeed equivalent to
Xq   X = f.
Consider the extension M(z1)=M given by the equation
z
p
1   z1 = 1f   g1:
The element g1 is chosen as follows: for the nitely many places  of M for which
v(f) < 0, we let v(g1) > 0 and for the one place 0 for which v0(f) > 0, we let
v0(g1) =  1. Such a g1 exists; cf. Corollary VI.2.1 in [4]. The condition v0(g1) =  1
makes sure that the system of Artin-Schreier equations given by (5) is independent over
M(z1). Namely, by Hensel's lemma all equations of (5) have their solutions in M0 which
is unramied at 0 over M, whereas the equation for z1 gives rise to a totally ramied
extension of degree p at 0.
Similarly, we construct a eld extension M(z1;z2)=M(z1) given by
z
p
2   z2 = 2f + g2:
We choose g2 in the same way as we chose g1 with M replaced by M(z1). This implies
that (5) is independent over M(z1;z2). By repeating this process, we see that (5) is
independent over the eld M(z1;:::;zk 1).
Let L=M(z1;:::;zk 1) be the eld extension given by (5), then its Galois group is H.
Let  be a place of M(z1;:::;zk 1) and let v be its corresponding valuation. Let ! be
a place of L lying above . We distinguish the following cases.
(a) v(f) > 0, in this case we see that the equations of (5) are over the residue eld
given by x
p
i   xi = 0, hence they split completely over the residue eld. Hensel's
lemma implies that D! is trivial.3.4 The elliptic curve case 49
(b) v(f) = 0, then also v(if) = 0, hence all equations of (5) are over the residue
eld given by x
p
i   xi = i, with i in the residue eld. Hence all equations only
give rise to a residue eld extension. This shows that  is in L and thus D! is cyclic
and can have at most p elements, because the elements of H have at most order p.
(c) v(f) < 0. Note that the equations x
p
i   xi = if are equivalent to y
p
i   yi = gi by
substituting yi = zi   xi, for i = 1;:::;k   1. Because by construction v(gi) > 0,
it follows that these equations give a trivial extension at . So only the equation
x
p
k   xk = kf can give rise to a non-trivial extension, but this extension has at
most degree p, hence D! can have at most p elements.
We see that at any place !, the decomposition group D! has at most p elements. This
means that for the non-trivial D!, the kernel ker(Res!) has dimension
dimFq ker(Res!) =  1 + dimFq H
1(H;V ) = k   1;
by Proposition 3.2.10. Hence, it follows by Proposition 3.2.12 that
dimFq S(t;M(z1;:::;zk 1)) = k   1:
3.4 The elliptic curve case
In this section we will treat the analogous problem for elliptic curves. Although there
are references treating this problem, cf. Theorem 1.b in [59] and Theorem 3.1 in [14], it
is included here, because our proof requires nothing more than we have already done in
the Drinfeld case.
Let E be an elliptic curve over some number eld K and let p 2 N be a prime number.
For any P 2 E(K) we denote KP = K(p 1P). In this section we will prove the following
theorem:
Theorem 3.4.1. Let E be an elliptic curve over a number eld K, let p be a prime
number, then the kernel
S(p;K) = ker
 
E(K)=pE(K)  !
Y

E(K)=pE(K)
!
;
where  runs through the places of K, is trivial.
As before, we will write G = Gal(K0=K). Because E[p](K)  = Fpx+Fpy with x;y 2 K0,
we see that
G ,! Gl2(Fp):
Clearly, K0  KP. We will denote V = E[p](K0) = E[p](K0;!).
Proposition 3.4.2. For every P mod pE(K) 2 S(p;K), we have KP = K0. In partic-
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Proof. For every Q 2 pE(K), clearly KQ = K0, hence KP only depends on the class
[P] = P + pE(K). Furthermore, if P 2 S(p;K), then P 2 pE(K) for every place  of
K. If we let 0 be a place of K0 lying above  and P be a place of KP lying above 0,
then this implies that (K)P  K0;0. This gives rise to an embedding K0  KP  K0;0,
hence deg(P=0) = 1. By Lemma 3.2.2 it follows that KP = K0.
Now S(p;K0) = 0 as in Proposition 3.2.3.
Proposition 3.4.3. We have that
S(p;K) 
\
!
ker(Res!);
where the intersection is taken over all places ! of K0 and the map Res! is the restriction
map
Res! : H
1(G;V )  ! H
1(D!;V );
with D! the decomposition group at !.
Proof. As in the proof of Proposition 3.2.4, we have the following diagram with exact
rows and columns:
0 0
?
? y
?
? y
0         ! C         ! S(p;K)         ! S(p;K0) = 0
?
?
y
?
?
y
?
?
y
0         !          ! E(K)=pE(K)         ! E(K0)=pE(K0)
? ?
y
? ?
y
? ?
y
0         ! B         !
Q
 E(K)=pE(K)         !
Q
! E(K0;!)=pE(K0;!):
Applying the same arguments of Galois cohomology as in the proof of Proposition 3.2.4
we obtain injections
E(L)=pE(L) ,! H
1(GL;E[p](K)
for L = K and L = K0. This gives rise to an embedding  ,! H1(G;V ). Arguing in the
same way we get an embedding
B ,!
Y

H
1(D!;E[p](K0;!));
where the product runs over all places  of K. This implies that
C ,!
\
!
ker(Res!):
Let H = G \ Sl2(Fp). As before we have
H
1(G;V ) ,! H
1(H;V ):
Because H  Sl2(Fp), we have that H is one of the following subgroups, cf. the classi-
cation in Section 3.2.3:3.4 The elliptic curve case 51
(1) p= j #H.
(2) D2; in this case p = 2.
(3) Sl2(Fp).
(4) H is a Borel group, i.e. H has a cyclic normal subgroup Q = hi of order p and
H=Q is cyclic of order dividing p   1.
Proposition 3.4.4. If H is of type (1), (2) or (3), then H1(G;V ) = 0.
Proof. Except for the case H = Sl2(F2), this follows from Theorem 3.2.8. So let H =
Sl2(F2) and let  2 H be an element of order 2. The group H1(hi;V ) = 0 - this
is Proposition 3.2.10, with p = 2 and Q = hi. Consider the restriction-corestriction
sequence
H
1(H;V )
Res  ! H
1(hi;V )
Cor  ! H
1(H;V ):
Then Cor  Res = [H : hi], hence
[H : hi]  H
1(H;V ) = 0:
Because [H : hi] is relatively prime to 2, it follows that H1(H;V ) = 0.
We can now prove Theorem 3.4.1.
Proof of Theorem 3.4.1. Because S(a;K) ,! H1(H;V ), we know by Proposition 3.4.4
that if H is not of type (4), then S(a;K) = 0. Suppose now that H is of type (4) and
let  2 H be an element of order p. Then by Chebotarev and Proposition 3.4.3 we have
S(a;K) ,! ker(Reshi). By Proposition 3.2.10 this kernel has dimension
 1 + dimFp Q =  1 + 1 = 0:Chapter 4
Weil Pairing for Drinfeld Modules
4.1 Introduction
A paper based on this chapter is accepted for publication in Monatshefte f ur Mathematik.
Let X be a projective, non-singular and absolutely irreducible curve over some nite eld
Fq of characteristic p. Put k = Fq(X) for the function eld of X over Fq. Let 1 2 X be
some chosen closed point, and let
A :=  (X   1;OX)
be the ring of functions on X which are regular outside 1. Let K  Fq be a eld
equipped with an A-algebra structure 
 : A  ! K. We write Ga;K for the additive group
over K. Let
' : A  ! EndFq(Ga;K)
be a Drinfeld module over K. This means that ' is a ring homomorphism such that
(1) there is an a 2 A with 'a 6= 
(a);
(2) let @ : EndFq(Ga;K)  ! K be the ring homomorphism which maps an endomor-
phism to its constant part, then @  ' = 
.
The prime ideal ker(
) is called the characteristic of '. We call an ideal a  A away
from the characteristic if a 6 ker(
).
Let 
A denote the module of dierentials of A=Fq. For all ideals a  A

a := a
 1
A=
A:
Let ' be a Drinfeld module of rank r over K. Let K denote the algebraic closure of K.
In this chapter we construct for all proper ideals a  A away from the characteristic an
A-module homomorphism
wa :
r Y
i=1
ker('a)(K)  ! ker( a)(K) 
 


r 1
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Here   is a rank 1 Drinfeld module associated to ' in a way we will explain. We will
refer to wa as the Weil pairing (although, strictly speaking, wa is only a pairing if r = 2).
The map wa induces an A-isomorphism
^
r ker('a)(K)
  ! ker( a)(K) 
 


r 1
a ;
cf. Theorem 4.5.3.
The dicult part in constructing wa is the construction of the exterior product of a
Drinfeld modules. It was Greg Anderson who rst understood how to do this in his
paper [1]. In this paper he develops abelian t-modules and t-motives, and he shows how
Drinfeld modules can be considered as t-motives.
As Anderson introduced abelian t-modules and t-motives only in case A = Fq[t], we have
to describe the natural generalizations of these notions to the case of general A. Note
that the results of the Sections 4.2 and 4.3 can also be found in Potemine's paper [45],
but without rigorous proofs. Also, we give a dierent, but equivalent denition of purity
using Newton polygons. It turns out that the category of pure A-motives is closed under
the operations of taking subquotients and tensor products. This enables us to construct
the tensor product of Drinfeld modules. This construction coincides with the denitions
that Hamahata gives in [26] for A = Fq[t].
The description of the a-torsion of an abelian A-module in terms of its corresponding
A-motive in Section 4.4 enables us to construct wa as the mod a reduction of Anderson's
construction.
The construction of the Weil pairing commutes with taking inverse and direct limits, as
is shown in Section 4.6. Finally, in Section 4.7 we give an explicit computation of the
Weil pairing in case A = Fq[t].
Before dening the notions of A-motives and abelian A-modules, we recall the following
proposition concerning HomFq(Gn
a;K;Gm
a;K), the group of all Fq-linear group morphisms
Gn
a;K  ! Gm
a;K over K. Let
O(G
n
a;K) = K[X1;:::;Xn]; O(G
m
a;K) = K[Y1;:::;Ym]:
Proposition 4.1.1. The group HomFq(Gn
a;K;Gm
a;K) consists of all nite sums
P
i0 Aii.
Here the morphism  2 EndFq(Gn
a;K) is given on the underlying rings by

# : Xi 7! X
q
i ; i = 1;:::;n;
and the morphism Ai 2 HomFq(Gn
a;K;Gm
a;K) is given by the m  n matrix A
i with coe-
cients in K such that
A
#
i : (Y1;:::;Ym) 7! A

i(X1;:::;Xn):
Proof. A morphism  : Gn
a;K  ! Gm
a;K comes from a K-algebra homomorphism

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which is compatible with the addition on both linear groups, i.e., the following diagram
commutes:
K[Y1;:::;Ym]
#
        ! K[X1;:::;Xn]
m
#
Gm
a;K
? ?
y
? ?
ym
#
Gn
a;K
K[Y1;:::;Ym] 
K K[Y1;:::;Ym]
#
#
          ! K[X1;:::;Xn] 
K K[X1;:::;Xn]
with
m
#
Gn
a;K : Xi 7! Xi 
 1 + 1 
 Xi; m
#
Gm
a;K : Yj 7! Yj 
 1 + 1 
 Yj 8 i;j:
This diagram commutes if and only if we have for every j

#(Yj) =
<1;n X
l=0;i=1
ai;j;lX
pl
i :
Let  be the map given by
 : (X1;:::;Xn) 7! (X
p
1;:::;X
p
n);
then we may write # =
P
Bii for some m  n-matrices Bi with coecients in K.
Because in the proposition we are looking at Fq-linear morphisms, we may replace the
p's in the above consideration by q's. This proves the proposition.
4.2 Abelian A-modules and A-motives
Let Kfg be the skew polynomial ring whose multiplication is given by the rule k = kq
for all k 2 K. By Proposition 4.1.1 we see that EndFq(Gn
a;K) consists of all sums
P
i Aii
with A
i 2 Mnn(K) and such that # acts as the qth-power map on each Xi. In
particular, we see that EndFq(Ga;K)  = Kfg and that HomFq(Gn
a;K;Ga;K)  = Kfgn as
Kfg-modules.
Denition 4.2.1. An Abelian A-module over K is an Fq-linear ring homomorphism
' : A  ! EndFq(Gn
a;K) with the following properties. We denote '(a) =
P
i Ai(a)i.
(1) For all a 2 A the element A0(a)   
(a)  I is nilpotent.
(2) Put
M(') = HomFq(G
n
a;K;Ga;K)  = Kfg
n;
M(') is a left Kfg 
Fq A-module via
(
X
i
i
i 
 a)  f =
X
i
i
i  f  '(a) with f 2 M('):
Then M(') is a nitely generated, left K 
Fq A-module.
Remark 4.2.2. Note that we write  for both  2 EndFq(Gn
a;K) and 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Denition 4.2.3. Let
' : A  ! EndFq(G
n
a;K) and   : A  ! EndFq(G
m
a;K)
be two abelian A-modules. A morphism of abelian A-modules from ' to   is a map
 2 HomFq(Gn
a;K;Gm
a;K) such that '(a) =  (a) for all a 2 A.
Denitions 4.2.1 and 4.2.3 together form the category of Abelian A-modules over K.
Let M be a left Kfg 
Fq A-module, then M = M 
 K is a left Kfg 
Fq A-module.
Denition 4.2.4. An A-motive M is a left Kfg
Fq A-module with the following prop-
erties:
(1) M is a nitely generated, projective K 
Fq A-module.
(2) M is a nitely generated Kfg-module.
(3) For all a 2 A there is an n 2 N such that
(1 
 a   
(a) 
 1)
nM  M:
Denition 4.2.5. Let M and M0 be two A-motives. A morphism of A-motives from M
to M0 is a Kfg 
 A-linear map  : M  ! M0.
Denitions 4.2.4 and 4.2.5 together form the category of A-motives.
Remark 4.2.6. Note that
XK = X Spec(Fq) Spec(K)
is a projective, absolutely irreducible, smooth curve over K. Because Fqdeg(1) is a nite,
separable extension of Fq, it follows that
K 
Fq Fqdeg(1)  = 
l
i=1Li
where the Li are elds. The elds Li are in 1-1 correspondence with the points 1i 2 XK
lying above 1. Hence, 1  Spec(K) = f11;:::;1lg as a set. The ring K 
Fq A is
the ring of functions on XK which are regular outside 1  X. This is a Dedekind ring
because XK is a smooth curve over K. For the function elds we have
Fq(X)  = Quot(A) and K(XK)  = Quot(K 
Fq A):
Lemma 4.2.7. Let M be a left Kfg 
 A-module which is nitely generated over both
Kfg and K 
 A. Then M is a projective K 
 A-module if and only if M is free over
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Proof. Let M0 be the subgroup of M consisting of all K
A-torsion points of M. Because
K 
A is Dedekind, we have the following equivalences: M is projective over K 
A ()
M has no K 
 A-torsion () M0 = 0. Note that dimK M0 < 1 because K 
 A is
Dedekind.
As Kfg is a left Euclidean ring, M is isomorphic to
Kfg
m  Kfg=Kfgf1  :::  Kfg=Kfgfn
for some m;n 2 N and fi 2 Kfg with deg(fi) > 0. Consequently, M is free over Kfg
() the Kfg-torsion subgroup M1 of M is 0. Moreover, from this description it follows
that dimK M1 < 1.
To prove the lemma, we show that M0 = M1. If m 2 M0, then there is an element
g =
P
i ki 
 ai 2 K 
 A with g(m) = 0. It is not dicult to see that ~ g =
P
i k
q
i 
 ai
annihilates m. Therefore, Kfgm  M0. As dimK(M0) is nite, there must be an
element f 2 Kfg with f  m = 0. Therefore, M0  M1.
On the other hand, if m 2 M1, then there is an f 2 Kfg such that f  m = 0. As
the actions of Kfg and A commute, we have for every a 2 A that f  (1 
 a)  m = 0.
Consequently, K 
 A  m  M1. Because dimK(M1) < 1, we see that m 2 M0 and thus
M1  M0.
Remark 4.2.8. As G. B ockle pointed out to me, one can also reduce this to Anderson's
proof of Lemma 1.4.5 by considering a morphism Fq[t] ,! A and noting that M is nitely
generated and free over Fq[t] if and only if it is nitely generated and projective over A.
Let ';  be two abelian A-modules of dimension n and m, respectively. Then a
morphism  : '  !   is an element of HomFq(Gn
a;K;Gm
a;K) such that '(a) =  (a) for
all a. This gives rise to a map f : M( )  ! M(') given by m 7! (m) = m  .
Theorem 4.2.9. We dene the functor
F : fabelian A-modulesg  ! fA-motivesg givenby ' 7! M('); 7! f
where ' is an abelian A-module, M(') is as in Denition 4.2.1,  is a morphism between
abelian A-modules, and f is as described above. The functor F gives an anti-equivalence
of the respective categories.
Proof. First we show that M(') is in fact an A-motive. By property (1) of abelian A-
modules, there is an l 2 N such that ('(a)   
(a))l = . Here  is the q-Frobenius in
EndFq(Gn
a;K). For all m 2 M(') we may write by Proposition 4.1.1
m = C0 + (
X
i>0
Ci
i 1)
for Ci 2 M1n(K). Hence
(1 
 a   
(a) 
 1)
lm = C0('(a)   
(a))
l    = (C0   )
with
C0    2 M(') = K 
K HomFq(G
n
a;K;Ga;K):58 Chapter 4. Weil Pairing for Drinfeld Modules
Note that (c1;:::;cn) = (c
q
1;:::;cq
n); hence, by the perfectness of K it follows that
(1 
 a   
(a) 
 1)
lm = (C0   ) = ~ 
where ~  is some element in M('). This shows that property (3) of A-motives holds for
M(').
By property (2) of abelian A-modules, M(') is a nitely generated K 
 A-module. We
already noted that M(') is a free Kfg-module of rank n (cf. Denition 4.2.1); hence, by
Lemma 4.2.7 M(') is a projective K
A-module. Thus, property (1) and property (2) of
an A-motive hold for M('). This proves that F maps abelian A-modules to A-motives.
To show that F is a contravariant functor, we describe its action on morphisms. Let
' : A  ! EndFq(G
n
a;K) and   : A  ! EndFq(G
m
a;K)
be two abelian A-modules. Suppose
X
i
ki
i 
 a 2 Kfg 
 A;
then
(
X
i
ki
i 
 a)  (m) = (
X
i
ki
i)  m  ('(a))
= (
X
i
ki
i)  m  ( (a)) = ((
X
i
ki
i 
 a)m):
Hence  is indeed Kfg 
 A-linear.
This construction shows that the induced map
F : Hom('; )  ! Hom(M( );M('))
commutes with composition. To see that this map on the Hom's is injective, we look at
the action of  2 HomFq(Gn
a;K;Gm
a;K) on the underlying rings:
K[Y1;:::;Ym]
       ! K[X1;:::;Xn]
? ? ym 
? ? ym 
K[X]
=       ! K[X]
F() = 0 means that m    = 0 for all m  2 M( ). By Proposition 4.1.1 we may
consider  = (ai;j) 2 Mmn(Kfg) via
 : Yi 7!
m X
j=1
ai;j(Xj):
In particular, if we take m  : Yi 7! 0, then the i'th row of (ai;j) is zero. This implies that
F is injective. To show that F on the Hom's is surjective, let  2 Hom(M( );M(')). We
may consider M( ) and M(') as Kf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on the underlying rings. Then (ei) =
Pn
j=1 bi;jfj for some bi;j 2 Kfg and as before
(bi;j) 2 Matmn(Kfg) determines a map  in HomFq(Gn
a;K;Gm
a;K) given by

 : (Y1;:::;Ym) 7! (bi;j)(X1;:::;Xn):
Clearly, considered as map from M( ) to M('), we have (m) = (m) for all m 2 M( ).
Because  is A-linear, we have
  'a = (1)  'a = (a  1) = ( a) =  a  :
Hence,  is a morphism from ' to   and F() = . This proves the surjectivity.
As F on the Hom's is both injective and surjective, F is fully faithful.
To prove anti-equivalence, it remains to show that F is essentially surjective, i.e., that
every A-motive is isomorphic to M(') for some abelian A-module '.
Let M be an n-dimensional A-motive, then M is free of rank n over Kfg by Lemma
4.2.7. We choose a basis fe1;:::;eng of M over Kfg. For any a 2 A we write the action
of a on M as follows:
a  ei =
n X
j=1
(
X
k0
ci;j;k(a)
k)ej with ci;j;k(a) 2 K:
We dene
' : A  ! EndFq(G
n
a;K) by '(a) :=
X
k0
Ck(a)
k
where Ck(a) is the matrix (ci;j;k(a))i;j 2 Matnn(K). Because M has an A-module
structure, ' is a ring homomorphism. Clearly, ' is Fq-linear. By reversing the argument
we gave above, we see that property (3) of an A-motive implies that ' has property (1) of
an abelian A-module. Finally, to check that ' is an abelian A-module we need to check
that M(') = HomFq(Gn
a;K;Ga;K) is a nitely generated K 
 A-module. Let ff1;:::;fng
be the basis of M(') such that
fi  '(a) =
n X
j=1
X
k0
ci;j;k(a)
k:
(This means that ffig is just the standard basis of M(') up to the choice of .) Then
the Kfg-linear map  : M  ! M(') given by ei 7! fi is also A-linear, as one easily
checks. Moreover,  is an isomorphism between M and M('). As M is nitely generated
as K 
 A-module, we may conclude that ' is an abelian A-module. Therefore, F is
essentially surjective.
Denition 4.2.10. We dene the following notions:
(1) The rank of an A-motive M is the projective rank of M as K 
 A-module. We
denote the rank by r(M).
(2) The dimension of an A-motive M is the rank of M as Kfg-module. We denote
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(3) The rank (resp. dimension) of an abelian A-module ', denoted by r(') (resp. ('))
is the rank (resp. dimension) of its corresponding A-motive M(').
Proposition 4.2.11. The category of abelian A-modules of rank r and dimension 1 is
anti-equivalent to the category of Drinfeld modules of rank r.
Proof. It is clear that the category of abelian A-modules of dimension 1 is equivalent to
the category of Drinfeld modules: both categories share property (1); property (2) follows
from the fact that 'a 2 Kfg for both ' an abelian A-module of dimension 1 and ' a
Drinfeld module. So we only have to prove that the ranks are identical. This can be seen
by noting that for a Drinfeld module ' the kernel ker('a)(K) is a free A=a-module of
rank r if a is away from the characteristic. The same thing is true for abelian A-modules,
as we will show in Corollary 4.4.5.
4.3 Pure A-motives
In the category of Drinfeld modules it is not at all obvious how to dene tensor products
and how to take subquotients. Also, the category of A-motives is not yet quite what we
need. Instead, we look at a category C of which the category of A-motives is a subcategory.
Denition 4.3.1. The category C is dened as follows. The objects of C are Kfg 
 A-
modules such that the underlying K
A-module is nitely generated and projective. The
morphisms of C are homomorphisms of Kfg 
 A-modules.
Remark 4.3.2. Note that the denition of C requires the specication of the eld K.
We write CK if we want to stress the eld K.
The category C is closed under taking subquotients and tensor products. Let us explain
what we mean by this.
(1) Subquotients. Let
0  ! M1  ! M2  ! M3  ! 0
be an exact sequence of Kfg 
 A-modules, and assume that M3 has no K 
 A-
torsion. If M2 is an object of C, then M1 and M3 are also objects of C. Namely,
M1 and M3 are nitely generated, torsion free K 
A-modules. Therefore, they are
projective K 
 A-modules. The module M3 is called a subquotient of M2.
(2) Tensor products. Suppose that M1 and M2 are objects of C. The tensor product
M1 
 M2 of M1 and M2 is dened as follows:
M1 
 M2 := M1 
K
A M2
which is equipped with the following -action:
 : m1 
 m2 7! m1 
 m2:
Consequently, M1 
 M2 is a Kfg 
 A-module which is nitely generated and
projective as K 
 A-module. Therefore, M1 
 M2 is an object of C.4.3 Pure A-motives 61
Furthermore, following Anderson, we introduce the notion of purity and we will show that
the category of pure A-motives is a subcategory of C which is also closed under taking
tensor products and subquotients. Moreover, we will show that the category of Drinfeld
modules is a subcategory of the category of pure A-motives.
In a diagram the relation between the categories reads as follows:
Drin. Mod.
F
,! Pure A-Mot. ,! A-Mot. ,! C:
Using (1) and (2), we can associate to an object M 2 C the exterior product ^rM. This
exterior product is a subquotient of M
r and therefore an object of C. Consequently,
if M is a pure A-motive of rank r and dimension , then ^rM is a pure A-motive of
rank 1, and it turns out that ^rM has dimension . We will establish the fact that any
A-motive associated to any Drinfeld module is pure. This will enable us to construct the
Weil pairing. Note that this section gives the theoretical background of some denitions
in [26]. The main goal of this section is to prove the following theorem:
Theorem 4.3.3. Let ' : A  ! EndFq(Ga;K) be a Drinfeld module of rank r over K, and
let M(') be its associated A-motive, then there exists a Drinfeld module   of rank 1 such
that M( )  = ^rM('). The Drinfeld module   is unique up to isomorphy.
We will give two equivalent denitions of purity. The rst one uses Newton polygons
and stresses the similarity with the classical notion of purity. The second denition uses
lattices and is the natural extension of Anderson's denition in [1].
4.3.1 Newton polygons
Assume that K is algebraically closed, and let
F := the quotient eld of K 
 A:
So F is the function eld of the curve XK. Let  : K  ! K be an Fq-linear automorphism
of K. Extend  to an automorphism of K 
 A by letting it act trivially on A. Then 
extends naturally to an automorphism
 : F  ! F:
Let Ffg be the corresponding skew polynomial ring. This means that its elements
are nite sums
P
i fii with fi 2 F. Multiplication in this ring is given by the rule
f = (f) for all f 2 F; cf. [8, 0.8]. Similarly, Kfg is a skew polynomial ring.
Lemma 4.3.4. The skew polynomial rings Ffg and Kfg are Euclidean domains.
Proof. According to Theorem 1.2 in [8, p. 67], these skew polynomial rings are left-
Euclidean. As  is an automorphism of both F and K, the same argument shows that
both skew polynomial rings are right-Euclidean.
Let  be a place of F corresponding to a closed point x 2 XK. We assume that  respects
the valuation at . This means that  xes x and that v((f)) = v(f) for all f 2 F.
The completion F of F at  is isomorphic to K((z)), and we have (z) = z.
Let g = a0 + a1 +  + ann 2 Ffg with ai 2 F.62 Chapter 4. Weil Pairing for Drinfeld Modules
Denition 4.3.5. The Newton polygon N(g) of g at  of F is dened to be the convex
hull of the set
f(j;yj) 2 R  R j j 2 f0;:::;ng and yj  v(aj)g:
The lower boundary of N(g) has nitely many slopes. If we talk about the slope of N(g),
we mean the slope of the lower boundary of N(g).
For any two skew polynomials g1;g2 2 Ffg we dene the sum of N(g1) and N(g2) to
be
N(g1) + N(g2) := f(x1;y1) + (x2;y2) j (xi;yi) 2 N(gi) for i = 1;2g:
Proposition 4.3.6. Newton polygons have the following properties.
i: Let g1;g2 2 Ffg, then
N(g1g2) = N(g1) + N(g2):
Moreover, the set of slopes of N(g1g2) equals the union of the set of slopes of N(g1)
and N(g2).
ii: Let g 2 Ffg be monic. If N(g) consists of two polygons P1 and P2 which have
no slope in common, then g factors uniquely in Ffg as g = g1g2. The skew
polynomials gi 2 Ffg are monic, and N(gi) = Pi.
iii: Let g1;g2 2 Ffg, and let g = g1g2. If N(g1) has no slope in common with N(g2),
then the following Ffg-modules are isomorphic:
Ffg=Ffgg  = Ffg=Ffgg1  Ffg=Ffgg2:
Proof. We can follow the proof of similar propositions in the case of dierential modules
and of polynomials over C((z)); cf. [46] and [55].
i: Write g1 =
P
aii and g2 =
P
bjj, then g1g2 =
P
k ckk with ck =
P
i+j=k aii(bj).
As  respects the -valuation of elements in F, it is a straightforward matter to see that
N(g1g2)  N(g1) + N(g2).
An endpoint of N(g) is a point e on the lower boundary of N(g) such that either e = (0;)
or e connects two line segments of the lower boundary with distinct slopes. We denote
the slope of the line segment which ends at e by se. For the endpoint e = (0;) we dene
se =  1.
Let u be an endpoint of N(g1). Consider the set V of all endpoints ~ v of N(g2) such that
s~ v  su. If V is not empty, then it makes sense to consider the endpoint v 2 V with
sv  s~ v for all ~ v 2 V in this set. It is not dicult to see that u + v is an endpoint of
N(g1) + N(g2).
Similarly, we can construct endpoints u + v of N(g1) + N(g2) by interchanging the roles
of g1 and g2 in the above construction, i.e., u is the endpoint of N(g1) such that su  sv
and su is maximal among all elements s~ u with ~ u an endpoint of N(g1) and s~ u  sv.
It is not dicult to see that all endpoints of N(g1) + N(g2) arise in this way. Let u + v
be any endpoint of N(g1) + N(g2). Write u = (i0;ai0) and v = (j0;bj0). Let k = i0 + j0.
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(i;j) 6= (i0;j0) with i + j = k one has v(aibj) > v(ai0bj0). Hence, the -valuation
v(ck) = v(ai0bj0). Consequently, N(g1) + N(g2)  N(g1g2).
ii: First we show the following Claim for a Newton polygon N(g) which consists of at
least two slopes. Let s be the smallest slope of N(g), and let n be the length of the
line segment with slope s. Then there exist monic skew polynomials f1;f2 2 Ffg with
g = f1f2 and deg(f1) = n. Moreover, N(f1) has only one slope, and this slope is equal
to s. The slopes of the Newton polygon N(f2) are all > s.
a. We rst prove the Claim for s = 0. Write g =
P1
i=k ziai with ai 2 Kfg and ak 6= 0,
then deg(ak) = n. We construct a decomposition g = f1f2 as follows. Write
f1 =
X
i0
z
ibi and f2 = z
k(
X
i0
z
ici)
with bi;ci 2 Kfg. Put b0 := ak and c0 := 1. The elements bi and cj are inductively
determined as follows. Suppose that bi;cj are already determined for 0  i;j < l. To get
g = f1f2, we see that we need the following equality for the coecients of zl+k that
b0cl + b1cl 1 + ::: + bl 1c1 + bl = al k:
As Kfg is Euclidean, it makes sense to take cl equal to the quotient of the left-division
of b0 and b1cl 1 +:::+bl 1c1  ak;l. Take bl equal to the remainder of this division. This
implies that deg bl < n for all l  1. Therefore, the Newton polygon N(f1) has only one
slope and this slope is equal to 0. Moreover, N(f2) has only slopes larger than 0.
After multiplying f1 and f2 with some constants in K((z)), we may assume that f1 and
f2 are monic. This proves the Claim for s = 0.
b. Suppose now that the smallest slope is s =
s1
s2 with s1 2 Z, s2 2 N and gcd(s1;s2) = 1.
Write g =
P
ik;j gi;jzij with gi;j 2 K. Consider the extension K(())=K((z)) given by
s2 = z. We extend the action of  to K(()) by putting () = . Let
g
0(~ ) := g(
 s1~ );
then the smallest slope of g0 2 K(())f~ g is 0 and
g
0 =
X
is2k;j
gi;j
 s1j+s2i~ 
j:
Applying a: to g0 gives rise to a factorization g = f1f2 inside K(())fg. From some
bookkeeping it follows that f1 and f2 are indeed elements of K((z))fg. Let us work this
out in detail. Denote by 0
m(~ ) 2 Kf~ g the coecient of m in g0, i.e.,

0
m =
X
i;j: s1j+s2i=m
gi;j~ 
j:
Let m() := 0
m(s1)m, then m() 2 K((z))fg: We construct a factorization of g0
as under a:, i.e., g0 = f0
1  f0
2 with f0
1 =
P
i0 b0
ii and f0
2 = s2k P
i0 c0
ii with b0
i;c0
i 2
K(())f~ g. Dene b0
0 := 0
k, which is the `slope 0-part' of g0, and dene c0
0 = 1. Let
d0
l =
Pl 1
i=1 b0
i  c0
l i, then the elements b0
l and c0
l in Kf~ g must satisfy the relation
b
0
0  c
0
l + b
0
l = 
0
l+k   d
0
l: (4.1)64 Chapter 4. Weil Pairing for Drinfeld Modules
Let c0
l be the quotient of dividing the left-hand side by b0
0 and let b0
l be the remainder of
this division.
We translate this to a factorization of g. Dene bl() = b0
l(s1~ )l. Similarly, we dene
cl and dl. Then f1 =
P
bi and f2 = zk P
ci gives a factorization of g. It remains to be
shown that bi;ci 2 K((z))fg.
First note that b0 2 K((z))fg: it consists of all gi;jzij with j  n and such that (i;j) lies
on the lower boundary of the Newton polygon N(g). We proceed by induction: suppose
that bi;ci 2 K((z))fg for 0  i < l, then (4.1) reads as
b0cl + bl = l+kz
 k   dl:
As b0;dl and l+k are all in K((z))fg, it follows that also the quotient cl and the remainder
bl are elements of K((z))fg. This proves the Claim.
Instead of factoring g = f1f2 where f1 is the skew polynomial corresponding to the
smallest slope, we can also uniquely factor g = ~ f2 ~ f1 where ~ f1 corresponds to the smallest
slope.
We can conclude the proof of ii as follows. If the minimal slope s of g is a slope of N(P1),
then we factor g = f1f2. If the minimal slope is a slope of N(P2), then we factor g = ~ f2 ~ f1.
Now we can do the same for the remaining term - either f2 or ~ f2. Repeating in this way,
gives us a unique factorization g = g1g2 with the desired properties.
iii: We have N(g) = N(g1)+N(g2) = N(g2)+N(g1). As N(g1) and N(g2) have no slope
in common, there exist elements ~ gi 2 Ffg with N(~ gi) = N(gi) and
g1g2 = g = ~ g2~ g1: (4.2)
As N(g1) and N(~ g2) have no slope in common, this relation is left-coprime. Similarly, this
relation is right-coprime. This means that g is decomposable; cf. [8, p. 139]. According
to the proof of Proposition 6.1 in [8, p. 140], we have the following isomorphism:
Ffg=Ffgg  = Ffg=Ffgg1  Ffg=Ffg~ g2:
By (4.2) the elements g2 and ~ g2 are similar and consequently,
Ffg=Ffg~ g2  = Ffg=Ffgg2;
cf. [8, p. 123] and Proposition 3.4 in [8, p. 126].
Let V be a cyclic Ffg-module with dimF V < 1, and let x 2 V be a cyclic element.
Then there exists a unique monic polynomial g 2 Ffg with deg g = dimF V and
g  x = 0. We dene
The Newton polygon N(V ) of V at  is N(V ) := N(g):
Proposition 4.3.7. Let V be a cyclic Ffg-module such that dimF V < 1, then the
Newton polygon N(V ) of V does not depend on the chosen cyclic element x 2 V .
Proof. Note that the Newton polygon of V 
F F is the same as the Newton polygon of
V , hence we may assume that V is an Ffg-module. We write W(g) for the module
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of minimal degree with g(e) = 0.
Suppose that x;y 2 V are two cyclic elements of V . Then W(gx)  = W(gy). The
proposition follows if we can prove that N(gx) = N(gy).
1. Suppose that both N(gx) and N(gy) have only one slope. Then N(gx) and N(gy)
have the same slope, as can be seen as follows. Let n = deg(gx) = deg(gy). Let Bx be
the matrix of the action of  on the basis fx;x;:::;n 1xg, and let By be the matrix
of the action of  on the basis fy;y;:::;n 1yg. An easy computation shows that
v(det(By)) = v(det(Bx)): As det(By) and det(Bx) are the constant terms of gy and gx
respectively, the slopes of N(gx) and N(gy) are equal.
2. Note that N(gy) necessarily has only one slope if N(gx) has only one slope. Namely, if
N(gy) has k distinct slopes si, then we may write W(gy)  = Wi with each Wi has slope
si. Via the isomorphism W(gx)  = W(gy) we see that the module Wi is isomorphic to a
direct summand of W(gx). Consequently, by 1. Wi has the same slope as N(gx).
3. Suppose that W(gx) has k distinct slopes s1;:::;sk. Then there exists a decomposition
W(gx)  = Wi with each Wi has slope si. Under the isomorphism W(gx)  = W(gy) this
gives rise to a decomposition W 0
i of W(gy) with W 0
i has slope si.
Finally, we dene the Newton polygon for any torsion Ffg-module V with dimF V < 1.
By Theorem 2.3 in [8, p. 292] there is a minimal decomposition of V into cyclic modules
Vi. This decomposition is unique up to isomorphy. We dene
N(V ) :=
X
i
N(Vi):
By the uniqueness up to isomorphism of the decomposition, it follows with the previous
proposition that the Newton polygon N(V ) is well-dened.
The following lemma is useful in the sequel.
Lemma 4.3.8. Let V be a torsion Ffg-module with dimF V < 1.
i: If V has no -torsion, then V is cyclic.
ii: If all slopes of the Newton polygon N(V ) of V are 6= 0, then V has no -torsion.
Proof. i: An element g 2 Ffg is called invariant if gFfg = Ffgg. As  is an
automorphism of F of innite order, it is not dicult to see that the only invariant
elements in Ffg are of the form fn with f 2 F.
Using this, i: follows immediately from Theorem 2.1 in [8, p. 292]. This theorem implies
that V can be written as V = n
i=1Ffg=Ffggi where gi is a total divisor of gi+1 for
i = 1;:::;n   1. This latter means that there is an invariant element h 2 Ffg with
gi j h j gi+1.
V has no -torsion if and only if = j gi for all i. By the previous it follows that V =
Ffg=Ffgg1. This also proves ii:
Denition 4.3.9. Let V be a torsion Ffg-module with dimF V < 1, then V is called
pure at  if the Newton polygon of V at  has only one slope. If V is pure, this slope is
called the weight w(V ) of V at .66 Chapter 4. Weil Pairing for Drinfeld Modules
4.3.2 Purity with Newton polygons
The previous discussion of Newton polygons will be applied to objects M 2 C. Let r
denote the projective K 
 A-rank of M. Let
MF = M 
K
A F:
This is an r-dimensional F-vector space.
As K is algebraically closed, there lie d1 = deg(1) points 11;:::;1d1 2 XK above
the point 1 2 X. The action of  on K 
 A is an automorphism which acts trivially on
A. This action of  naturally extends to an action of  on F. For  we take the places
corresponding to 1i.
Lemma 4.3.10. The map  = d1 respects the v1i valuation for i = 1;:::;d1.
Proof. Note that  acts trivially on X. Therefore,  permutes the points 1i 2 XK.
Consider X  Spec(Fqd1). There lie d1 points above 1 on this curve, and  acts
trivially on this curve. So  acts trivially on the points 1i 2 XK.
This lemma implies that the previous considerations on Newton polygons can be applied
to the skew polynomial ring Ffg and to the places corresponding to 1i. For V we take
MF, which is a torsion Ffg-module with dimF MF = r < 1.
Denition 4.3.11. An object M 2 C is called pure if
(1) MF is pure at 1i and w1i(MF) > 0 for all i;
(2) w11(MF) = ::: = w1d1(MF).
The weight w(M) of M is dened to be
w(M) := w1i(MF):
Remark 4.3.12. The condition w1i(MF) > 0 in the denition of purity is not very
natural. We put it there for notational convenience. In the sequel we need this condition
for our application to pure A-motives. E.g., in Proposition 4.3.16 we need that w(M) 6= 0.
Consequently, in Proposition 4.3.22 we need w(M) > 0.
Note that by Lemma 4.3.8 a pure module M is cyclic.
4.3.3 Purity with lattices
We still assume that K is algebraically closed. Let R denote the ring of functions f 2 F
which are regular in 11;:::;1d1. This ring R is semi-local and Dedekind, so R is a PID.
This implies that any nitely generated, torsion free R-module is free. In particular, any
nitely generated R-submodule of MF is free because it is torsion free.
An R-submodule   MF is called an R-lattice in MF if  contains a basis of MF over
F. Therefore, any R-lattice in MF is a free R-module of rank r.
In R we pick an element t such that t has a pole of order 1 at each 1i. This means that
t 1 2 R and that v1i(t 1) = 1 for all i.4.3 Pure A-motives 67
Proposition 4.3.13. Let V be a torsion Ffg-module with dimF V < 1, then V is
pure of weight w(V ) 2 Q>0 if and only if there exists an R-lattice  = n
i=1Rei  V with
n = dimF V and there exist integers u;v > 0 such that t uv =  and u
v = w(V ):
Proof. Proof of `)'. Let x be a cyclic element of V  = Ffg=Ffgg. Let v = deg(g) =
dimF V , and let u = w(V )  v. Then the matrix of t uv on the basis fx;x;:::;v 1xg
lies in Glv(R). So take
 = 
v 1
i=0R  
ix:
Proof of `('. The matrix of t uv on fe1;:::;eng lies in Gln(R). Clearly, there is a
generator x of V such that x =
Pn
i=1 aiei with ai 2 R for all i, and there is an i with
ai 2 R, say a1 2 R. If we replace e1 by x, then the matrix of t uv on fx;e2;:::;eng
is still in Gln(R). So we may assume that e1 generates V .
Write t uve1 =
Pn
i=1 aiei with ai 2 R. If e1 and t uve1 are independent over F, we may
assume that a2 2 R, hence the basis transformation P which replaces e2 by t uve1 lies
in Gln(R). So the matrix of t uv on this new basis lies in Gln(R). Arguing in this way,
we end up with an F-basis  which contains the elements e1;t uve1;:::;t u(k 1)v(k 1)e1
such that
t
 uk
vke1 =
k 1 X
i=0
ai  t
 ui
vie1:
Because the matrix of t uv on  lies in Gln(R), it follows that the monic polynomial Pk
i=0 aivi with ak = 1 has slope 0. Therefore, the monic polynomial
h =
k X
i=0
ait
 u(i k)
vi
has one slope u
v. Note that he1 = 0. If g is the minimal monic polynomial with ge1 = 0,
then g j h. Hence by Proposition 4.3.6 it follows that N(g) has only one slope and that
this slope equals u
v = w(V ).
Remark 4.3.14. 1. Let M be a pure object in C of rank r, and let m be a cyclic
element of MF, then this proposition implies that the eigenvalues j 2 F of the matrix
of  on the basis fm;m;:::;r 1mg all have the same valuation at each 1i. Namely,
v1i(j) = w(V ) for all i and j.
2. We can even give an equivalent denition for purity in terms of the valuations of the
eigenvalues. Let F s be the separable closure of F. Then there is an element  2 F s with
v1i(vt) = 0 for all i. Let
R
s = ff 2 F
s j v1i(f)  0g:
Then V is pure of w(V ) i there is a basis fe1;:::;eng of V over F s such that the eigen-
values of the matrix of  on this basis all have the same valuation v1i(j) = u
v = w(V )
for all i and j. We take here u;v 2 N, and we see that the matrix of u on this basis
lies in Glr(Rs).
3. Although it might seem more natural to consider MF as Ffg-module, for the de-
nition of purity in terms of Newton polygons we need MF as Ffg-module. The above
proposition states a criterion for purity in terms of MF considered as Ffg-module be-
cause purity in terms of lattices reads as tu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Following Anderson, we show that a pure object M 2 C is a nitely generated Kfg-
module.
Lemma 4.3.15. Let t be as in Proposition 4.3.13, then there is an N 2 N such that
K 
 A + t
NR = F:
Proof. This is essentially Riemann-Roch, which states that for a divisor D
l(D)   l(!   D) = deg(D) + 1   g
where ! is a canonical divisor. Write D =
Pd1
i=1[1i]. We may choose N such that
l(!   kD) = 0 for all k  N. We claim that the natural map K 
 A  ! F=tNR is
surjective. To prove this, we consider the following ltration of F:
t
NR  t
N+1R  ::::
For i = 1;:::;d1 let i 2 R be generators of the maximal ideals of R. We may choose
the i such that t 1 =
Q
i i. Clearly, the K-vectorspace tN+i+1R=tN+iR is generated by
the functions 
 (N+i+1)
j for j = 1;:::;d1. So this K-vectorspace has dimension d1. On
the other hand,
l((N + i + 1)D) = l((N + i)D) + d1:
So we may choose generators of tN+i+1R=tN+iR inside K
A. This proves the surjectivity
of the map.
Proposition 4.3.16. Let K be algebraically closed and let M be an object of C. If M is
pure, then M is nitely generated as Kfg-module.
Proof. We let m 2 MF be a generator of MF as Ffg-module such that
m;m;:::;
r 1m 2 M:
We let
 = 
r 1
i=0R  
im:
Furthermore, we write i 2 R for i = 1;:::;d1 for the generators of the maximal ideals
of R. We may assume that t 1 =
Q
i i.
Claim 1. There is an integer N such that
M + t
N = MF:
Because we chose generators of  over R inside M, we may apply Lemma 4.3.15 compo-
nentwise. So there is an N0 with
MF = iF
im = i(K 
 A
im + t
N0
R
im)  M + t
N0
  MF:
This proves Claim 1.
Claim 2. We let the integers u;v > 0 be such that w(M) = d1
u
v. Let Mj be the following
ltration of M:
(ii) Mj := M \ t
(j+N)u; j  1;4.3 Pure A-motives 69
then
(iii) Mj+1 = Mj + t
uMj = Mj + 
vMj:
To prove this, we will prove
(iv) Mj+1=Mj  = t
(j+1+N)u=t
(j+N)u  = 
(j+1+N)v=
(j+N)v:
(iv) is a consequence of Claim 1, as one may see by straightforward computation. Note
that the second isomorphism follows from the denition of purity, which states that
tu = v. Using Claim 1 and a straightforward computation, it follows that (iv)
implies (iii). This proves Claim 2.
Claim 3. M is a nitely generated Kfg-module.
To prove Claim 3, we will prove dimK M1 < 1. By Claim 2 we have M = Kfg  M1.
This proves Claim 3.
We write
M
0 = 
r
i=1K 
 A  
im  M;
and we let M0
1 = M0 \ M1. Because M is projective of rank r, M0=M is a nitely
generated torsion K 
A-module and thus dimK M0=M < 1. So it suces to prove that
dimK M0
1 < 1. Now
M
0
1  M
0 \ t
(N+1)u = 
r
i=1(K 
 A \ t
(N+1)uR)  
im:
For all x 2 K 
 A one has vi(x)  0, hence K 
 A \ t 1R = 0. Therefore, the obvious
map
K 
 A \ t
(N+1)u+nR  ! t
(N+1)u+nR=t
 1R
is injective. This latter object is a nite dimensional K-vector space. Hence dimK M0 <
1.
Corollary 4.3.17. Let K be algebraically closed and let M be a pure object of C, then
the weight of M is
w(M) = w(MF) =
dimKfg M
dimK
A M
=

r
:
Proof. First assume that K is algebraically closed. We use the notation as in Claim 2 of
the proof of the previous proposition. On the one hand, it follows that
dimK Mj+1=Mj = dimK t
(j+1+N)u=t
(j+N)u = d1ru
because the K-vectorspace tj+1R=tjR has dimension d1. On the other hand, we have
Mj+1 = Mj + vMj, hence
dimK Mj+1=Mj = v
where  = dimKfg M. So u
v = d1

r.
Remark 4.3.18. An alternative proof for Proposition 4.3.16 and Corollary 4.3.17 would
be the following. Consider an element a 2 A such that the A is a nite Fq[a]-algebra.
Then a pure A-motive M gives rise to a pure Fq[a]-motive M. By [1] it follows that M
is a nitely generated Kfg-module. The formula for the weight follows then also from
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Finally, we dene purity for general K, so we drop the assumption that K is algebraically
closed.
Denition 4.3.19. Let M be an object of C, then M is called pure, if M 
K K is pure.
The weight w(M) of M is dened to be the weight of M 
 K.
First we will show that Proposition 4.3.16 and Corollary 4.3.17 still hold in this context.
Lemma 4.3.20. Let M be an object of C with projective K 
 A-rank r. Then M 
K K
is an object of CK with projective K 
 A-rank r. Moreover, under this condition M is
a nitely generated Kfg-module of dimension  if and only if M is a nitely generated
Kfg-module of dimension .
Proof. Clearly, M is a nitely generated projective K 
 A-module of rank r. If M is
nitely generated over Kfg of dimension , then it is free of dimension ; cf. Lemma
4.2.7. Hence also M = K 
K M is free of dimension  over Kfg.
On the other hand, let M be nitely generated over Kfg of dimension , then it is
free. Suppose that M is not nitely generated over Kfg, then there exists a strictly
increasing sequence (Mi)i0 of Kfg-submodules of M. Because K over K is 
at, this
would give a strictly increasing sequence (K 
 Mi) of Kfg-modules, contradicting the
fact that M is nitely generated.
This lemma implies the following proposition.
Proposition 4.3.21. Let M be an object of C. If M is pure, then M is nitely generated
as Kfg-module. Moreover, in that case
w(M) =

r
;
where r = dimK
A M and  = dimKfg M.
We can now consider the subcategory of C consisting of all pure objects of C. In the
following proposition we show that this subcategory is closed under the constructions of
linear algebra which we dened in the introduction of this section. Moreover, we show
that the same holds for the subcategory of pure A-motives in C.
Proposition 4.3.22. Let M;M0 and M00 be non-zero objects of C.
i: Let M be pure and let
0  ! M
0  ! M  ! M
00  ! 0
be an exact sequence, then M0 and M00 are also pure and
w(M
0) = w(M
00) = w(M):
If we suppose that M is a pure A-motive, then also M0 and M00 are pure A-motives.4.3 Pure A-motives 71
ii: Let M and M0 be pure, then the Kfg
A-module M 
K
A M0 is a pure object of
C and
w(M 
 M
0) = w(M) + w(M
0):
If we suppose that M and M0 are pure A-motives, then also M 
 M0 is a pure
A-motive.
Proof. We write N = N 
K K for any Kfg 
 A-module N.
i. The exact sequence of the proposition gives rise to the following exact sequence of
Ffg-modules:
0  ! M
0
F  ! MF  ! M
00
F  ! 0:
Let  be an R-lattice in MF with tu = v. Dene 0  M0
F to be the module whose
image is  \ M0
F, and dene 00 to be the image of  inside M00
F. Then 0 and 00
are R-lattices. Using the Ffg-linearity of the maps in the exact sequence, it follows
immediately that
t
u
0 = 
v
0 and t
u
00 = 
v
00:
Consequently, M0 and M00 are both pure of weight w(M).
For the 'A-motive'-part we only need to check property (3) of Denition 4.2.4 for M0
and M00. For M0 it follows because M \ M0 = M0. For M00 it follows, because M is
mapped onto M00.
ii. By Denition 4.3.13 there exist integers u;v;u0;v0 > 0 and R-lattices   MF,
0  M
0
F with tu = v and tu0 = v0. So

vv0
( 
 
0) = 
vv0
 
 
v0v
0 = t
uv0
 
 t
u0v
0 = t
uv0+u0v( 
 
0):
Clearly, 
0  MF 
M
0
F is an R-lattice. So M 
M
0
is pure of weight w(M)+w(M0):
Note that
M 
 M
0  = (M 
 M0);
hence M 
 M0 is pure of weight w(M) + w(M0).
For the 'A-motive'-part we only need to check property (3) of Denition 4.2.4. Note that
M 
 M0 = (M 
 M0). From this property (3) easily follows.
Corollary 4.3.23. If ' is a pure abelian A-motive of rank r and dimension n, then there
exists a pure abelian A-motive   of rank 1, and dimension n with M( )  = ^r
K
AM(').
The A-motive   is unique up to isomorphism.
Proof. Let M(') be the pure A-motive associated to ', then the module ^r
K
AM(') is
also a pure A-motive. By Proposition 4.3.22 it has weight
w(^
r
K
AM(')) = rw(M(')) = n:
Clearly, ^r
K
AM(') has rank 1; hence, it has dimension n. By Theorem 4.2.9 there exists
a pure abelian A-module   of rank 1 and dimension n with M( )  = ^r
K
AM(').
By Proposition 4.2.11 a Drinfeld module of rank r is an abelian A-module of dimension
1 and rank r. The following proposition states that every Drinfeld module is pure.
Proposition 4.3.24. Every abelian A-module ' of rank r and dimension 1 is pure of
weight 1
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Proof. Let M = M(') = Kfg  m be the A-motive associated to '. We may assume
that K = K: if this is not the case, we replace M by M 
 K.
Let a 2 A and n = rdeg(a), and write
'a =
n X
i=0
ki
i with ki 2 K;kn 2 K
:
Let ei = im for i = 0;:::;n   1, and let
 = Re0    Ren 1:
Then  is an R-lattice: the elements e0;e1;:::;er 1 generate MF over F.
1:   ; this follows from property (3) of Denition 4.2.4, which states that for all
b 2 A there is an n 2 N such that
(1 
 b   
(b) 
 1)
nM  M:
Because 1
(1
b 
(b)
1)n 2 R, it follows that the generators im of  are elements of
.
2: Because 1
a 2 R, we have   a.
With these two properties it follows that a = n by simply looking at the generators
of a and n. First note that

nei = 
n+im = 
i
 
1
kn
'a  
n 1 X
j=0
ki
kn

j
!
m
=
1
k
qi
n
aei  
n 1 X
j=0

kj
kn
qi

i+jm;
so if we let i run from 0 up to n 1, we see that the generators nei of n are elements
of a.
On the other hand, note that
aei = 
i'am =
n X
j=0
kj
i+jm:
So if we let i run from 0 up to n   1, we see that the generators aei of a lie in n.
Now tdeg(a)
ad1 2 R, hence tdeg(a) = d1n = n. So M is pure of weight 1
r.
Remark 4.3.25. If we assume d1 = 1, then the proof of this proposition follows imme-
diately from the description of purity in terms of the Newton polygon: let s1;:::;sk be
generators of the Fq-algebra A, then
M(')  = (Kfg 
 A)=('s1 
 1   1 
 s1;:::;'sk 
 1   1 
 sk):
The Newton polygon of 'si 
1 1
si has slope 1
r at 1 for all i. So M is pure of weight
1
r.
This enables us to prove Theorem 4.3.3:
Proof. Proposition 4.3.24 proves that M(') is pure; hence, by Corollary 4.3.23 the exte-
rior product ^r
K
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4.4 The a-torsion of an abelian A-module
Let ' be an abelian A-module of dimension n and let a  A be a proper ideal away from
the characteristic. In this section we give a description of
ker('a)(K) :=
\
a2a
ker('a)(K)
in terms of the corresponding A-motive M = M('). As before we denote M = M 
K K.
An ideal a  A commutes with the elements in Kfg
A. So it makes sense to consider
M=aM. We equip HomFq(A;Fq) with an A-module structure by a  h(b) = h(ab) for all
a;b 2 A. Similarly, we equip HomFq(A;K) with an Kfg 
 A-module structure by
(f 
 a)h(b) = fh(ab) for all f 2 Kfg and a;b 2 A.
We let 
A be the dierential module of A over Fq, which is a projective module of rank
1. Let P 2 X be a point, then we denote by ResP(!) the residue at P of the dierential
!. We denote

a = a
 1
A=
A:
Finally, for a Kfg 
 A-module N we write N for the -invariant part of N.
Proposition 4.4.1. There is a canonical isomorphism of A=a-modules

a  = HomFq(A=a;Fq) by ! 7! g! : a 7! TrFq  Res1(a!):
Here Res1 is the residue map and TrFq is the trace map.
Proof. Consider the residue map
Res1 : A  a
 1
A  ! Fqd1
given by (a;!) 7! Res1(a!). It is easy to verify that this map induces a non-degenerate
pairing
Res1 : A=a  
a  ! Fqd1:
The composition with the trace map gives a perfect pairing.
Theorem 4.4.2. (S. Lang)
For g 2 Gln(K) we put (g) for  applied to each entry of g. The map
Gln(K)  ! Gln(K);givenby g 7! g
 1(g)
is surjective.
Proof. This is shown in [36].
Lemma 4.4.3. The Kfg 
 A-module map
(M=aM)
 
Fq K  ! M=aM
is an isomorphism.74 Chapter 4. Weil Pairing for Drinfeld Modules
Proof. The map (M=aM) 
Fq K  ! M=aM is clearly injective, so we only need to
prove that
dimFq(M=aM)
 = dimK M=aM:
Let n = dimK M=aM. If we choose a basis  for this vectorspace, we may write down
the matrix B of  on .
Let ' be the abelian A-module corresponding to M, and write 'a =
P
i Ai(a)i. By
assumption a is away from the characteristic. This means that 
(a) 6= 0 and thus A0(a) 6=
0 for all non-zero a 2 a. From this it is not dicult to see that  denes an Fq-linear
automorphism of M=aM. Therefore, the matrix B lies in Gln(K).
Consider the map  which associates to a basis transformation g the matrix of  on the
basis g():
 : Gln(K)  ! Gln(K); by g 7! (g)  B  g
 1:
By (g) we denote the matrix that we get from applying  to each entry of g. By Lang's
Theorem 4.4.2 the unit element is in the image of . This implies that there is a basis of
M=aM such that  is given on this basis by the identity matrix. Because  xes each basis
element, we have that this basis also forms a basis for the Fq-vectorspace (M=aM).
Proposition 4.4.4. Let L be a eld extension of K and let Gn
a;K be equipped with an
abelian A-module '. Let ML = M(') 
K L, then there is a canonical A-module isomor-
phism:
G
n
a(L)
  ! HomLfg
A
 
ML;HomFq(A;Ga(L))

by x 7! hx : (m;a) 7! (m  'a)(x):
This isomorphism induces a canonical A-isomorphism
ker('a)(L)  ! HomLfg
A
 
ML;
a 
Fq Ga(L)

:
If L = K, then this latter object is canonically A-isomorphic to
HomA=a
 
(M=aM)
;
a

:
Proof. Note that ML  = Lfgn. To see that the described map is surjective, note that it
is also an L-linear map. Choose an L-basis x1;:::;xn of Gn
a;K(L), and let e1;:::;en be
the corresponding basis of ML over Lfg, i.e., ei(xj) = i;j 2 L  = Ga;K(L).
For any homomorphism h from the left-hand side we have h(m;a) = h(m  'a;1). Write
m  'a =
P
i iei with i 2 Lfg, then
h(m;a) =
X
i
ih(ei;1):
In particular, it follows that h =
P
i ih(ei;1)hxi. Consequently, the map is surjective.
As both sides have the same dimension as L-vectorspace, the rst isomorphism follows.
For the second isomorphism note that the rst isomorphism induces an isomorphism
ker('a)(L)
  ! HomLfg
A
 
ML;HomFq(A=a;Ga(L))

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The second isomorphism follows because 
a is canonically isomorphic to HomFq(A=a;Fq);
cf. Lemma 4.4.1.
For the third isomorphism we note that
HomKfg
A
 
M;
a 
 Ga(K)

= HomKfg
A
 
M=aM;
a 
 Ga(K)

:
Any A=a-linear map
h : (M=aM)
  ! 
a
gives rise to a K 
 A-linear map
~ h : M=aM  ! 
a 
 K
by tensoring both sides with K. This map ~ h is also Kfg
A-linear because  commutes
with elements from A. So there is a canonical A=a-linear map
HomA=a
 
(M=aM)
;
a

 ! HomKfg
A
 
M;
a 
 K

which is injective. To see that it is surjective, we use Lemma 4.4.3. By this lemma
there is an Fq-basis of (M=aM) which induces a K basis of M=aM. Consequently, any
Kfg 
 A-linear map
h : M  ! 
a 
 Ga(K))
comes from an A=a-linear map
h : (M=aM)
  ! 
a:
This nishes the proof.
Corollary 4.4.5. The kernel ker('a)(K) is a free A=a-module of rank r.
Proof. The A-motive M has projective K
A-rank r. Because A=a is a PID, this implies
that M=aM is a free K 
 A=a-module of rank r. Therefore, the -invariant submodule
(M=aM) is a free A=a-module of rank r. As 
a is a free A=a-module of rank 1, we see
that
HomA=a((M=aM)
;
a)  = (A=a)
r:
Remark 4.4.6. Corollary 4.4.5 completes the proof of Proposition 4.2.11.
4.5 Construction of the Weil pairing.
In the previous two sections we discussed the natural generalization of Anderson's con-
structions in [1]. In Section 4.3 we showed that there exists a pure abelian A-module  
of rank 1 and dimension n such that M( )  = ^r
K
AM('); cf. Corollary 4.3.23. In the
previous section we described ker('a)(K). These two results are the main ingredients for
the construction of the Weil pairing.
Let a  A be a proper ideal away from the characteristic. Let ' be a pure abelian
A-module of rank r and dimension n. Let   be a pure abelian A-module of rank 1 and
dimension n with M( )  = ^r
K
AM('). Let
N := (M(')=aM('))
;
then N is a free A=a-module of rank r.76 Chapter 4. Weil Pairing for Drinfeld Modules
Lemma 4.5.1. Let
Det :
r Y
i=1
HomA=a(N;
a)  ! HomA=a(^
rN;


r
a )
be the map dened by Det : (h1;:::;hr) 7! h1 ^ ::: ^ hr with
h1 ^  ^ hr : n1 ^  ^ nr 7!
X
2Sr
sgn()  h1(n(1)) 
  
 hr(n(r)):
This map gives rise to an A-linear isomorphism
^
rHomA=a(N;
a)
  ! HomA=a(^
rN;


r
a ):
Proof. Consider the map N
r  ! 

r
a given by
n1 
 ::: 
 nr 7!
X
2Sr
sgn()  h1(n(1)) 
  
 hr(n(r)):
This map is alternating and A-multilinear, so it factors over ^rN. This shows that Det
exists.
To see that Det gives rise to an isomorphism as claimed in the lemma, note that the left-
hand side and the right-hand side of the isomorphism are isomorphic to A=a. Therefore,
it is enough to see that Det is surjective. Let n1;:::;nr be a basis of N and let e be a
basis of 
a. We let h1;:::;hr be the basis dual to n1;:::;nr, i.e., hi(nj) = i;j  e. An
easy computation shows that
h1 ^ ::: ^ hr : n1 ^ ::: ^ nr 7! e 
 ::: 
 e:
As 

r
a = A=ae
:::
e, it follows that h1 ^:::^hr generates HomA=a(^rN;

r
a ).
Lemma 4.5.2. There is a canonical isomorphism
^
rN  =A (^
rM(')=a ^
r M('))
:
Proof. First note that
(

r
K
AM(')) 
A A=a  = 

r
K
A(M('))=aM('))
as K 
 A-modules. Consequently, we have a canonical Kfg 
 A=a-isomorphism
^
rM(')=a ^
r M(')
  ! ^
r(M(')=aM(')):
The right-hand side of this isomorphism is isomorphic to ^r
K
A(N 
Fq K)  = (^r
AN)
K;
cf. Lemma 4.4.3. Taking -invariants proves the lemma.
Theorem 4.5.3. Let ' be an abelian A-module of rank r and dimension n and let   be
an abelian A-module of rank 1 and dimension 1 such that ^rM(')  = M( ). Let a  A
be a proper ideal of A away from the characteristic, then there exists a Weil pairing
wa :
r Y
i=1
ker('a)(K)  ! ker( a)(K) 
 


r 1
a
which is unique up to a unique isomorphism of   and which induces an A-isomorphism
^
r ker('a)(K)
  ! ker( a)(K) 
 


r 1
a :4.5 Construction of the Weil pairing. 77
Proof. The proof follows simply by gathering all the properties on ker('a)(K) and the
map Det that we have discussed so far. Recall that we have a canonical isomorphism
ker('a)  = HomA=a(N;
a); cf. Proposition 4.4.4. Using Lemma 4.5.1 we get a canonical
map
Det : ker('a)  ! HomA=a(^
rN;


r
a )
which is surjective, alternating and multilinear. As 
a is a free A=a-module, we have
HomA=a(^
rN;


r
a )  = HomA=a(^
rN;
a) 
 


r 1
a :
As ^rM(')  = M( ), we can replace ^rN in the right-hand side of this isomorphism by
(M( )=aM( )); cf. Lemma 4.5.2. Applying Proposition 4.4.4 gives that
HomA=a(^
rN;


r
a )  = ker( a)(K) 
 


r 1
a
because M( )  = ^rM('). This denes wa. This construction of wa is unique up to an
isomorphy of  .
4.5.1 Properties of the Weil pairing
We will use the notations from Theorem 4.5.3. Let a;b  A be two proper ideals away
from the characteristic of '. This implies that the polynomial 'a(Z) is separable for all
a 2 a and a 2 b. Therefore, the Weil pairing is already dened over Ks, the separable
closure of K. Let GK = Gal(Ks=K).
Proposition 4.5.4. With the notations as above, the Weil pairing has the following
properties:
i: Galois equivariance. Let x1;:::;xr 2 ker('a)(Ks) and  2 GK, then
wa(x

1;:::;x

r) = wa(x1;:::;xr)
:
ii: Compatibility. Let
x 2 ker('ab)(K
s); y1;:::;yr 1 2 ker('a)(K
s);
then for all b 2 b we have
b  wab(x;y1;:::;yr 1) = wa('b(x);y1;:::;yr 1):
iii: Duality. Let ' and '0 be two Drinfeld modules over K of rank r and of general
characteristic such that
^
rM(')  = ^
rM('
0):
Let   be a Drinfeld module of rank 1 with
^
rM(')  = ^
rM('
0)  = M( ):
Let u : '  ! '0 be an isogeny, then u induces a map
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and det(u) =  a for some a 2 A. There exists an isogeny u : '0  ! ' such that
u
u = 'det(u) and det(u
) = det(u):
The isogeny u is called the adjoint of u, and it has the following property: let
x1;:::;xr 2 ker('a), then
wa(u
ux1;x2;:::;xr) = wa(ux1;ux2;:::;uxr):
Proof. i: Note that GK acts trivially on 
a. Consider the commutative diagram
ker('a)(Ks)       !
 =
(A=a)r
wa
? ? y
? ? ydet
ker( a)(Ks)       !
 =
(A=a)
The action of  on a division point can be seen as the action of a matrix in Glr(A=a) via
this diagram. Let  : GK  ! Glr(A=a) be the corresponding representation. Using the
diagram, we see that the action of  on wa(x1;:::;xr) is given on the right-hand side of
the diagram as the action of det(()). And thus the Weil pairing commutes with the
action of GK.
ii: Note that x corresponds to a Ksfg 
 A-linear map
hx : M(') 
K K
s  ! 
ab 
 K
s;
and bhx = h'b(x). Because 'b(x) 2 ker('a)(Ks), it follows that the image of the map
h'b(x) lies in 
a 
 Ks.
iii: The isogeny u denes an isogeny det(u) :    !   because both ^rM(') and ^rM('0)
are isomorphic to M( ). As K has general characteristic, EndK( ) = A. It follows that
det(u) =  c for some c 2 A. As the Weil pairing wc maps
Qr
i=1 ker('c)(K) surjectively
to ker( c), it follows that ker(u)  ker('c)(K). Therefore, there exists a dual isogeny
u : '0  ! '0 with uu = 'c. For the latter part of iii note that:
wa(ux1;ux2;:::;uxr) =  cwa(x1;x2;:::;xr) = wa(u
ux1;x2;:::;xr):
4.6 Extension to inverse and direct limits
Let p  A be a prime ideal away from the characteristic of some Drinfeld module ' of
rank r over some A-eld K. By the compatibility property 4.5.4.ii the Weil pairing can
be extended to the Drinfeld-Tate module and to the p-divisible group of '.
Let b 2 A such that b = pk for some k 2 N.
Denition 4.6.1. The Drinfeld-Tate module of ' at p is dened to be
Tp(') := lim
   ker('bn)(K
s):
The p-divisible group 'p1 is by denition
'p1 := lim
 ! ker('pn):4.6 Extension to inverse and direct limits 79
Remark 4.6.2. The denition of Tp does not depend on the choice of b. Note that
ker('bn)(Ks)  = (A=bnA)r. We can x this isomorphism for every n such that it commutes
with the transition maps and then
Tp  = ^ A
r
p with ^ Ap = lim
   A=p
n:
We write
^ 
p := lim
   
bn and 
p1 = lim
 ! 
pn:
Theorem 4.6.3. Let ' be a Drinfeld module of rank r and let   be a Drinfeld module of
rank 1 with M( )  = ^rM('). Let p  A be a prime ideal away from the characteristic.
The Weil pairing induces a Gal(Ks
p=Kp)-equivariant ^ Ap-isomorphism
wDT : ^
r
^ ApTp(')  ! Tp( ) 
 ^ Ap
^ 


r 1
p :
Similarly, the Weil pairing induces a Gal(Ks=K)-equivariant A-isomorphism
w1 : ^
r'p1  !  p1 
 


r 1
p1 :
Proof. Let b 2 A such that b = pl for some l 2 N. For every n 2 N we have a surjective,
alternating and A-linear map
wb :
r Y
i=1
ker('bn)(K
s)  ! ker( bn)(K
s) 
 


r 1
bl :
By the property ii: in Proposition 4.5.4 these maps give rise to an Ap-multilinear, alter-
nating map
w :
r Y
i=1
Tp(')  ! lim
  (ker( bn)(K
s) 
 


r 1
bn ):
As the transition map 'b : ker('bn+1)(Ks)  ! ker('bn)(Ks) is surjective for every n,
it is easy to check that the kernels ker(wbn) form a surjective system. Therefore, w is
surjective and thus induces an ^ Ap-isomorphism
r Y
i=1
ker('bn)(K
s)
  ! ker( bn)(K
s) 
 


r 1
bl ;
cf. Proposition 10.2 in [2].
Note that ^ 
p is a 
at ^ Ap-module. By the denition of Tp( ) this gives the following exact
sequence of Ap-modules for all k 2 N:
0  ! b
kTp( ) 
 ^ 


r 1
p  ! Tp( ) 
 ^ 


r 1
p  ! ker( bk) 
 ^ 


r 1
p  ! 0:
For the latter module in this sequence we have
ker( bk) 
 ^ 


r 1
p  = ker( bk) 
A 


r 1
bk :
This proves that
lim
  (ker( bn) 
 


r 1
bn )  = Tp( ) 
 ^ 


r 1
b  = Tp( ) 
 ^ 


r 1
p :80 Chapter 4. Weil Pairing for Drinfeld Modules
This gives us the isomorphism wDT of the theorem.
To see the isomorphism w1, note that the direct limit is exact. So we get an isomorphism
^
r'p1
  ! lim
 !(ker( bn)(K
s) 
 
bn):
Note that
ker( bn)(K
s) 
 
bn  = ker( bn)(K
s) 
A 
p1:
As the direct limit commutes with tensor products, the isomorphism wp1 follows.
4.7 The case A = Fq[t]
Let A = Fq[t] and let ' be a Drinfeld module over some A-eld K. Let f 2 A be a non-
constant element away from the characteristic. In this section we will compute explicit
formulas for the Weil pairing wf if ' has rank 2. Note that Kfg[t]  = Kfg 
 A.
Proposition 4.7.1. Let ' be a Drinfeld module over K of rank r given by 't =
Pr
i=0 aii.
Recall that a0 = 
(t) and ar 2 K. Let   be a Drinfeld module over K of rank 1 given
by  t = 
(t) + ( 1)r 1ar. Then the A-motive M( ) associated to   is isomorphic as
Kfg[t]-module to the exterior product ^r
K[t]M(').
Proof. M(') is generated as K[t]-module by i for i = 0;:::;r   1, hence ^rM(') is
generated by e0 = ^
r 1
i=0i. We see
(e0) =  ^ ::: ^ 
r 1 ^
1
ar
(t  
X
0i<r
ai
i) = ( 1)
r 1 1
ar
(t   
(t))e0:
Furthermore, we know that ^rM(') is associated to a Drinfeld module   : A  ! Kfg
of rank 1 given by  t = 
(t) + c for some c 2 K. Hence we have, according to the
multiplication-by-t induced by  , that (e0) = 1
c(t 
(t))e0. Consequently, c = ( 1)r 1ar.
This proves the proposition.
Remark 4.7.2. Note that in [26] it is not very obvious where the denition  t = 
(t)+
( 1)r 1ar comes from.
The   from Proposition 4.7.1 will be the standard choice for the rank 1 Drinfeld module
associated to '.
4.7.1 An explicit example for r = 2
From now on assume that ' has rank 2. We will write f =
Pn
i=0 citi and assume that
cn = 1. Proposition 4.5.4 gives a pairing
wf : ker('f)(K)  ker('f)(K)  ! ker( f)(K) 
 
f:
Recall that 
f = 1
fFq[t]dt=Fq[t]dt. Let !0;:::;!n 1 be a basis of the Fq-vector space

f such that Res1(tj!i) = i;j. Consequently, if a =
Pn 1
i=0 aiti 2 Fq[t]=(f), then
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We take 1 and  as the generators of M(') over K[t] and 1 ^  as the generator of
^2M('). The isomorphism ^2M(')  = M( ) is given by 1^ 7! 1. By the construction
in Section 4.5 we have for x;y 2 ker('f)(K) that the map hx ^ hy is determined by
hx(1) 
 hy()   hx() 
 hy(1):
The map hx : M(')  ! HomFq(A;K) is given by
hx(1) : a 7! 'a(x);
cf. Proposition 4.4.4. By the isomorphism of Proposition 4.4.1
hx(1) =
n 1 X
i=0
'ti(x) 
 !i 2 K 
 
f:
This implies that
hx() =
n 1 X
i=0
'ti(x)
q 
 !i:
We have the same for hy. This gives us
hx ^ hy : 1 ^  7!
n 1 X
i;j=0
('ti(x)'tj(y)
q   'ti(x)
q'tj(y)) 
 !i 
 !j:
It follows that hx ^ hy =
Pn 1
j=0 hj 
 !j. Here
hj : M( )  ! K 
 
f
is given by
hj : 1 7!
n 1 X
i=0
('ti(x)'tj(y)
q   'ti(x)
q'tj(y)) 
 !i:
And thus hj corresponds to the element wj 2 ker( f) with
 ti(wj) = 'ti(x)'tj(y)
q   'ti(x)
q'tj(y):
In particular,
wj =  1(wj) = x'tj(y)
q   x
q'tj(y):
These considerations imply the following proposition:
Proposition 4.7.3. Let A = Fq[t], and let ' be a Drinfeld module over K of rank 2 given
by 't = 
(t)+a1 +a22. Let   be the rank 1 Drinfeld module given by  t = 
(t) a2.
Then the Weil pairing
wf : ker('f)(K)  ker('f)(K)  ! ker( f)(K) 
 
f
is given by the formula
wf : (x;y) 7!
n 1 X
j=0
wj(x;y) 
 !j
in which
wj(x;y) = x'tj(y)
q   x
q'tj(y):82 Chapter 4. Weil Pairing for Drinfeld Modules
For the basis elements !i of 
f we have
!i =
 
n i 1 X
j=0
ci+j+1t
j
!
 !n 1:
Namely, we have t!i = !i 1   ci!n 1 for i = 1;:::;n   1 and t!0 =  c0!n 1. The above
formula follows by induction.
Proposition 4.7.4. Choose !n 1 as basis element of the A=fA-module 
f. Let
ker( f)(K) 
 
f
  ! ker( f)(K); a 
 !n 1 7! a;
and let
wj(x;y) = x'tj(y)
q   x
q'tj(y);
then the Weil pairing wf of Proposition 4.7.3 induces a pairing
w : ker('f)(K)  ker('f)(K)  ! ker( f)(K);
given by
w : (x;y) 7!
n 1 X
i=0
(
n i 1 X
j=0
ci+j+1t
j)  wj:
Proof. Just note that !i = (
Pn i 1
j=0 ci+j+1tj)  !n 1 according to the above computation.
The result follows from Proposition 4.7.3.
Example 4.7.5. Let f = t2 + c1t + c0, then
w(x;y) = (t + c1)w0 + w1
=  t(xy
q   x
qy) + c1(xy
q   x
qy) + x't(y)
q   x
q't(y)
= 't(x)y
q   't(x)
qy + c1(xy
q   x
qy) + x't(y)
q   x
q't(y):Chapter 5
Weil Pairing and the Drinfeld
Modular Curve
5.1 Introduction
The main theme of this chapter will be the compactication of the Drinfeld modular
curve, a description of the scheme of cusps, and a computation of the number of geometric
components of the Drinfeld Modular Curve. The description of the compactication is
more or less analogous to the description of the classical modular curve as is done by N.M.
Katz and B. Mazur in chapter 8 of their book [33]. We will dene the universal Tate-
Drinfeld module, which is the analogue of the Tate-curve, prove its universal property,
and show that the Tate-Drinfeld module describes the formal neighbourhood of the cusps.
Once we have described the scheme of cusps, it is not dicult to compute the number of
geometric components.
Let us discuss this in slightly more detail. Consider a smooth, projective, geometrically
irreducible curve X over Fq, and x some point 1 on this curve. Let
A :=  (X   1;OX)
be the ring of functions on X which are regular outside 1. Let f 2 AnFq be a non-
constant element, and let
Af := A[f
 1]:
The moduli schemes Mr(f) play an important role in this chapter. They represent the
functor which associates to every Af-scheme S the set of isomorphy classes of Drinfeld
modules with a level f-structure over S.
In this chapter we will address the following problems:
(i) Construct a morphism
wf : M
r(f)  ! M
1(f):
This morphism is induced by the Weil pairing for Drinfeld modules. The Weil
pairing is dened in the previous chapter.
(ii) Dene the Tate-Drinfeld module and describe its universal property, using ideas of
G. B ockle in chapter 2 of [3] and of M. van der Put and J. Top in [57] and [56].84 Chapter 5. Weil Pairing and the Drinfeld Modular Curve
(iii) Describe a compactication M
2
(f) of M2(f). The Tate-Drinfeld module will enable
us to describe the scheme of cusps
Cusps = (M
2
(f)   M
2(f))
red:
(iv) Compute the number of geometric components of M2(f) and describe the cusps of
the analogue of the classical curve X0(N).
Another description of the compactication of M2(f) can be found in T. Lehmkuhl's
`Habilitation' [37]. The treatment given in this chapter distinguishes itself from the one
given in [37] in the following ways. The most important feature here is the use of the
Weil pairing. In particular, the morphism wf is not considered in [37]. This morphism
was already known by Drinfeld when he wrote his paper [11], but its interpretation in
terms of the Weil pairing is new. Instead of the Tate-data that Lehmkuhl studies, we give
an explicit description of the Tate-Drinfeld module. This explicit description provides
us with the means which hopefully leads up to an alternative modular interpretation of
the compactied modular scheme. In the next chapter we develop the N eron model of
the Tate-Drinfeld module, analogous to the Deligne and Rapoport's construction of the
N eron model of the Tate-elliptic curve in [10].
Lehmkuhl uses his Tate-data to dene the compactication. We use the `elementary
construction', following [33]. This means that we have to do some work in Section 5.9 to
show that the Tate-Drinfeld module indeed is the modular interpretation at the cusps.
Sections 5.2 and 5.3 give a brief introduction to the moduli problem and to the moduli
schemes. At the end of Section 5.3 we state the assumptions which are used throughout
this chapter. In Section 5.2 we recall the denition of Drinfeld modules over schemes and
level structures. In Section 5.3 we describe the moduli problem that Drinfeld considers
in his original paper [11]. The goal of Section 5.4 is to prove Theorem 5.4.1, i.e., to
construct the morphism wf considered in problem (i). In Sections 5.5, 5.6 and 5.7 we
discuss problem (ii). In Section 5.5 we classify the Drinfeld modules of rank 2 with level
f-structure over the quotient eld of some complete discrete valuation ring V which have
stable reduction of rank 1. The main result of this section is Theorem 5.5.8. In Section
5.6 we dene the Tate-Drinfeld module of type m with level f-structure. In Section 5.7 we
dene the universal Tate-Drinfeld module Z; cf. Theorem 5.7.4. For the application to
problem (iii) we need the universal property of the scheme Z as stated in Theorem 5.7.8.
In Sections 5.8 and 5.9 we study problem (iii). In Section 5.8 we give a compactication
of M2(f). This enables us in Section 5.9 to identify the formal neighbourhood of the
scheme of cusps M
2
(f)   M2(f) with the universal Tate-Drinfeld module. The main
results are Proposition 5.9.1 and Theorem 5.9.2. In Section 5.10 we compute, using the
scheme of cusps, the number of geometric components for all characteristics; cf. Theorem
5.10.1.
5.2 Drinfeld modules over schemes
Throughout this chapter we will denote the quotient eld of any integral domain D by
KD. We recall the denition of Drinfeld modules over schemes and level structures. There5.2 Drinfeld modules over schemes 85
are many texts available for a more extensive account of these denitions; cf. [11], [9],
[49], [37] and [54].
5.2.1 Line bundles and morphisms
Let B be a commutative Fq-algebra with 1 and let Ga;B denote the additive group over
B. The ring of Fq-linear endomorphisms EndFq(Ga;B) of Ga;B is isomorphic to the skew
polynomial ring Bfg. In this skew polynomial ring multiplication is determined by the
rule b = bq for all b 2 B.
This can be generalized to schemes. Let S be an Fq-scheme, and let L  ! S be a line
bundle. As usual, L is also a group scheme due to its additive group scheme structure. A
trivialization of L is a covering Spec(Bi) of open anes of S together with isomorphisms
LjSpec(Bi)  = Ga;Bi. By EndFq(L) we denote the Fq-linear S-group scheme endomorphisms
of L. Let L be the invertible OS-sheaf corresponding to L, and let

i : L  ! L
qi
by s 7! s 
 ::: 
 s:
The ring EndFq(L) is isomorphic to the ring of all formal expressions
P
i ii which
are locally nite where i : Lqi  ! L is an OS-module homomorphism for every i.
Multiplication in the ring of formal expressions is given by iijj = i 
 
qi
j i+j. If
fSpec(Bi)gi2I is a trivialization of L, then the restriction of EndFq(L) to Bi is simply
Bifg.
Furthermore, we denote by @0 the point derivation at 0:
@0 : EndFq(L)  !  (S;OS) by
X
i
i
i 7! 0:
5.2.2 Drinfeld modules over a scheme
Denition 5.2.1. Let K be an A-eld equipped with an A-algebra structure given by

 : A  ! K. Let L = Ga;K. A Drinfeld module over K is a ring homomorphism
' : A  ! EndFq(Ga;K)
such that
(i) @0  ' = 
;
(ii) there is an a 2 A such that 'a 6= 
(a).
A Drinfeld module over a eld K has a rank, i.e., there is an integer r > 1 such that
deg 'a = rdeg(a) for all a 2 A.
Denition 5.2.2. Let S be a scheme equipped with a morphism 
S : S  ! Spec(A). A
Drinfeld module of rank r over S is a pair (L;')S of a line bundle L  ! S and a ring
homomorphism ' : A  ! EndFq(L) such that
(i) @0  ' = 

#
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(ii) For all a 2 A the morphism 'a is nite of degree qr deg(a).
Remark 5.2.3. The pull-back of a Drinfeld module (L;';S) along a morphism
Spec(K)  ! S
for some eld S is a Drinfeld module over K in the sense of Denition 5.2.1.
If S = Spec(B) and L is isomorphic to Ga;B, then we simply write ' instead of (L;')S.
The morphism 
S is called the characteristic of (L;')S. An ideal n  A is called away
from the characteristic if V (n) is disjoint with the image of 
S.
Denition 5.2.4. A morphism  of Drinfeld modules over S
 : (L;')S  ! (M; )S
is a map  2 HomFq(L;M) such that 'a =  a for all a 2 A. A morphism  is called
an isomorphism, if it gives an isomorphism between the line bundles L and M over S.
An isogeny of Drinfeld modules is a nite morphism.
Remark 5.2.5. An isogeny exists only between Drinfeld modules of the same rank.
Remark 5.2.6. A Drinfeld module (L;')S of rank r and a morphism
f : T  ! S
give by pull-back rise to a Drinfeld module (fL;f')T over T of rank r.
5.2.3 Level structures
For any non-zero f 2 A, let '[f] = ker('f : L  ! L). This is a nite, 
at group scheme
over S, namely
ker('f : L  ! L) = L L S
where the bre product is taken over 'f : L  ! L and the unit-section e : S  ! L of
the group scheme L. If n  A is any non-zero ideal, then
'[n] =
Y
f2n
'[f]
where the product is the bre product over L. The scheme '[n] is  etale over S if and
only if n is away from the characteristic.
Remark 5.2.7. Let K be an algebraically closed A-eld. If S = Spec(K), then
'[n] = Spec(K[X]=('f(X);'g(X)))
with n = (f;g).
Denition 5.2.8. Suppose that n is away from the characteristic, then a level n-structure
 over S of (L;')S is an A-isomorphism
 : (A=n)
r   ! '[n](S):5.3 The moduli problem 87
Remark 5.2.9. If n is not away from the characteristic, then the denition of a level
n-structure is more involved. One can view '[n] as an eective Cartier divisor on L. By
denition a level n-structure of (L;')S is an A-homomorphism
 : (A=n)
r  ! L(S)
which induces an equality of Cartier-divisors:
X
2(A=n)r
() = '[n]:
We will not expand on this. In this chapter we restrict to the cases for which Denition
5.2.8 is enough.
Let the triple (L;';)S denote a Drinfeld module of rank r over S with level n-structure
.
Denition 5.2.10. A morphism between two triples (L;';)S and (M; ;)S is a mor-
phism  : (L;')S  ! (M; )S of Drinfeld modules over S such that (S)   =  where
(S) : L(S)  ! M(S) is induced by . A morphism is called an isomorphism if  is an
isomorphism of Drinfeld modules.
5.3 The moduli problem
Let n  A be a non-zero, proper ideal. In his original paper, Drinfeld considers the
following moduli problem for Drinfeld modules. Let
F
r(n) : A   Schemes  ! Sets
be the functor which associates to each A-scheme S the set of isomorphy classes of Drinfeld
modules over S of rank r with level n-structure over S. Drinfeld showed the following;
cf. Proposition 5.3 and its corollary in [11].
Theorem 5.3.1 (V.G. Drinfeld). If n  A is an ideal divisible by at least 2 distinct
primes, then there exists a ne moduli space
M
r(n)  ! Spec(A)
representing the moduli problem Fr(n). Moreover, this scheme has the following proper-
ties:
(i) Mr(n) is ane and smooth of dimension r;
(ii) Mr(n)  ! Spec(A) is smooth of relative dimension r   1 over Spec(A)   V (n).
For arbitrary non-zero ideals n  A, the functor Fr(n) has in general only a coarse moduli
scheme. This coarse moduli scheme will also be denoted by Mr(n). We recall here brie
y
the construction of this scheme; cf. [54] for a nice exposition of this. Let n;m  A be
ideals such that nm is divisible by at least two distinct prime ideals, then by Theorem
5.3.1 there exists an ane scheme Mr(nm) representing the moduli functor Fr(nm). Let88 Chapter 5. Weil Pairing and the Drinfeld Modular Curve
(L;';)S be a Drinfeld module of rank r with full level mn-structure  over an A-scheme
S. On these triples the group Glr(A=mn) acts by
(L;';) := (L;';  ) for all  2 Glr(A=n):
Note that Glr(A=n) is isomorphic to the kernel of the mod m reduction map
Glr(mn)  ! Glr(m):
This induces an action of Glr(A=n) on Mr(mn). The coarse moduli scheme of Fr(m) is
dened as
M
r(m) := M
r(mn)=Glr(A=n):
This quotient exists, because Glr(A=n) is nite. It is, however, not obvious that this
scheme is coarse for the given moduli problem. See [54] for a proof of the coarseness of
the scheme. The scheme Mr(m) does not depend on the choice of n.
5.3.1 Actions on Mr(n)
Let ^ A = lim
   A=n, and let Af = ^ A 
A KA. In this subsection we describe the natural
action of Af  Glr( ^ A) on Mr(n); cf. [11, 5D]. Using this action, we can dene the action
of Glr(A=n) and Cl(A) on Mr(n). To keep this chapter self-contained, we recall here the
treatment given in Section 3.5 of [37], where the reader can nd proofs and details.
A total level structure of a Drinfeld module (L;')S is a homomorphism
 : (KA=A)
r  ! L(S)
such that its restriction to (n 1A=A)r denes a level n-structure. Let
M
r := lim
   M
r(n)
where n runs through the non-zero ideals of A. This is an ane scheme, and Mr represents
the functor which associates to each A-scheme S the set of isomorphy classes of Drinfeld
modules with a total level structure over S.
There is a natural action of Glr(Af) on Mr, which is dened as follows. Let S be an
A-scheme, and let (L;';)S be a Drinfeld module with a total level structure over S. Let
 2 Glr(Af) such that the entries of  are elements of ^ A, then  gives rise to a map
 : (KA=A)
r  ! (KA=A)
r:
Let H denote the kernel of . The kernel H gives rise to a nite subgroup scheme of
L. We can divide out the pair (L;')S by this subgroup scheme. This gives us a pair
(L0;'0)S. The following diagram equips the pair (L0;'0)S with a total level structure 0:
0       ! H       ! (KA=A)r        ! (KA=A)r       ! 0
? ? y 
? ? y
? ? y0
0       ! H(S)       ! L(S)       ! L0(S):
(5.1)5.3 The moduli problem 89
If  comes from an element in Anf0g, then its action is trivial. This implies that we
get an action of Glr(Af)=K
A on Mr(S). As this action is functorial in S, this denes an
action of Glr(Af)=K
A on Mr.
For the moduli scheme Mr(n) we have Mr(n) =  (n)nMr with
 (n) := ker(Glr( ^ A)  ! Glr(A=n)):
The restriction of the universal triple (L;';) on Mr to Mr(n) gives the universal pair
(';) on Mr(n) (Recall that the line bundle of the universal Drinfeld module on Mr(n)
is trivial.) As A
f  Glr( ^ A) commutes with  (n) in Glr(Af), it follows that the action
of Glr(Af) on Mr denes an action of A
f  Glr( ^ A) on Mr(n). The normal subgroup
K
A   (n)  A
f  Glr( ^ A) acts trivially on Mr(n). Let
G := A

f  Glr( ^ A)=K

A   (n):
As A
f=K
A ^ A  = Cl(A), it is not dicult to see that we have the following exact sequence
0  ! Glr(A=n)=F

q  ! G  ! Cl(A)  ! 0:
To describe the action of Glr(A=n)=F
q, let  2 Glr( ^ A) and let ~  be the image of  under
the reduction map Glr( ^ A)  ! Glr(A=n)=F
q. Then
 : (';) 7! (';  ~ 
 1):
Remark 5.3.2. However, in the sequel we prefer to drop the inverse. If we talk about
the action of  2 Glr(A=n)=F
q on (';), then we mean the action given by
 : (';) 7! (';  ):
Consequently, Glr(A=n)=F
q acts on the right of Mr(n) and not on the left.
Let m 2 ^ A \ A
f, then m denes a unique ideal m = (m) \ A  A. We suppose that
m is a non-zero, proper ideal which is relatively prime to n. Let Ir denote the identity
element in Glr(Af), and let  = m  Ir. We describe the action of  on Mr. Clearly,
H = (m 1A=A)r, and H maps to '[m](Mr) under . This means that the isogeny
m : (L;')  ! (L
0;'
0)
dened by  has kernel '[m]. The total level structure 0 is given by

0 = m    m
 1:
Let '0 denote the restriction of (L0;'0) to Mr(n). Let m denote the image of m under
the reduction map ^ A  ! A=n. As m + n = A, we see that m 2 (A=n). Let ' be the
restriction of (L0;'0) to Mr(n), then the action of m on the universal pair (';) on Mr(n)
is given by
m : (';) 7! ('
0;m    m
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This describes the action of m on Mr(n).
Let m  A be a non-zero ideal relatively prime to n, i.e., m+n = A. Choose m 2 ^ A such
that (m) = m ^ A and m  1 mod n. We dene the action of m on (';) to be the action
of (m):
m : (';) 7! ('
0;m  ):
This action is well-dened: the chosen element m is unique up to an element  2 ^ A
with   1 mod n. For such an element  we have Ir 2  (n). Consequently, m  Ir and
m  Ir give the same element in G.
Using this, we can dene the action of Cl(A) on Mr(n). First note that by Lemma 5.6.4
we can represent every class in Cl(A) by a non-zero ideal m with m + n = A. Namely,
suppose that m and m0 are both non-zero ideals relatively prime to n which represent the
same class in Cl(A), then there is an element x 2 K
A with m = xm0. Let m;m0 2 ^ A
be elements which dene the action of m and m0, respectively. Then there is an element
 2 ^ A with   1 mod n such that m0 = xm with x  Ir 2 K
A   (n). Therefore, (m)
and (m0) give the same element in G.
These considerations also imply the following lemma:
Lemma 5.3.3. The exact sequence
0  ! Glr(A=n)=F

q  ! G  ! Cl(A)  ! 0
splits. Therefore,
G  = Cl(A)  Glr(A=n)=F

q:
Remark 5.3.4. Let us once more stretch that we use the convention that the action of
 2 Glr(A=n) on Mr(n) is given by
 : (';)  ! (';  ):
So G = Cl(A)  Glr(A=n)=F
q acts on Mr(n) on the right.
5.3.2 Assumptions in this chapter
In this chapter we will make the following two assumptions.
(1) Throughout the chapter we will assume that n = (f) is a non-zero, proper, principal
ideal. This simplies the description of the Tate-Drinfeld module. Dropping this
assumption does not seem to give rise to dierent results.
If m  A is a non-zero proper ideal containing f, then by the previous, we see that
Mr(n) = Mr(f)=G where G is given by dividing out the action of the kernel
ker(Glr(A=fA)  ! Glr(A=n)):
(2) We will not consider the moduli problem over A-schemes, but over Af-schemes S,
i.e., f is invertible in S. This implies that f is away from the characteristic of
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in our description, and in the previous chapter we did not describe the Weil pairing
for f-torsion which is not away from the characteristic.
This assumption implies that a level f-structure is an isomorphism
 : (A=fA)
r   ! '[f](S):
So in this chapter we will be considering the moduli problem
F
r(f) : Af   Schemes  ! Sets
which associates to each Af-scheme S, the set of isomorphy classes of Drinfeld modules of
rank r with full level f-structure over S. We write Mr(f) for the scheme which represents
Fr(f). It follows from the proof of Theorem 5.3.1 that the moduli scheme Mr(f) is a
ne moduli scheme if f 6= 1.
Throughout this chapter we will write Spec(R) = M1(f). The ring R is regular and
M1(f) is connected. In fact, R is the integral closure of Af in a eld extension of KA.
The Galois group of KR=KA is the group G  = (A=fA)=F
q  Cl(A) that we discussed
above; cf. Section 8 in [11].
5.4 The Weil pairing on the modular schemes.
In this section we will show that the Weil pairing for Drinfeld modules over an Af-eld
K as dened in the previous chapter gives rise to the following theorem:
Theorem 5.4.1. The Weil pairing induces an Af-morphism
wf : M
r(f)  ! M
1(f):
The Weil pairing is equivariant with respect to the action of Cl(A)  Glr(A=fA).
Let (';) be a Drinfeld module ' of rank r over K with level f-structure. The Weil
pairing is an A=fA-isomorphism
wf : ^
r'[f](K)
  !  [f](K) 
A 


r 1
f :
It is unique up to a unique isomorphism of  . Once and for all we x a generator ! of
the A=fA-module 
f. This gives an A=fA-isomorphism
wf : ^
r'[f](K)
  !  [f](K):
The level f-structure  induces a canonical isomorphism
^
r : ^
r(A=fA)
r   ! ^
r'[f](K):
Because ^r(A=fA)r is canonically isomorphic to A=fA,   comes equipped with a level
f-structure  over K via the following commutative diagram:
^r(A=fA)r ^r       ! ^r'[f](K)
x ? ? wf
? ? y
A=fA

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Note that if  is an isomorphism between   and  0, then also the pairs ( ;) and ( 0;0)
are isomorphic via . Here  and 0 are dened by the previous diagram by   and  0
respectively. So the pair ( ;) is unique up to isomorphy. These considerations show the
following:
Lemma 5.4.2. The Weil pairing gives for all Af-elds K rise to a map
wK : M
r(f)(K)  ! M
1(f)(K):
This map depends functorially on K.
Proof. The construction of the map wK is described above. It associates to each isomor-
phy class (';) of rank r over K a unique isomorphy class ( ;) of rank 1 over K. That
this map depends functorially on K follows immediately from the construction in terms
of A-motives.
From this lemma, we proceed as follows to prove the existence of the map wf.
Proof of Theorem 5.4.1. Let (';) be the universal pair over Mr(f). The moduli scheme
Mr(f) is ane and regular over Spec(Af). So we may write
M
r(f)  =
n a
i=0
Spec(Si)
such that each Si is an integrally closed domain of relative dimension r   1 over Af.
Moreover, from Drinfeld's description we know that
M
1(f) = Spec(R)
where R is an integrally closed domain. Let KSi be the quotient eld of Si. Lemma 5.4.2
gives rise to a unique isomorphy class
( ;) 2 M
1(f)(
Y
i
KSi):
This means that there exists a unique Af-ring homomorphism
h : R  !
Y
j
KSj:
Hence, the theorem follows if we can show that h(R) 
Q
j Sj.
Let p 2 Spec(Sj) be a closed point of height 1. By Lemma 5.4.3 it follows that there is a
map Spec(Sj;p)  ! M1(f), inducing the map
Spec(KSj)  ! M
1(f):
Consequently,
h(R) \ KSj  Sj;p:
As Sj = \pSj;p where the intersection runs over all primes of height 1 in Sj, one has
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For the Cl(A)Glr(A=fA)-equivariance of wf, note that the Glr(A=fA)-equivariance is
obvious. Let m  A be a non-zero, proper ideal with f 62 m representing an element in
Cl(A). For the Cl(A)-equivariance we recall its denition in the previous section. Using
the notations of the previous section, we see that the action of m on (';) is given by
(';) 7! ('
0;m  );
with m'a = '0
am for all a 2 A. Let ( ;) be the image of (';) under the Weil pairing,
and let ( 0;0) be the image of ('0;m  ) under wf. Let F =
Q
i KSi. The isogeny m
induces an isogeny m :    !  0. The kernel of m is
ker(m)(F) = ^
r ker(m)(F) = ^
r'[m](F)  =  [m](F):
Therefore, the action of m on   coincides with the action of m on  . So we have
m : ( ;) 7! ( 
0;m  ) = ( 
0;
0):
Lemma 5.4.3. Let S be a regular local Af-ring, let KS be its quotient eld, and let
(';) 2 Mr(f)(S). The unique class ( ;) 2 M1(f)(KS) associated to (';) by the
Weil pairing comes from a unique class ( 0;0) 2 M1(f)(S) via the canonical embedding
S  ! KS.
Proof. Via the ring homomorphism S  ! KS we may view the pair (';) over KS, and
we can associate via the Weil pairing a pair ( ;) of rank 1 over KS. We want to prove
that there is a representing pair in the isomorphy class of ( ;) which is dened over S.
Let V be the set of all height one primes of S. The ring S is a UFD; cf. Theorem 20.3
in [40]. Consequently, every p 2 V is of the form p = (hp) for some irreducible hp 2 S;
cf. Theorem 20.1 in [40]. Let vp denote the valuation at p. The invertible elements of S
are given by
S
 = fs 2 S j vp(s) = 0 for all p 2 V g:
Let Sp denote the local ring of S at p. This is a discrete valuation ring.
As the f-torsion of   is KS-rational, it follows that   has good reduction at every p 2 V .
This implies that for all p 2 V there is an element xp 2 KS such that xp x 1
p is a Drinfeld
module of rank 1 dened over Sp. In fact, we may assume xp = h
mp
p for some mp 2 Z.
There are only nitely many mp 6= 0, as we show below. So we can dene x =
Q
p2V h
mp
p .
The pair (x x 1;x) is dened over S. So this is the pair that we are looking for.
To see that there are only nitely many mp 6= 0, let a 2 AnFq and consider the leading
coecient c of  a. Under the isomorphism xp, the leading coecient becomes x
1 qdeg(a)
p c.
As vp(c) = 0 for all but nitely many p's, it follows that mp = 0 for all but nitely many
p's.
Proposition 5.4.4. The morphism wf induces the maps wK for any Af-eld K, where
wK is as in Lemma 5.4.2.
Proof. By the functoriality in K of the maps wK, it suces to prove the statement for
algebraically closed elds K. So let K be algebraically closed and let
 : Spec(K)  ! M
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be a geometric point of Mr(f). If  is a generic point of one of the connected components
of Mr(f), then wf induces wK by construction. If  is a closed point we have to do
something more. Clearly,  factors over Spec(k) where k is the residue eld at (the
image of) . To see that wk and consequently wK is induced by wf, we have to dive into
the language of A-motives a little; cf. the previous chapter.
Let V = O, then V is a regular local Af-ring and let (';) be dened over V of rank r.
Let KV be the quotient eld of V . Then the construction of A-motives associates to '
the Drinfeld module   of rank 1 for which
M( )  = ^
rM('):
By Lemma 5.4.3, the pair ( ;) is also dened over V . Because ' is dened over V , it
makes sense to consider M0(') = V fg with the obvious V fg 
Fq A-action such that
M
0(') 
V KV = M('):
Similarly, we can dene M0( ) because   is dened over V . Clearly,
^
r
KV 
AM(')  = KV 
V ^
r
V 
AM
0('):
Consequently, the KVfg 
 A-isomorphism
M( )  = ^
rM(')
comes from a V fg 
 A-isomorphism
M
0( )  = ^V 
AM
0('):
This construction can be reduced modulo the maximal of V . This gives us the construc-
tion of wk. Therefore, wf induces wK.
5.5 Drinfeld modules of rank 2 with stable reduction
of rank 1
For this section we x the following notation. Let V be a complete discrete valuation
ring which is also an Af-algebra. Let KV be the quotient eld of V , and let  2 V be
a generator of the maximal ideal of V . Let v(x) denote the -valuation of x for every
x 2 V .
Denition 5.5.1. Let ' be a Drinfeld module of rank r over KV, then ' has stable
reduction at v of rank r0 if ' is isomorphic over KV to a Drinfeld module '0 over KV such
that for all a 2 A each coecient i(a) of the sum '0
a =
P
i(a)i is an element of V
and the reduction '0 mod V is a Drinfeld module of rank r0 over V=V .
The Drinfeld module ' has potentially stable reduction at v of rank r0 if there is a nite
eld extension L of KV and a valuation w of L extending v such that ' has stable
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Let ' be a Drinfeld module of rank 2 over KV with full level f-structure  over KV such
that ' has potentially stable reduction of rank 1. The goal of this section is Theorem
5.5.8 which describes the pairs (';) in terms of Drinfeld modules of rank 1 and lattices.
Lemma 5.5.2. Let ' be a Drinfeld module with KV-rational f-torsion. If ' has poten-
tially stable reduction at (), then ' has stable reduction at ().
Proof. As ' has potentially stable reduction, there is an element k 2 Q such that for all
x 2 K
sep
V with v(x) = k we have the following: ~ ' := x'x 1 is a Drinfeld module, ~ 'a has
all coecients in V for all a 2 A, and ~ ' mod V is a Drinfeld module over V=V . Cf.
Section 4.10 in [22]. As f 2 V , it is not dicult to see that k is the smallest slope of
the Newton polygon of 1
X'f(X). Therefore,
k = maxfv() j  2 '[f](KV)nf0gg:
As the f-torsion of ' is KV-rational, we have k 2 Z. Therefore, we may choose x 2
KV.
To abbreviate notation, we introduce the following two properties P and P 0. Let  be a
Drinfeld module of rank r over KV.
P() :  has stable reduction of rank 1.
P 0() :  has stable reduction of rank 1, a has all coecients in V for all a 2 A and
[f](V )  = A=fA.
Suppose that  is a level f-structure of  over KV. If r = 1, then P 0() implies that
(;) is dened over V .
By Lemma 5.5.2 we have P(') for the pair (';). Therefore, we may assume that 'a
has all its coecients in V for all a 2 A. Moreover, we have that the smallest slope of
the Newton polygon of 'f equals v('f) = 0. Consequently, '[f](V )  = A=fA. So in
the isomorphy class of (';), there is a representing element (';) with P 0(') and this
element is unique up to V . In fact,
f(';)KV with P 0(')g=V

bij
 = f(';)KV with P(')g=K

V: (5.2)
Note that the Weil pairing equips V with an R-structure. The isomorphy class of (';)
is induced by an Af-morphism Spec(KV)  ! Mr(f). Composing this morphism with
wf gives rise to an Af-linear ring homomorphism R  ! KV. As R is integral over Af, it
follows that this ring homomorphism gives an Af-linear ring homomorphism h : R  ! V .
5.5.1 Drinfeld's bijection without level structure
To classify the isomorphy classes (';) with stable reduction of rank 1, we recall Drinfeld's
classication of Drinfeld modules of rank 2 with potentially stable reduction of rank 1;
cf. Proposition 7.2 in [11].
An A-lattice of rank 1 in K
sep
V is a projective A-module of rank 1 which lies discretely in
K
sep
V and which is invariant under the action of GKV := Gal(K
sep
V =KV). Two A-lattices
1 and 2 are called isomorphic if there is an element x 2 (K
sep
V ) such that x1 = 2.
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Theorem 5.5.3 (V.G. Drinfeld). There is a bijection between the set of isomorphy
classes over KV of Drinfeld modules of rank 2 over V with potentially stable reduction of
rank 1 and the set of isomorphy classes over KV of pairs ( ;), where   is a Drinfeld
module of rank 1 over V and  is an A-lattice of rank 1 inside K
sep
V .
Sketch of the proof. Applying Proposition 5.2 in [11] for the rings Vn = V=(v)n with
n 2 Z1 gives us the existence of unique elements sn 2 Vnfg such that sn'as 1
n is in
standard rank 1 form over Vn. Moreover, each sn has the form
sn = 1 +
kn X
i=1
vi
i with vi 2 (v):
Let s = lim
   sn, then s is an element in V ffgg, the set of skew formal power series in 
over V . In the proof of Proposition 7.2 in [11], Drinfeld shows that the homomorphism
s is in fact analytic. One has by construction
s = 1 +
X
i1
vi
i with vi 2 (v):
This implies both that  := ker(s) is contained in K
sep
V . Moreover, each element in nf0g
has strictly negative valuation.
Let  0 = s's 1, then  0 mod (v) =  . We get the following diagram, which is commu-
tative for all a 2 A:
0       !        ! K
sep
V
e       ! K
sep
V ? ? y a
? ? y a
? ? y'a
0       !        ! K
sep
V
e       ! K
sep
V ;
(5.3)
where
e(z) = z
Y
2nf0g

1  
z


= s(z):
Let a 2 AnFq, then   1
a  is mapped surjectively to '[a], hence   1
a =  = (A=aA)2 as
A-module. On the other hand, the kernel of the surjective map
 
 1
a =  ! = a
is isomorphic to  [a](K
sep
V ). So we may conclude that = a  = A=aA. This implies
that  is a projective A-module of rank 1. We already saw that  consists of elements
with strictly negative valuation, hence  lies discretely in K
sep
V . Finally, for any element
 2 GKV , we have   s(z) = s  (z), hence  is GKV -invariant. We conclude that  is
an A-lattice of rank 1 in K
sep
V .
5.5.2 The bijection with level f-structure
Let ( un;un) be the universal pair of rank 1 dened over R. We will assume that
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Theorem 5.5.3 lifts the rank 1 Drinfeld module ' mod V to a unique Drinfeld module
  of rank 1 dened over V . Also, the f-torsion of   is V -rational. We would like to
equip   with a natural level f-structure  which comes from . For this we use the ring
homomorphism
h : R  ! V
which arises from the Weil pairing.
Suppose that   is equipped with a level f-structure ~ , then the isomorphy class of ( ; ~ )
comes from an Af-linear ring homomorphism
~ h : R  ! V;
i.e., there is a unique element v 2 V  such that
~ h(( 
un;
un)) = (v v
 1;v~ ):
The pair (~ h;v) uniquely determines ( ; ~ ).
As R is integral over Af, there exists an Af-automorphism
g : R  ! R
with g~  2 G = Gal(R=Af) such that ~ h = hg~ : We described this Galois group in Section
5.3:
G  = Cl(A)  (A=fA)
=F

q:
So the element g~  is given by a pair (m;) 2 Cl(A)  (A=fA)=F
q.
If we have another level f-structure 0, then 0 = ~  for some  2 (A=fA) and we see
that g0 corresponds to the pair (m;).
We equip   with the level f-structure  such that g is given by the pair (m;1). More
specically, let h := h  g. Let v 2 V  be an element with v v 1 = ~ h( un), then this
element v is unique up to F
q. Let ( ;) be the pair determined by (~ h;v).
The pair ( ;) that we obtain in this way is unique up to F
q. In particular, the isomorphy
class of ( ;) is uniquely determined in this way.
Remark 5.5.4. To make the choice of an element in F
q in the above construction `visible',
we consider the set of elements z in '[f](KV)n'[f](V ) with
wf(z;e((1))) 2 F

q  wf((1;0);(0;1)):
The set of these elements equals F
q z0 where z0 is any element in this set. Fix one of the
elements those elements z. We can now equip   with the unique  such that
wf(z;e((1))) = wf((1;0);(0;1)):
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Our next goal is to prove Theorem 5.5.8. Drinfeld's construction gives an A-lattice  of
rank 1 such that the pair ( ;) determines ' and vice versa.
As in Drinfeld's proof, we can consider  a as a map
 a : K
sep
V  ! K
sep
V
for every a 2 A. Because f 62 ker(Af  ! KV), it follows that all roots of the equation
 a(X) =  lie in K
sep
V for all  2 . And thus we have
( f)
 1  K
sep
V ;
as in Drinfeld's proof.
Lemma 5.5.5. If the f-torsion of ' is KV-rational, then ( f) 1  KV. In particular
  KV.
Proof. Cf. Lemma 2.4 in [3]. By denition  is invariant under GKV . Consequently, also
( f) 1 is invariant under GKV as the coecients of  f lie in V . In fact, the action of
GKV on ( f) 1 splits according to the following splitting exact sequence of A-modules:
0  !  [f](KV)  ! ( f)
 1  ! (( f)
 1)proj  ! 0:
The A-module (( f) 1)proj is the projective part of ( f) 1, which is isomorphic to .
By Drinfeld's construction there is an analytic map e with the commuting property as
in diagram (5.3), and this map commutes with the action of GKV . Moreover, via this map
'[f] is isomorphic to ( f) 1=. By the assumption that '[f] is KV-rational, it follows
that GKV acts trivially on ( f) 1= and thus on  [f]. The latter fact implies that the
only action of GKV on ( f) 1 is on the projective part of ( f) 1, hence this action
gives a subgroup G of Gl1(A) = F
q. On the other hand, this subgroup G maps injectively
into AutA(( f) 1=). But GKV acts trivially on ( f) 1=, hence G is trivial.
So we see that we can associate to a pair (';) with P 0(') a triple ( ;;) such that
( ;) is dened over V and  is an A-lattice with ( f) 1  KV. This triple is unique
up to F
q. I.e., the pair (';) determines a unique element in f( ;;)g=F
q.
Note, however, that the level f-structure  is not the unique level structure such that
(';) is mapped to this unique element in f( ;;g=F
q. In fact, if  2 Gl2(A=fA),
then (';  ) 7! f( ;;)g=F
q if and only if det() 2 F
q. This is due to the fact that
the Weil pairing is Gl2(A=fA)-equivariant. Therefore, if one changes  by , then the
morphism h induced by the Weil pairing wf changes by det(). Consequently, the triple
( ;;) changes by det(). Let  denote the subgroup of Gl2(A=fA) given by
 = f 2 Gl2(A=fA) j det() 2 F

qg:
The previous shows that the map
f(';)g=  ! f( ;;)g=F

q
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Remark 5.5.6. Again, once we have chosen an element z as in Remark 5.5.4, we get an
injective map
f(';;z)g=Sl2(A=fA)  ! f( ;;)g:
On the other hand, let a triple ( ;;) be given. We show that there exists a pair (';)
such that under the above construction (';) is mapped to the class f( ;;)g=F
q.
The triple ( ;;) gives rise to the following:
(1) a morphism ~ h : R  ! V which induces ( ;) on V ;
(2) the pair ( ;) gives a Drinfeld module ' of rank 2;
(3) as the f-torsion of ' comes from ( f) 1=, the f-torsion of ' is KV-rational, and
thus ' has P 0(').
We equip ' with a level f-structure as follows: dene (0;1) := e((1)) and let (1;0) =
z for some element z 2 '[f](KV)n'[f](V ). Any z gives rise to a ring homomorphism
hz : R  ! V induced by the Weil pairing wf. As before, there exists an Af-automorphism
gz of R with ~ h  gz = h, and gz is given by a pair (m;) 2 Cl(A)  (A=fA). We choose
an element z for which  is the identity. As before, z is unique up to a choice of F
q.
Clearly, the pair (';) is mapped to the class f( ;;)g=F
q.
This shows that we have a bijection between the set
fall pairs (';) with P 0(')g=
and the set
fall triples ( ;;) with ( ;) over V and ( f) 1  KVg=F

q:
Remark 5.5.7. Similarly, the above argument shows that the injective map of Remark
5.5.6 is a bijection.
This bijection can be rephrased in terms of isomorphy classes of pairs (';) and triples
( ;;) as follows. We say that a triple ( ;;) is dened over V if the pair ( ;) is
dened over V . Two triples ( ;;) and ( 0;0;0) over V are called isomorphic if there
exists an element v 2 V  with
(v v
 1;v;v) = ( 
0;
0;
0):
Note that
f( ;;) over V g=V

bij
 = f( ;;)KV g=K

V: (5.4)
Moreover, if v 2 V , then
v : (';) 7! (v'v
 1;v)
and
v : ( ;;) 7! (v v
 1;v;v):
Dividing out the action of V  and considering the bijections (5.2) and (5.4) gives the
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Theorem 5.5.8. Let  = f 2 Gl2(A=fA) j det() 2 F
qg: There is a bijection between
the following two sets:
(1) Isomorphy classes of pairs (';) over KV modulo  where ' is a Drinfeld module
of rank 2 with stable reduction of rank 1 and  is a full level f-structure over KV.
(2) Isomorphy classes of triples ( ;;) over KV, where   is a rank 1 Drinfeld module
over KV,  is a full level f-structure over KV and  is an A-lattice of rank 1, such
that ( f) 1  KV.
Proof. This theorem follows from the bijection that we have given above.
5.6 Tate-Drinfeld modules
We follow the approach of [3, 2.2] and [56] to construct the Tate-Drinfeld module of
type m. The Tate-Drinfeld module describes the formal neighbourhood of the cusps of
the moduli scheme. At the cusps the universal Drinfeld module with level structure
degenerates into a Drinfeld module with stable reduction. Therefore, to dene the Tate-
Drinfeld module, we use the description of the stable reduction modules as given in the
previous section.
Let ( ;) be the universal Drinfeld module of rank 1 with level f-structure over R.
Because f is invertible in R, we may assume that the generator (1) of the f-torsion of
  is an invertible element in R. So we may and will assume that (1) = 1. Then by
push-forward via the embeddings
R  ! R[[x]]  ! R((x))
one has a Drinfeld module of rank 1 with level f-structure on both R[[x]] and R((x)). For
an element y =
P
ik rixi 2 R((x)) with rk 6= 0;k 2 Z; we dene its valuation vx(y) to be
the x-valuation considered as element in KR((x)), and vx(y) = k.
To construct a Drinfeld module of rank 2 over R((x)), we rst construct a lattice m 
KR((x)), where m  A is an ideal. This lattice turns out to depend only on the class of
m in the class group of A. As before, we can consider  f as a map
 f : KR((x))
sep  ! KR((x))
sep:
The lattice m will be constructed in such a way that ( f) 1m  KR((x)). Applying
Theorem 5.5.8 to ( ;;m) will give us the Tate-Drinfeld module '.
5.6.1 The construction of the lattice
Let m  A be an ideal. To prepare the construction of the lattice, note the following:
1. There is a unique monic skew polynomial P 2 KRfg with minimal degree such that
ker(P)(K
sep
R ) =  [m](K
sep
R ):
In fact, P 2 Rfg because the elements in ker(P)(K
sep
R ) are integral over R and R is
integrally closed.5.6 Tate-Drinfeld modules 101
2. Because Af ,! KR, the extension KR( [m])=KR is Galois. Moreover, because
 [m](K
sep
R )  = A=m, there is an injective representation
Gal(KR( [m])=KR)  ! (A=m)
:
So the Galois group of this extension is a subgroup of (A=m).
3. The eld KR( [m])((y)) is the splitting eld of the equation P(1
y) = 1
x over KR((x)).
Then
KR( [m])((y))=KR( [m])((x))
is a Galois extension which is totally ramied and its Galois group is isomorphic to A=m.
The Galois action is given by y 7! y +  with  2  [m](KR( [m])).
Let l be the following A-module homomorphism:
l : f
 1A  ! KR( [m])((y)) by f
 1a 7!  a

1
y

:
We use l to dene the lattice m.
Lemma 5.6.1. The A-module l(f 1m) lies inside R((x)).
Proof. For every m 2 m, there exists a skew polynomial Q 2 Rfg such that  m = QP.
Note that we use here that one has division with remainder in the skew ring Rfg,
because the leading coecients of both P and  m are in R. Consequently,  m(1
y) =
Q(1
x) 2 R((x)).
Remark 5.6.2. Let m1;m2 generate m, then there are elements Qi 2 Rfg with QiP =
 mi. We will use this in the following a few times without further mentioning it.
Dene the lattice  as follows:
 := l(m); then ( f)
 1 = l(f
 1m) +  [f](R)  R((x)):
Lemma 5.6.3. The lattice  only depends on the class of m in Cl(A).
Proof. Suppose that m0  A is another ideal representing the same class as m in Cl(A).
Then there exist elements b;b0 2 A with b0m0 = bm. So we may reduce to case where
m0 = bm for some b 2 A. The extension KR( [m0])=KR( [m]) is given by adding the
roots of the polynomial  b(X) to KR( [m]). The extension
KR( [m
0])((y
0))=KR( [m
0])((y))
is given by adding the roots of the equation  b( 1
y0) = 1
y. It is not dicult to see that m
and m0 give the same .
By this lemma it makes sense to talk about the type m in Cl(A) of the lattice. We will
denote m for both the ideal in A as for the ideal class in Cl(A). Moreover, this gives us
some freedom in choosing m to construct a lattice of type m:
Lemma 5.6.4. Let a;m  A be non-zero ideals, then there is an element x 2 KA, the
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Proof. By Proposition VII.5.9 in [4], there is an element x 2 KA with vp(x) =  vp(m)
for all primes p  A dividing a and vp(x)  0 for all other primes p of A. Consequently,
xm  A, and there is no prime ideal p of A dividing both xm and a.
This lemma shows that we can choose a representative m of the class type [m] of the
lattice such that this representative is relatively prime to some chosen ideal a  A. This
gives some help in technical parts of some proofs later on.
We write m for the lattice  of type m that we constructed above. Note that KR((x))
is the quotient eld of the complete discrete valuation ring KR[[x]]. By the constructions
in Section 5.5 and Theorem 5.5.8, we may associate to the triple ( ;;m) a unique
Drinfeld module ' of rank 2 over KR((x)) with stable reduction of rank 1. Moreover, the
f-torsion of ' is KR((x))-rational.
In fact, ' is a Drinfeld module over R((x)), as we will now show. Using Theorem 5.5.3,
the corresponding exponential map is
em(z) := z
Y
2mnf0g

1  
z


;
and ' is determined by the following diagram, which commutes for all a 2 A:
0       ! m       ! KR((x))
em       ! KR((x))
? ? y a
? ? y a
? ? y'a
0       ! m       ! KR((x))
em       ! KR((x)):
(5.5)
Note that by construction m  R((x)), each non-zero element of m has negative x-
valuation and the leading coecient of this non-zero element is in R. Consequently, the
map em(z) = 1 +
P
i1 sizi has all its coecients si 2 R[[x]]. So its inverse exists in
R[[x]][[z]] and
'a = em   a  e
 1
m:
Therefore, 'a has its coecients in R[[x]] for all a 2 A.
Lemma 5.6.5. The ring homomorphism ' is a Drinfeld module over R((x)).
Proof. We only need to prove that the leading coecient of 'a is an element of R((x)).
To prove this, we simply copy the computation of Lemma 2.10 in [3]. Note that
'a(z) = az
Y
2(( a) 1m=m)nf0g

1  
z
em()

:
So we need to show that
()
Y
2(( a) 1m=m)nf0g
em() = a  u
with u 2 R((x))
Every  2 (( a) 1m=m)nf0g which is not in  [a] can be written uniquely as  = 1+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where 1 runs through  [a] and 2 runs through a set of representatives in   1
a m=m of
the non-zero elements of ( a) 1m=(m+ [a]). This set is denoted by S1. The remaining
elements  can be written as  = 1 where 1 runs through  [m]nf0g. This set is denoted
by S2.
By denition
em() = 
Y
2mnf0g

1  



:
Using the rule
 a(z) =
Y
12 [a]
(z   1);
we see that
Y
S1
em() =
Y
26=0
0
@ a(2)
Y
2mnf0g

 a(   2)
#A=(a)
1
A:
This is in fact an element in R((x)), which can be seen as follows. Clearly, 0 6=  a(2) 2
m, so this element is in R((x)). Moreover, the element  a(  2) 2 m cannot be 0: if
it were 0, then any representative of 2 would lie in  +  [a]  m +  [a], i.e., the class
2 = 0, contradicting the denition of the set S2. So also  a(   2) 2 R((x)). Finally,
for almost all  we have that
 a(   2)
#A=(a) 2 R[[x]]
:
So the product exists, and Y
S1
em() 2 R((x))
:
On the other hand, using the rule
h(z) :=
 a(z)
z
=
Y
12S2
(z   1)
and recalling that h(0) = a, we see that
Y
S2
em() = a 
Y
2mnf0g

h()
#A=(a) 1

;
with each
h()
#A=(a) 1 is in R[[x]].
Finally, Y
2(( a) 1m=m)nf0g
em() =
Y
S1
em() 
Y
S2
em():
This nishes the proof.
From the construction of the Drinfeld module ' with  over R((x)), coming from the triple
( ;;m), we can deduce at once the following list of properties:
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(2) the f-torsion of ' is R((x))-rational;
(3) there is an isomorphism A=fA  ! '[f](R[[x]]) given by 1 7! em((1)).
(4) ' mod xR[[x]] =  , because em(z) mod xR[[x]] is the identity map.
As in Section 5.5, the triple ( ;;m) induces on ' a level f-structure  with (0;1) =
em((1)) and (1;0) is determined up to F
q by the Weil pairing.
In this way, we get for every element m 2 Cl(A) a pair ('m;m). The action of  2
Gl2(A=fA) on this pair is given by
 : ('
m;
m)  ! ('
m;
m  ):
The action of the class group of A is described in the following lemma. Let n 2 Cl(A)
and let gn denote the Af-linear automorphism of R which describes the action of n on R.
Let n 1m denote the lattice of type n 1m.
Lemma 5.6.6. Using the above notations, the element n maps the triple ( ;;m) to
(gn( );gn();gn(n 1m)):
Proof. We choose representatives m;n  A of the classes of m and n in Cl(A) such that
n 1m  A, and n and m are relatively prime to f.
Write ' = 'm. The action of n on ' is given by a unique monic skew polynomial Q with
minimal degree such that
ker(Q)(KR((x))
sep) = '[n](KR((x))
sep):
Let '0 be the image under Q:
'
Q
 ! '
0:
Writing m = l(m) as before, it is not dicult to see that
ker(Q  em)(KR((x))
sep) = l(n
 1m) +  [n](KR((x))
sep):
The action of n on R, denoted by gn, corresponds to a skew polynomial P 2 Rfg with
ker(P)(K
sep
R ) =  [n](K
sep
R ). Let 0 be the lattice given by

0 := P  ker(Q  em)(KR((x))
sep) = P  l(n
 1m)
def = fgn( fa)P(
1
y
) j a 2 n
 1mg:
Then 0 = gn(n 1m), and it is not dicult to see that '0 corresponds to the pair
(gn( );gn(n 1m)).
As a corollary to this lemma, we see that n maps 'm to gn('n 1m). As the denition of m
and n 1m depend on a choice of F
q, we cannot say that n maps ('m;m) to ('n 1m;n 1m).
Bearing this in mind, we propose for every type m the following denition of the pairs
('td
m;td
m). For m = A we dene ('td
m;td
m) := ('m;m): This pair is unique up to F
q. For
the rest of this chapter, we keep this choice is xed. In general, m 1 gives rise to an
automorphism gm 1 of R. We extend this to an automorphism of R[[x]] by letting it act
trivially on x. We dene ('td
m;td
m) to be the image of ('td
A;td
A) under m 1.5.7 The universal Tate-Drinfeld module 105
Denition 5.6.7. The pair ('td
m;td
m) is called the standard Tate-Drinfeld module of rank
2 and type m with level f-structure. A pair ('td
m;), where  is any level f-structure over
R((x)) is called a Tate-Drinfeld module with level f-structure.
An isomorphy class of ('td
m;) consists of all pairs ('td
m 1;), with  2 R[[x]]. Every
isomorphy class of Tate-Drinfeld modules with level f-structure comes from a unique
morphism
Spec(R((x)))  ! M
2(f):
Because we always assume that (1) = 1, the pair ('td
m;td
m) is xed in its isomorphy
class. For every  there is a unique  2 Gl2(A=fA) with  = td
m . Therefore, the pair
('td
m;) is xed in its isomorphy class.
5.7 The universal Tate-Drinfeld module
In this section we introduce the universal Tate-Drinfeld module. This is a scheme Z
consisting of the coproduct of a number of copies of Spec(R[[x]]) and which is equipped
with a Tate-Drinfeld structure ('td;td). Let N  Gl2(A=fA) be the subgroup
N =

F
q A=fA
0 (A=fA)

:
Choose representatives 1;:::;n of the cosets of Ni in Gl2(A=fA) and let 1 be the
identity. As det(N) = (A=fA), we may assume that the representatives i are elements
of Sl2(A=fA). Set
Z = Spec


(m;i)
R[[x]](m;i)

;
The pair ('td;td) is the Drinfeld module 'td of rank 2 with level f-structure td over
Spec


(m;i)
R((x))(m;i)

such that the restriction of ('td;td) to R((x))(m;i) is equal to
('td
m;td
m  i) for every pair (m;i).
Denition 5.7.1. The universal Tate-Drinfeld module of rank 2 with level f-structure is
the scheme Z together with the pair ('td;td).
Remark 5.7.2. As before, a pair (m;i) 2 Cl(A)  Gl2(A=fA) determines a unique
action on ('td
A;td
A). And by denition we have
('
td
m;
td
m  i) = (m
 1;i)('
td
A;
td
A):
The action of Cl(A)Gl2(A=fA) on the universal Tate-Drinfeld module is given by this
action of (m;i) and the fact that N acts trivially.
Clearly, we would like to have a certain universal property for this universal Tate-Drinfeld
module. The weak versions of the universal property that we need can be found in
Theorems 5.7.8 and 5.7.4. In Proposition 5.7.3 the main work is done for Theorem 5.7.4.
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Proposition 5.7.3. Let  2 Gl2(A=fA). There exists an Af-linear ring homomorphism
h : R[[x]]  ! R[[x]] such that
h('
td
m;
td
m)  = ('
td
m;
td
m  )
if and only if  2 N. If  2 N, then h is given by det() : R  ! R and x 7! x
for some  2 R[[x]]. Moreover, for any  2 N the image of ('td
m;td
m  i) under h is
isomorphic to ('td
m;td
m    i).
Proof. We write  = (i;j). First suppose that h exists. Because h is determined
by det() and h(x), it must respect the ordering of the x-valuation. This implies that
h((1;0)) must have minimal negative valuation and h((0;1)) must have valuation 0.
Hence the only 's whose action may come from an Af-linear ring homomorphism h are
 2 N. This shows the 'only if'.
We prove the 'if'-part in two steps. Let  = (i;j) 2 N.
1. First suppose that  =

1 0
0 

with  2 (A=fA). The action of  induces an
action
 = det() : M
1(f)  ! M
1(f);
i.e., there is an Af-linear ring homomorphism h : R  ! R such that
(h( );h()) = ( 
 1;)  = ( ;);
for some  2 R. We use the notations of Section 5.6. Recall that the element 1
y was
used to dene the lattice td
m and that 1
x = P(1
y). P 2 Rfg is the skew polynomial of
minimal degree with
ker(P)(K
sep
R ) =  [m](K
sep
R ):
The map 1
y 7!  1
y induces, by applying P,
1
x
7! h(P)(
1
y
) = 
 11
x
for some  1 2 R[[x]].
To see this, note that h(P) = P 1 for some  2 R[[x]]. (In fact,  is determined by
the fact that h(P) is monic.)
The map h is extended to a ring homomorphism
h : R[[x]]  ! R[[x]]; x 7! x; h(r) = h(r) 8r 2 R:
An easy computation shows that
h(
td
m) = 
td
m; and thus h('
td
m) = '
td
m
 1:
Using that there is an element m 2 m with (1;0) = etd
m( m(1
y)), we see that
h

(1;0)
(0;1)

=

etd
m( m(1
y))
etd
m((1))

=

(1;0)
(0;1)

:
And so indeed,
h('
td
m;) = ('
td
m
 1;  )  = ('
td
m;  ):5.7 The universal Tate-Drinfeld module 107
2. Having dealt with the rst case, we may assume that  2 N and det() 2 F
q. As a
consequence, the map h that we are looking for is R-linear and in particular, if ( ;;)
is the triple associated to ('td
m;), then h( ) =   and h() = .
As always, the action of F
q 

1 0
0 1

is trivial, so we may assume that 2;2 = 1. We
rst give a proof in the simple case   = A and then prove it for general .
i. Suppose   = A. Note that in that case, the elements e(1
x) and e((1)) generate the
f-torsion of 'td. In fact, there is a basis transformation
 =

1;1 1;2
0 1

with 

(1;0)
(0;1)

=

e(1
x)
e((1))

and with 1;1 2 (A=fA), 1;2 2 A=fA.
Let  =  1, then  =

1;1 1;2
0 1

with 1;1 2 F
q, 1;2 2 A=fA. We set

 1 = 1;1 + 1;2((1))  x 2 R[[x]]
;
and we dene h to be the R-linear map given by
h : x 7!   x:
Because
 f(
 11
x
) = 1;1 f(
1
x
);
it follows that h() = , and thus h commutes with e. Moreover
h( ;;) = ( ;;):
Therefore
h('
td
m) = '
td
m:
So h commutes with the A-action and with e. To see what happens on the level
structure  is now an easy computation.
h

(1;0)
(0;1)

= h
 1

e(1
x)
e((1))

=

 1

e(1
x)
e((1))

= 

(1;0)
(0;1)

:
We conclude that
h('
td;
td) = ('
td;
td  ):
ii. In general, let   = m and recall the construction of  in Section 5.6. Using the same
notations as in Section 5.6, let m 2 m be an element such that the image of 1
z :=  m(1
y)
and (1) under e generate the f-torsion of 'td
m. We let  be as in i, i.e.,


(1;0)
(0;1)

=

e(1
z)
e((1))
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and  =  1. As in the previous case, we look for an h such that
1
z
7! (1;1 + 1;2(1)z) 
1
z
:
This can be done as follows. We start by assuming that m 2 (A=fA) - we will show
below that we may assume this in general. Let b 2 A such that b  m 11;2 2 A=fA.
Let
1
y
7! 1;1
1
y
+  b(1):
Applying P gives our candidate for h:
1
x
7! 
 11
x
with 
 1 = 1;1 + P( b((1)))  x:
By construction
h :
1
z
7! 1;1
1
z
+  m( b((1))) = 1;1
1
z
+ 1;2(1):
Note that all elements of  have the form  f ~ m(1
y), with ~ m 2 m. And clearly,
h( f ~ m(
1
y
)) = 1;1 f ~ m(
1
y
):
Because 1;1 2 F
q, we see that h() = .
We can conclude the proof in the same way as in the case of   = A.
Finally, it remains to be shown that m, which we used to dene 1
z =  m(1
y), is an
element of (A=fA). By Lemma 5.6.4 we may assume that m and (f) are relatively
prime. Furthermore, because 1
z generates one direct summand of the f-torsion, one has
 b(1
z) 2  if and only if b 2 fA, i.e., bm 2 fm if and only if b 2 fA. Consequently,
(f) + (m) = A.
The `moreover'-part of the proposition is obvious.
Using Proposition 5.7.3, we can immediately prove one weak form of the universal prop-
erty of the universal Tate-Drinfeld module.
Theorem 5.7.4. For every Tate-Drinfeld module ('td
m;) there is a unique ring homo-
morphism
h : 
(m0;i)
R[[x]](m0;i)  ! R[[x]]
such that
h('
td;
td)  = ('
td
m;):
Proof. Let  2 Gl2(A=fA) such that td
m   =  and let k 2 f1;:::;ng such that
 2 kN. The map h is dened as follows: h is the zero-map on R[[x]](m0;i) if m0 6= m
in the class group of A or if k 6= i. On R[[x]](m;k) it is the map dened in Proposition
5.7.3. To show uniqueness, note that any Af-linear ring homomorphism
h : R[[x]](m0;i)  ! R[[x]]5.7 The universal Tate-Drinfeld module 109
induces on R[[x]] a Tate-Drinfeld module whose corresponding lattice has type m0. Hence,
any such ring homomorphism keeps the type of the Tate-Drinfeld module xed. Moreover,
if there is an Af-morphism
R[[x]](m;i)  ! R[[x]](m;j)
which induces the Tate-Drinfeld structure, then there is a morphism
R[[x]](m;1)  ! R[[x]](m;j 1
i );
and thus by Proposition 5.7.3 we see that j
 1
i 2 N. So i = j.
5.7.1 The universal property of Z
Let, as in Section 5.5, V be a complete discrete valuation Af-ring  a generator of its
maximal ideal, and KV its eld of fractions. Let (';) be a Drinfeld module ' of rank 2
over KV with level f-structure  such that ' has stable reduction of rank 1 at . In this
subsection we discuss the other weak version of the universal property of the universal
Tate-Drinfeld module, which we need in the next section. We prove that there exists a
unique ring homomorphism
h'; : 
(m;i)
R[[x]]  ! V
such that
h';('
td;
td)  = (';):
In Theorem 5.5.8 we showed that each triple (';;z) corresponds modulo  to a unique
triple ( ;;). Let m be the type of . In trying to avoid confusion, we will write
( un;un;td
m) for the triple used in dening the Tate-Drinfeld module of type m over
R((x)), where indeed ( un;un) is the universal Drinfeld module with level f-structure of
rank 1 over R.
The pair ( ;) over V comes from an Af-linear ring homomorphism, which we called ~ h:
~ h : R  ! V:
We have ~ h( un;un) = ( ;).
We show that there exists an extension of ~ h to R[[x]]
h ; : R[[x]]  ! V;
where R[[x]] comes equipped with 'td
m, such that h ;('td
m) = '; cf. Proposition 5.7.6. The
main point is showing that there exists a ring homomorphism h ; such that
h ;(( 
un
f )
 1
td
m) = ( f)
 1:
Lemma 5.7.5. Let m1 and m2 generate the ideal m. Then there exists an element  2 KV
such that the projective part of ( f) 1 is generated as A-module by the elements  m1()
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Proof. Let M = KV be the algebraic closure of KV, and let Mtor be the set of A-torsion
points in M; the A-action is given by  .
1. The A-module Mtor is divisible, i.e., for all a 2 Anf0g the map
 a : Mtor  ! Mtor
is surjective. Namely, if x 2 Mtor, then the equation  a(z) = x has solutions in Mtor.
Consequently, Mtor is an injective module. Cf. Theorem 7.1 in [31]], where it is shown
that divisibility is the same as injectivity for modules over a PID; it is not dicult to
extend this to a theorem over Dedekind domains.
2. M=Mtor has a natural KA-module structure. The following sequence of A-modules is
exact:
0  ! Mtor  ! M  ! M=Mtor  ! 0:
Note that  is torsion-free, hence   Mtor ,! M. Consider the projection map
s :   Mtor  ! Mtor; by   m 7! m:
Because Mtor is an injective module, it follows that s extends to a map
s : M  ! Mtor:
So the exact sequence splits according to s and M  = Mtor  M=Mtor.
3. According to 2:, we may write ( f) 1 = N1  N2 with N1 =  [f](V ) being the
torsion part and N2  = m being the projective part of ( f) 1. Let e1;e2 be generators
of N2 such that  m2e1 =  m1e2. Then
( m1)
 1e1  ( m2)
 1e2 mod Mtor:
Let i 2 M be the unique element with i 7! ( mi) 1ei 2 M=Mtor and s(i) = 0. Then
1   2 7! 0 2 M=Mtor and s(1   2) = 0. Consequently,  := 1 = 2 is the element we
are looking for.
Proposition 5.7.6. Every rank 2 Drinfeld module ' over V with KV-rational f-torsion
and with stable reduction of rank 1 and type m is induced by 'td
m via the ring homomor-
phism
h ; : R[[x]]  ! V;
i.e., h ;('td
m)  =V '. Extending h ; to
R((x))  ! KV
maps the f-torsion of 'td
m isomorphically to the f-torsion of '.
Proof. In Section 5.6 we introduced skew polynomials P;Q1;Q2 2 Rfg with Qi  P =
 un
mi. In particular, we see that ~ h(P) divides P 0 := gcd( m1; m2) 2 KVfg. We may
assume that m is not contained in the kernel of Af  ! V . Therefore, deg P 0 =
deg h ;(P). Consequently, there exist elements i 2 KVfg with
~ h(P) = 1 m1 + 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Let  be the element from Lemma 5.7.5, and dene 1
z := ~ h(P)(): As  m1() and  m1()
generate the projective part of ( f) 1  KV, we see that 1
z 2 KV and z 2 V .
We extend ~ h to
h ; : R[[x]]  ! V by x 7! z:
One can easily verify that
h ;(( 
un
f )
 1
td
m) = ( f)
 1:
Remark 5.7.7. The proof of Proposition 2.5 in [56] is not entirely complete. One way
of completing it, is by adding the construction of the lattice as is done here. This makes
sure that the morphism h in Proposition 2.5 in [56] indeed exists.
Theorem 5.7.8. Every pair (';) consisting of a rank 2 Drinfeld module ' over V with
stable reduction of rank 1 with level f-structure  is induced by ('td;td) via the unique
ring homomorphism h';.
Proof. Let ( ;;) be the triple associated to (';), and let m be the type of . Let
h ; : R[[x]]  ! V be the morphism such that h ;('td
m) = '. Let  2 Gl2(A=fA) such
that h ;(td
m  ) = . The element  lies in a unique class Ni. Write  = i with
 2 N. Let h be the ring homomorphism which is dened in Proposition 5.7.3. Dene
h'; : R[[x]](m0;j)  ! V
as follows: h'; equals h ;  h on R[[x]](m;i) and is zero on the other copies of R[[x]].
The uniqueness follows from the construction and from Theorem 5.7.4.
5.8 The compactication of M2(f)
In this section we describe a compactication M
2
(f) of M2(f), which is analogous to the
compactication of the classical modular curves given by Katz and Mazur Section 8 of
[33]. We dene the scheme of cusps, which we call Cusps. This is a closed subscheme
of M
2
(f). Moreover, we consider the formal scheme \ Cusps, which is the completion
of M
2
(f) along Cusps. In the following section we will use the universal Tate-Drinfeld
module as dened in the previous sections to describe the scheme of cusps.
5.8.1 The morphism ja
Let a 2 AnFq. Let (';) be the universal Drinfeld module of rank 2 with level f-structure
over M2(f). Let B be the ring with Spec(B) = M2(f) and write
'a =
2deg(a) X
i=0
bi
i with bi 2 B for all i and b2deg(a) 2 B:
Let ja : M2(f)  ! A1
Af be the morphism given by
j
#
a : Af[j]  ! B; j 7! b
qdeg(a)+1
deg(a) =b2deg(a);
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Lemma 5.8.1. The morphism ja is nite and 
at.
Proof. (This is the proof of Proposition 4.2.3 in [37].) The morphism ja is of nite type,
hence we may use the valuative criterion to prove properness. Suppose that V is a discrete
valuation ring, let KV be its quotient eld, and suppose that there are morphisms given
that make the following diagram commutative.
Spec(KV)       ! M2(f)
? ? y
? ? yja
Spec(V )       ! A1
Af:
Note that the upper horizontal map gives rise to a (unique) map
Spec(V )  ! M
2(f)
if and only if the pull-back of the pair (';) via the upper horizontal map has good
reduction at the maximal ideal of V . So ja is proper if and only if ja(x) 2 V implies that
the pull-back ('0;0) over KV has good reduction. If this pull-back does not have good
reduction, it has stable reduction of rank 1. Suppose that (';) has stable reduction
of rank 1, then there exists an element s 2 K
V such that s'as 1 has all coecients in
V , the deg(a)'th coecient has valuation 0, and the 2deg(a)'th coecient has strictly
positive valuation. This means that the image of ja(x) is not in V . We conclude that ja
is proper.
Because each connected component of M2(f) is an ane variety over Fq, it follows by
[27, ex. II.4.6] that ja restricted to such a connected component is nite. And thus ja is
nite.
The nite ring homomorphism j#
a is injective. Let P  B be a prime ideal lying above
p  Af[j]. Then both local rings BP and Af[j]p are regular and of equal dimension. By
the niteness of ja it follows that BP is a free Af[j]p-module, cf. Corollary IV.22 in [50].
Hence, ja is 
at.
5.8.2 The compactication
The ring B is a nite Af[j]-algebra via j#
a . Let C denote the normalization of Af[1
j]
inside the quotient ring of B. Then C is nite over Af[1
j]; cf. Corollary 13.13 in [15].
The compactication M
2
(f) of M2(f) is dened as the scheme obtained by glueing
Spec(B) and Spec(C) along their intersection. We obtain a nite morphism
ja : M
2
(f)  ! P
1
Af:
The following diagram is cartesian
M2(f)       ! M
2
(f)
ja
? ? y
? ? yja
A1
Af       ! P1
Af:
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Remark 5.8.2. By Proposition 5.9.1 it follows that ja is 
at in the points of the boundary
of M
2
(f); therefore, ja is 
at.
Lemma 5.8.3. The scheme M
2
(f) is independent of the chosen element a.
Proof. Let B0 be a connected component of B. Let a1;a2 2 AnFq and consider the maps
jai : Af[ji]  ! B0. Let Ci be the integral closure of Af[ 1
ji] inside KB0. Let Xi be the
scheme obtained by glueing Spec(Ci) and Spec(B0) along their intersection.
Let p 2 X1nSpec(B0) be any prime of height one of C1, then 1
j1 2 p. Let vp be the
valuation of KB0 given by p. If vp( 1
j2)  0, then p would correspond to a valuation
of KA[j2] and therefore to a valuation of B0; cf. Section VII.9 in [4]. Consequently,
vp( 1
j2) > 0. The same is true if we interchange j1 and j2. We conclude that the set of
valuations v of K0
B with v(ji) > 0 does not depend on i. Therefore, X1 = X2.
5.8.3 The scheme of cusps
To describe the boundary of M
2
(f), we introduce the scheme of cusps, which we call
Cusps. Let r be the intersection of all height 1 primes p containing 1
j, i.e., r = rad(1
j).
And V (r) = M
2
(f)nM2(f). Let b C := lim
   C=rn.
Lemma 5.8.4. The ring ^ C is normal and a nite Af[[1
j]]-algebra.
Proof. The ring B is regular. So C = iCi where each Ci is an integrally closed domain.
The ring C is excellent. By [24, 7.8.3.vii] it follows that b C is normal. As C0 is a nite
Af[1
j]-algebra, it follows that b C is a nite Af[[1
j]]-algebra.
We denote Af((1
j)) := Af[[1
j]][j]. Furthermore, we dene the formal scheme
\ Cusps := Spf(b C);
which is the formal neighbourhood of Cusps. Let O deote the structure sheaf of \ Cusps.
The scheme of cusps is dened as
Cusps := (\ Cusps;O=r) = Spec(C=r):
Theorem 5.8.5. The Af-morphism wf given by Theorem 5.4.1 can be extended to an
Af-morphism
wf : M
2
(f)  ! M
1(f):
Its restriction to the scheme of cusps gives a nite Af-morphism
wf : Cusps  ! M
1(f):
Proof. The Weil pairing gives an R-algebra structure R  ! B. Because R is integral
over Af, B is the integral closure of Af[j] in the quotient ring of B and C is the integral
closure of Af[1
j] in this quotient ring, it follows immediately, that the ring homomorphism
R  ! B gives a ring homomorphism R  ! C. These two maps glue to
wf : M
2
(f)  ! M
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The restriction of wf to Cusps is given by R  ! C  ! C=r. As C is nite over Af[1
j],
it follows that C=r is nite over Af. As R is nite over Af, we may conclude that wf
restricted to Cusps is nite.
5.9 The cusps and the Tate-Drinfeld module
In the previous Section 5.8, we dened the scheme of cusps and the formal scheme
\ Cusps = Spf(b C). In this section, we will relate these schemes to the universal Tate-
Drinfeld module, which we introduced in Section 5.7. In fact, using the universal prop-
erty of the universal Tate-Drinfeld module and the Cl(A)  Gl2(A=fA)-equivariance of
the Weil-pairing, we will be able to prove the following proposition. If we write `p', we
mean the direct sum over all minimal primes p containing 1
j.
Proposition 5.9.1. There exists an R[[1
j]]-linear isomorphism
b C  = p lim
   C=p
n   ! R[[x]](m;i);
such that
Cusps
  ! R(m;i):
From this proposition we can derive the following theorem:
Theorem 5.9.2. The compactication M
2
(f) of M2(f) is regular, and even smooth over
Spec(Af). Furthermore, the scheme of cusps is isomorphic to
Cusps  =
a
(m;i)
M
1(f);
where m runs through Cl(A) and i runs through the cosets of NnGl2(A=fA) where
N =

F
q A=fA
0 (A=fA)

 Gl2(A=fA):
Consequently, the scheme Cusps consists of
h(A)#Sl2(A=fA)
#(A=fA)(q 1) copies of M1(f).
Proof. By Proposition 5.9.1 the ring C is regular in the points above 1
j and thus C is
regular. Consequently, M
2
(f) is regular. The description of Cusps and the number of its
components follows from Proposition 5.9.1.
To prove smoothness over Spec(Af), note that by the corollary to Proposition 5.4 in [11],
the morphism M2(f)  ! Spec(Af) is smooth. So we only need to prove smoothness in
the closed points of Cusps. We have
b C  = R[[x]](m;i);
so b C is formally smooth over Af. This implies by 17.5.1 and 17.5.3 in [25] that the
morphism M
2
(f)  ! Spec(Af) is smooth in the closed points of Cusps.5.9 The cusps and the Tate-Drinfeld module 115
5.9.1 The proof of Proposition 5.9.1
The rest of this section is devoted to proving Proposition 5.9.1. The universal Tate-
Drinfeld module over Z gives rise to an Af-morphism
Zopen  ! M
2(f);
where Zopen denotes the localization of Z at (x), i.e.,
Zopen = Spec(R((x))(m;i)):
It follows from Remark 5.7.2 that this morphism is Cl(A)  Gl2(A=fA)-equivariant.
Let Zx=0 denote the scheme
Spec
 
R[[x]](m;i)=(x)

:
The line of argument is as follows: in Lemma 5.9.3 we show how to relate the Tate-
Drinfeld module to the study of the cusps, and in Lemma 5.9.4 we describe the scheme
Cusps. This latter lemma enables us to lift the isomorphism Cusps  ! Zx=0 to an
isomorphism b C  ! Z. Let b Cp denote the completion of the local ring of C at p.
Lemma 5.9.3. Every R[[x]](m;i) is a nite Af[[1
j]]-algebra. Consequently, the morphism
Zopen  ! M2(f) comes from a morphism
h1 : Z  ! Spec(C)  M
2
(f):
Moreover, the universal property of the Tate-Drinfeld module gives rise to a morphism
h2 : Spec(p b Cp)  ! Z:
The composition h1  h2 is the natural morphism.
Proof. Write R[[x]] = R[[x]](m;i) for some pair (m;i) and write ('td
m)a =
P
i cii for the
element a 2 A which is used to dene ja. Then c2deg(a) 2 R((x)), because 'td
m is a Drinfeld
module over R((x)). Moreover, 'td
m mod (x) =  . So the coecient cdeg(a) 2 R[[x]]. This
implies by denition, that 1
j is mapped to   xk 2 R[[x]], with  2 R[[x]] and k 2 Z>0.
From this it follows that R[[x]] is a nite R[[1
j]]-module. The morphism
Zopen  ! M
2(f)
comes from a ring homomorphism
C[j]  !
 
R[[x]](m;i)


Af[[ 1
j ]] Af((
1
j
));
Because C is nite over Af[1
j] and R[[x]] is nite over Af[[1
j]], it follows that the image of
C under this ring homomorphism lies in R[[x]](m;i).
For the `moreover'-part, let p  C be a minimal prime ideal containing 1
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is a complete discrete valuation ring and comes equipped with a Tate-Drinfeld structure
via the morphism
Spec(K b Cp)  ! M
2(f):
By Theorem 5.7.8 there exists a unique ring homomorphism
R[[x]](m;i)  ! b Cp
which induces on b Cp this Tate-Drinfeld structure. This can be done for every minimal
prime p containing 1
j.
Lemma 5.9.4. The morphism h1 induces an isomorphism
Zx=0
  ! Cusps:
Every pair (m;i) corresponds via this isomorphism to one and only one minimal prime
p  C containing 1
j. Consequently,
b C = p lim
   C=p
n:
Proof. We will rst prove that the number of irreducible components of Cusps equals
the number of irreducible components of Zx=0. Subsequently, we will show that these
components of Cusps intersect nowhere.
Because Cusps  = Spec(C=(\p)), the irreducible components of Cusps are in a one-to-one
corresponcende to the minimal primes containing 1
j. The morphisms h1 and h2 introduced
in Lemma 5.9.3 give rise to the following maps on the sets of irreducible components.
firr. comp. of Cuspsg
h2  ! firr. comp. of Zx=0g
h1  ! firr. comp. of Cuspsg:
As a morphism of schemes h1 h2 is the natural map. Therefore, the composition h1 h2
on the set of irreducible components is the identity. Consequently, h2 on the irreducible
components is injective.
Moreover, the set of irreducible components of Zx=0 is by denition one orbit under the
elements (m;i). Clearly, the map h1 on the set of connected components is equivariant
under this group action, and as the image of h2 is not empty, it follows that the rst map
on the irreducible components is also surjective. So we may conclude that the number of
irreducible components of Cusps equals the number of irreducible components of Zx=0.
The irreducible components of Zx=0 intersect nowhere. We will prove that this is also
the case for the irreducible components of Cusps. By the extension of the Weil pairing
to M
2
(f), the ring C comes equipped with an R-algebra structure. Let
 : R  ! R[[x]](m;i)
denote the composition R
w
#
f  ! C
h
#
1  ! R[[x]](m;i):
Choose any maximal ideal n  R and let q run over all minimal primes of C=nC containing
1
j. We write
\ C=nC = lim
  (C=nC)=(
1
j
)
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and \ (C=nC)q for the completion along q of the local ring (C=nC)q.
In this case we have analogues of the morphisms h1;h2, namely, R-algebra homomor-
phisms
\ C=nC
~ h1       ! R=(n)[[x]](m;i)
~ h2       ! \ C=nCq:
And now, as before, we dene maps on the sets of irreducible components:
~ h2 : firr. comp. of Cusps  Spec(R=n)g  ! firr. comp. of Zx=0  Spec(R=n)g;
and
~ h1 : firr. comp. of Zx=0  Spec(R=n)g  ! firr. comp. of Cusps  Spec(R=n)g:
The composition of these two maps on the set of irreducible components is the identity.
Namely, the composition ~ h1~ h2 is the natural map on the rings. Using the same argument
as above shows that ~ h2 on the irreducible components is a bijection.
We conclude that for every prime n  R the number of irreducible components of
Cusps  Spec(R=n)
equals the number of irreducible components of Cusps. Recall that by Theorem 5.8.5
the morphism wf : Cusps  ! M1(f) is nite. Therefore, if the irreducible components
would intersect above some prime ideal n  R, then Cusps  Spec(R=n) would have
less irreducible components. As this is not the case, we conclude that the irreducible
components of Cusps intersect nowhere.
We write
Cusps = Spec(S(m;i))
where Spec(S(m;i)) are the connected components of Cusps. For every pair (m;i), we
get R-linear ring homomorphisms on the connected components:
S(m;i)
h
#
1  ! R
h
#
2  ! S(m;i):
Because the composition is the identity and S(m;i) is nite over R, it follows that
S(m;i)  = R:
For the latter two statements of the lemma, note that the isomorphism implies that the
minimal primes p are relatively prime and, consequently, r =
Q
p:
The next step is to lift the isomorphism from Lemma 5.9.4 to an isomorphism
b C
  ! R[[x]](m;i):
Let
W := lim
   C=p
n
for some minimal prime p containing 1
j.
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Proof. By Lemma 5.8.4 the ring W is integrally closed and a nite Af[[1
j]]-algebra, and
by the isomorphism of Lemma 5.9.4, the ring W is a nite R[[1
j]]-algebra.
The completion of the local ring Wp is isomorphic to b Cp. The morphisms h1 and h2 give
on the completions of the local rings injective maps
b Cp
h
#
1  ! KR[[x]]
h
#
2  ! b Cp:
As h
#
2  h
#
1 is the identity, there exists an isomorphism KR[[x]]  = b Cp:
We conclude that W is regular. Therefore, we may asssume that x is an element of W
and that W is a nite R[[x]]-algebra. So we get injective R[[x]]-linear ring homomorphisms
R[[x]]  ! W  ! R[[x]]
where the rst map is the R[[x]]-structure morphism of W and the second map is h
#
1 . We
conclude that W  = R[[x]].
This enables us to prove Proposition 5.9.1:
Proof of Proposition 5.9.1. By the previous lemma, it follows that
b C  = R[[x]](m;i):
Together with Lemma 5.9.4 the proposition follows.
5.10 Components of M2(f)
In this section we describe the geometric components of M
2
(f) and prove the connect-
edness of M2(f). For a non-zero prime P  R we write (P) := R=P. The rst result
is the following:
Theorem 5.10.1. The scheme
M
2
(f) 
Af
M
1(f)
consists of h(A)  [(A=fA) : F
q] connected components, which are all geometrically con-
nected. Moreover, for every non-zero prime ideal P  R the bre at P
M
2
(f) 
Af
Spec((P));
consists of h(A)  [(A=fA) : F
q] connected components, which are all geometrically con-
nected.
Proof. Let K1 be the completion of the quotient eld of Af along the point 1, and let
C1 denote the completion of the algebraic closure of K1. By the analytic theory, as is
shown in [57], we know that
M
2
(f) Af Spec(C1)5.10 Components of M2(f) 119
consists of h(A)[(A=fA) : F
q] components. Because R is a Galois extension of Af with
Galois group G, we have R 
Af R  = GR: By the Weil pairing one sees that
M
2
(f) 
Af
M
1(f)
wf  ! M
1(f) Af M
1(f)
consists of h(A)#G connected components. As #G = [(A=fA) : F
q], these components
are geometrically connected components.
Consider the bres over R. Let P  R be a non-zero prime ideal and let V be the
completion along P of the local ring RP. Suppose M
2
(f) R Spec((P)) has more
than one connected component, then also M
2
(f) R Spec(V=Pn) has more than one
connected component for every n and consequently, both M
2
(f)Spec(V ) and M
2
(f)R
Spec(KV) consist of more than one component. This, however, contradicts the fact that
M
2
(f)R M1(f) is geometrically connected. So we conclude that M
2
(f)R Spec((P))
is geometrically connected.
This theorem enables us to say something about the Drinfeld modular curves. Let, as
before, N =

F
q A=fA
0 (A=fA)

.
Theorem 5.10.2. For every R-eld K the curve M
2
(f) R Spec(K) is a smooth, irre-
ducible curve containing h(A)  [Gl2(A=fA) : N] cusps.
Proof. Clearly, the scheme Cusps consists of h(A)  [Gl2(A=fA) : N] copies of R. Conse-
quently,
Cusps  Spec(K)
consists of h(A)  [Gl2(A=fA) : N] points. The irreducibility follows immediately from
the proof of Theorem 5.10.1.
5.10.1 The analogue of X0(N)
The analogue in the setting of Drinfeld modular curves of the modular curve X0(N) is
the curve
X0(f) := M
2
(f)=H; where H =

(A=fA) A=fA
0 (A=fA)

 Gl2(A=fA):
One may deduce from Theorem 5.10.1 the following theorem concerning the cusps and
the geometric components of M
2
(f)=H. Dene R0 = R(A=fA)=F
q, i.e., Spec(R0) = M1(1).
Write Cusps0 for the scheme of cusps of X0(f).
Theorem 5.10.3. The Weil pairing induces an isomorphism
Cusps0
  !
a
(m;)
M
1(1)
where  runs through the double cosets NnGl2(A=fA)=H.
The scheme X0(f) is connected, and for any R0-eld K the scheme X0(f)  Spec(K)
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Proof. The morphism wf gives an isomorphism between M1(f) and any connected com-
ponent of Cusps. Consequently, wf gives an isomorphism Cusps  ! (m;i)M1(f).
Recall that N acts trivially on each copy of M1(f). Furthermore, the action of  = 
 0
0 

with  2 (A=fA) on Cusps is as follows. Let i;j 2 N such that i  2 Nj,
and consider  as an element of the Galois group Gal(KR=KR0)  = (A=fA)=F
q, then 
acts as
M
1(f)(m;i)
  ! M
1(f)(m;j):
Because H contains the subgroup

 0
0 

j  2 (A=fA)

, we see that dividing out
Cusps by H gives an isomorphism
Cusps0
  ! (m;)M
1(1)
where  runs through the cosets of NnGl2(A=fA)=H.
The number of components follows immediately from Theorem 5.10.1.Chapter 6
Drinfeld Data on the Compactied
Modular Scheme
6.1 Introduction
Let X be a projective, non-singular, absolutely irreducible curve over some nite eld Fq
and let 1 2 X be some chosen closed point. The ring A is dened to be the ring of all
functions on X which are regular outside 1. Let f 2 AnFq be any non-constant element.
Let Af := A[f 1] and let
M
2(f)  ! Spec(Af)
be the Drinfeld modular scheme such that M2(f) represents the functor
F : Af   Schemes  ! Sets
which associates to each Af-scheme S the set of isomorphy classes of Drinfeld modules
(L;') of rank 2 over S with level f-structure . The scheme M2(f) is ane and we write
M
2(f) = Spec(B):
We put (';) for the universal Drinfeld module ' over M2(f) together with the universal
level f-structure . In this notation we forget about the line bundle because the universal
line bundle is the trivial one. For a more extensive account of these denitions we refer
to the previous chapter. Throughout this chapter we write R for the ring associated to
the scheme M1(f), i.e.,
Spec(R) = M
1(f):
In this chapter we describe how to extend the pair (';) to Drinfeld data (X;';) over
the compactication M
2
(f). In Section 6.2 we describe how we can extend the universal
pair (';) over M2(f) and the Tate-Drinfeld module dened over R[[x]]p to a triple
(PL;';) over M
2
(f). Here PL is the projectivisation of some line bundle L  ! M
2
(f).
The map
' : A  ! EndFq(L)
is a ring homomorphism with the property that 'a restricts to 'a : LjM2(f)  ! LjM2(f)
for all a 2 A. The map
 : (A=fA)
2 [ f1g  !  (M
2
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is a map of sets whose restriction to (A=fA)2 and M2(f) gives the level f-structure  on
M2(f).
It turns out that some of the sections in im() still intersect above the scheme of cusps.
To get rid of the intersection points, we describe in Section 6.3 the so-called N eron-model
M of the Tate-Drinfeld module. This is a model of P1
R[[x]]p such that the sections of the
image of td intersect nowhere. For this we brie
y recall the necessary theory exposed by
Mumford in [42]. In Section 6.4 we dene an open subscheme M  M which inherits a
group scheme structure and an A-action from its bre P1
R((x))p.
In Section 6.5 we replace PL  ! M
2
(f) by a scheme
X  ! M
2
(f)
which outside the scheme of cusps is isomorphic to PLjM2(f) and over the scheme of cusps
comes from the N eron model M.
6.1.1 Notations and results from the previous chapter
In the previous chapter we have described the compactication M
2
(f) of M2(f) via a
'pseudo j-invariant'
ja : M
2(f)  ! A
1
Af:
Write A1
Af = Spec(Af[j]) and let C be the integral closure of Af[1
j] inside the quotient
eld of M2(f). The formal neighbourhood of the scheme of cusps Cusps = M
2
(f) M2(f)
is given by the topological ring
b C = lim
   C=(
1
j
)
n  = 
p
lim
   C=p
n:
The direct sum runs over all minimal primes p  C containing 1
j.
Let as in the previous chapter 1;:::;n 2 Sl2(A=fA) with 1 = 1 and such that the iN
are all cosets of
N =

F
q A=fA
0 (A=fA)

 Gl2(A=fA):
Let ( ;) be the universal Drinfeld module   of rank 1 with level f-structure  dened
over R. In the previous chapter we have dened the Tate-Drinfeld module as the ring
R[[x]](m;i) equipped with a pair ('td;td). This pair is a Drinfeld module 'td of rank 2
with level f-structure td over R((x))(m;i). As in the previous chapter we write ('td
m;td
m)
for the restriction of ('td;td) to R[[x]](m;1). By denition, the restriction of ('td;td) to
R[[x]](m;i) equals ('td
m;td
m  i). The pair ('td;td) has the following properties:
(1) For R[[x]](m;i), the reduction
('
td
m mod (x);
td
m(0;1) mod (x))
restricted to this copy equals ( ;). Consequently, for the restriction of ('td;td)
to this copy we have
('
td mod (x);
td  
 1
i (0;1) mod (x)) = ( ;):6.2 Extending the universal Drinfeld module 123
(2) For every a 2 A, 'td
a has its coecients in R[[x]]p.
We have shown that there is a 1-1 correspondence between the minimal prime ideals
p  b C containing 1
j and all pairs (m;i) 2 Cl(A)  Gl2(A=fA)=N. Moreover,
b C  = R[[x]](m;i);
cf. Proposition 5.9.1. In the sequel we will sometimes write R[[x]]p instead of R[[x]](m;i).
Similarly, we have
Cusps  = Cuspsp;
with Cuspsp  = M1(f).
6.1.2 The choice of a representative of ('td;td)
We slightly change the choice of the representative of the isomorphy class of ('td;td).
Note that td
m(0;1) 2 R[[x]]
(m;1). So we may choose for ('td
m;td
m) the representative of
this class with td
m(0;1) = 1. This means that for the restriction of ('td;td) to R[[x]](m;i)
we have td  
 1
i (0;1) = 1.
6.2 Extending the universal Drinfeld module
We want to combine the ring homomorphisms
' : A  ! Bfg;
'td : A  ! b Cfg;
together with the A-module isomorphisms
 : (A=fA)2   ! '[f](B);
td : (A=fA)2   ! 'td[f](R((x))p)
to some Drinfeld data over the compactication M
2
(f).
Proposition 6.2.1. There exists a line bundle L  ! M
2
(f), a ring homomorphism
' : A  ! EndFq(L)
and an A-morphism
 : (A=fA)
2  ! L(M
2(f))
such that the restriction of the triple (L;';) to M2(f) equals (';) and this triple
induces the Tate-Drinfeld data ('td;td) on R[[x]]p.
Proof. Write Cusps =
`
Cuspsp. Let h denote the ring homomorphism
h : B  ! B[
1
j
]  ! C[j]  ! b C[j]  = R((x))p124 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
such that
h(';)  = ('
td;
td):
This means that there exists an element  = (p) 2 (R((x))p) such that
(h(')
 1;h())  = ('
td;
td):
Let p correspond to (m;i), then restricted to the copy R[[x]](m;i) we have
ph(  
 1
i (0;1)) = 
td
m  i  
 1
i (0;1) = 1:
So there exists an element k 2 N such that xkh(
 1
i (0;1)) 2 R[[x]]
p. As 
 1
i (0;1) 2 B,
we may conclude that Cuspsp has an open (ane) neighbourhood Up such that 
 1
i (0;1)
is invertible on UpnCuspsp. We may assume that p is the only minimal containing 1
j in
Up.
We construct L as follows. Glue OSpec(B) to OUp along the intersection V = Spec(B)\Up
by
OSpec(B)(V )
 1
i (0;1)
            ! OUp:
Call the result Lp.
For every two prime ideals p and p0 the intersection of Spec(B)[Up and Spec(B)[Up0 is
simply Spec(B), so we can glue Lp and Lp0 along Spec(B) via the identity map. Repeating
this gluing procedure gives the line bundle L.
Note that the sections in the image of  do not extend to sections in L(M
2
(f)). To repair
this, we replace the line bundle L by its projectivisation, which we denote by PL. Note
that
PL = P(L  OM
2(f)):
It is a P1-bundle over M
2
(f) with PLjM2(f) = P1
M2(f) and PLjSpec(C) = P1
Spec(C). We dene
a map of sets
 : (A=fA)
2 [ f1g  !  (M
2
(f);PL)
as follows:
(1) For every  2 (A=fA)2, we have a section () 2 L(M2(f)): This section extends
to a section
() 2  (M
2
(f);PL):
(2) The image of 1 under  is dened to be the 1-section of PL.
The sections in im() only intersect above the points in Cusps. If a section intersects
another above a cusp, then it intersects the 1-section as well.
So we have obtained the following Drinfeld data:
' : A  ! EndFq(L);
 : (A=fA)2 [ f1g  !  (M
2
(f);PL):
If we delete the 1-section from PL and restrict this data to M2(f), then we retrieve the
universal Drinfeld module of rank 2 with level f-structure.
At the cusps there are sections in the image of  which still intersect. To get rid of these
intersections, we construct a N eron model of PL at the cusps, which has the property
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6.3 Minimal models and N eron models
We start by constructing minimal models and N eron models for one copy R[[x]] of R[[x]]p.
In this section we shall simply write ('td;td) for the restriction of ('td;td) to this copy
R[[x]].
6.3.1 Denition of a model
We recall here some of the theory we need, which can also be found in Section 3 of [56]
and [19]. Let V be a discrete valuation ring, v its maximal ideal and let KV be its quotient
eld and let (v) := V=v be the residue eld at v.
Denition 6.3.1. A model over V of the projective line P1
KV is a projective, 
at V -scheme
M such that
(1) The generic bre M  Spec(KV) is isomorphic to P1
KV .
(2) The special bre Mv := M Spec((v)) has at most double points as singularities.
The reduction map M attached to the model M is the map
M : P
1
KV (KV)
  ! M(V )  ! Mv((v)):
We cite Lemma 3.1 in [56]:
Lemma 6.3.2. Let E  P1
KV (KV) be a nite set consisting of at least 3 elements. Then
there exists a unique model M over V of P1
KV , having the following properties:
(1) The reduction map M restricted to E is injective and the image M(E) does not
contain any singularities of Mv.
(2) The special bre Mv and E form a stable tree, i.e., Mv is a tree of P1
(v)'s and on
each P1
(v) there lie at least three special points, where a special point is either a
double point or the image of an element of E.
Denition 6.3.3. The model M of P1
V satisfying the properties of the previous lemma
is called the minimal model of P1
V with respect to E.
Let KR be the quotient eld of R. Let V = KR[[x]] and
E = im() = '
td[f](R((x))) [ f1g:
In this section we will construct the minimal model described in Lemma 6.3.2. This
minimal model already comes close to our goal, but it is not entirely what we want.
Instead, we are looking for a N eron model of P1
R((x)) over R[[x]].
Let m  R be a maximal ideal and let m be the reduction map
m : P
1
R[[x]](R[[x]])  ! P
1
(m)[[x]]((m)[[x]]):126 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
Denition 6.3.4. A N eron model over R[[x]] of P1
R[[x]] with respect to E is a projective,

at R[[x]]-scheme M, having the following properties:
(1) M  Spec(R((x)))  = P1
R((x)).
(2) The scheme M  Spec(KR[[x]]) is a minimal model of P1
KR[[x]] with respect to E.
(3) Let m  R be a maximal ideal, then
M  Spec((m)[[x]])
is a minimal model of P1
(m)[[x]] with respect to m(E).
The following lemma states some properties of the elements of E which we will need in
the proof of the existence of the N eron model.
Lemma 6.3.5. The elements of E have the following properties:
(1) For every  2 'td[f](R((x))) with  6= 0 there is an n 2 Z such that xn  2 R[[x]].
(2) Using (1), we can consider E as a subset of P1
R[[x]](R[[x]]). Namely, the point 1 is
given by (1 : 0), 0 is given by (0 : 1) and  2 Enf1;0g by (xn : xn) with n as in
(1). Let m  R be a maximal ideal. The restriction of m to E is injective. For
every e 2 Enf1g, vx(m(z)) = vx(z).
Proof. (1) This follows immediately from the denition of the Tate-Drinfeld module.
(2) That vx(m(e)) = vx(e) follows because either e = 0 or e 2 R((x)).
For the injectivity of the restriction of m to E, note that the elements of Enf1g form a
group. Consequently, if e1;e2 2 Enf1g are two distinct elements, then e1   e2 2 R((x))
and thus m(e1) 6= m(e2). Finally, it is clear that m(ei) 6= (1 : 0), which is the image of
the point 1.
Let e1;:::;en be an Fq-basis for '[f](R((x)))n'[f](R[[x]]) such that
vx(e1)  vx(e2)  :::  vx(en);
then 'td[f](R((x))) = 'td[f](R[[x]]) + Fqe1 +  + Fqen:
For the description of the N eron model it is convenient to distinguish only between the
distinct valuations. Therefore, we introduce the following notation for the vectorspace P
Fqei. Let k1;:::;kl be distinct elements of N such that  ki are all the x-valuations of
the elements of
P
Fqeinf0g, i.e.,
vx(e) 2 f k1;:::; klg for all non-zero e in
P
Fqei:
Moreover, we put k0 := 0 for notational convenience in the sequel. For j = 1;:::;l, let
Ej be the subset of the basis fe1;:::;eng consisting of exactly those basis elements with
valuation  kj, i.e., Ej = fe 2 fe1;:::;eng j vx(e) =  kjg: Clearly, the Ej give a partition
of the basis fe1;:::;eng, and for each j we have #Ej > 0. Let e := xkje 2 R[[x]] for
every e 2 Ej. Dene
Fj :=
X
e2Ej
Fqe:
Clearly,
P
Fq  ei =
Pl
j=1 Fjx kj:6.3 Minimal models and N eron models 127
Lemma 6.3.6. The restriction of the reduction map R[[x]]  ! R to Fj is injective. Let
m  R be a maximal ideal, then the restriction of the reduction map R[[x]]  ! (m) to
Fj is injective too.
Proof. Let
P
e2Ej ree be any element in Fj with re 2 Fq such that
P
e2Ej ree  0 mod x,
then the sum s =
P
e2Ej ree 2
P
Fqei has valuation strictly larger than  kj. Therefore,
s is linearly dependent on the elements e 2 Ek with 1  k < j. As [jEj is a basis of P
Fqei it follows that each re = 0. This proves that the restriction of the rst reduction
map to Fj is injective.
For the second map, note that e 2 R[[x]] for all e 2 Ej. As the restiction of m to E
is injective, cf. Lemma 6.3.5, we can apply the above argument to the restriction map
(m)[[x]]  ! (m).
Remark 6.3.7. By Lemma 6.3.6 all elements of Fj stay distinct modulo x. This is the
little technicality needed in the sequel which makes sure that the minimal model over
KR[[x]] gives rise to a N eron model.
Proposition 6.3.8. There exists a N eron model of P1
R((x)) over R[[x]].
The rest of this section will be concerned with proving this proposition. First we give
a construction of the model of Lemma 6.3.2 with V = KR[[x]] and E as above. For this
construction we follow Mumford's paper [42]. It turns out that the equations for the
model over KR[[x]] are already dened over R[[x]]. And thus we can consider it as a model
over R[[x]]. By the special property of the sections in E remarked in Lemma 6.3.7 and
Lemma 6.3.6, it will follow that this model is in fact a N eron model.
6.3.2 Mumford's paper
We begin by recalling the theory that Mumford describes in his paper [42] and applying it
to our case. One can also nd something similar in [20]. Consider three points x1;x2;x3 2
P1
KR((x))(KR((x))). Let
wi 2 KR((x))  KR((x))
denote homogeneous coordinates of the xi. Then there exists a relation
P
i aiwi = 0
with ai 2 KR((x)). This relation is unique up to some scalar in KR((x)). Dene the
KR[[x]]-module
N :=
X
i
KR[[x]]aiwi:
For any free KR[[x]]-module N of rank 2, we can consider the class of N
fN j  2 KR((x))
g:
The class of N only depends on the xi. Suppose that u and v generate N as KR[[x]]-
module, then we may associate to such a module a scheme
P = Proj(KR[[x]][X;Y ])
with X(u) = Y (v) = 1 and X(v) = Y (u) = 0. This construction gives a bijection between
the set of classes of free KR[[x]]-modules of rank 2 and the set of schemes SN  = P1
KR[[x]]
whose generic bre is P1
KR((x)). Both these sets are denoted by 0.128 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
A class fN1g is called compatible with fN2g if there exist representing modules Ni with
basis fui;vig together with elements  2 KR((x)) and  2 KR[[x]] such that u1 = u2
and v1 = u2. This denition is symmetric, and the ideal ()  KR[[x]] is uniquely
determined by the classes fNig. The principal ideal () is called the distance between
fN1g and fN2g. As the dimension of KR[[x]] is 1, it follows that every pair fN1g, fN2g
of KR[[x]]-modules is compatible.
Furthermore, we say that the representatives Ni are representatives in standard position
if
N1  N2  N1:
A subset    0 is called linked if
(1) Every pair fN1g;fN2g 2   is compatible.
(2) For every triple fN1g;fN2g;fN3g with representatives N1  N2 and N1  N3 in
standard position, the module N2 + N3 denes a class in  .
Let    0 be a linked subset. Two elements 
1;
2 2   are called adjacent if there is no

3 2   distinct from 
1 and 
2 such that the distance of 
1 and 
2 equals the distance of

1 and 
3 multiplied with the distance of 
2 and 
3.
We can associate a tree to   as follows. The vertices are the module-classes. There is an
edge between any two adjacent module-classes. To each edge " we associate the distance
between its vertices, which is a principal ideal ("). For any two vertices fN1g and fN2g
in this tree which are connected by a path consisting of the edges "1;:::;"m, the distance
of fN1g and fN2g equals
Qm
i=1("i).
Consider the set of all reduced and irreducible schemes
S  ! Spec(KR[[x]])
with generic bre P1
KR((x)). This set is partially ordered if S1 > S2 means that there exists
a morphism S1  ! S2 whose restriction to the generic bre is the identity. The least
upper bound of two such schemes exists in this set and is called the join of those two
schemes.
More specically, let Ni be a KR[[x]]-module for i = 1;:::;m, then the scheme SNi
associated to Ni comes equipped with a canonical isomorphism
fi : SNi  Spec(KR((x)))
  ! P
1
KR((x)):
Consider the morphism
m Y
i=1
SNi  !
m Y
i=1
P
1
KR((x))
dened by (f1;:::;fm). The join S of SN1;:::;SNm is by denition the closure of the
inverse image of the diagonal D 
Qm
i=1 P1
KR((x)) inside
Qm
i=1 SNi under (f1;:::;fm).
Using these notions, Mumford proves the following; cf. Proposition 2.3 and Proposition
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Proposition 6.3.9 (D. Mumford). Let   = fN1;:::;Nkg  0 be linked and let Si
denote the scheme associated to Ni, then the join S of these Si exists. Let
S0 := S  Spec(KR[[x]]=(x))
be the closed bre of S, then S has the following properties:
(1) S  ! Spec(KR[[x]]) is normal, proper and 
at.
(2) S0 is reduced, connected and 1-dimensional.
(3) The components of S0 are naturally isomorphic to the closed bres Si
0 of Si.
(4) Two components of S0 meet in at most a double point, are KR-rational and the
irreducible components of S0 form a tree of P1
KR[[x]].
In fact, we can say something more on the fourth item. If we let each component of S0
correspond to a vertex and each point of intersection to an edge, then we get the tree of
 .
6.3.3 Construction of a minimal model
The next step is to apply Mumford's theory to our case. The set E = 'td[f](R((x)))[f1g.
Let
E
(3) = f(e1;e2;e3) j ei 2 E and the ei are mutually distinctg:
For any e 2 E(3) let [Ne] be the module class associated to the triple e. The subset
   0 is dened to be
  = f[Ne] j e 2 E
(3)g:
As before, we write (1 : 0) for the point 1. Recall that we introduced Fj =
P
e2Ej xkje
with
E = ('
td[f](KR[[x]]) +
l X
j=1
Fjx
 kj) [ f1g:
Let m 2 f0;1;:::;mg, and let i 2 Fl i for i = 0;:::;m. Dene e =
Pm
i=0 ix kl i. The
elements e and e + x kl m 1 can be considered as elements in P1(KR[[x]]) as follows. If
every i = 0, then e and e + x kl m 1 give rise to the points
(0 : 1) and (1 : x
kl m 1);
respectively. Otherwise, put w = minfi j i 6= 0g. In this case e and e + x kl m 1 give
rise to
(x
kl we : x
kl w) and (x
kl w(e + x
 kl m 1) : x
kl w);
respectively.
Let [N(0;:::;m)] to be the module-class associated to the triple (e;e + x kl m 1;1).
It is not dicult to see that there exists a representative N(0;:::;m) of this class such
that this representative is generated by the following elements.130 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
If i = 0 for i = 0;:::;m, then N(0;:::;m) is generated by
u = (1;0);
v = (0;xkl m 1):
Otherwise, we can choose the representative N(0;:::;m) such that it is generated by
u = (xkl w kl m 1;0);
v = (xkl we;xkl w):
By Lemma 6.3.5 it follows that in both cases the entries of u and v generate the unit
ideal in R[[x]]. Furthermore, let N be the module generated by
u = (1;0);
v = (0;xkl):
Lemma 6.3.10. The set   equals the set of all classes of [N] and [N(0;:::;m)] with
m = 0;:::;l   1. Moreover,   is linked.
Proof. It follows from a straightforward computation that every class in   equals one of
the [N(0;:::;m)]. To show that   is linked, we rst note that KR[[x]] has dimension 1.
Therefore, every pair in   is compatible.
Let N1 = N(0;:::;n;n+1;:::m) and N2 = N(0;:::;n;0
n+1;:::0
m0). Suppose
that there is an i 2 f0;:::;ng such that i 6= 0. We claim that N1+N2 = N(0;:::;n).
Put ~ N = N(0;:::;n). The distance between ~ N and N1 equals 1 = xkl n kl m 1, and
the distance between ~ N and N2 equals 2 = xkl n kl m0 1. By our choice of representatives
they are in standard position. The claim follows by an easy computation.
In case i = 0 for all i = 0;:::;n, then it also follows that N1 +N2 = N(0;:::;n). For
the computation, however, one should note that the modules need not be in standard
position any more (to be precise, this is the case if either n+1 or 0
n+1 equals 0), but the
computation remains essentially the same. This shows that   is linked.
This lemma enables us to describe the nite tree associated to  . The vertices of the tree
are the module classes [N] and [N(0;:::;m)] for m = 0;:::;l   1. The vertex [N] is
the central vertex. There is an edge between [N] and [N(0)] for every 0. Consequently,
there are exactly #Fl edges ending in [N]. Similarly, there is an edge between the vertices
[N(0;:::;m)] and [N(0;:::;m+1)] for every i and m = 0;:::;l   2. Consequently,
the vertices corresponding to [N(0;:::;l 1)] are the end vertices.
Remark 6.3.11. Note that this description indeed follows from the previous subsection
and Lemma 6.3.10 if and only if the module classes [N] and [N(0;:::;m)] are all
distinct. To see that this is the case, note rst that if N(0;:::;m) and N(0
0;:::;0
m0)
are in the same module class, then m = m0. Suppose that m = m0. To see that both
modules are distinct if the m-tuples (0;:::;m) and (0
0;:::;0
m0) are distinct, we refer
to Remark 6.3.12.
The tree of the join of the schemes corresponding to the module-classes in   is dual to
the tree of  . We will denote the join by MKR[[x]]. The scheme MKR[[x]] is our candidate
for the minimal model. To show that this scheme actually is the minimal model, we6.3 Minimal models and N eron models 131
brie
y describe the join. We denote by PN the scheme corresponding to [N] and with
P(0;:::;m) the scheme corresponding to [N(0;:::;m)].
Let u = (1;0) and v = (0;xkl) be the generators of N as above. Let X;Y be coordinates
of PN given by X(u) = Y (v) = 1 and X(v) = Y (u) = 0. Similarly, let u0 and v0
be the generators of N[0] as given above, and let X0 and Y0 be the corresponding
coordinates. An easy computation shows that the join of PN and P(0) is given by the
closure of
XY0 = 0Y Y0 + (x
kl kl 1)Y X0 (6.1)
inside Proj(KR[[x]][X0X;Y0X;X0Y;Y0Y ]).
Therefore, the intersection in the intersection tree is given by
(X   0Y )Y0 = 0
where 0 = 0 mod (x). In X;Y -coordinates, this intersection point is (0 : 1) and in
X0;Y0-coordinates this intersection point is (1 : 0).
Similarly, we can describe the join of the modules [N(0;:::;m)] and [N(0;:::;m+1)]
for m = 0;:::;l   2. Let u;v denote the generators as given above of the module
N(0;:::;m), and let X;Y denote the coordinates with X(u) = Y (v) = 1 and X(v) =
Y (u) = 0. Similarly, let u0;v0 be the generators of N(0;:::;m+1), and let X0;Y 0 be
the corresponding coordinates. The join of P(0;:::;m) and P(0;:::;m+1) is given
by the closure of
XY
0 = x
kl m 1 kl m 2Y X
0 + m+1Y Y
0 (6.2)
inside Proj(KR[[x]][X0X;Y 0X;X0Y;Y 0Y ]).
Therefore, the intersection in the intersection tree is given by
(X   m+1Y )Y
0 = 0:
In X;Y -coordinates, this intersection point is (m+1 : 1) and in X0;Y0-coordinates this
intersection point is (1 : 0).
Remark 6.3.12. By Lemma 6.3.6 the restriction of the reduction map KR[[x]]  ! KR
to Fl m 1 is injective. Therefore, if m+1 6= 0
m+1, then the intersection point in the
reduction tree of MKR[[x]] of P(0;:::;m;m+1) with P(0;:::;m) is distinct from the
intersection point of P(0;:::;m;0
m+1) with P(0;:::;m).
Therefore, each tuple (0;:::;m) gives rise to a distinct projective line in the reduction
tree of P1
KR[[x]]. This also implies that the module classes [N] and [N(0;:::;m)] are all
distinct; cf. Remark 6.3.11.
Using this description of the tree of MKR[[x]], it is not dicult to see where the image
of the points of E = 'td[f](KR((x))) [ f1g in this tree lie. First of all, the point 1 is
mapped to (1 : 0) on the root of the tree, i.e., on the P1 corresponding to the module [N].132 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
Furthermore, the element e =
Pl 1
i=0 ixk
l i 2 E lies on the unique endline corresponding
to the module class of N(0;:::;l 1). Also, all elements e+'td[f](KR[[x]]) are mapped
to distinct KR-valued points in this particular P1.
By the computation of the intersection points, we see that no point of E is mapped to
an intersection point of the reduction tree of MKR[[x]]. Similarly, we see that every P1
of this tree contains at least q + 1 special points: on each endline we have the points
e + 'td[f](KR[[x]]) together with 1 intersection points, on the root we have at least q
intersection point and the point 1, and on each other P1 in the tree we have at least
q + 1 intersection points. These considerations prove the following:
Lemma 6.3.13. The scheme MKR[[x]] is a minimal model of P1
KR((x)) with respect to the
image of E.
6.3.4 The N eron model
Note that the equations (6.1) and (6.2), which dene the scheme MKR[[x]], are also dened
over R[[x]]. Therefore, the scheme MKR[[x]] is induced by base-extension by a proper scheme
M  ! Spec(R[[x]]). So we have
M  Spec(KR[[x]]) = MKR[[x]]; M  Spec(R((x))) = P
1
R((x)):
Let m  R be a maximal ideal and let (m) denote the residue eld at m. Dene
Mm := M  Spec((m)[[x]]):
Lemma 6.3.14. The scheme Mm is a minimal model of P1
(m)[[x]] with respect to m(E).
Proof. The reduction tree of Mm is a tree of P1
(m)'s. We rst show that the reduction
of Mm has the same abstract tree as MKR[[x]]. Consider the reductions N(0;:::;m) of
the modules N(0;:::;m). The scheme Mm is the join of the schemes corresponding
to these modules. According to Lemma 6.3.5, the elements 0 and m+1 are either 0 or
inside R[[x]]. Therefore, the distance between two modules does not change under the
reduction.
Consider two distinct elements m;0
m 2 Fl m, then the schemes P(0;:::;m 1;m) and
P(0;:::;m 1;0
m) both intersect P(0;:::;m 1) in (m : 1) and (0
m : 1), respectively.
Therefore, their reductions intersect in (m mod x : 1) and (0
m mod x : 1), respectively.
By Lemma 6.3.6, these intersection points are distinct. Therefore, distinct lines in the
tree of MKR[[x]] gives rise to distinct lines in the tree of Mm. This shows that the reduction
tree of Mm is the same abstract tree as the reduction tree of MKR[[x]].
This implies that each endline corresponds to a unique e 2 En('td(R[[x]])[f1g), and all
points e + 'td(R[[x]]) are mapped to (m)-valued points of this endline. To see that the
images of the points e + 'td(KR[[x]]) are mutually distinct, let y1;y2 2 'td[f](R[[x]]) be
distinct elements. Then the dierence y1   y2 between the points e + y1 and e + y2 is an
element of 'td[f](R[[x]]). Therefore y1   y2 2 R[[x]]. Consequently, the image of y1   y2
in (m) is not 0.
This shows that E maps injectively into the (m)-valued points of the special bre of
Mm. Arguing as before, it follows that there are no double points in the image of E inside
the set of (m)-valued points of Mm  Spec((m)[[x]]=(x)). This nishes the proof.6.4 Group structure and A-action on M 133
This enables us to prove Proposition 6.3.8.
Proof of Proposition 6.3.8. We constructed a proper scheme
M  ! Spec(R[[x]])
such that M  Spec(KR[[x]]) is the minimal model of P1
KR[[x]] with respect to E, and
by Lemma 6.3.14 the scheme Mm is the minimal model of P1
(m)[[x]] with respect to E.
It only remains to show 
atness. Let Rm be the local ring of R at m and let b Rm[[x]]
be the completion of Rm[[x]] along its maximal ideal. Then M  Spec(b Rm[[x]]) is the
join of the module classes inside b Rm[[x]]  b Rm[[x]] induced by the module classes [N] and
[N(0;:::;m)]. Consequently, M  Spec(b Rm[[x]]) is 
at by [42]. As Rm[[x]]  ! b Rm[[x]] is
a faithfully 
at ring homomorphism, it follows by [40, exc. 7.1, p. 53] that
M  Spec(Rm[[x]])  ! Spec(Rm[[x]])
is 
at and thus M  ! Spec(R[[x]]) is 
at.
6.4 Group structure and A-action on M
Let M  M be dened as follows. Its reduction tree is the tree of M Spec(R[[x]]=(x)),
which is a tree of P1
R's. Delete from this tree the irreducible components that do not
contain an element of E and delete the 1-section. What remains is
`
e2Enf1g A1
R. Let
M be the open subscheme in M which is the inverse image of
`
e2Enf1g A1
R.
Proposition 6.4.1. The generic bre P1
KR((x)) induces the following structure on M:
(1) M comes equipped with a group scheme structure and an A-action.
(2) The group law on M extends to an action
M
  M  ! M:
(3) The reduction of M is as group scheme isomorphic to
Ga;R  (A=fA)R;
where (A=fA)R denotes the constant group scheme over Spec(R); moreover the
A-action on Ga;R is given by 'td mod (x) =  .
(4) Let (A=fA)2
R[[x]] denote the constant group scheme over Spec(R[[x]]). There is an
isomorphism of sheafs of A-modules
 : (A=fA)
2
R[[x]]  ! ker('
td
f ;M
):134 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
Proof. (1) Write
'
td[f](R((x))) = '
td[f](R[[x]])  W;
then W  = A=fA. Note that W is the same set as
P
Fqei. Let e 2 W, then e can be
regarded as an element in P1
R[[x]](R[[x]]). Namely, either e = (0 : 1) or e = (z : xk) where k
and z are determined by the fact that z 2 R[[x]]. Let y 2 R[[x]], then We can add (y : 1)
and e as follows
(y : 1) + (z : x
k) =

(y : 1) if e = (0 : 1)
(yxk + z : xk) otherwise.
Using the construction of the previous section it is not dicult to compute that
M
(R[[x]]) = f(y : 1) + w j y 2 R[[x]];w 2 Wg  P
1
R((x))(R((x))):
As W  A1
R((x))(R((x))) is an A-submodule, as well as
f(a : 1) j a 2 R[[x]]g  A
1
R((x))(R((x)));
it follows that M(R[[x]]) is an A-submodule of A1
R((x))(R((x))). Note that the A-action is
given by 'td.
In general, if T is any R[[x]]-algebra, then
M
(T) = f(t : 1) + w j t 2 T;w 2 Wg:
Again, W  A1
T(T) is an A-submodule and thus M(T) is an A-submodule of A1
T(T).
This induces a group structure and an A-action on M.
(2) From this functorial description of the group law on M it is not dicult to see that
this group law extends to an action
M
  M  ! M
by noting that the group action on A1
R((x))  P1
R((x)) extends to an action
A
1
R((x))  P
1
R((x))  ! P
1
R((x)):
(3) Using (1) and the description of the reduction of M, one sees that M is as group
scheme isomorphic to
Ga;R  (A=fA)R:
Moreover, this group scheme inherits the A-action from M. The A-action on Ga;R is
dened by 'td mod (x) =  . The A-action on (A=fA)R comes from the action on W and
is consequently the natural one.
(4) This follows from the previous.
6.5 Drinfeld data on the compactication
Section 6.3 gives for every minimal prime p  C containing 1
j a N eron model Mp.6.5 Drinfeld data on the compactification 135
Denition 6.5.1. The coproduct
M :=
a
Mp
is called the N eron model of the Tate-Drinfeld module.
Remark 6.5.2. Proposition 6.4.1 also holds for M because it holds for every component
of M.
The construction of the N eron model of the Tate-Drinfeld module M enables us to replace
L by a model X such that the sections in the image of  no longer intersect.
Proposition 6.5.3. There is a proper, 
at scheme X  ! M
2
(f) such that
(1) XjM2(f)  = PLjM2(f);
(2) X M
2(f) Spec(R[[x]]p)  = M:
Proof. Let as in the proof of Proposition 6.2.1
h : B  ! B[
1
j
] = C[j]  ! b C[j]  = R((x))p:
Let (;) 2 (A=fA)2. For each p there is an element p 2 R((x))
p with
h((;)) = p
td(;):
Here td is an abbreviation of td restricted to the copy R[[x]]p. Either td(;) = 0 or
td(;) 2 R((x)). We may assume that there is an ane open neighbourhood Up of
Cuspsp such that for all (;) for which (;) 6= 0 the element (;) is invertible in
UpnCuspsp. Write Up = Spec(Sp). We may assume that x 2 Sp and that x is invertible in
UpnCuspsp. The equations (6.1) and (6.2) which we used to dene the model M, are also
dened over Sp. Dene Xp  ! Up to be the scheme given by these equations. Clearly,
by denition
Xp  Spec(R[[x]]p)  = Mp:
Finally, the restriction of Xp to UpnCuspsp is isomorphic to the P1 over UpnCuspsp. To
see this, note that the coecients of the equations (6.1) and (6.2) only involve x and
some of the elements td(;) which are nonzero. Note that both x and the nonzero
(;) are invertible in UpnCuspsp. Consequently, the restriction of Xp to UpnCuspsp is
isomorphic to the P1. Using the same gluing procedure as in the proof of Proposition
6.2.1, we glue the schemes Xp and PLjSpec(B) to a scheme X  ! M
2
(f), which has the
required properties.
The map  extends to a map
 : (A=fA)
2 [ f1g  !  (M
2
(f);X):
By construction the sections in the image of  intersect nowhere.136 Chapter 6. Drinfeld Data on the Compactified Modular Scheme
Similar to M we dene the scheme X  ! M
2
(f) to be the open part of X obtained by
deleting the 1-section from X and by deleting above every cusp of M
2
(f) the irreducible
components which do not carry points of ((A=fA)2). This implies that
X
  Spec(R[[x]]p)  = M
:
Outside the cusps, X is simply the ane line over M2(f) with a group scheme structure,
and with an A-action induced by the universal rank 2 Drinfeld module. In Proposition
6.4.1 we showed that M has a group structure and an A-action. The scheme X inherits
these properties. To describe the structure on X and X that we need, we rst introduce
the following notions; cf. [19].
Denition 6.5.4. We have the following denitions:
1. Let C be a connected projective variety over a eld K, and let P = (P1;:::;Pn) be
an n-tuple of k-rational points of C, with n  3, then the pair (C;P) is called a stable
n-pointed tree if
(a) every irreducible component of C is isomorphic to P1
k;
(b) every singular point of C is an ordinary double point and the points of P are regular
points;
(c) C is a tree of P1
k's;
(d) on every irreducible components there lie at least three special points of C, where
the special points are the points of P and the singular points of C;
2. Let C  ! S be a projective, 
at scheme over S and let P = (P1;:::;Pn) be an n-tuple
of distinct sections, with n  3. The pair (C;P) is called an stable n-pointed tree if for
every s 2 S the pair (Cs;(P1(s);:::;Pn(s))) is a stable n-pointed tree over the residue
eld (s).
Proposition 6.5.5. The scheme X has the following properties:
(1) The scheme X  ! M
2
(f) together with the set im() is a stable n-pointed tree with
n = #(A=fA)2 + 1.
(2) The scheme X comes naturally equipped with a group scheme structure and an
A-action. We write
' : A  ! EndFq(X
):
This induces an A-module isomorphism
 : (A=fA)
2   ! ker('f;X
(M
2
(f)))  X
(M
2
(f)):
(3) The action X  X  ! X extends to an action X  X  ! X.
In future work we would like to interpret the Drinfeld data (X;';) over M
2
(f) as the
scheme which represents the functor
F : Af   Schemes  ! Sets
which sends to every Af-scheme S the set of isomorphy classes of `generalized Drinfeld
modules with level f-structure' over S. This functor should be similar to the one described
in the nal part of [56].Bibliography
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In 1974 verscheen er van de hand van de Oekra nse wiskundige Vladimir Gershonovich
Drinfeld een baanbrekend artikel getiteld `Elliptic modules'. Met deze elliptische mo-
dulen, die tegenwoordig Drinfeld modulen worden genoemd, voegde de toen 19-jarige
Drinfeld een nieuw en belangwekkend onderwerp toe aan de arithmetische theorie van
functielichamen. E en van de mooiste resultaten binnen deze theorie is voor een groot
deel verkregen dankzij Drinfelds werk. Samen met de resultaten verkregen in zijn artikel
uit 1974 weet hij in 1977 een bewijs te geven van een speciaal geval van het zogenaamde
Langlands' vermoeden.
Dit nogal technische vermoeden staat nog steeds in het centrum van de belangstelling,
omdat het nogal verreikende consequenties heeft. Zo sluit bijvoorbeeld het bewijs dat
de Engelse wiskundige Andrew Wiles in 1994 geeft van de laatste stelling van Fermat
naadloos aan bij pogingen meer over dit vermoeden (voor getallenlichamen) te bewijzen.
De bewijsstrategie die Drinfeld uiteenzet blijkt conceptueel zo goed te zijn dat de Franse
wiskundige Laurent Laorgue deze strategie in 2000 kan generaliseren tot een indruk-
wekkend bewijs van Langlands' vermoeden voor functielichamen in het algemeen. Door
deze fundamentele ontwikkelingen heeft de functielichamentheorie zich een belangrijke
plaats weten te verwerven binnen de hedendaagse wiskunde. De waardering voor deze
resultaten is navenant. In 1990 wordt aan Drinfeld de Fields medal, een prestigieuze prijs
voor wiskundigen, uitgereikt en hetzelfde overkomt Laorgue twaalf jaar later.
Ondanks deze heftige ontwikkelingen bevat de literatuur over Drinfeld modulen en Drin-
feld modulaire krommen nog een aantal gaten. Er is en wordt veel werk verricht om deze
op te vullen en de theorie expliciet te maken. Dit proefschrift neemt een deel van dit
werk voor z'n rekening.
De verwantschap tussen de theorie van elliptische krommen en de theorie van Drin-
feld modulen vormt een belangrijke leidraad voor de werkwijze in dit proefschrift. Deze
analogie heeft Drinfeld ge nspireerd tot de naam die hij koos voor de objecten die hij in-
troduceerde in 1974: de naam `elliptisch moduul' suggereert een verband met de theorie
van elliptische krommen.
In dit proefschrift wordt de Weil paring ontwikkeld voor Drinfeld modulen. Deze Weil
paring is klassiek bekend voor elliptische krommen en is daar behulpzaam bij het beschrij-
ven van klassieke modulaire krommen. Zo ook hier. Na de constructie van de Weil paring
wordt deze paring benut om de Drinfeld modulaire krommen te bestuderen. Alvorens
iets over deze modulaire krommen te zeggen wil ik hier een eenvoudig voorbeeld geven
van de Weil paring.
Laat ik beginnen met een voorbeeld van een functielichaam. In de denitie van Drinfeld142 Samenvatting
modulen worden functielichamen van krommen over een eindig lichaam gebruikt. Een
eenvoudig voorbeeld van een eindig lichaam is de verzameling F2 = f0;1g voorzien van een
optelling en een vermenigvuldiging. De elementen 0 en 1 van F2 kun je op de gebruikelijke
manier optellen en vermenigvuldigen; er is  e en uitzondering: we deni eren 1 + 1 = 0.
Vervolgens beschouwen we de polynoomring F2[T]. Dit is een verzameling bestaande uit
alle polynomen met co eci enten in F2, d.w.z. de elementen uit F2[T] zijn van de vorm
a0 + a1T + ::: + anT n met ai is of 0 of 1. En deze elementen kun je weer optellen en
vermenigvuldigen. Het bijbehorende functielichaam noteren we als F2(T). Deze bestaat
uit alle quoti enten
f1
f2 waarbij f1 en f2 elementen uit F2[T] zijn en bovendien geldt f2 6= 0.
Het kwadrateren van elementen uit F2(T) noteren we met de afbeelding
 : F2(T)  ! F2(T); f 7! f
2:
De functie  heeft een speciale plaats in deze theorie, omdat  lineair is, d.w.z. voor alle
elementen g1;g2 in F2(T) geldt (g1+g2) = (g1)+(g2): (Dit is makkelijk na te rekenen
als je bedenkt dat `2 = 0' in F2.) Een Drinfeld moduul ' over F2(T) is een afbeelding
' : F2[T]  ! F2(T)[]
met een aantal specieke eigenschappen: ' is een ringhomomorsme. Aan de rechterkant
van de bovenstaande pijl staat een (scheve) polynoomring. De polynomen zijn g0+g1 +
::: + gnn waarbij elke gi een element van F2(T) is. De optelling in deze ring gaat zoals
gebruikelijk. De vermenigvuldiging wordt gegeven door de vermenigvuldiging in F2(T)
en de regel   g = (g)   = g2  . Van deze regel komt het scheve karakter van de
polynoomring. In deze regel zie je ook het dubbele gebruik van : als afbeelding op
F2(T) en als `variabele' van de polynoomring.
We schrijven '(T) = T + c1 +  + crr. Deze r noemen we de rang van '. Dat de
constante van '(T) alleen T mag zijn volgt uit de `specieke eigenschappen' van een
Drinfeld moduul.
Je kunt '(T) zien als een afbeelding '(T) : F2(T)  ! F2(T) gegeven door
y 7! '(T)(y) = Ty + c1(y) +  + cr
r(y) = Ty + c1y
2 +  + cry
2r
:
Met ker('(T)) noteren we de verzameling die bestaat uit de elementen y waarvoor geldt
'(T)(y) = 0. Dit betekent dat ker('(T)) bestaat uit alle elementen y met
'(T)(y) = Ty + c1y
2 +  + cry
2r
= 0:
Als we bijvoorbeeld '(T) = T    nemen, dan geldt
'(T)(y) = (T   )(y) = T  y   y
2:
En dus bestaat ker('(T)) uit de elementen y = 0 en y = T.
Stel dat ' een Drinfeld moduul van rang 2 is, zeg '(T) = T +c1 +c22. De constructie
van de Weil paring maakt bij ' een Drinfeld moduul   van rang 1. In dit speciale geval
kunnen we de formule uitrekenen voor  (T); die is  (T) = T   c2.
De Weil paring is de volgende afbeelding, die we expliciet kunnen geven:
w : ker('(T))  ker('(T))  ! ker( (T)); (y1;y2) 7! wf(y1;y2) = y1y
2
2   y
2
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In hoofdstuk 4 wordt de constructie van deze Weil paring gegeven. Deze constructie is
min of meer een gevolg van het artikel `T-motives' van de Amerikaanse wiskundige Greg
Anderson uit 1985. Een groot deel van dit hoofdstuk is gewijd aan het generaliseren van
delen van Andersons artikel naar willekeurige globale functielichamen.
Met deze Weil paring wordt de Drinfeld modulaire kromme bestudeerd. Een Drinfeld
modulaire kromme van niveau f classiceert (isomore klassen van) Drinfeld modulen van
rang 2 met een niveau f-structuur. (Deze niveaustructuur is een technisch hulpmiddel:
als je alleen isomore klassen van Drinfeld modulen classiceert, dan krijg je niet de
prettige algebra sche eigenschappen die je wilt. Het toevoegen van niveau f-structuren
lost dit probleem op.) Classiceren betekent hier dat elk punt op de modulaire kromme
correspondeert met een Drinfeld moduul met niveaustructuur en, omgekeerd, dat elk
Drinfeld moduul met niveaustructuur correspondeert met een punt op deze kromme. De
precieze formulering is te vinden in hoofdstuk 1.
In hoofdstuk 5 wordt deze Drinfeld modulaire kromme bestudeerd. Eerst laat ik zien dat
de Weil paring aanleiding geeft tot een afbeelding van de Drinfeld modulaire kromme
naar de punten die de Drinfeld modulen van rang 1 met niveau f-structuur classiceren.
Daarnaast bestudeer ik de compacticatie van deze kromme. Er is een meetkundige eigen-
schap die compactheid of compleetheid wordt genoemd. De Drinfeld modulaire kromme
blijkt niet compact te zijn, maar deze kromme kan wel compact gemaakt worden door
een paar extra punten toe te voegen. Zulke toegevoegde punten heten spitsen, in het
Engels cusps.
De vraag is wat deze toegevoegde punten betekenen. Zo'n spits correspondeert niet met
een Drinfeld moduul met niveaustructuur. Immers, zo'n Drinfeld moduul met niveau-
structuur correspondeert met een punt op de originele kromme, en dus niet met een
toegevoegd punt. Door eigenschappen van de compacticatie is er echter wel wat over te
zeggen. In hoofdstuk 5 worden de spitsen beschreven aan de hand van het zogenaamde
Tate-Drinfeld moduul.
Een gevolg van deze beschrijving is dat het aantal samenhangscomponenten van de Drin-
feld modulaire kromme kan worden berekend. Het blijkt dat de Weil paring, net zoals in
het klassieke geval, deze samenhangscomponenten labelt.
In hoofdstuk 6 wil ik een eerste aanzet geven tot een antwoord op de vraag of de gecom-
pacticeerde Drinfeld modulaire kromme ook gezien kan worden als de classicerende
ruimte van een meetkundig zinvol object. Daarvoor wordt dus eigenlijk gezocht naar
een generalisatie van het begrip `Drinfeld moduul met niveaustructuur'. In hoofdstuk 6
wordt het schema beschreven dat daarvoor nodig is. Boven de spitsen blijkt dit schema
te corresponderen met het N eron model van het Tate-Drinfeld moduul. Hiermee wordt
een beschrijving gegeven die in het analoge geval van de klassieke modulaire krommen de
eerste stap is naar de classicatie van zogenaamde gegeneraliseerde elliptische krommen.
Tenslotte worden in hoofdstuk 2 en 3 twee onafhankelijke, getaltheoretische onderwerpen
behandeld. In hoofdstuk 2 worden Drinfeld modulen gebruikt om een algorithme te
ontwikkelen voor het factoriseren van polynomen in Fq[T]. In hoofdstuk 3 wordt een
`Hasse-principe' voor Drinfeld modulen en elliptische krommen bestudeerd.Dankwoord
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