A large portion of Macroeconomic and Financial research is built upon classical applications of Linear Algebra (such as regression analysis) and Stochastic Calculus (such as valuation models). As a result, most Macroeconomic and Financial research has inherited a focus on geometric locations rather than logical relations. Ideally, Econometric models could be complemented with Topological and Graph-Theoretical tools that recognize the hierarchy and relationships between system constituents.
"It is the aim of science to establish general rules which determine the reciprocal connection of objects and events in time and space. For these rules, or laws of nature, absolutely general validity is required -not proven."
Introduction
Financial markets are price-discovery mechanisms, where investors can place their bets on future asset prices or hedge against price fluctuations. In a globalized economy, the same investors operate in multiple markets, allocating capital to equities, fixed income, commodities, currencies, etc. When investors alter their capital allocations, they generate financial flows, which disturb the pre-existing balance of supply and demand. For example, investors could reduce their exposure to bonds in order to increase their exposure to equities, generating a net flow towards the latter. In doing so, the valuations of bonds and stocks will be impacted in ways that specialists in those markets will not fully understand. Specialists' myopic analysis of their markets gives an advantage to Macro fund managers, who study markets as a complex system.
A financial system can be defined as a set of interdependent markets forming an integrated whole. In a financial system, prices and quantities emanated from constituent markets cannot be understood individually. Prices are mutually interrelated, and a shock on one displaces the rest. Because of rigidities, adjustments may not be instantaneous, giving rise to lead-lag effects. When the financial system works properly, Central Banks can regulate the level of economic activity in the short run by setting official interest rates. This action propagates through the entire system, as a result of capital flows impacting each market. However, when capital does not flow through the system, such as during the capital freeze of 2008, Central Banks are forced to intervene in individual markets. Understanding the structure of capital flows is essential for Central Bankers to identify the tools that are most effective and least interventionist. The optimal tools will vary depending on the targeted asset class or sector of the economy.
One reason why Economics has been plagued with internal disputes, some of them almost a century old, may be the lack of tools to study Economic and Financial systems properly. Virtually all Macroeconomic and Financial research rests upon classical applications of Linear Algebra (such as regression analysis) and Stochastic Calculus (such as valuation models). Sala-i-Martin (1997) humorously criticized this overreliance in regression analysis in his paper "I Just Ran Two Million Regressions." Prof. Gilbert Strang sarcastically described those researchers relying solely on regression analysis as "least-squares-happy" statisticians (Strang, 2010): "And that inverse is called the pseudo-inverse, and it's very, very, useful in application. Statisticians discovered, oh boy, this This is a problem, because Linear Algebra was not devised to study complex dynamic systems. The first part of the Fundamental Theorem of Linear Algebra shows that a mxn matrix A produces a linear transformation from R n to R m , i.e. moving locations from the row space into the column space. The second part of that theorem tells us that if Ax = b is not in the column space, since Ax cannot leave the column space, we can still choose the closest point to b in that subspace (Strang, 1993) , an operation called projection or regression. Linear Algebra focuses on locations in Euclidian geometry, thus the "linear" term. Stochastic Calculus shares that focus, by concentrating on the measurement of changes of geometric location associated with a random variable, the speed of that change, etc. Macroeconomic and Financial research has inherited that focus on geometric locations. However, location is only one aspect relevant to the study of complex systems. While Linear Algebra can answer questions such as how closely together a system moves, it was not devised to recognize what is a system's shortest path of propagation, what nodes can shut down a network, or what connections are most critical to ensure network flow. In the year 1735, Euler proposed the "Seven Bridges of Königsberg" problem to evidence that Geometry could not answer basic questions regarding a system's organization. Euler showed that logical relations are more relevant to answer such questions, hence founding the subjects of Topology and Graph Theory.
Following Euler's argument, because Econometric and Statistical models rely on geometric arguments, they will not suffice to study Economic and Financial systems. The implication is, in order to better understand Economic and Financial systems, we must complement our Econometric models with Topological and Graph-Theoretical applications. Only the latter recognize the hierarchy and relationships between system constituents.
A Topological study of the financial system provides a relationships map to how markets are arranged and interconnected. A Graph Theory study of the financial system tells us about the role that various nodes play. This is useful to market participants, because it explains how information propagates through the system, allowing them to monitor capital flows and anticipate price trends. It is useful to Central Bankers, because it helps them decide what monetary policy tools will be more effective, and simulate the secondary effects of their actions. Regulators and market designers can use the financial system's Topology to study crashes, develop early warning systems and trigger exante circuit breakers. For example, evidence suggests that the Flash Crash of May 6 th 2010, which affected U.S. stock prices, was preceded by massive capital flows in the foreign exchange and rates markets, see Easley et al. (2011 Easley et al. ( , 2012 . Easley et al. (2013) present evidence of contagion effects across markets.
The main goal of this paper is to propose a framework that applies some of the analytical tools introduced in Calkin and López de Prado (2014) . We believe that this framework can assist policy makers and investors in the systematic identification and analysis of financial flows. We are not suggesting that Statistical and Econometric applications are not useful, however we believe that Topology should be added to the Statistical and Econometric toolkit used to study systems. Econometricians need to add Euler's perspective to the tools that Gauss and Legendre gave us. In doing so, we will be following Laplace's advice: "Lisez Euler, lisez Euler, c'est notre maîtreá tous." (Dunham, 1999) The rest of the paper is organized as follows: Section 2 reviews the existing literature. Section 3 details our contributions. Section 4 discusses the estimation of SVAR specifications. Section 5 describes our framework. Section 6 presents a possible architecture for financial flows. This is not necessarily the only possible architecture, and our main interest is to illustrate the use of topological techniques rather than favoring a particular system architecture. Section 7 simulates the response of the system to a variety of shocks. Section 8 simulates the response of the system to structural changes. Section 9 summarizes our conclusions. The mathematical appendix explains in greater detail the arguments employed by the paper, and the Python code contains the implementation of some key aspects of our methodology. 1
Review of existing literature
There is a growing literature of advanced papers presenting Topological and Graph Theory applications to computer science and operations research (for exam-ple, Bollobás (2013) ; Bondy and Murty (1976) ; Durrett (2007), etc.) . However, as it relates to financial applications, the number of studies is still surprisingly scarce:
• Easley and Kleinberg (2010) and Jackson (2010) are two textbooks that explain how concepts from Graph Theory and Game Theory can be applied to answer important economic and financial questions. The first one in particular is an excellent source for getting introduced into this subject.
• Rebonato and Denev (2014) introduce a novel Bayesian network approach to coherent asset allocation. In the context of portfolio management, these authors model observations according to causation links, as opposed to mere association. This introduces a structure that allows the user to understand risk, as opposed to just measuring it. The ability to define scenarios, incorporate subjective views, model exceptional events, etc., in a rigorous manner is extremely satisfactory.
• Billio et al. (2012) perform an Econometric analysis that uses Principal Components Analysis (PCA) to estimate the degree of interconnectedness, and a Granger-causality test to determine its direction (Granger, 1969) . Contemporaneous effects are not considered. The authors use OLS to fit a VAR(1) process on every pair of variables in a system of up to a hundred variables. • Boginski et al. (2003 • Boginski et al. ( , 2005 • Boginski et al. ( , 2006 : These authors build what they call a "market graph", which is a network representation of a universe of stocks. Each stock represents a node, and nodes are connected when their synchronous correlation coefficient exceeds a given threshold. They conduct the statistical analysis of this graph and show that the degree distribution follows the power-law model. They detect subsets of highly interconnected stocks and subsets of relatively disconnected stocks. They also suggest new data mining techniques for classifying stocks based on this market graph, which provide a deeper insight into the internal structure of the stock market. • Lautier et al. (2011a • Lautier et al. ( , 2011b • Lautier et al. ( , 2012a • Lautier et al. ( , 2012b : These authors build graphs in order to investigate integration and systemic risk in derivative markets on multiple asset classes. Like Boginski et al. (2003 , 2006 , they also use synchronous correlation above a given threshold to determine whether an edge exists. Their key contribution is to apply Minimum Spanning Trees (MSTs) to reduce the complexity of the network. They argue that MSTs represent the shortest and most probable path for the propagation of a price shock. After examining the topology of the MST, they study its evolution over time and its stability.
• Stochastic Flow Diagrams (SFDs) are topological representations of dynamic systems, introduced by Calkin and López de Prado (2014) . SFDs use directed graphs (also called digraphs), where the direction of flows is determined by lead-lag specifications involving more than two variables. Because of these features, SFD captures the reverberation of a shock as it propagates through the system over time. We will discuss SFD at great length in this paper, and we refer the reader to the above publication for details.
Our contribution
The literature cited in Section 2 represents an excellent first step towards the application of Graph Theory to the modeling of the financial system. However, we believe that it can be improved in a number of ways. Boginski et al. (2003 Boginski et al. ( , 2005 Boginski et al. ( , 2006 and Lautier et al. (2011a Lautier et al. ( , 2011b Lautier et al. ( , 2012a Lautier et al. ( , 2012b base their analysis on synchronous correlations. Correlations depend on characteristics of the joint distribution between two related markets. While it seems reasonable to assume that individual return processes are stationary, it is not always true that two returns processes will be jointly stationary. In absence of that stationarity, unconditional correlations do not exist. As Alexander (1999) Correlation is a poor measure of connectedness, among other reasons because it is a static measure. The literature on the serial dependence of financial returns is extensive (see Hamilton (1999) ; Campbell, Lo and MacKinlay (1996); Tsay (2010) , to cite only a few). In forming a network, we are interested in dynamic behavior, such as lead-lag patterns or cause-effect relationships. Correlation does not imply causation and cannot capture lead-lag patterns. In particular:
• Correlations can be spuriously high in the absence of any relationship between variables (Aldrich, 1995 = 0. Although x and y are deterministically linked (y t is just an affine transformation of x t ), the synchronous correlation between x and y is null, because y t is lagging x t . Because information does not propagate instantaneously through the financial system, lags exist, which means that correlations will not properly measure the degree of connectedness between variables. Billio et al. (2012) take into account lead-lag effects, since they apply a Granger-causality test (Granger, 1969) on each pair of variables. We believe this is a more appropriate approach to identify the connectedness within a dynamic system. However, some aspects could be improved: i) Searching for pairwise Grangercausality in a system of over a hundred variables may miss interactions in which two or more variables jointly determine another one. ii) Granger-causality misses contemporaneous effects, which are likely to play an important role in a highly interconnected system such as the global economy. iii) This econometric approach would benefit from the application of findings and techniques from Topology and Graph Theory.
The networks estimated by Boginski et al. (2003 Boginski et al. ( , 2005 Boginski et al. ( , 2006 and Lautier et al. (2011a Lautier et al. ( , 2011b Lautier et al. ( , 2012a Lautier et al. ( , 2012b were undirected graphs, where relations are defined in pairs. This was consistent with their choice of contemporaneous correlations as their measure of connection. However, undirected graphs dismiss all information regarding the direction of the capital flows. Our dynamic time series models determine what elements are leaders and what elements are laggers, and we will use that information to set the direction of flows. Our first contribution is to apply SFDs to compute and study the structure and dynamics of Macro financial flows.
In a flow system, one component may receive flow from more than one other component. For example, suppose three components a, b and c, where a receives flow from b and c. Although all relationships in a graph are by definition established in pairs, their estimation should not be carried out in pairwise terms (b → a, c → a), or flow will not be additive. In a flow system, each equation determines the value of a variable as a function of multiple other variables (not only one-to-one). Our second contribution is to estimate SFD connections as the solution to a full system of dynamic equations in multivariate form. This approach differs from Billio et al. (2012) in important ways: i) We do not use PCA to determine the degree of connectedness, but to reduce the dimensionality of the analysis to logical subsets of variables, i.e. variables that researchers can still relate to. It is our opinion that this feature extraction procedure, which we denote supervised PCA, strikes the right balance between dimension reduction and meaningfulness of the variables employed. ii) Our SVAR(p) specification on n equations is more general than a VAR(1) model on two equations (see Section 5.3 for details). In particular, we are not constrained to one lag, we still allow for contemporaneous effects, and our specification accepts any number of variables, not only pairwise relations. iii) SFDs provide a richer architecture of a dynamic system than a Cartesian mapping. iv) SFD flows are additive, because variables are modelled to receive flow from multiple connections. v) SFD incorporates a time dimension, thus allowing us to estimate the time it takes for a shock to propagate through the financial system. While SVAR(p) models on n equations are more general than the special case of VAR(1) models on two equations, they also incorporate the challenge of their estimation. The literature on estimation of systems with contemporaneous effects is one of the newest and fastest growing areas in statistical analysis. One problem with these specifications is that solutions are not guaranteed to exist, absent some strong constraints imposed on the model. Our third contribution is to propose an automatic estimation method of SVAR(p) that we call Combinatorial Recursive Estimation (CORE). CORE finds the optimal among the set of computationally feasible solutions, with a minimum number of constraints. However, we caution the reader about hitting every nail with this hammer. Like with other automatic estimation methods, the standard disclaimers apply. If such methods were the solution to every estimation problem, there would be no need for theory, which of course would constitute a preposterous position. Lautier et al. (2011a Lautier et al. ( , 2011b Lautier et al. ( , 2012a Lautier et al. ( , 2012b ) define a distance measure between two elements x,y as
They establish a connection if the distance d x,y is below a given thresholdd, and construct a weighted graph where the weights are given by d x,y <d. One problem with this non-linear transformation is that it is not variance-stabilizing. The implication is that spurious connections are formed at various rates, depending on the sample length and the correlation threshold. Our fourth contribution will be to establish connections using variance-stabilizing transformations. We will establish a connection when the statistical significance of the fitted time series regressors exceeds a given acceptance threshold. The resulting SFD gives the most likely scenarios of flow propagation.
Our fifth contribution is to decouple the concepts of distance and weight. As explained in the previous paragraph, a connection is established if its underlying (time series) regressor is statistically significance. Its weight, however, is determined by the amount of flow it carries. Thus, a highly statistically significant connection may still carry a low amount of flow, which should not be given extraordinary weight.
Our sixth contribution is to explicitly incorporate the time dimensionality in the design of the graph representation, through the concept of outbound arc. Because our connectivity model is dynamic (applying time series models rather than correlation), transitions to lagged components imply the lapse of a time unit. In this way, we can determine the time it will take for the flow to propagate and reverberate across the network.
These comments should not be construed as a criticism towards the above cited papers. They are all remarkable studies, with excellent insights coming from various perspectives. We feel that those studies mutually complement each other, and that combining their different angles and strengths would be useful. For example, Boginski et al. (2003 Boginski et al. ( , 2005 Boginski et al. ( , 2006 and Lautier et al. (2011a Lautier et al. ( , 2011b Lautier et al. ( , 2012a Lautier et al. ( , 2012b are rich in Graph Theory, however relatively modest in their time series treatment. In contrast, Billio et al. (2012) is stronger in time series analysis however relatively limited in terms of Graph Theory. With this paper we would like to evoke the spirit of a wonderful manuscript written by Richard Brualdi: "The Mutually Beneficial Relationship of Graphs and Matrices" (Brualdi, 2010) .
Combinatorial recursive estimation of svar systems
Let {y i,t } be a series of real-valued random variables y i , indexed by time t, with i = 1, . . . , n. Consider a Structural Vector AutoRegression (SVAR) system of p lags on n equations, such as the one characterized by Eq. (1):
where ϕ i,j,k is the regression coefficient associated with equation i, regressor j, after k lags. The error terms satisfy the conditions of a generalized white noise, see Hamilton (1994, p.257, 258) for details. Without loss of generality, we shall assume that intercepts are null after centering the variables.
A SVAR system combines contemporaneous and lagged effects. Unlike Vector AutoRegression (VAR) systems on n equations, SVAR systems are not regular in the sense that not all variables appear in all equations. Because the left-hand side variables in each equation are also explanatory variables on other equations, the system is simultaneously determined. The GaussMarkov theorem no longer holds, and OLS yields biased and inconsistent results, see Greene (2008, p.316) . The system may not even have a solution in the absence of some structure that allows its identification, see Hamilton (1994, p.332) . Alternative estimation procedures should be considered, such as instrumental variables, reduced-form estimates, 2-Stage Least Squares (2SLS), etc. The interested reader can find a detailed discussion in Hamilton (1994, section 11.6) .
In this section we introduce a procedure, called Combinatorial Recursive Estimation (CORE), which may be helpful in some applications. The SVAR system in Eq. (2) can be rewritten in matrix form as
where is a nxn matrix such that for i, j = 1, . . . , n:
and B is the nx(np) matrix that contains the parameters that multiply the lagged variables, {ϕ i,j,k }, where k = 1, . . . , p. This system is identified if has rank n (completeness condition). A sufficient, non-necessary condition for achieving rank n is to transform into a lower or upper triangular matrix, see Hamilton (1994, p.330) . A solution is guaranteed to exist for these systems, because they can be estimated recursively, see Greene (2008, p.358) , in a similar fashion to how the Gauss-Jordan algorithm solves a system of equations by elimination. These are known as Recursive Structural VAR systems, and they can be estimated via OLS provided that the disturbances are uncorrelated, see Greene (2008, p.372) . A first attempt of ensuring full rank of is to impose exclusion restrictions on
elements of , and reorder them in such a way that the result is a lower triangular matrix. What items of i,j are zeroed is determined by the order of the variables. This means that there are n! (i.e., n factorial) feasible permutations. For example, if n = 9, we can form 362,880 triangular matrices, each associated with a feasible solution to the SVAR system! This situation no question contributes to endless debates among scholars regarding competing economic models. We could attempt all possible combinations, and select the one that yields the highest explanatory power. The larger the number of combinations attempted, the higher the risk of overfitting the system, see Bailey et al. (2013a Bailey et al. ( , 2013b .
If the number of endogenous variables n is so large that it is computationally impractical to estimate all possible lower-triangular solutions to the system, we can attempt the following alternative (CORE) procedure:
1. Suppose that, due to computational limitations, we can only compute triangular matrices for of up to rankñ < n. For example, if the researcher's computational power is limited toR = 50, 000 system estimations, then only up to 8 contemporary parameters can be left free, because 8! < 50, 000 and 9! > 50, 000. 2. Compute the covariance matrix on Y.
3. Runñ-1 iterations of the covariance clustering procedure introduced in Bailey et al. (2012) . 2 The resulting clusters contain the set of variables responsible for the greatest increase in the covariance's condition number, and therefore exhibit the highest interdependence. These are the variables on which contemporary effects should be given priority. 4. Estimate SVAR systems on theñ! alternative triangular matrices . Statistically insignificant regressors are discarded. 5. Among the SVAR system solutions computed in step 4, select the one with highest explanatory power among those with nearly diagonal disturbance correlation matrix.
Because this procedure creates triangular matrices , a solution is guaranteed among the feasible systems evaluated. These feasible systems have been selected among those where contemporary effects are expected to be strongest, as evidenced by the covariance clustering method (step 3). We believe that this procedure may prove useful in a number of situations. However, like with any automated model selection procedure, we strongly caution against its indiscriminate use. The output may be overfit, in which case it would be helpful to remove some degrees of freedom by imposing additional structure, based on theoretical considerations.
The framework
In this section we demonstrate with a numerical example how SFDs can visualize complex flow dynamics. As a practical application, we will study financial flows. This is merely an illustration, and is not proposed as a unique representation of the financial system. The same visualization technique can be applied to represent competing frameworks. It would be interesting to complement this particular example with more detailed and complex implementations, but that would fall outside the general purpose of this publication.
The data
Our data consist of daily time series of 54 of the most liquid Futures contracts traded worldwide, on every major asset class. A complete list is shown in Table 1 The source of our data is Bloomberg, and we have reported the code used for each contract. Contracts are rolled dynamically, meaning that price changes simulate holding a position on the two front contracts with varying weight: We begin with a full weight on the second contract the day that it becomes the new front contract (that is, the day the first contract expires). As the expiration of the new front contract approaches, that weight linearly decreases from one towards zero, while the weight of the new second contract increases from zero towards one.
Feature extraction by supervised PCA
The open interest of a Futures contract is defined as the number of contracts standing at a particular date. This is a concept similar to the amount of company shares issued, and it measures the size of the Futures market. In our analysis, a large drop in dollar value will have little effect in the financial system if the open interest is small, because very few market participants will be affected by changes in financial valuations. However, a large drop in dollar value will have a substantial effect if the open interest is high, because a large portion of the marketplace may receive a margin call, which may result in credit problems, liquidation of wagers and even bankruptcies. For example, during the 2008 financial crisis there was a large transfer of wealth from net long equity investors to net short equity investors. Investors with high open interest in long equity wagers were forced out of other wagers in order to finance their overall position, thus contributing to the propagation and reverberation of the shock through the financial system. As these plots evidence, these series have very different means and standard deviations. We will standardize these variables to prevent that our analysis is influenced by the different scale and levels of the variables involved. Centering the data also brings the practical benefit of giving us a reference for comparing historical values, which will prove useful when we plot results. Consider a set of m random variables X = {x 1 , . . . , x i , . . . , x m } and a series t = 1, . . . , T with damental meaning to the researcher, such as asset class, sector, country, currency of denomination, econometric factors, or some combination of those. Then, we can apply PCA to perform a linear mapping of X s to a lower dimensional space. This linear mapping is such that the variance of the data in the low-dimensional representation is maximized. More precisely, let C s = 1 T X s X s be the correlation matrix computed on subset X s . The spectral theorem decomposes C s as
where s is the eigenvalues matrix and W s is the eigenvectors matrix. Because C s is a squared and symmetric PCA is a standard dimensionality reduction technique (see Muirhead (1982) for an exposition) by virtue of the fourth part of the Fundamental Theorem of Linear Algebra (Strang, 1993) . A common critique to this procedure is that it involves a change of basis, thus yielding series that are often far from intuitive (Bailey et al., 2012) . But if the reader is familiar with this technique, she may have realized that we have applied it in a manner quite different from the standard. We have carried out PCA on subsets X s rather than on the entire system X. In doing so, we are preserving the logical structure introduced by the researcher, when she split X into disjoint subsets endowed with certain fundamental attributes. Thus, our implementation of PCA extracts those attributes that the researcher identified as essential to understanding the system, what we may call a supervised PCA.
Feature modelling by core
In a SVAR system such as the one discussed in Section 4, current realizations of one variable, say y j,t , affect current realizations of another one, say y i,t , with i / = j. Past realizations of one variable, say y j,t−k , affect current realizations of y i,t , with i, j ∈ {1, . . . , n} and k = 1, . . . , p. We would like to understand the synchronous as well as asynchronous interdependencies within the system formed by {y i }, i = 1, . . . , n. The presence of synchronous interdependencies may be captured by a correlation coefficient, but correlation will miss asynchronous effects. Non-linear responses are not a concern, as long as they can be linearized, through non-linear transformations such as those discussed in McNelis (2005) or Franses et al. (2000) . In order to conduct statistical inference, we will assume that the error terms in that specification follow a Normal distribution.
We apply the CORE procedure described in Section 4. The n fitted equations will assign a real value to each estimated parameter in the nx(np + 1) solution matrix formed by the ordered set {φ i,j,k } of estimated regression coefficients, where i, j ∈ {1, . . . , n} and k ∈ {1, . . . , p}. This would lead to the establishment of connections even whereφ i,j,k may be statistically insignificant. For this reason, during the CORE estimation process we disregard those statistically insignificant connections regardless of the supposed correlation value between variables. In order to do that, given a significance level α, we will test each estimated regressor for statistical significance. Because individual significance tests on a particular regressor are not invariant to the subset of selected regressors, they should be carried out on all possible combinations of subsets of selected regressors. Each equation in Eq. (1) contains n(p + 1) − 1 candidate regressors. Thus, testing the significance over the entire system will involve n2 n(p+1)−1 tests (that is, 2 n(p+1)−1 for each of the n equations). This is a relatively trivial computational task for small systems, but beyond 8 variables it will involve over a million regressions, even if only a single lag is considered (p = 1). For large systems, a standard automatic regression selection procedure could be employed, such as Stepwise (Hocking, 1976) . However, the reader should be aware that such procedures are prone to overfitting, because the significance test is not incorporating information about the total number of experiments conducted (see Bailey et al. (2013a Bailey et al. ( , 2013b Foster et al. (1994) and Donoho et al. (1994) ).
Empirical results by SFD
The results from the estimation above can be used to build this system's SFD. Calkin and López de Prado (2014) provides the Python code that carries out the task of building a SFD from the matrix containing the system's parameters estimates. The resulting system can be simplified by reducing the value of α and repeating the regressor selection process. In other words, as α → 0, only the most statistically significant connections will survive the selection process. Low values of α yield the SFD of most likely propagation of a flow. We can therefore associate various scenarios with a degree of statistical confidence.
Weekly flows
In this section we study short-term financial flows by modeling price adjustments on the series listed in Table 1 , sampled on a weekly basis. We group the time series into logical subsets, defined in terms of asset class. The feature extraction threshold is set to θ = 0.5, meaning that we are satisfied with extracting the key features accounting for over 50% of the variance of each asset class. In the case of futures on Interest Rates, Bonds, Equity indices, Energy, Precious Metals and Base Metals, a single principal component from each of those asset classes is sufficient to explain over 50% of their variances. We label each of these principal components with the name of the asset class, followed by a "1" that indicates that they are associated with their first principal component. Only in the case of Agricultural futures we need to take into consideration two principal components, which we label "Agriculture1" and "Agriculture2", where the former is dominated by grains and the latter by cattle. Table 2 We model these principal components through a SVAR system with one lag. Lagged variables are labeled with the suffix " 1". Individual regressors are subjected to Wald's test of statistical significance, with α = 0.05. Table 3 reports the estimated betas of the SVAR solution, and Table 4 the t-Stats. Table 5 reports the adjusted R-squares, probabilities of the regressions' F-stats and standard deviations of the regressions' residuals. Figure 15 draws the resulting SFD, which summarizes the most critical information about the system. Following the convention described in Appendix 2, we can visually determine:
• The variables (as many as vertices).
• The number of equations (n, as many as elliptical vertices).
• The lagged variables involved (diamond-shaped vertices). • How variables interact with each other (arcs).
• The direction of the flow (arc's side with pointed or flat arrowhead). • What relationships are contemporaneous (solid arc with flat arrowhead).
• What relationships incorporate a lead-lag effect (solid arc with pointed arrowhead).
• Where memory effects occur (dashed arcs with unfilled pointed arrowhead).
• The strength of the relationships (width of the arc, as an increasing function of the adjusted Rsquare).
• The sign of the relationship, as indicated by the colour of the arc (red for a negative coefficient and green a positive coefficient).
• The coefficients' p-values are implied by the presence of an arc (if the p-value exceeds ␣, the arc is not drawn).
• For specifications in differences, the left half of the vertex draws the magnitude of the change, and the right side of the vertex draws the cumulative change. Figure 15 provides greater insight about the organization of the system than Tables 3, 4 and 5 combined, and yet Figure 15 is based on those same tables. Here comes a key concept we would like the reader to consider: Tables 3, 4 and 5 hide that logical information behind algebraic figures. And this is a relatively simple system. As complexity grows, so does the need to literally see the big picture, rather than being forced to parse through multiple irregular matrices with dozens of entries. As we will see in Sections 7 and 8, SFDs are particularly powerful tools for simulating scenarios.
Although the purpose of this paper is not to discover a particular flow structure, but rather to introduce a new technique for visualizing them, we can use the example in Fig. 15 to briefly discuss this system's architecture. This weighted digraph has diameter 7 and density 0.1758 (recall definitions in Calkin and López de Prado (2014)). Degree correlation (also known as assortativity) is −0.0863, indicating that connections are rather heterogeneous in terms of vertex degrees. The average vertex connectivity is 1.3462, which evidences that the An analysis of degree of centrality reveals that Equity1 is the most critical vertex, with a centrality coefficient of 0.6923. However, several other vertices come very close, with Agriculture1 at 0.6154, Precious Metals 1 at 0.5385 and Bond1 also at 0.5385. The implication is that weekly flows are relatively decentralized and there is not a single asset class we can point to in order to monitor activity. This of course gives an advantage to Macro traders over asset class specialists.
Although Equity1 has the highest degree of centrality, careful examination tells us that it is not the most influential asset class. In fact, it is one of the most influenced, considering the direction of the flows. A shock on Equity1 would propagate contemporaneously to Bond1, but otherwise Equity1 is impacted by Energy1, Energy1 1, Agriculture1, Agriculture1 1, Agriculture2, Base Metals1 and Interest Rate1. Bond1 is influenced by Equity1, Equity1 1, Bond1, Energy1, weekly relationships map is a flow system clearly divided between financial assets and commodities, where flows move from commodities to financial assets, and then across the latter. Financial assets reflect the information transmitted by hard assets. Manipulating financial assets is not likely to affect significantly the rest of the system. This evidence may have some implications for the long-standing controversy involving Keynesians and Austrian-school economists, but that is beyond the scope of our paper. We are merely pointing out that SFDs are more likely to address the issues involved in that controversy than the standard statistical and econometric tools used so far.
We can run the historical data through the SFD to visualize how financial flows crossed the network over a particular period of time. An animation of the Weekly Flows model can be found at http:// youtu.be/tikYPy7oW-U.
The conclusion is, as it applies to weekly flows, that commodities are the origin of most flows. So when analysts follow the behavior of Stocks and Bonds, they are often looking at the effect of a flow, not its source. The explanation for the behavior of financial assets should be investigated somewhere else, with plenty of trails to search, 109 to be precise! SFDs provide an intuitive and visual tool to recognize the trail followed by a particular flow, and simulate the potential outcomes as the effect reverberates over the following periods.
Monthly flows
As a second example, we will study medium-term financial flows by modeling price adjustments on the series listed in Table 1 , sampled on a monthly basis. Otherwise the procedure is very similar to the one presented in the previous section. The feature extraction threshold was set to θ = 0.5. Table 6 shows the composition of the extracted features, which closely resembles what we saw in the weekly case.
Like in the previous case, individual regressors were subjected to tests of statistical significance, with α = 0.05. Table 7 reports the estimated betas of the SVAR solution, and Table 8 the t-Stats. Table 9 reports the adjusted R-squares, probabilities of the regressions' F-stats and standard deviations of the regressions' residuals. Figure 16 draws the resulting SFD. This weighted digraph has diameter 7 and density 0.1428. Base Metals1 exhibits the highest degree of centrality, 0.5714, followed by Agriculture1 at 0.5, Precious Metals1 at Bond1 impacts Base Metals1 through Bond1 1, and Interest Rate1 impacts Agriculture1 through Interest Rate1 1. Among the financial assets, Interest Rate1 is the most influential, impacting Equity1 and Bond1. The clustering between financial assets on one side and commodities on the other is now even more evident. The cycle Precious Metals1 −→ Equity1 −→ Equity1 1 −→ Interest Rate1 −→ Bond1 −→ Bond1 1 −→ Base Metals1 −→ Precious Metals1 is at the core of the system. These are not contemporaneous effects, since several outbound arcs are involved. A shock to any of these assets will reverberate through this cycle over multiple periods. This far from obvious Table 9 Adjusted R-squares, probability of F-stat and standard deviation of residuals (monthly) shock propagation path can be anticipated by Macro traders to place their bets regarding the future trajec- tory of the prices involved over the following months. Once again, standard Econometric or Statistical analysis are not designed to recognize this kind of looping mechanisms, much less with the clarity with which Graph Theory exposes them.
Quarterly flows
As a third example, we will study longer-term financial flows by modeling price adjustments on the series listed in Table 1 , sampled on a monthly basis. Following the familiar procedure, the feature extraction threshold was set to θ = 0.5. Table 10 shows the composition of the extracted features, which again resemble the previous cases.
Individual regressors were subjected to tests of statistical significance, with α = 0.05. Table 11 reports the estimated betas of the SVAR solution, and Table 12 the t-Stats. Table 13 reports the adjusted R-squares, probabilities of the regressions' F-stats and standard deviations of the regressions' residuals. Figure 17 draws the resulting SFD. The density of this weighted digraph is 0.1282. Its diameter is infinite, because not all vertices are reachable from another. For instance, Bond1 is a dead end. In the previous cases we saw that Bond1 was becoming less influential, and in the quarterly case it reaches the extreme of being influenced without having an impact on other classes. It would appear as if purchasing bonds may be a rather ineffective way to trigger financial flows in the long run. Central bankers achieve better results by acting on Interest Rate1 and Precious Metals1. The latter is a particularly good asset class to act upon, since it has a degree of centrality of 0.4167. Although Interest Rate1 and Bond1 have the same degree of centrality, the SFD indicates that Interest Rate1 is the one that influences Equity1, Bond1 and Precious Metals1 through Interest Rate1 1. Hence we find another cycle of interest to Macro traders: Pre-
Once again, these are not contemporaneous effects, since several outbound arcs are involved. In fact, there are 4 such cycles, less than 20 times the number of cycles we saw in the weekly case, and yet none Eulerian or Hamiltonian. Recognizing cycles is particularly important for Macro investors. As we will see in the following section, some shocks are self-stabilizing, and some are self-reinforced. Understanding both mechanisms pro- vides Macro traders with an opportunity to profit from temporary price misalignments or continuing trends. Degree of correlation is 0.0802, indicating that vertex degrees are more homogeneous. Connectivity has dropped to 0.8205, something we could have suspected from the far smaller number of cycles. Although quarterly flows may appear easier to predict due to the lower number of possible cycles, the number of bets one can place per year is also far smaller (4 in the quarterly case, compared to 12 in the monthly or 52 in the weekly case). Hence it pays building a shorter term SFD and While the number of arcs is smaller than in the previous two cases, effects are noticeably stronger. Commodities are still very highly interconnected. Agriculture1 impacts Energy1 prices with contemporary and lagged effects, a link explained by the Corn-Ethanol mechanism. Table 14 compiles the degree centrality for each vertex across the three horizons. Degree centrality decreases for most vertices as the horizon increases, evidencing a more diffused structure. 
Shock simulations
In this section we will illustrate how SFDs can help visualize the outcomes of random shocks to the financial system. Simulating shocks has two important practical applications: i) Given an investment portfolio, we can stress-test it by simulating various shock scenarios, introducing some prior probabilities associated with them. ii) Should a particular shock occur, we can simulate the likely propagation path and derive future equilibrium levels. When those derived future equilibrium levels significantly differ from the current ones, a Macro trading opportunity exists.
Suppose that the Energy1 asset class suffers a 5 standard deviation negative shock on monthly terms (that is, a shock injected into the system through ε i,0 = −5σ i , where σ i is the standard deviation of y i,t and i is the index associated with Energy1). How would The immediate effect is deflationary on Precious Metals1, Equity1, Base Metals1 and Agriculture1 (upper left figure) . In the second month, as the initial shock propagates through the system, it reverberates back into Energy1, with a stabilizing effect (upper right figure) . By the third month, Energy1, Precious Metals1, Base Metals1 and Agriculture1 prices have been negatively impacted (lower left figure) , however the system has reached a stable equilibrium. No significant changes occur in the fourth month (lower right figure) .
This simulation exemplifies why pairwise correlations are spurious and unstable when estimated on financial variables. An analyst may compute the correlation between Energy1 and Equity1, and conclude that it is positive (a negative shock on the former had an instantaneous negative effect on the latter, see Fig. 18 ). The reality is, it is not possible to isolate the effect that Energy1 has on Equity1. There is no direct connection between Energy1 and Equity1, and the former affects the latter via intermediaries. A correlation or a VAR(1) model on Energy1 and Equity1 may attempt to isolate the relationship between both variables, but the results may be spurious and misleading, because it will miss the effects that other variables had on these two. A full system of equations is required to simulate the dynamics of Macro financial flows.
Suppose now that the Agriculture1 asset class suffers a 5 standard deviation negative shock on monthly terms. Figures 22-25 illustrate how flows propagate on the four following months.
There is a mild negative initial effect on Precious Metals1, and a positive effect on Equity1 (upper left figure) . In the second month, the shock further propagates, reaching Energy1 and Base Metals1, both of which are positively impacted. The lagged vertex Agriculture1 1 feeds the negative shock back to Agriculture1 (upper right figure) . By the third month, the shock has spread through the entire system, and reverberation stalls (lower left figure) . By the fourth month, a new equilibrium has been reached. Agriculture1, Precious Metals1 and Bond1 have been negatively impacted, while Equity1, Base Metals1, Energy1 and Agriculture2 are positively impacted (lower right figure) . The reason for this divergent behavior of Agriculture1 and Agriculture2 can be found in Table 10 . Agriculture1 is concentrated on grains, while Agriculture2 is dominated by Live Cattle and Lean Hogs. A shock to the former has triggered a rebalance into the latter.
Suppose now that the Interest Rate1 asset class suffers a 5 standard deviation negative shock on monthly terms. Figures 26-29 illustrate how flows propagate on the four following months.
Contemporaneous effects appear in Equity1 and Bond1, respectively bullish and bearish (upper left figure ). In the second month, positive effects spread to Energy1 and Precious Metals1. The original negative shock feeds back to Interest Rates1 through Equity1 1 (upper right figure) . The trend continues during the third month, at a smaller rate of change (lower left figure) . By the fourth month, a new equilibrium has been reached (lower right figure) . The end effect is negative on Interest Rate1 and Bond1, while positive on Equity1, Energy1 and Precious Metals1. The rest of asset classes are essentially unchanged by this shock. This further illustrates the point that financial assets form a sub-system of their own, with little influence on hard assets.
Simulating structural changes
The empirical findings presented in Sections 6 and 7 are the result of a historical analysis. We have used time series to uncover the past structure of the financial system. We could assume that this structure will remain essentially unchanged in the near future, in which case we can run simulations on the estimated parameters, as we did in Section 7. However, this structure is likely to evolve over time. Nothing in the SFD methodology prevents us from starting with an estimated system, which is then modified by the researcher in order to incorporate his fundamental beliefs regarding the future organization of the financial system. The practical applications include the stress-testing and Macro trading uses mentioned in Section 7.
Suppose that, for fundamental reasons, we believe that Agricultural prices will experience another 5 standard deviation negative shock like the one simulated in Section 7, only this time we believe that the sign of the inbound arc from Agriculture1 1 to Agriculture1 will be flipped (negative, instead of positive). How will the system respond to this shock? Figures 30-34 report the results.
At the end of the first month, the effect is exactly the same to what we saw in Fig. 22-25 (upper left figure) . Results begin to diverge during the second month, due to the opposite reverberation we imposed when we flipped the sign of the inbound arc. Now Agriculture1 receives a positive change from the negative inbound arc coming from Agriculture1 1, mitigating the initial shock (upper right figure) . During the third month, Agriculture1 receives a negative change from Agriculture1 1, but by now this is too weak to make a difference (lower left figure) . The equilibrium is reached around the fourth month (lower right figure) . The end result is that the shock has had a very limited impact overall, even on Agriculture1 itself.
Conclusions
In 1735 Euler showed that Geometry could not answer simple questions regarding a system's organization, hence founding the subjects of Topology and Graph Theory. We can apply the same reasoning to argue that Econometrics, which is anchored in Linear Algebra and Stochastic Calculus applications (and thus Euclidian Geometry), will not suffice to study Economic and Financial systems. Recent Mathematical discoveries have revolutionized every aspect of the Sciences, and yet very few have permeated into Economics and Finance. A case in point is the technologies used by Google, Amazon, Visa, American Express, IBM Watson, etc. to forecast demand and manage inventory. Economists are largely ignorant of those mathematical tools, which have obvious applications to their field of study. Instead, much effort is dedicated to fight over perennial controversies, like the one between Keynesians and the Austrian school, using the same tools that have failed to provide a conclusion over the last 70 years. Modern mathematical techniques which are applicable to a wide spectrum of problems encountered by finance professionals include Machine Learning, Graph Theory and Game Theory.
In this paper we apply Stochastic Flow Diagrams (SFDs), a novel mathematical methodology that can help us visualize the complex network of flows that constitute the global financial system. SFDs are topological representations of a system of equations in differences, such as those encountered in time series models. Our method combines elements of Graph Theory and inferential statistics to visualize the structure of a complex system, allowing for an intuitive interpretation of its state and future course. The SFD method takes into consideration the dynamic properties of the system, determining the direction of the flows in terms of lead-lag and causality effects. SFD connectivity is determined by statistical significance of the graph's arcs, which are weighted based on the flow carried through the arcs involved. Because SFD maps a dynamic system, it incorporates a time dimensionality, where crossing each arc represents a unit of time elapsed.
Visualization techniques have proven extremely valuable in advancing theoretical research in scientific disciplines, particularly in theoretical Physics. Easier visualization can help policy makers, investors and economists describe their models without having to resort to lengthy formulaic representations. They can help hedge fund managers identify early trends, Central Bankers design intervention tools, policy makers detect regime changes, among many other applications. As it relates to global macro trading, they can help monitor how financial flows propagate across various investment assets.
We have shown that a small number of SFD attributes is able to describe a wide range of time series systems. In the case of Macroeconomics, SFDs allow researchers to monitor flow dynamics, as the values adopted by the random variables change over time. We have also seen that estimating pairwise relationships between variables within a system leads to spurious results. The reason is, understanding the behavior of any single system constituent requires the understanding of the whole. The implication is that pairwise relationships estimated on financial variables, such as correlations, will often yield spurious results.
One important practical application of this approach is to be able to visualize the state of the system, and anticipate the possibility of overflows. Another application is the possibility of simulating the propagation of shocks emanating from alternative vertices. The use of SFDs is not limited to historical estimates. Researchers can incorporate their priors and simulate the dynamics of the system, even if these priors are forward looking scenarios rather than historical ones. We believe that SFDs can prove valuable in enlightening perennial controversies in Macroeconomics, such as the one involving Keynesians and Austrian-school economists. Results are shown in Fig. 34 . The x-axis representsd, while the y-axis representsd u . The dotted line applies the Fisher transformation in the ideal case where there is no estimation error (T → ∞). The continuous line applies the Fisher transformation for α = 0.05 and T = 100. If d x,y was a variancestabilizing transformation, the gap between the two lines would be constant. However, the gap reaches a maximum aroundd = 1.22. The implication is that this approach forms connections with varying and nonmonotonic errors, depending on the selected threshold d and the number of observations T. Snippet 1 displays the Python code that reproduces these calculations. 
A.2. SFDs glossary
In this section we will summarize how to read a SFD, and justify the symbology chosen. A small number of attributes is able to represent a wide variety of system architectures. These attributes can be further expanded to signal additional features in complex dynamic systems.
A.2.1. Vertices
Vertices have two shapes:
• Elliptical, for a current variable. There is only one in AR specifications, and multiple in VAR and SVAR systems.
• Diamond, for a lagged variable.
Vertices can have two colors:
• Red: The variable has a negative value (darker as more negative).
• Green: The variable has a positive value (darker as more positive).
If the variable expresses a change in value rather than a cumulative value (e.g., in an equation in differences), then the vertex is divided in two halves, where the left half is colored according to the change in value and the right according to the cumulative value.
The label inside the vertex indicates the variable's name, and in the case of a lagged variable, also the order of the lag.
A.2.2. ARCS
Arcs can have three shapes:
• Dashed arc line, with unfilled arrowhead: This denotes an outbound arc, i.e. an arc that carries flow to a diamond-shaped vertex (lagged variable). They appear in all Time Series models. This is a convenient representation, because these arcs can only have a unit weight, hence no colour is needed to convey the weight or width to convey the goodness of the fit.
• Solid arrow, with pointed arrowhead: This denotes an inbound arc involved in a lead-lag effect (connecting a diamond vertex with an elliptical vertex), e.g. in AR processes and VAR systems.
• Solid arrow, with flat arrowhead: This denotes the inbound arc involved in a contemporaneous effect (connecting two elliptical vertices), e.g. in SVAR systems.
Inbound arcs can have two colors:
• Red: Negative weight (darker as more negative).
• Green: Positive value (darker as more positive).
The width of an inbound arc is a function of the goodness of fit associated with that equation.
