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Informační technologie tvoří důležitou součást dnešního světa a algoritmické obchodo-
vání je mezi obchodníky již známým pojmem. Vysokofrekvenční obchodování, neboli High
Frequency Trading (HFT), si žádá využití speciálních hardwarových akcelerátorů, které do-
káží poskytnout odezvu na vstup s dostatečně nízkou latencí. Náplní této diplomové práce
je návrh a implementace architektury pro rekonstrukci knihy objednávek, která je nezbyt-
nou součástí HFT řešení určených pro finanční burzy. Cílem je využít technologii FPGA
ke zpracování informací o stavu na burze s tak nízkým zpožděním, aby výsledné řešení
bylo efektivně použitelné v praxi. Výsledná architektura kombinuje hardware a software ve
spojení s rychlými vyhledávacími algoritmy tak, aby bylo dosaženo maximálního výkonu
bez dopadů na funkci či úplnost vlastní knihy objednávek.
Abstract
Information technology forms an important part of the world and algorithmic trading has
already become a common concept among traders. The High Frequency Trading (HFT)
requires use of special hardware accelerators which are able to provide input response with
sufficiently low latency. This master’s thesis is focused on design and implementation of
an architecture for order book building, which represents an essential part of HFT soluti-
ons targeted on financial exchanges. The goal is to use the FPGA technology to process
information about an exchange’s state with latency so low that the resulting solution is
effectively usable in practice. The resulting architecture combines hardware and software
in conjunction with fast lookup algorithms to achieve maximum performance without af-
fecting the function or integrity of the order book.
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Obchodování jakožto aktivitu založenou na výměně něčeho za něco jiného zná lidstvo již od
samých počátků své existence. Obchod během dějin vznikl a rozvíjel se za různým účelem
a do různých podob. V počátcích obchodovat znamenalo směňovat zboží nebo služby za
zboží nebo služby jiného druhu. Časem se začaly používat platební prostředky ve formě
vzácných předmětů nebo peněz, které umožnily oddělení dříve jednotného aktu nákupu
a prodeje. Vznikla také zcela nová role člověka ve společnosti — role obchodníka, neboli
někoho, kdo obchoduje výhradně za účelem zisku. Původně se obchodovalo zejména na
lokální úrovni, obchod na delší vzdálenosti byl pro člověka samotného nedostupný. Změnu
přinesl rozvoj technologií, které umožňovaly přepravovat více nákladu, na větší vzdálenosti
a hlavně rychleji a bezpečněji. Vznikl tak mezinárodní obchod. Tehdy se začalo obchodovat
mezi více trhy, na kterých se mísilo množství zboží směňovaného za různé ceny a za různá
platidla.
Jak se transportní a komunikační technologie postupně rozvíjely, virtuální vzdálenosti
mezi jednotlivými trhy se začaly zmenšovat. S nástupem moderní techniky v podobě ko-
munikace pomocí telegrafu nebo telefonu a rychlého transportu mezi strategickými místy
v podobě vlaků a motorových vozidel bylo najednou možné obchodovat na různých trzích se
zpožděním ne ve dnech, týdnech nebo měsících, ale v minutách a hodinách. Moderní doba
tak umožnila vznik zcela nových strategií pro generování zisku z obchodu, které by dříve
byly zcela nemyslitelné. Dosáhnout zisku bylo najednou možné na základě prosté schop-
nosti zároveň obchodovat na více trzích (burzách) a rychle porovnávat ceny téhož zboží
na několika geograficky oddělených místech. Pokud pak obchodník koupil zboží na jednom
místě za určitou cenu a vzápětí jej prodal na místě jiném za cenu vyšší, dosáhl zisku ve
velice krátké době. Klíčové přitom bylo být právě prvním při takové arbitráži.
Nástup počítačů a Internetu způsobil ve sféře burzovního obchodování významné změny.
Elektronizace burz reprezentujících jednotlivé trhy a rozvoj globální sítě umožnily z kte-
réhokoli místa na světě obchodovat na libovolně vzdálených burzách současně. Hranice
mezi různými burzami prakticky vymizely a rychlé generování zisku na základě původních
arbitrážních metod porovnávajících cenové rozdíly mezi nimi bylo stále obtížnější. Dostup-
nost vysokorychlostních komunikačních technologií se postupně rozšířila natolik, že rychlost
získávání informací o situaci na trzích přestala být rozhodující. Kritickou se ukázala být
rychlost odezvy, čímž se do středu problematiky dostal lidský faktor. Zvyšující se míra au-
tomatizace ale vedle lidí otevřela brány do světa obchodu i samotným počítačům a zrodilo
se algoritmické obchodování. Algoritmické obchodování je ve své nejjednodušší podobě rea-
lizováno pouze formou nástrojů plně ovládaných obchodníkem. Cílem počítačů a algoritmů
na této základní úrovni je pouze přijímat požadavky od obchodníka a ty dle přednasta-
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vených parametrů a pravidel co nejlépe vykonat. Tím lze snížit vliv lidského faktoru na
výsledky obchodů — ale jen do určité míry. Algoritmus sice vykoná obchod automaticky
a přesně definovaným způsobem, ale původní rozhodnutí musí stále učinit sám obchodník.
Specifickou podmnožinou algoritmického obchodování je pak obchodování s algoritmickým
rozhodováním. Algoritmus spadající do této kategorie nejen že vykonává obchody dle para-
metrů a pravidel definovaných obchodníkem, ale činí tak zcela autonomně, přičemž se řídí
přímo aktuální situací na trhu. Obchodník je takovému algoritmu pouze rozhodčím, který
sleduje jeho výsledky a v reálném čase může korigovat jeho běh. Tím dochází k úplnému
odstranění lidského faktoru z procesu získávání informací, činění rozhodnutí a provádění
obchodů, člověk zde zůstává pouze jako dohled. Plná automatizace obchodování odstraně-
ním lidského faktoru opět umožnila efektivní nasazování arbitrážních strategií. Rozsáhlá
elektronizace burzovního světa si však vyžádala vývoj stále sofistikovanějších algoritmic-
kých strategií a nutnost provádění velkého množství obchodů v krátkém čase. Dosažení
zisku dnes již není tak jisté jako dříve, ale s využitím nejmodernějších technologií je možné
pravděpodobnost úspěchu podstatně zvýšit.
Vzrůstající potřeba stále většího množství obchodů prováděných ve stále kratším čase
vedla ke vzniku nového druhu algoritmického obchodování s vysokou frekvencí požadavků
zvaného High Frequency Trading, neboli HFT. Cílem HFT je v co nejkratším čase zpracovat
informace o aktuálním stavu trhu, algoritmicky rozhodnout a bleskově zareagovat případ-
nou objednávkou. V dnešní době, kdy rychlost síťových technologií dosahuje k desítkám
gigabitů za sekundu, obchodníci umísťují své výpočetní stroje co nejblíže burzám jen, aby
ještě více redukovali zpoždění přenosu dat. V tomto závodě již přestává stačit i nejvýkon-
nější výpočetní technika založená na standardních architekturách a procesorech. Výpočetní
požadavky HFT dosáhly takové úrovně, že i latence samotného přenosu dat ze síťové karty
do procesoru a zpět bývá považována za příliš vysokou. Do světa obchodu si tak našel cestu
specializovaný hardware, který prostřednictvím paralelismu a optimalizace pro danou úlohu
umožňuje snížit reakční dobu algoritmu až do řádu mikrosekund. Ani použití specializova-
ného hardware se však neobejde bez potíží, neboť situace na trzích a komunikační protokoly
jednotlivých burz se v čase mění a implementaci algoritmů je třeba jim přizpůsobovat. Z to-
hoto důvodu se v oblasti HFT těší velké popularitě právě technologie programovatelných
hradlových polí FPGA.
Náplní této práce je návrh a implementace hardwarové architektury pro rekonstrukci
knihy objednávek, která je určena pro HFT řešení založené na technologii FPGA. Proble-
matika HFT řešení v FPGA jako celku je velice komplexní, proto se v této práci zaměříme
pouze na její část. Kniha objednávek je nepostradatelnou prerekvizitou pro rozhodování
algoritmu obchodní strategie a její rekonstrukce je klíčovou součástí HFT řešení. Kniha
objednávek je vytvářena na základě sběru informací o aktuální situaci na burze a získané
údaje jsou dále agregovány pro potřeby vlastní strategie. Hardwarová realizace rekonstrukce
knihy objednávek v podobě, v jaké je používána na finančních burzách jako NASDAQ a dal-
ších, si vyžaduje řadu kompromisů při návrhu a množství nestandardních implementačních
řešení, které budou podrobně popsány v obsahu této práce. Konkrétní cíle uvádí kapitola 2.
Tato práce navazuje na semestrální projekt, ze kterého byly převzaty kapitoly 3 a 4.
Tato verze práce je omezená a obsahuje pouze některé kapitoly obsažené v její úplné verzi.
Kapitola 3 shrnuje teoretický základ. Kapitola 4 uvádí dostupné technologie. Vyhodnocení




Tato práce si v první řadě klade za cíl prozkoumat teoretické aspekty vysokofrekvenčního
obchodování a prostudovat principy rekonstrukce knihy objednávek používané na finančních
burzách. S využitím tohoto teoretického základu a s ohledem na dostupné technologické pro-
středky bude navržena hardwarová architektura pro rekonstrukci knihy objednávek založená
na technologii FPGA. Na základě návrhu vznikne softwarový model architektury v jazyce
C++, který po odladění poslouží jako referenční pro následnou hardwarovou implementaci
v jazyce VHDL.
Cílem je, aby výsledná architektura byla efektivně použitelná pro nasazení na finančních
burzách v rámci HFT řešení. Kromě správnosti, která je zcela zásadní, proto musí imple-
mentace být schopna pojmout co největší část univerza obchodovaného na burze a přitom
mít dostatečnou propustnost a reagovat na zprávy z burzy s co nejnižší latencí. Všechny




3.1 Burzy a kolokace
Výpočetní technika, ať už na straně burzy, nebo na straně obchodníka, je umisťována do da-
tových center. Jedná se o prostory speciálně vybudované pro zajištění vhodných podmínek
pro nepřetržitý provoz velkého množství počítačů s vysokým výkonem. Datová centra ty-
picky poskytují infrastrukturu pro správu napájení, teploty a zabezpečení svěřených strojů
a vysokorychlostní připojení k Internetu. Tyto zdroje bývají obvykle zálohované tak, aby
se minimalizovalo riziko výpadku služeb nebo poškození zařízení.
Výpočetní technika burzy samotné bývá situována ve vlastním datovém centru, tedy
v pevně dané lokaci. Co se různí, jsou lokace strojů jednotlivých obchodníků. Ty mohou
být umístěny dle potřeby a možností buď v samostatných datových centrech, nebo přímo
v datovém centru burzy vedle jejích vlastních serverů - v tzv. kolokaci (co-location). Vzdále-
nost mezi servery obchodníka a burzy má samozřejmě vliv na latenci vzájemné komunikace,
která, ač malá, může být zásadní. Pro účely HFT je nutné latenci komunikace omezit na
minimum a tedy umisťovat servery do datových center v blízkosti burzy nebo přímo do
jejího vlastního. Situaci ilustruje obrázek 3.1.
Obrázek 3.1: Ilustrace postavení výpočetních prostředků burzy a obchodníků
3.2 Komunikační kanály
Servery na straně burzy a obchodníků bývají propojeny pomocí vysokorychlostních síťových
technologií, zejména pokud se jedná o propoje v rámci jedné kolokace. Fyzicky se používají
optické spoje, které umožňují dosáhnout podstatně vyšších rychlostí přenosu než klasické
metalické. Často se ještě doplňují aktivními prvky, které při zpracování provozu využívají
tzv. cut-through přístup, aby se do komunikace nevnášela zbytečná latence. Klasický store-
and-forward přístup spočívá v postupném ukládání přijímaných dat a jejich přeposílání dále
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až v okamžiku, kdy je jisté, že byla přijata bez chyb. Tím během přenosu dochází ke vzniku
dodatečná latence. Cut-through přístup není tak bezpečný jako store-and-forward, protože
neprovádí kontroly přijatých dat, ale zato umožňuje jejich okamžité přeposílání bez přidání
dodatečné latence.
Z komunikačních protokolů se na fyzické a linkové vrstvě ISO/OSI nejčastěji používá
klasický Ethernet specifikovaný standardy IEEE 802.3 [8]. Konkrétní typ Ethernetu se
může v závislosti na použitém přenosovém médiu a požadavcích na rychlost přenosu v jed-
notlivých případech lišit, ale podstata komunikace na úrovni linkové vrstvy zůstává stále
stejná [6]. Ethernet standardně poskytuje nespojovanou (connection-less) a nespolehlivou
(best-effort) službu. Spolehlivý přenos je v případě potřeby nutné zajistit na vyšších vrst-
vách. Přenos dat probíhá po částech ve formě tzv. rámců, které mohou nabývat velikosti
64 až 1522 bytů, z toho 42 až 1500 bytů vlastního obsahu. Zda byl rámec přijat bez chyb
lze určit dle kontrolního součtu umístěného na jeho konci. Struktura Ethernetového rámce
na úrovni linkové vrstvy je znázorněna na obrázku 3.2.
Obrázek 3.2: Struktura Ethernetového rámce na úrovni linkové vrstvy ISO/OSI
Na síťové vrstvě bývá obvykle použit protokol IP ve verzi 4 definovaný IETF v RFC 791
[14]. IPv4 poskytuje, stejně jako Ethernet, nespojovanou a nespolehlivou službu. Spolehlivý
přenos je třeba opět zajistit na vyšších vrstvách. Pro určení komunikujících stran používá
protokol IPv4 32bitové adresy, které jsou historicky rozděleny do tříd A-E. Pro šíření zpráv
z burzy směrem k obchodníkům je relevantní zejména třída D vyhrazená pro multicast [4],
neboli přenos od jednoho odesílatele k více příjemcům, který se právě pro tento účel využívá.
Data přenášená protokolem IPv4 jsou rozdělena do paketů proměnné velikosti, která obecně
může, ale v případě zpráv z burzy typicky nepřesahuje kapacitu Ethernetového rámce odpo-
vídající MTU1 sítě. Nedochází zde proto k jinak nevyhnutelné fragmentaci paketů a každý
paket je v tomto případě nesen právě jedním Ethernetovým rámcem. Struktura IPv4 paketu
je znázorněna na obrázku 3.3.
Obrázek 3.3: Struktura IPv4 paketu
1Maximum Transmission Unit, v případě Ethernetu největší přenositelný rámec
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Většina zpráv o aktuálním stavu z burzy využívá transportní protokol UDP [13]. UDP
je jednoduchým protokolem transportní vrstvy, který poskytuje pouze nespojovanou službu
bez jakéhokoli zajištění konzistence přenosu. Zprávy aplikační vrstvy jsou pro přenos rozdě-
leny do datagramů proměnné velikosti, která je shora omezena maximální kapacitou paketů
síťové vrstvy. UDP datagramy kromě segmentů přenášených zpráv obsahují také 16bitová
čísla zdrojového a cílového portu, která identifikují komunikující instance aplikací. Odchozí
zprávy se na straně burzy typicky nekumulují a často bývá přenášeno spíše větší množství
malých zpráv než menší množství velkých. Zprávy malé velikosti není třeba dělit do více
UDP datagramů a ve výsledku pak obvykle platí, že co zpráva, to jeden IP paket a jeden
Ethernetový rámec. Struktura UDP datagramu je znázorněna na obrázku 3.4.
Obrázek 3.4: Struktura UDP datagramu
Z výčtu principů a protokolů používaných pro přenos zpráv z burzy směrem k obchod-
níkům vyplývá, že tato komunikace je více zaměřena na rychlost doručení, než na zajištění
spolehlivosti. Přenos dat probíhá s minimální režií protokolů a s minimem druhotné latence
přidané infrastrukturou. Na druhou stranu může docházet k chybám v obsahu, ztrátě, zpře-
házení nebo duplikaci zpráv. Změnu pořadí a duplikaci lze na uzavřené a korektně nastavené
síti eliminovat. Chyby v obsahu lze pak odhalit již na úrovni Ethernetového rámce. Případné
chyby a ztráty je však v případě potřeby nutné řešit na úrovni aplikace.
3.3 Přenášená data
Aplikační protokoly přenášející zprávy mezi burzou a obchodníkem mohou být kódovány
různě, např. binárně nebo textově formou ASCII. Starší textové kódování má výhodu v tom,
že je čitelné pro člověka. Jeho strojové zpracování je však složitější kvůli časté potřebě pře-
vádět textový obsah do binární podoby. ASCII kódování trpí navíc velkou redundancí a není
proto nejvhodnějším pro přenosy po síti nebo ukládání v paměti. Typickým zástupcem tako-
vého ASCII protokolu je Financial Information eXchange (FIX) protokol [1]. Protokol FIX
je charakteristický použitím varianty TLV2 kódování, které umožňuje jednoduchým způso-
bem implementovat byť jen podmnožinu celého protokolu, aniž by bylo jakkoli ohroženo
porozumění přenášeným zprávám.
Dnes se na finančních burzách přechází na přímo binárně kódované protokoly, které se
vyznačují nižší mírou redundance a jejich obsah není pro účely strojového zpracování třeba
překódovávat. Finanční burzy často místo variant TLV kódování používají zprávy v pevném
formátu, u kterých není třeba přenášet informace jejich struktuře, ale pouze užitečný obsah.
Struktura každé zprávy však musí být známa přijímací straně, aby bylo možné provádět
korektní parsování. Proto je zpracování takových zpráv pro přijímací stranu náročnější na
implementaci. Zástupcem binárního protokolu je např. NASDAQ TotalView-ITCH 5.0 [12].
2Typ, délka, hodnota (Type-Length-Value)
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Burza produkuje celou řadu informací o svém stavu, které jsou šířeny v podobě růz-
ných druhů zpráv. Seznam a definice struktury a významu těchto zpráv bývá obsahem
dokumentace k protokolu specifickému pro danou burzu. Pro účely rekonstrukce knihy ob-
jednávek jsou důležité zejména zprávy nesoucí aktualizace o vzniku, změnách nebo zrušení
jednotlivých objednávek na burze. Každá taková aktualizace v sobě obecně zahrnuje:
• Identifikátor objednávky
• Druh změny stavu objednávky




kde instrument představuje obchodované aktivum (akcie, komodity, deriváty atd.) [16].
Řada burz používá dodatečné prostředky pro zvýšení spolehlivosti komunikace. Napří-
klad bývají použity dva redundantní kanály A/B pro přenos zpráv pro případ, že by jeden
z nich selhal. V takovém případě je třeba na základě údajů z hlavičky aplikačního protokolu
zajistit kontrolu pořadí a duplicit zpráv a zahodit všechny neočekávané. Z přijatých zpráv
jsou poté extrahovány informace potřebné pro rekonstrukci knihy objednávek.
Bylo publikováno vícero prací zabývajících se akcelerací přenosů dat mezi sítí a proce-
sorem [11][17], dekódování dat [9][15] i celého systému, vyjma rekonstrukce knihy [10].
3.4 Kniha objednávek
Podstatou knihy objednávek je vytváření a údržba záznamů o všech relevantních objednáv-
kách vyskytujících se na burze, čímž vzniká tabulka objednávek. Informace o jednotlivých
objednávkách jsou dále agregovány do podoby tabulky cenových úrovní dle příslušnosti
k instrumentům a toho, zda se jedná o nákup či prodej. Tím pro každý instrument a ná-
kup/prodej vzniká seznam různých cenových úrovní s agregovanou kvantitou a počtem
odpovídajících objednávek. Uspořádáním tohoto seznamu získáme pro každý instrument
cenu nejlepšího nákupu (nejvyšší) a nejlepšího prodeje (nejnižší) společně s odpovídající
kvantitou a počtem objednávek. Tyto údaje pak slouží jako užitečný vstup pro algoritmus
obchodní strategie. Akceleraci rekonstrukce knihy popisuje [5], zde se zaměřujeme na knihu
s neomezenou hloubkou. Základní uspořádání knihy objednávek znázorňuje obrázek 3.5.
Obrázek 3.5: Kniha objednávek a její základní součásti
Rekonstrukce knihy objednávek probíhá na základě sběru informací o objednávkách
přicházejících z burzy. Počet objednávek během obchodního dne přitom může narůst do
vysokých hodnot a stejně tak počet cenových úrovní jednotlivých instrumentů. S tím souvisí
potenciálně velké nároky na paměť, které nemusí být dosažitelné pro čistě hardwarové





Ethernet je dnes jednou z nejrozšířenějších technologií v oblasti počítačových sítí. Standardy
IEEE 802.3 [8] definují množství fyzických přenosových médií od klasických metalických až
po moderní optické a širokou škálu rychlostí přenosu od 10 Mbit/s až po 100 Gbit/s. Ether-
net se typicky používá pro implementaci vysokorychlostních lokálních sítí, ale s nástupem
optických médií s dlouhým dosahem se možnosti jeho nasazení výrazně zvětšují.
V burzovních datových centrech a kolokacích se nejčastěji používá Ethernet s rychlostí
přenosu 10 Gbit/s [7] v každém směru (full-duplex) po metalických nebo optických spojích.
Vysoká rychlost přenosu zde přitom není důležitá kvůli propustnosti, ale zejména kvůli
nízké latenci komunikace. Optická média mají nad metalickými výhodu ve vyšších rychlos-
tech přenosu a dosažitelných vzdálenostech, ale také netrpí vzájemným rušením v místech
s velkou koncentrací kabeláže. Technologie 10G Ethernetu je dnes již běžně dostupná a stan-
dardně nasazovaná na páteřích rozsáhlejších sítí a je vhodnou volbou také pro připojení
obchodníků k burze. Konkrétní používané typy Ethernetu popisuje tabulka 4.1.
Tabulka 4.1: Příklady běžně používaných typů 10GE
Ethernet Médium Typ média Dosah
10GBASE-SR Optika Multi-mode, 850 nm 300 m (OM3), 400 m (OM4)
10GBASE-LR Optika Single-mode, 1310 nm 10 km
10GBASE-ER Optika Single-mode, 1550 nm 40 km
10GBASE-CX4 Měď Twinaxial 8-pair 15 m
10GBASE-T Měď Class E/Ea channel 55 m (cat6), 100 m (cat6a/7)
4.2 Počítače
Pro nasazení v datových centrech burzy a obchodníků se obvykle volí servery, které lze
namontovat do racku. V rámci jednoho racku pak lze provozovat několik takových serverů.
Servery umisťované do datových center obvykle umožňují využívat jeho zálohovaných služeb
prostřednictvím redundantních napájecích zdrojů a síťových portů. Obvykle bývají záloho-
vaná také úložiště a chlazení. Některé komponenty těchto strojů je navíc možné vyměňovat
i za běhu.
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Architektura serverů používaných obchodníky se ve své podstatě příliš neliší od běžně
používaných počítačů. Důležitými součástmi jsou procesory, operační paměti, rozšiřující
sběrnice a úložná zařízení. Každý server obvykle umožňuje odsadit jeden až dva procesory,
z nichž každý dnes může mít bezmála dvacet výpočetních jader. Každý z procesorů bývá
doplněn vlastní operační pamětí, dnes typu DDR4 o kapacitách v řádu stovek gigabytů.
Pro použití rozšiřujících adaptérů je důležitá sběrnice PCI-Express, dnes ve verzi 3.0 s pro-
pustností až 128Gbit/s v každém směru na 16 linkách. Pro ukládání dat lze použít různé
druhy pevných disků, z nichž nejvyšší výkon dnes mají disky typu SSD.
Jako operační systém bývá často volen Linux, který na svých strojích používá i řada
burz. Důvodem je jeho schopnost běhu nad nejrůznějším hardware, nenáročnost na výpo-
četní zdroje, efektivita správy zdrojů a vysoká míra konfigurovatelnosti, která umožňuje
optimalizovat různé části systému — třeba pro minimalizování latence síťové komunikace.
4.3 FPGA
I nejmodernější servery je dnes nutné doplňovat o hardwarové akcelerátory, bez nichž by ne-
bylo možné dosáhnout požadovaných reakčních dob. Technologie programovatelných hradlo-
vých polí umožňuje realizovat logické obvody na základě jejich specifikace ve speciálním
jazyce pro popis hardware (HDL), která je poté syntetizována do podoby firmware pro
konkrétní čip FPGA. Ke specifikaci logických obvodů se používají jazyky jako VHDL nebo
Verilog, které umožňují popsat jejich chování a strukturu. Existují také prostředky pro speci-
fikaci obvodů pomocí vysokoúrovňových jazyků typu C++, ale ty obvykle poskytují pouze
omezené možnosti. Hlavními výrobci FPGA čipů jsou dnes společnosti Xilinx a Altera.
Každá z těchto společností produkuje čipy s různým počtem konfigurovatelných logických
bloků, různými kapacitami paměti na čipu a různými specializovanými bloky např. pro im-
plementaci rozhraní PCI-Express nebo Ethernet. Obě tyto společnosti také nabízejí vlastní
vývojová prostředí s různou nabídkou nástrojů, IP bloků a různými možnostmi syntézy.
Technologie FPGA je zvláště vhodná pro hardwarovou akceleraci HFT pro její schop-
nost přiblížit se výkonům zákaznických integrovaných obvodů (ASIC) při zachování flexi-
bility softwarového programování. Zákaznické integrované obvody nejsou pro HFT vhodné
zejména proto, že je typicky nelze přizpůsobovat změnám komunikačních protokolů a po-
měrů na burze. Návrh ASIC je navíc velice nákladný a zdlouhavý. FPGA na druhou stranu
umožňuje velice rychle zavádět změny do implementovaného algoritmu pouhou úpravou
zdrojového kódu v některém z HDL jazyků. Výkonově navíc FPGA nijak výrazně nezaos-
tává za ASIC.
Jedním z komerčně dostupných hardwarových akcelerátorů vhodných pro HFT je karta
NFB-40G2 [2] společnosti Netcope Technologies. NFB-40G2 je hardwarově akcelerovaný
síťový adaptér s rozhraním Ethernet o rychlosti 2*40 nebo 8*10 Gbit/s a PCI-Express
verze 3.0. Jádro karty tvoří FPGA čip Xilinx Virtex-7, který poskytuje dostatečné množství
konfigurovatelných logických bloků pro implementaci i náročnějších aplikací. Přímo na čipu
je umístěno množství rychlých dvouportových pamětí BlockRAM s celkovou kapacitou více
než 50 Mbit a specializované bloky pro implementaci rozhraní Ethernet a PCI-Express. Čip
FPGA je navíc doplněn o externí paměti QDR SRAM s podporou současného čtení a zápisu
o kapacitě až 288 Mbit. Veškerá funkcionalita karty včetně komunikace skrze Ethernet
a PCI-Express je implementována v čipu FPGA, což umožňuje provádět optimalizace na
kterékoli úrovni zpracování dat. Zjednodušené schéma karty NFB-40G2 je znázorněno na
obrázku 4.1.
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Obrázek 4.1: Zjednodušené schéma karty NFB-40G2
4.4 Tradecope
Na trhu je dostupných několik řešení pro hardwarovou akceleraci HFT. Jedním z nich je
i framework Tradecope [3] společnosti Netcope Technologies určený pro FPGA kartu NFB-
40G2. Tradecope je soustava firmwarových IP bloků a softwarových aplikačních rozhraní
a nástrojů, jejichž cílem je poskytnout kompletní podporu pro implementaci akcelerovaného
HFT řešení v FPGA. Tradecope v základní podobě poskytuje firmwarové IP bloky pro níz-
kolatenční komunikaci po Ethernetu a DMA1 přístupy do paměti hostitelského počítače
prostřednictvím PCI-Express. Dostupné jsou také IP bloky pro filtrování vstupního pro-
vozu, arbitraci redundantních kanálů A/B, dekódování zpráv z burzy, rekonstrukci knihy
a generování objednávek odesílaných zpět na burzu. Softwarové součásti Tradecope pak do-
plňují aplikační rozhraní a nástroje pro přístup k firmwarovým součástem v FPGA a jejich
řízení. V případě úplné verze Tradecope zbývá k hotovému řešení pouze doimplementovat
algoritmus obchodní strategie v jazyce C++, jehož kritické části jsou umístěny přímo do
firmware čipu FPGA. Konceptuální schéma Tradecope je znázorněno na obrázku 4.2.
Obrázek 4.2: Konceptuální schéma Tradecope
Tradecope podporuje řadu světových burz, nicméně ve své původní podobě neobsahuje
podporu pro rekonstrukci knihy objednávek používané na finančních burzách. Architektura
pro rekonstrukci knihy objednávek, která je tématem této práce, cílí na kompatibilitu právě
s frameworkem Tradecope a FPGA kartou NFB-40G2.




Architektura pro rekonstrukci knihy objednávek byla navržena a implementována tak, aby
byly splněny všechny nároky na ni kladené. Implementace byla následně podrobena tes-
tům a měřením výkonnosti, jejichž cílem bylo vyhodnocení jejích vlastností. Z dosažených
výsledků vyplývá, že výstupy této práce splňují všechny nezbytné požadavky a jsou tak
dostatečně vhodné pro použití na finančních burzách v rámci řešení pro vysokofrekvenční
obchodování. Součásti implementace jsou přitom genericky parametrizovatelné tak, aby
bylo možné upravovat jejich klíčové vlastnosti dle specifik konkrétních prostředí, ve kterých
jsou nasazovány. Implementace je navíc rozšířena o mechanismy, které odstiňují důsledky
nedokonalostí komunikace s burzou od algoritmu obchodní strategie, a jsou jí tak výraznou
přidanou hodnotou. Podrobné vyhodnocení dílčích vlastností implementované architektury
je popsáno v následujících sekcích.
5.1 Zdroje
Množství zdrojů spotřebovaných pro realizaci jednotlivých součástí architektury odpovídá
jejich složitosti. Úplná verze práce uvádí konkrétní výsledky syntézy pro burzu NASDAQ.
Množství spotřebované logiky dosahuje maximálně jednotek procent možností cílového
FPGA a není tedy nijak výrazné. Nejnáročnější je z tohoto pohledu aktualizační kompo-
nenta a komponenta pro korekci překřížení knihy tabulky cenových úrovní. Důvodem je
jejich vysoká míra paralelizace, která umožňuje dosažení nízké latence zpracování celého
seznamu cenových úrovní, avšak na úkor množství spotřebovaných zdrojů. Komponenta
pro korekci překřížení knihy v tomto nastavení navíc umožňuje odstranit všechny cenové
úrovně ze vstupního seznamu, což způsobuje další nezanedbatelný nárůst složitosti výsledné
logiky.
Na rozdíl od konfigurovatelné logiky je spotřeba paměti na čipu značná a představuje tak
největší omezení možností architektury. Množství spotřebované paměti BlockRAM nicméně
odpovídá objemu dat, které je nutné v FPGA uchovávat. Nejnáročnější je z tohoto pohledu
tabulka cenových úrovní, která nevyužívá externí paměť a všechna potřebná data proto
udržuje přímo v FPGA. Celková spotřeba paměti však nedosahuje množství, které by pod-
statně omezovalo ostatní důležité součásti firmware.
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5.2 Správnost
Správnost implementace byla ověřena pomocí několikafázového hierarchického testování,
které bylo částečně doplněno funkční verifikací. Metodika testování je podrobně popsána
v úplné verzi práce. V rámci tohoto testování byla ověřena správnost hardwarové imple-
mentace vzhledem k jejímu softwarovému modelu a následně také konzistence mezi hardwa-
rovou a softwarovou částí architektury udržovaná za pomoci synchronizačního protokolu.
Úspěšným dokončením těchto testů bylo prokázáno, že výsledná implementace je vzhledem
k požadavkům správná.
5.3 Výkon
Měření výkonových parametrů implementované architektury je popsáno v úplné verzi práce.
V rámci tohoto měření byla ověřena nejen dostatečná propustnost a kapacita implementace,
ale zejména nízká latence odezvy výstupů na vstupy. Dosažené výsledky ukazují, že latence
zpracování je i v nejhorších případech pro použití na burze dostatečně nízká. Zároveň byla
změřena efektivita synchronizace mezi hardwarovou a softwarovou částí architektury, která
se rovněž ukázala jako velmi vysoká. Ve většině případů se všechny výkonové parametry





Výsledkem této diplomové práce je návrh a implementace architektury pro rekonstrukci
knihy objednávek, která splňuje všechny požadavky, které na ni byly a jsou kladeny. S vyu-
žitím výkonné platformy a za pomoci pokročilých algoritmů, paralelního zpracování a efek-
tivní kombinace hardware a software byl vytvořen parametrizovatelný výstup, který je
dostatečně kvalitní na to, aby mohl být přímo nasazen na burze jako součást řešení pro
vysokofrekvenční obchodování. Možnosti vysokofrekvenčního obchodování v FPGA tak do-
sáhly další úrovně, která s sebou přináší plnou hardwarovou podporu také pro realizaci
HFT řešení určených pro finanční burzy, která dříve nebyla dostupná.
Výsledná architektura byla zakomponována do frameworku Tradecope společnosti Net-
cope Technologies jako jeho stabilní součást a v době vzniku této práce se již těší prvním
úspěchům při praktickém použití. Jelikož se prostředí finančních burz neustále mění, bude
v budoucnu pokračovat i vývoj založený na výsledcích této práce. Jednou z oblastí pro bu-
doucí vývoj by mohla být pokročilejší eliminace nekonzistencí způsobených nespolehlivou
komunikací s burzou. Jiným směrem pro pokračování vývoje by pak mohla být optimalizace
architektury pro alternativní potřeby, jako je např. práce jen s několika málo instrumenty,
ale za to s velkým množstvím cenových úrovní u každého z nich.
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