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Taxonomy of loss reserving models

Taxonomic considerations
The taxonomic classification of loss reserving models was considered by Taylor (1986) . The main classification variables recognised there were:
• Whether or not the model was stochastic; • Model structure (whether a "macro-" or "micro-model"); • The model's dependent variables: o Whether paid or incurred losses; o Whether or not claim counts were modelled; • Whether or not specific explanatory variables were included.
When Taylor came to research a new book on loss reserving (Taylor, 2000) , he found that the literature published in the 1½ decades since the previous book was roughly equal in volume to all the prior literature. A number of new techniques had been introduced.
In short, the situation had changed sufficiently to require a re-consideration of taxonomic questions. These questions were not pursued in the book, but are examined here.
Four dimensions are identified for a re-classification of loss reserving models, namely:
• Stochasticity (as before); • Dynamism; • Model structure; • Parameter estimation.
The space of models may be thought of as a 4-dimensional hyper-cube in these dimensions. Their meaning is now discussed briefly.
For the sake of the discussion, it is assumed that the data being modelled follows the conventional format of a triangle of values of some observed claim statistic C(i,j) illustrated in Figure 1 .1, where i,j denote accident period and development period respectively.
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Though it may seem surprising now, not all models have this form. The earlier models, of which the chain ladder was an example, were developed heuristically, and essentially deterministically.
The earliest stochastic models in the literature appear to be those of Kramreiter and Straub (1973) and Hachemeister and Stanard (1975) . Others followed, e.g Reid (1978) , and by the early 1980's they were appearing rapidly (De Jong and Zehnwirth, 1983; Pollard, 1983; Taylor and Ashe, 1983) .
Dynamism
A dynamic model is characterised by containing parameters that evolve over time. For example, E[C(i,j)] = µ(i,j) = f (β(i),j) (1.2)
where β(i) is a parameter vector that evolves as follows:
β(i) = β(i-1) + w(i) (1.3) with w(i) a stochastic perturbation.
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Model structure
Whereas stochasticity and dynamism are dichotomous classifications, model structure introduces a spectrum of possibilities, as illustrated in Figure 1 .2.
Figure 1.2 Spectrum of model structures Phenomenological
Micro-structural
Phenomenological models are those whose structure is not related to aspects of the claim process that have a direct physical meaning. The incurred loss chain ladder model would lie towards this end of the spectrum, with its log-linear structure in terms of somewhat abstract parameters, and its emphasis on age-toage factors.
Micro-structural models, on the other hand, are concerned with the fine structure of the claims process. An example might be a statistical case estimation model (Taylor and Campbell, 2002) , i.e. a model of individual claim sizes according to claim-specific covariates such as age of claimant, nature of injury, etc).
This spectrum cannot be regarded as any more than a broad concept. It is difficult to think of a case that lies absolutely at one end or the other. For example, even the chain ladder parameters have some form of physical meaning, such as "proportion of an accident year's cost paid in a particular development year", but they are rather remote from the mechanics of the claim payment process itself.
Parameter estimation
There are two main possibilities as to the form of parameter estimation:
Under optimal estimation parameters are estimated by optimisation of some statistical criterion, e.g. likelihood.
Heuristic estimation is typical of non-stochastic models; in the absence of a defined stochastic structure, formulation of a suitable objective function for optimisation may be difficult. There are, however, exceptions in which optimal estimation is applied to a non-stochastic structure, e.g. De Vylder (1978) .
Prior to Hachemeister and Stanard (1975) , the chain ladder model was heuristic in its estimation. These authors placed it on an optimal basis in relation to Poisson claim counts, but it remained heuristic for claim amounts. England and Verrall (2002) placed it on an optimal basis for claim amounts with overdispersed Poisson distributions. But it remains heuristic for many of its applications.
Phylogeny
The taxonomy of models defined by the four characteristics described above can be set out in a phylogenetic tree, as in Figure 1 .3, where only the more realistic combinations of characteristics are represented. Figures 1.4 to 1.6 mark the main branches of the tree. 
The Darwinian representation
The Darwinian view of evolution regarded it as a process of progressive improvement from the earliest species to homo sapiens. This was the concept of "The Ascent of Man".
Nowadays, value judgements about the superiority of one species over another are regarded as invalid. One need have no such reservations about the different "species" of loss reserving models, and Figure 1 .3 may be organised into a diagrammatic representation of "The Ascent of the Loss Reserving Model", as in Figure 1 .7.
The criterion for the ranking of species here is informal and intuitive. Broadly, however, it might equate to the volume of information encompassed by the model's output. The earliest models, most of those up to the late 1970's, fell within Box 1. These included methods like:
• The chain ladder (as it was then viewed) • The separation method (Taylor, 1977) • The payment per claim finalised model (Fisher and Lange, 1973; Sawkins, 1979) . Any deterministic model may be stochasticised by the addition of error terms. If these terms are left distribution-free, parameter estimation is likely to remain heuristic, as in Box 2. An example of such a model is Mack's (1993) version of the stochastic chain ladder.
Alternatively, optimal parameter estimation may be applied to the case of distribution-free error terms, as in least squares chain ladder estimation (De Vylder, 1978) , to produce a model in Box 3. Optimal parameter estimation may also be employed if an error structure added. Examples are:
Static
• Chain ladder for triangle of Poisson counts (Hachemeister & Stanard, 1975) • Chain ladder with log normal age-to-age factors (Hertig, 1985) • Chain ladder with triangle of over-dispersed Poisson cells (England & Verrall, 2002) .
Box 4 is similar to Box 3 but with finer structure inserted into the model, as in, for example:
• The payments per claim finalised structure of Taylor and Ashe (1983) Reid's (1978) model of claim sizes in operational time.
Evolution of parameters over time may be incorporated by means of the Kalman filter (Kalman, 1960) . This may be bolted onto many stochastic models, converting Boxes 3 and 4 to 5 and 6 respectively. Examples are:
• Model of distribution of an accident period's claim payments over development periods (De Jong and Zehnwirth, 1983) ; • Chain ladder model (England and Verrall, 2002) .
The blind application of the Kalman filter can, however, bring some shortcomings with it. This is a subject to be discussed further in Section 2.
Adaptive reserving
Kalman filter
The term adaptive reserving will be used to refer to loss reserving based on dynamic models, as defined in Section 1.
The Kalman filter has been noted as a means of converting a static model to a dynamic model. It was introduced into:
• the engineering literature by Kalman (1960) ; • the statistical literature by Harrison and Stevens (1976) ; • the actuarial literature by De Jong and Zehnwirth (1983) .
The model underlying the Kalman filter consists of two equations, called the system equation and observation equation respectively. The former describes the model's parameter evolution, while the latter describes the model of observations conditional on the parameters. The two equations are as follows.
System equation
Observation equation
These equations are written in vector and matrix form with dimensions written beneath, and 
.1 Single iteration of the Kalman filter
To operate the filter, one commences at the top of the diagram with a prior estimate β 0|0 and the associated dispersion Γ 0|0 .
The top box generates estimates β 1|0 and Γ 1|0 for the next epoch, still based only on the prior. Working through a complete iteration of the filter introduces the new data vector Y 1 and generates revised estimates β 1|1 and Γ 1|1 . The procedure is repeated to generate β 2|2 and Γ 2|2 , β 3|3 and Γ 3|3 , etc.
The key equation for revising parameter estimates appears under the bottom left box, and is as follows:
The main characteristics of the formula of note are:
• It is linear in the data vector Y j+1 .
• β j+1|j+1 is the Bayesian revision of the estimate of β j+1 in the case that w j+1 and v j+1 are normally distributed.
• Consequently, K j+1 is equivalent to the credibility of Y j+1 .
Application of the Kalman filter to loss reserving
Let Y j denote some vector of loss experience statistics. Update parameter estimates to incorporate new observation
Here paid losses are log normal with a log-linear dependency of expectations on parameters. A specific example, as in De Jong and Zehnwith (1983) or Wright (1990) , involves Hoerl curves to represent the distribution of paid losses over development periods m, thus:
where
The restricted nature of the Kalman filter can cause some difficulties in the formulation of loss reserving models. The linear nature of (2.4) means that the range of parameter estimates is doubly infinite. Hence, by (2.5),
also has a doubly infinite range.
This is compatible with log normal Y j , but not with other distributions. If, for example, Y j denotes claim count data, negative estimates will be inappropriate.
Distributional difficulties of this sort can sometimes be overcome by the use of transformed data, just as the log normal distribution relies on a log transformation. However, with the transformation comes the need for subsequent inversion, usually with an associated bias correction. The determination of a suitable bias correction, particularly when the distribution of Y j is only vaguely known, can be problematic.
Dynamic models with non-normal error terms
Consider the following model as an alternative to that consisting of (2.1) and (2.2), underlying the Kalman filter:
System equation: As in (2.1).
Observation equation: Y j satisfies a generalised linear model (GLM) (see McCullagh and Nelder, 1989) with link function h and linear predictor X j β j , i.e. the distribution of Y j is chosen from the exponential dispersion family (EDF), and
When observation equation (2.8) replaces (2.2), a question arises as to how the filter illustrated in Figure 2 .1 should be modified.
To answer this question, return to (2.4), and note that it is linear in both the prior estimate β j+1|j and the data Y j+1 . This leads to the remark, made many times before, that (2.4) may be viewed as a regression of the vector [Y c:\documents and settings\challis boland\eudora mail\attach\lecture150803.doc Indeed, (2.1) may be stacked with an equation setting out the dispersion of β j+1|j as follows:
and generally Γ j+1|j is not diagonal.
Estimation of β j+1 by weighted least squares regression yields the estimate β j+1|j+1 given by (2.4). This regression is therefore equivalent to the Kalman filter estimation of β j+1 .
Moreover, this estimation will be maximum likelihood in the case in which v j+1 and w j+1 are both normal which, as remarked above, is also the case in which the Kalman filter produces Bayesian revision of the estimate of β j+1 .
It is now interesting to consider the case in which the system and observation equations of the present sub-section hold, with v j+1 and w j+1 from the EDF but not necessarily normal. Then (2.9) is replaced by:
where the (n+p)-dimensional vector function h is the identity in its last p components, but not necessarily in its first n. Equation (2.10) continues to hold.
By (2.9), the variate u j+1 is the centred version of β j+1|j , whose computation for the present case has not yet been specified. Therefore, it may or may not be from the EDF. Suppose, however, that it may be approximated by a member of the EDF. Then (2.9) holds with the stochastic error terms from the EDF.
Apply the term EDF filter to an algorithm that parallels the Kalman filter but applies to a model conforming with (2.11). It is evident that the Kalman filter is a special case. The situation is illustrated by Figure 2 .2.
Figure 2.2 Kalman filter and EDF filter
Identity Normal
Non-identity Non-normal
Note that v j+1 and u j+1 may be from different sub-families of the EDF, e.g. v j+1
Poisson and u j+1 gamma. For simplicity, however, consider first the case in which both come from the same sub-family P 1 , e.g. v j+1 and u j+1 both gamma.
As previously remarked in connection with the Kalman filter, It is usual in GLM applications for all components of the error vector to be chosen from the same sub-family of the EDF, as was assumed above. This assumption is certainly made within GLM software packages such as SAS GENMOD, GLIM, EMBLEM, etc. It is not essential, however.
The same packages assume that all components of the error vector are stochastically independent. If they are to be used to carry out the regression stage of Figure 2 .3, then it will be necessary first to diagonalise the covariance matrix Γ j+1|j appearing in (2.10). The full details of the regression will be given in a forthcoming paper .
With this step included in the procedure, the EDF filter may be represented diagrammatically as in Figure 2 .4. The bottom right box in this diagram is shown as stippled, and by-passed by the process. This reflects the fact that this step is implicit in the regression when it is carried out by a software package. There is a substantial literature dealing with the properties of estimates produced by the EDF filter for the simple special case of 1-dimensional observations (n=1). When the prior at j=0 is suitably conjugate to the EDF sub-family from which the distribution of data points is taken, the estimates are Bayes (Jewell, 1974; Nelder and Verrall, 1997; Landsman and Makov, 1998) .
For n>1, the parameter estimates produced by the EDF filter will not be Bayes in general. They can, however, be shown to approximately Bayes.
A further conjecture is that they may be derivable as a form of stochastic approximation. Makov (1999, 2003) have demonstrated a stochastic approximation interpretation of credibility formulas, which, like Kalman filter parameter estimates, are also linear Bayes.
The properties of EDF filter estimates are to be studied in the forthcoming paper referred to above.
Numerical examples
Example 1: workers compensation payments
This is an example of a workers compensation portfolio, in which benefits are dominated by payments of weekly compensation. Paid loss experience has been corrected for past inflation and recorded according to accident half-years and development half-years.
The data are represented in a triangle of payments per claim incurred (PPCI), i.e. paid losses in each cell have been divided by the number of claims estimated to have been incurred in the relevant accident half-year. Simple inspection of the data triangle reveals that there have been gradual but systematic shifts in PPCI from one past accident period to the next. Figure 2 .5 illustrates this, displaying the PPCI of four accident half-years dispersed in time.
The evident features in these data are:
• The steady upward movement of PPCI at the low development halfyears;
•
The dramatic upward movement in later accident periods of PPCI in the mid-range of development half-years. 
Example 2: motor vehicle bodily injury claim closure rates
This example is taken directly from Chapter 10 of Taylor (2000), and uses the data set that underlies the numerical examples from that book.
The data are represented in a triangle of claim closure rates in which accident and development periods are both annual. As in the reference, the closure rate in any cell is calculated as:
Number of claims closed in the cell
Number open at the start + 1 / 3 x number newly reported in cell.
Inspection of the data triangle reveals that closure rates are relatively flat over development years, but are subject to upward or downward shocks that tend to affect whole experience years (diagonals). Figure 2 .14 illustrates, displaying closure rates for three separate experience years. It is evident that numbers-based closure rates should be modelled with a discrete error structure, such as binomial. However, in the present case, most of the numbers of closures underlying the closure rates are sufficiently large that a normal approximation suffices.
Hence, the EDF filter is applied to the rates with identity link, normal error, and weights equal to the denominators of the rates. This choice of link and error structure reduces the EDF filter to the Kalman filter.
Since the shocks hit diagonals, the diagonals of the data triangle are taken as the data vectors, so that the progress of the filter is as illustrated in Figure 2 .15.
Figure 2.15 Diagrammatic illustration of application of filter
Let C jm denote the closure rate for accident year j and development year m. The model takes the form:
where γ k denotes the shock to experience year k.
When filtering takes place along diagonals in the manner illustrated, each data vector Y k (now subscripted by experience year k, instead of j) takes the form:
(2.14)
The vector of parameters involved in this is the stacked vector
That is, at the iteration of the filter that incorporates data diagonal k the parameter vector includes the parameters associated with all rows up to row k. This defines the observation equation for this example. This form of model was introduced by Verrall (1989) . Full details of its application to the present example are given in Chapter 10 of Taylor (2000) .
The system equation (2.1) takes the form:
(2.17) The examples deal with the relatively high closure rates of 1991, and the much lower ones of 1992. The filtered results follow the data closely in their general level, i.e. there is little smoothing of the diagonal effects. There is, however, considerable smoothing across development years.
Note that the fitted curves shown in these figures are not quite smooth. This is because each represents a diagonal, hence a cross-section of accident years. Consecutive points along one of these curves represent different accident years, and therefore, according to (2.16), are subject to different β parameters in (2.13). 
From the present to the future
Loss experience triangles
All discussion of loss reserving models to this point has been framed within the context of the triangle set out in Figure 1. 1. This format of data is fundamental to the loss reserving literature. Indeed, the literature contains little else.
The raw data underlying the triangle is, of course, much more extensive, relating as it does to individual claims. Typically, the raw loss data might comprise: These are the real data. The triangle is a summary, whose origins are very much driven by the computational restrictions of a bygone era.
The position of the triangle in the general schema of the construction of a loss reserve is as illustrated in Figure 3 .1. The first stage of this procedure is essentially one of simplification, in which a data set of many dimensions is reduced to one of much lower dimensionality.
The next stage, labelled "statistical estimation", may be sophisticated or not, depending on where the loss reserving model fits into the "Model structure" and "Parameter estimation" dimensions of the phylogeny discussed in Section 1. If, however, the model is such that this stage involves a high degree of complexity, questions may well arise about the appropriateness of a pre-processing simplification stage.
The data summary stage of the loss reserving procedure, and even the loss experience triangle, is indeed integral to some of the more phenomenological model structures. Moreover, it may well be a useful data exploration tool at the stage at which one seeks to gain a basic understanding of the data in order to formulate a model.
However, it is difficult to avoid the conclusion that one of its major motivations is the compression of data to meet the computational needs of a bygone era. Nowadays, when it is quite customary to use statistical software to process large data sets using sophisticated models, it seems natural to think of loss reserving models adapted to unit record claim data sets.
Indeed, one can imagine future generations of students, educated on the basis of such models, finding the compression of data into a triangle quite artificial. This theme is pursued further by means of another numerical example.
Example 3: a non-triangular numerical example
This example deals with another motor vehicle bodily injury portfolio. The data set comprises unit record data on all claims closed at non-zero cost, each record including:
Here, all payments contributing to the cost of the claim are inflation corrected on the basis of some agreed index. The operational time at closure of claim X is, as usual, equal to the proportion of claims from X's accident quarter closed before it.
Consistently with the previous example, let j = accident quarter m = development quarter k = j+m = experience quarter.
In addition, let t = operational time at closure C(t,j,k) = claim cost.
Assume that C(t,j,k) is subject to a quasi-likelihood from the EDF with
and p=2.3. This makes claim size substantially longer tailed than gamma (p=2).
The model will take the general form:
for functions f(t,j) and g(t,k) whose form is yet to be specified. First, however, note their purposes.
The function f(t,j) is primarily a description of the pattern of claim size by operational time. Generally, the higher the value of t, the greater the expected claim size. The dependency on accident quarter recognises a discrete change in the form of the model at j=j 0 on account of changes to legislation affecting claim sizes. That is, f(t,j) takes one form for j≤j 0 , and another for j>j 0 .
The function f(t,j) depends on a sub-vector β (f) of the full parameter vector β which evolves according to (2.16), i.e. with changes from one accident period to the next.
The function g(t,k) is primarily a description of superimposed inflation through its dependency on k, e.g. g(t,k) = γk would represent superimposed inflation at a constant rate of e γ -1 per quarter. The dependency on t allows the rate of superimposed inflation to vary with operational time, reflecting the fact that in this portfolio claims of small to medium injury severity tend to inflate rapidly whereas high severity claims do not.
The function g(t,k) is given the more specific form:
where the appearance of k as a multiplier indicates the superimposed inflation effect, and
the superscript (h) indicating that the design relates to just the function h(t) in (3.3) and (3.4) and β (h) is another sub-vector of the full parameter vector β.
Let β (h) k denote the dynamic form of this sub-vector relating to experience period k. Its dynamics are as follows:
(3.5) with the ε (h) k stochastically independent error terms.
Note the difference between (3.5) and (2.17). In the latter the diagonal effect is subject to upward and downward shocks, whereas in the former the rate of superimposed inflation h(t) receives the shocks. This means that the diagonal effect will evolve more smoothly than in the earlier example.
The form (3.5) is also better adapted than (2.17) to a conventional understanding of superimposed inflation, whose rate is precisely the first difference of the diagonal effect in the linear response in a log-linear model (as here).
Note also the difference in evolution of β (f) and β (h) in that one evolves over rows, the other over diagonals.
This example illustrates a number of aspects of the power of the EDF filter, specifically:
• it models a large data set with a variety of structural complexities; • it incorporates a long tailed distribution of individual claim size; • it does so dynamically, with a subset of the parameters evolving over accident periods and another subset over experience periods; • all of this can be expressed in concise and relatively simple mathematical form.
As to the last point, the model is applied to data which, if put in triangular form, would form a 35x35 triangle, i.e. with 630 quarterly data cells. However, with some tens of thousands of claims and these labelled by operational time rather than development quarter, the data input has much greater dimension than this. Yet it is adequately modelled with 10 parameters:
• 7 describing the dependency on operational time of closure (f(t,j) in (3.2)); and • 3 describing superimposed inflation (g(t,k) in (3.2)).
In the application of the filter to this structure, each data vector relates to a new diagonal of claim closure, but consists of the vector of sizes of individual claims closed in the quarter, rather than a summary of these into development quarters or the like. It is interesting to examine the trends in the filtered estimates of superimposed inflation parameters. The rate of superimposed inflation is modelled as a piecewise linear function of operational time with a peak at operational time 10 (%).
Other analysis had suggested: • Changes from about 6% p.a. to 7% p.a. at operational time 10% (its peak); • Changes from about -4% p.a. to +3% p.a. at operational time 50%. 
Conclusion
While triangular data formats may be useful tools for data exploration, there is no apparent reason why they should be retained as the structures for data analysis. It may often be preferable to model unit record claim data, or at least a considerably more comprehensive data structure than the conventional triangle.
Section 3 gives an example to illustrate this point. The example is in many ways typical of loss reserving exercises involving large data sets. The main characteristics are that:
• The volume of data is sufficient that a number of subtleties in the algebraic structure to be estimated become manifest, e.g. o Dependency of the rate of superimposed inflation on some variables, rather than just a flat rate; o Changes in the relation between the dependent variable and the measure of development time (operational time in the example), possibly deriving from legislative change, or other specific change to the external claims environment; • With the manifest nature of the fine structure of the data comes the likelihood that its underlying parameters will shift over time.
The first characteristic motivates a detailed model structure such as a GLM. The second requires that time variation be incorporated in that GLM. One can, of course, include time-based interactions directly in a GLM. This is, however, rather different from converting it to a dynamic model by randomisation of parameters.
On the one hand, the inclusion of time-based interactions in a GLM implies a model in which the time-dependent changes in model structure are assumed known with certainty, and only their parameters remain to be estimated.
Shifts in underlying parameters will initially be ignored by such a model. Over time, the user will observe the failure of the model to fit more recent data, and will revise the model's algebraic structure. This will create a fundamental discontinuity in the sequence of estimates, such as loss reserves, flowing from the model.
On the other hand, the dynamic models considered in the foregoing sections are of a Bayesian nature, and so result in more gradual recognition of underlying change. The degree of recognition will relate directly to the extent of the accumulated evidence of change. This will lead in turn to smooth changes in parameter estimates and in any derivatives of these estimates, such as loss reserves.
Dynamic models may take various forms. The Kalman filter is an extremely powerful model, but is essentially adapted to the general linear model, in which there is a linear relation between explanatory variable and response, and all stochastic terms are normally distributed.
This may not always be adequate for loss reserving problems, which tend to involve non-linearities and non-normal errors. For this reason the extension of the Kalman filter to the EDF filter in Section 2 may be useful in the loss reserving context. 
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