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It is well known that partial balance of the corresponding Markov process is necessary and sufficient 
for a generalised semi-Markov process to have a product form supplemented stationary distribution and 
hence possess the property of insensitivity with respect to sets of distributions with fixed mean. 
In this paper we give algebraic criteria, similar to partial balance of the corresponding Markov process, 
for a generalised semi-Markov process to have a supplemented stationary distribution which is an 
extension of the usual product form and an insensitivity property which is an extension of the standard 
insensitivity. 
generalised semi-Markov process * partial balance * insensitivity * product form 
1. Introduction 
There is an extensive literature which discusses criteria for a generalised semi-Markov 
process (GSMP) or some other similar structure to have a supplemented stationary 
density of the form 
r(-T Y> = X(X) II ~iiIl_ Gi(Yi)l, (1.1) 
where y is a vector of supplementary variables denoting spent or residual lifetimes, 
the ith lifetime is distributed according to G,(. ), which has finite mean FL_’ and x 
is the discrete part of the state. (See, for example, Konig and Jansen (1974), 
Schassberger (1976,1978), Kelly (1979), Franken, K&rig, Arndt and Schmidt (1981), 
Burman (1981), Henderson (1983), Whittle (1985), Taylor (1989) and Fakinos 
(1990).) Any GSMP that has a supplemented stationary density of the form (1.1) 
is said to have product form. 
Schassberger (1976) applied the method of phases to a class of finite state GSMPs 
without speeds, and with a single generally distributed lifetime, and showed that 
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the equilibrium distribution of such a GSMP can be written in terms of the unique 
solution of a system of equations in which the general distribution appears only in 
the form G’k’(ai), ks m, where ai, i = 1,. . . , I are the distinct eigenvalues of a 
matrix associated with the GSMP of multiplicity mi, &(a) = j: eeay dG(y) and 
Fck’(~) is the kth derivative of F, evaluated at CL A similar result was proved in 
Cox (1954). It follows that the equilibrium distribution of the GSMP remains 
invariant provided that the distribution of its generally distributed lifetime is chosen 
from sets of the form 
y dG(y) =/J, 6“k’(al) = Y,k, i = 1,. . . , I, k = 1,. . . , mi . 
In many cases, however, it turns out that the stationary distribution of a GSMP is 
invariant for G( * ) chosen from sets larger than Qp,(~, Y&). The best examples of 
this are given by the insensitive GSMPs which have a product form supplemented 
stationary distribution similar to (1 .l) and whose equilibrium distribution remains 
invariant over sets of the form 
The partial balance criteria for this phenomenon are conditions on the stationary 
distribution of the Markov process derived from the GSMP by taking G( . ) to be 
exponential. 
However, there appear to be no results in the literature which give criteria for 
the equilibrium distribution of a GSMP to be invariant over a set smaller than Q(p) 
but larger than @,, (p, Yik)e In addition there are no results which extend Schassber- 
ger’s theorem to GSMPs with a countably infinite number of states. In this paper 
we give such a result for a class of GSMPs with a single generally distributed 
lifetime. We give algebraic criteria in terms of the marginal stationary distribution 
of a GSMP for it to have a supplemented stationary density of the form 
P(X, Y) = &(x)[l- G(y)l+C A,(x) e-Y1 - G(Y)I, 
I 
(1.2) 
for i taken from some subset 4 of (1, . . . , I}. For such a process the marginal 
stationary probability that the process is in state x is 
P(X) = P(X, Y) dy = AO(X)P + C A(x) 
[l- &~Jl 
it9 (Yi ’ 
(1.3) 
which depends on the distribution of the general lifetime G( .) only through its 
A 
mean Z_L and the values of G(cri) for i E 4. The standard partial balance criterion 
for product form can be viewed as a special case of our criterion. Our results thus 
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shed light on how the phenomena of product form and insensitivity arise as a special 
case of a more general structure. 
In Section 2 we define our model, while the main results are given in Section 3. 
Some examples are discussed in Section 4 and conclusions given in Section 5. 
2. The model 
The model described below is due to Whittle (1985), with slight modifications as 
made in Taylor (1989). Schassberger (1986) showed that the standard GSMP 
framework is essentially equivalent to Whittle’s model. 
Take a stable, regular and irreducible Markov process C? whose state X(t) at 
time t lies in a countable set 2 and let A be a subset of %. Let the process have 
transition rates q(x, x’) from state x to state x’. If x and x’ are both in A, transitions 
between them can be of two types, those which can be regarded as leaving A and 
immediately returning, and those which occur within A, with rates q’(x, x’) and 
q’(x, x’) respectively. Thus the total transition rate between two such states is 
q(x, x’) = qyx, x’)+q’(x, x’). 
The sojourn time in the subset A can be considered to be an exponential random 
variable with unit mean. When the state is x E A this random variable is worked off 
at rate c(x, A) = CXzEA qE(x, x’) +CxeAC q(x, x’) where A”= %\A. Processes where 
c(x, A) can be zero for some states x can be treated by a suitable modification to 
our method (see Taylor, 1989, for discussion of the finite state case), but, for the 
sake of simplicity, we assume that c(x, A) > 0. We also assume that the Markov 
process on A with transition rates q’(x, x’)/c(x, A) is regular. 
The process C? can be modified to a new process C?* with arbitrarily distributed 
sojourn time in A according to the following rules: 
(1) On jumping into A (either from A” or by an external transition) the process 
is assigned a nominal sojourn time sampled from an arbitrary absolutely continuous 
distribution with distribution function G( *) and unit mean. When the process is in 
a particular state x E A this sojourn time is worked off at rate c(x, A). 
(2) Until the nominal sojourn time is worked off transitions occur between states 
x and x’ in A at rate q/(x, x’). 
(3) When the sojourn time is complete the process must immediately jump out 
of A and it is then assigned to x’ with probability q(x, x’)/c(x, A) for X’E A’ or 
qE(x, x’)/c(x, A) for X’E A. If the process is transferred to x’ in A a new sojourn 
time is selected. 
Note that the assumption that G( . ) has unit mean involves no loss of generality 
since any variation can be incorporated into the speeds c(x, A). 
The process 9” is in general not a Morkov process. However by supplementing 
states X(t) E A by a variable Y(t) which gives the elapsed sojourn time of the 
process in A at time t the process can be described by a Markov model which has 
continuous components in its state space. 
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A stationary distribution p(x), x E X of the Markov process B must satisfy 
,zA q’k x’)+c(x, A) = C Ptx’Nq’tx’, x)+q%‘, x)1 1 X’CA 
+ C p(x’Mx’, xl, XE A, 
X’CAL 
(2.la) 
P(X) C 4x2 x’) = C Pb’Mx’, x), XC A’, 
X&V xtX 
(2.lb) 
and it is shown in Whittle (1985) for the case of non-zero speeds, Taylor (1989) for 
finite SY, and Fakinos (1990) for processes that possess the property of instantaneous 
attention (see Schassberger, 1978), that a necessary and sufficient condition for 9’” 
to have a stationary density of the form 
F(~,Y)=P(x)[~-‘~Y)~, XEA, (2.2a) 
P(x) = P(X), x E A’, (2.2b) 
is that the solution to equations (2.1) must also satisfy 
P(X) ,Y, 4% x’) = .,E_ pW)q’b’, xl, x E A. (2.3a) 
By subtracting it from equation (2.la) equation (2.3a) can be written in the equivalent 
form 
p(x)c(x,A)=~~~p(x’)qr(x’,x)+;~~~P(x’)q(x’rx), xcA. (2.3b) 
Integrating out the variable y in equation (2.2) it is immediate that the stationary 
probability that the process is in state x remains invariant providing that G( . ) is 
selected from the set @( 1) of distribution functions with unit mean. Equations (2.3) 
are known as the partial balance equations and any Markov process whose stationary 
distribution satisfies equation (2.3) is said to be partially balanced with respect to 
the set A. 
In the next section we derive a criterion in terms of the stationary distribution of 
the Markov chain P’, similar to equation (2.3), for the process 9’” to have a stationary 
density of the form 
P(x, Y) = I9 A e-Y1 - G(y)lwi(x), x E 4 (2.4a) 
P(x) = P(X)> x E A”, (2.4b) 
where --LY, and w,(x) are such that, for i in some set 9, 
- CX,W,(X)C(X, A) = C w;(x’)q’(x’, x), XE A. (2.5) 
X’EA 
It follows then that the stationary probability that the process is in state x is invariant 
provided that G( . ) is taken from the set @,, (1, yi) of distribution functions in which 
both the mean and the values of &(a,) are held constant. 
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3. An algebraic criterion for extended product form 
Theorem 3.1. Assume that the Markov process 69 possesses a stationary distribution 
p(x), x E 2 and that the embedded jump chain of 9 is ergodic. Also assume that for 
some CY > 0, G( . ) is a member of the set 
i J 
cc 
@,(l, l/(l+c~))= G(.): 
0 
y dG(y) = 1, G((Y) =& . 
I 
Define the sequence {w(x)} for x E A by 
C p(x’)q’(x’, x)-p(x) C q’(x, x’) = w(x)c(x, A), x E A. (3.1) 
X’CA X’EA 
Then it is necessary and suficient that the stationary density of the supplemented 
process 9”” to be given by 
P(x,v)=[~(x)+~][,-G(Y)] 
-[w’x)F+1’] e-“‘[l-G(y)], XEA, (3.2a) 
P(x) = P(X), x E A’, 
that 1 x’tA w(x’)q’(x’, x) is absolutely convergent for all x E A and 
(3.2b) 
1 w(x’)q’(x’, x) - w(x) 2 q’(x, x’) = 
X’C A S’i A 
Proof. The necessity part of Theorem 3.1 can be established by substituting (3.2) 
-aw(x)c(x, A), x E A. (3.3) 
into the equilibrium equation for P*. A rather lengthy proof of the sufficiency part 
which establishes the existence of the stationary distribution (3.2) under the stated 
conditions is available from the author. If the existence of a stationary distribution 
can be assumed then it can be verified that it has the form (3.2) by substitution into 
the equilibrium equations. q 
Remark. (i) For processes with only a single generally distributed lifetime Theorem 
3.1 is a generalisation of the theorem of Burman (1981). Like his theorem it does 
not attempt directly to state conditions under which the process P* has a stationary 
distribution. The sufficiency part merely states that if 9 has a stationary distribution 
for which equation (3.3) is satisfied then 8* has a stationary density of the form (3.2). 
(ii) For partially balanced processes the w(x) are identically zero for all x and 
equation (3.3) is trivially satisfied for any (Y. It follows from Theorem 3.1 that 
P(x, y) =p(x)[l - G(y)], which is the conventional product form. Thus the standard 
partial balance criteria for product form are special cases of ours. 
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Corollary 3.2. If the sequence {w(x)} defined by equation (3.1) is such that 
c X’EA w(x’)qt(x’, x) is absolutely convergent for all x E A and if equation (3.3) holds, 
then CF’* is insensitive to nominal sojourn time selected from the set @, (1, I/( 1 + a)). 
Proof. Integrating (3.2a) with respect to y when G(y) is selected from 
@,(l, l/(l+cu)) shows that, for all XEA, 
(3.4) 
independently of G( .) and the result follows. q 
Corollary 3.2 provides an algebraic criterion for insensitivity with respect to 
@,(l, l/(l+cr)). The set @,(l, l/(l+a)) is somewhat special in that it contains 
the exponential distribution with unit mean. Corollary 3.2 shows that, assuming 
appropriate convergence criteria, whenever equation (3.3) is satisfied and the 
nominal sojourn time in A is selected from a distribution in @,,(l, l/(1 + a)), 
&%x,y)dy=p(x) f or all x E 2 where p(x) is the stationary distribution when 
G( . ) is exponential. If we now look at a set of the form 
the exponential distribution may not be in @,(l, y). However we can still develop 
an algebraic criterion for insensitivity with respect to @, (1, y) provided that we 
know the value of p*(x) = 5: p(x, y) dy for one particular member of @,(l, y). Thus 
we have 
Theorem 3.3. Let CY > 0 and y> 0 be such that @,(l, y) is non-empty. Assume that, 
when the nominal sojourn time in A is sampled from a given distribution G*( .) E 
@,(l, y), a GSMP 9’* possesses a stationary density given by p*(x) for x E A’ and 
p*(x, y) for x E A. Let p*(x) = 5: p*(x, y) dyfor x E A. Assume that 
X;Ap*(x)[ c(x, A)fXfa qr(x, x7] <a, 
and define {w(x)} for x E A by 
C p*(x’)q’W, xl -P*(X) C q’(x, x’) = w(xMx, A). 
X'EA X'iA 
(3.5) 
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Then it is necessary and st@cient for the stationary density of the supplemented process 
9’” when G( .) is any member of the set #,(l, y) to be given by 
P(x, Y) = P*(x) + y [l-G(y)] 1 
w(x) - 
[ 1 - e-"'[l-G(y)], XE A, 1-y 
P(x) = P(X), x E A”, 
that LEA w( x’)q’ (xl, x) be absolutely convergent for all x E A, 
w(x) 
p*(x)+---/ 
w(x) > O 
CY l-y ’ 
XEA, 
and 
,& w(x’)q’( x’, x) - w(x) 1 qf (x, x’) = -ow(x)c(x, A), x E A. 
X’E A 
(3&a) 
(3.6b) 
(3.7) 
(3.8) 
Proof. The necessity part of the proof goes through in the same way as in the proof 
of Theorem 3.1, as does most of the sufficiency part. The only point of variation 
arises from the fact that it is possible to establish (3.7) from the purely Markov case 
when y = l/(1 + a), but the same method does not work in general. Hence (3.7) 
has been assumed in Theorem 3.3 but not in Theorem 3.1. 0 
Remark. It is easily checked that 
P*(x)+ !!!$-f+ [l-G*(Y)], 1 XEA, (3.9a) 
P*(X), x E A’, (3.9b) 
satisfy the equilibrium equations for this process when the distribution of the nominal 
sojourn in A is taken to be G*( .). Thus, by the existence of a density when the 
lifetime is distributed according to G*( . ), if these equations have a unique solution 
which integrates to unity, (3.9a) must be positive for all y. It then follows that 
p*(x)+---/ 
w(x) W(X)> o 
(Y l-y ’ 
and (3.7) does not have to be assumed separately. 
Corollary 3.4. If the sequence {w(x)} dejined by equation (3.5) is such that 
IL&A w(x’)q’(x’, x) is absolutely convergent for all x E A and if (3.7) and (3.8) hold, 
then 9’” is insensitive to nominal sojourn time selected from the set @,( 1, y). 
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Proof. The proof follows by integrating equation (3.7a) and using the fact that 
G(.)E @,(I, Y). 0 
In Theorem 3.3 we showed that a necessary and sufficient condition for the 
supplemented stationary density to be given by (3.6) is that the sequence {w(x)} 
defined by equation (3.5) satisfies equation (3.8). In many cases this will not be the 
case but it may be possible that {w(x)} can be written as a sum of terms which 
satisfy equations like (3.8) for different values of LY. In this case it turns out that 
the supplemented stationary density of the process has terms in e-“rY[l - G(y)]. 
This is encapsulated in the following theorem. 
Theorem 3.5. Let q and yi for i = 1,. . . , I be (possibly complex) numbers such that 
y dG(y) = 1, G(cyj) = yi, i = 1,. . . , I 
is non-empty. Assume that, when the nominal sojourn time in A is sampled from a 
given G*(a) in @,,(l, -yi) a GSMP 8” possesses a stationary density which is given 
by p*(x) for x E A” and p*(x, y) for x E A. Let p*(x) be a probability distribution on 
FK as in the hypotheses of Theorem 3.3 and de$ne {w(x)} by equation (3.5). Also 
assume that, for all x E A, w(x) can be written as Cl=, wi(x) where, for all i, 
c xEA w,(x)c(x, A) is absolutely convergent, and CXIEA wi(x’)q’(x’, x) is absolutely 
convergent for all x E A. Then, it is necessary and suficient for the stationary density 
of the supplemented process 9” when G( . ) is a member of the set @,,( 1, y;) to be 
given by 
P(x,Y)=[p*(x)+i, [F--EeP,"]][l-G(y)], XEA, (3.10a) 
p(x) = p*(x), x E A’, (3.10b) 
that 
p*(x)+ ; 
[ 
w,(x) w,(x) 
--- 
i=l oi l - Yi 1 (3.11) 
is real and non-negative for all x, and, for i = 1,. . . , I, 
.:A Wi(X’)d( x’, x) - w(x) c 4’(% x’) 
X’EA 
= -aiwi(x)c(x, A), x E A. (3.12) 
Proof. The proof follows the same method as the proof of Theorem 3.3. 0 
Remark. In general, the condition that G( .) be a distribution function places 
restrictions on the range of values taken by its Laplace-Stieltjes transform. The 
possible sets of values CX, and yi for which a non-empty set @,,( 1, 7;) exists can be 
calculated using the properties of Tchebycheff systems (see Krein and Nudel’man, 
1977; and Coyle, 1989). 
P.G. Taylor / Product form in GSMPs 277 
Corollary 3.6. If; for a GSMP satisfying the hypotheses of Theorem 3.5, (3.11) and 
(3.12) hold then P” is insensitive with respect to choices of nominal sojourn time 
distribution from CD,, (1, yi). 
Proof. The corollary can be checked by integrating equation (3.10a) and using the 
fact that G( .) E @,,(l, 7;). 0 
4. Examples 
In this section we will give examples of processes which are not insensitive but for 
which information about the stationary density can be deduced from the results in 
Section 3. The notation @,,( 1, n), used for varying values of I, czi and ‘yi in the 
next two sections is assumed to be defined as in the statement of Theorem 3.5. 
Example 4.1. The GI/M/l queue. Consider a GI/M/l queue with service rate p 
and whose interarrival times are sampled from the distribution function G( .) with 
mean A-‘>p-‘. Here A=X=Z+, 
q’(x, x’) = 
j..k if x1=x-l, 
0 otherwise, 
(4.1) 
and c(x, A) = A for all x E A. It is known, see for example Wolff (1989, p. 396), 
noting the re-scaling that arises because G( .) has unit mean, that 
P*(x) = I 1-P if x = 0, pP(l-p)“-’ if x>O, (4.2) 
where p = h/p and p is the solution to the equation 
@P/P> = 1 -P. 
The sequence {w(x)} is given by 
(4.3) 
1 P w(x) = _p’(l +)“P’ if x = 0, if x > 0, (4.4) 
which trivially satisfies the necessary convergence criteria and equation (3.7). Also 
c WWh’ cc xl - c W)q’b, x7 = 
X’C A l’i A 
if x = 0, 
if x > 0. 
This queue, therefore, satisfies the conditions of Theorem 3.3 with (Y = p/p. The 
supplemented equilibrium density of the queue when the inter-arrival time distribu- 
tion is such that &(cy) = 1 -p is given by equation (3.6), 
P(X, Y) = 
[ 1 - epBJ”‘][ 1 - G(y)] if x = 0, 
/3(1-p)‘-’ e -@I”[ 1 - G(y)] if x > 0. 
(4.5) 
Of course the fact that the queue is insensitive over sets of the form QP,,,( 1, 1 - p) 
follows immediately from equation (4.2), but can also be verified by integrating (4.5). 
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Example 4.2. The GI/E,/l queue. The GI/M/l queue is the special case of the 
GI/E,/l queue that is obtained by putting r = 1. We now consider a queue with 
independent generally distributed interarrival times with mean A -’ and service time 
distribution which is r-stage Erlang with mean pL-’ <A-‘. The M/E,/ 1 queue is 
analysed in Kleinrock (1975, pp. 126-130). There it is shown that the equilibrium 
distribution for the total number of stages in the queue is given by 
r& 
P(X) = (1 -PI ,cl (zi)x’ (4.6) 
where zi for i=l,... , r, the roots of rp -A Cl=, zi are all outside the unit disk, 
1 
Ai= fi ~ 
n=r lbZi/Z,’ 
nfi 
and p = A/p. 
Using similar reasoning to Example 
4’(x, x’) = 
rp if x’= x - 1, 
* 
otherwise, 
4.1, A= X==+, 
and c(x, A) = A for all x E A. We calculate w(x) as follows: 
p(l)w 4-p) r Ai 
w(0) =--y=---- 
P ,c, T/ 
and, for x > 0, 
w(X)=i(P(X+l)-Pix))r~ 
A 1 
r(l-p) r Ai 1 =~ --- 
P iC, (Z,)x Zi ’ ’ [ 1 
Thus w(x) can be written as Cl=, w,(x) where 
4-p) Ai 
w;(O) = ___ - 
P 2,’ 
(4.9a) 
and, for x > 0, 
41-p) Ai 1 Wi(X) =--- - -- 1 
P [ 1 (ZtY zi ’
(4.7) 
(4.8a) 
(4.8b) 
(4.9b) 
The sequence CxStA wi(x’)q’(x’, x) is trivially absolutely convergent for all x. It can 
be shown that p(x)-IF=, wi(x) is real and positive, thus (3.11) is satisfied with 
Y, = l/(l+a,). 
Now 
(4.10a) 
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and, for x > 0, 
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(wi(x+l)-wi(x)) 41-p) 
=- 
4 A 1 1 
_- -_ 
P P2 (z;y+* (zJX I[ 1 z; 
J%(x) 1 =- ---I )
P [ 1 zi (4.10b) 
and thus the queue satisfies the sufficient conditions of Theorem 3.5 with (Y, = 
[l - l/z,]/p. Thus, provided that G( *) is selected from the set @,,(l, l/(1 + a,)), 
the supplemented equilibrium density is given by 
[1 _ G(y)], XEA, (4.11) 
and the queue is insensitive with respect to interarrival time distributions from 
@cE,(~P l/(l +(yi)>. 
Example 4.3. A singk server queue. In this example we consider a single server 
queue with state dependent arrival and service rates. When there are x customers 
in the queue arrivals occur at rate A(x). Service times are sampled from a distribution 
which has unit mean and distribution function G( . ), and are worked off at rate 
p(x) when the state is x. For this queue PA?= Z,, A = Z+\(O), 
q’(x, x’) = 
A(x) if x’=x+l, 
0 
otherwise, 
and c(x, A) = p(x). 
When G(y) = 1 -e-’ the queue is just an M/M/l queue with state dependent 
arrival and service rates. For this queue the equilibrium equations are easily seen 
to be satisfied by 
x A(Y-1) 
m(x)= n ___ 
y=l P(Y) ’ 
(4.12) 
and if 
is finite the equilibrium distribution is given by 
x A(.Y-1) 
p(x>=K n ___ 
y=1 P(Y) . 
The sequence {w(x)} is given by 
(4.13) 
w(1) = -K 
A( 
P(l)* ’ 
(4.14a) 
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and 
(4.14b) 
Now consider the equations 
(4.15a) 
and 
-(Yj/A(X)Wi(X)=h(X-l)Wi(X-l)-A(X)Wi(X), X> 1, (4.15b) 
derived from equations (3.12) for this model. If w,(l) satisfying equations (4.15) is 
to be non-zero then (Y, = A(l)/p(l) must be distinct from A (x)/p(x) for all other 
x E Z+\(O) (otherwise a downward induction using equation (4.15b) leads to wi( 1) = 
0) and the solution {w,(x)} to equations (4.15) is 
w,(x)= w,(l) lyf$ [p(y)lp(l)]y (4.16) 
where p(x) = A(x)/p(x). In general there can be a non-trivial solution to equations 
(4.15) if and only if there exists z E h+\(O) such the p(i) # p(z) for i > z in which 
case Lyi = p(z) and the solution {w,(x)] is given by 
0 
i 
if x<z, 
w,(x) = 
w,(z) n 
V~:+,$$-)[P(Y)~P(z)l if xzz. 
(4.17) 
Thus, unless there exist such z, it is impossible to satisfy the necessary condi- 
tion (3.12) and the queue cannot have a supplemented stationary density of the 
form (3.10). 
If p(l) is distinct from p(x) = p for x > 1, then equations (4.16) give the only 
solution to equations (4.15). For this solution to be identical to the sequence {w(x)} 
given by equation (4.14) it is necessary and sufficient that p = p(l) + 1. However, if 
this is the case, K-’ = 03 and no stationary distribution exists for the Markov chain 
obtained by taking G( .) to be exponential. Thus again there can be no supplemented 
stationary density of the form (3.10). This argument can be extended to the case 
where there exists a number z* such that A(x) and p(x) are constant for values of 
x 3 z*. In this case it follows from equation (4.14b) that, for x 2 z* + 1, 
z* A(y-1) 
w(x) = K[l -p]p’-” n ___ 
y=I P(Y) ’ 
and from equation (4.17) that 
(4.18) 
(4.19) 
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where 
z* 
K(z) = w,(z) rI 
A(Y-1) 
v=z+l Pu(Y)[P(Y) -p(z)]' 
(4.20) 
If equation (4.18) is to be equal to (4.19) for successive values of x, then it follows 
by division that 
Z* K(z) 
p = p j?, (p -p(z))“-=*-’ / .$, (p -;(y)x-z*~ 
which can be satisfied only if p -p(z) 3 1 for at least one value of z. However this 
would imply that p 2 1 and that no stationary distribution exists for the corresponding 
Markov chain. Thus no supplemented stationary density of the form (3.10) exists. 
If all the p(x) are distinct then there exist solutions to equation (4.15) of the form 
(4.17) for each z~Z+\{0}, and the equations 
w(x)= ; w,(x) 
Z=l 
can be solved recursively to obtain the constants w=(z) and a version of Theorem 
3.5 in which I = 00 can be used to derive the supplemented stationary density for 
distributions G( .) selected from @,,(l, l/( 1 + ai)). However since the definition of 
@,,(l, l/(1 + ai)) now specifies infinitely many moments of G( .) the exponential 
distribution is the only distribution in @,,(l, I/( 1-t a,)) and the result is of limited 
interest. 
In general, it is unclear to the author whether there exist arrival and service rates 
for which a stationary distribution exists for the pure Markov case and for which 
w(x) = c w,(x), (4.21) 
where the sum is over finitely many z. If such a set of arrival and service rates does 
exist the results above indicate that it is unlikely to be of physical interest. 
5. Conclusion 
For GSMPs with a single generally distributed lifetime we have generalised to a 
wider context the necessary and sufficient conditions for product form in a GSMP 
given by Konig and Jansen (1974), Schassberger (1978), Whittle (1985) and Taylor 
(1989). Our criteria give conditions for product form when the generally distributed 
lifetime is selected from sets of the form @,,( 1, y,) in terms of the marginal stationary 
distribution derived when a particular distribution of QCV,( 1, y,) is used. The results 
are particularly easy to use if @,,(l, y,) contains an exponential distribution. In 
Example 4.1 our criteria were satisfied for different sets @,,,( 1, -y,) in the same GSMP. 
It would be interesting to investigate when this occurs, i.e., when does the existence 
of a stationary density of the form (3.10) for one set @,,,( 1, y,) imply the existence 
of a similar stationary density for other sets @,,(l, y,). 
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