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Pra´ca sa venuje meto´dam pre globa´lnu optimaliza´ciu. Teoreticky oboznamuje s pojmom
optimaliza´cia, jej ciel’om a popisuje zvolene´ optimalizacˇne´ meto´dy, navrhuje spoˆsob ich
realiza´cie s ohl’adom na kompatibilitu so simulacˇnou knizˇnicou SIMLIB/C++. Popisuje ich
implementa´ciu v jazyku C++, demosˇtruje ich funkcˇnost’ na rozdielne obtiazˇny´ch testovac´ıch
proble´moch a zhodnocuje ich u´spesˇnost’.
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Abstract
Bachelor’s thesis is concerned with methods for global optimization. It deals with concept
of optimization theoretically, and describes its goals and chosen optimization methods, sug-
gests process of their implementation with regard to compatibility with simulation library
SIMLIB/C++. It describes their implementation in C++ language and demostrates their
functionality on different test problems and evaluates their rate of success.
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Techniky operacˇnej analy´zy su´ kazˇdodenne vyuzˇ´ıvane´ na z´ıskanie cˇo najviac efekt´ıvny´ch
riesˇen´ı proble´mov ako cˇasove´ pla´novanie, aloka´cia zdrojov, priemyselne´ pla´novanie, maxi-
maliza´cia zisku a mnohy´ch iny´ch. Za ty´mto u´cˇelom su´ vyuzˇ´ıvane´ roˆzne optimalizacˇne´ me-
to´dy, ktore´ su´ cˇasto insˇpirovane´ nahliadnut´ım do u´plne iny´ch oborov alebo procesmi bezˇne
pozorovatel’ny´mi v pr´ırode. Pr´ıkladmi moˆzˇu byt’ vel’mi popula´rne optimalizacˇne´ meto´dy
ako simulovane´ zˇ´ıhanie so za´kladom v metalurgii alebo geneticky´ algoritmus insˇpirovany´
procesom evolu´cie.
Ciel’om pra´ce je navrhnutie rozsˇ´ırenia optimalizacˇnej cˇasti simulacˇnej knizˇnice SIM-
LIB/C++ o optimalizacˇne´ meto´dy simulovane´ho zˇ´ıhania, Nelder-Meadovej meto´dy a gra-
dientnej meto´dy. Pre tieto meto´dy je podrebne´ navrhnu´t’ hierarchiu tried s vyuzˇit´ım vhod-
ny´ch na´vrhovy´ch vzorov. Vy´sledne´ riesˇenie je nutne´ otestovat’ na vybrany´ch testovac´ıch
pr´ıkladoch.
Nasleduju´ca kapitola je venovana´ u´vodu do problematiky. Zoznamuje so za´kladny´mi
pojmami ako operacˇna´ analy´za a optimaliza´cia. Zaobera´ sa rozborom zvoleny´ch optimali-
zacˇny´ch meto´d pre neobma¨dzenu´ optimaliza´ciu. Dˇalej sa zameriava na obma¨dzene´ optima-
lizacˇne´ proble´my a ich riesˇenie prostredn´ıctvom penalizacˇnej meto´dy. Venuje sa na´vrhovy´m
vzorom, ich vy´znamu a oboznamuje so za´kladny´mi na´vrhovy´mi vzormi, ktore´ su´ zaradene´
do pr´ıslusˇny´ch katego´ri´ı. V za´vere kapitoly je strucˇne predstavena´ simulacˇna´ knizˇnica SIM-
LIB/C++. Kapitola 3 sa venuje rozboru proble´mu, na za´klade ktore´ho je vybrany´ vhodny´
na´vrhovy´ vzor, pomocou ktore´ho je navrhnuta´ hierarchia tried reprezentuju´cich jednotlive´
meto´dy. Kapitola 4 predstavuje rozhrania tried pre jednotlive´ meto´dy, popisuje spoˆsob im-
plementa´cie samostatny´ch meto´d, pricˇom priestor je venovany´ najma¨ cˇastiam l´ıˇsiacim sa od
sˇtandardnej implementa´cie a podproble´mom, ktore´ je potrebne´ prispoˆsobit’ ciel’u vyuzˇitia
meto´d. Dˇalej popisuje riadiace parametre jednotlivy´ch optimalizacˇny´ch meto´d. Kapito-
la 5 je venovana´ testovac´ım u´loha´m, na ktory´ch boli implementovane´ meto´dy otestovane´,
graficky zobrazuje vy´sledky testov a rozobera´ dosiahnute´ vy´sledky. Za´verecˇna´ kapitola sa
na´sledne venuje zhrnutiu celej pra´ce ako celku. Rozobera´ dosiahnute´ vy´sledky a prezentuje




Ciel’om tejto kapitoly je obozna´menie s pojmami operacˇna´ analy´za, obma¨dzena´ a neob-
ma¨dzena´ optimaliza´cia. Dˇalej sa zameriava na popis zvoleny´ch optimalizacˇny´ch meto´d pre
jednotlive´ typy optimaliza´cie a ich za´kladne´ princ´ıpy. Venuje sa u´vodu do na´vrhovy´ch
vzorov, ich vy´znamu a kategoriza´cie, pricˇom su´ tu predstavene´ a zaradene´ za´kladne´ naj-
cˇastejˇsie pouzˇ´ıvane´ na´vrhove´ vzory. V za´vere je strucˇne predstavena´ simulacˇna´ knizˇnica
SIMLIB/C++.
2.1 Operacˇna´ analy´za
Operacˇna´ analy´za [3] je veda zaoberaju´ca sa spoˆsobom formulovania matematicky´ch mo-
delov komplexny´ch inzˇiniersky´ch proble´mov a spoˆsobom ich analyzovania s ciel’om z´ıskania
na´hl’adu na ich mozˇne´ riesˇenia. Tieto proble´my su´ va¨cˇsˇinou spojene´ s optimalizovan´ım
maxima (zisk, vyuzˇitie prostriedkov) alebo minima (na´klady, znizˇovanie rizika). Za´merom
vyuzˇ´ıvania operacˇnej analy´zy je z´ıskanie najlepsˇieho mozˇne´ho riesˇenia matematicky, pricˇom











Obra´zok 2.1: Proces operacˇnej analy´zy
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2.2 Optimaliza´cia
Optimaliza´cia [3] je veda zaoberaju´ca sa sˇtu´diom proble´mov, v ktory´ch je snaha o na´jdenie
maxima´lnej alebo minima´lnej hodnoty urcˇitej rea´lnej funkcie.
min, max f(x1, . . . , xn)





0 i = 0, . . . , n
Optimalizacˇny´ proble´m sa teda typicky sklada´ z troch cˇast´ı:
• Objekt´ıvna funkcia f(x1, . . . , xn), ktoru´ sa snazˇ´ıme minimalizovat’ alebo maxima-
lizovat’. Takmer vsˇetky optimalizacˇne´ proble´my maju´ iba jednu objekt´ıvnu funkciu.
Menej cˇasty´mi pr´ıpadmi su´ proble´my bez objekt´ıvnej funkcie, ktore´ sa nazy´vaju´ re-
alizovatel’ne´ proble´my (ciel’om je iba na´jdeme hodnoˆt premenny´ch, ktore´ sp´lnˇaju´ ob-
ma¨dzuju´ce podmienky), alebo proble´my s viacery´mi objekt´ıvnymi funkciami (ktore´
sa vsˇak daju´ preformulovat’ pomocou va´zˇenej kombina´cie jednotlivy´ch objekt´ıvnych
funkci´ı alebo nahraden´ım niektory´ch z nich obma¨dzuju´cimi podmienkami).
• Su´bor rozhodovac´ıch premenny´ch x1, . . . , xn, na ktory´ch je za´visla´ hodnota ob-
jekt´ıvnej funkcie.
• Su´bor obma¨dzuju´cich podmienok gi, i = 0 . . . n, ktore´ vsˇak nie su´ nevyhnutnou
su´cˇast’ou optimalizacˇne´ho proble´mu. Na za´klade pr´ıtomnosti alebo nepr´ıtomnosti ob-
ma¨dzuju´cich pomienok sa optimalizacˇne´ proble´my delia na dve skupiny (obma¨dzene´
a neobma¨dzene´). Tieto podmienky definuju´ ake´ hodnoty moˆzˇu premenne´ objekt´ıv-
nej funkcie nadobu´dat’. Ak vy´ber hodnoˆt rozhodovac´ıch premenny´ch splnˇuje vsˇetky
obma¨dzuju´ce podmienky hovor´ı sa o takzvanom realizovatel’nom riesˇen´ı. Optima´lne
riesˇenie je na´sledne realizovatel’ny´m riesˇen´ım, pre ktore´ je hodnota objekt´ıvnej funkcie
asponˇ tak dobra´ ako l’ubovol’ne´ho ine´ho realizovatel’ne´ho riesˇenia.
2.3 Meto´dy pre neobma¨dzenu´ optimaliza´ciu
Postupne budu´ predstavene´ meto´da simulovane´ho zˇ´ıhania, Nelder-Meadova meto´da, gra-
dientna´ meto´da a geneticky´ algoritmus. Bude venovany´ priestor ich za´kladny´m princ´ıpom,
budu´ rozobrane´ podproble´my jednotlivy´ch meto´d, strucˇne pop´ısane´ ich algoritmy a mate-
maticke´ vy´pocˇty su´visiace s nimi.
2.3.1 Simulovane´ zˇ´ıhanie
Meto´da simulovane´ho zˇ´ıhania [3] patr´ı medzi stochasticke´ optimalizacˇne´ algoritmy, ktore´
maju´ za´klad vo fyzike. Je zalozˇena´ na simula´cii procesu ohrievania a na´sledne´ho kontrolova-
ne´ho ochladzovania kovu. Ato´my kovu sa zohriat´ım dostanu´ z poˆvodne´ho stavu (loka´lneho
minima vnu´tornej energie). Postupny´m ochladzovan´ım sa ato´my usadzuju´ do cˇo najlepsˇej
polohy s cˇo najnizˇsˇou energiou. Vy´sledkom tohoto procesu je dosiahnutie lepsˇej sˇtruktu´ry
a vlastnost´ı kovu.
Na zacˇiatku je na´hodne vybrane´ urcˇite´ pocˇiatocˇne´ riesˇenie. V kazˇdom d’alˇsom kro-
ku simulovane´ho zˇ´ıhania je snaha o nahradenie aktua´lneho riesˇenia na´hodny´m susedny´m
riesˇen´ım. Okrem akceptovania lepsˇ´ıch riesˇen´ı meto´da simulovane´ho zˇ´ıhania umozˇnˇuje aj
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akceptovanie horsˇieho riesˇenia s urcˇitou pradepodobnost’ou za´visiacou od aktua´lnej teploty
(s postupne klesaju´cou teplotou sˇanca na akceptovanie horsˇieho riesˇenia klesa´). Akcepta´cia
horsˇ´ıch riesˇen´ı umozˇnˇuje algortimu uniknutie z loka´lneho minima.
Chladiaci rozvrh
Jeho u´lohou je znizˇovnie teploty algortimu. Existuje mnoho spoˆsobov jeho realiza´cie pricˇom
najviac pouzˇ´ıvany´ je exponencia´lny chladiaci rozvrh:
Tk+1 = αTk
kde 0 < α < 1 je chladiaca miera (odporu´cˇane´ hodnoty su´ 0.8 azˇ 0.9). Vo vsˇeobecnosti
pomale´ chladiace rozvrhy maju´ va¨cˇsˇiu sˇancu na na´jdenie globa´lneho optima, ale cenou za to
je omnoho va¨cˇsˇia cˇasova´ na´rocˇnost’ algoritmu. Dˇalˇs´ımi parametrami, ktore´ riadia chladiaci
rozvrh, su´ pocˇiatocˇna´ teplota Tmax a minima´lna teplota Tmin.
Generovanie susedne´ho stavu
Hra´ obrovsku´ u´lohu vzhl’adom na celkovy´ vy´kon algoritmu. Vel’kost’ mnozˇiny, z ktorej je
novy´ stav generovany´, by mala byt’ dostatocˇne vel’ka´ nato, aby umozˇnila ry´chly pohyb k
lepsˇ´ım stavom a su´cˇasne by nemala byt’ pr´ıliˇs vel’ka´ nato, aby zapr´ıcˇinila na´hodny´ pohyb
v prehl’ada´vanom priestore. Bezˇne pouzˇ´ıvanou technikou je generovanie riadene´ teplotou,
cˇo znamena´, zˇe vel’kost’ mnozˇiny novy´ch stavov sa s klesaju´cou teplotou zmensˇuje.
Akcepta´cia nove´ho riesˇenia
Vycha´dza z jednoduche´ho algoritmu Metropolis, ktory´ moˆzˇe byt’ vyuzˇity´ na efekt´ıvne si-
mulovanie skupiny ato´mov vo vyva´zˇenom stave pri danej teplote. V kazˇdom kroku tohto
algoritmu je kazˇde´mu ato´mu dane´ male´ na´hodne´ posunutie a je vypocˇ´ıtana´ vy´sledna´ zmena
v energii ∆E. Ak ∆E ≤ 0, posunutie je akceptovane´ a konfigura´cia je pouzˇita´ ako pocˇiatocˇ-
ny´ stav pre nasleduju´ci krok algoritmu. Pr´ıpad ∆E > 0 je riesˇeny´ pravdepodobnostne, cˇizˇe
pravdepodobnost’, zˇe konfigura´cia bude prijata´ je P (∆E)e−∆E/kBT . Na´hodne´ uniformne
distribuovane´ cˇ´ıslo v intervale (0, 1) je porovnane´ s P (∆E). Ak je na´hodne´ cˇ´ıslo mensˇie,
nova´ konfigura´cia je akceptovana´, v druhom pr´ıpade je pouzˇita´ origina´lna konfigura´cia ako
pocˇiatocˇna´ pre nasleduju´ci krok. Opakovan´ım tohoto jednoduche´ho kroku je simulovany´
tepelny´ pohyb ato´mov pri teplote T . Pouzˇit´ım objekt´ıvnej funkcie na mieste energie a re-
prezentovan´ım konfigura´cie su´borom parametrov xi, je mozˇne´ generovat’ postupnost’ riesˇen´ı
optimalizacˇne´ho proble´mu pri urcˇitej teplote [8].
Algoritmus simulovane´ho zˇ´ıhania
1. Inicializa´cia. Vol’ba l’ubolne´ho pocˇiatocˇne´ho riesˇenia x0 a nastavanie teploty na
pocˇiatocˇnu´ hodnotu T > 0.
2. Markovov ret’azec o d´lzˇke N .
(a) Generovanie nove´ho stavu zo stavu aktua´lneho a aktua´lnej teploty.
(b) Akcepta´cia nove´ho stavu. V pr´ıpade ak vylepsˇuje stav predcha´dzaju´ci, inak
s pravdepodobnost’ou ef(xt)−f(xt+1)/T
3. Zn´ızˇenie teploty podl’a dane´ho chladiaceho rozvrhu.
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4. Ukoncˇovacie podmienky. Ak teplota dosiahla najnizˇsˇiu mozˇnu´ hodnotu, alebo
aktua´lne riesˇenie je dostatocˇne presne´.
2.3.2 Meto´da Nelder-Mead
Je algoritmom pre riesˇenie nelinea´rnych optimalizacˇny´ch proble´mov v mnohorozmernom
priestore, prvy´kra´t publikovana´ v roku 1965 J. A. Nelderom a R. Meadom. Meto´da pre
svoju cˇinnost’ vyuzˇ´ıva len porovna´vanie hodnoˆt objekt´ıvnej funkcie a nevyzˇaduje zˇiadne
informa´cie o deriva´ciach.
Pri optimaliza´cii proble´mu s n riadiacimi premenny´mi si Nelder-Meadova meto´da [3, 1]
uchova´va su´bor o vel’kosti n + 1 odliˇsny´ch riesˇen´ı y1 . . . yn+1, pricˇom riesˇenie y1 obsahuje
najlepsˇiu hodnotu objekt´ıvnej funkcie, y2 druhu´ najlepsˇiu a tak d’alej. S kazˇdou itera´ci-
ou je snaha o nahradenie najhorsˇieho riesˇenia yn+1 lepsˇ´ım. Kriticky´m bodom akejkol’vek
optimalizacˇnej meto´dy nevyuzˇ´ıvaju´cej deriva´cie je spoˆsob z´ıskania smeru hl’adania lepsˇieho
riesˇenia bez pomoci parcia´lnych deriva´ci´ı. Meto´da Nelder-Mead tento proble´m riesˇi spoˆso-
bom vzdial’ovania sa aktua´lne najhorsˇiemu riesˇeniu smerom k ostatny´m. Meto´da je riadena´
sˇtyrmi parametrami: α pre reflexiu, β pre kontrakciu, γ pre expanziu a δ pre pribl´ızˇenie.
Tieto parametre by mali vyhovovat’ nasleduju´cim podmienkam:
α > 0, 0 < β < 1, γ > 1, γ > α, 0 < δ < 1
Algoritmus meto´dy Nelder-Mead
1. Inicializa´cia. Na´hodny´ vy´ber n + 1 roˆznych riesˇen´ı {y1, . . . , y(n+1)}, vyhodnotenie
{f(y1), . . . , f(y(n+1))}, inicializa´cia indexu itera´ci´ı t← 0.
2. Centroid. Zoradenie su´boru riesˇen´ı yi do nezlepsˇuju´ceho sa radu s ohl’adom na








• Ak su´ vsˇetky hodnoty objekt´ıvnej funkcie pre riesˇenia {f(y1), . . . , f(y(n))} do-
statocˇne bl´ızko k objekt´ıvnej hodnote centroidu f(c).
• Ak su´ vsˇetky body {y1, . . . , yn} dostatocˇne bl´ızko u seba.
• Ak pocˇet itera´cii dosiahol maxima´lnu mozˇnu´ hranicu.
4. Smer pohybu. Vy´pocˇet smeru pohybu od bodu s najhorsˇ´ım ohodnoten´ım s vyuzˇit´ım
centroidu:
∆x← c− yn+1
5. Reflexia (obra´zok 2.2). Vy´pocˇet reflexne´ho bodu:
xr = c+ α∆x
Ak f(xr) ≤ f(x1) algoritmus prejde na krok 6 (Expanzia). Ak f(xr) ≥ f(xn) nasledu-
je krok 7 (Kontrakcia). V ostatny´ch pr´ıpadoch je reflexny´ bod akceptovany´ yn+1 = xr










Obra´zok 2.2: Reflexia. Reflexny´ bod xr, centroid c, najhorsˇie ohodnoteny´ bod xw, dva
najlepsˇie ohodnotene´ body x1, x2
6. Expanzia (obra´zok 2.3). Vy´pocˇet expanzne´ho bodu:










Obra´zok 2.3: Expanzia. Expanzny´ bod xe, centroid c, najhorsˇie ohodnoteny´ bod xw, dva
najlepsˇie ohodnotene´ body x1, x2
V pr´ıpade, zˇe f(xe) ≤ f(xr), je akceptovany´ expanzny´ bod xe, inak je akceptovany´
reflexny´ bod xr.
7. Kontrakcia (obra´zok 2.4). Vy´pocˇet kontrakcˇne´ho bodu s vyuzˇit´ım jednej z nasle-
duju´cich mozˇnost´ı:
• Ak f(xr) ≤ f(yn+1), xc = c+ β∆x
• Ak f(xr) ≥ f(yn+1), xc = c− β∆x
Ak niektora´ z ty´chto mozˇnost´ı je lepsˇia ako aktua´lna najhorsˇia, je akceptovana´ a
prejde sa na nasleduju´cu itera´ciu.
8. Pribl´ızˇenie (obra´zok 2.5). Posun aktua´lnych riesˇen´ı smerom k aktua´lne najlepsˇie-
mu y1:







Obra´zok 2.4: Kontrakcia. Vonkajˇs´ı kontrakcˇny´ bod xk1, vnu´torny´ kontrakcˇny´ bod xk2,










Obra´zok 2.5: Pribl´ızˇenie. Najhorsˇie ohodnoteny´ bod xw, dva najlepsˇie ohodnotene´ body
x1, x2 a x′2, x′3 su´ pribl´ızˇene´ body x2, xw
2.3.3 Gradientna´ meto´da
Gradientna´ meto´da [3] je optimalizacˇnou meto´dou, ktorej princ´ıp spocˇ´ıva v odvoden´ı sme-
ru prehl’ada´vania z gradientu v aktua´lnom bode. Hoci sa gradientna´ meto´da rad´ı medzi
priame´, nie je pre va¨cˇsˇinu pr´ıkladov vel’mi efekt´ıvna. Meto´da poskytuje dostatocˇne dob-
ry´ pocˇiatocˇny´ progres, avsˇak s priblizˇovan´ım sa k staciona´rnemu bodu sa meto´da sta´va
pomalou a neposkytuje idea´lne vy´sledky pre va¨cˇsˇinu nelinea´rnych proble´mov.
Algoritmus gradientnej meto´dy
1. Inicializa´cia. Vol’ba l’ubovol’ne´ho pocˇiatocˇne´ho riesˇenia x0, nastavenie presnosti ,
inicializa´cia indexu itera´ci´ı t← 0.







• Ak normovany´ gradient ‖ ∆f(xt) ‖< 
• Ak bol dosiahnuty´ maxima´lny mozˇny´ pocˇet itera´ci´ı riesˇenia t = tmax.
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4. Vy´pocˇet λt+1 pomocou jednosmerne´ho linea´rneho prehl’ada´vania:
minf(xt + λ∆xt+1)
5. Novy´ bod xt+1 a prechod na novu´ itera´ciu (krok 2) t← t+ 1.
xt+1 = xt + λ∆xt+1
2.3.4 Geneticky´ Algoritmus
Geneticky´ algoritmus [5] je technika vyuzˇ´ıvana´ na hl’adanie riesˇen´ı optimalizacˇny´ch prob-
le´mov, insˇpirovana´ evolucˇnou biolo´giou. Geneticky´ algoritmus je zalozˇeny´ na uchova´van´ı
popula´cie mozˇny´ch riesˇen´ı, ktora´ je postupne iterat´ıvne podrobovana´ geneticky´m opera´ciam
selekcie, kr´ızˇenia a muta´cie s ciel’om vytvorenia novej genera´cie popula´cie s lepsˇ´ımi vlastnos-
t’ami (kond´ıciou) pre nasleduju´cu itera´ciu. Cˇlenovia s lepsˇou kond´ıciou maju´ va¨cˇsˇiu sˇancu
na prezˇitie ako cˇlenovia s mensˇou. Geneticky´ algortimus je metastrate´giou, pricˇom riesˇenie
jednotlivy´ch podproble´mov algoritmu je otvorene´ a potrebne´ ho prispoˆsobit’ konkre´tmenu
proble´mu pre dosiahnutie optima´lnych vy´sledkov.
Selekcia
Je vy´ber cˇasti popula´cie pre vytvorenie novej genera´cie. Pravdepodobnost’ vy´beru urcˇite´ho
jednotlivca je za´visla´ od jeho kond´ıcie. Existuje mnozˇstvo roˆznych meto´d pre realiza´ciu
selekcie. Jednou z najbezˇnejˇsie pouzˇ´ıvany´ch je takzvana´ ruletova´ meto´da:
pi = fiti/fitpop
Kr´ızˇenie
Je kombina´ciou pa´ru rodicˇovsky´ch riesˇen´ı s ciel’om vytvorenia pa´ru potomkov. Nasleduju´ci
pr´ıklad demonsˇtruje kr´ızˇenie dvoch rodicˇov, reprezentovany´ch bina´rnymi vektormi, pomo-
cou ich rozdelenia na rovnakom mieste a na´sledny´m spojen´ım prvej cˇasti vektoru jedne´ho
rodicˇa s druhou cˇast’ou druhe´ho a naopak.
parent1 = (1, 0, 0, 0, | 1, 1, 0, 1)
parent2 = (1, 1, 0, 1, | 0, 0, 0, 1)
child1 = (1, 0, 0, 0, | 0, 0, 0, 1)
child2 = (1, 1, 0, 1, | 1, 1, 0, 1)
Muta´cia
Geneticka´ opera´cia uskutocˇnuju´ca cˇiastocˇnu zmenu na urcˇitom riesˇen´ı. Nasta´va s urcˇitou
pravdepodobnost’ou (definovanou pri implementa´cii algoritmu).
(1, 0, 0, 0, 1, 1, 0, 1)
(1, 1, 0, 0, 1, 1, 0, 1)
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Postup jednoduche´ho geneticke´ho algoritmu
1. Sˇtart. Generovanie na´hodnej popula´cie o vel’kosti n chromozo´nov (vhodny´ch riesˇen´ı
pre proble´m).
2. Kond´ıcia. Vyhodnotenie kond´ıcie f(x) kazˇde´ho chromozo´nu x popula´cie.
3. Nova´ popula´cia. Vytvorenie novej polpula´cie opakovan´ım nasleduju´cich krokov,
pokial’ nie je nova´ popula´cia kompletna´.
(a) Selekcia. Vy´ber dvoch rodicˇovsky´ch chromozo´nov z popula´cie podl’a ich kond´ı-
cie (lepsˇia kond´ıcia znamena´ vysˇsˇiu pravdepodobnost’ vy´beru).
(b) Kr´ızˇenie. S pravdepodobnost’ou kr´ızˇenia je vykonane´ kr´ızˇenie rodicˇov s ciel’om
sformovania potomstva. Ak nebolo kr´ızˇenie, vykonane´ potomkovia su´ presne´
ko´pie rodicˇov.
(c) Muta´cia. Vykonanie muta´cie na potomstve s pravdepodobnost’ou muta´cie.
(d) Akcepta´cia. Prijatie nove´ho potomstva do popula´cie.
4. Nahradenie. Pouzˇitie novovygenerovanej popula´cie pre d’al’ˇs´ı chod algoritmu.
5. Ukoncˇuju´ce podmienky. Ak su´ ukoncˇuju´ce podmienky splnene´, je chod algoritmu
ukoncˇeny´ a vy´sledkom je najlepsˇie riesˇenie v aktua´lnej popula´cii.
6. Nova´ itera´cia. Prechod na novu´ itera´ciu (krok 2).
2.4 Obma¨dzena´ optimaliza´cia
Sa zaobera´ optimalizacˇny´mi proble´mami, kde okrem su´boru rozhodovac´ıch premenny´ch a
objekt´ıvnej funkcie do hry vstupuje aj su´bor obma¨dzuju´cich podmienok. Ciel’om takejto
optimaliza´cie nie je iba na´jdenie takej konfigura´cie parametrov, pre ktore´ objekt´ıvna funkcia
dosahuje optima´lnej hodnoty, ale je nutne´ aj splnenie obma¨dzuju´cich podmienok. Existuje
viacero meto´d pre riesˇenie tohoto typu optimaliza´cie, napr´ıklad meto´da Lagrangeovy´ch
na´sobitel’ov, penalizacˇne´ meto´dy, barie´rove´ meto´dy.
2.4.1 Penalizacˇna´ meto´da
Penalizacˇna´ meto´da [3] je algoritmom urcˇeny´m na riesˇenie obma¨dzeny´ch optimalizacˇny´ch
proble´mov. Je zalozˇena´ na transforma´cii obma¨dzuju´cich podmienok na se´riu neobma¨dze-
ny´ch optimalizacˇny´ch proble´mov, ktory´ch postupne´ riesˇenie konverguje ku globa´lnemu opti-
mu. Takto predefinovany´ optimalizazˇny´ proble´m je mozˇne´ riesˇit’ optimalizacˇny´mi meto´da-
mi spomı´namy´mi v predcha´dzaju´cej sekcii. Meto´da potrebuje pre svoju cˇinnost’ vytvorenie
takzvanej penalizacˇnej funkcie, ktorej hodnota je za´visla´ na splnen´ı obma¨dzuju´cich pod-
mienok. Ak su´ vsˇetky splnene´ jej hodnota je nulova´, avsˇak s mierou nesplnenia ty´chto
podmienok jej hodnota narasta´. Hodnota penalizacˇnej funkcie je na´sobena´ penalizacˇny´m
na´sobitel’om a na´sledne pripocˇ´ıtana´ k objekt´ıvnej funkcii. Tento su´cˇet sa sta´va objekt´ıvnou
funkciou pre se´riu optimaliza´ci´ı bez obma¨dzuju´cich podmienok, pricˇom hodnota penalizacˇ-
ne´ho na´sobitel’a za´cˇ´ına na relat´ıvne malej hodnote a postupne sa zvysˇuje. V doˆsledku ta-
ke´hoto postupu je vplyv penalizacˇnej funkcie na celkovu´ objekt´ıvnu funkciu v pocˇiatocˇny´ch
itera´ciach maly´, cˇ´ım je umozˇnene´ na´jdenie optima, ktore´ vsˇak nemus´ı sp´lnˇat’ obma¨dzuju´ce
podmienky. V d’al’ˇsich itera´ciach sa vplyv penalizacˇnej funkcie zvysˇuje, cˇo ma´ za na´sledok
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posun riesˇenia v smere k splneniu obma¨dzuju´cich podmienok. Toto je dosiahnute´ po urcˇi-
tom mnozˇstve itera´ci´ı pri dostatocˇne vel’kej hodnote penalizacˇne´ho na´sobitel’a, samozrejme
len v pr´ıpade ak je voˆbec mozˇne´ splnenie obma¨dzuju´cich podmienok.
Matematicky´ popis penalizacˇnej meto´dy




kde + pre minimaliza´ciu, − pre maximaliza´ciu, penalizacˇny´ na´sobitel’ µ > 0 a pi su´ funkcie
zodpovedaju´ce jednotlivy´m obma¨dzuju´cim podmienkam, pricˇom ak je podmienka splnena´
pi(x) = 0, inak pi(x) > 0.
Tvorba penalizacˇnej funkcie
Pre gi(x) ≤ bi max{0, gi(x)− bi}, max2{0, gi(x)− bi}
Pre gi(x) ≥ bi max{0, bi − gi(x)}, max2{0, bi − gi(x)}
Pre gi(x) = bi |bi − gi(x)|, |bi − gi(x)|2
2.5 Na´vrhove´ vzory
Na´vrhove´ vzory [2] pomenu´vaju´, abstrahuju´ a identifikuju´ kl’u´cˇove´ sˇpecifika´ vsˇeobecny´ch
na´vrhovy´ch sˇtruktu´r s ciel’om vytvorenia znovupouzˇitel’ne´ho objektovo-orientovane´ho na´-
vrhu. Na´vrhovy´ vzor identifikuje zu´cˇastnene´ triedy, insˇtancie a ich u´lohy, spolupra´cu a
rozdelenie zodpovednost´ı.
Vo vsˇeobecnosti je na´vrhovy´ vzor tvoreny´ sˇtyrmi za´kladny´mi elementami:
• Na´zov vzoru, ktory´ umozˇnˇuje zvla´dnutie popisu na´vrhove´ho proble´mu, jeho riesˇen´ı a
na´sledkov jedny´m alebo dvoma slovami.
• Proble´mom popisovane´ situa´cie, v ktory´ch je vhodne´ pouzˇitie dane´ho na´vrhove´ho
vzoru.
• Riesˇenie popisuju´ce elementy, ktore´ vytva´raju´ na´vrh, ich vzt’ahy, zodpovednosti a
spolupra´cu. Riesˇenie nepopisuje konkre´tny na´vrh alebo implementa´ciu, pretozˇe na´-
vrhovy´ vzor je niecˇo ako sˇablo´na, ktora´ moˆzˇe byt’ pouzˇita´ v mnohy´ch roˆznych situ-
a´cia´ch. Miesto toho na´vrhovy´ vzor poskytuje abstraktny´ popis na´vrhove´ho proble´mu
a ako ho vsˇeobecne pripravene´ triedy a objekty riesˇia.
• Na´sledky, ktore´ su´ vy´sledkom vy´hod a nevy´hod aplika´cie urcˇite´ho na´vrhove´ho vzoru,
hraju´ doˆlezˇitu´ u´lohu pri porovna´van´ı alternat´ıvnych na´vrhov.
Na´vrhove´ vzory su´ klasifikovane´ podl’a dvoch krite´ri´ı [2]. Prvy´ je u´cˇel na´vrhove´ho vzoru,
vyjadruju´ci cˇinnost’, ktoru´ vzor vykona´va. Na za´klade tohoto triedenia moˆzˇu mat’ na´vrhove´
vzory vytva´rac´ı, sˇtruktura´lny alebo behaviora´lny u´cˇel. Druhy´m krite´riom delenia je priestor
aplika´cie na´vrhove´ho vzoru, ktory´ sˇpecifikuje jeho zameranie bud’ na triedy alebo objekty.
Triedne na´vrhove´ vzory riesˇia staticke´ vzt’ahy, vytva´rane´ dedicˇnost’ou, medzi triedami a
ich podtriedami. Objektove´ na´vrhove´ vzory su´ zamerane´ na vzt’ahy medzi objektami, ktore´




Venuju´ sa procesu vytva´rania objektu. Cˇast’ tohoto procesu presu´vaju´ na triedu alebo ob-
jekt v za´vislosti na tom cˇi su´ tieto na´vrhove´ vzory triedne (Factory Method) alebo objektove´
(Abstract Factory, Builder, Prototype, Singleton).
Sˇtruktura´lne na´vrhove´ vzory
Triedne sˇtruktua´lne vzory vyuzˇ´ıvaju´ dedicˇnost’ na tvorenie odvodeny´ch tried (Adapter),
zatial’ cˇo objektove´ popisuju´ spoˆsoby zostavenia objektov (Adapter, Bridge, Composite,
Decorator, Facade, Proxy).
Behaviora´lne na´vrhove´ vzory
Triedne behaviora´lne vzory vyuzˇ´ıvaju´ dedicˇnost’ na popis algoritmov a kontroly ich toku
(Interpreter, Template Method). Objektove´ na´sledne definuju´ spolupra´cu skupiny objektov
a realiza´ciu u´lohy, ktoru´ zˇiadny samostany´ objekt nedoka´zˇe vykonat’ (Chain of Responsibili-
ty, Command, Iterator, Mediator, Memento, Flyweight, Observer, State, Strategy, Visitor).
Na´vrhovy´ vzor Template method
U´myslom tohoto na´vrhove´ho vzoru, patriaceho do skupiny behaviora´lnych na´vrhovy´ch vzo-
rov, je vytvorenie triedy reprezentuju´cej kostru urcˇite´ho algoritmu, ktora´ bude dereferovat’
niektore´ kroky algoritmu podtriedam. Na´vrhovy´ vzor Template pattern [2] umozˇnˇuje rede-













Obra´zok 2.6: Diagram na´vrhove´ho vzoru Template method. Trieda AbstractClass definu-
je meto´du TemplateMethod tvoriacu kostru algoritmu a abstraktne´ primit´ıvne opera´cie,
implementovane´ v podtriedach ConcreteClass.
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Pr´ıpady pouzˇitia na´vrhove´ho vzoru Template method :
• Implementa´cia sta´lej cˇasti algortimu raz a implementa´ciu cˇast´ı, ktore´ sa moˆzˇu l´ıˇsit’,
prenechat’ na podtriedy.
• Implementa´cie spolocˇne´ho spra´vania podtried do jednej spolocˇnej triedy s ciel’om
zama¨dzenia duplika´cie zdrojove´ho ko´du.
• Obma¨dzenie vytva´rania podtried len na urcˇite´ pr´ıpady.
2.6 SIMLIB/C++
SIMLIB/C++ [7] je simulacˇnou knizˇnicou pre jazyk C++, vyv´ıjana´ na Fakulte Informacˇ-
n´ıch technolo´gi´ı, Vysoke´ho Ucˇen´ı Technicke´ho v Brne od roku 1991. Zdrojove´ ko´dy su´ lin-
cencovane´ pod GNU LGPL. Knizˇnica umozˇnˇuje vytva´ranie simulacˇny´ch modelov priamo v
jazyku C++ s vyuzˇit´ım predefinovany´ch simulacˇny´ch na´strojov poskytovany´ch knizˇnicou.
Umozˇnˇuje objektovo-orientovany´ popis modelov zalozˇeny´ch na simulacˇnej abstrakcii. Su´-






Ta´to kapitola popisuje objektovo orientovany´ na´vrh tried pre optimalizacˇne´ meto´dy simu-
lovane´ho zˇ´ıhania, meto´dy Nelder-Mead gradientnej meto´dy a geneticke´ho algoritmu. Na´vrh
vycha´dza z na´vrhove´ho vzoru Template method. Nasleduju´ce cˇasti kapitoly sa venuju´ roz-
boru proble´mu a jeho zvolene´mu riesˇeniu.
3.1 Rozbor proble´mu
Je potrebne´, aby triedy pre zvolene´ optimalizacˇne´ meto´dy sp´lnˇali tieto pozˇiadavky:
• Riesˇenie neobma¨dzene´ho optimalizacˇne´ho proble´mu, v kazˇdej triede realizovane´ pr´ı-
slusˇnou meto´dou.
• Riesˇenie obma¨dzene´ho optimalizacˇne´ho proble´mu penalizacˇnou meto´dou, pricˇom po-
du´lohou tejto meto´dy je aj neobma¨dzeny´ optimalizacˇny´ proble´m. Ta´to cˇast’ je pre
vsˇetky triedy zhodna´ s rozdielom riesˇenia spomı´nanej podu´lohy, ktora´ zodpoveda´ pr´ı-
slusˇny´m meto´dam.
S pozˇiadavkov je mozˇne´ usu´dit’, zˇe by bolo vhodne´ vytvorenie abstraktnej triedy realizuju´cej
vy´pocˇet penalizacˇnej meto´dy a podtried, z nej vycha´dzaju´cich, implementuju´cich samostat-
ne´ meto´dy pre neobma¨dzenu´ optimaliza´ciu. Taky´to postup zodpoveda´ na´vrhove´mu vzoru
Template method.
3.2 Navrhnuta´ hierarchia tried
Na za´klade na´vrhove´ho vzoru Template method je navrhnuta´ abstraktna´ trieda Abstract-
Method definuju´ca kostru pre jednotlive´ optimalizacˇne´ proble´my. Ta´to trieda implementuje
obma¨dzenu´ optimaliza´ciu s vyuzˇit´ım penalizacˇnej meto´dy. Navysˇe deklaruje rozhranie pre
neobma¨dzenu´ optimaliza´ciu, ktora´ je za´rovenˇ aj podu´lohou vyuzˇ´ıvanou algoritmom penali-














Obra´zok 3.1: Diagram navrhnutej hierarchie tried.
3.3 Triedy pre geneticky´ algoritmus
Ta´to cˇast’ textu sa venuje na´vrhu tried pre geneticky´ algoritmus, ktory´ nie je su´cˇast’ou
zadania pra´ce. Z doˆvodu vel’kej popularity tejto meto´dy vsˇak boli navrhnute´ jednoduche´
triedy, ktore´ by mohli tu´to meto´du realizovat’.
Trieda pre implementa´ciu geneticke´ho algoritmu sa vytvor´ı podobne ako u ostatny´ch
meto´d odvoden´ım od abstraktnej triedy AbstractMethod. U´lohou tejto triedy bude samotne´
riesˇenie optimalizacˇne´ho proble´mu a manipula´cia s riadiacimi parametrami meto´dy. Za´kla-
dom geneticke´ho algoritmu je urcˇita´ popula´cia, nad ktorou su´ aplikovane´ geneticke´ opera´-
cie s ciel’om dosiahnutia novej kvalitnejˇsiej genera´cie. Kazˇda´ popula´cia je tvorena´ urcˇity´m
pocˇtom jedincov. Z ty´chto faktov je mozˇne´ usu´dit’, zˇe pre implementa´ciu samotne´ho gene-
ticke´ho algoritmu by bolo vhodne´ navrhnutie d’al’ˇs´ıch dvoch tried, ktore´ by implementovali
popula´ciu, jednolivca popula´cie a opera´cie s nimi.
Trieda Individual
U´lohou triedy je reprezenta´cia jednotlivca popula´cie a geneticky´ch opera´ci´ı nad n´ım defi-
novany´ch. Pre tento u´cˇel je vyuzˇitel’na´ trieda ParameterVector (implementovana´ v SIM-
LIB/C++), ktora´ reprezentuje vektor riadiacich premenny´ch urcˇite´ho optimalizacˇne´ho prob-
le´mu. K tejto triede je potrebne´ doimplementovat’ cˇlenske´ funkcie realizuju´ce opera´cie
vyuzˇ´ıvane´ geneticky´m algoritmom a to:
• Na´hodna´ inicializa´cia jedinca.
• Vyhodnotenie kond´ıcie jedinca.
• Muta´cia.
Trieda Population







• Ohodnotenie kond´ıcie popula´cie.






Obra´zok 3.2: Diagram tried geneticke´ho algoritmu. Plna´ cˇiara zobrazuje dedicˇnost’, zatial’
cˇo prerusˇovana´ je pouzˇita´, ak je trieda pouzˇ´ıvana´ alebo obsiahnuta´ inou triedou. Popisok




Navrhnute´ riesˇenie bolo implementovane´ v jazyku C++ pod operacˇny´m syste´mom FreeBSD,
pricˇom zdrojovy´ ko´d je prenositel’ny´ aj na ine´ operacˇne´ syste´my. Deklara´cie tried pre jednot-
live´ meto´dy sa nacha´dzaju´ v hlavicˇkovom su´bore opt.h, konsˇtanty (pouzˇite´ ako implicitne´
hodnoty pre riadiace parametre meto´d) su´ definovane´ v su´bore consts.h. Implementa´cia
tried pre jednotlive´ meto´dy sa nacha´dza v moduloch absmet.cc, simann.cc, neldermead.cc
a gradient.cc.
Popis implementa´cie jednotlivy´ch meto´d je rozedeleny´ do sˇtyroch cˇast´ı. Prva´ popisuje
spoˆsob implementa´cie cˇast´ı algoritmu, ktore´ nie su´ pevne dane´, pr´ıpadne rozdiely v zvo-
lenej implementa´cii od sˇtandardne´ho spoˆsobu. Dˇalˇsie cˇasti postupne popisuju´ pseudoko´d
algoritmu, riadiace parametre meto´dy a verejne´ rozhrania implementovany´ch tried.
4.1 Simulovane´ zˇ´ıhanie
Meto´da je realizovana´ triedou SimAnn, ktora´ umozˇnˇuje riesˇenie neobma¨dzeny´ch optimali-
zacˇny´ch proble´mov, ako aj nastavenie vsˇetky´ch riadiacich parametrov. Meto´da je imple-
mentovana´ sˇtandardny´m spoˆsobom, cˇizˇe algoritmus je tvoreny´ dvoma cyklami. Vonkajˇs´ı ma´
na starosti znizˇovanie teploty, vnu´torny´ realizuje obdobu algoritmu Metropolis. Klu´cˇovy´mi
cˇast’ami algoritmu su´ chladiaci rozvrh a generovanie susedne´ho stavu pop´ısane´ nizˇsˇie.
Chladiaci rozvrh
Je realizovany´ exponencia´lne Tk+1 = αTk priva´tnou meto´dou tempDec(). Rozvrh je riadeny´
troma parametrami minT, maxT a decT, pricˇom pri pouzˇit´ı implicitne´ho konsˇtruktora
triedy su´ ich hodnoty nastavene´ na minT = 0.1, maxT = 50 a decT = 0.9.
Susedny´ stav
Generovany´ v za´vislosti na aktua´lnej teplote syste´mu:
xt+1 = xt + range(x) ∗ (Random()− 0.5) ∗ actT/maxT







while actT > minT
badCount = 0;
while badCount < maxBadCount // obdoba algoritmu Metropolis
new = newPoint(act); // generovanie susedne´ho bodu
new_fx = f(new);
if new_fx < act_fx // novy´ bod je lepsˇı´ ako aktua´lny
act = new;
act_fx = new_fx;
if new_fx < opt // nove´ optimum
p = new;
opt = new_fx;
else // akcepta´cia horsˇieho bodu
if exp((act_fx - new_fx)/actT) < Random()
act = new;
act_fx = new_fx;
else badCount = badCount + 1; // pocˇet neakceptovany´ch riesˇenı´
actT = actT * decT; // znı´zˇenie teploty
return opt;
Riadiace parametre meto´dy
minT - spodna´ hranica teploty, po jej dosiahnut´ı je algoritmus ukoncˇeny´.
maxT - pocˇiatocˇna´ teplota.
decT - koeficiet, ktory´m je teplota znizˇovana´ v jednotlivy´ch itera´cia´ch.
maxBadCount - maxima´lny pocˇet neakceptovany´ch riesˇen´ı v algoritme Metropolis.
Verejne´ Rozhranie triedy SimAnn
Konsˇtruktory triedy, umozˇnˇuju´ce nastavenie riadiacich parametrov meto´dy. K dispoz´ıcii je
aj implicitny´ konsˇtruktor:
SimAnn(double minT, double maxT, double decT, int maxIter);
SimAnn(double minT, double maxT, double decT, int maxIter,
int maxConIter, int minConIter, double penMul, double escFac);
Desˇtruktor:
~SimAnn();
Cˇlenska´ funkcia vykona´vaju´ca samotne´ riesˇenie neobma¨dzene´ho optimalizacˇne´ho proble´mu
meto´dou simulovane´ho zˇ´ıhania. Parametrami funkcie su´ vektor riadiacich premenny´ch a
ukazatel’ na objekt´ıvnu funkciu:
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double Solve(opt_function_t f, ParameterVector &p);
Cˇlenska´ funkcia umozˇnˇuju´ca nastavovanie riadiacich patametrov meto´dy:
void SetParams(double minT, double maxT, double decT, int maxIter);
4.2 Meto´da Nelder-Mead
Implementovana´ triedou NelderMead, spoˆsobom prezentovany´m v kapitole 2 s odl’ahcˇen´ım
ukoncˇovac´ıch podmienok. Tie su´ realizovane´ iba naplnen´ım maxima´lneho mozˇne´ho pocˇtu
itera´ci´ı algoritmu, alebo v pr´ıpade ak je rozdiel hodnoty objekt´ıvnej funkcie centroidu a
vrcholov simplexu mensˇ´ı ako pozˇadovana´ presnost’ (parameter meto´dy).
Pseudoko´d
double NelderMead(f, p)
D = p.size(); // pocˇet riadiacich premenny´ch
points[D + 1] = RandomInit(); // vrcholy simplexu
sortPoints(); // usporiadanie vrcholov podla f()
centroid = computeCentorid();




centroid = computeCentroid(); // vy´pocˇet centroidu
awf = centorid - points[D+1]; // vzdialenost’ od najhorsˇieho bodu
pointR = centroid + alpha * afw; // reflexny´ bod
if f(pointR) <= f(points[1])
pointE = centroid + gamma * afw; // expanzny´ bod





if f(pointR) < f(points[D])
if f(pointR) < f(points[D+1])
pointC = centroid + beta * afw; // kontrakcˇny´ bod
else
pointC = centroid + beta * afw;
if f(pointC >= points[D+1])
for i = 2 to D + 1 // posunutie smerom k najlepsˇiemu vrcholu









alpha - riadiaci parameter pre reflexiu.
beta - riadiaci parameter pre kontrakciu.
gamma - riadiaci parameter pre expanziu.
delta - riadiaci parameter pre pribl´ızˇenie.
eps - presnost’.
maxIter - maxima´lny pocˇet itera´ci´ı algoritmu.
Verejne´ rozhranie triedy NelderMead
Konsˇtruktory triedy, umozˇnˇuju´ce nastavenie riadiacich parametrov meto´dy. K dispoz´ıcii je
aj implicitny´ konsˇtruktor:
NelderMead(double eps, int maxIter, double alpha,
double beta, double gamma, double delta);
NelderMead(double eps, int maxIter, double alpha, double beta, double gamma,
double delta, int maxConIter, int minConIter, double penMul, double escFac);
Desˇtruktor:
~NelderMead();
Cˇlenska´ funkcia vykona´vaju´ca samotne´ riesˇenie neobma¨dzene´ho optimalizacˇne´ho proble´-
mu Nelder-Meadovou meto´dou. Parametrami funkcie su´ vektor riadiacich premenny´ch a
ukazatel’ na objekt´ıvnu funkciu:
double Solve(opt_function_t f, ParameterVector &p);
Cˇlenska´ funkcia umozˇnˇuju´ca nastavovanie riadiacich patametrov meto´dy:
void SetParams(double eps, int maxIter, double alpha,
double beta, double gamma, double delta);
4.3 Gradientna´ meto´da
Implementovana´ triedou Gradient. Hlavnou podu´lohou algoritmu je vy´pocˇet gradientu,
ktory´ je realizovany´ s vyuzˇit´ım dvoch bodov - aktua´lneho bodu a bodu vypocˇ´ıtany´m z po-
z´ıcie aktua´lneho bodu posunutej o vel’kost’ kroku aktua´lnej itera´cie. Vel’kost’ kroku je na
pocˇiatku dana´ jedny´m z parametrov meto´dy a v kazˇdej itera´cii je zmensˇovana´ (na´soben´ım
koeficientom za´visly´m od maxima´lneho pocˇtu itera´ci´ı). Takto z´ıskany´ gradient je normali-
zovany´ a na´sledne je vykonane´ linea´rne prehlada´vanie v smere gradientu. Vy´pocˇet meto´dy






for i = 1 to maxIter
oldOpt = opt;
act_p = p;
delta = p.Range() * stepSize / 10; // posunutie bodu
new_p = act_p + delta;
g = (f(new_p) - f(act_)) / delta; // vy´pocˇet gradientu
if f(new_p) < opt // nove´ optimum
opt = f(new_p);
p = new_p;
normalizeGradient(g); // normaliza´cia gradientu
tmpStep = stepSize;
for j = 1 to maxSubSteps // linea´rne vyhlada´vanie
new_p = p + p.Range() * tmpStep * g;
if f(new_p) < opt
opt = f(new_p); // nove´ optimum
p = new_p
else
tmpStep = tmpStep * rho; // zmensˇenie subkroku
stepSize = stepSize * (maxIter - 1)/maxIter; // zmensˇenie kroku
return opt;
Riadiace parametre meto´dy
maxIter - maxima´lny pocˇet itera´ci´ı.
maxSubSteps - maxima´lny pocˇet podkrokov (d´lzˇka linea´rneho vyhl’ada´vnia).
stepSize - pocˇiatocˇna´ vel’kost’ kroku.
rho - koeficient zmensˇenia pre linea´rne vyhl’ada´vanie.
Verejne´ rozhranie triedy Gradient
Konsˇtruktory triedy, umozˇnˇuju´ce nastavenie riadiacich parametrov meto´dy. K dispoz´ıcii je
aj implicitny´ konsˇtruktor:
Gradient(int maxIter, int maxSubSteps, double StepSize, double rho);
Gradient(int maxIter, int maxSubSteps, double StepSize, double rho,
int maxConIter, int minConIter, double penMul, double escFac);
Desˇtruktor:
~Gradient();
Cˇlenska´ funkcia vykona´vaju´ca samotne´ riesˇenie neobma¨dzene´ho optimalizacˇne´ho proble´mu
gradientnou meto´dou. Parametrami funkcie su´ vektor riadiacich premenny´ch a ukazatel’ na
objekt´ıvnu funkciu:
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double Solve(opt_function_t f, ParameterVector &p);
Cˇlenska´ funkcia umozˇnˇuju´ca nastavovanie riadiacich patametrov meto´dy:
void SetParams(int maxIter, int maxSubSteps, double StepSize, double rho);
4.4 Penalizacˇna´ meto´da
Meto´da je implementovana´ v triede AbstractMethod v spolupra´ci s kazˇdou z meto´d pre
neobma¨dzenu´ optimaliza´ciu. V pr´ıpade, zˇe meto´da nedoka´zala na´jst’ realizovatel’ne´ riesˇenie
danej u´lohy, je ako optimum vra´tena´ hodnota konsˇtanty NaN .
Pseudoko´d
double PF(f, p, pf)
penMul = penMul0;
i = 1;
opt = f(p) + penMul * pf(p);
while i < maxConIter
oldOpt = opt;
opt = UnconstrainedOptimization(); // neobma¨dzena´ optimaliza´cia
penMul = penMul * escFac; // zva¨cˇsˇenie penalizacˇne´ho na´sobitela
if oldOpt <= opt && i > minConIter // ukoncˇuju´ce podmienky
break;
i = i + 1;
if pf(p) == 0 // splnenie obma¨dzuju´cich podmienok
return opt;
else // nesplnenie obma¨dzuju´cich podmienok
return NaN;
Riadiace parametre meto´dy
PenMul - pocˇiatocˇna´ hodnota penalizacˇne´ho na´sobitel’a.
escFac - stupnˇovac´ı faktor, hodnota, ktorou je na´sobeny´ penalizacˇny´ na´sobitel’ v jednotli-
vy´ch itera´cia´ch.
maxConIter - maxima´lny pocˇet itera´ci´ı.
minConIter - minima´lny pocˇet itera´ci´ı. Ked’zˇe hodnota penalizacˇne´ho na´sobitel’a zacˇ´ına
na relat´ıvne malej hodnote, je vplyv penalizacˇnej funkcie na na´jdene´ riesˇenie v pr-
vy´ch itera´cia´ch maly´. Z tohoto doˆvodu moˆzˇu prve´ itera´cie algoritmu na´jst’ rovnake´
nedostatocˇne presne´ riesˇenie, cˇo znamena´ splnenie ukoncˇuju´cich podmienok. Doˆvod
zavedenia tohto parametru je vyhnutie sa pra´ve ty´mto pr´ıpadom.
Verejne´ rozhranie triedy AbstractMethod
Konsˇtruktor triedy, umozˇnˇuju´ci nastavenie riadiacich parametrov meto´dy. K dispoz´ıcii je
aj implicitny´ konsˇtruktor:




Cˇlenska´ funkcia vykona´vaju´ca samotne´ riesˇenie obma¨dzene´ho optimalizacˇne´ho proble´mu
penalizacˇnou meto´dou. Parametrami funkcie su´ ukazatel’ na objekt´ıvnu funkciu, vektor
riadiacich premenny´ch a ukazatel’ na penalizacˇnu´ funkciu:
double SolveCon(opt_function_t f, ParameterVector &p, opt_function_t pf);
Cˇlenska´ funkcia umozˇnˇuju´ca nastavovanie riadiacich patametrov meto´dy:
void SetConsParams(int maxConIter, int minConIter,




Implementovane´ meto´dy boli podrobene´ trom optimalizacˇny´m u´loha´ch s roˆznou obtiazˇnos-
t’ou: Rosenbrockova´ funkcia [4], Rastriginova´ funkcia [4] a Bukinova funkcia [6]. Prve´ dve
funkcie su´ sˇtandardne vyuzˇ´ıvany´mi testami pre meto´dy globa´lnej optimaliza´cie, tretia fun-
kcia patr´ı medzi novsˇie menej cˇasto vyuzˇ´ıvane´ testovacie u´lohy. Vsˇetky u´lohy su´ funkciami
dvoch premenny´ch a okrem definicˇne´ho oboru riadiacich parametrov pre nich nie su´ zadane´
zˇiadne obma¨dzuju´ce podmienky.
Pre kazˇdu´ testovaciu u´lohu bolo vykonany´ch 1000 experimenta´lnych optimaliza´ci´ı kazˇ-
dou meto´dou. Experimenty, zodpovedaju´ce jednotlivy´m testovac´ım u´loha´m, boli vykona´-
vane´ vzˇdy s rovnaky´mi riadiacimi parametrami jednotlivy´ch meto´d. Zaznamenany´mi vy´-
sledkami pre kazˇdy´ experiment boli vypocˇ´ıtane´ optimum a pocˇet vyhodnoten´ı objekt´ıvnej
funkcie, potrebny´ch pre jeho dosiahnutie.
Za hodnotiace krite´ria v testoch boli zvolene´ spra´vnost’ a presnost’ riesˇenia a vy´pocˇtova´
zlozˇitost’ jednotlivy´ch meto´d. Pod vy´pocˇtovou zlozˇitost’ou sa rozumie pocˇet vyhodnoten´ı
objekt´ıvnej funkcie, ked’zˇe pre jej vy´pocˇet je v prakticky´ch pr´ıkladoch potrebne´ vykonanie
simula´cie optimalizovane´ho modelu, cˇo je obvykle cˇasovo vel’mi na´rocˇna´ opera´cia.
Implementa´cia testov sa nacha´dza v su´boroch test1.cc, test2.cc a test3.cc. Su´bor test-
stats.cc obsahuje pomocne´ funkcie pre sˇtatisticke´ vyhodnotenie testov, pricˇom ich deklara´cie
su´ uvedene´ v hlavicˇkovom su´bore test-stats.h.
5.1 Popis testovac´ıch funkci´ı
Rosenbrockova funkcia dvoch premenny´ch
Jedna´ sa o vel’mi zna´mu nekonvexnu´ testovaciu funkciu, tiezˇ zna´mu aj pod na´zvami Ro-
senbrockovo u´dolie alebo Rosenbrockova bana´nova´ funkcia [4], vd’aka tvaru jej vrstevn´ıc.
Jej optimaliza´cia sa sta´va vel’mi nepr´ıjemnou, ak je pocˇiatocˇny´ bod zvoleny´ pr´ıliˇs d’aleko
od globa´lneho minima, ktore´ sa nacha´dza vnu´tri dlhe´ho u´dolia s vel’mi strmy´mi svahmi a
takmer plytky´m dnom. Na´jdenie u´dolia je trivia´lnou u´luhou, avsˇak konvergencia do glo-
ba´lneho minima je vel’mi na´rocˇna´, a preto je ta´to funkcia cˇasto pouzˇ´ıvana´ na ohodnotenie
vy´konnosti optimalizacˇny´ch algoritmov. Funkcia moˆzˇe spoˆsobit’ proble´my najma¨ gradient-
ny´m meto´dam, ktore´ moˆzˇu v niektory´m pr´ıpadoch u´plne zlyhat’ v hl’adan´ı minima. Funkcia
ma´ globalne´ minimum v bode x = 0, y = 0 kde f(x, y) = 0. Funkcia nema´ zˇiadne´ loka´lne
minima´. Hodnoty parametrov su´ v teste obma¨dzene´ na −100 ≤ xi ≤ 100 pre i = 1, 2.
f(x, y) = (y − x)2 + 100(y − x2)2
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Obra´zok 5.1: Graf Rosenbrockovej funkcie.
Rastriginova funkcia dvoch premenny´ch
Funkcia je zalozˇena´ na De Jongovej funkcii [4], ku ktorej bola pridana´ modula´cia funkciou
cos´ınus, cˇo ma´ za na´sledok vznik cˇasty´ch pravidelne rozlozˇeny´ch loka´lnych min´ım. Globa´lne
minimum ma´ hodnotu f(x, y) = 0 v bode x = 0, y = 0. Optimaliza´cia tejto funkcie je
povazˇovana´ za na´rocˇnu´ pre va¨cˇsˇinu meto´d.
f(x, y) = nA+ [x2 −Acos(ωx)] + [y2 −Acos(ωy)]
kde n je pocˇet dimenzi´ı, A uda´va strmost’ loka´lnych extre´mov a ω je frekvenciou vy´skytu
loka´lnych min´ım. V tomto teste su´ ich hodnoty nastavene´ na n = 2, A = 10, ω = 2pi.
Hodnoty parametrov su´ obma¨dzene´ na −2pi ≤ xi ≤ 2pi, i = 1, 2.
Bukinova funkcia
Ta´to funkcia je takmer identicka´ v okol´ı svojich minima´lnych bodov (s jemne stu´paju´cimi
svahmi) a to ju rob´ı extre´mne na´rocˇnu´ pre aku´kol’vek optimalizacˇnu´ meto´du. Funkcia ma´
niekol’ko loka´lnych min´ım a globa´lne minimu f(x, y) = 0 v bode x = −10, y = 1. Funkcia
je definovana´ na´sledovne [6]:
f(x, y) = 100
√
|y − 0.01x2|+ 0.01|x+ 10|
kde x ∈ [−15,−5] a y ∈ [−3, 3].
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Obra´zok 5.2: Graf Rastriginovej funkcie.
Obra´zok 5.3: Graf Bukinovej funkcie.
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5.2 Dosiahnute´ vy´sledky
Vy´sledky kazˇde´ho testu su´ pre jednotlive´ meto´dy zobrazene´ na dvoch histogramoch. Oba
histogramy maju´ totozˇnu´ x-ovu´ os, ktora´ vy´sledky jednotlivy´ch optimalizacˇny´ch meto´d
rozdel’uje do vhodne zvoleny´ch intervalov podl’a charakteru testovanej funkcie. Intervaly
zobrazuju´ jednu z nasleduju´cich informa´cii:
• rozdiel na´jdene´ho optima od skutocˇne´ho globa´lneho optima
• vzdialenost’ na´jdene´ho optima´lne´ho bodu od skutocˇne´ho optima´lneho bodu
Prvy´ histogram vyjadruje u´spesˇnost’ a presnost’ na´jdenia globa´lneho minima, cˇizˇe na y-ovej
osi je naneseny´ pocˇet na´jdeny´ch riesˇen´ı spadaju´cich do jednotlivy´ch intervalov.
Druhy´ histogram zobrazuje vy´pocˇtovu´ zlozˇitost’, ktora´ je na na y-ovej osi vyjadrena´
priemerny´m pocˇtom vyhodnoteni´ı objekt´ıvnej funkcie, potrebny´ch pre dosiahnutie riesˇenia
v jednotlivy´ch intervaloch.
Grafy vy´sledkov pre jednotlive´ testy su´ zobrazene´ na obra´zkoch 5.4, 5.5 a 5.6.
Pouzˇite´ parametre meto´d pre Rosenbrockovu funkciu:
Simulovane´ zˇ´ıhanie: maxT = 50, minT = 0.1, decT = 0.9, maxBadCount = 5
Nelder-Meadova meto´da: maxIter = 200, eps = 0.01, alpha = 1, beta = 0.5,
gamma = 2, delta = 0.5
Gradientna´ meto´da: maxIter = 250, maxStepSize = 0.01, maxSubSteps = 3,
rho = 0.5
Pouzˇite´ parametre meto´d pre Rastriginovu funkciu:
Simulovane´ zˇ´ıhanie: maxT = 50, minT = 0.1, decT = 0.9, maxBadCount = 5
Nelder-Meadova meto´da: maxIter = 200, eps = 0.01, alpha = 1, beta = 0.5,
gamma = 2, delta = 0.5
Gradientna´ meto´da: maxIter = 250, maxStepSize = 0.0001, maxSubSteps = 3,
rho = 0.5
Pouzˇite´ parametre meto´d pre Bukinovu funkciu:
Simulovane´ zˇ´ıhanie: maxT = 50, minT = 0.1, decT = 0.9, maxBadCount = 5
Nelder-Meadova meto´da: maxIter = 200, eps = 0.01, alpha = 1, beta = 0.5,
gamma = 2, delta = 0.5
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Obra´zok 5.4: Histogramy vy´sledkov pre Rosenbrockovu funkciu. x-ove´ osi histogramov
zobrazuju´ intervaly, do ktory´ch spadaju´ rozdiely na´jdene´ho optima od skutocˇne´ho optima
∆f(x). Na y-ovej osi histogramu na l’avej strane je vyjadreny´ pocˇet vy´sledkov spadaju´cich
do jednotlivy´ch intervalov riesˇen´ı. y-ova´ os histogramu na pravej strane zobrazuje priemer-
ny´ pocˇet vyhodnoten´ı objekt´ıvnej funkcie, ktory´ bol potrebny´ pre dosiahnutie vy´sledkov




































































Obra´zok 5.5: Graf vy´sledkov pre Rastriginovu funkciu. x-ove´ osi histogramov zobrazuju´
intervaly, do ktory´ch spadaju´ vel’kosti vzdialenost´ı na´jdeny´ch optima´lnych bodov od skutocˇ-
ne´ho optima ∆x. Na y-ovej osi histogramu na l’avej strane je vyjadreny´ pocˇet n vy´sledkov
spadaju´cich do jednotlivy´ch intervalov. y-ova´ os histogramu na pravej strane zobrazuje
priemerny´ pocˇet vyhodnoten´ı objekt´ıvnej funkcie t, ktory´ bol potrebny´ pre dosiahnutie








































































Obra´zok 5.6: Graf vy´sledkov pre Bukinovu funkciu. x-ove´ osi histogramov zobrazuju´ inter-
valy, do ktory´ch spadaju´ vel’kosti vzdialenost´ı na´jdeny´ch optima´lnych bodov od skutocˇne´ho
optima ∆x. Na y-ovej osi histogramu na l’avej strane je vyjadreny´ pocˇet n vy´sledkov spada-
ju´cich do jednotlivy´ch intervalov. y-ova´ os histogramu na pravej strane zobrazuje priemerny´
pocˇet vyhodnoten´ı objekt´ıvnej funkcie t, ktory´ bol potrebny´ pre dosiahnutie vy´sledkov spa-
dahu´cich do pr´ıslusˇne´ho intervalu.
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5.3 Zhodnotenie vy´sledkov testov
V u´vodnom teste, Rosenbrockovej funkcii, si vy´borne pocˇ´ınala Nelder-Meadova´ meto´da,
ktorej sa vo va¨cˇsˇina pr´ıpadov podarilo dopracovat’ do globa´lneho minima a to aj s vel’mi
dobrou dosiahnutou presnost’ou. Menej u´spesˇny´mi boli d’alˇsie dve meto´dy (simulovane´
zˇ´ıhanie, gradientna´ meto´da), ktore´ sa s´ıce boli schopne´ dopocˇ´ıtat’ do oblasti globa´lneho
minima, avsˇak nedoka´zali k nemu dostatocˇne presne konvergovat’.
V teste realizovanom Rastriginovou funkciou si relat´ıvne dobre pocˇ´ınali meto´dy Nelder-
Mead a simulovane´ zˇ´ıhanie, ktore´ dosiahli globa´lne minimum v priblizˇne 8% pokusov. Na-
opak gradientna´ meto´da sa nedoka´zala vysporiadat’ s cˇasty´mi vy´skytmi loka´lnych min´ım.
Na histograme zobrauju´com pocˇet vyhodnoten´ı objekt´ıvnej funkcie je zjavne´, zˇe meto´da
bola vel’mi ry´chlo schopna´ dosiahnu´t’ loka´lneho minima, z ktore´ho uzˇ vsˇak nebola schopna´
pokracˇovat’.
Vy´sledky testu Bukinovej funkcie potvrdili na´rocˇnost’ optimaliza´cie tejto u´lohy. Naju´s-
pesˇnejˇsie si v pocˇ´ınala gradientna´ meto´da, ktorej sa podarilo presne´ na´jdenie globa´lneho
minima v 3% pr´ıpadov. Najhorsˇie dopadla v predcha´dzaju´cich testoch naju´spesˇnejˇsia me-
to´da Nelder-Mead aj napriek vy´razne najvysˇsˇiemu pocˇtu vyhodnoten´ı objekt´ıvnej funkcie.
Z tohoto faktu by sa dalo usu´dit’, zˇe ta´to meto´da mala proble´m v oblasti okolia globa´lneho
minima, kde sa jej nedarilo dostatocˇne konvergovat’.
Za´verom by sa vy´sledky testov dali zhodnotit’ ako uspokojive´. Pri dostatocˇne vel’kom
pocˇte experimentov boli meto´dy takmer vo vsˇetky´ch u´loha´ch urcˇit’ globa´lne minimum, s
vy´nimkou gradientnej meto´dy v teste na Rastriginovej funkcii. Testovacie pr´ıklady predve-
dene´ v tejto kapitole su´ iba na´zorne´, ked’zˇe pre kazˇdy´ test boli jednotlive´ meto´dy testovane´
iba s jednou sadou riadiacich parametrov. Inou vol’bou parametrov by mohli byt’ dosiahnu-
te´ presnejˇsie vy´sledky, ale cenou za to by bolo zvy´sˇene´ mnozˇstvo vyhodnoten´ı objekt´ıvnej




Ciel’om pra´ce bolo rozsˇ´ırenie optimalizacˇnej cˇasti knizˇnice SIMLIB/C++, kde boli doposial’
implementovane´ meto´dy Hooke-Jeeves a simulovane´ zˇ´ıhanie v zjednodusˇenej verzii. Dˇalej tu
boli pripravene´ triedy pre pra´cu s riadiacimi parametrami optimalizacˇny´ch proble´mov. Bolo
navrhnute´ rozsˇ´ırenie tohoto stavu o meto´dy simulovane´ zˇ´ıhanie, Nelder-Meadova meto´da,
gradientna´ meto´da pre neobma¨dzenu´ optimaliza´ciu a penalizacˇnu´ meto´du pre optimaliza´ciu
obma¨dzenu´. Pre tieto meto´dy bola navrhnuta´ hierarchia tried s vyuzˇit´ım na´vrhove´ho vzoru
Template method. Takto navrhnute´ riesˇenie bolo implementovane´ v jazyku C++.
Presnost’ a efektivita implementovany´ch meto´d bola otestovana´ na troch roˆzne na´rocˇ-
ny´ch pr´ıkladoch (Rosenbrockova funkcia, Rastriginova funkcia a Bukinova funkcia). Prve´
dve z nich su´ sˇtandardne vyuzˇ´ıvane´ na testovanie meto´d pre globa´lnu optimaliza´ciu. Z
graficky prezentovany´ch vy´sledkov testov mozˇno usu´dit’, zˇe meto´dy sa s uvedeny´mi proble´-
mami vysporiadali uspokojivo. Oblast’ globa´lneho minima boli schopne´ dosiahnu´t’ relat´ıvne
spol’ahlivo, avsˇak meto´dy prejavili urcˇite´ nedostatky v presnej konvergencii do globa´lneho
minima. Navrhnute´ riesˇenie gradientnej meto´dy, na rozdiel od ostatny´ch, preuka´zalo znacˇne´
proble´my s riesˇen´ım u´loh s vel’ky´m mnozˇstvom loka´lnych min´ım.
Z hl’adiska budu´ceho vy´voja by bolo knizˇnicu´ vhodne´ rozsˇ´ırit’ o nove´ meto´dy, najma¨
v su´cˇastnosti vel’mi sˇiroko vyuzˇ´ıvanu´ meto´du geneticke´ho algoritmu a o nove´ meto´dy pre
obma¨dzenu´ optimaliza´ciu, ked’zˇe penalizacˇna´ meto´da nepatr´ı medzi najefekt´ıvnejˇsie a pre
svoju cˇinnost’ potrebuje vel’ky´ pocˇet vyhodnoten´ı objekt´ıvnej funkcie.
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