Abstract. A real binary tensor consists of 2 d real entries arranged into hypercube format 2 ×d . For d = 2, a real binary tensor is a 2 × 2 matrix with two singular values. Their product is the determinant. We generalize this formula for any d ≥ 2. Given a partition µ ⊢ d and a µ-symmetric real binary tensor t, we study the distance function from t to the variety X µ,R of µ-symmetric real binary tensors of rank one. The study of the local minima of this function is related to the computation of the singular values of t. Denoting with Xµ the complexification of X µ,R , the Euclidean Distance polynomial
Introduction
The tensor space V ⊗d R , with V R ∼ = R 2 , contains real binary tensors t = (t i 1 ···i d ) of format 2 ×d . The binary tensors which can be written as t = x 1 ⊗ · · · ⊗ x d for some x 1 , . . . , x d ∈ V R are called rank one binary tensors. In coordinates, t i 1 ···i d = x 1,i 1 · · · x d,i d for all 1 ≤ i j ≤ 2 and 1 ≤ j ≤ d. An excellent reference for the algebraic geometry for spaces of tensors is [Lan] . The set X d,R ⊂ V ⊗d R of real binary tensors of rank one is the cone over the Segre variety
By slight abuse of notation, we use the symbol X d,R also for that Segre variety. We equip V R with a scalar product q : V R × V R → R, equivalently with a positive definite quadratic form q : V R → R. In coordinates, for example we use the standard quadratic form q(x) = x 2 0 + x 2 1 for all x = (x 0 , x 1 ) ∈ R 2 . The quadratic form q induces a quadratic form q : V Any tensor t defines a squared distance function d t : X d,R −→ R over X d,R by d t (x) := q(t − x). The problem of finding the real binary tensor x of rank one that minimizes the squared distance function d t is called best rank one approximation problem for t. Since X d,R is a smooth variety, the minimum of d t is attained among the points x ∈ X d,R such that t − x is in the normal space of X d,R at x. Any such x ∈ X d,R is called critical binary tensor of rank one for t. Critical binary tensors of rank one may be computed applying a striking result by Lim [Lim] and Qi [Q] , here adapted to the binary case. We stress that, although the best rank one approximation problem arises in a real context, we need to consider the complexified space V := V R ⊗ C ∼ = C 2 and extend the quadratic forms q and q to complex-valued functions, which are not Hermitian forms. In the context of Quantum Information Theory (QIT), binary tensors t ∈ V ⊗d are called d-qubit states. We say that a tensor t is isotropic if q(t) = 0.
Theorem 1.1 (Lim, Qi) . Given a real binary tensor t ∈ V ⊗d R , the non-isotropic critical tensors of rank one for t correspond to tensors σx = σ(x 1 ⊗ · · · ⊗ x d ) ∈ V ⊗d such that q(x j ) = 1 for all 1 ≤ j ≤ d and
2)
for some σ ∈ C, called singular value of t. The corresponding d-ple (x 1 , . . . , x d ) is called singular vector d-ple for t. Moreover, we call singular tensor for t any tensor of rank one written as σ(x 1 ⊗ · · · ⊗ x d ), where (x 1 , . . . , x d ) and σ are a singular d-ple and a singular value for t, respectively.
Note that both sides of relation (1.2) correspond to linear operators on V , which are represented in coordinates by the column vectors (y j,0 , y j,1 )
T and (x j,0 , x j,1 ) T respectively, where
The above construction generalizes to tensors with partial symmetry. A partition of the integer d is any tuple µ = (µ 1 , . . . , µ s ) of positive integers such that µ 1 + · · · + µ s = d. It is indicated with µ ⊢ d.
For any positive integer m, we denote by S m V R the m-th symmetric power of V R . Besides that, for any µ ⊢ d we use the shorter notation S µ V R for the tensor space S µ 1 V R ⊗ · · · ⊗ S µs V R . The vectors in S µ V R are called real µ-symmetric tensors, or real partially symmetric tensors if µ is not specified. The real µ-symmetric binary tensors which can be written as t = x µ 1 1 ⊗ · · · ⊗ x µs s for some x 1 , . . . , x s ∈ V R are called real µ-symmetric binary tensors of rank one. The set of all real µ-symmetric binary tensors of rank one is the cone over the Segre-Veronese variety X µ,R := Seg µ (P(V R ) ×s ) ⊂ P(S µ V R ).
(1.3)
If µ = (1, . . . , 1) =: 1 d is the trivial partition, we recover the Segre variety
we get the Veronese variety X (d),R whose points are classes of real symmetric binary tensors of rank one in S d V R . Any real symmetric binary tensor t ∈ S d V R corresponds to a homogeneous polynomial of degree d in two indeterminates, namely a degree d binary form.
For each µ ⊢ d, we make S µ V R an Euclidean space by considering the restriction of the quadratic form q to S µ V R . It is important to underline that the distance function on S µ V R induced by (the restriction of) q is the only one compatible with the group embedding SO(V R ) ×s ⊂ SO(S µ V R ).
Analogously to the non-symmetric case, given a µ-symmetric binary tensor t we may consider the distance function d t : X µ,R → R and define the critical µ-symmetric binary tensors of rank one for t. In particular, the critical µ-symmetric binary tensors for t are characterized by the equations (1.2), restricted from non-symmetric to µ-symmetric tensors. According to Theorem 1.1, they are called µ-symmetric singular tensors for t. When µ = (d), equations (1.2) simplify as q(t, x d−1 · _) = λ · q(x, _) (1.4) and any non-zero solution x of (1.4) such that q(x) = 1 is called an E-eigenvector of t, while λ ∈ C is called an E-eigenvalue of t. Moreover, the tensor λx d is called an E-eigentensor of t (see also [CS, HHLQ, NQWW, QL] ).
In this paper, we are more interested in computing the global distance from a given µ-symmetric binary tensor t to the Segre Veronese variety X µ,R , rather than focusing on the best rank one approximation of t. In other words, we consider all squared distances ǫ 2 = q(t − σx) between t and a µ-symmetric singular tensor σx for t. Such squared distances ǫ 2 satisfy an algebraic relation like where a j (t) is a homogeneous polynomial in the entries of t and N = EDdegree(X µ ) is the Euclidean Distance degree of X µ := X µ,C , introduced by Draisma, Horobeţ, Ottaviani, Sturmfels and Thomas in [DHOST] for any algebraic variety in a finite dimensional Euclidean space. In particular, EDdegree(X µ ) corresponds to the number of singular tensors of a general µ-symmetric binary tensor. Friedland and Ottaviani computed in [FO, Theorem 12 ] the ED degree of any Segre-Veronese product of projective spaces. In the binary setting, their formula simplifies to
Observe that EDdegree(X d ) = d!, EDdegree(X (d) ) = d and for d = 2 both formulas agree with the Spectral Theorem. On one hand, up to a scalar factor the univariate polynomial at the left-hand side of (1.5) is called Euclidean Distance polynomial (or ED polynomial) of X µ at t and is denoted by EDpoly Xµ,t (ǫ 2 ). This definition has been introduced in a recent paper with Ottaviani [OS] in the same setting of [DHOST] . On the other hand, for any fixed ǫ ≥ 0, the real part of equation (1.5) defines the known ǫ-offset of X µ,R . Offsets of real algebraic varieties find relevant engineering applications, for example in the study of geometric modeling techniques.
Here we concentrate on ED polynomials of dual varieties of Segre-Veronese varieties. As pointed out in Section 2, the roots of the ED polynomial of the dual variety of X µ at t ∈ S µ V are the squared singular values of t.
where Y j = Q if j ∈ J and Y j = P(V ) otherwise. For all 1 ≤ j ≤ s and all J ⊂ [s] with j elements, define f µ,J to be the equation of the dual variety of X µ,J , when it is a hypersurface, otherwise f µ,J := 1.
For example, assume µ = 1 2 . Then f 2 := f 1 2 is the determinant of a 2 × 2 matrix, f 2,{1} = f 2,{2} = 1 and finally f 2,{1,2} is the equation of the dual variety of Seg(Q × Q), of degree four. Generally, f µ := f µ,∅ is the equation of the dual variety of X µ = X µ,∅ when it is a hypersurface, usually called µ-discriminant of a µ-symmetric tensor. For µ = 1 d the µ-discriminant is known as the hyperdeterminant of a tensor, whereas for µ = (d) the µ-discriminant is addressed simply as the discriminant of a symmetric tensor.
Applying the results on the lowest coefficient of ED polynomials in [OS] and the inspiring work by Oeding [O] on symmetrizations of the µ-discriminant of a µ-symmetric tensor, in this paper we determine an explicit expression, involving powers of the polynomials f µ,J , for the highest coefficient of the ED polynomial of the dual variety of X µ . This leads to the following closed formula for the product of the singular values of a general µ-symmetric binary tensor t ∈ S µ V , which generalizes [Sod, Main Theorem] in the context of binary forms.
Main Theorem. Consider an integer d ≥ 1 and a partition µ = (µ 1 , . . . , µ s ) ⊢ d. If the µ-symmetric binary tensor t ∈ S µ V admits the maximum number N = s!µ 1 · · · µ s of singular values, counted with multiplicity (hypothesis verified for a general t), their squared product is
The right-hand side of (1.8) should be interpreted as the ratio between the lowest and the highest coefficient of the ED polynomial of the dual variety of X µ at t ∈ S µ V . Depending on the sign of their exponent, the polynomials f µ,J appear in the numerator or in the denominator of this ratio, otherwise they do not appear at all if their exponent is zero. If µ = 1 d , we get the following corollary. Corollary 1.2. Consider d ≥ 1 and t ∈ V ⊗d . If t admits the maximum number d! of singular values, counted with multiplicity (hypothesis verified for a general t), their squared product is
In Proposition 5.1 we show that, for every non-empty subset J ⊂ [s], f µ,J is a sum of squares (SOS) polynomial. In particular, f µ,J (t) > 0 for any non-zero real µ-symmetric binary tensor t. This fact confirms the following known result. Proposition 1.3. [Lim, Proposition 2] If the dual variety of X µ is a hypersurface, then 0 is a singular value of t ∈ S µ V R if and only if f µ (t) = 0.
Our paper is organized as follows. In Section 2 we recall the technique of computation of the ED polynomial of an algebraic variety, and we adapt it in the case of the dual variety of the Segre-Veronese variety X µ . In Section 3 we apply the general theory of [OS] for studying the polynomial EDpoly X ∨ µ ,t (0). Besides that, we determine the set of µ-symmetric binary tensors which fail to have the maximum number of singular values, that is the vanishing locus of the highest coefficient of EDpoly X ∨ µ ,t (ǫ 2 ). Inspired by the results of [O, HO] , in Section 4 we develop a technique of partial symmetrizations in order to determine all the multiplicities of the factors appearing in the highest coefficient of EDpoly X ∨ µ ,t (ǫ 2 ), thus proving the Main Theorem. Furthermore, we show some nice identities involving the degrees of µ-discriminants which descend immediately from the Main Theorem. In Section 5, we verify that f µ,J is a SOS polynomial for all non-empty subsets J and we provide some examples. In Section 6, we consider a general 2 × 2 × 2 tensor t and we compute simbolically all the coefficients of EDpoly X ∨ d ,t (ǫ 2 ) in terms of SO(V ) 3 -invariants. This is useful for studying more in detail the 6 = 3! singular values of t, even when t is partially symmetric. Note that in this case the formula (1.9) simplifies as
Computation of the ED polynomial of a Segre-Veronese variety
In this Section we show two equivalent approaches for computing the ED polynomial of the dual variety of a Segre-Veronese variety X µ at a given binary tensor t ∈ S µ V . The first way follows the original setting about ǫ-offsets of a variety and the ideas explained in [DHOST] , and uses the Pythagorean Theorem. The second one applies directly Theorem 1.1.
First we set our notation. Having fixed coordinates {t i 1 ···i d } for the tensor space V ⊗d , we can write equations for the subspace S µ V ⊂ V ⊗d and then define a new set of coordinates for S µ V . Since the ED degree and, in turn, the ED polynomial of X µ depend strongly on the metric q, we pay a particular attention to the polynomial defining the quadratic form q, written in the new set of coordinates.
The partition µ = (µ 1 , . . . , µ s ) ⊢ d and the inclusion S µ V ⊂ V ⊗d induce a partition of the set [d] := {1, . . . , d} into mutually disjoint subsets I µ,1 , . . . , I µ,s , meaning that we identify all copies of V indexed by elements of I µ,k , for all 1 ≤ k ≤ s. We denote by Σ µ,k the group of permutations of [d] that involve only elements of I µ,k . If a binary tensor t = (t i 1 ...i d ) ∈ V ⊗d is µ-symmetric, then
The relations in (2.1) are precisely the equations for the subspace S µ V ⊂ V ⊗d . We use the smaller set of coordinates {c ω 1 ···ωs } for S µ V , where (ω 1 , . . . , ω s ) varies in P µ := s l=1 {0, . . . , µ l }. The old variable t i 1 ···i d corresponds to the new variable c ω 1 ···ωs if and only if l∈I µ,k i l = ω k for all 1 ≤ k ≤ s. Therefore, the number of old coordinates t i 1 ···i d which coincide on S µ V with the new coordinate c ω 1 ···ωs is equal to
. Moreover, the restriction to S µ V of the polynomial in (1.1) defining q is written as
Note that for µ = (d) the above expression becomes
Since the next results hold true over an algebraically closed field, we need to consider the complex vector space V := V R ⊗ C ∼ = C 2 and the complex variety X µ := X µ,C . The squared distance between two complex vectors x, y ∈ V or between two complex tensors t, u ∈ S µ V is the complex value of the function q(x − y) or q(t − u), respectively. We stress that the extensions of q and q are not Hermitian forms. They are metrics only when restricted to V R and S µ V R , respectively.
Let I Xµ ⊂ C[{c ω 1 ···ωs }] be the radical ideal defining the Segre-Veronese variety X µ ⊂ S µ V . The variety X µ has codimension c = c(µ) := s k=1 (µ k + 1) − (s + 1) in S µ V . We indicate by Jac Xµ the Jacobian matrix of the partial derivatives of the minimal generators of I Xµ . For any fixed t ∈ S µ V , the ǫ-hyperball centered at t is the hypersurface
Given ǫ ∈ C, a binary tensor t = (c ω 1 ···ωs ) ∈ S µ V belongs to the ǫ-offset of X µ if and only if the ǫ-hyperball centered at t does not intersect X µ transversally. More precisely, there exists z = (z ω 1 ···ωs ) ∈ X µ ∩ B µ (t; ǫ) such that T z X µ ⊂ T z B µ (t; ǫ). This is interpreted algebraically by the condition
The critical ideal I t ⊂ C[{z ω 1 ···ωs } ∪ {c ω 1 ···ωs }] is defined as (see [DHOST, equation (2. 1)])
where I 0 is the ideal generated by the coordinates {z ω 1 ···ωs }, in particular V(I 0 ) is the origin of S µ V . Note that X µ ⊂ S µ V is smooth away from the origin. The following is a restatement of [DHOST, Lemma 2 .1] in the context of µ-symmetric binary tensors.
Lemma 2.1. For a general t ∈ S µ V , the variety of the critical ideal I t is finite. It consists precisely of the critical binary tensors of rank one for t.
The following definition is an instance of [OS, Definition 2.2].
Definition 2.2. The ideal [DHOST, Theorem 4 .1]). Since the polynomial ring is a UFD, its projection (eliminating {z ω 1 ···ωs }) in C[{t ω 1 ···ωs } ∪ {ǫ}] is generated by a single polynomial in ǫ 2 . We denote this generator (defined up to a scalar factor) by EDpoly Xµ,t (ǫ 2 ) and we call it the Euclidean Distance polynomial (ED polynomial) of X µ at t.
For any fixed ǫ ∈ R, the variety defined in S µ V R by the vanishing of EDpoly Xµ,t (ǫ 2 ) coincides with the clssical ǫ-offset hypersurface of X µ,R . In this paper, we consider t ∈ S µ V as fixed and ǫ ∈ C as a variable, hence we view EDpoly Xµ,t (ǫ 2 ) as a univariate polynomial, in the notation of (1.5). The first property of EDpoly Xµ,t (ǫ 2 ) that we mention deals with its ǫ 2 -degree.
where the second equality follows by equation (1.6).
The following proposition is a particular case of [OS, Proposition 2.3] and describes which are the roots of the ED polynomial already defined.
Proposition 2.4. For a general t ∈ S µ V , the roots of EDpoly Xµ,t (ǫ 2 ) are precisely of the form ǫ 2 = q(t − z), where z is a critical binary tensor of rank one for t on X µ . In particular the distance ǫ from X µ,R to t ∈ S µ V R is a root of EDpoly Xµ,t (ǫ 2 ). Moreover t ∈ S µ V R satisfies EDpoly Xµ,t (0) = 0 (namely it is a root of the lowest term of the ED polynomial) if and only if t ∈ X µ,R .
Anyway, this is not the end of our construction. Indeed, as anticipated in the introduction, we consider the ED polynomial of the dual variety of X µ , rather than the ED polynomial of the variety X µ itself. First we recall a definition.
Definition 2.5. Let Z ⊂ S µ V be an affine cone with the origin as vertex, meaning that if z ∈ Z then λz ∈ Z for all λ ∈ C. The dual variety of Z is
where
Z} is the normal space at the smooth point z ∈ Z. We stress that we are identifying the vector space S µ V and its dual with respect to the quadratic form q. Moreover, note that Z ∨ is the empty set if Z is a non-reduced variety.
The Pythagorean Theorem and [DHOST, Theorem 5.2] tell us that the passage between the ED polynomial of X µ and the ED polynomial of X ∨ µ is just a variable reflection (see [OS, Theorem 3.2] ). Proposition 2.6. [OS, Theorem 3 .2] For any t ∈ S µ V ,
The next result clarifies the reason why we concentrate on ED polynomials of dual varieties of Segre-Veronese varieties.
Proposition 2.7. For any µ-symmetric binary tensor t ∈ S µ V and any singular tensor σx ∈ S µ V for t, we have EDpoly X ∨ µ ,t (σ 2 ) = 0.
Proof. By Proposition 2.4, the roots of EDpoly Xµ,t (ǫ 2 ) are of the form ǫ 2 = q(t − z), where z is a critical binary tensor of rank one for t on X µ . Moreover, by Theorem 1.1 the non-isotropic critical tensors of rank one for t correspond to the singular tensors for t. Then, consider a singular tensor σx for t. The root q(t − σx) of EDpoly Xµ,t (ǫ 2 ) corresponds, via Proposition 2.6, with the root Figure 1 ), where we used the fact that σ = q(t, x) for any singular tensor σx for t, which is a direct consequence of equation (1.2). Figure 1 . Singular tensors σx ∈ X µ and critical points t − σx ∈ X ∨ µ for the distance function d t on X ∨ µ are in correspondence via the Pythagorean Theorem.
Remark 2.8. The converse of Proposition 2.7 is true only for general tensors. Indeed, there exist tensors t ∈ S µ V such that some of the roots of EDpoly X ∨ µ ,t (ǫ 2 ) do not correspond to singular values of t. In the symmetric case µ = (d), this phenomenon is studied in detail for example in [Q2, Theorem 4] and in [LQZ] .
Remark 2.9. On one hand, one may verify from Proposition 2.6 that
Hence the highest terms of EDpoly Xµ,t (ǫ 2 ) and EDpoly X ∨ µ ,t ( q(t) − ǫ 2 ) are equal to a N (t) up to sign. On the other hand, the corresponding lowest terms are not proportional.
Summing up, a first way to compute the ED polynomial of X ∨ µ at t ∈ S µ V is by applying the original definition of ED polynomial of an algebraic variety together with Proposition 2.6. The following is a Macaulay2 code [GS] for computing the ED polynomial of X ∨ µ in the symmetric case µ = (d), namely when X µ is the rational normal curve of degree d ≥ 2. R = QQ[z_0..z_d, c_0..c_d, e]; RationalNormalCurve = minors(2, matrix{toList(z_0..z_(d-1)),toList(z_1..z_d)}); Jac = compress transpose jacobian RationalNormalCurve; M = matrix{apply(d+1, j-> binomial(d, j)*(z_j-c_j))}; It = saturate( RationalNormalCurve + minors(d, M||Jac), ideal(toList(z_0..z_d))); Hyperball = ideal(sum(d+1, j-> binomial(d,j)*z_j^2)-e^2); EDpoly = (eliminate(toList(z_0..z_d), It+Hyperball))_0;
The output EDpoly is the ED polynomial of the dual variety of RationalNormalCurve because we are intrinsically applying Proposition 2.6 in the definition of Hyperball. Indeed, the usual relation q(t − z) − ǫ 2 is replaced by q(z) − ǫ 2 (see the definition in (2.3)). Moreover, we stress that the metric q used in S d V is the one defined in equation (2.2). With this choice, the ED polynomial
Unfortunately, with this approach the symbolic computation of the ED polynomial is very hard even in the symmetric case µ = (d) for small values of d. The main reason lies in the computation of the critical ideal I t . Actually, Theorem 1.1 and Proposition 2.7 provide a more effective way for computing EDpoly X ∨ µ ,t (ǫ 2 ), described in the following corollary. Corollary 2.10.
] to be the ideal generated by all the relations in equation (1.2), when restricted to S µ V ⊂ V ⊗d . Then
Below we give a second and more efficient Macaulay2 code for computing the ED polynomial of X ∨ µ in the symmetric case µ = (d), with the alternative approach stated in Corollary 2.10: x_0, x_1, u_0..u_d, e] ; t = sum(d+1, j-> binomial(d,j)*u_j*x_0^(d-j)*x_1^j); I = ideal(first entries((1/d)*diff(matrix{{x_0, x_1}}, t)-e*matrix{{x_0, x_1}})); EDpoly = (eliminate({x_0, x_1},I + ideal(x_0^2+x_1^2-1)))_0;
Note that in this case equations (1.2) simplify as in (1.4), which in turn correspond to the following system, where we interpret t as a binary form of degree d:
For more details about the output of the above code we refer to Section 6. Moreover, the case of the ED polynomial of the dual of the rational normal curve of degree d is studied in [Sod] in the more general context of Veronese varieties.
On the vanishing loci of the extreme coefficients
In this and in the following sections, we focus on the lowest and highest coefficients of the ED polynomial of X ∨ µ at a given µ-symmetric tensor t ∈ S µ V . We consider EDpoly X ∨ µ ,t (ǫ 2 ) written as in (1.5). First of all, we investigate the vanishing loci of a 0 (t) and a N (t). The computation of the exponents of the factors in a 0 (t) and a N (t) is postponed to Section 4.
A crucial role in the proof of the Main Theorem is played by the family of varieties X µ,J with J ⊂ [s] introduced in (1.7). First we determine for which J ⊂ [s] the variety X ∨ µ,J is a hypersurface.
Lemma 3.1. Consider the integers 0 ≤ l ≤ s and a set of indices
Proof. Without loss of generality, we may assume that
The proof is a slight modification of [GKZ, V, Corollary 5.11] . We need to verify that
where the first l inequalities are related to the isotropic quadric
in the Veronese embedding into P(S µ j V ), whereas the remaining s − l inequalities correspond to the projective space P(V ) in the Veronese embedding into P(S µ j V ).
Pick any
is the union of two conjugate hyperplanes. Hence the first l inequalities are all equal to the condition s − l ≥ 0, which is trivially satisfied. Now suppose that l < s and consider the remaining s − l inequalities. Pick any l + 1 ≤ j ≤ s.
Hence the corresponding inequality simplifies to s − l ≥ 1, which is trivially satisfied. On the other hand, if µ j = 1, then P(V ) ∨ = ∅ and therefore codim(P(V ) ⊥ ) − 1 = 1. Thus the corresponding inequality simplifies to s − l ≥ 2. Therefore, in this case X ∨ µ,J is not a hypersurface if and only if l = s − 1.
The vanishing locus of the lowest coefficient of the ED polynomial of an algebraic variety is completely described in the following result.
Proposition 3.2. The set of tensors t ∈ S µ V which admit a µ-symmetric critical tensor of rank one z such that
µ is a hypersurface, its equation f µ appears with multiplicity two in a 0 .
Proof. The identity (3.1) follows immediately by [OS, Corollary 5 .5], hence we only need to prove that f µ appears with multiplicity two in a 0 . Note that we cannot apply directly [OS, Corollary 7 .1], since X µ is not transversal to the isotropic quadric Q ⊂ P(S µ V ). Nevertheless, quadric hypersurfaces of P(S µ V ) that are transversal to X µ and X ∨ µ form a dense open subset U ⊂ P(S 2 S µ V ). In particular, Q is the limit of a sequence { Q j } ⊂ U . Let EDpoly (j) X ∨ µ ,t (ǫ 2 ) be the ED polynomial of X ∨ µ at t ∈ S µ V with respect to te quadric Q j , for all j. By [OS, Corollary 7 .1], for all j we have
where g j is the equation of (X µ ∩ Q j ) ∨ . Moreover, by (3.1) we know that EDpoly X ∨ µ ,t (0) = f α µ · g β for some non-negative integers α and β, where g is the equation of (X µ ∩ Q) ∨ . In particular,
for some homogeneous polynomial h, possibly a scalar. In particular, α ≥ 2.
We show that actually α = 2.
Consider a smooth point z ∈ X µ ∩ Q and the normal space S µ,z := N z (X µ ∩ Q). Assume that l 1 , . . . , l r are the linear polynomials defining S µ,z . We denote by S µ,z the variety defined byl 1 , . . . ,l n , where the bar means complex conjugation. If z ∈ S µ,z , then q(z −z, y) = 0 for all y ∈ T z (X µ ∩ Q). In particular, q(z, z) = q(z, z) − q(z, z) = q(z − z, z) = 0, contradiction. This implies that S µ,z = S µ,z and, in turn, that codim R (S µ,z ) ≥ 2. The claim follows by Definition 2.5.
Observe that an immediate consequence of Lemma 3.1 is that X ∨ µ = X ∨ µ,∅ is always a hypersurface except for the trivial case s = 1, d = 1. Now we take a closer look at the other component (X µ ∩ Q) ∨ in (3.1). By definition, the cone over the variety X µ ∩ Q, which we keep calling
Proof. It follows immediately by the definition of Y µ,j that its reduced locus is isomorphic to X µ,{j} . Consider any 1 ≤ j ≤ s and
On one hand, x ∈ Q and the tangent space T t Q is the hyperplane filled by all tensors u such that q(x, u) = 0. On the other hand, x ∈ X µ and the tangent space of X µ at x is
In particular, q(x, x
This means that T x X µ ⊂ T x Q, and every point x ∈ Y µ,j is not smooth. Therefore, by the definition of dual variety we have that
An immediate consequence of Lemma 3.3 is the identity
In the second part of this section, we are interested in giving a complete description of the vanishing locus of the highest coefficient a N (t). In the following, H ∞ ∼ = P(S µ V ) denotes the hyperplane at infinity, while
Proposition 3.4. The following inclusion holds true:
Proof. For any non-zero µ-symmetric binary tensor t ∈ S µ V , we indicate by [t] ∈ H ∞ the line spanned by t. Now assume that a N (t) = 0. From this, from [OS, Theorem 3.2] and (2.6), there exists a sequence {t k } ⊂ S µ V such that t k → t and two corresponding sequences {f k } ⊂ X ∨ µ and {t k −f k } ⊂ X µ of critical points for d t k on X ∨ µ and X µ , respectively, such that Figure 2 ). In particular, we have that
where the external duals are taken in the projective subspace H ∞ .
Up to subsequences, we may assume that
In the topology of the compact space
Repeating the argument of [OS, Proposition 4.4] , one verifies that
Remembering that t − f is a decomposable tensor, then
for some vectors x i ∈ V . By i), necessarily q(x j ) = 0 for some j, say j = 1. Now there are two possible cases to study.
If µ 1 = 1, then we may suppose that q(x 1 ) = 0. The inclusion ii) implies that for any
, where in this case q(·, ·) is the scalar product on V restricted to H ∞ . More explicitly, we may write
By our assumption q(x 1 ) = 0. Then necessarily we get the identity q(
Taking v sufficiently general, we may suppose that q(ξ 1 , x 1 ) = 0. Therefore there exists at least one more index i = 1 such that q(x i ) = 0. In particular t − f ∈ X µ,J , where
Now assume that µ 1 = 1 (the proof in the case µ 1 > 1 is the same). We show that necessarily t ∈ X ∨ µ,J . By definition, X ∨ µ,J = S µ,J , where
Now consider y ∈ T t−f X µ,J . By the previous claims, q(y, t − f ) = 0. On the other hand, we have q(y, f ) = 0, since X µ and X ∨ µ are cones. Then q(y, t) = q(y, t − f ) + q(y, f ) = 0 + 0 = 0. This means that t ∈ S µ,J , hence t ∈ X ∨ µ,J .
Proposition 3.4 leaves this information: if a µ-symmetric binary tensor t ∈ S µ V does not admit the expected number of critical points, then it must have a critical point with a precise isotropic structure.
Proof of the Main Theorem
For all J ⊂ [s], we recall that f µ,J denotes the equation of X ∨ µ,J , when it is a hypersurface. Otherwise, we set f µ,J := 1. Moreover, we use the notation f µ := f µ,∅ for the µ-discriminant. Proposition 3.4 carries the following fact: if a N = g β 1 1 · · · g βr r is the irreducible factorization of the highest coefficient a N of EDpoly X ∨ µ ,t (ǫ 2 ), then the g k 's are either proportional to f µ,{j} for some 1 ≤ j ≤ s such that µ j > 1 or to f µ,J for some J ⊂ [s] such that |J| > 1. In particular, we may write, up to scalars,
Moreover, from Lemma 3.2 we have that, up to scalars, In Lemma 3.1 we showed that the µ-discriminant f µ is always non trivial except for the case d = 1. Its degree is recalled in the following result. 
An almost immediate consequence of Theorem 4.1 is a formula for the degree of X ∨ µ,J . 
The degrees deg(f µ,J ) appear in the following identities, which descend from relations (4.1), (4.2) and the identity deg(a N ) + 2EDdegree(X µ ) = deg(a 0 ), where we already know that α µ,∅ = α µ = −2:
The main idea of the proof of the Main Theorem is related to partial symmetrizations of the ED polynomial of X ∨ d . To this aim, we recall some definitions and preliminary results. Definition 4.3. Let µ = (µ 1 , . . . , µ s ) be a partition of d. A symmetrization of µ is any partition λ = (λ 1 , . . . , λ r ) of d with
where µ = (µ i 1,1 , . . . , µ i 1,l 1 , . . . , µ i r,1 , . . . , µ i r,lr ) after a possible permutation. We write λ ≺ µ to indicate that λ is a symmetrization of µ. We stress that different choices of µ i appearing in different sums (4.7) yield different symmetrizations of µ, even if some of the µ i are equal.
Given two partitions λ = (λ 1 , . . . , λ r ) and µ = (µ 1 , . . . , µ s ) such that λ ≺ µ, we may consider the inclusion S λ V ⊂ S µ V . Since the group GL(V ) is reductive, there exists a unique GL(V )-invariant complement to S λ V in S µ V , denoted by W λ,µ . We have a natural projection π λ,µ : P(S µ V ) P(S λ V ) from W λ,µ , whose definition on decomposable elements is
The projection π λ,µ induces another projection P(S e (S µ V )) P(S e (S λ V )), which we keep calling π λ,µ . The λ-symmetrization of a degree e homogeneous polynomial f ∈ S e (S µ V ) is the image π λ,µ (f ) under the map already defined. The following result is an instance of [HO, Theorem 2.2] , and an almost immediate consequence of [O, Theorem 1.2] . It relates the λ-symmetrization of the µ-discriminant (the equation of X ∨ µ ), where λ ≺ µ are two partitions of d. Proposition 4.4. Let λ ≺ µ be two partitions of d. Then
Moreover, f λ is a factor of multiplicity one in π W λ,µ (f µ ).
Proof. By [O, Theorem 1.2], we have the inclusions
. We stress that, taking into account Definition 2.5, we are identifying P((S µ V /S d V ) ⊥ ) with S d V and by abuse of notation write
is a factor of multiplicity one in both the polynomials
Remark 4.5. Fix a partition µ ⊢ d and a vector space S µ V . As a completion of the remark in Definition 4.3, we stress that distinct symmetrizations λ 1 = λ 2 of µ yield isomorphic but distinct subspaces S λ 1 V = S λ 2 V and, in turn, distinct (but isomorphic) varieties X λ 1 and X λ 2 , even if λ 1 = λ 2 as partitions of d. For example, when we write X (2,1) ⊂ X (1,1,1) we do take into account which components of µ = (1, 1, 1) we are summing to get λ = (2, 1). Nevertheless, we chose to omit this assumption in our notation. In terms of projections π λ,µ , different symmetrizations λ 1 = λ 2 of µ yield different maps π λ 1 ,µ = π λ 2 ,µ .
The following key fact shows how the previous result shifts from dual Segre-Veronese varieties to their respective ED polynomials. Proposition 4.6. Let λ ≺ µ be two partitions of d and let t ∈ S λ V . Then the ED polynomial of X ∨ λ at t divides with multiplicity one the λ-symmetrization of the ED polynomial of X ∨ µ at t.
Proof. Let t ∈ S λ V and let x ∈ X λ ⊂ X µ be a λ-symmetric singular tensor for t. We show that x is also a µ-symmetric singular tensor for t. According to the decomposition S µ V = S λ V ⊕ W λ,µ , the tangent space of X µ at x decomposes in a good way as T x X µ = T x X λ ⊕ W for some subspace W ⊂ W λ,µ . In particular, any tangent vector of X µ at x may be written in a unique way as y = y λ + w for some y λ ∈ T x X λ and w ∈ W . Then we have
for all y ∈ T x X µ . Thanks to Proposition 2.7, this fact means, at the level of ED polynomials, that there exists an integer β ≥ 0 such that EDpoly X ∨ µ ,t (ǫ 2 ) = [EDpoly X ∨ λ ,t (ǫ 2 )] β · h, and EDpoly X ∨ λ ,t (ǫ 2 ) is not a factor of h. By Lemma 3.2, the equations of X ∨ µ and X ∨ λ , namely f µ and f λ , appear with multiplicity 2 in the lowest terms of EDpoly X ∨ µ ,t (ǫ 2 ) and EDpoly X ∨ λ ,t (ǫ 2 ). Moreover, by Proposition 4.4, f λ is a factor of multiplicity one in π λ,µ (f µ ). This implies that β = 1. . . , q s−n }. Then any of the following partitions λ ≺ µ, which we use in Corollary 4.10 and Lemmas 4.13 and 4.14, is compatible with J: 
(4.8) Moreover, f λ,J λ is a factor of multiplicity one in π λ,µ (f µ,J ).
Proof. Since the partition λ is compatible with J, we conclude immediately from Definition 4.7 that X λ,J λ = X µ,J ∩ P(S λ V ). Looking at its definition in (1.7), we observe that X µ,J is isomorphic to the union of 2 |J| copies of X µ(J) , where the partition µ(J) ⊢ d − j∈J µ j was introduced in Corollary 4.2. Analogously, X λ,J λ is isomorphic to the union of 2 |J λ | copies of X λ(J λ ) .
, where W j is one of the two points of Q if j ∈ J λ , otherwise W j = P(V ). The variety C (λ) corresponds precisely to the λ-symmetrization of the component Proof. Let K ⊂ [d] such that |K| = j∈J µ j . By Proposition 4.9, f µ,J is a factor of multiplicity one in π µ,1 d (f d,K ). Moreover, given any tensor t ∈ S µ V , by Proposition 4.6 the ED polynomial of X ∨ µ at t divides the ED polynomial of X ∨ d at t with multiplicity one. Therefore, the exponents of f d,K and f µ,J , which are respectively α d,|K| = α d, j∈J µ j and α µ,J , must coincide.
Our method of partial symmetrizations starts from the easiest case, namely the symmetric case µ = (d), explained in the following result.
Theorem 4.11. [Sod, Theorem 4 .15] Assume s = 1, and let d ≥ 1 be an integer. On one hand, the highest coefficient of
Corollary 4.12. For any partition µ = (µ 1 , . . . , µ s ) ⊢ d, we have the relation 
In particular, for all 1 ≤ k ≤ ⌊d/2⌋ we have the relation
(4.10)
Proof. In the case (1), EDpoly X ∨ µ ,t (ǫ 2 ) = det(ǫI − t) det(ǫI + t). This is a monic polynomial, and f µ = det(t) is the determinant of the 2 × 2 matrix representing t.
Consider case (2). From Lemma 3.1 we have that X ∨ µ,{2} is not a hypersurface, therefore f µ,{2} = 1. By Corollary 4.10 we have that α µ,[2] = α d,d , whereas α µ,{1} = α d,1 . Therefore equations (4.1) and (4.2) become respectively a N (t) = f
µ,{1} . Equation (4.6) yields the identity Consider case (3). Equations (4.1) and (4.2) become respectively a N (t) = f 
In particular, for all 1 ≤ k ≤ ⌊(d − 1)/2⌋ we have the relation
Proof. Consider case (1). By Lemma 3.1, the varieties X ∨ µ,{1,2} , X ∨ µ,{1,3} and X ∨ µ,{2,3} are not hypersurfaces, therefore f µ,{1,2} = f µ,{1,3} = f µ,{2,3} = 1. Moreover, by Corollary 4.10 we have α µ,[3] = α d,d and α µ,{1} = α µ,{2} = α µ,{3} = α d,1 . We refer the reader to Section 6 for a detailed treatise on this specific example. Now consider case (2). By Lemma 3.1, the varieties X ∨ µ,{1,2} and X ∨ µ,{2,3} are not hypersurfaces, hence f µ,{1,2} = f µ,{2,3} = 1. Moreover, by Corollary 4.10 we have that α µ,
. Putting all this information together, we obtain equation (4.11) in the case k = 1.
Finally consider case (3). Analogously to case (2), we have that the variety X ∨ µ,{1,2} is not a hypersurface, hence f µ,{1,2} = 1. In addition, α µ,
Thus we obtain equation (4.11). It remains to show that the matrix of coefficients of S d is of maximal rank d − 1. First of all, one clearly checks that the set of equations coming from (4.10) are pairwise linearly independent. The same holds for the set of equations coming from (4.10). Moreover, any equation coming from either (4.10) or (4.11) is linearly independent with (4.9). It may happen that the k-th equation in (4.11) is a linear combination of the k-th and (k + 1)-th equations in (4.10). This happens only if the maximal minors of the submatrix
obtained extracting the coefficients of α k , α k+1 , α d−k−1 and α d−k from the three mentioned equations, vanish simultaneously. One may easily verify that this is impossible for 1 ≤ k ≤ ⌊(d − 1)/2⌋, because the maximal minors m
Proof of the Main Theorem. Let d ≥ 1 be an integer and let µ = (µ 1 , . . . , µ s ) be a partition of d. We only need to show that the highest coefficient a N = a N (t) and the lowest coefficient a 0 = a 0 (t) of the ED polynomial of X ∨ µ at t ∈ S µ V are respectively
(4.12) By Corollary 4.10, for every non-empty subset J ⊂ [s], the exponent of f µ,J is α µ,J = α d, k∈J µ k . Moreover, by Proposition 4.15, we have that α d, k∈J µ k = k∈J µ k − 2, thus completing the proof.
Remark 4.16. As one may foresee from the statement of the Main Theorem and the different steps of its proof, this result could be extended to tensors of format n d for n ≥ 2 or even of format n 1 × · · · × n d for n 1 , . . . , n d ≥ 2. Indeed, in this paper we focus on tensors of binary format, and leave to the paper in preparation [Sod2] other more general considerations on ED polynomials of Segre-Veronese varieties.
An immediate consequence of the Main Theorem is that, for any partition µ ⊢ d, we may write an identity involving the ED degree of X µ and the degrees of the varieties X ∨ µ,J , as pointed out below. Recalling that the degrees of the µ-discriminant δ µ and of the hyperdeterminant δ j are defined in (4.3) and (4.4), respectively, then
On the non-negativity of the polynomials f µ,J
This section investigates the non-negativity of the various factors f µ,J appearing in the extreme coefficients of EDpoly X ∨ µ ,t (ǫ 2 ). Actually, they are (products of) SOS polynomials. This fact is useful for the considerations about tensors of format 2 × 2 × 2 made in Section 6.
, then f µ,J is a SOS polynomial. In particular, f µ,J is a non-negative polynomial for all J = ∅.
Proof. For J = [s], the thesis follows since X ∨ µ,J ⊂ P(V ⊗d ) is the union of d pairwise conjugate hyperplanes. Now let µ = 1 d and J = {1}. More explicitly,
and X ∨ d−1 are hypersurfaces when d ≥ 3. If {a i 1 ···i d } and {b j 2 ···j d } are homogeneous coordinates for P(V ⊗d ) and P(V ⊗ (d−1) ) respectively, the equations of the two components of
In particular, f 
2 ) with multiplicity one and f µ,
, thus completing the proof.
Problem 5.2. In particular, Proposition 5.1 tells us that, if (X µ ∩ Q) ∨ is a hypersurface, then its equation is a SOS polynomial. More in general, it would be interesting to solve the following problem suggested by Bernd Sturmfels: assuming that the variety (X ∨ ∩ Q) ∨ appearing in [OS, Proposition 5.4 ] is a hypersurface, is its equation a non-negative polynomial? If so, is it a SOS polynomial?
Remark 5.3. Looking closely at the polynomials defined in (5.2), one may see that for all d ≥ 3 and for all 1 ≤ j ≤ d, the polynomial f d,{j} may be written as
where t {1,2} ∈ V ⊗ V , with r, s ∈ {0, 1}, obtained extracting from t the slices {t rsij } highlighted in Figure 4 .
.
The new system of coordinates is more effective for computing SO(V ) d -invariants. Indeed, the torus [Stu, Algorithm 1.4 .5], we computed a minimal generating set of invariants of S(V ⊗d ) SO(V ) d , a least for small values of d. Focusing on the case d = 3, we get that
where the θ j 's are four real invariants of degree two, whereas ϕ 1 and ϕ 2 are two non-real mutually conjugate invariants of degree four: θ1 = u0,0,0u1,1,1, θ2 = u0,0,1u1,1,0, θ3 = u0,1,0u1,0,1, θ4 = u0,1,1u1,0,0, ϕ1 = u0,0,1u0,1,0u1,0,0u1,1,1, ϕ2 = u0,0,0u0,1,1u1,0,1u1,1,0.
(6.1)
In addition, the only relation among them is θ 1 θ 2 θ 3 θ 4 − ϕ 1 ϕ 2 = 0. Since we are dealing with real binary tensors, the coefficients of the ED polynomial of X ∨ µ at t are all real polynomials in the entries {t i 1 ···i d } of t. Indeed, they are elements of R[θ 1 , θ 2 , θ 3 , θ 4 , ϕ], where ϕ := (ϕ 1 + ϕ 2 )/2. In the old set of coordinates {t i 1 ···i d }, these invariants become respectively Now we describe the ED polynomial of X ∨ 3 ⊂ P(V ⊗3 ) ∼ = P 7 at t ∈ V ⊗3 , which has degree 6 = EDdegree(X 3 ) in ǫ 2 and may be written as
From Corollary 1.2, we obtain that the extreme coefficients are respectively
where Det(t) is the hyperdeterminant of t, written explicitly as The other factors of a 0 and a 6 are written explicitly below with respect to both the generators θ 1 , . . . , θ 4 , ϕ and the coordinates of t, in the same fashion of Remark 5.3. On one hand, the three factors f 3,{1} , f 3,{2} and f 3,{3} of g 1 represent three quartic hypersurfaces in P 7 . Each of them is the union of two conjugate quadric hypersurfaces. In turn, the singular locus of each of these quadric hypersurfaces has dimension three and meets the Segre variety X 3 in a quadric surface. Finally, these six quadric surfaces may be interpreted as the two dimensional "faces" of the three dimensional "cube" X 3,[3] = Seg(Q ×3 ) of totally isotropic rank one tensors, as Figure 5 may suggest. On the other hand, a 6 = θ 1 θ 2 θ 3 θ 4 . Geometrically speaking, each polynomial θ j defines a pair of conjugate hyperplanes dual to a pair of conjugate vertices of X 3, [3] . In addition, we determined symbolically all the intermediate coefficients of EDpoly X ∨ ,t (ǫ 2 ) with respect to the generators θ 1 , . . . , θ 4 , ϕ. In particular, deg(a j ) = 2(10 − j) for all j ∈ {0, . . . , 6}. For example, the coefficient a 5 (t) is relevant since the ratio a 5 (t)/a 6 (t) corresponds to the sum of the squares of the singular values of t, thanks to Proposition 2.7: a 5 (t) = 1 8 [(θ 1 θ 2 θ 3 + θ 1 θ 2 θ 4 + θ 1 θ 3 θ 4 + θ 2 θ 3 θ 4 )ϕ − 3θ 1 θ 2 θ 3 θ 4 (θ 1 + θ 2 + θ 3 + θ 4 )] .
In the following, we assume that t ∈ V ⊗3 is µ-symmetric for µ ∈ {(2, 1), (3)}. Among the six critical binary tensors for t on X 3 , EDdegree(X µ ) of them are µ-symmetric. Below we describe the critical binary tensors that belong to X 3 \ X µ .
Proposition 6.1.
(1) Let µ = (2, 1) and let t ∈ S µ V be general. Then t admits four critical binary tensors on X µ . The remaining two critical binary tensors are x ⊗ y ⊗ z and y ⊗ x ⊗ z for some x, y, z ∈ V . If t is real, the common singular value of the two critical points on X \ X µ is real.
(2) Let µ = (3) and let t ∈ S µ V be general. Then t admits three critical binary tensors on X µ .
The remaining three critical binary tensors are x ⊗ x ⊗ y, x ⊗ y ⊗ x and y ⊗ x ⊗ x for some x, y ∈ V . If t is real, the common singular value of the three critical points on X \ X µ is real.
Proof. By Proposition 4.6, EDpoly X ∨ µ ,t (ǫ 2 ) divides EDpoly X ∨ 3 ,t (ǫ 2 ) with multiplicity one when t ∈ S µ V . Consider part (1). Then t admits EDdegree(X µ ) = 4 (see (1.6)) critical binary tensors corresponding to four singular vector triples (x j , x j , y j ) for some x j , y j ∈ V , j ∈ [4]. Moreover, for any singular vector triple (x, y, z) for t with singular value σ and x = y, the permutation (y, x, z) is again a singular vector triple for t, and shares the same singular value σ. Hence, there is a linear polynomial h(ǫ 2 ) such that EDpoly X ∨ 3 ,t (ǫ 2 ) = EDpoly X ∨ µ ,t (ǫ 2 ) · h(ǫ 2 ) 2 .
In conclusion, apart from the µ-symmetric singular vector tuples, there is room left only for one more non-symmetric singular vector triple (x, y, z) and its permutation (y, x, z). In addition, if t ∈ S µ V R , the root of the linear polynomial h(ǫ 2 ) must be real. Now consider part (2). Then t admits EDdegree(X (3) ) = 3 (see (1.6)) critical binary tensors corresponding to three singular vector triples (x j , x j , x j ) for some x j ∈ V , j ∈ [3]. With a similar argument of part (1), we observe that there is a linear polynomialh(ǫ 2 ) such that
In conclusion, apart from the µ-symmetric singular vector tuples, there is room left only for one more non-symmetric singular vector triple of the form (x, x, y) for some x, y ∈ V , together with its permutations (x, y, x) and (y, x, x). Moreover, if t has real entries, the root of h ′ (ǫ 2 ) must be real.
Remark 6.2. Consider Proposition 6.1(1). In this case the invariants θ 2 and θ 3 introduced in (6.2) coincide. This implies that the highest coefficient a 6 = θ 1 θ 2 θ 3 θ 4 of EDpoly X ∨ 3 ,t (ǫ 2 ) splits into two factors θ 1 θ 4 and θ 2 θ 3 = θ 2 2 , which correspond to the highest coefficients of EDpoly X ∨ µ ,t (ǫ 2 ) and h(ǫ 2 ) 2 , respectively. About the lowest coefficient a 0 , from (6.4) we see that in this case the polynomials f 3,{1} and f 3,{3} coincide. Indeed, the lowest coefficients of EDpoly X ∨ µ ,t (ǫ 2 ) and h(ǫ 2 ) 2 are respectively Det 2 · f 3,{2} and f 3,{1} · f 3,{3} = f 2 3,{1} . More precisely, Det = f µ and f 3,{2} = f µ,{2} . We computed symbolically the ED polynomial of X ∨ 3 at a µ-symmetric tensor t. In particular, h(ǫ 2 ) = 16θ 2 ǫ 2 − θ 1 θ 2 − θ 2 θ 4 + 2ϕ.
