The vertebrate central nervous system is organized in modules that independently execute sophisticated tasks. Such modules are flexibly controlled and operate with a considerable degree of autonomy. One example is locomotion generated by spinal central pattern generator networks (CPGs) that shape the detailed motor output. The level of activity is controlled from brainstem locomotor command centers, which in turn, are under the control of the basal ganglia. By using a biophysically detailed, full-scale computational model of the lamprey CPG (10,000 neurons) and its brainstem/forebrain control, we demonstrate general control principles that can adapt the network to different demands. Forward or backward locomotion and steering can be flexibly controlled by local synaptic effects limited to only the very rostral part of the network. Variability in response properties within each neuronal population is an essential feature and assures a constant phase delay along the cord for different locomotor speeds.
segment (Ϸ1% of the cycle duration), resulting in a total lag from head to tail of approximately a full undulatory wave (see Fig. 2 A) . The speed and direction of the locomotor wave is, however, modifiable and can be reversed, because it occurs in backwards swimming when the animal needs to retract backwards (15) . The question of how the phase lag is generated has previously been addressed both experimentally and by using computational models (8, 9, (16) (17) (18) (19) (20) . Previous biophysical models have had difficulties in reproducing the apparent frequency independence of the phase lag, which is a characteristic of normal swimming at different speeds. We show here how this can be achieved, using known asymmetric anteroposterior synaptic projections in interneuronal populations that have a biologically realistic degree of variability in neuronal size and membrane properties. The direction of the locomotor wave (i.e., forward or backward) along the entire spinal cord can be controlled in the model by signals directed exclusively to the very rostral part of the spinal cord (one-tenth of its length; see Fig. 2C Inset), which corresponds to the rich brainstem innervation of the rostral cord (21) . Under these conditions, the spinal CPG network will be able to adjust the phase lag appropriately along the entire spinal cord due to inherent network properties. We show that the variability in cellular properties (Fig. 1A) within a given neuronal population is of critical importance for this local control of the coordination.
Results
Here, we use a full-scale model of the whole lamprey spinal CPG simulated on an IBM BlueGene/L supercomputer to investigate mechanisms underlying a flexible and biologically feasible control of the coordination along the spinal cord as an emergent property of the distributed spinal neural network. Each excitatory (E) and inhibitory (I) neuron is modeled in a biophysically detailed manner (22) (see supporting information (SI) Movie S1, Movie S2, and Movie S3). Populations of 6,000 E and 4,000 I cells are simulated by using an 86-compartmental neuronal model (22, 23) and a total of 760,000 synapses. The synapses and model neurons have properties that very closely resemble those of their biological counterparts, causing them to respond in the same way to synaptic input. The different types of ion channels established experimentally are also modeled with voltage-dependent Na ϩ , subtypes of Ca 2ϩ , K ϩ channels and Na ϩ -and Ca 2ϩ -gated K ϩ channels (22) . Cells are placed randomly within a space corresponding to the spinal cord (see Methods).
There is a considerable degree of variability in neuronal size and membrane properties within each pool of interneurons in the spinal cord, and the corresponding variability was introduced in each pool of model neurons. Fig. 1 A shows how the response to current injection varies between different neurons within one pool. The excitatory and inhibitory synaptic connections are set, based on experimental data (see Fig. 1 B and C and Network Model in Methods). The model network could be activated either by (i) simulating the commonly used experimental procedure by applying glutamate agonists in the bath, or (ii) by letting a population of reticulospinal model neurons (n ϭ 200) activate the network as would occur under physiological conditions. The activity of each of the 10,000 neurons in the model spinal cord are displayed as color-coded spheres with blue indicating inhibition, red spheres cells indicating firing action potentials, and green indicating a subthreshold depolarization (see Movie S1 and Movie S2).
Simple Control Principles Determine Direction of Locomotor Wave
(Forward-Backward). The simulated network ( Fig. 1 B and C) produces alternating locomotor-like output in E and I interneuron populations on both the left and right sides of the spinal cord (Fig.  2B ) in response to a tonic excitation supplied to all spinal neurons via excitatory (AMPA) synapses. As in experiments and previous models (10, (24) (25) (26) (27) , the frequency of the rhythm increases with the intensity of the tonic drive, i.e., increased reticulospinal drive or agonist drive. The activity of E and I interneurons is represented in Fig. 2B for both the left and right sides at different distances from the rostral to the most caudal level (indicated by arrows to the right) in E and I interneurons, respectively. Note that with the asymmetric axonal distribution used here (28) , there is a constant phase lag along the entire simulated spinal cord, and the total phase lag from head to tail is close to one cycle as during normal locomotion.
Experimentally, the overall phase lag along the spinal cord can be increased, reduced, or even reversed if the excitability of a few segments at the head or tail end of the spinal cord is modified (19) . In Fig. 2 C and D, we show that the intersegmental phase lag along the entire spinal model network can be modified by applying additional positive or negative synaptic current to only the 10 most rostral segments ( Fig. 2C, drawing ; see also Movie S3 and Movie S4). Fig. 2D illustrates that a local rostral command can modify the rostrocaudal delay in a broad range from a positive to a negative phase lag value along the entire spinal cord. The control activity (0 nA) with tonic excitatory drive to the whole spinal cord shows the uniform phase lag of neuronal activity from head segments to the tail. When ϩ0.05 nA is added to the few rostral segments, there is a uniform increase of the phase lag, whereas, if instead, a range of negative currents from Ϫ0.025 to Ϫ0.1 nA is applied, there is a progressive reduction of the phase lag, followed by a reversal to a posterior-anterior direction-again along the entire spinal cord. The graph in Fig. 2C shows that the segmental phase lag can be controlled in a graded way between ϩ2% and Ϫ2%, similar to the range obtained experimentally (19) . It would thus be possible to switch between forward and backward locomotion (19) just by command signals acting on a few rostral segments and not to the entire or caudal part of the spinal cord, as sometimes has been assumed.
To explore the possible role of reciprocal inhibition for the longitudinal coordination, we modeled not only the whole spinal cord but also the hemispinal cord network (23, 29) , which consists of only segments of the left or right side where there is no inhibition from the contralateral side, but in which a unilateral phase lag is still known to occur experimentally. Fig. 2C (open symbols) shows that also in the hemicord the phase lag can be controlled from the rostral segments, but in a narrower range and with much greater sensitivity to changes in the degree of activation. The dynamic range is thus much broader in the intact cord than in the hemicord, suggesting that the reciprocal inhibition between hemisegments is important for a reliable and efficient control of the phase lag of the swimming pattern. Furthermore, in simulations of the intact spinal cord, a change of the rostral command was applied during stable forward swimming activity, which resulted in a rapid change in the rostrocaudal coordination within a few cycles. In a simulated hemicord, the pattern can also be reversed, but the process is in this case much slower, extending over many cycles, and it is also less stable. This is also illustrated in Fig. S1 . The overall quality of the pattern, such as the constancy of the intersegmental phase lag along the body, is also lower in the hemicord. This corroborates the conclusion that the reciprocal inhibition between the two sides of the spinal cord is vital, not only for assuring a left-right alternation but also for achieving a reliable intersegmental coordination.
Higher-Level Control of the Locomotor CPG-Brainstem Locomotor
Command Regions and the Basal Ganglia. There is a two-level control hierarchy (1, 2, 7), whereby the brain controls the spinal locomotor network (Fig. 3A) . The direct control is exerted by evolutionary conserved locomotor command regions (MLR) that via reticulospinal neurons (RS) directly regulate the level of activity in the spinal CPG. The level of activity in these command regions is, in turn, under the control of the basal ganglia (striatum and pallidum), through a selective and gradual release from tonic inhibition (30, 31) . Stimulation of the lamprey striatum can elicit locomotion, and the locomotor command regions are known to be under tonic inhibition at rest (30) . Here, we model the entire control system that would normally be involved in activating the locomotor behavior, extending from striatum to the end of the spinal cord.
In the simulations of Fig. 3B we have merged the brainstem locomotor command region with the reticulospinal level (MLR/ RS) to one level of command neurons. Each such neuron activates both inhibitory and excitatory neurons along the entire spinal cord with a projection probability of Ϸ10%. appropriate intersegmental coordination. The activity of the E and I neurons on both sides is activated in an orderly fashion from the most rostral segment to the most caudal segments (illustrated as in Fig. 2B ). Clearly, the spinal network can be controlled in a very efficient way with practically no delay by using a simulated reticulospinal drive.
The enhanced activity in the reticulospinal model neurons (MLR/RS) in Fig. 3B results, in turn, from a removal of inhibitory activity from the modeled output stage of the basal ganglia (pallidum). Biologically, it is well documented that these inhibitory neurons are spontaneously active under resting conditions and that they target the locomotor command regions from lamprey to mammals and that an experimental blockade of the tonic inhibition releases locomotor activity (30, 31) . We have included the basal ganglia control by modeling the pallidal output neurons (n ϭ 300), spontaneously active at rest, and the striatal (n ϭ 3000) neurons being silent at rest. Fig. 3B shows that when the striatal model neurons are activated, the pallidal neurons are turned off, and thereby the MLR/RS activity is enhanced and the spinal locomotor network activated.
We have also shown that an additional modulation of the rostral part of only the spinal cord as in Fig. 2 C and D can be mediated by a subset of rostrally projecting reticulospinal neurons (see also Movie S3 and Movie S4). They are, in turn, activated through a disinhibition from the basal ganglia. They can modify the intersegmental coordination-to enhance or reduce the phase lag along the entire spinal cord.
The activity of the spinal CPGs can thus be turned on and off, their level of activity varied, and the size and direction of the phase lag controlled from the level of the basal ganglia. Although we do not, as yet, have as detailed information on the cellular and synaptic properties of these neurons, as for the model neurons at the spinal level, these simulations provide a proof of principle. The basal ganglia structure and function are conserved in considerable detail between lamprey and mammals (1, 32, 33) , even at the level of cellular properties, transmitters, and afferent inputs.
Steering of Locomotion.
A turning response (left or right) during locomotion will occur when there is an enhanced activity of the reticulospinal neurons on one side, leading to a more pronounced motor activity on that side (see ref. 7 ). In Fig. 4 we have modeled Scheme of the basal ganglia-brainstem control of locomotor behavior. The neurons in the basal ganglia output stage, the pallidum, are during resting conditions tonically active, thus keeping motor centra in the brainstem (MLR, mesencephalic locomotor region and reticulospinal neurons, RS) under tonic inhibition. It is only after a strong excitatory input to the basal ganglia input stage, the striatum, that the striatal projections neurons can inhibit the tonic activity in the pallidal neurons, thus releasing the brainstem command centra from tonic inhibition. (B) This control of the spinal CPG is simulated. The resting CPG network receives a low synaptic drive from the brainstem motor centra (reticulospinal neurons, RS) because these are inhibited by pallidal cells. When the activity is suddenly released in the reticulospinal neurons because of disinhibition through the basal ganglia, the locomotor activity in the spinal network appears. Both an appropriate locomotor frequency and coordination is, as a consequence, immediately achieved.
this process as initiated from the striatum by including two separate subpopulations of striatal and pallidal neurons that control the level of activity of a portion of the reticulospinal neurons on the left and right side, respectively. When symmetric locomotor activity (MN) has been introduced through striatal activation (blue trace; same model design as in Fig. 3 ; see also legend), the subpopulation controlling the right side (green) is activated for a short period leading to an enhanced activity of the reticulospinal on the right side and a more prominent bursting on that side. This would lead to a turning response. We thus show that an enhanced reticulospinal activity on one side would lead to increased bursts on this side, which corresponds to the experimental findings. With regard to the striatal subpopulation that is assumed to generate the turning response, this is a prediction of the model that needs to be tested experimentally.
Cellular Basis of Segmental Phase Coupling-Importance of Variability of Cellular Properties. The ability of the spinal cord to generate an approximately constant phase lag (percent of cycle duration) along the spinal cord during locomotion at different frequencies is a nonobvious feature that needs to be considered. During actual locomotion, interneurons often fire only one spike per cycle (29) , which has been difficult to account for in previous biophysically detailed models. This also applies to the simulated conditions, when neurons often fired no more than one spike per activity cycle, and the overall pattern was shaped by population bursts due to the spike synchronization and cell recruitment in the interneuronal subpopulations (23) . To incorporate the variability in neuronal properties found experimentally (29, 34) , normally distributed values for single-cell properties were used (see Fig. 1 A, inhomogeneous population). This yielded a triangle-like bursting output pattern with a characteristic gradual rise and decay phase in the simulated motoneurons (Fig. 5A, solid line) , similar to those obtained experimentally (35) (36) (37) . This feature is observed in a broad frequency range. The model motoneurons integrate the output from the presynaptic E and I populations extending over several segments (Fig. 1C) . For comparison, when more homogenous parameter values (Fig. 5A , dotted red line) were used, a different membrane potential trajectory with sharper onset and a shape somewhat similar to single excitatory postsynaptic potentials (EPSP) occurred. The biophysically detailed models (e.g., refs. 8 and 9) used previously had interneurons that fired more intensely and displayed square pulse, or relaxation oscillator-like, locomotor bursts (see also ref. 38) .
The triangular wave shape suggests a possible way to adaptively control the intersegmental phase lag from segment to segment. If it is assumed that each segment must have reached a certain threshold (Fig. 5B ) with regard to the activity level before it can effectively recruit the next segment, the result will be that a triangular-shaped membrane potential trajectory will reach the threshold after a delay, which is proportional to the cycle duration (compare green and black traces in Fig. 5B ). If so, the intersegmental phase lag will result from a relative time delay, and can therefore be preserved at an approximately constant proportion of the cycle as the locomotor frequency changes (see also Fig. 5  legend) . In contrast, an EPSP-shaped (red trace in Fig. 5A ) or square pulse-like burst will cross the interaction threshold almost immediately upon being induced. This will instead lead to an approximately constant or less varying time delay between the activation of subsequent segments. The triangular wave shape can therefore contribute importantly to the generation of a constant intersegmental phase lag that remains the same at different burst frequencies. Fig. 5C compares the intersegmental lag produced at different burst frequencies with an inhomogenous interneuron population (triangular-shaped membrane potential trajectory) with that of a homogenous population. The former remains constant over an extended burst frequency range to decrease somewhat at lower frequencies, whereas the latter increases progressively with burst frequency. Consistent with the theoretical predictions, the intersegmental coordination in the inhomogeneous network simulations was near-perfect between 3 and 15 Hz. This frequency range corresponds to the fast rhythm observed in the experiments on fictive locomotion (7, 29) .
Discussion
The intention of this study has been to explore through biophysically detailed large-scale modeling, whether the detailed experimental findings obtained through a large number of experimental studies regarding connectivity and cellular and synaptic properties can actually account for the operation of the spinal CPG with its characteristic intersegmental constant phase lag. In addition, we would like to test whether this lag in the model, as in biology, can be flexibly set to different positive and negative values to allow for backward and forward locomotion, respectively. Moreover, we have considered the contribution of the basal ganglia and brainstem control in the control of the CPG, thereby representing essential features of the entire control system for goal-directed locomotion, including steering.
The simulated spinal network, consisting of populations of excitatory and inhibitory neurons (100 per each of 100 segments), can clearly generate a replica of the biological motor pattern with a constant phase lag that can be set to different values with a simple mechanism acting on the most rostral segments. Each of the 10,000 multicompartmental neurons have biophysically realistic properties and closely resemble their biological counterparts. One critical factor for the overall network function is the importance of the experimentally observed variability in neuronal size and membrane properties within each population (6, 38, 39) . The asymmetric anteroposterior distribution of the axonal projections of the interneurons (see Fig. 1 ) contributes importantly to the constant phase lag along the spinal cord, whereas the variability is required to generate the phase lag over a range of frequencies, and it thus confers important properties to the network. The adaptive control of the phase lag is achieved through a progressive recruitment and derecruitment (23) of neurons during each cycle due to the large range of membrane properties in each segmental pool of interneurons (see Fig. 5 ). In addition, our study highlights the importance of reciprocal inhibition in providing for a wide adaptive range and stability of the phase lag to facilitate the control of the locomotor pattern (Fig. 2C ). This suggests a previously uncharacterized role for the reciprocal inhibition in addition to its role in generating alternating activity between antagonist muscle groups. In accordance with experiments highlighting local control of the phase lag (20) , the present simulations also rely primarily on local interaction.
The fact that the coordination along the entire spinal network can be modified by interacting with just a few segments near the head end of the spinal cord has obvious advantages from a command point of view. The neuronal explanation in the model lies in the rostrocaudal axonal branches of both E and I interneurons that extend over several segments (see Fig. 1C ). When additional excitability is provided to the most rostral segments, they will enhance their basic burst rate somewhat, and the other segments along the cord will follow, albeit with a longer phase lag due to their lower degree of excitation (see Fig. 2 C and D) . Conversely, if the rostral segments are instead depressed to be active at a somewhat lower frequency, this will also lead to repercussions on the more caudal segments with higher excitability. They will all be slowed to some degree and align themselves so that a constant negative phase lag will build up along the entire spinal cord, with the tail end leading. In the living animal, it has previously been shown (19) that by increasing or reducing the excitability in a limited number of segments within the spinal cord, the phase lag can be modified or even reversed. Similar conclusions have been reached in experiments with mechanical entrainment (40) . The model establishes that a very simple neural mechanism, consistent with the biological findings, can account for the ability to rapidly determine whether the leading segment will be at the head or tail end by just acting on a few rostral segments. We thus predict that to generate backwards locomotion, a set of short reticulospinal neurons acting on the rostral spinal cord are activated that either are inhibitory in themselves or act through inhibitory interneurons. Although we have not as yet identified biologically the presumed reticulospinal neurons controlling the excitability in the rostral spinal cord, it is noteworthy that a large proportion of the reticulospinal fibers project only to the most rostral segments (21) . Another group project throughout the spinal cord, presumably to activate the entire spinal network. In previous simulations, we have shown that backward coordination could be achieved by additional excitation applied to the caudal part of the spinal cord network, and similarly, in pieces of spinal cord up to 24 segments, the coupling can be reversed by extra excitation to the caudal segments of the spinal cord (19) . However, in pieces of 50 segments Sigvardt and Williams (41) reported that it was difficult to reverse the coupling over the entire spinal cord. This was also the case in the present simulations, suggesting that a rostral command as discussed here would be better suited to exert an efficient control.
The spinal CPG is normally turned on by brainstem reticulospinal cells that provide excitation along the spinal cord to the different spinal neurons and the motoneurons. Similarly here, the large population of reticulospinal model neurons activate (through glutamate receptors) a proportion of the model interneurons in each segment along the entire network and thereby turn on the model CPG. The same effect can also be achieved by simulating the effect of applying glutamate on the spinal cord, which is analogous to the reticulospinal activation. Each of the left and right locomotor command regions in mesencephalon (MLR) exert a bilateral symmetric excitatory effect on the reticulospinal neurons (26, 42) , which in turn, drives the CPG; therefore, each side can induce symmetric locomotion. This provides the rationale for lumping MLR and the reticulospinal level into one (see Fig. 4 ). The two different locomotor command regions both receive tonic input from the inhibitory output neurons of the pallidum-an evolutionarily conserved organization found from lamprey to mammals (43) . By including a population of pallidal neurons in the simulations, it has been possible to elicit CPG activity through a release from pallidal inhibition of a reticulospinal population involved in the control of locomotion. This, in turn, is produced by activation of the striatal cell population. Under physiological conditions, striatum has a decision-making role (1, 2, 15) and is summing inputs from pallium (cortex in mammals) and thalamus.
Turning results from an enhanced locomotor activity on one side due to a transient asymmetric reticulospinal drive (44) . This can be induced directly by somatosensory input (N. Trigeminus) already at the lower brainstem level. Normally, however, steering would result from orienting movements elicited at the level of the optic tectum through projections to the brainstem. Tectum is activated by direct retinotopic input and tonic inhibitory input originating from the pallidum. In the lamprey as well as mammals, there is a prominent pallidal innervation from this areaand the eye and orienting movements are released when the pallidal inhibition is removed (45) .
In conclusion, central and local control mechanisms for establishing and modifying the coordination within the spinal CPG have been established. The rostral part of the CPG network can efficiently determine the direction of the movement, whereas local intrinsic properties allow for an adaptive coordination of the intersegmental phase lag.
Methods

CPG Neuronal
Populations. Populations of 6,000 E and 4,000 I cells were simulated by using an 86-compartment model with the different types of ion channels as established experimentally (22) . The cell model is available from Model DB (accession code 93319): http://senselab.med.yale.edu/modeldb/. Cells were placed randomly within a space corresponding to the spinal cord (2 mm wide, 0.25 mm thick, and 100 mm long). The populations of model neurons can be activated by simulated reticulospinal AMPA/NMDA synapses (200 reticulospinal model neuron; see below) or by simulating the experimental procedure of bath application of glutamate agonists modeled by a permanent opening of a fraction (30%) of AMPA channels (23) . Poisson-distributed noise with a mean intensity of 200 Hz was applied uniformly to all cells through AMPA synapses with 1-nS conductance.
Network Model. The synaptic connectivity within the spinal CPG is shown in Fig.  1 B and C . Models for the excitatory glutamatergic (AMPA and NMDA) and inhibitory glycinergic (Glyc) synapses were based on values used previously (23) , as are the synaptic conductances g syn AMPA ϭ 0.5 nS, g syn NMDA ϭ 0.25 nS, and g syn Glyc ϭ 0.5 nS. Synaptic sites were spread evenly over the cell surface, with 38 inputs per cell for each type of synaptic projection. In total, this resulted in 760,000 synapses between the CPG neurons. Synapses were distributed uniformly along the axons. Axons extended over 4 segments rostrally and 8 segments caudally for the E cells, and 5 segments rostrally and 15 segments caudally for I cells. The synaptic delay for each connection was calculated based on the distance between the connected interneurons (mean conduction velocity 0.7 m/s for E cells and 1 m/s for I cells). A normal distribution of the parameter values was assigned individually with regard to axonal conduction velocity, compartment area, decay time constant, and influx rate of the ionic pools. The Gaussian function was truncated at 1/4 and 4 times the mean value (standard deviation 0.5). In some experiments, the output of the network was integrated in the form of up to 10 motoneurons per hemisegment (see Fig. 4 ). This pool of motoneurons received the same excitatory and inhibitory input as the E population received in a segment and was used to visualize the segmental output. The motoneurons were designed not to generate spikes.
Brainstem Activation. To activate the CPG network synaptically from the brainstem, a population of reticulospinal model neurons (n ϭ 200) was used. They project to the spinal neurons with a projection probability of Ϸ10% with synapses distributed evenly over dendritic and soma compartments.
Basal Ganglia Control. The brainstem spinal cord was explored by adding a simplified pallidum (n ϭ 300 neurons) and striatum (n ϭ 3000 neurons) population with properties similar to the reticulospinal population. The pallidal neurons were tonically active, whereas the striatal neurons (which should correspond to the medium spiny neurons) were quiet during rest. The model neurons in the basal ganglia and brainstem were similar, because detailed information on the cellular and synaptic properties is not yet available. These simulations provide a platform, however, for investigating supraspinal control of the spinal CPG.
Simulation Environment. Calculations are performed using a specialized library for parallel simulations of biophysically detailed large-scale neural networks, SPLIT (46), on a 2048 CPU IBM Blue Gene/L supercomputer.
