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Abstract 
In order to develop a common mathematical and simulation platform for tumbling mills, the key 
aspects of grinding and both slurry and solids transport which are common to all tumbling mills are 
identified based on a review of existing mechanistic models and milling mechanics. Three versions 
of generic model structures for tumbling mills (the Generic Tumbling Mill Model Structure 
Versions 1 to 3: GTMMS I, GTMMS II, and GTMMS III) have been developed based on the 
population balance framework by incorporating sub-models for breakage characteristics, energy 
distribution, slurry and solids transport, and discharge.   
GTMMS I firstly integrates the transport function into a dynamic model structure. As an upgrade of 
GTMMS I, GTMMS II incorporates a 4D (four dimensional) appearance function sub-model 
derived from the JK Rotary Breakage Test (JKRBT) data to substitute the existing JK M-p-q t10-tn 
based appearance function model and applies the Discrete Element Method (DEM) energy 
distribution model, which can replace the traditional selection function, into the model structure.  
To obtain a 4D appearance function with wider applicable ranges, the JK Mini drop weight tester 
(JK Mini DWT) was used to conduct drop weight tests for smaller particles with sizes ranging from 
16 mm to 0.45 mm. The test results, together with the existing data from JK Standard Drop Weight 
Tests (JK DWT), were analysed and the wide-range (Ore particle sizes ranging from 425 μm to 63 
mm and the input specific energy from 0.1 kWh/t ~ 2.5 kWh/t) 4D appearance function models, 
namely the wide-range P80-m based 4D model and the wide-range P80-m-q based 4D model, were 
developed. All the 4D models have better performance in comparison with other t10 based models. 
The wide-range 4D appearance function model, together with the DEM energy distribution model 
corrected by probability-based energy split scheme with both volume ratio and stiffness ratio 
considered, and the multicomponent sub-model were successfully applied to GTMMS III.  
All three versions of GTMMS were validated against plant data, and the predictions agree well with 
plant data. GTMMS I, II and III can work independently depending on the availability of plant data. 
Because of the harmonic integration of the 4D appearance function, DEM energy distribution 
model, transport function, discharge function, power model, dynamic modelling and 
multicomponent modelling, GTMMS I, II and III are more mechanistic, generic, reliable, scalable 
and applicable and can be treated as vital milestones towards the goal of mechanistic grinding mill 
modelling and forming a platform for future models such as the unified comminution models 
(UCM). 
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 Introduction Chapter 1
 
This chapter presents an overview of this thesis work, including research background, the scope of 
this thesis, research objectives and thesis outline. 
1.1 Problem statement 
Grinding is almost the largest single energy-consuming process in the mineral processing industry. 
Although there are some relatively new grinding mills, such as stirred mills, vibrating mills and  
HPGRs (High-Pressure Grinding Rolls), etc., tumbling mills, as the traditional grinding facilities, 
are more extensively used in many plants.  
Process modelling and simulation are widely used in the minerals industry. Many models have been 
developed to simulate and optimise tumbling mills. However, the majority of these models are non-
mechanistic and non-generic, which implies low prediction accuracy and poor applicability beyond 
the development boundary of these models. A generic model structure and a common mathematical 
and simulation platform for tumbling mills have not yet emerged. For example, a model is still 
needed to respond smoothly in the transition from an AG mill (autogenous mill) to a SAG mill 
(semi-autogenous mill) and a ball mill. As the objective of this project, a generic mill model 
structure will be developed. The aspects of grinding and transport common to all mills will be 
identified and then developed as required to cover the wide range of milling conditions. 
 
1.2 Scope of this thesis 
A schematic diagram of the main topics addressed in the scope of this thesis and, equally 
importantly, those which are outside its scope is shown in Figure 1-1. 
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Figure 1-1 Schematic diagram of the main topics addressed in the scope of this thesis 
This thesis work focuses on wet milling, which is more commonly used in comminution industry. 
Compared with dry milling, wet milling requires less power, produces greater throughput, and 
however has greater ball and liner wear (Hassibi, Rogers, & Yang, 1999). The model structure 
developed in this thesis can be easily extended to dry milling because dry milling can be treated as 
wet milling with a special fluid with the viscosity and density of air. 
 
1.3 Research objectives and plan 
The aims and objectives of this project are: 
1. To identify the aspects of grinding and transport common to all tumbling mills 
2. To develop a generic mill model structure and a common mathematical and simulation 
platform for all types of tumbling mills 
3. To improve and validate the new generic model using existing lab-scale, pilot-scale, and 
industrial-scale data 
The new generic model will have the following features: 
1. mechanistic, generic, and can be applied to a wider range of equipment and operating 
conditions than current models 
2. accurate scale-up  
3. dynamic model 
4. can be used to predict the performance of new tumbling mills 
5. can cover the overlap region of the SAG mill and the ball mill 
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6. can be used for both single component grinding and multicomponent grinding 
The project research methodology includes mathematical modelling, numerical simulation and 
practical data validation as shown in Figure 1-2: 
 
Figure 1-2 Methodology of the model development 
The first step is to build a generic mill model structure based on common breakage characteristics, 
selection for breakage, and transport through the mill and discharge. The second step is to 
implement existing models of the different tumbling mills, such as SAG, AG, RoM (Mills using 
Run-of-Mine ores), primary ball mill, secondary ball mill, tertiary ball mill and other mills into the 
structure. Thereafter the generic mill model will be tested and validated against existing lab‐scale, 
pilot‐scale and industrial‐scale data. The assessment from all scale tests will assist in modifying the 
model structure and help gain a better understanding of the generic mill model. The iteration loop in 
Figure 1-2 shows the model development in this project.  
The model structure will be coded in MATLAB language using structured programming techniques. 
The main programs for steady-state simulation, dynamic simulation, and transport function 
integration will be developed respectively as well as series of subprograms. 
 
1.4 Thesis outline 
This thesis is divided into eight chapters to systemically investigate the generic model structure for 
tumbling mills. Figure 1-3 shows the structure of the thesis and the summary of research outcomes 
obtained by addressing specific research problems. 
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Figure 1-3 The overall structure of the thesis. 
This thesis includes eight chapters as follows: 
Chapter 1 Introduction 
Chapter 2 Literature Review 
Chapter 3 The Generic Tumbling Mill Model Structure Version I (GTMMS I) 
Chapter 4 The Analytical solution for the dynamic model of tumbling mills 
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Chapter 5 The Generic Tumbling Mill Model Structure Version II (GTMMS II)  
Chapter 6 The development of wide-range 4D appearance functions for breakage characterisation in 
grinding mills 
Chapter 7 The Generic Tumbling Mill Model Structure Version III (GTMMS III) 
Chapter 8 Conclusions and future work 
 
Chapter 2 is a critical literature review of the existing knowledge relevant to this thesis research. In 
line with the research objectives and research questions, this review is divided into two areas: 
(1) Contrast between SAG mills and ball mills; (2) Modelling status of tumbling mills. All the sub-
models related to the model structure are reviewed, and the gaps in knowledge are pinpointed, and 
hypotheses for future research are presented at the end of this chapter. 
Chapter 6 presents the experimental study details of this thesis. The JK Mini Drop Weight Test 
work is described in this chapter. Based on the experimental work, a new wide-range 4D 
appearance function model has been developed. This part of experimental work and other existing 
experimental data were used to develop and validate models. 
Chapter 3, Chapter 5, and Chapter 7 present three versions of the Generic Tumbling Mill Model 
Structure (GTMMS I, GTMMS II, GTMMS III). Based on the population mass balance framework, 
GTMMS has incorporated breakage characteristics, slurry and solids transport, classification and 
discharge function, energy consumption, multicomponent modelling and dynamic modelling into 
the generic model structure. GTMMS I uses the JK M-p-q tn-t10 based appearance function and for 
the first time integrates the transport function into the structure. This work has been published in 
XXVII IMPC. GTMMS II, as an upgraded version of GTMMS I, developed a P80-m based 4D 
(four dimensional) appearance function sub-model from the existing JKRBT
®
 (JK Rotatory 
Breakage Test) data and applied the Discrete Element Method (DEM) energy distribution model 
into the model structure. This work of GTMMS II has been published in XXVIII IMPC. To 
enhance the capability and diversity of GTMMS, GTMMS III has been developed with a new wide-
range 4D appearance function and with a multicomponent sub-model integrated.  The wide-range 
4D appearance function has a wider applicable range than before. The multicomponent model 
presented a new probability-based energy split model and was verified with the existing 
multicomponent grinding data. The prediction of GTMMS III is in good agreement with the historic 
plant survey data. With its mechanistic, generic, and reliable prediction capability, GTMMS is a 
milestone in the application of the unified comminution models (UCM) towards a model suited to 
use in a process simulator.  
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As a supplement of GTMMS, Chapter 4 presents the analytical solution for the dynamic model of 
tumbling mills. The analytical method describes a new perspective at GTMMS and deepens the 
understanding of generic model structures. This part of the work has been submitted to Powder 
Technology and is under peer review.   
Chapter 8 summarises the major findings from this thesis research based on the proposed 
hypotheses and provides recommendations for the implications in plant practice and future studies. 
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 Literature Review Chapter 2
 
The present advance of comminution modelling especially for tumbling grinding mills was reviewed. 
The limitations of the current models were analysed. Potential methods to address the limitations 
and future development trends in comminution modelling were proposed. The generic, mechanistic, 
dynamic, multicomponent and more accurate models will attract more and more attention. 
Research gaps and the hypotheses of this thesis are presented based on this review. 
 
2.1 Introduction 
 
Comminution, in the form of blasting, crushing, and grinding, is an important energy intensive 
process in the modern mining and minerals processing industry. The energy directly spent in 
minerals comminution in the world was about 2% in the year 2000 (J. A. Herbst, Chang L. Y., 
Flintoff, B, 2003). Comminution energy consumption can account for 1.2 ~ 1.8% of the total 
national energy used up by the USA, Canada or South Africa. According to Professor Tim Napier-
Munn (T. Napier-Munn, 2013), comminution consumes 1~ 4 % of all electrical power generated in 
the world and 7 ~ 10% of that in Australia. The energy consumption of comminution far exceeds 
the energy consumption of other processes in the mining industry. For example, for copper and gold 
mines in Australia, comminution processes consume 36% of the total energy utilised by the mines. 
The total energy consumed for the comminution of copper and gold ores accounts for at least 1.3% 
of Australia’s electricity consumption (Ballantyne, Powell, & Tiang, 2012). The improvement in the 
energy efficiency of comminution could achieve annual energy savings above 20 billion kWh 
yearly in the U.S.A., amounting to 15% of Australia’s overall yearly electrical power consumption 
in 1993-1994 (T. J. Napier-Munn, Morrell, Morrison, & Kojovic, 1996). Besides the energy, 
comminution also consumes a large proportion of the capital cost of a mineral processing plant. 
Thus how to improve the efficiency and performance of comminution devices to reduce the energy 
and capital cost is of essential interest.  
Crushing and grinding are the two main processes of comminution. Crushers, including jaw 
crushers, gyratory crushers, cone crushers, etc., normally produce larger particles of ore. The 
grinding mills which feature in most comminution circuits, such as tumbling mills, stirred mills, and 
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vibrating mills, then undertake the next stage of the process by grinding these large particles into 
smaller particles.  
In general, grinding mills require a relatively large amount of energy, taking the biggest sector of 
the energy consumption pie of comminution. It is remarkable that the energy consumption of 
grinding far exceeds the energy consumption of other processes, reaching 40% of all the energy 
used by equipment across the mining industry( US Department of Energy(US Department of 
Energy, 2005)).   
Among all the kinds of grinding equipment, tumbling mills are widely used. The tumbling mill, 
having a cylindrical or cylindroconical shape, rotating about its horizontal axis, includes the ball 
mill, rod mill, pebble mill, autogenous (AG) mill, semi-autogenous (SAG) mill and tube mill. In 
order to understand tumbling mill performance and efficiency and thereby provide a path to reduce 
the energy consumption and capital cost, this study aims to review the important tumbling grinding 
mill models and to discuss the modelling status quo and future challenges. The overlap of the SAG 
mill and ball mill is discussed first. The existing typical tumbling mill models are classified into 
non-mechanistic and mechanistic types.  The implications, advantages and limitations of the 
existing models are investigated. The future direction of tumbling mill modelling is suggested in 
this chapter. 
 
2.2 Contrast between SAG mills and ball mills 
SAG mills and ball mills are common in a mineral processing plant. SAG mills are essentially 
autogenous (AG) mills, but they use grinding balls to aid in grinding just like in a ball mill. 
Professor Napier-Munn T.J. and his coworkers have discussed the AG/SAG mills and ball mills in 
details (T. J. Napier-Munn et al., 1996). There are many similarities and differences between these 
two kinds of mills. A comparison and contrasting investigation are necessary to understand SAG 
mills and ball mills fundamentally. It will help in finding a generic model to describe SAG and ball 
mills and cover the overlap regions of SAG and ball mills.  
Table 2-1 The comparison between SAG mills and ball mills 
No. 
Contrast 
items 
Ball mill SAG mill 
1 Shell Shape The definition of aspect ratio: diameter 
to length ratio 
The majority have the ratio of 0.5 to 0.7; 
compared with SAG mill, it is LOW. 
HIGH aspect ratio, the majority of ratios are in 
the range of 1.5-3; (3 being referred to as a 
‘pancake’ mill); 
However, 1/3-2/3 can also be encountered (T. J. 
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However, 3 and 1/3 also encountered (T. 
J. Napier-Munn et al., 1996) 
Napier-Munn et al., 1996), especially in South 
Africa and  Scandinavian single-stage mills. 
2 Internal Shape For grate discharge ball mill, there are 
internal grate and pulp lifters; 
However, the vast majority of ball mills 
are overflow discharge mills without 
grate and lifters.  
Has internal grate and pulp lifters to control the 
top size exiting the mill and enable the mill to 
operate at a wide range of volumetric fillings. 
3 Ball load Ball load is the fraction of the cross-
sectional area of balls only – measured 
after a grind out or no ore feed of 10-15 
minutes. 
27-40% (can be higher for grate 
discharge mills) (T. J. Napier-Munn et 
al., 1996) 
However, as low as 17% can be 
encountered 
Commonly in the range of  
8-21% (Mular, 2002; Strohmayr & Valery, 2001) 
5 Products Finer grinding 
Feed size<12-20 mm 
Coarser grinding 
Feed size<300 mm 
6 Circuit Often used as the secondary or tertiary 
stage mill 
Often forms a closed circuit with hydro-
cyclone classification 
Used as the first stage or primary stage mill 
Often forms a closed circuit with recycling 
crusher, sometimes closed with a hydro-cyclone 
to provide a final product or supplement the ball 
mill final product.  
7 Speed Typically 75 to 80% of critical speed The average speed is 75% of the critical speed 
but ranges from 68 to over 80%.  
8 Throughput Fresh feeds of up to 1000 tph Feedrate of 500 to 3500 tph 
9 Power Normally ranging from 0.5 to 16 MW. 
Sometimes even higher, e.g. 22MW 
(ABB Company, 2011) 
Commonly 8 to 24 MW, ABB has manufactured 
a 28 MW drive for the 40-foot SAG mill for the 
Toromocho project (Minera Chinalco Perú) 
(Vijfeijken, 2010) 
10 Operating 
Cost 
Power and ball grinding media represent 
the major costs 
Power, media and mill liner costs are high, but 
not suited to the highest competence (refers to 
the degree of resistance of rocks to either erosion 
or deformation) ores that result in a low 
throughput and excessively fine product. 
11 Feeding ore 
type range 
Suited to treat soft to highly competent 
ores 
Wider range of ore type including sticky or 
clayey feeds 
12 Grinding 
media 
Steel balls; Steel balls are harder than 
ore particles so that they wear down 
slowly. The performance is relatively 
easy to predict because of the basically 
constant grinding media charge 
The large ore particles and steel balls both form 
the grinding media.  
The grinding charge is determined by feed size 
distribution, feed-rate and ore hardness. The 
variation of grinding charge gives rise to the 
difficulty in performance predictability. 
13 Power draw Power draw remains relatively constant 
and reduces gradually with time as balls 
The power draw changes with the mill charge 
and doesn’t change in direct response to feedrate, 
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slowly wear down. 
The balls (accounting for over 80% mass 
fraction of the charge) predominate the 
power draw and performance. 
feed hardness, and other external influence(T. J. 
Napier-Munn et al., 1996).  
14 Breakage rate 
function 
In the ball mill, the impact breakage is 
relative to ball mass and proportional to 
the cube of ball diameter, while the 
attrition breakage is relative to ball 
surface area and proportional to the 
fraction of ball diameter.  
 
Impact breakage ∝ b3 (ball mass) 
Attrition breakage ∝ 1/b (ball surface 
area), where b is ball diameter (mm) (T. 
J. Napier-Munn et al., 1996) 
 
The trends of these two kinds of effects 
are converse when the ball size reduces. 
There is a certain particle size Xm at 
which the maximum breakage rate 
occurs.  
 
When the sizes are getting smaller than 
Xm, although the attrition strengthens it 
cannot offset the reducing probability of 
direct impact, so the overall breakage 
rate reduces.  
 
Figure 2-1 Ball mill breakage rate, 
After (T. J. Napier-Munn et al., 1996)  
The breakage-size curve of AG/SAG mill is 
different from that of ball mill. When the size 
reduces, the breakage curve will experience a 
local minimum point (usually at the size of 25-50 
mm) and a local maximum point (usually at the 
size of 2.5-5mm). An explanation was proposed 
by T. J. Napier-Munn et al. (1996) for this 
phenomenon. For the size greater than 25-50 
mm, the impact effect is predominant, decreasing 
with size to the minimum. 
For sizes greater than 2.5-5 mm and smaller than 
25-50 mm, the attrition effect is predominant, 
increasing with a reduction in size over this 
range. 
 
Figure 2-2 AG/SAG mill breakage rate (T. J. 
Napier-Munn et al., 1996)  
For the size smaller than 2.5-5 mm, the smaller 
particles are easy to be brought by the outflow, 
the overall breakage rate will decrease.  
However, there is another explanation for the 
trend of large size (over 25-50 mm). The larger 
feed has a relatively longer residence time in the 
mill, thus resulting in a “superficially” higher 
breakage rate.  
 
15 Slurry pool The overflow discharge ball mills 
contain a slurry pool compared with the 
grate discharge ball mills. The pool 
facilitates the discharge of finished 
product from the mill. It also provides 
more particles for breakage in the toe of 
the charge, thus drawing 7-10% less 
power than grate discharge ball mills of 
the same internal length.  
However, if the slurry pool level is too 
high, the grinding efficiency and the 
The slurry pool will reduce the amount of impact 
breakage at the toe and will cause a drop in the 
power draw. Rock media charge volume may 
increase with the build-up of coarser rocks, 
partially offsetting the reduction in power draw 
caused by slurry pooling. However, the negative 
effect of the slurry pool reduces the grinding 
efficiency.  
Thus one of the key points of AG/SAG mill 
operation is to control the slurry pool especially 
for AG/SAG mills closed by fine classifiers to 
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downstream performance will decrease. 
(T. J. Napier-Munn et al., 1996)  
keep “free grinding”. (T. J. Napier-Munn et al., 
1996) 
 
16 Model Population balanced method is applied 
Perfect mixing and steady-state 
Different ways to calculate breakage 
rates, appearance functions, discharge 
functions, and power draw 
(T. J. Napier-Munn et al., 1996) 
Population balanced method is applied 
Perfect mixing and steady-state 
Different ways to calculate breakage rates, 
appearance functions, discharge functions, and 
power draw 
(T. J. Napier-Munn et al., 1996) 
17 Operation 
characteristics
--feed size 
As feed size increases (become coarser), 
throughput and performance decrease 
For a SAG mill whose ball load is greater than 
5%: 
As feed size increases (become coarser), 
throughput and performance decrease 
For a SAG mill with lower ball load or for an AG 
mill: 
When feed size decreases, the throughput 
increases but the product can become coarser. 
18 Operation 
characteristics 
- ore hardness 
As ore hardness decreases (become 
softer), the throughput will increase. The 
product size will become finer for a 
given feedrate. 
 
 
Normally, as ore hardness decreases (become 
softer); the throughput will increase because the 
steel ball charge plays a predominant role as 
grinding media in SAG mills. The product size 
will become finer. 
However, for an AG mill, when the ore hardness 
decreases below a critical value needed to 
maintain the grinding charge, the throughput will 
lessen.  
19 Operation 
characteristics 
-  build-up of 
critical size 
Oversize material, above 25 mm, tends 
to build-up and discharge as scats. 
For SAG mills, generally speaking, there is no 
build-up of critical size (25-50 mm) for softer 
ores, but for competent ores the critical size will 
build up unless removed through pebble ports. 
However, for an AG mill, because of the lack of 
effective grinding media such as steel balls, there 
can be a build-up of material with critical sizes 
(25-50 mm).  
 
20 Operation 
characteristics 
-  mill speed 
Increasing mill speed promotes impact 
breakage. Maximum grinding often 
occurs at about 80% of critical speed. 
(T. J. Napier-Munn et al., 1996)  
Increasing mill speed promotes impact breakage 
and reduces the amount of cascading motion, the 
throughput will increase, and the product will get 
coarser.  
When the speed increases, for greater sizes, the 
breakage rate will increase; for smaller sizes, the 
breakage rate will decrease. 
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Figure 2-3 Effect of mill speed on breakage 
rate (T. J. Napier-Munn et al., 1996) 
21 Operation 
characteristics 
-  ball size 
Increasing the ball size, the impact 
breakage will increase. The products 
become coarser, and the throughput will 
increase until limited by a controlling 
classification size. After that,  the circuit 
throughput decreases as the production 
of fine products is insufficient with the 
larger balls.  
As a general rule, the finer the feed, the 
smaller the balls should be. A practical 
ball size selection method is given in (T. 
J. Napier-Munn et al., 1996)  
The ball size increase, the impact breakage 
increases and the attrition breakage decreases. 
For greater sizes, the breakage rate will increase; 
for smaller sizes, the breakage rate will decrease.  
Larger rocks require larger balls to promote 
effective breakage.  
 
Figure 2-4 Effect of ball size on breakage rates 
(T. J. Napier-Munn et al., 1996) 
22 Operation 
characteristics 
-  ball charge 
On increasing the ball charge, the power 
draw increases and the throughput will 
increase in proportion to power. 
As the ball charge increases, the impact breakage 
will be enhanced.  
The increasing ball charge will result in the 
reduction of ‘middle size’ (25-50 mm) rocks but 
reducing the ability of the mill to produce finer 
particles. 
 
Figure 2-5 Effect of ball charge on breakage 
rates (T. J. Napier-Munn et al., 1996) 
 
It can be seen from the above comparison of ball mills and SAG mills that there are overlaps of 
these two kinds of mills. The overlaps cover the shape, size, structure, ball load, discharge 
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mechanisms, operational performance, and the breakage mechanisms. For example, a ball mill with 
a large size, grate discharge design, and ball load of 17-25% is very similar to a corresponding SAG 
mill. If we can find a generic model for ball mills and SAG mills, it is more convenient and efficient 
to describe the wide range of milling conditions, enabling a smooth transition between different mill 
types, such as from AG (Autogenous Grinding) to SAG to ball mill. 
 
 
2.3 Modelling status of tumbling mills 
The models for tumbling mills can be divided into two groups: non-mechanistic models and 
mechanistic models (Ping Yu, Xie, Liu, & Powell, 2014). The non-mechanistic model is similar to 
the Black Box model (T. J. Napier-Munn et al., 1996). The non-mechanistic model doesn’t take into 
account the fundamental physical mechanism in the comminution process. It aims at predicting the 
product size distribution based on the feed size distribution, breakage rate, ore characteristics, and 
empirical databases. The advantages of this kind of model include simplicity, low computer power 
demanded, and accurate prediction for a special device after a large number of experimental tests, 
pilot plant trials, and industrial tests. The drawbacks are also apparent for non-mechanistic models. 
For example, they are empirical and only useful within the development boundary within which the 
models were derived. They cannot be used to predict the performance of novel devices. Also, the 
non-mechanistic models cannot cover the overlap and transition from AG mills to SAG mills and 
AG mills to ball mills. 
The other class of tumbling mill model is the mechanistic model. The mechanistic model is also 
referred to as a fundamental model (T. J. Napier-Munn et al., 1996). A mechanistic model focuses 
on the comminution process, considering the fundamental physical laws in the process and the 
interactions between the particles and elements in the mill. The advantage of a mechanistic model is 
that it has a wider applicable field than non-mechanistic models. It has a better scaling up capability 
because it can separate machines from the ore characteristics and operating conditions. It can be 
used to predict the new devices and can cover the overlap region of the SAG mill and the ball mill. 
The accuracy of prediction of this model is also very promising. Although the mechanistic models 
are more complex and less developed, they are expected to be the future of comminution models 
(Powell & Morrison, 2007). The limitation for this kind of modelling is computational power. 
However, with the rapid development of computer power, this hindrance is gradually disappearing. 
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Basically, for a grinding mill model, there is a model structure to describe the ore particle size 
reduction processes in the mill. The breakage process has many elements (T. J. Napier-Munn et al., 
1996): 
 Collision frequency (breakage rate) 
 Ore particle size distribution after collision (appearance function) 
 Particle transport out of the mill (discharge rate) 
 
Figure 2-6 Schematic of AG/SAG mill operation (Kojovic, Hilden, Powell, & Bailey, 2012) 
To avoid any ambiguity, unification of some basic concepts is necessary.  
Size class i: also known as size fraction, size range. The ore material consists of particles of 
different size fractions. Standard sieves are used to quantitatively determine the mass of the 
particles in each size class. 
Breakage rate (unit: min
-1
, or hour
-1
) also known as specific breakage rate, is the rate of breakage 
for particles of size class i per unit time (T. J. Napier-Munn et al., 1996).  The selection function is 
defined as the fraction of materials selected for breakage per unit time (or stage) (Viswanathan & 
Mani, 1982). Other authors pointed out that the selection function represents the probability for a 
particle of size x to be selected for grinding(Shinohara, Golman, Uchiyama, & Otani, 1999). The 
breakage rate and the selection function have the same unit ((unit time)
-1
). Selection function can 
also be called the probability of breakage or the specific breakage rate (Vladimir, Blagoy, & Stefan, 
2012) (Rozenblat, Grant, Levy, Kalman, & Tomas, 2012) or breakage rate function (D. W.  
Fuerstenau, Kapur, & De, 2003). 
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Appearance function presents the ore particle fragment size distribution obtained after the breakage 
of particles of size class i. The appearance function can also be called the breakage function, or the 
breakage distribution function. 
Discharge rate describes the probability of discharge for product particles, also known as the 
discharge rate function, or the discharge function. 
The transport function is used to describe how the ore materials transport through the mill. It is also 
known as residence time distribution (RTD) function which is defined as a ratio of the mass of ore 
material in a mill to the feed rate. For a steady state perfect mixing model, assuming that the density 
of pulp held in the mill is the same as that in the mill discharge, and that the residence time of water 
and all solid size classes in the mill are the same, then the mean solid residence time can be 
estimated (T. Napier-Munn, 2013) (Genç, Ergün, & Benzer, 2013) 
The following table shows the relationship between these terms: 
Table 2-2 The relationship between different terms in comminution industry 
Term used in this 
thesis 
Definition 
Other terms with similar meaning or 
close linkages 
Breakage rate Collision frequency, probability of 
breakage 
Specific breakage rate, breakage 
probability, selection function, 
breakage rate function. 
Appearance function Ore particle size distribution after 
collision 
breakage function, breakage 
distribution function, distribution 
function 
Discharge rate Particle transport out of the mill, 
probability of discharge for product 
particles 
discharge rate function, discharge 
function 
Transport function describe how the ore materials 
transport through the mill 
residence time distribution (RTD) 
function, residence time 
 
Other important concepts for comminution modelling include the Population balance method 
(PBM) and the Discrete Element Method (DEM). The Population balance method (PBM) is widely 
used in chemical engineering and mining industry. It focuses on the mass balance for a single size 
fraction inside a mill. Many existing models use PBM to combine the above modelling components. 
For example, the JK-AG/SAG model uses a simplified PBM framework under the assumption of 
steady state and perfect mixing condition (Kojovic et al., 2012). 
Discrete Element Method (DEM) is another important tool to simulate the mechanical environment 
in the mill. DEM is now widely used in industries. It can provide important information for 
grinding modelling (N. S. Weerasekara et al., 2013). 
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The following parts will discuss the advances of the above modelling elements for tumbling 
grinding mills. Although this review is not a summary of all the existing models, it is helpful for 
finding a new prospective area of tumbling mill modelling. 
 
2.3.1 Population balance method 
 
Population balance method (Population balance model, PBM) is a very important concept which 
has been widely used in industrial particulate processes such as crystallisation, comminution, 
particle reactions, aerosol engineering, etc. Population balance equations stemmed from the 
Boltzmann equation of chemical physics which describes gas particle behaviour more than a 
century ago (Ramkrishna, 2000). PBM is used to describe the number balance of particles in 
different size classes. Population balance model can describe what happens with the particle 
population when the system evolves using two types of coordinates: 
 External (x, y and z) 
 Internal (individual particle properties: including size, mass, composition, etc. ) 
Consider  as the total number of particles per unit volume in time  and consider 
 the number fraction of particles in position x,y,z in 
time . Therefore, the total number of particles in an arbitrary region R(t) is given by (Ramkrishna, 
2000) : 
 (2.1) 
Definitions:  is the number of particles per unit volume 
created, with properties contained in the interval to ,…, to ; 
 is the number of particles per unit volume destroyed, 
with properties contained in the interval to ,…, to ; 
Considering the balance in the region R(t), which is equivalent to the region in physical space (x, y, 
z) and in the space of the  internal variables, assuming that the reference is moving with the fluid 
and that other particles cannot enter or leave region R(t), the only manner by which the number can 
change is that there is a birth or a death of particles.  
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For the region R(t):  
  (2.2) 
Applying Leibnitz rule, we have: 
  (2.3) 
If we define:  
  (2.4) 
The microscopic population balance equation (number balance) is: 
  (2.5) 
: Variation of the number of particles in time 
: Variation of the number of particles due to convection in geometric space(x,y,z) 
: Variation of the number of particles due to convection in the property space 
: Net variation due to appearance and disappearance of particles 
 
Rarely the distribution in number is known for any position x, y and z in the process. It is 
convenient to integrate the equation for a geometrical volume V, which yields: 
  (2.6) 
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Now the mean density function is given by , 
 In analogy to that: ,  
  (2.7) 
If the property velocities do not vary with the spatial coordinates (x, y and z), then, applying the 
divergence theorem, it gives the microscopic PBE (mass balance): 
  (2.8) 
The following steps are the simplification of Eq. (2.8): 
If the process may be described as a perfect mixer:  
If the only property of interest is particle size:  
For a steady-state solution, we have:  
After a series of simplifications, the following PBM can be obtained for a one-dimensional steady-
state perfect mixing mill (Ramkrishna, 2000): 
  (2.9) 
Or accordingly:  
  (2.10) 
  (2.11) 
which in discretized form is: 
  (2.12) 
where: ; 
; 
;  
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Eq. (2.12) is very similar to the following equation derived from simplified mass balance model for 
a single size fraction inside a mill (T. J. Napier-Munn et al., 1996): 
  (2.13) 
where   ;  
 ; ; 
= breakage rate=  in Eq. (2.12)= selection function;  
=mass of i
th
 size fraction in the mill =  in Eq. (2.12) 
 
 
Figure 2-7 Mass balance for a single size fraction inside a mill 
 (T. J. Napier-Munn et al., 1996) 
Eq. (2.13) is derived from Figure 2-7 which shows the relationship: 
Feed in + Breakage in = product out + Breakage out; 
The assumption of Eq. (2.13) is that: the mill runs at steady state (what goes in must equal what 
goes out); there is a constant breakage rate ki for each size fraction. The mill is perfectly mixed.  
If operation conditions of the mill are not changed too largely, this simplified model is useful. 
However, if the operation is dynamic and the mill contents are not perfectly mixed the model’s 
validity will be seriously weakened.  
 
 
2.3.2 Appearance function 
The appearance function, also known as breakage distribution function, is used to describe the size 
distribution after the collision. It is linked to an intrinsic ore property and is an important foundation 
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of grinding system modelling. In order to determine the comminution characteristics of ore 
particles, standard breakage tests must be conducted. Among the various laboratory breakage tests, 
the single particle breakage tests are widely used. After the first single particle breakage test, the 
Bond Crusher Work Index Test reported in 1947 (F.C. Bond, 1947), several single particle breakage 
tests were developed,  such as the Twin Pendulum Test (S. Sankara Narayanan, 1985; S S 
Narayanan & Whiten, 1988), the Ultrafast Load Cell test (UFLC, also called Impact Load Cell) (R. 
P. King & Bourgeois, 1993; L. M. Tavares & King, 2004; Weichert & Herbst, 1986), the 
laboratory-scale compression crushing test (Evertsson, 1999, 2000), the Short Impact Load Cell test 
(SILC) (Bourgeois & Banini, 2002), the JK Drop Weight Test (JKDWT) (T. J. Napier-Munn et al., 
1996), the SMC Test (Morrell, 2004b), and the JK Rotary Breakage Test (JKRBT) (Fengnian Shi, 
Kojovic, Larbi-Bram, & Manlapig, 2009) . 
The breakage mechanism of these tests is impact. One important concept for the tests is the single-
parameter family of curves (S S Narayanan & Whiten, 1988).  
 
Figure 2-8 Determination of size distribution parameter, tref=t10, and of t2, t4, t25, and t75 from typical size 
distribution curves (S S Narayanan & Whiten, 1988) 
where: t2 = percentage passing an aperture of 1/2 of the original ore particle size; t4 = percentage 
passing an aperture of 1/4 of the original ore particle size; t25 = percentage passing an aperture of 
1/25 of original ore particle size; t50 = percentage passing an aperture of 1/50 of the original ore 
particle size; t75 = percentage passing an aperture of 1/75 of the original ore particle size; t10 = 
percentage passing an aperture of 1/10 of the original ore particle size (t10=tref, Figure 2-8); tn = 
percentage passing an aperture of 1/n of the original ore particle size. The t10 is used as the reference 
parameter (i.e. If t10 obtained, other tns can be obtained via Figure 2-8) to characterise the impact 
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breakage size distribution. For a given comminution energy, the greater the t10 is, the softer the ore 
is. t10  can also be called as breakage index (T. J. Napier-Munn et al., 1996). 
From the above tn-t10 family curves, given the t10 value, all the tn values can be determined, i.e. the 
complete size distribution can be obtained. 
The appearance function (e.g. breakage pattern) of the ore is size-energy dependent (T. J. Napier-
Munn et al., 1996). For an AG/SAG mill, both the impact breakage and the abrasion breakage occur 
in the mill. To characterise the impact breakage, the drop weight tests (DWT) or rotary breakage 
tests (RBT) can be used to measure the impact amenability of an ore, generating the high-energy 
crushing appearance function. The laboratory mill tumbling tests were used to characterise the low-
energy abrasion breakage, thus generating the abrasion appearance function(Kojovic et al., 2012).  
All the DWT test data were fitted in the following form (known as the JK A-b t10-tn based model): 
  (2.14) 
where: 
t10:  breakage index, presents the size distribution fineness, defined as the percentage passing one 
tenth of the original mean particle size.  
Ecs :  the specific comminution energy (kWh/t) 
A and b: the ore breakage parameters determined from DWT laboratory tests. 
A*b is the slope of the curve of ‘zero’ energy input (Ecs=0). It is the indicator of ore hardness. The 
greater the A*b value is, the softer the ore.  
Eq.(2.14) is shown in Figure 2-9 for a primary gold bearing ore. 
 
Figure 2-9 Effect of specific comminution energy on the breakage index t10 (T. J. Napier-Munn et al., 1996) 
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If Ecs and the ore parameters A and b are given, t10 can be derived. tn-family curves can be 
generated from t10 (T. J. Napier-Munn et al., 1996). Then the product size distribution, the 
appearance function, can be obtained. 
For low-energy abrasion breakage, laboratory tumbling tests can be conducted and the abrasion ore 
parameter ta would be obtained. ta is defined to be one tenth of t10. (T. J. Napier-Munn et al., 1996). 
The combined appearance function can be derived from the combination of crushing (or high 
energy) appearance function and the abrasion (or low energy) appearance function (T. J. Napier-
Munn et al., 1996):  
  (2.15) 
where:  a= combined appearance function 
  tle=t parameter for abrasion 
  the=t parameter for crushing breakage 
ale= abrasion appearance function 
ahe= crushing appearance function 
 
However, there is no size-dependent parameter in Eq.(2.14). In other words, it is a size-averaged 
model. As we know, the appearance function is energy-size dependent so the appearance function 
from Eq.(2.14) is not accurate, as shown in Figure 2-10.  
 
Figure 2-10 The deviation of t10 with one set of parameters A and b for all particle sizes (Kojovic et al., 2012) 
The updated breakage rate model for generating appearance function was developed to solve this 
problem (Kojovic et al., 2012; Fengnian Shi & Kojovic, 2007). 
23 
 
  (2.16) 
where:  
M   =maximum possible value of t10 in impact (per cent) 
Fmat  = material property (kgJ
-1
m
-1
 ) = f(X,p,q) and p and q are ore-specific constants 
q = ore size effect parameter 
X         = average particle size (mm) 
Ecs        = impact breakage energy (J/kg) 
The Fmat material property includes size to account for size-related variations. With 
outcomes of Zuo and Shi (2015),  
  (2.17) 
Eq.(2.16) has another form (Fengnian Shi & Kojovic, 2007): 
  (2.18) 
where, k is the number of impacts. Emin is a material property defined as the minimum energy of 
comminution below which no breakage occurs. The Emin value is typically insignificant when the 
specific energy Ecs is high (e.g. 0.5~2.5 kWh/t) and can be assumed to equal zero or 0.001 kWh/t 
(Fengnian Shi & Kojovic, 2007).  
Comparing Eq. (2.14) and Eq. (2.16), the two equations are similar in forms. M is 
equivalent to A, (Fmat ·X) is equivalent to b. Eq. (2.16) seems more flexible than Eq. (2.14) 
because of the incorporation of material property parameters Fmat, particle size X, the 
specific energy(Fengnian Shi & Kojovic, 2007). 
 
  (2.19) 
where Fmat is calculated at X = 32.6 mm, and the constant 3600 is used for unit conversion.  
As we can see, Eq. (2.16), (2.19) can form a size-dependent breakage model. The above updated JK 
model describes the product size distribution better (Figure 2-11). The size-dependent appearance 
function was also successfully applied to characterise the continuous grinding tests such as JKFBC 
(Fengnian Shi & Xie, 2015; Fengnian Shi & Zuo, 2014). 
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Figure 2-11 The updated JK model fitting result compared with the old one (Kojovic et al., 2012) 
However, it has been found that although the JK M-p-q t10-tn family curve appearance function 
model considers the particle size effect on the breakage characteristics, yet it cannot be applied to a 
wide range of particle sizes and energy levels, especially when the feed size is very small (e.g. sub-
millimetre) (Ping Yu et al., 2016). Part of this thesis work is to develop a wide-range appearance 
function to overcome this shortcoming. 
Both the JK A-b t10-tn based model and the JK M-p-q t10-tn based model need t10-tn family curves 
and t10 to calculate size distribution. Based on the truncated Rosin–Rammler distribution, R.P. King 
(2012) proposed an appearance function regenerated from the single value of t10: 
  (2.20) 
where, λ is a parameter, n=X/x, X is the feed size, x is the progeny size (sieve size). tn is the 
cumulative percentage passing where the progeny size x is X/n. 
Bonfils, Ballantyne, and Powell (2016) developed a standardised procedure for incremental 
breakage testing characterisation. The extended form of Eq. (2.18) was used: (after Bonfils et al. 
(2016)) 
  (2.21) 
where,  is a constant material property parameter, α is size-dependent parameter. Because of 
low energy used in incremental breakage tests, Emin cannot be neglected. Emin is related to the 
particle size and particle shape. 
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2.3.3 Breakage rate (Selection function) 
Although in a few cases, breakage rate is defined as the number of breakage events that occur to 
each particle per unit of time (de Paiva Bueno, 2013), in most cases the breakage rate is described 
as the fraction of a material selected to be broken per unit time. This definition is very similar to 
that of selection function so that they have almost the same meaning. Selection function was also 
called breakage rate function by some scholars (D. W.  Fuerstenau et al., 2003).  The following 
sections will discuss some typical breakage rate (selection function) models that appear in the 
literature.  
The JK breakage rate model is well known in practical industrial applications.  The breakage rate 
distribution was back-calculated using the PBM (Population Balance Model) method (Kojovic et al., 
2012). The simplified PBM equation can be obtained under the assumption of steady-state perfect 
mixing: 
  (2.22) 
where: f is feed rate; R is breakage rate; s is mill content; D is discharge rate; A is appearance 
function or breakage distribution function. Given the feed and product size distribution and the 
appearance function, the breakage rate can be back-calculated from Eq. (2.22). The breakage rate 
versus particle size curve can be presented using cubic splines with five spline knots marked at 0.25 
mm, 4 mm, 16 mm, 44 mm, and 128 mm. 
 
Figure 2-12 Examples of an AG / SAG mill breakage rate function (Kojovic et al., 2012) 
Using the updated JK breakage rate model and updated appearance function, based on Eq. (2.22), 
new breakage rate curve can be obtained (Figure 2-13) (Kojovic et al., 2012).  
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Figure 2-13 Comparison of breakage-size curves using new and old JK models (Kojovic et al., 2012) 
It can be clearly seen that the old JK model may over-estimate the breakage rate at large particle 
sizes and under-estimate the breakage rate at medium and fine particle sizes.  
In addition, because of the simple processing method that linearly relates the throughput to the load 
mass, the old JK model over-predicts the throughput when throughput is not at the maximum. The 
changes of filling mass, load and the throughput will definitely affect the breakage rate in the mill. 
Thus the new model introduces two important adjustment factors to improve the prediction: 
  (2.23) 
  (2.24) 
where:  
H=relative impact height in the mill (distance between toe and shoulder); 
U=charge energy utilisation ratio (related to ball:rock ratio); 
B=relative charge bed thickness 
Combining the adjustment factors, a new breakage rate distribution can be back-calculated using Eq. 
(2.14). Furthermore, to predict the finer grinding better, the sixth knot at 75 μm was added to the 
breakage curve (Figure 2-14). 
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Figure 2-14 Effect of mill filling on the breakage rate distribution in SAG mill (Kojovic et al., 2012) 
It was found that there is a difference between breakage rate distributions obtained from the pilot-
scale tests and full-scale mills (Morrell, 2004a) (Figure 2-15).  
 
Figure 2-15 Comparison between pilot and full-scale AG/SAG mill breakage rate distributions (Morrell, 2004a) 
The reason is that for the same fraction of the critical speed the rotational speed of a full-scale mill 
is lower than that of a pilot-scale mill. Thus at the coarse sizes, the breakage rates in a pilot-scale 
mill are higher than that in a full-scale mill. At the finer sizes, the breakage rate of a full-scale mill 
is higher because there are more grinding media layers present in the bulk of the charge in full-scale 
mills. (Morrell, 2004a) used 11 data sets with their matching pilot and full-scale conditions to 
develop a breakage rate relationship: 
  (2.25) 
where:  
   breakage rate values for rates i=1–5 
  % by volume of balls 
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  % by volume of grinding media (ball plus rocks) 
  make-up ball size 
  mill rotational rate 
 constants for rates i=1~5 
Eq. (2.25) relates the ball load, ball size, total load and speed to the breakage rate. The following 
graphs (Figure 2-16~Figure 2-19) illustrate their relationship: 
 
Figure 2-16 Predicted effect on the breakage rate distributions as ball load is changed (Morrell, 2004a) 
 
Figure 2-17 Predicted effect on the breakage rate distributions as speed is changed (Morrell, 2004a) 
 
Figure 2-18 Predicted effect on the breakage rate distributions as ball size is changed (Morrell, 2004a) 
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Figure 2-19 Predicted effect on the breakage rate distributions as total load is changed (Morrell, 2004a) 
Luís Marcelo Tavares and de Carvalho (2009) pointed out that the breakage rates of coarse particles 
in ball mills generally follow non-first-order kinetics. The particle interaction between different size 
classes plays an important role in the determination of breakage rates of coarse particles. Given the 
above reasons, a new breakage rate model has been developed. The distribution of stressing 
energies in the mill, the distribution of fracture energies of particles contained in the charge were 
incorporated into the new model with the information provided by the Discrete Element Method 
(DEM). Three breakage effects, such as catastrophic impact breakage, abrasion and weakening 
from repeated impacts, were taken into account. Simulations demonstrated that in the case of 
coarser sizes the effect of particle interaction and abrasion would cause significant deviations from 
first-order breakage kinetics. While in the finer sizes the contributions of particle damage and 
abrasion are negligible, so that breakage was almost entirely due to body fracture, yielding 
approximately first-order rates (Luís Marcelo Tavares & de Carvalho, 2009).  
The assumptions of the Luís Marcelo Tavares and de Carvalho (2009) model are as follows: 
 Breakage results only from the normal component of the collisions. 
 The batch mill is perfectly mixed. 
 Particles are involved in each collision in the mill. 
 The fracture strength of a particle does not vary if it was produced as a progeny of a low-
energy or a high-energy stressing event. 
 If particles are impacted by sub-breakage energies that do not cause breakage, then the 
particle is weakened. 
 Once particles contained in a given size break, their fragments assume the fracture energy of 
the original material. 
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 Given the energy distribution function used, it is assumed that the collision energy is equally 
split by particles present in the active breakage zone. 
 Surface breakage mechanisms, namely chipping, abrasion and attrition may all be described 
by the first-order kinetics, with a single rate constant. 
The model can predict the influence of mill filling and diameter, powder filling, liner design and 
ball size distribution on breakage kinetics. 
 
2.3.4 Breakage energy 
The JK variable rates SAG model calculates the specific comminution energy using a relationship 
proposed by (L G Austin, Klimpel, & Luckie, 1984): 
  (2.26) 
where:   Ecsi = specific comminution energy (kWh/t); EL = nominal specific energy level in mill 
(based on mill diameter and S20 mean size in charge, S20: the coarsest 20% of particles in the mill 
charge); xi = mean size of class i. 
The Ecsi of each size is calculated and used in Eq. (2.14) to determine the high energy based t10. 
The low energy based t10 can be determined from the JK abrasion tumbling test. The combined t10 
can be obtained using Eq. (2.15).  
However, there is no relationship between the nominal specific energy level EL and the specific 
energy applied (Kojovic et al., 2012). In addition, EL only approximates the coarsest 20% of 
particles in the mill charge. Kojovic et al. (2012) showed the relationship between the EL and 
specific energy (feed rate / gross power) data from 20 industrial scale AG/SAG mills (Figure 2-20). 
The results show the scattering characteristic while the two should be linearly related. 
 
Figure 2-20 Relationship between model energy level and actual specific power (feed rate / gross power) (Kojovic 
et al., 2012) 
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The proposed updated JK model (Kojovic et al., 2012) discards the old S20/EL concept, no longer 
needs to calculate S20, and uses a new power-based and surface area method to calculate the 
applied specific energy distribution. The new model distributes the net applied energy with regard 
to the surface area in the mill charge, from the coarsest to the finest size classes (excluding sub-
mesh). The power draw is calculated using the Morrell model (Morrell, 1992). The surface area per 
particle is predicted using the Michaux model (Michaux & Djordjevic, 2010). The new method was 
shown to be more robust and accurate for two test cases. 
 
2.3.5 Discharge function 
In the JK variable rates SAG model, for a grate discharge mill, the discharge rate can be derived 
from(Kojovic et al., 2012): 
  (2.27) 
where: di is the discharge rate of size class i; ci is the classification function value for size class i 
(describing the classification effect of grate); D is the maximum discharge rate. 
D is calculated iteratively using the mass transfer function which relates the slurry holdup to the 
normalised volumetric flowrate of slurry discharged from the mill: 
  (2.28) 
where: L is the fraction of mill volume occupied by below grate size material; F is the normalised 
flowrate through the mill (in equivalent mill fills per minute); V is the normalised volumetric 
flowrate of the slurry. (F/V) means the volumetric discharge rate. m1: constant linked to grate 
design, grate open area and mill speed; m2=0.5. 
The classification function ci is described simply as straight line log function: 
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Figure 2-21 Example of grate classification function in old JK model (pebble ports are used ) (Kojovic et al., 2012) 
Xm: the maximum particle size which behaves ‘like water’ (i.e. not subjected to classification); 
Xg: effective grate aperture size; 
Xp: effective pebble port aperture size; 
When pebble ports are used the classification function is three straight lines, while it is two straight 
lines if pebble ports are not used. 
The Y coordinates of inflection point Xg = maximum discharge function value D × pebble port 
fraction of total open area 
m1 in Eq. (2.28) can be linked to the Morrell’s slurry discharge model (Kojovic et al., 2012; Morrell 
& Stephenson, 1996) 
  (2.29) 
where:  
J              = fractional slurry holdup 
k             = constant (depends on grate size and discharge coefficient) 
F             = flowrate of slurry discharged by mill (m
3
/h)  
A            = total area of grate apertures (m
2
) 
D            = mill diameter (m) 
φ             = fraction critical speed 
γ             = mean relative radial position of grate apertures 
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However, the JK variable rates SAG model cannot precisely predict the pebble product size 
distribution and pebble flowrate. This limitation will result in the incorrect prediction of AG/SAG 
mill throughput. Bailey, Lane, Morrell, and Staples (2009) suggested the adjustment of Xg to 
overcome the shortcoming. Kojovic et al. (2012) tried to use the slurry and pebble discharge rate 
relationships developed by Powell and Valery (2006) to improve the JK variable rates SAG model. 
The upgraded discharge will include the mill filling, ball load, mill speed and other variables 
relating to the pebble discharge rate. 
With the progressive increase of mill sizes and the popularity of closed-circuiting design, the grate 
and pulp lifter performance are more and more critical in AG/SAG mills. The discharge grate 
designs, such as open area, aperture positions, as well as pulp lifters, play a very important role in 
the flow capacity and grinding performance of grate-discharge mills. Latchireddi and his coworkers 
(S. Latchireddi & Morrell, 2003a),(2003b) experimentally studied the grate performance and the 
influence in conjunction with pulp lifters. A schematic of the mill discharge is provided in Figure 
2-22. 
 
Figure 2-22 Schematic of a typical trunnion supported grate discharge mill (S. Latchireddi & Morrell, 2003a) 
The slurry first flows through the grate and then is lifted by pulp lifters into the discharge trunnion 
to flow out of the mill. The grate-only discharge condition has a good slurry holdup –flowrate 
relation, whilst for the grate-pulp lifter discharge assemblies, the ideal relation cannot be maintained. 
The discharge rate of the latter is remarkably lower than the grate-only system. The reason is the 
slurry flow back caused by the lifter before the slurry is discharged.  If the mill speed is too high, 
typically above 80% of critical speed, the slurry will be carried over inside the pulp lifters. However, 
the carried over fraction will flow back into the mill. The resulting increase in flow back highly 
reduces the discharge rate (S. Latchireddi & Morrell, 2003b).  
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Figure 2-23 The schematic of observed discharge out of grate at different flow rates /slurry transport in tumbling 
mills.  (a) Low flowrate, (b)medium flowrate, (c) high flowrate and (d) very high flowrate (S. Latchireddi & 
Morrell, 2003a) 
 
The slurry toe position gradually moves to the charge toe as flowrate increases. With the saturation 
of the charge interstices achieved, the slurry pool forms at the charge toe. The slurry holdup is 
strongly affected by grinding charge volume which is influenced by mill speed and charge voidage. 
Slurry holdup increases as mill speed increases, also charge volume increases.  In order to have a 
greater pressure gradient for slurry flow, it is suggested that the position of holes on the grate should 
be as close as possible towards the mill shell. 
 
2.3.6 Transport function 
The Transport function describes how the ore materials transport through the mill. It is closely 
related to the residence time distribution (RTD) function. However, because of the widely used 
assumption of steady-state perfect mixing, all the materials are assumed to have the same mean 
residence time. Thus the transport function has been almost ignored by researchers. Many articles 
focused on the slurry transport phenomena in the grinding mills because of the attention to the 
slurry pooling problems. 
Slurry pooling is a phenomenon of excessive accumulation of slurry in the mill, illustrated in  
Figure 2-24. 
35 
 
 
Figure 2-24 Slurry pool (Powell & Valery, 2006) 
It was reported that a slurry pool occurs not only in low-aspect-ratio (D/L = mill diameter / mill 
length), single stage SAG mills but also in high-aspect mills. The slurry pool can reduce the 
throughput and grinding effect. However, the transport issues in the mills are not adequately 
recognised (Powell & Valery, 2006). Thus analysis of the slurry transport is very necessary for the 
mineral processing industry. Powell and Valery (2006) suggested that the recirculating load should 
be kept under 300% to avoid going off the grinding and through excess slurry pooling. The flow 
resistance of slurry is different from AG mill to ball mill. If the product and charge are getting finer, 
the flow resistance will increase, and the slurry pool forms more easily. Higher ball loads reduce the 
slurry holdup and increase the slurry discharge rate. A large pebble porting open area will increase 
the flow back of the slurry and increase the discharge of the intermediate size materials which are 
not expected to discharge and have to be recycled to the mill. The combined effect of enlarging the 
open area reduces the slurry discharge efficiency. Grate design improvement and discharge 
chamber modification are highly recommended to increase the mill discharge capacity before an 
entire circuit expansion is implemented (Powell & Valery, 2006). 
Powell and Valery (2006) used a concept of superficial discharge flow velocities (SDV) to describe 
the slurry and pebble discharge capacity. The SDV is the volumetric flowrate per unit open area. 
Based on a summary of a selection of mill data, the following relationships can be derived using 
linear regression (Powell & Valery, 2006): 
 (2.30) 
where:  SDVslurry = superficial discharge flow velocity of slurry  (m/h); 
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  (frac balls)=fraction of balls in the charge by volume; 
  (pulp L)=pulp lifter length (m); 
  Mill circ=mill circumstance inside shell liner plates 
L=mill belly length (m) 
  (rel radial posn)=the relative redial position of the grate open area. 
For a given pulp discharge requirement, if the open area and the fractions of balls are given, the 
pulp lifter depth can be calculated. 
  (2.31) 
where:  SDVpebble = superficial discharge flow velocity of pebbles  (m/h); 
  F80=size at which 80% of the feed passes (mm); 
  %(recirc. pebbles)=  percent of the recirculation load of pebbles 
F80 is an indicator of feed coarseness. The coarser feeds are more likely to form pebbles. If F80 and 
the expected recycle rate are known, SDVpebble can be determined. If the design pebble discharge 
rate is given, the required grate open area can be calculated. 
Powell and Valery (2006) reported that the normal range of SDVslurry is 100-150 m/h; the normal 
range of
 
 SDVpebble is 500-1200 m/h. 
In the research of slurry transport in tumbling mills, one of the remarkable advances is the work 
done by Tupper, Govender, and their coworkers (Govender, Tupper, & Mainza, 2011; Tupper, 
Govender, Mainza, & Plint, 2013). By combining space and time averaged Navier–Stokes equations 
with a new type of cell model, i.e. cell averaging model, (Govender et al., 2011) proposed a new 
pressure drop correlation for the dynamic bed.  Tupper et al. (2013) applied the theory to slurry 
flow with a simplified model of the mill charge. A mechanistic prototype model was established to 
describe the slurry transport in dynamic beds of the grinding mill (Tupper et al., 2013).  
To deal with the fact that the solids are in motion (particles may enter and leave the averaging 
volume V in the averaging time T), a volume and time-averaging method was introduced.  
  (2.32) 
where:   =instantaneous fluid velocity;  =superficial fluid velocity. 
 
  (2.33) 
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where: P= superficial pressure; = porosity；  = fluid viscosity；  K = permeability；  
= the averaged solids velocity;  = slip velocity’’ of (Yoon & Kunii, 1970). 
  (2.34) 
  (2.35) 
where:   is Reynolds number. 
  (2.36) 
where:  is linked to convection term;  is the averaged gravitational term. Eq. (2.36) is 
a useful form to describe dynamic bed, which also can be applied to the slurry transport in a 
tumbling mill. For simplicity, a C-shaped charge model (F. Shi & Napier-Munn, 1999) was adopted, 
as illustrated in Figure 2-25 
 
Figure 2-25 Geometry of the mill charge model (F. Shi & Napier-Munn, 1999) 
Under the assumption that a purely azimuthal velocity has a linear distribution: 
  (2.37) 
where: r= the radial distance from the mill axis; Rm= the mill shell radius; Re= the radius to the 
equilibrium surface; = the mill angular speed.  
Tupper et al. (2013) assumed that: the slurry saturates the charge and has vanishing radial 
superficial velocity, and porosity  is constant; then , the averaged gravitational term, can be 
absorbed into effective pressure by .  
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Assuming  is independent, and the flow is incompressible, . Assuming the 
Reynolds number is not too large, . Assuming  is independent of the longitudinal coordinate 
 and is like  of Eq. (2.37), then Eq. (2.36)can reduce the following three differential equations: 
  (2.38) 
  (2.39) 
  (2.40) 
Considering the incompressibility, Eq. (2.38)and (2.40) hint that: 
  (2.41) 
Using modified Bessel functions, the differential Eq. (2.39) and (2.40) can give a solution. Because
 the full solution can be further approximated by: 
  (2.42) 
  (2.43) 
Based on Eq. (2.42), the Reynolds number in the mill can be obtained: 
  (2.44) 
 is independent of the mill speed, it can be estimated as: 
  (2.45) 
where:  =characteristic slurry height difference between the feed and discharge ends of the mill 
separated by the mill length : 
  (2.46) 
Combining Eq. (2.34), (2.35), (2.44), (2.46) to derive the prototype of a practical mechanistic slurry 
transport model: 
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  (2.47) 
where:  is the slurry kinematic viscosity;  
The equation can be applied to a dynamic mill but not a static mill. However, for coarser grinding, 
the slurry, the ore materials, the balls and the pebbles in the mill are so complex that many 
assumptions used here cannot be verified. Thus the application scope of Eq. (2.47) is still worthy of 
further investigation. 
 
2.3.7 Multicomponent grinding 
Multicomponent grinding is very important because there are many mines using heterogeneous ores 
as raw materials. There is some difference between the performance of multicomponent grinding 
and single-component grinding. The interactions between the components were investigated by 
many researchers, especially in ball mills. However, the interactions between the components in 
AG/SAG mills are more important than in ball mills because the hard components act as the 
grinding media. 
Venkataraman and Fuerstenau (1984) and D. W. Fuerstenau and Venkataraman (1988) carried out 
batch experiments on the dry ball mill grinding of calcite, hematite, and quartz, individually and as 
binary mixtures. The population balance grinding kinetics model was applied to investigate the 
breakage rate functions and the breakage distribution functions. The breakage rate functions of the 
individual minerals were found to be time-independent but environment-dependent (i.e. whether the 
mineral is ground alone or in a mixture) (see Figure 2-26). However, the normalised breakage rate 
functions, in terms of specific energy for minerals, were both time and environment-independent for 
each of the minerals (see Figure 2-27). The breakage distribution functions of the individual 
minerals were the same when ground alone or in a mixture (see Figure 2-28).  
In order to describe the amount of net energy consumed by each component, assuming the total 
energy required for the grinding of a mixture would be the sum of the energies utilised by each 
component, a modified form of the Charles energy-size reduction equation was used: 
  (2.48) 
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where: subscripts 1 and 2 refer to the components in the binary mixture, E is the energy consumed 
per unit weight of mixture (kWh/ton), m is the mass fraction of the component mineral,  is the 
distribution modulus of the component, Xm is the size modulus of the mineral when ground as a 
component of a binary mixture, and C is the constant obtained from single-mineral grinding 
experiments. 
 
Figure 2-26 First-order feed-size disappearance plots for the minerals under different grinding environments 
(Venkataraman & Fuerstenau, 1984) 
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Figure 2-27 First-order feed size disappearance plots for hematite and calcite in terms of specific energy under 
different grinding environments (Venkataraman & Fuerstenau, 1984). 
 
Figure 2-28 Cumulative feed size breakage distribution functions for the minerals under different grinding 
environments (Venkataraman & Fuerstenau, 1984) 
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Although time-consuming and laborious, locked-cycle tests (LCT) for grinding are valuable tools to 
investigate the dynamics of industrial closed grinding circuits. The tests are performed using a 
series of fixed- time cycles in a grinding mill. After each cycle, the products are sieved on screens, 
and the oversized material is returned to the mill together with the fresh feed to make up the initial 
charge. The cycles are repeated until steady state is achieved. P. C. Kapur and Fuerstenau (1989) 
carried out locked-cycle tests in a ball grinding mill using calcite-quartz mixture feeds. It was found 
that mixture feeds need more cycles to attain steady state than single-component feeds. If the 
proportion of the hard components in the mixture feed increases, the circulating load change from 
one cycle to the next increases. The closed-circuit grinding of single-component minerals is 
inherently more stable than heterogeneous ores (P. C. Kapur & Fuerstenau, 1989). 
Run-of-mine (RoM) composition in many cases is a multicomponent mixture which has hard and 
soft components. Multicomponent feeds greatly influence the operation performance of autogenous 
(AG) mills because the hard component serves as the grinding media for AG mills.  Because of the 
slower breakage features and the proneness of accumulation in the mill contents, the hard 
component normally limits the mill throughput.  The change of the proportion of hard and soft 
components will affect the charge density which has a close link to the mill power. The breakage 
mode of competent materials affects the product size distribution. Competent components are apt to 
be broken by abrasion thus producing more fines, whilst the soft or fragile materials are 
preferentially comminuted by impact thus generating coarser products. In order to fully understand 
and quantify the behaviour of multicomponent feeds in AG/SAG mill operations,  de Paiva Bueno 
et al. (2011) conducted a pilot-scale AG milling campaign. Based on the trial results, a new 
multicomponent AG/SAG mill model structure was developed by Bueno etc. (de Pavia Bueno, 
Kojovic, Powell, & Shi, 2013). Beuno and his coworkers (de Paiva Bueno et al., 2011) tested 
different mixtures of hard: soft (silicate: chromite) in the AG mill fresh feed. It was found that the 
hard component is relatively hard to break and preferentially accumulates in the mill load and 
trommel oversize materials, and is in the coarser fractions.  The coarse particles act as grinding 
media in AG mills and are important to preserve good grinding performance. The throughput and 
energy efficiency will significantly reduce if there is a lack of coarse particles. This phenomenon is 
called the ‘sanding up’ effect (de Paiva Bueno, 2013). The increase of soft component has a two-
sided effect: the mill throughput increases but the product gets coarser. 
The optimal blend of multicomponent feed between the ratios of the hard to soft and the coarse to 
fine should be used to obtain a high throughput while keeping the products fine. The optimisation is 
ore-dependent and mill-specific and can be achieved by pilot tests or model simulation. 
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de Pavia Bueno et al. (2013) used the results of pilot tests to develop a 2D (multicomponent) 
phenomenological model to describe multicomponent AG/SAG grinding. It was reported that the 
JK variable rates SAG model (T. J. Napier-Munn et al., 1996) assumed a uniform feed using a 
single set of average ore breakage function parameters. This simplification can cause serious bias in 
the performance of multicomponent grinding because it does not consider specific characteristics of 
different ore types (de Pavia Bueno et al., 2013).  
The original JK AG/SAG model was based on Leung’s framework (Leung, 1987), illustrated in 
Figure 2-29and Figure 2-30.  
 
Figure 2-29 AG/SAG Model Structure (Leung, 1987) 
 
 
Figure 2-30  Schematic diagram of AG/SAG mill process mechanisms (T. J. Napier-Munn et al., 1996) 
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de Pavia Bueno et al. (2013) proposed a multicomponent AG/SAG mill model to upgrade the 
single-component JK model, enabling the JK variable rates SAG model to accommodate 
multicomponent grinding. A separate perfect mixing model equation was used to describe the 
behaviour of each component. Each component acts as grinding media for the other. The model 
parameters are derived from one test for another grinding condition. The model structure is as 
Figure 2-31: 
 
Figure 2-31 Multicomponent AG/SAG mill model structure (de Pavia Bueno et al., 2013) 
The Bueno model used the same iterative method adopted in Leung model (Leung, 1987).  
However, Dmax is scaled for each component after each iteration (see Figure 2-32). 
 
Figure 2-32 Multicomponent model iteration method (de Pavia Bueno et al., 2013) 
The Bueno model can calculate specific comminution energy (Ecs) more accurately for 
multicomponent ores. It can derive independent breakage functions (A, b and ta), breakage rate, and 
discharge rate for each component. It also can interpret the mixing effect in the mill power draw 
calculation. Bueno reported that the breakage rates for each component change according to their 
ratio in the fresh feed, which was also reported by Venkataraman and Fuerstenau (1984)(see Figure 
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2-26).  This is due to the variation of grinding media in the mill resulting from different 
compositions in the mill charge  (de Pavia Bueno et al., 2013) . 
The following graphs in Figure 2-33 and Figure 2-34 clearly show that the breakage rates of the 
individual components were influenced by feed composition. When the feeds were harder, i.e. 
changing from ‘+60 mm UG2 ore’ (relatively soft) to ‘+60 mm hard waste’(relatively hard), the 
breakage rates at fine sizes increased for both components. At coarse sizes, rates for chromite (soft 
component) decreased, while the silicate (hard component) breakage rates remained unchanged. 
 
Figure 2-33 The effect of feed composition on chromite and silicate breakage rates (de Pavia Bueno et al., 2013) 
The chromite (soft component) has higher breakage rates than silicate (hard component) in most 
sizes and in both conditions. 
 
Figure 2-34 Chromite and silicate breakage rates, fitted to pilot plant data (de Pavia Bueno et al., 2013) 
 
Energy split fraction for each component is an essential issue for multicomponent modelling. 
Schuhmann (1960) proposed a single-comminution-event hypothesis based on a derivation of the 
Charles energy-size reduction relationship (Charles, 1957). According to this hypothesis, 
multicomponent comminution is the summation of many individual and independent comminution 
events and the distribution modulus (related to appearance function) for each component is the same 
whether it is ground separately or in the presence of other components within the mill. This 
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hypothesis was checked by investigations of the comminution of limestone and quartz in laboratory 
ball mills and rod mills  (D W  Fuerstenau & D A Sullivan, Jr, 1962; D W Fuerstenau & D A   
Sullivan, Jr, 1962). As for the distribution modulus, separate grinding and grinding as a mixture 
make no difference. The size modulus (related to product size) is determined by the fraction of the 
total energy which each component gets. For the ball mill, each component shares energy according 
to its volume fraction within the mill. However, for the rod mill, the harder (lower grindability) 
component quartz preferentially consumed a greater quantity of energy because of the wedge action 
of coarse particles between the rods(D W  Fuerstenau & D A Sullivan, Jr, 1962; Somasundaran & 
Fuerstenau, 1963).  
Venkataraman and Fuerstenau (1984) pointed out that energy sharing according to volume fraction 
has drawbacks because it didn’t consider the other factors such as hardness (grindability), fineness 
of grind, and density of the components. For components with different densities, the volume 
fraction hypothesis doesn’t work. 
P. C. Kapur and Fuerstenau (1988) proposed the energy split factor which is defined as the ratio of 
energies consumed when unit-mass components are ground in a mixture and ground alone for the 
same period. The definition of energy split factor here is not an energy sharing fraction amidst the 
mixture but a description of grinding energy efficiency change whether the components are ground 
in a mixture or alone. 
Energy split factor for component 1: 
  (2.49) 
Eim and Eia are the energy expended by component 1 when ground in a mixture and ground alone, 
respectively. Subscripts ‘m’ and ‘a’ denote the grinding in the mixture and grinding alone 
respectively. 
If breakage rate function of feed does not depend on time, the energy split factor for component 1 
can be represented as: 
  (2.50) 
K1(1m) and K1(1a) are breakage rate of component 1 when ground in a mixture and ground alone, 
respectively.  
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If the breakage rate function is time-dependent, the energy split factor for component 1 can be 
represented as: 
  (2.51) 
 
M1 (0) and M1 (t) are the amount of top-size feed remaining unbroken at time zero and t, 
respectively.  
If the grinding path is invariant, feed size cumulative breakage distribution function remains 
unchanged. The breakage function is proportional to the so-called zero-order production rate in 
mass fraction (rate of production of fines). The energy split factor can be expressed in terms of rate 
of production of fines: 
  (2.52) 
yi is the rate of production of fines in the i
th
 size screen. 
Xie et al. (2016) investigated the energy split phenomenon for the coarse grinding of super clean 
anthracite coal (SCAC)/calcite mixture of 2.8–2 mm in the ball-and-race mill and redefined the 
energy split factor as the ratio of the calculated mass specific energies for yielding the same product 
t10 of component during the mixture and single breakage: 
  (2.53) 
where S1 is the energy split factor for component 1, Esm1 is the mass specific energy (kWh/ton) 
consumed by component 1 in the mixture grinding, Esa1 is the specific energy of component 1 to 
yield the same product t10 in the single grinding. It was found that the grinding energy efficiency of 
hard component is reduced and the energy split factor is increased by the increase in the volume 
ratio of the soft component.  
L. X. Liu and Powell (2016) studied the breakage characteristics of a two-component ore in a 
confined bed and proposed a method to predict the specific breakage energy of a multicomponent 
ore from the properties of individual components. The energy split factor S is defined as: 
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  (2.54) 
where, subscript “h” means a hard component, subscript “s” means a soft component, “m” means 
breakage as a mixer, “a” means breakage alone. 
Rodrigo Magalhães  de Carvalho (2013) proposed an energy sharing scheme for ores and balls in a 
collision when conducting DEM simulation for SAG mills. 
  (2.55) 
  (2.56) 
e1 and e2 are the fractions of collision energy for each element respectively. k1 and k2 are the 
stiffness coefficients for each element. When element 1 is an ore particle and 2 is a steel ball, 
approximately 98% of the collision energy was obtained by the ore because the ball is far harder 
than the ore (k1 = 5 GPa, k2 = 230GPa). The fraction of collision energy for each element is 
different from the energy split factor mentioned above because the value range of the former is 0~1 
and the later may be greater than 1. Their physical meaning is also different. The former refers to an 
energy sharing fraction, and the latter refers to the grinding energy efficiency comparison between 
grinding as a mixture and grinding alone. 
 
2.3.8 Power draw 
Morrell developed a mechanistically based mill power draw model which involved the 
measurement of the position and velocity of a mill charge with respect to mill loading and speed 
(Morrell, 1992).The accuracy of the model is evaluated for a wide range of AG/SAG and ball mill 
data. The model was further developed with lifters installed (in the earlier work a smooth-lined mill 
was used) and with a wider range of rotational speed (Morrell, 1996a). The mill charge is treated as 
a continuum, and the charge motion was analysed. The so-called C-model (C means it is based on 
“continuum” analysis) was developed based on the above work. 
Morrell’s power model assumes the mill charge shape is as shown in Figure 2-35~Figure 2-39, and 
the mill gross power draw consisting of two components: net power and no-load power. 
  (2.57) 
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The no-load power is the power of the empty mill. Charge-motion power is the power associated 
with the charge motion.  is net power, the total power input to the charge.  
K is the lumped parameter that related to heat losses and measurement and assumption inaccuracies.   
 
Figure 2-35 Schematic diagram of charge in tumbling mills (Morrell, 1996a) 
It is assumed that the materials in the kidney (Figure 2-35) have little effect on the power because 
the kidney materials are effectively stationary, lie quite near the centre and have little mass. 
Therefore, those materials in the kidney and free flight can be ignored.  
 
 
Figure 2-36 (a) Simplified shape of charge for grate-discharge mills  
(b) Simplified shape of charge for overflow-discharge mills (Morrell, 1996a) 
The slurry pool (shaded area in Figure 2-36) is assumed to have the same density as the discharge 
slurry. Figure 2-37 is used to consider the potential and kinetic energy provided to the charge to 
develop the C-model. It is assumed that none of the energy passing through surface ABCD is 
subsequently recovered by the mill.  
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Figure 2-37 Schematic diagram of mill charge used for C-model (Morrell, 1996a) 
The following equation can be used to calculate the cylindrical charge power draw in a grate-
discharge mill or an overflow-discharge mill: 
  (2.58) 
where: is slurry density; is grinding charge density; is the angle of the slurry pool (for 
grate-discharge mills ); is shoulder angle; is the toe angle; is the inner surface radius 
of the charge. 
 
Figure 2-38 Schematic diagram of slurry level in overflow discharge mill (Morrell, 1996a) 
 
Figure 2-39 Schematic diagram of shape of charge in conical ends (Morrell, 1996a) 
Most large mills are not cylindrical but have ends of the conical form (Figure 2-39). It is assumed 
that the positions of the toe and shoulder are the same in the cone ends as in the cylindrical section 
and that there is no angular velocity gradient in the charge of cone-ends. The following equation 
can be used to estimate the power draw of the two conical end sections (Morrell, 1996a): 
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  (2.59) 
The no-load power is given by the following empirical relationship: 
  (2.60) 
where: D is mill diameter, L is the length of cylindrical section;  is the length of cone-end; is the 
fraction of the critical speed. 
Eq. (2.57), (2.58), (2.59) and (2.60) constitute the C-model to predict the power draw of grinding 
mills. 
To simplify the industrial calculation of power draw of grinding mills, Morrell developed a simpler, 
empirical model based on the C-model and the database of industrial ball mills, AG/SAG mills. 
This empirical model is called E-model (Morrell, 1996b).  
  
  (2.61) 
where: 
  (2.62) 
  (2.63) 
  (2.64) 
  (2.65) 
  (2.66) 
  (2.67) 
  (2.68) 
where: 
D:  Diameter of cylindrical section of mill inside liners, m 
E:  Fractional porosity of charge 
52 
 
      Fraction of mill volume occupied by balls (including voids)  
  Fraction of mill volume occupied by balls and coarse ore charge (including voids)  
K Lumped parameter used in calibration of the model.(for grate-discharge mills and overflow discharge 
mills, K value is different. For overflow mills K is 7.98; for grate-discharge mills, K is 9.10) 
L Length of cylindrical section of mill inside liners, m 
 Length of cone-end, measured from cylindrical section, at a radius of , m 
 Length of cone-end, m 
 Effective grinding length, m 
U Fraction of grinding media voidage occupied by slurry 
,  Empirical parameters  
 Fraction of critical speed 
 Fraction of critical speed at which power draw is maximum 
 Angular displacement of toe position at mill shell 
 Density of total charge t m
-3 
 Density of ore t m
-3 
 Density of steel balls  t m
-3 
 Density of discharge pulp  t m
-3 
The E-model is simpler than the C-model and was found to be only slightly less accurate. 
de Pavia Bueno et al. (2013) pointed out that the above power model used in the JK variable rates 
SAG model has a drawback when dealing with multicomponent grinding mills. Ore specific density 
is directly related to the power draw calculation. However, the Morrell’s power model assumes that 
specific gravity in the charge is the same as in the feed, ignoring the build-up effect of hard 
components in the mill contents. This can lead to significant errors when hard and soft components 
are remarkably different in specific gravity. Bueno adjusted the Morrell’s power model to make it 
account for the build-up effect of hard component commonly seen in a multicomponent grinding 
mill. 
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2.3.9 Dynamic modelling 
A dynamic AG/SAG mill model is very important because it can predict vital variables, such as 
feed size, ore hardness, and mill load, etc., which are not easily measured. The information about 
these variables provided by dynamic models can be used to control and operate the mills effectively. 
Valery Jnr and Morrell (1995) proposed a conceptual model to provide a dynamic response in terms 
of power draw, grinding charge level, slurry level, and product size distribution for changes in feed 
rate, feed size, feed hardness and water addition. The dynamic data were collected from a series of 
step tests of full-scale autogenous mills. Those data, including trends in power draw, bearing 
pressure, solids and water flowrates as well as an indication of the fraction of coarse rocks in the 
feed, were used to validate the model. 
Valery Jnr and Morrell (1995) used Whiten's contents based model (Whiten, 1974) to provide the 
dynamic model structure: 
  (2.69) 
  (2.70) 
where: 
 is the mass of material in size class i, at time t, within the mill. 
 is the total flow rate of feed material in this size class 
 is the total flow rate of discharge material in this class 
 is the rate at which particles in size class i break 
 is the breakage distribution or appearance function which describes the 
fraction of material breaking into size class i due to breakage of the size class j 
 discharge rate of size class i 
The model needs three parameters to be determined in order to obtain solutions: the breakage rate ri , 
the appearance function aij  and the discharge function di.  These three parameters are obtained 
using the Leung SAG model. The outline of the model algorithm is shown as follows (Figure 2-40): 
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Figure 2-40  Outline of model algorithm (Valery Jnr & Morrell, 1995) 
It was reported that the effect of a slurry pool is to reduce the power draw (Valery Jnr & Morrell, 
1995).  
 
Figure 2-41 Measured mill feed rate, power draw and load weight (relative values) during a step test on the 
slurry level inside the SAG mill (Valery Jnr & Morrell, 1995) 
In Figure 2-41, before time 200 minutes, the SAG mill was run in an open circuit. After 200 
minutes, 70% of the cyclone underflow was returned to the feed. It can be seen that with the 
increase of load weight due to the accumulation of slurry pool the power reduces and is kept at a 
lower level. In fact, from Eq. (2.59), if there is no slurry pool,  , the term
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 equals zero. If there is a slurry pool, the term  will be 
negative which results in a lower power draw. In addition, because of the dilution effect on the 
charge density caused by slurry holdup, , the grinding charge density, will decrease, also causing 
a lower power draw. This phenomenon can be compared with the power draw-mill charge 
relationship in a grate-discharge mill without a slurry pool: 
 
Figure 2-42 Dynamic mill behaviour (T. J. Napier-Munn et al., 1996) 
If the feed rate decreases, the mill charge will reduce, the power will go down to a lower level.  
 
Figure 2-43 Measured mill feed rate, power draw and load weight (relative values) during a step test stopping the 
new feed to the mill (Valery Jnr & Morrell, 1995) 
In Figure 2-43, the feed was stopped at 175 minutes. The power at first increases as the slurry in the 
slurry pool flows out of the mill, and then because of the mill charge reduction, the power drops as 
predicted.  
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Figure 2-44 Measured mill feed rate, power draw and load weight (relative values)during a step test on the new 
feed rate (Valery Jnr & Morrell, 1995) 
In Figure 2-44, the feedrate began to drop at 60 minutes. Due to the fast drainage of the slurry in the 
pool, the power slightly climbs. Then the power exerts the predictable response to the feedrate 
reduction.  
 
Figure 2-45 Measured mill feed rate, power draw and load weight (relative values) during a step test on water 
addition (Valery Jnr & Morrell, 1995) 
In Figure 2-45, at 80 minutes, the water addition increased. As a result, the power draw drastically 
decreased because of the reduction of charge density.  
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Figure 2-46 Effect of the recycle crusher (changing feed and load size distribution) on the Hellyer sag mill 
performance(Valery Jnr & Morrell, 1995) 
 
Figure 2-47 Effect of the recycle crusher (offline and then brought online) on the Hellyer sag mill performance 
(Valery Jnr & Morrell, 1995) 
Figure 2-46 and Figure 2-47 show the crusher’s effect on the power regulation. In the tests, the 
pebble crusher circuit is designed such that the crusher can be easily by-passed.  An automatic 
control scheme can easily bring the crusher on-line or off-line. It can be clearly seen that when the 
crusher was online, the power draw began to drop immediately. This can be attributed to the so-
called “critical size fraction” build-up phenomenon. Because of the hardness of the ore and shortage 
of coarser grinding media, the 25-50 mm materials are not broken thoroughly and are likely to 
accumulate in the mill. This range of size, 25-50 mm, is called the “critical size” (T. J. Napier-
Munn et al., 1996).  In industrial practice, this critical size fraction accounts for a large proportion 
of the mill load and consumes a remarkable amount of power. Extracting a large proportion of these 
critical size materials to the crush will significantly reduce the mill load and the power draw and 
will increase the throughput.  
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Y. Liu and Spencer (2004) applied real-time dynamic computer simulation techniques which have 
been widely used in other industries to the mineral processing industry. This method is a good 
supplement to the pilot plant studies and steady-state flowsheet simulation. There are some steady-
state simulation packages, such as METSIM, USIM PAC, Limn and JKSimMet, which already 
exist. These simulation packages may utilise empirical models of limited generality and cannot 
simulate the dynamic behaviour and interactions of processing units within a circuit. As we know, 
lack of the knowledge of dynamic variations and interactions can cause serious problems for 
process control and optimisation. Aspen Dynamics and SysCAD are dynamic simulation packages. 
However, they are expensive, and their capabilities are limited (Y. Liu & Spencer, 2004).     
Y. Liu and Spencer (2004) developed a powerful library of mineral processing dynamic flowsheet 
unit operation models in the SIMULINK programming environment. This method was based on an 
extended form of the population balance method. It is assumed that the mill dynamics can be 
modelled by a number of perfect mixers in series (L G Austin et al., 1984; Whiten, 1974).  
For a single mixer ball mill breakage in a mill with constant holdup: 
  (2.71) 
where: is the vector representing the mass of solids in discrete size 
fractions in a perfect mixer.  is the breakage distribution function (a lower triangular matrix); 
 is the breakage rate (selection) function (a diagonal matrix);  is the identity matrix.  The 
following single mixer nonlinear grinding phenomenological model was developed by Liu (Y. Liu 
& Spencer, 2004): 
  (2.72) 
where:  is a breakage rate (lower triangular matrix) representing the effect of autonomous 
grinding;  is a structure constant. When  = 0, the model simulates a ball mill, 0 <  < 1 simulates 
a SAG mill, and when  = 1 and  , the model simulates an AG mill; The function  is 
used to simulate changes in feed ore hardness.  is for simulation of ‘‘softer’’ ore, and 
 for ‘‘harder’’ ore, and  for ‘‘normal’’ ore hardness;   is used to simulate the 
effects of ball charge in the mill.  represents that extra balls are added;   means balls 
are consumed;  represents no variations of ball charge in the mill. 
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Extending this equation to several perfect mixer series, and considering mass transportation through 
the mill, residence time of the solids in the mill, and classification effect at the end of the mill, the 
following equations can be obtained: 
  (2.73) 
  (2.74) 
 
where:  is the mass of the solids feed; is 
the mass of the mixer product; The matrix contains classification coefficients for the mixer. It is 
usually a diagonal constant identity matrix for all mixers of a grinding mill model except the last 
mixer, which will also be a diagonal matrix but reflects the classification effects of the mill at the 
discharge.  is the mean residence time for solids in a mixer. 
Eq. (2.73) is the generic building block of the grinding mill models for this dynamic simulation 
approach. 
 
Figure 2-48 Dynamic model library for comminution (Y. Liu & Spencer, 2004) 
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Figure 2-49 A SAG mill model with three perfect mixers (Y. Liu & Spencer, 2004) 
 
Figure 2-50 Example 1––Setup for simulation of a ball mill with residence time changes (Y. Liu & Spencer, 2004) 
 
Figure 2-51 A closed-loop SAG mill grinding circuit simulation setup (Y. Liu & Spencer, 2004) 
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Figure 2-48~ Figure 2-51 are the dynamic model library and typical simulation setup for ball mills 
and SAG mills. Figure 2-52 is the simulation result of a SAG example. 
 
Figure 2-52 Particle sizes at different points of the SAG mill circuit (Y. Liu & Spencer, 2004) 
The advantage of this method is that it is a cheap and effective means for grinding circuit 
optimisation. It is a virtual process and will not produce any unwanted products or damage the 
operating units. It can help us find and test new ideas without too much cost. It is somewhat generic 
and more applicable to new devices. However, the disadvantage is also apparent- it is still immature 
and cannot be widely used in industry.   
 
2.3.10 Generic models 
Generic models for comminution can be defined as a class of models which are developed based on 
the common comminution mechanisms and can be used for different kinds of mills. Generic models 
are not ore-specific or machine-specific. They focus on the simulation of the comminution progress 
but not the comminution equipment outcomes. The generic models have many attractive advantages. 
For example, because of the generic features, they can be used both for AG/SAG mills and ball 
mills and can describe the transition of operating mode from an AG mill to a ball mill. As we can 
imagine, the generic models are basically mechanistic and mainly independent of the comminution 
devices. Therefore, they can be used to predict the performance of new devices.  
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L G Austin, Menacho, and Pearcy (1987) developed a general model for SAG/AG mills. The 
specific rate of breakage (also known as the selection function) was composed of three regions: 
normal breakage (caused by nipping of particles between grinding media), abnormal breakage 
(caused by media when the particles are too big to be nipped), and self-breakage (caused by 
chipping fracture and self-abrasion of rocks). The author pointed out that the use of average specific 
rates of self-breakage is not satisfactory. 
Rodrigo M. de Carvalho and Tavares (2009) developed a general microscale model to describe the 
comminution of multicomponent feeds in full-scale machines. The model describes each stressing 
event in detail and can be used to account for particle size reduction in different types of crushers 
and mills based on the same fundamental material characteristics. The authors used the Discrete 
Element Method (DEM) to predict the mechanical environment of a ball mill and used continuum 
damage mechanics to describe the breakage of particles. The general model was then applied, and 
the predicted results agree well with the measured outcomes. Govender et al. (2011) developed a 
mechanistic cell model based on combining space and time-averaged Navier–Stokes equations to 
simulate the slurry transport in dynamic beds.  
 
2.3.11 The future challenge of tumbling mill modelling 
The majority of existing models are based on a PBM framework. A complete useful model 
commonly consists of many sub-models which are combined by a PBM framework. These models 
are mature and are widely used in the mineral processing industry. However, they have some 
limitations. For example, they are empirical and non-mechanistic. They are always ore-specific or 
mill-specific and only useful within the development boundary. In addition, the existing models 
cannot cover the overlap and transition from SAG mill to the ball mill. The models usually deal 
with single component grinding. They are mostly steady-state and cannot predict the dynamic 
operation performance of the mill.   
Another notable disadvantage of the existing models is the processing method of the discharge 
function (Powell & Morrison, 2007). From the equation (2.75):  
  (2.75) 
the product can be easily measured. However, the si and di are hard to measure. Whiten (1976) 
introduced a lumped parameter (r/d*) to solve this problem for ball mill modelling (T. J. Napier-
Munn et al., 1996). This technique is applicable for a ball mill. However, when we turn to AG/SAG 
mills, the situation changes because the breakage rate in AG/SAG mills is more likely to be 
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determined by both s and d which are interdependent. The breakages here are both ore and machine 
dependent. Thus we need a method to supplant the lumping technique and more accurately describe 
the discharge rate in AG/SAG mill.  
The existing models are incomplete because they cannot incorporate mineral liberation.  We cannot 
obtain the liberation information from the breakage events. In addition, the power draw is normally 
calculated independently from the breakage computation (Powell & Morrison, 2007). For a perfect 
model, the power draw should be derived directly from the grinding process modelling together 
with other parameters such as breakage rate. 
Powell (2006) summarised the limitations of the current comminution models and proposed a 
conceptually new model – the unified comminution model (UCM). The hypotheses of UCM are 
that: comminution is a generic process of ore breakage independent of the equipment, and this 
process can be modelled fundamentally. The modelling focus is on the comminution process but not 
the comminution equipment outcomes. The model structure of UCM can be described as follows 
(Figure 2-53): 
 
Figure 2-53 The Unified Comminution Model (UCM) model structure, after (Powell, 2006) 
Many authors asserted that the future of comminution modelling lies in the thorough understanding 
of the fundamentals of comminution (Powell & Morrison, 2007). This development trend is 
underpinned by advanced computational techniques and new improved breakage characterisation 
tests. The advanced computational techniques include Discrete Element Method (DEM), 
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Computational Fluid Dynamics (CFD), Discontinuous Deformation Analysis (DDA), the Discrete 
Finite Element Method (DFEM), meshless methods such as Smoothed Particle Hydrodynamics 
(SPH), etc.(Powell, 2006).  
J. A. Herbst and Lichter (2006) reviewed the so-called multi-physics models for the optimisation of 
comminution operations. The authors pointed out that the application of the Discrete Element 
Method (DEM), Discrete Grain Breakage (DGB), and Multi-Phase Flow (MPF) can calculate the 
interactions between breakage, fluid flow, equipment design features, and wear processes so that the 
performance can be predicted more accurately. The DEM, DGB and MPF were called HFS (High-
Fidelity Simulation) tools (Figure 2-54). 
 
Figure 2-54 Evolution of modelling tools for comminution system simulation (J. A. Herbst & Lichter, 2006) 
As an HFS tool, DEM was firstly applied to tumbling mills in the early 1990s (Mishra & Rajamani, 
1992, 1994a, 1994b). Many researchers followed up (Cleary, 2001; Cleary & Sawley, 2002) and 
provided reviews on DEM (Mishra, 2003a, 2003b; N. S. Weerasekara et al., 2013).  
DEM method can simulate the mechanical environment of grinding. It is based on Newton’s second 
law of motion focusing on discrete particles: 
  (2.76) 
where:  is the mass of particle i; is the velocity; is the force including gravitational forces and 
particle–particle, particle–fluid, and particle–boundary interactive forces. 
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Figure 2-55 Flowchart of a typical “soft particle” DEM simulation (J. A. Herbst & Lichter, 2006) 
A DEM simulation consists of three basic steps (Figure 2-55) which are repeated at every 
simulation time step (J. A. Herbst & Lichter, 2006):  
(1) Search for the particle–particle and particle–boundary contacts;  
(2) Calculation of contact forces;   
(3) Integration of equations of motion (spatial advance of particles). 
However, the DEM can only calculate the non-breakable particles. It cannot simulate the breakage 
progress in the mill. Thus DGB is used to calculate the breakable particle simulation to make up the 
drawback of DEM (J. A. Herbst & Lichter, 2006). 
N. S. Weerasekara et al. (2013) reported that the last two decades had witnessed the rapid 
development of DEM technique. For example, the DEM has been applied to provide a full range of 
information on the mill mechanical environment and the information needed in liner wear 
modelling (N. S. Weerasekara, Powell, Cole, & Favier, 2010). N. S. Weerasekara, Liu, and Powell 
(2016) investigated the breakage environment in grinding mills using DEM. The DEM can 
contribute to the mechanistic modelling, the Unified Comminution Model (UCM) and the Virtual 
Comminution Machine (VCM), and the design, operation optimisation of grinding mills. However, 
how to represent the unresolved fine material and how to deal with slurry phase transport and 
rheology are still tough tasks and challenges for DEM (N. S. Weerasekara et al., 2013). 
Comminution modelling has achieved great advances in past decades, but generic, mechanistic, 
dynamic and accurate models are still underdeveloped. However, with advanced computational 
techniques and innovative, precise breakage tests, further development of comminution modelling 
will be assured. 
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2.4 Conclusions 
This chapter reviewed the modelling status of tumbling grinding mills. The important progress in 
the modelling techniques was analysed based on the literature. The Population Balance Method is a 
mature model framework for many existing models. It can be used both in steady state and dynamic 
state. Some sub-models such as appearance function, breakage rate function, breakage energy, 
discharge function, and multicomponent grinding modelling method, were updated by JKMRC 
researchers cited in this chapter. The updated modelling technique has been proven to be effective 
as a whole in practical application.  
Even so, the limitations of the current models cannot be ignored. These limitations include but are 
not limited to: 
 empirical or semi-empirical modelling 
 narrow applicable scope 
 non-dynamic response 
 lack of prediction to new devices 
 lag development of models for the existing equipment 
 inability to simulate the transition from AG to SAG to ball mills 
 poor scaling-up ability especially for AG/SAG mills 
 unsatisfiable prediction accuracy 
 
The future development of comminution modelling, especially for tumbling mills, was discussed. 
The new generic and mechanistic modelling techniques could address the shortcomings of current 
models. Further research will investigate the promising future modelling strategies with support 
from advanced computational technology, fundamental model structure and available data from 
pilot trials and industrial tests. 
 
2.5 Research gaps and hypotheses  
As indicated in the above literature review, intensive studies have been carried out to model, 
simulate, and optimise the tumbling grinding mills. However, most of the previous studies focused 
on non-mechanistic modelling, and there are many limitations discussed in the above sections. 
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 The following questions will be addressed in this research: 
1. Can we separate the comminution process from the equipment to model the grinding process 
rather than the outcomes of a specific device?  
2. What are the aspects of grinding and transport common to all mills, especially for tumbling 
mills? 
3. What features, structure and elements should a generic model have to cover the wide range 
of milling conditions? 
4. If the advanced computational technology and improved characterisation tests can contribute 
to the new generic model, by what means can they be applied to the proposed model? 
5. Can we decouple the transport and breakage phenomena in the mills? 
6. Can the appearance function (breakage distribution function) be improved to more 
appropriately describe the breakage characterisation covering wider feed size range in mills? 
7. How to structure the integrated comminution platform and implement various existing 
models into one generic model structure? 
8. How to validate and assess the performance of new generic model? 
Based on the research gaps identified together with the research questions and objectives, the 
following hypotheses, which will be tested in this study, have been formulated: 
Hypothesis one: A generic model platform can be structured based on mechanistic analysis that can 
cover the wide range of the milling conditions and is applicable to tumbling mills. 
Hypothesis two: Transport can be decoupled from the breakage events. 
Hypothesis three: By independently modelling (decoupling) transport and breakage in a mill, a 
dynamic mill model can be developed. 
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 The Generic Tumbling Mill Chapter 3
Model Structure Version I (GTMMS I) 
 
 The aim of this chapter is to develop a dynamic, mechanistic mill model structure for tumbling 
mills (GTMMS I). Based on the population balance framework for tracking the production of 
progeny, it incorporates a full breakage function based on detailed ore characterisation and an 
independent transport function as a principle sub-model in this structure. GTMMS I was 
successfully tested against a set of plant data and this part of work has been published in the 
Proceedings of XXVII IMPC (Ping Yu et al., 2014). 
 
3.1 Introduction 
The aim of this chapter is to develop an integrated, mechanistic and dynamic mill model structure 
for tumbling mills (named the Generic Tumbling Mill Model Structure Version I (GTMMS I)). It is 
based on the population balance framework for tracking the production of progeny; incorporates a 
full breakage function based on detailed ore characterisation, and has independent slurry and solids 
transport functions that also separate transport within the grinding media and discharge from the 
mill. The transport function is included as a principle sub-model in this structure. This model 
structure aims to analyse the grinding progress in tumbling mills mechanistically. It is proposed that 
this modelling structure will provide a significant improvement in the optimisation of the 
comminution process. 
 
3.2 Integrated mill model structure 
The integrated model structure for tumbling mills is illustrated in Figure 3-1, in which the sub-
models can be added to the platform and combined with the well-proven Population Balance 
Method (PBM). 
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Figure 3-1 Schematic of the integrated model structure for grinding mills 
The PBM is a valuable tool for mill modelling, so it has been used as the base of the integrated mill 
model framework because it can be applied to all types of mills, from ball to AG/SAG mills to track 
the production of progeny particles. The sub-models contained in Figure 3-1 are expanded below. 
The current status of application of each   is described.  
 
3.2.1 Appearance function  
The appearance function, also known as the breakage distribution function, is used to describe the 
size distribution of the broken products after an impact breakage event. In this model structure, the 
updated JK appearance function is used (Kojovic et al., 2012; Fengnian Shi & Kojovic, 2007). 
  (3.1) 
The Fmat material property includes size to account for size-related variations.  
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  (3.2) 
where M is maximum possible value of t10 in impact (percent), Fmat is the material property (kgJ
-1
m
-
1
 ) = f(X,p,q), p and q are ore-specific constants, X is the average particle size (mm), Ecs is the 
impact breakage energy (J/kg).  and  are constants. Fmat is calculated at X = 32.6 mm, and the 
constant 3600 is used for unit conversion. Because of the incorporation of material property 
parameters Fmat, particle size X and the specific energy, the updated JK appearance function is 
energy-size dependent and can predict the product size distribution more accurately (Shi and 
Kojovic 2007) than the previous functions. 
 
3.2.2 Selection function  
The JK breakage rate model is well known in practical industrial applications.  The breakage rate 
distribution (selection function) is back-calculated using the PBM method (Kojovic et al., 2012). 
The simplified PBM equation can be obtained under the assumption of steady-state perfect mixing: 
  (3.3) 
where: f is feed rate; R is breakage rate; s is mill content; D is discharge rate; A is appearance 
function or breakage distribution function.  
 
3.2.3 Discharge function 
For a grate discharge mill, the discharge rate can be expressed as: 
        (3.4) 
         (3.5) 
Where di is the discharge rate of size class i;  is the normalised discharge rate; D is the mill 
diameter; L is the mill length; Q is the volumetric flowrate; ci is the classification function value for 
size class i. The classification function is a continuous polyline in the logarithmic coordinates in this 
structure.   is the maximum discharge rate (Kojovic et al., 2012).  is calculated iteratively 
using the mass transfer function which relates the slurry holdup to the normalised volumetric 
flowrate of slurry discharged from the mill (L. G. Austin, Weymont, Prisbrey, & Hoover, 1976): 
  (3.6) 
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where L is the fraction of mill volume occupied by below grate size material; F is the normalised 
flowrate through mill (in equivalent mill fills per minute); V is the normalised volumetric flowrate 
of the slurry. (F/V) means the volumetric discharge rate. m1 is a constant linked to grate design, 
grate open area and mill speed; m1 and m2 are constants.  
 
3.2.4 Transport function 
The transport function describes how the ore materials transport through the mill. It is closely 
related to the residence time distribution (RTD) function. However, many existing models use the 
assumption of perfect mixing, in which all the materials have the same mean residence time. In 
addition, the steady-state operation attracts more attention in modelling. Thus the transport function 
has not been emphasised by researchers. Some articles have focused on the slurry transport 
phenomena in grinding mills due to the issue of slurry pooling problems, but they still use the 
steady-state approach, i.e. residence time is not used. In fact, the transport function is very 
important for a dynamic grinding progress. It has a remarkable influence on the particle size 
distribution, slurry holdup, and throughput and other parameters.  
It is common in chemical engineering to model the residence time distribution (RTD) by an 
equivalent series of perfectly-mixed segments, or a combination of a plug flow segment and 
perfectly-mixed segments (Rogers & Austin, 1984). Robin P.  Gardner, Verghese, and Rogers 
(1980) applied the short-lived radioactive tracer to verify the closed-circuit plug flow (CCPF) finite 
stage model (Figure 3-2). 
 
Figure 3-2 Schematic diagram and nomenclature for one stage of the closed-circuit, plug flow (CCPF) finite stage 
model (After Robin P. Gardner, Aissa, and Verghese (1982)) 
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The closed-circuit plug flow (CCPF) finite stage model combines a plug flow segment and 
perfectly-mixed segments (Figure 3-2). m is the number of segments; H is the total holdup mass of 
mill charge; F is the total mass feed rate to the closed-circuit system; Fa is the fractional amount of 
holdup of perfectly mixed tank A;  Fb is the fractional amount of holdup of perfectly mixed tank B; 
Fc is the fractional amount of holdup of plug flow tank C; k is a parameter.  Fa+Fb+Fc = 1; Average 
residence time τ = H/F.  
Makokha, Moys, and Bwalya (2011) developed an RTD model for an industrial overflow ball mill.  
 
Figure 3-3 Schematic representation of the tanks in series model with dead time (Makokha et al., 2011) 
There are two small perfect mixers with residence time τs in series with a big perfect mixer with 
residence time τ
L
 as well as a dead zone with dead time τd. The dead time describes non-ideal flow 
delays due to system dynamics. C represents the concentration of the tracer in the discharge stream, 
and V is volume.  
Hassanzadeh (2017) studied a primary ball mill in closed circuit with hydrocyclones and proved 
that the N-perfect mixer in series (N-Mixer model) is better than the large and small tanks in series 
and the one perfect mixer.  
Given the successful application of the N-perfect mixer theory to RTD models, as a reasonable trial 
to introduce a transport function along the mill, we treat a mill as a combination of a series of 
segments (Figure 3-4). Every segment is perfectly mixed. After each segment, a simple transport 
function is introduced (Figure 3-5). This follows the form of the discharge function, but with a 
bypass to allow a fraction of all sizes to also move freely along the mill. This transport function is 
size dependent and differentiates between the slurry, composed of water and particles in suspension, 
and the larger ore particles that are transported by diffusion. The transport function results in the use 
of perfectly mixed slices in series not resulting in plug flow. The RTD models are not used in this 
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work because they have a main limiting assumption that the studied process is in steady-state during 
the tracer experiment (Claudel, Leclerc, Tétar, Lintz, & Bernard, 2000). Although RTD models 
were extended to unsteady state conditions by some researchers (Claudel et al., 2000; Rawatlal & 
Starzak, 2003), they are too complicated to be integrated into a generic dynamic model structure.   
 
 
 
Figure 3-4 Multi-segment mill assumption 
 
Figure 3-5 Example of transport function 
 
3.2.5 Dead slurry holdup 
Because of the design of the grate, there is usually a dead slurry holdup in the mill. It will influence 
the dynamic response of the mill and the discharge performance. A typical slurry flow in a grate-
discharge mill is shown in Figure 3-6. For calculation convenience, an equivalent area calculation 
method was used to calculate the section area (Figure 3-7). The overall dead slurry holdup volume 
V can be calculated using the integral relationship (Figure 3-8):  
   
  (3.7) 
 
 
Figure 3-6 Ideal slurry flow in a typical grate 
discharge mill (S. R. Latchireddi, 2002) 
 
Figure 3-7 Schematic of equivalent section area calculation 
(a) 
 
Figure 3-8 Schematic of equivalent section area calculation 
(b) 
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3.2.6 Energy model 
The proposed structure is to be based on energy as the base input to the comminution process, 
moving away from arbitrary breakage functions and ensuring an underlying energy consistency 
within the models. The available energy based on the mill power draw has to be calculated to 
achieve this. 
The Morrell’s power model has proved to be reliable and has been widely used in industrial 
practice. The mill charge is treated as a continuum, and the charge motion was analysed. A C-model 
was firstly developed mechanistically. To simplify the industrial calculation of power draw of 
grinding mills, Morrell developed a simpler, empirical model based on the C-model and a database 
of industrial ball mills and AG/SAG mills. This empirical model is named the E-model (Morrell, 
1996b). The E-model has been integrated into this model structure. E-model is simpler than the C-
model and was found to be only slightly less accurate. 
 (3.8) 
  (3.9) 
where D is the diameter of the cylindrical section of mill inside liners, (m); K is the lumped 
parameter used in calibration of the model. L is the length of cylindrical section of mill inside liners, 
(m); Ld is the length of cone-end, (m); Le is the effective grinding length, (m); α is an empirical 
parameter; φ is the fraction of critical speed;  is the density of total charge ( ). 
 
3.2.7 Dynamic modelling 
A dynamic or time-based grinding mill model is particularly useful because it can react to vital 
input variables, such as time-changing feed size, ore hardness, mill load, etc. The response to these 
variables provided by dynamic models can be used to control and operate the mills effectively. 
Valery Jnr and Morrell (1995) used the Whiten's contents based model (Whiten, 1974) to provide a 
dynamic model structure: 
  (3.10) 
  (3.11) 
where  is the mass of material in size class i at time t in the mill;  is the total flow rate of feed 
material in this size class;  is the total flow rate of discharge material in this class;  is the rate at 
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which particles in size class i break;  is the breakage distribution or appearance function which 
describes the fraction of material breaking into size class i due to breakage of size class j;  is the 
discharge rate of class size i. The model needs three parameters to be determined: ,  and . 
These three parameters are obtained using Eq. (3.3), Eq. (3.1), and Eq.(3.5).  
 
3.3 Results and discussion 
All the above sub-models were integrated into the first phase of this new tumbling mill model 
structure. The computational program was coded in MATLAB. The model structure was used to 
calculate some important grinding parameters respectively under dynamic conditions with transport 
functions. The calculated results were compared with plant data and the errors were evaluated and 
analysed to assess if the proposed approach is reasonable. 
 
Dynamic conditions 
The plant data used to calibrate and verify the validity of the modelling approach were presented 
(Kojovic et al., 2012). The ore is a gold-copper porphyry deposit at Newcrest Cadia Hill. The 
internal length of the SAG mill L is 6.6 m, and the internal diameter is 5m. Because only the plant 
data of steady state at a constant feedrate 137.5 t/h is available, they will be used to validate the 
model after the transport function integrated into the next section. In this section, the feedrate and 
the specific energy distribution for dynamic simulation were assumed for the purpose of illustrating 
the model’s capability to model dynamic grinding. 
Figure 3-9 shows the specific energy function that is used, which decreases with increase in particle 
size. The feed rate changes from 0 to 150 t/h, and then changes to 125 t/h, and then changes to 195 
t/h (Figure 3-10). The change of the contents in the mill is shown in Figure 3-11. As one can see, 
the flow rate of the products and the volume of the contents in the mill also change accordingly. It 
takes about 2 hours for this SAG mill to reach steady state (Figure 3-10 and Figure 3-11), during 
which period the product size becomes steadily coarser (Figure 3-12). This is because of the change 
of average residence time of the particles in the mill. At the nonsteady state stage, the discharge 
flowrate is less than the feed as the contents build up. This will result in a longer average residence 
time for the particles in the mill and hence finer products. At the steady state, the flowrate of the 
product equals the feed, with the average residence time reduced compared with the nonsteady 
stage. There is another interesting phenomenon in Figure 3-12. That is, the feed rate has a slight 
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influence on the product particle size distribution. With an increase in feedrate, the mill charge and 
power draw also increase, partially compensating for the increased feedrate and resulting in a 
slightly coarser product. In reality, the product size is mainly determined by the feed size 
distribution and ore hardness, and there is a reasonable range of feed rate. If the feed rate is too 
high, the grinding performance will deteriorate sharply, and the mill will eventually choke, or in 
real installations reach the motor power limit. 
 
Figure 3-9 The specific energy curve 
 
Figure 3-10 Dynamic response to the feedrate 
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Figure 3-11 Variation of the contents 
 
 
       Figure 3-12 Change of product size distribution 
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3.4 Integrating transport function 
As discussed above, this study proposes a series of transport functions to describe the grinding 
performance more accurately. In this sample calculation, the SAG mill is divided into four segments 
theoretically to incorporate the transport functions. The number of segments used in the modelling 
is selected empirically. Normally 4-6 is sensible. In fact, the number of segments is one of the 
parameters in the model structure. It will need further work on more mill data to determine how 
many segments will be best to represent the milling reality. The dead slurry holdup is also 
considered in this integrated model structure. The calculation results are shown as time-evolving 
product and mill content in Figure 3-13 for the initial stabilisation period. 
 
Figure 3-13 Dynamic response considering the transport function 
 
The SAG mill is empty initially, and a constant feed rate of 137.5 t/h is then added from the time 
zero. The feed, product and the content of each segment varying with time are shown in Figure 
3-13. It takes over 2 hours for the mill to stabilise. When the content stops increasing, the mill 
reaches the steady state. The contents from the first segment along the length are reducing, 
providing the pressure drop driving the slurry flow (Figure 3-13). In addition, because of the dead 
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slurry holdup, there is a lag between the feed and the product in the segments. The dead slurry 
holdup will postpone the establishment of steady state because the slurry must fill the dead volume 
first before it can be discharged. 
 
The product size distributions of each segment are shown in Figure 3-14. It can be seen that as the 
ore particles travel along the length of the mill, they become progressively finer. The transport 
function appears to describe the segregation by size along the mill in a reasonable manner (Figure 
3-14). Figure 3-14 clearly shows the trends of gradual change in size along the mill and size 
segregation along the mill. As would be expected, the ore particles become progressively finer 
along the mill from feed along the mill to segment 4.  However, this is yet to be tested against more 
experimental data. Figure 3-15 shows the predicted product with and without the transport function 
while using the same breakage function, demonstrating the strong impact that the application of an 
internal transport function has on mill modelling. The prediction of GTMMS I provided an 
acceptable prediction of the plant data (Figure 3-15). 
 
 
Figure 3-14 Effect of transport functions on the product size distribution 
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Figure 3-15 Comparision of product sizes with and without the transport function 
 
 
3.5 Conclusions 
A dynamic, integrated and mechanistic model structure has been developed for tumbling mills 
based on the population balance framework by incorporating breakage characteristics, slurry and 
solids transport, product classification and discharge, and energy consumption. The structure is 
developed mechanistically as a whole to achieve the generality of application.  It avoids too many 
empirical relationships, especially those with a narrow applicable scope. A size-dependent breakage 
model developed by the JKMRC is applied. Transport is separated from breakage events and treated 
as a main sub-model in this model structure. The model structure is based on a dynamic time-
stepping technique to enable dynamic simulation capability for nonsteady-state simulation and 
control modelling. The model structure has been tested with real SAG mill, ore and feed size data 
and demonstrates good prediction of an expected product and mill performance. The integrated mill 
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model structure developed here is the first step towards mechanistic modelling of grinding mills. 
The following chapters focus on the improvement of the subprocess models, which are fitted to full 
experimental data to verify and improve the model structure.  
 
 
 
 
 
82 
 
 
 Analytical solution for the Chapter 4
dynamic model of tumbling mills 
 
 In this chapter, the analytical method is applied to the Generic Tumbling Mill Model Structure 
(GTMMS), and an analytical solution for the dynamic model of tumbling mills is developed based 
on the knowledge of solutions to the first-order nonhomogeneous linear differential equations. Two 
algorithms, the Direct Single Time method (DST) and the Direct Multiple Time method (DMT), 
were applied to obtain the analytical solutions respectively. The successful simulation of analytical 
method proves the feasibility of GTMMS. This part of work has been published in Powder 
Technology (Ping Yu, Xie, Liu, & Powell, 2017b) . 
 
4.1 Introduction 
There are generally two categories of models for grinding mills, namely batch and continuous. In 
batch grinding models, the main focus in terms of analytical solutions is the prediction of product 
size distribution. For example, P.C. Kapur (1970) provided approximate analytical solutions for 
cumulative mass fractions, Reid (1965) presented a fundamental integral-differential equation for 
batch grinding process and then developed an analytical solution for the product size distribution. 
Das, Khan, and Pitchumani (1995) developed an analytical solution for a cumulative batch grinding 
equation for the first-order breakage. They discretized the conservation equation of mass fraction 
for particles of different size classes and found the analytical solution for mass fraction changing 
with time.  Hoșten (2005) also proposed an analytical solution for the batch grinding equation in 
cumulative size distribution form. He developed an alternative analytical solution for the 
discretized-size kinetic equation of batch grinding. He used a simple selection function model 
proposed by L G Austin et al. (1984) with applicable size range less than 1mm.  
Due to the demands for process control, dynamic models for AG/SAG and ball mills have attracted 
more attention in recent years. Valery Jnr and Morrell (1995) proposed a conceptual model to 
provide accurate dynamic responses of mills in terms of power draw, grinding charge level, slurry 
level and product size distribution to changes in feed rate, feed size, feed hardness and water 
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addition. The model was solved numerically and was verified with experimental data.  Y. Liu and 
Spencer (2004) developed a powerful library of unit operation models for mineral processing circuit 
in the SIMULINK programming environment to describe dynamic response in grinding mills. 
However, the analytical solutions for dynamic grinding models were not derived by the researchers. 
This chapter presents a new analytical solution to dynamic models in SAG mills. The flowrate, 
particle size distribution and content volume are obtained analytically and are compared with the 
traditional numerical solutions. 
 
4.2 Dynamic modelling 
A dynamic or time-based grinding mill model is particularly useful for optimising mill operation 
because it can provide the mill response to the change of operating conditions. Under the 
assumption of perfect mixing condition, the following equation describes the dynamic condition of 
a tumbling mill (Whiten, 1974): 
  (4.1) 
  (4.2) 
  (4.3) 
where  is the mass of material in size class i at time t in the mill;  is the total flow rate of feed 
material in this size class;  is the total flow rate of discharge material in this class;  is the rate at 
which particles in size class i break;  is the breakage distribution or appearance function which 
describes the fraction of material breaking into size class i due to breakage of size class j;  is the 
discharge rate of class size i. ci is the classification function value for size class i. The classification 
function is a continuous polyline in logarithmic coordinates in this structure.   is the maximum 
discharge rate  (Kojovic et al., 2012).  is calculated iteratively using the mass transfer function 
which relates the slurry holdup to the normalised volumetric flowrate of slurry discharged from the 
mill (L. G. Austin et al., 1976): 
  (4.4) 
where L is the fraction of mill volume occupied by below grate size material; F is the normalised 
flowrate through the mill (mill fillings per minute in equivalent); V is the normalised volumetric 
flowrate of the slurry. (F/V) means the volumetric discharge rate. m1, m2 are parameters linked to 
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the grate design, grate open area and mill speed.  The detailed iterative algorithm is displayed in 
Figure 4-1. 
 
Figure 4-1 The iterative algorithm for dmax calculation, After (T. J. Napier-Munn et al., 1996) 
On the one hand, given the feed mass, the geometrical dimensions of the mill (including the grate 
and pebble ports), and the fraction of critical speed, the estimated volume of material below the 
grate size Le can be obtained with Eq.(4.4). On the other hand, with the estimated initial value of 
dmax, i.e., dmax1, the predicted amount of below grate size material Lp can be calculated using 
Eq.(4.1), Eq.(4.2) and Eq.(4.3). Then, the error between Lp and Le will be checked, and the 
estimated value dmax1 will be adjusted until the error is acceptable. The product size and the 
maximum discharge rate dmax can be obtained with this iteration (Figure 4-1). 
 
 
4.3 Analytical solution 
The model needs three input parameters: ,  and .  
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Combining Eq. (4.1) and Eq.(4.2), 
  (4.5) 
In matrix form: 
  (4.6) 
  (4.7) 
  (4.8) 
where A is the appearance function matrix, R is the breakage rate (or selection function) matrix, D 
is the discharge function matrix.  If we let , we can obtain first-order 
nonhomogeneous linear differential equations: 
  (4.9) 
The Z(t) matrix is related to the appearance function, breakage rate and discharge rate. The 
appearance function is determined by the ore property whereas the breakage and discharge rates are 
linked to the mill geometry, mill load and power. Z(t) is constant when the mill is in steady state 
with a constant feed, mill content, power, and throughput. As a simplification, Z(t) can be 
considered a constant coefficient matrix in the calculation for a short time interval (∆t), which can 
be denoted as H in the following sections. H will be iteratively calculated for each time step. The 
general solution of first-order nonhomogeneous linear differential equations can be expressed as the 
sum of the general solution of the corresponding first-order homogeneous linear differential 
equations and the special solution of first-order nonhomogeneous linear differential equations (Ju & 
Ge, 1996). 
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According to the mathematical theory (Ju & Ge, 1996), the solution for Eq. (4.9) is:  
  (4.10) 
  (4.11) 
where N is a constant vector, N(t) is a variable vector and is a function of time. P is an invertible 
matrix. Matrix H can be diagonalized: 
  (4.12) 
If H(t) satisfies one of the following conditions, it can be diagonalized: 
1. H(t) is a real symmetric matrix 
2. The n eigenvalues of H(t) are mutually different , H(t) must be diagonalizable. 
3. There are n linearly independent eigenvectors for H(t), so H(t) can be diagonalized. 
4. The number of linearly independent eigenvectors for each of the corresponding repeated 
eigenvalues of H(t) is equal to the repeated value of the repeated eigenvalues. 
 are the eigenvalues of the matrix H(t) which can be derived from the determinant of : 
  (4.13) 
  N(t) can be calculated by 
  (4.14) 
Given an initial condition, , substituting s(t0) into Eq. (4.11): 
  (4.15) 
Rearranging Eq. (4.15), N can be obtained: 
  (4.16) 
Substituting Eq. (4.16) into Eq. (4.11), 
  (4.17) 
  (4.18) 
if t0=0,   
  (4.19) 
Apparently, N(0)=0; if the mill is empty at the initial time, s(0)=0, 
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  (4.20) 
Because       
  (4.21) 
         where  
  (4.22) 
  (4.23) 
  (4.24) 
 
Substituting Eq. (4.16) and Eq. (4.23) into Eq. (4.11), we have  
 (4.25) 
  (4.26) 
  (4.27) 
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  (4.28) 
  (4.29) 
 
Eq. (4.18), (4.27), and (4.29) constitute the analytical solutions for the dynamic model. Based on the 
above analytical solution, Eq.(4.20) provides a simple method to calculate mill contents s(t). This 
algorithm can be named the Direct Single Time method (DST). The time zero point is fixed and the 
expression is simple.  
In order to avoid exceeding the computation power because of the rapid growth of exponential 
functions with time, another solving method was introduced.  That is, the time zero point is not 
fixed, and it moves forward progressively. For every time interval, let tn-1 = 0, tn = tn-1+ = , Eq. 
(4.18) can be rewritten as: 
  (4.30) 
Since s(tn)=s(), s(0)=s(tn-1), 
  (4.31) 
From Eq. (4.14), N(0)=0, Eq. (4.31) can be rewritten as:  
  (4.32) 
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The algorithm based on Eq. (4.32) is named the Direct Multiple Time method (DMT). Eq. (4.20) 
and Eq. (4.32) are the analytical solutions for the dynamic model of SAG mills and will be tested in 
the following sections. 
 
4.4 Results and discussion 
4.4.1 Sub-models for solving the dynamic equation 
In order to calculate the dynamic equation of SAG mills (Eq.(4.1)), some sub-models, such as 
selection function, discharge function and appearance function are needed. In a dynamic situation, 
the breakage rate or selection function is dependent on the type of tumbling mills. For ball mills, the 
selection or breakage function is generally not affected by mill holdup and can be treated as 
independent of time. For SAG/AG mills, both the mill holdup and the amount of coarse particles in 
the mill affect the breakage rate, and therefore the selection function is not a constant at different 
times. However, no relationship between the breakage rate and mill holdup is reported in the 
literature, and more work in this area is required for true dynamic control of mill operation.  As long 
as the breakage rate at a particular time is known for SAG/AG mills, one can apply the time 
dependent selection function to the analytical solution. For demonstrating the analytical solution 
developed in this chapter, Austin’s time-independent selection function Seli (hour
-1
)(the specific 
rates of breakage) (Leonard G. Austin & Cho, 2002) is used here: 
  
  (4.33) 
where,  is the upper size of size class i,  is a standard size (usually 1mm ). A1, 1,  and  are 
parameters which are linked to the nipping breakage of smaller particles by larger grinding media 
and A2, 2 are linked to the breakage of large lumps by collision with grinding media and lumps of 
similar size (self-breakage). The units if A1 and A2 are time
-1
(e.g. hour
-1
). 1, 2, , and  are 
dimensionless parameters. 
Figure 4-2 shows a typical selection function curve used in the two test cases (Newcrest Cadia Ore). 
The parameter values are listed in Table 4-1.The shape of this selection function is typical for a 
breakage rate curve of a SAG mill (T. J. Napier-Munn et al., 1996) and it is assumed that it does not 
change with time.  
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Figure 4-2 Selection function (specific rate of breakage) 
 
Table 4-1 Parameters for a typical selection function in Figure 4-2 (Newcrest Cadia Ore) 
Parameters        
Values 80 0.1 0.9 1.8 2.6 1.8 5 
 
The mean energy E (kWh/t) can be obtained from the following equation: 
  (4.34) 
Normally, the total mass of throughput in one hour is used in Eq. (4.34). It is assumed that the 
energy is not evenly distributed to all particles with different sizes. The selection function can 
regulate the size-specific energy level (Fengnian Shi & Xie, 2015).  
   (4.35) 
Ecsi is size-specific energy (kWh/t), Seli is the selection function of size class i.  
As for the discharge function, it is closely related to the classification function. Typically, a 
classification curve (e.g. Figure 4-3) can be divided into three regions according to the particle size 
(Kojovic et al., 2012; Leung, 1987). For particles smaller than Xm , it is assumed that they behave 
like water and are subject to no classification. Xg is the effective grate aperture size and Xp is the 
effective pebble port aperture size, the classification function is shown in Figure 4-3, where all the 
particles greater than Xp, cannot be discharged. 
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Figure 4-3 Typical classification function (linked to discharge function) 
 
The appearance function describes the breakage characteristics of the ore under certain 
comminution energy input. In this chapter, the M-p-q appearance function model (Kojovic et al., 
2012; Fengnian Shi & Kojovic, 2007) was used to calculate the appearance function matrix A: 
  (4.36) 
where, M is the maximum possible value of t10 in impact (percentage). Fmat  is material property 
(kgJ
-1
m
-1
) = f(X,p,q), in which p and q are ore-specific constants. q is ore size effect parameter. X is 
the feed ore particle size (mm).  
 
4.4.2 Comparison of the two analytical methods DST and DMT 
The two analytical solution methods, namely DST and DMT methods were applied to obtain the 
analytical solutions respectively using MATLAB software. The mill is empty at time zero point, 
and a constant feed rate of 150 t/h is added into the mill and kept constant after time zero. The 
internal length of the SAG mill is 6.6 m and the internal diameter is 5.0 m. With Eq. (4.20) and 
Eq.(4.32), the mass fraction of each size for mill contents can be calculated. The total mass and total 
content volume can be obtained by adding up each fraction of the size class. Figure 4-4 shows the 
mill content volume versus time using the two methods. It can be seen that the DST method will 
Xm Xg Xp 
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exhibit numerical instability when the time is increasing over 13 hours. This is because there is an 
absolute item “ ” (time) on the exponent (Eq. (4.20)). With time increasing, the value of 
exponent function goes up dramatically and exceeds the handling ability of the computer. If the 
exponential function doesn’t exceed the handling limitation of the computer, DST is stable and 
accurate. In contrast, the DMT method (in this case τ was chosen as 10 hours, which is less than the 
unstable time of 13 hours) is much more stable because it solves the equation iteratively over time 
and moves the time zero point ahead, avoiding the exponent function from transgression. Besides 
time ,  also has an influence on the stability. , which is related to the 
eigenvalues of matrix H. From Eq. (4.8) and Eq. (4.9), H is linked to the selection function and 
discharge function. Thus the selection function, discharge function and time all have an impact on 
the numerical stability. As the former two factors are not adjusted, time  can be changed by 
movement of time zero point (DMT method), resulting in a stable analytical solution. 
 
Figure 4-4 Comparison between two analytical solution algorithms for calculation of mill content 
Unlike DST, which might incur instability, DMT has the advantages of both high accuracy and 
strong robustness. Thus for the following cases, the DMT method is used to obtain the analytical 
solution, which is compared to the numerical solution. 
 
4.4.3 Comparison between the analytical method and the numerical method 
As mentioned previously, the mill products and contents, product size distribution can be solved 
numerically using the finite difference form of Eq. (4.5): 
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  (4.37) 
Figure 4-5 shows the comparison between the analytical and numerical solutions for the Cadia ore. 
The feed rate has step changes from 150 t/h to 125 t/h and then to 180 t/h. The selection function, 
the specific energy Ecs, and the classification function for this comparison calculation are shown in 
Figure 4-6, Figure 4-7, and Figure 4-8. 
 
Figure 4-5 Results of traditional numerical method compared with analytical methods  
 
Figure 4-6 The selection function for the comparison calculation of Figure 4-5 
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Figure 4-7 The specific energy Ecs for the comparison calculation of Figure 4-5 
 
Figure 4-8 The classification function for the comparison calculation of Figure 4-5 
It is apparent that the DMT analytical method is more accurate since it has no other input 
computational parameters such as time step.  With the numerical solution, if time step increases 
from 0.01 hour to 0.1 hour and to 1 hour, the numerical solution curve gradually moves away from 
the analytical solution, indicating a dramatically increasing error (Figure 4-5). However, the choice 
of time step length is arbitrary, and thus the error caused by the traditional numerical method is 
inevitable to some extent. In addition, iteration to converge the solution will always be involved in 
numerical techniques which lead to longer computation time. Through the use of an analytical 
solution, it is easier to analyse the response of various mill parameters to the change of operating 
conditions. 
95 
 
 
 
4.4.4 Case studies for analytical solutions 
Two cases are studied to demonstrate the applicability of the analytical solution. The conditions for 
the two cases are shown in Table 4-2. 
Table 4-2 Conditions for the case studies 
 Feed Classification function 
Case 1 
  
Case 2 
  
 
In Case 1, the feed rate step changes to 150 t/h after time zero and is kept constant. In Case 2, the 
feed rate changes from 0 at time zero to 150 t/h at 2.5 hours, remains at this level for about 7.5 
hours and then changes to 125 t/h for around 7.5 hours, and then changes to 195 t/h.  As for the 
classification function, they are also different. Case 2 has a finer classification function (with 
smaller Xm and Xg,) than Case 1, which makes the discharged products finer. For example, for size 
10mm, the passing probability is 30% in Case 2, while it is 60% in Case 1. 
The analytical solutions for the dynamic operation in both cases were obtained by the analytical 
DMT method (Eq. (4.32)). The results are shown in Figure 4-9, Figure 4-10 and Figure 4-11. 
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Figure 4-9 Dynamic response to feed rate in Case 1 by using the DMT method  
 
 
Figure 4-10  Dynamic response to feed rate in Case 2 by using the DMT method  
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Figure 4-11 Product size distribution by using the DMT method (feed rate=195 t/h Case 2) 
It can be seen from the above results that the analytical method can serve as a feasible way to obtain 
the solutions of the dynamic model for SAG mills. In Figure 4-10, when the feed changes from zero 
to 150 t/h, and then changes to 125 t/h, and finally changes to 195 t/h after a period, the flow rate of 
the products and the volume of the slurry contents in the mill also change accordingly. If the feed 
goes up the product and the content also increase. However, there is a dynamic response time (time 
lag) between the change of feed and change of product and content. The dynamic response time can 
be determined by the period it takes for the mill to reach the new steady state after the change of 
feed. If the feed increases, the content also increases. Some of the contents will turn into the product 
after grinding, and those products will be discharged out of the mill. Thus, the product also 
increases until it reaches the new steady state where the flow rate of the product equals the feed 
flow rate.  
In the above case, the dynamic response time for feed change from 0 to 150 t/h is around 2 hours. In 
other words, it takes about 2 hours for this SAG mill to reach a new steady-state when the feed 
changes from 0 t/h to 150 t/h.  If the feed change range reduces, the dynamic response time also 
reduces. For example, when the feed decreases from 150 t/h to 125 t/h, the dynamic response time 
is around 1.25 hours.  
The product size will become a little bit coarser during the initial period when the product changes 
from 0 t/h to 150 t/h (Figure 4-12). The product size distribution of nonsteady state at 4.08 hours 
(this is the time value on the time axis, as in Figure 4-10) is coarser than the nonsteady state at 3.06 
Size (mm) 
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hours, and it will get coarser until the steady state is reached. After that, the product size distribution 
will be stabilised at the steady state. The product size distribution of steady state at 8.67 hours is the 
same as the steady state at 10 hours. This is because of the change of average residence time of the 
particles in the mill. At the nonsteady state stage, the discharge flowrate is less than the feed as the 
content builds up. This will result in a longer average residence time for the particles in the mill and 
hence finer product. At steady state, the flowrate of the product equals that of the feed, with the 
average residence time reduced compared with the nonsteady stage. When steady state is reached, 
the average residence time will not change anymore, thus resulting in invariance of product size 
distribution with time.  
  
 
Figure 4-12 Product size distribution variation when feed changes from 0 to 150 t/h in Case 2 
In Case 2, when the feed rate changes from 150 t/h to 125 t/h suddenly, as shown in Figure 4-10, 
the product rate also changes. During this period, as shown in Figure 4-13, the product size 
distribution (PSD) also changes slightly. Because there is a lag between the feed rate change and the 
product rate change, the mill content reduces accordingly, which results in a shorter average 
residence time. So the mill content of nonsteady state at 10.46 hours when the feed is 125 t/h is the 
coarsest (Figure 4-13). After that, the product rate gradually catches up with the pace of the feed 
rate reduction (Figure 4-10). The product takes longer to be discharged than the beginning of a 
sudden reduction in feed rate. Thus the average residence time is getting longer, and the PSD is 
getting finer (see the amplified spot in Figure 4-13). When steady state is reached, the PSD does not 
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change anymore.  So there is an overlap between the line of steady state at 15.30 hours and the line 
of steady state at 17.85 hours.  
 
Figure 4-13 Product size distribution variation when feed changes from 150 to 125 t/h in Case 2 
Comparing steady states at feed rate 150 t/h and 125 t/h, the PSD at feed rate 125 t/h is slightly finer 
than the feed rate of 150 t/h (Figure 4-13). With an increase in feed rate, the mill charge and power 
draw also increase, partially compensating for the increased feed rate and resulting in only a slightly 
coarser product. In real operation, the product size is mainly determined by the feed size 
distribution and ore hardness, and feed rate does not change dramatically. If the feed rate is too 
high, the grinding performance will deteriorate sharply, and the mill will eventually choke, or reach 
the motor power limit. 
Comparing Case 1 and Case 2 with the same feed rate of 150 t/h, because of the finer classification 
function in case 2, the contents are kept in the mill until they are ground finer and then discharged. 
Thus in Figure 4-14, Case 2 has a higher content level than Case 1. In Case 1, with a coarser 
classification function, there is a wider size range that can be discharged. So the dynamic response 
time for Case 1 is shorter than Case 2 (Figure 4-14). The dynamic response time for Case 1 is about 
1 hour (point C in Figure 4-14) whilst it is about 2 hours in Case 2 (point F in Figure 4-14). Such a 
conclusion can also be drawn from the observation of Figure 4-9 and Figure 4-10. 
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Figure 4-14  Comparison of content curves with different classification functions  
(Feed changes from 0 to 150 t/h, C and F represent the time to reach steady state in the mill content volume) 
 
Although a SAG mill is chosen as the case study in this chapter, it can be easily used for other types 
of tumbling mills such as ball mills. With ball mills, the selection function or breakage rate is less 
affected by mill holdup, and therefore a constant selection function as used in this chapter will be 
applicable. Future work needs to focus on the development of a breakage rate function that includes 
the effect of mill holdup and the amount of coarse particles in SAG mills. 
 
4.5 Conclusions 
An analytical solution of the dynamic equation of tumbling mills has been presented. Two 
algorithms, Direct Single Time method (DST) and Direct Multiple Time method (DMT) were 
applied to obtain analytical solutions and were compared and analysed. Direct Multiple Time 
method (DMT) is proved to be a better method to obtain a stable analytical solution while DST 
method will lead to numerical instability because of overstepping computer handling ability caused 
by the exponential function. Two SAG mill operation cases were used to demonstrate the 
applicability of the DMT analytical solution method. It is demonstrated that the DMT analytical 
method is robust, feasible and reliable, giving stable and straightforward results. It also does not 
need an iteration methodology, comparing favourably with a numerical solution whose solution 
C F 
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accuracy is dependent on the time step used. The case studies using the DMT analytical solution 
method showed that, as the classification function gets finer, the content in the mill increases 
because a wider size range of materials are kept inside the SAG mill and the dynamic response time 
is also longer. In addition, the dynamic response time is linked to the feed change range. The greater 
the feed changes, the longer the dynamic response time.
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 The Generic Tumbling Mill Chapter 5
Model Structure Version II (GTMMS II) 
 
As an upgraded version of GTMMS I in Chapter 3, GTMMS II in this chapter incorporates a P80-
m-based 4D (four dimensional) appearance function model which was developed from the Rosin–
Rammler distribution and the existing JKRBT test data. It also integrates the Discrete Element 
Method (DEM) energy distribution model. The successful upgrade proves that GTMMS is a flexible, 
open and reliable platform in which the sub-models can be renewed with latest findings. This part 
of work has been published in the Proceedings of  XXVIII IMPC (Ping Yu et al., 2016). 
 
5.1 Introduction 
In the previous chapters, an integrated, mechanistic mill model structure for tumbling mills has been 
developed (Ping Yu et al., 2014). It was based on the population mass balance framework 
combining the JK M-p-q t10-tn appearance function, transport function, and other sub-models. That 
model structure has been labelled the Generic Tumbling Mill Model Structure Version I (GTMMS 
I). In this chapter, it is upgraded to the Generic Tumbling Mill Model Structure Version II 
(GTMMS II). In this version, a new 4D (four dimensional) appearance function sub-model based on 
JKRBT experimental results was developed to describe the breakage characteristics and is included 
in this new model structure. In addition, the Discrete Element Method (DEM) energy distribution 
model was integrated into the new model structure. Furthermore, the new model structure is 
dynamic in nature with a time-stepping technique for nonsteady-state simulation.  
 
5.2 Generic Tumbling Mill Model Structure Version II (GTMMS II) 
 
The generic integrated tumbling mill model structure version II is illustrated in Figure 5-1. In 
common with the Generic Integrated Tumbling Mill Model Structure Version I, it uses the 
Population Balance Method (PBM) as the heart of the framework because the PBM, tracking the 
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production of progeny particles, is a generic relationship in almost all models of grinding mills. 
There are two significant upgrades in the model structure version II: the JK M-p-q t10-tn appearance 
function model in GTMMS I is replaced by the 4D (four dimensional) appearance function model; 
the Discrete Element Method (DEM) energy distribution model takes the place of the JK updated 
selection function. These two upgrades make the new Model Structure more mechanistic and 
generic. The sub-models contained in Figure 5-1 are expanded in this chapter. 
 
Figure 5-1: Schematic of the Generic Integrated Tumbling Mill Model Structure Version II 
 
5.2.1 4D Appearance Function Model 
An appearance function describes the breakage characterisation of ore. The t10-tn model has been 
widely used in practice (R P King, 2001; T. J. Napier-Munn et al., 1996). In the model structure 
GTMMS I (Ping Yu et al., 2014), the JK updated appearance function, JK M-p-q t10-tn method, was 
used to characterise the product size distribution after breakage (Kojovic et al., 2012; Fengnian Shi 
& Kojovic, 2007): 
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Within the model structure version II, the traditional JK M-p-q t10-tn approach for appearance 
function is not used. Instead, the full product size distribution is related to the original sizes of ore X 
(mm), ore characteristics, and input specific comminution energy Ecs (kWh/ton). For a given ore, 
the cumulative percentage passing at a progeny size class (sieve size) x is determined by X, Ecs, 
and the progeny size class x (mm).  
  (5.1) 
The cumulative percentage passing is a three-variable function and can be plotted in an X-Ecs-x 3D 
coordinate system. The 4
th
 dimension of “passing” can be illustrated by a colour bar in this 3D 
graph. Thus we obtain a virtual 4D graph which can describe product size distributions under 
different combinations of X, Ecs and x. Therefore, Eq.(5.1) is called the 4D appearance function 
model. The derivation of 4D appearance function is demonstrated as follows: 
Based on 42 sets of existing breakage test data from JK Rotary Breakage Tests (JKRBT
®
) for Cadia 
Ore (Bonfils et al., 2016), a 3D scatter graph was obtained (Figure 5-2). The Ecs range is from 
0.05kWh/t to 2.5kWh/t, and the feed ore size range is from 7.3mm~24.4mm. Because there were 
only 42 sets of the raw experimental data, the interpolation method was used to enrich the original 
data. This is a preparation for the development of a 4D model.  
The following shows the derivation of the 3-variable appearance function using Eq.(5.1). For a 
given Ecs and X, the cumulative percentage passing can be estimated using the P80-m Weibull 
distribution (also known as Rosin-Rammler Distribution) (Wills & Napier-Munn, 2006): 
  (5.2) 
where, P80 is the size that the cumulative percentage passing of 80% (mm). x is the progeny size 
class (mm). The P80 parameters can be interpolated from the original test data using the reverse 
interpolation method. The reason to choose P80 is that the P80 size is often used as a product size 
measure in the industry. Given P80 calculated and the cumulative percentage passing derived from 
the experimental data, the parameter “m” can be calculated using Eq.(5.2). Based on the 
experimental data trends for Cadia ore and the interpolated data, two empirical relationships for P80 
and the parameter “m” in Eq.(5.2) were developed using multivariable function regression and 
fitting techniques: 
  (5.3) 
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  (5.4) 
where, α,β,γ,δ,a,b,c are fitting parameters. X is the original ore size (mm), Xtop is the largest size of 
the original feed sizes. The Ecs is the specific comminution energy (kWh/t). Ecstop is the biggest 
Ecs value among all the Ecs values at different X. Because of the nondimensional forms in Eq.(5.3) 
and Eq.(5.4), the model has a good scalable ability. All the parameters can be divided into two 
groups: α,β,γ,δ contributing to P80 and a,b,c contributing to ‘m’. P80 represents the fineness of the 
breakage. The lower the P80 values, the finer the product sizes. The parameter ‘m’ indicates the 
shape of the product size distribution (PSD). The larger the ‘m’ value, the steeper the PSD curves, 
and the narrower range of product sizes. The smaller the ‘m’ value, the flatter the PSD curves, and 
the wider range of product sizes. P80 decreases when the specific energy Ecs increases and the 
original ore size X decreases, indicating finer products. P80 is an indicator of fineness. Increasing 
Ecs means more breakage energy is imparted, resulting in finer particles and smaller P80. X is the 
original size of ore. Larger feed size X generates larger P80 with the same breakage energy. 
Parameter ‘m’ increases when the specific energy Ecs decreases, and the original ore size X 
decreases, implying the steeper PSD curve shapes and the smaller range of product sizes. 
Eq.(5.2), (5.3) and (5.4) form a 4D full appearance function model for a given ore (Cadia in this 
case). For any given X and Ecs, P80 and ‘m’ can be calculated from Eq.(5.3) and (5.4). Substituting 
P80 and ‘m’ into Eq.(5.2), cumulative percentage passing can be obtained. The proposed 4D full 
appearance function model has been compared with the existing JK M-p-q t10-tn model. Parameters 
M, p, and q have been fitted by using Eq.(2.16) and Eq.(2.19) The tn family curve data in Figure 5-3 
for Cadia ore were calculated based on the raw experimental data. 
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Figure 5-2 42 sets of Cadia test data 
 
Figure 5-3  t10-tn family curves 
 
   
4a): Original data interpolated 
from experimental data 
4b): Fitted with M-p-q t10-tn 
model 
4c): Fitted with the 4D 
appearance model 
Figure 5-4  Comparison of JK M-p-q t10-tn model and the 4D appearance function model 
Comparing Figure 5-4a, Figure 5-4b and Figure 5-4c, it is apparent that the 4D appearance function 
model is more accurate than the JK M-p-q t10-tn model because the former is closer to the original 
data. The product size distribution (PSD) curves for typical combinations of the original ore size X 
and the specific energy Ecs are also compared between the JK M-p-q t10-tn model and the 4D 
appearance function model, based on breakage test outputs for a range of impact energy. It can be 
seen from Figure 5-5 to Figure 5-7 that the JK M-p-q t10-tn model cannot accurately predict size 
distribution of low energy impact breakage while the 4D model can estimate the size distribution 
for low energy breakage well. In general, the JK M-p-q t10-tn model can predict high energy impact 
breakage well. However, for smaller original ore sizes in both Figure 5-5 and Figure 5-6, the tn 
model’s prediction accuracy for impact breakage deteriorates. For the new 4D full appearance 
function model, it can be seen that it predicts both the low energy incremental breakage and high 
energy impact breakage accurately. Thus the 4D appearance function model can be employed to 
replace the existing JK M-p-q t10-tn model to calculate the breakage characteristics in grinding 
processes. 
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Figure 5-5 Size distribution 
comparison for low energy 
impact X=7.3mm Ecs=0.05kWh/t 
 
Figure 5-6 Size distribution 
comparison for high energy 
impact X=7.3mm 
Ecs=2.5kWh/t 
 
Figure 5-7 Size distribution 
comparison for high energy 
impact X=10.3mm 
Ecs=2.5kWh/t 
 
5.2.2 DEM Energy Distribution Model 
The energy size distribution (Ecs-size class curve) is a function for describing the specific energy 
distribution by the size classes, which shows how the power is assigned to the different size classes. 
In the Generic Tumbling Mill Model Structure Version I, the JK back-calculated selection function 
was used to describe the energy distribution (Fengnian Shi & Xie, 2015).  
  (5.5) 
where,  
Ecsi = Ecs in i size class;  
Ecs = Specific Comminution Energy kWh/t;  
 = Selection function, related to comminution probability.  
The back-calculation method will inevitably push errors to the selection function. However, with 
the aid of the Discrete Element Method (DEM), energy distribution for each size can be calculated 
directly. The selection function is not needed anymore with the DEM energy distribution model 
integrated into the generic model structure.  
According to the DEM theory, in unit time for one particle: 
  (5.6) 
where,  
En =  normal energy (kWh); related to the normal direction and impact breakage  
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Et =  Tangential energy (kWh); related to tangential direction and  abrasion breakage 
Eall =  total energy per particle in one size class (kWh) 
  (5.7) 
where,  
En,i =   the normal energy per collision (kWh/ collision);  
Fn,i =  number of collisions per particle per second (Normal Frequency);  
N =  number of energy classes per size class;  
En =  total normal energy per particle per second (kWh/particle/second). 
  (5.8) 
where,  
Eti =   the tangential energy per collision (kWh/ collision);  
Ft,i =  number of collisions per particle per second (Tangential Frequency);  
N =  number of energy classes per size class;  
En =  total tangential energy per particle per second (kWh/particle/second) 
  (5.9) 
  (5.10) 
where,  
M =  mass per particle (Kg/particle);  
Ecsni  =  specific normal energy (kWh/ton);  
Ecsti  =  specific tangential energy (kWh/ton).  
The total energy per particle in one size class (kWh) Eall is: 
  (5.11) 
For all the particles in the size class: 
  (5.12) 
where,  
Esum =  total energy in that size class (kWh);  
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No =  number of particles in that size class;  
M =  mass per particle 
  (5.13) 
where, Msum =  mass in that size class. For the total specific energy in that size class: 
  (5.14) 
where, Ecssum is the specific energy in that size class (kWh/ton).  
Eq.(5.14) provides a feasible estimation for the total specific energy distribution. Figure 5-8 is a 
typical DEM energy distribution curve for a SAG mill. Because of the limitations of the 
computational power, the smallest size class which the DEM can reach is about 4 mm. However, in 
a real mill, the smallest size class can reach tens of microns. In order to extend the applicable scope 
of DEM, the following reasonable assumption is adopted: the size classes 2~5 mm have the highest 
specific energy, according to breakage rate distribution theory that the breakage rate peaks in the 
range of 2~5 mm (T. J. Napier-Munn et al., 1996). For particles of 2~5 mm, all the particles bigger 
than them have a contribution to their breakage. The DEM research also proves that the particles at 
smaller size classes experience higher energy than the larger ones (N. Weerasekara & Powell, 2010; 
N. S. Weerasekara et al., 2016).  Particles less than 2 mm more probably behave like ‘water’ and 
tend to flow with water before they are broken or break others. Thus, the breakage probability and 
the specific energy decrease with the decreasing size. However, when the particle size decreases 
after the minimum point, there is a slight rise in specific energy distribution curve in Figure 5-9. 
This is caused by the more prominent abrasion effect of plenty of finer particles. Based on this 
assumption, an extended DEM energy distribution map was obtained for the case in this study 
(Figure 5-9). 
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Figure 5-8 Specific Energy distribution by DEM  
Figure 5-9 Extended DEM Specific Energy 
distribution for the case study 
The energy distribution provided by DEM is scaled according to the calculated power draw as the 
mill filling varies; so as to distribute the available energy is this varies. Besides the above two sub-
models, the Generic Tumbling Mill Model Structure Version II (GTMMS II) has other sub-models 
and modules, such as the discharge function, transport function, dead slurry holdup, power model 
and dynamic modelling strategy. Those sub-models and modules have been described in Chapter 3.   
 
5.3 Results and discussion 
To validate the feasibility of the Generic Tumbling Mill Model Structure Version II that is 
integrated with the 4D appearance function model and the DEM energy distribution model, a case 
study of the dynamic grinding of a SAG mill was carried out. In this case, the internal length of the 
SAG mill is 6.6 m and the internal diameter is 5.0 m. The grate size Xg is 22 mm, and the fine size 
Xm is 2.5 mm. The mill feed is zero initially, and a constant feed of 137.5 t/h is added after the time 
zero point. The DEM energy distribution model was used to obtain the Ecs-size class energy 
distribution information. The feed ore sizes are known and they, together with the Ecs-size class 
distribution information and progeny sizes, are input into the 4D appearance function model. 
According to Eq.(5.2), the cumulative percentage passing can be calculated. Besides these the 
classification function is illustrated in Figure 5-10, the transport function and the power model were 
also applied to the model structure. The SAG mill is divided into four equal virtual segments to 
incorporate the transport functions, numbered from segment 1 closest to the inlet to segment 4 
closest the outlet. The dead slurry holdup is also considered in this integrated model structure. The 
model structure is implemented in MATLAB codes. Finally, the dynamic responses were obtained 
(Figure 5-11 and Figure 5-12). 
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Figure 5-10 The classification function 
 
 
Figure 5-11 Dynamic simulation by the Generic Tumbling Mill Model Structure Version II 
Figure 5-11 shows that when the feed steps up from zero to 137.5 t/h, the mill contents and products 
also increase from zero gradually. After about 2.5 hours, the mill reaches the steady state where the 
product and the content will not change anymore, and the product rate equals feed rate. The slurry 
contents in the mill at steady state are about 24 m
3
 and the total volume of the mill is 129.6 m
3
 
(approximating the mill as a cylinder). Thus the total mill filling is about 19%. The dynamic 
response of the contents and products to the feeds in each segment is shown in Figure 5-12. The 
dynamic simulation results in each segment corresponding to the total response in Figure 5-11. The 
products of the upstream segment are treated as the feeds of the downstream segment. It takes over 
2.5 hours for the mill to stabilise. The overall slurry contents in the mill are the sum of the contents 
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in each segment. When the contents stop increasing, the mill reaches the steady state. Except for the 
last segment, the contents from the first segment to the later one along the length are reducing, 
providing the pressure drop driving the slurry flow (Figure 5-12).  Because of the dead slurry 
holdup, there is a lag between the feed and the product in the segments. The dead slurry holdup will 
postpone the establishment of steady state because the slurry must fill the dead volume first before 
it can be discharged. The product size distributions of each segment are shown in Figure 5-13. It 
can be seen that as the ore particles travel along the length of the mill they become progressively 
finer. The transport function appears to describe the size reducing progress along the mill in a 
reasonable manner. After implementing all the sub-models, such as the 4D appearance function 
model, the DEM energy distribution model, the classification and discharge model, the transport 
function model, and the power model, the dynamic simulation results of the Generic Tumbling Mill 
Model Structure Version II (GTMMS II) agrees well with the plant data (Figure 5-14). The 
prediction error of the GTMMS II for product size distributions in steady state is almost within ± 
5% compared with the plant data (Figure 5-15). 
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Figure 5-12 Feed, product, and content of each segment 
 
Figure 5-13 Product size distribution  
in each segment 
 
Figure 5-14 Validation of product size distribution 
predicted by GTMMS II against plant data 
 
In order to further verify the application feasibility of the Generic Tumbling Mill Model Structure 
Version II (GTMMS II), the step changes of feed in this SAG mill case were studied. The feed rate 
experiences a step change from 0 to 150 t/h, remains constant for a while and then drops to 125 t/h, 
remains unchanged for a period of time, and then abruptly increases to 195 t/h, and thereafter 
remains constant. The other working conditions are kept unchanged compared with previous case 1. 
This progress simulates three important operations in mill operation: start from zero feed, increasing 
feed and reducing feed. The reasonable results in Figure 5-16 show that the Generic Tumbling Mill 
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Model Structure Version II (GTMMS II), which combines the 4D appearance function model, the 
DEM energy distribution model, and the transport function model, can work stably and reliably. 
 
Figure 5-15 Product size distribution simulation error assessment 
 
Figure 5-16 Dynamic simulation for feed step changes by the GTMMS II 
 
5.4 Conclusions 
The Generic Tumbling Mill Model Structure Version II (GTMMS II) was successfully developed in 
this chapter. Based on the experimental results of JKRBT Tests, a new P80-m based 4D (four 
dimensional) appearance function model was successfully developed through a multivariable 
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function regression and fitting technique. The newly developed 4D appearance function model, with 
fewer fitting parameters, is more accurate than the existing JKMRC A-b t10-tn appearance function 
and the size-dependent JK M-p-q t10-tn appearance function and is more generic in nature. Most 
importantly, it accurately models both high and low energy impacts. It is therefore much more 
versatile in comparison to the existing JK appearance function models.  
In addition, the Discrete Element Method (DEM) energy distribution model was integrated into the 
new model structure. With DEM results providing energy distribution information inside the mill 
directly, the selection function and the back-calculation method used in the existing JK variable 
rates SAG mill modelling method are not needed anymore. Based on the mechanistic modelling 
results, it is considered that the DEM energy distribution method is more applicable than the 
traditional selection function.  
Furthermore, the new model structure is dynamic in nature with a time-stepping technique for 
nonsteady-state simulation.  
GTMMS II was validated against a set of SAG mill plant data, and the model prediction was in 
good agreement with the plant data. With the 4D appearance function model, the DEM energy 
distribution and transport function integrated, the Generic Tumbling Mill Model Structure Version 
II (GTMMS II) is an important step forward towards mechanistic modelling of tumbling mills. 
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 The development of wide-range Chapter 6
4D appearance functions for breakage 
characterisation in grinding mills 
 
In Chapter 5, a P80-m based 4D appearance function model was developed based on JKRBT test 
data. Because the feed ore size range of that 4D model is 7.3mm~24.4mm, its applicable scope is 
limited. This chapter aims at developing a wide-range 4D appearance function model based on a 
wide range of particle breakage test data (feed ore size X: 425 μm~63mm and input specific energy 
Ecs: 0.1 kWh/t ~ 2.5 kWh/t) from the Mini JKDWT (JK Drop Weight Test) and standard JKDWT 
tests. The wide-range P80-m based 4D model and the wide-range P80-m-q based 4D model are 
developed in this chapter. The correction method for the 4D model is presented. The predictions of 
the wide-range 4D models, the JK A-b t10-tn model, the JK M-p-q t10-tn model, and King’s t10-based 
model are statistically compared with standard error. The wide-range P80-m-q 4D model has the 
best prediction and then followed by the wide-range P80-m 4D model. Other than the wider 
applicable scope and better accuracy, the 4D models are more scalable than others because of the 
dimensionless forms used in equations. Given the above advantages, the 4D appearance function 
models may be feasibly used to characterise ore breakage properties. This part of work has been 
published in Minerals Engineering (Ping. Yu, Xie, Liu, & Powell, 2017a). 
 
6.1 Introduction 
It is essential to characterise the breakage properties for any ore of interest so that optimisation of 
the comminution circuit and operational conditions through modelling can be achieved. Through 
ore breakage characterisation, the relationship between the product size distribution and the applied 
breakage energy, which is related to the ore properties and ore competence (ore resistance to 
breakage) can be quantified.  Based on the breakage characterisation results, the comminution 
circuit design, modelling, and optimisation can be achieved for a particular ore.  
Ore breakage characterisation involves the laboratory breakage testing work and the establishment 
of an appearance function. The JK A-b tn-t10 based appearance function and the JK M-p-q tn-t10 
based appearance function have been extensively accepted in the mineral processing industry. 
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However, due to its intrinsic drawback such as limitation of the equation form, the applicable scope 
is narrow, and the prediction is not so accurate especially beyond its development boundary. This 
chapter presents a new method to interpret the characterisation test data and develops a new 4D 
(four dimensional) appearance function model. As it is believed that the appearance function is an 
intrinsic material property, ore breakage characterisation experiments should be conducted in an 
independent environment such as the JK Drop Weight Tester. In this chapter, the JK Mini Drop 
Weight Tester was used to conduct breakage tests of particles from 16 mm down to 425 µm. The 
details of the characterisation test work were presented in this chapter.  
 
6.2 Experiment using the Mini JK Drop Weight Tester (Mini JKDWT)  
The JK drop weight test (JKDWT), which was firstly developed in JKMRC in 1992, was used as 
breakage characterisation measurement in this chapter. The 15 sets of existing data from JKDWT 
(To differentiate it from the Mini JKDWT, it is named standard JKDWT) were used as a part of the 
database for analysis. The sample size ranges are -63+53mm, -45+37.5mm, -31.5+26.5mm, -
22.4+19mm, -16+13.2mm and the specific energy (Ecs) ranges are: 0.1~2.5 kWh/t. However, the 
data are too few to develop a full-range appearance function model. Thus the JK mini drop weight 
tester (mini JKDWT) was used to measure the breakage characteristics of small-size samples down 
to 425µm.  
The samples used in the mini JKDWT are the same as those in the above standard JKDWT, which 
are all from Newcrest Cadia.  The samples are sized into 8 size fractions: -16+13.2 mm, -11.2+9.5 
mm, -8+6.7 mm, -5.6+4.75 mm, -4+3.35 mm, -2+1.7 mm, -1+0.85 mm, -0.5+0.425 mm. The 
specific energy levels are: 0.10 kWh/t, 0.50 kWh/t, 1.00 kWh/t, 1.50 kWh/t, 2.00 kWh/t, 2.50 
kWh/t. For each size fraction, particles are broken under impact at each of six energy levels, giving 
45 size-energy combinations (Table 6-1). The breakage energy is controlled by the mini JK Drop 
Weight Tester. For each size-energy combination, a series of breakage tests are conducted. For size 
fractions greater than 8 mm, single particle breakage is used for each test, and normally 30~50 tests 
are conducted for each size-energy combination. For size fractions less than 3.35 mm, the minimum 
impact energy is too great for the required Ecs range, so multiple particles need to be impacted. The 
multiple particle impacts are conducted on a monolayer with space between every particle to 
prevent particle interaction. For -3.35 mm particles, a monolayer multi-particle breakage is used for 
each test, and normally over 30 tests are conducted for each size-energy combination. The tests are 
designed to prove that the monolayer and single particle tests provide the same answer. Thus, for 
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the three size fractions between 3.35 and 8 mm, both single particle breakage and monolayer multi-
particle breakage are conducted to compare the measurement outcomes. The detailed test plan is 
shown in Table 6-1. The size range is 0.425mm ~ 16 mm, the specific energy Ecs range is 0.1~2.5 
(kWh/t). In total 2810 tests of 45 size-energy combinations have been done. 
Table 6-1 Test plan of Mini DWT 
              Ecs (kWh/t) 
     No.particles 
        /testTest  times 
Size 
(mm) 
0.1 0.5 1.0 1.5 2.0 2.5 
13.2-16 (single) 130 130 130 - - - 
9.5-11.2 (single) 130 130 130 130 130 130 
6.7-8(single) 130 130 130 130 130 130 
6.7-8(multiple) 350 350 350 350 350 350 
4.75-5.6 (single) 150 150 150 150 150 150 
4.75-5.6 (multiple) 550 550 550 550 550 550 
3.35-4 (single) 1120 1120 1120 1120 1120 1120 
3.35-4 (multiple) 550 550 550 550 550 550 
1.7-2 (multiple) 5030 5030 5030 5030 5030 5030 
0.85-1(multiple) 10080 30030 30030 30030 30030 10080 
0.425-0.5 (multiple) 200030 200030 200030 200030 200030 200030 
 
A series of tests for each size-energy combination generated many breakage products. They are 
collected and sized to obtain the product size distribution. 
The Mini JK drop weight tester is a vertical drop weight impact system with an electromagnet to 
hold the drop weight (Figure 6-1, Figure 6-2, and Figure 6-3). The standard ball is replaced with a 
steel bar to enable the breakage of the monolayers of particles for the small particle sizes (Figure 
6-3). 
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Figure 6-1 Schematic diagram of Mini JK DWT tester (Yahyaei, Weerasekara, & Powell, 2015) 
 
Figure 6-2 Mini JK Drop Weight Tester 
 
Figure 6-3 Drop weight bars 
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Table 6-2 Drop weight bars of Mini DWT 
Bars Mass of Bars (g): length (mm) Diameter (mm) 
No.1 99.64 15.8 32 
No.2 170.52 45.33 24.89 
No.3 426.93 69.11 31.92 
No.4 1617.59 105.17 50.08 
No.5 1901.98 124.04 49.92 
No.6 2884.21 129.50 60.00 
 
The input energy level for breakage is controlled through gravitational potential energy 
calculations. The schematic diagram of Mini DWT is shown as Figure 6-1~ Figure 6-4. 
The breakage energy is (T. J. Napier-Munn et al., 1996): 
  (6.1) 
where:  
Md = mass of drop weight,  kg 
hi, hf  = height,  cm 
 = average particle mass, g 
With a given a drop weight and the required energy level, the height of drop weight can be 
predetermined. The maximum drop height difference and the maximum energy which this tester can 
provide are about 61cm and 4.785*10
-6 
kWh. For single particle breakage of the size class 13.2 mm-
16 mm, the maximum specific energy which this tester can provide is about 1 kWh/ton.  
For small particles, it is impractical to use even this mini JKDWT over the desired energy ranges as 
the drop weight would have to be tiny. In order to overcome this, a dispersed monolayer of particles 
was used to minimise particle interaction while allowing many to be broken with a single impact. 
Great care must be taken to ensure the drop weight face is parallel to the anvil to provide an even 
energy input across the particles. The assumption of equivalence of breakage of the multi-particle 
breakage versus single-particle breakage was tested, as described below. 
 
 
6.3 Applying Fréchet distance to evaluate the difference between single particle 
breakage and monolayer multi-particle breakage 
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For -2 mm particles, the monolayer multi-particle breakage method was applied (Figure 6-5, Figure 
6-6). All the particles in each multi-particle breakage test are put on the anvil forming a monolayer 
of particles with no overlap. It is assumed that the energy of the drop weight is evenly distributed to 
each particle. 
 
Figure 6-4 Schematic diagram of breakage energy calculation 
 
 
Figure 6-5 Multi-particle breakage for size <2 mm 
 
 
 
 
 
 
Figure 6-6 Schematic diagram of multi-particle breakage for size<2 mm 
Ideally, the energy of the drop weight can be evenly distributed to each particle in the monolayer 
multi-particle breakage method. However, although narrow size fractions are used, there are particle 
size differences among the particles in the size fraction. This will induce an error between single 
particle breakage test and a multi-particle breakage test, especially at very low impact energy. It can 
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be envisaged that some smaller particles may be not be impacted by the drop weight while the 
particles with larger size support the drop weight. Consequently, energy will not be evenly 
distributed among particles. The less the size difference, and the higher specific breakage energy, 
the more evenly the energy distribution. In order to estimate the error between single particle 
breakage and multi-particle breakage, the rocks at +3.35-4 mm, +4.75-5.6 mm and +6.7-8 mm were 
tested with the above two breakage modes and the results were compared. Figure 6-7 shows the 
product size distribution difference between the monolayer multi-particle breakage and the single 
particle breakage (feed size: -4+3.35 mm). Single particle breakage results in slightly finer products 
than monolayer multi-particle breakage at the same condition. 
 
 
Figure 6-7 Comparison between single particle  
breakage and multi-particle breakage (X:3.35*4.0 mm) 
 
To further quantitatively compare the similarity of two size distribution curves, The Fréchet 
distance, a quantitative measure of the difference, was introduced. The Fréchet distance is a 
measure of the similarity between curves that takes into account the location and order of the points 
along the curves. Suppose   are the two polylines and imagine that a man walks from one end of  
 to the other end and that a dog walks from one end of  to the other end. The man holds the dog 
by a leash. Both walk continuously, and their motion is monotonic. The Fréchet distance between  
and  is the minimum leash length needed, it is presented as follows (Efrat, Guibas, Har-Peled, 
Mitchell, & Murali, 2002): 
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  (6.2) 
where f and g are continuous non-decreasing functions defining the positions of the man and the 
dog on the curve at every instant. 
All the breakage data of the single particle breakage and the monolayer multi-particle breakage at 
different energy levels for feed sizes at +3.35-4 mm, +4.75-5.6 mm and +6.7-8 mm are plotted in 
Figure 6-8 ~Figure 6-10. Eq. (6.2) was used to calculate the Fréchet distances between the PSD 
curves of single particle breakage and the corresponding monolayer multi-particle breakage. All the 
Fréchet distance values are marked on the figures. The Fréchet distance is a measure of the 
difference between two curves and can be understood as an error of the accumulative percentage 
passing (%) in this case. 
 
Figure 6-8 Comparison of product size distribution of monolayer multi-particle breakage and single particle 
breakage using the Fréchet distance (Size: 3.35×4 mm) 
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Figure 6-9 Comparison of product size distribution of monolayer multi-particle breakage and single particle 
breakage using the Fréchet distance (Size: 4.75×5.6 mm) 
 
Figure 6-10 Comparison of product size distribution of monolayer multi-particle breakage and single particle 
breakage using the Fréchet distance (Size: 6.7×8 mm) 
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Figure 6-11 Fréchet distance curve comparison between different feed sizes 
 
It can be seen from Figure 6-8 ~ Figure 6-10 that monolayer multi-particle breakage will result in 
coarser products than a single particle breakage. Figure 6-11 shows that with specific energy Ecs 
increasing and the particle size decreasing, the Fréchet distance, which is an indicator of errors, 
decreases. With large feed particles, the shape difference between the particles in the same size 
fraction is larger than that for small particles. However, we assume that the particles on the anvil 
have the same shape in a monolayer multi-particle breakage. Thus larger feed size will cause a 
larger error (Fréchet distance), as shown in Figure 6-11. With the breakage energy Ecs increasing, 
the discrepancy caused by the difference of shape can be reduced, because the drop weight can 
smash all the particles at the high input specific energy. In contrast, if the breakage energy is too 
small it may not break all the particles, with higher particles absorbing the low impact energy. The 
product of this effect will be coarser. 
 
Based on the experimental data, a prediction model for Fréchet distance was developed as Eq.(6.3) 
and illustrated in Figure 6-12. With the specific energy Ecs increasing and the feed size X 
decreasing, the Fréchet distance decreases (Figure 6-12). 
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Figure 6-12 Fréchet prediction model 
 
 
  (6.3) 
 
where, a,b,c,d, e are parameters and Ecs is the specific energy (kWh/t), and X (mm) is the particle 
size for breakage test. The parameters are listed in Table 6-3. 
 
 
Table 6-3 Parameters for Fréchet distance estimation (R
2
=0.99)  
a b c d e 
27.95 1.94 -0.42 -4.36 3.20 
 
With this model, it is estimated that the error (the Fréchet distance) for monolayer multi-particle 
breakage test for 2 mm is 0.3579 at Ecs = 0.01 kWh/t and 0.0918 at Ecs = 2.5 kWh/t respectively. 
That means the error in the cumulative percentage passing of the PSD of monolayer multi-particle 
breakage test at the combination of X = 2mm and Ecs = 0.01 kWh/t is 0.3579% and the error at the 
combination of X = 2mm and Ecs = 2.5 kWh/t is 0.0918%. According to the varying trends in 
Figure 6-12, for particles below 2 mm, the error caused by a multi-particle breakage (measured as 
the Fréchet distance) is less than 0.3579%. Thus, the multi-particle monolayer breakage can be used 
as the substitute for the single particle breakage when X is very small (e.g. -2mm).  
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6.4 Experimental process and results 
The process of Mini JK DWT is simple (Figure 6-13). The steps are listed below: 
1. Prepare the test samples with crushing or grinding 
2. Choose a size-energy combination  
3. Choose a drop weight and calculate the required drop height 
4. Conduct a series of drop weight tests for the given size-energy combination 
5. Combine all the products from a given size-energy test and size them to obtain the product 
size distribution 
 
 
Figure 6-13 Mini JK DWT testing process 
Some typical test results are shown in Figure 6-14 ~ Figure 6-16. It is apparent that with the 
increase of specific energy and the decrease of original rock sizes, the products become 
progressively finer. It is also most notable in Figure 6-16 that the form of the appearance function 
changes dramatically as the original size decreases, with total depletion of the top size classes for 
the finer feed particles. Figure 6-16 shows how the shape of the product size curve changes with 
feed particle size for a fixed specific energy of breakage. This demonstrates the importance of an 
appearance function that is a function of parent particle size. 
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Figure 6-14 Product size distribution of X = +425-500 m at different Ecs 
 
Figure 6-15 Product size distribution of X = +9.5-11.2 mm at different Ecs 
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Figure 6-16 Product size distribution of Ecs = 1.0 kWh/t at different feed size X 
 
6.5 The P80-m based 4D appearance function model 
Collecting the 45 sets of Mini JK DWT data and the existing 15 sets of standard JK DWT data, after 
eliminating the overlapped data, totally 59 sets of data were obtained and were used to develop the 
4D appearance function model. Each set represents a product size distribution for a certain 
combination of original feed size and input energy. The product size distribution P is related to the 
original sizes of feed ore X (mm), ore characteristics, and input specific comminution energy Ecs 
(kWh/t). For a given ore, the cumulative percentage passing at a progeny size class P is a function 
of X, Ecs, and the progeny size class x (mm).  
  (6.4) 
or,   (6.5) 
P is a three-variable function (Eq. (6.4)) and in Eq. (6.5), there are four variables P, X, Ecs and x. 
Among them, X, Ecs, and x can be plotted in an X-Ecs-x 3D graph and P can be illustrated by a 
colour bar. Thus we obtain a virtual 4D graph which can describe product size distributions at 
different X, Ecs and x. Eq. (6.5) is called the 4D appearance function. The equation forms and 
parameters will be derived later. 
All the data from JK DWT and mini JK DWT can be shown in a virtual 4D graph (Figure 6-17). 
The fourth dimension is a colour which represents the cumulative percentage passing. 
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Figure 6-17 Experimental data from Mini JK DWT and JK DWT tests (Ore: Cadia East) 
The raw data were interpolated to develop models. By interpolating along Ecs axis, X axis, and x 
axis, following graphs were obtained: 
 
Figure 6-18 After interpolation with Ecs 
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Figure 6-19 After further interpolation with X 
 
 
Figure 6-20  After the third interpolation with sieve size 
In fact, the 4D graph (Figure 6-20) is formed by a lot of vertical columns and each vertical column 
means a product size distribution for a combination of original feed ore size X and input specific 
energy Ecs. Generally speaking, the P80-m Weibull distribution (Rosin-Rammler distribution, 
abbreviated as R-R) (Wills & Napier-Munn, 2006) is always used to describe the cumulative 
percentage passing after breakage: 
  (6.6) 
where, P80 is the size for a cumulative percentage passing of 80%. x is the progeny size class.  
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There are two parameters P80 and “m” in Eq.(6.6). Both P80 and “m” are the two-variable 
functions of original feed ore size X and input specific energy Ecs: 
  (6.7) 
  (6.8) 
The P80 values can be interpolated from the experimental data using reverse-interpolation method 
and m values can be fitted using Eq. (6.6) and the existing experimental data. Thus for each vertical 
column, a combination of P80 and “m” is obtained, which represents a cumulative percentage 
passing curve under a breakage condition (The condition is represented by feed size X and input 
specific energy Ecs). 
Given the known P80, m, X, Ecs, which are directly from experiments, the exact form of Eq. (6.7) 
and (6.8) are fitted with the cut-and-trial fitting method and the aid of the MATLAB fitting toolbox: 
  (6.9) 
where, α, β, γ, and δ are parameters.  
Xnd: dimensionless feed ore size Xnd=X/Xtop 
Ecsnd: dimensionless specific energy Ecsnd=Ecs/Ecstop 
X: original size of feeding ore (mm);  
Xtop: top feed ore size (mm) 
Ecs: specific energy (kWh/t);  
Ecstop: top specific energy (kWh/t), the largest Ecs value among all the Ecs values at different X 
 
  (6.10) 
where λ, η, κ, φ, ψ are parameters.  
Xnd=X/Xtop; 
Ecsnd=Ecs/Ecstop 
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Thus we have developed two groups of parameters. One group (α, β, γ, and δ) is for P80 and the 
other group (λ, η, κ, φ, ψ) is for “m”. Table 6-4 shows the fitting parameters for the P80-m based 
4D appearance function model developed on the Cadia ore. 
Table 6-4 Parameters in P80-m based 4D model 
P80 parameters α β γ δ  
 -19.1586 12.7187 -0.6888 0.7504  
m Parameters λ η κ φ ψ 
 0.6142 -0.1085 -0.1344 -0.7338 -0.1435 
 
The two-dimensional distribution graphs for P80 and m are shown in Figure 6-21 and Figure 6-22.  
The P80 and m are two parameters varying with feed size X and specific energy Ecs. Figure 6-21 
and Figure 6-22 are a visualisation of Eq.(6.9) and Eq.(6.10) respectively. The P80 size is often 
used as a measurement for product size in the industry. A lower P80 indicates finer products. “m” 
determines the shape of the product size distribution. A larger “m” means a steeper curve of product 
size distribution. When the original feed ore size X increases and the specific energy Ecs decreases, 
P80 will increase, which means coarser products achieved (Figure 6-21). The “m” value will 
increase when the original feed ore size X decreases and the specific energy Ecs decreases, which 
means a steeper product size distribution curve and a narrower range of product sizes are achieved.    
Especially when the dimensionless feed size Xnd is less than 0.0345 (in this case, the top geometric 
mean feed ore size is 57.78 mm, so this will apply to the original feed size X being below 2 mm), 
the “m” value will increase sharply, which implies a very steep product size distribution curve 
(Figure 6-22) and a very narrow range of product size distribution achieved. 
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Figure 6-21 P80 varying with Ecs and X 
 
Figure 6-22 Parameter m varying with Ecs and X 
 
Eq.(6.6),(6.9) and (6.10) constitute a P80-m based 4D appearance function model for a given ore 
(Cadia in this case). For any given feed ore size X and input specific energy Ecs, P80 and “m” can 
be calculated with Eq.(6.9), (6.10). Substituting P80 and “m” into Eq. (6.6), the cumulative 
percentage passing can be predicted. 
 
6.6 P80-m-q based 4D appearance function model 
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The P80-m Weibull distribution (Rosin-Rammler distribution) is applicable for the majority of 
cases of product size distribution, especially where the product size distribution curve is gentle and 
convex. However, when the feed ore size X is smaller, and the specific energy is lower (e.g. X<2 
mm, Ecs<0.5 kWh/t), the shape of the product size distribution curve is steeper and concave. The 
P80-m Rosin-Rammler distribution cannot describe the steep concave curves well, especially at 
smaller progeny sizes, there is a larger error.  In order to solve this problem, an amended form of 
the Rosin-Rammler P80-m distribution is introduced:  
  (6.11) 
where, q is an ore-specific constant around . When , Eq.(6.11) can be 
rewritten as: 
  (6.12) 
Because , Eq.(6.11) or Eq.(6.12) is equivalent to the traditional R-R distribution 
relationship Eq.(6.6). When the progeny size x tends to zero, the cumulative percentage passing 
from traditional R-R distribution Eq.(6.6) is zero. However, the limit of cumulative percentage 
passing from amended R-R distribution Eq.(6.11) is not zero. Thus it seems that the amended R-R 
distribution is not physically ideal. Fortunately, in most cases, the industry is not so concerned with 
the cumulative percentage passing at extremely small progeny sizes (e.g. progeny size (sieve size) x 
< 0.001 mm).  For example, the most common minimum sieve mesh size in several standardised 
mesh series is 25μm and can reach down 5μm, but the sieve mesh size below 5μm is unusual and is 
used in ultrafine grinding. Thus, the proposed amended R-R relationship Eq. (6.11) can be used to 
describe breakage characteristics in most cases. The smallest bottom progeny size is 0.075mm in 
this case, which is far more than zero (the limit of progeny size), so the amended R-R distribution 
Eq.(6.11) can be used to develop the P80-m-q based 4D model. 
In a 4D graph, each column represents a product size distribution under a combination of X and 
Ecs. This distribution can be described with P80-m-q relationship Eq. (6.11). Thus each column has 
a corresponding set of P80, m, and q. As q is linked to P80 and m, providing P80 and m are 
determined, q can be determined. According to empirical observation, q value can be determined by 
the following q value determination map (Figure 6-23). Check the P80 and m values to determine 
which area should be applied and then the q value can be found in Table 6-5.  
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Figure 6-23 Determination of q values in P80-m plot 
 
 
Table 6-5 q values in different areas of P80-m plot 
Area in P80-m plot A B C D 
Empirical observation for “q” 1.55 1.57 1.58 1.6 
 
Similar to the P80-m based 4D model, the P80 and m can be predicted with Eq.(6.9) and Eq. (6.10). 
The parameters for the P80-m-q based 4D model are (Table 6-6): 
Table 6-6 Parameters in the P80-m-q based 4D model 
P80 parameters α β γ δ  
 -19.1586 12.7187 -0.6888 0.7504  
m Parameters λ η κ φ ψ 
 0.5716 -0.1201 -0.1268 -0.7654 -0.1230 
 
Eqs(6.11),(6.9) and (6.10) constitute a P80-m-q based 4D appearance function model for a given 
ore (Cadia in this case). For any given feed ore size X and input specific energy Ecs, P80 and “m” 
can be calculated with Eq.(6.9), (6.10). “q” can be determined with Figure 6-23, Substituting P80, 
“m” and “q” into Eq. (6.11), cumulative percentage passing can be predicted. When the P80-m-q 
based 4D model is applied to different ores, the parameters should change according to breakage 
test data whereas the equation forms (Eq.(6.11), Eq.(6.9) and Eq.(6.10)) can be kept unchanged. 
This feature makes the wide-range P80-m and P80-m-q 4D models more generic in nature. Of 
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course, “q” determining map, resulted from empirical observation of the test data, should be a little 
bit different from ore to ore.  
It has been established that the P80-m-q based 4D model can provide a better description of product 
size distribution overall compared with the P80-m based 4D model, especially when the product 
size distribution curve is very steep (e.g. at smaller progeny sizes and lower specific energy).  
 
6.7 Correction for the 4D models 
The accuracy of the 4D models is mainly determined by the P80 sub-model (Eq.(6.9)) and the “m” 
sub-model (Eq.(6.10)). Although the coefficients of determination R
2
 for the P80 sub-model and the 
“m” sub-model are around 0.99 and 0.9 respectively, the errors in the prediction of P80 and m 
cannot be ignored, especially for a few errant points (e.g. a few errant points can be seen in the 
marginal areas in Figure 6-21 and Figure 6-22). In order to reduce this error, a correction map 
method is introduced. For example, Figure 6-24 is an error contour graph and can be treated as an 
“m” value correction map. Green and cyan areas can be neglected because their errors are within 
±5%. For other areas with larger errors, m value adjustment can be made according to the error bar. 
Such error correction according to the correction map can be automatically achieved in MATLAB 
codes.  This method can also be applied to P80 correction.  
 
Figure 6-24 m value correction map 
 
As expected, the correction will significantly improve the prediction accuracy of the model. It will 
be expanded in the next sections. 
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6.8 Other t10 based appearance functions 
Three t10 based appearance functions discussed in Chapter 2 were applied here: the JK A-b t10-tn 
based appearance function (T. J. Napier-Munn et al., 1996), the JK M-p-q t10-tn appearance function 
model (Kojovic et al., 2012; Fengnian Shi & Kojovic, 2007) and King’s t10 based appearance 
function (R.P. King, 2012). 
 
Based on 59 sets of experimental raw data, a series of tn-t10 family curves (Figure 6-25) and a table 
of basic appearance function data (Table 6-7), were obtained through interpolation. The parameters 
in Table 6-7 are related to ore properties and are fixed for a specific ore.  
 
Figure 6-25 tn v.s. degree of breakage t10 family curves 
 
Table 6-7 Basic data for JK tn-t10 family curve appearance function  
t10 t75 t50 t25 t4 t2 
0 0 0 0 0 0 
10 1.83 2.63 4.92 23.86 50.11 
20 4.14 5.79 10.20 43.77 79.67 
30 6.94 9.48 15.84 60.70 94.13 
40 10.22 13.68 21.83 75.61 98.91 
50 13.98 18.42 28.17 89.48 99.45 
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With the above data, if t10 is known, all the tn can be acquired through interpolation. For the JK A-b 
t10-tn based model, t10 is a one-variable function of Ecs. For the JK M-p-q t10-tn based model, t10 is 
a two-variable function of X and Ecs (see Eq. (2.16)). Based on the experimental data, the A, b 
parameters in Eq. (2.14) and the M, p, q parameters in Eq. (2.16) can be derived (Figure 6-26, Table 
6-8). 
 
Figure 6-26 t10 vs (Fmat *X*Ecs) in the JK M-p-q t10-tn based model 
 
 
Figure 6-27 t10 vs Ecs in the JK A-b t10-tn based model 
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Table 6-8 Parameters fitted for the JK A-b and M-p-q t10-tn based models 
A b M p q 
52.77 0.42 71.306 0.035 0.565 
With the M-p-q relationship Eq. (2.16), the A-b relationship Eq. (2.14) and Table 6-8, given any X 
and Ecs combination, t10 can be obtained. With the basic data of tn- t10 family curves, tn can be 
calculated and then the product size distribution can be obtained through interpolation.  
King’s t10 based model was also used to calculate production size distribution in this case. Based on 
Eq. (2.20), the cumulative percentage passing can be calculated with the following equation: 
  (6.13) 
where, λ is a parameter, t10 can be calculated with Eq.(2.16). So King’s t10 based model has 4 
parameters: M, p, q, and λ. 
 
6.9 Result comparison and discussion 
6.9.1 Comparison between the 4D models and the t10-based models 
The product size distributions from the 4D appearance function model and the three t10 based 
appearance functions were compared with the experimental data. The total 59 sets of experimental 
data have 59 kinds of X-Ecs (feed ore size – input specific energy) combinations. At each 
combination, a series of sieves (bottom sieve size: 0.075mm ~ 53mm) was used to obtain the 
progeny size distributions. At each sieve size class (progeny size class), there is a cumulative 
percentage passing except what were not used in experiments. Thus the 59 sets of test data have 
1135 points. In order to make the evaluation statistically correct, the standard error (SE) was used to 
compare.  
  (6.14) 
where, SE is a standard error, n is the number of points, k is the number of fitting parameters, 
passing(pre) and passing (exp) are respectively the predicted passing and the experimental passing. The 
calculation results are compared as follows: 
Table 6-9 Prediction accuracy comparison between the 4D and t10 based models 
Model Type Parameters Standard Error % 
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JK A-b t10-tn family curve based model  27 15 
JK M-p-q t10-tn family curve based model  28 9.9 
King’s M-p-q t10 based model 4 5.9 
4D model P80-m based 9 3.9 
4D Model P80-m -Corrected 9 3.5 
4D model p80-m-q based 9 3.5 
4D Model p80-m-q-Corrected 9 2.9 
 
 
Figure 6-28  Comparison between the 4D appearance function model and t10 based models 
It is apparent that the 4D models have better prediction accuracy than the t10 based models. The 
advantage of the t10-tn family curve method is simplifying computation, but its accuracy is not so 
good compared with others (Figure 6-28). The A-b t10-tn family curve based model has the worst 
accuracy because it is a size-average model and cannot predict wide-size-range breakage. 
Compared with the A-b t10-tn family curve based model, the M-p-q t10-tn family curve based model 
significantly improves the accuracy by considering feed ore size effect in breakage. However, 
because the M-p-q t10-tn family curve based model uses the uniform t10-tn family curves for each 
combination of X and Ecs (feed size and specific energy) regardless of how the values of X and Ecs 
are small, it has a larger error than King’s M-p-q t10 based model. In fact, the shape of product size 
distribution curves for smaller X and lower Ecs is steeper and concave, which cannot be 
satisfactorily described with a set of uniform t10-tn family curves by the M-p-q t10-tn family curve 
based model. In contrast, based on the truncated Rosin–Rammler distribution, King’s M-p-q t10 
based model achieves a good accuracy with the fewest parameters. The corrected P80-m-q based 
4D model has the best prediction (SE =2.9%), but the standard P80-m-q based 4D model also has 
an acceptable SE of 3.4%. 
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6.9.2 Validation of the 4D models against experimental data  
The comparison between the experimental data and the 4D models are presented in Table 6-10: 
Table 6-10 Comparison between Experimental data, the P80-m based 4D model and the P80-m-q based 4D model 
Original data based on tests the P80-m based 4D model the P80-m-q based 4D model 
 
a) 
 
a1) 
 
a2) 
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b) 
 
b1) 
 
b2) 
 
c) 
 
c1) 
 
c2) 
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d) 
 
d1) 
 
d2) 
 
e) 
 
e1) 
 
e2) 
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f) 
 
f1) 
 
f2) 
 
g) 
 
g1) 
 
g2) 
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h) 
 
h1) 
 
h2) 
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In Table 6-10, the first column is experimental data, the second column is results of the P80-m 
based 4D appearance function model, and the third column is results of the P80-m-q based 4D 
appearance function model. Except for g), g1) and g2), all the graphs are sectional views of the 
virtual 4D cube. The X axis is the feed ore size, Ecs is the specific energy, and the x axis is sieve 
size (progeny size). The cumulative percentage passing is expressed by colour. Graphs h), h1) and 
h2) are plotted in X-Ecs-ln(x) semi-logarithmic coordinate to show the details in smaller sieve sizes. 
It can be seen that across all sectional views the predictions of the 4D appearance function models 
are very close to the experimental data. The P80-m based 4D model and the P80-m-q based 4D 
model are very similar. However, a slight difference can be found after scrutinising the graphs. 
Figure h2) is more similar to Figure h) compared with Figure h1). The colour of Figure f2) is lighter 
than Figure f1) and closer to Figure f). In fact, the average cumulative percentage passing of the 
surface (bottom sieve size x=0.075mm) in Figure f1) and Figure f2) are 0.02 and 3.6 respectively.  
The average cumulative percentage passing at the sieve size 0.075mm of the experimental raw data 
(59 sets) is 2.06. That means the P80-m-q based 4D model has better prediction performance than 
the P80-m based 4D model in the range of smaller sieve sizes. The following graphs in Figure 6-29 
to Figure 6-34 show the comparison between the 4D models and the experimental data in different 
cases (low energy impact for small, medium and big feed ore size, high energy impact for small, 
medium and big feed ore size). 
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(a) 
 
(b) 
Figure 6-29 (a) Size distribution comparison for low energy impact  
at the smaller sizes (X=0.461 mm, Ecs=0.1 kWh/t); (b) Corresponding error analysis 
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(a) 
 
(b) 
Figure 6-30 (a) Size distribution comparison for high energy impact  
at the small sizes (X=0.922 mm, Ecs=2.5 kWh/t); (b) Corresponding error analysis 
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(a) 
 
(b) 
Figure 6-31 (a) Size distribution comparison for low energy impact  
at the medium sizes (X=10.315 mm, Ecs=0.5 kWh/t); (b) Corresponding error analysis 
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(a) 
 
(b) 
Figure 6-32 (a) Size distribution comparison for high energy impact  
at the medium sizes (X=14.53 mm, Ecs=2.5 kWh/t); (b) Corresponding error analysis 
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(a) 
 
(b) 
Figure 6-33 (a) Size distribution comparison for low energy impact  
at the big sizes (X=57.78 mm, Ecs=0.4 kWh/t); (b) Corresponding error analysis 
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(a) 
 
(b) 
Figure 6-34 (a) Size distribution comparison for high energy impact  
at the big sizes (X=28.89 mm, Ecs=2.49 kWh/t); (b) Corresponding error analysis 
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Generally speaking, both the P80-m based 4D model and P80-m-q 4D model can predict the 
experimental data well. However, the P80-m based 4D model underestimates the cumulative 
percentage passing at smaller sieve sizes (e.g. x<0.212 mm), especially at smaller feed sizes (e.g. 
X<2 mm) and lower energy(e.g. Ecs<0.5 kWh/t). For high energy and larger feed sizes, such 
underestimation is minimal. This is caused by the exponential function nature of the P80-m R-R 
relationship. As the sieve size x is approaching zero, the exponential function sharply decreases to 
zero. For lower energy and smaller feed sizes, the product size distribution curves are steeper, 
where the accelerated decrease effect is more prominent, resulting in underestimation in cumulative 
percentage passing. For sieve sizes below 0.212 mm, the underestimation magnitude is about 2% 
for the P80-m based 4D model.  
With the aim of reducing the gap of the P80-m based 4D model in the range of low energy and 
smaller feed sizes, the P80-m-q 4D model was proposed. It can significantly raise the fine end of 
the curve over the P80-m based 4D model, satisfactorily predicting the cumulative percentage 
passing at smaller sieve sizes (x) under any combinations of feed size (X) and specific energy (Ecs). 
At larger sieve sizes, larger feed sizes and high specific energy, the P80-m-q based model has a 
good performance as well as the P80-m based 4D model. Thus the P80-m-q based model can take 
the place of the P80-m based 4D model in ore breakage characterisation.  The corrected versions of 
the 4D models are better because they further reduce the errors which are generated in the 
development progress of the 4D models (Figure 6-29~Figure 6-34). 
In general, the wide-range 4D models developed here are suitable for DWT (Drop Weight Test) 
breakage characterisation because they are developed based on DWT test data. Because the RBT 
(Rotatory Breakage Test) tests are single-sided breakage and the DWT tests are double-sided 
breakage, the equation forms for the 4D models should be different. It is recommended to use the 
P80-m based 4D model developed in Chapter 5 which is based on JKRBT test data for RBT 
breakage characterisation. 
 
6.10 Conclusions 
In this chapter, two versions of the 4D appearance function model (the P80-m based 4D model and 
the P80-m-q based 4D model) were developed based on a wide range of single particle breakage 
test data. The 4D appearance function models can successfully characterise the breakage of 
different size-energy combinations (feed ore size X: 425m ~ 63mm and input specific energy Ecs: 
0.1 kWh/t ~ 2.5 kWh/t). The standard error (SE) of prediction is 2.9 ~ 3.9%, which is more accurate 
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than the JK A-b t10-tn family curve based model, the JK M-p-q t10-tn family curve based model, and 
King’s M-p-q t10 based model. Because of the limitation of function form of the P80-m based 4D 
model, it underestimates the cumulative percentage passing at smaller sieve sizes (e.g. sieve size 
x<0.212 mm) by about 2%. When the feed ore size X decreases and the specific energy Ecs 
decreases, the product size distribution curve becomes steeper and such underestimation becomes 
more prominent. The proposed P80-m-q based 4D model can satisfactorily narrow this gap without 
undermining the prediction accuracy in other ranges. From the overall point of view, the P80-m-q 
4D model has the best prediction accuracy. The original 4D models can be improved by correction 
with the error map correctional method. Other than the wider range of conditions and better 
accuracy, the 4D models are more scalable than the t10-tn based model because of the dimensionless 
forms used in equations. 
Compared with the 4D appearance function model developed in GTMMS II based on the JKRBT 
breakage test data, the 4D appearance function models here (the P80-m based 4D model and the 
P80-m-q based 4D model) have different function forms and different parameters. The 4D model in 
GTMMS II is also based on P80-m R-R relationship and has 7 parameters. The 4D models in this 
chapter have 9 parameters. Considering they were developed from a wider range of combinations of 
feed ore sizes and input specific energy, the P80-m based 4D model, and the P80-m-q based 4D 
model have a wider applicable range. The 4D models developed in this chapter are named the wide-
range 4D appearance function model (the wide-range P80-m based 4D model and the wide-range 
P80-m-q based 4D model). They should be more reliable and feasible for breakage characterisation 
applied for comminution modelling of a wide feed size range, such as is common in mills. 
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 The Generic Tumbling Mill Chapter 7
Model Structure Version III (GTMMS III) 
 
Based on GTMMS I and GTMMS II, GTMMS III proposed in this chapter incorporates the new 
wide-range 4D appearance function modes, multicomponent DEM (the Discrete Element Method) 
energy distribution model which is corrected by the probability-based energy split scheme, and 
multicomponent modelling. The grinding progress of individual component and their interaction in 
the mill are predicted. The prediction of GTMMS III agrees well with the plant survey data.  
GTMMS III is a milestone of the unified comminution models (UCM) with its mechanistic, generic, 
and reliable prediction capability. 
 
7.1 Introduction 
There are many kinds of classification schemes for comminution models. The first sorting method 
is to divide the models into two categories: fundamental models and black box models (T. J. 
Napier-Munn et al., 1996). Fundamental models try to describe interactions of ore particles and 
devices in the mills largely based on Newtonian mechanics and need sufficient computer power. 
Black box models are phenomenological and predict product from feed, breakage characterisation 
and other experience.  
The second classification method for tumbling mill models is the category of non-mechanistic and 
mechanistic models (Ping Yu et al., 2014). The non-mechanistic models are empirical, and they do 
not consider the fundamental physical mechanism in the comminution process. However, as for 
mechanistic models, comminution process is focused, and fundamental physical laws are applied to 
analyse the comminution progress. Because of the mechanistic features, they are more general and 
applicable than non-mechanistic models. L G Austin et al. (1987) developed a general model for 
SAG/AG mills. Powell (2006) proposed a conceptually new model – the unified comminution 
model (UCM) to overcome the limitations of the current comminution models. It is supposed for 
UCM that comminution is a generic process of ore breakage independent of the device and that the 
mechanical breakage environment can be modelled fundamentally. Govender et al. (2011) 
developed a mechanistic cell model based on combining space and time-averaged Navier–Stokes 
equations to simulate the slurry transport in dynamic beds. Thanks to the rapid growth of computer 
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power, a remarkable development in mechanistic modelling is the Discrete Element Method (DEM). 
DEM is recognised as one of the ‘High-Fidelity Simulation (HFS) tools’ for comminution 
simulation and optimisation based on the analysis of basic physics theories (J. A. Herbst & Lichter, 
2006). DEM can give a wide range of information on the mill mechanical and energy environment 
(N. S. Weerasekara et al., 2010).  
The third sorting method is the classes of matrix model, kinetic model and perfect mixing model (de 
Paiva Bueno, 2013). Schuhmann (1960) developed a matrix model with selection function and 
breakage function for ball mills and rod mills. Kinetic models assume that breakage rate conforms 
to the first order law and the mill charge is fully mixed. Breakage function can be measured with 
monosized particle grinding test over a short grinding time. The following Eq. (7.1) can describe the 
kinetic models (Charles, 1957): 
  (7.1) 
Where 
: mass fraction in the i
th
 size fraction 
t:        grinding time 
:   breakage rate for the j
th
 size fraction 
:  breakage function 
A perfect mixing model is based on population balance with the assumption of perfect mixed mill 
contents (D W  Fuerstenau & D A Sullivan, Jr, 1962; Whiten, 1974). The basic equation for this 
are: 
 
  (7.2) 
  (7.3) 
where: 
  the mass flow of material in size class i, at time t, in the load. 
  the mass flow rate of feed in size class i 
  the mass flow rate of product in size class i 
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breakage rate of particles in size class i  
 appearance function which describes the fraction of material broken into size class i due 
to breakage of the size class j 
 discharge rate of size class i 
The above modelling theories are basically developed for one-component grinding modelling. 
Given so many mines with heterogeneous ores in the world, modelling of multicomponent grinding 
has attracted more and more attention of researchers.  Compared with homogeneous ore grinding, 
multicomponent (heterogeneous) grinding modelling is less mature. However, the above theories 
have laid a firm foundation for multicomponent modelling. 
In the previous chapters, an integrated, mechanistic mill model structure for tumbling mills has been 
developed. It was based on the population mass balance framework combining the JK M-p-q t10-tn 
based appearance function, transport function, and other sub-models. That model structure has been 
labelled the Generic Tumbling Mill Model Structure Version I (GTMMS I). GTMMS I was 
upgraded to the Generic Tumbling Mill Model Structure Version II (GTMMS II). A 4D (four 
dimensional) appearance function sub-model based on JK RBT experimental results was developed 
to describe the breakage characteristics and was included in this new model structure. In addition, 
the Discrete Element Method (DEM) energy distribution model was integrated into the new model 
structure. Furthermore, the new model structure is dynamic in nature with a time-stepping technique 
for nonsteady-state simulation. In this chapter, the 4D appearance function will be upgraded to a 
wide-range 4D appearance function, and the multicomponent modelling will be integrated into the 
model structure. 
7.2 Generic Tumbling Mill Model Structure Version III (GTMMS III) 
The generic integrated tumbling mill model structure version III (GTMMS III) (Figure 7-1) uses 
Population Balance Method (PBM), which has been proven to be successful in GTMMS I and 
GTMMS II, as the framework. There are three upgrades in GTMMS III compared with the previous 
versions. A wide-range 4D appearance function developed from the data of JK Mini DWT (Drop 
Weight Tester) tests and JK standard DWT tests replaces the previous 4D model based on JK RBT 
(Rotary Breakage Tester) data. The Discrete Element Method (DEM) energy distribution model 
derived for each component in the mixture is used in place of the DEM energy model in GTMMS II. 
The major upgrade for GTMMS III is incorporating multicomponent modelling based on existing 
plant survey data. These upgrades make GTMMS III more generic and versatile and a big leap in 
the advance of the unified comminution model (UCM).  
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Figure 7-1 Schematic of the Generic Integrated Tumbling Mill Model Structure Version III (GTMMS III) 
 
GTMMS III is verified with the LKAB KA2 plant survey data (de Paiva Bueno, 2013). Located in 
Kiruna, Northern Sweden, the LKAB Kiirunavaara mine uses fully-autogenous grinding lines to 
processing high-grade magnetite ores. The feed is a mixture of the waste silicates (which are caused 
by the sublevel caving mining method) and the magnetite. The hardness of silicates and magnetite 
varies from site to site and in this case silicates are considerably more competent than magnetite. 
A*b values of silicates and magnetite from JKDWT tests are 45.3 and 114 respectively (de Paiva 
Bueno, 2013). The equipment dimensions of the AG mill and the trommel are given in Table 7-1: 
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Table 7-1 AG mill and trommel parameters (de Paiva Bueno, 2013) 
AG Mill AG Mill (cont) 
Inside shell diameter, m 6.5 New lining backing plate thickness, mm 110 
Inside liner diameter, m 6.3 Number of lifter rows 24 
Belly length, m 5.3 New lifter height, mm 165 
Inlet trunnion diameter, mm 1800 New lifter angle, 
0
 (from face) 27 
cone angle, deg 0 Average lifter height, mm 120 
Installed motor power, kW 4300 Average lifter angle, 
0
 (from face) 45 
Speed, RPM 12.7 Speed, % Critical 75.1% 
Grate Trommel 
Grate aperture size, mm 30 x 90 Diameter, mm 2000 
Grate % open area 3.80% Length, mm 2860 
Relative radial position 0.76 Aperture size, mm 6 x 15 
 
7.2.1 The wide-range 4D appearance function 
The appearance function is an important sub-model in a generic model structure for tumbling mills 
(Ping Yu et al., 2014) and some AG/SAG mill models (Leung, 1987). In Chapter 5, the 4D 
appearance function (P80-m based, developed from JKRBT test data) is proven to be more generic 
and accurate than the existing JK A-b t10-tn appearance function and the size-dependent JK M-p-q 
t10-tn appearance function. To extend the feeding ore particle size to the sub-millimetre range as 
well as the breakage at low energy, the wide-range P80-m based 4D model, and the wide-range 
P80-m-q based 4D model were developed from JKDWT data and Mini JKDWT data in Chapter 6. 
de Paiva Bueno (2013) conducted JKDWT breakage tests over the standard sizes from 11 mm 
upwards for silicates and magnetite. However, the existing test data are not adequate for the full 
application of the P80-m-q 4D model because the “q” determining map would introduce arbitrary 
error if the test data are limited in size range. Thus the wide-range P80-m based 4D appearance 
function model was applied in this case. 
With the existing test data and the equation forms of the wide-range P80-m based 4D appearance 
function model (Eq.(6.9), Eq.(6.10), and Eq.(6.6)), the parameters can be obtained as follows (Table 
7-2): 
Table 7-2 The 4D parameters for silicate and magnetite 
      Parameter 
 Ore 
       type 
P80 Group Parameters m Group Parameters 
α β γ δ λ η κ φ ψ 
Magnetite -21.6261 17.1573 -1.3353 0.2717 1.1676 -0.0366 -0.1079 -0.5473 -0.2034 
Silicate -21.7959 16.4737 -1.0483 0.3249 0.7375 -0.0790 -0.2030 -0.5480 -0.3017 
161 
 
 
The JK RBT breakage tests for the mixture ore was conducted by de Paiva Bueno (2013). The P80-
m based 4D model developed in Chapter 5 (Eq.(5.3), Eq.(5.4)) is used here to characterise the RBT 
breakage test data of the mixture ore. The parameters are listed in Table 7-3: 
 
Table 7-3 The 4D model parameters for mixture ore 
      Parameter 
 
Ore type 
P80 Group Parameters m Group Parameters 
α β γ δ a b c 
Mixture 1.6415 1.0513 -3.4962 0.5124 0.4149 2.0439 64.9764 
 
 
7.2.2 Energy split in multicomponent grinding 
As the foundation of multicomponent modelling, the energy split sub-model was developed. 
Because the interactions between components in a mixture are complicated, the energy split is not 
only related to the volumetric ratio but also related to the ore hardness, density, feed fineness, mill 
type and the grinding environment. Normally speaking, the difference of feed fineness for different 
components can be neglected. With the above factors considered, an energy split fraction model for 
magnetite-silicate two-component grinding can be expressed as (in this case, the magnetite is the 
soft component and the silicate is the hard one): 
  (7.4) 
  (7.5) 
  (7.6) 
  (7.7) 
  (7.8) 
  (7.9) 
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where,  
S  the energy split fraction (0<S<1) 
The subscript “m”  denotes magnetite (the soft component) 
The subscript  “s” denotes silicate (the hard component) 
The subscript  “mix” denotes mixture ore 
E energy (kWh) 
V volume (m
3
) 
k stiffness (one indicator for hardness, ks>km) 
,   the amended coefficients for energy split 
φ volume ratio defined as Eq. (7.6) 
ψ stiffness ratio defined as Eq.(7.7) 
 
For different mills such as ball mills, SAG mills and AG mills, , , are different. This split scheme 
embodies the effects of volume ratio and stiffness on energy sharing. The effect of stiffness is more 
prominent in AG/SAG mills because the harder components serve as the grinding media whilst in 
ball mills, steel balls are grinding media. The component with larger volume ratio will obtain more 
energy.  The soft component (magnetite in this case) should acquire more energy than the allocation 
only by volume ratio, thus 
  (7.10) 
Eq.(7.4) and (7.10) give the range of : 
  (7.11) 
Considering  Eq.(7.8), 
  (7.12) 
  (7.13) 
For soft components, the stiffness will exert a magnifying effect on the energy split ratio which is 
derived solely based on volume ratio. Vice versa, for hard components, the stiffness will reduce the 
energy sharing ratio derived from volume ratio. For a specific mixture ore, , can be measured via 
tests. If the experimental data are limited, , can be estimated through Eq. (7.11) and Eq. (7.13). 
This energy split scheme is called flexible energy split scheme because the magnifying magnitude is 
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unlimited ( can be infinitely great when ϕm goes to zero). Admittedly, σ should not be so great in 
reality. However,  and  provide the adjusting parameters in energy split model. 
Another energy split scheme was proposed based on collision probability analysis and stiffness ratio 
analysis. All the collisions among the magnetite-silicate mixture ore can be divided into three 
groups: magnetite vs. magnetite, silicate vs. silicate, and magnetite vs. silicate. It is reasonable to 
assume that energy split between the same components is irrelevant to stiffness but only relevant to 
the collision probability and that the energy split between the different components is not only 
relevant to the collision probability but also relevant to stiffness ratio. Under an ideal condition (e.g. 
homogenous distribution of components, uniform input energy field, etc.), from the point of view of 
collision types, the energy split ratio in the magnetite-silicate mixture ore can be represented by the 
following three parts: 
  (7.14) 
where, Smm Sss Sms are the energy share ratios for the collisions of magnetite vs. magnetite, silicate 
vs. silicate, and magnetite vs. silicate. 
Magnetite vs. magnetite:   
  (7.15) 
Silicate vs. silicate:  
  (7.16) 
Magnetite vs. silicate: 
  (7.17) 
On the other hand, from the point view of components, the total energy is split into two components: 
magnetite and silicate: 
  (7.18) 
where, Sm and Ss are the energy ratio assigned to magnetite, and the energy ratio assign to silicate. 
The energy ratio assigned to magnetite Sm should have two parts: one is the energy of the 
magnetite-magnetite collision, Smm, and the other is the energy portion for magnetite in the 
magnetite-silicate collision, Sms_m. So the energy ratio assigned to silicate Ss is: 
  (7.19) 
  (7.20) 
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  (7.21) 
As a simple but reasonable hypothesis, the energy of magnetite-silicate collision can be shared by 
stiffness ratio (Rodrigo Magalhães  de Carvalho, 2013): 
  (7.22) 
  (7.23) 
Combining Eq.(7.15), Eq.(7.19) and Eq.(7.22): 
  (7.24) 
Combining Eq.(7.16), Eq.(7.20) and Eq.(7.23) 
  (7.25) 
As a discussion, if the subscript “m” and “s” denote the same component, i.e. the stiffness ks=km,  
then, ψm= ψs=0.5, substituting this into Eq.(7.24) and Eq.(7.25), considering Eq.(7.6), ϕm+ ϕs=1, 
thus, it is clear that: Sm= ϕm;  Ss= ϕm . That means for the same components (or the different 
components but with the same stiffness), the energy share is merely according to the volume ratio. 
However, if the components are different, the energy is split not only by volume ratio but also by 
stiffness ratio.  
Interestingly, if ϕm= ϕs=0.5,  
  (7.26) 
  (7.27) 
That means if two components have the same volume ratio, the energy split ratio is not equal to the 
stiffness ratio because the magnetite-magnetite collisions and silicate-silicate collisions are also 
considered besides the magnetite-silicate collisions.  
Furthermore, the softer component will obtain more energy than the split scheme only according to 
volume ratio. Of course, the harder component will obtain less energy consequently. For example, 
in this case, if the magnetite is a softer component, the energy-magnifying ratio (The total energy 
does not change, but the split ratio is magnified by stiffness effect.) is: 
  (7.28) 
Considering ϕs= 1-ϕm  and  ψm=ks/(ks+km), 
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  (7.29) 
In the same way, the energy minifying ratio for the harder component silicate is: 
  (7.30) 
If ks=km, Amagnify=1, Aminify=1. That means if there is no difference in stiffness, there is no 
magnifying or minifying effect, and the energy will be split according to volume ratio.  
Compared with the flexible energy split scheme, the probability-based energy split model has 
maximum magnifying magnitude and minimum minifying magnitude: 
  (7.31) 
Combining Eq.(7.4) and Eq.(7.29), if σ meets:  
  (7.32) 
  (7.33) 
the magnifying magnitudes of the two split scheme are the same. 
 
 
7.2.3 DEM energy distribution 
The 3D DEM simulation technique can simulate the tumbling mill mechanical environment and 
calculate out the collision energy spectrum of the charge (AG/SAG mill) and collision energy 
spectrum of balls. DEM calculates the collisions between ore particles and grinding balls with 
fundamental mechanics laws. It studies contact between colliding particles with the nonlinear 
Hertz-Mindlin no-slip model and studies the motion of each particle, which is governed by the 
linear momentum and angular momentum conservation law, with solving Newton’s second law of 
motion. (N. Weerasekara & Powell, 2010).  Because of this feature, DEM is more fundamental and 
intrinsically more mechanistic and generic than other empirical models.  
However, DEM is a computationally intensive method. The maximum number of particles and 
duration of a virtual simulation are limited in DEM by computational power. Although DEM has a 
potential to be employed to particle breakage, the common application of DEM in mineral 
processing industry mainly focus on mill power draft, charge motion, and lifter design (Rajamani, 
Rashidi, & Dhawan, 2014), as well as the prediction of the mechanical environment and the 
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collision energy spectrum of a mill (N. Weerasekara & Powell, 2010). There are some barriers for 
DEM to be directly used to calculate particle breakage. For example, fundamental theories of ore 
particle breakage under different impact loads are immature. Tracking each particle in breakage in 
an industrial mill, which probably has trillion particles as fine as tens of microns, may involve 
enormous computational resources such as supercomputers. Despite these barriers, the application 
of DEM in particle breakage is advancing quickly (Rajamani et al., 2014).  
In this work, DEM was used to provide breakage energy distribution information for population 
balance method (PBM) calculation. In this initial application of the model, an average mill content 
rock size distribution was used for the entire mill, based on the experimental mill contents data. 
This removed the need to iteratively recalculate the DEM energies, which is a computationally 
intensive and slow process. For the general application of the generic mill model, it is planned to 
map out the energy distributions for an evolving size distribution so that this can be more accurately 
applied to the model.  
For each size class, DEM can provide the number of collisions per particle per second at every 
energy level bin. The energy comprises normal energy (kWh/ton) and tangential energy (kWh/ton) 
referring to body breakage and surface breakage respectively. Figure 7-2 is a typical energy 
spectrum from SAG mill DEM simulations (N. Weerasekara & Powell, 2010). 
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Figure 7-2 Distribution of collision frequencies vs. collision energy components in the normal (column 1) and 
tangential (column 2) directions for the three mill sizes (1.6m, 3m to 6m from row 1 to 3) (N. Weerasekara & 
Powell, 2010) 
In the case of Figure 7-2, N. Weerasekara and Powell (2010) investigated SAG mills with DEM 
tools. They studied a pilot scale SAG mill (with 75% critical speed, 9.94 kW power draw, the 
internal diameter of 1696 mm, the length of 575 mm, and 11 lifters with 50×50 mm cross-sections) 
as the “Base Case” for the DEM simulation campaign. The particle size and mass distribution for 
the DEM simulations are shown in Figure 7-3. 
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Figure 7-3 Size distribution (solid line) and mass distribution (dashed line) used in  
the DEM simulation (N. Weerasekara & Powell, 2010) 
On the basis of the Base Case simulation, other simulations were conducted by only varying the 
internal diameter from 1.6 m, to 3 m, and then to 6 m (correspondingly changing the cross sectional 
dimensions of the lifters) while keeping the other conditions unchanged. 
Table 7-4 Parameters used in DEM simulation of Figure 7-2, After (N. Weerasekara & Powell, 2010) 
Rock media density (Kg/m
3
) 2680 Steel ball density (Kg/m
3
) 7800 
Rock media shear modulus (GPa) 1 Steel ball shear modulus (GPa) 200 
Rock media Poisson’s Ratio  0.3 Steel ball Poisson’s Ratio 0.29 
Rock charge ratio 21.5% Steel ball charge ratio 6% 
Rotation speed / Critical speed 75% Steel ball size (mm) 40,60,80,100 
rock–rock restitution coefficient  0.3 steel–steel restitution coefficient 0.3 
rock–rock friction coefficient  0.3 steel–steel friction coefficient 0.3 
rock–steel restitution coefficient 0.2 rock–steel friction coefficient 0.3 
Rolling friction coefficient 0.01 Geometry diameter (m) 1.6/ 3/ 6 
 
The DEM power is listed in Figure 7-5. 
Table 7-5 DEM Power (kW) (N. Weerasekara & Powell, 2010) 
 Distribution 1 Base Distribution Distribution 3 
Geometry 1 (D=1.6m) 11.4 10.6 - 
Geometry 2 (D=3m) - 52.4 52.7291.4 
Geometry 3 (D=6m) - 358.2 - 
 
As we can see from Figure 7-2, the collision energy includes normal energy (related to collisions in 
the normal direction) and tangential energy (related to collisions in the tangential direction). In 
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Figure 7-2, the spectrum curves of particles less than 11 mm generally are on the right of the graph 
(see the colour graph), implying that the smaller particles experience higher normal and tangential 
energies than larger particles along with a widely spread energy spectrum. With this information of 
collision frequency and collision normal and tangential energy, the DEM energy distribution can be 
obtained as outlined above. The energy distribution details have been fully illustrated in Chapter 5.  
 
 
7.3 Simulation process  
Two simulations, namely Simulation 1 and Simulation 2, were conducted with GTMMS III. In 
Simulation 1, the multicomponent ore was treated as a blend. In Simulation 2, each component was 
dealt with separately with interactions considered through the probability-based energy split scheme. 
The results of each component were combined to obtain the final results of the ore mixture. Both 
outcomes of Simulation 1 and Simulation 2 were validated against plant data. 
The GTMMS III tries to incorporate the multicomponent model into the generic model structure. de 
Paiva Bueno (2013) conducted a comprehensive experimental campaign at LKAB iron ore 
operations in Sweden and collected a large data set to build a preliminary multicomponent model. A 
sampling survey at the Kiruna KA2 mill concentrator was carried out and the entire AG mill 
contents were dumped and assayed by size to quantify the build-up of competent waste in the mills. 
The feed ore of these AG mills is a mixture of ores with harder and softer components. The 
majority of the feed is high-grade magnetite, and the other component is hard gangue rock 
composed mainly of silicates associated with phosphates and magnesium oxides. The Run-of-Mine 
ore has a high percentage of magnetite and is further upgraded in a magnetic separation sorting 
plant before entering the mill.  In this survey, two components (magnetite and gangue rock referred 
as silicate thereafter) were characterised at the JKMRC. The JKRBT test results are presented  in 
Table 7-6: 
Table 7-6 Ore and waste characterization tests results (de Paiva Bueno, 2013) 
Parameter Survey 1 Survey 2 Bulk Ore Waste 
SG (t/m3) 4.4 4.1 4.5 2.7 
RBT, A 57.5 55.9 57.4 79.0 
RBT, b 1.84 1.76 1.73 0.5 
RBT, A*b 106 98 99 37 
Abrasion, ta 0.54 0.38 0.48 0.23 
BWI@75 μm 13.2 13.4 12.9 15.8 
XRF %Magnetite 88.6 87.3 86.5 7.3 
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Table 7-7 presents the characterization results of JKDWT, ball mill grinding tests (F C Bond, 1952), 
density measurements, and XRF assays conducted on each component.  From Table 7-7, it is can be 
seen that silicate here is harder than magnetite. Silicate has A*b value 45.3 and magnetite has the 
value 114. The lower A*b means that the lower t10 at the same specific energy input and thus means 
a harder ore (T. J. Napier-Munn et al., 1996). 
 
 
Table 7-7 LKAB magnetite and silicate characterization results (de Paiva Bueno, 2013) 
Measured Parameter  Magnetite  Silicate  
SG (t/m3)  4.9  2.6  
DWT, A  68  69  
DWT, b  1.67  0.66  
DWT, A*b  114  45.3  
Abrasion, ta  0.59  0.13  
BWI@75μm  13.2  15.8  
XRF % Magnetite  95.7  4.3  
Ore Characteristic  Soft  Hard  
 
As mentioned in Chapter 2, de Paiva Bueno (2013) proposed a multicomponent model (Figure 
2-31). However, the energy split was not calculated and the average energy level calculated from 
the bulk SG in the mill load coarsest 20% size (S20) was considered the same for all the 
components.  
With the energy split sub-model proposed above, the DEM energy environment information was 
processed according to the relationships derived in Chapter 5. However, DEM can only provide 
energy divided by particle volume ratio. Since the stiffness of ore has a significant influence on the 
energy split, the energy distribution derived from DEM must be adjusted before applying it.  
The stiffness must be known to conduct energy split. It can be measured through special tests. Here 
the stiffness is estimated by the relationship (L. M. Tavares & King, 1998): 
  (7.34) 
where Y is Young’s modulus and  is Poisson’s ratio.  The Young Modulus for a crystal of 
magnetite is between 175 and 230 GPa, and the Poisson ratio is between 0.262 and 0.33(Chicot et 
al., 2011). The magnetite stiffness in this chapter was estimated at 230GPa. Silicates have various 
stiffness depending on their structures, grains, densities, and elements. The stiffness of silicate 
gangue here was estimated at 350GPa. Thus Eq.(7.7) gives  ψ1=0.60, ψ2=0.40. If the volume ratio 
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of magnetite changes from 0 to 1, the energy split share can be calculated and presented in Table 
7-8, Figure 7-5  and Figure 7-6. To observe the trends of split factor under different stiffness ratio, 
two cases were calculated (km=230GPa, ks=350GPa and km=100GPa, ks=350GPa). 
 
Table 7-8 Probability based energy split model 
Volume Ratio Collision Probability 
Case 1 
Energy split 
km100Gpa 
ks350GPa 
Magnifying 
/ minifying 
Factors 
km100 GPa 
ks350 GPa 
Case 2 
Energy split 
km230Gpa 
ks350GPa 
Magnifying 
/ minifying 
Factors 
km230 GPa 
ks350 GPa 
Mag Sil S-S M-M S-M Mag Sil Mag Sil Mag Sil Mag Sil 
0.00 1.00 1.00 0.00 0.00 0.00 1.00 1.56 1.00 0.00 1.00 1.21 1.00 
0.10 0.90 0.81 0.01 0.18 0.15 0.85 1.50 0.94 0.12 0.88 1.19 0.98 
0.20 0.80 0.64 0.04 0.32 0.29 0.71 1.44 0.89 0.23 0.77 1.17 0.96 
0.30 0.70 0.49 0.09 0.42 0.42 0.58 1.39 0.83 0.34 0.66 1.14 0.94 
0.40 0.60 0.36 0.16 0.48 0.53 0.47 1.33 0.78 0.45 0.55 1.12 0.92 
0.50 0.50 0.25 0.25 0.50 0.64 0.36 1.28 0.72 0.55 0.45 1.10 0.90 
0.60 0.40 0.16 0.36 0.48 0.73 0.27 1.22 0.67 0.65 0.35 1.08 0.88 
0.70 0.30 0.09 0.49 0.42 0.82 0.18 1.17 0.61 0.74 0.26 1.06 0.86 
0.80 0.20 0.04 0.64 0.32 0.89 0.11 1.11 0.56 0.83 0.17 1.04 0.83 
0.90 0.10 0.01 0.81 0.18 0.95 0.05 1.06 0.50 0.92 0.08 1.02 0.81 
1.00 0.00 0.00 1.00 0.00 1.00 0.00 1.00 0.44 1.00 0.00 1.00 0.79 
 
 
 
Figure 7-4 Energy split at different stiffness ratios 
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Figure 7-5 The Magnifying factor of Magnetite 
 
 
Figure 7-6 The Minifying factor of Silicate 
For soft component magnetite, the energy split has been amplified by the stiffness ratio compared 
with the energy split solely by volume ratio. This is because the hard components serve as grinding 
media and can make a contribution to the soft components through sacrificing some grinding energy 
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for themselves especially in the AG mill, where there are no grinding media of steel balls. The 
softer the soft component is, the more energy share it will obtain, and the less energy the hard 
component will absorb (Figure 7-4). With the soft component magnetite’s volume ratio increasing, 
the magnifying factor of magnetite will decrease. The softer the soft component is, the greater the 
magnifying factor is (Figure 7-5). With the hard component silicate’s volume ratio increasing, the 
minifying factor of silicate will increase. The softer the soft component is, the less the minifying 
factor is (Figure 7-6). From Eq. (7.29) and Eq. (7.30), the slopes in Figure 7-5 and Figure 7-6 are: 
  (7.35) 
  (7.36) 
 
The multicomponent model based on the above energy split theory is illustrated in Figure 7-7: 
 
Figure 7-7 The multicomponent model of GTMMS III 
This multicomponent structure is one part of GTMMS III and will work together with other parts 
such as 4D appearance function model, DEM energy model, transport function, etc. Compared with 
Figure 2-31, many sub-models are changed, and energy split has been considered. The interactions 
between the components can be analysed. The simulation process can be divided into three steps: 
the first step is to calculate the mixture ore using GTMMS III and validate the results with plant 
survey data; the second step is to split the energy and calculate the components separately using 
GTMMS III visually assuming they are ground alone and validate the results with plant survey data; 
the last step is to find the relationship between different components and try to find a prediction 
method based on component analysis. 
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7.4 Results and discussion 
The LKAB KA2 plant survey data are used to validate GTMMS III and the AG mill and trommel 
parameters are listed in Table 7-1. Although this survey was conducted in steady state and GTMMS 
III is a dynamic model, the steady-state results from GTMMS III can be evaluated by the survey 
data.  
The DEM energy distribution is shown in Figure 7-8. As mentioned in Chapter 5, the smallest size 
class which the DEM can reach is about 4 mm. According to the varying trends and practical 
observation, the distribution is extended to -4 mm based on the assumption that the size classes 2~5  
mm have the highest specific energy.   
 
Figure 7-8 DEM specific energy distribution  
The AG mill is divided into 6 segments to integrate transport function. It is supposed that the 
mixture ore feed is added to the empty mill from zero to 453 t/h by step change. The results of 
Simulation 1 are displayed in Figure 7-9 ~ Figure 7-16.  
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Figure 7-9 Dynamic response predicted by GTMMS III 
 
Figure 7-10 Charge ratio trend after the step change of feed  
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Figure 7-11 Power varying trend after the feed step change 
The balance time from the empty to the constant feedrate 453 t/h is about 1 hour, and it takes about 
25 minutes for the feedrate to change from empty to 90% of the constant feedrate. When the feed 
experiences a step change, the product, slurry content, charge ratio and power increase gradually 
until reaching the steady state. The charge ratio is closely linked to power draw. Even if there is an 
oscillation in feedrate, the power will not change until such oscillation is transmitted to charge and 
causes the charge variation (T. J. Napier-Munn et al., 1996).  The error of predicted power and 
charge ratio is within ± 3%. From the inlet to the outlet, the slurry volume in each segment 
decreases until the flow reaches the grate, which provides pressure drop to drive the flow through 
the mill (Figure 7-12).  
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Figure 7-12 Feed, product and slurry content in each segment 
With the DEM energy distribution information corrected by the proposed energy split scheme, the 
GTMMS III calculated the mixture of the magnetite and silicate with the same external 
classification function (i.e. same discharge function) (Figure 7-13).  The contents of the mill are 
getting finer and finer when travelling from the first segment to the last segment through the mill 
(Figure 7-15). The final product size distribution predicted by Simulation 1 of GTMMS III shows 
good agreement with the plant survey data (Figure 7-16). 
 
Figure 7-13 The common external classification function in Simulation 1and Simulation 2 
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Figure 7-14 The internal classification for Mixture in Simulation 1 
 
Figure 7-15 Product size distribution evolution in each segment (Mixture, Simulation 1) 
 
Figure 7-16 Validation of GTMMS III by plant data (Mixture, Simulation 1) 
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The outcomes of Simulation 2 are shown in Figure 7-17 ~ Figure 7-23. With the DEM energy 
distribution information corrected by the proposed energy split scheme, the GTMMS III calculated 
the magnetite and silicate separately. It is supposed that both Simulation 1 and Simulation 2 (i.e. the 
mixture, and the magnetite and the silicate) has the same external classification because they have 
the same grate discharge frame (Figure 7-13).  The internal classification functions for the mixture, 
magnetite and silicate are different and were estimated to provide a flow resistance according to 
size between slices in the mill but with a constant ratio above a certain size, as shown in Figure 7-17 
and Figure 7-20. This transition size was back-fitted to be 1 mm for magnetite and over 10 mm for 
silicate because they could not be determined from the experimental data. Changing the form of this 
internal classification function will change the residence time of particles along the mill and 
represents an area for future refinement of this model structure. The silicate has a bigger transition 
size (over 10 mm in Figure 7-20) and a higher bypass ratio (about 63% in Figure 7-20). This is 
because the silicate is the hard component in grinding it partly serves as grinding media for the soft 
component magnetite when moving towards the mill outlet. The more competent component (i.e. 
silicate in this case) survives longer and thus, can accumulate at the discharge end of the mill, where 
it will be slowly broken before discharging, so breakage of silicate occurs mainly just before the 
grate barrier. This assumption is consistent with the experimental observation (Mwansa, Condori, & 
Powell, 2006).  Because the magnetite accounts for 86% (mass ratio) in the ore mixture, it has 
similar internal classification behaviour to the mixture (Figure 7-14 and Figure 7-17). Figure 7-18 
and Figure 7-21 demonstrate the size reduction evolution from the first segment to the last segment.  
Figure 7-23 compared the predictions of silicate and magnetite validated against plant data, 
demonstrating good agreement. This conclusion is backed up by the relationships shown in Figure 
7-19 and Figure 7-22.  
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Figure 7-17 Internal classification for Magnetite 
 
Figure 7-18 Product size distribution evolution in each segment (Magnetite) 
 
Figure 7-19 Validation of GTMMS III by plant data (Magnetite) 
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Figure 7-20 Internal classification for Silicate 
 
Figure 7-21 Product size distribution evolution in each segment (Silicate) 
 
Figure 7-22 Validation of GTMMS III by plant data (Silicate) 
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Figure 7-23  Comparison of the predictions of magnetite and silicate validated against plant data 
For each size class, the cumulative percentage passing is obtained for silicate and magnetite through 
separate simulation. With the cumulative percentage passing, the retained ratio can be obtained via 
Eq. (7.37): 
  (7.37)   
The retained mass of silicate and magnetite can be calculated through the retained ratios; thus the 
total mixture mass in each size class (the sum of silicate mass and magnetite mass in the i
 th
 size 
class) and the retained ratio for mixture in size class i can be obtained. With the retained ratio, the 
cumulative percentage passing of the mixture can be calculated through Eq.(7.38) and was plotted 
in Figure 7-24 together with the results from Simulation 1 and plant data.  
  (7.38) 
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Figure 7-24 Simulation 1 and Simulation 2 of GTMMS III tested against plant data 
The P80 of product size of the magnetite, the silicate, and the mixture is around 0.3 mm, 3 mm and 
0.4 mm respectively (Figure 7-23 and Figure 7-24). Both predictions of Simulation 1 and 
Simulation 2 by GTMMS III can provide the product size distribution of the mixture and show 
good agreement with the plant survey data. Simulation 2 implies that the blend grinding can be 
predicted through understanding the individual components and their interactions in the mixture. 
Thus, GTMMS III provides a mechanistic analytical method based on the combination of separate 
simulations of individual components with interactions considered through energy split scheme and 
transport relationship. The mechanistic solution by GTMMS III is very useful in multicomponent 
grinding in the industry. The components and their ratios vary from mine to mine. However, if the 
characterisation and ratio of each component are known, the grinding of ore mixture can be 
predicted based on ore interaction assumptions such as energy split relationships and transport 
functions. It will save a lot of money and cost for the test work in traditional modelling methods. 
Furthermore, the intergrinding effect in multicomponent grinding (the hard component serves as the 
grinding media for the soft component) can be utilised in ball mills to reduce the cost of grinding 
balls. Operational optimisation for the multicomponent grinding can be achieved by the simulation 
of GTMMS III. Given the lack of data for internal classification, further experiment and more data 
are needed to improve the model. 
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7.5 Conclusions 
Based on the population mass balance framework, incorporated breakage characteristics, slurry and 
solids transport, classification and discharge function, and energy consumption, a dynamic mill 
model structure was reported in XXVII IMPC.  Because of its generic feature, it was named the 
Generic Tumbling Mill Model Structure Version I (GTMMS I). As an upgraded version of 
GTMMS I, GTMMS II was reported in XXVIII IMPC. GTMMS II incorporated a 4D (four 
dimensional) appearance function sub-model and the Discrete Element Method (DEM) energy 
distribution model into the model structure. In this chapter, GTMMS II was upgraded to GTMMS 
III in which the new wide-range 4D appearance functions and multicomponent modelling were 
integrated.  The wide-range 4D appearance functions have a wider applicable range than before. 
The multicomponent modelling shows the grinding progress of each component and their 
interaction in grinding. With the DEM energy distribution corrected by the probability-based energy 
split model, GTMMS III can predict each component and mixture ore using a uniform external 
classification function. The different internal classification functions reveal the interaction between 
components and indicate that transport plays an important role in multicomponent grinding. 
GTMMS III was validated against the plant survey data, and good predictions were achieved. The 
mechanistic solution by GTMMS III suggests that the blend grinding can be predicted through each 
component based on the investigation of characterisation and interaction of components. Further 
experiment and more data will allow the improvement of energy split models and multicomponent 
transport functions, which will make GTMMS III a more applicable and versatile model in 
multicomponent grinding modelling. 
As mentioned above, the wide-range 4D appearance function is more applicable and generic than 
the previous appearance functions. The DEM energy distribution model is more fundamental and 
generic because it is based on basic physical laws. GTMMS III successfully integrates the wide-
range 4D appearance function, the DEM energy distribution, the transport function, the discharge 
function, the power model, dynamic modelling and multicomponent modelling. Thus, GTMMS III 
is more generic and can be treated as a significant milestone towards the unified comminution 
models (UCM), the future of mechanistic grinding mill modelling. More plant data are needed for 
further improvement of GTMMS III. 
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 Conclusions and Future Work Chapter 8
 
This chapter concludes this thesis work and proposes suggestions for future work and industrial 
implementation. 
 
8.1 Overview of the thesis work 
The overall objective of this thesis is to investigate the integrated comminution model platforms and 
develop a generic model structure for tumbling mills. In the past decades, many models were 
developed in this area. However, because of the non-mechanistic and non-generic traits, they are 
specific, inflexible, less accurate and less predictive than desired. Normally only when equipment is 
operational can a model be developed for it. The motivation underlying this work was to find a 
more efficient, flexible, and generic modelling technique to simulate, predict and optimise tumbling 
mills. Based on the review of previous work and combination of the latest findings in mineral 
processing area, three versions of generic model structures for tumbling mills (the Generic 
Tumbling Mill Model Structure Version I (GTMMS I), GTMMS II, and GTMMS III) have been 
developed based on the population balance framework by incorporating sub-models for breakage 
characteristics, energy distribution, slurry and solids transport and discharge.  GTMMS I firstly 
integrates the transport function into a dynamic model structure. As an upgrade of GTMMS I, 
GTMMS II incorporates a 4D (four dimensional) appearance function sub-model derived from the 
JK Rotary Breakage Test (JKRBT) data to substitute the existing JK M-p-q t10-tn based appearance 
function model and applies the Discrete Element Method (DEM) energy distribution model, which 
can replace the traditional selection function, into the model structure. To obtain a 4D appearance 
function with wider applicable ranges, the JK Mini drop weight tester (JK Mini DWT) was used to 
conduct drop weight tests for smaller particles with sizes ranging from 16 mm to 0.45 mm. The test 
results, together with the existing data from JK Standard Drop Weight Tests (JK DWT), were 
analysed and the new wide-range (Ore particle sizes ranging from 425 μm to 63 mm and the input 
specific energy from 0.1 kWh/t ~ 2.5 kWh/t) 4D appearance functions, namely the wide-range P80-
m based 4D model and the wide-range P80-m-q based 4D model, were developed. These new 4D 
appearance functions together with the DEM energy distribution model and multicomponent sub-
model were successfully applied to GTMMS III. All three versions of GTMMS were validated 
against the plant data, and the predictions showed good agreement with the plant data, successfully 
demonstrating the validity of the mechanistic modelling approach. Because of the harmonic 
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integration of the 4D appearance function, DEM energy distribution model, transport function, 
discharge function, power model, dynamic modelling and multicomponent modelling, GTMMS I, II 
and III are more mechanistic, generic, reliable and applicable. They provide a generic, reliable, 
open, integrated and workable model structure for comminution modelling and thus can be treated 
as a big milestone toward mechanistic and unified comminution models (UCM) (Powell, 2006) - 
the future of comminution modelling. 
 
 
8.2 Test of Hypotheses  
 
The first hypothesis tested is that A generic model platform can be structured based on mechanistic 
analysis that can cover the wide range of the milling conditions and is applicable to tumbling mills. 
This hypothesis was assessed by Chapter 3~ Chapter 7. The three versions of GTMMS, although 
with different components, are based on the same population balance framework. The three 
versions can work independently in different conditions depending on the availability of existing 
data. GTMMS is an open and flexible system in which each part of the generic model structure can 
be upgraded with the latest findings.  For example, in GTMMS II, the 4D appearance function 
model replaces the JK M-p-q t10-tn based appearance function model in GTMMS I, and the Discrete 
Element Method (DEM) energy distribution model substitutes the selection function in GTMMS I. 
GTMMS II and III were validated with SAG mill and AG mill data respectively, and the agreement 
has been achieved satisfactorily. Unfortunately, because of the difference between rod mills and 
SAG/AG/ball mills, GTMMS in its current form cannot be directly applied to the rod mills. 
However, if the unique breakage energy and internal classification characteristics of rod mills are 
applied into the structure, GTMMS can also work for rod mills. Therefore, this hypothesis has been 
fully validated by this thesis work. 
 
The second hypothesis tested was that the Transport can be decoupled from the breakage events. 
This hypothesis was tested by the work described in Chapter 3, Chapter 5 and Chapter 7. The 
transport function introduced in GTMMS can successfully describe the size evolution and flow 
change in the mill. GTMMS I and II divide the mill into four segments and GTMMS III divide the 
mill into six segments. The transport function works well in both cases. As for breakage, the 
proposed 4D appearance function models described in Chapter 5 and Chapter 6, namely the P80-m 
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based 4D model from JKRBT, the wide-range P80-m based 4D model and the wide-range P80-m-q 
based 4D model from JKDWT, reveals the relationship between the input breakage energy and the 
output size distribution. This breakage characterisation is independent in the model structure and 
can be combined with other submodels to simulate the mill grinding process. 
 
The third hypothesis tested was that by independently modelling (decoupling) transport and 
breakage in a mill, a dynamic mill model can be developed. It was assessed in Chapter 3~Chapter 7. 
GTMMS is a dynamic model structure based on the independent sub-models of transport and 
breakage. That means GTMMS can be applied to different ores, different equipment, and different 
milling conditions. Although appropriate dynamic process data are limited and it is hard to directly 
validate the dynamic simulation, the steady state data sampled in plant survey agree well with the 
steady stage outcomes of the dynamic models. The dynamic response, products, mill lag-time, 
power-filling curves are realistic when evaluated against observed mill responses. 
 
8.3 Summary of Conclusions 
The advance of comminution modelling for tumbling grinding mills was reviewed. The limitations 
of the current models were analysed. The future comminution models will emphasise those that are 
more generic, mechanistic and more accurate. The key aspects of grinding and slurry transport that 
are common to all tumbling mills are identified, paving the way for the development of a generic 
model. 
A dynamic, integrated and mechanistic model structure, the Generic Tumbling Mill Model 
Structure Version I (GTMMS I) has been developed for tumbling mills based on the population 
balance method. For the purpose of the generality of application, the structure is developed 
mechanistically as a whole and avoids too many empirical relationships, especially those with a 
narrow applicable scope. The transport functions, which are rarely discussed by researchers, are 
integrated into the model structure as the main sub-model for the first time. The model structure is 
based on a dynamic time-stepping technique to enable dynamic simulation capability for nonsteady-
state simulation and control modelling.  
In order to reduce or eliminate the errors in the results due to the numerical approximation of 
mathematical equations, an analytical solution for the dynamic model of tumbling mills has been 
developed based on the knowledge of solutions to the first-order nonhomogeneous linear 
differential equations. Two algorithms, Direct Single Time method (DST) and Direct Multiple Time 
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method (DMT), were applied to obtain the analytical solutions respectively. It was found that 
analytical solutions are more accurate than the traditional finite difference numerical methods. 
However, the DST analytical method has a drawback of numerical instability due to the 
accumulation of round-off errors which are amplified by exponential functions, whilst the DMT 
method can provide stable solutions.  Two cases of SAG mill dynamic operation verify the DMT 
analytical method as a robust and feasible solution for dynamic tumbling models. 
Based on GTMMS I, the GTMMS II has been developed with two significant upgrades: a new 4D 
(four dimensional) appearance function sub-model and the Discrete Element Method (DEM) energy 
distribution model. The 4D appearance model was based on the JK RBT Test data. It has less fitting 
parameters and is more generic in nature. Most importantly, it is applicable to both high and low 
energy impact as well as abrasion breakage. It is therefore much more versatile in comparison to the 
existing JKMRC t10-tn appearance function and the size-dependent M-p-q t10-tn appearance function. 
With DEM results providing energy distribution information inside the mill directly, the selection 
function and the back-calculation method used in the existing modelling method are not needed in 
this model structure. Case studies showed that the GTMMS II’s simulation agrees well with plant 
data. 
The Generic Tumbling Mill Model Structure Version III (GTMMS III) was developed on the base 
of GTMMS II with two significant upgrades: the updated wide-range 4D appearance function 
model and the multicomponent model. In order to upgrade the 4D appearance function model, the 
JK Mini drop weight tester was renovated, and over 2400 drop weight tests were conducted. The 
test results, together with the existing data from JK Standard Drop Weight Tests, were processed 
and a new updated wide range 4D (four dimensional) appearance function was developed. The feed 
size range and the input specific energy range cover from 425m~63 mm and 0.1 kWh/t ~ 2.5 
kWh/t respectively. It has been proved that the updated wide-range 4D model, with less fitting 
parameters, is more accurate, convenient and scalable than the old JKMRC M-p-q t10-tn appearance 
function model.  
The Fréchet distance was used to quantitatively analyse the discrepancy of monolayer multi-particle 
breakage and single particle breakage for the first time. A prediction model for Fréchet distance was 
developed based on the experimental data from JK Mini DWT for monolayer multi-particle 
breakage and single particle breakage, which can be used to evaluate the error of monolayer multi-
particle breakage. The proposed Fréchet distance model confirmed that the data of monolayer multi-
particle breakage for -2 mm particles, with insignificant error, can be used for the development of 
4D appearance function model. 
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Three versions of 4D appearance function models have been developed: the P80-m based 4D model 
from JKRBT data, the wide-range P80-m based 4D model, and the wide-range P80-m-q based 4D 
model from JKDWT. The comparison between the 4D models and other t10-based appearance 
function models proves that the 4D models are more accurate, scalable and generic than other 
existing breakage characterising models. The wide-range P80-m-q 4D appearance function model is 
the best characterisation model with the best prediction accuracy. 
Furthermore, GTMMS III proposed a multicomponent model structure and an energy split model 
based on both volume ratio (volume ratio is proportional to collision probability) and stiffness ratio. 
After analysing the interactions between components, the technique to predict mixture ore grinding 
based on the information of the individual components has been developed. The model simulation 
has been validated against the plant survey data, and good agreement has been achieved. 
Each of the three versions of GTMMS (GTMMS I, GTMMS II and GTMMS III) can work 
independently depending on the availability of industrial data. They demonstrated an integrated, 
generic, open, and mechanistic model structure and integrated modelling platform for comminution 
modelling. Their mechanistic, generic, and reliable prediction capability makes them vital 
milestones of the unified comminution models (UCM). 
 
8.4 Contributions to knowledge 
The content of this research is composed of the author’s original work and contains no material 
previously published or written by another person, except when due reference is made in the text. 
The contributions to knowledge are outlined below: 
1) A mechanistic generic tumbling mill model structure (GTMMS) with three versions has 
been developed to predict the performance of almost all kinds of tumbling mills. GTMMS I, 
GTMMS II and GTMMS III have been validated against plant data, and the prediction 
shows good agreement with the plant data. GTMMS I, GTMMS II and GTMMS III are 
independently workable and can be applied in different conditions depending on the 
availability of existing data. This work is a significant milestone towards the unified 
comminution models (UCM), the future of mechanistic grinding mill modelling. 
2) For the first time, an explicit transport function that is applied as an independent sub-model 
has been applied to mill modelling. This enables a physically realistic dynamic mill response 
to be modelled for the first time. 
3) An analytic solution is derived for the dynamic model for the first time, and the results agree 
well with the numerical solution. 
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4) Three versions of 4D appearance function models, namely the P80-m based 4D model, the 
wide-range P80-m based 4D model, and the wide-range P80-m-q based 4D model, were 
developed. It has been proved more accurate than the existing JK A-b or JK M-p-q t10-tn 
based family curve models and King’s t10 based model, especially at low energy and smaller 
feed sizes. 
5) For the first time, the Fréchet distance was used to quantitatively analyse the difference 
between monolayer multi-particle breakage and single particle breakage. A prediction model 
for Fréchet distance was developed which can be used to evaluate the error of monolayer 
multi-particle breakage. 
6) The energy distribution results from DEM have been integrated into the new model 
structure. 
7) A more generic multicomponent model structure has been developed in GTMSS III. A 
statistical probability-based energy split model with both volume ratio and stiffness ratio 
considered was integrated into the structure. 
 
8.5 Recommendations for plant practice 
This thesis study was conducted in the context of seeking a generic tumbling mill model structure 
based on the analysis of common problems in mineral processing plant operation. Therefore, the 
research outcomes, especially the identified mechanisms, can provide guidelines for the plant 
operation optimisation. The recommendations for the plant design and operation are as follows: 
 
1) Know your ore 
This study demonstrates a new ore characterisation technique - the 4D appearance function models 
based on breakage test data. The accuracy and completeness of breakage test data are the 
prerequisites for an accurate 4D model, which is the foundation of accurate model prediction.  
Hence this new ore characterisation technique is highly recommended.  
 
2) Know your mill  
It is important to build a database for your mill. The database should record all the geometrical, 
mechanical and electrical parameters of the mill as well as the operation results under different 
conditions. This database is essential for the development of your model. 
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3) Know your model 
The generic tumbling mill model structure (GTMMS) should be applicable for your tumbling mills. 
However, because of some special features of your mill, the model parameters should be changed to 
match your operation. The Simulation--Application - Evolution (S.A.E principle) should be 
followed.  
 Simulation: Optimisation strategies, which focus on some optimisation criteria such as 
throughput, product size, power consumption, must be tested and assessed by the model 
before applying them to your plant.  
 Application: Apply your optimisation strategy to your mill according to the parameters 
calculated from simulation 
 Evolution: The model is open and evolving and should be improved to practice. 
 
8.6 Recommendations for future work 
To further improve the generic model structure, the following work is recommended: 
 
1) Find a better size distribution description relationship 
As studied in this thesis, the P80-m Weibull distribution (the Rosin-Rammler distribution, 
abbreviated as R-R) was used in GTMMS II for the 4D appearance function model. However, for 
smaller size classes and lower specific energy, the product size distribution curve is concave. The 
Rosin-Rammler distribution cannot adequately describe the concave curves. Thus the modified P80-
m-q R-R distribution has been developed in GTMMS III for a wide-range 4D appearance function 
model. It is better than the original R-R relationship but still needs improvement. 
Admittedly, ore breakage characterisation is a complicated practice where further research is 
needed. Compared with average-size appearance functions such as the JK A-b t10-tn relationship, 
size-dependent appearance functions such as the JK M-p-q t10-tn relationship and the 4D appearance 
functions proposed in this thesis are a big advance in ore characterisation. However, the current 
breakage tests can only generate the combined outcomes of ore characteristics and breakage 
systems such as geometry, stressing velocities, and breakage modes, etc. In other words, the true 
and essential properties of ores are not fully revealed (Saeidi, 2017). Thus, although the 4D 
appearance function models have relatively wider applicable scopes, they should be applied 
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cautiously within their development boundaries. Innovative and insightful ore characterisation 
techniques are necessitated to reveal the true and fundamental aspects of ores. 
 
2) Extend the DEM simulation boundary and new energy split scheme 
As mentioned in Chapter 5 and 7, the smallest size class which the DEM simulation can reach is 
about 4mm. This is not enough for the application of it to the practical grinding environment. 
Another advice for DEM is that using not only the volume ratio but also the stiffness ratio to split 
energy when dealing with multicomponent grinding. 
 
3) Improve the transport function and the slurry solids discharge function 
The transport function is based on the assumption of internal classification. However, the 
parameters of transport for each segment are assumed because of the limitation of internal milling 
data. Also, it is observed that the external classification which is a part of slurry discharge function 
is not necessarily straight lines in logarithmic space. More tests are required to allow further 
development. 
 
4) Obtain more data to validate and improve the model 
The current study in this thesis was validated with SAG mill and AG mill survey data. However, the 
dynamic process was not directly validated because of the lack of plant survey data on dynamic 
response linked to the steady-state survey data. Data acquisition on the dynamic process will benefit 
the improvement of the dynamic model. 
 
5) Improve the multicomponent grinding modelling 
Generally speaking, the multicomponent modelling technique is less developed than single 
component modelling (de Paiva Bueno, 2013).  Although a new multicomponent model structure 
was developed in this thesis and a new probability-based energy split sub-model with both volume 
ratio and stiffness considered was incorporated, the details of interactions between components and 
equipment should be further studied. More factors and properties, such as hardness, strength, 
density, and milling parameters, etc., should be considered in the next energy split model. More test 
work is required to make the milling data sufficient for a better multicomponent model. 
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Appendices 
The breakage data sheet combining the Mini JKDWT data with the standard JKDWT data:   
 
 
 
Size (mm) Min Size (mm) 0.425 0.425 0.425 0.425 0.425 0.425 0.85 0.85 0.85 0.85 0.85 0.85 1.7 1.7 1.7 1.7 1.7 1.7
Ecs (kWh/t) Max Size (mm) 0.5 0.5 0.5 0.5 0.5 0.5 1 1 1 1 1 1 2 2 2 2 2 2
Passing (%) Geo Mean (mm) 0.46 0.46 0.46 0.46 0.46 0.46 0.92 0.92 0.92 0.92 0.92 0.92 1.84 1.84 1.84 1.84 1.84 1.84
Upper sieve Bottom sieveMean sieve\ECS 0.10 0.50 1.00 1.50 2.00 2.50 0.10 0.50 1.00 1.50 2.00 2.50 0.10 0.50 1.00 1.50 2.00 2.50
75.000 53 63.048 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
53.000 37.5 44.581 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
37.500 26.5 31.524 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
26.500 19 22.439 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
19.000 13.2 15.837 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
13.200 9.5 11.198 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
9.500 6.7 7.978 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
6.700 4.75 5.641 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
4.750 3.35 3.989 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
3.350 2.36 2.812 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
2.360 1.7 2.003 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 31.40 72.62 83.81 90.74 92.99 99.00
1.700 1.18 1.416 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 10.32 42.38 57.69 71.98 78.23 85.55
1.180 0.85 1.001 100.00 100.00 100.00 100.00 100.00 100.00 20.16 55.65 68.14 73.39 79.90 93.46 7.29 26.20 40.01 52.22 64.02 70.48
0.850 0.6 0.714 100.00 100.00 100.00 100.00 100.00 100.00 8.39 26.51 45.34 49.26 58.97 75.33 6.12 18.79 32.13 38.40 52.54 60.60
0.600 0.425 0.505 27.70 30.72 40.97 44.07 49.45 54.14 5.11 17.84 27.45 34.30 45.62 55.14 4.76 15.49 25.93 29.57 39.02 46.84
0.425 0.3 0.357 4.58 15.01 21.82 25.82 31.38 36.09 4.56 14.24 20.59 23.22 30.19 35.05 4.14 13.25 20.10 21.48 29.53 33.65
0.300 0.212 0.252 2.73 10.70 14.81 17.85 23.44 26.82 2.83 9.66 11.68 14.96 20.52 25.61 2.97 8.96 11.23 14.63 18.18 22.01
0.212 0.15 0.178 1.56 7.46 9.67 12.96 17.38 19.74 1.55 7.04 9.40 12.07 15.68 19.16 1.67 5.79 7.57 11.85 14.83 17.45
0.150 0.106 0.126 0.88 4.51 7.50 10.87 14.20 16.65 1.00 4.34 7.60 10.33 11.51 14.58 1.05 3.86 5.46 9.38 10.98 13.95
0.106 0.075 0.089 0.50 2.16 4.44 6.68 8.74 10.17 0.55 1.23 1.47 2.15 3.25 3.64 0.49 1.06 1.24 1.98 3.10 3.81
Pan 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
203 
 
 
 
 
 
 
 
Size (mm) Min Size (mm) 3.35 3.35 3.35 3.35 3.35 3.35 4.75 4.75 4.75 4.75 4.75 4.75 6.7 6.7 6.7 6.7 6.7 6.7
Ecs (kWh/t) Max Size (mm) 4 4 4 4 4 4 5.6 5.6 5.6 5.6 5.6 5.6 8 8 8 8 8 8
Passing (%) Geo Mean (mm) 3.66 3.66 3.66 3.66 3.66 3.66 5.16 5.16 5.16 5.16 5.16 5.16 7.32 7.32 7.32 7.32 7.32 7.32
Upper sieve Bottom sieve Mean sieve\ECS 0.10 0.50 1.00 1.50 2.00 2.50 0.10 0.50 1.00 1.50 2.00 2.50 0.10 0.50 1.00 1.50 2.00 2.50
75.000 53 63.048 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
53.000 37.5 44.581 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
37.500 26.5 31.524 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
26.500 19 22.439 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
19.000 13.2 15.837 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
13.200 9.5 11.198 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
9.500 6.7 7.978 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 80.27 97.25 100.00 100.00 100.00 100.00
6.700 4.75 5.641 100.00 100.00 100.00 100.00 100.00 100.00 67.85 98.89 100.00 100.00 100.00 100.00 29.69 79.88 96.08 100.00 100.00 100.00
4.750 3.35 3.989 60.04 94.32 100.00 100.00 100.00 100.00 25.47 80.13 85.74 94.71 97.05 100.00 11.08 47.71 76.29 88.60 95.54 98.20
3.350 2.36 2.812 23.78 64.39 92.73 94.44 99.11 100.00 9.98 52.83 68.90 81.32 89.29 98.24 7.31 31.65 54.43 73.29 81.47 85.76
2.360 1.7 2.003 12.37 37.24 67.06 80.14 89.82 95.07 7.31 36.03 52.30 64.84 73.58 87.79 4.84 21.48 40.08 56.44 63.71 67.87
1.700 1.18 1.416 9.09 25.17 43.02 56.86 72.82 80.26 7.15 24.51 36.10 47.45 55.30 70.12 3.05 15.36 29.85 40.64 48.51 53.29
1.180 0.85 1.001 6.66 18.56 30.83 42.55 53.69 66.23 6.29 16.99 28.28 35.66 44.99 55.76 2.29 11.72 23.22 32.38 37.22 43.10
0.850 0.6 0.714 5.81 15.55 23.92 30.73 41.61 51.75 5.50 13.65 21.76 28.37 35.95 44.34 1.84 9.24 18.71 25.22 29.43 33.15
0.600 0.425 0.505 4.12 13.11 18.41 25.89 33.67 40.46 3.38 10.21 17.89 23.08 31.04 36.23 1.52 7.61 14.95 20.81 24.93 29.45
0.425 0.3 0.357 3.17 11.48 15.83 20.57 26.62 30.70 2.52 8.36 14.42 19.08 25.64 29.39 1.43 6.30 12.13 16.91 21.09 25.26
0.300 0.212 0.252 2.96 8.35 9.73 14.66 17.34 21.60 2.04 6.96 10.56 13.99 15.82 20.31 1.35 5.37 8.10 10.85 13.60 17.11
0.212 0.15 0.178 1.80 5.68 6.92 10.40 12.86 16.89 1.73 5.85 8.46 11.49 12.48 15.33 0.99 4.58 6.42 8.43 10.82 13.70
0.150 0.106 0.126 0.95 3.48 6.33 8.39 10.07 13.05 0.71 2.88 5.00 7.49 9.33 11.91 0.54 2.29 3.97 6.55 8.42 10.39
0.106 0.075 0.089 0.63 0.93 0.94 1.65 2.91 3.62 0.47 0.93 0.89 1.30 2.55 3.12 0.36 0.89 0.87 1.43 1.60 2.73
Pan 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Size (mm) Min Size (mm) 9.5 9.5 9.5 9.5 9.5 9.5 13.2 13.2 13.2 13.2 13.2 19 19 19 26.5 26.5 26.5
Ecs (kWh/t) Max Size (mm) 11.2 11.2 11.2 11.2 11.2 11.2 16 16 16 16 16 22.4 22.4 22.4 31.5 31.5 31.5
Passing (%) Geo Mean (mm) 10.32 10.32 10.32 10.32 10.32 10.32 14.53 14.53 14.53 14.53 14.53 20.63 20.63 20.63 28.89 28.89 28.89
Upper sieve Bottom sieve Mean sieve\ECS 0.10 0.50 1.00 1.50 2.00 2.50 0.10 0.25 0.50 1.00 2.50 0.25 1.00 2.50 0.25 1.00 2.49
75.000 53 63.048 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
53.000 37.5 44.581 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
37.500 26.5 31.524 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 87.47 100.00 100.00
26.500 19 22.439 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 85.64 100.00 100.00 57.96 98.67 100.00
19.000 13.2 15.837 100.00 100.00 100.00 100.00 100.00 100.00 65.38 93.38 100.00 100.00 100.00 63.26 97.53 100.00 37.75 89.77 99.45
13.200 9.5 11.198 61.33 100.00 100.00 100.00 100.00 100.00 29.67 70.59 84.99 96.59 99.01 37.32 88.34 98.79 25.89 73.69 97.24
9.500 6.7 7.978 31.17 78.18 95.02 100.00 100.00 100.00 11.52 34.23 58.47 83.35 98.55 22.75 70.16 95.74 18.08 54.08 88.29
6.700 4.75 5.641 12.45 53.93 75.90 95.10 97.51 98.37 7.81 19.91 38.48 65.08 96.65 14.90 47.42 84.84 12.46 40.25 70.93
4.750 3.35 3.989 6.91 33.05 51.86 71.87 85.20 90.17 5.22 13.74 26.46 46.90 81.65 10.48 34.22 69.85 9.21 29.82 55.99
3.350 2.36 2.812 4.97 23.23 37.70 51.57 66.84 71.57 3.91 10.09 18.87 32.90 63.96 7.90 25.71 54.97 7.06 22.63 44.86
2.360 1.7 2.003 3.82 16.76 28.50 39.20 51.08 58.12 3.04 7.48 14.57 24.90 49.02 5.95 19.48 43.51 5.38 17.93 36.20
1.700 1.18 1.416 2.80 12.39 21.23 29.22 38.68 43.60 2.36 5.62 10.52 18.42 37.77 4.49 14.58 33.97 4.16 13.88 29.33
1.180 0.85 1.001 2.26 9.79 16.75 23.49 33.00 35.34 1.90 4.45 8.17 14.28 30.16 3.62 11.47 27.47 3.36 11.40 24.25
0.850 0.6 0.714 1.87 7.81 13.39 18.73 27.34 29.83 1.58 3.58 6.23 11.09 23.90 2.87 8.97 22.06 2.70 9.25 19.90
0.600 0.425 0.505 1.52 6.08 10.81 15.62 22.41 25.49 1.28 2.99 5.00 9.05 19.91 2.39 7.35 18.36 2.29 7.40 16.75
0.425 0.3 0.357 1.31 4.94 8.89 12.53 17.87 22.37 1.07 2.39 3.80 7.01 15.68 1.92 5.72 14.55 1.83 5.98 13.42
0.300 0.212 0.252 1.08 3.28 5.42 7.97 10.85 19.53 0.81 1.94 3.01 5.67 12.79 1.60 4.64 11.83 1.52 5.00 10.95
0.212 0.15 0.178 0.90 2.51 4.31 6.12 8.10 10.83 0.62 1.54 2.27 4.42 10.30 1.28 3.73 9.45
0.150 0.106 0.126 0.38 1.39 2.67 4.90 6.77 8.69 0.30 1.20 1.66 3.42 8.05
0.106 0.075 0.089 0.16 0.36 0.67 0.95 1.29 2.02 0.17 0.60
Pan 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
205 
 
 
 
Size (mm) Min Size (mm) 37.5 37.5 37.5 53 53 53
Ecs (kWh/t) Max Size (mm) 45 45 45 63 63 63
Passing (%) Geo Mean (mm) 41.08 41.08 41.08 57.78 57.78 57.78
Upper sieve Bottom sieve Mean sieve\ECS 0.10 0.25 1.00 0.10 0.25 0.40
75.000 53 63.048 100.00 100.00 100.00 92.46 100.00 100.00
53.000 37.5 44.581 78.28 100.00 100.00 58.21 80.77 87.72
37.500 26.5 31.524 35.99 80.26 100.00 24.59 58.36 69.51
26.500 19 22.439 17.48 53.09 97.26 15.48 38.61 49.88
19.000 13.2 15.837 9.92 34.39 87.06 10.18 28.65 34.45
13.200 9.5 11.198 6.95 23.53 67.66 6.92 19.32 23.91
9.500 6.7 7.978 5.03 16.77 50.02 4.92 14.02 17.69
6.700 4.75 5.641 3.56 11.50 36.40 3.78 9.88 12.76
4.750 3.35 3.989 2.83 8.41 27.14 2.86 7.25 9.96
3.350 2.36 2.812 2.24 6.36 20.98 2.27 5.47 7.82
2.360 1.7 2.003 1.80 4.96 16.32 1.84 4.23 6.23
1.700 1.18 1.416 1.46 3.87 12.74 1.49 3.29 4.95
1.180 0.85 1.001 1.22 3.12 10.20 1.24 2.65 4.07
0.850 0.6 0.714 1.01 2.51 8.14 1.03 2.12 3.34
0.600 0.425 0.505 0.87 2.13 6.75 0.89 1.78 2.85
0.425 0.3 0.357 0.72 1.70 5.36
0.300 0.212 0.252
0.212 0.15 0.178
0.150 0.106 0.126
0.106 0.075 0.089
Pan 0 0 0 0 0 0
