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Abstrakt
Tato práce se zabývá detekcí navzájem si korespondujících bodů (oblastí), mezi dvojicí
vzájemně posunutých rastrových obrazů (fotografií), zachycujících stejný objekt, případně
některé jeho významné části a jejich synchronizací. Cílem této práce je nalézt, prostudo-
vat a vybrat vhodné algoritmy pro detekci význačných bodů v obraze. Tyto algoritmy
následně aplikovat na dvojici obrazů a pomocí vhodných postupů nalézt dvojice navzájem
si korespondujících bodů a oblastí napříč obrazy. Praktickým výstupem této práce pak je
aplikace realizující vybraný detektor význačných bodů, algoritmus nalezení korespondencí
(podobností) oblastí, jejich synchronizaci a spojení dílčích fotografií do celkového výstup-
ního obrazu.
Abstract
This thesis is interested in detection of corresponding points in images, which display the
same object, eventually some of important elements and synchronizing these images. The
aim of this thesis is to find, study and choose suitable algorithm for detecting interesting
points in image. This algorithm will be apply at couple of images and in these images will
find couples of corresponding points across these images. Functional output of this thesis
will be application which will realize choosen interesting points detector, algorithm for
finding correspondencies of regions and their synchronizing and joint them to one output
image.
Klíčová slova
hledání korespondencí, SIFT, RANSAC, význačné body, homografie, rohové detektory, ge-
ometrické transformace
Keywords
finding of correspondency, SIFT, RANSAC, interesting points,image gradients, homogra-
phy, corner detectors, geometry transformation
Citace
Petr Komosný: Detekce odpovídajících si bodů ve dvou
fotografiích, diplomová práce, Brno, FIT VUT v Brně, 2009
Detekce odpovídajících si bodů ve dvou
fotografiích
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracoval samostatně pod vedením pana Ing. Michala
Španěla. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Petr Komosný
26. května 2009
c© Petr Komosný, 2009.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 2
2 Rozpoznávání obrazu 4
2.1 Detekce význačných bodů . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Metody s deskriptory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Algoritmy hledání korespondencí bodů . . . . . . . . . . . . . . . . . . . . . 11
2.4 Algoritmy vedoucí k nalezení homografie . . . . . . . . . . . . . . . . . . . . 13
2.5 Geometrické transformace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Homografie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7 Scale-space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.8 Laplacian of Gaussian LoG . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.9 Difference of Gaussian (DoG) . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 Podrobný popis vybrané detekční metody a návrh řešení 23
3.1 Scale Invariant Feature Transformation (SIFT) . . . . . . . . . . . . . . . . 23
3.2 Stanovení požadavků a návrh řešení . . . . . . . . . . . . . . . . . . . . . . 26
4 Popis implementace vybraných algoritmů 29
4.1 Implementace algoritmu SIFT pro hledání význačných bodů . . . . . . . . 29
4.2 Popis implementace algoritmu pro hledání obrazových korespondencí . . . . 29
4.3 Popis implementace algoritmu RANSAC . . . . . . . . . . . . . . . . . . . . 32
4.4 Spojování fotografií na základě korespondencí a Homografie . . . . . . . . . 36
5 Zhodnocení výsledků 39
6 Závěr 45
A Obrazová příloha 49
B Základní popis použití programu 53
1
Kapitola 1
Úvod
Zpracování obrazu je důležitá oblast počítačové grafiky, směřující k rozpoznání obrazové
informace o reálném světě a její vhodné interpretaci pro počítač. Cílem zpracování obrazu
je porozumět obsahu obrazu. Díky značnému rozmachu digitální fotografie a rostoucímu
výpočetnímu výkonu běžných počítačů, nabývá tato oblast grafiky stále většího významu.
Speciální oblastí zpracování obrazu je problematika rozpoznávání obrazu a počítačového
vidění, která je založena na principu hledání určitých společných rysů objektů v obraze
[22, 21].
Nalezení vzájemně si odpovídajících bodů (obrazových korespondencí) napříč obrazy je
jednou z klíčových fází většiny aplikací určených pro zpracování obrazů a počítačové vidění.
Rozpoznávání struktury obrazu nachází uplatnění zejména v následujících oblastech:
1. Oblast automatizace a strojového řízení. Využití např. při snímání a vyhodnocování
tvaru nebo polohy výrobku při automatizované linkové výrobě . . .
2. Oblast rozpoznávání, vyhledávání a lokalizace objektů v obraze
3. 3D rekonstrukce objektů ve scéně pomocí sady různých pohledů na tutéž scénu [19]
4. Porovnávání a spojování fotografií na základě částečné nebo úplné podobnosti
5. Kategorizace fotografií dle jejich obsahu
6. Detekce pohybu, orientace a kalibrace kamery v prostoru
7. Kódování a komprese videa založená na principu hledání změn mezi sousedními
snímky
8. Prostorová orientace robota v prostoru a rozpoznávání překážek
9. Využití v oblasti kriminalistiky, při identifikaci podezřelých na základě podoby, rysů
tváře nebo otisků prstů
10. Tvoří základ fotogrammetrie1, což je vědní obor zabývající se získáváním využitel-
ných měření, map a digitálních modelů rozborem digitálních nebo digitalizovaných
fotografií [2]
1 Jejím hlavním smyslem je vyhledávání určitých konkrétních tvarů či objektů ve fotografickém záznamu
a měření jejich rozměrů. Umožňuje nám tímto úplný objektivní popis rovinných i trojrozměrných povrchů v
grafické i numerické podobě. Uplatnění nachází zejména ve stavebnictví, architektuře, kartografii a zeměděl-
ství.
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Problematikou hledání korespondencí mezi obrazy, na jejichž základě lze spojovat obrazy
do větších celků se zabývá i tato diplomová práce. Zaměřil jsem se zejména na:
• Metody detekce význačných bodů v obraze a jejich popis
• Hledání korespondujících si oblastí ve dvou fotografiích
• Nalezení homografie a výpočet transformační matice pro vzájemný převod bodů a ob-
lastí mezi fotografiemi
• Spojení transformovaných fotografií do jediného výstupního obrazového celku
Úvodní, druhá kapitola provádí základní seznámení s různými principy detekce význač-
ných bodů, velká pozornost je zde věnována zejména metodám generujícím popis naleze-
ných oblastí pomocí deskriptorů. Dále jsou zde nastíněny některé postupy synchronizace
význačných bodů vedoucí k hledání korespondencí. Je zde též navržen základní princip
hledání transformační matice, která zajišťuje vzájemné geometrické přizpůsobeni obrazů,
s využitím algoritmu RANSAC. Třetí kapitola popisuje požadavky kladené na detektor
význačných bodů a návrh aplikace. Podrobný popis implementace a použitých technik je
obsahem kapitoly čtvrté. Shrnutí a prezentace dosažených výsledků je obsahem kapitoly
páté. Závěrečná šestá kapitola poskytuje celkové zhodnocení práce a stanovení cílů pro
případný další rozvoj práce.
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Kapitola 2
Rozpoznávání obrazu
Hlavní problém počítačového (strojového) vidění a rozpoznávání obrazu je skutečnost, že
počítač neví co je na obrázku zachyceno. Nepozná, jestli to co zpracovává je fotka psa, kočky,
člověka, auta, přírody, nebo něčeho uplně jiného. Musíme proto počítači umožnit obrázek
prozkoumat a najít v jeho struktuře něco charakterisktického, čím se odlišuje jeden obraz
od druhého, případně třetího a naopak co mají dva různé obrazy zachycující stejnou věc
z jiného úhlu pohledu společného. Postup hledání takových významných oblastí v obraze
nazýváme detekcí význačných bodů v obraze. Takto vzniklé charakteristiky oblastí si ucho-
váváme a pomocí nich se pak algoritmicky snažíme tyto oblasti vyhledat i ve fotografiích
ostatních. Tento proces hledání rysů z první fotografie v ostatních pak nazýváme hledáním
korespondencí [8]. Na základě nalezených korespondujících bodů pak hledáme homografie
obrazů, které popisujeme transformační maticí homografie. Pomocí transformační matice
převedeme obrazy do stejného souřadného systému a můžeme je dále analyzovat, spojovat
a různými jinými způsoby upravovat.
2.1 Detekce význačných bodů
Nejprve musíme nějakým způsobem definovat, co je pro nás významná oblast a tuto pak
s využitím lokalizačního vyhledávacího algoritmu hledat v dalších obrazech. Z hlediska
počítačového vidění nás nezajímají monotónní jednolité oblasti, nýbrž oblasti, ve kterých
dochází k nějaké změně. Konkrétně se zaměřujeme na místa, v nichž dochází k prudkým
jasovým změnám. Tato místa je možné najít pomocí algoritmů pro hledání význačných
bodů v obraze. Existuje velká množina detektorů význačných bodů v obraze. Tyto můžeme
rozdělit dle mnoha hledisek, např. dle toho, jaký typ význačných oblastí hledají (mohou
to být hrany, rohy, bloby), nebo jakým způsobem k této detekci přistupují (gradienty na
základě diferencí, první derivace, druhé derivace).
2.1.1 Hranové detektory
Jako první skupinu detektorů zmíníme detektory hran. Hrany jsou důležitým prvkem obrazu
popisujícím jeho vnitřní strukturu zejména proto, že tvoří hranici mezi dvěma různými ob-
jekty nebo dvěma různými částmi téhož objektu. Hranu můžeme chápat také jako vektoro-
vou veličinu určenou svou velikostí a směrem. Tyto veličiny vychází z gradientu obrazové
funkce. Gradient můžeme z matematického hlediska chápat jako směr, ve kterém funkce
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f(x, y) roste nejrychleji [21]. Velikost gradientu pak vypočteme jako
|∇f(x, y)| =
√(
∂f(x, y)
∂x
)2
+
(
∂f(x, y)
∂y
)2
(2.1)
Výpočty gradientů pomocí derivací jsou poněkud matematicky náročné, proto jsou
v praxi k detekci hran a určování směrových gradientů obrazu hojně využívány ostřící
hranové filtry, fungující na principu konvoluce. Gradientní obraz pak získáme prostou kon-
volucí originálního obrazu s konvolučním jádrem příslušného filtru.
Tato předpočítaná konvoluční jádra fungují na principu aproximace první derivace ob-
razové funkce. Mezi hlavní představitele těchto kovolučních jader patří Prewittové, Sobelův
a Sharrův filtr. Uvedená jádra jsou směrově orientovaná a směr gradientu je určen konvo-
lučním jádrem s největší odezvou [19].
Horizontální a vertikální směrový filtr Prewittové
 +1 +1 +10 0 0
−1 −1 −1
  −1 0 +1−1 0 +1
−1 0 +1

Horizontální a vertikální směrový Sobelův filtr
 +1 +2 +10 0 0
−1 −2 −1
  −1 0 +1−1 0 +2
−1 0 +1

Horizontální a vertikální směrový Sharrův filtr
 +3 +10 +30 0 0
−3 −10 −3
  −3 0 +3−10 0 +10
−3 0 +3

Mezi zástupce filtrů fungujících na principu aproximace druhé derivace patří Laplaceův
operátor. V základní verzi se jedná o rotačně invariantní matici pro detekci 4-okolí a 8-mi
okolí. Existuje též rozšířená varianta se zvýrazněným středem pro větší zvýraznění hran,
která však již není rotačně invariantní. Nevýhodou Laplaceova filtru je jeho dvojitá odezva
na některé typy hran v obraze [19, kap. 5.3.2].
Rotačně invariantní Laplaceův operátor pro 4-okolí a 8-mi okolí
 0 +1 0+1 −4 +1
0 +1 0
  +1 +1 +1+1 −8 +1
+1 +1 +1

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2.1.2 Rozdělení rohových detektorů
Rohové detektory můžeme dělit do skupin dle různých způsobů náhledů na ně. Zřejmě
nejvíce intuitivním způsobem jak dělit tyto detektory do skupin je zaměřit se na způsob,
jakým provádí měření jednotlivých pixelů obrazu a vyhodnocování, zda nalezený pixel je
rohovým bodem či nikoliv. Dle metody použité k měření a vyhodnocování pixelů můžeme
rohové detektory rozdělit do několika skupin:
1. Hranově-relační metody (Edge-relations methods)
2. Topologické metody
3. Autokorelační metody
4. CSS metody měření
Nicméně je nutno uvést, že ani toto dělení není úplně přesné, protože různé detektory mohou
být různě interpretovány a tudíž i různě klasifikovány.
Hranově-relační metody (Edge-Relation Methods)
Mezi první rohové detektory využívající k výpočtu rohové míry diferenciální geometrický
operátor patří Kitchen and Rosenfeldův detekční algoritmus. Autoři zavedli roho-
vou míru, počítanou pro každý pixel obrazu, založenou na změně směru gradientu (po-
mocí druhé derivace) podél obrysové hrany. Rohová míra je posuzována dle velikosti ampli-
tudy lokální gradientní informace. Jako rohové jsou pak označovány ty body, jejichž rohová
míra odpovídá lokálnímu maximu. Toto lokální maximum získáme aplikací algoritmu non-
maximálního potlačení na amplitudu gradientu, ještě před jeho vynásobením příslušnou
váhovou funkcí. Tento rohový detektor trpí velkou citlivostí na šum vyplývající z použití
druhé derivace při výpočtu. Také mu byla prokázána nízká schopnost rohové lokalizace
a stability detekce [16, 9].
Do této skupiny rohových detektorů patří též velmi populární rohový detektor Wang
and Brady . Tento detektor, stejně jako předcházející, aplikuje na intenzity pixelů dife-
renciální operátory, ale narozdíl od předchozího detektoru je metoda založena na měření
zakřivení povrchu. Rohový bod se nachází v místě maximálního lokálního zakřivení, které
musí být větší než nastavená prahová hodnota. Dále je zde vyžadována maximální hodnota
směrnice gradientu vzhledem k hraně vyšší, než nastavený detekční práh. Tento algorit-
mus oproti Kitchen and Rosenfeld zavádí jednodušší měření rohové míry, což jej činí velmi
vhodným, zejména pro real-time aplikace. Patří mezi oblíbené a hojně využívané rohové
detektory v oblasti detekce zaměřené na real-time aplikace, kde se výborně hodí zejména
ke sledování pohybů kamery v prostoru [16, 9, 18].
Topologické metody
Do této skupiny řadíme jeden z prvních rohových detektorů, jenž vyvinul Beaudet , podle
něhož byl také nazván. Základní myšlenkou Beaudetova operatoru je rotačně invariatní
měření míry rohovosti, získané pomocí determinantu Hessianovské matice (viz. matice 2.27).
Jelikož Hessianovská matice je složena z druhých parciálních derivací bodů, je tento operátor
velmi citlivý na šum uvnitř obrazu. Navíc se ukázalo, že je nestabilní v oblasti sedlových
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bodů1. Základní pohled na výpočet rohové míry byl převzat a později rozšířen a zdokonalen
v některých jiných rohových detektorech [16].
Jedním z pozdějších rozšíření Beaudetova operátoru je Dericheův operátor . Původní
výpočet Beaudetovy míry rohovosti je rozšířen tak, že hledání rohů probíhá současně ve
dvou různých měřítcích. Jsou kresleny linky mezi rohem v jednom měřítku a tím stejným
rohem ve druhém měřítku. Průsečík této čary s nejbližším nulovým přechodem Laplacia-
novy2 hrany je definován jako správná pozice rohového bodu. Tato metoda sice zlepšuje
lokalizační schopnosti původního Beaudetova operátoru, jenže tento nový operátor stále
trpí velkou citlivostí na šum.
Autokorelační metody
Prvním operátorem založeným na autokorelační metodě byl Moravcův operátor [14,
13, 16], který jako první představil koncepci nazvanou jako body zájmu. Jeho algoritmus
uvažoval lokální okno velikosti N ×N (nejčastěji pro N = 3, 5), kterým bylo posouváno ve
všech směrech. Mezi těmito posuvy oken je počítána průměrná změna intenzity pixelů. Tato
průměrná změna intenzity, nazývaná jako významová hodnota (interest value), je počítána
pro každý pixel obrazu a její hodnota je rovna minimální změně intenzity, vzniklé těmito
posuvy napříč lokálními okny. Body zájmu jsou pak lokální maxima těchto významových
hodnot.
S vyžitím základních principů Moravcova operátoru vznikl Plesseyův operátor [5, 16, 3]
(často nazývaný jako Harrisův operátor). Pro výpočet míry lokální autokorelace je zde
využito analytického rozšíření Moravcova operátoru pomocí první derivace. Odezva tohoto
detektoru je, stejně jako jeho autokorelační funkce3, isotropní4. Plesseyův operátor je obecně
považován za jeden z nejlepších operátorů vzhledem k detekci skutečných rohů, drobnou
nevýhodou tohoto algoritmu může být jeho poněkud nízká lokalizační schopnost a vyšší
nároky na výpočet vzhledem k Moravcovu operátoru.
Vzhledem k vyšší náročnosti Plesseyova operátoru vyvinuli Zheng and Wang vý-
početně jednodušší způsob měření míry rohovosti, způsobený podrobnou analýzou Ples-
seyova operátoru a určením jeho klíčových hledisek důležitých pro detekci rohů. Dle před-
pokladů je tento detektor méně výkonný z hlediska detekce rohů, ale zato byla snížena
výpočetní náročnost a poněkud vylepšena schopnost lokalizace rohů.
Forstnerův operátor využívá, podobně jako Plesseyův operátor, měření rohové míry,
nicméně způsob, jakým je měření prováděno, je dost odlišný a navíc používá lokální statis-
tické informace k výpočtu hranice pro výběr. Výsledkem je lepší lokalizace za cenu dalšího
zvýšení výpočetní náročnosti. V praxi je Forstnerův operátor často využíván pro svou snad-
nou rozšířitelnost pro detekci středu kruhových obrysů společně s rohy.
1 Jedná se o bod ve kterém je hodnota gradientu nulová, ale není to lokální minimum nebo maximum,
protože druhá derivace gradientu má v různých směrech různá znaménka. Dle podmínky druhé derivace je
obecně matice druhých derivací tzv. Hessian v tomto bodě nedefinována [17].
2Laplacian obrazu je isotropní měřítko obrazu založené na druhých parciálních derivacích. Odhalí v obraze
oblasti s velkou změnou intenzity. Časté využití pro detekci hran
3viz. podkapitola 2.3.2
4Izotropie je nezávislost hodnot fyzikálních veličin na směru, ve kterém jsou měřeny
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CSS operátory (Curvature Scale Space operator)
Tyto metody jsou založeny na přímé detekci lokálního maxima absolutního zakřivení [16].
To znamená, že používají intuitivní způsob lokalizace na základě ostrých hran objektu.
Tohoto je dosaženo v několika krocích:
1. Použitím kvalitního hranového detektoru (např. Canny) je potřeba získat z obrazu
hrany
2. Je nutno opravit případné chybné pixely v hraně
3. Použitím vysokého měřítka v obraze se vypočítá zakřivení hran
4. Rohové body jsou pak definovány jako lokální maxima, jejichž hodnota je vyšší než
určená prahová hodnota
5. Rohy je pak potřeba znovu projít v menším měřítku a zlepšit jejich lokalizaci
6. Nakonec je nutno rohy vzájemně porovnat a případné dvojité rohy (rohy umístěné
příliš blízko u sebe) odstranit
Při použití této metody je důležité mít co nejlepší rohový detektor, ale i zde platí
protichůdnost požadavků. Pokud použiji kvalitní hranový detektor z hlediska správnosti,
počtu a lokalizace hran, bude tento detektor pomalý, pokud naopak použiji rychlý hranový
detektor, bude logicky jednodušší konstrukce a nebude mít tak dobré detekční vlastnosti.
Detektor SUSAN (Smallest Univalue Segment Assimilating Nucleus) navrhli v roce
1997 Smith a Brady [3]. Algoritmus tohoto detektoru je založen na porovnávání intenzit
pixelů s kruhovou maskou. Základním předpokladem je, že uvnitř relativně malé kruhové
oblasti mají všechny pixely relativně stejnou intenzitu jasu. Algoritmus zjišťuje počet pixelů,
které mají stejnou intenzitu jasu jako pixel uprostřed kruhové masky. Tyto pixely jsou
nazývány USAN (Univalue Segment Assimilating Nucleus). Rohy jsou detekovány aplikací
masky na všechny pixely obrazu a následným hledáním lokálního minima ve vzniklé USAN
mapě. SUSAN může být použit jak pro rohovou, tak i hranovou detekci. Je odolný proti
šumu (díky tomu, že při výpočtu nejsou použity prostorové derivace), je také poměrně
výpočetně rychlý, ale má pouze průměrnou míru stability detekce.
Obrázek 2.1: Ukázka principu měření metody SUSAN s využitím kruhové masky
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Stejného způsobu detekce jako SUSAN používá také Trajkovic and Hedley operátor .
Pro daný bod obrazu jsou posuzovány změny intenzity jasu ve všech řádcích protínajících
tento bod. Pixel, jenž je rohový, se projeví velkou změnou intenzity ve všech řádcích. Sta-
bilita tohoto alogoritmu sice není tak velká jako je tomu u Plesseyova operátoru, ale jedná
se o jeden z nejrychlejších hranových detektorů.
2.2 Metody s deskriptory
Všechny dosud uvedené detektory se vyznačovaly jednou společnou vlastností. Ve všech
případech se jednalo o pouhé detektory bodů (resp. hran), bez nějakého implicitního popisu
nalezených obrazových elementů.
Při hledání korespondencí je však velmi důležité nalezené body nějakým způsobem
popsat, aby je bylo možné jednoznačně identifikovat také v ostatních obrazech. Jedním ze
způsobů popisu nalezených bodů je popis pomocí deskriptoru.
Každý nalezený význačný bod je popsán pomocí svého blízkého okolí. Kvalita popisu na-
lezeného bodu jeho desktriptorem je velmi důležitým parametrem, protože svým způsobem
rozhoduje o tom, zda bude možné body nalezené v prvním obraze nějakým uspokojivým
způsobem detekovat i v jiných obrazech a zda budou tyto body vzájemně správně přiřazeny.
Jednou z nejdůležitějších vlastností deskriptoru je schopnost popsat nalezené body v re-
prezentaci nezávislé na měřítku, v tzv. scale-space. Dalším neméně důležitým požadavkem
je rotačně invariantní popis a odolnost vůči změnám osvětlení a geometrie v souvislosti se
změnou pohledu.
Typickými představiteli detektorů, které přináší možnost nalezené body popsat nezávisle
na měřítku a afinních transformacích jsou nové metody známé pod zkratkami SIFT (Scale
Invariant Feature Transformation) a SURF (Speed Up Robust Features).
2.2.1 Scale Invariant Feature transformation (SIFT)
Jedná se o jednu z novějších metod detekce význačných bodů. Ve vstupním obraze nej-
prve vyhledá stabilní body, označované jako příznaky a tyto pak transformuje do systému
souřadnic nezávislého na původním měřítku obrazu a pomocí informací získaných z okolí
těchto příznaků je popíše deskriptorem.
Autor metody David G. Lowe ji ve svém článku [12] podrobně popisuje jako metodu
určenou pro detekci významných bodů a extrakci lokálních vlastností obrazu (deskriptorů)
v takto získaných bodech. Nalezené příznaky a jejich vlastnosti, použité pro konstrukci
deskriptoru, jsou invariantní vůči změně osvětlení, šumu, rotaci, změně měřítka a částeč-
ným změnám geometrie. Těmito geometrickými změnami má na mysli drobné změny polohy
bodů oproti jejich předpokládané správné pozici v souřadném systému obrazu. Změny mo-
hou souviset např. s odlišným umístěním kamery v prostoru a nejčastěji se nám v obraze
projeví jeho částečným zkreslením vlivem perspektivní projekce.
Proces nalezení významných bodů v obraze můžeme rozdělit do čtyř fází:
1. Nalezení charakteristického měřítka obrazu (scale-space) a hledání lokál-
ních extrémů . Prvním krokem algoritmu je vytvoření obrazu v jeho charakteristic-
kém měřítku. Takový obraz již není závislý na měřítku použitém pro detekci a lze v
něm snadno provádět detekce lokálních extrémů, jejichž výskyt není závislý na pou-
žitém měřítku.
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2. Lokalizace význačných bodů . Získané body, v nichž byly v předchozí fázi detekce
nalezeny lokální extrémy, jsou podrobněji zkoumány vzhledem ke stabilitě detekce
a některé z nich jsou případně vyloučeny jako nevyhovující. Pro zbývající stabilní
klíčové body provedeme pomocí interpolace upřesnění jejich polohy v obraze pomocí
sub-pixelových metod.
3. Stanovení orientace . Na základě orientací dílčích gradientů v jeho okolí je každému
klíčovému bodu přiřazena jeho dominantní orientace. Tímto zajistíme jeho invariant-
nost vůči rotacím obrazu.
4. Generování deskriptorů význačných bodů . Na základě získaných dominantních
orientacích je pro každý význačný bod vypočten deskriptor. Pomocí tohoto deskrip-
toru jsou pak body při hledání obrazových korespondencí porovnávány.
Podrobný popis jednotlivých fázi detekčního algoritmu SIFT je obsahem podkapitoly 3.1.
2.2.2 Speed Up Robust Features (SURF)
Další novou metodou pro detekci význačných bodů v obraze je metoda SURF. Tato me-
toda vznikla na základě podrobného vědeckého zkoumání používaných rohových detektorů,
zejména algoritmu SIFT a snaží se o urychlení detekce rohových bodů, při maximálním
zachování všech dobrých vlastností těchto metod. Výzkum probíhal experimentální cestou
se snahou o maximální zjednodušení a snížení výpočetní náročnosti. Autor metody Her-
bert Bay vycházel, stejně jako Lowe, z Lindebergových výzkumů metod pro automatické
určování měřítka [11], založených na měřítkově normalizovaném Laplacianu a determinantu
Hessianovy matice. Tento přístup zkombinoval s přístupem Mikolajczyka a Schmida, kteří
používají Hessian pouze pro lokalizaci bodu v obraze a samotný výpočet měřítka je založen
na Laplacianu. Scale-space metody SURF je tedy přímo generován pomocí determinantu
Hessiánu dle vztahu:
L(x, y, σ) = σ4detH = σ4det
(
Ixx(x, y, σ) Ixy(x, y, σ)
Ixy(x, y, σ) Iyy(x, y, σ)
)
(2.2)
kde L(x, y, σ) představuje bod v scale-space o souřadniccíh x, y a měřítku σ
Ixx je pak konvoluce druhé derivace Gaussovy funkce ∂
2
∂x2
G(σ) s obrázkem v bodě (x, y)
Dalšího urychlení je zde dosaženo použitím integrálního obrázku, což je struktura vybu-
dovaná nad zdrojovým obrázkem, která slouží k rychlému zjištění součtů hodnot všech bodů
uvnitř libovolné obdelníkové oblasti zdrojového obrazu. Díky tomu lze provádět konvoluci
libovolně velké oblasti obrazu s konstantní rychlostí.
Vlastnosti integrálního obrazu jsou pak využity při výpočtu scale-space. Autor zde
provedl velmi radikální aproximaci Laplacianu, pomocí obdélníkových funkcí. Metoda je
založena na výpočtu determinantu Hessianovy matice s využitím konvolučních jader pro
horizontální směr x, vertikální směr y a diagonální směr xy.
Deskriptor metody SURF se taktéž podobá deskriptoru metody SIFT. Rozdíl je zejména
v omezení možnosti orientace na jeden, nejvíce dominantní směr, který je určován pomocí
kruhového okolí daného bodu. Dalším rozdílem je použití pouze poloviční velikosti deskrip-
toru (64 binů), oproti metodě SIFT.
Tato metoda je poněkud méně výkonná ve srovnání s metodou SIFT, což je však bohatě
vyváženo její rychlostí. To znamená, že metoda SURF se jeví jako velmi vhodná pro oblast
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detekce význačných bodů v reálném čase, což je velmi důležitý požadavek všech real-time
aplikací.
2.3 Algoritmy hledání korespondencí bodů
Hledání korespondencí je velmi důležitým krokem procesu spojování snímků. Právě na
základě korespondujících bodů v obou obrazech můžeme provést spojení těchto obrazů.
Existuje několik možných způsobů jak tyto korespondence nalézt.
2.3.1 Template matching
Jedná se o jednu ze základních technik segmentace obrazu. Využívá se k lokalizaci objektů
v obraze na základě určitého vzoru. Princip hledání korespondujících bodů je následující.
Vytvoříme si malý výřez z původního obrazu (vzor) a tento vzor se pak snažíme najít
ve druhém obraze. S tímto vzorem pak posouváme po celém obraze, případně jeho části, kde
předpokládáme nejvyšší pravděpodobnost úspěchu. Hledáme místa, ve kterých dosáhneme
nejlepší shody s předlohou.
Vzhledem k tomu, že vyhledáváme přesnou kopii původního obrazu, je tato metoda
úměrně k velikosti použitého vzoru náročná na výpočetní výkon. Mezi další nevýhody
patří extrémní citlivost vůči geometrickému zkreslení a většině transformací. Tato metoda
je hojně využívána např. v sekvencích obrazů, které zachycují pohybující se objekty, kde
nedochází k velkému geometrickému zkreslení a složitým transformacím.
2.3.2 Porovnání na principu korelace
V případě, že máme k dispozici pouze nalezené význačné body, můžeme tyto body porov-
návat na principu každý s každým. To znamená, že každý nalezený bod v prvním obraze
porovnáme s každým nalezeným bodem v obraze druhém. Samotný nalezený bod nám
však poskytuje jen velmi málo informací. Výsledkem takového porovnání by bylo obrovské
množství kandidátů na korespondence. Proto využíváme předpokladu, že každý nalezený
význačný bod je do jisté míry specificky popsán svým okolím.
Problematika tvorby obrazových matic pro popis bodů pomocí blízkého okolí je po-
měrně rozsáhlá a leží mimo rámec této diplomové práce. Pro úplnost jen krátce zmíním, že
možnými popisy bodů je popis pomocí kruhového nebo čtvercového okolí, případně pomocí
histogramu.
Body popsané pomocí svého okolí, pak můžeme vzájemně porovnávat na principu ko-
relace.
Korelace je proces umožňující jednoduché vzájemné porovnání dvou digitálních signálů.
Výsledkem je posloupnost čísel vyjadřující podobnost jedotlivých vzorků signálů. Pomocí
korelace můžeme z původně zcela neznámého signálu získat spoustu informací jako je peri-
oda, zpozdění, nalézt v něm původně skryté (zašumněné) signály apod. Zvláštním případem
je autokorelace, kdy zkoumáme vzájemně posunuté vzorky stejného signálu. Algoritmus je
založen na výpočtu sumy hodnot, které vzniknou vzájemným násobením vzorků signálu [23].
R(m) =
N−m−1∑
n=0
s(n)s(n+m) (2.3)
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V případě autokorelace využijeme symetrie autokorelačních koeficientů:
R(m) =
N−1∑
n=m
s(n)s(n−m) (2.4)
Normalized cross-correlation má v určitých případech lepší vlastnosti než standardní
korelace. Nevýhodou standardní korelace je zkracování oblastí, ze které korelaci počítáme.
V případě, že si můžeme dovolit použití celého signálu, můžeme přejít na cross-korelační
funkci (CCF).
CCF (m) =
zr+N−1∑
n=zr
s(n)s(n−m) (2.5)
kde zr je označení začátku rámce (pozice začátku srovnávání)
V některých případech však můžeme při výpočtu CCF narazit na problém v podobě
příliš velké energie jednoho ze signálů. V tom případě musíme použít normalizovanou cross-
korelaci (NCCF):
NCCF (m) =
zr+N−1∑
n=zr
s(n)s(n−m)
√
E1E2
(2.6)
kde E1,E2 jsou energie originálního a posunutého rámce:
E1 =
zr+N−1∑
n=zr
s2(n) E2 =
zr+N−1∑
n=zr
s2(n−m) (2.7)
2.3.3 Hledání korespondencí porovnáváním deskriptorů.
V případě, že jsme použili některý z dokonalejších detektorů vybavených deskriptorem
(např. některý z těch co byli popsány v podkapitole 2.2), můžeme korespondující body
vyhledávat na základě vzájemného porovnávání příslušných složek deskriptorů.
Základním principem tohoto porovnávání je porovnání každého prvku nalezeného v prv-
ním obraze s každým prvkem v obraze druhém. Vždy porovnáváme odpovídající si složky
deskriptorů a vzájemnou podobnost deskriptorů měříme pomocí Euklidovské metriky. Pr-
vek s nejmenší euklidovskou odchylkou pak označíme jako korespondující. Algoritmická
složitost takového porovnání je O(n2).
Algoritmickou složitost tohoto algoritmu můžeme podstatně snížit použitím vyhledáva-
cího k-dimenzionálního stromu. Z původní kvadratické složitosti se touto optimalizací stane
složitost logaritmická O(n log2 n).
Podmínka platnosti korespondence
Jak plyne z předchozího popisu této metody, porovnávání vzdáleností deskriptorů vždy
povede k nalezení korespondence. Dokonce i v případě, kdy mezi body žádná korespon-
dence není. Proto bylo nutno zavést podmínku, jejíž splnění je nutné pro platnost nalezené
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korespondence. Nově požadujeme nalezení dvou prvků s minimálními vzdálenostmi d1, d2.
Nalezená korespondence je potom platná pouze v případě, kdy platí:
d1 < k d2
Jinými slovy je nalezená korespondence platná pouze v případě, že následující nejmenší
odchylka od vzoru je minimálně k-krát větší. Tímto požadavkem snížíme možnost náhodné
špatné detekce korespondence. Experimentálně byla tato konstanta stanovena k = 0.49.
2.4 Algoritmy vedoucí k nalezení homografie
RANSAC
Metoda RANSAC, nebo-li RANdom SAmple Consensus (Shoda náhodných vzorků) je ite-
račním algoritmem, který můžeme zařadit mezi nedeterministické algoritmy. Na základě
množiny vstupních bodů se snažíme s jistou pravděpodobností najít vztahy mezi těmito
body a uspořádat je do objektů. Pravděpodobnost nalezeného řešení zvyšujeme větším
počtem iterací [15].
Základní myšlenka algoritmu RANSAC spočívá v opakovaném testování shody hleda-
ného modelu s náhodně vybranými vzorky dat, dokud míra shody nepřekročí požadované
kritérium přesnosti, nebo není překročen maximální počet iterací. Data jsou označena za
prvky dvou navzájem různých množin inliers a outliers. Inliers je množina bodů, které jsou
součástí hledaného objektu (modelu, řešení) např. kružnice přímky, elipsy, zatimco out-
liers jsou body vzniklé šumem, nebo patří k úplně jinému objektu. Na základě nalezení
dostatečného počtu bodů, náležejících do množiny inliers, získáme hledaný objekt.
Stručný popis principu algoritmu RANSAC
1. Načtení vstupních dat. Vstupní data jsou dána množinou nalezených bodů (pří-
znaků), parametry hledaného objektu a maximálním počtem iterací.
2. Náhodně vybereme zadaný minimální počet bodů , které jsou nutné k nalezení
hledaného modelu.
3. Vyhodnotíme úspěšnost náhodně zvoleného řešení. Na základě rovnic popisu-
jících hledaný objekt a zadané tolerance pro odchylky bodů od jejich ideální polohy
vyhodnotíme příslušnost jednotlivých bodů do množiny inliers bodů.
(a) Pokud počet potencionálních prvků množiny inliers překročíl zada-
nou prahovou hodnotu , provedeme zpřesnění výpočtu pomocí iterační me-
tody, např. pomocí metody nejmenších čtverců a končíme. Tímto jsme nalezli
požadovaný objekt.
(b) Pokud počet potencionálních prvků množiny inliers nedosáhl požado-
vané prahové hodnoty , zapamatujeme si nalezené řešení. Pokud jsme ještě
nedosáhli maximální hranice stanovující maximální počet iterací, zvýšíme ite-
rační krok a pokračujeme krokem č. 2.
(c) Pokud jsme již dosáhli maximálního počtu iterací , vyhodnotíme dosud
nalezená řešení a jako výstup označíme řešení dosahující nejvyšší shody. Tedy
řešení, pro které byl počet nalezených bodů nejblíže k hodnotě požadovaného
prahu.
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Pokud nebylo nalezeno optimální řešení, můžeme buď snížit požadovaný práh, zvýšit mož-
nou odchylku bodů nebo zvýšit maximální počet iterací.
Optimální počet iterací lze spočítat pomocí následujících vztahů
Pfail = (1− Pmg ) = (1− wn)k (2.8)
k =
logPfail
log(1− Pmg )
(2.9)
• kde Pfail je pravděpodobnost, že při počtu iterací k nedosáhneme požadovaného vý-
sledku.
• kde w je poměr inliers bodů a celkového počtu bodů ve vstupní množině. Hodnotu w
je většinou poměrně obtížné předem jasně stanovit.
2.5 Geometrické transformace
Jedním ze způsobů využití geometrických transformací je odstranění zkreslení, které vzniklo
v průběhu pořizování snímků. Podstatně častěji se jich však využívá k převodu dat do jiné,
vhodnější projekce. V našem případě budeme pomocí nich transformovat nalezené vzájemně
korespondující příznaky mezi dvěma obrazy.
Pro podstatné zjednodušení transformací byly zavedeny homogenní souřadnice, jež re-
prezentují bod v prostoru o jednu dimenzi větším. Díky nim lze složitější geometrické trans-
formace provádět na principu postupného skládání transformací. Samotná aplikace výsledné
transformace pak probíhá formou násobení vektoru bodů výslednou transformační maticí,
která vznikla postupným skládáním základních transformačních matic v daném pořadí[19,
kap. 5.2].
Transformace pomocí homogenních souřadnic ve 2D prostoru
[
x′ y′ 1
]
=
[
x y 1
]  a00 a01 0a10 a11 0
c1 c2 1
 (2.10)
Přesnost transformace Hodnoty získané jako výsledek geometrické transformace však
nejsou úplně přesné viz obr. 2.2. Tato nepřesnost může mít mnoho příčin, např. nepřesné
určení koeficientů transformační matice, zkreslení obrazu a podobně. Proto se pro porovnání
výsledků transformace používá tzv. Symetric transfer error [6, kap. 4].
d2sym. transfer err = d(x,H
−1x′)2 + d(x′, Hx)2 (2.11)
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Obrázek 2.2: Znazornění symetrické chyby transformace
2.6 Homografie
Nalezení homografie je důležitý krok při skládání obrazů, protože na základě homografie
provádíme transformaci souřadnic a jejich následné spojení.
Homografie je speciální případ invertibilní projektivní transformace h : P2 −→ P2 mezi
dvěma projekčními plochami. Tuto transformaci můžeme popsat maticí typu 3 × 3, která
není singulární. Homografie patří mezi afinní transformace, což znamená, že transformací
jsou zachovány všechny přímky a jejich úhly [6].
Homografii řadíme mezi polynomiální transformace, jednotlivé koeficienty této trans-
formace se aproximují polynomem m-tého stupně. Právě stupeň polynomu m určuje, kolik
bodů n bude potřeba pro výpočet dané transformace. Počet bodů potřebných pro výpočet
polynomiální transformace nám určuje následující vztah:
n =
(m+ 1)(m+ 2)
2
(2.12)
kde m je stupeň polynomu transformace
V případě afinní transformace je stupeň polynomu m = 1. To znamená, že minimální
počet bodů pro nalezení homografie je n = 3 body. V praxi se však doporučuje hodnota
n = 4 body [6, 19, 4].
Výpočet homografie dvou korespondujících bodů
Pro každou dvojici korespondujících bodů platí:
wp′ = Hp (2.13)
kde w je tzv. homogenní složka. Dělením homogenních souřadnic xi, yi touto složkou w je
převedeme do kartézských souřadnic. Tedy x = xiw , y =
yi
w
Pokud x = (x, y, 1) a x′ = (x′, y′, 1) jsou korespondující body, můžeme psát:
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 wx′wy′
w1
 =
 h11 h12 h13h21 h22 h23
h31 h32 h33
 xy
1
 (2.14)
Roznásobením matic, vyjádřením w z třetí rovnice a jeho dosazením do prvních dvou
rovnic získáme dvojici lineárních algebraických rovnic:
h11x+ h12y + h13 = h31xx′ + h32yx′ + h33x′ (2.15)
h21x+ h22y + h23 = h31xy′ + h32yy′ + h33y′ (2.16)
po odečtení pravých stran dostáváme
h11x+ h12y + h13 − h31xx′ − h32yx′ − h33x′ = 0 (2.17)
h21x+ h22y + h23 − h31xy′ − h32yy′ − h33y′ = 0 (2.18)
Takové matice nyní vytvoříme pro všechny korespondence. Pro n korespondencí tedy
získáváme soustavu 2n homogenních lineárních algebraických rovnic pro 9 neznámých. Ta-
kovou soustavu je možno zapsat jako
Ah = 0 (2.19)
• kde A je matice typu 2n× 9
• h je vektor typu 9× 1, jehož složkami je hledaná homografie.
Přepisem zpět do maticového tvaru dostáváme

x1 y1 1 0 0 0 −x1x′1 −y1x′1 −x′1
0 0 0 x1 y1 1 −x1y′1 −y1y′1 y′1
x2 y2 1 0 0 0 −x2x′2 −y2x′2 −x′2
0 0 0 x1 y1 1 −x2y′2 −y2y′2 y′2
...
...
...
...
...
...
...
...
...
xn yn 1 0 0 0 −xnx′n −ynx′n −x′n
0 0 0 xn yn 1 −xny′n −yny′n y′n


h11
h12
h13
h21
h22
h23
h31
h32
h33

= 0 (2.20)
Vzhledem k použitým homogenním souřadnicím má matice A 8 stupnů volnosti. Řešení
soustavy rovnic matice A pak vypočteme pomocí SVD rozkladu (Singular value decomposi-
tion) [20, Singular value decomposition].
2.7 Scale-space
Představme si situaci, že máme porovnat dvě fotografie stejného objektu, z nichž každá
zachycuje objekt z jiné vzdálenosti. Když tyto fotografie uvidí člověk, dokáže na základě
ostatních předmětů ve scéně a jejich velikosti, alespoň přibližně stanovit měřítka u obou
obrazů a na základě poměru měřítek pak obě fotografie porovnat. Tuto schopnost však
počítač běžně nemá, je proto na nás, abychom mu informaci o použitém měřítku obrazu
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Obrázek 2.3: Ukázka změny měřítka v reálném světě
nějakým způsobem předali nebo umožnili získat. Musíme proto nějakým způsobem zajis-
tit, aby počítač měl informaci o měřítku každého z obou obrazů k dispozici. Na základě
poměru měřítek obou obrazů již může počítač hledané objekty v obou fotografiích rozlišit
a porovnat. Tento problém ilustruje obrázek 2.3.
Pokud bychom znali měřítka obou obrazů, případně jejich poměr, mohli bychom obrazy
vzájemně měřítkově přizpůsobit tzn. převést oba do stejného měřítka a pak teprve vyhledat
význačné body a na základě nich pak hledat korespondence. Tento poměr měřítek obrazů
však ve většíně případů není znám. Další možností by bylo převést obrazy do všech možných
měřítek, vyhledat v nich body a pro každnou měřítkovou reprezentaci testovat zda najdeme
potřebnou minimální shodu či ne. Tímto bychom však získali obrovské množství výsledků,
které by se navíc vyskytovaly v různých měřítcích a není zaručeno, že bychom vůbec byli
schopni správné měřítko určit. Z tohoto důvodu je velmi vhodné reprezentovat nalezené
obrazové elementy v tzv. scale-space reprezentaci. Pojmem scale-space označujeme takovou
reprezentaci obrázku, která je nezávislá na použitém měřítku.
Na základě značného množství výzkumů scale-space byla tato problematika velmi po-
drobně matematicky popsána. Velkou zásluhu na tomto výzkumu mají mimo jiné Liende-
berg [11, 10] a Lowe [12]. Závěrem těchto výzkumů bylo zjištění, že scale-space je definována
jako řešení difuzní diferenciální rovnice 2.21.
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∂tL =
1
2
∇2L = 1
2
D∑
i=1
∂xixiL (2.21)
Převod do scale-space systému funguje na principu převodu obrazu do frekvenční oblasti.
Jak už bylo uvedeno v souvislosti s detekcí význačných bodův podkapitole 2.1, zajímají nás
v obraze charakteristické oblasti s velkou jasovou změnou. Převedením těchto oblastí do
frekvenční reprezentace, zjistíme, že tato místa korespondují s místy výskytu vysokých
obrazových frekvencí. To znamená, že detaily obrazu jsou tvořeny vysokými obrazovými
frekvencemi. Postupnou změnou měřítka si můžeme všimnout, že spolu se ztrátou detailů, se
snižují také obrazové frekvence těchto oblastí. To znamená, že pro popis struktury ve vyšším
měřítku nám postačí vždy poněkud nižší obrazové frekvence než v předchozím případě.
Uvedené vlastnosti obrazu právě využíváme při převodu obrazu do scale-space reprezentace.
Tento převod uskutečňujeme postupným potlačováním vyšších obrazových frekvencí.
2.7.1 Význam Gaussovy funkce pro scale-space
Proces odstraňování vysokých frekvencí ze vstupního obrazu je v podstatě filtrací obrazu
pomocí vyhlazovacího filtru. Velmi vhodnou k tomuto účelu se jeví filtrace pomocí Gaussovy
funkce s 2D jádrem(viz. rovnice 2.23). Funkce se chová jako laditelná dolní pásmová propust
a je rotačně invariantní. Konvolucí vstupního obrazu s Gaussovou funkcí, dle rovnice 2.22
dochází k potlačení vyšších frekvencí obrazu a převodu do měřítkově nezávislé reprezentace
L(x, y, σ).
L(x, y, σ) = G(x, y, σ)⊗ I(x, y) (2.22)
Jádro Gaussovy funkce pro 2D
G(x, y) =
1
2piσ2
e−(
x2+y2
2σ2
) (2.23)
σ je Gaussova odchylka
x, y udává Manhattanskou vzdálenost od středového pixelu
Mimo již zmíněné rotační invariance má funkce navíc vlastnost Separability konvoluč-
ního jádra a Kompozice filtrů.
• Separabilita kovolučního jádra nám přináší podstatné zjednodušení provádění
N-rozměrné konvoluce. V případě, že potřebujeme na 2D obrazovou funkci aplikovat
konvoluci s Gaussovou funkcí, nemusíme pro tuto konvoluci vytvářet 2-dimenzionální
konvoluční jádro Gaussovy funkce. Postačí nám jádro jednorozměrné, pomocí kterého
postupně provedeme konvoluce ve všech požadovaných dimenzích a tyto konvoluce
skládáme způsobem tak jak to zachycuje rovnice 2.24.
f(x, y)⊗G(x, y, σ) = f(x, y)⊗Gx(x, σ)⊗Gy(y, σ) (2.24)
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• Možnost kompozice filtrů patří k dalším výhodným vlastnostem této funkce. Vyu-
žíváme skutečnosti, že výsledek konvoluce Gaussovy funkce s jinou Gaussovou funkcí
je opět Gaussovou funkcí s měřítkem, jehož velikost je dána vztahem σ =
√
σ1σ2 .
Tato vlastnost nám umožňuje postupné skládání konvolučních filtrů. Toto je výhodné,
zejména pokud potřebujeme filtrovat obraz vícekrát, s pozvolným nárustem měřítka.
Tuto vlastnost můžeme vyjádřit vztahem 2.25.
f(x, y)⊗G(x, y, σ) = f(x, y)⊗G1(x, y, σ1)⊗G2(x, y, σ2) (2.25)
2.8 Laplacian of Gaussian LoG
Převod obrazu do měřítkově nezávislé reprezentace pomocí Gaussovy funkce je vhodný pro
reprezentaci dat. Nehodí se však pro algoritmy hledání význačných bodů v obraze, které
fungují na principu obrazových diferenci (derivací). Mnohem více vhodná se jeví filtrace
obrazu pomocí derivace Gaussovy funkce, která také generuje scale-space reprezentaci. Dal-
ším zkoumáním vlastností scale-space reprezentace v kombinaci s Hessianovou maticí bylo
Lindebergem zjištěno, že v tomto směru se pro určování měřítka nejlépe hodí Laplacian
Gaussovy funkce (LoG).
LoG = ∇2G(x, y, σ) = ∂
2x
∂x2
G(x, y, σ) +
∂2y
∂y2
G(x, y, σ) (2.26)
Funkci LoG získáme jako tzv. stopu Hessianovy matice, která je definována jako součet
prvků na hlavní diagonále Hessianovy matice H(G).
H(G(x, y, σ)) =
(
∂2G(x,y,σ)
∂x2
∂2G(x,y,σ)
∂xy
∂2G(x,y,σ)
∂xy
∂2G(x,y,σ)
∂y2
)
(2.27)
2.8.1 Diskrétní forma LoG
Scale-space, tak zde byl popsán, můžeme chápat jako spojitou 3-dimenzionální obrazovou
strukturu, tvořenou 2D souřadnicemi obrazových bodů (x, y) a měřítkem σ viz. obrázek 2.4.
Toto uspořádání dobře vyhovuje definici spojitého 3D světa. Spojitou reprezentaci však
nelze vytvořit a zpracovávat pomocí počítače. Zejména z hlediska výkonnosti by to způ-
sobovalo značné obtíže, protože není dost dobře možné vytvořit a zkoumat obraz ve všech
stupních měřítka. Je proto nezbytné provést jeho digitalizaci (diskretizaci), tzn. navzorko-
vat jej s určitým vzorkovacím krokem k, jehož velikost významnou měrou ovlivní výkonnost
a přesnost celé metody.
Jak už bylo uvedeno v úvodu této podkapitoly, aplikací Gaussovy funkce odstraňujeme
z obrazu vyšší frekvence, které nám tvoří jemné detaily. Můžeme říci, že jistým způso-
bem provádíme podvzorkování obrazu, s tím rozdílem, že zachováváme původní rozlišení
obrazu. Z hlediska obrazové informace nám však toto vyšší rozlišení nepřináší téměř žád-
nou podstatnou informaci navíc, protože původní, pro nás podstatná informace, zachycená
ve vyšších obrazových frekvencích, již byla aplikací gaussova filtru distribuována do celého
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okolí původních bodů. Z hlediska vyšší výkonnosti detekčních metod si proto můžeme do-
volit obraz podvzorkovat, čímž dosáhneme podstatné optimalizace, zejména při generování
vyšších vrstev LoG5.
Obrázek 2.4: Diskretizace Scale-space [1]
Z tohoto důvodu provádíme dělení scale-space na oktávy, pro něž platí následující:
• Každá oktáva je tvořena k (vzorky) vrstvami o stejných rozměrech.
• Díky vlastnosti kompozitního skládání filtrů vzniká nová vrstva oktávy opětovnou
aplikací stejného gaussova filtru na předešlou vrstvu.
• Měřítko nejvyšší vrstvy každé oktávy je dvojnásobné vzhledem k měřítku nejnižší
vrstvy stejné oktávy.
• První vrstva (vyšší oktávy) vnikne z nejvyšší vrstvy předešlé oktávy prostým pod-
vzorkováním na poloviční rozměry.
Tímto postupem nám postupně vznikne měřítková pyramida, jejíž základní první vrstvu
tvoří původní vstupní obraz a všechny vrstvy vyšší oktávy mají vždy poloviční rozměry,
než vrstvy oktávy předchozí[4].
Při použití uvedeného filtru je nutné provést jeho normalizaci. Použití LoG filtru bez
normalizace má za následek zmenšující se odezvy filtru nepřímo úměrně rostoucímu měřítku.
Tento stav je způsoben klesající amplitudou prostorových derivací [11].
traceHnorm(G) = σ2∇2G(x, y, σ)
(2.28)
= σ2traceH(G)
detHnorm(G) = σ4detH(G) (2.29)
LoGnorm = σ2LoG (2.30)
5Tyto vznikají velkým počtem opakovaných aplikací filtru, což znamená, že se na nich uvedená optima-
lizace projeví podstatně výrazněji, než např. u vrstev první nebo druhé oktávy.
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2.9 Difference of Gaussian (DoG)
Jak již bylo řečeno v minulé podkapitole, pro převod obrazu do charakteristického měřítka
se nejlépe hodí Laplacian Gaussovy funkce. Výpočet LoG je však operace poměrně náročná
na výpočetní výkon. Objevily se proto snahy nalézt vhodnou aproximaci výpočtu konvolu-
čního jádra této funkce. Mezi zástupce takových aproximací patří aproximace Difference
of Gaussian (DoG), která aproximuje Laplacian Gaussových funkcí pomocí diferencí jejich
hodnot[19]. Tato aproximace se stala součástí komplexní metody pro detekci význačných
bodů SIFT, jejímž autorem je David Lowe [12]. Tato aproximace je navíc již ve své základní
podobě měřítkově normalizovaná.
Když vyjdeme z difuzní rovnice 2.21 a za L dosadíme její řešení, kterým je G(x, y, σ)
dostaneme
∂G(x, y, σ)
∂σ
= σ∇2G(x, y, σ) (2.31)
Ze vztahu plyne, že∇2G(x, y, σ) může být vypočten z konečného počtu diferencí ∂G(x,y,σ)∂σ
tak, že tyto diference nahradíme rozdílem dvou sousedních vzorků s měřítky kσ a σ.
σ∇2G(x, y, σ) = ∂G(x, y, σ)
∂σ
≈ G(x, y, kσ)−G(x, y, σ)
kσ − σ (2.32)
pokud se faktor k bude limitně blížit hodnotě jedna, bude se i chyba takové aproximace
limitně blížit nule. Vyjádřením předešlé rovnice jako rozdíl dvou sousedních vzorků pak
dostaneme následující vztah:
G(x, y, kσ)−G(x, y, σ) ≈ (k − 1)σ2∇2G (2.33)
Srovnání průběhu funkcí LoG a DoG ilustruje obrázek 2.5.
2.9.1 Požadavky na fotografie
Pokud dvě a více fotografií zachycují stejný předmět nebo scénu, případně některou z jejích
částí, je možné pomocí procesu spojování ze série fotografií vytvořit jedinou. Tato fotografie
pak bude zachycovat kompletní obraz celé scény. Aby bylo možné dílčí fotografie scény
jednoduše spojit do výsledného obrazu, je pro dosažení nejlepších výsledků vhodné v praxi
dodržet několik zásad:
1. Musíme zachovat určitý překryv sousedních fotografií tzn. obě fotografie musí obsaho-
vat dostatečně velkou oblast, podle niž provedeme správnou synchronizaci s okolními
fotografiemi a tím i lokalizaci dané fotografie v celkové obrazové matici scény.
2. Další zásadou je pořízení všech fotografií v sérii z konstantního umístění, pouhým
otáčením fotoaparátu kolem jedné osy, která by v ideálním případě měla být totožná
s osou optické soustavy objektivu. Tímto způsobem lze celkem snadno předcházet
značnému geometrickému zkreslení
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Obrázek 2.5: Srovnání odezvy LoG a DoG funkce pro σ = 1, k = 1.2
3. V ideálním případě se vyžaduje též zachování expozice a clonového čísla, což úzce sou-
visí s konstantní hloubkou ostrosti a světelností jednotlivých fotografií ve výsledném
snímku.
Ve skutečnosti je bezpodmínečně nutné dodržet pouze první zásadu. Požadavek č. 2
souvisí ze změnou polohy průmětny obrazu. Změnou vzdálenosti od fotografované scény
měníme perspektivní projekci, což může podstatně ztížit nalezení korespondujících oblastí.
Tuto změnu polohy kamery však můžeme do jisté míry kompenzovat ve fázi předzpracování
obrazu (případně i později) geometrickou transformací souřadnic.
Splnění požadavku č. 3 nám zaručuje hladké přechody mezi použitými obrazy z více
fotografií. Jiná hloubka ostrosti resp. světelné podmínky u jedné z fotografií se nám ve
výsledném snímku projeví vznikem artefaktů, jako jsou ostré a snadno viditelné přechody
mezi použitými snímky. Samozřejmě i tento problém lze do jisté míry poměrně úspěšně
kompenzovat vhodným předzpracováním, ale stejně jako v předchozím případě platí, že
je lépe problémům s obrazem jednoduše předcházet, než je později složitě řešit náročným
předzpracováním.
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Kapitola 3
Podrobný popis vybrané detekční
metody a návrh řešení
3.1 Scale Invariant Feature Transformation (SIFT)
3.1.1 Nalezení charakteristického měřítka obrazu (scale-space)
Na základě výzkumů bylo dokázáno, že pro převod obrazu do charakteristického měřítka
se nejlépe hodí Laplacian Gaussovy funkce (LoG) viz. 2.8. Výpočet LoG je však operace
poměrně náročná na výpočetní výkon, proto je použita aproximace pomocí rozdílu Gausso-
vých funkcí (DoG)1 viz. 2.9. Prvním krokem algoritmu je tedy konvoluce vstupního obrazu
s Gaussovým filtrem dle rovnice 2.22. Konvoluci provádíme pro různá měřítka a jejím cílem
je z původního obrazu vytvořit sadu diferencí Gaussových obrazů.
Diference vytváříme postupným rozmazáváním vstupního obrazu. Na vstupní obraz
opakovaně aplikujeme Gaussův 2D filtr definovaný rovnicí 2.23 se vzrůstající hodnotou σ
(reprezentující směrodatnou odchylku Gaussova filtru) a souřadnicemi bodu x, y. Výpočet
nové diference pak probíhá dle vzorce 3.1, kdy od nově vypočtené obrazové matice Gaussova
obrazu odečítáme hodnotu předchozí viz. obrázek 3.1.
D(x, y, σ) = L(x, y, σ)− L(x, y, kσ) (3.1)
Množinu Gaussových obrazových diferencí dále dělíme po oktávách2 tak, že pro každou
oktávu vytváříme právě k Gaussových diferenčních obrazů. Zkoumáním vlastností detektoru
D. Lowe [12] vzhledem k hodnotě konstanty k bylo zjištěno, že optimálni hodnota k = 3.
Význačné body (někdy nazývané jako klíčové body) pak odpovídají lokálním extrémům
hodnot obsažených v DoG obrazové matici, napříč sousedními měřítky. Každý pixel DoG je
porovnáván s 8-mi hodnotami pixelů ve svém okolí v daném měřítku a navíc též vzhledem
k 9-ti hodnotám pixelů ležících v sousedních DoG maticích. Tyto nám reprezentují obraz
v měřítku o stupeň větším, resp. menším. Každý pixel je tak porovnávám s okolními 26-ti
hodnotami. Pokud je pixel vzhledem k těmto hodnotám vyhodnocen jako lokální maximum,
případně minimum, je vybrán jako potencionální klíčový bod.
1Diference Gaussova filtru zde plní funkci laditelné pásmové propusti pro nízké obrazové frekvence
2Oktáva znamená, že dochází ke zdvojnásobení hodnoty, vzhledem k hodnotě původní.
23
Obrázek 3.1: Výpočet DoG obrazů pomocí Gaussových obrazů [12]
3.1.2 Upřesnění lokalizace význačných bodů
Výstupem předchozího kroku je velké množství kandidátů na klíčový bod. Mnohé z těchto
bodů však nejsou dostatečně stabilní. V tomto kroku se proto zaměřujeme na přesnou loka-
lizaci bodů v obrázku, pomocí aproximace funkce popisující okolí bodu v charakteristickém
měřítku. Pro tuto aproximaci se používá Taylorova rozvoje [12]. Výhody určení polohy po-
mocí subpixelových metod se projevují zejména ve vyšších oktávách, kde je vzorkovací krok
již poměrně velký vzhledem k základním hodnotám použitým na původní obraz.
V tomto kroku dochází též k odstranění bodů, které nejsou dostatečně stabilní vzhledem
k použité metodě. Potencionálním zdrojem takových nestabilních bodů jsou body s nízkým
kontrastem a body v blízkosti hran.
3.1.3 Stanovení orientace
Tímto krokem detekčního algoritmu se snažíme dosáhnout nezávislosti nalezených bodů na
provedených rotacích. Bodům, získaným v předcházejících fázích detekce je přidělena jedna
nebo více orientací vypočtených z hodnot gradientů okolních pixelů. Podle měřítka bodu
pak vybereme takový Gaussův obraz (získaný v první fázi detekce) L(x, y, σ) , který je svým
měřítkem nejblíže zkoumanému bodu. Pro každý takový obrazový bod L(x, y) vypočteme
velikost gradientu m(x, y) a jeho orientaci θ(x, y) dle rovnic:
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1− L(x, y − 1))2 (3.2)
θ(x, y) = tan−1
(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
(3.3)
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Pro zkoumaný klíčový bod je pak sestaven histogram orientací gradientů v jeho okolí.
Tento histogram orientací má 36 binů, jenž pokrývají rozsah 360◦. Ke každému binu v histo-
gramu s odpovídající orientací jsou pak postupně přičítány velikosti vypočtených gradientů,
vážené pomocí kruhového okna s Gaussovským rozložením vah, kde σ rovná se 1.5 násobek
měřítka daného klíčového bodu. Dominantní orientaci význačného bodu pak určíme z vr-
cholků takto vzniklého histogramu. Orientace nejvyššího vrcholu v histogramu pak určuje
orientaci celého klíčového bodu. V případě, že se v histogramu nachází další vrchol, jehož
amplituda dosahuje alespoň 80% hodnoty nejvyššího vrcholu, pak pro každý takový vr-
cholek vytvoříme nový významný bod se stejným umístěním s hodnotou dannou orientací
tohoto vrcholu. Takové multiorientované body poskytují výrazné zlepšení stability detekce
při hledání korespondencí. Jejich počet je však v běžné scéně poměrně nízký.
3.1.4 Generování deskriptorů význačných bodů
Ukolem tohoto kroku je vytvoření popisovače pro každý nalezený klíčový hod. Pro genero-
vání takového popisovače využíváme, stejně jako v předchozím kroku, orientací gradientů
okolních bodů. Aby byla zachována požadovaná rotační invariance, využíváme orientace
přiřazené tomuto bodu v předcházejícím kroku. Dle této orientace se natáčí orientace gra-
dientů tak, aby v případě odlišné orientace korespondujícího klíčového bodu v jiném obraze,
byly výsledné orientace gradientů stejné a vedly tedy k vytvoření stejného deskriptoru.
Obrázek 3.2: Ukázka struktury obrazových gradientů descriptoru klíčového bodu [12]
Nejprve rozdělíme okolí bodu na n× n čtvercových oblastí. Pro každou takovou oblast
pak sestrojíme histogram orientací gradientů stejně jako v předchozím kroku. Veškerá takto
vytvořená data histogramu pak popisují nalezený klíčový bod v obraze (tvoří jeho deskrip-
tor). V algoritmu SIFT provádíme toto dělení pro n = 4. Získáme tak oblasti velikosti 4×4,
z nichž každá je popsána svým vlastním histogramem o velikosti 8 binů, tedy celková ve-
likost deskriptoru dosahuje hodnoty 128 binů. Výhoda takového dělení na oblasti spočívá
ve stálosti takového popisu vzhledem k dílčím změnám. Případná dílčí změna v histogramu
gradientů se totiž projeví pouze lokálně v dané oblasti, kam bod náleží. Problém však
může způsobit bod nacházející se na hranici oblastí, kdy vlivem geometrické deformace
může dojít k jeho přesunutí do jiné oblasti. Z tohoto důvodu je metoda SIFT vybavena
trilineární interpolací a kdy hodnota každého gradientu je rozkládána mezi sousední biny
histogramu.[12].
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3.2 Stanovení požadavků a návrh řešení
Schématické znázornění jednotlivých částí aplikace
Obrázek 3.3: Schématické znázornění aplikace
Výběr detektoru význačných bodů
Prvním úkolem bude vybrat vhodný detektor pro detekci oblastí a jejich popis. Pro hledání
korespondencí potřebujeme metodu, která bude co nejlépe splňovat následující požadavky:
• Výrazná metoda
• Nepříliš výpočetně náročná
• Dobrá lokalizovatelnost bodů z hlediska přesnosti
• Dobrá odolnost vůči šumu
• Odolnost vůči změnám osvětlení, jasu, kontrastu. . .
• Schopnost lokalizovat objekt i při změně měřítka
• Odolnost vůči natočení obrazu
• Odolnost vůči mírným změnám pohledu
• Odolnost vůči afinním geometrickým transformacím
• Stabilita nalezeného řešení a opakovatelnost detekce
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Všechna výše uvedená kritéria poměrně dobře splňuje detektor nazývaný SIFT (Scale
Invariant Feature Transformation). Proto jsem se na něj ve své práci zaměřil. Detektor SIFT
disponuje deskriptorem velikosti 128 binů, který je generován na základě okolí nalezeného
bodu. Podrobný popis jakým způsobem detektor SIFT pracuje je obsahem podkapitoly 3.1.
Nalezení vzájemně korespondujících bodů
Jako výstup předchozího kroku získáme dvě množiny bodů, každou v jednom obraze. Nyní
je potřeba nějakým způsobem provést porovnání prvků těchto dvou navzájem různých
množin. Na základě vzájemné podobnosti deskriptorů vytváříme dvojice bodů napříč obrazy
a tyto nazýváme obrazovými korespondencemi. Jako metodu hledání korespondencí jsem si
vybral a implementoval (viz. 4.2) metodu založenou na prohledávání KD-stromu s výpočtem
odchylky pomocí Euklidovské metriky.
Postup nalezení homografie
Pro význačné body, získané jako výstup metody SIFT, pak bude nutno nalézt homografii,
která určuje transformace mezi body z jednoho obrazu do obrazu druhého. Cílem hledání
korespondencí bude prozkoumat získané klíčové body a pokusit se je nalézt v ostatních obra-
zech s co největší přesností. Na základě nalezení několika korespondujících částí obrazu pak
vyhodnotit a matematicky popsat jejich vzájemnou polohu pomocí výpočtu transformační
matice homografie.
Jako lokalizační metodu jsem si pro svou další práci vybral metodu RANSAC, jenž
byla stručně popsána v podkapitole 2.4. Přestože se jedná o metodu založenou na náhod-
nosti, dosahuje tato metoda v dané oblasti velmi dobrých výsledků. Algoritmus, tak jak
byl popsán v oddílu 2.4 je však příliš obecný, bylo proto nutné jej poněkud přizpůsobit
konkrétním podmínkám této diplomové práce. Podrobný popis implementace je obsahem
podkapitoly 4.3
Spojení obrazů
Na základě matice homografie získané v předchozím kroku nyní provedeme transformaci
obrazu. Touto transformací provedeme mapování jednoho snímku do souřadného systému
toho druhého. Takto přizpůsobené snímky nyní spojíme do jediného výstupního obrazu.
Výše uvedený stručný postup je pouze základním principem jak takové spojení snímků
provést. Samotná problematika spojování snímků a tvorby panoramatu je mnohem roz-
sáhlejší. I přesto, že se nám podaří bezchybně určit všechny korespondující body a přesně
vypočítat transformační matici pro homografii, neznamená to, že snímky budou precizně
spojeny.
Velmi důležitá je zejména finální úprava panoramatu, která má zahladit případné ne-
přesnosti a nedokonalosti spojených fotografií. Patří sem zejména různé druhy korekcí geo-
metrického zkreslení. Některé z nich jsou způsobeny použitým typem objektivu, jako napří-
klad sférická vada, soudkové nebo poduškovité zkreslení, barevná aberace, vinětace atd. Jiné
vznikají nedodržením základních zásad pro pořizování panoramatických fotografií, tzn. sní-
mání s různou expozicí a hloubkou ostrosti, změna polohy a vzdálenosti od fotografované
scény, špatná osa rotace fotoaparátu apod. Některé tyto nedokonalosti je možno vyřešit
pomocí vhodného předzpracování.
Nejčastěji však u panoramatických fotografiích provádíme jasové korekce, kdy pomocí
blendingu provádíme míchání snímků, zejména v blízkosti přechodů mezi jednotlivými fo-
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tografiemi. Odstraníme tak jasové rozdíly a zároveň alespoň částečně zahladíme nepřesnosti
a nespojitosti v oblasti hran, rohů. Neméně důležité je také narovnání snímku, případně
promítání na válec a podobně. Problematika finálni úpravy panoramatu není tématem této
práce, proto se jí zde nebudeme podrobněji zabývat.
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Kapitola 4
Popis implementace vybraných
algoritmů
Tento program provádí jednoduché spojování dvou fotografií, na základě korespondují-
cích oblastí. Nejprve nalezne v zadaných obrazech význačné body. Tyto následně porovná
a snaží se najít dvojice vzájemně korespondujících bodů. Na základě těchto korespondencí
vypočte matici homografie a provede spojení obrazů. Algoritmy jsou implementovány v ja-
zyce C/C++, s využitím knihovny OpenCV a převzaté implementace algoritmu SIFT, která
byla provedena Robem Hessem z Oregon State University.
4.1 Implementace algoritmu SIFT pro hledání význačných
bodů
Po dohodě s vedoucím práce a s příhlednutí ke skutečnosti, že přímým cílem práce ne-
bylo implementovat detektor význačných bodů, byla převzata implementace Roba Hesse
z Oregon State University, School of Electrical Engineering and Computer Science. Jedním
z důvodů byla též náročnost kvalitní implementace takového detektoru, zejména vzhledem
k optimalizovatelnosti, jeho výkonnosti a přesnosti. Dalším důvodem byla také poměrně
dobrá dostupnost některé z optimalizovaných verzí tohoto detektoru ve formě knihovny.
4.2 Popis implementace algoritmu pro hledání obrazových
korespondencí
Výstupem detektoru popsaného v podkapitole 3.1 je množina význačných bodů, z nichž
každý je opatřen deskriptorem. Tento detektor význačných bodů byl aplikován na dvojici
vstupních obrazů a jeho výstupem jsou dvě navzájem různé a nezávislé množiny bodů.
Předpokládáme, že mezi těmito množinami je injektivní zobrazení, tedy že platí, že některé
prvky z množiny bodů prvního obrazu se nám jednoznačně zobrazí na některé prvky z druhé
množiny ve formě obrazových korespondencí. V tomto kroku se tyto korespondence snažíme
najít.
Prvky v obou množinách jsou popsány pomocí deskriptorů s dimenzí velikosti 128 binů.
Prvním úkolem je tedy vytvořit KD-strom o 128 dimenzích a umístit do něj nalezené body
z druhé množiny.
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4.2.1 Konstrukce KD-stromu
KD-strom je kompletně realizován prostřednictvím třídy Tree . Základní metodou této třídy
je metoda Build(), která prostřednictvím volání metody CreateSubTree() zajistí vy-
tvoření vyváženého k-dimenzionálního stromu. Uzly tohoto stromu jsou identifikovány po-
mocí indexů a hodnot složek deskriptorů příznaků. Dimenze k je dána velikostí deskriptoru,
která je v případě metody SIFT rovna hodnotě 128 binů.
CreateSubTree()
1. Voláním metody FillNode(), najdu takový index deskriptoru, jenž má největší vari-
anci (rozptyl hodnot) napříč body. Tato variance je počítána jako průměrná čtvercová
odchylka [20, Mean Squared error]
2. Tento index deskriptoru označím za klíčový index a voláním rekurzivní metody Get-
Median() se snažím získat hodnotu mediánu platnou pro aktuální klíčový index.
3. Voláním metody GetMedian() zajistím nalezení skutečného mediánu hodnot dané
složky deskriptoru. Princip jak toho dosáhnout je následující:
• Rozdělím pole na malé skupinky velikosti 5, s vyjímkou té poslední, ve které
budou případné zbývající prvky. Prvky uvnitř každé takové skupinky setřídím
pomocí InsertSort() vzestupně dle jejich hodnoty. Z každé skupinky pak vezmu
medián a rekurzivně volám sebe sama, dokud není počet prvků ve výběru roven 1.
V okamžiku kdy toto nastane, označím tento prvek za medián a vracím se rekurzí
zpět.
• Pomocí hodnoty mediánu získané z předchozí rekurze a volání metody Parti-
tionArray() setřídím pole tak, že všechny prvky menší nebo rovny hodnotě
mediánu budou ležet v jeho levé části a jsou tímto mediánem odděleny od prvků
větších než medián.
• Dle pozice mediánu v tomto poli pak poznám, zda je medián z předchozí re-
kurze mediánem také v této rekurzi. Pokud ano, předám ho dále (do nižšího
stupně rekurze). Pokud leží medián příliš vlevo nebo vpravo, pokusím se novým
rekurzivním voláním nalézt správnou hodnotu mediánu tak, aby ležel přesně
uprostřed pole a tuto správnou hodnotu pak předám výše, směrem do nižšího
stupně rekurze.
4. Voláním metody PartitionFeatures() přerozdělím prvky dle jejich hodnot v klíčo-
vém indexu desktriptoru do podstromů. Uspořádám pole prvků tak, že všechny prvky
s hodnotou deskriptoru menší nebo rovnou hodnotě pivotu (který reprezentuje me-
dián) leží na začátku pole a zprava jsou ohraničené pivotem. Prvky s deskriptorem
menším nebo rovným pivotu pak označím za prvky levého podstromu, zatímco hod-
noty větší označím jako příslušníky pravého podstromu.
5. Opakovaným rekurzivním voláním metody CreateSubTree() nad levým a následně
pravým podstromem každého uzlu tak postupně vytvořím kompletní vyvážený KD-
strom.
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4.2.2 Hledání korespondujících příznaků v KD-stromu
Proces hledání a porovnávání příznaků je realizován prostřednictvím implementace metody
FindFeatures(). Tato metoda vyžaduje existenci objektu třídy NNArr a vnitřně využívá
objekt třídy PriorQue. Tento objekt třídy je v metodě zcela zapouzdřen, tzn. objekt je
uvnitř této metody vytvořen i destruován, bez jakéhokoliv vnějšího vlivu.
Metoda má dva vstupní parametry. Prvním z nich je hledaný příznak (dále jej budu
označovat jako předlohu nebo vzor), jímž je prvek první množiny, druhým parametrem pak
je KD-strom obsahující prvky z množiny druhé.
Výstupem je pole, realizované objektem třídy NNArr , jenž obsahuje 2 nejlepší kan-
didáty na korespondenci. Metodou SquareDist() vypočteme jejich odchylku od předlohy
a ověříme zda je splněna podmínka platnosti nalezené korespondence 2.3.3. Pokud tomu tak
je, označíme tyto body za korespondující a pokračujeme dalším příznakem. Tímto způsobem
se pokusíme nalézt korespondence pro všechny příznaky z první množiny.
Třída NNArr
Třída NNArr je implementací pole nejbližších sousedů obecné velikosti. Toto pole slouží
k uložení bodů, které se nejlépe shodují s daným vzorkem. Objekt této třídy je vytvářen
vně třídy Tree, zejména z důvodu jeho nezávislosti na existenci objektu třídy Tree. Počet
prvků tohoto pole je pro účely hledání korespondencí nastaven na hodnotu velikosti 2 prvků.
Nové prvky jsou již při vkládání do tohoto pole správně zařazovány dle velikosti odchylky1
jejich deskriptoru od deskriptoru předlohy. Pokud je pole již zcela obsazeno a odchylka
deskriptoru vkládaného příznaku je větší, než největší odchylka příznaku v tomto poli,
prvek není vložen. V opačném případě je přebytečný prvek z pole uvolněn a nový prvek
vložen do pole na správnou pozici.
Třída PriorQue
Tato třída je speciální implementací minimální prioritní fronty. Obsahuje možné kandidáty
na shodu s porovnávaným příznakem (předlohou), jež je nutno prověřit. Skládá se z po-
sloupnosti prvků, které jsou řazeny vzestupně, dle numerických hodnot svých klíčů a dle
umístění prvku v hierarchii Kd-stromu.
Vnitřní struktura prvku fronty je poměrně jednoduchá. Každý prvek se skládá z datové
části a klíče. Datová část je reprezentována původním datovým obsahem příznaku. Klíč je
numerická hodnota a slouží jako hlavním příznak pro řazení prvků v této frontě.
FindFeatures()
Pomocí této metody procházíme KD-stromem a snažíme se v něm najít nejlepší dva kan-
didáty na korespondenci s předlohou. Hodnocením kvality kandidátů je velikost odchylky
deskriptorů od hledané předlohy, jenž je zjišťována voláním metody SquareDist().
1. Nejprve provedeme počáteční inicializaci prioritní fronty tak, že do ní vložíme koře-
nový uzel prohledávaného stromu příznaků.
2. Následně zkontrolujeme neprázdnost prioritní fronty a zda již nedošlo k překročení
maximálního počtu porovnání. Jestliže jsou obě podmínky splněny pokračujeme dále.
1Odchylkou se zde myslí Euklidovská vzdálenost [20, Euclidean distance]
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3. Odebereme z čela fronty prvek a aplikujeme na něj metodu FindLeaf() (podrobný
popis viz. 3a–3d). Tato metoda postupně prochází uzly daného stromu od předaného
uzlu směrem k potomkům. Při tomto průchodu stromem postupně přidává do prioritní
fronty nenavštívené uzly, ohodnocené vzdáleností od předlohy. V okamžiku kdy narazí
na uzel, který je listem, předá jej jako výstup a pokračuje krokem č. 4.
(a) Nejprve zkontrolujeme zda uzel není listem. Pokud jsme se dostali až k listu,
pokračujeme krokem č. 4
(b) Následně přečteme hodnotu klíčového indexu aktuálního uzlu a na tento index
deskriptoru se nastavíme také v deskriptoru předlohy.
(c) Porovnáme hodnoty obou deskriptorů na daném indexu. Vypočteme absolutní
hodnotu rozdílu vzájemným odečtením složek deskriptorů na zadaném klíčovém
indexu.
(d) Pokud je hodnota složky deskriptoru předlohy větší, než hodnota obsažená ve
stromu, vložíme do prioritní fronty levého potomka aktuálního zkoumaného uzlu.
Jako ohodnocení klíče předáme absolutní hodnotu získanou v předchozím kroku.
Následuje přechod na uzel pravého potomka. V opačném případě, kdy je ohod-
nocení deskriptoru předlohy menší nebo rovno hodnotě uvnitř stromu, vložíme
do fronty pravého potomka se stejným ohodnocením jako v předchozím případě
a přecházíme ke zpracování uzlu levého potomka. V obou případech pokračujeme
krokem č. 3a.
4. Pro všechny prvky nacházející se v daném listu KD-stromu vypočteme euklidovskou
odchylku od předlohy a s tímto ohodnocením je vložíme do pole nejbližších sou-
sedů Arr
SquareDist()
Metoda třídy Tree, implementující výpočet vzájemné euklidovské vzdálenosti deskriptorů
příznaků (předaných jako vstupní hodnoty).
4.3 Popis implementace algoritmu RANSAC
4.3.1 Výhody použití algoritmu RANSAC
V předchozím kroku jsme nalezli dvojice korespondujících bodů ve dvou obrazech. Přes-
tože jsme kandidáty na korespondence podrobili podrobnému zkoumání, abychom zajistili
co nejvyšší pravděpodobnost jejich správnosti, nelze špatné korespondence zcela vylou-
čit. Předpokládejme proto jejich existenci. Tyto nesprávně určené korespondence patří do
množiny prvků, jež nazýváme outliers. Správně určené korespondence příznaků jsou inliers.
Problém je, že v této fázi zpracování obrazu nelze o příslušnosti korespondencí do některé
z těchto množin rozhodnout.
Řešením tohoto problému je použití algoritmu RANSAC [4, 7, 19, 6], který je založen
na jistém stupni náhodnosti, což mu umožňuje se s existencí outliers vypořádat.
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4.3.2 Přizpůsobení algoritmu RANSAC
Náhodný výběr vzorku a výpočet transformace
Začněme opětovným rozdělením obrazových příznaků do dvou množin. První množina obsa-
huje příznaky z prvního obrazu, ke kterým se v předchozím stupni podařilo najít korespon-
dující příznaky v obraze druhém. Druhá množina je analogicky tvořena příznaky ve druhém
obraze, ke kterým se podařilo nalézt vzor (předlohu) v první množině. Tyto množiny jsou
zcela logicky podmožinami původních množin, definovaných v podkapitole 4.2.
Na základě náhodného výběru n vzorků z první množiny pak vytváříme transformační
matici homografie (viz. matice 2.20). Tato nám popisuje transformaci příznaků vzorku,
z jednoho obrazu do druhého. Uvedená transformační matice je nyní platná pro vybrané
příznaky. My však požadujeme její platnost rozšířit na všechny nalezené korespondence.
Ověření transformace
Provedeme tedy ověření platnosti této transformační matice na celém obraze. Mechanismus
takového ověření spočívá v aplikaci vypočtené matice na všechny korespondující příznaky
v první množině (viz. rovnice 2.10). Aplikací transformační matice homografie na množinu
příznaků z prvního obrazu získáme novou, třetí množinu příznaků, které leží ve druhém
obraze viz. obr. 2.2. Nyní provedeme ověření, zda se všechny příznaky z první množiny
správně zobrazily na příznaky v množině druhé. Jinak řečeno zjišťujeme vzdálenosti pří-
znaků ve třetí množině od příznaků v množině druhé. Pokud je tato vzdálenost menší než
zadaná maximální vzdálenost (prahová hodnota), vyhodnotíme tuto korespondenci jako
vyhovující dané transformační matici. Podrobnosti viz. podkapitola 2.5 věnující se geome-
trickým transformacím, případně [6, kap. 4].
Kritérium správnosti řešení
Požadavek nalezení takové transformační matice, která by vyhovovala všem vzorkům a jejich
obrazům však není v praxi uskutečnitelný. Už jenom vzhledem k předpokladu existence
outliers příznaků.
Tomuto požadavku se však můžeme v praxi alespoň přiblížit. Na základě odhadu podílu
inliers prvků, vzhledem k celé množině korespondujících bodů, si určime kritéria, jejichž
splnění nám bude indikovat nalezení správné matice homografie. Tímto kritériem může
být překročení minimálního počtu iterací, případně můžeme doplnit požadavek nalezení
minimálního počtu vzorků, vyhovujících dané transformační matici.
Adaptibilní určení počtu iterací
Ve své práci jsem použil kriterium překročení minimálního počtu iterací [6, kap. 4.7]. Tento
počet iterací není statický, nýbrž je počítán adaptibilně vzhledem k aktuální míře úspěšnosti
hledání matice homografie.
Míra úspěšnosti hledání matice je zde vyjádřena prostřednictvím hodnoty parametru
w. Tento parametr udává poměr příznaků, které vyhovují nalezené transformační matici,
vzhledem k celkovému počtu těchto příznaků. Poměr je vztažen k nejlepšímu dosud naleze-
nému řešení. To znamená, že pouze nalezení lepšího řešení nám může snížit počet iterací.
Adaptibilní výpočet potřebného počtu iterací je oboustraně výhodným řešením. V případě
že se nám podaří najít uspokojivé řešení rychle, omezíme tím zbytečné iterace algoritmu na
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minimum. Naopak v případě že se nám řešení nalézt nedaří, poskytneme tímto způsobem
algoritmu dostatečný počet pokusů pro jeho nalezení.
Postupnými úpravami rovnice 2.8, definující pravděpodobnost nalezení řešení, dostá-
váme vztah pro výpočet minimálního počtu iterací N :
N ≥ log(1− p)
log(1− ws) (4.1)
• kde p udává pravděpodobnost výběru takového vzorku, kdy vzorek bude obsaho-
vat pouze inliers. Doporučená hodnota této pravděpodobnosti je pro většinu obrazů
rovna p = 0.99 [6, 7, 4]
• s je počet prvků, které nám tvoří vzorek. Dle [6, 19, 4] nám k nalezení homografie
postačují 4 prvky.
• w je poměr inliers bodů, vzhledem k celkovému počtu bodů ve vstupní množině. Jak už
bylo uvedeno v části věnované obecnému popisu této metody 2.4, je poměrně obtížné
předem tento poměr stanovit. Použitím výše uvedené metody se tohoto problému
zbavíme, protože stačí zadat inicializační tzv. nejhorší možný odhad této hodnoty[6,
kap. 4.7]. Nejhorší možný odhad je možné stanovit v podstatě libovolně, doporučuje
se hodnota w ≤ 0.5. Na konci každé z iterací je správná hodnota w adaptibilně
nastavena, dle současné maximální dosažené úspěšnosti algoritmu.
• ws znamená pravděpodobnost, že vybraný náhodný vzorek obsahuje pouze inliers
• (1−ws) je pak analogicky pravděpodobnost, že vzorek bude obsahovat alespoň jeden
outlier
• (1 − ws)N nám udává pravděpodobnost, že při náhodném výběru celkem N vzorků,
bude alespoň v jenom z nich obsažen alespoň jeden outlier
Zpřesnění výpočtu transformační matice homografie
Po provedení stanoveného počtu iterací máme k dispozici nejlepší nalezené řešení. Pro toto
řešení bylo již ověřeno, že dostatečným způsobem vyhovuje určitému počtu příznaků a po-
pisuje tak jejich projekci ze vzoru (příznak v prvním obraze) na obraz (příznak ve druhém
obraze), čímž potvrzuje správnost nalezené korespondence. Je však důležité si uvědomit, že
nalezené řešení původně vzniklo na základě pouhých 4 korespondencí.
Pokusíme se proto získanou transformační matici zpřesnit. Jedním ze způsobů, jak toto
provést, je použít pro výpočet nové matice homografie všechny příznaky, pro které byla
předchozí transformační matice vyhovující. Tuto vylepšenou matici homografie pak zkusíme
znovu aplikovat na všechny korespondence a měli bychom dosáhnout lepšího výsledku. Může
se samozřejmě stát, že se počet korespondencí, jimž nová transformační matice vyhovuje
nezvýšil. Přesto měla tato operace svůj smysl. Přinejmenším jsme dosáhli určitého zpřesnění
hodnot jednotlivých koeficientů matice homografie.
4.3.3 Třída Ransac()
Celý proces hledání homografie, tak jak byl popsán v předcházející podkapitole zajišťuje
třída Ransac.
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1. Již v konstruktoru objektu s využitím metody FindCorrespondingFeat() prohle-
dáváme množinu všech příznaků, nalezených v prvním obraze a tvoříme z nich novou
podmnožinu původní množiny příznaků. Tato nová množina obsahuje pouze příznaky,
pro které se podařilo najít korespondendující příznak.
2. Provedeme inicializační výpočet minimálního počtu iterací na základě vztahu 4.1.
Jako vstupní parametry je třeba zadat (inicializační) nejhorší možný odhad poměru
inliers w a parametr pravděpodobnosti p.
3. Následuje kontrola, zda již nedošlo k překročení minimálního požadovaného počtu
iterací. Pokud ne, pokračujeme výběrem nového vzorku dat. V případě, že jsme již
provedli dostatečný počet iterací algoritmu, pokračujeme krokem č. 9.
4. Nyní provedeme náhodný výběr vzorků metodou SelectSample(). Tato metoda vy-
užívá k výběru vzorků vestavěný detektor pseudonáhodných čísel s rovnoměrným
rozložením.
5. Na základě náhodně vybraných vzorků nyní provedeme výpočet transformační ma-
tice. Tato matice je sestavena a vypočtena na základě principů podrobně popsaných
v sekci 2.6, věnované homografii.
6. Ověření vypočtu transformační matice je úkolem metody CorrespondCheck().
• Voláním metody GetTransfErr(), v součinosti s metodou ApplyTransform(),
zajistíme provedení transformace příznaku z prvního obrazu, na nové souřadnice
v obrazu druhém.
• Porovnáme tyto nově získané souřadnice se souřadnicemi odpovídajícího kore-
spondujícího příznaku a vypočteme vzájemnou odchylku těchto bodů.
• Na základě porovnání této odchylky vůči definovanému prahu rozhodneme, zda
aktuální transformační matice tomuto příznaku vyhovuje nebo ne.
7. Vyhodnotíme úspěšnost aktuální transformační matice. Měřítkem úspěchu je pro nás
počet (resp. podíl) příznaků, kterým aktuální matice vyhovuje. Pokud došlo k na-
lezení lepšího řešení než v minulosti, přepíšeme údaj o nejvyšší dosažené úspěšnosti
a uschováme si novou transformační matici.
8. Na základě nejvyšší dosažené úspěšnosti provedeme přepočet poměru inliers w a též
i minimálního požadovaného počtu iterací algoritmu. Pokračujeme krokem č. 3
9. V této fázi již bylo dosaženo minimálního počtu iterací a předpokládáme, že bylo na-
lezeno i uspokojivé řešení v podobě matice homografie (pokud takové řešení existuje).
Nyní se pokusíme nalezené řešení upřesnit. Využijeme k tomu korespondencí, které
dané homografii vyhovovaly. Tyto korespondence označíme jako vzorek a postupujeme
obdobně jako v kroku č. 5.
10. Zdokonalenou transformační matici nyní aplikujeme na všechny korespondence a ově-
říme, zda je tato matice lepším řešením, tzn. zda vyhovuje více korespondencím než
matice předchozí. Postup je obdobný kroku č. 6.
11. Takto získanou matici předáme jako výstup tohoto funkčního bloku.
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4.4 Spojování fotografií na základě korespondencí a Homo-
grafie
Nyní již máme k dispozici všechno potřebné, abychom mohli realizovat poslední krok, spo-
jení fotografií do jednoho obrazu. Spojování realizujeme pomocí volání funkce cvWarpPer-
spective(), která provede aplikaci transformační matice na jeden ze vstupních obrazů a jeho
vykreslení do výstupního obrazu. Tato funkce je součástí používané knihovny OpenCV .
Nejprve takto vykreslíme obraz určený k transformaci. Následně tuto funkci zavoláme také
pro referenční obraz, s tím rozdílem, že jako transformační matici zadáme matici identity.
Tento způsob spojování fotografií je značně zjednodušený, ale velmi dobře postačuje
k ověření správnosti předchozích kroků a k prezentaci výsledků. Protože tento krok má slou-
žit k demonstraci výsledků hledání korespondencí a výpočtu homografie, není zde použito
jasového, či jakéhokoliv jiného přízpůsobení obrazů. Případné jasové přizpůsobení, blen-
ding nebo jiný způsob vyhlazení přechodů by de facto skrýval a uměle vylepšoval skutečné
výsledky demonstrovaných způsobů, což není v tomto případě žádoucí.
Rozměry výsledného obrazu Během spojování fotografií jsem narazil na problém tý-
kající se rozměrů obrazu. Rozměry výsledného obrazu se totiž mohou dost podstatně lišit od
pouhého součtu původních rozměrů. Celkové rozměry jsou velmi silně závislé na vzájemné
poloze spojovaných obrazů viz. obr. 4.2. Tato vzájemná poloha je popsána právě transfor-
mační maticí, proto jsem jí využil pro určení rozměrů vnější obálky. V našem případě je
vnější obálka tvořena obrazovým bufferem, do něhož provádíme vykreslování výsledného
obrazu.
Obrázek 4.1: Původní obrazy, každý o rozměrech 800x535px
Volba mapování Neméně důležitá je též správná volba mapování, která úzce souvisí
s předešlým problémem určení velikosti. Rozměry výsledného panoramatu lze totiž přesně
určit až na základě stanovení vhodného mapování. V našem případě je správný výběr
mapování značně usnadněn skutečností, že provádíme spojování pouze dvou fotografií, tzn.
máme na výběr pouze ze dvou možností.
Praktickým výsledkem aplikace homografní matice H na první obraz, je jeho převedení
do systému souřadnic druhého obrazu.
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Obrázek 4.2: Původní obrazy měly rozměry 800x535. Spojený obraz se nevejde do rastru
3500x1200
Pro transformaci obrazu pak platí následující vztahy:
Obraz1 = Obraz1
⊗
H
Obrcelkovy = Obraz1 ∪Obraz2
• kde Obraz1 je označení transformovaného obrazu
• kde operátor ⊗ má význam operace aplikace transformace obrazu zadanou maticí
• kde operátor ∪ má význam operace spojování obrazů
• Obr2 je zobrazen jako identické zobrazení k němu se pak mapuje obraz Obraz1
Důležitým krokem tedy je správný výběr mapování, tzn. zvolit, která fotografie bude
transformována (Obr1) a která naopak bude základem pro připojení druhého obrazu a zůstane
tudíž nezměněna.
Během vývoje programu jsem vyzkoušel obě varianty mapování a po pečlivém zvážení
všech výhod a nevýhod jsem si vybral mapování, založené na principu skládání fotografií
zleva doprava. To znamená, že levá fotografie je zvolena jako referenční základ a pravá
fotografie je jí vždy přizpůsobena pomocí transformace. Tento způsob mapování má tu vý-
hodu, že vždy provádíme vykreslování od pozice (0, 0) směrem vpravo k vyšším kladným
hodnotám. Další výhodou tohoto postupu je skutečnost, že tímto způsobem dosáhneme
zarovnání snímku směrem od rovného levého okraje. Levý snímek je proto vždy nutné za-
dávat jako první. V opačném případě by byl pravý snímek mapován směrem do záporných
hodnot a ocitnul by se tak tak mimo obrazový buffer a tím i mimo viditelnou oblast výsled-
ného obrazu. Takový nesprávný způsob mapování směrem do záporných hodnot lze naštestí
velmi jednoduše kompenzovat translací celého výsledného obrazu směrem do kladných hod-
not. Translaci provedeme jednoduchým násobením obou částí výsledného obrazu translační
transformační maticí.
Pořadí vykreslování Pro dobrý výsledný vzhled panoramatu je taktéž důležité pořadí,
v němž jsou fotografie vykreslovány. Jak je demonstrováno pomocí obrázků v následující
kapitole 5, dochází při transformacích k drobnému rozmazání transformovaného obrazu.
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Z tohoto důvodu provádím nejdříve vykreslení kompletní transformované části obrazu a te-
prve poté vykreslím referenční levý snímek. Případné společné, překrývající se oblasti jsou
tak nahrazeny lepší reprezentací, která není zkreslena a rozmazána transformací.
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Kapitola 5
Zhodnocení výsledků
Všechny testovací snímky byly pořízeny digitální zrcadlovkou LUMIX DMC-FZ18 s obje-
ktivem LEICA 28–504mm, s využitím automatického i manuálního režimu expozice, bez
použití stativu.
Jelikož tvorba panoramatických fotek nebyla hlavním tématem a náplní této práce,
slouží panoramatické fotky pouze pro ilustraci správné funkčnosti vytvořené aplikace. Vzhle-
dem k náročnosti celého procesu tvorby panoramatických fotek z více snímků, jsem správ-
nost hledání korespondujících bodů demonstroval na spojování dvou fotografií. Proces spo-
jování více než dvou fotografií je z hlediska hledání korespondencí a výpočtu homografie
naprosto stejný. Vyšší obtížnost tohoto procesu spočívá mimo jiné ve výběru správného
referenčního snímku, určení pořadí v jakém budou snímky spojovány, jasové a geometrické
korekce a interpolace atd. Touto problematikou jsem se však hlouběji nezabýval, protože je
mimo rámec této práce.
Výsledek spojování fotografií je mapován do roviny levého snímku, který je zvolen jako
referenční. Jednotlivé snímky jsou spojovány na jednoduchém principu, kdy je nejprve pro-
vedena transformace pravého snímku, tento je kompletně celý vykreslen do výstupního
obrazu a následně je vykreslen levý referenční snímek. Případné části obrazu, které jsou
zachyceny v obou snímcích jsou tímto překryty obsahem levého snímku, který věrněji a lépe
zachycuje fotografovanou scénu. Místo přechodu je tedy dáno pravým okrajem levého refe-
renčního snímku.
Provedl jsem několik sérií testování aplikace, kdy jsem pro každou sérii použil vždy
stejný vstupní obraz, který se však lišil hodnotou rozlišení. Základní rozlišení použitých
vstupních obrazů bylo 800× 535 pixelů.
Opakovaným měřením jsem pro rozlišení obrazů 800 × 535 dosáhl následujících
průměrných výsledků:
• nalezení 1610 příznaků v prvním obraze, což trvalo cca. 9, 5 s
• nalezení 1336 příznaků ve druhém obraze a průměrná spotřeba času byla téměř stejná
cca. 8, 7 s
• Mezi prvním a druhým obrazem bylo nalezeno 298 korespondencí. Sestavení kd-stromu
trvalo cca. 0.5 s. Samotné hledání korespondencí trvalo 16.5 s
• Čas strávený hledáním homografie byl ve všech případech neměřitelný, tedy méně
než 1 s
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• Celkový čas potřebný pro spojení dvou obrazů, každý s rozlišením 800 × 535, se
pohyboval okolo hodnoty 35 s.
Procentuální rozdělení spotřebovaného výpočetního času mezi jednotlivé aplikační části:
1. Hledání korespondencí v prvním obraze 27.5 %
2. Hledání korespondencí ve druhém obraze 24.5 %
3. Sestavení kd-stromu 1 %
4. Nalezení korespondencí 47 %
5. Nalezení homografie méně než 1 %
Při vyšším rozlišení obrazů se procentuální rozložení spotřebovaného výpočetního času
nepatrně změnilo, zejména vlivem většího počtu nalezených příznaků a korespondencí, které
bylo nutno nalézt a ověřit. Použitý princip hledání korespondencí pomocí kd-stromu se zde
jeví jako značně výhodný.
1. Hledání korespondencí v prvním obraze 20 %, přičemž bylo nalezeno 43000 příznaků.
Potřebný čas cca. 2 : 40min.
2. Hledání korespondencí ve druhém obraze 20 %, při nalezení 45000 příznaků. Strávený
čas cca. 2 : 40min.
3. Sestavení kd-stromu 3 % , proběhlo během časového úseku 30 s.
4. Nalezení korespondencí 57 %, kdy bylo nalezeno 2160 korespondencí za časový úsek 8min.
5. Nalezení homografie méně než 1 %
V důsledku použité transformace dochází k mírnému rozostření transformovaného
obrazu Obraz1, které je v některých typech obrazů snadno postřehnutelné a způsobuje tak
snadnou rozlišitelnost místa, v němž ke spojení obou obrazů došlo A.1 a A.2. Toto rozostření
je možno kompenzovat vhodně zvoleným ostřícím filtrem, aplikovaným na transformovaný
obraz, případně vhodnou kombinací vyhlazovacích a ostřících filtrů.
V případě, že jsou spojovány fotografie, z nichž každá byla pořízena za jiných světelných
podmínek, případně s různým nastavením expozice, objevují se v místě spojení ostré a
poměrně snadno viditelné jasové přechody viz. obr 5.2. Toto spojení fotografií je velmi
dobré z hlediska geometrie, rušivý element v místě spojení vzniká pouze z důvodu rozdílných
jasů. Pokud provedeme zvětšení místa spojení viz. příloha obr. A.1, vidíme, že jednotlivé
obrazy na sebe geometricky velmi dobře navazují (pokud pomineme drobnou nepřesnost
v blízkosti horní a dolní hranice snímku).
Protipříkladem k tomuto spojení může být např. obraz 5.4 ukazující spojení obrazů
s velmi blízkými jasovými úrovněmi. Toto spojení je téměř dokonalé a běžným pohledem
je místo spojení téměř nezpozorovatelné. Detail místa spojení viz. obr. A.2.
Při bližším zkoumání výstupů implementované aplikace si můžeme všimnout drobných
nedokonalostí v některých částech obrazu. Problém téměř všech fotografií je nerovnoměrné
geometrické zkreslení způsobené z části nedokonalostí použitého objektivu a z větší části
nedodržením požadavků popsaných v podkapitole 2.9.1. Nejlépe to můžeme vidět na násle-
dující fotografii 5.5. Všimněme si drobné nespojitosti kolejí v dolní části, která se nachází
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Obrázek 5.1: Původní obrazy s velkým rozdílem jasových úrovní
Obrázek 5.2: Výsledný obraz vzniklý spojením fotografií 5.1
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Obrázek 5.3: Původní obrazy s blízkými jasovými úrovněmi
Obrázek 5.4: Výsledný obraz vzniklý spojením fotografií 5.3
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nejblíže objektivu. Přitom jak se pohybujeme směrem dále od objektivu, nepřesnosti v ná-
vaznosti rovných čar se postupně zmenšují. Až nakonec při pohledu na trolejové vedení si
můžeme všimnout jejich téměř perfektní návaznosti v místě spojení. Zde je již geometrické
zkreslení tak malé, že jej nelze běžným pohledem spatřit. Geometrickým zkreslením je však
postižena i část nacházející se v blízkosti horního okraje obrazu. To indikuje přítomnost
soudkovitého, resp. poduškovitého kreslení obrazu vlivem kontrukce objektivu. Detailní
ukázka spojení viz. obrázek v příloze A.3
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Obrázek 5.5: Ukázka nerovnoměrného geometrického zkreslení. Největší je v dolní části
obrazu, která je nejblíže objektivu. Směrem dále od objektivu se zmenšuje. Objevuje se
zase v horní části obrazu
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Kapitola 6
Závěr
Cílem této diplomové práce bylo podrobně prostudovat metody hledání význačných bodů
v obraze, vybrat vhodný detektor a tento aplikovat na dvojici obrazů. Na základě takto
získaných bodů pak nalézt obrazové korespondence a pomocí nich vypočítat transformační
matici homografie. Pomocí této matice pak provést vzájemné geometrické přizpůsobení
obrazů a spojit je do jediného výstupního obrazu.
Během plnění těchto úkolů bylo třeba překonat množství překážek. Ať už to bylo hledání
a samostatné studium, většinou anglicky psaných knih a různých odborných materiálů
na internetu, nebo problémy při hledání a implementaci vhodných algoritmů, knihoven
grafických funkcí a ostatních nástrojů. Přesto mohu konstatovat, že se mi cílů stanovených
v zadání této diplomové práce podařilo dosáhnout a splnit tak požadavky v ní stanovené.
V úvodní druhé kapitole jsem se pokusil shrnout některé vyžadované teoretické znalosti,
související s obsahem této diplomové práce. Jedná se o výsledky mého studia v oblasti metod
detekce význačných bodů. Definoval jsem pojem význačný bod a provedl stručné shrnutí
různých způsobů jeho detekce, od základních hranových detektorů až po metody využí-
vající deskriptory. Dále jsem se zmínil o několika způsobech, jakými lze provádět hledání
korespondujících bodů. Na tuto část jsem pak navázal podkapitolou věnovanou představení
algoritmu RANSAC, který v dnešní době patří k velmi oblíbeným algoritmům pro hledání
homografie dvou obrazů. Popsal jsem co to jsou geometrické transformace a k čemu je vy-
užíváme, s návazností na matici homografie a ukázal též způsob, jakým ji lze vypočítat.
Stručně jsem objasnil pojem scale-space a význam nezávislé reprezentace bodů na měřítku.
Uvedl jsem také dva způsoby jak tuto měřítkově nezávislou reprezentaci obrazu získat.
V závěru druhé kapitoly jsem se navíc krátce zmínil o zásadách, které platí pro snímání
obrazů určených pro tvorbu panoramatických fotografií.
V kapitole třetí jsem nejprve podrobně popsal detekční algoritmus význačných bodů
SIFT, stanovil požadavky na jednotlivé části aplikace a provedl její návrh a schématicky
jej znázornil.
Kapitola čtvrtá obsahuje již přímý popis implementace jednotlivých funkčních bloků,
ze kterých se aplikace, navržená v kapitole 3 skládá.
Obsahem kapitoly páté je pak shrnutí a zhodnocení dosažených výsledků formou tex-
tového popisu, doplněného několika ukázkami výstupů aplikace.
Závěrem této práce bych chtěl říci, že přestože se mi podařilo dosáhnout dle mého ná-
zoru velmi dobrých výsledků při spojování obrazů na základě jejich korespondencí, není
navržená aplikace dokonalá. Značné rezervy vidím zejména v jednoduchosti a nedokona-
losti poslední části, jenž provádí spojování namapovaných obrazů do výsledného výstupního
celku. Jak jsem již uvedl, současným úkolem tohoto bloku je pouhá demonstrace správnosti
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předchozích postupů. Námětem k další práci proto může být zdokonalení tohoto posled-
ního funkčního bloku. Vylepšení by mělo spočívat zejména v rozšíření počtu fotografií,
které lze pomocí aplikace spojovat. Dále by měla aplikace umožňovat jasové přizpůsobení,
vykreslování obrazových přechodů s využitím blendingu, případně možnost mapování pa-
noramatických fotografií na válec nebo korekce zkreslení obrazu použitým objektivem.
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Příloha A
Obrazová příloha
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Obrázek A.1: Detailní výřez místa spojení obrazu 5.2
Obrázek A.2: Detailní výřez místa spojení obrazu 5.4
Obrázek A.3: Detailní výřez místa spojení obrazu 5.5
Příloha B
Základní popis použití programu
Jedná se o konzolovou aplikaci, pracující pod operačním systémem Windows XP. Program
byl napsán v jazyce C++ a vývíjen pomocí vývojového prostředí MS Visual Studio 2005.
Pro sestavení této aplikace je nutné mít toto vývojové prostředí nainstalováno, včetně
správného nastavení cest k hlavičkovým souborům a knihovnám. Funkce pro vytvoření
standardního Makefile souboru totiž není od verze .NET podporována.
Tento program využívá funkce z knihovny OpenCV 1.1, proto je nutné mít tuto knihovnu
správně nainstalovanou, včetně správného nastavení cest ve Visual Studiu.
Program provádí spojování dvou vstupních fotografií na základě výpočtu matice homo-
grafie. Vstupní obrázky se zadávají jako parametry oddělené mezerou.
Příklad spuštění:
Diplomka.exe vstup_obrazek1.jpg vstup_obrazek2.jpg vystup_spojeny_obraz.jpg
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