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Introduction
0.1 De´crire a` diffe´rentes e´chelles
Lorsqu’on observe un syste`me physique macroscopique, il est impossible en pratique de
connaˆıtre expe´rimentalement l’e´tat de chacun de ses constituants microscopiques, et l’on est
en ge´ne´ral restreint a` la mesure de grandeurs (comme la tempe´rature ou la pression) qui
de´crivent seulement les proprie´te´s moyennes du syste`me. La premie`re thermodynamique, de
Carnot, Thomson, Clausius a pour objet les “lois” qui de´crivent les e´tats macroscopiques
de la matie`re. Sa construction, empirique, repose sur l’observation expe´rimentale syste´ma-
tique de phe´nome`nes de changement d’e´tat, de re´actions chimiques, de transformation d’une
forme d’e´nergie en une autre. La physique statistique a donne´ un cadre pour de´duire les
“principes” de cette premie`re thermodynamique d’un ensemble de concepts plus fondamen-
taux. Sa construction par Boltzmann, Maxwell, Gibbs, Einstein, Ehrenfest repose sur le fait
– historiquement, l’hypothe`se – que la matie`re est forme´e a` l’e´chelle microscopique de consti-
tuants e´le´mentaires inse´cables. La remarque clef a` la base de la physique statistique est qu’a`
un e´tat macroscopique donne´ correspond une multitude d’e´tats microscopiques diffe´rents,
dont l’analyse au niveau the´orique permet de retrouver la description moyenne de la thermo-
dynamique classique.
Fonde´e sur une approche microscopique, la me´canique statistique permet naturellement
d’acce´der aux fluctuations des grandeurs mesure´es, et de pre´dire de nouvelles lois qui les re´gis-
sent. Tre`s peu de temps apre`s la formulation de cette the´orie, Einstein [47] e´tablit justement
un lien entre fluctuation et dissipation, pour de petites particules en suspension dans une so-
lution. Il donne au passage une premie`re description microscopique du mouvement brownien.
Meˆme si les fluctuations que l’on peut observer dans ce genre de syste`me macroscopique sont
tre`s faibles, elles sont ne´anmoins mesurables et Perrin, de`s 1908, est capable de ve´rifier avec
succe`s les pre´dictions d’Einstein, donnant du meˆme pas de tre`s forts arguments en faveur de
l’hypothe`se atomique1.
1Il est assez remarquable que les premie`res preuves de l’existence des atomes soient de nature statistique !
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0.2 Des fluctuations des configurations a` celles des histoires
De manie`re ge´ne´rale, une grande partie de l’information que l’on peut espe´rer obtenir sur
un syste`me se de´duit de la distribution stationnaire P (C) de ses configurations {C}. Dans un
syste`me a` l’e´quilibre thermodynamique, il existe meˆme une manie`re tre`s directe d’y acce´der
puisque P (C) ne de´pend que l’e´nergie H(C) de la configuration. Pour un syste`me en contact
avec un thermostat de tempe´rature 1/β, on a par exemple
P (C) ∝ e−βH(C) (1)
Cependant, la connaissance de P (C) ne dit rien sur les fluctuations des histoires suivies par le
syste`me2. Ainsi, la construction de Boltzmann et Gibbs, bien que tre`s ge´ne´rale, est utilisable
seulement
(i) pour de´crire un syste`me a` l’e´quilibre (sans courant), et
(ii) pour y e´tudier des observables statiques (comme l’e´nergie, le nombre de particules).
Restent inaccessibles par exemple la description des syste`mes traverse´s par un courant d’e´n-
ergie ou de particules, ou l’e´tude des fluctuations de courant dans un syste`me a` l’e´quilibre.
L’analyse de telles situations est pourtant importante et on aimerait disposer d’une the´orie
plus ge´ne´rale.
Dans le cadre des syste`mes dynamiques, Ruelle a ainsi propose´ un “formalisme thermo-
dynamique”, e´labore´ en analogie avec la physique statistique de Boltzmann. Sa construction
consiste a` remplacer l’e´tude des fluctuations des configurations d’un syste`me par celle des fluc-
tuations de ses histoires. Ce formalisme est tre`s bien de´fini d’un point de vue mathe´matique,
mais pour ainsi dire impossible a` mettre en pratique dans des syste`mes physiques.
La ligne directrice de cette the`se est la traduction d’une telle construction dans un cadre un
peu diffe´rent, celui des syste`mes stochastiques : l’ide´e centrale est de calquer la construction
de Boltzmann-Gibbs, en partant du fait qu’a` une histoire macroscopique correspondent de
nombreuses histoires microscopiques.
0.3 Plan
La premie`re partie de cette the`se est consacre´e a` la thermodynamique des histoires pro-
prement dite, dont la construction est expose´e au chapitre 1 – nous verrons qu’il s’agit es-
sentiellement de de´terminer certaines fonctions de grandes de´viations. Le cas des syste`mes de
“dimension infinie”(de´crits sur un graphe complet, et pour lesquels le champ moyen est exact)
ou` toutes les quantite´s sont accessibles analytiquement, est e´tudie´ dans le chapitre 2 : nous
montrons qu’il est possible de de´finir une notion assez originale d’e´nergie libre dynamique a`
la Landau-Ginzburg, qui donne acce`s a` toutes les grandeurs du formalisme. La construction
est illustre´e sur des exemples pre´sentant une transition de phase ou un e´tat absorbant, dont
2On songe a` certains syste`mes unidimensionnels – le SEP et le TASEP – dont l’e´tat stationnaire est le
meˆme en conditions aux limites pe´riodiques (cf. paragraphe 1.5.4), mais dont la dynamique tre`s diffe´rente.
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l’influence sur la dynamique du syste`me est mise en e´vidence. Dans le cas plus complexe des
syste`mes de dimension finie, on doit souvent se restreindre a` des re´sultats nume´riques – un
algorithme est de´taille´ dans le chapitre 3, fonde´ sur une approche directe en temps continu.
De manie`re plus ge´ne´rale, il donne acce`s a` n’importe quelle fonction de grandes de´viations
associe´e a` une observable locale en temps, pour les syste`mes markoviens en temps continu.
Les re´sultats de la thermodynamique des histoires sur des mode`les de syste`mes vitreux, pour
lesquels l’utilisation d’outils dynamiques est opportune, sont expose´s dans le chapitre 4. Nous
montrons que, dans la limite thermodynamique, l’e´tat stationnaire des syste`mes cine´tique-
ment contraints se situe exactement au point critique d’une transition dynamique du premier
ordre, justifiant l’image de se´paration de phase employe´e pour de´crire ces syste`mes.
Dans la seconde partie, nous nous concentrons sur un cas particulier de la thermody-
namique des histoires, l’e´tude des fluctuations de courant dans des syste`mes a` l’e´quilibre ou
hors d’e´quilibre. Nous donnons au chapitre 5 les motivations de cette e´tude en rappelant
brie`vement diverses formes du the´ore`me de fluctuation, et en exposant une me´thode de´ja`
existante (le “principe d’additivite´”) qui permet dans certaines situations de de´terminer les
fonctions de grandes de´viations associe´es au courant. En premier lieu (chapitre 6), nous ex-
aminons en de´tail les fluctuations du courant d’e´nergie dans un mode`le de spins en interaction
sur un graphe complet. Le syste`me est porte´ tre`s loin de l’e´quilibre au contact de deux bains
thermiques diffe´rents et nous montrons comment e´tudier les fluctuations du courant, bien
que le principe d’additivite´ ne puisse pas s’appliquer. Nous e´tudions au chapitre 7 un mode`le
unidimensionnel de particules en interaction (le processus d’exclusion syme´trique), ou` nous
de´terminons analytiquement la fonction de grandes de´viations du courant dans de nombreux
re´gimes. De manie`re inattendue, il ressort que cette fonction est directement lie´e a` la fonction
de grandes de´viations d’une autre observable (le nombre d’e´ve´nements) par l’interme´diaire
d’une fonction universelle commune, que nous de´terminons. Au cours de cette e´tude, nous
montrons en particulier comment utiliser de manie`re assez nouvelle le principe d’additivite´
– dans le cadre, e´quivalent, de l’hydrodynamique fluctuante – pour de´terminer tous les cu-
mulants du courant. Enfin, dans le chapitre 8, nous donnons quelques exemples d’utilisation
des me´thodes de renormalisation pour e´tudier les fluctuations de courant dans les syste`mes
superdiffusifs. Il apparaˆıt qu’a` grande e´chelle la fonction de grandes de´viations acquiert un
comportement d’e´chelle en loi de puissance, qui refle`te les proprie´te´s de diffusion anormale.
Ces re´sultats permettent de caracte´riser diffe´rentes classes d’universalite´ dynamiques.
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Thermodynamique des histoires
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Chapitre 1
Pre´sentation de la
thermodynamique des histoires
Nous pre´sentons une me´thode, dans l’esprit du formalisme thermodynamique de Ru-
elle [112], pour effectuer une analyse statistique des histoires suivies par un syste`me stochas-
tique. Ce travail a e´te´ effectue´ en collaboration avec Ce´cile Appert-Rolland et Fre´de´ric van
Wijland, et correspond aux publications P2 et P3.
1.1 Motivations : construction de Boltzmann-Gibbs
En physique statistique d’e´quilibre, l’une des quantite´s non triviales les plus simples a`
de´finir est le nombre de configurations Ω(E,N) dans lesquelles un syste`me de taille N et
d’e´nergie fixe´e E peut se trouver
Ω(E,N) =
∑
C
δ
(
E −H(C)) ∼ eNs(e) avec e = E
N
(1.1)
Pour les grands syste`mes (N →∞), ce nombre se comporte exponentiellement en N et l’on
appelle s(e) l’entropie (intensive) correspondante, fonction de la densite´ d’e´nergie e = E/N .
En the´orie, on peut de´crire toutes les proprie´te´s macroscopiques relie´es a` E a` partir du calcul
de s(e) – c’est le point de vue microcanonique. En pratique, il se re´ve`le plus facile de se
placer dans l’ensemble “canonique”, ou`, au lieu de fixer exactement l’e´nergie E, on introduit
un parame`tre intensif β conjugue´, qui fixe la valeur moyenne e = E/N de E. La quantite´
associe´e a` Ω(E,N) est la fonction partition du syste`me Z(β,N) =
∑
E Ω(E,N)e
−β E , qui
s’e´crit directement
Z(β,N) =
∑
E
Ω(E,N)e−βE ∼ eNw(β) pour N →∞ (1.2)
Elle se comporte aussi exponentiellement en N ce qui permet de de´finir la quantite´ intensive
w(β) , inde´pendante de la taille du syste`me, et directement relie´e a` l’e´nergie libre f(β) par
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w(β) = −β−1f(β). C’est la quantite´ centrale de la physique statistique d’e´quilibre (les tran-
sitions de phase apparaissent notamment comme des singularite´s de f(β)). L’entropie s(e) se
retrouve comme
s(e) = max
β
(
βe− βf(β)) = max
β
(
βe+ w(β)
)
(1.3)
La thermodynamique des histoires consiste a` traduire cette construction pour rendre
compte des fluctuations des histoires d’un syste`me, au lieu de celles de ses configurations.
Il s’agit de classifier toutes les histoires que peut suivre un syste`me sur une longue dure´e t en
utilisant une grandeur A[hist]
(i) qui de´pend de l’histoire comple`te : A = A[hist], au lieu de de´pendre seulement de la
configuration comme H(C),
(ii) qui est extensive en la dure´e t, tout comme l’e´nergie H(C) est extensive en la taille du
syste`me.
Le nombre d’histoires suivies par le syste`me avec une valeur donne´e de A sur une dure´e t est
(en posant a = A/t) :
Ω(A, t) =
∑
histoires
de 0 a` t
δ
(
A−A[hist]) ∼ et π(a) pour t→∞ (1.4)
Dans les cas qui vont nous inte´resser, il se trouve a` nouveau plus facile de prendre un point
de vue canonique, en introduisant un parame`tre s intensif en temps, conjugue´ a` A, qui
fixe la valeur moyenne a = A/t de A. La fonction de partition dynamique correspondante
Z(s, t) =
∑
AΩ(A, t)e
−sA s’e´crit
Z(s, t) =
∑
A
Ω(A, t)e−sA ∼ et ψA(s) pour t→∞ (1.5)
Le lien entre l’entropie π(a) et l’e´quivalent dynamique de l’e´nergie libre s’e´crit a` nouveau sous
la forme d’une transforme´e de Legendre
π(a) = max
s
(
ψA(s) + sa
)
(1.6)
Remarquons par avance que dans les dynamiques stochastiques en temps continu, il sera
ne´cessaire de modifier le´ge`rement les de´finitions (1.4) et (1.5) pour tenir compte du nombre
infini de trajectoires possibles (paragraphe 1.3.2).
En statistique d’e´quilibre, plusieurs observables – l’e´nergie, le nombre de particule, le vol-
ume – peuvent jouer le roˆle de la quantite´ extensive E utilise´e pour classifier les configurations
du syste`me. En dynamique, le choix de la quantite´ A est tout aussi vaste : A peut repre´senter
le courant total qui a traverse´ le syste`me entre 0 et t, ou le nombre d’e´ve´nements e´le´men-
taires dans l’histoire suivie, ou toute autre quantite´ extensive en temps. D’un point de vue
historique, c’est la “complexite´ dynamique” de l’histoire qui a joue´ ce roˆle en premier. Avant
d’effectuer la construction de´taille´e de la thermodynamique des histoires pour les syste`mes
markoviens, nous allons brie`vement rappeler certaines approches ante´rieures qui permettent
de pre´ciser la notion de complexite´ dynamique (partie 1.2). Nous reviendrons ensuite sur la
thermodynamique des histoires construite a` partir d’une quantite´ A quelconque (partie 1.4).
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δΓ0
∼ δΓ0 eλt
instant 0 instant t
Fig. 1.1 – Se´paration exponentielle de deux trajectoires initialement tre`s proches
1.2 Perspective historique
1.2.1 Formalisme thermodynamique de Ruelle
L’ide´e initiale d’effectuer une statistique sur les histoires d’un syste`me remonte a` la con-
struction par Ruelle du formalisme thermodynamique, dans le cadre des syste`mes dynamiques
de´terministes [112]. Un syste`me dynamique, de´crit par un ensemble de coordonne´es Γ(t) dans
l’espace des phases, e´volue suivant
dΓ
dt
= F (Γ) (1.7)
La tendance du syste`me a` explorer son espace de phase peut s’e´tudier en suivant au cours du
temps l’e´volution de la se´paration δΓ(t) entre deux points infinite´simalement proches a` l’e´tat
initial :
dδΓ
dt
=
∂F
∂Γ
δΓ (1.8)
La norme de δΓ croˆıt ou de´croˆıt exponentiellement en temps, et e´volue suivant une e´qua-
tion similaire a` (1.8). Moyenne´es dans l’e´tat stationnaire, les valeurs propres de l’ope´rateur
d’e´volution correspondant permettent d’obtenir le spectre de Lyapounov {λi} du syste`me. Il
y a autant d’exposants de Lyapounov que de dimensions dans le syste`me. A` chaque exposant
de Lyapounov positif correspond une direction particulie`re instable dans l’espace de phase et
un syste`me qui posse`de au moins un λi > 0 est dit chaotique. Un autre outil est l’entropie de
Kolmogorov-Sinai (KS) [89, 120], qui caracte´rise la chaoticite´ globale, plutoˆt qu’individuelle,
de la dynamique. Pour la de´finir, on partitionne l’espace de phase en cellules discre`tes, ce qui
rend la dynamique probabiliste et permet de construire une mesure sur l’ensemble de toutes
les trajectoires physiquement accessibles sur un intervalle de temps [0, t] donne´. L’entropie de
Kolmogorov-Sinai hKS est l’entropie de Shannon d’une telle mesure
hKS = − lim
t→∞
1
t
∑
histoires
de 0 a` t
Prob{histoire} ln Prob{histoire} (1.9)
Cette de´finition inclut une moyenne sur l’ensemble des conditions initiales ainsi qu’une ex-
tre´malisation (supremum) par rapport a` l’ensemble des partitions possibles de l’espace des
phases. Par de´finition, hKS donne une mesure de la complexite´ moyenne dans l’e´tat station-
naire des trajectoires suivies par le syste`me. Il est e´galement possible de relier cette entropie
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au spectre de Lyapounov de la dynamique : le the´ore`me de Pesin affirme en effet que dans
un syste`me ferme´1
hKS =
∑
λi>0
λi (1.11)
Remarquons que cette entropie est de nature dynamique et n’est pas directement lie´e a`
l’entropie de Boltzmann-Gibbs du syste`me. La fonction de partition dynamique, introduite
par Ruelle [112], est de´finie comme2
Z+(s, t) =
∑
histoires
de 0 a` t
(
Prob{histoire})1−s ∼ et ψ+(s) (1.12)
A` nouveau, cette de´finition comporte une moyenne sur les conditions initiales et un supremum
sur l’ensemble des partitions possibles de l’espace des phases. L’e´quivalent de l’e´nergie libre,
appele´ pression topologique, est de´fini par
ψ+(s) = lim
t→∞
1
t
lnZ+(s, t) (1.13)
Cette fonction permet de retrouver l’entropie KS par hKS = ψ
′
+(0) ou l’entropie topologique
htop = ψ+(1), qui donne une mesure du taux de croissance du nombre de trajectoires possibles
au cours du temps3. C’est la quantite´ centrale du formalisme de Ruelle.
Notons de´ja` que l’on peut voir hKS comme la valeur moyenne dans l’e´tat stationnaire
d’une quantite´ fluctuante (la complexite´ dynamique d’une histoire)
Q+[histoire] = lnProb{histoire} (1.14)
qui augmente line´airement en temps. On remarque que la fonction de partition dynamique
Z+(s, t) de Ruelle est tre`s proche de la quantite´ (1.5) pour l’observable A = Q+. Mais avant
cela, il faut donner une de´finition pre´cise de Prob{histoire}, ce que nous allons faire dans le
cadre des syste`mes de´crits par une dynamique markovienne.
1.2.2 Approche de Gaspard : temps discret
D’apre`s les de´finitions pre´ce´dentes, il existe une manie`re naturelle, comme l’explique Gas-
pard dans [64, 62, 65], d’e´tendre les notions d’entropie KS et de fonction de partition dy-
namique au cas des chaˆınes de Markov en temps discret. Conside´rons un processus de Markov
1Dans un syste`me ouvert, la probabilite´ n’est pas conserve´e, et on note γ le taux de perte de probabilite´
correspondant :
P
histoires
de 0 a` t
Prob{histoire} ∼ e−γt. L’entropie de Kolmogorov-Sinai est de´finie par
hKS = − lim
t→∞
1
t
P
histoires
de 0 a` t
Prob{histoire} ln Prob{histoire}
P
histoires
de 0 a` t
Prob{histoire}
(1.10)
et le the´ore`me de Pesin s’e´nonce hKS = −γ +
P
λi>0
λi.
2Dans les notations historiques, 1− s est note´ β. L’avantage de notre changement de notation apparaˆıtra
pour les dynamiques markoviennes, lorsqu’on exprimera Z+(s, t) comme la fonction ge´ne´ratrice des moments
d’une observable.
3Dans un syste`me ouvert, on a γ = −ψ+(0) et hKS = ψ
′
+(0)− γ.
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qui de´crit l’e´volution d’un syste`me entre ses diffe´rentes configurations {C} avec des probabil-
ite´s de transition w(C → C′). La probabilite´ P (C, t) d’eˆtre dans la configuration C a` l’instant
t obe´it a` l’e´quation d’e´volution discre`te
P (C, t+ τ)− P (C, t) =
∑
C′ 6=C
[
w(C′ → C)P (C′, t)− w(C → C′)P (C, t)] (1.15)
ou` τ repre´sente le pas de temps (le temps e´coule´ s’e´crit sous la forme t = nτ). La probabilite´
d’une histoire C0 → . . .→ Cn se de´roulant entre 0 et t = nτ , du type(C0, 0; C1, τ ; . . . ; Cn, nτ) (1.16)
s’e´crit
Prob(C0 → . . .→ Cn) = P (C0, 0)w(C0 → C1) . . . w(Cn−1 → Cn) (1.17)
Dans cette expression, deux configurations successives Ck, Ck+1 peuvent tout a` fait eˆtre e´gales.
Par de´finition de l’entropie KS on a directement
hKS = − lim
n→∞
1
nτ
∑
C0,..Cn
Prob(C0 → . . .→ Cn) ln Prob(C0 → . . .→ Cn) (1.18)
On voit alors facilement [65] que cette expression se simplifie pour donner
hKS = −1
τ
∑
C,C′
Pst(C) w(C → C′) lnw(C → C′)
= −1
τ
〈
∑
C′
w(C → C′) lnw(C → C′)〉st (1.19)
ou` Pst(C) est l’e´tat stationnaire markovien. De nombreux calculs explicites de cette quantite´
ont e´te´ effectue´s dans Dorfman [45] ou Gaspard [64].
1.2.3 Proble`me du passage du discret au continu
On aimerait prendre la limite du temps continu τ → 0 dans (1.19). Les probabilite´s de
transition w(C → C′) entre configurations s’expriment en fonction du pas de temps τ et des
taux de transition W (C → C′) selon :
w(C → C′) =

τ W (C → C′) si C 6= C′
1− τ
∑
C′′ 6=C
W (C → C′′) si C = C′ (1.20)
de sorte que l’e´quation maˆıtresse discre`te (1.15) redonne son analogue en temps continu a` la
limite τ → 0 :
∂tP (C, t) =
∑
C′ 6=C
[
W (C′ → C)P (C′, t)−W (C → C′)P (C, t)] (1.21)
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En suivant Gaspard, [63, 65], l’entropie KS de´finie dans (1.19) s’e´crit en terme des taux de
transition W (C → C′) :
hKS = −
∑
C,C′
Pst(C) W (C → C′) ln
(
τW (C → C′)) (1.22)
Il apparaˆıt clairement que la limite continue τ → 0 dans (1.22) n’existe pas, a` cause du terme
divergent en ln τ . Comme les taux de transition W (C → C′) sont dimensionne´s et qu’il n’y a
pas a priori d’e´chelle de temps disponible, on ne peut pas e´liminer la divergence en gardant
seulement le terme fini dans (1.22), car l’argument du logarithme doit rester sans dimension.
L’exemple tre`s simple de la marche ale´atoire unidimensionnelle est de´ja` affecte´ par ce
proble`me. En notant p (respectivement q, r) les probabilite´s de saut vers la gauche (resp. vers
la droite, de ne pas sauter) l’entropie KS correspondante s’e´crit
hKS = −1
τ
[p ln p+ q ln q + r ln r] (1.23)
A` la limite du temps continu, les probabilite´s p et q sont proportionnelles a` τ et tendent vers
0, ce qui donne comme attendu un hKS mal de´fini.
Il en est a fortiori de meˆme pour la fonction de partition dynamique. De manie`re plus
ge´ne´rale, on voit qu’il est pre´fe´rable pour e´viter ces proble`mes de repartir des de´finitions
meˆme et de construire une approche intrinse`quement en temps continu.
1.3 Construction pour les dynamiques markoviennes en temps
continu
1.3.1 Nature des histoires
Conside´rons un syste`me de´crit par une dynamique de Markov, de taux de transition
W (C → C′) entre configurations diffe´rentes. La probabilite´ P (C, t) d’eˆtre dans l’e´tat C a`
l’instant t e´volue suivant l’e´quation maˆıtresse (1.21), qui s’e´crit aussi
∂tP =WP (1.24)
ou` l’ope´rateur d’e´volution W a pour e´le´ments(
W
)
C,C′ =W (C′ → C)− r(C)δC,C′ (1.25)
et
r(C) =
∑
C′ 6=C
W (C → C′) (1.26)
est le taux de saut de la configuration C vers une autre configuration (que nous appellerons
taux d’e´chappement de C). Les histoires suivies par le syste`me peuvent eˆtre vues comme le
re´sultat de deux processus ale´atoires distincts (voir figures 1.2 et 1.3) :
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C(t)
tt0 = 0 t1 t2 t3
∆t0 = t1 − t0 ∆t1 = t2 − t1 ∆t2 = t3 − t2
C0
C1
C2
C(t) = C3
Fig. 1.2 – Une trajectoire typique pour une dynamique markovienne en temps continu : les
intervalles de temps tk+1 − tk entre les changements de configuration sont distribue´s suivant
une loi de Poisson de parame`tre r(Ck). A` chaque changement de configuration, le syste`me
saute de Ck vers une autre configuration Ck+1 avec probabilite´ W (Ck→Ck+1)r(Ck) .
(i) Le syste`me passe par une se´quence C0 → . . . → CK de configurations successivement
distinctes. Chaque saut de Ck a` Ck+1 s’effectue avec une probabilite´ W (Ck→Ck+1)r(Ck) .
(ii) Entre chaque changement de configuration, le syste`me reste dans la configuration Ck
pendant un intervalle de temps ∆tk = tk+1−tk qui est distribue´ avec une loi poissonienne
de parame`tre r(Ck) (de´fini a` l’e´quation 1.26)
ρ(Ck,∆t) = r(Ck)e−∆t r(Ck) (1.27)
Une diffe´rence importante avec les se´quences de configurations en temps discret (cf. e´q.1.17)
est que dans cette description les configurations successives sont diffe´rentes par construction.
La probabilite´ d’une telle se´quence, inde´pendamment des temps de sauts, s’e´crit
Prob{histoire} =
K−1∏
k=0
W (Ck → Ck+1)
r(Ck) (1.28)
ou`K est le nombre de changements de configuration (voir figure 1.3). La densite´ de probabilite´
des instants {tk}1≤k≤K de changement de configuration est
K−1∏
k=0
ρ(Ck, tk+1 − tk) (1.29)
Cette repre´sentation des trajectoires d’une dynamique markovienne est de´crite dans Van
Kampen [85]. On peut la retrouver facilement a` partir d’une transformation de l’e´quation
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0
C0
t1
C1
t2
C2
. . . tK
CK
t
C = CK
probabilite´ d’attente :
e−(t−tK)r(CK)
Fig. 1.3 – Une re´alisation donne´e d’une histoire de configurations C0 → . . . → CK . Entre les
instants tk et tk+1, le syste`me reste dans la configuration Ck.
maˆıtresse ou` l’on se´pare a` la main les termes de gain (absence de saut de configuration) et
de perte (saut de configuration) de probabilite´ (cf. annexe A). Explicitement :
P (C, t|C0, t0) =
+∞∑
K=0
∑
C1,...,CK
∫ t
t0
dt1 ρ(C0, t1 − t0) . . .
∫ t
tK−1
dtK ρ(CK−1, tK − tK−1)
e−(t−tK )r(CK )
[
K∏
k=1
W (Ck−1 → Ck)
r(Ck−1)
]
(1.30)
Dans cette expression, le dernier terme exponentiel e−(t−tK )r(CK ) repre´sente la probabilite´ de
ne pas sauter de C = CK entre tK et t (cf. figure 1.3).
1.3.2 Fonction de partition de Ruelle
Avant de choisir un nouveau point de vue qui donne une entropie KS et une pression
topologique bien de´finies, on peut d’abord expliciter la source des difficulte´s de la discre´tisa-
tion en temps. Sans discre´tisation temporelle, les intervalles de temps ∆tk entre les sauts sont
distribue´s continuˆment. Ainsi, en appliquant mot pour mot la construction de Boltzmann-
Gibbs du paragraphe 1.1 a` une dynamique markovienne continue en temps et discre´tise´e par
un pas de temps τ , on voit d’apre`s (1.4) que le nombre Ω(Q+, t) d’histoires du type (1.16)
donnant au temps t = nτ une valeur fixe´e de Q+ tend vers l’infini a` la limite τ → 0 , meˆme
pour t fini. Il en est de meˆme pour la fonction de partition dynamique correspondante (1.5)
et donc pour l’entropie KS (1.22). En termes image´s, la complexite´ dynamique de l’histoire
est infinie a` la limite τ → 0 , car il y a besoin d’une information infinie pour repre´senter les
temps de saut, re´partis continuˆment entre 0 et t [68].
Pour de´passer cette difficulte´, une alternative consiste a` se concentrer sur la probabilite´
des histoires C0 → . . . → CK seulement dans l’espace des configurations. Dans cette optique,
la distribution de probabilite´ des intervalles de temps ∆tk entre les sauts intervient seulement
comme moyenne exte´rieure, et joue un roˆle similaire a` la moyenne sur les conditions initiales
pre´sente dans les de´finitions (1.9) et (1.12) de hKS et Z+(s, t) dans le contexte des syste`mes
dynamiques de´terministes. Ce changement de point de vue est dans l’esprit de l’approche
de´veloppe´e par Van Beijeren, Dorfman et collaborateurs [12, 92] pour le gaz de Lorentz et le
billard de Sinai.
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Explicitement, cela consiste a` interpre´ter la de´finition de la fonction de partition dy-
namique (1.12) comme
Z+(s, t) =
+∞∑
K=0
∑
C1,...,CK
∫ t
t0
dt1 ρ(C0, t1 − t0) . . .
∫ t
tK−1
dtK ρ(CK−1, tK − tK−1)
e−(t−tK )r(CK)
[
K∏
k=1
W (Ck−1 → Ck)
r(Ck−1)
]1−s
(1.31)
pour les dynamiques markoviennes. Seule la partie correspondant a` la probabilite´ de la
se´quence de configuration C0 → . . . → CK est e´leve´e a` la puissance 1 − s (elle contient une
information finie). Sans que cela nuise a` la ge´ne´ralite´, nous avons conside´re´ que la condition
initiale C0 est fixe´e.
1.3.3 Entropie de Kolmogorov-Sinai
Dans le meˆme esprit que pour la fonction de partition dynamique, la de´finition (1.9)
de l’entropie de Kolmogorov-Sinai s’interpre`te pour les dynamiques markoviennes en temps
continu selon
hKS = − lim
t→∞
1
t
+∞∑
K=0
∑
C1,...,CK
∫ t
t0
dt1 ρ(C0, t1 − t0) . . .
∫ t
tK−1
dtK ρ(CK−1, tK − tK−1)
e−(t−tK )r(CK) Prob{histoire} ln [Prob{histoire}] (1.32)
ou` a` nouveau la probabilite´ d’une histoire repre´sente celle de la se´quence de ses configurations,
comme dans (1.28) :
Prob{histoire} =
K−1∏
k=0
W (Ck → Ck+1)
r(Ck) (1.33)
On retrouve le lien habituel entre hKS et Z+(s, t) :
hKS = lim
t→∞
1
t
∂ lnZ+(s, t)
∂s
∣∣∣∣
s=0
(1.34)
Une premie`re justification des de´finitions (1.31) et (1.32) est qu’elles donnent un re´sultat
fini, inde´pendant de toute e´chelle de temps exte´rieure ou d’un choix particulier d’unite´ de
temps. De plus, comme on le de´taillera au paragraphe 1.5.6, l’entropie hKS de´finie a` partir
de (1.31) est intimement lie´e au courant d’entropie [93] des processus de Markov en temps
continu, exactement comme Gaspard l’avait montre´ pour le cas des dynamiques de Markov
en temps discret [65].
Il faut souligner que les de´finitions que nous avons propose´es ici diffe`rent d’une lecture
directe de celles des syste`mes dynamiques. L’entropie de Kolmogorov originale correspond a`
une mesure sur les histoires, a` la fois dans le temps et dans l’espace des configurations, ce qui
la rend infinie [64] en temps continu (comme nous l’avons de´ja` signale´, il faut une information
infinie pour de´crire les intervalles qui se´parent deux changements de configuration, car ils sont
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distribue´s continuˆment). Elle ne permet donc pas de comparer deux processus de Markov en
temps continu par l’e´tude de leurs entropies dynamiques, ce qui serait pourtant souhaitable
dans l’absolu. Pour atteindre ce but, nous avons pre´fe´re´ focaliser la mesure des trajectoires
sur l’information contenue dans les se´quences de configurations visite´es, donnant aux poids
des intervalles temporels la forme d’une moyenne exte´rieure, selon la proce´dure expose´e au
paragraphe 1.3.2. Nous verrons sur de nombreux exemples que notre approche respecte l’esprit
originel et le contenu physique du formalisme thermodynamique de Ruelle.
Il est e´galement possible de faire un lien entre les approches en temps continu et en temps
discret, en remarquant qu’entre chaque changement de configuration, il existe en ve´rite´ une
unite´ de temps naturelle – bien que fluctuante –, donne´e par τC = 1/r(C) si le syste`me est
dans l’e´tat C. Toutefois, substituer τ par le bon τC a` chaque pas de temps dans l’e´criture (1.18)
de hKS en temps discret ne redonne pas la meˆme expression (1.32) qu’en temps continu. En
effet, il reste que l’e´criture (1.18) accorde autant d’importance aux pas de temps qui voient
la configuration changer qu’a` ceux qui ne la voient pas changer, contrairement a` l’expression
(1.32) en temps continu.
1.3.4 Interpre´tation en termes d’une observable
Comme esquisse´ a` la fin du paragraphe 1.2.1, on peut exprimer la fonction de partition
dynamique Z+(s, t) en termes d’une observable Q+ extensive en temps. En de´finissant la
complexite´ dynamique Q+ d’une histoire
Q+ =
K−1∑
k=0
ln
W (Ck → Ck+1)
r(Ck) , (1.35)
telle que, dans l’espace des configurations
Prob{history} = eQ+ (1.36)
on identifie d’apre`s (1.31) la fonction de partition Z+(s, t) a` la fonction ge´ne´ratrice des mo-
ments de Q+ :
Z+(s, t) = 〈e−sQ+〉 (1.37)
La moyenne 〈·〉 est la moyenne usuelle sur les histoires du processus stochastique, c’est-a`-dire
sur des configurations visite´es et sur les intervalles de temps. Pour l’entropie KS, on remarque
d’apre`s (1.37) que
hKS = − lim
t→∞
1
t
〈Q+〉 (1.38)
Enfin la pression topologique (ou pression de Ruelle) ψ+(s), de´finie comme
ψ+(s) = lim
t→∞
1
t
lnZ+(s, t) (1.39)
s’interpre`te comme la fonction ge´ne´ratrice des cumulants de la complexite´ dynamique :
lim
t→∞
〈Qn+〉c
t
= (−1)n d
nψ+
dsn
∣∣∣∣
s=0
(1.40)
1.4. GE´NE´RALISATION A` UNE OBSERVABLE A QUELCONQUE 13
On voit de plus que l’entropie KS s’obtient a` partir de ψ+ selon
hKS =
dψ+
ds
∣∣∣∣
s=0
, (1.41)
tout comme dans le formalisme original de Ruelle. La pression topologique s’interpre`te e´gale-
ment comme le taux de croissance exponentiel de Z+(s, t) ∼ etψ+(s). Ce type de proprie´te´ est
en re´alite´ ge´ne´rique de toutes les observables qui, comme Q+ e´voluent dans le temps par saut
a` chaque changement de configuration :
C → C′
Q+ → Q+ + lnW (C → C
′)
r(C)
(1.42)
Nous allons donc e´tudier de manie`re ge´ne´rale les fluctuations d’observables de meˆme na-
ture. Ceci permettra e´galement de mieux comprendre comment adapter au temps continu les
fonctions Ω(A, t) et Z(s, t) de´finies lors de la construction de Boltzmann-Gibbs dynamique
(paragraphe 1.1).
1.4 Ge´ne´ralisation a` une observable A quelconque
1.4.1 Courants
Inspire´ par la manie`re dont e´volueQ+ dans (1.42), nous allons e´tudier les fluctuations d’ob-
servables A, qui de´pendent de l’histoire suivie par le syste`me en e´voluant a` chaque changement
de configuration sous la forme {
C → C′
A→ A+ α(C, C′)
(1.43)
autrement dit, d’observables e´gales a` une somme de contributions e´le´mentaires α(C, C′) qui
ne de´pendent que des e´tats visite´s
A[hist] =
K−1∑
k=0
α(Ck, Ck+1) (1.44)
C’est un type d’observable qui nous permettra d’effectuer la construction de Boltzmann-Gibbs
dynamique du paragraphe 1.1. Le courant dans un syste`me de particules, ou la complexite´
dynamique Q+ font partie des exemples que nous e´tudierons. On peut e´galement conside´rer
des observables qui de´pendent des intervalles de temps entre chaque saut (paragraphe 1.4.5).
Pour une construction similaire dans le cadre des syste`mes dynamiques, on consultera par
exemple l’expose´ de Gaspard [64, sec. 4.2].
L’e´tude des fluctuations de A se fait par l’e´tude de la probabilite´ jointe P (C, A, t) d’eˆtre
dans la configuration C a` l’instant t en ayant observe´ une valeur A de l’observable (1.44).
Cette quantite´ obe´it a` l’e´quation maˆıtresse
∂tP (C, A, t) =
∑
C′ 6=C
W (C′ → C)P (C′, A− α(C′, C), t) − r(C)P (C, A, t) (1.45)
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Comme premie`re remarque, on peut ve´rifier que A se comporte line´airement en temps aux
grands temps. Par de´finition, la moyenne 〈A〉 de A sur les histoires s’e´crit au temps t comme
〈A〉 =∑A,C AP (C, A, t). On de´duit de l’e´quation d’e´volution (1.45) et de la de´finition (1.26)
de r(C) que
∂t〈A〉 =
∑
C,C′ 6=C
α(C, C′)W (C → C′)P (C, t) (1.46)
ainsi, dans l’e´tat stationnaire, atteint aux grands temps,
1
t
〈A〉 = 〈JA〉 pour t→∞ (1.47)
ou` l’observable
JA(C) =
∑
C′ 6=C
α(C, C′)W (C → C′) (1.48)
est statique (i.e. ne de´pend pas de l’histoire, mais seulement de la configuration du syste`me)
et 〈·〉 de´signe la moyenne dans l’e´tat stationnaire.
On peut illustrer cette proprie´te´ sur la complexite´ dynamique : pour A = Q+, les relations
pre´ce´dentes donnent l’entropie de Kolmogorov-Sinai
hKS = −1
t
〈Q+〉 = −〈J+〉 (1.49)
comme moyenne dans l’e´tat stationnaire de l’observable statique
J+(C) =
∑
C′
W (C → C′) lnW (C → C
′)
r(C) (1.50)
Cette expression est tre`s proche de celle obtenue en temps discret (1.19), ce qui souligne
le paralle`le entre les deux approches. Le facteur 1/r(C) rend l’argument du logarithme sans
dimension.
1.4.2 Fonctions de grandes de´viations
Comme nous l’avons de´ja` remarque´, la quantite´ Ω(A, t) de´finie en (1.4), qui compte le
nombre d’histoires pour lesquelles A[hist] = A, est infinie, tout comme la fonction de partition
discre`te (1.5) associe´e, ce qui empeˆche de de´terminer l’entropie dynamique π(A) et l’e´nergie
libre dynamique ψA(s) associe´e. Pour adapter cette construction de Boltzmann-Gibbs aux
dynamiques de Markov en temps continu, on est conduit comme pour Z+(s, t) a` modifier
les de´finitions (1.4) et (1.5) et, plus pre´cise´ment, a` changer le´ge`rement de point de vue en
s’inte´ressant aux quantite´s suivantes. L’e´quivalent de Ω(A, t) est la probabilite´ d’observer une
valeur A = a t de l’observable A apre`s un long temps t
P (A/t = a, t) ∼ et π(a) pour t→∞ (1.51)
La fonction π(a) joue le roˆle d’une “entropie dynamique” associe´e a` A. Elle s’annule a` son
maximum ast, qui correspond a` la valeur de
1
t 〈A〉 dans l’e´tat stationnaire (voir figure 1.4). La
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“fonction de partition dynamique” associe´e a` P (A/t = a, t) est ZA(s, t) =
∑
A P (A, t)e
−sA,
qui s’e´crit encore4
ZA(s, t) =
〈
e−sA
〉 ∼ et ψA(s) pour t→∞ (1.52)
Dans la suite, les notations ZA(s, t) et ψA(s) de´signent les de´finitions (1.52) valides en temps
continu.
π(a)
a
ast = 〈JA〉 = 1t 〈A〉b
Fig. 1.4 – Fonction de grandes de´viations π(a) associe´e a` P (A/t = a, t).
Par extension, on appellera ψA(s) “e´nergie libre dynamique” associe´e a` A. Comme en
physique statistique d’e´quilibre, il s’ave`re plus facile d’adopter une approche canonique (don-
ne´e par ψA(s)) que microcanonique (correspondant a` π(a)). Le passage de l’une a` l’autre de
ces fonctions de grandes de´viations s’effectue au moyen d’une transformation de Legendre
ψA(s) = max
a
(
π(a)− sa) (1.53)
= π(a⋆)− sa⋆ avec π′(a⋆) = s (1.54)
ou encore, lorsque l’inversion est possible [48]
π(a) = max
s
(
ψA(s) + sa
)
(1.55)
= ψA(s
⋆) + s⋆a avec ψ′A(s
⋆) = −a (1.56)
Ces fonctions de grandes de´viations de´crivent toutes les fluctuations de A dans l’e´tat station-
naire :
lim
t→∞
1
t
〈Ap〉c = (−1)p d
pψA(s)
dsp
∣∣∣∣
s=0
, (1.57)
bien au dela` des fluctuations gaussiennes. En plus d’une facilite´ de calcul, la fonction de
partition dynamique ZA(s, t) et l’e´nergie libre ψA(s) apportent aussi des informations sur les
4La comparaison entre (1.1-1.2), (1.4-1.5) et (1.51-1.52) e´claire d’une lumie`re originale l’hypothe`se micro-
canonique de Boltzmann.
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histoires atypiques suivies par le syste`me. D’un point de vue formel, la fonction π(a) sonde les
histoires qui posse`dent une valeur fixe´e a de A/t aux grands temps, tandis que l’e´nergie libre
dynamique ψA(s) a` s fixe´ caracte´rise les histoires qui posse`dent une valeur moyenne de A/t
e´gale a` a, la correspondance entre a et s e´tant donne´e par (1.54) ou (1.56) [cf. paragraphe
1.4.3]. En particulier, l’e´tat stationnaire, pour lequel a = ast = 〈A〉/t, est caracte´rise´ par
s = 0.
1.4.3 E´tat stationnaire a` valeur non nulle de s
On souhaite maintenant e´tudier les e´tats a` s 6= 0 explore´s par la fonction de partition
dynamique ZA(s, t). Le passage de P (A, t) a` ZA(s, t) faisait intervenir une transformation
de Laplace. Celle-ci simplifie e´galement l’e´quation d’e´volution (1.45) de la probabilite´ jointe
P (C, A, t). La transforme´e de Laplace
PˆA(C, s, t) =
∑
A
e−sAP (C, A, t) (1.58)
obe´it d’apre`s (1.45) a` l’e´quation d’e´volution
∂tPˆA(C, s, t) =
∑
C′ 6=C
e−sα(C
′,C)W (C′ → C)PˆA(C′, s, t) − r(C)PˆA(C, s, t) , (1.59)
qui s’e´crit encore ∂tPˆA =WAPˆA , l’ope´rateur WA ayant pour e´le´ments(
WA
)
C,C′ =W (C′ → C)e−sα(C
′,C) − r(C)δC,C′ . (1.60)
Pour s 6= 0, cet ope´rateur ne conserve pas la probabilite´, car (WA)C,C +∑C′ 6=C (WA)C′,C 6= 0.
L’e´quation d’e´volution (1.59) est line´aire. On voit donc que PˆA(C, s, t) se comporte exponen-
tiellement aux grands temps :
PˆA(C, s, t) ∼ etψA(s) , (1.61)
ou` ψA(s) est la plus grande valeur propre de WA. Il en est de meˆme pour ZA(s, t) =∑
C PˆA(C, s, t), ce qui justifie (1.52). La croissance ou de´croissance exponentielle de PˆA(C, s, t)
incite a` de´finir l’e´tat a` s non nul (ou “e´tat-s”)
P˜A(C, s, t) = PˆA(C, s, t)
ZA(s, t)
∼ e−tψA(s)PˆA(C, s, t) (1.62)
Les valeurs de P˜A(C, s, t) sont positives, car PA(C, s, t), qui obe´it a` l’e´quation maˆıtresse (1.45),
est positif a` tout temps. Il en est de meˆme pour PˆA(C, s, t)/ZA(s, t). Apre`s normalisation,
l’e´tat-s P˜A(C, s, t) repre´sente bien une distribution de probabilite´. La limite de grands temps
donne l’e´tat-s stationnaire P˜A(C, s) = limt→∞ P˜A(C, s, t). Cet e´tat est aussi le vecteur propre
(normalise´) de WA associe´ a` ψA(s).
Cet e´tat n’est pas le re´sultat d’une e´volution qui conserve la probabilite´ dans l’espace des
C. On peut cependant l’obtenir comme le re´sultat de l’e´volution en paralle`le d’un ensemble
de copies du syste`me, munies d’une dynamique qui favorise l’observation de de´viations de
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A par rapport a` sa moyenne ainsi que de re`gles de clonage qui refle`tent la non-conservation
de la probabilite´ (voir par exemple l’algorithme de par Giardina`, Kurchan et Peliti [67], ou
celui propose´ dans P5 et de´taille´ au chapitre 3). Pour toute observable statique O, la valeur
moyenne de O dans l’e´tat-s a` l’instant t, de´finie par
〈O〉s =
∑
C
O(C) P˜ (C, s, t) (1.63)
est telle que, pour les trajectoires entre 0 et t
〈O〉s = 〈O(C(t)) e
−sA〉
〈e−sA〉 (1.64)
Une construction similaire donne la mesure dans l’e´tat-s d’observables qui de´pendent de
l’histoire comple`te du syste`me. En particulier la valeur moyenne de l’observable A dans l’e´tat-
s est
〈A〉s = 〈A e
−sA〉
〈e−sA〉 = −
∂s〈e−sA〉
〈e−sA〉 ∼ −
∂s
[
etψA(s)
]
etψA(s)
∼ −t ψ′A(s) (1.65)
On voit donc que pour imposer une valeur moyenne donne´e a de A/t dans l’e´tat-s, il suffit
de choisir le s⋆ conjugue´ a` a par (1.56) (tout comme en thermodynamique d’e´quilibre le
choix d’une tempe´rature impose la valeur moyenne de l’e´nergie). De la meˆme manie`re, aux
grands temps, la valeur moyenne d’une observable dans l’e´tat-s 〈O〉s est e´gale a` la valeur
moyenne 〈O〉a de O pour les histoires telles que A[hist] = a t, a et s e´tant toujours conjugue´s
par (1.56) :
〈O〉a ≡
∑
C
O(t)P (C, A = at, t)
=
∑
C,A
O(t)P (C, A, t) δ(A − at)
=
∫
ds
∑
C,A
O(t)P (C, A, t) e−sA+s a t
=
∫
ds
∑
C
O(t)Pˆ (C, s, t) es a t
〈O〉a =
∫
ds 〈O〉s e[ψA(s)+s a] t (1.66)
d’ou` l’interpre´tation annonce´e, l’inte´grale sur s e´tant domine´e par la meˆme valeur s⋆ que
dans (1.56).
Une autre proprie´te´ particulie`re des e´tat-s est que la moyenne inte´gre´e au cours du temps
et la moyenne au temps final ne sont pas e´gales (de`s que s 6= 0). Plus pre´cise´ment, si O(C)
est une observable qui de´pend de la configuration, on peut s’inte´resser a` deux manie`res de
calculer la moyenne de O
– soit au temps final
〈O〉s = 〈O(C(t)) e
−sA〉
〈e−sA〉 (1.67)
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– soit en effectuant une moyenne au long de l’e´volution temporelle
1
t
〈∫ t
0
O
〉
s
=
〈 ∫ t
0 dτ O(C(τ)) e−sA
〉
〈e−sA〉 (1.68)
Dans l’e´tat stationnaire non-modifie´ (s = 0), ces deux moyennes co¨ıncident aux grands temps.
En revanche, de`s que s 6= 0, on peut voir de manie`re ge´ne´rale que ces deux quantite´s sont
diffe´rentes (cf. l’annexe B pour des exemples). De manie`re plus ge´ne´rale, on peut de´finir une
moyenne a` temps interme´diaire 0 ≤ τ ≤ t
〈O(τ)〉s = 〈O(C(τ)) e
−sA〉
〈e−sA〉 (1.69)
ou` 〈·〉 a toujours lieu sur toutes les histoires entre 0 et t.
Dans l’annexe B, on de´taille un exemple de syste`me de particules ou` l’on peut de´terminer
la densite´ 〈ρ(τ)〉s a` tout temps interme´diaire. Elle posse`de un re´gime transitoire initial (qui
de´pend des conditions initiales), mais e´galement un re´gime transitoire final, qui de´crit la
transition d’un re´gime “stationnaire” interme´diaire vers l’e´tat-s a` temps final. Il correspond
aux configurations visite´es par le syste`me pendant une longue pe´riode avant de d’adopter sa
configuration finale.
1.4.4 Fonction Zeˆta
Aux fonctions de partition ZA(s, t) sont associe´es les fonctions Zeˆta, transforme´es de
Laplace de ZA(s, t) par rapport au temps :
ZA(s, z) =
∫ ∞
0
dt e−ztZA(s, t) (1.70)
La fonction ZA(s, z) est analytique sur le plan complexe de la variable z, sauf en certains
poˆles. L’e´nergie libre dynamique ψA(s) correspond au poˆle le plus proche de 0. D’apre`s (1.52),
ZA(s, t) s’e´crit explicitement [cf. l’expression (A.23) en annexe] sous forme d’une somme
d’inte´grales temporelles convolue´es, qui se factorisent apre`s transformation de Laplace pour
donner
ZA(s, z) =
+∞∑
K=0
∑
C1,...,CK
1
z + r(CK)
K−1∏
k=0
e−sα(Ck ,Ck+1) W (Ck → Ck+1)
z + r(Cn−1) (1.71)
Dans certains syste`mes on acce`de plus facilement a` l’e´nergie libre dynamique en utilisant
cette expression. La fonction Zeˆta de Ruelle (paragraphe 1.5.1) est la fonction Zeˆta associe´e
a` la fonction de partition dynamique Z+(s, t).
1.4.5 Une ge´ne´ralisation supple´mentaire
Jusqu’a` pre´sent nous avons conside´re´ des observables qui de´pendent de l’histoire du sys-
te`me seulement par la se´quence des configurations visite´es. Une forme plus ge´ne´rale d’observ-
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able, toujours locale en temps, est donne´e par
B[hist] =
K−1∑
k=0
α(Ck, Ck+1) +
∫ t
0
dt b
(C(t)) (1.72)
ou` b(C) est une fonction de la configuration. Les observables de ce type sont utiles si l’on
cherche par exemple a` classifier les histoires du syste`me en fonction de l’inte´grale temporelle
d’une quantite´ statique D’autre part, la forme (1.72) permet de faire le lien avec certaines
observables e´tudie´es dans le cadre des syste`mes dynamiques, comme le taux d’expansion dans
l’espace de phase, inte´gre´ temporellement [69, 13]. En utilisant les re´sultats de l’annexe A et
l’e´criture ∫ t
0
dt b
(C(t)) = K−1∑
k=0
(tk+1 − tk)b(Ck) + (t− tK)b(CK) (1.73)
on voit que la fonction de partition dynamique Z(s, t) = 〈e−sB〉 se comporte a` nouveau
en etψB(s) , ou` l’e´nergie libre dynamique ψB(s) est la valeur propre maximale de l’ope´rateur
d’e´le´ments (
WB
)
C,C′ =W (C′ → C)e−sα(C
′,C) − [r(C) + s b(C)]δC,C′ . (1.74)
Pour l’observableB, les parties diagonale et non diagonale de l’ope´rateur d’e´volution markovien (1.25)
sont modifie´es. La fonction Zeˆta correspondante ZB(s, z) posse`de la meˆme expression (1.71)
que ZA(s, z), en y substituant r(C) par r(C) + s b(C).
On peut e´galement retrouver ce re´sultat en s’inte´ressant a` la probabilite´ P (C, B, t) d’eˆtre
dans la configuration C a` l’instant t apre`s avoir mesure´ une valeur B de l’observable extensive
en temps (1.72). Cette probabilite´ e´volue suivant
∂tP (C, B, t) =
∑
C′
W (C′ → C)P (C′, B − α(C′, C), t) − r(C)P (C, B, t)− b(C) ∂
∂B
P (C, B, t)
(1.75)
Sa transforme´e de Laplace PˆB(C, s, t) =
∫
dB e−sBP (C, B, t) ve´rifie donc
∂tPˆB(C, s, t) =
∑
C′
e−sα(C
′,C)W (C′ → C)PˆB(C′, s, t) −
[
r(C) + sb(C)]PˆB(C, s, t) (1.76)
Cette e´volution correspond bien a` celle de l’ope´rateur (1.74).
1.5 Premiers exemples
1.5.1 Retour au formalisme thermodynamique
La pression topologique ψ+(s, t) apparaˆıt comme la valeur propre maximale de l’ope´rateur
WA associe´ a` A = Q+, qui s’e´crit explicitement(
W+
)
C,C′ =W (C′ → C)1−sr(C′)s − r(C)δC,C′ . (1.77)
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Cet ope´rateur est l’analogue stochastique de l’ope´rateur de Perron-Frobenius pour les sys-
te`mes dynamiques, dont la pression topologique est e´galement la valeur propre maximale [64,
section 4.5]. La fonction Zeˆta de Ruelle s’e´crit
Z+(s, z) =
+∞∑
K=0
∑
C1,...,CK
1
z + r(CK)
K−1∏
k=0
rs(Ck)W 1−s(Ck → Ck+1)
z + r(Ck) (1.78)
On trouvera dans [12] un exemple d’utilisation de ce type de relation pour le gaz de Lorentz.
1.5.2 Cas du taux de sortie r(C) constant
Il existe une situation particulie`rement simple pour les fluctuations de Q+ et le calcul
de ψ+(s) : celle des syste`mes dont les taux de transition sont uniformes dans l’espace des
configurations (W (C → C′) = W ). Le taux d’e´chappement r = r(C) est inde´pendant de C et
on trouve que la pression topologique prend une forme poissonienne
ψ+(s) = r
[( r
W
)s
− 1
]
(1.79)
Ce re´sultat peut s’obtenir en de´terminant la plus grande valeur propre de l’ope´rateur de
Perron-Frobenius (1.77), ou par le calcul direct suivant. Dans la de´finition (1.31) de la
fonction de partition dynamique Z+(s, t), la probabilite´ d’une histoire de configurations
Prob[hist] = eQ+ ne de´pend de la suite de configurations visite´es C0 → . . . → CK que par
l’interme´diaire du nombre K de configurations visite´es : eQ+ =
(
W
r
)K
. Ainsi, le facteur eQ+
est entie`rement de´couple´ de la moyenne sur les instants de saut t0, . . . , tK . La probabilite´ de
ces tk est e
−rt (r t)K
K! . Au total, inde´pendamment de la configuration initiale, Z+(s, t) prend
ainsi la forme simple :
Z(s, t) =
+∞∑
K=0
( r
W
)K
︸ ︷︷ ︸
nombre
d’histoires
e−rt
rK tK
K!︸ ︷︷ ︸
probabilite´
de K sauts
[(
W
r
)1−s]K
︸ ︷︷ ︸
Prob[hist]1−s
= e t r [(
r
W )
s−1] , (1.80)
ce qui donne bien l’expression (1.79). Ce re´sultat peut encore s’obtenir en calculant la fonction
Zeˆta de Ruelle (1.78) :
Z+(s, z) = 1
z + r
+∞∑
K=0
(
W ( rW )
1+s
z + r
)K
=
1
z − r (( rW )s − 1)
=
1
z − ψ+(s) (1.81)
Les fluctuations de Q+ sont particulie`rement simples car r(C) est inde´pendant de C, ce qui
n’est pas le cas en ge´ne´ral dans les syste`mes physiques. Un exemple est donne´ par celui d’une
particule qui diffuse sur une chaˆıne de trois sites avec des conditions au bord re´fle´chissantes.
On peut prendre tous les taux de saut e´gaux a` 1, sauf l’un d’entre eux (saut du site 1 vers le
site 2), e´gal a` w. L’ope´rateur d’e´volution et l’ope´rateur de Perron-Frobenius s’e´crivent
W =
−1 1 0w −w − 1 1
0 1 −1
 , W+ =
 −1 (w + 1)
s 0
w1−s −w − 1 1
0 (w + 1)s −1
 (1.82)
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La pression topologique, obtenue comme plus grande valeur propre de W+, vaut
ψ+(s) =
1
2
{
−2− w +w− s2
√
ws+2 + 4(1 + w)s(ws + w)
}
(1.83)
et ne correspond pas a` un Q+ poissonien.
On verra cependant des exemples ou` ψ+(s) prend une forme poissonienne similaire a` (1.79),
dans une limite de grande taille de syste`me (ou` pre´cise´ment les W (C → C′) deviennent
inde´pendants de C).
1.5.3 Un syste`me ouvert : la marche ale´atoire a` conditions absorbantes
Gaspard et Nicolis [61] ont montre´ qu’il existe un lien ge´ne´rique entre le taux de perte de
probabilite´ γ dans un syste`me ouvert et les coefficients de transport. Nous illustrons dans ce
paragraphe sur un exemple qu’un tel lien existe aussi dans notre approche en temps continu.
On conside`re une marche ale´atoire sur un re´seau euclidien en dimension d, infini dans d− 1
directions et fini, de taille ℓ, avec bords absorbants dans la direction restante. L’ope´rateur
de Perron-Frobenius W+ se de´compose sous la forme d’une somme directe de d ope´rateurs
de´crivant une marche unidimensionnelle, un pour chaque direction inde´pendante du syste`me
W+ =W
(ℓ)
+ ⊕W(∞)+ ⊕ . . . ⊕W(∞)+ (1.84)
avec
W
(ℓ)
+ =

−2D D(2d)s (0)
D(2d)s −2D D(2d)s
. . .
. . .
. . .
D(2d)s −2D D(2d)s
(0) D(2d)s −2D

︸ ︷︷ ︸
ℓ e´le´ments
(1.85)
W
(∞)
+ e´tant la version infinie de W
(ℓ)
+ . La pression topologique ψ+(s) est le maximum du
spectre de W+. On trouve
ψ+(s) = 2D
[
(2d)s
(
cos
π
ℓ+ 1
− 1
)
+ d
(
(2d)s − 1)] (1.86)
Le taux d’e´chappement γ de la probabilite´ (cf. notes 1 et 3, section 1.2.1) vaut
γ = −ψ+(0) = 2D
(
1− cos π
ℓ+ 1
)
(1.87)
Le de´veloppement pour ℓ grand donne
γ = D
π2
ℓ2
(1.88)
Le re´sultat (1.88) montre que dans notre approche en temps continu ce lien entre proprie´te´s
de transport (D) et taux d’e´chappement (γ) est bien valide.
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1.5.4 Le mode`le d’exclusion totalement asyme´trique (TASEP)
Dans le contexte des syste`mes dynamiques, la de´termination de l’entropie de Kolmogorov-
Sinai est une taˆche assez difficile, voire impossible pour des syste`mes physiques en interaction,
a` l’exception du gaz de Lorentz ou de gaz de sphe`res dures [44, 10, 11]. Dans notre approche,
hKS apparaˆıt comme la valeur moyenne (1.49) dans l’e´tat stationnaire de l’observable statique
J+, ce qui rend sa de´termination plus facile. Nous l’illustrons dans ce paragraphe sur le mode`le
d’exclusion totalement asyme´trique (TASEP).
Le syste`me est constitue´ de L sites, vides (ni = 0) ou occupe´s par une particule (ni = 1).
Une particule peut sauter avec un taux D vers son voisin de droite s’il est vide. Autrement
dit, le taux de transition entre les configurations n = (ni) et n
′ = (. . . , 1 − ni, 1 − ni+1, . . .)
vaut W (n → n′) = Dni(1 − ni+1). En conditions aux limites pe´riodiques, le nombre de
particules N =
∑
i ni est fixe´, l’e´tat stationnaire est uniforme [122] et chaque configuration a
la probabilite´ Pst(n) = 1/
(L
N
)
. De plus, dans (1.49), W lnW est e´gal a` W lnD. On voit donc
que hKS s’e´crit
hKS =
〈
r(n) ln
r(n)
D
〉
(1.89)
ou` le taux instantane´ d’e´chappement de la configuration n est r(n) = D
∑
i ni(1 − ni+1).
L’e´tat stationnaire e´tant uniforme, on voit [33] que les fonctions de corre´lation spatiale Ck a`
k points s’expriment simplement sous la forme :
C1 ≡ 〈n1〉st = N
L
(1.90)
C2 ≡ 〈n1n2〉st = N(N − 1)
L(L− 1) (1.91)
CM ≡ 〈n1n2 · · ·nM 〉st = N(N − 1) · · · (N −M + 1)
L(L− 1) · · · (L−M + 1) (1.92)
A` la limite thermodynamique ( N → ∞, L → ∞ avec N/L = ρ fixe´) on obtient 〈r(n)〉stL →
Dρ(1 − ρ). Pour les syste`mes finis, la valeur moyenne du taux d’e´chappement r(n) vaut
exactement
〈r(n)〉st = DL
(
N
L
− N(N − 1)
L(L− 1)
)
(1.93)
La valeur instantane´e de r(n) se de´compose en la somme de sa valeur moyenne, d’ordre L,
et d’une partie fluctuante, d’ordre
√
L :
r(n) = 〈r(n)〉st(1 + ξ/
√
L) avec ξ =
√
L
r(n)− 〈r(n)〉st
〈r(n)〉st (1.94)
Par de´finition, on a 〈ξ〉st = 0. De plus,
〈ξ2〉st = L〈r(n)
2〉st − 〈r(n)〉2st
〈r(n)〉2st
(1.95)
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En distinguant les diffe´rentes possibilite´s d’occupation de sites, on obtient 〈r(n)2〉st = 4L
[
C1−
C2 + (L− 3)
(
C2 − 2C3 + C4
)]
, ce qui me`ne a`
〈ξ2〉st = L(N − 1)(L −N − 1)
N(L−N)(L− 2) (1.96)
A` l’ordre dominant en L, on obtient 〈ξ2〉st = 1 + O(1/L). On peut alors de´velopper hKS =
〈r(n) ln r(n)D 〉st comme
hKS = 〈r(n)〉st ln〈r(n)
D
〉st + 1
2
〈r(n)〉st 〈ξ
2〉st
L
+O(1/L) (1.97)
En notant σ = Dρ(1− ρ) et en rassemblant tous les termes, on arrive au re´sultat
hKS = Lσ ln(Lσ) + σ ln(Lσ) +
3
2
σ +
σ
L
lnL+O(1/L) (1.98)
Dans le cas du mode`le d’exclusion syme´trique (SEP), ou` une particule peut sauter vers
la droite ou la gauche (si le site d’arrive´e est vide), on obtient le meˆme re´sultat avec σ =
2Dρ(1−ρ). Dans le SEP, on constate ainsi que l’entropie KS est, a` la limite thermodynamique,
une fonction simple de la compressibilite´ σ du syste`me.
Dans ces deux syste`mes, la pression topologique ψ+(s) semble difficile a` obtenir directe-
ment. En revanche, on peut s’inte´resser a` la thermodynamique des histoires associe´e a` un
parame`tre plus simple, comme K, le nombre d’e´ve´nements dans une histoire. Pour le TASEP,
cette quantite´ correspond au courant total de particules dans le syste`me entre les instants 0
et t. La fonction de grandes de´viations ψK(s) correspondante a e´te´ de´termine´e exactement
dans [34, 35]. Pour le SEP, l’e´tude de cette fonction fait l’objet du chapitre 7.
1.5.5 Courant d’entropie
Outre K et Q+, une importante observable extensive en temps pour les processus de
Markov en temps continu est donne´e par le courant d’entropie QS [93], de´fini par
QS =
K−1∑
k=0
ln
W (Ck → Ck+1)
W (Ck+1 → Ck) (1.99)
C’est l’observable dont la fonction ge´ne´ratrice des cumulants ψS(s) = limt→∞ 1t ln〈e−sQS〉
ve´rifie la syme´trie ψS(s) = ψS(1−s), qui constitue une des formulations possibles du the´ore`me
de fluctuation [50, 52, 58, 64, 90, 93, 96] (cf. e´galement paragraphe 5.2.3). Pour les syste`mes
physiques, QS s’e´crit en ge´ne´ral sous la forme d’une combinaison line´aire des divers courants
(de charge, de particule, d’e´nergie) traversant le syste`me, ponde´re´s par leur force (ou leur
affinite´) conjugue´e (voir partie 5.2 e´galement). On remarque que QS est nul pour une dy-
namique d’e´quilibre, i.e. dont les taux de transition ve´rifient le bilan de´taille´
Peq(C′)W (C′ → C) = Peq(C)W (C → C′) . (1.100)
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De manie`re plus ge´ne´rale, l’interpre´tation deQS comme un courant d’entropie inte´gre´ provient
du fait [93, 63, 96] que l’entropie – de Boltzmann-Gibbs – de´pendante du temps
S(t) = −
∑
C
P (C, t) lnP (C, t) (1.101)
e´volue selon
dS
dt
= σirr + σf (1.102)
ou` σirr est de´fini par
σirr =
1
2
∑
C,C′
[
W (C → C′)P (C, t)−W (C′ → C)P (C′, t)] ln P (C, t)W (C → C′)
P (C′, t)W (C′ → C) (1.103)
et ve´rifie σirr ≥ 0, avec e´galite´ seulement si le bilan de´taille´ (1.100) est ve´rifie´. Le second
terme σf repre´sente le flux d’entropie, associe´ aux forces exte´rieures qui pilotent le syste`me
dans un e´tat stationnaire hors d’e´quilibre, pour lequel σf = −σirr ≤ 0 et
σf = −〈JS(C)〉st = − lim
t→∞
〈QS〉
t
, (1.104)
avec JS(C) =
∑
C′W (C → C′) ln W (C→C
′)
W (C′→C) .
1.5.6 Entropie de Kolmogorov-Sinai renverse´e dans le temps
On peut le´gitimement se demander s’il existe un lien entre l’entropie dynamique hKS (qui
mesure la complexite´ des histoires) et l’entropie de Boltzmann-Gibbs S(t) (de´finie en (1.101),
qui mesure la complexite´ des configurations). En suivant l’approche en temps discret de
Gaspard [65], on peut re´aliser un tel lien en de´finissant une nouvelle observable Q− qui de´crit
les trajectoires renverse´es dans le temps
Q−(t) =
K−1∑
k=0
ln
W (Ck+1 → Ck)
r(Ck) (1.105)
Lui est associe´e l’entropie dynamique ψ−(s) ainsi que l’entropie de Kolmogorov-Sinai renver-
se´e dans le temps [65] hRKS :
hRKS =
dψ−
ds
∣∣∣∣
s=0
= − lim
t→∞
〈Q−〉
t
= −〈J−(C)〉st (1.106)
avec J−(C) =
∑
C′W (C → C′) ln W (C
′→C)
r(C) . D’apre`s les de´finitions, on voit que
(i) QS = Q+ −Q−, (ii) JS = J+ − J− (1.107)
et, dans l’e´tat stationnaire,
(iii) σf = hKS − hRKS (1.108)
L’e´galite´ (iii) posse`de un analogue dans le cadre des syste`mes dynamiques : hKS (resp. −hRKS)
repre´sente la somme des exposants de Lyapounov positifs (resp. ne´gatifs) et σf correspond
au taux de contraction dans l’espace de phase (somme de tous les exposants de Lyapounov).
Remarquons enfin que les e´galite´s (i) et (ii) dans (1.107) sont des e´galite´s entre quantite´s
fluctuantes.
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1.5.7 Variation d’entropie de Kolmogorov-Sinai
L’entropie de Kolmogorov-Sinai, par construction, donne une mesure du “de´sordre dy-
namique” d’un syste`me lorsqu’on suit son e´volution dans l’espace de phase sur une longue
dure´e. Pour un syste`me qui part d’un e´tat initial P qui n’est pas l’e´tat stationnaire de l’e´qua-
tion maˆıtresse, on s’attend a` ce que le “de´sordre dynamique” e´volue dans le temps [5]. Pour
e´tudier cette variation, l’expression (1.49) de hKS sugge`re fortement de de´finir l’entropie dy-
namique hKS[P ] de´pendante de l’e´tat P comme
hKS[P ] = −
〈∑
C′
W (C → C′) lnW (C → C
′)
r(C)
〉
P
(1.109)
= −
∑
C,C′
P (C)W (C → C′) lnW (C → C
′)
r(C) (1.110)
Cette quantite´ s’interpre`te comme la propension instantane´e du syste`me a` explorer l’espace
de phase partant de l’e´tat P (elle jouerait le roˆle de la somme des exposants de Lyapounov
positifs instantane´s dans le cadre des syste`mes dynamiques). Le calcul de hKS[P ] pour un
syste`me de spins d’Ising en interaction a` porte´e infinie est de´taille´ au paragraphe 2.2.5.
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Chapitre 2
Approche en champ moyen
Nous appliquons la me´thode expose´e au chapitre pre´ce´dent a` des syste`mes de´crits en
champ moyen. Cette simplification permet de de´velopper l’analogue dynamique du paysage
d’e´nergie libre de Landau. Les re´sultats ont e´te´ obtenus en collaboration avec Ce´cile Appert-
Rolland, Fre´de´ric van Wijland, Robert Jack et Juan P. Garrahan, et correspondent en partie
aux publications P2, P3 et P6.
2.1 Cas ge´ne´ral
2.1.1 Dynamique
Nous e´tudions dans ce chapitre quelques mode`les ou` l’approche en champ moyen donne
des re´sultats exacts, a` l’instar de ce qui se passe pour la thermodynamique d’e´quilibre. L’im-
age que l’on va obtenir permet d’illustrer de nombreux aspects de la thermodynamique des
histoires, et en particulier de donner des exemples d’e´tats-s, ou de re´sultats explicites pour
l’e´nergie libre dynamique ψA(s).
Les mode`les que nous allons e´tudier sont constitue´s de N spins 1/2 {σi} (σi = −1 ou
+1), ou bien de N sites {ni} vides ou occupe´s (ni = 0 ou 1). Les interactions entre les
constituants du syste`me seront suppose´es de porte´e infinie, rendant possible une approche en
champ moyen. Avant d’e´tudier de manie`re ge´ne´rale ce type de syste`me, il est utile de de´finir
leur dynamique sur quelques exemples analyse´s en de´tail dans la suite.
(i) Syste`me de spins d’Ising sur un graphe complet :
Le hamiltonien du syste`me s’e´crit
H(σ = {σi}) = − 1
2N
∑
i,j
σiσj = −M
2
2N
(2.1)
ou`
M =
∑
i
σi (2.2)
est l’aimantation totale du syste`me. La forme du hamiltonien traduit l’interaction de
tous les spins entre eux. L’e´tat stationnaire (d’e´quilibre) Peq(σ) d’une configuration de
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spins σ = {σi} a` la tempe´rature inverse β est donne´ par le facteur de Boltzmann-Gibbs
P (σ) ∝ exp[−βH(σ)]. Le syste`me est muni d’une dynamique de type Glauber en temps
continu, pour laquelle chaque spin σi se retourne avec un taux
W (σi → −σi) = e−βσi
M
N (2.3)
Ces taux ve´rifient le bilan de´taille´ par rapport a` la loi P (σ). Cette dynamique est celle
utilise´e par Ruijgrok et Tjon [113] dans leur e´tude de la dynamique de ce syste`me de
spins d’Ising. Nous e´tudierons sa thermodynamique des histoires dans la partie 2.2
(ii) Processus de contact sur graphe complet :
La dynamique du syste`me, constitue´ de N sites ni vides ou occupe´s par une particule,
est la suivante. Chaque particule s’annihile avec un taux 1, tandis que chaque site vide se
remplit soit spontane´ment (avec un taux h), soit avec un taux proportionnel au nombre
de ses voisins. Sur le graphe complet, les taux de transition correspondants s’e´crivent{
W
(
ni = 1→ ni = 0
)
= 1
W
(
ni = 0→ ni = 1
)
= h+ λn/N
(2.4)
ou` n =
∑
i ni est le nombre total de sites occupe´s. Nous motiverons l’e´tude de ce syste`me
et effectuerons sa thermodynamique des histoires dans la partie 2.4.
Dans ce type de syste`me, les taux de transition se mettent ge´ne´riquement sous une forme
qui ne de´pend que de la valeur du spin retourne´ et de l’aimantation totale M du syste`me
avant retournement {
W (σi = +1 → σi = −1) = w−(M)
W (σi = −1 → σi = +1) = w+(M)
(2.5)
pour les syste`mes de spins ; ou sous une forme qui ne de´pend que du nombre total n de sites
occupe´s avant annihilation/cre´ation{
W (ni = 1 → ni = 0) = w−(n)
W (ni = 0 → ni = 1) = w+(n)
(2.6)
pour les syste`mes de particules. Ces deux points de vue sont e´quivalents, modulo les corre-
spondances
ni ↔ σi + 1
2
n↔ N +M
2
N − n↔ N −M
2
(2.7)
et, sauf indication contraire, nous prendrons celui des syste`mes de spins dans la suite de ce
chapitre.
Notons que, pour simplifier, nous nous sommes restreints, aux syste`mes dont les spins
posse`dent deux e´tats diffe´rents. La ge´ne´ralisation a` de plus grands nombres d’e´tats se fait
sans proble`me (voir le mode`le de Potts, section 2.3.2, pour un exemple).
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2.1.2 Espace des spins, espace des aimantations
Dans l’espace des spins individuels, l’e´quation maˆıtresse s’e´crit
∂tP (σ, t) =
∑
i
{
w+
(
M − 2) 1 + σi
2
P
(
σ1, . . . ,−1, . . . , σN , t
)
+ w−
(
M + 2
) 1− σi
2
P
(
σ1, . . . , 1, . . . , σN , t
)} − r(σ)P (σ, t) (2.8)
ou` M =
∑
i σi de´signe l’aimantation de la configuration σ, et le taux d’e´chappement r(σ)
vaut
r(σ) =
N −M
2
w+
(
M
)
+
N +M
2
w−
(
M
)
(2.9)
On remarque cependant que l’e´volution des configurations s’effectue par saut M → M ± 2
dans l’espace des aimantationsM , et que les taux des transitions autorise´es (2.5) ne de´pendent
que de la valeur deM . En partant d’un e´tat initial P (σ, 0) uniforme dans chaque sous-espace
d’aimantation fixe´e, la probabilite´ P (σ, t) conserve cette proprie´te´ a` tout temps, et on peut
avantageusement traduire l’e´quation maˆıtresse (2.8) dans l’espace des aimantations M sous
la forme
∂tP (M, t) =W
+(M − 2)P (M − 2, t) +W−(M + 2)P (M + 2, t)− r(M)P (M, t) (2.10)
avec des taux de transition e´gaux a`
W−(M) ≡ W (M →M − 2) = N +M
2
w−(M)
W+(M) ≡ W (M →M + 2) = N −M
2
w+(M)
(2.11)
Ils correspondent respectivement aux taux de diminution et d’augmentation de l’aimantation
du syste`me. Les facteurs N±M2 comptent le nombre de spins susceptibles de se retourner vers
le bas ou vers le haut. Le taux d’e´chappement r(M) s’e´crit toujours comme dans (2.9) sous
la forme
r(M) =
N −M
2
w+(M) +
N +M
2
w−(M) = W+(M) +W−(M) (2.12)
Pour les syste`mes de particules, les taux correspondent a` une annihilation ou une cre´ation,
et, dans l’espace du nombre total de particules, prennent la forme{
W−(n) ≡ W (n→ n− 1) = nw−(M)
W+(n) ≡ W (n→ n+ 1) = (N − n)w+(M)
(2.13)
On se re´fe´rera au paragraphe 2.1.5 et a` l’annexe C pour une repre´sentation des deux
e´quations maˆıtresses (2.8) et (2.10) en fonction d’ope´rateurs de spin, et pour le passage de
l’une a` l’autre.
Dans l’espace des aimantations, la dynamique est essentiellement unidimensionnelle (l’aiman-
tation varie de −N a` N par pas de 2). On s’attend donc a` ce que soit une dynamique
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d’e´quilibre. Nous allons montrer que c’est bien le cas en ge´ne´ral. On suppose de´sormais que
l’inverse de toute transition autorise´e est encore une transition autorise´e (W±(M) > 0 ⇒
W∓(M ± 2) > 0). Sans perte de ge´ne´ralite´ (quitte a` diminuer la valeur de N), si la dy-
namique est irre´ductible, cela revient a` supposer que W+(M) > 0 pour −N ≤ M < N et
W−(M) > 0 pour −N < M ≤ N , ce qui est le cas en l’absence d’e´tat absorbant. Dans cette
situation, la dynamique markovienne posse`de un e´tat d’e´quilibre, qui s’e´crit dans l’espace des
aimantations comme1
Peq(M) ∝
M∏
µ=−N
[
W−(µ)
]−1 M−2∏
µ=−N
W+(µ) (2.14)
Cette distribution ve´rifie le bilan de´taille´
Peq(M)W
+(M) = Peq(M + 1)W
−(M + 2) (2.15)
2.1.3 E´nergie libre dynamique a` l’ordre dominant
On souhaite e´tudier la thermodynamique des histoires associe´e a` une quantite´ A, extensive
en temps, qui e´volue a` chaque augmentation ou diminution de l’aimantation selon{
M →M ± 2
A→ A+ α±(M)
(2.16)
De l’e´quation maˆıtresse sur P (M,A, t) on obtient comme au paragraphe 1.4.3 une e´quation
d’e´volution pour la transforme´e de Laplace PˆA(M,s, t) =
∑
A e
−sAP (M,A, t) de la forme
∂tPˆA =WAPˆA. Les e´le´ments de l’ope´rateur d’e´volution WA s’e´crivent(
WA
)
M,M ′
= W+(M − 2) e−sα+(M−2)δM ′,M−2
+W−(M + 2) e−sα−(M+2)δM ′,M+2 − r(M)δM ′,M (2.17)
L’e´nergie libre dynamique ψA(s) = limt→∞ 1t
∑
M PˆA(M,s, t) est la plus grande valeur propre
de WA. On sait que l’ope´rateur W = WA|s=0 de la dynamique markovienne originale est
syme´trisable graˆce a` la distribution d’e´quilibre (2.14). Pour s non nul, il existe une ope´ration
de syme´trisation analogue : en de´finissant l’ope´rateur diagonal2
(
QA
)
M,M ′
= δM,M ′ [Peq(M)]
1/2
M∏
µ=−N
e
s
2
α−(µ)
M−2∏
µ=−N
e−
s
2
α+(µ) , (2.18)
l’ope´rateur syme´trise´
W˜A = Q
−1
A WAQA (2.19)
est hermitien et a le meˆme spectre que WA. Ses e´le´ments s’e´crivent(
W˜A
)
M,M ′
=
[
W−A (M)W
+
A (M − 2)
]1/2
δM ′,M−2
+
[
W+A (M)W
−
A (M + 2)
]1/2
δM ′,M+2 − r(M)δM ′,M (2.20)
1Dans l’e´criture (2.14) de l’e´tat d’e´quilibre, la valeur de µ varie de 2 en 2 dans chaque produit.
2Les valeurs de µ courent toujours de 2 en 2.
2.1. CAS GE´NE´RAL 31
avec les taux de transition modifie´s
W±A (M) =W
±(M) e−s α±(M) (2.21)
Pour s=0, on retrouve l’ope´ration de syme´trisation habituelle. Dans l’expression (2.20), le
terme diagonal reste bien suˆr inchange´, e´gal a` r(M) =W+(M)+W−(M) , avec les taux non
modifie´s. L’e´nergie libre dynamique ψA(s), valeur propre maximale de W˜A, s’obtient graˆce a`
une identite´ variationnelle, valable pour tout ope´rateur syme´trique :
ψA(s) = max Sp WA = max
P
〈P |W˜A|P 〉
〈P |P 〉 (2.22)
On s’inte´resse a` l’ordre dominant en N de ψA(s) a` la limite thermodynamique (N grand).
On suppose que les taux de transition W+(M) et W−(M) sont du meˆme ordre en la taille
du syste`me (N , dans les exemples pre´sente´ ci-dessus), tout comme les courants e´le´mentaires
α±(M), que l’on prend d’ordre 1. Notons, d’apre`s (2.14), qu’a` l’e´quilibre, l’e´tat Peq ne de´pend
que de l’aimantation M = mN . On cherche ici un e´tat P sous la forme P (M) ∼ eNf(m) avec
m =M/N , ce qui donne
ψA(s) = max
f
∑
M
[
(W+AW
−
A )
1/2
(
e2∂mf + e−2∂mf
)−W+ −W−] e2Nf(m)∑
M e
2Nf(m)
(2.23)
ou`, a` l’ordre dominant, W+A , W
−
A , W
+ et W− de´pendent de l’aimantation seulement par
l’interme´diaire de m. Pour chaque fonction f , la somme (2.23) est domine´e par les M = mN
tels que f(m) est maximal (ce qui implique ∂mf = 0). La de´pendance directe en f disparaˆıt
et il n’y a plus qu’a` maximiser sur la valeur moyenne m de l’aimantation :
ψA(s) = max−1≤m≤1
{
2(W+AW
−
A )
1/2 −W+ −W−
}
+ O(1) (2.24)
En particulier, ψA(s) est d’ordreN . Les corrections de taille finie (note´es O(1)) seront e´tudie´es
au paragraphe (2.1.7). L’e´quation (2.24) est le re´sultat central de ce chapitre : elle permet
de de´terminer ψA(s) en utilisant une image d’e´nergie libre a` la Landau. En de´finissant la
quantite´
FA(m, s) = 1
N
{− 2(W+AW−A )1/2 +W+ +W−} (2.25)
qui ne de´pend pas de N pour N grand, l’ordre dominant de ψA(s) s’obtient en effet suivant
le “principe variationnel” :
1
N
ψA(s) = − min−1≤m≤1FA(m, s) (2.26)
Cette proce´dure de minimalisation permet d’interpre´ter FA(m, s) a` la manie`re d’une e´nergie
libre dynamique a` la Landau. On verra notamment que certaines caracte´ristiques de syste`mes
vitreux sont associe´s a` la pre´sence de plusieurs minima de FA(m, s) (cf. chapitre 3).
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2.1.4 Interpre´tation de l’e´nergie libre dynamique a` la Landau FA(m, s)
Pour comprendre plus pre´cise´ment la signification du paysage d’e´nergie libreFA(ρ, s), et du
minima atteint dans le principe variationnel 1NψA(s) = −min−1≤m≤1 FA(m, s), conside´rons
la moyenne habituelle de e−sK , mais restreinte aux histoires qui ont une valeur fixe´e m de
l’aimantation inte´gre´e au cours du temps :
probabilite´ (non-normalise´e), dans l’ensemble-s, de mesurer
une aimantation moyenne´e dans le temps e´gale a` m entre 0 et t
∣∣∣∣∣ = 〈e−sKδ(m− 1Lt
∫ t
0
dτ M(τ)
)〉
≡ e−LtF⋆A(m,s) (2.27)
Cette moyenne se comporte exponentiellement en temps, avec un taux −LF⋆A(m, s). Nous
allons montrer qu’en fait F⋆A(m, s) = FA(m, s). Conside´rons tout d’abord la transforme´e de
Laplace
∫
dh e−hm
〈
e−sKδ
(
m− 1Lt
∫ t
0 dτ M(τ)
)〉
de (2.27) par rapport a` m. Elle s’e´crit
〈
exp
(
− sK − h
∫ t
0
M(τ)
)〉
=
∫
dm e−Lt(F
⋆
A(m,s)+hm) ∼ e−Ltminm(F⋆A(m,s)+hm) (2.28)
De plus, le comportement exponentiel en temps du membre de gauche de cette dernie`re
e´quation est donne´ par la plus grande valeur propre de l’ope´rateur d’e´le´ments (cf. par exemple
(1.60))W+A (M−2) δM ′,M−2 +W−A (M+2) δM ′,M+1−
[
W+(M)+W−(M)+hM
]
δn′,n. On peut
a` nouveau syme´triser cet ope´rateur (le nouveau terme hnδn′,n n’est pas modifie´) et utiliser la
proce´dure variationnelle du paragraphe pre´ce´dent. On obtient que la valeur propre maximale
est donne´e par −Lminm(F⋆A(m, s) + hm). Enfin, d’apre`s (2.28), on obtient
min
m
(FA(m, s) + hm) = min
m
(F⋆A(m, s) + hm) (2.29)
et on peut identifier F et F⋆ (pourvu que la transforme´e de Legendre inverse puisse eˆtre
prise – pour autre une approche sans ce proble`me, on peut utiliser la the´orie de Donsker-
Varadhan [43], cf. annexe E).
En inte´grant (2.27) par rapport a`m, on obtient a` nouveau 1LψA(s) = −min0≤m≤1 FA(m, s).
Maintenant, la signification du mininum est claire : il repre´sente l’aimentation moyenne in-
te´gre´e au cours du temps, dans l’e´tat-s, et non la densite´ au temps final. Ceci ce voit par
exemple en de´rivant (2.28) par rapport a` h et en prenant la limite h → 0. Explicitement le
minimum du paysage d’e´nergie libre dynamique de Landau est atteint pour mK(s)
mK(s) =
1
t
〈∫ t
0 dτ M(τ) e
−sA
〉
〈e−sA〉 (2.30)
Nous verrons par la suite deux autres me´thodes pour arriver a` (2.24).
Les deux observables de type A qui vont nous servir le plus sont la complexite´ dynamique
Q+ et le nombre d’e´ve´nements K. Les e´nergies libres a` la Landau FA(m, s) correspondantes
donnent :
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⋆ pour A = K, α±(M) = 1, et
ψK(s) = − min
m∈[−1,1]
{
−2e−s [W+W−] 12 +W+ +W−}+O(1) (2.31)
⋆ pour A = Q+, α±(M) = ln
W±(M)
W+(M)+W−(M) et
ψ+(s) = − min
m∈[−1,1]
{
−2 [W+W−] 1−s2 [W+ +W−]s +W+ +W−}+O(1) (2.32)
Le lecteur impatient peut directement passer a` la section 2.2 pour une illustration physique de
ces re´sultats, les paragraphes interme´diaires de´taillant d’autres approches pour obtenir (2.24)
avec les corrections de taille finie.
2.1.5 Formalisme d’ope´rateur
L’e´quation maˆıtresse (2.8) pour la probabilite´ P (σ, t) dans l’espace des spins individuels
peut eˆtre traduite en terme d’ope´rateurs de spins 1/2. On de´finit une base |σ〉 orthonorme´e
associe´e aux configurations σ. L’e´volution temporelle du vecteur
|Ψ〉 =
∑
σ
P (σ, t)|σ〉 (2.33)
s’e´crit, d’apre`s (2.8), graˆce aux ope´rateurs (de spin 1/2) de Pauli σx,y,zi , sous la forme
∂t|Ψ〉 =
∑
i,σ
{
σxi
1− σzi
2
w+(σ) + σxi
1 + σzi
2
w−(σ)
}
P (σ)|σ〉 − r(Mz)|Ψ〉 (2.34)
On en de´duit la forme de l’ope´rateur d’e´volution W (tel que ∂t|Ψ〉 =W|Ψ〉) :
W =M−w−(Mz) +M+w+(Mz)− r(Mz) (2.35)
ou` l’on a de´fini
M± =
Mx ± iMy
2
avec Mx,y,z =
∑
i
σx,y,zi (2.36)
Il e´galement possible de retrouver l’expression (2.35) de l’ope´rateur d’e´volution en partant
de l’e´quation maˆıtresse (2.10) dans l’espace des aimantations, a` condition de choisir une base
ade´quate pour les e´tats d’aimantation fixe´e (annexe C). De la meˆme manie`re, on trouve que
l’ope´rateur d’e´volution associe´ a` A s’e´crit
WA =M
−e−sα−(M
z)w−(Mz) +M+e−sα+(M
z)w+(Mz)− r(Mz) (2.37)
Nous allons voir dans les sections suivantes que l’e´tude de cet ope´rateur de spin permet
de retrouver le principe d’extre´malisation (2.25-2.26) sans avoir a` effectuer de syme´trisation
(paragraphe 2.1.6) ou en acce´dant aux corrections de taille finie (paragraphe 2.1.7).
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2.1.6 E´tats cohe´rents de spin
Comme nous le montrons dans l’annexe D, on peut utiliser les e´tats cohe´rents de spin [88,
106] pour de´terminer le comportement aux grands temps de 〈etWA〉 dans la limite des grands
spins (N →∞) sous la forme d’une inte´grale de chemin sur deux champs m et φ :
〈etWA〉 ∼
∫
DmDφ exp
∫ t
0
{
Nφ∂tm+WA(m,φ)
}
(2.38)
ou` la fonction WA(m,φ) s’obtient a` partir de WA en y substituant les ope´rateurs Mz, M+
et M− par les fonctions suivantes : M
z → Nm
M± → 1
2
N
√
1−m2 e±φ
(2.39)
Les ope´rateurs Mz et M± ne commutent pas, ce qui rend l’ope´ration (2.39) ambigue¨. On
ve´rifie cependant que l’ordre des ope´rateursMz etM± dans (2.37) n’a pas d’importance pour
de´terminer ψA(s) a` l’ordre dominant en N [124]. A` cet ordre la`, les valeurs de w
±(Mz) et
α±(Mz) ne de´pendent plus que de m. On cherche les chemins stationnaires qui extre´malisent
l’inte´grale dans (2.38), par un argument de point col. Les e´quations correspondantes sont
∂WA/∂φ = 0 et ∂WA/∂m = 0. La premie`re d’entre elles :
−e−φw−(m)e−sα−(m) + eφw+(m)e−sα+(m) = 0 (2.40)
permet d’obtenir la valeur φ au point col
eφ =
[
w−(m)
w+(m)
]1/2
es[−α−(m)+α+(m)]/2 (2.41)
ce qui e´limine le champ φ de l’extre´malisation. En rassemblant les re´sultats pre´ce´dents, on
obtient :
〈etWA〉 ∼
∫
Dm exp
∫ t
0
{√
1−m2
[
w+w−e−s(α++α−)
]1/2 − 1 +m
2
w+ − 1−m
2
w−
}
(2.42)
En revenant aux taux de transition (2.11) dans l’espace des aimantations (W± = N 1∓m2 w
±)
on obtient a` nouveau exactement le “principe variationnel” (2.25-2.26).
Cette me´thode des e´tats cohe´rents de spin ne ne´cessite pas la syme´trisation pre´alable de
l’ope´rateur d’e´volution WA (c’est l’e´limination du champ φ qui a joue´ ce roˆle). En revanche,
elle ne permet pas directement d’acce´der aux corrections de taille finie, en raison des prob-
le`mes de commutation des ope´rateurs (il faudrait effectuer un calcul pre´cis de la valeur des
produits de la forme M+Mz entre deux e´tats cohe´rents de spin [124]). Pour y acce´der, nous
utiliserons plutoˆt la repre´sentation de Holstein-Primakoff des ope´rateurs de spins, tre`s proche
des e´tats cohe´rents, mais dont les relations de commutation sont plus aise´ment utilisables
(paragraphe 2.1.7).
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Insistons sur le fait que dans cette approche il n’est pas ne´cessaire de syme´triser l’ope´rateur
d’e´volution WA. Ceci est utile, par exemple, dans un cas un peu plus ge´ne´ral ou` le syste`me
est de´crit a` l’e´chelle macroscopique par deux aimantations totales (au lieu d’une) : l’e´tat
stationnaire ne ve´rifie alors pas ne´cessairement le bilan de´taille´ (2.14-2.15). Dans une telle
situation, le syste`me atteint un e´tat stationnaire hors d’e´quilibre et il n’est pas possible de
syme´triserWA. La me´thode des e´tats cohe´rents, expose´e dans ce paragraphe, permet toutefois
d’obtenir des re´sultats (cf. paragraphe 6.3.2 pour un exemple).
2.1.7 Corrections de taille finie
La premie`re e´tape consiste a` nouveau a` syme´triser l’ope´rateur d’e´volution WA e´crit en
fonction des ope´rateurs de spin (e´q. (2.37)). Graˆce aux relations
MzM− =M−(Mz − 2) MzM+ =M+(Mz + 2) (2.43)
et a` l’expression explicite de la distribution d’e´quilibre (2.14), on voit que l’ope´rateur diagonal
QA =
[(
N
N+M
2
)−1
Peq(M)
]1/2 M∏
m=−N
e
s
2
α−(m)
M−2∏
m=−N
e−
s
2
α+(m) (2.44)
permet de syme´triser WA suivant
W˜A ≡Q−1A WAQA (2.45)
=M−
[
w−(Mz)w+(Mz − 2)] 12 e− s2 [α−(Mz)+α+(Mz−2)]
+M+
[
w+(Mz)w−(Mz + 2)
] 1
2 e−
s
2
[α+(Mz)+α−(Mz+2)] − r(Mz) (2.46)
Pour e´tudier le spectre de W˜A et en particulier sa valeur propre maximale ψA(s) dans la limite
N →∞, une possibilite´ – en suivant Ruijgrok et Tjon [113] – est d’utiliser la repre´sentation
(exacte) des ope´rateurs de spins (Lx, Ly, Lz) donne´e par Holstein et Primakoff [74]
Lx = N − 2a†a (2.47)
iLy = a†
(
N − a†a
) 1
2 −
(
N − a†a
) 1
2
a (2.48)
Lz = a†
(
N − a†a
) 1
2
+
(
N − a†a
) 1
2
a (2.49)
en termes d’ope´rateurs bosoniques a et a† de cre´ation et d’annihilation. Une telle repre´sen-
tation n’est pas unique, car toute rotation du vecteur (Lx, Ly, Lz) reste une repre´sentation
valide de l’alge`bre de spins. Il sera en fait ne´cessaire, pour e´tudier le de´veloppement de WA
en puissances de N , d’utiliser cette liberte´ en e´crivant les ope´rateurs (Mx,My,Mz) de (2.37)
comme une rotation de (Lx, Ly, Lz) autour de la direction y. Plus pre´cise´ment, toujours suiv-
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ant [113], on pose My = Ly et3(
Mx
Mz
)
=
(
p −m
m p
)(
Lx
Lz
)
, p =
√
1−m2 et − 1 ≤ m ≤ 1 (2.50)
Le choix du parame`tre m permettra de de´terminer la valeur ψA(s) du fondamental de WA.
Dans l’approche originale de Ruijgrok et Tjon [113], la repre´sentation (2.50) permet d’e´tudier
la dynamique d’un mode`le de spins (pre´cise´ment le mode`le (i) de´fini au paragraphe 2.1.1) et la
valeur de m correspond a` la valeur de l’aimantation moyenne 〈M〉/N du syste`me dans l’e´tat
stationnaire. Dans notre approche, nous verrons que le choix de m qui permet de de´terminer
le fondamental de W˜A correspond a` nouveau a` la valeur moyenne de l’aimantation mA(s) =
〈M〉s/N dans l’e´tat-s (cf. e´galement (2.26) et (2.30)). Une fois inse´re´e la repre´sentation (2.47-
2.50) dans l’expression syme´trise´e (2.46) de l’ope´rateur d’e´volution, on peut effectuer un
de´veloppement en puissances de N :
W˜A = H
(2)N + (a+ a†)H(1)
√
N + Hˆ(0) +O(N−1/2) (2.51)
Les quantite´s H(2) et H(1) sont des fonctions qui de´pendent de m, et Hˆ(0) est un ope´rateur
quadratique en a et a†. Pour obtenir l’ordre dominant de ψA(s), seuls H(2) et H(1) comptent.
On obtient
H(2) =
[
(1−m2)w+Aw−A
] 1
2 − 1−m
2
w+ − 1 +m
2
w− (2.52)
H(1) =
(1−m2)∂m(w+Aw−A)− 2mw+Aw−A
2
[
w+Aw
−
A
] 1
2
− 1
2
√
1−m2{w− + (1 +m)∂mw− − w+ + (1−m)∂mw+} (2.53)
ou` les fonctions w± et w±A ne de´pendent que de m :
w± = lim
N→∞
w±(M = mN) (2.54)
w±A = limN→∞
w±A(M = mN) (2.55)
et les taux w±A(M) de´crivent la dynamique modifie´e par s :
w±A(M) = w
±(M) e−sα±(M) (2.56)
Si l’ope´rateur originel W˜A s’exprime simplement (2.37) en fonction des taux de transition
w±(M) dans l’espace des spins individuels, les expressions de H(2) et H(1) se simplifient con-
side´rablement en repassant aux taux de transition dans l’espace des aimantations (a` l’e´chelle
1/N dans la limite N →∞). En posant, d’apre`s (2.11)
W˜±(A) =
1∓m
2
w±(A) (2.57)
3On peut ve´rifier que des rotations supple´mentaires autour de x et z n’apportent rien, une fois l’ope´rateur
WA syme´trise´. On aurait e´galement pu se passer de la syme´trisation (2.45), a` condition de la remplacer par
une rotation supple´mentaire autour de z.
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on obtient :
H(2) = 2
[
W˜+A W˜
−
A
] 1
2 − W˜+ − W˜− (2.58)
H(1) =
√
1−m2 ∂mH(2) (2.59)
La valeur propre maximale deWA est donc donne´e par NH
(2) pour la valeur de m qui annule
H(1) et maximise H(2). Ces conditions e´quivalent a`
1
N
ψA(s) = max−1≤m≤1
{
2
[
W˜+A W˜
−
A
] 1
2 − W˜+ − W˜−
}
+O(N−1) (2.60)
et on retrouve bien le principe variationnel (2.26). Dans l’e´tat qui correspond a` ce choix de
m, on a, d’apre`s (2.47-2.50)
1
N
〈M〉s = m+O(1) (2.61)
ce qui donne l’interpre´tation physique (2.30) du parame`tre m.
Les corrections de taille finie s’obtiennent a` partir du spectre de l’ope´rateur Hˆ(0) de´fini
en (2.51). Il est quadratique en a et a†
Hˆ(0) = C +Xa2 + Y (a†)2 + 2Za†a (2.62)
En appliquant le re´sultat de l’annexe F, on obtient
ψA(s) = N max−1≤m≤1
{
2
[
W˜+A W˜
−
A
] 1
2 − W˜+ − W˜−
}
+
W˜+A ∂mW˜
−
A − W˜−A ∂mW˜+A(
W˜+A W˜
−
A
) 1
2
+
[
2
(
W˜+A W˜
−
A
) 1
2 ∂2m
(
W˜+ + W˜− − 2(W˜+A W˜−A )
1
2
)] 12
+O(N−1) (2.63)
ou` les corrections d’ordre 1 (deuxie`me et troisie`me lignes de (2.63)) sont calcule´es pour la
valeur meˆme de m qui re´alise l’extremum.
2.2 Mode`le d’Ising
2.2.1 Transition de phase thermodynamique
Nous passons a` l’e´tude du syste`me de spins d’Ising de´fini au paragraphe 2.1.1, dont le
hamiltonien est donne´ en (2.1) et la dynamique, en suivant [113], est donne´e par les taux de
transition de type Glauber (2.3) a` la tempe´rature inverse β. Ce mode`le de spins en interac-
tion a` porte´e infinie donne la description la plus simple d’un milieu magne´tique sujet a` une
transition de phase du second ordre en fonction de la tempe´rature. A` la limite thermody-
namique (N → ∞), le syste`me pre´sente en haute tempe´rature (β < βc , βc = 1) une phase
de´sordonne´e d’aimantation moyenne m = 〈M〉/N nulle, se´pare´e d’une phase ordonne´e, en
basse tempe´rature (β > βc), dont l’aimantation moyenne m est solution de l’e´quation
m = tanhβm (2.64)
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Le syste`me posse`de une syme´trie par renversement global des spins, qui est brise´e pour β > βc,
le syste`me adoptant dans cette phase une aimantation moyenne soit positive, soit ne´gative
(correspondant a` l’une des deux solutions oppose´es de (2.64)).
La transition de phase thermodynamique se´pare deux phases dont les configurations sont
de nature diffe´rentes : de´sordonne´es pour β < βc, ordonne´es, c’est-a`-dire pre´sentant un amas
macroscopique de spins oriente´s dans la meˆme direction, pour β > βc. Le formalisme thermo-
dynamique pre´sente´ dans les sections pre´ce´dentes permet d’analyser les aspects dynamiques
de cette transition, et notamment de repre´senter directement sa “naissance” en termes des
histoires suivies par le syste`me.
2.2.2 E´nergie libre dynamique associe´e a` Q+
Dans la limite des grands N , les taux de transition dans l’espace de l’aimantation totale
prennent la forme
W+ = N
1−m
2
eβm (2.65)
W− = N
1 +m
2
e−βm (2.66)
La pression topologique ψ+(s) est donne´e d’apre`s (2.32) a` la limite thermodynamique par
1
Nψ+(s) = −minmF+(m, s) avec
F+(m, s) = cosh βm−m sinhβm− 2s(1−m2)
1−s
2
(
cosh βm−m sinhβm)s (2.67)
Une analyse e´le´mentaire de cette e´quation donne les re´sultats suivants.
Pour les hautes tempe´ratures (figures 2.1a-2.4a), la pression topologique pre´sente un point
de non-analyticite´ sc < 0, qui se´pare deux phases dynamiques.
– Une phase de´sordonne´e (pour s > sc) ou` l’aimantation moyenne m+(s) est nulle (fig-
ure 2.2a), et la pression topologique s’e´crit d’apre`s (2.67)
1
N
ψ+(s) = 2
s − 1 (2.68)
Cette forme, qui correspond a` une distribution poissonienne de 1NQ+, est similaire a`
celle des syste`mes dont les taux de transition sont uniformes (cf. (1.79), ou` le rapport
r/W vaut 2, ce qui correspond aux deux possibilite´s – augmentation ou diminution –
d’e´volution de l’aimantation totaleM). Elle traduit la nature comple`tement ale´atoire de
la dynamique dans cette phase. Les corrections de taille finie, d’apre`s (2.63), s’e´crivent
ψ+(s) = N(2
s − 1) + 2s(1− s)(1− β)− 2s/2
√
2s(1− s(1− β)2)− β(2− β) +O(N−1)
(2.69)
et ne sont pas poissonniennes.
– Une phase ordonne´e (pour s < sc) ou` l’aimantation moyenne m+(s) est non nulle,
la transition ayant lieu continuˆment en s = sc (figure 2.2a). Le passage dans cette
phase ordonne´e se traduit par une discontinuite´ de la variance 1Nt〈Q2+〉c = 2ψ′′+(s)
2.2. MODE`LE D’ISING 39
-1 -0.5 0.5 1
-0.1
0.1
0.2
0.3
0.4
0.5
F+(m, s)
m
s = 0
s > 0
s < sc
s = sc
-1 -0.5 0.5 1
-0.1
0.1
0.2
0.3
0.4
F+(m, s)
m
s < s
sp
s > s
sp
s = 0
s > 0
Fig. 2.1 – E´nergie libre a` la Landau F+(m, s) pour le syste`me de spins d’Ising, pour diffe´rentes
valeurs de s. [(a), gauche] En phase haute tempe´rature (β = 0.8). [(b), droite] En phase
basse tempe´rature (β = 1.5). Les valeurs m+(s) auxquelles F+(m, s) atteint son minimum
sont repre´sente´es en figure 2.2.
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Fig. 2.2 – Aimantation moyenne dans l’e´tat-s m+(s) pour le syste`me de spins d’Ising. Les
deux branches pour s < sc repre´sentent les deux phases brise´es possibles.
[(a), gauche] En phase haute tempe´rature (β = 0.8), l’aimantation moyenne m+(s) subit une
transition continue en sc < 0 .[(b), droite] En phase basse tempe´rature (β = 1.5), le point
singulier est sc = 0 et l’aimantation moyenne est discontinue.
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Fig. 2.3 – Pression topologique 1Nψ+(s) pour le syste`me de spins d’Ising.
[(a), gauche] En phase haute tempe´rature (β = 0.8), ψ+(s) est non analytique en sc < 0 (la
deuxie`me de´rive´e est discontinue, cf. figure 2.4a). [(b), droite] En phase basse tempe´rature
(β = 1.5), le point singulier est sc = 0 et la singularite´ est d’ordre 1.
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Fig. 2.4 – De´rive´e de la pression topologique 1Nψ
′
+(s) pour le syste`me de spins d’Ising.
[(a), gauche] En phase haute tempe´rature (β = 0.8), la de´rive´e ψ′′+(s) est discontinue en
sc < 0. Cette non-analyticite´ de ψ+(s) est une signature de la discontinuite´ de la variance de
la complexite´ dynamique dans l’e´tat-s 1Nt〈Q2+〉c = 2ψ′′+(s) en sc, a` la limite thermodynamique.
[(b), droite] En phase basse tempe´rature (β = 1.5), le point singulier vaut sc = 0 et la
singularite´ de ψ+(s) traduit une discontinuite´ dans la moyenne de la complexite´ dynamique
dans l’e´tat-s 1Nt〈Q+〉 = −ψ′+(s) en s = 0, a` la limite thermodynamique.
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de la complexite´ dynamique (figure 2.4a), la pression topologique 1Nψ+(s) ayant une
singularite´ d’ordre 2 en s = sc (figure 2.3a). On s’attend a` ce que la discontinuite´ de la
variance se transforme pour les syste`mes en dimension finie en une divergence (a` l’image
de ce qui se passe pour les transitions de phase standard).
Pour les basses tempe´ratures (figures 2.1b-2.4b) la pression topologique pre´sente e´galement
la signature d’une transition de phase dynamique, entre une phase ordonne´e et une phase
de´sordonne´e. A` la diffe´rence des hautes tempe´ratures, la transition a lieu au point singulier
sc = 0 et est du premier ordre (m+(s) est discontinu, figure 2.2b).
L’image dynamique qui ressort de ces transitions est la suivante. Plac¸ons-nous dans la
phase de haute tempe´rature (β < 1) ou` l’aimantation moyenne est nulle. On peut classifier
l’ensemble des histoires possibles par la valeur de leur complexite´ q+ = Q+/t. Les histoires
ont en moyenne une complexite´ dynamique qeq+ =
1
Nt〈Q+〉. Si l’on regarde les histoires de
complexite´ moyenne le´ge`rement diffe´rente de qeq+ (pour les grands temps, d’apre`s (1.66),
leur statistique est donne´e par les e´tats-s avec s ≈ 0) les configurations visite´es sont de
meˆme nature que celle de l’e´tat d’e´quilibre : l’aimantation moyenne m = M/N est nulle.
En revanche, les histoires de complexite´ suffisamment faible, qui correspondent a` s < sc,
posse`dent une aimantation moyenne m non nulle. Diminuons ensuite la tempe´rature. Au fur
et a` mesure que β s’approche de βc, il devient de plus en plus facile de faire naˆıtre des histoires
qui visitent des configurations d’aimantation non nulle (car sc → 0 pour β → 1). Au point
critique thermodynamique, ces histoires prennent le dessus et l’emportent pour tout β > βc.
En re´sume´, la transition de phase thermodynamique usuelle en β = 1 est directement re-
sponsable de la transition de phase dynamique observe´e pour tout β. Cette dernie`re donne de
plus une repre´sentation quantitative du sce´nario des transitions du second ordre, engendre´es
par les fluctuations.
2.2.3 E´nergie libre associe´e a` K
La quantite´ de type A la plus simple pour caracte´riser l’activite´ d’une histoire est son
nombre d’e´ve´nements K, c’est-a`-dire son nombre de changements de configurations. L’e´nergie
libre dynamique ψK(s) associe´e a` K est donne´e d’apre`s (2.31) a` la limite thermodynamique
par 1NψK(s) = −minmFK(m, s) avec
FK(m, s) = cosh βm−m sinhβm− e−s
√
1−m2 (2.70)
Comme illustre´ sur les figures 2.5-2.8, la thermodynamique des histoires associe´e a` K donne
exactement la meˆme image que celle associe´e a` Q+, a` la correspondance s↔ −s pre`s, ne´ces-
saire car Q+ < 0 et K > 0. La grandeur K repre´sente l’activite´ d’une histoire et l’image
physique donne´e a` la fin du paragraphe 2.2.2 reste identique.
Les calculs analytiques peuvent eˆtre explicite´s un peu plus loin sans trop de lourdeur.
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Fig. 2.5 – E´nergie libre a` la Landau FK(m, s) pour le syste`me de spins d’Ising, pour diffe´rentes
valeurs de s. [(a), gauche] En phase haute tempe´rature (β = 0.8). [(b), droite] En phase
basse tempe´rature (β = 1.5). Les valeurs mK(s) auxquelles FK(m, s) atteint son minimum
sont repre´sente´es en figure 2.6.
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Fig. 2.6 – Aimantation moyenne dans l’e´tat-s mK(s) pour le syste`me de spins d’Ising. Les
deux branches pour s > sc repre´sentent les deux phases brise´es possibles.
[(a), gauche] En phase haute tempe´rature (β = 0.8), l’aimantation moyenne mK(s) subit une
transition continue en sc > 0 . [(b), droite] En phase basse tempe´rature (β = 1.5), le point
singulier est sc = 0 et l’aimantation moyenne est discontinue.
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Fig. 2.7 – E´nergie libre dynamique 1NψK(s) associe´e a` K pour le syste`me de spins d’Ising.
[(a), gauche] En phase haute tempe´rature (β = 0.8), ψK(s) est non analytique en sc > 0 (la
deuxie`me de´rive´e est discontinue, cf. figure 2.8). [(b), droite] En phase basse tempe´rature
(β = 1.5), le point singulier est sc = 0 et la singularite´ est d’ordre 1.
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Fig. 2.8 – De´rive´e 1Nψ
′
+(s) de l’e´nergie libre dynamique associe´e a` K pour le syste`me de
spins d’Ising.
[(a), gauche] En phase haute tempe´rature (β = 0.8), la de´rive´e ψ′′K(s) est discontinue en
sc > 0. Cette non-analyticite´ de ψK(s) est une signature de la discontinuite´ de la variance du
nombre d’e´ve´nements dans l’e´tat-s 1Nt〈K2〉c = 2ψ′′K(s) en sc, a` la limite thermodynamique.
[(b), droite] En phase basse tempe´rature (β = 1.5), le point singulier vaut sc = 0 et la
singularite´ de ψK(s) traduit une discontinuite´ dans la moyenne du nombre d’e´ve´nements
dans l’e´tat-s 1Nt〈K〉 = −ψ′K(s) en s = 0, a` la limite thermodynamique.
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L’aimantation moyenne mK(s) est la solution de
mKβ cosh βmK + (1− β) sinhβmK = mK√
1−m2K
z (2.71)
qui minimise FK(m, s). L’aimantation nulle mK(s) = 0 est toujours racine de (2.71), et il
peut exister deux autres solutions oppose´es non nulles. Le passage d’une solution nulle a` une
solution non nulle a` une valeur sc de s est responsable de la singularite´ de ψK(s) (figures
2.7-2.8). En phase basse tempe´rature (β > 1, figure 2.6b), mK(s) = 0 l’emporte pour s < 0
tandis que mK(s) 6= 0 l’emporte pour s > 0 : la transition dynamique a lieu au point sc = 0.
En phase haute tempe´rature (β < 1, figure 2.6a), on trouve que l’aimantation mK(s) est
continue et le point singulier est donne´ par
sc = − ln
[
β(2 − β)] (2.72)
En posant z = e−s, on a, pour les phases ou` mK(s) = 0 l’emporte :
ψK(z) = (z − 1)N + z(1 − β)−
√
z(z − β(2− β)) +O(N−1) (2.73)
L’ordre dominant en N correspond a` une distribution poissonienne de K. Pour les phases ou`
mK(s) 6= 0 l’emporte (c’est-a`-dire s > sc, cf. figure 2.6), on obtient
ψK(z) =N
[
z
√
1−m2K − cosh βmK +mK sinhβmK
]
+ z
1− (1−m2K)β√
1−m2K
+
√
φK(z)
(2.74)
avec
φK(z) =
z2
1−m2K
[
3− 6(1 −m2K)β + 4(1−m2K)2β2
]
+βz
√
1−m2K
[
(2− β) cosh βmK + βmK sinhβmK
][
1− 2(1 −m2K)β
]
(2.75)
Lorsque s = 0 (i.e. z = 1), l’e´quation (2.71) sur mK(s) est bien suˆr re´solue par la solution
m
(0)
K de l’e´quation de champ moyen
m
(0)
K = tanh(βm
(0)
K ) (2.76)
En phase basse tempe´rature, on peut par exemple choisir m
(0)
K > 0 et ψK(s) est donne´
par (2.74). Il est possible d’effectuer une the´orie de perturbation en puissances de s pour
mK(s) et ψK(s) en cherchant la solution de (2.71) sous la forme mK = m
(0)
K +m
(1)
K s + . . ..
En posant c0(β) = coshm
(0)
K (β), on trouve les cumulants suivants
1
N t
〈K〉 = 1
c0
+
β
N
c20(2− 3β) + β2
2c0(c20 − β)2
+O(1/N2) (2.77)
1
N t
〈K2〉c = 1
c0
+ c0
c20 − 1
(c20 − β)2
+O(1/N) (2.78)
1
N t
〈K3〉c = 1
c0
+ 3c0
c20 − 1
(c20 − β)5
[
c60 − (1 + β)c40 − β(1− 3β)c20 − β3
]
+O(1/N) (2.79)
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Ce re´sultat montre en particulier que, dans cette phase, le nombre d’e´ve´nements K n’est pas
distribue´ de manie`re poissonienne, meˆme a` l’ordre dominant en N (si tel e´tait le cas, seule
le terme en 1/c0 serait pre´sent dans les membres de droite (2.77,2.78,2.79) des cumulants
pre´ce´dents).
2.2.4 Entropie de Kolmogorov-Sinai dans l’e´tat stationnaire
Le mode`le d’Ising e´tudie´ dans ce chapitre permet e´galement d’illustrer le lien entre la
chaoticite´ de la dynamique dans l’e´tat stationnaire et la valeur de l’entropie KS (associe´e
a` l’e´volution dans l’espace de l’aimantation totale, c’est-a`-dire donne´e par hKS = −1t 〈Q+〉).
Graˆce a` (1.49), on voit que hKS ne de´pend de la tempe´rature inverse β que par l’interme´diaire
de c = cosh
[
β m(β)
]
, ou` m(β) est l’aimantation d’e´quilibre solution de l’e´quation de champ
moyen (2.64). On trouve :
lim
N→∞
1
N
hKS =
 ln 2 if β < 11
c
ln 2 if β > 1
(2.80)
Dans la phase haute tempe´rature (β < 1), hKS est constante a` l’ordre dominant en N . On
obtient les corrections de taille finie en de´veloppant (1.49) a` l’ordre 0, ce qui donne (figure
2.9) :
hKS −N ln 2 = −1 + (ln 2− 1)β(2 − β)
2(1 − β) (2.81)
2.2.5 Entropie de Kolmogorov-Sinai de´pendante de l’e´tat
Pour la dynamique a` tempe´rature fixe´e, on a de´fini au paragraphe 1.5.7 l’entropie KS
hKS[P ] dans un e´tat P qui n’est pas ne´cessairement l’e´tat stationnaire Peq. Pour le mode`le
d’Ising e´tudie´ ici, hKS[P ] ne de´pend de P a` l’ordre dominant que par l’interme´diaire de m :
1
N
hKS[P ] = e
βm 1−m
2
ln
[
1 +
1 +m
1−me
−2β m
]
+ e−βm
1 +m
2
ln
[
1 +
1−m
1 +m
e2β m
]
(2.82)
Si l’e´tat P posse`de une aimantation moyennem plus faible quemeq, l’entropie correspondante
hKS[P ] est plus faible que hKS, comme attendu pour une dynamique dans un e´tat plus “fige´”
(figure 2.10).
L’entropie KS renverse´e dans le temps hRKS[P ] dans l’e´tat P s’e´crit :
1
N
hRKS[P ] = e
βm 1−m
2
ln
[
1 +
1−m
1 +m
e2β m
]
+ e−βm
1 +m
2
ln
[
1 +
1 +m
1−me
−2β m
]
(2.83)
D’apre`s (1.108), ou` σf = 0 (le bilan de´taille´ est ve´rifie´), hKS[P ] et h
R
KS[P ] sont e´gales dans
l’e´tat d’e´quilibre (c’est-a`-dire pour m = meq d’apre`s (2.14)), aussi bien en haute tempe´rature
(figure 2.11) qu’en basse tempe´rature (figure 2.12).
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Fig. 2.9 – Entropie de Kolmogorov-Sinai hKS dans l’e´tat stationnaire, en fonction de β. Dans
la phase ordonne´e (β > 1), les variations de hKS sont d’ordre N , alors qu’elles sont d’ordre 1
dans la phase de´sordonne´e.
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Fig. 2.10 – Entropie de Kolmogorov-Sinai hKS[P ] dans un e´tat P de magne´tisation moyenne
m a` tempe´rature fixe´e, dans la phase ordonne´e (β = 1.2).
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Fig. 2.11 – Entropie de Kolmogorov-Sinai directe et renverse´e dans le temps dans un e´tat
d’aimantation m, dans la phase ordonne´e (β = 0.8). Comme attendu hKS ≤ hRKS. Ces deux
entropies dynamiques ne sont e´gales que pour l’aimantation d’e´quilibre meq = 0.
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Fig. 2.12 – Entropie de Kolmogorov-Sinai directe et renverse´e dans le temps dans un e´tat
d’aimantation m, dans la phase de´sordonne´e (β = 2). Comme attendu, hKS ≤ hRKS. Les deux
entropies dynamiques ne sont e´gales que pour les magne´tisation d’e´quilibre meq ≃ ±0.956 ou`
a` m = 0, qui est instable.
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2.3 Mode`le de Potts
2.3.1 Dynamique
Le mode`le de Potts est une ge´ne´ralisation du mode`le d’Ising e´tudie´ dans la section pre´ce´-
dente, ou` chaque spin individuel σi prend de´sormais q valeurs possibles, au lieu de deux. Pour
un syste`me de N spins, son hamiltonien s’e´crit
H(σ) = − 1
2N
∑
i,j
[
qδσi,σj − 1
]
= − 1
2N
[
q∑
k=1
qN2k −N2
]
= −1
2
N
[
q
q∑
k=1
θ2k − 1
]
ou` Nk est le nombre de spins dans l’e´tat k (1 ≤ k ≤ q) et θk = NkN est la fraction de spins
dans l’e´tat k. Si un spin saute de l’e´tat k a` l’e´tat k′, la variation d’e´nergie correspondante est
∆H = − q
N
[Nk′ −Nk + 1] = −q [θk′ − θk + 1/N ] (2.84)
Le mode`le est muni d’une dynamique de Glauber en temps continu, de taux de transition
W (σi = k → σi = k′) = e−β
∆H
2 (2.85)
ve´rifiant le bilan de´taille´ avec l’e´tat d’e´quilibre
Peq (σ) ∝ e−βH (2.86)
Pour q = 2, on retrouve le mode`le similaire au mode`le d’Ising e´tudie´ dans la partie 2.2. Ici,
nous allons e´galement nous inte´resser a` la dynamique a` l’e´chelle des nombres d’occupation
N = {Nk}1≤k≤q. Dans ce jeu de variables, les taux de transition prennent la forme
W
(
N →N ′) = Nneβ q2N [Nm−Nn+1] (2.87)
avec N ′ = {N1, · · · , N ′n = Nn − 1, · · · , N ′m = Nm + 1, · · · , Nq}, et la distribution d’e´quilibre
s’e´crit
Peq (N ) =
1
Z
N !
Πqk=1Nk!
e−βH (2.88)
Le syste`me pre´sente a` la limite thermodynamique une transition de phase en β = βc, qui
se´pare une phase de´sordonne´e (β < βc) ou` tous les e´tats sont occupe´s uniforme´ment, d’une
phase ordonne´e (β > βc) ou` l’un des e´tats est occupe´ de manie`re pre´dominante, brisant
la syme´trie initiale entre les e´tats. Nous e´tudions dans le paragraphe suivant la transition
dynamique qui lui est associe´e.
2.3.2 Thermodynamique des histoires associe´e a` K
Comme pour le mode`le d’Ising, les thermodynamiques donne´es par Q+ et K donnent des
re´sultats e´quivalents (paragraphes 2.2.2 et 2.2.3). Nous nous restreindrons a` la description
donne´e par K, qui est plus simple a` traiter. En ge´ne´ralisant l’approche du paragraphe 2.1.3,
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nous allons de´terminer l’e´nergie libre dynamique ψK(s) a` l’ordre dominant. Le point de de´part
est l’ope´rateur d’e´volution associe´ a` K, dont les e´le´ments s’e´crivent (cf. 2.17)
(WK)N′,N = z
∑
n
∑
m6=n
δN ′n,Nn−1δN ′m,Nm+1
( ∏
k 6=n
k 6=m
δN ′
k
,Nk
)
W
(
N →N ′)− ( q∏
k=1
δN ′
k
,Nk
)
r(N )
(2.89)
avec z = e−s et r(N) =
∑
N
′ 6=NW (N → N ′). En utilisant une transformation similaire
a` (2.18-2.19), on obtient a` nouveau un ope´rateur syme´trise´(
W˜K
)
N
′,N
= z
∑
n
∑
m6=n
δN ′n+1,NnδN ′m−1,Nm
( ∏
k 6=n
k 6=m
δN ′k ,Nk
) [
(N ′n + 1)N
′
m
]1/2
−( q∏
k=1
δN ′
k
,Nk
)∑
n
∑
m6=n
N ′ne
β q
2N
[N ′m−N ′n+1]
dont le spectre, et en particulier la plus grande valeur propre ψK(s), est e´gal a` celui de WK .
Pour grand N , et en dehors de la transition β = βc, on s’attend a` ce que le vecteur propre
correspondant a` ψK(s) ait des e´le´ments de la forme
P (N ) ∼ eNf(θ) avec θ = {θk}1≤k≤q ,
ce qui est de´ja` le cas pour z = 1 (s = 0), i.e. pour la distribution d’e´quilibre
feq(θ) = β
q
2
q∑
k=1
θ2k (2.90)
Dans la limite N →∞, on obtient∑
N
′
(
W˜K
)
N,N′
P (N ′)
= z
∑
n
∑
m6=n
[
(Nn + 1)Nm
] 1
2 eNf(θ1,··· ,θn+
1
N
,··· ,θm− 1N ,··· ,θq)
−
∑
n
∑
m6=n
Nne
β q
2N
[Nm−Nn+1]eNf(θ1,··· ,θq) (2.91)
= NeNf(θ1,··· ,θq)
∑
n
∑
m6=n
{
z
√
θnθme
∂f
∂θn
− ∂f
∂θm − θneβ
q
2
[θm−θn]
}
(2.92)
Comme dans (2.22), la plus grande valeur propre s’obtient en maximisant sur P la quantite´
〈P |W˜K |P 〉
〈P |P 〉 =
∑
N
Ne2Nf(θ1,··· ,θq)
∑
n
∑
m6=n
{
z
√
θnθme
∂f
∂θn
− ∂f
∂θm − θneβ
q
2
[θm−θn]
}
∑
N
e2Nf(θ1,··· ,θq)
(2.93)
Pour chaque fonction f , dans la limite des grands N , la somme est domine´e par le maximum
de f , pour lequel ∂f∂θk = 0 pour tout 1 ≤ k ≤ q. Autrement dit :
1
N
ψK(s) = max
θ
∑
n
∑
m6=n
[
z
√
θnθm − θneβ
q
2
[θm−θn]
]
(2.94)
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Fig. 2.13 – E´nergie libre a` la Landau FK(m, s) en fonction dem pour le mode`le de Potts, pour
diffe´rentes valeurs de s (s = −1, 0, 0.1, 0.22, 0.2255, 0.23), dans la phase haute tempe´rature
β = .5 < βc. On observe l’apparition d’une transition de phase dynamique du premier ordre
en s = sc ≈ 0.2255.
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Fig. 2.14 – E´nergie libre dynamique ψK(s) et sa de´rive´e ψ
′
K(s) pour le mode`le de Potts en
phase haute tempe´rature (β = 0.5 < βc). Une transition dynamique du premier ordre a lieu
en s = sc ≈ 0.2255 (pour le mode`le d’Ising en haute tempe´rature, la transition e´tait du second
ordre, cf. figure 2.4).
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2.3.3 Brisure de syme´trie
Pour toute tempe´rature, le syste`me pre´sente une transition de phase dynamique (ce que
l’on savait de´ja` pour q = 2). Comme au point critique thermodynamique βc [99], la transition
dynamique s’accompagne d’une brisure de la syme´trie de permutation entre les e´tats. Dans
la phase brise´e, un e´tat particulier (par exemple k = 1) posse`de un nombre d’occupation N1
diffe´rent des autres occupations (Nk)k>1. L’e´tat du syste`me peut se de´crire en fonction d’un
parame`tre d’ordre m ∈ [−1/(q − 1), 1] tel que θ1 = 1+(q−1)mq et θk = 1−mq pour k > 1. Dans
la phase non brise´e, on a θ1 = θk et m = 0.
D’apre`s (2.94), la fonction ge´ne´ratrice des cumulants de K s’e´crit
ψK(s)
N
= max
m
{
2
q − 1
q
z
√
(1−m) [1 + (q − 1)m] + (q − 1)(q − 2)
q
(z − 1)(1 −m)
−q − 1
q
[1 + (q − 1)m] e−βq2 m − q − 1
q
(1−m)eβq2 m
}
(2.95)
Pour trois e´tats (q = 3), les re´sultats en basse tempe´rature sont similaires a` ceux du mode`le
d’Ising (q = 2) : on observe une transition dynamique en sc = 0, entre deux phases, l’une
syme´trique (m = 0 pour s > 0), l’autre brise´e (m 6= 0 pour s ≤ 0). En haute tempe´rature, on
observe toujours une transition en s = sc > 0 (figure 2.13), mais celle-ci est du premier ordre
(figure 2.14).
2.4 Processus de contact
2.4.1 Motivations
Nous passons a` l’e´tude du syste`me du Processus de Contact (CP) sur un graphe complet,
de´fini au paragraphe 2.1.1 et dont la dynamique est donne´e par les taux de transition (2.4).
Introduit par Harris [72] en 1974, ce mode`le a e´te´ re´examine´ assez re´cemment en champ nul
(h = 0). Dickman et Vidigal [40] ont e´tudie´ en de´tail une de ses proprie´te´s remarquables :
l’existence d’une transition de phase hors d’e´quilibre qui se´pare un e´tat absorbant, vide de
particule (pour les faibles λ) d’un e´tat actif (pour λ > λc), a` la limite thermodynamique
(N →∞). Sur le graphe complet le taux de branchement critique vaut λc = 1. En taille finie,
l’e´tat d’e´quilibre est absorbant pour toute valeur de λ, et, pour λ > λc, les configurations de
densite´ non nulle n’ont qu’une dure´e de vie finie. La dure´e de vie de cet e´tat actif, en taille finie,
a e´te´ e´tudie´e par Deroulers et Monasson [39]. En substance, la transition de phase du processus
de contact se range dans la classe d’universalite´ de la percolation dirige´e. Elle apparaˆıt donc
comme un cas d’e´cole de transition de phase hors d’e´quilibre (pour une revue cf. par exemple
[73]), auquel on a naturellement envie d’appliquer le formalisme thermodynamique. Il faut
noter d’ailleurs que de telles transitions vers un e´tat absorbant sont parfois invoque´es dans
la physique de la transition vitreuse [118, 109, 128].
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2.4.2 E´tat stationnaire
La dynamique peut eˆtre de´crite a` l’e´chelle du nombre total de particule n : comme
dans (2.13), on a {
W (n→ n− 1) = n
W (n→ n+ 1) = (N − n)(λn/N + h)
(2.96)
Rappelons d’abord les principales proprie´te´s de l’e´tat stationnaire en champ nul (h = 0).
Pour tout N fini, l’e´tat stationnaire est l’e´tat vide. L’e´volution temporelle du nombre moyen
de particules s’e´crit
∂t〈n〉 =
〈
(N − n)λn
N
− n
〉
(2.97)
Comme les interactions ont une porte´e infinie (les sites sont tous voisins entre eux), l’approche
de champ moyen est valide a` la limite thermodynamique (n et N tendent vers l’infini, avec
ρ = n/N fixe´). Dans l’e´tat stationnaire, (2.97) devient donc
ρ
[
λ(1− ρ)− 1] = 0 (2.98)
A` la limite thermodynamique, il existe donc deux re´gimes de densite´ possibles, en fonction
de la valeur de λ. Pour λ ≤ 1, l’e´tat stationnaire est l’e´tat absorbant, tandis que le syste`me
atteint presque suˆrement un e´tat quasi-stationnaire de densite´ non nulle ρ pour λ > 1. La
densite´ stationnaire est donne´e par
ρ = 1− 1
λ
, (2.99)
Pour passer outre l’e´tat absorbant en taille finie, nous travaillerons a` h non nul. Dans l’e´tat
d’e´quilibre correspondant, la densite´ moyenne ρ est la seule solution positive de
λρ+ h = ρ/(1− ρ) (2.100)
2.4.3 Pression topologique
Dans la limite thermodynamique (n et N grands, ρ = n/N fixe´) les taux de transi-
tion (2.96) dans l’espace du nombre total de particules prennent la forme
W− = Nρ (2.101)
W+ = N(1− ρ)(λρ+ h) (2.102)
La pression topologique ψ+(s) est donne´e d’apre`s l’e´galite´ (2.32), traduite dans le langage des
particules (au lieu des spins) a` l’ordre dominant en N par 1Nψ+(s) = −minρF+(ρ, s) avec
F+(ρ, s) = ρ+ (1− ρ)(λρ+ h)− 2
[
ρ(1− ρ)(λρ+ h)]1/2 [ρ+ (1− ρ)(λρ+ h)]s (2.103)
On obtient les re´sultats suivants :
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(i) Pour une faible valeur h > 0 du champ : l’e´tat stationnaire est actif, de densite´ ρeq =
ρ+(0) non nulle, donne´e par la solution (2.100) (qui correspond e´galement au minimum
et au ze´ro de F+(ρ, s), figure 2.15a). Pour s > 0, les histoires ont une plus grande
complexite´ dynamique (donne´e − 1Nt〈Q+〉s = ψ′+(s), figure 2.18a) que dans l’e´tat sta-
tionnaire et les e´tats explore´s ont une densite´ de particules ρ+(s) > ρeq (figure 2.16a).
Une plus grande densite´ autorise en effet plus d’e´ve´nements par unite´ de temps. Dans
la re´gion s < 0, qui explore des histoires de complexite´ dynamique plus faible que dans
l’e´tat stationnaire, on observe une transition de phase dynamique du premier ordre, la
de´rive´e ψ′+(s) de la pression topologique e´tant discontinue en un point singulier sc < 0
(figures 2.17a, 2.18a). La complexite´ moyenne diminue brutalement (figure 2.18a) : pour
s < sc, les histoires sont beaucoup moins actives. La transition se refle`te aussi dans la
densite´ moyenne ρ+(s) des configurations explore´es, qui est plus faible dans la phase
inactive.
(ii) Dans la limite de champ nul (h→ 0) : le sce´nario pre´ce´dent est conserve´, le point sin-
gulier sc tendant vers 0 (figures 2.15b-2.18b). Dans la phase inactive (s < sc), la densite´
de particules devient nulle (le syste`me tombe dans l’e´tat absorbant).
2.4.4 Thermodynamique des histoires associe´e a` K
Comme pour le mode`le d’Ising e´tudie´ pre´ce´demment, les re´sultats sur ψK(s) sont en
correspondance qualitative avec ceux de ψ+(s), suivant s↔ −s.
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Fig. 2.15 – E´nergie libre a` la Landau F+(ρ, s) pour le processus de contact, pour diffe´rentes
valeurs de s, a` λ = 2.5. Les valeurs m+(s) auxquelles F+(m, s) atteint son minimum sont
repre´sente´es en figure 2.16. [(a), gauche] En champ non nul (h = 0.1). [(b), droite] Dans la
limite de champ nul (h→ 0).
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Fig. 2.16 – Densite´ de particules moyenne dans l’e´tat-s ρ+(s) pour le processus de contact
(λ = 2.5). [(a), gauche] En champ non nul (h = 0.1), la densite´ moyenne ρ+(s) indique la
transition du premier ordre en sc < 0. La densite´ de particules dans l’e´tat inactif (s < sc) est
plus faible que dans l’e´tat actif (s > sc), mais n’est pas nulle. [(b), droite] Dans la limite de
champ nul (h→ 0), la transition a lieu en sc = 0. La densite´ de particules dans l’e´tat inactif
(s < sc) tend vers 0 avec h. Pour h = 0, on retrouve l’e´tat absorbant comple`tement vide de
particule.
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Fig. 2.17 – Pression topologique 1Nψ+(s) pour le processus de contact (λ = 2.5).
[(a), gauche] En champ non nul (h = 0.1), ψ+(s) est non analytique en sc < 0 (la deuxie`me
de´rive´e est discontinue, cf. figure 2.18a). [(b), droite] Dans la limite de champ nul (h → 0),
le point singulier sc tend vers 0.
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Fig. 2.18 – De´rive´e de la pression topologique 1Nψ
′
+(s) pour le processus de contact (λ = 2.5).
En champ non nul [(a), gauche, h = 0.1] comme dans la limite de champ nul [(b), droite,
h → 0], la singularite´ de ψ+(s) traduit une discontinuite´ dans la moyenne de la complexite´
dynamique dans l’e´tat-s 1Nt〈Q+〉 = −ψ′+(s) en s = sc, a` la limite thermodynamique.
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Chapitre 3
Grandes de´viations en temps
continu : me´thode nume´rique
Nous pre´sentons une proce´dure nume´rique pour e´tudier les proprie´tes physiques d’un sys-
te`me dans l’ensemble-s, de´veloppe´e en collaboration avec Julien Tailleur. Les re´sultats corre-
spondent a` la publication P5.
3.1 Description de la me´thode
3.1.1 Motivations
L’e´tude des fluctuations d’observables extensives en temps du type A (comme K, Q+, ou
QS) est a` la base de la thermodynamique des histoires expose´e au chapitre 1. Quantitative-
ment, il s’agit d’e´tudier la fonction de grandes de´viations π(a) associe´e a` la probabilite´ de
mesurer une valeur a t de l’observable A sur un temps long :
Prob
(
A/t = a , t
) ∼ etπ(a) avec t→∞ (3.1)
Comme on l’a vu, il est plus facile de conside´rer la fonction de grandes de´viations ψA(s)
associe´e a` la fonction ge´ne´ratrice des moments de A :
ZA(s, t) =
∑
A
e−sAP (A, t) =
〈
e−sA
〉 ∼ etψA(s) avec t→∞ (3.2)
Ces fonctions et leur interpre´tation ont e´te´ introduites au paragraphe 1.4.2.
La de´finition meˆme de ces fonctions de grandes de´viations rend leur de´termination difficile,
car la probabilite´ d’observer une valeur de A/t loin de sa moyenne de´croˆıt exponentiellement
en temps. De´terminer directement π(a) pose donc un proble`me d’e´chantillonnage – il faut
observer un grand nombre de trajectoires pour obtenir des valeurs rares de A. Pour les
syste`mes e´voluant avec une dynamique de Markov en temps discret, Giardina`, Kurchan et
Peliti ont propose´ [67] une me´thode nume´rique du type Monte Carlo qui s’affranchit de
cette difficulte´, la fonction de grandes de´viations e´tant obtenue par la mesure de la valeur
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moyenne d’une observable. Toutefois, les syste`mes physiques e´voluent continuˆment en temps :
l’application de cet algorithme a` des mode`les continus en temps passe donc par le choix
d’un pas de temps arbitraire dt pour discre´tiser la dynamique. La valeur optimale de dt est
de´termine´e par un e´quilibre entre l’efficacite´ de l’algorithme et l’erreur due a` la discre´tisation.
Dans l’ide´al, dt doit eˆtre plus petit que toute e´chelle de temps dans le syste`me, mais des valeurs
de dt trop petites ne font qu’allonger inutilement la dure´e de simulation, la plupart des pas
de temps e´tant perdus a` rejeter des e´ve´nements. Cette difficulte´ est de´ja` pre´sente dans les
algorithmes de Monte Carlo standard, et devient ine´vitable lorsqu’on e´tudie une fonction
de grandes de´viations. En effet, meˆme un syste`me qui posse`de une seule e´chelle de temps
dans l’e´tat stationnaire pre´sentera en ge´ne´ral des e´chelles de temps assez diffe´rentes dans
ses grandes de´viations, suivant la nature des histoires rares qui les ge´ne`rent – ce qui rend le
choix de dt ardu. Un exemple simple de cette situation est donne´ par les mode`les de trafic
routier : dans l’e´tat stationnaire, l’e´chelle de temps est globalement fixe, mais peut varier d’un
facteur N e´gal au nombre de voitures pre´sentes dans le syste`me, si l’on compare les histoires
embouteille´es (un nombre fini de voitures peut bouger) et les histoires fluides (ou` un nombre
extensif de voitures peut bouger).
Dans ce chapitre, nous pre´sentons une proce´dure inspire´e de [67] ou` les difficulte´s de la
discre´tisation en temps sont e´limine´es en se plac¸ant directement en temps continu. Pour les
phe´nome`nes de´crits dans le cadre des syste`mes dynamiques, la de´termination de fonctions de
grandes de´viations fait e´galement appel a` des me´thodes de clonage (voir [125, 126] pour des
exemples de syste`mes a` grand nombre de degre´ de liberte´).
3.1.2 Une e´volution qui ne conserve pas la probabilite´
On s’inte´resse a` des syste`mes munis d’une dynamique markovienne en temps continu,
avec les notations du chapitre 1 (partie 1.3 pour la dynamique, partie 1.4 pour l’observable
A). Nous allons e´valuer l’e´nergie libre dynamique ψA(s) associe´e a` A. Comme on l’a vu au
paragraphe 1.4.2, il est en ge´ne´ral possible de reconstruire π(a) a` partir de ψA(s). A` l’instar
de [67], nous allons obtenir la fonction ψA(s) par la mesure de la valeur moyenne d’une
observable bien choisie, dans une nouvelle dynamique. L’outil principal qui permet d’arriver
a` ce re´sultat est la transforme´e de Laplace (1.58) Pˆ (C, s, t) de la probabilite´ jointe P (C, A, t)
d’observer le syste`me dans une configuration C au temps t, ayant mesure´ une valeur A de
l’observable (1.44). Elle obe´it a` l’e´quation d’e´volution (1.59), qui peut se re´crire :
∂tPˆA(C, s, t) =
∑
C′
Ws(C′ → C′)PˆA(C′, s, t)− rs(C)PˆA(C, s, t)︸ ︷︷ ︸
partie conservant
la probabilite´
+
[
rs(C)− r(C)
]
PˆA(C, s, t)︸ ︷︷ ︸
partie ne conservant
pas la probabilite´
(3.3)
ou` l’on a introduit une nouvelle dynamique de taux de transition de´pendants de s
Ws(C → C′) = e−sα(C,C′)W (C → C′) (3.4)
3.1. DESCRIPTION DE LA ME´THODE 59
dont le taux d’e´chappement depuis la configuration C est :
rs(C) =
∑
C′
Ws(C → C′) . (3.5)
Nous avons vu au paragraphe 1.4.3 que PˆA(C, s, t) et ZA(s, t) =
∑
C PˆA(C, s, t) e´voluent
exponentiellement en temps avec un taux ψA(s), qui s’interpre`te comme le taux de perte (ou
de gain) de probabilite´ de l’e´quation d’e´volution (1.59). Dans l’e´criture (3.3) de l’e´quation
d’e´volution, on a se´pare´ deux parties, l’une conservant la probabilite´, l’autre, diagonale, ne la
conservant pas. Toute la subtilite´, comme dans [67], consiste a` construire un algorithme qui
tienne compte de ces deux types d’e´volution.
Remarquons au passage une autre conse´quence de la de´composition (3.3). D’apre`s (1.76),
on voit que 〈
e−sA
〉
=
〈
e
R t
0 δrs
〉
dynamique
s-modifie´e
(3.6)
En d’autre termes, la fonction de partition dynamique 〈e−sA〉 associe´e a` A s’e´crit comme celle
associe´e a`
∫ t
0 δrs dans la dynamique modifie´e donne´e par les taux (3.4-3.5). Ceci permet de
faire le lien entre les grandes de´viations d’observables de type A, qui varient discontinuˆment
au cours du temps, et celles d’observables de type
∫ t
0 δrs, qui varient continuˆment.
3.1.3 Algorithme de clonage
Si la partie non conservative δr(C) = rs(C) − r(C) de (3.3) est inde´pendante de C, la
“probabilite´” non conserve´e PˆA(C, s, t) diminue (ou augmente) exponentiellement en temps a`
un taux constant δr (comme pour une de´sinte´gration radioactive), ce qui permet d’ailleurs
de retrouver (1.79) pour A = Q+. Dans le cas ge´ne´ral ou` δr(C) de´pend de C, la dynamique
est constitue´e d’une succession de changements de configuration de´termine´s par les taux
modifie´s (3.4), et d’e´volutions exponentielles de Pˆ (C, s, t), avec un taux rs(C) − r(C), entre
les changements de configuration.
Une construction explicite de ces deux e´volutions paralle`les est donne´e dans l’annexe A
(voir en particulier la forme explicite de PˆA(C, s, t), e´q. A.19). Pour repre´senter cette e´volution,
on conside`re, comme en diffusion Monte Carlo [2], un grand nombre de copies du syste`me
qui e´voluent en paralle`le avec la dynamique s-modifie´e (3.4-3.5). A` chaque changement de
configuration d’une copie c
(1) c saute de sa configuration C vers une autre configuration C′ tire´e avec probabilite´
Ws(C → C′)/rs(C) ;
(2) l’intervalle de temps ∆t que la copie c passera dans l’e´tat C′ avant de changer a` nouveau
de configuration est tire´ suivant la loi de Poisson (1.27) de parame`tre rs(C′) ;
(3) la copie c est soit tue´e, soit clone´e avec un taux Y(C′) = e∆t [rs(C′)−r(C′)] : en posant
y = ⌊Y(C′) + ε⌋ ou` ε est uniforme´ment distribue´ sur [0, 1]
a) si y = 0, la copie c est tue´e,
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b) si y = 1, il ne se passe rien,
c) si y > 1, la copie c est copie´e y − 1 fois.
A` chaque e´tape de cette proce´dure, le nombre total de copies du syste`me est modifie´ par
un facteur X = N+y−1N , N e´tant le nombre total de copies avant l’e´tape. Ce facteur traduit
l’e´volution exponentielle en temps de Pˆ (C, s, t). Tant que le nombre total N (t) de copies a`
l’instant t est grand, par construction (d’apre`s A.19), le nombre N (C, t) de copies dans l’e´tat
C a` l’instant t vaut
N (C, t) = N (C, 0)PˆA(C, s, t) (3.7)
Ainsi, pour t grand, ZA(s, t) =
∑
C PˆA(C, s, t) est simplement donne´ par l’augmentation de la
population totale :
ZA(s, t) =
N (t)
N (0) (3.8)
Tel quel, l’algorithme entraˆıne la disparition ou l’explosion du nombre total de copies du
syste`me. Pour maintenir leur nombre constant, on remplace les points a), b), c) de la 3e`me
e´tape par :
(3’) a) si y = 0, la copie c est remplace´e par une autre copie tire´e au hasard,
b) si y = 1, rien ne se passe,
c) si y > 1, y− 1 copies tire´es au hasard sont remplace´es par c avec probabilite´ NN+y−1 .
Pour de´terminer ψA(s, t), il suffit de conserver tous les facteurs X =
N ′+y−1
N ′ , N ′ e´tant cette
fois le nombre total de copies, conserve´. On a en effet :
1
t
lnX1 . . . XK =
1
t
lnN (t) ∼ ψA(s) pour t→∞ (3.9)
ou` K est le nombre total d’e´ve´nements entre 0 et t, incluant les changements de configurations
et les e´tapes de clonage.
Par construction, dans la nouvelle dynamique (1), (2), (3′) a` nombre de copies constant,
le nombre N ′(C, t) de copies dans l’e´tat C a` l’instant t vaut N ′(C, t) = N (C, t)/N (t). Ainsi,
d’apre`s (1.62), (3.7) et (3.8), N ′(C, t) ne de´pend plus de t aux grands temps et donne une
repre´sentation de l’e´tat-s (paragraphe 1.4.3)
lim
t→∞N
′(C, t) = P˜ (C, A) (3.10)
En particulier, la mesure 〈O〉s d’une observable O dans l’e´tat-s peut se mesurer nume´rique-
ment comme la moyenne de O sur l’ensemble des clones
〈O〉s =
∑
C
O(C)N ′(C, t) (3.11)
Ceci est e´galement ge´ne´ralisable a` une observable O qui de´pend de l’histoire comple`te entre
0 et t (une telle valeur de O e´tant attache´e a` chaque clone).
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3.1.4 Inte´gration thermodynamique
Le calcul direct de ψA(s) par (3.9) est par nature bruite´, a` cause de la taille finie de
population des copies. Pour atte´nuer ce bruit, on peut se servir de la relation (1.65), qui permet
de reconstruire ψA(s) a` partir de sa de´rive´e ψ
′
A(s) = − limt→∞ 1t 〈A〉s. Nume´riquement, il suffit
de mesurer 〈A〉s :
ψA(s) = −1
t
∫ s
0
ds′ 〈A〉s′ (3.12)
L’inte´gration re´duit le bruit. Cette relation doit toutefois eˆtre utilise´e avec pre´caution autour
d’une transition de phase dynamique du premier ordre (la forte variation de ψ′A(s) autour du
point singulier ne´cessite un e´chantillonnage important en s).
3.1.5 Une ge´ne´ralisation supple´mentaire
Dans le cas d’une observable un peu plus ge´ne´rale (paragraphe 1.4.5) de type B (e´q. 1.72),
on voit que la fonction de grandes de´viations ψb(s) ≡ limt→∞ 1t ln〈e−sB〉 s’obtient par le meˆme
algorithme que pre´ce´demment, le facteur de clonage devenant
YC = eb(C)+∆t [rs(C′)−r(C′)] (3.13)
Les taux de transitions Ws et rs ne sont pas modifie´s.
3.2 Premiers exemples
3.2.1 Processus d’Exclusion Syme´trique (SEP)
Comme premier test de l’algorithme pre´ce´dent, on e´tudie ici la fonction de grandes de´via-
tions du courant total Q dans le processus d’exclusion syme´trique (SEP) [122] avec conditions
aux limites pe´riodiques. Le syste`me est constitue´ de N particules qui diffusent sur un re´seau
en dimension 1, de taille L. Chaque particule peut sauter avec un taux 1 vers sa droite ou
vers sa gauche, si le site d’arrive´e est vide. Le courant total Q augmente de 1 a` chaque saut
a` droite et diminue de 1 a` chaque saut a` gauche.
Comme dans d’autres processus d’exclusion [34, 35, 93], la fonction de grandes de´viations
ψQ(s) est extensive en L pour s fini, et on s’inte´ressera a` la fonction intensive
1
LψQ(s), a` la
limite thermodynamique (N et L grands, la densite´ ρ = N/L e´tant fixe´e). La moyenne du
courant est nulle (les sauts sont syme´triques), mais sa variance est finie et ψQ(s) s’e´crit pour
s faible [122] :
1
L
ψQ(s) = ρ(1− ρ)s2 +O(Ls4) (3.14)
Dans ce re´gime, les fluctuations sont gaussiennes et l’e´valuation nume´rique donne des re´sultats
en parfait accord avec le de´veloppement (3.14) (figure 3.1b). Pour de plus grandes valeurs de s
(cf. la relation 7.67 et la figure 7.5 pour les expressions analytiques dans le re´gime s≫ 1), les
fluctuations sont non gaussiennes (figure 3.1a), et correspondent a` de tre`s grandes de´viations
du courant.
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Fig. 3.1 – E´valuation nume´rique de 1LψQ(s) pour le SEP (N = 200, L = 400).
[(a) : gauche] Comparaison entre l’e´valuation directe de ψQ(s) (croix bleues) et le re´sultat de
l’inte´gration thermodynamique (ronds rouges).
[(b) : droite] Comparaison entre le re´sultat nume´rique (ronds rouges) et le de´veloppe-
ment (3.14), valide pour faible s (ligne continue).
La mesure directe de ψQ(s) est e´galement compare´e au re´sultat de l’inte´gration thermody-
namique (figure 3.1a). Les deux e´valuations sont en accord, en tenant compte des incertitudes.
3.2.2 Processus d’Exclusion Asyme´trique (ASEP)
Nous conside´rons maintenant les de´viations du courant dans le processus d’exclusion
asyme´trique (ASEP) [122], en conditions aux limites pe´riodiques. Le re´seau est identique
a` celui du SEP, mais la dynamique me`ne maintenant le syste`me hors d’e´quilibre : chaque
particule saute avec un taux DL vers sa gauche et DR vers sa droite, si le site d’arrive´e est
vide. Pour DL 6= DR, le syste`me est traverse´ par un courant de particules non nul dans l’e´tat
stationnaire : a` la limite thermodynamique, 1t 〈Q〉 ≡ qst = Lρ (1− ρ)(DR −DL). La fonction
de grandes de´viations ψQ(s) (cf. figure 3.2a pour une e´valuation nume´rique) est syme´trique
autour de 12E (avec E = ln
DL
DR
), d’apre`s le the´ore`me de fluctuation ψQ(E − s) = ψQ(s).
Pour DL > DR (DL = 1.2, DR = 0.8 dans les donne´es des figures 3.2 et 3.3) le courant
stationnaire qst est ne´gatif. La branche s > E/2 correspond a` des de´viations ou` le courant
moyen est ne´gatif, tandis que s < E/2 correspond a` des de´viations positives (rappelons
que ψ′Q(s) = − limt→∞ 1t 〈Q〉s). La proce´dure nume´rique propose´e dans ce chapitre permet
e´galement de visualiser les configurations qui contribuent, dans l’e´tat-s, a` imposer une valeur
moyenne du courant 1t 〈Q〉s diffe´rente de qst.
– Pour les grands courants (c’est-a`-dire |s| ≫ E et Q d’ordre N), le courant est rendu
maximal par les configurations qui posse`dent le moins d’amas de particules possible
(figure 3.2b) : le profil moyen est plat, avec une densite´ moyenne N/L.
– Pour les faibles courants (c’est-a`-dire |s| ≈ E et Q d’ordre 1), le syste`me visite des
configurations forme´es d’un amas de taille macroscopique. Le profil moyen prend la
forme d’un choc suivi d’un anti-choc (figures 3.3a-d). Leur asyme´trie favorise un le´ger
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Fig. 3.2 – [(a) : gauche] Fonction de grandes de´viations 1
L
ψQ(s) pour l’ASEP (L = 400 sites,
N = 200 particules). Les taux de saut sont DL = 1.2 et DR = 0.8, d’ou` E/2 ≃ −0.2. Les croix bleues
et les cercles rouges correspondent respectivement a` l’e´valuation directe de 1
L
ψQ(s) et au re´sultat de
l’inte´gration thermodynamique. [(b) : droite] Une configuration typique (ni = 0 ou 1 est le nombre
d’occupation au site i) pour une tre`s grande de´viation de courant (|s| ≫ E, i.e. | 1
t
〈Q〉s| ≫ qst) : le
profil est uniforme. Ici, L = 100, N = 50.
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Fig. 3.3 – Profil moyen de l’ASEP (avec L = 100, N = 50, DL = 1.2 et DR = 0.8 d’ou` E/2 ≃ −0.2)
pour diffe´rentes valeurs de s autour de E/2. [(a) : haut, gauche] Pour s = −0.1 > E/2, le courant
moyen est ne´gatif (les particules vont majoritairement vers la gauche), comme dans l’e´tat stationnaire.
[(b) : haut, droite] Pour s ≃ −0.2 = E/2, le courant moyen est nul. [(c) : bas, gauche] Pour s =
−0.30 > E/2, le courant moyen est positif. [(d) : bas, droite] Pour s = −0.35 > E/2, le syste`me
de´veloppe des profils instationnaires, qui annoncent la transition vers un profil uniforme.
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courant moyen du coˆte´ le moins pentu.
La transition entre ces deux re´gimes est de meˆme nature que celle e´tudie´e par Bodineau et
Derrida dans le cas des processus d’exclusion faiblement et totalement asyme´triques [19].
3.2.3 Processus de Contact (CP) en dimension 1
Nous avons e´tudie´ dans la partie 2.4 le processus de contact (CP) sur un graphe complet.
Nous conside´rons ici le CP en dimension 1. Chaque site i d’un re´seau unidimensionnel de
taille L est soit vide (ni = 0) soit occupe´ par une particule (ni = 1). La dynamique est la
suivante : les particules s’annihilent avec un taux 1, tandis que les sites vides i se remplissent
avec un taux
Wcre´ation = λ(ni−1 + ni+1) + h (3.15)
ou` λ et h sont correspondent aux taux de´ja` de´finis en champ moyen. Nous examinons ici
l’e´nergie libre dynamique associe´e au nombre d’e´ve´nements K. En champ moyen (para-
graphe 2.4.4), nous savons de´ja` que l’e´nergie libre correspondante 1LψK(s) est singulie`re en
sc > 0 pour h > 0 a` la limite thermodynamique.
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Fig. 3.4 – [(a) : gauche] Trace´ de la fonction de grandes de´viations 1LψK(s) associe´e au nombre
d’e´ve´nements K dans le processus de contact (λ = 3.5) avec un champ non nul (h = 0.1) pour
L = 120 sites. Les deux branches, se´pare´es pour L grand par un point singulier sc ≃ 0.057,
correspondent aux deux phases actives et inactives de la dynamique. [(b) : droite] L’arrive´e
de la transition de phase dynamique en sc pour L→∞ est illustre´e sur le comportement de
−ψ′K(s) = 1t 〈K〉s en taille finie, pour diffe´rentes tailles de syste`me (noir :L = 4, rouge : 8, en
bleu : 15, en violet : 50).
En utilisant l’algorithme de´crit dans ce chapitre, on montre que cette transition de phase
dynamique existe toujours en dimension 1, a` la limite thermodynamique. Comme en champ
moyen, on obtient que 1LψK(s) est inde´pendant de L pour L grand. La fonction
1
LψK(s)
(figure 3.4a) pre´sente deux branches qui correspondent aux histoires fortement et faiblement
actives.
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La non-analyticite´ de 1LψK(s) apparaˆıt, a` la limite L→∞, sous la forme d’une disconti-
nuite´ de 1Lψ
′
K(s) = − 1Lt〈K〉s. Celle-ci se manifeste clairement dans le comportement de taille
finie de − 1Lψ′K(s) (Figure 3.4b), qui permet en particulier d’estimer la valeur point singulier
a` sc ∼ 0.057. Autour de ce point, la dynamique pre´sente une superposition d’histoires “plus
actives” et “moins actives”, pour lesquelles l’approche en temps continu propose´e dans ce
chapitre est particulie`rement approprie´e.
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Chapitre 4
Transition de phase dynamique
dans les syste`mes vitreux
Nous effectuons une statistiques des histoires sur quelques exemples de mode`les de ver-
res. Nous montrons que la coexistence de phase dynamique de ces syste`mes correspond a`
l’existence de plusieurs minima dans le paysage d’e´nergie libre dynamique a` la Landau. Les
re´sultats ont e´te´ obtenus en collaboration avec Juan P. Garrahan, Robert Jack, Estelle Pitard,
Kristina van Duijvendijk et Fre´de´ric van Wijland, et correspondent en partie a` la publication
P6.
4.1 Dynamiques cine´tiquement contraintes
4.1.1 Motivations
Un grand nombre de phe´nome`nes naturels peuvent eˆtre rassemble´s dans une meˆme classe,
celle des phe´nome`nes vitreux, qui ont la particularite´ de ne pas pouvoir eˆtre compris si on
se restreint a` une approche purement statique (i.e. a` la thermodynamique de Boltzmann).
Ainsi, des syste`mes aussi divers que les verres (de nos vitres), les empilements granulaires com-
pacts, les collo¨ıdes, les gaz de sphe`res dures polydisperses, les syste`mes de spins de´sordonne´s
pre´sentent (au moins) deux e´chelles de temps caracte´ristiques tre`s diffe´rentes :
(i) l’une, souvent inaccessible expe´rimentalement, correspond au temps que ces syste`mes
mettent (mettraient) pour atteindre leur e´tat d’e´quilibre – plusieurs milliards d’an-
ne´es pour le verre des vitres et vitraux [135] – et qui de´pend conside´rablement de la
tempe´rature (figure 4.1) ;
(ii) l’autre, expe´rimentale, correspond au temps que le syste`me met pour “relaxer” apre`s
une faible perturbation.
Ces syste`mes, dans la pratique, n’atteignent donc pas leur e´tat d’e´quilibre, restent bloque´s
dans un e´tat (de “quasi-e´quilibre” [55]) qui varie tre`s lentement dans le temps, et pre´sentent
toute une phe´nome´nologie originale (“violation” de FDR, vieillissement) qui diffe`re en tout
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Fig. 4.1 – Viscosite´ (en unite´s logarithmiques) de certains mate´riaux de type vitreux en
fonction de la tempe´rature inverse. La viscosite´, directement relie´e au temps de retour a`
l’e´quilibre, change sur plus de 10 ordres de grandeur sur une faible gamme de tempe´rature.
Figure tire´e de Martinez et Angell [98].
point de celle d’un e´tat transitoire proche de l’e´quilibre. Ce ralentissement de la dynamique,
au moins dans les cas les plus simples [114], est e´galement diffe´rent du ralentissement critique,
pre´sent au voisinage d’un point critique dans les transitions de phase standard.
L’application du formalisme thermodynamique a` ce type de syste`mes est assez ardue
(voir [1] pour une e´tude nume´rique). On se limitera dans ce chapitre a` l’e´tude de quelques
mode`les de verres, dans le cadre stochastique de´taille´ au long des chapitres pre´ce´dents.
4.1.2 Mode`les cine´tiquement contraints
Au niveau the´orique, les exemples les plus simples de syste`mes pre´sentant certaines car-
acte´ristiques vitreuses sont donne´s par les mode`les cine´tiquement contraints (cf. Ritort et
Sollich [111] pour une revue exhaustive).
Nous conside´rerons des mode`les de´finis sur un re´seau euclidien en dimension d, de volume
V = Ld, en conditions aux limites pe´riodiques. Chaque site i est soit “peu mobile” (ni = 0),
soit “mobile” (ou “excite´”) (ni = 1). C’est cette diffe´rence de mobilite´ entre re´gions distinctes
qui constitue l’ingre´dient essentiel pour produire un ralentissement dynamique, en induisant
des contraintes cine´tiques. Les taux de transition entre ces deux e´tats se mettent sous la forme
W (ni → 1− ni) = CiW0(ni → 1− ni) (4.1)
ou` W0(ni → 1− ni) est le taux de transition en l’absence de contrainte et Ci repre´sente une
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“contrainte cine´tique”. Les taux non contraints sont les taux de Glauber a` la tempe´rature 1/β
correspondant a` l’e´nergie triviale
H =
∑
i
ni (4.2)
La contrainte cine´tique Ci est un facteur qui interdit ou autorise certaines transitions entre
e´tats. Elle traduit la manie`re dont les zones immobiles de´favorisent le mouvement dans leur
voisinage, a` l’inverse des zones mobiles, qui le favorisent.
Nous allons en particulier e´tudier le mode`le de Fredrickson-Andersen (FA) [56, 57] et ses
variantes. La contrainte cine´tique Ci est une fonction du nombre de voisins excite´s fi du
site i. De manie`re ge´ne´rale, Ci est nul pour fi = 0 (c’est l’image physique de “facilitation” :
seules les zones excite´es peuvent exciter leur voisinage). La contrainte la plus simple consiste
a` prendre Ci = 0 si fi = 0 et Ci = 1 si fi ≥ 1. Nous conside´rerons e´galement le choix Ci = fi,
qui revient qualitativement au meˆme [111], et permet de bien formuler une limite de champ
moyen aux grandes dimensions. Pour toute transition ni → 1−ni, la contrainte Ci agit de la
meˆme manie`re sur la transition (ni = 0) → (ni = 1) que (ni = 1) → (ni = 0) : on voit ainsi
que les dynamiques contrainte (taux W ) et non contrainte (taux W0) ve´rifient toutes deux
le bilan de´taille´ par rapport a` la distribution d’e´quilibre P eq ∝ e−βH . Enfin, notons que les
taux de transition s’e´crivent explicitement{
W
(
(ni = 0)→ (ni = 1)
)
= ζcCi ≡ k Ci
W
(
(ni = 1)→ (ni = 0)
)
= ζ(1− c)Ci ≡ k′ Ci
(4.3)
ou` c = 〈ni〉 = (1 + eβ)−1 est la concentration d’excitation a` l’e´quilibre, et ζ est l’unite´ de
temps de la dynamique de Glauber. Dans ce qui suit, on utilisera plutoˆt le vocabulaire des
taux de cre´ation k et d’annihilation k′ de´finis dans (4.3).
Il n’y a pas de transition de phase thermodynamique a` tempe´rature non nulle dans le
mode`le FA [131]. Il existe par ailleurs un e´tat comple`tement isole´, l’e´tat vide d’excitation
(ni = 0 pour tout site i), qui n’interviendra pas par la suite – il est impossible de l’atteindre
depuis un e´tat non vide, et impossible d’en sortir. De nombreuses variantes du mode`le FA
existent [111]. Nous e´tudierons la plus simple d’entre elles, le mode`le East [78, 100], pour
lequel un site ne peut changer d’e´tat que si son voisin de gauche est excite´ (en dimension d,
la “gauche” est de´finie par rapport a` une direction arbitraire fixe´e).
4.2 Transition de phase dynamique
4.2.1 Re´sultats en dimension finie
La dynamique des mode`les cine´tiquement contraints posse`de un ingre´dient clef pour notre
analyse des phe´nome`nes vitreux : les taux de transition ve´rifient le bilan de´taille´ par rapport
a` une meˆme distribution d’e´quilibre P eq triviale en l’absence et en pre´sence de contrainte.
Sachant qu’en l’absence de contrainte la dynamique ne pre´sente pas de caracte´ristiques vit-
reuses, on voit de`s maintenant que celles-ci ne peuvent eˆtre comprises en e´tudiant seulement
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Fig. 4.2 – Comportement de taille finie dans l’e´tat-s associe´ a` K, au voisinage du point
singulier sc = 0 pour le mode`le FA en dimension 1 (k = 1, k
′ = 3, tailles L donne´es dans
le meˆme ordre dans la le´gende que sur les courbes). La branche s < 0 (resp. s > 0) est
plus active (resp. moins active) que l’e´tat stationnaire (s = 0). [(a) : gauche] E´nergie libre
dynamique 1LψK(s). Une transition dynamique du premier ordre a lieu en sc = 0 (de manie`re
effective, sc = O(1/L) en taille finie). [(b) : droite] Densite´ d’excitation ρK(s) dans l’e´tat-s.
A` mesure que L grandit, l’e´tat inactif (s > 0) devient de plus en plus inactif.
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Fig. 4.3 – Comportement de taille finie dans l’e´tat-s associe´ a` K, au voisinage du point
singulier sc = 0 pour le mode`le FA en dimension 2 (k = 1, k
′ = 3, Ci = fi, tailles line´aires L
donne´es dans le meˆme ordre dans la le´gende que sur les courbes). Le syste`me posse`de L2 sites.
La branche s < 0 (resp. s > 0) est plus active (resp. moins active) que l’e´tat stationnaire
(s = 0). [(a) : gauche] E´nergie libre dynamique 1
L2
ψK(s). Une transition dynamique du
premier ordre a lieu en sc = 0 (de manie`re effective, sc = O(1/L2) en taille finie). [(b) :
droite] Densite´ d’excitation ρK(s) dans l’e´tat-s. A` mesure que L grandit, l’e´tat inactif (s > 0)
devient de plus en plus inactif.
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Fig. 4.4 – Comportement de taille finie dans l’e´tat-s associe´ a` K, au voisinage du point
singulier sc = 0 pour le mode`le East en dimension 1 (k = 1, k
′ = 3, tailles L donne´es dans le
meˆme ordre dans la le´gende que sur les courbes). Les graphes et l’interpre´tation sont similaires
a` ceux de la figure 4.2.
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Fig. 4.5 – Comportement de taille finie dans l’e´tat-s associe´ a` K, au voisinage du point
singulier sc = 0 pour le mode`le East en dimension 3 (k = 1, k
′ = 3, tailles line´aires L donne´es
dans le meˆme ordre dans la le´gende que sur les courbes). Le volume du syste`me est V = L3.
Les graphes et l’interpre´tation sont similaires a` ceux de la figure 4.2.
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P eq. Nous avons utilise´ l’algorithme propose´ au chapitre 3 pour e´tudier l’e´tat-s associe´ au
nombre d’e´ve´nements1 K pour les mode`les FA en dimension 1 et 2 (figures 4.2 et 4.3) et East
en dimension 1 et 3 (figures 4.4 et 4.5).
Pour tous ces syste`mes, les estimations nume´riques obtenues pour ψK(s) et ρK(s) (densite´
d’excitation 〈ni〉s dans l’e´tat-s) appuient le sce´nario suivant : a` la limite thermodynamique
(V → ∞), l’e´tat stationnaire standard (s = 0) est critique par rapport a` la variable (dy-
namique) s. En de´tail :
(i) l’e´nergie libre dynamique (divise´e par V = Ld) 1V ψK(s) tend a` la limite V → ∞ vers
une fonction singulie`re en sc = 0,
(ii) dans la branche s < 0, l’activite´ moyenne 1V t〈K〉s = − 1V ψ′K(s), ainsi que la densite´
d’excitations ρK(s) sont non nulles (phase active),
(iii) dans la branche s > 0, l’activite´ moyenne 1V t〈K〉s et la densite´ d’excitations ρK(s) sont
nulles (phase inactive).
On a donc une situation assez analogue a` celle du processus de contact en champ nul
(h = 0) en dimension finie (paragraphe 3.2.3) ou en champ moyen (partie 2.4). Toutefois,
cette comparaison n’est valide qu’a` la limite thermodynamique. En taille finie, ρK(s)|s>0 est
non nul (d’ordre 1/V ) pour les mode`les FA ou East (la phase s > 0 est faiblement active),
tandis que ρK(s)|s>0 est nul pour toute taille de syste`me dans le CP en champ nul (dans la
phase s > 0, le syste`me tombe dans un e´tat absorbant).
Enfin, on ve´rifie que la dynamique non contrainte (ou` tout est calculable exactement, car
les sites sont inde´pendants) ne pre´sente pas de transition de phase dynamique : l’e´nergie libre
dynamique 1LψK(s) et la densite´ dans l’e´tat-s ρK(s) ne posse`dent pas de singularite´ a` la limite
thermodynamique. (figure 4.6).
4.2.2 Approche en champ moyen
Pour de´celer l’origine de cette transition dynamique, on s’inte´resse a` une version de FA sur
un graphe complet, avec des taux de transition du type (4.1, 4.3) et une contrainte cine´tique
Ci e´gale au nombre de voisins excite´s. Sur un graphe complet, tous les sites e´tant voisins
entre eux, les taux s’e´crivent{
W
(
(ni = 0)→ (ni = 1)
)
= k n
W
(
(ni = 1)→ (ni = 0)
)
= k′ (n− 1)
pour L→∞ (4.4)
ou` n =
∑
i ni est le nombre total d’excitations. A` nouveau, ces taux posse`dent un e´tat
comple`tement isole´ (n = 0) dont on ne peut pas sortir et qu’on ne peut pas atteindre. On
s’inte´resse a` la dynamique dans la partie restante de l’espace de configuration (n > 0), qui est
irre´ductible. A` la limite thermodynamique (L→∞, n→∞, ρ = n/L fixe´), et dans l’espace
1L’e´tude de la complexite´ dynamique Q+ donne des re´sultats similaires.
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Fig. 4.6 – Comparaison entre les e´tat-s de la dynamique contrainte (en rouge) et de la
dynamique non contrainte (en vert) pour un syste`me de taille (L = 100, k = 1, k′ = 3).
[(a) : gauche] Densite´ d’excitation ρK(s) sur une large gamme de valeurs de s. La dynamique
non contrainte pre´sente une seule phase active, contrairement a` la dynamique contrainte.
[(b) : droite] E´nergie libre dynamique 1LψK(s) correspondante, autour de s = 0.
du nombre total d’excitations (cf. e´q. 2.13), les taux se comportent a` l’ordre dominant en{
W+(n) = Lk ρ2
W−(n) = Lk′ ρ(1− ρ)
pour L→∞ (4.5)
et, d’apre`s les re´sultats du chapitre 3, la fonction de grandes de´viations ψK(s) est donne´e a`
l’ordre dominant par 1LψK(s) = −minρFK(ρ, s) avec l’e´nergie libre dynamique a` la Landau
FK(ρ, s) = k ρ2 + k′ ρ(1− ρ)− 2e−sρ
[
k k′ ρ(1− ρ)]1/2 (4.6)
Une analyse imme´diate montre qu’a` la limite thermodynamique le syste`me posse`de une tran-
sition de phase (figure 4.7) similaire a` celle observe´e nume´riquement en dimension 1 et 2.
L’interpre´tation (2.27) de l’e´nergie libre a` la Landau-Ginzburg justifie l’image heuristique
de coexistence de phase dynamique propose´e dans [76] (cf. e´galement la figure 4.9).
Notons qu’en l’absence de contrainte,{
W+(n) = Lk ρ
W−(n) = Lk′ (1− ρ)
pour L→∞ (4.7)
on a a` l’ordre dominant 1LψK(s) = −minρFK(ρ, s) avec
FK(ρ, s) = k ρ+ k′ (1− ρ)− 2e−s
[
k k′ρ(1− ρ)]1/2 (cas non contraint) (4.8)
Enfin, on peut voir que le point critique (de tempe´rature nulle) de FA ne joue pas de
roˆle vis-a`-vis de la transition de phase dynamique. Le mode`le A+A↔ 0 posse`de les meˆmes
proprie´te´s critiques que le mode`le FA [77] au voisinage de la tempe´rature nulle, mais on peut
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Fig. 4.7 – E´tat-s du mode`le FA en champ moyen (taux de´finis en (4.4)) pour k = 1, k′ = 2. Les
re´sultats correspondent a` ceux du mode`le FA en dimension 1 et 2 (figures 4.3 et 4.3) a` la limite
thermodynamique. [(a) : gauche] E´nergie libre dynamique limL→∞ 1LψK(s) correspondante.
[(b) : droite] Densite´ d’excitation ρK(s).
voir que son e´nergie libre dynamique, au moins en champ moyen, n’est pas singulie`re. Les
taux de transition des processus 0→ A+A et A+A→ 0 s’e´crivent dans l’espace du nombre
total de particules n :{
W (n→ n− 2) = k n(n− 1)
W (n→ n+ 2) = k′ (L− n)(L− n+ 1)
pour L→∞ (4.9)
et graˆce aux re´sultats du chapitre 3 on constate facilement que l’e´nergie libre dynamique
de Landau FK(ρ, s) est purement quadratique en la densite´ ρ. Le mode`le n’est donc pas
dynamiquement critique2. Ces re´sultats se transposent e´galement en dimension finie.
2On ve´rifie e´galement que F+(ρ, s) ne posse`de qu’un minimum pour tout s.
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Fig. 4.8 – E´nergie libre dynamique a` la Landau FK(ρ, s) pour le mode`le FA sur un graphe
complet, a` la limite thermodynamique. [(a) : gauche] Pour diffe´rentes valeurs de s. [(b) :
droite] Pour s = 0 : comparaison a` la dynamique non contrainte (taux de´finis en 4.7).
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Fig. 4.9 – E´nergie libre phe´nome´nologique propose´e dans [76] pour rendre compte de la
coexistence de phase. Pour le mode`le FA en champ moyen e´tudie´ dans ce paragraphe il est
possible de construire exactement cette quantite´ (figure 4.8) : il s’agit de F(ρ, s = 0). Dans
notre approche, la quantite´ µ (diffe´rence d’e´nergie libre entre la phase active et la phase
inactive) est d’ordre 1/L.
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Deuxie`me partie
Fluctuations de courant
77
Chapitre 5
Introduction aux grandes
de´viations de courant
Dans ce chapitre, nous donnons un aperc¸u des re´sultats existant dans la litte´rature autour
des fonctions de grandes de´viations du courant.
5.1 Irre´versibilite´
Flux d’entropie associe´ a` un
e´change d’e´nergie, de particules, ...
QS
Production d’entropie
associe´e a` la
dissipation interne
Σ > 0
Fig. 5.1 – Production et flux d’entropie moyens dans un syste`me dissipatif
La second principe de la thermodynamique e´nonce que l’entropie d’un syste`me isole´ ne
peut qu’augmenter au cours du temps, ou, plus ge´ne´ralement, que la variation d’entropie ∆S
d’un syste`me au cours d’une e´volution est la somme de deux contributions (figure 5.1) :
∆S = Σ−QS (5.1)
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Cette relation est la version inte´gre´e du bilan d’entropie
dS
dt
=
∫
volume
dV σirr −
∫
surface
d~S. ~JS (5.2)
L’entropie e´change´e QS est lie´e aux courants d’e´nergie, de charges, de particules, etc... entre le
syste`me et l’environnement. L’entropie produite Σ est positive et correspond aux phe´nome`nes
irre´versibles qui se de´roulent a` l’inte´rieur du syste`me. Dans l’e´tat stationnaire (∆S = 0),
l’entropie e´change´e (QS = Σ) est positive.
L’existence d’une quantite´ comme Σ , positive pour toute e´volution temporelle, permet de
caracte´riser les syste`mes qui ont une dynamique re´versible. Comparons les variations d’en-
tropie d’une e´volution donne´e (∆S = Σ−QS) et de son e´volution renverse´e temporellement
(∆SR = ΣR−QRS ). Comme ∆S = −∆SR, la dynamique est re´versible (QR = −Q) seulement
si ΣR = −Σ, ce qui implique Σ = 0. D’ou` le re´sultat suivant : les e´volutions re´versibles sont
celles dont la production d’entropie est nulle.
Ce point de vue est celui de la thermodynamique macroscopique. En physique statistique,
l’entropie e´change´e est une quantite´ fluctuante et n’est positive qu’en moyenne dans l’e´tat
stationnaire. Les relations de fluctuations ge´ne´ralisent le re´sultat ci-dessus. Ce sont des iden-
tite´s qui apparaissent lors de la comparaison, a` l’e´chelle microscopique, des histoires directes
et renverse´es dans le temps suivies par un syste`me.
5.2 Relations de fluctuation : galerie de portraits
5.2.1 Syste`mes de´terministes
L’observation, par Evans, Cohen et Morriss [50], d’une relation simple entre la probabilite´
de mesurer une certaine contrainte de cisaillement σ et la probabilite´ de mesurer la contrainte
oppose´e −σ dans un fluide hors d’e´quilibre, sur une dure´e d’observation t
Prob[σ]
Prob[−σ] ∼ e
tσ (5.3)
a e´te´ le point de de´part d’une se´rie d’analyses, de ge´ne´ralisations, ou de traductions dans
d’autres contextes de cette relation, l’ide´e centrale e´tant toujours la comparaison entre les
histoires d’un syste`me et de leur renverse´ temporel. Dans le cadre des syste`mes dynamiques
Evans et Searles [51, 52], Gallavotti et Cohen [58, 59] ont e´tudie´ ce genre de relation en
s’appuyant sur une analyse pre´cise de la mesure dans un e´tat hors d’e´quilibre a` temps
fini t, de´finition proble´matique a` la limite t → ∞ (voir le point de vue re´cent de Kur-
chan [91] pour une analyse tre`s claire). Dans de telles approches, la quantite´ σ repre´sente
plus ge´ne´ralement l’entropie (fluctuante) e´change´e par le syste`me avec l’environnement. Dans
tous les cas, la relation (5.3) donne une mesure de la difficulte´ a` observer des de´viations
(Prob[−σ] ∼ Prob[σ]e−tσ) de l’e´galite´ 〈σ〉 > 0, valable en moyenne. Remarquons enfin
que (5.3) implique e´galement
〈e−s t σ〉 ∼ 〈e−(1−s) t σ〉 (5.4)
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5.2.2 Syste`mes stochastiques de´crits par une e´quation de Langevin
Dans le cas de particules dont le mouvement obe´it a` une e´quation le Langevin, Kurchan [90]
a montre´ que le travail des forces non conservatives agissant sur le syste`me ve´rifie une relation
du type (5.4) – premier exemple d’un the´ore`me de fluctuation dans un cadre stochastique.
Dans ce cadre, la de´monstration du re´sultat n’est pas e´clipse´e par les difficulte´s techniques
de la de´finition de la mesure dans les syste`mes dynamiques.
Comme exemple pe´dagogique, on peut conside´rer un ensemble de particules en contact
avec un bain thermique de tempe´rature unite´, place´es dans un champ E. Pour varier les
plaisirs, on choisit d’utiliser un formalisme de the´orie de champ, diffe´rent du point de vue
de [90], mais tout a` fait e´quivalent. La densite´ ρ(x, t) des particules obe´it elle-meˆme a` une
e´quation de Langevin (dans la discre´tisation de Itoˆ [29]) :
∂tρ+∇j = 0
j = −D∇ρ+ Eρ+ η (5.5)〈
η(x, t)η(x′, t′)
〉
= 2D δ(d)(x− x′) δ(t − t′) ρ(x, t)
On s’inte´resse aux grandes de´viations du courant inte´gre´ Q =
∫
dtdxj(x, t) et au com-
portement aux grands temps de la fonction de partition ZQ(s, t) = 〈e−sQ〉. A` partir des
e´quations (5.5), on de´termine l’action S[ρ, ρ¯; s] telle que ZQ(s, t) =
∫ DρDρ¯ e−S[ρ,ρ¯;s], suiv-
ant les me´thodes standard de passage d’une e´quation de Langevin a` une the´orie de champ
[6, 41, 79, 80] (cf. e´galement le paragraphe 8.2.1). On obtient presque sans calcul :
S[ρ, ρ¯; s] =
∫
dtdx
{
ρ¯
[
∂t −D∆+ (E − 2sD)∇
]
ρ−D(∇ρ¯)2ρ+ s(E −Ds)ρ
}
(5.6)
On ve´rifie facilement que l’action S[ρ, ρ¯ ; s] est invariante (a` des termes de bord non extensifs
en temps pre`s) sous les transformations
t 7→ −t
ρ¯ 7→ −ρ¯+ log ρ
ρ0
s 7→ E
D
− s
(5.7)
Ce qui montre que l’e´nergie libre dynamique ψQ(s) ≡ limt→∞ 1t lnZQ(s, t) ve´rifie la syme´trie
ψQ(s) = ψQ(E/D − s) (5.8)
qui n’est autre qu’une forme du the´ore`me de fluctuation. Alternativement, on peut utiliser
l’invariance sous la syme´trie 
t 7→ −t
ρ¯ 7→ ρ¯+ f
s 7→ E
D
− s
(5.9)
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ou` la fonction f est solution de
∂tρ+ (E − 2sD)∇ρ−D∇(ρ∇f) = 0 (5.10)
et s’interpre`te (cf. e´q. 5.5) comme la partie longitudinale du courant dans l’e´tat-s. A` l’e´quilibre
(E = 0), les syme´tries (5.7) et (5.9) sont des syme´tries par renversement du temps dont on
peut par exemple de´duire la relation de fluctuation dissipation d’Einstein (on consultera [3]
pour une e´tude syste´matique).
5.2.3 Processus de Markov
En suivant [64, 93, 96], on de´finit pour un syste`me markovien en temps continu le courant
d’entropie QS :
QS =
K−1∑
k=0
ln
W (Ck → Ck+1)
W (Ck+1 → Ck) (5.11)
pour une histoire de configurations (C0 → . . . → CK). On a de´ja` vu que la variation de
l’entropie de Boltzmann-Gibbs (1.101) s’e´crit
∆S ≡ S(t)− S(0) = Σ(t)− 〈QS〉 (5.12)
ou` Σ(t) =
∫ t
0 dt σirr et σirr > 0 est de´fini en (1.103). On retrouve exactement la situa-
tion de´crite au paragraphe 5.1, mais cette fois les observables sont fluctuantes : QS de´fini
par (5.11) a le sens d’un courant d’entropie entre le syste`me et l’environnement. Sur la plu-
part des exemples physiques, il s’e´crit justement comme la somme de courants d’e´nergie ou
de particules ponde´re´s par les affinite´s conjugue´e (cf. la partie 6.2.2 pour un exemple). C’est
aussi la grandeur qui ve´rifie le the´ore`me de fluctuation. En effet, d’apre`s (1.60), l’ope´rateur
d’e´volution WS associe´ a` QS a pour e´le´ments(
WS
)
C′C =W (C → C′)1−sW (C → C′)s − r(C)δCC′ (5.13)
et ve´rifie
WS(1− s) =WS(s)† (5.14)
L’e´nergie libre dynamique ψS(s) associe´e a` QS ve´rifie donc la relation de fluctuation
ψS(1− s) = ψS(s) (5.15)
5.2.4 Relations apparente´es et applications
Enfin, Jarzynski [82] puis Crooks [26, 27] ont obtenu des relations apparente´es au the´ore`me
de fluctuation. Conside´rons un syste`me physique de´crit par un hamiltonien Hλ qui de´pend
d’un parame`tre de controˆle λ (repre´sentant par exemple la distance, fixe´e, entre deux e´le´ments
du syste`me). La relation de Jarzynski donne un lien entre
(i) la diffe´rence d’e´nergie libre ∆F ≡ F (λf )− F (λi) entre les e´tats d’e´quilibre a` λf et λi,
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(ii) le travail (fluctuant) exerce´ par l’ope´rateur W sur le syste`me pour faire varier le
parame`tre exte´rieur de λi a` λf , meˆme pour les e´volutions qui ne sont pas quasi-statiques
(l’e´tat final a` λ2 n’a pas besoin d’eˆtre revenu a` l’e´quilibre)
sous la forme
e−β∆F = 〈e−βW 〉 (5.16)
La relation de Crooks concerne quant a` elle directement les distributions de probabilite´s
PF (W ) et PR(W ) du travail pour deux processus direct et renverse´ en temps :
PF (W )
PR(−W ) = e
β(W−∆F ) (5.17)
La relation de Jarzynski s’obtient comme cas particulier de (5.17). Dans le cadre des syste`mes
markoviens, on peut effectuer un lien direct entre le the´ore`me de fluctuation et les relations
pre´ce´dentes [27, 110]. On conside`re une dynamique de taux Wλ(C → C′) ve´rifiant le bilan
de´taille´ par rapport a` une loi d’e´quilibre e−βEλ/Zλ ou` Eλ(C) = E(C) − λX(C), λ et X(C)
e´tant thermodynamiquement conjugue´e. En utilisant la de´composition [28]
Ef − Ei =
K∑
k=0
[
Eλk(Ck+1)− Eλk(Ck+1)
]
︸ ︷︷ ︸
≡Q
−
K∑
k=0
A(Ck)(λk+1 − λk)︸ ︷︷ ︸
≡W
(5.18)
la de´finition de l’e´nergie libre −βF = lnZ donne bien (5.17) pour un e´tat initial d’e´quilibre.
Les expe´riences qui concernent le the´ore`me de fluctuation couvrent un grand nombre de
domaines, allant des billes en mouvement dans un pie`ge optique [130] aux e´coulements tur-
bulents [24, 25] en passant par les circuits e´lectroniques [60]. Une des applications les plus in-
te´ressantes concerne probablement l’utilisation des relations de Jarzynski-Crooks pour de´ter-
miner des diffe´rences d’e´nergie libre de conformation de mole´cules uniques. Notons que l’on
peut e´galement tenir compte des diffe´rences d’e´nergie libre dues aux re´actions chimiques [66].
On consultera [22] pour une introduction, [110] pour une revue exhaustive, notamment des
utilisations des relations de Jarzynski-Crooks en biophysique.
5.3 Principe d’additivite´
Nous de´taillons ici une situation assez remarquable ou` la fonction de grandes de´viations
du courant est calculable exactement pour toute valeur de s. Il sera possible d’en de´duire les
situations ou` il ne s’applique pas. Bodineau et Derrida [18, 19, 20] ont montre´ que l’on peut
e´noncer, pour les syste`mes diffusifs en contact avec deux re´servoirs de particules, un“principe
d’additivite´”qui donne la fonction ψQ(s) associe´e au courant Q traversant le syste`me a` une de
ses extre´mite´s. L’expose´ de ces re´sultats nous permettra e´galement de mettre en perspective
le principe variationnel obtenu – pour les situations en champ moyen – au chapitre 2. Bertini
et al. [14] ont montre´ que ce principe de´coulait de l’hydrodynamique fluctuante.
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5.3.1 Notations
Q(t)
L L′
ρρa ρb
Fig. 5.2 – Syste`me en contact avec deux re´servoirs de particules
On s’inte´resse ici a` un syste`me de particules en interaction sur un re´seau, en contact avec
deux re´servoirs de densite´s ρa et ρb (figure 5.2). On note Q(t) le courant ayant traverse´ une
extre´mite´ du syste`me entre 0 et t, et ψ(s, L) = ψQ(s) la fonction associe´e, pour un syste`me de
longueur L. La connaissance de ψ(s, L) de´termine pour les temps longs la fonction de grandes
de´viations πL(q) de´finie par :
Prob
(
Q(t)
t
= q, L
)
= exp (t πL (q)) . (5.19)
π est la transforme´e de Legendre de ψ : ψ(s, L) = maxq
(
− sq + πL(q)
)
, et donc :
πL(q) = ψ(s, L) + sqq = dπL
ds
.
(5.20)
5.3.2 Principe d’additivite´
Conside´rons un syste`me de longueur L + L′ en contact avec deux re´servoirs, se´pare´ ar-
tificiellement en deux parties de longueurs L et L′ (figure 5.2), et notons ρ la densite´ au
point de se´paration. Bodineau et Derrida ont postule´ [18] que la distribution de probabilite´
du courant q dans le syste`me entier est e´gale au maximum sur ρ de la distribution de proba-
bilite´ du courant dans chacune des deux parties, suppose´es inde´pendantes, et traverse´es par
le meˆme courant q :
Prob(q, ρa, ρb;L+ L
′) ∼ max
ρ
{
Prob(q, ρa, ρ;L) Prob(q, ρ, ρb;L
′)
}
. (5.21)
Autrement dit, pour la fonction de grandes de´viations :
πL+L′(q, ρa, ρb) = max
ρ
(
πL(q, ρa, ρ) + πL′(q, ρ, ρb)
)
. (5.22)
Nous allons rappeler comment ce principe permet, de manie`re ge´ne´rale, de trouver la distri-
bution du courant moyen dans le syste`me en re´gime stationnaire (ρa et ρb quelconques), a`
partir de ses deux premiers cumulants pre`s de l’e´quilibre (ρa ≃ ρb).
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5.3.3 Distribution du courant
Lorsque les densite´s des deux re´servoirs sont presque e´gales, i.e. ρb = ρ et ρa = ρ + ∆ρ,
avec ∆ρ≪ ρ, on suppose que le syste`me est traverse´ par un faible courant, dont la forme est
donne´e par la loi de Fick (approximation line´aire) :
〈Q〉
t
=
D(ρ)
L
∆ρ avec
{
ρa =ρ+∆ρ
ρb =ρ ,
(5.23)
ce qui de´finit un coefficient de diffusion effectif D(ρ), premier moment de la distribution du
courant moyen pre`s de l’e´quilibre, a` la densite´ ρ.
Lorsque ρa = ρb = ρ, le syste`me, dans le re´gime stationnaire, est a` l’e´quilibre, et la valeur
moyenne du courant qui le traverse est nulle. En revanche, comme on l’a vu sur des exemples
dans le chapitre 3, ses fluctuations sont en ge´ne´ral non nulles. On suppose que ces fluctuations
sont de l’ordre de 1/L. Ceci de´finit une fonction σ(ρ) telle que
〈Q2〉
t
=
σ(ρ)
L
, avec
{
ρa =ρ
ρb =ρ.
(5.24)
Dans l’exemple du processus d’exclusion syme´trique, les deux fonctions pre´ce´dentes sont
donne´es par les expressions suivantes :{
D(ρ) =1
σ(ρ) =2ρ(1 − ρ).
(5.25)
Nous allons voir qu’en appliquant le principe d’additivite´, tous les cumulants de Q(t)
dans le re´gime stationnaire peuvent eˆtre exprime´s graˆce aux fonctions D et σ. Appliquons le
principe d’additivite´ au syste`me, apre`s l’avoir de´coupe´ (figure 5.3) en sous-syste`mes de taille
ℓ :
– assez petite pour que ∆ρi = ρi − ρi+1 soit faible, i.e. que chaque sous-syste`me soit
proche de l’e´quilibre,
– et assez grande pour que les fluctuations soient d’ordre 1/ℓ et que (5.24) soit valable
pour les sous-syste`mes successifs de taille ℓ.
0 Li i+ 1
ℓ
Fig. 5.3 – De´coupage du syste`me en e´le´ments de taille ℓ
Si ρi de´signe la densite´ au site ℓi, alors, le principe d’additivite´ s’e´crit :
πL(q, ρa, ρb) = max{ρi}
L/ℓ∑
i=1
πℓ(q, ρi, ρi+1). (5.26)
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D’apre`s (5.19), πℓ(q, ρi, ρi+1) prend son maximum en q =
1
t 〈Q(t)〉, et a pour variance 1t 〈Q2(t)〉c .
Comme chaque sous-syste`me de taille ℓ est proche de l’e´quilibre, on peut approximer π quadra-
tiquement (ce qui revient a` faire une approximation gaussienne pour la distribution de prob-
abilite´), et donc e´crire :
πℓ(q, ρi, ρi+1) = −
(
q − 1t 〈Q(t)〉
)2
21t 〈Q2(t)〉c
. (5.27)
Ainsi, en revenant aux de´finitions des fonctions D(ρ) et σ(ρ) :
πℓ(q, ρi, ρi+1) = −
(
q − ρi − ρi+1
ℓ
D(ρi)
)2
2
σ(ρi)
ℓ
. (5.28)
En supposant que les fonctions sont assez re´gulie`res pour pouvoir passer a` la limite continue,
et en posant xi = iℓ/L, on a :
πL(q, ρa, ρb) = max{ρ(xi)}
−∑
i
(
qL+ ρ′(xi)D(ρ(xi)
)2
2σ(ρ(xi))
ℓ
L
 , (5.29)
ou` l’on a utilise´ la de´finition ρi = ρ(xi) et le de´veloppement ρi+1 = ρ(xi+ℓ/L) = ρi+
ℓ
Lρ
′(xi) .
Enfin, en faisant tendre ℓ/L tend vers 0, on obtient :
πL(q, ρa, ρb) = max
ρ(x)
− ∫ 1
0
(
qL+ ρ′(x)D(ρ(x)
)2
2σ(ρ(x))
dx
 . (5.30)
Ce re´sultat est celui qui permet de faire le lien avec l’hydrodynamique fluctuante, comme
analyse´ par Bertini et al. [14] (cf. e´galement l’annexe A de [19] ou` l’e´q. 5.30 est obtenue assez
simplement). L’approche est e´galement e´quivalente a` celle de´veloppe´e dans [84, 107]. On peut
de´duire de (5.30) un re´sultat similaire pour ψ(s, L) [19] :
ψ(s, ρa, ρb;L) = −min
ρ(x)
{
sq +
∫ 1
0
(
qL+ ρ′(x)D(ρ(x)
)2
2σ(ρ(x))
dx
}
(5.31)
Ce re´sultat est analogue au principe variationnel (2.25 2.26) obtenu au chapitre 2 en champ
moyen, pour une quantite´ A quelconque. Le profil de densite´ optimal qui extre´malise (5.31)
correspond a` la densite´ moyenne ρA(s) dans l’e´tat-s de´finie en champ moyen. Pre´cisons que
la relation (5.31) n’est pas tout a` fait ge´ne´rale et qu’il faut en principe autoriser des profils
de densite´ ρ(x, t) non stationnaires (cf. [14, 19, 20] pour des exemples).
Nous pouvons de´sormais identifier plusieurs situations ou` l’approche pre´ce´dente n’est pas
utilisable.
(i) Si le courant e´tudie´ Q ne se comporte pas en 1/L comme dans (5.23), les lois d’e´chelle
correspondantes pour πL(q) ne permettent pas de de´couper le syste`me en sous-syste`mes
proches de l’e´quilibre et l’approche de l’additivite´ est mise en de´faut. Nous e´tudions une
telle situation au chapitre 6.
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(ii) Il existe des situations ou`, suivant les configurations explore´es par le syste`me, les fluc-
tuations du courant adoptent plusieurs re´gimes diffe´rents en fonction de la taille L
du syste`me. Nous examinons en de´tail le cas du SEP au chapitre 7, pour lequel nous
montrons que l’approche de l’additivite´ n’est valide que dans un certain re´gime de s.
(iii) Enfin, l’hydrodynamique fluctuante, qui permet de retrouver le principe d’additivite´,
n’est valide que pour les syste`mes diffusifs. Nous examinons au chapitre 8 le comporte-
ment de ψQ(s) a` la limite macroscopique dans des exemples de syste`mes superdiffusifs.
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Chapitre 6
Syste`me de spin en contact avec
deux bains thermiques
6.1 Introduction
Dans ce chapitre nous pre´sentons le syste`me e´tudie´ dans la publication P1 avant de
donner les grandes lignes des re´sultats obtenus et de de´tailler certains points a` la lumie`re
du chapitre 2. Les re´sultats ont e´te´ obtenus en collaboration avec Fre´de´ric van Wijland et
Zolta´n Ra´cz.
6.1.1 Motivations
Dans les syste`mes diffusifs, Bodineau et Derrida [18, 19, 20] ont montre´ que la connaissance
des coefficients de diffusion D et σ permet de reconstruire entie`rement la fonction ge´ne´ratrice
ψQ(s) associe´e au courant qui traverse le syste`me. Ce re´sultat est valide pour les syste`mes
faiblement hors d’e´quilibre (le courant qui les traverse tend vers 0 avec la taille du syste`me).
Nous nous inte´ressons dans ce chapitre au courant d’e´nergie Q traversant un syste`me de spins
en contact avec deux bains de tempe´rature diffe´rents, le menant loin de l’e´quilibre (le courant
ne tendant pas vers 0 avec la taille du syste`me).
Le syste`me pre´sente e´galement une transition de phase thermodynamique, accompagne´e
d’une brisure de la syme´trie par renversement des spins, dont on peut e´tudier les effets sur
les fluctuations de courant.
6.1.2 Syste`me de spins
Nous repartons du syste`me de spins d’Ising de´fini au paragraphe 2.1.1, dont l’e´nergie
totale H est donne´e en (2.1). Les spins sont se´pare´s en deux groupes 1 et 2 de tailles e´gales
(N/2), chacun thermalise´ a` la tempe´rature βν (ν = 1 ou 2), c’est-a`-dire soumis a` des taux de
transition de type Glauber
Wν(σi → −σi) = e−βνσi MN si i ∈ ν (6.1)
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qui de´pendent du groupe ν auquel le spin retourne´ appartient. Comme dans (2.3),M repre´sente
l’aimantation totale du syste`me avant le retournement de σi. Ce type de contact thermique,
ou` chaque spin essaye de s’e´quilibrer a` une tempe´rature donne´e – qui n’est pas force´ment la
meˆme dans tout le syste`me – est la traduction sur un graphe complet des syste`mes unidi-
mensionnels e´tudie´s par Ra´cz et Zia [108], puis par Schmittmann et Schmu¨ser [117]. Dans la
suite, on utilisera les notations
β =
β1 + β2
2
, ε =
β1 − β2
2
(6.2)
(ε n’est pas suppose´ infinite´simal). Si les deux bains ont meˆme tempe´rature (ε = 0), le syste`me
atteint un e´tat d’e´quilibre donne´ par le poids de Boltzmann P eq ∝ e−βH , comme dans la
partie 2.2. Dans le cas contraire, le syste`me atteint un e´tat stationnaire hors d’e´quilibre, dont
nous allons e´tudier les proprie´te´s.
6.2 E´tat stationnaire
6.2.1 Diagramme de phase
Les aimantations moyennes de chaque sous-syste`me s’e´crivent
m1 =
1
N
〈
∑
j∈1
σj〉, m2 = 1
N
〈
∑
j∈2
σj〉, m = M
N
= m1 +m2 (6.3)
et ve´rifient (le champ moyen e´tant exact dans la limite N →∞)
dm1
dt
= −2m1 cosh β1m+ sinhβ1m, dm2
dt
= −2m2 cosh β2m+ sinhβ2m (6.4)
Ainsi, dans l’e´tat stationnaire, l’aimantation totale du syste`me est solution de
m =
1
2
(tanhβ1m+ tanhβ2m) (6.5)
Pour ε = 0, on retrouve l’e´quation de champ moyen d’e´quilibre (2.64). On de´duit de (6.5)
que, dans l’e´tat stationnaire, le syste`me pre´sente une transition de phase du second ordre,
qui se´pare une phase de´sordonne´e (m1 = m2 = m = 0) en haute tempe´rature (β < 1) d’une
phase de´sordonne´e (doublement de´ge´ne´re´e) en basse tempe´rature. L’aimantation totale est
de´termine´e par (6.5), ce qui fixe
mν =
1
2
tanhβνm (6.6)
d’apre`s (6.4).
6.2.2 Courant d’entropie, courant d’e´nergie
On voit imme´diatement que le courant d’entropie traversant le syste`me – de´fini assez
abstraitement a` l’e´quation (1.99) – est relie´ de manie`re directe au courant d’e´nergie traversant
le syste`me. D’apre`s l’expression (6.1) des taux de transition, on obtient en effet
QS(t) = −β
(
H[σ(t)]−H[σ(0)]) + εQ(t) (6.7)
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ou` la quantite´ Q
Q(t) = − 2
N
K∑
k=0
(±)σjk(Mk − σjk) , (6.8)
somme des variations d’e´nergie ∆H a` chaque retournement de spin, repre´sente le courant
total traversant le syste`me pour une histoire donne´e (σjk est le k
e`me spin retourne´ au cours du
temps etMk est l’aimantation totale avant ce retournement). Le signe + (resp. −) correspond
au retournement d’un spin du groupe 1 (resp. 2). Comme H[σ(t)] − H[σ(0)] est borne´ au
cours du temps, QS(t) et εQ(t) posse`dent la meˆme fonction de grandes de´viations ψQS(s). La
meˆme interpre´tation a lieu au niveau des valeurs moyennes : en notant Jν le flux d’e´nergie
duˆ au retournement des spins du groupe ν
Jν = − 2
N
〈∑
j∈ν
σj(M − σj)e−βνσjM/N
〉
(6.9)
on voit directement que le flux d’e´nergie qui traverse le syste`me J ≡ 〈Q(t)〉t vaut
J = J1 − J2 (6.10)
Dans l’e´tat stationnaire, on a d〈H〉dt = 0 = −(J1+J2) et les flux J1 et J2 sont oppose´s. Le flux
d’entropie JS ≡ 〈QS(t)〉t vaut
JS = β1J1 + β2J2 = εJ (6.11)
et on retrouve l’expression habituelle du courant l’entropie dans la the´orie d’Onsager [102,
103, 23].
6.2.3 E´tat stationnaire hors d’e´quilibre
Comme au chapitre 2, nous e´tudions l’e´volution du syste`me dans l’espace des aimantations
totales Mν =
∑
j∈ν σj dans chaque groupe de spin ν. A` la limite thermodynamique, la
distribution stationnaire P (M1,M2) dans l’espace des Mν peut eˆtre de´termine´e a` l’e´chelle
des fluctuations d’aimantation
xν =
Mν −Nmν√
N
, ν = 1, 2 (6.12)
En suivant van Kampen [85], le de´veloppement aux grands N de l’e´quation maˆıtresse sur
P (M1,M2, t) donne une e´quation de Fokker-Planck sur P (x1, x2, t) :
∂tP = −∂x1J1 − ∂x2J2 (6.13)
ou` le courant de probabilite´ s’e´crit
Jν = fν(x1, x2)P −Dν∂xνP (6.14)
La force ~f = (f1, f2) ne de´rive pas d’un potentiel, a` moins que le syste`me ne soit a` l’e´quilibre
(ε = 0). Son expression explicite est
f1(x1, x2) = ((β1 − 2)x1 + β1x2) cosh β1m− 2β1m1 sinhβ1m(x1 + x2)
f2(x1, x2) = ((β2 − 2)x2 + β2x1) cosh β2m− 2β2m2 sinhβ2m(x1 + x2) (6.15)
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~J
x1
P
x2
Fig. 6.1 – Distribution de probabilite´ dans l’espace (x1, x2) des fluctuations d’aimantation
(6.12) des groupes de spins 1 et 2. Les lignes d’isoprobabilite´ P (x1, x2) = Cste co¨ıncident
avec les lignes du courant de probabilite´ ~J . Les parame`tres sont β = 0.8, ε = 0.7.
et les constantes de diffusion s’e´crivent Dα = cosh βαm − 2mα sinhβαm =
√
1− 4m2α . Les
forces sont line´aires en les “coordonne´es” x1 et x2, ce qui incite a` rechercher la distribution
stationnaire P (x1, x2) sous forme gaussienne. Une telle solution existe bien. Dans la phase
haute tempe´rature (β < 1, m = m1 = m2 = 0), elle s’e´crit
P (x1, x2) ∝ exp
[
−1− β
2
(x1 + x2)
2 − 2
4 + J2
(
x1[1− J/2]− x2[1 + J/2]
)2]
(6.16)
ou` J = 2ε2−β est le flux d’e´nergie traversant le syste`me. On peut visualiser les lignes du courant
de probabilite´ ~J , qui sont spe´cifiques des syste`mes hors d’e´quilibre ( ~J = ~0 dans les syste`mes
a` l’e´quilibre). On trouve que ce sont des ellipses, qui co¨ıncident avec les lignes d’isoprobabilite´
(figure 6.1). Dans les syste`mes ou` les forces ne sont pas line´aires, on observera des lignes de
courant qui ne sont pas elliptiques.
6.3 Grandes de´viations du courant d’e´nergie
6.3.1 E´tat-s associe´ au courant d’e´nergie Q
Les fluctuations du courant d’e´nergie Q sont de´crites par la fonction ge´ne´ratrice de ses
cumulants ψQ(s) = limt→∞ 1t ln〈e−sQ〉 (avec les notations du chapitre 1). En suivant le for-
malisme de´veloppe´ au chapitre 2, on s’inte´resse a` l’e´volution temporelle de la transforme´e de
Laplace Pˆ (M1,M2, s, t) =
∑
Q e
−sQP (M1,M2, Q, t), qui se comporte aux grands temps en
etψQ(s). Le vecteur |Ψ(s, t)〉 = ∑M1,M2 Pˆ (M1,M2, s, t)|M1,M2〉, obe´it a` une e´quation d’e´vo-
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lution line´aire ∂t|Ψ(s, t)〉 =WQ|Ψ(s, t)〉 ou` l’ope´rateur d’e´volution s’e´crit
WQ =
∑
j∈1
(
σxj e
+2sσzj (M
z−σzj )/N − 1
)
e−β1σ
z
jM
z/N
+
∑
j∈2
(
σxj e
−2sσzj (Mz−σzj )/N − 1
)
e−β2σ
z
jM
z/N (6.17)
La fonction ψQ(s) est obtenue comme valeur propre maximale de WQ|Ψ(s, t)〉. L’ope´ra-
teur (6.17) n’est pas syme´trisable car la dynamique ne ve´rifie pas le bilan de´taille´. En re-
vanche, inspire´ par [90, 113], on peut effectuer la transformation de similitude
W˜Q ≡ e−β(Mz)2/4N WQ e+β(Mz)2/4N (6.18)
=
∑
j∈1
(
−e−β1σzjMz/N + σxj e+(2s−ε)σ
z
jM
z/N−(2s+β)/N
)
+
∑
j∈2
(
−e−β2σzjMz/N + σxj e−(2s−ε)σ
z
jM
z/N+(2s−β)/N
)
(6.19)
Les spectres de W˜Q et WQ sont identiques et le the´ore`me de fluctuation ψQ(s) = ψQ(ε − s)
se de´duit imme´diatement de la proprie´te´(
WQ(s)
)†
=WQ(ε− s) (6.20)
6.3.2 Fonction de grandes de´viations ψQ(s)
En suivant la me´thode expose´e au paragraphe 2.1.6 (e´tats cohe´rents de spin), on peut
de´terminer l’e´nergie libre a` la Landau F(m1,m2, s) telle que, a` l’ordre dominant en N
ψQ(s) = −N min
− 1
2
≤m1≤ 12
− 1
2
≤m2≤ 12
F(m1,m2, s) + O(1) (6.21)
On obtient un re´sultat inde´pendant de s :
F(m1,m2, s) =
∑
ν=1,2
{√
1− 4m2ν −
1
2
cosh
[
βν(m1 +m2)
]
+mν sinh
[
βν(m1 +m2)
])}
(6.22)
Le minimum dans (6.21) est atteint pour les solutions de l’e´quation de champ moyen (6.5-6.6),
pour toute valeur de s (contrairement par exemple au m+(s) du mode`le a` une tempe´rature,
figure 2.2). L’aimantation moyenne des configurations observe´es pour de grandes de´viations
du courant d’e´nergie (s > 0) reste donc la meˆme que dans l’e´tat stationnaire (s = 0). Toute
la de´pendance en s de ψQ(s) est contenue dans les corrections d’ordre 1 a` (6.21). En util-
isant, comme au paragraphe 2.1.7, la repre´sentation de Holstein-Primakoff des ope´rateurs
d’aimantation, on obtient
ψQ(s) = c1 + c2 − 1
2
(
β1
c1
+
β2
c2
)
−
√[
c1 + c2 − 1
2
(
β1
c1
+
β2
c2
)]2
+
4
c1c2
s(ε− s) (6.23)
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ε
Fig. 6.2 – Courant d’e´nergie moyen J en fonction de ε ∈ [0, β] a` β = 2 (phase ordonne´e). En
phase de´sordonne´e, le courant est simplement proportionnel a` ε.
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β
Courant d'énergie J
Fig. 6.3 – Courant d’e´nergie moyen J en fonction de beˆta β ∈ [0.5, 2] a` ε = 0.5.
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ou` cν = cosh(βνm) = 1/
√
1− 4m2ν et mν est la solution de l’e´quation de champ moyen (6.5-
6.6).
Le courant d’e´nergie a` “champ” ε = 0.5 fixe´ est trace´ en fonction de β ∈ [0.5, 2] sur la
figure 6.3. Le courant reste fini et continu au point critique (β = 1).
En utilisant la forme explicite (6.23) de ψQ(s), on trouve, en de´rivant par rapport a` s,
l’expression du coefficient de diffusion D(β) comme re´ponse du syste`me au champ ε, ainsi
que σ(β) comme variance du courant
D(β) =
∂J(β1, β2)
∂β1
∣∣∣
β1=β2=β
, σ(β) =
〈Q2〉c
t
∣∣∣
β1=β2=β
(6.24)
Ces fonctions ve´rifient une relation de Green-Kubo ge´ne´ralise´e, sous forme inte´grale :
2
∫ β1
β2
dβ
D(β)
σ(β)
= ε (6.25)
On peut e´galement faire apparaˆıtre cette relation comme une conse´quence directe du the´ore`me
de fluctuation (6.20).
Dans notre syste`me, la connaissance des fonctions D(β) et σ(β) ne permet pas de remon-
ter a` la distribution comple`te ψQ(s). A` notre connaissance, il n’y a que dans le TASEP que
la fonction de grandes de´viations ψQ(s) avait de´ja` e´te´ calcule´e pour un syste`me ou` l’hydro-
dynamique fluctuante ne s’applique pas. Dans notre mode`le, ψQ(s) a de plus l’avantage de
ve´rifier le the´ore`me de fluctuation (ce qui n’est pas le cas dans le TASEP car les mouvements
y sont strictement irre´versibles).
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Chapitre 7
Fluctuations dans le Processus
d’Exclusion Syme´trique
Nous nous inte´ressons aux fluctuations de deux observables macroscopiques (le courant
total et le nombre d’e´venements) dans le processus d’exclusion syme´trique. Les fluctuations de
ces deux observables sont de´crites par des fonctions d’e´chelle universelles qui pre´sentent des
liens inattendus. Ces travaux ont e´te´ effectue´s en collaboration avec Ce´cile Appert-Rolland,
Bernard Derrida et Fre´de´ric van Wijland.
7.1 Introduction
7.1.1 Pre´sentation du mode`le
b b b
1 1 1 1
0 L ≡ 0
Fig. 7.1 – Dynamique du mode`le d’exclusion syme´trique : chaque particule peut sauter avec
un taux 1 vers un site voisin, si le site d’arrive´e est vide. En conditions aux limites pe´riodiques,
les sites 0 et L sont identifie´s.
Le processus d’exclusion syme´trique (SEP) [122] en dimension 1 est de´fini sur un re´seau de
taille L, chaque site i e´tant vide (ni = 0) ou occupe´ par une particule (ni = 1). Les particules
peuvent sauter avec un taux 1 vers un site voisin, s’il est vide. Le SEP et sa ge´ne´ralisation
asyme´trique (ASEP), ou` les taux de saut vers la gauche et vers la droite ne sont pas e´gaux,
font partie des syste`mes de particules en interaction les plus simples a` de´finir et les mieux
e´tudie´s (cf. [33] pour une revue). En conditions aux limites ouvertes (des particules peuvent
entrer et sortir aux extre´mite´s du re´seau), l’e´tat stationnaire est connu exactement [30, 31].
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Le syste`me pre´sente une transition entre plusieurs e´tats (embouteille´s, vides, ou de courant
maximal) suivant les taux d’entre´e et sortie des particules aux extre´mite´s. Ces re´sultats sont
par exemple obtenus par une me´thode de matrices [31, 49]. Cette meˆme me´thode permet
d’obtenir la probabilite´ d’observer un profil de densite´ donne´ dans l’e´tat stationnaire [36, 37],
a` la limite des grandes tailles de syste`me.
7.1.2 Motivations
En ce qui concerne les fluctuations de courant, on peut classer les re´sultats de la litte´rature
en trois cate´gories :
(i) Dans le mode`le totalement asyme´trique (TASEP), en conditions aux limites pe´riodiques,
Derrida et Lebowitz [34], Derrida et Appert [35] ont obtenu la fonction de grandes
de´viations ψQ(s) du courant total traversant le syste`me, en toutes tailles. La me´thode
utilise´e repose sur l’Ansatz de Bethe. Le re´sultat montre qu’a` la limite thermodynamique
le TASEP appartient a` la classe KPZ [86]. Dans le cas partiellement asyme´trique, seuls
les deux premiers cumulants du courant sont connus, graˆce a` la me´thode des matrices
(Derrida et Mallick, [32]).
(ii) En conditions aux limites ouvertes, avec injection de particules aux extre´mite´s, Derrida,
Douc¸ot et Roche [38] ont obtenu les premiers cumulants du courant en toutes tailles,
conjecturant une expression ge´ne´rale pour ψQ(s) a` la limite thermodynamique. Les
cumulants sont obtenus graˆce a` une the´orie de perturbation en s.
(iii) Enfin, dans le cas pre´ce´dent, Bodineau et Derrida [18, 19, 20] ont propose´ un “principe
d’additivite´” qui permet de retrouver le re´sultat de cette conjecture. On consultera la
partie 5.3 pour un expose´ de ce principe. Le re´sultat obtenu de´crit les grandes de´viations
du courant total Q, dans un certain re´gime d’e´chelle du courantQ en fonction de la taille
L du syste`me. La me´thode redonne les re´sultats de l’hydrodynamique fluctuante [123],
dans l’approche de Bertini et al [14, 15, 16].
Dans ce chapitre, nous nous focalisons sur la version syme´trique, en conditions aux lim-
ites pe´riodiques (figure 7.1). Le nombre de particules est fixe´, e´gal a` N . L’e´tat d’e´quilibre
est uniforme (toutes les configurations sont e´quiprobables). Nous nous inte´ressons aux as-
pects dynamiques, au moyen des fonctions de grandes de´viations ψQ(s) et ψK(s) associe´es
respectivement au courant total et au nombre d’e´ve´nements. Dans une premie`re partie, nous
pre´sentons les re´sultats exacts que nous avons obtenus en utilisant des me´thodes similaires
a` celles des points (i) et (ii) ci-dessus. Dans une seconde partie, nous montrons que cer-
tains de ces re´sultats peuvent eˆtre obtenus a` la limite thermodynamique par une approche
beaucoup moins technique, base´e sur l’hydrodynamique fluctuante (dans sa version Edwards-
Wilkinson).
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7.2 Re´sultats exacts
Dans tout ce qui suit, nous noterons z = e−s et ρ = N/L.
7.2.1 The´orie de perturbation
Pour une observable A du type (1.43), l’e´tat-s stationnaire P˜A(C, s), de´fini a` l’e´q. (1.62)
(paragraphe 1.4.3) est valeur propre de l’ope´rateur WA, autrement dit :
ψA(s)P˜A(C, s) =
∑
C′
[
e−sα(C
′→C)W (C′ → C)− r(C)δC,C′
]
P˜A(C′, s) (7.1)
Ainsi, pour une observable O(C), la moyenne 〈O(C)〉s =
∑
C O(C)P˜A(C, s) de O dans l’e´tat-s
obe´it a` :
ψA(s)〈O(C)〉s =
〈∑
C′
e−sα(C→C
′)W (C → C′)O(C′)
〉
s
− 〈r(C)O(C)〉s (7.2)
On appelle
Ck = 〈nj1 · · ·njk〉 (7.3)
la fonction de corre´lation spatiale a` k points dans l’e´tat stationnaire (s = 0). Par de´finition,
tous les jℓ sont diffe´rents. Dans l’e´tat-s, on note les fonctions de corre´lation
C(r) = 〈njnj+r〉s (7.4)
C(r1, r2) = 〈njnj+r1nj+r2〉s (7.5)
C(r1, r2, r3) = 〈njnj+r1nj+r2nj+r3〉s (7.6)
· · ·
Guide´s par [38], nous allons montrer qu’il est possible de de´terminer ψK(s) et les C(r),
C(r1, r2), . . . perturbativement en s. On note leur de´veloppement au voisinage de 0 :
ψA(s) = ψ
(0)
A + sψ
(1)
A + s
2ψ
(2)
A + . . . (7.7)
C(r) = C(0)(r) + sC(1)(r) + s2C(2)(r) + . . . (7.8)
Dans la suite de ce paragraphe, on conside`re la quantite´ A = K. En appliquant l’identite´ (7.2)
a` l’observable O = 1, on obtient
ψK(s) = (z − 1)〈r(C)〉s = 2(z − 1)L [ρ− C(1)] (7.9)
On a utilise´ la conservation du nombre de particules (ve´rifie´e e´galement dans la dynamique
s-modifie´e), qui implique que 〈ni〉s = ρ, ainsi que l’invariance par translation, qui entraˆıne
que 〈njnj+1)〉s ne de´pend pas de j. D’apre`s (7.9), on voit que pour connaˆıtre ψK(s) a` l’ordre
2 en s, il suffit de connaˆıtre C(1) a` l’ordre 1. Pour illustrer la me´thode un rang plus loin, nous
allons de´tailler l’obtention de C(1) a` l’ordre 1 a` partir des fonctions a` deux points a` l’ordre
0 en s (qui sont connues, ce sont les meˆmes que dans le TASEP, cf. paragraphe 1.5.4). On
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applique maintenant l’identite´ (7.2) aux observables O = nini+1 et O = nini+r (r > 1). En
notant
X ≡ −N(N − 1)(L−N)(L−N − 1)
L(L− 1)2(L− 2) (7.10)
les e´quations correspondantes deviennent, une fois de´veloppe´es en puissances de s :
C(1)(2)− C(1)(1) = X (7.11)
C(1)(r + 1) + C(1)(r − 1)− 2C(1)(r) = −2 X
L− 3 ≡ Y (7.12)
La diffe´rence δ(r) = C(1)(r + 1)− C(1)(r) ve´rifie les e´quations
δ(1) = X (7.13)
δ(r)− δ(r − 1) = Y pour 2 ≤ r ≤ L− 2 (7.14)
et on obtient
δ(r) = C(1)(r + 1)− C(1)(r) = X + (r − 1)Y (7.15)
D’ou`, en particulier, en sommant entre 1 et r − 1
C(1)(r)− C(1)(1) = (r − 1)X + 1
2
(r − 1)(r − 2)Y (7.16)
L’e´quation manquante pour re´soudre ce syste`me vient de la relation
n1
L∑
r=2
nr = n1(N − n1) = n1(N − 1) (7.17)
qui provient des conditions aux limites pe´riodiques. En moyennant dans l’e´tat-s :
L∑
r=2
〈n1nr〉s = (N − 1)〈n1〉s (7.18)
et en de´veloppant a` l’ordre 1, on trouve pour la fonction C(1)(r) que
∑L−1
r=1 C
(1)(r) = 0. On
peut maintenant de´terminer C(1)(r) graˆce a` l’e´quation (7.16). Cela donne
C(1)(1) = − 1
L− 1
L−1∑
r=1
[
(r − 1)X + 1
2
(r − 1)(r − 2)Y
]
=
N(N − 1)(L−N)(L−N − 1)
6L(L− 1)2
(7.19)
Au passage, on a aussi la fonction de corre´lation dans l’e´tat-s
C(1)(r) =
N(N − 1)(L−N)(L−N − 1)(L2 + L− 6rL+ 6r2)
6L(L− 1)2(L− 2)(L − 3) (7.20)
Et graˆce a` (7.9), on peut enfin de´terminer
ψ
(2)
K (s) =
N(L−N)(2L− 2 + LN −N2)
3(L− 1)2 (7.21)
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On peut poursuivre ordre par ordre l’e´tude de la hie´rarchie d’e´quations sur les fonctions de
corre´lation dans l’e´tat-s. On trouve que les C(p)(r1, . . . , rℓ) sont des fonctions polynomiales
de r1, . . . , rℓ. En utilisant un logiciel de calcul formel, on obtient le de´veloppement suivant a`
l’ordre s4 (il faut re´soudre 22p−2 e´quations pour passer de l’ordre sp−1 a` l’ordre sp) :
ψK(s) =− 2Rs+ 1
3
R(R+ 2) s2 +
1
45
[
LR(R− 1)− 3(R2 + 4)] s3
R
L− 3
{
(R− 1)R(5R − 6)L3
1890
− (R− 1)R(35R − 34)L
2
1890
+ (7.22)(
175R3 − 308R2 + 184R + 264)L
3780
+
−17R3 + 28R2 − 28R− 88
420
}
+O(s5)
Le re´sultat est exprime´ en fonction de la variable R = N(L − N)/(L − 1), qui fait appa-
raˆıtre explicitement la syme´trie particule-trou du SEP. A` la limite thermodynamique (N et
L grands, ρ = N/L fixe´), on obtient
ψK(s) =− 2ρ(1 − ρ)Ls+ 1
3
[
ρ(1− ρ)]2L2s2 + 1
45
[
ρ(1− ρ)]3L4s3
+
1
378
[
ρ(1− ρ)]4L6s4 + O(L8s5) (7.23)
De meˆme, on obtient la fonction de corre´lation C(r) dans l’e´tat-s, a` la limite thermody-
namique (r = Lx) :
C(x) =ρ2 +
1
6
(
1− 6(1 − x)x)[ρ(1− ρ)]2Ls+ 1
90
[
1− 30x2(1− x)2][ρ(1 − ρ)]3L3s2
+
1
756
[
1− 21x2(1− x)2(1 + 2x(1− x))][ρ(1− ρ)]4L5s3 + O(L7s4) (7.24)
Ces deux de´veloppements sugge`rent l’existence d’une fonction d’e´chelle, que nous obtiendrons
dans la partie 7.3 graˆce a` une version de l’hydrodynamique fluctuante qui tient compte des
fluctuations du profil de densite´ dans l’e´tat-s.
7.2.2 The´orie de perturbation pour Q
Dans l’e´tat-s associe´ a` Q, on obtient a` nouveau graˆce a` (7.2) une hie´rarchie d’e´quations sur
les fonctions de corre´lation. Elle se re´sout perturbativement, puissance paire par puissance
paire de s. On trouve exactement1, a` N et L fixe´s et s→ 0
ψQ(s) = Rs
2 +
1
12
R2 s4 − 1
360(L − 2)
[
(L2 − L+ 2)R3 − L2R2] s6 (7.25)
+
R2
[(
10L4 − 2L3 + 27L2 − 15L+ 18)R2 − 2(11L2 − L+ 12)L2R + 12L4]
60480(L − 2)(L− 3) s
8 +O(s10)
1A` nouveau, l’obtention de ce re´sultat est assez technique : il faut de´terminer la fonction de corre´lation a`
6 points a` l’ordre s2, ce qui demande d’e´crire et de re´soudre un syste`me de ≃ 128 e´quations polynomiales.
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avec toujours R = N(L−N)/(L− 1). A` la limite thermodynamique, (7.25) devient
ψQ(s) = ρ(1− ρ)Ls2 + 1
12
L2[ρ(1 − ρ)]2s4 − 1
360
L4[ρ(1− ρ)]3s6
+
1
6048
L6[ρ(1 − ρ)]4s8 + O(L8s10) (7.26)
Ce re´sultat, tout comme celui pour K (e´q. 7.23), de´crit les fluctuations pour s proche
de 0, c’est-a`-dire pour des de´viations du courant qui restent du meˆme ordre de grandeur
que le courant stationnaire. Il faut utiliser un autre outil que la the´orie des perturbations
pour acce´der a` un re´gime ou` les de´viations e´chellent diffe´remment avec la taille du syste`me.
L’Ansatz de Bethe [17] fournit cette possibilite´ (cf. l’annexe G pour une introduction).
7.2.3 Ansatz de Bethe pour Q (I)
On peut repre´senter chaque nombre d’occupation ni = 0 ou 1 par un spin si = 2ni − 1.
Suivant [119], l’ope´rateur d’e´volution associe´ au courant total Q peut s’e´crire en fonction des
ope´rateurs de Pauli σx,y,zi agissant au site i :
WQ(s) =
L∑
i=1
[
σzi σ
z
i+1 − 1
2
+ zσ+i σ
−
i+1 + z
−1σ−i σ
+
i+1
]
(7.27)
ou` σ±i =
1
2 (σ
x
i ± σyi ). L’ope´rateur (7.27) repre´sente une “chaˆıne de spin” XXZ. La valeur
propre maximale de WQ(s), a` nombre de particules fixe´ (c’est-a`-dire a` aimantation totale
M =
∑
i σi fixe´e) vaut ψQ(s). En suivant Lebowitz et Spohn [93], il est tentant d’utiliser les
re´sultats obtenus par Kim [87] pour la chaˆıne XXZ : le fondamental de l’ope´rateur
H =
L∑
i=1
{1
4
∆˜(1− σzi σzi+1)−
1− S
2
σ+i σ
−
i+1 −
1 + S
2
σ−i σ
+
i+1
}
(7.28)
pour ∆˜ infe´rieur a` 1 (mais proche de 1) est donne´ a` la limite thermodynamique (L → ∞,
M ≡∑i σi →∞, m ≡M/L fixe´) par
lim
L→∞
1
L
min Sp H = −1
4
(1−m2)(1 − ∆˜) (7.29)
− 1
20
(
3π
2
)2/3
S−2/3(1−m2)4/3(1− ∆˜)5/3
{
1 + O(1− ∆˜)2/3
}
Pour faire le lien avec l’ope´rateur d’e´volutionWQ du courant pour le SEP, on peut remarquer
que WQ = −xH avec
x =
1
2
cosh s , ∆˜ =
1
cosh s
, S = tanh s (7.30)
En inse´rant ses relations aveugle´ment dans (7.29), et graˆce m = 2ρ − 1, on obtient (comme
dans [93], a` un facteur 2 pre`s qui vient d’un choix diffe´rent pour les taux de saut) :
1
L
ψQ(s) = ρ(1− ρ)s2 + 2
1
3 (2π)
2
3
10
[ρ(1− ρ)] 43 |s| 83 + . . . pour s < 0 . (7.31)
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Il faut toutefois prendre garde au domaine dans lequel le re´sultat de Kim est valide. Dans
les notations du mode`le a` six vertex, (∆˜ = ∆/ cosh(2H), S = tanh(2H), ∆ = cosh ν cf. eqs
(5), (6) de [87]), les relations (7.30) deviennent
∆ = 1 , 2H = s , ν = 0 (7.32)
L’ope´rateur e´tudie´ correspond donc au point critique ∆ = 1, qui n’est pas e´tudie´ par Kim
dans [87], car son e´tude repose sur l’hypothe`se ν > 0 (cf. le paragraphe apre`s l’eq. (6) de [87]).
Pre´cise´ment, le changement de variables (7) de [87] n’est pas de´fini. Dans ses notations,
α = 1 pour ∆ = 1, et ses e´quations (7-8) ne sont plus utilisables, ce qui rend inexploitable
sa de´rivation si on cherche a` l’e´tendre au cas ∆ = 1. Il est donc ne´cessaire de repartir d’un
approche directe des e´quations de Bethe, comme propose´ ci-apre`s (paragraphe 7.2.5). Nous
pre´sentons en premier lieu la me´thode pour K, qui s’ave`re plus simple.
7.2.4 Ansatz de Bethe pour K
L’ope´rateur d’e´volution associe´ a` K s’e´crit
WK(s) =
L∑
i=1
[
σzi σ
z
i+1 − 1
2
+ z(σ+i σ
−
i+1 + σ
−
i σ
+
i+1)
]
(7.33)
On voit facilement que cet ope´rateur se met sous la forme WK = −xH avec
x = z , ∆˜ = z−1 , S = 0 (7.34)
mais Kim n’e´tudie pas le point S = 0 : on ne peut pas utiliser l’expression 7.29 du fondamental.
Nous pre´sentons ici en de´tail une me´thode, e´galement base´e sur l’Ansatz de Bethe, pour
de´crire un re´gime de fluctuations qui n’est pas atteint par la the´orie de perturbation.
On se place dans l’espace des e´tats a` N particules. Il s’agit de recherche l’e´tat propre
P˜K(n ≡ {ni}, s) de WK correspondant a` ψK(s) sous la forme d’une superposition de N
“ondes planes” (voir [70, 87] et l’annexe G) :
P˜K(n, s) =
∑
P
A(P)
N∏
i=1
[
ζp(i)
]xi (7.35)
ou` les P = (p(1), · · · , p(N)) repre´sentent les permutations de (1, ..., N), xi est la position de la
ie`me particule, et les ζi sont des nombres complexes – qui a priori ne sont pas ne´cessairement
de la forme eik avec k re´el, malgre´ la terminologie d’‘onde plane’ [70]. Pour eˆtre un vecteur
propre de WK , les ζi doivent satisfaire certaines contraintes (annexe G), appele´es e´quations
de Bethe
ζLi =
N∏
j=1
j 6=i
[
− 1− 2e
sζi + ζiζj
1− 2esζj + ζiζj
]
, (7.36)
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L’expression de ψK(s) est donne´e par
ψK(s) = e
−s
N∑
j=1
(
ζj +
1
ζj
)
− 2N (7.37)
Suivant Baxter [7, p.162], dans la limite s → 0− (i.e. z → 1+), et a` la limite des grands
syste`mes (L → ∞, ρ = N/L fixe´), les ζj sont distribue´s de manie`re dense sur un arc fini du
cercle unite´. Dans le re´gime de s que nous allons e´tudier, nous cherchons les ζj sous la forme
ζj = e
ikjδ avec cos δ = es (δ → 0 lorsque s→ 0−). Le de´veloppement des e´quations de Bethe
au premier ordre en δ donne
ki =
2
L
∑
j 6=i
1− kikj
ki − kj +O(δ
2) (7.38)
En notant Lρ0(k)dk le nombre de kj entre k et k + dk, on doit avoir
k = 2P
∫ Q0
−Q0
dk′ρ0(k′)
1− kk′
k − k′ (7.39)
en supposant les k continuˆment distribue´s sur [−Q0, Q0]. La fonction ρ0 doit e´galement ve´rifier∫ Q0
−Q0 dkρ0(k) = ρ. On trouve que les deux inconnues ρ0 et Q0 ont pour expression
ρ0(k) =
1
2π
√
Q20 − k2
1− k2 , Q0 = 2
√
ρ(1− ρ) (7.40)
La valeur propre maximale s’obtient a` partir de (7.37) :
1
L
ψK(s) = 2e
−s
∫ Q0
−Q0
dkρ(k) cos(δk) − 2ρ (7.41)
et on trouve explicitement
1
L
ψK(s) = −2ρ(1− ρ)s + o(s) (7.42)
On se place toujours dans la limite des grandes tailles. Jusqu’a` pre´sent, rien de tre`s grisant,
car on savait de´ja` de´terminer la valeur moyenne de K par un argument simple – pre´cise´-
ment, (7.42) se de´duit de dψK(s)ds
∣∣∣
s=0
= −〈r(C)〉 = −2Lρ(1− ρ). Pour obtenir la contribution
suivante, qui nous renseigne vraiment sur les fluctuations de K, il faut e´tendre l’approche de
Baxter. Nous exposons dans l’annexe H le de´tail du calcul, assez nouveau, qui pre´sente un
point technique de´licat. On arrive a` l’expression suivante :
1
L
ψK(s) =2e
−s
∫ Q
−Q
dkρ(k) cos(δk) − 2ρ
=− 2ρ(1− ρ)s+ 2
7/2
3π
[ρ(1− ρ)]3/2|s|3/2 +O(s2)
(7.43)
En utilisant l’algorithme expose´ au chapitre 3, on obtient des re´sultats nume´riques en accord
le terme en |s|3/2 (figure 7.2).
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Fig. 7.2 – Trace´ de ψK(s)/(Ls) + 2ρ(1 − ρ) pour s < 0 en coordonne´es logarithmiques. La
ligne correspond au de´veloppement limite´ (7.43), exact a` la limite L → ∞. Les points sont
obtenus nume´riquement en utilisant la proce´dure expose´e au chapitre 3 (L = 500, ρ = 1/2).
7.2.5 Ansatz de Bethe pour Q (II)
Les contraintes sur les vecteurs d’onde s’e´crivent maintenant
ζLi =
N∏
j=1
j 6=i
[
− 1− 2e
−sζi + e−2sζiζj
1− 2e−sζj + e−2sζiζj
]
, (7.44)
et la fonction de grandes de´viations est donne´e par
ψQ(s) = −2N + e−s
[
ζ1 + . . .+ ζN
]− es [ 1
ζ1
+ . . .+
1
ζN
]
(7.45)
PourWK , dans l’approche de Baxter [7], les ζj sont sur le cercle unite´. Ce qui n’est plus le
cas pour WQ car la chaˆıne XXY correspondante est asyme´trique (S 6= 1, cf [87]). A` l’ordre
minimal en s → 0, on note maintenant ζj = e−skj ou` kj est un nombre complexe. Cette loi
d’e´chelle en s sera ve´rifie´e par auto-consistance. A` l’ordre dominant, les e´quations de Bethe
deviennent
ki =
2
L
∑
j 6=i
{
1 + ki +
(1 + ki)
2
kj − ki
}
(7.46)
Dans le continuum, les kj se re´partissent dense´ment sur un chemin C du plan complexe, et,
pour tout k appartenant a` C, on a
φ(k) ≡ k − 2ρ (1 + k)
2(1 + k)2
= P
∫
C
dk′
g0(k
′)
k′ − k (7.47)
ou` dk g0(k) est le nombre de moments k appartenant a` un segment infinite´simal dk de C autour
de k. Ceci implique
∫
C dk g0(k) = ρ. Nous verrons qu’a` l’ordre minimal en s, la fonction de
106 CHAPITRE 7. FLUCTUATIONS DANS LE PROCESSUS D’EXCLUSION SYME´TRIQUE
grandes de´viations ψQ(s) ne de´pend que des extremite´s du chemin C, et non de sa trajectoire
pre´cise, de`s que l’on connaˆıt la fonction g0(k) sur le plan complexe entier. Dans le continuum,
la fonction de grandes de´viations (7.45) devient
1
L
ψQ(s) = −2ρ+ 2
∫
C
dk g0(k) cosh [s(k + 1)] (7.48)
= s2
∫
C
dk (1 + k)2g0(k) + O(s3) (7.49)
En suivant Muskhelishvili [101, paragraphe 89], la solution borne´e de (7.47) est donne´e par
g0(k) = − 1
π2
∫
C
dk′
√
(k − a)(k − b)
(k′ − a)(k′ − b)
φ(k′)
k′ − k (7.50)
et existe pourvu que ∫
C
dk
φ(k)√
(k − a)(k − b) = 0 (7.51)
On a note´ a et b les extre´mite´s de C. Les syme´tries des e´quations de Bethe impliquent que a
est le complexe conjuge´ de b, et on note a = re−iθ, b = reiθ. La condition (7.51) se transforme
en une relation entre ρ, r et θ :
ρ =
1− r2 + 2r cos θ −√1 + 2r2 cos 2θ + r4
4 (1− r2) (7.52)
En inse´rant (7.50) dans
∫
C dk g0(k) = ρ, on obtient une autre relation ρ =
r(r+cos θ)
2(1+2r cos θr+r2)
. En
combinant ces re´sultats, on obtient finalement
g0(k) =
1
2iπ
√
k2 + 4(k + 1)ρ
(k + 1)2
, ρ = cos2 θ , r = −2 cos θ (avec π
2
≤ θ ≤ π) (7.53)
Le chemin C (de´termine´ par exemple en coordonne´es polaires k = R(Θ)eiΘ) est l’ensemble
des points tels que dk g0(k) = (R
′+ iR)eiΘdΘ est re´el (et positif). L’accord avec la re´solution
nume´rique directe des e´quations de Bethe discre`tes est tre`s correct (Fig. 7.3). La fonction de
grandes de´viations ne de´pend que de r et θ, et on obtient d’apre`s (7.48), (7.53) :
1
L
ψQ(s) = s
2ρ(1− ρ) + O(s3) (7.54)
comme attendu.
A` l’ordre suivant en s, g0 devient g = g0 + |s|g1, et ce de´veloppement en s est ve´rifie´ par
auto-consistance. En de´veloppant les e´quations de Bethe au premier ordre en s, on obient
sk = 2s P
∫
C
dk′
[
(1 + k) +
(1 + k)2
k − k′
]
g(k′) + R(k, s) (7.55)
ou` le reste R(k, s) s’e´crit
R(k, s) = −sk + P
∫
C
dk′g(k′) ln
[
− 1− 2e
−s e−sk + e−2s e−s(k+k′)
1− 2e−s e−sk′ + e−2s e−s(k+k′)
]
(7.56)
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Fig. 7.3 – Re´partition des moments complexes kj : re´solution a` la limite du continuum
(chemin C en bleu) et solution des e´quations de Bethe discre`tes (ρ = 1/2 aves L = 20 en noir,
L = 80 en rouge).
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A` nouveau, la condition
∫
C dk g(k) = ρ implique
∫
C dk g1(k) = 0. Pour de´terminer R(k, s),
il suffit de choisir un chemin quelconque qui lie les extre´mite´s a et b de C (par exemple un
chemin vertical). Comme pour ψK(s), l’argument complexe de (7.56) oscille pour k ∼ k′, et il
faut diviser l’inte´grale (7.56) suivant deux re´gimes |k− k′| >√|s|, |k− k′| <√|s|. On trouve
R(k, s) = −1
2
(1 + k)2(k + 2ρ)√
k2 + 4ρ(1 + k)
s2 +O(s3) (7.57)
ce qui justifie le de´veloppement g = g0+ |s|g1. D’apre`s (7.55), l’e´quation ve´rifie´e par g1 s’e´crit
φ1(k) ≡ 1
4
k + 2ρ√
k2 + 4ρ(1 + k)
= P
∫
C
dk′
g1(k
′)
k′ − k (7.58)
mais il est maintenant ne´cessaire de conside´rer la solution non-borne´e, qui s’e´crit [101, para-
graphe 89]
g1(k) = − 1
π2
1√
(k − a)(k − b)
[
C +
∫
C
dk′
√
(k′ − a)(k′ − b) φ1(k
′)
k′ − k
]
(7.59)
La constante C est choisie de manie`re a` ve´rifier
∫
C dk g1(k) = 0 (ce qui donne C = 0) et on
trouve
g1(k) =
1
4π2
1√
(k − a)(k − b)
[
2i sin 2θ + (1 + k + cos 2θ) ln
(
− k − a
k − b
)]
(7.60)
Inse´rant cette expression dans
1
L
ψQ(s) = −2ρ+
∫
C
dk
[
e−se−sk + esesk
]
g(k) (7.61)
on arrive finalement au de´veloppement
1
L
ψQ(s) = s
2ρ(1− ρ) + 4
3π
[
ρ(1− ρ)]3/2|s|3 +O(s4) (7.62)
En utilisant l’algorithme expose´ au chapitre 3, on obtient des re´sultats nume´riques en
accord le terme en |s|3 (figure 7.4).
7.2.6 Valeurs extreˆmes de s pour K et Q
Nous commenc¸ons par l’e´tude de ψK(s). Dans la limite s → ∞ (z → 0), les histoires
favorise´es sont celles qui engendrent un nombre d’e´ve´nements minimal. Ceci se voit facilement
par exemple sur l’expression (7.33) deWK : le terme diagonal −r(C) de l’ope´rateur d’e´volution
domine, tandis que le terme non diagonal, proportionnel a` z, ne tient lieu que de perturbation.
Pour z = 0, l’e´tat propre associe´ a` la valeur propre maximale est celui qui minimise r(C).
Il correspond a` la configuration (de´ge´ne´re´e L fois) ou` toutes les particules sont rassemble´es
en un unique amas. Il existe deux manie`res de sortir de cette configuration, en bougeant
les particules extreˆmes, ce qui donne lims→∞ ψK(s) = −2. Le terme suivant est obtenu
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Fig. 7.4 – Trace´ de ψQ(s)/(Ls
2)− ρ(1− ρ) en coordonne´es logarithmiques. Les points rouges
sont obtenus nume´riquement en utilisant la proce´dure expose´e au chapitre 3 (L = 600, ρ =
1/2). La ligne bleue correspond au de´veloppement limite´ (7.43), exact a` la limite L→∞ et
pour s≪ 1. La ligne verte au terme en |s| 83 du de´veloppement (7.31) que l’on obtiendrait en
utilisant aveugle´ment le re´sultat de Kim. La courbe jaune est le de´veloppement pour |s| ≫ 1,
cf. paragraphe suivant.
en effectuant une perturbation autour de cet e´tat (par exemple en adaptant la the´orie de
perturbation markovienne de l’annexe H). On obtient
ψK(s) ∼ −2 + e−2s +O(e−3s) pour s≫ 1 (7.63)
Cette limite correspond au re´gime ou` K/t est de l’ordre unite´.
Dans la limite oppose´e (s→ −∞), c’est le terme non diagonal qui domine WK et les con-
figurations favorise´es sont celles qui donnent le maximum d’e´ve´nements. Dans ce re´gime, il est
utile de transformer l’expression (7.33) de l’ope´rateur d’e´volution en un ope´rateur de´crivant
des fermions en faible interaction, au moyen d’une transformation de Jordan-Wigner [83].
L’ope´rateur ci = σ
−
i
∏
j≤i−1(−1)nj et son adjoint sont des ope´rateurs de cre´ation/annihilation
fermioniques. L’ope´rateur nombre d’occupation s’e´crit nˆj = (1+ σ
z
j )/2 = c
†
i ci. En passant en
coordonne´es de Fourier spatiales, (7.33) s’e´crit :
−WK(s) = −2
∑
i
(nˆi − 1
2
)(nˆi+1 − 1
2
) + L
∑
q
εqc
†
qcq (7.64)
avec εq ≡ −2e−s cos q, et cq est la transforme´e de Fourier de ci. Dans la limite s → −∞, le
dernier terme domine. Il correspond au hamiltonien d’un syste`me de N fermions libres, d’e´n-
ergie εq = −2e−s cos q dans l’espace de Fourier. Dans l’e´tat fondamental, ceux-ci s’empilent
sur les N niveaux d’e´nergie εq = −2e−s cos q les plus bas : |q| ≤ κ ≡ πρ. A` la limite L→∞,
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Fig. 7.5 – Trace´ de ψK(s)/L pour s > 0 en unite´s logarithmiques. La ligne pointille´e corre-
spond au de´veloppement limite´ (7.67), valable pour s≫ 1. Les points sont obtenus nume´rique-
ment en utilisant la proce´dure expose´e au chapitre 3 (L = 200, ρ = 1/2).
les modes de Fourier deviennent continus et une the´orie de perturbation donne au premier
ordre
ψK(s) = −2L e−s
∫ κ
−κ
dq
2π
cos q − 〈2∑
i
(ni − 1
2
)(ni+1 − 1
2
)
〉
(7.65)
ou` les crochets 〈...〉 de´signent la valeur moyenne dans l’e´tat fondamental de ∑q εqc†qcq. On
obtient
1
L
ψK(s) = 2e
−s sinπρ
π
− 2ρ(1− ρ)− 2sin
2(πρ)
π2
+O(es) pour s→ −∞ (7.66)
Pour les fluctuations du courant, les deux re´gimes s → ∞ et s → −∞ correspondent a`
des histoires avec un courant maximal. En appliquant la me´thode pre´ce´dente, on trouve
1
L
ψQ(s) = 2 cosh s
sinπρ
π
− 2ρ(1 − ρ)− 2sin
2(πρ)
π2
+O(e−|s|) pour |s| ≫ 1 (7.67)
A` nouveau, le re´sultat est en accord avec les re´sultats nume´riques de simulations effectue´es
avec l’algorithme pre´sente´ au chapitre 3 (figure 7.5).
7.3 Approche de l’hydrodynamique fluctuante
7.3.1 Introduction
Le processus d’exclusion est de´crit [122] a` la limite macroscopique par sa densite´ locale de
particules ρ(x, t), qui obe´it a` l’e´quation de Langevin
∂tρ(x, t) = −∂xj(x, t), j(x, t) = −∂xρ+ ξ(x, t) (7.68)
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avec un bruit blanc gaussien de corre´lations
〈ξ(x, t)ξ(x′, t′)〉 = 2ρ(x, t)(1 − ρ(x, t)) δ(x − x′) δ(t − t′) . (7.69)
Dans l’e´tat stationnaire, cette description du SEP dans le cadre de l’hydrodynamique fluc-
tuante permet par exemple en conditions aux limites ouvertes de de´terminer les corre´lations
a` longue porte´e cre´e´es par un gradient de potentiel chimique [122]. Dans l’e´tat-s associe´ au
courant de particules Q entrant dans le syste`me, elle redonne e´galement le principe d’addi-
tivite´ [14, 15, 16, 19].
En conditions aux limites pe´riodiques, elle permet de retrouver les fluctuations gaussiennes
du courant (cf. par exemple [19] dans le cadre du principe d’additivite´) :
ψQ(s) = s
2ρ(1− ρ) (7.70)
pour un profil optimal stationnaire plat.
Nous montrons dans cette partie que l’analyse des fluctuations de ce profil permet, a` la
limite thermodynamique, de retrouver les cumulants d’ordre supe´rieur du courant (e´q. 7.26),
comme du nombre d’e´ve´nements (e´q. 7.23). Pour un certain re´gime de s, on obtient en outre
le comportement d’e´chelle (7.43) de ψK(s).
7.3.2 Fluctuations du nombre d’e´ve´nements K
Le nombre d’e´ve´nements K s’e´crit, a` l’e´chelle macroscopique
K(t) = 2
∫ t
0
dt′
∫ L
0
dx ρ(x, t′)(1− ρ(x, t′)) (7.71)
On s’inte´resse aux fluctuations du profil de densite´ ρ(x, t) autour de sa moyenne ρ = N/L :
φ(x, t) = ρ(x, t)− ρ (7.72)
Par exemple, le nombre d’e´ve´nements prend la forme
K(t) = 2ρ(1 − ρ)L t− 2
∫ L
0
dxdt φ2 (7.73)
On suppose que l’on de´crit un re´gime ou` le profil reste faiblement fluctuant autour de sa
moyenne (φ ≪ ρ). En utilisant les techniques habituelles pour passer d’une e´quation de
Langevin a` une the´orie de champ [6, 41, 79, 80], la fonction ge´ne´ratrice 〈e−sK〉 s’e´crit comme
〈e−sK〉 =
∫
DφDφ¯ e−S[φ¯,φ,s;t] . (7.74)
L’action S[φ¯, φ, s; t] s’e´crit
S[φ¯, φ, s; t] = −2sρ(1− ρ)L t+
∫
dxdt
{
φ¯(∂t − ∂2x)φ− ρ(1− ρ)(∂xφ¯)2 − 2sφ2
}
(7.75)
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On retrouve l’action d’Edwards-Wilkinson (EW) [46] qui de´crit les fluctuations du SEP [122],
a` laquelle s’ajoutent deux termes supple´mentaires de´pendants de s (on trouvera au para-
graphe 8.2.1 d’autres exemples d’actions modifie´es par s). Le terme line´aire en s et de´ter-
ministe correspond a` la valeur moyenne de K : 〈K〉 = 2Lρ(1 − ρ)t. Le terme en sφ2 rend
compte des fluctuations de K autour de sa moyenne. Remarquons que si l’on inte`gre sur le
champ φ¯, on retrouve la formulation2 de l’hydrodynamique fluctuante utilise´e par Bertini et
al. [14, 15, 16], Bodineau et Derrida [19, 20]. De manie`re ge´ne´rale, la dynamique a` s non
nul est de´crite par une action quadratique, ce qui permet d’obtenir directement la fonction
ψK(s) = limt→∞ 1t ln〈e−sK〉 :
ψK(s) + s
〈K〉
t
=
1
2
L
∫
dq
2π
[
q2 −
√
q2(q2 − 8ρ(1 − ρ)s)︸ ︷︷ ︸
Ωq(s)
−4sρ(1− ρ)
]
(7.76)
L’inte´grale (7.76), de´finie seulement pour s < 0, se calcule et donne
1
L
ψK(s) = −2sρ(1− ρ) + 2
7/2
3π
[ρ(1− ρ)]3/2(−s)3/2 (7.77)
Ce re´sultat concorde exactement (pre´facteur compris) avec les deux premiers termes trouve´s
au moyen l’Ansatz de Bethe (paragraphe 7.2.4 et annexe I). L’absence de terme d’ordre
supe´rieur en s vient du fait que les fluctuations ne sont de´crites que de manie`re minimale par
l’hydrodynamique fluctuante – par un bruit gaussien. Enfin, pour s > 0, l’approche expose´e ici
n’est pas utilisable. Nous ne disposons dans ce re´gime que d’indications nume´riques montrant
que des configurations non uniformes entrent en jeu.
L’action e´tant gaussienne, on peut e´galement de´terminer la fonction de corre´lation dans
l’e´tat-s, selon :
C(r = xL)− ρ2 = 1
2
ρ(1− ρ)
∫
dq
2π
eiqr
q2 − Ωq(s)
Ωq(s)
(7.78)
On obtient l’expression suivante
C(x)− ρ2 =[ρ(1− ρ)]3/2√−2s
∫ +∞
−∞
dq
2π
q2 −√q2(q2 + 1)√
q2(q2 + 1)
eiqx
√
−8ρ(1−ρ)sL2
=
1
2π
ρ(1− ρ)
√−8u
L
[−2 + πI1(√−8ux)− πL1(√−8ux)]
=− 1
2π
ρ(1− ρ) 1√−8uL
1
x2
[
1 +
3
(
√−8ux)2 +O
(
1
u2
)] (7.79)
ou` u = L2ρ(1− ρ)s et I1 et L1 sont respectivement une fonction de Bessel et une fonction de
Struve modifie´es.
2A` la Onsager-Machlup [104, 127]. Remarquons aussi qu’on peut obtenir l’action modifie´e par s (7.75) a`
partir de la dynamique microscopique du SEP et du formalisme de Doi et Peliti [42, 105] pour le passage d’un
ope´rateur d’e´volution a` une the´orie de champ (cf. e´galement le paragraphe 8.2.5).
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7.3.3 Effets de taille finie ; fonction d’e´chelle pour ψK(s)
Pour tenir compte des effets de taille finie, il suffit de poser q = 2nπL et de remplacer les
sommes continues
∫ dq
2π par leur version discre`te
1
L
∑
n, qui refle`te la re´partition discre`te des
modes de Fourier. En particulier,
ψK(s) = −2sρ(1− ρ)L+ 2π
2
L2
∑
n∈Z
[
n2 −
√
n2(n2 − 2sρ(1− ρ)/π2)− 1
π
sρ(1− ρ)L2
]
(7.80)
On voit apparaˆıtre une fonction d’e´chelle F de la variable u = L2ρ(1 − ρ)s, telle que les
fluctuations de K se mettent sous la forme
ψK(s) + 2Lρ(1− ρ)s = L−2F(u) (7.81)
Les premiers termes du de´veloppement de F(u) autour de 0 redonnent exactement les termes
obtenus par le calcul perturbatif du paragraphe 7.2.1
F(u) = 1
3
u2 +
1
45
u3 +
1
378
u4 +
1
2700
u5 + . . . (7.82)
Son terme ge´ne´ral s’e´crit, d’apre`s (7.80)
F(u) =
∑
k≥2
(−2u)kB2k−2
Γ(k)Γ(k + 1)
(7.83)
ou` les Bk sont les nombres de Bernoulli. Cette se´rie a pour rayon de convergence π
2/2 (ce
qui apparaˆıt de´ja` dans l’e´q. 7.80). La fonction F(u) est l’analogue de la fonction universelle
de´termine´e par Derrida et Lebowitz [34] pour le TASEP. En reconnaissant une convolution,
on peut la prolonger analytiquement :
F(u) =

2
∫ u
0
dx
[
1− 1
π
∫ 1
0
dy
√
2x cot
√
2xy√
1− y
]
pour 0 < u <
π2
2
2
∫ u
0
dx
[
1− 1
π
∫ 1
0
dy
√−2x coth√−2xy√
1− y
]
pour u < 0
(7.84)
Dans la limite u→∞, on retrouve a` nouveau (7.77). La fonction de corre´lation dans l’e´tat-
s C(r) = 〈nini+r〉s se de´termine en passant aux modes de Fourier discrets dans l’expres-
sion (7.78), qui se transforme en
C(r = Lx)− ρ2 = 1
2
ρ(1− ρ)
∑
n
e2iπxn
[
n√
n2 − 2u/π2 − 1
]
(7.85)
En utilisant les sommes∑
n≥1
cos 2πnx
n2
=
π2
6
(1− 6x(1 − x)),
∑
n≥1
cos 2πnx
n4
=
π4
90
(1− 30x2(1− x)2) (7.86)
∑
n≥1
cos 2πnx
n6
=
π6
945
(1− 21x2(1− x)2(1 + 2x(1− x))) (7.87)
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on voit que les premiers termes du de´veloppement en puissances de u redonnent exactement
les corre´lations (7.24) obtenues par la the´orie de perturbation a` la limite des grands syste`mes
C(r = Lx) =ρ2 +
1
L
[
u
(
1
6
− x(1− x)
)
+
1
3
u2
(
1
30
− x2(1− x)2
)
+
1
756
u3(1 − 21x2(1− x)2(1 + 2x(1 − x)))
] (7.88)
7.3.4 Fonction d’e´chelle pour ψQ(s)
L’action est maintenant de´finie par
〈e−sQ〉 =
∫
DφDφ¯ e−S[φ¯,φ,s;t] . (7.89)
et s’e´crit
S[φ¯, φ, s; t] = s2ρ(1−ρ)L t+
∫
dxdt
{
φ¯(∂t−∂2x)φ−ρ(1−ρ)(∂xφ¯)2+s2φ2+2s(∂xφ)φ2
}
(7.90)
Elle est semblable a` l’action (7.75) pour K, sa partie quadratique se retrouvant en effectuant
s 7→ −12s2. En revanche, un terme supple´mentaire apparaˆıt, cubique (de type KPZ).
Nous restreignons d’abord notre e´tude aux valeurs de s pour lesquelles ce terme cubique
n’est pas pertinent. La fonction ψQ(s) est a` nouveau donne´e par une inte´grale
ψQ(s)− 1
2
s2
〈Q2〉c
t
=
1
2
L
∫
dq
2π
[
q2 −
√
q2(q2 + 4ρ(1 − ρ)s2) + 2s2ρ(1− ρ)
]
(7.91)
En taille finie, la somme est discre`te :
ψQ(s) = s
2ρ(1− ρ)L+ 2π
2
L2
∑
n
[
n2 −
√
n2(n2 + s2ρ(1− ρ)/π2) + 1
2π
s2ρ(1− ρ)L2
]
(7.92)
On voit apparaˆıtre la meˆme fonction d’e´chelle F que pour ψK(s), la variable d’e´chelle e´tant
v = −12L2ρ(1− ρ)s2. Les fluctuations de Q sont donne´es par
ψQ(s)− Lρ(1− ρ)s2 = L−2F(v) (7.93)
Les premiers termes du de´veloppement de F(v) autour de 0 redonnent exactement les termes
obtenus par le calcul perturbatif du paragraphe 7.2.2. Comme pour le nombre d’e´ve´nements,
on aboutit au re´sultat remarquable suivant : tous les cumulants de Q s’obtiennent a` la limite
thermodynamique par une the´orie gaussienne. Explicitement :
ψQ(s)− ρ(1− ρ)Ls2 = 1
12
L2[ρ(1 − ρ)]2s4 − 1
360
L4[ρ(1 − ρ)]3s6 + . . . (7.94)
On peut conjecturer que dans la limite v → ∞, le terme cubique de l’action reste toujours
ne´gligeable. Si c’est bien le cas, on obtient graˆce a` (7.84) :
1
L
ψQ(s) = s
2ρ(1− ρ) + 4
3π
[ρ(1 − ρ)]3/2|s|3 (7.95)
L’inte´grale (7.91) donne aussi ce re´sultat, qui est identique a` celui obtenu par l’Ansatz de
Bethe (7.62).
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7.4 Re´sume´
En guise de conclusion, on peut re´sumer les re´sultats obtenus dans ce chapitre, qui illus-
trent la diversite´ des re´gimes scrute´s par ψK(s) et ψQ(s).
• Nombre d’e´ve´nements K pour le SEP
s≫ 1 ψK(s) ∼ −2 + e−2s +O(e−3s) (perturbation)
|s| ≪ L−2 ψK(s) + 2ρ(1− ρ)Ls ∼ L2s2 (EW, perturbation)
−1≪ s≪ −L−2 ψK(s) + 2ρ(1− ρ)Ls ∼ L(−s)
3
2 (EW, Bethe)
s≪ −1 1
L
ψK(s) ∼ 2e−s sinπρ
π
(Fermions libres)
Fonction d’e´chelle dans le re´gime |s| ≪ L−1 , pour L grand :
ψK(s) + 2ρ(1 − ρ)Ls = L−2F(u) ou` u = L2ρ(1− ρ)s
avec F(u) = 13u2 + 145u3 + 1378u4 + 12700u5 + . . . =
∑
k≥2
(−2u)kB2k−2
Γ(k)Γ(k+1) , qui se prolonge en
F(u) =

2
∫ u
0
dx
[
1− 1
π
∫ 1
0
dy
√
2x cot
√
2xy√
1− y
]
pour 0 < u <
π2
2
2
∫ u
0
dx
[
1− 1
π
∫ 1
0
dy
√−2x coth√−2xy√
1− y
]
pour u < 0
La fonction de corre´lation C(r) = 〈nini+r〉 s’y e´crit
C(r = Lx)− ρ2 = 1
2
ρ(1− ρ)
∑
n
e2iπxn
[
n√
n2 − 2u/π2 − 1
]
(EW)
Il existe a` nouveau une fonction d’e´chelle. Les comportements asymptotiques sont :
u→ 0 C(r = Lx)− ρ2 = 1
L
[
u
(
1
6
− x(1− x)
)
+
1
3
u2
(
1
30
− x2(1− x)2
)
+
1
189
u3(1− 21x2(1− x)2(1 + 2x(1− x)))
]
(EW, perturbation)
u→∞ C(r = Lx)− ρ2 = − 1
2π
ρ(1− ρ) 1√−8uL
1
x2
[
1 +
3
(
√−8ux)2 +O
(
1
u2
)]
(EW)
• Courant total Q pour le SEP
Comportements asymptotiques :
|s| ≪ L−1 ψQ(s)− ρ(1− ρ)Ls2 ∼ L2s4 (EW, perturbation)
L−1 ≪ |s| ≪ 1 ψQ(s)− ρ(1− ρ)Ls2 ∼ L|s|3 (Bethe, EW)
|s| ≫ 1 1
L
ψQ(s) ∼ e|s| sinπρ
π
(Fermions libres)
Le re´gime d’e´chelle est de´crit graˆce a` la meˆme fonction F , dans sa branche ne´gative :
ψQ(s)− ρ(1− ρ)Ls2 = L−2F(v) ou` v = −1
2
L2ρ(1− ρ)s2
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Chapitre 8
Syste`mes superdiffusifs et
fluctuations de courant
8.1 Introduction
Dans ce chapitre nous pre´sentons et mettons en perspective les re´sultats de la publication
P4. Les re´sultats ont e´te´ obtenus en collaboration avec Fre´de´ric van Wijland et uwe Tau¨ber.
8.1.1 Motivations
Nous examinons dans ce chapitre les fluctuations du courant total Q traversant un syste`me
de taille L en dimension d, constitue´ de particules en interaction sur un re´seau. Le syste`me
est e´ventuellement soumis a` un champ exte´rieur qui le plonge hors d’e´quilibre. Nous nous
inte´ressons au comportement de l’e´nergie libre dynamique ψQ(s, L) a` la limite macroscopique,
le pas du re´seau tendant vers 0 et taille du syste`me vers l’infini (la densite´ de particules e´tant
fixe´e). Outre ses proprie´te´s de syme´trie, la fonction ψQ(s, L) donne des renseignements sur
la nature des fluctuations du courant. Dans un syste`me de particules inde´pendantes et sans
interaction, ψQ(s, L) est simplement proportionnelle au nombre de particules dans le syste`me :
elle prend la forme d’e´chelle
ψinde´pQ (s, L) = L
d
(
B1s+B2s
2 + . . .
)
, (8.1)
En d’autres termes, tous les cumulants du courant (〈Q〉 = −LdB1, 〈Q2〉c = 12LdB2, . . .) sont
proportionnels au volume Ld. Lorsque les particules sont en interaction, on peut difficilement
pre´dire le comportement en L de ψQ(s, L). Sur certains exemples particuliers, a` l’e´quilibre [87,
93] ou hors d’e´quilibre [34, 35], on sait que ces interactions se traduisent par l’apparition de
puissances non entie`res de |s| dans le de´veloppement de L−dψQ(s, L) au voisinage de s = 0,
a` la limite L → ∞. Ce comportement non analytique en s = 0 refle`te l’existence d’un
cumulant 〈Qk〉c du courant qui croˆıt “anormalement” avec Ld dans la limite L → ∞. Dans
le processus d’exclusion totalement asyme´trique (TASEP) en dimension 1, la fonction de
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grandes de´viations [34, 35] s’e´crit (pour grand L, la densite´ ρ e´tant fixe´e, et en conditions
aux limites pe´riodiques)
1
L
ψTASEPQ (s) = −ρ(1− ρ)s+
(3π)
2
3
5
[ρ(1− ρ)] 43 |s| 53 + . . . pour s < 0 , (8.2)
ce qui implique que la variance de Q augmente plus vite que la taille du syste`me. Dans le
processus d’exclusion syme´trique (SEP) on a [87, 93]
1
L
ψSEPQ (s) =
1
2
ρ(1− ρ)s2 + 2
1
3 (2π)
2
3
5
[ρ(1− ρ)] 43 |s| 83 + . . . pour s < 0 . (8.3)
Ce comportement anormal de la fonction de grandes de´viations arrive un rang plus loin que
pour le TASEP – il provient de de´tails plus fins. D’une manie`re ge´ne´rale, on s’attend a` ce que
les exposants qui apparaissent dans (8.2) et (8.3) soient universels (pour des mode`les dans
une meˆme classe), les pre´facteurs de |s| 53 , |s| 83 , . . . de´pendant des de´tails du mode`le.
Dans les syste`mes diffusifs de particules en interaction dans un gradient de potentiel chim-
ique, Bodineau and Derrida [18, 19, 20], ainsi que Bertini, De Sole, Gabrielli, Jona-Lasinio, et
Landim [14, 15, 16], ont trouve´ une me´thode ge´ne´rale pour de´terminer la fonction de grandes
de´viations du courant (cf. e´galement la partie 5.3). Cette approche n’est cependant valide
que pour les syste`mes normalement diffusifs. Dans notre contexte cela revient a` demander
qu’a` la limite continue, l’e´chelle de temps τ et le pas du re´seau a tendent vers 0 selon τ ∝ a2
(i.e. suivent la limite hydrodynamique). Il existe bien suˆr de nombreuses situations physiques
ou` la diffusion est anormale, c’est-a`-dire ou` a et τ s’e´chellent suivant τ ∼ az avec un “ex-
posant dynamique” z 6= 2. Le TASEP appartient a` la classe KPZ [86] pour laquelle z = 32 .
D’autre part, l’approche de l’hydrodynamique fluctuante n’est valide que dans l’e´tude des
faibles fluctuations de courant, comme on l’a vu au chapitre 7.
Dans P4, nous avons e´tudie´ quelques exemples superdiffusifs (z < 2). Nous utilisons des
me´thodes de renormalisation (RG) [127], particulie`rement adapte´es a` la limite continue. Elles
permettent en outre de s’affranchir des techniques assez spe´cifiques des syste`mes d’exclusion
(du type SEP, TASEP).
8.1.2 Syste`mes e´tudie´s
Nous examinons les proprie´te´s de syste`mes constitue´s, a` l’e´chelle microscopique, de partic-
ules soumises a` une force dans une direction spatiale particulie`re (note´e ‘‖’ dans ce qui suit).
Nous adoptons une description me´soscopique, le syste`me e´tant de´crit par une densite´ locale
de particules ρ(x, t). La conservation du nombre de particules se traduit sous la forme d’une
e´quation de “continuite´” sur ρ
∂tρ(x, t) = −∇ · j(x, t) (8.4)
Le courant de particules j de´pend du champ exte´rieur et de la nature des interactions
entre les particules. Il contient e´galement un terme de bruit qui repre´sente les fluctua-
tions microscopiques a` l’e´chelle me´soscopique. L’e´quation (8.4) prend donc la forme d’une
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e´quation de Langevin. Dans l’ensemble des situations conside´re´es par la suite, la densite´
ρ(x, t) = ρ0 + φ(x, t) fluctue faiblement autour de sa valeur moyenne ρ0. Le courant se de´-
compose e´galement en une partie constante j0 et une partie fluctuante j− j0.
Le premier mode`le conside´re´ repre´sente a` l’e´chelle me´soscopique un ensemble de particules
qui s’excluent mutuellement [81, 94], soumises a` un champ exte´rieur qui cre´e un courant dans
la direction ‖. En suivant [9, 81], le courant de particules s’e´crit, en fonction de la fluctuation
de densite´ φ(x, t) :
j⊥ − j⊥0 = −D∇⊥φ+ η⊥ , (8.5)
j‖ − j‖0 = −λD∇‖φ−
Dg
2
φ2 + η‖ . (8.6)
Le parame`tre g rend compte de l’interaction re´pulsive entre les particules. Le parame`tre D
(resp. λD) repre´sente la constante de diffusion effective dans la direction ⊥ (resp. ‖). Le bruit
η traduit les fluctuations microscopiques. C’est un bruit blanc gaussien de corre´lations
〈η⊥i(x, t) η⊥j(y, t′)〉 = 2D δij δ(d)(x− y) δ(t − t′) , (8.7)
〈η‖(x, t) η‖(y, t′)〉 = 2Dσ δ(d)(x− y) δ(t − t′) . (8.8)
En pre´sence d’un champ, et en conditions aux limites pe´riodiques, les e´quations (8.4-8.8)
de´crivent un syste`me hors d’e´quilibre, parcouru dans l’e´tat stationnaire par un courant per-
manent dans la direction longitudinale ‖. En particulier, les constantes λ et σ dans (8.6)
et (8.8) ne sont pas ne´cessairement e´gales. Une e´tude de´taille´e de ses proprie´te´s d’e´chelle a`
la limite continue est effectue´e dans [81, 127]. En dimension 1, l’exposant dynamique vaut
z = 3/2 : la limite continue est la meˆme que pour l’e´quation de Burgers bruite´e [54]. En
dimension 2, on obtient z‖ = 2, avec des corrections logarithmiques dans la direction du
champ, tandis que la diffusion est normale dans la direction transverse (z⊥ = 2).
Le second mode`le que nous conside´rons est en quelque sorte le mode`le “standard” de sys-
te`me diffusif en champ pre´sentant une transition de phase continue dans un e´tat stationnaire
hors d’e´quilibre [115, 116]. Dans la direction ‖, le courant prend la meˆme forme que (8.6). Le
courant transverse est similaire a` celui du mode`le de Ginzburg–Landau dynamique avec un
parame`tre d’ordre conserve´ [127] :
j‖ − j‖0 = −λD∇‖φ−
Dg
2
φ2 + η‖ (8.9)
j⊥ − j⊥0 = −D∇⊥
(
r −∇2⊥ +
u
6
φ2
)
φ+ η⊥ , (8.10)
Les corre´lations du bruit sont les meˆmes que pre´ce´demment. Le syste`me est critique en r = 0
(dans l’approximation de champ moyen). En l’absence de champ (g = 0), ce mode`le de´crit la
transition de phase du mode`le d’Ising muni de la dynamique de Kawasaki (mode`le B, [71]). En
pre´sence du champ (g 6= 0), le syste`me change de classe d’universalite´ : u devient non pertinent
pour les proprie´te´s critiques du mode`le, qui sont entie`rement gouverne´es par le terme non
line´aire en g [115]. Le syste`me est superdiffusif dans la direction du champ (z‖ = 12/(11−d))
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en dimension d < 5, avec a` nouveau des corrections logarithmiques exactement a` dc = 5. La
diffusion est normale dans la direction transverse (z⊥ = 2).
Nous conside´rons enfin un syste`me de particules qui diffusent dans un champ de vitesse
de´sordonne´, suivant Honkonen [75]. Au niveau me´soscopique, la diffusion s’effectue dans un
champ ale´atoire ψ(x⊥), dirige´ selon e‖. En moyenne, le courant de particules est nul (j0 = 0)
et sa partie fluctuante s’e´crit
j⊥ = −D⊥∇⊥φ+ η⊥ , (8.11)
j‖ = −D‖∇‖φ− ψ φ+ η‖ . (8.12)
Les corre´lations du bruit assurent que les secteurs transverse et longitudinal sont a` l’e´quilibre.〈
η⊥,i(x, t) η⊥,j(x′, t′)
〉
= 2D⊥δijδ(x′ − x)δ(t′ − t) , (8.13)〈
η‖(x, t) η‖(x′, t′)
〉
= 2D‖δ(x′ − x)δ(t′ − t) . (8.14)
Suivant la distribution des corre´lations spatiales du champ ale´atoire ψ(x⊥) e‖, les particules
adoptent un comportement subdiffusif ou superdiffusif [8, 75]. Nous nous inte´ressons ici au
cas d’un champ sans corre´lation spatiale, de distribution gaussienne, avec〈
ψ(x⊥, t)ψ(x′⊥, t
′)
〉
= λ δ(x′⊥ − x⊥)δ(t′ − t) (8.15)
Les particules sont superdiffusives dans la direction longitudinale (z‖ = 4/(5− d)) en dimen-
sion d < dc = 3 [75]. Remarquons ici que le comportement superdiffusif provient de la marche
ale´atoire a` l’e´quilibre de particules dans le champ ale´atoire gele´ ψ(x⊥) e‖, alors que dans les
syste`mes pre´ce´dents la diffusion anormale provenait du champ exte´rieur, qui me`ne le syste`me
hors d’e´quilibre.
8.2 Fluctuations de courant
8.2.1 Action effective dans l’e´tat-s
Pour chacun des syste`mes de´crits ci-dessus, nous souhaitons e´tudier le courant longitudinal
total Q(t) qui traverse le syste`me sur une dure´e t
Q(t) =
∫ t
0
dt′
∫
ddx j‖(x, t′) (8.16)
La fonction de partition associe´e s’e´crit
ZQ(s, t) =
〈
e−sQ(t)
〉
=
〈
exp
[
−s
∫ t
0
dt′
∫
ddx j‖(x, t′)
]〉
. (8.17)
C’est la fonction ge´ne´ratrice de ses moments :
(−1)n d
nZ(s, t)
dsn
∣∣∣
s=0
= 〈Q(t)n〉 . (8.18)
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En utilisant les techniques habituelles pour passer d’une e´quation de Langevin a` une
the´orie de champ [6, 41, 79, 80], la fonction de Z(s, t) s’e´crit ge´ne´riquement comme
ZQ(s, t) =
∫
DφDφ¯ e−S[φ¯,φ,s;t] . (8.19)
L’action S[φ¯, φ, s; t] de´pend du parame`tre s conjugue´ a` Q et sert de point de de´part pour
chacun des syste`mes e´tudie´s. Elle ne repre´sente pas un processus de Markov qui conserve la
probabilite´, sauf pour s = 0 ou` l’on retrouve l’action habituelle du syste`me (ZQ(s = 0, t) =
1). La fonction de partition ZQ(s, t) augmente exponentiellement en temps, et on de´finit a`
nouveau ψQ(s) = limt→∞ 1t lnZQ(s, t). De meˆme qu’au paragraphe 1.4.3, S[φ¯, φ, s; t] de´crit
l’e´volution du syste`me pour des histoires conditionne´es par la valeur moyenne (sur l’intervalle
de temps [0, t]) du courant qui a traverse´ le syste`me sur une dure´e t.
8.2.2 Particules diffusant dans un champ ; e´quation de Burgers bruite´e
En utilisant la convention de Itoˆ pour le passage de l’e´quation de Langevin (8.4) a` la
the´orie de champ, on trouve l’action suivante pour le premier syste`me :
S[φ¯, φ, s; t] =
∫
ddx
∫ t
0
dt′
[
φ¯
(
∂t′ −D∇2⊥ −Dλ∇2‖
)
φ−D (∇⊥φ¯)2 −Dσ (∇‖φ¯)2
− Dsg
2
φ2 +
Dg
2
(∇‖φ¯)φ2
]
+ s j0 L
dt− s2DσLdt . (8.20)
Par rapport au cas stochastique S[φ¯, φ, s = 0; t], cette action posse`de deux termes de´ter-
ministes supple´mentaires, ainsi qu’un terme quadratique fluctuant. Nous montrons dans P4
que ce terme n’ajoute pas de contribution divergente aux fonctions de vertex de la the´orie
stochastique (meˆme si la valeur de ces fonctions de´pend maintenant de s). Autrement dit, les
proprie´te´s critiques du mode`le ne sont pas drastiquement modifie´es par les termes supple´men-
taires en s. Apre`s renormalisation, on trouve que les fluctuations du courant sont normales
en dimension d supe´rieure a` la dimension critique du syste`me (d > 2). En dessous de la
dimension critique dc = 2, on obtient le comportement d’e´chelle :
L−d ψQ(s) = −j0s+Ad s(d+4)/3 (8.21)
Le pre´facteur Ad n’est pas universel, et l’exposant (d+4)/3 est exact. On retrouve en dimen-
sion 1 l’exposant 5/3 du TASEP [34, 35] – voir e´galement (8.2). Ce re´sultat corrobore le fait
que l’e´quation de Burgers bruite´e et le TASEP appartiennent a` la meˆme classe d’universal-
ite´ (dynamique). A` la dimension critique exactement (d = 2), le groupe de renormalisation
permet de trouver les corrections a` l’exposant 2 de (8.21) :
L−2 ψQ(s) = −j0s+A2 s2
(− ln |s|)2/3 . (8.22)
De telles corrections logarithmiques sont habituelles a` la dimension critique supe´rieure. No-
tons qu’elles interviennent ici dans un cadre dynamique. A` notre connaissance, le comporte-
ment d’e´chelle (8.22) est le premier re´sultat exact de ce genre en dimension 2.
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8.2.3 Mode`le diffusif en champ avec transition continue
Dans ce cas, la dimension critique du syste`me vaut dc = 5 et on obtient (avec ǫ = dc − d),
pour ǫ > 0 :
L−d ψQ(s) = −j0s+Ad s2−ǫ/18 , (8.23)
ou` l’amplitude Ad n’est pas universelle. L’exposant est ici valide au premier ordre en ǫ. A` la
dimension critique, les corrections logarithmiques s’e´crivent
L−5 ψQ(s) = −j0s+A5 s2
(− ln |s|)2/9 . (8.24)
8.2.4 Superdiffusion dans un champ de vitesse de´sordonne´
Ce syste`me e´tant de´sordonne´, pre´cisons avant toute chose a` quel niveau intervient la
moyenne sur le de´sordre dans la fonction de grandes de´viations du courant. Les caracte´ris-
tiques physiques des fluctuations de Q sont contenues dans les cumulants 〈Q(t)n〉c moyenne´s
sur le de´sordre. La moyenne sur les histoires (i.e. sur le de´sordre thermique) est note´e 〈. . .〉,
tandis que la moyenne sur le champ ale´atoire ψ est note´e . . . . Nous cherchons donc a` de´ter-
miner
ψQ(s) = lim
t→∞
1
t
lnZQ(s, t) . (8.25)
ou` la fonction de partition dynamique ZQ(s, t) de´pend du de´sordre. La the´orie de champ
correspondant a` (8.11-8.13) donne Z sous la forme ZQ(s, t) =
∫ Dφ¯Dφ e−Sψ [φ¯,φ,s;t] , ou` l’action
s’e´crit
Sψ[φ¯, φ, s; t] =− s2D‖Ldt+
∫
ddx
∫ t
0
dt′
[
φ¯
(
∂t′ −D⊥∇2⊥ −D‖∇2‖ − ψ∇‖
)
φ
−D⊥(∇⊥φ¯)2 −D‖(∇‖φ¯)2 − sψφ
]
. (8.26)
L’e´valuation de (8.25) peut s’effectuer en utilisant une me´thode de re´pliques. Au dessus de
la dimension critique dc = 3, le syste`me posse`de des fluctuations de courant normales. En
dessous de la dimension critique, on trouve le comportement d’e´chelle
L−dψQ(s) = Ad s2−2ǫ/5 = Ad s2d/5 . (8.27)
avec ǫ = dc − d. Ce re´sultat implique qu’en taille finie, la variance du courant augmente plus
vite que le volume du syste`me, bien que le syste`me soit a` l’e´quilibre. Nous ne connaissons
pas d’autre syste`me a` l’e´quilibre ou` cette proprie´te´ ait e´te´ exhibe´e. A` la dimension critique
dc = 3, on obtient la correction logarithmique
ψQ(s) = A3 s2(− ln |s|) . (8.28)
qui implique comme pre´ce´demment une divergence logarithmique en la taille du syste`me de
la variance “volumique” du courant 1
L2t
〈Q3〉c, en taille finie.
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8.2.5 Autre approche
L’approche de´veloppe´e dans ce chapitre se fonde sur une description phe´nome´nologique
des fluctuations thermiques microscopiques, de´crites par le bruit blanc gaussien (8.7-8.8). Il
est possible de partir directement d’un mode`le microscopique dans lequel, comme dans [133],
l’e´quation maˆıtresse sur PˆQ(C, s, t) (cf. e´qs. 1.58, 1.59) se traduit exactement sous forme d’une
the´orie de champ, suivant l’approche de Doi et Peliti [42, 105].
On peut illustrer rapidement cette me´thode sur le mode`le de Honkonen. On conside`re
des particules inde´pendantes qui diffusent sur un re´seau de pas b dans un champ ale´atoire
−ψ˜(x⊥)e‖, ce qui signifie que dans la direction e‖ le taux de saut de x vers x ± be‖ s’e´crit
D˜‖ ∓ 12 ψ˜(x⊥). L’ope´rateur d’e´volution pour PˆQ(C, s˜, t) peut s’e´crire en fonction d’ope´rateurs
d’annihilation et de cre´ation bosoniques :
WQ = D˜⊥
∑
x
a†
x
∆⊥ax −
∑
x,±
[
D˜‖ ∓
1
2
ψ˜(x⊥)
](
a†
x
− e∓s˜a†
x±be‖
)
ax (8.29)
La limite continue (b → 0, ax 7→ ρ(x), a†x 7→ ρ¯(x)) s’effectue en gardant D = b2D˜, ψ = bψ˜
et s = b−1s˜ fixe´s. La fonction de partition que l’on cherche a` e´valuer s’e´crit ZQ(s, t) =∫ Dρ¯Dρe−S avec
Sψ[ρ¯, ρ] =
∫
ddxdt
[
ρ¯(∂t −D⊥∆⊥ −D‖∂2‖ − ψ∂‖)ρ
]
+
1
2λ
∫
dd−1x⊥ψ2(x⊥)
−
∫
ddxdt
[
s2D‖ρ¯ρ+ sψρ¯ρ+ 2D‖sρ¯ ∂‖ρ
]
(8.30)
En effectuant la transformation de Cole-Hopf1
ρ¯ = eφ¯ (8.31)
ρ = e−φ¯ φ (8.32)
on ne retrouve pas tout a` fait l’action (8.26), mais
Sψ[φ¯, φ] =
1
2λ
∫
dd−1x⊥ψ(x⊥)2 −
∫
ddxdt
[
s2D‖φ+ sψφ+ 2sD‖φ¯∂‖φ
]
+
∫
ddxdt
[
φ¯(∂t −D⊥∆⊥ −D‖∂2‖ − ψ∂‖)φ
−D⊥φ(∇⊥φ¯)2 −D‖φ(∂‖φ¯)2
]
(8.33)
C’est exactement l’action que l’on obtient en revenant a` une version fluctuante des corre´lateurs
du bruit 〈
η⊥,i(x, t) η⊥,j(x′, t′)
〉
= 2D⊥δijδ(x′ − x)δ(t′ − t)φ(x, t) (8.34)〈
η‖(x, t) η‖(x′, t′)
〉
= 2D‖δ(x′ − x)δ(t′ − t)φ(x, t) (8.35)
1On consultera [4] pour d’autres liens de cette nature entre l’approche de Doi-Peliti et les e´quations de
Langevin. Remarquons que dans notre contexte, nous e´tablissons ce lien a` s 6= 0.
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Dans la formulation me´soscopique de´veloppe´e au paragraphe pre´ce´dent, on avait en effet
utilise´ une version approxime´e (8.13) de (8.34), valide dans le re´gime ou` la densite´ de particules
fluctue peu autour de sa valeur moyenne. Ces deux versions sont physiquement e´quivalentes
a` l’e´chelle macroscopique.
Du point de vue de la the´orie des champs, nous allons ve´rifier qu’il est e´quivalent d’e´tudier
l’action (de´pendante de s) exacte (8.33) ou sa version approxime´e (8.26). Remarquons tout
d’abord que la transformation galile´enne x‖ 7→ x‖+2D‖st e´limine le terme−2sD‖φ¯∂‖φ de l’ac-
tion (8.33). De plus, si le syste`me part d’une densite´ de particule fixe´e φ0 = L
−d ∫ ddxφ(x, 0),
la conservation du nombre de particules assure que
∫
ddxφ(x, t) reste constant. Le terme
−s2D‖
∫
ddxdt φ(x, t) de l’action prend donc une forme de´terministe. Ceci sugge`re de se´-
parer le champ de densite´ en sa contribution moyenne φ0 et sa partie fluctuante : φ(x, t) 7→
φ0 + φ(x, t). Au total, on arrive a` l’expression
Sψ[φ¯, φ] =− s2D‖ φ0Ldt+
1
2λ
∫
dd−1x⊥ψ(x⊥)2
+
∫
ddxdt
[
φ¯(∂t −D⊥∆⊥ −D‖∂2‖ − ψ∂‖)φ− sψφ
−D⊥φ0(∇⊥φ¯)2 −D‖φ0(∂‖φ¯)2
−D⊥φ(∇⊥φ¯)2 −D‖φ(∂‖φ¯)2
]
(8.36)
Un comptage de puissance montre que les termes φ(∇⊥φ¯)2, φ(∂‖φ¯)2 sont non pertinents (ce
que confirme l’analyse du groupe de renormalisation). Finalement, en rede´finissant λ, φ, φ¯
et ψ, on peut poser φ0 = 1 sans perte de ge´ne´ralite´ (Sψ/φ0 ne de´pend plus de φ0, comme
on l’attend pour des particules inde´pendantes), et on retrouve finalement la forme (8.26) de
l’action.
Pour les autres syste`mes e´tudie´s, il est e´galement possible de partir d’une formulation
microscopique de la dynamique, par exemple, celle du TASEP ou de l’ASEP, pour retrouver
l’action de Burgers (8.20) (modifie´e par s) en utilisant le mapping sur une the´orie de champ
de Doi-Peliti associe´ a` des ope´rateurs bosoniques [132] ou des ope´rateurs de spin [53].
8.3 Conclusions
Les exemples e´tudie´s illustrent le paralle`le entre la thermodynamique d’e´quilibre et la
thermodynamique des histoires expose´e dans les chapitres pre´ce´dents. Nous avons en partic-
ulier montre´ que les outils bien e´prouve´s dans le cadre statique (groupe de renormalisation,
me´thodes des re´pliques) s’adaptent directement a` notre approche dynamique, la fonction de
grandes de´viations ψQ(s) se de´terminant comme une e´nergie libre statique.
Le re´sultat obtenu pour les syste`mes superdiffusifs est l’existence d’un exposant a qui
caracte´rise la singularite´ de ψQ(s) a` la limite macroscopique
L−dψQ(s) + j0s ∼ sa , avec 1 < a ≤ 2 . (8.37)
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Cette singularite´ (si a < 2) traduit l’existence d’un comportement anormal de la variance
du courant en fonction de la taille du syste`me, en taille finie. La divergence apparaˆıt comme
conse´quence directe de la superdiffusion (z < 2) des particules dans le syste`me.
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Chapitre 9
Perspectives
9.1 Conclusions
La ligne directrice de cette the`se est la traduction du formalisme thermodynamique de Ru-
elle dans le cadre des syste`mes markoviens en temps continu. Nous avons vu au chapitre 1 que
la construction de Boltzmann correspondante, une fois traduite en temps continu, aboutis-
sait a` l’e´tude de fonctions de grandes de´viations associe´es a` des observables A extensives en
temps. La fonction de partition dynamique de Ruelle trouve notamment une interpre´tation
simple en fonction de la complexite´ dynamique Q+ des histoires de configurations. En ef-
fectuant le paralle`le avec la thermodynamique standard, nous avons montre´ qu’il est plus
facile d’adopter un point de vue canonique, ou` les histoires sont e´tudie´es a` la “tempe´rature”
s (conjugue´e a` A), de´finissant la notion d’e´tat-s. Nous avons e´galement e´te´ amene´s a` e´tudier
les singularite´s de l’e´nergie libre dynamique ψA(s) associe´e aux observables de type A. Ces
singularite´s correspondent a` une transition de phase dynamique, que l’on peut mettre en e´vi-
dence en e´tudiant la valeur moyenne de certaines observables (comme la densite´ de particules
ou l’aimantation) dans l’e´tat-s. Les points de transition en s se´parent deux classes d’histoires,
caracte´rise´es par des valeurs de 〈A〉s qui n’ont pas le meˆme comportement d’e´chelle a` la limite
thermodynamique.
Dans les mode`les de champ moyen (chapitre 2), l’existence d’une e´nergie libre dynamique
a` la Ginzburg-Landau offre une grande simplification et permet notamment de visualiser
directement les aspects dynamiques des transitions de phase habituelles (comme nous l’avons
fait pour le mode`le d’Ising). En outre, il est apparu que des mode`les de verre, tant en champ
moyen qu’en dimension finie, posse`dent une transition de phase dynamique du premier ordre,
et que l’e´tat stationnaire est a` la frontie`re entre une phase active et une phase inactive. La
pre´sence de cette transition est compatible avec le ralentissement dynamique observe´ dans
ces syste`mes, associe´ a` la coexistence entre les histoires actives et inactives. L’image donne´e
par l’approche de champ moyen est confirme´e en basse dimension par l’e´valuation nume´rique
directe de ψA(s), en utilisant un algorithme en temps continu (chapitre 3).
Le cas des fluctuations du courant Q traversant un syste`me hors d’e´quilibre (ou meˆme a`
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l’e´quilibre) a engendre´ une quantite´ home´rique de travaux concernant le the´ore`me de fluctu-
ation. Nous nous sommes efforce´s dans la seconde partie de cette the`se de de´passer la simple
analyse de cette syme´trie en e´tudiant la fonction de grandes de´viations ψQ(s) elle-meˆme. Bod-
ineau et Derrida ont propose´ une me´thode pour de´terminer ψQ(s) au moyen d’un principe
d’additivite´ – e´quivalent a` l’hydrodynamique fluctuante. Nous avons obtenu des re´sultats sur
des syste`mes ou` ce principe ne peut pas s’appliquer (le mode`le de spins du chapitre 6 est trop
fortement hors d’e´quilibre, les syste`mes superdiffusifs du chapitre 8 ne sont pas... diffusifs),
et les re´sultats permettent d’esquisser diffe´rentes classes d’universalite´ dynamiques indique´es
par les comportements d’e´chelle de ψQ(s) a` la limite des grands syste`mes. Le cas du processus
d’exclusion syme´trique s’est re´ve´le´ assez riche : a` la limite des grands syste`mes, nous avons
pu de´terminer tous les cumulants du courant en utilisant une version du principe d’additivite´
qui tient compte des fluctuations du profil de densite´ dans le syste`me. Cette e´tude a e´gale-
ment fourni l’occasion de montrer que d’autres me´thodes (l’Ansatz de Bethe ou une the´orie
de perturbation d’un ope´rateur de fermions libres) s’appliquent pour des re´gimes de courant
diffe´rents.
9.2 Questions ouvertes
Nous donnons ici quelques voies a` explorer.
• Dans l’approche en champ moyen, le cas des dynamiques qui ne ve´rifient pas le bilan
de´taille´ reste a` examiner. Nous avons donne´ un exemple au chapitre 6 pour l’observable
‘courant d’entropie’ QS dans le syste`me de spins a` deux tempe´ratures, mais c’est un
cas assez particulier car l’e´nergie libre dynamique FS(m1,m2, s) est inde´pendante de s
a` l’ordre dominant, et toute la de´pendance en s est contenue dans les corrections.
• On peut examiner s’il existe une e´nergie libre a` la Landau au dela` du champ moyen,
en dimension finie. Le formalisme de Doi et Peliti [42, 105] offre bien suˆr une possibilite´
mais l’apparition d’un champ conjugue´ a` la densite´ (par exemple) masque la signification
physique du re´sultat. L’hydrodynamique fluctuante, pour le courant de particules, offre
un exemple ou` le champ conjugue´ peut eˆtre e´limine´ – on obtient le principe d’additivite´.
On peut se demander si c’est e´galement le cas pour l’e´nergie libre associe´e a` d’autres
quantite´s que le courant de particules.
• Les mode`les de verre e´tudie´s au chapitre 4 appartiennent a` la classe des syste`mes cine´-
tiquement contraints, qui offrent par construction deux phases dynamiques distinctes.
Le cas des syste`mes vitreux ou` cet ingre´dient n’est pas introduit a` la main de`s le de´part
reste a` explorer.
• Enfin, on peut se demander si le formalisme construit ici s’adapte aux syste`mes de´crits
dans un cadre quantique. On songe notamment a` certaines transitions de phase quan-
tiques exotiques ou a` l’e´tude de la de´cohe´rence.
Annexe A
Sauts et temps d’attente
markoviens en temps continu
A.1 Exponentielle ordonne´e en temps
On conside`re un vecteur |ψ(t)〉. Si W(t) est un ope´rateur line´aire de´pendant du temps, la
solution du syste`me diffe´rentiel :
∂t|ψ(t)〉 =W(t)|ψ(t)〉 (A.1)
est donne´e par :
|ψ(t)〉 = T exp
(∫ t
0
W
)
|ψ(0)〉 (A.2)
ou` l’exponentielle ordonne´e en temps s’e´crit :
T exp
(∫ t
0
W
)
=
∑
n≥0
T
(∫ t
0
W
)n
(A.3)
=
∑
n≥0
∫ t
0
dtn
∫ tn
0
dtn−1 . . .
∫ t2
0
dt1W(tn) . . .W(t1) (A.4)
=
∑
n≥0
∫ t
0
dt1
∫ t
t1
dt2 . . .
∫ t
tn−1
dtnW(t1) . . .W(tn) (A.5)
comme on le ve´rifie imme´diatement.
A.2 Application aux processus stochastiques
A.2.1 E´quation maˆıtresse
Soit {C} un ensemble fini de configurations et W (C → C′) des taux de probabilite´ de´finis-
sant une dynamique markovienne en temps continu sur {C}. On rappelle que l’e´quation
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maˆıtresse s’e´crit :
∂tP (C, t) =
∑
C′ 6=C
(
W (C′ → C)P (C′, t)−W (C → C′)P (C, t)
)
(A.6)
On de´finit par :
r(C) =
∑
C′ 6=C
W (C → C′) (A.7)
le taux d’e´chappement de C vers les autres configurations C′. Si |C〉 est une base orthonor-
male de kets associe´s aux configurations, le vecteur : |ψ(t)〉 = ∑C P (C, t)|C〉 e´volue selon
l’e´quation (A.1), les e´le´ments de l’ope´rateur W e´tant :
WC′C =W (C → C′)− r(C)δCC′ =
{
W (C → C′) si C 6= C′
− r(C) sinon
(A.8)
A.2.2 Solution (1) : se´quences de configurations quelconques
On peut obtenir P (C, t) = 〈C|ψ(t)〉 en fonction de l’e´tat initial |ψ(0)〉 = ∑C P0(C)|C〉 en
de´veloppant la solution explicite (A.2) :
P (C, t) =
∑
n≥0
tn
n!
∑
C0...Cn−1
WCCnWCnCn−1 . . .WC1C0P0(C0) (A.9)
Cette expression provient d’une simple exponentielle (non ordonne´e dans le temps car l’ope´ra-
teur d’e´volution est inde´pendant du temps), mais il n’y a pas cependant d’interpre´tation
imme´diate en termes d’histoires, car la somme a lieu sur des se´quences C0 . . . C dont deux
configurations successives peuvent eˆtre identiques.
A.2.3 Solution (2) : se´quences de configurations successivement distinctes
Pour obtenir une somme sur des histoires de configurations successivement distinctes, on
peut re´crire l’e´quation maˆıtresse (A.6) suivant :
∂tP (C, t) + r(C)P (C, t) =
∑
C′ 6=C
W (C′ → C)P (C′, t) (A.10)
La quantite´ Q(C, t) = et r(C)P (C, t) ve´rifie l’e´quation d’e´volution :
∂tQ(C, t) =
∑
C′ 6=C
W˜ (C′ → C, t)Q(C′, t) (A.11)
dont les taux de transitions, de´pendants du temps, sont :
W˜ (C′ → C, t) =W (C′ → C)et(r(C)−r(C′)) (A.12)
L’ope´rateur d’e´volution, de´pendant du temps, n’a pas d’´ele´ments diagonaux
W˜C′C = W˜ (C → C′) (A.13)
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0
C0
t1
C1
t2
C2
. . . tK
CK
t
C = CK
probabilite´ d’attente :
e−(t−tK)r(CK)
Fig. A.1 – Une re´alisation donne´e d’une histoire de configurations C0 → . . .→ CK . Entre les
instants tk et tk+1, le syste`me reste dans la configuration Ck.
Un calcul rapide donne le de´veloppement de la solution explicite (A.4) :
P (C, t) =
∑
K≥0
∑
C0,...,CK−1
∫ t
0
dtK
∫ tK
0
dtK−1 . . .
∫ t2
0
dt1
ρ(0, C0; t1, C1; . . . ; tK−1, CK−1; tK , C; t)
Prob(C0 → . . .→ CK−1 → C) P0(C) (A.14)
ou` ρ(0, C0; t1, C1; . . . ; tK−1, CK−1; tK , C; t) est la densite´ temporelle de probabilite´ des instants
de changement de configuration (cf. figure 1.2, rappele´e ci-dessus) :
r(C0)e−(t1−t0)r(C0) . . . r(CK−1)e−(tK−tK−1)r(CK−1)e−(t−tK )r(C) , (A.15)
dans laquelle le dernier facteur exponentiel e−(t−tK )r(C) rend compte de la probabilite´ de ne
pas sauter de C = CK entre tK et t. La quantite´
Prob(C0 → . . .→ CK−1 → C) P0(C) = W (C0 → C1)
r(C0) . . .
W (CK−1 → C)
r(C) P0(C0) (A.16)
repre´sente elle la probabilite´ de l’histoire d’e´ve´nements successivement distincts C0 → . . . →
CK−1 → C.
A.2.4 E´volution sans conservation de la probabilite´
L’utilisation de la forme explicite (A.4) de l’exponentielle ordonne´e dans le temps n’est
pas restreinte aux e´volutions qui conservent la probabilite´ (i.e. aux ope´rateurs tels que∑
C′WC′C = 0). En particulier, en posant WA(C → C′) = e−sα(C,C
′)W (C → C′) l’e´volu-
tion (1.59) dans l’e´tat-s associe´ a` A s’e´crit
∂tPˆA(C, s, t) =
∑
C′ 6=C
WA(C′ → C)PˆA(C′, s, t) − r(C)PˆA(C, s, t) , (A.17)
et graˆce a` (A.4) on obtient explicitement
PˆA(C, s, t) =
∑
K≥0
∑
C1,...,CK−1
∫ t
0
dtK
∫ tK
0
dtK−1 . . .
∫ t2
0
dt1
r(C0)e−(t1−t0)r(C0) . . . r(CK−1)e−(tK−1−tK)r(CK−1)e−(t−tK )r(C)
WA(C0 → C1)
r(C0) . . .
WA(CK−1 → C)
r(CK−1) PˆA(C, s, 0) (A.18)
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Ceci s’e´crit e´galement
PˆA(C, s, t) =
∑
K≥0
∑
C1,...,CK−1
∫ t
0
dtK
∫ tK
0
dtK−1 . . .
∫ t2
0
dt1
rs(C0)e−(t1−t0)rs(C0) . . . rs(CK−1)e−(tK−1−tK)rs(CK−1)e−(t−tK )rs(C)
Ws(C0 → C1)
rs(C0) . . .
Ws(CK−1 → C)
rs(CK−1)
(YC0)t1−t0 . . . (YCK−1)tK−tK−1(YC)t−tK (A.19)
avec
YC = ers(C)−r(C) (A.20)
en fonction de taux de transition d’une dynamique markovienne s-modifie´e
Ws(C → C′) = e−sα(C,C′)W (C → C′) (A.21)
rs(C) =
∑
C′
Ws(C → C′) . (A.22)
On en de´duit e´galement l’expression de la fonction de partition dynamique associe´e a` A
ZA(s, t) =
∑
K≥0
∑
C1,...,CK
∫ t
0
dtK
∫ tK
0
dtK−1 . . .
∫ t2
0
dt1
r(C0)e−(t1−t0)r(C0) . . . r(CK−1)e−(tK−1−tK)r(CK−1)e−(t−tK )r(CK )
WA(C0 → C1)
r(C0) . . .
WA(CK−1 → CK)
r(CK−1) (A.23)
Annexe B
Moyenne a` temps final et moyenne
inte´gre´e au cours du temps dans
l’e´tat-s
Pour une observable donne´e b(C), on peut s’inte´resser a` deux quantite´s dans l’e´tat-s :
– la valeur moyenne de b dans l’e´tat final
〈b〉s ≡ 〈b(C(t))e
−sA〉
〈e−sA〉 (B.1)
ou` les crochets 〈·〉 de´signent une moyenne sur toutes les histoires entre 0 et t,
– et sa valeur moyenne inte´gre´e au cours du temps
〈B〉s ≡
〈∫ t
0 dτ b(C(τ))e−sA
〉
〈e−sA〉 (B.2)
Typiquement, 〈B〉s augmente line´airement au cours du temps, mais en ge´ne´ral, a` moins
que s = 0, on a
∂t〈B〉s 6= 〈b〉s (B.3)
Dans cette annexe, nous pre´sentons plusieurs me´thodes pour acce´der a` ces deux moyennes,
soit en e´tudiant les vecteurs propres de l’ope´rateur d’e´volution (en suivant par exemple Gi-
ardina`, Kurchan et Peliti [67]), soit, en utilisant une the´orie de perturbation markovienne
(annexe I). Enfin, nous pre´sentons un exemple ou` l’on peut de´terminer la valeur moyenne a`
temps interme´diaire
〈b(τ)〉s ≡ 〈b(C(τ))e
−sA〉
〈e−sA〉 (B.4)
a` tout temps interme´diaire τ (dans cette expression 〈·〉 de´signe toujours une moyenne sur
toutes les histoires entre 0 et t).
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B.1 E´tats propres
B.1.1 De´finition
L’ope´rateur d’e´volutionWA s’e´crit en fonction de ses vecteurs propres a` gauche et a` droite
|Ln〉 et |Rn〉
WA =
∑
n
λn|Rn〉〈Ln| (B.5)
avec λ0 > λ1 ≥ . . .. La valeur propre maximale λ0 est e´gale a` l’e´nergie libre dynamique ψA(s).
Il est toujours possible de normaliser les vecteurs pour que
〈Ln|Rm〉 = δnm et 〈−|R0〉 = 1 (B.6)
Les e´tats propres correspondants |L0〉 et |R0〉 permettent de de´terminer les valeurs moyennes
〈b〉s et 〈B〉s.
B.1.2 Valeur moyenne au temps final
Par de´finition, partant d’un e´tat initial |P0〉 =
∑
C P0(C)|C〉, on a
〈b〉s = 〈−|bˆ e
tWA |P0〉
〈−|etWA |P0〉 (B.7)
La limite de grands temps donne, avec les normalisations choisies
〈b〉s = 〈−|bˆ|R0〉 (B.8)
L’e´tat propre a` droite |R0〉 s’interpre`te donc comme la distribution de probabilite´ associe´e
aux valeurs moyennes a` temps final.
B.1.3 Valeur moyenne inte´gre´e au cours du temps (1)
On peut estimer que la valeur moyenne inte´gre´e 〈B〉s est donne´e par la valeur moyenne
de b aux temps interme´diaires
〈b(τ)〉s avec 0≪ τ ≪ t (B.9)
ou` la moyenne 〈·〉s a toujours lieu sur les histoires entre 0 et t. Autrement dit, tout comme
en the´orie quantique [67], on a
1
t
〈B〉s = 〈b(τ)〉s = 〈−|e
(t−τ)WA bˆ eτWA |P0〉
〈−|etWA |P0〉 (B.10)
mais dans le re´gime 0≪ τ ≪ t
eτWA |P0〉 = eτψK(s)|R0〉 〈L0|P0〉 = eτψK(s)|R0〉 (B.11)
〈−|e(t−τ)WA = 〈−|R0〉 〈L0|e(t−τ)ψK (s) = 〈L0|e(t−τ)ψK (s) (B.12)
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On obtient ainsi
1
t
〈B〉s = 〈b(τ)〉s = 〈L0|bˆ|R0〉 (B.13)
A` la diffe´rence du re´sultat (B.8), bˆ est e´value´ entre les e´tats propres 〈L0| et |R0〉. On a donc
besoin de ces deux vecteurs pour de´terminer la valeur moyenne de b inte´gre´e au cours du
temps dans l’e´tat-s. Si la dynamique est re´versible, on verra qu’il suffit de connaˆıtre |R0〉 car
dans ce cas |L0〉 = Pˆ−1eq |R0〉.
B.1.4 Valeur moyenne inte´gre´e au cours du temps (2)
Une autre manie`re d’acce´der a` la valeur moyenne inte´gre´e au cours du temps est d’utiliser
∂t〈B〉s = ∂t∂h〈ehB〉s|h=0 (B.14)
= ∂t∂h
〈−|et(WA+hbˆ)|P0〉
〈−|etWA |P0〉
∣∣∣∣∣
h=0
(B.15)
= ∂t∂h
etλ0(h)〈L0(h)|P0〉
etλ0〈L0|P0〉
∣∣∣∣∣
h=0
(B.16)
∂t〈B〉s = ∂hλ0(h)|h=0 (B.17)
ou` 〈L0(h)| et λ0(h) de´signent les e´le´ments propres de l’ope´rateur perturbe´ WA+ hbˆ. D’apre`s
la the´orie de perturbation (pour un ope´rateur non-hermitien, annexe I), le premier ordre de
perturbation ∂hλ0(h)|h=0 de la valeur propre λ0(h) est pre´cise´ment
∂t〈B〉s = 〈L0|bˆ|R0〉 (B.18)
ce qui correspond au re´sultat trouve´ pre´ce´demment : on a identite´ entre la valeur moyenne a`
temps interme´daire et la valeur moyenne inte´gre´e au cours du temps.
B.1.5 Dans l’e´tat stationnaire non-modifie´
Dans l’e´tat stationnaire non-modifie´ (s = 0), les vecteurs propres a` droite et a` gauche sont
|R0〉 = |Pst〉 et 〈L0| = 〈−|. En particulier
∂t〈B〉 = 〈−|bˆ|Pst〉 = 〈b〉 (B.19)
Les deux moyennes de l’observable b co¨ıncident. Ceci n’est plus vrai pour les cumulants d’ordre
supe´rieur. Ainsi, pour un ensemble de particules sur L sites qui se cre´ent et se de´truisent avec
des taux c et 1− c, les fonctions ge´ne´ratrices des cumulants du nombre n de particule inte´gre´
ou non au cours du temps s’e´crivent
1
L
ln
〈
ehn
〉
= ln
(
1− c(1− eh)
)
(B.20)
1
Lt
ln
〈
eh
R t
0
n
〉
=
1
2
[
h− 1 +
√
(h− 1)2 + 4 c h
]
(B.21)
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B.2 Bilan de´taille´
Lorsque la dynamique ve´rifie le bilan de´taille´, l’ope´rateur d’e´volution est syme´trisable et
il est possible d’obtenir un lien entre les valeurs moyennes finales et inte´gre´es au cours du
temps, pour faible s.
B.2.1 Vecteurs propres a` gauche et a` droite
En ge´ne´ral 〈Ln| n’est pas le transpose´ de |Rn〉 et on ne peut pas faire le lien entre ces
deux e´tats propres. Pour s = 0, et pour une dynamique d’e´quilibre (bilan de´taille´) on a
W† = Pˆ−1eq WPˆeq et les e´tats propres a` gauche s’expriment en fonctions des e´tats propres a`
droite
|Ln〉 = Pˆ−1eq |Rn〉 (B.22)
Pour n = 0, on retrouve bien |−〉 = Pˆ−1eq |Peq〉
Un autre cas ou` on peut expliciter un tel lien et celui des e´tat-s associe´s a` K en pre´sence
de bilan de´taille´. On a
W
†
K = Pˆ
−1
eq WK Pˆeq (B.23)
et (B.22) est toujours valide. Plus ge´ne´ralement, si la quantite´ A s’e´crit, pour une histoire
A =
K∑
k=0
α(Ck → Ck+1) +
∫ t
0
dτ a(C(τ)) (B.24)
avec
α(C → C′) = α1(C) + α2(C′) (B.25)
l’ope´rateur d’e´volution correspondant a pour e´le´ments
(WA)C′C = e
−sα(C→C′)W (C → C′)− δCC′
[
r(C) + sa(C)] (B.26)
et on ve´rifie que l’ope´rateur diagonal
(Qˆ)C′C = Peq(C)e−s[α2(C)−α1(C)] δCC′ (B.27)
permet de syme´triser WA
W
†
A = Qˆ
−1WAQˆ (B.28)
et de faire le lien entre les e´tats propres a` gauche et a` droite suivant
|Ln〉 = Qˆ−1|Rn〉 (B.29)
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B.2.2 Perturbations au premier ordre en s
Si la dynamique ve´rifie le bilan de´taille´, on a vu que 〈b〉s=0 = ∂t〈B〉s=0. Lorsque s est
associe´ a` K, on peut en fait de´terminer le lien entre les premiers termes des de´veloppements
de 〈b〉s et de ∂t〈B〉s pour s faible. Pre´cise´ment :
〈b〉s = 〈b〉+ sb(1) + . . .
∂t〈B〉s = 〈b〉+ sB(1) + . . .
}
avec b(1) =
1
2
B(1) (B.30)
En effet, en notant |R〉 =∑C R(C, s)|C〉, et en utilisant |L〉 = Pˆ−1eq |R〉, on a
〈b〉s = 〈−|bˆ|R〉 =
∑
C
b(C)R(C, s)
∂t〈B〉s = 〈L|bˆ|R〉 =
∑
C
b(C)R(C, s)2/Peq(C)
(B.31)
De plus, on peut e´crire pour s proche de 0 un de´veloppement de la forme
R(C, s) = Peq(C) + sf(C) + . . . (B.32)
de sorte que 
〈b〉s = 〈b〉+ s
∑
C
b(C)f(C) + . . .
∂t〈B〉s = 〈b〉+ 2s
∑
C
b(C)f(C) + . . .
(B.33)
d’ou` le re´sultat annonce´. Il n’y a en revanche pas de relation simple entre les termes suivants
des de´veloppements.
L’e´galite´ b(1) = 12B
(1) s’e´crit ∂s〈b〉s|s=0 = 12∂t∂s〈B〉s|s=0, c’est-a`-dire encore, en terme de
la variable K :
〈bK〉c = 1
2
∂t〈BK〉c (B.34)
ou` les moyennes sont dans la dynamique non-modifie´e (s = 0).
B.2.3 Une autre syme´trie
On conside`re maintenant deux observables b1(C) et b2(C), ainsi que leur version inte´gre´e
dans le temps B1 et B2. On cherche a` effectuer le lien entre 〈b1B2〉c et 〈b2B1〉c. Comme
pre´ce´demment, on part de l’expression
〈b1B2〉c = ∂h 〈b1e
hB2〉
〈ehB2〉
∣∣∣∣
h=0
(B.35)
= ∂h
〈−|bˆ1et(W+hbˆ2)|P0〉
〈−|et(W+hbˆ2)|P0〉
∣∣∣∣∣
h=0
(B.36)
On se place a` s = 0. Pour l’instant, on ne suppose pas que la dynamique ve´rifie le bilan
de´taille´. On note λn(h), 〈Ln(h)|, |Rn(h)〉 les e´le´ments propres de l’ope´rateur modifie´W+hbˆ2.
On ve´rifie que (B.36) me`ne a` :
〈b1B2〉c = 〈−|bˆ1|R(1)0 〉 (B.37)
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ou` |R(1)0 〉 est le premier ordre en perturbation de |R0(h)〉, qui vaut
|R(1)0 〉 = ∂h|R0(h)〉 |h=0 = −
∑
n≥1
〈Ln|bˆ2|R0〉
λn
|Rn〉 (B.38)
et au final
〈b1B2〉c = −
∑
n=1
〈−|bˆ1|Rn〉〈Ln|bˆ2|R0〉
λn
(B.39)
〈b2B1〉c = −
∑
n=1
〈−|bˆ2|Rn〉〈Ln|bˆ1|R0〉
λn
(B.40)
ou` la deuxie`me relation est obtenue de la meˆme manie`re (les indices 1 et 2 jouent un roˆle
muet). En ge´ne´ral, ces deux expressions sont diffe´rentes.
En revanche, si le bilan de´taille´ est ve´rifie´, on voit graˆce a` |Ln〉 = Pˆ−1eq |Rn〉 et |R0〉 = |Peq〉
que
〈b1B2〉c = 〈b2B1〉c = −
∑
n=1
〈−|bˆ1|Rn〉〈Rn|bˆ2|−〉
λn
(B.41)
Autrement dit, si la dynamique est re´versible, mesurer b1 apre`s avoir ponde´re´ par B2 revient
au meˆme que mesurer b2 apre`s avoir ponde´re´ par B1.
B.2.4 Utilisation de la syme´trie
On peut utiliser la syme´trie (B.41) pour fournir une autre preuve de l’e´galite´ b(1) = 12B
(1).
On ve´rifie facilement en effet que
〈bK〉c = 〈bR〉c (B.42)
et que
∂t〈BK〉c = 〈bR〉c + 〈rB〉c (B.43)
ou` r(C) est le taux habituel de sortie de la configuration C et R la quantite´ inte´gre´e corre-
spondante. D’apre`s (B.34), il suffit donc de montrer que
〈rB〉c = 〈bR〉c (B.44)
mais c’est pre´cise´ment vrai si la dynamique est re´versible, d’apre`s la syme´trie du paragraphe
pre´ce´dent.
B.3 Mode`le A : e´tat-s a` tout temps interme´diaire
Nous illustrons sur un exemple l’importance du temps auquel la moyenne dans l’e´tat-s est
effectue´e (avec s conjugue´ a` K). Le syste`me conside´re´ est de´crit par un seul degre´ de liberte´,
le nombre n de ses particules. Celles-ci peuvent se cre´er ou s’annihiler avec des taux
W (n→ n+ 1) = cL , W (n→ n− 1) = n (B.45)
B.3. MODE`LE A : E´TAT-S A` TOUT TEMPS INTERME´DIAIRE 139
L’e´tat stationnaire (s = 0) est une loi de Poisson discre`te de parame`tre cL : Peq(n) =
e−cl(cL)n/n!. Le parame`tre c repre´sente donc la densite´ de particules moyenne dans le syste`me
c = 1L〈n〉 aux grands temps a` s = 0. On souhaite de´terminer le nombre de particules moyen
ρ(s; τ, t) = 1L〈n(τ)〉s dans l’e´tat-s a` temps interme´diaire 0 ≤ τ ≤ t, l’ensemble-s correspondant
a` toutes les histoires se de´roulant entre 0 et t. On suppose l’e´tat initial poissonien avec densite´
moyenne c0. On peut de´terminer l’observable dans l’e´tat-s ρ(s; τ, t) suivant
ρ(s; τ, t) = − 1
L
∂τ∂h
∣∣∣
0
〈
exp
[− h∫ τ
0
n
]〉
s
(B.46)
On note Nτ =
∫ τ
0 n. On s’inte´resse a` la quantite´
Pn ≡ P (n, h, s, t) =
∫
dNτ e
−hNτ Pˆ (n,Nτ , s, t) (B.47)
qui est telle que
∑
n P (n, h, s, t) = 〈exp
[− sK − h ∫ τ0 n]〉.
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Fig. B.1 – Densite´ moyenne de particules dans le re´gime interme´diaire 0 ≤ τ ≤ t, dans
l’e´tat-s associe´ aux histoires entre 0 t, pour le mode`le A en champ moyen (c0 = 0.1, c = 0.2,
s = −0.5, t = 30).
Comme dans (1.59) et (1.76), l’e´quation d’e´volution de Pn s’e´crit
∂tPn = e
−s[cLPn−1 + (n + 1)Pn+1]− [cL+ n+ hn θ(τ − t)] (B.48)
ou` θ est la fonction de Heaviside. D’apre`s sa de´finition, Pn est une loi de Poisson c0L au
temps initial t = 0. Pour t > 0, on cherche Pn sous la forme d’un produit entre d’une loi de
Poisson normalise´e, de parame`tre Lρ0(t), et un poids exponentiel e
LΨ(t), inde´pendant de n.
D’apre`s ce qui pre´ce`de, ce poids repre´sente pre´cise´ment eLΨ(t) = 〈exp [− sK − h ∫ τ0 n]〉. Les
e´quations ve´rifie´es par ces deux parame`tres sont{
ρ˙0 = c e
−s − [1 + hθ(τ − t)]ρ0
Ψ˙ = ρ˙0 + e
−sρ0 − c
avec les conditions initiales
{
ρ0(0) = c0
Ψ(0) = 0
(B.49)
En re´solvant explicitement ces e´quations et en utilisant ρ(s; τ, t) = − 1L∂τ∂hΨ
∣∣
h=0
, on obtient
(avec z = e−s)
ρ(s; τ, t) = c0
[
ze−τ + (1− z)e−t]+ c(1− e−τ) [zeτ−t + z2(eτ−t − 1)] (B.50)
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La densite´ a` temps interme´diaire ρ(s; τ, t) pre´sente trois re´gimes distincts (figure B.1).
– Un re´gime transitoire initial : pour t ≃ 0, τ ≃ 0, le syste`me garde une densite´ ρ(s; τ, t) ≃
c0 proche de la densite´ au temps initial.
– Un re´gime stationnaire interme´diaire : pour 1 ≪ τ ≪ t, le syste`me adopte une densite´
stationnaire interme´diaire ρ(s; τ, t) ≃ c e−2s qui est e´galement la densite´ moyenne´e au
cours du temps 1L∂t〈
∫ s
0 n〉s.
– Un re´gime transitoire final : pour τ → t le syste`me atteint une densite´ finale ρ(s; t, t) =
c e−s = 1L〈n(t)〉s qui est celle de la distribution normalise´e P˜A(C, s, t) (1.62).
Annexe C
Ope´rateurs de spin et espace des
aimantations
C.1 Espace des spins, espace des aimantations
C.1.1 Vecteur aimantation
A` chaque configuration de spin σ = (σ1, . . . , σN ) on associe un vecteur
|σ〉 (C.1)
pour lequel on choisit le produit scalaire
〈σ|σ′〉 = δσ,σ′ (C.2)
A` la distribution de probabilite´ P (σ, t) des configurations de spin on associe le vecteur
|ψ〉 =
∑
σ
P (σ, t)|σ〉 (C.3)
On note |σ| =∑i σi l’aimantation d’une configuration. On de´finit le vecteur |M〉 associe´ aux
configurations d’aimantation M par
|M〉 =
∑
|σ|=M
|σ〉 (C.4)
Le produit scalaire de tels e´tats est
〈M |M ′〉 =
(
N
N+M
2
)
δM,M ′ (C.5)
C.1.2 Probabilite´ dans l’espace des aimantations
On suppose de´sormais que P (σ, t) e´volue dans le temps avec des taux de transition qui
ne de´pendent que de l’aimantation des configurations. Comme on l’a vu au paragraphe 2.1.2,
probabilite´ P (σ, t) n’est donc qu’une fonction de l’aimantation :
P (σ, t) = Pspins(M, t) (C.6)
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Dans l’espace des M , pour de´finir une probabilite´ normalise´e P (M, t) :
1 =
∑
σ
P (σ, t) =
∑
M
∑
|σ|=M
Pspins(M, t) =
∑
M
(
N
N+M
2
)
Pspins(M, t) (C.7)
on pose donc
P (M, t) =
(
N
N+M
2
)
Pspins(M, t) (C.8)
On remarque qu’avec ces de´finitions, le vecteur |ψ〉 de´fini par (C.3) s’e´crit directement
|ψ〉 =
∑
M
P (M, t)|M〉 (C.9)
C.1.3 Vecteurs duaux
Pour calquer la relation 〈σ|ψ〉 = P (σ, t), on cherche un vecteur 〈M˜ | tel que
〈M˜ |ψ〉 = P (M, t) (C.10)
On trouve simplement
〈M˜ | =
(
N
N+M
2
)−1
〈M | (C.11)
Ce vecteur ve´rifie
〈M˜ |M ′〉 = δM,M ′ (C.12)
Il serait possible de de´finir un nouveau produit scalaire entre les vecteurs aimantation, mais
cela n’apporte pas de simplifications.
C.1.4 Action des ope´rateurs M± sur les e´tats |M〉
On de´finit les ope´rateurs d’aimantation
M± =
Mx ± iMy
2
avec Mx,y,z =
∑
i
σx,y,zi (C.13)
ou` les σx,y,zi sont les matrices de Pauli agissant sur le i-e`me spin 1/2 de |σ〉. Leur action sur
les vecteurs aimantation est
M−|M〉 = N −M + 2
2
|M − 2〉 (C.14)
M+|M〉 = N +M + 2
2
|M + 2〉 (C.15)
On obtient par exemple la premie`re de ces relations en e´crivant
M−|M〉 =
∑
|σ|=M
∑
i
σxi
1 + σzi
2
|σ〉 = (nombre de spins ↓ dans |M − 2〉)|M − 2〉 (C.16)
car M− agit sur chaque configuration |σ〉 de |M〉 en la transformant en une configuration de
|M − 2〉, et chaque configuration de |M − 2〉 a e´te´ obtenue un nombre de fois e´gal au nombre
de ses spins ↓.
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C.2 Description des syste`mes de spin
C.2.1 Taux de transition
On suppose que le taux de retournement d’un spin individuel ne de´pend que de l’aiman-
tation de la configuration initiale
W (↑→↓) = w−(M) (C.17)
W (↓→↑) = w+(M) (C.18)
On sait de´ja` e´crire (cf. paragraphe 2.1.5) a` partir de l’e´quation maˆıtresse (2.8) sur les σ
l’ope´rateur d’e´volution correspondant
W =M−w−(Mz) +M+w+(Mz)− r(Mz) (C.19)
ou` r(C) est le taux de changement de configuration
r(C) =
∑
C′
W (C → C′) (C.20)
soit ici
r(M) =
N −M
2
w+(M) +
N +M
2
w−(M) (C.21)
On aimerait interpre´ter cet ope´rateur dans l’espace des aimantations, ou` les taux de transition
s’e´crivent
W (M →M − 2) = N +M
2
w−(M) (C.22)
W (M →M + 2) = N −M
2
w+(M) (C.23)
C.2.2 E´quations d’e´volution dans l’espace des aimantations
Dans l’e´quation d’e´volution de |ψ〉 on peut se´parer l’espace des configurations en tranches
d’aimantation M fixe´e. En utilisant l’action (C.14-C.15) des ope´rateurs M± sur les vecteurs
|M〉, on obtient
∂t|ψ〉 =
∑
i,σ
{
σxi
1− σzi
2
w+(σ) + σxi
1 + σzi
2
w−(σ)
}
P (σ)|σ〉 − r(Mz)|ψ〉 (C.24)
=
∑
i,M
{
σxi
1− σzi
2
w+(M) + σxi
1 + σzi
2
w−(M)
}
Pspins(M)|M〉 − r(Mz)|ψ〉
∂t|ψ〉 =
∑
M
{
N +M + 2
2
w+(M)|M + 2〉+
N −M + 2
2
w−(M)|M − 2〉
}
Pspins(M)− r(Mz)|ψ〉 (C.25)
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Cette dernie`re expression (C.25) est cependant a priori incompatible avec une traduction
directe de l’e´quation maˆıtresse dans l’espace des M
∂tP (M) =W (M − 2→M)P (M − 2) +W (M + 2→M)P (M + 2)− r(M)P (M) (C.26)
sous la forme d’une e´quation sur |ψ〉 que l’on aurait aime´ e´crire
∂t|ψ〉 =
∑
M
{
N −M
2
w+(M)|M + 2〉+
N +M
2
w−(M)|M − 2〉
}
P (M)|M〉 − r(Mz)|ψ〉 (C.27)
Un moyen de rendre les relations (C.25) et (C.27) compatibles est de re´exprimer (C.25) sur
les vecteurs |M˜ 〉 en utilisant les relations
Pspins(M)|M − 2〉 = N +M
N −M + 2P (M)|M˜ − 2〉 (C.28)
Pspins(M)|M + 2〉 = N −M
N −M − 2P (M)|M˜ + 2〉 (C.29)
On obtient alors
∂t|ψ〉 =
∑
M
{
N −M
2
w+(M)|M˜ + 2〉+
N +M
2
w−(M)|M˜ − 2〉
}
P (M)|M〉 − r(Mz)|ψ〉 (C.30)
L’ope´rateur qui correspond a` l’e´criture directe (C.27) est donc le meˆme que celui qui corre-
spond a` (C.30), au changement de base pre`s |M〉 7→ |M˜〉, qui ne modifie pas le spectre.
Annexe D
E´tats cohe´rents de spin
Conside´rons un ope´rateurW qui s’exprime, a` l’instar des ope´rateurs d’e´volution rencontre´s
au paragraphe 2.1.5, en fonction d’ope´rateurs de spin Mz, M+ et M−. Nous montrons dans
cette annexe qu’il est possible de de´terminer le comportement aux grands temps de 〈etW〉
suivant
〈etW〉 ∼
∫
DmDφ exp
∫ t
0
{
Nφ∂tm+W(m,φ)
}
(D.1)
ou` la fonction W(m,φ) s’obtient a` partir de W. On suppose que les ope´rateurs de spin
agissent sur l’espace des spin j = N/2 (autrement dit : l’aimantation varie entre −j et j).
Suivant [88, 106], on de´finit l’e´tat cohe´rent de spin |ζ〉 associe´ au nombre complexe ζ par :
|ζ〉 = exp (ζM+) | − j, j〉 (D.2)
ou` |−j, j〉 est l’e´tat propre de Mz de plus basse aimantation. Ces e´tats cohe´rents sont nor-
malise´s selon 〈ζ|ζ ′〉 = (1 + ζ¯ ′ζ)2j et ve´rifient la relation de fermeture
1 =
2j + 1
π
∫
d2ζ
(1 + ζ¯ζ)2j+2
|ζ〉〈ζ| (D.3)
Leur action sur les ope´rateurs de spin est
N 2〈ζ|Mz|ζ〉 = j z¯z − 1
z¯z + 1
, N 2〈ζ|M+|ζ〉 = j z¯
z¯z + 1
, N 2〈ζ|M−|ζ〉 = j z
z¯z + 1
(D.4)
ou` l’on a pose´ N = 〈z|z〉 = 1/(1 + z¯z). Aux grands temps, le comportement de 〈etW〉 est
donne´ par 〈ζf |etW|ζi〉, ou` |ζi〉 et |ζf 〉 sont deux e´tats cohe´rents quelconques. En suivant la
proce´dure habituelle [42, 105], on inse`re dans l’e´criture de 〈ζf |etW|ζi〉 un grand nombre de
relations de fermeture (D.3). La valeur moyenne de etW s’obtient au moyen d’une inte´grale
fonctionnelle [121] sur deux champs m et φ, de la forme (D.1) :
〈etW〉 ∼
∫
DmDφ e−S[m,φ;t] (D.5)
ou` l’action S[m,φ] vaut
S[m,φ; t] = −
∫ t
0
{
2jφ∂tm+
〈ζ|W|ζ〉
〈ζ|ζ〉
}
(D.6)
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et l’e´tat cohe´rent |ζ〉 est parame´trise´ par
ζ = e−iφ cot
θ
2
avec m = cos θ (D.7)
Dans la limite N →∞ la quantite´ 〈ζ|W|ζ〉/〈ζ|ζ〉 se trouve a` l’ordre dominant en substituant
dans W les ope´rateurs Mz, M+ et M− par les fonctions suivantes : M
z → Nm
M± → 1
2
N
√
1−m2 e±φ ,
(D.8)
d’apre`s (D.4) et (D.7). On retrouve les expressions (2.38) et (2.39) utilise´es au paragraphe 2.1.6.
Annexe E
The´orie de Donsker-Varadhan et
e´nergie libre dynamique a` la
Landau
On conside`re un processus de Markov de taux de transition W (C → C′) entre ses config-
urations {C}. Son e´tat stationnaire Pst(C) est approxime´, aux grands temps, par la mesure
expe´rimentale
µ¯(C, t) =
∫ t
0
dτ δC,C(τ) (E.1)
Cette quantite´, qui de´pend de l’histoire du syste`me, repre´sente le temps passe´ dans la config-
uration C entre 0 et t. C’est l’objet central de la the´orie de Donsker-Varadhan [43] (voir [97]
pour une pre´sentation). Pour“la plupart des histoires”, on a en effet limt→∞ 1t µ¯(C, t) = Pst(C),
au moins dans le sens suivant : lim 1t 〈µ¯(C, t)〉 = Pst(C). On ve´rifie en effet qu’a` tout temps
∂t〈µ¯(C, t)〉 = P (C, t) (chaque membre de cette e´galite´ de´pend de l’e´tat initial). La the´orie de
Donsker-Varadhan donne les grandes de´viations de la mesure expe´rimentale µ¯(C, t) dans la
limite de grands temps. Il y a des liens naturels entre cette the´orie et l’approche pre´sente´e
dans cette the`se : conside´rons par exemple une observable b(C) qui de´pend de la configuration
du syste`me. La mesure expe´rimentale µ¯(C, t) fournit un lien entre b(C) et b(C(τ))
∑
C
b(C)µ¯(C, t) =
∫ t
0
dτ b(C(τ)) (E.2)
En d’autres termes, µ¯(C, t) est la mesure (normalise´e a`∑C µ¯(C, t) = t) telle qu’a` tout temps,
〈b〉µ¯ =
∫ t
0 dτ b(C(τ)). [Pour toute mesure µ, on note 〈b〉µ =
∑
C b(C)µ(C) la moyenne de b dans
la mesure µ.] Dans cette annexe, nous montrons comment obtenir le paysage d’e´nergie libre
dynamique a` la Landau (paragraphe 2.1.4) a` partir de la the´orie de Donsker-Varadhan. Les
re´sultats sont obtenus ici sans effectuer d’approximation de champ moyen.
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E.1 Donsker-Varadhan large deviation function
Aux grands temps, la probabilite´ que 1t µ¯(C, t) soit e´gal a` une certaine mesure µ(C) est
maximale pour µ(C) = Pst(C). Le but de la the´orie de Donsker-Varadhan est de de´terminer
les grandes de´viations de la distribution de µ¯(C, t).
E.1.1 E´nonce´ du re´sultat
Le the´ore`me de Donsker-Varadhan [43] affirme que dans la limite de grands temps
Prob
[
µ¯(C, t) = tµ(C)] = et J [µ] avec J [µ] = inf
ρ>0
〈ρ|W|ρ−1µ〉 (E.3)
ou` l’infimum est pris sur les mesures normalise´es (〈−|ρ〉 = 1) et ou` on note |f〉 =∑C f(C)|C〉
pour toute fonction f de la configuration. Explicitement (cf. par exemple [97])
J [µ] = inf
ρ>0
∑
C,C′
{
W (C → C′)ρ(C
′)
ρ(C) µ(C)− r(C)µ(C)δC′C
}
(E.4)
A` l’e´quilibre (i.e. si W ve´rifie le bilan de´taille´ par rapport a` une loi d’e´quilibre Peq(C))
l’infimum est atteint pour ρ = (µ/Peq)
1/2 et la fonction de grandes deviations s’e´crit
J [µ] = 〈µ1/2|Wsym|µ1/2〉 (E.5)
ou` Wsym = Pˆ
−1/2
eq WPˆ
1/2
eq est l’ope´rateur d’e´volution syme´trise´. Explicitement :
Jeq[µ] =
∑
C,C′
{[
W (C → C′)W (C′ → C)]1/2[µ(C)µ(C′)]1/2 − r(C)µ(C)δC′C} (E.6)
Nous supposerons dans la suite que de bilan de´taille´ est ve´rifie´.
E.1.2 Lien avec l’approche ope´ratorielle
Plutoˆt que de de´terminer la probabilite´ “microcanonique” Prob
[
µ¯(C, t) = tµ(C)] = et J [µ]
on peut utiliser un champ h(C) de´pendant de la configuration, conjugue´ a` µ¯(C, t), et de´ter-
miner la fonction de partition “canonique” associe´e
〈
e
P
C h(C)µ¯(C,t)
〉 ≡ etΨ[h]. Les fonctions de
grandes de´viations Ψ[h] et J [µ] sont obtenus l’une de l’autre la transforme´e Legendre :
Ψ[h] = sup
〈−|µ〉=1
{
J [µ] + 〈h〉µ
}
(E.7)
ou` le supremum est pris sur toutes les mesures µ normalise´es (〈−|µ〉 = 1) et 〈h〉µ = 〈−|hˆ|µ〉
est la moyenne de h par rapport a` µ. De plus, d’apre`s (E.2), on a〈
e
P
C h(C)µ¯(C,t)
〉
=
〈
e
R t
0 dτ h(C(τ))
〉
(E.8)
∼ exp{tmax sp (W+ hˆ)} (E.9)
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ou` hˆ est l’ope´rateur diagonal d’e´le´ments h(C). On obtient
Ψ[h] = max sp (W+ hˆ) (E.10)
= max sp (Wsym + hˆ) (E.11)
= sup
〈µ|µ〉=1
{〈µ|Wsym|µ〉+ 〈µ|hˆ|µ〉} (E.12)
= sup
〈−|µ〉=1
{〈µ1/2|Wsym|µ1/2〉+ 〈h〉µ} (E.13)
En comparant (E.7) et (E.13) on obtient bien l’expression d’e´quilibre (E.5) de J [µ]. Cette
approche canonique permet de faire le lien avec l’approche ope´ratorielle du chapitre 2, mais
pre´sente des proble`mes d’inversion de transforme´e de Legendre, comme au paragraphe 2.1.4.
Dans la suite de cette annexe, nous conservons le point de vue “microcanonique” de Donsker
et Varadhan.
E.2 E´nergie libre dynamique de Landau a` s = 0
Pour une observable donne´e b(C) la moyenne inte´gre´e au cours du temps
B¯(t) =
∫ t
0
dτ b(C(τ)) (E.14)
se comporte en t〈b〉 aux grands temps. On peut s’inte´resser a` la distribution de probabilite´
(pdf) de B¯(t), qui contient a priori plus d’informations sur la dynamique que la pdf de b(C)
dans l’e´tat stationnaire. Dans la limite des grands temps, la pdf de B¯(t) e´volue exponentielle-
ment en temps suivant
Prob
[
B¯(t) = tB
] ∼ e−tF(B) (E.15)
La fonction de grandes de´viations F(B) s’obtient au moyen de la fonctionnelle J [µ] de
Donsker-Varadhan. En utilisant l’e´galite´ B¯(t) =
∑
C b(C)µ¯(C, t), on a en effet
Prob
[
B¯(t) = tB
]
=
〈
δ
(
B¯(t)− tB)〉 (E.16)
=
∫
dµ
〈
δ
(
B¯(t)− tB) δ(µ¯(C, t)− tµ(C))〉 (E.17)
=
∫
dµ δ
(∑
C
b(C)µ(C) − B) 〈δ(µ¯(C, t)− tµ(C))〉 (E.18)
=
∫
dµ δ
(〈b〉µ − B) etJ [µ] (E.19)
et donc
F(B) = − sup
µ tel que
〈b〉µ=B
J [µ] (E.20)
Cette e´galite´ donne l’e´quivalent du paysage d’e´nergie libre dynamique a` la Landau pour un
syste`me markovien quelconque (ve´rifiant le bilan de´taille´).
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En champ moyen, a` l’e´quilibre, et lorsque les taux de transitions s’expriment en fonction
d’une grande observable b (dans une limite de grands syste`mes), alors, dans cette limite,
[µ(b)µ(b′)]1/2 ≃ µ(b) et (E.6) permet d’obtenir, comme attendu
F(b) = r(b)−
∑
b′
[
W (b→ b′)W (b′ → b)]1/2 (E.21)
Cette relation ge´ne´ralise l’expression (2.25) obtenue pour les syste`mes de spin.
E.3 E´nergie libre dynamique de Landau pour s quelconque
On aimerait appliquer le raisonnement du paragraphe pre´ce´dent a` l’ensemble-s associe´
a` une variable extensive en temps A. Il n’est pas possible d’utiliser directement le re´sultat
de Donsker and Varadhan, car il ne s’applique qu’aux dynamiques qui conservent la prob-
abilite´ (et par exemple PˆA(C, s, t) satisfait une e´quation d’e´volution qui ne conserve pas la
probabilite´). Pour contourner ce proble`me, on conside`re d’abord une ponde´ration de la dy-
namique associe´e a` B¯2(s, t) =
∫ t
0 dτ b2(C(τ), s) ou` b2(C, s) est une observable qui de´pend de
la configuration. Comme au paragraphe pre´ce´dent,〈
eB¯2(s,t)δ
(
B¯(t)− tB)〉 = ∫ dµ〈δ(B¯(t)− tB) eB¯2(s,t) δ(µ¯(C, t) − tµ(C))〉 (E.22)
=
∫
dµ δ
(∑
C
b(C)µ(C) − B) etPC µ(C)b2(C,s) 〈δ(µ¯(C, t)− tµ(C))〉
(E.23)
=
∫
dµ δ
(〈b〉µ − B) et(J [µ]+〈b2(s)〉µ) (E.24)
et donc (E.22) se comporte exponentiellement en temps selon ∼ e−tF(B,s), avec
F(B, s) = − sup
µ tel que
〈b〉µ=B
{
J [µ] + 〈b2(s)〉µ
}
(E.25)
On peut maintenant utiliser la relation (3.6), qui implique que les moyennes sur les his-
toires ponde´re´es par e−sA sont e´gales a` celles ponde´re´es par eB2(s,t), dans une dynamique
s-modifie´e, de taux Ws and rs donne´s en (3.4-3.5), et avec b2(C, s) = rs(C)− r(C). On obtient〈
e−sAδ
(
B¯(t)− tB)〉 ∼ e−tFA(B,s) avec
FA(B, s) = − sup
µ with
〈b〉µ=B
JA[µ, s] (E.26)
et
JA[µ, s] =
∑
C,C′
{
e−
s
2
[α(C,C′)+α(C′,C)][W (C → C′)W (C′ → C)]1/2[µ(C)µ(C′)]1/2 − r(C)µ(C)δC′C}
(E.27)
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La quantite´ FA(B, s) repre´sente une e´nergie libre dynamique de Landau a` s 6= 0, similaire a`
celle du chapitre 2 mais hors du cadre champ-moyen. De plus, par souci de simplicite´, nous
avons pre´sente´ les re´sultats en supposant ve´rifie´ le bilan de´taille´, mais ils ne de´pendent pas
de cette hypothe`se. Par exemple, la relation (E.26) est valide de manie`re ge´ne´rale avec
JA[µ, s] = inf
ρ>0
∑
C,C′
{
e−sα(C,C
′)W (C → C′)ρ(C
′)
ρ(C) µ(C)− r(C)µ(C)δC′C
}
(E.28)
Enfin, les re´sultats pre´ce´dents donnent e´galement une ge´ne´ralisation du the´ore`me de Donsker-
Varadhan (E.3) dans le cadre d’une statistique sur les histoires dans l’ensemble-s :〈
e−sAδ
(
µ¯(C, t)− tµ(C))〉 = et JA[µ,s] avec JA[µ, s] = inf
ρ>0
〈ρ|WA|ρ−1µ〉 (E.29)
et JA[µ, s] = 〈µ1/2|WsymA |µ1/2〉 lorsque WA peut eˆtre syme´trise´.
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Annexe F
Spectre d’un ope´rateur quadratique
en a et a†
On cherche a` de´terminer le spectre d’un ope´rateur Hˆ quadratique en les ope´rateurs
bosoniques a et a† de cre´ation et d’annihilation :
Hˆ = Xa2 + 2Za†a+ Y (a†)2 (F.1)
On s’inte´resse a` la situation ou` ∆2 = Z2 − XY est positif et Y 6= 0 (ces hypothe`ses sont
ve´rifie´es pour la partie quadratique des ope´rateurs d’e´volution du type WA, et assurent que
H posse`de un spectre borne´ infe´rieurement). Lorsque Hˆ est hermitien (X = Y ), son spectre
peut s’obtenir par une transformation de Bogoliubov. Dans le cas plus ge´ne´ral ou` Hˆ n’est pas
hermitien, nous allons de´terminer son spectre au moyen de deux transformations de similitude
successives. On conside`re tout d’abord
Q1 = e
Z−∆
2Y
a2 , (F.2)
qui laisse a inchange´ et agit sur a† suivant :
Q−11 a
†Q1 = a† − Z −∆
Y
a (F.3)
Cette transformation de similitude e´limine le terme en a2 de Hˆ :
Hˆ1 = Q
−1
1 HˆQ1 = Y (a
†)2 + 2∆a†a+∆− Z (F.4)
De meˆme, l’ope´rateur
Q2 = e
− Y
4∆
(a†)2 (F.5)
laisse a† inchange´ et agit sur a suivant :
Q−12 aQ2 = a−
Y
2∆
a† (F.6)
Cette transformation de similitude e´limine le terme en (a†)2 de Hˆ1 :
Hˆ2 = Q
−1
2 HˆQ2 = 2∆a
†a+∆− Z (F.7)
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Les transformations (F.3) et (F.6) ne changent pas le spectre de Hˆ. Son fondamental est
donne´ en particulier par
min Sp Hˆ = ∆− Z =
√
Z2 −XY − Z (F.8)
Annexe G
Ansatz de Bethe pour les mode`les
d’exclusion
On conside`re un mode`le d’exclusion syme´trique de L sites avec conditions aux limites
pe´riodiques (chapitre 7). L’ope´rateur WQ associe´ au courant total Q traversant le syste`me
s’e´crit en termes des matrices de Pauli (ope´rateurs de spin 1/2) :
WQ(s) =
L∑
i=1
[
σiσi+1 − 1
2
+ esσ+i σ
−
i+1 + e
−sσ−i σ
+
i+1
]
(G.1)
La fonction de grandes de´viations ψQ(s) est la valeur propre maximale de WQ(s). Comme
WQ(s) conserve le nombre de particules, on peut de´terminer ses fonctions propres sur chaque
sous-espace qui posse`de un nombre N fixe´ de particules. En suivant [70, 34, 35], on peut
chercher le spectre de WQ(s) en utilisant la me´thode de Bethe. On note φ(x1, . . . , xN ) un
e´tat dont les N particules sont situe´es en x1 < . . . < xN . L’Ansatz de Bethe consiste a`
remarquer que :
φ(x1, . . . , xN ) =
∑
P∈SN
AP ζ
x1
P1
. . . ζxNPN (G.2)
est un e´tat propre de WQ(s) de valeur propre
ψQ(s) = −2N + e−s
[
ζ1 + . . .+ ζN
]
+ es
[
1
ζ1
+ . . .+
1
ζN
]
(G.3)
de`s lors que :
A2,1,3...,L = S1,2 A1,2,3...,L
A2,3,1...,L = S1,2 S1,3 A1,2,3...,L (G.4)
A1,3,2...,L = S2,3 A1,2,3...,L
etc . . .
A1,2,...,L a une valeur arbitraire qui fixe la normalisation de φ et Si,j est “l’amplitude de
diffusion” a` deux corps :
Si,j = −e
s − 2ζj + e−sζiζj
es − 2ζi + e−sζiζj (G.5)
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Elle ve´rifie :
φ(x1, x2)/A1,2 = ζ
x1
1 ζ
x2
2 + S1,2 ζ
x1
2 ζ
x2
1 (G.6)
Les e´quations de Bethe sont les deux conditions suivantes, de´duites de (G.2,G.4) et des
conditions aux limites pe´riodiques :
ζLi =
∏
j=1..N
j 6=i
Sj,i (G.7)
1 =
∏
j=1..N
ζj (G.8)
Pour chaque solution ζ1, . . . , ζN de (G.7,G.8), ψQ(s) donne´ par (G.3) est valeur propre de
WQ(s) pour le vecteur propre (G.2). On cherche l’unique solution (d’apre`s Perron-Frobenius)
telle que ψQ(0) = 0 c’est-a`-dire telle que les ζi tendent vers 1 lorsque s tend vers 0.
Pour les fluctuations de K dans le SEP, il suffit de remplacer les relations (G.1), (G.3) et
(G.5) respectivement par :
WK(s) =
L∑
i=1
[
σiσi+1 − 1
2
+ e−sσ+i σ
−
i+1 + e
−sσ−i σ
+
i+1
]
(G.9)
ψK(s) = −2N + e−s
[
ζ1 + . . .+ ζN
]
+ es
[
1
ζ1
+ . . .+
1
ζN
]
(G.10)
Si,j = −e
s − 2ζj + e−sζiζj
es − 2ζi + e−sζiζj (G.11)
Les e´quations de Bethe a` re´soudre e´tant toujours donne´es par (G.7,G.8).
Pour le TASEP, les e´quations de Bethe ont la meˆme forme que (G.7,G.8) mais la fonction
ge´ne´ratrice s’e´crit :
ψTASEPQ (s) = −N + e−s
[
1
ζ1
+ . . .+
1
ζN
]
(G.12)
et l’amplitude a` deux corps :
STASEPi,j = −
e−s − ζj
e−s − ζi (G.13)
La premie`re e´quation de Bethe prend la forme simple :
ζ−Li (e
−s − ζi)N = (−1)N−1
∏
j=1..N
(e−s − ζj) (G.14)
Derrida et Lebowitz ont montre´ [34] qu’il est possible de re´soudre (G.12-G.14) et de de´ter-
miner exactement la fonction ψQ(s)
(
= ψK(s)
)
dans ce syste`me.
Annexe H
Ansatz de Bethe continu
Nous de´taillons dans cette annexe l’obtention du de´veloppement limite´ de ψK(s) pour
le SEP au voisinage de s = 0− par l’Ansatz de Bethe, dans sa version continue propose´e
par Baxter [7], bien adapte´e pour de´crire la limite des grands syste`mes. Nous reprenons les
notations du paragraphe 7.2.4, ou` le de´veloppement de ψK(s) avait e´te´ obtenu au premier
ordre
1
L
ψK(s) = −2ρ(1− ρ)s+ o(s) (H.1)
A` l’ordre suivant en s, les inconnues ρ0(k) et Q0 sont remplace´es par ρ(k) = ρ0(k) + δ
αρ1(k)
and Q = Q0+ δ
βQ1, ou` les puissances α et β sont pour l’instant laisse´es libres, et ne sont pas
force´ment entie`res (le re´sultat (7.31) pour Q nous avertit de´ja` que les de´veloppements aux
petits s ne sont pas force´ment analytiques).
Le point de´licat vient de l’existence de deux limites a` prendre dans les e´quations de
Bethe (7.36) : on s’inte´resse a` leur de´veloppement pour δ → 0, dans une limite ou` les ki se
re´partissent continuˆment sur un segment [−Q0, Q0]. Si on effectue na¨ıvement le de´veloppe-
ment δ ∼ 0 sous la somme qui apparaˆıt en prenant le logarithme de (7.36), les e´quations
deviennent
k =2P
∫ Q
−Q
dk′ρ(k′)
1− kk′
k − k′
+
δ2
6
(1− k2)P
∫ Q
−Q
dk′ρ(k′)
(1 − k′2)(k2 + k′2 + 2kk′ − 4)
(k − k′)3 +O(δ
4)
(H.2)
ce qui implique α = 2 et donne
P
∫ Q0
−Q0
dk′
ρ1(k
′)
k − k′ = −
1
12
P
∫ Q0
−Q0
dk′ρ0(k′)
(1 − k′2)(k2 + k′2 + 2kk′ − 4)
(k − k′)3 , (H.3)
en utilisant l’e´galite´ ∫ Q0
−Q0
dkρ1(k) = 0 (H.4)
qui provient de la condition
∫ Q
−Q dkρ(k) = ρ. Le second membre de (H.3) n’est pas de´fini
mathe´matiquement (la partie principale est infinie), ce qui signifie que le de´veloppement
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n’est pas valide. Il faut en re´alite´ d’abord se placer dans une limite ou` les ki se re´partissent
dense´ment sur [−Q0, Q0], et ne pas effectuer de de´veloppement en puissance de δ sous les
sommes qui proviennent du logarithme de (7.36). On obtient l’e´quation
δk = 2δ P
∫ Q
−Q
dk′ρ(k′)
1− kk′
k − k′ +R(k, δ) (H.5)
ou` le “reste”R(k, δ) a pour expression
R(k, δ) = −kδ + P
∫ Q
−Q
dk′ρ(k′)
1
i
ln
[
− 1− 2 cos δe
ikδ + ei(k+k
′)δ
1− 2 cos δeik′δ + ei(k+k′)δ
]
(H.6)
Dans l’inte´grant, l’argument du logarithme est de module unite´. Il s’agit maintenant de
de´terminer un de´veloppement limite´ de cette expression. La premie`re contribution a` (H.6)
est donne´e par les ordres dominants ρ0 et Q0 de ρ(k) et Q
R0(k, δ) = −kδ + P
∫ Q0
−Q0
dk′ρ0(k′)
1
i
ln
[
− 1− 2 cos δe
ikδ + ei(k+k
′)δ
1− 2 cos δeik′δ + ei(k+k′)δ
]
(H.7)
comme on l’a de´ja` remarque´, au premier ordre :
R0(k, δ) = 0 + o(δ) (H.8)
Pour obtenir l’ordre suivant, il est plus facile d’analyser la de´rive´e de R0(k, δ) par rapport a`
δ (la diffe´rentiabilite´ est assure´e par (H.8)). On obtient une expression de la forme
∂R0(k, δ)
∂δ
= −k + P
∫ Q0
−Q0
dk′ρ0(k′)Φ(k, k′, δ) (H.9)
ou` Φ(k, k′, δ) est une fonction re´elle de´finie pour k et k′ appartenant a` [−Q0, Q0], sans sin-
gularite´ tant que δ > 0. Le trace´ de Φ(k, k′, δ) (figure H.1) montre que la fonction de´veloppe
une oscillation assez fine autour de k = k′ a` mesure que δ s’approche de 0.
Loin de k = k′, Φ(k, k′, δ) ne de´pend plus de δ pour de petites valeurs de δ. A` l’inverse,
autour de k = k′, Φ se comporte en
Φ(k, k′, δ) ∼ δ−1Φ˜(k, (k − k′)δ−1) pour k fixe´ et δ → 0 , (H.10)
comme illustre´ sur la figure H.2.
On remarque que les deux extrema de Φ sont se´pare´s d’une distance ∼ δ, mais qu’ils
sont e´tale´s autour de k = k′ sur une distance bien plus large, d’ordre
√
δ. Cette diffe´rence
de comportement nous sugge`re d’e´tudier se´pare´ment dans l’inte´grale (H.9) sur les re´gions
[k −√δ, k +√δ] et [−Q0, k −
√
δ] ∪ [k +√δ,Q0], en effectuant le de´coupage∫ Q0
−Q0
dk′ =
∫
|k′|<Q0
|k′−k|>√δ
dk′ +
∫
|k′|<Q0
|k′−k|<√δ
dk′ (H.11)
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Fig. H.1 – Trace´ de Φ(k, k′, δ) en fonction de k′ pour k = 0.4, ρ = 0.2 et diffe´rentes valeurs
de δ proches de 0. Ces trace´s illustrent la manie`re dont Φ de´veloppe une oscillation de plus
en plus forte autour de k = k′ pour δ → 0 (la plus faible de δ correspond a` l’oscillation la plus
forte, et inversement). Comme on l’indique sur la figure (H.2), les extrema de l’oscillation ont
une hauteur ∼ δ−1 et sont se´pare´s d’une distance ∼ δ.
-4 -2 2 4
-1
-0.5
0.5
1
u
δ Φ(k, k + uδ, δ)
Fig. H.2 – Trace´ de Φ(k, k′, δ) autour de k = k′ en fonction de u = (k′ − k)/δ a` k = 0.4 fixe´,
ρ = 0.2 et pour diffe´rentes valeurs de δ. Le changement de variable permet d’e´liminer tout
comportement dangereux de l’oscillation autour de k = k′.
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Inte´grale (H.9) pour |k′ − k| > √δ :
Le de´veloppement de Φ s’e´crit
Φ(k, k′, δ) =
1− kk′
k − k′ −
(1− k2)(1− k′2)(4− (k + k′)2)
2(k − k′2) δ
2 +O(δ4) (H.12)
En utilisant les primitives (valides pour |k| < Q0 ≤ 1, |k′| < Q0 ≤ 1)∫
dk′
√
Q20 − k′2
k′ − k =
√
Q20 − k2 − k arcsin
k′
Q0
−
√
Q20 − k2argcosh
Q20 − kk′
Q|k − k′|∫
dk′
√
Q20 − k′2
k′ − 1 =
√
Q20 − k2 − k arcsin
k′
Q0
+
√
Q20 − k2 arccos
Q20 − k′
Q(1− k′)
(H.13)
et la de´composition
1− kk′
(1− k′2)(k − k′) =
1
k − k′ +
1
2(1 + k′)
− 1
2(1 − k′) (H.14)
on trouve ∫
|k′|<Q0
|k′−k|>√δ
dk′ ρ0(k′)Φ(k, k′, δ) = − 2k(1 −Q
2)
π(1− k2)
√
Q20 − k2
√
δ +O(δ3/2) (H.15)
Inte´grale (H.9) pour |k′ − k| < √δ :
Sur cet intervalle, on de´veloppe Φ(k, k′, δ) apre`s le changement de variable k′ = k + uδ de
manie`re a` extraire tout comportement dangereux de l’oscillation de Φ (cf. figure H.2)
δΦ(k, k + uδ, δ)ρ0(k + uδ) =− 1
π
u
√
Q20 − k2
u2 + (1− k2) (H.16)
+
ku2
π
(1− k2)(1 + 2k2 − 3Q20) + (1−Q20)u2
(1− k2)
√
Q20 − k2
(
u2 + (1− k2)) δ +O(δ
2)
Alors, graˆce aux primitives ∫
du
u
u2 + (1− k2)2 =
1
2
ln
(
u2 + (1− k2)2)∫
du u2
(1− k2)(1 + 2k2 − 3Q20) + (1−Q20)u2
u2 + (1− k2) = u
(1− k2)3 − (1−Q20)u2
u2 + (1− k2)
+ (1− k2)2 arctan u
1− k2
(H.17)
on trouve∫
|k′|<Q0
|k′−k|<√δ
dk′ ρ0(k′)Φ(k, k′, δ) =
2k(1 −Q2)
π(1− k2)
√
Q20 − k2
√
δ − k(1 − k
2)√
Q20 − k2
δ +O(δ3/2) (H.18)
Dans l’addition des re´sultats (H.15) et (H.18), les termes en
√
δ s’e´liminent. Finalement,
en revenant a` (H.8) et (H.9), on arrive a` l’expression suivante
R0(k, δ) = δk − 1
2
k(1− k2)√
Q20 − k2
δ2 +O(δ3/2) (H.19)
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dont on de´duit α = 1 (a` comparer a` la valeur α = 2 du de´veloppement na¨ıf). Ceci permet de
de´terminer l’e´quation ve´rifie´e par la perturbation ρ1 :
P
∫ Q0
−Q0
dk′
ρ1(k
′)
k − k′ =
k
4
√
Q20 − k2
(H.20)
Cette e´quation inte´grale (a` bornes finies) se re´sout par exemple en utilisant la me´thode
expose´e par Tricomi [129, p.176]
ρ1(k) =
1
2π2
1√
Q20 − k2
(
Q0 − kargth k
Q0
)
+ Cφ(k) (H.21)
La solution ge´ne´rale laisse la constante C devant φ(k) = 1√
Q20−k2
est inde´termine´e. Cette
fonction ve´rifie en effet :
P
∫ Q0
−Q0
dk′
φ(k′)
k − k′ = 0 (H.22)
Dans notre contexte, C est de´termine´e graˆce a` la condition (H.4), qui implique C = 0. Au
final, on trouve
ρ1(k) =
1
2π2
1√
Q20 − k2
(
Q0 − kargth k
Q0
)
(H.23)
En rassemblant les re´sultats pre´ce´dents dans (7.41), on arrive a` l’expression suivante du
de´veloppement de ψK(s) :
1
L
ψK(s) =2e
−s
∫ Q
−Q
dkρ(k) cos(δk) − 2ρ
=− 2ρ(1 − ρ)s + 2
7/2
3π
[ρ(1− ρ)]3/2|s|3/2 +O(s2)
(H.24)
On peut confirmer le re´sultat nume´riquement (figure 7.2) ou analytiquement dans l’approche
du SEP par d’hydrodynamique fluctuante (paragraphe 7.3.3).
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Annexe I
The´orie des perturbations pour un
ope´rateur markovien
Nous de´taillons dans cette annexe la construction originale d’une the´orie de perturbation
pour un ope´rateur markovien. La construction ressemble, sans y eˆtre e´quivalente, a` la the´orie
de perturbation quantique d’un ope´rateur hermitien. Au lieu de tirer parti de la diagonal-
isabilite´ de l’ope´rateur (qui n’est pas assure´e), on utilise ses proprie´te´s markoviennes. On
montre que dans le cas particulier ou` le bilan de´taille´ est ve´rifie´, les deux constructions sont
e´quivalentes.
I.1 Notations
On conside`re un syste`me markovien de´crit par des taux de transition entre configurations
W0(C → C′). En posant r0(C) =
∑
C′ W0(C → C′), son ope´rateur d’e´volution a pour e´le´ments
de matrice
W0(C, C′) =W0(C′ → C)− r0(C)δ(C, C′) (I.1)
A` l’ensemble {C} des configurations on associe une base orthonorme´e |C〉. On de´finit l’e´tat
de projection
|1〉 =
∑
C
|C〉 (I.2)
Il ve´rifie 〈1|W0 = 0 ce qui montre queW0 admet un vecteur propre a` droite de valeur propre
nulle
|P0〉 =
∑
C
P0(C)|C〉 tel que W0|P0〉 = 0 (I.3)
C’est l’e´tat stationnaire, qui est unique si W0 est irre´ductible (ce que l’on suppose dans ce
qui suit). Le the´ore`me de Perron-Frobenius assure que 0 est la valeur propre maximale de
W0, que l’e´tat propre |P0〉 est unique et que ses coordonne´es sont toutes de meˆme signe (que
l’on choisit positif). On normalise |P0〉 suivant 〈1|P0〉 = 1.
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I.2 Perturbation au premier ordre
On s’inte´resse a` la perturbation de l’e´tat “fondamental” |P0〉 deW0 par un ope´rateurW1 :
W =W0 + sW1 (I.4)
|P 〉 = |P0〉+ s|P1〉+ 1
2
s2|P2〉+ . . . (I.5)
λ = 0 + sλ
(1)
0 +
1
2
s2λ
(2)
0 + . . . (I.6)
L’e´quation aux valeurs propresW|P 〉 = λ|P 〉 donne au premier ordre en s l’e´quation sur |P1〉
W0|P1〉 = λ(1)0 |P0〉 −W1|P0〉 (I.7)
Alors
λ
(1)
0 = 〈1|W1|P0〉 (I.8)
Contrairement au cas quantique, l’orthogonalite´ ne joue pas de roˆle dans la de´termination
de la perturbation du fondamental. La seule chose importante est l’existence et l’unicite´ du
fondamental.
I.3 Perturbation au second ordre
Au second ordre, l’e´quation aux valeurs propres donne une e´quation sur |P2〉
W0|P2〉 = 2λ(1)0 |P1〉+ λ(2)0 |P0〉 − 2W1|P1〉 (I.9)
On en de´duit l’expression de λ
(2)
0 en fonction de |P1〉
1
2
λ
(2)
0 = 〈1|W1|P1〉 − 〈1|W1|P0〉〈1|P1〉 (I.10)
L’e´quation (I.7) qui porte sur |P1〉 n’a pas une solution unique, carW0 a une valeur propre
nulle et n’est donc pas inversible. Si |P1〉 est une solution particulie`re, toutes les solutions
sont en fait de la forme :
|P1〉+ α|P0〉 (I.11)
Toutefois, quelle que soit la solution choisie, l’expression (I.10) de λ
(2)
0 reste inchange´e.
I.4 Cas des taux de transition ve´rifiant le bilan de´taille´
Lorsque le processus markovien non perturbe´ de´crit une e´volution vers un e´tat d’e´quilibre
P0(C), les taux ve´rifient le bilan de´taille´
P0(C)W0(C → C′) = P0(C′)W0(C′ → C) (I.12)
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qui implique que
P0(C)
1
2W0(C → C′)P0(C′)−
1
2 = P0(C′)
1
2W0(C′ → C)P0(C)−
1
2 (I.13)
En de´signant par P0 la matrice diagonale d’e´le´ments P0(C)δ(C, C′), on voit que
P
− 1
2
0 W0P
1
2
0 est une matrice syme´trique (I.14)
Elle est donc diagonalisable dans une base orthonormale {|Xn〉}. Par unicite´ de l’e´tat fonda-
mental, on a en particulier
|X0〉 = |P
1
2
0 〉 =
∑
C
P0(C)
1
2 |C〉 (I.15)
La de´composition sur les vecteurs propres s’e´crit
P
− 1
2
0 W0P
1
2
0 =
∑
C
λ(0)n |Xn〉〈Xn| (I.16)
Pour revenir a` l’ope´rateur d’e´volution initial, on pose |Yn〉 = P−
1
2
0 |Xn〉 et 〈Zn| = 〈Xn|P
1
2
0 , de
sorte que
W0 =
∑
C
λ(0)n |Yn〉〈Zn| avec : 〈Zn|Ym〉 = 〈Yn|Zm〉 = δn,m (I.17)
D’apre`s (I.15), pour n = 0 les vecteurs |Yn〉 et 〈Zn| reprennent des valeurs connues
|Y0〉 = |P0〉 et 〈Z0| = 〈1| (I.18)
Enfin, il est facile de voir re´ciproquement que tout ope´rateur d’e´volution ve´rifiant les rela-
tions (I.17) ve´rifie une relation de bilan de´taille´.
Lorsque le bilan de´taille´ est ve´rifie´, l’e´quation (I.7) sur la perturbation |P1〉 peut se re´soudre
en projetant sur les vecteur |Yn〉. On obtient
|P1〉 = −
∑
n≥1
〈Zn|W1|P0〉
λ
(0)
n
|Yn〉 (I.19)
Il est alors possible de trouver l’expression de la perturbation d’ordre deux de l’e´tat fonda-
mental
1
2
λ
(2)
0 = −
∑
n≥1
〈1|W1|Yn〉〈Zn|W1|P0〉
λ
(0)
n
(I.20)
Cette expression est valide meˆme si P
− 1
2
0 W1P
1
2
0 n’est pas syme´trique. Si P
− 1
2
0 W1P
1
2
0 est
syme´trique, on retrouve l’expression standard de la the´orie quantique des perturbations
1
2
λ
(2)
0 = −
∑
n≥1
|〈1|W1|Yn〉|2
λ
(0)
n
(I.21)
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Re´sume´
La thermodynamique e´tudie les fluctuations des configurations adopte´es par un syste`me, mais ce
point de vue n’est pas adapte´ aux situations ou` les fluctuations des histoires sont importantes.
Dans une premie`re partie, nous adaptons le formalisme de Ruelle au cas des syste`mes markoviens
en temps continu. Il apparaˆıt que tous les concepts de la the´orie (fonction de partition dynamique,
pression topologique) s’obtiennent comme des fonctions de grandes de´viations de certaines observables
extensives en temps. Nous de´veloppons une approche en champ moyen, base´e sur la construction d’une
e´nergie libre dynamique a` la Landau-Ginzburg, dont de´coulent toutes les observables de la the´orie.
Nous exposons e´galement un algorithme qui permet de les e´valuer en dimension finie. L’application
de ces me´thodes a` des mode`les de verres montre que l’e´tat stationnaire de ces syste`mes est situe´
exactement au point d’une transition de phase dynamique du premier ordre (entre deux phases active
et inactive) ce qui justifie l’image heuristique de coexistence de phase dynamique propose´e pour de´crire
ces mode`les.
La seconde partie traite spe´cifiquement des fluctuations de courant dans des syste`mes pour lesquels
peu de re´sultats ge´ne´raux sont disponibles : (i) un mode`le de spins tre`s loin de l’e´quilibre au contact
de deux bains thermiques, (ii) un mode`le d’exclusion syme´trique en dimension 1, (iii) des exemples de
syste`mes superdiffusifs. Dans tous ces syste`mes, nous de´terminons le comportement en loi de puissance
de la fonction de grandes de´viations et, lorsque c’est possible, la fonction de grandes de´viations elle-
meˆme ou les fonctions d’e´chelles qui correspondent a` diffe´rents re´gimes de courant.
Summary
Thermodynamics is aimed at studying the fluctuations of configurations in physical systems. This
approach is not well fitted to systems where the fluctuations of the histories followed by the system
are also important.
In a first part, we translate the Ruelle formalism to the case of continuous-time Markov systems.
The main tools of the theory (dynamical partition function, topological pressure) appear as large
deviation functions of well-defined time-extensive observables. We develop a mean-field approach based
on a Landau-Ginzburg dynamical free energy construction, from which the main objects of the theory
are deduced in a natural way. We also present an algorithm which can be used to evaluate them
in finite dimension. In this context, we show that the steady state of glass formers takes place at a
first-order coexistence line between active and inactive dynamical phases, which justifies the heuristic
picture of dynamical coexistence of phase proposed to describe these models.
The second part deals specifically with current fluctuations in systems where few general results
had been obtained (i) a spin model driven very far from equilibrium ; (ii) the symetric exclusion
process in dimension one ; (iii) examples of superdiffusive systems. In these systems, we determine
the power behavior and, when possible, the scaling functions of the current large deviation function,
which correspond to different transport regimes in the system.
