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Abstract
In the present paper, we investigate the convergence and the approximation order of the localized
Sza´sz–Mirakjan operators, and obtain some new results to improve the results due to Omey [Note on
operators of Sza´sz–Mirakjan type, J. Approx. Theory 47 (1986) 246–254].
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1. Introduction
Let C[0,∞) denote the set of all continuous functions on [0,∞). Some subsets of C[0,∞)
are deﬁned as follows:
C = {f : f ∈ C[0,∞) and there exist A,  ∈ (0,∞) such that |f (t)|Aet }
and
Cm = {f : f ∈ C[0,∞) and there exist A,B ∈ (0,∞) and m ∈ N
such that |f (t)|B + At2m}.
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For f ∈ C, the well-known Sza´sz–Mirakjan operator is given by
Sn(f, x) = e−nx
∞∑
k=0
(nx)k
k! f
(
k
n
)
, x0.
For application and calculation, several authors considered the following localized Sza´sz–
Mirakjan operator
Sn,N(f, x) = e−nx
N∑
k=0
(nx)k
k! f
(
k
n
)
, x0,
for various choices of N. Grof [1] obtained that if f ∈ C and
lim
n→∞
N(n)
n
= ∞,
then for N = N(n) and x ∈ [0,∞)
lim
n→∞ Sn,N(f, x) = f (x). (1)
Lehnhoff [2] proved that if f ∈ Cm, then for N = [n(x + n)] and x ∈ [0,∞),
lim
n→∞ n
√
n = ∞ (2)
implies (1). Omey [3] further proved the following results.
Let f ∈ C. (i) If N = N(n, x) such that
lim
n→∞
N − nx√
n
= ∞, (3)
then (1) holds.
(ii) If (3) holds uniformly in [x1, x2], 0x1 < x2 < ∞, then (1) holds also uniformly in this
interval.
(iii) If
lim
n→∞
N − nx√
n
= C(C is a ﬁnite constant),
then
lim
n→∞ Sn,N(f, x) =
f (x)√
2
∫ C√
x
−∞
e−
1
2u
2 du.
Later, Sun [6] considered a necessary condition for (1) and he pointed out that (1) holds for
every f ∈ C and every x ∈ [0,∞) if and only if (2) holds. Zhou and Zhou [7] also proved that
(1) holds for every x ∈ [0,∞) if and only if f ≡ 0 when (2) does not hold.
From the above results, we can see the condition f ∈ C is very important. However, when
constructing the operator Sn,N(f, x) these authors only used the value of f (x) on [0, x + n]
or on
[
0, N
n
]
. Therefore, there arises a natural problem: whether the condition f ∈ C could
be deleted. In the present paper we consider this problem and get a positive answer under the
hypothesis that {n}∞n=1 is bounded. In Section 2, we obtain a new estimate about the kernel of
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the Sza´sz–Mirakjan operator by using one of the central limit theorems in probability theory. In
Section 3, we study the convergence of Sn,N(f, x). In Section 4, we consider the approximation
properties of Sn,N(f, x).
2. Lemmas
In studying the approximation of positive operators, many mathematicians always apply prob-
abilistic methods. The essence of these methods is the application of the so called Berry–Esseen
uniform estimate. The result [5] is indicated below:
For Sn = 1 + 2 + · · · + n, one has
sup
−∞<t<∞
∣∣∣∣P
(
Sn

√
n
 t
)
− 1√
2
∫ t
−∞
e−
1
2u
2 du
∣∣∣∣< 0.8E|1|33√n ,
where 1, 2, . . . , n, . . . is a sequence of independent identically distributed random variables
with E(1) = 0, variance V ar(1) = 2 and E|1|3 < ∞.
From the above, we can easily obtain for x > 0
sup
−∞<t<∞
∣∣∣∣∣∣e−nx
[nx+t√nx]∑
k=0
(nx)k
k! −
1√
2
∫ t
−∞
e−
1
2u
2 du
∣∣∣∣∣∣ 
0.8
√
3x + 1√
nx
. (4)
The deﬁciency of the inequality (4) lies in the fact that the left is a bounded variable whereas the
right is not when x → 0. To overcome the deﬁciency, it is necessary to establish a new inequality.
We have the following result.
Lemma 1. For x > 0 and y ∈ (−∞,∞), there holds∣∣∣∣∣∣e−nx
[nx+y√n]∑
k=0
(nx)k
k! −
1√
2
∫ y√
x
−∞
e−
1
2u
2 du
∣∣∣∣∣∣ 
Ax
√
3x + 1√
n(
√
x + |y|)3 , (5)
where A is an absolute constant. For x = 0 and y > 0, the inequality (5) also holds if we regard
y√
x
as ∞.
Proof. We need the following nonuniform estimated central limit theorem established by Petrov
[4]: Let 1, 2, . . . , n, . . . be a sequence of independent identically distributed random variables
with E1 = 0, E21 = 2 and E|1|3 < ∞, then for all t ∈ (−∞,∞)∣∣∣∣P
(
Sn

√
n
 t
)
− 1√
2
∫ t
−∞
e−
1
2u
2 du
∣∣∣∣  AE|1|33√n(1 + |t |)3 , (6)
where A is an absolute constant.
For x > 0, we consider the random variable 1 which has the Poisson distribution with x as
parameter, that is,
P(1 = k) = e−x x
k
k! , k = 0, 1, . . . . (7)
It is easy to calculate that
E(1) = x and E(21) = x(x + 1).
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Therefore
E(1 − x) = 0 and E(1 − x)2 = x. (8)
Noting that
E(1 − x)4 = x(3x + 1),
then by the Cauchy inequality we get
E|1 − x|3x
√
3x + 1. (9)
We denote 1 = 1 − x, then (8) and (9) imply E(1) = 0, 2 = E(21) = x and E|1|3x√
3x + 1. Let 1, 2, . . . , n, . . . be a sequence of independent identically distributed random
variables and Sn = 1+2+· · ·+n. From (7), it is easy to obtain by induction that for an arbitrary
constant M
P(SnM) = e−nx
[M+nx]∑
k=0
(nx)k
k! .
Therefore, for M = t√nx,
P
(
Sn

√
n
 t
)
= P(Sn t√nx) = e−nx
[nx+t√nx]∑
k=0
(nx)k
k! .
As such, by (6), we have∣∣∣∣∣∣e−nx
[nx+t√nx]∑
k=0
(nx)k
k! −
1√
2
∫ t
−∞
e−
1
2u
2 du
∣∣∣∣∣∣ 
A
√
3x + 1√
nx(1 + |t |)3 .
Let t
√
x = y, the deduction of (5) is complete. When x = 0 and y > 0, we regard y√
x
as ∞, so
the two sides of (5) equal to zero. This ﬁnishes the proof of Lemma 1. 
3. Convergence of Sn,N
In this section we give the theorems on the convergence of the operators Sn,N(f, x).
Theorem 1. If f ∈ C[0,∞), and if N = N(n, x) such that (i) (N −nx)/n is uniformly bounded
in [x1, x2], 0 < x1 < x2 < ∞, and (ii)
lim
n→∞
N − nx√
n
= C(x)
holds uniformly in the same interval, then
lim
n→∞ Sn,N(f, x) =
f (x)√
2
∫ C(x)√
x
−∞
e−
1
2u
2 du (10)
holds uniformly in [x1, x2].
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Proof. Denote n = (N − nx)/n,G = supn1 {|n|}, and for  > 0
(f, ) = max
x,y∈[0,x2+G], |x−y|<
|f (x) − f (y)|.
Obviously, for 	 > 0, we have
(f, 	)(1 + 	)(f, ). (11)
For x ∈ [x1, x2] we can write
Sn,N(f, x) = e−nx
N∑
k=0
(
f
(
k
n
)
− f (x)
)
(nx)k
k! + f (x)e
−nx
N∑
k=0
(nx)k
k! ≡ I1 + I2.
Using (11) we can ﬁnd that
|I1|(1 + √x)
(
f,
1√
n
)
. (12)
By Lemma 1, we have for x ∈ [x1, x2]
I2 = f (x)e−nx
nx+√n·√nn∑
k=0
(nx)k
k!
= f (x)
⎧⎨
⎩ 1√2
∫ √nn√
x
−∞
e−
1
2u
2 du + O
(
x2
√
3x2 + 1√
n
(√
x1 + √n|n|
)3
)⎫⎬
⎭ . (13)
Combining (12) and (13), we can deduce that (10) holds uniformly in [x1, x2]. The proof of
Theorem 1 is now complete. 
Using the same method as in the proof of Theorem 1 we also have
Theorem 2. If f ∈ C[0,∞), and if N = N(n, x) such that (i) (N −nx)/n is uniformly bounded
in [x1, x2], 0x1 < x2 < ∞, and (ii)
lim
n→∞
N − nx√
n
= C(x), |C(x)|
 > 0,
holds uniformly in the same interval, then
lim
n→∞ Sn,N(f, x) =
f (x)√
2
∫ C(x)√
x
−∞
e−
1
2u
2 du
holds uniformly in [x1, x2], where we regard C(x)√x as ∞ for x = 0.
Remark 1. From the construction of Sn,N(f, x), we may see that Sn,N(f, x) will be meaningful
only when C(0) > 0.
Corollary 1. If f ∈ C[0,∞), and ifN = N(n, x) such that (i) (N−nx)/n is uniformly bounded
in [x1, x2], 0x1 < x2 < ∞, and (ii)
lim
n→∞
N − nx√
n
= ∞
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holds uniformly in the same interval, then
lim
n→∞ Sn,N(f, x) = f (x)
holds uniformly in [x1, x2].
Corollary 2. Let f ∈ C[0,∞) and x0 ∈ (0,∞). If (N −nx0)/n is bounded, and when n → ∞,
(N − nx0)/√n does not converge to ∞, then
lim
n→∞ Sn,N(f, x0) = f (x0)
implies f (x0) = 0.
Corollary 3. Let x0 ∈ (0,∞). If (N − nx0)/n is bounded, then limn→∞ Sn,N(f, x0) = f (x0)
holds for every f ∈ C[0,∞) if and only if
lim
n→∞
N − nx0√
n
= ∞.
4. Approximation order of Sn,N
Concerning the approximation order of the operators Sn,N(f, x) approximating to f (x), Omey
[3] obtained the following result by methods of probability theory.
Assuming f ∈ C, and for ﬁxed x > 0 and  > 0 assuming∣∣∣∣f (t) − f (x)t − x
∣∣∣∣ C(x, ) for |t − x| and t0, (14)
then for N = N(n, x),
lim inf
n→∞
N − nx√
n ln(n)
> 0 (15)
implies
sup
n1
√
n |Sn,N(f, x) − f (x)| < ∞. (16)
Furthermore, if f ′(x) exists, then for N = N(n, x), (15) and
N − nx√
n
= o(n1/6) (17)
implies
lim
n→∞
√
n
(
Sn,N(f, x) − f (x)
) = 0. (18)
Note that in (14) C(x, ) is a constant depending only on x and .
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In this section we will prove by a new method that the conditions in the above result can be
weakened. Our result is
Theorem 3. If f ∈ C, and if for a ﬁxed x > 0, there exists  > 0 such that f satisﬁes (14), then
for N = N(n, x),
lim inf
n→∞
N − nx√
nx ln(n)
> 1 (19)
implies (16). Furthermore, if f ′(x) exists, then for N = N(n, x), (19) implies (18).
Remark 2. Obviously, the condition (19) is weaker than the condition (15). In Theorem 3 we no
longer need the condition (17).
Proof. To prove (16), note that
Sn,N(f, x) − f (x) = e−nx
N∑
k=0
(
f
(
k
n
)
− f (x)
)
(nx)k
k! − f (x)e
−nx
∞∑
k=N+1
(nx)k
k!
≡ I1 + I2. (20)
We ﬁrst discuss the case N − nx > n. In this case,
|I1|  e−nx
∑
| k
n
−x|
∣∣∣∣f
(
k
n
)
− f (x)
∣∣∣∣ (nx)kk! + e−nx
∑
0 k
n
<x−
∣∣∣∣f
(
k
n
)
− f (x)
∣∣∣∣ (nx)kk!
+e−nx
∑
x+< k
n
 N
n
∣∣∣∣f
(
k
n
)
− f (x)
∣∣∣∣ (nx)kk!
≡ I11 + I12 + I13. (21)
By (14), we have
I11C(x, )e−nx
∞∑
k=0
∣∣∣∣ kn − x
∣∣∣∣ (nx)kk! 
√
x
n
C(x, ). (22)
By f ∈ C, we obtain
I122 max
0 tx
|f (t)| · e−nx
∑
| k
n
−x|>
(nx)k
k! 2Ae
x x
2n
(23)
and
I13  A
⎛
⎜⎝ ∑
k
n
−x>
e−nx (nxe

n )k
k! +
∑
| k
n
−x|>
e(−n)x (nx)
k
k!
⎞
⎟⎠
 A
⎛
⎜⎝ ∑
k
n
−x>
enx(e

n −1)e−nxe

n (nxe

n )k
k! + e
x x
2n
⎞
⎟⎠ .
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Because
e

n − 1 = 
n
+ 1
2!
(
n
)2 + · · · ,
we can take n1 such that, for n > n1, e

n − 1 2
n
and xe

n − x < 2 . Thus, we have for n > n1∑
k
n
−x>
enx(e

n −1)e−nxe

n (nxe

n )k
k!  e
2x
∑
k
n
−x>
e−nxe

n (nxe

n )k
k!
 e2x
∑
k
n
−xe n > 2
e−nxe

n (nxe

n )k
k! 4e
2x xe

n
2n
.
Therefore
I13 = Ox
(
1
n
)
. (24)
Combining (21)–(24), we have
|I1| = Ox
(
1√
n
)
. (25)
Next we estimate I2. Using Lemma 1, we get
e−nx
∞∑
k=N+1
(nx)k
k! =
1√
2
∫ ∞
N−nx√
xn
e−
1
2u
2 du + O
⎛
⎜⎜⎜⎝ x
√
3x + 1
√
n
(√
x +
∣∣∣∣N − nx√n
∣∣∣∣
)3
⎞
⎟⎟⎟⎠ . (26)
Noting that for z1∫ ∞
z
e−
1
2u
2 du 1
2z
∫ ∞
z2
e−
1
2 v dv = 1
z
e−
1
2 z
2
,
we immediately obtain that for N−nx√
xn
1 and f ∈ C
|I2| 1√
2
· 1
N − nx√
nx
e
− 12
(
N−nx√
nx
)2
Aex + O
⎛
⎜⎜⎜⎝ Ae
xx
√
3x + 1
√
n
(√
x +
(
N − nx√
n
))3
⎞
⎟⎟⎟⎠ .
As such, by (19), there exists n2 such that for n > n2
N − nx√
nx

√
ln(n),
so
|I2| = Ox
(
1√
n
)
. (27)
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Combining (20), (25) and (27), we obtain that there exists n0 such that for n > n0 we have
|Sn,N(f, x) − f (x)|C∗(x, ) 1√
n
, (28)
where C∗(x, ) is a constant depending only on x and . And for 1nn0, since f ∈ C we
also have (28). In fact, since f ∈ C we have
|Sn,N(f, x) − f (x)|  Ae−nx
N∑
k=0
(nxe

n )k
k! + Ae
xA
(
en0xe
 + ex
)
 1√
n
A
√
n0
(
en0xe
 + ex
)
.
So we complete the proof of (28) for n satisfying the case N −nx > n. For the case N −nxn
the proof of (28) follows similarly. The proof of (16) is complete.
Now we prove (18). Since f ′(x) exists, for an arbitrary ε > 0, there exists  (0 < x) such
that
|f (t) − f (x) − f ′(x)(t − x)| < ε|t − x| for |t − x| < . (29)
We ﬁrst discuss the case N − nxn. In this case, we write
Sn,N(f, x) − f (x) = e−nx
∑
| k
n
−x|
(
f
(
k
n
)
− f (x)
)
(nx)k
k!
+ e−nx
∑
0 k
n
<x−
(
f
(
k
n
)
− f (x)
)
(nx)k
k!
− e−nx
[nx+n]∑
k=N+1
(
f
(
k
n
)
− f (x)
)
(nx)k
k! − f (x)e
−nx
∞∑
k=N+1
(nx)k
k!
≡ J1 + J2 + J3 + J4. (30)
Using (29), we have
|J1| 
∣∣∣∣∣∣∣f
′(x)e−nx
∑
| k
n
−x|
(
k
n
− x
)
(nx)k
k!
∣∣∣∣∣∣∣+ εe
−nx ∑
| k
n
−x|
∣∣∣∣ kn − x
∣∣∣∣ (nx)kk!
=
∣∣∣∣∣∣∣−f
′(x)e−nx
∑
| k
n
−x|>
(
k
n
− x
)
(nx)k
k!
∣∣∣∣∣∣∣+ εe
−nx ∑
| k
n
−x|
∣∣∣∣ kn − x
∣∣∣∣ (nx)kk!
 |f
′(x)|x
n
+ ε
√
x
n
. (31)
Since f ∈ C, we obtain
|J2|2Aexe−nx
∑
0 k
n
<x−
(nx)k
k! 2Ae
x x
2n
. (32)
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By f ∈ C, (19) and (26), we have for large n
|J3|2Ae(x+)e−nx
∞∑
k=N+1
(nx)k
k! 
2Ae2x√
2
√
n ln(n)
+ O
(
2Ae2x
√
3x + 1√
nx(
√
ln(n))3
)
(33)
and
|J4| |f (x)|√
2
√
n ln(n)
+ O
(
|f (x)|√3x + 1√
nx(
√
ln(n))3
)
. (34)
Combining (30)–(34), we can arrive at the conclusion that for large n satisfying the case N −
nxn
|Sn,N(f, x) − f (x)|C∗∗(x) ε√
n
, (35)
where C∗∗(x) is a constant depending only on x. For large n satisfying the case N − nx > n,
the proof of (35) follows similarly. So we complete the proofs of (18) and Theorem 3. 
From the proof of Theorem 3, we can see f ∈ C is a very important condition. The problem
is what will happen if we only suppose f ∈ C[0,∞). The following theorem gives an answer.
Theorem 4. If f ∈ C[0,∞), and if for a ﬁx x > 0, there exists  > 0 such that f satisﬁes (14),
then the boundedness of (N − nx)/n and (19) imply (16). Furthermore, if f ′(x) exists, then the
boundedness of (N − nx)/n and (19) imply (18).
Proof. This proof is similar to that of Theorem 3. However, we need to note that there exists a
constant B > 0 such that N − nxBn. In other words, when 0kN we have 0 k
n
x + B.
Thus, in this proof we can use D = max0 tx+B |f (t)| to estimate f
(
k
n
)
and f (x), in which D
depends on the property of f (x) on [0, x + B]. So we omit the details. This ﬁnishes the proof of
Theorem 4. 
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