The 2D Online Bin Packing is a fundamental problem in Computer Science and the determination of its asymptotic competitive ratio has research attention. In a long series of papers, the lower bound of this ratio has been improved from 1.808, 1.856 to 1.907 and its upper bound reduced from 3.25, 3.0625, 2.8596, 2.7834 to 2.66013. In this article, we rewrite the upper bound record to 2.5545. Our idea for the improvement is as follows.
INTRODUCTION
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Asymptotic Competitive Ratio.
To evaluate an online algorithm for bin packing problems, we use the asymptotic competitive ratio defined as follows. Consider an online algorithm A. For any list L of items, let A(L) be the cost (number of bins used) incurred by algorithm A and let OPT (L) be the corresponding optimal value. Then, the asymptotic competitive ratio for algorithm A is
Previous Work. Bin packing has been well-studied. For the one-dimensional case, Johnson et al. [1974] showed that the First Fit algorithm (FF) has an asymptotic competitive ratio of 1.7. Yao [1980] improved algorithm FF with a better upper bound of 5/3. Lee and Lee [1985] introduced the class of Harmonic algorithms, for which an asymptotic competitive ratio of 1.63597 was achieved. Ramanan et al. [1989] further improved the upper bound to 1.61217. The best known upper bound so far is from the Super Harmonic algorithm by Seiden [2002] whose asymptotic competitive ratio is at most 1.58889. As for the negative results, Yao [1980] showed that no online algorithm has asymptotic competitive ratio less than 1.5. Brown [1979] and Liang [1980] independently provided a better lower bound of 1.53635. The best known lower bound to date is 1.54014 [van Vliet 1992] .
As for two-dimensional online bin packing, a lower bound of 1.6 was given by Galambos [1991] . The result was gradually improved to 1.808 [Galambos and van Vliet 1994], 1.857 [van Vliet 1995] , and 1.907 [Blitz et al. 1996] . Coppersmith and Raghan [1989] gave the first online algorithm with asymptotic competitive ratio 3.25. improved the upper bound to 3.0625. Csirik and van Vliet [1993] presented an algorithm for all d dimensions, where in particular for two dimensions, they obtained a ratio of at most 2.8596. Based on the techniques of the Improved Harmonic, Han et al. [2001] improved the upper bound to 2.7834. The best known online algorithm to date is the one called A ⊗ C presented by Seiden and van Stee [2003] , where A and C stand for two one-dimensional online bin packing algorithms. Basically, A and C are applied to one dimension of the items with rounding sizes. In this seminal paper, Seiden and van Stee proved that the asymptotic competitive ratio of H ⊗ C is at most 2.66013, where H is the Harmonic algorithm [Lee and Lee 1985] and C is an instance of the improved Harmonic algorithm. It has been open since then to improve the upper bound. A natural idea is to use an instance of the Super Harmonic algorithm [Seiden 2002 ] instead of the improved Harmonic algorithm. However, as mentioned in Seiden and van Stee [2003] , in that case, the previous analysis framework cannot be extended to Super Harmonic.
We also briefly overview the offline results on two-dimensional bin packing. Chung et al. [1982] showed an approximation algorithm with an asymptotic performance ratio of 2.125. Caprara [2002] improved the upper bound to 1.69103. Bansal et al. [2009] derived a randomized algorithm with asymptotic performance ratio of at most 1.525. As for the negative results, Bansal et al. [2006] showed that the two-dimensional bin packing problem does not admit an asymptotic polynomial-time approximation scheme.
For the special case where items are squares, there is also a large number of results [Coppersmith and Paghavan 1989; Seiden and van Stee 2003; Miyazawa and Wakabayashi 2003; Epstein and van Stee 2004 , 2005b , 2005a Han et al. 2006] .
Especially for bounded space online algorithms, Epstein and van Stee [2005b] gave an optimal online algorithm.
Our Contributions. There are two main contributions in this article.
-We revisit the 1D online bin-packing algorithm: Super Harmonic, and give new weighting functions for it, which are much simpler than the ones introduced in Seiden [2002] , and the new weighting functions have interests in its own. -We generalize the previous analysis framework for 2D online bin-packing algorithms used in Seiden and van Stee [2003] , and show that the new analysis framework is very useful in analyzing 2D or multidimensional online bin-packing problems.
By combining the new weighting functions with the new analysis framework, we design a new 2D online bin-packing algorithm with a competitive ratio 2.5545, which improves the previous bound of 2.66013 in 2002 [Seiden and van Stee 2003] . As mentioned in Seiden and van Stee [2003] , the old analysis framework does not work well with the old weighting functions in Seiden [2002] , that is, the old approach does not guarantee an upper bound better than 2.66013. This is testified in the following way: consider our algorithm, if we use old weighting functions with the old framework to analyze it, the competitive ratio is at least 3.04, and if we use the old weighting functions with the new framework, the competitive ratio is at least 2.79.
Organization of This Article. Section 2 will review the Harmonic and Super Harmonic algorithms as preliminaries. Section 3 defines the weighting functions for Super Harmonic. Section 4 describes and analyzes the two-dimensional online bin-packing algorithm H ⊗ SH+. Section 5 concludes.
PRELIMINARIES
We first review two online algorithms for one-dimensional bin packing, Harmonic and Super Harmonic, which are employed in designing online algorithms for twodimensional bin packing.
The Harmonic Algorithm
The Harmonic algorithm is a fundamental bin packing algorithm with a simple and nice structure, that was introduced by Lee and Lee [1985] . The algorithm works as follows. Given a positive integer k, each item is immediately classified into one of k types according to its size upon its arrival. In particular, if an item has a size in interval (1/(i + 1), 1 i ] for some integer i, where 1 ≤ i < k, then it is a type i item; otherwise, it is of type k. The type i item is then packed, using the simple Next Fit (NF) algorithm, into the open (not fully packed) bin designated to contain type i items exclusively; new bins are opened when necessary. At any time, there is at most one open bin for each type and any closed (fully packed) bin for type i is packed exactly with i items of type i for 1 ≤ i < k.
For an item of size x, we define a weighting function W H (x) for the Harmonic algorithm as follows:
The following lemma is directly from Lee and Lee [1985] .
where H(L) is the number of bins used by the Harmonic algorithm for list L.
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The Super Harmonic Algorithm
The Super Harmonic algorithm [Seiden 2002 ] is a generalization of the Improved Harmonic algorithm and the Harmonic algorithm. Super Harmonic first classifies each item into one of k+ 1 types, where k is a positive integer, and then assigns to the item a color of either blue or red. It allows items of up to two different types to share the same bin. In any one bin, all items of the same type have same color and items of different type have different colors. For items of type i (i ≤ k), the algorithm maintains two parameters β i and γ i to bound respectively the number of blue items and the number of red items in a bin. More details are given in this section.
Classification into Types.
Coloring Red or Blue. Each type i item is also assigned a color, either red or blue, for i ≤ k. The algorithm uses two sets of counters, e 1 , . . . , e k and s 1 , . . . , s k , all of which are initially zero. The total number of type i items is denoted by s i , while the number of type i red items is denoted by e i . For 1 ≤ i ≤ k, during the packing process, the fraction of type i items that are red is maintained, that is,
Maximal Number of Blue Items.
is the maximal number of blue items of type i that can be accepted in a single bin.
Space Left for Red Items. Let δ i = 1 − t i β i , which is the lower bound of the space left when a bin consists of β i blue items of type i. If possible, we want to use the space left for small red items. Note that, in the algorithm, in order to simplify the analysis, instead of using δ i , less space is used, namely D = { 0 , 1 , . . . , K }, as the spaces into which red items can be packed, where 0 = 0 < 1 < · · · < K < 1/2 and K ≤ k. Let φ(i) be the space to be used to accommodate red items in a bin that holds β i blue items of type i, where function φ is defined as {1,. . . ,k} → {0,. . . ,K} such that φ(i) is the maximum number such that φ(i) ≤ δ i . If φ(i) = 0, then no red items are accepted.
We set α i = 0 if t i > K . For convenient use in our analysis in the next section, we introduce a function called ϕ(i), which gives the index of the smallest space in D into which a red item of type i can be placed:
It is also convenient to name the bins by groups as follows.
Group (i) consists of bins that hold only blue items of type i. Group (i, j) consists of bins that contain blue items of type i and red items of type j. Blue group (i, ?) and red group (?, j) are indeterminate bins currently containing only blue items of type i or red items of type j respectively. During packing, red items or blue items will be packed into indeterminate bins if necessary, that is, indeterminate bins will be changed into (i, j). The Super Harmonic algorithm is outlined as follows. 
NEW WEIGHTING FUNCTIONS FOR SUPER HARMONIC
In this section, we develop new weighting functions for Super Harmonic that are simpler than the weighting system in Seiden [2002] . The weighting functions will be useful in analyzing the proposed online algorithm as we shall see in the next section.
Intuitions for Defining Weights
Weighting functions are widely used in analyzing online bin-packing problems. Roughly speaking, for an item, the value by one of weight functions is the fraction of a bin occupied by the item in the online algorithm. There is a constraint in defining weights for items for an online algorithm, which will be given later. We will use K + 1 weighting functions. Let W i ( p) be the ith weight of an item p, where 1 
and
So, for each item with size x ∈ I i , where i ≤ k, if we define its weight as:
then it is not difficult to see that the constraint (1) 
So, we have i s
Hence, for an item with size x ∈ I i , after packing, if there is a bin in group (i, s) and also a bin in group (s, i), then we can define its weight as below:
This is the main intuition for defining our new weighting functions, which will be given in the next subsection.
New Weighting Functions
Remember that in Super Harmonic, there is a set D = { 0 , 1 , . . . , K } representing the "free spaces" reserved for red items. Recall the two functions φ(i) and ϕ(i) are related to free spaces and have the following meanings: φ(i) = j implies that free space j is reserved for red items in a bin consisting of β i blue items of type i, and ϕ(i) = j indicates that a red item of type i could be packed in free space ≥ j .
We are now ready to define new weighting functions. Items with size larger than will be first considered. Let E be the number of indeterminate red group bins (?, i) when the whole packing is done.
If E = 0, that is, every red item is placed in a bin with one or more blue items, then we define the weighting function as:
Otherwise, E > 0 implies that for some i, an indeterminate red group bin (?, i) exists after packing. Let r be the type of the smallest red item in the indeterminate red group bins. If 2 ≤ ϕ(r) ≤ K, then we define the corresponding weighting functions as follows:
φ(i) ≥ ϕ(r) and ϕ(i) < ϕ(r).
If ϕ(r) = 1, we define
Note that in these definitions, if γ i = 0 then we replace
with zero. For an item with size x ∈ I k+1 , we always define W j (x) = x/(1 − ) for all j.
THEOREM 3.1. For any list L, we have
A(L) ≤ max 1≤i≤K+1 ⎧ ⎨ ⎩ p∈L W i ( p) ⎫ ⎬ ⎭ + O(1),
where A(L) is the number of bins used by Super Harmonic for list L.
PROOF. Fix a list L. Let D be the sum of the sizes of the items of type (k+1). By NEXT FIT, we know that the number of bins used for type (k + 1) is at most D/(1 − ) + 1.
Again, we use E to denote the number of indeterminate red group bins when all the packing is done. For 1 ≤ i ≤ k, let s i be the number of type i pieces. Let (?,i) 
be the number of bins in groups (i), (i, s), (i, ?) and (?, i).
To prove this theorem, we consider two cases.
Case 1. If E = 0, that is, i B (?,i) = 0, every red item is packed in a bin with one or more blue items. Therefore, we just need to count bins containing blue items:
Case 2. E > 0. We first bound the numbers of bins of B (?,i) and B (i,?) for all i, then consider two subcases to bound the total number of bins used.
Assume that ϕ(r) = j ≥ 1 (by the definition of function ϕ). Let e be the smallest red item in indeterminate red group bins and r be its type. Then, every type i red item with ϕ(i) < j is placed in a final group bin (s, i); otherwise, item e would not be the smallest red item. Hence, we have
On the other hand, we know a bin B (?,r) and a bin B (i,?) cannot exist at the same time by the rules of Super Harmonic if φ(i) ≥ j. Hence, we have
In accordance with the Super Harmonic algorithm, for any type bin B (i) , we have
which is the total number of all the bins in groups (i, s) such that φ(i) ≥ j and ϕ(s) < j. Then, we have
The last inequality holds from equalities (i,?) by (8) It is not difficult to see,
Hence, by (10) and (11), we have
where the second inequality follows directly from (2) and (3) and the last equality holds from the new weighting functions defined in Subsection 3.2.
Case 2.2. j = 1. In accordance with the Super Harmonic algorithm, for any type of bin (i, s), we have ϕ(s) ≥ 1, where 1 ≤ i, s ≤ k and k is a parameter defined in Super Harmonic. Hence, there is no such bin (i, s) with ϕ(s) < 1, that is, X = ∅.
Then, by (10), we have
where the last equality holds from the new weighting functions defined in Section 3.2.
ALGORITHM H ⊗ SH + AND ITS ANALYSIS
In the section, we first review a class of online algorithms for two dimensional online bin packing, called H ⊗ C [Seiden and van Stee 2003 ]. Next we introduce a new instance of algorithm H ⊗ SH+, where H is Harmonic and SH+ (Strange Harmonic+) is an instance of Super Harmonic. Then we propose some new techniques on how to bound the total weight in a single bin, which is crucial to obtaining a better asymptotic competitive ratio for the H ⊗C algorithm. Finally, we apply new weighting functions for SH+ to analyze the two-dimensional online bin-packing algorithm H ⊗ SH+ and show its competitive ratio at most 2.5545, which implies that the new weighting functions work very well with the generalized approach of bounding the total weight in a single bin.
Algorithms H × C and H ⊗ C
Now we review two-dimensional online bin-packing algorithms H × C and H ⊗ C [Seiden and van Stee 2003] , where H is Harmonic and C is Super Harmonic. Given an item p = (w, h), H × C operates as follows.
(1) Packing Items into Slices. If w ≥ then pack p into a slice of height 1 and width t i by H (Harmonic algorithm), where t i+1 < w ≤ t i ; else pack it into a slice of height 1 and width (1 − δ) i by H (Harmonic algorithm), where
and δ > 0 is arbitrarily small. (2) Packing Slices into Bins. When a new slice is required in the step, we allocate it from a bin using algorithm C.
H ⊗C is a randomized algorithm, which operates as follows: before processing begins, we flip a fair coin. If the result is heads, then we run H × C; otherwise, we run C × H, that is, the roles of height and width are interchanged. Note that it is possible to derandomize H ⊗ C without increasing its performance ratio. For details, we refer to Seiden and van Stee [2003] . 
and the asymptotic competitive ratio of algorithm H ⊗ C is at most
where δ is a parameter defined in H ⊗ C algorithm and X is any set of items that fit in a single bin.
An instance of Super Harmonic SH +
As mentioned in Seiden [2002] , it is a hard problem to find appropriate parameters in designing an instance of Super Harmonic, especially setting t i . The parameters in SH+ are found through a trial-and-error way and are defined as follows: 
Previous Framework for Calculating Upper Bounds
In this section, we first introduce the previous framework for computing the upper bound of the competitive ratio of H ⊗ SH+, then mention that the previous framework does not work well with the instance in the last section, that is, the previous framework does not lead to a better upper bound.
Let p = (x, y) be an item. We define the following functions.
, and
Then, we can obtain an upper bound on the competitive ratio R of algorithm H⊗SH+ as follows by Theorems 3.1 and 4.1, where X is any set of items that fit in a single bin.
where 0 ≤ λ i, j ≤ 1. By the same approach used in Seiden and van Stee [2003] , function g is defined here:
Note that in Seiden and van Stee [2003] , λ i, j are 1/2 for all i, j. It is not difficult to see that (13) still holds for all 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1.
New Approach of Calculating P( f ). In order to use Lemma 4.3 to obtain the upper bound on the competitive ratio R of algorithm H ⊗ C, we need to calculate P( f i, j ) and Seiden [2002] wrote a programming to enumerate all the feasible patterns to get the bounds for P( f ). Here, we give a simple approach by calling LP solver directly to estimate P( f ), which can be modeled as the following mixed integer program (MIP):
(1)
where x i is the number of type i items in a feasible pattern, w i is the weight for an item of type i, which is decided by function f , that is,
Note t i is defined in Section 4.2. We can solve the above MIP (1) by setting = 0. However, this approach does not give a good approximation solution since some infeasible solutions are involved and affect the optimal solution too much. In order to reduce the error caused by some bad infeasible solutions, we append some constraints that will help us to remove some bad infeasible solutions and do not eliminate any feasible solution of MIP (1). For example, a type i item has size larger than 0.5 if 1 ≤ i ≤ 7, then at most one of type i can be accepted in one bin, that is, x i ≤ 1 for 1 ≤ i ≤ 7. Similarly, we have the following inequalities:
Moreover, we can add some complicated constraints such as 2x 7 + x 15 ≤ 3.9, 3x 7 + 2x 13 + x 17 ≤ 5.9, 4x 13 + 3x 15 + x 24 ≤ 11.9, 5x 7 + 3.53x 11 + 1.47x 18 ≤ 9, 12x 7 + 8x 13 + 3x 20 + x 36 ≤ 23, 9x 7 + 6x 13 + 2x 21 + x 30 ≤ 17.
This constraints do not eliminate any feasible solution of MIP (1). For example, consider the constraint 5x 7 + 3.53x 11 + 1.47x 18 ≤ 9. Since an item of type 7 has size larger than 0.5, an item of type 11 has size larger than 0.353 and an item of type 18 has size larger than 0.147, we have 0.5x 7 + 0.353x 11 + 0.147x 18 < 1. Equivalently, we have 5x 7 + 3.53x 11 + 1.47x 18 < 10. It is not difficult to see that the inequality 5x 7 + 3.53x 11 + 1.47x 18 ≤ 9 is equivalent to 5x 7 + 3.53x 11 + 1.47x 18 < 10 when x 7 , x 11 and x 18 are nonnegative integers. For other constraints, the arguments are analogous. Therefore, we remodel this MIP as follows. ⎫ ⎬ ⎭ ≤ P( f 6,2 )P(g 6,2 ) ≤ 2.5364.
