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Abstract
We consider a second-order elliptic operator A=A(x)=−∑di; j=1 9iaij(x)9j+∑dj=1 b′j(x)9j+∑dj=1 9j(b′′j (x)·)+
c(x) on Rd from the point of view of its numerical approximations in terms of matrices An having compart-
mental structure, that is (An)ii ¿ 0, (An)ij6 0, i = j,
∑
i(An)ij¿ 0. We solve numerically the corresponding
Dirichlet problem on a bounded domain D ⊂ Rd(d = 2; 3), for which the right-hand side is a probability
measure with support in D. Numerical solutions on grids are nonpositive, and can be naturally embedded into
linear spaces of ‘hat’ functions approximating the original solution in W˙ 11(D). Numerical solutions converge
in L1(D).
The construction of our approximations is valid for general dimensions, but we give the convergence proof
only for d= 2; 3. We end by a nontrivial example that illustrates the obtained results.
c© 2003 Published by Elsevier B.V.
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1. Introduction
We consider a second-order elliptic operator on Rd with the main part in divergence form
A(x) =−
d∑
i; j=1
9iaij(x)9j +
d∑
j=1
b′j(x)9j +
d∑
j=1
9j(b′′j (x)·) + c(x) (1)
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from the point of view of its numerical approximations in terms of matrices An possessing compart-
mental structure
(An)ii ¿ 0; (An)ij6 0; i = j;
∑
i
(An)ij¿ 0:
The aim is to End a numerical solution of the corresponding Dirichlet problem on a bounded domain
D, for which the right-hand side is a probability measure with support in D. Numerical solutions
are nonpositive, and can be naturally embedded into linear spaces of ‘hat’-functions, approximat-
ing the solution. We prove that for some  these numerical solutions converge in L()1 (D) to the
solution.
The Dirichlet problem with A(x) = − has been numerically solved in [4] by Enite elements,
to our knowledge the only publication about numerical approximations for elliptic equations with a
measure on the right-hand side. In this article, we consider the most general operator A(x), and its
approximations, An, possessing the compartmental structure.
Approximations An of A having compartmental structure are important in Monte-Carlo simulations
of processes deEned by Dirichlet forms [2]. Apart from this, approximations An with compartmental
structure have nonnegative A−1n , and can be used for solving a class of Dirichlet boundary value
problems for quasilinear elliptic equations by a Exed point method. Matrices An are also known in
linear algebra as M -matrices [1]).
In Section 2, we give some basic results [3] regarding the Dirichlet problem for a class of
di?erential operators with right-hand side a measure. In Section 3, we construct grid discretizations
An with compartmental structure for the elliptic operator A. There are two diKculties to overcome
in this construction: (a) the values |aij(x)|; i = j, are larger than any of the values aii(x); ajj(x);
(b) the coeKcients aij, i = j, change sign on Rd. The diKculty (a) is common for operators A in
divergence form as well as for analogous problem for the classical elliptic operators A=
∑
ij aij9i9j+∑
i bi9i + c (see, for instance, [12,10]), whereas (b) arises for operators in divergence form due to
the requirement of compartmental structure of approximations. Properties of matrices An are analysed
in Section 4. The basic facts regarding the convergence follow in Section 5. Global boundedness
of numerical solutions is proved for any dimension, while the convergence is proved only for
the dimensions d6 3. Finally, we provide a numerical example and a discussion in Sections 6
and 7.
2. Basic results of L1-theory
Let 1S be the indicator of S ⊂ Rd, i.e., 1S(x)=1 for x∈ S, and zero otherwise. We shall say that
f on Rd is piecewise continuous with respect to the decomposition Rd=
⋃
k Dk if there exist a Enite
collection of L disjoint measurable subsets Dk ⊂ Rd, and bounded, uniformly continuous functions
on Rd, {fj}Lj=1, such that Rd =
⋃L
k=1Dk and f=
∑L
j=1 fj1Dj . Often ‘with respect...’ is omitted if a
misunderstanding is excluded. A function fD on D ⊂ Rd is piecewise continuous if there exists a
piecewise continuous f on Rd such that fD = f|D. Piecewise constant functions are special cases
of piecewise continuous ones.
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Let D be a bounded, connected and open set of Rd. The elliptic di?erential operator A(x) deEned
on D by (1) must fulEll the following:
Assumption 2.1. The functions aij = aji, bi (i; j = 1; 2; : : : ; d) and c are:
(a) piecewise continuous on OD, c¿ 0,
(b) there are positive numbers M , OM , 0¡M6 OM , such that strict ellipticity holds
M |z|226
d∑
i; j=1
aij(x)zi Ozj6 OM |z|22; x∈D;
where z := (zi), zi are complex numbers, and | · |2 is the Euclidean norm in Rd.
It is clear from Assumption 2.1 that A(x) is actually deEned for all x∈Rd with the same bounds
M , OM . The dominant part of A(x) is deEned by A0(x) := −
∑d
i; j=1 9iaij(x)9j.
The norm in the Banach space Lp(D) is denoted by ‖ · ‖p. For each p, 16p6∞, the Banach
space W 1p(D) is deEned in the standard way, and the norm is
‖u‖p;1 = ‖u‖p + ‖∇u‖p;
where ‖∇u‖p=
∑d
j=1 ‖9ju‖p. The space W 1∞(D) can be realized as the space of continuous functions
on OD, for which the Erst partial derivatives are elements of L∞(D). The completion in the norm of
W 1p(D) of functions in C
1(D) with compact supports in D is denoted by W˙ 1p(D). The linear space
of all continuous functions on OD vanishing at 9D is denoted by C˙( OD). Let P(D) be the convex set
of positive Radon measures  on the algebra of all Borelian subsets of D, (D)=1 (tight probability
measures). Then 〈v|〉 = ∫D v(x)(dx) is well deEned for v∈ W˙ 1∞(D). We say that a sequence of
n ∈P(D) converges weakly to ∈P(D) if limn 〈v|n〉= 〈v|〉 for each v∈ C˙( OD).
Let us deEne a real bilinear form on W 1∞(D)×W 11 (D) by
a(v; u) =
d∑
i; j=1
∫
D
aij(x)9iv(x)9ju(x) dx +
d∑
i=1
∫
D
b′i(x)v(x)9iu(x) dx
−
d∑
i=1
∫
D
b′′i (x)9iv(x)u(x) dx +
∫
D
c(x)v(x)u(x): (2)
Let 9D be the boundary of D. In order to use the Green’s formula, D must satisfy certain conditions.
Assumption 2.2. A set D with boundary 9D is called an admissible domain if the following condi-
tions are valid:
(a) the linear space C( OD) ∩W 1p(D) is dense in W 1p(D) for all p; 16p6∞,
(b) for each pair v∈ W˙ 1∞(D), u∈ W˙ 11(D) ∩ {Au∈P(D)}, there holds the Green’s formula:
a(v; u) = 〈v |Au〉:
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Henceforth we shall consider only admissible domains. The part(a) implies that the closure of
C˙( OD) ∩ W 1p(D) in the norm of W 1p(D) is equal to W˙ 1p(D). For a bounded domain with Lipschitz
boundaries, the conditions (a) and (b) are satisEed [11,14].
The object of our analysis is the elliptic boundary value problem of the following form:
A(x)u(x) = (x);
u|9D = 0; (3)
where ∈P(D). The di?erential operator (1) with the Dirichlet boundary condition on 9D is denoted
by AD, so that (3) can be written as ADu = . The variational formulation of (3) for a solution
u∈ W˙ 11(D) has the following form:
a(v; u) = 〈v | 〉 for any u∈ W˙ 1∞(D): (4)
Solutions of (3) and (4) are called strong and weak solutions, respectively. If D is open (not
necessarily bounded), and A coercive, then [3] there exists a unique weak solution of (4) in W˙ 1p(D)+
W˙ 12(D) for any p∈ [1; d=(d− 1)). We need a more restrictive version of this result.
Theorem 2.1. For each p∈ [1; d=(d − 1)) there exists a unique weak solution u of (4) belonging
to the class W˙ 1p(D) and possessing the following properties:
(i) There exists a positive number c depending on M , OM;p;D, such that the following inequality
is valid:
‖u‖p;1¡c:
(ii) If {n : n∈N} ⊂ P(D) converges weakly to ∈P(D), then the corresponding sequence of
weak solutions {un : n∈N} ⊂ W˙ 1p(D), un = A−1D n, converges strongly in Lp(D) to u= A−1D .
Proof. Only the case A = A0 is considered. Let ¿ 0, F be the fundamental solution of I + A0,
and G the fundamental solution of I − !2 for some !. Let F ∗ g be the convolution of F and g,
deEned by x → ∫ F(x; y)g(y) dy. Then, for any pair f; g of nonnegative, measurable and integrable
functions with compact supports in Rd, the Aronson estimates say that 〈f|F ∗ g〉6 cFG〈f|G ∗ g〉,
where positive numbers cFG; ! depend on M; OM [2,13]. (This inequality is also valid for  = 0 if
d¿ 3).
Since G(·; 0) is the density of a Enite measure on all Borelian sets in Rd, the function G ∗  is
again the density of a Enite measure, i.e., it is an element of L1(Rd). Let FN = min{F; N}. Then
FN6FM for N ¡M and FN ∗  are positive, continuous functions on Rd. The Aronson estimates
imply that ‖FN ∗‖1¡ ‖G ∗‖1. By the Levi’s theorem we have F ∗=limN FN ∗∈L1(Rd), hence
the function u0 = F ∗  is well deEned.
For any v∈Lq(Rd), 1=p+ 1=q= 1, with the support in D, and ∈P(D), we have
〈v |F ∗ 〉6 cFG〈v |G ∗ 〉6 cFG‖v‖q‖G‖p;
thus u0 ∈Lp(R).
Now we consider the kernel FD on D × D of the integral operator (I + AD)−1. From the max-
imum principle we have the inequality 〈v|FD ∗ g〉6 〈v|F ∗ g〉 for any pair of integrable and non-
negative functions with supports in D. Therefore, the function FD ∗ ∈L1(D) can be deEned as
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previously. We use the notation w0 = (I + AD)−1 = FD ∗ . The Aronson estimates imply that
‖(I + AD)−1‖p6 cFG‖G‖p, so that w0 ∈Lp(D).
Now we have to prove that w0 ∈ W˙ 1p(D). The distributional derivative wi=9iw0 satisEes the equality
(−1)〈v|wi〉 = 〈(I + AD)−19i v|〉 for any v∈ W˙ 1q(D). Let zi = (I + AD)−19iv. There exist certain
cq; &, depending on M; OM; q and D, independent of , such that zi ∈ C˙(&)( OD), and ‖zi‖∞¡cq‖v‖q,
i = 1; : : : ; d (see [6,9]). Consequently, w0 ∈ W˙ 1p(D).
Let us now prove that the same assertions are valid for the function u=A−1D  (=0). For ∈{0; 1}
and v∈ W˙ 1q(D), the following simple equality:
〈v | 9i A−1D 〉=−〈(I + AD)−19i v | 〉 − 〈A−1D 9i v|(I + AD)−1〉 (5)
is valid. Expressions (5) for = 0; 1 result in
|〈v|9i A−1D 〉|6 cq(1 + ')‖v‖q;
where ' = ‖(I + AD)−1‖1 depends on M; OM; q and D. Hence, A−1D ∈ W˙ 1p(D).
For any sequence {n ∈P(D) : n∈N} the corresponding sequence U consisting of functions
un = A−1D n is bounded in W˙ 1p(D). Hence, U is equicontinuous in Lp(D). Assertion (ii) can be
easily proved from this fact. Let U′ ⊂ U be a convergent subsequence in Lp(D) with the limit u∗.
Then for any v∈L∞(D) we have 〈v|u− u∗〉= limn〈A−1D v| − n〉= 0. Hence u= u∗, implying that
the whole U converges to u in Lp(D).
It is not clear that the constructed function u = A−1D ∈ W˙−1p (D) is a weak solution of (4). Let
n ∈P(D), n →  weakly, where n have piecewise constant densities. From the theory in the
Sobolev spaces un = A−1D n ∈ W˙ 12(D) and a(v; un) = 〈v|n〉 for each v∈ W˙ 1∞(D). Thus (ii) implies
(4).
Let u; u′ be two weak solutions. Suppose that the coeKcients aij and boundary 9D are smooth
enough so that A−1D mapps L∞(D) into C˙(1)( OD) [6]. Then for the functions v1 = A
−1
D sign(u − u′);
v2 = A−1D
∑
j 9jgj; gj ∈D(D), both belonging to the class C˙(1)( OD), we have
‖u− u′‖1 = 〈ADv1|u− u′〉= a(v1; u− u′) = 0;∑
j
〈gj|9j(u− u′)〉= 〈ADv2|u− u′〉= a(v2; u− u′) = 0
implying u= u′ in W˙ 1p(D). In the case of nonsmooth aij; 9D, one has to use a smoothing procedure,
but we omit technical details.
3. Construction of the numerical method
Numerical methods for (4) are usually obtained by using Enite elements. Unfortunately, the ob-
tained numerical approximations have system matrices lacking the compartmental structure. There-
fore, we have to abandon the Enite-element technique and look for another approach. The approach
utilized here is based on the bilinear form (2), like in the Enite-element techniques. Numerical meth-
ods are deEned for approximate values of solution at grids-knots. It is convenient at this step of
analysis to consider di?erential operators A0 and A on Rd, rather than on D. The construction in
this section is therefore carried out for di?erential operators on Rd.
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The orthogonal coordinate system in Rd is determined by unit vectors ei. For each n∈N, points
x = hn
∑d
l=1 klel, hn = 2
−n, kl ∈Z, deEne a numerical grid Gn on Rd. If a misunderstanding is
excluded, the grid-steps hn are brieRy denoted by h. Elements of Gn are called grid-knots. To each
v∈Gn there corresponds a grid cube C(h; v) =
∏d
1 [vj; vj + h), where vj are coordinates of v. Cubes
C(h; v) deEne a decomposition of Rd into disjoint sets. Our exposition starts with the case d = 2
with all the necessary details; the case d¿ 2 is studied at the end of the section with less details.
3.1. Two-dimensional case
Two Enite-di?erence methods will be proposed, each approximating the elliptic operator. Both
methods must be described in details.
A function u∈C(1)(R2) has continuous partial derivatives 9iu, i=1; 2. With respect to a grid step
h, the partial derivatives are approximated by Enite di?erences in the usual way:
iu(x) = 1h(u(x + hei)− u(x)); ˆiu(x) = 1h(u(x)− u(x− hei)): (6)
Discretizations of u; 9iu on Gn, denoted by un, Uiun, respectively, are deEned in terms of values at
grid-knots as follows:
(un)lm = u(xlm); xlm = (lh; mh)∈Gn;
(Uiun)lm = iu(xlm); (Viun)lm = ˆiu(xlm):
The following abbreviations are used in order to write expressions in a simple form:
a++ij = aij(x +
h
2e1 +
h
2e2); a
−+
ij = aij(x− h2e1 + h2e2);
a−−ij = aij(x− h2e1 − h2e2); a+−ij = aij(x + h2e1 − h2e2);
where x∈Gn.
The ?rst method for A0: We associate a sequence of numerical bilinear forms to the bilinear form
(v; u) → a(v; u) = 〈v|A0u〉=
∑
ij
∫
aij9iv9ju. They are deEned by
a(−)n (v; u) =
∑
v∈Gn
∑
i; j
aij
(
v +
h
2
e1 +
h
2
e2
)
iv(v) ju(v): (7)
This expression can be rewritten in the following form:
a(−)n (v; u) = 〈vn |Anun〉; (8)
where An is a matrix. Its nontrivial elements, (An)kl rs; x= (kh; lh); y= (rh; sh), corresponding to the
coeKcient aij; i = 1; 2, have the following form:
Akl kl =− 1h2 [a++11 + a−+11 ]− 1h2 [a++22 + a+−22 ]− 1h2 [a++12 + a++21 ];
Akl k+1l = 1h2 a
++
11 +
1
h2 a
++
21 ;
Akl k−1l = 1h2 a
−+
11 +
1
h2 a
−+
12 ;
N. Limi/c, M. Rogina / Journal of Computational and Applied Mathematics 164–165 (2004) 493–516 499
Akl kl+1 = 1h2 a
++
22 +
1
h2 a
++
12 ;
Akl kl−1 = 1h2 a
+−
22 +
1
h2 a
+−
21 ;
Akl k+1l−1 =− 1h2 a+−21 ;
Akl k−1l+1 =− 1h2 a−+12 : (9)
The second method for A0: Numerical bilinear forms are deEned by
a(+)n (v; u) =
∑
v∈Gn
∑
i; j
aij
(
v +
h
2
e1 − h2e2
)
˜iv(v) ˜ju(v); (10)
where ˜1 = 1, and ˜2 = ˆ2. The corresponding matrix elements of An are deEned as follows:
Akl kl =− 1h2 [a+−11 + a−−11 ]− 1h2 [a++22 + a+−22 ] + 1h2 [a+−12 + a+−21 ];
Akl k+1l = 1h2 a
+−
11 − 1h2 a+−21 ;
Akl k−1l = 1h2 a
−−
11 − 1h2 a−−12 ;
Akl kl+1 = 1h2 a
++
22 − 1h2 a++21 ;
Akl kl−1 = 1h2 a
+−
22 − 1h2 a+−12 ;
Akl k+1l+1 = 1h2 a
++
21 ;
Akl k−1l−1 = 1h2 a
−−
12 : (11)
Forms (7) and (10) have di?erent values for a pair v; u∈C(1)(R2) with compact supports. One
expects that h2na
(−)
n (v; u), as well as h2na
(+)
n (v; u), tend to a(v; u) deEned by (2), as the grid-step hn of
Gn tends to zero. This property is known as the consistency of numerical method, and is analysed
in Section 5.
Forms (8) and (10) can be represented by using the matrices Ui; Vi as well. Let us deEne the
shift operators Zn(r; i) for r grid-knots in the ith direction, acting on elements un, for instance
(Zn(r; 1)un)lm=(un)l+rm. Then Ui=h−1(Zn(1; i)− I) and Vi=h−1(I −Zn(−1; i)). Let A(−)n (i; j) be di-
agonal, with elements aij(x+(h=2)(e1+e2)), x∈Gn and A(+)n (i; j) be diagonal matrices with elements
aij(x+ (h=2)(e1 − e2)). Then, for the Erst method one has a(−)n (v; u) =
∑
i; j〈Uivn|A(−)n (i; j)Ujun〉 and
for the second one a(+)n (v; u) =
∑
i; j〈0iUivn|A(+)n (i; j)0jUjun〉, where 01 = I , 02 = Zn(−1; 2). These
representations imply the following useful expressions for matrices An:
An =−
∑
i; j
ViA(−)n (i; j)Uj; An =−
∑
i; j
Vi0Ti A
(+)
n (i; j)0jUj: (12)
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Method in the general case: Now we need the sets
S(v) =
∏
j
[vj − h; vj + h]:
Obviously, S(v) consists of all the grid-cubes surrounding the grid-knot v. Now we deEne three
subsets, S12(r) ⊂ Gn, r =∓; 0: S12(−) containing those v∈Gn for which a12 has nonpositive values
on S(v), S12(+) containing v∈Gn for which a12 has nonnegative values on S(v), and S12(0) the
remaining grid-knots, i.e., a12 changes sign on S(v), v∈ S12(0).
Let us associate to each grid-knot x= (kh; lh), S(x)∈ S12(−), the row of matrix elements (9), to
each grid-knot x; S(x)∈ S12(+), row (11), and a row of (9) or (11) for the remaining grid-knots. The
matrix An obtained in this way is called the system matrix approximating the di?erential operator
A0 on grid Gn.
In order to prove that the above construction leads to matrices with compartmental structure, we
need certain constraint on the coeKcients deEned in terms of the function:
!(x) =
|a12(x)|
min{a11(x); a22(x)} ; x∈R
2:
Lemma 3.1. Let the elliptic di@erential operator A0 =−
∑
ij 9iaij9j satisfy Assumption 2.1 and let
there exist O!∈ (0; 1) such that
sup
x∈R2
!(x)6 O!: (13)
Then, if the set S12(0) is empty, the system matrix An has compartmental structure.
Let S12(0)=∅. The numerical form associated with the matrix An has the following representation:
an(v; u) =
∑
x∈S12(−)
∑
i; j
aij
(
x +
h
2
(e1 + e2)
)
iv(x) ju(x)
+
∑
x∈S12(+)
∑
i; j
aij
(
x +
h
2
(e1 − e2)
)
ˆiv(x) ˆju(x): (14)
Let P(−)n be the projector deEned by (P(−)n un)kl=(un)kl for (kh; lh)∈Gn∩S12(−), and (P(−)n un)kl=0
otherwise. Let P(+)n = I − P(−)n . Then form (14) deEnes the following discretizations An:
An =−
∑
i; j
Vi[P(−)n A
(−)
n (i; j)P
(−)
n + 0
T
i P
(+)
n A
(+)
n (i; j)P
(+)
n 0j]Uj: (15)
This expression is basic in the analysis of properties of the sti?ness matrices that follows.
3.2. Higher dimensions
The previous construction of numerical methods with desired properties (compartmental structure
of system matrix) cannot be straightforwardly applied to problems in Euclidean spaces with dimen-
sions d¿ 2. This can be easily demonstrated. Let us consider d=3 and the case of di?usion tensor
aij for which all the o?-diagonal elements are positive. In order to get compartmental structure for
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the segment of matrix An corresponding to di?erentiation in x1; x2-plane, one has to use the discretiza-
tions 1 (see (6)) for 91, and discretization ˆ2 for 92. This choice implies that the di?erentiation
in x2; x3-plane must be approximated by expressions ˆ2 and 3 for 92 and 93, respectively. Then,
the di?erentiation in x3; x1-plane, in both directions, must be approximated by 3; 1, producing a
noncompartmental structure of the system matrix An. If aij¿ 0; i = j, for all x∈R3, the rotation of
coordinates x1 → x2; x2 → −x1 produces another form of A(x), for which the described procedure
gives discretizations An with compartmental structure. Problems arise if aij; i = j, change sign on
R3. A way out of this diKculty is to decompose the bilinear form a(v; u) into a sum of several
forms, each enabling discretizations with system matrices having compartmental structure. Here we
give a simple procedure based on the proposed construction for the dimension d=2. Details for the
case d= 3 are as follows.
We assume that all three o?-diagonal elements of di?usion tensor, aij; i = j, are nontrivial. To
each diagonal element arr we associate a continuous function x → f{r}(x), deEned on R3 with
values in [0, 1]. It is assumed that the functions are chosen so that
f{r}(x)(1− f{s}(x))arr(x)ass(x)− ars(x)2¿!2; (16)
where ! is positive and independent of x. This is a restriction on coeKcients aij, and it can be
removed by a speciEc procedure which is discussed in Section 7. We deEne the index set of three
elements I ={{12}; {23}; {31}}, i.e., the set I contains pairs rs for which ars are nontrivial. To each
index in I we associate three coeKcients
a{rs}rr = f
{r}arr; a{rs}ss = (1− f{s})ass; a{rs}rs = ars (17)
and a bilinear form a{rs}(·; ·),
a{rs}(v; u) =
∑
i; j=r; s
∫
D
a{rs}ij (x)9iv(x)9ju(x) dx:
Apparently, for each v∈ W˙ 1∞(R3); u∈ W˙ 11(R3) with compact supports, the following equality is
valid:
a(v; u) =
∑
{rs}∈I
a{rs}(v; u):
Due to condition (16) the forms a{rs}(·; ·) are positive semideEnite on W˙ 1∞(R3)×W˙ 11(R3). Therefore,
to each of the forms a{rs}(·; ·) we can associate a sequence of matrices A{rs}n deEned by the prescribed
procedure for d= 2. The matrix An,
An =
∑
{rs}∈I
A{rs}n (18)
has all necessary properties.
If the coeKcients aij were constant on R3, and f{r} = 1=2, the matrix An of (18) would coincide
with the matrices deEned by the method described in [10] for di?erential operators of the form
A=−∑ij aij9i9j.
With respect to an index {rs}∈ I , the set Gn ⊂ R3 is divided into three subsets S{rs}12 (); =±; 0,
as in the case d=2. It is further supposed that S12(0){rs}=∅ for all {rs}∈ I . To each a{rs}ij ; i; j∈{r; s},
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we associate a sequence of numerical forms a{rs}n which are positive semideEnite. The forms a
{rs}
n
are deEned as in the previous part of this section. In order to represent the forms a{rs}n by using the
corresponding matrices A{rs}n , it is necessary to deEne certain objects. Diagonal matrices A
{rs}(∓)
n (i; j)
are deEned from coeKcients (17) as in the case d = 2. It is assumed A{rs}(∓)(i; j) = 0 for indices
{i; j} = {r; s}. Similarly, the projectors P{rs}(∓)n , associated with the sets S{rs}12 (∓), are deEned as
previously. Then the equality a{rs}n (v; u) = 〈vn|A{rs}n un〉 gives the following representation:
A{rs}n =−
∑
i; j
Vi[P{rs}(−)n A
{rs}(−)
n (i; j)P
{rs}(−)
n
+(0{rs}i )
TP{rs}(+)n A
{rs}(+)
n (i; j)P
{rs}(+)
n 0
{rs}
j ]Uj;
so that (18) implies
An =−
∑
i; j

 ∑
{rs}∈I
ViP{rs}(−)n A
{rs}(−)
n (i; j)P
{rs}(−)
n
+(0{rs}i )
TP{rs}(+)n A
{rs}(+)
n (i; j)P
{rs}(+)
n 0
{rs}
j
]
Uj: (19)
Let there exist O!∈ (0; 1) such that
sup
x∈R3
max
{rs}∈I
|ars(x)|
min{f{r}(x)arr(x); (1− f{s}(x))ass(x)}
6 O!: (20)
Then the matrices An in (18) have compartmental structure. Constraints (16) and (20) are discussed
in Section 7.
3.3. Lower-order di@erential operators
If b′i ; b′′i and c are nontrivial, forms (7) and (10) contain additional terms∑
x∈Gn
∑
i
v(x)b′i(x)
(
1
2 i
u(x) +
1
2
ˆiu(x)
)
−
∑
x∈Gn
∑
i
((
1
2 i
v(x) +
1
2
ˆiv(x)
)
b′′i (x)u(x)
)
+
∑
x∈Gn
v(x)c(x)u(x):
Obviously, the coeKcient c increases the absolute value of the diagonal matrix element in (9) and
(11) by the value c(x). The coeKcients b′i ; b′′i produce additional terms in the matrix elements (9) and
(11). Let the corresponding matrix be denoted by Bn. It has to be added to the matrix An deEning the
discretizations of A0. Among various methods of discretization of the Erst-order di?erential operators,
we use one for which diagonal elements of discretizations are zero. In our case, nontrivial matrix
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elements of Bn are deEned in the following way:
(Bn)kl k+1l = 12h(b
′
1(x) + b
′′
1 (x + he1));
(Bn)kl k−1l =− 12h(b′1(x) + b′′1 (x− he1));
(Bn)kl kl+1 = 12h(b
′
2(x) + b
′′
2 (x + he2));
(Bn)kl kl−1 =− 12h(b′2(x) + b′′2 (x− he2)): (21)
For suKciently small values of h these additional terms do not violate compartmental structure gained
by approximating the dominant part A0.
4. Properties of sti$ness matrices
In this section, matrices An, as well as matrices derived from them, are considered on the matrix
calculus level. The only analytical tool we need is the convergence in some matrix norms.
For a Exed n a sequence of numbers with indices in Zd deEnes a function un on Gn. All such
sequences deEne the linear space l(Gn). The Banach spaces lp(Gn) ⊂ l(Gn) are deEned as usual by
the corresponding norms ‖ · ‖p. We also need the Banach spaces w1p(Gn) deEned by the norms:
‖un‖p;1 = ‖un‖p +
d∑
i=1
‖Uiun‖p:
For a Exed A0 and grids {Gn: n∈N}, condition S12(0) = ∅ is fulElled, in general, for a subset of
{Gn: n∈N}, and violated for the remaining grids Gn. We would like to ensure the validity of this
condition for all Gn with suKciently large n. This can be achieved by using certain discretizations
of A0 which are given in two steps. In the present discussion the bilinear forms associated with
A0(x) are considered for functions on Rd. Therefore, a(v; u) is deEned as in (2) with D = Rd.
Let the coeKcients aij be smoothed by a sequence of C∞-molifyers 6l; l∈N, in the usual way,
a(l)ij = 6l ∗ aij. Then the corresponding forms v; u → a(l)(v; u) converge to a(v; u) for each Exed pair
(v; u)∈W 1∞(Rd) ×W 11 (Rd). In the next step we approximate a(l)ij ; i = j, with a˜(l)ij in the following
way:
a˜(l)ij =
{
a(l)ij for |a(l)ij |¿ 1=l;
0 otherwise:
Again, the corresponding forms a˜(l)(v; u) converge to a(v; u) as l → ∞. For each pair i; j; i = j, the
set Dij;0 = {x∈Rd: a˜(l)ij (x) = 0} is open, and separates the sets Dij;± on which a˜(l)ij is either strictly
positive or strictly negative. Because of this property, the condition S12(0) = ∅ for A˜(l)0 (l Exed) is
valid for grids Gn with suKciently large n. We shall henceforth assume S12(0) = ∅ to be valid for
all grids Gn, thus implying that An have compartmental structure.
Lemma 4.1. The discretizations An of (15), (19) are symmetric matrices. There exist positive
numbers OMG¿ OM and MG6M , independent of n and depending on OM;M; O!; ! and the functions
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f{rs} of (17), such that
MG6
〈un|Anun〉∑
i ‖Uiun‖22
6 OMG:
The following remarks can be taken as hints for a proof of this lemma. If d=2, and An is deEned
by the Erst method, then OMG = OM; MG =M . If d=2, and An is deEned by the second method, we
get
(1− O!)M6 〈un|Anun〉∑
i ‖Uiun‖22
6 (1 + O!) OM:
In this case we can choose OMG = 5 OM . If An is deEned by (19), then MD;MG depend also on
!; f{rs}.
In order to simplify expressions and arguments in proofs, in the remaining part of this presentation,
we use symbols M; OM for MG; OMG, respectively.
Let us deEne Gn(D) = Gn ∩ D and the projector Pn(D) on Gn by Pn(D)un = 1Gn(D)un, where
1S is the indicator of S ⊂ Gn. The spaces l(Gn(D)); lp(Gn(D)) and w1p(Gn(D)) are deEned by
restrictions. The index set is denoted by Jn(D). Any un ∈ l(Gn(D)) is considered as an element
of u˜n ∈ l(Gn) deEned by zero extensions outside of Gn(D); u˜n = un on Gn(D) and u˜n = 0 on
Gn \ Gn(D). In this way, the matrices Ui; Vi; Z(r; i) are naturally deEned on Gn(D). To a matrix
X : l(Gn) → l(Gn) we associate X (D) = Pn(D)XPn(D). Thus, we have An(D) = Pn(D)AnPn(D)
with compartmental structure discretizing AD of (3). The matrices An(D) deEned with An of (15)
and (19) are symmetric, and for any un ∈ l(Gn(D)) fulEll the inequalities of Lemma 4.1, that is,
M
∑
i ‖Uiun‖226 〈un|An(D)un〉6 OM
∑
i ‖Uiun‖22.
Let X; Y be two matrices and ; &¿ 0; +&=1. Let there exist a matrix X−1 and a matrix norm
‖ · ‖ such that ‖(X−YX−&)m‖¡ 1 for some m∈N. Let ck(r)=:(k + r)=:(k +1):(r), being equal
to ( k+r−1k ) for r ∈N. Then
(X − Y )−r = X−&
∞∑
k=0
ck(r)(X−YX−&)kX− (22)
is valid in the sense of a matrix equality.
Due to the compartmental structure, the matrices An of (15) and (19) have representations of the
form !I − Fn, with !¿ 0 for some matrices Fn with nonnegative matrix elements, and, in addition,
‖Fn‖∞ = !. If R(; An) = (I + An)−1 is the resolvent of An, then for each ¿ 0; r ¿ 0, we have
R(; An)r =
1
(+ !)r
∞∑
k=0
ck(r)
1
(+ !)k
Fkn (23)
as one of possible representations of R(; An)r . The series on the right-hand side is a positive matrix,
and in our analysis the matrix R(; An)r is deEned by this series. In case of An(D) expression
(23) is also valid for  = 0, which follows from the fact that for some m∈N‖Fn(D)m‖∞¡!m
(implied by
∑
i(An(D))ij ¿ 0 for some multi-index j∈ Jn(D)). Therefore, we deEne An(D)−r =
!−r
∑
k ck(r)(Fn(D)=!)
k . A subsidiary result of (23) is ‖R(; An)r‖∞=−r ; ‖R(; An(D))r‖∞¡−r .
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4.1. Relationships between An(D) and discretized Laplacian
Let Hn be the standard discretization of the operator H = − OM, coinciding with both, (9) and
(11). The matrices Hn(D)=Pn(D)HnPn(D) have positive R(; Hn(D)) for all ¿ 0. Thus, Hn(D)−1=2
is positive and positive deEnite matrix acting on elements of l(Gn(D)). If the smallest eigenvalue
of Hn(D) is denoted by D, then one easily proves that
‖Hn(D)−r‖26 −rD ;[
d∑
i=1
‖UiHn(D)−r‖22
]1=2
6 ( OM)−1=21=2−rD ; r¿
1
2
: (24)
To write down the statements of the following lemma as brieRy as possible, it is convenient to use
the symbols An for discretizations of A0 and symbols A′n=An+Bn=An+B′n+B′′n for discretizations
of (1). The elliptic di?erential operator W =H−A0, with the coeKcients wij=M=ij−aij, is generally
degenerate:
06
d∑
i; j=1
ziwij(x) Ozj6 ( OM −M)|z|22:
The discretizations Wn;Wn(D), induced by the corresponding discretizations of An, are symmetric
and positive semideEnite, 06 〈un|Wn(D)un〉6 ( OM −M)‖un‖22;1. Among all square roots of Wn(D)
there is only one which is positive semideEnite, and we denote it by Wn(D)1=2.
Lemma 4.2. Let r ∈ (0;∞) be arbitrary, un ∈ l(Gn(D)) and >= OM=M .
(i) For each ¿ 0
‖R(; An(D))run‖26 >r‖R(; Hn(D))run‖2:
(ii) Let A′n = An + B′n + B′′n . There exists (b′; b′′)¿ 0, independent of n, such that
‖R(; A′n(D))run‖26 (2>)r‖R(; Hn(D))r=2‖2‖R(; Hn(D))r=2un‖2;
whenever ¿ (b′; b′′).
Proof. In this proof we write Wn instead of Wn(D), etc. To prove (i), we start from the expression
An = Hn −Wn and apply (22). It is suKcient to consider the case = 0. Thus,
A−rn = (Hn −Wn)−r = H−r=2n (I − H−1=2n WnH−1=2n )−rH−r=2n
=H−r=2n
( ∞∑
k=0
ck(r)(H−1=2n WnH
−=1=2
n )
k
)
H−r=2n : (25)
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Suppose that ‖H−1=2n WnH−1=2n ‖26 ?2, where ? = 1 −M= OM ¡ 1. Then the series converges and we
have the following inequality:
〈un|A−rn un〉6
(∑
k
ck(r)?2k
)
‖H−r=2n un‖22 =
( OM
M
)2r
〈un|H−rn un〉
implying (i). Therefore, it remains to prove ‖H−1=2n WnH−1=2n ‖26 ?2. First we estimate the l2(Gn(D))
norm of Wn(D)1=2Hn(D)−1=2:
‖W 1=2n H−1=2n un‖22 = 〈H−1=2n un|WnH−1=2n un〉
6 ( OM −M)
∑
i
‖UiH−1=2n un‖226
OM −M
OM
‖un‖22 = ?2‖un‖22:
The same estimate is valid for the transposed matrices, so that
‖H−1=2n WnH−1=2n ‖26 ?2¡ 1:
To prove (ii) we replace An; Hn; Wn of (25) with I + A′n; I + An and −Bn = −(B′n + B′′n ),
respectively. Hence,
R(; A′n)
r = R(; An)r=2
∞∑
k=0
(−1)kck(r)(R(; An)1=2BnR(; An)1=2)kR(; An)r=2:
Let us deEne |b′|=maxi‖bi‖∞, and analogously |b′′|. It is easy to get the following estimates:
‖B′nR(; An)1=2‖26 |b′|
√
d
M
; ‖R(; An)1=2B′′n‖26 |b′′|
√
d
M
;
so that
‖R(; An)1=2BnR(; An)1=2‖26 (|b′|+ |b′′|)
√
d
M
:
Then we have
‖R(; A′n)run‖26
( √
M√
M−√d(|b′|+ |b′′|)
)r
‖R(; An)r=2‖2‖R(; An)r=2un‖2:
There exists a positive (b′; b′′) so that the expression in brackets can be made less than 2 for
¿(b′; b′′). Hence, the obtained inequality and the proved part (i) imply (ii).
Remark. Inequality (ii) is valid for R(; A′n(D))T as well, since the transposition implies b′i →
−b′′i ; b′′i → −b′i. In case of A′n(D) = An(D) + B′′n (D), instead of (ii) a stronger result can be derived:
‖R(; A′n(D))run‖26 (2>)r‖R(; Hn(D))run‖2:
The next two results are basic in our proofs of the convergence of numerical solutions, and they
are a simple consequence of Lemma 4.2. In the Enal step of the mentioned proofs, one has to
estimate 〈un|Hn(D)−run〉. By a dilatation and translation one can map D into the cube C = (0; 1)d.
The associated A(x) is deEned in terms of the scaled coeKcients in Assumption 2.1. Because of
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the maximum principle, the scalar product 〈un|Hn(D)−run〉 cannot be larger than 〈un|Hn(C)−run〉. A
bound on the latter scalar product can be easily obtained. Let D=(0; 1)d. The matrix Hn(D) has order
N = (n− 1)d, so that the index set Jn(D) has N elements. The corresponding eigenvectors ek have
bounds |(ek)i|6 (2h)d=2; k; i∈ Jn(D), and the corresponding eigenvalues are k = OM@2
∑d
i=1 k
2
i s(i)
2,
where s(i) = sin(@kih=2)=(@kih=2) [8]. The di?erential operator HD is deEned by HD = − OM, with
the Dirichlet boundary conditions on 9D. Its eigenvalues are Ak = OM@2
∑d
i=1 k
2
i , therefore
16 max
k∈Jn(D)
Ak
k
6
(@
2
)2
:
In particular,
Tr (Hn(D)−r)6
(@
2
)2r
Tr (H−rD ):
For r ¿d=2, the right-hand side is Enite. Let pi have the ith component equal to one and zero
elsewhere. A consequence of the established inequality is
〈pi|Hn(D)−rpi〉6 2dhd
(@
2
)2r
Tr(H−rD ): (26)
Proposition 4.1. Let An(D) be discretizations of A0 and A′n(D) = An(D) + Bn(D). Let n be large
enough so that A′n(D) has compartmental structure. There exists c∞(A), independent of n, such
that
‖An(D)−1‖∞6 c∞(A); ‖A′n(D)−1‖∞6 c∞(A)‖A′n(D)−1‖2:
Proof. We omit the symbol (D) for brevity. The expression
A−1n =
m∑
r=1
r−1R(; An)r + mR(; An)mA−1n (27)
is valid for all m∈N0; ¿ 0, and for m = 0 the right-hand side is A−1n . An application of CSB
inequality yields
|〈pi|A−1n un〉|
‖un‖∞ 6
m

+ m‖R(; An)mA−1n pi‖2
‖un‖2
‖un‖∞
¡
m

+ mh−d=2‖A−m−1n pi‖2:
In accordance with (i) of Lemma 4.2 and inequality (26), we have
‖A−m−1n pi‖226 >2(m+1)‖H−m−1n pi‖226 '(m)2hd Tr(H−2(m+1)D );
where '(m)2 = 2d(@=2)4(m+1)>2(m+1). Hence,
|〈pi|A−1n un〉|6
(m

+ m'(m)
√
Tr(H−2(m+1))
)
‖un‖∞
implying the Erst asserted inequality.
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If we apply (27) to A′n instead of An, we get
|〈pi|A−1n′ un〉|
‖un‖∞ 6
(m

+ mh−d=2‖R(; (A′n)T)mpi‖2
)
max{1; ‖A−1n′ ‖2}:
The expression ‖R(; (A′n)T)mpi‖2 can be estimated from Lemma 4.2, so that arguments of the pre-
vious case can be repeated.
In the next result, (1); (2) are arbitrary numbers in (0; 1], and (3) is arbitrary in (0; 1=2).
Lemma 4.3. For each d=1; 2; 3 and a grid-knot z=hn
∑d
i=1 riei ; i∈Z, there exists a pair of positive
numbers ((d); c(d)), independent of n, such that∥∥∥∥∥
(
d∏
i=1
Zn(ri; i)− I
)
An(D)−1
∥∥∥∥∥
∞
6 c(d)|z|(d):
Proof. We write again An instead of An(D), etc. First we consider the discretizations An of A0.
Let i = 1 and Qn(r) = Zn(r; 1) − I be the corresponding di?erence operator. By CSB inequality
we get
|〈pi|Qn(r)A−1n un〉|6 h−d=2〈QTn (r)pi|A−2n QTn (r)pi〉1=2‖un‖∞:
Now we have
〈QTn (r)pi|A−2n QTn (r)pi〉6 >2〈QTn (r)pi|H−2n QTn (r)pi〉
6 >2 max
k
{(QTn (r)ek)2i Tr(H−2n )}:
The Erst factor on the right-hand side can be estimated from the explicit expression of eigenvectors
[8]. It follows that |(Qn(r)Tek)i|6 2d=2+1−hd=2(k1h@r), and an estimate of the second factor follows
from (26). Therefore,
〈Qn(r)Tpi|A−2n Qn(r)Tpi〉6 c1hd(hr)2
∑
k
(
d∑
i=1
k2i
)−2+
6 c2hd(hr)2
1
4− d− 2 ;
where c1; c2¿ 0 are certain constants independent of n, and k is a multi-index. It follows that
|〈pi|Qn(r)A−1n un〉|6 c3(hr)
1√
4− d− 2‖un‖∞:
From (27) for the matrices A′n and m= 1 we get
|〈pi|Qn(r)A−1n′ un〉|6 h−d=2‖R(; A′n)TQn(r)Tpi‖2(1 + ‖A−1n′ ‖2)‖un‖∞:
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By (22) with A′n = I + An; Y =−B′n; = 0; & = 1, we get
‖R(; A′n)TQn(r)Tpi‖26
( √
M√
M− (√d|b′|)
)
‖R(; An)Qn(r)Tpi‖2:
The obvious inequality ‖R(; An)Qn(r)Tpi‖2¡ ‖A−1n Qn(r)Tpi‖2, and the Erst part of the proof then
give the Enal result.
5. Convergence of approximations
The main analytical tool we need in this section is the equicontinuity of a set in Lp(D) (see for
instance [11]).
Numerical or discretized versions of the variational formulation (4) are given by Enite-dimensional
variational equalities:
〈vn |An(D)un〉= 〈vn | n〉; vn ∈ lp(Gn(D)); (28)
where the discretizations n ∈ lp(Gn(D)) of ∈P(D) are deEned in terms of its components:
(n)i =
1
meas(C(hn; xi))
∫
C(hn;xi)
d(x); xi ∈Gn(D):
Let C(h; x; ·) be the ‘hat’-function on R, centered at x∈R with support [x − h; x + h]. Then the
functions z → D(h; x; z) =∏di=1 C(h; xi; zi) deEne d-dimensional hat-functions with supports S(h; x).
All the functions D(h; x; ·); x∈Gn(D), span a Enite-dimensional space, denoted by En(D). Let un be
a solution of (28), and let uni = (un)i be its components. Then the function
u(n) =
∑
xi∈Gn(D)
uniD(hn; xi) (29)
belongs to En(D), and is called the numerical solution of the original problem. The piecewise
constant functions
(n) =
∑
i
(n)i1C(hn;xi) (30)
are called numerical approximations of ∈P(D). Apparently, (n) are measure densities. Functions
of En(D) have their supports in the set Dn =
⋃
v∈Gn(D) S(v). Neither Dn ⊂ OD nor D ⊂ Dn need
not be true. In order to relate functions in En(D) and W˙ 1p(D), it is convenient to extend them by
zero values where necessary, and relate them as elements of En(Rd) and W 1p(Rd). Therefore, the
convergence u(n) → u in W˙ 1p(D) must be formulated as the convergence in W 1p(Rd), with similar
remarks applied to measure densities (30). If the support of (n) is outside of OD, then (n) ∈ P(D).
Then 〈f | (n)〉 → 〈f | 〉 must be considered for functions f∈C(Rd) with compact supports. It is
important that the Green’s formula is valid for extensions, i.e., for any u, with Au being equal to a
Enite measure, a(v; u) = 〈v |Au〉.
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The central problem is the convergence of functions u(n) to the unique solution of (4) in some
Banach space. If the convergence is established, we may say that u(n) approximate the function
u. As always, the convergence of numerical solutions relies on the consistency of the numerical
method. We prove it as the Erst step in the convergence proof.
The functions
x → a(n)ij (x) =
∑
w∈Gn
aij(w+ (hn=2)(ei + ej))1C(hn;w)(x)
are called piecewise constant approximations of the coeKcients aij on Rd. Here the terminology
‘approximations’ has a vague meaning, due to the fact that aij are piecewise continuous with respect
to a decomposition in terms of general sets. The following suKcient condition on coeKcients aij
gives a precise meaning to the notion of ‘approximations.’
Assumption 5.1. For any Enite cube D ⊂ Rd and i; j = 1; 2; : : : ; d, there holds:
lim
n→∞
∫
D
|aij(x)− a(n)ij (x)| dx = 0:
We shall say that un and u(n) are assigned to u∈L∞(Rd) ∩W 1p(Rd) if un and u(n) are deEned by
(un)i=u(xi) and (29). For u∈C(1)(Rd) with a compact support, and un, u(n) assigned to u; u(n) → u
in C(1)(Rd). Similarly, if u∈L∞(Rd) ∩W 12 (Rd), then u(n) → u in W 12 (Rd).
Lemma 5.1. Let f∈ C˙( OD); u∈L1(D) ∩ L∞(D); ∈P(D), and let fn; f(n); un; u(n) and n; (n), be
assigned to them, respectively. Then
〈f|u〉= lim
n
〈f(n) | u(n)〉= lim
n
hd〈fn | un〉;
〈f|〉= lim
n
〈f(n) | (n)〉= lim
n
hd〈fn | n(n)〉:
Proof. In accordance with Assumption 5.1, one can suppose that aij are piecewise constant with
respect to the decomposition into grid cubes for a certain grid step. By evaluating the integrals∫
D(h; x; z)D(h; y; z) dz explicitly for grid-knots x; y, one gets
|〈f(n) | u(n)〉 − hd〈fn | un〉|6
∑
i =j;|ri|;|rj|61
‖(Zn(ri; i)Zn(rj; j)− I)fn‖∞ :
An analogous inequality holds for measures.
The same technique can be applied to prove:
Proposition 5.1 (Consistency): Let v∈C(1)(Rd); u∈L∞(Rd) ∩W 12 (Rd) have supports in a bounded
set. If Assumption 5.1 holds, then
a(v; u) = lim
n
a(v(n); u(n)) = lim
n
hdn〈vn |Anun〉:
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A consequence of the established consistency is the convergence of numerical solutions in the
Sobolev space W 12 (D) for any right-hand sides in L2(D). Standard techniques that apply to spaces
W 12 (D) and bilinear forms can be utilized, in order to get the following result:
Theorem 5.1 (Convergence in Sobolev space). Let the bilinear form (2) and matrices An(D) satisfy
a(u; u)¿m‖u‖22; 〈un |An(D)un〉¿m ‖un‖22 ; m¿ 0: (31)
Let (n) be de?ned by (30) and (n) →  in L2(D). Let u(n) be de?ned by (29), un=An(D)−1n.
Then u(n) → u in W 12 (D) where u= A−1D .
Results of Lemma 4.2 can be straightforwardly used in the proof of boundedness of numerical
solutions in L∞(D). Either A= A0 and the norm
∥∥A−1n (D)∥∥2 in expressions of Lemma 4.2 is disre-
garded, or A=A0+B in which case one needs an estimate of
∥∥A−1n (D)∥∥2, which must be uniform with
respect to n. In our case the matrices An(D) satisfy (31) and the inequalities
∥∥A−1n (D)∥∥26 (m)−1=2
are valid. Since l∞(Gn(D)) and l1(Gn(D)) are mutually dual, the assertions of Lemma 4.2 are valid
for l1(Gn(D)) as well.
Theorem 5.2 (Boundedness of numerical solutions). Let An(D) satisfy (31), un = An(D)−1n, and
let functions u(n); (n) be de?ned by (29) and (30).
(i) If (n) are uniformly bounded in L∞(D), then the sequence {u(n) : n∈N} is also bounded in
L∞(D).
(ii) If {(n) : n∈N} ⊂ P(D), then the sequence {u(n) : n∈N} is bounded in L1(D).
Actually, for d6 3 a stronger version of this theorem is possible. If all the assumptions of the
previous theorem are satisEed, instead of (i), the following assertion is valid: if (n) are uniformly
bounded L2(D), then u(n) are uniformly bounded in L∞(D). Similarly, instead of (ii), one obtains
that u(n) are uniformly bounded in L2(D) for (n)∈P(D). We could not prove an inequality of the
form 〈vn |An(D)−1un〉6 cAH 〈vn |Hn(D)−1un〉, which should be valid for nonnegative pairs vn, un and
an n-independent cAF . If such inequalities were at hand, assertion (i) of Theorem 5.2 would be true
for a uniformly bounded sequence of (n) in Lq(D), q¿d=2. Let us point out that such inequalities
could be considered as numerical versions of the Aronson estimates [13], which are extensively used
in the proof of Theorem 2.1.
5.1. Convergence of numerical solutions
The convergence of numerical solutions to the unique solution of (4) will be proved for d6 3,
because our proof is based on Lemma 4.3. First, we have to reformulate the results of Lemma 4.3
in terms of functions u(n)∈En(D). The spaces lp(Gn(D)) are of a Enite dimension, so that results
for p= 1 can be obtained directly from results for p=∞.
Let us deEne the operator Z(z) acting on functions on Rd by (Z(z)f)(x) = f(x + z). To each
z = (z1; z2; : : : ; zd), and n∈N, we associate integers ri with the following property:
zi − hnri ∈ [0; hn): (32)
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Then z − hn
∑d
i=1 riei ∈C(0; hn). For z =
∑
i riei ; ri ∈Z, we have
‖(Z(z)− I)u(n)‖∞6
∥∥∥∥∥
(∏
i
Zn(ri; i)− I
)
un
∥∥∥∥∥
∞
;
‖(Z(z)− I)u(n)‖16 hd
∥∥∥∥∥
(∏
i
Zn(ri; i)− I
)
un
∥∥∥∥∥
1
:
Lemma 5.2. Let z∈Rd and ri be de?ned by (32). There exists cs(d), independent of n, such that
‖(Z(z)− I)u(n)‖∞6 cs(d)
∥∥∥∥∥
(∏
i
Zn(ri; i)− I
)
un
∥∥∥∥∥
∞
;
‖(Z(z)− I)u(n)‖16 cs(d)hd
∥∥∥∥∥
(∏
i
Zn(ri; i)− I
)
un
∥∥∥∥∥
1
:
Theorem 5.3. Let formula (31) be valid, f∈C( OD), fn be its pointwise discretization, un = A−1n fn
and u(n) be de?ned by (29). Then there exists ∈ (0; 1) such that u= limn u(n) in C˙( OD), where
u= A−1D f.
Proof. From Lemmas 4.3 and 5.2 we have
‖(Z(z)− I)u(n)‖∞6 cs(d)c(d)|z|(d)‖f‖∞: (33)
Let a convergent subsequence of U= {u(n) : n∈N} have the limit u∗ ∈ C˙( OD). Then u= u∗ ∈W 12 (D)
by Theorem 5.1. Due to u − u∗ ∈ C˙( OD), we have u = u∗ on OD. This implies the convergence of
the whole sequence U to u∈ C˙( OD). Inequality (33) implies u∗ ∈ C˙()( OD). As u∈ C˙(&)( OD) for some
&∈ (0; 1), Theorem 5.1 additionally implies u= u∗ ∈ C˙()( OD) for any ¡min{(d); &}.
We denote brieRy the Banach spaces 01;∞ (D) deEned in [14] as L
()
1 (D).
Theorem 5.4. Let (31) be valid, ∈P(D) and n; (n) be assigned to it. Let un = An(D)−1n and
u(n) be de?ned by (29). Then the sequence {u(n) : n∈N} ⊂ L()1 (D) converges strongly in L()1 (D),
for certain , to the solution u of (4).
Proof. The sequence U= {u(n) : n∈N} is equicontinuous in L1(D):
‖u(n)‖16 c1(d); ‖(Z(z)− I)u(n)‖16 cs(d)c(d)|z|(d)‖(n)‖1
with certain c1(d), independent of n. Any convergent subsequence is denoted again by {u(n) : n∈N}.
Let u∗ = limn u(n). First we prove u∗ = u in L1(D), and to prove this statement it is suKcient to
verify 〈g | u∗〉= 〈g | u〉 for any g∈ C˙( OD).
Let g∈ C˙( OD) and gn ∈ l∞(D); g(n) be assigned to it. Let fn = A−1n gn and f(n) be deEned as in
(28). By Theorem 5.3, the sequence {f(n) : n∈N} converges to f=A−1g in C˙( OD). By Lemma 5.1
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we have
〈g | u∗〉= lim
n
〈g(n) | u(n)〉= lim
n
hd〈gn | un〉:
Because of 〈gn | un〉= 〈fn | n〉 and limn hd〈fn | n〉= limn 〈f(n) | (n)〉, we have
〈g | u∗〉= lim
n
〈f(n) | (n)〉:
However, the right-hand side is equal to 〈f | 〉 = 〈g | u〉, implying u∗ = u in L1(D). Therefore,
the whole sequence U converges to u in L1(D). Due to u∈W 11 (D), the sequence of functions
v(n)=h−1n (u(·+hn)−u(·)) converges to u∈W 11 (D) [5]. Hence u∈L(&)1 (D) for all &∈ (0; 1). As in the
proof of the previous theorem, one veriEes that u(n) converges to u∈L()1 (D) for any ¡(d).
6. A numerical example
We have applied the method to the following model equation:
− div (D(x) grad u)(x) = =(x) (34)
in the square [− 1; 1]2 ⊂ R2. Here, = is Dirac delta measure concentrated at the origin, and D(x) is
a simple piecewise constant function:
D(x) = D(x; y) =
{
1 x¡ 0;
D x¿ 0 (D¿ 0)
for all y∈ [− 1; 1]. The fundamental solution (see Fig. 1) is easily found to be
1
@(1 +
√
D)


log
(√
x2 + y2
)
; x¿ 0;
log
(√
x2=D + y2
)
; x¡ 0:
Dirichlet boundary conditions are then obtained by restricting the fundamental solution to the sides of
square. We thus know the exact solution, and (34) is well suited for numerical tests. Since there is no
point in tabulating the pointwise error, we have compared the integrals of the exact solution (which
can be found in the closed form) to the trapezoidal approximations of integrals of the numerical
solution. Relative error was calculated according to the formula (exact− trapezoidal)=exact, and then
tabulated along vertical strips in [0; 1]× [− 1; 1] of varying length. Fig. 2 shows a plot of relative
error as a function of the strip and its length measured in grid-knots. For very short strips close
to singularity the relative error is big, but this also happens if one integrates the exact solution by
trapezoidal rule, due to its slow convergence. For longer strips, relative error approaches 10−7 on a
64 by 64 grid and D = 2. No coordinate transformations are needed in this case, so the algorithm
is simple. For less singular measures on the right-hand side, better results are obtained; (34) can be
regarded as the ‘worst case.’
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Fig. 1. Exact solution of the model equation sampled in 64 by 64 grid-knots with D = 2.
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Fig. 2. L1-like relative error for the model equation with D = 2.
7. Conclusion
If the coeKcient a12 is not too large compared to a11 and a22 as speciEed by (13), then the proposed
numerical methods lead to an easy-to-implement algorithm for solving numerically a two-dimensional
boundary value problem (3).
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Condition (13) can be relaxed by using coordinate transformations. If !(x)¿ 1 on a set S ⊂ Rd,
one has to utilize coordinate transformations until !(x)6 O! is satisEed. The possibility of this
procedure follows from the fact that the matrix-valued function a(x) = {aij(x) : i; j = 1; 2; : : : ; d}
at a Exed x can be transformed to a diagonal matrix by a rotation. A transformation of such a
kind, when applied to a grid Gn, must fulEll additional conditions. It must map Gn into Gn (see
[10]). In order to apply the methods of Sections 4 and 5 to problems with transformed subsets of
grids, a representation of the corresponding matrices An, similar to (15) or (19), must be available.
This cannot be done without a substantial amount of details, which are beyond the scope of this
presentation.
The global boundedness of numerical solutions for right-hand side in L∞(D) is proved for any
dimension by using Hilbert space techniques, i.e., global properties of numerical solutions. This
method can be applied as well to the Dirichlet boundary problem on a bounded domain. Hence,
this is an alternative proof of either Nash global method (see [2,13]) or methods based on local
properties of solutions in W 12 (D), as given in works [7,9].
The equicontinuity (in terms of HUolder continuity) of numerical solutions u(n) in L∞(D) or
L1(D) is proved from global properties of numerical solutions. Such a proof was possible only for
dimensions d6 3 and the dominant part of the elliptic operator. One has to use local properties
of numerical solutions in order to get HUolder continuity for all dimensions. For instance, one has
to prove that numerical solutions belong to the de Giorgy class [6]. Usually, this property of the
solution is proved from the fact that ADu= f, where f∈Lq(D); q¿d, but this method cannot be
utilized here, because f = ADu(n) is a distribution. However, the already established boundedness
of numerical solutions can help. The authors’ research in this direction will be Enished soon.
The solutions u of (4) are in W˙ 11(D), and the numerical solutions u(n) of the proposed method
should converge weakly to u in W˙ 11(D). This would follow from the boundedness of sequence
{u(n) : n∈N} in W˙ 11(D). One of the consequences of the weak convergence of numerical solutions
in W˙ 11(D) would be the convergence of the corresponding bilinear forms. This would imply that the
weak limit of numerical solutions coincides with the unique weak solution of the original problem. In
case of A=− there exists a proof of boundedness of numerical solutions in W˙ 11(D), but this proof
is based on the representation of R(;−) in terms of eigenfunctions, and induction on dimension.
The authors’ could not have proved this boundedness for a general A of form (1).
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