In this work we study asymptotic properties of a long range memory random walk known as elephant random walk. Using Lyapunov functions we prove recurrence and transience for the elephant random walk. Finally, in the recurrent regime, we establish the replica mean field limit for this random walk.
Introduction.
The asymptotic behavior of random walks with long range memory has been extensively studied over the last years. In particular, the so called elephant random walk has attracted the attention of many researchers. Indeed, most of the related work on limit theorems of random walks with memory can be subdivided into two categories: the study of law of large numbers, central limit theorems and invariance principles (see, for instance, [4] , [6] , [8] and references therein) and hypergeometric identities arising from this kind of processes (see [7] ).
In this paper we focus on the study of recurrence-transience properties for the ERW as well as on the study of the replica mean field limit for the ERW.
The paper is organized as follows. In section 2 we establish the recurrence (respectively transience) property for the ERW using a Lyapunov function approach. Finally, in section 3, we establish the replica meand field limit for the ERW in the recurrent regime.
Recurrence and Transience.
In this section, we investigate the properties of recurrence-transience of the elephant random walk. Since we are dealing with non-homogeneous random walks, we can not use classical arguments such as renewal arguments used in the study of such properties. Therefore, we use Lyapunov function methods. To do so, we need at first to form the infinitesimal generator L of the process, If we denote η i , i ≤ n the first n jumps of the process, then the current position X n of the process is
At first, for any event A, define P n (A) = P (A/x n ) to be the probability of the event A given the first n jumps of the process. Then, if φ n (i) is the probability to choose the ith jump η i from the n first jumps, then the generator of the process X n+1 for any test function f : R → R and x ∈ R N + is given by
where the event {η n+1 /i} means that we determine the n + 1 step from the ith step. In the current paper, we pay special attention to the uniform case, where • (i) the process does not loose any of its memory, that is, the ith jump, i, i ≤ n, is chosen uniformly, i.e. φ n (i) = 1 n . • (ii) the jumps take values η i ∈ {−1, 1}, and the jump probabilities are uniform on i and n, i.e.
for any n ∈ N and i ≤ n, and 0 < p, q < 1, p + q = 1.
In the following lemma, we show that in the uniform case we the increments of the infinitesimal generator of the process depend exclusively on the values of n and x n .
Lemma 2.1. In the uniform case the infinitesimal generator takes the form
Proof. We will first compute the jump probabilities. To compute the jump probabilities P n (η n+1 = a) in the sum, for a ∈ {−1, 1}, we can use the total law of probability
We will now compute P n (η i = b), for b = −1, 1. If we denote η + = #{i : i ≤ n s.t. η i = 1} and η − = #{i : i ≤ n s.t. η i = −1}, then since the process always starts from 0, the η + and η − satisfy the following set of equations
This has the simple solution η + = xn+n 2 and η − = n−xn 2 . Since we are in the uniform case, for every i ≤ n, we can compute
We finally get P n (η n+1 = 1/i) = p x n + n 2n + q n − x n 2n = x n (p − q) + n 2n and
Having determined the exact expression of the infinitesimal generator, we can now calculate its values for specific test functions. This will be the subject of the following two small lemmata. 
Proof. Consider h(x n ) = |x n |. We can write
Lemma 2.3. Consider the uniform case. If p ≥ q, then
Now, we present the main result of this section, on recurrence and transience of the Elephant random walk process. As one can see, this is determined exclusively on the values of p and q.
Theorem 2.1. Consider the uniform case. If p < q then the r.v. is recurrent. If p ≥ q, then it is transient.
Proof. In the case p < q, the recurrence follows directly form Lemma 2.2 and the Recurrence criterion (see Theorem 2.5.2, [11] and [9] ), which states that an irreducible Markov chain X n on a countable state space, is recurrent if and only if, there exists a function f :
for all x ∈ Σ \ A, for some finite non empty set A ⊂ Σ.
In the case q ≤ p, the transience follows directly from Lemma 2.3 and the Transience criterion (see Theorem 2.5.8, [11] and [9] ), which states that an irreducible Markov chain X n on a countable state space, is transient, if and only if, there
exists a function f : Σ → R + , in our case f (x) = 1 1+|x| , and a non empty set A ⊂ Σ, here A = {0}, such that the following two hold
for at least one site y ∈ Σ/A.
Next we show, that for p < Q, the elephant random walk is actually positive recurrent. At first, for any stopping time τ , define τ n = min {n, τ, inf{k ≥ 0 : Z k ≥ n}}.
Theorem 2.2. Consider the uniform case and define τ 0 := inf{t :
and so the elephant random walk is positive recurrent.
Proof. From the discreet Dynkin's Formula we can compute
since p < q. If we apply the computation obtain from Dynkin's formula in (2.3), for every x = 0, Z k = h(x k ) and τ = τ 0 , we obtain
As an application of martingale theory and the Lyapunov bounds, we obtain the following bounds of displacement probability for the different values of p and q.
Corollary 2.1. Assume the uniform elephant random walk.
If p < q, then, for all a > 0 and for all n > 0,
.
If p > q, then, for all a > 0 and for all n > 0,
If p = q, then, for all a > 0 and for all n > 0,
Proof. The corollary follows directly from the Azuma-Hoeffding inequalities ( [9] and [10] ). The first assertion is a result of the Azuma-Hoeffding inequality for supermartingales and Lemma 2.2, while the second of the Azuma-Hoeffding inequality for submartingales and the fact that for p > q one obtains from (2.2) that X n is a submartingale. Equally we conclude for the third assertion, with the use of the Azuma-Hoeffding inequality for martingales and the fact the X n is a martingale for p = q as obtained from (2.2).
3. Replica Mean Field Limit for the Recurrent Case.
In the previous section we determined for which values of p and q the elephant random walk is recurrent or transient. Furthermore, for the recurrent case, we obtained bounds for the return time to zero, as well as, of the displacement probabilities. In the current section we study further the recurrent case. In particular we obtain the Replica Mean Field (RMF) limit of the process, which will give as an estimate of the mean of the value of the process at stationarity.
RMF limits were applied in [3] by Baccelli and Taillefumer to describe the stationary state of systems of finite number of neurons (see relevant works [2] , [5] , [13] and [14] ).
The general idea behind the RMF approach is to describe the moments of the invariant measure in terms of basic structural elements of the process, as are in our case the probabilities p and q.
The results presented in the current section as well as the methods to obtain them, follow closely the work in [3] , where someone should look for a detailed and comprehensive explanation of the RMF approach.
In general, Replica Mean Field models have been applied to systems of interacting particle systems, as in [3] where systems of interacting neurons where studied. The RMF model is constructed by considering a finite number of copies of the initial system (the set of interacting particles), where the initial interactions between the particles is now replaced by a higher level of inter replica interactions. To obtain the RMF limit, one takes the number of replicas to infinity, where we consider independence between the replicas, based on the assumption of Poisson Hypothesis.
In our case however, where the random system consists of only one particle, the elephant random walk, we modify the approach so that the interactions between the particles considered in the original approach, will be now substituted by the influence of the previous jumps of the process. In that way, the set of the past jumps of the process can be considered as a set of particles that interact with the elephant random walk at the current position, to determine the next move.
For any natural number M bigger than one, we can now define the finite Replica Mean Field system consisting of M identical copies of an elephant random walk, X n := (X i n i ) M i=1 , after n = M i=1 n i total jumps, summing the n i jumps of the ith elephant, for i ∈ {1, 2, ..., M}. If we denote by η i k the kth jump of the ith elephant, for k ∈ {1, ..., n i } and i ∈ {1, 2, ..., M}, we can then write
We will now define the infinitesimal generator of the M finite Replica Mean Field model for some M ∈ N ∩ {M > 1}. In analogy to the elephant random walk, consider P j n j (A) = P j (A/x n j ), the probability of the event A given that the elephant in the j replica is at position x n j . Then, the generator of the finite M RMF process X n+1 for any test function f : R → R and x ∈ R N + has the form
while the event {η i n i +1 /η j k } means that we determine the n i + 1 step of the ith elephant, from the kth step of the jth elephant. ξ i is the probability the ith elephant to be the one that moves next, φ i (j) is the probability to chose the j elephant to determine how the ith will move and φ j n j (k) the probability to chose the k step, k ≤ n j , of the jth elephant.
We note, that for simplicity we will write x n i := x i n i . We consider the probabilities
for any n i ∈ N and k ≤ n j , for 0 < p, q < 1 and p + q = 1.
The characteristics of the model:
• (i) the elephant that will move next is chosen uniformly, i.e. ξ(i) = 1 M . • (ii) if j is the next elephant that will move, then the elephant whose path will determine the next move of j, is chosen among the elephants again uniformly, with probability ψ i = 1 M −1 . • (iii) the process does not loose any of its memory, that is, the step is chosen again uniformly from all the previous steps k, k ≤ n j , i.e. φ j n j (k) = 1 n j . • (iv) the jump probabilities are uniform on i and j, i.e. p ji = p and q ij = q.
Furthermore, in order to avoid trivial degeneracies at the start of the process, and at the counting of the steps, we will assume the following:
• (a) Assume the elephant i to has been chosen as the next to move. When we choose the replica j that will determine the next move of the elephant i, if it happens to pick an elephant j that is on the other side of 0, then the elephant i does not move, and we continue the process by choose another elephant to be the next to move. This implies that in order to determine the next move of any elephant i, the elephant j that will determine how i will move, is always on the same side of i, and so
x n i x n j ≥ 0.
• (b) In order to avoid choosing an elephant that has not yet moved, to be the one that will determine the next step of the elephant that has been chosen to be the next to move, with out lose of generality we can assume that at the beginning of the process all elephants make a jump form their starting position 0, to −1 or 1, with equal probability 1 2 . Having established the interaction dynamics between the replicas, we can now determine the infinitesimal generator of the finite M Replica Mean Field model. This is the subject of the following lemma. 
where the probabilities
and
Proof. Since we are in the uniform case, the generator takes the form
We will first compute the jump probabilities. For this we will work as in the case of the one elephant random walk of the previous section. To compute the jump probabilities P j n j (η i n i +1 = a/η j k ) in the sum, for a ∈ {−1, 1}, we will use the total law of probability
We will now compute P n j (η j k = b), for b = −1, 1. If we denote η j,+ = #{k : k ≤ n j s.t. η j k = 1} and η j,− = #{k : k ≤ n j s.t. η j k = −1}, then since the process always starts from 0, the η j,+ and η j,− satisfy the following set of equations
that has the solution η j,+ = xn j +n j 2 and η j,− = n j −xn j 2 . Since we are in the uniform case, for every k ≤ n j , we can compute P n j (η j k = 1) = P (η j k = 1/x j n j ) = η j,+ n j = x n j + n j 2n j and P n j (η j k = −1) = P (η j k = −1/x j n j ) = η j,− n j = n j − x n j 2n j .
From the last two we obtain P j n j (η i n i +1 = 1/η j k ) = p
x n j + n j 2n j + q n j − x j n j 2n j = x n j (p − q) + n j 2n j and P j n j (η i n i +1 = −1/η j k ) = p n j − x j n j 2n j + q x j n j + n j 2n j = x n j (q − p) + n j 2n j .
Since the last two probabilities do not depend on η j k , putting everything together, leads to
for P j n j (η i n i +1 = a) = ax n j (p − q) + a j n j 2n j M(M − 1)
for a = −1, 1, when x n i x n j > 0. In the case x n i x n j ≤ 0, P j n j (η i n i +1 = 0) = 1.
Having determined the generator function of the finite M RMF model, we will first show a Foster-Lyapunov drift condition, appropriate to show ergodicity for the model. 
