Abstract. In this paper we construct a family of steady symmetric vortex patches for the incompressible Euler equations in an open disk. The result is obtained by studying a variational problem in which the kinetic energy of the fluid is maximized subject to some appropriate constraints for the vorticity. Moreover, we show that these vortex patches shrink to a given minimum point of the corresponding Kirchhoff-Routh function as the vorticity strength parameter goes to infinity.
Introduction
In this paper, we prove an existence result of steady symmetric vortex patch for a planar ideal fluid in an open disk. More specifically, by maximizing the kinetic energy subject to some appropriate constraints for the vorticity, we construct such a flow in which the vorticity has the form ω λ = λI {ψ λ >µ λ } − λI {ψ λ <−µ λ } (1.1)
for some µ λ ∈ R. Here I A will denote the characteristic function of some measurable set A, i.e., I A ≡ 1 in A and I A ≡ 0 elsewhere, λ is the vorticity strength parameter that is given, and ψ λ is the stream function satisfying
In addition, ω λ and ψ λ are both even in x 1 and odd in x 2 . In history, the construction for dynamically possible steady vortex flows has been extensively studied. Roughly speaking, there are mainly two methods dealing with this problem. The first one is called the stream-function method. It consists in finding a solution to the following semilinear elliptic equation satisfied by the stream function:
where the nonlinearity f is given. To obtain a solution for (1.3), one can use the mountain pass lemma(see [1, 17, 19] ), the constrained variational method(see [4, 5, 16, 20, 21] ), or a finite dimensional reduction(see [11, 12] ). The second one is called the vorticity method. It was put forward by Arnold(see [2, 3] ) and further developed by many authors; see [6, 7, 8, 9, 13, 14, 15, 22, 23] for example. The basic idea of the vorticity method is to extremize the kinetic energy of the fluid on a suitable class for the vorticity. For this method, the distributional function for the vorticity is prescribed, and the stream function ψ still satisfies a semilinear elliptic equation (1.3) , but the nonlinearity f is usually unknown. In this paper, we use the vorticity method to prove our main result.
In (1.1) the vorticity is a piecewise constant function, which is called a vortex patch solution. Such a special kind of solution has been studied by many authors. Here we recall some of the relevant and significant results. In [22] , by using the vorticity method, Turkington constructed a family of vortex patch solutions in a planar bounded domain. Moreover, he showed that these solutions "shrink" to a global minimum of the KirchhoffRouth function with k = 1(see Section 2 for the definition). Later in [15] , based on a similar argument, Elcrat and Miller constructed steady multiple vortex solutions near a given strict local minimum point of the corresponding Kirchhoff-Routh function. In 2015, Cao et el [12] proved that for any given non-degenerate critical point of the KirchhoffRouth function for any k, there exists a family of steady vortex patches shrinking to this point. The method used in [12] is based on a finite dimensional argument for the stream function.
Notice that both in [15] and [12] , the non-degeneracy of the critical point for the Kirchhoff-Routh function is required. But for the simplest domain, an open disk, every critical point of the Kirchhoff-Routh function with k ≥ 2 is degenerate due to rotational invariance. A natural question arises: can we construct steady multiple vortex patches in an open disk? Our main purpose in this paper is to give this question a positive answer. The new idea here is that we add a symmetry constraint on the vorticity to ensure that the vortex patches obtained as the maximizers of the corresponding variational problem "shrink" to two given symmetric points P 1 and P 2 , even if (P 1 , P 2 ) is not an isolated minimum point of the Kirchhoff-Routh function. Then we can show that these vortex patches have the form (1.1) if the vorticity strength is sufficiently large. At last by Lemma 6 in [10] these vortex patches are steady solutions of the Euler equations. This paper is organized as follows. In Section 2, we give the mathematical formulation of the vortex patch problem and then state the main results. In Section 3, we solve a maximization problem for the vorticity and study the asymptotic behavior of the maximizers as the vorticity strength goes to infinity. In Section 4, we prove the main result. Finally in Section 5, we discuss the existence of steady non-symmetric vortex patches.
Main Results

Mathematical formulation.
To begin with, we introduce some notations that will be used throughout this paper. Let D be the unit disk in the plane centered at the origin, that is,
For x = (x 1 , x 2 ) ∈ D, we will writex = (−x 1 , x 2 ) andx = (x 1 , −x 2 ). Let G be the Green's function for −∆ in D with zero Dirichlet boundary condition, that is,
where
Let k ≥ 1 be an integer and κ 1 , κ 2 , ..., κ k be k non-zero real numbers. Define the corresponding Kirchhoff-Routh function H k as follows:
where (
such that x i = x j for i = j. In this paper we consider the case k = 2 and κ 1 = −κ 2 = κ > 0, then the Kirchhoff-Routh function can be written as
(2) and x = y. It is easy to see that
Now we consider a steady ideal fluid with unit density moving in D with impermeability boundary condition, which is described by the following Euler equations:
where v = (v 1 , v 2 ) is the velocity field, P is the scalar pressure, and n(x) is the outward unit normal at x ∈ ∂D. To simplify The Euler equations (2.7), we define the vorticity ω := ∂ 1 v 2 − ∂ 2 v 1 . By using the identity
, the first equation of (1.1) can be written as
Taking the curl in (2.8) we get the vorticity equation
(2.9) To recover the velocity field from the vorticity, we define the stream function ψ by solving the following Poisson's equation with zero Dirichlet boundary condition
Using the Green's function we have
Since D is simply-connected and v · n on ∂D, it is easy to check that v can be uniquely determined by ω in the following way(see [18] , Chapter 1, Theorem 2.2 for example)
From the above formal discussion we get the following vorticity form of the Euler equations:
In this paper, we interpret the vorticity equation (2.13) in the weak sense.
, then by the regularity theory for elliptic equations ψ ∈ C 1,α (D) for some α ∈ (0, 1), so (2.14) makes sense for all ω ∈ L ∞ (D). The following lemma from [10] gives a criterion for weak solutions of (2.13).
e. in D for some monotonic function f : R → R, then ω is a weak solution of (2.13). Now we can state our main result. Theorem 2.2. Let κ be a positive number. Then there exists a λ 0 > 0 such that for any
, where C is a positive number not depending on λ;
Variational Problem
In this section we study a maximization problem for the vorticity and give some estimates for the maximizers as the vorticity strength goes to infinity.
Firstly we choose δ > 0 sufficiently small such that B δ (P i ) ⊂⊂ D for i = 1, 2 and
. In the rest of this paper, we use B i to denote B δ (P i ) for i = 1, 2 for simplicity.
For λ > 0 sufficiently large, we define the vorticity class K λ as follows:
It is easy to check that for any ω ∈ K λ , ω is even in x 1 and odd in x 2 . It is also clear that K λ is not empty if λ > 0 is large enough.
The kinetic energy of the fluid with vorticity ω is
Integrating by parts we also have
In the rest of this section we consider the maximization of E on K λ and study the properties of the maximizer.
3.1. Existence of a maximizer. First we show the existence of a maximizer of E on K λ .
Lemma 3.1. There exists ω λ ∈ K λ such that E(ω λ ) = sup ω∈K λ E(ω).
Proof. The proof can be divided into three steps.
Step 1: E is bounded from above on
for some absolute constant C. Here we use the fact that
Step 2: K λ is closed in the weak * topology of L ∞ (D), or equivalently, for any sequence
we have ω ∈ K λ .
To prove this, we first show that
which means that ω = 0 a.e. in D \ ∪ 2 i=1 B i . Now we define ω i = ωI B i for i = 1, 2. It is obvious that ω = ω 1 + ω 2 . By choosing φ = I B 1 in (3.4) , we have
It is also easy to show that 0 ≤ ω 1 ≤ λ in D. In fact, suppose that |{ω 1 > λ}| > 0, then we can choose ε 0 , ε 1 > 0 such that |{ω 1 > λ + ε 0 }| > ε 1 . Denote S = {ω 1 > λ + ε 0 } ⊂ B 1 , then by choosing φ = I S in (3.4) we have
On the other hand, by (3.4)
which is a contradiction. So we have ω 1 ≤ λ. Similarly we can prove ω 1 ≥ 0.
To finish Step 2, it suffices to show that ω is even in x 1 and odd in x 2 . For fixed x ∈ D ∩ {x 1 > 0}, define φ = which means that
By Lebesgue differential theorem, for a.e. x ∈ D ∩ {x 1 > 0}, we have
and lim
Combining (3.8), (3.9) and (3.10) we get
which means that ω is even in x 1 . Similarly we can prove that ω is odd in x 2 .
From all the above arguments we know that ω ∈ K λ .
Step 3: E is weak * continuous on K λ , that is, for any sequence
In fact, by (3.4) as n → +∞ we know that
, where ψ n = Gω n and ψ = Gω. So we get as n → +∞
Now we finish the proof of Lemma 3.1 by using the standard maximization technique. By Step 1, we can choose a maximizing sequence {ω n } ⊂ K λ such that
Step 2, we have ω λ ∈ K λ . Finally by Step 3 we have
which is the desired result.
3.2.
Profile of ω λ . Since ω λ ∈ K λ , we know that ω λ has the form ω λ = ω and ω
In fact, we can prove that ω λ has a special form.
Lemma 3.2. There exists µ λ ∈ R depending on λ such that
Proof. First we show that ω λ 1 has the form ω
where a is a small positive number. Now we define a family of test functions ω s = ω λ + s(g 1 − g 2 ) for s > 0 sufficiently small, where
Note that g 1 , g 2 are both even in x 1 and odd in x 2 , and supp(
It is easy check that ω s ∈ K λ if s is sufficiently small(depending on α, β and a). So we have
On the other hand ,
Since ψ λ is also even in x 1 and odd in x 2 (this can be proved directly using the symmetry of the Green's function), we have
Combining (3.13), (3.14) and (3.15) we conclude that 16) or equivalently
By the choice of α and β, inequality (3.16) holds if and only if
Combining the continuity of ψ λ in {ω λ < λ} ∩ D 1 , we obtain
Now we define µ λ as follows
It is easy to see that
On {ψ
Finally by the symmetry of ω λ and ψ λ we get the desired result.
3.3. Asymptotic behavior of ω λ as λ → +∞. Now we give some asymptotic estimates on ω λ as λ → +∞. We will use C to denote various various numbers not depending on λ. . Suppose that ω λ is obtained as in Lemma 3.1. Then
κ ln ε − C; (3) there exists a positive number R > 1, not depending on λ, such that diam(supp(ω λ i )) < Rε for i = 1, 2; (4)
Proof. The proof is exactly the same as the one in [13] , we omit it here therefore.
Proof for Theorem 2.2
In this section we prove Theorem 2.2. The key point is to show that the maximizer ω 
But by the symmetry of ω λ (see the definition of K λ ), we have cosθ = 0, sinθ > 0, so θ = π 2
. That is,
Second, we show that ω λ is a weak solution of (2.13). To begin with, we show that
where C is a positive number not depending on λ. In fact, by (3)(4) of Lemma 3.3 and (4.1), we have dist(suppω
for some δ 0 ∈ (0, 1) not depending on λ if λ is sufficiently large. Then for x ∈ ∂B 1 ,
|h(x, y)|ω
|G(x, y)ω 
Since |ψ λ | ≤ C on ∂B 1 ∪ ∂B 2 , by the maximum principle we know that
On the other hand, by (2) of Lemma 3.3 we have lim λ→+∞ µ λ = +∞, so combining (4.6) we get
provided λ is sufficiently large. So in fact ω λ has the form 8) or equivalently,
where f : R → R is an non-decreasing function defined by
(4.10)
Then by Lemma A, ω λ is a weak solution of (2.13). Last, combining the other properties of ω λ obtained in Section 2 we finish the proof of Theorem 2.2.
Non-symmetric Case
In this section, we briefly discuss the existence of steady non-symmetric vortex patch. Proof. The construction of ω λ here is similar to the one of the symmetric case in Section 2. For simplicity we only sketch the proof.
First we choose (P, Q) as a minimum point of the corresponding Kirchhoff-Routh function H 2 (x, y) := −2κ 1 κ 2 G(x, y) + κ 1 2 h(x, x) + κ 2 2 h(y, y), x, y ∈ D, x = y. (5.1)
Let P = (0, p), Q = (0, q) with p > 0, q < 0. In this case, P, Q are uniquely determined by Then by repeating the procedures in Section 2, we can prove that there exists a maximizer ω λ and this maximizer satisfies (1)- (5) in Theorem 5.1 if λ is sufficiently large.
