We show how the notion of a moplex, related to LexBFS and first defined by Berry and Bordat, can be used to design fast algorithms for solving problems in several classes of graph, namely even-hole-free graphs, wheel-free graphs and universally signable graphs.
Introduction
LexBFS is an algorithm due to Rose, Tarjan and Lueker [10] that computes in linear time an ordering of the vertices of an input graph (such an ordering is called a LexBFS order). Berry and Bordat [3] proved that for every graph, the last vertex in a LexBFS order is part of what they call a moplex, a set of vertices with strong structural properties (details are given below). In Section 2, we reprove the theorem of Berry and Bordat by using a characterization of LexBFS orders (while the original proof relies on the algorithm itself). In Section 3, we take avantage of Berry and Bordat's theorem to speed up by a factor of n an algorithm due to da Silva and Vušković [11] , to get an O(nm) time robust algorithm that computes a maximum weighted clique of an even-hole-free graph. A wheel in a graph is an induced cycle of length at least 4 together with a vertex that has at least three neighbors on the cycle. In Section 4, we use LexBFS to prove a property of graphs with no wheel as an induced subgraph, and use this property to give an O(n+m)-time algorithm that computes a maximum clique. In Section 5, we give an O(n + m)-time robust algorithm that computes a maximum weighted clique and an optimal colouring of a universally signable graph.
Terminology and notation
All graphs in this paper are simple, undirected and finite. For x ∈ V (G), N (x) denotes the set of neighbors of x, and N [x] = N (x) ∪ {x}.
For a set of vertices S, N (S) denotes the set of vertices not in S that have a neighbour in S, and N [S] = S ∪ N (S). For S ⊆ V (G), G[S] denotes the subgraph of G induced by S, and G − S = G[V (G) − S]
. For x ∈ V (G) we also use notation G − x to denote G − {x}.
We say that a graph G contains a graph F , if F is isomorphic to an induced subgraph of G. A graph G is F -free if it does not contain F . For a family of graphs F, we say that G is F-free if it is F -free for every F ∈ F.
A module (also called homogeneous set) in a graph G is a set A of vertices that share the same external neighborhoods, i.e. ∀a, b ∈ A, N (a) − A = N (b) − A. A is a clique module if A is a clique (i.e. all pairs of vertices of A are adjacent) and a module. If S ⊆ V (G) and x,y are two vertices not in S, we say that S is a minimal separator of x and y if every path from x to y intersects S and S is minimal (with respect to inclusion) for this property. A set S ⊆ V (G) is a minimal separator if it is a minimal separator for some x and y, which is easily seen to be equivalent to being a cutset S (where S is also allowed to be empty) such that for at least two connected components C 1 and C 2 of G − S, every vertex of S has a neighbour in both C 1 and C 2 (i.e. N (C 1 ) = N (C 2 ) = S).
A hole in a graph is an induced cycle of length at least 4. A graph is triangulated (also called chordal ) if it is hole-free. A vertex is triangulated if its neighborhood induces a triangulated graph.
Sometimes, we consider weighted graphs, which are graphs given with a non-negative weight for every vertex. The weight of a subset of vertices is then the sum of the weights of its elements. The usual problem of finding a maximum clique generalizes to weighted graphs to the problem of finding a clique of maximum weight.
In all complexity analysis of the algorithms, n denotes the number of vertices of the input graph, and m the number of edges. We will say that an algorithm runs in linear time if its complexity is O(n + m).
LexBFS and Moplex
The Lexicographic Breadth First Search (LexBFS) algorithm is a variant of the classical Breadth First Search (BFS), introduced by Rose, Tarjan and Lueker [10] . LexBFS outputs an ordering of the vertices of an input graph. Note that the algorithm is not fully deterministic (because at some point, there may be a tie to break in order to decide which vertex is to be visited next), so we call LexBFS order any ordering of the vertices that may be obtained by running LexBFS on the graph.
All through this section, we will consider a LexBFS order (v 1 , . . . , v n ) and note v i ≺ v j if i < j. Interstingly, we do not need here a description of the algorithm, since a simple characterization of LexBFS was discovered by Brandstädt, Dragan and Nicolai [4] . 
There exists an O(n + m)-time algorithm that, given an input graph G, outputs a LexBFS order of G.
One immediate but important corollary of this theorem is the following.
This implies that any structural property that one can prove about the last vertex in a LexBFS ordering of a graph will be true for any vertex in the graph induced by this vertex and its predecessors. This is why these orders are often called elimination orderings with respect to the property. The last vertex satisfies a certain property, and if one deletes it, the one before satisfies the same property in the remaining graph, and so on. The most famous such theorem is the existence of a simplicial elimination order for triangulated graphs, which says that every such graph has a simplicial vertex -a vertex whose neighbourhood is a clique. A classical way to prove this is to use Theorem 2.1 to show that the last vertex in any LexBFS order of a triangulated graph is simplicial.
In this section we reprove a theorem of Berry and Bordat [3] , saying that for any non-complete graph, the last vertex of a LexBFS order is contained in what they call a moplex. Our proof is similar to the original one, but it relies on Theorem 2.1 instead of the heavier description of LexBFS. A moplex of a graph G is a set S ⊆ V (G) such that S is a clique, S is a module and N (S) is a minimal separator. Note that in [3] a slightly different definition is given: S is a moplex if S is maximal with respect to the property of being a clique and a module, and N (S) is a minimal separator. It is easy to see that the two definitions are equivalent by the following observation. Lemma 2.3 Let S be a moplex of a graph G and S ⊆ S ⊆ V (G). If S is a clique and a module of G, then S = S.
. Assume there exists x in S \ S. Since S is a clique, we have S ⊆ N [S], so x ∈ N (S). Since N (S) is a minimal separator, x has a neighbour in X. But this contradicts the fact that S is a module since no vertex of S has a neighbour in X.
2
Before proving Theorem 2.5 we prove an intermediate result.
Lemma 2.4 Let ≺ be a LexBFS order of a graph G. Let z denote the last vertex of this order. Then for all vertices a, b, c of G such that c ≺ b ≺ a and ca ∈ E(G), there exists a path from b to c whose internal vertices are non-neighbours of z.
proof -By contradiction assume there exists such a triple (a, b, c) for which no such path exists from b to c. Choose this triple to be minimal with respect to the sum of the positions of its elements in the order. Observe that since b cannot be adjacent to c, by Theorem 2.1 there is a vertex d such that d ≺ c, db ∈ E and da ∈ E. There must be a path P from c to d whose internal vertices are disjoint from N (z) otherwise (b, c, d) would contradict the minimality of (a, b, c). Since db ∈ E, d must be a neighbour of z otherwise P ∪ {d} is a path that contradicts the hypothesis. In particular, z = a. So we can apply Theorem 2.1 to the triple (z, a, d). Thus there is a vertex e such that e ≺ d, ea ∈ E and ez / ∈ E. But again by minimality of (a, b, c), there exist two paths, one from e to c (from the triple (e, c, a)), and one from e to b (from the triple (e, b, a)) whose internal vertices are not neighbours of z. Since e is a non-neighbour of z, the union of these paths contains a path from b to c whose internal vertices are non-neighbours of z, a contradiction.
Note that if a is the last vertex of a LexBFS order, and b, c are two of its neighbours, Lemma 2.4 implies that if bc ∈ E, then there exists a hole through a in the graph. Therefore if the graph is triangulated, Lemma 2.4 implies the already mentioned result that the last vertex of a LexBFS order is simplicial. We are now able to reprove the main theorem from [3] .
Theorem 2.5 (Berry and Bordat [3] ) Let G be a graph that is not a clique, ≺ a LexBFS order of G, and z the last vertex of ≺. Then z is contained in a moplex of G.
proof -Let Z be the set of neighbours of z that have no neighbours outside N [z]. We are going to prove that {z} ∪ Z is a moplex of G.
First consider two neighbours a and b of z, and assume b ≺ a. By Lemma 2.4 applied to (z, a, b), there is a path from a to b whose interior avoids N (z) and by the definition of Z, the only way a or b can belong to Z is if the edge ab is this path, hence ab ∈ E. Therefore, Z ∪ {z} is a clique module.
If z is adjacent to all other vertices of G, then V (G) = Z ∪ {z}, and hence G is clique, a contradiction. So, let c be the non-neighbour of z with largest index in the order. We are going to prove that for every vertex x in N (Z ∪ {z}), there exists a path from x to c whose internal vertices are all non-neighbours of z, which will yield the fact that N (Z ∪ {z}) is a minimal separator of c and z, completing the proof. If x ≺ c, it follows directly from Lemma 2.4 since xz ∈ E and c ≺ z. Assume now that c ≺ x. Since x ∈ Z there exists a vertex c ∈ N (z) such that c x ∈ E and by definition of c, c ≺ c. Now we can apply Lemma 2.4 to triple (x, c, c ) to get the desired path.
Note that this proof focuses only on the existence of the moplex but in fact with Lemma 2.4 it is not difficult to derive more precise descriptions of a LexBFS order. For example, the connected components C i of G \ N (Z ∪ {z}) form intervals in the order that do not intersect one another and hence are explored entirely one after another by LexBFS. In other words, there cannot be a triple u ≺ v ≺ w such that u, w belong to C i , v belongs to C j and i = j, because otherwise by connectivity there would necessarily be such a triple with uw ∈ E, contradicting Lemma 2.4 since there cannot be a path from one component to another that avoids N (z). Anyway, we do not need more than Theorem 2.5 here, but a very precise structure of a LexBFS order around the moplex is described in [2] .
Interestingly, unaware of the work of Berry and Bordat [3] , the existence of a moplex in a graph was shown by Maffray, Trotignon and Vušković in [9] in a different way which we now describe. In a graph G, for any vertex x, let C 1 , . . . , C k be the connected components of G − N [x], with |C 1 | ≥ . . . ≥ |C k |, and let the numerical vector (|C 1 |, . . . , |C k |) be associated with x. A vertex x is lex-maximal if the associated numerical vector is lexicographically maximal over all vertices of G. The following is proved in [9] . Let C 1 , . . . , C k be the connected components of G − N [x], with
Theorem 2.6 (Maffray, Trotignon and Vušković [9] ) If x is a lexmaximal vertex of a graph G that is not a clique, then the following hold:
In particular, x is contained in a moplex of G.
proof -(i) and (ii) are proved in Theorem 2.2 of [9] . By (i) and (ii), (N − N k ) ∪ {x} is a clique module. Since G is not a clique and x is lex-
An ordering of vertices (v 1 , . . . , v n ) of a graph G is a lex-maximal order if, for every i = 1, . . . , n, v i is a lex-maximal vertex of G[{v 1 , . . . , v n }]. We observe that while both LexBFS and lexmaximal orders are moplex orders, not every LexBFS order is a lex-maximal order, and vice versa. Let G be the graph with vertices v 1 , . . . , v 5 and edges 3 Even-hole-free graphs and square-3PC(.,.)-free Berge graphs
An even hole is a hole of even length. A graph G is Berge if G and G do not contain odd holes. Berge graphs and even-hole-free graphs form important classes of graphs, with many results, see for instance [5, 13] . For both of these classes global decomposition theorems are known, i.e. theorems of the form: if G belongs to some class of graphs C, then either G has some specified cutset or it belongs to a basic subclass of C. The decomposition theorem for Berge graphs [6] is used to prove the famous Strong Perfect Graph Conjecture. For both of these classes it is known how to turn the respective decomposition theorems into polynomial time recognition algorithms, but it is not known whether they can be used for construction of polynomial time optimisation algorithms for problems such as finding the size of a maximum clique or a stable set, or finding an optimal colouring. In fact, even though it is known that a maximum clique in a perfect graph can be found in polynomial time, no combinatorial polynomial time algorithm for doing it is known. In this section we describe combinatorial algorithms for finding a maximum clique in even-hole-free graphs and square-3PC(.,.)-free Berge graphs (where a square-3PC(.,.) is a graph made of a square, i.e. a hole of length 4, a-b-cd-a together with a path of length at least 2 from a to c, and such that the only edges are the edges of the square and the edges of the path).
In [11] an O(n 2 m)-time algorithm is given for computing a maximum weighted clique in an even-hole-free graph. This algorithm is based on first showing the following property of even-hole-free graphs.
Theorem 3.1 (da Silva and Vušković [11] ) Every even-hole-free graph contains a vertex whose neighbourhood is triangulated.
Actually in [11] the above theorem is proved for a larger class of graphs, which is not worth describing here.
An ordering (v 1 , . . . , v n ) of vertices of G is a triangulated elimination order if for i = 1, . . . , n, v i is triangulated in G[{v 1 , . . . , v i }]. The algorithm in [11] , first computes a triangulated elimination order of the input graph G, thereby reducing the maximum weighted clique problem of G to a number of maximum weighted clique problems on triangulated graphs. In this section we show how LexBFS can be used to find a triangulated elimination order for even-hole-free graphs in linear time, reducing the complexity of finding a maximum weighted clique to O(nm).
The proof of Theorem 3.1 is based on the general method developed in [9] , and used to prove the following similar property of square-3PC(.,.)-free Berge graphs. A long hole is a hole of length greater than 4.
Theorem 3.2 (Maffray, Trotignon and Vušković [9] ) Every square-3PC(.,.)-free Berge graph has a vertex whose neighbourhood is long-hole-free.
Based on Theorem 3.2 an O(n 7 ) algorithm is given in [9] for computing a maximum weighted clique in a square-3PC(.,.)-free Berge graph. We will show that by using LexBFS we can find in linear time an ordering of vertices (v 1 , . . . , v n ) of a square-3PC(.,.)-free Berge graph, such that for every i = 1, . . . , n, the neighbourhood of v i in G[{v 1 , . . . , v i }] is long-hole-free. This will not help us to reduce the complexity of the algorithm in [9] , whose complexity is dominated by finding a maximum weighted clique in a number of long-hole-free induced subgraphs of the input graph.
To prove the existence of a vertex with a particular neighbourhood, the following graph property was introduced in [9] . Definition 3.3 A class of graphs F satisfies Property ( ) w.r.t. a graph G if: for every x ∈ V (G) and for every connected component
then there is a vertex of F that is not universal for F that has no neighbour in C.
The following are proved in [11] and [9] . Theorem 3.4 (da Silva and Vušković [11] ) If G is an even-hole-free graph and F is the set of all holes, then F satisfies Property ( ) w.r.t. G. Theorem 3.5 (Maffray, Trotignon and Vušković [9] ) If G is a square-3PC(.,.)-free Berge graph and F is the set of all long holes, then F satisfies Property ( ) w.r.t. G.
We observe that proving that F satisfies Property ( ) w.r.t. a graph G, amounts to proving a particular type of a star cutest decomposition, as the next lemma shows. Furthermore, proving such local decomposition theorems is a lot less involved than proving a global decomposition theorem. Lemma 3.6 Suppose F satisfies Property ( ) w.r.t. a graph G that is not a clique. Then if G contains F ∈ F and a vertex x universal for F , then G has a star cutset centered at x.
proof -Suppose G contains F ∈ F and a vertex x universal for F . If 2
We now explain how this local type of a decomposition theorem can be used to prove an existence of a vertex with a particularly structured neighbourhood. proof -Assume F satisfies Property ( ) w.r.t. G, and let x be a vertex that is contained in a moplex S of G. Suppose that some F ∈ F is contained in G[N (x)]. Since S is a moplex, N [x] = N (S) ∪ S and for some connected component C of G − (N (S) ∪ S), every vertex of N (S) has a neighbour in C. By Property ( ), there is a vertex y in F that is not universal for F that has no neighbour in C. Since y is not universal for F , it follows that y ∈ N (S), a contradiction. proof -Follows from Theorem 3.7.
In [9] and [11] the desired moplex order was found by computing the lex-maximal order, as described in Section 2. By using LexBFS instead one can speed up this process.
Corollary 3.9 A triangulated elimination order of an even-hole-free graph and a neighbourhood long-hole-free order of a square-3PC(.,.)-free Berge graph both exist and can be found in linear time.
proof -By Theorem 2.5 and Corollary 2.2, any LexBFS order of a graph is a moplex order. The result now follows from Corollary 3.8 and Theorems 3.1 and 3.2.
We close this section by describing an O(nm) algorithm for computing a maximum weighted clique in an even-hole-free graph.
Theorem 3.10 Let C be the class of graphs such that for every G ∈ C every moplex order of G is a triangulated elimination order. Then every even-hole-free graph is in C and there is an algorithm with the following specifications.
Input: A weighted graph G.
Output: G is correctly identified as not belonging to C, or a maximum weighted clique of G is returned.
Running time: O(nm)
proof -Consider the following algorithm.
Step 1: Let L = ∅.
Step 2: Run LexBFS on G.
Let (v 1 , . . . , v n ) be the ordering given by LexBFS. Define,
Step 3:
Step 4: For i = 1, . . . , n, compute all maximal cliques of N i and add them in L. Then return a maximum weighted element of L.
We first prove the correctness of the algorithm. By Theorem 2.5 and Corollary 2.2, the order given in Step 2 by LexBFS is a moplex order of G so, if the algorithm stops in Step 3 because N i is identified as not being triangulated for an i ∈ {1, . . . , n} then G is correctly identified as not belonging to C. It is clear that the list L contains all maximal cliques of G.
We now show that the algorithm can be implemented to run in time O(nm).
Step 2 can be implemented in time O(n + m). Checking if a graph G is triangulated and computing all maximal cliques in a triangulated graph can be done in time O(n + m) (see [10] ). We then have :
A triangulated graph has at most |V | maximal cliques, so |L| ≤ 2m. Therefore, Step 3 and 4 can be implemented in time O(nm).
Note that the list that is constructed in Step 4 of the algorithm is not the list of maximal cliques of the graph, certain elements of the list could be strictly included in other. To get the list of maximal cliques, one should delete these elements from the list, which does not seem to be an easy task to do in O(nm).
Wheel-free graphs
A wheel (H, v) is a graph formed by a hole H, called the rim, and a vertex v, called the center, such that the center has at least three neighbours on the rim. Several facts suggest that wheel-free graphs might have interesting structural properties, see [1] for instance.
A wheel is a universal wheel, or u-wheel for short, if the center is adjacent to all vertices of the rim. A wheel is a diamond-wheel, or d-wheel for short, if the center has three neighbours that are consecutive on the rim (the center has possibly other neighbours on the rim). Let F u , F d , F w be respectively the classes of u-wheel-free, d-wheel-free and wheel-free graphs. Clearly,
is a universal wheel of G. So any ordering on the vertices of G ∈ F u is a triangulated-elimination order. Thus, Theorem 3.10 gives a robust algorithm that computes a maximum weighted clique of a graph in F u in time O(nm). The main result of this section is an algorithm that computes a maximum weighted cliques of any graph in Theorem 4.1 If G ∈ F d then any moplex order of G is a multi-simplicial elimination order of G.
, such that every vertex of N (S) has a neighbour in C (it exists since S is a moplex). Since p 1 p 3 is not an edge, p 1 and p 3 are both in N (S), and hence they both have neighbours in C. Let P be a induced We may assume that G is connected (otherwise we work on components separately), so m ≥ n − 
All this takes time
O(m − d(v n )) + O(d(v n )) = O(m). 2
Universally signable graphs
The following generalisation of triangulated graphs is introduced in [7] . Let γ be a {0, 1} vector whose entries are in one-to-one correspondence with the holes of a graph G. G is universally signable if for all choices of vector γ, there exists a subset F of the edge set of G such that |F ∩H| ≡ γ H (mod 2), for all holes H of G.
Here is a characterization of universally signable graphs in terms of forbidden induced subgraphs. A 3-path configuration (3PC for short) is a graph induced by three internally vertex disjoint paths of length at least 1, P 1 = x 1 . . . y 1 , P 2 = x 2 . . . y 2 and P 3 = x 3 . . . y 3 , such that for i = 1, 2, 3, either x 1 = x 2 = x 3 (resp. y 1 = y 2 = y 3 ) or x 1 , x 2 , x 3 (resp. y 1 , y 2 , y 3 ) are all distinct and pairwise adjacent, and the vertices of P i ∪ P j , i = j, induce a hole. Note that this last condition in the definition implies the following:
• If x 1 , x 2 , x 3 are distinct (and therefore pairwise adjacent) and y 1 , y 2 , y 3 are distinct, then the three paths have length at least 1.
• If x 1 = x 2 = x 3 and y 1 = y 2 = y 3 , then the three paths have length at least 2.
• If x 1 = x 2 = x 3 and y 1 , y 2 , y 3 are distinct, or if x 1 , x 2 , x 3 are distinct and y 1 = y 2 = y 3 , then at most one of the three paths has length 1, and the others have length at least 2.
Theorem 5.1 ( [7] ) A graph is universally signable if and only if it is (3P C, wheel)-free.
This characterization of universally signable graphs is then used to obtain the following decomposition theorem.
Theorem 5.2 (Conforti, Cornuéjols, Kapoor and Vušković [7] ) A connected universally signable graph is either a clique or a hole or has a clique cutset.
It follows from Theorem 5.2 that for universally signable graphs the maximum weighted clique or stable set problem, as well as the colouring problem can all be solved in time it takes to decompose a graph with clique cutlets, which is O(nm) [12] .
From Theorem 5.2 it is easy to deduce that every universally signable graph has a vertex that is simplicial or of degree 2. Here is a direct simple way to prove this without the global decomposition theorem, that also shows that such elimination order can be found by LexBFS.
Theorem 5.3
If G is a universally signable graph and x is contained in a moplex of G, then x is simplicial or of degree 2.
proof -Suppose x is contained in a moplex S of G, and that x is not simplicial nor of degree 2. Then N (x) contains three distinct vertices x 1 , x 2 , x 3 that do not induce a clique. W.l.o.g. x 1 x 3 is not an edge, and hence x 1 and x 3 are contained in N (S). Let C be a connected component of G − N [x] such that every vertex of N (S) has a neighbour in C (it exists since S is a moplex). Let P be an induced x 1 x 3 -path in G[V (C) ∪ {x 1 , x 3 }]. If x 2 is adjacent to both x 1 and x 3 , then G[V (P ) ∪ {x, x 2 }] is a wheel with centre x 2 , contradicting Theorem 5.1. So x 2 is non-adjacent to at least one vertex of N (S), and hence x 2 ∈ N (S). Therefore x 2 also has a neighbour in C. Let C be a minimal connected subgraph of C with the property that all of x 1 , x 2 , x 3 have a neighbour in C . It is now easy to check that G[V (C ) ∪ {x, x 1 , x 2 , x 3 }] is a 3PC or a wheel, contradicting Theorem 5.1. It follows that by one pass through a LexBFS order of a universally signable graph G, one can solve the maximum weighted clique problem and the colouring problem (by colouring greedily on the reverse order) in linear time. Note that again these algorithms can easily be made robust.
