Introduction
The purpose of this paper is to answer some special cases of the following question:
Which set existence axioms are needed in order to prove the theorems of countable algebra? The set existence axioms which we consider are formulated in the context of weak subsystems of second order arithmetic. The algebraic theorems which we consider are of a traditional sort: existence and uniqueness of countable algebraic closures; existence and uniqueness of countable real closures; prime and maximal ideals in countable commutative rings; divisibility and Ulm invariants for countable abelian groups.
In this introductory section, our purpose is to review some relevant background material concerning subsystems of 2, and the program of Reverse Mathematics. We also make some remarks concerning the relationship between recursive and constructive algebra on the one hand, and our results on the other.
The results obtained in this paper are part of a very general program whose ultimate goal is to answer the following Main Question: which set existence axioms are needed to prove the theorems of ordinary mathematics? We believe that such a program has important implications for the philosophy of mathematics, especially with respect to the foundations of mathematics and the existence of mathematical objects. We hope to develop these philosophical implications elsewhere. Our Main Question makes reference to what we call 'ordinary mathematics'. At the present time it is difficult to define this concept precisely. Roughly speaking, by ordinary mathematics we mean mainstream, non-set-theoretic mathematics,
i.e. those branches of mathematics which make no essential use of the concepts and methods of abstract set theory. Thus ordinary mathematics includes geometry, number theory, calculus, differential equations, complex variables, the topology of complete separable metric spaces, and classical algebra in the style of van der Waerden [40, 41] .
On the other hand, ordinary mathematics does not include abstract functional analysis, general topology, or universal algebra.
In order to study the Main Question, we consider ordinary mathematics in the context of subsystems of 2,. By Z2 we mean the formal system of second order arithmetic. The language of Z, contains two sorts of variables, intended to range over natural numbers and sets of natural numbers respectively.
The axioms of Z, are those of basic arithmetic (see Section 1 below) together with the induction axiom and the full comprehension scheme 3XVn (n E Xt, q(n))
where p(n) is any formula in which X does not occur freely. By a subsystem of Z, we mean any recursively axiomatizable theory in the language of Z2 whose theorems are a subset of those of Z,.
It is well known that most or all of ordinary mathematical practice can be developed formally within 5. Indeed, the language of Z, is particularly well suited to the study of ordinary mathematics, because it does not permit discussion of high-order abstractions and large cardinals such as K,. These objects do not arise in ordinary mathematics, and they do not exist in Z2. In this sense, Z2 is a better guide or approximation to ordinary mathematical practice than, for instance, Zermelo/Fraenkel set theory. Further investigation reveals that the set existence axioms of Z2 are in fact much stronger than necessary. It turns out that certain small subsystems of Z,, employing much weaker set existence axioms, are sufficient for the development of the bulk of ordinary mathematics.
We have in mind especially the following five subsystems of Z2. We list these five systems in order of increasing ability to accommodate ordinary mathematical practice.
1. RCAo. Here the acronym RCA stands for recursive comprehension axiom. For details concerning the axioms of RC&, see Section 1 below. Roughly speaking, the axioms of RCA0 are only strong enough to prove the existence of recursive sets (though they do not rule out the existence of nonrecursive sets). In the realm of analysis, RCA,, is a weak base theory which is nevertheless strong enough to develop some of the elementary facts about continuous functions of a real variable [31, 34] .
2. WKLc,. This system consists of RCA, plus a further axiom known as weak Kiinig's lemma (see Section 1 below). In the realm of analysis, WKL, is equivalent to the compactness of the closed unit interval 0 <x < 1 and permits an improved theory of continuous functions, Riemann integration, etc. [34, 31] .
3. ACA,,. Here ACA stands for arithmetical comprehension axiom (see Section 1 below). This system includes WKL, and in addition permits a smooth theory of sequential convergence [6, 7, 31, 34] . Roughly speaking, ACA, isolates the same portion of mathematical practice which was identified as 'predicative analysis' by Hermann Weyl in his famous monograph
Das Kontinuum [43] . 4 . AT&.
Here ATR stands for arithmetical transfinite recursion. This system is just strong enough to accommodate a good theory of countable well orderings, Bore1 sets, etc. [6, 7, 10, 38, 32, 331. 5. ni -CA,,. This is the system of lli comprehension. It is properly stronger than ATR,, and yields an improved theory of countable well orderings [6, 7] . Both ATRo and Il:-CA,, have numerous ordinary mathematical consequences in the realms of classical descriptive set theory and countable combinatorics [6, 7, 38 , 10, 311.
Of the above five systems, the first three will be described precisely in Section 1. The development of algebra within each of the five systems will be discussed in Sections 2, 3, 4, 5 and 6 respectively.
For more information on all five systems see [7, 31] , and the references listed there.
From recent investigations of the Main Question, a very interesting theme has emerged. This theme is as follows. Very often, if a theorem of ordinary mathematics is proved from the weakest possible set existence axioms, the statement of that theorem will turn out to be provably equivalent to those axioms over a still weaker base theory. We refer to this theme as Reverse Mathematics.
Let us give an example of Reverse Mathematics. It is not hard to see that the set existence axioms of AC& suffice to prove the Bolzano/Weierstrass theorem (every bounded sequence of real numbers has a convergent subsequence). The remarkable fact is that one can 'reverse' the Bolzano/Weierstrass theorem by showing that it is provably equivalent to AC& over the base theory RCA). In particular, it follows that no set existence axioms weaker than those of AC& could ever suffice to prove the Bolzano/Weierstrass theorem. Thus Reverse Mathematics provides precise partial answers to the Main Question. The theme of Reverse Mathematics was emphasized by Harvey Friedman in his 1974 address to the International Congress of Mathematicians [6] . The above example involving the Bolzano/Weierstrass theorem is due to Friedman [7] as are several other illustrations of Reverse Mathematics. Further illustrations are due to other authors including Steel [38] and Simpson [lo, 34,311 . In order to orient the reader, we now list some examples of Reverse Mathematics in areas other than algebra. All of the following equivalences are proved in RCA". WKLo is equivalent to the Heine/Borel covering lemma (every covering of the closed unit interval 0 <x < 1 by a sequence of open intervals has a finite subcovering; [7, 31] ). WKL, is equivalent to the statement that every continuous function on 0 <x < 1 is bounded [31] or uniformly continuous [31] or attains a maximum value [31] . WKL, is equivalent to the Cauchy/Peano existence theorem for solutions of ordinary differential equations [34] . ACA, is equivalent to the Bolzano/Weierstrass theorem [7, 31] or to the Ascoli lemma [34] or to Konig's lemma [7, 31] or to Ramsey's theorem for colorings of 3-element sets [14, 19, 311 . AT& is equivalent to the statement that every uncountable closed (or analytic) set of real numbers contains a perfect set [7, 38, 31] . AT& is equivalent to open determinacy [38, 31] or to the open Ramsey theorem [lo, 311 . lI:-CA, is equivalent to the statement that every uncountable closed set of real numbers is the union of a perfect set and a countable set [17, 7, 31] .
ll:-CA, is equivalent to Kondo's uniformization theorem [31] or to Silver's theorem on Bore1 equivalence relations [13, 31] .
Sections 3,4,S and 6 of the present paper are devoted to Reverse Mathematics in the realm of countable algebra.
Our results may be summarized as follows. In Section 3 we show that WKL,, is equivalent over RCA, to each of the following statements: every countable field has a unique algebraic closure; every countable formally real field is orderable; every countable formally real field has a real closure; every countable commutative ring has a prime ideal. In Section 4 we show that ACA, is equivalent over RCA,, to each of the following statements: every countable field is isomorphic to a subfield of its algebraic closure; every countable ordered field is isomorphic to a subfield of its real closure; every countable field has a transcendence base; every countable vector space has a basis; every countable abelian group has a torsion subgroup; every countable abelian group has a unique divisible hull; every countable commutative ring (or countable integral domain) has a maximal ideal.
In Section 5 we show that AT& is equivalent over RCA, to the following statement: every countable reduced abelian group has a system of Ulm invariants which determine it up to isomorphism. In Section 6 we show that ll:-CA, is equivalent over RCA, to following statement: every countable abelian group is the direct sum of a divisible group and a reduced group.
In our opinion, it is very interesting to note that the same five subsystems of 22, which arose naturally in earlier Reverse Mathematics studies, now turn out to be relevant for Reverse Mathematics in the realm of countable algebra. It apppears that most theorems of ordinary mathematics are provably equivalent over RCA0 to one of these five systems. Thus most of ordinary mathematics arranges itself neatly into a hierarchy determined by set existence axioms. The results in Sections 3, 4, 5 and 6 constitute new empirical evidence in this direction.
We now turn to a discussion of how the work in this paper is related to recursive algebra and to constructive algebra. We consider recursive algebra first.
As explained above, our investigations are guided by a very definite goal, viz. to find out what set existence axioms are needed to prove the theorems of countable algebra. Nevertheless, some of the details of our work are parallel to those of a subject with quite different goals, known as computable algebra or recursive algebra. For general background on recursive algebra, the reader may consult Rabin [25] , FrGhlich/Shepherdson [ll] and Metakides/Nerode [22] .
The similarities and differences between our work and recursive algebra may be illustrated by an example. Consider the well-known Artin/Schreier theorem which says that every formally real field is orderable. Ershov [3] constructs a recursive formally real field which is not recursively orderable. He views this construction as providing a 'recursive counterexample' which shows that the Artin/Schreier theorem is 'recursively false'. What this really means is that a certain statement about recursive algebraic structures, although superficially analogous to the Artin/Schreier theorem, is false. Our treatment of the Artin/Schreier theorem is quite different. We show below (Theorem 3.5) that the Artin/Schreier theorem for countable fields is provably equivalent to WKL, over RCAo. An immediate corollary is that the set existence axioms of WKL, suffice to prove the Artin/Schreier theorem for countable fields, while those of RCA, alone do not suffice.
In short, the recursive algebraists are concerned with the truth or falsity of certain recursive analogs of well known algebraic theorems. We on the other hand are concerned with the provability or nonprovability of the theorems themselves, in the presence of certain set existence axioms. Clearly the goals of the recursive algebraists are quite different from ours.
Having said this, we cheerfully acknowledge that Ershov's idea [3] is a key ingredient in our proof of Theorem 3.5. Ershov encodes a disjoint pair of recursively enumerable sets into a recursive formally real field in such a way that any ordering of the field would separate the pair. We observe that a relativized form of Ershov's construction can be carried out provably in RC&. This observation combines with Lemma 3.2 to give our proof that the Artin/Schreier theorem implies WKL". (The other half of Theorem 3.5, which says that the Artin/Schreier theorem is provable in WKL,-,, is somewhat delicate and has no counterpart in recursive algebra.)
At the same time, there are certain other aspects of recursive algebra which are not reflected in our investigations. For example, Metakides and Nerode [22] show that any II: subclass of 2" is recursively homeomorphic to the space of orderings of some recursive field. This refinement of Ershov's construction [3] has no counterpart in our work.
We hope that these remarks have helped to clarify the relationship between our work on the one hand and recursive algebra on the other. For a parallel discussion of recursive analysis, see Section 5 of [34] .
We now turn to a discussion of constructive algebra. Constructive algebra is an outgrowth of the work of G. Herman (see Seidenberg [30] ) and of Bishop's constructive analysis [l] . For general background on constructive algebra, see the volume [27] edited by Richman.
One of the most important formal systems considered in this paper is RCA,,.
The axioms of RCA0 are 'constructive' in the sense that they are formally consistent with the statement that every total function from N into N is recursive.
Moreover, a large part of this paper (especially Section 2) is devoted to proving certain algebraic results within RC&. One might therefore assume the existence of a close relationship between our work and constructive algebra.
In actual fact, there are substantial differences between our work and constructive algebra. The most profound differences are of course philosophical. The constructivists believe that mathematical objects are purely mental constructions, while we make no such assumption.
Furthermore, the meaning which the constructivists assign to the logical connectives and quantifiers is philosophically incompatible with our classical interpretation. Between the constructivists and us there are also some purely formal differences. The most important formal difference is that the constructivists assume unrestricted induction on the natural numbers, while we do not. In fact, our systems RCA,, and WKL, do not even include II; induction.
This lack of II; induction frequently prevents a direct translation of proofs from the constructivist literature into RCAo. If II; induction were assumed, a number of our proofs within RCA, and WKL, would become much easier. Our proofs of Theorems 2.5, 2.12, 3.1 and 3.5 are of this type. Occasionally it happens that we can make use of a proof from the constructivist literature, but even then we must exercise care to avoid the use of II: induction. Lemmas 2.10 and 5.2 fall into this category.
Another purely formal difference between us and the constructivists is that we always assume the law of the excluded middle, while they deny it. The importance of this difference is mitigated by the following conservative extension result: any II; sentence which is provable in RCA, is already provable in primitive recursive arithmetic (Parsons [23] 
where q(n) is an arbitrary formula in the language of second order arithmetic. It is customary to refer to subsystems of Z, formulated with the quantifier free induction axiom as systems with restricted induction (Friedman [7] ). The subscript 0 in RC&, WKL,,, AC&, ATR,,, and Il:-CA, signifies restricted induction.
One might also consider corresponding systems RCA, WKL, ACA, ATR, and Il: -CA which are obtained by adding the full induction scheme to the respective systems with restricted induction (Friedman [6] ). Each system with full induction has the same o-models as the corresponding system with restricted induction.
Moreover, formal proofs are often easier in the presence of full induction, since one need not worry about which instances of the induction scheme are being used.
We have already mentioned that several of our proofs within RCA, and WKL, could be replaced by much simpler proofs in RCA and WKL respectively.
We are therefore obliged to give our reasons for choosing to work with restricted induction rather than full induction. We adduce the following five considerations:
( (See [6, 7, 10, 321) . We can make the same point by reference to first-order parts.
The first order part of RCA, is just the system of 2: induction which has been the subject of much recent investigation [19] . The first order part of WKL,, is the same as that of RCA" (an unpublished result of Harrington).
The first order part of ACA,, is just first order Peano arithmetic.
(For proofs of these results see [31] .)
The first order part of AT& is the same as that of Feferman's predicative analysis [7, lo] . The first order part of fI:-CA, is the same as that of first-order Peano arithmetic with Ramsey quantifiers [28] . When we turn to systems with full induction, the first order parts have no nice characterizations (except that the first order parts of RCA and WKL are equal to first order Peano arithmetican unappealing discrepancy).
The main results of [24] and [lo] depend crucially on the fact that the subsystems of Z, which are considered there have only restricted induction.
(4) Occasionally, the extra work required to prove a theorem from restricted induction rather than full induction pays off in the form of improved bounds. For examples see [24] and [lo] where q is Zi (C,!,). A formula is CA if it is C", for some II E w.
Recursive comprehension vx (Cp(X)"P(X)) * 3xvx (x EX+vp(X))
where cp is CT and ly is II: and X is not free in either cp or ?P.
X:-induction
where cp is 2:. These are all of the axioms for RC&. The acronym RCA refers to the Recursive Comprehension Axiom scheme. The subscript oh refers to restricted induction.
This system was originally presented (see Friedman [6, 7] ) with function variables in lieu of set variables, and the axioms were based on the schemes for recursive functions.
In this alternative setting the induction has the form:
This is restricted induction. Subsequently, the two systems were shown to be equivalent, but the designation RCA, remains. In this system there is induction for II: formulas as well, so that it can be called 'one quantifier induction'.
Lemma 1.1 (RCA,) . Induction holds for n: formulas.
Proof. If 'P(x) is II: and l!P(n) holds consider the $' formula lP(n -x). 0
Two quantifier induction, that is, induction for C; or II", formulas, cannot be proven in RC&.
Similarly, comprehension for Cy formulas cannot be proven in RC&.
These two restrictions prevent the direct translation of proofs from the literature into RC&.
The most easily identified model of RCA,, is the natural numbers with the set variables ranging over the recursive sets. The other o-models are obtained by taking the class of sets to be an ideal in the upper semi-lattice of degrees of unsolvability, that is, a class closed under Turing reducibility and Turing sups.
These models all have induction for arbitrary formulas. Models which are more sensitive to induction require nonstandard methods. For a more thorough discussion of the metamathematics of RCA0 see Simpson [31] .
The following is a brief development of the essential features of RC&. For more details see Simpson [31] . The set of prime numbers can be enumerated PO, Pl>. . A set X is finite if there is an n such that k E X* pk divides n. A set X is bounded if there is an n such that x E X implies x <n.
Lemma 1.2 (RCAJ.
Every bounded set is finite.
Proof. By Cy-Induction. Let p(x) be
If n is a witness for q(x), then define
Thus {n E X: n <x} is finite for all x. 0 Lemma 1.3 (RCAo). Functions can be defined by primitive recursion.
where g and h are given and ff is a finite sequence of parameters. First notice (by Cy-Induction) that for each n there is a finite sequence u of length n such that Proof. Define f(n) to be the least m Z= n such that m E X. f exists by Recursive Comprehension. By primitive recursion define g(0) = f(0) and g(n+ 1) = f(g(n) + 1). By 2: induction g is onto X. q
Lemma 1.5 (RC&). If cp is Cr and {x: p(x)} is infinite, then there is a l-l function f such that n E range(f) e g(n).
Proof. Suppose q(x) = 3y q(x, y) where ?P is 2:. Let X={(x, y):
!P(x, y) AVZ < y 1 q(x, 2)). X exists by Recursive Comprehension and is infinite. By Lemma 1.2, X is not bounded, so take f(n) to be the first coordinate of g(n)
where g is given as in Lemma 1.4. 0 Lemma 1.6 (RCA,) (Bounded E.:'-separation). If cp is CT, then for each n there is an X such that
Proof. If this fails, then there is a l-l function f with x E range(f) H q(x) &x < n. This immediately proves a l-l finite function from (1, , n} to (1, . . . , n -l}, which is impossible. 0 RCA, has four extensions which will be considered in this paper. For convenient reference two of these systems will be introduced now.
Arithmetic Comprehension is the scheme
where cp is II: for some n and X does not occur freely in cp.
An easy induction shows that the cp need only be CT (or II:). In view of Lemma 1 .S this is equivalent to
ACA, is the system with axioms RCA, together with Arithmetic Comprehension. The minimum w-model of ACA,, is the w-model with the set variables ranging over the arithmetic sets. In general, the w-models are those models whose class of sets is a jump-ideal, i.e. an ideal closed under the jump operator.
A system stronger than RCA, but weaker than AC& is provided by a variant of Kiinig's Lemma. Let Seq be the set of all finite sequences of natural numbers. There is sufficient coding apparatus in RCA0 to represent these sequences as natural numbers, so that Seq exists. If (T, r ~Seq then o c T means that o is an initial segment of T. TE Seq is a tree if u c T and T E T implies m E T. For a function f:N +N, f(n) = (f(O), f(l), . . . , f(n -1)). f is a path through T if f(n) E T Vn EN. T is finitely branching if for each (T E T {n: cm E T} is finite. Here c+n denotes the sequence T whose length (written lb(r)) is lb(a) + 1 and which has u as an initial segment and n is in the last position. As usual, a finite sequence is just a function CT: (0, 1, . . , lb(a) -1) -+ N. Kiinig's Lemma asserts that every infinite, finitely branching tree has an infinite path through it. Over RC&, KGnig's Lemma is equivalent to Arithmetic Comprehension [6, 7, 311 . A slight modification yields a weaker axiom. Let Seq, be the set of O-l sequences in Seq. Weak K&g's Lemma is the following:
If T G Seq, is an infinite tree, then T has an infinite path.
WKL, is the system with the axioms of RCA, plus Weak Kijnig's Lemma. The countable w-models of WKLo are given by the Scott sets (Scott [29] ). Hence by the Kreisel Basis Theorem there is an o-model recursive in 0'. The systems RCAO, WKL, and AC& are thus properly ascending in strength. It is also true that WKLo is a conservative extension of RCA0 for II: sentences (this is an unpublished result of Harrington). More information, with proofs, is in Simpson [31, 34] .
There are, in addition, two other systems which will be considered subsequently. They are ATR,, and II:-CA,,. ATR,, is a proper extension of AC& and 11:-C& is a proper extension of AT&. These two systems will be defined and discussed in Sections 5 and 6, respectively.
Countable algebra in RCA,,
A surprising amount of algebra can be executed in RCA,,. To illustrate this, three constructions will be given in this section. They are: to construct the divisible hull of an abelian group, to construct the algebraic closure of a field, to construct the real closure of an ordered field. Each of these constructions has a uniqueness problem which will also be considered. Each involves a special method to circumvent the limitations of RC&.
Finally, each requires a reasonable development of algebra.
Within RCA, we define N to be the set of all natural numbers. Thus N denotes the set of natural numbers in (any model of) RC&, while we reserve the symbol w to denote the set of natural numbers in the real world.
Within RCA, we define a countable structure ~4 to consist of a set A cN together with finitely many relations and operations on A and distinguished elements of A. For example, a countable abelian group consists of a set G cN together with a binary operation + : GxG + G and a distinguished element 0 E G satisfying the usual abelian group axioms. We usually identify a countable structure & with its underlying set A.
An abelian group D is divisible if for each positive integer n and each d ED there is a d' E D such that nd' = d. A pair (D, cp) is a divisible hull of G if D is divisible, cp is an injection of G into D, and each d E D satisfies an equation nx = q(g) for some g E G, g # 0 and some n E N . A basic result (see Fuchs [ 121) is that every abelian group has a divisible hull. Following Smith [36] , this result can be proven for countable abelian groups, in RC&. It is sketched here. The proof is obtained by the usual Henkin construction carried out within RCA, (see Simpson [31] there exist q, r E F[x] such that g = f. q + I and deg(r) <deg(f). This is proved by induction on n = deg(g) with g the general polynomial of degree n. The uniqueness follows in the usual way. Now gE(f(x))tt3h(g=g. h)*Vq,r(g=f.q+rr\deg(r)<deg(f)+r=O).
Thus (f(x)) exists by Recursive Comprehension. Cl
The division algorithm can be extended in the usual way to get the Euclidean Algorithm for the greatest common divisor.
If
, then there is an extension K of F where f(x) has a root. K can be taken to be
where p(x) is an irreducible divisor of f.
Lemma 2.4 (RCAJ.
Every polynomial f(x) E F[x] has an irreducible divisor.
. By @-Induction, there is a least k satisfying q(k). If deg(g) = k and g divides f, then g is an irreducible divisor of f. 0 Note that the above proof does not provide a function which takes f(x) E F[x] to one of its irreducible divisors. A famous counterexample due to van der Waerden [42] shows that the existence of such a function cannot be proved in RC&. See also Lemma 4.1 below. Despite these difficulties, we shall see later in this section that RCA, does prove the existence of a splitting field for f(x) over F.
We now pause to introduce within RCA, two construction principles which will be useful in several places including the proof of the next Theorem.
(1) Suppose F,, F1, . . is a sequence of countable fields and fl,,: F,, + F,,+l is a sequence of monomorphisms. Then the direct limit (i.e. the union) of this system exists; lim, F,, is the set of all pairs (n, x) where x E F,, modulo the equivalence (n, x) = (m, y) ++ n <m (or vice versa) A y = IIK1yIIn",+,II,(x>.
The algebraic structure in similarly inherited.
(2) Suppose F is a countable field and q(x) is a Cy formula such that Vx(cp(x)-+x~F) and ~(0) and ~(1) and
(We describe this situation by saying that {x: q(x)} is a Cy subfield of F.) Then we claim there exists a countable field K and a monomorphism n : K -+ F such that Every countable field has an algebraic closure.
Proof. We can reason in RCA,. Let 9 be the theory of fields. The language of 9 is to include division /, with the axioms, Vx (x/O = 0) and Vx, y (y # 0 + (x/y)y = x). Thus the axioms of 9 are universal. The theory of algebraically closed fields, &%9, is 9% together with the axioms Va(), . .) a,-, 3x (a,+a,x+.
. .+&lXn-l+Xn=O)
for each n EN, n >O. d%.9P is &%'S together with p 1= 0 where p is a prime. Se(e.YO is .d%e9U {n . 1 # 0 : n~kl}. .YFco and sP are defined similarly. Here is an outline of the main steps of the proof.
(1) For each prime p there is a structure which satisfies the axioms of &%.9P. 
It suffices to show (l), (2) and (3) to complete the proof.
Proof of (I).
Let p be a fixed prime. For each n there is a unique field with p"
has a root in GF(p").
For each n, there is a monomorphism r,,:GF(p") -+ GF(p"+'). These facts can be found in [40] . The proofs are translatable in RC&, since the set of irreducible polynomials over a finite field exists. By construction principle (t), GF(p") = lim, GF(p") exists and satisfies the axioms of .!z&Z.~~ Proof of (2) . For the formal consistency of &fZ.YP it suffices to prove the existence of a satisfaction predicate for GF(p- This illustrates a theme in Smorynski [37] . The primary feature of the elimination Proof. This lemma is a formal version of a result of Hermann. See Seidenberg [30] . The proof given by Seidenberg appears to rely on a II; induction since the conclusion 3h,. . . h, of degree ~b(m, n, k) appears to be Cy. However, this conclusion is actually A: by Gaussian elimination, so only IIT induction is actually needed. 0
We now turn to Galois theory. 
Proof.
Here is a sketch of the major steps in the proof.
(1) Prove in WKL, that every finitely generated ordered field has a real closure.
(2) If (F, <) is any countable ordered field with atomic diagram 5!&, show that BeCe6'SU 'G& is consistent in RCA,,.
(3) Apply the Completeness Theorem to $jSWZO$U SF to get a model. Trim this model down to a model which is algebraic over E To carry out (1) assume WKLo and that (F, <) is a finitely generated ordered field.
Lemma 2.13 (RCAJ. IRR(F) exists.
Proof . F=Q(a,, . . . ,u,,) for some a,, . . ,u,,. Let X={(a+.
. . ,cq,): Vj<k (a,,+, is transcendental over Q(a,, . . , ai,) )}. X exists by Bounded @-Separation therefore has an element (ai+. . . , a,,) of maximal length. Lkt F. = Q(a,, . 
G(F,/F) am for some k EN and since it maps onto G(N/F) it follows that

G(N/F) = (Z,)"
K, F' c Kc p such that the following hold: (i) If L c K is jinite over F', then [L: F'] is odd. (ii) If L c fi is finite over K, then [L: K] = 2" for some n. (iii) K is formally real, i.e. -1 is not a sum of squares in K.
Proof. Let N be any finite normal extension of F' in E and let H be a 2-Sylow subgroup of G(N/F'). The fixed field of H, NH, is a subfield of N which satisfies these properties: (2) .
Knowing that C?%f399U 91~ is consistent and (by the quantifier elimination) complete, by the Completeness Theorem there is a model. The elements of the model which are algebraic over F satisfy a 2:' formula, and so by construction principle (2) there is a model which is algebraic over F. 0
The uniqueness statement for two real closures (R,, <1) and (R2, c2) of (F, <) says that there is an order-preserving F-isomorphism of RI onto R,.
Theorem 2.18 (RCA,). If (F, <) 1s a countable ordered field, then the real closure of (F, <) is unique.
Proof. Let (R,, <,) and (R,, <J be two real closures of (F, <). They are both models of %%XJP U '3TP Thus RI b cp (ii) iff R2 k q (6) where d E F. For a polynomial f(x) E F[x] let qf,"(x) be the formula which says that x is the nth root of f(x).
Every element of Ri, i = 1,2, satisfies cpr,.,(x) for some f, n. As in Theorem 2.
12, {p(c): CER, & Ri kg(C)} exists for i = 1,2. Thus there is a function qi: Ri -+ {C++,,(X): fEF[x]
& neF+J} where if !Pi(a)=cPf,n(~), then Rik~f,n(a). For convenience write !Pi(a, x) = cpf,,(x) if Ti(u) = am,".
Define h: RI + R, by h(a) = b iff R21=?P1(a, b). Using the property that if R,kGlx(c~f,~(x) &0(x)), then Ri k VX(~~,~(X) -+ 0(x)), it is easy to check that A is isomorphism
of RI onto R,. 0
Countable algebra in WK&
This section is devoted to showing within RCA, that three theorems of countable algebra are each equivalent to Weak Konig's Lemma. As in Section 2 restricted induction will cause some difficulty. Recall that an ideal P in a countable commutative ring is prime if Vx, y (x . y EP-+ (x E P or y E P)). Typically, prime ideals are shown to exist by producing a maximal ideal, which is then shown to be prime. Theorem 4.2 and the next Theorem show that the set existence axioms used in this proof are stronger than necessary.
Theorem 3.1 (RCA,). Weak Kijnig's Lemma is equivalent to the statement, 'Every countable commutative ring with a unit has a prime ideal.'
Proof. Assume Weak K&rig's Lemma and let R be a commutative ring with a 1.
Let a,, = 0, a, = 1, a2, . . . be an enumeration of R. The proof is in two parts. First, use Weak K&rig's Lemma to produce a C:' prime ideal. Second, apply Weak Kbnig's Lemma to produce a prime ideal.
In the first portion of the proof a tree Tc Seq, is defined by Primitive Recursion and at the same time for IJ E T a finite set X, = R is defined. Let f be an infinite path through T and I = lJ,+X.
Clearly I is a 2: prime ideal, and so it need not exist. It will nevertheless be useful in finding a prime ideal which does exist. Now let S be the tree of all (T E Seq, satisfying:
(1) 0 < Ih(a) j a(O) = 0. (2) 1 It is obvious that a path f through S provides a prime ideal P = {q : f(i) = 0}, so that by Weak K&rig's Lemma it is only necessary to show that S is infinite. Let The latter ideal exists by Lemma 2.10. Also l$ I, since every finite subset of generators has a common zero. Let R = R,/I, so that R has a prime ideal I? Let P, be those elements of R. which are mapped into P. Notice that 1~ PO, and PO is a prime ideal. Consider C the set of u E T such that f, E P,,. Now for each n there is a u E T of length n with f, E PO since P,, is prime and H,, E PO. This f. is unique since another f7 E PO length n would give 1 E (f,, fT) c PO. Suppose f. and f7 are in PO with n + 1 = lb(r) = lb(u) + 1. Now G,,,+l E PO so that either f7 r ,, E PO or H,,+,lf, E PO. Now if f, 1 n E PO, then by uniqueness r 1 n = a. But H,,,, lf +f PO lest there be an f,, E P,, of length T n + 1 with q # T. Thus Z is an infinite path through T.
•i
The reader might suspect that a Boolean ring would be a natural place to prove the reversal. This is not the case, since 'Every Boolean ring has a prime ideal' is provable in RCA,,.
The above proof has the interesting feature that each path through the tree corresponds uniquely to a prime ideal in the ring. When this is interpreted in the w-model of recursive sets, it gives rise to the following statement:
Every to Weak K&rig's Lemma which substantially simplifies the problem of coding trees into a structure.
Lemma 3.2 (RC&).
The following are equivalent:
(1) Weak Kiinig's Lemma.
(2) Let cpo(x) and cpl(x) be 27 formulas in which X does not occur freely. If q. and cpl have no common solution, then 3X Vn ((PO(n) + n E X) A (VI(n) + n@ X)). (3) If f, g:N -+N are l-l and f(n)# g(m>Vm, ngN, then
3XVm (f(m>~XAg(m)6X)
Proof. This is Lemma 2.6 of [34] . T* is clearly an infinite tree, so by Weak Konig's Lemma there is a path g* through T*. Define
so that g is a path through T. 0
The tree of partial isomorphisms defined above is bounded by the function f(n) = max{a E K2 : a is a root of (p&,,)} where f,, is any polynomial such that cpl(f,,)(a,,) = 0. To apply Bounded Konig's Lemma we first show that T is infinite. Let T, ={a~ T:dom(a) ={a", ai, . . . , a,,}}. It suffices to show T, # 8 for all n. Let L = cpl[F](ao, . , a,,) and assume that L is normal over cpl [F] . This is an innocent assumption, since a normal extension can be obtained by adjoining all the roots of the f,, i s n. Now let S G L be the extension of cpi[F] generated by the separable elements of L. Assuming the roots of n,<,,f, are exactly a,, . , uk, then S is the extension generated by those ai which are separable over cpi [F] . By the Theorem of the Primitive Element, S = qo,[F](b) for some b and there is an F-isomorphism from S into K2 carrying b to some b' E K2 which satisfies the irreducible polynomial of b over F. Thus it may be assumed that each ai is purely inseparable over E The irreducible polynomial of ai over F has the form xp" -a:" and 4 is the only root. There is now a unique F-isomorphism which maps ai to a root of this polynomial in K2. It follows that there is an F-isomorphism q: cpl[F](ao, . . . , u,,) +K2 and if cr is the restriction of 'I' to {a,, . . . , a,,}, then cr E T. 0
Now by Weak Konig's Lemma there is a path p through T. By considering the definition of T, 'I' is seen to be an isomorphism from K, into K2 and p . cpl(x) = (p2(x) for all x E E !P is onto since it must match the roots in K1 of a polynomial with the roots in K2 of the same polynomial.
Conversely, suppose that algebraic closures are unique. Let K be the algebraic closure of the rationals Q. Since IRR(Q) exists it is legitimate by Lemma 2.7 to assume that Q c K. Let pO, pr, . . . be the sequence of primes and f, g: N -+ N oneto-one with disjoint ranges as in (3) q It is possible to prove Theorem 3.3 by coding a tree into the field. There would be no point in this, since, unlike Theorem 3.1, there is no additional information obtained.
The reason, stated as concisely as possible, is that the Galois group when it is not finite is topologically perfect while an arbitrary closed set in 2" need not be perfect.
A field is fomally real if -1 is not a sum of squares. A field F is orderable if there is a positive cone P which is closed under addition, multiplication, 0 & P, and Vx E F(x # 0 -+ (x E Pv-x E P)). A theorem of Artin and Schreier is that these two notions coincide. 
and notice that fc = 0. fV can, be expanded into a sum of monomials (Y, = ni_, c+(i)'za: where e, EN. If CX~ is not a square, then 1 {cv~: lh(c+) = n + 1) = 0, so that 1 Cf,:lh(cr) = n + l} = 0. Thus F is not formally real which is a contradiction, 0
Conversley, suppose every countable formally real field is orderable and let f, g:lV -+N be one-to-one functions with f(i) # g(j) for all i, j EN. Let pO, pl, . . . be an enumeration of the primes and F, the real closure of Q. For each n E FQ let K, be the subfield of F(a) generated by
There is a field K and an isomorphism cp: K--t F(G) such that range(g) = U, K,, where, as usual, range(p) need not exist. Now each K,, can be embedded in F, so each K, is orderable, and thus formally real. It follows that K is formally real.
By assumption K has an ordering <. Now ~-'(a has a square root in K, Axiom is usually used. The three major theorems of Section 3, 3.1, 3.3 and 3.5, illustrate this fact well. To show the uniqueness of the algebraic closure one usually follows the approach in van der Waerden [40, p. 1951 , of mapping one root of an irreducible polynomial to another. While this idea is necessary, the standard approach makes reference to the entire set of irreducible polynomials. The existence of this set is equivalent to Arithmetic Comprehension.
A similar situation occurs in the Artin/Schreier Theorem-every formally real field is orderable. Here the standard approach is to pass to a maximal formally real field inside the algebraic closure, and then show that this maximal formally real field is orderable. Here the proof makes reference to the set of all (Y E k where K(o) is formally real. The existence of this set is equivalent to Arithmetic Comprehension. These claims are now justified in the following For if GE A and m = f (n) for some n, then a(%, G) is formally real, which is a contradiction.
If rng range(f), then p[F](G)
is formally real, as in the proof of Theorem 3.5. Cl
The customary proof of the existence of prime ideals, is to show that a maximal ideal exists and then show that every maximal ideal is prime. Here again, the method of proof leads directly to Arithemetic Comprehension. Let R be a ring and M an ideal of R. ME R is a maximal ideal if R/M is field. The construction shows that I is maximal.
Conversely, let f: N + N be any function. The strategy is code f into the unique maximal ideal of a local ring. Let RO = Q[x,, x1, . . .] and P = (x,, : n$ range(f)). Now P is a II: set since g(xl, . . . , xk) E P iff every monomial term of g has x,, as a factor for some n$ range(f).
It is illegal to assume that P exists, but R = {r/s: r E RO and s$ P}, 'RO localized at P', does exist by the direct limit method of construction.
Equality in R is defined by the usual cross-multiplication.
Now suppose that has a maximal ideal M. The claim is that
If m E range(f), then l/x,,, E R so that &# M. Conversely, suppose that x,,,$ M.
Thus r-x,,, -s = a/b where b$ P and a E P. It follows that brx,,, -bs = a, so that rn$ range(f) implies bs = brx,,, -a is in P, but this contradicts that b, s# P. Hence m E range(f). Cl
The notion of independence runs all through algebra. The notion is enhanced by the algorithms, such as Gaussian Elimination, which make the construction of bases and coordinate systems possible. It should be remembered that these algorithms frequently depend on having access to a basis. The theorem that every vector space has a basis is a construction founded on the capability of testing for linear independence. This is a true circularity in the sense that the only way out is by Arithmetic Comprehension. (4) and (6) + (7) are immediate. The reversals (3) + (1) and (6) -+ (1) can be formalized in RCA, by adapting proofs in [20] and [ll], respectively. The reversals needed, here, (4) -+ (1) and (7) + (1) use additional ideas of Dekker. Due to the similarity of the results only (7) + (1) will be proven while the necessary ideas for (4) + (1) will be indicated. Let f: N + N be l-l and consider the Cy set {s: 3 t > s (f(t) <f(s))} the set of 'false stages'. Those s not in this set are the 'true stages'. Let g:N *N be a l-l enumeration of the false stages. Now let F=Q(x,, x1, . . .) and within F consider the sequence to, tl, . . . defined by t,, = least z E F such that z is algebraically independent over (to, . . , t,-J. This is a transcendence basis for F over Q and hence F=Q(t,, tI, _ . .). Let R =Q[t,, tI, . . .] and I the ideal generated by $&I -to for n >O (for simplicity assume f(0) = 0). This ideal originally appeared in by an exchange, it can be assumed that x0, x1, . . . is independent over (I, to) and that XO<XI <. . . . The primary claim is that for each j, {m: m is true and t,,, <Xi} has size at least j. Rephrased, if m is the jth true stage, then t,,, <xi. Suppose not and let n be least such that t,, 2 3. Then {m < n: m is true} has size less than j. Now x0, . . . 3 sx-1 are j independent elements <xi and T = {i& : m < n & m is true} is independent with transcendence degree <j_ So for some i < j xi is independent over to, . . , tnpl. By the selection of t,, as the least x independent over to, . t .', n-l, xi 3 t,,. But q <xi < t,, which is a contradiction. Observe now that j E range(g) iff 3rn (t,,, < xi +l & g(m) = j), since t, 2 xi implies 
O(W(d,)) = ?P(d,) = O(d,)
But 0 is l-l, so !P(d,) = d2 and !P is onto. Since there is no p-torsion !P(l/p, 0) = (l/p, 0) and n$ X. 0
Countable abelian groups in ATR,,
In this section we consider the formal system AT&. The axioms of ATR, consist of those of RCA, together with a set existence axiom asserting that arithmetical comprehension can be iterated along any well ordering of the natural numbers. We show that AT& is just strong enough to develop the Ulm theory for countable reduced abelian p-groups.
The formal system AT& has been studied extensively [6, 7, 10, 31, 32, 33, 381 and has turned out to be of considerable interest from the viewpoint of Reverse Mathematics. For example, it has been shown that the principal axiom of AT& is equivalent over RCA, to open determinancy [38] , and also to the open Ramsey theorem [lo] . For a detailed reading of this section, the reader will need some previous familiarity with the proof techniques that are available in AT&.
We content ourselves with a precise statement of the principal axiom of ATR,,. Within RCA0 we define a well ordering to be (a code for) an irreflexive linear ordering of a subset of the natural numbers having no infinite descending sequences. The principal axiom of AT& asserts that if < is a well ordering, then for any arithmetical formula cp(j, I') there exists a set X such that for all j and n, (j, n) E X if and only if cp(j, {(i, m): m<n r\(i, m) E X}). The set X is said to be defined by arithmetical transfinite recursion along the well ordering <. Typical examples of sets defined by arithmetical transfinite recursion are the H-sets of Davis and Mostowski [lo] .
At a crucial point in the proof of Theorem 5.4 below, we shall need to make use of an unpublished result of Friedman. Two well orderings are said to be isomorphic if there exists an isomorphism between them. Two well orderings are said to be comparable if either they are isomorphic or one of them is isomorphic to a proper initial segment of the other. Proof. This is due to Friedman and was announced in [7] . The proof is rather difficult and has never been published. Simpson intends to include a proof in his forthcoming monograph [3 11 .
The central theorem in the classification of countable abelian p-groups is Ulm's Theorem. The reader should recall that G is a p-group if Vx E G 3n EN such that p"x = 0. The statement of Ulm's Theorem depends on the following transfinite recursion: G, = G, G,+l = pG, and Gx = n,<, G, for limit ordinal A. The sequence terminates when G, = G,+l, and the sequence (G, : a s /3) is called an Ulm resolution when Gp = (0). The Ulm invariants (given here in a form due to Kaplansky) are the numbers dim(P,/P,+,) where P, = {x E G,: px = 0) and the dimension is computed as a vector space over the field GF(p). Each Ulm invariant is either a natural number or m, and the sequence can be written U,(a) = dim(P,/P,+,).
Ulm's Theorem states that two countable reduced p-groups are isomorphic iff they have the same Ulm invariants. The strength of this theorem is sensitive to the formulation.
Lemma 5.2 (RC&).
If G and H are countable reduced p-groups with Ulm resolutions (G, : a s 0) and (H, : a s p), respectively, and U,(a) = U,(a) Va < fi, then G = H.
Proof. The constructive proof of Ulm's Theorem found in Richman [26] can be formalized in RCA,,.
The key features to note here are that G and H possess Ulm resolutions and those resolutions are indexed on the same ordinal B. The features are equivalent to Arithmetic Transfinite Recursion. This is not to say that Ulm's Theorem has all its strength built into the hypothesis. It turns out that a minor corollary of Ulm's Theorem implies Arithmetic Transfinite Recursion. For convenience, call G large if G has an Ulm resolution (G, : a s /3) and V,(a) = +a < p. An easy consequence of Ulm's Theorem is that of two large groups one is a direct summand of the other.
Before stating and proving the main theorem of this section a lemma is useful. Proof. For any set X of natural numbers, we write (Y E Ox to mean that (Y is a (code for a) well ordering which is recursive X. Note that we do not assume that Qx exists; indeed, the existence of ox is not provable in ATR,,. We shall make use of the well known fact, provable in AC&, that Ox is II: in X and not C: in X. We first prove (1) + (2). Let G be a countable reduced abelian p-group. We claim that there exists p E OG and an Ulm resolution (G, : a =S p) for G.
Suppose otherwise and define (G,:a s-y) to be a pseudo-resolution if y is a linear ordering which is A: in G and Vol < CQ < y G,, E pGal, and l-J,<, G, # (0). The property of being a linear ordering which carries a pseudo-resolution is 2: in G, hence there is a linear ordering y which is not an ordinal, but carries a pseudo-resolution. Since y is not an ordinal, there is a sequence y > (Ye > (Y~ > . . . . Define H,, = G, where (G, : a s y) is the pseudo-resolution.
Thus H, c PH,+, Vn EN so that H = IJ, H, is a divisble subgroup, H# (0) and hence G is not reduced. It follows that there is an ordinal which carries a resolution (by Arithmetic Transfinite Recursion) which is not a pseudo-resolution, and so that resolution is an Ulm resolution. Proof. Let f : N + N be l-l and define x 3 y t;, f(x) <f(y). Call the structure 6% 3), wo. w. is an ordinal Vx {y : y 3 x} is finite by X:-Bounded Separation. Now consider H(w,) and H(w + 1) which are both large and so one is a summand of the other. For this proof only o will be the order type of (N, <). In H(w + 1) there is an element, namely xc,), which is p" divisible for all n. There is no such element in H(o,). For suppose p"(C ?T~) = C mix,, then each ui c rj for some j and furthermore there is a y, lh(vj) = n such that uivj = rj. .Since 7j is unsecured, The construction of the G(a) groups used in this proof is credited by Richman [26] to E. A. Walker.
Countable abelii groups in IIf-C&
The final, and strongest, system to be considered in this paper is II:-C&. The purpose of this section is to show that II:-CA, is just strong enough to develop the basic structure theory for countable abelian groups.
The axioms of #-CA, consist of those of RCA, together with II:-comprehension, i.e. the assertion that {x EN : cp(x)} exists for any rI: formula q(x). This system is properly stronger than AT& since 0, the set of recursive ordinal notations, is FI: but cannot be proved to exist in AT&. A useful consequence of IIt comprehension is the fact that monotone arithmetic transfinite recursions will stabilize on some ordinal. While AT% permits transfinite recursion along any given ordinal it is not strong enough to prove that these recursions stabilize. Consider, for example, the following recursion on a countable abelian p-group, G. Let Go= G,+,=pG, and GA =nor<* G, for A a limit ordinal. By KI:-Comprehension, there is an a! such that G,,, = G,, the maximal divisible subgroup. Conversely, as shown in Theorem 6.3 below the existence of this subgroup implies rI:-Comprehension.
Let T E Seq be a tree. The unfounded part of T is the set of unfounded This lemma can be used to show that an abelian divisible group is a direct sum of a divisible torsion group and a divisible torsion-free group. These can in turn be broken into sums of Q and Z(pm). This analysis is necessarily performed in ACA, since the group constructed in Theorem 4.3 shows that a torsion free divisible group need not be a direct sum of copies of Q. Such a sum would have a basis. It is slightly surpising that the decomposition into divisible plus reduced necessarily requires higher comprehension axioms. This seems to have been first observed by Feferman [4] . The construction used in the proof of the next theorem is his.
Theorem 6.3 (RC&).
II:-Comprehension is equivalent to the statement 'Every countable abelian group is a direct sum of a divisible group and a reduced group'.
Proof. Assume II:-CA0 and let G be an abelian group. Say g E G is divisible if for each prime p there is an f: N + G such that f (0) = g and Vn pf(n + 1) = f(n).
Being divisible is a 2: property, so D = {d E G: d is divisible} exists.
It is easy to check that D is a subgroup. D is also divisible, since D is p-divisible for all primes p, by Lemma 4.6. Now if DO is any divisible subgroup of G, then the elements of DO are divisible and so D,c D. By Lemma 6.2, G = D@A for some A, but A cannot contain a divisible subgroup # (0), so A is reduced.
Conversely, assume that every abelian group is a direct sum of a divisible group and a reduced group. Let T c Seq be any tree and let G be the group with generators x, where (+ E T and relations px,, =x,, and x0 = 0. The elements of G can be written in normal form as finite sums of the form Cc m-x, where 0 < m, < p. G can be decomposed as D@ R where D is divisible and R is reduced. The claim is that u is unfounded iff x, E D. Suppose cr is unfounded and let f be a witness. For T, = (f 0, . . . , f (n>>, pq,+, = x7, for all n. Let A be the subgroup generated by the x7,.
A exists and is divisible. By Lemma 6.2, D+ A = D@D, for some divisible subgroup Do and G = D@ R = D@ Do@ R. for some subgroup Ro. Thus R = Do@ Ro, so that Do = (0), since R is reduced, and A E D. It follows that x, E D.
Conversely,
suppose that x, ED and that do = x,,, dI, d2, _ . . is a sequence from D with ~a!,,+~ = a!,, for all n EN. Notice that if dnil = C m,x, where m7 # 0 and d, = 1 n,,xV where n, # 0, then pd,,+i = 1 pm,& = C n,x,, from which it follows that each v where x,, occurs in d,, is contained in some r where x, occurs in o!,,+~. Select a sequence r. = (+ and by induction select +r,+i = r, where x, occurs in o!,,+~, to be an extension of 7,. The sequence TV, T,, . . . constitutes a path through I'. q
