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REGULARITY OF SYMBOLIC POWERS AND ARBORICITY OF
MATROIDS
NGUYEˆN COˆNG MINH AND TRAˆN NAM TRUNG
Abstract. Let ∆ be a simplicial complex of a matroid M . In this paper, we
explicitly compute the regularity of all the symbolic powers of a Stanley-Reisner
ideal I∆ in terms of combinatorial data of the matroid M . In order to do that, we
provide a sharp bound between the arboricity of M and the circumference of its
dual M∗.
1. Introduction
Let S = K[x1, . . . , xn] be a polynomial over a field K and I a homogeneous ideal
in S. The Castelnuovo-Mumford regularity (or regularity) of I, reg(I), is a kind of
universal bound for important invariants, such as the maximum degree of the syzygies
and the maximum non-vanishing degree of the local cohomology modules of I.
It is well-known that (see [6, 22, 32]) there exist nonnegative integers d, e and t0
such that reg(I t) = dt+e for all t > t0. While d is determined by I (see [22]), a little is
known about e and t0. From this remarkable result, Eisenbud and Ulrich [11] posed the
following problems: What is the significance of the number e? What is a reasonable
bound t0? These problems continue to attract us (see e.g. [2, 3, 4, 10, 12, 13, 14]).
Moving away from ordinary powers, for symbolic powers I(t), it was shown in small
dimensional cases that the function reg(I(t)) is bounded by a linear function in t
(see [17, 19]). However, Cutkosky [5] constructed a non-monomial ideal I such that
limt→∞
reg(I(t))
t
is not rational, so that the asymptotic behavior of reg(I(t)) is in
general far from being a linear function. For the case I is a monomial ideal, in [16],
they proved that this function is quasi-linear for large t. Moreover, if I is a squarefree
monomial ideal, then limt→∞
reg(I(t))
t
exists due to [19, Theorem 4.9]. Up until now,
in that case it is not known whether reg(I(t)) is a linear function in t for t≫ 0 or not.
If one can add more that I has codimension 2, then this function will be linear in t
for t > 2 by [20]. Thus, it is natural to ask the following question:
Question. Let I be a (squarefree) monomial ideal in the polynomial ring S. Is
reg(I(t)) a linear function in t for large t?
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In this paper, we explicitly compute reg(I
(t)
∆ ) for every positive integer t where ∆
is a simplicial complex of a matroid M and I∆ the Stanley-Reisner. In particular, it
is a linear function in t for all t > 1, so the question is settled affirmatively in this
case. For a matroid M , we denote by r(M), c(M) and core(M) to be the rank, the
circumference and the core of M , respectively. Then, the main result of the paper is
the following.
Theorem 4.5. Let ∆ be the simplicial complex of a matroid M . Then,
reg(I
(t)
∆ ) = c(M)(t− 1) + r(core(M)) + 1, for all t > 1.
As an application we can characterize any matroid whose the t-th symbolic power
of the Stanley-Reisner ideal has linear resolution (see Theorem 4.6).
An important tool used in recent researches on the symbolic powers of a squarefree
monomial ideal is a Hochster’s type formula of computing local cohomology modules
in terms of reduced (co)homology groups of some certain simplicial complexes (see
[18, 19, 20, 21, 24, 25, 31]). In order to study the above question it is possible that
additional hypotheses on I(t) may be required; starting with the case where I(t) is
Cohen-Macaulay is probably a good idea. In [31], they proved that I(t) is Cohen-
Macaulay for some t > 3 (and then for all t > 1) if and only if I is a Stanley-Reisner
ideal of a matroid complex.
On the other hand, matroids provide a link between graph theory, linear algebra,
transcendence theory, and semimodular lattices (see [27, 34]). Let M be a matroid
on the ground set V and let B(M) be the set of all bases of M . The arboricity of M ,
denoted by a(M), is the minimum number of bases needed to cover V . A well-known
result of Edmonds [8], extending the result of Nash-Williams [26] for graphic matroids,
says that
a(M) = max
{⌈ |A|
r(A)
⌉
| A ⊆ V
}
;
where r(A) = max{|A ∩ B| | B ∈ B(M)}.
In order to get an explicit formula for a(M) is difficult, and so the estimate of this
invariant seems to be of independent interest (see e.g. [1, 7, 28]). This is motivated
from some computationally intractable problems on a general database. The second
main result of the paper establishes a bound for a(M) in terms of the circumference
of its dual matroid M∗. It also plays a key role in the proof of Theorem 4.5.
Theorem 3.3. Let M be a matroid. Then, a(M) 6 c(M∗).
Now we explain the organization of the paper. In Section 2, we recall some notations
and basic facts about the Stanley-Reisner ideal, matroids, and Castelnuovo-Mumford
regularity. Section 3 contains the proof of Theorem 3.3. And, in the last section we
devote to the proof of Theorem 4.5 and applications.
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2. Preliminaries
In this section, we recall some definitions and properties concerning simplicial com-
plex, matroids, degree complexes that will be used later. The interested reader is
referred to ([9, 27, 29]) for more details.
2.1. Simplicial complex. Let ∆ be a simplicial complex on [n] = {1, . . . , n} that is
a collection of subsets of [n] closed under taking subsets. We put dimF = |F | − 1,
where |F | is the cardinality of F , and dim∆ = max{dimF | F ∈ ∆}, which is called
the dimension of ∆. It is clear that ∆ can be uniquely determinate by the set of its
maximal elements under inclusion, are called by facets, which is denoted F(∆). The
complex ∆ is said that pure if all its facets have the same cardinality.
Let K be a field and S = K[x1, . . . , xn] a polynomial ring over K. The Stanley-
Reisner ideal I∆ of ∆ (over K) is the ideal in S which generated by all square-free
monomials xi1 . . . xip such that {i1, . . . , ip} /∈ ∆. The quotient ring S/I∆ is called the
Stanley-Reisner ring of ∆. We say that ∆ is Cohen-Macaulay (over K) if so is the
Stanley-Reisner ring S/I∆. For a face F ∈ ∆ and a subset S ⊆ [n] we define the link
of F in ∆ to be
lk∆ F = {G ∈ ∆ | F ∪G ∈ ∆, F ∩G = ∅}
and the restriction of ∆ to S to be
∆[S] = {F ∈ ∆ | F ⊆ S}.
If S = [n]\{u} for some u ∈ [n], then we will write ∆−u instead of ∆[S] for simplicity.
2.2. Matroids. A matroid M on the ground set V is a collection I of subsets of V ,
which is called independent sets, satisfying the following conditions:
(i) ∅ ∈ I,
(ii) If I ∈ I and J ⊆ I, then J ∈ I,
(iii) If I, J ∈ I and |J | < |I|, then there exists an element x ∈ I \ J such that
J ∪ {x} ∈ I.
Maximal independent sets of M are called bases. They have the same cardinality
which is called the rank ofM , and denoted by r(M). Let B(M) be the set of all bases
of M . A dependent set is a subset of V which is not in I. Minimal dependent sets
are called circuits of M . Denote by C(M) the set of all circuits of M . It is clear that
C(M) determines M : I consists of subsets of V that do not contain any member of
C(M). The circumference of a matroid M is defined by
c(M) = max{|C| | C ∈ C(M)}.
The matroid M is a star with a center x ∈ V if x ∈ B for any B ∈ B(M).
Example 2.1. For a simple graph G we define the graphic matroid of G, denoted by
M(G), to be a matroid whose independent sets are the forests in G. Then, the bases
of the graphic matroid M(G) are the spanning forests of G, and the circuits of M(G)
are the simple cycles of G; where a simple cycle means a cycle without chords.
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The cographic matroid of G is just the dual ofM(G) and denoted byM∗(G). Recall
that a cut-set is a collection of edges S of G, such that when the edges in S are deleted
from G, the number of connected components of G increases by one; and a bond is
a cut-set of G that does not have any other cut-set as a proper subset. Accordingly,
circuits in M∗(G) are the bonds of G.
Let A a subset of V . Let I|A = {I ⊆ A | I ∈ I}. Then, I|A is a also matroid over
A, denoted by M |A. If U = V \ {u}, for u ∈ V , we will write M−u = M |U for short
. We define the rank r(A) of A to be the size of a basis B of M |A and a such set is
called a basis of A. One easily check that
C(M |A) = {C ⊆ A | C ∈ C(M)}.
Let B∗(M) = {V \ B | B ∈ B(M)}. It is known that the set B∗(M) forms the set of
bases of a matroid on V which is called the dual of M , is denoted by M∗. And, it is
clear (M∗)∗ = M .
Example 2.2. The uniform matroid Uk,n is defined over the ground set [n]. A subset
of [n] is independent if and only if it contains at most k elements. Thus, a subset is
a basis if it has exactly k elements, and it is a circuit if it has exactly k+ 1 elements.
Its dual (Uk,n)
∗ is also another uniform matroid Un−k,n.
It is apparent from the definition that the collection of independent sets of a matroid
M forms a simplicial complex, which is called matroid complex (or independence
complex) of M . This one is a pure simplicial complex of dimension r(M)− 1.
Lemma 2.3. Let M is a matroid such that it is not a star. Let ∆ be the matroid
complex of M and F ∈ ∆. If lk∆(F ) 6= ∅, then lk∆(F ) is a matroid complex that is
not a cone.
Proof. It suffices to prove the lemma in the case F = {x} for x ∈ V . Note that lk∆(x)
is also a matroid by definition. Assume on the contrary that lk∆(x) 6= ∅ is a cone
for some x ∈ V . Let y be a center of this cone. Obviously, y 6= x. Since M is not a
star, there exists B ∈ B(M) such that y /∈ B (i.e. x /∈ B). Put F ∈ F(lk∆(x)), then
F ∪{x} ∈ B(M), x /∈ F . Therefore, F ′ = (F ∪{x})\{y} ∈M and |(F ∪{x})\{y}| <
|B|. By the definition of matroids, there exists z ∈ B \F ′ such that F ′∪{z} ∈ B(M).
Thus, (F ′∪{z}) \ {x} ∈ F(lk∆(x)) and y /∈ (F ′∪{z}) \ {x}, which is a contradiction,
and the lemma follows. 
We will also need the following property of a matroid (see [29, Theorem 3.4]).
Lemma 2.4. If ∆ be a matroid complex, then ∆ is a cone if and only if it is acyclic
(i.e., has vanishing reduced homology).
2.3. Castelnuovo-Mumford regularity, Symbolic power and degree com-
plexes. Let m = (x1, . . . , xn) be the maximal homogeneous ideal of S. For a finitely
generated graded S-module L, let
ai(L) = sup{j ∈ Z | H im(L)j 6= 0}
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where H i
m
(L) denotes the i-th local cohomology module of L with respect m. Then,
the Castelnuovo-Mumford regularity (or regularity for short) of L, denoted by reg(L),
is defined by
reg(L) = max{ai(L) + i | i = 0, . . . , dimL}.
The regularity of L also defines via the graded minimal free resolution. Assume
that the graded minimal free resolution of L is
0←− L←− F0 ←− F1 ←− · · · ←− Fp ←− 0.
Let ti(L) be the maximal degree of graded generators of Fi. Then,
reg(L) = max{ti(L)− i | i = 0, . . . , p}.
Let J be a non-zero and proper homogeneous ideal of S. From the graded mini-
mal free resolution of S/J we obtain reg(J) = reg(S/J) + 1. We say that J has a
linear resolution if all entries in the matrices representing the differentials in a graded
minimal free resolution of J are linear forms.
Let {P1, . . . , Pr} be the set of the minimal prime ideals of J . Given an positive
integer t, the t-th symbolic power of J is defined by
J (t) =
r⋂
i=1
J tSPi ∩ S.
In particular, if J = I∆ is the Stanley-Reisner ideal of a simplicial complex ∆, putting
PF = (xi | i /∈ F )S for each facet F ∈ F(∆), then I∆ =
⋂
F∈F(∆) PF , and then
I
(t)
∆ =
⋂
F∈F(∆)
P tF .
Let ∆ be the matroid complex of a matroid M on the ground set [n]. Let I be the
Stanley-Reisner ideal of ∆ in S. One can see that B(M) = F(∆) and
I = (xC | C ∈ C(M)) =
⋂
B∈B(M)
PB,
where xC =
∏
i∈C xi, and hence I
(t) =
⋂
B∈B(M) P
t
B.
Let
core([n]) = {i ∈ [n] | st∆(i) 6= ∆},
where st∆(i) = {F ∈ ∆ | F ∪ {i} ∈ ∆}, and core(∆) = ∆[core([n])] (also write
w.r.t. core(M) = M | core([n])). It is clear that ∆[[n] \ core([n])] is a simplex and
{xi | i ∈ [n] \ core([n])} forms a linear regular sequence of S/I(t). Therefore,
reg(I(t)) = reg(I
(t)
core(∆)).
For simplicity of exposition, throughout the rest of this paper, we can assume
M = core(M), i.e. M is not a star and in this case, ∆ = core(∆) and n > 2.
Let I be a monomial ideal in S. Takayama in [30] found a combinatorial formula
for dimK H
i
m
(S/I)a for all a ∈ Zn in terms of certain simplicial complexes. For every
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a = (a1, . . . , an) ∈ Zn we set Ga = {i | ai < 0} and write xa = Πnj=1xajj . Thus,
Ga = ∅ whenever a ∈ Nn. The degree complex ∆a(I) is the simplicial complex whose
faces are sets of form F \Ga, where Ga ⊆ F ⊆ [n], so that for every minimal generator
xb of I there exists an index i 6∈ F with ai < bi. To present ∆a(I) in a more compact
way, for every subset F of [n] let SF := R[x
−1
i | i ∈ F ∪ Ga]. Then, by [24, Lemma
1.2] we have
∆a(I) = {F ⊆ [n] \Ga | xa /∈ ISF}.
Let ∆(I) denote the simplicial complex that corresponds to the square-free mono-
mial ideal
√
I. Note that ∆(I
(t)
∆ ) = ∆. We have:
Lemma 2.5 ([30], Theorem 1).
dimK H
i
m
(S/I)a =
{
dimK H˜i−|Ga|−1(∆a(I);K) if Ga ∈ ∆(I) ,
0 otherwise.
The next lemma is very useful to compute ∆a(I
(t)
∆ ) in this paper.
Lemma 2.6 ([20], Lemma 1.3). Let a ∈ Zn such that Ga ∈ ∆. Then,
F(∆a(I(t)∆ )) = {F ∈ F(lk∆(Ga)) |
∑
i/∈F∪Ga
ai 6 t− 1}.
3. The arboricity and the circumference of a matroid
Let M be a matroid on the ground set V = [n]. The arboricity of M , denoted by
a(M), is the minimum number of bases needed to cover all elements of the matroid
M . In this section, we establish a sharp bound for a(M) in terms of the circumstance
of its dual matroid M∗.
Define
γ(M) = min{|S| | ∅ 6= S ⊆ B(M) and
⋂
B∈S
B = ∅}.
For any ∅ 6= S ⊆ B(M), one can see that⋂
B∈S
B = ∅ ⇐⇒
⋃
B∈S
(V \B) = V,
so that γ(M) = a(M∗).
For the proof of the main theorem, some more preparations are needed.
Lemma 3.1. Let M be a matroid. Then, r(M) = |V | − 1 if and only if B(M) =
{V \ x | x ∈ V }. In particular, γ(M) = c(M) = |V |.
Proof. It is clear that B(M) ⊆ {V \ {x} | x ∈ V }. Assume V \ x /∈ B(M). It implies
that x ∈ V \ {y} for any y 6= x. Then, M is a star with a center x, a contradiction.
Therefore, B(M) = {V \ x | x ∈ V }, as required. 
Lemma 3.2. Let M be a matroid on the ground set V = [n]. Then,
γ(M) 6 c(M).
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Proof. We will prove the assertion by induction on n.
If n = 2 then r(M) = 1, since M is not a star. In this case, γ(M) = c(M) from
Lemma 3.1.
If n > 2. We have r(M) = r(M−x) for any x ∈ V and B(M−x) ⊆ B(M), by M
is not a star. For each vertex x ∈ V , let Wx be the maximal subset of V \ {x} such
that Wx ⊆ B for all B ∈ B(M−x) and Mx = M |(V \ (Wx ∪ {x})). Then, Mx is a
matroid and not a star. It is obvious that B ∪Wx ∈ B(M−x) for any B ∈ B(Mx). Let
Vx :=Wx ∪ {x}.
If r(Mx) = 0, i.e. Mx = {∅}, for some x ∈ V . Therefore, Wx must belong to B(M)
and B(M−x) = {Wx}. If there exists y ∈ (V \ {x}) \Wx, then there exists B ∈ B(M)
such that y ∈ B,B \ {y} ⊆ Wx. Hence, Wx 6= B ∈ B(M−x), a contradiction. Thus,
Wx = V \ {x} i.e. r(M) = |V | − 1. By Lemma 3.1, γ(M) = c(M).
Now, we may assume that r(Mx) > 1 for any x ∈ V . The rest of our proof will be
shown through the following claims.
Claim 1: For any x, y ∈ V ,
Vx = Vy if and only if y ∈ Vx.
In order to prove this claim it suffices to show that if M−x is a star with a center y
i. e. y ∈ Wx, then Vx = Vy.
Since y ∈ Wx, y ∈ B for any B ∈ B(M−x). If B ∈ B(M) \ B(M−x) then x ∈ B.
Therefore, for any B ∈ B(M), either x ∈ B or y ∈ B. Hence, we can list
B(M) = T ∪ {Bu+1, . . . , Bs, Bs+1, . . . , Bm},
where
• x, y ∈ B for B ∈ T and |T | = u;
• x ∈ Bi and y /∈ Bi for i = u+ 1, . . . , s; and
• x /∈ Bi and y ∈ Bi for i = s+ 1, . . . , m.
and 0 6 u < s < m by M is not a star. Let Fi := Bi \ {x} for i = u + 1, . . . , s and
Gi := Bi \ {y} for i = s+ 1, . . . , m.
Since M−x is a matroid and the above list, we have
B(M−x) = {Bs+1, . . . , Bm}.
This yields
{Fu+1, . . . , Fs} ⊆ {Gs+1, . . . , Gm}.
Similarly, one can see that
B(M−y) = {Bu+1, . . . , Bs}
and
{Gs+1, . . . , Gm} ⊆ {Fu+1, . . . , Fs}.
Consequently, {Gs+1, . . . , Gm} = {Fu+1, . . . , Fs}. From this, M−y is a star with a
center x. In particular, x ∈ Wy.
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Now, take t ∈ Wx \ {y}, then t ∈ Gi for all i = s + 1, . . . , m. This gives t ∈ Fi for
all i = u+1, . . . , s. It implies t ∈ Wy. Thus, Vx ⊆ Vy. By an argument analogous, we
get Vy ⊆ Vx. This statement is as required of the claim.
Claim 2: For any x ∈ V and C ∈ C(M) such that x ∈ C. Then,
Vx ⊆ C.
Assume the contrary, that Vx 6⊆ C. Put y ∈ Vx\C. By definition, C is also a circuit
of M−y and C \ {x} is also an independent set of M−y. Using Claim 1, we have M−y
is a star with a center x. Therefore, C = {x} ∪ (C \ {x}) is also an independent set
of M−y, which is a contradiction.
Now, we return to prove that γ(M) 6 c(M). Take x ∈ V . Since M is not a star,
there exists a circuit C ∈ C(M) such that x ∈ C. Put p = |Vx|. Using Claim 2, we
have p 6 |C| ≤ c(M). By our assumption, M ′ =Mx is a matroid, which is not a star,
with r(M ′) > 1.
Since the cardinality of the ground set of M ′ is strictly smaller than n, using the
induction hypothesis, q = γ(M ′) 6 c(M ′). It is easy to see that c(M ′) 6 c(M), then
q 6 c(M). Let B′1, . . . , B
′
q ∈ B(M ′) such that
q⋂
i=1
B′i = ∅.
Moreover, Vy = Vx for any y ∈ Vx by Claim 1. Therefore, My = M ′. This yields
B′ ∪ (Vx \ {y}) ∈ B(M) for any B′ ∈ B(M ′).
Write Vx = {x1, . . . , xp} and Wi = Vx \ {xi} for i = 1, . . . , p. Put e := max{p, q}.
For each i = 1, . . . , e, we shall define a subset Bi of V as follows:
Bi =

Wi ∪ B′i if i 6 min{p, q};
Wp ∪B′i if p 6 i 6 q (if p 6 q);
Wi ∪ B′q if q 6 i 6 p (if q 6 p).
Then, it is clear that B1, . . . , Be ∈ B(M). Evidently,
p⋂
i=1
Wi = ∅.
From this, we obtain
e⋂
i=1
Bi = ∅.
Thus, γ(M) 6 e 6 c(M), as required. 
Now we are in a position to prove the main result of this section.
Theorem 3.3. Let M be a matroid. Then, a(M) 6 c(M∗).
Proof. ByM is not a star, M∗ has the same the ground set V and is not a star. Using
Lemma 3.2, a(M) = γ(M∗) 6 c(M∗) as required. 
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The following example shows that the bound in Theorem 3.3 is shap.
Example 3.4. Let M be a matroid such that M∗ has the largest circuit C∗ with
r(C∗) = 1. Then, |C∗| = c(M∗)r(C∗). Together with [8, Theorem 1], it yields
a(M) > c(M∗). Therefore, a(M) = c(M∗) by Theorem 3.3.
Remark. The above theorem still holds true when M is a star but V is not in B(M).
Indeed, let W be a maximal subset of V (in relation to inclusion) such that W ⊆ B
for all B ∈ B(M) and M ′ = M |(V \W ). Since M ′ is not a star and one can check
that a(M) = a(M ′) and M∗ = (M ′)∗, we have a(M) 6 c(M∗).
Corollary 3.5. Let M be a matroid on the ground set V . Then,
c(M)(|V | − r(M)) > |V |.
Proof. It is clear that M∗ has the same ground set V because M is not a star. Com-
bining [8, Theorem 1] and Theorem 3.3 we get
|V | 6 a(M∗)r∗(V ) 6 c(M)r∗(V );
where r∗(V ) is rank of V on the dual matroid M∗. As r∗(V ) = |V | − r(M), so that
|V | 6 c(M)(|V | − r(M)), as required. 
We conclude this section with some remarks on the arboricity of graphs. For a
simple graph G, the arboricity of the matroid M(G) is also called the arboricity of G
and also denoted by a(G). Then, a(G) is the minimum number of spanning forests
needed to cover all the edges of G. Nash-Williams [26] gave a precise formula for
a(G), namely
a(G) = max
{⌈
eH
nH − 1
⌉
| H is a nontrivial subgraph of G
}
,
where eH and nH are the number of edges and vertices of H , respectively.
However, the estimate of this invariant seems to be of independent interest (see e.g.
[1, 7, 28]). By this direction, we now set up an upper bound of a(G) by reformulating
Theorem 3.3 for the graphic matroid of G. Let c∗(G) be the size of a largest bond of
G. From Theorem 3.3, we obtain.
Corollary 3.6. Let G be a simple graph. Then, a(G) 6 c∗(G).
Recall that the circumference of G, denoted by c(G), is the size of a longest simple
cycle of G, so that c(G) is the circumference of M(G) as well. Since M∗(G)) is not a
star whenever G has no leaves, by reformulating Theorem 3.3 for M∗(G) we obtain.
Corollary 3.7. Let G be a simple graph without leaves. Then, the minimal number
of spanning forests of G without edges in common is at most c(G).
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4. The Castelnuovo-Mumford regularity of symbolic powers
Throughout of this section, let ∆ be the matroid complex of a matroid M with a
positive rank on the ground set V = [n]. Let I be the Stanley-Reisner ideal of ∆ in
S = K[x1, . . . , xn] and let t be a positive integer. It is well-known that I
(t)
∆ is Cohen -
Macaulay (see [24, 33]), so that in order to compute reg(I
(t)
∆ ) it suffices to investigate
the top local cohomology module Hd
m
(S/I
(t)
∆ ) where d = r(M). By virtue of Lemma
2.5, it leads to study the (non)-vanishing of some reduced homology groups of certain
degree complexes.
Firstly, we shall prove some lemmas for degree complexes.
Lemma 4.1. Let a ∈ Nn such that Γ = ∆a(I(t)) 6= ∅. Assume that n is a vertex of
Γ and lk∆(n) = {1, . . . , p} for some 1 6 p 6 n − 1. Put b = (a1, . . . , ap) ∈ Np, and
r = ap+1 + · · ·+ an−1 if p < n− 1 and r = 0 if p = n− 1. Then,
lkΓ(n) = ∆b(I
(t−r)
lk∆(n)
).
Proof. By n ∈ Γ and Lemma 2.6, there exists B ∈ B(M) such that n ∈ B and∑
i/∈B ai 6 t− 1. Then, r 6
∑
i/∈B ai 6 t− 1 by B \ {n} ⊆ [p]. Using Lemma 2.6, we
can list
B(M) = {B1, . . . , Bu, Bu+1, . . . , Bv, Bv+1, . . . , Bs, Bs+1, . . . , Bm},
where
• F(Γ) = {B1, . . . , Bu, Bu+1, . . . , Bv} for n ∈
⋂u
i=1Bi and n /∈
⋃v
i=u+1Bi;
• n ∈ Bi for i = v + 1, . . . , s; and
• n /∈ Bi for i = s+ 1, . . . , m.
Therefore,
F(lkΓ(n)) = {B1 \ {n}, . . . , Bu \ {n}}
and
F(lk∆(n)) = {B1 \ {n}, . . . , Bu \ {n}, Bv+1 \ {n}, . . . , Bs \ {n}}.
Using again Lemma 2.6, for i = 1, . . . , u, v + 1, . . . , s, one can check that Bi \ {n} ∈
F(∆b(I(t−r)lk∆(n))) if and only if i = 1, . . . , u (note that the set of vertices of lk∆(n) is
[p]). This implies our assertion. 
Lemma 4.2. Let a ∈ Nn such that the degree complex Γ = ∆a(I(t)) 6= ∅. Assume
an = min{ai | i = 1, . . . , n}. Put b = (a1, . . . , an−1) ∈ Nn−1. Then,
Γ−n = ∆b(I
(t−an)
∆
−n
).
Proof. In the same way as in above, we can list
B(M) = {B1, . . . , Bu, Bu+1, . . . , Bv, Bv+1, . . . , Bs, Bs+1, . . . , Bm},
where
• F(Γ) = {B1, . . . , Bu, Bu+1, . . . , Bv} for n ∈
⋂u
i=1Bi and n /∈
⋃v
i=u+1Bi;
• n ∈ Bi for i = v + 1, . . . , s; and
10
• n /∈ Bi for i = s+ 1, . . . , m.
Therefore,
F(Γ−n) = {B1 \ {n}, . . . , Bu \ {n}, Bu+1, . . . , Bv}.
On the other hand, since M is a matroid and not a star, M |[n− 1] is a matroid with
the same rank. Thus,
F(∆−n) = {Bs+1, . . . , Bm, Bu+1, . . . , Bv}.
This yields, for each i = 1, . . . , u, there exists p ∈ {s + 1, . . . , m, u + 1, . . . , v} such
that Bi \ {n} = Bp \ {q} for some q ∈ Bp. If p ∈ {s+ 1, . . . , m, }, then∑
j∈[n],j /∈Bp
aj =
∑
j∈[n],j /∈Bp\{q}
aj − aq =
∑
j∈[n],j /∈Bi\{n}
ai − aq
=
∑
j∈[n],j /∈Bi
ai + an − aq 6
∑
j∈[n],j /∈Bi
ai 6 t− 1
by Lemma 2.6, which is a contradiction. Hence, p ∈ {u+ 1, . . . , v}. It follows
F(Γ−n) = {Bu+1, . . . , Bv}.
Therefore, our assertion will come from Lemma 2.6. 
Remark. The condition an = min{ai | i = 1, . . . , n} in this Lemma can not remove.
For instance, we consider an example in which Γ−n do not need pure. Let M be a
matroid which forms a square i.e. B(M) = {{1, 2}, {2, 3}, {3, 4}, {4, 1}}. Let a =
(1, 8, 3, 2) ∈ N4 and t = 11. By Lemma 2.6, the degree complex Γ = ∆a(I(t)) has the
facet set {{1, 2}, {2, 3}, {3, 4}}. From this, Γ−3 is not pure.
Lemma 4.3. Let M be a matroid and x is a vertex of M . Let ∆ be the simplicial
complex of M and let M ′ be the matroid w.r.t. lk∆(x). Then, c(M
′) 6 c(M).
Proof. Observe that
M ′ = {F \ {x} | F ∈ M and x ∈ F}.
Let C be a circuit of M ′ such that |C| = c(M ′). Then, for any v ∈ C, C \{v} ∈M ,
so (C \{v})∪{x} ∈M . If C /∈M , then it is also a circuit ofM , and then |C| 6 c(M).
If C ∈M , then C∪{x} /∈M by definition, and then C∪{x} is a circuit ofM . Hence,
c(M ′) < |C ∪ {x}| 6 c(M), as required. 
Lemma 4.4. Let a ∈ Nn such that Γ = ∆a(I(t)) is not acyclic. Then,
|a| =
n∑
i=1
ai 6 c(M)(t− 1).
Proof. We now proceed by induction on t+n > 3. If t+n = 3, then t = 1 and n = 2.
In particular, B(M) = {1, 2} and c(M) = 2. In this case, one can see that ∆a(I) = ∆.
Lemma 2.6 yields
a1 6 0 and a2 6 0,
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i. e. a1 = a2 = 0. Therefore, |a| = 0 = c(M)(t− 1), as required.
Assume t+ n > 4 and an = min{ai | i = 1, . . . , n}. If an > 1, put bi = ai− 1 for all
i and b = (b1, . . . , bn) ∈ Nn. Then, for any B ∈ B(M), we have∑
i/∈B
bi =
∑
i/∈B
ai − (n− r(M)).
Applying Lemma 2.6 and Γ 6= ∅,
∆b(I
(t−(n−r(M)))) = ∆a(I
(t)).
By (t− (n− r(M))) + n < t+ n and the induction hypothesis, we obtain
|b| 6 c(M)(t− (n− r(M))− 1).
Therefore, by Corollary 3.5,
|a| = |b|+ n 6 c(M)(t− 1) + n− c(M)(n− r(M)) 6 c(M)(t− 1).
Assume an = 0. By [24, Theorem 1.6] we have Γ is not acyclic and is Cohen-
Macaulay of dimension d = r(M) − 1, hence H˜d(Γ;K) 6= 0. By [15, Lemma 2.1], we
have the following exact sequence:
H˜d−1(lkΓ(n);K) −→ H˜d(Γ;K) −→ H˜id(Γ−n;K).
Since H˜d(Γ;K) 6= 0, either H˜d−1(lkΓ(n);K) 6= 0 or H˜d(Γ−n;K) 6= 0.
We next distinguish two cases:
Case 1: H˜d−1(lkΓ(n);K) 6= 0. Applying Lemma 2.3, the simplicial complex lkΓ(n) is
matroid of dimension d−1 which is not a cone. Then, it is also not acyclic by Lemma
2.4. One may assume the set of vertices of lk∆(n) is {1, . . . , p} for some 1 6 p 6 n−1.
Let b = (a1, . . . , ap) ∈ Np, and r = ap+1+ · · ·+an−1 if p < n−1 and r = 0 if p = n−1.
Then, by Lemma 4.1,
lkΓ(n) = ∆b(I
(t−r)
lk∆(n)
).
It can see that (t− r)+p < t+n. Applying again Lemma 2.3 and Lemma 2.4, lk∆(n)
is the non-acyclic matroid complex of a matroid M ′. By the induction hypothesis and
Lemma 4.3 we have |b| 6 c(M ′)(t− r − 1) 6 c(M)(t− r − 1). Thus,
|a| = |b|+ (ap+1 + · · ·+ an) = |b|+ r + an = |b|+ r
6 c(M)(t− r − 1) + r 6 c(M)(t− 1).
Case 2: H˜d(Γ−n;K) 6= 0. Then, by Lemma 2.4, Γ−n is matroid of dimension d which
is not a cone on the ground set {1, . . . , n− 1}. Let b = (a1, . . . , an−1) ∈ Nn−1. Then,
by Lemma 4.2,
Γ−n = ∆b(I
(t−an)
∆
−n
) = ∆b(I
(t)
∆
−n
).
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If ∆−n is a cone, then so is Γ−n by Lemma 2.6, a contradiction. Hence, Γ−n is a
matroid complex which is not a cone on the ground set {1, . . . , n−1}. By the induction
hypothesis, |b| 6 c(M−n)(t− 1). Since C(M−n) ⊆ C(M), we have c(M−n) 6 c(M), so
|a| = |b|+ an = |b| 6 c(M)(t− 1).
Thus, |a| 6 c(M)(t− 1) in both cases, and the proof is complete. 
We are now in a position to prove the main result of this paper.
Theorem 4.5. Let ∆ be the simplicial complex of a matroid M . Then,
reg(I
(t)
∆ ) = c(M)(t− 1) + r(core(M)) + 1, for all t > 1.
Proof. Without loss of generality, we may assume that M = core(M) so that ∆ is
not a cone. Let I = I∆ and d = r(M) so that d = dimS/I
(t). From [24, Theorem
3.5], we have I(t) is Cohen-Macaulay, hence ai(S/I
(t)) = −∞ for all i < d. Since
reg(I(t)) = reg S/I(t) + 1, it remains to prove that ad(S/I
(t)) = c(M)(t− 1).
Let a be a vector in Zn such that Hd
m
(S/I(t))a 6= 0. Because ∆(I(t)) = ∆, by Lemma
2.5 we have H˜d−|Ga|−1(∆a(I
(t));K) 6= 0 and Ga ∈ ∆. Let Γ = lk∆(Ga). By Lemma
2.3, Γ is a matroid complex, which is not a cone, of dimension (d− 1)− |Ga| .
Define b ∈ Nn by
bi =
{
ai if ai > 0,
0 otherwise.
Then, by applying Lemma 2.6 we conclude that ∆a(I
(t)) = ∆b(I
(t)
Γ ). In particular,
∆b(I
(t)
Γ ) is not acyclic. Let M
′ be the matroid w.r.t. Γ. Then, c(M ′) 6 c(M)
according to Lemma 4.3. On the other hand, |b| 6 c(M ′)(t − 1) by Lemma 4.4.
Therefore, |a| 6 |b| 6 c(M)(t− 1). It follows that ad(R/I t) 6 c(M)(t− 1).
For the reverse inequality ad(S/I
(t)) > c(M)(t − 1), it suffices to prove that there
is a vector a ∈ Nn such that H˜d−1(∆a(I(t));K) 6= 0 with |a| > c(M)(t − 1). We will
prove the existence of such a vector by induction on n.
Observe that if c(M) = n, then B(M) = {[n] \ {i} | i ∈ [n]} by Lemma 3.1. Let
a = (t− 1, . . . , t− 1) ∈ Nn. By Lemma 2.6 we have ∆a(I(t)) = ∆, so a is a desirable
vector by Lemma 2.4.
We return to prove the existence of a by induction on n > 2. If n = 2, then
c(M) = 2 because M is not a star, and then c(M) = n. This case has done by the
above observation.
If n > 2, let C be a circuit of M such that |C| = c(M). By the above observation
we may assume that |C| < n, so we can assume that C = {1, . . . , c} for c < n. Let M ′
be the matroid w.r.t. ∆−n. Note that C(M ′) ⊆ C(M) and C is also a circuit of M ′,
so c(M ′) = c(M). By the induction hypothesis, there is a vector b ∈ Nn−1 such that
|b| > c(M ′)(t − 1) and H˜d−1(∆b(I(t)∆
−n
);K) 6= 0. Put a = (b1, . . . , bn−1, 0) ∈ Nn and
Γ = ∆a(I
(t)). By Lemma 2.6 we see that ∆b(I
(t)
∆
−n
) is a subcomplex of Γ, so Γ 6= ∅.
By Lemma 4.2, we have Γ−n = ∆b(I
(t−an)
∆
−n
) = ∆b(I
(t)
∆
−n
), hence H˜d−1(Γ−n;K) 6= 0.
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Note that dim(lkΓ(n)) = d−2, so H˜d−1(lkΓ(n));K) = 0. By [15, Lemma 2.1], we have
the following exact sequence
H˜d−1(Γ;K) −→ H˜d−1(Γ−n;K) −→ H˜d−1(lkΓ(n);K).
Because H˜d−1(lkΓ(n));K) = 0 and H˜d−1(Γ−n;K) 6= 0, it yields H˜d−1(Γ;K) 6= 0. Note
that c(M ′) = c(M), so |a| = |b| > c(M)(t− 1), and the proof is complete. 
As a corollary, we can obtain a characterization of a matroid whose the t-th symbolic
power of a Stanley-Reisner ideal has linear resolution.
Theorem 4.6. Let ∆ be the matroid complex of a matroid M on the ground set
V = [n]. Let I be the Stanley-Reisner ideal of ∆. Then, the following conditions are
equivalent:
(i) I(t) has linear resolution for all t > 1,
(ii) I(t) has linear resolution for some t > 1,
(iii) M forms as Uk,n for some 1 6 k < n.
Proof. (i) ⇒ (ii) is clear. (iii) ⇒ (i) holds true by Theorem 4.5 with c(M) = k + 1
and r(core(M)) = k in this case. (ii)⇒ (iii): Take an arbitrary circuit C ∈ C(M) and
put fC = (
∏
i∈C xi)
t. It is clear that fC ∈ I(t) and fC
x
6∈ I(t) for any variable x which
is a divisor of fC . This yields fC is a minimal monomial generator of I
(t). By our
assumption, every circuits of M has the same size k for 2 6 k 6 n. By Theorem 4.5
and M is not star, r(core(M)) = r(M) = k− 1. Therefore, every subsets of [n] which
has (k − 1) elements must belong to M . It implies that M is of the form Uk−1,n, and
the theorem follows. 
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