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ABSTRACT
Accurate simulation of multiphase flow in fractured porous media remains a challenge. An important problem is the
representation of the discontinuous or near discontinuous behaviour of saturation in real geological formations. In
the classical continuum approach, a refined mesh is required at the interface between fracture and porous media to
capture the steep gradients in saturation and saturation-dependent transport properties. This dramatically increases
the computational load when large numbers of fractures are present in the numerical model. A discontinuous finite
element method is reported here to model flow in fractured porous media. The governing multiphase porous media
flow equations are solved in the adaptive mesh computational fluid dynamics code IC-FERST on unstructured
meshes. The method is based on a mixed control volume – discontinuous finite element formulation. This is com-
bined with the PN+1DG-PNDG element pair, which has discontinuous (order N+1) representation for velocity and
discontinuous (order N) representation for pressure. A number of test cases are used to evaluate the method’s abil-
ity to model fracture flow. The first is used to verify the performance of the element pair on structured and unstruc-
tured meshes of different resolution. Multiphase flow is then modelled in a range of idealised and simple fracture
patterns. Solutions with sharp saturation fronts and computational economy in terms of mesh size are illustrated.
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INTRODUCTION
The flow of multiphase fluids in fractured porous media
affects a large number of industries that exploit geological
resources, such as petroleum, CO2 sequestration, geological
disposal of nuclear waste, mining and tunnelling. These
flows are also of scientific interest with respect to fracturing,
faults, stress interaction and underground flows. For reser-
voir engineers and hydrogeologists concerned with model-
ling fluid transport, characterising fractured rocks is one of
the main challenges, because a good description of the net-
work connectivity and apertures in the subsurface is still elu-
sive (Faybishenko et al. 2000; Bonnet et al. 2001;
Berkowitz 2002). Another major challenge comes from the
complexity of the coupled physical processes involved in
fractured porous systems carrying multiphase fluids, and the
need to predict the response when the system is perturbed
by the action of engineers. An important coupled process
that is often neglected in current modelling approaches
takes place at the scale of the fracture aperture. The solid
skeleton of rock is described by the fracture wall positions,
which are held in equilibrium by the balancing combination
of the local total stress field near the fracture walls and the
local fluid pressure in the fractures, both of which can be
subject to change. If they do not change, the stress-depen-
dent fracture apertures are considered constant in what are
sometimes described as stress-dependent permeability mod-
els, and the hydraulic apertures and effective flow properties
are constant. However, the micro-seismicity associated with[The copyright line for this article was changed on 23 March
after original online publication].
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man-made perturbations of reservoir fluid pressures, or in
situ stress relief in response to rock excavation, is clear evi-
dence that the solid skeleton cannot always be regarded as
static; furthermore, quasi-static changes in pore fluid pres-
sures resulting from interventions by man can introduce
imbalances leading to changes in flow properties. It is these
complex coupled processes, in which dynamic unlocking of
the fracture walls (e.g. in shear, or a fluid injection driven
fracture propagation, i.e. hydro-fracturing) causes transient,
potentially hazardous or beneficial responses that are prov-
ing especially challenging to model.
Fracture wall behaviour and fracture apertures are highly
stress-dependent and must be considered explicitly with
detailed geometric representation if the important physical
phenomena are to be captured, especially those involving
transient flow through high-permeability pathways on the
timescale of seismically observed reactivation or fracture
propagation events. There is an increasing recognition of the
importance of geomechanics in reservoir behaviour and the
fact that, for many important phenomena, hydromechanical
coupling effects, which include not just how the flow is
guided by the solid skeleton, but also how the fluid can alter
the solid skeleton in a full two-way coupling, must also be
modelled (Rutqvist & Stephansson 2003; Zoback 2010).
This paper aims to contribute towards this latter challenge,
by developing computational methods that better capture
key aspects of the physics associated with multiphase flow in
and around fractures for which fracture wall location change
is permissible, including fluid transfer between fracture and
matrix, and the response when the system is perturbed by
the action of engineers. We outline a modelling methodol-
ogy that has the capability to tackle the particular problems
posed by the extreme aspect ratio of fractures and by the
inherent solid–fluid coupling of fluid flow through fractured
media, through application of an adaptively refining aniso-
tropic mesh, as developed in the Imperial College Finite Ele-
ment Reservoir SimulaTor (IC-FERST, see Jackson et al.
2013), a module of the general purpose CFD code fluidity
developed at Imperial College (see AMCG 2014). This
dynamically optimises mesh resolution to capture sharp satu-
ration changes at fracture boundaries, as well as the moving
saturation front within fractures and matrix. The method
includes explicit representation of fractures as 3D domains
with high permeability and extreme aspect ratio, bounded
by fracture walls with potentially complex geometries
embedded within a lower permeability matrix.
The governing equations for multiphase flow through
porous media are solved with triangular/tetrahedral ele-
ments using a mixed control-volume finite-element
(CVFE) method and the PN+1DG-PNDG element pair,
which has a discontinuous, order N+1, representation for
velocity and a discontinuous, order N, representation for
pressure (Jackson et al. 2013). The discontinuous repre-
sentation for pressure allows us to use control volumes that
are discontinuous across fracture walls, allowing better
representation of sharp saturation changes between fracture
and matrix. The underlying mass balance equations are
solved in control volume (CV) space, and finite elements
(FE) are used to obtain the high-order fluxes on CV
boundaries (Jackson et al. 2013). A related family of ele-
ments, the PNDG-PN+1 element pair, originally introduced
by Cotter et al. (2009) and Cotter & Ham (2011), is also
used here for comparative purposes, as it has similar bal-
ance preserving properties for porous media flows with the
PN+1DG-PNDG element pair. These features are imple-
mented for porous media flow in the open-source IC-
FERST (Jackson et al. 2013) and, for more general CFD
applications, in fluidity (AMCG 2014). Our new approach
is compared against previous published methods for mod-
elling fracture flow in the Discussion.
METHODOLOGY
Governing equations
Assume a volume of an incompressible porous medium
with porosity φ that does not vary in time, containing Nk
immiscible, incompressible fluid phases. The volume frac-
tion of each phase is
Vk ¼ uSk; ð1Þ
where the subscript, k 2 ½1;Nk, denotes phase, and Sk is
the saturation of that phase such that
XNk
k¼1
Sk ¼ 1: ð2Þ
Darcy’s law states that for a phase k in a porous medium,
qk ¼  krklk
K ðrp  1ukÞ; ð3Þ
where qk is the Darcy velocity, krk is the relative permeability
of the phase and is a function of Sk, lk is the phase dynamic
viscosity, K is a rank two tensor describing the permeability
of the porous medium, p is the pressure, and ςuk is a source
term (such as gravity forces and capillary pressure) associated
with the force balance. The Darcy velocity can be rewritten
in terms of the interstitial velocity of the fluid
qk ¼ Vkuk ¼ uSkuk; ð4Þ
then we can rewrite Eq. 3 as:
uSk
Kkrk
lk
 1
uk ¼ rkuk ¼ rp þ 1uk: ð5Þ
Conservation of mass for each fluid phase implies:
/
o
ot
ðSkÞ þ r  ðukSkÞ ¼ Qk; ð6Þ
where Qk is a volume source term.
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The weak form of the discretised force balance equations
for time level n and phase k are thus of the form:R
XNi rkuk þrpn  1nuk
 
dv þ HCE Nin pn  ~pnð ÞdC
þ HCXp Nin pn  pnbc dC ¼ 0;
ð7Þ
where the finite element pressure and velocity fields are
given by:
pn :¼ p r; tð Þ ¼ PNp
j¼1
Pj rð Þpnj ;
unk :¼ u r; tð Þ ¼
PNu
j¼1
Nj rð Þunk; j ;
ð8Þ
in which n is the normal to the element, and Np and Nu
are the degrees of freedom for the FE pressure and velocity
representations, respectively (see Appendix 1 for further
details). Here, Ω is the volume domain with ΩE the sub-
space associated with velocity element E, ΓE is the surface
boundary of the element E, and ΓΩp is the boundary of the
domain on which pressure is set weakly to pbc (see Fig. 1).
The interelement pressure ~p is the finite element pressure
on the other side of the boundary of the element E.
The continuity equation (Eq. 6) is discretised in space
with CV basis functions Mi and in time with an adaptive
h-method which switches smoothly from Crank–Nicolson
(h = 0.5) to backward-Euler (h = 1) (see Blunt & Rubin
1992; as implemented by Gomes et al. 2008). The
Crank–Nicolson method has the simplicity of a two-level
time-stepping method, which is second-order accurate
and unconditionally stable. However, large grid Courant
numbers can result in oscillations and unphysical solu-
tions. For each time step, a value of h is calculated at
each CV interface based on a Total Variation Diminishing
(TVD) criterion. TVD schemes are computationally effi-
cient and are often employed to solve the advection equa-
tion within CVFE methods and similar formulations. To
determine where to apply high-order fluxes, extrema are
detected and quantified according to a normalised variable
diagram (NVD). We adopt this approach because it is
computationally efficient and ensures a first-order, nonos-
cillatory method is applied at extrema with an upper
bound that corresponds to a TVD condition in 1D. The
resulting equations for time-step size Dt and phase k are
given by:
Z
X
Mi
Snþ1k;i  Snk;i
Dt
 !
dv
þ
I
CCVi
hn  unþ1k Snþ1k þ ð1 hÞn  unk Snk
 
dC

Z
X
MiQ
nþh
k dv ¼ 0
ð9Þ
where the saturation:
Snk;j :¼ Sðr; tÞ ¼
XNp
j¼1
Mj ðrÞSnk; j : ð10Þ
The system is closed by the summation constraint,
Eq. 2. More details on the equation set, discretisation
methods and overall solution method are given in Appen-
dix 1.
Models and numerical solutions
In the models presented here, structured and unstructured
meshes (shown in Table 1) for the fractures and the por-
ous media were generated with the software packages AN-
SYS (De Salvo et al. 1987) and Gmsh (Geuzaine &
Remacle 2009), respectively. The fractures considered here
are idealised and have fixed length, aperture and orienta-
tion. Structured and unstructured triangular elements have
been employed to verify the degree of mesh dependence of
the numerical solutions. All models and results are
reported in dimensionless form, with model length norma-
lised to 1, permeability contrasts reported as a ratio norma-
lised to the matrix permeability, phase saturation
(A) (B)
Fig. 1. Discretisation scheme. (A) Discretisation scheme for P1DG-P2 element pair. Shaded areas represent degrees of freedom for saturation fields, white
nodes represent degrees of freedom for the velocity field and triangles represent degrees of freedom for the pressure field. Velocity is piecewise linear on the
intersections between control volumes (shaded areas) and the triangular elements (as indicated by hatchings), but discontinuous across all boundaries. Pres-
sure is piecewise quadratic and continuous between elements. (B) Discretisation scheme for P2DG-P1DG element pair. Control volumes of both elements are
outlined by dashed lines. ΩCv is the volume of a control volume, and ΓCV is its boundary.
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normalised to vary between 0 and 1 (i.e. removing irreduc-
ible and residual saturations) and time-scaled in terms of
pore-volumes injected (PVI). Porosity is assumed constant,
which is a simplification but does not affect the significant
aspects of the results presented nor is constant porosity a
required limitation of the methodology. Gravity and capil-
lary forces are neglected; it is assumed viscous forces domi-
nate. A Corey-type relative permeability model is chosen
for both wetting (water) and nonwetting (oil) phases given
by
krw ¼ S2w; ð11aÞ
kro ¼ ð1 SwÞ2: ð11bÞ
The viscosity ratio of the two fluid phases is constant
with the resident nonwetting (‘oil’) phase 10 times more
viscous than the injected wetting (‘water’) phase. Two-
phase incompressible flow is simulated assuming the wet-
ting phase (‘water’) is injected at a constant interstitial
velocity (of dimensionless value one) over one model
boundary, into a domain initially saturated with the nonw-
etting phase (‘oil’), and fluids are produced at constant
(zero) pressure over the opposite boundary; all other
boundaries have no flow across them. The simulations are
designed to be analogous to an oil production scenario in
which water is injected to displace oil towards the produc-
tion well(s). Model 1 contains a low-permeability barrier;
models 2–5 include high-permeability fractures with vary-
ing geometries. Fluid transport is tracked by monitoring
the volume fraction of the injected wetting phase in each
element. The time step is constant and corresponds to
4 9 104 PVI for Model 1 and 2 9 105 PVI in all other
simulations.
RESULTS
Model 1
Model 1 contains a low-permeability barrier (Fig. 2B).
Space is discretised with several different unstructured
mesh resolutions (Fig. 2A). The results from several simu-
lations are compared to illustrate the differences between
the continuous and the novel discontinuous method for-
mulated here.
For the continuous method model, as fluid flows
through the rock domain, there is no sharp saturation
interface between the lower permeability barrier and the
more permeable matrix (Fig. 3). The wetting (water) satu-
ration varies smoothly towards, and within, the barrier.
With decreasing element size around the barrier (from
mesh A to mesh D), the interface between the inclusion
and the background becomes sharper. These results con-
firm that a considerably refined mesh is required to accu-
rately model flow around a barrier when a continuous
numerical method is employed. In this case, the wetting
phase spreads into the low-permeability barrier because it
is defined CV-wise and the CVs span the boundary
between the barrier and the matrix. As the mesh resolution
increases and the CVs become smaller, the effect becomes
less significant.
In contrast, as shown in Fig. 4, even the coarsest mesh
(mesh A) preserves the expected sharp saturation disconti-
nuity between the low- and high-permeability regions
when the novel discontinuous method presented here is
employed; recall capillary forces are neglected, so only vis-
cous forces drive the wetting phase into the low-perme-
ability domain. Flow around the barrier is better captured
with the discontinuous method than with the continuous
one when the same mesh is adopted. This has an effect
on produced volumes of the nonwetting (oil) phase and
also on the time at which the injected (water) phase tra-
verses the domain and breaks through at the outlet face:
water breakthrough occurs after 0.24 PVI in the discon-
tinuous model (mesh A), but later in the continuous
model because of the nonphysical migration of water into
the low-permeability barrier. The accuracy of the results
of the continuous method with mesh D, whose elements’
size is about one twelfth of mesh A, is approaching the
accuracy of results of the discontinuous pressure method
with mesh A. As far as computational speed is concerned,
the discontinuous method is slower than the continuous
one for the same mesh, by a factor of approximately 1.5
(see Table 2). Nevertheless, the discontinuous method
with mesh A is significantly faster (by a factor of 3) than
the continuous method with the much finer mesh D
needed to achieve comparable overall accuracy. We return
to the issue of computational efficiency in the discussion
section.
Table 1 Model geometry, permeability contrast and mesh.
Model 1 Model 2 Model 3 Model 4 Model 5
Barrier size/fracture aperture (dimensionless) 0.12 9 0.18 0.01 0.01 0.01 0.02
Ratio of barrier/fracture permeability to matrix permeability 0.001 10.0 10.0 10.0 10.0
Mesh Unstructured Structured Unstructured
A B C D E F
Elements 300 540 1042 1866 1240 882 2450 1308 5316
Linear nodes 175 295 546 958 672 484 1296 675 2727
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(A) (B)
Fig. 2. Model 1 meshes and permeability
map: (A) The unstructured meshes (A–D)
were generated using Gmsh. Mesh A has 300
elements, mesh B has 540 elements, mesh C
has 1042 elements, and mesh D has 1866
elements. (B) Permeability map. The
rectangular inclusion has ki/km = 0.001.
Fig. 3. Model 1 – Continuous method with different meshes: Instantaneous saturation maps of the injected phase.
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Model 2
Model 2 contains a single high-permeability fracture that
traverses the model domain from injection boundary to
production boundary, embedded in a lower permeability
matrix (Fig. 5). The discontinuous method presented here
very accurately preserves flow in the fracture despite its very
high aspect ratio and minimises nonphysical leakage (in the
absence of capillary forces) of the injected wetting phase
into the surrounding matrix; the correct physical solution
here is a sharp saturation discontinuity at the boundary of
the fracture, with a much slower movement of the injected
phase into the lower permeability matrix adjacent to the
inlet boundary (Fig. 6). Note that flow in the fracture does
not match the 1-D Buckley–Leverett solution for two-
phase, incompressible, viscous-dominated flow (Buckley
and Leverett, 1941 as reported in Dake 1978) because
there is cross-flow between the fracture and matrix, as
shown by the pressure contours (Fig. 7). Close to the
inlet, there is flow from the matrix into the fracture, driven
by the constant injection rate across the inlet boundary
and the higher permeability in the fracture. Conversely,
close to the saturation front in the fracture, there is flow
from the fracture into the matrix, driven by the higher
pressure in the fracture arising from the differing mobility
of the injected and displaced phases. This cross-flow arises
only because of viscous forces and is often observed in sys-
tems of contrasting permeability (see, for example, Zapata
& Lake 1981); it is not a numerical artefact in the discon-
tinuous pressure method and does not arise from capillary
forces, which are neglected here. Note that the flow of the
injected phase into the matrix adjacent to the fracture is
retarded relative to the location of the displacement front
away from the fracture; this reflects the lateral movement
of the injected phase into, and preferential flow through,
the high-permeability fracture. Channelling of the injected
phase into the fracture leads to very early breakthrough at
the outlet face after just 0.025 PVI.
Model 3
Model 3 has two perpendicularly intersecting fractures with
the same permeability ratio and model set-up as in section
3.2 (Fig. 8). As in Model 2, the discontinuous method is
able to accurately capture flow through the fractures,
including a small amount of viscous cross-flow into the
fracture parallel to the inlet and outlet boundaries (Fig. 9).
This causes breakthrough to be slightly delayed relative to
the single fracture case, at 0.03 PVI.
Table 2 CPU time ratio for model 1.
Method
Continuous Discontinuous,
P2DG-P1DG
Mesh Mesh A Mesh B Mesh C Mesh D Mesh A
Elements 300 540 1042 1866 300
CPU time
ratio
1.00 1.68 3.15 4.88 1.45
Fig. 4. Model 1 – Discontinuous pressure
method: Instantaneous saturation maps of
the injected phase obtained using mesh A.
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(A) (B)
Fig. 5. Model 2 mesh and permeability map:
(A) The mesh was generated using ANSYS.
(B) Permeability map. The vertical fracture of
aperture (0.01) has kf/km = 10.
Fig. 6. Model 2 – Discontinuous pressure
method: Instantaneous saturation maps of the
injected phase at times t = 0.005–0.025PVI.
Fig. 7. Pressure contours (grey lines) and
velocity vectors (arrows) of the injected
phase after 0.015 PVI; results correspond to
the saturation map at the same time shown in
Fig. 6.
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Model 4
Model 4 has a regular five by five network of perpendicular
intersecting fractures. The mesh and permeability map are
shown in Fig. 10. As expected, each fracture has the same
velocity and phase volume fraction at each time level
(Fig. 11). At each intersection, there is a small amount of
viscous cross-flow into the intersecting fracture set, driven
by the (small) pressure difference between the flowing and
stagnant fractures that results from the changing total
mobility. Flow into the fractures parallel to the inlet and
outlet boundaries causes breakthrough to be further
delayed relative to the single and double fracture cases, at
0.035 PVI.
Model 5
In this model, 20 pseudo-randomly distributed fractures of
variable length and orientation are inserted in the rock
matrix (Fig. 12). The model domain is discretised using a
fully unstructured mesh (in contrast to models 2–4) because
of the varying orientation of the fractures. Simulation results
for two different mesh resolutions are reported; the coarser
mesh E contains 1308 elements and the finer mesh F con-
tains 5316 elements (see Table 1). The discontinuous
method is able to capture flow through the fractures with
similar accuracy regardless of mesh resolution, but solutions
obtained using the continuous method are strongly mesh-
dependent (Fig. 13). In particular, the injected (water)
(A) (B)
Fig. 8. Model 3 mesh and permeability map:
(A) The mesh was generated using ANSYS.
(B) Permeability map. The two intersecting
fractures of aperture (0.01) have kf/ km = 10.
Fig. 9. Model 3 – Discontinuous pressure
method: Instantaneous saturation maps of
the injected phase at times t = 0.01–
0.035PVI.
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phase contacts more of the resident (oil) phase in the matrix
as the mesh resolution decreases and penetrates a smaller dis-
tance across the domain. In an oilfield context, the continu-
ous method predicts higher oil recovery (because more oil is
displaced from the matrix) and later water breakthrough at
production wells than the discontinuous method. Moreover,
the discontinuous results show the fractures aligned with the
water flow direction have contributed most to the saturation
transport (Fig. 14). These fractures are dominant with
respect to fluid transport for this particular test case. How-
ever, note that fluid transfer between fractures and matrix
does occur despite the absence of capillary or gravity forces
in these simulations, driven by the viscous pressure drop
across the model domain and between upstream fractures
and downstream matrix. Simulations on fracture networks
with realistic connectivity and fracture apertures more typical
of in situ stress conditions will further highlight the benefit
of such discontinuous methods. The discontinuous method
is presented here in the context of a static solid fractured
porous skeleton through which fluids are transported. How-
ever, one future goal and motivation for developing this
approach, as discussed below, is to capture dynamic effects
which are known to be important in both the fluid and solid
in the near wellbore region.
(A) (B)
Fig. 10. Model 4 mesh and permeability
map: (A) The mesh was generated using
ANSYS. (B) Permeability map. The fracture
network has aperture (0.01) and kf/km = 10.
Fig. 11. Model 4 – Discontinuous pressure
method: Instantaneous saturation maps of
the injected phase at times t = 0.010–
0.035PVI.
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DISCUSSION
Research on fluid flow in fractures and in fractured porous
media has a history that spans nearly four decades (Bear &
Berkowitz 1987). Of the various conceptual models for flow
and transport in fractured porous rock, there are three that
dominate. One depicts the rock as a network of discrete frac-
tures (a discrete fracture network or DFN), which can be
applicable in cases where the matrix rock has no significant
contribution to fluid storage or flow (e.g. Min et al. 2004).
A second (‘dual porosity’ approach) assumes flow occurs
primarily through a connected fracture network, which is
modelled as a continuum with equivalent porosity and per-
meability, and accounts for fluid transport between stagnant
matrix and flowing fractures using transfer functions that
appear as source terms in the continuum description of frac-
ture flow (e.g. Barenblatt et al., 1960; Warren and Root,
1963). An alternative continuum approach within this con-
ceptual model is the continuous-time random-walk method
(Berkovitz and Sher, 1998), which has proven to be very
successful when calibrated using a discrete fracture and
matrix approach (Geiger et al. 2010). A third approach (the
discrete fracture and matrix or DFM method) models flow
explicitly in both fractures and matrix, using a continuum
representation with sharply varying material properties such
as porosity and permeability to describe discrete fractures
within the rock matrix (e.g. Kim & Deo 2000; Juanes et al.
2002; Matthai et al. 2007).
In most continuum models, the sharp material interfaces
that are the characteristic of fractured porous media are
difficult to represent unless they are assumed to have very
simple geometries, such as simple planar surfaces, which
are either parallel or orthogonal. Yet accurate simulation of
flow through fractured rock requires models that can cap-
ture both the physics of the flow process and the flow
geometry. Errors and inaccuracies often result from discre-
tising the discontinua with continuum mechanics equations
for the purpose of numerical simulation (Nick & Matthai
2011b). Numerical methods based on the finite-differ-
ence–finite-volume approach and the two-point flux
approximation require a spatial discretisation that is so-
called k-orthogonal (typically grids that are Cartesian or
provide the perpendicular bisector (PEBI) property are
used; see, for example, Wu & Parashkevov 2009) which
greatly limits the complexity of fracture geometries that
(A) (B)
Fig. 12. Model 5 mesh and permeability map: (A) The coarse mesh E and fine mesh F were generated using Gmsh. (B) Permeability map. The fractures
(of variable length and 0.02 aperture) have kf/km = 10.
Fig. 13. Model 5 – Instantaneous saturation maps of the injected phase for
the continuous and discontinuous methods on two meshes at time
t = 0.072PVI. Notice the preferential flow through the fractures.
© 2015 The Authors Geofluids Published by John Wiley & Sons Ltd, Geofluids, 15, 592–607
Fracture flow simulation 601
can be represented. Methods based on the CVFE approach
(and variants thereof) allow the use of flexible, non-k-
orthogonal meshes to discretise space, which capture com-
plex fracture geometries more accurately using fewer
degrees of freedom (e.g. Geiger et al. 2004). However,
even these approaches usually require very fine meshes to
adequately represent sharp gradients in flow-related fields
such as velocity or saturation that occur at material prop-
erty boundaries such as fracture walls; moreover, CVFE
approaches typically use control volumes that span material
property boundaries which can lead to ‘smearing’ of CV-
based fields across the boundary. Yet capturing flow in and
around such discontinuities is of first-order significance if
fluid flow in fractured porous media is to be represented
accurately. Flow within the fracture, and in the matrix
adjacent to the fracture, must be properly captured.
Owing to its importance, several recent numerical studies
have addressed alternative methods to solve this ‘discontinu-
ous flow’ problem for fractured porous media; that is, the
problem of how to mathematically represent and solve the
multiphase porous media flow equations in domains with
sharp boundaries for saturation and velocity. A vertex-cen-
tred finite-volume method for two-phase flow in fractured
porous media was presented by Reichenberger et al. (2006),
Epshteyn & Riviere (2007) and Jaffre et al. (2011), in which
fractures are modelled as lower dimensional finite element/
finite volumes (lines in 2D models and surfaces in 3D mod-
els) with their own permeability and transmissibility that cor-
respond to a prescribed fracture aperture. These methods for
solving DFM models were illustrated for 2D problems by
Latham et al. (2013) and Lei et al. (2014) who used a novel
geomechanical simulation method to obtain the local vari-
ability of fracture apertures. They modelled the fracture net-
work response to stress and produced a heterogeneously
deformed solid skeleton; thus, the explicit local fracture
aperture geometries were obtained from geomechanical sim-
ulations. However, to solve for the average flow properties
for their one-way coupled, that is static fracture network,
they too found it convenient to collapse the solid geometry
and the fracture flow representation to lower dimensional
elements, that is they modelled fracture flow by extracting
the variable mechanical apertures and mapping the corre-
sponding variable hydraulic apertures along the lower
dimension median line of the fractures. Lower dimensional
Fig. 14. Model 5 – Discontinuous pressure method: Instantaneous saturation maps of the injected phase obtained using mesh F.
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approaches may also be able to address solid deformation
with full two-way coupling to capture highly transient phe-
nomena. However, when fluid pressures are highly sensitive
to the geometry of the solid skeleton, there could be major
disadvantages for the lower dimensional approach and the
unrealistic collapsing of the solid skeleton to form a solid
that assumes parallel-sided zero-thickness fractures. To avoid
errors in such an approach would require local compensatory
changes in the stress field to account for unrealistic solid
geometry and for such coupled transient behaviour, this is
likely to be especially problematic.
For any formulation wishing to retain actual 3D topolo-
gies of voids or high aspect ratio fractures with sharp
boundaries representing discontinuous saturations, these
essentially continuous finite element approaches are com-
putationally very challenging. Monteagudo & Firoozabadi
(2007) extended the control volume discrete fracture
method (CVDF) to incorporate heterogeneity in rock
properties, and the new extended algorithms were
employed to model flow with zero capillary pressure in the
fracture. Hoteit & Firoozabadi (2008a,b) proposed an
implicit, mixed finite element–finite-volume formulation
with discontinuous Galerkin (DG). This method aims to
capture discontinuities in saturation arising from capillary
effects. Chen et al. (2008) illustrated a DG method in
which saturation gradients were captured better than the
standard Galerkin method. Nick & Matthai (2011a) devel-
oped a hybrid element discretisation with embedded dis-
continuities to simulate single-phase flow and transport
through two-dimensional models of heterogeneous media,
in which the effect of sharp material interfaces were taken
into account. Eymard et al. (2012) presented the Vertex
Approximate Gradient (VAG) scheme for discretisation of
multiphase compositional Darcy flow.
The method we report here differs from these previous
approaches by employing a 3D fracture representation.
This allows the method to model two-way coupled tran-
sient behaviour, as it retains the explicit 3D representation
of the solid and fracture wall, which is key to modelling
shear reactivation or propagation of fractures. Clearly,
there are likely to be computational speed advantages with
lower dimensional models. However, valid comparisons of
accuracy and CPU time for the two approaches (full and
lower dimensional geometry) for both static and transient
solid–fluid interaction fracture flow problems have yet to
be performed to explore such differences.
The flow model proposed here offers the future possibil-
ity to couple with geomechanical models that track the
solid velocities and stresses, including fracture wall defor-
mation and fracture growth. Such coupling might occur as
the solid medium responds to changes in fluid pressures
and in boundary stress changes. This is the wider scope
into which we introduce these methods; however, here we
have reported the method in the context of fractured
reservoirs where the solid skeleton is held static. The focus
in this initial paper is on the novel discontinuous method
developed to accurately and efficiently capture discontinu-
ities in velocity, saturation and other flow-related fields
across fracture walls and other such boundaries in material
properties, as compared with the continuous methods pre-
sented previously and discussed above. The formulation
includes gravity and capillary forces but these have yet to
be fully tested, so here we have focused on viscous forces,
which often dominate flow, especially at high rate and
close to production or injection wells. Results including
gravity and capillarity will be presented in future
papers. The key, interrelated research objectives we have
addressed are
(1) the development of numerical methods that preserve
sharp discontinuities in flow-based fields such as velocity
and saturation at fracture walls and other boundaries in
material properties in heterogeneous porous media;
(2) the development of numerical methods that allow 3D
representation of extreme aspect ratio features such as
fractures, to facilitate coupled models of geomechanics
and flow; and
(3) the development of methods that achieve (1) and (2)
in a computationally efficient manner.
Moreover, we have presented results for a number of
test cases that demonstrate the ability of the discontinuous
CVFE method to accurately simulate multiphase flow
through fractured porous media without artificially spread-
ing saturation across the fracture walls. The first example
illustrated the performance of different element pairs of
structured and unstructured meshes of different resolution.
Two-phase flow was then modelled in a range of idealised
fracture networks. An issue raised by Nick & Matthai
(2011b) is that discontinuous methods typically use more
computational degrees of freedom than continuous meth-
ods and thus require longer run times when the same mesh
is used. This is confirmed here (see Table 2); however,
results suggest that much coarser meshes can be used with
the discontinuous method to achieve similar or better lev-
els of accuracy. This in turn impacts on the computation
time. Overall, results here suggest that the discontinuous
method is more efficient and computationally cheaper than
the continuous one (CPU time ratio, 1:3.37). Further dis-
cussion of the performance and merits of continuous aniso-
tropic adaptive mesh methods have been reported by
Mostaghimi et al. (2015), who applied a similar mesh opti-
misation algorithm to that presented here but used a dif-
ferent approach to discretise and solve the governing
equations.
In the examples shown here, the novel discontinuous
formulation has been used to simulate multiphase flow
through fractured porous media. However, the fracture
patterns and apertures were idealised. They were set to be
constant and were given constant permeability values, and
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this is not generally the case in hydro-mechanically coupled
rock masses. In future work, it is envisaged that the solid
skeleton and fracture network will be modelled with geo-
mechanical methods (Latham et al. 2013; Lei et al. 2014).
The solid skeleton, fracture walls and apertures, especially
in the region of a wellbore, will be free to respond dynami-
cally to the imposed effective stresses that may in turn be
varying dynamically through solving coupled solid–fluid
equations. In addition to modelling multiphase flows in
fractured porous media in a solid skeleton assumed to be
fixed, the methods presented here are likely to be particu-
larly advantageous to the community addressing flows with
dynamic fracture wall behaviour, such as in hydraulic frac-
turing problems.
CONCLUSIONS
(1) A novel implicit discontinuous CVFE method to
model multiphase flow in fractured porous media
based on the new P2DG-P1DG element pair has been
described. This takes into account the jump in satura-
tion at the interface of different materials.
(2) Simulations with different mesh resolutions for a num-
ber of idealised fracture networks are undertaken to
compare the new fully discontinuous formulation
against conventional CVFE methods in which CVs span
material property boundaries defined element-wise.
(3) Results presented here show that, for a fixed mesh, the
discontinuous method simulation run times are slightly
longer than the continuous method for the same mesh
and that the numerical solutions are stable and provide
consistent results.
(4) The small computational overhead is trivial given that
much coarser meshes can be used with the discontinu-
ous method to achieve similar accuracy with the
continuous method and run times are significantly
reduced.
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APPENDIX 1
EQUATION SET AND DISCRETISATIONS
The algorithm uses fixed point iteration on each time step
to converge towards a solution of the nonlinear multiphase
Darcy’s equations, coupled to the saturation mass continu-
ity equations for each phase:
rkuk ¼ rp þ 1uk ðA1Þ
X
k
r  Skuk ¼
X
k
Qk; ðA2Þ
/
o
@t
ðSkÞ þ r  ðukSkÞ ¼ Qk: ðA3Þ
The algorithm can be divided into five steps that are
described here:
(1) At the beginning of the n + 1th time step, we set
Syk ¼ Skn, pyk ¼ pkn, then enter the nonlinear iteration
loop.
(2) The linear frictional scaling factor in (A1)
rk :¼ uSyk
lk
eþ krk
 
K1
is calculated on each discontinuous control volume, for
each phase, given relative permeability functions
krk ¼ k Syk
 	
and where e is a small numerical parameter
chosen to avoid issues with machine overflow. Given this
field, an estimate of the interstitial velocity, u
y
k may be cal-
culated as the finite element solution to Darcy’s Law (A1),
that is
X
j
Z
X
rkNiNjdvu
y
k;j
¼
X
j
Z
X
NirPjdvpyj þ
1
2
I
C
NiPjpjdC
2
4
3
5þ Z
X
Nifukdv;
where Ni and Pi denote Lagrangian finite element basis
functions having the support and data structures indi-
cated in Table A1 and Fig. A1. Note that multiple con-
trol volumes dual to the discontinuous finite element
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mesh are contained within a single element. However, by
extrapolating the local polynomials for velocity to the
finite element nodes, the existing data structures may be
reused. It is for this reason we name this an overlapping
formulation. The discretised equation may be written in
matrix form as:
Mrk u~
y
k ¼ Cp
$y
k þ s$k;
where the definitions of M, C, etc. can be seen by direct
comparison with the integral form above.
(3) A pressure correction may then be calculated from the
condition of conservation of volume (A2). Discretising
this equation over the saturation control volumes
gives:
X
k
I
CCVi
h unþ1k S
y
k
h i
dC
¼
X
k

I
CCVi
1 hð Þ unk Snk
 
dCþ
Z
CV
Qkdv

 
;
or in matrix form:
X
k
Bku~
nþ1
k ¼
X
k
q
$
k:
The implementation also allows for compressible materi-
als, in which case we replace (A2) with a similarly summed
mass conservation constraint. The fluxes across faces in the
discretisation are calculated using the method presented in
Jackson et al. (2013) and Salinas et al. (2015). As the pre-
dicted velocity will not generally satisfy the volume conserva-
tion condition, a pressure correction, pnþ1 ¼ py þ dp,
unþ1k ¼ u
y
k þ duk is applied, using a linearised Darcy’s law
relation:
Mrkdu~k ¼ Cdp
$
k;
together with the volume conservation constraint, that isP
k Bkdu~k ¼
P
k q
$
k  Bku~yk
h i
to obtain the elliptic pressure
equation:X
k
BkM
1
rk
Cdp ¼
X
k
q
$
k  Bku~yk
h i
:
Applying a linear algebra solver to this asymmetric
matrix problem gives a solution for the pressure at the new
time step and hence, through Darcy’s laws for the new
interstitial velocity.
(4) It remains to update the saturation variable (A3) within
this nonlinear iteration. For each phase, the saturation
continuity equation is discretised in the control volume
space. Similarly to the mass conservation equation the
system is
ViS
nþ1
k þ Dt
I
CCVi
hn  unþ1k Snþ1k dC
¼ViSnk þ Dt
I
CCVi
1 hð Þn  unþ1k Snþ1k dCþViQk

 
where Vi denotes the measure of the ith control volume.
Or, in matrix form:
VS
$nþ1
k  DtAnþ1S
$nþ1
k ¼ VS
$n
k  Dt AnS
$n
k  q$k
h i
:
(5) If the limit of nonlinear iterations is reached, then
update time step and begin the next cycle, otherwise
set S
y
k ¼ Sknþ1, pyk ¼ pknþ1and go back to step 2.
Table A1 List of representations of the various model variables. Here, ‘nodal’ indicates variables taking polynomial representation, having values stored at the
locations indicated.
Constant in phase Finite Elements Control Volumes (continuous dual) Control Volumes (discontinuous dual)
Domain of support
qv Fig. A1
(A) (B) (C) (D)
Variables Density, qk Absolute Permeability Tensor, K Saturation, Sk (continuous method) Saturation, Sk (discontinuous method)
Viscosity, lk Porosity, φ Velocity, uk (nodal)
Pressure (nodal), pk rk
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(A) (B)
(C) (D)
Fig. A1.. Schematic of the various domains of support of function spaces in the model: (A) constant functions (B) finite element mesh (C) control volumes
dual to continuous finite elements (D) control volumes dual to discontinuous finite elements.
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