To provide a good basis for the registration of medical images we search for reliable feature points using a scale-space approach. Our main concern is with 2D images: we analyze corner points, de ned by di erential invariants, at increasing scales. The number and position of corner points change in the scale-extended space, which de ne moving paths or orbits. To extract them we use a fast and reliable algorithm, based on iso-surface techniques, which automatically nds the corresponding singularities in scale space. We then get a representation of orbits that is very convenient both for detection at a coarse scale and localization at a ne scale.
Abstract
To provide a good basis for the registration of medical images we search for reliable feature points using a scale-space approach. Our main concern is with 2D images: we analyze corner points, de ned by di erential invariants, at increasing scales. The number and position of corner points change in the scale-extended space, which de ne moving paths or orbits. To extract them we use a fast and reliable algorithm, based on iso-surface techniques, which automatically nds the corresponding singularities in scale space. We then get a representation of orbits that is very convenient both for detection at a coarse scale and localization at a ne scale.
We nd that the signi cance of corner points depends not only on their scale-space life-time but also on how they are related to curvature in exion points. We investigate some topological changes of orbits which can be observed following image transformations. Afterwards we examine whether features, stable at multiple scales, are stable as well with respect to various types of transformations. Thus we can compare the usefulness of di erent stability criteria for registration. We then go to present statistical results showing the dependency on the type of transformation and on the scale parameters.
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Introduction
Automatic registration of medical images acquired at di erent times or from di erent patients is of growing interest. There is a trade-o between the size of the data representation and the complexity of the correspondence search. The simpler the representation is the more sophisticated algorithm we need, and we think that a registration algorithm should be based on \well-chosen" features. To fully automate the registration and make it robust, we must search for geometric features that are invariant both with respect to various transformations and smooth changes of resolution. Scale-space theory 11, 21] provides an elegant framework for studying the multiscale behavior of these characteristics, but there are only few examples 15, 16, 21] where scale-space properties are explicitly used in matching, the applications being generally limited to speeding up procedures 20]. Here we try to establish a link between theory and application by examining topological changes and di erent stability criteria.
Firstly we describe corner points | candidate features for registration | then we present a natural method basd on iso-surface techniques 18] to extract and represent features in linear scale space. After that we analyze the stability of corner points in scale space and compare some criteria 13, 21 ] to measure their signi cance. Finally we extend the analysis with detailed statistical studies so as to answer questions like the following. What kind of topological changes can we expect as a result of image transformations? Are features, stable at multiple scales, also stable with respect to various types of transformations?
Features for registration
If we restrict ourselves to medical image processing, we can exploit the intrinsic nature of intensity f using iso-surface techniques 14, 18, 19] . In many cases the iso-surface can be extracted directly, otherwise a pre-segmentation step is required to determine which part of the image is the object and which part is the background. Features de ned by curvatures are particularly meaningful for registering images: corner points (absolute maxima of the 2D isophote curvature) or crest lines (their extension to 3D) are already used in matching segmented images 18], i.e. when iso-value I selection is reliable.
De nition 1 Corner points on isophotes satisfy the extremity criterion e iso (x; y) = r c iso (x; y) t = 0, where t = (?f y ; f x ) is the tangent to the isophote and rc iso (x; y) = (c x ; c y ) is the gradient of the isophote curvature c iso (x; y) = 2fxfy fxy?f 2 x fyy?f 2 y fxx (f 2 x +f 2 y ) 3=2
. The intersection of the curve e iso (x; y) = 0 with an isophote f(x; y) = I gives the points of extremal curvature on that isophote; corner points correspond to maxima in absolute value. However, de ning organs by iso-value thresholding cannot be fully automated and is quite limiting if several organs (i.e. several iso-values) have to be detected at the same time. Hence we may need to characterize object boundaries as some sort of discontinuity of the intensity, like the maxima of the gradient magnitude or zero-crossings of the Laplacian. So as to apply iso-surface techniques later on, we prefer detecting boundaries as the zero-crossings of the Laplacian where false contours are rejected by thresholding with the gradient magnitude. 1 Also, we have changed slightly the de nition of corner points by omitting the normalization with the gradient magnitude so that the points are less sensitive to small intensity variations; in addition we only accept curvature maxima above a given threshold. 2 A CT scan crosssection of the ear is shown for instance with (a) isophote corner points in Fig. 1 (left) and (b) Laplacian corner points on an MRI slice of the brain (Fig. 1 right) .
De nition 2 Corner points on Laplacian -contours satisfy the extremity criterion e lap (x; y) = r c mod (x; y) t = 0, where t = (?f y ; f x ) is the tangent to the contour and rc mod (x; y) = (c x ; c y ) is the gradient of the \cornerness" c mod (x; y) = 2f x f y f xy ? f The robust detection of di erential singularities | features which can be de ned as zerocrossings of (possibly non-linear) di erential expressions | necessitates a scale-space approach as it can associate signi cance to features not only via thresholding but also via multiscale properties. The singularity set of a di erential operator changes with the scale parameter: the orbits of singularity points in the scale-extended space may undergo bifurcations, namely splitting or merging occurs at catastrophe points. In principle, the orbits can be tracked from coarse to ne scale, but in practice sampling and delocalization e ects make this a much more di cult task. Critical points, a subset of di erential singularities, are de ned by the zero-crossings of the gradient. They are classi ed by their Hessian and are called nongeneric if their Hessian matrix is singular; intuitively this means that they are unstable since small perturbations change their nature. Theoretical results about the behavior of singularities have been obtained only in simple cases. Typically, the evolution of 2-3 isolated critical points have been analyzed 8, 12] in general. Alternatively, a more sophisticated singularity, let us say a corner point, has been examined, but only in the case of simple (parameterized) contour models 1, 16, 15] . In practice the set of all possible con gurations can be enormous, and expressing free-form contours in parametric form is a scale-dependent process. So instead of depicting all the in uences together, we need to exemplify the orbits of some features on an implicit contour in scale space, and to do so will be the goal of the next section.
3 Why and how to use iso-surfaces for tracking features?
The usual approach of multiscale extraction is to detect singularities as local extrema on each level of resolution, then connect them to adjacent levels. The common problems with this however are: (1) detection depends on the actual numerical values which are a ected by smoothing, (2) it is di cult in consequence to specify how singularities at adjoining levels should be paired. The rst problem can be avoided by detection of zero-crossings (though it is more time-consuming), i.e. by the extraction of (zero-)iso-contours. To overcome the ambiguity of pairing, iso-surface extraction is preferable to a sequence of iso-contours 10] since the parent { child connection of singularities is established directly from the voxel structure. Here we use the fact that the sequence of iso-contours obtained independently at di erent scales is equivalent to the iso-surface of a multiscale image, assuming that the same intensity constant I is used. We implemented an algorithm that convolves the initial image with the desired combinations of derivatives of a Gaussian kernel as the variance increased logarithmically ( i = " i ). To discretize the scale axis, three parameters were used: that of the initial variance ("), the number of samples at the scale axis (n), and the ratio of the largest kernel size (corresponding to n ) and the initial image size 7].
We rst created the multiscale extension image (blurred by the Gaussian itself) and also the image of scaled di erential descriptors (smoothed by the derivatives of the Gaussian), then we extracted two iso-surfaces. The one from the multiscale extension shows the development of iso-contours as the resolution varies; these contours become evermore \regular", that is sharp curvatures are attenuated leading to bowl-like convex forms (see Fig. 2 ). In the same way as iso-intensity-contours naturally extend into iso-surfaces in scale space, so do the singularities of the primal image (such as curvature curves). This means that singularities at di erent scales can be observed with the help of the zero-intensity-surface extracted from (left) and its multiscale iso-contour (right). The coordinates of points are marked in the (x; y) plane, while the resolution is measured logarithmically via the z axis. The delocalization e ect can immediately be investigated because the natural (e.g. non-parameterized) coordinate system readily allows it. Note here that the connectivity of the iso-contour is not preserved: in the course of blurring, it splits into two, then merges and subsequently splits again. the image of scaled di erential descriptors. The intersection of these two iso-surfaces (one of intensities, the other of zero-crossings) illustrates the orbits of features, that is how features move in the scale ( ) extended space. For example, curvature extrema points are de ned as the intersection of two iso-contours so their orbits can be explicitly obtained in scale space by intersecting two iso-surfaces. Thus points (x; y; ) constitute the orbits where the isophote curvature assumes an extremum at position (x; y) with extraction scale . By following the orbits across scale we can examine how bifurcations occur, that is how a simple feature can turn into several distinct features when the resolution is increased; see Fig. 3 .
The separated computation of multiscale images and iso-surfaces is satisfactory if we are interested in the evolution of iso-contours. However, if our main concern is to follow feature points (when we only need the orbits) it means lot of unnecessary e ort. Instead, we propose to incorporate the multiscale properties of orbits into the detection of the intersection of iso-surfaces. To see how this can be achieved, we present a rough outline of the employed \Marching Lines" extraction algorithm. For further details the reader should consult reference 18].
Voxels are viewed as 3D grid points forming cubic 8-cells (see Fig. 4 ), each voxel is labeled either to be positive (f I) or negative (f < I). 3 In an 8-cell the vertices of iso-patches Figure 4 : left: Voxels are labeled according to (f I) or (f < I), faces are oriented using the left hand convention (here marked only for one face). middle: Vertices of the iso-patch are computed with linear interpolation and oriented using the left hand rule. right: The directed iso-segment is obtained with the same steps applied to the iso-patch.
are obtained by tri-linear interpolation along the edges giving sub-voxel accuracy. To insure topological correctness like connectivity and no self-intersection, the left hand orientation convention is used, so when following a curve its inside should always be to the left. Each 4-face of a cubic 8-cell is directed according to the left hand convention if it is seen from outside. Moreover, each iso-patch is directed: its vertices being connected such that the positive part of the corresponding 4-face should be oriented using the left hand rule. To get the intersected line segments, the previous procedure is repeated for each iso-patch, this time using the values of the scaled di erential image. The resulting line segments will be oriented (this orientation can be used to distinguish between a maximum or minimum), so once the rst is extracted, the rest could be found by following the direction. In this case neither the extensive computation, nor the pre-calculation of the scaled images is needed.
A well-known scale-space property is that a true simpli cation of the image occurs when the scale is increased (i.e. ne-to-coarse). This means no enhancement and no new extrema at larger scales 2] in the 1D case, while in higher dimensions there could be new emerging events 3], however they are only a result of what happened at ner scales, i.e. \no spurious detail is generated" 11]. Speci cally, in the case of corner points, we might sometimes get closed orbit loops (see section following), but they are usually only of small extent and a negligible in uence on the whole structure of orbits. 4 As a consequence of \quasi" decreasing number of extrema, we can nd the starting line segments if we pre-calculate two successive resolution levels of the scaled images. Then we have to process the rest of the voxels only if they are on a neighboring 8-cell. In general ne-to-coarse propagation is almost exhaustive, but possible new events are not necessarily detected. Coarse-to-ne propagation is more useful in practice, because in this case we extract features at the nest scale only if they have a descendant at the coarsest scale. 5 4 Analysis of corner points in scale space
To begin with, let us examine various types of characteristic curvature points: curvature extrema and in exion points with the help of Fig. 5 (top, left) .
Critical points have already been studied in scale space 8, 12, 22] : their orbits are either lines from small to large scale or bowl-like shapes corresponding to a maximumpoint (M) and a minimumpoint (m) that merge at some catastrophe point. The orbits of curvature extrema (resp. in exion) points have analogous structures (see Fig. 3 ), though closed curves may still occur since these points are the extrema of a non-linear expression in 2D. The structure of orbits depends only on the transition of the extremity criterion (resp. curvature), which means that the signi cant and practically more stable absolute maxima (M+ and m-) form such a sub-structure which makes their orbits di cult to follow. Indeed, because of the in uence of a neighboring in exion point, the sign of a curvature extremum may change at a given scale as M+ ! M-and m-! m+, respectively; see Fig. 5 (right) . We call the intersection point of an extremum and an in exion orbit a second order nongeneric singularity, since at that point a second order di erential function, and also its gradient, a third order di erential function, are both zero.
Several attempts have been made to measure the signi cance of di erent features as simple thresholding generally does not su ce. Witkin has proposed the use of scale-space life-time, arguing that the longer a feature survives, the more stable it is 21]. However, there can be points whose orbits survive for a long time but can hardly be considered important. As a matter of fact, life-time is signi cant only if features dominate over others (e.g. in the case of corner points they have a large curvature), otherwise it can be misleading especially in discrete images. Lindeberg has found that every feature has its own scale re ecting its However, these criteria do not take into account the fact that the nature of features may change with scale. They should thus be modi ed; in the case of corner points the orbits should be delimited by second order nongeneric singularities. We have found that an orbit which is relatively extended along the scale axis and also has a small \base" indicates the presence of a highly curved feature of limited extent, i.e. a visually signi cant feature. Furthermore, it has been noticed that at some nearly straight contour-parts second order nongeneric singularities occur either at relatively ne scales or at large scales but with great \extent". These observations suggest that stability of corner points could be measured as the ratio of life-time delimited by second order nongeneric singularities and a base in scale space; see Fig. 6 .
De nition 3 The delimited life-time T d of a corner point is de ned to be: the scale of intersection if its orbit is intersected by an in exion orbit, or the scale of merging if its orbit merges with another corner orbit (where both annihilate), otherwise it is the largest scale of observation.
De nition 4 The base B of a corner point is de ned to be: 
Topological changes
Theoretical results about the deep structure 11] of an image, i.e. how features can change across scales, have been obtained for the continuous case 1, 8, 9, 16] . To match features, we must also know how the deep structure changes as a function of various transformations. By construction, linear scale space is invariant to rigid transformations in the continuous case. However, as we are interested in the discrete case we will now describe what happens to the orbits of curvature extrema points.
Firstly, let us investigate the e ects of random noise. We can see what happens (in Fig. 8 ) for instance to the deep structures of (1) the original image, (2) an image perturbed by noise of uniform distribution, and (3) an image with added noise of Gaussian distribution (the two types of noise having equal variances). Obviously, we can see extra orbits due to noise, but these disappear as the noise is attenuated.
In addition to the above, there are changes in the connection order of singularities from one deep structure to the other, that is there are changes in which pairs of orbits are connected and which ones disappear quickly or survive better. These changes are more frequent and have more in uence on the whole structure where the contour is straightest since the features (1) all the isophote corner points on a CT scan cross section of the ear, the signi cance of points is based on the (2) scale-space life-time, (3) maximum-response selection, (4) ratio of \delimited" life-time and base, (5) \delimited" life-time, and (6) \delimited" maximum-selection. It is hard (if not impossible) to decide based on the visual information given here, which set of corner points should be considered the best. Figure 8 : The orbits of isophote curvature extrema (extracted from the same CT image as in Fig. 7) are marked on the multiscale iso-contour. Black dots correspond to the scale of maximum-response, while white dots show this scale eventually delimited by a second order nongeneric singularity. From top to bottom: reference image, added noise with uniform distribution, and added noise with Gaussian distribution (both types of noise have the same variance).
here are unstable. We can nd several features with a high scale-space life-time even at nearly straight contour-parts, because there is no dominating feature which makes them disappear. But they can hardly be considered stable or signi cant, which indicates that the widely-used assumption of \high life-time implies stability or importance" can indeed be misleading.
In the case of added noise (2,3), the maximum-response selection is more reliable than in the noise-free case (1) which can be explained as follows. The random perturbation accentuates extrema at low scales; if extrema already have a relatively high value, this e ect is not signi cant, so the scale of maximum-response remains unchanged. But if some extrema were only due to discretization errors, random noise decreases the scale of maximum-response. In fact, the maximum-response criterion has a kind of thresholding property contrary to life-time. Finally, we note a surprising e ect of noise with a Gaussian distribution (3): it seems to produce fewer changes on the shape of isophotes. Now we consider the e ects of image transformations. Fig. 9 shows the deep structures of (1) a rotated image, (2) an a ne-transformed image, and (3) a spline-transformed image 6 . Contrary to the invariance to rigid transformation which holds in the continuous case, (1) shows a slight change in the deep structure where features are not stable, i.e. if curvature extrema are only due to discretization. Depending on the strength of deformation in the case of a ne or spline transformation, we can expect other switches in the connection order, and at curved contour-parts too. For example, the spline transformation (3) altered the connection order of corner points even at a dominant curved part (see middle region) such that another point survives. However, applying a mild a ne transformation (2) does not lead to any remarkable changes { real curvature extrema are relatively stable, even if they are invariant only to rigid transformation.
Statistical evaluation of stability criteria
The previous analysis highlights some e ects of various transformations. However, if we need to investigate things in more depth, a statistical study is required rather then just examining particular cases, which will be the subject of the section.
Statistical procedure
Our statistical process can be summarized as follows (see Fig. 10 ). Firstly we extract features A = fa 1 ; : : :a n g from the reference image R at logarithmically increasing scales. Then we choose the most stable features according to the di erent criteria enumerated in Section 4. Next, we modify our primal image with some random transformation Tr which is intended to simulate actual di erences between patients or results of time evolutions 17]. Afterwards we extract features B = fb 1 ; : : : b m g from the modi ed image M, choose scale-stable features, then measure how far these feature points are from the selected ones of the reference image. We repeat this procedure until we have su cient data. A random rigid transformation is generated as a random rotation, with a uniform distribution of rotation angles around the image center. A random a ne transformation is composed of a random rotation plus a random shearing and scaling whose magnitude follows a Gaussian distribution, the strength of a nity being proportional to the variance v of this Gaussian. Naturally, stronger deformations lead to less stable feature points; here we tried out values 0:02 v 0:2. To generate transformed images we use warping techniques, i.e. for each voxel x 2 M we compute Tr(x) 2 R and read out the intensity at Tr(x) (which is why Tr maps in the \inverse" direction M ! R).
Since features are extracted independently from the original and from the sequence of modi ed images, their exact correspondence is unknown. That is why we measure the di erence between the set fa 1 ; : : :a n g 2 R and a transformed set Tr(fb 1 We have combined various possibilities for choosing scale-stable feature points and set weights for them. Either we select some points by thresholding their scale | which can be the highest (delimited) scale detected, the scale of (delimited) maximum-response or the ratio of delimited life-time and base | in this case we x weights w i to be one. Alternatively we consider all the detected points, 7 and the weights w i are equated with their scales (again, this 7 There is a fundamental di erence between the de nition of all the isophote and all the Laplacian corner can be the highest scale, etc.). Now we summarize the di erent possibilities and notations to be used in the subsequent section.
corner points thresholded by scales of: (weights = 1) (no threshold) life-time lt delimited life-time dlt weighted by: maximum-response mr delimited maximum-response dmr ratio of delimited life-time and base rlb The reason for weighting distances with scales is to penalize large di erences between features of high scale, i.e. between features which should be stable according to scale-space assumptions. In fact, we would like to nd out which kind of selection / weight choice is the most suitable, that is which one minimizes the distance d A;Tr(B) with respect to d A .
Analysis of the quantitative results
We have carried out several tests varying the type (rigid, a ne) and the strength (of a nity) of the transformation and also varying the scale parameters (sampling, stability criterion). Fig. 11 depicts the sequences of measured distances for isophote corner points in the case of a ne transformation, while Fig. 12 shows them for Laplacian corner points.
We have found that the results do not depend on the speci c choice of the smoothing parameters if we take the intervals 0:7 " 1:3, 1:4 2:0, 5 l 10 (ratio of the image and largest kernel size: 3 { 4). However, there is a considerable di erence in stability depending on which criteria are employed to select features. Generally speaking, points of relatively high scales (either dlt or dmr) are more stable, as can clearly be seen from the scale-weighted measures in Fig. 11, 12 (c,d) . We have also noticed the following relations: the usefulness of rlb is similar to the usefulness of dmr, the latter being superior to mr; also, dlt is superior to lt.
While the above-mentioned statements are equally true for both isophote and Laplacian corner points, the most reliable stability measure di ers. In the case of isophote corner points, dmr (mr) is better than dlt (lt); moreover, the latter criteria can select unstable points for a ne transformation even if the deformation is slight (see (a) in Fig. 11 ). Considering the computation time as well, dmr is the better choice. In the case of corner points on Laplacian contours, it is di cult to decide between dlt (lt) and dmr (mr) just by examining the graphs in Fig. 12 . When we tried to apply a registration algorithm, ICP 6], to match the selected points, we found that dlt selected more stable points (i.e. found a transformation that was much closer to the generated one) than dmr. So here the dlt is the best choice. This di erence in the outcome can be put down to the fact that Laplacian curvature maxima in absolute value were accepted only above a magnitude threshold, while for isophotes all the points. All the isophote corner points refer to all the detected points without thresholding by magnitude or scale. All the Laplacian corner points mean a set of selected points from all the detected maxima with the proviso that their gradient magnitude and absolute curvature be higher than a weak threshold (see Def. 2) , that is, they are thresholded by magnitude but not by scale. Note that the generated a ne transformations are stronger and sampling of scale is less dense here than in the previous Fig. 11 We presented a fairly natural way of extracting and representing multiscale feature orbits as the intersection of two iso-surfaces. This technique automatically proposes a connectivity for singularities from the multiscale voxel structure (x; y; ), which is why it is very convenient both for detection at coarse scales and for localization at ne scales. Moreover, it remains reliable even if the scale is not densely sampled, and this robustness properly provides a great advantage over classical methods which try to pair singularities extracted independently at di erent scales. We also showed that incorporating multiscale properties into the extraction makes the algorithm faster. In particular, we analyzed the behavior of curvature extrema and in exion points in scale space, and compared several criteria to measure the signi cance of corner points. We examined some e ects of various transformations on the deep structure of images. We found that random noise improved the performance of (delimited) maximum response, and also observed that during the di usion random noise with Gaussian distribution seemed to maintain the original form of contours when compared to noise with uniform distribution. Applying geometric transformations, it was found that the connection order of singularities sometimes varied depending on the strength of the deformation. Even rigid transformations { contrary to the continuous case { can slightly alter the deep structure of corner points, particularly where curvature extrema are not signi cant. We also compared ve criteria to measure the stability of features. The results of numerous tests were that for isophote corner points the delimited maximum-response was the best, while for Laplacian corner points (thresholded by gradient and curvature) the delimited life-time was the most reliable for selecting stable points. This empirical result signi es that the \best" stability criterion strongly depends on the underlying feature to be analyzed. We must emphasize however that all these considerations hold in the discrete case, and not in the continuous one.
Taking a general perspective, we can see three possible ways to follow. Firstly, it would be interesting to analyze di erent operators for obtaining corner points. Probably the most reliable measure of stability would be the (delimited) life-time or the (delimited) maximum response, depending on whether there is a thresholding (e.g. by the gradient magnitude) to get the operator or not. Secondly, we plan to extend our study to 3D images and hence to 3D di erential operators. The third and nal direction might be to use our results so as to improve the robustness of registration algorithms for medical images.
