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An arbitrary jump process is considered without any assumption about the 
jump times and allowing the jump times to have accumulation points of ar- 
bitrary order. Certain basic martingales q(t, A) and the related Ikvy system 
describing the jumps are introduced, and a notion of quadratic integration 
with respect to the predictable quadratic variation <q, s> of the basic mar- 
tingales is defined. If Mt is a (locally) square integrable martingale with respect 
to the family of o-fields generated by the jump process it is shown that M, 
can be represented as a stochastic integral with respect to the basic martingales 
and with an integrand (locally) square integrable with respect to (q, q>. 
1. INTRODUCTION 
The following paper is a sequel to our earlier paper [4, 5, 61 on martingales 
of a jump process. Below we consider a right constant process (xt) t > 0 without 
any assumption about the jump times, and we allow the jump times to have 
accumulation points of arbitrary order. Certain basic martingales q(t, A) asso- 
ciated with the jump process are introduced and we show that any square 
integrable martingale on the family of u-fields generated by the jump process 
can be represented as a stochastic integral with respect to these basic martingales. 
The representation extends easily to locally square integrable martingales. The 
L&y system of the jump process is defined and used to describe a notion of 
quadratic integration with respect to the predictable quadratic variation of the 4 
martingales. 
The paper also generalizes work contained in the paper by Kunita and 
Watanabe [7], Watanabe [9], Boel, Varaiya, and Wong [l], and Davis [3]. 
Applications to prediction and filtering will be dealt with in a later work. 
2. THE BASIC PROCESS 
Consider a jump process (X&P,, on a probability space (Q, F-, P) defined for 
t > 0 and with values in a Blackwell space (X, 9) (cf. [8]) (9 is the u-field on 
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X). We suppose (xJ is right-constant, that is, for all t > 0 and all w E Q there 
is an E = l (t, w) such that 
The process starts at some given position z0 E X and remains there until the 
random time S, when it jumps to the random position z1 E X. It then remains 
at z1 until at the random time S, it jumps to the random position z2 . The (xt) 
process proceeds in this manner with jumps at the random times {& , i = 1,2,...} 
to positions zi , i = 1, 2 ,... . 
DEFINITION 2.1. We call such ordinary jump times of the (xt) process jump 
times of zero order. 
It is possible that the jump times {S,} as above have an accumulation time Tl 
which is not almost surely infinite. At time Tl , which is by definition the limit 
of the preceding S, , (and so a predictable stopping time, with respect to the 
u-fields 9t below) the (xt) process may jump to a position z,’ E X. From time Tl 
the process may continue with jumps to random positions at a second sequence 
of zero-order jump times, which again may have an accumulation point T2 
which is not almost surely infinite. Indeed, it is possible that these “first-order” 
accumulation times of jumps Tl , T, ,... themselves have an accumulation time, 
that is, there is a “second-order” jump accumulation time which is not almost 
surely infinite, and, in fact, there may be accumulation times of jumps of 
arbitrary order. At such accumulation times the process (CQ) may have a jump, 
but the totality of all jump times, whether zero order or accumulation times of 
arbitrary order, is countable and so can be listed in two well-ordered sequences: 
CL> and VA. 
NOTATION 2.2. S E {S,) if S is a zero-order jump time of the (zc~) process, 
so that S is not an accumulation point of previous jumps. 
T E (Tn} if T is an accumulation point of an increasing sequence of zero-order 
jump times of the (xJ process, or a higher-order accumulation time (in which 
case it is still an accumulation point of zero-order jump times). 
Write {Rn} = {Sm} U {Tn} for the set of all jump times. 
Note that because we have indexed time (S,) as a single sequence, S,-, is 
not necessarily the jump time immediately preceding S, ; indeed, it is possible 
that S,-, > S, . However, for any zero-order jump time S, there is an im- 
mediately previous jump time (which may belong to {Tn}). 
NOTATION 2.3. Denote the immediate predecessor of S, by S,c,, E {R,}. 
Similarly, even though n > n’ the indexing may be such that 
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Because the (q) process is constant to the right, though, every jump time R, 
has an immediate successor, which is in {S,}. 
NOTATION 2.4. Denote the immediate successor of R, by R,(,) E {S,). 
Further, R,(,) > R, on the set (R, < co}. 
As usual write 9-t = a(~, : s < t} for the a-field on .Q generated by (xt) up 
to time t. 
For every zero-order jump time S, consider a factor Y,,, = (R+ u {co}) x X 
with the product o-field ‘2Y, = g(R+ U (co}) * Y, and for every accumulation 
time of jump times T, consider a factor X, with the u-field 9”. 93 denotes the 
Bore1 o-field. Then, similarly to [3], the probability space on which x1 is defined 
can be taken to be 
l2=fiY,xfiX, 
rn=l ?I=1 
with the product u-field 
For any jump time R, E {S,} u {T*) the u-field generated up to time R,, depends 
only on the jumps and positions previous to R,, . Therefore, Pa is 52 with the 11 
product u-field 
A gm * TF x m-- n “’ n 
together with the atom made up of the remaining factors. 
If Tn E {TvJ 
and 
If the (xt) process has no jump at the accumulation time T,, then ST-- = .%$“, 
the u-fields are quasi-left continuous at T,, and no factor corresponding to T, 
is required in 8. 
3. BASIC MARTINGALES AND THE Lkvv SYSTEM 
DEFINITION 3.1. A real valued stochastic process Md , t > 0 is an s6 
martingale if it is 
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(1) adapted to St, 
(2) E[I M, 11 < co for all t >, 0, 
(3) E[M, 1 S-T,] = M, for t > s. 
We suppose Mt is right continuous and we can then suppose M, has left-hand 
limits almost surely for all t > 0. 
M, is square integrable if 
sup E[Mt2] < co. 
Zero-Order Jump Times 
Suppose that, given the behavior of the (&>s process up to time S,,t,, , the 
time S,,, and position a,,, of the next jump are described by a conditional prob- 
ability measure pm(w; *) on Y, where ~~(w; B) is Fs,(,) measurable in w for 
each B E g and for each w it is a probability measure on Y. Therefore, for 
AGY 
FrA(u) = FyA = pyw; It, co] x A) 
is the probability, given Fs,,,, , that S,,, > t and z,, E A. Note that 
Write Ftnk = Fyx. 
Now the measure on R+ given by FpA( w is absolutely continuous with respect ) 
to the measure given by F,“(W) so there is a Radon-Nikodym derivative 
P(w; A, s) such that 
F,“A(~) - FrA(u) = - s lo.tl 
hm(w; A, s) dFs”‘. 
We call hm(w; A, s) the conditional Levy functional of S,, . P(w; A, s) > 0 
is %h) measurable and, as in [3], for each s when S+,)(w) < s < &(w), 
except on a set of dP measure 0, it is a probability measure on X. Define 
P(u; A, s) to be 0 ifs < Sntm)(w) or s > S,(w). Also write 
Am(t) = flyt A S,), 
where 
Am(t) = - lo tl dFu”(w) C(w)- 
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Now introduce the basic processes: 
As in [3, Proposition 31 [4, Lemma 2.11 we see that 
is an Fi martingale. Using the Levy functional notation we have immediately 
from [5, Theorem 2.21 the following result: 
THEOREM 3.2. Writing 
‘& A) = o<,;As (~“+J; A, 4 ~FJw)/F’J(w))~, 
-. m 
where 
dF$(w) = Fu”“(w) -F;(w) 
we have the predictable quadratic variation of qm(t, A) is 
<qm , qm) (t, -4 = 4& 4 - rwdt, 4
and the well-measurable quadratic variation of qm(t, A) is 
[qm ,qml (t, 4 = A& 4 + rrn(t, 4 + Wnk 4 WY:&:- ). 
Accumulation Jump Times 
Suppose at the accumulation jump time T, E (T,} the (xJ process jumps to 
z%’ E X. Given the behavior of the (xi) process up to immediately before the 
time T, , that is, given Fr,- , the jump time T, is certainly determined. However, 
the position of z,’ is not determined and so we suppose a conditional probability 
measure h”(w; A, T,) is given on X which is ST,- measurable in w and such 
that, given S$ _ , X”(W; A, T,) is the probability that z,’ E A E Y. Xn(~; .) can 
be considered “,s a Levy functional for T, and the corresponding dp’ measure 
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is just the unit mass at time T, . Define P(w; A, S) to be A”(w; A, T,) ifs = T,(w) 
and to be zero otherwise. Therefore, we introduce: 
is a square integrable St martingale. Rewriting [S, Theorem 5.11 we have 
immediately the following analog of Theorem 3.2: 
THEOREM 3.3. Writing 
r,(t, 4 = NW; 4 Tn)‘) 4tx,) 
we have that the predictable quadratic variation of qn(t, A) is 
<qn , qnn>(t, A) = iin@, 4 - r,(t, 4, 
and the well-measurable quadratic variation of q,,(t, A) is 
Write 
[qn ,q,J(t, 4 = p,(t, A) + r,(t, A) - 2p&, 4 I% 4. 
qw; .> t) = @(w; ., t) if S,(,)(w) < t d G(w), 
= P(w; ., T,,) if t = TJw), 
dF,(w) = dFtm(w) if &h)(w) < t d L(w), 
= -1 if i = T,(W). 
Then for each t, except possibly on a set of dF measure zero, h(w; ., t) is a 
conditional probability measure on (X, 9). Consider the measure: 
d/f&; t) = d&(w, t) if &M(W) -c t < L(w), 
= $1 if t = T,(W). 
Following [1, 7, 91 we introduce the terminology below: 
DEFINITION 3.4. The system of measures (A, (1”, is the Levy system, or local 
representation, of the jump process (xJ. 
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Remark 3.5. Note that the family of conditional probability measures 
~“(w; *) for the zero-order jump times together with the Levy functionals 
P(w; *) for the accumulation jump times define a probability measure P on 
(Q, 9). For example, if A E Fs,c,,+s(w) , where 0 < s(w) < S,,,(w) - S,(m)(~) 
consider 
fTA i FY~,~,,,I = P’“(w; 4. 
Then P(A) is determined by successively taking the conditional expectation of 
pm(w; A) with respect to each of the conditional probability measures corre- 
sponding to jump times that have occurred before Sritrn) . 
Similarly, for A E 9r, consider 
P[A j &-I = hn(w; A) 
and then take the conditional expectation with respect to the probability measures 
of jumps that occur before T,, . 
4. ST~CH.~STIC INTEGRALS 
For fixed rz, t, and w the functions p,(t, A), $Jt, A) are countably additive 
in A, both for first-order jump times and accumulation jump times; we wish to 
discuss stochastic integration with respect to dp,, , dj,, , and d& . 
DEFINITION 4.1. For each zero-order jump time S,,, E (S,} consider the 
space of real valued functions Y”, such that g,,,(w; 2, z) E & if: 
(1) it is -Cncm) measurable in w, 
(2) it is zero if t < S,,(m,(~) or t > S,,(w), and 
(3) C!Vm easurable in t and z. 
Then we see 
= L,,,,.s g&u; t, z) X+J; dz, t) d/l”“(t), m 
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Note that 
s 
g&w; t,‘z) hm(w; dz, t) = E[g, 1 S, = t]. 
X 
Then for g, E .R,, 
= &Ln21 by Fubini’s theorem. 
As in [5] we need the concept of quadratic integration with respect to the 
(qm , q,,J process but using the L&y functionals this has a more natural defini- 
tion. First write for g, E & 
DEFINITION 4.2. 
LEMMA 4.3. For g E & 
Proof. As 
and F,m is monotonic decreasing in II 
--I ,( AFu?Fr- < 0. 
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Therefore 
so 
w; u, z) X”(w; dz, u) 
1 
’ (AFu”,Fu”_)2 
= J;, s 
2 m 
l E[g, I Snl = u] 2 (-AF;;F;: . -dFum/F;) 
< s l%,m,,&nl 
E[g, 1 S, = u]” dii”@). 
by Jensen’s inequality. 
Adapting [5, Theorem 2.71 we obtain the following result: 
THEOREM 4.4. For g, EL2((qm , qm)) 
Proof. From [5, 2.71 
E [is, g, 4LJ2 1 ~mq] 
‘R [.I, &n2 4wl I F&(,,&, I 
- E [,<zs ,112 (j$w; u, 4 h”(w; d,-, 4 AF,‘“:F$ I =%n,m>] 
and the result follows. 
DEFINITION 4.5. For each accumulation jump time T, E(T,} consider the 
space of real valued functions & such that 
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(1) it is ST _ measurable in w, 
(2) g,(w; t,Iz) = 0 if t # T,(w) 
(3) g,(w; Tn(w), z) is 9 measurable in z. 
Then we have noted that &in can be thought of as the unit mass at time 
T,(w) so 
II g, Iif* = Wkn I *,-121. 
DEFINITION 4.6. 
where 
II gn Il?J&> = II g, iI;, - II g, IIF”. 
The application of Jensen’s inequality is immediate in this case and we see 
Quoting [5, Theorem 5.31 we have thi: .following identity: 
THEOREM 4.7. For g, EL2((qa , 4%)) 
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Consider the space of functions 
4 = @ & @ @ -A’. 
vn II 
For an element (g,) E 4 define a function g(w, t) on J2 x R-i- by putting 
Then g is defined for all t and w and g(w, t) is St measurable. 
Remark 4.8. Conversely, given a function 
g:S x R+-+R 
such that g(w, t) is Ft measurable it is easy to see that: 
(a) For T,(,)(w) < t < kdu),g(., 4 ) z is a function of what has happened 
to time &cm, and the possible value of (xJ since, so there is a function 
g,(w; t, z) E Ym such that 
and 
(b) for t = Tn(w), g(-, t, ) x is a function of what has happened up to 
immediately before time T,( w and the possible value of xt at T%(w), so there ) 
is a function gn(w; T, , z) E 9,’ such that 
g(w, t, 4 = g&i Tn > 4 if t=T,,. 
DEFINITION 4.9. A function g(w, t, z) = (g,) EY is in L2((q, 4)) if each 
gi ~L~(<qi y  4i)) and 
DEFINITION 4.10. For a function g E 4 we see that: 
421 = T Ekil = T E (j g+ 4’6) = F E (j gi 4,) 
Therefore, define 
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Note that if g ELM then 
g EL2(<4, !I>). 
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Remark 4.11. If  we wrote formally 
then q is not finite, but the measure q(dt, dz) = Cm qm(dt, dz) + Cn q,(dt, dz) 
is u-finite. Indeed, the support of qm(dt, dz) is contained in the stochastic 
interval lS,c,, ,5’,J and the support of qn(dt, dz) is the graph [iZ’,J, so the dqis 
have disjoint supports. Similar remarks apply to the formal processes p = 
xppm+Cpn, 1; =C&+C&, and r =Crm+Crn: We are interested 
only in integrating with respect to these processes. 
DEFINITION 4.12. For g = (g,) EL2((q, q)) we define 
= smz,<t s,, s IL gm 4m + 1 j g,(Tn) dk' I m T,h)<t x 
+ jxh; Tn, >z) A-‘(w; dz, T,,) if t = T,,(w). 
5. REPRESENTATION OF MARTINGALES 
For the situation above consider a real square integrable St martingale n/r, . 
Write 
W4 = PLs, - Ms,,,~,> 4t>s,,,J 
Then from [4, Theorem 4.2; 9, Theorem VIII, T 291 these two families of square 
integrable martingales are mutually pairwise orthogonal and for almost all 
CUES& 
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and 
AS shown in the quoted theorems, because we are working with square-order 
martingales the sums above converge in mean square and the sums represent 
the left limit at accumulation points. Passing through an accumulation point T, , 
as indicated above, the jump of ilIt is represented by adding the term Z;,(n). 
We can now state the main representation theorem. 
THEOREM 5.1. Suppose il& is a square integrable gt martingale. Then there is a 
function g(w, t) EL2((q, q>) such that 
Conversely, for any g E L2((q, q)) 3 L2(Q) 
is a square integrable Ft martingale. 
Proof. Consider the square integrable martingale Z,(m) which is zero to time 
S,crn) and equal to (WAS, - MS,,(,) ) from S, onward. Then, following Chou 
and Meyer [2] and Davis [3], if we take: 
g,(w t, 4 = hm(w; t> 4 + I(t<e,(w)) (Ft”“)-l J,, tl h,,(w; s, z) d/@w; s, z) 
if S&&J) < t G S?&J)~ 
and 
g&J; t, z) = 0 if t < Sm&w) of t > L(w), 
we have 
hn(w; t, z) = (Ms~ - Ms~,,,)&, < NJ 
and 
cm(w) = inf{t: F,“(w) = O}. 
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Note that g, E 3& . Furthermore, by Theorem 4.4, 
-WJ~)21 = E [ (1 g, 41m)~] 
Consider next the square integrable martingale Z;(n) which has the single 
jump (MT, - MT,-) at time T, . Recall dq,, has unit mass at T, in the time 
variable so taking 
g,(w; t, z) = MT” if t = T,(w), 
= 0 otherwise, 
we have 
Again g, E Yn’ and 
-WLW21 = E [(j- gn Sn)2] 
Because ikft is a square integrable martingale it is uniformly integrable and 
limb, Mt = M, exists almost surely. Furthermore, 
E[M,2] d E[Ma2] < co for all t. 
Therefore, by orthogonality 
T II gi II?*& = c Jwc(f421 + c eLw21 
m n 
= E[MK2] < co. 
Defining 
g(w, t) = g&4 t, 4 if Q&JJ) < t < &,(w), 
=gn(w;T,,4 if t = Tn(w), 
we see that g gL2((q, q)) and by construction 
Mt = 
s s lo.tl x 
g(w ; t, 4 4. 
The converse is immediate. 
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Remarks 5.2. Defining L&,((q, q)) by stopping times in the usual way the 
representation extends immediately to locally square integrable Ff martingales. 
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