Abstract-Sparse projections for compressed sensing have been receiving some attention recently. In this paper, we consider the problem of recovering a k-sparse signal (x) in an n-dimensional space from a limited number (m) of linear, noiseless compressive samples (y) using complex sparse projections. Our approach is based on constructing complex sparse projections using strategies rooted in combinatorial design and expander graphs. We are able to recover the non-zero coefficients of the k-sparse signal (x) iteratively using a low-complexity algorithm that is reminiscent of well-known iterative channel decoding methods. We show that the proposed framework is optimal in terms of sample requirements for signal recovery (m = 0 (k log(n/k))) and has a decoding complexity of 0 (m log(n]m)), which represents a tangible improvement over recent solvers. Moreover we prove that using the proposed complex-sparse framework, on average 2k < m < 4k real measurements (where each complex sample is counted ;-s two real measurements) suffice to recover a k-sparse signal perfectly.
I. INTRODUCTION
The design of a variety of new ensembles of projection matrices for compressed sensing (CS) [1]- [2] has been receiving a great deal of attention. In particular, the utility of sparse projections [7] - [11] for compressed sensing has shown to lead to low complexity decoding algorithms. To highlight these recent CS developments, let's consider the key parameters of a typical CS problem. Consider a length n signal s which has a k sparse real-valued decomposition x in a known basis w n x n : s = wx. By k sparse decomposition we mean that x is non-zero only in k coordinates: k = Ilxllo := #{i : Xi =1= O}.
Instead of sensing n samples ({Si}), under compressed sensing the encoder projects S into an incoherent frame ¢>mxn (with respect to the sparsifying domain W) and senses m (where k < m < n) compressive samples y according to the projection (sensing) matrix P = ¢>w, i.e. y = cPs = Px. Accordingly, the decoder recovers the sparse representation x (or equivalently s) by utilizing the compressive samples y and the projection matrix P. Generally the under-determined system of equations y = Px has an infinite set of solutions. Despite the optimality of the BP solver (in terms of the measurement bound), the high complexity of this convex relaxation decoding approach has led to many efforts for the reducing the complexity of the CS decoder. More recently, binary sparse projections have received a great deal of attention, especially those that are based on expander graphs [9]- [10] . Recent efforts have shown that such projections, and in conjunction with belief-propagation type of algorithms, can lead to signal recovery using m = 0 (k log(n/k)) measurements and with decoder complexity 0 (n log(n / k)).
In this paper, we develop a new compressed sensing approach based on complex sparse projections that have some random structure. Hence, we refer to our approach as Complex Randomness-in-Structured Projection (CRISP) compressed sensing. CRISP, which enables a low complexity recovery for compressive sampling of k-sparse signals, is based on constructing sparse projections using strategies rooted in combinatorial design such as Balanced Incomplete Block Designs (BIBD) and expander graphs. Although there are some similarities between CRISP and recent sparse compressed sensing approaches [9] [10], it is important to highlight that our utility of complex sparse projections lead to decoding framework that is different from sparse-projection based decoding methods. The key idea of our proposed combinatorial approaches for compressed sensing is finding samples spanning one non-zero coefficient and then iteratively recovering other non-zero coefficients. This approach is reminiscent of iterative erasure channel-decoding algorithms that recover degree one lost symbols, and then higher degree symbols are recovered from lower degree symbols. Meanwhile, recent CS approaches are based on using binary projection matrices (e.g., based on regular LDPC matrices and expander graphs) in conjunction with belief-propagation type decoding algorithms [7] - [11] .
The contributions of this papers are 1) generalizing the combinatorial approaches from binary matrices to complex valued matrices and reducing the complexity furthermore (while keeping the sample requirement 0 (k log(n/k)) fixed) and 2) providing an average behavior analysis for our proposed method. Our simulation results in section III verify our analysis, and they show that under CRISP, on average 2k < m :::; 4k real valued samples are sufficient to recover a k sparse signal perfectly. We also show that the complexity of the CRISP solver is O(mlog(njm)) which is faster than similar CS solutions. Section IV concludes the paper.
II. SPARSE PROJECTION MATRICES
It has been shown [1] that m~o (klog(n)) compressive samples (y = Px) are sufficient to recover x, a k-sparse signal of length n using linear programming algorithms such as Basis Pursuit (BP) [6] . Despite the tractability of BP, its complexity (f2(n 3 ) ) is so high that many alternative approaches Meanwhile combinatorial algorithms for compressed sensing are based on the (provable) premises that a sparse projection matrix (P) disperses non-zero coefficients of the signal x into different compressive samples (y = Px). Now if P is a binary matrix and the values of some numbers of compressive samples are exactly the same and these samples span one common coefficient, then that (common) coefficient is non-zero and can be recovered easily. Subtracting the effect of the identified coefficients from the vector of compressive samples (y) and repeating this process iteratively leads to identifying the unique solution x. Although the empirical number of samples which combinatorial algorithms require for the perfect recovery is not as good as BP (at least for all signal classes), there exist combinatorial algorithms guaranteeing the exact recovery from an optimal order of compressive samples (0 (k log(njk))) with a complexity of 0 (nlog(njk)) [10] .
For the class of combinatorial algorithms, the main reason for choosing binary projection matrices (besides keeping the complexity of encoding low) is to keep the complexity of the decoder low. Hence it seems that employing any non-binary projection matrix would worsen the decoder complexity. On contrary, in this paper, we show that employing complex numbers in the projection matrix would decrease the solver complexity (significantly). Using well established results in case of random sparse matrices and expander graphs [10], we show that our proposed algorithm is optimal in terms of order 1We say that the i t h measurement sample spans the indices of Mi.
of required samples for the perfect recovery. Then we present a simple proof showing that our proposed method on average requires only 2k < m :::; 4k samples for the perfect recovery and the solver complexity is only 0 (mlog(njm)).
The following notation will be used in this paper. 
A. CRISP Projection Matrices
As before, let us denote the number of rows of the projection matrix P by m and the number of columns of the projection matrix (or equivalently the signal length) by n. We form the final projection matrix P from a base projection matrix Pmxn. Under the proposed CRISP framework, the base projection matrix P has binary entries (ones and zeros), and hence, this base matrix provides an underlying structure that can be used to populate the "ones" entries of P with random complex numbers (as explained later). This process of replacing the "ones" of P by complex numbers generates the final projection matrix P. Consequently, the underlying "structure" (and associated sparsity) of both the base matrix P and the final projection matrix P is the same. One straightforward approach for constructing p is to randomly select the entries of p where "ones" are placed (Algorithm 1). This simple approach does not impose any constraints on the underlying structure of p except for the parameter K, which is the number of "ones" that are placed randomly in each column of p. Note that K has to be small enough (relative to m and n) in order to have a sparse underlying structure for the (final) projection matrix P. Note that the resulting p (in this case) may be thought as the (transpose of) incidence matrix of a bipartite left regular graph of degree K. Hence with high probability [10] [13] p corresponds to an expander graph if m is sufficiently large.
Input: m, nand K~2 Output: The base projection matrix p
For the i t h column of p, set the entries in the rows indexed by l to one and put zero in other indices:
Algorithm 1: Generating the base projection matrix p.
One might impose certain constraints on the underlying structure of the base projection matrix which leads to the same structure for P. Most notably, approaches that are inspired by channel coding methods for constructing parity check matrices, and in particular ones related to Low-Density-ParityCheck (LDPC) codes can be used for the binary base matrix p. For instance, one might utilize the incidence matrices of Balanced Incomplete Block Designs (BIBD) [12] to improve the performance of the CRSIP framework as we explain further below in this paper.
In general, one can perform some form of matrix manipulation of p prior to replacing the "ones" of p onto some complex numbers. Further, one can have certain constraints on the complex numbers used in the projection matrix P. In this paper, we focus on applying two steps to the base matrix p, random permutation and employing complex numbers with unique phases. For example, the overall approach used when permuting (uniformly) the columns of p and substituting the non-zero entries of p by normalized complex numbers with Due to the special characteristics (listed above) of the proposed projection matrix, the following properties hold: 1) Since each column of our projection matrix is non-zero in K row indices, hence each signal coefficient Xi appears exactly 2Note that the size of support of a signal (or sparsity measure) is denoted by k, while K is a parameter of a BIBD.
in K random (different) equations/samples. 2) If the base projection matrix p is an incidence matrix of a BIBD then two distinct equations (compressive samples) have exactly A common coefficients/unknowns.
B. CRISP Solver
We first highlight an important (yet arguably clear) proposition, which is critical for the successful working of the CRISP solver: if a subset of the coefficients has at most one non-zero coefficient, then only one complex valued random compressive sample is sufficient for the perfect recovery of that subset. The decoding scheme of the CRISP solver is iterative: we examine compressive samples to find some subsets of the signal spanning only one non-zero coefficient. This can be achieved by looking for the phases of the compressive samples Consequently after this reduction, all compressive samples spanning two non-zeros such that one of these non-zeros is among the identified coefficients in the first iteration, turn into new samples spanning only one non-zero coefficient. Therefore in the next iteration, the phases of these compressive samples can be found among the available phases in the Then one might utilize a quick search algorithm (such as binary search) in the CRISP solver. Now for each sample, we need to search among w = O(n/m) distinct phases and the complexity of such search is only 0 (log w). Hence the first iteration of CRISP has a complexity of order 0 (mlog(w)). For the next iteration of the solver, we need to subtract the effect of identified coefficients from the compressive samples. Since each non-zero coefficient appears in K (distinct) samples, hence the complexity of such update is O(K) which is a constant. However the algorithm converges in 0 (k) iterations, hence the overall complexity of CRISP is 0 (m log r + kK) = o (mlog(n/m)).
D. The Average Behavior Analysis
In this subsection, we present the proof for our claim that Proof. Let C = m / k be the oversampling factor. Then the probability that a given sample Yj spans exactly i non-zeros is: the expected number of samples spanning only one non-zero is a linear function of k. These samples identify the locations of isolated non-zero coefficients which consequently lead to the recovery of the associated subsets of coefficients.
Here we should emphasize that not all of these isolated coefficients provide new information. For instance, it is possible that there are several samples spanning only one specific nonzero coefficient Xi. So it is important to exclude this redundant information from our analysis. Let U be the probability of the event that one sample Ya spans only one non-zero coefficient Xi, given that there exists another compressive sample Yb 
C. Optimality
As stated before, the projection matrix (P) inherits best properties of the base projection p. Therefore if m is sufficiently large (m = O(klogn/k)), then by design and with high probability, P corresponds to (randomly permuted) transpose of the incidence matrix of an expander graph. It has been shown in [10] that with high probability, having m = 0 (k log n / k)) compressive samples, 1) in the first iteration of the solver, there exists at least 1 + [K/2] samples spanning only one specific non-zero coefficient (where K is the number of non-zero entries in each column of the projection matrix) and 2) the algorithm never halts and finally 3) it converges in 0 (k) iterations. Therefore the algorithm is optimal in terms of the order of the number of samples for perfect recovery. However now instead of real valued samples, we are sensing complex samples which (albeit keeping the order of m fixed) doubles the number of sensed real samples (each complex sample is counted as two real measurements). On the other hand, as opposed to traditional combinatorial algorithms which require at least 1 + [K/2] samples that span only one common non-zero coefficient (for a voting like decoding algorithm), here we only need one sample (instead of 1 + [K/2]) that spans one non-zero, which in turn lowers the required number of samples for perfect recovery. This significant reduction in the required samples is attributed to our utility of unique complex phases that make it feasible to detect and identify isolated non-zero coefficients. And finally, this generalization (from binary matrices to matrices with complex entries) reduces the complexity of the solver significantly from o (nlog(n/k)) to 0 (k log(n/k) log(n/m)).
Recall that the first iteration of the solver we look for the phases of compressive samples among a predetermined set of phases (available phases in each row of the projection matrix). Assume for each row of P, non-zero entries are sorted by their phases:
That is choose a non-zero coefficient Xi among k non-zeros and choose another sample Ya (except Yb) and let Ya be only function of Xi. Now randomly select K -2 other samples which would be functions of Xi and distribute the remaining k -1 non-zeros (counting their K repetitions) among remaining m -2 samples. Fix m = Ck, for large values of k (5) can be approximated to:
which is a linear function of sparsity measure k. Thus the expected number of samples which do not result to discovery of new coefficients (/J;) is:
Recall that (on average) kKe-t: samples span only one nonzero coefficient. Hence, the expected number of compressive samples spanning distinct non-zeros in the first iteration of the solver is:
/f ) (8) In words, CRISP solver (on average) recovers /J;' non-zero coefficients in the first iteration. Since the columns of the CRISP projection matrix are permuted independently and uniformly, we can say that in the next iteration, there are k(l) non-zeros left to recover from m samples, where:
/f ) (9) Note that for fixed values of C = mfk, q is independent of k.
It is straightforward to see that, (on average) in the i t h iteration of the algorithm, there are: k(i) = kqi non-zero coefficients which have not been recovered. Also note that even for 1 < C ::; 2, we have q < 1. In other words, on average, k < m ::; 2k complex valued samples (and hence 2k < m ::; 4k real valued samples) is sufficient for the perfect recovery.
•
III. SIMULATION RESULTS
We tested the proposed CRISP on a large number of standard signals from SparseLab [14] . Specifically we compared the performance of CRISP (in terms of quality of the recovered signal as a function of the number of compressive samples and the required time for recovery) in comparison with the popular Gaussian random projection matrix and dominant Basis Pursuit (BP) and aMP solvers. In all plots m, nand k denote the number of compressive samples, the signal length and the sparsity of the signal in the sparsifying domain (Wavelet/DCT). To provide fairness, we have counted each complex sample as two samples. We performed our simulations under various configurations of signal length and sparsity ratio which we present some of them in Fig. 1 . As clearly demonstrated CRISP has significantly lower complexity compare to BP and aMP.
Here we should highlight an important note: due to the strong structures and rich properties of BIBDs, we expect that a sensing matrix generated based on an incidence matrix of a BIBD boosts CRISP performances in terms of the solver complexity and also the sample requirements for the perfect recovery. For instance, in Fig. 1b , we have used a
Hamming matrix of weight two (all m tuples with K = 2 non-entries in each column) as the base projection matrix p.
Hence p is an incidence matrix of a (m, m( m -1)12, 2, 1)-BIBD. In that simulation, we observed that if the incidence of a (200,4950, 2, 1)-BIBD was used as the base projection matrix, then m = 4k (real valued) samples was enough for the perfect recovery. On the other hand, if we have used Algorithm 1 to generate the base projection, then m~6k (real valued) samples was required for the perfect recovery and also the decoding time would increase as well. However we should recall that: although there are numerous methods for generating a BIBD with some given parameters [12] , it is possible that there are no BIBD designs that exist in some configurations of (m, n, K, A).
IV. CONCLUSION
In this paper, we showed that if we sense one complex valued compressive sample from random subsets of a sparse signal, such that any two subsets intersect in a few indices, then the recovery algorithm is optimal in terms of sample requirements for perfect recovery (0 (k log( n1k))). Moreover, on average we only need 2k < m ::; 4k compressive samples to recover a signal from these samples. The complexity of CIRSP is 0 (mlog(nlm)) which is lower than the complexity of similar combinatorial algorithms. 
