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Abstract
We perform a rigorous analysis of the quasineutral limit for a hy-
drodynamical model of a viscous plasma represented by the Navier
Stokes Poisson system in 3 −D. We show that as λ → 0 the velocity
field uλ strongly converges towards an incompressible velocity vector
field u and the density fluctuation ρλ − 1 weakly converges to zero. In
general the limit velocity field cannot be expected to satisfy the incom-
pressible Navier Stokes equation, indeed the presence of high frequency
oscillations strongly affects the quadratic nonlinearities and we have to
take care of self interacting wave packets. We shall provide a detailed
mathematical description of the convergence process by using microlo-
cal defect measures and by developing an explicit correctors analysis.
Moreover we will be able to identify an explicit pseudo parabolic pde
satisfied by the leading correctors terms. Our results include all the
previous results in literature, in particular we show that the formal
limit holds rigorously in the case of well prepared data.
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1 Introduction and plan of the paper
1.1 Introduction
In this paper we perform a rigorous analysis of the so called quasineutral
limit for a hydrodynamical model of a viscous plasma represented by the
Navier Stokes Poisson system in 3−D, namely
∂tρ
λ + div(ρλuλ) = 0, (1)
∂t(ρ
λuλ)+div(ρλuλ⊗uλ)+∇(ρλ)γ = µ∆uλ+(ν+µ)∇ div uλ+ρλ∇V λ, (2)
λ2∆V λ = ρλ − 1. (3)
Let us denote by x ∈ R3, t ≥ 0, the space and time variable, ρ(x, t) the neg-
ative charge density, m(x, t) = ρ(x, t)u(x, t) the current density, u(x, t) the
velocity field, V (x, t) the electrostatic potential, µ, ν the shear viscosity and
bulk viscosity respectively. The parameter λ is the so called Debye length
(up to a constant factor).
We show that as λ→ 0 the velocity field uλ strongly converges towards an in-
compressible velocity vector field u and the density fluctuation ρλ−1 weakly
converges to zero.In general the limit velocity field cannot be expected to
satisfy the incompressible Navier Stokes equation, indeed the presence of
high frequency oscillations strongly affects the quadratic nonlinearities and
we have to take care of self interacting wave packets. In the paper we shall
provide a detailed analysis of the convergence process by using microlocal
defect measures and by developing an explicit correctors analysis. Moreover
we will be able to identify an explicit pseudo parabolic equation satisfied by
by the leading correctors terms.
The previous system can be seen as the coupling of the compressible
Navier Stokes equations (1), (2) with a Poisson equation (3), where in dimen-
sionless units the coupling constant can be expressed in terms of a parameter
λ which represents the scaled Debye length, which is a characteristic physi-
cal parameter related to the phenomenon of the so called “Debye shielding”,
[14], studied by Peter Debye in 1912. Any charged particle inside a plasma
attracts other particles with opposite charge and repels those with the same
charge, thereby creating a net cloud of opposite charges around itself, this
cloud shields the particle’s own charge from external view and then causes
the particle’s Coulomb field to fall off exponentially at large radii, rather
than falling off as 1/r2. So the physical meaning of the Debye length λ is
the distance over which the usual Coulomb field is killed off exponentially
by the polarization of the plasma. In terms of physical variables the Debye
length can be expressed as
λ = λD/L λD =
√
ε0kBT
e2n0
, (4)
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where L is the macroscopic length scale, ε0 is the vacuum permittivity, kB
the Boltzmann constant, T the average plasma temperature, e the absolute
electron charge and n0 the average plasma density. In many cases the Debye
length is very small compared to the macroscopic length λD << L and so it
makes sense to consider the quasineutral limit λ→ 0 of the system (1)-(3).
In this situation the particle density is constrained to be close to the back-
ground density (equal to one in our case) of the oppositely charged particle.
The limit λ → 0 is called the quasineutral limit since the charge density
almost vanishes identically. The velocity of the fluid then evolves accord-
ing to the incompressible Navier Stokes flow. This type of limit has been
studied by many authors. In the case of Euler Poisson system by Cordier
and Grenier [4], Grenier [16], Cordier, Degond, Markowich and Schmeiser
[3], Loeper [24], Peng, Wang and Yong [25], in the case of the Navier Stokes
Poisson system by Wang [32] and Jiang and Wang [18] and in the contest
of a combined quasineutral and relaxation time limit by Gasser and Mar-
cati in [9, 10, 11]. This paper is still a mathematical theoretical approach
to this complicate physical problem which however removes many regularity
and smallness assumptions of various papers in the literature see for instance
Wang [32] and Jiang and Wang [18]. In fact Wang [32] studied the quasineu-
tral limit for the smooth solution with well-prepared initial data. Wang and
Jiang [18] studied the combined quasineutral and inviscid limit of the com-
pressible Navier- Stokes-Poisson system for weak solution and obtained the
convergence of Navier- Stokes-Poisson system to the incompressible Euler
equations with general initial data. Moreover in [18] the vanishing of vis-
cosity coefficient was required in order to take the quasineutral limit and
no convergence rate was derived therein. The authors in [6] investigated
the quasineutral limit of the isentropic Navier-Stokes-Poisson system in the
whole space and obtained the convergence of weak solution of the Navier-
Stokes-Poisson system to the weak solution of the incompressible Navier-
Stokes equations by means of dispersive estimates of Strichartz’s type under
the assumption that the Mach number is related to the Debye length. Ju,
Li and Wang [19] studied the quasineutral limit of the isentropic Navier-
Stokes-Poisson system both in the whole space and in the torus without the
restriction on viscous coefficient with well prepared initial data. However
there is no analysis for the quasineutral limit for the Navier Stokes Poisson
system in the context of weak solutions and in the framework of general ill
prepared initial data. The common feature of this kind of limits in the ill
prepared data framework is the high plasma oscillations, namely the pres-
ence of high frequency time oscillations along the acoustic waves. In these
phenomena there are different behaviors of the various vector fields acting in
our system. Particularly relevant us to understand the relationship between
high frequency interacting waves, dispersive behavior and the different role
of time and space oscillations. In our analysis the velocity fields both dis-
perse and oscillates however the dispersion behavior dominates on the high
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frequency time oscillations and Strichartz estimates are sufficient to pass
into the limit of the convective term. The presence of quadratic terms on
the electric field (e.g. ρλ∇V λ) cannot be analyzed in the same way since
the dispersive behavior no longer dominates on time hight frequency wave
packets. In the general case these quadratic terms will not vanish in the
limit as λ→ 0, unless we have well prepared initial data.
1.2 Plan of the paper
The structure of this paper, as well as the main ingredients of our approach
to this limiting process can be summarized as follows.
• In Section 2 we collect many needed mathematical tools, including
notations, Strichartz estimates and microlocal defect measures. Then
in Section 3 we set up our problem.
• The following section 5 is devoted to obtain a priori estimates indepen-
dent of λ, namely standard energy bounds and dispersive estimates on
the density fluctuation. The main idea here is based on the observation
that the density fluctuation ρλ − 1 satisfies a Klein-Gordon equation,
so acoustic waves analysis for the Navier Stokes Poisson system (1)-
(3) follows by reading the system as a dispersive equation and we will
get uniform estimates in λ by the use of he Lp-type estimates due to
Strichartz [13, 20, 28]. The particular type of Strichartz estimates for
the Klein Gordon equation that we use here can be recovered from the
seminal paper by Strichartz [28] (where he studied the homogenous
equation) and by using Duhamel’s principle.
• In the previous sections we get sufficient bounds in order to study the
limiting behaviour of the velocity vector field. Therefore in Section
5 we analyze separately the limiting behaviour of the divergence free
part and the gradient part of uλ. Accordingly we obtain the strong
convergence of the velocity field
• The next stumbling block is to get enough compactness for the electric
field in order to pass into the limit in the quadratic term λ∇V λ ⊗
λ∇V λ. Since λ∇V λ is bounded in L∞t L2x we can define microlocal
defect measure νE introduced by P. Ge`rard in [12] and by L.Tartar (H-
measure) in [29] with correctors E+ and E− to handle time oscillations
at frequency 1/λ. An analogous use of the P. Ge`rard and L. Tartar
ideas can be found in Y. Brenier and E.Grenier [2] and E. Grenier [15],
regarding the Vlasov Poisson system. This will be done in Section 6.
• In Section 7 we will be able to prove our Main Theorem 1.
• As a final step, in Section 8, we show that in the case of smooth
solutions for the system (1)-(3) the class of correctors E+ and E− is
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not empty and they satisfy a “pseudo parabolic” type equation, see
the Main Theorem 2.
2 Preliminaries
For convenience of the reader we establish some notations and recall some
basic facts that will be useful in the sequel.
2.1 Notations
If F,G are functions we denote by F . G the fact that there exists c ∈ R
such that F ≤ G. Then, we will denote by
a) D(Rd×R+) the space of test function C∞0 (Rd×R+), by D′(Rd×R+) the
space of Schwartz distributions and 〈·, ·〉 the duality bracket between
D′ and D
b) W k,p(Rd) = (I −∆)− k2Lp(Rd) and Hk(Rd) =W k,2(Rd) the nonhomo-
geneous Sobolev spaces, for any 1 ≤ p ≤ ∞ and k ∈ R. W˙ k,p(Rd) =
(−∆)− k2Lp(Rd) and H˙k(Rd) = W k,2(Rd) denote the homogeneous
Sobolev spaces. The notations LptL
q
x and L
p
tW
k,q
x will abbreviate re-
spectively the spaces Lp([0, T ];Lq(Rd)), and Lp([0, T ];W k,q(Rd)).
c) Lp2(R
d) the Orlicz space defined as follows
Lp2(R
d) = {f ∈ L1loc(Rd) | |f |χ|f |≤ 1
2
∈ L2(Rd), |f |χ|f |> 1
2
∈ Lp(Rd)},
(5)
see [1], [22] for more details.
d) L(R3) the space of bounded operators, K(R3) the space of compact
operators,
e) if X, Y are Banach spaces, L(X,Y ) is the space of bounded operators
f) Q and P respectively the Leray’s projectors Q on the space of gradients
vector fields and P on the space of divergence - free vector fields.
Namely
Q = ∇∆−1 div, P = I −Q. (6)
It is well known that Q and P can be expressed in terms of Riesz
multipliers, therefore they are bounded linear operators on every W k,p
(1 < p <∞) space (see [27]).
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Next we recall the basic notations concerning pseudo-differential operators
and symbols to be used later on. We refer to [31] for details. Assuming
ρ, δ ∈ [0, 1], m ∈ R, we denote Smρ,δ the set of C∞ symbols satisfying∣∣∣DβxDαξ p(x, ξ)∣∣∣ ≤ Cα,β〈ξ〉m−ρ|α|+δ|β|
for all α, β, where 〈ξ〉 = (1+ |ξ|2)1/2. In such case we say that the associated
operator denoted by OP (p(x, ξ)) is given by
P (x,D)f(x) =
∫
p(x, ξ)Ff(ξ)eixξdξ := OP (p(x, ξ))
(whereFf(ξ) = (2π)−n ∫ f(x)e−ixξdx denotes the Fourier transform of the
function f) belongs to OPSmρ,δ. If there are smooth symbols pm−j(x, ξ), ho-
mogeneous in ξ of degreem−j for |ξ| ≥ 1, i.e. pm−j(x, rξ) = rm−jpm−j(x, ξ)
for r > 0, |ξ| ≥ 1, and if
p(x, ξ) ∼
∑
j≥0
pm−j(x, ξ)
in the sense that
p(x, ξ)−
N∑
j≥0
pm−j(x, ξ) ∈ Sm−N1,0
for all N , then we say p(x, ξ) ∈ Sm and P (x,D) is polyhomogenous of order
m. If Ω is an open set in R3, we denote by ψmcomp(Ω,L(H)), respectively,
ψcomp(Ω,K(H)) the space of polyhomogenous pseudo-differential operators
of orderm on Ω, with values in L(H), respectively K(H) whose kernel is com-
pactly supported in Ω× Ω, moreover we recall that if P ∈ ψmcomp(Ω,L(H)),
then its symbol p(x, ξ) is a linear application from ψmcomp(Ω,L(H)) to
C∞0 (S
∗Ω,L(H)), where S∗Ω = Sd−1 × Ω.
Following P. Ge`rard we say that µ is the microlocal defect measure (or
following L. Tartar the H-measure) for a bounded sequence wk in L
2 if for
any A ∈ ψ0comp(ω,K(H)) one has (up to subsequences)
lim
k→∞
(A(wk − w), (wk − w)) =
∫
S∗Ω
tr(a(x, ξ)µ(dxdξ)).
where A = OP (a(x, ξ)).
2.2 Technical tools
2.2.1 Strichartz estimates for Klein Gordon equations
Let us recall that if w is a solution of the following Klein Gordon equation
in the space [0, T ] × Rd(
−∂
2
∂t
+∆−m2
)
w(t, x) = F (t, x)
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with Cauchy data
w(0, ·) = f, ∂tw(0, ·) = g,
where m > 0 is the mass and 0 < T < ∞, then w satisfies the following
Strichartz estimates, (see [28])
‖w‖Lqt,x + ‖∂tw‖LqtW−1,qx . ‖f‖H˙1/2x + ‖g‖H˙−1/2x + ‖F‖Lpt,x ,
where (q, p), are admissible pairs, namely they satisfy
2(n + 1)
n+ 3
≤ p ≤ 2(n+ 2)
n+ 4
2(n+ 2)
n
≤ p ≤ 2(n + 1)
n− 1 .
In particular in the case of d = 3, (q, p) are admissible if they satisfy
4
3
≤ p ≤ 10
7
10
3
≤ q ≤ 4
3
.
Moreover by choosing p = 4/3 and q = 4 and by a standard application of
Duhamel’s principle we have the following estimate
‖w‖L4t,x + ‖∂tw‖L4tW−1,4x . ‖f‖H˙1/2x + ‖g‖H˙1/2x + ‖F‖L1tL2x . (7)
It is straightforward to observe that for any s ≥ 0 also this estimate hold
‖w‖
L4tW
−s,4
x
+ ‖∂tw‖L4tW−1−s,4x . ‖f‖H1/2−sx + ‖g‖H−1/2−sx + ‖F‖L1tH−sx . (8)
(it is sufficient to apply the operator (I −∆)−s/2 to (7)).
2.2.2 Properties for pseudo-differential operators
We recall here two fundamental tools necessary to work with pseudodiffer-
ential operators (fore more details see [31], [30], [12], )
Proposition 2.1. If A ∈ OPS0, then
A : L2loc(Ω,H)→ L2(Ω,H)
is bounded.
Proposition 2.2 (Generalized Rellich Theorem). If A ∈ ψmcomp(Ω,K(H))
for some m < 0, then
A : L2loc(Ω,H)→ L2(Ω,H)
is compact, i.e. if wk ⇀ w weakly in L
2, then ‖Awk − w‖ → 0 strongly.
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2.2.3 Convolution estimate and compactness theorems
Here we state the following elementary lemma that will be used later on.
Lemma 2.3. Let us consider a smoothing kernel j ∈ C∞0 (Rd), such that
j ≥ 0, ∫
Rd
jdx = 1, and let us define
jα(x) = α
−dj
(x
α
)
.
Then for any f ∈ H˙1(Rd), one has
‖f − f ∗ jα‖Lp(Rd) ≤ Cpα1−d
(
1
2
− 1
p
)
‖∇f‖L2(Rd), (9)
where
p ∈ [2,∞) if d = 2, p ∈ [2, 6] if d = 3.
Moreover the following Young type inequality hold
‖f ∗ jα‖Lp(Rd) ≤ Cαs−d
(
1
q
− 1
p
)
‖f‖W−s,q(Rd), (10)
for any p, q ∈ [1,∞], q ≤ p, s ≥ 0, α ∈ (0, 1).
We recall also the following compactness tool (see [26]).
Theorem 2.4. Let be F ⊂ Lp([0, T ];B), 1 ≤ p <∞, B a Banach space. F
is relatively compact in Lp([0, T ];B) for 1 ≤ p < ∞, or in C([0, T ];B) for
p =∞ if and only if
(i)
{∫ t2
t1
f(t)dt, f ∈ F
}
is relatively compact in B, 0 < t1 < t2 < T ,
(ii) lim
h→0
‖f(t+ h)− f(t)‖Lp([0,T−h];B) = 0 uniformly for any f ∈ F .
3 Statement of the problem and Main Results
3.1 Basic facts on the Navier Stokes Poisson System
In order set up our problem we recall here some results concerning the
existence theory for the Navier Stokes Poisson system (1)-(3). For simplicity
we rewrite here again the compressible Navier Stokes equation coupled with
the Poisson equation
∂tρ
λ + div(ρλuλ) = 0
∂t(ρ
λuλ) + div(ρλuλ ⊗ uλ) +∇(ρλ)γ = µ∆uλ + (ν + µ)∇ div uλ + ρλ∇V λ
λ2∆V λ = ρλ − 1.
(11)
9
To simplify our notation from now on we will set
πλ =
(ρλ)γ − 1− γ(ρλ − 1)
(γ − 1) µ = ν = 1.
The system (11) is endowed with the following initial conditions,
ρλt=0 = ρ
λ
0 ≥ 0, V λ|t=0 = V λ0 , (ID)
ρλuλ|t=0 = mλ0 , mλ0 = 0 on {x ∈ R3 | ρλ0 (x) = 0},∫
R3
(
πλ|t=0 + |m
λ
0 |2
2ρλ0
+ λ2|V λ0 |
)
dx ≤ C0.
The existence of global weak solutions for fixed λ > 0 for the system (11),
has been proved in the case of a bounded domain in [5] and in the case of
the whole domain in [7] and [8]. We summarize this existence result in the
following theorem.
Theorem 3.1. Assume (ID), and let γ > 3/2, then there exists a global
weak solution (ρλ, uλ, V λ) to (11) such that ρλ − 1 ∈ L∞((0, T );Lγ2 (R3)),√
ρεuε ∈ L∞((0, T );L2(R3)), uλ ∈ L2((0, T );W 1,2(R3)). Furthermore
• The energy inequality holds for almost every t ≥ 0,∫
R3
(
ρλ
|uλ|2
2
+ πλ + λ2|∇V λ|2
)
dx
+
∫ t
0
∫
R3
(
µ|∇uλ|2 + (ν + µ)|div uλ|2
)
dxds ≤ C0. (12)
• The continuity equation is satisfied in the sense of renormalized solu-
tions, i.e.:
∂tb(ρ
λ) + div(b(ρλ)u) + (b′(ρλ)ρλ − b(ρλ)) div uλ = 0,
for any b ∈ C1(R3) such that
b′(z) = constant, for any z large enough, say z ≥M.
• The system (11) holds in D′((0, T ) × R3).
Beside the results on the existence of weak solutions for the Cauchy prob-
lem for the Navier Stokes Poisson system (11) there is a theory concerning
the global existence of classical solutions of (11) see for example [21] for the
Hs framework or [17] for global solutions in Besov spaces. We describe this
global existence result in the following theorem.
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Theorem 3.2. Assume that (ρλ0 − 1,m0) ∈ Hs(R3) ∩ L1(R3), s ≥ 4, with
δ = ‖(ρλ0−1,m0)‖Hs(R3)∩L1(R3) small. Then, there is a unique global classical
solution (ρλ,mλ, V λ) to the system (11) satisfying
ρλ − 1 ∈ C0(R+,Hs(R3)) ∩ C1(R+,Hs−1(R3)),
m ∈ C0(R+,Hs(R3)) ∩ C0(R+,Hs−2(R3)),
λV λ ∈ C0(R+, L6(R3)) λ∇V λ ∈ C0(R+,Hs+1(R3)).
3.2 Main results
Having collected all the preliminary material we are now ready to state our
main results. The first result concerns the convergence of solutions of the
system (11) in the quasineutral regime.
Main Theorem 1. Let (ρλ, uλ, V λ) be a sequence of weak solutions in R3
of the system (11), assume that the initial data satisfy (ID). Then
(i) ρλ −→ 1 weakly in L∞([0, T ];Lk2(R3)).
(ii) There exists u ∈ L∞([0, T ];L2(R3)) ∩ L2([0, T ]; H˙1(R3)) such that
uλ ⇀ u weakly in L2([0, T ]; H˙1(R3)).
(iii) The gradient component Quλ of the vector field uλ satisfies
Quλ −→ 0 strongly in L2([0, T ];Lp(R3)), for any p ∈ [4, 6).
(iv) The divergence free component Puλ of the vector field uλ satisfies
Puλ −→ Pu = u strongly in L2([0, T ];L2loc(R3)).
(v) There exist correctors E+, E− in L∞((0, T ), L2(R3)) and a positive
microlocal defect measure νE on R3 × S2 depending measurably on t,
associated to the electric field Eλ = ∇V λ, such that for all pseudod-
ifferential operators A ∈ ψ0comp(R3,K(R3)), and of symbol a(x, ξ) and
for all φ ∈ D(0, t) one has
lim
λ→0
∫
dtφ(t)λ2(AEλ, Eλ) =
∫
dtφ(t)(AE+, E+) +
∫
dtφ(t)(AE−, E−)
+
∫
dtφ(t)
∫
R3×S2
tr
(
a(x, ξ)
ξ ⊗ ξ
|ξ|2
)
dνE .
(13)
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(vi) u = Pu satisfies the following equation
P
(
∂tu−∆u+ (u · ∇)u−
div(E+ ⊗ E+ + E− ⊗ E−)− div〈νE , ξ ⊗ ξ|ξ|2 〉
)
= 0, (14)
in D′([0, T ]× R3).
Remark 3.3. In the previous theorem we constructed a defect measure νE
and the correctors E±. They correspond to the physical phenomenon of the
high frequency plasma oscillation. Notice that the correctors E± remain
important as λ→ 0 and are not vanishing, in fact we don’t have initial layer
but on the contrary the effect of ill prepared initial data appears through
E± and remains important for all times.
As we will see in the rest of paper the construction of the defect measure
νE will be done by using the theory developed by P. Ge`rard in [12] and L.
Tartar in [29]. The explicit construction of the correctors is not trivial and
requires a smooth setting for the solutions. We will show this part in the
next theorem.
Main Theorem 2. Let be (ρλ, uλ, V λ) be a sequence of the Navier Stokes
Poisson system, satisfying for s ≥ 4
‖ρλ − 1‖L∞(0,T ;Hs(R3)) ≤ C ‖λEλ‖L∞(0,T ;Hs(R3)) ≤ C (15)
then, for all s′ < s− 2
uλ − 1
i
e−it/λE+ − 1
i
eit/λE− −→ v strongly in C0(0, T,Hs′−1loc (R3)). (16)
λ(Eλ − e−it/λE+ − eit/λE−) −→ 0 strongly in C0(0, T,Hs′−1loc (R3)). (17)
and E± satisfy
∂tE
± −∆E± +Q div(v ⊗ E±) = 0, PE± = 0. (18)
In the Section 8 we will show in the Proposition 8.4 the existence of
solutions for the equation (18). The rest of the paper is devoted to prove
the Main Theorems 1 and 2.
4 Uniform estimates
In this section we wish to establish all the a priori estimates, independent
on λ, for the solutions of the system (11) which are necessary to prove the
Main Theorem 1.
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4.1 Consequences of the energy estimate
We start by collecting all the a priori bounds that are a consequence of the
energy inequality (12). Before going on let us define the density fluctuation
σλ as
σλ = ρλ − 1. (19)
Proposition 4.1. Let us consider the solution (ρλ, uλ, V λ) of the Cauchy
problem for the system (11). Assume that the hypotheses (ID) hold, then it
follows
σλ is bounded in L∞([0, T ];Lk2(R
3)), where k = min(γ, 2), (20)
∇uλ is bounded in L2([0, T ] × R3), (21)
uλ is bounded in L2([0, T ] × R3) ∩ L2([0, T ];L6(R3)), (22)
σλuλ is bounded in L2([0, T ];H−1(R3)), (23)
λ∇V λ is bounded in L∞([0, T ];L2(R3)). (24)
Proof. From (12) it follows that πλ ∈ L∞([0, T ];L1(R3)). By taking into
account that the function z → zγ − 1− γ(z − 1) is convex and by following
the same line of arguments as in [23] we get when γ < 2 that
sup
t≥0
∫
R3
{
|ρλ − 1|2χ|ρλ−1|≤1/2 + |ρε − 1|γχ|ρλ−1|≥1/2
}
(t, x)dx ≤ C (25)
and when γ ≥ 2,
sup
t≥0
∫
R3
|ρλ − 1|2(t, x)dx ≤ C, (26)
so we can conclude that σλ is uniformly bounded in λ in L∞([0, T ];Lk2(R
3)),
where k = min(γ, 2). (21) and (24) are a consequence of (12). The fact
that uλ ∈ L2([0, T ];L6(R3)) follows from (21) and by Sobolev’s embeddings.
Now we prove uλ ∈ L2([0, T ]× R3).∫
R3
|uλ|2dx =
∫
R3
{
|uλ|2χ|ρλ−1|≤1/2 + |uλ|2χ|ρε−1|≥1/2
}
dx
≤ 2
∫
R3
ρλ|uλ|2dx+ 2‖ρε − 1‖Lkx‖uλ‖2L2k/k−1x
≤ C0 + C0‖uε‖2−
3
k
L2x
‖∇uλ‖
3
k
L2x
(27)
We complete then easily the prove by using (21). Recalling that γ > 3/2
and by interpolating we get that uλ ∈ L2([0, T ];L4(R3)∩L2γ/(γ−1)(R3)). By
using (20) we obtain that ρλuλ is uniformly bounded in L2([0, T ];L4/3(R3)+
L2k/(k+1)(R3)). Therefore by Sobolev’s embeddings we get (23).
We want to complete this paragraph with a remark concerning the reg-
ularity of the initial data.
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Remark 4.2. With the same procedure as for σλ, taking into account (ID)
we get that σλ0 is bounded in L
k
2(R
3) hence in H−1(R3), since γ > 3/2. If
we rewrite mλ0 in the following way
mλ0 =
mλ0√
ρλ0
√
ρλ0χ|ρλ0−1|≤1/2
+
mλ0√
ρλ0
√
ρλ0√
|ρλ0 − 1|
√
|ρλ0 − 1|χ|ρλ0−1|>1/2
we get that mλ0 is bounded in L
2(R3)+L2k/(k+1)(R3) and hence in H−1(R3).
Finally we can conclude that
σλ0 , m
λ
0 are bounded in H
−1(R3) uniformly in λ. (28)
4.2 Density fluctuation acoustic equation
From the estimates of the Proposition 4.1 we get only the weak convergence
of the velocity field and unfortunately this will be not sufficient to pass into
the limit in the nonlinear terms (such as the convective term div(ρλuλ ⊗
uλ)) of the system (11). In particular this weak convergence is induced by
the rapid time oscillation of the acoustic waves or by the so called plasma
oscillations. In order to overcome this problem we will estimate the density
fluctuation σλ uniformly with respect to λ. So we derive the so called
acoustic equation which governs the time evolution of σλ. First of all we
rewrite the system (12) in the following way
∂tσ
λ + div(ρλuλ) = 0 (29)
∂t(ρ
λuλ) +∇σλ = µ∆uλ + (ν + µ)∇ div uλ − div(ρλuλ ⊗ uλ)
− (γ − 1)∇πλ + σλ∇V λ +∇V λ, (30)
λ2∆V λ = σλ. (31)
Then, by differentiating with respect to time the equation (29),taking the
divergence of (30) and by using (31) we get that σλ satisfies the following
equation
∂ttσ
λ −∆σλ + σ
λ
λ2
=− div(µ∆uλ + (ν + µ)∇ div uλ) (32)
+ div
(
div(ρλuλ ⊗ uλ) + (γ − 1)∇πλ + σλ∇V λ
)
.
It turns out that (32) is a nonhomogeneous Klein Gordon equation with
mass 1/λ. In order to get some more uniform estimates on σλ we apply to
(32) the Strichartz estimates (8). To renormalize the mass of the equation
(32) more easier to handle we rescale the time and space variable, the density
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fluctuation, the velocity and the electric potential in the following way
τ =
t
λ
, y =
x
λ
(33)
u˜(y, τ) = uλ(λy, λτ), ρ˜(y, t) = ρλ(λy, λτ)
σ˜(y, τ) = σλ(λy, λτ), V˜ (y, τ) = V λ(λy, λτ). (34)
As a consequence of this scaling the Klein Gordon equation (32) becomes of
mass equal to one, namely
∂ττ σ˜ −∆σ˜ + σ˜ = − 1
λ
div(µ∆u˜+ (ν + µ)∇ div u˜)
+ div
(
div(ρ˜u˜⊗ u˜) + (γ − 1)∇π˜ + σ˜∇V˜
)
. (35)
Now we consider σ˜ = σ˜1+ σ˜2+ σ˜3 where σ˜1, σ˜2, σ˜3 solve the following Klein
Gordon equations{
∂ττ σ˜1 −∆σ˜1 + σ˜1 = − 1λ div(µ∆u˜+ (ν + µ)∇ div u˜) = F1
σ˜1(x, 0) = σ˜(x, 0) = σ˜0 ∂τ σ˜1(x, 0) = ∂τ σ˜(x, 0) = ∂tσ˜0,
(36)
{
∂ττ σ˜2 −∆σ˜2 + σ˜2 = div(div(ρ˜u˜⊗ u˜) + (γ − 1)∇π˜) = F2
σ˜2(x, 0) = ∂τ σ˜2(x, 0) = 0,
(37){
∂ττ σ˜3 −∆σ˜3 + σ˜3 = − div(σ˜∇V˜ ) = F3
σ˜3(x, 0) = ∂τ σ˜3(x, 0) = 0,
(38)
We are able to prove the following estimate on σλ.
Theorem 4.3. Let us consider the solutions (ρλ, uλ, V λ) of the Cauchy
problem for the system (11) with initial data satisfying (ID). Then for any
s0 ≥ 3/2, the following estimate holds
λ−
1
2 ‖σλ‖
L4tW
−s0−2,4
x
+ λ−
1
2 ‖∂tσλ‖L4tW−s0−3,4x
. λs0−
1
2‖σλ0 ‖H−3/2x + λ
s0−
1
2 ‖mλ0‖H−5/2x
+ T‖div(div(ρλuλ ⊗ uλ)− (γ − 1)∇πλ)‖
L∞t H
−s0−2
x
+ λs0‖div∆uλ +∇ div uλ‖L2tH−2x + T‖div(σ
λV λ)‖
L∞t H
−s0−2
x
. (39)
Proof. Since σ˜1, σ˜2, σ˜3, are solutions of the equations (36), (37), (38), we
can apply the Strichartz estimate (8) with (y, τ) ∈ R3 × (0, T/λ). We start
with σ˜1. From (21) we deduce that F1 ∈ L2tH−2x , so by using (8) with s = 2
we get
‖σ˜1‖L4τW−2,4y + ‖∂τ σ˜1‖L4τW−3,4y . ‖σ˜0‖H−3/2y + ‖∂τ σ˜0‖H−5/2y
+ λ−1T‖λ−1/2 div(∆u˜+∇ div u˜)‖L2τH−2x .
(40)
15
From the estimate (12) we have that ρ˜|u˜|2, π˜ ∈ L∞t L1x, but L1 is continuously
embedded in H−s0 , s0 ≥ 3/2, so we have that F2 ∈ L∞t H−s0−2x . If we apply
(8) to σ˜2 we obtain for any s0 ≥ 3/2
‖σ˜2‖L4τW−s0−2,4y + ‖∂τ σ˜2‖L4τW−s0−3,4y
. λ−1/2T‖div(div(ρ˜u˜⊗ u˜) +∇π˜)‖
L∞τ H
−s0−2
y
. (41)
By using the Poisson equation (31) we can rewrite F3 as F3 = div(div(∇V˜ ⊗
∇V˜ )+12∇|∇V˜ |2). Taking into account (12), as for F2, we get F3 ∈ L∞τ H−s0−2x ,
for any s0 ≥ 3/2. Hence σ˜3 satisfies
‖σ˜3‖L4τW−s0−2,4y + ‖∂τ σ˜3‖L4τW−s0−3,4y
. λ−1/2T‖div(∇V˜ ⊗∇V˜ ) + 1
2
∇|∇V˜ |2‖
L∞τ H
−s0−2
y
. (42)
Summing up (40), (41), (42), σ˜ verifies
‖σ˜‖
L4τW
−s0−2,4
x
+ ‖∂τσε‖L4tW−s0−3,4y . ‖σ˜0‖H−3/2y + ‖∂τ σ˜0‖H−5/2y
+ λ−1‖λ−1/2 div(∆u˜+∇ div u˜)‖L2τH−2y
+ λ−1T‖div(div(ρ˜u˜⊗ u˜) +∇π˜)‖
L∞τ H
−s0−2
y
+ λ−1T‖div(σ˜∇V˜ )‖
L∞τ H
−s0−1
y
(43)
Finally, since
‖σ˜‖
LqτW
k,p
y
= λ−
1
q
+k− 3
p ‖σε‖Lp([0,T ];Lq(R3))
and by using (28), we end up with (39).
5 Strong Convergence of the velocity field
In this section we will study the strong convergence of the velocity field
uλ. This will be achieved by studying separately the convergence of the
divergence free vector field Puλ and of the gradient vector field Quλ.
5.1 Strong convergence of Quλ
Here we prove the convergence of Quλ to 0. The main tool in this process
lies on the fact that Quλ can be computed in terms of σλ, so we can use the
estimate (39) combined with the Young type inequalities (9), (10).
Proposition 5.1. Let us consider the solution (ρλ, uλ, V λ) of the Cauchy
problem for the system (11). Assume that the hypotheses (ID) hold. Then
as λ ↓ 0,
Quλ −→ 0 strongly in L2([0, T ];Lp(R3)) for any p ∈ [4, 6) . (44)
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Proof. In order to prove the Proposition 5.1 we split Quλ as follows
‖Quλ‖L2tLpx ≤ ‖Qu
λ −Quλ ∗ jα‖L2tLpx + ‖Qu
λ ∗ jα‖L2tLpx = J1 + J2,
where jα is the smoothing kernel defined in Lemma 2.3. Now we estimate
separately J1 and J2. For J1 by using (9) we get
J1 ≤ α1−3
(
1
2
− 1
p
)
‖∇uλ‖L2t,x . (45)
To estimate J2 we take into account the definition (19) and so we split J2
as
J2 ≤ ‖Q(σλuλ) ∗ jα‖L2tLpx + ‖Q(ρ
λuλ) ∗ jα‖L2tLpx = J2,1 + J2,2. (46)
For J2,1 we use (23) and (10), so we have
J2,1 ≤ α−1−3
(
1
2
− 1
p
)
‖σλuλ‖L2tH−1x . (47)
From the identity Q(σλuλ) = ∇∆−1∂tσλ and by the inequality (10) we get
J2,2 satisfies the following estimate
J2 = λ
1/2‖λ−1/2∇∆−1∂tσλ ∗ j‖L2tLpx
≤ λ1/2α−s0−4−3
(
1
4
− 1
p
)
‖λ−1/2∂tσε‖L2tW−s0−4,4x
≤ λ1/2α−s0−4−3
(
1
4
− 1
p
)
T 1/2‖λ−1/2∂tσε‖L4tW−s0−4,4x . (48)
Now, summing up (46), (47) and (48) we get
‖Quε‖L2tLpx . α
1−3
(
1
2
− 1
p
)
+ CTλ
1/2α
−s0−4−3
(
1
4
− 1
p
)
, (49)
Finally, we choose α in terms of λ, for example in a way that the two terms
on the right-hand side of the inequality (49) are of the same order, namely
α = λ
2
17+4s0 . (50)
Therefore, we obtain
‖Quλ‖L2tLpx ≤ CTλ
6−p
p(17+4s0) for any p ∈ [4, 6).
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5.2 Strong convergence of Puλ
It remains to prove the strong compactness of the incompressible compo-
nent of the velocity field. To achieve this goal we need to recall here, The
compactness can be obtained by looking at some time regularity properties
of Puλ and by using the Theorem 2.4, but before we need to prove the
following lemma.
Lemma 5.2. Let us consider the solution (ρλ, uλ, V λ) of the Cauchy problem
for the system (11). Assume that the hypotheses (ID) hold. Then for all
h ∈ (0, 1), we have
‖Puλ(t+ h)− Puλ(t)‖L2([0,T ]×R3) ≤ CTh2/5. (51)
Proof. Let us set zλ = uλ(t+ h)− uλ(t), we have
‖Puλ(t+ h)− Puλ(t)‖2L2t,x =
∫ T
0
∫
R3
dtdx(Pzλ) · (Pzλ − Pzλ ∗ jα)
+
∫ T
0
∫
R3
dtdx(Pzλ) · (Pzλ ∗ jα) = I1 + I2. (52)
By using (9) together with (22) we can estimate I1 in the following way
I1 ≤ ‖Pzλ‖L2t,x‖Pz
λ(t)− (Pzλ ∗ jα)(t)‖L2 . α‖uλ‖L2t,x‖∇u
λ‖L2t,x . (53)
In order to estimate I2 we split it as follows
I2 =
∫ T
0
∫
R3
dtdxP (ρλzλ) · (Pzλ ∗ jα) +
∫ T
0
∫
R3
dtdxP (σλzλ) · (Pzλ ∗ jα)
= I2,1 + I2,2. (54)
I2,2 can be estimated by taking into account (22), (23) and (11)3 so we have
I2,2 =λ
2
∫ T
0
∫
R3
dtdx(∆V λzλ(Pzλ ∗ jα)
= λ2
∫ T
0
∫
R3
dtdx
[
(∇V λzλ)(∇Pzλ ∗ jα) +∇V λ∇zλ(Pzλ ∗ jα)
]
≤ λ‖λ∇V λzλ + λ∇V λ∇uλ‖L2tL1x‖∇Pz
λ ∗ jα‖
≤ λα−3/2‖∇uε‖L2t,x‖λ∇V
λzλ + λ∇V λ∇uλ‖L2tL1x . (55)
Now we estimate I2,1. Let us reformulate P (ρ
λzλ) in integral form by using
18
the equation (11)2 and the Poisson equation (11)3, hence
I2,1 ≤
∣∣∣∣∫ T
0
dt
∫
R3
dx
∫ t+h
t
ds(div(ρλuλ ⊗ uλ) + ∆uλ)(s, x) · (Pzλ ∗ jα)(t, x)
∣∣∣∣
+
∣∣∣∣∫ T
0
dt
∫
R3
dx
∫ t+h
t
dsP
(
σλ
λ
∇V λ
)
(s, x) · (Pzλ ∗ jα)(t, x)
∣∣∣∣
=
∣∣∣∣∫ T
0
dt
∫
R3
dx
∫ t+h
t
ds(div(ρλuλ ⊗ uλ) + ∆uλ) · (Pzλ ∗ jα)(t, x)
∣∣∣∣
+
∣∣∣∣∫ T
0
dt
∫
R3
dx
∫ t+h
t
dsλ2 div(∇V λ ⊗∇V λ))(s, x) · (Pzλ ∗ jα)(t, x)
∣∣∣∣ .
(56)
Then, by integrating by parts, by using (10) with s = 0, p = ∞, q = 2, we
deduce
I2,1 ≤ h‖∇uλ‖2L2t,x
+ Cα−3/2T 1/2h‖∇uλ‖L2t,x
(
‖ρλ|uλ|2‖L∞t L1x + ‖|λ∇V λ|2‖L∞t L1x
)
. (57)
Summing up I1, I2,1, I2,2 and by taking into account (12) we have
‖Puλ(t+ h)− Puλ(t)‖2L2([0,T ]×R3) ≤ C(h2/5 + h+ hα−3/2T 1/2 + 2α−3/2λ),
by choosing λ < α and α = h2/5, we end up with (51).
Corollary 5.3. Let us consider the solution (ρλ, uλ, V λ) of the Cauchy prob-
lem for the system (11). Assume that the hypotheses (ID) hold. Then as
λ ↓ 0
Puλ −→ Pu, strongly in L2(0, T ;L2loc(R3)). (58)
Proof. By using the Lemma 5.2 and the Theorem 2.4 and the Proposition
5.1 we get (5.2).
6 Convergence of the electric field
This section is addressed to the study of the convergence of the electric field
Eλ = ∇V λ. By the a priori estimate (24) we only know that λEλ is bounded
in L∞t L
2
x which does not give enough information to pass into the limit in
the quadratic term ρλ∇V λ = div(λEλ ⊗ λEλ) − 1/2∇|λEλ|2, appearing in
the righthand side of (11)2. Hence the problem is how to recover the weak
continuity of quadratic forms in L2. Since λEλ is bounded in L∞t L
2
x we
can define the so called microlocal defect measure introduced by P. Ge`rard
in [12] and by L. Tartar in [29] (H-measures), but in order to handle time
oscillations we need to introduce correctors. In this section we will be able
to prove the following theorem.
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Theorem 6.1. Let be (ρλ, uλ, Eλ) a sequence of solutions of the Navier
Stokes Poisson system (11), then
i) there exists E+, E− in L∞((0, T ), L2(R3)),
ii) there exists a positive measure νE on R3 × S2 depending measurably
on t
such that for all pseudodifferential operators A ∈ ψ0comp(R3,K(R3)), and of
symbol a(x, ξ) and for all φ ∈ D(0, t) one has
lim
λ→0
∫
dtφ(t)λ2(AEλ, Eλ) =
∫
dtφ(t)(AE+, E+) +
∫
dtφ(t)(AE−, E−)
+
∫
dtφ(t)
∫
R3×S2
tr
(
a(x, ξ)
ξ ⊗ ξ
|ξ|2
)
dνE. (59)
First we rewrite (32) in terms of Eλ, namely
λ2∂ttE
λ + Eλ = div∆−1∇ div
(
ρλuλ ⊗ uλ + (ρλ)γI− λ2Eλ ⊗ Eλ
)
+
λ2
2
div
(
|Eλ|2I
)
− 2∇ div uλ = F λ, (60)
then we observe that by using (39) and the uniqueness of the weak limit we
have
λ∇V λ ⇀ 0 weakly in L2(0, T ;L2(R3)). (61)
By (61) we see that we are exactly in the framework described by P. Ge`rard,
but we have to pay attention to one fact. In our case in the quadratic
form λ2〈AEλ, Eλ〉, A is a pseudodifferential operator homogenous only with
respect to the x variable and in the general case we cannot extend it to a
pseudodifferential operator homogenous in (x, t). Hence we have to work
on λEλ in order to isolate the components that oscillates fast in time, for
that reason we introduce what we call the correctors of the electric field. By
using (60) and Duhamel’s formula we can write the electric field Eλ as
Eλ(t, x) =
∫ t
0
F λ(s, x)
2iλ
(
ei
t−s
λ − e−i t−sλ
)
ds
+
Eλ1 (x)
λ
eit/λ +
Eλ2 (x)
λ
e−it/λ, (62)
where Eλ1 and Eλ2 are two functions in L2x defined by the initial data of Eλ. In
order to understand how to isolate the oscillating terms let us consider the
equation (60) in the case when F λ does not depend on x and Eλ1 = Eλ2 = 0.
Then, if we take the Fourier transform with respect to time we have (Eˆ
denotes the Fourier transform with respect to time)
λEˆλ =
λ
1− λ2|τ |2 Fˆ
λ,
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we can see that all the L2-mass of λEλ is concentrated in τ = ±1/λ as
λ → 0. This simple facts leads us to introduce correctors in time of order
1/λ. So we define
Eλ+ = λe
−it/λEλ Eλ− = λe
it/λEλ (63)
In particular they take into account of the L2-mass of λEλ around 1/λ.
By construction it easily follows that Eλ+ and E
λ
− are bounded in L
2
t,x and
converge weakly to E+ and E− respectively. Moreover we have
Lemma 6.2. Let be (ρλ, uλ, Eλ) a sequence of solutions of the Navier Stokes
Poisson system (11) which satisfy (ID), then one has
Eλ1 (x) +
∫ T
0
ds
F λ(s, x)
2i
e−is/λ ⇀ E+ in D((0, T )× R3).
The same holds for E−.
Proof. The proof follows by using (62) and Proposition 4.1.
So, if we look at the limit of λEλ − eit/λE+ − e−it/λE− as λ → 0, we
expect to take away the L2-mass of λEλ which concentrates around 1/λ.
Now we can define
E˜λ = Eλ − eit/λE
+
λ
− e−it/λE
−
λ
, (64)
then we can prove the following lemma.
Lemma 6.3. Let be (ρλ, uλ, Eλ) be a sequence of solutions of the Navier
Stokes Poisson system (11) which satisfy (ID), then it holds
λE˜λ ⇀ 0 weakly in L2(0, T, L2(R3)).
Proof. The proof follows by taking into account (61) and that λE˜λ is bounded
in L2t,x.
At this point we can hope that the weak convergence of λE˜λ is caused
only by spatial oscillations, which allow us to introduce the microlocal defect
measure in space. In order to do this, since the solutions are defined only in
(0, T ), we need to extend Eλ and F λ to 0 out of this interval and to cut-off
the frequencies greater than a certain quantity. This will be done in the
next proposition.
Proposition 6.4. With the same assumption as in Lemma 6.2 we have∫
|ξ|≤R
dx
∫
R
dt|λFE˜λ(t, x)| → 0, (65)
for any R independent on λ.
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Proof. Let be χR the characteristic function on B(0, R) and let be TR =
F−1χRF the operator that cuts the frequencies greater than R, clearly TR
is a bounded operator from L2 to Hs, for any s ≥ 0 and ∇TR=TR∇. If we
apply TR to (62) we have
TREλ(t, x) =
∫ t
0
TRF λ(s, x)
2iλ
sin
(
t− s
λ
)
ds
+
TREλ1 (x)
λ
eit/λ +
TREλ2 (x)
λ
e−it/λ (66)
and by the estimates of Proposition 4.1 we have that TRF λ, TREλ1 , TREλ2
are bounded in L∞t L
2
x. Since the solutions that we consider are defined in
the time interval 0 ≤ t ≤ T , in order to use the Fourier transform in time
we need to extend them to 0, so we get that TRF λ is bounded in L2t,x. Let
us introduce
Hλ+ =
∫ t
0
TRF λ(s, x)e−is/λds+ 2iTREλ1 (x). (67)
If we compute the space and time Fourier transform of (67), for τ large
enough we get
Ft,xHλ+(τ, ξ) =
1
τ
Ft,xTRF λ
(
τ +
1
λ
, ξ
)
, (68)
so Ft,xHλ+ is in L2 in a neighborhood of |τ | =∞, moreover we have that∫
R3
∫
|τ |≥A
|Ft,xHλ+(τ, ξ)|2dτ ≤
1
A2
∫
R3
∫
R
|TRF λ(t, x)|2dxdt. (69)
As a consequence we have that all the mass of λFt,xTREλ is concentrated
in 1/λ. In fact
λFt,xTREλ = 1
2i
[
Ft,xHλ+
(
τ +
1
λ
, ξ
)
−Ft,xHλ−
(
τ − 1
λ
, ξ
)]
, (70)
we have that for any η > 0 there exists A such that∫
R
3
ξ
∫
|τ± 1λ |≥A
|λFt,xTREλ|2dξdτ ≤ η.
In order to proof (65) we take into account the decomposition of E˜λ in (64)
and the following properties. For any η > 0 there exists A such that for any
λ < 1 one has ∫
R3ξ
∫
|τ± 1λ |≥A
|λFt,xe±it/λE±|2dξdτ ≤ η. (71)
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Moreover ∫
R3ξ
∫
|τ− 1λ |≥A
|Ft,x(λTRE˜λ − eit/λE+)|dτdξ
=
∫
R
3
ξ
∫
τ |≥A
|Ft,x((λTRE˜λe−it/λ − TRE+)|2dξdτ. (72)
and so for E−. On the other hand we know that
λe−it/λTRE˜λ = λe−it/λTREλ − TRE+ − e−2it/λTRE−, (73)
the same holds for E−. By taking into account (71), (72), (73) and Parseval’s
identity we conclude in the following way.∫
|ξ|≤R
dξ
∫
dt|λFE˜λ|2 =
∫
|ξ|≤R
dξ
∫
dτ |λFt,xF−1χRFE˜λ|2
=
∫
|ξ|≤R
dξ
∫
dτ |Ft,xTRE˜λ|2 → 0. (74)
Now we are ready to prove the existence of a microlocal defect measure
for the electric field Eλ. We start by proving the L2-orthogonality of E+,
E− and E˜λ.
Proposition 6.5. For any A ∈ ψ0comp(R3,K(R3)) and for any φ ∈ D(0, T )
it holds
lim
λ→0
λ2
∫
dtφ(t)(AEλ, Eλ) = lim
λ→0
λ2
∫
dtφ(t)(AE˜λ, E˜λ)
+
∫
dtφ(t)(AE+, E+) +
∫
dtφ(t)(AE−, E−).
(75)
Proof. First of all we observe that
lim
λ→0
∫
dtφ(t)(AE+eit/λ, E−e−it/λ) = 0 (76)
Then we also have
lim
λ→0
∫
dtφ(t)λ(AE˜λ, E+e−it/λ) = 0 (77)
In fact if we denote by A∗ the adjoint operator of A we have that A∗E+ is
bounded in L2 and as a consequence for any η > 0, there exists B > 0 such
that ∫
|ξ|≥B
∫
dt|FA∗E+|2dt ≤ η (78)
Combining (78) with (65) we get (77).
23
In order to prove the Theorem 6.1 and to get (59) it remains only to
investigate
lim
λ→0
∫
dtλ2φ(t)(AE˜λ, E˜λ). (79)
The sequence λE˜λ fits in the framework of microlocal defect measures of P.
Ge`rard on [12] but as already explained we need his prove to our sequence.
Proposition 6.6. Let wλ be a bounded sequence of functions of L2t,x which
converges weakly to 0, such that for every compact set K ⊂ R3 one has
lim
λ→0
∫
K
dξ
∫
dt|Fwλ(t, ξ)| = 0,
then, there exists a positive measure νGT on R×R3×S2, such that for any
A ∈ ψ0comp(R3,K(R3)) and of principal symbol a(x, ξ) and for any φ ∈ D(R)
it holds
lim
λ→0
∫
dtφ(t)(Awλ, wλ) = 〈νGT (dt, dx, dξ), φ(t)a(x, ξ)〉.
To prove the previous theorem we follow the same line of arguments as
in [12], we start with the following lemma.
Lemma 6.7. With the assumptions as in the Propositions 6.6 it holds
lim
λ→0
ℑ
∫
dtφ(t)(Awλ, wλ) = 0, (80)
lim
λ→0
ℜ
∫
dtφ(t)(Awλ, wλ) ≥ 0. (81)
Proof. Since A is Hermitian we have
ℑ(Awλ, wλ) = 1
2i
((A−A∗)wλ, wλ),
where A − A∗ ∈ ψ−1comp(R3,K(R3)), so (80) follows by using Proposition
(2.1). For the real part let be δ > 0, then a + δ ∈ C∞(S∗Ω,L(R3) and
we can extract the square root B, namely b = δ1/2 + b′. Let be B′ such
that B′ = OPS(b′) and B such that B = ϕ(δ1/2 + B′), ϕ ∈ C∞0 (R3),
ϕ = 1 on the support of a, then OPS0(B) = OPS0(ϕδ1/2 + ϕB′) = ϕb ∈
ψ0comp(R
3,L(R3)). So we have that
B∗B = |ϕ|2δ +A+R, R ∈ ψ−1comp(R3,K(R3)),
but then we have
ℜ
∫
dtφ(t)(Awλ, wλ) ≥ −δ‖ϕwλ‖2L2 + ℜ(Rwλ, wλ).
We end up with (81) by sending λ to 0 and by using again Proposition
(2.1).
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From now on the proof of Proposition 6.6 follows the same line of argu-
ments as in [12]. So we can apply the Propositions 6.6 to the sequence λE˜λ
end we can conclude that there exists a positive measure νE˜ such that
lim
λ→0
∫
dtφ(t)(AλE˜λ, λE˜λ) = 〈νE˜(dt, dx, dξ), φ(t)a(x, ξ)〉.
If we apply the remark in Exercise 1.5 of [12] , since λE˜λ is a gradient and
we are in the finite dimensional case we have that there exists a positive
measure νE such that
νE˜
λ
(dt, dx, dξ) = ξiξjν
E(dt, dx),
this ends the proof of the Theorem 6.1.
7 Proof of the Main Theorem 1
(i) It follows from (20) and (24).
(ii) It follows from (22).
(iii) It is proved in Proposition 5.1.
(iv) By taking into account that we can decompose uλ as uλ = Puλ+Quλ
and by using Proposition 5.1 with Corollary 5.3 we get
Puλ −→ u strongly in L2([0, T ];L2loc(R3)).
(v) It follows from Theorem 6.1.
(vi) First of all we apply the Leray projector P to the momentum equation
of the system (11), then we have
∂tP (ρ
λuλ) + P div(ρλuλ ⊗ uλ) = µ∆Puλ + P div(λEλ ⊗ λEλ). (82)
It is a straightforward computation to pass into the limit in the terms
∂tP (ρ
λuλ) and ∆Puλ, so, for any ϕ ∈ D([0, T ] × R3) we obtain
〈P (∂t(ρλuλ)− µ∆uλ), ϕ〉 −→ 〈P (∂tu− µ∆u), ϕ〉. (83)
In order to study the convergence of the convective term we decompose
it in this way
〈P div(ρλuλ ⊗ uλ), ϕ〉 = 〈P div((ρλ − 1)uλ ⊗ uλ), ϕ〉
+ 〈P div(uλ ⊗ uλ), ϕ〉
= I1 + I2 (84)
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The term I1 goes strongly to zero. In fact it is enough to take into
account ρλ − 1 goes weakly to zero in L∞t Lk2 , while by interpolation
uλ is strongly convergent in L∞t L
k′
2 . Concerning I2 we have as λ→ 0,
I2 = 〈div(Puλ ⊗Quλ), Pϕ〉+ 〈div(Quλ ⊗Quλ), Pϕ〉
−→ 〈div(u⊗ u), Pϕ〉 = 〈P div(u⊗ u), ϕ〉. (85)
Finally to establish the convergence of the term P div(λ∇V λ⊗λ∇V λ)
we have to take the limit of 〈P div(λ∇V λ ⊗ λ∇V λ), ϕ〉 for any ϕ ∈
D([0, T ]×R3), but we have no strong convergence for λ∇V λ as λ→ 0,
so we apply the Theorem 6.1 and use the microlocal defect measure
defined in (59) and we have as λ→ 0,
〈P div(λ∇V λ ⊗ λ∇V λ), ϕ〉 = 〈λ∇V λ ⊗ λ∇V λ,∇Pϕ〉 (86)
+
∫ T
0
∫
R3×S2
∇Pϕξ ⊗ ξ|ξ|2 dν
Edxdt
+
∫ T
0
∫
R3
∇Pϕ(E+ ⊗ E+ + E− ⊗ E−)dxdt.
So, by using together (83), (84), (85), (86) we have that u satisfies the
following equation in D′([0, T ] × R3)
P
(
∂tu−∆u+ (u · ∇)u−
div(E+ ⊗ E+ + E− ⊗ E−)− div〈νE , ξ ⊗ ξ|ξ|2 〉
)
= 0.
8 Equations for the correctors: proof of the Main
Theorem 2
The purpose of this section is to show how to construct the correctors E+
and E− in the case of smooth solutions for the system (11). In particular we
will perform the quasineutral limit in the framework of the Theorem 3.2 and
we will end up with the proof of the Main Theorem 2. We will divide the
proof of the Main Theorem 2 in different steps. First of all we decompose
the electric and the velocity fields in order to single out the oscillating parts,
then we show the existence of the correctors and finally the equations that
they satisfy. A similar analysis has been carried out in [16] in the case of a
periodic domain for the Vlasov Poisson system.
For the computations we have to perform later on it is more convenient
to rewrite the expression (62) for Eλ in terms of its Fourier transform,
FEλ(t, ξ) =
∫ t
0
1
λ
FF (s, ξ) sin
(
t− s
λ
)
ds
+ FEλ(0, ξ) cos
(
t
λ
)
+ λFEλt (0, ξ) sin
(
t
λ
)
. (87)
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8.1 Step 1: decomposition of the electric field
In this section we decompose the electric field in a way to isolate the time
oscillations. First of all we define the following operator that cuts off the
oscillations in time, for any φ ∈ C0(0, T,Hs), s ≥ 0 we set
Hλφ(t, x) = 1
2πλ
∫ t+2piλ
t
φ(σ, x)dσ, Gλ = I −Hλ. (88)
Then we decompose Eλ in the following way
Eλ1 = GλEλ Eλ2 = HλEλ, (89)
clearly, Eλ1 is the oscillatory part of E
λ, while Eλ2 is its averaged part. The
following proposition hold
Proposition 8.1. Under the assumptions of the Theorem 3.2 there exist
three vector fields (which are gradients), Eλ1 , E
λ
2 , and W
λ such that Eλ =
Eλ1 + E
λ
2 with
(i) ‖λEλ1 ‖L∞t Hs−1x ≤ C,
(ii) ∂tW
λ = Eλ1 , ‖W λ‖L∞t Hs−1x ≤ C and W
λ ⇀ 0 weakly in L2,
(iii) ‖Eλ2 ‖L∞t Hs−1x ≤ C.
Proof. Since F is uniformly bounded in L∞t H
s−1
x we have that HλEλ is
bounded in L∞t H
s−1
x and so we get (i) and (iii). Now, if we define
FW λ = λFEλ(0, ξ) sin
(
t
λ
)
− λFEλt (0, ξ) cos
(
t
λ
)
+
∫ t
0
dσ
∫ σ
0
ds
λF (s, ξ)
λ
sin
(
σ − s
λ
)
+
∫ t
0
FHλEλ(σ, ξ)dσ. (90)
we easily obtain (ii).
8.2 Step 2: decomposition and limit system for the velocity
Now we decompose the velocity field uλ, in the following way
uλ = vλ +W λ, (91)
whereW λ is the corrector introduced in the Proposition 8.1 and we can look
at vλ as the velocity field uλ without its oscillatory part W λ. For vλ we can
prove the following result.
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Proposition 8.2. Let vλ = uλ − W λ, then for any s′ < s − 2 , vλ and
ρλ converge in C0(0, T ;Hs
′
(R3)), respectively to v and 1 and there exists a
function Π, such that v satisfies,
div v = 0 (92)
∂tv + v · ∇v −∆v = ∇Π (93)
Proof. First of all we can observe that vλ is bounded in L∞t H
s−1
x and ∂tv
λ
is bounded in L∞t H
s−2
x , so we have that
vλ −→ v strongly in C(0, T ;Hs′−1loc ), for any s′ < s. (94)
Now we rewrite the second equation of (11) in terms of vλ and W λ.
ρ∂tv
λ + ρ(vλ +W λ) · ∇(vλ +W λ) +∇(ρλ)γ
= ∆(vλ +W λ) +∇ div(vλ +W λ) + ρEλ2 . (95)
By the Poisson equation λ2 divEλ = ρλ − 1, we have that
ρλ −→ 1 strongly in C(0, T ;Hs−1), (96)
from this follows (92). Then, by using Proposition 8.1 we have thatW λ and
∂xW
λ are bounded in L2 and converges weakly to 0, so we can pass into the
limit in (95) and we conclude with (93).
8.3 Step 3: Existence of the correctors
In this section we will identify and establish the existence of the correctors.
First of all we introduce the operator T λ±, for any φ ∈ L∞t L2x we set
FT λ±φ(t, ξ) = e∓t/λFφ(t, ξ), (97)
By construction we have that T λ± satisfies the following properties.
(T1) T λ± are selfadjoint, act isometrically on L
∞
t H
s
x, for all s and T
λ
+T
λ
− =
T λ−T
λ
+ = I,
(T2) if φλ → φ, strongly in L2, then, T λ+ ⇀ 0, weakly in L2,
(T3) if φ,ψ ∈ L∞t Hsx, s > d/2, T λ+φT λ−ψ ⇀ 0 weakly in L2t,x.
In the next proposition we prove the existence of corrector for the electric
field Eλ and the velocity field uλ.
Proposition 8.3. There exists two functions E+ and E− in C0(Hs−1loc ) such
that for all s′ < s,
(c1) ‖λEλ1 − T λ−E+ − T λ+E−‖C0(Hs′−1loc ) → 0,
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(c2) ‖W λ − 1iT λ−E+ − 1i T λ+E−‖C0(Hs′−1loc ) → 0.
Proof. We can split Eλ in two components Eλ+ and E
λ
−, in the following way
FEλ+(t, ξ) = λeit/λ
(FEλ(0, ξ)
2
+
λFEλt (0, ξ)
2i
+
∫ t
0
FF (s, ξ)
2iλ
e−it/λds
)
(98)
and we define in a similar way Eλ−. We can easily verify that
‖T±Eλ±‖L∞t Hs−1x = ‖E
λ
±‖L∞t Hs−1x ≤ C, ‖∂tFT±E
λ
±‖L∞t Hs−1x ≤ C (99)
So we can conclude that that there exists two curl free vectors E+, E− such
that
T±E
λ
± → E± strongly in C0tHs
′−1
x,loc , for all s
′ < s. (100)
Since we know that T λ+ is an isometry we have
Eλ+ − T λ−E+ → 0 and Eλ− − T λ+E− → 0 strongly in C0tHs
′−1
x,loc . (101)
By Proposition 8.1 we know that Eλ = Eλ1 + E
λ
2 , so by using (101) we get
λEλ1 − T λ−E+ − T λ+E− −→ 0 strongly in C0tHs
′−1
x,loc (102)
In order to prove (c2) we use for W λ, defined by (90), a decomposition
similar to (98), namely
FW λ+(t, ξ) = λe+it/λ
(FEλ(0, ξ)
2i
− λFE
λ
t (0, ξ)
2
−
∫ t
0
FF (s, ξ)
2λ
e−it/λds
)
(103)
and
FW λ0 =
∫ t
0
FF (s, ξ)ds −
∫ t
0
HλEλ(s, ξ)ds, (104)
we define W λ− in a similar way. From (90), (103), (104) we have W
λ =
W λ0 +W
λ
+ +W
λ
−. Arguing as before we have that there exists W
+ and W−
such that
W λ+ − T λ−W+ → 0 and W λ− − T λ+W− → 0 strongly in C0tHs
′−1
x,loc (105)
and
W λ0 → 0 strongly in L∞t Hs−1x .
So we get that
W λ − T λ−W+ − T λ+W− → 0 strongly in C0tHs
′−1
x,loc (106)
The last step is to identify who areW±. Taking into account that FT λ+Eλ+ =
iFT λ+W λ+ and (100) and (105) we end up with
W± = −iE±. (107)
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8.4 Step 4: Equation of the correctors
Finally in this section we finish the prove of the Main Theorem 2 and we
will able to show the equation (18) satisfied by the correctors. In order to
do this we take the equation (60)
λ2∂ttE
λ + Eλ = div∆−1∇ div
(
ρλuλ ⊗ uλ + (ρλ)γI− λ2Eλ ⊗ Eλ
)
+
λ2
2
div
(
|Eλ|2I
)
− 2∇ div uλ, (108)
we substitute the decompositions obtained in the previous sections and we
send λ to 0. Let φ ∈ D((0, T ) × R3), then we have
(T λ+(λ
2∂ttE
λ + Eλ), φ) = (Eλ, λ2∂ttT
λ
−φ+ T
λ
−φ)
= (T λ−T
λ
+E
λ, λ2∂ttT
λ
−φ+ T
λ
−φ)
= (λT λ+E
λ,
1
λ
(λ2T λ+∂ttT
λ
−φ+ φ)). (109)
We know that λT λ+E
λ ⇀ E+weakly in L2 and we can compute
F
(
λ2T λ+∂ttT
λ
−φ+ T
λ
−φ+ φ
λ
)
= λ2e−it/λ∂tt(e
it/λFφ) + 1
λ
Fφ
= 2i∂tFφ+ λ∂ttFφ. (110)
So we have
(T λ+(λ
2∂ttE
λ + Eλ), φ) = (λFT λ+Eλ,F
1
λ
(λ2T λ+∂ttT
λ
−φ+ φ))
= (λFT λ+Eλ, 2i∂tFφ+ λ∂ttFφ)
→ (FE+, 2i∂tFφ) = −2i(∂tE+, φ). (111)
The next term to analyze is the convective term ρλuλ⊗uλ = ρλ(vλ+W λ)⊗
(vλ + W λ), it will be sufficient to analise the terms of this sort ρλvλi v
λ
k ,
ρλvλi W
λ
k , ρ
λW λi W
λ
k , i, k = 1, . . . , 3. Since v
λ
i , v
λ
k are strongly convergent in
L2, by using the property (T2) we get
T λ+(ρ
λvλi v
λ
k )⇀ 0 weakly in L
2. (112)
Taking now into account (c2) we have
lim
λ→0
T λ+(div∆
−1∇ div(ρλvλi ⊗W λk ) =
− i lim
λ→0
T λ+((div∆
−1∇ div(ρλvλi T λ+E−k + ρλvλi T λ−E+k )) = I1 + I2 (113)
For I1 we have
I1 = −i lim
λ→0
T λ+(div∆
−1∇ div(ρλvλi T λ+E−k ))
− i lim
λ→0
(e−it/λF(div∆−1∇ div(ρλvλi e−it/λFE−k ))→ 0 (114)
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Concerning I2 we have
I2 = −i(FT λ+((div∆−1∇ div(ρλvλi T λ−E+k ),Fφ)
= −ie−it/λ(ξF(ρλvλi ) ∗ FT λ−E+k ,Fφ) = −i(ξF(ρλvλi ) ∗ FE+k ,Fφ)
= −i(div(ρλvλi E+k ), φ)→ −i(div(viE+k ), φ). (115)
Finally we estimate the term ρλW λi W
λ
k , again we use (c2) and we obtain
lim
λ→0
(T λ+(ρ
λW λi W
λ
k ), φ) = −(FT λ+[ρλ(T λ+E− + T λ−E+)i(T λ+E− + T λ−E+)k],Fφ)
= lim
λ→0
(F(E+ + e−2it/λE−)i ∗ F(eit/λE+ + e−it/λE−)k,Fφ)
= lim
λ→0
((E+ + e−2it/λE−)i(e
it/λE+ + e−it/λE−)k, φ) = 0.
(116)
The next term that we have to estimate is ∇ div uλ, we have
lim
λ→0
(T λ+∇ div uλ, φ) = lim
λ→0
[
(T λ+∇ div vλ, φ) + (T λ+∇ divW λ, φ)
]
= −i lim
λ→0
(FT λ+(T λ−E+ + T λ+E−),Fφ)
= −i lim
λ→0
(ξiξj(FE+ + e−2it/λFE−),Fφ)
= −i(∇ divE+, φ). (117)
By using (96) we get that div∆−1∇ div((ρλ)γI) converges strongly to zero.
It remains only to estimate the two terms div∆−1∇ div(λ2Eλ ⊗ Eλ) and
div(|λEλ|2I). Since the arguments works on a similar way we estimate only
the first one. Let us denote by A the operator div∆−1∇ div and by a(ξ) its
principal symbol. Then we have
(T λ+A(λ2Eλ ⊗ Eλ), φ) =
(e−it/λa(ξ)F(T λ−E+ + T λ+E−) ∗ F(T λ−E+ + T λ+E−),Fφ) = 0. (118)
If we sum up (111), (112), (111), (115), (114), (116), (117), (118) we end up
with the following equation for the corrector E+
∂tE
+ + div(v ⊗ E+)−∇ divE+ = 0, PE+ = 0. (119)
Moreover, by projecting the equation (108) in the divergence free space and
following the same steps as berfore we get as λ goes to 0 the following relation
for E+
P div(v ⊗E+) = 0. (120)
As a consequence of (119) and (120) we get that E+ satisfies the following
parabolic equation
∂tE
+ −∆E+ +Q div(v ⊗ E+) = 0. (121)
31
On order to obtain the equation satisfied by E− we can follow step by step
what we have done for E+. From the previous paragraph it is clear that the
equation (121) holds in the sense of distribution, in the next proposition we
can establish a more precise result on the existence of solution for (121), in
particular we will see that the kernel of the Leray projector P is an invariant
subspace for the flow of the equation (121).
Proposition 8.4. Let us consider the correctors equation
∂tE
± −∆E± +Q div(v ⊗ E±) = 0, (122)
where v ∈ L∞(0, T ;Hs(R3)), 3/2 ≤ s ≤ 2 and the initial data satisfy
E±(0) ∈ L2(R3), PE±(0) = 0. (123)
Then the Cauchy problem (122)-(123) has a unique solution E± ∈ L∞(0, T ;L2(R3)),
such that PE±(·, t) = 0, for any t ∈ [0, T ].
Proof. The proof follows by rewriting (122) in integral form and by using a
standard fixed point argument (for more detail see [30], Chapter IV, Exer-
cises 7.8 and 7.9).
References
[1] R. A. Adams, Sobolev spaces, Academic Press, New York, 1975.
[2] Y. Brenier, E. Grenier, Limite singulie`re du syste`me de Vlasov-Poisson
dans le re´gime de quasi neutralite´: le cas inde´pendant du temps, C. R.
Acad. Sci. Paris Se´r. I Math., 318 (1994), no. 2, 121–124.
[3] S. Cordier, P. Degond, P. Markowich, and C. Schmeiser, Travelling wave
analysis of an isothermal Euler-Poisson model, Ann. Fac. Sci. Toulouse
Math. (6) 5 (1996), no. 4, 599–643.
[4] S. Cordier and E. Grenier, Quasineutral limit of an Euler-Poisson sys-
tem arising from plasma physics, Comm. Partial Differential Equations
25 (2000), no. 5-6, 1099–1113.
[5] D. Donatelli, Local and global existence for the coupled Navier-Stokes-
Poisson problem, Quart. Appl. Math. 61 (2003), no. 2, 345–361.
[6] D. Donatelli and P. Marcati, A quasineutral type limit for the Navier-
Stokes-Poisson system with large data, Nonlinearity 21 (2008), no. 1,
135–148.
[7] B. Ducomet, E. Feireisl, H. Petzeltova´, and I. Strasˇkraba, Existence
globale pour un fluide barotrope autogravitant, C. R. Acad. Sci. Paris
Se´r. I Math. 332 (2001), no. 7, 627–632.
32
[8] B. Ducomet, E. Feireisl, H. Petzeltova´, and I. Strasˇkraba, Global in
time weak solutions for compressible barotropic self-gravitating fluids,
Discrete Contin. Dyn. Syst. 11 (2004), no. 1, 113–130.
[9] I. Gasser and P. Marcati, The combined relaxation and vanishing De-
bye length limit in the hydrodynamic model for semiconductors, Math.
Methods Appl. Sci. 24 (2001), no. 2, 81–92.
[10] I. Gasser and P. Marcati, A vanishing Debye length limit in a hydrody-
namic model for semiconductors, Hyperbolic problems: theory, numer-
ics, applications, Vol. I, II (Magdeburg, 2000), Internat. Ser. Numer.
Math., 140, vol. 141, Birkha¨user, Basel, 2001, pp. 409–414.
[11] I. Gasser and P. Marcati, A quasi-neutral limit in the hydrodynamic
model for charged fluids, Monatsh. Math. 138 (2003), no. 3, 189–208.
[12] P. Ge´rard, Microlocal defect measures, Comm. Partial Differential
Equations 16 (1991), no. 11, 1761–1794.
[13] J. Ginibre and G. Velo, Generalized Strichartz inequalities for the wave
equation, J. Funct. Anal. 133 (1995), no. 1, 50–68.
[14] R. J. Goldston and P. H. Rutherford, Introduction to plasma physics,
Institute of Physics Publishing, Bristol and Philadelphia, 1995.
[15] E. Grenier, Defect measures of the Vlasov-Poisson system in the
quasineutral regime, Comm. Partial Differential Equations 20 (1995),
no. 7-8, 1189–1215.
[16] E. Grenier, Oscillations in quasineutral plasmas, Comm. Partial Differ-
ential Equations 21 (1996), no. 3-4, 363–394.
[17] C. Hao and H-L. Li, Global existence for compressible Navier-Stokes-
Poisson equations in three and higher dimensions, J. Differential Equa-
tions 246 (2009), no. 12, 4791–4812.
[18] S. Jiang and S. Wang, The convergence of the Navier-Stokes-Poisson
system to the incompressible Euler equations, Comm. Partial Differen-
tial Equations 31 (2006), no. 4-6, 571–591.
[19] Q. Ju, F. Li, and S. Wang, Convergence of the Navier-Stokes-Poisson
system to the incompressible Navier-Stokes equations, J. Math. Phys.
49 (2008), no. 7, 073515, 8.
[20] M. Keel and T. Tao, Endpoint Strichartz estimates, Amer. J. Math.
120 (1998), no. 5, 955–980.
33
[21] H-L. Li, A. Matsumura, and G. Zhang, Optimal decay rate of the
compressible Navier-Stokes-Poisson system in R3, Arch. Ration. Mech.
Anal. 196 (2010), no. 2, 681–713.
[22] P.-L. Lions,Mathematical topics in fluid dynamics, incompressible mod-
els, Claredon Press, Oxford Science Pubblications, 1996.
[23] P.-L. Lions and N. Masmoudi, Incompressible limit for a viscous com-
pressible fluid, J. Math. Pures Appl. (9) 77 (1998), no. 6, 585–627.
[24] G. Loeper, Quasi-neutral limit of the Euler-Poisson and Euler-Monge-
Ampe`re systems, Comm. Partial Differential Equations 30 (2005),
no. 7-9, 1141–1167.
[25] Y.-J. Peng, Y.-G.Wang, and W.-A. Yong, Quasi-neutral limit of the
non-isentropic Euler-Poisson system, Proc. Roy. Soc. Edinburgh Sect.
A 136 (2006), no. 5, 1013–1026.
[26] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl.
(4) 146 (1987), 65–96.
[27] E. M. Stein, Harmonic analysis: real-variable methods, orthogonal-
ity, and oscillatory integrals, Princeton Mathematical Series, vol. 43,
Princeton University Press, Princeton, NJ, 1993, With the assistance
of Timothy S. Murphy, Monographs in Harmonic Analysis, III.
[28] R. S. Strichartz, Restrictions of Fourier transforms to quadratic sur-
faces and decay of solutions of wave equations, Duke Math. J. 44 (1977),
no. 3, 705–714.
[29] L. Tartar, H-measures, a new approach for studying homogenisation,
oscillations and concentration effects in partial differential equations,
Proc. Roy. Soc. Edinburgh Sect. A 115 (1990), no. 3-4, 193–230.
[30] M.E. Taylor, Pseudodifferential operators, Princeton Mathematical Se-
ries, vol. 34, Princeton University Press, 1981.
[31] M.E. Taylor, Pseudodifferential operators and nonlinear PDE,
Birkha¨user, 1991.
[32] S. Wang, Quasineutral limit of Euler-Poisson system with and without
viscosity, Comm. Partial Differential Equations 29 (2004), no. 3-4, 419–
456.
34
