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ABSTRACT
We present dynamical measurements for 586 Hα-detected star-forming galaxies from the
KMOS (K-band Multi-Object Spectrograph) Redshift One Spectroscopic Survey (KROSS).
The sample represents typical star-forming galaxies at this redshift (z = 0.6–1.0), with a
median star formation rate of ≈7 M yr−1 and a stellar mass range of log (M[M]) ≈
9–11. We find that the rotation velocity–stellar mass relationship (the inverse of the Tully–
Fisher relationship) for our rotationally dominated sources (vC/σ 0 > 1) has a consistent
slope and normalization as that observed for z = 0 discs. In contrast, the specific angular
momentum (j; angular momentum divided by stellar mass) is ≈0.2–0.3 dex lower on average
compared to z = 0 discs. The specific angular momentum scales as js ∝ M0.6±0.2 , consistent
with that expected for dark matter (i.e. jDM ∝ M2/3DM). We find that z ≈ 0.9 star-forming
galaxies have decreasing specific angular momentum with increasing Se´rsic index. Visually,
the sources with the highest specific angular momentum, for a given mass, have the most
disc-dominated morphologies. This implies that an angular momentum–mass–morphology
relationship, similar to that observed in local massive galaxies, is already in place by z ≈ 1.
Key words: galaxies: evolution – galaxies: kinematics and dynamics.
1 IN T RO D U C T I O N
It has been suggested for several decades that galaxies form at the
centre of dark matter haloes (e.g. Rees & Ostriker 1977; Fall &
Efstathiou 1980; Blumenthal et al. 1984; see Mo, van den Bosch
Based on observations obtained at the Very Large Telescope of the European
Southern Observatory. Programme IDs: 60.A-9460; 092.B-0538; 093.B-
0106; 094.B-0061; 095.B-0035.
†E-mail: c.m.harrison@mail.com
& White 2010 for a review). The baryons may collapse into a
galaxy disc or not depending on how the angular momentum is re-
distributed through mergers, inflows, outflows and turbulence (e.g.
Fall 1983; Mo, Mao & White 1998; Weil, Eke & Efstathiou 1998;
Thacker & Couchman 2001). We are now in an era of large integral-
field spectroscopy (IFS) surveys that enable us to spatially resolve
these outflows, inflows and galaxy dynamics for hundreds to thou-
sands of galaxies that span >10 Gyr of cosmological time (e.g.
Cappellari et al. 2011; Sa´nchez et al. 2012; Bryant et al. 2015;
Bundy et al. 2015; Wisnioski et al. 2015; Stott et al. 2016). In
tandem to this, the latest supercomputers allow the modelling of
C© 2017 The Authors
Published by Oxford University Press on behalf of the Royal Astronomical Society
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/467/2/1965/2972999 by guest on 04 February 2020
1966 C. M. Harrison et al.
cosmological volumes with sufficient resolution to study the evolu-
tion of these internal baryonic processes of large samples of model
galaxies (e.g. Dubois et al. 2014; Vogelsberger et al. 2014; Khandai
et al. 2015; Schaye et al. 2015). The fundamental test of the latest
cosmological models and their assumptions is to successfully repro-
duce the properties of the observed galaxy population over cosmic
time.
In this study we focus on studying specific angular momentum
(js; i.e. the angular momentum divided by stellar mass, M) that
has been proposed as one of the most fundamental properties to de-
scribe a galaxy (e.g. Fall 1983; Obreschkow & Glazebrook 2014).
Correctly modelling how angular momentum transfers between the
halo and the host galaxy is fundamental for galaxy formation mod-
els to be successful, with early models having significant angular
momentum loss (e.g. Navarro, Frenk & White 1995; Navarro &
Steinmetz 1997). Sufficient numerical resolution and realistic feed-
back prescriptions are required to correctly reproduce galaxy sizes,
rotation curves, mass-to-light ratios and hence the observed js–M
relationship through the correct re-distribution of the angular mo-
mentum (e.g. White & Frenk 1991; Navarro & Steinmetz 1997;
Weil et al. 1998; Eke, Efstathiou & Wright 2000; Thacker &
Couchman 2001; Governato et al. 2007; Agertz, Teyssier &
Moore 2011; Brook et al. 2012; Scannapieco et al. 2012; Crain
et al. 2015; Genel et al. 2015).
Furthermore, the distribution of angular momentum may be fun-
damental in determining a galaxy’s morphology. For example, the
relative prominence of the bulge relative to the disc of galaxies
(i.e. the morphology), for a fixed mass, appears to be a function
of the specific angular momentum for local galaxies (e.g. Sandage,
Freeman & Stokes 1970; Bertola & Capaccioli 1975; Fall 1983;
Romanowsky & Fall 2012; Obreschkow & Glazebrook 2014;
Cortese et al. 2016). The specific angular momentum of local el-
lipticals is a factor of ≈3–7 less than spiral galaxies of equal mass
(Romanowsky & Fall 2012; Fall & Romanowsky 2013). There-
fore, the angular momentum distribution may be fundamental in
the formation of the Hubble sequence of galaxy morphologies (e.g.
Romanowsky & Fall 2012; Obreschkow & Glazebrook 2014). In-
deed, models have shown that very different morphologies can be
produced using the same initial conditions but with a different re-
distribution of angular momentum due to different feedback pre-
scriptions (e.g. Scannapieco et al. 2008, 2012; Zavala, Okamoto
& Frenk 2008). Placing observational constraints on the specific
angular momentum over a large range of cosmic epochs is there-
fore fundamental for constraining galaxy formation models and
understanding the formation of galaxies of different morphologies.
However, whilst js measurements have been made for local galaxies
and are well constrained, only a few attempts to-date have been
made to make similar measurements of high-redshift galaxies (z 
0.5; e.g. Fo¨rster Schreiber et al. 2006; Burkert et al. 2016; Contini
et al. 2016; Swinbank et al. 2017) an epoch where angular mo-
mentum re-distribution may be crucial for galaxy formation (e.g.
Danovich et al. 2015; Lagos et al. 2017a).
In this paper we investigate specific angular momentum of
high-redshift galaxies using the KMOS (K-band Multi-Object
Spectrograph) Redshift One Spectroscopic Survey (KROSS; Stott
et al. 2016), This survey consists of ≈600 Hα-detected typical star-
forming galaxies. Such a large survey has only become possible
in recent years thanks to the commissioning of KMOS (Sharples
et al. 2004, 2013). This instrument that is composed of 24 individual
near-infrared integral field units (IFU) has made it possible to map
the rest-frame optical emission-line kinematics of large samples of
z ≈ 0.5–3.5 galaxies (Sobral et al. 2013b; Wisnioski et al. 2015;
Harrison et al. 2016; Mason et al. 2016; Stott et al. 2016), an order
of magnitude faster than was possible with surveys using individual
near-infrared IFUs.
In Section 2 we describe the KROSS survey, the galaxy sample
and observations; in Section 3 we describe the analyses and mea-
sured quantities; in Section 4 we give our results and discussion
on the rotational velocity–M and the js–M relationships and in
Section 5 we present our main conclusions. With this work we re-
lease a catalogue of observed and derived quantities that is available
in electronic format (see Appendix A). Throughout, we assume a
Chabrier IMF (Chabrier 2003), quote all magnitudes as AB mag-
nitudes and assume that H0 = 70 km s−1 Mpc−1, M = 0.3 and
 = 0.7; in this cosmology, 1 arcsec corresponds to 8 kpc at
z =1. Unless otherwise stated, the upper and lower bounds pro-
vided with quoted median measurements correspond to the 16th
and 84th percentiles of the distribution.
2 SURVEY D ESCRI PTI ON, SAMPLE
S E L E C T I O N A N D O B S E RVAT I O N S
KROSS is designed to study the gas kinematics of a statistically sig-
nificant sample of typical z ≈ 1 star-forming galaxies using KMOS
data. The full details of the sample selection, the observations and
the data reduction are provided in Stott et al. (2016); however, we
give an overview here in the following sub-sections. We also de-
scribe the final sample selection used for this study.
2.1 The KROSS survey and sample selection
KROSS is an IFS survey of 795 z = 0.6–1.0 typical star-forming
galaxies designed to spatially resolve the Hα emission-line kinemat-
ics. The targets were selected from four extragalactic deep fields that
are covered by a wide range of archival multi-wavelength photomet-
ric and spectroscopic data: (1) Extended Chandra Deep Field South
(E-CDFS; see Giacconi et al. 2001; Lehmer et al. 2005); (2) Cosmo-
logical Evolution Survey (COSMOS; see Scoville et al. 2007); (3)
UKIRT Infrared Deep Sky Survey (UKIDSS) Ultra-Deep Survey
(UDS; see Lawrence et al. 2007) and (4) SA22 field (see Steidel
et al. 1998 and references there-in). Most targets were selected us-
ing new or archival spectroscopic redshifts; however, ≈25 per cent
of the sample were selected as z = 0.84 narrow-band Hα emitters
from the HiZELS and CF-HiZELS surveys (Sobral et al. 2013a,
2015). Targets were selected so that the Hα emission line is red-
shifted into the J band, with a higher priority given to targets where
the wavelength range of the redshifted emission line is free of bright
sky lines. The median redshift of the sample is z = 0.85+0.11−0.04. The
details of the redshift catalogues used for selection are provided in
Stott et al. (2016).
In addition to the redshift criteria, the targets were prioritized
if they have observed magnitudes of KAB < 22.5, corresponding
to a stellar mass limit of approximately log (M[M])  9.5 (see
below) and they have a ‘blue’ colour of r − z < 1.5 (see Fig. 1). The
r − z colour cut reduces the chance of observing passive galaxies
and, potentially, very dusty star-forming galaxies for which it is
challenging to obtain high signal-to-noise ratio Hα observations.
However, we show how our final sample represents typical z ≈ 1
star-forming galaxies in Section 2.3.
2.2 Stellar masses
The KROSS targets are located in extragalactic deep fields with
archival optical–infrared photometric data. Therefore it is possible
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Figure 1. Left: the r − z colour versus observed KAB magnitude for the parent KROSS sample. The square symbols represent the 586 Hα-detected sources used
for dynamical analyses in this work; with green symbols representing sources which have spatially resolved velocity measurements (dark/light corresponds
to quality 1/quality 2 [Q1/Q2]; see Section 3.4) and grey symbols representing sources that have spatially unresolved velocity measurements (dark/light
corresponds to quality 3/quality 4 [Q3/Q4]). The dashed lines show the selection criteria for the highest priority targets. Right: observed Hα luminosity versus
stellar mass (scaled from MH; top axis; Section 2.2) for the Hα-detected targets. The symbols are coloured as in the left panel. Systematic error bars are shown
in the bottom right. The solid line shows the ‘main sequence’ of star-forming galaxies at z = 0.85 (Speagle et al. 2014; see Section 2.3) and the grey dashed
lines are a factor of 5 above and below this. The dotted lines show 0.1× and 1 × LHα for this redshift (Sobral et al. 2015). The targets have a median star
formation rate of 7 M yr−1 and are representative of typical star-forming galaxies.
to measure optical magnitudes and estimate stellar masses (see de-
tails in Stott et al. 2016). For this work, we avoid using individual
stellar mass estimates from the spectral energy distributions (SEDs)
due to the varying quality data across the four fields. For consistency
we use interpolated absolute rest-frame H-band AB magnitudes
(MH) and convert to stellar masses with a fixed mass-to-light ratio
(ϒH = 0.2) following M = ϒH × 10−0.4×(MH −4.71). This mass-to-
light ratio is the median value for the sample derived using the
HYPERZ SED-fitting code (Bolzonella, Miralles & Pello´ 2000) with
a suite of spectral templates from Bruzual & Charlot (2003) and the
U band to Infrared Array Camera (IRAC) 4.5 µm photometry. The
inner 68 per cent range is 0.3 dex around the median mass-to-light
ratio which we take to be the systematic uncertainty on the stellar
masses (see Fig. 1). Our targets are dominated by blue galaxies
(Fig. 1) that are likely to have similar mass-to-light ratios; however,
the implications on our angular momentum versus galaxy mor-
phology results of the potentially systematic different mass-to-light
ratios for redder versus bluer galaxies are discussed in Section 4.4.
2.3 A representative sample of star-forming galaxies
For this work we apply additional cuts to the original sample pre-
sented in Stott et al. (2016). First we remove 19 sources for which
there were pointing errors with the IFUs such that they have unreli-
able kinematic measurements. Secondly, we consider the observed
magnitude range of 19 < KAB < 24.5 and remove any sources
which have photometry that is flagged as unreliable in r, z or KAB.
This leaves a final sample of 743 targets (93 per cent of the orig-
inal sample). Overall, 552 (74 per cent) of the final sample lie in
the high priority selection criteria of r − z < 1.5 and KAB < 22.5
(see Fig. 1). As expected, the Hα detection rate is higher for these
targets with 478 (87 per cent) detected for the high priority and 108
detected (57 per cent) for the lower priority targets (see Section 3.2
for detection criteria). Overall, 586 targets (79 per cent) from the
final sample are detected in Hα (see Section 3.2).
In Fig. 1 we plot Hα luminosity (see Section 3.2) versus esti-
mated stellar mass for the Hα-detected targets. The full stellar mass
range of this sample is log (M[M]) = 8.7–11.0, with a median
of log (M[M]) = 10.0+0.4−0.4. The median observed Hα luminosity
is log (LHα[ergs−1]) = 41.5+0.3−0.3, which corresponds to ≈0.6 LHα at
z ≈ 1 (Sobral et al. 2015).1 Overall 79 per cent of the sample have
luminosities between 0.1LHα and LHα (see Fig. 1). The median Hα
derived star formation rate of our sample is 7+7−4 M yr−1, following
Kennicutt (1998) corrected to a Chabrier initial mass function and
assuming an extinction of AHα = 1.73 (the median from our SED
fitting, following Wuyts et al. 2013 to convert between stellar and
gas extinction; see Stott et al. 2016). The median star formation
rate of our Hα-detected sample is consistent with the average star
formation and scatter of ‘main sequence’ galaxies for the median
mass and median redshift (z = 0.85) of our targets from various
works; e.g. SFRMS = 5+5−2.5 M yr−1 from Schreiber et al. (2015)
or SFRMS = 8+5−3 M yr−1 from Speagle et al. (2014), where we
have converted to a Chabrier IMF in both cases (see Fig. 1).
For the following analyses of this paper we only discuss the
≈80 per cent of the final sample that are Hα-detected sources.
However, based on the above, we conclude that the star formation
rates of this sample are representative of the ‘main sequence’ of star-
forming galaxies and these sources can be considered to be typical
star-forming galaxies at this redshift (also see Stott et al. 2016 and
Magdis et al. 2016).
2.4 KMOS observations
The KROSS observations were taken using the KMOS instrument
on ESO/VLT. KMOS consists of 24 IFUs that can be placed within
1 We remove the 22 targets identified as having an AGN contribution to their
emission lines when calculating average luminosities, star formation rates
and masses (see Section 3.4).
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a 7.2 arcmin diameter field. Each IFU is 2.8 × 2.8 arcsec in size with
0.2 arcsec pixels. The observation were taken during ESO periods
P92–P95 using Guaranteed Time Observations (Programme IDs:
092.B-0538; 093.B-0106; 094.B-0061; 095.B-0035). The sample is
also supplemented with science verification data (Programme ID:
60.A-9460; see Sobral et al. 2013b; Stott et al. 2014). The median
J-band seeing for the observations was 0.7 arcsec, with 92 per cent
of the targets observed during seeing that was <1 arcsec. The in-
dividual seeing measurements are taken into account during the
analyses. All observations were taken using the YJ band with a typ-
ical spectral resolution of R = λ/	λ = 3400. We correct for the
instrumental resolution in the analyses presented here. Individual
frames have exposure times of 600 s and a chop to sky was per-
formed every two science frames. Most targets were observed with
9 ks on source, with a minimum of 1.8 ks and a maximum of 11.4 ks
(see Stott et al. 2016).
The data were reduced using the standard ESOREX/SPARK pipeline
(Davies et al. 2013). However, each AB pair was reduced indi-
vidually, with additional sky subtraction being performed on each
pair using residual sky spectra obtained from dedicated sky IFUs.
These AB pairs were flux calibrated using corresponding observa-
tions of standard stars that were observed during the same night as
the science data. The individual AB pairs were then stacked using
a clipped average and re-sampled on to a pixel scale of 0.1 arcsec
(Stott et al. 2016). These cubes were used to create the spectra,
the line and continuum images and the Hα intensity, velocity and
velocity dispersion maps used in the analyses presented here (see
Section 3.2).
2.5 Comparison samples
For our specific angular momentum measurements, we focus on a
comparison to the local galaxy sample presented in Romanowsky
& Fall (2012; see Section 4.3). This comprehensive study con-
tains kinematic measurements (primarily from longslit data) for
≈100 nearby bright galaxies including a range of morphologies
from early-type galaxies to disc-dominated spiral galaxies. They
calibrate global relationships between observed velocities, radii
and intrinsic specific angular momentum. Therefore, we use this
study to guide our analysis techniques, using velocities obtained
at the same physical radii as in their study (i.e. 2 × R1/2) and the
same global relationships to estimate specific angular momentum
using velocity, inclination angle and radii measurements (see Sec-
tion 3). When quoting z = 0 disc angular momentum we use the
raw values of disc radii, velocity and inclination angle provided by
Romanowsky & Fall (2012) for the spiral galaxies and apply con-
sistent methods to that adopted for our sample (Section 4.3). In the
absence of an alternative, we use the angular momentum measure-
ments for the early-type galaxies directly quoted by Romanowsky
& Fall (2012). We apply the colour-dependent corrections to the Ro-
manowsky & Fall (2012) total stellar masses using (B − v)0 colours
from Paturel et al. (2003) and equation (1) of Fall & Romanowsky
(2013).2 We note that our data traces angular momentum using Hα
emission which may result in ≈0.1 dex larger angular momentum
compared to stellar angular momentum, based on low-redshift mea-
surements (e.g. Cortese et al. 2014, 2016). We discuss this further in
Section 4.3.
2 We note that 13 of the Romanowsky & Fall (2012) sample do not have
(B − v)0 colours in Paturel et al. (2003) and therefore we remove these
sources from the sample.
Cortese et al. (2016) recently presented IFS results on the angu-
lar momentum of ≈500 z < 0.1 galaxies with log (M[M]) > 8
from the SAMI survey (Bryant et al. 2015). Although this sample is
larger than that of Romanowsky & Fall (2012), their specific angu-
lar momentum measurements are constructed using a very different
method (following Emsellem et al. 2007) and are restricted by lim-
itations such as only measuring the angular momentum within a
small radii of R1/2 and removing small galaxies from their sam-
ple. Therefore, for this study, we use their sample for a qualitative
comparison only (Section 4.3).
In Section 4.2 we compare our rotation velocity–mass relation-
ship to the relationship presented for 189 z < 0.1 disc galaxies in
Reyes et al. (2011). The Reyes et al. (2011) sample is ideal as it
also uses Hα emission as a tracer of rotational velocity and covers
the same stellar mass range as our sample (see Tiley et al. 2016 for
further discussion on low-redshift samples).
3 A NA LY SIS
In this study we investigate the rotational velocities and specific
angular momentum (js) of Hα-detected galaxies. Towards this we
make measurements of the galaxy sizes, intrinsic velocity disper-
sions and inclination-corrected rotational velocities. We combine
archival high spatial resolution broad-band imaging, which traces
the stellar light profile (Section 3.1), with Hα velocity and velocity
dispersion maps derived from our KMOS IFU data, which trace the
galaxy kinematics (Section 3.2). These analyses build upon the ini-
tial kinematic analyses of the KROSS data, which do not include the
broad-band imaging analyses, presented in Stott et al. (2016) who
investigated disc properties and gas and dark matter mass fractions
and in Tiley et al. (2016) who investigated the Tully–Fisher rela-
tionship (TFR). For all of the 586 Hα-detected targets the raw and
derived quantities, along with all of the necessary flags described
in the following sections, are tabulated in electronic format (see
Appendix A).
3.1 Broad-band imaging and alignment of data cubes
To make measurements of the half-light radii (R1/2), morpholog-
ical axes (PAim) and inclination angles (θ im) we make use of the
highest spatial resolution broad-band imaging available. With the
aim of obtaining the best characterization of the stellar light profile
for each target we prefer to use near-infrared H- or K-band im-
ages; however, we use optical images obtained using Hubble Space
Telescope (HST) in preference to ground-based near-infrared im-
ages, when applicable, due to the5 times better spatial resolution.
Overall 46 per cent of the sample have HST coverage, whilst the
remainder are covered by high-quality ground-based observations
(details below). We perform various tests to assess the reliability of
our measurements obtained using these different data sets. Example
images of our targets are shown in Fig. 2.
3.1.1 Broad-band images
All of our targets in E-CDFS and COSMOS, and a subset of the
targets in UDS, have been observed with HST observations. These
data come from four separate surveys (1) CANDELS3 (Grogin
et al. 2011; Koekemoer et al. 2011); (2) ACS COSMOS4 (Leauthaud
et al. 2007); (3) GEMS5 (Rix et al. 2004) and (4) observations
3 http://candels.ucolick.org
4 http://cosmos.astro.caltech.edu/page/hst
5 http://www.mpia.de/homes/GEMS/gems.htm
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Figure 2. Example spatially resolved galaxies from the KROSS sample (with examples from each field studied and covering the range in data quality). From
left to right: (1) broad-band image (three-colour when available for the HST covered targets) where the dashed orange line represents PAim (IDs and quality
flags are also shown); (2) Hα intensity map where the overlaid contours show the distribution of continuum emission and the dashed circle represents the
seeing full width at half-maximum (FWHM); (3) observed Hα velocity map where the solid black line represents PAvel and the dashed orange line represents
PAim; (4) observed Hα velocity dispersion map (σ obs) where the lines are as in panel 3; (5) velocity profiles extracted along PAvel where the solid curve is the
disc model and the vertical dashed lines are the radii at which the rotational velocities are measured (average of horizontal dashed lines); however, for quality
3 sources the velocities are estimated from the galaxy-integrated spectra (e.g. ID 337); (6) observed velocity dispersion profile extracted along PAvel where the
horizontal dotted line is at σ 0, obs, the dot–dashed line is at σ 0. The solid horizontal lines in panels 1 and 2 represent 5 kpc in extent. The equivalent figures for
all spatially resolved targets are available online (see Appendix A).
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under HST proposal ID 9075 (see Amanullah et al. 2010). Overall,
WFC3-H-band observations are available for 36 per cent of the HST
observed targets (CANDELS fields) with a point spread function
(PSF) of FWHM ≈ 0.2 arcsec. For the remainder, we use the longest
wavelength data available, that is, ACS-I for 57 per cent and ACS-z′
for 7 per cent, which have a PSF of FWHM ≈ 0.1 arcsec.
Due to the different rest-frame wavelengths being observed for
the different sets of images we test for systematic effects. We mea-
sure the key properties of R1/2, θ im and PAim (see Section 3.1.2)
using both the H- and I-band images for the 128 targets where these
are both available. We find that the median ratios and standard devia-
tion between the two measurements to be: R1/2, I/R1/2, H = 1.1 ± 0.2;
θ im, I/θ im,H = 1.0 ± 0.2 and PAim,I/PAim,H = 1.0 ± 0.1. This test in-
dicates that our position angle and inclination angle measurements
are not systematically affected by the different bands. However, the
observed I-band size measurements are systematically higher than
the observed H-band size measurements by ≈10 per cent. This is
consistent with the HST-based results of van der Wel et al. (2014;
using their equation 1) who find that z ≈ 0.9, log (M[M]) =
10 galaxies are a factor of ≈1.2 ± 0.2 larger in the observed I
band compared to in the observed H band, where the quoted range
covers the results for the stellar mass range log (M[M]) = 9–
11. We apply a 10 per cent correction to account for this effect in
Section 3.1.2.
For the UDS targets, which are not covered by HST observations,
we make use of Data Release 8 K-band observations taken with the
United Kingdom Infrared Telescope as part of the UKIDSS6 survey
(Lawrence et al. 2007). The stacked image has a PSF of FWHM
= 0.65 arcsec. Finally, for the SA22 targets we make use of the
K-band imaging from the UKIDSS Deep Extragalactic Survey of
this field (Lawrence et al. 2007). These images have a typical PSF
of FWHM = 0.85 arcsec. We deconvolved the size measurements
to account for the seeing in each field (Section 3.1.2).
To assess the impact of the poorer spatial resolution of the ground-
based images compared to the HST images we convolve the HST
H-band images from our sample to a Gaussian PSF of: (1) FWHM
= 0.65 arcsec (i.e. the UDS PSF) and (2) FWHM = 0.85 arcsec
(i.e. the SA22 PSF), before making the measurements of radius,
positional angle and inclination angle (described below). On aver-
age, position angles are unaffected by the convolution in both cases,
with a median ratio of PAim, conv/PAim, HST = 1.0; however an intro-
duced 1σ scatter of 10 and 20 per cent for the UDS PSF and SA22
PSF, respectively. Similarly, the inclination angles are unaffected,
on average, by the convolution, with θ im, conv/θ im, HST = 1.0, but
with an introduced 1σ scatter of 15 and 20 per cent, respectively.
We include these percentage scatters as uncertainties on the mea-
sured inclination angles from the ground-based images. Following
the methods described in Section 3.1.2 we find a small systematic
fractional increase in the measured half-light radii after the con-
volution of 5 per cent; however, this is negligible compared to the
introduced 1σ scatter of 25 and 35 per cent. We include these per-
centage scatters as uncertainties on the measured half-light radii
from the ground-based images.
3.1.2 Position angles, inclination angles and sizes
We aim to apply a uniform analysis across all targets irrespective of
the varying spatial resolution of the supporting broad-band imaging.
However, we are able to make use of more complex analyses on
6 http://www.ukidss.org
the HST-CANDELS subset of targets for a baseline for comparison
(van der Wel et al. 2012). Furthermore, we define various quality
flags, detailed below, to keep track of the quality and assumptions
of the analyses that were applied for individual targets. ‘Quality
1’ targets are Hα-detected targets that are spatially resolved in the
IFU data (Section 3.2) and have inclination angles and position
angles measured directly from the broad-band imaging (detailed
below).
To obtain morphological position angles (PAim) and axis ratios
of our targets we initially fit the broad-band images with a two-
dimensional Gaussian model. To obtain inclination angles (θ im) we
correct the axis ratios (b/a) for the PSF of each image and then
convert these into inclination angles by assuming
cos2 θim = (b/a)
2 − q20
1 − q20
, (1)
where q0 is the intrinsic axial ratio of an edge-on galaxy (e.g. Tully
& Fisher 1977) and could have a wide range of values ≈0.1–0.65
(e.g. Weijmans et al. 2014; see discussion in Law et al. 2012). We
use q0 = 0.2, which is applicable for thick discs; however, as a
guide, a factor of 2 change in q0 results in a <7 per cent change
in the inclination-corrected velocities for our median axis ratio. To
be very conservative in our uncertainties arising from the assumed
intrinsic geometry we set the uncertainties of the inclination angles
to be a minimum of 20 per cent.
We compared our morphological position angles and inclination
angles to those presented in van der Wel et al. (2012)7 for the 142
targets that overlap with the parent KROSS sample (see Section 2.3).
van der Wel et al. (2012) fit Se´rsic models to the HST near-infrared
images using GALFIT that incorporates PSF modelling. Excluding
the four targets flagged as poor fits by van der Wel et al. (2012),
we find excellent agreement between the GALFIT results and those
derived using our method. The median difference in the inclina-
tion angles are 	θim = 0.◦4+5−3. For the position angles the median
difference is |	PAim| = 1.◦8 with 84 per cent agreeing within 6◦.
This demonstrates that there are no systematic differences between
the two methods. We also compared our inclination angles for 152
of our COSMOS targets with I-band images to those derived us-
ing the axis ratios presented in Tasca et al. (2009) for the same
sources. Again, we find excellent agreement with 	θim = −0.◦4+7−4.
We also note that we find good agreement between the morpho-
logical position angles and kinematic position angles for both the
HST targets and ground-based targets (see Section 3.3.2), which
provides further confidence on our derived values. Motivated by
the small scatter of the above comparisons, we enforce an addi-
tional error of 5◦ on all of the inclination angle measurements.
The ground-based measurements have an additional uncertainty of
15 and 20 per cent, respectively, for UDS and SA22 due to the
effects of the poorer resolution for these targets (see details in
Section 3.1.1).
For 7 per cent of the Hα-detected targets we are unable to mea-
sure the inclination angles from the imaging due to poor spatial
resolution. For these sources we assume the median axis ratio of the
targets with spatially resolved HST images (b/a) = 0.62+0.20−0.22 (i.e.
θ im = 53+17−18 deg). This median axis ratio is in agreement with the
results of Law et al. (2012) who use the rest-frame HST optical im-
ages for z ≈ 1.5–3.6 star-forming galaxies and find a peak axis ratio
of (b/a) ≈ 0.6. This assumed inclination value for these 7 per cent
7 We convert the axis ratios presented in van der Wel et al. (2012) to incli-
nation angles following equation (1).
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Figure 3. Distribution of continuum half-light radii, including upper limits,
for the Hα-detected targets. The distribution for the 94 per cent of targets
with measured radii (i.e. excluding upper limits) is shown as the overlaid
filled green histogram. The majority of our galaxies have spatially resolved
radii measurements.
of our Hα-detected targets results in a correction factor of 1.2+0.5−0.2
to the observed velocities. These targets are flagged as ‘quality 2’
sources.
To measure the half-light radii of the broad-band images we
adopted a non-parametric approach. We measured the fluxes in in-
creasingly large elliptical apertures centred on the continuum cen-
tres that have position angles and axis ratios as derived above. We
measure R1/2 as the PSF-deconvolved semi-major axis of the aper-
ture which contained half of the total flux. For the targets where the
images are in the I or z′ band we apply a systematic correction of a
factor of 1.1 to account for the colour gradients (see Section 3.1.1).
To test our technique, we compared to the GALFIT Se´rsic fits to the
same HST data of van der Wel et al. (2012) for the targets covered
by both studies. We find that the median offset between the two
measurements to be 	R1/2/R1/2,galfit = −0.01 with a 30 per cent
1σ scatter. Reassuringly, we also did not see any trend in the offset
between these two measurements as a function of magnitude. This
indicates that the two methods are in general agreement; however,
we assume a minimum error of 30 per cent (due to the method)
on all of our half-light radii measurements. The ground-based mea-
surements have an additional uncertainty of 25 and 35 per cent,
respectively, for UDS and SA22 due to the effects of the poorer
spatial resolution of the broad-band imaging for these targets (see
details in Section 3.1.1).
For 84 of the Hα-detected targets we were unable to use the
imaging to determine R1/2 from the broad-band imaging; however,
we were able to use the turn-over radius from the dynamical models
to estimate R1/2, calibrated using the imaging radii for the resolved
sources (see Section 3.3.3). We highlight these sources as ‘quality
2’ sources (see Fig. 1). For further 33 targets (only 6 per cent of the
Hα-detected targets), where we were not able to extract radii from
the IFU data or the broad-band imaging, we assume conservative
upper limits on the half-light radii of 1.8 times σ PSF.
A histogram of the half-light radii for the 586 Hα-detected tar-
gets is shown in Fig. 3. The median half-light radius is 2.9+1.8−1.5 kpc
(excluding upper limits). Including the upper limit targets with
zero radii or their maximum possible radii results in a median of
2.7 or 2.8 kpc, respectively. The median half-light radii for the
Hα-undetected targets is 2.7+1.5−1.1 kpc and, therefore, these are not
significantly different in size to those that were detected.
3.1.3 Data cube alignment
To align our KMOS data cubes to the broad-band imaging we made
use of continuum measurements in the data cubes. We produced
continuum images by taking a median in the spectral direction,
avoiding spectral pixels in the vicinity of emission lines and apply-
ing 2σ clipping, to avoid regions with strong sky line residuals. We
identify the continuum centroids for 85 per cent of the Hα-detected
targets. Due to faint continuum emission for 15 per cent of the tar-
gets we were required to obtain centroids from images including
the continuum and emission lines. Examples of continuum images
are shown as contours in Fig. 2. These continuum centres were then
used to align the data cubes to the centres of the archival broad-band
images.
3.2 Emission-line fitting and maps
In this section we describe the various kinematic measurements we
make using our IFU data. These include both galaxy-integrated and
spatially resolved measurements (e.g. rotation velocities, intrinsic
velocity dispersions and kinematic major axes). We produce both
galaxy-integrated spectra and two-dimensional intensity, velocity
and velocity dispersion maps. In the following sections we describe
how we fit the Hα and [N II] 6548,6583 emission-line profiles, pro-
duce the spectra and maps and make the kinematic measurements.
Example maps are shown in Fig. 2 and all velocity maps for the 552
targets that are spatially resolved sources in the IFU data are shown
in Fig. 4.
3.2.1 Emission-line fitting
We fit the Hα and [N II] 6548,6583 emission-line profiles observed
in both galaxy-integrated spectra and spectra extracted from spa-
tial bins to derive emission-line fluxes, line widths and centroids.
These fits were performed using a χ2 minimization method, where
we weighted against the wavelengths of the brightest sky lines
(Rousselot et al. 2000). The emission-line profiles were character-
ized as single Gaussian components with a linear local continuum.
The continuum regions was defined using two small line-free wave-
length regions each side of the emission lines being fitted. To reduce
the degeneracy between parameters, we couple the [N II] 6548,6583
doublet and Hα emission-line profiles with a fixed wavelength sep-
aration using the rest-frame vacuum wavelengths of 6549.86 Å,
6564.61 Å and 6585.27 Å. We also require that all three emission
lines have the same line width and we fix the flux ratio of the [N II]
doublet to be 3.06 (Osterbrock & Ferland 2006). These constraints
leave the intensity of the Hα and the [N II] doublet free to vary, along
with the overall centroid, line width and continuum. The emission-
line widths are corrected for the instrumental dispersion, which is
measured from unblended sky lines near the observed wavelength
of the Hα emission.
3.2.2 Galaxy-integrated spectra and velocity maps
Galaxy-integrated spectra were created from the cubes by summing
the spectra from the spatial pixels that fall within a circular aper-
ture of diameter 1.2 arcsec centred on the continuum centroid. We
then fit the Hα and [N II] emission-line profiles using the methods
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Figure 4. Velocity maps for all of our 552 spatially resolved targets. Each map is positioned at the corresponding position in the star formation rate versus
stellar mass plane as described by the axes. The solid line shows the ‘main sequence’ of star-forming galaxies at z = 0.85 from Speagle et al. (2014) and
the dashed lines are a factor of 5 above and below this. The vertical dotted line corresponds to our selection criteria for high-priority targets (see Fig. 1 and
Section 2.1). The horizontal dotted line represents the fifth percentile of the star formation rates of the spatially resolved targets.
described above to derive: (1) the ‘systemic’ redshift of each tar-
get; (2) the observed velocity dispersion σ tot and (3) the Hα flux.
Sources were classed as detected if the signal-to-noise ratio, aver-
aged over two times the derived velocity FWHM of the Hα line,
exceeded 3. The emission-line profiles and the fits for all 586 targets
are available online (see Appendix A). The 1.2 arcsec aperture was
chosen as a compromise between maximizing the flux and signal-
to-noise ratios. We estimate two methods for an aperture correction
to the measured fluxes and hence to obtain galaxy-integrated Hα
luminosities. First, we use the Hα fluxes (i.e. with [N II] removed)
presented in Sobral et al. (2013a) for the HiZELS sources for the
112 of our Hα-detected targets that overlap between the surveys.
We obtain a median aperture correction of 1.7. Secondly, we re-
measure the fluxes again from our IFU data but using an aperture
with a diameter of 2.4 arcsec. Using the sources which are detected
in both apertures we obtain a median aperture correction of 1.3.
Within the uncertainties we did not find a significant correlation
between aperture correction and galaxy size. Therefore, we apply
a fixed aperture correction factor of 1.5 to the measured Hα fluxes
and a 30 per cent error to reflect the uncertainty on this value.
The Hα intensity, velocity and velocity dispersion maps were first
produced by Stott et al. (2016). These were created by fitting the
Hα and [N II] emission lines at each pixel following the procedure
described above and then individual velocities are calculated with
respect to the galaxy-integrated ‘systemic’ redshifts. If an individual
pixel did not result in a detected line with a signal-to-noise ratio of
>5, the spatial binning was performed until this criterion was met
(up to a maximum spatial of 0.7 × 0.7 arcsec; i.e. the typical seeing
of the observations). For this work, these maps are further masked
by visual inspection, identifying clearly bad fits due to sky lines or
defects. Overall, 552 (94 per cent) of the Hα-detected sources show
spatially resolved emission (see Stott et al. 2016). We assign all of
the unresolved sources a flag of ‘quality 4’. Example Hα intensity,
velocity and velocity dispersion maps are provided in Fig. 2 and all
velocity maps are shown in a star formation rate versus stellar mass
plane in Fig. 4.
3.3 Spatially resolved kinematic measurements
3.3.1 Kinematic major axes
To identify the kinematic major axes for all of the targets in our
dynamical sample we make use of the Hα velocity maps. We ro-
tated the velocity maps around the continuum centroids (see Sec-
tion 3.1.3) in 1◦ steps, extracting the velocity profile in 1.5 arcsec
width ‘slits’ and calculating the maximum velocity gradient along
the slit. The position angle with the greatest velocity gradient was
identified as being the major kinematic axis (PAvel).
3.3.2 Morphological versus kinematic major axes
Here we compare the derived kinematics major axes, PAvel, with the
morphological positional angles, PAim for our targets. Following
Wisnioski et al. (2015; cf. Franx, Illingworth & de Zeeuw 1991) we
define the ‘misalignment’ between the two position angles as
sin  = | sin (PAim − PAvel) |, (2)
where  is defined as being between 0◦ and 90◦. In Fig. 5 we
show  as a function of image axis ratio for the sources where we
have measured the kinematic position angles, morphological posi-
tion angles and axis ratios (i.e. ‘quality 1’ sources). As expected,
the dispersion-dominated systems with a low rotation velocity, vC,
to intrinsic velocity dispersion, σ 0, ratio (i.e. vC/σ 0 < 1; see Sec-
tion 4.1) have larger misalignments due to a lack of a well-defined
kinematic axis. For the rotationally dominated sources, the median
misalignment is 13◦ and 81 per cent have a misalignment of 30◦.
These values are comparable to those found by using IFU data for
high-z galaxies, all with complementary HST imaging (Wisnioski
et al. 2015; Contini et al. 2016). Encouragingly, our misalignment
results are similar when only considering our targets without HST
imaging, with a median misalignment of 15◦ and 82 per cent having
a misalignment of 30◦. This provides confidence in our analyses
based on the ground-based images.
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Figure 5. The difference between the photometric and kinematic position
angles () as a function of broad-band image axis ratio. The larger symbols
represent sources covered by broad-band HST imaging. The largest data
points with the error bars show the running median for the rotationally
dominated systems and the thin curve shows the running 84th percentile.
For the rotationally dominated sources the median misalignment if 13◦. The
good agreement between the positional angles observed for targets both
with and without HST imaging places confidence on our measurements (see
Section 3.3.2).
3.3.3 Velocity profiles and rotational velocities
We extract one-dimensional velocity profiles [v(r)] along the major
kinematic axes. To achieve this, we extract the median velocity in
0.7 arcsec ‘slits’ along the velocity maps, centred on the continuum
centroids (see Section 3.1.3). Examples can be seen in Fig. 2 where
the errors bars represent the scatter across the slit.
To reduce the effect of noise in the outer regions of the velocity
profiles we extrapolate through the data points by fitting an expo-
nential disc model (see Freeman 1970) to the velocity profiles in
the form of
v(r)2 = r
2πGμ0
RD
(I0K0 − I1K1) + voff, (3)
where r is the radial distance, μ0 is the peak mass surface density,
RD is the disc radii, voff is the velocity at r = 0 and InKn are the
Bessel functions evaluated at 0.5r/RD. During the fitting we also
allow the radial centre to vary by 0.2 arcsec (i.e. the KMOS pixel
scale). The velocity offset, voff, is applied to the velocity profiles
before making measurements of dynamical velocities.
The primary function of the model velocity profiles is to extract
velocities by interpolating through the data points and not to derive
physical quantities; however, in 13 per cent of the cases we are
required to extrapolate the model beyond the data (see below).
Focusing on the ‘quality 1’ sources with HST images (i.e. those
with the best constraints on the half-light radii from the broad-band
imaging), we derive a median ratio of R1/2/RD = 0.8+0.5−0.4. This is
consistent with our predictions for an intrinsic ratio of R1/2/RD =
1.68 that has been beam-smeared during our ≈0.7 arcsec KMOS
observations (Johnson et al., in preparation; see details below).
We apply this median ratio to the derived RD values to estimate
the half-light radii for the ‘quality 2’ sources that do not have
spatially resolved broad-band imaging data and hence that lack
direct R1/2 measurements (Section 3.1.1). Due to the uncertainty in
this estimate we impose an uncertainty of 60 per cent. We note that
we obtain consistent velocity measurements (see below) if we apply
the commonly adopted arctan model (Courteau 1997; adopted for
KROSS in Stott et al. 2016) instead of the exponential disc model,
with a median percentage difference of (vC,arctan − vC,disc)/vC,disc =
0.5+9−3 per cent.
For consistency and to facilitate a fair comparison to our low-
redshift comparison samples (see Section 2.5) we make measure-
ments of the rotational velocities at the same physical radii for all
targets. We make measurements at two different radii of 1.3 R1/2
and 2 R1/2. These correspond to ≈2.2RD and ≈3.4RD, respectively,
for an exponential disc. The first of these, we call v2.2, is commonly
adopted in the literature as it measures the velocity at the ‘peak’ of
the rotation curve for an exponential disc (e.g. Miller et al. 2011;
Pelliccia et al. 2016) and we include these values for reference for
interested parties. The second of these, which we call vC, was cho-
sen for use in our angular momentum measurement as it was shown
by Romanowsky & Fall (2012) (our main comparison sample; Sec-
tion 2.5) to be a reliable rotational velocity measurement across a
wide range of galaxy morphologies. Furthermore, reaching large
radii of3RD can be crucial for measuring the majority of the total
angular momentum (e.g. Obreschkow et al. 2015). We note that
this measurement also roughly corresponds to another commonly
adopted value, v80, which is the velocity measured at radii contain-
ing 80 per cent of the light for an exponential disc (i.e. at 3.03 RD;
e.g. Pizagno et al. 2007; Reyes et al. 2011; Tiley et al. 2016).
To make the velocity measurements, we first convolve the R1/2
values with the PSF of the individual KMOS observations and then
read off the velocity at the defined radii from the model velocity
profiles (see Fig. 2). The observed velocities quoted, vobs, are half
the difference between the velocities measured at the positive and
negative sides of the rotation curves. For 13 per cent of the targets in
the spatially resolved sample we are required to use the model (see
above) to extrapolate to >0.4 arcsec beyond the data (i.e. >2 KMOS
pixels). The uncertainties on the observed velocities are obtained
by varying the radii by ±1σ and then re-measuring the velocities.
For sources where we do not have spatially resolved IFU data
(i.e. ‘quality 4’) or we do not have a measured half-light radii (i.e.
‘quality 3’) we are unable to measure the velocities at fixed radii
from the IFU data. Therefore we estimate the velocities from the
widths of the galaxy-integrated emission-line profiles by applying
correction factors derived from the resolved velocity measurements;
i.e. the median ratios of σ tot/vC, obs = 1.13 and σ tot/v22, obs = 1.26.
In both cases there is 0.3 dex scatter on these ratios, which we apply
as an uncertainty on these measurements.
To obtain the intrinsic velocities, v2.2 and vC, we apply a correc-
tion to the observed velocities for the effects of inclination angle
(θ im) and beam smearing following
v = vobs × R,PSF
sin(θim)
, (4)
where R, PSF is the beam-smearing correction factor that is a func-
tion of the ratio of half-light radii to the FWHM of the KMOS PSF.
These correction factors are derived in Johnson et al. (in prepara-
tion), by creating mock KMOS data (also see Burkert et al. 2016 for
similar tests). A sample of ≈105 model disc galaxies was created
assuming an exponential light profile, with a distribution of sizes
and stellar masses representative of the KROSS sample. The intrin-
sic velocity fields were constructed assuming a dark matter profile
plus an exponential stellar disc, with a range of dark matter fractions
motivated from the EAGLE simulations (Schaye et al. 2015). A range
of flat intrinsic velocity dispersions, σ 0, were also assumed. ‘Intrin-
sic’ KMOS data cubes were constructed using the model galaxies
to predict the velocity, intensity and linewidth of Hα profiles. Each
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slice of these cubes was then convolved with a variety of seeing
values applicable for the KROSS observations. These mock obser-
vations were then subjected to the same analyses as performed on
the real data. Differences between input and output values were
used to derived the correction factors as a function of the ratio of
half-light radii to the FWHM of the KMOS PSF. Full details will
be provided in Johnson et al. (in preparation). For the measured vC
values these corrections range from R, PSF = 1.01 to 1.17 with a
median of 1.07. We follow the same equation for v2.2 but apply the
appropriate R, PSF correction factor for this radii. The uncertainties
on the intrinsic velocities are calculated by combining (in quadra-
ture) the uncertainties on the observed velocities (see above) with
the variation from varying the inclination angles by ±1σ .
3.3.4 Velocity dispersion profiles and intrinsic velocity dispersions
To classify the galaxy dynamics of our sources we need to make
measurements of the intrinsic velocity dispersions (σ 0). We extract
velocity dispersion profiles [σ (r)] using the same approach as for
the velocity profiles (see above) but using the observed σ maps (see
examples in Fig. 2). We then measure the observed value σ 0, obs
in the outer regions of the σ (r) profiles by measuring the median
values from either >2 times or <−2 the half-light radii (whichever
is lowest). At these radii the observed velocity dispersion will only
have a small contribution from the beam-smearing of the velocity
field (see below). The uncertainties are taken to be the 1σ scatter in
the pixels used to calculate this median. When the extent of the data
does not reach sufficient radii (or we do not have measured half-
light radii), which is the case for 52 per cent of our Hα sample, we
adopt a second approach by taking the median value of the pixels in
the σ maps. After applying the appropriate corrections (see below),
these methods agree within 4 per cent (where it is possible to make
both measurements) with a ≈50 per cent scatter. Consequently we
impose an uncertainty of 50 per cent for those targets where we use
the median of the velocity dispersion (σ ) map to infer σ 0, obs.
For both of the approaches for measuring σ 0, obs we obtained the
intrinsic velocity dispersion, σ 0, by applying a systematic correc-
tion for the effects of beam-smearing based on mock KMOS data
(Johnson et al., in preparation; see details above). These corrections
are a function of both the ratio of half-light radii to the FWHM of
the KMOS PSF and the observed velocity gradient. When using
the velocity dispersions extracted from the outer regions the beam-
smearing corrections have a median of 0.97+0.02−0.06 and for those ex-
tracted from the sigma maps the median correction factor is 0.8+0.1−0.3.
The intrinsic velocity dispersions of the sample will be provided
and discussed in detail in Johnson et al. (in preparation).
3.4 Summary of the final sample for further analyses
We detected Hα emission in 586 of our targets (79 per cent) and
we showed that these are representative of ‘main-sequence’ star-
forming galaxies at z ≈ 1 (Section 2.3). For the following analy-
ses, which are based on velocity measurements, we exclude the 50
sources with an inclination angle of θ im ≤ 25◦ because the incli-
nation corrections to the velocities for these sources become very
high (e.g. >2.4 for <25◦ and >10 for <5◦). Consequently, any
small errors in the inclination angles can result in large errors in the
velocity values. We remove further 20 sources which have either
an emission-line ratio of [N II]/Hα > 0.8 and/or a 1000 km s−1
broad-line component in the Hα emission-line profiles (but not the
[N II] profile). These sources have a significant contribution to the
emission lines from AGN emission and/or shocks (e.g. Kewley
et al. 2013; Harrison et al. 2016). Finally, we remove further 30
sources which show multiple emission regions in the IFU data or
broad-band imaging that resulted in unphysical measurements for
the rotational velocities and/or the half-light radii. This leaves a
final sample of 486 targets for analyses on the rotational velocities
(Section 4.2) and specific angular momentum (Section 4.3).
Of this final sample, only 33 (7 per cent) are unresolved in the IFU
data (‘quality 4’) and only 24 (5 per cent) are resolved in the IFU
data but have only an upper limit on the half-light radii (‘quality 3’;
see Section 3.1.2). In both of these cases the velocity measurements
are unresolved in that they are estimated from the galaxy-integrated
emission-line profiles (Section 3.3.3). We note that 63 (13 per cent)
are assigned ‘quality 2’ because they have fixed (unknown) inclina-
tion angle and/or half-light radii that are estimated from the velocity
models as opposed to the broad-band imaging (see Section 3.1.2).
Overall, the majority of the sources (366; i.e. 75 per cent) are as-
signed ‘quality 1’ for which we have spatially resolved IFU data
and both the half-light radii and inclination angles are measured
directly from the broad-band imaging.
4 R ESULTS AND DI SCUSSI ON
In the previous sections we have presented our new analyses on
≈600 Hα-detected galaxies from the KROSS survey. These targets
are representative of typical star-forming galaxies at redshift ≈0.9.
Using a combination of broad-band imaging and our IFU data we
have measured inclination angles, half-light radii, morphological
and kinematic position angles, rotational velocities and intrinsic
velocity dispersions (see Appendix A for details of the tabulated
version of these values). After removing highly inclined sources
and those with an AGN contribution to the line emission (Sec-
tion 3.4), we are left with a sample of 486 targets for which we
analyse the rotational velocities and specific angular momentum in
the following sections.
4.1 Rotational velocities and v/σ 0
In Fig. 6 we plot the rotational velocity (vC) versus stellar mass
for our final sample that has spatially resolved IFU data (i.e. the
93 per cent of the targets that are classified as quality 1–3; see
Section 3.4). The median rotational velocity, vC, is 109 ± 5 km s−1
with the 16th and 84th percentiles of 43 km s−1 and 189 km s−1,
respectively. The mean velocity (weighted by the fractional errors)
is 117 ± 4 km s−1. The uncertainties on both numbers are from the
width of the distribution from bootstrap re-sampling 1000 times,
scattering the velocity values about their errors, and recalculating
the values. These velocity measurements were made at 2 × R1/2 (i.e.
≈3RD; Section 3.3.3). For comparison, the median velocity with
16th and 84th percentiles at 1.3 × R1/2 (≈2.2RD) is 97+72−59 km s−1.
Considering these sources we find a median ratio of rotational ve-
locity to velocity dispersion (i.e. vC/σ 0) of 2.36 ± 0.14 with a 16th
and 84th percentiles of 0.90 and 5.04, respectively. The mean frac-
tion, weighted by the fractional errors, is 3.05 ± 0.18 (with errors
calculated as above).
To assess if the targets are ‘rotationally dominated’ or ‘disper-
sion dominated’ we assess which of the rotational velocities or
the intrinsic velocity dispersions, σ 0, are larger (following e.g.
Genzel et al. 2006; Weiner et al. 2006). We find that 81 ± 5 per cent
are ‘rotationally dominated’ with vC/σ 0 > 1 (consistent with the
original measurements of the KROSS sample presented in Stott
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Figure 6. Rotational velocity (vC) as a function of estimated stellar mass (scaled from MH; top axis) for KROSS galaxies that are rotationally dominated
(circles) and dispersion dominated (triangles). The symbol colours are as described in Fig. 1. From left to right, the three vertical lines show the median
uncertainty (in log space) for quality 3, 2 and 1 sources, respectively, and the horizontal line shows the systematic uncertainty for converting MH to stellar
mass. The shaded region shows the running ≈0.2 dex (68 per cent) scatter on the velocities of the rotationally dominated sources. We plot the best fit to these
sources and the bootstrap 1σ uncertainty (dotted lines; see Section 4.2). This is in excellent agreement with equivalent Hα observations of local discs (Reyes
et al. 2011) and stellar observations of local spiral galaxies from Romanowsky & Fall (2012). Dispersion-dominated galaxies do not follow this trend, similar
to the z = 0 early-type galaxies from Romanowsky & Fall (2012).
et al. 2016).8 The minimum and maximum values of this fraction
are 52 and 90 per cent, if the calculation is done with the individual
values at their respective minimum and maximum limits, given by
the error bars. These results imply that the Hα kinematics are domi-
nated by rotation (over dispersion) across our sample but with lower
vC/σ 0 values than the typical values of vC/σ 0 ≈ 5–10 observed in
low-redshift discs (Epinat et al. 2010). This is consistent with previ-
ous work that suggest a higher fraction of the gas dynamics comes
from disordered motions, with a lower fraction of ‘settled discs’,
for increasing redshift (e.g. Puech et al. 2007; Epinat et al. 2010;
Kassin et al. 2012; Wisnioski et al. 2015; see Stott et al. 2016 for a
more detailed comparison to previous work).
We also create a ‘gold’ rotationally dominated sub-sample where
we apply stricter criteria (similar to Wisnioski et al. 2015) to
isolate sources which have high-quality data and look ‘discy’ in
nature. These are highlighted in relevant figures and tables (see
Appendix A). This only includes quality 1 or quality 2 sources (i.e.
spatially resolved velocity measurements) and have the additional
criteria of: (1) vC/σ 0 >1; (2) the kinematic and morphological po-
sition angles agree within 30◦ and (3) the peak of the σ (r) profile
is within 0.4 arcsec (i.e. 2 pixels) of the centre of the velocity field
(see Fig. 2). This sub-sample represents 38 per cent of the quality
1 and quality 2 sources; however, we caution that these criteria are
subject to σ profiles which can be noisy and this fraction has little
physical meaning.
8 We note that the fraction of sources with vC/σ 0 > 1 for the full sample
is >76 per cent if we assume that all of the Hα-detected targets without
spatially resolved IFU data are ‘dispersion dominated’.
4.2 Rotational velocity versus stellar mass
The rotational velocity, vC, versus stellar mass, M, plane (Fig. 6)
is often referred to as the inverse of the stellar mass ‘TFR’ (Tully
& Fisher 1977; Bell & de Jong 2001). This relationship measures
how quickly the stars or gas are rotating, a potential tracer for
total mass (or ‘dynamical mass’), as a function of luminous (i.e.
stellar) mass. In the context of understanding how galaxies acquire
their stellar mass and rotational velocities across cosmic time, it
is therefore interesting to investigate how this relationship evolves
with redshift (e.g. see Portinari & Sommer-Larsen 2007 and Dutton
et al. 2011). In Fig. 6 we compare the vC versus M plane for
our KROSS z ≈ 0.9 star-forming galaxy sample to the stellar disc
velocities for z = 0 spiral galaxies from Romanowsky & Fall (2012)
and the relationship defined by Reyes et al. (2011) using spatially
resolved Hα kinematics for z < 0.1 disc galaxies in the same mass
range as our z ≈ 0.9 sample (see Section 2.5). Both of these z ≈ 0
studies use velocities measured at ≈3RD which is consistent with
our measurements.9
Fig. 6 shows that the rotationally dominated KROSS galaxies
have a very similar relationship between velocity and stellar mass
compared to z = 0 discs. To quantify this, we follow Reyes et al.
(2011) and fit the relationship with velocity as the dependent vari-
able in the form log vC = b + a[log M − 10.10] (see discussion
in Contini et al. 2016 on the benefits of this approach). Using a
9 We note that Reyes et al. (2011) assume a Kroupa IMF; however, this only
corresponds to a 6 per cent difference compared to our assumed Chabrier
IMF. The largest uncertainty in making our comparisons to the z = 0 sam-
ples comes from the fixed mass-to-light ratio assumed in our study (see
Section 2.2).
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least-squares fit (using MPFIT; Markwardt 2009) we derive
a = 0.33 ± 0.11 and b = 2.12 ± 0.04, where the uncertainties are
the standard deviations of the results from bootstrap re-sampling
the fit with replacement 1000 times, scattering the stellar masses
with a 0.3 dex error each time (see Section 2.2). The Pearsons and
Spearman’s Rank correlation coefficients for the KROSS sample in
Fig. 6 are 0.57 and 0.55, respectively. We note that if we only fit to
the ‘gold’ sub-sample as defined in Section 4.1 we obtain consistent
results with a = 0.39 and b = 2.17.
For their z = 0 sample, Reyes et al. (2011) obtained linear fit
parameters of az = 0 = 0.278 ± 0.010 and bz = 0 = 2.142 ± 0.004.
Therefore, we see no evidence for an evolution in the slope or nor-
malization of the velocity stellar mass relationship (or stellar mass
‘TFR’) between rotationally dominated z ≈ 1 star-forming galax-
ies and z ≈ 0 disc galaxies. This lack of evolution agrees with the
conclusions of most previous longslit and IFU studies of z  1
‘discy’ galaxies, at least for the stellar mass ranges of this work, i.e.
log (M[M])  9.5 (e.g. Conselice et al. 2005; Flores et al. 2006;
Miller et al. 2011; Vergani et al. 2012; Contini et al. 2016; Di
Teodoro, Fraternali & Miller 2016; Pelliccia et al. 2016; although
see Puech et al. 2010). However, we note that this relationship can
change depending on the definition of ‘discy’ or ‘rotationally dom-
inated’ galaxies (see Kassin et al. 2012; Tiley et al. 2016) or the
chosen mass-to-light ratios, which may introduce systematic un-
certainties of a factor of 3–5 (e.g. Bershady et al. 2011; Fall &
Romanowsky 2013). For example, although based on the prelimi-
nary analysis of the KROSS sample, Tiley et al. (2016) found that
applying stricter criteria of v/σ 0 > 3 to select ‘discy’ galaxies im-
plies an offset of ≈0.4 dex towards higher stellar masses, at a fixed
velocity, between z = 1 and z = 0. Clearly, selection effects are
important for physically interpreting the evolution in the rotation
velocity–mass relationship.
We do not attempt to interpret the ≈0.2 dex scatter in the rota-
tion velocity–mass relationship for the KROSS sample observed in
Fig. 6, which is likely to be driven by a combination of observational
uncertainties and physical effects such as non-rotational gas kine-
matics and morphological variations (e.g. Kannappan, Fabricant
& Franx 2002; Kassin et al. 2007; Covington et al. 2010; Puech
et al. 2010; Miller, Sullivan & Ellis 2013; Simons et al. 2015).
However, the dispersion-dominated galaxies (vC/σ 0 < 1) introduce
significant scatter to lower velocities and do not follow a tight re-
lationship with stellar mass. This is also the case for the z = 0
early-type galaxies shown in Fig. 6 and has previously been noted
at higher redshifts as potentially being due to the rotational veloci-
ties being a poor tracer of the total dynamical mass in these sources
(e.g. Kassin et al. 2007, 2012; Pelliccia et al. 2016).
It is well established that to reproduce the observed baryonic
properties of galaxies (such as the stellar mass function, the mass–
size relationships and angular momentum of discs) requires feed-
back prescriptions that regulate the net accretion of baryons and
consequently the amount of material available for star forma-
tion (e.g. Silk 1997; Abadi et al. 2003; Sommer-Larsen, Go¨tz &
Portinari 2003; Governato et al. 2007; Torrey et al. 2014; Crain
et al. 2015). However, the TFR (i.e. Fig. 6) is a poor test to con-
strain model feedback prescriptions. Indeed, it is possible to fit the
observed TFR but with incorrect galaxy masses due to a trade off
between disc size and galaxy mass (Ferrero et al. 2017; also see
Guo et al. 2010). Therefore, for the remainder of this work we
focus on angular momentum that incorporates observed velocities
and galaxy sizes, which, along with mass and energy, has been
proposed as one of the fundamental properties to describe a galaxy
(e.g. Fall 1983; Obreschkow & Glazebrook 2014).
4.3 Angular momentum
In Fig. 7, we plot specific angular momentum as a function of
stellar mass, M, for the 486 galaxies in our final sample. Specific
angular momentum is defined as js ≡ J/M ∝ RDvC, where J is the
total angular momentum (Fall 1983).10 Exploring specific angular
momentum is useful as it removes the implicit scaling between J
and mass. To enable us to uniformly apply the same methods across
the sample, irrespective of data quality, we take the approximate
estimator for specific angular momentum from Romanowsky &
Fall (2012; their equation 6) that can be applied to galaxies of
varying morphological types (see Romanowsky & Fall 2012 and
Obreschkow & Glazebrook 2014 for potential limitations); that is,
jn = knCivsR1/2, (5)
vs is the rotation velocity at two times the half-light radii (R1/2),11
Ci is the de-projection correction factor which we assume to be
1/sin (θ im) (see appendix A of Romanowsky & Fall 2012) and kn is
a numerical coefficient that depends on the Se´rsic index, n, of the
galaxy and is approximated as
kn = 1.15 + 0.029n + 0.062n2. (6)
Following Section 3.3.3 we can use our rotational velocities in
equation (5), where vC ≡ Civs. Due to varying quality of broad-
band imaging (see Section 3.1), we are unable to measure n for
all of our galaxies. However, the 101 targets from our sample with
HST imaging and Se´rsic fits presented in van der Wel et al. (2012)
have a median Se´rsic index of n = 1.1 and 86 per cent have n < 2.
Therefore, for the global relationships presented here (Fig. 7) we
assume the n = 1 case which is applicable for exponential discs
(i.e. k1 = 1.19; Romanowsky & Fall 2012) and assume the specific
angular momentum to be js = jn = 1. For comparison a Se´rsic index
of n = 2 only results in an ≈20 per cent difference with k2 = 1.46.
We investigate the relationship between n and js in Section 4.4.
We parametrize the js–M relationship for the KROSS galaxies
(Fig. 7) in the form log js = β + α[log M − 10.10]. Using a least-
squares fit (using MPFIT; Markwardt 2009) we obtained a slope of
α = 0.6 ± 0.2 and a normalization of β = 2.59 ± 0.04, where the
uncertainties are the standard deviations of the results from boot-
strap re-sampling the fit with replacement 1000 times, scattering
the stellar masses with a 0.3 dex error each time (see Section 2.2).
The Pearsons and Spearman’s Rank correlation coefficients for the
KROSS sample in Fig. 6 are 0.46 and 0.45, respectively. We note that
there is a negligible effect if we exclude or include the 11 per cent
of js upper limits.
We fit the specific angular momentum of the disc components
of the z = 0 spiral galaxies presented (Romanowsky & Fall 2012,
following equation 5; see Section 2.5) and obtain a slope of αz = 0
= 0.51 ± 0.06, consistent with the αz = 0 = 0.6 ± 0.1 quoted by Fall
& Romanowsky (2013) for the same sample. The normalization of
z = 0 disc relationship is βz = 0 = 2.89 ± 0.05 and we note that we
obtain a normalization of βz = 0, α = 2.83 ± 0.03 if we fix α to be
the same as that we obtained for the KROSS sample.
10 Here we have assumed that our gas measurements are good tracers of
stellar angular momentum js, which may introduce a small systematic of
≈0.1 dex when comparing directly to stellar measurements (see Section 2.5).
11 Romanowsky & Fall (2012) show that measuring vobs at 2 × R1/2 pro-
vides a good estimator for use in the j measurement across a range of
morphological types. This radius corresponds to ≈3.4RD for an exponential
disc.
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Figure 7. Specific angular momentum as a function of estimated stellar mass (scaled from MH; top axis) for rotationally dominated (circles) and dispersion-
dominated (triangles) sources in our KROSS sample. The symbol colours are as described in Fig. 1. From left to right, the two vertical lines show the median
uncertainty (in log space) for quality 2 and quality 1 sources, respectively, and the horizontal line shows the systematic uncertainty for converting MH to
stellar mass. The shaded region represents the running (68 per cent) scatter for the whole sample. The fit to the full KROSS sample reveals a relationship of
js ∝ M0.6±0.2 , similar to that observed for the z = 0 spiral discs from Romanowsky & Fall (2012). The z = 0 spiral discs have ≈0.2–0.3 dex more specific
angular momentum for a fixed stellar mass compared to the z ≈ 0.9 star-forming galaxies.
The slope of the js–M relationship for the z = 0.9 star-forming
KROSS galaxies is consistent with other high- and low-redshift IFU
studies which found slopes of ≈0.6 (Burkert et al. 2016; Cortese
et al. 2016; Contini et al. 2016; Swinbank et al. 2017; although
see Obreschkow & Glazebrook 2014 and Cortese et al. 2016 for a
discussion on how α might vary with bulge fraction). Our observed
slope in the js–M relationship, tracing the angular momentum of
the baryons at 2R1/2, is close to the value of α = 2/3 predicted for
dark matter haloes from both tidal torque theory and simulations
(i.e. jhalo ∝ M2/3halo; Shaya & Tully 1984; Barnes & Efstathiou 1987;
Heavens & Peacock 1988; Catelan & Theuns 1996). If baryons and
dark matter are well mixed in the proto-galaxy and the galaxies
retain most of the specific angular momentum they acquired in the
early phases of their formation, then js ∼ jhalo and the relation-
ship would follow js ∝ M2/3 (e.g. see discussion in Romanowsky &
Fall 2012; Obreschkow & Glazebrook 2014 and Burkert et al. 2016).
A shallower slope than α = 2/3 implies a mass dependence on the
conversion between halo angular momentum and galaxy angular
momentum (e.g. Romanowsky & Fall 2012). We explore the com-
parison between galaxy angular momentum and dark matter haloes
further in Section 4.3.1.
The normalization of the js–M relationship is ≈0.3 dex lower
in our z ≈ 0.9 sample compared to the z = 0 discs (Fig. 7). How-
ever, if we fit only the rotationally dominated sources (a possible
proxy for ‘discy’ type systems in our sample), we obtain a nor-
malization of βv/σ > 1 = 2.70 ± 0.03 (for a fixed α = 0.62). This
still corresponds to an ≈0.2 dex offset, for a fixed mass, between
the rotationally dominated z ≈ 0.9 star-forming galaxies and z = 0
discs. We note that if the Hα measurements of js are systematically
higher than stellar measurements by ≈0.1 dex as seen at low red-
shift (e.g. Cortese et al. 2014, 2016) this would increase the offset
observed in js between z ≈ 0.9 and z = 0 in Fig. 7 even further. This
≈0.2–0.3 dex offset between z ≈ 0.9 star-forming galaxies and z =
0 spiral galaxies is in contrast to what we observed in the rotation
velocity–mass diagram (Fig. 6) where no evolution was observed
between the same samples. This implies that the primary driver of
the offset between the two samples is differences in the disc sizes
between the two epochs (see e.g. van der Wel et al. 2014) because
js ∝ RDvC. As a basis to further explore the js–M relationship and
evolution, in the following, we compare our results to a simple
model for galaxies embedded inside a dark matter halo.
4.3.1 A simple model to investigate angular momentum transfer
In Fig. 8 we show the observed angular momentum for our KROSS
sample and the z = 0 comparison sample (see Section 2.5) com-
pared to that predicted from a simple model of a galaxies residing
inside dark mater haloes. Following section 4 of Obreschkow &
Glazebrook (2014), we assume the galaxies with angular momen-
tum, js, are embedded inside singular isothermal spherical cold-dark
matter haloes (e.g. White 1984; Mo et al. 1998) truncated at the virial
radius that are characterized with spin parameter λ (Peebles 1969;
Peebles 1971) and specific angular momentum jhalo. We explore the
general case where the galaxy contains a fraction of the angular
momentum of the halo, defining the ratio fj = js/jhalo. Taking equa-
tion (18) from Obreschkow & Glazebrook (2014) and assuming the
universal baryon fraction is fb = 0.17 we obtain a predicted angular
momentum of (see similar derivations in Romanowsky & Fall 2012
and Burkert et al. 2016),
js,pred
kpc km s−1
=2.95 × 104fjf −2/3s λ
(
H [z]
H0
)−1/3 [
M
1011 M
]2/3
(7)
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Figure 8. Specific angular momentum offset as a function of estimated
stellar mass. The dashed lines represent fixed ratios of fj = js/jhalo follow-
ing the assumptions outlined in Section 4.3.1. The shaded region represents
the 0.2 dex scatter expected for the distribution of halo spins, λ. The solid
red (with large symbols), black and orange solid curves represent the run-
ning median for the rotationally dominated, total and dispersion-dominated
samples, respectively. The downward grey arrow represents the median sys-
tematic offset to apply to the z = 0 early-type galaxies when using different
stellar mass fractions compared to the discs (see Section 4.3.1). The rota-
tionally dominated galaxies have typical values of fj ≈ (50–60) per cent,
independent of mass.
where H(z) = H0(λ, 0 + m, 0[1 + z]3)0.5 and fs is the stellar
mass fraction relative to the initial gas mass. Following Burkert
et al. (2016; also see Romanowsky & Fall 2012) we take an ini-
tial assumption that all of the haloes have spin λ = 0.035. This
should be reasonable, on average, as the spin parameter is found
to follow a near-lognormal distribution, independent of mass, with
an average around this adopted value and ≈0.2 dex width from
both tidal torque theory and full simulations (e.g. Bett et al. 2007;
Maccio`, Dutton & van den Bosch 2008; Zjupa & Springel 2017;
also see Burkert et al. 2016 for observational constraints). Note
that if λfjf −2/3 is independent of mass, equation (7) leads to the
scaling js, pred ∝ M2/3, which is consistent with that observed in the
data: js ∝ M0.6±0.2 (Fig. 7). However, following Romanowsky &
Fall (2012) and Burkert et al. (2016; their equation 6) we assume a
mass-dependent value of fs using the empirically derived expression
(obtained using abundance matching, stellar kinematics and weak
lensing) for local late-type galaxies from Dutton et al. (2010) given
by
fs =0.29 ×
(
M
5 × 1010 M
)0.5 (
1 +
[
M
5 × 1010 M
])−0.5
.
(8)
As discussed in Section 4.4, a different expression is given by Dutton
et al. (2010) for early-type galaxies.
Using these assumptions, we define the specific angular momen-
tum offset 	log js ≡ log js − log js, pred (setting fj = 1). We plot
	log js as a function of stellar mass in Fig. 8. Empirically, sources
with lower 	log js values have less specific angular momentum for
their stellar mass than those with higher values. In the context of the
model outlined above, a lower value of 	log js corresponds to lower
values of fj, i.e. js/jhalo, and/or the spin parameter λ. Assuming a
fixed spin parameter, λ = 0.035, for the rotationally dominated z ≈
0.9 KROSS galaxies, fj is independent of stellar mass with a boot-
strap median and uncertainty of fj = 0.53+0.04−0.03 and an ≈0.3 dex
scatter (Fig. 8). If we only consider the ‘gold sample’ described in
Section 4.1 we obtain fj = 0.64+0.05−0.03, which is consistent within
≈2σ . For the z = 0 spiral discs we obtain a bootstrap median and
uncertainties of fj = 0.77+0.11−0.07 with 0.2 dex scatter, which is in
agreement with the value of fj ≈ 0.8 quoted by Fall & Romanowsky
(2013) for these galaxies.
If the angular momentum of the halo and the baryons were ini-
tially well mixed with jbaryon ≈ jhalo, then the results presented in
Fig. 8 suggest that ≈40–50 per cent of the initial angular momentum
has been lost during the formation of z ≈ 0.9 star-forming ‘discy’
galaxies. Alternatively high angular momentum gas (i.e. >jhalo) en-
tering the halo through cosmic filaments could have eventually lost
angular momentum until js ≈ (0.5–0.6)jhalo (e.g. Kimm et al. 2011;
Stewart et al. 2013; Danovich et al. 2015). Whilst various ideal-
ized assumptions were required in the above analyses (see Burkert
et al. 2016 for other approaches), it seems that the angular mo-
mentum of galaxies broadly follow the theoretical expectation from
such a simple galaxy halo model. This is a striking result given the
complexity of baryonic collapse which includes inflows, outflows,
mergers and turbulence that require hydrodynamical simulations
to properly model. Indeed, despite the complexity, the net angular
momentum of the baryons and star-forming discs are found to be
similar in models (e.g. Danovich et al. 2015; Zavala et al. 2016;
Lagos et al. 2017a). See Swinbank et al. (2017) for a detailed
comparison between the angular momentum of z  1.5 galaxies
in the EAGLE cosmological simulation (Crain et al. 2015; Schaye
et al. 2015) and galaxies observed with the MUSE IFU.
We observe a small systematic offset to lower average values of
specific angular momentum offset (i.e. 	log js) between the z ≈
0.9 ‘discy’ (rotation-dominated) galaxies compared to the z = 0
discs of ≈0.15 dex, albeit with a large scatter (Fig. 8). This offset
is a reflection of the offset observed in the raw values shown in
Fig. 7 but now accounting for a predicted evolution of H(z)−1/3 (see
equation 7).12 This small offset is qualitatively consistent with the
result on z ≈ 0.8–2.6 star-forming galaxies in Burkert et al. (2016)
when using similar assumptions (their fig. 3), although their study is
dominated by higher stellar mass galaxies than ours. Furthermore,
an evolution in specific angular momentum is expected for galaxy
discs. Numerical models predict that redshift zero discs have more
specific angular momentum compared to higher redshift discs for
a fixed mass; however, the exact form of this evolution is sensitive
to the prescriptions in the model during the formation of a galaxy,
for example, the role of mergers, gas inflows, outflows and turbu-
lence (e.g. Weil et al. 1998; Thacker & Couchman 2001; Bouche´
et al. 2007; Dekel, Sari & Ceverino 2009; Burkert et al. 2010;
¨Ubler et al. 2014; Danovich et al. 2015; Genel et al. 2015;
Obreschkow et al. 2015; Stevens, Croton & Mutch 2016; Zjupa
& Springel 2017; see Swinbank et al. 2017 for further discussion
on this evolution in data and models). The small offset in specific
angular momentum, above that expected from the simple model
presented above, between z ≈ 0.9 star-forming galaxies and z = 0
discs (Fig. 8), provides an important constraint for galaxy formation
models that simulate these processes.
It is important to consider that the evolution and/or normaliza-
tion of the js–M relationship may be different depending on star
12 We have assumed that equation (8) holds at z ≈1 (following Burkert
et al. 2016); however, we note that an ≈0.2 dex decrease in fs for high-
redshift galaxies would result in an ≈0.13 dex increase in js, pred. This
would result in a larger offset to the z = 0 discs than quoted here.
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formation and merger histories and for galaxies that end up as
disc-dominated compared to bulge-dominated (e.g. Obreschkow
et al. 2015; Teklu et al. 2015; Lagos et al. 2017a; Swinbank et al.
2017). Therefore, in the following section we explore the relation-
ship between morphology and angular momentum (Section 4.4).
4.4 Angular momentum and morphology
Fig. 7 shows a large scatter of ≈0.4 dex in the js–M relationship for
z ≈ 0.9 star-forming galaxies. Observational results at z ≈ 0 find that
the js–M relationship varies across different morphological types,
with later types typically having more angular momentum for a fixed
stellar mass (e.g. Sandage et al. 1970; Fall 1983; Romanowsky
& Fall 2012; Cortese et al. 2016). Furthermore, Obreschkow &
Glazebrook (2014) find that their 16 late-type galaxies follow a
relatively tight plane in M–j–(B/T) space where (B/T) is the bulge
fraction. Under the assumption that the parent haloes have the same
distribution of spin values, the difference in angular momentum as a
function of morphology may indicate a difference in retention of an-
gular momentum due to different contributions of mergers or a vary-
ing re-distribution of angular momentum from inflows, outflows and
turbulence (see Section 4.3.1; e.g. Zavala et al. 2008; Romanowsky
& Fall 2012; Lagos et al. 2017b). Here we explore whether a mor-
phological dependence on js is already in place by z ≈ 1.
First, we can see that there is a clear difference in the normal-
ization of the js–M relationship between the dispersion-dominated
and rotationally dominated galaxies (see Fig. 7). Fixing the slope to
α = 0.62, as observed for the sample as a whole, and refitting the
relationships as in Section 4.3, the normalization of the relationship
for the dispersion-dominated sources is β [v/σ < 1] = 2.11 ± 0.08,
corresponding to an ≈0.6 dex offset to the rotationally dominated
sources (β [v/σ > 1] = 2.70 ± 0.03). This is in broad agreement with
a model that ‘more disc-dominated’ galaxies have more angular
momentum per unit mass (e.g. Fall 1983) and the high-redshift IFU
results on star-forming galaxies of Burkert et al. (2016). However,
whilst vC/σ is a crude proxy for galaxy type, and this trend is in
broad agreement with the predicted z = 0 trends from the EAGLE
hydrodynamical cosmological simulation (Lagos et al. 2017a), vC
is used in both the calculation of js (i.e. equation 5) and the clas-
sification of the galaxies. Therefore, this conclusion is subjected to
strong internal dependencies and in the following we instead focus
on an independent proxy for galaxy morphology, the Se´rsic index, n.
Although our sample is dominated by star-forming, ‘discy’
sources due to our selection criteria (see Sections 2.1 and 4.1;
also see Cortese et al. 2016), we have sources with a range of
Se´rsic indices (n ≈ 0.5–3) based on the subset of our sources with
H-band HST imaging and the fits of van der Wel et al. (2012; see
Section 3.1.2). Although not tightly correlated with bulge-to-total
mass ratios, sources with higher Se´rsic indices have more prominent
bulges on average. We re-calculate the specific angular momentum,
as jn, using the individual n values (equations 5 and 6) for the
101 galaxies which are in our final sample and van der Wel et al.
(2012). In Fig. 9 we plot these values as an angular momentum
offset, 	log (jn), from the ‘model prediction’ for angular momen-
tum, js, pred in equation (7) (setting fj = 1). We note that the global
observed trends are the same if we instead define the offset as being
from the z = 0 js–M relationship for spiral galaxies. We also show
the early-type galaxies from Romanowsky & Fall (2012; see Sec-
tion 2.5). On average, galaxies have decreasing angular momentum
for increasing Se´rsic index, for a fixed stellar mass (also see fig.
5 in Burkert et al. 2016). There is a factor of ≈3 decrease in spe-
cific angular momentum between n = 1 and n = 3. This implies
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Figure 9. Specific angular momentum offset (see Section 4.3.1) as a func-
tion of Se´rsic index for the KROSS sample and z = 0 early-type galaxies.
The large data points show the running median and bootstrap errors. The
dashed line shows the same running median but using jn = 0 for all galaxies
(see Section 4.3). The shaded region represents the 0.2 dex scatter expected
for the distribution of halo spins, λ. The downward arrow represents the
median systematic offset to apply to the z = 0 early-type galaxies when
using an alternative stellar mass fraction to the discs (see Section 4.3). On
average, galaxies with higher Se´rsic indices (a proxy for bulge fraction) have
lower specific angular momentum at both redshifts.
that earlier-type galaxies have less angular momentum compared to
later type galaxies at z ≈ 1, in agreement with the z = 0 observations
(e.g. Romanowsky & Fall 2012; Cortese et al. 2016).
It is worth noting that Cortese et al. (2016) find a weaker trend
between specific angular momentum and Se´rsic index when using
gas angular momentum, compared to using stellar angular mo-
mentum for z < 0.1 galaxies. Although this may be partly due
to Cortese et al. (2016) only investigating the angular momentum
within 1 × R1/2, this may imply that the trend we observed in Fig. 9
would be stronger if we had stellar kinematic information available.
Furthermore, if we apply a morphological dependent stellar mass
fraction, fs (cf. Dutton et al. 2010; see Section 4.3.1), this would
increase the observed trend in Fig. 9. Finally, Fall & Romanowsky
(2013) find that the strength of the j-morphology trend is increased
when using colour-dependent mass-to-light ratios as opposed to the
fixed mass-to-light ratios used in Romanowsky & Fall (2012). This
effect would also strengthen our conclusion on the existence of a
specific angular momentum–morphology trend at z ≈ 1.
To investigate the specific angular momentum morphology con-
nection further we performed a visual inspection of the broad-band
images for the galaxies with the lowest and highest specific angu-
lar momentum for their mass (see Fig. 8). We considered only the
targets with HST imaging (see Section 3.1.1), where visual classifi-
cation is possible. To avoid any underlying mass dependencies, we
split the sample into three mass bins of 9.7 ≤ log (M[M]) < 10.0;
10.0 ≤ log (M[M]) < 10.3 and 10.3 ≤ log (M[M]) < 10.6.
In each mass bin we looked at the images for the targets with the
lowest specific angular momentum for their mass and those with
the highest specific angular momentum for their mass (i.e. lowest
and highest 	log js values). In Fig. 10 we show the six highest and
six lowest for each mass bin. The galaxies with the lowest spe-
cific angular momentum for their mass exhibit small round ‘bulge’
dominated morphologies, whilst those with the highest specific an-
gular momentum for their mass show morphologies dominated by
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Figure 10. I-band HST images for the six lowest (lower panels) and six highest (upper panels) specific angular momentum for a given stellar mass [i.e. 	log (js);
see Section 4.4] in three narrow stellar mass bins (columns). The inset numbers in each panel show the 	log (js) values (upper left) and rotational velocity
(bottom left) for each target. For a given stellar mass, z ≈ 0.9 galaxies with the highest specific angular momentum result in disc-dominated morphologies,
whilst those with the lowest specific angular momentum are bulge dominated. These results imply that a momentum–mass–morphology relationship is already
in place by this epoch.
large discs. These qualitative results are consistent with our more
quantitative analyses, described above, using the Se´rsic indices.
In the context of the simple model outlined in Section 4.3.1 the
interpretation here is that galaxies with lower specific angular mo-
mentum with respect to the halo (i.e. lower fj = js/jhalo values) and/or
with lower halo spins (λ) result in earlier-type morphologies, i.e.
more dominant ‘bulges’. This is in agreement with the conclusions
based on local galaxies of Fall & Romanowsky (2013), who sug-
gest that fj is eight times larger for z = 0 discs compared to z = 0
ellipticals following similar assumptions to those outlined here. Fur-
thermore, it is also in qualitative agreement with numerical model
predictions (e.g. Teklu et al. 2015; Zavala et al. 2016). Overall, if
the specific angular momentum is indeed the fundamental driver
of the Hubble sequence of morphological type (e.g. Romanowsky
& Fall 2012; Obreschkow & Glazebrook 2014) our results are in
agreement with a model in which the Hubble sequence was already
in place, or at least being formed, by z ≈ 1 (see e.g. van den Bergh
et al. 1996; Simard et al. 1999; Bell et al. 2004; Cassata et al. 2007;
Lee et al. 2013).
5 C O N C L U S I O N S
We have presented new measurements and results based on IFU
data of ≈600 Hα-detected z = 0.6–1.0 star-forming galaxies that
were observed as part of KROSS (Stott et al. 2016). These sources
are representative of log (M[M]) ≈ 9–11 star-forming galaxies
at this redshift. Using a combination of broad-band imaging and
our IFU data we have made measurements of inclination angles,
half-light radii, morphological and kinematic position angles, rota-
tional velocities, intrinsic velocity dispersions and specific angular
momentum. Our main conclusions are as follows.
(i) The sample is dominated by galaxies that have rotationally
dominated gas kinematics, with rotational velocities that are greater
than their intrinsic velocity dispersion. We measure vC/σ 0 > 1 for
81 ± 5 per cent of the sources in our sample that have spatially
resolved velocity measurements.
(ii) For the rotationally dominated systems we find a corre-
lation between rotational velocity and mass (i.e. the inverted
stellar mass TFR) that is consistent with z = 0 discs with
log v = 2.12 ± 0.04 + (0.33 ± 0.11)[log (M/M) − 10.1]. The
dispersion-dominated systems scatter below this trend (Fig. 6).
(iii) The specific angular momentum (angular momentum di-
vided by stellar mass; js) at z ≈ 1 is related to stellar mass following
log js = 2.59 ± 0.04 + (0.6 ± 0.2)[log (M[M]) − 10.1].
(iv) The observed scaling relationship, js ∝ M0.6±0.2 , is in agree-
ment with local discs and the scaling relationship between angular
momentum and mass expected for dark matter, i.e. jDM ∝ M2/3DM
(Fig. 7). This implies little mass dependence on the conversion be-
tween halo angular momentum and galaxy angular momentum, on
average, for this sample.
(v) The normalization of the js–M relationship is ≈0.2–0.3 dex
lower in our sample compared to z = 0 disc galaxies (Fig. 7). A
difference in galaxy sizes, for a fixed stellar mass, is the primary
driver of this evolution as js ∝ RDvC and we do not observe an
evolution in the rotational velocity–mass relationship.
(vi) In the context of an idealized isothermal halo model, with
fixed spin parameter, λ = 0.035, the median ratio of specific angular
momentum between the galaxy and halo is js/jhalo ≈ 50–60 per cent
for the rotationally dominated KROSS galaxies (Fig. 8). These
z ≈ 0.9 galaxies show only a small offset of ≈0.1–0.2 dex to lower
values of this ratio compared to z = 0 discs, despite a significant
difference in host-galaxy properties such as average star formation
rates.
(vii) The observed galaxies have less angular momentum with
increasing Se´rsic index at a fixed stellar mass, with a factor of ≈3
decrease in average js between n = 1 and n = 3 (Fig. 9). Further-
more, the sources with the highest specific angular momentum at
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any given mass have the visually most disc-dominated morpholo-
gies (Fig. 10). This reveals that angular momentum may be key
in determining a galaxy’s morphology and an angular momentum–
mass–morphology relationship is already in place by z ≈ 1.
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A P P E N D I X A : C ATA L O G U E
With this paper we release a catalogue of raw and derived values for
the 586 Hα-detected targets. This is available in electronic format
at http://astro.dur.ac.uk/KROSS, where later releases and updates
will also be placed. The full version of Fig. 2 and the Hα emission-
line profiles for all detected targets are also available at the same
location. In Table A1 we describe the columns of the catalogue
released with this paper.
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Table A1. Details of the columns provided in the public release of the KROSS catalogue associated with this paper. We note that the quoted errors are
conservative and take into account systematic uncertainties due to the methods applied and effects due to the varying quality of data across the sample (see
details in Section 3).
Descriptions of Columns
Number Name Units Description
1 ID KROSS ID
2 Name Object name
3 RA Right ascension (J2000)
4 Dec. Declination (J2000)
5 K_AB K-band magnitude (AB)
6 R_AB r-band magnitude (AB)
7 Z_AB z-band magnitude (AB)
8 M_H Absolute H-band magnitude
9 MASS M Stellar mass, scaled from MH with a fixed mass-to-light ratio
10 VDW12_N Se´rsic index n from van der Wel et al. (2012)
11 IM_TYPE Band of broad-band image used in the analyses
12 QUALITY_FLAG Quality flag for the data:
Quality 1: Hα-detected, spatially resolved and both θ im and R1/2 were measured from the broad-band
Quality 2: Hα-detected and spatially resolved but θ im was fixed (see THETA_FLAG) and/or R1/2 was
estimated from the kinematic (see R_FLAG)
Quality 3: Hα detected and resolved in the IFU data but only an upper limit on R1/2
Quality 4: Hα detected but unresolved in the IFU data
13 PA_IM degrees Positional angle of the broad-band image, PAim
14–15 R_IM kpc Deconvolved continuum half-light radii, R1/2, from the image and error
16 R_FLAG If =1 then R1/2 is an upper limit, if =0.5 then R1/2 was estimated using a fit to the kinematic data
17 B_O_A The observed axis ratio b/a from the broad-band image
18–19 THETA_IM degrees The inferred inclination angle, θ im, with error. If θ im < 25 then excluded from the analyses
20 THETA_FLAG If =1 then the inclination angle was fixed to 53◦ ± 18
21 Z Redshift from Hα
22 F_HA erg s−1 cm−2 Observed aperture Hα flux
23 L_HA erg s−1 Observed Hα luminosity with a factor of ×1.5 aperture correction applied
24 SFR M yr−1 Inferred star formation rate from Hα luminosity and applying an Av correction
25 SIGMA_TOT km s−1 Velocity dispersion σ tot from the galaxy-integrated (aperture) spectrum
26 AGN_FLAG If =1 AGN emission affecting the emission-line properties and are excluded from the final analyses
27 IRR_FLAG If =1 unphysical measurements for the rotational velocities and/or the half-light radii
and are excluded from the final analyses
28 VEL_PA degrees Position angle of the major kinematic axis, PAvel
29 V22_OBS km s−1 Observed velocity measured at 1.3 R1/2 (i.e. ≈2.2 RD), v2.2
30 V22 km s−1 Intrinsic v2.2 after inclination and beam-smearing corrections
31 VC_OBS km s−1 Observed velocity measured at 2 R1/2 (i.e. ≈3.4 RD), vC
32–34 VC km s−1 Intrinsic vC after inclination and beam-smearing corrections, with lower and upper errors
35 EXTRAP_FLAG If =1, vC extrapolated >2 pixels beyond the extent of the data, if =2 then vC was estimated by scaling σ tot
36 KIN_TYPE Kinematic classification: RT+ ‘gold’ rotationally dominated; RT: rotationally dominated;
DN: dispersion dominated; X: IFU data are spatially unresolved;
37–39 JS km s−1 kpc Specific angular momentum, js, with lower and upper errors. Negative values correspond to upper limits
40 JN km s−1 kpc Specific angular momentum, jn, using individual n values
This paper has been typeset from a TEX/LATEX file prepared by the author.
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