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RUBIO DE FRANCIA’S EXTRAPOLATION THEORY:
ESTIMATES FOR THE DISTRIBUTION FUNCTION
MARI´A J. CARRO∗, JAVIER SORIA∗, AND RODOLFO H. TORRES∗∗
Abstract. Let T be an arbitrary operator bounded from Lp0(w) into Lp0,∞(w)
for every weight w in the Muckenhoupt class Ap0 . It is proved in this article
that the distribution function of Tf with respect to any weight u can be es-
sentially majorized by the distribution function of Mf with respect to u (plus
an integral term easy to control). As a consequence, well-known extrapolation
results, including results in a multilinear setting, can be obtained with very
simple proofs. New applications in extrapolation for two-weight problems and
estimates on rearrangement invariant spaces are established too.
1. Introduction
In 1984, J.L. Rubio de Francia [25] proved that if T is a sublinear operator such
that T is bounded on Lr(w) for every w in the Muckenhoupt class Ar (r > 1)
with constant only depending on
‖w‖Ar = sup
Q
(
1
|Q|
∫
Q
w
)(
1
|Q|
∫
Q
w−1/(r−1)
)r−1
,
where the supremum is taken over all cubes Q, then for every 1 < p < ∞, T
is bounded on Lp(w) for every w ∈ Ap with constant only depending on ‖w‖Ap.
Since then, many interesting papers concerning this topic have been published
(see for example [12, 9, 10]). From those results, it is now known that, in fact,
the operator T plays no role. That is, if (f, g) are two functions such that for
some p0 ≥ 1, ∫
Rn
gp0(x)w(x)dx ≤ C
∫
Rn
f p0(x)w(x)dx, (1.1)
for every w ∈ Ap0, with C depending on ‖w‖Ap0 , then for every 1 < p <∞∫
Rn
gp(x)w(x)dx ≤ C
∫
Rn
f p(x)w(x)dx,
for every w ∈ Ap and C depending on ‖w‖Ap. From here it follows, for example,
the so-called weak type version of Rubio de Francia theorem; that is, if T is an
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operator such that T is bounded from Lr(w) into Lr,∞(w) for every w in the
Muckenhoupt class Ar (r > 1), with constant only depending on ‖w‖Ar , then
T is bounded from Lp(w) into Lp,∞(w) for every w ∈ Ap, with constant only
depending on ‖w‖Ap.
We want to emphasize here that the classical situation is to extrapolate from
a strong-type estimate to a strong-type estimate, while the main applications in
this paper are to extrapolate from a weak-type estimate to a weak-type estimate.
However, we recover the strong type boundedness, as in the classical case, by
interpolation.
The extrapolation theory has also been generalized to the case of weights in
A∞ = ∪p>1Ap, and many consequences have been derived from them.
In fact, the reason why an inequality of the form (1.1) is so interesting is
because there are many important operators T in Harmonic Analysis and Partial
Differential Equations, such as the Hardy-Littlewood maximal operator, singular
integrals, commutators, etc., satisfying that
T : Lp(u) −→ Lp(u)
is bounded for every u ∈ Ap, and hence the pair (f, Tf) satisfies (1.1) for every
f and every u ∈ Ap. Also, if M is the Hardy-Littlewood maximal operator and
T is a Caldero´n-Zygmund operator, it is known (see [7, 8]) that∫
Rn
|Tf |p(x)u(x)dx ≤ C
∫
Rn
|Mf |p(x)u(x)dx,
for every u ∈ A∞, and hence the couple (Mf, Tf) satisfies (1.1) for every f and
every u ∈ A∞.
Moreover, since the class of weights in the Muckenhoupt class is so large, an
inequality of the form (1.1) contains a lot of information which can be applied to
obtain the boundedness in many other function spaces, as it has been recently
shown in [12]. The main results in that paper deal with the boundedness on re-
arrangement invariant spaces (with or without weights) and since in these spaces
one has to measure essentially the level set {x; g(x) > y}, it is quite natural to ask
if there is some connection between the distribution function of g, with respect
to any measure, and the function f .
The goal of this paper is to prove this connection. In fact, as was mentioned
before, we start with a weaker condition than (1.1), which is more natural for
our purpose, namely
‖g‖Lp0,∞(u) ≤ ϕ(||u||Ap0)‖f‖Lp0 (u),
for every u ∈ Ap0 (we will also consider the cases u ∈ A∞ or u ∈ A1), with
ϕ a function locally bounded; that is, ϕ satisfies that, for every M , CM =
sup0<t<M ϕ(t) <∞.
This condition is the standard one in all the results concerning extrapolation
and it will be assumed all over the paper (see, for example, [16]).
3With these estimates (see (2.2), (2.3), and (2.4)) we can prove the weak type
version of Rubio de Francia’s extrapolation results and many others, including
new boundedness properties of operators on different kind of spaces. Also, we
can deduce the boundedness of operators for two weights even in the off-diagonal
case. We do not pretend to give new proofs of all the results already known in
the literature, but we shall emphasize those that, as far we are concerned, are
new or whose proofs are much shorter. In particular, our proof of the classical
Rubio de Francia’s extrapolation is shorter than previous ones because it is the
same proof for every p; that is, we do not need to make a difference between the
cases p < p0 and p > p0.
We shall use the Hardy-Littlewood maximal operator
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)|dy,
and, for each 0 < µ < 1, Mµf(x) =
(
M(f 1/µ)(x)
)µ
(usually, in the literature,
this operator is denoted as M1/µ). The distribution function of g, with respect
to a positive locally integrable function u, is denoted by
λug (y) = u({x; g(x) > y}).
We refer to [2] for other definitions and results concerning distribution functions,
the decreasing rearrangement function f ∗ and rearrangement invariant spaces,
and to [15] for well-known results on weights and boundedness of operators in
weighted Lebesgue spaces. The notation A . B will denote an inequality of
the form A ≤ CB, where the constant C is independent of the fundamental
parameters in A and B.
Acknowledgement: We want to thank Javier Duoandikoetxea for many useful
comments and remarks which have improved the final version of the paper. In
particular, he brought to our attention papers [21] and [22], and we owe him
Remark 3.6.
2. Main results on distribution functions
In all the results that follow, we may assume, without loss of generality and
by a simple approximation argument, that g is a bounded function with com-
pact support: just take gN(x) = g(x)χ{x∈B(0,N);|g(x)|≤N} and then make N → ∞
(Fatou’s lemma gives the result). Observe that under these hypothesis:
λug (y) <∞, for all y > 0. (2.1)
2.1. Classical case.
Theorem 2.1. Let f and g be two positive functions such that, for every w ∈ Ap0
with 1 < p0 <∞, we have that
‖g‖Lp0,∞(w) ≤ ϕ(‖w‖p0)‖f‖Lp0(w), (2.2)
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with ϕ a locally bounded function. Then, for every 0 ≤ α < p0−1, every 0 < µ < 1
and every positive locally integrable function u
λug (y) . λ
u
Mf(y) +
1
yp0−α
∫
Rn
f p0−α(x)Mµ(uχ{g>y})(x)dx.
Proof. For every α ≥ 0,
λug(y) ≤ λ
u
Mf(y) + u({x; g(x) > y, Mf(x) ≤ y})
= λuMf(y) +
1
yp0
yp0
∫
{g(x)>y,Mf(x)≤y}
u(x)dx
≤ λuMf(y) +
1
yp0
yp0
∫
{g(x)>y}
( y
Mf(x)
)α
u(x)dx
≤ λuMf(y) +
1
yp0−α
yp0
∫
{g(x)>y}
(Mf(x))−αMµ(uχ{g>y})(x)dx.
Now, if Mµ(uχ{g>y})(x) =∞ in a set of positive measure, the result is trivial.
Otherwise, if α < p0 − 1, then v(x) = (Mf(x))
−αMµ(uχ{g>y})(x) ∈ Ap0, with
‖v‖Ap0 .
(
p0 − 1− α
)1−p0
1
1−µ
, and hence we can apply the hypothesis to get
λug (y) . λ
u
Mf(y) +
1
yp0−α
∫
Rn
f p0(x)(Mf(x))−αMµ(uχ{g>y})(x)dx
. λuMf(y) +
1
yp0−α
∫
Rn
f p0−α(x)Mµ(uχ{g>y})(x)dx.

The next result will allow us to include the case p0 = 1 and α = p0 − 1 in the
previous theorem.
Theorem 2.2. Let f and g be two positive functions such that (2.2) holds for
every w ∈ Ap0, for some 1 ≤ p0 < ∞. Then, for every 0 < µ < 1, every
0 < δ < 1, and every positive locally integrable function u
λug (y) . cp0λ
u
Mδf
(y) +
1
y
∫
Rn
f(x)Mµ(uχ{g>y})(x)dx, (2.3)
where cp0 = 1 if p0 > 1 and 0 if p0 = 1.
Proof. If p0 > 1 the proof is completely similar to the previous one, except that
now we work with Mδ instead of M and hence we can take α = p0 − 1.
On the other hand, if p0 = 1, then
λug (y) = u({x; g(x) > y}) ≤
y
y
∫
{g(x)>y}
Mµ(uχ{g>y})(x)dx
≤
ϕ
(
C
1−µ
)
y
∫
Rn
f(x)Mµ(uχ{g>y})(x)dx.
5
As mentioned in the introduction, there are also extrapolation results for A∞
weights. In this case, we have a similar estimate for the distribution function in
which the parameter α can be taken up to the value p0.
Theorem 2.3. Let f and g be two positive functions such that (2.2) holds for
every w ∈ A∞. Then, for every 0 ≤ α ≤ p0, every 0 < µ < 1, every r > 0, and
every positive locally integrable function u,
λug (y) . λ
u
Mrf (y) +
1
yp0−α
∫
Rn
f p0−α(x)Mµ(uχ{g>y})(x)dx. (2.4)
Proof. In this case the weight v(x) = (Mrf(x))
−αMµ(uχ{g>y})(x) ∈ A∞, for
every α ≥ 0, and ‖v‖A∞ . Cr,µ,α. Hence we get easily the result as in the proof
of Theorem 2.1. 
The hypothesis of Theorem 2.3 is satisfied by the following couples:
(i) (Mf, Tf), with T any Caldero´n-Zygmund operator (see [7, 8]).
(ii) (M2f, Cbf), where M
2 is the second iteration ofM , Cbf(x) = T (bf)(x)−
bTf(x) is the commutator of any Caldero´n-Zygmund operator T , and
b ∈ BMO. Similarly for the higher order commutator (Mm+1f, Cmb f)
(see [23]).
(iii) (Mαf, Iαf), withMα the fractional maximal operator and Iα the fractional
integral, with 0 < α < n and n is the dimension (see [20]).
In fact, if the function f in the previous theorem satisfies that, for some 0 <
β < 1, fβ ∈ A1, then the term λ
u
Mrf
(y) in (2.4) can be substituted by λuf(y). This
observation can be applied to the couple of example (i) to obtain the following
result.
Corollary 2.4. For every Caldero´n-Zygmund operator T , every 0 < µ < 1 and
every 0 < q <∞,
λuTf(y) . λ
u
Mf(y) +
1
yq
∫
Rn
(Mf)q(x)Mµ(uχ{|Tf |>y})(x)dx.
All the previous expressions are very useful to prove the boundedness of T
on several function spaces. Moreover, the fact that no condition is imposed on
the function u allows us to obtain boundedness results for two weights and off-
diagonal which, as far as we know, are new.
2.2. Multilinear case. In this Section, we shall be dealing with extrapolation
results for multilinear operators (see [17]). In fact, the operator T plays no role
and hence everything could be formulated for a triple (f1, f2, g).
We shall give a distribution formula in the case 1 ≤ p1 ≤ p2, but a similar
result can be proved if 1 ≤ p2 ≤ p1.
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Theorem 2.5. Let T be an operator such that
T : Lp1(w1)× L
p2(w2) −→ L
p,∞(w)
is bounded, for every w1 ∈ Ap1 and every w2 ∈ Ap2, with 1 ≤ p1 ≤ p2,
1
p
=
1
p1
+
1
p2
, w = w
p/p1
1 w
p/p2
2 .
Then, for every 0 < µ < 1, every v ∈ A1, every u1, u2 and u = u
ν1
1 u
ν2
2 , we have
that
λuT (f1,f2)(y) . λ
u
Mρf1Mρf2(y)
+
1
yp/p1
[(∫
Rn
f1(x)Mµ(u
β1
1 u
β2
2 χ{|T (f1,f2)|>y})(x)dx
)p/p1
×
(∫
Rn
f2(x)
p2/p1vsMµ(v
−suγ11 u
γ2
2 χ{|T (f1,f2)|>y})(x)dx
)p/p2]
,
where 0 < ρ < 1, s = (1− p2)
(
1−
p′2
p′1
)
, β1
p
p1
+ γ1
p
p2
= ν1, and β2
p
p1
+ γ2
p
p2
= ν2,
(if p1 = p2 = 1, then
p′2
p′1
= 1 and s = 0.)
Proof. Let g = T (f1, f2). Then, for every α ≥ 0
λug (y) ≤ λ
u
Mρf1Mρf2(y) + u({x; g(x) > y, Mρf1(x)Mρf2(x) ≤ y})
= λuMρf1Mρf2(y) +
∫
{g(x)>y,Mρf1(x)Mρf2(x)≤y}
u(x)dx
≤ λuMρf1Mρf2(y) +
∫
{g(x)>y}
( y
Mρf1(x)Mρf2(x)
)α
u(x)dx
≤ λuMρf1Mρf2(y)
+
yp
yp−α
∫
{g>y}
v
sp
p2
(
Mµ(u
β1
1 u
β2
2 χ{g>y})
)p/p1(Mµ(v−suγ11 uγ22 χ{g>y}))p/p2
(Mρf1)α(Mρf2)α
dx.
Now, if we take α = p
p′1
, we have that
v1(x) = (Mρf1(x))
−αp1
p Mµ(u
β1
1 u
β2
2 χ{g>y})(x) ∈ Ap1 ,
and also by definition of s,
v2(x) = (Mρf2(x))
−αp2
p v(x)sMµ(v
−suγ11 u
γ2
2 χ{g>y})(x)
=
(
(Mρf2(x))
−p2
p′
1
(1−p2)v(x)
1−
p′2
p′
1
)1−p2
Mµ(v
−suγ11 u
γ2
2 χ{g>y})(x)
=
[
(Mρf2(x))
p′2
p′1 v(x)
1−
p′2
p′1
]1−p2
Mµ(v
−suγ11 u
γ2
2 χ{g>y})(x) ∈ Ap2 ,
7since clearly the weight between brackets is in A1. Hence, we can apply the
hypothesis to get
λug (y) ≤ λ
u
Mρf1Mρf2
(y)
+
1
yp−α
[(∫
Rn
f p11 (x)(Mρf1(x))
1−p1Mµ(u
β1
1 u
β2
2 χ{g>y})(x)dx
)p/p1
×
(∫
Rn
f p22 (x)(Mρf2(x))
−p2
p′1 vs(x)Mµ(v
−suγ11 u
γ2
2 χ{g>y})(x)dx
)p/p2]
,
from which the result follows. 
2.3. Two weights case. Concerning the boundedness of the Hardy-Littlewood
maximal operator with two weights, it is known that, if p ≥ 1, then
M : Lp(u) −→ Lp,∞(v),
if and only if (u, v) ∈ Ap; that is,
‖(u, v)‖Ap =
(
1
|Q|
∫
Q
v
)(
1
|Q|
∫
Q
u1−p
′
)p−1
<∞,
and that this condition is not sufficient for the strong boundedness.
In fact (see [13]), it is very easy to see that the couple
((Mw0)w
1−p
1 , w0(Mw1)
1−p) ∈ Ap, (2.5)
for every locally integrable functions w0 and w1, and hence if the Ap condition
were sufficient for the strong boundedness, we would have that, for every locally
integrable w ∫
Rn
Mf(x)p(Mw)1−p(x)(x) ≤
∫
Rn
f(x)pw1−p(x)dx,
which, taking w = f , would imply that M : L1 −→ L1, which is a contradiction.
Observe that by changing, for example, u by u/‖(u, v)‖Ap we can always assume
that ‖(u, v)‖Ap = 1.
In [21], some extrapolation results were proved for weights (u, v) ∈ Ap. The
distribution formula in this case is the following.
Theorem 2.6. Let f and g be two positive functions such that, for some 1 ≤
p0 <∞ and for every (u1, u2) ∈ Ap0, with ‖(u1, u2)‖Ap0 = 1,
‖g‖Lp0,∞(u2) ≤ ‖f‖Lp0(u1).
Then, for every positive locally integrable function u,
λug (y) ≤ cp0λ
u
Mf (y) +
1
y
∫
Rn
f(x)M(uχ{g>y})(x)dx, (2.6)
and cp0 = 1 if p0 > 1 and 0 if p0 = 1.
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Proof. Using (2.5) we have that if p0 > 1,
λug (y) ≤ u({x;Mf(x) > y}) + u({x; g(x) > y,Mf(x) ≤ y})
≤ λuMf(y) +
∫
{g(x)>y}
(
y
Mf(x)
)p0−1
uχ{g>y}(x)dx
≤ λuMf(y) +
yp0
y
∫
{g(x)>y}
Mf(x)1−p0uχ{g>y}(x)dx
≤ λuMf(y) +
1
y
∫
Rn
f p0(x)f(x)1−p0M(uχ{g>y})(x)dx
= λuMf(y) +
1
y
∫
Rn
f(x)M(uχ{g>y})(x)dx.
The case p0 = 1 is completely similar. 
3. Applications
We use the estimates shown in Section 2 to give very direct proofs of some
already known results, including the (weak type) Rubio de Francia’s extrapolation
theorem, and to prove new ones in the setting of two weights inequalities.
3.1. Rubio de Francia’s extrapolation results:
Extrapolation for Ap weights
Theorem 3.1. Let f and g be two positive functions such that (2.2) holds for
some 1 ≤ p0 <∞ and for every w ∈ Ap0. Then, for every 1 < p <∞ and every
w ∈ Ap,
‖g‖Lp,∞(w) ≤ Cw‖f‖Lp(w). (3.1)
Proof. Let us prove (3.1) by using Theorem 2.2. By (2.3) we have, for u = w ∈ Ap,
λwg (y) . λ
w
Mδf
(y) +
1
y
∫
Rn
f(x)Mµ(wχ{g>y})(x)dx
≤ λwMδf (y) +
1
y
(∫
Rn
f pwdx
)1/p(∫
Rn
Mµ(wχ{g>y})
p′w1−p
′
dx
)1/p′
.
Now, if w ∈ Ap, w
1−p′ ∈ Ap′ and hence, we can take 0 < µ < 1 so that w
1−p′ ∈
Aµp′ . Therefore, we can estimate the last term by(∫
Rn
Mµ(wχ{g>y})
p′w1−p
′
dx
)1/p′
.
(∫
{g>y}
w(x)dx
)1/p′
,
and thus, since there exists 0 < δ < 1 such that w ∈ Aδp,
λwg (y) .
1
yp
‖f‖pLp(w) +
1
yp
‖f‖Lp(w)
(
yp
∫
{g>y}
w(x)dx
)1/p′
.
9Then,
ypλwg (y) . ‖f‖
p
Lp(w) + ‖f‖Lp(w)
(
ypλwg (y)
)1/p′
,
from which it follows, recalling that we may assume g bounded with compact
support and using (2.1), that yλwg (y)
1/p . ‖f‖Lp(w) as we wanted to see. 
From Theorems 2.1 and 3.1, we have the following.
Corollary 3.2. Let f and g satisfy (2.2) for every w ∈ Ap0, with 1 < p0 < ∞.
Then, for every s > 1, every 0 < µ < 1 and every locally integrable positive
function u
λug (y) . λ
u
Mf (y) +
1
ys
∫
Rn
f s(x)Mµ(uχ{g>y})(x)dx. (3.2)
We can also obtain a new boundedness result for two weights even in the off-
diagonal case.
Definition 3.3. Given 0 < p, q <∞, we say that a pair of weights (u, v) ∈ Ap,q
if
M : Lp(u) −→ Lq,∞(v),
and we say that (u, v) ∈ Sp,q if
M : Lp(u) −→ Lq(v).
If p = q we will write Sp = Sp,p.
Remarks 3.4. Regarding conditions Ap,q and Sp,q, the following facts are known
(see [4]):
(a) If (u, v) ∈ Ap,q, then
(a.1) u /∈ L1.
(a.2) p ≥ 1.
(a.3) If u = v, then p = q.
(a.4) ‖u−1χQ‖Lp′(u)‖χQ‖Lq(v) . |Q|.
(a.5) The case p = 1 and q < 1 was characterized by Lai (see [18]).
(b) If p < 1 and 0 < q <∞, then Ap,q = ∅.
(c) The condition (v1−q
′
, u1−p
′
) ∈ Sµq′,µp′ was characterized by Sawyer in the
range 1 < p ≤ q <∞ and µq′ > 1 (see [26]).
(d) Other sufficient conditions for (u, v) ∈ Sp can be found in [24].
Theorem 3.5. Let f and g be two positive functions such that (2.2) holds for
some 1 ≤ p0 <∞ and every w ∈ Ap0, and let 1 < p, q <∞. If (u, v) ∈ Aδp,δq for
some 0 < δ < 1 and (v1−q
′
, u1−p
′
) ∈ Sµq′,µp′ for some 0 < µ < 1, then
‖g‖Lq,∞(v) . ‖f‖Lp(u).
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Proof. Since (u, v) ∈ Aδp,δq, it holds that
λvMδf(y) .
‖f‖qLp(u)
yq
,
and since (v1−q
′
, u1−p
′
) ∈ Sµq′,µp′∫
Rn
f(x)Mµ(vχ{g>y})(x)dx . ‖f‖Lp(u)
(∫
Rn
Mµ(vχ{g>y})
p′u1−p
′
(x)dx
)1/p′
. ‖f‖Lp(u)λ
v
g(y)
1/q′.
Then using (2.3) we get the result. 
Remark 3.6. In the case p = q the previous result is trivial since, under the
assumed hypothesis it can be proved that there exists s > 1 such that M :
Lp(us)→ Lp(vs) and hence (see [22, 14]) there exists w ∈ Ap such that v . w . u.
Theorem 3.7. Let f and g be two positive functions such that (2.2) holds for
some 1 ≤ p0 <∞ and every w ∈ Ap0, and let q < 1 < p and v ∈ L
1. If
(a) (u, v) ∈ Aδp,δq, for some 0 < δ < 1, and Mµ(v) ∈ L
p′(u1−p
′
), for some
0 < µ < 1,
or
(b) (u, v) ∈ Ap,q and there exists 1 < s < p such that Mµ(v) ∈ L
p
p−s (u1−
p
p−s ),
for some 0 < µ < 1,
then
‖g‖Lq,∞(v) . ‖f‖Lp(u).
Proof. We only prove (a), since (b) follows similarly using Corollary 3.2. As
before, we have that
∫
Rn
f(x)Mµ(vχ{g>y})(x)dx . ‖f‖Lp(u)
(∫
Rn
Mµ(vχ{g>y})
p′u1−p
′
(x)dx
)1/p′
.
Now since q < 1, we have by hypothesis that
sup
E
(∫
Rn
Mµ(vχE)
p′u1−p
′
(x)dx
)1/p′
v(E)
1−q
q
≤
(∫
Rn
Mµ(v)
p′u1−p
′
(x)dx
)1/p′
||v||
1−q
q
1 <∞
and hence(∫
Rn
Mµ(vχ{g>y})
p′u1−p
′
(x)dx
)1/p′
. v({g > y})
q−1
q = λvg(y)
q−1
q ,
and the result follows as in Theorem 3.5. 
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Remarks 3.8.
(a) One can immediately see from the proof that the previous theorem holds
for q = 1 without the hypothesis v ∈ L1.
(b) Observe that Theorem 3.1 is a particular case of Theorem 3.5, since if
u = v ∈ Ap, the hypotheses of that theorem hold.
If we consider the case when f = χE , then something more can be said since
it is known (see [4]) that
‖MχE‖Lq,∞(v) ≤ ‖χE‖Lp(u),
for every measurable set E if and only if
v1/q(∪jQj)
u1/p(∪jEj)
. max
|Qj|
|Ej|
, (3.3)
for every finite collection of pairwise disjoint cubes Qj and measurable sets Ej ⊂
Qj . We shall denote condition (3.3) by (u, v) ∈ Rp,q.
Theorem 3.9. Let T be an operator such that
T : Lp0(w) −→ Lp0,∞(w),
for every w ∈ Ap0. Then, for every p > 1,
‖TχF‖Lq,∞(v) ≤ ‖χF‖Lp(u),
for every measurable set F , if the following conditions hold:
(a) Case 1 ≤ q < ∞: (u, v) satisfies (3.3) and for some 0 < µ < 1, some
s > 1 and every measurable sets E and F ,∫
F
Mµ(vχE)(x)dx . v(E)
1− s
qu(F )
s
p ,
or (u, v) ∈ Rδp,δq for some 0 < δ < 1 and for some 0 < µ < 1 and every
measurable sets E and F ,∫
F
Mµ(vχE)(x)dx . v(E)
1
q′ u(F )
1
p .
(b) Case q ≤ 1: v ∈ L1 and either (u, v) ∈ Rp,q and for some s > 1∫
F
Mµ(v)(x)dx . u(F )
s
p ,
or (u, v) ∈ Rδp,δq for some 0 < δ < 1 and∫
F
Mµ(v)(x)dx . u(F )
1
p .
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Proof. Using formula (3.2) with f = χF , we get
λvTχF (y) . λ
v
MχF
(y) +
1
ys
∫
F
Mµ(vχ{|TχF |>y})(x)dx.
Now to prove the first part of (a) we see that by (3.3),
λvMχF (y) .
1
yq
u(F )q/p
and by hypothesis∫
F
Mµ(vχ{|TχF |>y})(x)dx . λ
v
TχF
(y)1−s/qu(F )s/p.
Therefore,
λvTχF (y) .
1
yq
u(F )q/p +
1
ys
λvTχF (y)
1−s/qu(F )s/p,
from which the result follows.
For the second part of (a) we proceed as before but we now use formula (2.3).
To prove (b) we proceed as in a) and we use that since v ∈ L1 and q < s,
λvTχF (y)
1/q . λvTχF (y)
1/s
for every s ≥ 1.

Extrapolation for A∞ weights
Our next theorem is the weak type extrapolation result for weights in A∞,
which can be found in [10].
Theorem 3.10. Let f and g be two positive functions such that (2.2) holds for
every w ∈ A∞. Then, for every 0 < p <∞ and every w ∈ A∞ we have that
‖g‖Lp,∞(w) ≤ Cw‖f‖Lp(w).
Proof. The proof follows using (2.4) with r such that w ∈ Arp.

From this result we can conclude that under the hypothesis of Theorem 3.10
we have that, for every s, r > 0,
λvg(y) . λ
v
Mrf (y) +
1
ys
∫
Rn
f s(x)Mµ(vχ{g>y})(x)dx, (3.4)
and hence:
Theorem 3.11. Let f and g be two positive functions such that (2.2) holds for
every w ∈ A∞, for some 1 ≤ p0 <∞. Then, for every 1 ≤ p <∞ we have that
‖g‖Lq,∞(v) . ‖f‖Lp(u),
if (u, v) ∈ Ap,q and one the following condition holds:
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(a) there exists 0 < s < min(p, q) such that (v1−
q
q−s , u1−
p
p−s ) ∈ Sµ q
q−s
,µ p
p−s
, for
some 0 < µ < 1,
(b) q ≤ 1 and Mµ(v) ∈ L
p
p−q (u1−
p
p−q ), for some 0 < µ < 1.
Proof. (a) follows as usual using (3.4) with r = 1 and (b) with r = 1 and s =
q. 
Extrapolation for multilinear operators
We give as an application the weak extrapolation result proved in [17]. In
Section 4 we shall give the strong-type version.
Theorem 3.12. Let T be an operator such that, for some p1, p2 ≥ 1 and
1
p
=
1
p1
+
1
p2
we have that
T : Lp1(w1)× L
p2(w2) −→ L
p,∞(w)
is bounded for every w1 ∈ Ap1 and every w2 ∈ Ap2, where w = w
p/p1
1 w
p/p2
2 . Then,
for every q1, q2 > 1,
1
q
=
1
q1
+
1
q2
, w = w
q/q1
1 w
q/q2
2
with w1 ∈ Aq1 and every w2 ∈ Aq2 we have that
T : Lq1(w1)× L
q2(w2) −→ L
q,∞(w)
is bounded.
Proof. We can assume, without loss of generality, that p1 ≤ p2 and also by
truncating T (f1, f2) if necessary we can assume that, for every y > 0,
λwT (f1,f2)(y) <∞.
The proof follows two steps. First, we see that the result is true for q1 = q2 = p2
and then we extrapolate from this diagonal point to any other. We shall use the
distribution formula of Theorem 2.5.
Let w1, w2 ∈ Ap2 and w = w
1/2
1 w
1/2
2 . Let us start by estimating∫
Rn
f1(x)Mµ(w
β1
1 w
β2
2 χ{|T (f1,f2)|>y})(x)dx
≤
(∫
Rn
f p21 w1dx
)1/p2(∫
Rn
Mµ(w
β1
1 w
β2
2 χ{|T (f1,f2)|>y})(x)
p′2w
1−p′2
1 dx
)1/p′2
.
Now, if w1 ∈ Ap2 , then w
1−p′2
1 ∈ Ap′2 and then w
1−p′2
1 ∈ Aµp′2 , for some 0 < µ < 1.
Therefore, we can estimate the last term by(∫
{T (f1,f2)>y}
w1(x)
β1p′2+1−p
′
2w2(x)
β2p′2dx
)1/p′2
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and hence we have to choose the parameters involved in such a way that
β1p
′
2 + 1− p
′
2 =
1
2
, β2p
′
2 =
1
2
. (3.5)
Now, we deal with the second term in Theorem 2.5,∫
Rn
f2(x)
p2/p1v(x)sMµ(v
−swγ11 w
γ2
2 χ{|T (f1,f2)|>y})(x)dx
≤
(∫
Rn
f2(x)
p2w2(x)dx
)1/p1
×
(∫
Rn
w2(x)
1−p′1v(x)sp
′
1Mµ(v
−swγ11 w
γ2
2 χ{|T (f1,f2)|>y})(x)
p′1dx
)1/p′1
.
Since w2 ∈ Ap2 , we have that there exist two weights in A1 such that w2 =
w1−p22,1 w2,2. Let us take v = w2,1. Then, by definition of s in Theorem 2.5,
w2(x)
1−p′1v(x)sp
′
1 = w2,1(x)
(1−p2)(1−p′1)w2,2(x)
1−p′1w2,1(x)
sp′1 = w2,2(x)
1−p′1w2,1(x),
and consequently w2(x)
1−p′1v(x)sp
′
1 ∈ Ap′1 . Therefore, we can estimate the last
term by (∫
{|T (f1,f2)|>y}
w2(x)
1−p′1w
p′1γ1
1 w
p′1γ2
2 dx
)1/p′1
.
Hence, we have to choose
γ2p
′
1 + 1− p
′
1 =
1
2
, γ1p
′
1 =
1
2
. (3.6)
Since equations (3.5) and (3.6) are compatible with the fact that
βj
p
p1
+ γj
p
p2
=
1
2
,
we obtain, by Theorem 2.5, that
λwT (f1,f2)(y) . λ
w
Mρf1Mρf2
(y)
+
1
yp/p1
(∫
Rn
f p21 w1dx
) p
p1p2
(∫
Rn
f p22 w2dx
) p
p1p2
λwT (f1,f2)(y)
1− 2p
p1p2 ,
from which we easily obtain, taking ρ sufficiently near 1 to have that w1 ∈ Aρp1
and w2 ∈ Aρp2, that
T : Lp2(w1)× L
p2(w2) −→ L
p2/2,∞(w),
is bounded and the first step is finished.
Now, we have to extrapolate from the diagonal point (p2, p2) to any other point.
In this case, we proceed exactly as before. In fact, this case is easier since the
parameter s in Theorem 2.5 is zero.
Taking now
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β1q
′
1 + 1− q
′
1 =
q
q1
, β2q
′
1 =
q
q2
γ2q
′
2 + 1− q
′
2 =
q
q2
, γ1q
′
2 =
q
q1
,
we only have to see that these equations are compatible with the fact that, in
this case,
βj + γj = 2
q
qj
,
which is easy to see. 
Remark 3.13. From the above result and applying Theorem 2.5, we can deduce
(taking p1 = p2 = 2) that under the hypothesis of Theorem 3.12, we have that,
for every 0 < µ < 1, every u1, u2 and u = u
ν1
1 u
ν2
2 :
λuT (f1,f2)(y) . λ
u
Mρf1Mρf2(y)
+
1
y1/2
[(∫
Rn
f1(x)Mµ(u
β1
1 u
β2
2 χ{|T (f1,f2)|>y})(x)dx
)1/2
(3.7)
×
(∫
Rn
f2(x)Mµ(u
γ1
1 u
γ2
2 χ{|T (f1,f2)|>y})(x)dx
)1/2]
,
where 0 < ρ < 1,
β1
2
+
γ1
2
= ν1,
β2
2
+
γ2
2
= ν2.
This formula is quite useful to obtain new results concerning the three weights
problem for multilinear operators. We omit the proof since it follows the standard
technique already developed in the linear case.
Definition 3.14. We say that a triple of weights (u1, u2; v) ∈ Ap1,p2 if the oper-
ator M(f1, f2) = M(f1)M(f2) satisfies
M : Lp1(u1)× L
p2(u2) −→ L
p,∞(v),
where 1/p = 1/p1 + 1/p2.
It is easy to see that, for example, if (uj, v) ∈ Apj , then (u1, u2; v) ∈ Ap1,p2.
Theorem 3.15. Let T be a multilinear operator satisfying the hypothesis of The-
orem 3.12 and let q1, q2 > 1. If (u1, u2; v) ∈ Aρq1,ρq2, for some 0 < ρ < 1, and
(v1−q
′
j , u
1−q′j
j ) ∈ Sµq′j , for some 0 < µ < 1 and j = 1, 2, then
‖T (f1, f2)‖Lq,∞(v) . ‖f1‖Lq1 (u1)‖f2‖Lq2 (u2),
where 1/q = 1/q1 + 1/q2.
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Proof. Taking in formula (3.7), u1 = u2 = v = u, νj =
p
pj
, we have that β1 =
γ2 = 1, β2 = γ1 = 0 and obtain:
λvT (f1,f2)(y) . λ
v
Mρf1Mρf2(y)
+
1
y1/2
[(∫
Rn
f1(x)Mµ(vχ{|T (f1,f2)|>y})(x)dx
)1/2
×
(∫
Rn
f2(x)Mµ(vχ{|T (f1,f2)|>y})(x)dx
)1/2]
,
and we now proceed as in the linear case (see Theorem 3.5). 
Extrapolation with two weights
Using (2.6) we can prove the following result for two weights which also holds
in the non-diagonal case, (see [21] for several results in the diagonal case p = q).
Theorem 3.16. Let f and g be two positive functions satisfying the hypothesis
of Theorem 2.6. Then, for every 1 < p, q < ∞ and every (u, v) ∈ Ap,q such that
(v1−q
′
, u1−p
′
) ∈ Sq′,p′, we have that
‖g‖Lq,∞(v) ≤ C‖f‖Lp(u),
with C depending on ‖(u, v)‖Ap.
Proof. Using (2.6), if (u, v) ∈ Ap,q,
λvg(y) ≤ λ
v
Mf(y) +
1
y
∫
Rn
f(x)M(vχ{g>y})(x)dx
≤
(
‖f‖Lp(u)
y
)q
+
1
y
‖f‖Lp(u)‖M(vχ{g>y})‖Lp′(u1−p′ )
≤
(
‖f‖Lp(u)
y
)q
+
1
y
‖f‖Lp(u)λ
v
g(y)
1/q′,
from which the result follows. 
3.2. Boundedness of operators defined in Rearrangement Invariant Ba-
nach Function Spaces (RIBFS) with weights.
The results in this subsection are closely related to those proved in [12]. Our
main contribution is that we will only assume that (2.2) holds for every w ∈ Ap0,
which should be compared with the hypothesis made in [12], where the couple of
functions (f, g) satisfies (1.1) for every w ∈ A∞.
Some standard definitions and notations on an rearrangement invariant space
X (r.i. from now on), that we will need are the following (see [2]): X¯ is the
representation space such that ‖f‖X = ‖f
∗‖X¯ , ϕX(t) = ‖χE‖X is the fundamental
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function ofX , where E is any measurable set such that |E| = t. X ′ is the associate
space defined by
‖f‖X′ = sup
‖g‖X≤1
∣∣∣∣
∫
Rn
f(x)g(x)dx
∣∣∣∣.
Also, pX and qX are the lower and upper Boyd-indices defined by
pX = lim
t→∞
log t
log hX(t)
, qX = lim
t→0+
log t
log hX(t)
,
where hX(t) is the norm in X¯ of the dilation operator Dt(f)(s) = f(s/t), 0 <
t <∞. It is easy to see that if X is a Banach space, then
ϕX(t)ϕX′(t) ≈ t. (3.8)
From formula (2.3) we can also obtain results concerning the boundedness of
operators on r.i. spaces with weights. To this end, given an RIBFS X let us
recall that the Hardy-Littlewood maximal operator is bounded in X if and only
if pX > 1 (see [2, Theorem 5.17]). Also, recall that the Marcinkiewicz space is
defined by
‖f‖MX = sup
t>0
f ∗∗(t)ϕX(t).
It is proved in [19] that if X is a quasi-Banach rearrangement-invariant space
with lower Boyd index pX and upper Boyd index qX , and we define the operators
Spf(t) =
(
1
t
∫ t
0
f ∗(s)pds
)1/p
and
S∗qf(t) = t
−1/q
(∫ ∞
t
f ∗(s)qds
)1/q
,
then S : X → X if and only if pX > p and S
∗
q : X → X if and only if qX < q.
Let us now define f ∗w to be the nonincreasing rearrangement of f with respect
to the measure w(x) dx, and
X(w) = {f ; f ∗w ∈ X¯}.
Then the following result follows (see [12] for related questions):
Theorem 3.17. If f and g satisfy (2.2) for every w ∈ Ap0, then, for every
RIBFS X such that 1 < pX ≤ qX <∞, and every w ∈ ApX :
‖g‖MX(w) . ‖f‖X(w),
with constant depending on ‖w‖ApX .
Proof. Since w ∈ ApX , we have that w ∈ Ap for some p < pX and hence it is
known (see [4]) that
(Mf)∗w(t) .
(
1
t
∫ t
0
f ∗w(s)
pds
)1/p
.
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Now, using the result in [19] mentioned above, we have that since p < pX
‖Mf‖X(w) ≤ ‖Spf
∗
w‖X¯ ≤ ‖f
∗
w‖X¯ = ‖f‖X(w);
that is,
M : X(w) −→ X(w).
By taking δ sufficiently near 1 we have the same boundedness for Mδ, and hence
λwMδf(y) . ϕ
−1
X
(
‖f‖X(w)
y
)
.
To estimate the second term in (2.3) we use duality to conclude∫
Rn
f(x)Mµ(wχ{g>y})(x)dx ≤ ‖f‖X(w)‖w
−1Mµ(wχ{g>y})‖X′(w).
Now we claim that
‖w−1Mµ(wχ{g>y})‖X′(w) . ϕX′(λ
w
g (y)), (3.9)
and hence, using (3.8), we get
λwg (y) . ϕ
−1
X
(
‖f‖X(w)
y
)
+
1
y
‖f‖X(w)ϕX′(λ
w
g (y))
. ϕ−1X
(
‖f‖X(w)
y
)
+
1
y
‖f‖X(w)
λwg (y)
ϕX(λwg (y))
,
from which it follows that
‖g‖MX(w) = sup
y>0
yϕX(λ
w
g (y)) . ‖f‖X(w),
as we wanted to see.
To finish the proof we need to prove the claim (3.9). This will be a consequence
of the following more general theorem.

Theorem 3.18. For every RIBFS X such that 1 < pX ≤ qX < ∞ and every
w ∈ ApX , there exists 0 < µ < 1, for which the operator T (g) = w
−1Mµ(wg)
satisfies
T : X ′(w) −→ X ′(w).
Proof. For simplicity, we shall give the proof forM instead ofMµ, but everything
can be immediately checked for Mµ (where µ is chosen appropriately).
First of all we observe that if w ∈ As, then w
1−s′ ∈ As′ and hence we have that
T : Ls
′
(w) −→ Ls
′
(w).
Now, since w ∈ ApX , if q
′
0 > qX , then w ∈ Aq′0 and we can also take q
′
1 < pX
such that w ∈ Aq′1.
Hence, we have that
T : Lq0(w) −→ Lq0(w),
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and also
T : Lq1(w) −→ Lq1(w).
Then
K(Tf, t;Lq0(w), Lq1(w)) . K(f, t;Lq0(w), Lq1(w)),
with K the Peetre K-functional (see [2, Definition 1.1]). Now, it is known that
K(f, t;Lq0(w), Lq1(w)) ≈
(∫ t q1q0q1−q0
0
f ∗w(s)
q0ds
)1/q0
+ t
(∫ ∞
t
q1q0
q1−q0
f ∗w(s)
q1ds
)1/q1
≈ t
q1
q1−q0
(
Sq0f
∗
w(t
q1q0
q1−q0 ) + S∗q1f
∗
w(t
q1q0
q1−q0 )
)
,
(this is a consequence of [2, Theorem 2.1]). Now, observe that, for every decreas-
ing function h
h(t) ≤ Sq0h(t) + S
∗
q1h(t),
and hence, since pX′ > q0 and q1 > qX′ = p
′
X
‖Tf‖X′(w) = ‖(Tf)
∗
w‖X′ ≤ ‖Sq0(Tf)
∗
w + S
∗
q1
(Tf)∗w‖X′
≤ ‖Sq0f
∗
w + S
∗
q1f
∗
w‖X′ . ‖f
∗
w‖X′ = ‖f‖X′(w),
as we wanted to see. 
Remark 3.19. Observe that from the above proof we have, in fact, that if
u ∈ Ap0 and p0 < pX ≤ qX < p1, then X(u) is an interpolation space between
Lp0(u) and Lp1(u) and hence, we could apply Rubio de Francia’s extrapolation
theorem to deduce the following stronger result (see also [11]).
Theorem 3.20. If T is a sublinear operator such that
T : Lp0(w) −→ Lp0,∞(w),
for every w ∈ Ap0, then for every RIBFS X such that 1 < pX ≤ qX < ∞ and
every w ∈ ApX :
T : X(w) −→ X(w).
3.3. Boundedness of operators in Rearrangement Invariant Spaces.
In this Section we consider the case u = 1 and the goal is to prove the bound-
edness on r.i. spaces for an operator T such that
T : Lp0(w) −→ Lp0,∞(w),
for every w ∈ Ap0. Observe that, in this case, using (3.2) and the fact that
Mf ∗(t) ≈
1
t
∫ t
0
f ∗(s) ds,
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we have that, for every s > 1,
λg(y) . λMf(y) +
1
ys
∫ ∞
0
f ∗(t)smin
(λg(y)
t
, 1
)µ
dt, (3.10)
and also, by (2.3)
λg(y) . λMδf (y) +
1
y
∫ ∞
0
f ∗(t)min
(λg(y)
t
, 1
)µ
dt.
The parameter s can be taken bigger than zero if we have the boundedness for
every w ∈ A∞.
Theorem 3.21. Let X be a quasi-Banach r.i. space satisfying that
(i) ϕX′(t) .
t
ϕX(t)
.
(ii) There exists 0 < δ < 1 such that Mδ : X →M
∞(X), where
‖f‖M∞(X) = sup
t>0
tϕX(λf(t)) = sup
s>0
ϕX(s)f
∗(s).
(iii) There exists 0 < µ < 1 such that∥∥∥∥ 1(1 + ·
s
)µ
∥∥∥∥
X¯′
. ϕX′(s).
Then, if (f, g) satisfies (2.2) for some 1 ≤ p0 <∞, we have that
‖g‖M∞(X) . ‖f‖X .
Proof. By conditions (iii) and (i) we have that (the norms are taken with respect
to the t variable):∥∥∥min (s
t
, 1
)µ∥∥∥
X¯′
=
∥∥∥χ(0,s)(t) +
(s
t
)µ
χ(s,∞(t)
∥∥∥
X¯′
. ϕX′(s) +
∥∥∥(s
t
)µ
χ(s,∞(t)
∥∥∥
X¯′
. ϕX′(s) .
s
ϕX(s)
,
and by (ii) λMδf(y) . ϕ
−1
X
(
‖f‖X
y
)
. Hence using formula (2.3) we obtain that
λg(y) . ϕ
−1
X
(
‖f‖X
y
)
+
‖f‖X
y
λg(y)
ϕX(λg(y))
,
from which the result follows. 
Remarks 3.22.
(a) Conditions (i) and (iii) could be replaced by:
(i’) There exists 0 < µ < 1 such that∥∥∥min(s
t
, 1
)µ∥∥∥
X′
.
t
ϕX(t)
.
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(b) Condition (iii) implies that (1 + t)−µ ∈ X¯ ′, which is equivalent to the
embedding (L∞ ∩ L1/µ,∞) ⊂ X ′.
(c) Condition (i) always holds if X is Banach (see (3.8)).
Let us now consider the particular case of weighted Lorentz spaces (see [4]):
Λp(w) =
{
f ; ‖f‖Λp(w) =
(∫ ∞
0
f ∗(t)pw(t)dt
)1/p
<∞
}
,
with 0 < p <∞. In this case
M∞(X) = Λp,∞(w) =
{
f ; ‖f‖Λp,∞(w) = sup
t>0
f ∗(t)W 1/p(t) <∞
}
,
with W (t) =
∫ t
0
w(s)ds.
The boundedness of the Hardy-Littlewood maximal operator on the weighted
Lorentz spaces was first characterized by M.A. Arin˜o and B. Muckenhoupt in [1]
by the condition that w ∈ Bp; that is,
rp
∫ ∞
r
w(t)
tp
dt .
∫ r
0
w(t)dt.
In fact, the result holds true for every p > 0.
This class of weights has many properties in common with the class Ap. In
particular, if w ∈ Bp, there exists ε > 0 such that w ∈ Bp−ε.
Another important condition for us proved in [27] is that, if p > 1, w ∈ Bp if
and only if Λp(w) is a Banach space. Also, several equivalent characterizations
of Bp weights are given in [28].
Theorem 3.23. Let T be an operator such that
T : Lp0(u) −→ Lp0,∞(u),
for every u ∈ Ap0, with constant depending on ‖u‖Ap0 . If
(a) 1 < p <∞, w ∈ Bp, W (∞) =∞ and for some 0 < µ < 1,
(∫ ∞
s
(
t1−µ
W (t)
)p′
w(t)dt
)1/p′
.
s1−µ
W 1/p(s)
, (3.11)
or
(b) 0 < p ≤ 1 and w satisfies that, for some 0 < δ < 1, W 1/p(t)/tδ is quasi-
decreasing and for some 0 < µ < 1, W 1/p(t)/t1−µ is quasi-increasing,
then,
T : Λp(w) −→ Λp,∞(w)
is bounded.
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Proof. (a) Since w ∈ Bp, we have that there exists
1
p
< δ < 1 such that w ∈ Bδp
and hence Mδ : Λ
p(w) −→ Λp,∞(w) (see [4]); that is, condition (ii) on Theo-
rem 3.21 is satisfied. Now, since w ∈ Bp, the space X = Λ
p(w) is Banach and
hence also condition (i) is satisfied.
To study condition (iii) we need to use Sawyer’s formula [27] and sinceW (∞) =
∞, we have that
∥∥∥∥ 1(1 + t
s
)µ
∥∥∥∥
X′
= sup
f↓
∫∞
0
f(t)
(1+ t
s
)µ
dt
(∫∞
0
f p(s)w(s)ds
)1/p
≈
(∫ ∞
0
(s[(1 + t
s
)1−µ − 1
]
W (t)
)p′
w(t)dt
)1/p′
.
Now, since w ∈ Bp (see [28]) we have that
∫ s
0
(s[(1 + t
s
)1−µ − 1
]
W (t)
)p′
w(t)dt ≤
∫ s
0
(
t
W (t)
)p′
w(t)dt .
(
s
W 1/p(s)
)p′
and by (3.11)
(∫ ∞
s
(s[(1 + t
s
)1−µ − 1
]
W (t)
)p′
w(t)dt
)1/p′
. sµ
(∫ ∞
s
(
t1−µ
W (t)
)p′
w(t)dt
)1/p′
.
s
W 1/p(s)
.
Therefore, condition (iii) is satisfied.
(b) Set now 0 < p ≤ 1. Since by hypothesis W
1/p(t)
t
is decreasing we have (see [6])
that
ϕX′(t) = ‖χ(0,t)‖X¯′ = sup
r>0
min(r, t)
W (r)1/p
≈
t
W (t)1/p
,
and hence condition (i) in the previous theorem holds. Now, since 0 < δ < 1
and W 1/p(t)/tδ is quasi-decreasing, it is known that condition (ii) holds (see [4]).
So, it remains to prove condition (iii): Let us consider µ such that W 1/p(t)tµ−1
is quasi-increasing. Then (see [6]):
∥∥∥∥ 1(1 + t
s
)µ
∥∥∥∥
X¯′
= sup
f↓
∫∞
0
f(t)
(1+ t
s
)µ
dt
(∫∞
0
f p(s)w(s)ds
)1/p
≈ sup
r>0
s
(1 + r
s
)1−µ − 1
W 1/p(r)
.
s
W 1/p(s)
,
as we wanted to see.
23

Remarks 3.24.
(i) Given 0 < µ ≤ 1, set
Qµf(t) =
∫ ∞
t
f(s)
sµ
ds
Then, it is known (see [5]) that, for 1 < p <∞,
Qµ : L
p
dec(w) −→ L
p,∞(w)
if and only if (3.11) holds if µ < 1 and if µ = 1
(∫ ∞
s
(
log t
s
W (t)
)p′
w(s)ds
)1/p′
.
1
W 1/p(s)
.
It turns out that this last condition together with w ∈ Bp is necessary and
sufficient for the boundedness on Λp(w) of the Hilbert transform ([27]).
(ii) If 0 < p ≤ 1, the condition that there exists µ such that W 1/p(t)tµ−1 is
quasi-increasing is equivalent to the fact that the operator
Rµf(t) =
1
t1−µ
∫ ∞
t
f(s)
sµ
ds
satisfies
Rµ : L
p
dec(w)→ L
p,∞(w).
To see this, observe that Rµf is decreasing and hence, for every t > 0,
sup
f↓
W 1/p(t)tµ−1
∫∞
t
f(s)
sµ
ds(∫∞
0
f p(t)w(t)dt
)1/p = sup
r>t
W 1/p(t)tµ−1
∫ r
t
s−µds
W 1/p(r)
≈
W 1/p(t)
t1−µ
sup
r>t
r1−µ − t1−µ
W 1/p(r)
,
which is finite by the hypothesis assumed on w.
Using now formula (3.10) with s > 1 in the case of Ap weights and s > 0 in
the case of A∞ weights, we can also prove the following:
Theorem 3.25. Let T be an operator such that
T : Lp0(u) −→ Lp0,∞(u)
for every u ∈ Ap0 with constant depending on ‖u‖Ap0 .
(a) If for some 0 < µ < 1 and some 0 < r < p,∥∥∥min (1, s
t
)µ∥∥∥
Λr(w)∗
. s1/r
′
(3.12)
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and w ∈ Bp if 1 < p <∞ or W
1/p(t)/t is quasi-decreasing if p ≤ 1, then
T : Λp(w) −→ Λp,∞(w)
is bounded.
(b) If the hypothesis holds for every u ∈ A∞, the parameter r in (a) can be taken
0 < r <∞ to obtain the same conclusion.
Proof. Let us take s = p/r in formula (3.10). Then
λg(y) . λMf(y) +
1
ys
∫ ∞
0
f ∗(t)smin
(λg(y)
t
, 1
)µ
dt
.
‖f‖pΛp(w)
yp
+
1
ys
‖f‖sΛp(w)
∥∥∥min(1, λg(y)
t
)µ∥∥∥
Λr(w)∗
and by hypothesis we have that
λg(y) .
‖f‖pΛp(w)
yp
+
1
ys
‖f‖sΛp(w)λg(y)
1
r′
from which the result follows.

Remark 3.26. Condition (3.12) can be estimated as follows (see [3, 27, 5]). Let
0 < s, r <∞, 0 < µ < 1.
(i) If r > 1,
∥∥∥min(1, s
t
)µ∥∥∥
Λr(w)∗
≈
(∫ s
0
(
t
W (t)
)r′
w(t)dt
+sµr
′
∫ ∞
s
(∫ s
0
(
t1−µ
W (t)
)
w(t)dt
)1/r′
.
(ii) If r ≤ 1,∥∥∥min(1, s
t
)µ∥∥∥
Λr(w)∗
≈ max
(
sup
0<r≤s
r
W 1/p(r)
, sup
s<r
sµr1−µ
W 1/p(r)
)
.
4. The strong-type case
In the usual cases treated in the literature, the starting hypothesis is that
‖g‖Lp0(w) ≤ Cu‖f‖Lp0(w), (4.1)
for every w ∈ Ap0. We shall give in this Section very easy proofs of the classical
Rubio de Francia’s extrapolation result both in the linear and in the multilinear
case (see [25] and [17] respectively):
Theorem 4.1. If (4.1) holds, for some p0 > 1 and all w ∈ Apo, then for every
p > 1 and every w ∈ Ap
‖g‖Lp(w) ≤ Cw‖f‖Lp(w).
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Proof. Let w ∈ Ap. Then
∫
Rn
|g(x)|pw(x)dx ≤
∫
{Mδf>g}
|Mδf(x)|
pw(x)dx+
∫
{Mδf≤g}
g(x)pw(x)dx
≤
∫
Rn
|Mδf(x)|
pw(x)dx+
∫
Rn
g(x)p
(
g(x)
Mδf(x)
)p0−1
w(x)dx
= I + II.
The bound for I is clear. For the other term we have
II ≤
∫
Rn
g(x)p0(Mδf)(x)
1−p0Mµ(g
p−1w)(x)dx,
and since (Mδf)
1−p0Mµ(g
p−1w) ∈ Ap0 we can apply the hypothesis to get that
II .
∫
Rn
f(x)p0(Mδf)(x)
1−p0Mµ(g
p−1w)(x)dx
.
∫
Rn
f(x)Mµ(g
p−1w)(x)dx ≤ ‖f‖Lp(w)‖Mµ(g
p−1w)‖Lp′(w1−p′ )
. ‖f‖Lp(w)‖g‖
p−1
Lp(w),
where µ is chosen sufficiently close to 1. Consequently,
‖g‖pLp(w) . ‖f‖
p
Lp(w) + ‖f‖Lp(w)‖g‖
p−1
Lp(w),
from which the result follows. 
Let us see now the multilinear version.
Theorem 4.2. Let 1/p1+1/p2 = 1/p (1 < p1, p2), and let (f1, f2, g) be such that
for every uj ∈ Apj and u = u
p/p1
1 u
p/p2
2 ,
‖g‖Lp(u) ≤ Cu1,u2‖f1‖Lp1 (u1)‖f2‖Lp2 (u2).
Then, for every wj ∈ Aqj and w = w
q/q1
1 w
q/q2
2 , with 1/q1+1/q2 = 1/q (1 < q1, q2),
‖g‖Lq(u) ≤ Cw1,w2‖f1‖Lq1 (w1)‖f2‖Lq2 (w2).
Proof. The proof is an extension of the above proof in the linear case together
with the idea developed in Theorem 3.12 for the weak case.
Let us start assuming that p1 = p2 = 2p and let wj ∈ Aqj and w = w
q/q1
1 w
q/q2
2 .
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∫
Rn
|g(x)|qw(x)dx
≤
∫
{Mδf1Mδf2>g}
(Mδf1(x)Mδf2(x))
qw(x)dx+
∫
{Mδf1Mδf2≤g}
g(x)qw(x)dx
≤
∫
Rn
(Mδf1(x)Mδf2(x))
qw(x)dx+
∫
Rn
g(x)q
(
g(x)
Mδf1(x)Mδf2(x)
) p1−1
2
w(x)dx
= I + II
Now,
II ≤
∫
Rn
gp(Mδf1)
1−p1
2 (Mδf2)
1−p2
2 Mµ(g
q
q′
1wβ11 w
β2
2 )
1/2Mµ(g
q
q′
2wγ11 w
γ2
2 )
1/2dx,
and since (Mδf1)
1−p1Mµ(g
q
q′
1wβ11 w
β2
2 ) ∈ Ap1 and (Mδf2)
1−p2Mµ(g
q
q′
2wγ11 w
γ2
2 ) ∈ Ap2
we can apply the hypothesis to get that, choosing the parameters βj and γj as in
Theorem 3.12,
II ≤
(∫
Rn
f p11 (x)Mδf1(x)
1−p1Mµ(g
q
q′1wβ11 w
β2
2 )(x)dx
)1/2
×
(∫
Rn
f p22 (x)Mδf2(x)
1−p2Mµ(g
q
q′2wγ11 w
γ2
2 )(x)dx
)1/2
≤
(∫
Rn
f1(x)Mµ(g
q
q′1wβ11 w
β2
2 )(x)dx
)1/2(∫
Rn
f2(x)Mµ(g
q
q′2wγ11 w
γ2
2 )(x)dx
)1/2
≤ ‖f1‖
1/2
Lq1 (w1)
‖f2‖
1/2
Lq2 (w2)
‖g‖
q
2q′1
+ q
2q′2
Lq(w) .
Consequently,
‖g‖qLq(w) . ‖f1‖
q
Lq1 (w1)
‖f2‖
q
Lq2 (w2)
+ ‖f1‖
1/2
Lq1 (w1)
‖f2‖
1/2
Lq2 (w2)
‖g‖
q
2q′1
+ q
2q′2
Lq(w) ,
from which the boundedness we are looking for follows.
Now, it remains to extrapolate from a general (p1, p2) to a point in the diagonal
as it was done in the weak case.
We can assume, without loss of generality, that p1 ≤ p2 and let us extrapolate
to the case q1 = q2 = p2. Let wj ∈ Ap2 and w = w
1/2
1 w
1/2
2 .
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∫
Rn
|g(x)|p2/2w(x)dx ≤
∫
{Mδf1Mδf2>g}
(Mδf1(x)Mδf2(x))
p2/2w(x)dx
+
∫
{Mδf1Mδf2≤g}
g(x)p2/2w(x)dx
≤
∫
Rn
(Mδf1(x)Mδf2(x))
p2/2w(x)dx
+
∫
Rn
g(x)p2/2
(
g(x)
Mδf1(x)Mδf2(x)
) p
p′
1
w(x)dx
= I + II.
Now, let v ∈ A1 and s = (1− p2)
(
1−
p′2
p′1
)
as in Theorem 2.5. Then,
II ≤
∫
Rn
gp(Mδf1)
(1−p1)p
p1
(
(Mδf2)
(1−p2)p
′
2
p′1
)p/p2
v
sp
p2
×Mµ(g
p2
2p′
2wβ11 w
β2
2 )
p
p1Mµ(v
−sg
p2
2p′
1wγ11 w
γ2
2 )
p
p2 dx
and since
(Mδf1)
1−p1Mµ(g
p2
2p′2wβ11 w
β2
2 ) ∈ Ap1
and
(Mδf2)
(1−p2)
p′2
p′1 vsMµ(v
−sg
p2
2p′1wγ11 w
γ2
2 ) ∈ Ap2,
we can apply the hypothesis to get that
II ≤
(∫
Rn
f1(x)
p1(Mδf1)
1−p1(x)Mµ(g
p2
2p′
2wβ11 w
β2
2 )(x)dx
)p/p1
×
(∫
Rn
f2(x)
p2(Mδf2)
(1−p2)
p′2
p′
1 vs(x)Mµ(v
−sg
p2
2p′
1wγ11 w
γ2
2 )(x)dx
)p/p2
≤
(∫
Rn
f1(x)Mµ(g
p2
2p′
2wβ11 w
β2
2 )(x)dx
)p/p1
×
(∫
Rn
f2(x)
p2/p1vs(x)Mµ(v
−sg
p2
2p′
1wγ11 w
γ2
2 )(x)dx
)p/p2
= II1 × II2.
To estimate the first term we proceed as usual by duality and we get that if
β1p
′
2 + 1− p
′
2 =
1
2
, β2p
′
2 =
1
2
,
then
II1 ≤ ‖f1‖
p
p1
Lp2(w1)
‖Mµ(g
p2
2p′
2wβ11 w
β2
2 )‖
p
p1
Lp
′
2 (w
1−p′
2
1 )
. ‖f1‖
p
p1
Lp2(w2)
‖g‖
pp2
2p1p
′
2
L
p2
2 (w)
,
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and for the second term, if
γ1p
′
1 =
1
2
, 1− p′1 + γ2p
′
1 =
1
2
,
we have, choosing v as in Theorem 3.12, that
II2 ≤ ‖f2‖
p/p1
Lp2 (w2)
‖vsMµ(v
−sg
p2
2p′
1wγ11 w
γ2
2 )‖
p/p2
Lp
′
1 (w
1−p′1
2 )
. ‖f2‖
p/p1
Lp2 (w2)
‖g‖
pp2
2p2p
′
1
L
p2
2 (w)
.
Consequently,
‖g‖
p2/2
Lp2(w) . ‖f1‖
p2/2
Lp2(w1)
‖f2‖
p2/2
Lp2 (w2)
+ ‖f1‖
p
p1
Lp2 (w2)
‖g‖
pp2
2p1p
′
2
L
p2
2 (w)
‖f2‖
p/p1
Lp2 (w2)
‖g‖
pp2
2p2p
′
1
L
p2
2 (w)
,
from which the result follows. 
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