I. INTRODUCTION
When the ranking of Top500 Supercomputer sites commenced first in 1993, the computer that topped the list for three consecutive years was a Fujitsu machine named Numerical Wind Tunnel installed at the National Aerospace Laboratory of Japan. A wind tunnel is a setup used solely for fluid dynamics related experiments. This reiterates the relationship between computational fluid dynamics and HPC. The area of fluid dynamics that is still a grand challenge to the HPC community is turbulence. It is ubiquitous, with most of us familiar to it either through a bumpy flight caused by a high level of atmospheric activity or in the phrasal use of the word as a metaphor. Turbulence tends to affect our everyday life in great many ways; examples range from the noise production in jet engine propulsion, vehicle lift and drag, efficiency of burners, engines, compressors and turbines, mixing of effluents and pollutants, to weather prediction and global warming. Yet it remains as the major outstanding unresolved problems in classical physics.
Why is the prediction of turbulence so difficult? The general approach of studying any physical phenomenon is either via a laboratory experiment or a mathematical solution of the governing dynamical equations, the so called simulation. As far as turbulence is concerned, even the most sophisticated laboratory measurements are limited to relatively simple flow configurations and low Reynolds number 1 , and can provide only a partial picture. The complete experimental characterisation of even the simplest turbulent flow still remains alluring even one century after its discovery by Osborne Reynolds. However, laboratory quantitative measurements and qualitative flow visualisations have lead the community to believe that turbulence is caused by organized structures, known as coherent structures or eddies, and that there exists a range of scales of eddies in a turbulent flow. If one takes a hurricane as an example of a turbulent flow, the largest scale # is about the size of a continent while the smallest one, classically known as the Kolmogorov scale, $ , is of the order of the head of a pin.
A simple incompressible turbulent flow is governed by two conservation equations, the mass conservation or the continuity equation:
and the momentum conservation or Navier-Stokes equations: is time and @ is the density. As of today, no general analytical solution of these equations were found. For a direct numerical solution (DNS), viewed as the tool for the
century, the existence of a wide range of scales in a turbulent flow requires the resolution to be fine enough to capture the smallest scales of motion; again the domain needs to be large enough to contain the largest scale. At the same time the time-step, Q 4 , needs to be the order of the Kolmogorov time-scale, and the simulation time needs to be large enough to contain a sufficient number of large scales to ensure statistical convergence. It has been observed that for a free shear flow like a jet, the number of grid points
making the total grid points for a 3D flow c . What do these numbers transpire to? Kim et al. [10] performed a DNS of a channel flow at Re=3,300 (based on channel half height and centreline velocity) using 2 million grid points on a 167 MHz, 333 Mflops Cray YMP that took 200 hours of CPU time. If one wishes to do the DNS of flow over the 21.7 ft wing of a Boeing 777 aircraft cruising at a Mach number of 0.85, giving a Reynolds number of y y 9 3 w , total memory requirements will be 3,000 Peta-bytes, and using all 408 (1 GigaHz UltraSPARC III Cu processor) CPU's of HPCVL at Queen's University site having a cumulative 634 Gigaflops, it will take 3.25 billion years of computations. Moore's law does not look very promising! Take another example, 11 years later, [1] performed a DNS of a round Jet at Re is the velocity scale, took 300 hours of CPU time. The serial version of their ( [1] ) code with all parameters exactly the same takes 30 sec/timestep when executed using a single processor at HPCVL. If we translate this to the simulation to be presented in this paper, assuming a perfect scalability, over 5 years of 16-processor CPU time will be required. What is the alternative then?
Large Eddy Simulation (LES) is a compromise between DNS and computationally very affordable but physically not very realistic so called RANS (Reynolds' Averaged NavierStokes) technique where all turbulent motions are temporally averaged to Reynolds stresses and modelled. In LES, the flow is resolved for the large principal energy containing eddies while the contribution from smaller eddies are modelled using subgrid scale (SGS) modelling. In this paper we present an LES of a co-flowing round jet at Re =7,300. In addition to studying the physics, particular attention is given to one of the major aspects of HPC: the processor scalability of the LES algorithm used.
II. PHYSICS AND MOTIVATION
The Townsend's [14] school of thought believes that an equilibrium state is the asymptotic state of any flow. Thus, jets or wakes forget their origin and can be modelled by their local properties alone. Such a scenario definitely would have been a modeller's dream. Unfortunately, as [4] suggested, experimental evidence emerging during last three decades appear to contradict the existence of such a simple picture. As pointed out by [4] , a promising hypothesis must not be rejected purely on the basis of experimental evidences as the experimental measurements too have their own limitations. For instance, in case of measurements involving a free round jet, the size and shape of the space where the jet is confined, the level of ambient turbulence intensity, and the temperature difference between the jet and the surrounding fluid will impart a difficult to define boundary conditions. Nevertheless, a view shared by [8] too, the small local mean velocity deficit, a turbulence intensity of same order and a slow decay of the velocity deficit, especially near the downstream edge of the shear layer, over-stretches the resources of even the best wind tunnels and the most sophisticated low-noise anemometers. Recently [8] has demonstrated that the NavierStokes equations admit self-preservation if the similarity parameters reflect the effects of initial conditions. Intuitively, we could argue that two jets with the same initial momentum should exhibit differences with respect to either the shape of the initial velocity profiles or initial turbulence intensity distributions or both. An experimental investigation involving these variations is difficult to achieve, particularly the control of the initial turbulence intensity. Thus, the problem is better suited for a numerical investigation where the initial and boundary conditions can be controlled with precision.
A big problem of simulation of a free jet is the difficulty to ascertain the effect of radial confinement of the jet and the entrainment of the ambient fluid. Subsequently, very few attempts to simulate spatially developing free jets have been reported. As referenced earlier, [1] investigated, the effect of inflow conditions on the self-similar region of a round jet using a spatially developing DNS at Re =2,400. Two different initial velocity profiles, a top hat and a parabolic, were tried. Their results showed that the equilibrium similarity scaling hypothesis of [4] appeared promising when compared to classical similarity parameters. However, they refrained from any firm conclusion on the grounds that their computational domain was too short.
The so-called traction-free boundary conditions (see [6] ) at the lateral boundaries were used by [1] . This allows entrainment across boundary, but also causes a small but nonzero vorticity at the lateral boundary. The resulting uncertainty can be avoided if one simulates a confined co-flowing jet instead. A co-flowing jet provides a cleaner and well defined lateral and outflow boundary conditions by removing the possibility of back-flow and avoiding the computation of almost zero velocity near the edge of the shear layer.
III. FLOW GEOMETRY AND COMPUTATIONAL METHODS
The flow geometry and the computational domain is shown in figure 1 . The primary jet issues from an orifice of diameter into the simulation volume with a bulk velocity . The uniform co-flow velocity, e
, with e 2 9 9 9
, is introduced through the outer pipe. This is a very close approximation of [12] where the boundary layer on the outer surface of the jet was removed through suction. Though trial simulations were carried out using a wide range of respectively. The computational domain starts at one grid-point upstream of the orifice where the inlet conditions are specified and continued until a length of 9 n is reached at which point convective outflow boundary conditions are specified, while the lateral boundaries are impermeable solid wall.
The original code was written in MPI Fortran 90 by the late Charles D. Pierce at CTR, Stanford University. The details can be found in [13] , and, hence, only the salient features are outlined here. The governing equations in conservative form, discretized using QUICK (Quadratic Upstream Interpolation for Convective Kinetics) scheme with velocity components staggered with respect to pressure in both space and time, are solved in cylindrical coordinates. is in accordance with [1] . Subsequently, we will restrict our discussions up to 0 U =60 in this paper. All data are sampled over another 300 LETOTs to produce statistically converged time-averaged results. The simulations were run on SunFire (1.05 GHz-UltraSPARC III Cu Processors) platform using up to 24 processors at HPCVL, Queen's University. On an average each time-step takes about 55 seconds when 16 CPU are used. Thus,the four cases presented in this paper represent a cumulative total of about 200 days of 16-CPU computations.
The subgrid scale modelling used in the present study is based on the dynamic approach of Moin et al. [11] (a generalized version of Germano et al. [5] ). The present formulation differs from [11] in the use of the deviatoric strain rate for the definition of the large-scale strain-rate tensor. Filtering is implicitly defined in the present study by the computational grid used for the large-scale equations.
A. Inflow and outflow conditions
The wall boundary conditions used in the present study are Neumann conditions for pressure, and no-slip Dirichlet conditions for velocity. The convective condition is used for the outflow boundary. Four different inlet conditions, as summarised in figure 2, are used: 1) Fully developed pipe flow as obtained from a separate LES of a temporally developing pipe flow at same Re . These data were compared with the experimental measurements of [3] and show excellent agreement. 2) A synthesized top-hat velocity profile with a turbulence intensity of 0.5%. This turbulence intensity value and the velocity profile correspond to the flow case of [12] . 3) A synthesized top-hat velocity profile with a turbulence intensity of 1.0%. 4) Mean flow profile obtained from (1) but the turbulence intensity is modulated to 0.5%. This is done in such a way that the spectral behaviour of the two profiles are same i.e. none of the modes were removed from the original pipe LES velocity profile.
IV. RESULTS
As stated earlier the fluid dynamics aspect of this paper is to investigate the effect of initial conditions on the spatial development of round jets. However, at the onset, issues related to grid resolution dependence of the results and the scalability of various parallelization modes need to be addressed. The inferences drawn here, though, on the basis of LES of a round jet, are expected to be applicable to the general solution of 
A. Effect of grid resolution
For any numerical calculations, it is very important to ensure its grid-resolution independence. Figure 3 shows the decay of mean centreline velocity excess h u
, where is the local mean centreline velocity, for various grid resolutions corresponding to the inlet condition (4). It is evident that grid refinements over 9 G j z d k G has a negligible effect on the overall simulation. However, as stated earlier all results presented in this paper correspond to
B. Scalability Issue
A systematic investigation is carried out on the processor scalability issue. The domain can be decomposed in both as used in the production runs of the code. The performance of all combinations of 16 processor for the 1024 256 grid is summerized in table I.
C. Mean quantities
The results of mean centerline velocity excess are plotted in figure 7 and compared against the experimental results of [12] . Please note that the experimental results correspond to Re =40,000. The simulation results are in good agreement with the experimental results up to
. This can also be seen in the radial velocity profiles corresponding to flow case (2) To investigate the effect of initial conditions on the mean velocity profiles across the jet, radial velocity profiles at 0 U =30 for all flow cases are shown in figure 9 . It can be seen that there exists very little influence of the initial condition at this station. Additionally, good agreement between the experimental and simulation data suggests an insignificant Reynolds number effect which again is in line with Townsend's [14] Reynolds number similarity hypothesis.
D. Turbulence quantities
Streamwise and radial Reynolds normal stresses and Reynolds shear stress profiles corresponding to various flow cases at profiles, unlike those on the mean quantities, are evident. Excellent agreement can be seen between the simulation profiles corresponding to flow-case (3) (i.e. tophat inlet with turbulence intensity 1%) and the experimental results of [12] , instead of the expected flow-case (2) . This may be due to a possible error-bound in the quoted value of free-stream turbulence by [12] . However, this aspect was never an important issue in the investigation of [12] ; they quoted a nominal value of 0.5% for the free-stream turbulence intensity. Nevertheless, hot-ware calibration at very low velocity has always been a questionable issue (see [9] ), as such, a procedural error can not be totally ruled out.
E. Turbulence structure
As there is no universally acceptable definition of a turbulent coherent structure or eddy, its identification has always been a challenging job. As such, various eduction schemes have been proposed (see for details [2] , [7] ). Most of these techniques are based on the velocity gradient tensor,°(
. The velocity gradient tensor,°( 6 , can be decomposed into a symmetric, the so called rate of strain tensor 
It is commonly believed that an eddy is, in general, associated with vortex motions. As such, iso-surfaces/contours of constant vorticity can be used in structure identification. Conceptually, the stream-wise component of vorticity´e and the azimuthal componenth· than 64 cells per processor on Sun SMP systems.
½
Mean statistics, like the decay of centerline velocity and radial mean velocity profile, appear to be insensitive to initial conditions. ½ Turbulence statistics are significantly affected by the initial conditions -both by the shape of the initial profile and the initial turbulence intensity.
