Abstract. We extend the method of Ghasemi and Marshall [SIAM. J. Opt. 22(2) (2012), pp [460][461][462][463][464][465][466][467][468][469][470][471][472][473], to obtain a lower bound f gp,M for a multivariate polynomial f (x) ∈ R[x] of degree ≤ 2d in n variables x = (x 1 , . . . , xn) on the closed ball {x ∈ R n :
Introduction
Computing a lower bound on the global minimum on R n of a multivariate polynomial is a standard problem of optimization with many potential applications. In the last decade, results in polynomial optimization combined with semidefinite programming (for sums of squares representation), have permitted to make some progress. For instance, one may compute a lower bound of polynomial f ∈ R[x] on R n :
• by solving the problem f sos := sup{λ : f − λ is sos}, which is a single semidefinite program • by applying the hierarchy of semidefinite relaxations to the polynomial optimization problem inf{f (x) : ∇f (x) = 0} (assuming that the infimum is attained) • by applying the hierarchy of semidefinite relaxations to the polynomial optimization problem inf{f (x) : x 2 ≤ M }, for sufficiently large M (assuming that a global minimum satisfies that bound constraint).
All those approaches are very powerful and provide good bounds and sometimes the exact value. However, so far, and in view of the present status of semidefinite programming, those methods are limited to small to medium size problems, except if some structured sparsity is present (in which case specialized semidefinite relaxations can be implemented; see e.g. [7] ). This limitation of semidefinite programming to implement sums of squares (SOS) representations, was the motivation for providing other SOS certificates and yielded the sufficient conditions of [4] and subsequently of [2, 5] . And in a recent work Ghasemi and Marshall [6] have shown how to compute a lower bound on the global optimum of a multivariate polynomial on R n , by solving a certain geometric program. This formulation as a geometric program is based on the sufficient condition for a polynomial to be a sum of squares given in [5] , which generalizes the sufficient conditions of [2, 4] . Geometric programming (GP) is a convex optimization problem that can be solved efficiently for relatively large scale problems. In Boyd et al. [1] it is claimed that GP problems with up to 10 3 variables and 10 4 constraints can be solved via standard interior point methods. For sparse GP problems, i.e., where each constraint depends only on a small number of variables, the size limit can grow up to 10 4 variables and 10 6 constraints! So the interest of the geometric programming formulation is that one may now handle polynomials with a large number of variables and high degree, especially when the support of f (i.e., the set of non zero coefficients) is small. Contribution. Our contribution is to extend the geometric programming formulation of Ghasemi and Marshall [6] to provide a lower bound on f * ,M := min{f (x) :
The latter problem has its own interest and also serves as an auxiliary problem to provide a lower bound on f * := min{f (x) : x ∈ R n } when a global minimizer is "guessed" to belong to the ball {x : i x 2d i ≤ M }. Again, and as for [6] , the main interest of this approach is to be able to handle polynomials with large number of variables and/or large degree for which so far, there is no such algorithm. Notice that even for a small number of variables, the SOS approaches cannot handle polynomials with large degree. 
Denote the coefficient f 2d i by f 2d,i for i = 1, . . . , n. We first recall the following result of Ghasemi and Marshall [6] .
and let ρ be the optimal value of the program:
where for every α ∈ ∆(f ), the unknowns z α = (z α,i ) ∈ R n + satisfy z α,i = 0 if and only if α i = 0. Here,
with the
The most interesting case is when f 2d,i > 0, i = 1, . . . , n, in which case the program (1) is a geometric program. Somewhat more generally, if (1) is a geometric program. In the remaining cases the program (1) is not a geometric program, the feasibility set of (1) is empty, and the output ρ is ∞.
Problem statement. Let f ∈ R[x] and, for M > 0, consider the problem:
Problem P M has its own interest but is also an auxiliary problem for the unconstrained problem P ∞ : f * = min{f (x) : x ∈ R n }, when a global minimizer is guessed to belong to the ball B M := {x : i x 2d i ≤ M }. Also, notice that the sequence (f * ,M ), M ∈ N, provides a monotone nonincreasing sequence of upper bounds on f * that converges to f * in finitely many steps whenever P ∞ has an optimal solution x * ∈ R n .
Main result. With M > 0 fixed, to compute a lower bound for f * ,M , let λ ≥ 0 and consider the polynomial
be as in (3) . Then:
Moreover, if either f * = f * ,M or f is convex then equality holds.
The proof is standard and will be omitted. Actually, one can show that
where λ 1 is the least λ ≥ 0 such that f λ achieves its global minimum on the ball
If f is convex then f γ is convex for each γ ≥ 0. If f is convex and γ 1 > 0 then the minimum of f γ on B M is achieved on the boundary of B M for 0 ≤ γ ≤ γ 1 , so f * ,M = (f λ1 ) * ,M holds in this case too. Note that equality in (4) fails in general.
Observe that for every λ ≥ 0,
and so if for every λ ≥ 0, G(λ) is a lower bound on G(λ), then
After relabeling if necessary, we may and will assume that
The main result of our paper is as follows:
with ρ M being the optimal value of the geometric program:
and where for every α ∈ ∆(f ), the unknowns z α = (z α,i ) ∈ R n + satisfy z α,i = 0 if and only if α i = 0.
A detailed proof can be found in §5. Observe that the difference between the programs (1) and (7) is the presence of the constraints ( * )−( * * ) in the latter, which reflects the new contribution of the monomial terms λx 2d i in the polynomial f λ . The geometric program (7) is not a direct application of Proposition 2.1 to the polynomial f λ to obtain a lower bound G(λ) on G(λ), followed by a maximization with respect to λ. Indeed, this leads to the constraint ( * * ) in equality (instead of inequality) form, and so (7) would not be a geometric program; however, in the proof we show that this equality constraint can be relaxed to an inequality constraint as in (7).
Comparison with other bounds
Comparison with bound of Ghasemi and Marshall. Assume that f ∈ R[x] 2d , d ≥ 1. As in [6] we define f gp to be f gp := f (0) − ρ, the lower bound for f * obtained in Proposition 2.1. We also define f gp,M to be f gp,M := f (0) + M f 2d,1 − ρ M , the lower bound for f * ,M obtained in Theorem 2.4. Note that the feasible set of (7) is nonempty (i.e., f gp,M is a real number), whereas the feasible set of (1) may be empty (i.e., f gp = −∞), even in the case where each f 2d,i is strictly positive. Proposition 3.1.
Proof. (1) If the program (1) in Proposition 2.1 has no feasible solutions then f gp = −∞ so f gp,M ≥ f gp . Suppose now that (1) has a feasible solution z. In particular, f 2d,i ≥ 0 for i = 1, . . . , n. Fix δ > 0. Then (z, u) with u i = f 2d,i + δ for all i = 1, . . . , n, is feasible for the program (7) in Theorem 2.4. This implies
(2) Suppose M ≤ M . Observe that the set of feasible solutions for (7) does not depend on M . Let (z, u) be a feasible solution of (7). Since M < M and 
As explained in the proof of Theorem 2.4, we may assume
is bounded so it has some convergent subsequence converging to some (z * , u * ). If z * is a feasible point of the program (1) then we see by continuity that
≤ N + so ρ ≤ N + and we are done. The fact that z * is a feasible point for (1) are bounded, implies that the z α,i such that α i > 0 are bounded away from zero. Similarly for |α| < 2d the inequality (8) implies that the z α,i such that α i > 0 are bounded away from zero.
Comparison with bounds of Lasserre. Recall that
The inequality f * ≥ f sos is trivial. The inequality f sos ≥ f gp is established in [6, Corollary 3.6] . As explained in [3] , f sos is computable by semidefinite programming. Similarly, for each real M > 0 and each integer k ≥ 0 define f
sos,M to be the supremum of all real numbers λ such that
. As explained in [3] , the sequence f 
(1) According to [6, Cor. 3.4] , |Ω(f )| = 1 ⇒ f gp = f sos = f * . The same is true (trivially) if |Ω(f )| = 0. Thus if |Ω(f )| ≤ 1 and f achieves its global minimum in the ball B M then
(2) There are explicit formulas for f gp and f gp,M if |∆(f )| = 0. Suppose |∆(f )| = 0. As usual, we suppose that f 2d,1 ≥ · · · ≥ f 2d,n . Then Case (i). Suppose |α| = 2d. In this case
and
Case (ii). Suppose |α| < 2d. In this case
. Example 3.4. Suppose n = 1, 2d = 6, f = x 6 + 3x 4 − 9x 2 . Applying Remark 3.3(3), Case (ii), we see that f gp = −2 · 3 3/2 ≈ −10.3923 and
In this example one checks that f * = −5, and
Numerical computations
To compare the running time efficiency of computation of f gp,M using geometric programming with computation of f (0) sos,M using semidefinite programming, we set up a test over 10 polynomials for each case to keep track of the running times. The polynomials considered had highest degree part x 2d i with the lower degree coefficients randomly chosen integers between −10 and 10, and M was taken to be a random integer between 1 and 10 5 ( Table 1) 1 . The source code of the Sage program to compute f gp,M and f
sos,M , developed by the first author, is available at http://goo.gl/iI3Y0. Table 2 demonstrates the running time efficiency of computing f gp,M for random polynomials f and random integers M chosen as before but for relatively large n and 2d and with sparsity conditions on the size of Ω(f ). With λ ≥ 0 fixed, let us apply Proposition 2.1 to the polynomial f λ ∈ R[x] 2d , so as to obtain a lower bound G(λ) on G(λ) defined in (5) . Then G(λ) := f λ (0) − ρ λ , with 
