Abstract. At present, in the field of person reidentification (re-id), the commonly used supervised learning algorithms require a large amount of labeled samples, which is not conducive to the model promotion. On the other hand, the accuracy of unsupervised learning algorithms is lower than supervised algorithms due to the lack of discriminant information. To address these issues, we make use of a small amount of labeled samples to add discriminant information in the basic dictionary learning. Moreover, the sparse coefficients of dictionary learning are decomposed into a projection problem of the original features, and the projection matrix is trained by labeled samples, which is transformed into a metric learning problem. It thus integrates the advantages of the two methods through combining dictionary learning and metric learning. After the data are trained, a projection matrix is used to project the unlabeled features into a feature subspace and the labels of the samples are reconstructed. The semisupervised learning problem is then transformed to a supervised learning problem with a graph regularization term. Experiments on different public pedestrian datasets, such as VIPeR, PRID, iLIDS, and CUHK01, show that the recognition accuracy of our method is better than some other existing person re-id methods. 
Introduction
Person reidentification (re-id) is a key problem in surveillance and security applications. It is getting more and more attention in the field of pattern recognition and artificial intelligence. Many new solutions have been developed in recent years, which can be classified into two groups: the feature-based methods [1] [2] [3] [4] [5] [6] and the model training-based methods. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Among the model training-based methods, metric learning, 7-10 multitask learning, [11] [12] [13] and dictionary learning (also known as sparse coding) [14] [15] [16] [17] [18] are studied largely. Apart from the above-mentioned, methods based on deep learning have achieved satisfying accuracy in computer vision, including re-id problem, [19] [20] [21] whether it is based on the method of extracting deep features or the end-to-end method. However, there are still many challenges about person re-id due to change of viewpoints, change of illuminations, and different resolutions. What's more, despite excellent performance of deep learning for re-id problem, there are some common obstacles for deep learning, such as the need for large samples and long training time. Furthermore, they require a significant computational resource.
Among the aforementioned methods, metric learningbased methods received even more attention and achieved better results. These methods use labeled images to train the model and to find an optimal metric, in which labels are used to generate discriminant information, and the discriminant information are then used to instruct the learning. This kind of learning is called supervised learning.
Therefore, a key step for supervised learning is to label as many images as possible. But in reality, getting a large number of labels for pedestrian images is quite tedious and unpractical, which makes the supervised learning-based person re-id not conducive to promotion. An alternative way is to use unsupervised learning methods for person re-id. Dictionary learning has been proven to be very successful in unsupervised learning and has achieved a lot of success in face recognition and visual tracking. [22] [23] [24] Currently, dictionary learning has also been introduced into person re-id, 17, 18, 25 but the recognition rate is still very low. One major reason is that such methods lack discriminant information. In face recognition, the features of face images are stable and robust. Therefore, a lot of discriminant information can be extracted for training. Different from face recognition, the features of pedestrian images usually vary hugely due to different cameras, scenes, resolutions, and lightening. To address this problem, some researchers add a graph regularization term in their model 17, 26 to improve the recognition rate. However, the Laplace matrix of graph regularization term is built on the original feature space that is also not very unreliable.
To solve these issues, we propose a semisupervised dictionary rectification learning with retraining module (SSDRL-r)-based method for person re-id (see Fig. 1 ), which integrates the benefits from both supervised methods and unsupervised methods. On the one side, it uses the dictionary learning to reduce the requirement of large amount of labeled images; on the other side, it only uses a small number of labeled images to collect discriminant information. As we know, it is practical to collect the labels of few samples (notice that all the labeled samples are of known classes, because we perform experiments in this paper using specific public datasets). More detailed, we first combine dictionary learning and metric learning by forcing the projected features obtained from metric learning and the features obtained from dictionary learning as close as possible. The dictionary matrix is learned by all pedestrian images and the projection matrix is learned by labeled pedestrian images. At this stage, the training process is semisupervised learning. After the semisupervised learning, we use a projection matrix to project the original features to a new feature space and then reconstruct pseudolabels of unlabeled features by the k-nearest neighbors (kNN) classifier. (Here, we choose the optimal number of neighbors by several experiments.) Since all features have "labels," we can transform the model to a supervised learning. Then at the second stage, a Laplace term is introduced into the model to retrain the dictionary learning and make the dictionary matrix and the projection matrix more robust. The Laplace term here is constructed by the projected label information, not the original features, which can make the model more credible. Our major contribution in this paper is to investigate a method to integrate the benefits of dictionary learning and the benefits of metric learning such that less labeled images are used but more discriminant information is obtained.
Model Development

Dictionary Learning for Person Reidentification
In this paper, we denote X ∈ R n×m as the pedestrian feature matrix, where n represents the dimension of pedestrian vectors and m represents the number of pedestrian images. As in usual dictionary learning, we denote D ∈ R n×k and S ∈ R k×m as the dictionary matrix and the sparse coefficient matrix, respectively. The goal of dictionary learning is to find a sparse dictionary representation so that such a representation of a feature vector is close to the original feature vectors. To make coefficients sparse, an l 1 norm is introduced to constrain the coefficients. The primitive function of dictionary learning can be shown as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 8 6
where k · k F represents Frobenius norm, k · k 1 represents l 1 norm, and λ 1 is a weight to balance the coding term and the sparse term. Equation (1) is hard to be solved because the l 1 norm is not always differentiable. In addition, the model must be solved during the testing stage, which is time-consuming and not practical. To improve the model, we add a projection term to help find an optimal projection matrix P by making PX and S close to each other (by massive training of dictionary learning, optimal sparse coefficient matrix S has learnt, so it can get optimal P by this method in the this stage), where P ∈ R k×n is the projection matrix. Although the improved model still needs to solve an l 1 norm problem during the training stage, however, we just need to calculate the Euclidean distance after projection in the testing stage, so it is more time-saving. The model is shown as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 2 7 9 min
where λ 2 is a parameter used to balance among the three terms. Equation (2) is not practical and may lead to singular solutions. The general solution is to add constraints to force the Frobenius norm of each of the two matrices to be no more than one. As stated in Sec. 2.4, it is clear that dictionary matrix D can be calculated by adding disturbance term α 1 I, otherwise term SS T has a great possibility of irreversibility, which makes the problem impossible to solve. After two constrains are added, the model is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 1 2 6 2.2 Semisupervised Dictionary Learning for Person Reidentification Equation (3) is a general formula for dictionary learning and no supervised information (label information) is needed. For the specific person re-id problem, original feature space is not trustworthy. So the recognition rate of this model is often lower than supervised learning methods. From Eq. (3), we can see that the projection matrix P is only trained on the unlabeled pedestrian features, which may mislead the training of sparse coefficients S. For this reason, we make full use of the labeled pedestrian features in our framework and transform the process of training projection matrix to a supervised learning problem.
First, as in many relative distance-based methods, we build the positive pairs and negative pairs S ¼ fS t ¼ ðp 
By adding the distance term Y into Eq. (3), we obtain the following model:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 3 9 1 O semi ðD; P; SÞ ¼ min
This is the final model of our semisupervised dictionary rectification learning (SSDRL) for person re-id. By training with some labeled images, the projection matrix P can be more credible.
Retraining by Supervised Learning for Person
Reidentification It is noted that only using a small size of labeled samples in previous introduced semisupervised learning algorithm cannot guarantee the efficiency of the re-id framework. (It is better to use the full-label information to train the model.) To make the model more robust, after training of semisupervised learning [i.e., Eq. (5)], we can get the optimal projection matrix P, then we use the obtained projection matrix P to project the unlabeled pedestrian features to a new feature space, classify the pedestrians in the new feature space using the kNN classifier, and then remark the samples. In this way, the learning process in this stage becomes supervised learning. The number of classes in the kNN classifier is determined by multitrials in the training stage.
Inspired by the excellent performance of those dictionary learning methods with graph regularization term, we further proposed SSDRL-r, in more detail, except the step of training model of Eq. (5), we retrain the projection matrix and dictionary matrix by adding a graph regularization term to the model with pseudolabel information. Unlike some existing methods, we use the labels as an instruction other than neighborhood information to construct the Laplace matrix of graph regularization term. In this paper, the Laplace matrix is denoted by L and is written as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 6 7 5
where W ∈ R n l ×n l consists of w ij in the i'th row and the j'th column, n l is the number of all pedestrian images. Q ∈ R n l ×n l is a diagonal matrix whose entries are the column sum of W, i.e., Q ii ¼ P j w ij . Here, w ij is the semantic affinity metric of two pedestrians x i and x j , which is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 5 7 8 w ij ¼ 1; if x i and x j are the same person 0 otherwise :
To constraint the similarity of pedestrian images that belong to a same class in the common semantic space, we can minimize the following function:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 5 0 1
where trð·Þ represents the trace of a matrix. In this stage, the training process is a supervised learning. The sparse term is dropped in this stage so that the training process can be faster than the first stage. On the other hand, the graph regularization term here can constrain the intraclass distance very well. It can be seen from Eq. (7) that the semantic affinity metric of the same pedestrian is 1, and the semantic affinity metric of the nonpeer is 0, so as is seen in Eq. (8), minimizing the graph regularization term, the distance between the same pedestrians can be minimized, which further enhances the robustness of the model. The final model of the SSDRL-r for person re-id is transformed to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 2 8 4 O sup ðD; P; SÞ ¼ min
where β 1 and β 2 are the parameters used to balance among different terms.
2.4
Optimization of the Model of SSDRL Equation (5) is nonconvex with three matrix variables D; P, and S. Moreover, the l 1 norm in Eq. (5) is not always differentiable. However, the model is convex with respect to any one of the three variables when the remaining two variables are treated as constants. So the model can be solved using the alternating direction method of multipliers (ADMM) 27 by repeating the three steps described as follows until convergence.
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Step 1: By fixing S and P, the objective function reduces to E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . 4 ; 6 3 ; 7 4 1
To solve this, we use the Lagrange dual method as in Ref. 28 , so we can convert this constraint minimization problem into an unconstrained minimization problem, the objective function can be written as
Step 2: Similar to the step 1, by fixing S and D, P can be solved explicitly as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 6 3 ;
where I is the identity matrix and α 2 is the Lagrange multiplier.
Step 3: Fix D and P, update S. Since the last term of Eq. (5) has nothing to do with S, the objective function can be simplified to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 6 3 ; 4 6 3 O semi ðSÞ ¼ min
So the ADMM form of the above equation is E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 3 7 8 minimizekX − DSk
According to the algorithm of ADMM, we can solve it alternatingly with the following three steps with respect to S and M, respectively. First, for given M k and U k , solve the following objective function to estimate S E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . 4 ; 6 3 ; 2 8 3
where U is the Lagrange multiplier defined as in Ref. 27 and ρ is a penalty parameter.
Since each term in this objective function is quadratic, we can take partial derivative and set it to zero to get S kþ1 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 1 7 9 
Second, for given S kþ1 and U k , solve the following objective function to estimate M: E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . 4 ; 6 3 ; 1 1 2
We can use the soft-thresholding operator to get M kþ1 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 3 2 6 ; 7 4 1
For Lagrange multiplier U, we update it using the following way:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 3 2 6 ; 6 7 4
We summarize all steps of SSDRL for person re-id in Algorithm 1.
Optimization of Supervised Learning with Graph
Regularization Term Equation (9) is also convex with respect to any one of the three variables when the other variables are treated as constants. So we can still use the alternating iterative strategy to solve the problem. For the specific matrix variable D, due to the similar form to that in the semisupervised learning stage, we update D using Eq. (10). Accordingly, the optimal solution of P can be solved explicitly as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 6 3 ; 4 1 1 P ¼ β 2 SX T ðβ 2 XX T þ α 3 IÞ −1 :
For the matrix variable S, by fixing P and D and letting ∂O sup ∂S ¼ 0, we obtain E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 6 3 ; 3 5 7 AS þ SB þ C ¼ 0; (18) where (18) is a Sylvester equation 29 and can be solved using the "lyap" function in MATLAB.
We summarize all steps of relabeling supervised learning for person re-id in Algorithm 2.
Reidentification
After learning the projection matrix P using training datasets, we can test the efficiency of the framework. As shown in Fig. 2 , several public datasets are used for the experiments. VIPeR 30 contains two cameras, each of which captures one image per person. It also provides the viewpoint angle of each image. Although it has been tested by many researchers, it is still one of the most challenging datasets. We split the dataset into two subsets of 316 image pairs, one for training and the other for testing. Sixteen image pairs of training set are labeled and the rest are unlabeled. PRID 31 is different from other existing datasets in that the gallery and probe sets have different numbers of people.
In our experiments, we use the single-shot version of the dataset. Only 200 people appear in both views of this dataset. In each data split, 100 out of these 200 people are chosen randomly for training while the remaining 100 are used for testing. In the training set, only 20 out of 100 people's images are used as labeled images. The dataset iLIDS 32 contains 476 images of 119 people. We randomly choose 83 people's images for training and the remaining for testing, and 20 people's images of the training set are used as labeled images. CUHK01 33 consists of 971 people with two images per person per camera view. We set 486 people's images for training and the rest for testing, and 86 people's images of the training set are used as labeled images. Except for the above-mentioned small-and medium-scaled datasets, we also perform the experiments on large-scaled dataset Market-1501, 34 which contains 32,668 images of 1501 people. We randomly divided the people into two parts, that is, 1000 people for training and 501 people for testing. Among the training set, we randomly selected 100 people's images as labeled images and rest as unlabeled images. All the experiments in this paper are carried out by cross-validation mechanism, that is, the datasets are randomly divided into specified ways introduced already, and multiple sets of experiments are performed, then the mean value of the matching rate and optimal parameters are finally obtained.
Features
The features performed in the experiments are the same as in Ref. 35 , which are computed consisting of three kinds: color histogram using RGB, HS, and lab color spaces (2880-D); HOG (1040-D); 36 and LBP (1218-D). 37 The final image feature vector, 5138-D, is obtained by concatenating these three kinds of features.
Evaluation metric
We adopt conventional cumulative matching characteristics (CMC) curves for our models and other models with codes available. The CMC curve represents the expectation of finding the correct match in the top n matches. However, to compare with a wider range of baselines, for which no code is available, we report cumulative matching accuracies at different ranks, which correspond to key points on the CMC curves. All the matching rates at top 20 ranks are displayed in form of tables.
Parameter setting
The parameters of our model were set to the following: balance factor λ 1 ; λ 2 ; γ; β 1 , and β 2 are 1, 1000, 1000, 100, and Algorithm 2 Relabeling supervised learning for person re-id Input: training samples X , balance factors β 1 , β 2 , Lagrange multipliers α 1 , α 2 , accuracy controller ε, maximum iteration T Output: dictionary matrix D, projection matrix P 1 Initialization: D, P, iteration index k 3 , sparse coefficient S 2 Compute f k 3 using Eq. (5) 3 while f k 3 − f k 3 þ1 > ε do 4 for k 3 ¼ 1; 2; : : : ; T do 5 Update D, P using Eqs. (6) and (12) 6 Update S using lyap function of MATLAB in Eq. (13) 7 Compute f k 3 þ1 using Eq. (5) 8
Journal of Electronic Imaging 043043-5 Jul∕Aug 2018 • Vol. 27 (4) 1000, respectively. First, these parameters were set by experience [e.g., to emphasis the weight of semisupervised learning, we need to set a large weight of projection term in Eq. (5)], and later, we set these parameters using the ideal of dichotomy. The Lagrange multipliers α 1 ; α 2 , and α 3 are all 1. Penalty parameter ρ in Eq. (16) is 1000. Accuracy control parameters in Algorithms 1 and 2 are both 0.001. In addition, the number of column k in the dictionary matrix D is one half of the numbers of rows. All the matrix variables (for example, dictionary matrix, sparse coefficients, and projection matrix) are initialized using the rand function in MATLAB.
Evaluation of Unsupervised Learning-Based Person Reidentification
Competitors
Under this setting, we compared our method (SSDRL-r) with three categories of methods: (1) the hand-crafted featurebased methods, including SDALF 5 and CPS, 6 in which the features are designed to be view invariant; (2) the saliency learning-based eSDC 1 and GTS; 2 and (3) the sparse representation classification-based ISR 16 and GL. 17 
Analysis
Comparison between SSDRL-r and other unsupervised learning methods is shown in Tables 1-5 , "-" means no result reported. The numbers in bold in Tables 1-5 and 8 indicate that the algorithm's matching rate at specific rank is higher than other algorithms. From Tables 1-5 , we can see that SSDRL-r is superior to other unsupervised learning-based person re-id methods on the datasets. In our experiments, we relabel the pedestrian features by the kNN classifier, and the number of neighbors here is the average number of images owned by each pedestrian in the labeled samples. Especially for the dataset VIPeR and CUHK01, since the number of each pedestrian's images is the same, we can get better classification of these samples after projecting the original unlabeled samples. Based on the more accurate label information, better experimental results can be achieved at the stage of supervised learning. We can see that SSDRL-r algorithm can also get better performance on large scale dataset Market-1501. From Table 2 , although matching rate at rank1 of SSDRL-r is less than that of ISR, we can see SSDRL-r's matching rate is still higher than other methods at rank5, rank10, and rank20, so does the dataset PRID.
Comparison with Other Learning Models-Based
Person Reidentification Apart from comparison with other common unsupervised learning, in this part, we perform our model with other (5)]. So we can justify that SSDRL-r is superior to original dictionary learning and SSDRL model.
Dictionary learning
First, we compare SSDRL-r model with dictionary learning (denote as Dic), as is shown in Eq. (1), the dictionary learning is a total unsupervised learning model, so the training process might be misled because of the lack of discriminative information. We mainly observe matching rate at rank1 on different datasets. From Table 6 , we can see SSDRL-r has higher accuracy than dictionary learning on these five datasets. Therefore, a small amount of label information and retraining strategy can provide better guidance for the training process.
SSDRL
On the other hand, we need to verify the effectiveness of retraining process in SSDRL-r. Therefore, we need to focus on the experimental results of SSDRL and SSDRLr. Because the strategy of remarking the unlabeled images is introduced in SSDRL, more discriminative information can be used to guild the construction of a more robust model. The experimental results of SSDRL-r and SSDRL are shown in Table 7 . We can see that the matching rates of SSDRL-r at rank1 are higher than SSDRL on five dataset, which verify that more labels can improve the robust of the learning model. However, as we all know, deep learning has achieved great performance in the field of computer vision, including person re-id. We also compare our model with the deep learning-based method in Ref. 21 (denoted as Cheng 2016, there is no report on dataset Market-1501). Under the same set of size of sample in different datasets, we redo the experiment on different datasets by SSDRL-r, and the results of the experiment are shown in Table 8 . Clearly, deep learningbased method is superior to our method, this is the weakness of all nondeep learning models, but deep learning also has some inherent shortcomings, such as the need for large samples, long training time, and dependence on high-performance devices, and the difference between the accuracy of our method and the deep learning algorithm is not too big on dataset PRID and CUHK01.
Conclusion
In this paper, we proposed a semisupervised re-id model based on dictionary rectifying learning. The key contribution of our method is the integration of dictionary learning and metric learning so that the information of a small size of labeled sample can be reused to rectify the dictionary matrix. In addition, classifying the unlabeled features is developed, which remarks the unlabeled features and converts the model to a supervised learning problem. The graph regularization term is introduced in the second stage to further improve the efficiency of the proposed model to deal with outlying samples in person re-id data. Experiments on the four benchmark datasets show that the proposed method significantly outperforms the existing unsupervised methods. However, it still has some shortcomings with our model, for example, after first stage training, we use kNN algorithm to classify the unlabeled features, but kNN algorithm is of high central processing unit overhead, and the accuracy of our model is lower than deep learning-based method. In the future, we will do more research on developing a more effective classifier to class the unlabeled images. What's more, we can expand our model to the field of generic tasks, such as image classification. 
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