The purpose of this paper is to study the validity of global-in-time Strichartz estimates for the Schrödinger equation on R n , n ≥ 3, with the negative inverse-square potential −σ|x| −2 in the critical case σ = (n − 2) 2 /4. It turns out that the situation is different from the subcritical case σ < (n − 2) 2 /4 in which the full range of Strichartz estimates is known to be hold. More precisely, splitting the solution into the radial and non-radial parts, we show that (i) the radial part satisfies a weak-type endpoint estimate, which can be regarded as an extension to higher dimensions of the endpoint Strichartz estimate with radial data for the two-dimensional free Schrödinger equation; (ii) other endpoint estimates in Lorentz spaces for the radial part fail in general; (iii) the non-radial part satisfies the full range of Strichartz estimates.
Introduction
This paper is concerned with global-in-time dispersive properties of the unitary group e −itH for the Schrödinger operator with the inverse-square potential of the form
where n ≥ 3, ∆ = n j=1 ∂ 2 x j is the Laplacian and
is the best constant in Hardy's inequality:
In particular, we are interested in the validity of Strichartz estimates for e −itH . Let us first recall the free case. It is well known (see [45, 23, 28] ) that the free Schrödinger evolution group e it∆ satisfies the following family of space-time inequalities, known as homogeneous and inhomogeneous Strichartz estimates, respectively: for admissible pairs (p, q) and (p,q), where p ′ = p/(p − 1) denotes the Hölder conjugate of p, and (p, q) is said to be an (n-dimensional) admissible pair if p, q ≥ 2, 2/p + n/q = n/2, (p, q, n) = (2, ∞, 2).
(1.4)
The condition (1.4) is necessary and sufficient for the validity of (1.2). In particular, as shown by [37, 47] , the two-dimensional endpoint estimates do not hold in general. The proof of (1.2) and (1.3) is based on the dispersive estimate of the form ||e it∆ ψ|| L ∞ (R n ) ≤ C|t| −n/2 ||ψ|| L 1 (R n ) , t = 0.
(1.5)
In fact, (1.5) together with the mass conservation ||e it∆ ψ|| L 2 = ||ψ|| L 2 implies both (1.2) and (1.3) for all admissible pairs (see [28] ). It is worth noting that the Strichartz estimates play an important role in the study of the well-posedness and scattering theory for nonlinear Schrödinger equations (see, e.g., monographs [9, 48] ).
There is also a vast literature on Strichartz estimates for Schrödinger equations with potentials (see [42, 5, 6, 16, 17, 24, 12, 34, 13, 2, 31, 4] and references therein). In particular, the Schrödinger operator with inverse-square potentials of the form H σ = −∆ − σ|x| −2 with σ ∈ R has recently been extensively studied since it represents a borderline case as follows. Both the decay rate |x| −2 as |x| → +∞ and the local singularity |x| −2 as |x| → 0 are critical for the validity of Strichartz and dispersive estimates (see [25, 14] ). Moreover, the case with σ = C H , i.e., H σ = H, is also critical in the following sense. On one hand, if σ > C H , H σ is not lower semi-bounded (due to the fact that C H is the best constant in (1.1)) and has infinitely many negative eigenvalues diverging to −∞ (see [39] ). In particular, there is no hope to obtain any kind of global-in-time dispersive estimates. On the other hand, if σ < C H , the full range of Strichartz estimates is known to be hold (see [5, 6, 4] ) and has been used to study the nonlinear scattering theory (see [51, 29, 30] ). Note that the method of the proof in the subcritical case essentially relies on the fact that H σ satisfies −C 1 ∆ ≤ H σ ≤ −C 2 ∆ with some constants C 1 , C 2 > 0 in the sense of forms, which is not the case for the critical case. In this subcritical case, there are also several results on dispersive estimates for Schrödinger equations (see [20, 21, 32] ) or wave equations (see [39, 40] ).
In the critical case σ = C H , Burq-Planchon-Stalker-Tahvildar-Zadeh [5] obtained local smoothing effects of the form
We refer to [19, 36, 1, 11, 7, 8] and references therein for further references on such weakdispersive estimates for dispersive equations with singular perturbations. More recently, Suzuki [46] proved Strichartz estimates for all admissible pairs except for the endpoint (p, q) = (2, 2n/(n− 2)) and used them to study the well-posedness of nonlinear Schrödinger equations. We also mention that, in the one dimensional case n = 1, [32] considered H σ in L 2 (R + ) with Dirichlet boundary condition at x = 0 and showed the dispersive estimate ||e −itHσ || L 1 →L ∞ ≤ |t| −1/2 for σ ≥ −1/4. However, there seems to be no previous literature on the endpoint Strichartz estimate if n ≥ 3. The main purpose of this paper is to provide a complete answer, in the framework of Lorentz spaces, to the validity of endpoint Strichartz estimates in the critical case σ = C H , which turns out to be different from the subcritical case. More precisely, splitting the solution into the radial and non-radial parts, we show that We also consider a more general Schrödinger operator of the form
where V is a C 1 function on R + such that | V (r)| ≤ C r −µ with some µ > 3 and the negative part of V is small enough. Then, under appropriate spectral conditions at zero energy, we show that e −itH V (Id −P pp ) satisfies non-endpoint Strichartz estimates, where we refer to Section 5 for the definition of P pp .
Main results
In what follows we always assume n ≥ 3. Let us define the operator H = −∆ − C H |x| −2 as the Friedrichs extension of the sesquilinear form
which is symmetric, non-negative and closable by (1.1).
To be more precise, let Q H be the closure of Q H with domain D(Q H ) given by the completion of C ∞ 0 (R n ) with respect to the norm (||u||
. Then we define a unique self-adjoint operator H corresponding to Q H in a usual way (see [41, Chapter VIII]) that
In order to state the results, we further introduce several notation. Let L p,q (R n ) be the Lorentz space (see the end of this section) and we say that f ∈ L p,q
rad (R n ) be the projection defined by
and set P ⊥ n = Id −P n , where ω n := |S n−1 | is the area of the unit sphere S n−1 . We often omit the subscript n, writing simply P = P n and P ⊥ = P ⊥ n if there is no confusion. Both P and P ⊥ commute with H since the potential −C H |x| −2 is radially symmetric. Furthermore, they also commute with f (H) for any bounded Borel function f on R by the spectral theorem. Then our first result is as follows.
Theorem 2.1. There exists C > 0 such that
2)
where 2 * = 2n n−2 and 2 * = 2n n+2 . Tao [47] that the two-dimensional free endpoint estimate
holds for all ψ ∈ L 2 rad (R 2 ). The estimate (2.2) can be regarded as an extension of this estimate to higher dimensions. Indeed, H restricted to radial functions is unitarily equivalent to −∆ R 2 restricted to radial functions. (2.2) actually follows from (2.5) and this equivalence.
On the other hand, the proof for the non-radial part is quite different from that for the radial part. We first use a smooth perturbation method developed in [42, 6, 4] to deduce (2.3) and (2.4) from the uniform estimate for the weighted resolvent |x| −1 P ⊥ (H − z) −1 P ⊥ |x| −1 . Then a key observation is the following improved Hardy inequality
which implies the equivalence As a consequence of Theorem 2.1, we obtain usual non-endpoint estimates and inhomogeneous weak-type endpoint estimates except for the double endpoint case. 
Remark 2.4. The non-endpoint estimates (2.6) and (2.7) (with an appropriate spectral projection) hold for a more general operator of the form H + V with a radially symmetric potential V such that | V (x)| ≤ C x −µ with some µ > 3, under certain spectral conditions at zero energy for the two-dimensional operator −∆ R 2 + V (|x|) (see Section 5).
Theorem 2.1 also implies the following weighted L 2 -estimate.
Remark 2.6. (2.9) provides an alternative proof of the absolute continuity of the spectrum of H. Indeed, if M w denotes the multiplication operator by w then (2.9) and [41, Theorem XIII. 23] show that Ran(
and hence H is purely absolutely continuous.
Finally we obtain the following negative result.
this theorem particularly shows that usual endpoint Strichartz estimates can fail as in the two dimensional free case and that Theorem 2.1 is sharp. We however stress that the counterexamples in Theorem 2.7 are given by radial functions, while the negative results in the two-dimensional free case are given by non-radial functions (see [37, 47] ). It is worth noting that the dispersive estimate of the form ||e −itHσ || L 1 →L ∞ ≤ C|t| −n/2 , which is stronger than Strichartz estimates, for the operator H σ = −∆ − σ|x| −2 fails in general as soon as σ > 0 (see [20, 22] ).
Notation. Throughout the paper we use the following notation.
for short. For positive constants A and B, A ∼ B means that there exists universal constants
It is not hard to see that |x| −α ∈ L n/α,∞ (R n ) for 0 < α ≤ n. We refer to [26] for more details on Lorentz spaces
The rest of the paper is organized as follows. Section 3 is devoted to the proof of Theorem 2.1 and Corollaries 2.3 and 2.5. The proof of Theorem 2.7 is given in Section 4. Section 5 discusses a generalization of Corollaries 2.3. In appendix A, we prove the uniform estimate for the weighted resolvent |x| −1 P ⊥ (H − z) −1 P ⊥ |x| −1 .
Proof of Theorem 2.1
We first prove the weak-type endpoint estimate for radial data.
Proof. Recall that H restricted to radial functions is unitarily equivalent to −∆ R 2 restricted to radial functions by means of the unitary map
namely one has
where U * f = (ω n /ω 2 ) −1/2 |x| −(n−2)/2 f . This formula follows from the identity
for all radially symmetric functions f, g ∈ C ∞ 0 (R n ) and the fact that C ∞ 0 (R n ) is dense in D(Q H ), where r = |x|. In particular, one has
By virtue of this formula, we can use (2.5) to obtain
and the assertion follows.
It remains to deal with the non-radial part for which one can consider more general potentials:
(2) There exists a constant ν > 0 such that
(3) −∆ + V is lower semi-bounded in the sense that, with some constant C > 0,
Under these conditions, the sesquilinear form (−∆ + V )u, v is symmetric, lower semibounded and closable on C ∞ 0 (R n ). Let H V = −∆ + V be a unique self-adjoint operator corresponding to the closure of this form. It is not hard to check that V (x) = −C H |x| −2 fulfills the above conditions. In particular, the following proposition particularly implies (2.3) and (2.4). Proposition 3.3. Let V satisfy Assumption 3.2. Then one has
The key ingredient in the proof of this proposition is the following weighted L 2 estimate:
Proposition 3.4. Let V be as above. Then one has
Proof. Note that, since V is radially symmetric, P ⊥ commutes with all of |x| −1 , |V | 1/2 and e −itH V . Furthermore, since P ⊥ = (P ⊥ ) 2 and |x| 2 V ∈ L ∞ , it suffices to show that
Then the smooth perturbation method by Kato [27] (see also [11, Theorem 2.3] ) allows us to deduce both (3.7) and (3.8) from the uniform resolvent estimate:
whose proof is rather technical and postponed to Appendix A.
Proof of Proposition 3.3. We follow closely the argument in [6] (see also [4] ). Let us set
It was proved by [28, Theorem 10.1 ] that e it∆ and Γ 0 satisfy 10) which, together with the hypothesis |x| 2 V ∈ L ∞ and Hölder's inequality, implies
Let a 1 , a 2 , b 1 , b 2 , c 1 and c 2 be (finite) positive numbers defined by
Now we shall show the homogeneous estimate (3.3). By virtue of Duhamel's identity
we learn by (3.10), (3.11) and (3.5) that
In order to derive the inhomogeneous estimate (3.4), we next observe that, for any simple function F : R → C ∞ 0 (R n ), Γ satisfies following iterated Duhamel's identity
Indeed, integrating usual Duhamel's identity
) and applying Fubini's theorem to the second term, we obtain
By exchanging the roles of −∆ and H V , we also have
These two identities imply (3.13). Taking into account the fact that P ⊥ commutes with all of V, Γ 0 and Γ, we use (3.13), (3.10), (3.11) and (3.6) to obtain
, which completes the proof since simple functions with values in
Next we consider non-endpoint estimates and weighted L 2 -estimates:
Proof of Corollary 2.3. We first recall the following properties of real interpolation spaces:
• Then we use (2.2) and these properties with
for all non-endpoint admissible pair. By virtue of the continuous embedding L q,p ⊂ L q for q ≥ p, this estimate implies (2.6) for 2(n + 2)/n ≤ q < 2n/(n − 2). For 2 < q < 2(n + 2)/n, (2.6) follows from complex interpolation between two cases (p, q) = (∞, 2) and (p, q) = (2(n + 2)/n, 2(n + 2)/n). This completes the proof of (2.6). Inhomogeneous estimates (2.7) and (2.8) follow from a standard argument (see [47, Section 3] ) by using (2.2), (2.6), dual estimates of (2.6) and Christ-Kiselev's lemma [10] .
Proof of Corollary 2.5. The assertion follows from (2.2) and Hölder's inequality (2.11).
Proof of Theorem 2.7 4.1 The homogeneous case
We begin with an elementary fact on Lorentz spaces:
Lemma 4.1. Let n ≥ 2, 1 < σ < ∞, α > 0 and set w 0 (r) := r −1 | log r| −α 1 {r<1} (r). Then w 0 (|x|) belongs to L n,σ (R n ) if and only if α > 1/σ.
Proof. The distribution function d w (s) of w satisfies The following lemma provides a counterexample of space-time weighted L 2 -estimates for e it∆ in two dimensions.
In particular, the estimate
does not hold true. Here ψ denotes the Fourier transform of ψ.
Proof. We may assume α = 1/2 without loss of generality. Set w δ (r) = r −1 | log r| −1/2 1 [δ,1−δ) (r) for δ ≥ 0. In order to derive the assertion, it suffices to show that w δ (|x|)e it∆ R 2 ψ ∈ L 2 (R 1+2 ) for each δ > 0 and ||w δ (|x|)e it∆ R 2 ψ|| L 2 (R 1+2 ) → ∞ as δ → 0. Taking into account the fact that, for any radial ϕ ∈ L 2 (R 2 ), both ϕ and e it∆ R 2 ϕ are also radial, one can write f ψ (|ξ|) = ψ(ξ) for some f ψ ∈ L 2 (R + , rdr). Since ||f ψ || L 2 ([0,1],sds) > 0 by assumption, we may assume ||f ψ || L 2 ([0,1],sds) = 1. Then a direct computation yields
where we have made the change of variables ρ = |ξ| 2 in the second line. We set
for ρ ≥ 0 and h(ρ, x) = 0 for ρ < 0. Then Plancherel's theorem shows
Consider the integral
It is easy to see that the Bessel function J 0 (z) is bounded on [0, ∞). In particular, we have
which, together with the condition f ψ ∈ L 2 (R + , rdr), implies w δ e it∆ R 2 ψ ∈ L 2 (R 1+2 ). On the other hand, if 0 ≤ z ≤ 1, then J 0 (z) 2 ≥ c 0 with some c 0 > 0 and hence K(s) satisfies
which, together with (4.1), shows
Proof of Theorem 2.7: The homogeneous case. Since L p,q 1 ⊂ L p,q 2 if q 1 ≤ q 2 , we may assume 2 < q < ∞. It is convenient to write q = 2σ/(σ − 2) with 2 < σ < ∞ so that 1/2 = 1/q + 1/σ.
for any w ∈ L n,σ (R n ). On the other hand, assuming w is also radially symmetric and using the formula (3.2), we −itH ψ satisfies
Hence (4.2) and (4.3) imply we it∆ R 2 ψ 2 ∈ L 2 (R 1+2 ) for any w ∈ L n,σ rad (R n ). Now if we take 1/σ < α ≤ 1/2 then w 0 defined in Lemma 4.1 belongs to L n,σ rad (R n ) and hence w 0 e it∆ R 2 ψ 2 ∈ L 2 (R 1+2 ) by the above argument, which contradicts with Lemma 4.2.
The inhomogeneous case
We begin by recalling two known results on the two-dimensional free Schrödinger equation.
Lemma 4.3. There exists
Proof. It was shown by [38] that
which, together with Hölder's inequality, clearly implies the desired bound.
Lemma 4.4. Let κ = −iz 1/2 with z = −κ 2 for Re z < 0. Then
Proof. See, e.g., [43, Lemma 5] .
Proof of Theorem 2.7: The inhomogeneous case. Assume for contradiction that
with some C > 0 independent of F . Taking 
For simplicity, we take w(x) = x −2 . Plugging the formula (3.2) into (4.5) yields
. Now we claim that (4.6) implies
on L 2 rad (R 2 , x 4 dx) with some C > 0 being independent of κ. Then (4.7) clearly contradicts with the logarithmic singularity as |κ| → 0 in (4.4). It remains to show that (4.6) implies (4.7). Let f ∈ S(R 2 ) be radially symmetric, z ∈ C \ [0, ∞) and set u(t) = e −izt f . Since u(t) solves
where
where C is independent of T . By virtue of the specific formula of u and F , one can compute
In particular, γ(z, T ) → ∞ as T → ∞ for each z, so dividing by γ(z, T ) and letting T → ∞ in (4.8), we obtain
for all f ∈ S(R 2 ) such that f is radial. Now we plug f = (−∆ R 2 − z) −1 g to obtain (4.7) for all radial g ∈ S(R 2 ). Finally, a density argument yields (4.7) for all g ∈ L 2 rad (R 2 , x 4 dx).
A generalization of Corollary 2.3
Here we extend the non-endpoint estimates (2.6) and (2.7) to more general operators of the form
where V (r) is a real-valued C 1 function on R + satisfying | V (r)| ≤ C r −µ for some µ > 3 at least. Let H V is defined as a unique self-adjoint operator associated to a lower semi-bounded closable form (−∆ + V )u, u on C ∞ 0 (R n ). In order to state the result, we introduce several notation. Similarly to the proof of Theorem 2.1, the following two-dimensional Schrödinger operator plays a key role:
Since V is radially symmetric, we see that P n (resp. P 2 ) commutes with H V (resp. H) and that H V is unitarily equivalent to H on the space of radial functions in the sense that
is a unitary map defined by (2.1) and (3.1), respectively.
Under the above condition on V , it is known that H is self-adjoint on L 2 (R 2 ). Suppose in addition that zero energy is not an eigenvalue of H. Then the spectrum of H is purely absolutely continuous on [0, ∞) and is pure point on (−∞, 0) with finitely many eigenvalues of finite multiplicities (see [41, Chapter XIII] and [44] ). Let P pp ( H) (resp. P ac ( H)) be the projection onto the pure point (resp. absolutely continuous) subspace of H. Since P 2 commutes with H, we see that P 2 , P pp ( H) and P ac ( H) mutually commute by the spectral theorem. Define two bounded operators
rad (R n ) by
Lemma 5.1. P pp and P ac are orthogonal projections such that they commute with H V and Id = P pp + P ac + P ⊥ n . Moreover, P pp , P ac and P ⊥ n mutually commute and
Proof. Recall that P 2 , P pp ( H) and P ac ( H) are orthogonal projections. Then it is not hard to see that P pp and P ac are bounded, symmetric and thus self-adjoint. Since Ran U * P 2 ⊂ L 2 rad (R n ), one has U P n U * P 2 = P 2 which implies
A similar argument implies P 2 ac = P ac . Thus P pp and P ac are orthogonal projections. Next, it is seen from (5.1) that
which imply that both P pp and P ac commute with H V . Moreover, since
we have Id = P pp + P ac + P ⊥ n . Finally, since
P pp , P ac and P ⊥ n mutually commute and satisfy the last identity in the statement.
Next we recall the notion of zero resonance of H (see [18] ).
Definition 5.2. Zero energy is said to be a resonance of
with some 2 < p ≤ ∞ to the equation Hf = 0. In the case of p = ∞ the resonance is called an s-wave resonance, while it is called a p-wave resonance if 2 < p < ∞.
Let us now state the main result in this section. (H1) Zero energy is neither an eigenvalue nor a resonance of H.
(H2) µ > 4 and H has only an s-wave resonance at zero energy.
Then, for any (n-dimensional) admissible pairs (p, q) and (p,q) with p,p > 2, one has
Remark 5.4. If in addition V is non-negative, then it is easy to see that H has no eigenvalue and thus (5.3) hold without the spectral projection Id −P pp .
A key ingredient in the proof of this theorem is the following dispersive estimate:
Proposition 5.5. Let V be a real-valued function on R 2 such that | V (x)| ≤ C x −µ on R 2 with µ > 3 and V satisfies either (H1) or (H2). Then
In particular, for all (p, q) ∈ [2, ∞] 2 satisfying 2/p + 2/q = 1 and p > 2, one has
Proof. The dispersive estimate (5.4) is due to [43, 18] 
then the desired estimate for e −itH V P ⊥ ψ follows from Proposition 3.3 and complex interpolation. Let (p, q) be an n-dimensional non-endpoint admissible pair, i.e., 2/p + n/q = n/2 and p > 2. Take q 2 ≥ 2 such that (p, q 2 ) is a two-dimensional admissible pair, i.e., 2/p + 2/q 2 = 1. Using (5.1) and (5.2), we have
Setting v(t) = e −it H P ac ( H)P 2 U P n ψ, this formula and Hölder's inequality yield
where s is given by the identity 1/q = 1/s + 1/q 2 . Then, since
which completes the proof of the homogeneous estimates.
Having Lemma 5.1 in mind, we see that the inhomogeneous estimates follow from the homogeneous estimates and Christ-Kiselev's lemma.
A A uniform resolvent estimate
In what follows we assume n ≥ 3 and frequently use the notation r = |x| as well as ∂ r = |x| −1 x·∇. This appendix is devoted to the proof of (3.9), namely, we shall show the following.
Theorem A.1. Let n ≥ 3 and H V be as in Proposition 3.3. Then (3.9) holds.
The proof essentially relies on the multiplier method of [1, Section 2]. We follow closely [4, Appendix B]). Let f ∈ C ∞ 0 (R n ) be non-radial in the sense that f = P ⊥ f and λ + iε ∈ C \ R with λ, ε ∈ R. Let u = (H V − λ − iε) −1 f ∈ D(H V ) be the solution to the Helmholtz equation
Note that u also satisfies u = P ⊥ u since V is radially symmetric. Also note that it suffices to consider the case ε ≥ 0 only, the proof for the case ε < 0 being analogous. We first prepare three key lemmas:
(1) Improved Hardy's inequality for non-radial functions:
(2) Weighted Hardy's inequality:
Proof. We refer to [15 
where H 1 is the L 2 -Sobolev space of order 1. In particular, u = (H V − λ − iε) −1 P ⊥ f belongs to H 1 . This observation is useful to justify the computations in the proof of the next lemma.
Lemma A.4. The following five identities hold:
In particular, we have r 1/2 ∇u ∈ L 2 , r 1/2 u ∈ L 2 and r 1/2 u ∈ H 1 .
Proof. We give an outline of the proof only and refer to [4, Appendix B] for more details. Note that the condition r 2 (r∂ r ) ℓ V ∈ L ∞ with ℓ = 0, 1 is enough to justify following computations. Lemma A.5. Let 0 < ε < λ and v λ = e −iλ for any δ 1 > 0, where λ + = max{0, λ}. Taking the fact u = P ⊥ u ∈ H 1 into account, we learn by Assumption 3.2 (2) and Lemma A.2 (1) that
Taking δ 1 < ν we obtain (A.8).
Next, let ε < λ. By Assumption 3.2 (2) and Lemma A.2, the left hand side of (A.7) satisfies
Hence it suffices to show that there exist δ < ν and C δ > 0 being independent of ε and λ such that the right hand side of (A.7) is bounded from above by δ||r −1 u||
For the first term of the right hand side of (A.7), the Cauchy-Schwarz inequality and Hardy's inequality (1.1) yield that there exists C 1 > 0 independent of ε and λ such that 1 . Choosing δ 1 > 0 so small that (4 + C 1 )δ 1 < ν we obtain (A.8), which completes the proof.
