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Amodified Shepard interpolation scheme is used to construct global potential energy surfaces !PES"
in order to calculate quantum observables—vibrationally averaged internal coordinates, fully
anharmonic zero-point energies and nuclear radial distribution functions—for a prototypical loosely
bound molecular system, the water dimer. The efficiency of PES construction is examined with
respect to !a" the method used to sample configurational space, !b" the method used to choose which
points to add to the PES data set, and !c" the use of either a one- or two-part weight function. The
most efficient method for constructing the PES is found to require a quantum sampling regime, a
combination of both h-weight and rms methods for choosing data points and use of the two-part
weight function in the interpolation. Using this regime, the quantum diffusion Monte Carlo
zero-point energy converges to the exact result within addition of 50 data points. The vibrationally
averaged O–O distance and O–O radial distribution function, however, converge more slowly and
require addition of over 500 data points. The methods presented here are expected to be applicable
to both other loosely bound complexes as well as tightly bound molecular species. When combined
with high quality ab initio calculations, these methods should be able to accurately characterize the
PES of such species. © 2004 American Institute of Physics. #DOI: 10.1063/1.1756580$
INTRODUCTION
Loosely bound molecular complexes are common in
chemistry. They can occur as clusters, as transition states and
as reactive intermediates and are involved in many biological
processes. In many cases a number of stable local minima
are found on the molecular potential energy surface !PES"
describing the complex. If the overall zero-point energy
!ZPE" of the complex is larger than the barriers between
these local minima then the ground state may be delocalized
over two or more minima and the actual ground state prop-
erties may differ significantly from those of the lowest en-
ergy equilibrium configuration. For example, a delocalized
proton in a hydrogen bonded complex can result in a shorter,
stronger hydrogen bond, a lower proton stretching vibra-
tional frequency and a larger nuclear magnetic resonance
!NMR" chemical shift on the hydrogen bonded proton than
that found in a complex where the proton is strongly
localized.1,2
The degree of nuclear delocalization due to zero-point
motion and tunneling may be determined by examining the
ground state nuclear wave function. This wave function may
be calculated from the molecular PES using variational
methods or Monte Carlo methods such as quantum diffusion
Monte Carlo !DMC".3–6 Quantum diffusion Monte Carlo can
be used to calculate the ground state wave function as it has
the ability to determine the exact solution to the nuclear
Schro¨dinger equation. Furthermore, Monte Carlo methods
tend to have better scaling properties with increasing dimen-
sion than grid-based methods.
DMC has been used previously to study many loosely
bound molecular systems or complexes. For example, the
intermolecular modes in water clusters, (H2O)n , have been
studied extensively,7–16 and some other systems studied in-
clude (HF)2 ,17 (DF)3 ,18 (HCl)2 ,19 (CO)2 ,20 ArnHF,21,22
and N2 :H2O.23 These previous DMC studies have employed
either functional forms for the molecular PES, for example
(HF)2 ,17 (H2O)n ,7–9,11–16 and phenol:(H2O)n ,24 or the di-
rect ab initio calculation of the value of the molecular poten-
tial energy at each configuration sampled by the DMC pro-
cedure !direct DMC", for example (H2O)2 .10 Although using
a functional form to represent the global PES is computation-
ally inexpensive, the accuracy of the DMC calculation is
limited by the inaccuracies introduced into the surface during
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parametrization. Further, this method is limited to systems
for which functional forms for the PES have already been
derived. Direct DMC is, in principle, the most accurate
method. However, due to the high computational expense of
ab initio calculations and the large number of energy evalu-
ations required per DMC simulation, this method is currently
limited in accuracy by the quality of the ab initio calculation
performed. Typically, direct DMC simulations are only fea-
sible using density functional theory with a double zeta qual-
ity basis.10
Interpolation between ab initio data points, according to
the modified Shepard interpolation scheme of Collins and
co-workers,25–28 provides a method for obtaining a represen-
tation of the global PES with a higher accuracy than using a
functional form and with a lower computational cost than
direct DMC. The molecular PES is expressed as an interpo-
lation over data that is scattered throughout the chemically
relevant regions of conformational space. Each data point
comprises a set of atomic coordinates, the corresponding en-
ergy and the first and second derivatives of the energy with
respect to nuclear displacement. The potential energy at any
arbitrary configuration is expressed as a weighted sum of
Taylor series expansions from neighboring data points. The
interpolation procedure is an iterative process in which the
relevant configuration space is explored, providing a collec-
tion of molecular configurations accessed, one of which is
chosen as a new data point, thus creating a new, expanded
data set. This procedure is repeated until the PES is deemed
to have converged, that is, when the values of the observ-
ables calculated from the PES remain constant upon addition
of extra data points.
As demonstrated by Bettens,29 DMC sampling of the
configuration space during this process is a cost-effective
method for constructing a PES for a tightly bound system,
requiring only 100 ab initio data points for convergence of
the ground state energy of fluoromethane. The computational
efficiency of this method enabled the DMC simulations
to be performed on a full-dimensional composite
QCISD!T)/6-311!!G(2d f ,2p) surface for the fluo-
romethane molecule and its isotopomers. However, exten-
sion of this method to loosely bound systems is expected to
pose a more difficult computational task, as the volume of
configuration space that needs to be covered by the interpo-
lated PES is much larger. Therefore, it is necessary to opti-
mize the interpolation procedure to most efficiently construct
surfaces for loosely bound complexes.
In this paper, we aim to determine the most efficient
methods for generating molecular potential energy surfaces
for DMC calculation of the ground state energy and vibra-
tionally averaged molecular properties of loosely bound sys-
tems. In particular, we examine the effects of using different
regimes both to sample configuration space and to choose
which points to add to the PES data set. We also investigate
the effects of using a one- or two-part weight function in the
interpolation.
The water dimer has been chosen as a test system, as it is
a prototypical loosely bound system for which analytic rep-
resentations of the PES have already been derived.30–33 The
advantages of an analytic functional form for the PES are
twofold. First, the exact ground state energy and properties
can be calculated by performing DMC calculations directly
on the analytic surface. Second, the calculation of the ener-
gies, first and second derivatives required for the modified
Shepard interpolation is trivial. The computational effort re-
quired for DMC calculations on the interpolated potential
energy surfaces is therefore determined only by the DMC
convergence properties, allowing different possible regimes
in the interpolation to be examined with relatively little com-
putational expense. Our aim is, in future work, to use the
most efficient of these PES-building regimes together with
high quality ab initio calculations, to develop accurate PES
for similar loosely bound complexes.
COMPUTATIONAL METHODS
Molecular potential energy surface
The water dimer potential of Reimers, Watts, and
Klein,32 as reported by Suhm and Watts,8 has been used in
this work and we denote this potential as SW91. This poten-
tial is a version of the Watts semiempirical model for water.34
The SW91 potential uses slightly different parameters to the
RWK2 water dimer potential reported in an earlier paper by
Coker and Watts.16 The ZPE of the SW91 potential is 1.4%
lower than that of the RWK2 potential8 and the RWK2 po-
tential has been more widely used in the literature.9,14,16,35
The purpose of this work, however, has been to determine
the most efficient methods for characterizing interpolated
PES for loosely bound systems, and the SW91 PES is suit-
able for this purpose.
The SW91 PES has been used in lieu of ab initio calcu-
lations to provide the data points required for the modified
Shepard interpolation. Details of the PES interpolation and
iteration techniques may be found elsewhere25–28 but are
briefly described below. Each PES data point i comprises a
set of atomic coordinates, Zi , the corresponding potential
energy, V(Zi) and the first, f !(Zi), and second, f "(Zi), de-
rivatives of the potential energy with respect to nuclear dis-
placement. The coordinates Zi are linear combinations of
inverse bond length coordinates and have been found previ-
ously to be an efficient means of representing the asymptotic
regions of the PES.25
An estimate of the potential energy at any arbitrary con-
figuration Z, not included in the original data set, can be
given by a Taylor series expansion, Ti(Z), about any of the
data points, Zi , that is
Ti!Z ""V!Zi"! f !!Zi"!Z#Zi"! 12 f "!Zi"!Z#Zi"2!¯ .
!1"
The Taylor series expansion becomes more accurate as
higher order terms are included and as the arbitrary configu-
ration gets closer to an existing data point. The closest data
points should therefore play the largest role in determining
the energy at Z and this is achieved by weighting the Taylor
expansions about each existing data point, Zi , according to
the distance between Z and Zi . The potential energy at Z,
V(Z), is then given as the weighted sum of Taylor expan-
sions about of the N existing data points,
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V!Z""%g!G %i"1
N
wg!i!Z "Tg!i!Z ". !2"
The weight function, wi(z), is normalized by construction,
wi!Z""
v i!Z "
%g!G% i"1
N vg!i!Z "
, !3"
where v i represents the ‘‘primitive’’ weight function. Two
approaches have been used to the primitive weight function.
The first is to use a simple one-part weight function,
v i!Z ""!Z#Zi!#p !4"
with p$3N#3 chosen sufficiently large to guarantee con-
vergence of the PES.25 Here we use p"24. This form of the
weight function is simple to implement and computationally
fast, considerations that may be important when large-scale
DMC simulations are undertaken. The second form of the
weight function considered is a two-part weight function in-
cluding terms derived from a Bayesian analysis of the inter-
polation data,27,28
v i!Z """ # %k"1N!N#1 "/2 $ Zk#Zk! i "dk! i " % 2&
q
!# %k"1N!N#1 "/2 $ Zk#Zk! i "dk! i " % 2&
p' #1, !5"
where dk(i) represents a confidence length and p$3N#3,
q&2, and q%p . Here we have used p"24 and q"2. The
confidence lengths were derived from the distance between
each data point and its closest 50 neighboring data points.
This type of weight function is more complex than a simple
one-part weight function but has been shown to give signifi-
cantly greater accuracy in reactive systems.26,27 The water
dimer, however, is a bound system and we investigate the
effects of a one- or two-part weight function on modelling its
PES.
The Taylor series expansion, Ti(Z), in Eq. !2" has been
truncated at second order, which has been previously shown
to provide the most efficient means of generating a reactive
PES.36 The sums in Eqs. !2" and !3" are taken over N&G
configurations, where N is the number of unique data points
and G is the order of the permutation symmetry group for the
system. In this way the invariance of the PES to permutation
of identical nuclei is explicitly included. For the water dimer,
the full (G"48) nuclear permutation symmetry has been
included.
Initially, the interpolated PES was described by a single
data point: the configuration at the global minimum of the
SW91 PES. This configuration possesses Cs symmetry and
its structure is illustrated in Fig. 1.
Quantum diffusion Monte Carlo
The initiation phase of the DMC simulation involved
establishing a population of M replicas and guessing a trial
ground state energy (ET). Each replica was then allowed to
diffuse and branch for nstep time steps each of length ', after
which the trial energy was updated. This procedure was re-
peated for neq blocks, until the population had reached a
steady state and the trial energy remained approximately
constant. The simulation was then run for further n blocks,
during which time the ground state energy and wave function
histogram were accumulated.
The initial ensemble of replicas for the DMC simulations
was established by allowing a random fraction of a 0.5 bohr
displacement along each Cartesian axis of each atom from
the equilibrium geometry. The reference potential energy
(Vold) of the ensemble was then calculated. For each time
step, the atomic displacements were sampled from a Gauss-
ian distribution with variance,
var" 2'mass , !6"
where mass is the mass, in atomic units, of each atom con-
sidered.
The new potential energy (Vcurr) of the ensemble was
evaluated before the branching step. During the branching
step, the branching weight of each replica,
wi"e#'!0.5!Vold!Vcurr"#ET"e rand !7"
was used to determine the number of replicas created, where
rand is a random number between zero and one. For weights
lower than 1.0, the replica was annihilated. For replicas with
higher weights, wi#1 extra replicas were created, to give
total population Pcurr .
After nstep time steps, the trial energy was updated, ac-
cording to
ET"ET!
%nstep
1
'
log$ PoldPcurr%
nstep
. !8"
After neq equilibration blocks, the ground state energy was
accumulated by averaging Vcurr and the wave function histo-
gram was accumulated by binning the replicas for the re-
maining n blocks.
All the results presented in this paper were obtained with
the following parameters: M"1000, '"0.1 a.u., nstep"300,
neq"60, n"300, and ET(initial)"0.1Eh , starting with a
configuration at the global minimum of the SW91 PES. The
sampling of configuration space for iteratively improving the
PES was carried out with identical DMC parameters, with
the exception of n, which was decreased to 200 and nstep ,
which was decreased to 100.
FIG. 1. Schematic representation of the global minimum energy configura-
tion of the water dimer on the SW91 potential energy surface.
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The DMC simulations were repeated N"10 times. The
results below are quoted with errors corresponding to twice
the standard error of the mean, 2(/!N , where ( is the stan-
dard deviation of the 10 runs.
Vibrationally averaged internal coordinates were calcu-
lated for each DMC simulation run, averaging over 300
blocks. Standard errors were determined as above.
Iteratively improving the PES
The interpolated PES was improved by adding data
points to the initial minimum energy configuration. Both
DMC and classical trajectory calculations were used to pro-
vide data points for the PES. Classical trajectories were used
as a comparison for DMC because classical trajectory sam-
pling had been used previously to develop a number of in-
terpolated PESs for use in both quantum37–40 and
classical25–28,36,41–48 reaction dynamics. A single DMC sam-
pling regime was used previously by Bettens.29 Both sam-
pling methods explore the regions of configuration space im-
portant to the ground state wave function.
Configurations sampled by DMC or classical trajectory
simulation were added to the PES data set according to a
number of regimes with each regime yielding a different fi-
nal PES. For regimes !A"–!D" described below, a DMC
simulation was run using the parameters specified above.
Configurations accessed during the DMC simulation were
printed to file once every 10 blocks. These configurations
were then sampled and the chosen points were added to the
PES data set.
For regime !E", 1000 classical trajectories were calcu-
lated, using a velocity–Verlet algorithm with a time step of
0.001 a.u. The classical trajectories were propagated for
10 000 time steps and the trajectory configurations were
saved every 50 time steps and then sampled to provide fur-
ther data points for the PES data set. The initial conditions
for the trajectories were determined by microcanonical sam-
pling, for a given initial energy. The PES was built up by
adding 50 data points from trajectories run at a number of
initial energies, starting from 0.005Eh above the minimum of
the SW91 PES and incrementing the energy by 0.005Eh .
This process was repeated 10 times, resulting in the addition
of 500 data points with a total maximum initial energy of
0.05Eh .
The two methods that have previously been used to
choose which points to add from the sampled configuration
space are as follows:
!1" h-weight sampling.25 Using this method the n configura-
tions with the largest h-weight, Eq. !9", were added to
the PES data set for the next iteration,
h#Z! j "$"
1
N#1
%n"1,n) j
N v j#Z!n "$
%g!G% i"1
N vg!i#Z! j "$
. !9"
rms sampling.28,49 The single sampled configuration with
the largest variance in predicted energy, (v as calculated in
Eq. !10", was added to the PES data set,
(v
2!Z ""%g!G %i"1
N
wg!i!Z "#Tg!i!Z "#V$2. !10"
That is, the configuration Z for which the Taylor series
estimates of the energy, T(Z), from the different existing
data points, Zi , were most variant, was chosen for addition
to the PES data set. This method, however, allows only a
single configuration to be added to the data set in any itera-
tion.
These sampling methods may be utilized alone or in
combination. The potential energy surfaces were constructed
using the one-part weight function, given above in Eqs. !3"
and !4", or the two-part weight function, Eq. !5". The par-
ticular sampling regimes considered were the following.
!a" 1rms1hwt: add one DMC-sampled rms configuration
and one DMC-sampled h-weight configuration to the
PES data set per iteration.
!b" 1rms9hwt: add one DMC-sampled rms configuration
and nine DMC-sampled h-weight configurations to the
PES data set per iteration.
!c" allrms: add one DMC-sampled rms-sampled configura-
tion to the PES data set per iteration.
!d" allhwt: add one DMC-sampled h-weight configuration
to the PES data set per iteration.
!e" trajectory: alternatively add either one trajectory-
sampled rms configuration or one trajectory-sampled
h-weight configuration to the PES data set per iteration.
This combination of addition of one rms-sampled con-
figuration and one h-weight sampled configuration has
previously been demonstrated to be the most efficient
method for constructing a trajectory-sampled PES.28
The predicted energies of data points added to the PES
data set from the classical trajectory sampling were restricted
to the amount of energy available to the system, according to
the trajectory initial conditions. The maximum total energy
considered was 0.05Eh , approximated 0.015Eh above the
ZPE. The DMC simulations, however, sampled configura-
tions significantly higher in energy than the ZPE. These con-
figurations only occurred with low probability and did not
contribute significantly to the overall averaged ZPE but were
weighted highly by the two sampling schemes considered. In
an attempt to prevent the interpolated PES from being domi-
nated by such configurations, DMC-sampled configurations
with a predicted energy above 1.0Eh were not included in the
PES data set. If necessary, the choosing procedure was re-
peated until an eligible point was added to the PES data set.
The potential energy, gradients and second derivatives
were calculated on the SW91 PES at each configuration
added to the PES data set. Convergence of the interpolated
PESs with respect to the ZPE was checked by performing 10
full DMC simulation runs on potential energy surfaces com-
prising 1, 10, 25, 50, 75, and 100 data points. Initially, these
convergence runs were performed using an additional 1.0Eh
screening cutoff in the actual energy, in analogy to the con-
ditions under which the PES was grown. That is, data points
with an actual energy above 1.0Eh were not included in the
PES data set. The effect of high energy points on the topol-
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ogy of the PES was further examined by decreasing the
screening cutoff to 0.1Eh and repeating the convergence
runs. These convergence runs were performed using both the
one-part and two-part weight functions. 10 reference DMC
simulations were also performed on the analytic SW91 PES
to provide the exact ground state energy and vibrationally
averaged internal coordinates, as a measure of the conver-
gence of the various interpolated surfaces.
Once the most efficient method for constructing the PES
had been determined, the surface was then grown 500 data
points using this method. Convergence of the PES with re-
spect to the nuclear vibrational wave function was then
checked by performing an additional 10 full DMC simula-
tion runs on potential energy surfaces comprising 200, 300,
400, and 500 data points. These convergence runs were per-
formed using the two-part weight function only, with a 0.1Eh
screening cutoff in the actual energy of the PES data points.
To enable comparison of the efficiency of this scheme with
other PES growing schemes in the literature,25–28,36–48 the
regime !E" surface was also grown to 500 data points, with
convergence checks run every 100 data points.
Calculations were performed using computational re-
sources at the School of Chemistry, University of Sydney
and at the Australian Partnership for Advanced Computing
!APAC" National Facility based at the Australian National
University.
RESULTS AND DISCUSSION
Zero-point energy
The value of the ZPE calculated on the analytic SW91
surface was found to be 93.96'0.30 kJ/mol, where the un-
certainty represents two standard errors of the mean. Includ-
ing a correction term of 25.52 kJ/mol, corresponding to the
dimer association energy, yielded a ZPE of 119.48'0.30 kJ/
mol, in agreement with previous work.8 The ZPE on the
interpolated PES described by the minimum energy configu-
ration alone was significantly lower, 118.54'0.29 kJ/mol.
Initially, convergence runs to determine the ZPE were
carried out on potential energy surfaces obtained using the
five sampling methods, with a one-part weight function and
an energy screening threshold of 1.0Eh : data points with an
actual energy greater than 1.0Eh were not included in the
PES data set. In actuality, this threshold energy did not ex-
clude any of the data points initially selected for the various
PES. The results from these convergence runs are reported in
Table I. A number of the entries in this table have been
omitted, as the ZPEs obtained were unphysically low as an
artifact of the interpolation scheme. Data points added at
relatively high energies possess large gradients that can con-
tribute to the prediction of unphysically low or negative en-
ergies at nearby configurations. Effectively, this produced
unphysical ‘‘holes’’ in the PES which, when encountered
during a DMC simulation, resulted in the wave function be-
coming localized with a concomitant lowering of the calcu-
lated ZPE. In an attempt to exclude the possibility of hole
formation, a second set of convergence runs were carried out
also using the one-part weight function but screening out
data points with an actual energy above 0.1Eh . This screen-
ing threshold resulted in 34, 6, 32, and 0 points being ex-
cluded from the 100 point PES data sets for regimes !A", !B",
!C", and !D", respectively. The lower screening energy
threshold did not affect the trajectory-sampled surfaces. The
water dimer ZPE using this lower energy threshold is also
reported in Table I. The 0.1Eh screening threshold resulted in
some improvement in the quality of the potential energy sur-
TABLE I. Water dimer zero-point energy !kJ/mol" for the various PES iteration regimes considered using a one-part weight function in the PES
interpolation.a,b
Number of points selected for the PES data set Water dimer zero-point energy
SW91 119.48'0.30
1 118.54'0.29
1.0Eh energy screening threshold
DMC sampling
Trajectory
sampling
Regime !A" Regime !B" Regime !C" Regime !D" Regime !E"
10 120.51'0.37 118.86'0.30 119.40'0.45
25 120.94'0.18 121.45'0.22 120.51'0.24
50 120.66'0.26 122.56'0.43
75 121.04'0.30 120.86'0.29 122.57'0.31
100 121.48'0.29 123.05'0.48
0.1Eh energy screening threshold
DMC sampling
Trajectory
sampling
Regime !A" Regime !B" Regime !C" Regime !D" Regime !E"
10 119.73'0.42 120.51'0.37 118.49'0.22 119.40'0.45
25 121.13'0.32 121.00'0.33 121.45'0.22 120.42'0.33
50 121.20'0.29 121.46'0.47 122.56'0.43
75 121.32'0.30 121.48'0.36 122.57'0.31
100 121.73'0.28 121.73'0.30 123.05'0.48
aZero-point energy !ZPE" represents ZPE, as calculated on the given PES!25.52 kJ/mol dimer association energy, uncertainties represent two standard errors
of the mean, as calculated from 10 independent DMC simulations.
bWhere the PES interpolation scheme resulted in negative ZPE, the table entry has been omitted.
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faces obtained, with a lower incidence of holes appearing in
the PES’s. However, in general, these one-part weight func-
tion potential energy surfaces demonstrated poor conver-
gence with respect to the ZPE, appearing to converge to a
value approximately 2.5 kJ/mol higher than the ZPE for ana-
lytic SW91 surface.
The trajectory-sampled surface #regime !E"$ possessed
spurious wells, which were introduced after the addition of
10 data points but not yet corrected upon addition of 100
data points. This is a result of the classical trajectories spend-
ing a disproportionate amount of time in the high energy
regions of the PES, corresponding to the classical turning
points. Hence, more data points are added in these regions of
the PES and the process of correcting holes introduced into
the surface is inefficient as low energy regions of the PES are
under-sampled. However, as the number of data points in-
creases, the PES must converge to the exact surface, and the
ZPE must converge to the analytic result.
The implication of these results for regimes !A"–!E" is
that convergence of potential energy surfaces described using
the one-part weight function is relatively slow.
A further set of convergence runs were carried out on the
surfaces described using the two-part weight function, which
is known to give a more accurate description of reactive
PES.27,28 These convergence runs were also carried out using
energy screening thresholds of 1.0 and 0.1Eh . The results
are reported in Table II and illustrated in Figs. 2 and 3 for the
1.0 and 0.1Eh screening thresholds, respectively. These po-
tential energy surfaces appear to converge to the exact ZPE
for the DMC-sampling regimes #!A"–!D"$. Again, the
trajectory-sampling regime !E" yielded negative zero-point
energies, as a consequence of spurious holes introduced into
TABLE II. Water dimer zero-point energy !kJ/mol" for the various PES iteration regimes considered using a two-part weight function in the PES
interpolation.a,b
Number of points selected for the PES data set Water dimer zero-point energy
SW91 119.48'0.30
1 118.54'0.29
1.0Eh energy screening threshold
DMC sampling
Trajectory
sampling
Regime !A" Regime !B" Regime !C" Regime !D" Regime !E"
10 119.06'0.27 120.47'0.32 118.49'0.24 118.94'0.35
25 120.05'0.28 120.63'0.40 120.92'0.25 119.95'0.38
50 120.39'0.32 119.42'0.35 121.05'0.28 119.33'0.27
75 119.76'0.42 118.86'0.36 120.70'0.32 119.61'0.33
100 119.97'0.27 119.23'0.44 120.42'0.26 119.23'0.27
0.1Eh energy screening threshold
DMC sampling
Trajectory
sampling
Regime !A" Regime !B" Regime !C" Regime !D" Regime !E"
10 119.03'0.31 120.47'0.32 118.75'0.27 118.94'0.35
25 120.35'0.32 120.26'0.37 120.92'0.25 119.62'0.27
50 120.44'0.22 119.72'0.22 121.05'0.28 119.60'0.25
75 119.94'0.26 119.50'0.33 120.70'0.32 119.70'0.26
100 119.72'0.32 119.50'0.37 120.42'0.26 119.06'0.23
aZero-point energy !ZPE" represents ZPE, as calculated on the given PES!25.52 kJ/mol dimer association energy, uncertainties represent two standard errors
of the mean, as calculated from 10 independent DMC simulations.
bWhere the PES interpolation scheme resulted in negative ZPE, the table entry has been omitted.
FIG. 2. Convergence, with number of unique data
points describing the PES, of the (H2O)2 ZPE, as cal-
culated in Table II, for the various two-part weight in-
terpolated PESs calculated using a 1.0Eh energy screen-
ing threshold. The DMC sampling regimes are
indicated with open symbols: regime !A" !#", regime
!B" !"", regime !C" !#", and regime !D" !$". For ref-
erence, the exact result on the SW91 PES is indicated at
zero data points with a closed circle, with its error in-
dicated by the shaded rectangle. All errors represent
two standard errors of the mean as calculated from 10
independent DMC simulations.
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the interpolated PES. Although incrementally ‘‘building up’’
the PES was hoped to provide adequate sampling of the low-
energy regions of the PES, this method proved unsuccessful
with both weight functions considered.
The use of 1.0 or 0.1Eh data point energy screening
cutoffs appeared to have little effect on the calculated zero-
point energies, indicating that the two-part weight function
has the capacity to smoothly interpolate high energy data
points. The potential energy profiles along the O–O stretch-
ing normal mode displacement vector for the regime !A",
!B", !C", !D", and !E" surfaces after addition of 100 data
points were generated using both 0.1 and 1.0Eh energy
screening cutoffs !Fig. 4". Inspection of these PES profiles
reveals that the 0.1Eh cutoff significantly improved the con-
vergence of the regime !C" profile in this degree of freedom,
and slightly enhanced convergence of the regime !A" and !B"
profiles.
Regimes !A", !B", and !C" all appear to converge the
water dimer ZPE upon the addition of 25–50 unique data
points to the PES data set when a two-part weight function is
used in the PES interpolation. The most computationally ef-
ficient of these regimes is regime !B", the addition of 1 rms
FIG. 3. Convergence, with number of unique data
points describing the PES, of the (H2O)2 ZPE, as cal-
culated in Table II, for the various two-part weight in-
terpolated PESs calculated using a 0.1Eh energy screen-
ing threshold. The DMC sampling regimes are
indicated with open symbols: regime !A" !#", regime
!B" !"", regime !C" !#", and regime !D" !$". For ref-
erence, the exact result on the SW91 PES is indicated at
zero data points with a closed circle, with its error in-
dicated by the shaded rectangle. All errors represent
two standard errors of the mean as calculated from 10
independent DMC simulations.
FIG. 4. PES profiles along the O–O
stretching normal mode displacement
vector for the exact SW91 PES !solid
line" and the one-point interpolated
surface !dashed line", the regime !A"
PES !diamonds", the regime !B" PES
!squares", the regime !C" PES
!circles", the regime !D" PES !tri-
angles", and the regime !E" PES !&".
All surfaces except the exact and one
point are described by data sets con-
taining 100 data points. Open symbols
indicate the use of a 0.1Eh energy
screening cutoff, shaded symbols indi-
cate use of a 1.0Eh energy screening
cutoff.
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and 9 h-weight points per sampling run. This scheme is more
efficient than regimes !A" and !C" as it enables the addition
of 10 PES data points per iteration, thus reducing the number
of DMC-sampling runs required and significantly reducing
the overall computational expense of the PES iteration pro-
cedure.
In summary, we have established that the most efficient
method considered here for growing a PES for the DMC
calculation of the fully anharmonic water dimer ZPE re-
quires the following:
!a" use of the two-part weight function,
!b" DMC sampling,
!c" the addition of 1 rms and 9 h-weight points per DMC-
sampling run.
The convergence of the ZPE was found to be relatively
insensitive to the energy screening threshold, although pro-
files of the potential energy surfaces obtained using a 0.1Eh
screening threshold were slightly more accurate than those
obtained using the 1.0Eh screening threshold. The use of an
energy screening threshold during the PES growing process
may therefore improve the efficiency of the process by pre-
venting the addition of data points in the high energy regions
of configuration space, which are less chemically important.
Having established regime !B" as the most efficient
method for constructing the PES, convergence of the surface
grown using this regime was then tested with respect to the
calculation of the nuclear vibrational wave function and
ground state properties. The convergence of the trajectory-
sampled surface #regime !E"$ with respect to the wave func-
tion and ground state properties was also tested for compari-
son.
Ground state properties
The ground state nuclear vibrational wave function and
vibrationally averaged O–O distance were calculated from
the regime !B" two-part weight potential energy surfaces at
10, 25, 50, 75, and 100 data points using a 0.1Eh energy
screening threshold. The O–O distance was chosen for ex-
amination because this quantity has been indirectly measured
experimentally.50 As the O–O average bond length had not
converged by 100 data points, the PES was grown further to
500 data points. Convergence runs were carried out at 200,
300, 400, and 500 data points. For comparison, the
trajectory-sampled surface #regime !E"$ was also grown to
500 data points, with convergence runs also carried out at
200, 300, 400, and 500 data points. The vibrationally aver-
aged O–O distances are reported in Table III, and this data is
depicted graphically in Fig. 5. The O–O distances from the
100 and 200 data point regime !E" surfaces have been omit-
ted from Table III because these surface possessed spurious
wells, as discussed above. The O–O radial distribution func-
FIG. 5. Vibrationally averaged O–O distances as a
function of number of points in the PES data set for
surfaces grown using regimes !B" !"" and !E" !$".
TABLE III. The vibrationally averaged O–O distance !Å" in the water dimer ground state calculated from the regime !B" DMC-sampled PES and the regime
!E" trajectory-sampled PES.a,b
Number of PES data points Vibrationally averaged O–O distance in the water dimer ground state
SW91 PES 2.834'0.009
1 2.699'0.026
DMC sampling Trajectory sampling
Regime !B" Regime !E"
100 2.768'0.011
200 2.786'0.007
300 2.789'0.011 2.802'0.007
400 2.774'0.007 2.790'0.006
500 2.766'0.007 2.793'0.009
aUncertainties representing two standard errors of the mean, as calculated from 10 independent DMC simulations.
bWhere the PES interpolation scheme introduced spurious wells in the PES !see text" resulting in a negative ZPE, the table entry has been omitted.
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tions for the analytic, 1 point, 500 point regime !B" and 500
point regime !E" surfaces are illustrated in Fig. 6. The O–O
radial distribution function represents the projection of
((*(/4+r2)2 onto the O–O distance. The wave function his-
togram is projected onto the O–O distance and then scaled
by 4+r2 prior to squaring the wave function amplitude in
order to account for the Jacobian of the transformation from
space fixed to internal coordinates. Profiles of the PES as a
function of the O–O stretching normal mode displacement
vector are illustrated in Fig. 7 for the analytic, 1 point, 500
point regime !B" and 500 point regime !E" surfaces.
From Table III and Fig. 5 it is observed that convergence
of the vibrationally averaged O–O bond length is slow. From
Fig. 6, it is observed that the shape of O–O radial distribu-
tion function also converges slowly, as the O–O radial dis-
tribution functions from the interpolated surfaces have not
converged to the analytic result even after addition of 500
data points. Despite the addition of 500 data points to the
PES data set, the DMC-sampled surface underestimates the
vibrationally averaged O–O distance by approximately 0.068
Å and the trajectory-sampled PES underestimates it by 0.041
Å. Initially, for the one point PES, the O–O radial distribu-
tion function is both shifted to shorter O–O distance and
asymmetrically broadened, particularly at short O–O dis-
tances, with respect to the radial distribution function calcu-
lated on the analytic SW91 PES. This occurs as a result of
the predicted potential energy being significantly lower than
the exact value at short O–O distance and slightly higher
FIG. 6. The O–O radial distribution
function from the ground state wave
function of the water dimer as calcu-
lated from the SW91 PES !solid line",
the one-point interpolated surface
!dashed line", and 500 point regime
!B" !"" and regime !E" !$" surfaces.
FIG. 7. PES profiles along the O–O
stretching normal mode displacement
vector for the exact SW91 PES !solid
line", the one-point interpolated sur-
face !dashed line", and 500 point re-
gime !B" !"" and regime !E" !$" sur-
faces.
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than the exact value at long O–O distance, as observed in
Fig. 7. For both the DMC- and trajectory sampled surfaces,
the steep repulsive wall at short O–O distance becomes more
accurately described upon addition of further data points. As
a consequence, the radial distribution function narrows and
shifts to longer O–O distance. Figure 7 indicates that the
short-range repulsive wall in the O–O degree of freedom is
more efficiently described by DMC sampling #regime !B"$
than trajectory sampling #regime !E"$. Figure 7 also indicates
that inaccuracies in the predicted potential energy at long
O–O distance were corrected by trajectory sampling but not
by DMC sampling. Together, these inaccuracies were re-
sponsible for the shorter vibrationally averaged O–O dis-
tances and the shift in the O–O radial distribution function to
shorter distance relative to the analytic SW91 PES for both
the trajectory-sampled and DMC-sampled surfaces. Results
at 500 data points were slightly better for the trajectory-
sampled PES than the DMC-sampled PES because trajectory
sampling was more likely to place new data points at large
O–O distance. In terms of convergence of ground state prop-
erties, PES growing regimes incorporating both DMC and
trajectory sampling may be more efficient than either method
alone.
In general, because the shape of the wave function is
strongly correlated to the topology of the PES, the quality of
the wave function obtained from a PES is strongly correlated
with the quality of the PES. One-dimensional slices through
the wave function, such as the O–O radial distribution func-
tion, therefore provide a sensitive measure of the conver-
gence of the PES.
SUMMARY
The ZPE and ground state properties of the 12-
dimensional water dimer have been studied using DMC tech-
niques on the SW91 analytic PES and interpolated potential
energy surfaces derived from this analytic PES. The nature
of the interpolating function was investigated by using either
one- or two-part weight functions #Eqs. !4" and !5", respec-
tively$. The iterative improvement of a PES, comprising ini-
tially only the global minimum configuration and its symme-
try equivalents, was investigated using either DMC or
trajectory simulations to sample configuration space along
with a number of regimes for choosing which data points to
add at each iteration.
In accordance with other published results on reactive
systems, the two-part weight function was found to provide a
significantly better description of the PES than the one-part
weight function. Surfaces described using the two-part
weight function exhibited significantly better convergence
with respect to the ZPE.
The most efficient sampling regime considered here in-
volved adding a single rms data point and 9 h-weight points
from a collection of geometries generated by DMC sampling
of configuration space. This scheme was computationally ef-
ficient, as it decreased the number of DMC runs required per
PES data point, hence decreasing the overall computational
expense. This regime yielded a PES that was converged with
respect to the ZPE upon addition of 50 data points to the PES
data set. The vibrationally averaged O–O distance and the
O–O radial distribution function were more sensitive to the
topology of the PES, requiring the addition of more than 500
data points to achieve convergence.
All the DMC based sampling regimes were found to be
more efficient than the trajectory-based-sampling regime for
convergence of the zero-point energy. However, the investi-
gation of trajectory-based regimes was limited to the method
previously found to be most efficient for reactive systems—
trajectory sampling in combination with one rms and one
h-weight point chosen per iteration. The convergence of
ground state properties, such as the vibrationally averaged
O–O distance or the O–O radial distribution function may
well be most efficiently achieved with a combination of
DMC and trajectory-based sampling.
The use of an energy screening threshold was found to
be useful in converging PES profiles in the O–O degree of
freedom and, by implication, in converging the PES itself.
The screening threshold served to prevent the addition of
data points in less chemically relevant regions of configura-
tion space.
In conclusion, we find that PES’s constructed using
weighted Taylor series expansions in inverse bond length
coordinates provided a means of generating PES’s suitable
for the calculation of ZPE and ground state properties of the
loosely bound water dimer complex. The methods we have
identified to construct the 12-dimensional water dimer PES
should also be applicable both to other loosely bound com-
plexes, as well as tightly bound molecular species. When
combined with high quality ab initio calculations, these
methods should be able to accurately characterize the PES of
such species.
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