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2 Bastian Seifert
1 Introduction
The popularization of the fast Fourier transform (FFT) algorithm by Cooley
and Tukey [8] paved the way to productive applications of the discrete Fourier
transform. Due to its numerous applications the fast Fourier transform has
been termed to be one of the most important algorithms of the twentieth cen-
tury. The usage of algebra in the theory of fast Fourier transform algorithms
dates back at least until the work of Nicholson [34]. Algebraic approaches
to FFT algorithms split into two main directions: group algebra and poly-
nomial algebra approaches. The interpretation of the fast Fourier transform
in terms of the cyclic group Zn was introduced in [34]. This group-based ap-
proach allows for a generalization of FFT algorithms to non-abelian groups
as in [10]. The polynomial algebra approach relies on the insight that there
exists an isomorphism of algebras C[Zn] ∼= C[x]
/〈 xn − 1 〉. This approach
allows to study another large class of FFT algorithms [5, 12, 17] relying on
ideas of Nussbaumer [35] and Winograd [53]. The full polynomial algebra ap-
proach was worked out in [38–41] leading to algebraic signal processing theory.
This theory captures not only the derivation of fast algorithms for different
signal models but treats the most important concepts from linear signal pro-
cessing, e.g. z-transform, signals, filters, and Fourier transform, algebraically,
as well. One main difference in algebraic signal processing when compared to
other recent approaches, like the decomposition of semi-simple algebras using
Bratelli-diagramms in [26], is that in algebraic signal processing one decom-
poses modules. This is motivated by the fact that in algebraic signal processing
theory the signals are modeled as a module over the algebra of filters. This
approach immediately leads to explicit matrix factorizations.
In algebraic signal processing theory one can identify three approaches
for the derivation of fast algorithms for Fourier transforms of algebraic signal
models based on polynomials. Even though all three approaches are essentially
based on the Chinese remainder theorem and a stepwise partial decomposition,
the different details lead to algorithms of different complexity.
The first one is based on a factorization of polynomials f(x) = g(x) · h(x).
This approach requires no special conditions on the polynomial f but leads to
sub-optimal O(n log2 n) algorithms.
The second approach is based on the decomposition property f(x) =
p(q(x)) of certain polynomials. This approach gives optimal O(n logn) algo-
rithms. Unfortunately in one variable the only families of polynomials posess-
ing this property are, up to affine-linear coordinate changes, the monomials
xn and the Chebyshev polynomials Tn(x) [45]. Hence the only O(n logn) al-
gorithms for signal models based on polynomials in one variable derivable by
this method are the Cooley-Tukey-type algorithms for the trigonometric, i.e.
sine and cosine transforms associated to Chebyshev polynomials, and the dis-
crete Fourier transform, associated to the monomials. In several variables it is
not known [51] if there are, up to affine-linear coordinate changes, any exam-
ples of polynomials with this property except the monomials and multivariate
Chebyshev polynomials. The second approach in combination with multivari-
FFT on weight lattices 3
ate Chebyshev polynomials was used to derive fast algorithms for undirected
hexagonal [43] and FCC lattices [50].
As there are other algorithms for the discrete Fourier transform, like the
Britanak-Rao-FFT [6], one might wonder if these algorithms can be derived
using algebraic signal processing theory. This question was solved using the
third approach. Here one relies on induced modules. This approach raises the
level of abstraction by not relying on properties of the polynomials but on
properties of the signal modules. Module induction is based on an algebra
A with subalgebra B and a finite set T ⊂ A , the transversal, such that
A =
⊕
t∈T tB. The induced A -module N of a B-module M is N =
⊕
t∈T t .
M , where . denotes the action of the algebra on the module. In [47] this
approach was worked out for polynomial algebras in one variable with regular
modules. As applications general-radix algorithms for the Britanak-Rao [6]
and the Wang-FFT [52] were deduced.
The first part of this article extends the third and second approach to
polynomial algebras in several variables. For this a very general decomposition
of modules is used to derive a decomposition of the Fourier marices. This
is necessary since unlike in the univariate case for multivariate polynomials
the decomposition property in general does not yield an induction. We given
an interpretation of the underlying mechanisms in the language of algebraic
geometry, as well. This is useful since it clarifies many aspects of the theory.
As an application example it is shown how one can derive the FFT for a
directed hexagonal lattice in this setting. By deriving this fast algorithm for the
directed hexagonal lattice it is illustrated how to rederive the fast algorithms of
Mersereau and Speake [28] for regular directed lattices within algebraic signal
processing theory.
The connection of orthogonal polynomial transforms and univariate orthog-
onal polynomials is well-known [56]. Using the Christoffel-Darboux formula the
Gauß-Jacobi-procedurce of [56] allows to derive an orthogonal version of any
discrete polynomial transform based on orthogonal polynomials. Even though
there is a rather mature theory of orthogonal polynomials in several vari-
ables [55] the connection to signal processing is not vivid in the literature.
Only recently the author used the multivariate Christoffel-Darboux formula
of Xu [54] to derive an orthogonal version of a discrete cosine transform on
lattices of triangles [49]. Unfortunately this method does not work in every
case but relies on the same condition as the existence of a Gaussian cuba-
ture formula as zeros of the orthogonal polynomials. This is deplorable since
Gaussian cubatures rarely exist [23]. In the second part we derive the general
orthogonalization scheme and show that the existence of such a Gaussian cu-
bature implies the existence of an orthogonal discrete transform for the signal
model corresponding to the polynomials used to construct the cubature.
Fast transforms for regular undirected lattices have been derived for the
hexagonal lattice [43] and for the FCC lattice [50]. Both algorithms are special
cases of a whole family, based on generalization of the Chebyshev polynomi-
als to multivariate polynomials intimately connected to Lie theory. One of
the first attempts to study these polynomials in two variables was [20]. The
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multivariate version was first defined in [24]. Important properties were de-
duced in [11]. The semigroup property was first proven in [44]. None of these
approaches realised the connection to Lie groups, which was clarified in [13].
Although Chebyshev polynomials in one variable are ubiquitous in applied
mathematics, their multivariate counterparts only recently started to pene-
trate into applications. Meanwhile, there are applications to the discretization
of partial differential equations [31, 32, 46], cubature formulas [16, 23, 29] and
discrete transforms [2, 14, 15]. From an algebraic signal processing perspec-
tive they are interesting for two reasons. First they are examples of multi-
variate polynomials with the decomposition property. Thus the multivariate
Chebyshev polynomials yield application examples of the generalized second
approach to fast Fourier transforms. Second they are intimately connected to
weight lattices of semi-simple Lie groups. As some of the weight lattices are
associated to densest sphere packings [7, Ch. 4], the multivariate Chebyshev
polynomials give in these cases rise to fast transforms of optimally sampled
signals [19,36].
We derive fast algorithms in the cases of Chebyshev polynomials associated
to Lie algebras of type A2 and C2. Furthermore we show that in the case C2
the multivariate Gauss-Jacobi procedure is applicable.
The main contributions of this paper are as follows. In Sect. 2 the induction-
based approach [47] and the approach relying on the decomposition prop-
erty [43] for the derivation fast algorithms in algebraic signal processing theory
are extended to a more general situation and polynomials in several variables.
Furthermore it is shown that in the multivariate case the decomposition prop-
erty yields another decomposition theorem for Fourier transforms. In Sect. 3
a generalization of the Gauß-Jacobi-procedure for the derivation of orthog-
onal transforms is derived. Finally in Sect. 4 we state a general scheme for
the derivation of fast transform algorithms for undirected weight lattices of
semi-simple Lie algebras based on multivariate Chebyshev polynomials.
2 An algebro-geometric perspective on signal processing and FFT
Algebraic signal processing theory enlightens the algebraic structures under-
lying linear signal processing technqiues [38, 39, 41]. From a signal processing
perspective the algebraic structures can be motivated as follows. If one consid-
ers the basic operations on filters, i.e. putting them in series and parallel and
amplifying them, one can interpret these operations as addition, multiplication
and scalar multiplication, respectively. One observes that these operations are
subject to a distributive law. Consequently the filters can mathematically be
described by an algebra with respect to these operations. Furthermore, one
can add and amplify signals, and we can apply filters to signals. From a math-
ematical point of view one thus gets the structure of a module over the algebra
of filters for the signals, with application of filters to signals as algebra action.
The z-transform is a bijective mapping from a set of numbers, the samples, to
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signals, which embody more structure. In this way, the z-transform tells how
to translate samples to signals.
An algebraic signal model, a triple (A ,M,Φ) consisting of a C-algebra A , a
free A -moduleM , and a bijective mapping Φ : Cn →M for some n ∈ N∪{∞}.
By the previous considerations this is motivated as the main object to study
in algebraic signal processing theory.
We recall the first example of algebraic signal processing theory, the classi-
cal finite time discrete signal processing. In the classical theory one considers
a set of numbers s = (s0, . . . , sn−1) ∈ Cn as signal and extends it periodically,
i.e. sN = sN mod n for any N ∈ Z. A set of samples s ∈ Cn is mapped to a
polynomial in x = z−1 by the z-transform
Φd : (s0, . . . , sn−1) 7→
n−1∑
i=0
six
i. (1)
To capture the periodic extension of the signal, one considers the resulting
polynomials modulo xn − 1 or, more precisely, modulo the ideal generated by
xn − 1. This results in an element of the set C[x]/〈 xn − 1 〉. The filters in
classical signal processing are generated by a shift. A shift is realized on the
polynomials as multiplication by x
x · Φ(s) = x
n−1∑
i=0
six
i =
n−1∑
i=0
si−1 mod nxi. (2)
This results in a delay of the signal. The filters are the polynomials in the shift
x, i.e. elements of C[x]
/〈 xn−1 〉. The structural difference between signal and
filters is the algebraic structure. The set of filters is equipped with the structure
of an algebra, while the signals form a module over the algebra of filters. In
this example we thus get the following structures. Let h1, h2 ∈ C[x]
/〈 xn− 1 〉
be two filters and c ∈ C, then h1(x) · h2(x), h1(x) + h2(x) and c · hi(x) form
new filters. For two signals s1, s2 ∈ C[x]
/〈 xn − 1 〉 only s1(x) + s2(x) and
c · s1(x) form new signals, i.e. one has the structure of a vector space. But
additionally hi(x) · si(x) forms a new filter, as well, which turns the signals
into a module over the algebra of filters. Hence the finite time discrete signal
processing translates to the model (Ad,Md, Φd), with underlying sets Ad =
Md = C[x]
/〈 xn − 1 〉, in algebraic signal processing theory.
A signal model can be visualized by a graph. The visualization is given
by the following construction. First one associates to each basis element of
the module a node. An edge from one node to another is added if the result
of the action of a generator of the algebra, i.e. a shift, on the basis element
associated to the first node contains non-zero coefficient to the basis element
of the second node. The visualization of the discrete finite time model is shown
in Fig. 1. Since the boundary conditions of two- or three-dimensional models
tend to lead to confusing pictures, the boundary connections are often omitted.
Note that these visualization graphs motivated a path to signal processing on
graphs see e.g. [48].
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Fig. 1 Visualization of the finite, discrete time signal model.
An algebraic signal model gives rise to a notion of Fourier transform based
on the decomposition of the signal module. Assume M ∼= ⊕iMi can be de-
composed into irreducible modules. Any isomorphism
F : M →
⊕
i
Mi (3)
is called a Fourier transform for the associated algebraic signal model. For the
finite time discrete signal processing model one has the decomposition
C[x]
/〈 xN − 1 〉 ∼= N−1⊕
j=0
C[x]
/〈 x− e2piij/N 〉. (4)
Choosing as basis [1, x, . . . , xN−1] in C[x]
/〈 xN−1 〉 and [1] in each C[x]/〈 x−
e2piij/N 〉 the isomorphism (4) can be realized by the N ×N -matrix[
e2piij·k/N
]
j,k
, (5)
which is the discrete Fourier transform matrix.
Fast algorithms for these Fourier transforms rely on step-wise application
of the Chinese remainder theorem. We recall the basic notations needed, for a
more detailed treamtent see e.g. [21, Ch. II]. Recall that ideals I1, I2 of a ring
R are called coprime if I1 + I2 = R. Typical examples of coprime ideals in
the polynomial algebra C[x] are the ideals 〈 x− a 〉 and 〈 x− b 〉 with scalars
a 6= b. For any commutative ring R with ideal I = I1 ∩ · · · ∩ In, such that all
Ii are coprime, one has an isomorphism
R
/
I −→ R/I1 × · · · ×R/In. (6)
Tensoring this isomorphism with an R-moduleM yields the Chinese remainder
theorem for modules
M
/
IM −→M/I1M × · · · ×M/InM. (7)
We are especially interested in algebras of polynomials in several variables.
This is motivated by two considerations. First, group algebras and algebras of
polynomials in one variable have been investigated already thoroughly. Sec-
ond, algebras of polynomials in several variables are intimately connected to
algebraic geometry. This allows one to get a geometric point of view for signal
processing concepts. One immediate obstacle using polynomials in multiple
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variables is that their zero-sets are in general non-discrete. Hence one has to
be aware that we will consider only very special cases of polynomial algebras.
For the geometric point of view recall the Hilbert Nullstellensatz [21,
Ch. IX], which states that there is a correspondence between ideals of a polyno-
mial algebra and varieties. A variety is a subset of Cn, being the set of common
zeros of all polynomials in the ideal. This correspondence is not one-to-one
since for example 〈 x 〉 and 〈 x2 〉 have the same variety V(〈 x 〉) = V(〈 x2 〉) =
{0}. But the correspondence becomes one-to-one if one restricts to radical ide-
als. An ideal I of an algebraA is called radical if I =
√
I = {an | a ∈ I, n ∈ N}.
For example the radical ideal of 〈 x2 〉 is 〈 x 〉. Radicality of an ideal is the sev-
eral variables analog of square-freeness of polynomials in one variable. An ideal
is called zero-dimensional if its variety V(I) is finite. In this paper we as-
sume all ideals to be radical and zero-dimensional. If this is not the
case for some example, we will explicitly state that and use the radical ideal.
Another problem with multivariate polynomials is that in general division
by the generators of an ideal is not well-defined. That is one can get different
results of the division by changing the sequence of which generator to divide
by. The crucial notion to avoid this problem is that of a Gröbner basis. A
Gröbner basis is a special set of generators of an ideal depending on the choice
a monomial order, see [9] for details. By the Buchberger criterion a set of
polynomials forms a Gröbner basis if their leading monomials with respect to
the choosen monomial order are disjoint. In this paper we rely on this criterion
only to decide whether a given set of generators is a Gröbner basis.
Additionally to the algebra A we are considering an A -module. The geo-
metric counterpart of a module over an algebra is a vector bundle over a space.
This is formalized by the Serre-Swan theorem, see e.g. [30]. The Serre-Swan
theorem states that the sections of vector bundles are precisely the projec-
tive, finitely generated modules over the algebra of functions of the underlying
space. So the module of signals of an algebraic signal model can be interpreted
as sections of vector bundles, cf. Fig. 2.
Remark 1 In principle one does not need to restrain to C as the ground field.
Indeed signal processing and Fourier transforms using finite fields might be
of interest in some applications as these can be used for infinite precision
calculations, see e.g. [25]. Nonetheless we will only consider algebras over C
in this paper since this simplifies some arguments and definitions. If all the
coefficients and varieties of appearing polynomials are real, we consider the
structures over R without any loss.
We denote by Πn(x) = C[x1, . . . , xn] the space of all polynomials in n
indeterminates. Let the filter algebra be of the form A = Πn(x)
/
I for some
radical, zero-dimensional ideal I. Then by the Chinese remainder theorem we
have
Πn(x)
/
I ∼=
⊕
α∈V(I)
Πn
/〈 x1 − α1, . . . , xn − αn 〉, (8)
as all the 〈 x1 − α1, . . . , xn − αn 〉 are coprime as maximal ideals. The corre-
sponding Fourier transform for the signal model with regular module is realized
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Fig. 2 Sections of a vector bundle (red) over points on a circle (blue) form the signals of
the finite, discrete time signal model.
by the map
p(x1, . . . , xn) 7→
[
p(α)
]
α∈V(I) . (9)
If we choose a basis B in the module M = Πn
/
I and the basis [1] consisting
of one only in each Πn
/〈 x1−α1, . . . , xn−αn 〉, the Fourier transform can be
realized as multiplication with the matrix
Pb,M = [b(α)]b∈B,α∈V(I). (10)
If other bases than [1] are used in each Πn(x)
/〈 x1 − α1, . . . , xn − αn 〉, e.g.
[ai] for ai ∈ C, the matrix changes to
Pb,M = diag
(
1
ai
)
[b(α)]b∈B,α∈V(I). (11)
A fast algorithm for the Fourier transform Pb,M is a factorization of the dense
matrix Pb,M into sparse matrices.
As motivation for the following we deduce the Cooley-Tukey FFT algo-
rithm for the DFT, first with a top-down [40] then with a bottom-up ap-
proach [47]. This motivates the general theory. Consider the finite, discrete
time signal model. If n = m · r, we have xn = (xm)r, and (xm)r − 1 =∏r
j=1(xm− e2piij/r), as well as xm− e2piij/r =
∏m
k=1(x− e2piijk/(mr)). Hence we
can decompose the module C[x]
/〈 xn−1 〉 in steps using the Chinese remainder
FFT on weight lattices 9
theorem
C[x]
/〈 xn − 1 〉 −→ C[x]/〈 (xm)r − 1 〉
−→
r⊕
j=1
C[x]
/〈 xm − e2piij/r 〉
−→
r⊕
j=
m⊕
k=1
C[x]
/〈 x− e2piijk/(rm) 〉
−→
n⊕
`=1
C[x]
/〈 x− e2pii`/n 〉.
(12)
Each step is described by a sparse matrix and via the recursion step, we obtain
the well-knownO(n log(n)) Cooley-Tukey algorithm in the case n = 2m. This is
an example of the top-down approach for the derivation of FFT-like algorithms
by algebraic signal processing theory used in [40].
For a bottom-up approach we need to recall some tools from the represen-
tation theory of algebras. Consider a subalgebra B of the algebra A . A finite
set T is called transversal if
A =
⊕
t∈T
tB (13)
as vector spaces. If M is a B-module, the module
⊕
t∈T t . M , with vector
space direct sum and . denoting the action of the algebra on the module, is
the T -induced A -module of M .
Now consider again the discrete finite time signal model with n = m · r.
Then the algebra B = C[y]
/〈 ym− 1 〉 is a subalgebra of A = C[x]/〈 xn− 1 〉
generated by y = xr. A transversal ofB in A is given by T = {1, x, · · · , xr−1}.
The identification of the regular module C[x]
/〈 xn − 1 〉 with the induced
module
⊕
t∈T tC[y]
/〈 ym − 1 〉 is done by a basis change. This results in the
decomposition
C[x]
/〈 xn − 1 〉 −→⊕
t∈T
tC[y]
/〈 ym − 1 〉
−→
⊕
t∈T
m⊕
k=1
tC[y]
/〈 y − e2piik/m 〉
−→
n⊕
`=1
C[x]
/〈 x− e2pii`/n 〉.
(14)
Even though this decomposition resembles at a first glance the top-down
approach, the explicit matrix form shows that these approaches are some-
what dual to each other. The top-down approach results in a decimation-in-
frequency approach while the bottom-up yields a decimation-in-time approach.
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For example with n = 4 = 2 · 2 the decomposition (12) leads to
1 1 1 1
1 −i −1 i
1 −1 1 −1
1 i −1 −i
 =

1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0


1 1
1 −1
1 i
1 −i


1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1
 , (15)
while the decomposition (14) gives
1 1 1 1
1 −i −1 i
1 −1 1 −1
1 i −1 −i
 =

1 0 1 0
0 1 0 −i
1 0 −1 0
0 1 0 i


1 1
1 −1
1 1
1 −1


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (16)
Hence both approaches lead to a sparse factorization of the matrices. Indeed
in this case, as well as in general for univariate polynomials, both approaches
can be described using induced modules. This relies on each of the modules
C[x]
/〈 xm− e2piij/r 〉 being isomorphic. If one has more than one variable this
is not true anymore. Furthermore, it might be advantageous to include more
general modules and module actions than the regular module.
The basic idea for fast algorithms is stated in the following commutative
diagram (17). It shows how one can decompose the A -module N stepwise if
one can represent it a as an induction.
N
⊕
t t . Mt
⊕
iΠ
n
/〈 x− αi 〉 ⊕t⊕j Πn(y)/〈 y − βt,j 〉
Basis change
Fourier Fourier
Project and Scale
(17)
The diagram is cast into a theorem.
Theorem 1 (FFT algorithms, bottom-up approach) Let A be an alge-
bra with subalgebra B. Let Mt = Πd(y)
/
Jt be a set of B-modules such that
N =
⊕
t∈T t . Mt = Πn
/
I, with T = {t1, . . . , tw} ⊂ A a finite set, is an
A -module. Assume the action of t ∈ T on Mt is by multiplication with a
polynomial t. Let rt : V (I) −→ V (Jt) be a surjective map between the corre-
sponding varieties. The Fourier transform of N with respect to a basis bN can
be decomposed as
PbN ,N = [D1R1| . . . |DwRw]
[⊕
t∈T
Pbt,t.M
]
BbN⊕bt , (18)
where BbN⊕ bt is the basis change from the basis bN to the concatenation of bases
of the t.Mt, the matrices Pbt,t.Mt are the Fourier transforms of the t.Mt, the
matrices Rt are matrices with entries [Rt]α∈V(I),β∈V(J) being 1 if rt(α) = β
and 0 otherwise, and the Dt = diag (t(α)|α ∈ V(I)) .
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Proof First note that since t acts as multiplication with a polynomial any
element of t .Mt can be written as t · b and denote the choosen basis without
the t as bt. Then the claim follows from the following unwinding of definitions
PbN ,N = [b(α)]b∈bN ,α∈V(I)
= [t(α)b(r(α))b∈⊕bt,α∈V(I)|t ∈ T ]BbN⊕bt
= [diag(t(α)|α ∈ V(I))Rt(b(β))b∈bt,β∈V(Jt)]BbN⊕bt
= [D1R1| . . . |DwRw]
[⊕
t∈T
Pbt,t.Mt
]
BbN⊕bt ,
where (b(r(α))b∈bt,α∈V(I) = Rt(b(β))b∈bt,β∈V(Jt) follows since r : V(I) −→ V(Jt)
is onto and Rt keeps track of this map. The result follows. uunionsq
Example 1 Checking consistency the matrix decomposition (16) is derived us-
ing Theorem 1. The module C[x]
/〈 x4−1 〉 can be represented as 1.C[y]/〈 y2−
1 〉 ⊕ x . C[y]/〈 y2 − 1 〉 with transversal T = {1, x}. The basis change B is
from {1, x, x2, x3} to {1, x2, x, x3} and thus
B =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 .
The direct sum is C[y]
/〈 y2 − 1 〉 ⊕ xC[y]/〈 y2 − 1 〉 as modules leading to the
matrix
DFT2 ⊕ DFT2 =

1 1
1 −1
1 1
1 −1
 .
The matrices R1 and R2 keeping track of the map between the varieties are
given by
Mi =

1 0
0 1
1 0
0 1
 ,
since r = x2 maps V(〈 x4 − 1 〉) = {1, i,−1,−i} onto {1,−1, 1,−1}. The diag-
onal matrix D1 is the identity since the polynomial 1 evaluates always to 1,
while
D2 =

1
i
−1
−i
 .
Hence we obtain
[D1M1 | D2M2] =

1 0 1 0
0 1 0 i
1 0 −1 0
0 1 0 −i
 .
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The matrix decomposition obtained using theorem 1 hence coincides with the
decomposition (16).
We want to investigate, how we can ensure existence of a transversal. We start
by characterizing subalgebras generated by exactly the number of variables
generators. This is done in terms of the image of the variety under the image
of the generators of the subalgebra.
Proposition 1 Let B ⊆ A = Πn/I be a finitely generated subalgebra, s.t.
B = 〈 r1, . . . , rn 〉 for ri ∈ A . Then as algebras
B ∼= Πn(y)/J, (19)
where J = I((r1, . . . , rn)(V(I))) is the ideal of the image of V(I) under the
generators of B in C[y1, . . . , yn].
Proof To proof (19), we show that both sides have the same dimension and
the kernel of an algebra homomorphism between them is trivial.
Denote the finite variety by {α1, . . . , αk} = V(I). Let {β1, . . . , β`} the
image of these points under (r1, . . . , rn). Then ` ≤ k.
Claim (1) dimB = `.
We prove Claim (1). We can write
I =
∏
i
〈 x1 − αi,1, . . . , xn − αi,n 〉.
Each of the 〈 x1 − αi,1, . . . , xn − αi,n 〉 is maximal, hence they are all coprime
and we can use the Chinese remainder theorem (8) to decompose A . Denote
by
F : A −→
⊕
i
Πn
/〈 x1 − αi,1, . . . , xn − αi,n 〉
the isomorphism from equation (11). The diagram
ker(prB) ker(pr)
A
⊕
iΠ
n
/〈 x1 − αi,1, . . . , xn − αi,n 〉
B F(B)
0 0
prB pr
F
F
commutes. Hence it suffices to determine the dimension of ker(pr), to deter-
mine the dimension of B. But the dimension of ker(pr) is given by the number
of αi, which get mapped to the same βj under the ri, so dim ker(pr) = k − `.
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Henceforth dimB = dimF(B) = k − dim ker(pr) = `. Hence dimB =
dimΠn(y)
/
J , as J is radical and |V(J)| = `. This proves claim (1).
Consider the algebra homomorphism
κ : B −→ Πn(y)/J
ri 7→ yi,
which maps generators to generators. We have the short exact sequence
0 κ−1(J) B Πn(y)
/
J 0κ
and hence Πn(y)
/
J ∼= B/κ−1(J). So we still need to show:
Claim (2) ker(κ) = {0}.
We prove Claim (2). It suffices to show, that the ri vanish on the ideal ker(κ) =
κ−1(J). As J is the ideal of the points βi, it can be written as
J =
∏
j
〈 y1 − βj,1, . . . , yn − βj,n 〉.
So κ−1(J) =
∏
i〈 r1 − βi,1, . . . , rn − βi,n 〉. Now the isomorphism F maps the
ri to the βi, as the βi are the image of the αi under ri and F is, by (11), just
inserting αi into the polynomials. So F(κ−1(J)) = {0}, hence κ−1(J) = {0} in
A and evidently in B aswell, as B is a subalgebra of A . Hence the Claim (2)
is proved.
By Claim (1) and Claim (2) we have proved the proposition. uunionsq
Hence in this case there always exists a transversal of B in A , as one can
choose each t ∈ T such that t(ai) = 0 and t(a`) 6= 0 for one a` ∈ V(I). Then
each tB has dimension 1, and hence dim
⊕
t∈T tB = dim
⊕
a∈V(I)Π
n(x)
/〈 x1−
a1, . . . , xn − an 〉. Thus they are isomorphic as vector spaces and by (8) to A
aswell. Note that this choice is a useless one for the development of fast algo-
rithms, as we have no intermediate steps and hence one does not obtain a recur-
sive structure which can be exploited for speeding up calculations. Nonetheless
this is a necessary remark, as now we can always assume a transversal existent.
Choose a transversal T of the subalgebra B in A . The next step is to show
that the structure B-modules t.M for B-modules of the formM = Πn(y)
/
J
with zero-dimensional, radical ideal J and t ∈ T is again a polynomial module.
Hence one gets a descending chain of submodules where one can easily the
describe the corresponding Fourier transforms.
Proposition 2 Let A be an algebra with subalgebra B and let T be a finite
transversal ofB in A . LetM = Πn(y)
/
J be aB-module and
⊕
t.M = Πn
/
I
the induced A -module. There exists a map r : V(I) −→ V(J). The action of
the transversal elements leads to B-modules of the form
t . M ∼= C[y1, . . . , yn]
/
Jt, (20)
where Jt = I({r(α) | α ∈ V(I) and tp(α) 6= 0}.
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Proof The existence of the map r is clear, since B is a subalgebra of A . Hence
T must contain 1 and thus M is a submodule of
⊕
t .M . Therefore r can be
choosen as a projection of V(I) onto its subset V(J).
It suffices to show that the B-modules on both sides of 20 are of equal di-
mension. Then they are isomorphic as commutative algebras have the invariant
basis property and the all appearing modules are free.
The isomorphism from the Chinese remainder theorem for
⊕
t . M leads
for the subset t . M to
tpp 7→ (tp(α)p(r(α)))α∈V(I),
for any p ∈M . Denote by [α] the equivalence class of α ∈ V(I) which map to
the same β ∈ V(J). The dimension of t . M is |V(J)| minus one for each [α]
where tp(α) = 0. Restricting to Jt hence does not change the dimension. The
proposition is proven. uunionsq
Remark 2 Note that the map r : V(I) −→ V(J) from Prop. 2 can explicitly
determined ifM is a subalgebra ofN . Then the map is just the set of generators
r = (r1, . . . , rn) from Prop. 1.
We can not give a general statement about the computational cost of these
algorithms, as in general we do have only the trivial O(n2) estimate for the
computational cost of the matrices B and Mi. But if we assume them to be
of linear cost and if we can find a suitable descending chain of submodules
these algorithms are of cost O(k log(k)), where k = |V(I)|. Then the following
proposition is a simple consequence of the Akra-Bazzi-Theorem [1], a refined
version of the Master Theorem for divide and conquer recurrences [3].
Proposition 3 Consider the decomposition of the Fourier transform from
Theorem 1 and assume one has a desceding chain of submodules, where in
each step we have a split in at least two submodules. If the basis change matri-
ces B and the Mi in each step are O(k) then the decomposition is O(k · log(k)).
Finding a descending chain of submodules is no problem as one can collect
random points of the variety but this typically leads to neither sparse B nor
sparseM . Hence the main difficulty for an effective applications of the theorem
is finding good examples.
For a fast recursive algorithm one needs a chain of descending submodules.
The decomposition property p(x) = q(r(x)) is very useful for the development
of fast algorithms as from the following proposition one obtains a nice chain of
subalgebras. The several variables analog of the decomposition property reads
(p1, . . . , pn) = (q1(r1, . . . , rn), . . . , qn(r1, . . . , rn)). (21)
Since this notation is rather opulently, we write 〈 p 〉 = 〈 p1, . . . , pn 〉 and
〈 q(r) 〉 = 〈 q1(r1, . . . , rn), . . . , qn(r1, . . . , rn) 〉 if confusion with the one-variable
case can be avoided by context. The decomposition property yields the exis-
tence of sufficiently well-behaved submodules.
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Proposition 4 Assume the zero-dimensional radical ideal I = 〈 p1, . . . , pn 〉
satisfies
〈 p 〉 = 〈 q(r) 〉.
Then 〈 r 〉 ∼= Πn(y)/〈 q 〉.
Proof The mapping (r1, . . . , rn) maps V(I) to the variety of the q1, . . . , qn,
i.e. (r1, . . . , rn)(V(I)) = V(〈 q 〉), as 〈 p 〉 = 〈 q(r) 〉. By Proposition 1 one has
〈 r 〉 ∼= Πn(y)/〈 q 〉. Thus the proposition is proven. uunionsq
In the univariate case one can always obtain a transversal of the algebra
〈 r(x) 〉 ∼= C[y]/〈 q(y) 〉 from a basis of C[x]/〈 r(x) 〉. In the multivariate case
this is not always the case. The next proposition formalizes this in terms of
the appearing varieties. Sect. 4 contains examples for both situations.
Proposition 5 Consider 〈 p1, . . . , pn 〉 = 〈 q1(r1, . . . , rn), . . . , qn(r1, . . . , rn) 〉
with zero-dimensional variety. If |V(〈 p 〉)| 6= |V(〈 r 〉)| · |V(〈 q 〉)| then no ba-
sis of Πn
/〈 r 〉 is a transversal of Πn(y)/〈 q 〉 in Πn/〈 p 〉. If |V(〈 p 〉)| =
|V(〈 r 〉)| · |V(〈 q 〉)| then any basis of Πn/〈 r 〉 is a transversal of Πn(y)/〈 q 〉
in Πn
/〈 p 〉.
Proof If |V(〈 p 〉)| 6= |V(〈 r 〉)| · |V(〈 q 〉)| the dimensions of Πn(y)/〈 q 〉 and
Πn
/〈 r 〉 do not multiply to the dimension of Πn/〈 p 〉 so a basis of Πn/〈 r 〉
can not be a transversal of Πn(y)
/〈 q 〉.
For the second part observe that if {Q1, . . . , Qqd} is a basis of Πn(y)
/〈 q 〉
and {R1, . . . , Rrd} is a basis of Πn
/〈 r 〉 thenR1Q1(r1, . . . , rn) . . . R1Qqd(r1, . . . , rn)... ...
RrdQ1(r1, . . . , rn) . . . RrdQqd(r1, . . . , rn)

is a basis of Πn
/〈 p 〉 if |V(〈 p 〉)| = |V(〈 r 〉)| · |V(〈 q 〉)|. Hence {R1, . . . , Rrd}
is an induction of Πn(y)
/〈 q 〉 in Πn/〈 p 〉. uunionsq
Even though this renders some of the ideals obeying the decomposition prop-
erty (51) useless for their application with the decomposition Theorem 1 for
Fourier transforms, the decomposition property is a useful one since there is
another decomposition theorem for the Fourier transform. This version is the
correct version of [43, Thm. 3] if one does not assume that the sizes of the
varieties of the decomposed ideals multiply to the size of the original variety.
Theorem 2 (FFT algorithms, top-down approach) Let A = Πn
/〈 p 〉
such that 〈 p 〉 = 〈 q(r) 〉 and consider the signal model with regular module
N = A . Let k = |V(〈 q 〉)|. Denote by Mα = Πn
/〈 r − α 〉 for α ∈ V(〈 q 〉).
Denote for i = 1, . . . , k by di = dimMαi , ordered with respect to size. The
Fourier transform of N with respect to a basis b can then be decomposed as
Pb,N = P ·
(⊕
i
PMαi
)
· T ·B, (22)
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where P is permutation matrix, PMαi are the Fourier transforms of each Mαi ,
B is a basis change between bases of N . Denote by (ci,j) the entries of the
Fourier transform of Πn
/〈 q 〉. The matrix T is a block matrix of the form[
ci,j1min(di,dj) 0di,dj
0>dj ,di
]
i,j=1,...,k
, (23)
where 0di,dj is the (possible empty) di ×max(0, dj − di) zero matrix.
Proof By the decomposition property there exists a basis of N of the form
t1,1u1(r(x)), . . . , t1,d1u1(r(x))
t2,1u2(r(x)), . . . , t2,d2u2(r(x))
...
tk,1uk(r(x)), . . . , tk,dkuk(r(x))
 .
The basis change is from b to this basis. The isomorphism Πn
/〈 q(r) 〉 −→⊕
iMαi is, using that basis, realized by T . By the decomposition property the
zeros of the Mαi are the zeros of N , except possible in a different ordering.
The theorem follows. uunionsq
If each Mα is of equal dimension the matrix T is just the tensor product of
the Fourier transform of Πn
/〈 q 〉 with 1k.
For the same reasons as in Prop. 3 one gets again a fast algorithm if the
basis change is sparse and one has a descending chains of submodules with the
decomposition property.
We now give an example, the FFT on a directed hexagonal lattice, which
shows how one can derive FFTs on various lattices from the literature. The
derivation of FFTs on regular directed lattices was first obtained in [28].
See [57] for more concrete examples using the classical derivation. The ex-
ample illustrates a reverse engineering approach to obtain these algorithms by
algebraic signal processing theory, aswell.
Example 2 We reverse engineer the FFT of a directed hexagonal lattice from
Mersereau [27] by algebraic signal processing theory. Assume N = 2k for some
k > 1. Recall from [27] that the discrete Fourier transform for a signal sn1,n2
sampled on a hexagonal lattice is given as
F(s)k1,k2 =
3N−1∑
n1=0
N−1∑
n2=0
sn1,n2 exp(−−pii3N ((2n1 − n2)(2k1 − k2) + 6n2k2)). (24)
From this formula and the definition of Fourier transform corresponding to
a zero-dimensional varieties (9) it is evident that the variety is given by the
points
{(exp(−pii(2k1−k2)3N ), exp( 2piik2N )) | k1 = 0, . . . , 3N−1 k2 = 0, . . . , N−1}. (25)
The basis is determined by (24), aswell, and consist of elements x2n1−n2yn2
for n1 = 0, . . . , 3N − 1 and n2 = 0, . . . , N − 1.
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The vector space underlying the module is hence given by
M = C[x2, xy]
/〈 yN − 1, x3N − yN/2 〉. (26)
Now we have to expose for which algebra we can find a module structure, such
that we get a hexagonal model and a FFT-like algorithm. Unlike one might
speculate at first, one realizes the module structure of M not as a module
over a polynomial algebra in two variables but in three. For this consider the
algebra A = C[X1, X2, X3]
/〈 X3N1 − 1, XN/22 − 1, XN/23 − 1 〉, with actions on
M given by
X1 . p(x, y) = x2 · p(x, y),
X2 . p(x, y) = xy · p(x, y),
X3 . p(x, y) = x−1y · p(x, y).
(27)
The resulting visualization graph of the signal model is shown in Fig. 3.
The signal module can be decomposed in submodules. The choice of lattice
cosets in [27] corresponds to the choice of the submodule S = C[r2, rs]
/〈 sN/2−
1, r3N/2 − sN/4 〉 with r = x2 and s = y2. We need to find a subalgebra and
transversal of the underlying algebra, which results in the induced module of
S being M . Consider the subalgebra B = C[Y1, Y2, Y3]
/〈 Y 3N/21 − 1, Y N/42 −
1, Y N/43 − 1 〉. A transversal of B in A is {1, X1, X2, X3}. The action of the
transversal elements on S is realized by multiplication with the polynomials
{1, x2, xy, x−1y}. Then one obtains
M = S + x2S + xyS + x−1yS. (28)
The sublattice corresponding to the transversal element 1 is depicted in Fig. 4.
From the structure of the submodule and the transversal it is obvious that the
basis change to the induced module is a permutation matrix, hence is sparse.
None of the elements of V(〈 yN − 1, x3N − yN/2 〉) gets mapped to zero
by an element of the transversal. The preimage of each point of V (〈 yN/2 −
1, x3N/2− yN/4 〉) consists at most of four points of V (〈 yN − 1, x3N − yN/2 〉).
Hence each row of M has at most 4 non-zero entries, thus M has O(n) entries
and is sparse. Thus by Prop. 3 we have a fast algorithm.
Remark 3 In [42] a signal model for the directed quincunx lattice was intro-
duced. This signal model used a basis similar to the one we used in Example 2.
These examples show that the algebra action on the module is indeed crucial
for the signal model.
3 Orthogonal polynomials and orthogonal transforms
Orthogonal polynomials are at the heart of numerical mathematics. In this
section we recall some properties of them, focusing on the multivariate case.
Especially interesting for their usage in algebraic signal processing are the
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three-term recurrence relations and the Christoffel-Darboux formula. Since
the theory of multivariate orthogonal polynomials relies on a formulation not
in special bases but spaces of polynomials of the same degree, we introduce
a notion of equivalence of signal models to capture that ambiguity. Then the
multivariate Christoffel-Darboux formula is used to derive a multivariate ver-
sion of the Gauß-Jacobi procedure for finding orthogonal Fourier transforms.
We then recall the notion of Gaussian cubature. Whilst in the univari-
ate case Gaussian cubature formulae always exist, this is not the case in the
multivariate setting. Indeed there are few domains known for which such a
formula can be stated. We show that the existence of a orthogonal Fourier
transform for a signal model with orthogonal polynomials as basis is implied
by the existence of a Gaussian cubature.
In this section we denote by x = (x1, . . . , xd). Denote by Πdn the space of
polynomials in d variables of degree at most n. Let 〈 · , · 〉 be an inner product
on Πd. The space of orthogonal polynomials of degree n is denoted by
Vdn = {p ∈ Πdn | 〈p, q〉 = 0 for all q ∈ Πdn−1}. (29)
If the inner product is given by 〈f, g〉 = ∫Rd f(x)g(x) dµ(x) such that the
measure µ has support with non-empty interior, then
dimVdn =
(
n+ d− 1
n
)
= rdn. (30)
Let Pn = (Pnα )|α|=n, with α ∈ Nd0 a multi-index, denote a basis of Vdn and let
P−1(x) = 0. There exist unique matrices An,i of size rdn × rdn+1, Bn,i of size
rdd× rdn, and Cn,i of size rdn× rdn−1 such that one has the three-term recurrence
relation
xiPn(x) = An,iPn+1(x) +Bn,iPn(x) + Cn,iPn−1. (31)
The matrices An,i and Cn,i are of full rank. If the Pn are even orthonormal
one has Cn,i = A>n−1,i.
From this three-term recurrence relation Xu deduced a multivariate Christoffel-
Darboux formula [54], which reads
n∑
k=0
P>k (x)H−1k Pk(y)
=
{
(An,iPn+1(x))>H−1n Pn(y)−P>n (x)H−1n An,iPn+1(y)
xi−yi if x 6= y
P>n (x)H−1n An,i ∂∂xiPn+1(x)− (An,iPn+1(x))>H−1n ∂∂xiPn(x) if x = y,
(32)
where the Hk are invertible, symmetric matrices such that Bk,iHk is sym-
metric and one has Ak,iHk+1 = HkC>k+1,i. The matrices Hk are given as
Hk = L(PkP>k ), with L(f) =
∫
Rd f(x) dµ(x). Note that the value of the sum∑n
k=0 P>k (x)H
−1
k Pk(y) is independent on the actual choice of the bases Pk in
the Vdk. This follows from the equality P>L(PkP>k )P = Q>L(QkQ>k )Q for any
choice of bases P,Q in Vdk, cf. [54]. Note that even though it appears from the
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right-hand side of the formula that it depends on the choice of index i, the
left-hand side shows that its value actually is independent of i.
Another nice property of orthogonal polynomials is that their common
zeros are particular well-behaved. Recall that a common zero of Pn is a zero of
all the Pnα in Pn. All common zeros of Pn are real, distinct and simple, i.e. at
least one ∂∂xiPn does not vanish and the set Pn has at most dimΠ
d
n−1 common
zeros, cf. [55].
We now adopt the point of view, that orthogonality does not hold in terms
of particular bases of Vdn but in terms of the subspaces Vdn, to algebraic signal
models.
Definition 1 Two signal models (A ,M,Φ1) and (A ,M,Φ2), with bases of
the modules given by sets of orthogonal polynomials P1 and P2, are called
insignificantly different if P1 and P2 are orthogonal with respect to the same
positive definite linear functional.
From a signal processing perspective it is interesting when one can obtain an
orthogonal transform. In the univariate case the Gauß-Jacobi procedure [56]
shows that one can always obtain an orthogonal transform if the basis of the
signal module consists of orthogonal polynomials. In the multivariate case one
has to assume an additional condition on the number of common zeros of the
orthogonal polynomials.
Theorem 3 Consider a signal model with underlying variety V = V(〈 Pn 〉)
with |V | = dimΠdn−1 and let the basis of the module be given by (Pi)n−1i=0 . Then
there exists an insignificantly different signal model with orthogonal Fourier
transform.
Proof If the variety of the signal model consists of the nodes of such a Gaussian
cubature formula, the underlying variety V consists of common zeros of all Pn.
We can assume that all the (Pi)n−1i=0 are orthonormal since this choice only
leads to an insignificantly different signal model. Then the product of the
Fourier transform matrices for this signal model F> ·F has entries of the form∑n−1
k=0 Pk(α)>Pk(β) for α, β ∈ V. Now by the Christoffel-Darboux formula (32)
the entries not on the diagonal are zero since Pn(α) = 0 for each α ∈ V. On
the other hand the diagonal entries have the form
P>n−1(α)An−1,i ∂∂xiPn(α).
Since the common zeros of Pn are simple, i.e. at least one partial derivative of
Pn is not zero, cf. [55, Thm. 2.13], we can invert the diagonal entries, which
do not depend on i. If we now choose in the one-dimensional, irreducible
component belonging to α the basis
(√
P>n−1(α)An−1,i ∂∂xiPn(α)
)
we obtain
an orthogonal Fourier transform Forth. This can be seen as follows. Consider
the diagonal matrix
√
D = diag
(
1
/√
P>n−1(α)An−1,i ∂∂xiPn(α)
∣∣∣∣ α ∈ V) .
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Then Forth =
√
DF, hence we obtain from the above discussion
Forth,> · Forth = F>
√
D
√
DF = DF>F = 1,
since diagonal matrices commute with all matrices. The theorem is proven. uunionsq
Now the condition that one has |V(〈 Pn 〉)| = dimΠdn−1 is very restrictive.
Indeed it is the same condition as for the existence of a Gaussian cubature
formula and there are few multi-dimensional regions known for which Gaussian
cubature formulas exist.
Recall that a cubature formula for the measure µ is a finite sum that
approximates integrals
∫
Rd · dµ. If one has∫
Rd
f(x) dµ =
N∑
k=1
wkf(xk), (33)
with weights wk ∈ R and nodes xk ∈ Rd, for all f ∈ Πd2n−1 and this does
not hold for at least one element of Πd2n, the cubature is said to be of degree
2n− 1. For the number of nodes N one has
N ≥ dimΠdn−1 (34)
and if the bound is reached the cubature formula is called Gaussian. A Gaus-
sian cubature formula exists if and only if Pn has dimΠdn−1 common zeros [33].
The nodes of the cubature formula are then precisely the common zeros of Pn.
Hence if there exists a Gaussian cubature formula one can ensure the exis-
tence of an orthogonal transform for a corresponding signal model. Now the
existence of Gaussian cubature formulas is rare, the first class of examples in
any dimension has been described in [4] and other examples have been dis-
cussed in [16, 22, 29]. Thus the applicabilty of the multivariate Gauss-Jacobi
procedure is restricted to certain special cases. One of these special cases will
be investigated in the next section.
4 FFT for weight lattices
While directed signals are of interest in the analysis of time-dependent data
like time-series, undirected signals are considered in the analysis of space-
dependent data like images.
In the one-dimensional case the undirected counterparts to the directed dis-
crete Fourier transform are the discrete sine and cosine transforms. In [40] the
signal models and fast transforms for all 16 discrete sine and cosine transforms
were deduced in algebraic signal processing. In this section undirected signal
models and their fast transforms for a special class of lattices, the weight lat-
tices of semi-simple Lie groups, are derived. The approach mimics the ansatz
of [40] for the DCT-3. This ansatz relies on Chebyshev polynomials of the first
kind. This family of polynomials is one of the only two in one variable obeying
the decomposition property.
22 Bastian Seifert
T0 T1 T2 Tn−2 Tn−1
Fig. 5 The visualization of the discrete cosine transform signal model.
We start by recalling the ansatz for DCT-3. Consider the Chebyshev poly-
nomials of the first kind Tn(cos θ) = cosnθ. They obey the shift property
xTn(x) = 12 (Tn−1(x) + Tn+1(x)). (35)
Consider the signal model with filter algebra A = C[x]
/〈 Tn 〉,the regular
module M = A as signals and Φ : s 7→ ∑i siTi determining the Chebyshev
polynomials as basis. By (35) the visualization of the signal model is an undi-
rected lattice as illustrated in Fig. 5. The choice of the basis {T0, T1, . . . , Tn}
leads to the discrete cosine transform of type 3. The other types of discrete co-
sine and sine transforms can be obtained by a combination of different choices
of kinds of Chebyshev polynomials and roots of them, cf. [37].
One particular nice property of the Chebyshev polynomials is the decom-
position property
Tk·n(x) = Tn(Tk(x)). (36)
Up to similarity the Chebyshev polynomials and the monomials xn are the
only polynomials in one variable subject to the decomposition property.
By the above considerations it is natural to search for several variable ana-
logues of the Chebyshev polynomials. Fortunately there is a rather mature
theory of multivariate Chebyshev polynomials available [13] which has an in-
timate connection to Lie theory. This generalization is based on the stretching
and folding property, a geometric interpretation of the decomposition, of the
one-dimensional Chebyshev polynomials, i.e. the map
cos−1 ◦Tn ◦ cos (37)
stretches the interval [0, 1] n-times and folds it back at the integers. In [13]
it was shown that the foldable figures in higher dimensions are in one-to-one
correspondence to the Weyl groups of root systems.
For the correct generalisation of the appearing components we need to re-
call some definitions and tools from Lie theory. This will include an explanation
of the domain of θ and the index set, aswell.
The first definition we need is that of a root system and its dual, the coroot
system. Root systems were introduced by Killing for the classification of the
complex, simple Lie algebras [18].
Definition 2 A crystallographic root system in a finite-dimensional euclidean
space (Rd, 〈 · , · 〉) is a finite set R of non-zero vectors, the so-called roots, which
span Rd subject to the conditions
i.) r · a ∈ R then r = ±1 for all α ∈ R,
FFT on weight lattices 23
ii.) closedness under reflections through the hyperplanes perpendicular to the
roots, i.e.
σα(β) = β − 2 〈α, β〉〈α, α〉α ∈ R (38)
for all α, β ∈ R,
iii.) for any α, β ∈ R we have 2 〈α,β〉〈α,α〉 ∈ Z.
The set of integer linear combinations of the roots is termed root lattice
Q = spanZ{α ∈ R} ⊆ Rd. (39)
The coroot of a root α ∈ R is
α∨ = 2〈α, α〉α. (40)
The coroots form a root system which is denoted by R∨. The coroot lattice
Q∨ is the Z-span of the coroots
There are at most two different root lengths for an irreducible root system,
i.e. one which is not a combination of root systems with mutually orthog-
onal spaces. The irreducible root systems can be classified using Coxeter-
Dynkin diagrams. There are four infinite series An, Bn, Cn, Dn and five ex-
ceptional root systems E6, E7, E8, F4, G2, cf. Fig. 6. One can choose a basis
∆ = {α1, . . . , αd} ⊆ R of the root system such that one has α =
∑d
i=1 cjαj
with all cj ∈ Z of the same sign. The αi are called simple roots. The simple
roots divide the root system into positive roots R+ and negative roots R−. The
simple roots introduces a partial order on the roots, aswell. The partial order
is defined by λ  µ if the expansion of λ− µ in simple roots has non-negative
coefficients only. Then λ is called higher than µ. The highest root is
α0 = m1α1 + · · ·+mdαd, (41)
with positive integers mi. The mi are called the marks of the root system. The
marks of the coroot system are called the comarks of the initial root system
and denoted by m∨1 , . . . ,m∨d .
The Weyl group of a root system R is the group generated by the reflections
W = 〈 σα | α ∈ R 〉. (42)
The Z-dual of Q is the coweight lattice P∨, while the Z-dual of Q∨ is the
weight lattice P . The generators of P are the fundamental weights ωj and the
generators of P∨ are the fundamental coweights ω∨j .
The coroot lattice acts on Rd by translation and the affine Weyl group is
the semi-direct product
Waff =W nQ∨. (43)
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Fig. 6 Affine Coxeter-Dynkin diagrams for the reduced, crystallographic root systems. The
dotted node corresponds to the lowest root −α0, the numbered nodes to the simple roots αi.
Open circles are long roots, while filled nodes indicate short roots. The marks and comarks
are shown below the nodes as mi
m∨
i
. The angle between two roots depends on the multiplicity
k of the edge between them and is given as 4 cos2 θ = k and cos θ ≤ 0, i.e. pi2 , 2pi3 , 3pi4 , 5pi6
with length ratio being arbitrary, 1,
√
2,
√
3 for k = 0, 1, 2, 3, respectively.
The simplex F = Rd
/
Q∨ tiles Rd under the action of the affine Weyl group
and is called the fundamental Weyl chamber. One can use the fundamental
coweights to describe the fundamental Weyl chamber as convex hull
F = conv
{
0, ω
∨
1
m1
, . . . ,
ω∨d
md
}
. (44)
This fundamental region replaces the interval [0, 1] as stretching and folding
region for multivariate Chebyshev polynomials. In Fig. 7 the root systems of
type A2 and C2 are shown together with the simple scaled coweights and the
fundamental domains.
The dual pairing ( · , · ) : P × Rd/Q∨ −→ C is given by
(λ, θ) = exp(2pii〈λ, θ〉). (45)
The Weyl group, which is isomorphic to a group of integer matrices, acts on
P and Rd
/
Q∨. Symmetrization of the dual pairing with respect to the corre-
sponding Weyl group now leads to the definition of multivariate Chebyshev
polynomials.
Definition 3 Let W be a Weyl group of a root system R with weight lattice
P and coroot lattice Q∨. The multivariate Chebyshev polynomials of the first
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ω∨1
m1
ω∨2
m2
F
α1
α2 α1 + α2
−α1
−α2−α1 − α2
ω∨1
m1
ω∨2
m2
F
α1
α2 α1 + α2
α1 + 2α2
−α1
−α2−α1 − α2
−α1 − 2α2
Fig. 7 The root systems of type A2 (upper) and C2 (lower) together with the fundamental
region F (shaded region) and the image of F under the action of the Weyl group.
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Fig. 8 The image of the fundamental region F under the variable change in case of A2,
C2, and G2, respectively.
kind of weight λ ∈ P is
Tλ(x1, . . . , xd) =
1
|W |
∑
w∈W
(λ,wθ), (46)
for θ ∈ F . The multivariate Chebyshev polynomials are polynomials in the
variables
xk = (ωk, θ), (47)
with θ ∈ F .
Indeed, for the Weyl group W (A1) of type A1 one gets back the original
definition of Chebyshev polynomials, as the root system is then RA1 = {1,−1}
and is equal to the coroot lattice, the only simple root is {1}, the Weyl group is
W (A1) = {1,−1}, the root and coroot lattice is Z, the weight lattice is P = Z.
This leads to F = [0, 1] and Tn(x) = (n, θ) = 12 (exp(2piinθ) + exp(−2piinθ) =
cos(nθ).
The simplex F gets transformed under the variable change xk = (ωk, θ) to
a cusped region. For example in case of the root system A2 the fundamental
region F is an equilateral triangle which gets transformed to a deltoid under
(x1, x2). In Fig. 8 the cusped regions for the irreducible two-dimensional root
systems are shown.
The multivariate Chebyshev polynomials share many of the nice properties
the univariate ones posess. We list the properties used in the sequel.
Proposition 6 The multivariate Chebyshev polynomials associated to a Weyl
group W are subject to
i.) invariance with respect to the action of the Weyl group on the weight
indices
Twλ = Tλ (48)
and invariance with respect to the affine Weyl group on the argument in
the fundamental domain
Tλ((ω1, wθ), . . . , (ωd, wθ)) = Tλ((ω1, θ), . . . , (ωd, θ)), (49)
ii.) the shift property
Tλ1Tλ2 = 1|W |
∑
w∈W
Tλ1+wλ2 , (50)
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iii.) the decomposition property
Tkλ = Tλ(Tkω1 , . . . , Tkωd) (51)
for λ ∈ P and k ∈ Z.
The properties i.) and ii.) of Prop. 6 yield a recursion relation if one uses the
shift relation with the xk = (ωk, θ).
The standard grading on the Chebyshev polynomials is insufficient for our
purposes as then, except for the case An, we do not obtain the Gröbner basis
property for Tnω1 , . . . , Tnωd . Replacing the standard degree with the m-degree
introduced in [29] solves this issue. The m-degree weights the weights with the
comarks.
Definition 4 Let λ ∈ P then its m-degree is
degm(λ) = 〈λ, α∨0 〉. (52)
A monomial xλ11 . . . x
λd
d is then of m-degree degm(λ) = degm((λ1, . . . , λd)).
The m-graded lexicographical ordering on the monomials is defined by or-
dering the monomials with respect to degm and then breaking ties by the
lexicographical order on the variables.
In case of type An all marks are equal to 1, so in these cases the m-degree coin-
cides with the standard degree. The leading monomial of the Chebyshev poly-
nomial Tλ with respect to the m-graded lexicographical ordering is xλ11 . . . x
λd
d .
By the recursion relations obtained from the shift relation the leading mono-
mials with respect to m-graded lexicographical ordering of the polynomials
Tnω1 , . . . , Tnωd are disjoint. Hence they form a Gröbner basis for the ideal
they generate.
Example 3 The proposed algorithm for A2, based on Theorem 1, is an alter-
native to the one proposed in [43], which relied on a version of Theorem 2.
The shift relation reads in this case
x1Tλ1,λ2 = 13 (Tλ1+1,λ2 + Tλ1,λ2−1 + Tλ1−1,λ2+1)
x2Tλ1,λ2 = 13 (Tλ1,λ2+1 + Tλ1−1,λ2 + Tλ1+1,λ2−1) .
(53)
A set of sufficient starting conditions for running the recursion is
T0,0 = 1,
T1,0 = x,
T0,1 = y,
T1,1 = 32xy − 12 .
(54)
We consider the signal model consisting of
A = C[x, y]
/〈 T0,n, Tn,0 〉,
M = A (as regular module),
(55)
28 Bastian Seifert
T0,0
T0,1
T0,2
T0,3
T1,0
T1,1
T1,2
T1,3
T2,0
T2,1
T2,2
T2,3
T3,0
T3,1
T3,2
T3,3
T0,0T0,0
T0,0T0,2
T0,1T0,0
T0,1T0,2
T0,0T2,0
T0,0T2,2
T0,1T2,0
T0,1T2,2
T1,0T0,0
T1,0T0,2
T1,1T0,0
T1,1T0,2
T1,0T2,0
T1,0T2,2
T1,1T2,0
T1,1T2,2
Fig. 9 Visualization of the signal model for Chebyshev polynomials of type A2, a directed
hexagonal lattice (left), and after representing the module as induction (right).
and
Φ : Cn
2 −→M,
Φ(s) =
n∑
k,`=0
sk,`Tk,`.
(56)
The visualization unveils the hexagonal lattice underlying this signal model,
cf. Fig. 9, obtained from the shift relations (53). In [43] the n2 common zeros
of Tn,0 an T0,n were described elementary. We propose a geometric description
of the common zeros, as this shows the geometric mechanisms underlying
the decomposition more clearly. The preimage of 0 in the x − y-Domain is
1
3ω
∨
1 + 13ω∨2 . Through the stretching-and-folding property and the condition
that the common zeros be in the fundamental domain F one obtains
V(〈 Tn,0, T0,n 〉) = {1 + 3j3n ω
∨
1 +
1 + 3k
3n ω
∨
2 | 2 + 3(j + k) < 3n}
∪ {2 + 3j3n ω
∨
1 +
2 + 3k
3n ω
∨
2 | 4 + 3(j + k) < 3n},
(57)
with j, k = 0, . . . , n − 1. For each α ∈ V(〈 Tr,0, T0,r 〉) one has |V(〈 Tm,0 −
α1, T0,m − α2 〉)| = m2. The geometric mechanism of the distribution of the
common zeros is illustrated in Fig. 10. Since for n = r · m one thus has
|V(〈 Tn,0, T0,n 〉)| = |V(〈 Tr,0, T0,r 〉)|·|V(〈 Tm,0, T0,m 〉)| and all the subalgebras
C[x, y]
/〈 Tm,0 − α1, T0,m − α2 〉 are of equal dimension, by Prop. 5 any basis
of C[x, y]
/〈 Tr,0, T0,r 〉 is a transversal of C[x, y]/〈 Tm,0, T0,m 〉. Since the basis
change between the basis (T0,0, . . . , Tn,n) and the induction basis is sparse, see
App. A.1 for the concrete form, by Prop. 3 the Theorem 1 yields a O(n2 log(n))
algorithm. This is substantially faster than the naive O(n4)-approach.
Example 4 In case C2 the shift relation is
x1 · Tk,` = 14 (Tk+1,` + Tk−1,` + Tk−1,`+2 + Tk+1,`−2) ,
x2 · Tk,` = 14 (Tk,`+1 + Tk,`−1 + Tk−1,`+1 + Tk+1,`−1) .
(58)
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ω∨1
m1
ω∨2
m2
α1
α2
Fig. 10 The four classes of common zeros of for the skew transforms in case n = 2 · 2. The
common zeros of 〈 T4,0, T0,4 〉 are shown after being stretched by a factor of 2. The action
of the affine Weyl group, folding the stretched triangle back to the fundamental domain,
is indicated. The different colors indicate which common zeros of 〈 T4,0, T0,4 〉 are common
zeros of which 〈 T2,0 − α1, T0,2 − α2 〉.
A set of sufficient starting conditions for running the recurrence relation is
T0,0 = 1,
T1,0 = x1,
T0,1 = x2,
T1,1 = 2x1x2 − x1.
(59)
The weight vector for the total m-degree lexicographical ordering of the mono-
mials is (1, 2). That is degm(x1) = 1 and degm(x2) = 2.
Denote by Tn = {Tk,` | k + ` = n}. Then one has a three-term recurrence
of the form
xiTk = Ak,iTk+1 +Bk,iTk + Ck,iTk−1, (60)
were the matrices Ak,i, Bk,i, and Ck,i can be deduced from the shift rela-
tions (58). For example for the x1 shift one obtains
Ak,1 =

0 1/2 0 . . . 0
1/4 0 1/4 0 . . . 0
0 . . . . . . . . .
...
. . . 0 1/4 0 1/4 0
0 . . . 0 1/2 0 1/4
 , (61)
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Bk,1 =

0 . . . 0
... . . .
...
0 . . . 0 0
0 . . . 1/4 0
0 . . . 0 0
 , (62)
and
Ck,1 =

0 1/2 0 . . . 0
1/4 0 1/4 . . .
...
0 . . . . . . . . . 0
1/4 0 1/4
... 0 1/4 0
0 . . . 0 1/4

, (63)
with special case B1,1 =
[ 1/2 0
0 0
]
. The Christoffel-Darboux formula (32) can be
realized using the matrices H0 = 12 and Hk = diag(
1
8 ,
1
16 , . . . ,
1
16 ,
1
8 ).
We consider the signal model consisting of
A = R[x1, x2]
/〈 Tn 〉,
M = A (as regular module),
(64)
and
Φ : R
n(n+1)
2 −→M,
Φ(s) =
∑
k+`<n(n+1)2
sk,`Tk,`. (65)
The signal model has a visualization, which resembles a triangle, cf. Fig. 11.
In [49] we used an elementary description of the common zeros of Tn. Here
we present again a more geometric point of view, using the coweights. That is
the common zeros are given as
V(〈 Tn 〉) =
{
2j+1
2n ω
∨
1 + k2nω
∨
2
∣∣∣ j, k = 0, . . . , n− 1, j + k < n}. (66)
This results in n(n+1)2 common zeros.
We derive a fast algorithm in case n = 2 · m. Since for n = 2 · m it is
n(n+1)
2 6= 2(2+1)2 · m(m+1)2 one does not get an induction via the decomposition.
Due to the decomposition property 6, iii.), the map
(x1, x2) 7→ (T2,0(x1, x2), T0,2(x1, x2)) (67)
maps the variety V(Tn) to the variety V(Tm). The map
(x1, x2) 7→ (Tm,0(x1, x2), T0,m(x1, x2) (68)
stretches the fundamental region F by a factor of m and folds it back under
the affine Weyl group. After the stretching operation one obtains m2 copies of
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Fig. 11 Visualization of the signal model for Chebyshev polynomials of type C2 on the left.
The shifts of x1 are blue and the shifts of x2 are red colored. On the right the decomposed
lattice after the basis change is shown.
ω∨1
m1
ω∨2
m2
α1
α2
Fig. 12 The three classes of common zeros of for the skew transforms in case n = 2 ·3. The
common zeros of T6 are shown after being stretched by a factor of 3.The action of the affine
Weyl group, folding the stretched triangle back to the fundamental domain, is indicated.
The different colors indicate which common zeros of 〈 T6,0, T0,6 〉 are common zeros of which
〈 T3,0 − α1, T0,3 − α2 〉.
the fundamental region. Thus if
(
k
2n ,
j
4n
)
is in the interior of F one obtains m2
common zeros. If
(
k
2n ,
j
4n
)
is on the boundary of F , that is k = 0, always two of
the copies of F in the interior of the stretched region share these common zeros.
Hence in this case one only obtains m(m+1)2 common zeros. Of the common
zeros of T2 there is one in the interior and two on the boundary. Since these
are the images under the stretching and folding operation one obtains two
subalgebras with m(m+1)2 common zeros and one subalgebra with m2 common
zeros. Since the basis change obtained in App. A.2 is sparse, we obtain a fast
O(n2 logn) algorithm by Theorem 2.
32 Bastian Seifert
Since the number of common zeros of Tn equals dimΠn−12 Theorem 3
implies the existence of an orthogonal transform. Denote the diagonal matrix
with inverted entries by
Dn = diag
(
1
/(
T>n−1(x)H−1n−1An−1,1 ∂∂x1Tn(x)
))
, (69)
and by
H⊕n =
n−1⊕
k=0
H−1k (70)
the direct sum of the H−1k matrices. Reasoning analogously to the proof of
Theorem 3 an orthogonal version of the transform is given by
Forth =
√
H⊕n · F ·
√
Dn. (71)
The matrix H⊕n is needed here since we do not have orthonormal but only
orthogonal polynomials.
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A Basis changes
This appendix contains the basis changes for the examples 3 and 4 of fast Chebyshev
transforms with n = 2m. The Mathematica notebooks available at https://github.com/
bseifert-HSA/basis-change-Chebyshev-transforms, which were used to calculate these
basis changes, can be modified to n = rm for any integer r but then the case analysis
becomes even longer. Hence we decided to put only the case r = 2 into writing.
Note that Tk·mei = Tkei (Tm,0, T0,m) and in this way is a sum of basis elements of the
new basis and some parts which reduce to a polynomial in the skew zeros.
A.1 A2 transform
The basis change is from (T0,0, . . . , Tn,n) to (T0,0T0,0(Tm,0, T0,m), . . . , Tm−1,m−1T1,1(Tm,0, T0,m).
For this one as to distinguish between four regions of the indices: (0, 0) − −(m,m), (m +
1, 0)−−(2m,m), (0,m+ 1)−−(m, 2m), and (m+ 1,m+ 1)−−(2m, 2m). Let k, ` < m.
The orbit of (k, `) under the Weyl group W (A2) is
{(−k − `, , k), (−k, k + `), (−`,−k), (`,−k − `), (k, `), (k + `,−`)}.
Hence one has to distinguish between the cases were k = 0, ` = 0, k + ` < m, k + ` = m,
and k + ` > m.
Region I:
Tk,` = Tk,`
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Region II:
Tm+k,` =

Tm,0 k, ` = 0
−2Tm−k,k + 3Tk,0Tm,0 ` = 0
− 12Tm−`,0 + 32T0,`Tm,0 k = 0
−Tm−k,k+` − Tm−k−`,k + 3Tk,`Tm,0 k + ` < m
−T0,k + 12T0,m−` − 32T`,0T0,m + 3Tk,`Tm,0 k + ` = m
T`,2m−k−` − 3Tm−k,k+`−mT0,m + 3Tk,`Tm,0 k + ` > m
Region III:
Tk,m+` =

T0,m k, ` = 0
− 12T0,m−k + 32Tk,0T0,m ` = 0
2T`,m−` + 3T0,`T0,m k = 0
−T`,m−k−` − Tk+`,m−` + 3Tk,`T0,m k + l < m
− 12T`,0 − 32T0,−m−`Tm,0 + 3Tk,`T0,m k + ` = m
T2m−k−`,k − 3Tk+`−m,m−`Tm,0 + 3Tk,`T0,m k + ` > m
Region IV:
Tm+k,m+` =

Tm,m k, ` = 0
Tk,0 − 3Tm−k,kT0,m + 3Tk,0Tm,m ` = 0
T0,` − 3T`,m−`Tm,0 + 3T0,`Tm,m k = 0
2Tk,` − Tm−`,m−k − 3Tm−k,k+`T0,m . . .
− 3Tk+`,m−`Tm,0 + 6Tk,`Tm,m
k + ` < m
Tk,` − 32T0,kT0,m − 32T`,0T0,2m . . .
− 32T`,0Tm,0 − 32T0,m−`T2m,0 + 6Tk,`Tm,m
k + ` = m
− Tm−`,m−k + 2Tk,` − 3Tm−k,k+`−mTm,0 . . .
+ 3T`,2m−k−`T0,m − 3Tm−k,k+`−mT0,2m . . .
+ 3T2m−k−`,kTm,0 − 3Tk+`−m,m−`T2m,0 . . .
− 3Tk+`−m,m−`T0,m + 6Tk,`Tm,m
k + ` > m
A.2 C2 transform
The basis change is from (Tk,` | k + ` < n) to (Tk,`Tt,p(Tm,0, T0,m) | k + ` < m, t + p <
2). For this one as to distinguish between three regions of the indices: (0, 0) − −(m,m),
(m+ 1, 0)−−(2m,m), and (0,m+ 1)−−(m, 2m). Let k, ` < m.
The orbit of (k, `) under the Weyl group W (C2) is
{(−k−2`, `), (−k−2`, k+`), (−k,−`), (−k, k+`), (k,−k−`), k, `, (k+2`,−k−`), (k+2`,−`)}
Hence one has to distinguish the cases ` = 0, k = 0∧2` < m, k = 0∧2` = m, k = 0∧2` > m,
k+ 2` < m, k+ 2` = m, k+ 2` > m. Note that since for any basis elements index (t, p) one
has t+ p < n = 2m one always has k + ` < m in the sequel.
Region I:
Tk,` = Tk,`
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Region II:
Tm+k,` =

Tm,0 k, ` = 0
−2T−k+m,k − T−k+m,0 + 4Tk,0 · Tm,0 ` = 0
− 12T−2·`+m,` + 2T0,` · Tm,0 k = 0, 2` < m
− 12T0,` + 2T0,` · Tm,0 k = 0, 2` = m
− 12T2·`−m,−`+m + 2T0,` · Tm,0 k = 0, 2` > m
− T−k+m,k+` − T−k−2·`+m,` . . .
− T−k−2·`+m,k+` + 4Tk,` · Tm,0
k + 2` < m
−T0,` − T0,k+` − T2·`,k+` + 4Tk,` · Tm,0 k + 2` = m
− Tk+2·`−m,−`+m − Tk+2·`−m,−k−`+m . . .
− T−k+m,k+` + 4Tk,` · Tm,0
k + 2` > m
Region III:
Tk,m+` =

T0,m k, ` = 0
−Tk,−k+m + 2Tk,0 · T0,m ` = 0
−T0,−`+m − T2·`,−`+m + 4T0,` · T0,m k = 0, 2` < m
−1
2
T0,` − T0,`Tm,0 + 4T0,` · T0,m k = 0, 2` = m
+T0,` + T−2·`+2·m,` − 4T2·`−m,−`+m · Tm,0 + 4T0,` · T0,m k = 0, 2` > m
−Tk,−k−`+m − Tk+2·`,−`+m − Tk+2·`,−k−`+m + 4Tk,` · T0,m k + 2` < m
−2T0,` · Tm,0 − 2T0,−`+m · Tm,0 + 4Tk,` · T0,m k + 2` = m
+ Tk,−k−`+m + 2Tk,` + T−k−2·`+2·m,k+` . . .
− 4Tk+2·`−m,−`+m · Tm,0 + T−k−2·`+2·m,` . . .
− 4Tk+2·`−m,−k−`+m · Tm,0 + 4Tk,` · T0,m
k + 2` > m
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