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Abstract
A quantum field theory in its algebraic description may admit many
irregular states. So far, selection criteria to distinguish physically rea-
sonable states have been restricted to free fields (Hadamard condition)
or to flat spacetimes (e.g. Buchholz-Wichmann nuclearity). We propose
instead to use a modular ℓp-condition, which is an extension of a strength-
ened modular nuclearity condition to generally covariant theories.
The modular nuclearity condition was previously introduced in Min-
kowski space, where it played an important role in constructive two dimen-
sional algebraic QFT’s. We show that our generally covariant extension
of this condition makes sense for a vast range of theories, and that it be-
haves well under causal propagation and taking mixtures. In addition we
show that our modular ℓp-condition holds for every quasi-free Hadamard
state of a free scalar quantum field (regardless of mass or scalar curva-
ture coupling). However, our condition is not equivalent to the Hadamard
condition.
1 Introduction
The observables and the states of a system are the two basic ingredients in any
physical theory. In quantum field theory, the observables can conveniently be
described as elements of a ∗-algebra, and encode fundamental features such as
causality into their algebraic (commutation) relations. The states, essential to
make contact with empirical results, are then taken to be expectation value
functionals on this algebra of observables.
To ensure a consistent probabilistic interpretation, states are required to sat-
isfy the basic algebraic requirements of linearity, positivity, and normalization.
But it is well known that these requirements may admit many states that do not
correspond to realistic physical situations, often times because they exhibit too
irregular or too singular behavior in their expectation values. The problem of
finding criteria to select physically reasonable states, modeling particular situa-
tions, or ruling out certain pathologies, therefore has a long history in quantum
field theory.
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In the case of theories on Minkowski spacetime, one may use the Poincare´
symmetry to select vacuum states by imposing invariance under this symmetry,
and requiring spectral conditions for the energy and momentum operators given
by such states [5]. Other well-studied selection criteria are concerned with mod-
eling a localized charge, transforming under a global gauge group [25, 14], or
the KMS condition, modeling thermal equilibrium states with respect to some
prescribed dynamics [10, 35], in the same way as in statistical mechanics [36].
For quantum field theories on a fixed but curved spacetime manifold [24], or
generally covariant theories, formulated in a consistent manner on a large family
of spacetimes [11, 39], the problem of selecting physically reasonable states is
even more pronounced: A generic spacetime does not possess any non-trivial
symmetries that could serve to select states, or a natural dynamics with respect
to which one could ask for equilibrium properties.
In this context, the Hadamard condition on states of free scalar fields [45]
is a well-studied criterion. It restricts the short distance singularities of the
two-point distribution of the state to match that of the Minkowski vacuum,
and thereby encodes a finite renormalized energy density [61]. Due to canon-
ical commutation relations, this also restricts the singularities of all higher n-
point distributions, allowing the perturbative treatment of interactions [55]. The
Hadamard condition can therefore be used to select a physically reasonable class
of states in this case. However, this selection relies on the particular structures
present in a free field theory, and has no straightforward generalization to more
general situations. (See however [59] for an attempt.)
To overcome these restrictions, it would be desirable to have a criterion for
selecting relevant states, or classes of states, that can be formulated for quantum
field theories on general spacetimes, and is not restricted to free field theories
and their quasi-free states. In this article, we discuss such a criterion.
The main idea is to employ the modular nuclearity condition of Buchholz,
D’Antoni and Longo [12] in a suitably generalized manner. This condition orig-
inated in the work of Buchholz and Wichmann [18], who imposed a so-called
“energy nuclearity condition”, effectively restricting the number of local degrees
of freedom of a Minkowski space quantum field theory. On a mathematical level,
this is done by requiring that a certain map, formulated in terms of the Hamil-
tonian in a vacuum state and a bounded region O in Minkowski spacetime, is
nuclear. This criterion was motivated by thermodynamical considerations, and
in fact implies reasonable thermal behavior such as the existence of equilibrium
states [16].
This condition cannot be used on general curved spacetimes because of the
appearance of the Hamiltonian. However, there also exists a local version of it,
which instead of the Hamiltonian rather uses modular operators arising from ap-
plying Tomita-Takesaki theory [9] to the local observable algebras. This “modu-
lar nuclearity condition” [12] can be formulated as follows: Consider an inclusion
O˜ ⊂ O ⊂M of bounded open regions in Minkowski spacetime M , and a state ω
on a quantum field theory on M . Denoting the GNS data by (Hω , πω,Ωω), one
considers the corresponding inclusion Mω(O˜) ⊂ Mω(O) of the von Neumann
algebras generated by the observables localized in O˜ and O, respectively, in the
representation πω. In case Ωω is cyclic and separating for Mω(O), Tomita-
Takesaki modular theory defines the modular operator ∆O,ω of Mω(O) w.r.t.
the vector Ωω, which gives rise to some form of “local dynamics” onMω(O) [6].
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In this context, the modular nuclearity condition is then the condition that the
map
Ξ :Mω(O˜)→ Hω , A 7→ ∆1/4O,ωAΩω (1.1)
is nuclear as a map between Banach spaces, i.e. it can be approximated in
norm by a series of rank one operators. This condition is interesting from several
points of view – for example, it implies (for factors) that the inclusionMω(O˜) ⊂
Mω(O) is split, which amounts to a strong form of statistical independence
of Mω(O˜) and Mω(O)′ [31]. Furthermore, it has found application in the
construction of models of quantum field theory on two dimensional Minkowski
space [17, 47], and in the analysis of the relation of KMS states at different
temperatures [41].
For the purposes of the present article, it is interesting to note that the mod-
ular nuclearity condition is, on the one hand, related to the energy nuclearity
condition and thermal behavior for Minkowski space theories [12], and therefore
has a good physical motivation. On the other hand, it has the potential of be-
ing applicable to quantum field theories on general curved spacetimes because
it does not involve any objects which exist only for Minkowski space theories.
In this article, we study a (variant of the) modular nuclearity condition
for quantum field theories in curved spacetimes, both in a model-independent
setting and also in the context of concrete models. To begin with, we introduce
the “modular ℓp-condition” in Section 2.1 in a form which is suggested by general
covariance. It differs from the original modular nuclearity condition insofar as
we have to take into account the possibility that our states might not have
the Reeh-Schlieder property [54]. Furthermore, we ask for stronger nuclearity
properties, namely we require that maps like (1.1) can be approximated in norm
by n dimensional operators with an error that decays faster than any inverse
power of n. Technically speaking, this amounts to asking that Ξ is an operator
of type ℓp for all p > 0, see Sect. 2.1 for precise definitions. We also replace the
exponent 14 in (1.1) by a general value α ∈ (0, 12 ).
We view the modular ℓp-condition as a condition on a state ω on a quantum
field theory on a general curved spacetime, and proceed to analyze its stability
properties in a model-independent setting in Section 2.2. We show that the
set of states satisfying the modular ℓp-condition is stable under pullback by
morphisms, and under taking finite mixtures. Moreover, we show that the
modular ℓp-condition behaves well under spacetime deformation.
The behavior under spacetime deformations has the nice effect that to verify
the modular ℓp-condition for a suitable class of states in a generally covariant
theory, it suffices to consider particularly simple spacetimes such as ultra-static
ones. For such spacetimes, a strong energy nuclearity condition for the theory
of a free massive Klein-Gordon field in the GNS representation of its canonical
vacuum state was already proven by Verch [57].
The remaining Sections 3–5 primarily serve to prove that the modular ℓp-
condition is satisfied by any quasi-free Hadamard state of the free scalar massive
Klein-Gordon field (with or without potential), supporting the claim that this
condition can be expected to hold for physically reasonable states. However,
along the way we also derive several results that are of independent interest.
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To begin with, in Section 3, we consider an abstract second quantization
setting: Starting from a real standard subspace of a complex Hilbert space,
and its spatial modular theory, we investigate how modular ℓp properties lift
from the one particle level to the second quantized level. Generalizing results
of [15] and [46] in the Bose and Fermi case, respectively, we prove that such a
lift is possible in both cases. As adequate for a general spacetime without time
reflection symmetry, we eliminate certain Minkowski type assumptions from
[15, 46], and derive new results on stability of inclusions of standard subspaces
under conjugations.
Having simplified the modular ℓp-condition to a “one particle condition” (in
the sense of the one-particle subspace of a Fock representation space), we next
investigate the corresponding one-particle problem. Since the ground state of
a free scalar field in a standard ultra-static spacetime is intimately related to
the geometry of the Cauchy surface C, and properties of the modified Laplace-
Beltrami operator A := −∆+m2 on C, we begin the analysis of the one-particle
problem by a detailed study of such operators in Section 4. In particular, we
derive several norm and ℓp bounds on products of general powers of A and
multiplication operators, partially drawing from results of Cheeger, Gromov,
and Taylor on finite propagation speed estimates [19], and results of Verch on
energy nuclearity estimates [57].
We then turn our attention to the model of a free Klein-Gordon field in
Section 5. Here we demonstrate that the modular ℓp-condition holds for every
quasi-free Hadamard state (Thm. 5.1) by expressing the local modular operators
in terms of the symplectic form given by the two-point function, and building
on the results of the previous sections. We then compare our modular condition
with the Hadamard condition and show that there also exist non-Hadamard
states that satisfy the modular ℓp-condition in Section 5.2.
A discussion of our results in Section 6 concludes the article.
2 The modular ℓp-condition
In this section we will introduce the modular ℓp-condition in a generally covari-
ant setting. We will formulate it as a condition on the states of a generally
covariant quantum field theory A [11]. Recall that such a theory associates a
C∗-algebra A(M) to every globally hyperbolic spacetime M , and it associates a
homomorphism A(ψ) between A(M˜) and A(M) to any embedding ψ : M˜ →M
which preserves the metric and has causally convex range. This association of
algebras and morphisms is assumed to be functorial. We do not require that the
algebraic homomorphisms are injective [22], but they do preserve the unit. As a
matter of terminology (cf. [30]), we will call a morphism ψ : M˜ → M an inclu-
sion, when it arises as the canonical inclusion of a subset M˜ ⊂ M into M , and
in this case we often write A(M˜) ⊂ A(M). We call a morphism Cauchy if its
range contains a Cauchy surface forM , and we call it compact when its range is
relatively compact in M and has a non-empty causal complement. The theory
is said to satisfy the time-slice axiom if and only if each Cauchy morphism ψ
gives rise to an isomorphism A(ψ).
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2.1 Definition of the modular ℓp-condition
For any state ω on a C∗-algebra A, we can perform the following constructions
(see e.g. [43] for a general reference). Let (πω ,Hω,Ωω) be the GNS-triple, let
Mω := πω(A)′′ denote the von Neumann algebra closure of the represented
algebra and let Qω denote the orthogonal projection onto the subspace
H′ω :=M′ωΩω.
Then introduce the compression of Mω to H′ω :
Nω := {QωaQω| a ∈Mω}.
Note that Qω ∈ Mω and that Nω is the subalgebra of Mω of operators that
preserve H′ω and that vanish on (H′ω)⊥. Viewed as an operator algebra acting
on H′ω, Nω is simply the commutant of M′ω.
Because Ωω is cyclic for Mω, it is separating for M′ω. Viewed as a vector
in H′ω, Ωω is both cyclic and separating for M′ω and hence it is also cyclic and
separating for Nω . This allows us to apply the Tomita-Takesaki modular theory
and to define the (generally unbounded) Tomita operator on H′ω by
SωQωaΩω := Qωa
∗Ωω (2.1)
for all a ∈ πω(A). We extend this anti-linear operator to Hω by setting it to 0
on (H′ω)⊥, i.e. SωaΩω := Qωa∗Ωω. This operator is closable and we denote the
closure by the same symbol. We then have the polar decomposition
Sω = Jω∆
1
2
ω ,
where the modular conjugation Jω is anti-linear, self-adjoint and satisfies J
2
ω =
Qω, whereas the modular operator ∆ω ≥ 0 is positive with kernel (H′ω)⊥. It is
therefore uniquely characterized by
‖∆ 12ωaΩω‖ = ‖Qωa∗Ωω‖ (2.2)
for all a ∈ πω(A).
The range of the projection Qω always contains Ωω. It projects onto the
span of Ωω if and only if ω is a pure state. In general, however, the range of
Qω can be quite large. When Qω = 1, the von Neumann algebraMω is said to
be in a standard representation, which allows the immediate application of the
modular theory. For this reason there is often a special interest in states ω for
which this is true, e.g. restrictions of states with the Reeh-Schlieder property
[52, 54]. The constructions above, following [1], provide a canonical procedure
to obtain a von Neumann algebra Nω in a standard representation, thereby
bypassing the need to impose additional conditions on the state ω.
To formulate our modular ℓp-condition, we need to introduce some terminol-
ogy to discuss the approximation of a linear map between two Banach spaces
by linear maps of finite rank. For a bounded map Ξ : B1 → B2 between two
Banach spaces Bi one defines the n’th approximation number as [50]
αn(Ξ) := inf{‖Ξ− Ξn‖| Ξn has rank ≤ n}. (2.3)
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Given p > 0, the map Ξ is called ℓp iff
‖Ξ‖p :=
( ∞∑
n=0
αn(Ξ)
p
) 1
p
<∞. (2.4)
The set of ℓp maps, denoted ℓp(B1,B2) or just ℓp depending on the desired
emphasis, forms a linear space and ‖ · ‖p is a quasi-norm on it [50]:
‖Ξ1 + Ξ2‖p ≤ max{2, 2 2p−1} (‖Ξ1‖p + ‖Ξ2‖p) . (2.5)
The smaller p is, the better Ξ can be approximated by maps of finite rank, so an
ℓp map is also ℓq for all q ≥ p. The composition of an ℓp map Ξ with a bounded
map B is again ℓp, with
‖ΞB‖p ≤ ‖B‖ ‖Ξ‖p, ‖BΞ‖p ≤ ‖B‖ ‖Ξ‖p. (2.6)
This applies in particular to canonical injections, so we can restrict ℓp maps
to subspaces without increasing the ℓp-quasi-norm. Moreover, the composition
of an ℓp map Ξ1 with an ℓ
q map Ξ2 is even ℓ
r with r−1 := p−1 + q−1 and
‖Ξ1Ξ2‖r ≤ 2 1r ‖Ξ1‖p‖Ξ2‖q. The following lemma is often useful:
Lemma 2.1 If Ξ2 : B1 → B2 and Ξ3 : B1 → B3 are bounded linear maps such
that ‖Ξ3(b)‖ ≤ ‖Ξ2(b)‖ for all b ∈ B1, then ‖Ξ3‖p ≤ ‖Ξ2‖p for all p > 0.
Proof. The estimate allows us to define a linear map B from the range of Ξ2 to
the range of Ξ3 such that Ξ3(b) = BΞ2(b) and ‖B‖ ≤ 1. B has an extension to
B2 with ‖B‖ ≤ 1, by the Hahn-Banach Theorem, and hence ‖Ξ3‖p = ‖BΞ2‖p ≤
‖Ξ2‖p. 
Remark 2.2 We will also need to consider real linear ℓp maps between real
Banach spaces, which are defined in a completely analogous way. In this context
we denote the n’th approximation number by αRn(Ξ) and the corresponding quasi-
norms ‖Ξ‖p
R,p =
∑∞
n=0 α
R
n(Ξ)
p. The estimates (2.5) and (2.6) hold also in this
case.
Since every complex linear operator of rank at most n is also a real linear
operator of rank at most 2n, we have αR2n(Ξ) ≤ αn(Ξ). As the αRn(Ξ) decay
monotonically in n, this implies ℓp(H) ⊂ ℓp
R
(H), with ‖Ξ‖R,p ≤ 21/p‖Ξ‖p.
For a real linear map Y : H1 → H2 between real Hilbert spaces, let Yˆ : Hˆ1 →
Hˆ2 be the complex linear extension to the complexified Hilbert spaces. Note that
‖Yˆ ‖ = ‖Y ‖ and that Yˆ has complex rank n when Y has real rank n. It follows
that αn(Yˆ ) ≤ αRn(Y ). Conversely, if a complex linear map T : Hˆ1 → Hˆ2 has
complex rank n and E2 is the real-orthogonal projection from Hˆ2 onto H2, then
T r := E2T |H1 is a real linear map of real rank n with ‖Y −T r‖ ≤ ‖Yˆ −T ‖ and
hence αn(Yˆ ) ≥ αRn(Y ). It follows that ‖Y ‖R,p = ‖Yˆ ‖p.
Finally we consider a real linear operator Y on a complex Hilbert space. It
can be decomposed into a complex linear and a complex anti-linear part Y L =
1
2 (Y − iY i) and Y A = 12 (Y + iY i), which evidently satisfy Y L + Y A = Y and
‖Y L/A‖ ≤ ‖Y ‖. Now let Yn be approximating real linear operators of rankR Yn ≤
n. Then Y Ln is complex linear with rankC Y
L
n ≤ n. But since ‖Y L − Y Ln ‖ ≤
‖Y − Yn‖, this yields that for Y ∈ ℓpR(H) we also have Y L ∈ ℓp(H), with
‖Y L‖p ≤ ‖Y ‖R,p. If Γ is any anti-unitary involution on H, we similarly find
‖Y AΓ− Y An Γ‖ = ‖Y A − Y An ‖ ≤ ‖Y − Yn‖ and ‖Y AΓ‖p ≤ ‖Y ‖R,p.
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Besides ℓp maps, it will also be useful to introduce p-nuclear maps, which
share the feature that they can be well approximated by finite dimensional maps.
A linear map Ξ between two Banach spaces B1,B2 is called p-nuclear if there
exist vectors bn ∈ B2 and bounded linear functionals ϕn on B1 such that
Ξ(b) =
∞∑
n=1
ϕ(b) · bn , b ∈ B1 , (2.7)
and ( ∞∑
n=1
‖ϕn‖p‖bn‖p
)1/p
<∞ . (2.8)
In this case, the infimum of (2.8) over all decompositions (2.7) is called the p-
nuclearity index of Ξ, and denoted νp(Ξ). The set of all p-nuclear maps B1 → B2
is denoted Np(B1,B2).
This notion of p-nuclearity is only meaningful for 0 < p ≤ 1 [28]. We next
clarify the relation between ℓp maps and p-nuclear maps.
Lemma 2.3 Let B1,B2 be Banach spaces, and 0 < p ≤ 1. Then
ℓp(B1,B2) ⊂ Np(B1,B2) ⊂ ℓq(B1,B2) (2.9)
for any q > p/(1−p), where ℓ∞(B1,B2) denotes the compact operators B1 → B2
in the operator norm. There hold the estimates
νp(Ξ) ≤ cp ‖Ξ‖p , Ξ ∈ ℓp(B1,B2) , (2.10)
‖Ξ‖q ≤ cp,q νp(Ξ) , Ξ ∈ Np(B1,B2) , (2.11)
with the constants cp = 2
2+3/p and (cp,q)
q = 1+pq/(1−p)q∑∞n=1 nq(1−1/p) with
c1,∞ = 1. In particular,⋂
p>0
ℓp(B1,B2) =
⋂
0<p≤1
Np(B1,B2) . (2.12)
Proof. The first inclusion and the bound (2.10) is proven in [50, Prop. 8.4.2]
for 0 < p ≤ 1, see also [28] for the extension to p > 1.
For the second inclusion, let Ξ : B1 → B2 be p-nuclear, ε > 0, and pick
a p-nuclear decomposition Ξ(b) =
∑∞
n=1 ϕn(b)bn with
∑∞
n=1 ‖ϕn‖pB∗1‖bn‖
p
B2 ≤
(νp(Ξ)+ ε)
p. Arranging the ϕn, bn in such a way that n 7→ rn := ‖ϕn‖B∗
1
‖bn‖B2
is monotonically decreasing, this gives rpn ≤ (νp(Ξ) + ε)p/n.
Now define the map Ξn : B1 → B2, Ξn(b) :=
∑n
k=1 ϕk(b)bk, n ∈ N0. Then
Ξn has rank at most n, and we can estimate, n ≥ 1, 0 < p < 1,
αn(Ξ) ≤ ‖Ξ− Ξn‖ ≤
∞∑
k=n+1
rk ≤
∫ ∞
n
dk
νp(Ξ) + ε
k1/p
=
p
1− p (νp(Ξ) + ε)n
1−1/p .
Taking the limit ε → 0 and raising this expression to a power q > 0, we have
summability over n ∈ N if q(1 − 1/p) < −1. But this is equivalent to q >
p/(1 − p), which proves the second inclusion in (2.9). Taking into account
α0(Ξ) = ‖Ξ‖ ≤ νp(Ξ), also the bound (2.11) follows.
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For p = 1, the estimate αn(Ξ) ≤
∑∞
k=n+1 rk shows that αn(Ξ) → 0 as
n→∞, implying compactness of Ξ, and ‖Ξ‖∞ = ‖Ξ‖ = α0(Ξ) ≤ ν1(Ξ).
The equality (2.12) now follows from the facts that ℓp ⊂ ℓq for q > p, and
p/(1− p)→ 0 as p→ 0. 
If both B1 and B2 are Hilbert spaces, one has ℓp(B1,B2) = Np(B1,B2) for
any 0 < p ≤ 1. In this case, ℓp consists of all operators T such that |T |p is trace
class [50].
After these mathematical preliminaries, we now come to the definition of the
modular ℓp-condition. For any α ∈ [0, 12 ], any inclusion morphism ψ : M˜ → M
and any state ω on A(M), we define the linear map
Ξ
(α)
M˜,M ;ω
: πω(A(M˜))′′ → Hω : a 7→ ∆αωaΩω. (2.13)
The power of ∆ω is defined by the spectral calculus on H′ω, and it is defined to
be 0 on (H′ω)⊥.
Definition 2.4 (Modular ℓp-condition) Let M a globally hyperbolic space-
time and ω a state on A(M). We say that ω satisfies the modular ℓp-condition
if and only if for all α ∈ (0, 12 ), p > 0 and all compact inclusions ι : O → M
and ι˜ : O˜ → O the maps Ξ(α)
O˜,O;ι∗ω
are ℓp.
This condition is a strengthened version of the original modular nuclearity
condition of Buchholz, D’Antoni and Longo [13], which asks for 1-nuclearity of
the map Ξ(1/4) in the context of a general inclusion of von Neumann algebras.
As we will demonstrate, in the theory of a scalar free field, the maps (2.13)
are even ℓp for all p > 0, for a large class of states. That is, they can be
approximated much better by finite dimensional maps, as expressed by the 1-
nuclearity condition.
The modular ℓp-condition may be supplemented by detailed conditions on
the behavior of ‖Ξ(α)
O˜,O;λ
‖p in its dependence on α, p and the geometry of O˜, O
and M (cf. [18] for the case of a related energy nuclearity condition). We will
not make such additional conditions in this paper, but when possible we will
provide estimates on how the ℓp-norms behave under the various operations and
constructions that we consider.
2.2 Stability properties of the modular ℓp-condition
In this section we show that the modular ℓp-condition is stable under certain
operations on the states, such as pull-back and taking convex combinations, in
a general, model-independent setting. We also demonstrate the good behavior
of the modular ℓp-condition under spacetime deformations.
Our first result, stability under pull-back, follows almost immediately from
Def. 2.4 and general covariance, so we omit its proof:
Lemma 2.5 If ψ : M˜ → M is a morphism and ω a state on A(M) which
satisfies the modular ℓp-condition, then the pull-back ω˜ := A(ψ)∗ω also satisfies
the modular ℓp-condition, because for any compact inclusions ι : O → M˜ and
ι˜ : O˜→ O we have Ξ(α)
O˜,O;ι∗ω˜
= Ξ
(α)
O˜,O;(ψ◦ι)∗ω.
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In order to prove more properties of the modular ℓp-condition we will make
use of Lo¨wner’s Theorem for unbounded operators:
Theorem 2.6 (Lo¨wner’s Theorem) Let I = (a, b) ⊂ R be an open interval,
where b = ∞ is allowed, and let f : I → R be a continuous function. Then the
following two statements are equivalent:
a) There is a holomorphic function F on the upper half complex plane such
that Im(F (z)) > 0 and which has f as a continuous boundary value on I.
b) For all self-adjoint (possibly unbounded) operators A, B on a Hilbert space
H with a < A ≤ B < b (or a < A ≤ B when b =∞) on the form domain
of B, we also have f(A) ≤ f(B) on the intersection of the form domains
of f(A) and f(B).
When these statements are satisfied, the function f is called operator monotonic.
Proof. In the standard version of Lo¨wner’s Theorem one replaces the second
statement by a weaker one, where only bounded operators A and B with spec-
trum in I are allowed [37]. We will not repeat the proof of that result here, but
only show that the weaker version of the second statement implies the stronger
one. By a translation we may assume that a = 0, so 0 < A ≤ B. For n ∈ N we
set an := n
−1 and bn := b − n−1, or bn := n when b = ∞. We let En and Fn
be the spectral projections for A and B, respectively, onto [an, bn] and we fix
c ∈ (0, b). We then define
Am := EmAEm
An,m := FnAmFn + c(1− Fn)
Bn := FnBFn + c(1− Fn)
for all m,n ∈ N with m,n > 2b when b is finite. We have min{an, c} ≤ Bn ≤
max{bn, c}, am ≤ Am ≤ bm and hence min{am, c} ≤ An,m ≤ max{bm, c}, so all
these operators are bounded with spectrum in I. From the weak version of the
second statement and An,m ≤ FnAFn + c(1− Fn) ≤ Bn we then obtain
f(An,m) ≤ f(Bn) = Fnf(B)Fn + f(c)(1 − Fn).
For any fixed m we have limn→∞An,m = Am as a strong limit, and Am and all
An,m have spectrum in the same compact subset [min{am, c},max{bm, c}] of I.
Approximating the continuous function f by polynomials one may therefore
show by an ǫ3 -argument that limn→∞ f(An,m) = f(Am) = Emf(A)Em as a
strong limit. For every ψ in the form domain of f(B) we then find
〈ψ,Emf(A)Emψ〉 = lim
n→∞
〈ψ, f(An,m)ψ〉
≤ lim
n→∞〈ψ, (Fnf(B)Fn + f(c)(1− Fn))ψ〉 = 〈ψ, f(B)ψ〉.
When ψ is also in the form domain of f(A), then we may take the limit m→∞
to find the desired equality. 
Remark 2.7 When f is operator monotonic, it is monotonically increasing. If
it has a continuous extension to the lower boundary a of the interval I with
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f(a) ≤ 0, then the second statement can be extended to operators A,B such that
a ≤ A ≤ B < b (or a ≤ A ≤ B), in which case f(A) ≤ f(B) on the form
domain of B. Indeed, the eigenspace of
√
B + a of eigenvalue 0 is contained
in the eigenspace of
√
A+ a of eigenvalue 0, so both operators act the same
way on this subspace and it remains to consider the orthogonal complement.
There, however, we may repeat the proof of Theorem 2.6, supplementing the
last line with the remark that 〈ψ, f(A)ψ〉 ≤ limm→∞〈ψ,Emf(A)Emψ〉 (because
f(a) ≤ 0), and limm→∞ ψ is in the form domain of f(A), because f(A) is
semi-bounded from below.
The following corollary involving operators on a subspace is more tailored
to our needs:
Corollary 2.8 Let I = (a, b) as in Theorem 2.6 and let f : I → R be operator
monotonic with a continuous extension to a such that f(a) ≤ 0. Let A be a self-
adjoint operator on a Hilbert space H and B on a subspace H′. When a ≤ A < b
and a ≤ B < b (or a ≤ A and a ≤ B when b = ∞), and when A ≤ B on the
form domain of B, then f(A) ≤ f(B) on the form domain of f(B).
Proof. We let P denote the orthogonal projection in H onto H′ and for any
n ∈ N we let En be the spectral projection of A onto [a, b− n−1] (or [a, a+ n]
when b = ∞). We set An := EnA + a(1 − En), which is a bounded operator
with spectrum in [a, b). For any ǫ > 0 we then note that
An ≤ An + (ǫP − ǫ−1(1− P ))An(ǫP − ǫ−1(1 − P ))
= (1 + ǫ2)PAnP + (1 + ǫ
−2)(1 − P )An(1− P ).
Because the terms on the right-hand side act on orthogonal subspaces we may
apply Lo¨wner’s Theorem 2.6 (in the extended version of Remark 2.7) to find
Pf(An)P ≤ f((1 + ǫ2)PAnP ). Using the continuity of f and the spectral
calculus of the bounded operator PAnP we may take the limit ǫ→ 0+ to find
Pf(An)P ≤ f(PAnP ).
On the form domain of B we have PAnP = An ≤ A ≤ B, so by Lo¨wner’s
Theorem in the Hilbert space H′ we find Pf(An)P ≤ f(PAnP ) ≤ f(B) on the
form domain of f(B). Taking the limit n→∞ yields the result. 
We now apply these results to modular operators to obtain a generalization
of [13, Lemma 2.4]:
Lemma 2.9 Let B ⊂ A be an inclusion of C∗-algebras and let ω be a state on
A with restriction λ to B. For all b ∈ B and α ∈ [0, 12 ] we then have
‖∆αωπω(b)Ωω‖ ≤ ‖∆αλπλ(b)Ωλ‖.
Proof. Let P denote the orthogonal projection in Hω onto πω(B)Ωω, so we
may identify the GNS-representation of λ as πλ := Pπω|BP , Hλ := PHω and
Ωλ := Ωω. Let Qω and Qλ be the orthogonal projections onto H′ω and H′λ,
where we extend Qλ to Hω by setting Qλ = QλP . Note that P ∈ πω(B)′ and
πλ(B)′ = (Pπω(B)P )′ ⊃ Pπω(A)′P . It follows that H′λ ⊃ PH′ω and hence
PQω = QλPQω = QλQω and QωP = QωQλ. Hence,
PQωP = QλQωQλ ≤ Qλ.
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For any b ∈ B we have πω(b)∗Ωω = Pπλ(b)∗Ωλ and therefore, by (2.2),
〈πω(b)Ωω,∆ωπω(b)Ωω〉 = 〈πω(b)∗Ωω, Qωπω(b)∗Ωω〉
≤ 〈πλ(b)∗Ωλ, Qλπλ(b)∗Ωλ〉
= 〈πλ(b)Ωλ,∆λπλ(b)Ωλ〉.
This proves that ∆ω ≤ ∆λ on the form domain of ∆λ. The result for α = 0 or
α = 12 is immediate, and the general result follows from Corollary 2.8, because
the function xβ = eβ log(x) has 0β = 0 and it is operator monotonic on x ≥ 0 for
any β ∈ (0, 1) by Lo¨wner’s Theorem. 
We are now in a position to show that the modular ℓp-condition is preserved
under taking convex combinations of states:
Proposition 2.10 Let ω1 and ω2 be two states on A(M) and ω = r1ω1 + r2ω2
for some r1, r2 > 0 with r1+r2 = 1. Then ω satisfies the modular ℓ
p-condition if
both ωi do. Moreover, for any two compact inclusions ι : O →M and ι˜ : O˜ → O
we have
‖Ξ(α)
O˜,O;ι∗ω
‖p ≤ max{2, 2 2p−1}
(√
r1‖Ξ(α)O˜,O;ι∗ω1‖p +
√
r2‖Ξ(α)O˜,O;ι∗ω2‖p
)
for all α ∈ [0, 12 ].
Proof. Denote the pull-backs of the states to O by λi := ι
∗ωi and note that
λ := ι∗ω = r1λ1 + r2λ2. Let H := Hλ1 ⊕Hλ2 and Ω :=
√
r1Ωλ1 ⊕
√
r2Ωλ2 . By
construction, the modular operator for M := πλ1(A(O))′′ ⊕ πλ2(A(O))′′ and Ω
is ∆ := ∆λ1 ⊕∆λ2 . For the map
Ξ(α) : (πλ1 ⊕ πλ2)(A(O˜))′′ → H : a 7→ ∆αaΩ
we then see that Ξ(α) =
√
r1Ξ
(α)
O˜,O;λ1
⊕√r2Ξ(α)O˜,O;λ2 . It follows that the left-hand
side defines an ℓp map if and only if both summands on the right-hand side do,
and
√
ri‖Ξ(α)O˜,O;λi‖p ≤ ‖Ξ
(α)‖p
≤ max{2, 2 2p−1}
(√
r1‖Ξ(α)O˜,O;λ1‖p +
√
r2‖Ξ(α)O˜,O;λ2‖p
)
.
We may identify the GNS-representation of λ as πλ(a) := πλ1(a) ⊕ πλ2(a),
with Ωλ := Ω and Hλ = πλ(A(O˜))Ω. Because πλ(A(O˜)) is a sub-algebra of M
we may apply Lemma 2.9 to see that
‖∆αλπλ(a)Ωλ‖ ≤ ‖∆απλ(a)Ωλ‖.
From Lemma 2.1 we then find ‖Ξ(α)
O˜,O;λ
‖p ≤ ‖Ξ(α)‖p, and the conclusion follows.

The following corollary tells us that we may always enlarge the larger algebra
and/or shrink the smaller algebra without problems. In particular, if ω satisfies
the modular ℓp-condition, then for any compact morphism ι : O → M and
α ∈ (0, 12 ) the maps Ξ(α)O,M ;ω are ℓp for all p > 0.
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Corollary 2.11 Let B1 ⊂ B2 ⊂ A2 ⊂ A1 be inclusions of C∗-algebras and let
ω1 be a state on A1 with restriction ω2 to A2. For all α ∈ [0, 12 ], p > 0, the
maps
Ξ
(α)
i : Bi → Hωi : b 7→ ∆αωiπωi(b)Ωωi
satisfy ‖Ξ(α)1 ‖p ≤ ‖Ξ(α)2 ‖p.
Proof. From Lemma 2.9 we have the estimate ‖Ξ(α)1 (b)‖ ≤ ‖Ξ(α)2 (b)‖ for all
b ∈ B1. Since the injection B1 ⊂ B2 is also bounded with norm 1, the estimate
follows immediately from Lemma 2.1. 
Corollary 2.11 is the algebraic basis of a spacetime deformation argument,
which follows a well known pattern [33, 60, 54]. We follow here the recent
formulation of [27], who defines a regular Cauchy pair in a spacetimeM to be an
ordered pair (V˜, V ) of non-empty, relatively compact open subsets of a smooth
space-like Cauchy surface C such that V˜ ⊂ V and V has non-empty complement
in C. The sets V˜, V define diamond regionsD(V˜ ), D(V ) inM , which are globally
hyperbolic spacetimes in their own right, and the canonical injections D(V˜ ) ⊂
M and D(V ) ⊂M are morphisms in the category of spacetimes. The following
lemma proves the existence of sufficiently many regular Cauchy pairs:
Lemma 2.12 Given any compact inclusions ι : O → M and ι˜ : O˜ → O there
is a regular Cauchy pair (V˜, V ) in M such that O˜ ⊂ D(V˜ ) and V ⊂ O.
Proof. Let p ∈ O be a point in the causal complement of O˜ and let C0 be a
smooth space-like Cauchy surface for O containing p. Note that K := J(O˜)∩C0
is compact with a non-empty complement in C0. We may then choose relatively
compact open subsets V˜, V in C such that K ⊂ V˜ , V˜ ⊂ V and V has a non-
empty complement in C0, i.e. (V˜, V ) is a regular Cauchy pair in O. It follows
from Lemma 2.4 in [27] that (V˜, V ) is also a regular Cauchy pair in M and the
desired inclusions follow from the construction. 
Our deformation result is then
Theorem 2.13 Assume that the theory A satisfies the time-slice axiom and let
M1 and M2 be globally hyperbolic spacetimes with diffeomorphic Cauchy sur-
faces. Given compact inclusions ι : O → M1 and ι˜ : O˜ → O and a Cauchy
surface C2 of M2 there is a regular Cauchy pair (V˜2, V2) in M2, contained in C2,
and a chain of Cauchy morphisms
M1
ψ1←−−−− N1 χ1−−−−→ M˜ χ2←−−−− N2 ψ2−−−−→ M2
such that the isomorphism ν := A(ψ2)A(χ2)−1A(χ1)A(ψ1)−1 satisfies
ν(A(O˜)) ⊂ A(D(V˜2)) ⊂ A(D(V2)) ⊂ ν(A(O)).
It follows that for any α ∈ [0, 12 ] and any state ω2 on M2 with ω1 := ν∗ω2 we
have
‖Ξ(α)
O˜,O;λ1
‖p ≤ ‖Ξ(α)D(V˜2),D(V2);λ2‖p,
where λ1 := ω1|A(O) and λ2 := ω2|A(D(V2)).
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Proof. By the time-slice axiom we have A(W ) = A(D(W )) for any causally
convex region W ⊂ M . Using Lemma 2.12 we find a regular Cauchy pair
(V˜1, V1) in M1 such that O˜ ⊂ D(V˜1) and V1 ⊂ O. Theorem 3.4 in [27] proves
the existence of the Cauchy pair (V˜2, V2) and a chain of Cauchy morphisms such
that
ν(A(D(V˜1))) ⊂ A(D(V˜2)) ⊂ A(D(V2)) ⊂ ν(A(D(V1))).
(The Cauchy surface C2 can be prescribed by Proposition 2.1 of [27].) Because
O˜ ⊂ D(V˜1) and D(V1) ⊂ D(O) the first claim follows. The second claim then
follows directly from Corollary 2.11. 
Note that the diamond regionsD(V˜ ) andD(V ) themselves may not be relatively
compact inM , because they may extend too far in the time direction. Neverthe-
less, one can always cut them down in the time direction to regions W˜ ⊂ D(V˜ )
and W ⊂ D(V ) in order to obtain compact inclusions O˜ ⊂ W˜ ⊂W ⊂ O.
Remark 2.14 Suppose we are given sets of states Si on A(Mi) such that all
states in S2 satisfy the modular ℓp-condition and all spacetime deformations as
in Theorem 2.13 map all states in S1 into S2. Then it is clear from the theorem
that all states in S1 also satisfy the modular ℓp-condition. This argument will
be applied in Section 5 to the sets of quasi-free Hadamard states of a free scalar
field. It is then sufficient to consider only ultra-static spacetimes M2, because
they already cover all possible diffeomorphism classes of Cauchy surfaces.
In fact, the spacetime deformation argument is even stronger than Theorem
2.13 suggests, because we can also interpolate between free fields with different
masses, scalar curvature couplings and other external (non-dynamical) poten-
tial energy terms. It then suffices to prove the modular ℓp-condition only for
minimally coupled, massive free scalar fields on ultra-static spacetimes, in order
to conclude it for any mass, scalar curvature coupling and external potential on
any globally hyperbolic spacetime.
3 Nuclearity conditions and second quantization
To prepare the investigation of the modular ℓp-condition in free field theories
on generic spacetime manifolds, we study in this section ℓp-conditions and nu-
clearity conditions in an abstract second quantization setting. The main aim is
to relate nuclearity properties of the map Ξ (2.13), defined on a second quan-
tization von Neumann algebra, to corresponding “one-particle conditions”. In
the absence of representations of the Poincare´ group, this term is meant to
refer to the single particle subspace of a Fock space which will be introduced
subsequently.
Similar questions have been analyzed before, in particular by Buchholz and
Wichmann [18] for an energy nuclearity condition, and in a more general con-
text, appropriate also for discussing modular nuclearity, by Buchholz and Ja-
cobi [15]. These authors consider Bosonic systems; the analogous question for
the Fermionic case has been settled in [46]. But whereas the setting of these ar-
ticles is motivated by Minkowski space quantum field theory and ground states,
we are interested in fairly general spacetime manifolds and states here. It will
therefore be necessary to generalize the known results significantly.
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3.1 ℓp-conditions and Bosonic second quantization
Let F(H) denote the Bose Fock space over a complex Hilbert space H, with
Fock vacuum vector Ω ∈ F(H). We denote the projection onto the one-particle
space H ⊂ F(H) by P1. For ξ ∈ H, we have the usual creation and annihilation
operators a(ξ)∗, a(ξ) on (a dense domain in) F(H). Their sum a(ξ)∗ + a(ξ) is
essentially self-adjoint on this domain, and gives rise to unitary Weyl operators
by
W (ξ) = exp
(
i (a(ξ)∗ + a(ξ))
)
, (3.1)
where the bar denotes the self-adjoint closure. The map ξ 7→ a(ξ)∗ + a(ξ) is
only real linear, and defines a map from closed real linear subspaces1 H ⊂ H to
von Neumann algebrasM(H) ⊂ B(F(H)) via
M(H) := {W (h) : h ∈ H}′′ ⊂ B(F(H)) . (3.2)
We collect some well-known properties of this map in the following lemma. In
its formulation, we make use of the symplectic complement
◦
H of a closed real
subspace H , taken w.r.t. the imaginary part of the scalar product of H, which
is again a closed real linear subspace.
Lemma 3.1 Let H ⊂ H be a closed real subspace. Then
a) Ω is cyclic for M(H) if and only if H + iH ⊂ H is dense.
b) Ω is separating for M(H) if and only if H ∩ iH = {0}.
c) The map H 7→ M(H) preserves inclusions.
d) M(H)′ =M( ◦H).
For more detailed properties of this map, see [35], or [48, Thm. I.3.2] for a
proof.
To discuss ℓp- and p-nuclearity-properties, we consider in addition to a closed
real subspace H ⊂ H also a self-adjoint (possibly unbounded) linear operator
X of second quantized form on F(H). Later on, X will be taken to be a
modular operator of a von Neumann algebra containing M(H). In the context
of energy nuclearity conditions (on ultrastatic spacetimes), one would take X =
e−βL for some inverse temperature parameter β > 0 and a second quantized
Hamiltonian L [57]. In the present section, we keepX abstract. When necessary,
we will denote its restriction to H by X1 = X |H, and we will assume H ⊂
dom(X1) and M(H)Ω ⊂ dom(X). We then define the linear map
ΞH,X1 :M(H)→ F(H) , A 7→ XAΩ , (3.3)
similar to the map (2.13) appearing in the modular ℓp condition.
Let us next state a theorem of Buchholz and Jacobi [15, Thm. 2.1] about
nuclearity properties of ΞH,X1 . Its formulation makes use of conjugations Γ on
1In the context of the Klein Gordon quantum field, the subspaces may be related to real
Cauchy data with prescribed supports, see Section 5.2.
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a complex Hilbert space, which are here defined to be anti-unitary involutions.
Given a conjugation Γ, we write Γ± := 12 (1 ± Γ) and note that these are real
linear real self-adjoint projections with the obvious properties Γ+ + Γ− = 1,
Γ±Γ∓ = 0, ΓΓ± = ±Γ±, iΓ± = Γ∓i.
Theorem 3.2 [15] Let H,X be as above, satisfying the following two additional
assumptions:
a) There exists a conjugation Γ on H which commutes with X1, and two
closed complex linear subspaces K± ⊂ H, such that ΓK± = K± and
H = Γ+K+ + Γ−K− . (3.4)
b) Denoting the (complex linear) projections onto K± by E±, the operators
X1E± ∈ B(H) are trace class and satisfy ‖X1E±‖ < 1.
Then ΞH,X1 is nuclear, and its nuclearity index can be estimated as
ν1(ΞH,X1) ≤ det(1− |X1E+|)−2 · det(1− |X1E−|)−2 <∞ . (3.5)
Our following generalization of this result involves the real orthogonal pro-
jection EH onto H . To define it, we consider H as a real Hilbert space, with
scalar product Re〈 · , · 〉. This still induces the same norm on H, and defines a
notion of real adjoint of (real or complex) linear operators on H. Since this real
adjoint coincides with the usual adjoint for complex linear operators, we will
denote it by a superscript ∗ as usual. Then EH = E2H = E∗H is a real linear
(real) self-adjoint projection.
Theorem 3.3 In the notations above, the following hold true:
a) If X1EH is ℓ
p
R
(H) for some 0 < p ≤ 1, and ‖X1EH‖ < 1, then ΞH,X1 is
p-nuclear and ℓq for q > p/(1− p). In particular, if the assumption holds
for all p > 0, then ΞH,X1 is ℓ
q for all q > 0.
b) ‖X1EH‖R,p ≤ √e 21/p ‖ΞH,X1‖p for all p > 0.
There are three differences between Thm. 3.3 and Thm. 3.2. First, the as-
sumption a) of Thm. 3.2 is absent in Thm. 3.3. Second, different spectral density
conditions (p-nuclearity and ℓp, for complex respectively real linear operators)
are used. Third, we also demonstrate the necessity of one of our assumptions
in part b). We did not try to derive a sharp bound on the p-nuclearity index or
ℓq-quasi-norms of ΞH,X1 . However, from the proof given later, one sees that in
the situation of Thm. 3.3, one has a bound of the form
νp(ΞH,X1 )
p ≤
∞∏
l=1
t−pl Li−p(t
p
l ) <∞ , (3.6)
where Li is the polylogarithm and the tl are the eigenvalues of a positive operator
T ∈ ℓp constructed from X1EH , satisfying ‖T ‖ < 1 and ‖T ‖p ≤ cp‖X1EH‖R,p
for some numerical constant cp, cf. (3.17).
We begin with a discussion of assumption a) of Thm. 3.2. To this end, it is
useful to characterize inclusions of the form (3.4) in a more invariant manner.
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Lemma 3.4 a) Let Γ be a conjugation on H. Then a closed real subspace
H ⊂ H is of the form H = Γ+K++Γ−K− with two closed complex linear
subspaces K± ⊂ H which are invariant under Γ if and only if ΓH = H.
b) If H is a closed real subspace as in a), the real orthogonal projection EH
onto H is related to the complex orthogonal projections E± onto K± by
EH = Γ
+E+ + Γ
−E− . (3.7)
Proof. a) Suppose H has the form H = Γ+K+ + Γ−K− as described. Then,
as Γ2 = 1, it follows immediately that ΓH = H .
For the other implication, assume that ΓH = H , and define K± := Γ±H +
iΓ±H . These are two complex linear subspaces which are both invariant under
Γ, and we claim that they are also closed. In fact, if ξn := Γ
±hn + iΓ±hˆn is a
Cauchy sequence in K±, then so is
Γ±ξn = Γ±Γ±hn + Γ±iΓ±hˆn = Γ±hn .
Hence Γ±hn and Γ±hˆn are Cauchy sequences, and the closedness of H implies
the closedness of K±.
Using the same properties of Γ again, we also see that
Γ+K+ + Γ−K− = Γ+(Γ+H + iΓ+H) + Γ−(Γ− + iΓ−H)
= Γ+H + Γ−H .
But as Γ+ + Γ− = 1 and ΓH = H , we have Γ+H + Γ−H = H , i.e. H is of the
claimed form H = Γ+K+ + Γ−K−.
b) Since the K± are invariant under Γ, this conjugation commutes with the
projections E±. Using this fact, it is straightforward to check that Q := Γ+E++
Γ−E− is a self-adjoint real linear projection. In view of H = Γ+K+ + Γ−K−,
this space is pointwise invariant under Q. On the other hand, if Qξ = ξ for
some ξ ∈ H, then Γ±ξ = Γ±E±ξ. Thus ξ = Γ+ξ + Γ−ξ ∈ Γ+K+ + Γ−K− = H .
This implies that Q and EH coincide. 
The situation described in part a) of this lemma is generic: As we will show
later, any closed real subspace H admits a conjugation Γ such that ΓH = H
(Prop. 3.9). Furthermore, by virtue of the spectral theorem in its multiplication
operator form [51, Thm. VIII.4], any (complex linear) self-adjoint operator X1
is unitarily equivalent to an operator multiplying with a real-valued function
on some L2-space. Considering pointwise complex conjugation on that space, it
follows that there exists a conjugation Γ commuting with X1.
But in general, there does not exist a conjugation commuting with X1 and
preserving H at the same time, as it is assumed in Thm. 3.2. We will show
later in Section 3.2 that such a conjugation does also not always exist if X1
is taken to be the modular operator suggested from the modular ℓp-condition.
This complication of a missing suitable conjugation can be circumvented in our
proof of Thm. 3.3 below, but results in less stringent bounds on the ℓp quasi
norms.
Before we can proceed to the proof of Thm. 3.3, we need a technical lemma.
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Lemma 3.5 Let T± be two bounded complex linear operators, and Γ a conju-
gation that commutes with both of them. Define the real linear operator
T := Γ+T+ + Γ
−T− . (3.8)
a) There holds the norm equality
‖T ‖ = max{‖T+‖, ‖T−‖} . (3.9)
b) Let p > 0. Then T ∈ ℓp
R
(H) if and only if T± ∈ ℓp(H), and in this case,
the corresponding ℓp-quasi-norms satisfy the bounds
‖T ‖R,p ≤ cp (‖T+‖p + ‖T−‖p) (3.10)
‖T±‖p ≤ c′p ‖T ‖R,p , (3.11)
where cp, c
′
p are numerical constants depending only on p.
Proof. a) The proof of (3.9) is based on the fact that for a conjugation Γ on
H and two arbitrary vectors ψ, ξ ∈ H, there always holds
‖Γ+ξ + Γ−ψ‖2 = ‖Γ+ξ‖2 + ‖Γ−ψ‖2 , (3.12)
because Γ± are real orthogonal projections with Γ±Γ∓ = 0.
To begin with, note that it readily follows from our assumptions that TΓ± =
T±Γ±, and in particular ‖T±Γ±‖ ≤ ‖T ‖. But by complex linearity of T±, we
also have −iT i = T+Γ− + T−Γ+ and hence T±Γ∓ = (−iT i)Γ∓. This implies
‖T±Γ∓‖ ≤ ‖T ‖. Using these bounds and (3.12), we obtain, ξ ∈ H,
‖T±ξ‖2 = ‖Γ+T±Γ+ξ + Γ−T±Γ−ξ‖2
≤ ‖T±Γ+‖2‖Γ+ξ‖2 + ‖T±Γ−‖2‖Γ−ξ‖2
≤ ‖T ‖2(‖Γ+ξ‖2 + ‖Γ−ξ‖2)
= ‖T ‖2 · ‖ξ‖2 .
Hence ‖T±‖ ≤ ‖T ‖. On the other hand,
‖Tξ‖2 = ‖Γ+T+Γ+ξ + Γ−T−Γ−ξ‖2
= ‖T+Γ+ξ‖2 + ‖T−Γ−ξ‖2
≤ max{‖T+‖2, ‖T−‖2} · (‖Γ+ξ‖2 + ‖Γ−ξ‖2)
= max{‖T+‖2, ‖T−‖2} · ‖ξ‖2 ,
which implies ‖T ‖ ≤ max{‖T+‖, ‖T−‖}. Together with ‖T±‖ ≤ ‖T ‖, this yields
(3.9).
b) From Remark 2.2 we see that T± ∈ ℓp(H) implies T ∈ ℓpR(H), with
‖T ‖R,p ≤ 21/p cp(‖T+‖p + ‖T−‖p). After renaming cp, this shows (3.10). Fur-
thermore, for T = Γ+T+ + Γ
−T− ∈ ℓpR a quick calculation shows that in this
case, T± = TL ± TAΓ. Hence
‖T±‖p = ‖TL ± TAΓ‖p ≤ cp
(‖TL‖p + ‖TAΓ‖p) ≤ 2 cp ‖T ‖R,p ,
which completes the proof of (3.11). 
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Now we are ready for the proof of the main result of this section, Thm. 3.3.
Proof. a) As explained above, we first need to account for the possibility that
there is no conjugation Γ such that [Γ, X1] = 0 and ΓH = H . We therefore
start with a construction to introduce some additional structure. Let Γ be a
conjugation on H, and consider
H := H⊕H , Γ :=
(
0 Γ
Γ 0
)
, H := H ⊕ ΓH , X1 := X1 ⊕ ΓX1Γ .
(3.13)
It is clear that Γ is a conjugation on H. Moreover, Γ leaves the closed real
subspace H invariant and commutes with X1. The real linear projection onto
H is EH = EH ⊕ ΓEHΓ, which implies ‖X1EH‖ = ‖X1EH ⊕ Γ(X1EH)Γ‖ < 1
by our norm assumption on X1EH , and ‖X1EH‖R,p ≤ max{4, 2
2
p }‖X1EH‖R,p
by the quasi-norm property (2.5).
We now use the natural unitary map implementing the equivalence F(H) ∼=
F(H)⊗ F(H), which carries the Fock vacuum Ω of F(H) onto Ω⊗ Ω, and the
von Neumann algebra M(H) onto M(H)⊗M(ΓH).
Under this identification, we have
ΞH,X
1
= ΞH,X1 ⊗ ΞΓH,ΓX1Γ .
But clearly the maps F :M(H)→M(H)⊗M(ΓH), A 7→ A⊗1 and G : F(H)⊗
Ω→ F(H), Ψ⊗ Ω 7→ Ψ, are linear and bounded, with norm one, and ΞH,X1 =
GΞH,X
1
F . Hence νp(ΞH,X1 ) ≤ νp(ΞH,X1) and ‖ΞH,X1‖q = ‖GΞH,X1F‖q ≤‖ΞH,X
1
‖q. It now suffices to prove the claim for the underlined objects.
Lemma 3.4 applies to Γ, H , so that we may write H = Γ+K+ + Γ−K− and
EH = Γ
+E++Γ
−E− with complex linear subspaces K± ⊂ H and corresponding
complex linear projections E±, commuting with Γ. Thus T := X1EH has the
form assumed in Lemma 3.5, with T± = X1E±, and we conclude
‖X1E±‖ ≤ ‖X1EH‖ < 1 , ‖X1E±‖p ≤ c′p ·
∥∥X1EH∥∥R,p <∞ , (3.14)
with some numerical constant c′p <∞.
For p = 1, the space ℓp(H) coincides with the trace class on H. In that
situation, all assumptions of Thm. 3.2 are satisfied, and we can immediately
conclude that ΞH,X1 is (1-)nuclear, with the bound
ν1(ΞH,X
1
) ≤ det(1− |X1E+|)−2 · det(1− |X1E−|)−2 <∞ . (3.15)
For general p, we need to re-examine the argument underlying Thm 3.2.
One step in that proof is the construction of a certain joint least upper bound
of X1E± [15, p. 316-317]. Going through the construction, it becomes apparent
that it works for ℓp-operators as well: If X1E± ∈ ℓp(H), then there exists a
positive operator T ∈ ℓp(H) such that
‖T ‖ ≤ max{‖X1E+‖, ‖X1E−‖} < 1
and T 2 ≥ |X1E±|2.
To estimate the approximation numbers of ΞH,X
1
, we can then follow the
argument in [18]: Let {ξk}k denote an orthonormal basis of H consisting of
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eigenvectors of T , i.e. Tξk = tk · ξk, with
∑
k t
p
k < ∞. Let {ξµ}µ denote the
corresponding “occupation number” orthonormal basis of F(H), i.e. µ : N→ N0
are summable functions. Then
σµ := sup
A∈M(H)\{0}
|〈ξ
µ
, ΞH,X
1
(A)〉|
‖A‖ ≤
∞∏
l=1
(µl + 1)t
µ(l)
l ,
cf. [18, p. 338]. This implies
∑
µ
σp
µ
≤
∑
µ
∞∏
l=1
(µl + 1)
pt
pµ(l)
l =
∞∏
l=1
∞∑
m=0
(m+ 1)ptpml =
∞∏
l=1
t−pl Li−p(t
p
l ) ,
(3.16)
where Li denotes the polylogarithm. To show that this expression is finite, it is
sufficient to estimate t−pl Li−p(t
p
l ) for large enough l. Recall that (m+1)
1/m ≤ e
for all m ∈ N0, and thus (m+ 1)ptpml ≤ (e tl)mp. Since tl → 0 monotonically as
l→∞, we have e tl < 1 for l larger than some L ∈ N. Hence, for large enough l,
we have
∑∞
m=0(m + 1)
ptmpl ≤ (1 − (e tl)p)−1. As (e tl)p is summable in l, this
shows that the product (3.16) converges. Note that for p = 1, (3.16) reduces to
the familiar expression
∏∞
l=1(1− tl)−2 underlying (3.15).
We have therefore found a p-nuclear decomposition (2.7) of ΞH,X
1
, and con-
clude that this map is p-nuclear, with p-nuclearity index bounded by
νp(ΞH,X
1
)p ≤
∞∏
l=1
t−pl Li−p(t
p
l ) <∞ . (3.17)
Whereas up to this point, the value of p > 0 was arbitrary, we now restrict to
the case 0 < p ≤ 1 to apply Lemma 2.3, which then tells us that ΞH,X1 is also
ℓq for any q > p/(1− p).
We remark that in the situation at hand, one can exploit the particular form
of our p-nuclear decomposition in terms of an orthonormal basis of a Hilbert
space to show that ΞH,X
1
is even ℓq for any q > 2p/(2− p).
b) We now prove the second statement, so we may assume that ΞH,X1 is
ℓp for some p > 0 (otherwise the estimate is trivially true). We use the fact
that a map Ξ : B1 → B2 has the same operator norm and rank as its dual
Ξ∗ : B∗2 → B∗1 , so if Ξ is ℓp for some p > 0, then so is Ξ∗. Combining this with
Lemma 2.1 we see that ‖(P1ΞH,X1)∗‖R,p ≤ ‖ΞH,X1‖R,p.
Now let χ ∈ H be in the domain of X . Assume for the moment that
f := EHX1χ is non-zero and define r := ‖f‖−1. Writing χ∗ := 〈χ, .〉 ∈ H∗ we
may use A :=W (rf) ∈ M(H) with ‖A‖ = 1 to estimate
‖(P1ΞH,X1)∗χ∗‖ ≥ |((P1ΞH,X1 )∗χ∗)(A)|
= |χ∗(P1ΞH,X1A)| = |〈χ, P1XAΩ〉|
= e−
1
2 |〈χ,X1rf〉| = e− 12 r|〈X1χ,E2Hf〉|
≥ e− 12 r|Re〈X1χ,E2HX1χ〉|
= e−
1
2 r‖EHX1χ‖2 = e− 12 ‖EHX1χ‖,
where we used the fact that the projection EH is real self-adjoint. It follows
from this estimate that ‖(X1EH)∗χ∗‖ = ‖EHX1χ‖ ≤ √e‖(P1ΞH,X1 )∗χ∗‖. The
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same estimate holds when f = 0, so it holds on a dense domain in H. Hence,
‖(X1EH)∗‖ ≤ √e‖(P1ΞH,X1)∗‖, which means that (X1EH)∗ is bounded and
‖X1EH‖R,p = ‖(X1EH)∗‖R,p ≤
√
e‖(P1ΞH,X1 )∗‖R,p =
√
e‖P1ΞH,X1‖R,p
≤ √e‖ΞH,X1‖R,p
by Lemma 2.1. Using the same argument as in Lemma 3.5, we also find
‖ΞH,X1‖R,p ≤ 21/p‖ΞH,X1‖p, from which the result follows. 
3.2 Second quantization of modular operators
We now wish to apply the results of the previous subsection to the case where X
is the modular operator of a second quantized von Neumann algebra, containing
a subalgebra corresponding to the real subspace considered so far.
As before, we consider a closed real subspaceH of a complex Hilbert spaceH,
and denote the symplectic complement of H by
◦
H . Furthermore, we will need
to work with two different orthogonal complements, a real and a complex one.
The complex orthogonal complement of H refers to the scalar product of H.
It is denoted H⊥, and seen to coincide with H⊥ =
◦
H ∩ i ◦H by an elementary
calculation. The real orthogonal complement of H , referring to the real scalar
product Re〈 · , · 〉, was introduced before. We will write the real orthogonal
complement of H as H⊥R , and note that H⊥R = i
◦
H.
The natural setting of spatial modular theory is that of standard subspaces
(see [49] for an overview). A closed real subspace H ⊂ H is called standard if
H + iH = H , (3.18)
H ∩ iH = {0} . (3.19)
Thanks to these properties, any standard subspace H has a well-defined densely
defined Tomita operator SH ,
SH : H + iH =: DH → DH , h1 + ih2 7→ h1 − ih2 . (3.20)
As usual, the polar decomposition of this anti-linear involution will be denoted
SH = JH∆
1/2
H , with JH an anti-unitary involution, and ∆H a complex linear
positive operator, satisfying JH∆HJH = ∆
−1
H . As all our standard subspaces
will be only real-linear, we drop the term “real” and refer to them simply as
standard subspaces.
The second quantized von Neumann algebraM(H) of a standard subspaceH
has the Fock vacuum Ω as a cyclic separating vector (Lemma 3.1). The modular
data of (M(H),Ω) are closely related to the modular data of H [26]:
Lemma 3.6 Let H ⊂ H be a standard subspace. Then the modular data J,∆
of (M(H),Ω) are related to JH ,∆H by second quantization:
J =
∞⊕
n=0
J⊗nH , ∆ =
∞⊕
n=0
∆⊗nH . (3.21)
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For an inclusion of standard subspaces H˜ ⊂ H ⊂ H, this shows that taking
X1 = ∆
α
H , 0 < α <
1
2 , and the subspace H˜ , we are in the situation described in
Thm. 3.3 for discussing nuclearity properties of ΞH˜,∆α
H
(3.3).
In line with the situation described in Section 2.1, we will however need to
consider more general closed real subspaces H , which do not necessarily satisfy
(3.18) or (3.19). In that case, H can be compressed to a standard subspace, as
we describe now.
Note that H⊥ =
◦
H ∩ i ◦H and ◦H⊥ = H ∩ iH are closed complex subspaces
that are orthogonal to each other. Hence there exists an orthogonal (complex
linear) projection RH such that
H = H⊥ ⊕ ◦H⊥ ⊕RHH . (3.22)
In this decomposition, H = {0}⊕ ◦H⊥ ⊕RHH , i.e. RHH ⊂ H is the (complex)
orthogonal complement of H ∩ iH in H , and therefore separating. Considered
as a subspace of RHH, the projected real space RHH is therefore standard [48].
Analogously to Section 2.1, we now define the Tomita operator SH of a general
closed real subspace by
SH := 0⊕ 0⊕ SRHH , (3.23)
referring to the decomposition (3.22).
We are now in the position to apply Thm. 3.3 to the modular setting.
Theorem 3.7 Let H˜ ⊂ H ⊂ H be an inclusion of closed real subspaces, and
0 < α < 12 . If ‖∆αHEH˜‖ < 1 and ∆αHEH˜ is ℓpR(H) for all p > 0, then ΞH˜,∆α
H
(3.3) is ℓp for all p > 0.
Proof. In view of the split (3.22), the Bose Fock space over H has the form
F(H) = F(H⊥)⊗F( ◦H⊥)⊗F(RHH) , (3.24)
with Fock vacuum Ω = Ω⊥ ⊗ ◦Ω⊥ ⊗ ΩH in an obvious notation.
Furthermore, in this decomposition, the second quantized von Neumann
algebra M(H) and its commutant are [48]
M(H) = C⊗ B(F( ◦H⊥))⊗M(RHH) , (3.25)
M(H)′ = B(F(H⊥))⊗ C⊗M(RHH)′ . (3.26)
According to the definitions of Section 2.1, the modular data of (M(H),Ω) are
constructed by first projecting to the subspace generated by M(H), which is
Ω⊥⊗F( ◦H⊥)⊗F(RHH). Then, in this subspace, we consider the projection onto
the subspace generated by the commutantM(H)′, which is Ω⊥⊗ ◦Ω⊥⊗F(RHH).
But on the last tensor factor, M(RHH) is based on a standard subspace, with
modular operator ∆ the second quantization of ∆RHH .
This implies that the modular operator of M(H) w.r.t. Ω is the second
quantization of ∆H = S
∗
HSH , and thus given by |Ω⊥〉〈Ω⊥| ⊗ |
◦
Ω⊥〉〈 ◦Ω⊥| ⊗ ∆.
From this we see that the map ΞH˜,∆α
H
has the form
ΞH˜,∆α
H
: C⊗ B(F( ◦H⊥))⊗M(RHH)→ F(H⊥)⊗F(
◦
H⊥)⊗F(RHH) ,
λ⊗B ⊗A 7→ λΩ⊥ ⊗ 〈 ◦Ω⊥, B ◦Ω⊥〉 ◦Ω⊥ ⊗∆αAΩH .
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Under the assumptions made, we know by Thm. 3.3 that the map A 7→ ∆αHAΩH ,
acting on the rightmost factor, is ℓp for all p > 0. Since the other two factor
maps are of rank one, the claim follows. 
We wish to address two more topics: The norm bound appearing in the
assumptions of Thm. 3.3, and the existence of a conjugation commuting with
∆αH and preserving H˜ (cf. discussion after Lemma 3.4).
The norm bound required in Thm. 3.3 a) is almost a consequence of the ℓp-
properties. As we will see in the applications to quantum field theory models, the
appearing standard subspaces are typically “factors” in the sense that H ∩ ◦H =
{0}, in which case the norm bound is a consequence.
Lemma 3.8 Let H˜ ⊂ H be an inclusion of closed real subspaces and 0 < α < 12 .
Then ‖∆αHEH˜‖ ≤ 1, and |∆αHEH˜ | < 1 whenever H˜ ∩
◦
H = {0}. If in addition
∆αHEH˜ is compact (or even ℓ
p for some p > 0), then
‖∆αHEH˜‖ < 1 . (3.27)
Proof. Let χ, η ∈ H and h := EHη. As H = dom∆1/2H , it follows that
the function f(z) := 〈χ,∆−izH h〉 is analytic on the strip 0 < Im(z) < 12 and
continuous on the closure of this strip. In view of |f(z)| ≤ ‖χ‖‖∆Im(z)H h‖ we see
furthermore that f is bounded. Moreover, on the boundary we have |f(t)| ≤
‖χ‖‖h‖, and |f(t + i2 )| ≤ ‖χ‖‖∆1/2H h‖ = ‖χ‖‖JHh‖ = ‖χ‖‖h‖, t ∈ R. Hence
we may apply the three lines theorem [21, Thm. 3.7] to the effect that |f(z)| ≤
‖χ‖‖h‖ throughout the closed strip. Since χ and η are arbitrary, this entails
‖∆−izH EHη‖ ≤ ‖EHη‖ ≤ ‖η‖ and hence ‖∆αHEH˜‖ ≤ ‖∆αHEH‖ ≤ 1.
Now suppose that h˜ ∈ H˜ satisfies ‖∆αH h˜‖ = ‖h˜‖. Using the orthogonal
decomposition h˜ = RH h˜+ h˜
′ with RH h˜ ∈ RHH ⊂ H and h˜′ ∈ H we then find
from the first paragraph that ‖h˜‖ = ‖∆αHRH h˜‖ ≤ ‖RH h˜‖ and hence h˜′ = 0
and h˜ ∈ H˜ ∩ RHH˜ . Then note that for 0 < α < 12 the estimate |f(t + iα)| <
‖χ‖‖∆αH h˜‖ is strict, unless f is constant (see, for example, [21, Cor. 3.9]). Taking
χ = h˜, f is the expectation value of a unitary one parameter group, which is
constant if and only if R ∋ t 7→ ∆−itH h˜ is constant. But that would imply
h˜ ∈ ◦RHH [49, Prop. 2.1.14], and thus h˜ ∈ H˜ ∩RHH˜ ∩
◦
RHH = H˜ ∩
◦
H . When
this is assumed to be {0}, we find |∆αHEH˜ | < 1, i.e. |∆αHEH˜ | has no eigenvectors
with eigenvalue 1.
Now suppose that the real linear operator T := ∆αHEH˜ is compact. Similar
to the complex linear case, a real linear compact operator can be represented
as T =
∑
n tnRe〈ϕn, · 〉 · ψn with two real orthonormal bases {ϕn}n and {ψn}n
w.r.t. Re〈 · , · 〉, and positive numbers tn such that ‖T ‖ = t1 ≥ tn for all n, and
tn → 0 as n→∞. (Such a representation of T can be established by considering
the complexification Ĥ ⊃ H ofH. Then T gives rise to a complex linear compact
operator T̂ on Ĥ, which leaves H invariant. The claimed representation of T
then follows from the canonical form of complex linear compact operators, and
restriction to H ⊂ Ĥ.)
To show ‖T ‖ < 1, it is therefore sufficient to show that any eigenvalue of
the real linear operator T ∗T =
∑
n t
2
nRe〈ψn, · 〉 ·ψn is strictly less than 1, which
follows from the first two paragraphs. 
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We now come to our discussion of conjugations. In the proof of Thm. 3.3
we constructed a doubled Hilbert space with some complex conjugation Γ. It
may happen that such a conjugation already exists without doubling the Hilbert
space. In this case our estimates on the ℓp quasi norms can be improved signif-
icantly, essentially by taking a square root.
In Thm. 3.2, the existence of a conjugation Γ, commuting with X1 and
preserving the real subspaceH , is assumed. This has its motivation in the theory
of the Klein-Gordon field on Minkowski space in its vacuum representation.
When formulated in terms of its time zero field and momentum, consider the von
Neumann algebra N generated by the time zero fields, with arbitrary support
on the time zero surface C. This is a maximally abelian second quantized von
Neumann algebra, i.e. N = M(H0) = M(
◦
H0) for some standard subspace
H0 =
◦
H0 in the single particle space. As a consequence, the modular operator
∆H0 = 1 is trivial, and hence SH0 = JH0 is a conjugation, corresponding to
complex conjugation for functions on C. This conjugation preserves the time
zero fields, smeared with real test functions in a given regionO ⊂ C, but changes
the sign of the time zero momenta, smeared with real test functions with support
in O. Therefore the standard subspace H(O) corresponding to O′′ has the
structure assumed in Thm. 3.2.
In general, one can show given a closed real linear subspace H ⊂ H, there
always exists a conjugation preserving it. Note that this statement is non-trivial
because H is only real linear.
Proposition 3.9 Let H ⊂ H be a closed real subspace. Then there exists a
conjugation Γ on H such that ΓH = H.
Proof. We split H as in (3.22), and have to construct a conjugation on each
of the three summands. Since H has no components in the first summand, and
the second (complex linear) summand is contained in H , we can pick arbitrary
conjugations on the first two summands. In other words, it is sufficient to
consider the case where H is standard.
Recall that standard subspaces H are in one-to-one correspondence with
their Tomita operators SH via H = ker(1 − SH). Therefore a conjugation Γ
preserves a standard subspace H if and only if it commutes with SH on the
domain H + iH . Proceeding to the polar decomposition, this is also equivalent
to Γ commuting with both, the modular conjugation JH , and the modular
operator ∆H (on its domain).
We therefore need to construct a conjugation Γ commuting with both modu-
lar data, J and ∆, ofH . (For brevity, we drop the index “H” on these operators
during this proof.) The proof is based on the relation
J∆J = ∆−1 . (3.28)
Let H1 ⊂ H denote the spectral subspace of spectrum of ∆ in {1} (which is zero
in the factor situation H ∩ ◦H = {0}). Furthermore, split H⊖H1 into subspaces
H< and H>, corresponding to spectrum of ∆ in [0, 1] and [1,∞), respectively.
We then have H = H< ⊕H1 ⊕H>, and ∆ leaves all three subspaces invariant.
In view of (3.28), we see that JH< = H>, JH1 = H1, and JH> = H<.
The modular operator ∆ restricts to a (complex linear, bounded) self-adjoint
operator on H<, and thus we find a conjugation Γ< on H< that commutes with
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this restriction. Taking into account JH> = H<, the conjugation JΓ<J is seen
to be well-defined on H>, and leave this space invariant. Furthermore, JΓ<J
commutes with the restriction of ∆ to H> because of (3.28).
Finally, on H1, the modular operator restricts to the identity. Hence J |H1
is a conjugation on this space that commutes with ∆|H1 . Summarizing this
discussion,
Γ := Γ< ⊕ J |H1 ⊕ (JΓ<J)|H> (3.29)
is a conjugation onH that commutes with ∆. By construction, it also commutes
with J . Thus ΓH = H . 
It has to be mentioned, however, that for a general inclusion H˜ ⊂ H of
standard subspaces, a conjugation preserving both H and H˜ need not exist.
Our counterexample is that of a half-sided modular inclusion, i.e. an inclusion
H˜ ⊂ H satisfying ∆−itH H˜ ⊂ H˜ for t ≥ 0.
Lemma 3.10 Let H˜ ⊂ H be a non-trivial half-sided modular inclusion of stan-
dard subspaces. Then there exists no conjugation Γ with ΓH˜ = H˜ and ΓH = H.
Proof. Suppose Γ is a conjugation with ΓH = H and ΓH˜ = H˜. Then Γ
commutes with both modular operators, ∆H and ∆H˜ . In view of the anti-
linearity of Γ and Γ2 = 1, this implies in particular that Γ∆−itH ∆
it
H˜
Γ = ∆itH∆
−it
H˜
for all t ∈ R.
But for a half-sided modular inclusion, there exists a unitary one-parameter
group T with positive generator such that H˜ = T (1)H and
∆−itH ∆
it
H˜
= T (e2πt − 1) . (3.30)
See [49] for a proof of these facts in the standard subspace setting, and [3, 62]
for the original von Neumann algebraic situation.
Setting x(t) := e2πt − 1, we therefore find from (3.30)
ΓT (x(t))Γ = Γ∆−itH ∆
it
H˜
Γ = ∆itH∆
−it
H˜
= T (e−2πt − 1) = T (− x(t)1+x(t)) , (3.31)
i.e. ΓT (x)Γ = T (− x1+x) for all x > −1. But this leads to a contradiction: Since
T is a one-parameter group, and Γ2 = 1, we have, x > − 12 ,
ΓT (2x)Γ = ΓT (x)Γ · ΓT (x)Γ = T (− x1+x ) · T (− x1+x ) = T (− 2x1+x) .
But on the other hand, using (3.31), we also have
ΓT (2x)Γ = T (− 2x1+2x) .
Hence T (− 2x1+x ) = T (− 2x1+2x ) for all x > − 12 , which is possible if and only
if T (x) = 1 for all x ∈ R. Thus H˜ = T (1)H = H , which contradicts the
non-triviality H˜ 6= H of the inclusion. 
We leave it as an open problem to characterize inclusions H˜ ⊂ H of standard
subspaces which allow for a conjugation preserving both H and H˜ .
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3.3 ℓp-conditions and Fermionic second quantization
To conclude this section, we also briefly consider the Fermionic case, where
one again starts from a closed real subspace H ⊂ H as before, but proceeds
to the Fermionic Fock space F−(H), and the von Neumann algebra M−(H)
generated by the Fermi field operators Φ[h], h ∈ H . The structure of the
map H 7→ M−(H) is analogous to the one discussed in Lemma 3.1, with the
commutant replaced by a twisted commutant (see, for example, [23, Thm. 55]).
We will denote the analogue of ΞH,X1 (3.3) in the Fermi case by Ξ
−
H,X1
, with
identical assumptions on X1 as in Section 3.1, but now on F−(H) instead of
F(H).
There exists a result about second quantization of modular nuclearity con-
ditions in the Fermionic case.
Theorem 3.11 [46] Let H ⊂ H be a closed real subspace and X1 a selfad-
joint operator on H, satisfying the same assumptions as in Thm. 3.2, with the
exception of the norm bound ‖X1E±‖ < 1, which is not assumed.
Then Ξ−H,X1 is nuclear, and its nuclearity index can be estimated as
ν1(Ξ
−
H,X1
) ≤ exp (2‖X1E+‖1 + 2‖X1E−‖1) <∞ . (3.32)
The absence of the condition on the norm of X1E± ∈ B(H), and the sharper
bound on ν1(Ξ
−
H,X1
), are consequences of the Pauli principle [46].
In our more abstract setting, we find
Theorem 3.12 Let H ⊂ H be a closed real subspace.
a) If X1EH is ℓ
p
R
for some 0 < p ≤ 1, then Ξ−H,X1 is p-nuclear, and ℓq for
q > p/(1− p).
b) If Ξ−H,X1 is ℓ
p for some p > 0, then X1EH is ℓ
p
R
.
c) Ξ−H,X1 is ℓ
p for all p > 0 if and only if X1EH is ℓ
p
R
for all p > 0.
Proof. a) The proof is similar to that of Thm. 3.3, but simpler because we
do not need to control the norm of X1EH . We again pick a conjugation Γ
on H, and consider the doubled system H ⊂ H, X (3.13), invariant under Γ.
Then, as in the Bose case, we can write H = Γ+K+ + Γ−K− with complex
closed subspaces K± ⊂ H, and the corresponding operators X1E± lie in ℓp(H)
because X1EH ∈ ℓpR(H). We again proceed to the joint upper bound T ∈ ℓp(H),
satisfying T 2 ≥ |X1E±|2.
Nuclearity estimates on
Ξ−H,X
1
:M−(H)→ F−(H) , A 7→ XAΩ (3.33)
are obtained by following [46]: Denoting the eigenvalues of T by tj , it is shown
there (p. 3051) that the corresponding Fermi second quantized orthonormal
basis {ξ
µ
}µ of F−(H) satisfies
∑
µ
|〈ξ
µ
, Ξ−H,X
1
(A)〉| ≤ ‖A‖
∞∏
j=1
(1 + 2tj) . (3.34)
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Note that the last expression is dominated by ‖A‖e2‖T‖1 , and thus finite because
T is an element of ℓp, p ≤ 1, which is contained in the trace class.
If one estimates the p-th powers of the expectation values instead, one gets
in a similar manner∑
µ
|〈ξ
µ
, Ξ−H,X
1
(A)〉|p ≤ ‖A‖p
∞∏
j=1
(1 + (2tj)
p) , (3.35)
from which we read off
νp(Ξ
−
H,X
1
) ≤
 ∞∏
j=1
(1 + (2tj)
p)
1/p ≤ exp ‖(2T )p‖1
p
= exp
‖2T ‖pp
p
<∞ .
(3.36)
Hence ΞH,X
1
is p-nuclear, and by Lemma 2.3, also ℓq for all q > p/(1− p).
The conversion of these estimates to corresponding ones for the system with-
out the doubling now follows as in the Bose case.
b) The Fermi field operator Φ[h], h ∈ H (sum of Fermionic creation and
annihilation operator), is bounded with norm ‖Φ[h]‖ ≤ 2‖h‖, and an element of
M−(H) satisfying Φ[h]Ω = h. Thus the composition of bounded and ℓp maps
(where P1 denotes the projection F−(H)→ H)
H
Φ−→M−(H)
Ξ−
H,X1−−−−→ F−(H) P1−→ H
h 7−→ Φ[h] 7−→ XΦ[h]Ω = X1h
is ℓp, meaning that h 7→ X1h is in ℓp(H,H). But this is equivalent toX1EH ∈ ℓp.
c) This is a direct consequence of a) and b). 
Also in the Fermi case, one can apply this general result to more concrete
modular or energy nuclearity conditions. We refrain from giving the details
here.
4 ℓp-properties of Laplace-Beltrami operators
In our analysis of the modular ℓp-condition for a free scalar field in Section 5,
we will consider the ground state of a free scalar field in a standard ultra-static
spacetime, which is intimately related to the geometry of the Cauchy surface.
This means in particular that the modular ℓp-condition is encoded in certain
results in Riemannian geometry. Because these results may be of independent
interest, we will now present them in a general context.
Let (C, h) be a Riemannian manifold with metric hij and let A := −∆+m2
be the modified Laplace operator for some fixed mass parameter m > 0, where
∆ is the Laplace-Beltrami operator. We will view A as an operator in the
Hilbert space L2(C), defined on the dense domain C∞0 (C). This section collects
a number of results on A, including in particular some long range estimates on
the integral kernels of powers of A.
It is clear from a partial integration that A is positive (and hence symmetric).
When C is complete we additionally have the following result by Chernoff [20]:
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Theorem 4.1 For any n ∈ N, An is essentially self-adjoint on C∞0 (C) in L2(C).
For ease of notation we will use the symbol A from now on to denote the unique
self-adjoint extension A.
For any α ∈ R and f ∈ C∞0 (C), the vector Aαf is in the domain of all powers
of A, so it is a smooth function (cf. e.g. Corollary 6.4.9 in [40] and note that it
suffices to show smoothness locally). When α ≤ 0, then Aα is bounded, because
A ≥ m2 > 0. Moreover, for every α ∈ R the operator Aα defines an integral
kernel Kα ∈ D′(C×2) by
Kα(f1, f2) := 〈f1, Aαf2〉
(cf. e.g. Theorem A.1 of [56].) For n ∈ N0, the integral kernel Kn is supported
on the diagonal. For negative integer powers we have the following regularity
result:
Theorem 4.2 Let d be the dimension of C and k, l, n ∈ N0.
a) If n > 34d+
1
2 (k + 1), then K−n ∈ Ck(C×2).
b) If n > 34d+k+ l+
1
2 and χ1, χ2 ∈ C∞0 (C), then the operator Akχ1A−nχ2Al
is Hilbert-Schmidt.
Proof. Let us write Ax, resp. Ay, for the differential operator A acting on the
variables x, resp. y, and note that (Ax+Ay)
nK−n(x, y) = 2nδ(x, y). Because A
is elliptic on C, Ax+Ay is elliptic on C×2 and we may use the calculus of Sobolev
wave front sets [40] to see that WF (s)(K−n) = WF (s−2n)(δ). The right-hand
side is empty when s−2n < − d2 , so the left-hand side is empty when s < 2n− d2 .
When α is a multiindex in x and y with |α| ≤ k, then we may choose s = k+d+1
to find WF (s−k)(∂αK−n) ⊂ WF (s)(K−n) = ∅ when n > 34d + 12 (k + 1). Note
that d is half the dimension of C×2, so ∂αK−n(x, y) is continuous by Sobolev’s
Lemma (Corollary 6.4.9 in [40]) and hence K−n(x, y) is in Ck(C×2). This proves
the first item. For the second item we note that χ1A
−nχ2 is in C2(k+l)(C×2),
so acting with the operators Ak and Al we obtain an integral kernel K for
Akχ1A
−nχ2Al which is still in C0(C×2) and compactly supported. This means
that K ∈ L2(C×2) and hence the operator is Hilbert-Schmidt. 
In addition to the regularity of K−n it will also be useful to investigate fall-
off properties of the kernels Kα for general α. A fundamental result in this
direction is
Proposition 4.3 Let α ∈ R and let χ, χ˜ ∈ C∞(C) such that χ is bounded, χ˜
has compact support and the supports of χ and χ˜ are separated by a distance
δ > 0. Then we have in B(L2(C)) the bound
‖χAαχ˜‖ < C(α)‖χ‖∞‖χ˜‖∞m− 32 δ−α−1
(
1 +
|α(α+ 1)|
2mδ
)
e−mδ
for some C(α) > 0, which is independent of χ, χ˜ and δ.
Proof. The smooth function F (λ) := (λ2+m2)α defines a tempered distribution
with Fourier transform Fˆ (s). On s > 0 the distribution g(s) := (s/m)νFˆ (s/m)
with ν := α+ 12 satisfies g
′′(s)+s−1g′(s)−(1+ν2s−2)g(s) = 0, which is a modified
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Bessel equation. This means that g(s) = C1Kν(s) for some constant C1, where
the modified Bessel functionKν(s) satisfiesKν(s) ≤
√
π
2se
−s
(
1 + |4ν
2−1|
8s
)
([34]
8.451) and hence∫ ∞
δ
ds |Fˆ (s)| ≤ |C1|
√
π
2
m−
3
2 δ−α−1
(
1 +
|α(α+ 1)|
2mδ
)
e−mδ.
Note that the operator χAαχ˜ is well-defined on C∞0 (C). Following Proposition
1.1 of [19] we now exploit the unit propagation speed of the wave operator ∂2s−∆,
together with the fact that F and Fˆ are real and even. For any f ∈ C∞0 (C) this
yields
‖χAαχ˜f‖ =
∥∥∥∥ 12π
∫
ds Fˆ (s)χ cos(s
√−∆)χ˜f
∥∥∥∥
=
∥∥∥∥ 1π
∫ ∞
δ
ds Fˆ (s)χ cos(s
√−∆)χ˜f
∥∥∥∥
≤ 1
π
∫ ∞
δ
ds |Fˆ (s)| ‖χ‖∞‖χ˜‖∞‖f‖,
where ‖χ‖∞ is the operator norm of multiplication by χ and similarly for χ˜.
Combining the two estimates yields the result. 
The following lemma holds quite generally, even when C is not complete:
Lemma 4.4 Let V ⊂ C be an open region and let Ψ be a partial differential
operator of order r with smooth coefficients supported in V . For any R ∈ N0
such that 2R ≥ r, there are η1, . . . , ηR ∈ C∞(C) supported in V such that
‖Ψf‖2 ≤∑Rk=0 ‖ηkAkf‖2 for all f ∈ C∞0 (C).
If we did not care about the supports of the ηi, but the derivatives of the coef-
ficients of Ψ were suitably bounded (e.g. when they are compactly supported),
then we might replace the ηi by a single constant C > 0. Using the fact that
Ak+l ≥ m2lAk we would then find the basic estimate ‖Ψf‖ ≤ C‖ARf‖ for
some C > 0. However, the point of the lemma is that for Ψ with coefficients
supported in V , one can find ηk supported in the same set V and satisfying the
desired estimate.
Proof. By taking complex conjugates of the coefficients of Ψ we obtain another
partial differential operator Ψ. Note that ‖Ψf‖2 ≤ 〈f,Xf〉, where X = Ψ∗Ψ+
Ψ
∗
Ψ is a symmetric partial differential operator of even order 2r with real
coefficients supported in V . We will show by induction over r that for any such
operator X we can estimate
|〈f,Xf〉| ≤
R∑
k=0
‖ηkAkf‖2
for some η1, . . . , ηR ∈ C∞(C), which proves the claim. We will make repeated
use of the following observation: when X1 and X2 can be estimated in this way,
then so can X1 +X2, because for any η1,k and η2,k with support in V we can
find ηk with support in V such that |ηk|2 ≥ |η1,k|2 + |η2,k|2. In addition we will
make use of the fact that X may be written as X =
∑r
k=0X2k with
X2k = ∇a1 · · ·∇akξa1···a2k2k ∇ak+1 · · · ∇a2k
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for some smooth coefficient tensor fields ξ2k supported in V . (This may also be
shown by induction over r.)
In the case r = 0, X is simply a multiplication operator by a real function ξ0
supported in V , and it suffices to choose η0 such that |η0|2 ≥ |ξ0|. Now suppose
that the claim holds for all symmetric operators of order 0, . . . , 2(r − 1). By
our observation and the induction hypothesis it suffices to estimate the operator
X2r. For this we use the fact that the metric hij defines an inner product on
each tangent and cotangent space, which can be extended to the tensor bundle
of each type (k, l). We denote the corresponding norm by ‖.‖h and by a partial
integration and Cauchy’s inequality we have
|〈f,X2rf〉| ≤
∫
M
‖ξ2r‖h ‖∇a1 · · · ∇akf‖2h
≤
∫
M
|η|2‖∇a1 · · ·∇akf‖2h = 〈f, Y f〉,
where η ∈ C∞(C) is supported in V and satisfies |η|2 ≥ ‖ξ2r‖h and Y is defined
by
Y := (−1)r∇ar · · · ∇a1 |η|2∇a1 · · · ∇ar .
We now set
Y2r :=
{
A
r
2 |η|2A r2 r is even
−A r−12 ∇a|η|2∇aA r−12 r is odd
and we note that Y −Y2r is symmetric with real coefficients supported in V and
of order < 2r. We then have
|〈f,X2rf〉| ≤ 〈f, Y f〉 ≤ 〈f, Y2rf〉+ |〈f, (Y − Y2r)f〉|,
where the second term can again be estimated by the induction hypothesis. It
only remains to prove the estimate for Y2r. However, for even r the estimate is
immediate, and when r is odd it follows from the fact that
−∇a|η|2∇a = A |η|
2
2m2
A−∆ |η|
2
2m2
∆+
1
2
(∆|η|2)− m
2
2
|η|2
≤ A |η|
2
2m2
A+
1
2
(∆|η|2)
and hence
−A r−12 ∇a|η|2∇aA r−12 ≤ A r+12 |η r+1
2
|2A r+12 +A r−12 |η r−1
2
|2A r−12 ,
where η r+1
2
:= η√
2m
and |η r−1
2
|2 ≥ 12 (∆|η|2). This completes the proof. 
Theorem 4.5 Let α, β, γ ∈ R and let χ, χ˜ ∈ C∞0 (C) such that χ ≡ 1 on a
neighborhood of supp(χ˜). Then Aβ(1− χ)Aαχ˜Aγ is bounded.
Proof. When β = γ = 0 the result follows immediately from Proposition 4.3.
Now let V, V˜ ⊂ C be open subsets such that V c := C \ V contains the support
of 1 − χ, V˜ that of χ˜, and V c and V˜ are disjoint. Note that V˜ is relatively
compact, so that V c and V˜ are separated by a minimal distance δ > 0.
29
For any c ∈ N0, Acχ˜ is a partial differential operator with smooth coefficients
supported in V˜ , so we may apply Lemma 4.4 to find η˜1, . . . , η˜c ∈ C∞0 (V˜ ) such
that
‖Acχ˜f‖2 ≤
c∑
k=0
‖η˜kAkf‖2
for all f ∈ C∞0 (C). Using Theorem 4.1 this result can be extended to all f in
the domain of Ac. Hence, for any f ∈ C∞0 (C) and any θ ∈ C∞(C):
‖Acχ˜Aαθf‖2 ≤
c∑
k=0
‖η˜kAk+αθf‖2.
If θ is bounded and supported in V c it follows again from Proposition 4.3 that
θAk+αη˜k and hence also the adjoints η˜kA
k+αθ are bounded. Therefore, Acχ˜Aαθ
and its adjoint θAαχ˜Ac are bounded too.
For any b ∈ N0 we now consider the partial differential operator
Ψ := Ab(1− χ)− (1− χ)Ab = χAb −Abχ.
We may choose a relatively compact open subset U ⊂ C which contains the
support of χ(1 − χ) and such that U ⊂ V c. Note that Ψ has coefficients
supported in U , so appealing again to Lemma 4.4 we may find η1, . . . , ηb ∈
C∞0 (U) such that
‖Ψf‖2 ≤
b∑
k=0
‖ηkAkf‖2
for all f ∈ C∞0 (C). By Theorem 4.1 this estimate can be extended to all f in
the domain of Ab, so for every f ∈ C∞0 (C) we find
‖ΨAαχ˜Acf‖2 ≤
b∑
k=0
‖ηkAk+αχ˜Acf‖2.
Now the operators ηkA
k+αχ˜Ac and (1−χ)Ab+αχ˜Ac are bounded, by the second
paragraph of this proof, and hence so are ΨAαχ˜Ac and
(1 − χ)Ab+αχ˜Ac +ΨAαχ˜Ac = Ab(1− χ)Aαχ˜Ac.
Finally, given any β, γ ∈ R we may choose b, c ∈ N0 such that b ≥ β and
c ≥ γ. Then
Aβ−b(Ab(1 − χ)Aαχ˜Ac)Aγ−c = Aβ(1− χ)Aαχ˜Aγ
is a product of three bounded operators, and hence bounded. 
To improve on Theorem 4.5 we may use the following lemma, which is
adapted from [57]:
Lemma 4.6 Let T be an operator in L2(C) defined on C∞0 (C), let χ ∈ C∞0 (C)
and assume that TχAn is bounded for all n ∈ N0. Then TχAβ is ℓp for all
p > 0 and all β ∈ R.
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Proof. Let β ∈ R and N ∈ N0 be arbitrary, set χ1 := χ and choose
χ2, . . . , χ2N+1 ∈ C∞0 (C) such that χn+1 ≡ 1 on supp(χn) for 1 ≤ n ≤ 2N .
We then have for all 1 ≤ n ≤ 2N and k, l ∈ N0,
χnA
k+l = χnχn+1A
k+l = χnA
kχn+1A
l
when acting on C∞0 (C). Now pick b, l ∈ N0 such that b > β and l > 34d + 12 .
Acting on the dense domain Ab−βC∞0 (C) we then have:
TχAβ = Tχ1A
bχ2 · · ·χ2N+1Aβ−b
= Tχ1A
b
(
χ2A
NlA−Nlχ3
) · · · (χ2NAlA−lχ2N+1)Aβ−b
= (Tχ1A
b+Nl)
(
χ2A
−Nlχ3A(N−1)l
)
· · ·(
χ2N−2A−2lχ2N−1Al
) (
χ2NA
−lχ2N+1
)
Aβ−b.
The middle N factors in brackets define Hilbert-Schmidt operators by Theorem
4.2, and the first and last factors are bounded (by assumption). Because Hilbert-
Schmidt operators form an ideal in the bounded operators, the lemma follows.

Combining Lemma 4.6 with Theorem 4.5 immediately yields
Corollary 4.7 . Under the assumptions of Theorem 4.5, Aβ(1 − χ)Aαχ˜Aγ is
ℓp for all p > 0.
5 The modular ℓp-condition for free scalar fields
We now turn to the study of the modular ℓp-condition for a real free scalar
quantum field. On a general globally hyperbolic spacetime M we assume that
the field φ satisfies the Klein-Gordon equation
φ(x) + V(x)φ(x) = 0
for some real valued smooth potential energy function V(x), where  is the
wave operator. It is well understood how to quantize this linear field equation
in terms of the Weyl algebra W(M), how to describe quasi-free states and the
Hadamard property, and how to obtain a net of sub-algebrasW(O) correspond-
ing to causally convex regions O ⊂ M (see e.g. [11]). Using these notions we
may formulate our main result.
Theorem 5.1 Every quasi-free Hadamard state on the Weyl algebra of a real
free scalar quantum field on a globally hyperbolic spacetime satisfies the modular
ℓp-condition.
We do not need to assume that the field is generally covariant, so the poten-
tial V(x) may be quite arbitrary. Indeed, by Remark 2.14 we can establish the
modular ℓp-condition by spacetime deformation, because this process preserves
the quasi-free and Hadamard properties of states. During the deformation we
may also deform the potential V(x) to the constant m2 for some m > 0, and we
may deform the spacetime to an ultra-static one. In conclusion, Theorem 2.13
and Remark 2.14 reduce the problem to that of a massive, minimally coupled
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scalar field on an ultra-static spacetime and diamond regions based on regular
Cauchy pairs in a fixed Cauchy surface.
A further reduction follows from Theorem 3.3, which reduces the problem to
the one-particle level. In Subsection 5.1 we reformulate the one-particle modular
ℓp-condition in terms of properties of the symplectic form. In 5.2 we then verify
this property for quasi-free Hadamard states.
5.1 The modular ℓp-condition and the symplectic form
In this section we consider a quasi-free state on a Weyl algebra and relate the
modular operator arising from its GNS-representation to the symplectic form in
the underlying abstract symplectic space. In the next section, we then consider
explicit symplectic spaces of Cauchy data for the Klein-Gordon equation, and
prove the modular ℓp-condition for the theory of a free scalar field.
Let us fix a pre-symplectic space (DR, σ), i.e. DR is a real vector space
and σ a (possibly degenerate) anti-symmetric bilinear form. The Weyl algebra
W(DR, σ) is generated by the Weyl operators W (f) with f ∈ DR [4]. We let D
be the complexification of DR with complex conjugation Γ, and we extend σ in
a Hermitean way.
A quasi-free state on W(DR, σ) is determined by a real (possibly semi-
definite) inner product µ on DR such that
1
4
|σ(f1, f2)|2 ≤ µ(f1, f1)µ(f2, f2). (5.1)
The corresponding state ωµ is uniquely determined by ωµ(W (f)) = e
− 1
2
µ(f,f).
We will fix a choice of µ and write K for the Hilbert space completion of D in
the unique Hermitean inner product that extends µ on DR. Γ extends to an
anti-unitary involution on K (denoted by the same symbol) and by Equation
(5.1) there is a unique operator Σ on K such that µ(f1,Σf2) = i2σ(f1, f2). We
note that Σ is self-adjoint, ‖Σ‖ ≤ 1 and ΓΣΓ = −Σ.
The GNS-representation of ωµ consists of the Fock space F(H) over a one-
particle Hilbert space H with Fock vector Ωµ. The one-particle space can be
constructed from K by dividing out ker(1 + Σ), defining the inner product
〈F1, F2〉 := ω2(F1, F2) := µ(f1, (1 + Σ)f2)
for the equivalence classes Fi = [fi], and taking the completion in this inner
product. We let κ : K → H be the canonical map that arises out of this
construction. There is a unitary map U from H onto the subspace ker(1 +Σ)⊥
in K, defined by Uκ := √1 + Σ. Note that Uκ is bounded and has dense range
in ker(1 + Σ)⊥.
Let R be the orthogonal projection in K onto the kernel of 1 − |Σ|. It is
known2 that Ωµ is cyclic for the commutant πωµ(W)′ if and only if R = 0.
In general, the commutant generates the subspace F(H)′ = F(H′) (cf. Section
2.1), which is also a Fock space, but with H′ ⊂ H defined by
H′ := κ((1−R)K).
2Cf. [2] Theorem 3.12, and note that H as a real Hilbert space, with Im〈, 〉 as symplectic
form, can be complexified to a generalized Fock polarization. The algebra piωµ(W)
′ corre-
sponds to the subspace κ(DR), and the commutant corresponds to its symplectic complement.
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By the spectral calculus, Uκ decomposes as a direct summap from (1−R)K⊕RK
to UH′ ⊕ U(H′)⊥.
Recall from Lemma 3.1 that the modular data J,∆ of the state ωµ on
the algebra W(DR, σ) are of second quantized form. More precisely, H ′ :=
κ((1−R)DR) in H is a standard subspace of H′, and the one-particle Tomita
operator3 s is determined by
sκ(f) =
{
κ(Γf) , f ∈ (1 −R)K,
0 , f ∈ RK , (5.2)
which is a one-particle version of (2.1), as in (3.23).
In order to gain better control over the (usually unbounded) one-particle
modular operator δ we use the following result.
Proposition 5.2 Let d := 1−Σ1+Σ (1−R) and let h : R≥0 → R be any continuous
function, so that h(d) is a self-adjoint operator. Then X ◦ κ := κ ◦ h(d) defines
an operator X on a dense domain of H, which is essentially self-adjoint with
closure h(δ).
Proof. Since d vanishes on RK and δ on (H′)⊥, it suffices to consider the
summands (1 − R)K and H′. This is tantamount to the special case R = 0,
which we now consider. The operator
√
1 + Σ commutes with h(d) and maps
the domain of h(d) into a core for h(d), so X = U∗h(d)U . It only remains to
verify that U∗dU = δ. For this we note that the range of Uκ is the domain
of d
1
2 and the range of κ is a core for δ
1
2 . Furthermore, using the one-particle
Tomita operator s we may compute for all f1, f2 ∈ K + iK:
〈δ 12κ(f1), δ 12 κ(f2)〉 = 〈sκ(f2), sκ(f1)〉
= 〈κ(Γf2), κ(Γf1)〉
= 〈Γf2, (1 + Σ)Γf1〉
= 〈f1, (1− Σ)f2〉
= 〈d 12Uκ(f1), d 12Uκ(f2)〉,
This entails ‖δ 12 f‖ = ‖U∗d 12Uf‖ on the domain of d 12 , which shows that U∗d 12U
and δ
1
2 have equal domains and because they are both strictly positive they must
be equal ([51] Theorem VIII.15). 
Now let K := DR. For a real subspace K˜ ⊂ K with H˜ := κ(K˜) we wish to
determine whether δα|H˜ is ℓpR for all p > 0 and α ∈ (0, 12 ).
Proposition 5.3 Define c(α) := 22α for 0 < α < 14 and c(α) := 1 else. In the
notations above we then have for all p > 0 and α ∈ R:
a) ‖δα|H˜‖R,p = ‖δ
1
2
−α|H˜‖R,p.
b) ‖(1− Σ2)α|K˜+iK˜‖p ≤ c(α)‖δα|H˜‖R,p.
c) If α ≤ 14 , then ‖δα|H˜‖R,p ≤ 2−2αc(α)‖(1− Σ2)α|K˜+iK˜‖p.
Here we used the functional calculus with the convention 0α = 0, even for α ≤ 0.
3In this section, we denote the one-particle projections of the modular data by s, j, δ, and
their second quantized version by S, J,∆.
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Proof. For any α ∈ R and f ∈ K˜ in the domain of d2α we have:
〈κ(f), δ2ακ(f)〉 = 〈f, (1 + Σ)d2αf〉
= 〈f, (1 + Σ)1−2α(1− Σ)2αf〉
= 〈f, (1− Σ)1−2α(1 + Σ)2αf〉
= 〈κ(f), δ1−2ακ(f)〉,
where we used f = Γf and the fact that the left-hand side is real in the third
line. The first item now follows from Lemma 2.1.
Averaging the equalities above we see that
‖δακ(f)‖2 = 1
2
‖((1 + Σ)1−4α + (1− Σ)1−4α) 12 (1− Σ2)αf‖2.
Using the spectral calculus and ‖Σ‖ ≤ 1 we can estimate (1 + Σ)1−4α + (1 −
Σ)1−4α from below by 21−4α when 0 < α < 14 and by 2 else, and from above
by 2 when 0 ≤ α ≤ 14 and by 21−4α when α < 0. The second and third items
then follow from Lemma 2.1 and the following two remarks. The restriction
of κ to K˜ is isometric, because 〈f,Σf〉 = 0 for f ∈ K˜. (1 − Σ2)α commutes
with the complex conjugation on K, which entails that ‖(1 − Σ2)α|K˜+iK˜‖p =
‖(1− Σ2)α|K˜‖R,p, by Remark 2.2. 
To analyze the α-dependence of the ℓp property we may use
Lemma 5.4 Let X be a bounded positive operator on a complex Hilbert space
K, E0 the projection onto its kernel and P any other projection.
a) If n ∈ N and α ≥ 2−n, then ‖XαP‖2np ≤ ‖X‖α−2−n‖PXP‖2−np .
b) If XαP is ℓp for some α ≤ 0 and p > 0, then ‖(1− E0)P‖p is finite too.
In particular, if E0 = 0, then P has a finite dimensional range. (Here X
α
is defined with the convention of Proposition 5.3.)
Proof. By the polar decomposition,
√
XP = U
√
PXP for some partial
isometry U . Therefore, ‖P√XP‖2p ≤ ‖
√
XP‖2p = ‖
√
PXP‖2p = ‖PXP‖
1
2
p .
By induction we find ‖PX2−nP‖2np ≤ ‖PXP‖2−np for all n ∈ N, and hence
‖X2−nP‖2np = ‖PX21−nP‖
1
2
2n−1p ≤ ‖PXP‖2
−n
p . When α ≥ 2−n we may esti-
mate ‖XαP‖2np ≤ ‖Xα−2−n‖ · ‖X2−nP‖2np ≤ ‖X‖α−2−n‖PXP‖2−np .
On the other hand, if XαP is ℓp for some α ≤ 0 and p > 0, then X−α is
bounded and hence X−αXαP = (1−E0)P is ℓp too (recalling the convention of
Proposition 5.3). When E0 = 0 this means that P must have finite dimensional
range. 
Corollary 5.5 Let P denote the orthogonal projection in K onto K˜ + iK˜, and
p > 0.
a) ‖P (1− Σ2)P‖ 12p ≤ ‖δ 14 |H˜‖R,2p.
b) If α ∈ (0, 14 ], then ‖δ
1
2
−α|H˜‖R,p = ‖δα|H˜‖R,p ≤ 2−2αc(α)‖P (1−Σ2)P‖2
−n
2−np
for all n ∈ N such that α ≥ 2−n.
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c) If δα|H˜ is ℓpR for some α 6∈ (0, 12 ) and p > 0, then ‖(1 − R)P‖p is finite.
In particular, if R = 0, then K˜ is finite dimensional.
Proof. This follows from Proposition 5.3 and Lemma 5.4 with X = 1 − Σ2.
For the first item we use the estimate
‖P (1− Σ2)P‖ 12p = ‖
√
1− Σ2P‖2p ≤ ‖(1− Σ2) 14P‖2p ≤ ‖δ 14 |H˜‖R,2p.
For the second item we estimate
‖δα|H˜‖R,p ≤ 2−2αc(α)‖(1 − Σ2)αP‖p ≤ 2−2αc(α)‖P (1 − Σ2)P‖2
−n
2−np.
For the third item we may assume α ≤ 0, so ‖(1−Σ2)αP‖p ≤ ‖δα|H˜‖R,p is finite
and the claim follows from the lemma. 
In our application we will be interested in infinite dimensional spaces K˜ and
typically R = 0, so we cannot expect the one-particle modular ℓp-condition to
hold for α 6∈ (0, 12 ) and any p > 0. For the other values it is necessary and
sufficient to show that
√
1− Σ2P is ℓp for all p > 0.
5.2 Modular ℓp-condition for quasi-free Hadamard states
We will now establish the modular ℓp-condition for quasi-free Hadamard states.
Let us first review some facts and notations. A standard ultra-static globally
hyperbolic spacetime is of the form M = R× C with metric g = dt2 − h, where
the Killing time t is given by projection onto the factor R and h is a complete
Riemannian metric on C which is independent of t [44]. The Klein-Gordon
equation then reduces to
(∂2t +A)φ = 0,
where we recall from Section 4 that A = −∆+m2. We will rely on the well-
posedness of the Cauchy problem of this equation, and we may work with the
Cauchy surface {0} × C ≃ C [53]. For each open region V ⊂ C we denote the
space of complex initial data supported in V by D(V ) := C∞0 (V ) ⊕ C∞0 (V )
and its subspace of real data by DR(V ). We view these spaces as subspaces
of L2(C) ⊕ L2(C), and we denote the canonical complex conjugation on the
latter space by Γ. The spaces DR(V ) are symplectic, with the symplectic form
determined by the canonical commutation relations:
σ((ϕ1, π1), (ϕ2, π2)) := 〈ϕ1, π2〉 − 〈π1, ϕ2〉.
The Weyl algebra W(M) is constructed from the symplectic space DR(C) and
generated by the Weyl operators W (f) with f ∈ DR(C). The sub-algebras
W(D(V )) for the diamond regions D(V ) are constructed analogously from
DR(V ).
A quasi-free state ωµ on W(M) is determined by a real inner product µ
on DR(C), dominating the symplectic form as in (5.1). The two-point distribu-
tion ωµ,2 can be split into symmetric and anti-symmetric parts ωµ,±(x, y) :=
1
2ωµ,2(x, y) ± 12ωµ,2(y, x), whose initial data are encoded by µ and i2σ, respec-
tively. By restriction, ωµ also determines a state on W(D(V )) for any open
V ⊂ C. We will use subscripts µ, V for the various spaces and maps defined in
Section 5.1, to indicate their dependence on the choice of µ and V , and we will
view Kµ,V and Hµ,V as subspaces of Kµ,C and Hµ,C , respectively.
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In a standard ultra-static spacetime, the massive free scalar field has a
uniquely preferred ground state ω0, which is determined by the inner product
µ0((ϕ1, π1), (ϕ2, π2)) :=
1
2
〈ϕ1, A 12ϕ2〉+ 1
2
〈π1, A− 12π2〉
on DR(C) [44, 56]. The operator Σ := Σµ0,C can be written as the matrix
Σ =
(
0 iA−
1
2
−iA 12 0
)
(5.3)
and for any open V ⊂ C we have Σµ0,V = Pµ0,VΣPµ0,V , where Pµ0,V is the
orthogonal projection in Kµ0,C onto Kµ0,V .
Proposition 5.6 For any regular Cauchy pair (V˜, V ) in C and any p > 0 the
operator Pµ0,V˜ (1− Σ2µ0,V )Pµ0,V˜ is ℓp.
Proof. We let U : Kµ0 → L2(C)⊕2 be the unitary map defined by U(ϕ, π) :=
1√
2
(A
1
4ϕ,A−
1
4π) and we choose χ, χ˜ ∈ C∞0 (V ) such that χ˜ ≡ 1 on V˜ and χ ≡ 1
on a neighborhood of supp(χ˜). We then define operators X and X˜ on D(C)
by X˜(ϕ, π) := (χ˜ϕ, χ˜π) and X(ϕ, π) := (χϕ, χπ). These operators are closable
and we denote their closures by the same symbol. For any f ∈ D(V˜ ) we have
X˜f = f and hence Pµ0,V˜ = X˜Pµ0,V˜ . Similarly, Pµ0,VX = X , which implies
1 − Pµ0,V = (1 − Pµ0,V )(1 − X). (Note how the ordering of these products
matches the chosen support properties of χ˜ and χ.) Using Pµ0,V˜ Pµ0,V = Pµ0,V˜
and Σ2 = 1 (5.3) we then have
Pµ0,V˜ (1− Σ2µ0,V )Pµ0,V˜ = Pµ0,V˜Σ(I − Pµ0,V )ΣPµ0,V˜
= |(1 − Pµ0,V )ΣPµ0,V˜ |2
= |(I − Pµ0,V )(1−X)ΣX˜Pµ0,V˜ |2.
Because the projections are bounded, it suffices to show that
U(1−X)ΣX˜U∗ = i
2
(
0 A
1
4 (1 − χ)A− 12 χ˜A 14
−A− 14 (1− χ)A 12 χ˜A− 14 0
)
is ℓp in L2(C)⊕2 for all p > 0. This follows immediately from Corollary 4.7. 
We wish to generalize Proposition 5.6 to more general quasi-free states ωµ,
i.e., we wish to determine whether
Pµ,V˜ (1− Σ2µ,V )Pµ,V˜ = Pµ,V˜ (1− Σ2µ,C)Pµ,V˜ + |(1 − Pµ,V )Σµ,CPµ,V˜ |2
is ℓp for all p > 0 and all regular Cauchy pairs (V˜, V ). Because both terms on
the right-hand side are positive, both need to be ℓp. Indeed, it is not hard to see
that, in analogy to Corollary 2.11, one may shrink the region V˜ and enlarge the
region V without spoiling this property of the symplectic form. In particular,
the relative compactness of V and non-emptiness of its complement in C are
unnecessary.
For simplicity we will restrict attention to states ωµ which are locally quasi-
equivalent to the ground state, i.e. their restrictions to W(D(V )) are quasi-
equivalent to the restricted ground state for all relatively compact V ⊂ C. It is
known that this is the case if and only if
µ(f1, f2) = µ0(f1,MV f2)
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for all f1, f2 ∈ D(V ) for some bounded positive operator MV on Kµ0,V with
bounded inverse such that
√
MV +Σµ0,V −
√
1 + Σµ0,V is Hilbert-Schmidt [2].
Lemma 5.7 Let (V˜, V ) be a regular Cauchy pair in C and assume that ωµ and
ω0 are quasi-equivalent states on W(D(V )). Then, for any p > 0:
‖Pµ,V˜ (1− Σ2µ,V )Pµ,V˜ ‖p ≤ max{4, 2
4
p
−2}‖MV ‖−1
(
(1 + ‖MV ‖−1)‖MV − 1‖p+
‖Pµ0,V˜ (1− Σ2µ0,V )Pµ0,V˜ ‖p
)
.
Proof. The map UV f :=
√
MV f defines a unitary isomorphism from Kµ,V to
Kµ0,V and we have UVΣµ,V U∗V = M−
1
2
V Σµ0,VM
− 1
2
V , because Σµ0,V = MV Σµ,V
on D(V ). Moreover, for any V˜ ⊂ V , UV Pµ,V˜ U∗V is the orthogonal projection
onto the range of
√
MV Pµ0,V˜ , which means in particular that
M
− 1
2
V UV Pµ,V˜ U
∗
V = Pµ0,V˜M
− 1
2
V UV Pµ,V˜ U
∗
V .
We may therefore rewrite Pµ,V˜ (1 − Σ2µ,V )Pµ,V˜ as:
Pµ,V˜ U
∗
VM
− 1
2
V
{
(MV − 1) + Pµ0,V˜ (1− Σ2µ0,V )Pµ0,V˜+
+Σµ0,V (1−M−1V )Σµ0,V
}
M
− 1
2
V UV Pµ,V˜ .
Here all operators are bounded, and the estimate follows from a repeated ap-
plication of the quasi-norm inequality (2.5). 
Theorem 5.8 For any relatively compact open region V ⊂ C and any quasi-free
state ωµ, the operator MV − 1 is ℓp for all p > 0.
Proof. This follows essentially from Proposition 3.8 of [58] and its proof,
together with the following comments. [58] uses a spacetime formulation for the
proof of its Proposition 3.8, but this is unitarily equivalent to the initial value
formulation we use here. For any relatively compact region W ⊂ C containing
V , the proof of Proposition 3.8 in [58] proves the existence of sequences of real
elements Fk, F
′
k ∈ D(W ) such that
ωµ,2(F, F
′)− ω02(F, F ′) =
∞∑
k=1
σ(F, Fk)σ(F
′, F ′k) =
∞∑
k=1
〈ΓF,ΣµFk〉 〈F ′k,ΣµF ′k〉
and such that ∞∑
k=1
p(Fk)
λp′(F ′k)
λ <∞
for all λ > 0 and all continuous semi-norms p, p′ on D(W ). (For the last
property, see Appendix B loc.cit.) The Fk and F
′
k correspond to sequences
of vectors ψk, ψ
′
k ∈ Kµ,W , and because ω2 is a distribution we find
(MV − 1)η =
∞∑
k=1
〈χ′k, η〉χk,
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where χk := Σµ,Wψk and χ
′
k := Σµ,Wψ
′
k and
∑∞
k=1 ‖χk‖λ‖χ′k‖λ < ∞ for all
λ > 0. For the desired statement we merely need to project the vectors χk and
χ′k to the subspace Kµ,V . Because the projection does not increase lengths, this
yields an ℓp-representation of MV − 1 for all p > 0. 
We may now prove our main result of this section, Theorem 5.1:
Proof. We first consider a quasi-free Hadamard state ωµ in a standard ultra-
static spacetime. From Theorem 5.8, Lemma 5.7 and Proposition 5.6 we see
that Pµ,V˜ (1− Σ2µ,V )Pµ,V˜ is ℓp for all p > 0 and all regular Cauchy pairs (V˜, V )
in C. By Proposition 5.3 and Corollary 5.5 this means that δαµ,V |HV˜ is ℓp for all
p > 0.
This shows that the first assumption of Thm. 3.7 is satisfied. Making use
of Lemma 3.8, the second assumption, the norm bound ‖δαµ,V |HV˜ ‖ < 1, follows
once we knowHV ∩
◦
HV = {0}, which means that the local von Neumann algebra
πωµ(W(D(V )))′′ is a factor. Because all quasi-free Hadamard states are locally
quasi-equivalent [58], it suffices to verify this factor property in the ground state
representation. There we use the fact that Σ = Σµ0,C is invertible, as can be seen
from Equation (5.3). It then follows that Σµ0,V = Pµ0,VΣPµ0,V is invertible in
Kµ0,V , which means that the local von Neumann algebra πµ0(W(D(V )))′′ is a
factor (by Lemma 3.3 of [58]).
Hence the assumptions of Thm. 3.7 are satisfied, and we conclude that the
map Ξ
(α)
V˜,V,ωµ
is ℓp for all p > 0. We have now proved the theorem for all quasi-free
Hadamard states of a massive scalar field in standard ultra-static spacetimes.
For quasi-free Hadamard states in general globally hyperbolic spacetimes we
may use a spacetime deformation argument, as explained in Remark 2.14. 
5.3 On non-Hadamard states satisfying the modular ℓp-
condition
We have shown that all quasi-free Hadamard states of a free scalar field satisfy
the modular ℓp-condition, and the same is true for (finite) convex combinations
of such states, by Proposition 2.10. In this section we critically review the idea
whether one may simply replace the Hadamard condition by the modular ℓp-
condition, as a selection criterion for physically relevant states. We first give
a class of examples of non-Hadamard, but otherwise well-behaved, quasi-free
states with the modular ℓp-condition. Then we discuss the question whether
the modular ℓp-condition admits much less well-behaved states.
Example: Our example of a non-Hadamard state with the modular ℓp-
property is a quasi-free state ωµ for the massive free scalar field on a stan-
dard ultra-static spacetime. In fact, we will choose ωµ to be quasi-equivalent to
the ground state ω0, given by µ0. To define µ, we choose an arbitrary vector
ψ ∈ Kµ0,C which is given by real initial data on C, Γψ = ψ. Let Pψ be the or-
thogonal projection onto the linear space spanned by ψ and set MC := I + Pψ.
We note that ΓMCΓ =MC and we define µ(f1, f2) := µ0(f1,MCf2). This defines
a real inner product on D(C) which satisfies µ(f, f) ≥ µ0(f, f) and therefore the
bound (5.1), so it defines a quasi-free state ωµ.
Note that MC is bounded with bounded inverse and MC − 1 has rank one,
so it is ℓp for all p > 0. This means that ωµ is quasi-equivalent to ω
0 [2],
and the same argument applies when restricting both states to the algebra of
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any relatively compact double cone region W(D(V )). Moreover, ωµ satisfies
the modular ℓp-condition, by similar arguments as in the proof of Theorem 5.1.
Nevertheless, the vector ψ defines data on C which may not be smooth, so µ−µ0
may not be a smooth bi-solution to the Klein-Gordon equation and hence ωµ
may not be Hadamard. ⊘
It is clear that the example above can be extended to operators on Kµ0,C
of the form MC − 1 which are positive, of finite rank and which commute
with Γ. This provides a large class of quasi-free states satisfying the modu-
lar ℓp-condition without being Hadamard. Although they are not Hadamard,
these states are well-behaved in many other respects. They are all locally quasi-
equivalent to the ground state, and the loss of regularity is restricted by the
fact that Kµ0,C consists of initial data with a specific Sobolev regularity. One
might expect these states to be adiabatic Hadamard states in the sense of [42].
This would imply further good behavior, such as the validity of quantum energy
inequalities [29].
It is not clear whether there exist states satisfying the modular ℓp-condition
but with much worse behavior. In particular, we do not know whether all
quasi-free states satisfying our condition must be locally primary or locally
quasi-equivalent to each other. Even when local quasi-equivalence holds, it is
unclear whether the operators MV − 1 of Lemma 5.7 must be ℓp for all p > 0,
because the Lemma only proves that this condition is sufficient to conclude the
analog of Proposition 5.6. Of course the situation becomes even far less clear
when considering states which are not quasi-free, or more general theories than
a free scalar field.
6 Discussion
The main conclusion that one may draw from our investigation is that the mod-
ular ℓp-condition, which we introduced as an extension of the modular nuclearity
condition known from Minkowski space, is an interesting additional tool in the
study of generally covariant quantum field theories. It can be defined in a quite
general setting and behaves well w.r.t. general covariance, as we demonstrated
in Section 2. Although the physical interpretation of the modular ℓp-condition
is not fully clear, it seems a reasonable condition to impose, because it holds
for all quasi-free Hadamard states of free scalar fields in all globally hyperbolic
space-times, as we established in Sections 3, 4, and 5.
As mentioned in the Introduction, the modular ℓp-condition implies the split
property, which expresses the statistical independence of observables located in
space-like separated regions. In the context of generally covariant theories, this
property was recently discussed by Fewster [27]. For a free scalar field, our
results confirm several of his findings.
We expect that the modular ℓp-condition can be extended to other systems,
such as free Fermions (using Thm. 3.12) and the Proca field. For systems with
gauge symmetries, such as free electromagnetism, there might be obstructions.
Due to Gauss’ law, the local von Neumann algebras need not be factors in that
case, so the proof of our Lemma 3.8 no longer holds. Whether the required
norm bound still holds remains to be investigated.
Whether it is possible to use the modular ℓp-condition as a sole selection
criterion to select the physically relevant states of a system is not yet clear. Even
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when considering quasi-free states of a massive free scalar field in a standard
ultra-static spacetime, it is not clear whether the modular ℓp-condition implies
local quasi-equivalence to the vacuum state. However, if it should turn out that
this is not the case, one may still try to combine the modular ℓp-condition with a
condition of local quasi-equivalence, in order to obtain a good selection criterion
for generally covariant quantum field theories.
Looking further ahead one may then wonder what other nice results might
follow from such a selection criterion. One line of thought is to investigate
whether the criterion can be used in order to define local fields for general
(possibly interacting) theories, along the lines of [32, 8]. Given the present
setup, it may even be possible to derive the existence of generally covariant
quantum fields in the sense of [11], and to provide a link between the C∗-
algebraic setting of that paper and to the approach of [38], which is based on
the operator product expansion (cf. [7]).
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