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The introduction of syntax directed translations and transformations into formal 
language theory presents a very interesting area with considerable promise of applica- 
tion to questions of syntax and semantics of programming languages. The concept of 
generalized sequential machine (gsm) mapping (already of importance in language 
theory) is developed here in its natural extension to trees (or expressions). That general- 
ized concept of gsm mapping encompasses most of the previously defined concepts 
relating to translations and transformations. 
1. INTRODUCTION 
The objective of this work is to expand the study of generalized finite automata 
theory by introducing generalized finite state mappings (finite state mappings of 
trees). In the process, we hope to provide an algebraic framework in which to study 
formalization of transformations (in the sense that linguists use the term) and trans- 
lations of natural and artificial languages. 
The concepts, "syntax directed translation" (Aho and Ullman [2]; Irons [19]; 
Lewis and Stearns [20]; and Petrone [23]) and "transformation" (Culik [12]; and 
Rounds [26]) can be formulated quite neatly within this framework. 
One of the most important definitions given here, that of nondeterministic finite 
state transformation, is very closely related to one introduced by Rounds [26] (cf. 
Section 10). 
Sections 2 and 3 present basic concepts of generalized finite automata theory and 
its relationship to context-free languages. We provide some general notation for trans- 
formations in Section 4 and in the following four sections, two basic kinds of trans- 
formations will be introduced and certain fundamental properties proved. There is 
considerable detail here, but it is necessary in order to have a sound basis on which 
to develop more interesting applications of transformations to language theory. In 
Section 9, these definitions will be related to others in the literature and several 
areas for further investigation will be indicated. 
* A version of this paper appeared in the Proceedings of the ACM Symposium on Theory 
of Computing, May 1969 [29]. 
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2. GENERALIZED FINITE AUTOMATA THEORY DEFINITIONS 
A ranked alphabet is a pair (27, r )  when 27 is a finke set of symbols and r _C 2 • o~ 
is a finite relation called the ranking relation. 1I f  r(a, n), then we say a has rank n and 
27 n denotes the set of symbols of rank n. Unless it is necessary to do otherwise, we 
will just write X instead of (27, r ) ,  some fixed ranking relation being understood. 
Let Z be a set disjoint from X. The set Tz. z of 27-expressions with variables Z is 
defined by the following fundamental inductive definition. Tz,z is a subset of 
(27 u z u 
2.1. (0) I f36Zu270, then3ETz .z ;  
(1) I f  n > 0, a ~ 27~ and t 1 ..... t, ~ Tz.z,  then a(t 1 ... tn) ~ Tz,z.  
We will be interested in several cases for Z; for example, T~. o (written Tz and called 
the set of constant 27-expressions), Tz. x and Tz.xxs where X = {Xx, x 2 ,...} and S 
is a finite set. There will also be reason to consider the initial segments of X and we 
will write Xn = {Xl ,..., x~}. 
EXAMPLE 2.1. Let Z = 27 o = 272 = {a, b}. Examples of X-expressions are 
a, b, a(b(aa)b(ba)) and E-expressions with variables X = {xl, x 2 ,...} include xa, 
a(b(xlxa) a(xgb(ab)), b(a(xlx~)b(Xla)). As is well-known, such expressions can be 
represented as labeled ordered trees, s In this example, all branching is binary and the 
labeling arbitrary. (See Figures 1 and 2.) 
If, instead of 27 o = {a, b} we had taken 27o = {a}, then the labeling would no longer 
be arbitrary. No b's could label the leaves of the tree. 
EXAMPLE 2.2. Let 27 be a finite alphabet and consider/2 = 27 u {A} with ranking 
determined by/21 = 27,/2 0 = {A}. Then T n is identified with X* since any Q-expres- 
sion is of the form ax(Crx('" (a~(A)) "")) for k >i- 0 and this corresponds to the string 
crl "'" ak ~ X*. 4 Expressions in Tn, x are of the form ~1 "'" ak(x) when x ~ X or x = A. 
We will say that the ranked alphabet <27, r> is monadic if 27 o • {A} and S,~ = 0 
1 oJ is the set of nonnegative integers. Note that in previous work, e.g. [4, 6, 7, 13, 14, 28], 
the alphabet ranking was assumed to be functional, each symbol having fixed rank. That restric- 
tion is relaxed here reflecting common usage both in context-free language theory (derivation 
trees) and in programming languages where symbols often have several possible ranks. Much 
of the theory goes through with arbitrary r _C 27 • ~o and all of it does with certain regularity 
restrictions on infinite r (see [27] where r = 27 x r 
It is assumed that the left and right parentheses are in neither 27 nor Z. W* is the free 
monoid generated by W. 
3 A simple definition of labeled ordered tree and the correspondence with expressions i
given in [27]. 
4 W* is the free monoid generated by W, ;~ is the identity and W + = W- -  {h}. 
GENERALIZED 2 SEQUENTIAL MACHINE MAPS 341 
for n >/2. In what follows, the specialization to the monadic case gives rise to con- 
ventional concepts in finite automata theory. Note that under this specialization, A 
plays the role of the empty string--but it is not. Here and in the sequel A is a zero-ary 
symbol; A is the empty string. 
(I / \  
b a 
o/\b b/\ / \  
Q 0 
t I = a (b(ab)a  (b (aa)a) )  
Fmum~ 1 
/b \  
a o / \  / \  
~3 ~, b / \  
x I a 
*2 : b(a(x3xl) ~ 
Fiaum~ 2 
The set var (t) C Z is the set of variables occurring in t ~ Tz,z .  The definition is 
inductive: 
2.2. (0 )var (8 )= t {8} if 8eZ,  
otherwise; 
(1) var(a(t 1 "" t.)) = U var(ti) -5 
i 
For W_C 27 o U Z, the frontier function, f rw ,  is a map from Ta, z into W*. frw(t ) is 
the string of symbols from W in the order in which they appear as symbols of rank 
0 in t .  
23. (0)/rw(8)= t if a W, 
(a otherwise; 
(1) frw(a(t 1 "" t,)) = frw(tl) ...frw(t,). 
When W = 270 u Z we will simply write fr  for f rw .  
5 In such definitions the hypotheses "For 8 e 27 o ~3 Z ..... in (0) and "For n > 0, a 6 27n and 
tl ,..., tn ~ Tz.z "'"' in (1) will be assumed. 
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The third in this sequence of simple inductive definitions 
Tz. z --+ 27. tap (t) is simply the outermost symbol of t. 
2.4. (0) tap(3) =8;  
(1) top(e(q -.. t,)) = ~. 
is the map top: 
EXAMPLE 2.3. Let t i be the example of Fig. 1. Var(ta) = 0, var(tz) ---- {X l ,  x3} ,
f r (q )  = abaaa, frx(t2) = XsXxXl , top(t2) ---- b. Also, from Example 2.2, fr(t) = A 
or fr(t)  = xi ~ X.  
A Z-algebra is a pair z~' ---- {A, ~) where A is a set called the carrier of ~1 and 
assigns to each g ~ 27, a function c~ : A~ ~ A where Ao ~ O~(o,~)A~. 6 For ~ 6 270, 
we will write ~ for ~o(h). 
The totally free Z-algebra generated by Z is ~ ,z  = (T r , z ,  ' )  where 
2.5. (0) ,o - -  ~ (~ ~ 270); 
(1) ,o(ta ... t,) = a(t~ ... tn). 
The totally free 27-algebra generated by 0 is called the gener/c 27-algebra, denoted ~.  
Let ~r be a 2-algebra and let 5 : Z--~ A be an assignment of values in A to the 
variables in Z. The assignment 5 determines a unique homomorphism from ~,z  
into ~r 
2.6. (0 )hot (3 )= t 5(8) if 3eZ ,  
if ~ e 27o; 
(1)  hot(~(t l  --- t . ) )  = ~o(hot( t l )  "" hot( t . ) ) .  
I t  should be clear that if 51 = 0/2 on vat(t), then hot,(t) = het~(t); in particular, if 
t ~ Tz,  then the image of t under hot is independent of 5.  We will write h~ to denote 
this unique homomorphism of o~z into d .  
A finite Z-automaton, ~1, is a pair (d ,  ./i) where d ---- (A, c~) is a finite Z-algebra 
(the structure of 9.I) and A _C A is the set of final states of 9.I. 7 A constant X-expression t 
is recognized by 9~ if h~(t) E A.  T(9.1) is the set of 27-expressions recognized by ~I: 
2.7. T (~)  = h~(A)  = {t [ h~(t) ~ A}. 
U _C Tr is recognizable if there exists a finite 27-automaton ~ such that U ---- T(9.1). 
EXAMPLE 2.4. Using again the ranked alphabet of Example 2.1, any Z-algebra can 
be viewed as a set A together with two diadic operations c~ : A 2 --~ A (o ~ 27) and two 
6For U, VCA*, U" V= {xy lx~U and yeV}; U ~ {A} and U n+l = U ~" U. Here, 
we look at A~ as a subset of A*. 
7 If we were concerned with infinite ranking relations (see footnote 1), it would be necessary 
to require that each ~l(a) be a regular subset of A* in order to insure that the generalized 
theory matches the conventional case with respect to decision problems. 
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zero-ary operations or constants, a,  9 A (~ ~ Z). With A ---- {0, 1}, a~ = 1, ab = 0, 
%(~2)  = (31 + 82 + 1) mod 2 and a~(SaSz) = (31 + 3~) mod 2, hQ(1) is the set of 
Z-expressions having an odd number  of occurrences of a. 
For the monadic species (cf. Example 2.2), an automaton is the usual kind of object: 
a set A of states, a monadic transit ion function a,  : A ~ A for each ~ ~ Z,  an initial 
state aA S A,  and a set A of final states. 
Up to this point, we have the definitions that provide the basis for generalized 
finite automata theory. As indicated by various papers [4, 6, 7, 13, 14, 24, 27, 28] the 
results of the conventional theory carry over for the generalization. 8 
3. LOCAL AND CONTEXT-FREE SETS 
The  local sets (to be defined below) form a proper subclass of the recognizable 
sets. They  are of particular interest from two points of view. First, the concept 
generalizes the idea of "complete state sequences," R-sequences [15] or F-sequen-  
ces [9], an idea that is fundamental  nd pervasive in finite automata theory. The  local 
sets have the important property that under  projection, they yield exactly the recogniz- 
able sets. Second, the local sets correspond to sets of derivation trees of context-free 
grammars. 9 
Let (27, r )  be a ranked alphabet and define g = {@, w) I w 9 Z*  and r(a, lg(w))}. 1~ 
A structure G ---- (R, S0) , where R C f and S o _C Z will be called a context- f ree gram-  
mar  over Z. R is called the set of relations or product ions of G and S o is its set of in i t ia l  
symbols. The sets D~ a (a 9 Z)  of a-derivations are defined by the following simultane- 
ous inductive definition. 
3.1. I f  (a ,  a 1 "" an)  9 R and t~ ~ O~ (i = 1 ..... n), then ~(t 1 -.. t~) ~ O~. n 
The  subset of Tx generated by G is T(G)  = Oo~s ~ D~ and the language generated 
by G is L(G)  =frT(G) .  
8 Except in [27], the ranking relation was assumed to be functional and there, r was all of 
27 • oJ. Considering arbitrary finite (or regular) r C 2J • co is convenient and offers no significant 
deviation in the theoretical development. The situation of a nonfunctional r reduces to the 
functional case when r itself is considered to be the set of function symbols with rank: r --+ o~ 
defined by rank <a, n> = n. 
9 The correspondence is the usual one, representing a labeled ordered tree as a parenthesized 
string (see [27]). 
so lg(zv) is the length of w as a string in Z*. 
11 The case n = 0 is included in this definition and yields the basis. In order to make sense 
out of this case, we adopt the convention that a(A) is a notation for a. No confusion should arise 
from this convention since even though both a and a(~) = or( ) are in (X ~ {( , )})* it is a that 
is a X-expression, i.e., a( ) ~ T z . The identification of a( ) and a makes this and some sub- 
sequent definitions impler. 
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A subset V C Tx will be called local if there exists a context-free grammar G over Z' 
such that V = T(G). A language W_C 2:* is context-free if W = L(G) for some con- 
text-free grammar G. TM 
EXAMPLE 3.1. Given a context-free grammar according to the usual definition, 
G' = (N, T, P, so) where P _C N • (N W T) +. Take 
27 = N U T, r = {(a, lg(w)) ] (a, w) e P} u T x {0}, 
R = P L) {(a, A) ] a e T} and S O =- {So}. 
Then with G ----- (R, So) , the sets D, ~ correspond to the derivation trees from a as 
described in Ginsburg [18], and L(G) is exactlyL(G') as usually described. 
Let (2,  r )  and ($2, s) be two ranked alphabets and let rr : 27-* I2 be a map with 
Ir27,~ C 12,,. ~r is extended to a map 77 from Tz into T a by 
3.2. 77a(tl "'" tn) = rr(a) (77(t~) "" 77(tn) ).
A projection is any map obtained in this way. 
The important relationship between local and recognizable sets is given in Theo- 
rem 3.6 below. Since the results (Lemmas 3.3-3.5) are contained in [27] (with only a 
slight variation in formulation, cf. footnote 1) and since the proofs follow familiar 
arguments from finite automata theory, they are abbreviated here. 
LEMMA 3.3. Local subsets of Tr are recognizable. 
O G G Proof. The partition { 01 ,..., Dora , T~ -- U Da,} is the partition of a congruence 
relation ,~ on ~ of finite index. The quotient d ----- ~ /~ is a finite 2~-algebra and 
choosing A = {~o a [ a ~ So} , the automaton (d ,  A )  recognizes T(G). 
LEMMA 3.4. The recognizable sets are closed under projection. 
Proof. This is the usual subset construction. Given 9~ = (~' ,  _~) recognizing 
V _C Tr and a projection 7r of Tz into Ta,  define the Q-algebra 9j' ~ (~r .4')  where 
A'  = pA, 13 ~ ' (u l  "'" us) ---- {no(a1 "'" as) [ a ie  ui and 7r(o) = oJ}, 
and 
A' ={u luC~A~0}. 
x2 Strictly speaking, our use of the terminology "context-free grammar" is incorrect since, 
to start with, the standard efinition requires a grammar to be presented as a quadruple. Aside 
from this technicality, we diverge slightly from Chomsky's [10] definition in that we allow an 
initial set and, in effect, the sets of terminals and nonterminals need not be disjoint. 
xs pA  is the power set of A. 
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By induction on t it is easy to prove 
3.4.1. hs~,(t ) = {h~c(t') [~Tt' = t}, 
so that T(gi') = rTT(9.I); that is, ~V is recognized by ~.  
LEMMA 3.5. Every recognizable subset of Tz is a projection of a local subset of Tn 
for some ranked alphabet/2. 
Proof. This is the usual complete-state argument. Let 9~ ~- (d ,  A )  recognize 
V _C Tz.  Consider the ranked alphabet {Z', r ')  where Z'  = A • 27 and 
r'(a, a, n) ~ r(cr, n). The context-free grammar is G = (R, So) where 
3.5.1. R = {((a, ~), (a  1 , ~1) "'" (an, Crn)) I a ~27n and c~o(a 1 ... an) = a}. 
The projection ~r is the natural one from A • 27 ~ Z. By induction, one proves 
3.5.2. t ~ U D~,.,> ~-~ h~t  = a. 
Q 
Then with S o = {(a, ~r) [ a ~ _d}, ~T(G) ---- T(9i). 
From Lemmas 3.3-3.5, we now have: 
THEOREM 3.6. A set of expressions i recognizable if and only if  it is the projection 
of a local set. 
Any projection r? : Tz--+ Tn induces a projection 77' :Z0*---~/20* such that 
fr'~V = r Since the context-free languages are closed under projections [5], 
from Theorem 3.6 we obtain 
LEMMA 3.7. I f  V C_ T~ is recognizable, then f rV  C Zo* is context-free. 
From Lemmas 3.3, 3.7, and the definition of context-free sets, it follows that the 
context-free sets are exactly the frontier sets obtained from recognizable sets. Let 
U_C X* be a context-free set. Then, in general, the context-free grammar G with 
U = L(G) will be over a larger alphabet/2 where 2_C/20 . However, as was pointed 
out by M. O. Rabin (personal communication), when recognizable sets are used, an 
increased alphabet is not necessary. 
THEOREM 3.8. U C X* is context-free if and only if U = f rV  for some recognizable 
subset of V C_ Tr .  
Proof. Let G be a context-free grammar over (/2, r )  with L(G) = U. We want 
to find a ranking r' on Z and a projection r~ : T n --+ Tr so that f reT(G)  = U. Then 
by Lemmas 3.3 and 3.4, efT(G) is recognizable. Let o o be a distinguished element of 27. 
With r'(a0, n) for all n > 0 such that r(w, n) holds for some co ~ (2. Also, let r'(cr, 0) 
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for all a e Z. Then define rr(co) ---- % for oJ e s - -  Z and ~r(a) = a for (r E Z. This 
ranking r '  and projection rr satisfy the conditions described above. 
4. TRANSFORMATIONS AND TRANSLATIONS 
Generally, the term "transformation" will mean any map from Tz into T n where 
27 = (Z, r )  and O = (s s) are ranked alphabets. We will define several types of 
transformations. In formulating these definitions, there were three principal considera- 
tions or objectives: 
(1) It was intended that the transformations be natural in that they would fit 
the algebraic framework within which we are working. 
(2) We should be able to generalize the conventional concept of finite state 
mapping (or generalized sequential machine mapping [18]) to the case for trees. 
(3) It was hoped that the end result would be a unified approach taking into 
account various formulations of "transformation," "transduction," and "translation" 
which have appeared in the literature. 
The different classes of transformations will be indicated by modifiers; for example, 
finite state transformations, nondeterministic finite state transformations, etc. For 
such a modifier X, a subset W_C T o will be called an X-surface set if it is the image of a 
recognizable subset of Tz under an X-transformation from Tz into T n .14 A subset 
U _C s will be called an X-transformational l nguage iff there exists an X-transforma- 
tion ~ : Tz--+ T n and a recognizable subset V C Tz such that U =- fr~V. 
Each X-transformation § : Tr--~ T n and recognizable set V C T~ determine a 
relation p~ _C Zo+ • s by 
4.1. p, = {<fr(t),fr(~t)) I t ~ V}. 
p~ is called an X-translation (offrV).  We will say that a recognizable set V is unam- 
biguous i f f r  I V is 1 : 1. Although p~ need not generally be a function, it will be if V is 
unambiguous. 
5. SUBSTITUTION AND EXPRESSIONS 
The very simple and familiar concept of substitution (of expressions for variables) 
is key to our approach to transformations and translations. If  there is simplification 
14 The terminology "surface set," used by Rounds [26] is motivated by the linguists' reference 
to surface structures as the results of applying transformations to what, in effect, are recognizable 
sets (c.f. Chomsky, [11]). 
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in our approach over others, then the formal use of substitution can be pinpointed as 
the primary reason for that simplification. 
The definition of substitution comes as a special case of the homomorphism defined 
in 2.6. In particular, i fd  is taken to be o~.z  and 7 is an assignment from Z into Tz,z ,  
then h,(t) is the result of simultaneously substituting 7(z) for each z in t. 
We will write h,(t) as t 9 7 and extend this operation to assignments (componentwise) 
to obtain a binary operation ~ "7 on assignments. We will prove that the resulting 
operation is associative, a property that is critical for later results. 
To  begin the discussion of substitution, we introduce an alternative way of working 
with Tz.z .  Let (Z, r> be a ranked alphabet and define Z '  ---- {ly(x 1 " ' "  Xn) [r(e, n)}. 
Thus Z' is a subset of Tx.x (recall that X = {xl, x 2 ,...}). 
We will write an for a(x 1 .." xn) (cf. footnote 8). Now, for the simplest case of sub- 
stitution, let Z be arbitrary and let 7 be an assignment from X into Tz,z and define 
5.1. o'n "7 = ~ "'" 7(Xn)) = hn(~ 
Again (of. footnote 11), this definition includes the case n = 0 where a 0 9 7 = a(h) = a. 
Using the notation of 5.1 we can formulate an induction principle which will 
simplify some of the proofs in the sequel. 
5.2. If  (0) ZCUand 
(1) for all 7 : X---~ Tz,z and a N ~Z' ,  Vx[7(x ) ~ U] implies an" ~7 ~ U, 
then U D Tx, z . 
This induction principle justifies definitions of the form 5.3 and proofs (e.g., 5.4) 
which will generally have the form of proving a property P(z) for all z ~ Z, proving an 
extended property P'(7) using the inductive hypothesis (indicated by IH), VzP(7(z)), 
and finally proving P(an " 7) from P'(7)- It should be clear that there is nothing new 
here; 5.2 is not much more than a notational variant of the inductive definition (2.1) 
of Tz .z .  
By 5.1 the substitution operation is defined on 27' • T x (TX z is, of course, the Z,Z"  
set of all assignments (functions) from X into Tz.z .) Using the induction principle 
5.2, we extend this operation to Tx. z • TZ.z. and (componentwise) to TZ".z • TZz .  
for arbitrary variable sets Z, Z' and Z". 
5.3. (0) For anyz~Zand ~:Z-~Tz ,z , ,  
z .  ~ = ~(z ) .  
(1) For any ~ : Z" -+ Tz,z , ~ : Z---~ Tz,z" and z e Z", 
(~. ~)(z) = ~(z)- ~. 
(2) For any a n ~ Z', 7 : X--+ Tz,z , ~ : Z ~ Tx.z, , 
(~. "7)" ~ = ~." (7" ~). 
57 ~ [4/4-4 
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Let U be the subset of Tz ,z  for which t 9 s ~ is defined for all ~ ~ TZz  , . U D_ Z by (0). 
Assuming 7/(xi) ~ U for each x~, an" ~/6 U because by (2) (an" ~)" ~ = an" (~/" ~). By 
5.1, the rightside is an(~" ~(xi) ... 7/9 ~:(xn)) and ~7" ~(x~) = ~(xi) 9 ~ by (2). The latter 
is defined by induction hypothesis. Thus by 5.2, U---- Tz ,z  and (1) also gives the 
arbitrary componentwise extension to TZ"r,z • TZx.z'.  That's how the induction prin- 
ciple works in definitions. This kind of presentation is far more detailed than necessary. 
Thus, paralleling the previous convention (see Definition 2.2 and footnote 9), the 
quantifiers in definitions and proofs will be omitted when they do not result in ambi- 
guity. Thus we may write 5.3 using only the equations: 
5.3'. (0) z .  ~ = ~(z); 
(1) (~" ~:) (z) = ~(z). ~:; 
(2) ",7)" = a . .  (,7" 
and they are to be interpreted in the broadest sense of the universal quantifiers that 
makes them meaningful, subject o the conventions concerning the metamathematical 
variables. ~, ~, ~7, ~b range over assignments, a ranges over 27, z ranges over Z (arbitrary 
variable set), and x ranges over X. 
EXAMPLE 5.1. Take X ----- I o = 12 = {a, b} and Z = X. The following table 
gives examples of substitution for assignments. 
xl x3 x~ x+ (i > 3) 
71 a b(xlxx) a(xlxs) xi 
7~ b b(x~xO x3 xi 
71 " 73 a b(bb) a(bx2) x~ 
73"71 b b(b(xlxx)a) b(xlxO xi 
Also, 
and 
. = 
a( x b( x a) ) " =  (bb( ). 
When the set of variables is X,  then a sequence of expressions, (t  1 ,..., tn), can 
stand for the assignment ~ : X -+ Tz .z  when ~(xi) = ti for 1 ~< i <~ n and ~(xj) = xj 
for j > n. Then for this ~, t 9 ( t  I ... tn)  = t 9 ~]. In examples, it is sometimes conve- 
nient to use this sequence notation to denote the nonidentity part of an assignment ~. 
EXAMPLE 5.2. b(xzxl) 9 (a ,  b(xlxl) ,  a(xlx3) ) = b(b(XlXl) a) = ~2 " ~l(X2) from 
Example 5.1. 
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From 5.3(2) the operation of substitution is associative ( (x .y ) .  z) = x '  (y 9 z)) 
up to e~ for x, *7 : X - - *  Tz ,z  for y and arbitrary ~ : Z -*  Tr ,z '  for z. The following 
lemma extends this to arbitrary t ~ Tz ,z  for x, ~ : Z --+ Tz,z" for y and ~ : Z '  --~ Tz ,z -  
for  %. 
LEMMA 5.4. (t" O" ~ ~ t "(~" ~). 
Proof by induction on t. 
(0) (z -0  ~ = ~(z)  ~ 5.3(0) 
= (~. ~:)(z) 5.3(I) 
= z -(~. ~) 5.3(0) 
(1) Assuming 5.4 holds for *7(z) for all z, we obtain: 
5.4.1. (*7- O" s ~ = ~/" (~" s~) 9
Proof. (~7" 0"  ~(z) = (*7(z) "0"  ~: 5.3(1) 
= *7(z) 9 (~- ~) In  
= *7. (~. ~) (z) 5.3(1) 
(2) (~..  n)" (~" ~) = ~." (*7 "(~" ~)) 5.3(2) 
= a,~ "((*7" 0"  ~) 5.4.1 
= ((~, "*7)" 0"  ~ 5.3(2) 
The proof of Lemma 5.4 follows exactly the form described in the discussion of the 
induction principle. By induction, 5.4 is true for all t ~ T~. z . Therefore, for any 
assignment .7 : Z -+ Tz .z ,  5.4 is true for all *7(z) and by the way 5.4(1) was stated and 
proved, 5.4.1 is now true for arbitrary ~7, ~, ~: (which make the expressions meaningful). 
We may, therefore, consider 5.4.1 to be a corollary of the proof of 5.4. 
We have belabored the mechanics of this proof so that we won't have to for others. 
Many of the proofs to follow have exactly the same form. 
By 5.4.1 we are dealing with a structure Tz ,z  = (TZ .z ,  ", l z )  which is a monoid 
( lz is the identity function on Z) and which I will call apretheory. The abstract defini- 
tion of pretheory must here be left as a problem. It seems that the answer will give 
considerable insight into the algebraic properties of transformations and translations. 
The term "pretheory" is used here because these structures are very closely related 
to the "algebraic theories" of Eilenberg and Wright [14]. They are not algebraic 
theories, but corresponding to every object that we shall call a pretheory, it is possible 
to construct an algebraic theory which, in effect, serves the same purpose. 
EXAMPLE 5.3. In the case where Z ---- X • S, an algebraic theory is obtained by 
taking, as morphisms [n] Z, [m], all assignments f from {x I ,..., xn} • S into 
350 THATCHER 
Tz.{~ ..... ~mIxs (see Eilenberg and Wright [14]). For [1] I_+ [m] and [m] g-~ [p], the 
composition gf  is the result of simultaneously substituting (xi, s) for each occurrence 
of (x i ,  s) in f (1  ~ i ~ m, s ~ S). With Z = X, the result of this construction is the 
free theory with base Z'. 
6. FINITE 8TATE TRANSFORMATIONS 
In this section we will introduce the generalization for expressions (or trees) of 
(deterministic) finite state transformations. These functions from Z-expressions to 
~2-expressions (ranked alphabets Z and ~2) generalize the conventional notion of 
generalized sequential machine mapping [18] from Z* into/2* (alphabets Z and Q) 
determined by (S, So, 3, r )  where S is a finite set of states, s o ~ S is the initial state, 
8 : Z • S --~ S is the next state function, and ~- : X • S --~ Q* is the output function. 
The procedure is conventionally stated as follows. Given a state s ~ S, an input sym- 
bol a produces an output string T(a, s) and next state ~(a, s). Thus the map 
: Z* • S ~ ~* is conventionally defined by induction: 
6.1. (0) ~(A,s) =A;  
~(h, s) = s; 
(1) .~(~, s) = ~(~, ~) ,-(~, ~(~, s)); 
~(w., s) = 8(a, ~(w, s)). 
Then -~ : Z* -+ ~2" is defined by -~(w) = ~(w, So). 
An equivalent definition can be obtained using induction on left successors. 
6.2. (0) ~(h,s) =h;  
(1) ~(~w, ) = ,(~, s) ~(w, ~(~, )). 
This nonstandard formulation 6.2 is in fact simpler in that it does not require 
extension of the next state function to s 
As will be clear, the generalization is in the form of 6.2 and the fact that the exten- 
sion of the next state function is not required seems to be important. 
A finite state transformation (FST) from Tz into T a is determined by a triple, 
(S, So, r )  where S is a finite set of states, so ~ S is the initial state, and 
T : Z '  • S --~ Tn,x• s 
is the output function subject o the condition: 
6.3. ~-(a,~, s)~ To.{~ 1..... ~n~• 
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Thus, in effect, the FST  (S, so, ~-) assigns to each triple (a, n, s) of (symbol, 
rank, state) an output expression ~-(~n, s) which has variables from the set Xn • S. 
From the point of view of trees, the output D-tree may have leaves labeled from the 
set X~ • S as indicated in Fig. 3. 
FICURE 3 
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r (0"2, s ) .~~ 
/ \ / \  
<x 2,s3> d 
V (t,s) : b 
o 
c b 
Although it may appear that there is no next-state function, it is actually included 
in the output function ~-; the second component of the variable (xi, s~) specifies the 
"next-state." The extension of 9 to a map ~ : Tz,z • S -*  To, z is inductive. For 
FIGuR~ 4 
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example, take t = a(tlt~) , and assume ~(tl, s) is defined for i = 1, 2 and all s E S. 
Then ~(t, s) is the result of substituting ~(ti, s~-) for (x i ,  sj) in r (a , ,  s). This operation 
is pictured in Fig. 4. 
In making the definition of ? precise, the following preliminary definition is con- 
venient. Let Z and Z'  be arbitrary variable sets and let 7/be an assignment from Z'  
into Tx. z . Then ~/s is a map from Z'  • S into Tz.z • S which is the identity on 
S, i.e., ~/s = ~/ • l s: 
6.4. "qS(z, s) = (~(z), s). 
Now the definition of ~ defined on Tx.z • S and TZz  is given by 6.5. 
6.5. (0) ~(z, s) = (z, s); 
(1) "~(~/) = .~s; 
(2) 7, ') = s)- 
One should quickly check that this definition is meaningful; indeed, since 
r(% , s) E Ts~,xxs and f(~7) = ~/s is an assignment from X • S ~ Ta,z• s the sub- 
stitution operation in (2) is well-defined. 
We can refer to ~(t, s) as the transformation operating on t with root state s. ?(~7) 
is a complete picture of how ~ operates on each component of ~7 in all possible states; 
~r(~) (z, s )= ?(~(z), s). As is conventionally done, we can define ~ on Tz, z by 
~(t) = ?(t, So) i.e., ~(t) is the value of the transformation operating on t with root state 
s o . Our main interest is in the map ~ : Tz ~ To (Z = 0) and we will refer to trans- 
formations in this way. The extensions to Tr.z and to z. T z are automatic and necessary 
for the definitions. 
A transformation will be called rank-preserving if all of the variables {x I ,..., xn} 
occur in r(a~, s), i.e., for each a,~, s and i, 1 <~ i <~ n, (x i ,  s') ~ var ~'(a,, s) for 
some s'. 
EXAMPLE 6.1. I f  the ranked alphabets X and ~ are both monadic (32, = X,, = 0 
for n > 1 and 32o = 27o = {A}), then 27' is in 1:1 correspondence with 27 and the 
restriction 6.3 requires that r(A, s) be of the form w(A) and that r(a, s) be of the form 
w(xl, s') or w(A). (Here w e 321" and ~(A) or ,~(xl, s') are taken as notations for A or 
(x 1 , s'),  respectively, el. Example 2.2.) Consider a rank-preserving finite state trans- 
formation e : Tx---~ To determined by (S, s o , r )  in which ~-(A, s )= A for all s. 
Such ~ are exactly the gsm mappings from 271" into 321". Indeed, the corresponding 
gsm is (S, s o , r',  3) where for each s and o E 271 , if ~(cr, s) = W(Xl, s'), then r'(a, S) = W 
and 8(0, s) = s'. Conversely, given a gsm (S, s o , ~', 3), the corresponding finite state 
transformation is e determined by (S, s o , r )  when r(a, s) = ~-'(a, s) (x x , 3(,, s)) and 
~-(A, s) = A. I f  the condition on preserving rank is removed, then 6.3 could allow 
,(or, s) = w(A) which has the effect in the finite state transformation of "stopping" 
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the output. An equivalent rank-preserving transformation can easily be obtained by 
introducing a new state s* and having r'(cr, s) = W(Xl, s*), "/'t(o', s*) ~ {xl ,  s*) and 
~-' like ~- otherwise. Then the new ?' produces exactly the same map from Ts into To 
as the original ~r. Therefore, with the restriction that ~-(A, s) = A, the finite state 
transformations (in the monadic ease) coincide with the gsm mappings. Finally, 
removing the restriction, ~-(A, s) -- A, takes us out of the domain of the gsm mappings. 
However, it should be clear that any finite state transformation can be represented as
9 (w) p(w) where ~ is a gsm map and p(w) is a word in ~2~* depending only on~(w, So). 
Before considering other examples of finite state transformations, we will prove 
some of the basic properties of these maps. Lemma 6.7 is the analog of the property, 
6.6. ~,(wv, s) = ~'(w, s) ~(v, ~(w, s)), 
in the conventional theory and Lemma 6.11 yields closure under composition. 
LEMMA 6.7. For any assignment ~: Z---~ Tz.z and expression t ~ Tz,z , 
~(t .  ~, s) - -  ~-(t, s) . ~(~). 
Proof by induction on t. 
(0) e(z. ~, s) ---- (z, s ) .  e~s 5.3(0), 6.4 
-- ~(~, s) .~(~) 6.5 (0, i) 
(1) Assuming 6.7 holds for t -~ ~(z) for all z, we obtain 
6.7.1. e(~" ~) ----- e(~/) 9 e(~). 
Proof. ~(,~. ~) (z, s) -- ~(~. ~)s (z, s) 6.5(1) 
~((~(z) 9 ~, s) 6.4, 5.3(1) 
= § s). ~(~) IH 
= (~(,/) 9 ~(~)) (z, s) 6.4, 5.3(1) 
(2) ?((cr,~. 7)" (, s) = ?(o, "(~7" ~), s) 5.3(2) 
= ~-(~rn, s)" --r(~" ~) 6.5(2) 
---- ~(on, s)" (e(~7) " e(~)) 6.7.1 
= (~(~,, s).  ~(~)) .~(~) 5.4 
= ~(~, ",~, s)- e(~). 6.5(2) 
This last result (6.7.1) says that every finite state transformation Tr induces a 
morphism of pretheories, Tz,z into To.zxs and with the appropriate definition of 
morphism, the converse will probably hold. I believe this fact attests to the "natural- 
ness" of the concept of finite state transformations. Where we can go from here and 
what interest there is in this result will have to await further analysis of the question 
on pretheories posed in Section 5. 
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Since we are dealing, in effect, with morphisms of algebraic structures, the fact that 
we obtain closure under composition is not surprising. The method is straight- 
forward. Let e : T r -+ T o and/5 : To --+ Tz be determined by (S, So, r )  and (U,  u0, p), 
respectively. Define/2 by (S  x U, (So, u0) , t~) where 
6.8. tz(~,, s, u) = tS(r(~,, s), u). ~5 
The following lemma yields the required result concerning the composition of e 
and/5. 
LEMMA 6.9. For finite state transformations ~: Tz ~ To and ~ : T o--+ T~ , the 
finite state transformation/2 : Tz --+ T~ defined by 6.8 is the composition ~e. In particular, 
for all t E Tz.z , s ~ S and u E U, 
/2(t, s, u) = ~(~(t, s), u). 
Proof by induction on t. 
(0) /2(z, s, u) = (z, s, u> 6.5(0) 
= tS(~(z, s), u) 6.5(0) 
(1) Assuming 6.9 is true for all ~(z), z ~ Z; 6.4 and 6.5(1) yield 
6.9.1. /2(~) = tS(~(~)). 
(1) /2 (~ 9 n, s, u) = tz(a,, s, u)./2(~7) 6.5(2) 
= tS(r(a,, s), u)-/2(7/) 6.8 
= fi(z(an, s), u) 9 tS(~(~)) 6.9.1 
= tS(r(~,, s) 9 e(~), u) 6.7 
= tS(e(a, " 7, s), u) 6.5(2) 
EXAMPLE 6.2. (This will be used for Theorem 6.15.) Let e : a* ~ T o be deter- 
mined by ({So, sl} , So, ~-) where 
$o 
$i 
a A 
a(siso) A 
a(sl) A 
Here, ~2 is the ranked alphabet {a, A} with D i = (22 = {a} and [2 o = {A}. Since the 
values of r are in To,{~l}xs (cf. 6.3) and since {xl} X S ~_ S, the occurrences of x 1 in 
the values of r have, for convenience, been dispensed with. ~(a~(A), So) = ~(a~(A)) is 
the tree indicated by Fig. 5 of depth n. 
16 tz(trn ' s, u) is/z(an, (S, U)) under the usual identification of A x (B x C) with A x B x C. 
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Finite state transformations in the special case when ] S I = 1 will be called pure. 
It is clear that when p S]  = 1, talking about S at all is superfluous ince Z • S, 
Tz.z• and Tz.z• are indistinguishable, respectively, from Z, Tr.z and Tz.z in this 
development. 
a 
oq o G 
oq o 
(1 0 (3 0 
l t " '"  
AA A AA A 
FIGURE 5 
For convenience of reference, we restate 6.5 in this case. A pure finite state trans- 
formation (PFST) -~ is determined by a map,  : 27 -+ Tea.x. ~ is defined inductively by 
6.10. (0) e (z )=z ;  
(1) ~(~) = ~;  
(2) ~(~. "7) = ~(~,,) 9 ~(n)- 
The pure transformations generalize what are commonly referred to as homo- 
morphisms in language theory and clearly they include the projections (el., 3.2) as 
the special case. It should also be clear that for Z = X, the pure FST's  are exactly 
the morphisms of the corresponding free algebraic theories (cf. Example 5.3). 
LEMMA 6.11. Every projection is a (pure) finite state transformation. 
Recall the definition of X-surface set from Section 4; a finite state surface set is the 
image of a recognizable set under a finite state transformation. From Lemmas 3.5, 
6.11, and 6.9, we obtain 
THEOREM 6.12. Any finite state surface set can be obtained as the image of a local set. 
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THEOREM 6.13. The pure transformations are properly a special case of the finite 
state transformations. 
Proof. The FST of Example 6.2 cannot be obtained as a PFST. 
EXAMPLE 6.3. (This will be used for Theorem 6.14 and Lemmas 8.7.) Define 
the pure transformation e : {a, b}* ~ T o where g2 0 ---- {A}, g2 2 = {a, b}, ~(A) = A, 
-r(a) = a(x:xl), and ~(b)= b(x:xa). For w e {a, b}*, e(w(A)) is the balanced binary 
tree with each level labeled entirely by either a or b depending on whether the cor- 
responding symbol of w is a or b. The leaves of ~(w(A)) are labeled by A and 
fre(w(A)) = A S" where n = lg(w). 
THEOREM 6.14. Pure finite state transformational languages properly include the 
context-free languages and the pure finite state surface sets properly include the recogniz- 
able sets. 
Proof. Every recognizable subset of T~ is a pure finite state surface set under the 
identity transformation. Thus by Theorem 3.8, every context-free language is a pure 
finite state transformational l nguage. Both proper inclusions are given by Example 
6.3 since the language {A 2"} is not context-free [5] and thus the surface set -~({a, b}*) is 
not recognizable. 
7. SUBSTITUTION AND SETS OF EXPRESSIONS 
This section is an extension of Section 5 to sets of terms. Like the relationship 
between Sections 5 and 6, it will serve as the basis for considerations of nondetermin- 
istic finite state transformations in Section 8. This is not the only interest. The mate- 
rial of this section will also provide the framework for a general treatment of certain 
kinds of definability similar to regularity and the minimal fixed point definitions of 
Ginsburg and Rice [17]; Rose [25]; and Mezei and Wright [21]. 
Let (~', r> be a ranked alphabet. For any Z-algebra d = <A, a> we construct 
another 2Lalgebra, the subset algebra J ~ (pA, c~> (cf. [21], Definition 2.2) where 
for ui C_ A. 
7.1. ~a(u: ,..., u,) = {%(al "" an) [ ai~ u,}. 
As is well-known, these induced "complex functions" are completely distributive 
(cf. [21]). 
LEMMA 7.2. For any set A and f : A ~ -+ A, 
l (u, . . ,  u d = u--. 
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In particular, if d = J-&z , then ~-z,z has P Tz.z as carrier and functions io defined by 
7.3 io(Ul --- un) = {a(q "'" tn) I t,- ~ us). 
The subalgebra of # ~r,z  with carrier consisting of singleton sets {t} for t ~ Tr.z 
is obviously isomorphic to ~.z .  Under this isomorphism, we will identify t with 
(t} in ~.z -  
Given f :Z -+pTz ,  z the homomorphism (2.6) he:3-~.z---~oq'r.z is uniquely 
determined. Analogous to the substitution operation,., we will define a binary opera- 
tion A by t A ~: = he(t). This also gives rise to the induced term function of Mezei 
and Wright [21], which they denoted i. In particular, where vat(t) = {xq ,..., xi,}, 
~(~(xq) "- ~(xq)) = t A ~. Although we already have the definition of t A ~ by 2.6, 
for purposes of reference, we will repeat it here and, at the same time, extend the 
definition to assignments which have sets as values. First, for % e X' and 
: X -~pTx .z ,  we introduce the notation, 
7.4. o~ A ~ = ~(~(Xl) "'" ~(x.)). 
Then the extension of 7.4 to expressions, ets of expressions, and assignments o sets 
is as follows. 
7.5. (0) zA~:=~(z) ;  
(1) For VepTz .z ,  VA~=Ut~vtA~;  
(2) (~ A ~) (~) = ~(~) A ~; 
(3) (~ .  ,7) A ~ = - .  A (,7 A ~). 
Observe that 7.5 successfully defines t A ~ for arbitrary t because for 7 I : X--+ Tz,z ,  
assuming ~(x) A ~: has been defined for all x, then (~ A ~:) (x) = ~(x) A ~: is defined 
and then (cr~ 9 ~) A ~: = an A (7/A ~) is defined by 7.4. 
EXAMPLE 7.1. Let r be defined by the following table (t identified with {t}). 
xl x2 xi (i > 2) 
~'1 a a x~ 
~:2 b b xi 
('a {a, b} {a, b} xt 
Then 
and 
a(xlxe) A ~3 = {a(ab), a(ba), a(aa), a(ab)} 
a(xlx2) A ~1 u a(xlX2) A ~2 = {a(aa), a(bb)}; 
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also, 
a(xxxl) A & = (a(x,x2) " (x l ,  x , ) )  A ~ 
= a(xlx2) A ((Xl ,  Xl) A ~3) 
= a(xlx~) A (({a, b}, {a, b})) 
= a(XlX,) A ~:.. 
Befo re proving the analog of 5.4, we must verify a distributivity property of A. 
LEMMA 7.6. (u V,) A ~: = I.)i (Vi A $). 
Proof by 7.5(1). 
We are now in a position to prove the associativity of A, first in the limited form, 
for an E 27. 
LEMMA 7.7. 
Proof. 
(~ .A  tS)A ~: = ~.A  (~A ~). 
(,,. A ~) A ~: = ~o(;(xO --. [(x.)) A 
= U "'" U a( t l " " tn )  A 
tle~(z 1) tn~(x n) 
7.4 
7.5(1), 7.3 
= U "'" U ~o(t, A ~:'"tn A ~:) 7.5(3),  7.4 
tle~(z 1) tne~(x)~ 
:,o(u u 
tle~(xl) tne~(x n) 
= ~a([(Xl) A ~ "'" ~(X.) A ~:) 
= ~o(~ s ~(X,)"'" ~ A ~:(x.)) 
= ,,. A (~ A ~). 
7.2 
7.5(1) 
7.5(2) 
7.4 
And the extension of 7.7 is given by 
LEMMA 7.8. (t A ~) A ~: = t A (g A $). 
Proof by induction on t paralleling the proof of Lemma 5.4. Analogous to 5.4.1, 
the detailed inductive proof yields as corollaries: 
7.8.1. VA(~A~:)=(VA~)A~: ;  
7.8.2. CA  ( [A  ~) =(CA ~)A ~. 
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With the associativity stated in 7.8.2, we have another algebraic structure 
pTx,z = ((PTz.z) z, A, l z )  which is again a monoid and which we will also call a 
pretheory. The nondeterministic finite state transformations will involve morphisms 
into this pretheory. 
EXAMPLE 7.3. For ~ : X-+pTz.x,  assume that for some m, ~(xi) = xi for i > m 
and that 7/(x) is finite for every x. Define 7" in the natural way, ~/0 = lx , ~7k+1 = ~k A ~? 
and n*(x) = U~ n~(x) 9 With reference to Mezei and Wright [21], ~7 corresponds to a 
"system of equations" (written xi = 7/(xi)). In pTz.z, the "system function" (as a 
function of ~) is 7" ~ s e and the minimal fixed point of the system of equations is 
~* /k  0, the sets defined by ~7 are ~7" A 0(x~) = ~*(x;) A 0, i = 1,..., m. 
8. NONDETERMINISTIC FINITE STATE TRANSFORMATIONS 
Nondeterminism is, as usual, introduced by letting the basis function have values 
which are sets. Thus, a nondeterministic finite state transformation (NFST) ~ from Tz 
into T o is determined by a triple (S, S o , r )  where S is the finite set of states, the 
initial states are S o and ~- :Z"X  S--~pTo.xx s with r (an,s  ) a finite subset of 
To,{x 1 ..... ,,}xs. The extension to g : Tz.z x S--+PTs~.zzs i identical in form to 6.5. 
8.1. (0) ~(~, s) = (z, s); 
(1) e(,7) = ~s ;  
(2) ~(~. "7, s) = ~(~., s) A ~(n)- 
For t ~ Ts,z, 
-~(t) = U -~(t, s) = -~(t, So) 
szS  o 
and by the restriction above, for t ~ Ts ,  e(t) _C T o . 
As in Section 6, the following lemma can be interpreted as saying that .~ is extended 
to a morphism of Tz.z into pTz .z  9 
LEMMA 8.2. ?(t" ~, S) = ?(t, S) ~ ?(~). 
Proof. The proof is identical in form to that of 6.7 wi th/k  replacing 9 (where the 
operation is in PTo,zxs), 8.1 replacing 6.5 and 7.8 replacing 5.4. 
As a corollary to the proof of 8.2, analogous to 6.7.1, we obtain 
COROLLARY 8.2.1. "~(~ " ~:) --  "~(V) A "~(~). 
360 THATCHER 
As in Section 6, the pure NFST's  are obtained when ] S I = 1 and the states can 
be eliminated from the notation. 
EXAMPLE 8.1. Let e be a pure NFST  from {a,b,c}* into Ta,  where 
Q0 = {0, 1}, 01 = $22 = 03 = {a} and ~, is given by 
a b e A 
a(xxxl) {a(1), a(xx 1xx) {a(O), a(Oxd} 0 
a(xxl), a(lxl)} 
Then 
because 
and 
Also, 
fre(cn(A)) = {O k I 1 ~< k ~< n + 1} 
f,e(A) =p{0} = 0 
e(cn+l (A) )  = {a(0), a(0, Xl) } /~ ({(On)) = {a(0)} k2 {a(0, t) [ t E e(c~)}. 
fre(bcn(A)) = {0'~10 k ] 0 ~< m, k ~< n + 1}. 
Finally, e(a~(xl)) isthe balanced binary tree labeled with"a" such thatfre(a~(xl)) = x~ ~. 
Looking at e(a~bc~(A)), by Lemma 8.2, this is e(ar(x~)) A &(bc~(A))) and the frontier 
of any expression in this set has 2 ~ l's with an arbitrary number (~ n) of O's, between 
each occurrence of 1. 
To attack the question of the composition of nondeterministic transformations, 
we will first consider a special case. Let -~ be a (deterministic) FST  from Tz into Ta 
and let/5 be a nondeterministic FST  from Ta into Ta where ~ and 15 are determined by 
(S,  So, z)  and (U, U0, p), respectively. Define (nondeterministic) /2 by 
(S  X U, {So} x U o ,/z) where ff is defined by 6.10, (i.e.,/~(a~, s u) =/5(r(cr,~, s), u)). 
LEMMA 8.3. With the definitions above, 
/2(t, s, u) :/5(~(t, s), u). 
Proof. Again, the proof exactly parallels that of Lemma 6.9 with appropriate 
replacements of z~ for 9 and of 8.1 for 6.5 and 8.2 for 6.7. 
With Lemma 8.3, we can now show that/2 yields the composition of 9 and fS. 
LEMMA 8.4. fi(t) =/5-~(t). 
Proof is immediate from Definitions 8.1 and 6.5 and Lemma 8.3. 
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COROLLARY 8.5. An 7 nondeterministic f nite state surface set is obtained as the 
image of a local set. 
Proof. The recognizable sets are projections of local sets (3.5) and a projection 
(cf. 6.11) followed by an NFST  is still an NFST  (8.4). 
We have proved a special case of a desirable composition result. The following 
lemma would make that general result particularly interesting. 
LEMMA 8.6. Any local subset of Tz is the image of a* under a nondeterministic 
finite state transformation. 
Proof. Since we will be looking at ? defined on a*, the values of ~- are in Tz.(~l}• 
and we can identify (x l ,  s) with s. Let G = (R, So) be a context-free grammar 
over 2:. Let r be determined by (Z, So, p) where 
8.6.1. (0 )p (A ,a )= l~ ~} otherwise, if (a ,h )  eR;  
(1) p(a, a) = {a(w) I w e Z+ and (~, w> e R} U {a}. 
Then we claim 
8.6.2. " * p(a , a) : D,~. 
This, of course, implies t~(a*) = T(G) since T(G) is just the union of D~ for a e So. 
We will omit the details of the proof of 8.6.2. It consists of showing that p(a , a) C D e 
and that the collection * * {p(a , a)}o satisfies 3. I. Because 3.1 is inductive, this yields the 
required result. 
With Lemma 8.6 and a general composition result, we would have that every non- 
deterministic surface set could be obtained as the image of a*, under a nondeter- 
ministic transformation, a very interesting and useful fact. Of course, we are leading 
to a negative result. 
EXAMPLE 8.2. Let ~ : a* -+p{a, b}* be determined by p(a) ---- {a(x~), b(Xl) } and 
p(A) = A. Then p(a"(A)) ----- {w(A) 1 w e {a, b}* ^  lg(w) = n}. 
LEMMA 8.7. The nondeterministic ransformations are not closed under composition. 
Proof. We will consider ~ : a* --+p{a, b}* of Example 8.2 and -~ : {a, b}* --~ T a of 
Example 6.3. These are both very special cases; e is deterministic (and pure) and thus 
we have a situation dual to the condition of Lemma 8.4. Also t5 is pure and, in fact, 
/5(a*) is local. But the composition, $t5 is not a nondeterministic finite state transforma- 
tion. 
Recall that fi(a"(A)) = {w(A) { w ~ {a, b)") and e (w(A)) is the balanced binary tree 
with the n-th level labeled with the n-th symbol of w. So $~(a"(A)) is the set of balanced 
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binary trees of height n + 1 labeled with {a, b} subject o the restriction that all nodes 
on a given level have the same label. Call this set En 9 Observe that if t is not a variable 
and if t A • C E n then each ~7(z) for z ~ var (t) must be a singleton. For if t l ,  t 2 ~ n(z) 
then one can substitute for all but one occurrence of z in t--call the result t ' (z)- -and 
obviously there is a unique t" such that t(t") ~ En,  i.e., not both t'(ta) and t'(t2) can 
be inE  n for t l~t  2. 
Now assume that $/5 is a NFST  determined by (S, So, t~)- Let E'n. s = ~(an(A), s). 
Then we must have [,)s~s0 E'~.s = E n . But by Lemma 8.2, E'n+l, s = t~(a(xl), s) A71, 
when ~7(xl, s') = ~(a~(A), s'). By the observation above, all ~(an(A), s') must be single- 
tons when (x l ,  s') occurs as a variable in t ~ t~(a(x~), s). Thus I E'n+l.s ] ~ [/L(a(xi), s)l 
and therefore [ U~s ~ E'n., I is bounded, whereas [E~+ 1 [ = 2 n. This is a contradiction 
and therfore $/5 is not an NFST.  
9. CONCLUSION 
Language theory has, to a large extent, dealt with classification and recognition 
problems for subsets of a free monoid. Quite frequently a family of languages i defined 
by some automaton or production model and a standard list of closure, decidability, 
and inclusion (relative to other families) questions are investigated. This is a familiar 
procedure and it has proved fruitful. The introduction of translations and transforma- 
tions [19, 12, 31, 22, 20, 26, 2, 23] opens a very interesting area for language theorists. 
It appears to be an area with considerable promise of application to questions of 
syntax and semantics of programming languages and to the analysis of natural lan- 
guages. 
It is the author's contention that "transformation theory" is distinctly a new area of 
language theory, one in which caution should be exercised in applying the judgments 
and procedures of the past. Without such caution, transformation theory will only 
provide a new cycle of applications of the old familiar procedure. For each family of 
languages Y (with which one can associate derivation trees) and for each transforma- 
tion definition X, one obtains a new family of languages, the X-translations of Y-lan- 
guages, a veritable Pandora's box of families of languages (PFL). 
These possibilities do not nearly exhaust the potential applications of the above 
procedures to transformation theory. For example, one can generalize Post production 
systems for expressions. For purposes of completeness and in the hope of promoting 
interest in the subject, we include the definition here. 
A production system over 27 consists of a triple ~ = (g2, P, A)  where f2, disjoint 
from 27, is a ranked alphabet of syntactic variables, A C_ Tr is a set of axioms and 
P _C Ts~wr • Tgur the set of productions. For t 1 , t 2 ~ Tx, t 1 -+8 t~ if and only if 
there exists a pure transformation -~ : Tgu Z--+ Tr which is the identity on T~ and a 
production (tl' , t2' ) 6P  such that -~(t{)= t,.  The relation =>8 is the transitive 
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reflexive closure of - -~ .  The set of theorems of 9 ~ is T(~) = {t [ t' ~ t for t' c A}. 
In the monadic case, this definition reduces to Post canonical systems. The general 
definition lends itself to all the restrictive forms (with even more potential for variation 
in each category) that have been considered for Post systems. 
Although this area is quite open for investigation, it is not completely untouched. 
Brainerd, in his thesis, [7], considered "regular tree grammars" which, in the context 
of the definition above, formally generalize Post systems with productions of the form 
Xw- -~ Xv  (X, a syntactic variable, w, v e Z*), the left regular systems considered 
(together with right-regular) by Biichi [8]. Brainerd proves the result generalizing 
Biichi's, that a set is recognizable if and only if it is the set of theorems of a regular 
tree grammar. Further development of transformation theory or generalized finite 
automata theory should explain this predictable result without recourse to a recon- 
struction of the original proof in the generalized context. 
A second paper, which is related to generalized production systems, is by Peters and 
Ritchie [22]. These authors, attempting to formalize the notion of grammatical trans- 
formation (cf. [1 I]) arrived at a rather complicated efinition which is similar to the 
concept of production specified above. The exact nature of the relationship requires 
further investigation, but it is clear from the results in Peters and Ritchie, [22] that 
their transformational l nguages fall outside the area of finite state transformational 
languages defined here. 
The principal definition given here, that of nondeterministic f nite state transforma- 
tion, is closely related to the one investigated by Rounds [26]. Consider a finite state 
machine (gsm) with two adjacent reading heads on its input tape. Depending on the 
current state and two current input symbols, the machine changes tate, produces an 
output word, and moves the two adjacent reading heads one square to the right. In 
the same sense that this model generalizes the one described in the beginning of 
Section 6, so Rounds' definition generalizes ours. 
By way of example, a two-level (deterministic) transformation ? is determined by a 
basis map -r : Z"  • S --~ Tz,x• where 27" = {a(w) I ~ ~ Z, w ~ Z* and r(cr, lg(w))}. 
The extension of ~- parallels 6.5. 
9.1. (0) -~(z, s) = <z,s); 
(1) 9(*/) = ~s ;  
(2) ~(~n "~7, s) = ~-(o(top(~(xx))... top(~/(xn)), s). r 
So Round's definition includes 6.5 as a special case, but it certainly does not limit the 
possibilities. There are n-level transformations generalizing the finite state machine 
model with n adjacent reading heads. 
From the point of view of language theory, one immediately observes that nothing 
new is obtained with these generalizations. For any recognizable set V over Z and 
two-level transformation ~, one can find a new recognizable set V' over an extended 
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alphabet (say, {(a, w) l a ~27, w ~Z'* and r(a, lg(w))}) such that ?(V) = ?'(V') for 
some transformation ?' as defined in Section 6. But the distinctions are not to be 
dismissed because there are new transformations with increased number of levels and 
if V happens to be the set of derivations of some given programming language and one 
is interested in translations of that language, then a new V' and a simpler ?' might 
not be of interest. 
Rounds' thesis is illustrative of another aspect of what we are calling transformation 
theory. Whereas conventional language theory could be assessed as having, as a basic 
component, the theory of 27* under concatenation, likewise, transformation theory 
(or general automata theory) is based on the theory of the set of Z-expressions under 
substitution. One is more familiar with the former structure and some care must be 
taken with the latter; Sections 5 and 7 deal specifically with that area. 
In the abstract, which preceded this paper, it was stated that every nondeterministic 
transformational language is context-sensitive. The author's proof of that result 
depended on closure under composition of the nondeterministic transformations. 
But the closure theorem which Rounds had stated turned out to be false 16 (Lemma 
8.7) so that the inclusion of the nondeterministic languages in the class of context 
sensitive languages remains a strong conjecture. It appears as though Rounds' errone- 
ous statement and the author's conviction about the result can be traced to an impre- 
cise treatment of substitution. 
Rounds suggests a connection between the indexed languages defined by Aho [1] 
and the nondeterministic transformational l nguages. M. Fischer [16] defines macro- 
grammars and from this concept, the classes of outside-in (OI) and inside-out (IO) 
languages. He proves that a language is indexed if and only if it is OI. Because of the 
algebraic framework of Fischer's work, the connection between the macrolanguages 
and the transformational l nguages i even more striking. Example 8.1 yields a non- 
deterministic transformational l nguage which is Fischer's example of an OI language 
which is not IO. An attempt o investigate the relationship between the IO languages 
and the transformational language led to another area of interest. In applications to 
translations of programming languages, it would not be unreasonable to consider two 
(or more) transformations, 71 and ?2, acting in parallel, with the final result of the 
operation being a map ? obtained as some combination of the ?i .  For example, con- 
sider 71 on a* determined by ({So, sl} , So, r )  where 
Tl (a ,  So) =- a($o$1) , 7-1(a, Sl) = a($1$1) , 
r l (A  , So) = a(XlCXl) and r l (A  , Sl) = a((.Xl). 
le Contrary to Rounds' claim (and proof), neither are the two-level deterministic trans- 
formations closed under composition. Indeed, an earlier version of this paper contained a proof 
of the closure of the linear nondeterministic transformations under composition. That proof 
also turned out to be in error. The author is grateful to B. K. Rosen for pointing out this problem. 
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Also, let "?2 be defined by %(a) = a(Xll ) and r2(A ) = 1. Then the frontier of "?l(a ~, So) 
is xl(eXl) 2~+1-1 and if we define "?(t) --  "?l(t, So)" ("?2(t)), then fr"?(a*) is the language 
L 2 [16] which is IO but not OI. Such compositions of transformations provide a 
broad area for further study. 
We have already mentioned a connection with the work of Eilenberg and Wright [14] 
and Mezei and Wright [21] (Examples 5.3 and 7.3, respectively) and indicated the 
need for further investigation in the former case with the discussion of "pretheories" 
in Section 5. In Section 7, we used the notation pTa.z for the monoid obtained with 
the substitution operation A.  One might have expected to have seen the notation 
t~,z .  This latter notation already has a meaning (cf. 7.1); it denotes the monoid with 
carrier p(TZ.z) and complex operation u .  v = {~7" ~b I ~/~ u and ~b ~ v}. Substitution 
in this subset structure gives rise to a new concept of nondeterministic transformation 
which bears the same relationship to the definition in Section 8 as Rose's work [25] 
(extended efinable sets) bears to that of Mezei and Wright [21] and Ginsburg and 
Rice [17]. These relationships will be investigated in a forthcoming paper [30]. 
Studies in the area of syntax-directed translations have been restricted to very 
special cases of the finite state transformations. We have already seen the importance 
of linear transformations in Section 9. As a further restriction, 
f rx•  = (x ls l )  "'" (xn , sir) 
for every t e r(an, s), r will be called simple. Thus, every simple transformation is
linear and rank-preserving, but not conversely. 
The class of syntax-directed translations (Irons, [19]; Lewis and Stearns, [20]; 
Aho and Ullman, [2]) correspond to the class of linear rank-preserving pure trans- 
formations. The simple syntax-directed translations correspond to the simple pure 
transformations. The generalized Syntax-directed translation schemes of Aho and 
Ullman [3] correspond to the two-level deterministic finite state transformations. 
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