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Special issue on dialog systems for health communicationAlthough the majority of research in medical informat-
ics is focused on technologies that assist health profession-
als, there is an emerging interest in developing automated
systems that can directly provide health services to patients
and consumers. These systems represent a paradigm shift
from a model in which all health services are provided by
professionals to one in which professional services are aug-
mented with those provided by computers in order to pro-
vide more timely, continuous and comprehensive care than
would otherwise be possible. Applications such as home-
based or clinic-based patient education, counseling, screen-
ing, and monitoring are well within the reach of current
technology and much can be accomplished with relatively
simple methods.
For some applications—such as lifestyle health behavior
change or health education for consumers—automated sys-
tems provide access to health counseling services that
would otherwise be beyond the reach of many individuals,
either because of cost, access or convenience issues. For
other applications—such as chronic disease manage-
ment—automated systems can work with health providers
to augment care by providing more frequent monitoring,
feedback, and counseling to patients than would otherwise
be possible, and involve providers in the care process only
on an as-needed basis when problems are detected or for
routine checkups (see Fig. 1). With wearable and wireless
technologies, the automated monitoring and counseling
loop can become continuous, providing feedback and ad-
vice to patients immediately upon the detection of a medi-
cal or behavioral problem. With telemedicine technologies,
the time between problem detection and provider involve-
ment can also be minimized.
Automated health education and counseling programs
have been shown to be eﬀective using existing technology
and relatively straightforward methods. These programs
can function with as little as a single numeric input from
a patient in a response to a prompt for a measured param-
eter (e.g., weight, blood glucose), self-reported behavior
(e.g., minutes of exercise), or symptoms (e.g., dyspnea).
Simply asking patients about their health status or behav-
ior raises their awareness level and has shown to be eﬀec-
tive for some kinds of health behavior change (e.g., [1]),
as is routine goal setting and follow up. Thus, these systems1532-0464/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2006.02.002need not have extensive medical or psychotherapeutic
knowledge in order to function eﬀectively. However, as
they gradually evolve in sophistication, they will require
more knowledge and more powerful reasoning abilities.
The most fundamental requirement for any of these sys-
tems is that they somehow communicate with consumers
and patients to obtain information and deliver information
and counseling. While information can be communicated
using a variety of media, including text, web pages, and
audio alerts, true counseling—involving the elicitation of
information from a patient, negotiation of treatment plans,
motivation, goal setting, and tracking progress over time—
requires an ongoing interactive dialog with the patient in
which each message from the system is ﬁnely tailored to
their personal characteristics, the current situation, and
all that has been communicated before. When performed
in an interactive fashion, in which system and patient mes-
sages are relatively brief, synchronous, and interleaved—
emulating a human conversation—the result is a health
dialog system, and decades of work in computational lin-
guistics, artiﬁcial intelligence and speech processing can
be leveraged in its construction.
Health dialog systems that have been developed and
evaluated in clinical trials to date use very constrained
forms of interaction that are extremely limited compared
to natural human face-to-face conversation. Everyday con-
versational phenomena such as interruptions, acknowl-
edgements and requests for clariﬁcation (‘‘grounding’’
behavior [2]), omissions (‘‘ellipsis’’), implications (such as
‘‘indirect speech acts’’ and ‘‘conversational implicature’’
[3]), self-corrections (one type of ‘‘speech disﬂuency’’ [4]),
and nonverbal behavior (such as hand gestures [5]) are,
for the most part, not accounted for. Developing systems
that can recognize and respond to these conversational
behaviors represent another future direction of research
for health dialog systems and dialog systems in general.
The seven papers in this special issue span the continu-
um from summaries of systems developed and evaluated
in clinical trials to systems that push the boundaries of
what is possible using today’s technology. The papers also
report on health dialog systems that use a variety of com-
munication media, from typed text, to telephony to ‘‘em-
bodied conversational agents’’ which are designed to
Fig. 1. Augmented chronic disease management system.
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character.
The ﬁrst paper, by Migneault et al. [6], provides a sum-
mary of lessons learned from twenty years’ experience
building telephone-based, interactive voice response (IVR)
systems for a variety of medical applications. These systems
have been evaluated in a number of NIH-funded clinical tri-
als and found to be eﬀective at changing a range of health
behaviors including physical activity, diet, smoking, medi-
cation adherence, scheduled oﬃce visit attendance, and dis-
ease related self-care behaviors. The authors provide a
wealth of guidance and tips for researchers who are interest-
ed in developing IVR systems for new medical applications,
including information on how to structure the dialogs as
well as their development methodology.
The next two papers cover the other end of the develop-
ment continuum, and represent important directions for
future research in this ﬁeld. The ﬁrst, by Beveridge and
Fox [7], describes methods for automatically managing dia-
log based on deep representations of knowledge (medical
ontologies and guidelines), rather than being scripted by
health professionals and system developers, as is the case
with most IVR systems built to date. Knowledge-based
dialog systems hold the promise of greater scalability, ﬂex-
ibility and veriﬁability compared to scripted systems, and
are able to accommodate a wider range of conversational
phenomena, such as mixed-initiative dialog. Further, while
initial knowledge-based systems currently take signiﬁcantly
longer to implement than scripted ones, knowledge-based
systems have the potential to be adapted to new applica-
tions in much less time than it takes to build new scripted
systems from scratch. Beveridge and Fox demonstrate this
potential by adapting their initial knowledge-based dialog
system (developed for a breast cancer referral advisory sys-
tem) to a new domain (genetic risk assessment).
The paper by Allen et al. [8] describes a conversational
speech-based dialog medication advisor system. This sys-
tem is based on a decade of work in building intelligent
speech-based dialog systems in other domains and repre-
sents one of the most comprehensive research eﬀorts in this
area. The system that is actually implemented and de-
scribed is fairly narrow in scope, but is very deep in that
all requisite processing elements—from automated speech
recognition, natural language processing, interpretation,
reasoning, text generation, and speech synthesis—have
been developed by the researchers and integrated into arunning system. The authors also describe some of the very
challenging problems that arise, when trying to build dia-
log systems that accommodate unconstrained speech input
and how they have provided solutions to some of these.
The next two papers describe health dialog systems that
feature embodied conversational agents (ECAs) as their
interaction medium [9]. ECAs emulate face-to-face interac-
tion with another person by including nonverbal conversa-
tional behavior—such as hand gestures, eye gaze cues,
posture shifts, and head nods—in the interface via an ani-
mated character on the computer. The ﬁrst paper in this
area, by de Rosis et al. [10], presents a dietary advisory sys-
tem that features an ECA for system output (speech and fa-
cial animation) and typed text for user input. The focus of
the work presented in the paper is a methodology for deriv-
ing rules that can automatically identify user attitudes,
intentions and behavior (e.g., behavior stage of change,
attitude towards the ECA) from users’ typed text inputs.
Part of their methodology relies on a ‘‘Wizard-of-Oz’’ tech-
nique; a common method used in building dialog systems
in which part of an automated system is replaced by a hu-
man confederate for testing purposes (unbeknownst to
users) [11].
The second ECA paper by Hubal and Day [12] describes
the evaluation of a system for training researchers in prop-
er informed consent procedures. ECAs have been used in
pedagogical systems for the last decade, in which the
ECA acts as a tutor. Hubal and Day’s system, however,
falls into the category of ‘‘interactive pedagogical drama’’
in which the user conducts an interaction in which he/she
takes on a pre-deﬁned role and the ECA takes on another
role for pedagogical purposes [13]. Their system features an
ECA that plays the role of a study subject, and trainees
(researchers) using their system must answer the ECA’s
questions related to ethical issues in human subjects studies
(e.g., ‘‘Do I have to participate in this study?’’). In their
evaluation, they found that novices who practiced with
the ECA were later more eﬀective in performing informed
consent procedures compared to those who were trained
using only written materials.
The next paper by Lacson et al. [14] is not a true inter-
active dialog system, but an approach to the automated
analysis of spoken dialog within a healthcare context, spe-
ciﬁcally telephone conversations between nurses and dialy-
sis patients. The authors describe a supervised machine
learning approach to automatically classify the semantic
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then use these classiﬁcations to produce automatically gen-
erated summaries of conversations. While the methods are
currently used on inputs that have been manually tran-
scribed and tagged, they may ultimately lead to methods
that can produce automatically generated summaries of
provider-patient telephone calls.
The last paper, by Bickmore and Giorgino [15], is the
methodological review paper for this special issue. They
start by providing a brief overview of the theory underlying
dialog systems, and then discuss the features of health dia-
log systems that make them unique and an especially chal-
lenging application domain from the perspective of
computational linguistics. They then provide an outline
of the wide range of technologies and development, deploy-
ment and evaluation methods that have been used by
researchers building health dialog systems, and provide
several examples of systems that are not covered in the
other articles in this issue.Acknowledgments
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