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Abstract
We study the global convergence of a two-parameter family of conjugate gradient methods in which the
line search procedure is replaced by a 3xed formula of stepsize. This character is of signi3cance if the line
search is expensive in a particular application. In addition to the convergence results, we present computational
results for various conjugate gradient methods without line search including those discussed by Sun and Zhang
(Ann. Oper. Res. 103 (2001) 161–173). c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Conjugate gradient (CG) methods are quite useful in large-scale unconstrained optimization. For
a general unconstrained problem
min
x∈Rn
f(x); (1.1)
the CG method has the following form:
xk+1 = xk + kdk ; (1.2)
dk =
{−gk for k = 1;
−gk + 	kdk−1 for k¿ 2;
(1.3)
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where gk =∇f(xk) and k is a stepsize. 	k is a scalar given by diEerent formulae which result in
distinct CG methods. Several famous formulae for 	k are given by
	HSk =
gTk yk−1
dTk−1yk−1
([8]); (1.4)
	FRk =
‖gk‖2
‖gk−1‖2 ([7]); (1.5)
	PRPk =
gTk yk−1
‖gk−1‖2 ([11; 12]); (1.6)
	CDk =
‖gk‖2
−dTk−1gk−1
([6]); (1.7)
	LSk =
gTk yk−1
−dTk−1gk−1
([9]) (1.8)
and
	DYk =
‖gk‖2
dTk−1yk−1
([5]); (1.9)
where ‖ · ‖= ‖ · ‖2 and yk−1 = gk − gk−1.
Recently, Dai and Yuan [4] proposed a three-parameter family of conjugate gradient methods.
Their formula is
	k =
(1− k)‖gk‖2 + kgTk yk−1
(1− k − !k)‖gk−1‖2 + kdTk−1yk−1 − !kdTk−1gk−1
(1.10)
with k ∈ [0; 1]; k ∈ [0; 1] and !k ∈ [0; 1− k], which subsumes all the above well-known methods
as its special cases.
In the implementation of any CG method the stepsize k is often determined by certain line search
conditions such as the Wolfe conditions, namely
f(xk + kdk)− f(xk)6 kgTk dk ; (1.11)
g(xk + kdk)Tdk¿ gTk dk ; (1.12)
or the strong Wolfe conditions, namely (1.11) and
|g(xk + kdk)Tdk |6− gTk dk ; (1.13)
where 0¡¡¡ 1. These types of line search involve extensive computation of function values
and gradients, which often becomes a signi3cant burden for large-scale problems. Most recently,
a simple stepsize formula is proposed by Sun and Zhang [13] for 3ve CG methods, including
the methods of Hestenes–Stiefel, Fletcher–Reeves, Polak–RibiLere–Polyak, Fletcher, and Dai-Yuan
above. In this paper we continue their research and study the convergence property of the Liu–
Storey method. In fact, we show a slightly more general results by proving the global convergence
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of the Dai–Yuan family when =1 and k and !k are constant. That is, we assume that 	k and k
are updated by
	k =
gTk yk−1
(1−  − !)‖gk−1‖2 + dTk−1yk−1 − !dTk−1gk−1
(1.14)
and
k =−gTk dk=‖dk‖2Qk ; (1.15)
where ‖dk‖Qk =
√
dTk Qkdk ; ∈ (0; min=) is chosen such that =min¡ 1;  is a Lipschitz constant
de3ned in Assumption 2.1 below, and {Qk} is a sequence of positive de3nite matrices satisfying for
positive constants min and max and all d∈Rn that
mindTd6dTQkd6 maxdTd: (1.16)
We have implemented methods (1.4)–(1.9) and shall present our computational results later in this
paper. Generally, we 3nd the success of the no-line-search methods depends on the choice of Qk .
The most obvious choice of Qk ≡ I (the unit matrix) is often not so good. A quasi-Newton update
of Qk is more acceptable and it requires no more gradient evaluation in each iteration.
The rest of this paper are organized as follows. Some preliminary results on the CG method
without line search are given in Section 2. Section 3 includes the main convergence properties of
the two-parameter family of CG methods without line search. Numerical experiments and discussions
are given in Section 4.
2. Preliminaries
In this section, we 3rst make an assumption that is commonly used in the literature. Then we list
some relations, all of which are independent of the choices of 	k .
Assumption 2.1. The function f is LC1 and strongly convex in a neighborhood N . In other words;
there exists ¿ 0 and ¿ 0 such that ‖∇f(xk+1) − ∇f(xk)‖6 ‖xk+1 − xk‖ and [∇f(xk+1) −
∇f(xk)]T(xk+1 − xk)¿ ‖xk+1 − xk‖2 for any xk ; xk+1 ∈N .
If the stepsize is given by formula (1.15), then the following recursion holds.
Lemma 2.2. Suppose that xk is given by (1.2); (1.3) and (1.15). Then
gTk+1dk = kg
T
k dk (2.1)
for all k with 0¡k = 1− k‖dk‖2=‖dk‖2Qk and
k =
{
0 for k = 0;
(gk+1 − gk)T(xk+1 − xk)=‖xk+1 − xk‖2 for k =0:
(2.2)
Moreover; if k =0; then k ¡ 1− =max.
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Proof. See [13; Lemma 1 and Corollary 3].
The following is an important result which is used to prove the convergence properties of CG
methods.
Lemma 2.3. Suppose that Assumption 2.1 holds and xk is given by (1.2); (1.3) and (1.15). Then
∑
dk =0
(gTk dk)
2
‖dk‖2 ¡∞: (2.3)
Proof. See [13; Lemma 4].
3. Global convergence of the two-parameter family of CG methods without line search
In this section, we discuss the convergence properties of a two-parameter family of CG methods,
in which 	k is given by
	k =
gTk yk−1
(1−  − !)‖gk−1‖2 + dTk−1yk−1 − !dTk−1gk−1
; (3.1)
where ∈ [0; 1] and !∈ [0; 1− ], namely, this is a subfamily of (1.10) with 3xed k = 1, k = 
and !k = !.
Remark. We take special care of the case that the denominator of (3.1) is zero. First; we stipulate
that dk−1 = −dk−1 if gTk−1dk−1¿ 0. This will not change xk since k−1 and dk−1 simultaneously
change signs in (1.2). In such a way it is guaranteed that gTk−1dk−16 0 for all k. This approach
was 3rst proposed by Dai and Yuan [3]. Second; if the denominator of 	k is zero; namely
0= (1−  − !)‖gk−1‖2 + dTk−1yk−1 − !dTk−1gk−1
= (1−  − !)‖gk−1‖2 + (k−1 −  − !)gTk−1dk−1; (3.2)
then; independent of the values of  and !; it must hold that gTk−1dk−1=0. This implies that k−1=0
and thus xk = xk−1 and yk−1 = 0. Therefore the numerator of (3.1) is also zero. In this case we
simply de3ne 	k = 0.
Lemma 3.1. Under Assumption 2.1; the method de6ned by (1.2); (1.3); (1.15) and (3.1) will gen-
erate a sequence {xk} such that f(xk+1)6f(xk).
Proof. By the mean-value theorem we have
f(xk+1)− f(xk) = Ng T(xk+1 − xk); (3.3)
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where Ng = ∇f( Nx) for some Nx∈ [xk ; xk+1]. Now by the Cauchy–Schwartz inequality; (1.15); and
Assumption 2.1 we obtain
Ng T(xk+1 − xk) = gTk (xk+1 − xk) + ( Ng− gk)T(xk+1 − xk)
6 gTk (xk+1 − xk) + ‖ Ng− gk‖ ‖xk+1 − xk‖
6 gTk (xk+1 − xk) + ‖xk+1 − xk‖2
= kgTk dk + 
2
k‖dk‖2
= kgTk dk − kgTk dk‖dk‖2=‖dk‖2Qk
= kgTk dk(1− ‖dk‖2=‖dk‖2Qk )
6−(1− =min)(gTk dk)2=‖dk‖2Qk ; (3.4)
i.e.;
f(xk+1)− f(xk)6− (1− =min)(gTk dk)2=‖dk‖2Qk6 0 (3.5)
which implies f(xk+1)6f(xk).
Lemma 3.2. Under Assumption 2.1 and lim inf k→∞ ‖gk‖ =0; one has 	k → 0 as k →∞ where 	k
is de6ned by (3.1).
Proof. Suppose that ‖gk‖¿  for all k. From Lemma 2.3 we have∑
k
‖xk+1 − xk‖2 =
∑
k
‖kdk‖2 =
∑
dk =0
(gTk dk)
2
‖dk‖4Qk
‖dk‖26 12min
∑
dk =0
(gTk dk)
2
‖dk‖2 ¡∞: (3.6)
Hence ‖xk+1 − xk‖2 → 0 and yk−1 = gk − gk−1 → 0.
We consider two cases. First, if both  and ! are zero, then
	k =
gTk yk−1
(1−  − !)‖gk−1‖2 + dTk−1yk−1 − !dTk−1gk−1
=
gTk yk−1
‖gk−1‖2 → 0: (3.7)
Thus the lemma is true. Second, if at least one of  and ! is not zero, we claim that for large k
gTk dk6− 12 2: (3.8)
In fact we have gTk−1dk−16 0 by the remark above. If g
T
k−1dk−1 = 0, one has g
T
k dk =−‖gk‖2. Thus
(3.8) is true. If gTk−1dk−1¡ 0, then by Lemma 2.2
gTk dk = g
T
k (−gk + 	kdk−1)
= −‖gk‖2 + k−1g
T
k yk−1
(1−  − !)‖gk−1‖2 + (k−1 −  − !)dTk−1gk−1
gTk−1dk−1
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6−2 + |k−1g
T
k yk−1|
|k−1 −  − !| : (3.9)
Thus for suOciently large k (3.8) is also true.
From (3.1) and (3.8) we have
|gTk yk−1| = |	k | |(1−  − !)‖gk−1‖2 + (k−1 −  − !)dTk−1gk−1|
¿ |	k |[(1−  − !)2 + ((1− k−1) + !)2=2]
¿ |	k |[(1−  − !)2 + (=max + !)2=2]: (3.10)
Hence we also have 	k → 0 in the second case.
Theorem 3.3. Under Assumption 2.1; the method de6ned by (1.2); (1.3); (1.15) and (3.1) will
generate a sequence {xk} such that lim inf k→∞ ‖gk‖= 0.
Proof. Suppose on the contrary that ‖gk‖¿ . By the boundedness of the level set (Lemma 3.1)
that both {xk} and {gk} are bounded. Since lim inf k→∞ ‖gk‖ =0; by Lemma 3.2 we have 	k → 0.
Since
‖dk‖6 ‖gk‖+ |	k | ‖dk−1‖; (3.11)
we conclude that {‖dk‖} is uniformly bounded. Thus we have
|gTk dk | = |gTk (−gk + 	kdk−1)|
= ‖gk‖2 − |	k | ‖gk‖ ‖dk−1‖
¿ ‖gk‖2=2 (3.12)
for suOcient large k. Then there exists ¿ 0 so that
(gTk dk)
2
‖dk‖2‖gk‖2 ¿
1
4
‖gk‖2
‖dk‖2 ¿  (3.13)
for suOcient large k since ‖dk‖ is bounded above; which implies∑
dk =0
(gTk dk)
2
‖dk‖2 =∞: (3.14)
This is a contradiction to Lemma 2.3.
4. Numerical experiments and discussions
In this section, we present the numerical experiments of methods (1.4)–(1.9). We tested methods
(1.4)–(1.9) on a PC (CPU: Pentium 266). The 18 test problems come from [10]. We use the same
parameters and convergence criteria in [1] for four numerical test and compare our results with those
in [5].
X. Chen, J. Sun / Journal of Computational and Applied Mathematics 146 (2002) 37–45 43
Table 1
Numerical results of CG methods with=without line search
Problem FR CD DY PRP HS LS
1 358=133 263=102 258=91 224=93 167=69 353=133
59=203 219=132 501=202 73=184 136=67 76=99
2 816=434 FAIL 225=147 442=311 638=475 449=336
839=1103 1433=2248 4388=1796 199=270 221=420 616=805
3 7=5 7=5 7=5 7=5 7=5 7=5
9=16 10=14 14=8 8=8 6=6 7=7
4 FAIL FAIL FAIL FAIL FAIL FAIL
5=5 5=5 FAIL=12 6=6 FAIL=21 6=6
5 8742=2884 7245=2546 19=13 39=29 50=40 45=36
FAIL 696=FAIL FAIL 209=FAIL FAIL 179=FAIL
6 16=7 16=7 16=7 15=9 16=7 15=9
32=32 32=32 FAIL=1660 32=32 50=53 32=32
7 4311=1456 3250=1125 8158=2736 FAIL FAIL FAIL
4042=FAIL FAIL FAIL FAIL FAIL FAIL
8 81=56 117=96 148=94 18=14 91=74 FAIL
85=696 451=888 FAIL=237 81=123 160=185 163=121
9 40=24 41=25 38=19 28=18 21=14 20=13
54=99 26=30 FAIL 1018=2251 788=FAIL 929=2114
10 14=6 14=6 14=6 14=6 14=6 14=6
523=FAIL FAIL=3749 FAIL 59=22 112=23 55=16
11 245=76 240=74 280=81 167=56 305=90 169=61
781=323 292=248 FAIL=205 FAIL FAIL=1575 FAIL
12 FAIL FAIL FAIL 2529=1357 1085=543 FAIL
1=1 1=1 1=1 1=1 1=1 1=1
13 6755=2300 2421=879 5620=1899 106=102 113=109 111=109
FAIL 3345=92 4796=4959 67=96 63=85 119=93
14 583=240 756=311 475=179 104=59 114=60 120=66
1215=FAIL FAIL FAIL 71=772 602=904 70=74
15 5934=2015 FAIL FAIL 596=247 373=170 492=220
4829=4665 FAIL FAIL 390=318 226=269 385=424
16 92=45 140=65 350=123 28=16 46=27 34=21
FAIL FAIL 169=FAIL FAIL FAIL=658 FAIL=828
17 4737=1306 2760=756 4010=1024 589=265 533=248 643=284
591=1151 FAIL=1307 FAIL FAIL=757 443=473 FAIL=557
18 2014=728 597=238 1086=376 81=39 117=60 100=50
77=76 83=59 FAIL FAIL 221=75 FAIL
There are some diEerences between the CG methods with and without line search. First of all,
since  depends on the unknown parameters min and , if the value of  is set too large in the test,
the CG methods without line search may occasionally generate an xk+1 such that f(xk)¡f(xk+1).
In theory this cannot happen if  is suOciently small, see Lemma 3.1. Once an ascent direction is
observed in practice, we reduce  by half and restart the method. Thus, the method will generate
no ascent directions after 3nite steps and 3nally converge. Moreover, in our numerical experiments
the no-line-search method with Qk = I shows bad convergence behavior. Thus we consider some
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quasi-Newton updates for Qk . Since this family allows many kinds of formulae for update Qk , we
tested both BFGS and DFP quasi-Newton update formulae and we also introduced the Powell’s skill
to deal the case of yTk dk ¡ 0, see [14].
The results for each problem by each method are shown in the form of
NF=NG
BFGS=DFP
;
where NF=NG denotes the number of function=gradient evaluations in those methods with line search,
while BFGS=DFP denotes the number of function evaluations in those methods without line search
and with BFGS=DFP update for Qk (gradient evaluations are the same in this family since in every
iteration, only one function evaluation and one gradient evaluation are needed). FAIL denotes that
the method fails to convergence within 5000 iterations or there exits numerical overRow. Generally,
it takes no more than 5 seconds (wall time) for each type of CG methods (1.4)–(1.9) with or
without line search to complete all the 18 test problems.
We notice that there are a bit more failure cases in the no-line-search scheme, but the diEerence
is insigni3cant. Note that the main diEerences between quasi-Newton methods and CG methods
without line search in updating Qk is that only the scalar dTk Qkdk is used to compute the stepsize
in the latter. Thus a possible improvement will be to construct an inner iteration to approximate the
scalar dTk Qkdk instead of directly updating Qk . This may save additional time and memory. Another
approach, as pointed to us by a referee, is using the limited memory BFGS quasi-Newton formula
to update Qk . A recent paper of Dai [2] shows that the Polak–RibiLere–Polyak method converges
even if the stepsize k ≡ 1=(4) is completely constant, which provides an interesting new direction
in theoretical research (Table 1).
In summary, our computational results show that the methods without line search can be as
eEective as those with line search. The results, we hope, can stimulate more study on the theory
and implementations on the CG methods without line search.
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