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Strong disorder in interacting quantum systems can give rise to the phenomenon of Many-Body
Localization (MBL), which defies thermalization due to the formation of an extensive number of
quasi local integrals of motion. The one particle operator content of these integrals of motion is
related to the one particle orbitals of the one particle density matrix and shows a strong signature
across the MBL transition as recently pointed out by Bera et al. [Phys. Rev. Lett. 115, 046603
(2015); Ann. Phys. 529, 1600356 (2017)]. We study the properties of the one particle orbitals of
many-body eigenstates of an MBL system in one dimension. Using shift-and-invert MPS (SIMPS),
a matrix product state method to target highly excited many-body eigenstates introduced in [Phys.
Rev. Lett. 118, 017201 (2017)], we are able to obtain accurate results for large systems of sizes
up to L = 64. We find that the one particle orbitals drawn from eigenstates at different energy
densities have high overlap and their occupations are correlated with the energy of the eigenstates.
Moreover, the standard deviation of the inverse participation ratio of these orbitals is maximal at
the nose of the mobility edge. Also, the one particle orbitals decay exponentially in real space, with
a correlation length that increases at low disorder. In addition, we find a “1/f” distribution of the
coupling constants of a certain range of the number operators of the OPOs, which is related to their
exponential decay.
PACS numbers: 75.10.Pq,03.65.Ud,71.30.+h
I. INTRODUCTION
The eigenstate thermalization hypothesis (ETH)1–7
provides a mechanism for the thermalization of generic
isolated quantum systems. A pure quantum state ini-
tially prepared to be sharply peaked in energy can relax
to the thermodynamic equilibrium in the sense that sub-
systems evolve such that their reduced density matrix
looks like a mixed thermal density matrix whose temper-
ature is characterized by the energy of the initial state.
In this way, a pure quantum state can behave locally like
a mixed thermal state. The mechanism of thermalization
is provided by the special structure of local operators in
the eigenbasis of the Hamiltonian, where they become a
smooth function of energy in very large systems.
In contrast, the phenomenon of Anderson localization8
describes the existence of an insulating phase that fails to
thermalize in closed, non-interacting, quantum systems
with quenched disorder. In one dimension, any arbitrar-
ily small amount of disorder leads to localization.
Surprisingly, the presence of strong interactions does
not completely destroy this phenomenon. Contrary to
naive expectations that strongly interacting systems are
always ergodic, a large number of studies following pio-
neering works10–12 showed that usually interactions can
stabilize an ergodic phase only at weak disorder, while at
strong disorder the system many-body localizes (MBL)
(see Refs. 13–19 for recent reviews). The MBL transi-
tion between the ergodic and localized phases has been
the focus of many recent numerical studies9,14,20–31 , and
numerical evidence points to the existence of a mobility
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Figure 1. Phase diagram in the disorder strength W and
energy density  plane for the model in Eq. (1) with t = V = 1.
The mobility edge is plotted from the results of Ref. 9. In
this paper, we numerically access eigenstates at the depicted
points.
edge (although the existence of a mobility edge is not set-
tled32): for disorder strengths W below a critical value,
MBL eigenstates at low and high energy density are sep-
arated at a critical energy density  from extended eigen-
states in the center of the spectrum9 (see Fig. 1 for an
illustration of the phase diagram). MBL can be seen as
a novel eigenstate quantum phase transition33 in which
eigenstates radically change their nature as a function of
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2disorder strength (or energy), going from thermal eigen-
states in the ergodic phase, which follow ETH and ex-
hibit a volume law scaling of the entanglement entropy,
to MBL eigenstates in the MBL phase, which violate
ETH and exhibit an area law scaling of the entanglement
entropy.26,34
For systems whose entire spectrum is MBL (fully MBL
or FMBL), it is possible to find a complete set of local
integrals of motion or l-bits16,35–45 , which are responsi-
ble for a logarithmic growth of the entanglement entropy
following a global quench in the MBL phase.21,46–51 The
emergent integrability as signaled by a complete set of l-
bits of an FMBL system is lost below the critical disorder
strength in the presence of a mobility edge, where the ex-
istence of thermal eigenstates prevents any set of integrals
of motion from containing only local operators. Unfor-
tunately, the numerical determination of the l-bit opera-
tors is very difficult and does not scale favorably for large
system sizes. Therefore, a simplified proxy of l-bits is de-
sirable and has been proposed earlier:52–54 the one parti-
cle density matrix (OPDM) and its eigenvectors, the one
particle orbitals (OPOs). The OPOs, which in the non-
interacting limit become exact integrals of motion, have
occupations in the MBL phase that are close to 0 and 1.52
They provide an effective first approximation to the l-bits
and a well-defined, natural, continuous connection to the
notion of integrability in the absence of interactions. Un-
like the integrals of motion, the OPDM is defined over
single eigenstates, which in the MBL phase are obtain-
able for large systems using DMRG-like methods.55–60
II. SUMMARY OF RESULTS
In this article we present a detailed numerical study
of the behavior of the OPOs of the eigenstates of the
model of Eq. (1) using shift-and-invert MPS (SIMPS),59
an MPS-based algorithm that allows us to access ex-
cited MBL eigenstates for 1D systems of size much larger
than those studied using exact diagonalization (ED) tech-
niques. For systems of size up to at least L = 64, SIMPS
can access eigenstates at low energy densities at disorder
W < Wc (see Figs. 1 and 2), which supplies evidence for
the existence of the mobility edge.
In Section VI A we study the structure of the OPOs
and their number operators as one particle approxima-
tions of the integrals of motion. We find that the OPOs of
MBL eigenstates decay exponentially in real space. The
OPOs’ number operators, which encode the one particle
content of the l-bits, have also an exponentially decay-
ing weight in real space. Their correlation length (same
in both cases) increases monotonically as the disorder is
lowered, but does not obviously diverge. The correlation
length is weakly system size dependent in the MBL phase
and, as we can see for small systems, its dependence with
energy density  suggests the existence of the mobility
edge. The number operators of the OPOs are defined by
string operators of different ranges in real space whose
coupling constants approach a “1/f” distribution for a
fixed range at strong disorder and large ranges, similar
to the distribution seen in Ref. 40. This distribution fol-
lows naturally from the exponential decay of the OPOs.
The OPOs and their number operators have a localized
support at strong disorder. The distribution of supports
decays exponentially fast away from weak disorder, but
becomes flat and extensive when the disorder is small.
The correlation length of this decay has several similari-
ties with the one of the decay of the OPOs in real space.
In Section VI B we analyze the inverse participation
ratio of the OPOs as a measure of their localization. Our
results suggest that MBL eigenstates below a mobility
edge in energy density  reveal the presence of an ergodic
phase at a higher . This makes it possible to estimate
the critical value of the disorder strength Wc, typically
determined for the ergodic-MBL transition at  = 0.5
(see Fig. 1), from MBL eigenstates at  0.5.
In Section VI C we find that the OPOs extracted from
eigenstates at different values of  have high overlap,
and their occupations are correlated to the energy of the
eigenstate. This provides the OPOs with a certain uni-
versality across the energy spectrum.
In Section VI D we analyze the occupation spectrum
of the eigenstates obtained for large systems. Our results
are in agreement with those of Refs. 52 and 53: the oc-
cupations present a gap for MBL systems that becomes
smaller as the ergodic phase is approached. The  depen-
dence of the gap is the one expected in the presence of a
mobility edge. In addition, larger systems seem to have
an ergodic region of the phase diagram that penetrates
further into larger W values.
Finally, we study the standard deviation of the entan-
glement entropy of the MBL eigenstates at half-cut in
Section VI E. As is discussed in Ref. 24, it shows a peak
at the critical disorder strength. Our results confirm that
all eigenstates accessed by SIMPS are in the MBL region.
Also, the location of the peaks at different energy densi-
ties indicate once again the presence of a mobility edge.
III. THE MODEL
We study spinless fermions with nearest neighbor re-
pulsion V , a hopping matrix element t, subject to a ran-
dom potential µi on an open chain with Hamiltonian:
Hˆ = − t
2
L−2∑
i=0
(
cˆ†i cˆi+1 + cˆ
†
i+1cˆi
)
(1)
+V
L−2∑
i=0
nˆinˆi+1 +
L−1∑
i=0
µinˆi.
where nˆi =
(
cˆ†i cˆi − 12
)
and the random potential is
sampled from a uniform distribution of width 2W , i.e.
µi ∈ [−W,W ], where W denotes the disorder strength.
In this work, we let t = V = 1. The model in
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Figure 2. Top: percentage of eigenstates accessed by SIMPS
that pass our filter for the standard deviation of the energy,
σ(E) < 10−3. Eigenstates in the MBL region are accessed
successfully through SIMPS with a low value of σ(E), whereas
eigenstates in the ergodic region (see Fig. 1) fail to be rep-
resented accurately by the low bond dimension MPS ansatz.
We neglect the eigenstates in the gray area due to the bias
the strong filtering might introduce. Bottom: average bond
dimension at half-cut of the eigenstates kept after filtering.
As expected, the bond dimension diverges close to the tran-
sition, where it also becomes strongly system size dependent
and it is eventually cutoff by the finite bond dimension used
in SIMPS.
Eq. (1) has been extensively studied in the context of
MBL.9,13,20–23,26–28,34,49,52,61–68 Among its characteris-
tics, this model exhibits a mobility edge that separates
the MBL phase (at low and high values of ) from the de-
localized phase (at intermediate values of ) for W < Wc,
where Wc ≈ 3.7 (see Fig. 1 and Ref. 9). In addition,
eigenstates in the delocalized phase obey a volume law
for the entanglement entropy as a function of subsystem
size, while MBL eigenstates follow an area law.34 Close to
the transition, the subsystem entanglement entropies are
described by a bimodal distribution,26 and the standard
deviation of the distribution of half-cut entanglement en-
tropies peaks at the transition value of W for each energy
density.24
Note that the Hamiltonian in Eq. (1) is connected to
the random field Heisenberg chain through a Jordan-
Wigner transformation and that the model is integrable
at W = 0.
IV. ONE PARTICLE DENSITY MATRIX
(OPDM)
Given a pure state |ψ〉 of a system, the OPDM ρ is
defined as:
ρij ≡ 〈ψ| cˆ†i cˆj |ψ〉 , (2)
which was introduced in the context of Bose-Einstein
condensation,69 and was studied in Ref. 52 and 53 in
the context of MBL. For a spinless, fermionic chain of
length L, ρ is a matrix of size L×L, while |ψ〉 is a vector
of size 2L.
We can diagonalize ρ as:
ρij = UiknkU
†
kj , (3)
where the eigenvalues nk of ρ are the occupations of the
number operators a†kak, where a
†
k ≡
∑
i U
†
kic
†
i . These ro-
tated operators define the L one particle orbitals (OPOs)
|φk〉 ≡
∑
i U
†
ki |i〉, where |i〉 is the one particle wave func-
tion with a single fermion on site i. For convenience, we
will order the OPOs by increasing value of their occupa-
tion nk, unless otherwise specified.
For a non-interacting system and a particular eigen-
state |ψ〉, the set of eigenvalues of the OPDM ρ (or equiv-
alently, the set of occupations of the OPOs) is highly
degenerate, consisting only of the values 0 and 1. Fur-
thermore, there is a set of OPOs which simultaneously
diagonalizes the OPDM of all eigenstates. The number
operators associated to these OPOs form a complete set
of integrals of motion of the system and their occupations
uniquely specify an energy eigenstate. For an interact-
ing system there is no such set of OPOs. However, we
show in Section VI C that the OPOs drawn from different
eigenstates have a high overlap, and their occupations are
correlated with the energy of the eigenstates.
In interacting systems, it has been shown that the spec-
trum of occupations {nk} of the OPDM contains a large
gap for MBL eigenstates which gets smaller as the er-
godic phase is entered, eventually closing for small val-
ues of the disorder strength52,53 When the gap is large,
the spectrum of occupations is close to that of the non-
interacting system; in the limit of infinite disorder the
non-interacting picture is fully recovered. This one par-
ticle picture provides thus not only a heuristic to char-
acterize MBL and ergodic phases, but also a powerful
point of view on the emergence of integrability in the
MBL phase, since the one particle orbitals may be inter-
preted as the one particle operator content of the l-bits,
which makes them a very good approximation for l-bits
at strong disorder.
While the occupations indicate the nature of the dy-
namical phase at the energy density and W correspond-
ing to an eigenstate, we will see in Section VI B that
the structure of the OPOs allows us to discern between
an MBL eigenstate of an FMBL Hamiltonian from one
that is located in energy below a many-body mobility
edge. The OPDM encodes therefore two distinct pieces
4of information: while the occupations of the OPOs char-
acterize the phase of an eigenstate, some properties the
OPOs themselves can signal the presence of a mobility
edge.
V. NUMERICAL SIMULATIONS
We analyze the model from Eq. (1) by obtaining eigen-
states in the half-filled sector at different energy densities,
for systems of different sizes L and disorder strengths W .
The energy density is defined as  ≡ (E−Emin)/(Emax−
Emin), where E is the energy of the eigenstate and Emax
and Emin are respectively the maximum and minimum
energies in the energy spectrum (in all sectors for fi-
nite energy density data and in the half-filled sector for
ground state results). The phase diagram of this model
(taken from Ref. 9) and the points studied can be seen in
Fig. 1. For each of the eigenstates accessed, the OPDM
of Eq. (2) is computed and diagonalized, which leaves
us with its OPOs and their occupations. Several disor-
der realizations are considered, and for each of them we
obtain multiple eigenstates for each value of .
For the ground state ( = 0) we use Lanczos ED
(L = 16) with 400 disorder realizations and DMRG con-
strained to the half-filled sector (L > 16) with 128 disor-
der realizations. For each value of  > 0 at finite energy
density, we use shift invert ED (L = 16) with 400 disor-
der realizations and SIMPS59 (L > 16) with 128 disorder
realizations. Two eigenstates are generated for every pair
(W, ). If SIMPS converges to the same eigenstate twice
(which happens in less than 0.31% of the cases), the du-
plicate is removed70. SIMPS exploits the low entangle-
ment of the MBL eigenstates to represent them efficiently
using an MPS ansatz. For eigenstates accessed by SIMPS
in the strong disorder limit, the standard deviation of the
energy is as low as machine precision ( 10−8); the increase
in entanglement as we approach the transition makes the
algorithm obtain eigenstates with a lower precision for
fixed bond-dimension. For this reason, we filter the en-
semble of eigenstates by removing states whose standard
deviation of the energy is higher than 10−3 (see Fig. 2).
To minimize the possibility that either allowing states
with a big standard deviation of the energy or restricting
our results to only the eigenstates that have a very small
standard deviation biases our results, we have tested dif-
ferent thresholds and find that 10−3 gives robust results
against large changes in the threshold.
VI. RESULTS
A. Correlation length and support of the OPOs
At strong disorder, each OPO is centered around a
single site with an exponentially fast decay (as will be
discussed below). As the disorder is lowered, we occa-
sionally see more than one center and slower decay. If we
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Figure 3. Top: Probability density |U†ki|2 in real space (i)
of each OPO (k) of a particular eigenstate at  = 0.1 of a
system of size L = 32 and W = 3.0, 10.0. Bottom: profile of
the random chemical potential µi at W = 3.0, 10.0. At strong
disorder (right), the OPOs are highly localized on one site. As
the disorder is lowered, the OPOs start delocalizing, mixing
over small non-overlapping subsystems of the chain. There
is a high probability of mixing along sites with a similar µi,
which occasionally gives rise to tunneling OPOs (see sites 14
and 16 at W = 3.0 for an example).
consider a single eigenstate, we can examine the probabil-
ity density in real space of the set of OPOs (see Fig. 3 for
a generic example). Notice that at moderate to large dis-
order, the OPOs are sharply localized at single sites. At
small disorder, the OPOs primarily mix in small groups
(3-5 OPOs) over a local set of sites which don’t overlap
each other. Moreover, OPOs primarily mix with other
OPOs which are at similar occupation. Take for example
the four sites 7 through 10 for W = 3 in Fig. 3, where
all four OPOs which have non-negligible amplitudes over
these sites mix. We speculate that OPOs that tunnel a
certain distance over the chain are related to resonances
in the eigenstate.
We now consider a definition of the “correlation
length” which applies to operators and is in the spirit of
the correlation lengths used for FMBL l-bits.18,36 Each
OPO k has its maximum amplitude at some site m and
has a number operator a†kak of the form:
a†kak =
∑
ij
fkijc
†
i cj , (4)
where fkij ≡ U†kiUjk. We define the range R of the two-
body strings c†i cj relative to the localization center m as:
R ≡ max (|i−m|, |j −m|) (5)
(following the more general definition for l-bits of Ref. 18;
a different choice of a definition for the range36,40 R
has few practical consequences, and is discussed in Ap-
pendix F). We expect the total contribution to a†kak from
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Figure 4. Top: total contribution FR from string operators of
range R to the definition of the OPO number operator a†kak
(logarithmically) averaged over OPOs. The average F¯R de-
cays exponentially with range R. Bottom: correlation length
ξ extracted from the exponential decay of F¯R. Insets: system
size and  dependence of ξ
operators c†i cj of different ranges to decay exponentially
fast as a function of their range at strong disorder. One
way to quantify this is to define the contribution FR from
range R to OPO k as the sum of all coefficients
∣∣fkij∣∣ of
a particular range:
FR ≡
∑
max(|i−m|,|j−m|)=R
∣∣fkij∣∣ . (6)
Fig. 4 presents the (logarithmic) average F¯R across OPOs
of FR as a function of R for a system of size L=32 at dif-
ferent values of  and W (top panel). Away from large R,
where finite size effects are stronger, there is an exponen-
tial decay of F¯R ∝ e−R/ξ, with a characteristic correla-
tion length ξ that is shown in the bottom panel of Fig. 4
(in fact, the exponential decay is not restricted to the av-
erage F¯R, but the raw distribution of FR also follows this
form, as can be seen in Fig. 17 of Appendix A). As W
gets smaller, ξ increases monotonically; interestingly, in
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Figure 5. Probability distribution of the coupling con-
stants |fR| divided by the typical coupling constant
|fR|∗ ≡ 10Mo(log10(|fR|)) (where the mode Mo (log10(|fR|)) ≡
argmax [p (log10(|fR|))]), p (|fR|/|fR|∗), of the number oper-
ators of the OPOs at  = 0.1 for fixed W and range R, for
systems of size L = 64. All curves, except for W = 2, have
been shifted in the y axis for clarity; they would otherwise lay
on top of each other and meet approximately at |fR| = |fR|∗
(where they are parallel to the ∝ 1/|fR| reference line) and
p (|fR|/|fR|∗) ≈ 10−1.
the ground state, the correlation length seems to increase
significantly at W = 0.3. The lack of any clear divergence
at finite energy density is consistent with the fact that
none of these points are in the ergodic phase. While at
large disorder ξ is independent of energy density , at
smaller disorder (W ≈ 2, 3) ξ develops an energy density
dependence, with larger values towards the middle of the
spectrum; this dependence becomes strong in the weak
disorder limit (see upper inset of Fig. 4); this is clearly
suggestive of the mobility edge. The correlation length
increases monotonically with system size (see lower in-
set of Fig. 4); although the precise functional form of
the scaling is unclear, it is consistent with a logarithmi-
cally increasing correlation length within the MBL phase
which might be the result of exponentially rare regions.
See Appendix A for additional information on the corre-
lation length ξ.
The exponential decay of F¯R can be related to the
exponential decay of the tails of the OPOs. Assuming
that the average exponential decay of F¯R is representa-
tive of a typical case, it can be argued (see Appendix B)
that the decay of the tails of the OPOs is of the form∣∣∣U†ki∣∣∣ ∝ e−|i−m|/ξ/ (A+Bg(|i−m|)), where A and B are
positive constants and g(x) is a monotonically increasing
function with limits g(0) = 0 and g(∞) = 1. The decay
of the number operator a†kak and that of the OPOs’ tails
therefore have the same asymptotic exponential behav-
ior, with the same correlation length ξ. We verify this
numerically (see Fig. 19 in Appendix B).
610-3
10-2
10-1
100
101
p
(s
u
p
p
or
t 9
0
)
W= 0. 3 W= 1. 0 W= 2. 0 W= 3. 0
0 5 10 15 20 25 30
support90
10-3
10-2
10-1
100
101
p
(s
u
p
p
or
t 9
0
)
W= 4. 0
0 5 10 15 20 25 30
support90
W= 8. 0
0 5 10 15 20 25 30
support90
W= 10. 0
0 5 10 15 20 25 30
support90
W= 15. 0
L= 32, ²= 0. 0
L= 32, ²= 0. 1
L= 32, ²= 0. 3
L= 32, ²= 0. 5
L= 32, ²= 0. 9
0 2 4 6 8 10 12 14 16
W
0
2
4
6
8
10
12
ξ s
u
p
p
or
t 9
0
L= 32, ²= 0. 0
L= 32, ²= 0. 1
L= 32, ²= 0. 3
L= 32, ²= 0. 5
L= 32, ²= 0. 9
16 32 64 128
L
0
1
2
3
4
5
ξ s
u
p
p
or
t 9
0
W= 2. 0, ²= 0. 0
W= 3. 0, ²= 0. 0
W= 4. 0, ²= 0. 0
W= 8. 0, ²= 0. 0
W= 2. 0, ²= 0. 1
W= 2. 0, ²= 0. 9
W= 3. 0, ²= 0. 1
W= 4. 0, ²= 0. 1
W= 8. 0, ²= 0. 1
W= 8. 0, ²= 0. 9
0.0 0.2 0.4 0.6 0.8 1.0
²
0
1
2
3
4
5
6
ξ s
u
p
p
or
t 9
0
L= 16,W= 2. 0
L= 16,W= 3. 0
L= 16,W= 4. 0
L= 16,W= 5. 0
L= 16,W= 6. 0
L= 16,W= 8. 0
Figure 6. Top: distribution of the support of the OPOs for
different energy densities as a function of W for L = 32. The
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Let |fR| be randomly sampled from the set of the mag-
nitudes of the coefficients fkij (from Eq. (4)) for fixed
range R (|fR| ∈
{∣∣fkij∣∣}R=const.) for fixed L, W and .
The probability that |fR| is of a given value, p(|fR|),
decays as ∝ 1/|fR| at large W and R, as shown in
Fig. 5. This is the same behavior found in Ref. 40 for
l-bits (although for a slightly different definition of the
range; see Appendix F); the one particle approxima-
tion offers though a plausible explanation for this be-
havior, which arises directly from the exponential de-
cay of the tails of the OPOs, and is discussed in Ap-
pendix F. In general, if the coupling constants of an l-
bit decay exponentially at fixed range, in the sense that
p (log(|fR|)) = const., then p(|fR|) ∝ 1/|fR|, due to the
identity d (log(|fR|)) /dp(|fR|) = 1/|fR|.
An alternative definition of the support of an OPO
k is to let it be the size of the smallest region of the
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Figure 7. Top: IPR as a function of W for L = 32 averaged
over OPOs and disorder. Inset: average IPR as a function of
L. Bottom: standard deviation of the IPR of the OPOs for
L = 32. Inset: standard deviation of the IPR as a function
of L.
chain that contains 90% of the norm
∑
i
∣∣∣U†ki∣∣∣2 of the
OPO (the choice of a threshold of 90% is arbitrary).
The effective support of the OPOs is representative of
the localization of the system, and their distribution for
several energy densities  and disorder strengths W for
systems of L = 32 is shown in the top panel of Fig. 6.
The decay of the probability distribution is exponential
at disorder strengths far from the weak disorder limit.
At small disorder the distribution becomes flat; a system
size dependence arises because the extent of the OPOs
becomes longer than the system length. (see Fig. 20 in
Appendix C). For exponentially decaying distributions,
p(support90) ∝ esupport90/ξsupport90 , we define a corre-
lation length ξsupport90 (bottom panel of Fig. 6)
71. At
strong disorder, ξsupport90 is effectively independent of 
and of system size. At W < Wc, an  dependence arises,
with higher values towards the middle of the energy spec-
trum (see lower inset of Fig. 6). Below W ≈Wc the cor-
relation length rises sharply (but does not obviously di-
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Figure 8. Distribution of IPR for L = 32.
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Figure 9. IPR as a function of k, i.e. as a function of OPOs
ordered by occupation, averaged over OPOs. The shapes of
the curves are characteristic of, respectively, strong disorder
eigenstates, eigenstates around the critical disorder strength
Wc and weak disorder, independent of .
verge) and might be weakly system size dependent. Note
that at large disorder and low energy density there ex-
ists a kink (see arrow for an example) in the distribution
for a support of length 4, which biases the probability of
finding an OPO of support90 = 4. We think that this is
related to the kink seen in Fig. 4 for the same cases (see
arrow). This same effect is barely seen in the distribution
of support of Fig. 21 of Appendix C, but is visible in the
distribution of support90 of Fig. 6.
B. Inverse participation ratio of the OPOs
In this section we consider the inverse participation
ratio (IPR), a measure of localization commonly used
in Anderson localization. The IPR of the k’th OPO is
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Figure 10. 2D histogram of the IPR of the OPOs vs. k for
L = 64,  = 0.1. It is easy to see the emergence of the
characteristic curves presented in Fig. 9. At strong disorder,
intermediate values of k have an IPR close to 0.5 (see Fig. 8).
defined as:
IPR =
L−1∑
i=0
|U†ki|4. (7)
where U†ki is the matrix of OPOs that diagonalizes ρ, as
defined in Section IV, and k labels the OPOs. The IPR of
an OPO that is completely localized on one site is equal
to 1, while a delocalized OPO that is evenly distributed
among all sites of the chain has an IPR of 1/L.
We study the distribution of IPRs of the OPOs ob-
tained for different points in the phase diagram. Note
that the average IPR increases monotonically with W
(see top panel of Fig. 7), implying more localized orbitals
at stronger disorder. Although this behavior is common
to all values of the energy density, the curves depend
slightly on , with lower values of the IPR towards the
middle of the spectrum, and have a weak system size
dependence at small disorder.
The standard deviation of the distribution of IPRs,
σ(IPR), is presented in the bottom panel of Fig. 7. For
all  we find a peak of σ(IPR). Like the peak seen in
the standard deviation of the entanglement entropy at
half-cut at the transition,24,26 the peak in σ(IPR) can
be viewed as identifying a transition between the ergodic
and MBL phase. Interestingly, while the eigenstates we
consider at low energy density ( = 0.1, 0.3) are in the
MBL phase (see Fig. 1), we find a peak at W ≈ 4 near
the critical disorder strength Wc at the nose of the mo-
bility edge. This result suggests the possibility that MBL
eigenstates know whether they lie in the FMBL region of
the phase diagram or instead lie below a mobility edge.
The σ(IPR) obtained from ground states also shows a
peak, although at a lower value of W . σ(IPR) at  = 0.5
is almost flat around the peak at Wc. Note also that the
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Figure 11. Left: matrix of overlaps Moverlap = |〈φk|ψl〉|
between the OPOs of two different eigenstates with W = 2 at energy densities 1 and 2, for a system of size L = 32. Middle:
permutation between OPOs of the two eigenstates, k 7→ l. The coloring on the left column is red for the half of the OPOs
that have highest occupation and blue for the half with lowest occupation. The coloring on the right is inherited from the
color of the OPO on the left to which it is mapped. Right: matrix of overlaps Moverlap with the columns ordered after the
permutation shown by the middle diagrams.
curves of σ(IPR) are only weakly system size dependent
for the disorder strengths considered, i.e. away from the
W = 0 limit.
To better understand this peak in σ(IPR) we can con-
sider the full probability distribution of the IPR of the
OPOs. As we see in Fig. 8, it follows a bimodal distribu-
tion. At large disorder, the distribution is peaked at 1.0
corresponding to most of the OPO’s being highly local-
ized; the secondary peak at 0.5 at large disorders corre-
sponds to OPO’s with their amplitude evenly distributed
between two sites. At small disorder, for eigenstates in
the MBL phase but deep below (or above) the mobility
edge, there is a broad distribution of the OPO’s with a
maximum at small IPR; this suggests some orbitals are
localized but the plurality of them are extended. The dis-
tribution presents its maximum spread (and most appar-
ent bimodality) between W = 3 and W = 4, i.e. around
Wc, in agreement with the peak in σ(IPR) (Fig. 7). As
with the averaged IPR and σ(IPR), the distribution’s
behavior is independent of , although it slightly drifts
towards higher values of the IPR for ground states. In
addition, there is system size independence (see Fig. 23 in
Appendix D) at the W ’s considered; presumably though,
in the W = 0 limit, the IPR would collapse to 1/L. The
bimodality observed here is similar to the bimodality of
the distribution of the entanglement entropy at half-cut
around the transition found in Ref. 26. Unlike in Ref 26,
where the bimodality of the entanglement entropy is only
studied at  = 0.5, here different values of  are studied;
because the distribution of the IPR is independent of
, we can identify a transition from MBL eigenstates at
small  deep below the mobility edge and far from the
transition (see Fig. 1).
The bimodality of the distribution of the IPR of the
OPOs of Fig. 8 is not visible in the distribution of the
support of Fig. 6 of Section VI A, although the distri-
butions are broad in the transition region. Indeed, the
IPR and the support measure different things. The IPR
is very sensitive to the broadening of an OPO, but it
can be insensitive to the size of its support. Take for
example an OPO with its amplitudes equally distributed
between two nearest neighbor sites; while the support of
this OPO is very small, its IPR is equal to 0.5 (we at-
tribute the bump found in the IPR at 0.5 for strong W
in Fig. 8 and 10 to this). At the same time, if the OPO’s
amplitudes are distributed evenly over two distant sites,
its IPR is still 0.5, but its support is large. This explains
why the bimodality found in the IPR does not imply a
9bimodal distribution of the support, however the broad
distribution of the support confirms the coexistence of lo-
calized and extended OPOs in the transition region below
the mobility edge.
We now analyze the correlation of the IPR of an OPO
with its occupation. In Fig. 9 we present the average
IPR of the OPOs as a function of OPO number k, which
are ordered by increasing occupation nk. We find curves
have higher IPR at low and high occupations (close to 0
and 1) as compared to intermediate occupations (which
are near the gap in the occupation spectrum). Both the
very strong and very weak disorder IPR curve is largely
flat with an exception at occupation near the very mid-
dle of the spectrum in large systems where there is an
inverted peak. These OPOs in the middle of the spec-
trum have occupations away from 0 or 1, even for fairly
strong disorder, as can be seen in Refs. 52 and 53 and in
Fig. 14. For intermediate disorder strengths there is sig-
nificant curvature around the critical disorder strength
Wc.
Fig. 10 shows the distribution of the IPR vs. k for a
system of size L = 64 at an energy density  = 0.1. The
appearance of the inverted peak at strong disorder re-
sults from the orbitals with an IPR of 0.5, which accounts
for the secondary peak seen in Fig. 8 at strong disorder,
and which correspond primarily to OPOs with ampli-
tudes evenly distributed between two (usually nearby)
sites. This correlation between the IPR and k will be
discussed further in Section VI C.
C. OPOs at different energy densities
Motivated by the suggestive picture that OPOs rep-
resent approximately the one particle operator content
of the l-bits, we expect that the OPOs of different eigen-
states are very similar, since they originate from the same
set of l-bit operators. To test this simple picture, we com-
pute the matrix of overlaps Moverlap = |〈φk (1) |ψl (2)〉|
between the OPOs of two different eigenstates of the
same Hamiltonian at different energy densities {1, 2}
(see Fig. 11 for a prototypical example). We find high
overlap between OPOs drawn from different eigenstates.
After ordering OPOs by their occupation, we can con-
sider which OPO’s of one eigenstate map to OPO’s of
another eigenstate. This is accomplished by finding the
permutation of columns of Moverlap which makes it max-
imally diagonal (see Fig. 11). Note that for two differ-
ent eigenstates at a similar energy density, the permuta-
tion is close to the identity, with highly occupied orbitals
mapping to other highly occupied orbitals. However, for
eigenstates at opposite sides of the energy spectrum the
permutation essentially swaps highly occupied and un-
occupied orbitals. Fig. 12 shows a disordered average
version of this behavior even from OPO’s generated from
the ground state.
The top panel of Fig. 13 shows the distribution of
overlaps
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Figure 12. The coloring on the left column is red for the half
of the OPOs that have highest occupation and blue for the
half with lowest occupation. The coloring on the right is the
disordered average of all colors inherited from the OPO on
the left to which it is mapped (see Fig. 11 (middle) for a non-
averaged version of this). The closer the eigenstate energies
are to each other, the more likely the occupations of the OPOs
of two eigenstates will be preserved, ranging from a few swaps
in occupation when the energies are close in the spectrum to
almost all swaps when the energies are in opposite sides of
the spectrum.
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Figure 13. Top: distribution of overlaps |〈φk(1)|ψl(k)(2)〉|
between corresponding OPOs of eigenstates at energy densi-
ties 1 and 2. Bottom: mode of the distribution of overlaps
of corresponding OPOs.
OPOs for eigenstates at different pairs of energy densi-
ties {1, 2}. At moderate disorder (W = 8) we find that
the overlaps are extremely high and largely independent
of 1 and 2. Note that in the strong disorder limit all
overlaps should be 1. For W = 2, the magnitude of the
overlaps decreases, but it is still surprisingly high; there
is now a dependence on the energy densities, with bet-
ter overlaps for 1 ≈ 2. The typical overlap between
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Figure 14. Average occupations nk of the OPOs. All eigen-
states accessed by SIMPS are in the MBL phase, and so the
occupation spectrum of the OPOs shows a finite gap.52,53
matching pairs of OPOs is represented by the mode of
the distribution, which is shown in the bottom panel of
Fig. 13 to be extremely close to 100% at moderate and
strong disorder as well as small disorder when 1 ≈ 2.
At W = 2 it falls to 70% for 1 far from 2 and at W = 1
is drops below 70% for all {1, 2} and L = 16. It should
be noted that this strong overlap is not just caused by
the fact that OPO’s are generally centered on a site (see
Appendix E for further analysis and discussion). Notice
also that the OPOs have high overlap even in the ergodic
phase (for L = 16).
The OPOs can be regarded as an approximate version
of a set of integrals of motion of the system: the high
overlap between OPOs at different energy densities lets
them acquire universality across the spectrum, and each
eigenstate carries a particular permutation (correlated to
its energy density) of the occupations of the OPOs. It is
interesting that this occupation dependence doesn’t seem
to be apparent in the results of Fig. 9 of Section VI B
where the behavior as a function of occupation order k is
independent of energy density. This suggests that both
metrics are probing different aspects of the OPOs: the
IPR is sensitive to small broadening of the OPOs to which
the overlap is primarily insensitive. Note also that those
slightly broader OPOs are closer to the center of the oc-
cupation spectrum, and have therefore a less well defined
occupation than the rest of the OPOs, contributing to
the breakdown of the one particle approximation of the
integrals of motion.
D. Occupations of the OPOs
The gap in the occupations of the OPOs serves as a
proxy for the characterization of the ergodic and the
MBL phases, as shown in Refs. 52 and 53. An MBL
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Figure 15. Standard deviation of the entanglement entropy
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as a function of disorder strength
W for different system sizes and energy densities. σ
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exhibits a maximum at each energy density close to the tran-
sition point.24 Our results for the finite energy eigenstates
considered in this article accessed by SIMPS only show the
approach to this maximum.
system presents a large gap, which becomes smaller en-
tering the ergodic phase and vanishes in the small disor-
der limit. This is in agreement with our results for large
systems (see Fig. 14) in the MBL phase. Notice that for
all values of W the gap is smaller closer to the middle
of the spectrum for fixed L, which agrees with the exis-
tence of a mobility edge. In addition, for fixed W and
, the gap decreases with system size, which is also in
agreement with the usual numerical results, which point
to the fact that the ergodic region of the phase diagram
penetrates further into large disorder strengths for larger
system sizes.
E. Standard deviation of the entanglement entropy
At the MBL transition, the nature of many-body eigen-
states changes radically, which is clearly signaled in the
different scaling behavior of the entanglement entropy:
while in the MBL phase almost all eigenstates have an
area law entanglement entropy (EE), in the thermal
phase, the EE is extensive. It has been demonstrated
that the change of this behavior leads to a coexistence of
area law and volume law states at the transition,24,26,27,49
which is signaled by a bimodal distribution of the en-
tanglement entropy S and, consequently by a peak of
the standard deviation σ(S) at the critical point. Using
SIMPS, we only have access to eigenstates at the MBL
side of the transition and therefore can only observe the
approach to the peak in σ(SL/2) (at half-cut) in Fig. 15.
In addition, the EE, even for states of small σ(E), is
likely to be much more sensitive than other observables
to the finite bond dimension used in the SIMPS calcula-
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tions; this probably explains the inverted system size and
energy density dependence of σ(SL/2) at low W . Our re-
sults are consistent with the existence of a mobility edge,
since it is apparent that the peak is located at different
disorder strengths for different energy densities.
VII. CONCLUSION
In this work we study the properties of the eigenstates,
particularly of their OPDM, of the model in Eq. (1) deep
into the mobility edge using the SIMPS algorithm.59
These SIMPS eigenstates give us various ways to probe
the MBL transition. Interestingly enough, even the
phase points at which SIMPS (restricted to small bond-
dimensions) succeeds or fails (see Fig. 2) gives evidence
for the location of the transition. We can even identify
the mobility edge by noting the  dependence of the rate
of failure of SIMPS and of the apparent divergence of the
bond dimension of the eigenstates, as well as seeing that
SIMPS successfully computes eigenstates at W < Wc for
small and large  (see Fig. 1). The location of the tran-
sition can further be bounded using the approach to the
peak in σ(SL/2) (see Fig. 15) and the closing gap of the
eigenvalues of the OPDM (see Fig. 14); both of these
measures suggest that at low  the transition happens at
W < Wc. Using the decay of either the OPOs or the
number operators aka
†
k generated from them, we can de-
fine a correlation length. As we approach the transition
the correlation length gets larger but does not obviously
diverge. For small systems, we could probe this correla-
tion length even within the ergodic phase; we find that
deep in the MBL or ergodic phase the correlation length
has a little  dependence, while there is significant de-
pendence on  in the mobility edge.
Beyond probing physics near the transition, we can
also use the OPDM to further elucidate properties about
the MBL phase itself. Within the MBL phase, we see
a clear but small increase in the correlation length with
system size (see inset of Fig. 4). Moreover, we consider
the probability distribution of the magnitude of the coef-
ficients fkij (from Eq. (4)) and find that deep within the
MBL phase and at large range R (defined in Eq. (5)) it
approaches a “1/f” distribution (see Fig. 5). This is the
same distribution seen in Ref. 40 for the l-bits.
Interestingly, we are also able to identify properties
of the entire spectrum using MBL eigenstates at single
points in the spectrum. This is possible because, surpris-
ingly, a single MBL eigenstate provides a ‘universal’ set of
OPOs (i.e. they have significant overlap with the OPOs
generated from eigenstates at different energy densities
(see Fig. 13)). While the OPOs at different energy den-
sities have high overlap, the OPDMs are very different.
This difference comes from a change in the occupations
of the OPOs among the eigenstates. There is correlation
between the energy of the eigenstates and which OPOs
have high occupation; for example, the set of high and
low occupied OPOs at  = 0.1 and  = 0.9 are almost
completely flipped (see Figs. 11 and 12).
We show that the σ(IPR) has a peak, for multiple , at
W ≈ 4 (see Fig. 7), suggesting that even MBL eigenstates
deep under the mobility edge are aware of the presence
or absence of an ergodic phase at a higher value of .
The use of SIMPS allows us to access MBL eigenstates
of systems of size beyond those accessible by other tech-
niques, even deep into the mobility edge. By looking at
the OPDM we are able to study the one particle approx-
imation to the integrals of motion. Despite its approxi-
mate nature, and the limitations of working with an MPS
approach (with difficulty in probing the ergodic region of
the phase diagram), our study leads to phenomenological
conclusions that are not accessible from exact diagonal-
ization techniques or an exact treatment of the integrals
of motion. We think that the study of the MBL transi-
tion, as well as other problems, can benefit greatly from
this promising approach.
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Appendix A: Supplementary data on the correlation
length of the OPOs
The SIMPS algorithm does not allow us to access the
weak disorder limit at finite energy density, due to the
transition to an ergodic phase. However, it is possible
to access this limit at  = 0.0 using DMRG, and it is
interesting to see the system size dependence of the the
decay of F¯R and its associated ξ for ground states. We
can see in Fig. 16 that the decay is seemingly exponential
well into the weak disorder limit, where ξ becomes large
and increases strongly with L.
12
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
102
104
F¯
R
W= 0. 3 W= 1. 0 W= 2. 0 W= 3. 0
0 5 10 15 20 25 30
R
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
102
104
F¯
R
W= 4. 0
0 5 10 15 20 25 30
R
W= 8. 0
0 5 10 15 20 25 30
R
W= 10. 0
0 5 10 15 20 25 30
R
W= 15. 0
L= 16, ²= 0. 0
L= 32, ²= 0. 0
L= 64, ²= 0. 0
L= 128, ²= 0. 0
0 2 4 6 8 10 12 14 16
W
0
2
4
6
8
10
12
14
ξ
L= 16, ²= 0. 0
L= 32, ²= 0. 0
L= 64, ²= 0. 0
L= 128, ²= 0. 0
16 32 64 128
L
0
2
4
6
8
10
12
14
ξ
W= 0. 3, ²= 0. 0
W= 1. 0, ²= 0. 0
W= 2. 0, ²= 0. 0
W= 3. 0, ²= 0. 0
W= 4. 0, ²= 0. 0
W= 8. 0, ²= 0. 0
Figure 16. Top: exponential decay of F¯R for ground states.
Bottom: correlation length ξ for ground states. ξ is a mono-
tonically increasing function of the system size L at small
disorder.
The exponential decay of the total contribution FR
from the string operators of range R to the number op-
erator of the OPOs is not only seen in average (F¯R), but
also in the 2D histogram of FR vs. R. We demonstrate
in Fig. 17 for  = 0.0, 0.1 and systems of size L = 64
that at all disorder strengths FR presents a signal that
decays exponentially with R away from long ranges, for
which the finite size effects (and possibly noise due to the
numerics) are stronger.
The correlation length ξ increases monotonically with
L, as mentioned in Section VI A (see Fig. 4). The pre-
cise functional form of the scaling is not determined
due the few data points available, but at W / Wc the
points align suggesting a logarithmic scaling of the form
ξ = log(β · Lα). Assuming this form is correct, we can
estimate the value of α as a function of W (see Fig. 18).
It is interesting to see that α increases as the disorder is
lowered, implying a faster increase in ξ with system size
as W gets smaller.
Figure 17. Histogram of FR vs. R for systems of size L = 64
at different values of W and eigenstates at  = 0.0, 0.1.
Appendix B: Exponential decay of the OPOs
Assuming that the asymptotic exponential decay of
the averaged F¯R is representative of a typical OPO,
we have FR ∝ e−R/ξ for a particular OPO k, where
R ≡ max (|i−m|, |j −m|) and m is the localization cen-
ter, i.e. the site with the maximum amplitude
∣∣∣U†km∣∣∣.
FR is defined as the total contribution from range R to
the definition of a†kak:
FR ≡
∑
max(|i−m|,|j−m|)=R
∣∣fkij∣∣ , (B1)
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Figure 18. Exponent α of the scaling law ξ = log (βLα) for
the correlation length of the OPOs.
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
102
104
U¯
k
,|i
−
m
|
W= 0. 3 W= 1. 0 W= 2. 0 W= 3. 0
0 5 10 15 20 25 30
|i−m|
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
102
104
U¯
k
,|i
−
m
|
W= 4. 0
0 5 10 15 20 25 30
|i−m|
W= 8. 0
0 5 10 15 20 25 30
|i−m|
W= 10. 0
0 5 10 15 20 25 30
|i−m|
W= 15. 0
L= 32, ²= 0. 0
L= 32, ²= 0. 1
L= 32, ²= 0. 3
L= 32, ²= 0. 5
L= 32, ²= 0. 9
0 2 4 6 8 10 12 14 16
W
0
2
4
6
8
10
12
ξ
L= 32, ²= 0. 0
L= 32, ²= 0. 1
L= 32, ²= 0. 3
L= 32, ²= 0. 5
L= 32, ²= 0. 9
16 32 64 128
L
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
ξ
W= 2. 0, ²= 0. 0
W= 3. 0, ²= 0. 0
W= 4. 0, ²= 0. 0
W= 8. 0, ²= 0. 0
W= 2. 0, ²= 0. 1
W= 2. 0, ²= 0. 9
W= 3. 0, ²= 0. 1
W= 4. 0, ²= 0. 1
W= 8. 0, ²= 0. 1
W= 8. 0, ²= 0. 9
Figure 19. Average decay of the OPOs’ tails. The asymptotic
behavior of the tails is equal to the one of F¯R presented in
Fig. 4.
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Figure 20. Distribution of the support90 of the OPOs of eigen-
states at  = 0.0, 0.1 of systems of different sizes L. At strong
disorder the distribution decays exponentially and is largely
system size independent, while it collapses to the system size
at weak disorder, where the exponential decay is lost.
where fkij ≡ U†kiUjk. Using the fact that fkij is a hermitian
matrix in indices i and j, Eq. (B1) can be rewritten as:
FR = 2×
∑
i∈(m−R,m+R)
∣∣fkm−R,i∣∣
+ 2×
∑
i∈(m−R,m+R)
∣∣fkm+R,i∣∣
+ 2× ∣∣fkm−R,m+R∣∣
+
∣∣fkm−R,m−R∣∣+ ∣∣fkm+R,m+R∣∣ . (B2)
Furthermore, if we assume that the decay of the OPO is
symmetric to both sides of site m, Eq. (B2) becomes:
FR = 4×
∑
i∈(m−R,m+R)
∣∣fkm−R,i∣∣
+ 4× ∣∣fkm−R,m−R∣∣ , (B3)
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Figure 21. Equivalent to Fig. 6. The support (support) is
now computed for the number operator of the OPO a†kak as
the average range R weighted by FR. The phenomenology is
extremely similar to the one found for the support90 in Fig. 6
in Section. VI A.
which is expressed in terms of U† (note that in our case
U† = UT , since U has only real coefficients) as:
FR = 4×
∑
i∈(m−R,m+R)
∣∣∣U†k,m−RU†k,i∣∣∣
+ 4×
∣∣∣U†k,m−RU†k,m−R∣∣∣
= 4
∣∣∣U†k,m−R∣∣∣× ∑
i∈[m−R,m+R)
∣∣∣U†k,i∣∣∣
= 4
∣∣∣U†k,m−R∣∣∣×∣∣∣U†k,m−R∣∣∣+ ∣∣∣U†k,m∣∣∣+ 2× ∑
i∈(m−R,0)
∣∣∣U†k,i∣∣∣
 ,
(B4)
which by assumption has to decay as e−R/ξ. Solving for
the decay of
∣∣∣U†(k,m−R)∣∣∣ as m − R gets away from m we
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Figure 22. Distribution of the support of the OPOs of systems
of different size L at  = 0.0, 0.1. The phenomenology is
extremely similar to the one found in Fig. 20.
get:∣∣∣U†k,m−R∣∣∣ ∝
e−R/ξ
∣∣∣U†k,m−R∣∣∣+ ∣∣∣U†k,m∣∣∣+ 2 ∑
i∈(m−R,0)
∣∣∣U†k,i∣∣∣
−1 .
(B5)
It is clear from Eq. (B4) (third line) that
∣∣∣U†k,m−R∣∣∣ decays
at least as fast as e−R/ξ as a function of R, and so the
sum 2
∑
i∈(m−R,0)
∣∣∣U†k,i∣∣∣+ ∣∣∣U†k,m−R∣∣∣ is convergent (in the
limit R→∞). We end up with the functional form:
∣∣∣U†k,m−R∣∣∣ ∝ e−R/ξA+B · g(R) , (B6)
where A and B are positive constants and g(R) is a mono-
tonically increasing function with the limits g(0) = 0 and
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Figure 23. Histogram of the distribution of IPR for different
system sizes at  = 0.1. The distribution is system size inde-
pendent for almost all values of W , with only a slight drift
towards high IPR for small systems at W = 2.
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Figure 24. Top: distribution of the biggest one site contribu-
tion to the overlaps between corresponding OPOs (k ↔ l(k))
obtained from pairs of eigenstates of the same Hamiltonian at
two particular energy densities 1 and 2. Bottom: mode of
the distribution of the one site contributions to the overlaps
for different pairs of energy densities as a function of W . The
one site overlap is lower than the total overlap between the
OPOs.
g(∞) = 1. Therefore, the weight of the number opera-
tors of the OPOs (FR) and the OPOs themselves (as one
particle wave functions) have the same asymptotic expo-
nential behavior, with the same correlation length ξ.
As we can see in Fig. 19, the (logarithmically) averaged
decay of the tails of the OPOs is extremely similar, and
equal asymptotically, to the one of F¯R presented in Fig. 4.
Figure 25. Matrix
∣∣fkij∣∣ = ∣∣∣U†kiUjk∣∣∣ for a generic OPO with
exponentially decaying
∣∣∣U†ki∣∣∣ ∝ e−|i−m|/ξ centered at site
m. Only the elements for which the range R(i, j) = const.
are represented, where R(i, j) ≡ max (|i−m| , |j −m|) (cen-
tered) applies to the top panel, and R(i, j) ≡ |i− j| (uncen-
tered) applies to the bottom panel. In both example, m = 10
and R = 6 for a system of L = 32.
Appendix C: Supplementary data on the support of
the OPOs
Here we consider the distribution of the support90 of
the OPOs at different system sizes (see Fig. 20). While at
strong disorder the distributions are pretty much system
size independent and decay exponentially with support90,
at small disorder they clearly suffer from finite size ef-
fects and collapse to the system size. Also, in the weak
disorder limit the exponential decay seems to be lost, al-
though it might be masked by the finite size effects on
the distributions.
The definition of the support (support90) involves the
arbitrary choice of a region containing 90% of the norm
of the OPO. An alternative way of defining the support
of an OPO, which is less intuitive but does not depend on
an arbitrary choice of some sort of threshold, is by con-
sidering its number operator a†kak. We define its support
as the average range R weighted by FR:
support ≡
∑
R FRR∑
R FR
, (C1)
which is equivalent to the average range of the string
operators that define the number operator a†kak (see
Eq. (4)) weighted by their amplitude
∣∣fkij∣∣; this is anal-
ogous to the definition for l-bits from Ref. 36, but our
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Figure 26. Equivalent to Fig. 5, but computed using the un-
centered range. Contrary to Fig. 5, the distributions of |fR|
are broader and flatter at small ranges, as discussed in Ap-
pendix F.
range R always includes the distance to the center, as is
presented in Ref. 18 (see Appendix F for more details).
Both Figs. 21 and 22 show that the already discussed
phenomenology captured by the support90 is extremely
similar to the one captured by the support of Eq. (C1).
For a given OPO, its support is usually smaller than its
support90 due to the fact that the average over ranges
will make the support take roughly half of the value of
the support90; we can easily see this trend in the figures.
Appendix D: System size independence of the
distribution of the IPR
In Fig. 23 we see that the distribution of the IPR is
system size independent for W ' Wc and very slightly
system size dependent at small disorder, where the OPOs
delocalize and are affected by finite size effects, with a
slight drift towards larger IPR for smaller systems.
Appendix E: Supplementary data on the OPOs’
overlaps
The high overlap between OPOs at different energy
densities could be due to the localized form of the OPOs,
which might match trivially with one another at their
center. However, we show in this appendix that their
overlap is benefited from the particular shape of OPOs’
tails, and is not only due to the overlap coming from two
OPOs centered at the same site. To study this we define
the leading one site contribution to the overlap between
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Figure 27. Equivalent to Fig. 4, although the uncentered
definition of the range R is used.
two OPOs at different energy densities 1 and 2 as:
〈φk(1)|ψl(2)〉1site
≡ max{∣∣U(1)ikU†(2)li∣∣}i∈[0,L−1] (E1)
where |φk(1)〉 =
∑
i U
†(1)ki |i〉 and |ψl(2)〉 =∑
i U
†(2)li |i〉. We can see in the top panel of Fig. 24
that the distribution of the main one site contribution to
the overlaps between corresponding OPOs (k ↔ l(k)) is
always substantially lower than the total overlap over the
entire chain (compare with Fig. 13 in Section VI C). The
pairs of OPOs match therefore both at their center and
throughout their tails in a non-trivial way. The bottom
panel of Fig. 24 shows the mode of the distribution of
overlaps as a function of W . We see that for all pairs of
energy densities depicted, and for all disorder strengths,
the typical overlap is higher than or equal to the typical
best one site contribution. This is particularly noticeable
at low disorder, where the mode of the one site overlaps
drops substantially below 100% at W = 3, to 40 − 50%
at W = 2 (as opposed to about 70% when the tails are
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Figure 28. Equivalent to Fig. 21, although using the uncen-
tered definition for the range R.
considered for 1 far from 2) and below 30% at W = 1
and L = 16 (as opposed to 60− 70%).
Appendix F: The different definitions of the range of
the string operators and the relation between the
“1/f” distribution and the exponential decay of the
OPOs
In this appendix we will discuss two different defini-
tions of the range R. In either case, we will show how
the “1/f” distribution of the coupling constants of the
number operators of the OPOs is a consequence of the
exponential decay of the OPOs in real space. We will
also show the robustness to the two definitions of R of
our results from Section VI A on the correlation length
and the support of the OPOs.
In Section VI A we defined the range associated to the
string of operators c†i cj that contributes to the definition
of the number operator of an OPO with its maximum am-
plitude at site m (see Eq. (4)) as max(|i−m|, |j−m|), in
the spirit of the one for l-bits of Ref. 18; we will call this
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Figure 29. Equivalent to Fig. 22, but using the uncentered
definition of the range R.
the “centered” definition of the range. An alternative
definition of the range is R ≡ |i − j|, which is consid-
ered in Refs. 36 and 40 for l-bits; we will call this the
“uncentered” definition. The centered range takes into
account the notion of an l-bit being localized around a
site m in real space, and acting non-trivially mainly in
a small region around this site. The uncentered range
ignores this notion of a center, and relates the concept
of localization to the idea of an l-bit acting non-trivially
between sites contained in small regions in real space,
but these regions can be many and lay anywhere on the
chain. Both definitions are interesting in slightly differ-
ent ways due to their different points of emphasis, but in
practice they give rise to a very similar phenomenology.
Their relation with the matrix fkij of coupling constants
of the number operator of an OPO is better understood
graphically, with the aid of Fig. 25, where only the ele-
ments of a range R(i, j) = const. are shown (top panel for
centered range and bottom panel for uncentered range).
Let’s first focus on the centered range, and leave the dis-
cussion of the uncentered range for later. It is easy to
18
see that the elements of a constant range R correspond
to squares of side 2R centered at (m,m). In addition, the
elements within a particular square decay exponentially
on each one of its four sides as either
∣∣fkij∣∣ ∝ e−|i−m|/ξ
or
∣∣fkij∣∣ ∝ e−|j−m|/ξ. As a consequence, the elements
of constant R (that we denote by |fR|) follow a distri-
bution p (log |fR|) = const., but that implies p(|fR|) =
const./|fR| due to d (log |fR|) /d (p(fR)) = 1/|fR|. If we
consider an ensemble of exponentially decaying OPOs,
the combined p(|fR|) will drop towards the ends, due
to the individual distributions spanning different regions
of the |fR| axis; we can see this in Fig. 4. We can see
that the “1/f” distribution of the coupling constants of
a†kak can be derived from the exponential decay of the
OPOs in real space. Finally, at small disorder the distri-
butions p(|fR|) get narrower as a natural consequence of
the slower decay of the OPOs in this limit (see Fig. 4).
Let’s now focus on the uncentered range (bottom panel
of Fig. 25). The elements within the secondary diagonals
of the matrix are now those with a constant R and decay
exponentially as e−(|i−m|+|j−m|)/ξ, which drops twice as
fast as the OPO’s amplitudes due to the simultaneous
change of i and j along the diagonal. The distribution
p(|fR|) ∝ 1/|fR| for a fixed R still holds (see Fig. 26) due
to the same argument discussed for the centered range
case, although now the tails of the |fR| diagonals get
shorter as R is increased, due to the finite size of the
system (as opposed to the squares of the centered range,
which did grow in size with R). This causes the distri-
butions p(|fR|) to become narrower as the range R is
increased, contrary to the expectations for the centered
range.
It is easy to see that the total contribution FR of a par-
ticular (uncentered) range to a†kak (see Eq. (6)), i.e. the
sum of all elements in the diagonals shown in the bottom
panel of Fig. 25, decays exponentially with R as e−R/ξ
for big enough systems, as was the case with the cen-
tered range. This is demonstrated for the (logarithmic)
average F¯R in Fig. 27, where little difference is found as
compared to Fig. 4 of Section VI A (where the centered
range is used). The F¯R curves are slightly concave at
large R, which we think is due to the shortening of the
tails of the |fR| diagonals with R.
The support (see Eq. (C1)) is also robust to the
change in the definition of the range. We demonstrate
in Figs. 28 and 29 that the phenomenology (using the
uncentered range) is similar to the one found with the
centered definition of the range in Figs. 21 and 22, and
hence to the one discussed in Section VI A for the simpler
support90 (see Fig. 6 and Fig. 20 of Appendix. C).
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