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iRésumé
Nos travaux de reherhe abordent la problématique de l'auto-réparation dans les
appliations orientées servie et plus spéiquement elles basées sur la tehnologie
des servies web. Nous nous intéressons à un ontexte impliquant des appliations lo-
giielles onstruites par omposition de servies web distribués et multipropriétaires.
Notre but est de garantir la abilité et la qualité de servie (QdS) de es applia-
tions à travers des tehniques d'auto-réparation. Si un servie web (SW) montre des
perturbations ontinues de la qualité oerte pour un problème de traitement ou de
ommuniation, ei est onsidéré omme une dégradation. Il est alors néessaire
de remédier à une telle dégradation en substituant le servie défaillant par un ou
plusieurs autres servies réalisant des fontions équivalentes. Notre reherhe vise à
onevoir une arhiteture qui permet le ontrle, l'analyse des données de la QdS
et la reonguration des appliations à base de SW en ours d'exéution. Auune
hypothèse sur la logique interne des servies n'est néessaire pour l'appliabilité de
notre approhe. Celle-i repose sur des moniteurs apables d'étendre les messages
SOAP, éhangés entre le lient et le fournisseur du servie, et des onneteurs a-
pables de rediriger les requêtes à destination d'un servie défaillant vers un autre,
supposé eae, implantant la même logique métier. Dans e adre, l'objetif prin-
ipal est de fournir des méanismes non intrusifs d'observation et de reonguration
an d'éviter le dysfontionnement qui surviendrait et qui deviendrait pereptible
par les lients. Nous dénissons pour ela un adriiel et des servies logiiels ou-
vrant toute la boule de la gestion d'auto-réparation allant du monitoring de la QdS
jusqu'aux ations de reonguration. Nous retrouvons, par onséquent, les quatre
modules prinipaux suivants. En premier lieu, nous avons le monitoring qui orres-
pond à la supervision de l'appliation. Il observe et stoke des valeurs des paramètres
de QdS. En deuxième lieu, vient l'analyse. Il s'agit de la phase d'exploitation des
valeurs obtenues par le monitoring permettant de s'assurer du bon fontionnement
de l'appliation et de prédire et déteter une éventuelle dégradation de la QdS. Cette
détetion utilise un algorithme basé sur des fontions statistiques et des ontraintes
temporelles et produit, le as éhéant, des alarmes qui vont enlenher le diagnosti.
Nous nous intéressons à la surveillane de l'évolution d'une aratéristique donnée
de QdS plus qu'à ses valeurs absolues. En troisième lieu, nous trouvons le diagnos-
ti. L'objetif de e module est l'identiation de l'origine de ette dégradation et
l'élimination de l'eet de sa propagation. En quatrième lieu, intervient la réparation
ii
qui orrespond à la reonguration de l'appliation pour rétablir la QdS. L'exéu-
tion des ations de reonguration est réalisée à travers des Conneteurs de Liaison
Dynamique qui seront générés, ompilés et déployés automatiquement. Nous avons
élaboré deux prototypes implantant es diérents modules sous forme de servie web.
Le premier prototype onsidère l'appliation de revue oopérative, qui est une o-
opération de servies web gérant les onférenes sientiques. Le deuxième prototype
représente un as d'étude pour le ommere életronique. Il s'agit d'une appliation
à base de servies web orhestrés.
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As long as there were no mahines, programming was no problem at all ; when we
had a few weak omputers, programming beame a mild problem, and now that we
have giganti omputers, programming has beome a giganti problem.
Edsger W. Dijkstra,
ACM Turing Award Leture, 1972
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Introdu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Les travaux présentés dans ette thèse se situent dans le ontexte des appliations
distribuées à base de servies web. Un servie web est une entité logiielle permettant
la ommuniation et l'éhange de données entre appliations et systèmes hétérogènes
dans des environnements distribués. Il vise à assurer l'interopérabilité, et e à tra-
vers une présentation standardisée des servies oerts et d'un protoole standard de
ommuniation permettant de struturer les messages éhangés entre les omposants
logiiels. Il ore aussi une spéiation de publiation et de loalisation de servies.
La partiularité des servies web réside dans le fait qu'ils utilisent la tehnologie In-
ternet omme infrastruture pour la ommuniation entre les omposants logiiels.
Les arhitetures orientées servie onstituent un paradigme de oneption et de réa-
lisation appliable aux diérents niveaux d'interation d'un système ommuniant.
Elles sont amenées à jouer un rle de plus en plus important dans la oneption des
futurs systèmes de ommuniation et leurs appliations logiielles.
Les travaux élaborés dans le adre de ette thèse visent à soutenir l'exéution des
servies web auto-réparables, guidée par la Qualité de Servie (QdS). La problé-
matique traitée onerne l'observation et l'analyse de la QdS, et l'implantation de
l'auto-réparation au ours de l'exéution des appliations oopératives distribuées.
Cette problématique onstitue un enjeu et un dé sientique important dans la
mesure où la réparation automatique d'une appliation est devenue impérative dans
un ontexte d'autonomie de systèmes fortement distribués et ontenant un large
nombre de servies [53℄. Dans e ontexte, notre objetif est d'orir un adre logi-
iel de plus en plus autonome et qui s'adapte aux diérents prols et besoins des
lients. Ces besoins peuvent être exprimés dans des ontrats de niveau de servie
(Servie Level Agreement, SLA) spéiques tels que ave WSLA [52℄ et WSOL [97℄.
Cependant, l'existene des SLAs prédéterminés n'est pas appliable pour toutes les
situations, omme dans le as de oopération libre ou informelle entre les servies
web. Dans e as, notre approhe analyse les valeurs observées des paramètres de
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QdS, omme le temps d'exéution et le temps de réponse, et les ompare au ours
de l'exéution ave les valeurs obtenues des observations passées. Les ations de
reonguration sont mises en ÷uvre à travers des entités intermédiaires entre les
lients et les fournisseurs des servies web, telles que les médiateurs dans [100℄, et
les ommunautés dans [91℄. Dans e as, l'ajout d'un servie de substitution à la
liste des servies équivalents, néessite une intervention minimale. Cependant, notre
approhe prend la desription WSDL du servie substituant omme paramètre d'en-
trée et établit automatiquement la liaison ave e dernier grâe à un Conneteur de
Liaison Dynamique.
La QdS est dérite par les paramètres standards représentant les temps de ommu-
niation et de traitement, ainsi que d'autres paramètres plus spéiques tels que la
disponibilité et la  salabilité . L'observation de la QdS néessite le monitoring
et l'analyse des messages SOAP éhangés. Nous l'avons réalisé au niveau ommu-
niation de façon générique indépendamment de la logique métier des servies web
observés, et sans hypothèse de modiation du ode de l'appelant et de l'appelé.
Cei est mis en ÷uvre à travers le marquage et l'extension des messages éhangés
par des métadonnées dérivant la QdS. Les servies web ommuniquent par éhange
de messages suivant deux types d'interation, à savoir les interations synhrones
(requête-réponse) et les interations asynhrones (requête). Dans le premier mode
de ommuniation, l'appelant est bloqué jusqu'au retour du résultat de sa requête.
En revanhe, dans le deuxième mode de ommuniation, les requêtes et leurs ré-
ponses (sous forme de requêtes) sont éhangées de façon symétrique sans bloage
de l'appelant. Dans e as, le alul de la QdS exploite des données de orrélation,
MessageId et RelatedTo, dans les entêtes des messages SOAP indiquant l'assoiation
entres les deux messages de type requête. Des moniteurs sont mis en pratique de
deux façons diérentes. Le premier type de moniteur (niveau SOAP) est implanté
en exploitant et étendant la tehnique d'intereption oerte par les onteneurs de
déploiement des servies web. Ces moniteurs se restreignent à la gestion des ommu-
niations synhrones vu qu'ils ne retiennent pas les données de orrélation au niveau
du onneteur de reonguration. En résultat, les données reueillies à partir des
moniteurs SOAP limitent le proessus d'auto-réparation au niveau des gestions lo-
ales du monitoring et du diagnosti. Pour pallier es défauts, nous avons élaboré un
deuxième type de moniteur niveau HTTP. Ce moniteur ne manipule pas le ontenu
du message SOAP mais uniquement l'enveloppe HTTP englobante. Cei permet la
gestion des ommuniations asynhrones en plus des ommuniations synhrones.
En utilisant d'autres données de orrélation telles que soure qui indique le servie
soure de l'invoation, les données de monitoring nous permettent de onstruire la
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struture d'interation (prol) entre les diérents servies web impliqués dans l'ap-
pliation. Ce prol enrihit nos onnaissanes sur les indépendanes struturelles de
l'appliation et permet, par la suite, un monitoring global des QdS.
L'étape suivante est la détetion des dégradations de la QdS. Elle repose sur les don-
nées olletées de l'étape de monitoring. Deux approhes ont été expérimentées. La
première approhe est disrète. Elle utilise les hroniques et les valeurs statistiques
pour la détetion de dégradation en se foalisant sur l'évolution du omportement
du servie tout en évitant la onsidération des violations transitoires. Une hronique
dénit un ensemble d'événements liés par des ontraintes temporelles. Un événement
(nommé aussi violation), orrespond à la détetion d'une valeur de QdS mesurée qui
dépasse un seuil alulé statistiquement en fontion des valeurs de QdS déjà sto-
kées. La suession non ontrlée de es violations entraîne l'évolution du système
vers l'état de dégradation. Le délenhement d'alarmes par la hronique, signale la
présene de violations. La deuxième approhe est analytique. Elle se base sur les
haînes de Markov ahées pour prévenir des dégradations imminentes. En plus de
es deux approhes, le diagnosti ombine les QdS pour identier l'origine de la dé-
gradation et élimine le phénomène de propagation de dégradation qui peut onduire
à des ations de reonguration inutiles.
Suite à un délenhement d'alarmes, une opération de reonguration intervient par
des ations de substitution élémentaires an de permettre d'établir une meilleure
QdS. Un adre oneptuel de bus de servie dynamiquement reongurable a été dé-
ni. Nous l'appelons dans la suite : Middleware Auto-Réparable guidé par la QdS
(MARQ). Il intègre des Conneteurs de Liaison Dynamiques omme éléments lés
pour le routage des requêtes vers diérents fournisseurs de servies web. Diérents
niveaux de reonguration sont possibles (opération, servie, groupe de servies).
Le middleware MARQ gère la réiation entre plusieurs servies web sans états
qui implantent la même logique métier. Deux tehniques ont été élaborées. La pre-
mière s'eetue au niveau SOAP. Son déploiement est adaptable aux diérentes
ontraintes d'aessibilité et de ressoures du té lient ou du té fournisseur du
servie web. Cette tehnique a été illustrée ave une appliation horéographée à
travers des expérimentations à grande éhelle sur la plate-forme Grid'5000, et une
appliation orhestrée ave BPEL. La deuxième tehnique agit au niveau HTTP.
Elle est implantée omme un proxy HTTP qui intègre des omposants de modia-
tion des adresses de routage. Cette tehnique a été illustrée ave une orhestration
de servies web. Elle a permis de raner la reonguration au niveau des opérations
oertes par les servies web.
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La première expérimentation menée sur la plate-forme Grid'5000, a prouvé que
la harge de nos moniteurs reste quasiment nulle (≃ 0s) tant que le nombre des
lients simultanés ne dépasse pas 50, et raisonnable jusqu'à 500 lients (≤ 0, 5s). La
deuxième expérimentation a validé ave suès le monitoring des ommuniations
synhrones et asynhrones, le proessus de détetion de dégradation ainsi que la mise
en ÷uvre des onneteurs de reonguration.
Le rapport se ompose de quatre hapitres :
Dans le premier hapitre, nous ommençons par introduire les notions de servie
web et l'arhiteture orientée servie. Ensuite, nous passons en revue les modèles de
QdS existants, en présentant eux adoptés par notre travail ainsi que l'ensemble des
tehniques utilisées dans la littérature pour les mesurer. Par la suite, une synthèse des
travaux portant sur l'auto-réparation est présentée. Nous avons lassié les approhes
existantes en trois prinipales atégories, à savoir elles orientées modèle, middleware
et plate-forme. La dernière partie aborde les problématiques onfrontées tout au
long de e travail, telles que les propriétés des systèmes d'auto-réparation (interne
vs externe), les servies web iblés par la reonguration (sans état vs ave état), le
niveau de gestion de la QdS (loal vs global), et.
Nous introduisons, dans le deuxième hapitre, notre middleware MARQ sous forme
d'un middleware auto-réparable guidé par la QdS pour les servies web. Nous présen-
tons les fontionnalités oertes par le yle d'auto-réparation, partant du monitoring
jusqu'aux ations de reonguration. Nous ommençons par détailler les algorithmes
et les fontionnalités oertes pour la gestion loale et globale du monitoring. Une
omparaison entre les deux niveaux de mise en ÷uvre des moniteurs (SOAP et
HTTP) est réalisée. Par la suite, nous expliquons les modèles de détetion utilisés.
La partie suivante traite la manière dont le diagnosti intervient pour identier la
soure de la dégradation et éliminer l'eet la propagation de dégradation. La dernière
partie est onsarée au pronosti à travers les haînes de Markov ahées.
Le troisième hapitre présente l'arhiteture en bus reongurable implantée par le
middleware MARQ. Il met l'aent sur l'étape de réparation. Dans e hapitre, la
reonguration est présentée sous forme d'algorithmes et puis formalisée à travers
les modèles de graphes d'arhiteture. Le ranement d'une ation de reonguration
varie de la substitution totale du servie web à la substitution d'une ou plusieurs de
ses opérations. Ensuite, nous présentons le protoole d'éhange entre les omposants
de MARQ ainsi que sa oneption réalisée en UML. La dernière partie onsidère
l'intégration de l'auto-réparation de niveau lasse (représentée par MARQ), et elle
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de niveau instane (représentée par SH-BPEL).
La validation des résultats d'expérimentation fera l'objet du quatrième hapitre.
Nous avons illustré notre approhe par deux appliations orientées servie : un sys-
tème de revue oopérative, implanté par une olletion de servies horéographés, et
une appliation de ommere életronique (FoodShop) implantée par une orhestra-
tion de servies. Une expérimentation à large éhelle sur la plate-forme Grid'5000
est menée pour mesurer la performane et vérier la harge de nos moniteurs. Les
détails de la mise en ÷uvre des expérimentations sur l'environnement Grid'5000
sont présentés et les résultats sont analysés. Ave l'appliation du FoodShop, nous
avons développé une interfae de visualisation graphique de la gestion de la QdS.
Ce module permet aussi de reonstruire les interations entre les servies web impli-
qués dans l'appliation et de pronostiquer l'état de toutes les opérations des servies
utilisés.
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1
Chapitre 1 : État de l'Art et
Problématique
1.1 Servies web : historique, onept et tehnique
1.1.1 Introdution
Les appliations logiielles d'entreprises deviennent de plus en plus distribuées, om-
plexes et oûteuses en eorts de gestion. Parallèlement, l'espérane de vie de es ap-
pliations ne esse d'être remise en question par le dynamisme qui aratérise, de nos
jours, le monde de l'entreprise. Pour remédier à es insusanes, il faut développer
de nouveaux onepts tehnologiques ontribuant au développement d'appliations
plus étendues et plus omplexes sur un marhé en mutation onstante. C'est dans e
ontexte que se situent les arhitetures distribuées, partant de elles à 2niveaux,
passant par elles à 3niveaux et aboutissant à elles à Nniveaux, et dont les ob-
jetifs sont les suivants :
 La simpliation du fontionnement du système (i.e. orir une vue homogène d'un
monde hétérogène, dénir et respeter des normes et des standards) ;
10 Chapitre 1 : État de l'Art et Problématique
 La favorisation de la réutilisation des omposants logiiels ;
 L'augmentation de l'exigene non-fontionnelle ;
 La garantie de l'évolutivité fontionnelle et tehnique du système (i.e. préserver
une ertaine indépendane du système vis-à-vis des évolutions tehniques poten-
tielles de haun de ses éléments).
1.1.2 Objet, omposant et servie
L'évolution des langages de programmation a amené de nouveaux outils aidant à la
oneptualisation des problèmes en informatique. En eet, l'avènement de l'orienté
objet a failité l'abstration du problème à résoudre en fontion des données du
problème lui même (par l'utilisation de lasses et d'objets). L'apparition de la pro-
grammation orientée objet a aussi donné lieu à de nouvelles tehnologies de distribu-
tion des appliations [105℄ telles que RMI (Remote Method Invoation) et CORBA
(Common Objet Request Broker Arhiteture). RMI, middleware de Sun
1
, assure la
portabilité de l'exéution grâe à la mahine virtuelle Java. CORBA, arhiteture
et norme d'OMG (Objet Management Group), est indépendante des plate-formes
grâe au protoole de ommuniation IIOP (Internet Inter-ORB Protool).
L'objetif prinipal des modèles objet est d'améliorer la modélisation d'une applia-
tion, et d'optimiser la réutilisation du ode produit. Cependant, l'intégration d'enti-
tés logiielles existantes peut s'avérer diile si leur modèle d'exéution est inom-
patible ave le modèle imposé par le langage objet hoisi pour le développement
de nouvelles entités. Par ailleurs, les modèles et les langages objets ne sont pas, en
général, adaptés à la desription des shémas de oordination et de ommuniation
omplexes [64℄.
Pour pallier les défauts de l'approhe objet, l'approhe omposant est apparue. Cette
approhe est fondée sur des tehniques et des langages de onstrution des appli-
ations qui intègrent, d'une manière homogène, des entités logiielles provenant de
diverses soures. Un omposant est une boite noire, ommuniant ave l'extérieur à
travers une interfae dédiée, permettant la gestion du déploiement, de la persistane,
et [67℄. En plus du onept d'objet, le omposant se aratérise par la notion de
déploiement, qui gère son yle de vie de l'installation à l'instaniation. Cette no-
tion permet aux développeurs de se foaliser sur la logique métier du omposant, et
délègue la gestion des propriétés non-fontionnelles à l'environnement d'exéution
l'hébergeant. L'enjeu est de failiter la prodution de logiiels ables, maintenables,
1
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évolutifs et toujours plus omplexes. L'un des maîtres mots est la réutilisation par
la disponibilité d'ingrédients logiiels, failement omposables et adaptables. Les
tehnologies EJB (Enterprise JavaBeans) et CCM (Corba Component Model) sont
les tehnologies les plus onnues de l'arhiteture de omposants logiiels pour la
plate-forme J2EE (Java 2 Enterprise Edition) [105℄.
La distribution de omposants fait naître de nouvelles diultés qu'il onvient de gé-
rer eaement an de préserver la souplesse et de garantir l'évolutivité du système
d'information. D'une part, l'interdépendane de omposants distribués diminue la
maintenabilité et l'évolutivité du système. Ainsi, on perçoit que, pour préserver son
eaité, une arhiteture distribuée doit minimiser l'interdépendane entre ha-
un de ses omposants qui risque de provoquer des dysfontionnements en asade
dont il est souvent omplexe de déteter la ause et de déterminer préisément l'ori-
gine. D'autre part, la préservation de la qualité de servie du système d'information,
dans le adre d'arhitetures distribuées, est une lourde tâhe, souvent omplexe,
en partiulier lorsque les omposants tehniques de l'arhiteture sont hétérogènes
et qu'ils exploitent de multiples produits et standards. Ces diultés imposent la
néessité d'une arhiteture plus exible où les omposants sont réellement indépen-
dants et autonomes, le tout permettant de déployer plus rapidement de nouvelles
appliations. D'où l'apparition de l'arhiteture orientée servie [67℄.
1.1.3 L'Arhiteture Orientée Servie (AOS)
L'AOS est une approhe arhiteturale permettant la réation des systèmes basés
sur une olletion de servies développés dans diérents langages de programma-
tion, hébergés sur diérentes plate-formes ave divers modèles de séurité et pro-
essus métier [49℄. Chaque servie représente une unité autonome de traitement et
de gestion de données, ommuniquant ave son environnement à l'aide de messages.
Les éhanges de messages sont organisés sous forme de ontrats d'éhange. L'idée
maîtresse de l'arhiteture orientée servie est que tout élément du système d'in-
formation doit devenir un servie identiable, doumenté, able, indépendant des
autres servies, aessible, et réalisant un ensemble de tâhes parfaitement dénies
[15℄. L'AOS est axée autour de trois onepts fondamentaux, à savoir, le fournisseur
de servies, le lient de servies, et l'annuaire de publiation [48℄. Le fournisseur
permet l'aès à son servie à travers une interfae. Le lient désigne une interfae
utilisateur, un serveur ou une autre appliation qui aède au servie et l'invoque à
travers son interfae. L'annuaire joue le rle d'intermédiaire entre le fournisseur et
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le lient. Les fournisseurs y enregistrent leurs servies, et les lients y herhent le
servie satisfaisant leurs besoins.
L'AOS présente plusieurs avantages bénéques pour le domaine de la tehnologie
d'information et de ommuniation. Elle se aratérise par la simpliité à travers
les onepts de déomposition, de déouplage et de réutilisation [102℄. En plus, elle
partiipe à la rédution du oût de développement des grands projets et rend le
développement plus eae.
L'arhiteture orientée servie est apparue pour palier les limites des arhitetures
distribuées. Cette arhiteture n'est pas simplement une mode. Elle se plae, plutt,
dans la ontinuité logique des multiples tentatives de distribution de traitements, de
répartition de données, d'intégration d'appliations, d'homogénéisation du système
d'information, et. L'adoption de l'AOS a été énormément failitée par l'émergene
opportune de la tehnologie des servies web et leurs standards bien dénis.
La tehnologie des servies web représente la tehnologie la plus utilisée pour migrer
vers e type d'arhitetures.
1.1.4 Servies web : Dénition et infrastruture
Selon Justin et al.[48℄ : Un servie web est une agrégation de fontionnalités pu-
bliées pour être utilisées. Il utilise Internet omme onduit pour réaliser une tâhe.
Il est semblable à un proessus métier virtuel qui dénit des interations au niveau
appliation.
Selon W3C
2
: Un servie web est un système logiiel onçu pour supporter les in-
terations entre appliations à travers le réseau. Les servies web orent un moyen
standard d'interopérabilité entre diérentes appliations qui s'exéutent sur une va-
riété de mahines/plate-formes. Ils sont aratérisés par leur grande interopérabilité
et extensibilité, ainsi qu'une desription interprétable/ompréhensible automatique-
ment par la mahine grâe au standard XML. Ils peuvent être ombinés d'une façon
faiblement ouplée an de réaliser des opérations omplexes. Les programmes orant
des servies simples, peuvent interagir ensemble an de mettre en plae des servies
sophistiqués ave des valeurs ajoutées.
Les servies web sont des ompléments aux programmes et appliations existants, dé-
veloppés dans diérents langages de programmation, et servent de pont pour que es
2
World Wide Web Consortium, http ://www.w3.org/
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programmes ommuniquent entre eux [10℄. Ainsi, les servies web permettent d'inter-
faer des systèmes d'information hétérogènes. Ces derniers présentent les avantages
suivants :
 Un faible ouplage ave les tehnologies employées en interne ;
 Une grande exibilité de mise à jour des systèmes employés de part et d'autre ;
 L'emploi de protooles réseaux simples, répandus et bénéiant d'implantations
dans toutes les tehnologies majeures.
Les servies oerts par l'infrastruture des servies web ouvrent essentiellement
deux aspets fondamentaux [27℄ :
 Un servie de ommuniation qui permet l'éhange de données entre les servies
web ;
 Un ensemble de servies tehniques destinés à automatiser le proessus de loali-
sation et d'invoation des omposants.
L'originalité de l'infrastruture des servies web onsiste à les mettre en plae en se
basant exlusivement sur les protooles les plus répandus d'Internet tels que HTTP
(HyperText Transfer Protool) et les formats standards d'éhange de données tels
que MIME (Multipurpose Internet Mail Extensions), XML, et.
L'infrastruture des servies web s'est onrétisée autour de trois spéiations onsi-
dérées omme des standards, à savoir SOAP, UDDI et WSDL [20℄. Nous les détaillons
dans les parties suivantes.
1.1.4.1 Transport : SOAP
Simple Objet Aess Protool appelé également Servie Oriented Aess Protool
3
SOAP est le protoole qui assure l'éhange de messages dans les AOSs. Du fait qu'il
est basé sur XML, il permet l'éhange de données struturées indépendamment des
langages de programmation ou des systèmes d'exploitation. SOAP permet l'éhange
d'informations dans un environnement déentralisé et distribué, omme Internet,
indépendamment du ontenu du message. Il peut être employé dans tous les styles
de ommuniation : synhrones ou asynhrones, point à point ou multi-points. SOAP
utilise prinipalement les deux standards HTTP et XML :
 HTTP est un protoole de transport des messages SOAP. Il onstitue, d'une part,
un moyen eae de transport et d'autre part, il est très utilisé sur le web.
 XML est un langage utilisé pour struturer les requêtes et les réponses et indiquer
3
Soumis au W3C par UserLand, Ariba, Commere One, Compaq, Developmentor, HP, IBM,
IONA, Lotus, et Mirosoft en May 2000
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les paramètres des méthodes, les valeurs de retour, et les éventuelles erreurs de
traitement.
Contrairement aux autres protooles, IIOP pour CORBA, ORPC (Objet RPC )
pour DCOM, ou JRMP (Java Remote Method Protool) pour RMI, qui sont des
protooles binaires [31℄, SOAP se base sur XML pour enoder les données. Les
messages éhangés via e protoole jouissent don des avantages que leur proure le
langage XML pour struturer les données.
<?xml version="1.0" encoding="UTF-8" ?>
- <soapenv:Envelope xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:xsd="http://www.w3.org/2001/XMLSchema"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
- <soapenv: Header/>
- <soapenv:Body>
- <Addition xmlns="http://doc">
<a>4</a>
<b>7</b>
</Addition>
</soapenv:Body>
</soapenv:Envelope>
Fig. 1.1  Le formatage visuel d'un message SOAP
La gure 1.1 illustre un exemple de message SOAP requête d'un servie web qui ad-
ditionne deux entiers. Le message est englobé dans une enveloppe et divisé en deux
parties : l'entête et le orps. L'entête (Header) ore des méanismes exibles pour
étendre un message SOAP sans auune préalable onnaissane des parties ommu-
niantes. Les extensions peuvent ontenir des informations onernant l'authenti-
ation, la gestion des transations, le payement, et [41℄.
Le orps (Body) ore un méanisme simple d'éhange des informations mandataires
destinées au reeveur du message SOAP. Cette partie ontient les paramètres fon-
tionnels tels que le nom de l'opération à invoquer, les paramètres d'entrée et de
sortie ou des rapports d'erreur [41℄.
1.1.4.2 Déouverte : UDDI
Universal Desription, Disovery and Integration
4
UDDI est une norme d'annuaire de servies web appelée via le protoole SOAP.
4
UDDI est le résultat d'un aord inter-industriel proposé par Dell, Fujitsu, HP, Hitahi, IBM,
Intel, Mirosoft, Orale, SAP, Sun, et. en 2001
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Pour publier un nouveau servie web, il faut générer un doument appelé Business
Registry. Il sera enregistré sur un UDDI Business Registry Node. Le Business Registry
omprend trois parties [98℄ :
 Pages blanhes : noms, adresses, ontats, identiants des entreprises enregistrées ;
 Pages jaunes : informations permettant de lasser les entreprises, notamment l'a-
tivité, la loalisation, et ;
 Pages vertes : informations tehniques sur les servies proposés.
Le protoole d'utilisation de l'UDDI ontient trois fontions de base :
 publish pour enregistrer un nouveau servie ;
 nd pour interroger l'annuaire ;
 bind pour eetuer la onnexion entre l'appliation liente et le servie.
Comme pour la ertiation, il est possible de onstituer des annuaires UDDI privés,
dont l'usage sera limité à l'intérieur de l'entreprise.
1.1.4.3 Desription : WSDL
Web Servies Desription Language
5
WSDL, basé sur XML, permet de dérire le servie web, en préisant les méthodes
disponibles, les formats des messages d'entrée et de sortie, et omment y aéder.
L'élément raine d'une desription WSDL est une dénition. Chaque doument dé-
nit un servie omme une olletion de points naux ou ports. Chaque port est
assoié à un rattahement spéique qui dénit la manière ave laquelle les mes-
sages seront éhangés. Chaque rattahement établit une orrespondane entre un
protoole et un type de port. Un type de port se ompose d'une ou plusieurs opéra-
tions qui représentent une dénition abstraite des apaités fontionnelles du servie.
Chaque opération est dénie en fontion des messages éhangés au ours de son in-
voation. La struture du message est dénie par des éléments XML assoiés à un
shéma de type spéique.
Ainsi, un doument WSDL utilise les éléments suivants pour la dénition des servies
[24℄ :
 Types : qui dénissent des types de données éhangées ;
 Message : qui dénit d'une manière abstraite des données transmises ;
 Operation : qui dérit d'une manière abstraite les ations supportées par le servie ;
5
Proposé au W3C par Ariba, IBM et Mirosoft en Mars 2001, la première version du standard
a été proposé par le W3C en 2002
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 Port Type (appelé Interfae depuis WSDL2.0) : qui représente un ensemble d'opé-
rations orrespondant haune à un message entrant ou sortant ;
 Binding (Rattahement) : qui est un protoole de ommuniation et un format
des données éhangées pour un port ;
 Port : qui est une adresse d'aès au servie ;
 Servie : qui regroupe un ensemble de ports.
1.1.4.4 Invoation d'un servie web
Le proessus d'invoation d'un servie web est similaire à elui de toute appliation
distribuée utilisant la tehnologie CORBA ou RMI. Les étapes les plus importantes
de l'invoation d'un servie web sont les suivantes (voir gure 1.2) :
1. Le fournisseur de servie se harge de l'enregistrement et de la publiation des
servies auprès d'un serveur UDDI. Cette opération se fait par l'envoi d'un message
(enapsulé dans une enveloppe SOAP) à l'annuaire UDDI. Ce message ontient la
loalisation du servie, la méthode d'invoation (et les paramètres assoiés) ainsi
que le format de réponse. Toutes es informations seront formalisées, par la suite, à
l'aide de WSDL.
2. Un utilisateur désirant onsulter un servie interroge, en premier lieu, le serveur
UDDI dont il possède l'adresse an de onnaître les servies disponibles orrespon-
dant à ses besoins. Le serveur lui retourne la liste des possibilités parmi lesquelles il
séletionne une. A e stade, l'utilisateur ne possède qu'une URL (Uniform Resoure
Loator) identiant le servie séletionné.
3. L'utilisateur réupère ensuite une interfae WSDL, aessible depuis l'URL, et
qui lui permet de savoir omment utiliser le servie. A partir de ette interfae, il
génère automatiquement le  proxy du servie. Il s'agit d'un objet loal disposant
des mêmes fontions que le servie distant et qui permettra à l'utilisateur d'aéder
au servie distant en toute transparene. Le  proxy est réé grâe à un outil et
peut être généré dans un grand nombre de langages de programmation diérents.
L'utilisation du servie se fait simplement en invoquant la méthode du  proxy qui
orrespond aux besoins de l'utilisateur.
4. Le proxy représente l'appel de la méthode distante sous forme d'une requête SOAP
dans laquelle seront inlus les paramètres fournis par l'utilisateur. Ces paramètres
seront empaquetés grâe à la méthode standard de présentation des données, e qui
permet d'assurer la ompatibilité entre mahines. Cette requête est, ensuite, émise
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1. Enregistrer et  
publier des services 
3. Récupérer une 
interface WSDL 
2. Interroger
4. Envoyer la requête
6. Envoyer  la réponse
5. Recevoir et 
traiter la requête
 
Consommateur du service 
Utilisateur Proxy
Fournisseur du service 
Module métierStub 
 
 
 
 
WSDL
WSDL
WSDL
Serveur UDDI
Invocation MonServiceWeb.x.y.z 
Fig. 1.2  Les étapes d'invoation d'un servie web [99℄
vers l'URL désignant le servie web.
5. Sur la mahine hébergeant le servie, la requête est reçue puis ouverte par la
souhe serveur (stub).
6. Une fois la requête est omprise, une réponse SOAP est formulée puis émise en
diretion de l'expéditeur initial.
Atuellement, SOAP, WSDL et UDDI sont les trois standards qui onstituent l'ar-
hiteture des servies web. Il existe plusieurs environnements qui englobent es trois
standards et qui supportent, par la suite, l'implantation des servies web. Parmi es
derniers, nous pouvons iter :
 Axis et le serveur Tomat (http ://ws.apahe.org/axis/) ;
 Serveurs HTTP IIS de Mirosoft ave le framework .NET (http ://www.iis.net/) ;
 Orale WebLogi de BEA et Orale (http ://www.orale.om/appserver/weblogi/weblogi-
suite.html) ;
 WebSphere d'IBM (http ://www-01.ibm.om/software/websphere/) ;
 JBoss (http ://www.jboss.org/) ;
 JAX-WS (https ://jax-ws.dev.java.net/).
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1.1.4.5 Apports des servies web
L'utilisation des servies web engendre plusieurs avantages dont nous pouvons iter
[10℄ :
 L'interopérabilité : 'est la apaité des servies web d'interagir ave d'autres om-
posantes logiielles via des éléments XML en utilisant des protooles de l'Internet.
 La simpliité : les servies web réduisent la omplexité des branhements entre les
partiipants. Cela se fait en ne réant la fontionnalité qu'une seule fois plutt
qu'en obligeant tous les fournisseurs à reproduire la même fontionnalité à haun
des lients selon le protool de ommuniation supporté.
 Une omposante logiielle légèrement ouplée : l'arhiteture modulaire des ser-
vies web, ombinée au faible ouplage des interfaes assoiées [9℄, permet l'utili-
sation et la réutilisation de servies qui peuvent être reombinés failement dans
d'autres appliations.
 L'hétérogénéité : les servies web permettent d'ignorer l'hétérogénéité entre les dif-
férentes appliations. En eet, ils dérivent la manière de transmettre un message
(standardisé) entre deux appliations, sans imposer la façon de le onstruire.
 L'auto-desriptivité : les servies web ont la partiularité d'être auto-desriptifs,
'est à dire, ils sont apables de fournir des informations permettant de om-
prendre la manière de les manipuler. La apaité des servies à s'auto-dérire
permet d'envisager l'automatisation de l'intégration des servies.
1.1.5 Composition des servies web
Généralement, un servie web unique ne satisfait pas aux besoins des utilisateurs qui
sont, de plus en plus, omplexes. Pour fournir une solution à une tâhe omplexe,
on peut ombiner des servies web pour n'en former qu'un seul ; on parle, alors, de
omposition de servies web. La omposition peut être élaborée soit d'une façon ad
ho, soit en utilisant un langage dédié. Pour la première, il s'agit d'un assemblage
de plusieurs servies web, dont les interations sont odées manuellement par le
développeur. Ce dernier prend en harge l'organisation du déroulement des proessus
métiers. Quant à la deuxième façon, elle est mise en ÷uvre à travers des langages
tels que BPEL, WS-CDL, BPML, BPSS et WSCL.
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1.1.5.1 BPEL
Business Proess Exeution Language
6
Initialement onnu sous le nom de BPEL4WS, renommé par la suite WS-BPEL,
ette spéiation est plus onnue sous le nom de BPEL [4℄. Ce dernier a suédé à
XLANG (de Mirosoft) et WSFL (d'IBM) omme un standard de spéiation des
ux entre les servies web. Il s'agit d'un langage d'exéution des proessus métiers
qui permet la omposition d'un ensemble de servies web, et spéie les règles de
dialogue entre eux. Il dénit un protoole d'interation des servies web (en se basant
sur leurs WSDL) tout en spéiant l'ordre d'invoation des opérations. Le proess
exéutable ressemble à une desription d'un adre de travail représentée par des
ativités basiques et struturelles spéiant un modèle d'exéution des servies web.
Le doument BPEL agit sur des éléments omme la transformation de données,
l'envoi de messages ou l'appel d'opérations. Un proessus BPEL peut être vu omme
un servie web autonome et son interfae peut être représentée en utilisant WSDL.
BPEL est supporté par de nombreux éditeurs de logiiel omme Adobe, BEA Sys-
tems, HP, IBM, Orale, JBoss, Sun, Tibo, Webmethods et Mirosoft.
1.1.5.2 WS-CDL
Web Servies Choreography Desription Language
7
Développé par le groupe de travail Choreography de W3C, WS-CDL [51℄ dérit
le protoole métier de omposition selon un point de vue globale. La desription
est implantée par un proessus distribué individuel sans ontrle entral [19℄. Tout
omme BPEL, il dérit les relations entre servies omposites mais, ontrairement
à BPEL, qui entralise le ontrle (orhestration), WS-Choreography s'intéresse à
une desription distribuée des messages éhangés entre les partenaires.
1.1.5.3 BPML
Business Proess Modeling Language
8
6
Proposé par BEA Systems, IBM, Mirosoft, SAP et Siebel Systems en 2002, et standardisé par
OASIS en 2007
7
Proposé par Orale, Commere One, Novell, Choreology, W3C et Adobe Systems Inorporated
en 2005
8
Proposé par le onsortium BPMI (Business Proess Management Initiative) en 2001
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C'est un méta-langage de modélisation [95℄ des proessus métiers dont les premières
spéiations sont apparues au printemps 2001 [8℄. BPML fournit un modèle abstrait
et une grammaire pour exprimer des proessus métiers abstraits et exéutables. En
utilisant BPML, les proessus d'entreprise, les servies web omplexes et les ollabo-
rations multi-partenaires peuvent être dénis et dirigés par des ompositions d'a-
tivités qui exéutent des fontions spéiques. Un proessus BPML peut être une
partie d'une omposition. Chaque ativité dans le proessus possède un ontexte qui
dénit les omportements ommuns et les ativités s'exéutant dans tel ontexte.
Ainsi, un proessus peut être déni omme un type d'ativité omplexe qui délare
son propre ontexte d'exéution. La spéiation BPML dénit dix-sept types d'a-
tivité et trois types de proessus. La desription WSDL d'un servie web peut être
importée ou référenée dans une spéiation BPML. Une standardisation des do-
uments BPML est proposée en utilisant RDF pour la sémantique des métadonnées,
des métadonnées XHTML et Dublin Core
9
pour améliorer la lisibilité et le traitement
de l'appliation.
1.1.5.4 BPSS
Business Proess Speiation Shema
10
ebXML est un standard életronique basé sur XML qui permet aux entreprises de
se retrouver et d'aomplir des aaires en utilisant des messages bien dénis et des
proessus métiers standards [92℄. Le shéma de spéiation de proessus métiers
d'ebXML (BPSS) est une représentation des modèles de ollaboration des proessus
métiers életroniques. En utilisant la syntaxe de XML, les parties impliquées dans
une ollaboration peuvent être modélisées et être d'aord sur le proessus métier
pertinent. Le standard BPSS d'ebXML peut être utilisé pour ongurer les systèmes
métiers an de soutenir la ollaboration ommeriale. Ainsi, ette spéiation dé-
termine l'éhange en ours (représenté par des modèles graphiques) des douments
et des signaux métiers entre les partenaires. Une bibliothèque de modèles de pro-
essus peut être réée en utilisant les dénitions de BPSS. Chaque modèle permet à
l'utilisateur l'extration des informations du BPSS orrespondant et la onguration
de son système au ours de l'exéution. Cependant, il n'y a pas un support expliite
de desription des ux de données durant les transations. Mais il existe un support
pour la spéiation de la sémantique de la qualité de servie pour les transations
9
Dublin Core est un modèle à base d'un ensemble de quinze propriétés utilisées pour la desrip-
tion des ressoures
10
C'est la spéiation d'ebXML Business Proess, standardisée par OASIS en 2001
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telles que l'authentiation et le dépassement du temps limite.
1.1.5.5 WSCL
Web Servies Conversation Language
11
WSCL [11℄ permet de dénir le omportement externe visible des servies web en
spéiant les onversations du niveau métier ainsi que les proessus métiers publiques
supportés par un servie web. Les onversations sont dénies en utilisant la syntaxe
de XML. Un doument WSCL spéie les douments XML éhangés omme une
partie de la onversation ainsi que l'ordre dans lequel ils sont éhangés. WSCL
fournit un ensemble minimal de onepts néessaires pour spéier les onversations.
La spéiation délare que la onversation est typiquement déterminée à partir de
la perspetive du fournisseur du servie, qui peut aussi être utilisée pour déduire la
onversation de la perspetive du lient. Bien que la onversation soit dénie de la
perspetive du fournisseur du servie, elle sépare la logique de la onversation de la
logique de mise en ÷uvre ou des aspets d'implantation du servie.
1.2 La Qualité de Servie dans les servies web
1.2.1 Introdution
Ave la prolifération des servies web, la notion de QdS émerge aujourd'hui. Son
intérêt pour les fournisseurs et les lients de servie devient, de plus en plus, impor-
tante. Dans ette setion, nous détaillons les paramètres de qualité de servie pour
les servies web et présentons les diérentes tehniques de mesure existantes.
Il n'existe pas de onsensus sur la dénition de la qualité de servie (QdS). La
reommandation ITU-X.902
12
dénit la QdS omme un ensemble d'exigenes dans
le omportement olletif d'un ou plusieurs objets. Dans le ontexte des tehnologies
de l'information et multimédia, la QdS a été dénie par Vogel et al.[101℄ omme
l'ensemble des aratéristiques quantitatives et qualitatives d'un système multimédia,
néessaires pour atteindre la fontionnalité requise par l'appliation. Nous pouvons
aussi dire que la qualité de servie représente l'aptitude d'un servie à répondre d'une
11
Proposé par HP en 2002 et publié par W3C en 2005
12
The International Teleommuniation Union (ITU) standard X.902, Information tehnology -
Open distributed proessing - Referene Model.
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manière adéquate à des exigenes, exprimées ou impliites, qui visent à satisfaire
ses usagers. Ces exigenes peuvent être liées à plusieurs aspets d'un servie, par
exemple : sa disponibilité, sa abilité, et.
Comme pour les exigenes en QdS dans les servies des ouhes basses des réseaux,
il y a un besoin d'identier et de dérire la QdS d'un servie web. Les attributs
de QdS peuvent être lassiés en deux parties : les QdS spéiques, et les QdS
génériques. Celles-i peuvent être, également, divisées en des attributs mesurables
et des attributs non mesurables. Cette lassiation est montrée par la gure 1.3.
Attributs de QdS
Attributs de QdS
spéiques
Attributs de QdS
génériques
Attributs de QdS
mesurables
Attributs de QdS
non mesurables
Fig. 1.3  La lassiation des attributs de QdS [33℄
1.2.1.1 Modèles de QdS existants
Le groupe de travail Arhiteture des Servies Web du W3C, travaillant sur les arhi-
tetures des servies web, a identié et dérit un ensemble de paramètres de QdS pour
les servies web [58℄, à savoir : la performane qui englobe le débit (throughput), le
temps de réponse et le temps d'exéution, la abilité, la salabilité ou l'adaptation
au fateur d'éhelle (salability), la apaité, la robustesse, le traitement d'exeption,
l'exatitude, l'intégrité, l'aessibilité, la disponibilité, l'interopérabilité, la séurité,
et les exigenes en QdS liées au réseau.
Il n'y a pas un onsensus bien préis au sujet de l'ensemble des QdS importantes pour
les servies web, mais la plupart des travaux de reherhe, qui ont essayé d'identier
et de lassier les paramètres de QdS, ont pris en onsidération les paramètres dénis
par le W3C auxquels sont assoiés, dans ertains travaux, d'autres paramètres.
Le modèle de QdS pour les servies web, proposé dans [5℄, suggère une lassiation
prinipale des attributs de QdS, basée sur les attributs indépendants de l'environne-
ment du servie (partie fontionnelle) et les attributs dépendants de l'environnement
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du servie (partie non fontionnelle).
Fateurs QdS Attributs internes (Mé-
triques)
Attributs externes (Mé-
triques)
Fiabilité Corretion (Exatitude, Préi-
sion)
(Disponibilité, Consistane)
Performane Eaité (Complexité tempo-
relle et spatiale)
Gestion de la harge (Dé-
bit, Attente & Temps de ré-
ponse)
Intégrité Séurité
Utilisation (paramètres d'entrée et de sor-
tie)
Tab. 1.1  Le modèle de QdS des servies web proposé par Araban et Sterling [5℄
Bien que les métriques détaillées dans le tableau 1.1 soient moins bien dénies que le
modèle détaillé dans l'approhe [58℄, le modèle de [5℄ donne une orientation générale
que ertains des attributs de QdS doivent être mesurés en examinant l'implantation
du servie (-à-d les attributs internes).
Le travail mené par [82℄ a identié et organisé les attributs de QdS des servies web
en atégories :
 Attributs liés à l'exéution (Runtime Related QoS ) : salabilité, apaité, per-
formane (temps de réponse, temps de latene, et débit), abilité, disponibilité,
robustesse/exibilité, traitement d'exeption, et exatitude ;
 Attributs liés au support de transation : intégrité de transation ;
 Attributs liés au prix et à la gestion de onguration : standard supporté, stabilité,
prix et omplétude ;
 Attributs liés à la séurité : authentiation, autorisation, ondentialité, traça-
bilité, ryptage de données, et non-répudiation.
1.2.1.2 QdS spéiques
Les QdS spéiques sont des qualités qui onernent une appliation partiulière,
et qui sont en relation ave sa logique métier. Par exemple, pour le proessus de
revue oopérative dans les onférenes sientiques (voir hapitre 4), nous pouvons
identier une liste de dysfontionnements qui pourraient dégrader la QdS. En eet,
il s'agit des événements à mesurer an de diagnostiquer des problèmes éventuels
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du système. Ces QdS spéiques peuvent être des QdS liées aux arguments omme
 le renvoi de onférene dont la date limite de soumission est dépassée suite à une
requête de reherhe de onférenes par mot lé , ou  le renvoi de onférene dont
le thème n'est pas pertinent .
1.2.1.3 QdS génériques
Dans e qui suit, nous présentons l'ensemble des attributs de QdS génériques. Nous
distinguons, ii, les attributs mesurables et les attributs non mesurables.
Attributs mesurables :
Les attributs mesurables les plus ommuns sont dérits pas les paramètres liés à la
performane.
 Le débit : le nombre de requêtes servies pendant un intervalle de temps ;
 Le temps de réponse : le temps requis pour ompléter une requête du servie web ;
 La abilité : la apaité d'un servie d'exéuter orretement ses fontions ;
 La salabilité : la apaité du servie de traiter le plus grand nombre d'opéra-
tions ou de transations pendant une période donnée, tout en gardant les mêmes
performanes ;
 La robustesse : la probabilité qu'un servie puisse réagir proprement à des messages
d'entrée invalides, inomplets ou onituels ;
 La disponibilité : la probabilité d'aessibilité d'un servie.
Attributs non mesurables :
Il y a des attributs de QdS qui ne sont pas mesurables, mais qui ont de l'importane
pour les servies web omme :
 Le prix d'exéution : 'est le prix qu'un lient du servie doit payer pour bénéier
du servie ;
 La réputation : 'est une mesure de la rédibilité du servie qui dépend, prinipa-
lement, des expérienes d'utilisateurs naux ;
 La séurité : 'est un regroupement d'un ensemble de qualités à savoir : la on-
dentialité, le ryptage des messages et le ontrle d'aès.
1.2.2 QdS onsidérées
Dans e qui suit nous nous intéressons de près aux attributs de QdS que nous gérons
dans notre travail.
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1.2.2.1 Performane des servies web
La performane des servies web n'est pas un onept formellement déni. Elle est
quantiée à l'aide de diérentes métriques. Nous allons adopter la dénition fournie
par le groupe travaillant sur les arhitetures des servies web du W3C omme une
fondation pour notre propre dénition. Cette dénition est omposée du débit, du
temps de réponse, du temps de ommuniation et du temps d'exéution. Le temps
d'exéution et le temps de ommuniation sont deux dérivés de la dénition du temps
de réponse du W3C. Dans le adre de ette thèse, nous onsidérons les paramètres
inlus dans ette dénition. En plus, nous tenons ompte de la disponibilité et de la
salabilité.
Pour assurer le monitoring des paramètres de QdS onsidérés dans notre étude,
quatre valeurs de temps sont mesurées, omme le montre la gure 1.4 :
t1 : Le temps d'envoi de la requête par le lient ;
t2 : Le temps de réeption de la requête par le fournisseur ;
t3 : Le temps d'envoi de la réponse par le fournisseur ;
t4 : Le temps de réeption de la réponse par le lient.
Client du 
service
Fournisseur
du service  
 
  
Requête
 
 


 	
 

 
Réponse
Temps

Fig. 1.4  La liste des QdS mesurées
26 Chapitre 1 : État de l'Art et Problématique
Dans la suite, nous énumérons l'ensemble des paramètres de QdS onsidérés en nous
basant sur les mesures représentées par la gure 1.4.
1- Le Temps de réponse :
Déni omme Le temps néessaire pour traiter une requête dès l'instant de
son envoi jusqu'au moment de la réeption de la réponse. Le
temps de réponse peut être divisé en temps de ommuniation
et en temps d'exéution [85, 86℄.
Formule Tresp = t4 - t1
Quantiation Milliseonde
Type Entier
2- Le Temps d'exéution :
Déni omme Le temps mis par le servie pour exéuter la requête.
Formule Texe = t3 - t2
Quantiation Milliseonde
Type Entier
3- Le Temps de Communiation :
Déni omme Le temps néessaire pour le transport de la requête et de sa
réponse.
Formule Tomm = Tresp - Texe
Quantiation Milliseonde
Type Entier
4- Le Débit :
Déni omme La apaité du fournisseur du servie web de traiter les re-
quêtes onurrentes. Il est mesuré en requêtes par seonde
[66, 96℄.
Formule Débit = # requêtes/période de temps
Quantiation Requête/unité de temps telles que minute, seonde, millise-
onde, et.
Type Réel
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5- La Disponibilité :
Dénie omme Le pourentage de requêtes réussies par le fournisseur [66, 85℄.
Les réponses qui ont éhoué, orrespondent aux exeptions
reçues du té lient.
Formule Disponibilité = Nombre de requêtes réussites/-
Nombre total de requêtes
Quantiation Pourentage
Type Réel
6- La Salabilité :
Dénie omme La apaité de ne pas dégrader les performanes oertes par
le servie web tout en augmentant le nombre de requêtes si-
multanées [86℄.
Formule Salabilité = fn(Performane, Nombre de requêtes),
où fn est une fontion qui représente la variation de perfor-
mane pendant que le nombre de lients augmente (voir le
tableau 4.3).
Quantiation Evolution au ours du temps exprimée à l'aide de plusieurs
valeurs ou d'une ourbe.
Type Couples de réels ou pourentage
1.2.2.2 Monitoring de QdS de point de vue lient
La plupart des attributs des modèles de la QdS sont mesurés du té fournisseur et
ne néessitent pas des mesures du té lient. Les mesures du té lient permettent
de prendre en onsidération les aratéristiques de la onnexion entre le lient et le
fournisseur. En eet, l'information de QdS est utilisée pour diérenier les fournis-
seurs de servie orant des servies similaires, e qui est prinipalement à la harge
du lient plutt que le fournisseur.
Considérons deux fournisseurs de servie qui orent les mêmes fontionnalités, le
premier assure un temps d'exéution minimal et un débit élevé (ii, le temps d'exé-
ution et le débit sont mesurables du té fournisseur), tandis que le deuxième ore
un temps d'exéution et un débit aeptables. Le hoix du fournisseur peut dépendre,
dans ette situation, des QdS mesurables du té lient. Dans le as où la onnexion
(le temps de ommuniation) est meilleure ave le deuxième fournisseur du servie,
le lient hoisit de se onneter ave elui-i. Ce sénario peut se produire si les
fournisseurs en onurrene sont loalisés sur deux réseaux diérents : un premier
réseau lent et ave des retards de onnexion, et un deuxième réseau rapide et sans
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délai.
1.2.2.3 Colletion des mesures des tés lient et fournisseur
La performane pourrait être mesurée du té serveur, et dans quelques as, les
mesures eetuées peuvent être diérentes de elles eetuées du té lient. Les
attributs de performane, de disponibilité et de abilité peuvent être olletés auto-
matiquement du té fournisseur du servie ou du té lient. Les autres attributs
(séurité, préision, prix, et.) ne sont pas dynamiques omme le as des attributs
liés à la performane qui varient dans le temps. Les mesures de es attributs ont
besoin d'être soumises manuellement lors du déploiement et à haque mise à jour
de version. Nous nous onentrons, dans notre travail, sur les QdS génériques et
partiulièrement sur les attributs de performane des servies web, tout en essayant
de ouvrir es paramètres des deux tés : té lient et té fournisseur du servie
pour être le plus objetif possible.
1.2.3 Tehniques de mesure des QdS
Le monitoring est une étape primordiale dans le proessus de mesure de la QdS (voir
setion 2.3). Il orrespond à une étape d'observation du omportement du servie et
d'extration des métriques néessaires pour eetuer les mesures des QdS. La variété
potentielle de paramètres de QdS rend ette tâhe enore plus déliate. Diérentes
approhes ont été proposées an d'extraire l'information utile pour l'étude de QdS.
1.2.3.1 Le Timer inséré dans le ode
Selon l'approhe proposée dans [2℄, une méthode simple de mesurer les araté-
ristiques de performane des servies web peut être développée en ajoutant des
fontionnalités dans le ode lient du servie. Les étapes impliquées dans le dévelop-
pement de e modèle, apable de mesurer le temps de réponse, se présentent omme
suit :
1. Générer la souhe logiielle liente (stub) à partir du WSDL du servie ;
2. Développer le ode du lient et ajouter le ode de hronométrage du temps ;
3. Compiler le lient du servie modié et invoquer les méthodes en question (voir
tableau 1.2).
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import java . net . ∗ ;
import java . u t i l . ∗ ;
import org . apahe . soap . ∗ ;
import org . apahe . soap . enoding . ∗ ;
import org . apahe . soap . rp . ∗ ;
import org . apahe . soap . u t i l . xml . ∗ ;
import mytimer . Timer ;
pub l i   l a s s EhoServ ieCl i en t
{
p r i v a t e Cal l  a l l = new Cal l ( ) ;
p r i v a t e URL ur l = nu l l ;
p r i v a t e S t r ing SOAPAtionURI = "" ;
p r i v a t e SOAPMappingRegistry smr =  a l l . getSOAPMappingRegistry ( ) ;
pub l i  EhoServieProxy ( ) throws MalformedURLExeption
{
.
.
.
// Démarrer l e Timer
Timer t imer = new Timer ( ) ;
t imer . s t a r t ( ) ;
Response resp =  a l l . invoke ( ur l , SOAPAtionURI ) ; // Invoat ion de s e r v i  e
// Arrêter l e Timer
t imer . stop ( ) ;
// A f f i  h e r l e temps de réponse en a l u l an t l a d i f f é r e n  e
System . out . p r i n t l n (" Response Time = " + timer . g e tD i f f e r en  e ( ) ) ;
// V é r i f i e r l a réponse
i f ( resp . generatedFaul t ( ) )
{
Fault f a u l t = resp . getFaul t ( ) ;
throw new SOAPExeption ( f a u l t . getFaultCode ( ) , f a u l t . g e tFau l tS t r ing ( ) ) ;
}
e l s e
{
Parameter retValue = resp . getReturnValue ( ) ;
re turn ( java . lang . S t r ing ) retValue . getValue ( ) ;
}
}
}
Tab. 1.2  Le Timer de monitoring
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1.2.3.2 Utilisation de l'approhe orientée aspet
Le ode de mesure de performane peut être implanté en utilisant la Programma-
tion Orientée Aspet (POA) (Aspet-Oriented Programming, AOP). Celle-i est un
paradigme de programmation qui permet de réduire fortement les ouplages entre
les diérents aspets tehniques d'un logiiel [54℄. L'aspet dénit des points d'a-
tion qui représentent les points de jontion satisfaisant les onditions d'ativation de
l'aspet responsable de la mesure de performane. Par exemple, le temps de réponse
est mesuré en dénissant un point de mesure qui détete le temps avant et après l'in-
voation d'une méthode du servie. Ce type de solution est proposé par les auteurs
de [85℄. Cette approhe permet le monitoring de QdS sans avoir besoin d'aéder
à l'implantation du servie du té serveur. Mais ei reste toujours dépendant de
l'implantation, vu que le langage du odage de l'aspet est dépendant du langage de
programmation hoisi.
1.2.3.3 Modiation de la bibliothèque du SOAP
Dans ette approhe, la bibliothèque du parsing du message SOAP est modiée pour
enregistrer l'information néessaire pour la mesure de performane. Cette approhe
n'engendre pas une grande surharge sur le CPU omme le as pour l'approhe ba-
sée sur la apture de paquets (voir setion 1.2.3.5). En plus, elle n'a pas besoin de
ongurer le ode du lient omme pour le as dans l'approhe basée sur le proxy
(voir setion 1.2.3.4). En adoptant ette approhe, l'auteur de [96℄ a proposé un
méanisme pour la mesure automatique des valeurs de QdS pour les servies web.
Pour démontrer la olletion des mesures de performane du té lient, un proto-
type a été implanté en utilisant la modiation de la bibliothèque de gestion des
messages SOAP. Le ode permettant l'arhivage (logging) est ajouté avant que le
message SOAP ne soit envoyé, et au moment de la réeption du message de réponse.
Ces informations sont envoyées, par la suite, à une troisième entité responsable du
stokage et de la mise à jour des mesures. Toutefois, ette approhe soure d'une
limite qui réside dans la dépendane de l'implantation et de la plate-forme. La mo-
diation de bibliothèque a besoin d'être disponible sur les diérentes implantations
et plate-formes. C'est une modiation qui doit être établie notamment dans les
bibliothèques SOAP des lients ainsi que dans elles des fournisseurs.
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1.2.3.4 Approhe du proxy
Dans ette approhe, un proxy est utilisé omme médiateur de ommuniation entre
le lient et le serveur. Les messages éhangés entre le lient et le serveur seront, don,
visibles par le proxy, et les attributs de performane seront mesurés par e dernier.
Les avantages majeurs d'une telle approhe sont que le programme de monitoring
peut être mis en ÷uvre indépendamment du matériel et de la plate-forme. De plus, il
entraîne moins de surharge de CPU en omparaison ave l'approhe de monitoring
de paquets de bas niveau (voir setion 1.2.3.5). Les inonvénients d'une telle approhe
sont dûs au fait que le ode lient a besoin d'être onguré pour utiliser le proxy. De
plus, elle ne peut pas résoudre le problème de transformation direte des messages
SOAP [96℄. Bien qu'il y ait des travaux qui essaient de déplaer le proessus de
transformation de messages SOAP au proxy, mais ei signie que le ode lient
existant doit être modié de manière signiative. Des outils, tels que tpmon
13
et
wsmonitor
14
, peuvent être utilisés pour l'implantation d'un proxy.
1.2.3.5 Approhe basée sur le monitoring de paquets
L'idée prinipale de ette approhe est de apturer les paquets TCP omposant les
messages SOAP entrants et sortants. Il y a des outils disponibles pour assurer e
type de monitoring tels que libpap
15
, windump
16
et winpap
17
qui sont utilisés fré-
quemment pour la surveillane du tra du réseau et le ltrage de paquets. L'outil
windump a été utilisé par [83℄ qui a adopté e type de monitoring. En eet, il a dérit
une approhe pour l'extration détaillée et en temps réel des informations oner-
nant le omportement du servie web et sa performane, en se basant sur l'analyse
des protooles TCP/IP et HTTP. L'approhe proposée est basée sur la méthode de
apture de paquets et puis l'analyse des données TCP. Cette approhe utilise, parti-
ulièrement, les paramètres de la ouhe transport pour dériver les métriques et les
mesures de la performane. Par exemple, les paramètres observés au niveau de ette
ouhe peuvent être : La taille de la fenêtre d'antiipation et le temps d'aller-retour
d'un message (RTT, Round Trip Time).
L'avantage prinipal de ette approhe est que le programme de l'éoute peut être
13
https ://tpmon.dev.java.net/
14
https ://wsmonitor.dev.java.net/
15
"Tpdump/libpap projet," http ://www.tpdump.org
16
http ://www.winpap.org/windump/
17
Viano and L. Degioanni, "WinPap : the Free Paket Capture Arhiteture for Windows,"
http ://winpap.polito.it
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omplètement indépendant du ode de lient, et en onséquene, il peut être fait sans
aès au ode lient. Cependant, ette approhe présente quelques limites. Première-
ment, l'utilitaire de libpap qui apture les paquets de bas niveau est dépendant du
matériel et, par onséquent, le programme de monitoring doit être établi pour pou-
voir identier beauoup de matériels reliés à un protoole (Ethernet, par exemple).
Cei signie que de nombreuses ressoures de CPU sont néessaires pour déoder,
ltrer et reonstruire les paquets. Deuxièmement, si les messages SOAP sont hif-
frés ou omprimés, le programme de monitoring sera ineae puisqu'il néessite une
étape de déhirement ou de déompression avant de proéder au monitoring de er-
taines QdS. D'énormes ressoures de CPU seront alors néessaires, et la omplexité
du programme augmente onsidérablement.
1.2.3.6 Environnements d'expérimentation
Pour montrer la faisabilité des diérentes approhes proposées, des expérimentations
ont été menées. En général, les environnements de test hoisis sont omposés de deux
mahines pour déployer le servie web et le programme lient. Les deux mahines
peuvent être onnetées via diérents types de onnexion réseaux : réseau Internet,
réseau Ethernet, ave diérents débits. Par exemple, le travail de [86℄ a exéuté
un programme de test de servie web en envoyant des requêtes SOAP au servie
UbiLearn (qui est un système d'enseignement à distane basé sur les servies web)
et a mesuré leur temps de réponse dans le but de tester l'adaptation au fateur
d'éhelle du système (salabilité). Pour aomplir les mesures de performane, il a
exéuté le même test ave 10, 100 et 500 diérents lients onurrents à partir d'une
seule mahine en utilisant l'outil TestMaker, qui est fourni par PushToTest [25℄
18
.
Grâe à et outil, la mahine liente exéute plusieurs proessus légers (Threads)
onurrents. Elle a été plaée, en premier lieu, dans le même réseau LAN que le
servie web ave un débit de 100 Mb/s. Elle a été onnetée au serveur, en seond
lieu, à travers un réseau Internet dont le débit ne dépasse pas quelques entaines
de Ko/s. Cependant, de tels environnements d'expérimentation ne permettent pas
un passage à l'éhelle des tests, même ave le réseau Internet puisque la tentative
de tester le servie ave plusieurs lients en parallèle se fait ave une seule mahine
qui simule le omportement de tous es lients. De plus, on reste toujours dans le
adre de la simulation. En onlusion, l'auteur de [86℄ suggère le déploiement d'une
entité logiielle (qu'il appelle proxy) permettant l'ordonnanement du ux massif
18
C'est un outil à ode libre qui envoie des agents de test ontinuellement pour invoquer le servie
web
1.2 La Qualité de Servie dans les servies web 33
de requêtes. Cependant, ette solution reporte le problème du niveau du serveur au
niveau du proxy.
1.2.3.7 Synthèse
Une synthèse des travaux ités dans ette setion est présentée dans le tableau 1.3.
Nous omparons es travaux par rapport à notre approhe (MARQ) et à nos expé-
rimentations présentées dans le hapitre 4.
Nous pouvons lassier les diérentes approhes de monitoring selon leurs niveaux
d'ation. Ces niveaux sont dérits par l'arhiteture présentée dans la gure 1.5.
Nous remarquons que le oût engendré par l'intereption augmente en desendant
du niveau appliation vers la ouhe réseau. Par exemple, l'approhe basée sur la
apture des paquets TCP entraîne plus de surharge pour le temps d'intereption
engendré par la déapsulation, le parours des messages à la fouille des données et
leur enapsulation. Par ontre, la dépendane du ode de l'appliation augmente en
remontant vers le niveau appliatif. Par exemple, l'approhe basée sur le Timer exige
l'aès diret au ode et l'utilisation du même langage que le lient an d'eetuer la
mesure. Il en est de même pour l'approhe qui se base sur l'aspet, elle est en relation
direte ave le langage de programmation. L'aspet à développer doit se tisser ave le
langage de programmation té lient. Notre approhe de monitoring proposée, basée
sur les interepteurs (handlers) d'Axis, réussit à réaliser un ompromis aeptable
en essayant d'être la moins dépendante du ode lient et serveur.
Application basée SW 
Moteur SOAP (Axis) 
Conteneur SW (Apache) 
Réseau TCP
Niveau
Middleware  
Niveau Réseau  
AOP 
--
Réponse 
Prototype 1 
SW SW
Côté client Côté serveur 
Requête
Enveloppe SOAP 
HTTP 
Nom de méthode 
+ input
Enveloppe SOAP 
HTTP 
TCP
Timer
Handlers
Proxy
Sniffer 
Niveau
Applicatif   
++
++
--
Surcharge
de CPU
Dépendance
du code 
SW: Service Web 
Retour de méthode
Prototype 2 
Fig. 1.5  Les diérents niveaux d'intereption
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[96℄ [86℄ [83℄ [85℄ MARQ
Temps de
Réponse
x x x x x
QdS Débit x x x
mesurées Salabilité x x
Disponibilité x x
Tehniques Modiation
de biblio-
thèque du
moteur
SOAP
Utilisation de
l'outil Test-
Maker pour
laner plu-
sieurs lients
simultanés
Analyse des
protooles
IP/TCP et
HTTP
Programmation
orientée as-
pet
Intereption
de message
SOAP +
proxy HTTP
Servies web analysés (i) API
Google web
, (ii) Ama-
zon Box,
(iii) Web-
servieX.net
(valider des
adresses
emails)
Appliation
propriétaire :
des servies
d'e-learning
Appliation
propriétaire :
non dérite
(i) API
Google web
, (ii) Carib-
beanT, (iii)
Zip2Geo
Notre appli-
ation : SW
pour la revue
oopérative
+ Applia-
tion externe :
SW simulant
un FoodShop
Déploiement Internet :
ADSL
512Kb/s
+ Cable
LAN 100
Mb/s + In-
ternet ADSL
960Kb/s
LAN 100
Mb/s
Grid'5000
+ LAN 100
Mb/s
Points en faveur Mesure auto-
matique
Présentation
de l'impat
de deux mé-
thodes de
onnexion
sur la per-
formane du
servie
Pas de mo-
diation du
ode du lient
et du servie
Séparation de
la mesure du
ode du lient
Expériene à
large éhelle
Points ontre Dépendane
de l'implan-
tation
Les lients
sont lanés
d'une seule
mahine
Grande
harge du
CPU
Dépendane
de l'implan-
tation
La grille
est un ré-
seau fermé :
absene
d'interfae
ave d'autres
appliations
Tab. 1.3  La synthèse des approhes de mesure
Par ailleurs, les approhes qui permettent l'extension de message SOAP sont elles
basées sur le proxy et les interepteurs. Cependant, omme nous l'avons signalé
préédemment, l'approhe proxy est gourmande du point de vue ressoures an
d'analyser tous les paquets HTTP, et de hoisir un emplaement onvenable pour
réaliser l'extension. Par ontre, le message SOAP est bien approprié pour ette
extension. En eet, l'entête SOAP (qui est basée sur XML) est destinée pour e
type d'enrihissement des messages éhangés entre lient/serveur [40℄.
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1.3 L'auto-réparation
L'auto-réparation (Self-Healing) est la propriété qui permet à un système de per-
evoir qu'il ne fontionne pas onvenablement et d'assurer les ajustements nées-
saires an de se restituer à l'état normal, sans l'intervention humaine [39℄. L'auto-
réparation est une propriété importante pour les  systèmes autonomes .
La notion de alul autonome a été promue par IBM en 2001, ave l'objetif de ré-
duire le oût total des systèmes et de simplier la gestion de leur yle de vie, en dépit
de leur omplexité roissante. Le développement d'appliations auto-gérables, dotées
de la robustesse, la proativité et l'adaptation est le but des systèmes autonomes
[53℄. Les systèmes autonomes inluent des propriétés d'auto-réparation, d'auto-
adaptation, d'auto-reonguration, d'auto-optimisation et d'auto-protetion :
 L'auto-réparation : le système détete, loalise et répare automatiquement les
problèmes logiiels et matériels [103, 79℄.
 L'auto-adaptation : 'est la apaité du système de se ongurer dynamiquement
à la volée. Un système logiiel peut être adapté immédiatement au déploiement
d'un nouveau omposant ou au hangement de son arhiteture [103, 79℄.
 L'auto-reonguration : le système ongure automatiquement ses omposants
tout en suivant des politiques de haut niveau. Le reste du système s'ajuste auto-
matiquement et d'une façon transparente. [53℄.
 L'auto-optimisation : les omposants d'un système herhent ontinuellement les
opportunités d'amélioration de leur performane et de leur eaité [103, 53℄.
 L'auto-protetion : le système se défend automatiquement ontre les attaques
maliieuses et les éhes en asade. Cei repose sur l'antiipation des dégradations
et la prévention des éhes du système [103, 79℄.
1.3.1 Approhes existantes d'auto-réparation
Nous distinguons trois atégories prinipales des solutions utilisées pour implanter
les appliations d'auto-réparation, à savoir la atégorie à base de modèle, la atégorie
à base de middleware et la atégorie à base de plate-forme. Pour les approhes à base
de modèle [104, 22℄, les développeurs implantent à partir de zéro toutes les ations en
relation ave le monitoring, le diagnosti et la réparation. Pour les approhes à base
de middleware [55, 71, 45℄, les développeurs onstruisent leurs solutions en adaptant
les primitives d'auto-réparation oertes par les APIs du middleware à leur ontexte
d'appliation. La troisième atégorie se base sur les plate-formes qui fournissent des
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omposantes réutilisables pour mettre en ÷uvre des stratégies d'auto-réparation [23,
90, 6℄. Dans e qui suit, nous détaillons les diérentes aratéristiques des approhes
à base de modèle, de middleware et de plate-forme pour l'auto-réparation. Nous
étudions aussi les diérents fateurs qui peuvent expliquer le hoix d'une approhe
partiulière.
1.3.1.1 Les approhes basées Modèle
Ave e type d'approhe, l'utilisateur est mené à implanter tous les modules du yle
d'auto-réparation. Auune primitive n'est oerte. Dans ette atégorie, nous nous
onentrons partiulièrement sur les approhes arhiteturales.
Dans les appliations d'auto-réparation basées modèle, les arhitetures orent une
abstration des omposants du système à un haut niveau, tout en permettant une
analyse et une interprétation plus failes. Généralement, les ontraintes arhite-
turales sont exprimées expliitement pour garantir l'évolution de l'appliation. Des
modules de gestion sont proposés an d'assurer le bon fontionnement du proessus
d'auto-réparation. Ces modules se basent sur des entités logiielles mettant en ÷uvre
les ations de monitoring, la stratégie du diagnosti et la réparation des dégradations.
Le travail dérit dans [104℄ présente Kinesthetis eXtreme (KX ) qui est un adre ar-
hitetural générique des appliations d'auto-réparation à base de middleware léger.
C'est une arhiteture déentralisée qui repose sur un système à base d'événements.
L'arhiteture présentée, peut être, soit implantée au niveau middleware, soit au ni-
veau appliation. Le diagnosti se fonde sur des règles de détetion de dégradation.
Le modèle KX observe les propriétés fontionnelles d'une appliation an (i) d'ana-
lyser la sémantique des messages éhangés (par exemple, la détetion de SPAM dans
un système de ourrier életronique) (ii) et d'examiner le début et la n de haque
invoation d'une opération pour déteter le servie qui interrompt l'exéution. Se-
lon ses auteurs, KX est salable et peut être appliqué pour les systèmes distribués.
Cependant, il soure de quelques limites. D'une part, les entités logiielles assurant
l'auto-réparation sont ajoutées manuellement au prototype présenté. D'autre part,
les plans de réparation sont édités manuellement.
Rainbow [21, 22℄ est un adre arhitetural pour les appliations auto-adaptatives. Il
ontient deux ouhes d'ation. La première ouhe est la ouhe système qui assure
la olletion d'information sur l'état du système et exéute les plans de réparation.
La deuxième ouhe est la ouhe arhiteture qui dresse l'arhiteture ourante
du système, vérie la violation des ontraintes (en se basant sur la diéreniation
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de l'arhiteture réelle ave l'arhiteture onçue) et détermine les adaptations né-
essaires. La ouhe système et la ouhe arhiteture interagissent à travers une
infrastruture de translation. Cependant, une expérimentation, qui a porté sur ette
approhe externe d'auto-adaptation [29℄, a montré que sa mise en ÷uvre engendre
un ralentissement onsidérable du omportement du système. Aussi, le plan de ré-
paration est onstruit manuellement et puis inséré dans le ode sans vériation de
sa onsistane.
D'autres approhes basées modèle utilisent les styles arhiteturaux pour onevoir
l'auto-réparation. Un style arhitetural représente une olletion de déisions de
oneption qui sont déjà appliquées et peuvent être ré-utilisées. Il se ompose de
quelques aratéristiques lés et des règles pour les ombiner an que l'intégrité ar-
hiteturale soit préservée. Dans ette atégorie, on mentionne Prism [65, 68℄ qui
est un adre arhitetural d'auto-réparation des appliations orientées omposant.
Il est omposé de deux ouhes. La première est la ouhe appliation qui inlut les
omposantes fontionnelles et les messages éhangés entre eux. La deuxième repré-
sente la ouhe d'auto-réparation, où les omposants agissent omme des ateurs de
reonguration. Ils failitent le monitoring, la déision et le déploiement des plans.
Ces omposants (de la ouhe d'auto-réparation) sont onsients des omposants de
la ouhe appliation et peuvent initier des ations d'interations ave eux, mais pas
vie versa. Le style proposé, malgré son niveau très abstrait, semble être omplet
dans le sens où il ouvre la plupart des exigenes pour des appliations d'auto-
réparation omme l'adaptabilité, la dynamique, la onsiene, l'observabilité, l'auto-
nomie, la robustesse, la répartition et la mobilité. C'est une des rares approhes qui
onsidèrent la mobilité. Pourtant, e adre arhitetural ne vise pas de solution pour
l'appliation à un domaine spéique, mais 'est un adre général pour onevoir des
appliations auto-réparables ave des exigenes. Les problèmes spéiques, omme
la oordination et les politiques n'ont pas été onsidérés dans ette approhe. La
validité d'appliation du style a été démontrée.
Taylor et al. [76, 28℄ présentent une approhe arhiteturale d'auto-réparation. Dans
[76℄, Taylor et Oreizy proposent une approhe basée sur les arhitetures pour l'auto-
adaptation. L'approhe n'a pas été implantée et n'a pas été appliquée à un domaine
spéique ou à une appliation. Elle insiste sur l'intégrité du système qui exige
qu'on assure la onsistane, l'exatitude et la oordination des hangements. Dans
[28℄, Taylor et Dashofy ranent l'arhiteture proposée dans [76℄. Ils exposent une
approhe à base de style pour les appliations auto-réparables. Ils foalisent sur l'in-
frastruture an de soutenir la réation, la validation et l'exéution des stratégies de
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réparation. L'arhiteture est dérite ave xADL 2.0 qui est un langage de desrip-
tion des arhitetures à base de XML. L'infrastruture est prinipalement onçue
pour les systèmes orientés événement. Ils utilisent la tehnique de diéreniation
des arhitetures pour diagnostiquer l'état du système et pour générer des plans de
réparation.
1.3.1.2 Les approhes basées Middleware
Les approhes à base de middleware fournissent des primitives aidant les dévelop-
peurs à implanter les appliations auto-réparables. Dans e qui suit, nous présen-
tons es approhes. Les aratéristiques de haque approhe sont résumées dans le
tableau 1.4.
DynamiTAO [55℄ est un middleware réexif (extension de TAO [87℄, un ORB
open-soure de CORBA). Il permet la détetion des hangements de l'appliation et
la reharge des nouvelles implantations des omposantes qui peuvent être reliées au
système au ours de l'exéution. Ces aratéristiques sont aomplies par l'utilisation
d'une olletion d'entités nommée Congurators qui maintiennent les informations
de dépendane entre les omposants qu'ils gèrent. L'entité DynamiCongurator ins-
pete les implantations des omposants du système et reongure l'appliation au
ours de l'exéution à travers des ations de reharge ou de suppression des implan-
tations à partir de la Repository. La salabilité de DynamiTAO n'est pas prouvée.
Elle est seulement évaluée ave un exemple simple (getHello()). L'infrastruture de
DynamiTAO inlut deux servies de gestion de la séurité. Le premier est utilisé
pour rypter/dérypter le ontenu des messages et le deuxième authentie les inter-
venants pour ontrler l'aès. La stratégie de séurité peut être hargée et reliée
dynamiquement au système au ours de son exéution.
Eternal [71℄ est une extension tolérante aux fautes du middleware CORBA en
se basant sur la répliation des omposants. Il est développé omme une ouhe
externe pour la réparation au-dessous de la ouhe logiielle initiale de CORBA. Le
monitoring est fondé sur les interepteurs. Eternal interepte les requêtes des lients
et les transfère vers une réplique en as de dégradation. Une simple appliation de
test est réalisée pour mesurer la performane de Eternal en as d'éhe. Elle montre
le temps de reouvrement néessaire par la reonguration tout en variant la taille
de l'état du omposant à transférer à travers le réseau. La ourbe montre que le
temps de reouvrement augmente tant que la taille des données transférées aroît.
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Eternal utilise le servie de séurité de CORBA (SeIOP
19
) et intègre SSL
20
pour
protéger les messages éhangés. Aussi, il exéute un pare-feu pour ltrer les requêtes
et n'aepter que les lients authentiés.
Le middleware OpenORB [14℄ est onstruit en se basant sur la programmation
réexive. Son arhiteture réexive utilise des protooles de méta-objet pour mettre
en ÷uvre des intégrations qui supportent l'adaptation dynamique au ours de l'exé-
ution. Les méta-modèles permettent le monitoring et la réparation des dégradations
an de préserver le style arhitetural. A travers le méta-modèle d'intereption, il
inspete les requêtes éhangées entre les lients et les omposants. Le méta-modèle
d'interfae fournit un aès à l'implantation du omposant alors que le méta-modèle
d'arhiteture fournit un aès au graphe d'objets. Le prototype d'illustration traite
la qualité d'une transmission ontinue d'un ux de média tout en inspetant et reon-
gurant les ressoures disponibles (l'unité entrale, le réseau, et.) an de maintenir
la QdS [59℄. Cette étude de as démontre que OpenORB fournit un support susant
en faveur des appliations multimédia à petite éhelle. Selon [14℄, la séurisation des
ommuniations peut être réalisée aussi à travers les interepteurs.
JavaPod [17℄ est un middleware réexif qui foalise sur la séparation et la om-
position de propriétés fontionnelles et non-fontionnelles dans un adre distribué.
L'adaptation est assurée ave la omposition d'objet. Elle est réalisée en étendant
dynamiquement des méthodes ave de nouvelles implantations. Les auteurs déve-
loppent une extension de Java pour simplier l'implantation de leur approhe. Ils
fournissent de nouveaux protooles pour gérer les onnexions et gouverner les fautes.
Pour la séurité, JavaPod implante une liste de ontrle d'aès, qui permet de ré-
gir l'aès au niveau des méthodes pour haque utilisateur. Pour l'évaluation, une
appliation d'e-learning, appelée Baghera, a été développée. Le test de performane
montre l'existene d'une surharge onsidérable à ause du méanisme de ompo-
sition. Mais, ette surharge est négligeable omparée au temps de ommuniation
qui est amélioré.
CME [45℄ (Connetion Management Engine) est un middleware pour les appli-
ations réseaux. Il gère des onnexions logiques (appelées anaux ) entre les pairs
éhangeant des messages. Il ontrle les anaux pour identier les intervenants om-
muniants et déterminer le début et la n des onnexions et la quantité d'informa-
tion éhangée. CME utilise un méanisme de politique pour failiter l'administration
du réseau. Les politiques représentent des exigenes d'adaptation qu'il doit garan-
19
SECure Inter-ORB Proto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20
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ure So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tir pendant l'exéution de l'appliation. CME failite le ontrle de la séurité en
enregistrant les pairs éhangeant des requêtes. La salabilité n'est pas vériée. Le
middleware est seulement évalué ave un prototype sur PDA
21
. Il agit sur la ouhe
réseau. Par onséquent, il est au-dessous du système d'exploitation et il peut sup-
porter plusieurs types d'appliation.
Il existe d'autres middlewares tels que eux proposés dans [61℄ et [107℄. Les au-
teurs de [61℄ présentent un middleware pour gérer la QdS au sein d'un groupe de
serveurs d'appliation. Cette approhe propose trois modules, sous forme de om-
posants, assurant l'adaptation à la QdS. Le premier est le module de Monitoring
qui est responsable de l'observation et de la détetion la dégradation de la QdS. Le
deuxième est le module de Conguration qui se harge de garantir la disponibilité
du servie tout en aménageant le groupe de serveurs d'appliation an de respeter
la spéiation du SLA
22
(niveau d'agrément du servie). Le troisième est le module
de Load Balaning qui agit omme un proxy HTTP routant les requêtes des lients
selon la disponibilité du servie. Les auteurs de [107℄ traitent la gestion de la QdS
d'une omposition de servies web sur deux niveaux. Le premier niveau s'oupe de
la séletion d'un servie web qui satisfait les exigenes de l'utilisateur spéiées dans
un modèle de QdS. Le deuxième niveau gère l'adaptation du proessus en ours,
suite à une dégradation de la QdS en substituant le servie web déient.
DynamiTAO, Eternal, JavaPod et CME sont développés sous forme d'une ouhe
externe pour réparer les systèmes en ours d'exéution. Cependant, OpenORB peut
être externe ou interne à l'appliation. Lorsqu'il est externe, le monitoring et la ges-
tion de la réparation sont présentés à l'appliation/système sous forme d'un servie
externe. S'il est interne, les omposants de monitoring et de gestion de la réparation
sont insérés dans le ode de l'appliation. Ave Eternel, les ations de réparation sont
limitées à la répliation. DynamiTAO ne fournit pas des méanismes de détetion
de dégradation et de diagnosti. C'est à l'utilisateur de se renseigner sur l'état du
système et de prévoir une nouvelle version du omposant en as de dégradation.
JavaPod n'assure pas le diagnosti et la planiation. Toutefois, toutes les étapes
sont automatisées à travers d'autres logiiels médiateurs.
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Middleware DynamiTAO [55℄ Eternal [71℄ OpenORB [14℄ JavaPod [17℄ CME [45℄
Méanismes de
monitoring de la
QdS
Event Colletor : Ob-
serve le omportement
des omposantes et
produit des événements
pertinents à la QdS
DynamiCongurator :
Inspete les implanta-
tions des omposants
Intereptor : Utilise
trois tehniques : hek-
point, pinging (message
i-am-alive) et logging
Server Container : De-
tails non disponible
Connetion Monitor :
Observe les arties
de réseau (modem) et
les entités de ontrle
des protooles (table de
routage)
Méanismes de
détetion de dé-
gradation de la
QdS
Monitor : Collete les
événements de QdS et
reporte les omporte-
ments anormales
L'utilisateur : Interroge
la base de données an
d'inspeter la QdS
Fault Detetor : Com-
munique l'ourrene
des faults au Fault
Notier
Détails non disponible Adaptation Trigger :
Délenhe des adapta-
tions basées sur un
ontexte ave ritères
pré-dénis
Méanismes de
diagnosti et de
déision
Strategy Seletors : Sé-
letionne une straté-
gie d'adaptation appro-
priée basée sur le feed-
bak des Monitors
L'utilisateur : Choisit
l'implantation ap-
propriée de haque
atégorie.
Fault Notier : Distri-
bue les événements de
notiation de fautes au
Repliation Manager
Détails non disponible Adaptation Seletor :
Choisit l'approhe
d'adaptation appro-
priée
Méanismes de
réparation
Strategy Ativators :
Implante une straté-
gie partiulière, e.g. par
manipulation du graphe
de omposant tout en
préservant le style arhi-
tetural
DynamiCongurator :
Charge et onnete la
nouvelle implantation
du servie (load, re-
sume, suspend, remove,
delete, et.)
Repliation Manager :
Transfère l'état d'un
omposant vers une ré-
plique
Composition : Étend
les omposants par de
nouvelles implantation
et re-dirige les requêtes
vers une nouvelle im-
plantation
Adaptation Exeu-
tor : Exéute des
ommandes (de type
ouvrir et hanger de
anal) pour hanger
le omportement du
système
Externe/Interne Externe or Interne Externe Externe Externe Externe
Langage de pro-
grammation
Python C++ / Java C++ eJava (extension de
Java)
Java
Salabilité Haut Bas Médium Médium Bas
Séurité Bas Haut Haut Médium Médium
Domaine d'appli-
ation
Composant/Servie
web
Composant Composant Composant/Composant
Mobile
Artie réseau (Ordina-
teur, PDA,...) et proto-
ole (LAN, GPRS,...)
Niveau de répara-
tion
Struturel : Modie
l'arhiteture
Fontionnel : Reharge
une nouvelle implanta-
tion du omposant
Struturel : Connete
les lients aux répliques
Fontionnel : Étend
les omposants ave de
nouvelles implantations
Communiation : Main-
tient le niveau de
ommuniation tout en
ajustant ou hangeant
de anaux
Tab. 1.4  La omparaison des approhes d'auto-réparation basées middleware
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1.3.1.3 Les approhes basées Plate-forme
Dans ette setion, nous présentons les prinipales plate-formes suggérées et em-
ployées pour développer des appliations auto-réparables. L'évaluation est fondée
sur des ritères tels que les fontionnalités oertes de la programmation autonome,
les omposantes utilisées et les types d'arhitetures supportés par es plate-formes.
Unity [23, 94℄ : Le projet Unity foalise ses eorts sur la manière dont les om-
posants et les relations entre eux, assurent l'auto-réparation des systèmes informa-
tiques. Le projet Unity implante un prototype d'un système autonome onçu pour
supporter et valider un environnement auto-réparable.
Au ours de l'exéution, il réattribue et reongure les ressoures du système pour
optimiser son omportement selon des politiques spéiées. Dans ette approhe,
haque omposant inorpore une partie d'auto-réparation de façon à e qu'il devienne
auto-réparable. Les omposants fontionnels de Unity sont :
 Appliation Environment Manager : il est responsable de la gestion des ommu-
niations entre les omposants de l'appliation et la prédition de la disponibilité
des ressoures ;
 Resoure Arbiter : il gère le partage et l'alloation de ressoures ;
 Registry : il permet la loalisation d'un omposant ;
 Poliy Repository : il représente l'interfae d'administration ;
 Sentinel : il est utilisé par un omposant pour observer le fontionnement d'un
autre ;
 Solution Manager : il est responsable de la maintenane et de la réparation.
Le monitoring est réalisé par tous les omposants y ompris les omposants défe-
tueux (s'ils existent) qui peuvent provoquer des dommages pour le système. Par
onséquent, il est néessaire de ontrler les données du monitoring. Les auteurs
proposent l'ajout de politique pour ltrer les données rassemblées.
PAC-MEN
23
[90℄ : PAC-MEN fournit des onepts et des tehniques d'auto-
réparation pour une gamme de plate-formes inluant les ordinateurs, les ordinateurs
portables, les PDAs et. Il est fondé sur la réation réexive pour réagir aux dégra-
dations de la QdS et aux signes vitaux pour évaluer l'état opérationnel (inspiré des
méanismes humains). Dans ette approhe pair-à-pair, haque pair dans le système
est un élément auto-réparable :
 Chaque pair est responsable de son propre omportement intérieur d'auto-
23
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réparation ;
 Chaque pair peut être étendu pour inlure un monitoring partagé de l'environne-
ment extérieur et puis il informe les membres du groupe d'événements qui nées-
sitent des ations individuelles.
L'approhe PAC-MEN propose la mise en ÷uvre d'un serveur d'administration dans
haque pair appelé Autonomi Manager (AM ), qui partage les données et les dé-
isions de gestion. Cela permet une ollaboration entre les AMs moins rigide que
la ollaboration ourante des arhitetures d'information autonomes. Cependant, e
style est plus dynamique et plus entralisé.
CODA
24
[84℄ : CODA applique des onepts tels que l'auto-organisation, l'auto-
régulation et la viabilité pour tirer une arhiteture intelligente, qui peut réagir aux
éhes de l'aomplissement des objetifs et qui reherhe pro-ativement des motifs
(patterns) de omportements réussis. CODA est une approhe en ouhe. Elle est
omposée de inq ouhes :
 Operations : qui représente les opérations métiers du système ;
 Monitor Operations : qui assure le monitoring interne ;
 Monitor of the Monitors : qui assure le monitoring externe ;
 Control : qui appréhende les fautes et prédit la stratégies de réparation ;
 Command : qui identie les menaes et prend les déisions.
Catus [44℄ : Le système Catus fournit un support d'adaptation dynamique et
ore une solution potentielle pour onstruire des logiiels survivables -apables de
tolérer les attaques intentionnelles et les éhes aidentels- dans les systèmes en
réseaux. Un servie dans Catus est implanté omme un ensemble d'interepteurs
qui réagissent quand un événement se délenhe an de garantir des attributs de
la QdS (la abilité, la performane et la séurité). En as d'une appliation basée
sur CORBA, le servie est un protoole de ommuniation qui réside dans la pile
de protooles au sommet du servie de ommuniation du plus bas niveau tel que
UDP
25
. Les interepteurs réagissent quand un message est éhangé entre le lient
et le serveur. Catus propose plusieurs types d'interepteurs. Chaque interepteur
agit d'une façon indépendante des autres interepteurs. Catus ore la possibilité de
hoisir l'interepteur à appliquer à haque servie. De e fait, il est plus ongurable
et plus adaptable.
24
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Plate-formes Unity [23, 94℄ PAC-MEN [90℄ CODA [84℄ Catus [44℄ MAIS [6℄ Jade [30℄ MARQ
Arhiteture Centralisée Déentralisée Centralisée Déentralisée Centralisée Centralisée Centralisée
Type d'arhi-
teture
Client/Serveur pair-à-pair, Grille Client/Serveur Client/Serveur Client/Serveur Client/Serveur Client/Serveur
Intervention
Humaine
Minimale Sans Sans Sans Interation Sans Sans
Propriétés Au-
tonomes
Auto-onguration,
auto-optimisation,
auto-protetion,
auto-réparation
Auto-réparation,
auto-monitoring
Auto-organisation,
auto-monitoring
Auto-onguration,
auto-adaptation
Auto-adaptation,
auto-optimisation
Auto-réparation,
auto-optimisation
Auto-réparation
Composants
d'auto-
réparation
Tous les ompo-
sants
Tous les ompo-
sants (ollabora-
tion)
Interne, externe et
en ouhe
Externe : Miro-
protoole
Interne, externe et
en ouhe
Externe Externe
Langage de pro-
gramming
Java Java Java C/C++/Java Java Java Java
Interfae de
présentation
Interfae graphique
utilisateur
Sans Sans Interfae de monito-
ring
Sans Sans Visualisateur de
monitoring
Composant de
monitoring
Sentinel Signes vitaux Monitor operations,
Monitor of the Mo-
nitors
Event Handlers Diagnoser et Ins-
petor
Managed Element
(Interfae d'intros-
petion)
Moniteur
Composant de
réparation
Solution manager Reex reation Command Event Handlers Reovery ations Managed Ele-
ment (Interfae de
reonguration)
Conneteur
Niveau d'appli-
ation
Appliation Appliation et
appareil (devie)
Appliation Réseau Appliation, réseau
et appareil (devie)
Appliation et res-
soure
Appliation
Support des
SW
Oui Non Oui Non Oui Non Oui
Tab. 1.5  La omparaison des approhes d'auto-réparation basées plate-forme
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MAIS
26
[6℄ : Le projet MAIS étudie l'adaptabilité à tous les niveaux dans les
systèmes d'information ; du niveau appliation au niveau réseau et aussi au niveau
matériel (les ordinateurs, les portables, les téléphones ellulaires, et.). Plusieurs
niveaux d'adaptabilité sont onsidérés : le niveau supérieur (le niveau appliation),
le niveau middleware (le niveau des servies web) et le niveau inférieur (le niveau
infrastruture). MAIS onstitue un environnement pour invoquer les servies web
omposites, mobiles et onsients du ontexte d'une façon adaptable. L'arhiteture
MAIS implante des servies d'analyse de faute et de reouvrement au ours de
l'exéution. Elle détete les fautes en inspetant les requêtes et les réponses et en les
analysant par un diagnoser. Cette arhiteture fournit quatre modules pour gérer
les ations de reouvrement, à savoir :  la réalloation ,  la substitution ,  le
générateur de wrapper et  les modules de qualité .
Jade [30℄ : C'est un environnement d'administration autonome d'infrastrutures
logiielles. Il permet d'avoir une vue abstraite sur les logiiels de l'appliation et
d'intervenir en as de panne d'une partie du système. Il se base sur le prinipe de
dupliation pour maintenir la disponibilité du servie et la variation des ressoures
allouées selon la harge pour garantir la salabilité. Jade est omposé de deux par-
ties :
 Managed Element : qui enapsule haque logiiel et ore une interfae d'adminis-
tration ;
 Autonomi Manager : qui implante les politiques de gestion d'administration (ré-
paration et optimisation). Il observer et agit sur le système à travers les interfaes
des Managed Elements.
Il y a d'autres plate-formes dans la littérature qui s'intéressent à l'auto-réparation.
C'est le as des travaux de [74℄, [43℄, [56℄ et [50℄. Le travail [56℄ traite la gestion des
servies et des ressoures du réseau. Il est présenté en trois ouhes. La première
ouhe inlut les Reonguration Exeutors qui adaptent les omposants du réseau.
La deuxième ouhe est responsable du monitoring et du diagnosti de la dégrada-
tion de la QdS. La dernière ouhe est une interfae graphique de supervision utilisée
pour administrer le système. L'abstration des données éhangées entre les ouhes
est basée sur les apaités de XML. Le travail présenté dans [50℄ ore un système de
monitoring omposé de trois parties. La première partie génère le rapport de monito-
ring. La deuxième partie rassemble, entralise et analyse les données de monitoring.
La troisième partie ahe graphiquement les données de monitoring à l'utilisateur.
An d'améliorer leur approhe, les auteurs proposent l'intégration automatique de
26
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leur système de monitoring pour tous les types d'appliations. Le travail dérit dans
[74℄ présente un environnement d'exéution réexif et adaptable dynamiquement.
Il permet la onstrution dynamique d'appliations et de middleware réexif. Les
auteurs de [43℄ proposent un méanisme d'ajout et d'adaptation de servie système
en se basant sur un langage de reonguration adaptable.
Dans le tableau 1.5, nous présentons les propriétés de haque plate-forme. A l'ex-
eption de Unity et de MAIS, la plupart des plate-formes ne permettent pas d'in-
teration entre l'utilisateur ou l'administrateur et l'appliation. De plus, Unity et
PAC-MEN admettent que tous les omposants sont auto-réparables, mais e der-
nier (PAC-MEN ) suppose que tous les omposants ollaborent pour s'observer. Le
langage de programmation supporté par toutes les plate-formes est Java. Mais il y
a une autre version de Catus qui est développée en C/C++. CODA, Unity, MAIS
et MARQ (notre approhe) soutiennent les appliations auto-réparables à base de
servies web. Les autres peuvent investir pour les soutenir. Catus intègre des teh-
niques d'auto-réparation au niveau ommuniation. An de prendre en onsidération
les servies web, il peut étendre le protoole SOAP et prendre en onsidération les
interepteurs SOAP pour maintenir la QdS.
1.3.2 Approhes existantes de monitoring
Plusieurs approhes de monitoring existent dans la littérature. Généralement, et
suite à une dégradation détetée, le monitoring est suivi par des ations de réparation
[12, 13, 89℄ ou des pénalités en as de ontrat régissant l'interation entre le lient
et le fournisseur du servie [97℄. Ces ontrats sont établis sous forme d'aords qui
expriment les apaités des fournisseurs de servies et utilisent la sémantique des
messages XML. Dans e qui suit, nous détaillons un ensemble de es approhes.
Les auteurs de [12℄ présentent une approhe de monitoring des appliations à base
de BPEL, et proposent deux niveaux de monitoring qui se présentent omme suit :
le niveau instane, qui s'intéresse à une seule instane du proessus BPEL et le
niveau lasse, qui ollete des informations onernant toutes les instanes. Cette
approhe sépare la logique métier de la tâhe de monitoring qui vont être gérées
dans deux environnements s'exéutant en parallèle et ommuniant à travers un
médiateur. Elle propose un nouveau langage de spéiation des moniteurs, RTML
27
,
qui supporte les types boolean, statistique, et temps. Les moniteurs sont générés et
déployés automatiquement à partir d'une spéiation. Ils peuvent délenher des
27
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alarmes si le nombre d'interations dépasse un ertain seuil (ontrainte sur le débit
des requêtes traitées pour le as de payement en ligne). Cette approhe ne distingue
pas les ommuniations asynhrones et synhrones.
Le travail [13℄ présente les diretives de monitoring sous forme de règles hoisies et
appliquées durant la phase de oneption ou au ours de l'exéution d'un proessus
BPEL. Les moniteurs sont exprimés à travers le langage proposé WSCoL
28
et sont
mis en ÷uve à travers le langage d'assertion JML
29
qui permet de réaliser des pré-
et post-onditions et d'autres traitements à travers des annotations du ode. Cette
approhe sépare entre la logique métier et la tâhe de monitoring. En plus, elle
permet d'ativer et de désativer les règles de monitoring en temps réel, e qui permet
l'ajustement du ratio de la harge de monitoring par rapport à la performane,
tout en évitant les surharges. Cette approhe ne distingue pas les ommuniations
asynhrones de elles qui sont synhrones.
Les auteurs de [89℄ proposent un adre formel pour le monitoring des exigenes
d'une omposition de servies ave BPEL. Leur approhe utilise le alul d'événe-
ments (event alulus) pour spéier les propriétés du omportement du système
à observer. Les événements sont alors observés et enregistrés au ours de l'exéu-
tion. Puis, les inohérenes entre le fontionnement attendu du système et le fon-
tionnement observé sont déouvertes en utilisant des algorithmes de raisonnement
dédutifs. L'approhe proposée est moins intrusive du fait que le monitoring est
réalisé en parallèle ave l'exéution de la logique métier. Cei a moins d'impat sur
la performane, mais produit à un moindre degré de temps de réponse lorsque des
anomalies surviennent. La validité d'appliation de l'approhe proposée est entravée
par sa omplexité, partiulièrement, pour les utilisateurs non familiers ave le alul
d'événements.
WSOL
30
[97℄ est un langage basé sur XML qui permet de spéier des niveaux de
QdS attahés à la desription WSDL des servies. WSOL s'appuie sur la notion de
lasses de servies qui représentent des SLAs simples dans lesquels le lient hoisit,
parmi les servies proposés par les fournisseurs, elui dont la QdS est onvenable à ses
besoins. Le langageWSOL permet d'exprimer des ontraintes fontionnelles, de QdS,
de droit d'aès et de prix. Une ore de servieWSOL peut aussi spéier des entités
responsables de surveiller une ontrainte partiulière sur un servie. Ces entités sont
appelées SOAP intermediary et elles se basent sur la notion d'interepteur.
28
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L'approhe WSLA
31
[52℄ propose, à la fois, un langage de spéiation de SLA ainsi
qu'une infrastruture pour établir et surveiller les ontrats lors de l'exéution des
servies. Le langage proposé [62℄ est basé sur XML Shema et dérit les parties
en présene, la desription des servies (aratéristiques et paramètres observables)
et les obligations. Le langage WSLA est rihe et il introduit en partiulier (i) les
parties impliquées dans l'agrément, (ii) les métriques de la QdS ainsi que les dire-
tives de mesures et (iii) les ations à exéuter dans les as partiuliers. La phase
de négoiation s'appuie sur des éhanges suessifs de gabarits de ontrats WSLA
(WSLA template) entre les fournisseurs et les lients des servies. Le système de ges-
tion s'intéresse plus à la surveillane des ontrats et à la réservation des ressoures
néessaires du té fournisseur pour supporter les niveaux de servies oerts.
SLAng [57℄ est aussi un langage de dénition de SLA qui onsidère la dénition
de la QdS ave une foalisation sur les servies réseaux et de middleware et sur le
maintien de la QdS de bout en bout. Chaque arhiteture de mesure est dérite ave
un shéma SLAng. SLAng gère, aussi, la QdS des servies web, mais il ne donne pas
des détails tehniques sur la mise en ÷euvre. Dans [47℄, la sémantique de SLAng
est dénie en UML
32
et OCL
33
et des notions de ompositionnalité de SLAs sont
introduites.
Généralement, es approhes se limitent à la mesure de la QdS pour vérier un
ontrat entre le lient et le fournisseur. En as de violation de e ontrat, le four-
nisseur doit payer une pénalité en ontre partie de la QdS non assurée [97℄. Notre
approhe proède par des ations de reonguration an de remédier aux dégrada-
tion de la QdS. En plus, elle est générique. D'une part, elle est indépendante de la
logique métier des servies et de l'appliation. D'autre part, elle est appliable dans
les as des arhitetures orhestrées et horéographées. Cependant, on onsidère les
dégradations de la QdS et non les fautes fontionnelles omme le as de [89℄.
1.3.3 Approhes existantes de substitution
Dans la littérature, il existe plusieurs approhes qui se sont intéressées à la ré-
paration. Plusieurs tehniques sont proposées telles que la substitution [88, 14℄, le
wrapping [6, 16℄ et la redondane [32, 38℄. Pour les servies web, la réparation repose,
généralement, sur une entité déployée entre le lient et le fournisseur du servie telle
31
Web Servie Level Agreement
32
Unied Modeling Language
33
Objet Constraint Language
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que le médiateur dans [100℄, et la ommunauté dans [91℄.
Dans [91℄, les auteurs fournissent une solution pour la substitution. Ils proposent le
onept de ommunauté des servies web (WS ommunity) qui regroupe les servies
web ayant les mêmes fontionnalités. Cette ommunauté est représentée par une
interfae abstraite (Abstrat WS Interfae) qui est une interfae ommune pour tous
les servies web équivalents. La ohérene de projetion (mapping) entre l'interfae
du servie onret et elle de l'abstrait est assurée dynamiquement tout en respetant
les règles de projetion.
Le papier de [100℄ propose de grouper un ou plusieurs servies web ave leurs a-
ratéristiques de QdS dans une interfae médiatrie et de publier le résultat omme
un servie web standard. Les lients invoquent ette enveloppe (appelée aussi ser-
vie web virtuel) qui est responsable de l'invoation du fournisseur réel. A haque
invoation, le médiateur hoisit le servie qui ore la meilleure QdS, en se basant
sur l'historique de son invoation.
Le travail dérit dans [63℄ dérit la substitution d'un servie web ave état et faisant
partie d'une orhestration. Le nouveau servie de substitution est hoisi parmi une
liste de servies déouverte suite à une ompatibilité sémantique ave le servie atuel
devenu indisponible. Ce nouveau servie doit pouvoir synhroniser son état de res-
soure ave l'état de ressoure du servie défaillant, et e avant de laner l'opération
de substitution. Ce transfert d'état est réalisé grâe au message SetResoureProper-
ties. Toutefois, les servies supportant e type de message de synhronisation d'état
sont limités. Il faut avoir les droits d'aès néessaires pour mettre à jour l'état d'un
servie.
Contrairement à l'approhe [63℄, notre approhe gère les servies web sans état. Elle
onnete les lients à un servie, et ne déploie un nouveau onneteur qu'en as
de dégradation. Les auteurs de [100℄ proposent de hanger la onnexion à haque
requête, e qui peut engendrer des harges additionnelles et aeter l'appliation.
Notre approhe réalise la reonguration en se basant sur une liste de servies équi-
valents omme l'approhe [91℄, sauf qu'elle se onnete à un seul servie à la fois, et
la onnexion vers un autre servie équivalent néessite une ation de reonguration
pour la mettre en ÷uvre.
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1.4 La problématique
Cette partie présente les problématiques onfrontées tout au long de la réalisation
de e travail.
1.4.1 Système d'auto-réparation : Externe vs Interne
Les ations d'auto-réparation peuvent être réalisées d'une manière interne ou externe
par rapport à l'appliation. Dans une stratégie interne, le ode d'auto-réparation est
fusionné ave le ode de l'appliation. Cependant, dans une stratégie externe, le ode
d'auto-réparation est séparé du ode de l'appliation [80℄.
Pour l'auto-réparation interne, l'insertion d'un ode ou d'une nouvelle stratégie dans
un omposant logiiel (généralement perçu sous forme de boîte noire) est diile
et peut générer des problèmes d'inohérene. En plus, on doit avoir un minimum
d'informations sur la oneption du omposant an de régir son omportement.
Néanmoins, l'auto-réparation interne reste généralement plus rapide en terme de
temps, et néessite moins de ressoures que l'externe. Les projets Unity [23℄ et AC-
MEN [90℄ présentent un prototype de système autonome basé sur des stratégies
d'auto-réparation internes.
L'auto-réparation externe est appropriée quand il est diile de fusionner les po-
litiques de reonguration ave le ode de l'appliation. Les méanismes d'auto-
réparation internes sont réutilisables et mis à jour failement tant qu'ils sont loalisés
[37℄. La diversité des soures de provenane des entités logiielles omposant l'appli-
ation, favorise les méanismes externes. Cette tehnique partage la tâhe d'implan-
tation de l'appliation entre le développeur et le gestionnaire de l'auto-réparation.
Les approhes Kinesthetis eXtreme [104℄ et Rainbow [21℄ orent des tehniques
d'auto-réparation externes.
1.4.2 Niveau de gestion de la QdS : Instane vs Classe
La QdS peut être gérée au niveau instane, 'est à dire traiter la QdS en relation ave
la requête ou l'instane du proessus en ours d'exéution. Généralement, la gestion
de la QdS au niveau instane orrespond à la gestion des propriétés fontionnelles. En
d'autres termes, on traite tout e qui est en relation ave la logique métier du servie.
Les opérations de réparation proposées sont du type : Redo-Retry, Compensate,
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Resume, Adjust, Inform, Skip et ValChange [7℄.
La QdS peut être aussi gérée au niveau lasse. Dans e as, on s'intéresse aux QdS en
relation ave toutes les requêtes servies. Par exemple, un monitoring niveau lasse
est équivalent à un monitoring des requêtes de tous les lients qui invoquent e
servie. On traite, ii, les propriétés non-fontionnelles en relation ave la QdS et le
ontexte en général, telles que les QdS liées au temps, à la réputation et au prix. Les
ations de réparations proposées sont du type : Substitution et Dupliation [70℄.
L'approhe présentée dans [12℄ traite le monitoring des servies web sur les deux
niveaux : instane et lasse. Il présente un nouveau langage d'assertion qui permet
d'assurer le monitoring soit d'une instane du proessus BPEL, soit de l'ensemble
des informations agrégées onernant toutes les instanes du proessus BPEL.
1.4.3 Servie ible par la gestion de la QdS : Sans-état vs
Ave-état
Un servie sans état est un servie qui ne possède auun état entre diérents appels
de ses méthodes. Un servie web ne doit pas maintenir un état d'invoation ave
un lient (qu'il soit lient nal, ou un autre servie web) [35, 73℄. Si une interation
néessite un état, alors toutes les informations en relation ave l'état doivent faire
partie du message éhangé [36℄. De ette façon le servie est plus able tout en
simpliant la proédure de sa réparation en as de défaillane. Aussi, la salabilité
d'un tel servie est approuvée vu que le servie ne néessite pas un état persistant
et par la suite, il onsomme moins de ressoure mémoire. La réparation est plus
faile, ar on n'a pas à gérer (1) les données persistantes au niveau du servie, (2) les
dépendanes de e servie ave d'autres servies, (3) les sessions qui sont en ours
d'exéution entre e servie et ses lients.
Un servie ave état ontient un état de onversation retenu et sauvegardé entre
les appels de méthodes et les transations. La gestion de l'état se fait à travers des
informations ontenues dans les messages éhangés. Les messages sont étendus par
des données qui gèrent l'état [60℄.
Durant une opération de reonguration, auun problème n'est détetable ave les
servies sans états. Pour un servie ave état, si les données de l'état sont enregistrées
dans le onteneur du servie, une opération de reonguration qui ne prend pas en
onsidération l'état du servie en panne, et qui dirige les requêtes vers un nouveau
servie, provoquera des inohérenes vu la perte des données enregistrées dans le
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onteneur de l'anien servie.
1.4.4 Gestion du monitoring et du diagnosti : Loal vs Glo-
bal
Dans ette partie, nous nous intéressons aux aspets loal/global du omposant mo-
nitoring du proessus d'auto-réparation. Dans un sénario loal, le monitoring des
valeurs de la QdS onsidère uniquement une paire lient/servie. Ave une telle vue
limitée du système, il ne permet que le monitoring des ommuniations synhrones.
Le monitoring global s'intéresse à plusieurs ouples lient/servie. Il permet le mo-
nitoring des ommuniations asynhrones et synhrones. Pour une vision globale, le
monitoring doit surveiller les paramètres globaux de la QdS. Ces paramètres sont
généralement liés à plusieurs requêtes provenant de plusieurs lients. L'analyse est
davantage plus sophistiquée dans le as d'un raisonnement global entraînant plu-
sieurs ouples lient/servie, et surtout en onnaissant l'arhiteture de omposition
et les interations entre tous les servies.
Cette vue globale du système nous permet l'identiation de la soure de dégradation
ainsi que l'optimisation de l'eort de réparation tout en évitant les ations inutiles
de reonguration. Une telle situation se produit suite à une propagation de la
dégradation de la QdS, telle que la propagation du retard.
1.4.5 Gestion de la QdS : Pronosti vs Diagnosti
En adoptant une politique d'auto-réparation réative, les servies de monitoring o-
opèrent ave les servies d'analyse à déteter et identier la dégradation de la QdS
et à réagir onvenablement à travers des ations de réparation. En adoptant une
politique d'auto-réparation préditive, les servies de monitoring oopèrent ave les
servies d'analyse à déteter et identier la dégradation de la QdS et à réagir onve-
nablement à travers des ations de reonguration. Les plans de réparation et de
reonguration agissent par adaptation d'une omposition de servies en ommu-
tant loalement la onnexion entre diérentes instanes du servie web. Ils peuvent,
également, inlure la onnexion à distane à d'autres servies web présentant la même
interfae (WSDL) ou les mêmes fontionnalités. De tels plans peuvent également in-
lure l'ativation, la désativation et le déploiement dynamique de nouveaux servies
web. Ces ations peuvent être délenhées en tant que réation à une dégradation
de la QdS ou en tant que prévention d'une telle dégradation de se produire. Pour
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manipuler une dégradation prédite ou détetée liée à un servie web donné, la répa-
ration et les plans de reonguration agissent en prévenant -voir même empêhant-
les futures requêtes des lients d'utiliser les servies onernés par la dégradation.
Dans ertains as, la planiation doit traiter des situations où plusieurs lients
utilisent le même servie web ou utilisent diérents servies web qui partagent des
ressoures de ommuniation ou de alul. Les politiques réatives de réparation et
les politiques préditives (préventives) de reonguration peuvent reposer sur la re-
diretion des requêtes à une nouvelle instane du servie web. Le hoix de rediretion
des lients dépend de leur lassiation selon diérents ontrats de sousription. Le
groupe de lients sousrit à une faible priorité est pénalisé. Tandis que le groupe des
lients sousrit à une haute priorité est privilégié. Selon la soure de dégradation,
le routage d'une requête vers une nouvelle instane du servie web peut être plus
approprié que le maintien de la onnexion ave l'instane en ours. Pour les appli-
ations qui n'ont auune hiérarhie de privilège des requêtes, la déision repose sur
des algorithmes standards d'équilibrage de harge. Dans ertains as, l'analyse des
valeurs enregistrées dans le log, partiipe à améliorer une telle déision. D'autres
ations d'adaptation peuvent être planiées quand la substitution traditionnelle (un
à un) n'est pas susante ou n'est pas possible, et e en routant les nouvelles requêtes
vers plusieurs instanes du même servie web, ou vers d'autres servies implantant
les mêmes fontionnalités. Les plans de réparation et de reonguration agissent par
le reroutage des requêtes vers un ou plusieurs servies web implantant partiellement
ou totalement le WSDL oert par le servie dégradé. Par exemple, la requête peut
être routée vers un servie orant une interfae ave plus d'opérations que le servie
défaillant. Cei est appelé substitution. En suivant e prinipe, un servie peut être
remplaé par un ou plusieurs servies implantant haun une partie de l'interfae
WSDL.
1.4.6 Gestion de la QdS : Orhestration vs Chorégraphie
La majorité des travaux s'intéresse soit à la horéographie [106℄ soit à l'orhestration
[13℄. Pour l'orhestration, l'intelligene de la omposition est entralisée. En d'autres
termes, il existe une entité entrale qui gère les invoations des servies et qui les
oordonne entre eux. Le servie n'a qu'à répondre aux requêtes. Tandis que pour
la horéographie, l'intelligene est distribuée sur les servies intervenants [78℄. En
d'autres termes, 'est le servie qui prend l'initiative pour satisfaire le besoin de
l'invoateur tout en appelant les autres servies néessaires pour ompléter la haîne
de omposition.
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Pour l'orhestration, la gestion de la QdS est généralement entralisée et réalisée
au niveau de l'entité entrale de omposition. Cependant, pour la horégraphie, la
gestion de la QdS est généralement répartie. Deux appliations sont traitées dans e
travail, à savoir : le FoodShop qui est une orhestration BPEL de servie web et la
Revue Coopérative qui est une horégraphie (voir hapitre 4).
1.5 Conlusion
Dans e hapitre, nous avons présenté une synthèse de l'état de l'art sur les tra-
vaux portant sur les diérentes étapes du yle de l'auto-réparation. Nous avons,
également, détaillé la problématique onfrontée tout au long de la réalisation de e
travail. Le hapitre suivant présentera notre approhe de oneption d'un système
auto-réparable guidé par la QdS.
2
Chapitre 2 : Un Middleware
Auto-Réparable guidé par la QdS
(MARQ)
2.1 Introdution
Dans e hapitre, nous présentons l'arhiteture que nous avons dénie pour la ges-
tion de l'auto-réparation, partant du monitoring, jusqu'à l'étape de diagnosti/-
pronosti. Cette arhiteture, appelée MARQ (Middleware Auto-Réparable orienté
QdS), est dérite par la gure 2.1.
Dans e qui suit, nous entamons la desription des modules intégrés ave MARQ.
Nous présentons les modèles, les fontionnalités oertes, ainsi que les détails de
l'implantation de haque module.
56 Chapitre 2 : Un Middleware Auto-Réparable guidé par la QdS (MARQ)
Client 2 du 
SW
Client 1 du 
SW
SW du 
Fournisseur1
SW du 
fournisseur2…. ….SW du fournisseur3
Moniteur Côté 
…. SW Virtuel
SW de Génération 
de Connecteur
Connecteur de 
Liaison Dynamique
SW de 
Déploiement
Moniteur Côté 
Client
Moniteur Côté 
Client
Fournisseur
Exécuteur   de Reconfiguration
SW de 
Diagnostic/SW de 
Logging
SW
d’Analyse
SW de 
Décision
Pronostic
Service Externe de WSDLs des Services 
L
Interception/Reéxpidition des Req/Rép
Légende:
Req/Rép d’invocation de SW
Découverte des SW Substituablesog
Déploiement du connecteur
Fig. 2.1  L'arhiteture du Middleware Auto-Réparable guidé par la QdS
2.2 Approhe Générale
L'objetif prinipal est de fournir des méanismes non intrusifs d'auto-réparation
an de fournir une qualité de servie meilleure tout au long de l'exéution. Nous
dénissons pour ela un adriiel et des dispositifs logiiels ouvrant toute la boule
de la gestion d'auto-réparation allant du monitoring de la QdS jusqu'aux ations
de reonguration. Nous retrouvons, par onséquent, les quatre modules prinipaux
suivants (voir gure 2.1) :
Le monitoring : il orrespond à la supervision de l'appliation. Nous nous foa-
lisons, dans e adre, sur l'observation et le stokage des paramètres de QdS
obtenus pendant l'exéution.
L'analyse : elle orrespond à la phase d'exploitation des valeurs obtenues par le
monitoring permettant de s'assurer du bon fontionnement de l'appliation,
de prédire et de déteter une éventuelle violation de la QdS. Cette détetion
produit, le as éhéant, des alarmes qui vont enlenher le diagnosti.
Le diagnosti : il est exéuté suite à la détetion d'une dégradation de la QdS.
L'objetif, ii, est d'identier et de loaliser l'origine de ette dégradation.
La réparation : elle orrespond à la reonguration de l'appliation pour rétablir
une QdS aeptable pour le système. Les ations qui lui sont assoiées se
basent sur le diagnosti obtenu lors de la phase préédente. Nous onsidérons
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dans notre approhe, des réparations omprenant l'exéution d'une séquene
d'ations élémentaires de reonguration arhiteturale. La mise en pratique
des ations de reonguration est réalisée à travers des Conneteurs de Liaison
Dynamique qui sont générés, ompilés et déployés automatiquement après une
déision de réparation.
2.3 Le Monitoring
Le module de monitoring interepte les messages SOAP (requête/réponse), et les
étend ave des métadonnées dérivant les paramètres de QdS impliqués et les va-
leurs mesurées au ours de l'exéution. Ces paramètres néessitent un traitement
du té du fournisseur (omme le temps d'exéution), ou du té du lient (omme
le temps de réponse), ou des deux tés (omme le temps de ommuniation). Par
onséquent, nous déployons un Moniteur Cté Fournisseur (MCF ) pour interep-
ter tous les messages entrants/sortants du SW du fournisseur et un Moniteur Cté
Client (MCC ) pour haun de ses lients. Notre approhe ible seulement les in-
terations du servie et n'a pas besoin d'aéder à l'état interne du servie, qui est
généralement ahé par les fournisseurs.
2.3.1 Algorithmes et modèles sous-jaents
Le module de monitoring inlut l'observation et le stokage des valeurs de paramètres
de QdS. Il agit au niveau ommuniation. Il interepte les messages SOAP éhangés
et les étend par des métadonnées de QdS y inluant les valeurs orrespondantes. Il
est implanté à travers des interepteurs (voir setion 2.3.2.1) qui sont déployés au-
tomatiquement représentant le MCF et le MCC. Le servie de Logging est implanté
omme un servie web qui reçoit et enregistre les données dans une base de données
dédiée.
Les servies web ommuniquent par éhange de messages suivant deux modes de
ommuniation, à savoir le synhrone (requête-réponse) et l'asynhrone (requête).
Dans le premier mode de ommuniation, l'appelant est bloqué jusqu'au retour du
résultat de sa requête. Par ontre, dans le deuxième mode de ommuniation, les re-
quêtes et leurs réponses (sous forme de requêtes) sont éhangées de façon symétrique
sans bloage de l'appelant. Dans e as, le alul de la QdS exploite des données
de orrélation, MessageId et RelatedTo, dans les entêtes des messages SOAP indi-
58 Chapitre 2 : Un Middleware Auto-Réparable guidé par la QdS (MARQ)
quant l'assoiation entres les deux messages de type requête. Nous présentons, dans
la partie suivante, les algorithmes élaborés pour le monitoring des deux modes de
ommuniation.
Dans les algorithmes qui suivent, SOAPEnvelop dénote l'enveloppe SOAP ontenant
une requête ou une réponse, QoSMetadata dénote les métadonnées dérivant des
paramètres de QdS, et QoSParamValues dénote les valeurs des paramètres de QdS.
2.3.1.1 Le monitoring loal des ommuniations synhrones
Comme le montre le Tableau 2.1, le MCF interepte les messages SOAP entrants. Il
ajoute les métadonnées de QdS (e.g. le temps t2 d'arrivée de la requête, ligne 2) et
transfère la requête pour qu'elle soit exéutée (ligne 3). Le message de réponse est
interepté (ligne 4), étendu par des valeurs de paramètres de QdS (e.g. le temps t3
d'émission de la réponse, ligne 5) puis envoyé au lient.
loop 
1 OnRequest( SOAPEnvelop) 
 begin 
2 SOAPEnvelop.AddInHeader(QoSMetadata, QoSParamValues) 
3 SOAPEnvelop.release(); 
 end 
4 OnResponse( SOAPEnvelop) 
 begin
5 SOAPEnvelop. AddInHeader(QoSMetadata, QoSParamValues) 
6 SOAPEnvelop.release() 
 end 
endloop 
Tab. 2.1  Le omportement du MCF envers les ommuniations synhrones
Le MCC interepte le message SOAP sortant (ligne 1), omme le dérit le Ta-
bleau 2.2. Il ajoute les métadonnées de QdS (e.g. le temps t1 d'envoi de la requête,
ligne 2) et transfère la requête au MCF (ligne 3). Le message de réponse est inter-
epté (ligne 4), étendu par des valeurs de paramètres de QdS (e.g. le temps t4 de
réeption de la réponse, ligne 5), et envoyé (ligne 7) après l'extration de la liste
des paramètres de QdS (e.g. t1, t2, t3 et t4, ligne 6). Par la suite, l'algorithme
alule les valeurs des paramètres de QdS (à savoir, le temps d'exéution : t3 - t2
et le temps de réponse : t4 - t1, ligne 8) et les stoke (ligne 9). Nous n'avons pas
besoin de synhroniser les horloges du lient et du fournisseur, pare que le temps
de réponse (respetivement le temps d'exéution) représente la diérene entre deux
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loop 
1 OnRequest( SOAPEnvelop) 
 begin 
2 SOAPEnvelop.AddInHeader(QoSMetadata, QoSParamValues) 
3 SOAPEnvelop.release(); 
 end 
4 OnResponse( SOAPEnvelop) 
 begin
5 SOAPEnvelop. AddInHeader (QoSMetadata, QoSParamValues) 
6 <Li>=ExtractQoSParamValues(SOAPEnvelop) 
7 SOAPEnvelop.release() 
8 <QoSPi>=ComputeQoSValues(<Li>) 
9 Log(<QoSPi>)  
 end 
endloop 
Tab. 2.2  Le omportement du MCC envers les ommuniations synhrones
valeurs mesurées auprès du site lient (respetivement site fournisseur), en utilisant
la même horloge.
2.3.1.2 Le monitoring global des ommuniations asynhrones
Le monitoring est plus omplexe pour les ommuniations asynhrones (appelées
également one way message). Tous les messages sont envoyés via des requêtes, et les
réponses éventuelles sont exprimées également sous forme de requête. Nous reourons
à la spéiation deWS-Addressing [102℄ pour identier et relier les requêtes lors des
ommuniations asynhrones, grâe aux messages d'entête MessageId et RelatesTo.
loop 
1 OnRequest( SOAPEnvelop) 
 begin 
2 SOAPEnvelop.AddInHeader(QoSMetadata, QoSParamValues) 
3 SOAPEnvelop.release() 
 end 
endloop 
Tab. 2.3  Le omportement du MCC envers les ommuniations asynhrones
Dans le Tableau 2.3, leMCC interepte les messages SOAP sortants (ligne 1), ajoute
les métadonnées de QdS (e.g. le temps t1 de départ de la requête, ligne 2) et transfère
la requête au MCF (ligne 3).
Comme l'illustre le tableau 2.4, leMCF interepte la requête asynhrone (ligne 1). Il
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loop 
1 OnRequest( SOAPEnvelop) 
 begin 
2 SOAPEnvelop.AddInHeader(QoSMetadata, QoSParamValues) 
3 <Li>=ExtractQoSParamValues(SOAPEnvelop) 
4 <WS-Adrs>= ExtractWSAddressingData(SOAPEnvelop) 
5 SOAPEnvelop.release() 
6 if ("RelatesTo"  <WS-Adrs>)   /*Handle as a request*/ 
7       Local_Log (<Li>, "MessageId") 
8 else /*Handle as a response*/ 
9      <Li.new>= Find_in_Local_Log_MessageId_EqualTo("RelatesTo") 
10      <QoSPi>=ComputeQoSValues(<Li>,<Li.new>) 
11      Log(<QoSPi>)  
12 Endif 
 End 
endloop 
Tab. 2.4  Le omportement du MCF envers les ommuniations asynhrones
ajoute les métadonnées de QdS (e.g. le temps t2 de l'arrivée de la requête, ligne 2) et
envoie la requête (ligne 5). Suite à l'extration de la liste des paramètres de QdS, (e.g.
t1 et t2, ligne 3), l'algorithme extrait les données onernant leWS-Addressing (ligne
4). Si es données ne ontiennent pas le message d'entête RelatesTo (ligne 6), il s'agit
d'une requête. Dans e premier as, les valeurs des paramètres de QdS sont stokées
dans un log loal (ligne 7). Autrement, la requête est traitée omme réponse (e.g. t1
représente t3, et t2 représente t4 ). Dans e deuxième as, on herhe les valeurs des
paramètres de QdS en relation dans le log loal de façon que le hamp RelatesTo de
la requête ourante soit égal au hamp MessageId d'une requête préédente (ligne
9). Puis, on alule les valeurs de QdS (à savoir, le temps exéution : t3 - t2 et le
temps de réponse : t4 - t1, ligne 10) et on les stoke au log (ligne 11).
2.3.2 Fontionnalités et arhiteture de mise en ÷uvre
L'interepteur est le méanisme de base du monitoring des systèmes distribués. Il
est proposé pour diérentes tehnologies de systèmes distribués.
 Dans CORBA, les interepteurs sont utilisés an de hanger et de ontrler le
omportement de l'appliation [72℄. Deux types d'interepteur sont proposés [75℄.
Le premier interepteur est niveau requête. Il réagit à la requête (ou réponse) par
des pré- ou post-ations. Son omportement ressemble au omportement de elui
utilisé par l'orienté aspet. Le deuxième interepteur est niveau message. Il prend
en paramètre le message issu de la transformation de la requête par l'ORB. Son
omportement se rapprohe du omportement de elui appliqué à l'orienté servie.
 L'approhe orientée aspet utilise le terme Composition Filter [1℄ pour exprimer
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des fontionnalités d'intereption. Ce dernier permet de spéier des points de
jontion dans le programme qui représente les moments de délenhement de
l'aspet.
 Dans l'approhe orientée servie, les termes Handler [93℄ et Intermediary [97℄ sont
utilisés pour référer aux interepteurs. Ils sont une sorte d'hameçon attahé aux
messages éhangés entre un lient et un serveur. Ils permettent la supervision et la
modiation des requêtes et des réponses. An de mettre en ÷uvre nos moniteurs,
nous avons utilisé et étendu des Handlers oerts par les APIs d'Axis de la version
3.1.
Handler, Composition-Filter, Intermediary, et Interepteur sont tous utilisés pour
exprimer le même sens : une entité qui assure le ontrle et la supervision du ux
éhangé entre les omposants d'un système.
2.3.2.1 L'intereption niveau SOAP
Dans l'approhe orientée servie, l'interepteur agit au niveau SOAP. Il interepte le
message SOAP au niveau du onteneur de déploiement, du té serveur et au niveau
de la souhe liente, du té lient. Il interepte le message, extrait l'enveloppe SOAP
et la manipule omme une arboresene XML.
Limite de l'API d'Axis pour les ommuniations synhrones et la solution apportée
Lors de la réeption de la requête, le onteneur de servie web (Axis) réupère
les données fontionnelles du orps du message SOAP, qui sont néessaires pour
l'exéution du servie et ignore les informations stokées dans l'entête SOAP. La
réponse préparée pour ette requête ontient un nouveau entête vide. Toutes les
informations stokées dans l'entête SOAP sont perdues. De e fait, il en résulte une
perte des paramètres de QdS -en relation ave la requête- du té fournisseur.
Pour remédier à ette limite, nous avons proédé à une extension de l'API axis.jar,
et plus spéiquement, la lasse SOAPServie.java, se trouvant sous l'arboresene
org/apahe/axis/handlers/soap. Dans ette dernière, nous avons ajouté le ode qui
garde une opie de l'entête SOAP de la requête, et qui l'ajoute à l'entête SOAP de
la réponse
1
.
Limite de l'intereption niveau SOAP
Comme le montre la gure 2.2, le onneteur responsable du routage (pour la reon-
1
La nouvelle API est disponible à l'adresse suivante : http ://www.laas.fr/rbenhali/Axis-
modie/axis.jar
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Fig. 2.2  Le mode de fontionnement de l'intereption niveau SOAP
guration) de la requête vers le servie web onret (SW du fournisseur), extrait les
paramètres fontionnels à partir du message SOAP du lient, et rée loalement une
nouvelle requête (stub java) qui est envoyée vers le SW du fournisseur. Le nouveau
message réé ontient un nouvel entête SOAP tout en omettant l'entête envoyé par
le lient. Le transfert des données de l'entête vers le nouveau message SOAP est une
tâhe tehniquement diile, vu que les données de l'entête ne peuvent être mani-
pulées qu'à travers un interepteur, e qui n'est pas le as pour le nouveau message
réé. Ce dernier ontient un nouvel entête SOAP (Header') omme le montre la
gure 2.2. Il en résulte une perte d'information dans le nouveau message réé. Cei
limite la gestion des ommuniations asynhrones, dont le monitoring repose sur des
informations portées par l'entête SOAP.
2.3.2.2 L'intereption niveau HTTP
Pour pallier les limites de l'intereption niveau SOAP, nous avons développé une
nouvelle version permettant la sauvegarde des informations éhangées dans l'entête
SOAP, et supportant, ainsi, la gestion du monitoring global.
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Fig. 2.3  Le mode de fontionnement de l'intereption niveau HTTP
L'intereption niveau HTTP, se base sur la programmation des sokets. Le message
SOAP est enapsulé dans un entête HTTP. L'extension du message par des valeurs
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de paramètres de QdS, est réalisée en parourant le message -manipulation de haîne
de aratères- et en l'étendant par des balises XML au niveau de l'entête SOAP ou
des données textuelles au début de l'enveloppe HTTP.
Le niveau HTTP (pour la reonguration) agit sur l'enveloppe HTTP, en laissant
intat le ontenu du message SOAP enapsulé. La gure 2.3 montre la réation d'une
nouvelle enveloppe HTTP (HTTP'), tandis que l'entête SOAP reste inhangé. Cei
permet le monitoring global qui se base en partie sur es informations.
2.4 L'Analyse
Le module d'analyse exploite les valeurs des paramètres de QdS pour s'assurer du
bon fontionnement de l'appliation. Il permet de déteter les éventuelles violations
de la QdS, et produit, le as éhéant, des alarmes qui enlenheront le diagnosti.
2.4.1 Algorithmes et modèles sous-jaents
Notre approhe est préditive. Elle est basée sur l'observation, en temps réel, de
l'évolution des valeurs de QdS an de déteter des violations onsidérées omme
symptmes d'une dégradation imminente. Dans le proessus de détetion, nous i-
blons les situations où les valeurs de QdS mesurées dépassent ontinuellement le seuil
des valeurs aeptables (seuil absolu ou relatif) plus que les disordanes transitoires.
Une telle situation orrespond à une dégradation de QdS, qui est un indiateur de dé-
térioration de l'état du système. An de prendre en onsidération un omportement
de référene, nous utilisons d'une part, des indiateurs statistiques pré-alulés et/ou
alulés en temps réel au ours de l'exéution. Les événements onsidérés peuvent
orrespondre, par exemple, à déteter qu'une valeur de QdS mesurée dépasse un
seuil donné. D'autre part, nous utilisons les hroniques temporelles an de surveiller
l'évolution de es valeurs de QdS pour éviter de onsidérer les violations transi-
toires de QdS. Une hronique temporelle est un ensemble d'événements liés par des
ontraintes temporelles, et dont l'ourrene dépend du ontexte [34℄. Les événe-
ments temporels orrespondent prinipalement à l'ourrene ou à l'absene d'un
événement durant une période de temps.
L'analyse de la QdS a pour but l'évaluation de l'état d'un servie donné, et non
seulement une interation spéique dans une onversation spéique. La détetion
de dégradation inlut toutes les interations entre les lients et les fournisseurs.
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Dans notre ontexte, le fait d'observer N violations au niveau du temps de réponse,
lorsqu'on traite plusieurs requêtes provenant de lients distints, est onsidéré omme
une dégradation de la QdS, de la même façon que pour N violations au niveau du
temps de réponse de requêtes, provenant du même lient. N s'exprime en fontion
de la disponibilité du servie ainsi que la probabilité de sa transition entre les états
Violation et OK (Non-Violation). Il représente le nombre de violations suessives
avant que la dégradation aurait lieu.
Par exemple, pour haque valeur de Tresp mesurée, l'état de servie peut être TrespV,
orrespondant à une valeur de temps de réponse mesurée qui soit supérieure au seuil
(la valeur maximale aeptable), où TrespOK, orrespondant à une valeur mesurée
au-dessous de e seuil. Le seuil des valeurs aeptées de haque paramètre de QdS
est égal à la valeur moyenne (Moyenne) et un retard toléré (RT ). Ce RT est propor-
tionnel à l'éart type, et peut être alulé en se basant sur l'inégalité de Chebyshev
([3℄, pages 80-81) qui s'exprime par l'inéquation suivante :
P [Tresp < (Moyenne + kσ)] ≥ 1−
1
k2
(2.1)
Où : σ dénote l'éart type et k est un nombre réel stritement positif représentant
la onstante qui dénit la proportion de dépassement.
Ce seuil (Moyenne + kσ) peut être pré-alulé, à partir des valeurs de QdS d'une
expériene déjà réalisée. Il peut également se aluler en temps réel à partir des
valeurs mesurées au ours de l'exéution. Par exemple, pour k = 3, la probabilité de
non-violation du temps de réponse est supérieure à 0.89.
N est égal au nombre de suessions de violation menant à un état d'éhe d'invo-
ation. An de déterminer une valeur pertinente de N, on utilise l'expression sui-
vante, qui orrespond à avoir la probabilité de N violations suessives (TrespV )
inférieure à la probabilité -mesurée expérimentalement- des requêtes éhouées
(1−Disponibilite´) :
P [N TrespV successive] ≤ (1−Disponibilite´)
En plus, la probabilité de  l'état suivant est TrespV , est égale à la probabilité
partant d'un état TrespOk, multipliée par la probabilité de transition de et état
vers l'état TrespV et la probabilité d'être dans un état TrespV, multipliée par la
probabilité de rester dans et état pour la prohaine invoation :
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P [Tous e´tat→ TrespV ] =
P [TrespOK]× P [TrespOK → TrespV ] + P [TrespV ]× P [TrespV → TrespV ]
La probabilité d'obtention de N violations suessives est égale à la probabilité d'at-
teindre l'état TrespV, partant de n'importe quel état, multipliée par la probabilité
de rester dans l'état TrespV pour (N-1) fois :
P [N TrespV successive] = P [Tous e´tat→ TrespV ]× P [TrespV → TrespV ]N−1.
Quand on remplae la probabilité P [N TrespV successive] dans la première inéga-
lité, on obtient l'expression suivante xant la limite inférieure de N :
P [Tous e´tat→ TrespV ]× P [TrespV → TrespV ]N−1 ≤ (1−Disponibilite´)
⇔ N ≥ λ, où :
λ = 1 +
ln( 1−Disponibilite´
P [tous e´tat→TrespV ]
)
ln(P [TrespV → TrespV ])
La plus petite valeur que N peut prendre, est égale à la partie entière de (λ + 1).
Lorsqu'on hoisit une valeur de N très supérieure à ette dernière, on augmente
la préision dans le pourentage des dégradations détetées. Cependant, ei peut
empêher la détetion de quelques dégradations.
 

 



	

 

 


 

	


 

 

 
	



 
 

 

	
!



	

 

 

 
	



 

 
Chronique Chronique n’est
Tresp


 





 




 

 





 

 




	









 

 


 
	
ff



fi 
 flffi








N violations successives de Tresp N violations de Tresp
dans l’intervalle "I1"
N augmentations 
successives de Tresp
déclenchée avec 
N=3:   t1,t2,t3>M+RT
pas déclenchée 
avec N=3

 

!

"
Chronique déclenchée 
avec N=3:  t3">t2”>t1”
Chronique déclenchée avec 
N=3: t1’,t2’,t3’>M+RT

!
#

 
#

"
$
#

"
%

 
%

!
%
Moyenne
Moyenne+RT
RT=Retard
Toléré
Valeurs acceptables
Légende: TempsIntervalle "I1"
Tresp mesuré
Valeur moyenne calculée en temps réel
Valeur moyenne calculée en temps réel+ Retard Toléré
Fig. 2.4  Un modèle de hronique de détetion de dégradation de QdS
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La gure 2.4 présente des exemples de hroniques temporelles impliquant le temps
de réponse. Ces hroniques montrent deux façons pour aluler le seuil de la valeur
maximale aeptable : soit pré-alulé, soit alulé à la base des valeurs mesurées
en temps réel. Ces hroniques examinent l'évolution des événements TrespOK et
TrespV. Elles peuvent onerner le omportement de la QdS durant un intervalle
xe. La première hronique est délenhée suite à l'observation de trois ourrenes
suessives de l'événement TrespV (t1, t2 et t3 dans la gure 2.4) sans auune o-
urrene de l'événement TrespOK. La deuxième hronique est détetée suite à l'ob-
servation, dans l'intervalle de temps I1, de trois ourrenes de l'événement TrespV
(t1',t2' et t3' dans la gure 2.4). La troisième hronique est délenhée suite à l'ob-
servation de trois augmentations suessives du temps de réponse (t1, t2 et t3
dans la gure 2.4).
La hronique basée sur un seuil des valeurs aeptables alulé au ours de l'exéu-
tion, semble ne pas être appropriée au as d'une augmentation progressive du Tresp.
Cette augmentation aete le seuil, et l'aroît progressivement tout en dépassant le
niveau d'agrément. D'autre part, la hronique basée sur le pré-alul du seuil, dans
un environnement dédié, ne prend pas en onsidération le ontexte de l'exéution
de l'appliation et les valeurs mesurées du Tresp seront insatisfaisantes. Toutefois,
la ombinaison des deux hroniques est plus solide grâe aux valeurs mesurées au
ours de l'exéution. De plus, elle est plus robuste pour faire éviter le as de l'aug-
mentation progressive grâe à des valeurs déjà mesurées par une expérimentation à
grande éhelle.
1 begin 
2 Moyenne= Calcule_Moyenne() // Constante 
3 RT= Calcule_Retard_Tolere() 
4 Idle: Nbr_Violation_Recue=0 
5 loop   
6   Pour_chaque_Nouv_Tresp_Mesure() 
7   if (Tresp> Moyenne+RT) then 
8   Nbr_Violation_Recue++; 
9   else goto: Idle 
10   endif 
11   if (Nbr_Violation_Recue  Nbr_Max_Violation_Succ)  then 
12   Notifie_Degradation_Au_Service_De_Diagnostic() 
13   endif 
15 endloop 
16 end 
Tab. 2.5  L'algorithme de détetion (Moyenne pré-alulée).
Nous avons dérit es hroniques par des algorithmes de détetion de dégradation,
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qui délenhent des alarmes en as de suession de violations N fois (représenté par
Nbr_Max_Violation_Su dans le tableau 2.5 et le tableau 2.6).
Comme 'est illustré dans le tableau 2.5, pour haque paramètre de QdS mesuré
(ligne 6), l'algorithme de détetion de dégradation du temps de réponse augmente
le nombre des violations reçues (Nbr_Violation_Reue, à la ligne 8) si la nouvelle
valeur dépasse le seuil de la valeur maximale aeptable (ligne 7). Dans le as de
réeption d'une non-violation (ligne 9), l'exéution saute vers l'initialisation située à
la ligne 4. Autrement, le nombre des violations soulevées sera augmenté jusqu'au dé-
lenhement d'alarmes (ligne 12). Dans et algorithme, la moyenne (Moyenne) et le
retard toléré (RT ) sont pré-alulés (lignes 2 et 3) et déduits d'une expérimentation
faite à grande éhelle (voir setion 4.2.3.4).
1 begin 
2 Idle: Nbr_Violation_Recue=0 
3 loop  
4   Pour_chaque_Nouv_Tresp_Mesure() 
5   Moyenne= Calcule_Moyenne() // Variable
6   RT= Calcule_Retard_Tolere()
7   if (Tresp> Moyenne+RT) then 
8   Nbr_Violation_Recue++; 
9   else goto: Idle 
10   endif 
11   if (Nbr_Violation_Recue  Nbr_Max_Violation_Succ)  then 
12   Notifie_Degradation_Au_Service_De_Diagnostic() 
13   endif 
14 endloop 
15 end 
 
Tab. 2.6  L'algorithme de détetion (Moyenne alulée au ours de l'exéution).
Dans l'algorithme de détetion de dégradation du temps de réponse présenté au
tableau 2.6, la moyenne (Moyenne) et le retard toléré (RT ) sont alulés en temps
réel (lignes 5 et 6), et mis à jour au ours de l'exéution (ligne 4). Une non-violation
réinitialise l'exéution (ligne 9). En as de dégradation, des alarmes sont envoyées
vers le servie de diagnosti.
2.4.2 Fontionnalités et arhiteture de mise en ÷uvre
L'analyse vise à évaluer l'état d'un servie en observant ses interations ave ses
lients. Ainsi, la détetion de dégradation onerne les interations entre un servie
fournisseur et ses lients. La gestion des violations provenant d'un même lient est
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la même que elle provenant de plusieurs lients distints.
L'analyse est implantée en tant que servie web. Deux politiques sont utilisées pour
entamer un proessus d'analyse : la première repose sur une interrogation périodique
du log, et la seonde repose sur des notiations reçues du servie web de logging à
propos de la disponibilité de nouvelles valeurs de QdS. Durant le proessus d'analyse,
des alarmes sont délenhées en as de détetion dégradation.
2.5 Le Diagnosti/Pronosti et la Déision
Selon la politique adoptée, deux modèles peuvent être utilisés : Diagnosti et Pro-
nosti. Les algorithmes implantant es modèles inspetent, ré-ativement ou pro-
ativement, le omportement du servie web à la base des valeurs de paramètres de
QdS stokées au log. Cei permet d'identier/prédire la dégradation passée/immi-
nente. La déision est basée sur des ations de reonguration arhiteturale.
2.5.1 Algorithmes et modèles sous-jaents
Cette partie traite l'identiation de la propagation d'une dégradation ainsi que la
prévention ave le modèle Markovien.
2.5.1.1 Détetion de la propagation de dégradation
La tâhe de diagnosti repose sur le monitoring et l'analyse des motifs (patterns)
de défaillane. En eet, une dégradation possède plusieurs soures, et peut être
délenhée par un ou plusieurs servies de l'appliation. An d'implanter un système
auto-réparable eae, nous avons besoin de loaliser le servie défaillant et de
raisonner sur la soure de dégradation. Par exemple, la ombinaison de diérents
paramètres de QdS omme le temps de réponse et le temps d'exéution, permet
de disriminer entre les défaillanes du niveau exéution et elles de elui de la
ommuniation. C'est aussi le as du raisonnement sur les dépendanes struturelles
qui permet d'identier les propagations de dégradation et d'éviter les ations de
réparation inutiles.
Considérons une paire lient/fournisseur pour laquelle une alarme révélant une dé-
gradation du temps de réponse (Tresp) est délenhée, omme le montre le ta-
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 1 begin 
2 if  (Tresp  TrespMoy + TrespRT) then
3 if (Texec  TexecMoy + TexecRT) then
 4 Niveau_Degradation ="Communication" 
 5 else     RetardTexec= Texec – (TexecMoy+ TexecRT) 
6 if  (Tresp – RetardTexec  TrespMoy + TrespRT) then
 7 Niveau_Degradation="Execution" 
 8 else 
 9 Niveau_Degradation="Execution & Communication" 
 10 endif
 11 endif 
 12 enif 
 13 end 
Tab. 2.7  L'algorithme de loalisation de dégradation
bleau 2.7 à la ligne 3. Cet algorithme disrimine entre les défaillanes au niveau de
la ommuniation et au niveau de l'exéution. On distingue trois as :
Dans le premier as (lignes 3 et 4), la valeur du Texec ne dépasse pas la valeur
maximale aeptable (Moyenne + Retard Toléré). Étant donné que le temps de ré-
ponse est omposé du temps d'exéution et du temps de ommuniation, on déduit
que la dégradation est loalisée au niveau de la ommuniation. Dans le seond as
(lignes 6 et 7), 'est seulement le Texec qui exède le seuil d'aeptation et son retard
(RetardTexec) est l'origine du délenhement de dégradation du Tresp. La dégrada-
tion provient du niveau d'exéution. Dans le troisième as (lignes 8 et 9), le temps
d'exéution et elui de ommuniation dépassent les valeurs maximales aeptables
et la dégradation provient des deux niveaux : exéution et ommuniation.
Après la loalisation du niveau de la dégradation, on entame le raisonnement sur
sa soure. Le diagnosti n'est pas limité à une interation entre une seule paire
lient/fournisseur. Il inlut les interations du servie web onsidéré ave les autres
servies web de l'appliation. La vue globale du système nous donne la possibilité
d'identier la soure de la dégradation, et d'optimiser les eorts de réparation tout
en évitant les ations de reonguration inutiles. Telle situation se produit dans le
as de la propagation de la dégradation de la QdS.
Considérons le sénario d'une onversation imbriquée, omme l'illustre la gure 2.5.
Le servie de diagnosti, lié au servie web WS2, détete que son temps d'exéu-
tion dépasse le seuil aeptable. Il est défaillant. Pareil pour le servie web WS1,
son servie de diagnosti détete une dégradation de son temps d'exéution due au
phénomène de propagation. Si on ne détete pas que la dégradation de WS1 est
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une simple propagation de elle de WS2, ça mènera à des ations de reonguration
inutiles.
Client WS1 WS2
 


	


 




La valeur max 
acceptable du
TexecWS2TexecWS1
RetardWS2



temps d’exécution
Fig. 2.5  La propagation de la dégradation de la QdS
La requête du lient est exéutée par WS1, qui fait appel à WS2 an de réaliser une
partie de la tâhe aordée, omme le montre la gure 2.5. TexecWS1 représente le
temps d'exéution de la paire Client/WS1 et TexecWS2 représente le temps d'exéu-
tion de la seonde paire WS1 (omme lient)/WS2. WS2 génère un retard important
(RetardWS2) durant l'exéution de la requête, tout en engendrant un dépassement
des valeurs aeptables de TexecWS1 et de TexecWS2. Les deux servies de diagnosti
liés à TexecWS1 et TexecWS2 délenhent des alarmes.
Dans le as d'un diagnosti  naïf , deux proessus de diagnosti loaux seront
envisagés. Le premier onerne le servie web WS2. Il ompare le temps de réponse
et elui de ommuniation ave les seuils d'aeption orrespondants, et déduit que le
problème provient du niveau exéution. Le servie de déision hoisit de substituer
WS2 par un autre servie équivalent, qui ore les mêmes fontionnalités. D'une
façon similaire, le diagnosti loal lié à WS1 détete une dégradation de la QdS, et
la déision substitue WS1 par un servie web équivalent.
Lorsque le diagnosti est établi loalement, WS1 et WS2 seront examinés séparé-
ment, et haque proessus de diagnosti délare un verdit loal de défaillane :
Local_diag(WS2, de´gradation)⇒ WS2 de´faillant.
et
Local_diag(WS1, de´gradation)⇒WS1 de´faillant
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Lorsque e verdit de diagnosti est à gérer ave les fontionnalités de réparation,
les ations de reonguration doivent substituer haun des deux servies :
Substituer(WS2,WS2′), Où WS2' est équivalent à WS2.
et
Substituer(WS1,WS1′), Où WS1' est équivalent à WS1.
Une vue globale des dépendanes struturelles rend le proessus de diagnosti plus
préis. Elle permettra d'identier que WS2 est la soure de la dégradation. La dé-
gradation détetée de WS1 est proprement diagnostiquée omme une manifestation
de propagation :
Global_diag(WS1,WS2, de´gradation, de´gradation) ≡
Local_diag(WS1, de´gradation) ∧ Local_diag(WS2, de´gradation)
∧(TexecWS1 − RetardWS2 ≤ TexecMoyWS1 + TexecRTWS1)
⇒WS2 de´faillant ∧ WS1 utilise un service web de´faillant
Nous notons que la dégradation de WS1 est due à la propagation d'une autre dé-
gradation.
La séquene de reonguration orrespondante est plus eae. Elle néessite seule-
ment la substitution de WS2 :
Substituer(WS2,WS2′) Où WS2' est équivalent à WS2.
Diérents verdits de diagnosti peuvent être établis dans le as d'imbriation d'in-
voations illustrée par la gure 2.5. Les quatres as possibles sont omme suit :
1- Premier as : La réponse du WS2 arrive ave retard, et la réponse de WS1 arrive
aussi en retard après l'élimination du retard propagé provenant de WS2.
Les deux servies sont défaillants. Dans e as, le résultat du diagnosti global
est équivalent au résultat des diagnostis loaux de WS1 et de WS2. Les deux
servies doivent être substitués.
Global_diag(WS1,WS2, de´gradation, de´gradation) ≡
Local_diag(WS1, de´gradation) ∧ Local_diag(WS2, de´gradation)
∧(TexecWS1 − RetardWS2 ≥ TexecMoyWS1 + TexecRTWS1)
⇒WS1 de´faillant ∧WS2 de´faillant
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2- Deuxième as : La réponse de WS2 arrive ave retard, et si on élimine le retard
propagé de WS2, la réponse de WS1 ne vient pas en retard.
Les deux servies semblent être défaillants, mais WS2 est la soure de la dégrada-
tion. Le retard généré par e servie (RetardWS2) s'est propagé et a aeté WS1.
Le diagnosti global identie la soure de la dégradation, et le servie de déision
demande la substitution de WS2 :
Global_diag(WS1,WS2, de´gradation, de´gradation) ≡
Local_diag(WS1, de´gradation) ∧ Local_diag(WS2, de´gradation)
∧(TexecWS1 − RetardWS2 ≤ TexecMoyWS1 + TexecRTWS1)
⇒WS2 de´faillant ∧ WS1 utilise un service web de´faillant
3- Troisième as : La réponse de WS2 arrive ave retard, et pas de retard pour elle
de WS1.
Seul WS2 semble être défaillant, et l'exéution très rapide de WS1 absorbe le
retard engendré pas WS2 (RetardWS2) :
Global_diag(WS1,WS2,¬de´gradation, de´gradation) ≡
Local_diag(WS1,¬de´gradation) ∧ Local_diag(WS2, de´gradation)
⇒WS2 de´faillant
4- Quatrième as : La réponse de WS1 arrive ave retard. Quant à elle de WS2,
elle arrive à temps. WS1 est le seul servie défaillant :
Global_diag(WS1,WS2, de´gradation,¬de´gradation) ≡
Local_diag(WS1, de´gradation) ∧ Local_diag(WS2,¬de´gradation)
⇒WS1 de´faillant
2.5.1.2 Prévention de dégradation : Le modèle Markovien
Les méthodes traditionnelles de détetion de dégradation sont généralement limitées
à un diagnosti simple (réatif) du omportement du système. Cependant, pour une
stratégie préventive, les valeurs des paramètres de QdS doivent être olletées et
ltrées au ours du temps an d'obtenir une vue préditive et réaliste sur l'évolution
de l'état du système. Nous avons implanté un modèle de prédition d'état du système
en utilisant les Chaînes de Markov Cahées (CMC).
Les CMC [81℄ ont pour but l'estimation du prohain état du système, à travers
des observations partielles de l'état atuel, et des hypothèses stohastiques. On uti-
lise les CMC pour pronostiquer l'état des appliations à base de servie web. Les
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CMC notient la dégradation de la QdS an de déider de l'ation de réparation
appropriée.
Les CMC suivent un modèle stohastique à temps disret, déni omme un proessus
de Markov ave des états non-observables (ahés). Compte tenu du temps d'exé-
ution (Texe) omme paramètres de QdS à pronostiquer, les CMC sont formalisées
par le inq-uplet < S, A, V, B, Π >, où :
S est l'ensemble des états :
S = {Working, Partially Working, Not Working}, ou :
 Working (W ) : Le servie est fontionnel de façon eae.
 Partially Working (PW ) : Le servie est fontionnel, mais il montre quelques
régressions de la QdS omparé aux valeurs attendues.
 Not Working (NW ) : Le servie n'est pas fontionnel, il montre une évolution
inaeptable des valeurs de QdS.
A représente la probabilité de transition entre les états. Un exemple de ette matrie
est montré dans la gure 2.6. Elle est alulée à la base d'une expérimentation réalisée
sur la grille Grid'5000 (voir hapitre 4). Cette matrie peut être aussi alulée en se
basant sur les valeurs de QdS reueillies en temps réel au ours de l'exéution. Mais
dans e as, il faut attendre le stokage des valeurs de QdS liées à l'exéution d'un
nombre susant de requêtes, an qu'elle se stabilise.
t + 1   
W PW NW   
0.7 0.2 0.1 W  
t0.3 0.5 0.2 PW 
0.1 0.2 0.7 NW
A
Fig. 2.6  La matrie A de transition
Par exemple, la valeur 0.3 (gure 2.6) représente la probabilité du passage du servie
d'un état PW à l'instant t à l'état W à l'instant t+1.
V est la variable à observer : V = {Texe}.
B est la distribution de probabilité atuelle d'observer Texe à l'étatW, PW, et NW
à l'instant t : Bt = {P(W), P(PW), P(NW)}.
Nous utilisons la logique oue pour xer la distribution d'appartenane de la valeur
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Fig. 2.7  Le degré d'appartenane de la logique oue
de Texe, omme l'illustre la gure 2.7. Nous avons utilisé les algorithmes de Karn
[77℄ et Jaobson [46℄ pour aluler le TimeOut du temps d'exéution (TexeTO)
ainsi que l'aeptation du temps d'exéution (ATexe). Le TexeTO représente le
temps maximal d'exéution attendu. Il est alulé en utilisant l'équation (2.2).
TexecTOi = STexeci +K.
√
σ2i (2.2)
Où : i dénote le numéro de la dernière exéution, K dénote la onstante qui dénit
la proportion de dépassement prématuré du temps limite ; σ2i dénote la variane
dénie à l'équation (2.4) ; et STexec dénote le temps d'exéution lissé (Smoothed)
à l'équation (2.5).
Le ATexe dénit si la valeur du temps d'exéution du servie web ourant est en
pertinene ave son historique. Ainsi, si le Texe est supérieur à ATexe, alors le
servie web est onsidéré se diriger vers l'état de dégradation. Il est alulé à l'aide
de l'équation (2.3).
ATexec = (STexeci + TexecTOi)/2 (2.3)
σ2i = (1− α)σ
2
i−1 + α.(STexeci − Texeci)
2
(2.4)
Où : α orrespond à e qui a été dérit dans l'équation (2.6).
STexeci = (1− α).STexeci−1 + α.Texeci (2.5)
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{
α = 1/i; i ≤ Q
α = 1/Q; i > Q
(2.6)
Où : Q dénote une onstante qui ontrle la rapidité de STexe à s'adapter aux
hangements.
Ave haque nouvelle invoation, on realule les nouvelles valeurs de ATexe et
TexeTO.
A l'instant t, Bt = {0.6, 0.4, 0}.
Π représente la distribution de probabilité initiale des états. Comme le montre la
gure 2.7, Π = {0.3, 0.7, 0}.
Essayons d'estimer le prohain état du système (à l'instant t+1 ) en partant d'une
observation de l'état ourant de Texe. A l'instant t, la distribution de la probabilité
observée est Bt={0.6, 0.4, 0}. Ave les CMC, on utilise Bt et la matrie de transition
A an d'estimer la distribution de probabilité à l'instant t+1 qui est égale à {0.54,
0.32, 0.14}, omme 'est illustré dans la gure 2.8. On prédit que le servie réussira
sa prohaine invoation.
W
PW
NW
W
PW
NW
Pt(W) = 0.6
0.7 
0.2 
0.1 
0.3 
0.5 
0.2 
0.1 
0.2 
0.7 
Pt(PW) =  0.4
Pt(NW) = 0
Pt+1(W) = (0.6*0.7 + 0.4*0.3 + 0*0.1) =   0.54 
Pt+1(PW) = (0.6*0.2 + 0.4*0.5 + 0*0.2) =    0.32 
Pt+1(NW) = (0.6*0.1 + 0.4*0.2 + 0*0.7) =    0.14 
Distribution des 
probabilités de l’état du 
système à l’instant t
Estimation de la distribution 
de la probabilité de l’état du 
système à l’instant t+1
t t+1
Fig. 2.8  L'estimation du prohain état du système ave les CMC
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2.5.2 Fontionnalités et arhiteture de mise en ÷uvre
Les servies de diagnosti et de pronosti raisonnent sur la dégradation tout en se
basant sur les valeurs de QdS déjà enregistrées par le monitoring, et identient la
soure de la dégradation. Ensuite, ils génèrent un rapport sur l'état du système.
Basé sur e rapport, le servie de déision produit des plans et les envoie au module
de reouvrement pour demander des réparations (en as de diagnosti) et des re-
ongurations (en as de pronosti). Chaun de es trois servies est implanté sous
forme de servie web.
Le rapport de déision, résultant du diagnosti (ou du pronosti) d'une haîne imbri-
quée de servies web, distingue deux diérents as, à savoir, le raisonnement loal et
le raisonnement global. Pour un raisonnement loal, nous onsidérons haque ouple
de lient/servie séparément. La déision s'intéresse à la substitution des fontionna-
lités assurées par le servie défaillant ainsi que l'ensemble de servies qu'il utilise dans
le adre du proessus en ours. En d'autres termes, nous substitutions les fontion-
nalités oertes par l'ensemble des servies onnetés dont la façade est représentée
par le servie défaillant, par un autre servie (ou une omposition) garantissant es
mêmes fontionnalités. Pour un raisonnement global, les instanes de MARQ sont
déployées entre tous les ouples (lient/servie), et une ation de substitution d'un
servie défaillant est suivie par un ensemble d'ations de oordination ave les autres
instanes de MARQ. En eet, es derniers reonnetent le nouveau servie utilisé
(en tant que lient) ave les servies utilisés préédemment par le servie défaillant.
Le raisonnement global informe, aussi, toutes les instanes de MARQ qui ne sont
pas inluses dans e proessus pour ne plus utiliser le servie identié défaillant.
2.6 Conlusion
Dans e hapitre, nous avons proposé un middleware auto-réparable pour les servies
web guidé par la QdS : MARQ. Ce middleware intervient au niveau ommuniation,
entre le lient et le fournisseur du servie web. Il observe la QdS, l'analyse, et prévoit
des ations de réparation en as de dégradation du servie. MARQ assure le moni-
toring des ommuniations synhrones ainsi que elles asynhrones. Son pronosti
permet la prévention des défaillanes. Il permet, aussi, d'identier la soure d'une
dégradation et de reonnaître les phénomènes de propagation. La reonguration
fera l'objet du hapitre suivant.
3
Chapitre 3 : La Gestion de la
Reonguration pour l'Auto-Réparation
3.1 Introdution
Notre arhiteture de gestion de la QdS est implantée sous forme de bus logiiel. Elle
onstitue un middleware de ouplage faible qui implante la reonguration selon le
prinipe de la réiation du onept de Conneteur de Liaison Dynamique. Dans e
hapitre, nous présentons les ations de reonguration sous forme d'algorithmes et
puis nous les formalisons ave les grammaires de graphes. Ensuite, nous présentons le
protoole d'éhange entre les omposants de MARQ ainsi que sa oneption réalisée
en UML. La dernière partie onsidère l'intégration de l'auto-réparation de niveau
lasse (représentée par MARQ) ave elle de niveau instane (représentée par SH-
BPEL).
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3.2 La Reonguration
Notre approhe d'auto-réparation est basée sur la reonguration arhiteturale. Elle
substitue un servie défaillant soit par un autre équivalent, soit par une omposition
de plusieurs servies, selon l'algorithme dérit aux tableaux 3.1, 3.3 et 3.3. La mise
en ÷uvre de la reonguration est garantie à travers la réiation d'un Conneteur
de Liaison Dynamique (CLD) qui déonnete la onnexion ourante et reroute les
requêtes vers les nouveaux servies séletionnés d'une façon omplètement transpa-
rente par rapport aux lients. Le Conneteur de Liaison Dynamique est généré et
déployé automatiquement en utilisant la ompilation au ours de l'exéution, et la
programmation réexive.
3.2.1 Algorithmes et modèles sous-jaents
Cette partie présente les algorithmes de substitutions.
3.2.1.1 L'algorithme de substitution d'un servie
La substitution d'un servie web défaillant peut être réalisée par un ou plusieurs
autres servies. Nous distinguons trois diérents as, omme le montre l'algorithme
présenté dans les tableaux 3.1, 3.2 et 3.3.
/*L’interface WSDL du service défaillant à substituer*/ 
WSDL_Interface(Sdéfaillant) = {Op1, ... ,OpN}
/*Parcourir les services disponibles*/ 
Analyse_Disponible_WS_Interfaces(); 
/*Les services web considérés pour la substitution*/ 
S  {S1, …, SM}
(1) Substitution_Simple  St such that 
if (Substitution_Simple) 
then  for each (Opi)-requete  
       Reroute_request_to St;
  endfor 
endif
Tab. 3.1  L'algorithme de reonguration d'un servie (1/3)
Le premier as traite les substitutions simples. Il est présenté dans le tableau 3.1.
Toutes les requêtes sont redirigées vers le nouveau servie web, qui ore les mêmes
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opérations du servie défaillant. Dans un tel as, Sde´faillant est entièrement remplaé
par St.
(2) Substitution_Composée_SansSurcharge  {Sh,.., Sk} tel que: 
if (Substitution_Composée_SansSurcharge) 
then   for each (Opi)-requete    
     Reroute_requete_vers Sj, tel que Opi WSDL_Interface(Sj)
endfor 
endif
Tab. 3.2  L'algorithme de reonguration d'un servie (2/3)
Le deuxième as traite la substitution omposée par deux ou plusieurs servies, dont
l'union ouvre les opérations oertes par le servie défaillant. Auune surharge
n'est détetée parmi les opérations oertes par la omposition. Il est présenté dans
le tableau 3.2. Dans un tel as, Sde´faillant est remplaé par un ensemble de servies
et les requêtes qui lui sont adressées, seront frationnées sur l'ensemble Sh, .., Sk.
Le troisième as est similaire au deuxième, mais ertaines opérations oertes ap-
paraissent plusieurs fois dans les servies séletionnés pour la substitution. Il est
présenté dans le tableau 3.3. Deux politiques sont adoptées. Dans la première poli-
tique, le servie de substitution peut être utilisé par d'autres lients qui ontournent
notre middleware de gestion de la QdS. Dans e as, nous suivons la disponibilité
la plus élevée pour rerouter les requêtes des lients. Dans la deuxième politique, on
gère des servies qui ne sont aessibles qu'à travers notre middleware. Dans e as,
le partage de la harge équitablement entre les servies parait la solution la plus
réaliste.
3.2.1.2 L'algorithme de substitution d'une opération
La substitution simple peut être onsidérée omme une substitution totale de toutes
les opérations du servie. Toutefois, il arrive des as ou seulement quelques opérations
présentent des défaillanes, et la substitution du servie entier peut être observée
omme étant une perte d'opérations qui fontionnent parfaitement. Dans e as,
on proède par des ations de substitution au niveau opération. Les tableaux 3.4,
3.5 et 3.6 montrent un algorithme de substitution plus rané que elui présenté
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(3) Substitution_Composée_AvecSurcharge  {Sh,.., Sk} tel que: 
         
if (Substitution_Composée_AvecSurcharge) 
then for each (Opi)-requete 
     Reroute_requete_vers Sj,
and 
/*Gestion des Opérations Surchargées ; Première Politique: Suivre la disponibilité du service*/ 
if (Politique_Service_Disponibilité) 
for each (Opi)-requete, tel que 
     Reroute_requete_to Sjk,
          tel que Sjk  Disponibilité_élevée( ,Opi)
 endfor 
/* Gestion des Opérations Surchargées ; Deuxième Politique :*/ 
/* Equilibrer la charge équitablement entre les services*/ 
else
for each (Opi)-requete, tel que 
         Reroute_requete_to Sjk
           jk++
endfor 
endif
endif
Tab. 3.3  L'algorithme de reonguration d'un servie (3/3)
dans la setion préédente. Il gère la substitution au niveau opération. En eet, un
servie est omposé de plusieurs opérations, et 'est possible de remplaer seulement
l'opération défaillante. Nous frationnons les requêtes des lients à un niveau plus
granuleux, à savoir l'opération.
Comme le montre le tableau 3.4, le premier as substitue une opération par une
autre équivalente.
Dans le deuxième (tableau 3.5) et le troisième as (tableau 3.6), nous notons l'exis-
tene de plusieurs opérations équivalentes pouvant remplaer l'opération défaillante.
Dans le tableau 3.5, l'algorithme reroute les requêtes adressées à l'opération dé-
faillante, vers l'ensemble des opérations équivalentes, en partageant la harge équi-
tablement.
L'algorithme du tableau 3.6 reroute les requêtes adressées à l'opération défaillante,
vers l'ensemble des opérations équivalentes, en suivant la meilleure disponibilité.
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/*L’opération défaillante à remplacer*/ 
Opdéfaillante WSDL_Interface(S)  
/*Parcourir les services disponibles*/ 
Analyse_Disponible_WS_Interfaces(); 
/*Les services web considérés pour la substitution*/ 
S  {S1, …, SM} tel que Opsub  WSDL_Interface(Si),  
           tel que Opdéfaillante  Opsub, ou  i  {1..M} 
 
/* Substitution d’une opération par une équivalente */ 
(1) Substitution_Directe ,t  {1..M} et t=constance 
if (Substitution_Directe) 
then   if  ((Opsub)-requete  ) 
  then Reroute_requete_vers St  
endif 
endif
 
Tab. 3.4  L'algorithme de reonguration d'une opération (1/3)
 
/* Substitution d’une opération par plusieurs équivalentes en équilibrant les charges */ 
 (2) Substitution_Equilibre_Charge, i  {1..M} 
  
if (Substitution_Equilibre_Charge) 
then   if ((Opsub)-requete) 
         Reroute_requete_to       
      i++ 
 endif
endif
 
Tab. 3.5  L'algorithme de reonguration d'une opération (2/3)
 
/* Substitution d’une opération par celle la plus disponible */ 
(3) Substitution_Disponibilité_Opération, Sj  Disponibilité_élevée({S1, …, SM},Opsub) 
if (Substitution_Disponibilité_Opération),  
then   if ((Opsub)-requete) 
         Reroute_requete_to       
 endif
endif
Tab. 3.6  L'algorithme de reonguration d'une opération (3/3)
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3.2.2 La formalisation de la substitution
Nous utilisons les grammaires de graphes pour la desription des opérations de sub-
stitution des servies web défaillants. Le formalisme adopté a été élaboré dans la
thèse de K. Guennoun [42℄. Les grammaires de graphes peuvent représenter l'en-
semble de toutes les ongurations possibles d'une appliation où les opérations de
reonguration arhiteturale sont onsidérées omme des règles de ré-ériture de
graphes. L'une de nos perspetives est d'utiliser et aspet génératif des grammaires
pour aratériser rigoureusement les instanes onsistantes de l'arhiteture. Le mo-
teur de transformation de graphes (MTG) [42℄ peut déterminer si un invariant est
préservé par toutes les arhitetures possibles et peut déteter si un graphe (on-
guration arhiteturale) viole ou pas l'invariant. Le MTG permet aussi de déteter
l'inonsistane de l'appliation en se basant sur la diéreniation de l'arhiteture.
Cei repose sur la omparaison de l'arhiteture modèle ave une reonstrution
de l'arhiteture en ours d'exéution. Dans notre as, la reonstrution de l'arhi-
teture d'interation entre les servies web de l'appliation est réalisable à travers
L'interfae graphique de monitoring et d'analyse de la QdS deMARQ version HTTP
(voir setion 4.3).
Le formalisme utilise plusieurs types d'étiquettes pour dérire les ontraintes et
les besoins des instanes de l'arhiteture. Les n÷uds terminaux (T ) et les n÷uds
non-terminaux (NT ) admettent plusieurs étiquettes et les ars onsidèrent plusieurs
étiquettes. Une grammaire de graphes est dérite par le quadruplet (G,NT, T, P )
(voir table 3.7) où G,NT, T, P représentent respetivement le graphe dérivant l'ap-
pliation, l'ensemble des non-terminaux, l'ensemble des terminaux et l'ensemble
des produtions de la grammaire. Les n÷uds terminaux sont eux appartenant à
un graphe terminal, et les n÷uds non-terminaux sont eux permettant le passage
d'un graphe intermédiaire vers un autre graphe intermédiaire. P est de la forme
p[(X1, ..., Xi), (D1, ..., Di)] où X1, ..., Xi sont des étiquettes variables de n÷uds ap-
partenant au graphe père ou au graphe ls de la prodution p tandis que D1, ..., Di
orrespondent respetivement aux domaines de dénition de es variables. L'ae-
tation d'un paramètre Xj de ette prodution de grammaire par une valeur Vj ap-
partenant au domaine Dj implique l'aetation de toutes les étiquettes des n÷uds
orrespondant à Xj par Vj.
Une instane appartenant à la grammaire de graphes est un graphe ontenant des
n÷uds terminaux obtenus en partant du graphe initial de l'appliation et en appli-
quant une séquene de produtions de P .
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GG = (G,NT, T, P ) ave :
T = {A(a, 1, m)}, NT = { } and P = {p}
p = (L = {A(a, 1, m1), A(b, 2, m2),
A(a, 1, m1)
r
−→ A(b, 2, m2)} ;
K = {A(b, 2, m2)} ;
R = {A(c, 1, m3), A(d, 2, m4),
A(c, 1, m3)
q
−→ A(d, 2, m4)} ;
C = {}
Tab. 3.7  Un exemple de grammaire de graphes
P spéie un ensemble de produtions de la grammaire de la forme (L;K,R;C) ou
L, R et K sont des sous-graphes et C est un ensemble d'instrutions de onnexion.
Une telle prodution est onsidérée appliable sur un graphe donné G s'il existe un
homomorphisme de graphes de L à G. Si une prodution est appliable, il résulte
de son appliation la suppression de l'ourrene du sous-graphe Del = (L \ K),
l'insertion d'une opie isomorphisme du sous-graphe Add = (R \ K) et l'exéution
des instrutions de onnexion délarées dans C.
C ontient l'ensemble des instrutions de onnexion de la grammaire. Ces instru-
tions sont ommunes à toutes les produtions de grammaire : après haque applia-
tion d'une des produtions appartenant à P , toutes les instrutions de onnexion de
C, qui sont appliables, seront exéutées [42℄.
Dans la spéiation suivante, on s'interesse à l'appliation en tant qu'ensemble de
ouples de lient (Client) et servie web (SW ). Si un servie web invoque un autre
servie web, alors dans e as, le premier servie est traité une fois par un ensemble
de règles en tant que Client et une deuxième fois par un autre ensemble de règles
en tant que SW.
3.2.2.1 La formalisation de la substitution d'un servie
Le tableau 3.8 représente la formalisation du premier as de substitution dérit par
le tableau 3.1 : la substitution simple d'un servie web par un autre équivalent.
L'appliation de la prodution p de GG1 supprime le servie défaillant dérit par le
sous-graphe Del, et ajoute le nouveau servie remplaçant dérit par le sous-graphe
Add.
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GG1 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p}
p = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1 −→ N2} ;
K = {N1(Id1, Client)} ;
R = {N3(Id3, SW,¬De´faillant), N1 −→ N3} ;)
Tab. 3.8  GG1 : La substitution simple d'un servie
Le tableau 3.9 représente la grammaire de graphes GG2 formalisant le deuxième as
de substitution dérit par le tableau 3.2 : la substitution d'un servie web par une
omposition de servies sans qu'elle ontienne des méthodes surhargées. L'applia-
tion de la prodution p1 de la grammaire GG2 redirige la requête d'une opération
Opi du servie défaillant vers une opération équivalente appartenant à un autre
servie non défaillant. La prodution p1 est appliquée N-1 fois, (où N représente
le nombre d'opérations du servie défaillant). La dernière opération est traitée par
la prodution p2 de la grammaire GG2 qui permet la substitution de la dernière
opération et la suppression du servie défaillant.
GG2 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p1, p2}
p1(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Op1,...,Opn}
−−−−−−−→ N2} ;
K = {N1(Id1, Client), N2(Id2, SW,De´faillant)
N1
{Op1,...,Opn}\Opi
−−−−−−−−−−→ N2} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi
−−→ N3} ;)
p2(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Opi}
−−−→ N2} ;
K = {N1(Id1, Client)} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi
−−→ N3} ;)
Tab. 3.9  GG2 : La substitution omposée sans surharge
Les tableaux 3.10 et 3.11 représentent la formalisation du troisième as de substitu-
tion dérit par le tableau 3.3 : La substitution d'un servie web par une omposition
de servies qui ontiennent des opérations redondantes.
Le tableau 3.10 traite le as où le hoix de l'opération ible repose sur la disponi-
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bilité la plus élevée du servie. Pour aratériser e paramètre, nous avons ajouté
l'étiquette des ars d qui représente la disponibilité du servie ontenant l'opération
hoisie. Les produtions p1 et p2 de la grammaire GG3 hoisissent la disponibilité
la plus haute an de router la requête au nouveau servie.
GG3 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p1, p2}
p1(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Op1,...,Opn}
−−−−−−−→ N2} ;
K = {N1(Id1, Client), N2(Id2, SW,De´faillant)
N1
{Op1,...,Opn}\Opi
−−−−−−−−−−→ N2} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi,d
−−−→ N3} ;)
p2(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Opi}
−−−→ N2} ;
K = {N1(Id1, Client))} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi,d
−−−→ N3} ;)
Tab. 3.10  GG3 : La substitution omposée selon la disponibilité
Les produtions p1 et p2 de la grammaire GG4, montrées dans le tableau 3.11,
traitent le as de partage des requêtes équitablement entre les servies ontenant
des opérations surhargées. Pour spéier e paramètre, nous avons ajouté l'étiquette
aux ars p qui représente le poids de l'opération Opi. Cette opération est invoquée p
fois avant de balaner la harge à une opération équivalente. Si p=1, alors la harge
est distribuée équitablement entre les opérations redondantes.
3.2.2.2 La formalisation de la substitution d'une opération
Le tableau 3.12 représente la grammaire GG5 qui formalise le premier as de substi-
tution dérit par le tableau 3.4 : la substitution simple d'une opération défaillante
Opi d'un servie web par une autre équivalente. L'appliation de la prodution p de
la grammaire GG5 supprime l'opération défaillante et sa onnexion qui sont dérites
par le sous-graphe Del, et ajoute la nouvelle opération ainsi qu'un nouvel ar la liant
au lient qui sont dérits par le sous-graphe Add.
Le tableau 3.13 représente la formalisation du deuxième as de substitution dé-
rit par le tableau 3.5 : la substitution d'une opération par une autre possédant
la disponibilité la plus élevée parmi les opérations équivalentes. L'appliation de la
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GG4 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p1, p2}
p1(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Op1,...,Opn}
−−−−−−−→ N2} ;
K = {N1(Id1, Client), N2(Id2, SW,De´faillant)
N1
{Op1,...,Opn}\Opi
−−−−−−−−−−→ N2} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi,p
−−−→ N3} ;)
p2(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Opi}
−−−→ N2} ;
K = {N1(Id1, Client)} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi,p
−−−→ N3} ;)
Tab. 3.11  GG4 : La substitution omposée ave balane de harge
GG5 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p}
p(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Op1,...,Opn}
−−−−−−−→ N2} ;
K = {N1(Id1, Client), N2(Id2, SW,De´faillant)
N1
{Op1,...,Opn}\Opi
−−−−−−−−−−→ N2} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi
−−→ N3} ;)
Tab. 3.12  GG5 : La substitution simple d'une opération
prodution p de la grammaire GG6 redirige la requête vers une opération Opi non
défaillante dont la disponibilité d est la plus élevée.
GG6 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p}
p(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Op1,...,Opn}
−−−−−−−→ N2} ;
K = {N1(Id1, Client), N2(Id2, SW,De´faillant)
N1
{Op1,...,Opn}\Opi
−−−−−−−−−−→ N2} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi,d
−−−→ N3} ;)
Tab. 3.13  GG6 : La substitution selon la disponibilité de l'opération
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La grammaireGG7, montrée par le tableau 3.14, traite le as de partage des requêtes
entre les opérations équivalentes disponibles. Ce as est dérit par le tableau 3.6.
Pour spéier la disponibilité, nous avons ajouté l'étiquette a aux ars qui repré-
sente le poids de l'opération Opi. Chaque opération est invoquée a fois avant de
balaner la harge à une opération équivalente. Si a=1, alors la harge est distribuée
équitablement entre les opérations surhargées.
GG7 = (G,NT, T, P ) ave :
T = {N1(Id1, Client), N2(Id2, SW,Etat)}, NT = { } and P = {p}
p(Opi) = (L = {N1(Id1, Client), N2(Id2, SW,De´faillant),
N1
{Op1,...,Opn}
−−−−−−−→ N2} ;
K = {N1(Id1, Client), N2(Id2, SW,De´faillant)
N1
{Op1,...,Opn}\Opi
−−−−−−−−−−→ N2} ;
R = {N3(Id3, SW,¬De´faillant), N1
Opi,a
−−−→ N3} ;)
Tab. 3.14  GG7 : La substitution ave balane de harge entre les opérations
3.2.3 Fontionnalités et arhiteture de mise en ÷uvre
Les fontionnalités de reonguration de notre middleware, sont implantées par le
module Exéuteur de Reonguration. Dans e qui suit, nous détaillons son fontion-
nement interne.
3.2.3.1 La reonguration par Conneteur de Liaison Dynamique
Le module Exéuteur de Reonguration est en harge de : 1) orir l'interfae du
servie web virtuel (SW Virtuel) et exéuter le servie web du fournisseur (SW du
fournisseur), 2) mettre en ÷uvre la reonguration suivant le plan dérit par le
servie de déision (SW de Déision). Le servie virtuel est un servie blan qui
ahe la même interfae que elle du SW du fournisseur, sans logique métier (le
orps est vide). Du point de vue du lient, ave abstration faite les requêtes sont
adressées au fournisseur à travers notre middleware et -ave réiation faite- 'est au
SW Virtuel que es requêtes sont adressées. Le Conneteur de Liaison Dynamique
les interepte, et duplique les paramètres fontionnels pour le SW du fournisseur.
Il interepte aussi la réponse, et remplae elle du SW Virtuel par elle reçue de la
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part du SW du fournisseur. De ette façon, l'interation est assurée entre lient et
fournisseur de servie.
La desription du proessus de génération du Conneteur de Liaison Dynamique est
illustrée par la gure 3.1. Le tableau 3.15 dérit les étapes du proessus de génération.
Code du 
Stub
WSDL
CLD-PD
Compilateur
WSDL 
Gestionnaire de 
Déploiement
SWFS
Générateur du Gestionnaire du
Compilateur
Java
Notification de 
rechargement
Code du 
Connecteur
Conteneur à 
distance
Code du 
Connecteur
Composants internes du Composants internes du 
SWFS: Le service web du fournisseur sélectionné
Légende:
"SW de Génération de Connecteur" "SW de Déploiement "
CLD-PD: Connecteur de Liaison Dynamique - Paquetage à Déployer
Fig. 3.1  Les étapes prinipales du proessus de génération automatique du CLD
Dans la gure 3.1, le SW de Génération de Conneteur 1) reçoit le plan de réparation
du SW de Déision, 2) génère automatiquement le stub du nouveau SW du fournis-
seur séletionné en utilisant son WSDL, 3) génère automatiquement le ode du CLD
et le ompile, et 4) re-déploie le nouveau CLD en utilisant le SW de Déploiement.
Le ompilateur WSDL initial, oert par Axis, ne permet des ompilations que sur
la ligne de ommande. Nous étions amenés à modier son API pour lever la pro-
tetion, et l'intégrer dans e proessus. La lasse modiée est WSDL2Java.java, se
trouvant dans le jar axis.jar sous l'arboresene org/apahe/axis/wsdl. Nous avons
utilisé Tomat (version 5.5) omme serveur web, Axis (version 1.4) omme onteneur
de servies web, et Java (version 1.5) omme langage de programmation.
Le fontionnement interne du Conneteur de Liaison Dynamique est divisé en deux
parties dont haune est représentée par une méthode omme le montre la gure 3.2.
La première, intitulée Init, est exéutée une seule fois. Elle permet d'initialiser le
nouveau onneteur généré. Elle rée le stub, et analyse la desription WSDL (ave
l'API Jdom
1
) du nouveau SW du fournisseur, an d'extraire les types des paramètres
fontionnels, qui seront néessaires plus tard pour l'invoation réexive de elui-i.
La deuxième méthode, intitulée Bind, est exéutée une fois par haque requête. Elle
analyse le message SOAP envoyé au SW Virtuel (en utilisant les APIs d'Axis et
1
http ://www.jdom.org/ : parseur XML en Java
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Les omposants internes Desription
SWFS : Le servie web du four-
nisseur séletionné
Le nouveau servie séletionné pour substituer le servie
défaillant
Compilateur du WSDL Le ompilateur adapté de WSDL. Il ompile le WSDL du
servie web du fournisseur, et génère une souhe liente
(stub) en Java
Compilateur Java Il ompile en temps réel le ode Java généré
Générateur du Code du
Connetor
Il génère les lasses Java du nouveau Conneteur de Liaison
Dynamique
Gestionnaire de Déploiement Il déploie les hiers du Conneteur de Liaison Dynamique
dans le onteneur
Gestionnaire du Conteneur à
distane
Il invoque le onteneur à distane an de reharger le
ontexte et mettre en ÷uvre le nouveau onneteur. C'est
un servie web que nous avons développé. Il se onnete
au Tomat Manager et exéute des ommandes telles que
deploy, reload, et.
Le ode généré pour réer
les entités de reongura-
tion
Desription
Code du Conneteur Les lasses Java implantant la logique métier du onneteur
CLD-PD : Conneteur de Liai-
son Dynamique - Paquetage à
Déployer
Les lasses Java et les desripteurs de déploiement du
Conneteur de Liaison Dynamique qui sont ompilés et
emballés (dans un Jar)
Code du Stub La souhe liente du nouveau servie web du fournisseur
qui est généré dynamiquement
Tab. 3.15  Les omposants arhiteturaux de la génération et du déploiement du
CLD
de Jdom) et extrait les valeurs des paramètres fontionnels. En utilisant le stub -
réé par la méthode Init- , elle envoie dynamiquement une requête vers le SW du
fournisseur ave lequel le CLD est lié en se basant sur la programmation réexive
de Java
2
). Par la suite, la réponse sera réupérée et opiée dans le message SOAP
réponse envoyé au lient.
2
http ://java.sun.om/j2se/1.3/dos/guide/reetion/
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Le comportement interne du Connecteur de Liaison Dynamique 
Init() 
{ 
 Stub= BuildStubforNewWSProvider(); 
  // Créer le stub permettant la connexion au nouveau service web du fournisseur  
ParamTypes[]=GetParamTypefromWSDLProvider(WSProviderWsdlUrl);  
// Extraire le type des paramètres fonctionnelles du  WSDL à l’aide de l’API Jdom 
} 
Bind() 
{ 
Param[]= GetParamfromSOAPRequest(SOAPEnvelopReq);
  // Extraire les paramètres fonctionnelles de la requête interceptée à l’aide des APIs Jdom et Axis 
ResWSProvider= InvokeWSProvider(Stub, Param[], ParamTypes[]); 
  // Invoquer le service du fournisseur  à l’aide de l’API reflection de Java  
SetResult2SOAPResponse(ResWSProvider, SOAPEnvelopResp); 
// Substituer la réponse du service web virtuel par celle du service web du fournisseur  
} 
Fig. 3.2  Les opérations du Conneteur de Liaison Dynamique
3.2.3.2 La reonguration par routage adaptatif au niveau HTTP
La reonguration niveau HTTP, onsidère seulement l'enveloppe HTTP qui enap-
sule le message SOAP. Par la suite, une reonguration est égale à une opération de
routage d'un message HTTP.
Dans e as, le module Exéuteur de Reonguration est en harge de : 1) orir le
proxy HTTP (qui remplaera le SW Virtuel du routage niveau SOAP) et rerouter
les requêtes vers le servie web du fournisseur (SW du fournisseur), 2) mettre en
÷uvre la reonguration suivant un plan établi par le SW de Déision.
Dans le prototype implanté (voir setion 4.3.3.1), un plan de réparation orrespond
à une requête SQL paramétrable qui spéie le servie à substituer et le servie
remplaçant. On peut desendre dans la granularité pour substituer seulement l'opé-
ration défaillante. Dans e as, on doit spéier, en plus des noms des deux servies,
le nom de l'opération à substituer, ainsi que le nom de l'opération remplaçante. Suite
à une déision, un nouveau plan doit être hargé par le proxy à partir de la base de
données et mis en ÷uvre.
Du point de vue du lient, en utilisant l'abstration, il envoie ses requêtes au four-
nisseur à travers notre middleware. En utilisant la réiation, les requêtes du lient
sont adressées au proxy qui s'oupe du routage vers le fournisseur ible. Aussi, il
(le proxy) reçoit la réponse du servie du fournisseur, et la fait suivre au lient.
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3.2.3.3 Les niveaux de gestion de la QdS : SOAP vs. HTTP
L'intereption des messages au niveau SOAP est une manipulation de haut-niveau
des données qui se base sur le parsing de struture XML. Cependant, l'intereption
au niveau HTTP est une manipulation de bas niveau qui se base sur les sokets et
le traitement de données sous forme textuelle
Le proxy HTTP est plus approprié pour traiter le monitoring des ommuniations
asynhrones, qui se base sur l'éhange d'informations dans l'entête du message
SOAP. Comme nous l'avons montré dans la gure 2.3, le routage sera réalisé sans
touher au ontenu du message SOAP, e qui n'est pas le as pour l'intereption
niveau SOAP.
Pour le déploiement des moniteurs té lient, les deux méthodes sont semblables.
Il exige une modiation mineure du ode lient. Cté fournisseur, l'intereption
niveau SOAP se met en ÷uvre grâe à une extension du desripteur de déploiement
du servie web, et elle ne touhe que le servie onerné. Cependant, l'intereption
niveau HTTP exige la onguration du serveur an d'aheminer toutes ses réponses
vers le proxy (y ompris les autres servies hébergés sur e serveur), e qui peut
représenter un handiap pour les autres servies non-inlus dans le proessus de ges-
tion de la QdS de MARQ. Une meilleure solution est de ombiner les deux solutions
an de bénéier des apports des deux tehniques : permettre le monitoring global
(du niveau HTTP), manipuler les données de la QdS en tant que struture XML
et alléger les hypothèses de déploiement. Cei se réalise à travers des moniteurs de
niveau SOAP (té lient et té fournisseur), tout en appliquant un routage niveau
HTTP au sein des moniteurs SOAP pour la partie de reonguration.
3.3 Le protoole d'éhange entre les omposants de
MARQ
Durant le proessus d'auto-réparation, plusieurs messages sont éhangés entre les
diérents omposants de la gestion de la QdS, omme le montre la gure 3.3. Les
messages sont dérits dans le tableau 3.16. Ces messages inluent des données du
niveau fontionnel (le nom de l'opération, les valeurs des paramètres, le résultat de
la réponse), des données du niveau QdS (temps de réponse, temps de ommunia-
tion), et des données de diagnosti et de réparation (des alarmes, et des ations de
réparation).
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5’ Ré Bl h (V l
Client 1 du 
SW
SW du 
Fournisseur
1
1: M1 4: M1 5: RépM18: RépM1 : p anc e:= a eurs 
Blanches, QdSP1, QdSP2)
4’: M3SW Virtuel
SW de Génération 
de Connecteur
Connecteur de 
Liaison Dynamique
SW de 
Déploiement
Moniteur Côté 
Client 6: M4:=  (RépM1, 
QdSP1, QdSP2)
7: M5:= ( M4, QdSP3)
Moniteur Côté 
SW de 
Diagnostic
SW de 
Logging
SW
d’Analyse
SW de 
Décision
2: M2:= (M1, QdSP1)
3: M3:= (M2, QdSP2)8: L1:= (QdSP1, QdSP2, QdSP3, QdSP4)
10:RépMes
11: Alarmes
13: Décision
12: Rapport
Fournisseur
9:ReqMes SW de 
Pronostic
Légende:
Numéro de Séquence: Nom du Message:= Contenun:M:=(C1..Ck)
Fig. 3.3  Le ux de messages éhangés entre les servies d'auto-réparation
Message Desription
M1 Le message requête
QdSP1 Le paramètre de QdS assoié à la requête M1
du té du lient
QdSP2 Le paramètre de QdS assoié à la requête M1
du té du fournisseur
RépM1 Le message réponse pour M1
QdSP3 Le paramètre de QdS assoié à la réponse
RespM1 du té du fournisseur
QdSP4 Le paramètre de QdS assoié à la réponse
RespM1 du té du lient
L1 Le stokage des valeurs de QdS dans le log
ReqMes/RépMes L'extration des mesures statistiques liées à
la QdS
Alarmes La détetion d'une violation
Rapport La soure de la dégradation
Déision Le plan de reonguration
Tab. 3.16  La desription des messages éhangés entre les servies d'auto-réparation
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Le messageM1 envoyé par le lient est interepté par leMCC. Ce dernier l'étend par
le premier paramètre de QdS (QdSP1 ) inlus au message sortant M2. Le message
M2 est interepté une deuxième fois par le MCS. M2 est étendu par le deuxième
paramètre de QdS (QdSP2 ) inlus au message sortant M3. Le message M3 est
interepté par le Conneteur de Liaison Dynamique. Les données fontionnelles sont
extraites du message M3. Cei orrespond au ontenu initial du message M1. Ces
données sont utilisées pour réer dynamiquement et loalement une requête ave le
même ontenu, vers le SW du fournisseur atuellement lié aux requêtes. En même
temps, le message M3 est transmis au SW Virtuel. Les réponses de es deux servies
sont olletées par le Conneteur de Liaison Dynamique qui substitue la réponse
blanhe par la réponse du SW du fournisseur. Il remplae ValeursBlanhes par
RépM1 dans le message RépBlanhe. En onséquene, on obtient le message M4
omme réponse à la requête du lient. Le message M4 est interepté par le MCF
pour une troisième extension par le paramètre de QdS QdSP3 inlus au message
sortant M5. Puis, il est étendu par le quatrième paramètre de QdS QdSP4. Les
données de la QdS sont extraites au niveau du MCC, et sont envoyées au SW de
Logging pour être stokées.
Le SW d'Analyse interroge périodiquement le SW de Logging (message Re-
qMes/RépMes), analyse les valeurs de la QdS, et délenhe des alarmes en as de vio-
lation (message Alarmes). Le SW de Diagnosti/Pronosti identie/prédit la soure
de la dégradation (message Rapport). Le SW de Déision établit un plan de répara-
tion/reonguration (message Déision). Ce dernier message solliite l'Exéuteur de
Reonguration pour débranher la onnexion ourante ave le SW du fournisseur
(SW du fournisseur 1 dans la gure 3.3), et générer un nouveau onneteur pour
router les nouvelles requêtes ave un servie équivalent (omme SW du fournisseur 2
dans la gure 2.1).
Pour illustrer le proessus de monitoring, nous avons élaboré des expérimentations
ave l'appliation du FoodShop (voir setion 4.3). La gure 3.4 montre le ontenu
des messages SOAP éhangés entre le lient et le servie web Shop. Le message M1
représente le message SOAP initial envoyé par le lient. Il ontient les paramètres
fontionnels de la requête (1 etWhite meat,Orange juie). Le messageM3 est étendu
par deux paramètres de QdS dont leurs valeurs indiquent le temps de ommuniation
entre les deux pairs. Le messageM5 représente un message de réponse SOAP enrihi
ave des paramètres de QdS. Il montre le résultat de l'invoation du servie web Shop
dans le message de réponse SOAP provenant du SW Virtuel. Pour ette invoation,
le temps d'exéution vaut 147ms.
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<soapenv:Envelope>
<soapenv:Header>
<TimeRequestInterceptClient
soapenv:actor="http://schemas.xmlsoap.org/soap/actor/next"
soapenv:mustUnderstand="0">1152008215431</TimeRequestInterceptClient>
Requête SOAP (M3)
QdSP1& QdSP2 
<TimeRequestInterceptServer
soapenv:actor="http://schemas.xmlsoap.org/soap/actor/next"
soapenv:mustUnderstand="0">1152008215685</TimeRequestInterceptServer>
</soapenv:Header>
<soapenv:Body>
<typ:receiveOrder>
Les valeurs des paramètres fonctionnels de 
l’opération “receiveOrder” du service web 
<soapenv:Envelope>
<CustInfo>1</CustInfo>
<Product>White meat,Orange juice</Product>
</typ:receiveOrder>
</soapenv:Body>
</soapenv:Envelope>
Shop  (initialement = contenu de M1) 
Réponse SOAP (M5)
<soapenv:Header>
<TimeResponseInterceptServer
soapenv:actor="http://schemas.xmlsoap.org/soap/actor/next"
soapenv:mustUnderstand="0">1152008215852</TimeResponseInterceptServer>
<TimeRequestInterceptServer
soapenv:actor="http://schemas.xmlsoap.org/soap/actor/next"
QdSP1&QdSP2&QdSP3
soapenv:mustUnderstand="0">1152008215685</TimeRequestInterceptServer>
<TimeRequestInterceptClient
soapenv:actor=http://schemas.xmlsoap.org/soap/actor/next
soapenv:mustUnderstand="0">1152008215431</TimeRequestInterceptClient>
</soapenv:Header>
<soapenv:Body> Les valeurs des paramètres fonctionnels de 
<receiveOrderResponse>
<price>13</price>
</receiveOrderResponse>
</soapenv:Body>
</soapenv:Envelope>
l’opération “receiveOrder” (initialement = le 
contenu de RespM1) 
Fig. 3.4  Des exemples de messages SOAP
3.4 Le déploiement des omposants de MARQ
Le déploiement des servies et des omposants de l'auto-réparation peut être distri-
bué sur trois sites, omme 'est dérit par le tableau 3.17. La partie tiere est un
site de onane entre le lient et le fournisseur. Le Déploiement libre représente la
meilleure onguration de déploiement. En général, plus le MCC est prohe du té
lient, et le MCF est prohe du té fournisseur, plus la mesure est plus préise. Les
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autres omposants peuvent être déployés au site de la partie tiere an de déharger
les sites du lient et du fournisseur.
Composantes et  
services d’autoréparation 
Site de Déploiement  
Des contraintes au 
site du fournisseur
Des contraintes au 
site du client 
Des contraintes aux sites 
du client et du fournisseur 
Déploiement 
libre
MCF Partie tierce Fournisseur Partie tierce Fournisseur 
MCC Client Partie tierce Partie tierce Client 
SW du Logging  Partie tierce Partie tierce Partie tierce Partie tierce 
Log Partie tierce Partie tierce Partie tierce Partie tierce 
SW d’Analyse Partie tierce Partie tierce Partie tierce Partie tierce 
SW de 
Diagnostic/Pronostic 
Partie tierce Partie tierce Partie tierce Partie tierce 
SW de Décision Partie tierce Partie tierce Partie tierce Partie tierce 
Les composantes de 
l’Exécuteur de 
Reconfiguration  
Partie tierce Fournisseur Partie tierce Fournisseur 
Site de la partie tierce Site du client Site du fournisseurLégende: 
Tab. 3.17  Les ontraintes de déploiement des omposants de gestion de la QdS
Les ontraintes de déploiement apparaissent à ause de plusieurs raisons telles que les
problèmes de séurité et les droits d'aès. Par exemple, les appliations orhestrées
ave BPEL limitent l'aès au site lient (qui est le proessus BPEL lui même) tout
en faisant obstale fae au déploiement duMCC. Généralement, les fournisseurs (tels
que le fournisseur du servie google) limitent l'aès à leur site web pour des raisons
de séurité, et ils ne permettent pas l'installation de moniteurs ou d'autres ompo-
sants de gestion de la QdS. Dans e as, le MCF et l'Exéuteur de Reonguration
peuvent être déployés dans le site de la partie tiere.
3.5 La reherhe et la séletion de servie de sub-
stitution
Pour haque plan de substitution, un nouveau servie web est séletionné auprès de
la liste des servies équivalents : WSDLs de Servies Substituables.
Le proessus de substitution d'un servie défaillant, appelle le Servie Externe de
Déouverte des SW qui assure la reherhe ainsi que la séletion d'une liste de ser-
vies orant les mêmes fontionnalités que le servie défaillant. La desription du
WSDL du servie séletionné est stokée par leWSDLs de Servies Substituables. La
reherhe doit prendre en onsidération l'historique de la QdS des servies utilisés
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pour guider les nouveaux hoix. Cei permettra, par exemple, d'approuver l'utili-
sation d'un servie qui a déjà oert une QdS satisfaisant les besoins des lients et
d'éviter l'utilisation d'un servie déjà identié dégradé, sauf si son fournisseur a mis
à jour une nouvelle version disponible. Le développement de servie fait partie de
nos perspetives.
3.6 La oneption de MARQ
Dans ette setion, nous présentons les diérents diagrammes élaborés durant le yle
de développement de MARQ. Le langage de oneption hoisi est UML, vu qu'il est
un standard et une référene pour la oneption de logiiels. La spéiation d'UML
dénit une notation graphique pour visualiser, spéier et onstruire des appliations
logiielles [26℄.
Le diagramme de omposants montré par la gure 3.5, représente l'arhiteture
d'auto-réparation guidée par la QdS. Les quatres omposants prinipaux, Monito-
ring, Analyse, Diagnosti/Pronosti et Déision et l'Exéuteur de reonguration
sont représentés par des omposants interonnetés.
<<component>>
Architecture de MARQ
<<component>>
Monitoring
<<component>>
Diagnostic/Pronostic
& Décision
<<component>>
Exécuteur de Reconfiguration
<<component>>
Analyse
Plan
ConsulterQdS  
StockerQdS
ConsulterQdS 
SW
Alarmes
SW
Notifications
SW
<<component>>
SW du fournisseur
<<component>>
Client du SW
<<component>>
Logging
ConsulterQdS
StockerQdS
SW
<<delegate>>
<<delegate>>
<<delegate>>
<<delegate>>
Fig. 3.5  Diagramme de omposants : L'arhiteture d'auto-réparation
La gure 3.6 détaille le omposant de Monitoring qui ompte plusieurs moniteurs :
Le Moniteur Cté Client, déployé ave haque lient, et le Moniteur Cté Fournis-
seur, déployé ave le servie web du fournisseur. Ainsi, on obtient un moniteur té
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o
<<component>>
Monitoring
<<component>>
Moniteur 
Côté Client 2
<<component>>
Moniteur 
Côté Client 1
<<component>>
Moniteur Côté 
Fournisseur
Notifications 
Notifications
SW
SW
SW
Log
Log
StockerQdS
Notifications
SW
SW
SW
<<delegate>>
<<delegate>>
<<delegate>>
<<delegate>>
<<delegate>>
<<delegate>>
Fig. 3.6  Diagramme de omposants : Le monitoring impliquant deux lients
Analyse Connecteur
Dynamique
MCFMCC FournisseurClient Log
Requête     4: 
 Réponse 6: 
 Réponse  7: 
Requête   3: 
Requête 2: 
 Réponse   8: 
StockerQdS9: 
 Réponse5: 
Requête1: 
Notif ication10: 
Fig. 3.7  Diagramme de Séquenes : Les ations de monitoring
fournisseur qui interepte toutes les requêtes vers le servie web ible, et un moniteur
té lient pour haun de ses lients.
La gure 3.7 montre les interations entre le système et les omposantes de monito-
ring dans le as d'une ommuniation synhrone. Chaque moniteur (MCC et MCF )
interepte et étend les messages par des valeurs de QdS. Le dernier moniteur extrait
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les données onernant la QdS et les envoie au log pour être stokées.
0
Attendre Réponse
MiseajourLog
Requête
Réponse 
Requête 
Réponse
Calculer_QdSP1
Calculer_QdSP4
Attendre Réponse
Requête
Réponse
Exécution du Service
Requête
Réponse
Repos
Attendre Réponse
Requête
Réponse 
Requête 
Calculer_QdSP2
Calculer_QdSP3
Réponse
MCC FournisseurMCFClient
Fig. 3.8  Diagramme d'ativités : Les ativités de monitoring
Tandis que la gure 3.7 s'intéresse aux interations, la gure 3.8 foalise plutt
sur les ativités de haque omposant. Cette dernière gure illustre le diagramme
d'ativité des omposants de monitoring. Le lient est représenté par le premier
swimlane, le Moniteur Cté Client par le deuxième, le Moniteur Cté Fournisseur
par le troisième, et le fournisseur par le quatrième. Chaque moniteur alule la
valeur du paramètre de QdS et l'ajoute au message éhangé. Suite à une invoation,
le fournisseur entre en état de repos, en attente de nouvelles requêtes.
<<component>>
Diagnostic/Pronostic & Décision
<<component>>
Diagnostic/
Pronostic
<<component>>
 Décision
ConsulterQdS
Alarmes
Rapport
Plan
ConsulterQdS
Alarmes Plan
<<delegate>>
<<delegate>>
<<delegate>>
Fig. 3.9  Diagramme de omposants : Le Diagnosti/Pronosti et Déision
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La gure 3.9 montre deux omposants. Le premier est le omposant de diagnosti/-
pronosti qui identie/prédit la soure de la dégradation en se basant sur des alarmes
provenant du omposant d'analyse. Le deuxième est le omposant de déision qui
élabore le plan de substitution en se basant sur le rapport de diagnosti/pronosti.
2
[If  Dégradation]
[else]
alt
Exécuteur de 
Reconfiguration
Analyse Diagnostic/
Pronostic
Logging Décision
Alarmes5:
ConsultationQdS2:
Détection de dégradation
          de la QdS
4: 
Attente de notif ications9: 
Identif ication de la source 
de dégradation
6: 
Rapport7:
Notif ication1:
ValeursQdS3:
Plan8:
Fig. 3.10  Diagramme de Séquenes : Les interations entre les modules de MARQ
Le omposant d'Analyse a pour but la détetion de violations de la QdS en se basant
sur les données de la QdS stokées au log. La suession de violations délenhe des
alarmes, omme l'illustre la gure 3.10. Le omposant de Diagnosti raisonne sur
es alarmes et en as de dégradation, il identie la soure et envoie un rapport sur
l'état du système au omposant de déision pour planier les mesures à prendre
pour réparer es dégradations. Le omposant de Déision demande la substitution
du servie défaillant auprès du omposant Exéuteur de reonguration.
Le Conneteur de Liaison Dynamique est la base de la substitution arhiteturale. Il
est responsable du routage des requêtes des lients vers le servie web ible. Le om-
posant Exéuteur de Reonguration, montré par la gure 3.11, gère e onneteur.
Suite à haque plan de substitution, un nouveau onneteur est généré par le SW de
Génération de Conneteur, et déployé par le SW de Déploiement an de onneter
les requêtes au nouveau servie.
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<<component>>
Exécuteur de Reconfiguration
<<component>>
Connecteur de Liaison 
Dynamique
RedeployerNouveauConnecteur
<<component>>
SW de Génération 
de Connecteur
<<component>>
SW de Délpoiement
<<component>>
SW Virtuel
SW
Plan
Solliciter le gestionnaire de conteneur du 
serveur pour recharger le nouveau 
"Connecteur de Liaison Dynamique"
SW
SW
Plan
dépendance
RoutageDynamique
<<delegate>>
<<delegate>>
Fig. 3.11  Diagramme de omposants : L'Exéuteur de Reonguration
La gure 3.12 montre l'arhiteture interne du SW de Génération de Conneteur. Ce
omposant reçoit le plan de substitution, génère un stub loal grâe au ompilateur
WSDL, et génère et ompile le onneteur. Puis, il demande son déploiement.
La gure 3.13 ore une vue d'ensemble du yle de réparation au sein du middle-
ware MARQ. Suite à une dégradation de la QdS du servie web du Fournisseur 1,
un proessus de reouvrement est délenhé, partant des alarmes jusqu'à l'ation de
substitution. La mise en ÷uvre de l'ation de substitution par l'Exéuteur de Reon-
guration, déonnete les requêtes du Fournisseur 1, et les onnete au fournisseur
séletionné : le Fournisseur 2.
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RedeployerNouveauConnecteur
<<component>>
Compilateur WSDL
CompilerWSDLCompilerJava
CompilerJava
Plan
RedeployerNouveauConnecteur
Plan
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Fig. 3.12  Diagramme de omposants : La génération de onneteur
1
0
2
C
h
a
p
i
t
r
e
3
:
L
a
G
e
s
t
i
o
n
d
e
l
a
R
e

o
n

g
u
r
a
t
i
o
n
p
o
u
r
l
'
A
u
t
o
-
R
é
p
a
r
a
t
i
o
n
Décision Générateur de
Connecteur
Diagnostic/
Pronostic
Analyse DéploiementMCFMCC Fournisseur
1
Fournisseur
2
Connecteur
Dynamique
Client SW VirtuelLogging
Plan19: 
NouveauConnecteur20:
ConsulterQdS 16: 
Rapport18: 
ConsulterQdS13:
Alarmes15: 
Re-déploiement21: 
Réponse   9:
Requête  3: 
Requête        24: 
Réponse         30: 
Requête 2: 
Réponse     10: 
StockerQdS11:
Requête       23:
Réponse           31: 
Réponse7: 
Réponse       28: 
Requête    4:
Requête     5: 
Réponse 8: 
Requête         25: 
Requête          26: 
Réponse        29:
Requête1: 
Requête      22:
Réponse Blanche  6: 
Réponse Blanche27: 
Notif ication12: 
ValeursQdS14:
ValeursQdS 17: 
Fig. 3.13  Diagramme de Séquenes : Le proessus d'auto-réparation ave MARQ
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3.7 Règles de transformation en arhiteture auto-
réparable en bus
Dans ette setion, nous présentons les trois politiques de transformation d'une ar-
hiteture initiale de servie web en une arhiteture en bus pour permettre la gestion
de la QdS. Nous détaillons les règles et donnons les avantages et les inonvénients
de haque politique.
Premier as (voir gure 3.14) : Pour haque ouple de servie web/lient, on
instanie un bus.
Les interations entre haque ouple passe à travers un bus dédié. La gestion
de la QdS est propre à haque lient. Auune interation n'est prévue entre
les bus des diérents lients d'un même ou des diérents servies web. La
reonguration est exéutée individuellement pour haque lient.
Graphe des interactions Architecture en BusTransformation
   
 
 
     
Fig. 3.14  Un bus par ouple lient/servie
Avantages : Orir diérents ontrats de QdS d'un même servie web aux dif-
férents lients onnetés et raner les ations de reonguration.
Inonvénients : Surharger l'appliation par un nombre important de bus à
gérer simultanément. La non-interation des bus, mène à des ations de reon-
guration inutiles (voir setion 2.5.1.1).
Réalisation :
-Niveau SOAP : Chaque lient aura son propre Conneteur de Liaison Dyna-
mique (et par la suite son propre SW Virtuel) qui prend en harge la reon-
guration pour elui-i.
Il est diile de déployer deux onneteurs té fournisseur (appartenant à
deux bus diérents) pour le même servie web, qui peuvent distinguer deux
requêtes provenant de deux lients indépendants. Les informations inluses
dans l'enveloppe SOAP sont insusantes pour la distintion.
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-Niveau HTTP : Il est diile de router deux réponses vers deux lients dié-
rents. La version atuelle ahemine les réponses de tous les lients vers un seul
proxy du té fournisseur.
Deuxième as (voir gure 3.15) : Pour haque servie web et tous ses lients,
on instanie un bus :
Tous les lients d'un servie web l'invoque en passant par le même bus. Dans
e as, une substitution du servie web reroute toutes les requêtes de tous les
lients vers le nouveau servie séletionné.
Graphe des interactions Architecture en BusTransformation
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Fig. 3.15  Un bus par un servie et ses lients
Avantages : Avoir moins de harge pour le système (moins de bus). La gestion
entralisée de la QdS d'un servie web néessite moins d'interations distantes.
Inonvénients : Orir un ontrat unique de QdS pour tous les lients.
Réalisation : C'est la version implantée (voir hapitre 4 pour plus de détails).
Troisième as (voir gure 3.16) : Pour toute l'appliation (tous les servies
web), on instanie un bus :
Toutes les interations au sein de la même appliation passent à travers un bus
unique.
Graphe des interactions Architecture en Bus
Transformation
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Fig. 3.16  Un bus pour tous les servies de l'appliation
Avantages : Centraliser le monitoring et la reonguration, failitant la gestion
globale de la QdS.
Inonvénients : Surharger le bus par une masse importante de ommuniation.
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Réalisation :
Niveau SOAP : Le SW Virtuel englobe toutes les opérations de tous les ser-
vies. Le routage est fait au niveau opération. Une gestion des opérations
redondantes doit être mise en plae.
Niveau HTTP : Il faut mettre à jour la base de données de routage du proxy,
et ongurer le serveur du fournisseur pour qu'il envoie ses réponses au proxy.
3.8 Intégration de l'auto-réparation de niveau
lasse et de niveau instane
Cette partie présente l'intégration arhiteturale étudiée du prototype d'auto-
réparation guidée par les propriétés fontionnelles (on s'intéresse au prototype dé-
veloppé dans le adre du projet WS-DIAMOND par nos partenaires italiens sous
forme d'une extension du moteur BPEL : le SH-BPEL[69℄) et du prototype d'auto-
réparation guidée par la QdS (MARQ). L'intégration est illustrée ave l'appliation
du FoodShop. Le but prinipal de ette intégration est de gérer simultanément les
fautes fontionnelles et les dégradations de la QdS. Elle permet, aussi, de gérer la
phase transitoire durant laquelle le servie est indisponible lors d'une opération de
reonguration (la période inluant la génération et le déploiement d'un nouveau
Conneteur de Liaison Dynamique). Dans ette étude, on s'intéresse au servie web
sans état de l'appliation du FoodShop à savoir le LoalShop, le LoalWH, et le Loal-
Supplier. Le maintien de la ohérene durant un proessus d'exéution est onsidéré
par es propositions d'intégration.
3.8.1 Intégration passive
Une première solution d'intégration étudiée, suppose que les deux middlewares ('est-
à-dire SH-BPEL et MARQ) sont onnetés, mais n'interagissent pas diretement à
travers l'éhange de requêtes. Pour une telle solution, auune modiation n'est
néessaire pour les deux middlewares.
3.8.1.1 La phase transitoire gérée par SH-BPEL (I1)
En as de fautes fontionnelles, les modules d'auto-réparation fontionnelle aom-
plissent la réparation au niveau instane tout en ontournant MARQ. Cette ation
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de substitution n'aura pas de mauvaise onséquene sur la gestion de la QdS pare
qu'elle onerne seulement l'instane ourante du proessus en ours d'exéution.
Les autres requêtes ne seront pas aetées par ette substitution.
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Fig. 3.17  La phase transitoire gérée par le SH-BPEL
En as de dégradation de la QdS, MARQ entame une reonguration basée sur
une substitution de niveau lasse. Durant la phase transitoire (la phase de redé-
ploiement), le servie web de l'anien fournisseur est inaessible temporairement.
Les requêtes envoyées durant ette période produisent des fautes fontionnelles. Pour
ette première arhiteture d'intégration possible, es fautes seront gérées par l'auto-
réparation fontionnelle et manipulées omme une perte momentanée de onnexion
ave le servie web, omme le montre la gure 3.17.
3.8.1.2 La phase transitoire gérée par MARQ (I2)
Comme pour la setion préédente, les deux modules sont onnetés sans néessité
des ations interatives. La seule diérene réside dans le fait que 'est MARQ qui
gère lui-même la phase transitoire. Cei est aompli grâe à un nouveau Conneteur
de Liaison Dynamique déployé té lient, omme l'illustre la gure 3.18.
Si une faute fontionnelle est détetée, les modules d'auto-réparation fontionnelle
aomplissent une réparation au niveau instane tout en ontournantMARQ omme
on l'a dérit dans la setion préédente.
Au ours d'une opération de reonguration eetuée par MARQ, le servie web
de l'anien fournisseur est inaessible temporairement durant la phase transitoire.
Contrairement à l'arhiteture préédente, e problème est géré grâe à un Conne-
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Fig. 3.18  La phase transitoire gérée par MARQ
teur de Liaison Dynamique déployé té lient. Ce onneteur prend en harge la
rediretion des requêtes des lients à un nouveau fournisseur temporaire (Le SW
transitoire LoalShop3 à la gure 3.18), jusqu'à la n de la phase transitoire.
3.8.2 Intégration ative (I3)
Pour l'intégration ative, illustrée par la gure 3.19, les deux prototypes sont onne-
tés par des interfaes étendues an de permettre l'interation direte et ative. Ils
oopèrent pour éhanger des informations sur le plan de réparation atuel ou pour
demander une reonguration.
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Fig. 3.19  L'intégration ative entre MARQ et SH-BPEL
D'une part, MARQ peut demander, par exemple, à SH-BPEL une reonguration
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durant la phase transitoire. Pour s'ouper de la déonnexion temporaire du four-
nisseur du SW, MARQ envoie des alarmes aux modules de SH-BPEL. Il l'informe
de ette phase transitoire durant la reonguration de niveau lasse et pour garan-
tir la disponibilité ontinuelle du servie pour les proessus en ours d'exéution.
D'autre part, SH-BPEL peut demander une réparation de niveau lasse des fautes
fontionnelles persistantes. Il envoie des demandes de reonguration à MARQ an
de substituer le servie pour les futures invoations.
3.8.3 Illustration
Dans ette partie, nous onsidérons les diérentes possibilités d'intégration des mo-
dules de MARQ et du SH-BPEL ave l'appliation du FoodShop. L'instane de
MARQ est déployé et onneté ave l'instane de SH-BPEL omme montré dans
la gure 3.20. Le proessus d'auto-réparation onsidère les interations impliquant
des servies web sans état (par exemple, les servies web LoalShop et LoalWH ).
Autrement, on ne onsidère pas les as ou le servie web du fournisseur est assimilé
à un proessus BPEL.
Les intégrations I1, I2, et I3 
peuvent être réalisées
BPEL
SH-BPELSH-BPEL
BPEL
MARQ
Local 
Sup1
Local 
Shop
MARQ
Shop
Sup1
Client
SH-BPEL
Sup2
SH-BPEL
BPEL
MARQ
Local 
Sup2
WH
BPEL
Local 
WHMARQ
Fig. 3.20  L'intégration de MARQ et SH-BPEL illustrée par le FoodShop
Cette version est implantée et intégrée ave le FoodShop en utilisant le shéma de
l'intégration passive (I1) dans la setion 3.8.1.1.
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3.9 Conlusion
Dans e hapitre, nous avons mis l'aent sur la reonguration par substitution
au sein de MARQ. En eet, la substitution d'un servie web est équivalente à une
ation de reonguration arhiteturale, qui est mise en ÷uvre grâe à un Conne-
teur de Liaison Dynamique. Ce dernier est généré et déployé automatiquement au
ours de l'exéution. La oneption, ainsi que l'intégration de notre middleware ave
l'auto-réparation du niveau instane sont étudiées et présentées dans e hapitre. La
validation et l'expérimentation feront l'objet du hapitre suivant.
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4
Chapitre 4 : Expérimentations et
Appliations
4.1 Introdution
L'objetif de e hapitre est de valider l'approhe proposée. Pour e faire, nous pré-
sentons deux sénarios de deux diérentes appliations. Le premier sénario onsi-
dère un Système de Revue Coopérative (SRC ), qui est une oopération de servies
web interatifs gérant les onférenes sientiques. Le deuxième sénario représente
un as d'étude pour le ommere életronique : le FoodShop. Cette appliation est
implantée sous forme de haîne de fournisseurs, où une orhestration de servies web
agissant simultanément omme des fournisseurs et des lients ave des onversations
hautement imbriquées. Les fontionnalités de MARQ sont illustrées à travers es ap-
pliations, partant des expérimentations à grande éhelle et du diagnosti/pronosti,
jusqu'à la reonguration au moment de l'exéution.
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4.2 La revue oopérative : Un proessus de oordi-
nation distribuée
La plupart des ommunautés sientiques ont, réemment, établi un environnement
logiiel an de soutenir la gestion de onférenes. Leur but est de réduire le oût de
ommuniation, pour failiter la oopération, et pour appliquer un proessus d'éva-
luation équitable. Le SRC (Système de Revue Coopérative) est une implantation
du proessus de gestion de onférenes sientiques proposé dans le adre du projet
Européen WS-DIAMOND. La gure 4.1 montre une vue d'ensemble de son arhite-
ture. Cette arhiteture a pour objetif d'assurer une exibilité d'éhange de servies
entre les diérents omposants du système de gestion de onférenes à travers des
instanes de MARQ. L'arhiteture développée est une arhiteture orientée servie
divisée en trois parties (voir gure 4.1) :
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Fig. 4.1  Le Système de Revue Coopérative ave les omposants d'auto-réparation
Les Clients : ils sont omposés des ateurs du système, à savoir : Administrateurs,
Auteurs, Releteurs et Président.
Les omposants d'auto-réparation : ils gèrent les dégradations de la QdS entre haque
paire de lient/fournisseur. En raison de la omplexité des interations, nous avons
opté pour une entité entrale de diagnosti an de synhroniser et oordonner les a-
tions de réparation. Le servie de diagnosti entral reçoit les rapports sur l'état d'un
servie web de l'appliation des servies de diagnosti loaux. Il utilise sa onnais-
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sane de la struture arhiteturale de l'appliation pour raisonner eaement et
identier la soure de la dégradation. Par la suite, un rapport de diagnosti nal
est envoyé aux diérents servies de déision loaux qui délenhent, à leur tour, la
substitution des servies dégradés.
Les servies web : ils inluent les servies web du té-lient et eux du té-
fournisseur. Les servies web du té-lient sont utilisés par les lients pour ex-
plorer dynamiquement et invoquer les servies adéquats. Les servies web du té-
fournisseur orent les fontionnalités relatives à la revue oopérative.
Comme 'est dérit dans la gure 4.1, plusieurs ateurs ollaborent an d'aomplir
les tâhes de gestion du proessus de revue oopérative, à savoir : le président du
omité, les releteurs, et les auteurs. Le proessus de revue est préédé d'une étape
de reherhe de onférenes appropriées pour les domaines d'ativité de l'auteur.
Pour e faire, nous avons développé deux types de servies web prinipaux : les
servies web de RevueCooperatives et le servie web de CherhConf. Le servie web
CherhConf permet aux utilisateurs de reherher des onférenes existantes selon
des ritères bien spéiques. Les servies web de RevueCooperatives fournissent plu-
sieurs fontionnalités omme la gestion de la soumission, et le proessus de releture.
Dans notre travail, nous avons mesuré la QdS du SRC. Nous nous sommes intéressés
prinipalement à la mesure et à l'évaluation de la QdS du sénario de reherhe de
onférenes.
4.2.1 Desription du sénario  Reherhe de onférenes 
Le diagrammemontré par la gure 4.2 dérit le proessus où les utilisateurs herhent
des appels à ommuniation suseptibles d'être pertinents pour leurs domaines de
reherhe.
L'ateur envoie une requête de reherhe de onférenes (CherhConf ) ave les pa-
ramètres ontenant toutes les exigenes sur la onférene (DonnéesConf, telles que
thème, date limite de soumission, éditeur, et.). Le servie Reherhe reçoit ette
requête et génère une nouvelle requête ConfRequete(DonnéesConf) auprès du ser-
vie Choréographeur. Ce dernier lane une première reherhe auprès du registre en
invoquant l'opération ConfRequeteReg(DonnéesBasiqueConf). DonnéesBasiqueConf
représente les données de base d'une onférene. A partir du résultat de la dernière
opération, le Choréographeur invoque la méthode ConfRequeteFourn(DonnéesConf)
du servie FournisseurInfoConf qui retourne la liste de toutes les onférenes répon-
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dant aux ritères de reherhe déjà dénis. L'extration de ette liste se fait suite à
l'aès à la base de données qui ontient la liste des onférenes.
Choreographeur Fournisseur
InfoConf
Recherche RegistreAuteur
(DonnéesBasiqueConf)
(DonnéesConf)
(DonnéesConf)
ConfRequeteReg3:
ConfRequeteFourn (ConfId, DonnéesConf)5: 
ConfList7:
ConfList6:
ConfRequete2:
ConfList8:
ConfId4:
CherchConf1:
Fig. 4.2  Diagramme de séquenes : Reherhe de Conférenes
Pour l'implantation, les fontionnalités des entités Reherhe et Choréographeur sont
inluses dans le servie web du té lient, et les fontionnalités des entités Registre
et FournisseurInfoConf sont oertes par le servie web du té fournisseur.
4.2.2 Hypothèses d'implantation
Le omportement du moniteur n'est pas dérit dans le hier WSDL. Le ode du
moniteur té fournisseur, qui est inlus dans la lasse ServerHandler, est enregistré
du té fournisseur. Pour le mettre en ÷uvre, le hier server-ong.wsdd (Web
Servie Deployment Desriptor sous le répertoire WEB-INF de l'implantation du
servie web) doit être modié, an de ontenir la desription suivante :
<!−− ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − − >
< handlerInfoChain >
< handlerInfoclassname = ”ServerHandler”/ >
< /handlerInfoChain >
<!−− ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ − − >
Le moniteur du lient, dont la logique métier se trouve dans la lasse ClientHandler,
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est enregistré du té lient. Aussi, il faut ajouter les lignes suivantes dans le ode
du lient :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
java.util.List list = helloServie.getHandlerRegistry().getHandlerChain(
new Name(nameSpaeUri, portName)) ;
list.add(new javax.xml.rp.handler.HandlerInfo(ClientHandler.lass,null,null)) ;
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Nous travaillons atuellement sur l'intégration des moniteurs té lient dans l'API
d'Axis. Ainsi, le lient n'aura pas besoin de modier son ode. Il n'a qu'à remplaer
seulement l'API d'Axis initiale par la ntre. En d'autres termes, nous orons une
nouvelle version du hier axis.jar pour remplaer l'anien hier.
4.2.3 Environnement de développement
An de laner un nombre important de lients sur un ou plusieurs servies, et être le
plus prohe du ontexte de grande éhelle, nous avons hoisi d'eetuer les mesures
de QdS sur une grille informatique.
4.2.3.1 Les grilles de alul
Les grilles informatiques sont des plate-formes de alul à grande éhelle, hétéro-
gènes et distribuées. Le onept de grille informatique orrespond à la réalisation de
vastes réseaux mettant en ommun des ressoures informatiques géographiquement
distantes. Les grilles de alul ou de données permettront d'eetuer des aluls et
des traitements de données à une éhelle sans préédent. Le onept de grille peut
englober des arhitetures matérielles et logiielles très diérentes, en fontion des
objetifs reherhés. Nous identions deux lasses de plate-formes diérentes :
 Grilles de prodution : elles sont des plate-formes appliatives, qui doivent fournir
les mêmes servies (heures CPU, temps de réponse) de manière onstante, inin-
terrompue et able. C'est typiquement le fontionnement des entres de alul qui
sert de modèle pour les grilles de prodution.
 Grilles expérimentales de reherhe : elles sont par dénition motivées par des
travaux de reherhe expérimentaux. Il s'agit d'une part de reherhes en infor-
matique (systèmes distribués, alul parallèle, réseaux, protooles, bases de don-
nées, fouille de données) et d'autre part de reherhes dans d'autres domaines
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(physique, biologie, alul à haute performane, et...).
Les grilles expérimentales de reherhe n'orent pas de garantie de servie, dans
la mesure où des modiations peuvent être apportées sur l'infrastruture ou sur
le système d'exploitation, an d'étudier de nouveaux onepts ou algorithmes, de
tester un nouveau middleware, ou enore de mettre en ÷uvre un nouveau protoole
réseau. En résumé, les aratéristiques des grilles de reherhe sont la souplesse, le
temps de réponse, et l'ouverture.
4.2.3.2 La plate-forme Grid'5000
La plate-forme Grid'5000 est une grille matérielle et logiielle, interonnetant à
très haut débit une dizaine de lusters de PC de grandes tailles. Pour xer un ordre
de grandeur, haque luster pourrait omprendre 500 unités de alul, d'où le total
de 5000 qui donne le nom de ode du projet Grid'5000 [18℄. La liste des sites inlut
Bordeaux, Grenoble, Lille, Lyon, Nany, Orsay, Rennes, Nie et Toulouse, soit neuf
villes ouvrant le territoire français de façon omplète
1
. La plate-forme Grid'5000
pourrait être onsidérée omme un grand émulateur de l'Internet. Dans e as, les
n÷uds de alul seront utilisés soit omme de vrais lients ou serveurs, soit omme
des systèmes autonomes de l'Internet (routeurs logiiels émulant latene et pertes
de paquets).
4.2.3.3 Conguration et préparatifs de l'expérimentation
An de réaliser des expérimentations et des mesures de QdS sur le servie web de
Reherhe de onférenes, nous avons utilisé la grille Grid'5000 . L'arhiteture de
déploiement est montrée par la gure 4.3. Les servies web sont déployés sur le site
de Toulouse, et les lients sont déployés sur les autres sites (Bordeaux, Lyon, et.).
Plusieurs requêtes sont lanées en même temps, à travers le middleware MARQ. La
grille Grid'5000 est omposée de plusieurs n÷uds opérant ave Fedora Linux (voir
le tableau 4.1).
La onguration de l'environnement expérimental est illustrée dans le tableau 4.1.
Nous avons réservé des n÷uds loalisés sur diérents sites. Nous hoisissons deux
n÷uds omme serveurs d'appliation hébergeant les servies web. Le premier pour
le servie web du té lient (le horéographeur, voir gure 4.2) et le deuxième
1
Le nombre de villes était de neuf au moment de la réalisation des expérimentations, mais
atuellement le nombre est de quatorze villes universitaires.
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Fig. 4.3  L'infrastruture de l'expérimentation
Nom du
Site
Toulouse Sophia Bordeaux Lyon
Azur (lus-
ter1)
Helios (lus-
ter2)
Modèle Sun Fire V20z IBM eServer
325
Sun Fire X4100 IBM eServer
325
IBM eServer
325
CPU AMD Opteron
248 2.2 GHz
(dual ore)
AMD Opteron
246 2.0 GHz
(dual ore)
AMD Opteron
275 2.2 GHz
(dual ore)
AMD Opteron
248 2,2 GHz
(dual ore)
AMD Opteron
246 2.0 GHz
(dual ore)
Mémoire 2 GB 2 GB 4 GB 2 GB 2 GB
Débit du
réseau
Gigabit Ether-
net
2 x Gigabit
Ethernet
4 x Gigabit
Ethernet
Gigabit Ether-
net
Gigabit Ether-
net
Tab. 4.1  La onguration des n÷uds de la plate-forme Grid'5000
pour le servie web de Reherhe de onférenes. Nous avons réservé et exéuté
respetivement 1, 3, 5, 10, 25, 50, 75, 100, 200, 350 et 500 lients. Pour haque
requête, le MCC envoie les valeurs des paramètres de QdS au log.
Pour la réservation sur la grille, il faut se onneter au frontal d'un site (par exemple
le site toulousain) en s'authentiant ave un login et un mot de passe. La réservation
est réalisée ave la ommande oargridsub. Elle permet la réservation de plusieurs
n÷uds sur diérents lusters.
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Un exemple de réservation est montré dans e qui suit :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
oargridsub helios :nodes=47 -w 02 :00 :00 idpot :nodes=20, lille :nodes=40,
apriorne :nodes=30, sagittaire :nodes=40, azur :nodes=50,helios :nodes=50,
toulouse :nodes=20, parai :nodes=60, paravent :nodes=90
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Cette ommande permet de réserver 47 n÷uds du luster helios, 20 n÷uds du luster
idpot, 40 n÷uds du luster Lille, ..., pour une durée de deux heures spéiée à travers
l'option -w. L'exéution réussie de la ommande oargridsub retourne un numéro de
réservation appelé IdJob. Sur haque site de la grille Grid'5000, nous disposons d'un
répertoire personnel indépendant des autres sites. Avant de réaliser une expériene
sur la grille, nous devons nous assurer que les odes et leurs ongurations sont bien
disponibles sur les sites qui seront utilisés. En fait, haque site dispose d'un frontal.
Nous nous servons de la ommande rsyn, pour appliquer la synhronisation des
données du répertoire personnel. Voii un exemple pour la mise à jour des données
entre frontaux :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
rsyn delete -avz /mydos syn.lille.grid5000.fr :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Cette ommande permet de synhroniser le frontal du site de Lille ave le ontenu
du répertoire mydos situé dans le frontal de Toulouse.
Nous utilisons la ommande suivante pour réupérer la liste des noms des n÷uds
réservés dans le hier /mahines :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
oargridstat -w -l IdJob > /mahines
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Ave IdJob qui dénote l'identiateur de la réservation.
Pour la onguration et le lanement des serveurs et des bases de données, nous
utilisons des sripts shell Unix. A travers es sripts, nous pouvons onstruire et
exéuter plusieurs lients onurrents en même temps.
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Le sript suivant lane en parallèle les lients qui existent sur les n÷uds réservés et
qui sont insrits dans le hier /mahines.
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
#!/bin/sh
foreah mahine ('at /mahines')
ssh $mahine /exp/RehConfClient/run_lient.sh&
end
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Nous avons utilisé Apahe Tomat5.5 omme serveur d'appliation, Axis1.4 omme
onteneur de servie web, Java1.5 omme langage de programmation et MySQL5
omme système de gestion de base de données.
En utilisant l'ensemble de es ommandes, nous avons pu onstruire et laner plu-
sieurs lients en même temps. Chaque lient envoie des requêtes SOAP vers le ser-
vie web ConfSearh qui seront intereptées par les moniteurs de MARQ. Les lients
invoquent ontinuellement le servie web durant 10 minutes. Les expérienes sont
réalisées et répétées plusieurs fois, et nous gardons à la n les valeurs moyennes.
Chaque requête sera intereptée quatre fois an qu'elle soit enrihie ave les valeurs
des paramètres de QdS. Avant que la réponse n'atteigne le lient, le MCC lane
un proessus léger (Thread) pour enregistrer les valeurs des paramètres de QdS re-
ueillies. Le but du proessus léger est de ne pas bloquer la réponse, au niveau du
moniteur, au moment du logging. Ces valeurs sont stokées dans une base de don-
nées MySQL à travers le SW de Logging (voir la gure 2.1). En se basant sur les
formules montrées dans la setion 1.2, nous interrogeons le log et nous déduisons les
temps d'exéution et de réponse, aussi bien que la disponibilité et le débit. Par la
suite, nous dressons et interprétons des ourbes pour avoir une idée sur le omporte-
ment du servie web durant diérentes onditions de harge. Cela nous aide à bien
diagnostiquer l'état de servie et à bien gérer la QdS.
4.2.3.4 Résultats et analyses
Le tableau 4.2 montre les résultats des expérimentations réalisées ave le servie
web ConfSearh. La première ligne montre qu'un seul lient invoque le servie web
ConfSearh 6193 fois durant 10 minutes. Ave 500 lients onurrents, 50% des re-
quêtes éhouent. On remarque que l'augmentation du nombre de lients mène à
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une surharge du serveur et déroît la performane. Cependant, la valeur du temps
d'exéution augmente d'une façon monotonique, alors que le temps de ommunia-
tion varie en raison du tra injeté par les autres utilisateurs de la grille Grid'5000.
Nombre
de
lients
Nombre de
Requêtes
Requêtes
réus-
sites
Requêtes
éhouées
Duré
expéri-
mentation
Temps d'Exéution (ms) Temps de Communiation (ms)
Min Max Avg Min Max Avg
1 6464 6193 271 10Min 10 222 18,163 40 1253 59,767
3 16285 15368 917 10Min 10 654 22,795 35 2447 71,895
5 18218 16903 1315 10Min 9 638 28,496 35 155917 99,683
10 29783 25528 4255 10Min 9 964 55,076 27 5454 128,297
25 35304 26337 8967 10Min 9 2989 79,059 33 5700 310,039
50 39087 25563 13524 10Min 9 4903 87,033 35 21554 737,783
75 42227 24554 17673 10Min 9 6052 95,330 31 185258 1352,367
100 43118 24380 18738 10Min 9 6021 97,900 39 211162 1780,646
200 44072 24084 19988 10Min 9 5626 116,434 34 245921 1653,905
350 44243 24869 19374 10Min 9 6271 116,985 24 489053 1735,029
500 47981 25736 22245 10Min 9 5919 117,739 24 217436 1660,850
Tab. 4.2  Tableau réapitulatif des valeurs issues de l'expérimentation.
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Fig. 4.4  La variation des paramètres de QdS
La gure 4.4.a ahe la variation du temps de ommuniation selon la roissane
du nombre des lients. Les ourbes ontinuent leur roissane jusqu'à atteindre le
niveau de 100 lients. A partir de e niveau, elle reste aux alentours de 1,7 seonde.
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Le temps de ommuniation varie entre environ 100ms pour 10 lients à 2000ms
pour 100 lients. Il augmente rapidement tout en suivant le nombre de lients, e
qui montre l'importane de e paramètre dans le temps de réponse observé par
les lients. De telles informations sont analysées et modélisées pour soutenir un
monitoring et un diagnosti rigoureux pour ette appliation.
La gure 4.4.b montre l'évolution du temps d'exéution tout en augmentant le
nombre des lients. Il augmente ontinuellement d'environ 20ms ave 1 lient jusqu'à
120ms ave 500 lients simultanés. La roissane du nombre des lients surharge le
servie et fait régresser sa performane.
La gure 4.4. présente la variation du débit ave 1 à 500 lients onurrents. Ça
nous permet de onlure que le servie web peut répondre au maximum à environ
40 requêtes par seonde. Ce seuil est atteint ave 25 lients simultanés et reste xe
même si on augmente le nombre des lients.
Nous avons enregistré le nombre d'exeptions levées ainsi que le nombre de réponses
erronées du servie web. Par la suite, nous avons dressé la ourbe de la disponibilité
du servie (voir la gure 4.4.d). Nous notons que l'invoation ontinue d'un lient
unique pendant 10 minutes délenhe 271 exeptions. Le servie répond à moins de
80% des requêtes si le nombre de lients simultanés exède 100. Nous remarquons
que la majorité des réponses erronées ont été rattahées à l'exeption onnetion
refused, qui signie que la apaité du serveur d'appliation est dépassée.
Temps de réponse
Nombre
de
lients
<1se <2se <3se <4se <5se <6se <7se <8se <9se <10se ≥10se
1 99,97% 0,03% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
5 99,96% 0,02% 0,02% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
10 99,24% 0,63% 0,13% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
25 93,94% 3,84% 2,07% 0,15% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
50 54,27% 35,90% 6,82% 2,30% 0,55% 0,15% 0,01% 0,00% 0,00% 0,00% 0,00%
75 26,98% 57,63% 9,38% 4,44% 0,81% 0,29% 0,36% 0,09% 0,02% 0,00% 0,00%
100 18,37% 50,80% 15,99% 9,25% 4,01% 1,24% 0,24% 0,06% 0,03% 0,01% 0,00%
200 18,22% 51,86% 11,52% 8,55% 6,32% 0,86% 0,56% 0,68% 0,44% 0,30% 0,69%
350 11,98% 50,60% 22,48% 7,97% 2,72% 1,02% 0,54% 0,60% 0,41% 0,53% 1,15%
500 11,06% 45,43% 24,93% 6,01% 2,76% 1,46% 0,34% 0,25% 0,08% 0,09% 7,59%
Tab. 4.3  La salabilité du servie web ConfSearh
Nous avons lassié le temps de réponse dans le tableau 4.3 dans diérents intervalles
(en seonde) : [0, 1℄ ontient des requêtes qui ont pris moins d'une seonde, [1, 2℄
inlut des requêtes qui ont pris entre 1 et 2 seondes, et. Nous avons divisé le
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nombre de requêtes de haque intervalle par le nombre total des requêtes réussies an
d'obtenir un résultat en pourentage. Ces pourentages représentent la salabilité
du servie web ConfSearh.
Les trois premières lignes du tableau 4.3 montrent respetivement le résultat d'exé-
ution de 1, 5 et 10 lients simultanés. Environ 100% des requêtes sont servies dans
un temps de réponse moins d'1 seonde. Quand on dépasse 50 lients, le servie web
soure du grand nombre de requêtes simultanées et ralentit son temps de réponse.
Par exemple, environ 80% des requêtes sont aomplies dans un temps de réponse
supérieur à 1 seonde et e pour 100 et 200 lients simultanés. Nous remarquons que
la performane se dégrade autant que le nombre de lients aroît et la disponibilité
déroît jusqu'à atteindre 20% (voir la gure 4.4.d).
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Fig. 4.5  La surharge des moniteurs
Dans la gure 4.5, nous avons dressé deux ourbes du temps de réponse. Dans la
première, la mesure est aomplie ave nos moniteurs. Dans la deuxième, la mesure
est réalisée dans le ode du lient et sans utiliser des moniteurs. Ave moins de 50
lients simultanés, les deux ourbes sont similaires et la surharge des moniteurs est
presque nulle. Le retard peut atteindre 0,5 seonde lorsque nous dépassons 50 lients
simultanés. Cei implique que MARQ est appropriée pour un servie invoqué par
moins de 50 lients simultanés. Si nous exédons 50 lients simultanés, nous devons
tenir ompte de la harge ajoutée par les moniteurs.
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4.3 Le FoodShop : Un exemple de haîne de om-
mandes automatisées
L'appliation du FoodShop est étudiée dans le adre du projet WS-DIAMOND (voir
la gure 4.6). C'est une appliation basée sur les servies web qui représente une
ompagnie de vente et de livraison de nourriture. Cette ompagnie possède plu-
sieurs servies web en ligne, à savoir : le Shop, représentant la boutique, et plusieurs
WareHouses (WH1, ..., WHn), représentant les entrepts, qui sont situés dans dié-
rentes régions et qui sont responsables du stokage de la marhandise impérissable
et de la livraison physiquement des produits vendus aux lients. En as de pro-
duit périssable, qui ne peut pas être stoké (omme le lait), ou en as de produit
épuisé, le WareHouse interagit ave les servies web Suppliers (SUP1, ..., SUPm)
pour s'approvisionner.
WH1Shop SUP1
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Reconfiguration MCC
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Fig. 4.6  L'instaniation de MARQ ave l'appliation du FoodShop
Le FoodShop est une omposition de servies web interatifs. Il est implanté en
utilisant BPEL (plus préisément AtiveBPEL
2
version 2.1). Le déploiement d'une
instane des omposants de MARQ ave ette appliation illustre des situations
où des ontraintes de déploiement doivent être prises en onsidération. Le lient
s'exéute au sein d'un proessus BPEL, e qui restreint le déploiement du MCC
(pour les moniteurs niveau SOAP). Plus de détails onernant les ontraintes de
déploiement sont disponibles à la setion 3.4.
2
http ://www.ativevos.om/
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Une instane de MARQ est déployée entre haque paire de lient/fournisseur de SW
de l'appliation FoodShop, qui est omposée du Shop, des entrepts WH1, WH2 et
WH3 et des fournisseurs SUP1 et SUP2, omme le montre la gure 4.6.
Les servies de Diagnosti/Pronosti éhangent des informations, an de oordonner
leurs ations d'auto-réparation. Par exemple, pour les deux servies imbriqués WH1
et SUP1, la dégradation de la QdS de SUP1 peut se propager à WH1 du point de
vue du Shop. Cela délenhe un proessus d'auto-réparation dans les deux instanes
déployées de MARQ. La première entre le Shop en tant que lient, et le WH1 en
tant que SW, et la deuxième entre le WH1 en tant que lient et le SUP1 en tant que
SW. Si auune oordination n'est implantée, haque instane de MARQ substitue
son fournisseur. La première substitue WH1 -qui est aeté par la propagation- et
la deuxième substitue SUP -qui est dégradé-. Cependant, un raisonnement global
sur la dégradation déduit que la dégradation de WH1 est due au phénomène de
propagation et que seulement SUP1 doit être substitué (voir raisonnement à la
setion 2.5.1.1).
4.3.1 Hypothèses d'implantation
L'hypothèse d'implantation du té lient se résume à la modiation de l'URL pour
toutes les requêtes partantes du lient. Cette modiation remplae l'adresse IP et
le port du serveur hébergeant le servie web par l'IP et le port d'éoute du proxy.
Par la suite, toutes les requêtes seront envoyées au proxy qui prendra en harge
la gestion de la QdS, par des extensions du message reçu, et l'aheminement de la
requête vers le SW du fournisseur.
Cté serveur, on ongure le tomat du fournisseur du SW pour qu'il envoie les
réponses au proxy. Pour e faire, on ajoute le ode suivante dans le hier de on-
guration du serveur atalina qui se trouve sous le $TOMCAT_HOME$ (atalina.sh
pour Linux/Unix, et atalina.bat pour Windows) :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
JAVA_OPTS= -Dhttp.proxyHost=192.168.2.210 -Dhttp.proxyPort=8080
-DproxySet=true
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Ave 192.168.2.210 qui désigne l'adresse IP de la mahine hébergeant le proxy et
8080 le port de réeption du proxy.
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4.3.2 Implantation
L'instaniation de MARQ ave l'appliation du FoodShop donne lieu à un système
de monitoring au niveau HTTP apable d'enregistrer des données telles que l'adresse
IP de la mahine de déploiement, les noms des servies web ommuniants, les noms
des opérations invoquées, la durée d'exéution ainsi que le type de la ommunia-
tion à savoir synhrone ou asynhrone. Ces informations permettent la déouverte
automatique et dynamique de toutes les parties impliquées dans l'appliation ainsi
que les éhanges qui avaient lieu entre elles. Il s'agit d'une reonstrution du prol
de l'appliation.
En plus des diérentes fontionnalités d'auto-réparation, l'appliation de FoodShop
a été enrihie par une interfae graphique de monitoring. En eet, en se basant sur
les données reueillies du monitoring, nous dressons dynamiquement un graphe de
visualisation (i) des mahines htes tout en les assoiant aux servies web hébergés,
(ii) des opérations ibles d'invoation par les servies web, (iii) d'une estimation
statistique de l'état de l'opération, ainsi que (iv) de la séquene d'invoation des
opérations. Par onséquene, nous obtenons deux parties déployées ave l'applia-
tion :
 MARQ : 'est une instane de notre middleware d'auto-réparation en se basant
sur les proxies HTTP. Elle permet le monitoring, le logging, ainsi que la reon-
guration en terme de reroutage de requêtes. Cette partie utilise deux tables de
base de données : une pour les données du monitoring, et l'autre pour le routage.
 L'interfae graphique de monitoring et d'analyse de la QdS : elle omporte deux
volets (voir gure 4.7). Celui du té gauhe extrait les données du log, et onstruit
graphiquement le prol de l'appliation. Le volet de droite montre une analyse
statistique de l'état des servies web impliqués, en se basant sur les haînes de
Markov ahées (voir setion 2.5.1.2). Cette partie utilise une table de base de
données pour l'estimation des états des servies web.
L'expérimentation du FoodShop a été réalisée sur plusieurs mahines distribuées.
Nous avons installé et onguré inq mahines indépendantes, à savoir : M1 pour le
Shop,M2 pour leWarehouse,M3 pour le Supplier,M4 pour le deuxième Warehouse
(utilisé pour la substitution) et M5 pour le Proxy HTTP (pour l'intereption, le
logging et le reroutage). Sur une autre mahine, nous avons lané un générateur
de requêtes périodiques qui joue le rle du lient. Les requêtes sont onstruites
au hazard, en se basant sur la liste des produits disponibles auprès du Shop. Le
visualisateur graphique (voir gure 4.7) est déployé aussi sur ette dernière mahine
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Fig. 4.7  Le visualisateur graphique appliqué au FoodShop
ainsi qu'un injeteur de retard utilisé pour l'injetion de dégradation et la vériation
de la réation du système de gestion de la QdS.
 


 

	


 


 










ff
fi fl

Fig. 4.8  L'historique des onversations
La gure 4.8 foalise sur les détails du volet gauhe du visualisateur graphique. Elle
représente une reprise graphique des diérentes interations entre les servies web
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de l'appliation du FoodShop. Dans ette gure, haque boxe (grand retangle vide)
représente un n÷ud de déploiement, ainsi que les servies web hébergés dedans.
Pour le as du FoodShop, les boxes représentent les mahines du lient, du Shop,
du Supplier et du Warehouse. Chaque ligne éhée désigne un éhange de messages
entre les opérations. Une olonne pleine symbolise l'exéution d'une opération. Une
olonne pleine non liée à des èhes signie que l'opération est invoquée loalement.
La ouleur de ette olonne reète le type de ommuniation utilisée pour ette
invoation. Le retangle bleu désigne les opérations synhrones. Les ommuniations
asynhrones sont signalées par les retangles gris. Un retangle rouge signie que
l'opération du servie web est atuellement séletionnée pour l'analyse statistique
dans le volet droit (voir gure 4.9).
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Fig. 4.9  Les opérations statistiques
La gure 4.9 montre le volet droit du visualisateur graphique. Dans la partie su-
périeure, on spéie l'adresse IP du lient ible par l'analyse. Le hamp dessous,
ahe les diérents départs des requêtes vers l'opération séletionnée pour l'ana-
lyse. Cette séletion est garantie par une liste de hoix disponible pour l'utilisateur
du visualisateur. La liste de hoix est située sous le hamp du temps de départ de
la requête.
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La partie inférieure ontient les statistiques et le modèle de pronosti de l'état des
opérations du servie web séletionné. Le nom de l'opération est ahé à droite, suivi
des aluls statistiques et des modèles de pronosti (voir setion 2.5.1.2). Conernant
les statistiques, la première olonne -en bleu- désigne la dernière valeur du paramètre
de QdS mesurée par le monitoring. La deuxième olonne -en noir- indique la valeur
moyenne de e paramètre (voir équation 2.5). La troisième olonne -en orangé- pré-
sente le seuil de l'aeptane (voir équation 2.3). La dernière olonne -en rouge-
alule le seuil maximal possible (voir équation 2.2).
Conernant le modèle, il estime l'état de toutes les opérations du servie hoisi
à travers les haînes de Markov ahées, tout en se basant sur les statistiques déjà
alulées (voir gure 2.8). La première olonne -en vert- représente l'étatWorking. La
deuxième olonne -en jaune- désigne l'état Partially Working. La troisième olonne -
en rouge- indique l'état Not Working. La olonne la plus haute entre les trois, désigne
l'état de l'opération. Par exemple dans la gure 4.9, l'état de l'opération Reservation
est Working.
4.3.3 La réparation
La réparation est implantée à deux niveaux : HTTP et SOAP.
4.3.3.1 Le onneteur de reonguration niveau HTTP
Une estimation de dégradation de la QdS, délenhe une opération de reongu-
ration assurée par le proxy HTTP. La déision de réparation est suivie soit par la
substitution du servie dégradé, soit par la substitution de l'opération dégradée. En
eet, le monitoring enregistre le nom de l'opération invoquée pour haque requête,
et ei permet de raisonner sur la QdS oerte par une opération bien spéique. Le
plan de reonguration est équivalent à une requête SQL struturée omme suit :
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
INSERT INTO PLAN SET SERVICE="old_wsdl_address", ACTION="old_operation",
NEWSERVICE="new_wsdl_address", NEWACTION="new_Operation" ;
/ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗/
Ave old_wsdl_address dénotant leWSDL du servie défaillant (où le servie onte-
nant l'opération défaillante, old_operation dénotant le nom de l'opération dégradée
(hamp à laisser vide en as de substitution d'un servie), new_wsdl_address déno-
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tant leWSDL du servie ible, et new_Operation le nom de l'opération ible (hamp
à laisser vide en as de substitution d'un servie).
Nouvelle machine de 
déploiement
Client Shop SUP WH WH2
A t l b tit tivan a su s u on
Après la substitution
Fig. 4.10  Le reroutage des requêtes
La gure 4.10 montre omment la liaison ave le servie web du WareHouse (Lo-
alWHPort) est reroutée vers un nouveau Warehouse (WH2) déployé sur une nou-
velle mahine. Dans la partie Avant la substitution, le WH2 ne gure pas. Suite à la
reonguration, les données de monitoring interprétée par le visualisateur graphique,
ahe un nouveau swimlane. Il représente le nouveau WareHouse (WH2 ) impliqué
dans l'appliation.
4.3.3.2 Le onneteur de reonguration niveau SOAP
Une version deMARQ niveau SOAP a été développée et instaniée ave l'appliation
du FoodShop. La gure 4.11 détaille le développement de e prototype
3
.
On onsidère, à gauhe, le lient qui envoie des requêtes au Shop1 qui représente le
servie web situé à droit. Entre le lient et le fournisseur, nous déployons une instane
de MARQ. Nous utilisons un Injeteur de Retard pour simuler une dégradation de
la QdS. De suite, les servies d'Analyse et de Diagnosti déouvrent et identient
la dégradation. Le servie de Reonguration substitue Shop1 par Shop2, suite à
une déision de reouvrement, d'une façon transparente au lient. Nous utilisons
3
Démonstration disponible sur http ://www.laas.fr/khalil/TOOLS/QoS-4-SHWS/index.html
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Fig. 4.11  Le prototype de FoodShop
Apahe Tomat5.9 omme serveur de web, Axis1.4 omme onteneur de servie web,
AtiveBPEL2.1 omme moteur de BPEL, SoapUI1.5 omme lient, MySQL5 omme
système de gestion de base de données pour le logging et Java omme langage de
programmation.
Nous avons alulé la valeur de N (voir la setion 2.4) an d'estimer au bout de
ombien de violations suessives nous délenhons une opération de substitution.
Les valeurs et les probabilités utilisées et les hanes sont déduites à partir des
données de QdS issues du monitoring.
P [any state→ TrespV ] = 0.78× 0.13 + 0.23× 0.09 = 0.1221
Ave : P [TrespOK] = 0.78, P [TrespV ] = 0.23, P [TrespOK → TrespV ] = 0.13,
et P [TrespV → TrespV ] = 0.09.
⇔ 0.1221× 0.09N−1 ≤ 0.04, Ave la disponibilité= 0.96.
⇔ N ≥ 2.115
Ce qui signie que N doit être au moins égale à 3. Autant nous aroissons la valeur
de N, autant la préision de détetion de dégradation augmente. Toutefois, le hoix
d'une valeur de N très supérieure à la valeur minimale, peut empêher la détetion
de quelques dégradations.
La gure 4.12 illustre l'évolution du temps de réponse du servie suite à une dégra-
dation. Le servie de monitoring deMARQ surveille l'évolution du temps de réponse
au ours de l'exéution de Shop1. Au bout de douze invoations, une dégradation
est détetée selon la hronique montrée dans la gure 2.4 ave N=3. La partie verte
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Fig. 4.12  Le reouvrement de dégradation
de la ourbe représente le fontionnement normal du Shop1. Au niveau du point A,
nous injetons un retard (un temps additionnel au moment de l'exéution du servie
et pour toutes les requêtes) et nous suivons le omportement de MARQ. Après trois
violations suessives, e dernier détete la dégradation (la partie rouge de la ourbe
dans la gure 4.12), et réagit par la substitution du servie web Shop1 au niveau
du point B. Suite au reroutage des lients vers le nouveau Shop (Shop2 ), le temps
de réponse regagne son omportement normal (la partie bleue de la ourbe dans la
gure 4.12).
4.4 Conlusion
Dans e hapitre, nous avons mis en pratique notre approhe présentée au deuxième
et au troisième hapitres. Cei a montré la faisabilité, et a prouvé l'eaité de
notre middleware ave diérents types d'appliation. Le servie de monitoring est
validé ave une expérimentation à grande éhelle et la harge des moniteurs reste
négligeable tant que le nombre des lients simultanés ne dépasse pas 50. Le servie
d'analyse a réussi à déteter les violations de la QdS. Une fenêtre de visualisation du
pronosti à travers les haînes de Markov ahées a été implantée. Le Conneteur de
Liaison Dynamique de reonguration est implanté de deux manières diérentes :
au niveau SOAP et au niveau HTTP. La reonguration niveau HTTP ore la
possibilité d'appliquer une reonguration au niveau d'une opération spéique d'un
servie web.
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Conlusion Générale
La prinipale motivation qui a régit e travail est le développement d'une arhiteture
reongurable guidée par la QdS pour les appliations oopératives à base de servie
web. Ce travail propose une arhiteture en bus logiiel au niveau appliation qui
permet la onstrution d'appliations réparties auto-réparables. Cette arhiteture
repose sur des dispositifs, modèles et algorithmes ouvrant le yle d'auto-réparation.
Elle a été instaniée et illustrée ave diérents types de ompositions de servies web,
à savoir l'orhestration et la horéographie.
Les prinipales ontributions de ette thèse peuvent se résumer omme suit :
 Le monitoring non intrusif des messages SOAP dans les onteneurs de déploie-
ment té lient et té fournisseur du servie web. Cei est réalisé grâe à des
moniteurs, générés et déployés automatiquement, et qui marquent et olletent les
valeurs des paramètres de QdS. Ces moniteurs prennent en harge les spéiités
des ommuniations synhrones et asynhrones. Les expérimentations menées à
grande éhelle sur la plate-forme Grid'5000, montrent que la harge de nos moni-
teurs est presque nulle tant que le nombre de lients ne dépasse pas les 50 lients
onurrents.
 La détetion et l'identiation de la soure de dégradation de la QdS. Cei orres-
pond à la phase d'exploitation des valeurs obtenues par le monitoring. Cette fon-
tion permet de s'assurer du bon fontionnement de l'appliation, et le as éhéant
délenher des alarmes. Nous foalisons sur la surveillane de l'évolution d'une
aratéristique donnée de QdS plus que sur ses valeurs absolues pour distinguer
entre une dégradation transitoire et une dégradation permanente. Ce proessus
se poursuit par l'identiation de la soure de dégradation. Des fontionnalités
de détetion de la propagation de dégradation sont élaborées pour éliminer les
ations de reonguration inutiles.
 L'élaboration d'une interfae graphique pour le monitoring et l'analyse de la QdS.
Elle permet la reonstrution des interations entre les servies web impliqués
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dans l'appliation sous forme de diagramme de séquenes. Aussi, ette interfae
visualise les résultats d'une analyse probabiliste basée sur les modèlesMarkoviens,
et reétant une estimation des états des servies web.
 La reonguration dynamique pour la prévention et la retiation de la dégra-
dation de la QdS. Cei est mis en ÷uvre grâe à un Conneteur de Liaison Dyna-
mique, généré et déployé automatiquement. Celui-i permet le reroutage des re-
quêtes des lients vers un servie orant de meilleures QdS. La granularité d'une
ation de reonguration varie de la substitution d'une simple opération, à la
substitution entière d'un servie.
Toutefois, notre approhe présente quelques limites. D'une part, elle ne traite que
les servies web sans état, et elle a besoin d'une extension pour traiter eux ave
état. D'autre part, les modèles élaborés ne sont pas adaptés pour traiter les inter-
ruptions brusques des servies web. Notre middleware ne réagit qu'après des signes
de dégradation qui préèdent l'état de dysfontionnement.
Les perspetives des travaux présentés dans e mémoire suivent diérents axes de
réexion et se situent dans diérents ontextes de reherhe.
À ourt terme, nous prévoyons l'extension des moniteurs, an de les rendre para-
métrables à travers une interfae graphique d'administration. Ces extensions per-
mettent la prise en onsidération de nouvelles QdS (telles que la réputation, le prix,
la robustesse) en plus de elles déjà traitées dans e travail.
Nous planions aussi, de onforter l'utilisateur à travers une automatisation de la
génération du ode des moniteurs à partir d'une desription détaillée par annotation
sémantique. Les attributs de QdS, ainsi que les fontions de alul des valeurs des
paramètres de QdS seront exprimés via des annotations sémantiques et enrihiront
la desription du servie web. La spéiation SAWSDL (Semanti Annotations for
WSDL) permet l'extension du WSDL par des annotations sémantiques. Un parseur
sera mis au point an de parourir les desriptions WSDL, pour générer et pour
déployer automatiquement le ode des moniteurs orrespondants.
À ourt terme, nous planions d'exploiter les données de monitoring de la QdS (ni-
veau HTTP) pour la reonstrution de la struture d'interation entre les diérents
servies web omposant l'appliation. En eet, es moniteurs enregistrent des infor-
mations telles que l'adresse IP de la mahine de déploiement, les noms des servies
web ommuniants, les noms des opérations invoquées, la durée d'exéution ainsi
que le type de la ommuniation à savoir synhrone ou asynhrone. En se basant
sur es données, nous avons réussi à élaborer un outil qui reonstruit tous les prols
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d'interation d'une omposition de servies web en ours d'exéution. Un de nos
objetifs est de se servir de e prol an d'évaluer l'arhiteture en ours d'exé-
ution (réelle) ave l'arhiteture onçue ave les graphes d'arhiteture. Une telle
approhe permettrait de vérier la onformité des instanes d'arhiteture à leurs
modèles par diéreniation. Cei permettrait éventuellement de produire les ations
de reonguration à exéuter pour reouvrir la déformation arhiteturale. En plus,
nous visons à oordonner les ations au niveau arhitetural et au niveau exéution
an d'éviter des sur-réations de l'appliation ou l'exéution d'ations qui s'opposent
ou s'annihilent.
À moyen terme, nous visons l'intégration d'un servie de déouverte de servies
web. Il prendra en harge la reherhe d'un servie orant des fontionnalités équi-
valentes à elui déteté défaillant. La déouverte doit inlure des tehniques iblant
les aspets fontionnels -dérivant l'aspet logique- et les aspets non fontionnels
-dérivant l'aspet qualitatif-. La reherhe doit, aussi, prendre en onsidération
l'historique de la QdS des servies utilisés pour guider le proessus de séletion.
Cei permettra, par exemple, d'approuver l'utilisation d'un servie qui a déjà oert
une QdS satisfaisant les besoins des lients et d'éviter l'utilisation d'un servie déjà
identié omme dégradé, sauf si son fournisseur a déployé et rendu disponible une
nouvelle version.
Nous envisageons aussi, l'implantation des proédures d'intégration entre l'auto-
réparation de niveaux lasses et instane (voir setion 3.8). Le but est (i) de gérer
le temps d'indisponibilité temporaire durant la phase de déploiement d'un nouveau
Conneteur de Liaison Dynamique et (ii) de oordonner les ations de reongura-
tion entre les méanismes des deux niveaux.
La version atuelle de notre middleware gère l'auto-réparation des servies web sans
état. Il est possible de prendre en onsidération la gestion de la QdS des servies
web ave état. Des études sur la mobilité du ode sont programmées à moyen terme.
En eet, la mobilité onsidère la migration du ode du servie tout en mémorisant
son état ainsi que le dernier point de ontrle (hekpoint). Suite à son déploiement
sur le nouveau site, le servie reprend son exéution à partir de e dernier point. La
mobilité peut aussi onsidérer seulement l'état du servie. En d'autres termes, elle
opie l'état du servie défaillant et le transmet vers le nouveau servie ible.
Dans un autre adre, nous envisageons, à moyen terme, d'optimiser la QdS d'une
omposition de servies web. Pour e faire, un système de gestion de priorités peut
être mis en plae et implanté dans une partie tiere entre le lient et le servie. Il
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assurera le rle d'un ordonnaneur. Par exemple, d'après les expérimentations faites
sur la plate-forme Grid'5000, le temps d'exéution varie selon le débit atuel du ser-
vie web (nombre de requêtes simultanées entrain d'être traitées). Par onséquent,
nous pouvons minimiser le temps de réponse tout en diminuant le nombre de ser-
vies s'exéutant en parallèle (abaisser le débit pour une vitesse d'exéution plus
rapide). Dans e as, la notion de priorité déide de l'ordonnanement des requêtes
des lients.
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