Image classification is an important research area in computer vision. Organizing images into semantic categories can be extremely useful for searching and browsing through large collections of images. It is a challenging task in various application domains, including satellite image classification, syntactic pattern recognition, medical diagnosis, biometry, video surveillance, vehicle navigation, industrial visual inspection, robot navigation etc. There are different approaches for image classification and imbalanced data classification. This paper provides a review of different methods for classifying images and imbalanced data classification. This paper proposes a method for road detection and highlights the importance of the imbalanced data classification in detecting the road in a complex scenario.
INTRODUCTION
Image classification is an important research area in the field of image processing. Images are classified according to the visual and contextual knowledge present in it. It is a challenging task in various application domains, including satellite image classification, syntactic pattern recognition, medical diagnosis, biometry, video surveillance, vehicle navigation, industrial visual inspection, robot navigation etc. Image classification becomes very difficult if images contains blurry and noise. Another problem in image classification is that many classification methods depend on the scene complexity.ie, if large number of objects are present in image, then it is difficult to categorize. Fig.1 shows steps in classification of images.
There are different approaches for classification based on features based schemes. They are Low-level visual feature based schemes, Local feature-based scheme, Local-global feature based scheme. In Low-level visual feature based schemes, a scene is represented by global features such as texture, color, edge. But here the global features are sensitive to small geometric & photometric distortions. It also fails to work in spite of large changes in viewing conditions, occlusions etc. Local feature-based schemes represent scene images with detected interest points based on some descriptors. But local featurebased schemes ignore the spatial information.
In Local-global feature based schemes, both the global spatial information and the local descriptors of interest points (or regions) to represent scene images.
Fig.1. Steps in Classification of Images
Manipulation and selection of features are used to reduce the number of features without sacrificing accuracy. Based on the type of learning, classification are mainly categorize into two.
1. Supervised classification 2. Unsupervised classification In Supervised classification, images are assigned to one of the finite number of individual classes based on their values extracted from training set identified by an analyst. Training set consists of a set of sample input vectors together with the corresponding targets. Class labels are the targets in case of classification problem.
But in unsupervised classification no prior information is used. In unsupervised classification, classes do not have to be defined a priori. Fig.2 and Fig.3 show the block diagram for supervised classification and unsupervised classification respectively. Imbalanced data classification often arises in many practical applications. Evenly distribution of training set is assumed in many classification approaches. But, these approaches are faced with a high bias problem when the training set is not in a balanced distribution. There are many real-world problems those are faced with severe problem of learning for imbalanced class. The paper is organized as follows. Section 2 briefs out the literature work. Proposed methodology for the road detection is explained in section 3. The Conclusions are given in last section.
LITERATURE REVIEW
Li Fei-Fei et al. [1] , proposed a method in which an image is modeled as a collection of local patches. In order to represent each patch, a codeword is used. A large dictionary of textons (code words) for each training image is identified first. Then a model is learned for each texture category. For a test image, method identifies all the code words in it. Then the category
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Satisfactory NO model is found that fits best the distribution of the code words of the particular image. The disadvantage is that the model is not complete because of the lower performances for the indoor scenes. It also need a richer features set to form much more powerful models for difficult categories.
Chenping Hou et al. [2] , proposed a new subspace learning method named Orthogonal Smooth Subspace Learning (OSSL) model. It is a dimensionality reduction approach for finding a low-dimensional representation with certain important characteristics of high-dimensional data. They proposed an approach to compute a transformation matrix, which could maximize the between-class scatter and minimizes the withinclass scatter. It stresses the special character of images and adds a spatially smooth regularizer to ensure that the embeddings of images are spatially smooth. Each image can be projected into a low dimensional subspace. They used neighbor classifier for classification which can have poor run-time performance if the training set is large.
Zaher Aghbari et al. [3] , proposed an approach to retrieve images by classifying image regions hierarchically based on their semantics. Initially image regions are segmented. Hillclimbing method is used to segment image regions. These regions are classified using SVMs classifier. The SVMs learn the semantics of specified classes from a test database of image regions. The work has some limitations since hill-climbing algorithm is time-consuming. It has the potential drawback of missing the actual peak. SVM Training is also time consuming. In case of SVM classifier, determination of optimal parameters is not easy when there is nonlinearly separable training data.
Noridayu Manshor et al. [4] , proposed an approach to classify images in which they make use of boundary-based shape features along with the local features. The properties of local features are invariant and are also robust to viewpoints, translation and rotation. The local features have a limitation to represent high-level representation of objects. These problems occur in the case where object is too small and local features are weak. In order to solve this problem, boundary based shape features along with the local features are considered. Both local features and boundary features are combined using feature fusion approach by concatenating those features in a new single feature vector. This new vector is trained by SVM to predict of unknown object class. Boundary features can be robustly extracted from the image. These features are independent of texture, color and also invariant to lighting conditions. Vailaya et al. [5] , Proposed to use Bayesian framework for the classification of outdoor images. The class-conditional probability densities of the observed features are calculated by vector quantization. An issue in vector quantization is the selection of codebook size. In order to address this issue, minimum description length (MDL) principle is used. Here hierarchical classifier is used for classifying outdoor vacation images into city and landscape class and a subset of landscape images are classified into sunset, forest, and mountain. The lowlevel representation of the images affects the accuracy of the classifier. The selection of suitable set of features for a given classification task is a difficult problem.
Anna Bosch et al. [6] , proposed an approach to classify a new image into one of the categories by identifying latent topic by using probabilistic Latent Semantic Analysis (pLSA). Each image is represented by a visual bag of words. Then multiway classifier is trained on the topic distribution for each image. Classification is done in two steps: First the document specific mixing coefficients are computed. In second step, the test images are classified using a discriminative classifier. In this stage, performance comparison between the KNN classifier and SVM classifier is carried out.
Gang Wang et al. [7] , proposed a method to determine the objects that are present in an image. This approach is based on the text that surrounds similar images drawn from large dataset. This text gives a way for analyzing the images. Features are extracted from each training image and its k nearest neighbor from the dataset is found. The proposed methodology build the text using the text features associated with the nearest neighbor images. For each test image, same method is used to construct the text features and used the SVM classifier to predict the class. Object-based image classification is difficult due to wide variation in object appearance, pose, and illumination effects. Noise and ambiguity affects negatively on classification.
Le Dong et al. [8] proposed a method to classify images which make use of both local pathway and global pathway simulations .This approach provides greater accuracy for low quality visual applications. The blurred images are subjected to pseudo restoration process using a new Bayesian methodology. Salient local features are distinguishable from the background. Salient points are identified by the multi-scale Harris detector. The global features are also extracted and are used to predict the probability of target object in an image. Self organizing tree algorithm (SOTA) is used for classification.
Hui Zhang et al. [9] , proposed a method for object recognition in blurred images using legendre moment invariants. It is very difficult to process blurred images. In their work, features that are invariant to blur are used for image representation. Because of robustness to noise and information redundancy, orthogonal moments are more preferable than other types of moments. Moment functions of image intensity value are used to recognize objects in image. The drawback of the methodology is high computational complexity because of the use of moments.
Jiang Su et al. [10] , proposed a method for noisy and blurred image classification. Features vectors are extracted from local and global pathways. This paper uses the global pathway for essential capture and the local pathway for highlight detection. In global pathway, noisy and blurred input image is converted to spatiotemporal representation followed by essential capture. In local pathway, ambiguous input is subjected to pseudo restoration and then salient local features are extracted using an affine invariant detector. Method combines both the global and local features using log linear model and clustered using monte carlo approach. Finally, these clustered features are classified using SOTA classifier.
Dengxin Dai et al. [11] , proposed a method for satellite image classification. The paper has two main objectives. First, it uses biological inspired saliency information in the phase of image representation. Second, image classification is performed without learning phase. The paper proposes a two-layer sparse coding (TSC) model to discover the "true" neighbors of the images and bypass the intensive learning phase of the satellite image classification. Classification of images is done according to a newly defined image-to-category similarity based on the coding coefficients. This approach does not require training phase and provides satisfactory results.
Ran Shi et al. [12] , proposed an efficient method for salient object detection .This approach is to detect salient object from saliency map without manually setting any parameters. The objective function used in this approach is region diversity maximization. The salient objects in an image are located using an optimal window based on an iterative scheme.
Chuan Zhang et al. [13] , proposed a method for classifying remote sensing images based on objects. The features used for classifications are spectrum, shape, texture of the objects present in the image. Fuzzy technique is used for feature extraction and classification. Experimental results show that object-oriented approach is having better accuracy than other traditional methods for image classification. This method is preferred for information extraction from satellite images.
Wang et al. [14] , proposed a method to represent color features of images. This method does not consider the correlation among neighboring components of the conventional color histogram. It also avoids the redundant information. The first step is to extract a high resolution, uniform quantized color histogram from the image. This histogram contains redundant information. Then identify the redundant bin and remove it. Then merge those neighboring bins that can be combined. This histogram provides greater discriminative information.
Shang Liu et al. [15] , proposed a method to increase the accuracy of current bag of words approach for image classification. This can be used as a preprocessing step. The most discriminative features are selected from the obtained features using a pair-wise image matching scheme. In this iterative process, the feature weights are updated using the label information of the training set images. These features belong to foreground objects in the image.
Bhavani Raskutti [16] , proposed methods on balancing training data which is a bi-class problem. They focused on the case of supervised learning with SVM. Gang Wu et al. developed the class-boundary alignment algorithm [17] . Method augment SVMs to deal with imbalanced training-data problems posed by many applications. Mikel Galar et al. proposed [18] ensemble-based methods to address the class imbalance. They evaluated their performance by comparing it with many of stateart methods. It is found that their method outperforms other methods. In the paper [19] authors reviewed the existing methods for solving the class imbalance problem.
PROPOSED METHOD
The paper proposes a method for road detection in a complex scenario. The high resolution multi spectral images are used as inputs. Multispectral images contain three or more spectral bands. Fig.4 shows block diagram for the proposed method. 
CALCULATING SPECTRAL ANGLE OF AN IMAGE
The color information can be used to distinguish road from its surroundings. The color information in spectral bands can be interpreted as a vector. The first step is to convert the vector image to scalar image using spectral angle. The spectral angle is calculated using Eq. . cos (1) where, b represents spectral band, r represents reference pixel and c represents current pixel. The proposed method can be applied to multispectral images with any number of bands. Different types of road can be extracted based on the reference pixel. The spectral angle between the reference vector pixel and the current vector pixel is calculated and resultant image contains all the roads in the darker color. Then the resulting image is converted to binary image based on a threshold value.
DOG FILTERING
DOG filter is applied to the binary image and converted to black and white image based on a threshold value. The definition for DOG filter is given by Eq.(2),   
where, σ represents standard deviation of the Gaussian function. The resultant binary image may contain irrelevant information. So this image is subjected to morphological operations.
MORPHOLOGICAL OPERATIONS
Morphological operations are used to apply changes in the properties of shapes of the areas of image. It is defined as operations on sets. Cleaning, majority, and filling operations are applied sequentially for removing noise. The cleaning operation High resolution multi spectral satellite image removes isolated pixels i.e., 1's surrounded by 0's. The majority operation set a pixel to 1 if five or more pixels in its 3-by-3 neighborhood are 1's. The filling operation fill isolated interior pixels i.e., 0's surrounded by 1's. At this stage there may exist some discontinuity between the thinned roads due to noise. So dilation and erosion is applied to the binary image. Dilation is an operation that thickens objects in a binary image. It potentially fills the small holes and connects the disjoint objects in an image. This operation is controlled by the structuring element. The structuring element specifies the shape and extent of thickness. The shape can be line, ball, disk, diamond, arbitrary, periodic line, rectangle and octagon. The structural element itself is a binary image and it is much smaller than the processed image. The dilation process is performed by laying the structuring element B on the image A which can be denoted as A⊕B. The operation performed in following manner. The structuring element slides over the image. There is no change if the origin of the structuring element coincides with the white pixel in the image and moves to next pixel. If it coincides with a black pixel in the image, it makes all pixels from the image covered by the structuring element to back color.
Erosion shrinks objects in a binary image. This operation is also controlled by the structuring element. It can be denoted as AΘB where A is the processing image and B is the structuring element. In this operation, the structuring element slides over the image. There is no change if the origin of the structuring element coincides with the white pixel in the image and moves to next pixel. If it coincides with a black pixel in the image, it at least one of the 'black' pixels in the structuring element falls over a white pixel in the image, then change the 'black' pixel in the image to a white.
AREA BASED FILTERING
Small regions that do not belong to any road are distributed all over the image. These regions can be removed by area based filtering. First the binary image pixels are inverted so that road pixels are represented by 1 and non-road pixels is represented by 0. Then those regions, whose area is less than a threshold is removed from the image. Finally edges of the roads in the image are detected.
The Fig.5 and Fig.6 shows the results for some images. The results for some images in a complex scenario shows some noises like buildings, trees, rivers and this can be eliminated using a suitable imbalanced data classification method and that is the further stage of implementation.
There are many researchers develop methods for road detection. But they have used a different dataset and the number of images in the dataset used for experiment is also different. So a comparative analysis with other methods is difficult. 
CONCLUSION
This paper attempts to provide an idea about the different image classification approaches. This paper discusses supervised and unsupervised image classification. Classification approaches may vary depending on the application. Effective use of multiple features of images and the selection of a suitable classification method are especially significant for improving classification accuracy. Noise and ambiguity are important factors that influence classification accuracy. The paper proposes a method for road detection in satellite images. We have tried this method for both simple and complex images. The method provides accurate results for simple images but it is difficult for complex images. As a future scope, imbalanced data classification can be used for highly complex images.
