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Abstract
Utilizing an adiabatic approximation method a bipartite qudit-oscillator Hamiltonian is explicitly studied
for low spin values in both strong and ultrastrong coupling regimes. The quasiprobability densities on the
hybrid factorized phase space are introduced. Integrating over a sector of the composite phase space, the
quasiprobability distributions of the complementary subsystem are recovered. In the strong coupling regime
the qudit entropy displays a pattern of quasiperiodic collapses and revivals, where the locally minimum
nonzero configurations appearing at rational fractions of the revival time correspond to the spin kitten states.
Starting with a bipartite factorizable initial state the evolution to the nonclassical transitory spin kitten
states are displayed via the diagonal spin PQ-representation. The formation of transient spin kitten states
is further substantiated by constructing the spin tomogram that employs the positive definite probability
distributions embodying the diagonal elements of the corresponding density matrix in an arbitrarily rotated
frame. As another manifestation of nonclassicality the emergence of the spin squeezed states during the
bipartite evolution is observed. In the ultrastrong coupling domain a large number of interaction dependent
modes and their harmonics are generated. The consequent randomization of the phases eliminates the
quasiperiodicity of the system which is now driven towards a stabilization of the entropy accompanied with
stochastic fluctuations around its stabilized value. Both in the strong and ultrastrong coupling realms
antibunching of the photoemission events are realized particularly for the small spin values.
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I Introduction
Recently much interest has developed towards experimental and theoretical studies on hybrid interacting spin-
oscillator systems going beyond the rotating wave approximation [1] that complies with the preservation of the
total excitation number. While the said approximation remains valid in a weak coupling regime endowed with a
small detuning between the spin and the oscillator frequencies, recent experimental realizations use a varied set
of tools to explore systems with strong and ultrastrong coupling between the degrees of freedom. For instance,
a nanoelectromechanical resonator capacitively coupled to a Cooper pair box driven by microwave currents
[2, 3], a flux biased quantum circuit that utilizes the large inductance of a Josephson junction to generate an
ultrastrong coupling with a coplanar waveguide resonator [4, 5], and a quantum semiconductor microcavity
embedding doped quantum wells [6, 7] lie in this category. Specifically, the superconducting two level (qubit)
as well as multilevel (qudit) systems and circuits acting as artificial atoms are adaptable for a wide range of
parameters. This flexibility makes them the preferred building blocks for quantum simulators [8-14]. Multilevel
superconducting circuit has been recently considered [15] for implementing quantum gates. In principle, the
entangled multilevel quantum systems store significantly more information, and have less networking problems
compared to their two level counterparts. An experimental demonstration of the nonclassical properties of a
photonic qudit state has been attained [16]. Moreover, hybrid quantum circuits integrating multilevel atoms,
spins, cavity photons, and superconducting qudits coupled with nanoelectromechanical resonators hold much
promise for realization of the quantum information network [17].
On the other hand the atomic coherent state [18, 19] provides a description for the collective atomic quantum
processes such as superradiance [20-22] and resonance fluorescence [23, 24] that require quantum correlations in
an atomic ensemble. One crucial instance of nonclassical properties is evident in the formation of the Schro¨dinger
cat and kitten states [25] that embody a coherent superposition of two or more distinguishable states of a
mesoscopic system. These states have been studied [26] in an ensemble of two level atoms interacting with a
dispersive cavity mode in the context of the rotating wave approximation. Atomic cat-type states are known
[27] to display interference-induced properties such as enhancement or reduction in the rates of spontaneous
and stimulated emission. Employing two hyperfine ground states of a beryllium ion the authors of Ref. [28]
considered a collection of ions confined in an electromagnetic trap and controlled with a classical laser beam.
The cat states representing equal superposition of two maximally distinct states have been observed [28] up to
six ions. A probabilistic scheme has been proposed [29] for obtaining pure entangled spin states in large atomic
ensembles where the transmitted photons undergo a weak random Faraday rotation caused by the quantum
noise of the atomic spin. Detection of two or more photons emerging from the ensemble with polarization
vector orthogonal to the corresponding incoming polarization signals formation [29] of atomic Schro¨dinger cat
states. Experimental realization of atomic cat states characterized by coherent superposition of electronic spin
states of opposite orientation has been observed [30] in samples of dysprosium atoms undergoing AC Stark shift
effected by detuned spin-light interaction. More recently, using superconducting transmon qubits coupled via a
coplanar waveguide bus resonator the authors of Ref. [31] constructed Schro¨dinger kitten states consisting up
to 20 qubits.
Another feature of nonclassicality is expressed by the spin squeezed states [32-34], which owe their origin
to the nonlinear spin-spin effective interaction in the theory. These states have been extensively utilized in the
study of quantum phase transitions [35, 36], quantum chaos [37], Bose-Einstein condensate [38, 39], and arrays
of superconducting qubits [40, 41]. Recently one photon-two atom excitation process has been considered [42]
towards engendering optimal squeezing in an ensemble of N spins coupled to a single cavity mode. The spin
squeezed state improves the precision measurement of magnetometry beyond the standard quantum limit [43].
Interestingly, employing the quantum state transfer from the nonclassical light to the cold atoms the generation
of macroscopic spin squeezed ensemble of atoms has been experimentally observed [44]. An extensive recent
review of the spin squeezing is given in Ref. [45].
In the setting described above, here we study the evolution of a hybrid bipartite state which is a linear
combination of the qudit spin coherent states tensored with the squeezed coherent states of the field mode. A
suitable adiabatic approximation pioneered in Refs. [46, 47] allows us to investigate the combined structure for a
strong spin-photon coupling as well as a large detuning of the associated frequencies. To analyze the system we
introduce the bipartite quasiprobability distributions in the composite phase space of the qudit and field variable.
Tracing over one degree of freedom reproduces the phase space quasiprobability distributions [48, 49] of the
coupled complementary subsystem. Starting with a factorized state of the bipartite system nonclassical states
such as the transitory qudit kitten states dynamically emerge corresponding to the local minima of time evolution
of the entropy in the strong interaction regime. We also employ the tomographic procedure towards reproducing
the states of the qudit by utilizing the close correspondence between the quasiprobability distributions and the
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probability density related to the diagonal elements of the spin density matrix in an arbitrarily rotated frame
[50, 51]. The transient spin kitten states are also evident in the tomographic depictions considered here for
the components of the spin variable. Moreover, quantum fluctuations triggered by the nonlinear terms in the
effective Hamiltonian of the spin degree of freedom turn spin coherent states to short-lived squeezed spin states.
Specifically towards illustrating the above construction we explicitly discuss the low spin s = 1, 32 cases. For a
higher spin variable more complex kitten states emerge as more spin configurations participate in the interference
pattern. In the ultrastrong spin-oscillator coupling regime the realization of a large number of interaction modes
spread over a wide range of time scales abolishes the phase correlations necessary for the manifestation of the
spin kitten states, which, consequently, disappear. In addition, it causes materialization of a steady state value
of the entropy, which is, however, subjected to rapid stochastic fluctuations.
II Hamiltonian and its approximate diagonalization
The bipartite qudit-oscillator Hamiltonian reads
H = −∆Sx + ωa†a+ λSz(a+ a†). (2.1)
The spin variables {SX |X = x, y, z} obey the su(2) algebra {S± ≡ Sx ± iSy; [Sz, S±] = ±S±, [S+, S−] = 2Sz}
and maintain the standard irreducible representations
Sz|s,m〉 = m|s,m〉, S±|s,m〉 =
√
(s∓m)(s±m+ 1) |s,m± 1〉; s = 0, 12 , 1, . . . ; m = −s,−s+ 1, . . . , s, (2.2)
whereas the oscillator degree of freedom is characterized as follows: {a, a†, nˆ ≡ a†a; [a, a†] = I : nˆ|n〉 =
n|n〉, a|n〉 = √n |n − 1〉, a†|n〉 = √n+ 1 |n + 1〉}. Employing a variational method the Hamiltonian (2.1)
has been previously investigated [52], and in the vicinity of the resonance configuration its approximate ground
state has been determined [52]. On the other hand the adiabatic approximation [46, 47] considered here employs
a separation of the time scales between the fast moving oscillator with frequency ω, and the slow moving qudit
possessing an energy gap ∆ ω. The qudit-oscillator coupling is parametrized by λ. The (ultra)strong interac-
tion regime λ . ω necessitates incorporating terms in the Hamiltonian (2.1) that do not preserve the excitation
number. Under the said approximation the oscillator and the qudit parts of the Hamiltonian, respectively,
assume the form
HO = ωa†a+ λ 〈s,m|Sz |s,m〉 (a+ a†), 〈s,m|Sz |s,m〉 = m; HQ = −∆Sx. (2.3)
The eigenenergies and eigenstates of the oscillator Hamiltonian HO read
εn,m = ω(n− (mλ˜)2), λ˜ = λω , |nm〉 = D(mλ˜)†|n〉, (2.4)
where the displacement operator is denoted by D(α) = exp(αa† − α∗a), α = Re(α) + i Im(α). Under the
adiabatic approximation the Hamiltonian H now assumes the block diagonal form where the n-th photonic
manifold is expressed via the basis set |s,m〉|nm〉 ≡ |s,m;nm〉. The approximate energy eigenstates for the said
n-th photonic manifold in the examples of spin variables s = 1, 32 are described below.
For the s = 1 case the n-th photonic block of the Hamiltonian is given by
H(s=1)n = ω
n− λ˜2 ∆n 0∆n n ∆n
0 ∆n n− λ˜2
 , (2.5)
where the scaled and renormalized qudit gap parameter is listed as ∆n = − ∆√2ω exp
(
− λ˜22
)
L0n(λ˜
2). The
Laguerre polynomial maintains the standard expansion Lkn(x) =
∑
`
(−1)`
`!
(
n+k
n−`
)
x`. In the subspace of the n-th
block the eigenenergies E
(1)
,n ,  ∈ {0,±} of the Hamiltonian (2.5) may be given by
E
(1)
0,n = ω(n− λ˜2), E(1)±,n = ω
(
n− 12
(
λ˜2 ∓ δn
))
, δn =
√
8∆2n + λ˜
4 (2.6)
and the corresponding normalized eigenvectors read
|E(1)0,n〉 = 1√2 (|1, 1;n1〉 − |1,−1;n−1〉),
|E(1)±,n〉 = 1√N (1)±,n (2∆n |1, 1;n1〉 + (λ˜
2 ± δn) |1, 0;n〉 + 2∆n |1,−1;n−1〉), N (1)±,n = 2 δn
(
δn ± λ˜2
)
. (2.7)
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In a specific n-th photonic block the above basis set fulfills the orthocompleteness relations:
〈
E
(1)
,n
∣∣∣ E(1)`,n〉 = δ,`,
where , ` ∈ {0,±}, and
∑

∣∣∣E(1),n〉〈E(1),n∣∣∣ = I.
The example of the n-th photonic block Hamiltonian for the spin s = 32 may be discussed similarly:
H
(s= 32 )
n = ω

n−
(
3λ˜
2
)2 √
3
2∆n 0 0√
3
2∆n n−
(
λ˜
2
)2 √
2 ∆n 0
0
√
2 ∆n n−
(
λ˜
2
)2 √
3
2∆n
0 0
√
3
2∆n n−
(
3λ˜
2
)2

. (2.8)
The eigenenergies of the Hamiltonian (2.8) are listed as
E
±, 32
`,n =ω
(
n− 5λ˜24 + ` ∆n√2 ± χ
(`)
n
)
, χ(`)n =
√
λ˜4 + `
√
2 λ˜2 ∆n + 2 ∆2n, ` ∈ {±1}, (2.9)
while the corresponding eigenvectors read∣∣∣E±, 32`,n 〉 = 1N±, 32`,n
∣∣∣ 32 , 32 ;n 3
2
〉
+ Γ
(±)
`
∣∣∣ 32 , 12 ;n 1
2
〉
+ ` Γ
(±)
`
∣∣∣ 32 ,− 12 ;n− 1
2
〉
+ `
∣∣∣ 32 ,− 32 ;n− 3
2
〉 (2.10)
and the coefficients are given by
Γ
(±)
` =
1√
3
(
`±
√
2
χ
(`)
n ±λ˜2
∆n
)
, N±, 32`,n =
√
2
(
1 +
(
Γ
(±)
`
)2) 12
. (2.11)
The orthocompleteness relations for the states (2.10) hold in the n-th photonic sector:
〈
E
κ′, 32
′,n
∣∣∣ Eκ, 32,n 〉 =
δ,′ δκ,κ′ , where , 
′ ∈ {±1}, κ, κ′ ∈ {±} and
∑
,κ
∣∣∣Eκ, 32,n 〉〈Eκ, 32,n ∣∣∣ = I.
III Initial state and its evolution via the adiabatic approximation
The generalized quasi-Bell bipartite entangled initial state is chosen as
|ψs(0)〉 = Ns
(|z〉(s) |α, ξ〉+ c |−z〉(s) | − α, ξ〉) , (3.1)
where |z〉(s) is the qudit spin-s coherent state [19]. Its expansion via the eigenstates of the generator Sz reads
|z〉(s) = 1(1+|z|2)s
s∑
m=−s
(
2s
s+m
) 1
2 zs+m |s,m〉. (3.2)
The polar coordinate
(
z = tan
(
θ˜
2
)
exp(−iφ˜)
)
allows us to recast the sum (3.2) in terms of the spherical phase
space variables as
|z〉(s) ≡ |θ˜, φ˜〉(s) =
s∑
m=−s
(
2s
s+m
) 1
2
(
sin θ˜2
)s+m (
cos θ˜2
)s−m
exp(−i(s+m)φ˜) |s,m〉. (3.3)
The squeezed oscillator coherent state [49] is structured as |α, ξ〉 ≡ D(α)S(ξ)|0〉, S(ξ) = exp
(
ξ∗a2−ξa†2
2
)
, where
ξ(= r exp(iζ)) ∈ C. Employing the parameters µ = cosh r, ν = sinh r exp(iζ) its mode expansion is given by
|α, ξ〉 =
∞∑
n=0
Sn(α, ξ)|n〉, Sn(α, ξ) = 1√n! µ
(
ν
2µ
)n
2
exp
(
− 12 |α|2 − ν2µ α∗2
)
Hn
(
µα+να∗√
2µ ν
)
, (3.4)
where the Hermite polynomials obey the sum rule: exp
(
2X t− t2) = ∑∞n=0Hn(X ) tnn! . For a large value of the
parameter |α|2  1 the oscillator coherent state may be regarded as macroscopic in nature. The normalization
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constant for the initial state (3.1) reads Ns =
(
1 + |c|2 + 2
(
1−|z|2
1+|z|2
)2s
exp(−2|αµ+ α∗ν|2) Re(c))
)− 12
. The
parameter c ∈ C appearing in the linear combination (3.1) allows us to suitably select the initial state. For
instance, the choice c = 0 leads to the factorized bipartite state at t = 0, and therefore the transient formation
of the nonclassial Schro¨dinger kitten states discussed in Sec. V owes its origin to dynamical effects.
For the spin s = 1 case our approximate diagonalization via the basis states {|E(1),n〉 | ∈ (0,±);n = 0, 1, . . .}
given in (2.7) permits us to extract the time evolution of the corresponding initial state (3.1):
|ψ1(t)〉 =
1∑
=−1
∞∑
n=0
A(1),n exp(−iE(1),nt) |E(1),n〉, (3.5)
where the projectors of the initial state (3.1) on the approximate eigenvector basis (2.7) read
A(1)0,n ≡ 〈E(1)0,n|ψ1(0)〉 = N1√2 (1+|z|2)
(z2 − (−1)nc) exp (− iλ˜ Im(α))Sn(α+, ξ)
−(1− (−1)nc z2) exp (iλ˜ Im(α))Sn(α−, ξ) ,
A(1)±,n ≡ 〈E(1)±,n|ψ1(0)〉 = N1√N (1)±,n (1+|z|2)
2∆n (z2 + (−1)nc) exp (− iλ˜Im(α))Sn(α+, ξ)
+
√
2(λ˜2 ± δn) z (1− (−1)nc)Sn(α, ξ)
+ 2∆n (1 + (−1)nc z2) exp
(
iλ˜ Im(α)
)Sn(α−, ξ) , α± = α± λ˜. (3.6)
For the spin s example the evolving bipartite state |ψs(t)〉 produces, up to the approximation considered here,
the pure state density matrix as follows:
ρ(s)(t) = |ψs(t)〉〈ψs(t)|. (3.7)
Partial tracing on the oscillator degrees of freedom contained in the above density matrix ρ(s=1)(t) yields the
corresponding qudit reduced density matrix ρ
(1)
Q (t) = TrO(ρ
(1)(t)):
ρ
(1)
Q (t) =
∞∑
n,n˜=0
 B
(1)
+,n(t)B(1)+,n˜(t)∗ δnn˜ B(1)+,n(t)B(1)0,n˜(t)∗ Gn˜n(−λ˜) B(1)+,n(t)B(1)−,n˜(t)∗ Gn˜n(−2λ˜)
B(1)0,n(t)B(1)+,n˜(t)∗ Gn˜n(λ˜) B(1)0,n(t)B(1)0,n˜(t)∗ δnn˜ B(1)0,n(t)B(1)−,n˜(t)∗ Gn˜n(−λ˜)
B(1)−,n(t)B(1)+,n˜(t)∗ Gn˜n(2λ˜) B(1)−,n(t)B(1)0,n˜(t)∗ Gn˜n(λ˜) B(1)−,n(t)B(1)−,n˜(t)∗ δnn˜
 , (3.8)
where the elements are expressed via the sum of the factorized time dependent components as
B(1)0,n(t) = 1√N+n (λ˜
2 + δn) exp(−iE(1)+,nt)A(1)+,n + 1√N−n (λ˜
2 − δn) exp(−iE(1)−,nt)A(1)−,n,
B(1)±,n(t) = ± 1√2 exp(−iE
(1)
0,n t)A(1)0,n + 2 ∆n√N+n exp(−iE
(1)
+,n t)A(1)+,n + 2 ∆n√N−n exp(−iE
(1)
−,n t)A(1)−,n. (3.9)
The off-diagonal elements of the density operator (3.8) carry the correlation functions of the oscillator number
states:
Gmn(X ) ≡ 〈m|D(X )|n〉
=
exp
(
− |X |22
)
Xm−n
√
n!
m! L
m−n
n
(|X |2) ∀m ≥ n,
exp
(
− |X |22
)
(−X ∗)n−m
√
m!
n! L
n−m
m
(|X |2) ∀m < n. (3.10)
The qudit density matrix (3.8) maintains the required normalization restriction: Trρ
(1)
Q = 1. The oscillator
reduced density matrix for the s = 1 case may also be extracted by partial tracing of the spin variables in the
bipartite pure state ρ(s=1)(t):
ρ(1)O (t) =
∞∑
n,n˜=0
B(1)+,n(t)B(1)+,n˜(t)∗ |n1〉 〈n˜1|+ B(1)0,n(t)B(1)0,n˜(t)∗ |n0〉 〈n˜0|+ B(1)−,n(t)B(1)−,n˜(t)∗ |n−1〉 〈n˜−1| , (3.11)
where the normalization reads Trρ(1)O (t) = 1.
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Similarly, the basis states
∣∣∣E±, 32`,n 〉 listed in (2.10) facilitate the approximate determination of the evolution
of the initial state (3.1) for the spin s = 32 case:
|ψ 3
2
(t)〉 =
∑
κ∈±
∑
`∈±1
∞∑
n=0
Aκ, 32`,n exp
(
−iEκ, 32`,n t
) ∣∣∣Eκ, 32`,n 〉 , A±, 32`,n ≡ 〈E±, 32`,n ∣∣∣ψ 32 (0)〉, (3.12)
which, in turn, furnishes the corresponding pure state bipartite density matrix ρ(s=
3
2 )(t) ≡ |ψ 3
2
(t)〉 〈ψ 3
2
(t)|. The
explicit evaluation of the coefficients in (3.12) reads
A±, 32`,n =
N 3
2
N±, 32`,n (1 + |z|2)
3
2
(z3 + `(−1)nc) exp(−i 3 λ˜2 Im(α))Sn (α+ 3 λ˜2 , ξ)
+ `
(
1− `(−1)nc z3) exp(i 3 λ˜2 Im(α))Sn (α− 3 λ˜2 , ξ)+√3 Γ(±)` (z2 − `(−1)nc z)×
× exp
(
−i λ˜2 Im(α)
)
Sn
(
α+ λ˜2 , ξ
)
+ `
√
3 Γ
(±)
`
(
z + `(−1)nc z2) exp(i λ˜2 Im(α))×
×Sn
(
α− λ˜2 , ξ
) , ` ∈ ±1. (3.13)
The evolution of the state (3.12) now readily yields the spin density matrix for the s = 32 example:
ρ(
3
2 )
Q (t)=
∞∑
n,n˜=0

B
(2,2)
n,n˜ (t)δnn˜ B
(2,1)
n,n˜ (t)Gn˜n(−λ˜) B(2,−1)n,n˜ (t)Gn˜n(−2λ˜) B(2,−2)n,n˜ (t)Gn˜n(−3λ˜)
B
(1,2)
n,n˜ (t)Gn˜n(λ˜) B(1,1)n,n˜ (t)δnn˜ B(1,−1)n,n˜ (t)Gn˜n(−λ˜) B(1,−2)n,n˜ (t)Gn˜n(−2λ˜)
B
(−1,2)
n,n˜ (t)Gn˜n(2λ˜) B(−1,1)n,n˜ (t)Gn˜n(λ˜) B(−1,−1)n,n˜ (t)δnn˜ B(−1,−2)n,n˜ (t)Gn˜n(−λ˜)
B
(−2,2)
n,n˜ (t)Gn˜n(3λ˜) B(−2,1)n,n˜ (t)Gn˜n(2λ˜) B(−2,−1)n,n˜ (t)Gn˜n(λ˜) B(−2,−2)n,n˜ (t)δnn˜
 , (3.14)
where the elements are expressed via the factorized structure
B
(ı,)
n,n˜ (t) ≡ B
( 32 )
ı,n (t) B(
3
2 )
,n˜ (t)
∗, ı,  ∈ {±1,±2} (3.15)
of the following linear combinations
B( 32 )±2,n(t) =
A+,
3
2
1,n (t)
N+,
3
2
1,n
+
A−,
3
2
1,n (t)
N−,
3
2
1,n
± A
+, 3
2
−1,n(t)
N+,
3
2
−1,n
± A
−, 3
2
−1,n(t)
N−,
3
2
−1,n
,
B( 32 )±1,n(t) =
A+,
3
2
1,n (t)Γ
(+)
1
N+,
3
2
1,n
+
A−,
3
2
1,n (t)Γ
(−)
1
N−,
3
2
1,n
± A
+, 3
2
−1,n(t)Γ
(+)
−1
N+,
3
2
−1,n
± A
−, 3
2
−1,n(t)Γ
(−)
−1
N−,
3
2
−1,n
(3.16)
containing the time-dependent phases A±, 32`,n (t) ≡ A
±, 32
`,n exp
(
−iE±, 32`,n t
)
, ` ∈ {±1} that reflect the energy
eigenvalues. On the other hand the reduced density matrix of the oscillator for the instance s = 32 is obtained
by implementing the partial tracing of the spin degree of freedom on the bipartite density matrix ρ(s=
3
2 )(t):
ρ(
3
2 )
O (t) =
∞∑
n,n˜=0
B( 32 )2,n (t)B( 32 )2,n˜ (t)∗ ∣∣∣n 32〉〈n˜ 32 ∣∣∣+ B( 32 )1,n (t)B( 32 )1,n˜ (t)∗ ∣∣∣n 12〉〈n˜ 12 ∣∣∣
+ B( 32 )−1,n(t)B(
3
2 )
−1,n˜(t)
∗
∣∣∣n− 12〉〈n˜− 12 ∣∣∣+ B( 32 )−2,n(t)B( 32 )−2,n˜(t)∗ ∣∣∣n− 32〉〈n˜− 32 ∣∣∣ . (3.17)
The density matrices (3.14, 3.17) of both the subsystems obey the normalization requirement: Trρ
( 32 )
Q (t) =
1,Trρ
( 32 )
O (t) = 1.
IV Phase space representation of the evolving hybrid system
To express the phase space quasiprobability densities for the spin variable the author of Ref. [48] introduced
the spherical tensor operator
Tkq =
∑
m,m′
(−1)s−m √2 k + 1
(
s k s
−m q m′
)
|sm〉〈 sm′|, T †kq = (−1)q Tk,−q, (4.1)
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where the indices read: k ∈ (0, 1, . . . , 2s), q ∈ (−k,−k + 1, . . . , k). The Wigner 3j-coefficient appearing above
follows the standard definition [53]:(
j1 j2 j3
m1 m2 m3
)
= (−1)j1−j2−m3 (2 j3 + 1)− 12 〈j1m1; j2m2|j3,−m3〉. (4.2)
Towards constructing the phase space distributions for the hybrid bipartite system we employ the direct product
of the spherical tensor (4.1) and the unit operator acting on the oscillator Hilbert space: Tkq = Tkq ⊗ IO . The
bipartite density matrix ρ(s)(t) given in (3.7) may now be utilized a` la [48] to acquire the spherical tensor
components in the compounded Hilbert space:
%kq = TrQ
[
ρ(s)(t) T †kq
]
. (4.3)
In (4.3) the indices referring to the oscillator variable are not explicitly notified. A partial tracing on the
oscillator degree of freedom in (4.3) readily furnishes the qudit reduced density matrix in the spherical tensor
basis [48]:
%Qkq ≡ TrO
[
%kq
]
= (−1)q
∑
m,m′
(−1)s−m√2k + 1
(
s s k
m −m′ q
)
(ρQ)m′m , (ρQ)m′m = 〈sm′| ρQ |sm〉 .
(4.4)
For the s = 1 case its structure is obtained via (3.8, 4.4):
%Qkq(t)
∣∣∣
s=1
=
√
2k+1
(2−k)!(3+k)!
∞∑
n,n˜=0
δn,n˜δq,0(2(B(1)+,n(t)B(1)+,n˜(t)∗ + (−1)kB(1)−,n(t)B(1)−,n˜(t)∗)
−(k2 + k − 2)B(1)0,n(t)B(1)0,n˜(t)∗
)
− δq,1
√
2 (k+1)!(k−1)! Gn˜n(−λ˜)
(
B(1)+,n(t)B(1)0,n˜(t)∗
−(−1)kB(1)0,n(t)B(1)−,n˜(t)∗
)
+ δq,−1
√
2 (k+1)!(k−1)! Gn˜n(λ˜)
(
B(1)0,n(t)B(1)+,n˜(t)∗
−(−1)kB(1)−,n(t)B(1)0,n˜(t)∗
)
+
√
(k+2)!
(k−2)!
(
δq,−2 Gn˜n(2λ˜)B(1)−,n(t)B(1)+,n˜(t)∗
+ (−1)kδq,2 Gn˜n(−2λ˜)B(1)+,n(t)B(1)−,n˜(t)∗
) . (4.5)
For the s = 32 example the composition of the qudit reduced density matrix in the spherical tensor basis is also
assembled by employing the construction (3.14, 4.4):
%Qkq(t)
∣∣∣
s= 32
=
√
2k+1
(3−k)!(4+k)!
∞∑
n,n˜=0
δn,n˜δq,0(6(B(2,2)n,n˜ (t) + (−1)kB(−2,−2)n,n˜ (t))− 2(k2 + k − 3) ×
×
(
B
(1,1)
n,n˜ (t) + (−1)k B(−1,−1)n,n˜ (t)
))
+ δq,−1
√
(k+1)!
(k−1)! Gn˜n(λ˜)
(
2
√
3 B
(1,2)
n,n˜ (t)
− (k2 + k − 6)B(−1,1)n,n˜ (t)− (−1)k 2
√
3 B
(−2,−1)
n,n˜ (t)
)
+ δq,1
√
(k+1)!
(k−1)! Gn˜n(−λ˜) ×
×
(
− 2
√
3 B
(2,1)
n,n˜ (t)− (−1)k (k2 + k − 6) B(1,−1)n,n˜ (t) + (−1)k 2
√
3 B
(−1,−2)
n,n˜ (t)
)
+
√
3 (k+2)!(k−2)!
(
δq,−2 Gn˜n(2λ˜)
(
B
(−1,2)
n,n˜ (t) + (−1)k B(−2,1)n,n˜ (t)
)
+ δq,2 Gn˜n(−2λ˜)
(
B
(2,−1)
n,n˜ (t) + (−1)k B(1,−2)n,n˜ (t)
))
+
√
(k+3)!
(k−3)! ×
×
(
(−1)k δq,3 Gn˜n(−3λ˜)B(2,−2)n,n˜ (t) + δq,−3 Gn˜n(3λ˜) B(−2,2)n,n˜ (t)
) . (4.6)
Adapting the formulation in Ref. [48] for the spin variable and the well known description of the oscillator
degree of freedom [49] we now propose the phase space quasiprobability distributions of the bipartite system
via the decomposition (4.3) of the composite density matrix. In particular, the diagonal P-representation of the
qudit-oscillator interacting system may be constructed as
P(θ, φ;β, β∗) =
exp(|β|2)
pi2
∑
kq
(−1)k−q ckq
∫ 〈−γ| %kq |γ〉 exp(|γ|2) exp(β γ∗ − β∗ γ) d2γ Ykq(θ, φ), (4.7)
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where the spin coefficient reads [48]: ckq =
√
(2 s−k)! (2 s+k+1)!√
4pi (2 s)!
. For the sake of completeness we now list the
necessary properties of the spherical harmonics appearing in (4.7). The spherical functions are expressed [53]
via the Legendre polynomials:
Y`m(θ, φ) =
√
2`+1
4pi
√
(`−m)!
(`+m)! exp(imφ)P
m
` (cos θ), P
m
` (x) = (−1)m(1− x2)
m
2 d
m
dxmP`(x) (4.8)
that, in turn, may be considered as special cases of the Jacobi polynomials [54]:
P`(x) ≡ P 0,0` (x), P a,b` (x) =
∑
k
(
`+a
`−k
)(
`+b
k
) (
x−1
2
)k (x+1
2
)`−k
. (4.9)
These functions follow the usual orthogonality relation [53]:
∫ pi
0
∫ 2pi
0
Y`m(θ, φ)Y`′m′ (θ, φ)
∗ dΩ = δ``′ δmm′ , dΩ =
sin θ dθ dφ.
The diagonal PQ-representation for the spin variable [48] may be procured by integrating the bipartite
quasiprobability density (4.7) on the oscillator phase space:
PQ(θ, φ) ≡
∫
P(θ, φ;β, β∗) d2β ⇒ PQ(θ, φ) =
∑
kq
(−1)k−q ckq %Qkq Ykq(θ, φ),
∫
PQ(θ, φ)dΩ = 1. (4.10)
Modulo our approximation, the equation (4.10) admits explicit evaluation of the qudit PQ(θ, φ)-representation,
say for the s = 1 and s = 32 cases, via the substitution of the corresponding density matrices in the spherical
tensor basis given in (4.5) and (4.6), respectively. Unlike its oscillator counterpart the spin PQ-representation is
nonsingular, and, therefore, may be fruitfully applied to observe the phase space structures such as the transient
spin kitten states. We follow this route in our characterization of the spin kitten states in Sec. V.
The construction of the hybrid bipartite Wigner W-distribution in the product phase space may be similarly
established. Maintaining the compositions of the individual phase space Wigner functions for the spin and
oscillator variables, we present the W-distribution for the interacting system as
W(θ, φ;β, β∗) = 1pi2
√
2s+1
4pi
∑
kq
∫ TrO[%kqD(γ)] exp(β γ∗ − β∗ γ) d2γ Ykq(θ, φ). (4.11)
The above Wigner distribution (4.11) may be recast a` la [55] as an infinite alternating series sum of the diagonal
matrix elements of the density operator in the displaced oscillator number state basis:
W(θ, φ;β, β∗) = 2pi
√
2s+1
4pi
∑
kq
∞∑
n=0
(−1)n 〈β, n|%kq|β, n〉Ykq(θ, φ), |β, n〉 = D(β) |n〉 . (4.12)
An integration of the bipartite quasiprobability function (4.11) over the oscillator phase space generate the
Wigner distribution for the spin degree of freedom [56]:
WQ(θ, φ) ≡
∫
W(θ, φ;β, β∗) d2β ⇒ WQ(θ, φ) =
√
2s+1
4pi
∑
kq
%Qkq Ykq(θ, φ),
∫
WQ(θ, φ) dΩ = 1. (4.13)
Continuing our description of the bipartite quasiprobability functions on the joint phase space we now
constitute the positive semidefinite Husimi Q-function for the combined spin-oscillator system via the spherical
tensor decomposition (4.3) of the compounded density matrix:
Q(θ, φ;β, β∗) = 2 s+14pi2
∑
kq
(−1)k−q (ckq)−1 〈β| %kq |β〉 Ykq(θ, φ). (4.14)
The Q-function for the spin degree of freedom [48] is recovered from the bipartite construction (4.14) by an
integration over the oscillator phase space:
QQ(θ, φ) ≡
∫
Q(θ, φ;β, β∗) d2β ⇒ QQ(θ, φ) = 2 s+14pi
∑
kq
(−1)k−q (ckq)−1%Qkq Ykq(θ, φ),
∫
QQ(θ, φ)dΩ = 1. (4.15)
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For the sake of completeness we briefly summarize the recipe for the construction of the oscillator quasiprob-
ability distributions starting from the bipartite phase space densities. Integration of the bipartite distributions
over the qudit spherical phase space leads to the corresponding oscillator quasiprobabilities [49] listed below:∫
P(θ, φ;β, β∗)dΩ ≡ PO(β, β∗) = exp(|β|
2)
pi2
∫
〈−γ| ρO |γ〉 exp(|γ|2) exp(β γ∗ − β∗ γ) d2γ, (4.16)
∫
W(θ, φ;β, β∗)dΩ ≡WO(β, β∗) = 1
pi2
∫
TrO
[
ρOD(γ)
]
exp(β γ∗ − β∗ γ) d2γ, (4.17)
∫
Q(θ, φ;β, β∗)dΩ ≡ QO(β, β∗) = 1
pi
〈β|ρO|β〉 . (4.18)
The above oscillator quasiprobability distributions obey [49] the normalization restriction.
A. Explicit structures of the hybrid phase space distributions for the s = 1 case
The bipartite P-representation (4.7) may be explicitly determined by employing the composite density matrix
elements (4.3). The s = 1 example reads:
P(1)(θ, φ;β, β∗) = 116pi
∞∑
n,n˜=0
{
3(3− 4 cos θ + 5 cos 2θ)B(1)+,n(t)B(1)+,n˜(t)∗Λn,n˜1 − 6(1 + 5 cos 2θ)×
× B(1)0,n(t)B(1)0,n˜(t)∗Λn,n˜0 + 3(3 + 4 cos θ + 5 cos 2θ) B(1)−,n(t)B(1)−,n˜(t)∗Λn,n˜−1
+
∞∑
k=0
[
12
√
2 sin θ(1− 5 cos θ) Re
exp (iφ)B(1)+,n(t)B(1)0,n˜(t)∗ Gkn(−λ˜)Λk,n˜0 
+ 12
√
2 sin θ(1 + 5 cos θ) Re
exp (−iφ) B(1)−,n(t)B(1)0,n˜(t)∗ Gkn(λ˜)Λk,n˜0 ]
+
∞∑
k,`=0
60 sin2 θ Re
exp (2iφ)B(1)+,n(t)B(1)−,n˜(t)∗Gkn(−λ˜) Gn˜`(−λ˜)Λk,`0 }, (4.19)
where the weighted distribution is structured as Λn,n˜m =
1√
n!n˜!
exp(|βm|2)
(
− ∂∂βm
)n (
− ∂∂β∗m
)n˜
δ(2)(βm), and the
spin dependent displaced coordinate is given by βm = β + mλ˜. The oscillator phase space integral of the
composite quasiprobability density (4.19) provides, a` la (4.10), the qudit s = 1 diagonal PQ-representation:
P
(1)
Q (θ, φ) =
1
16pi
∞∑
n,n˜=0
{
3 (3− 4 cos θ + 5 cos 2θ)B(1)+,n(t)B(1)+,n˜(t)∗ δn,n˜ − 6 (1 + 5 cos 2θ) B(1)0,n(t)B(1)0,n˜(t)∗ δn,n˜
+ 3 (3 + 4 cos θ + 5 cos 2θ)B(1)−,n(t)B(1)−,n˜(t)∗ δn,n˜ + 12
√
2 sin θ (1− 5 cos θ) Re
exp (iφ) ×
× B(1)+,n(t)B(1)0,n˜(t)∗Gn˜n(−λ˜)
+ 12√2 sin θ (1 + 5 cos θ) Reexp (−iφ)B(1)−,n(t)B(1)0,n˜(t)∗Gn˜n(λ˜)
+ 60 sin2 θ Re
exp (2iφ)B(1)+,n(t)B(1)−,n˜(t)∗Gn˜n(−2λ˜)} . (4.20)
Alternately (4.20) may be directly computed via the corresponding spin density matrix (4.5) in the spherical
tensor basis and the construction [48] of the PQ(θ, φ)-representation appearing at the first equality in (4.10). This
provides a consistency check on the structure of the hybrid P-representation (4.7). Similarly, the composition
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(4.12) of the bipartite Wigner W-distribution provides its explicit evaluation for the s = 1 case:
W(1)(θ, φ;β, β∗) = 116pi2
∞∑
n,n˜=0
{(
8 +
√
10 + 12
√
2 cos θ + 3
√
10 cos 2θ
)
Hn,n˜1,1 (β, β∗)B(1)+,n(t)B(1)+,n˜(t)∗
+
(
8 + 4
√
10− 12
√
10 cos2 θ
)
Hn,n˜0,0 (β, β∗)B(1)0,n(t)B(1)0,n˜(t)∗ +
(
8 +
√
10− 12
√
2 cos θ
+ 3
√
10 cos 2θ
)
Hn,n˜−1,−1(β, β∗)B(1)−,n(t)B(1)−,n˜(t)∗ + 24(1 +
√
5 cos θ) sin θ ×
×Re
Hn,n˜1,0 (β, β∗) exp(i(φ+ λ˜Im(β)))B(1)+,n(t)B(1)0,n˜(t)∗+ 24(1−√5 cos θ) sin θ ×
×Re
Hn,n˜−1,0(β, β∗) exp(i(φ+ λ˜Im(β)))B(1)−,n(t)B(1)0,n˜(t)∗+ 12√10 sin2 θ ×
×Re
Hn,n˜1,−1(β, β∗) exp(2i(φ+ λ˜Im(β)))B(1)+,n(t)B(1)−,n˜(t)∗} , (4.21)
where the complex Gaussian structure stands as
Hn,n˜k,` (β, β∗) = 1√n!n˜! (β
∗
k + β
∗
` )
n
(βk + β`)
n˜
exp
(− 12 (|βk|2 + |β`|2)− βkβ∗` ) 2F0 (−n,−n˜;−;− 1|βk+β`|2)
and the hypergeometric sum is given by [54] 2F0(x, y;−; τ) =
∑∞
k=0(x)k(y)k
τk
k! , (x)k =
∏k−1
`=0 (x + `). Choosing
negative integers as numerator coefficients the function 2F0 may be expressed [57] via the Charlier polynomial:
ck(`; τ) = 2F0
(−k,−`;−;− 1τ ) ∀τ > 0. To derive the bipartite W-distribution (4.21) we utilize an identity [57]
that readily follows from the bilinear generating function of the Charlier polynomials:
∞∑
k=0
(−1)kτk
k! 2F0
(
− n,−k;−;− 1x
)
2F0
(
− k,−m;−;− 1y
)
=
(
1 + τx
)n (
1 + τy
)m
exp(−τ)×
×2F0
(
− n,−m;−;− τ(x+τ)(y+τ)
)
. (4.22)
A reduction of the phase space via the integration over the complex plane given in (4.13) now procures the
qudit WQ-distribution concretely for the s = 1 case:
W
(1)
Q (θ, φ) =
1
32pi
∞∑
n,n˜=0
{(
8 +
√
10 + 12
√
2 cos θ + 3
√
10 cos 2θ
)
B(1)+,n(t)B(1)+,n˜(t)∗ δn,n˜ +
(
8 + 4
√
10
− 12
√
10 cos2 θ
)
B(1)0,n(t)B(1)0,n˜(t)∗ δn,n˜ +
(
8 +
√
10− 12
√
2 cos θ + 3
√
10 cos 2θ
)
×
× B(1)−,n(t)B(1)−,n˜(t)∗ δn,n˜ + 24(1 +
√
5 cos θ) sin θ Re
exp(iφ) B(1)+,n(t)B(1)0,n˜(t)∗Gn˜n(−λ˜)
+ 24(1−
√
5 cos θ) sin θ Re
exp(−iφ) B(1)−,n(t)B(1)0,n˜(t)∗Gn˜n(λ˜)+ 12√10 sin2 θ
× Re
exp(2iφ) B(1)+,n(t)B(1)−,n˜(t)∗Gn˜n(−2λ˜)} . (4.23)
The above expression may also be directly obtained by applying our evaluation of the spin density matrix (4.5)
in a spherical basis, and utilizing the construction [48] of the PQ(θ, φ)-representation realized in (4.13). This
implements a consistency check on the validity of the hybrid W-representation (4.11) advanced here. We also
proceed with a similar demonstration of the bipartite Q-function given in (4.14). The compounded Q-function
for the qudit-oscillator system may be composed by employing the corresponding hybrid density matrix (4.3).
The s = 1 example is quoted below:
Q(1)(θ, φ;β, β∗) = 34pi2
∞∑
n,n˜=0
{
sin4
(
θ
2
)Yn,n˜1,1 (β, β∗)B(1)+,n(t)B(1)+,n˜(t)∗ + sin2 θ2 Yn,n˜0,0 (β, β∗)B(1)0,n(t)B(1)0,n˜(t)∗
+ cos4
(
θ
2
)Yn,n˜−1,−1(β, β∗)B(1)−,n(t)B(1)−,n˜(t)∗ +√2 sin θ sin2 ( θ2)ReYn,n˜1,0 (β, β∗)×
× exp
(
i
(
φ+ λ˜Im(β)
))
B(1)+,n(t)B(1)0,n˜(t)∗
+√2 sin θ cos2 ( θ2)ReYn,n˜−1,0(β, β∗) ×
× exp
(
−i
(
φ+ λ˜Im(β)
))
B(1)−,n(t)B(1)0,n˜(t)∗
+ sin2 θ2 ReYn,n˜1,−1(β, β∗) ×
× exp
(
2i
(
φ+ λ˜Im(β)
))
B(1)+,n(t)B(1)−,n˜(t)∗
} . (4.24)
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In the expression (4.24) we have employed the notation Yn,n˜k,` (β, β∗) = 1√n!n˜!β∗nk βn˜` exp
(− 12 (|βk|2 + |β`|2)). A
further integration on the oscillator variables a` la (4.15) now generates the s = 1 qudit Q
(1)
Q -function that may
alternately be established starting from the spin density matrix (4.5) in the spherical basis set and implementing
the construction given in [48]:
Q
(1)
Q (θ, φ) =
3
4pi
∞∑
n,n˜=0
{
sin4
(
θ
2
)B(1)+,n(t)B(1)+,n˜(t)∗δn,n˜ + 12 sin2 θ B(1)0,n(t)B(1)0,n˜(t)∗δn,n˜
+ cos4
(
θ
2
)B(1)−,n(t)B(1)−,n˜(t)∗δn,n˜ +√2 sin θ sin2 ( θ2)Reexp (iφ)B(1)+,n(t)B(1)0,n˜(t)∗Gn˜n(−λ˜)
+
√
2 sin θ cos2
(
θ
2
)
Re
exp (−iφ)B(1)−,n(t)B(1)0,n˜(t)∗Gn˜n(λ˜)+ sin2 θ2 ×
× Re
exp (2iφ)B(1)+,n(t)B(1)−,n˜(t)∗Gn˜n(−2λ˜)} . (4.25)
The preceding discussion allows us to view the hybrid bipartite phase space quasiprobability distributions as
the underlying structure that produces the appropriate qudit phase space functions following a dimensional
reduction.
The integral representations specified in (4.16-4.18) now allow us to extract the oscillator quasiprobability
distributions for the spin s = 1 case:
P
(1)
O (β, β
∗) =
∞∑
n,n˜=0
B(1)+,n(t) B(1)+,n˜(t)∗ Λn,n˜1 + B(1)0,n(t) B(1)0,n˜(t)∗ Λn,n˜0 + B(1)−,n(t) B(1)−,n˜(t)∗ Λn,n˜−1 ,
W
(1)
O (β, β
∗) = 2pi
∞∑
n,n˜=0
Hn,n˜1,1 (β, β∗)B(1)+,n(t) B(1)+,n˜(t)∗ +Hn,n˜0,0 (β, β∗)B(1)0,n(t) B(1)0,n˜(t)∗
+Hn,n˜−1,−1(β, β∗)B(1)−,n(t) B(1)−,n˜(t)∗
 ,
Q
(1)
O (β, β
∗) = 1pi
∞∑
n,n˜=0
Yn,n˜1,1 (β, β∗)B(1)+,n(t) B(1)+,n˜(t)∗ + Yn,n˜0,0 (β, β∗)B(1)0,n(t) B(1)0,n˜(t)∗
+Yn,n˜−1,−1(β, β∗)B(1)−,n(t) B(1)−,n˜(t)∗
 . (4.26)
B. Hybrid phase space distributions for the s = 3
2
case
We now concisely list the analytic expressions for the quasiprobability densities in the phase space for the spin
s = 32 case with the following objective in mind. The increasing complexity of the transitory Schro¨dinger spin
kitten states endowed with higher values of s is a consequence of realization of approximately pure qudit states
reflecting a relatively more extensive structure of superposition that may exist in a larger Hilbert space. To
explore the said increment in complexity we proceed by explicitly constructing the time evolution of the hybrid
quasiprobability distributions (4.7, 4.11, 4.14) for the s = 32 example:
11
P(
3
2 )(θ, φ;β, β∗) = 132pi
∞∑
n,n˜=0
{
(18− 45 cos θ + 30 cos 2θ − 35 cos 3θ)B(2,2)n,n˜ (t)Λn,n˜3
2
+ (18 + 45 cos θ
+ 30 cos 2θ + 35 cos 3θ)B
(−2,−2)
n,n˜ (t)Λ
n,n˜
− 32
+ (−2 + 55 cos θ − 30 cos 2θ + 105 cos 3θ)×
× B(1,1)n,n˜ (t)Λn,n˜1
2
− (2 + 55 cos θ + 30 cos 2θ + 105 cos 3θ)B(−1,−1)n,n˜ (t)Λn,n˜− 12
+
∞∑
k,`=0
[
10
√
3(3 sin θ − 4 sin 2θ + 7 sin 3θ) Re
exp (iφ) B(2,1)n,n˜ (t)Gkn(− 3λ˜2 )Gn˜`( λ˜2 )Λk,`0 
+ 40
√
3(1− 7 cos θ) sin2 θ Re
exp (2iφ) B(2,−1)n,n˜ (t)Gkn(− 3λ˜2 )Gn˜`(− λ˜2 )Λk,`0 
+ 280 sin3 θ Re
exp (3iφ) B(2,−2)n,n˜ (t)Gkn(− 3λ˜2 )Gn˜`(− 3λ˜2 )Λk,`0 − 10(sin θ + 21 sin 3θ)×
× Re
exp (iφ) B(1,−1)n,n˜ (t)Gkn(− λ˜2 )Gn˜`(− λ˜2 )Λk,`0 + 40√3(1 + 7 cos θ) sin2 θ ×
× Re
exp (2iφ) B(1,−2)n,n˜ (t)Gkn(− λ˜2 )Gn˜`(− 3λ˜2 )Λk,`0 +10√3(3 sin θ + 4 sin 2θ + 7 sin 3θ)×
× Re
exp (iφ) B(−1,−2)n,n˜ (t)Gkn( λ˜2 )Gn˜`(− 3λ˜2 )Λk,`0 ]} ,
W (
3
2 )(θ, φ;β, β∗) = 180pi2
∞∑
n,n˜=0
{(
3(8
√
15 +
√
35) cos θ + 5(8 + 2
√
5 + 6
√
5 cos 2θ +
√
35 cos 3θ)
)
×
×Hn,n˜3
2 ,
3
2
(β, β∗)B(2,2)n,n˜ (t) +
(
−3(8
√
15 +
√
35) cos θ + 5(8 + 2
√
5 + 6
√
5 cos 2θ
−
√
35 cos 3θ)
)
Hn,n˜− 32 ,− 32 (β, β
∗)B(−2,−2)n,n˜ (t) +
(
(8
√
15− 9
√
35) cos θ − 5(−8 + 2
√
5
+6
√
5 cos 2θ + 3
√
35 cos 3θ)
)
Hn,n˜1
2 ,
1
2
(β, β∗)B(1,1)n,n˜ (t) +
(
(−8
√
15 + 9
√
35) cos θ
+5(8− 2
√
5− 6
√
5 cos 2θ + 3
√
35 cos 3θ)
)
Hn,n˜− 12 ,− 12 (β, β
∗)B(−1,−1)n,n˜ (t) + 4
√
5×
×(3(4 +
√
21) + 20
√
3 cos θ + 5
√
21 cos 2θ) sin θRe
Hn,n˜3
2 ,
1
2
(β, β∗) exp
(
i(φ+ λ˜Im(β))
)
×
×B(2,1)n,n˜ (t)
+ 40√15(1 +√7 cos θ) sin2 θReHn,n˜3
2 ,− 12
(β, β∗) exp
(
2i(φ+ λ˜Im(β))
)
×
×B(2,−1)n,n˜ (t)
+ 40√35 sin3 θReHn,n˜3
2 ,− 32
(β, β∗) exp
(
3i(φ+ λ˜Im(β))
)
B
(2,−2)
n,n˜ (t)

+8
√
5(4
√
3 + 3
√
7− 15
√
7 cos2 θ) sin θRe
Hn,n˜1
2 ,− 12
(β, β∗) exp
(
i(φ+ λ˜Im(β))
)
×
×B(1,−1)n,n˜ (t)
+ 40√15(1−√7 cos θ)sin2 θReHn,n˜1
2 ,− 32
(β, β∗) exp
(
2i(φ+ λ˜Im(β))
)
×
×B(1,−2)n,n˜ (t)
+ 4√5(3(4 +√21)− 20√3 cos θ + 5√21 cos 2θ) sin θ ×
×Re
Hn,n˜− 12 ,− 32 (β, β∗) exp(i(φ+ λ˜Im(β)))B(−1,−2)n,n˜ (t)} ,
Q(
3
2 )(θ, φ;β, β∗) = 18pi2
∞∑
n,n˜=0
{
8 sin6
(
θ
2
)Yn,n˜3
2 ,
3
2
(β, β∗)B(2,2)n,n˜ (t) + 24 sin
4
(
θ
2
)
cos2
(
θ
2
)Yn,n˜1
2 ,
1
2
(β, β∗)B(1,1)n,n˜ (t)
+ 24 cos4
(
θ
2
)
sin2
(
θ
2
)Yn,n˜− 12 ,− 12 (β, β∗)B(−1,−1)n,n˜ (t) + 8 cos6 ( θ2)Yn,n˜− 32 ,− 32 (β, β∗)B(−2,−2)n,n˜ (t)
+ 8
√
3 sin θ sin4
(
θ
2
)
Re
Yn,n˜1
2 ,
3
2
(β, β∗) exp
(
−i
(
φ+ λ˜Im(β)
)
− 2λ˜Re(β)
)
B
(1,2)
n,n˜ (t)

+ 8
√
3 sin θ cos4
(
θ
2
)
Re
Yn,n˜− 32 ,− 12 (β, β∗) exp(−i(φ+ λ˜Im(β))+ 2λ˜Re(β))B(−2,−1)n,n˜ (t)
+ 4
√
3 sin2 θ sin2
(
θ
2
)
Re
Yn,n˜− 12 , 32 (β, β∗) exp(−2i(φ+ λ˜Im(β))− λ˜Re(β))B(−1,2)n,n˜ (t)
+ 4
√
3 sin2 θ cos2
(
θ
2
)
Re
Yn,n˜− 32 , 12 (β, β∗) exp(−2i(φ+ λ˜Im(β))+ λ˜Re(β))B(−2,1)n,n˜ (t)
+ 6 sin3 θRe
Yn,n˜− 12 , 12 (β, β∗) exp(−i(φ+ λ˜Im(β)))B(−1,1)n,n˜ (t)
+ 2 sin3 θRe
Yn,n˜− 32 , 32 (β, β∗) exp(−3i(φ+ λ˜Im(β)))B(−2,2)n,n˜ (t)} . (4.27)
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In the derivation of the hybrid W(
3
2 )-distribution (4.27) the identity (4.22) has been used. The above quasiprob-
ability densities on the composite phase space lead, in turn, to the construction of the relevant spin distributions
on the sphere via the integration of the oscillator degree of freedom given in equations (4.10), (4.13) and (4.15),
respectively:
P
( 32 )
Q (θ, φ) =
1
32pi
∞∑
n,n˜=0
{
(18− 45 cos θ + 30 cos 2θ − 35 cos 3θ) B(2,2)n,n˜ (t) δn,n˜ + (18 + 45 cos θ
+ 30 cos 2θ + 35 cos 3θ)B
(−2,−2)
n,n˜ (t)δn,n˜ + (−2 + 55 cos θ − 30 cos 2θ + 105 cos 3θ)×
× B(1,1)n,n˜ (t) δn,n˜ − (2 + 55 cos θ + 30 cos 2θ + 105 cos 3θ) B(−1,−1)n,n˜ (t) δn,n˜ + 10
√
3(3 sin θ
− 4 sin 2θ + 7 sin 3θ)Re
exp (iφ) B(2,1)n,n˜ (t)Gmn(−λ˜)+ 40√3(1− 7 cos θ) sin2 θ ×
× Re
exp (2iφ) B(2,−1)n,n˜ (t)Gmn(−2λ˜)+ 280 sin3 θReexp (3iφ) B(2,−2)n,n˜ (t) ×
× Gmn(−3λ˜)
− 10(sin θ + 21 sin 3θ) Reexp (iφ) B(1,−1)n,n˜ (t)Gmn(−λ˜)
+ 40
√
3(1 + 7 cos θ) sin2 θRe
exp (2iφ) B(1,−2)n,n˜ (t)Gmn(−2λ˜)+ 10√3(3 sin θ
+ 4 sin 2θ + 7 sin 3θ)Re
exp (iφ) B(−1,−2)n,n˜ (t)Gmn(−λ˜)} ,
W
( 32 )
Q (θ, φ) =
1
160pi
∞∑
n,n˜=0
{(
3(8
√
15 +
√
35) cos θ + 5(8 + 2
√
5 + 6
√
5 cos 2θ +
√
35 cos 3θ)
)
×
×B(2,2)n,n˜ (t)δn,n˜ +
(
−3(8
√
15 +
√
35) cos θ + 5(8 + 2
√
5 + 6
√
5 cos 2θ −
√
35 cos 3θ)
)
×
×B(−2,−2)n,n˜ (t)δn,n˜ +
(
(8
√
15− 9
√
35) cos θ − 5(−8 + 2
√
5 + 6
√
5 cos 2θ
+3
√
35 cos 3θ)
)
B
(1,1)
n,n˜ (t)δn,n˜ +
(
(−8
√
15 + 9
√
35) cos θ + 5(8− 2
√
5− 6
√
5 cos 2θ
+3
√
35 cos 3θ)
)
B
(−1,−1)
n,n˜ (t)δn,n˜ + 4
√
5
(
3(4 +
√
21) + 20
√
3 cos θ + 5
√
21 cos 2θ
)
×
×sin θRe
exp(iφ)B(2,1)n,n˜ (t)Gn˜n(−λ˜)+ 40√15(1 +√7 cos θ) sin2 θ ×
×Re
exp(2iφ)B(2,−1)n,n˜ (t)Gn˜n(−2λ˜)+ 40√35 sin3 θReexp(3iφ)B(2,−2)n,n˜ (t)Gn˜n(−3λ˜)
+8
√
5(4
√
3 + 3
√
7− 15
√
7 cos2 θ) sin θRe
exp(iφ)B(1,−1)n,n˜ (t)Gn˜n(−λ˜)
+40
√
15(1−
√
7 cos θ) sin2 θRe
exp(2iφ)B(1,−2)n,n˜ (t)Gn˜n(−2λ˜)+ 4√5(3(4 +√21)
−20
√
3 cos θ + 5
√
21 cos 2θ) sin θRe
exp(iφ)B(−1,−2)n,n˜ (t)Gn˜n(−λ˜)} ,
Q
( 32 )
Q (θ, φ) =
1
8pi
∞∑
n,n˜=0
{
8 sin6
(
θ
2
)
B
(2,2)
n,n˜ (t)δn,n˜ + 24 sin
4
(
θ
2
)
cos2
(
θ
2
)
B
(1,1)
n,n˜ (t)δn,n˜ + 24 cos
4
(
θ
2
)
sin2
(
θ
2
)×
× B(−1,−1)n,n˜ (t)δn,n˜ + 8 cos6
(
θ
2
)
B
(−2,−2)
n,n˜ (t)δn,n˜ + 8
√
3 sin θ sin4
(
θ
2
)
Re
exp (−iφ)×
× B(1,2)n,n˜ (t)Gn˜n(λ˜)
+ 8√3 sin θ cos4 ( θ2)Reexp (−iφ) B(−2,−1)n,n˜ (t)Gn˜n(λ˜)
+ 4
√
3 sin2 θ sin2
(
θ
2
)
Re
exp (−2iφ) B(−1,2)n,n˜ (t)Gn˜n(2λ˜)+ 4√3 sin2 θ cos2 ( θ2)×
× Re
exp (−2iφ) B(−2,1)n,n˜ (t)Gn˜n(2λ˜)+ 6 sin3 θReexp (−iφ) B(−1,1)n,n˜ (t)Gn˜n(λ˜)
+ 2 sin3 θRe
exp (−3iφ) B(−2,2)n,n˜ (t)Gn˜n(3λ˜)} . (4.28)
As already noted the spin phase space densities (4.28) may be alternately constructed following the recipe
developed in [48] and utilizing our derivation of the spherical components of the density matrix (4.6). This
confirms the validity of the approach considered here that starts from the composite phase space quasiprobability
distributions. Our description of the spin kitten states for the s = 32 example given in Sec. V is based on the
structure (4.28) enunciated above.
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The integral representations given in (4.16-4.18) permit us to obtain the oscillator phase space quasiproba-
bility densities for the present example of spin s = 32 :
P
( 32 )
O (β, β
∗) =
∞∑
n,n˜=0
B(2,2)n,n˜ (t) Λn,n˜3
2
+ B
(1,1)
n,n˜ (t) Λ
n,n˜
1
2
+ B
(−1,−1)
n,n˜ (t) Λ
n,n˜
− 12
+ B
(−2,−2)
n,n˜ (t) Λ
n,n˜
− 32
 ,
W
( 32 )
O (β, β
∗) = 2pi
∞∑
n,n˜=0
Hn,n˜3
2 ,
3
2
(β, β∗)B(2,2)n,n˜ (t) +Hn,n˜1
2 ,
1
2
(β, β∗)B(1,1)n,n˜ (t) +Hn,n˜− 12 ,− 12 (β, β
∗)B(−1,−1)n,n˜ (t)
+Hn,n˜− 32 ,− 32 (β, β
∗)B(−2,−2)n,n˜ (t)
 ,
Q
( 32 )
O (β, β
∗) = 1pi
∞∑
n,n˜=0
Yn,n˜3
2 ,
3
2
(β, β∗)B(2,2)n,n˜ (t) + Yn,n˜1
2 ,
1
2
(β, β∗)B(1,1)n,n˜ (t) + Yn,n˜− 12 ,− 12 (β, β
∗)B(−1,−1)n,n˜ (t)
+Yn,n˜− 32 ,− 32 (β, β
∗)B(−2,−2)n,n˜ (t)
 . (4.29)
V Nonclassical features in the phase space: spin kitten states
To explore the emergence of transitory spin kitten states during the evolution generated by the bipartite Hamil-
tonian (2.1) at moderately strong coupling λ˜ ∼ O (10−2) we study the qudit entropy given by
S(ρQ) = −Tr [ρQ log ρQ] , (5.1)
where we have omitted explicit reference to the spin quantum number: s. As our bipartite system inhabits a
pure state, the entropies of two individual subsystems are equal [58]. The entropy associated with the oscillator
degree of freedom is, therefore, identical to that of the spin variable S(ρQ) given in (5.1). This elementary feature
has an interesting consequence on the experimental realization of the spin kitten states. We will comment on this
later. The entropy of the individual subsystems may be viewed as the entanglement entropy of the bipartite
hybrid system. The characteristic time scale that governs the said appearance of the kitten states may be
understood as follows. The order of terms in the expansion of the Laguerre polynomial in the off-diagonal
elements of the Hamiltonian for the spin s = 1, 32 cases given in (2.5) and (2.8), respectively, engenders the
corresponding time scales inherent to the process. In the analysis presented here we explore the first nontrivial
dimensionless time scale ω tlong ∼ O
(∆
ω exp
(
− λ˜22
)
λ˜2
)−1 that originates as a consequence of the linear term
appearing in the Laguerre polynomial. For the set of parameters considered here the above time scale pertinent
to the realization of the kitten states is given by ω tlong ∼ O
(
106
)
. To proceed, we consider the entropy (5.1) for
the spin s = 1, 32 cases in Figs. 1(a) and 3(a), respectively. One general feature evident in these two diagrams
is the existence of a quasiperiodicity of the system that renders the entropy reducing to approximately zero
periodically, which, in turn, imparts a near-factorizability to the bipartite composite state. Following previous
argument this quasiperiod may be quantified as
ωT|quasiperiod = 2pi
(∆
ω exp
(
− λ˜22
)
λ˜2
)−1 . (5.2)
Our later discussions in the context of Figs. 1 and 3 regarding the evolution of specific states will support
the remarkable accuracy of this description. Towards checking the true periodicity of the system we evaluate
the Hilbert-Schmidt distance [59] between the initial qudit state and the evolving state under investigation.
Between any two arbitrary density matrices ((ρQ)1 , (ρQ)2) the Hilbert-Schmidt distance is defined as follows:
[dHS ((ρQ)1 , (ρQ)2)]
2 ≡ Tr
[(ρQ)1 − (ρQ)22] = 4pi2s+1 ∫ (WQ(θ, φ))1 − (WQ(θ, φ))22 dΩ. (5.3)
The equality in (5.3) expresses the metric on the Hilbert space dHS ((ρQ)1 , (ρQ)2) via the corresponding spin
Wigner WQ(θ, φ)-distributions. The distance measures between the initial state and various states in question
are quoted in Figs. 1(a) and 3(a). In these illustrations we notice that the system returns, in a time scale,
say, Trev, close to its initial state after an integral number of its arrivals to the approximately zero entropy
configurations. Roughly speaking, we obtain
Trev ≈ nT|quasiperiod, (5.4)
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where n is a small positive integer. The near reproduction of the original state in the phase space may be con-
sidered as a spin analog of the quantum revival of a wave packet [60]. Another important feature noticed in the
Figs. 1(a) and 3(a) is the almost periodic manifestation of the nonzero locally minimum entropy configurations.
These structures are crucial for the study of the spin kitten states. For the configurations depicted in Figs. 2
and 4 the initial states are, as a consequence of the choice c = 0 in (3.1), completely factorizable, and, therefore,
do not contain any coherent superposition of states. Consequently, the said short-lived spin kitten states are
generated due to the dynamical spin-photon interaction. For the spin s = 1 case the nonzero locally minimum
entropy states occur at times (tD, tE, tF, tG) in Fig. 1(a), when the approximate Schro¨dinger 2-kitten states are
observed. The diagonal spin PQ-representation of these states are depicted in diagrams (b, c, d, e), respectively,
of Fig. 2. As the spin increases, more complex kitten states start appearing due to the feasibility of increased
quantum coherence among the spin wave function components. For the spin s = 32 case we investigate the
evolving states at times (tC, tD, tE, tF) considered in Fig. 3(a). The spin PQ-representation corresponding to
these times are given in illustrations (b, c, d, e), respectively, in Fig. 4. While Figs. 4(b, c) represent 3-kitten
states at respective times (tC, tD), the Fig. 4(d) embodies a 2-kitten state at time tE. Moreover, the Fig. 4(e)
constitutes the 4-kitten state at time tF. The formation of spin kitten states coinciding with nonzero locally
minimum entropy configurations has close correspondence with the fractional revival of the wave packets [60].
Akin to the system of wave packets, the present bipartite system also maintains the time of manifestation of
the quantum fractional revivals as k` Trev, where (k, `) are coprime integers [61]. In this regard a distinguishing
feature between the Figs. 1(a) and 3(a) is that the latter, owing to the higher dimensionality of its Hilbert
space contains more locally minimum entropy structures reflecting a wider possibility of formations of coherent
superposition of states. This translates into the transitory formation of more complex kitten states for the
s = 32 case. Lastly, the equality of the entropy of both the subsystems discussed following (5.1) provides a cue
towards experimental detection of the spin kitten states. The concurrent appearance of local entropy minima
for both sectors now indicates simultaneous realizations of spin and oscillator Schro¨dinger kitten states. The
plots of oscillator Wigner distribution WO(β, β∗) given in (4.26, 4.29) substantiate this property. We do not
reproduce these diagrams here.
In contrast to the above discussion, the ultrastrong coupling domain λ˜ ∼ O(1) incorporates a large number of
interaction modes and their harmonics with a wide range of characteristic time scales O
(∆
ω exp
(
− λ˜22
)
λ˜2n
)−1,
where n ∈ (0, 1, 2, . . .). As a consequence the phase correlations among the interacting modes in the system are
lost causing the disappearance of any collapse and revival pattern. The randomization of the phases induces the
quasiperiodicity of the qudit entropy to vanish, and the system does not return close to its initial configuration
in a finite time. A stabilization of the value of entropy (Figs. 1(b), 3(b)) sets in, while a random stochastic
fluctuation around the stabilized value of entropy is also observed.
A. Second order spin correlation function
Towards further study on the coherence properties of the spin kitten states we use the normalized second order
spin correlation function [23, 27] defined as
gs(t) =
〈S2+S2−〉
〈S+S−〉2 , 〈Θ〉 ≡ Tr [ρQ(t) Θ] . (5.5)
The correlation function (5.5) determines [23] possible existence of antibunching effect in the emission spectrum
of photons. It has also been employed [27] to signal the contrast between the properties of spin kitten states
with that of a spin coherent state. For the spin coherent state (3.3) emerging in (3.1) with the c = 0 choice, the
correlation function (5.5) reads [62]
gs(t = 0) =
(
2s− 1
s
)(
2s+ tan2
(
θ˜
2
))−2 (
tan4
(
θ˜
2
)
+ 2(2s− 1) tan2
(
θ˜
2
)
+ s(2s− 1)
)
. (5.6)
In the strong coupling regime here we explore the time dependence of the correlation function (5.5) to
distinguish the temporal spin kitten states from the remainder characterized by high entropy configurations
evident in Figs. 1(a) and 3(a). The qudit density matrices for s = 1 and s = 32 examples given in (3.8) and
(3.14), respectively, now furnish the corresponding time dependent spin correlation function (5.5). The function
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gs(t) for the examples considered here may be expressed via the ensemble averages listed below:
〈S+S−〉s=1 = 2
∞∑
n=0
(
|B(1)+,n(t)|2 + |B(1)0,n(t)|2
)
, 〈S2+S2−〉s=1 = 4
∞∑
n=0
|B(1)+,n(t)|2, (5.7)
〈S+S−〉s= 32 =
∞∑
n=0
(
3
(
B(2,2)n,n (t) + B
(−1,−1)
n,n (t)
)
+ 4B(1,1)n,n (t)
)
,
〈S2+S2−〉s= 32 = 12
∞∑
n=0
(
B(2,2)n,n (t) + B
(1,1)
n,n (t)
)
. (5.8)
In the strong coupling regime the observed total and fractional revivals in Fig. 5 (a1, b1) are symbolized by
nearly sinusoidal, large amplitude and short range oscillations in the time evolution of gs(t). These oscillations
with time period ∼ O(ω−1) are visible in the insets of Fig. 5 (a1, b1). Qualitatively this may be understood
as follows. These revival times are rational multiples of T|quasiperiod given in (5.2). At the time of revival there
is a drop in entropy and, consequently, there is an increase in the purity of the qudit quantum state while
the composite bipartite system remains almost disentangled. Relatively few modes of quantum fluctuations
present at the instants of revival interfere coherently and give rise to transient harmonic fluctuations observed
at those times. Away from these periods the qudit inhabits a highly mixed state and the entropy returns to its
near-maximal value. A comparatively larger number of fluctuation modes are produced and a randomization of
their phases leads them to largely annihilate each other. This is evident (Fig. 5(a1, b1) ) in the collapse of the
fluctuations of the function gs(t) at instants apart from the revival times. Another distinguishing feature of the
short-lived revival times is that coherence of the quantum fluctuations localizes the phase space distributions
in relatively small domains (Figs. 2, 4). Off the revival times, on the other hand, the lack of coherence of
the fluctuations has a spreading effect on the phase space distributions and make them delocalized (Fig. 6).
Moreover, in support of the above description it is worth mentioning that similar oscillatory behavior is observed
at the revival times in the intensity for stimulated emission 〈Sz〉 plots with period T|quasiperiod. We, however, for
the sake of brevity omit these plots.
Another characteristic of the normalized correlation function gs(t) evident in Fig. 5 (a1, b1) is that successive
antibunching and bunching of the emitted radiation appear during the short range coherent oscillations generated
at the moments of revival. For the correlation function in the range gs(t) < 1 (gs(t) > 1) antibunching
(bunching) of the emission process takes place. On the occasions of antibunching of the radiation the photoevents
are said to be anticorrelated i.e. occurrence of one makes the next one less likely. Oscillations observed in the
correlation function gs(t) at the instants of revival (insets of Fig. 5 (a1, b1)) demonstrate the consecutive display
of antibunching and bunching effects. Collective interaction of the atoms with the photon field is known [23]
to diminish the antibunching of radiation. In our context it is revealed in a comparison of the insets in Figs. 5
(a1) and (b1). For the spin s =
3
2 example the lowest values of gs(t) achieved during revivals are comparatively
higher than those realized for spin s = 1 case. This points towards the reduction of antibunching effects with
increasing spin.
As observed before the ultrastrong coupling domain λ˜ ∼ O(1) generates a progressively large number of
interaction modes with widely distributed characteristic time scales. As a consequence the phase correlations
among the interacting modes endowed with incommensurate frequencies are completely lost. The randomization
of the phases eliminates all quasiperodic patterns. In particular, the time evolution of gs(t) in this domain
exhibits (Fig. 5 (a2, b2)) chaotic behavior without any quantum collapse and revival structure. In this fully
randomized realm it is, however, observed (Figs. 5 (a2) and (b2)) that for the s = 1 case, in contrast to the higher
spin s = 32 example, the correlation function exhibits gs(t) < 1 behavior far more frequently. Therefore, the
antibunching effect on the emitted photons survive in the chaotic regime for the low spin qudits, and gradually
disappear for larger spin quantum numbers where cooperative effects among the atoms become increasingly
dominant.
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Figure 1: For the factorized initial state (3.1) with c = 0 the time evolution of the entropy for the s = 1
case is studied. (a): For the strong coupling regime (λ˜ = 0.005) the parametric values are as follows: ∆ =
0.16, z = 0.1051, α = 3, r = 0.2. To explore the near-recurrence of the initial state during the evolution
process we compute the Hilbert-Schmidt distances between the initial state at t0 = 0 and the states at tA =
1.571170 × 106, tB = 3.142120 × 106, tC = 4.712820 × 106, tL = 6.284030 × 106. Here and elsewhere all times
are specified in the scale ω−1, and for all numerical work we use the unit ω = 1. The relevant distances read
dHS |tA = 0.526507, dHS |tB = 0.951675, dHS |tC = 0.514655, dHS |tL = 0.009092. Thereby it is manifest that the
system achieves near-reproduction of its initial state at tL ≡ Trev. The quasiperiod (5.2) of the time evolution
of the entropy for the present set of parameters equals 1.570816×106, which, very accurately, may be identified
with tA. The full revival time (5.4) now corresponds to n = 4. The kitten states realized at (tD, tE, tF, tG) are
studied in Fig. 2. (b): For the ultrastrong coupling regime we chose λ˜ = 0.2 while all other parameters remain
identical to those in diagram (a). Large coupling leads to the generation of many interaction modes and their
harmonics. As the phase relationships between these modes are randomized, the quasiperiodicity of the system
disappears leaving a stabilized value of entropy around which stochastic fluctuations develop.
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Figure 2: We display the construction of the spin diagonal PQ(θ, φ)-representation for the s = 1 example
studied in Fig. 1 at the initial and other times marked therein. The diagram (a-f) refer, successively, to the times
t0 = 0, tD = 0.785496× 106, tE = 2.355998× 106, tF = 3.927010× 106, tG = 5.498003× 106, tL = 6.284030× 106.
The parametric choices here are identical to those in Fig. 1(a). The diagrams (a) and (f) indicate that a close
repetition of the initial state occurs at tL, when an almost complete revival of the system is manifest. The spin
kitten states, evident in the illustrations (b-e), are realized at respective times (tD, tE, tF, tG) specified above.
The formation of spin kitten states may be regarded as fractional revivals in the hybrid system.
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Figure 3: The time evolution of the entropy for the s = 32 case is produced for the factorized initial state (3.1)
with c = 0. (a): For the quasiperiodic evolution the chosen parametric values are ∆ = 0.15, z = 0.1051, α =
3, r = 0.2, and the coupling constant equals λ˜ = 0.007. The Hilbert-Schmidt distance is studied to infer the
closeness of the evolving state with its initial (t0 = 0) counterpart. At times tA = 0.854819×106, tB = 1.710040×
106, tL = 2.564985× 106 the state achieves zero entropy configuration. The Hilbert-Schmidt distances between
the initial state and the qudit states at these times dHS |tA = 0.917149, dHS |tB = 0.924257, dHS |tL = 0.019044
suggest near-duplication of the initial state at time tL ≡ Trev. For the current set of parameters the quasiperiod
(5.2) of the near-null value of the entropy stands as 0.854876× 106, which closely equals tA. The corresponding
full revival time (5.4) is given by n = 3. The observed transitory kitten states, say, at times (tC, tD, tE, tF), when
the entropy reduces to nonzero local minimal values, are specified in Fig. 4. (b): We observe the evolution of the
entropy by increasing the coupling to the ultrastrong regime λ˜ = 0.2, while retaining all other parameters equal
to their values considered in (a). As a consequence of creation of large number of modes, the quasiperiodicity
of the evolving state is lost. Random fluctuations occur around a steady state of entropy.
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Figure 4: For the choice of the factorized initial state (3.1) with c = 0 we produce the spin quasiprobability
PQ(θ, φ)-representation for the s = 32 case at various times considered in Fig. 3(a). The parametric choices
here are identical to those in Fig. 3(a). The diagrams (a, f) refer to the initial time t0 = 0 and the time
tL = 2.564985 × 106, when the system returns close to the initial state. The 3-kitten states arise at times
tC = 0.284981×106 and, for instance, tD = 0.570000×106, where the locally minimum entropy configurations are
produced. These are illustrated in diagrams (b, c), respectively. The 2-kitten state formed at tE = 1.282021×106
is depicted in diagram (d). Finally we observe 4-kitten state at time tF = 2.137999 × 106. This is given in
diagram (e). In contrast to the s = 1 case, the larger size of the Hilbert space of the qudit
(
s = 32
)
allows more
quantum correlation to be present within the system. This, for instance, produces the 3 and 4-kitten states in
the present example.
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Figure 5: For the factorized initial state (3.1) with c = 0 the time evolution of the second order correlation
function gs(t) is studied. For the s = 1 case in the strong coupling regime considered in the diagram (a1), the
coupling strength, other parameters as well as the marked times of revivals are taken to be identical to those in
Fig. 1(a). Similarly the diagram (b1) depicts the correlation function for the example s =
3
2 where the coupling
strength, other parametric values, and the times of total as well as fractional revivals are exactly same as those
in Fig. 3(a). Compared to the other revivals, the fluctuations in gs(t) as observed for 3-kitten states at times
tC, tD in (b1) are lesser as the corresponding dips in the entropy (Fig. 3(a)) are marginal. This diminishes the
pure state component in the 3-kitten density matrices. A comparison of the insets in Figs. (a1) and (b1) reveals
that the condition of antibunching of the emitted photons gs(t) < 1 is more strongly satisfied for the lesser spin
s = 1 case. Diagrams (a2) and (b2) study the incoherent chaotic behavior of gs(t) at the ultrastrong coupling
regime λ˜ = 0.2. Other parametric values of (a1)/(b1) are retained in (a2)/(b2). Here also the validity of the
antibunching condition occurs far more frequently for the lower spin s = 1 example than its higher spin analog.
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Figure 6: To study the delocalization in the phase space off the quantum revival times we study the spin
quasiprobability PQ(θ, φ)-representation for the factorized initial state (3.1) with the choice c = 0. The diagrams
(a, b) refer to the cases of s = 1 and s = 32 for the times ωt = 2.022 × 106 and ωt = 0.669 × 106 where the
corresponding entropies are near their maximal values: S(ρ
(1)
Q ) = 1.01065 and S(ρ
( 32 )
Q ) = 1.22474. The coupling
strengths and parametric choices for the diagrams (a, b) here are identical to those in Fig. 1(a) and Fig. 3(a).
Compared with the kitten like structure (Figs. 2 and 4) the PQ(θ, φ)-representations observed here have a
broader spread.
VI Quantum spin state tomography
In the previous sections we have described the evolution of the interacting spin-oscillator system via the phase
space quasiprobability distributions. Various tomographic schemes, however, develop representations of quan-
tum states of systems in terms of the measurable normalized probability densities. Advancing a formulation
of tomography of the spin states the authors of Ref. [50] produced an invariant expression for the elements of
the density matrix of an arbitrary spin s via the measurable probability of the projection of the spin in any
direction. The probability distribution function is a diagonal density matrix element of the spin state in an
arbitrarily rotated frame described by the corresponding Euler angles denoted below as (a, b, g).
To describe the tomography scheme for the discrete spin variables the authors of Ref. [50, 51] employed the
Wigner D-matrices which are the matrix elements of the irreducible representations of the rotation group:
Djm′m(a, b, g) = exp(iam
′) exp(igm) djm′m(b),
djm′m(b) =
√
(j+m′)!(j−m′)!
(j+m)!(j−m)!
(
cos b2
)m′+m (
sin b2
)m′−m
Pm
′−m,m′+m
j−m′ (cos b). (6.1)
Parametrized by Euler angles the diagonal entries of the qudit density matrix provide [50, 51] a positive definite
probability distribution of the allowed spin components in a direction specified by corresponding rotations:
ω˜(s) (m; a, b, g) ≡
s∑
m′,m′′=−s
Dsmm′ (a, b, g) (ρQ)
(s)
m′m′′ D
s
mm′′ (a, b , g)
∗. (6.2)
As the discrete probability distribution (6.2) is constructed via utilizing the representation (6.1) of the rotation
group, its dependence on the Euler angle a disappears while the normalization relation reads:
ω˜(s) (m; a, b, g) ≡ ω(s) (m; b, g),
s∑
m=−s
ω(s) (m; b, g) = 1. (6.3)
In the example studied here the above construction (6.2) may be directly implemented as the evolution of the
qudit density matrix is determined under the adiabatic approximation scheme. For instance, the qudit density
matrix (3.8) for s = 1 case immediately provides the corresponding tomogram that may be considered as the
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reconstruction of the state via the positive definite probability distribution:
ω(1)(m; b, g) = 12
(
sin b
2
)2m
(1−m)!(1 +m)!
∞∑
n,n˜=0
{(
cot b2 P
m−1,m+1
1−m (cos b)
)2
×
× B(1)+,n(t)B(1)+,n˜(t)∗ δnn˜ +
(
tan b2 P
(m+1,m−1)
1−m (cos b)
)2
B(1)−,n(t)B(1)−,n˜(t)∗δnn˜
+ 2
(
Pm,m1−m (cos b)
)2 B(1)0,n(t)B(1)0,n˜(t)∗ δnn˜ + 2√2Pm,m1−m (cos b)( tan b2 ×
× Pm+1,m−11−m (cos b) Re
(
exp (ig)B(1)0,n(t)B(1)−,n˜(t)∗ Gn˜n(−λ˜)
)
+ cot b2 ×
× Pm−1,m+11−m (cos b) Re
(
exp (ig)B(1)+,n(t)B(1)0,n˜(t)∗ Gn˜n(−λ˜)
))
+ 2 Pm−1,m+11−m (cos b)P
m+1,m−1
1−m (cos b) Re
(
exp (2ig)×
× B(1)+,n(t)B(1)−,n˜(t)∗ Gn˜n(−2λ˜)
)}
. (6.4)
Continuing further we also utilize our approximate evaluation of the s = 32 qudit density matrix given in (3.14)
to procure the corresponding tomogram that expresses the evolution of the state in terms of the probability
distribution in arbitrarily rotated frames characterized by the Euler angles:
ω(
3
2 )(m; b, g) = 16
(
sin b
2
)2m ( 3
2 −m
)
!
(
3
2 +m
)
!
∞∑
n,n˜=0
{
δnn˜
(
cot3 b2
(
P
m− 32 ,m+ 32
3
2−m
(cos b)
)2
B
(2,2)
n,n˜ (t)
+ 3 cot b2
(
P
m− 12 ,m+ 12
3
2−m
(cos b)
)2
B
(1,1)
n,n˜ (t) + 3 tan
b
2
(
P
m+ 12 ,m− 12
3
2−m
(cos b)
)2
B
(−1,−1)
n,n˜ (t)
+ tan3 b2
(
P
m+
3
2 ,m−
3
2
3
2−m
(cos b)
)2
B
(−2,−2)
n,n˜ (t)
)
+ 2
√
3 P
m− 32 ,m+ 32
3
2−m
(cos b)
(
cot2 b2 ×
× Pm− 12 ,m+ 123
2−m
(cos b) Re
(
exp(ig) B
(2,1)
n,n˜ (t)Gn˜n(−λ˜)
)
+ cot b2 P
m+ 12 ,m− 12
3
2−m
(cos b)×
× Re
(
exp(2ig) B
(2,−1)
n,n˜ (t)Gn˜n(−2λ˜)
))
+ 2
√
3 P
m+ 32 ,m− 32
3
2−m
(cos b)
(
tan2 b2 ×
× Pm+ 12 ,m− 123
2−m
(cos b) Re
(
exp(ig) B
(−1,−2)
n,n˜ (t)Gn˜n(−λ˜)
)
+ tan b2 P
m− 12 ,m+ 12
3
2−m
(cos b)×
× Re
(
exp(2ig) B
(1,−2)
n,n˜ (t)Gn˜n(−2λ˜)
))
+ 2 P
m+ 32 ,m− 32
3
2−m
(cos b) P
m− 32 ,m+ 32
3
2−m
(cos b)×
× Re
(
exp(3ig) B
(2,−2)
n,n˜ (t)Gn˜n(−3λ˜)
)
+ 6 P
m+ 12 ,m− 12
3
2−m
(cos b) P
m− 12 ,m+ 12
3
2−m
(cos b)×
× Re
(
exp(ig) B
(1,−1)
n,n˜ (t)Gn˜n(−λ˜)
)}
. (6.5)
Towards expressing the phase space quasiprobability densities via the true tomographic probability distribu-
tion explicitly determined here one may proceed as follows. Applying the orthogonality relations of the Wigner
3j-coefficients [48] the authors of Ref. [50] inverted the defining property (6.2) to express the qudit density
matrix elements in the angular momentum basis:
(−1)m′′ (ρQ)(s)m′m′′ =
2 s∑
σ=0
σ∑
m˜=−σ
(2σ + 1)2
s∑
m=−s
(−1)m
(
s s σ
m −m 0
) (
s s σ
m′ −m′′ m˜
)
×
×
∫
ω(s) (m; b, g) Dσ0 m˜ (a, b, g)
dW
8pi2 , (6.6)
where the measure of the angular variables is given by
∫
dW = ∫ 2pi
0
da
∫ pi
0
sin b db
∫ 2pi
0
dg = 8pi2. Extending
this approach we use the tomographic composition (6.6) of the qudit state to express its density matrix in the
spherical tensor basis (4.4) as follows:(
%Q
)(s)
k q
= (2 k + 1)
3
2
∑
m
(−1)s−m+q
(
s s k
m −m 0
) ∫
ω(s) (m; b, g) Dk0 −q(a, b, g)
dW
8pi2 . (6.7)
The above integral on the Euler angular variables admits a consistency check between our expressions of the
tomograms evaluated in (6.4) and (6.5) for the cases s = 1, 32 respectively on one hand, and the corresponding
23
expressions of the qudit density matrix in the spherical tensor basis produced in (4.5) and (4.6) on the other.
The phase space quasiprobabilities such as the qudit PQ-representation, Wigner WQ -distribution, and the QQ-
function, given in equations (4.10), (4.13) and (4.15) respectively, may now be explicitly formulated using the
positive definite probability distribution ω(s)(m; b, g) associated with spin projections in arbitrarily rotated
frames.
Towards demonstrating the tomographic representations of the qudit states we chose the s = 32 example
displayed in the Fig. 7. For the selection of parameters given therein, we study the entropy S(ρQ) of the
state given in (5.1) in the strong coupling regime (λ˜ = 0.002). The entropy S(ρQ) exhibits the quasiperiodicity
discussed in Sec. V. At the locally minimum configurations of the entropy, where the spin kitten states have
been observed to emerge, we consider the construction of the tomograms in Fig. 7(a, b). The diagrams (a1,...,
a4) in the said figure specify the probability distribution for the projections of the spin variable corresponding
to the qudit 3-kitten state, whereas the diagrams (b1,..., b4) similarly illustrate the tomographic composition
of the spin 4-kitten state. A comparison between the above two sets of diagrams suggests the following. While
the 3-kitten state is formed (Fig. 7(a)) via the coherent superposition of largely the extremal spin component
states m = ± 32 , the 4-kitten state (Fig. 7(b)) owes its origin to a more complex superposition of all the spin
component states. A complete separation of lobes is not manifest for the 4-kitten state in the s = 32 case as the
density matrix receives contributions from states other than the pure 4-kitten state.
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Figure 7: The tomogram ω(
3
2 )(m; b, g) for the s = 32 case is considered for two examples. For the strong
coupling strength λ˜ = 0.002 and a factorized initial state (3.1) maintained with c = 0, the parametric values
are chosen as follows: ∆ = 0.15, z = 0.1051, α = 3, r = 0.2. (a): The displayed 3-kitten state is realized at
time t = 1.397223 × 107, when the diagrams (a1, a2, a3, a4) exhibit positive definite probability distributions
for the spin projections m = − 32 , . . . , 32 , respectively. (b): On the other hand the 4-kitten state develops at
the time t = 5.242093 × 106. It is described via the illustrations (b1, b2, b3, b4) signifying the probabilities
for the allowed values of the projection quantum number quoted therein. Complete separation of the lobes for
the 4-kitten state does not occur (say in (b2, b3)). This suggests that the pertinent density matrix receives
significant contributions from states other than the 4-kitten state.
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VII Generation of spin squeezed states
In order to study the emergence of the spin squeezed states during the time evolution of the qudit-oscillator
system we follow the description given by the authors of Ref. [34]. The spin is regarded [34] to be squeezed if
the variance of one spin component, perpendicular to the mean spin vector determined by the density matrix,
assumes less value than the variance for a spin coherent state. The mean spin direction and its normal vectors
are specified [37, 45] via the following triplet:
~n1 ≡ (sinϑ cosϕ, sinϑ sinϕ, cosϑ) , ~n2 ≡ (− sinϕ, cosϕ, 0) , ~n3 ≡ (− cosϑ cosϕ,− cosϑ sinϕ, sinϑ) , (7.1)
whose polar and azimuthal angles are characterized by the spin expectation values:
ϑ = cos−1 〈Sz〉|〈~S〉| , ϕ =
cos
−1 〈Sx〉
|〈~S〉| sinϑ if 〈Sy〉 > 0,
2pi − cos−1 〈Sx〉|〈~S〉| sinϑ if 〈Sy〉 ≤ 0.
(7.2)
In (7.2) we have used the notation | 〈~S〉 |=
√
〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2. An arbitrary vector normal to the mean
spin direction reads ~n⊥ = ~n2 cosχ + ~n3 sinχ, and the corresponding spin component is given by S⊥ ≡ ~S · ~n⊥ .
The defining property (7.2) imposes the constraint 〈S⊥〉 = 0, and, therefore, the dispersion of the normal spin
component reads (∆S⊥)
2
= 〈S2⊥〉. Using the notation S~nk = ~S · ~nk, k ∈ {2, 3} the minimum variance of the
normal spin component is now given by [37, 45]
min (∆S⊥)
2
=
1
2
(〈S2~n2〉+ 〈S2~n3〉)− 12 [(〈S2~n2〉 − 〈S2~n3〉)2 + 〈(S~n2S~n3 + S~n3S~n2)〉2] 12 , (7.3)
The spin squeezing measure provided in Ref. [34] is the ratio of the above minimum dispersion with the
corresponding variance in a spin coherent state: ξ2s =
2 min(∆S⊥)
2
s . The spin squeezing is realized [34] when
the quantum correlation reduces the fluctuations in one spin component normal to the mean spin direction less
than its coherent state limit.
In the presence of the spin squeezing a quasiprobability density, say, the Wigner WQ-distribution assumes an
elliptical shape in contrast to an isotropic form that is evident for a spin coherent state. Quantum uncertainties
are deformed by effective nonlinear interactions that twists the fluctuations as observed in Fig. 8. Nonlinear
interactions triggering the spin squeezing effect are produced in the low energy limit of the effective Hamiltonian
for the bipartite process (2.1) considered here. For instance, adopting the technic developed in [63] we may
obtain the lowest order of nonlinear interactions in the present model, which, in particular, includes a term
∼ ωλ˜2S2z that activates one axis twisting of the quasiprobability densities. This effective Hamiltonian has also
been achieved [52] using another technic. The mean spin direction and the optimal squeezing direction vary with
time. We also note that in conjunction with the spin squeezing various degrees of eddy like structures are present
the WQ-distributions. It is observed that with the dominance of the said swirl in the phase space distributions,
limitations arise in the the minimum attainable uncertainty. This behavior, when present, causes relatively
higher values of the squeezing parameter ξ2s . For the s = 1 and s =
3
2 example we study the evolutionary
behavior of the squeezing parameter ξ2s in Fig. 8. With the choice of the parameter c = 0 the factorized initial
state (3.1) does not experience any squeezing at t = 0 (Fig. 8). Owing to the nonlinear terms in the effective
Hamiltonian squeezing develops dynamically for the evolving state.
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Figure 8: The qudit Wigner WQ-distributions are plotted for the initial state (3.1) with c = 0, which represent
a spin coherent state. (a): First row refers to spin s = 1 case with the parametric choices ∆ = 0.12, λ˜ =
0.005, z = 0.3249, α = 0.5, r = 0. Diagram (a1) depicts the long time evolution of the squeezing parameter,
while (a2, a3) refer, consecutively, to WQ-distributions at times t = 120717, t = 2137004. The corresponding
squeezing coefficients equal ξ21 = 0.3712 and ξ
2
1 = 0.3492. (b): The WQ-distributions displayed in the second
row study the s = 32 example. Other parameters read ∆ = 0.1, λ˜ = 0.01, z = 0.3249, α = 0.5, r = 0. The long
time evolution of the squeezing parameter is portrayed in (b1), whereas (b2, b3) represent WQ-distributions at
respective times t = 31685, t = 659013 with the corresponding squeezing coefficients given by ξ23
2
= 0.4242 and
ξ23
2
= 0.4223.
27
VIII Conclusion
Applying an adiabatic approximation method we study a hybrid qudit-oscillator interacting system in the strong
as well as the ultrastrong interaction regimes. Starting with a pure state of the bipartite system, we observe its
evolution via the phase space dynamics. The quasiprobability distributions in the hybrid factorized phase space
are constructed. The qudit and the oscillator phase space densities are procured via a dimensional reduction
process achieved by integrating the phase space variables related to one sector. In the strong coupling domain
the system displays a quasiperiodic behavior when it returns close to its initial configuration. Starting with
factorizable initial state we observe that at the local minimum values of the entropy atomic Schro¨dinger kitten
states form at times given by rational fractions of the period. This may be evidenced via the spin phase space
distributions, say the PQ(θ, φ)-representation. These kitten states embody coherent quantum superposition
and therefore reveal nonclassicality. An alternate spin tomographic description expresses the evolution of the
system via a positive definite probability distribution reflecting the diagonal elements of the spin density matrix
in an arbitrarily rotated frame. Since our bipartite system resides in a pure state, the pertinent subsystems
have equal entropy. In particular, the local minimum configurations of the entropy are experienced by both
the subsystems concurrently. Therefore the transitory emergence of the spin kitten states and their oscillator
counterparts accompany each other. This may be relevant in the experimental observation of the spin kitten
states. Another feature of nonclassicality observed is that due to presence of the quadratic terms of the spin
generators in the effective Hamiltonian, the initial spin coherent state dynamically evolves to squeezed spin
states recurrently when the system undergoes quantum fluctuations. For the ultrastrong coupling strength the
quasiperiodicity of the evolution disappears and the entropy shows stabilization in the presence of a randomized
fluctuation. Moreover, both in the strong and ultrastrong coupling regimes antibunching of the emitted photons
is observed particularly for the low spin (s = 1) case. We also note that it is important to estimate the extent
of nonclassicality of the quantum states in the ultrastrong coupling regime (Figs. 1(b) and 3(b)) where an
equilibrium-like behavior sets in. This will be pursued elsewhere.
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