Abstract. We prove a multilinear version of Phelps' Lemma: if the zero sets of multilinear forms of norm one are 'close', then so are the multilinear forms.
Proof. Consider g| Ker f . Since the norm of g| Ker f on that subspace is less than ε, we can use the Hahn-Banach Theorem to conclude that there is an h ∈ X such that h ≤ ε and h = g on Ker f. We have that Ker f ⊂ Ker (g − h), so by Theorem A, g − h = af for some a ∈ C. Thus g − af = h, and g − af = h ≤ ε. Now |1 − |a|| = | g − af | ≤ g − af ≤ ε, so 1 − ε ≤ |a| ≤ 1 + ε. If we now take α = a |a| , then g − αf = g − af + (a − α)f ≤ g − af + |a − α| ≤ 2ε.
Clearly, as ε → 0, one recovers Theorem B. Note also that if we are not concerned about the size of the constant a, then the first paragraph of the above proof shows that g − af ≤ ε. We shall refer to this as the first part of Phelps' Lemma. Note also that the second part of Phelps' Lemma, which provides the 2ε estimate, follows immediately from g − af ≤ ε regardless of the fact that f and g are linear forms. We shall use this below for multilinear forms.
It is interesting to note that Theorem A above does not hold for multilinear forms, although Theorem B does [2] .
Our proof of a multilinear Phelps' Lemma will require the use of constants c k > 0 such that if P and Q are k-homogeneous polynomials, then
The existence of such constants has been observed by C. Benítez, Y. Sarantopoulos, and A. Tonge [4] and also by R. Ryan and B. Turett [9] .
Although we write all our proofs for complex Banach spaces, note that the same arguments remain true in the real case, by simply replacing C by R.
We would like to thank Vicente Montesinos for several useful comments regarding applications of Phelps' Lemma.
A multilinear version of Phelps' Lemma
We will denote by X 1 , . . . , X n complex Banach spaces with S X i being the associated unit spheres. We will use the notation x = (x 1 , . . . , x n−1 ) ∈ X 1 × · · · × X n−1 and y ∈ X n . A and B will denote n-linear forms on X 1 × · · · × X n of norm one, and we will write A(x, y) = A(x 1 , . . . , x n−1 , y). A x : X n → C will be the linear function obtained by fixing x, and A y : X 1 ×· · ·×X n−1 → C will be the n − 1-linear function obtained by fixing y (and similarly for B).
A(x, y) = 0}, and for any ε > 0,
We begin with an algebraic result due to [2] . The proof presented here is different, shorter, and has a bearing on our later generalization of Phelps' Lemma.
Proposition 1.1. If A and B are n-linear forms of norm one, then
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. We proceed by induction on n. For n = 1, this is Theorem B. For n > 1, suppose the result true for n − 1-linear forms. We have, for each y ∈ S X n ,
Thus by the induction hypothesis, B y = α y A y for some α y ∈ C. Also, for each
so by Theorem B, B x = α x A x for some α x ∈ C. Note that given any (x, y) with A(x, y) = 0,
Consider y 1 and y 2 such that
So for y's such that A y = 0, setting α = α y produces a well-defined constant. If y is such that A y = 0, then by hypothesis B y = 0, so B y = αA y in this case as well. Thus B y = αA y for all y, so B = αA. Since both have norm one, |α| = 1.
Our multilinear Phelps' Lemma will be a continuous version of Proposition 1.1: if Z(A) ⊂ ε(B), then B ≈ αA for some α with |α| = 1. For each ε > 0, n > 1, x ∈ S X 1 ×· · ·×S X n−1 , and y ∈ S X n we shall need the following sets, which generalize the singletons {α y } in the previous proof:
. If B x = 0, any β with |β| ≤ ε belongs to Λ x (ε). If A x = 0, then B x ≤ ε, and B x − βA x ≤ ε for all β ∈ C, so Λ x (ε) = C. Suppose then that both are non-zero, and normalize:
By the first part of Phelps' Lemma, there is a β for which
Note that we have not yet proved that the sets Λ y (ε) are non-empty. Of course for bilinear A this is true by the above lemma, but for n > 2, this is an essential part of Theorem 1.4 below.
Lemma 1.3. If Z(A)
⊂ ε(B), then i) If ε ≤ ε , then Λ y (ε) ⊂ Λ y (ε ). ii) If α 1 ∈ Λ y 1 (ε) and α 2 ∈ Λ y 2 (ε), then for all x ∈ S X 1 × · · · × S X n−1 , |α 1 − α 2 | ≤ 2ε |A(x, y 1 )| + 2ε |A(x, y 2 )|
(where if a denominator is zero, we agree that the fraction equals ∞).
iii where D(α, r) is the closed disc centered at α with radius r.
Proof. ii) Suppose α ∈ Λ y (ε) and β ∈ Λ x (ε). Then
|A(x,y)| . Now let α 1 ∈ Λ y 1 (ε) and α 2 ∈ Λ y 2 (ε), and take β ∈ Λ x (ε), which is non-empty by Lemma 1.2. Therefore,
iii) Say α ∈ Λ y (ε) and |λ| ≤ r. We have
The constants c n appearing in the following proof are the constants referred to in the Introduction (see [4] , [9] ). Also, we use the fact that k-linear forms are k-homogeneous polynomials. Indeed, any k-linear form on X 1 × · · · × X k is a khomogeneous analytic function on the space X 1 × · · · × X k .
Theorem 1.4. For all n, there is a constant D n such that if A and B are n-linear forms of norm one, then
Proof. We first observe that by induction on n, there exist constants d n such that for such n-linear forms
for some complex number α 0 . Indeed, the case d 1 = 1 follows from the first part of Phelps' Lemma. For n > 1, suppose the result true for (n − 1)-linear forms, and proceed as in Lemma 1.2 to obtain that Λ y (d n−1 ε) is non-empty.
Next, take δ ∈ (0, 1). Choose y δ ∈ S X n such that A y δ ≥ 1−δ, and take another y ∈ S X n for which A y = 0. Since k-linear forms are k-homogeneous polynomials, there is a constant c n−1 > 0 such that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and take α ∈ Λ y (d n−1 ε) and α δ ∈ Λ y δ (d n−1 ε), which, as we have just seen, are nonempty sets (note that A(x, y) and A(x, y δ ) are non-zero). Then by ii) of Lemma 1.3,
On the other hand, if y is such that A y = 0,
Thus,
These K δ 's are non-empty compact sets, decreasing as δ → 0, so Thus, letting D n = 2d n , the proof is complete.
Note that the constant obtained in the theorem is 
