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Optimal LRC codes for all lenghts n ≤ q
Oleg Kolosov Alexander Barg Itzhak Tamo Gala Yadgar
Abstract—A family of distance-optimal LRC codes from cer-
tain subcodes of q-ary Reed-Solomon codes, proposed by I. Tamo
and A. Barg in 2014, assumes that the code length n is a multiple
of r + 1. By shortening codes from this family, we show that it
is possible to lift this assumption, still obtaining distance-optimal
codes.
I. INTRODUCTION
Let C be a q-ary code of length n and cardinality qk. We
say that C has locality r if for every i = 1, . . . , n there
exists a subset Ii ⊂ {1, . . . , n}\{i}, |Ii| = r such that for
every codeword c = (c1, . . . , cn) and every i = 1, . . . , n the
coordinate ci is a function of the coordinates {ci, i ∈ Ii}. We
call C an (n, k, r) LRC code, and call the subsets Ai := Ii∪{i}
repair groups.
Codes with the locality property were introduced in [1],
which also proved the following upper bound on the minimum
distance of an (n, k, r) LRC code:
dmin(C) ≤ n− k −
⌈k
r
⌉
+ 2. (1)
We call an LRC code optimal if its distance is the largest
possible given the other parameters. Several constructions of
optimal LRC codes were proposed in the literature, among
them [3]–[9]. In particular, [8] suggested a family of q-ary
(n, k, r) LRC codes for any n ≤ q such that (r + 1)|n that
are optimal with respect to the bound (1). As shown recently
in [2], in some cases it is possible to extend this construction
to the case n ≤ q + 1 (still assuming the divisibility).
The codes in [8] are constructed as certain subcodes of
Reed-Solomon (RS) codes. Namely, for a given n the code
is constructed as a subcode of the RS code of length n and
dimension k+⌈k
r
⌉−1.While the “parent” RS code is obtained
by evaluating all the polynomials of degree ≤ k + ⌈k
r
⌉ − 2,
the LRC codes in [8] are isolated by evaluating the subset of
polynomials of the form
fa(x) =
r−1∑
i=0
⌈ k
r
⌉−1∑
j=0
aijg(x)
jxi,
where deg(fa) ≤ k+⌈
k
r
⌉−2 and where g(x) is a polynomial
constant on each of the repair groups Ai.
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As pointed out in [8], it is possible to lift the condition
(r+1)|n, obtaining LRC codes whose distance is at most one
less than the right-hand side of (1). At the same time, [8] did
not give a concrete construction of such codes, and did not
resolve the question of optimality. In this note we point out
a way to lift the divisibility assumption, constructing optimal
LRC codes for almost all parameters.
Our results can be summarized as follows.
Theorem I.1. Suppose that the following assumptions on the
parameters are satisfied:
(1) Let s := nmod (r + 1) and suppose that s 6= 1;
(2) Let
m =
⌈ n
r + 1
⌉
.
We assume that n¯ := m(r + 1) ≤ q;
Then there exists an explicitly constructible (n, k, r) LRC
code C whose distance is the largest possible for its parameters
n, k, and r.
Remark: After this note was completed, we became aware
that most of its results are implied by an earlier work by
A. Zeh and E. Yaakobi [10]. Specifically, we prove a bound
on the distance of LRC codes of length n given in Theorem
III.3, which is sometimes stronger than the bound (1). We also
construct a family of LRC codes obtained as shortenings of the
codes in [8] and use the bounds (1), (11) to show that they have
the largest possible minimum distance for their parameters.
It turns out that our strengthened bound is a particular case
of [10, Thm.6], and that the fact that shortening optimal
LRC codes preserves optimality is shown in [10, Thm.13].
This implies that the codes in [8] can be shortened without
sacrificing the optimality property.
In this note we give an explicit algebraic construction of
the shortened codes from [8], which is not directly implied by
[10]. We believe that the construction of codes presents some
interest. We also give an independent, self-contained proof of
the needed particular case of the bound on their distance.
II. THE CONSTRUCTION
Let F = Fq, let n be the code length and let r be the target
locality parameter. As stated above, we assume that s 6= 1 (the
case s = 0 accounts for the original construction in [8] and is
included below). Let t := r + 1− s.
Let A¯ ⊂ F be a subset of size n¯. Suppose that A¯ is
partitioned into disjoint subsets of size r + 1:
A¯ =
m⋃
i=1
Ai. (2)
The set A of n coordinates of the code C is formed of arbitrary
m − 1 blocks in this partition, say A1, . . . , Am−1, and an
2arbitrary subset of the block Am of size s (our construction
includes the case of (r+1)|n in [8], in which case this subset
is empty). Denote by B the subset of Am that is not included
in A, so that
A =
m−1⋃
i=1
Ai ∪ (Am\B).
Let g(x) ∈ F[x] be a polynomial of degree r + 1 that is
constant on each of the blocks of the partition (2) and let γ
be the value of g(x) on the points in the set Am. Without
loss of generality we will assume that γ = 0 (if not, we can
take the polynomial g(x)− γ as the new polynomial g(x)). A
way to construct such polynomials relies on the structure of
subgroups of F and was presented in [8] (see also [4]).
The codewords of C are formed as evaluations of specially
constructed polynomials f(x) on the set of points A. To define
the polynomials, let k′ := k + t and define the quantity
Sk′,r(i) =


⌊
k′
r
⌋
i < k′mod r⌊
k′
r
⌋
− 1 i ≥ k′mod r.
, i = 0, . . . , r − 1.
Next let a ∈ F k be a data vector. Write a as a concatenation
of two vectors:
(aij , i = 0, . . . , r − 1, j = 1, . . . , Sk′,r(i))
(bm,m = 0, . . . , s− 2).
(3)
The total number of entries in the vectors in (3) equals
(k′mod r)
⌊k′
r
⌋
+ r − (k′mod r)
⌊k′
r
− 1
⌋
=
⌊k′
r
⌋
r − r + (k′mod r) + r − t = k′ − t = k,
so (3) is a valid representation of the k-dimensional vector a.
Given a, let us construct the polynomial
fa(x) =
r−1∑
i=0
fi(x)x
i + hB(x)
r−t−1∑
m=0
bmx
m, (4)
where hB(x) =
∏
β∈B(x−β), deg(hB) = t is the annihilator
polynomial of B and
fi(x) :=
Sk′,r(i)∑
j=1
aijg(x)
j .
Let {α1, α2, . . . , αn} be the set of elements of F that
corresponds to the indices in the set A. Define the evaluation
map
a
ev
7→ ca := (fa(αi), i = 1, . . . , n). (5)
Varying a ∈ F k, we obtain a linear (n, k) code C. We
summarize the construction as follows.
CONSTRUCTION 1. For given n, k, r the LRC code C of
length n and dimension k is the image of the linear map
ev : F k → Fn defined in (5).
We note that the code C forms a shortening of the code
in [8] by the coordinates in B, so overall C is a shortened
subcode of the RS code of length n¯.
III. PROPERTIES OF THE CODE C
A. Locality
Let us show that the code C has locality r. Let i be the erased
coordinate. If i ∈ Aj , j = 1, . . . ,m − 1, then consider the
restriction (fa)|Aj of the polynomial fa to the set Aj , |Aj | =
r + 1. From (4), deg(fa)|Aj = r − 1, so on the set Aj it
can be interpolated from its r values. Once the polynomial
(fa(x))|Aj is found, we compute the value ci = (fa)|Aj (αi),
completing the repair task.
Now suppose that i ∈ Am\B. We note that the restricted
polynomial (fa)|Am of degree at most r − 1 such that
fa(α) = (fa)|Am(α) = 0 for any α ∈ B.
Now note that |Am\B| = s, and that s − 1 out of these
coordinates are known. Together with the zero values at the
points of B this gives s− 1 + t = r known values, implying
that it is possible to find the restricted polynomial (fa)|Am .
Once this polynomial is computed, evaluating it at the point
αi again gives back the value of the missing coordinate.
B. Dimension and distance
Lemma III.1. [8, Thm.2.1] Let C be an (n, k, r) LRC code,
then
k ≤ n−
⌈ n
r + 1
⌉
. (6)
The results about the parameters of the code C are summa-
rized in the following proposition.
Proposition III.2. Let C be an LRC code with locality r given
by Construction 1. Then dim(C) = k and
d ≥ n− k −
⌈k + t
r
⌉
+ 2. (7)
Proof: We begin with bounding the degree of the poly-
nomials fa(x) in (4). Suppose that r 6 | k
′, then the maximum
degree is
deg(fa) =
⌊k′
r
⌋
(r + 1) + (k′mod r) − 1
= k′ +
⌊k′
r
⌋
− 1 (8)
= k′ +
⌈k′
r
⌉
− 2. (9)
Now consider the case r|k′, namely,
deg(fa) ≤
(⌊k′
r
⌋
− 1
)
(r + 1) + (r − 1)
= k′ +
⌈k′
r
⌉
− 2. (10)
To prove that dim(C) = k it suffices to show that the image
of a nonzero a ∈ F k under the map (5) is nonzero. We will
prove an even stronger fact, namely that wt(ca) ≥ 2 for any
a 6= 0. We know that fa(x) has t of its zeros in B, so the
number of zeros in the set ∪m−1i=1 Ai ∪ (Am\B) is at most
deg(fa)− t ≤ k
′ + ⌈k′/r⌉ − 2− t.
3Noting that ⌈ n
r+1⌉ =
n+t
r+1 and using (6), we obtain
n− k −
⌈k′
r
⌉
≥
⌈ n
r + 1
⌉
−
⌈k + t
r
⌉
≥
⌈ n
r + 1
⌉
−
⌈n− ⌈ n
r+1⌉+ t
r
⌉
=
⌈ n
r + 1
⌉
−
⌈n− n+t
r+1 + t
r
⌉
=
⌈ n
r + 1
⌉
−
⌈n+ t
r + 1
⌉
= 0.
Thus the number of nonzero values of fa(x) within the support
of the codeword is at least two1. Hence the mapping (5) is
injective on F k, which proves that dim(C) = k. The weight
of a nonzero vector satisfies wt(ca) ≥ n − deg(fa), which
together with (9)-(10) proves inequality (7) for the distance of
C.
C. Optimality
Finally let us prove that the constructed codes are distance-
optimal. The following upper bound on the distance of LRC
codes tightens the bound (1) in some cases.
Theorem III.3. Let C be an (n, k, r) LRC such that s :=
nmod (r+1) 6= 0, 1. Suppose that C has m := ⌊ n
r+1⌋ disjoint
repair groups Ai such that |Ai| = r+1, i = 1, . . . ,m−1 and
|Am| = s.
If either r|k, or r6 | k and kmod r ≥ s, then
dmin(C) ≤ n− k −
⌈k
r
⌉
+ 1. (11)
Proof: The minimum distance of a q-ary (n, k) code (with
or without locality) equals
d = n− max
I⊆[n]
{|I| : CI < q
k}.
Let A′i ⊂ Ai be an arbitrary subset of size |Ai| − 1 and let
I ′ = A′1 ∪ · · · ∪A
′
⌊ k−1
r
⌋
∪ A′m.
Note that
|I ′| = r
⌊k − 1
r
⌋
+ s− 1. (12)
If r|k then, since s ≤ r, (12) becomes
k − r + s− 1 ≤ k − 1
Similarly, if r6 | k and kmod r ≥ s, then (12) becomes
k − 1− ((kmod r) − 1) + s− 1 ≤ k − 1.
Thus in either case |I ′| ≤ k − 1.
If |I ′| < k − 1, let us add to it arbitrary k − 1 − |I ′|
coordinates which are not in the set
A1 ∪ · · · ∪ A⌊ k−1
r
⌋ ∪ Am,
again calling the resulting subset I ′. By construction, |CI′ | ≤
qk−1.
1The distance of C is in fact greater than 2, as is shown in the second part
of this lemma. The reason that we obtain 2 here is that we rely on a universal
bound (6) for the rate of the code C which is valid for all parameters.
Now consider a larger subset of coordinates that is formed
of the complete repair groups and the set I ′,
I = I ′ ∪ A1 ∪ · · · ∪ A⌊ k−1
r
⌋ ∪ Am.
Because of the locality property, the coordinates in I depend
on the coordinates in I ′, and so |CI | = |CI′ |. Finally, |I| =
|I ′| + ⌊k−1
r
⌋ + 1 = k + ⌈k
r
⌉ − 1. Therefore the minimum
distance is at most d ≤ n− |I|, giving (11).
Proposition III.4. The codes given by Construction 1 have
the largest possible value of the distance for their parameters.
Proof: The distance of the code C is given in (7). The
difference between n− k− ⌈k
r
⌉+ 2 in (1) and the right-hand
side of (7) equals
∆ :=
⌈k + t
r
⌉
−
⌈k
r
⌉
≤ 1
(since t ≤ r − 1).
If ∆ = 0, then the code C is optimal by (1).
Let us prove that C is optimal even when ∆ = 1. Let us
find the parameters for which this holds true. Let k = ru+ v,
where 0 ≤ v ≤ r− 1. If v = 0 (i.e., r|k), then clearly ∆ = 1.
Otherwise, suppose that v ≥ 1 and compute
⌈k + t
r
⌉
−
⌈k
r
⌉
=
⌈
u+ 1 +
v + 1− s
r
⌉
− (u+ 1),
which equals 1 if and only if v + 1− s > 0, i.e., if and only
if v = kmod r ≥ s.
In summary, ∆ = 1 if and only if either r|k, or r6 | k and
kmod r ≥ s. However, in both these cases, according to (11),
the maximum possible distance is one smaller than the bound
(1). This again establishes optimality of the code C.
Remark: In conclusion we note that the code family in
[8] affords an easy extension to the case when each repair
group is resilient to more than one erasure (i.e., it supports a
code with distance ρ > 2). The construction in [8] assumes
that (r + ρ − 1)|n. Using the ideas in the previous section,
specifically, polynomials of the form (4), it is easy to lift
this assumption, obtaining codes that support local correc-
tion of multiple erasures for any length n ≤ q such that
⌈ n
r+ρ−1⌉(r + ρ− 1) ≤ q.
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