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Abstract
We present a formulation of the polarizable density embedding (PDE) method in
combination with the complex polarization propagator (CPP) method for the calcula-
tion of absorption spectra of molecules in solutions. The method is particularly useful
for the calculation of near-edge X-ray absorption fine structure (NEXAFS) spectra.
We compare the performance of PDE-CPP with the previously formulated polarizable
embedding (PE) CPP model for the calculation of the NEXAFS spectra of adenine,
formamide, glycine and adenosine triphosphate (ATP) in water at the carbon and ni-
trogen K-edges, as well as of formamide and glycine at the oxygen K-edge. In general,
we find only minor differences between the performance of PDE and PE for the tar-
geted parts of the spectra, except in the case of transitions involving Rydberg states,
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for which non-electrostatic effects are found to be important.
Introduction
Multiscale techniques have found a significant place in the domain of molecular modeling
due to their efficiency and versatility in tackling the challenges of predicting properties of
large molecular systems in comparison to full quantum-mechanical descriptions.1 A popular
set of multiscale methods are hybrid quantum-mechanical/molecular-mechanical (QM/MM)
methods that focus the computational effort on the chemically important part of the sys-
tem while addressing the rest of the system in a less expensive fashion using classical force
fields.2–5 Among the plethora of QM/MM type multiscale methods4,6,7 are the polarizable
embedding8,9 (PE) and the QM/QM/MM polarizable density embedding10 (PDE) models,
both developed in recent years to facilitate efficient and accurate calculation of environment
effects on molecular response properties. Standard response theory11–13 has found its appli-
cation in predicting various important response properties, such as molecular polarizabilities,
UV/vis spectra, multiphoton absorption, etc.14 These properties are calculated from the lin-
ear or higher order response functions and their residues. Standard response theory assumes
an infinite lifetime of the excited states. The resulting response functions contain poles on
the frequency axis at positions corresponding to resonance energies of the system. On one
side, this yields a recipe to compute, e.g., one-photon absorption spectra, from the poles
(excitation energies) and residues (oscillator strengths) of the dipole-dipole linear response
function. On the other side, due to their pole structure, the response functions themselves
(as well as some of their residues) become unphysical in near-resonance and resonance regions
of the spectrum and do not represent the observable of interest. Moreover, even if computing
absorption spectra from individual excitation energies and strengths is not difficult in cases
where the excited states are well resolved (i.e., where there is low density of states in the
observed region), it may become quite challenging when targeting parts of the spectrum
2
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where the density of states is high. This is for instance the case for large molecular systems,
and for the X-ray frequency region.
One way to overcome the above-mentioned problems is by taking into account the fi-
nite lifetimes of excited states through formulations of damped response theory,15–18 as done
e.g. within the complex polarization propagator15,16,19 (CPP) method, where the response
functions are well defined on the entire spectrum. Damped response theory has already
been successfully implemented in combination with the PE model for both density func-
tional theory20 (DFT) and coupled cluster (CC).21 In PE, the environment is accounted
for in an explicit manner through a set of multipole moments and polarizabilities typically
with a local origin on the atoms defining the environment. The multipole moments give rise
to electrostatic interaction terms, while polarizabilities allow for inclusion of the environ-
ment polarization terms when calculating both the ground state properties and molecular
response properties. Thus, the changes in the molecular electron density upon e.g. an elec-
tronic excitation are reflected in the environment. It has previously been observed that PE
lacks a fully satisfactory description of intermolecular interactions in the near vicinity of the
chromophore, where the wave function of the chromophore begins to overlap with the wave
function of the environment,22 meaning that non-electrostatic repulsion can play an impor-
tant role.23 The lack of the non-electrostatic repulsion may result in an artificial relaxation of
the chromophore electron density by extending it unnaturally into the environment.24 This
problem has been solved by formulating the PDE model in which the environment is not
described through atom-centered multipoles, but through a set of fragment charge densities
calculated for isolated fragment molecules by using a QM method, typically Hartree-Fock
or DFT. This approach can be combined with PE, where only the nearest solvent molecules
are described with PDE, thus resulting in a fully polarizable three-layered QM/QM/MM
model. This model is capable of describing short-range non-electrostatic repulsion effects
and thereby preventing density leak from the chromophore into its environment. It has been
shown that such wave function confinement in PDE can play an important role in modeling
3
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solvent effects on electronic transitions.24,25
The goal of this paper is to explicitly formulate the PDE-CPP model within TDDFT
theory and compare its performance with the already reported PE-CPP model. For this
PE-CPP and PDE-CPP have been applied to the calculations of the near-edge X-ray ab-
sorption fine structure spectra26,27 (NEXAFS) of adenine, formamide, zwitterionic glycine
and adenosine triphosphate (ATP) in aqueous solutions. Where available, our calculated
spectra are compared with the experimental results.
Theory
The PDE model
The PDE model, as introduced in Ref. 10, partitions a given system into three layers with
different levels of description: i) the “core” region, ii) the “inner” region and iii) the “outer”
region. Since we will discuss core-electron spectra as exemplificative applications of our
methology, we will from now on refer to the “core” region as “active quantum” region, to
avoid any confusion in the use of the word core. The active quantum region is used to de-
scribe the solute molecule in a fully quantum mechanical fashion, whereas the inner region
is given as a set of fragment charge densities calculated at a self-consistent-field (SCF) level
for isolated solvent molecules. The outer region is described classically, as a set of multi-
poles (partial charges, dipoles, quadrupoles, and so on) centered at the atoms defining the
environment. The atomic centers in both the inner and outer regions are also assigned with
anisotropic dipole-dipole polarizabilities. The multipoles and polarizabilities are obtained
through QM calculations of local properties on isolated solvent molecules. The embedding
potential that describes the inner region is denoted as FDPyR, where FD denotes the de-
scription of electrostatic interactions with fragment electron densities, y denotes the type of
the polarizabilities (y=1 indicates isotropic and y=2 indicates anisotropic polarizabilities)
and R denotes the inclusion of the non-electrostatic repulsion in the model. The correspond-
4
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ing embedding potential for the outer region is denoted as MxPy, where x specifies the order
in multipoles and y again indicates the type of the polarizabilities, in the same way as for
the inner region.
The interactions between the solute in the active quantum region and solvent molecules
in the inner and outer regions are accounted for through one-electron effective environment
operators. The first term is the fragment density operator, that describes the electrostatic
interactions between the active-quantum electron density and the inner region’s nuclei and
electrons. A matrix element in an atomic orbital (AO) basis of this operator is given as
vfdµν =−
Nin∑
a=1
Ma∑
m∈a
〈
χµ(r)
∣∣∣∣ 1|Rm − r|
∣∣∣∣χν(r)〉Zm
+
Nin∑
a=1
∑
γδ∈a
〈
χµ(r)χγ(r
′)
∣∣∣∣ 1|r′ − r|
∣∣∣∣χν(r)χδ(r′)〉Dfdγδ , (1)
where Nin is the number of inner region fragments and Ma is the number of nuclei in fragment
a, Zm is the charge of the nucleus m in fragment a of the inner region. χµ and χν denote
active-quantum basis functions and χγ and χδ denote basis functions of an inner region
fragment a, while Dfdγδ is an element of the fragment charge density matrix. Since the inner
region encompasses the solvent molecules in the nearest vicinity of the solute, short-range in-
teractions become significant due to wave-function overlap between solute and solvent. Such
overlap effects are introduced through the non-electrostatic repulsion operator constructed
using the Huzinaga-Cantu projection method,28 which simulates orthogonality between the
orbitals in the active-quantum and inner regions. A matrix element of this operator has the
form
vrepµν = −
Nin∑
a=1
∑
γδ∈a
WγδSµγSνδ , (2)
where Wγδ is the energy-weighted density matrix containing the MO energies of the inner
region fragment a and the corresponding MO coefficients. Sµγ and Sνδ are elements of the
overlap matrix between the orbitals in the active quantum region and the inner region.
5
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The active-quantum electron density also experiences electrostatic interactions with the
multipoles in the outer region. The matrix element of this electrostatic multipole operator
is given as
vmulµν =
Nout∑
b=1
Sb∑
s∈b
K∑
|k|=0
(−1)|k|
k!
〈
χµ(r)
∣∣∣∣∇kr 1|Rs − r|
∣∣∣∣χν(r)〉M (k)s
=
Nout∑
b=1
Sb∑
s∈b
K∑
|k|=0
(−1)|k|
k!
t(k),sµν M
(k)
s . (3)
In this equation, the index b runs over all of the fragments in the outer region, M
(k)
s is the kth
order multipole located at atom s belonging to fragment b and t(k),s is the kth order electric
field integral at the site s. Furthermore, we have introduced a compact notation where k is
a multi-index.29,30
Polarization effects are treated on the same footing for both the inner and the outer
regions, i.e. through anisotropic dipole-dipole polarizabilities assigned to atom centers of
the molecules in the solvent. A matrix element of the polarization operator is given as
vindµν = −
Nin+Nout∑
a=1
Sa∑
s∈a
〈
χµ(r)
∣∣∣∣∇r 1|Rs − r|
∣∣∣∣χν(r)〉µind,s
= −
Nin+Nout∑
a=1
Sa∑
s∈a
t(1),sµν µ
ind,s . (4)
The physical interpretation of the polarization operator is that the active-quantum electron
density interacts with the induced dipole moment µind,s in the surrounding through the
electric field. The dipole moment at site s is here induced by the electric field of the electron
density in the active-quantum region, in addition to the active-quantum nuclei, the fragment
charge densities and nuclei in the inner region and the multipoles in the outer region, except
those belonging to the same fragment a. The site also experiences the field arising from all of
the other induced dipole moments, which results in the following expression for the induced
6
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dipole moments
µind = α
(
Fel + Fnuc + Ffd + Fmul + Find
)
(5)
The expressions for the above given fields can be found in Refs. 8–10. The interplay of
mutual polarizations of the classical sites in the inner and outer regions with the active-
quantum region is solved efficiently through the construction of a classical response matrix31
that contains all the polarizabilities and the dipole-dipole electrostatic interaction tensors.
The complex polarization propagator in PDE context
For the formulation of the PDE-CPP approach we rely on density functional theory (DFT).
As such, we adopt an exponential parameterization of the time-dependent wave function11
|ψ(t)〉 = exp(iκˆ(t)) |0〉 , (6)
where |0〉 is a SCF reference wave function and κˆ(t) is a time-dependent orbital rotation
operator that generates variations of the reference state in the orbital space. The time-
dependent parameters in the latter operator are expanded in orders of the perturbation
as
κ(t) = κ(1)(t) + κ(2)(t) + . . . (7)
The CPP response functions are derived based on the Ehrenfest’s theorem and the Liouville
equation on the time-variation of the expectation value of an operator.12 The final form of
the linear response function is11
〈〈
Aˆ; Vˆ
〉〉γ
ω
= −iA†κω (8)
where ω is the frequency of the external perturbation and A is the property gradient for the
operator Aˆ. In order to calculate the linear response function, one first has to find the κω
7
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parameters, by solving the complex linear equation19
κω = i[E− (ω + iγ)S]−1Vω (9)
In this equation, the resulting matrices are the Hessian matrix E, generalized overlap matrix
S, and the property gradient Vω of the external perturbation Vˆ ω. The relaxation parameter
γ is a constant that enables to define real and imaginary parts of the response function at a
resonance frequency and is connected to the lifetime of the corresponding excited state.
In the PDE-CPP context, the interaction of the active-quantum region with the envi-
ronment enters the Hessian matrix E and adds the PDE term to the vacuum contribution:
E = Evac+EPDE. The embedding operator vˆPDE contains the sum of the contributions given
in eqs. (1) to (4). The PDE-Hessian linearly transformed vector has the following form
EPDEκω = − 〈0∣∣[qˆ, [κˆω, vˆ(0),PDE]+ vˆω,PDE]∣∣0〉 = −〈0∣∣∣[qˆ, Qˆω1 + Qˆω2 ]∣∣∣0〉
Qˆω1 =
[
κˆω, vˆ(0),PDE
]
= V˜ fd(κω) + V˜ rep(κω) + V˜ mul(κω)− µindF˜ el(κω)
Qˆω2 = vˆ
ω,PDE = −µ˜ind(κω)Fˆ el (10)
The terms V˜ fd, V˜ rep, V˜ mul, F˜ el and µ˜ind are one-index transformed interaction operators.
We see that the only difference between the PDE- and the PE-CPP model is in the Qˆω1
term, where the additional terms occur that describe the interaction between the active-
quantum and the inner region. Furthermore, the induced dipole moments in Qˆω1 and Qˆ
ω
2
are also affected by the fields arising from the fragment densities terms. A density-driven
polarization routine is retained in this model, whereby the active-quantum region’s electron
density produces the electric field, that induces the electric dipoles in the environment, which
in turn modify the embedding operator that enters the response equations.32
8
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Figure 1: Structure of the adenine molecule (with heavy atom numbering and Cartesian axes)
and structure of the ATP molecule. Note that the z-axis is perpendicular to the molecular
plane. The atom numbering for the adenine part of ATP is retained from the isolated adenine
molecule. Atom N1 is the protonation site for the case of protonated adenine and ATP. The
images were generated using MarvinSketch.33
Computational details
Fig. 1 depicts adenine and ATP. The protonated forms of adenine and ATP include an
additional proton attached to theN1 atom. The geometries of adenine and ATP in gas phase,
as well as their protonated forms were optimized using DFT with the M06-2X functional34
and the 6-31+G* basis set35–38 using the Gaussian package.39
For the preparation of water-solvated adenine and ATP, we used the Maestro pack-
age.40 We placed either adenine or ATP molecules into water boxes containing ∼500 water
molecules, the buffer-size thereof being 10 A˚. For the protonated forms of adenine and ATP,
an additional Cl− ion was placed in the box in order to neutralize the system. There-
after, a molecular dynamics (MD) simulations 10 ns long were performed with the Desmond
package,41 adopting the same settings as in our previous work (see Ref. 42). From the simu-
lations, snapshots in 20 ps time intervals were extracted for further analysis. Adenine or ATP
molecules (either neutral or protonated) in these snapshots were QM/MM geometry opti-
mized with M06-2X/6-31+G*/OPLS200543 using the Qsite program.44–46 In these QM/MM
optimizations, the QM region consisted of either adenine or ATP, while all water molecules
9
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(and Cl− ion where appropriate) were described with the above given force-field and were
furthermore kept frozen. For formamide we took geometries produced in a rigid-body MD
simulation, the details of which can be found in Ref. 47. We included the solvent molecules
in a solvent sphere of a buffer size of 12 A˚. For glycine, geometries of the molecule in a box
consisting of 512 water molecules were taken from a rigid-body MD simulation as previously
reported.48
The embedding potentials FDP2R and M2P2 describing the environment used in PDE-
CPP and PE-CPP calculations, respectively, were obtained using the PE Assistant Script29
(PEAS) and with the Dalton package for the calculation of fragment densities, and with
Molcas49 using the LoProp procedure50 for the calculation of local properties (multipoles
and polarizabilities).
The X-ray absorption spectra of all systems were calculated using the fully long-range
corrected version of CAM-B3LYP51,52 in combination with the aug-cc-pVDZ basis set,53–56
and the program used was a local version of Dalton 2016.57 For the solvated systems we used
50 selected snapshots of adenine, 120 snapshots of formamide and glycine and 10 snapshots
of ATP. Absorption spectra of the observed systems were obtained from the damped linear
response functions as the imaginary parts of the molecular polarizabilities (α), calculated at
frequencies corresponding to the near carbon, nitrogen or oxygen K-edge parts of the spectra.
The broadening parameter γ was set equal to 1000 cm−1 (in practice, this corresponds to
the half-width-at-half-maximum of an unnormalized Lorentzian line shape function). The
spectra have been smoothed by interpolation with a cubic spline and the absorption cross
sections were calculated using the formula58
σ(ω) =
ω
ε0c
Im{α¯(ω)}; α¯(ω) = 1
3
[αxx(ω) + αyy(ω) + αzz(ω)], (11)
where ω is the frequency, ε0 is the electric constant and c is the speed of light.
10
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Results
Adenine in vacuo The CPP spectra obtained for the optimized structure of adenine in
vacuum, and for the optimized adenine snapshots in water with PDE or PE, can be found
in Fig. 2. A compilation of the corresponding positions of the peak maxima and their
assignments can be found in Table 1. The CPP results reproduce well the main features of
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Figure 2: Calculated X-ray spectra of gas phase and aqueous adenine in its neutral or
protonated states. The experimental results from Ref. 59 corresponding to adenine in the
gas phase are also shown. The calculated solvated spectra were obtained as averages based
on 50 selected snapshots, see text for details. The experimental results have been shifted (by
−10.28 eV for the carbon K-edge and by −11.72 eV for the nitrogen K-edge) and scaled to
be comparable with the calculated results, and they were digitized using WebPlotDigitizer.60
the experimental spectra from Ref. 59. The computed peaks are found at ∼10 eV – 12 eV
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lower energies than the corresponding experimental peaks. The Carbon K-edge part of the
simulated spectrum of neutral adenine is characterized by three consecutive peaks at 276.2
eV, 276.6 eV and at 277.1 eV, which correspond to the three experimental peaks at 286.4 eV,
286.8 eV and 287.2 eV. The peak at 276.2 eV is polarized along the z-axis and arises from
excitation of an electron from the 1s-orbital localized on the C2 atom. The 276.6 eV peak
is also z-polarized and arises from a core excitation from the C8 atom, while the peak at
277.1 eV arises from the C6 atom. In the protonated spectrum there are only two distinctive
peaks, one at 276.5 eV and other at 277.4 eV, where the former is a C2 core excitation and
the latter is a of C6 core excitation. The C2 peak also has a shoulder on the right-hand
side, that is a mixture of C4 and C8 excitations.
The Nitrogen K-edge spectrum of the neutral adenine is characterized by one intense
peak at 387.7 eV (corresponding to the experimental peak at 399.5 eV) and a series of four
weaker peaks. The intense peak arises from excitation from 1s-type MOs at the N7 and
N3 atoms for its z-component of the dipole transition moment. The small peak at 389.4
eV is also z-polarized and is characterized by excitation from the amino nitrogen, N10. In
the experiment, this peak is not distinguishable, because it is overlapping with the more
intense peak. The x-, y- and z-components of the dipole transition moment associated with
the peak at 390.1 eV are composed principally from s-excitations at atoms N1, N3 and N9
respectively, as the peak is not polarized exclusively along one axis. This peak corresponds
to the experimental peak at 401.9 eV. For the peak at 391.0 eV, the x- and y-components
of the dipole transition moment arise from atom N10, whereas the z-component has its
origin in the excitation from the N7 atom, although it has a lower contribution. This last
peak corresponds to the experimental peak at 403.1 eV and it is strongly attenuated in the
protonated vacuum spectrum.
The peak assignments given here are consistent with the assignments given by Plekan
et al.59 obtained from ADC(2) stick spectra calculations. Since the CPP formalism directly
computes the total cross section, and not the individual electronic transitions underlying each
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given band, information about the nature of the transitions is obtained from an analysis of
the composition of the response vectors entering the computational expression of the total
cross section (isotropic imaginary polarizability). Thus, unlike ADC(2), the CPP formalism
does not directly provide information on virtual orbitals involved in the excitations.
Aqueous adenine The spectra of neutral aqueous adenine are also characterized by three
distinct peaks at the near carbon K-edge, and there is very little difference between the
performance of the PDE- and PE-models. The peaks located at 276.1 eV and 276.2 eV
(for PDE and PE, respectively) belong to a pure transition from the 1s-orbital at atom C2,
while the peak at 276.5 eV originates from the C8 1s-orbital. The 277.0 eV peak arises
from the C6 atom and it is also “red-shifted” (i.e., at a lower frequency) as compared to the
vacuum case. Unlike the vacuum case for the protonated adenine, the shoulder of the most
intense peak of protonated aqueous adenine appears as a distinct peak with its origins in a
C4 excitation.
The nitrogen K-edge part of the spectrum is characterized by one intense peak and two
peaks with less intensity. The intense peak is composed of excitations from N7 and N3
atoms for PDE (387.8 eV) and of excitations from N7 and N1 for PE (387.9 eV), where
the PDE peak is more intense than the PE peak. The next peak is located at 389.0 eV
for both PDE and PE, it has low intensity and is broad compared to other analyzed peaks.
It is of the same composition for both embedding models, namely a 1s excitation from the
amino nitrogen atom N10. This peak corresponds to the vacuum peak at 389.4 eV and it is
strongly affected by the hydrogen bonding of the amino-nitrogen with the solvent molecules.
The third peak is at 390.0 eV for PDE and at 390.1 eV for PE and it arises principally
from the N9 excitation. The fourth vacuum peak at 391.0 eV is strongly attenuated in the
aqueous solution, especially for PDE. The strong solvent effects and the difference between
PDE and PE confirms the observation from Plekan et al.59 that this is a Rydberg transition
from the amino-nitrogen. Because the Rydberg states are usually strongly affected by the
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solvent through non-electrostatic repulsion,61,62 it is expected that the non-electrostatic re-
pulsion contribution in PDE will additionally destabilize the transition, thereby producing
the PDE/PE difference. The protonated PDE and PE spectra show pronounced solvent
effects on the N10 and N9 peaks, where these peaks are red shifted with respect to the
vacuum case. Unlike PE, the PDE N9 peak also contains a significant contribution from
the N1 excitation, but this contribution does not produce a visible difference in the position
and shape of the peak from the PE case.
Aqueous formamide The next system studied is formamide. Formamide is an interesting
test case since it is well known that the lower lying part of the electronic absorption spectrum
of formamide contains a mixture of localized valence and Rydberg transitions. It can be
expected that PDE and PE describe such Rydberg transitions differently, so it is of interest to
investigate if this also impacts calculations of the X-ray absorption spectra. The calculated
NEXAFS spectra of formamide at its carbon, nitrogen and oxygen K-edges are shown in
Fig. 3 and in comparison with the experiment for its carbon and oxygen K-edges, whereas
we didn’t find experimental results for nitrogen K-edge in the literature. Formamide is a
small and relatively simple molecule, with no mixed excitations from several heavy atoms
of the same element, making it easy to interpret. The carbon K-edge has a single intense
transition, of C1s→ pi∗ character, where the differences between PDE and PE are negligible.
However, the nitrogen and oxygen K-edge absorption spectra are visibly different for PDE
and PE. The nitrogen K-edge has the dominant N1s→ pi∗ transition at a higher energy and
with lower intensity for PDE than for PE. This transition from the amino-group corresponds
to the second peak in adenine, but the effect of the non-electrostatic repulsion is more visible
for formamide. The “blue shift” of PDE as compared to PE can be explained by the virtual
pi∗ orbital confinement and its destabilization due to non-electrostatic repulsion in PDE.
Higher excitation at the nitrogen K-edge are even more different for the two embedding
models, because they are probably of Rydberg character, as observed in gas phase.64 For the
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Figure 3: Calculated X-ray absorption spectra of gas phase and aqueous formamide at its
carbon, nitrogen and oxygen K-edges along with the experimental results where available (in
arbitrary units on the y-axis) from Ref. 63. The experimental spectra were digitized using
WebPlotDigitizer60 and were shifted by −11 eV for carbon and by −14.2 eV for oxygen K-
edge and scaled to overlap with the PDE spectra. Higher transitions at the oxygen K-edge
cannot be experimentally validated because of solvent absorption in the experiment.
O1s→ pi∗ transition the effect of the orbital confinement has an inverse effect, i.e. the PDE
peak is located at a lower frequency and it is more intense than for PE. It has previously
been observed experimentally that a water solvent does not have much influence on the X-
ray spectrum of formamide at its carbon K-edge, whereas it does at the oxygen K-edge.63
Along this line, we here observe a greater difference in the two solvation models exactly for
the oxygen K-edge compared to the carbon K-edge.
Aqueous zwitterionic glycine The next system investigated is glycine in water solution.
For glycine an experimental NEXAFS spectrum in water has been measured65 and thereby
provides a good benchmark for comparison of PDE and PE. The NEXAFS spectra of aqueous
glycine at its carbon, nitrogen and oxygen K-edges are shown in Fig. 4 in comparison with the
experimental results. The carbon K-edge is characterized by an intense peak corresponding
to a transition from the carboxylic C-atom, i.e. a C1s → pi∗ transition. For that peak,
there is no difference between the performance of PDE and PE. The following series of less
intense peaks are in Ref. 65 described as C1s→ σ∗/Rydberg transitions. In this part of the
spectrum, we observe a greater difference in the performance between PDE and PE. This is
expected because these Rydberg states are diffuse in nature and more sensitive to the effects
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Figure 4: NEXAFS spectra of aqueous glycine calculated at its carbon, nitrogen and oxygen
K-edges with either PDE-CPP or PE-CPP and compared with the experimental spectra
(in arbitrary units on the y-axis) from Ref. 65. The experimental spectra were shifted by
−10.6 eV, −12.5 eV and −13.4 eV for carbon, nitrogen and oxygen K-edges, respectively,
and scaled to overlap with the PDE spectra. The experimental spectra were digitized us-
ing WebPlotDigitizer.60 Higher transitions at the oxygen K-edge cannot be experimentally
validated because of solvent absorption in the experiment.
of the nearest environment that is more accurately described with PDE.
The nitrogen K-edge spectrum has a series of overlapping transitions originating from the
amino-group. From the experimental data it is seen that these transitions are merged into one
wide band without distinct peaks. The main PDE peak is located at a higher frequency than
the PE peak, which is similar to what is observed for formamide but opposite from adenine.
The oxygen K-edge also shows opposite tendencies from the nitrogen K-edge, i.e. the PDE
peak lies at a lower frequency compared to the PE peak. The reason for this observation is
due to a different orientation of the nearest water molecules and thus an opposite direction
of the hydrogen bonds between the solutes and the solvent. The amino-group is a hydrogen
donor and oxygen is a hydrogen acceptor. For PE, the lack of non-electrostatic repulsion
causes the electron density to be more extended into the environment for hydrogen acceptors
whereas for PDE the electron density is more confined at the molecule. For hydrogen donor
groups, such as the amino-group, the negative partial charge of the nearest solvent oxygen
will repel any excess charge in PE. These effects will result in opposite shifts between PDE
and PE at the nitrogen and oxygen K-edges in both formamide and glycine.
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ATP in vacuo As the last system studied we here consider a much more complex case of
ATP. The geometry of a single structure of isolated ATP was optimized, and its NEXAFS
spectrum was calculated in the same manner as for adenine in vacuum. The spectrum is
shown in Fig. 5. The carbon K-edge part of the spectrum of neutral ATP reveals that there
are two pronounced peaks in the absorption region of the adenine carbons, instead of three
peaks as in isolated adenine. The left-hand side intense peak is in fact composed of three
overlapping peaks at 276.2 eV, 276.3 eV and 276.6 eV with their origins in the excitations
of the 1s-electrons from C2, C8 and C5, respectively. The other intense peak at 277.0 eV
originates from C6. In the region between 277.9 eV and 279.4 eV, a series of five peaks is
located, all originating from the excitation of the 1s-electrons at the ribose carbon atoms.
The nitrogen K-edge part of the X-ray spectrum contains four distinctive peaks as in the
case of adenine, where the most intense is located at 387.9 eV, stemming from the N1 atom.
The peak from the amino N10 atom is located at 389.3 eV, while at 389.9 eV one can find
the peak arising from the N9 atom. Finally, the peak at 391.2 eV also originates from the
amino group, as in the case of adenine.
In the carbon K-edge spectrum of the protonated form, the C8 peak is shifted to 276.2
eV and the C2 peak is shifted to 276.5 eV, while the C5 peak is indistinguishable. The C6
peak is shifted to 277.4 eV and it has a lower intensity than in the neutral form. In the
nitrogen K-edge spectrum, the first intense peak is weaker than in the neutral form and it
corresponds to N3 transition. The following series of three consecutive peaks at 389.2 eV,
389.7 eV and 390.0 eV are N10, N9 and N1 core excitations, while the peak at 391.0 eV is
weaker than in the neutral case.
Aqueous ATP The carbon K-edge of the spectrum for aqueous neutral ATP has two
distinctive peaks (276.4 eV and 277.0 eV) corresponding to the experimental peaks at 286.5
eV and 287.3 eV in Ref. 66. The difference between the adenine and the ATP spectra,
namely three versus two peaks, was also found in the experiment. The peak at 276.4 eV
18
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Figure 5: Calculated X-ray spectra of gas phase and aqueous neutral or protonated ATP.
The experimental results (aqueous solutions at pH 7.5 and 2.5) from Ref. 66 are also shown.
The calculated spectra of the solvated species were obtained as averages based on 10 selected
snapshots, see text for details. The experimental results are shifted (by -10.25 eV and -10.4
eV for carbon K-edge and by -12.45 eV and -12.2 eV for nitrogen K-edge) and scaled to be
comparable to the calculated results and they were digitized using WebPlotDigitizer.60
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in the simulated PDE and PE spectra displays a splitting at the top. The analysis of the
spectra for each of the 10 snapshots (given in the SI, Fig. S1) indicates that the splitting
arises because there are somewhat large spectral differences between the 10 configurations
in that region of the spectrum. The analysis given in Table S1 also shows that the peak at
276.4 eV is mostly produced through excitation from the 1s-orbital at the C8 atom, although
it also contains contributions from the excitation of atoms C2 and C5. However, each of
these contributions is not present for every configuration. The peak at 277.0 eV can, on the
contrary, be unambiguously characterized because it originates from the excitation at the C6
atom for each of the 10 snapshots. There is another set of peaks at around 278 eV–280 eV
that arise from excitations of the 1s-electrons in the ribose group. We observe a significant
difference between PDE and PE in this region, as PDE has a pronounced peak and PE
displays only a series of weaker peaks. Such difference has not been observed in the region of
absorption of the adenine carbons, possibly because the ribose group contains oxygen atoms,
so the virtual orbitals in this region are expected to be more strongly affected by hydrogen
bonding with the solvent molecules and these effects could be reflected in excitations from
the carbon atoms. The splitting of the intense peak at 286.5 eV experimentally observed
in Ref. 66 upon protonation of the N1 atom at pH < 4.0 is not clearly reproduced in our
embedded calculations for the corresponding C2/C5/C8 peak at 276.4 eV. As in the case
of adenine, for ATP there also appears a shoulder on the right-hand side of the peak, where
the principal contribution to the absorption cross-section is from a C4 excitation. When
looking at the spectra of the snapshots (also in the SI, Fig. S2), we observe that there is very
little difference between the spectra based on the different snapshots for the protonated form
meaning that both intense peaks can be unambiguously characterized. The reason for this
is that there are less configurational fluctuations between the snapshots of the protonated
ATP as compared to the neutral ATP because the oxygen atoms of the triphosphate tail
interact with the protonated aromatic system in the adenine part, as seen in Fig. S3. Fig.
S4 shows the normalized root-mean-square deviation (NRMSD) of Im {α¯(ω)} as a function
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of the number of configurations taken into account. The NRMSD applied here is defined in
eq. S1 in the SI. The NRMSD values are significantly higher for the neutral ATP than for
the protonated ATP in the first 2 – 3 snapshots. However, the NRMSD of the neutral form
converges more quickly so the NRMSD of both the neutral and protonated forms reaches
similar values for the 10 configurations. Fig. S4 also indicates that a satisfying spectral
convergence can be achieved even for a relatively small configurational sampling.
At the nitrogen K-edge, the intense peak at 387.8 eV arises from the atoms N3, N7
and N1. For PDE this peak is more intense and at a lower frequency than for PE, as
is the case for aqueous adenine but opposite from formamide and glycine because the N3
and N7 atoms in both adenine and ATP are hydrogen receptors when H-bonding with the
nearest water molecules. In the experiment, the intense peak has been found at 400.3 eV.
The following peak is a N10 transition. The position of this peak fluctuates significantly
throughout the different snapshots, which results in broadening of the peak. The N10
peak corresponds to the weak experimental peak at 401.5 eV. The peak at 390.0 eV is a N9
excitation and it corresponds with the experimental peak at 402.5 eV. The second N10 peak
can only be identified for the PE solvent model at 391.3 eV, while for PDE it is attenuated.
The explanation for this is the same as for adenine, namely that it is a probably Rydberg
transition, so PDE destabilizes it more strongly through the non-electrostatic repulsion. The
PDE result is for this peak more in agreement with the experiment by Kelly et al., which also
does not identify this peak for the aqueous ATP. In the protonated spectrum, the leftmost
peak is a mixture of N7 and N3 excitations for PDE, and a more pure N7 excitation for PE.
The third peak stems from the 1s-excitation at the N1 and N9 atoms for both embedding
models, and not purely N9, as the neutral case. The differences between PDE and PE are
more pronounced at the nitrogen K-edge, than at the carbon K-edge (except for the region
above 278 eV of the carbon K-edge of ATP).
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Conclusion
In this work we have formulated the complex polarization propagator method in combination
with polarizable density embedding – PDE-CPP – and applied this model to calculations
of the NEXAFS spectra of molecules in solutions. Based on PDE-CPP and PE-CPP, the
NEXAFS of aqueous adenine and ATP in both their neutral and protonated forms were
simulated and compared to experimental results. In general, both PDE and PE provided
reasonably good agreement with the experiments, such as the trend of observing three peaks
in the carbon K-edge spectrum of adenine, versus only two peaks at the carbon K-edge of
ATP. A significant difference between PDE and PE could be seen for ATP in the region where
the 1s-electrons from the ribose carbons are being excited and in the case of the Rydberg
transition in the nitrogen K-edge spectrum. The cases of formamide and glycine illustrate
that the C1s → pi∗ transition is generally equally well described with the two embedding
models, whereas the differences can be found in the region where Rydberg transitions are
expected. For nitrogen and oxygen K-edges the differences are more pronounced because
of the different description of hydrogen bonds. From our analysis we can conclude that the
X-ray absorption spectra are not significantly affected by the more elaborate description of
electrostatic effects through fragment densities and by the inclusion of the non-electrostatic
repulsion in PDE versus only multipole expansion in PE, except in the case of transitions
involving Rydberg states.
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