Introduction
Let Ω be a Lipschitz domain and consider the Dirichlet Poisson problem for a second-order, elliptic differential operator L, i.e.
(1.1) Lu = f in Ω, u ∂Ω = g on ∂Ω.
The situation when g ∈ L p (∂Ω), f = 0 and nontangential maximal function estimates are sought for the solution has received a lot of attention. For example, [9] , [19] , [24] , [50] , [11] contain a complete theory of the Euclidean, flat-space Laplacian. In the same geometric context, much progress has been made in the treatment of strongly elliptic systems; cf. [13] , [18] , [12] , [17] , [34] . There are also parabolic and higher degree versions of these constant coefficient results; see [3] , [41] , [44] , [4] , [23] . An excellent survey of the state of the art in this active field of research up to the early 90's can be found in [28] .
More recently, starting with the pioneering work in [25] , the scope of these investigations has been extended to include the case when the data f , g (and, hence, the solution u) are in Sobolev-Besov spaces. In [25] , Jerison and Kenig have been able to use harmonic measure techniques in order to obtain sharp results for the Euclidean Laplacian with Dirichlet boundary conditions. Subsequently, a new approach has been developed in [20] where the authors have succeeded to prove sharp invertibility results for the classical layer potential operators on SobolevBesov scales. In particular, in [20] an alternative solution of the main results in [25] was given, which can handle Neumann boundary conditions as well. In principle, this method is also applicable to the case of systems of equations; the case of the three dimensional, constant coefficient Lamé system has been dealt with in [31] .
In [35] , [36] , [37] , [38] , [33] , a program aimed at extending these types of results to the case of variable coefficient PDE's (and, more generally, PDE's on manifolds) has been initiated. The goal of the present paper is to continue this line of research by considering (1.1) for arbitrary, second order, strongly elliptic, formally self-adjoint, variable coefficient systems L in two and three-dimensional Lipschitz domains.
Working on Sobolev-Besov scales is both natural and has its distinct advantages. For example, it allows for an all-encompassing, unified treatment of several (otherwise not directly related) classical function spaces (such as Hölder, L p and Hardy classes), and provides a context where the method of layer potentials works well. In recent years, such results have found important applications in nonlinear PDE's ( [43] , [16] ) and nonlinear approximation ( [14] , [15] ); cf. also [25] , [30] for other ramifications.
Our strategy is to interpolate between various end-point results. One illustrative instance of the latter, occuring in connection with the two-dimensional Lamé operator in Lipschitz domains is as follows. Let p Dir be the critical exponent for the Dirichlet problem on L p spaces, i.e. the infimum of all p's such that
is well-posed for boundary data in L p (∂Ω) (when a nontangential maximal function estimate is sought for u). Then (1.2) is also well-posed for data in C α (∂Ω), and when the solution u is looked for in the class C α (Ω), if 0 < α < 1/p Dir . Note that, generally speaking, p Dir < 2 so that 1/p Dir > 1/2. Moreover, the solution can be represented in the form of a single layer and natural estimates hold. In fact, we show that the same type of result is valid for much more general (variable coefficient) systems.
The organization of the paper is as follows. In §2 we introduce notation and collect basic results. In §3 we derive a priori estimates on atomic Hardy spaces and derive invertibility results. Our first major result, Theorem 4.2 contained in §4, describes the sharp invertibility region for the single layer potential operator on Besov classes; cf. also Theorem 4.1 for Sobolev scales. The main technical novelty is the observation that the atomic H p -theory, originally discovered in [11] when p = 1 in all space dimensions (cf. also [12] ), actually extends to p = 2 3 in dimension two. With a different finality in mind, this has been also pointed out in [32] .
Applications are discussed in §5, where most of our main results are collected; see Theorem 5.1, Theorem 5.2, Theorem 5.3, Theorem 5.4, Theorem 5.5, and Theorem 5.7. These deal, respectively, with the Dirichlet Poisson problem on Sobolev-Besov spaces for L, the L p -Dirichlet and regularity problems for L in Dahlberg's sense, fractional powers of L, square-root and Green function estimates, and invertibility results for layer potentials associated with the two-dimensional Laplace-Beltrami operator. Finally, further research is outlined in §6, where the case dim M = 3 is emphasized. The two dimensional case is somewhat special both in terms of the specific form of the results valid in this context and in terms of the techniques employed. We would also like to mention that, at least in the case of systems, the approach employed here is essentially restricted to dimensions ≤ 3, and that dealing with similar problems for higher dimensional systems remains very much an open problem at the moment.
The methods and results of this paper owe a great deal to earlier work of many people. The authors would like to take this opportunity to express their gratitude to Professor Carlos Kenig and Professor Michael Taylor for their encouragement and support. We also thank the referee for several suggestions which led to an overall improvement in the presentation.
Notation, definitions and preliminary results
Throughout this paper we shall assume that M is a smooth, compact, boundaryless Riemannian manifold of (real) dimension ≤ 3. Sections §2- §5 deal with the case when dim M = 2. In §6, we consider the case dim M = 3. Recall that a subdomain of M is called Lipschitz provided its boundary can be described, in appropriate local coordinates, by means of graphs of Lipschitz functions.
For a fixed, connected Lipschitz domain Ω in M , we denote by dσ the surface measure on ∂Ω and by ν the outward unit conormal defined a.e. on the boundary. Throughout the paper, C = C(∂Ω) will denote various constants which depend exclusively on the Lipschitz character of Ω. Next, for some large κ o > 0 and each x ∈ ∂Ω we set
Then if u is defined in Ω, N (u), the nontangential maximal function of u, is defined at boundary points by 
The case 0 < s < 1, p = q = ∞ corresponds to the non-homogeneous version of the space of Hölder continuous functions on ∂Ω.
Next, we consider the case when Ω is a Lipschitz domain in the compact Riemannian manifold M . It is then natural to say that f belongs to B p,q s (∂Ω) for some 1 ≤ p, q ≤ ∞ and 0 < s < 1 if (and only if) for any smooth chart (O, Φ) and any 
and s := (1 − θ)s 0 + θs 1 . A similar result is valid for the real method of interpolation.
As usual, Besov spaces with negative indices of smoothness are defined via
In the sequel, we shall also need to work with the Besov spaces B
1,1
−s (∂Ω), s ∈ (0, 1). Inspired by the corresponding atomic characterization from [22] , set
where the series converges in the sense of distributions, and C is the space of constant functions on ∂Ω. In this two-dimensional context, a B
where g ∈ C, a j 's and (λ j ) j are as in (2.6 
For later reference, let us point out that
the latter can be easily deduced from Proposition 3.5 in [25] ).
We shall also need the fact that the gradient operator
is well defined and bounded for 1 < p < ∞ and s > 1/p − 1. This can be proved much as in [20] .
Going further, it is well known that
are complex interpolation scales for 1 < p < ∞ and nonnegative s (in the case of the last two scales we also require that s ≤ 1). Also, the Besov and Sobolev spaces on the domain are related via real interpolation. For instance, we have the formula
sk (Ω) when 0 < s < 1, 1 < p < ∞ and k is a nonnegative integer. A more detailed discussion and further properties of these spaces, as well as proofs for some of the statements in this paragraph for Euclidean domains can be found in [2] , [1] , [25] .
We continue to recall some definitions.
/q for some fixed 2 ≤ q < ∞, ultimately yielding the same atomic space. See [7] . Then f is said to belong to H p at (∂Ω) provided it can be written in the form
We also introduce
This corresponds to the approach in [7] considering ∂Ω equipped with the measure dσ and the geodesic distance as a space of homogeneous type. Then we can set
and equip it with the natural norm. The space h
is only a quasi-Banach space and
for some x 0 ∈ ∂Ω, r ∈ (0, diam Ω], where ∂ τ stands for the tangential derivative along ∂Ω (recall that we are assuming dim Ω = 2). In particular, ∂ τ ϑ is a H p at (∂Ω)-atom. Then the space H 1,p at (∂Ω) is defined as the p -span of (regular) atoms, and is equipped with the natural "norm". Once again, regular atoms can be normalized in L q 1 (∂Ω), ultimately yielding the same regular atomic space; see also [11] when p = 1.
A simple yet useful observation (seen more or less directly from definitions) is that (2.20)
is well-defined and bounded (in fact Fredholm) for each 1 2 < p ≤ 1. Another important ingredient in our subsequent analysis is as follows.
Let E, F → M be two (smooth, Hermitian) vector bundles over the manifold M and assume that L : E → F is a second order, differential operator. Suppose that in local coordinate patches (over which E, F are trivial) L is given by
are matrix-valued functions with entries satisfying
We note that the Laplace-Beltrami operator on scalar functions satisfies (2.22) when the metric tensor is Lipschitz. Also, the Hodge Laplacian on 1-forms, satisfies (2.22) provided the metric tensor satisfies 
where ν j are the components of the unit conormal.
The problem is local in character and, hence, it suffices to verify the conclusions we seek in the case when Ω is contained in a coordinate patch where L can be written in the form (2.21) (and when the cutoff functions ψ µ are absent in (2.24)).
In this setting, the membership to h p at (∂Ω) and (2.25) are consequences of the results in [51] . There, the context is that of the upper-half space but since the approach utilizes only nontangential maximal function estimates and cancellations based on integrations by parts, it can be extended to the present setting. Parenthetically, let us also note that, at least when p = 1, an alternative approach, discovered by Dahlberg and Kenig [11] (and which, in turn, is based on an extension result of N. Varopoulos), works as well.
Next, we derive a Caccioppoli estimate for two-dimensional, strongly elliptic systems.
Proposition 2.2. Assume that L : E → E is a formally self-adjoint, strongly elliptic, second order operator locally given by (2.21) . Then, if rank E = 2, we have for each x 0 ∈ ∂Ω and 0 < R < diam Ω, (2.26)
The crux of the matter is to show that the coefficients of the principal part of L can be chosen so that, locally, for all tensors ζ = (ζ α j ) (2.27)
Then the usual proof of Caccioppoli's inequality (cf., e.g., [6, 
C .
The strong ellipticity assumption on L translates into j,k a
At this stage we would like to quote a general result to the effect that if A, C are symmetric and
is positive semi-definite. When A, B, C have constant entries this may be deduced from [42, Theorem 5.51] (a direct proof is also given in [39] ). The interested reader is also referred to [21] which contains a survey of work on necessary and sufficient conditions for a pair of quadratic forms to admit a positive definite linear combination. The case of matrices with variable entries is easily seen from this and a routine partition of unity argument. Clearly, applying this result to (a αβ jk ) − I for > 0 small it follows that in the case when 1 ≤ α, β ≤ 2 matters can always be arranged so that (2.27) is true. The proof is finished.
Next, we introduce the single layer potential operator and record some of its main properties, following work in [33] , [37] . The theorem below is valid in all space dimensions. 
as well as its boundary trace
Then, with p * := max {p, 2},
, are also bounded operators. In fact, the same conclusion applies to
and
Next, for a first order differential operator P : E → E with bounded coefficients, we denote by P S the principal-value boundary integral operator (in the sense of removing geodesic balls) on ∂Ω with kernel P x E(x, y), then
is well-defined and bounded, and
Moreover,
, is well-defined and bounded, and
Also, with σ(L; ξ) denoting the principal symbol of L at ξ ∈ T * M , etc., and with where dV is the volume element on M .
For the remaining part of the paper, unless otherwise explicitly mentioned, we will always assume that L : E → E is a strongly elliptic, formally self-adjoint operator, whose coefficients satisfy (2.21) and such that the following non-singularity hypothesis holds:
It is of relevance to remark that, if L is strongly elliptic, then L − λ, λ ∈ R, satisfies the non-singularity hypothesis (2.45) provided λ is sufficiently large. This follows from the Gårding inequality, which holds in our setting thanks to (2.21).
We now record an important invertibility result. 
A proof is contained in [33] .
In the last part of this section we would like to discuss some representative examples of operators (to which the main results of this paper apply). First, we consider the variable coefficient Lamé operator, which is relevant in the context of the theory of elasticity. To this end, let ∇, Ric be, respectively, the Levi-Civita connection and the Ricci tensor on M , and recall the deformation tensor
Now, for µ > 0 and λ > −2µ/n (where n := dim M ), the Lamé operator is given by
cf., e.g., [48] . For Lipschitz domains in the flat Euclidean setting, L 2 -results in all space dimensions have been obtained in [13] , whereas [12] contains a sharp atomic theory when n = 3. Clearly, L µ,λ is a second order, strongly elliptic, formally self-adjoint differential operator which, it turns out, satisfies (2.45). In closing, let us point out that, whenever self-evident, we shall omit the dependence of various function spaces on the vector bundle E.
The single layer potentials on atomic spaces
In this section we retain our standard hypotheses on M , E, Ω and L. In particular, recall that dim M = 2 and rank E = 2. Proof. We start collecting several useful estimates. First, assume x 0 ∈ ∂Ω and supp ϑ ⊆ S r (x 0 ) := B r (x 0 ) ∩ ∂Ω, 0 < r < diam Ω. With the dependence of balls on their center occasionally dropped, we have
The first inequality is Hölder's, the second one is trivial, the third one uses the wellposedness of the L 2 -Regularity problem and, finally, the last one is a consequence of the localization and size condition on ∂ τ ϑ. Next, for κ o > 0 as in (2.1) and 0 < R < diam Ω, we introduce two truncated nontangential approach functions
for x ∈ ∂Ω, and set D R (x) := B R (x) ∩ Ω, S R (x) := B R (x) ∩ ∂Ω, x ∈ ∂Ω, (again, x is occasionally dropped when irrelevant or obvious). Fix 0 < R < diam Ω and
(3.5)
, etc., and in the second and third integrals above, N is taken with respect to the domain in question. The first and the last inequalities are trivial. The second one is based on Hölder, and the third one is obtained using the canonical estimate in the L 2 -Regularity problem (cf. [33] ) plus the fact that ∂ τ u = 0 on ∂Ω ∩ B 2ρ . Taking the integral average of the extreme sides in (3.5) for 
We first prove (3.7) in the special case when R = 1. To this end, for µ > 0, we let the subscript µ label the single layer potentials associated with D µ (= B µ ∩ Ω), and set
where the last embedding holds in two dimensions (cf. [43] ). Hence,
where the equality utilizes u = 0 on S 2R . Integrating both sides of (3.9) for 1 ≤ µ ≤ 3/2 and invoking boundary Caccioppoli's inequality (i.e. Proposition 2.2) finally yields
, as desired. Turning attention to the general case, i.e. proving (3.7) when R > 0 is arbitrary, let us observe that if we use the center of S 2R as the center of a coordinate system and introduce the dilation operator v ρ (x) := v(ρx), then
Furthermore, the equation (3.11) holds on D 2R/ρ , for ρ in some interval (0, ρ 0 ], and Our next claim is that if u satisfies the hypotheses of Proposition 3.1 then
Indeed, this is a consequence of the well-posedness of the L q -Dirichlet problem with q near 2 from [33] in concert with the readily verified estimate ϑ L q (∂Ω) ≤ Cr 1−1/p+1/q ; cf. (2.19). With (3.2), (3.6), (3.7), and (3.13) taken care of, we are finally ready to tackle (3.1). Let x ∈ S 2R (x 0 )\S R (x 0 ) and y ∈ Ω be such that R ≤ |x−y| ≤ κ o dist (y, ∂Ω). By interior estimates, cf. [37, Proposition 3.4], for each q near 2,
where the last inequality uses Fubini's theorem. Taking supremum over all y's satisfying the aforementioned conditions then gives
Raise both sides of (3.15) to the p-th power and integrate them (with respect to 
Next, we seek a similar estimate for N R (∇u). Assume R > 100r. There exist
. Using (3.6), we can write (3.18)
Let us now estimate the integral in the right side above assuming that S 3R/2 (x ± R ) ∩ S r (x 0 ) = ∅ (in the process, we drop the dependence on x ± R ). Inspired by the work in [4] , introduce
Then, with 1 < q < 2 < q < ∞ conjugate exponents, Hölder's inequality gives
The inequality (3.21) is a consequence of (3.13) and requires that 2 − q is small, i.e. q ∈ (2 − ε, 2) for some small ε > 0 (which we shall assume from now on). As for II, we have thanks to (3.7) and (3.19),
Putting together (3.20), (3.21) and (3.22) we ultimately obtain
Let us also remark that, by virtue of (3.13),
In turn, the estimates (3.23)-(3.24) form the core of a bootstrap argument which we now describe. Let C 0 be a common majorand for the constants appearing in (3.24)-(3.23) and set α 0 := 3/2 − 1/p. The iteration scheme we have in mind is based on the observation that, thanks to (3.23),
where
Note that q < 2 entails α
αn holds for each n, uniformly in r, R > 0. Passing to the limit n → ∞ then yields
Returning with this bound in (3.18) ultimately yields (3.27)
If we now choose R := 2 j ·100r, j = 0, 1, 2, ..., we see from (3.17) and (3.27) that
The above series converges if −1 + p + p/q > 0. That is, we need p > q/(q + 1) for some q ∈ (2 − ε, 2). In particular, this is the case whenever 
has a unique solution for each f ∈ H 1,p at (∂Ω). Moreover, this solution obeys
for some constant κ = κ(∂Ω) > 0.
at (∂Ω) and each ϑ j a H 1,p at (∂Ω)-atom. For each j, we let u j be the solution of the L 2 -Regularity problem with boundary datum ϑ j , as in Proposition 3.1. Then, clearly, u := λ j u j solves (3.29) and satisfies (3.30) . We are therefore left with proving uniqueness, an issue we tackle next.
Suppose that u solves the homogeneous version of (3.29) and let Ω j Ω be an approximating sequence as in [50] . Then, due to Proposition 2.1 and classical embedding results ( [43] 
If ε > 0 is sufficiently small, it is known that this entails N (u) ∈ L 2−ε (∂Ω). At this stage, the uniqueness part in the L p -Dirichlet problem with p near 2 from [33] applies and gives u ≡ 0 in Ω. This concludes the proof of the proposition.
We are now ready to tackle the major issue for us here, i.e. the invertibility of the single layer potentials at the atomic level. 
The first inequality follows from jumps and the "triangle" inequality, the second one is a consequence of Proposition 2.1, the third one is implied by Proposition 3.2, while the fourth one uses the fact that u| ∂Ω− = u| ∂Ω+ = Sf .
Since S is an isomorphism from L 2 (∂Ω) onto L 2 1 (∂Ω) (cf. Proposition 2.4), we infer that S in (3.31) is, in fact, onto. Based on this and Lemma 3.4 below, we can then conclude that S is an isomorphism from h p at (∂Ω) onto H 1,p at (∂Ω) as long as
Here is the lemma which finishes the proof of Theorem 3.3:
Lemma 3.4. Let {T w } w∈U be an interpolating family of operators between two interpolation scales of quasi-Banach spaces, and suppose that U , the space of parameters, is connected and that {Y w } w∈U has the intersection property. Also, assume that T z is onto for all z ∈ U and that there exists a point w * ∈ U such that
This is Theorem 2.10 from [27] . The intersection property referred to above formalizes the idea of an interpolation scale whose intersection of all intermediate spaces is fairly rich (cf. [27] for all relevant definitions). In the cases which are important for us here (i.e. Banach spaces and atomic Hardy spaces) this is automatically satisfied.
The single layer potential on Sobolev-Besov spaces
The goal here is to derive sharp invertibility results for the single layer potential operator on Sobolev-Besov spaces. Once again, we retain the main assumptions from the previous section.
Theorem 4.1. For each Ω ⊂ M there exists ε = ε(∂Ω) > 0 such that the operators
are isomorphisms.
Proof. The claim about (4.1) follows by interpolating between the atomic result in Theorem 3.3 and L p -result with p near 2 from Proposition 2.4. From this, (4.2) also follows by duality.
To state the next result of this section, for each 0 < ε ≤ 1 2 we let R ε ⊆ R 2 be the region inside the hexagon whose vertices have coordinates (0, 0), ( 
Proof. We shall need a few results from functional analysis which we briefly recall. If X is a quasi-Banach space with a separating dual, then the completion of X in the Mackey topology (i.e. the strongest locally convex topology on X which produces the same topological dual as the original topology on X), is denoted byX and is called the Banach envelope of X. It is not difficult to show that, for a linear and bounded operator T on X, the property of being an isomorphism is preserved by applying "hat".
Quite recently, it has been proved in [31] that if Ω ⊂ M is a two-dimensional Lipschitz domain then
The strategy for proving Theorem 4.2 is to apply "hat" to the results in Theorem 3.3 and then to interpolate. More specifically, (3.31), (4.5) and duality give that the following are isomorphism for each 2 3 − ε < p < 1:
Then interpolation between (4.6) and the previously known L 2 -results (cf. Proposition 2.4) yields precisely the range R ε specified in the statement of the theorem.
Applications
Once more we retain our standard hypotheses on M , E, Ω and L; in particular, dim M = 2 and rank E = 2. First we consider the classical Poisson problems for L with Dirichlet boundary conditions on arbitrary two-dimensional Lipschitz domains. 
(Ω, E), 
Note that this also yields natural estimates. Thus, so far,
where s := 1 − s, 1/p + 1/p = 1, is well-defined, linear, bounded and onto for each (s, 1/p) ∈ R ε . Since, by virtue of (2.45), this operator is also one-to-one when p = 2 and s = 
, and, for 2 − ε < q < ∞, the Dirichlet problem
are well-posed.
Proof. In the case of (5.3), existence plus estimates follow from Theorem 4.1, by taking u := S(S −1 f ). Uniqueness is then seen much as in [33, §3] . A similar reasoning applies to (5.4), this time relying on (4.2).
Our next application deals with the case when 
Proof. As in [25] , [30] , where the case of the square-root of the Euclidean Dirichlet Laplacian is discussed, our proof relies on three basic isomorphisms, i.e.
The first one follows much as in the case of the Laplacian, the second one is a consequence of Stein's Littlewood-Paley multiplier theory for semi-groups in [46] (cf. also Corollary 1 in [8] ), while the third one is implied by Theorem 5.1.
For starters, by interpolating between the cases r = 0, 1 < q < ∞ and r = 1, q = 2 (with the aid of Stein's interpolation theorem for analytic families of operators; [47] ), we arrive at the conclusion that To see this, assume that (5.6) is an isomorphism for some (r, 1/q) ∈ Ψ(R ε ). Composing this with (5.9)
At this point, we would like to compose this last isomorphism with (5.10), in order to obtain that
is an isomorphism. For this to work we need q = p and −r = s + 1/p − 2 for some (s, 1/p) ∈ R ε , i.e. (2 − r − 1/q , 1/q ) ∈ R ε , or Ψ −1 (r, 1/q) ∈ R ε . Note that this is automatically taken care of by the fact that (r, 1/q) ∈ O ⊂ Ψ(R ε ). Observing now that (µ, 1/q ) = Φ(r, 1/q) concludes the proof of (5.12).
With (5.11) and (5.12) taken care of, it is now straightforward to finish the proof of the theorem. The remaining steps are as follows. Call a subset D of (0, 2) × (0, 1) 'good' if (5.6) is an isomorphism for each (r, 1/q) ∈ D. Thus, in this terminology, T from (5.11) is good. Next, use (5.12) with O := T ∩ Ψ(R ε ) so that
is also good. By interpolation, the convex hull of T and T 1 , call it T 2 , is also good. Relying again on (5.12), this time with
Finally, interpolating between T 2 and T 3 yields precisely the region (5.7).
The important case r = 1, allowing for a direct comparison of √ −L with the ordinary gradient, deserves to be stated separately. 
is well-defined and bounded for each 1 < p < ∞, and an isomorphism for each 
. This result is sharp in the class of Lipschitz domains. This is the two dimensional, system counterpart of a well-known result of Dahlberg ([10] ) concerning estimates for harmonic Green potentials in Lipschitz domains. As in [25] (cf. also [30] , [37] ) this follows by using Theorem 5.14, Sobolev's embedding theorem and the factorization
Before going any further, we would like to point out that a weak maximum principle, i.e. the estimate u L ∞ (Ω) ≤ C u L ∞ (∂Ω) for null-solutions of L, can be proved as in [12] based on what is available so far. In turn, the solvability of the Dirichlet problem for L with continuous boundary data also follows. The same circle of ideas further yield the fact that the single layer
is a well-defined and bounded operator for each 2 ≤ p < ∞; cf. [37, Theorem 8.7] .
To state our next result, recall that the Laplace-Beltrami operator ∆ on M is given in local coordinates by (5.18) ∆u := (det (g jk ))
where we take (g jk ) to be the matrix inverse of (g jk ). Also, for V ≥ 0, V ∈ L ∞ (M ), we denote by E(x, y) the Schwartz kernel of (∆ − V ) −1 and let
Here p.v. indicates that the integral is taken in the principal value sense. Specifically, we fix a smooth background metric which, in turn, induces a distance function on M . In particular, we can talk about balls and p.v. is defined in the usual sense, of removing such small geodesic balls and passing to the limit. Moreover, we denote by K * the formal transpose of K. That K, K * are singular integral operators of Calderón-Zygmund type follows, as in [35] , from the estimates on E(x, y) contained below. Proof. The argument closely parallels that in [36] , [37] , [38] where the case dim M ≥ 3 is discussed. Proof. The departure point (seen from §4 much as in [32] ) is the observation that are Fredholm operators with index zero for each 0 < s < 1 2 + ε. With these at hand, repeated applications of real and complex interpolation yield the desired conclusion.
Given these results, solutions to the Dirichlet, Regularity and Neumann problems for the operator ∆ in Lipschitz subdomains of M can be produced for L p and Besov boundary data, for appropriate (sharp ranges of) indices and optimal estimates. We omit the details.
The three dimensional case
While up to this point we have focused almost exclusively on the case dim M = 2, here we would like to comment on the case dim M = 3. The idea is that our methods are flexible enough to yield optimal results in this setting, and most proofs parallel closely those developed when dim M = 2. The general principle is that all major results continue to hold in this latter setting, albeit for possibly smaller (yet sharp) ranges of indices. Concretely, the three-dimensional version of Theorem 5.1 requires that 0 < s < 1 and 1 < p < ∞ satisfy at least one of the conditions: 14) is an isomorphism to 1 < p < 3 + ε. In the threedimensional context, the validity range for Theorem 5.5 is 1 < p < q < 3 + ε, 1/q = 1/p − 1/3, while in Theorem 5.7 the region R ε should refer to (6.1). In this form, all the aforementioned results continue to be sharp in the class of threedimensional Lipschitz domains.
In closing, we would like to point out that by relying on the results proved in §4- §6, other significant problems can be successfully attacked. As examples, we list the issue of deriving estimates for complex powers of systems of PDE's (as in [30] ), establishing sharp Hodge decompositions (as in [32] ), and producing existence results for semilinear versions of (5.1), as in [16] .
