We prove an Erdős-Feller-Kolmogorov-Petrowsky law of the iterated logarithm for self-normalized martingales. Our proof is given in the framework of the game-theoretic probability of Shafer and Vovk. As many other game-theoretic proofs, our proof is self-contained and explicit.
Theorem 1.1. Let S n , n = 1, 2, . . . , be a martingale with S 0 = 0 and x n = S n − S n−1 be a martingale difference with respect to a filtration {F n } A n < ∞ = 1.
If I(ψ) = ∞, then
This theorem is a self-normalization of the result in Einmahl and Mason [5] and a generalization of the result in de la Peña, Klass and Lai [4] . The order of growth A n /(ψ(A 2 n )) 3 for c n is currently the best known order for EFKP-LIL even in the independent case ( [2] ). We call (2) the validity and (3) the sharpness of EFKP-LIL.
In (2) and (3), we are not assuming that the conditioning events happen with probability one. We can state (2) equivalently as P lim A n = ∞, lim sup c n ψ(A 
For our proof we adopt the framework of game-theoretic probability by Shafer and Vovk [17] . In a game-theoretic approach, for proving (2), we explicitly construct a non-negative martingale diverging to infinity on the event of (4) . We use the following notation throughout the paper ln k n := ln ln . . . ln ktimes n.
We also fix a small positive δ for the rest of this paper, e.g., δ = 0.01. For our proof, as is often seen in the upper-lower class theory (cf. Feller [8, Lemma 1]), we can restrict our attention to ψ such that ψ L (n) ≤ ψ(n) ≤ ψ U (n) for all sufficiently large n,
where ψ L (n) := 2 ln 2 n + 3 ln 3 n, ψ U (n) := 2 ln 2 n + 4 ln 3 n.
Here L means the lower class and U means the upper class. It can be verified that I(ψ U ) < ∞ and I(ψ L ) = ∞. The rest of this paper is organized as follows. In Section 2 we give a game-theoretic statement corresponding to our main theorem. In Section 3 we give a proof of the validity and in Section 4 we give a proof of the sharpness.
Preliminaries on Game-Theoretic Probability
In order to state a game-theoretic version of Theorem 1.1, consider the following simplified predictably unbounded forecasting game (SPUFG, Section 5.1 of [17] ) with the initial capital α > 0.
Simplified Predictably Unbounded Forecasting Game Players: Forecaster, Skeptic, Reality Protocol:
K 0 := α. FOR n = 1, 2, . . .:
Forecaster announces c n ≥ 0. Skeptic announces M n ∈ R.
Reality announces x n ∈ [−c n , c n ]. K n := K n−1 + M n x n . Collateral Duties: Skeptic must keep K n non-negative. Reality must keep K n from tending to infinity.
Usually α is taken to be 1, but in Section 4 we use α 1 for notational simplicity.
We prove the following theorem, which implies Theorem 1.1 by Chapter 8 of [17] . 
and if I(ψ) = ∞, Skeptic can force
We use the same line of arguments as in [14] and Chapter 5 of Shafer and Vovk [17] . We employ a Bayesian mixture of constant-proportion betting strategies. Here we give basic properties of constantproportion betting strategies.
A constant-proportion betting strategy with betting proportion γ > 0 sets
However, K n becomes negative if γx n < −1. For simplicity we consider applying the strategy ("keep the account open") as long as γc n ≤ δ and sets M n = 0 once γc n > δ happens ("freeze the account"). Define a stopping time
Note the monotonicity of σ γ , i.e., σ γ ′ ≥ σ γ if γ ′ ≤ γ. We denote the capital process of the constantproportion betting strategy with this stopping time by K γ n . With the initial capital of K γ 0 = α, the value of K γ n is written as
for |t| ≤ δ, taking the logarithm of
wherec n := max 1≤i≤n c i .
We also set up some notation for expressing the condition in (6) and (7) . An infinite sequence of Forecaster's and Reality's announces ω = (c 1 , x 1 , c 2 , x 2 , . . .) is called a path and the set of paths Ω = {ω} is called the sample space. Define a subset Ω <∞ of Ω as
For an arbitrary path ω ∈ Ω <∞ we have
The last inequality holds by the lower bound in (5).
Validity
We prove the validity in (6) of Theorem 2.1. In this section we let α = 1. We discretize the integral in (1) as
Since xe −x 2 /2 is decreasing for x ≥ 1, the function λ → ψ(λ) λ e −ψ(λ) 2 /2 is decreasing for λ such that ψ(λ) ≥ 1 and convergences of the integral in (1) and the sum in (11) are equivalent.
The convergence of the infinite series in (11) implies the existence of a non-decreasing sequence of positive reals a k diverging to infinity (a k ↑ ∞), such that the series multiplied term by term by a k is still convergent:
This is easily seen by dividing the infinite series into blocks of sums less than or equal to 1/2 k and multiplying the k-th block by k (see also [13, Lemma 4.15] ).
For k ≥ 1 let
and consider the capital process of a countable mixture of constant-proportion strategies
Note that K n is never negative. By the upper bound in (5), as k → ∞ we have
We show that lim sup
At this point we check that all accounts on the right-hand side of (14) are open for sufficiently large n and the lower bound in (9) can be applied to each term of (14) for ω ∈ Ω <∞ . We have the following two lemmas.
Proof. Note that the first
But by (5), both ψ(A
Proof. By the monotonicity of ψ, we have
Then by the monotonicity of σ γ , it suffices to show
for sufficiently large n. By (15), the left-hand side is bounded from above by
But this converges to 0 as n → ∞.
By Lemma 3.2 and the lower bound in (9), for sufficiently large n, we have
and ZK n can be evaluated from below as
for the path ω ∈ Ω <∞ . Then for sufficiently large n such that
≤ 1 + δ, we evaluate the exponent part by (9) as
and by Lemma 3.1
For sufficiently large n, we have
Thus by (16) ,
Sharpness
We prove the sharpness in (7) of Theorem 2.1. As in Section 4.2 of [17] and in [13] , in order to prove the sharpness, it suffices to show the following proposition. 
Once we prove this proposition, we can take the mixture over C = 1, 2, . . . . Then the sharpness follows, because for each ω ∈ Ω <∞ , there exists C(ω) satisfying (10). We denote
We divide our proof of Proposition 4.1 into several subsections. For notational simplicity we use the initial capital of α = 1 − 2/e = (e − 2)/e in this section. In Sections 4.1 and 4.2 we only consider γ and n with n < σ γ . As in Lemma 3.2 for the validity, this condition will be satisfied for sufficiently small γ and relevant n.
Uniform mixture of constant-proportion betting strategies
We consider a continuous uniform mixture of constant-proportion strategies with the betting proportion uγ, 2/e ≤ u ≤ 1. This is a Bayesian strategy, a similar one to which has been considered in [12] . Define
At round n < σ γ this strategy bets
Then by induction on n < σ γ the capital process is indeed written as
Applying (9), we have
for n < σ γ . We further bound the integral in the following lemma.
Proof. Completing the square we have
Hence by the change of variables
Then for all cases we can bound L γ n from above as
Without change of variables, we can also bound the integral 
Note that
g(2/e) = e 2γ(S n /e−γA n /e 2 ) , g(1) = e
We now consider the following three cases. 
Case 1 S n
By (21) and (23), we have (19) .
By (21) and (24), we have (20).
Buying a process and selling a process
Next we consider the following capital process.
This capital process consists of buying two units of L γ n and selling one unit of K γe n . This combination of selling and buying is essential in the game-theoretic proof of LIL in Chapter 5 of [17] and [14] . However, unlike Chapter 5 of [17] and [14] , where a combination of three capital processes is used, we only combine two capital processes.
We want to bound Q γ n from above.
Lemma 4.3. Let
Then for n < σ γe ,
Remark 4.4. In this lemma, C 1 depends onc n , γ and A n through γ 3 A 2 nc n . However from Section 4.5 on, we evaluate γ 3 A 2 nc n from above by a constant. Hence, C 1 can be also taken to be a constant (cf. (50)) not depending on γ and A n . Also note that the interval for S n in (28) is larger than the interval in (19) .
Proof. We bound Q γ n = 2L γ n − K γe n from above in the following three cases: Hence if the right-hand side is non-positive we have Q γ n ≤ 0:
Case (ii) We again use
Otherwise, write B n := (1 + e 3 )γ 3 A 2 nc n + ln 2 and consider the case
Dividing this by e − 1 and also considering S n ≥ eA 2 n γ, we have
Then by (31)
Hence just using Q γ n ≤ 2L γ n and (24) in this case, we obtain
This also covers (30) and we have (33) for the whole case (iii).
Change of time scale and dividing the rounds into cycles
For proving the sharpness we consider the change of time scale from λ to k:
By taking the derivative of ln λ = 5k ln k, we have dλ/λ = 5(ln k+1)dk. Since ln k is dominant in (ln k+1), the integrability condition is written as
Let f (x) := ψ(e 5x ln x )e −ψ(e 5x ln x ) 2 /2 . Since xe −x 2 /2 is decreasing for x ≥ 1, the function f (x) is decreasing for x such that ψ(e 5x ln x ) ≥ 1. Thus, for sufficiently large k and x such that k ≤ x ≤ k + 1, we have
Hence, we have
Then, it suffices to show (17) if
As in Chapter 5 of [17] and [14] , we divide the time axis into "cycles". However, unlike in Chapter 5 of [17] and [14] , our cycles are based on stopping times. Let
and define a family of stopping times
We define the k-th cycle by [τ k , τ k+1 ], k ≥ 1. Note that τ k is finite for all k if and only if A 2 n → ∞. Betting strategy for the k-th cycle is based on the following betting proportion:
Note that γ k in (36) is slightly different from (12) . For the rest of this section, we check the growth of various quantities along the cycles. Let ω ∈ Ω C . For sufficiently large n,
Furthermore A (37) we have
and
by the definition of τ k . Hence for ω ∈ Ω C we also have
The limits in the following lemma will be useful for our argument.
as k → ∞ and the first equality holds by (5) . The second equality holds by (40) and
) and the third equality holds by
Stopping times for aborting and sequential freezing for each cycle
In (48) of the next section we will introduce another capital process M γ k ,k n , which will be employed in each cycle. Here we introduce some stopping times for aborting the cycle and for sequential freezing of accounts in M γ k ,k n . We say that we abort the k-th cycle, when we freeze all accounts in the k-th cycle and wait for the (k + 1)-st cycle. There are two cases for aborting the k-th cycle. The first case is when some c n is too large for ω ∈ Ω C . Define
We will abort the k-th cycle if σ k,C < τ k+1 . Note that for ω ∈ Ω C , there exists k 1 (ω) such that
Another case is when S n is too large. Define
If ν k < τ k+1 , then Skeptic is happy to abort the k-th cycle, because he wants to force S n ≥ A n ψ(A 2 n ) i.o. The above two stopping times will be used in the final construction of a dynamic strategy in Section 4.6.
For each cycle, we define another family of stopping times indexed by w = 1, . . . , ⌈ln k⌉, by
for sequential freezing of accounts of M γ k ,k n in (48). We have τ k ≤ τ k,w for k ≥ 1 and w ≥ 1, because
w+2) n k+1 /k 4 and by (38), for sufficiently large k we have
Then
We also compare τ k,w to σ γ k e −w+1 defined in (8) . This is needed for applying the bounds derived in previous sections to M Proof. By (47) and by Lemma 3.1, for sufficiently large k
Further discrete mixture of processes for each cycle with sequential freezing
We introduce another discrete mixture of capital process for the k-th cycle. Define
min(n,τ k,w ) ).
Note that the w-th account in the sum of M
n is frozen at the stopping time τ k,w . This is needed since the bound for c n is growing even during the k-th cycle.
In order to bound M γ k ,k n , we first bound C 1 in (26) for each w in the sum of (48) by a constant independent of n. Note that we only need to consider n ≤ τ k,w for the w-th account.
nc n and hence C 1 are bounded from above by
for sufficiently large k.
Proof. By (42), for sufficiently large k
Thus
Lemma 4.9. Let ω ∈ Ω C . For sufficiently large k,
whereC 1 is given by the right-hand side of (50).
Proof. We have |γ k e −wc
min(n,τ k,w ) | ≤ δ by Lemma 4.7. Then we can complete the proof of (52) by Lemma 4.3 and Lemma 4.7 because the length of the interval w | S n ne < γe −w < S n e n is equal to 2.
As in Chapter 5 of Shafer and Vovk [17] , we use M γ k ,k n in the following form.
Here we give a specific value of D for definiteness, but from the proof below it will be clear that any sufficiently large D can be used. Since the strategy for M
we prove the following two propositions. 
and τ k+1 < σ k,C . Then for sufficiently large k
Proof. In our proof we denote t = n − τ k , S t = S n − S τ k and A
we use (52) for S t . We bound M γ k ,k t from above. By the term 2 ⌈ln k⌉ on the right-hand side of (52), it suffices to show
for sufficient large k. Let
We distinguish two cases:
) by the first equality in Lemma 4.5 for sufficiently large k. Also ψ(A
. Hence in this case
Then for γ ≤ γ k by the third equality in Lemma 4.5
for sufficiently large k. Since 
For γ ≤ γ k , .
We will show that lim sup k→∞ M γ k ,k τ k+1 −τ k ≤ 0, if 
