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This dissertation describes the implementation of the molecular electronic structure
calculations with an implicit solvent model using coupled-cluster theory. The theory for
and the implementation of the solvent reaction feld method (SCRF) and the reference
interaction site model (RISM) at the coupled-cluster singles and doubles (CCSD) are presented.
In the SCRF model a solute molecule is placed in a spherical cavity, and the outer
solvent is represented by a dielectric continuum, which is characterized by the dielectric
constant of the solvent. The reaction feld is introduced to the system by using the multipole moment expansion of the electronic structure of the solute molecule and the dielectric
constant. The SCRF method has been used to calculate the conformational equilibrium
and the rotational barriers of 1,2-dichloroethane in vacuum and in different solvents. The
calculated results are compared with experimental values. In addition, the solvent effects

on the energetics of the mechanism of nitration of benzene are reported using the implemented CCSD-SCRF model.
The idea of RISM is to replace the reaction feld in continuum models by a microscopic expression in terms of the site-site radial distribution functions between solute and
solvent, which can be calculated from the RISM integral equations. The statistical solvent
distribution around the solute is determined based on the electronic structure of the solute,
while the electronic structure of solute is infuenced by the surrounding solvent distribution. Therefore, the wave function and the RISM equations are solved self-consistently
with CCSD. Pair correlation functions, partial atomic charges, and solvation free energies
of water and N-methylacetamide are calculated in liquid water using proposed theory.
Both the CC-SCRF and CC-RISM methods have been implemented in a developmental
version of the Q-C HEM 3.2 quantum chemistry package.

Key words: Quantum Chemistry, Computational Chemistry, Coupled-Cluster Theory, Solvent Models, SCRF, solvent reaction feld method, Electrophilic Aromatic Nitration of
Benzene, RISM, reference interaction site model
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CHAPTER 1
INTRODUCTION

An overview of theoretical studies over the last decades shows the extraordinary evolution in quantum mechanical methods and their applications to the study of chemical
systems. The extensive research efforts put into molecular electronic structure theory have
generated a series of sophisticated methods, that approach to the limit of experimental accuracy in the gas phase. The Nobel Prize awarded to Walter Kohn and John Pople in 1998
1

is a clear recognition of the impact of quantum chemistry in the chemical science. There

is no doubt that quantum chemistry constitutes an extremely powerful tool to understand
the structure and reactive properties of molecules in the gas phase.
Even though quantum chemistry for small, isolated molecules has reached the limit
of chemical accuracy, the same cannot be said for molecules in a solvent. In condensed
phase the molecules of interest are surrounded by and signifcantly affected by the nature
of the solvent. The existence of life depends on complex biochemical reactions taking
place within aqueous environments both in vitro and in vivo [1]. The environment plays
a key role in the determination of the properties and reactivity of substances in condensed
phase [2]. Besides its biological signifcance, condensed phase chemistry is important to
1

to Walter Kohn for his development of density functional theory and to John Pople for his development
of computational methods in quantum chemistry.

1

most chemical manufacturing processes, both in the laboratory test tube and in industry.
Hence, it is necessary to include the solvent description to molecular electronic structure
calculations to get a more detailed understanding in a wide area of chemistry and essentially all of biochemistry.
In recent years there has been growing interest in the interpretation of solvent effects
on the properties of molecules [3–7]. The computational calculations of chemical systems
in condensed phases is, however, far more diffcult than that of isolated molecules. The primary reason that condensed-phase problems are complicated is the intractability of solving
the Schrödinger equation for large systems. Although the nuclear degrees of freedom may
be rendered separable from the electronic ones by invocation of the Born-Oppenheimer approximation [8], the electronic degrees of freedom remain far too numerous to be handled
practically with any quantum mechanical approach and with current computer capability.
When considering intermolecular interactions and the size of the whole system, both the
solute molecule and the solvent molecules together, the system gets too complicated to
handle. Consider, for example, a case of a small solute molecule in water. Defning a cut° will amount to considering around 200 explicit
off for the electrostatic interaction at 12 A
water molecules in addition to the solute molecule [9]. If we treat 200 molecules of a solvent explicitly, this adds electronic 6000 degrees of freedom for the water. In addition, the
solvent is inherently dynamical by nature, and therefore confgurational sampling must be
also considered.
The most rigorously correct way of modeling chemistry in solution would be to insert all the solvent molecules explicitly and then run molecular dynamics (MD) [10–14]
2

or Monte Carlo (MC) [15–17] simulations to give a time-averaged, ensemble average of
the property of interest. This can be done using molecular mechanics (MM), where the
solvent-solute system is replaced by a classical one in which the electronic energy plus the
coulombic interactions of the nuclei, taken together, are modeled by a classical force feld.
The primary problems with MM explicit solvent calculations are the lack of an ab initio quantum mechanical description of the system and the signifcant amount of time and
substantial amount of computer resources required. Therefore, one can use quantum mechanics/molecular mechanics (QM/MM) [18–22], in which the system is divided into two
parts, where the solute is considered as a quantum system, and the solvent is considered as
a classical system. Both QM/MM and fully MM methods have computational bottlenecks
such as the sampling problem, diffculty to converge, and expense when long-range forces
are included [23]. A solution for introducing a quantum mechanical description to MM
simulations is ab initio molecular dynamics (AIMD) [24–28]. Traditional “force felds”
in MD simulations can be replaced with quantum mechanical techniques in AIMD. In
an AIMD calculation, fnite-temperature dynamical trajectories are generated using forces
obtained directly from electronic structure calculations performed “on the fy” as the simulation proceeds. One can say that AIMD is a solution for the solute-solvent problem.
Yes, but AIMD needs much larger amounts of both computational power and time than all
other methods described above.
Methods involving an explicit description of the solvent molecules require, analogously with other many-body methods, a sampling of the phase space. Since this is
computationally expensive, there is a strong interest in developing methods where the sol3

vent is modeled in a less rigorous fashion. Such complexity, which was described in the
above paragraph, has given rise to a wide variety of simplifed computational approaches,
which can be basically classifed into methods based on: (a) a supermolecule description
of the solute-solvent system [29–32], which provides limited, but detailed information
about specifc solute-solvent interactions; (b) methods based on the dielectric continuum
(DC) model [3–7, 33–40], where the attention is mainly focused on one component of the
system, the solute, whereas the solvent is treated in a very simplifed way as a polarizable medium, and (c) statistical mechanical based distribution functions with an integral
equation theory [41–45], where the combination is of quantum mechanical treatments of
the solute with statistically averaged descriptions of discrete solvent molecules. In this
dissertation, we will consider enhancement of a continuum solvent model, which is a selfconsistent reaction feld (SCRF) solvent model that falls under class (b), and a method that
uses statistical mechanical theory-based distribution functions with an integral equation
theory, which is the reference interaction site model (RISM) method that falls under class
(c).
In the continuum solvent model, the solvent is modeled as a macroscopic dielectric
continuum (DC) characterized by a dielectric constant. Thus, any reference to the atomistic nature of the solvent is neglected, and confgurational sampling is included implicitly.
Therefore, for this model, no explicit simulations have to be conducted, and no explicit
sampling is necessary. Because of their speed and simplicity, the continuum models of
solvation are very popular in condensed phase computational chemistry [3–5]. As stated
above, the solvent may be modeled as a confguration-averaged or time-averaged solvent
4

environment, where the averaging is Boltzmann weighted at the temperature of interest.
The DC approach is thus also sometimes referred to as a “mean-feld” approach or “reaction feld” approach. The Reaction feld DC model provides a simple description for solvation by including the electrostatic effects to the molecule wave function. The classical
dielectric continuum is characterized by its dielectric constant, and the solute is embedded
in a spherical cavity. The time averaged reaction feld (RF) is calculated by the dielectric
constant of solvent, the radius of the cavity in which the solute enclosed, and the multipole
expansion of the solute charge distribution. The charge distribution of the solute molecule
polarizes the solvent, and therefore a new external electric feld, the reaction feld, perturbs
the solute wave function. Then the solute charge distribution from the new wave function
again polarizes the solvent. With new RF the solute itself is allowed to be back-polarized
by the reaction feld. This procedure is called the self-consistent reaction feld (SCRF)
solvent model.
This model was originally proposed by Born [33], Kirkwood [34, 35], and Onsager
[36] and has been established in numerous applications in condensed phases [3–5]. The
Onsager-SCRF method was proposed by Tapia et al. [38] and later by Wong et al. [46].
The Onsager model is the simplest version of the DC approach. Solvation is described
in terms of a dipole moment, drawn in an iterative way from QM calculations on the
molecule. A more general model going beyond the dipole approximation is that developed
by Mikkelsen and co-workers [39, 40, 47]. Mikkelsen et al. exploit Kirkwood’s idea of
describing the interaction between a set of classical charges (described in terms of a multipole expansion) enclosed in a spherical cavity embedded in a DC medium. Mikkelsen
5

applies the model to QM charge distributions instead of classical point charges, as in the
original Kirkwood paper, and the effects of the solvent polarization are described in terms
of proper QM operators to be added to the Hamiltonian of the isolated system. It is worth
noting that another approach towards SCRF was developed in Nancy, France by Rinaldi
and co-workers [37, 48–52]. The main features of this method is an ellipsoidal cavities
and ellipsoidal multipole expansions, instead of traditional spherical cavities and multipole expansions. Historically, this method represents the frst example of QM continuum
solvation methods [37, 48], but over the years it has been continuously developed, and
it continues its evolution [51, 52]. The SCRF methods have so far been described in
self-consistent feld (SCF) theories [37, 38, 46, 47], multiconfgurational SCF (MCSCF)
theory [40], second order Møller-Plesset perturbation theory (MP2) [53, 54], and coupledcluster (CC) theory [55]. Previous work on the CC solvent theory was based on orbital
unrelaxed methods in which the orbital response to the reaction feld is not included. In this
dissertation, we discuss the introduction of solute–solvent interactions into CC methods
and introduce a coupled-cluster self-consistent reaction feld method (CC-SCRF) including orbital relaxation [56].
Statistical mechanical theory-based distribution functions with integral equation theory for liquids was introduced by Chandler and Andersen in 1971, normally referred to
as the the reference interaction site model (RISM) [42]. This theory can be regarded as a
natural extension of the Ornstein-Zernike (OZ) equation [57] for simple atomic liquids to
a mixture of atoms with chemical bonds represented by intramolecular correlation functions. Introducing this correlation function enables us to take into account the geometry
6

of molecules. However, it cannot handle electrostatics in its original form, even though
the charge distribution in a molecule plays an essential role in determining the chemical
specifcity of the molecular system. The next important development in the theory was
made in 1981 with the extended RISM theory [43–45]. The extended RISM theory takes
into account not only the geometry but also the charge distribution of a molecule, which
completes the chemical characterization of a species for the statistical mechanics of a
molecular liquid [58]. Applications of the theory to a variety of liquids and solutions have
demonstrated its capability of describing the chemical specifcity of liquids in molecular
detail. Such an application includes analysis of the structure and fuid phase behavior of
water [59–61], the solvation structure and free energy of ions [62–68], the electronic structure in liquids [69–71], chemical reactions [72–76], dynamics in liquid water [77–80], the
structure of a water–alcohol mixture [81], the NMR chemical shift of a water molecule solvated in liquid water, acetone, chloroform, or carbon tetrachloride [82], the partial molar
volume of amino acids [83, 84], and the stability and folding of polypeptides [85, 86].
In 1993 Ten-no et al. [69, 70] proposed the original RISM-SCF method. The basic
idea of the method is to replace the reaction feld in the continuum solvation models with a
microscopic expression in terms of the site-site radial distribution functions between solute
and solvent, which can be calculated from the RISM theory. In the RISM-SCF theory, the
statistical solvent distribution around the solute is determined by the electronic structure of
the solute, whereas the electronic structure of the solute is infuenced by the surrounding
solvent distribution. Therefore, the ab initio MO calculation and the RISM equations must

7

be solved in a self-consistent manner. The RISM-SCF iteration is continued until both the
electronic and solvent structures become self-consistent within given convergence criteria.
The RISM-SCF method has been extended to include analytical gradients for geometry
optimizations and to the multiconfgurational self-consistent feld (MCSCF) method [71,
87], which can be used for exploring the excited states of a molecule in solution. Sato et
al. [88] have also reformulated RISM-SCF/MCSCF for the 3D-RISM formalism to properly include the three-dimensional picture of the solvation structure necessary for complex
solutes. The authors found that this reformulation allows one to reliably resolve locations
and directions of hydrogen bonding in the hydration shells. At the same time, however,
they also found that the results from the original RISM-SCF/MCSCF method are reasonably similar to those of the 3D-RISM/SCF approach after removing of the orientational
dependence [58]. The MO part of the method can be extended to the more sophisticated levels beyond Hartree-Fock (HF), such as Confguration Interaction (CI) [89] and
Coupled-Cluster (CC) theory [90]. In this dissertation, we report the theory for and the
implementation of RISM for solute-solvent systems at the coupled-cluster singles and doubles (CCSD) [91] level.
We chose the nitration of benzene as a classic example of an electrophilic aromatic
substitution reaction with which to study solvation effects using CC-SCRF. The nitration of benzene by means of the electrophilic aromatic substitution reaction has attracted
great interest for more than 60 years [92]. The frst mechanistic proposal of Ingold and
Hughes [93, 94] for this reaction assumed the nitronium ion (NO+
2 ) as the reactive electrophile that after interaction with the aromatic ring formed a covalent cationic interme8

diate named the σ–complex or Wheland intermediate [95]. Later, Olah and co-workers
proposed a modifcation for the original Ingold-Hughes mechanism, which included the
existence of a new intermediate prior to the subsequent formation of the Wheland intermediate [96–98]. This intermediate was considered as a π–complex. In addition to the extensive experimental work on nitration reactions [99, 100], the mechanism of the benzene
nitration has been studied theoretically over the past twenty years [101–109]. The computational calculation on solvation effects of benzene nitration reaction has not been given
much attention so far. The solvent effects of benzene nitration reaction were taken into
account within the proposed self-consistent CC-SCRF method with the coupled-cluster
singles and doubles (CCSD) theory in the present study.
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CHAPTER 2
COUPLED CLUSTER THEORY

Quantum Chemistry is the application of quantum mechanics to explain the electronic
structure and properties of molecules via the non-relativistic time-independent Schrödinger equation
Hˆ Ψ = E Ψ,

(2.1)

where Ψ is the wave function, and E is the total energy as an eigenvalue of the Hamiltonian
operator Hˆ . The total energy is given by the Hamiltonian operator of a molecule, typically
consisting of the kinetic energies of the electrons and nuclei, the attraction of the electrons
to the nuclei, and the interelectronic and internuclear repulsions. (In the case of an atom,
of course the internuclear repulsions do not exist).
This chapter will focus on fnding approximate ground-state solutions to the electronic
Schrödinger equation using coupled-cluster theory. First, we will review some basic formalisms in molecular electronic structure theory. A more detailed description can be found
in the textbook by Szabo and Ostlund [110].
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2.1

The Born-Oppenheimer Approximation
The molecular Hamiltonian operator can be written, while assuming the nuclei and

electrons to be point masses and neglecting spin-orbit couplings and other relativistic interactions, as
¯2 X 2
¯ 2 X 2 X X Z α Zβ e 0 2
h
h
ri +
+
Hˆ = −
rα −
2me i
R
2mα α
αβ
α β>α
X X e0 2
i

j>i

rij

−

X X Zα e 0 2
α

i

riα

. (2.2)

In Eq. (2.2) α and β refer to nuclei, i and j refer to electrons, and e0 2 has a value of
e2 /4π0 , where e is the charge of an electron and 0 is the permittivity of vacuum. The
frst term of Eq. (2.2) is the kinetic energy of the nuclei, and the second term is the kinetic
energy of the electrons. The third term is the potential energy of the repulsions between
the nuclei, where Rαβ is the distance between nuclei α and β with atomic numbers Zα and
Zβ . The fourth term is the potential energy of the repulsions between the electrons, where
rij is the distance between electrons i and j. The last term is the potential energy of the
attractions between the electrons and the nuclei, riα being the distance between electron i
and nucleus α. In atomic units, we can write Eq. (2.2) as
X X Zα
1 X 2 1 X 2 X X Z α Zβ X X 1
Hˆ = −
rα −
ri +
+
−
, (2.3)
2 i
Rαβ
r
riα
2MA α
α β>α
α
i j>i ij
i
and can abbreviate Eq. (2.3) as
Hˆ = T̂N + T̂e + V̂ (r, R).
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(2.4)

TN = − 2M1 A

P

α

r2α and Te = − 12

P

i

r2i denote nuclear and electronic kinetic energy op-

erators, respectively, and V̂ (r, R) denotes nuclear-nuclear, electron-nuclear, and electronelectron interaction terms
V̂ (r, R) =

X X Z α Zβ
Rαβ

α β>α

+

XX 1
X X Zα
−
.
r
r
ij
iα
α
i j>i
i

(2.5)

Since nuclei are much heavier than electrons, they move more slowly. Hence, to a good
approximation, one can consider the electrons in a molecule to be moving in the feld
of fxed nuclei. Within this approximation, the kinetic energy of the nuclei (TN ) can be


P P
Zα Zβ
neglected, and the repulsion between the nuclei VN N = α β>α Rαβ can be considered to be constant. Therefore, the Hamiltonian in Eq. (2.4)) can be separated in to
an electronic Hamiltonian and a nuclear Hamiltonian. The purely electronic Hamiltonian
Hˆelec is
1
Hˆelec = −
2

X

ri2 +

i

XX 1
X X Zα
−
,
r
r
ij
iα
α
i j>i
i

(2.6)

and the nuclear Hamiltonian Hˆnucl is
1 X 2 X X Z α Zβ
r +
Hˆnucl = −
+ hψelec (r, R)|Hˆelec |ψelec (r, R)i, (2.7)
R
2MA α α
αβ
α β>α
X
X
X
1
Zα Zβ
= −
r2α +
+ Eelec (R),
(2.8)
R
2MA α
αβ
α β>α
1 X 2
= −
r + Etot (R).
(2.9)
2MA α α
The electronic wave function ψelec (r, R) describes the motion of the electrons and
explicitly depends on the electronic coordinates but depends parametrically on the nuclear
coordinates, as does the electronic energy, Eelec (R). The total wave function can be written
as
ψ(r, R) = ψelec (r, R)ψnucl (R).
12

(2.10)

The total energy Etot (R) includes the potential for nuclear repulsion and the electronic
energy. This approximation of separating electronic and nuclear motions is called the
Born-Oppenheimer (BO) approximation, which was named after by Max Born and Robert
Oppenheimer [8]. The BO approximation is central to quantum chemistry. It is also known
as the “clamped nucleus” approximation. A major consequence of the BO is the concept of
a potential energy surface (PES). Without the BO approximation, we would lack the concept of a PES. The PES is the surface defned by Etot over all possible nuclear coordinates.
We would further lack the concepts of equilibrium and transition state geometries, since
these are defned as critical points on the PES; instead we would be reduced to discussing
high-probability regions of the nuclear wave functions.
Through out this dissertation we will only consider the electronic problem and simply
drop the subscript “elec” from the electronic Hamiltonian Hˆ .

2.2

Hartree-Fock Theory and the Self-Consistent Field Procedure
Within the BO approximation, the non-relativistic time-independent Hamiltonian op-

erator for an n-electron atom can be written as follows,
n
n
n X
n
X
1
1 X 2 X ZA
ˆ
H =−
ri −
+
.
r
2 i=1
r
i=1 iA
i=1 j>i ij
|
{z
}
| {z }
one electron part
two electron part

Because of the inter-electronic repulsion term

1
,
rij

the Schrödinger equation in Eq. (2.11)

is not separable. So we use approximate treatments to obtain the energy.
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(2.11)

2.2.1

Hartree Product

Neglecting the electron-electron repulsion, the total Hamiltonian can be written as
a sum of the one-electron Hamiltonian operators using only the kinetic energy and the
potential energy of electron i
Ĥ =

N
X

ĥ(i),

(2.12)

i=1

where ĥ(i) is referred to as the core Hamiltonian
n

n

1 X 2 X ZA
ĥ(i) = −
r −
.
2 i=1 i
r
i=1 iA

(2.13)

The operator h(i) will have a set of eigenfunctions that we can take to be a set of spinorbitals {ϕj },
ĥ(i)ϕj (i) = εj ϕj (i).

(2.14)

Ĥ is a sum of one-electron Hamiltonians. A wave function which is a product of spinorbital wave functions for each electron which is often called a ‘Hartree-product’ wave
function,
ΨHP = (ϕ1 (1)ϕ2 (2) . . . . . . ϕn (n)) ,

(2.15)

and is an eigenfunction of Ĥ as given in equation 2.12,
ĤΨHP = E ΨHP ,
E = ε1 + ε2 + . . . + εn =

(2.16)
n
X
i=1
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εi .

(2.17)

2.2.2

Slater Determinants

The molecular wave function for a many-electron system can be written as an antisymmetrized product [111, 112] (Slater determinant) of spin-orbitals,

1
Ψ(x1 , x2 , . . . , xN ) = √
N!

ϕ1 (x1 )

ϕ2 (x1 ) · · ·

ϕN (x1 )

ϕ1 (x2 )

ϕ2 (x2 ) · · ·

ϕN (x2 )

...

...

...

...

ϕ1 (xN ) ϕ2 (xN ) · · ·

,

(2.18)

ϕN (xN )

= |ϕi (x)i,

(2.19)

where ϕ(x) is a spin-orbital, i.e., a product of a spatial orbital and an electron spin eigenfunction, and x denotes both the spin and spatial coordinates of the electron. This implies
that the total electronic wave function must be antisymmetric with respect to interchange
of any two electrons’ coordinates. The Pauli exclusion principle, which states that two
electrons cannot have all quantum numbers equal, is a direct consequence of this antisymmetry requirement.

2.2.3

The Fock operator

In 1928 Hartree proposed an iterative “self-consistent feld” (SCF) method [113, 114],
and in 1930 Fock proposed extending of Hartree’s SCF procedure to use Slater determinantal wave functions [115]. The variational principle states that the best wave function of
this functional form is the one which gives the lowest possible energy
E0 = hΨ0 |Hˆ |Ψ0 i.
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(2.20)

The variational fexibility in the wave function Ψ0 is in the choice of spin-orbitals. By
minimizing E0 with respect to the choice of spin-orbitals, one can derive an equation,
called the Hartree-Fock (HF) equation, which determines the optimal spin-orbitals. The
Hartree-Fock equation is an eigenvalue equation of the form,
fˆ(i)|ϕi i = εi |ϕi i,

(2.21)

where
1
fˆ(i) = −
2

n
X

ri2

−

i=1

n
X
ZA

riA
A=1

+ v HF (i),

(2.22)

or
ˆ + v HF (i),
fˆ(i) = h(i)

(2.23)

where v HF is the average potential experienced by the ith electron due to the presence of
the other electrons, ĥ(i) is core Hamiltonian, and fˆ(i) is called the Fock operator. The
Hartree-Fock potential v HF (i), or equivalently the “feld” seen by the ith electron, depends on the spin-orbitals of the other electrons (i.e., the Fock operator depends on its
eigenfunctions). Thus, the Hartree-Fock equation is nonlinear and must be solved iteratively. The procedure for solving the Hartree-Fock equation is called the self-consistent
feld (SCF) method. In this dissertation we will use HF, SCF, or HF-SCF interchangeably
for the HF-SCF procedure. The Hartree-Fock potential v HF (i) can be written as follows:
v HF (i) =

X

Jˆj (i) − Kˆj (i),

j
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(2.24)

where Jˆ and Kˆ are the Coulomb and exchange operators, respectively. Now the HartreeFock equation Eq. (2.23) can be written as
"
#
X
X
ĥ(i) +
Jˆj (i) −
Kˆj (i) ϕi (i) = εi ϕi (i),
j6=i

(2.25)

j6=i

where
Jˆj (i)ϕi (i) =

Z

Kˆj (i)ϕi (i) =

Z

ϕ∗j (j)


1
ϕj (j)dτ ϕi (i),
rij

(2.26)

ϕ∗j (j)


1
ϕi (j)dτ ϕj (i).
rij

(2.27)

and

The basic idea of the HF-SCF method is making an initial guess at the spin-orbitals,
calculating the average feld (i.e., v HF (i) ) seen by each electron, and then solving the
eigenvalue equation 2.21 for a new set of spin-orbitals. Using these new spin-orbitals, one
can obtain new felds and repeat the procedure until self-consistency is reached.

2.2.4

The Variational Treatment

˜ of the Hamiltonian operator
Given any trial function Φ̃, the expectation value E[Φ]
Hˆ is a number given by
˜ = hΦ̃|Hˆ |Φ̃i.
E[Φ]

(2.28)

The trial wave function can be expressed as liner combination of trial functions
|Φ̃i =

N
X

ci |φi i.

(2.29)

i

We want to minimize the energy subject to the constraint that the trial wave function
remains normalized, i.e.,
E = hΦ̃|Hˆ |Φ̃i =

X
ij

17

c∗i cj hφi |Hˆ |φj i,

(2.30)

X

hΦ̃|Φ̃i − 1 =

c∗i cj hφi |φj i − 1 = 0.

(2.31)

ij

Using Lagrange’s method of undetermined multipliers
L



= hΦ̃|Hˆ |Φ̃i − E hΦ̃|Φ̃i − 1
!
=

X

X

c∗i cj hφi |Hˆ |φj i − E

ij

c∗i cj hφi |φj i ,

(2.32)

ij

we minimize with respect to the coeffcients ci

δL = δ

X

c∗i cj hφi |Hˆ |φj i − Eδ

X

ij

c∗i cj hφi |φj i+

ij

X

c∗i δcj hφi |Hˆ |φj i − E

ij

X

c∗i δcj hφi |φj i = 0. (2.33)

ij

Since E is real, we can rearrange the above equation.
"
X
i

δc∗i

#
X

Hij cj − ESij cj + complex conjugate = 0,

(2.34)

j

where Hij = hφi |Hˆ |φj i and Sij = hφi |φj i. Since δc∗i is arbitrary, we can write
X

Hij cj = E

j

X

Sij cj ,

(2.35)

j

Hc = ESc.

(2.36)

If the Hamiltonian is the Fock operator, we can write
Fc = ESc.

2.2.5

(2.37)

The Roothaan Equations

In 1951 Roothaan proposed representing the HF wave function as a linear combination of a set of previously chosen functions, called basis functions [116]. The Roothaan
18

expansion procedure allows one to fnd the HF wave function using matrix algebra and is
readily implemented on computers. This is the standard procedure used today to calculate
atomic and molecular HF wave functions.

ϕi =

X

cµi χµ ,

(2.38)

i,µ

where the χµ ’s are some set of basis functions, and where the ciµ ’s are expansion coeffcients that are found by the SCF iterative procedure.

2.2.6

Closed-Shell Hartree-Fock

A restricted set of spin-orbitals has the form
⎧
⎪
⎪
⎨ φj (r)α(ω)
,
ϕi (r) =
⎪
⎪
⎩ φj (r)β(ω)

(2.39)

and for a closed shell we can write the wave function as
|Ψ0 i = |ϕ1 ϕ2 . . . ϕN i = |φ1 φ¯1 φ2 φ¯2 . . . φN/2 φ¯N/2 i.

(2.40)

Considering the above statement we can rewrite Eq. (2.21)) as
fˆ(r1 )(i)|ϕi (r1 )i = εi |ϕi (r1 )i.

(2.41)

Introducing a set of K known basis functions {χµ (r), µ = 1, 2, . . . , K} and expanding the
unknown molecular orbitals in the linear expansion, to expand the spatial orbitals (φi ) as
a linear combinations of a set of one-electron basis functions χµ
φi =

k
X
µ=1

19

Cµi χµ .

(2.42)

We can write
fˆ(i)

X

Cνi χν (i) = εi

X

ν

Cνi χν (i).

(2.43)

ν

By multiplying by χ∗µ (1) on the left and integrating, we turn the integro- differential equation into a matrix equation,
X

Z

χµ∗ (i)fˆ(i)χν (i)dr

Cνi

= εi

X

ν

Z
Cνi

χ∗µ (i)χν (i)dr.

(2.44)

ν

At this point we need to know some important notation.
• The overlap matrix S
Z
Sµν =

χ∗µ χν dr1 ≡ hχµ |χν i,

(2.45)

is a K × K Hermitian matrix. The diagonal elements of S are unity, and the off diagonal
elements are numbers less than one in magnitude.
• The Fock matrix F
Z
Fµν =

χ∗µ fˆχν dr1 ≡ hχµ |fˆ|χν i,

(2.46)

is also a K × K Hermitian matrix. The Fock matrix is the matrix representation of the
Fock operator with the set of basis functions {χµ }.
Considering the above statements, we can rewrite Eq. (2.43)) as
X
ν

Fµν Cνi = εi

X

Sµν Cνi ,

i = 1, 2, . . . , K,

(2.47)

ν

FC = SCε,
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(2.48)

where C is a K × K square matrix of the expansion coeffcients Cµi ,
⎛
⎞
⎜ C11 C12 · · ·
⎜
⎜
⎜ C
⎜ 21 C22 · · ·
C=⎜
⎜ .
..
..
⎜ ..
.
.
⎜
⎜
⎝
CK1 CK2 · · ·

C1K ⎟
⎟
⎟
C2K ⎟
⎟
⎟,
.. ⎟
. ⎟
⎟
⎟
⎠
CKK

and ε is a diagonal matrix of the orbital energies εi ,
⎛
⎜ ε1
⎜
⎜
⎜
⎜
ε=⎜
⎜
⎜
⎜
⎜
⎝
0

(2.49)

⎞
0 ⎟
⎟
⎟
⎟
⎟
⎟.
⎟
⎟
⎟
⎟
⎠
εK

ε2
...

(2.50)

The formal expression for the charge density of a system is as follows:

ρ(r) = 2

N/2
X

φ∗i (r)φi (r),

i

= 2

N/2
X
X

⎡
=

µν

X

ν

i

X

∗ ∗
Cνi
χν (r)

⎣2

Cµi χµ (r),

µ

N/2
X

⎤
∗⎦
Cµi Cνi
χµ (r)χ∗ν (r),

i

= Pµν χµ (r)χ∗ν (r),

(2.51)

where we have defned a density matrix Pµν as,
Pµν = 2

N/2
X
i

21

∗
Cµi Cνi
.

(2.52)

With doubly occupied orbitals, and Eqs. (2.25) and (2.46), we can write
Fµν = hµ|ĥ|νi +

N/2
X
X
i

=

core
Hµν

=

core
Hµν

+

X

∗
Cλi Cσi
(2hµσ|νλi − hµσ|λνi) ,


Pλσ

λσ

(2.53)

λσ


1
hµσ|νλi − hµσ|λνi ,
2

+ Gµν .

(2.54)
(2.55)

Since FC = SCε is non-linear, it must be solved iteratively, through what is termed a
self-consistent feld (SCF) procedure. The SCF requires an initial guess for the density
matrix. Once the density matrix and the Fock matrix have converged, the total HartreeFock electronic energy is calculated as
EHF =

� core

1X
Pµν Hµν
+ Fµν .
2 µν

(2.56)

Repeating the SCF procedure for different nuclear positions gives the total energy as a
function of geometry. Such an approach is useful for optimizing molecular geometries,
fnding transition states, and calculating infrared vibrational spectra.

2.3

Electronic Correlation
A Hartree-Fock SCF procedure takes into account the interactions between electrons

only as an average feld. Actually, the instantaneous interactions between electrons should
be considered. Since the electrons repel each other, they tend to keep out of each other’s
way. In the helium atom, for example, if one electron is close to the nucleus at a given
instant, it is energetically more favorable for the other electron to be far from the nucleus
at that instant. One sometimes speaks of a Coulomb hole [110] surrounding each electron
in an atom. This is a region in which the probability of fnding another electron is very
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small. The motions of electrons are correlated with each other, and we speak of “electron
correlation”.
The HF-SCF method is not a bad approximation; the SCF energy is usually more than
99% of the total (nonrelativistic) electronic energy of an atom or molecule. However,
chemists are interested in much smaller energy differences, such as bond dissociation energies, ionization potentials, electron affnities, electronic excitation energies, vibrational
energies, etc. For example, if we think that the HF-SCF free energy of formation of a
certain molecule is about −1000 kcal/mol, 1% of this total enery is 10 kcal/mol, which is
not a small amount in the chemical sense.
The purpose of all many-body methods is to describe electron correlation. Löwdin’s
defnition of electronic correlation [90] is the difference between the exact solution of the
non-relativistic time-independent Schrödinger equation and the Hartree-Fock description
of the electronic wave function. The correlation energy is
ΔE = Eexact − EHF .

(2.57)

Since the variationally optimized Hartree-Fock energy is an upper bound to the exact energy, the correlation energy must be a negative value. There are three main methods for
calculating electron correlation: Confguration Interaction (CI), Many-Body Perturbation
Theory (MBPT) and Coupled-Cluster Theory (CC).

2.4

Confguration Interaction
Once we defne the correlation energy, one may raise the question of what is the

exact energy. So we will now defne the exact energy. The exact many-electron wave
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function must be antisymmetric like the HF determinant and should consist of all possible
higher order excited determinants (i.e., all possible orbital occupancies) with variationally
optimized mixing coeffcients. Mixing of frst- and higher-order contributions from excited
confgurations produces the confguration interaction (CI) wave function,

ΦCI = Φ0 +

X

Cia Φai +

i,a

X

Cijab Φab
ij + . . . ,

(2.58)

j>i
b>a

which, in addition to the SCF solution, introduces single (S), double(D), triple (T), and
higher excitations. Φ0 is called the reference wavefunction. The single excitation Φai =
A (ϕ1 (1) . . . ϕa (i) . . . ϕn (n)) correspond to replacing the occupied SCF orbital ϕi by the
ab
unoccupied orbital, ϕa . Φab
ij represents the double excitation, Φij = A (ϕ1 (1) . . . ϕa (i) . . .
abcd
ϕb (j) . . . ϕn (n)), and so forth through triple Φabc
ijk , quadruple Φijkl , . . . all the way to n–

tuple excitations Φabc...z
ijk...n for n electrons. Throughout this dissertation, we adopt the usual
convention that indices i, j, k, . . . denote occupied orbitals or holes, indices a, b, c, . . . denote virtual, unoccupied orbitals or particles, and indices p, q, r, . . . denote generic orbitals,
which may be occupied, virtual, hole, or particle.
abc
The CI coeffcients (Cia , Cijab , Cijk
, . . . ) are then optimized to give the lowest varia-

tional energy,
ECI =

hΨCI |Hˆ |ΨCI i
.
hΨCI |ΨCI i

(2.59)

Since the CI wave function ΦCI is much more fexible than ΦHF , the CI energy ECI is lower
than the SCF energy ESCF .
The “full CI” is defned as the wavefunction that includes all possible excitations
through n-fold for n–electrons within a chosen basis. If the basis used to represent the
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MOs were complete, then the full CI would be the exact solution to the nonrelativistic
Schrödinger equation. FCI is computationally unfeasible beyond systems of just several
atoms [117], so we must seek approximations.
In order to turn the FCI equations into practical equations which can be applied to a
much wider variety of problems, truncation of the confguration space is necessary, leading
to limited CI techniques. The most common treatment is CI with all single and double excitations (CISD) [89]. The CISD method is an iterative technique where the computational
dependence of each iteration scales as O(N 6 ). The CISD method has thus been used to
evaluate a wide range of molecular properties such as geometries, vibrational frequencies,
dipole moments, etc [118]. However, all the advantages of the CISD method are offset
by its major defciency, which is the CISD energy is not size-extensive [119, 120]. The
energy does not scale linearly with the size of the system, and CISD energy is not additive
for infnitely separated systems.

2.5

Many Body Perturbation Theory
In 1934 Møller and Plesset [121] proposed a perturbation theory which treats the

electron correlation as a pertubation to the Hartree-Fock solution, and this form of manybody perturbation theory (MBPT) [122] is called Møller-Plesset (MP) perturbation theory.
In this approach, the “true” Hamiltonian operator Hˆ is expressed as the sum of a “zeroth
order” Hamiltonian Hˆ0 and a perturbation,
Hˆ = Hˆ0 + Vˆ.
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(2.60)

In order to systematically improve the eigenfunctions and eigenvalues of Hˆ0 , one can
write Eq. (2.60) introducing the parameter λ, which will later be set equal to unity,
Hˆ = Hˆ0 + λVˆ.

(2.61)

λ can be varied between 0 and 1; when λ is zero, Hˆ is the zeroth order Hamiltonian,
and when λ is one, then Hˆ equals the true Hamiltonian. The exact eigenfunctions Ψ and
eigenvalues E of the true Hamiltonian Hˆ can be expressed in a Taylor series in powers of
λ,
(0)

(1)

(2)

(n)

|Φi i = |Ψi i + λ|Ψi i + λ2 |Ψi i + . . . + λn |Ψi i,
(0)

(1)

(2)

(n)

Ei = Ei + λEi + λ2 Ei + . . . + λn Ei ,

(2.62)
(2.63)

where E (n) is nth order energy. Substituting Eq. (2.62), and (2.63) into the Schödinger
equation, we have




(0)
(1)
(2)
Hˆ0 + λVˆ |Ψi i + λ|Ψi i + λ2 |Ψi i + . . .



(0)
(1)
(2)
(0)
(1)
(2)
= Ei + λEi + λ2 Ei + . . . |Ψi i + λ|Ψi i + λ2 |Ψi i + . . . . (2.64)

Considering only equalities of like powers of λ and intermediate normalization, the energies can be obtained from following equations:
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(0)

(0)
(0)
= hΨi |Hˆ0 |Ψi i,

(2.65)

(1)

(0)
(0)
= hΨi |Vˆ|Ψi i,

(2.66)

(2)

(0)
(1)
= hΨi |Vˆ|Ψi i,

(2.67)

(3)

(0)
(2)
= hΨi |Vˆ|Ψi i,

(2.68)

Ei
Ei
Ei
Ei
..
.

..
.

=

(n)

Ei

(0)
(n−1)
= hΨi |Vˆ|Ψi
i.

(2.69)

From Eq. (2.69) it would appear that the (n − 1)th-order wave function is required for
calculating the nth-order energy. However, Löwdin [123] has shown that the 2n and 2n +
1th energy can be obtain by only the nth order correction,
(2n)

Ei

(n)
(n−1)
= hΨi |Vˆ|Ψi
i−

n X
n
X

Ei

(2n−k−1)

hΨi |Ψi i,

(k)

(l)

(2.70)

(2n+1−k−1)

hΨi |Ψi i.

(k)

(l)

(2.71)

k=0 l=0
(2n+1)

Ei

(n)
(n)
= hΨi |Vˆ|Ψi i −

n X
n
X

Ei

k=0 l=0

Now using Eq. (2.70), and (2.71), the nth order energy correction can be solved recursively.
In the MP approach, the unperturbed Hamiltonian Hˆ0 is the sum of the one-electron
Fock operators for the N electrons, as in Eqs. (2.23) and (2.24),
Hˆ (0) =
=

N 

X
ˆ + v HF (j) ,
h(i)
i
i
N
X

ˆ +
h(i)

N h
X

i

j
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Jˆj (i) − Kˆj (i)

!
i

.

(2.72)

(0)
The Hartree-Fock wave function Ψ0 , is an eigenfunction of Hˆ0 , and the corresponding
(0)

0th order MBPT Energy Ei

(0)

E0

is
(0)
(0)
= hΨ0 |Hˆ (0) |Ψ0 i,
N 

X
=
hi|ĥ|ii + hi|vˆi HF |ii ,
i

=

X

!
X
hi|h|ii +
hij||iji ,

i

j>i

=

X

εi ,

(2.73)

i

where hij||kli is the antisymmetrized two-electron integral in Dirac notation, and
hij||iji = hij|kli − hij|lki,
Z
1
)(1 − P̂)ϕk (r1 )ϕl (r2 )dr1 dr2 .
=
ϕ∗i (r1 )ϕ∗j (r2 )
r12

(2.74)
(2.75)

Here, P is an operator which interchanges the coordinates of electron one and two. The
two-electron integrals hij|kli over spin-orbitals can be written as,
hij|kli = hϕi ϕj |ϕk ϕl i,
Z
1
)ϕk (r1 )ϕl (r2 )dr1 dr2 .
=
ϕ∗i (r1 )ϕ∗j (r2 )
r12

(2.76)
(2.77)

The perturbation Vˆ is the difference between the exact electron-electron interaction
and the sum of the Hartree-Fock Coulomb and exchange potentials,
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Vˆ = Hˆ − Hˆ (0) ,
=

N
X
i

N

N


X 1
X
HF
ˆh(i) + 1
ˆ
−
h(i) + vi (j) ,
2 ij rij
i

N

N

N

N

X
1X 1
−
viHF (j),
=
2 ij rij
i
N


XX
1X 1
ˆ
ˆ
=
−
Jj (i) − Kj (i) .
2 ij rij
i
j

(2.78)

(1)

The 1st order MBPT Energy E0 can be expressed as
(1)

E0

(0)
(0)
= hΦ0 |Vˆ|Φ0 i,

X (0)
1 X (0) 1 (0)
(0)
hΦ0 | |Φ0 i −
hΦ0 |viHF (j)|Φ0 i,
2 ij
rij
i
X
1X
=
hij||iji −
hij||iji,
2 j>i
j>i
1X
= −
hij||iji.
2 j>i
=

(2.79)

It is worth noting that the Hartree-Fock energy is the sum of the zeroth- and frst-order
MBPT energies,
(0)

(1)

E HF = E0 + E0 ,
=

X

εi −

i

1X
hij||iji.
2 j>i

(2.80)
(2.81)

Since the frst order MBPT energy does not go beyond the Hartree-Fock level, in order
to obtain an improvement over the Hartree-Fock energy, at least the second-order correction is needed. This level of theory is referred to as MBPT(2) and involves the integrals
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(0)
(1)
hΨi |Vˆ|Ψi i. The sum of 0th order through 2nd order energies defnes the MBPT(2)

energy.
(0)

(1)

(2)

E MP2 = E0 + E0 + E0 ,

(2.82)

(2)

= E HF + E0 .

(2.83)
(1)

The second-order energy equation is solved from the frst-order wave function |Φ0 i. The
second-order energy is expressed as
(2)
E0

=

XX
a
i
j>i b>a

|hij||abi|2
,
εi + εj − εa − εb

(2.84)

where indices i, j, a and b have their usual meaning. By expanding the frst-order wavefunction in terms of all possible excited determinants, it can be shown that the MP2 energy
equation includes only doubly excited determinants [119].
It could be worthwhile to note here that the second order energy for a closed-shell
system after transforming the AO integrals to the MO basis can be given by,
E (2) =

X X hij|abi (2hij|abi − hij|bai)
a
i
j>i b>a

=

ε i + εj − ε a − ε b

,

XX
(1)
hij|abiT2 ,

(2.85)
(2.86)

a
i
j>i b>a
(1)

where indices i, j, a, and b have their usual meanings, and T2

is the frst order approxi-

mation to the doubly excited determinants which we will discuss in Section 2.6.
MP2 calculations can be done reasonably rapidly because Eq. (2.84) can be effciently
evaluated. The scaling behavior of the MP2 method is roughly O(N 5 ), where N is the
number of basis functions. Analytic gradients [124] and second derivatives [125, 126] are
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available for this level of theory, so it can conveniently be used to explore PESs. Higherorder energy terms are computed in a similar manner to the procedure described above
with the relatively expensive cost of O(N (n+3) ), where n is MPn. The even-ordered series
are more commonly used since they will always include new correlation effects: MP2
includes two-electron correlation, MP4 one-, three and four-electron correlation, MP6 fveand six-electron correlation, etc. Although the even members of the series exaggerates the
electron correlation, the odd members of the series over-correct the even members, thereby
reducing their effects including: stronger separation of electrons, a more diffuse electron
density, and a deshielding of the nuclei. Therefore, perturbation theory will generally
predict longer bond lengths than those of the true geometry [127].

2.6

The Coupled-Cluster Wave Function
The single-reference formulation of CC theory [90, 128–133] has been proven to be

an effcient tool for describing electron correlation effects in nondegenerate systems for
molecules in a vacuum, particularly near equilibrium and for vibrational frequencies. In
this section we will discuss the basics of CC theory, which has been applied in the present
study. The essential idea in CC theory is the ground state wave function |Ψ0 i can be given
by the exponential ansatz [131]
|Ψ0 i = eT̂ |0i,

(2.87)

T̂ = T̂1 + T̂2 + . . . + T̂n ,
 2 X
n
 † †
1
ˆ
Tn =
tab...
ij... a b . . . ji ,
n! ij...ab...
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(2.88)
(2.89)

where |0i is an independent particle reference state which is normally the ground state
Hartree-Fock determinant.
Ĥ|Ψi = E|Ψi,

(2.90)

and can be written as
Ĥ|Ψ0 i = E|Ψ0 i,
ĤeT̂ |0i = EeT̂ |0i,
ˆ T̂ |0i = Ee−Tˆ eT̂ |0i
e−T̂ He
ˆ Tˆ |0i = E|0i.
e−T̂ He

(2.91)

The energy and amplitude expressions can be obtained from Eq. (2.91) left-multiplying by
the reference and an excited state determinant, respectively, and integrating over all space
ˆ Tˆ |0i = E,
h0|e−T̂ He
−Tˆ ˆ Tˆ
He |0i = 0,
hΦab...
ij... |e

(2.92)
(2.93)

where intermediate normalization, h0|Ψ0 i = 1, is assumed and |Φab...
ij... i represents an excited state determinant. Using the Baker–Campbell–Hausdorff relationship [134–140]


ˆ
ˆ
e−T̂ ĤN eT = ĤN eT ,

(2.94)

C



where ĤN e

T̂


C

indicates that only the connected diagrams are included, and ĤN is the

normal product Hamiltonian:
ˆN = H
ˆ − h0|H|0i,
H
=

X
pq

(2.95)



1X
fˆpq p† q +
hpq||rsi p† q † sr ,
4 pqrs

= FˆN + WˆN .

(2.96)
(2.97)

32

The operators FˆN , and WˆN are referred to as the one- and two-particle parts of the normal
product Hamiltonian. The matrix fˆpq will be referred to as the spin-orbital Fock matrix
and is defned by
fˆpq = hp|h|qi +

X

hpm||qmi.

(2.98)



ˆ N eT̂ |0i = ΔE,
h0| H

(2.99)

m

Equations (2.92) and (2.93) can be rewritten as

C



Tˆ
hΦab...
|
Ĥ
e
|0i = 0,
N
ij...

(2.100)

C

where
ΔE = E − h0|Ĥ |0i.

(2.101)

The energy and T amplitudes can be obtained by solving Eqs. (2.99) and (2.100), respectively.
In order to satisfy the generalized Hellmann–Feynman theorem and to calculate molecular properties, CC equations can be reformulated while introducing an antisymmetrized,
perturbation-independent, deexcitation operator Λ

Λ = Λ 1 + Λ2 + . . . + Λn ,
 2 X
n
† †
1
Λn =
λij...
ab... i j . . . ba .
n! ij...ab...

(2.102)
(2.103)

Then the energy and the Λ equations can be written as


ˆ N eTˆ |0i = ΔE,
h0| (1 + Λ) H

(2.104)



h0| (1 + Λ) ĤN eT̂
− ΔE|Φab...
ij... i = 0.

(2.105)

C

C
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Because of the decoupling of T and Λ in CC theory, only T is required to obtain the energy,
but both the T and Λ are required to determine properties.
CC energy gradients are well documented elsewhere [56, 130, 141]. The frst derivative
of the CC correlation energy is given by [141]


∂ΔE
= h0| (1 + Λ) ĤNχ eT̂ |0i,
∂χ
C
X
∂fpq X
∂hpq||rsi
+
Γ (pq, rs)
,
=
Dpq
∂χ
∂χ
pq
pqrs

(2.106)
(2.107)

where ∂ĤN /∂χ = ĤNχ , which is a closed form expression for the generalized Hellmann–
Feynman theorem. The one- and two-particle density matrices, Dpq and Γ (pq, rs) are
functions of the amplitudes of the excitation and deexcitation operators, T and Λ. Gradients are treated as special cases of a “response” or “relaxed” property, wherein the basis
functions are dependent upon the nuclear displacement perturbation or external perturbation. Since the molecular orbitals are allowed to “relax” in the presence of the perturbation,
the response density necessarily contains all orbital relaxation effects, as opposed to a density constructed by taking the expectation value over a given unperturbed wave function.
This concept is called the relaxed density approach [56, 141–144]. Within the relaxed
density approach, energy gradients are given by a contraction between integral derivatives
with several perturbation-independent quantities, namely, the relaxed density matrix, the
effective two-particle density matrix, and additional intermediates which account for the
dependence of the chosen basis set on the perturbation. The frst derivative of the CC
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correlation energy with respect to an external perturbation χ can be given by the general
formula [141]
∂ΔE X rlx ∂fpq X ∂Spq X
∂hpq||rsi
=
+
Ipq
+
Γ (pq, rs)
,
Dpq
∂χ
∂χ
∂χ
∂χ
pq
pq
pqrs

(2.108)

rlx
where Dpq
is the one particle relaxed density matrix and Γ (pq, rs) is the two particle

density matrix, which are functions of T and Λ. In Eq. (2.108) Ipq is a one particle intermediate matrix, which guarantees the fulfllment of the orthonormality condition by the
perturbed orbitals, and ∂Spq /∂χ is the derivative of the AO overlap integrals rotated into
the MO basis.
In this dissertation we use the coupled-cluster method including all single and double
substitutions (CCSD), where the cluster operator in Eq. (2.88) becomes T̂ = T̂1 + T̂2 and
the CCSD wave function is
�

|ΨCCSD i = exp Tˆ1 + T̂2 |0i.

(2.109)

The CCSD energy and amplitude equation can be written as
ECCSD = h0|Ĥ |ΨCCSD i


 
1 2
=
0 Ĥ 1 + T̂1 + T̂1 + T̂2 0
2
C


 
1 2
1 3
a
0 =
Φi Ĥ 1 + T̂1 + T̂1 + T̂2 + T̂1 T̂2 + T̂1 0
2
3!
C


1
1
ˆ 1 + T̂1 + Tˆ12 + Tˆ2 + T̂1 T̂2 + Tˆ13
Φab
0 =
ij H
2
3!
 
1 2 1 2ˆ
1 4
+ T̂2 + T̂1 T2 + T̂1 0
2
2
4!
C
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(2.110)
(2.111)

(2.112)

The frst order change in the energy due to a perturbation may be expressed as the
expectation value of the perturbation operator Â. The total Hamiltonian, Ĥ , is
ˆ
Ĥ = Ĥel + αA,

(2.113)

and the expectation value can be written as frst order derivative of energy, when |Ψi is an
exact wave function or when the generalized Hellmann–Feynman theorem is satisfed,
∂E
∂a

= hΨ|Â|Ψi,

(2.114)

α=0

Here |Ψi is the normalized, unperturbed wave function where α = 0. First-order response
properties in the CC model are shown to be simple dot products between the relaxed
density matrix and the one-electron perturbation matrix of interest [141]. First-order oneelectron properties are conveniently expressed as
hÂi = T r(AD),

(2.115)

X

(2.116)

or
hÂi =

apq Dpq ,

pq

where apq are the integrals over the operator associated with the property A. Hence, molecular properties can be calculated by using the relaxed density matrix and the perturbation
operator.
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CHAPTER 3
IMPLICIT SOLVENT MODELS

When structural and dynamical information about the solvent molecules themselves is
not of primary interest, the solute-solvent system may be made simpler by modeling the
surrounding solvent as an infnite (usually isotropic) medium characterized by the same
dielectric constant as the bulk solvent, i.e., a dielectric continuum. In most applications
the continuum may be thought of as a confguration-averaged or time-averaged solvent
environment, where the averaging is Boltzmann weighted at the temperature of interest.
The dielectric continuum approach is thus also sometimes referred to as a “mean-feld”
approach or “reaction feld” approach. The model includes polarization of the dielectric
continuum by the solute’s electric feld; that polarization and the energetics of the solutecontinuum interaction are calculated by classical electrostatic formulae [3, 5].

3.1

Reaction-Field Solvent Models

Implicit continuum reaction feld solvent models basically have two advantages. The frst
is a reduction in the system’s number of degrees of freedom. The second advantage of
continuum reaction feld solvent models is that they provide a very accurate way to treat the
strong, long-range electrostatic forces that dominate many solvation phenomena. There is
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a third advantage in practice. The reaction feld models are much more effcient than both
QM/MM and fully MM methods.
Implicit continuum reaction feld solvent models can be classifed into six categories,
namely, (i) apparent surface charge (ASC) methods, (ii) multipole expansion (MPE) methods, (iii) the generalized Born approximation (GBA), (iv) image charge (IMC) methods,
(v) fnite element methods (FEM), and (vi) fnite difference methods (FDM). For good
and detailed reviews, see Ref. [3–7].
The MPE methods use an expansion of the electrostatic potential in terms of spherical
or elliptical harmonic functions. This method, when properly handled, is fast and precise
enough for many chemical applications involving solutes of well-behaved shape [3, 5].
The theory underlying the MPE method will be discussed in more detail in Chapter 4 as
“The SCRF Method”. However, it was soon recognized that the quantitative applicability
of the SCRF method was limited by the specifc interactions of the solute with solvent
molecules in the region close to the solute, where the solvent has properties different from
the bulk, where the average solvent structure is caused by the hydrogen bonding or the
steric effects. This region is called the cybotactic region [3]. These effects are dominated basically by the frst solvation shell, and we call them frst-solvation-shell effects.
A variety of approaches to “correct” for frst-solvation-shell effects were proposed. The
statistical mechanical theories based on distribution functions and integral equations can
provide a rigorous framework for incorporating such effects into a description of solvation.
One important class of integral equation theories is based on the reference interaction
site model (RISM) proposed by Chandler and Andersen in 1972. The theory is a natural
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extension of the Ornstein-Zernike equation of simple liquids. The idea of the RISM is to
replace the reaction feld in continuum models by a microscopic expression in terms of the
site-site radial distribution functions between solute and solvent, which can be calculated
from the RISM integral equations. The statistical solvent distribution around the solute is
determined based on the electronic structure of the solute, while the electronic structure of
the solute is infuenced by the surrounding solvent distribution. The theory underlying the
RISM method will be discussed in Chapter 6.

3.2

The Free Energy of Solvation

From a microscopic point of view, solvation involves the formation of a set of interactions between a solute and a solvent, as well as a change in the interactions of the solvent
molecules in the vicinity of the solute. Conceptually, the free energy of solvation (ΔGsol )
can be determined through the addition of several contributions. Generally, the solvation
process is partitioned into three different steps: cavitation, dispersion, and electrostatics. [3–6],
ΔGsol = ΔGelec + ΔGcav + ΔGdis .

(3.1)

(ΔGelec ) is the free energy of electrostatics and will be discussed in Section 3.2.1 in detail.
The free energy of cavitation (ΔGcav ) is the energy needed to form a cavity large enough
to accommodate the solute within the solvent. Since this is accomplished by breaking
down the cohesive forces between solvent molecules, ΔGcav is unfavorable to solvation
and is positive in sign. The free energy of dispersion (ΔGdis ) is the energy released by
forming the attractive force (van der Waals attractions) between the solute and solvent
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molecules. ΔGdis contributes favorably to solvation and is negative in sign. These two
terms, cavitation and dispersion, are often referred to as nonelectrostatic contributions. In
well-behaved solvents and solutes, the ΔGdis and ΔGcav normally cancel each other [6]
and sometimes can be ignored.

3.2.1

Electrostatics

The most important term of ΔGsol in Eq. (3.1) is the free energy of electrostatics
(ΔGelec ). This term measures the work spent in building up the charge distribution of
the solute in solution. ΔGelec includes two components: (i) the work necessary to create
the solute’s gas-phase charge distribution in solution and (ii) the work required to polarize the solute charge distribution by the solvent. It is worth noting that the electrostatic
contribution includes not only the gain of the electrostatic interaction energy between the
solute and solvent molecules, but also the work needed to generate the solvent reaction
feld induced by the solute charge distribution.
The contribution from electrostatics ΔGelec can be computed using the wave function.
We consider a vacuum hole (a cavity) in the dielectric continuum with an arbitrary shape.
The solute molecule represented by the electron density distribution ρM is immersed and
located in this cavity. The basic equation for a dielectric continuum model is the PoissonBoltzmann equation in electrostatics. The electrostatic feld in the cavity Vin and outside
Vout can be obtained by solving the following equations,
−r2 Vin (r) = 4πρσ ,
−r2 Vout (r) = 0,
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(3.2)
(3.3)

with the boundary conditions:
∗
∗
= Vout
,
Vin
∗
∗
∂Vin
∂Vout
= 
,
∂n
∂n

(3.4)
(3.5)

∗
∗
and Vout
are the values of
where n is a vector normal to the surface of the cavity, and Vin

the electrostatic potential at neighboring points just inside and outside the cavity.  is the
dielectric constant of the medium.
The electronic potential in the cavity can be divided into the direct contribution from
the solute molecule Vρ (r) and the effect from the continuum medium Vσ (r), which is
called the reaction feld.
Vin (r) = Vρ (r) + Vσ (r).

(3.6)

The electrostatic interaction energy WM S between the solute molecule and the continuum
is given by
Z
WM S =

ρM Vσ (r)dτ .

(3.7)

cavity

Within the framework of linear free-energy response theory [145], the electrostatic freeenergy contribution to solvation is one-half of the solute-solvent electrostatic interaction;
1
ΔGelec = − WM S .
2

(3.8)

For practical purposes several approaches have been proposed for solving Eq. (3.7).
All of them are based on modifcation of the isolated electronic Hamiltonian.
Hˆ0 Ψ0 = E0 Ψ0 in vacuo,

(3.9)

h
i
Hˆ0 + Vˆ Ψ = E Ψ in solution,

(3.10)
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where Hˆ0 is the usual Hamiltonian for an isolated molecule, Vˆ is the operator representing
a perturbation from solvent and Ψ0 and Ψ are the solute wave functions in vacuo and in
solution, respectively. The interaction between the solute and the continuum medium can
be calculated by
hΨ|Vˆ|Ψi = WM S .

(3.11)

For the case of a self-consistent feld method, the effects of the reaction feld can be incorporated as an additional term in the Fock matrix;
0
Fµν = Fµν
+ hφµ |Vˆ|φν i,

(3.12)

0
is the Fock matrix of the isolated molecule.
where Fµν

3.2.2

Cavitation

The free energy of cavitation accounts for the work necessary to generate a cavity large
enough to accommodate the solute in the bulk solvent. In other words, it is the work done
by forming a cavity of appropriate “shape” and “volume” inside the liquid, in the absence
of solute–solvent interactions. The idea of formation of a cavity in the bulk of the liquid
and then the insertion of the molecule in to the cavity, dates back to 1937 [146]. Several
approaches were suggested to calculate ΔGcav using surface tension [146], surface tension
with microscopic corrections [147], isothermal compressibility [148, 149], geometrical
parameters of the solvent molecules [150], and Pierotti formulae [151–156] derived from
a theory based on a discrete model of fuids.
The cavitation free energy is determined by following Pierotti’s [153–155] scaled particle theory adapted to molecular-shaped cavities by using the procedure proposed by
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Claverie [156]. The cavitation free energy of atom i, ΔGC−P,i is determined by weighting
the contribution of the isolated atom, ΔGP,i , by the ratio between the solvent–exposed
surface of such an atom, Si , and the total surface of the molecule, ST ,
ΔGcav =

N
X

ΔGC−P,i

i=1

N
X
Si
=
ΔGP,i .
ST
i=1

(3.13)

In the Pierotti’s model, the ΔGP,i is expanded in a series of powers of RM S , which is
the radius of a sphere that encloses the solute and excludes the centers of the surrounding
solvent molecules [153–155].
2
3
ΔGP,i = K0 + K1 RM S + K2 RM
S + K3 RM S ,

(3.14)

RM S = RM + RS ,

2 #
9
y
4πRS3 P
K0 = RT − ln(1 − y) +
−
,
2 1−y
3
"

2 #
3RT
y
y
K1 = −
+3
+ 4πRS2 P,
1−y
RS 1 − y
"

2 #
3RT
y
3
y
K2 = 2
+
− 4πRS P,
RS 1 − y 2 1 − y

(3.15)

where

"

K3 =

4πP
,
3

(3.16)
(3.17)
(3.18)
(3.19)

y = 4πRS3 nS /3, RM and RS are the radii of solute and solvent,respectivly, nS is the
number density, P is the pressure, and T is the temperature. RX , where X is solute (M )
or solvent (S), can be obtained by

RS =


RS

SX
4π

 12

3VX
=
4π
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(3.20)
 13
,

(3.21)

where SX is the molecular surface area and VX is the molecular volume.

3.2.3

Dispersion–Repulsion

The van der Waals contribution to the free energy of solvation is computed using a
linear relationship that depends on the solvent-exposed surface of the atoms in the solute.
Basically, this type of contribution arises from dispersion-repulsion interactions between
solute and solvent molecules. Theoretical treatments for recovering dispersion–repulsion
free energy of solvation of varying complexity have been proposed, ranging from quantum electrodynamics to simple phenomenological formulations [3–7]. Different solvent
models [3, 5] uses various methods to interpret the free energy of solvation arising from
dispersion-repulsion [3, 5, 157–159]. The SCRF solvent model completely neglects the
van der Waals contribution. The interaction potential function in the RISM model generally expresses the dispersion–repulsion free energy of solvation as the sum of a short-range
Lennard–Jones (L–J) energy term and a Coulombic interaction energy. The dispersion potential can be expressed as

Udis =



X

4αβ

all pairs

σαβ
rαβ

6
,

(3.22)

where σ, and  are the L–J collisional diameter and attractive well depth parameters, respectively and qα and qb eta are the charges on atom sites α and β. In all cases the standard
combination rules, αβ = (α β )1/2 and σαβ = (σα + σβ )/2 are employed to estimate the
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L–J parameters for a pair of different atoms. A similar expression for the repulsion term
can also be written as
Urep =



X

4αβ

all pairs

σαβ
rαβ

12
.

(3.23)

The Udis−rep (r) is the solute–solvent interaction potential or free energy of solvation of
dispersion–repulsion,

Udis−rep = 4αβ




σαβ 12  σαβ 6
−
.
r
r

(3.24)

The dispersion–repulsion interaction energy is built-in to the the RISM distribution functions, total correlation function h(r), and direct correlation function c(r) and will be discussed in Eq. (6.6) and (6.7) in Chapter 6.
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CHAPTER 4
SELF-CONSISTENT REACTION FIELD METHOD

Traditionally, continuum models for solvents were focused on dielectric models of
electrostatic effects. This model of the solvent assumes a linear response of the solvent
to a perturbing electric feld. This is the simplest and oldest approach of all. The model
was developed and exploited by Born [33], Onsager [36], and Kirkwood [34, 35] 60 to 80
years ago. The solvent reaction feld (SCRF) method is one of the approaches to modeling
the condensed phase in which the solute is treated in a quantum region, the solvent is a
bulk continuum, and the free energy of solvation is calculated from the reaction feld. The
reaction feld represents the interaction between the solute and the solvent. In this model
a solute molecule is embedded in a spherical cavity in a dielectric continuum medium.
The expression of the multipole expansion for the potential of a charge distribution
placed into a sphere of radius a0 , immersed into a continuum with dielectric constant ,
and can be found in numerous textbooks [145, 160, 161]. The electrostatic potential Φ(r)
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can be written in terms of Legendre polynomials (or spherical harmonics). The general
formula for Φin (r) can be simplifed in the following way: inside the cavity [145],

Vin (r) =

∞ X
l
X
l=0 m=−l

1
rl+1

Mlm Ylm (θ, φ) +
∞ X
l
X
l=0 m=−l

−

(l + 1)( − 1) rl+1 m m
Ml Yl (θ, φ), (4.1)
l + (l + 1) a2l+1
0

where Ylm (θ, φ) are the spherical harmonic functions with total angular momentum l and
projection m along the z axis, and Mlm is a multipole moment of the solute charge distribution. The second term of Eq. (4.1) represents the solvent reaction feld acting on the
portion of space occupied by the solute.
The (electrostatic) free energy of solvation, Esol , can be expressed by [40],
Esol = −

∞
l
1X X m
M · Rlm ,
2 l=0 m=−l l

(4.2)

where Rlm is the solvent reaction feld
Rlm = gl Mlm ,

(4.3)

and g is the solute−solvent coupling constant, which depends on the shape and the size of
the cavity, the dielectric constant of the medium, and the order of the multipole moment
expansion. For a spherical cavity, the solute−solvent coupling constant can be expressed
as [40],
gl =

(l + 1)( − 1) 1
,
l + (l + 1) a2l+1
0
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(4.4)

where, a0 is the radius of the spherical cavity,  is the dielectric constant of the solvent,
and l is the order of the multipole moment. The multipole moment of the solute charge
distribution Mlm can be written as
ˆ m |χν i,
Mlm = Pµν hχµ |M
l

(4.5)

where Pµν is the density matrix as defned in Eq. (2.56), and χµ and χν are basis functions
as defned in Eq. (2.42). For further details refer to Chapter 2.
The Fock matrix can be expressed in the same way as in the conventional HartreeFock equations, with the addition of one additional term in order to introduce the solvent
contribution. The total Fock matrix can be written as
0
sol
Fµν = Fµν
+ Fµν
,

(4.6)

where
sol
Fµν

=

∞ X
l
X

ˆ m |χν i,
Rlm hχµ |M
l

(4.7)

l=0 m=−l

and Mlm is the spherical multipole operator. In the SCRF method Eq. (4.6) can be solved
until both density and reaction feld converges. An SCRF can be utilized with any electron
correlation method when the multipole moments are given from the electron density.

4.1

Implementation of the CC-SCRF Method

The self-consistent coupled-cluster solvent reaction feld (CC-SCRF) code has been implemented in a developmental version of the Q-C HEM 3.2 [162] quantum chemistry program
package at the CCSD level. The calculation of the reaction feld, R, has been given major
consideration. The basic single point HF and CC procedure has been adopted with some
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modifcation to calculate the reaction feld. On the frst iteration a Hartree-Fock (HF)
self-consistent reaction feld calculation is performed to produce MO coeffcients which
include the effect of the reaction feld response. Then these MO coeffcients are utilized
to solve for both the T and Λ in the CCSD equations self-consistently in the presence
of the reaction feld. Once the CCSD amplitudes (T and Λ ) are calculated, the CCSD
rlx
, is obtained. A new solvent reaction feld R CC is calculated using
relaxed density, Dpq

the relaxed one particle density matrix (OPDM). Then new SCF calculation is performed
followed by a CCSD calculation in the presence of the new R CC . The HF calculations
before the CCSD calculations guarantee that the MO coeffcients include the new reaction
feld response. This procedure is repeated using the CC solvent response until the solvent
reaction feld converges. Our CC-SCRF procedure consists of the following steps, which
calculate R and Esol self consistently.
1. Obtain Rlm from MlmHF .
2. Compute the HF-SCF equations with Rlm .
3. Solve the CCSD T and Λ equations with Rlm .
rlx
.
4. Obtain the CCSD relaxed density, Dpq
rlx
5. Compute MlmCC from the relaxed density Dpq
.

6. Construct a new RlmCC from MlmCC and return to step 2 if not converged.

4.2

Solvent Effects on trans/gauche Conformational Equilibria

Conformational equilibria of molecules play a major role in biochemistry, polymer science, and supramolecular chemistry [2, 163–165]. The energetics and thermodynamics
of such molecular conformers depend not only on the internal potential energy surface,
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but also on the nature of the environment, which is the nature of the solvent. A number
of previous experimental [166–173] and theoretical [46, 55, 174–186] studies have been
carried out on the conformational equilibria of small polyatomic molecules in both the gas
phase and condensed phase. The conformational energy differences between rotamers are
usually less than 3 kcal/mol, and the solvation energy of polar solutes in polar solvents are
also of same order [184]. The magnitude of the polarity can signifcantly affect the conformational equilibrium. It is well known that the most stable conformer of some molecules
in the gas phase is not the most stable conformer in the condensed phase, and the equilibria
between rotamers are changing considerably from nonpolar to polar solvents [2, 163].

Figure 4.1
Relative rotormer energies of 1,2-dichoroethane
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We have considered the solvent effects on trans and gauche conformers of 1,2-dichloroethane (DCE), which shows a strong conformational energy change upon solvation.
The gauche and trans structures of DCE and a graphical interpretation of relative conformer energies are shown in Figure 4.1. The graph shows the relative conformer energy
vs. the dihedral angle between two chlorine atoms of DCE. The trans conformer is the
most stable rotamer in the gas phase because it has the least steric hindrance. The experimental studies shows that the ΔE between trans and gauche conformers in gas phase is
1.20 kcal/mol and in pure liquid is 0.31 kcal/mol [46, 163, 171, 181]. Tanaka et al. [177]
carried out a theoretical calculation on the trans/gauche equilibrium of DCE using CI
methods. According to their studies the conformational energy difference between trans
and gauche conformers, ΔE, is 1.48 kcal/mol. Dixon et al. [174] also studied gas phase
conformational equilibria using semiempirical, HF, DFT, and MP2 methods.
Theoretical calculations of solvent effects on the conformational equilibria of DCE
have been studied using the SCRF method by Wong et al. [46] with SCF and MP2 methods,
and Christiansen et al. [55] with CCSD. We compare our investigation of solvent effects
on the conformational equilibrium of DCE on with the previous work done by Wong et
al. [46] and Christiansen et al. [55].
Equations (4.2 – 4.7) show that the solvation free energy depends on the dielectric
constant (ε) of the solvent, the size of the cavity (a0 ), the order of the multipole moment
expansion (l), the size the basis set, and the correlation for a particular geometry of the
solute. First, we will discuss the question of the choice of cavity radius. The choice of
the appropriate cavity size for SCRF calculations has been raised many times [3, 4, 46,
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55, 187, 188]. Since many algorithms are available for various solvent methods [3, 4], we
restricted our discussion only for describing a spherical cavity in our SCRF calculations.
Often, the cavity radius is calculated using
a30 =

3Vm
,
4πNa

(4.8)

where, Vm is the solute molar volume and can be obtained from experiment (molecular
weight/density) or from refractivity [189], and Na is Avogadro’s number. It is also com° to the value of a0 to account for the van der Waals radii [46]. In addition,
mon to add 0.5 A
a0 can be obtained from the distant between the center of mass and the most distance atom
plus the van der Waals radius of that atom. Alternatively, one can obtain 2a0 (the diameter of the cavity) by having the greatest value among all the internuclear distances of any
two atoms plus the van der Waals radii of the two relevant atoms in the solute molecule.
Apart from these empirical cavity radii methods, there are other methods also available
for determining the cavity size in the SCRF calculations. In one method the volume of a
molecule is defned by the volume occupied by the 0.001 a.u. electron density envelope
and is scaled by 1.33 times in order to ft experimental values [190]. In another method
the cavity size can be determined by polarizability and the classical Maxwell’s feld [191],
where the cavity size is a function of the dielectric constant, the multipole order, and the
basis set used.
For the cavity radius for our investigation, we have chosen the second empirical approach to determine the the cavity size. In our calculations geometries of gauche and
trans DCE conformations are optimized in vacuum at the HF level with the 6-31G* basis
set [192, 193] unless otherwise specifed. Then, CC-SCRF energies were obtained at the
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CCSD level with the specifed cavity radius and the dielectric constant of medium. Table 4.1 shows total energies and gauche–trans energy differences for several values of the
cavity radius in water ( = 78.5) at HF, MP2, and CCSD with the 6-31+G* basis set [194]
and with l = 1. We note that our CC-SCRF code can be employed through arbitrary order
of multipole moments expansion, l, but we restricted ourselves to the l = 1 case, which
is the Onsager type SCRF [36], for consistency with Wong et al. [46]. The effect of the
order of multipole moments expansion will be discussd later.
Table 4.1
Total energies and conformer energy differences of DCE in water with various cavity radii
Cavity
Gauche Conformation
ΔE (Gauche−trans)
a
(kcal/mol)
radius
Energy (hartrees)
°
HFb
MP2b
CCSDc
HFb MP2b CCSDc
a0 (A)
2.50 −997.04228 −997.59662 −997.64032
−5.91 −5.20 −4.68
2.75 −997.03774 −997.59271 −997.63670
−3.06 −2.75 −2.40
3.00 −997.03531 −997.59066 −997.63435
−1.54 −1.46 −0.93
3.25 −997.03385 −997.58948 −997.63365
−0.62 −0.72 −0.49
3.50 −997.03288 −997.58862 −997.63290
−0.01 −0.18 −0.02
3.75 −997.03221 −997.58784 −997.63238
0.41
0.31
0.30
4.00 −997.03172 −997.58762 −997.63201
0.71
0.44
0.54
4.25 −997.03136 −997.58752 −997.63173
0.94
0.51
0.71
4.50 −997.03109 −997.58725 −997.63152
1.11
0.68
0.85
a
The HF, MP2, and CCSD energies of the trans rotamer are
−997.03286, −997.58833, and −997.63287 hartrees, respectively
b
Ref. [46]
c
This work

The conformational energies in Table 4.1 are calculated at 6-31+G* with HF/6-31G*
geometries. The energies are given in Hartrees, and the energy differences between gauche
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and trans rotamers are in kcal/mol. We kept the core orbitals frozen [195] in the CCSD
calculations. The calculated energy is strongly dependent on the size of the cavity. In
Table 4.1 the gauche–trans conformational energy differences increase from −4.68 kcal/
mol to +0.85 kcal/mol in the CCSD calculations as the cavity radius increases. The gauche
conformer energies decrease with decreasing cavity radius. This can be readily understood
from the relationship between a0 and g in Eq. (4.4). In practice, as stated above, the
gauche–trans conformational energy difference of DCE is reduced to near zero when it is
in a condensed phase which has very high dielectric constant [163]. Therefore, a value
° may be the ideal value for the cavity radius. Our best
of a0 somewhat larger than 3.5 A
estimate for a0 using the second approach for obtaining the cavity radius (using the center
° The third approach (using the cavity diameter) gives us 3.48 A
° as
of mass) is 3.54 A.
° to obtain the
cavity radius. But Wong et al. [46] used a much greater a0 value of 3.65 A
conformational energy difference.
We shall next consider the effect of the dielectric medium on the gauche–trans conformational structures of DCE. The conformational equilibria of DCE is found to strongly
depend on the dielectric property of the solvent [163]. Table 4.2 shows the the gauche–
trans conformational energy difference of DCE in SCRF calculations with HF, MP2, and
CCSD using the 6-31+G* basis set and l = 1 with different solvents. Here, the con°
former energy differences are given in kcal/mol, and the size of the cavity radius is 3.65 A.
We compare our CCSD/6-31+G* CC-SCRF calculations with the HF and MP2 results by
Wong et al. [46]. We have used the appropriate dielectric constant to mimic the proper
solvent. The CCSD-SCRF calculations are shown to be much closer to the experimental
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Table 4.2
Conformer energy differences of DCE in the gas phase and in various solvents

Solvent
ε
vacuum
1.0
cyclohexane
2.0
carbon disulfde 2.6
diethyl ether
4.3
ethyl acetate
6.0
pure liquid
10.1
acetone
20.7
acetonitrile
35.9
a
b
Ref. [46] This work

ΔE (gauche − trans)
(kcal/mol)
a
HF MP2a CCSDb Exp.c
1.96 1.64
1.50
1.20
1.32 0.88
1.01
0.91
1.13 0.69
0.86
0.83
0.82 0.54
0.62
0.69
0.67 0.41
0.50
0.42
0.50 0.26
0.37
0.31
0.36 0.14
0.27
0.18
0.30 0.09
0.22
0.15
c
Ref. [163]

values than HF and MP2. The root mean square deviation (Δrms ) of the calculated values from the experimental results in the HF calculation is 0.25 kcal/mol, and in of MP2
it is 0.09 kcal/mol [46]. Within our implementation of CCSD-SCRF calculations gave a
0.07 kcal/mol Δrms value and show more consistency with experimental results.
As we stated earlier, not only ε and a0 , but also the order of the multipole moment
expansion (l), the size the basis set, and correlation affects the solvent contribution. The
trans rotamer has C2h symmetry, and thus it has no permanent dipole moment. Therefore, the Onsager model (l = 1) gives no solvent effect on the trans rotamer, while the
gauche rotamer, which has C2 symmetry, has a signifcant solvent effect. The results are
shown in Table 4.3. We have investigated the variation of the solvent effect with the order of the multipole moment expansion, the size of the basis set, and correlation. We
studied the gauche–trans conformational energy difference of DCE in the gas phase and
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Basis

6-31G*
6-31G*
cc-pVTZ

6-31G*
6-31G*
6-31G*
6-31G*
6-31G*
6-31G*
6-31G*
6-31G*

6-31+G*
6-31+G*
6-31+G*
6-31G*
6-31G*
b
Ref. [55]

Model

SCF
CCSD
CCSD

CCSD
CCSD
CCSD
CCSD
CCSD
CCSD
CCSD
CCSD

HFa
MP2a
QCISDa
CCSDb
MP2c
a
Ref. [46]
HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*
c
Ref. [54]

HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*
HF/6-31G*

HF/6-31G*
HF/6-31G*
HF/6-31G*

Geometry(vac)

1
1
1
1
1

1
2
5
8
10
12
15
20
Previous calculations
−997.03286 −997.02973
−997.58833 −997.58592
−997.63378 −997.63639
−997.58820 −997.58575
−997.58824 −997.55577

Lmax dependency
−997.59690 −997.59446

Vacuum
Lmax
Trans
Gauche
Basis set and Correlation effects
15
−997.03094 −997.02789
15
−997.59690 −997.59446
15
−997.90886 −997.90651

1.96
1.51
1.64
1.54
1.55

1.53

1.91
1.53
1.47

ΔE

ΔE

−997.03238
−997.58819
−997.63361
−997.58782
−997.55730

0.30
0.09
0.11
0.24
0.59

−997.59690 −997.59643 0.30
−997.59830 −997.59736 0.59
−997.59863 −997.59786 0.48
−997.59950 −997.59799 0.95
−997.59963 −997.59800 1.02
−997.59966 −997.59800 1.05
−997.59967 −997.59800 1.05
−997.59968 −997.59800 1.05

−997.03429 −997.03236 1.21
−997.59967 −997.59800 1.05
−997.91124 −997.90968 0.98

Trans

ε = 35.9
Gauche

Total energies (hartrees) and conformer energy differences (kcal/mol) in the gas phase and in acetonitrile

Table 4.3

in as acetonitrile ( = 35.9) as a solvent. We used vacuum optimized HF/6-31G* geometries of trans and gauche conformers as in the study of Wong et al. [46]. The electron correlation recovered by CCSD with the 6-31G* basis set and frozen core orbitals
is −0.38 kcal/mol in vacuum and −0.16 kcal/mol in acetonitrile. We have furthermore
carried out a CCSD(T) single point energy calculations with the 6-31G* basis set and with
frozen core orbitals to investigate the effects of triple excitations on the vacuum conformational energy difference. The CCSD(T) results show that the triple excitation contribution
to the conformational energy difference in vacuum is about −0.01 kcal/mol. We note that
a beter comparison would be with Mikkelsens’ [55] unrelaxed approach based CC-SCRF
and our relaxed density based CC-SCRF , but unfortunately they incorrectly used spherical
functions instead of Cartesian functions with the 6-31G* basis set for both their geometry
optimization and single point energy calculations on DCE.
We observed that the calculated solvation free energy depends signifcantly on the selection of the order of the multipole moment expansion. The Onsager SCRF method [46],
where l = 1, considerably underestimates the solvent contribution for the conformational
energy difference. Since the trans rotamer has no dipole moment, the Onsager SCRF
calculation gives no solvent contribution, but when higher order multipole moments are
considered, a signifcant portion of the solvation free energy is recovered. We performed a
series of calculations starting from l = 1 to l = 20 for both the gauche and trans rotamers.
For this calculations we have used the gas-phase HF/6-31G* optimized geometries with
° in acetonitrile ( = 35.9). Table 4.3 clearly shows that the gauche–trans cona0 = 3.65 A
formational energy difference is converged at l = 12 to within 0.01 kcal/mol. The Onsager
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SCRF method underestimates the gauche–trans conformational energy difference of DCE
by 0.75 kcal/mol at convergence. The results of previous studies at [46, 54, 55] are also
included in Table 4.3 for comparison.
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CHAPTER 5
SOLVENT EFFECTS ON THE NITRATION OF BENZENE

5.1

The Reaction Mechanism

The mechanism of electrophilic aromatic nitration is one of the outstanding important
reactions in organic chemistry [92, 99, 100, 196, 197]. Evidence of an electron transfer reaction mechanism has also been reported apart from the electrophilic substitution
mechanism [104, 198]. Since the early studies by Ingold and co-workers [197], it has
been generally accepted that the electrophile is the NO2+ ion and that the reaction involves
an intermediate, called the σ–complex or the Wheland intermediate [95]. The original
Ingold-Hughes mechanism of benzene nitration [93, 94] was
HNO3 + HA

−→

H2 NO3+ + A− ,

(5.1)

H2 NO3+

−→

NO2+ + H2 O,

(5.2)

ArH + NO2+

−→

ArHNO2+ ,

(5.3)

ArHNO2+ + A−

−→

ArNO2 + HA,

(5.4)

where Ar denotes a phenyl group. Equations (5.1) and (5.2) describe the formation of
the electrophile NO2+ . Basically, the formation of the NO2+ is the frst step of the IngoldHughes mechanism. The electrophile NO2+ then attacks to the benzene ring and forms
an intermediate ArHNO2+ , which is the Wheland intermediate. The product of Eq. (5.3)
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is the Wheland intermediate. The formation of this arenium ion is identifed as the ratedetermining step [197]. The fnal step of the Ingold-Hughes mechanism, the deprotonation of the Wheland intermediate, is usually fast and has no effect on the observed
kinetics [199].
In the early sixties, Olah and co-workers [96, 97] proposed a modifcation to the original Ingold-Hughes mechanism, which introduced the existence of a new intermediate prior
to the subsequent formation of the Wheland intermediate. Equations (5.5), (5.6), and (5.7)
describe the Olah’s modifed mechanism.
ArH + NO2+

−→

ArH·NO2+ (π),

(5.5)

ArH·NO2+ (π)

−→

ArHNO2+ (σ),

(5.6)

ArHNO2+ (σ) + A−

−→

ArNO2 + HA,

(5.7)

The new intermediate was called the π-complex, ArH·NO2+ (π). The next step is transformation of the π-complex to the σ-complex. After the transformation the σ-complex
undergo the deprotonation step, which yields the substituted product.
The mechanism of aromatic nitration continues to be the subject of active research
and debate [92–100, 197, 198]. Cacace and Attinã [200–203] studied a series of gasphase reactions of alkyl nitrates with aromatics. These studies showed a fundamental
similarity between gas-phase and solvent-phase experiments and opened new perspectives
for theoretical investigation of mechanistic details of aromatic nitration.
Early theoretical studies were aimed at clarifying the nature of the initial complexes
and did not give much attention to reaction pathways. In 1973 Hehre et al. [204] in60

vestigated the mechanism for electrophilic nitration theoretically with HF theory and the
STO-3G basis set [205, 206]. Politzer et al. [101] in 1985 carried out calculations of the
properties of some of the intermediates in the reactions of benzene and toluene with NO2+ .
They limited their studies to HF with the STO-6G [205, 206] and 5-31G [192, 207] basis sets, based on available computer capability. Gleghorn et al. [102] also studied fve
benzene/NO2+ complexes with HF/4-31G [205], and MP2/4-31G with HF/4-31G geometries. All earlier studies investigated benzene/NO2+ intermediates only. Szabõ et al. [103]
in 1992 obtained two energy profles for the nitration of benzene with two possible protonated methyl nitrate isomers at the MP4DQ/3-21G//HF/3-21G [208].
In 2003 three independent studies of the nitration mechanism of benzine were published. Chronologically, they were the work of Gwaltney et al. [104], Esteves et al. [105],
and Chen et al. [106]. Gwaltney and co-workers studied the charge transfer mechanism of electrophilic aromatic nitration by means of Marcus-Hush theory with MP2/631G** [193, 207] and CCSD(T)/6-31G**. Esteves and co-workers carried out a theoretical investigation of the mechanism of electrophilic aromatic nitration with B3LYP/
6-311++G** [209] and MP2(fc)/6-31+G*//B3LYP/6-311++G**// [210]. They identifed
37 possible benzene/NO2+ stationary points. Chen et al. investigated fve stationary points
of the benzene nitration mechanism with B3LYP/6-311++G**. In 2004 Yin [108] carried
out detailed CCSD(T) [211] calculations with the 6-31G** basis set. These calculations
approached the limit of computer power. Yin further studied the effect of the orientation
of the approaching NO2+ electrophile and substituent effects on electrophilic aromatic ni-
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tration. de Queiroz et al. [107] also studied substituent effects on electrophilic aromatic
nitration in 2006.

5.2

Solvent Effects

Solvent effects plays a major role in mechanisms of organic reactions [2]. Gwaltney et
al. [104] included the Onsager SCRF corrections within B3LYP/6-31G** and Chen et
al. [106] also included the same corrections with B3LYP/6-311G** to their reaction energy
profle. But according to Table 4.3, Onsager SCRF, where l = 1, highly underestimates
the solvation free energy. Solvent effects on the mechanism of electrophilic aromatic nitration must be subjected to examination with high-level frst-principles molecular electronic
structure calculations.
To be consistent with Esteves et al. [105], we adopted the same numbering system
for the individual intermediates and transition states on the reaction pathway to benzene
nitration. In order to study solvent effects on the benzene nitration reaction, frst we
have performed gas-phase geometry optimizations on all pre-identifed transition states
and intermediates, then we have performed a series of CC-SCRF calculations on the converged gas-phase geometries. All gas-phase geometry optimizations were performed with
the ACES II program [212] at CCSD(T)/6-31G**, and all CC-SCRF solvent calculations
were performed with a development version of Q-C HEM 3.2 [162] with CCSD/6-31G**,
l = 15, and with the given solvents. The cavity radii ware calculated as discussed in
Section 4.2. Initial CCSD(T)/6-31G** optimized structures are obtained from Yin et
al. [108, 109]. We have studied 14 stationary points, including a new transition state
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which leads to the product phenol. We also included zero point vibrational energy (ZPVE)
corrections for the energies of all the stationary points. B3LYP/6-31G** normal mode
frequencies were used to obtain the ZPVE. Intrinsic reaction coordinate (IRC) [213] calculations were also performed for those structures to confrm the integrity of the stationary
points. We have studied 11 intermediates and transition states, which are directly on the reaction pathway of benzene nitration, and reoptimized them to make sure that the stationary
points are connected correctly.
Figures 5.1 and 5.2 show the structures of all 11 stationary points optimized at CCSD(T)/6-31G**. In this mechanism the reactive electrophile NO+2 is responsible for the
attack on the aromatic benzene ring and the formation of the non-specifcally bound intermediate, which we call the π–complex (4) and which has Cs symmetry. The NO+2 group of
the π–complex can migrate to all the carbon atoms of the benzene ring through transition
state 7, which also has Cs symmetry. Then the π–complex becomes the σ–complex or the
Wheland intermediate (8) via transition state 10. Intermediate 23 is formed by the migration of the proton on the nitrated carbon atom of 8 to the neighboring carbon atom through
transition state 28. Then intermediate 26 is formed by the migration of the proton from the
neighboring carbon atom, which has two protons, to the oxygen atom of the NO2 group.
Intermediate 27 is formed by releasing the conformational stress of 26 via transition state
38, and intermediate 27 leads to the fnal product nitrobenzene. Besides these stationary points, a more energetic reaction path through transition state 35 also exists between
intermediates 4 and 26. This is less likely to take place in both vacuum and solvent.
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Figure 5.1
Stationary structures optimized at CCSD(T)/6-31G** I
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Figure 5.2
Stationary structures optimized at CCSD(T)/6-31G** II
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The dielectric constant of a solvent () plays a major role in solvent calculations, where
the magnitude of the reaction feld depends on the dielectric constant and the radius of the
cavity. We have carefully chosen our solvent systems, which cover a wide rage of dielectric constants. Methylene chloride (CH2 Cl2 ), acetonitrile (CH3 CN), and water (H2 O) were
chosen as solvents, for which the dielectric constants are 8.93, 36.64, and 78.54, respectively. All calculations were carried out for 33 stationary points (11 × 3). Table 5.1 shows
the relative energies of stationary points in vacuum, methylene chloride, acetonitrile, and
water. Figure 5.3 shows the calculated potential energy profle of the benzine nitration reaction. The black solid line shows the vacuum reaction energy profle, and the blue dashed
line shows the reaction energy profle in liquid water.
The CC-SCRF calculations predict that the intermediates and transition states in the
condensed phases are considerably more stable than in the gas-phase. This observation
can be understand through the phenomenon of solvent relaxation. The stationary points 8,
28, 23, and 37 show more deviation from the gas-phase. This is expected because these
have higher dipole moments of 10.45, 9.51, 11.17, and 8.31 Debye (D), respectively, in
methylene chloride. When the polarity of the solvent increases, these tend to increases.
This is not unusual because solvent polarization upon solvation in polar solvents causes
the solute to be more polar. The vacuum and condensed phase dipole moments of all 11
stationary points are shown in Table 5.2.
Among all 11 stationary points, transition state 10 plays a critical roll in determining
the crucial step in the mechanism of aromatic nitration. It is the major difference between
the mechanisms proposed by Ingold-Hughes and the mechanism proposed by Olah. If
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Table 5.1
Relative Energies in the Gas-phase and in Various Solvents
Relative Energies in kcal/mol
CCSD(T)/6-31G**
CCSD/6-31G**//CCST(T)/6-31G**
a
Species
Vacuum
CH2 Cl2
CH3 CN
Water
( = 1)
( = 8.93) ( = 35.65) ( = 78.54)
0
0
0
0
C6 H6 /NO+2 b
4
−27.82
−29.76
−30.11
−30.18
7
−26.80
−28.35
−28.63
−28.69
8
−28.95
−38.51
−40.42
−40.77
10
−25.59
−31.19
−32.24
−32.44
23
−34.09
−43.54
−45.36
−45.71
26
−53.37
−56.88
−57.56
−57.69
27
−60.88
−65.22
−65.96
−66.10
28
−18.39
−25.91
−27.38
−27.66
35
−7.29
−11.92
−12.85
−13.03
37
−18.93
−23.68
−24.58
−24.75
38
−50.90
−55.37
−56.24
−56.41
a
b
Ref. [108, 109]
Separated species in the gas phase

Table 5.2
Vacuum and condensed phase dipole moments in Debye
Species Vacuuma
( = 1)
4
4.35
7
2.34
8
8.45
10
7.51
23
9.21
26
2.73
27
1.22
28
7.79
35
5.85
37
6.35
38
2.62
a
Ref. [108, 109]

CH2 Cl2
( = 8.93)
5.45
3.12
10.45
8.86
11.17
3.59
1.25
9.51
7.40
7.78
3.27
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CH3 CN
( = 35.65)
5.67
3.28
10.83
9.11
11.53
3.78
1.25
9.84
7.69
8.04
3.55

Water
( = 78.54)
5.71
3.31
10.90
9.15
11.59
3.82
1.26
9.90
7.75
8.09
3.63

transition state 10 exists, Olah’s two intermediate mechanism takes place. If not, IngoldHughes’s one intermediate mechanism takes place, because 10 creates the energy barrier
between the π–complex and the σ–complex.
In the gas phase, the activation energy of intermediate 4 to the intermediate 8 is
2.23 kcal/mol, which is not a considerable amount. The relative energy of transition state
10, the energy barrier, decreases by a signifcant amount in the condensed phases due to
solvent stabilization. The relative energy differences between 4 and 10 in methylene chloride, acetonitrile, and water are −1.43 kcal/mol, −2.12 kcal/mol, and −2.26 kcal/mol,
respectively. This means that the energy of 10 is lower than that of 4. Thus, no energy barrier exists between 4 and 8. Therefore, the condensed phase calculations predict that the
reactants, which are benzene and nitronium ion, directly yield the σ–complex 8. Hence,
the mechanism of benzene nitration depends on the polarity of solvent used, and polar
solvents enhance the Ingold-Hughes mechanism.
The dipole moment of intermediate 4 is 4.35, 5.46, 5.67, and 5.71 D in vacuum, methylene chloride, acetonitrile, and water, respectively. The total increment is 1.36 D from
vacuum to liquid water. If we consider transition state 10 and intermediate 8, it is not the
same. Their dipole moments increase by 1.65 D and 2.45 D respectively from vacuum to
liquid water. The free energy of solvation of intermediate 8 is greatly effected by its high
dipole moment and all the higher order multipole moments contributions in the solvent
phase . Therefore, it is expected that the free energy of solvation in liquid water of the
intermediate 8 is as high as −11.82 kcal/mol. The dipole moment of transition state 10 is
not increased as much, but including all the higher order multipole moments contributions,
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the free energy of solvation of 10, which is −6.85 kcal/mol, overcomes the gas-phase energy barrier, which is 2.23 kcal/mol, between 4 and 10. The free energy of solvation of
4 is −2.36 kcal/mol. Due to the solvation free every of 10 being greater than the energy
barrier between 4 and 10, the 10 is no longer a stationary point. Hence, these results imply
that the Ingold-Hughes’s mechanism of nitration of benzene takes place in polar solvent
media.
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70
Potential Energy Profle with condense phase

Figure 5.3

CHAPTER 6
REFERENCE INTERACTION SITE MODEL

6.1

Site-Site Ornstein-Zernike (RISM) Theoy

In 1972 Chandler and Andersen [41, 42] frst proposed an approximate statistical mechanical model they called reference interaction site model. The RISM equation is a natural extension of the Ornstein-Zernike (OZ) integral equation theory for liquids. In its
original forms, the theory takes into account one of the two important chemical aspects
of molecules, the geometry, in terms of intramolecular distribution functions. The other
chemical aspect of molecules, electrostatics, was introduced as well in 1981 by F. Hirata et
al. [43–45] in the extended RISM formulation (XRISM), which considers the charge distribution as well as the molecular geometry contribution. (In the rest of this dissertation
RISM always refers to XRISM).
The solvation structure around a molecule is commonly described by a pair correlation function (PCF) or radial distribution function (RDF) g(r). This function represents
the probability of fnding a specifc atom at a distance r from the atom being studied.
Figure 6.1 shows the PCF of oxygen-oxygen and hydrogen-oxygen in liquid water.
° in the the O–H PCF shows the probability of fnding an
The frst peak at around 1.8 A
H atom from another molecule around an O atom (or vice versa). This sharp peak arises
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° and the
due to strong hydrogen bonding. The second peak in the O–H PCF (∼3.5 A)
° are consistent with the confguration of two water
frst peak in the O–O PCF (∼ 3.0 A)
molecules linked by a hydrogen bond as shown in Figure 6.1.

Figure 6.1
Pair correlation function in liquid water obtained from HF/ 6-31G* with CHARMM
TIP3P parameters

The Ornstein-Zernike (OZ) equations [41, 42] state that the pair correlation function
can be written as [57, 58]
0

0

h(r, r ) = c(r, r ) +

Z

c(r, r00 )ρ(r00 )h(r00 , r0 )dr00 ,

(6.1)

where ρ is the density of the liquid, and r represents the positions of the particles. The
functions h and c are called the “total” and “direct” correlation functions, respectively. h
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is essentially equivalent to the PCF, and both functions are usually regarded as functions of
the distance between particles r under isotropic and uniform conditions. Mathematically
it is shown that h(r) = g(r) − 1.
A general expression of the RISM equation for a system consisting of several molecular species (a dense liquid) can be written as
ρhρ = ω ∗ c ∗ ω + ω ∗ c ∗ ρhρ

(6.2)

where an asterisk (∗) denotes the spatial convolution integral of matrix product in Fourier
space. The convolution of the two functions, denoted g ∗ h, is defned by g ∗ h =
R∞
−∞

g(τ )h(t − τ )dτ , where g(τ ) and h(τ ) are in Fourier space. ρ denotes a diagonal

matrix consisting of the bulk liquid density. h, c, and ω are the matrices of the site-site
total, direct, and intramolecular correlation functions, respectively. In the case of rigid
molecules, ω is a delta function and expressed by
ωαβ (r) = ρδαβ δ(r) + (1 − δαβ )

1
δ(r − Lαβ ),
4πL2αβ

(6.3)

where, δαβ is the Kronecker delta, α and β are atoms or sites, and Lαβ is the distance between atom site pair α and β of same molecule (the chemical bond). h and c are described
in Eqs. (6.4–6.6).
Since all atomic sites that belong to the same molecular species have the same density, Eq. (6.2) can be simplifed considerably if one molecular species and thus all atomic
sites associated with it is considered to have zero density (this is called the limit of infnite dilution). This assumption is made for the case of solute–solvent and solute–solute
calculations, where the solute species is assumed to have zero density. Using the conven73

tional notation often employed for a sol‘u’te–sol‘v’ent system, one can rewrite the above
equation as a set of equations regarding solvent–solvent (vv), and solute–solvent(uv) correlation functions. Whithin the limit of infnite dilution, a new set of formulae can be
obtained from dividing Eq. (6.2) by ρ2 , when the solvent density is not zero,
hvv = wv ∗ cvv ∗ wv + wv ∗ cvv ∗ ρv hvv ,

(6.4)

huv = wu ∗ cuv ∗ wv + wu ∗ cuv ∗ ρv hvv .

(6.5)

and

Equations (6.4), and (6.5) contain two unknown functions: the total correlation function h(r) (= g(r) − 1), and the direct correlation function c(r). In order to solve them, a
second equation is used, which is a closure equation, that completes the system of equations. Normally, the hypernetted chain (HNC) closure [214] is used as the closure equation. The HNC closure can be written as
cαβ (r) = exp [−βuαβ (r) + hαβ (r) − cαβ (r)] − hαβ (r) − cαβ (r) − 1,

(6.6)

where β = 1/kB T and uαβ (r) is the solute–solvent interaction potential. The interaction
potential is the Lennard-Jones (L-J) potential plus the Coulombic interaction:
uαβ (r) = 4αβ




qα qβ
σαβ 12  σαβ 6
−
+
,
r
r
r

(6.7)

where σ and  are the Lennard-Jones collisional diameter and attractive well depth parameters, respectively, and qα and qβ are the charges on atom sites α and β. In all cases the
standard combination rules
αβ =

√
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α  β

(6.8)

and
σαβ =

(σα + σβ )
2

(6.9)

are employed to estimate the L–J parameters for a pair of different atoms.
Now, we can solve Eqs. (6.4) and (6.6) self-consistently until both hvv and cvv converge. One we have converged hvv , we can now solve Eqs. (6.5) and (6.6) self-consistently
until both huv and cuv converge. To solve these equations, the density, temperature, and
the Lennard-Jones parameters are needed. When this information is available, the two
correlation functions h(r) and c(r) can be determined by solving those simultaneously.

6.2

RISM-SCF Theory
The basic idea of RISM-SCF is to calculate the reaction feld from the solvent molecu-

les by using microscopic information of solvation, such as the PCFs between solute and
solvent, which are computed by the RISM theory. All thermodynamic functions can be
calculated from pair correlation functions. The excess chemical potential or the solvent
free energy of a molecule can be express using the total correlation function h(r) and the
direct correlation function c(r) as originally defned by Singer and Chandler [214]

Z 
ρX
1 2
1
Δµ = −
cuv (r) − huv (r) + huv (r)cuv (r) dr.
2
β αλ
2

(6.10)

The Fock operator of a molecule in solution can be expressed as
0
sol
Fµν = Fµν
+ Fµν
,

(6.11)

where,
sol
Fµν
=

X
λ∈solute
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V λ bλ .

(6.12)

The frst term on the right hand side of the Eq. (6.11) is the operator for an isolated
molecule, and the second term represents the effects from the solvent perturbation. Vλ
represents the electrostatic potential of the reaction feld at solute atom site λ produced by
solvent molecules, and bλ is a population operator measuring the charge density on for the
solute atom λ. The gross population of partial charges on site λ is expressed by summing
over all the contributions due to the electrons and nuclei,
qλ = qλN −

X

hφµ |bλ |φν i,

(6.13)

i

where, q N is the charge of the nucleus, and φµ , φµ have their usual meanings. The least
squares ftting treatment for partial atomic charge analysis used here is described in the
Appendix.
The electrostatic potential term Vλ takes the contribution from the site-site radial distribution functions between solute and solvent:
Vλ∈solute = Vλ∈solute = ρ

X
α∈solvent

Z

qα
gλα (r)dr,
r

(6.14)

where qα is the partial charge on solvent site α, ρ is the bulk density of the solvent, and
gλα (r) = hλα (r) + 1 is the RDF.
The statistical solvent distribution around the solute is determined by the electronic
structure via the partial charges of the solute, while the electronic structure of the solute is
infuenced by the solvent distribution. Therefore, the SCF equation and the RISM equations should be solved in a self-consistent manner. In order to distinguish the RISM reaction feld from the usual reaction feld approach, Vλ∈solute given in Eq. (6.14) can be assumed to be the microscopic mean feld. The microscopic mean feld includes molecular76

level information as well as bulk properties of the solvent. Therefore, the RISM model can
be much more informative compared to the usual SCRF model based on the macroscopic
dielectric continuum.

6.3

Implementation of CC-RISM Method
In order to solve the RISM equations, Lennard–Jones (L-J)parameters for both solute

and solvent in Eq. (6.7) and partial atomic charges are need. The standard CHARMM
TIP3P [215, 216] set of parameters are utilized as L–J parameters in our calculations.
TIP3P [217], SPC [218], SPC/E [219], and OPLS [220] parameters could also be used as
solvent parameters. The procedure for calculating partial atomic charges is described in the
Appendix. The h(r) and and c(r) functions are generated using Benoit Roux’s [221, 222]
RISM code.
After one SCF cycle, the required partial atomic charges are obtained from the density
matrix. Then the RISM equations, Eq. (6.4) with Eq. (6.6) and Eq. (6.5) with Eq. (6.6),
are solved self-consistently until converged. The perturbation due to the solvent is calculated using Eqs. (6.12) and (6.14). The one-electron Hamiltonian is built using Eq. (6.11).
These SCF cycles are iterated until both the partial atomic charges and the electron density are converged. The MO coeffcients obtained from the SCF calculations are utilized
to solve for both T and Λ in the CCSD equations self consistently. Once the CCSD amrlx
is obtained. A new
plitudes (T and Λ ) are calculated, the CCSD relaxed density Dpq
CC
CC
microscopic reaction feld Vλ∈
solute is calculated using the relaxed OPDM. Vλ∈solute is

obtained by solving the RISM equations with the CC partial atomic charges q CC . Then
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a new HF calculation is performed followed by a CCSD calculation in the presence of
CC
the new Vλ∈
solute . The HF calculations before CCSD calculations guarantee that the MO

coeffcients include the new response to the microscopic reaction feld response. This
procedure is repeated using the CC solvent response until the CC partial atomic charges
converge. Once the CC partial atomic charges are converged, the free energy of solvation
is calculated using the converged h(r) and c(r), with Eq. (6.10). Our CC-RISM procedure
consists of the following steps.
1. Obtain the partial atomic charges.
2. Compute the HF-SCF with RISM equations.
3. Solve the CCSD T and Λ equations.
rlx
.
4. Obtain the CCSD relaxed density, Dpq
rlx
5. Compute q CC from the relaxed density Dpq
.

6. Recalculate the RISM solution with q CC
CC
CC
7. Rerun HF with fxed Vλ∈
solute and then return to step 3 if q is not converged.

8. Obtain the free energy of solvation solving the RISM equations.

6.4

Partial Atomic Charge Treatment

Before giving a more detailed description the RDFs, we will discuss about the partial
atomic charges. One of the concerns which is common to this type of hybrid approach
is an error associated with determination of the charge distribution. The partial atomic
charges are the only quantum information that we insert to solve the RISM equations.
So we need to pay extra attention to the calculations of the partial atomic charges. The
partial atomic charges in the our RISM procedure are determined in such a way that the
electrostatic potential (ESP) produced by the partial atomic charges at grid points around
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the solute molecule best agree with that calculated from the wave functions in a least
squares ftting (LSF) sense. The Appendix describes the procedure for obtaining the partial
atomic charges. Typically, in order to calculates the partial atomic charges, we need to
calculate the ESP over a large number of grid points in the space surrounding the molecule.
The choice of grid points can alter the result for the partial atomic charges for a given set
of molecular orbitals. We have studied the dependence of the partial atomic charges on
the number of selected grid points. Two parameters should be considered to select a set
of grids. They are the number of grid points and the distance of the grid point from the
molecule.
Lebedev grids [223–228] are specially constructed grids for quadrature on the surface
of a sphere based on the octahedral point group. We selected the Lebedev grids because
they reproduce the symmetry at the spherical harmonics in higher order. All grid points are
constructed with an atomic nucleus as their origin. We selected the frst layer of Lebedev
grid points to be on the van der Waals surface of each atom. Then each additional layer or
shell of grids is added 0.5 times the van der Walls radius further out from each atom. The
grid points contained within overlapping spheres were discarded.
Table 6.1 shows the dependency of the partial atomic charges on 1 – 10 grid shells
with 2030 and 5294 grid points per atom per shell. Table 6.1 clearly shows that the partial
atomic charges are converged to 0.0001 au when the total number of grid shells is over
fve. The other important fact in Table 6.1 is the lack of considerable difference between
partial atomic charges that are obtained from 2030 and 5294 grid points per shell.
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Table 6.1
Variation of partial atomic charges over various number of grid shells with 2030 and 5294
grid points per atom per grid shell for H2 O with CCSD/aug-cc-pVTZ in water
Number
of
Shells
1
2
3
4
5
6
7
8
9
10

Number of Grid Points
2030
5294
O
H
O
H
−0.8562 0.4281
−0.8562 0.4281
−0.8563 0.4281
−0.8562 0.4281
−0.8559 0.4279
−0.8560 0.4280
−0.8556 0.4278
−0.8556 0.4278
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277
−0.8554 0.4277

Table 6.2 shows the variation of partial atomic charges over various numbers of grid
points per grid shell on one grid shell and fve grid shells. The partial atomic charges are
converged to 0.0001 au after 2030 grid points per shell. There is a signifcant difference
in partial atomic charges between those obtained with one shell and fve shells. Both the
number of grid points per atom and the number of shells have considerable effects on the
partial atomic charges because we reproduce the electrostatic potential around the solute
molecule with the least squares ftting procedure to get the best estimation for the partial
atomic charges.
The geometry of water was optimized with CCSD(T) and the augmented correlation
consistent polarized valence triple zeta (aug-cc-pVTZ) basis set [229, 230] using ACES II.
Then, single point calculations are performed with RISM at CCSD with aug-cc-pVTZ
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Table 6.2
Variation of partial atomic charges over various number of grid points per shell on one
grid shell and fve grid shells for H2 O with CCSD/aug-cc-pVTZ in liquid water
Number
of Grid
Points
110
350
590
974
1202
1454
2030
3470
4334
5294

Number of Shells
1
O
−0.8577
−0.8570
−0.8564
−0.8564
−0.8562
−0.8562
−0.8562
−0.8562
−0.8562
−0.8562

5
H
0.4289
0.4285
0.4282
0.4282
0.4281
0.4281
0.4281
0.4281
0.4281
0.4281

O
−0.8568
−0.8566
−0.8560
−0.8560
−0.8558
−0.8556
−0.8554
−0.8554
−0.8554
−0.8554

H
0.4284
0.4283
0.4280
0.4280
0.4279
0.4278
0.4277
0.4277
0.4277
0.4277

using the Q-C HEM program, in which we implemented the CCSD-RISM method. From
Table 6.1 and 6.2, it appears safe to use 2030 grid points per atom per shell with fve grid
shells as optimal conditions. Using these conditions, the vacuum partial atomic charges
at CCSD/aug-cc-pVTZ for O and H are −0.7370 au and 0.3685 au, respectively. We
obtained the partial atomic charges in liquid water using CCSD/aug-cc-pVTZ for O and
H as −0.8554 au and 0.4277 au, respectively with the above stated set of grid points.
Increasing the magnitude of the partial atomic charges in condensed phase is expected
because polar molecules get more polarized in polar solvents.
If we consider the dipole moments in both vacuum and condensed phase we can obtain the same pattern in them too. The experimental dipole moment of an isolated water
monomer has a conclusive value of 1.854 D [231, 232], and the theoretical values also
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reach the experimental value [233–241]. But the precise condensed phase dipole moment
value has been the subject of some debate for over fve decades. It is expected that the
dipole moment of liquid water considerably increases in the condensed phase as compared to the gas phase. This increase is very important to understand the large dielectric
constant of water. Although the experimental measurement of the dipole moment in liquid
water is not possible, indirect results can be obtained from X-ray and synchrotron radiation experiments [242], which yield a value of 2.9 ± 0.6 D with quite large error bars. In
the crystalline phase the dipole moment of water in the most common phase of ice (Ih)
using a multipole expansion gave a the result of 2.6 D [243]. Batista et al. [244] have
more recently revised the multipole moments using both experimental (up to quadrupole)
and theoretical (up to hexadecapole) moments and obtained a considerably larger value of
3.09 D.
Theoretical estimates [245–262] predict that condensed phase dipole moment increases
between 15% and 60%. The average water dipole moment in liquid water has been calculated from ab initio Car–Parrinello molecular dynamics (CPMD) [24] simulations by
Laasonen et al. [254]. They obtained an average water dipole moment of 2.66 D while
integrating the electron density to the spherical cut-off around each atom in the water
molecule. Another CPMD simulation obtained a value of 2.47 D [249] using the fux of
the electron density gradient to identify the electron distribution of individual molecules.
Parrinello et al. [248] fnd that the average dipole moment of a water molecule in the liquid
should be about 3.0 D, a value much larger than those obtained from other calculations.
Jansen et al. [253] reported a value of 2.62 D using the SCRF approach with CISD. In
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2002 Poulsen et al. [258] performed MCSCF calculations on molecular dynamics structures.. They obtained a dipole moment of 2.71 D. In order to reproduce the experimental
static dielectric constant (ε = 78.3), the water dipole moment is estimated to be about
∼2.6 D [262]. An average dipole moment exceeding 2.6 D leads to a signifcant overestimation of ε [256]. The large uncertainty in the reported values of the dipole moment of
liquid water refects the fact that our basic understanding of the water molecule in condensed phases is still fairly limited. A liquid is statistical by nature, and its structure does
not correspond to a minimum-energy confguration. The proper description of the liquid
state needs a statistical procedure. Hence, a statistical mechanics-based quantum chemical
molecular electronic structure method may give promising results. The best estimation
for dipole moments in vacuum and liquid water based on our calculations using CCSDRISM with the aug-cc-pVTZ basis set is 1.8693 D and 2.3769 D, respectively. A value of
1.8466 D is obtained in vacuum using CCSD(T) with aug-cc-pVTZ basis set.

6.5

Radial Distribution Functions of Water

The structural investigation of water has a strong historical precedence, tracing roots at
least as far back as Röntgen’s early papers [263–265] on the structure of water and the explanation of its density maximum. In principle, an accurate characterization of the molecular structure of liquid water [266–277] can be found from solution scattering experiments
(X-ray and neutron diffraction), MM (both MC and MD), and AIMD simulations. Since
the integral equations of RISM theory are adopted from the statistical mechanics and the
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liquid state theory, the structure of water, i.e., PCFs, and other thermodynamic properties
can be naturally calculated using RISM theory.
In this section we present an application for our CC-RISM method in this section. We
have chosen to study the structure of the H2 O molecule as a solute to demonstrate the
capability of the CC-RISM method by describing the mutual effect between the electronic
and solvation structure. Studying the structure of water in condensed phase is a classic
example of all experimental, molecular simulations, and ab initio calculations [266–277].
Table 6.3
CHARMM TIP3P Geometrical and potential parameters for water
°
r(OH)/A
6 (HOH)/(◦ )

(kcal/mol)
°
σ(A)
q(au)

0.9572
104.52
O
0.1591
2.8509
−0.834

H
0.0498
1.4254
+0.417

It is very important to understand that there are two types of water in a CC-RISM
electronic structure calculation, namely the solute water and the solvent water. The solute
water molecule is the water molecule on which we perform all electronic structure calculations and the solvent water is the classic bulk. The geometry and the L–J parameters for
solvent water are taken from the CHARMM TIP3P [215, 216] set. The solvent parameters are shown in Table 6.3. All the van der Waals interactions between the solute and
solvent molecules were calculated by means of the standard combining rule in Eqs. (6.8),
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and (6.9). All the calculations were carried out at 298 K and at the density of bulk water
° 3.
0.03334 molecule/A
We have carried out a CCSD(T) geometry optimization without dropping core orbitals
using Dunning’s cc-pVTZ basis set for the solute water molecule. Then a CCSD-RISM
calculation is performed using the cc-pVTZ basis set for the optimized solute molecule
with CHARMM TIP3P waters as solvent. The radial distribution functions, partial atomic
charges, dipole moments, and solvation free energies are calculated.
Figures 6.2 and 6.3 show the radial distribution functions of water with SCF and
CCSD, respectively. The graphs are drawn by the distance from the specifed solute atom
° vs. the probability of fnding the specifed solvent atom. The blue OU—OV curve
in A
denotes the PCF of solute oxygen and solvent oxygen, the red OU—HV curve denotes
the PCF of solute hydrogen and solvent oxygen, and the green HU—HV curve denotes
the PCF of solute hydrogen and solvent hydrogen. Although both graphs are qualitatively
alike, in depth they are different. First we will explain the qualitative picture. One of the
important observation is the frst distinct peak of the red OU—HV curve. It is a direct
proof of the hydrogen bond between a pair of water molecules. The second peak of the
same PCF arises from the other hydrogen atom of the same solvent water molecules which
are H-bonded to the solute water molecule. Another important observation is the position
of the second peak in the blue OU—OV curve, which is caused by the tetrahedral icelike
network [275–277] of water. In both Figures 6.2 and 6.3, no water molecules could be
recognized. We are no longer able to count the explicit number of molecules surrounding
the molecule being studied. Alternatively, the PCFs allow us to understand how many sur85
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PCFs of H2 O with HF/cc-pVTZ in water

Figure 6.2
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PCFs of H2 O with CCSD/cc-pVTZ in water

Figure 6.3

rounding molecules are found in the statistical sense through the probability distribution
function. In the real picture molecules in a condensed phase are in continuous motion.
Identifying solvent molecules or determining an integer number of solvent molecules is of
no use.
The PCFs in both Figures 6.2, and 6.3 carry not only the statistical nature of the solvent
structure, but also information based on the quantum chemical calculations. These are obtained from solving SCF and CCSD equations with RISM self-consistently as discussed
in Section 6.3. Unlike MM simulations, QM methods with RISM open many doors to
obtain trustworthy electronic molecular properties such as electronic spectrum, properties
of excited states, vibrational frequencies, equilibrium geometries, polarizabilities, hyperpolarizabilities, solvation free energies etc.
At a glance both Figures 6.2, and 6.3 look alike. In order to analyze the differences of
SCF and CCSD PCFs, we subtracted the CCSD PCFs from the SCF PCFs, and the results
are shown in Figure 6.4. Each curve in Figure 6.4 frst becomes negative and then becomes
positive. This means that the peaks in the SCF PCFs appear a little earlier than the CCSD
PCFs. For an example, the distance from a solute oxygen to the frst peak of the OU—HV
PCF in Figure 6.2 is shorter than the distance from a solute oxygen to the frst peak of the
OU—HV PCF in Figure 6.3. Hence, it is clear that the SCF-RISM solvation shells are a
bit tighter that the CCSD-RISM solvation shells. This conclusion is not hard to understand
because CCSD calculations includes electronic correlation whereas SCF does not. Each
electron knows where the others are in the CCSD calculations, while in SCF the electrons
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Difference between PCFs of water with CCSD and HF with cc-pVTZ

Figure 6.4

feel the average feld of the other electrons. Since the electrons are correlated, they tend to
repel or keep away each other, so the CCSD solvation shells are larger than those of SCF.

6.6

Radial Distribution Functions of N-methylacetamide

Figure 6.5
N-methylacetamide.

N-methylacetamide (NMA) is a very interesting compound and often serves as a model
of the peptide bond. The interaction between NMA and water provides a convenient prototype for the solvation of the peptides in aqueous solutions. The structural information,
non-bonded interactions, and solvent nature have been studied experimentally [278–282]
as well as theoretically [283–293] over past few decades.
Dixon et al. [283] investigated the strengths of the hydrogen bonds between a water
molecule and both cis- and trans-NMA using MP2 with correlation consistent basis sets.
Han et al. [284] studied the conformations, hydrogen bonding effects, and stabilities of
different methyl group orientations of isolated cis- and trans-NMA (the structures of cis
and trans isomers are shown in Figure 6.6) and of NMA(H2 O)n , (n = 1 − 3) complexes,
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Figure 6.6
The conformers of isolated NMA.

using all kinds of density functional theory. Gao et al. [289–291] have performed MM
simulations as well as QM/MM studies of the solvent nature and the non-bonding interactions of NMA. Vaccum excited state properties and electronic spectra of NMA were
studied by Hirst et al. [294] using multireference confguration interaction (MRCI) in a
6-31+G** basis set and by Fülscher and co-wokers [295] using complete active space selfconsistent feld with second-order perturbation theory (CASSCF/CASPT2). An MCSCFSCRF/CASPT2 study of the effect of solvation on the electronic spectra of NMA was also
reported by Besley et al. [296].
We have performed CCSD-RISM calculations in liquid water to analyze the water–
NMA interactions and solvation free energy of both cis and trans conformers of NMA. All
geometrical optimizations have been performed with CCSD(T) using the 6-31G** basis
set without frozen core orbitals. CCSD-RISM calculations have been performed using the
6-31G** basis set and also including all orbitals. The CHARMM TIP3P geometry and
L–J parameters are used for the solvent water, and CHARMM L–J parameters are used
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for NMA. We have given special consideration to the two major types of intermolecular
hydrogen bonds which can occur in NMA in liquid water, namely C−O···H−O−H and
N−H···OH2 . The former h-bond forms between the amide oxygen in NMA and a water
hydrogen, and the latter H-bond forms between amide hydrogen in NMA molecule and a
water oxygen. Both are key to the stabilities of the secondary and tertiary structures of a
protein in the aqueous phase [289–291].
Figures 6.7, 6.9, and 6.11 show the pair correlation functions of cis-NMA, and Figures 6.8, 6.10, and 6.12 show the pair correlation functions of trans-NMA in liquid water.
Because of the number of interactions, we have divided the PCF of cis-NMA as the PCFs
for the carbonyl group (C−O), the PCFs for the amine group (N−H), and PCFs for the
methyl groups (CH3 ) with liquid water. We studied the CH3 group as a united atom with
the C atom and H atoms grouped together because it does not show any special interaction
with liquid water. All graphs are plotted as the probability distribution vs. the distance
°
between atom pairs in A.
The frst prominent peaks of the OU—HV PCF and the OU—OV PCF in Figure 6.7
clearly show the evidence of C−O···H−O−H hydrogen bonding. The frst peak of the red
° and the distance between the red OU—HV PCF peak and
the OU—HV PCF is at ∼1.9 A,
° The subsequent peaks of both OU—HV and
the blue OU—OV PCF peak is about 1 A.
OU—OV PCFs shows the proper packing in the solvent structure. The C atom of the C−O
group normally does not show any nonbonded interactions with liquid water. So the green
CU—OV and the purple CU—HV PCFs do not have prominent peaks in the nonbonding
region. The frst peak of the green CU—OV PCF may have occurred due to the solvent
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structure around the molecule. In particular, the solvent hydrogen and the carbonyl carbon
do not show any interaction, but the peaks arise from solvent packing near the solute.
The major difference between Figures 6.7 and 6.8, which are the PCFs of the carbonyl
(C−O) group with liquid water of cis- and trans-NMA, respectively, is that the cis -NMA
has higher probability of fnding a solvent molecule within the range of nonbonding interactions than trans-NMA. This is acceptable because both the O atom of the carbonyl
group and the H atom of the (N−H) group are on the same side of the peptide bond, and
all non-bonded interactions accumulate to that region. The other important point is that
the peaks of the PCFs of the trans-NMA isomer with liquid water are shown to be a little
closer to the NMA molecule than those of the cis -NMA isomer. Figures 6.9 and 6.10,
which are the PCFs of the amine (N−H) group with liquid water of cis- and trans-NMA,
respectively, are almost the same, but the trans-NMA isomer PCFS are bit tighter. The
sharp peak of the HU—OV PCF shows the hydrogen bond formation in both cis and trans
NMA isomers between N−H and H2 O. Figures 6.11 and 6.12, which are the PCFs of
the methyl (CH3 ) group with liquid water of cis- and trans-NMA, respectively, also appear almost the same and a bit tighter than usual. The most important observation is that
the methyl groups do not show any preferable interactions with either the H or O atoms
of H2 O. This is a general chemical observation, which is that methyl groups are usually
hydrophobic.
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PCFs of the carbonyl group of cis-NMA with CCSD/6-31G** in water

Figure 6.7
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PCFs of the carbonyl group of trans-NMA with CCSD/6-31G** in water

Figure 6.8
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PCFs of the amide group of cis-NMA with CCSD/6-31G** in water

Figure 6.9

97
PCFs of the amide group of trans-NMA with CCSD/6-31G** in water

Figure 6.10
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PCFs of the methyl groups of cis-NMA with CCSD/6-31G** in water

Figure 6.11
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PCFs of the methyl groups of trans-NMA with CCSD/6-31G** in water

Figure 6.12

CHAPTER 7
CONCLUSIONS

Molecular electronic structure theory determines the structure of a molecule. However,
changes in the electronic energy associated with a chemical process are comparable, in
many cases, with those due to solvation in solution. This subtle balance between changes
in electronic energy and in the solvation free energy sometimes causes drastic changes
in the stability of a chemical species, as we have seen in several examples throughout
this dissertation. This dissertation presents the theory for and the implementation of the
solvent reaction feld method (SCRF) and the reference interaction site model (RISM) for
coupled-cluster singles and doubles (CCSD) calculations. It is worth noting here that, once
the theory is implemented, solvent calculations of an enormous number of examples can
be performed. A minimum number of examples has been chosen to prove the accuracy of
the proposed theory and to demonstrate the capability of the theory.
The self-consistent solvent reaction feld method at the CCSD level provides a simple
quantitative description of solvation. Calculations on the conformational energy differences of 1,2-dichloroethane show that the equilibrium between the cis and trans rotamers
is strongly affected by the nature of the solvent. The Onsager SCRF method, where l =
1, considerably underestimates the solvent contribution for the conformational energy difference. Hence, a higher order multipole moments expansion (at least l = 12) should be
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considered for better accuracy. The CCSD-SCRF calculations of 1,2-dichloroethane are
consistent with the experimental data. Therefore, introduction of electronic correlation to
electronic structure calculations is necessary for accurate solvation free energies.
Gas phase calculations for the potential energy surface of the nitration of benzene
support the two intermediate model for the nitration reaction. Increasing the dielectric
strength of the solvent favors the σ-intermediate over the π-intermediate. At very high
dielectric strength, the π-intermediate structure may no longer be a minimum. Hence,
solvent effects change the mechanism for the nitration of benzene.
RISM-CC provides a promising combination of accurate molecular electronic structure theory with a physically justifed model of a liquid solvent. Unlike the SCRF method,
RISM provides a description of the local solvent structure by means of a microscopic reaction feld, which is built on the radial distribution function of the solvent around the solute.
One important solvent–solute interaction is hydrogen bonding. CC-RISM calculations
provide better explanations for hydrogen bonding formation in the local solvent structure
around the solute. RISM calculations show that the SCF solvation shells are smaller than
solvation shells from CCSD. The introduction of electronic correlation to solvent calculation gives accurate radial distribution functions, partial atomic chargers, and solvation free
energies.
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[202] Attinã, M.; Cacace, F.; Ricci, A. Tetrahedron 1988, 44, 2015–2022.
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PARTIAL ATOMIC CHARGES AND SOLVATED FOCK MATRIX
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As mentioned in Chapter 6, partial atomic charges are determined so as to reproduce
the electrostatic potential around the solute with a least squares ftting procedure. In this
appendix the detailed procedure is described following the paper by Ten-no et al. [70].
The electrostatic potential at a random point (r) near a molecule can be written as
U (r) = UN (r) + Ue (r),

(A.1)

and
UN (r) =

N
X

ZA
,
r
−
R
A
A=1

Ue (r) = −T r (PA(r)) ,

(A.2)
(A.3)

where UN (r) is the potential from the nuclei, and Ue (r) is the potential from the electrons.
P is the one particle density matrix, as described in Eq. (2.52),
Pµν = 2

N/2
X

∗
Cµi Cνi
,

(A.4)

i

where N is number of electrons, and C is the MO coeffcients. A(r) stands for the threecenter one-electron integrals,
Z
(A(r))µν =

χ∗µ (r0 )χν (r0 ) 0
dr ,
|r − r0 |

(A.5)

where χ(r0 ) is a set of basis function. For practical purposes the two contributions are
independently approximated by the feld at the grid points. The fled is induced by a set of
n
o n o
(N )
(e)
partial charges assigned
qα
, qα
to the same interaction sites,
UN (r) =
Ue (r) =

n
X
α=1
n
X
α=1
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(N )

qα
,
|r − Rα |

(A.6)

(e)

qα
,
|r − Rα |

(A.7)

where n is the number of interaction sites.

n

(N )

qα

o n o
(e)
, qα
are determined with the

standard procedure of minimizing target functions subject to the constraints preserving
the correct total number of electrons.
( l
!)
n
X
X
∂
(N )
2
wk [UN (rk ) − UN (rk )] + 2λN
qj − (constant)
= 0,
(N )
∂qi
j=1
k=1
( l
!)
n
X
X
∂
(e)
wk [Ue (rk ) − Ue (rk )]2 + 2λe
qj − (constant)
= 0,
(e)
∂qi
j=1
k=1

(A.8)

(A.9)

where l is the number of grid points, wk are the weight coeffcients, and λ are Lagrange
(N )

multipliers. For the nuclear part qα
⎛

are solved to be,
⎞

(N )

q(N )

⎜ q1
⎜
⎜
⎜ q (N )
⎜ 2
=⎜
⎜ .
⎜ ..
⎜
⎜
⎝
(N )
qn

⎟
⎟
⎟
⎟
⎟
⎟ = a−1 a0 Z − λN a−1 1,
⎟
⎟
⎟
⎟
⎠

(A.10)

where 1 is a column vector whose elements are all one, and a0 and a are n × N and n × n
matrices given by
0

(a )Ai
(a)ij

l
X
wk
=
,
rkA rki
k=1

(A.11)

l
X
wk
=
.
rki rkj
k=1

(A.12)

By using the total charge of the nucleus, NN = 1t · Z, the Lagrange multiplier λN can be
wrttien as
1t a−1 a0 Z − NN
.
λN =
1t a−1 1

(A.13)

Now, q(N ) is
q(N ) = a−1 a0 Z −

1t a−1 a0 Z − NN −1
a 1,
1t a−1 1
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(A.14)

When the set of interaction sites is identical to that of the nuclei, a = a0 , and Eq. (A.14)
becomes, q(N ) = Z.
The electronic contribution can be estimated from
q(e) = −a−1 T r (PB) − λe a−1 1,

(A.15)

and
q

(e)

1t a−1 T r (PB) − Ne −1
= −a T r (PB) −
a 1,
1t a−1 1
−1

(A.16)

where B is a column supermatrix having the elements

(B)µ,ν,i =

l
X
wk
k=1

rki

Aµν (Rk )

(A.17)

Ne is the total numbers of electrons. We can rearrange q(e) as
q(e) = T r {PD}

(A.18)



a−1 1  t −1
−1
D = −a B − t −1 1 a B − S .
1a 1

(A.19)

where,

where S is the overlap integrals between basis functions. Now we can write the partial
atomic charges as the following equation:
q = q(N ) + q(e) .

(A.20)

The solvated Fock matrix is the sum of the isolated Fock matrix and an additional term
coming from the solvent contribution
0
sol
Fµν = Fµν
+ Fµν
.
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(A.21)

The required integrals for the solvent contribution to the Fock matrix are already discussed
in Section 7 and can be expressed as
sol
Fµν



a−1 1  t −1
−1
= −V · a B + t −1 1 a B − S ,
1a 1
t

where V is the electrostatic potential from Eq. (6.14).
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(A.22)

