We consider the numerical solution of the wave equation in a two-dimensional domain and start from a boundary integral formulation for its discretization. We employ the convolution quadrature (CQ) for the temporal and a Galerkin boundary element method (BEM) for the spatial discretization. Our main focus is the sparse approximation of the arising sequence of boundary integral operators by panel clustering. This requires the definition of an appropriate admissibility condition such that the arising kernel functions can be efficiently approximated on admissible blocks. The resulting method has a complexity of O N (N + M ) q 4+s , s ∈ {0, 1}, where N is the number of time points, M denotes the dimension of the boundary element space, and q = O (log(N M )) is the order of the panel-clustering expansion. Numerical experiments will illustrate the efficiency and accuracy of the proposed CQ-BEM method with panel clustering.
Introduction
The efficient and reliable simulation of scattered waves in unbounded exterior domains is a numerical challenge and the development of fast numerical methods is far from being matured. We are here interested in a boundary integral formulation of the problem to avoid the use of an artificial boundary with approximate transmission conditions [27] , [2] , [11] , [18] , [8] but allows to recast the problem (under certain assumptions which will be detailed later) as an integral equation on the surface of the scatterer. As our model problem we consider the homogeneous wave equation
in Ω × (0, T ) , u(·, 0) = ∂ t u(·, 0) = 0 in Ω , u = g on Γ × (0, T ) ,
where Ω ⊂ R 2 is either a bounded domain or the exterior of a bounded domain and Γ := ∂Ω. The methods for solving this problem can be split into a) frequency domain methods where an incident plane wave at prescribed frequency excites a scattered field and a time periodic ansatz reduces the problem to a purely spatial Helmholtz equation and b) time-domain methods where the excitation is allowed to have a broad temporal band width and, possibly, an a-periodic behavior with respect to time.
In our paper we will focus on time-domain methods for the wave equation which is particularly important to model electric or acoustic systems shortly after they are "switched on", i.e., before the system has reached a time-harmonic steady state.
The formulation of (1) as a space-time integral equation by the retarded acoustic single layer potential can be written in the form k ( x − y , t − τ ) ϕ (y, τ ) dΓ y dτ = g (x, t) ∀(x, t) ∈ Γ × (0, T ), (2) where k is the fundamental solution for the acoustic wave equation. Among the most popular methods for discretizing this equation are: a) the convolution quadrature (CQ) method [33] , [34] , [24] , [32] , [6] , [13] and b) the direct space-time Galerkin discretization of (2) (see, e.g., [5] , [19] , [20] , [40] , [41] , [45] ).
The goal of this paper is to present fast solution methods for solving the wave equation in two spatial dimensions via (2) and to base the discretization on the CQ-method. The kernel function is given by applying the inverse Laplace transform L −1 to the transfer function K :
k (r, •) := L −1 (K (r, •)) = 1 2π i Iσ e z• K (r, z) dz with K (r, z) := 1 2π K 0 (rz) along a vertical contour
and K 0 being the modified Bessel function (see, e.g., [1, Sec. 9.6] ). For this problem, we will introduce the panel-clustering method for the sparse representation of the discrete CQ-BEM operators. For problems in three spatial dimensional domains Ω ⊂ R 3 and Γ being a two-dimensional Lipschitz manifold, a fast version of the convolution quadrature with BDF2 for the temporal discretization has been developed in [25] , [29] , [7] . Although there is a reduction with respect to memory and CPU time compared to the conventional approach the arising method is not of optimal complexity O (N M ) (modulo additional factors depending only logarithmically on N and M ), where N denotes the number of time steps and M is the dimension of the boundary element space. In this paper, we consider the panel-clustering method for the CQ-BEM with BDF1 in two spatial dimensions and prove the log-linear scaling with respect to the total number of unknowns for both, CPU time and memory requirement.
It is well known that the fundamental solution of a second order partial differential equation (PDE) in even (spatial) dimensions is more complicated than in odd dimensions and new techniques for its approximation have to be developed. The speedup and memory savings of the resulting method is substantial and more significant than for the methods described in [25] , [29] : more precisely, the storage and computational complexity is O N (N + M ) q 4+s with q = O (log (N M )) and s ∈ {0, 1} instead of O N M 2 for the classical CQ-BEM method. If we assume M ∼ N , we obtain an optimal complexity (up to logarithmic terms) with respect to the total number of freedoms. We note in passing that boundary integral equations can be used to define transparent transmission conditions at artificial boundaries for wave propagation problems; the above mentioned CQ-BEM method has been proposed in [12] for an efficient discretization of such conditions. The new method we propose here also allows for a sparse realization of such exact non-local transmission conditions, where the complexity grows log-linearly with respect to the total number of unknowns N tot := N M .
Our new panel-clustering method for the two-dimensional wave equation requires the generalization and combination of quite different discretization techniques such as convolution quadrature, boundary element method, and panel clustering for complicated kernel functions. We recall the definitions of the basic algorithms in order to keep the presentation self contained and to estimate the complexity of the different steps of the algorithm. The paper is organized as follows.
In Section 2, we formulate the convolution quadrature method for the twodimensional wave equation and introduce the boundary element method for its spatial discretization.
In Section 3, the panel-clustering method based on an abstract admissibility condition is introduced, while Section 4 is devoted to its implementation. This algorithmic formulation of the method will also play an essential role for the complexity estimates of the method.
The error analysis is carried out in Section 5. We employ functional-type estimates for certain derivatives of modified Bessel and exponential functions, recently presented by the authors in [15] , to derive a non-standard admissibility condition for the panel-clustering approximation of the arising kernel functions. The local approximation error will be estimated and used for the stability and consistency analysis.
In Section 6, we will prove that the storage and computational complexity of the resulting CQ-BEM method with panel clustering is O N (N + M ) q 4+s , where q = O (log (N M )) and s ∈ {0, 1}.
We will present the results of numerical experiments in Section 7 which demonstrate that the theoretical complexity and error estimates are sharp for the considered model problems.
Convolution Quadrature
The starting point is to write (2) as a system of integro-differential equations
with the frequency dependent boundary integral operator V (z) for the acoustic single layer potential
for all x ∈ Γ, z ∈ I σ (see (3)), and t ∈ (0, T ) with the initial condition u (z, x, 0) = 0 (see [33] ). The convolution quadrature is based on a time stepping scheme of (4b) on an equidistant time mesh t j = j∆t with j = 0, . . . , N and ∆t = T /N . The semi-discrete approximations ϕ k to the unknown density ϕ (·, t k ) are given by setting g n (x) := g (x, t n ) and solving
with weight functions ω j (r) defined implicitly by the formal Taylor series
ω n (r) ζ n and γ (ζ) denoting the differentiation symbol of the ODE solver (quotient of the generating polynomials). A-stable backward differentiation formulas of order 1 and 2 are given by
In general, the weights ω n (r) can be computed by using the contour integral representation
where the contour C can be chosen as a circle about the origin and radius smaller than one. However, for certain time stepping schemes it is possible to determine ω n explicitly (see, e.g., [29] ). For the BDF1 method, we get
We introduce the integral operators
so that (5) can be written in the compact form
Our goal is to employ the Galerkin boundary element method for the spatial discretization and hence, we multiply with test functions ψ to obtain
For s ∈ [−1, 1], let H s (Γ) denote the usual fractional order Sobolev spaces which are well defined on Lipschitz curves/surfaces Γ. In (10), ·, · denotes the antiduality pairing in H 1/2 (Γ) × H −1/2 (Γ) considered as a continuous extension of the L 2 (Γ) scalar product. For the Galerkin boundary element method we introduce a mesh G on Γ consisting of m panels τ i . We assume that G is conforming, i.e., the intersection of any different two panels τ i , τ i is either empty, or a common point. The maximal mesh width is denoted by ∆x := max {∆ τ : τ ∈ G} with ∆ τ := diam τ.
For any τ ∈ G, we choose a bijective pullback χ τ :τ → τ , where the reference elementτ is the unit interval. For p ∈ N 0 and k ∈ {0, 1}, let
where P p is the space of univariate polynomials of maximal degree p. Hence, for k = 0 we obtain discontinuous boundary elements while for k = 1 the boundary element functions are continuous. If the indices p, k, and G are clear from the context, we write S short for S p,k G . Let b i , 1 ≤ i ≤ M , denote the usual nodal basis of S. We assume that {b i : 1 ≤ i ≤ M } forms a partition of unity on Γ. For a detailed introduction to Galerkin boundary element methods we refer to [39] .
The CQ-BEM discretization of (2) is given by: Find ϕ
∀ψ ∈ S and n = 0, . . . , N.
Let P ∆x : L 2 (Γ) → S be the orthogonal projection, i.e.,
Then, the Galerkin operator is defined by
with the adjoint P ∆x * of P ∆x and (12) is equivalent to
The matrix representation of (12) is given by introducing
with a j, ,m :
and then to solve the algebraic system of equations for the coefficient vectors
Since K ∆x 0 is nonsingular and g(x, 0) ≡ u(x, 0) = 0 (for the compatibility conditions on the data), we have ϕ ∆x 0 = 0. Therefore, the linear system is solved for 1 ≤ n ≤ N .
Fast Solution Method by Panel Clustering
The linear system (14) has dimension (N M ) × (N M ) and its efficient generation and solution are the major bottlenecks in the overall numerical solution process. In a first step one has to generate the block matrices K ∆x j ∈ C M ×M for 0 ≤ j ≤ N , and then the block triangular Toeplitz system has to be solved.
One fast approach employs the block Toeplitz structure of (14): the generation of the matrices K ∆x j requires O N M 2 operations while its solution then can be performed with FFT-type techniques (cf. [28] ) in O N M 2 operations up to logarithmic terms -instead of O N 2 M 2 operations for a naive implementation.
In our paper we present an approach which aims for a complexity (up to logarithmic terms) of O (N M ) operations for the generation of the linear system and O N 2 M for its solution. The development of a fast solver with linear complexity is the topic of future research.
The approximation is based on panel clustering which was introduced in [29] for the BDF2 discretization of the three-dimensional wave equation. The panel-clustering method (see, e.g., [26] , [17] , [42] , [39] ) is a sparse representation of the operators K ∆x j which allows for a fast matrix-vector multiplication
Remark 1. The method conceptually is based on four ingredients which we briefly outline here and describe their details later: a) a cluster tree is introduced for Γ which defines a hierarchy of partitions of Γ via a refinement relation; b) the domain Γ × Γ of integration is subdivided into Cartesian products ("pairs") of clusters (c 1 , c 2 ) ⊂ Γ × Γ which satisfy a certain admissibility condition so that c) the kernel function ω n can be replaced by an expansion of the form
which consists of summands, where the dependence on x is factored from the dependence on y. Here, Φ
c,ν , Φ
c,ν denote certain expansion functions and κ (ν,µ) n (c 1 , c 2 ) are the expansion coefficients. The cardinality of the index set M q is essential for the complexity of the method. There are various techniques to define such expansions as, e.g., Taylor or multipole expansions [36] , [26] , [39] , interpolation [31] , [44] , [39] , expansions into special functions [4] , [37] , expansions derived from singular value decompositions [21] . d) The fourth "ingredient" of the method is its error analysis which results in the admissibility criterion for pairs of clusters and allows to fix the expansion order q in (15) .
The presentation of the panel-clustering method is organized as follows: In Section 3.1, we present the method in a way which is purely based on its abstract principles. In Section 3.2, we propose an explicit construction of an expansion based on interpolation which is of the form (15) . The panel-clustering method is presented in Section 3.3 and its algorithmic realization in Section 4. In Section 5, the admissibility condition and the order q of the expansion are derived as a result of the error analysis.
Cluster Tree and Block Partitioning
We begin with the basic definitions. Let I := {1, . . . , M } denote the index set for the spatial basis functions b i , i ∈ I. The cluster box Q c is the smallest (closed) paraxial rectangle which contains supp (c) and its barycentre m c is the cluster center.
The minimal distance δ min and the maximal distance δ max of a pair of clusters (c 1 , c 2 ) are
where
For the efficiency of the algorithm it is important not to consider all possible clusters but to impose the following tree structure.
Definition 3. The cluster tree T is a set of clusters which has the following tree structure If c = {i} we set sons (c) = ∅.
An algorithm for constructing a cluster tree from a given set of panels will be presented in Section 4.2. 
Next we will derive a decomposition of I × I with minimal cardinality into admissible pairs of clusters. Since the kernel functions ω n depend on the time step n, the decomposition also depends on n and a given accuracy ε > 0. The admissibility condition will be a consequence of the error analysis and ensures that the kernel function ω n ( x − y ) can be approximated by a separable expansion (cf. (15)) with accuracy ε.
The Admissibility Condition for Panel-Clustering for the Wave Equation
In this section, we will formulate the admissibility condition for the panelclustering method for the wave equation which depends on the time step n. Roughly speaking, the kernel functions ω n (r) are defined for r > 0, have a peak around r ≈ t n , decay exponentially for r t n , and have a "tail" towards r = 0 which is not tending to zero (see Figure 1 ). The approximation of ω n is based on a splitting (depending on the time step t n ) of the interval ]0, ∞[ into five parts and appropriate expansions will be used on each of these parts. Since r := x − y for x, y ∈ Γ, the splitting will be induced by a partition of Γ × Γ which is based on an admissibility condition for pairs of clusters, whose definition results from the local error analysis. In order not to mix the description of the panel-clustering method with its error analysis we postpone the derivation of the admissibility function to Section 5.1.
Definition 5.
The admissibility function adm depends on control parameters 0 < ε 1, 1 < δ 0 < 2, and η,c,C = O (1). For 0 ≤ n ≤ N , (c 1 , c 2 ) ∈ T × T the function value of adm ((c 1 , c 2 ) , n) is:
1. "nonadm, FFT", if both, c 1 and c 2 , are leaves and
2. "adm,far", if the condition in Case 1 is violated and
as well as
hold; 3. "adm,near", if the conditions in Cases 1,2 are violated and
hold; 4. "adm,peak", if the conditions in Cases 1-3 are violated and Remark 6. For the control parameters η,c,C, δ 0 = O (1) and 0 < ε 1, the theory does not give sharp enough insights on their optimal choice but only proves that these constants are independent of the discretization parameters. We have performed numerical experiments (see Section 7) and it turned out that η =C = 1, δ 0 = 3 2 ,c = 1/2, and ε = 10 −8 are good choices for these parameters.
Next, we will formulate the procedure for the decomposition of I × I into parts which correspond to the cases described in Definition 5. This procedure uses the cluster tree T with the hierarchy of a father/son relation in an abstract way as in Definition 3 while an algorithm for its construction will be presented in Section 4.2. We start initializing both, the sets C adm,near n , C adm,far n , C adm,peak n of admissible pairs of clusters as well as the sets C nonadm,FFT n , C nonadm,direct n of non-admissible pairs of leaves as the empty sets. For brevity we introduce
and call the recursive procedure divide with divide − → C n , (I, I) , n ; the procedure is defined as follows:
is a disjoint partitioning of I × I. Note that the set C nonadm,FFT n does not depend on n and we write short C nonadm,FFT .
Since the basis functions b i form a partition of unity, any function w : Γ×Γ → C satisfies w = (c1,c2)∈Cn
By using this decomposition the sesquilinear form K n u, v can be written in the form
As explained in Remark 1, we assume that the localized kernel function ω (c1,c2) n can be approximated on admissible clusters (c 1 , c 2 ) ∈ C adm n by a separable expansion (cf. (15))
1 The set of sons for a pair of clusters is defined by
0 is an index set with q, typically, depending on the block (c 1 , c 2 ) and a given tolerance ε; Φ (1) c1,ν and Φ (2) c2,µ are suitable expansion functions and κ (ν,µ) n (c 1 , c 2 ) are the cluster-cluster interaction coefficients. In Section 3.2 we explain how such a separable expansion can be derived from interpolation.
Replacing the kernel function ω (c1,c2) n for the admissible integrals we obtain the following approximate representation of the bilinear form
where the farfield coefficients are given by
Let us assume (cf. (28)) that the function systems Φ 
Construction of a Separable Expansion by Interpolation
In this section, we describe the construction of a separable expansion of the form (23) 
and the two-dimensional interpolation points by ξ Q,ν := (ξ ι1,ν1 , ξ ι2,ν2 ) .
:
where Q(c) denotes the cluster box as in Def. 2. By setting
we have derived an expansion of the form (23) which satisfy the refinement relation
since a polynomial is equal to its interpolant.
Definition of the Panel-Clustering Method Let
with ω (c1,c2) n,q as in (26) . The panel-clustering approximation to the sesquilinear form K n ·, · : S × S → C is then given by
(30) We have now all ingredients to formulate the CQ-BEM with panel clustering for the discretization of the retarded potential integral equation (2) . Let K n be defined as in (30) . Then, we are seeking ϕ
Algorithmic Realization
The efficient solution of the CQ-BEM with panel clustering (cf. (31)) employs a two-fold hierarchy: the geometric hierarchy via Definition 3 and the hierarchy for the expansion functions by (25) . Note that the "algebraization" of this two-fold hierarchy is the key idea behind the H 2 -matrices which have been introduced in [23] and further developed in [9] .
In this section, we will explain how the CQ-BEM with panel-clustering is realized in an algebraic way. a) First, we will explain in Section 4.1 how the kernel functions ω n can be evaluated efficiently. This a non-trivial task since the first definition in (7) involves the evaluation of high order derivatives of the modified Bessel function K 0 and this is numerically unstable, while the contour integral representation in (7) can be efficiently treated by FFT only if a value ω n (r) for a fixed r is needed for all 0 ≤ n ≤ N as explained below.
b) The algorithm itself consists of a preprocessing phase where the discrete operator is stored in the panel-clustering format and the following quantities are computed and stored: i) the cluster tree and the block partitions of Γ × Γ are assembled (Sec. 4.2.1), ii) the elements of the matrix elements for the nonadmissible blocks are computed (Sec. 4.2.2), iii) the cluster-cluster interaction coefficients are generated (Sec. 4.2.3), and iv) the basis farfield coefficients are computed (Sec. 4.2.4).
c) The solution of the block-triangular system (31) requires a fast matrixvector multiplication for updating the right-hand side in the recursive backward substitution process. In addition it requires a solver for the diagonal blocks
where g n denotes the updated right-hand side in the n-th time step. Since the system matrix is positive definite we recommend here an iterative solver such as a cg method which requires only vector-vector operations and matrixvector multiplications as basic arithmetic operations. The approximation of a matrix-vector multiplication y ← K ∆x n u in the panel-clustering format consists of four steps: i) the multiplication of the sparse matrix corresponding to the nonadmissible blocks with the vector u, ii) the generation of the farfield coefficients over the cluster tree, iii) the evaluation of the cluster-cluster interaction, and iv) the downward part where the new farfield coefficients are distributed through the cluster tree to the components of y. These steps are explained in Section 4.3.
Evaluation of the Kernel Functions ω n
We distinguish between the nearfield C nonadm,FFT which is independent of the time step n and the remaining parts of the partition which depend on n. We set
Note that condition (17) implies that δ min = O M −1 . Let D := diam Γ and our goal is to approximate ω n : [δ min , D] → C uniformly for all 0 ≤ n ≤ N .
Recall the well-known error estimate for one-dimensional Chebyshev interpolation I ι, (f ) ∈ P for a sufficiently smooth function f : ι → C on an interval
.
We employ the general estimate from [15, Theorem 1] (see (39) ) to obtain
for some generic β ≥ 1 and, in turn,
for some 0 < η < 1, we obtain exponential convergence. This condition is satisfied if we partition [δ min , D] into intervals
Such a partitioning can be easily constructed via the recursion b 0 := D and
and assume 0 < ε < 1 which is satisfied for practical cases. Then, we get
We run this procedure for k = 0, . . . , k * , where k * is the smallest integer such that b k * < δ min , i.e.,
Hence, if we choose the sequence (b k ) k * k=0 as in (32) we have partitioned [δ min , D] into k * intervals ι k , where the Chebyshev interpolation satisfies
Let ξ ι k ,j , 0 ≤ j ≤ , denote the Chebyshev points in ι k and let Θ := {ξ ι k ,j : 0 ≤ j ≤ , 0 ≤ k ≤ k * } be the collection of all these Chebyshev points.
Then, it is sufficient to compute the values (ω n (ξ)) ξ∈Θ in order to obtain a highly accurate Chebyshev interpolation of ω n in [δ min , D]. These values can be computed by using the contour integral representation (7) along its approximation by a trapezoidal rule with 2N + 1 points as recommended in [33, 35] :
where We remark here that the choice of the degree of the Chebyshev interpolation of ω n is fixed to 6 in the forthcoming numerical tests, and it turns out that the corresponding approximation error is negligible compared to the other errors.
Preprocessing 4.2.1. Generation of the Cluster Tree
Let Q 0 = (a 1 , a 1 + L 1 )×(a 2 , a 2 + L 2 ) be a paraxial rectangle which contains Γ. We set Q 0 := {Q 0 } and for ≥ 1,
is the set of scaled, paraxial rectangles
. The tree (Q ) ≥0 is a quadtree, i.e., any Q ,k ∈ Q is split into four congruent rectangles by side bisection. We emphasize that this tree has not to be generated physically. The following procedure generates the cluster tree -in fact it generates the tree levels T , 0 ≤ ≤ max , and then T = 
Generation of the Matrix for the Non-Admissible Part
Remark 9. For the non-admissible pairs of leaves, the entries of the system matrix have to be approximated as usual by numerical quadrature. For any pair of panels (τ i , τ j ), which lies in the support of such a non-admissible pair of leaves, we have implemented the following quadrature rules in our computer program: For the singular cases, where τ i = τ j , we are using the k-smoothing change of variables with k = 3 in combination with an 8-point Gauss-Legendre rule as explained, e.g., in [14] . For the remaining cases, we directly apply 8-point Gauss-Legendre quadrature. It turns out that the effect of this numerical quadrature to the overall discretization error is negligible compared to the other approximation errors for the problems considered in our numerical experiments.
for the nonadmissible part are defined for all pairs ({i} , {j}) ∈ C nonadm,direct n by
We define
n, ,k = 0. The kernel function ω (i,j) n ( x − y ) can be evaluated by using the pre-computed approximations as explained in Section 4.1.
b) ({i} , {j}) ∈ C nonadm,FFT . Since the part C nonadm,FFT of the non-admissible nearfield does not depend on the time step n, we can evaluate, for any pair ({i} , {j}) ∈ C nonadm,FFT and any quadrature point (ξ i, , ξ j,k ) ∈ supp ({i}) × supp ({j}), the kernel functions ω n ( ξ i, − ξ j,k ) for 0 ≤ n ≤ N by using the FFT techniques already described in Section 4.1.
Generation of the Cluster-Cluster Interaction Coefficients
For all (c 1 , c 2 ) ∈ C adm n compute and store the cluster-cluster interaction coefficients κ
If interpolation is used for approximation, these coefficients are given by (27) and the pre-computed approximations of the kernel functions ω n as explained in Section 4.1 are employed.
Generation of the Basis Farfield Coefficients
For all i, k ∈ I, for all ν ∈ M q , compute and store
Note that, for i ∈ I, only those indices k ∈ I lead to non-zero entries which belong to
Matrix-Vector Multiplication
Upwards Recursion:
The computation of the coefficients J
c,ν := J
c,ν (u) for all c ∈ T is done by calling the procedure upward pass for all c ∈ T. The procedure is defined by procedure upward pass; begin for
s,µ ; end; end; end;
Evaluation of the Cluster-Cluster Coupling:
For the cluster-cluster coupling we compute for all clusters c 1 ∈ T and ν ∈ M q the values
Downwards Recursion:
The evaluation of the matrix-vector multiplication is based on (24) and performed by calling the procedure downward pass which is defined as follows. 
Approximation of the Matrix-Vector Multiplication
The approximate evaluation of v := K n u is computed by the following procedure. We assume that v is initialized by 0. procedure mat vec mult; begin upward pass; for c ∈ T for ν ∈ M q compute B ν n (c) (*according to (35)*); downward pass; for ({i} , {j}) ∈ C nonadm n for ( , k) ∈ I 2 (i, j) do
for i ∈ I for ∈ I loc (i) do
end;
Error Analysis
The error analysis for the fully discrete solution of the retarded potential integral equation (4) requires subtle tools from functional analysis, the theory of time stepping methods, Galerkin BEM, and panel-clustering. In the last decades, the convergence theory has been developed in an abstract way so that, for a concrete problem, it is sufficient to prove some local estimates for the approximation of abstract kernel functions ω n and the general theory then can be used to derive from that the stability and convergence of the fully discrete solution. In the following, we will briefly outline the principal steps. a) In [35] , it is proved that, if the ODE (4b) is discretized by an A-stable multistep method and the operator V in (4a) by Galerkin BEM, then the resulting discretization of (4) is stable and converges with optimal order if the data are smooth and compatible. b) In [25] , a general perturbation theory for this discretization has been developed. More precisely, the replacement of the kernel functions ω n by some approximationsω n has been considered, e.g., via panel-clustering or numerical quadrature, and it was proved that if |ω n −ω n | ≤ ε for sufficiently small ε ≤ ε 0 , then, the fully discrete solution exists and the error converges with optimal order plus an additional term which is of order O (ε). Hence, this theorem dictates how accurate the approximationsω n have to be in order to preserve the optimal convergence order. In Section 5.2 we will explain how to generalize the perturbation theory for three-dimensional problems in [25] to the two-dimensional case. The combination with the estimates of ω n −ω n (cf. Section 5.1) leads to optimal convergence as stated in Theorem 16. Special cases are considered in Corollary 17.
c) The approximation of ω n byω n is based on a separable expansion of the form (23) which was concretely constructed by interpolation in Section 3.2. It is well known that the accuracy of polynomials is an interplay between the growth of derivatives of the target function, the diameter of the domain of approximation, and the polynomial degree. The derivation of sharp estimates of high-order derivatives of ω n (cf. (8) ) are quite involved and requires new representations of derivatives of the modified Bessel function K 0 . We have published these estimates as results by their own as a separate article (cf. [15] ) and recall in Theorem 11 these estimates without repeating their proofs.
Local Error Analysis on Pairs of Clusters
Our separable approximation is based on polynomial Chebyshev interpolation and we will derive estimates for its accuracy depending on the order q. For this, let (c 1 , c 2 ) be an admissible block with corresponding cluster boxes Q c1 and Q c2 (cf. Definition 2). Let ω (c1,c2) n and ω (c1,c2) n,q be defined by (16) and (26) . We apply interpolation estimates for tensorized Chebyshev interpolation ([22,
for all x ∈ Q c1 and y ∈ Q c2 , where C > 0 is some constant independent of all parameters, L denotes the maximal side length of the boxes Q c1 and Q c2 . Hence, the accuracy depends on the growth of derivatives of the weight function ω j on admissible pairs of clusters.
We use Lemma 6.7 in [29] to estimate ∂ q+1 zi ω n ( z ) in terms of the derivatives of the univariate function ω n (r).
Lemma 10. For a q−times differentiable function f (r) it holds for q ≥ 1
The behavior of ω (m) n is analyzed in detail in [15] . The following Theorem 11 is a direct consequence of [15, Theorem 1].
Theorem 11. Let the time discretization be based on convolution quadrature with the BDF1 scheme and the transfer function be given by K (r, z) = 1 2π K 0 (rz).
1. General estimate. For all n ∈ N 0 , m ≥ 1, and x > 0, the estimate
holds for some β ≥ 1 (independent of m, n, ∆t, and r). 2. Refined estimates for small and large arguments. 
and all
(b) Large argument. For all n ≥ 0 and m ≥ 1 + 2 log (n + 1) it holds
for some constant β ≥ 1 (independent of m, n, ∆t, and r).
3. Exponential decay. For m = 0 and r ≥ max ∆t, t n 1 + 1 √ n , the function ω n is decaying exponentially
The combination of (37) with Lemma 10 and Theorem 11 allows to determine the expansion order q (depending on (c 1 , c 2 ) ∈ C adm n ) such that the error of the Chebyshev interpolation is below some given threshold ε > 0.
Farfield Blocks. Let (c 1 , c 2 ) ∈ C adm,far n satisfy (18) for some 1 < δ 0 = O (1). Then, from (44) we conclude that
Hence, for given tolerance ε > 0, the condition (19) on the time step implies that the approximation of ω n ( x − y ) on (c 1 , c 2 ) by zero leads to an error ≤ ε.
Remark 12.
For all blocks (c 1 , c 2 ) ∈ C adm,far n , the corresponding matrix blocks can be replaced by zero, and we formally express this by setting q := −1 and ω (c1,c2) n,q (x, y) := 0 for all (x, y) ∈ supp (c 1 ) × supp (c 2 ).
Admissible Blocks outside the "Peak-Zone". Let (c 1 , c 2 ) ∈ C adm,near n satisfy (20) for somec depending on C 0 and β in (41), (43) and some 0 < η = O (1) which will be fixed later. These conditions along the choice of q as in (45) imply the conditions of Theorem 11.(2), i.e.,
where C andβ only depend on β in (42) andĈ in (38) . The combination with (37) yields with L := max {d c1 , d c2 } for all z = x − y ∈ Q c1 − Q c2 :
for an adjusted value ofβ. Hence the choice η ≤ 1/β results in
and an accuracy of ε is achieved by choosing
In view of the conditions in Theorem 11(2a) on the order of the derivative, we have to assume that the time step n satisfies (21), while it is easy to verify that then (40) also holds. The condition in (43) can be written in the form
and is implied by the condition
Remark 13. For all blocks (c 1 , c 2 ) ∈ C adm,near n , the order of the Chebyshev expansion is given by q = logC ε log 4 .
Admissible Blocks at the "Peak". Let (c 1 , c 2 ) ∈ C adm,peak satisfy (22), where, again, 0 < η = O (1) will be fixed later. Then, we employ the general estimate (39) (for m ≥ 1) to obtain
The combination with (37) results in the estimate for the Chebyshev interpolation (with L := max {d c1 , d c2 })
with a constantČ depending only onĈ and β. The choice
and q := logC ε log 4 then leads to
Remark 14. For all blocks (c 1 , c 2 ) ∈ C adm,peak n the order of the Chebyshev expansion is q = logC ε log 4 .
Remark 15. Definition 5 along the choices of the expansion order q for the Chebyshev interpolation ensure that the panel-clustering approximation of the quadrature weight ω n satisfies
Stability and Consistency Analysis
In Section 5.1, an admissibility condition has been derived for pairs of clusters so that the local approximation error is bounded by some given tolerance ε > 0. In this section, we will study the influence of these local errors to the overall solvability and accuracy of the full discretization. This will be a simple consequence of the perturbation theory which has been developed for the CQ-BDF2 discretization of the three-dimensional wave equation in [25] , [35] but is applicable verbatim to our case. The theory requires the following estimate of
For a proof, we refer, e.g., to [43, Prop. 2.6.1]. In [25] , it is also assumed that an inverse inequality for the boundary element space holds: There exists a constant
holds. For a proof for quasi-uniform meshes we refer to [10] .
The following theorem is a direct consequence of [25, Theorem 4.3] .
Theorem 16. Let the discretization (31) be based on the panel-clustering CQ-BEM with the BDF1 scheme and polynomials of degree p in (11) . We assume that the exact solution φ (·, t) is in H p+1 (Γ) for any t ∈ [0, T ]. Then for any tolerance ε > 0 in (46) with 0 < ε < 1−e −σ∆t 2c∆cσ (∆t) 2 ∆x, the solutions φ pc,∆x n , 0 ≤ n ≤ N , in (31) exist and satisfy the error estimate
holds, where C g depends on the right-hand side g and on σ. and choose ε ∼ (∆t) 6 ∆x.
Then the solutionφ n ∆t,h exists and converges with optimal rate
Complexity
In this section we will investigate the computational and storage complexity for the CQ-BEM with panel clustering. We impose some simplifying assumptions in order to reduce technicalities.
• The spatial mesh is quasi-uniform, i.e.,
• There exist constants C 1 , C 2 > 0 such that
and for all (c 1 , c 2 ) ∈ C adm n it holds
For a proof of assumptions (49) and (50) under moderate assumptions on Γ, we refer to the extended version of [38] .
Next we will estimate the cardinalities of the various parts of the block partitioning of Γ × Γ.
Farfield Blocks
For the farfield blocks in C adm,far n the matrices are replaced by zero and hence no computational and storage complexity arises.
Admissible Blocks outside the Peak Zone
Generously, we estimate the area covered by the admissible blocks in C adm,near n by |Γ × Γ|. The pairs of admissible blocks are graded by the same condition which is applied for the panel clustering method for the Laplace equation and it is well known (cf., e.g., [23] , [39] , [16] ) C adm,near n ≤ CM.
Admissible Blocks at the Peak
The first two conditions in (22) imply that the area covered by the blocks in C adm,peak n can be estimated from above, generously, by O (t n ). Let (c 1 , c 2 ) ∈ C adm,peak n . The third conditions in (22) imply that (c 1 , c 2 ) is not the root I × I but there exists a father (F 1 , F 2 ) with (c 1 , c 2 ) ∈ sons ((F 1 , F 2 )) which does not belong to C adm,peak n . Since δ max (F 1 , F 2 ) ≥ δ max (c 1 , c 2 ) and δ min (F 1 , F 2 ) ≤ δ min (c 1 , c 2 ), the first two conditions in (22) are valid and, hence, the last one must be violated:
Furthermore, we havẽ F 2 ) (51) and we obtain max
Assumptions (49) and (50) imply
Hence,
A summation over all 0 ≤ n ≤ N yields
Non-Admissible Pairs of Panels
The nearfield consists of the non-admissible pairs of panels C 
because, otherwise, the "procedure divide" will divide the blocks until the last condition (22) is satisfied and the pair becomes admissible. However, from (52) we conclude that the number of blocks which violate the third condition in (22) is bounded by O (M ) and, in most cases, is zero. According to Remark 9 the amount of work for the approximation of each conventional matrix elements is O (1).
Complexity of the Panel-Clustering Algorithm
We have seen that the number of admissible and non-admissible blocks are bounded by 
Numerical Results
Our theoretical complexity estimates imply the following upper bounds for the cost of generating the linear system for the matrix-oriented CQ-BEM and its panel-clustering version, CQ-BEM-PC: Table 1 : Theoretical complexity estimates for the CQ-BEM and the CQ-BEM-PC.
The theoretical error analysis shows that the choice q =C 3 (log N + log M ) for suitableC 3 allows to preserve the overall convergence rates. The goals of the numerical experiments are twofold: a) to investigate the sharpness of these estimates and b) to get insights on the size of the constants C 1 , C 2 ,C 1 ,C 2 , C 3 . We have realized a first implementation of the CQ-BEM and CQ-BEM-PC methods as standard (i.e., sequential) Matlab codes. All the numerical computation has been performed on a PC with Intel Core i3-3217U CPU (1.80 GHz). The implementation at the current stage of development does not employ optimized libraries such as HLIBpro [30] or parallelization and, hence, allows to investigate the tasks a) and b) but not to solve huge systems. The optimized implementation of CQ-BEM-PC is a topic of future research.
The first part of the numerical experiments concerns the number of blocks in the different parts of the partitions C (1), where Ω is the disk of radius 1. We approximate the boundary Γ with the polygonal boundary whose nodes are obtained by a uniform partition of Γ into M intervals. For the space discretization, we consider piecewise constant functions associated to the uniform spatial mesh. For the time discretization, we choose a uniform partition of the interval [0, T ] into N subintervals. We construct the cluster tree according to the procedure generate cluster tree and apply the procedure divide at each time step t n by choosing ε = 1E − 08 and η = 1. In Figures 2 we depict the sparse structure of K ∆x n for different time steps t n which illustrates the movement of the discrete light cone through the spatial domain Γ × Γ with increasing time step t n .
We recall that the storage requirement for the panel clustering approximation is of order O(M + N ) for each n = 0, · · · , N , and the total storage is O (N (M + N ) ). In Figure 3 , we compare the computed storage requirements with the theoretical ones as well as with the memory storage required by the full matrix representation, which is O(M 2 ) for each n = 0, · · · , N , and O(N M 2 ) globally. The bottom right picture in Figure 3 nicely illustrates the linear growth O (N tot ) (with respect to the total number of unknowns N tot = N M ) of the storage requirements for the partitions of the panel-clustering method.
The construction of an exact solution
In order to test the panel-clustering algorithm and to show the efficiency of the sparse representation of the block matrices, it is important to have a reference solution at hand. There are essentially two different ways for the construction of exact reference solutions for boundary integral equations. One way is sketched here only briefly: One employs Green's representation formula:
for the single-layer potential S and double layer potential D for the wave equation which is valid for solutions u of the homogeneous wave equation in the interior/exterior domain, e.g., created by a source distribution located outside Ω. Then, by evaluating the right-hand side in (53) for such an u and restricting this equation to the boundary Γ results in a single layer boundary integral equation with known exact solution. The drawback of this approach is that the right-hand side in (53) cannot be evaluated analytically and fairly non-trivial quadrature techniques have to be employed and implemented. We have chosen here another approach: for the unit sphere the eigenpairs of the boundary integral operator for the acoustic single layer operator are known. From this, we will derive the eigensolutions of the time-space integral equation for the retarded acoustic single layer potential. In this case, the right-hand side and the solution is known explicitly. In addition this approach allows to study the behavior of the solution for higher eigenmodes and regularity issues, although this study is beyond the scope of this paper. For a more detailed comparison of the direct and indirect method we refer, e.g., to [39] , Sec. 3.4.3.
To this aim, we start by determining the eigenfunctions φ m and eigenvalues λ n,m K n φ m = λ n,m φ m (54)
The boundary Γ of the integral operator
defined on the unit circle Γ := x ∈ R 2 | x = 1 . It turns out that the eigenvalues λ n,m can be expressed in terms of Bessel functions and we recall the relevant definitions. From [1, 9.6.3 and 9.6.4], we have, for integers n ∈ N 0 , the relations
with J n and I n being the Bessel and modified Bessel functions of first kind, respectively, K n the modified Bessel functions of second kind and H 
and
again on the unit circle Γ. Hence, we conclude that
Note that
For n > 0, we use Cauchy's integral representation
with γ (ζ) = 1 − ζ for the BDF1 method and C is a circle around 0 ∈ C with radius < 1. By interchanging the ordering of integration we obtain
By setting λ n,m :=
, the relation (54) holds true. Note that the evaluation of λ n,m in this form is numerically very unstable and we recommend to use a representation of the derivative ∂ n ζ as a contour integral and its approximation by the trapezoidal rule.
Next, we employ the eigenpairs (λ n,m , φ m ) to construct an exact solution of the time-discrete problem (9) for a right-hand side of the form
We choose some coefficient vector β = (β j ) N j=0 ∈ R N +1 which satisfies n j=0 λ n−j,m β j = α n for 0 ≤ n ≤ N . Then, it is easy to verify that
is the exact solution of
Numerical Experiments for the Solution of Retarded Potential Integral Equations
We discretize equation (56) by the Galerkin boundary element method and compare the performance of the original Galerkin BEM with its sparse approximation by panel clustering. We replace the right-hand side g n,m by its interpolant
and b i denoting the Lagrange basis for the boundary element space. Then, the Galerkin system has the following block Toeplitz form: In Figure 4 we show the interpolation of the time-discrete solution corresponding to the choice α(t) = t 4 e −2t , m = 2, for T = 1 and N = 32. In the following numerical tests we will construct the approximate solution by using the proposed panel-clustering algorithm. We restrict to the BDF1 convolution quadrature and Galerkin BEM with piecewise constant ansatz functions. We will compare this solution with the one obtained by applying the original, unperturbed Galerkin approach described in Section 2.
Example 2. Let Γ be the unit circle where we prescribe the Dirichlet data by g m (t, x) = α(t)φ m (x) defined in Section 7.1, with α(t) = t 4 e −2t . We consider a uniform subdivision of Γ into M panels. First, we fix the number of time steps N = 8 and study the convergence of the method with respect to the spatial refinement. We denote by ϕ 
In Table 2 we report the behavior of the errors defined in (57) and (58) for m = 2, T = 1, and N = 8, and choose the control parameter for the panel clustering by ε = 1E − 08 and η = 1, i.e., constant for each time step t n . Moreover, we report the memory storage, expressed in bytes and the CPU time (in seconds) for the full Galerkin and the panel clustering method (these quantities are denoted in the table by the acronym Mem Gal and Mem PC , and CPU Gal and CPU PC , respectively). We vary the degree q of the polynomial approximation in order to show the rapid convergence of the panel-clustering method to the unperturbed Galerkin method. In the same setting, in Table 3 we report the errors, the memory storage and the CPU time with respect to both space and time refinements.
The following observations can be deduced from the results depicted in Tables 2:
1. Convergence with respect to the polynomial approximation order q:
The convergence of the panel-clustering solution towards the solution of the unperturbed CQ-BEM discretization is rapid. If we choose for this example the polynomial order q according to the function
which quite slowly increases with respect to M , the Galerkin error in all cases satisfies Err PC ≤ 3 2 Err Gal . We emphasize that there are important practical applications, where the surface Γ is very complicated and requires a large number of panels to be resolved. In this case, the "initial" M is much larger than in our example while the corresponding (unperturbed) Galerkin error still is not small. For such application, the choice of even smaller values of q as compared to (59) is recommended. 2. Storage requirement and CPU time:
(a) Unperturbed CQ-BEM. Table 2 clearly illustrates the sharpness of the theoretically expected quadratic increase of both, the storage and CPU time, for the unperturbed Galerkin method with respect to M . (b) CQ-BEM with panel clustering. We have estimated both, the storage complexity and the CPU time (for fixed N ) by O M q 4 (storage) and O M q 5 (CPU). For fixed q ∈ {0, 1, 2, 3}, Table 2 nicely demonstrates the sharpness of the theoretical complexity estimates with respect to M . It also can be observed that the increase q → q + 1, as expected, has a significant effect due to the quartic/quintic scaling with respect to the expansion order q; however the increase of q depending on M and N is at most logarithmically. The memory savings increase from a factor 1.2 for the initial choice of M to a factor 6 − 13 for the refined meshes while the savings for the CPU time increase up to a factor 5 − 10 for the refined meshes.
In Table 3 we have doubled both, the number of spatial mesh points and the number of time steps in each refinement level. Hence, a "linear increase" with respect to the total number of unknowns from level to level corresponds to O (N +1 M +1 ) = O (4N M ), i.e., to a factor 4. Note that for the unperturbed Galerkin method the complexity scales as O N M 2 which corresponds to an increase of a factor 8 from level to level. These theoretically expected growth behavior with increasing refinement levels for the CPU time and memory requirements can clearly be observed in Table 3 .
In summary, we have shown that the predicted log-linear complexity (memory and CPU-time) with respect to the total number N tot = N M of freedoms is clearly visible in our numerical examples for the new panel-clustering method.
Finally, in Figure 5 we compare the exact solution and the approximate ones for T = 10 and m = 0. Since in this case the solution is a constant function of the space variable for any fixed time t, we report the profiles of the solutions at a fixed point P = (1, 0) ∈ Γ. Example 3. In this last example we aim at studying the incresing behavior of CPU and Mem with respect to space and time refinements, and also with respect to q in the panel-clustering method. In particular we compute the sizes of the constants C 1 , C 2 ,C 1 andC 2 of Table 1 for the numerical tests we have performed. Referring to the numerical tests reported in Table 3 For the panel clustering method, we consider the order q of the polynomial expansion (23) in the range 0 ≤ q ≤ 5 and, taking into account that we need 8 bytes of memory to store a single quantity of type double, we define the following quantities: Performing the numerical test with the above mentioned choice of the parameters, we have obtained give us an estimate of the sizes of the constants appearing in the upper bound estimates for the cost of the system generation in the panel clustering method. In Figure 6 we show the behavior (in natural logarithmic scale for the z axis) of the quantities Mem PC ( , q)/(8M N ) (left plot, filled surface) and CPU PC ( , q)/(8M N ) (right plot, filled surface) as functions depending on the two variables, the level of discretization and the degree q of polynomial approximation. Both behaviors are compared to the theoretical upper boundsC 1 (q + e) 4 andC 2 (q + e) 5 , respectively (upper-non filled surfaces). As it can be noticed, for a fixed value of q, both function are level independent.
For what concerns the full Galerking approach, we have performed the same analysis and we have computed the following upper bounds In Figure 7 we show the behavior of the quantities C 1, (in linear scale) and C 2, (in natural logarithmic scale in the y direction) as functions of the level .
