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　　　　　　　of　Invariant　Imbedding
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　　　　　　　　　　　　　　　　　　Synopsis
　　The　first　approximation　filter　by　the　method　of　invariant　imbedding　is　considered
for・　the　noisy　non1五near　dynamical　systems．　The　solution　of　the　riccati　type　matrix　dif－
ferential　equation　in　the　first　approximation　filter　systems　is　of　no　practical　use．
　　If　the　cost　function　for　the　filter　is　equivalent　to　the　least　root・mean－square　error
condition　in　quadratic　form，　it　is　proved　that　in　the　technique　of　dynamic　programming，
the　solution　of　the　riccati　type　matrix　differential　equation　is　a　practically　useful　and　is
equal　to　the　covariance　matrix　of　the　estimation　error．　　　　　，・
1．　まえがき
　最近，フィルタ理論（状態推定理論）の実際面への応用がさかんに行われている（1）。その場
合，採用されるシステムモデルが線形か非線形かは個々の場合に依存するが，ひとたび非線形
の立場をとると，得られるフィルタは非線形フィルタとなり，無限次元のモーメントを含んで
しまい，その結果として，実限不可能となる。そこで，何らかの方法で近似する必要がある。
近似の方法は種々考えられるが，その1つとして，invariant　imbedding法セこより，1次近似
フィルタを求める手法ωがあげられる。この方法により求められるフィルタの出力（状態推定
値）は，フィルタ方程式（推定過程）と，リカッチ形行列微分方程式を連立させて解くことに
より求められが，この場合，リカッチ形行列微分方程式の解と，推定誤差の共分散行列との関
係が，必ずしも明確ではないので，この場合のフィルタ誤差（推定誤差）の評価は，また別の
方法で行われなけれぽならなくなり，実際的な立場から見て，あまり有効な方法とは言えな
い。
　そこで，本論文において，上記の手法によるフィルタを導出するための評価関数に，ある特
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定の条件を設定することにより，リカッチ形行列微分方程式の解が推定誤差の共分散行列と一
致することを示す。その結果，誤差の評価が，ただちに実行されることになり，実際的な立場
から見て，有効であると考えられる。
2．Invariant　Imbedding法による1次近似7イルタ
　いま，つぎのようなダイナミカルシステム，すなわち，
　　　釜一f（t’・¢）＋9（t・・x）u（の…………………・…・・………………・・……一………・…・（1）
および，観測過程，すなわち
　　　Z（t）　・＝　h（t，x）＋v（t）・・…・……・・……・…・………・・…………・……・……………・・…・…〈2）
があたえられているものとする。ここで，xは，　n×1の状態ベクトル，ノ（t，　x）はn×1のベ
クトル値関数，9（t，　x）はn×rの行列，Z（のはm×1の観測ベクトル，　h（t，　x）はm×1の
ベクトル値関数であり，ノ（t，X），　g（t，X）は各Xに対してtの連続関数である。また，　U（の，
v（のはそれぞれr×1，m×1の雑音ベクトルであり，　u（t）はシステム入力雑音，　v（t）は観測
雑音を表わす。さらに，数学的期待値をEで表わすものとすれぽ，U（の，　V（t）は
　　　E（u（の）＝E（v（彦））－0…・……………・・…・一……………・……………一・…一（3－a）
　　　E（u（t）u（τ）T）＝Q（彦）δ（t一τ）・・…。・……・・…・…。…・・……・…・・……………・…・・…・・（3－　b）
　　　E（v（t）v（・）・）＝＝R（のδ（t－・）………………・……・一………・…・・…・……・・…・…・・（3－c）
　　　E（u（彦）v（τ）T）＝0……………一…　……・・…・…　……　……………・…・…　…・…………　（3－d）
なる性質をもつ正規白色雑音である。ただし，Tは転置記号を示す。また，初期時刻をt・で
表わせぽ，初期値は
　　　｛髪1：：：宏：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：1：：：：：：：：：：：：：：：：1二1：
のように，あたえられているものとする。x。は，平均値銑，共分散行列R。をもつ正規性確
率ベクトルとし，u（t），　v（t）いずれにも無相関なものである。またQ（のはr×rの効称正定
値行列，R（t）はm×mの対称正定値行列，　R。はn×nの対称正定値行列であると仮定す
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ξ
る。
　さて，このような（1），（2）なるシステムを拘束条件として
　　　J－一｝（・（t・）－th・）・P・－1（x（t・）－X・）
　　　　　＋i∫：。（・（・）・Q（・）一・・（・）＋v（・）・R（・）一・・（・））d・・………・……………・………（・）
なる2次形式評価関数」通最小とするような状態xを求めることを考える。また，このよう
なXをtと書いて，Xに対する最適推定と呼ぶ。このとき，つぎの補助定理を得る。
補助定理
　（1），（2）なる拘束条件のもとで，（5）の評価関数Jを最小にする最適推定診は，1次近似の
意味で，つぎのようなフィルタ方程式の解としてあたえられる。
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　　　蕃一f（…）＋r（t）（∂響））TR（t）－1（z（・）－h（・…））一・……………・・…・……（・）
ここで，「（のはn×nの行列で，つぎのリカッチ形微分方程式の解としてあたえられる。
dr??ﾌ一r（の（讐夢））7＋（鳴毒諺））r（・）
　　　　＋r（の毒｛（∂h器の）7R（・）一・（z（・）一ゐ（ち‘f））｝r（の
　　　　　　　　十9（t，　x）Q（t）9（t，2）T・・・・・・・・・…　一一・・・・・…　一一・…　。一■…　一■・・・・・・・…　一・・・…　。一・・・…　一く7）
さらに，初期値は
　　　臨：笠：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：：1：
であたえられる。
　証明
　いま，ラグランジュの未定乗数として，n×1ベクトルg（τ），およびm×1ベクトルψ（τ）
を導入して，つぎのようなハミルトニアンHを定義する。
　　　H（x（τ），u（τ），v（τ），9（τ），ψ（τ））
　　一÷（・（・）TQ（・）－1・（・）＋・（・）TR（・）－tv（・））
　　　十ep（τ）T（プてτ，　x）十9（τ，　x）u（τ））十ψ（τ）τ（Z（τ）－h（τ，　x）－v（τ））…　∵・・・・・・・・・…　一・一一・・°’〈9）
したがって（5）は
　　　J－÷（X（t。）一勾「p。－1（X（t。）－X・）
　　　　　＋∫：。［H（・（・）・・（・）・・（・）・9・）（・）・φ（・））－9（・）・砦］d・・……・…………・…（・・）
となる。そこで（5）すなわち，（10）を最小にすればよい。しかるに，（2）より
　　　τノ（彦）＝Z（彦）－h（ちの………………・………・・………・・…・……………・・…………・……（11）
とかけるから，（10）を最小にするのに，まずu（τ）について最小化を行い，引き続き，x（τ）
について最小化を実行する。そこで（10）の変分δJを計算すると
　　　δ」＝［（X（to）－XO）TPO－i十9（to）T］δX（te）－9（t）’δ‘V（の
　　　　　＋∫1。耀＋際τ））T］・・（・）＋誓・・（・）＋誓・・（・）｝・・………………（・2）
となるから，Jを最小にする必要条件は
　　　δJ＝0………・……一・・……・…………・一……・………・・………………・・……………（13）
とおいて
　　　　誓）一（∂月r∂～o）7…………・・………・………・・……・…………・…・……………（・4－a）
????
　　　　4窪τ）一一（∂H∂x）T…・……・・…・……………・……・……・……・・………………（・4－b）
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????
　　　誓一・…………一・…・………・……・……・…………・・………………………（・4－・）
　　　誓一………………・…………一…・………一……・……………一・……（・4－d）
および，境界条件として
　　　9（to）＝－1：「〇－1（x（to）－Xo）　・・・・・・・・・・・・・・・・・・・・・・・…　一一・・・・・・・・・・・・・・・・…　一・一一・・・・・・・…　一・・（15－a）　　　｛
　　　sc）（t）＝0　・・・・・・・…　。・・…　。・・…　。・・・・・・…　■一・・・・・…　一一・・…　　一一一一。・・。一一一一・・・・・・・・・・…　一■・・・・・・・・・…　〈15－b）
を得る。ただしδx（t。）≒0，δx（t）≒0を用いた。これは2点境界値問題である。
　さてu（τ）についての最小化条件（14－c）より
　　　u（τ）＝－Q（τ）9（τ，x）Tsρ（τ〉・・…　一・・・・・・・・・…　一・・・・・・・・・・・・・・・…　一一…　一■・一一・一一…　一一・・・・・・・・・…　（16）
を得る。さらに（11）を考慮すると，（14－d）より
　　　ψ（τ）＝1～（τ）－1（Z（τ）－h（τ，x））　・一。・・・…　一一一一・・・・・・…　一一・・・…　。・・・・・・・・・・・・・・・・・・…　一・・一・・・・…　（17）
を得る。ここで（16），（17）を（9）に代入した場合のハミルトニアンHをH°とかけぽ，（14－a），
（14－1））　よ　り
　　　誓）一（∂H°∂ψ）’一加）一・（・・）Q（・）・（T・・x）’・（r）…………・…・・……………（・8）
　　　4釜τ）一（∂x）T・・（・）
　　　　　　　＋÷［÷＠（・）Tg（T・・r）Q（・）・（・の・9（・））］T
　　　　　　　＋（∂h∂x）TR（・）一・（Z（・）－h（T・・c））…………・……・………・・………・・………（・9）
を得る。よって，（18），（19）を境界条件（15－a），（15－b）のもとで解けぽよいことになる。そこ
で，このようにして得られた解X（τ）を，解軌道の右端点，すなわち，時刻tvこおける表現に
なおす。そのために，よく知られている，invariant　imbedding法（2，を用いる。
　いま，’境界条件（15－b）の代りに，その要素が微小な任意の定数ベクトルcを
　　　P（t）＝c　・・・・・・…　一・・…　一一・・。一一。・・・・・・・・・・・・・・・・・・…　。・・・・・・・…　■一。…　一一…　一一…　一一・・・・…　。・・…　一・…　一一・（20）
とおいて，これを満足する解軌道の右端値X（t）を
　　　x（t）＝r（c，t）・・・・・・・・・・・・・・・・・・・…　。・・・・・・・・…　。・一一・・一一・・・・・・・・・・・・・・・…　。・・一・・…　一一・・・…　一・・…　一・…　（21）
と表わす。このようなベクトル値関数r（c，のを決定して，‘→0なる極限操作をとることによ
り，解x（t）を求める。このときのx（t）をt（ので表わすことになる。そこで（21）の右辺を
c＝・Oの近傍でテーラー展開を行い，cの2次以上の項を省略すると
　　　・（t）－r（c，・t）－r（…t）＋∂「髪’）］・…・……・……・…………・・……・・…・……………・（22）
　　　　　　　　　　　　　　　　　　e＝e
ここで，明らかに
　　　r（0，の＝i（t）…・………・…・…・…………・・…・……………・…・……・………・・…………（23）
である。いま，（22）の第2項において，n×nの行列「（のを
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　　　r（の一一∂ア号割………・………・・……∴………………1…・・……………・…………（M）
　　　　　　　　　　　C＝0
のように定めると，（22）は
　　　x（t）＝fω一f（彦）‘・一・・……………・…・・…………一…・…・…………・……………・（25）
とかくことができる。ここで，かんたんのために（18），（19）を
　　　竪τ）一ξ（x，～9，τ）一………………一・…・・…一……・・…・…・…一………・…一（26）
　　　4窪τ）一卿・）………・……………一・一……………・……一・・…・…・…・・…（27）
のようにおく。いま，時間tに対して，微小な増分をAt，任意ベクトル‘に対する微小な増
分をAcで表わせぽ，つぎのようなテーラー展開形を得る。
　　　x（彦十dt）＝r（‘十dc，　t十dt）
　　一・（c・・t）＋∂ア器の・・＋∂プ器の・’・………………・…・………一…・・………………・・＜・8）
および
　　　・（・＋a・）・・（の＋4釜の4’　　　　・
　　　　　　　＝r（c，彦）十ξ（x，c，　t）∠tt　・…　。・・・・・・・・・・…　一・・・・・・・・・…　一一・一・・一一・－t・・一・・・・・・・・…　一一・t・・一く29）
ただし，Utおよびticに関して2次以上の項を省略した。しかるに（27）より
　　　dg（τ）＝＝η（x，　P，τ）dτ
を得るから，dp（τ）；4‘，およびdt＝dtより，結局，上式で彦＝τとおいて
　　　dc＝η（r，‘，　t）∠「彦…　一・・一・・・・・…　曾・・・・…　。・…　一・・。・・…　。・・・・・・・・・・・・・・・・・・・・・・…　一・…　一・・・・・・・・・…　〈30）
を得る。（30）を（28）に代入して，（28），（29）の右辺を比較すると，つぎのようなinvariant
imbedding方程式を得る（2）。
　　　ξ（r・・c・・t）一∂プ器の・（r・・c・・t）＋∂プ器の………・・……・…・…・…………・一…………（・・）
さらに，‘の2次以上の項を無視して，（25）を用いると
　　　ξ（r，c，　t）＝ξ（透（t）一∬．（t）c，c，　t）
一ξ（‘・｝（の…の一∂ξ（噤Ec・t）r（の・……一…・一………………・…・……………・……（32）
η（ア，‘，t）＝η（諺（孟）－1ワ（t）6，‘，彦）
一・（‘i｝（の，・の一∂η（ｿ・c・　t）r（の・一一…・…・…………・…・…………（33）
のように展開できる。そこで，（21），（25）の関係と共に（32），（33）を（31）に適用し，ξ，ηに（18）
および（19）の右辺を代入した後に，両辺のcの係数を比較する。すなわち，‘°の係数につい
ては
　　　蕃一衣ち諺）＋r（の（∂k｛，SSt．x））TR（・）－1（z（の一h（t，・E））
clの係数については
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雫）－r（の（∂響））T＋（∂楽診））r（の
　　　　＋r（の藷［（∂響））TR（の一・（z（t）－h（t’t））］r（t）
　　　　　　　十9（t，　±）Q（t）9（彦，2）T
なる関係を得る。
さらに，初期条件は（25）より
　　　x（t）＝t（t）－r（t）c　・t（の一f（t）P（の
であるから，上式でt＝t。とおくと
　　　X（to）＝t（t。）－r（to）9（t。）
しかるに（15－a）を上式に代入すると
　　　X（to）＝諺（te）－r（te）［一　PO－1（X（to）一露0）］
　　　　　＝2（to）十f（to）PO－1＠（彦0）－XO）
これより，両辺のx（t。）の係数を比較して
　　　r（to）＝Po
　　　診（to）＝諏o
を得る。Q・E・D
　さて，行列「（のは（24）で定められるが，「（のの実際的な意味は，必ずしも明確なもので
はない。そこで，「（彦）の性質を明確にする為に，まず，（5）の評価関数Jを最小にするこ
と，すなわち，u（τ），　x（τ），τE［te，　t］について最小にすることを，ダイナミックプログラミン
グを用いて実行してみる。そこで，時亥9tにおいて，　X（t）＝xなる境界条件をとるものとし
て，つぎのような最小コスト関数S（t，X）を定める。
s（・…）?Q｛÷（x（・・）－x・）’P・”（・（・・）一亀）
　　　　＋÷∫：。［・（・）・Q（・）一・u（・）・（z（・）一・（切）・R（・）一・（z（・）一綱］・・｝
…　一一・・…　一一・…　一…　一一・・…　。・・・・…　（34）
そうすると，」を最小にすることは，拘束条件（1），（2）のもとで，まずu（τ），rE［彦。，　t］につい
て最小化を実行した後，境界条件X（t）＝XについてS（t，X）を最小にすることと同等である
と言える。そこで（34）の積分項について，その積分区間を［t。，t－∠］，［彦一A，t］の2区間に分
割して，まず［t。，t－4］の区間で最小化を行い，引き続いて［t－4　t］なる区間で最小化を行
うと，（34）は
　　　・（t・・x）一囎｛÷L［［・（・）・Q（・）’・u（・）
　　　　　　τε〔t－d，t〕
　　　　　　　＋（z（・）一乃（τ，x））TR（τ）－1（z（・）一ゐ（τ，x）］d・
　　　　　　　＋s（・－4・（t－a））｝……・…・・……………・………・・………・……・……・…（35）
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とかくことができる。ここでdの2次以上の項を省略して
　　　・（t－d）一・一一釜4・・……・………………・一．一　一…………・………………・…・………・…（・6）
　　　s（t－4　x（t－d））－s（t－・A・・x－」葺4）
一・（t－”…）一?R一・一…・…・・……………・…一………・…・………・・一一・〈37）
と展開して，これらを（35）の右辺の最後の項に代入し，さらに整理すると
　　　∂S（ゆ〉－lim　5（t，・x）－S（t－4x）
　　　　∂t　　d→O　　 　　　　　　A
　　－elP，｛去［u（t）・（？（の一・u（・）＋（z（t）・－h（ち・））TR（t）－i（z（t）・－h（t，・x））］
　　　一∂El，￥t．x）（f（・’・・）＋9（t…）u（の）｝…………一…・……………・…・・………………（38）
よって，（38）の右辺のu（t）についての最小化を実行すると
∂Z’R：ti・IS’f）一・…………・……………・…・・…・………・……・一……………・一……・（39）
より
・（の一Q（・）・（・…）・（∂Sl（lt1‘．x））T・………………・………一……・・……………一・一（・・）
なる最小化条件を得る。こkを（38）に代入すると，つぎのS（t，x）に関する非線形偏薇分方程
式を得る。
　　　∂8髪¢）一一÷（∂E8（tEt．x））9（t・・x）Q（・）9（t・・x）・（∂3器¢））T
　　＋÷⑳一・（t…））TR（の一・（Z（t）－h（t…））一∂El（292x）f（・…）…・…………一・……（・・）
また，S（t，　X）を最小にするX，すなわちt（のは
　　　∂EX（k・t．x）］。一、、，（、）　＝・……・・……………・…・…………・……・・…・一…………・…一（42）
より求めることができる。しかるに
　　　÷（∂s（彦，x　　∂x）ド蕩）＋（釜）曜髪詣め…・………・…・………・………・・…（・・）
であるから，いま
　　　∂！・’llX；！i50taf）一∂i’9！1［li・・S・，x）……・…・・……………・……………・・…・・………・………・・……・（44）
がなりたつものとし，さらに（42）より
　　　÷（∂s（t，¢　　∂x））］＿釦）一・…・…・……一……・…・………・……・…・………・………（45）
を得るから，（44），（45）を（43）に適用すると
　　　∂！・tgXti1£ti，x）］。＝＝th（の＋（髪）T∂2鷺1の］。一、（t）、＝＝・・一…・………………………（46）
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を得・。よ・て，いま（∂！・’IIX｝｛i（i；x））『1カ・存在す・ものとして
　　　釜一（∂2S（t，x　∂xz））－1（沸辮））T・一・・…・・…・………・…・∴……………・・…・・……（47）
を得・．ただ・，行列∂Q1∬）の対称性を用・・た・しか・…（・・）お・び（42）・り
　　　（∂2S（t，診　　∂x∂彦））T－一（∂響））TR（・）一・（z（t）－h（・・））一馨の綱…・・……・（48）
を得るから，これを（47）に代入すると
　　　釜駕）＋（∂2s（t，　t　∂x2））－1（∂ん器諺））TR（・）一・（z（t）－h（・‘・））…一一一・（49）
なるフィルタを得る。これは任意ベクトルcの2次以上の項を省略したという意味で本質的に
1次近似フィルタと考えられる。ただし，以上の取り扱いの上で，S（t，x）に関する各偏微分
は，すべて存在するものとする。
さて，（49）の彫を講す・には，行列馨諺）の形粉からないと・できない・そ・
で，いま，最小コスト関数S（t，x）として，つぎのような時刻彦における境界上で，2次形式
の意味での最小自乗平均誤差を採用する。すなわち
　　　・（t・・）一一ll－（・一…（・））TP（t）”（圃の）…・…………………・……・・…………・……・（・・）
ただし，p（t）は推定誤差の共分散行列で
　　　P（t）＝E［（£一諺（t））（x一諺（t））T］　・・・・…　一■・・・・・・・・・・・・・…　。・・一一・・・・・・・・・・…　一一・・・・・・・・・・・・・・・…　（51）
とする。よって，（50）より，ただちに
∂1’lix｝｛E（．’；x）－P（・）一・……・・一…・………・・………………・・……………一・・……・…（52）
を得るから，1次近似フィルタ（49）は
　　　髪一！（t’・・）＋P（t）（∂響））TR（の一・（Z（の一h（・…））…・…・・……………・・……・（53）
となる。そこで，（6）と（53）を比較すると
　　　11（t）一＝P（t＞・・・・・・・・・・・・・・・・・・・・・…　。・・…　。・・・・・・・・・・・・・・・・・・・・…　。・…　一・・。・・・…　。・・。・・。・。…　一・・・・・…　（54）
を得る。p（t）は対称正定値行列であるから，明らかに「（のも対称な正定値行列である。　よ
って，つぎの定理を得る。
　定理…
　（24）で定義されるn×nの行列「（t）は，（5）の評価関数」が（50）で表わされるような2次
形式の意味での最小自乗平均誤差のもとでは，（51）で定められる推定誤差の共分散行列p（の
と完全に一致する。よって「（のは対称正定値行列である。
3．　結　　　論
このようにして（1），（2）なる拘束条件のもとで，評価関数（5）をinvariant　imbedding法に
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もとついて，最小にすることにより1次近似フィルタ（6）が得られることを示した。しかし，
これらの結果は，ことさら目新しいものではない｛S，。しかしながら，リカッチ形行列微分方程
式の解としてあたえられる行列f（のの実際的な意味は明確ではない。そこで，前述の定理の
意味で，推定誤差の共分散行列p（のと完全に一致することを示した。その結果，「（のを求
めることにより，推定誤差の評価が，ただちに行えることになる。
　なお，（3－b）における行列Q（のを対称正定置行列と仮定したけれども，実際問題において
は必ずしも，この仮定は満足されない。むしろ，Q（のを対称非負定値行列と仮定する必要が
生じてくる。この場合はQ（t）－1の計算は，Q（t）＝0に対しては一般逆行列｛4）Q＋（t）で代用
し，（Q＋（の）＋＝－Q（t）なる性質を用いて行うことにすれぽ本論文で述べられた結果は全く同一
なものと考えられることを付記する。
　また，システムモデル（1）および観測過程（2）は，現実には存在しない正規白色雑音u（t），
v（のを含むから，むしろ（1）の代りに
　　　de＝f（　t，　x）at＋9（t，・x）dα（t）・………………・………一……・…・……・………・……・（1）’
（2）の代りに
　　　dz（彦）＝h（t，　x）dt＋dβ（t）・一・・一・・・・・・・・・…　。・・・…　一・・・・・・・・・・…　一一一・・・…　一一・一一・・・・…　。・・…　（2）’
なるモデルを採用することにより，より数学的に厳密なものとなる（5）。ただし，α（t），β（t）は
ブラウン運動過程であり，
　　　u（の一4釜彦）
　　　・（の一4祭の
　　　z（・）－di．：Sif（，t）
と，やや形式的ではあるけれども，仮定している。
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