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1. Key Inspirations from Neuroscience
Increasing evidence from the fields of cognitive psychology,
neuropsychology, and neurophysiology [1–3], indicates that the
diversity of tasks that any biological recognition system must
solve dictates that object representation and detection is not a
single, general purpose process. Detailed data, based on both
invasive and noninvasive probes, from a varied set of subjects
including, normal adults, infants, animals, and brain-damaged
patients reveal a complex interacting system, where function-
alities such as classification of objects at a basic category level
(commonly referred to as the object detection/classification
problem in the Computer Vision (CV) community) and the
identification of individual objects from a homogeneous object
class (commonly referred to as the recognition problem in the
CV community) utilize distinct pathways built on a shared set
of features and primitives. For example, in certain patients
with prosopagnosia they retain the ability to identify classes of
objects such as cars, phones, wallets etc. but cannot recognize
their own items from members of the same class[4, 5]. Among
many such known or strongly hypothesized characteristics, we
next highlight the ones that we have wanted to incorporate in
our CV system.
• It is likely that there is a Many-to-many rela-
tionship between stimuli and neuronal activities:
“grandmother neurons” tuned to specific objects might not
be the norm. It is being widely mentioned in the DNN
literature that certain brain modules are devoted to rec-
ognizing objects of a particular class, which is comparable
with the “best neurons” reportedly found at the output
layer of the DNN[6, 7]. In many early medical and neu-
roscience papers [8, 9], such selectivity was reported to
be observed, and the existence of “grandmother” neurons
was suggested based on such perceived observations. More
recent work, however, for example by Liu et al.[1], pointed
out that such observations most likely do not imply the
existence of specialized brain areas devoted to recognizing
a vast majority of object classes. In particular, Liu et
al.[1] argues that (i) most of the observed selectivity of
neuronal response is for the particular category of human
faces, which is of obvious evolutionary importance to us,
and hence, it would not be surprising to have dedicated
circuitry for such key objects. Very few object categories
other than faces have been explored in the literature, and
(ii) Most experiments in humans are limited in scope in
the sense that access to only specific regions of the brain is
available and one cannot explore the entirety of the brain
regions responsible for vision and understanding. It is
highly likely that many neurons get activated for the same
stimulus. In fact, recent analyses suggest that each neu-
ron is likely to respond to many different classes of objects
and that each individual class may be represented also by
many neurons[2, 10, 11]. This many-to-many relationship
hypothesis fits in well with our Structural Unsupervised
Viewlets Model (SUVM), where an object category is
represented by several viewlets, which in turn, could be
shared in the representations of several categories.
• Categories are represented by prototypes ob-
tained in an unsupervised manner from a large
enough set of exemplars. Several experiments, in-
cluding one reported by Marsolek[12], suggest that there
are two separate visual systems in the brain: one works
at the category level, which is used to classify different
instances as belonging to the same abstract category, the
other is for distinguishing instances within the same cate-
gory using visual details of the object. Numerous experi-
mental studies in neuroscience suggest that when learning
visually novel categories, if the training set is small, then
humans tend to memorize visual details of every single
exemplars, but if the training set is large enough, then
they tend to detect stable features that co-occur most of-
ten through members of the same class, while maximizing
differences from instances of other classes[3, 13, 14]. This
kind of features are also referred to as features of high
cue validity. It is also shown that such sets of features,
which are shared by most of the category members, are
extracted and stored during the learning stage, instead of
during the recognition stage. Such features characterize
most exemplars of an object class, and thereby form class
representative prototypes for corresponding categories,
which will be used for visual recognition and classification
in the future.
• Objects are mosy likely encoded as a combina-
tion of “parts” and their spatial and geometric
relationships. Electrophysiological findings show that a
particular portion of the brain (Inferotemporal cortex, or
IT) appears to meet all the machinery requirements for
the formation of part-based object representations. Neu-
rons in the IT respond selectively to stimuli from color,
texture, simple structural primitives, to complex views,
or even completed objects like faces[3, 15, 16]. To encode
object representations of different classes, these proto-
types are likely to be decomposed into parts. These parts
have stable spatial relationships to each other that remain
invariant through many different views and are indexed
according to their spatial relationships [17]. In detection
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or classification tasks, parts and structural relationships
among them are detected, indexed, and compared with
the prototype. Exemplars are recognized as class members
if and only if the structural information is close enough
to that of the prototype [18–20].
• Partial representations of objects in the brain are
not necessarily “functional” parts but multiple
different views of the functional parts and their
combinations. As already mentioned, it is tempting
to assume [7, 21, 22] that neurons in the brain work in
a strictly hierarchical manner: from shape primitive to
simple part to complicated pattern to complete object.
That is, each processing stage forms increasingly complex
representations. However, evidence from psychophysical
and neurophysiological studies indicates that besides the
system of recognizing objects by parts and their spatial
interrelationships, there should be another system which
may represent objects by combinations of multiple views,
or aspects[12]. For example, findings suggest that, as in
humans, rat’s context-invariant object recognition system
can flexibly rely on either view-invariant representations
of distinctive object features, or view-specific object rep-
resentations, acquired through learning[23].
Moreover, evidence from numerous studies shows that
there are some categories of objects which are represented
by a small population of neurons with a complex config-
urational selectivity. These objects cannot be reduced
to the selectivity of individual features or even constel-
lations of such features[3]. As a result, the recognition
of these objects involves the second system, in which the
holistic configuration, instead of individual features, plays
a dominant role. Wachsmuth’s finding shows that about
one fifth of the neurons studied in his experiment fired
only to the whole body stimulus, instead of any of the
body parts alone[24]. Oram and Perrett found that while
many neurons respond to individual features of the head
like eye, nose and lips, there are another population of
neurons which can only be fired by the co-occurrences
of multiple parts[25]. Perrett also reported five types of
such kinds of neurons, each of which is responsive to one
of these stimuli: frontal face, profile face, back head, head
up, and head down. In addition, there are also two sub-
types that are responsive only to a left profile or only to
a right profile face[3, 26]. These findings strongly support
our viewlets model, where we learn many different partial
views, each acting as an atomic unit, that are common
among exemplars.
• Learning is perceptual: Based on interactions
with the same object in different configurations
and contexts. Imagine how infants learn novel visual
concepts, such as dogs. A supervised scenario of learning
would be to present them with a bunch of dog images or
showing them different kinds of dogs with a label “pos-
itive” accompanied with other images and objects with
label “negative,” or “not dog." Apparently that is not
how infants learn. They don’t even seem to have the
concepts of “positive” or “negative” before they are able
to model and recognize objects. Actually, long before
infants gain conceptual categorization abilities, they are
already able to refer to most dogs as “wow-wow” through
perceptual learning[27]. There is an inherent ability to
model object categories just on their own, without explicit
discriminative training. Palmer and Rosch suggested that
conceptual categories defined in human society indeed
have a perceptual basis, which are determined by the high-
cue features[14, 28]. Such studies in neuroscience seem to
show that perceptual learning plays a more important role
than conceptual and linguistic labels. The abstraction ca-
pability we possess, which makes classification/detection
tasks possible, is not rooted in linguistic development
but in perceptual learning of correlated structure of the
world. Similar result was also obtained from incidental
task sequence learning studies[29].
• Object detection and recognition processes most
likely utilize the same memory representation
framework, i.e., it tries to find the parts and views
(it has already learned) in the scene, and then make a
decision based on how well they fit together. The recog-
nition process in human brain is widely regarded to be
dramatically different from the discriminative approaches
developed in the Computer Vision community. Instead,
it has a close relation with memory representations[30].
Experiments done in the early 1970’s already seemed to
show that once a category is learned, humans can rec-
ognize a prototype in a fast and accurate way, though
the prototype was different from all the members that
were directly presented to them. This made the idea that
a prototype forms a category’s memorial representation
theoretically appealing [14, 31]. Recent electrophysio-
logical findings also suggest that the medial temporal
lobe (MTL), which is widely believed to be the area of
visual perception, might also have a role in memory trace
formation, consolidation and information retrieval[2]. A
varied set of experimental investigations tie the MTL to
its role as centers for both perception and memory forma-
tion, including longer latencies of human MTL neurons
than that of immediate visual object recognition tasks[32],
extensive evidence from molecular experiments[33], and
memory disruptions caused by electrical stimulations of
the MTL[34]. Moreover, Kreiman has also shown that
even if the subject made an incorrect behavioral response,
a statistical classifier, based on the recorded response of a
population of neurons in the MTL, can still tell whether
a stimulus was familiar or not. This finding is likely to
imply that the functionality of these recorded neurons
is directly related to the actual memory representation
of the learned stimulus, which gets activated when it is
presented with an instance of the stimulus[2].
2. Remarks on various aspects of the Structural Unsu-
pervised Viewlets (SUV) Model (SUVM)
Scale and Translation Invariance. The model comprises of
viewlets (as introduced in the main article) that are visu-
ally distinct views of different parts (and their configurations)
that are representative of exemplars from the object category.
Each viewlet is thus represented by a unimodal distribution
in an associated appearance feature space. Note that in our
set up, a conventional part, such as the front hood of a car,
is represented by multiple viewlets, each of which captures
a particular style of design and shape. A viewlet captures
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Fig. 1. Relative distance normalization between two different pairs: Head↔ Eye, and Head↔ Torso. The uncertainty or variance (denoted by |Ni|, i = 1, 2, 3) in
measuring the location of a viewlet (i.e., coordinates of the top left corner of the patch in our case) is proportional to its size or width in pixels. Since variances add up when
computing relative distances, the relative distances between viewlets have variances that depend on the sum of their respective sizes as measured in number of pixels. Thus,
the absolute relative distances measured in pixels have to be normalized by some function of the sum of the actual lengths/widths in pixels, so that the variances are normalized
and are comparable, irrespective of the scales of viewlets involved in a pair.
one visual appearance of a part and its configuration. Thus,
a viewlet node Vi is associated with an appearance feature
vector random variable Ai that is drawn from a distribution
N (µf ,Σf ) in R|f |, where |f | is the dimension of the feature
space. The specific feature sets used in this paper are described
in Sections 8, and 9.
In this paper each sample of a viewlet Vi is represented by
a rectangular patch of fixed width (w), and fixed height (h).
Moreover, because viewlets can represent larger or smaller sec-
tions of the same object category under consideration (e.g., a
half-body viewlet will contain the head, and hence has a larger
size or scale than a head-only viewlet), we associate a relative
scale parameter Si with Vi. To accommodate variations, Si
is itself a random variable. The best way to visualize Si is to
imagine a global scale parameter s for an exemplar embedded
in a given image, i.e., s determines the overall size of the object
in pixels. In such a scenario, any sample of viewlet Vi has a
width of s(x)i = w ∗Si ∗ s pixels and a height of s(y)i = h∗Si ∗ s
pixels. The appearance feature vector, Ai, of a sample is a set
of features derived from the underlying image patch. Though
for our experimental results we use local HOG (Histogram of
Oriented Gradients) features, SUVMs can use any feature set,
including those derived using DNNs.
To model spatial relationships among viewlets in a dis-
tributed and translation invariant manner, we consider the
relative difference in locations of viewlets in a pairwise man-
ner, i.e., we model Xi − Xj for pairs of viewlets Vi and Vj ,
where Xi and Xj are the location parameters of the respective
viewlets. As already mentioned, an instance of viewlet Vi with
relative scale parameter Si and a global scale parameter s is
represented by a rectangular patch of width s(x)i = w ∗ Si ∗ s
and height s(y)i = h ∗ Si ∗ s. Without loss of generality, we
denote the location Xi of a viewlet instance by the coordinates,
(xi, yi), of the top-left corner of this rectangular patch. The
global origin is set at the top left corner of the image, and the
positive direction of the x-axis is along the width pointing to
the right of this origin, and the positive direction of the y-axis
is along the height pointing downwards from this origin.
The difference in locations of a pair of viewlets Vi and Vj ,
(Xi − Xj), is thus directly proportional to the global scale
parameter s: larger the image size of the instance, longer is the
difference in locations. Thus, to make the representation scale
invariant, in addition to being translation invariant, one has
to normalize the x-axis displacement (xi − xj) by the width
one of the viewlets (say s(x)i ), and the y-axis displacement
(yi − yj) by the height of the corresponding viewlets (s(y)i ). In
an ideal situation where the top-left corners of the viewlets
can be measured exactly, the normalized displacement values(
xi − xj
s
(x)
i
,
yi − yj
s
(y)
i
)
will be the same irrespective of the global
scale parameter s, and as the object instance is made bigger
or smaller.
This normalization, however, is not sufficient to guarantee
true scale invariance, when one looks at the variance introduced
by detection or measurement errors. As shown in the following,
a pair of viewlets that has a larger combined size (i.e., the
sum of their widths and heights are large) will have a higher
variance in its relative separation than a pair of viewlets with
a shorter combined size.
In order to understand this point we have to examine the
detection process in more detail. To be able to detect an
instance of a viewlet with a large size, one needs to first
scale the image down, using a scale pyramid, until the viewlet
approximately fits in a rectangular patch of fixed height h
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and width w. Next, at this reduced scale the entire image
is cropped with a sliding window (of height h and width w)
that uses a fixed stride length to generate a comprehensive
set of image patches. Each image patch is then mapped to
a visual word or a viewlet, based on its appearance feature
vector. This mapping of an image patch to a visual word has
a tolerance that leads to a deviation in the detected position
from the true position of the viewlet. For example, even if the
image patch is a few pixels off from an instance of a viewlet, it
will still return the viewlet as the most probable match when
searched over all the visual words. Any computed appearance
feature set will have such tolerance; indeed, such tolerance is
also desirable as it leads to the ability to generalize and avoid
over fitting. Thus, the detected (x, y) coordinates of the top
left corner of a viewlet, at the reduced scale, has an inherent
variance to it. Now to obtain an estimate of the actual (x, y)
coordinates of the top left corner of the viewlet instance (in
the unscaled original image), we have to magnify it back to
get the original size of the image patch. Thus, the noise in the
estimation of the pixel position of a viewlet gets multiplied by
its scale.
As illustrated in Fig. 1, let the ground-truth scales and
locations of three viewlets be (x1, y1, s1), (x2, y2, s2), and
(x3, y3, s3) respectively. Then the detected X-axis values can
be represented as xdi = xi + Ni (i = 1, 2, 3), where Ni is a
random noise term with its norm or standard deviation being
proportional to the actual width in pixels, s(x)i . So when we
are using the same instrument to measure the relative distance,
xi−xj , the standard deviation of the absolute error |Ni−Nj |
is proportional to a function of the sum f(s(x)i )+f(s
(x)
j ). Thus
if a pair of viewlets has a constant relative position, unless we
normalize its separation by a function of the sizes of both the
viewlets, we will get a value that is dependent on the scale.
Moreover, since each relevant pair contributes to the overall
likelihood or probability function of the entire object instance,
it is desirable to normalize the measured distances (in pixel
values) by their overall variances so that the contributions
are independent of scale and hence, comparable. As a result,
for each relevant pair, we use the scale of both viewlets to
do the normalization, i.e., using
(
xi − xj
s
(x)
i + s
(x)
j
,
yi − yj
s
(y)
i + s
(y)
j
)
as the metric for a scale and translation invariant distance
measure. Other normalization functions that use sizes of both
the viewlets could be also used, such as
√
(s(x)i )2 + (s
(x)
j )2, to
get good results.
Spatial Relationship Network (SRN). Once the relative struc-
tural relationships among viewlets have been normalized to
be scale and translation invariant, we model variations in
these normalized distances using a spring model to capture
an object prototype. Potentially, each pair of viewlets Vi and
Vj is connected via a spring of stiffness parameter cij ≥ 0.
Thus, if the zero-stress normalized separation between the
viewlets is µij , then by Hooke’s law, the potential energy
of the spring corresponding to locations xi and xj is given
as
(
cij
∣∣∣∣∣ xi − xjs(x)i + s(x)j − µij
∣∣∣∣∣
2)
. The stiffness parameter cij de-
termines how important the relative positioning of viewlets
Vi and Vj is to the overall structural integrity of the object.
Clearly, not all viewlet pairs need to be directly connected via
springs in any realistic object model: Chains of connections
among key pairs are how objects are held together in most
cases. Thus, while we start with the assumption that poten-
tially every pair is connected, we make the model sparse in
the subsequent learning stage. This avoids the introduction
of any manual or hard-coded a priori structure of connections
among the viewlets, and allows the structure to be learned
from perceptual data.
Further, assuming an isotropic spring model, where the dis-
placements along the X-axis and Y-axis are treated separately
and independently, the total potential function of any given
configuration is given by G = G(X) +G(Y), where
P (X) = 1
Z(x)
e−fx(x) [1]
fx(x) =
1
2
∑
i 6=j
c
(x)
ij (
xi − xj
s
(x)
i + s
(x)
j
− µxij)2, [2]
P (Y) = 1
Z(y)
e−fy(y) [3]
fy(y) =
1
2
∑
i 6=j
c
(y)
ij (
yi − yj
s
(y)
i + s
(y)
j
− µ(y)ij )2, [4]
and Zx and Zy are the corresponding normalization terms
and are also often referred to as the partition functions. For
scale s, we note that it is a multiplicative factor, and we take
its logarithm and define an analogous potential function,
G(S) = 1
Z(s)
e−fs(s) [5]
fs(s) =
1
2
∑
i 6=j
c
(s)
ij (log
si
sj
− µ(s)ij )2 . [6]
Thus, we represent the prototype as a Structural Relationship
Network (SRN), G = (V,E), where (i) each node in the set
V = {V1, cdots, Vnf } represents a viewlet, where nf is the
number of viewlets in the model; and (ii) each edge (i, j) ∈ E
represents a spring with stiffness parameters, c(x)ij , c
(y)
ij , c
(y)
ij and
corresponding normalized zero-stress lengths, µ(x)ij , µ
(y)
ij , µ
(s)
ij .
For all pairs of viewlets (l, k) /∈ E, the corresponding springs
are absent, or equivalently, the corresponding stiffness param-
eters have been set to zero, and their relative locations are
constrained by paths in the SRN. That is, chains of springs con-
necting the pair provide the necessary geometric constraints.
As explained in the learning section, we use the framework
of sparse optimization to learn the set of absent edges in the
SRN from available data.
Several remarks are in order at this point to bring out the
properties of SRN’s:
1. Gaussian Markov Random Field and the Preci-
sion Matrix: Note that if we consider fx(x), fy(y),
fs(s) as the quadratic-form potential functions (as in the
above equations), then we can regard our model as a fully
connected Gaussian Markov random field, and instead of
specifying the Covariance matrix, Σ, the network model
specifies the Precision matrix Λ = Σ−1 via the edges
of the network. We start with the X-axis displacement
potential function, and the result will hold for the Y
and S cases as well. The precision matrix Λ = Σ−1 can
be easily calculated from the cij values, associated with
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edge, simply by matching the coefficients of the respec-
tive product terms xi ∗ xj . We note that the precision
matrix Λ as defined in our model is singular, which is
easy to see because of the translation invariance nature
of the potential function. Thus, we must fix one value to
reduce the degree of freedom to M − 1, and without loss
of generality, assuming XM = 0, we have,
Λii =
M−1∑
j=1,j 6=i
cij
(s(x)i + s
(x)
j )2
+ ciM
(s(x)i + s
(x)
M )2
, [7]
Λij = − cij
(s(x)i + s
(x)
j )2
i 6= j . [8]
Note that the precision matrix we have defined is an M-
matrix, that is all the off-diagonal entries are non-positive
and it is diagonally dominant, that is the row sum is
positive. The inverse of such a matrix always has non-
negative entries. Hence, by using a spring model we are
specifying the Precision matrix directly, and constraining
the covariance matrix to be a non-negative matrix.
2. Sparsity and Conditional Independence: If cij = 0
then we know from the properties of the multi-variate
Gaussian distribution that the corresponding location
variables are conditionally independent. That is, given all
the xk’s such that cik > 0, xi is statistically independent
of xj . The number of parameters we need to specify to
define the SUV model is the number of non-zero elements
in C(x), C(y), C(s), where the C’s represent the sets of
corresponding cijs. A full multivariate Gaussian model,
represented by its covariance matrix, has Θ(n2) param-
eters and it does not immediately imply sparsity for its
inverse[35]. The precision matrix, which defines condi-
tional independence, will in general be a dense matrix
for even a sparse covariance matrix. However, it is easy
to see that parts in a real object can not be statistically
fully connected with each other. Instead, the true direct
interactions tend to be sparse, while indirect ones are
conditionally independent given the nodes between them.
We expect that the average number of direct connections
for a viewlet does not grow with the total number of
viewlets. Such direct interactions, combined with node
set V , form a network G(V,E), and hence we expect the
total number of edges to be Θ(n) instead of Θ(n2). Thus
in the learning stage, to determine the edge set E, we
must find a sparse maximum likelihood solution, that
is, the best C(x), C(y), C(s) which optimize the likelihood
Equation 1, Equation 3 and Equation 5.
3. Distributed Pairwise Model vs. Landmark based
Covariance Matrix Model: The pairwise relative dis-
tance and scale model has multiple advantages, and in
particular avoids the use of a single landmark viewlet V1
and then calculating all the relative positions and scales
with respect to X1 and its scale s1. Clearly, having such a
“star” dependence on a single node makes the modeling as
well as detection and learning processes less robust. For
example, Fergus et. al. [36] demonstrated an approach
where one landmark part is used as a reference part, and
(i) the scales of all remaining parts are replaced with the
ratios with the scale of the reference node, and (ii) the
locations of each part is then measured as the relative
locations to the reference node normalized by its scale.
For instance, the relative X values are defined by,
X ′T =
(
X2−X1
S1
X3−X1
S1
· · · XM−X1
S1
)
[9]
and now the overall shape is modeled as a joint Gaussian
distribution
X ′ ∼ N (µ′,Σ′) [10]
µ′i = E[Xi]− E[X1] i > 1 [11]
Cov[X ′i, X ′j ] = E[(X ′i − E[X ′i])(X ′j − E[X ′j ])] [12]
Although this approach makes the model theoretically
scale-invariant and translation-invariant, there are several
issues with this approach:
(a) First, the performance is highly coupled with the de-
tection of the reference node (or landmark node). Any
errors in the estimation of the reference part will lead
to errors in both the estimation of model parameters,
and in the detection of the positions of the rest of the
parts. Instead of centralized shape and scale representa-
tion regarding to a single landmark part, we developed a
distributed approaches.
(b) As already argued, the variance of Xi−X1
S1
is still a
function of the scale of Xi and the difference in location
needs to be properly normalized in order to get true scale
invariance.
(c) One needs to estimate O(K2) parameters of the co-
variance matrix, where K is the number of parts. This
makes the estimation and learning process computation-
ally intensive, restricting the number of parts to be a low
value. Moreover, the inverse of the covariance matrix in
general will be dense. To see this, consider the Gaussian
distribution function:
P (X) = 1
Z
e−
1
2 (x−µ)′Σ−1(x−µ) [13]
Define f(x) such that,
f(x) = 12(x− µ)
′Σ−1(x− µ) [14]
As suggested in [37], given the scales of all parts, s, f(x)
can be represented by the best approximation in function
family g(x),
g(x) =
∑
i,j 6=1
cij(
xi − x1
s1
− µ′i)(xj − x1
s1
− µ′j). [15]
This makes it more clear that the overall probability and
hence, the optimization cost function, is highly sensitive
to the landmark node (x1, y1, s1) errors. Also, cij ’s will
in general be dense as no restriction is put on their spar-
sity. Thus, the models starting from a general covariance
estimation will not capture the true structure of most
objects, where the location of a part is mostly governed
by its physical connection to only a few other parts.
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3. Notes on Learning
Learning Visual Dictionary and Appearance Features of
Viewlets. In the first step we randomly sample all images in
the learning set (utilizing a scale pyramid) using a fixed-size
rectangular patch, then convert all patches into image feature
vectors, and then extract a visual vocabulary out of them
using a clustering algorithm. While the specific implementa-
tion details can be found in Sections 8 and 9, it suffices to
mention here that each visual word is a distribution in the
feature space and represents a potential viewlet in the object
models to be extracted from the learning set. For example, in
Section 8 we use a dictionary of 1086 visual words, but not
all of them correspond to viewlets that are part of the object
class “Human”.
Learning SRN (Spatial Relation Network): A Maximum Likeli-
hood (ML) framework. We provide a more detailed description
of the ML formalism in the context of the X-axis potential func-
tion. First note that the partition function Z(x) in Equation 1
equals the normalization term used in Gaussian distributions
and is proportional to |Λ|−1/2, where |Λ| is the determinant
of the Precision Matrix Λ. By defining a random variable
Zij = xi−xj
s
(x)
i
+s(x)
j
, we write Equation 1 in log-likelihood form.
logP (X) = const + log |Λ| −
∑
i 6=j
cij Var(Zij), [16]
where Var(Zij) is the empirically observed variance of the
random variable Zij . To maximize logP (X) while setting as
many cij ’s to zero as possible, we reverse the sign to get a
minimization problem and add an L1 regularization term to
obtain:
G(X) = − log |Λ|+
∑
i 6=j
cij(Var(Zij) + λ), [17]
where λ > 0 is the regularization parameter. The ML estimates
of cij ’s can be obtained by minimizing G(X), subject to the
constraint cij ≥ 0. Note that this a convex optimization
problem [38], and while the optimum values can be solved for
numerically for any given data set, our objective here is to
explore the properties that the optimal cij ’s must satisfy so
that we can find approximate solutions that are intuitive and
easy to compute.
In particular, the optimal c∗ij ’s must satisfy the KKT con-
ditions which for the constrained optimization problem (i.e.
cij ≥ 0) [38] are the following:
∂G(X)
∂cij
= 0 if c∗ij > 0 [18]
∂G(X)
∂cij
> 0 if c∗ij = 0 [19]
Hence, for all c∗ij > 0 they must satisfy the following set of
equations:
∂G(X)
∂cij
= −∂ log |Λ|
∂cij
+ (Var(Zij) + λ) = 0 . [20]
Or equivalently,
∂ log |Λ|
∂cij
= Var(Zij) + λ . [21]
Next we use the following property of the derivative of a
determinant:
∂|A|
∂α
= |A|Tr
(
A−1
∂A
∂α
)
. [22]
Note that the inverse of the precision matrix is the covariance
matrix, i.e. Λ−1 = Σ, and
∂Λ
∂cij
= 1
(s(x)i + s
(x)
j )2
(ei − ej)(ei − ej)T ,
where ei is the indicator column vector, where all entries
equal 0 except the ith entry, which equals 1. Substituting
these identities we can further simplify the left-hand side of
Equation 21 as follows:
∂ log |Λ|
∂cij
= 1|Λ|
∂|Λ|
∂cij
[23]
= 1|Λ| × |Λ|Tr
(
Σ ∂Λ
∂cij
)
[24]
= Σii + Σjj − 2Σij
(s(x)i + s
(x)
j )2
. [25]
Substituting this in Equation 21, we get the conditions for
optimality:
Σii + Σjj − 2Σij
(s(x)i + s
(x)
j )2
= Var(Zij) + λ . [26]
We next use the above optimality equation to derive a bound on
the optimal c∗ij ’s, and for that purpose we use the determinant
version of the Schur complement: Let c be a column vector
and r a row vector of appropriate dimensions, then
|(X + cr)| = |X|(1 + rX−1c) . [27]
Next we observe the following, (i) Λ−c∗
ij
= Λ −
c∗ij
(ei−ej)(ei−ej)T
(s(x)
i
+s(x)
j
)2
is another M -matrix where c∗ij has been
set to 0; (ii) Thus |Λ−c∗
ij
| ≥ 0, and we already know that
|Λ| > 0. Hence, substituting X = Λ, c = −c∗ij (ei−ej)(s(x)
i
+s(x)
j
)
, and
r = (ei−ej)
T
(s(x)
i
+s(x)
j
)
in Equation 27, we get
0 ≤ |Λ−c∗
ij
| = |Λ− c∗ij(ei − ej)(ei − ej)T 1
(s(x)i + s
(x)
j )2
| [28]
= |Λ|
(
1− c∗ij (ei − ej)
T
(s(x)i + s
(x)
j )
Σ (ei − ej)
(s(x)i + s
(x)
j )
)
[29]
= |Λ|
(
1− c∗ij Σii + Σjj − 2Σij
(s(x)i + s
(x)
j )2
)
. [30]
Now using the fact that |Λ| > 0 and using the optimality
condition in Equation 26, we get (1− c∗ij(Var(Zij) + λ)) ≥ 0
or equivalently:
c∗ij ≤ 1Var(Zij) + λ . [31]
Thus, the above bound on the optimal stiffness parameter con-
necting the locations of two viewlets, c∗ij , decreases monotoni-
cally with increases in both the observed variance, Var(Zij),
and the sparsity parameter, λ. This makes intuitive sense, as
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two different viewlets that correspond to parts that are not
directly linked by a stiff joint or some such structure in the
physical object (hence, there are intermediate parts connecting
them, and the location of one could be predicted accurately,
given the locations of these intermediate parts), will tend to
have a higher variance in their relative locations. Thus, a
higher normalized variance in the relative locations of pairs
of viewlets is a good measure of their statistical conditional
independence or correspondingly, a lower stiffness in the spring
connecting the underlying parts.
The above observation inspires us to use the bound in
Equation 31 to determine sparsity in our GMRF model. By
definition, we have c∗ij > 0 and Var(Zij) > 0, and we get
1
c∗ij
− λ > Var(Zij) . [32]
Thus, if we say that all those edges for which the optimal cij is
guaranteed to be less than say a value c, will be removed from
the network, then it implies from the above equation that all
edges with empirical Var(Zij) > 1c −λ should be disconnected.
Similarly, we can get upper bound for c(y)ij , and c
(s)
ij
Thus, we have derived a simple threshold rule on the pair-
wise variances, and by lowering the threshold (that is, by
increasing the sparsity parameter λ) we get increasingly sparse
GMRF models.
Implementation of the ML framework. The above ML frame-
work can be implemented as follows: we first go back to the
original image corpus (e.g., in the celebrity case, the approxi-
mately 9000 strong image learning set used in Section 8) and
detect in each image the visual words that appear in it. That
is, given an image, we first perform a dense scan (using the scal-
ing pyramid, so that we capture viewlets that have inherently
larger scale), with a fixed-size sliding window, and assign a
visual word to each resulting patch using a k-Nearest-Neighbor
(kNN) algorithm (See Section 9 for a particular implementa-
tion). Note that the kNN algorithm is non-discriminative
in the sense that no negative image patches have been used
to train it, and it uses only the exemplar patches that were
cropped from the learning set to determine the set of visual
words. Then, for each pair of patches (pi, pj), in the image I,
and the corresponding pair of assigned visual words (vi, vj),
we count it as a co-occurrence of the visual word pair vi and
vj on image I. As explained below, the location and scale
parameters of the viewlets are also noted.
This step is repeated for every image in the learning set,
resulting in a co-occurrence count Oij for every pair of visual
words (vi, vj). We account for potential detection errors
and statistically rare insignificant co-occurrences by setting
a threshold t, and only pairs with Oij > t are considered for
the next step, where we utilize stable spatial properties.
If a pair of visual words describe geometric patterns on
the same real world object, the spatial relation between them
should be stable (by stability we mean low variance after nor-
malization of their relative locations) and consistent through
all co-occurrences (e.g., a “head” and an “arm” visual word
pair in a human). The variances in such stable pairs’ relative
positions should be a lot smaller than for pairs that are related
at an indirect level or not related at all. Consequently, when
a sparsity directed threshold is applied on the variance, the
surviving pairs form a much better and succinct representation
of the structure of the object than those that got rejected.
We next describe a method to compute spatial relationships
between visual words.
Co-occurrences can be represented by pairs of image crops,
each of which has its own determined position and size in
the original image. Since all image patches in our dataset
are cropped from an original image, given a bitmap image,
B, and a patch of it, P , P is a sub-matrix of B, and can be
determined by four parameters: the origin (we use top left
corner) (x, y) of the crop, the width s(x), and the height s(y),
all in pixels. These lead to four normalized positional metrics
for each pair of visual words Vi and Vj :
Z
(s)
ij =
Sj
Si
=
s
(x)
j
s
(x)
i
=
s
(y)
j
s
(y)
i
[33]
Z
(x)
ij =
(xj − xi)
(s(x)i + s
(x)
j )
[34]
Z
(y)
ij =
(yj − yi)
(s(y)i + s
(y)
j )
[35]
Now, we are ready to estimate the statistical stability of any
pair of visual word by computing variances of Z(x)ij , Z
(y)
ij , Z
(s)
ij
through all co-occurrences. In accordance with Equation 5,
log s is used to be compute variance. Here is the definition of
the sum of variances V (volatility),
Var(i, j) = Var(Zxij) + Var(Z(y)ij ) + Var(logZ
(s)
ij ) [36]
Now, we can set up a threshold of Var(i, j) to keep pairs
which have stable spatial relations. What’s more, thresholds
could be adjusted according to the required sparsity in graph.
Section 9 details the choices of thresholds for different datasets.
We refer to the network, comprising nodes that are not isolated
and stable edges that survive the threshold criteria, as the
Spatial Relationship Network or the SRN.
Note that we started off with all the visual words in the
dictionary as candidate nodes for the SRN, and then we let
the ML estimation process determine a sparse network that
corresponds to the GMRF that best models the structure
and appearance of the underlying object(s) that are in the
learning image set. This is done in a completely unsupervised
manner. From the perspective of noise reduction and model
compression, the construction of the SRN enables us to achieve
the following objectives:
• Distilling Only the Objects From the Background Scenes:
By processing the learning image set, the final SRN will re-
tain only those viewlets that correspond to an underlying
object model. This is where the advantages of observing
a large set of images, where the same object is captured
under various different conditions and configurations, be-
come most apparent: The visual words corresponding
to the non-object categories will not have the consistent
spatial structure as the visual words for the object that
is consistently present in the majority of the images in
the image corpus. Thus, our unsupervised methodology
is able to create a network, in which only visual words
or viewlets belonging to the same kind of objects will be
connected. And each relatively densely connected com-
munity in the SRN will be about a certain kind of object.
In Section 9 we usually feed images containing a single
target object in majority of them while training a model,
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which results in one single giant connected component in
the final network that models the unknown object in the
corpus.
• Eliminating Structurally Noisy and Non-Discriminative
Visual Words: In our unsupervised methodology, we do a
K-means partitioning of the feature space to determine
the visual words. However, due to both the limitations
of the feature set we use and the inherent characteristics
of the K-means or any other clustering algorithm, many
of the visual words will not be visually uniform. Thus,
during the kNN classification process, these visual words
will be found in many locations in the images, and will
not retain a consistent spatial relationship with other
visual words, as required by our model. Similarly, some
of the visual words might be visually uniform, but may
not have enough discriminative features so that during
kNN classification a diverse set of visual patches will be
mapped to these visual words. Again this will imply that
during the SRN construction, such nodes will lose most
its edges. These are some of the robust features of our
overall methodology.
For example, for the human body modeling application
as described in Section 8, after applying community finding
algorithms on the CIPC (as shown in Figure 8(c)), we observe
that the network is further dissembled into small components,
and each of them has a well-defined semantic meaning. i.e.
these visual words truly constitute viewlets as defined in our
model. The construction of SRN thus enables us to break the
links between celebrity body part nodes from all other scene
related visual word nodes(like carpet, advertisement, etc.).
However, although we separated foreground/object nodes
from that of the background ones, they are still mixed together
as a large community, with head nodes scattered throughout.
For example, two head nodes (i.e., two viewlets represent-
ing the same part, the head) don’t necessarily have a better
chance to be connected. In fact, sometimes it might be even
impossible, if these two head nodes are about different kinds
of heads, such as long hair versus short hair, because let alone
the existence of stable spatial relationships, they even won’t
have a sufficient number of co-occurrences to qualify for a
potential edge to connect them.
4. Extracting Parts Using CIPC (Configuration-
Independent Parts Clustering)
Recall that our object model is an augmented MRF model,
where in addition to the conditional dependence modeling, we
also have the aspect of mutual exclusivity: Viewlets Vi and
Vj could represent the same physical part of an object but
in different configurations, resulting in very different visual
appearances. In such a situation, Vi and Vj will never co-
occur in an image and therefore will never have an edge in
the MRF. Such exclusivity relationships are explicitly added
to our generative model so that when sampling an image we
do not pick viewlets that are mutually exclusive. Now we
address estimation of the underlying parts from the learning
set and provide a complete learning of the entire model that
we have introduced. In particular, we want to construct a
Configuration-Independent Parts Clustering (CIPC) from the
SRN, where viewlet nodes corresponding to the same part
are clustered into the same network community. Each such
community thus represents a part of the object that can take
on different configurations (for example, a bent vs a straight
arm) or may have very different views (for example the hood
of a car can have very different appearances based on the
viewpoint of the observer and make of the car).
In order to do derive the CIPC, we must first define what
a “configurable part” is. A dual way of looking at what
constitutes a configurable part would be as follows: Two or
more viewlets that are replaceable in making up the whole
object, or equivalently, two or more viewlets that are mutually
exclusive, and have identical geometrical relationships with
other pieces (representing other parts). Thus, if two head
nodes are visually different (See Figure 2) then the chances
that they co-occur sufficiently many times and they have a
stable spatial relationship are very small, and there is no edge
between these two nodes in the SRN. However, these head
nodes will have almost identical geometrical relationships with
other viewlets such as those corresponding to arms or legs.
Thus, as shown in Figure 2, we would observe a wedge with
respect to a third node (C), when two head nodes are of
different types (like A and D in figure).
Because of how we automatically extract the viewlets, there
is, however, another scenario to consider so that we can group
all viewlets that correspond to the same part in the same
cluster. This scenario arises when the viewlet nodes are only
slightly shifted versions of each other. In such a situation,
because of the features we are using, they constitute different
visual words, but they share a very stable edge (that is have a
low variance in their relative locations) in the SRN between
them; for example, nodes A and B in the figure. These viewlets
again will have almost the same geometrical relationships with
viewlets corresponding to other parts of the object, and hence
would form a triangle with a third node (C).
Using the above principles, we now compute the
Configuration-Independent Parts Clustering (CIPC) from the
SRN as follows: For every pair of nodes A, B, we first deter-
mine if they share at least two other nodes C and E, such that
the spatial relationships A↔ C, B ↔ C are almost identical
(i.e., the difference is within a small threshold) and the spatial
relationships A ↔ E, B ↔ E are also almost identical. We
add a third shared node criterion to suppress noise further. If
a pair of nodes A, B satisfies the above condition, we add an
edge between the two to construct the CIPC network.
Then we execute a community finding algorithm on this
CIPC network and derive strongly connected components.
Each such component represents a part in our definition.
Figure 3 further validates our part-finding results. As
explained in Section 5 we can use the SRN to compute global
positions of every visual word and as one can see, the viewlets
or visual words corresponding to each part (as determined
from the CIPC) occupy distinct regions in the virtual 2-D
space, almost defining a human body contour.
5. Global Position Embedding (GPE)
In preceding sections, we have demonstrated that we can
model how the entire object system is assembled out of many
pieces and parts in an unsupervised manner. In the SRN,
edges represent stable spatial relations with relative size and
position information of endpoint visual words. Though all
spatial information is stored locally in a distributed manner,
we develop an algorithm to assemble these pieces and parts to
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Fig. 2. Wedge(B,D,C) and triangle(A,B,C) structures in the SRN. All three viewlets, A,
B, and D, have almost similar relative geometric relationships with viewlet C. Viewlets
corresponding to nodes B and D are exclusive and replaceable head viewlets, i.e.,
they cannot occur simultaneously in the same image. In viewlet D, hair is configured
differently (down) than in B (pulled back), resulting in different appearance vectors in
the Histogram of Oriented Gradients(HOG)-based feature space that we have used.
Thus, a head is a configurable part, and viewlets corresponding to the head part
have many appearances, depending on hair style as well as pose. These viewlets,
however, have the same relative relationships with other body-part viewlets, such as
the left arm viewlet C. Such wedges in the SRN are markers for identifying viewlets
that correspond to the same part but capture different configurations of it. On the
other hand, viewlets A and B are just slightly shifted and scaled versions of each other
and co-occur a majority of the time in the same image. In addition, they have almost
the same relative positions and scale with respect to other viewlets, creating triangles.
Such structures are the markers of a stable part, as because of our random sampling,
a stable part will be captured by multiple viewlets that are shifted versions of each
other. In the Configuration-Independent Parts Clustering (CIPC) step, we connect
such (B,D) and (B,C) viewlet nodes by edges, and a part corresponds to a strongly
connected component in the resulting network.
restore the desired global properties of the underlying object
system. To reconstruct the structure of entire system, the
pairwise local information should be used to calculate a set
of global locations for all the viewlets in the SRN network.
This task is similar to that of some previous work, like Multi-
Dimensional Scaling (MDS)[39]. From each edge (i, j) of SRN,
we have the average log-ratio of relative size µ(s)i,j , and the
size-normalized relative positions µ(x)i,j ,mu
(y)
i,j . First we assign
a global scale value variable si to each viewlet Vi, with the
constraint that 0 ≤ si ≤ 1, and then solve for s1, · · · , snf such
that it minimizes the following least-squares cost function:∑
(i,j)∈E
c
(s)
ij
(
log si − log sj − µ(s)i,j
)2
. [37]
The above optimization problem can be solved iteratively
using a message passing algorithm on the SRN itself: That
is, use the given scales of the neighbors of a node to update
its scale so as to locally minimize the above cost function.
Then we iterate this over all the nodes until convergence is
achieved. Some examples of the computed scale values for
different viewlets are listed in Figure 4 with corresponding
images. In our results, we find that the nodes belonging to
the same communities of the CIPC (i.e., viewlets representing
the same part) all have very similar scale values; this further
confirms that the CIPC step does indeed satisfy a necessary
condition (i.e., all viewlets in the same part cluster should
have the same scale) that viewlets representing the same parts
in the object should satisfy.
Note that in addition to the average log-ratio of relative
size µ(s)i,j for every edge in the SRN, we also have its variance.
Thus, one can also estimate the variances of the global scale
(a) Caltech-101 Rear Car
(b) Caltech-101 Airplane
Fig. 3. Examples of global structure reconstruction using the Global Position Embed-
ding (GPE) method. Each colored dot corresponds to the average (x,y) location of
the center of a viewlet. Viewlets belonging to the same part, as determined by the
Configuration-Independent Parts Clustering (CIPC) step, are given the same color
code. As one can see, the average locations of viewlets belonging to the same part
cluster together in the 2-D space. For example, for an airplane, there are a number
of viewlets belonging to the same part (colored blue) at where the tail section of an
airplane would be. Similarly there are viewlets clustered around where the wings and
nose of the airplane would be. Visualizations of the appearances of many of these
viewlets are shown in Fig. 10.
values, si’s, by using a sampling algorithm and solving the
optimization problem multiple times.
Next, given the estimated global scale values for viewlets,
one can assign a global position (xi, yi) to every viewlet Vi,
such that 0 ≤ xi, yi. Let s(x)i = w ∗ si and s(y)i = h ∗ si, where
w and h are the width and height of the patches that were
used to sample the images and represent samples of viewlets
with. This ensures that the aspect ratio of the reconstructed
positions is same as that of the learned object category. Then
(xi, yi) is solved by minimizing the following least-squares cost
functions:
∑
(i,j)∈E
(
c
(x)
ij
(
xi − xj
s
(x)
i + s
(x)
j
− µ(x)i,j
)2
+
c
(y)
ij
(
yi − yj
s
(y)
i + s
(y)
j
− µ(y)i,j
)2)
. [38]
The above optimization is again solved by a local message
passing algorithm. Also since for each pair of viewlets (i.e.,
each edge in E) we have the variances of µ(x)i,j , µ
(y)
i,j , we sample
these distributions to obtain variances and confidence intervals
for the estimated global coordinates of each viewlet, (xi, yi).
After obtaining global position assignments for all nodes in
the Spatial Relation Network, we plot them using the global
coordinates we computed for 2 different object categories, as
shown in Figure 3.
From Figure 3, we notice that the viewlets that are grouped
together in the Configuration-Independent Parts Clustering
(CIPC) step (assigned the same color code) have spatially close
global coordinates, as derived in the GPE step. Furthermore,
Chen et al. PNAS | 9
Fig. 4. Average global scale values for select body viewlets as computed by the
Global Position Embedding step. As to be expected, a half-body viewlet has the
largest scale, and a frontal head viewlet the least scale.
the global positions of the nodes in these communities of the
CIPC (i.e., parts) mirrored the shape of the object in real
world. Our ability to reverse engineer human body structure
(see Figure 1 in the main paper and other figures in this SI)
demonstrates that we are successfully identifying the semantic
meaning of images by leveraging the underlying structure,
instead of hard knowledge encoding via tasks such as, manual
tagging, specific features, etc.
6. Detection Algorithms
Viewlets and Visual Words. Our model uses basic elements
similar to that of the widely used spring model[40], and the
probabilistic model introduced in [36, 37, 41–44]: the model of
an object consists of two kinds of information, the appearances
of parts, and the structural information about how parts are
organized. However, we have incorporated several features so
that not only the models are more realistic but that they can
be learned efficiently from natural data sets. For example, we
allow parts to have different configurations: we automatically
discover such different configurations and determine that each
part can have many visual appearances, which are then cap-
tured via respective viewlets. We allow the model to comprise
of hundreds of views, or viewlets, which are embedded in an
integrated geometric space, and then we learn their hierar-
chical semantic structures. We achieve all these tasks in a
completely unsupervised manner.
In order to learn in a fully unsupervised way, we do not
restrict the object model to be centered only around certain
POI (Points of Interest) as in prior work, and then introduce
descriptions of background scenes to be learned separately.
Instead, we break the entire learning image set into patches and
quantize a vocabulary V of K visual words from all of them.
During the learning process, visual words that are related to
the object(s) are determined in an automated manner. Let
the set Vf ⊂ V , consisting nf visual templates, be the set of
visual words that are viewlets and determine the appearance
of the object. The rest, nb (= K − nf ) templates comprising
Vb = V cf , represent visual cues of whatever is not a part of the
object.
Though automatically learned, visual words in Vf can be
considered as foreground visual words, and those belonging
in Vb as background templates. During the detection stage, a
given image is broken up into N patches, and each such patch
or visual template is mapped to a visual word in Vf (that is,
as one of the viewlets in the object model) or as a visual word
in Vb.
Generative model and Calculating Object Likelihoods. We
first recall the generative process that was outlined in the
main paper. Let an SUVM be defined by its parameter set
θ =
(
{c(x)ij }, {c(y)ij }, {c(s)ij }, {µ(x)i }, {µ(y)i }, {µ(s)i }
)
that speci-
fies the SRN (let nf be the number of viewlets/nodes in the
SRN) and the accompanying CIPC and GPE models is the key
representational and generative tool we use. As a generative
model, any exemplar can be viewed as being created by a
four-step process:
(i) First picking the parts or regions that are to be rendered
in the exemplar from the CIPC and GPE; let Dp be the set
of parts that is picked;
(ii) Then picking NG viewlets, numbered 1, · · · , NG, that go
together for the picked parts; for example, for configurable
parts certain viewlets are mutually exclusive and should not
be picked together. Let VG be the set of picked viewlets. The
probability P (VG|θ) is stated later in this section when we
disscuss our detection algorithms. For each picked viewlet,
Vi ∈ VG, an appearance feature vector Ai is drawn by sam-
pling its appearance distribution, and a corresponding image
patch is created; let A = {A1, · · · , ANG}.
(iii) Then choosing scaling factors by sampling the joint scale
distribution (Eq. 5); let S = {S1, · · · , SNG} and finally
(iv) locating these N viewlets spatially by sampling the
joint distribution specified by the SRN (Eqs. 1 and 3). Let
X = {x1, · · · , xNG} and Y = {y1, · · · , yNG} be the set of
these location coordinates. Note that in our model, given S
and VG, X and Y are picked independently.
Each step has its own likelihood allowing us to calculate
the likelihood of any such generated exemplar:
P (Generated Exemplar|θ) = P (A,X, Y, S, VG|θ) =
P (Y |S, VG, θ)× P (X|S, VG, θ)
×P (A|VG, θ)× P (S|VG, θ)× P (VG|θ) . [39]
In the above generative scenario we assumed that the selected
set of viewlets, VG, is known; that is, how the exemplar was
assembled from its parts and viewlets is given to us. If, however,
just the generated image is given to us without any knowledge
of the selection of parts and viewlets, then it could potentially
be generated by any set of selected viewlets VG.
Let the exemplar image be given by NG image patches,
indexed by j = 1, · · · , NG, where each image patch j has
an appearance vector of Aj , and scale and location values
of (sj , (xj , yj)). Each such image patch j along with its ap-
pearance, scale, and location values could have been gener-
ated due to the selection of any viewlet VR(j) ∈ Vf , where
R(j) ∈ {1, · · · , nf}.
For the convenience of describing our detection algorithm,
let us define a viewlet selection and mapping vector: H =
{H(1), · · · , H(nf )} (where nf is the total number of viewlets
in the SUVM), i.e., H has an entry for each viewlet in the
SRN. If a viewlet Vi is not picked as a candidate to generate
any of the image patches, then H(i) = 0. If a viewlet Vi
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(i = 1, · · · , nf ) is picked, then H(i) ∈ 1, · · · , NG, is the image
patch that was generated from Vi with appearance vector
AH(i) and scale and location values of (sH(i), (xH(i), yH(i))).
In other words, the viewlet Vi is assigned to the image patch
H(i) (when H(i) 6= 0).
For H to be a valid and consistent assignment vector, no im-
age patch should be mapped to multiple viewlets: If H(i) = j
and j 6= 0, then H(l) 6= j for all l 6= i, and l = 1, · · · , nf . Each
such H scenario could happen with a probability P (H|θ);
i.e., as a generative model, each H is assigned a probability
P (H|θ) and we specify it in the following discussions on detec-
tion (see Equation 51 for one model for assigning probabilities
to P (H|θ)).
Thus, H encodes (a) the set of viewlets that are picked (i.e.,
i such thatH(i) 6= 0), (b) the image patchH(i) that is assigned
to each picked viewlet Vi; and (c) the underlying part set Dp
(via membership of chosen viewlets in their corresponding
parts, as determined by CIPC and GPE).
In the detection stage, H, specifying the mapping from
viewlets to image patches, is the unknown quantity, and an
optimal H needs to be determined. Hence, we refer to H
as an instance hypothesis assignment vector.
Hence, the probability of any exemplar generated by the
given SUVM, where the generation process is hidden, can be
expressed as:
P (Exemplar|θ)
= P (A,X, Y, S|θ)
=
∑
H∈{0,1,..,NG}nf
P (A,X, Y, S|H, θ)P (H|θ)
=
∑
H∈{0,1,..,NG}nf
(P (H|θ)
×P (A|H, θ)P (S|H, θ)P (X,Y |S,H, θ)) [40]
Remarks: To maintain notational simplicity, the above
equation has taken a few shortcuts:
(i) We have not explicitly excluded H ∈ {0, 1, .., NG}nf that
are not valid in the summation in Equation 40, i.e., assign-
ments where H(i) = H(j) 6= 0 (for some, i, j ∈ {1, · · · , nf}
and i 6= j ) and hence, the same image patch is assigned to
two different viewlets. For any such invalid H, it can be ruled
out by setting P (H|θ) = 0.
(ii) Recall that the given exemplar has NG patches
indexed, 1, · · · , NG. For any valid H, let NH =
{j| ∃ i, such that H(i) = j 6= 0}, that is NH is
the set of image patches that are used in the assign-
ment vector H. If NH ⊂ {1, · · · , NG} then let NHc
be the index set of image patches not used up in H:
NHc = {1, · · · , NG} − NH . Then, the appearance, scale,
and location values of the image patches can be split as:
A = ANH ∪ANHc , S = SNH ∪SNHc , X = XNH ∪XNHc , Y =
YNH ∪ YNHc ; and P (A|H, θ) = P (ANH |H, θ)P (ANHc |H, θ),
P (S|H, θ) = P (SNH |H, θ)P (SNHc |H, θ), P (X|H, θ) =
P (XNH |H, θ)P (XNHc |H, θ), and P (Y |H, θ) =
P (YNH |H, θ)P (YNHc |H, θ). While introducing our generative
framework, we described how to compute P (ANH |H, θ),
P (SNH |H, θ), P (XNH |H, θ), and P (YNH |H, θ), from their
respective distributions. We discuss how to compute the
likelihoods of image patches in NHc in the following section
on detection. The first step is to assign the image patches in
NHc to visual words using their appearance vectors; each such
assignment will have a probability based on the appearance
distribution of the visual words the patches are assigned to.
For any such assignment, by considering only the patches that
are assigned to viewlets (i.e., words in Vf ), one can use the
expression in Equations 48 and 43 (see page 13) to compute
the probabilities P (SNHc |H, θ), and P (XNHc , YNHc |H, θ).
Instance Detections and Localization: A Maximal Embedding
Approach. Given an image we want to determine all instances
of the object category described by an SUVM with parameter
set θ. We first perform a dense sampling of the image using a
scale pyramid and obtain N image patches that are indexed,
i = 1, · · · , N . The number of image patches, N , could easily
be in the thousands. Each such patch, i, has an appearance
feature vector, Ai, and let A = {A1, · · · , AN} be the set of
these feature vectors. Similarly, the measured scale and loca-
tion coordinates of these patches are represented by the sets
S = {S1, · · · , SN}, X = {x1, · · · , xN} and Y = {y1, · · · , yN},
respectively.
If suppose we want to determine whether there is at least
one instance of the object category in the given image, then
the first step would be to compute an assignment vector H
with maximum a posterior probability:
Hopt = arg max
H
P (H|A,X, Y, S, θ) . [41]
and then make a decision that an object instance is there
if P (H|A,X, Y, S, θ) is greater than a threshold. Note that
determining an Hopt gives us a localization of the object in-
stance as well. If the given image has multiple instances of the
object, then the same viewlet could be repeated in the image
patch set; however, in any hypothesis mapping vector H, each
viewlet is mapped to none or only one image patch. Let I be
the indicator variable that an object instance is present in the
image. Then P (I|A,X, Y, S, θ) ≥ P (I,H|A,X, Y, S, θ) for any
given Hk, since other H’s also contribute to the total probabil-
ity of the event I. In our framework, it is more convenient to
directly work with the joint probability P (I,H|A,X, Y, S, θ),
instead of first optimizing over H and then inferring I. Ap-
plying Bayes rule and the conditional independence relations
used in Equation 39, we get,
P (I,H|A,X, Y, S, θ) ∝ P (A,X, Y, S|θ,H)P (H, I|θ)
= P (A|H, θ)
× P (X,Y |S,H, θ)P (S|H, θ)
× P (H, I|θ). [42]
To findHopt, a straightforward approach is to search exhaus-
tively in the H space. However, for each Vi, the corresponding
H(i) ∈ {0, ..., N} can have N + 1 possible values, and when
combined with nf viewlets, the search space is O(Nnf ), which
is a hopeless task. In previous parts-based approaches, several
strategies have been developed to deal with this combinato-
rial complexity, including (i) Implementing several pruning
approaches such as A* search([36]), (ii) Simplifying the de-
pendency structure among the parts to chain like dependency,
tree-like dependency [40, 45], or k-fan structure[46]) and then
using dynamic programming to find Hopt, which reduces the
time complexity to O(N2nf ). However, this is still not good
enough for large N and nf , and researchers have proposed
using a restricted set of Points of Interest (POI) where the
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object instances could be located, 1 and using only a few
unimodal parts (for example, less than 20 parts are used in
[36]).
The search process gets more involved when multiple in-
stances of the object category are present in the same image:
one has to keep track of multiple hypotheses mapping vectors
H1, · · · , HL’s such that not only P (Hi|A,X, Y, S, θ) is greater
than a threshold but that Hi’s correspond to distinct instances
without overlaps in their patch assignments. Moreover, the
number of instances, L, itself is unknown. Clearly, given that
both N and nf are large in our case, we have to use a greedy
search algorithm that is intuitive, computationally simple, and
has good performance.
We begin by first observing that the terms for comput-
ing P (I,H|A,X, Y, S, θ), as given in Equation 42, can be
grouped into three parts, (i) the local appearance prob-
ability P (A|H, θ), (ii) the global structure probability
P (X,Y |S, ,Hθ)P (S|h, θ). and finally (iii) the parts and
viewlets presence/absence probability P (I,H|θ). We
next use bounds on these probabilities to prune the search
space for H.
Let D = sgn(H) be the viewlet presence/absence vector:
D(i) = 1 if H(i) 6= 0 and D(i) = 0 if H(i) = 0.
(i) Using Local Appearance Probability to restrict
the search space of H:
First note that according to our generative model, each
selected viewlet in any hypothesis vector, H, is as-
signed an appearance vector independently, and hence:
P (A(H)|H, θ) =
nf∏
i=1
(
P (AH(i)|H, θ)
)D(i).
Now given any image patch j with appear-
ance vector Aj , one can calculate the probability
P (jth patch is a sample from V ′i s appearance distribution)
for every visual word Vi, i = 1, · · · ,K. For example, a
classifier for the K visual words would return the most-likely
m visual words, Vj1 , · · · , Vjm , that Aj can be mapped to.
We assume that P (H|H(i) = j, θ) ≈ 0 if i /∈ {j1, · · · , jm}.
For example, if the jth patch is an instance of a Leg viewlet
and Vi is a Head viewlet then its safe to assume that
P (Aj |H(i) = j, θ) ≈ 0, and all O((N + 1)nf−1) H’s for which
H(i) = j can be deleted from the search space. Thus, for any
fixed m, each viewlet can only be mapped to a small subset
Ni ⊂ {0, · · · , N}, without making the assignment probability
too low. Hence, the search space for any H is reduced to
nf∏
i=1
|Ni|, which is << (N + 1)nf .
In this paper we further restrict our search space toH’s that
correspond to m = 1: Each image patch is mapped to exactly
one visual word, i.e., the most likely visual word, for example,
obtained from a kNN classifier built for the visual dictionary.
Some of these visual words are viewlets corresponding to the
given SUVM (i.e., from the viewlet set Vf ), and others are
background words belonging to Vb. We ignore the background
words, and retain only the viewlets. Note that we still allow the
same viewlet to be mapped to multiple locations in the same
image, capturing the possibility of multiple object instances.
In our future work we will consider search strategies where
mj (the number of different visual words that are mapped to
1Though in unsupervised learning, dense sampling is generally believed to have better performance
than discovered interesting points[47]
the jth patch) is variable and a function of the image patch
feature Aj . This will allow us to consider multiple visual word
assignments for patches that are truly ambiguous. However,
as our results show, we get excellent performance even with
m = 1.
(ii) Leveraging Spatial structure To generate High
Likelihood H’s:
After the above mentioned pruning step, we have NV image
patches i = 1, · · · , NV , each mapped to a viewlet. Usually
NV is only a fraction cN , c < 1, of the total number of
image patches, as many of the image patches are mapped to
background visual words. Let the scale values and locations of
these NV patches, be given by the sets, S = {S1, · · · , SNV },
X = {x1, · · · , xNV } and Y = {y1, · · · , yNV }, respectively.
1. Mapping from Image Patches to Viewlets: Its use-
ful to define the mapping from image patches to viewlets:
R : {1, · · ·NV } 7→ {1, · · ·nf}, i.e., image patch j with
scale Sj and location (xj , yj) is mapped to viewlet V(R(j)).
2. Partitioning of Image Patches Into Instance Hy-
potheses Assignment Vectors: Now we have to par-
tition these NV viewlets into distinct H’s, H1, · · · , HL,
such that each Hi is a valid assignment vector, and has a
high likelihood of representing the structure of an instance
of the object category.
To ensure validity, we should have the following constraint:
if Hk(i) = j (j 6= 0), then (i) the assignment should be
consistent with the mapping of image patches to viewlets,
i.e., R(j) = i, and (ii) no image patch is assigned multiple
times, i.e., Hk(l) 6= j for all l 6= i and. Hn(i) 6= j for all
n 6= k and for all l = 1, · · · , nf .
3. Mapping from Viewlets to Image Patches: As al-
ready mentioned, the same viewlet, Vi, could be embedded
in multiple locations and with different scales in the given
image, allowing for the possibility of multiple instances.
Thus, R−1(i) (where R−1 is the inverse map from viewlets
to image patches) could be multiple valued. However,
given an Hk, if a viewlet Vi is selected, i.e., Hk(i) 6= 0,
or equivalently Dk(i) = 1, then R−1(i) = Hk(i), and
R(Hk(i)) = i.
Next we have to ensure that H1, · · · , HL together maximize
the probability of L instances of the object category. For
this we turn to the likelihood contributed by the geometric
structure of an SUVM. Recall that the SRN is represented as
a network G = (V,E), where along each edge we have springs,
each corresponding to sacle, and x-axis and y-axis relative
positions. We will use the notation that if two viewlets Vi and
Vj are connected by springs, then (i, j) ∈ E, where E is the
set of edges in the SRN.
Given an Hk if we restrict only to the viewlets present
in it, i.e., (Vi’s such that Dk(i) = 1 and its mapped to
the Hk(i)th image patch with location and scale values
((xHk(i), yHk(i)), sHk(i))) then the log of the structural proba-
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bility, just for Hk, should be low:
logP (X(Hk), Y (Hk)|S,Hk, θ) + logP (S(Hk)|Hk, θ)
= −12
∑
(i,j)∈E;Dk(i)Dk(j)=1
(
c
(x)
ij (
xHk(i) − xHk(j)
s
(x)
Hk(i)
+ s(x)
Hk(j)
− µ(x)ij )2
+ c(y)ij (
yHk(i) − yHk(j)
s
(y)
Hk(i)
+ s(y)
Hk(j)
− µ(y)ij )2
+c(s)ij (log
sHk(i)
sHk(j)
− logµ(s)ij )2
)
= −Tk , [43]
where Tk ≥ 0 should be as close to zero as possible. Note
that the condition Dk(i)Dk(j) = 1 ensures that the viewlets Vi
and Vj are selected in Hk and the condition (i, j) ∈ E ensures
that they are directly connected in the SRN via an edge.
This likelihood in Equation 43, however, is based only on
the viewlets withinHk, and forHk to be a stand-alone instance
of the object category with a high probability, we should also
include the likelihood that none of the viewlets present in the
other instances, Hi, i = 1, · · · , L, i 6= k, is part of the instance
defined by Hk. Let
NHk = {j| ∃ i, such that Hk(i) = j 6= 0} , [44]
that is, NHk is the set of image patches that are used in
the assignment vector Hk. Also let NHc
k
be the index set of
image patches not used up in Hk: NHc
k
= {1, · · · , NV }−NHk .
where NV is the number of image patches that are mapped to
viewlets, and hence are object related.
Let us recall the definitions introduced in equations 34
and 35 and recognizing the fact that viewlets Vi and Vj are in
general mapped to image patchesM(i) andM(j), respectively,
we get
Z
(s)
ij (M(i),M(j)) =
sM(j)
sM(i)
=
s
(x)
M(j)
s
(x)
M(i)
=
s
(y)
M(j)
s
(y)
M(i)
Z
(x)
ij (M(i),M(j)) =
(xM(j) − xM(i))
(s(x)M(j) + s
(x)
M(i))
Z
(y)
ij (M(i),M(j)) =
(yM(j) − yM(i))
(s(y)M(j) + s
(y)
M(i))
[45]
Now an image patch j that is in NHc
k
, at coordinates (xj , yj),
with scale sj and mapped to viewlet VR(j), should not struc-
turally match with the set of viewlets in Hk. That is,
Ck(j) = − log(P (image patch j in Hk|Hk, θ))
= 12
∑
i:(R(j),i)∈E;Dk(i)=1
(
c
(x)
iR(j)
(
Z
(x)
iR(j)(j,Hk(i))− µ(x)iR(j)
)2
+ c(y)iR(j)
(
Z
(y)
iR(j)(j,Hk(i))− µ(y)iR(j)
)2
+c(s)iR(j)
(
logZ(s)iR(j)(j,Hk(i))− logµ(s)iR(j)
)2)
>> 0 .
[46]
so that the structural probability of being included in Hk
∝ exp(−Ck(j)) << 1. Note that in the above equation we
are considering all edges that exist in the SRN connecting the
viewlet VR(j) (the viewlet that the image patch j has been
mapped to) with all the viewlets Vi that are included in Hk
(i.e., Dk(i) = 1 and Vi has been mapped to the image patch
at location Hk(i)).
Thus,
P (image patch j not in Hk|Hk, θ))
= 1− exp (−Ck(j)) . [47]
Note that the scale, and location values of the im-
age patches can be split as: S = SNHk ∪ SNHck ,
X = XNHk ∪ XNHck , Y = YNHk ∪ YNHck ; and
P (S|Hk, θ) = P (SNHk |Hk, θ)P (SNHck |Hk, θ), P (X|H, θ) =
P (XNHk |Hk, θ)P (XNHck |Hk, θ), and P (Y |Hk, θ) =
P (YNHk |Hk, θ)P (YNHck |Hk, θ).
Combining Equations 43 and 46 we get that
P (S,X, Y |Hk, θ)
= P (XNHk , YNHk |SNHk , Hk, θ)P (SNHk |Hk, θ)
×P (XNHc
k
, YNHc
k
|SNHc
k
, Hk, θ)P (SNHc
k
|Hk, θ)
= exp (−Tk)
 ∏
j∈NHc
k
(1− exp (−Ck(j)))
 . [48]
(iii) Instance-Embedding Graph (IEG)
From Equations 43, 46, and 48 we can see that edges in
the SRN, which impose relative geometric constraints among
viewlets, along with embeddings of the viewlets in the image
determine the likelihood of any given partition H1, · · · , HL.
Thus, we can construct an Instance-Embedding Graph
(IEG), where the nodes and edges are defined as:
(i) Nodes: Each image patch j (j = 1, · · · , NV ) with scale
and location (sj , (xj , yj)) is a node,
(ii) Edges: A pair of image patches, (i, j) (i.e. (i, j) ∈ EIEG)
is connected by an edge if the corresponding viewlets VR(i) and
VR(j) are connected by an edge in the SRN, i.e., (R(i), R(j) ∈
E, where E is the edge set of the given SRN.
Equations 43, 46 imply that each edge in the IEG makes
a contribution that can be computed separately. That is, for
any edge (i, j) in the IEG we have a corresponding edge
(R(i), R(j)) in the SRN, with c(∗)
R(i)R(j) > 0, and its zero-stress
relative lengths and scale: µ(x)
R(i)R(j), µ
(y)
R(i)R(j), µ
(s)
R(i)R(j).
Then we can define a cost function for this edge in the
IEG, irrespective of the partitioning of the image patches into
H1, · · · , HL.
CIEG(i, j) =
1
2
(
c
(x)
R(i)R(j)
(
Z
(x)
R(i)R(j) − µ(x)R(i)R(j)
)2
+ c(y)R(i)R(j)
(
Z
(y)
R(i)R(j) − µ(y)R(i)R(j)
)2
+c(s)
R(i)R(j)
(
logZ(s)
R(i)R(j) − logµ(s)R(i)R(j)
)2)
. [49]
Thus if i and j are assigned to the same instance, Hk, (i.e.,
i, j ∈ NHk for some k ∈ {1, · · · , L}) then we want C(i, j) to
be low, and if i and j are assigned to different instances (i.e.,
i ∈ NHk and j ∈ NHck) then we want C(i, j) to be high.
Next let us define the indicator variable for a pair of image
patches belonging to the same assignment vector as :
δ
p
i,j = 1 if i, j ∈ NHk for some k = 1, · · · , L;
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otherwise = 0 if i ∈ NHk and j ∈ NHck for some k = 1, · · · , L.
Then the structural probability of the image patches, given
a partition H1, · · · , HL, can be written as:
P (S,X, Y |H1, · · · , HL, θ)
=
 ∏
(i,j)∈EIEG
(
δ
p
i,j exp(−CIEG(i, j))
)
×
 ∏
(i,j)∈EIEG
(
(1− δpi,j)(1− exp(CIEG(i, j)))
) [50]
In the above equation, (a) the first term picks up the IEG
edges or viewlet pairs that are within individual assignment
vectors or instances, and (b) the second term picks up the
IEG edges that are across instance boundaries.
(iv) Instance-Embedding Graph (IEG) and Maxi-
mal Grouping of Image patches:
Equation 50 gives us the basis for a greedy algorithm to de-
termine a good embedding of the instances, or a good choice
of H1, · · · , HL and of L from the IEG:
1. Given any edge (i, j) ∈ EIEG and an l > 0 such that
exp(−l) ≈ 1 if CIEG(i, j) < l then in any good parti-
tioning of the patches into instances we expect, δpi,j = 1,
that is, patches i and j should be used in the same in-
stance candidate Hk. This means that the viewlets VR(i)
(represented by image patch i) and VR(j) (represented
by image patch j) are located such that their relative
separations are close to the model parameters: µ(x),(y),(s)
R(i)R(j) .
If in any partitioning of the viewlets, they are separated
then (1 − exp(CIEG(i, j)) will be close to zero, making
the partitioning to have low likelihood.
2. Similarly, given any edge (i, j) ∈ EIEG and an U > 0
such that exp(−U ) ≈<< 1 if CIEG(i, j) > U , then in
any good partitioning of the patches into instances we
expect that δpi,j = 0, that is, patches i and j should not
be used in the same instance candidate Hk. They most
likely belong to two different instances.
3. For any subgroup of image patches in the IEG, if pairwise
CIEG(i, j) < L then a good candidate for Hk can be
derived by assigning all of these nodes/patches to the
same Hk. This group of patches is most likely a part of
an instance of the object.
4. Therefore, using techniques similar to that used in
Kruskal’s Algorithm [39], we can design an agglomerative
greedy algorithm for determining a good set of instance
H1, · · · , HL. Initially. set L = NV , that is, each patch i
in the IEG can be regarded as the simplest (may be also
the most unlikely) assignment vector. That is, NHi = {i}.
Then, we check all node pairs and retain edges between
those nodes in the IEG, such that CIEG(i, j) < l and
CIEG(i, j) is the minimum; where l is our tolerance
threshold. By doing so, we are merging smaller compo-
nents into bigger ones. For any l this process will stop
when each group has reached a maximal size. The image
patches in the kth component then determine Hk and the
number of components is equal to L.
This agglomerative algorithm has been used in this pa-
per, and different partitions are obtained by varying the
threshold l. Example steps are illustrated in Fig. 5.
5. The time complexity can be computed as follows.
For a given image with N scanned patches (possible
viewlet locations), each patch is classified as one of the
K visual words. Out of these we only consider NV image
patches that correspond to viewlets only. Given that the
number of viewlets nf = c1×K, c1 ∼ 0.5, we can estimate
there are proportionally NV = c1 × N feasible viewlet
positions. We next construct the Instance-Embedding
Graph (IEG) with NV nodes and |EIEG| edges. The pair-
wise relation between these patches are checked and edges
are added between those which have a compatible relative
position compared with the model, i.e., CIEG(i, j) < l.
Even if we do not consider locality and sparsity, then
|EIEG| = (c1 × N)2, and the pairwise comparison step
takes c2×(c1×N)2 operations. However, because of local-
ity of viewlets, we find that in practice |EIEG| = c∗(c1×N)
and c << N . Thus the complexity is linear in N . After
this step (as explained below), we need to check each
connected component and determine if there are more
than t parts with more than tp patches/viewlets each,
which takes c3 × (c1 × N). As a result, the worst-case
time complexity for the entire algorithm is O(N2), with
a small coefficient, because c1 is usually smaller than 0.5.
As already mentioned, in practice we find the complexity
to be linear in N .
6. Different "Recall" and "Precision" results are obtained by
varying three parameters in the algorithm:(i) the edge
weight threshold L, (ii) the minimum number of viewlets,
tp, that each part in any assignment vector Hk should
have, and (iii) t, the minimum number of parts in each
assignment vector Hk, each with at least tp viewlets.
7. One can also use more sophisticated algorithms based
on message passing and community finding frameworks,
where each edge has weight exp(−CIEG(i, j)), and the
IEG is partitioned into non-overlapping communities of
maximum weights. Alomst linear time algorithms such
as in [48] exists where the number of partitions, L, is also
determined automatically.
(v) Using the Presence/Absence of Parts to Select
Instances with High Likelihood:
At this point we have L candidate assignment vectors
H1, · · · , HL that together maximize the observed appearance,
location, and scale values. Assuming the instances to have
been created independently, the last term in Equation 40 for
computing P (Ik, Hk|A,X, Y, S, θ), is P (Hk, Ik|θ).
Recall that each instance embedding vector Hk, has a
list of viewlets that have been selected. Also, recall that
the generative process starts with selecting a set of parts as
encoded in the CIPC and GPE, Dp, and then selecting a set
of viewlets to express the selected parts. Thus, the probability
that a given assignment vector Hk is indeed an instance is a
function of both the number of viewlets in Hk and the number
of parts that they correspond to. Let Dk(p) be the set of parts
that the viewlets in Hk correspond to, and let nk(pi) be the
number of viewlets in Hk that correspond to part pi ∈ Dk(p).
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(a) A group of viewlet nodes that correspond to the right arm, half-body and legs
are located in positions and with scales that match a human SUVM. Thus they get
grouped together (shown by blue edges) as part of an instance of a human. Search
on a viewlet corresponding to a left-arm is rejected, as it does not fit structurally
with the vielets in the group. The left-arm viewlet will be part of another maximal
grouping of viewlets, representing a second instance in the same image.
(b) Search on a head patch with respect to the half-body viewlet patch succeeds,
as it is located at a relative position and has a relative scale that match the human
prototype.
(c) The head-node patch is added to the initial group, and a larger group of merged
viewlets emerges, signaling the strong presence of an instance of a human.
Fig. 5. Growing optimal substructures of image patches in the Instance Embedding
Graph (IEG) to construct high-confidence instance embeddings.
Clearly, an assignment vector Hk has a higher likelihood
to be an instance, if (i) Each part pi has multiple viewlets
that confirm its presence, i.e., nk(pi) > 1. Thus, a head is
better confirmed if we have viewlets corresponding to close up
views, as well as distant views that show the head along with
the shoulders; (ii) A number of different parts are present,
i.e., Dk(p) is large. for example, if we have both head and a
matching pair of arms, the likelihood of identifying a human
instance increases considerably.
These observations can be captured by the following for-
mulation.
Let mk(i), i = 1, · · · , |D(p)|, be the indicator variable that
the part pk(i) ∈ Dk(p), represented by nk(pi) viewlets,
is important in Hk. Then we define
Ji(k) = P (Ik, Hk,mk(i) = 1|θ) = 11 + e−(nk(pi)−tp+1) .
Thus Ji(k) ≈ 1 if nk(pi) > tp. Now we want the number of
such important parts that have high probability to be at least
t. So let
P(k) =
|D(p)|∑
i=1
mk(i) .
i.e., P(k) represents the random variable for the number of
important parts in Hk. Thus the expected value and variance
of P(k) are given by,
D(k) = E(P(k)) =
|D(p)|∑
i=1
Ji(k) ,
VarD(k) =
|D(p)|∑
i=1
(Ji(k)(1− Ji(k))) ,
respectively. We can assume that P(k) being a sum of inde-
pendent Bernoulli random variables is normally distributed
∼ N (D(k),
√
VarD(k)), with mean D(k) and standard devia-
tion
√
VarD(k). Now we can state that
P (Ik, Hk|θ)
= P (P(k) ≥ t)
= P
(
N (D(k),
√
VarD(k)) ≥ t
)
, [51]
where t is a threshold representing the minimum desirable
number of reliable parts in any instance of the object category.
This leads to an easy implementation, as already described:
For each instance hypothesis vectorHk, accept it as an instance
if there are at least t parts with more than tp patches/viewlets
each. Both t and tp are parameters in our algorithm to obtain
results with different recall and precision values.
7. Instance Detections and Localization: A Reference-
Point-Based Grouping Approach
Object instances can also be detected and localized by a less
rigorous, but an equally effective, algorithm that focuses on
identifying parts, or reference points in the objects. Recall
that via CIPC and GPE we can automatically detect clusters
of viewlets that we have defined to be parts. Each such "part"
in our model is represented by a cluster of viewlets in CIPC,
and one can identify a few target viewlets from this cluster
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Fig. 6. Example prediction of the bounding box for head/face part from the location
and size of a viewlet describing a half-body. For any pair of viewlets in the SRN
such a mapping can be defined: First, how much to scale one viewlet instance, and
then how much to shift in the x and y directions so that an instance of one viewlet
can be mapped to predict the expected location and scale of another. For each pair,
these scaling and normalized shift values have a distribution with a well-defined mean
and a small variance. These values are precomputed from the SRN for each pair,
and only those with low variances are stored. In this example, to map a detected
patch (belonging to a half body viewlet) to a bounding box for where the head/face
part would be, we first shrink to 0.25 of the original size, and then shift towards right
0.3× width, and shift downwards 0.1× height.
automatically: for example, the centrally located nodes in
the CIPC networks are good candidates. Thus each part is
represent by only a few robust viewlets. Next, from every
detected viewlet one obtains (as described in the following)
an estimate of the location and scale of each of the target
viewlets. Thus one obtains a cluster of estimated bounding
boxes of the target part.
The SRN can be used to compute a geometric mapping
between any given pair of viewlets, Vi and Vj . First let us
assume that a pair of viewlets Vi, Vj is connected by an edge
in the SRN, i.e. (i, j) ∈ E. Given the detected scale si, of
viewlet Vi, we can estimate the detected scale sj of Vj as,
sj = µ(s)ji si, where µ
(s)
ji = E
[
sj
si
]
, and is part of the model
parameters, θ, that were learned. Similarly, the expected x
and y coordinates for the location of Vj , are then given by xj =
xi+µ(x)ji ∗sxi (1+sj/si), and yj = yi+µ(y)ji ∗syi (1+sj/si), where
sxi = w∗si, syi = h∗si, and h and w are the height and width of
the fixed-size image patches used to sample the image. Recall
that µ(x)ji = E
[
xj − xi
sxi + sxj
]
. and µ(y)ji = E
[
yj − yi
syi + s
y
j
]
. Since the
variances of the parameters µ(∗)ji ’s have also been estimated
empirically during the learning phase, the scale and location
estimates also come with their respective variances.
If there is no direct edge between the viewlets Vi and
Vj in the SRN, then a mapping is computed by successive
applications of edge mappings and concatenating the results
along a path connecting the two viewlets. That is, one finds a
path connecting Vj and Vi, and then the expected scale and
locations of Vj are obtained by concatenating the maps of
the intermediate viewlets. The final variance is the sum of
variances for each edge on the path. In the event of multiple
paths connecting the pair Vi and Vj , the final expected scale
and locations are the averages obtained from each path, and
the variance of any estimate is the maximum variance along
any path connecting the pair.
Thus, given any detected viewlet Vi in the model, one can
obtain the estimated average size and the location (i.e., the
position of the top left corner of the bounding box) of any
other viewlet Vj , along with their respective variances. This
is illustrated in Fig. 6.
Returning to the issue of localizing the position and scale
(hence, a bounding box) for a target part, we can now design
the following algorithm. For each detected viewlet one obtains
a predicted bounding box for each of the viewlets that represent
a target part. Then one picks the predicted bounding box for
the target viewlet that has minimum variance (as described in
the above paragraph) for its map as the predicted bounding
box for the target part from the detected viewlet. Thus given
a set of detected viewlets, one obtains a set of clusters of
estimated bounding boxes for the target part(s).
If there is only one instance of the object in the image,
then these different estimates will significantly overlap with
each other creating one single cluster of predicted locations.
They can be combined to obtain one bounding box as the best
estimate for the location of the target part. For example, one
can take the weighted medians (weighted by their respective
variances) of the locations and scales obtained from different
viewlets to get the best estimate of the bounding box for the
target part.
For multiple occurrences of the part (corresponding to
different object instances) in the same image, we use a greedy
but efficient geometric grouping algorithm to separate the
maps into groups: For each predicted bounding box merge it
with another bounding box that overlaps the maximum with
it, and the overlap area is at least greater than a threshold (e.g.
75%). Continue this process until no other bounding box can
be merged. Thus, the given set of predicted bounding boxes
for the target part gets divided into a number of clusters of
maximal size. Each such cluster is then evaluated for quality
to ascertain whether we should consider it to be an instance of
the object. For example, one criterion could be that the given
cluster has at least a minimum number of predicted bounding
boxes in it, and the variances of each such box is lower than
a threshold. An estimated bounding box for each instance of
the part is obtained by combining the different estimates.
Predictions of varying confidence (i.e., recall and precision)
can be obtained by varying the threshold on the number of
viewlets required to detect the location of a part and the
associated variances.
Examples of such grouping by reference-points are given in
Figures 9 and 10, where all detected viewlets are mapped to
predict locations of the head/face part. As one can see from
the figures, this method of reference-point grouping works well
even when individuals are located close to each other.
8. Celebrity Image Results
Data. To test our algorithm on categories with flexible parts,
especially when embedded in images with diverse backgrounds
and resolutions, we collected a dataset, that consists of 12 047
high quality celebrity images crawled from web, of various
resolutions and aspect ratios, with an average size of 472 ×
665 pixels2. We believe that this image set provides a large
variety in the types of dresses and body gestures, and is a
good test of our automated discovery and learning framework.
Moreover, since the human instances occupy most of the area
of an image, the dataset will be challenging for most detectors
that rely on dense sampling of images and then matching
2The entire dataset is made available at the following site: https://www.dropbox.com/s/
quxobt6e43hud77/cele_images.zip?dl=0
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Table 1. Network-based torso model statistics.
SRN
Model Nodes Edges Avg deg. CIPC Parts
Human 644 4928 15.30 18
these crops to already trained templates. We selected 9638
random images as the learning set, and the rest as the test
set. To validate and evaluate the localization results with
high precision, we manually annotated the entire dataset with
ground-truth bounding boxes for several parts, including the
head/face regions and the torso areas. Of course, none of this
tagging and labeling was used for our SUVM learning.
For each image in the learning set, a multi-scale pyramid
representation is created with a step ratio of 1.2. At every
level, samples of fixed-size (128 × 96) patches are collected
randomly. In this process, increasing sampling densities is used
to obtain datasets of larger sizes, until there is no significant
change in variance of the resulting vector set (i.e., estimated
via the number of required dimensions to retain 95% variance
in PCA stage).
After densely sampling our learning set, we obtain a patch
set consisting of 239 856 image patches.
Visual Dictionary Creation. Each collected image patch is con-
verted into a descriptor vector using the Histogram of Oriented
Gradient (HOG)[49] feature generation method with the fol-
lowing parameters.
• Cell and Block size — We use 128× 96 image patch, each
of which can be regarded as 16× 12 cells, with each cell
of size 8× 8 pixels. For each pixel, we calculate gradient
for all the three RGB channels and collect the maximum
value. Histogram of Gradients are calculated for each cell.
Each histogram has 27 values: 18 of them are gradient
bins from 20-degree-segments of the 360-degree direction
space, and the rest 9 are for energy bins, which are the
sums of pairs of absolute values of opposite-orientation
bins out of the preceding 18 bins.
• L2-hys normalization — L2-hys normalization is used on
each block to make the feature descriptors robust to the
illumination conditions.
After this HOG feature extraction, PCA is applied for
more compact representation, while preserving 95% of the
total variance. As a result, the dimension of the feature vector
for each image patch is reduced from 4480 to 1635.
K-Means clustering is then used to quantize the feature
space. In this process, multiple passes of clustering with
different K ∈ {250, 500, 1000, 2000} are computed to search
for the best K. To archive a good trade-off between the purity
of each individual clusters and classification reproducibility
(chance of a slightly shifted image patch to be classified into
the same cluster), we pick a vocabulary with 1006 visual words.
The SRN/CIPC construction process is similar to what
we described in Section 3 (Figure 8 is a brief visualization of
the pipeline). Table 2 gives some statistics about the learned
SRN/CIPC. Figure 7 shows some viewlets in the human body
part related connected component in the SRN.
(a) Left Arm (1) (b) Left Arm (2) (c) Head (1) (d) Head (2)
(e) Leg (1) (f) Leg (2) (g) Torso (1) (h) Torso (2)
Fig. 7. Visualizations of human model viewlets: Each viewlet is a distribution over a
set of example views that have similar appearances. In our current implementation,
each such example view is represented by a rectangular patch. The patches belonging
to the same viewlet are averaged at the pixel level to create an average image patch.
Some example patches and the averaged visualization of eight viewlets are shown in
this figure. For visualizations of more human model viewlets, see Fig. 11.
Reference-Point-Based Grouping: Face Detection. To build a
face detector, we picked the head related community in our
CIPC network. Viewlets in this community are all templates
with head, or part of a head in it. We get 46 viewlets out of
the 1006 visual words in our visual dictionary. We refer to this
set of 46 viewlets as the head/face active set. Note that we
could increase the size of this set by including viewlets from
other body parts as well, but the performance is excellent even
with this small set of viewlets. Any detected viewlet belonging
to this set will be mapped to generate a predicted bounding box
for a head/face part. From these viewlets we further pick three
most densely connected ones, which usually represents head
part best, as core nodes (i.e. the canonical representation of
the part "head"). These are the target representative viewlets
for the head, as described in Section 7.
As described in Section 7, we can calculate a geometric
transform from any detected viewlet in the active set to the
three core head nodes. In addition to this, we can also pick the
best mapping (with the lowest variance) from each of the SRN
nodes to one of the core nodes. Thus each detected viewlet in
the active set provides a bounding box for the head/face part
along with an estimate of its variance. As shown in Figure 6,
these mappings will enable us to compute the best position
for the head/face part of an instance of a human in the image.
Now, we create a scale-pyramid for each test image as we
did for the training ones. For the image at any given scale in
the pyramid, we now slide a detection window with a stride
length (the results in this paper are for a stride length of 8
pixels) along both x and y directions, and obtain an exhaustive
set of image patches. As described in the preceding section,
a HOG feature calculation step, followed by a PCA matrix
multiplication step are performed on each image patch to
obtain an appearance descriptor. Each image patch descriptor
is then classified into one of 1006 visual words using a k-
Nearest-Neighbor (kNN) classifier.
Every image patch that is classified into a viewlet belonging
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Fig. 8. A pipeline of steps involved in creating a Human SUVM from celebrity images: (a) Determining a visual dictionary from the learning set. Each visual word in the
dictionary represents a persistent visual pattern in the learning set. The visual words at this stage could describe both views of humans as well as other background objects and
patterns. (b) Determining a set of viewlets with stable geoemtric relationships that relate to views of human body parts. This is represented by the Spatial Relation Network
(SRN). Though the SRN has the necessary information, it does not yet separate out and group viewlets that represent the same body parts. (c) This is done in the Configuration
Independent Parts Clustering (CIPC) step. A network is built (in an automated manner) where two viewlet nodes are connected by an edge if they correspond to different views
of the same part. Large connected components in this network constitute parts; thus each part is comprised of a number of viewlets. We show nine such network components
and label them with corresponding part names after a visual inspection of the viewlets and their locations as obtained from the Geometric Positional Embedding (GPE) step.
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to the head/face active set, is then mapped (using the
geometric transform rules) to obtain a predicted bounding box
for the head position. Thus the instance of one single face
can be detected from multiple detections of the 46 viewlets
in the head/face active set. Since there could be multiple
instances of a human in the same image, we need to group the
predicted bounding boxes into separate clusters, each of which
will then be evaluated to determine whether it represents a
robust presence of a head/face part. As explained in Section 7,
each time a patch in the head/face active set is detected
and the corresponding bounding box for the head position is
calculated, we (i) assign it to an existing group if the head
bounding box heavily overlaps with (for example > 75% in
area) the bounding boxes already belonging to that group; or
(ii) create a new group with the predicted bounding box as
the only member.
This procedure results in a number of groups or clusters
of bounding boxes. A confidence score is also given to each
such cluster according to the number of predicted bounding
boxes in the group, and how good they are, as based on their
variances. In our experiment, we reject all groups with only
one detection bounding box, which considerably boosted the
precision of our detector.
For comparison, we choose OpenCV’s Haar-cascade
implementation[50] of Viola-Jones algorithm [51, 52], with
its exhaustively supervised trained model, which is widely
used in the industry. The design of this detector required
manual labeling of thousands of images to cover most popular
race and age groups, emotions, and facial hair styles. Further-
more, each of these samples is deformed in order to create
additional training data (e.g., rotated, placed on an arbitrary
background, and have levels changed), to increase the chance
of a match during the detection stage. In contrast, our algo-
rithm requires minimal supervision. We only need to specify a
core community representing the head from the learned SRN,
and an head/face active set comprising viewlets that will
be mapped to predict the best location of the head part.
Our test set, as described in Section 8, consists of 2409
images, most of which are about celebrities and with various
scenes and resolutions. The faces in this test set were carefully
labeled by multiple subjects, to establish ground truth, so
that performance results can be computed for the different
detectors. The results are presented in Table 2.
These results demonstrate that our approach achieves a
much higher precision while maintaining almost identical re-
call.
Moreover, we tried our detector on some more abstract im-
ages as shown in Figure 9. They are both interesting examples
not only because of an outright absence of facial features, but
because they are dramatically different from any of the images
in our training set. However, we observe that our detector is
able to take advantage of the very high level structure infor-
mation encoded in the network (i.e., half body) and was able
to deduce the head’s position accurately in both instances.
Network-based Grouping: Torso Localization. Compared to
head, torsos are much harder to localize, for the following
reasons,
Lack of Category Characteristics or “Cues” Unlike
face, which can be easily identified with features like eyes,
nose, month and their relative geometric relations, torsos
Table 2. Face Detection: SUVM vs the Viola-Jones algorithm (VJA)
[51]. Coverage/Recall is the ratio of (#True-Positives) and (Actual
#Positives in the labeled test data). Precision is the ratio of (#True-
Positives) and (#True-Positives + #False-Positives).
VJA SUVM
H-1 H-2 HF-1 HF-2
True Positive 3072 2965 3048 2959 3047
False Positive 972 54 301 31 183
Coverage/Recall 92.9% 89.7% 92.2% 89.5% 92.2%
Precision 76.0% 98.2% 91.0% 99% 94.3%
The columns labeled H-1 and H-2 represent face detection results
for two different settings of parameters, when our human SUVM is
used for prediction. A subset of these predicted face patches with high-
enough resolution (e.g., those with heights greater than 150 pixels) are
then filtered through the Face SUVM, derived from the CalTech 101
dataset and those that do not pass are rejected. The respective results
after this filtering are shown in columns HF-1 and HF-2. The human
SUVM provides much higher precision while matching the coverage of
the well-known algorithm.
(a) Detected body viewlet. (b) Inferred Head location.
Fig. 9. Detection of face/head part using our model even when facial features are
absent. The learned SUVM can generalize and still detect the outline of a human body
and accurately locate the head/face region. When an image has enough resolution,
the detected head region can be further processed through the lens of a face SUVM
(as, for example, derived from the caltech 101 dataset) to determine whether detailed
facial features are present or not. This process of detection of objects starting with
broad outlines and then zooming in for details match recent findings reported in
several neuroscience studies.
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(a) Different Scales. (b) Different Scales and View-
points: Frontal-distant vs Sideview-
closeup.
(c) Standing closeby,
with arms occluded.
(d) Multiple individuals standing
closeby with several body parts oc-
cluded.
Fig. 10. Detection of humans in images with more than one person in each image.
As described in Section 6, each instance of a human is determined in an automated
manner by finding a group of viewlets (representing different parts) that best match
relative locations and scales of a human prototype. Then for each instance, each
viewlet is mapped to where the head/face would be, creating multiple bounding boxes
for the head/face region. A consensus bounding box is then generated (shown in
blue) by computing a median location. Even though the instances have varying scales
and heights, and different separations among them, our method can separate each
instance and then locate the head regions accurately.
(a) Different Scales. (b) Different Viewpoints.
(c) Standing close by. (d) Multiple Celebrities.
Fig. 11. Detected torso bounding boxes for the images in Fig 10.
do not have that kind of characteristic “cues” which can
help us differentiate a torso patch from a non-torso patch.
Huge Within Category Variety The visual appearance of
torsos is vastly determined by the dress/clothes patterns.
With a huge variety of dress patterns we have in our data
set, the corresponding appearance descriptors will not be
clustered together in the feature space. In fact we obtain
different viewlets for the torso region, based purely on
the texture of clothes being worn.
These points make a rigid-template-based torso detector im-
practical. However, part-based models, with their factored
object representation and geometric relation modeling, are
usually capable of “detecting” torsos by inferring from the
real detected parts. Thus, torso detection becomes a great
benchmark for deformable part-based approaches.
Instead of grouping patches by the inferred position of a key-
point, a pure network-based approach as described in Section 6
is applied. For each image in the test set, we apply the same
technique we used in Section 6: dense sampling; patch-to-visual
word mapping, constructing an Instance-Embedding-Graph
(IEG) and then a partitioning of the IEG into maximal groups.
After all of these steps, we get one giant connected component
in the IEG for images with only one celebrity in it. In images
with multiple instances, we get two or more large groups, as
shown in Figure 10.
To detect and localize torsos we pick a few core viewlets that
are good representatives of torso, just as in the case of had/face
detection. The torsos’ positions are then determined by all
the patches in the same group and their corresponding spatial
transforms, as seen in Figure 11. In addition, a confidence score
is also given based on the number of corresponding detected
parts, and how good they are, as described in Section 6.
We also compare our model with two other important part-
based approaches. For the Deformable Part Model(DPM)[53]
approach, we used the person model[54] trained from PASCAL
VOC 2007 dataset with the default threshold used in the
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(a) Detected viewlets in an image
where the left arm is placed on the
hip with elbow out.
(b) Full body viewlets detections in
a image with two people of signifi-
cantly different heights.
(c) Detected viewlets in an image
where both arms are on hips with
elbows out.
(d) Viewlets detected from three
people standing closeby with sev-
eral occluded body parts and differ-
ent poses.
Fig. 12. Detected viewlets in sample test images. Each viewlet is rendered by its
averaged image patch and scaled appropriately. These embedded viewlets are then
grouped automatically by our detection algorithm to locate the different human figures
as described in Section 6 on page 10. Note that the dark areas reflect regions of the
image where no viewlets from the human model were detected. These patches were
mapped to background visual words.
Table 3. Torso detection: SUVM vs Parts-Aware Supervised Ap-
proaches.
Approaches
DPM[53] Poselets[55] SUVM SUVM (Stricter)
True Positive (TP) 1239 3115 2935 2838
False Positive (FP) 5263 1678 277 52
Coverage/Recall 38.3% 96.3% 90.7% 87.7%
Precision 19.1% 65.0% 91.4% 98.2%
SUVM outperforms all the models in precision (for Poselets we
used the recommended threshold value of 3.6[55]), while providing a
solid recall performance. The recall performance of an SUVM can be
improved by replacing the kNN classifiers it uses with superior supervised
classifiers, and introducing negative examples. We have intentionally
persisted with the weak kNN classifiers to emphasize the power that an
SUVM derives from its structure and its hundreds of viewlets.
Table 4. the Caltech-101 image count per category.
Category Total Training Test
Face 435 218 217
Motorbike 800 400 400
Airplane 800 400 400
Car 800 400 400
code. For Poselet[55] approach, we used the April 2013 release
posted by the authors (which can be found on https://www.eecs.
berkeley.edu/Research/Projects/CS/vision/shape/poselets/) with
threshold 3.6, the value used by the author in PASCAL VOC
2007 competition. The results are summarized in Table 3.
9. Caltech101 Image Set Results
We evaluated our approach with the widely-used Caltech-101
dataset[44]. The input of our experiment is a set of unla-
beled images describing the same object without any extra
information. The output is a visual vocabulary and a learned
set of models, which include a set of foreground or object
related visual words (i.e., viewlets) from the vocabulary, an
SRN (Spatial Relation Network) with its parameters, and an
CIPC (Configuration-Independent Parts Clustering) with its
part-based viewlet communities, and finally a set of global lo-
cations and scales for each viewlet as determined by Geometric
Position Embedding (GPE) step.
Data and Feature Descriptor. We use Histogram of Oriented
Gradient (HOG)[49] features in our experiments with the same
setting as in Section 8. For the Caltech-101 data, in order to
compare with previous work, we pick the same four categories:
rear view of car, airplane, motorbike and human face. In
addition, the same half-half partition of training and test data
is used as in [36].
Shared Vocabulary. After densely sampling training images
from all 4 categories, we obtain 105 164 patches, each of
which is converted into a 427-dimension feature vector. For
creation of a visual dictionary, we first search for a good
K ∈ {100, 200, 400, 800, 1600} by checking the average entropy
between the assignments of current iteration and the previous
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Table 5. Shared vocabulary model statistics for the Caltech-101
dataset.
SRN
Category Nodes Edges Avg deg. CIPC Parts
Face 226 1097 9.71 16
Motorbike 199 1411 14.2 20
Airplane 245 730 5.96 9
Car 251 1850 14.74 24
one. Finally, K = 800 is chosen as the vocabulary size, upon
which we do K-Means clustering on the feature vectors of all
patches.
To create a Spatial Relation Network for each category, we
sweep over all learning images belonging to the same category.
Thus, face SUVM is learned using the face related learning
set, while using the shared dictionary for visual words. During
scanning, all co-occurrences are recorded and the statistics
of spatial relations are aggregated for all pairs of nodes as
described in Section 3. We enforce sparsity of networks (i.e.
the average degree in the largest connected component), by se-
lecting a proper threshold for the variances along each edge, for
each category. Consequently, four networks, one per category,
are obtained, and their statistics are shown in Table 5.
After that, to group nodes by semantic part, we create
our Configuration-Independent Parts Clustering (CIPC) using
a threshold for the tolerance. Using the CIPC, we grouped
most of the SRN viewlets into different part communities as
determined by their structural and spatial similarity. After
that, we got several parts (sets of semantically equivalent
viewlets) out of each SRN, as shown in Table 5.
For detection, given a query image from the test set or any
other sources, we construct an Instance Embedding Graph
(IEG) as described in Section 6. First, we create a scale
pyramid as we did for the training ones. Then we slide the
detection window in an exhaustive manner with a given stride
length to create image patches. As described in preceding
section, a HOG calculation and PCA matrix multiplication
are applied to each patch to obtain a descriptor, which is then
classified into one of K visual words (here K = 800) using
the k-Nearest-Neighbor approach. Only those image patches
that are mapped to one of the viewlets in the four models
is considered; all patches mapped to the background vidual
words are ignored, As in Section 6, edges are constructed
between pairs of patches which have a spatial relation that
matches the model. For all m patches in an image pyramid,
after checking all the m(m−1)2 pairs, we would get one or more
connected components in the IEG.
After obtaining patch groups defined by the connected
components in the IEG, we looked into each group and evalu-
ated the quality of the group as an object embedding. Every
group or hypothesis embedding assignment Hk is inspected: (i)
Whether a part is present, by ensuring that at least tp viewlets
belonging to the part is detected. If so then the corresponding
part is considered present, and the part count is incremented
by one. (ii) Once the part count is large enough (this threshold
is adjusted to obtain results with different coverage/precision
values as described in Section 6), an object prediction is made.
Table 6. Confusion matrices for the Caltech-101 dataset with one multi-
category classifier: The table entry(i, j) is the percentage of query
images belonging to Category(i) that are classified as belonging to
Category(j).
Classifier −→ (SUVM + SVM)/(Fergus et al. [36])
Query ↓ (F)ace (M)otorbike (A)irplane (C)ar
F 0.982/0.862 0.000/0.073 0.018/0.028 0.000/0.014
M 0.000/0.000 0.990/0.977 0.010/0.013 0.000/0.000
A 0.005//0.003 0.013/0.042 0.967/0.888 0.015//0.060
C 0.000/0.008 0.000/0.092 0.020/0.197 0.980/0.670
For SUVMs, a visual dictionary is learned from all the images (i.e. a
shared visual dictionary is created), but each model is learned only
from its category-specific images. A single 4-class SVM (Support Vector
Machine) classifier is built by combining the outputs of all the four
models as was done in [36].
In our experiment, we reject all parts with less than 5 detected
viewlets in them (so tp = 5), which considerably reduces the
number of false positives.
In our first model for the shared dictionary case, the process
described in the preceding paragraph is carried out in four
passes, each with a different object model, and from each pass
we get the object instances and their associated scores (i.e.,
the number of semantic parts). A four-class Support Vector
Machine (SVM) is trained using these four scores as input.
The trained SVM is used to predict the most probable category
for every query images and the results are presented in Table 6.
Separate Vocabulary. In the preceding experiment, a shared
vocabulary was used, which implies that when an image from
other than the current category is presented to a model, at
least each patch, is within the agent’s knowledge and can
be correctly assigned to a viewlet. So questions might arise
whether the discriminative power is truly from the spatial
and structural information inherent in the model, or it is just
from the visual words (like bag of visual features, or other
structure-less models).
To answer this question, we carry out another experiment
on the same dataset. This time, instead of a shared vocabu-
lary constructed from patches of all categories, we create one
separate dictionary for each category. Because the diversity is
considerably less in the patch set from a single category than
that of mixed ones, smaller candidate K’s are proposed during
searching process. However, to control variables to compare
with previous experiments, we enforce K = 800 in three cate-
gories: airplane, motorbike and face, while using K = 400 in
the car dataset, since most of the images looks highly similar.
CIPC/SRN are trained separately for each category. Figure 10
shows all foreground viewlets in the CIPC’s.
Because the visual dictionary of each experiment is solely
extracted from the training images of one category, we expect
that it is not complete enough to cover feature vectors from
images of other categories. To measure feature space complete-
ness of these dictionaries to images of a different category, a
good approach will be to check the distribution of distances
from each queried vector to the nearest neighbor vector of the
assigned viewlets. Ideally, if the coverage is good, we expect
the neighbor to be contained in a sphere of similar radius, and
the distance distribution will be close to a Gaussian one.
After that, we apply the same process described in the
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(a) Sample Viewlets from the Airplane SUVM, corresponding to different parts in CIPC.
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(b) Sample viewlets from the Car SUVM.
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(c) Sample Viewlets from the Face SUVM.
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(d) Motorbike
Fig. 10. Sample viewlets in our CIPC’s from the Caltech-101 Dataset.
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Fig. 11. Sample viewlets in our CIPC’s from the human SUVM.
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(a) Shared Dictionary
(b) Separate Dictionary
Fig. 12. The Receiver operating characteristic (ROC) curve for individual
model performance using both shared dictionary and separated dictionaries.
The performance improved when a more general visual dictionary was used.
The airplane detectors have generally the worst performance because of
different airplane orientations in images, which was corrected by manual
image flipping in [37].
Table 7. Separated vocabularies model statistics for the Caltech-101
dataset
SRN
Category Nodes Edges Avg deg. CIPC Parts
Face 147 1842 25.1 22
Motorbike 297 1311 8.83 27
Airplane 226 983 8.70 10
Car 197 850 8.63 17
Table 8. Confusion matrices for the Caltech-101 dataset based on four
separate category models. Each category model(j) only outputs
whether a query image contains an exemplar of category(j). The table
entry(i, j) is the percentage of query images belonging to Category(i)
that are detected to contain an instance of Category(j) (by using a
category model(j)). The top table corresponds to the case where SUVMs
are created using separate dictionaries, whereas the bottom table
corresponds to the shared dictionary case.
Models −→ SUVM(Separate)/(Fergus et al. [37])
Query Image ↓ F M A C
(F)ace 0.980/0.964 0.069/0.33 0.215/0.32 0.252/-
(M)otorbike 0.000/0.50 0.95/0.925 0.370/0.51 0.237/-
(A)irplane 0.000/0.63 0.007/0.64 0.665//0.902 0.025/-
(C)ar 0.000//- 0.000/- 0.002/- 0.600/-
Models−→ SUVM (Shared)
Query Image ↓ F M A C
(F)ace 0.972477 0.087156 0.674312 0.073394
(M)otorbike 0.007500 0.960000 0.675000 0.140000
(A)irplane 0.000000 0.002500 0.745000 0.117500
(C)ar 0.000000 0.000000 0.167500 0.970000
Column 1 in the top table, for example, shows that the face SUVM
returned no false-positives (FPs) when tested on non-face images; the
face model in [37], on the other hand, returned 50% FPs on Motorbike
images. Similarly, the FP rate on face images for the Motorbike model
is 6.9% for SUVM vs 33% in [37]. The bottom table shows that the
Face, Motorbike and Car models do extremely well, even without a
separate multi-class classifier.
preceding session, and get models with statistics shown in
Table 8.
Now, if an image from say the motorbike category is in-
terpreted through the lens of a Face visual dictionary, then
most of the extracted image patches are beyond the coverage
capability of the Face model’s vocabulary. That is, given a
candidate patch from a motorbike image, whether it is part of
a Motorbike or part of the background, it has an equal chance
to be interpreted as a foreground visual word (i.e., as being
a viewlet defining a view of a Face) or as background visual
word (i.e., as being detected as one of the visual words that
do not form a viewlet belonging to the SUVM for a Face). As
a result, a lot of viewlets belonging to the SUVM for a Face
will be detected in any given Motorbike image. Yet, as the
results shown in Table 8 show (alongside those from similar
experiments in [37]) none of the Motorbike images are detected
as a Face, when interpreted through the lens of a Face SUVM!.
As a result, if the model is still able to discriminate faces
from motorbikes, the power can only be from the structural
and spatial information. We can see that our SUV model
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outperforms that of Fergus’s[37] with a large margin.
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