Abstract-K-means is one of the most widely used algorithms for clustering in Data Mining applications, which attempts to minimize the sum of the square of the Euclidean distance of the points in the clusters from the respective means of the clusters. However, K-means suffers from local minima problem and is not guaranteed to converge to the optimal cost. Kmeans++ tries to address the problem by seeding the means using a distance-based sampling scheme. However, seeding the means in K-means++ needs O (K) sequential passes through the entire dataset, and this can be very costly for large datasets. Here we propose a method of seeding the initial means based on factorizations of higher order moments for bounded data. Our method takes O (1) passes through the entire dataset to extract the initial set of means, and its final cost can be proven to be within O( √ K) of the optimal cost. We demonstrate the performance of our algorithm in comparison with the existing algorithms on various benchmark datasets.
Introduction
K-means has been used over a wide range of Data Mining Applications for years. It is the most common algorithm for extracting clusters from datasets containing real attributes. The simplicity and scalability of K-means make it very appealing. In recent times it has also been used for feature extraction purpose, which is further used for classification using Neural Networks in [1] . K-means is an NP-hard problem even for K = 2 [2] , and only heuristic solutions exist. Perhaps the most common of such heuristics is Lloyd's algorithm, which uses an EM-style approach; it first assigns the points to different clusters according to their distance from the means of the clusters and then updates the cluster means by averaging out the points in each cluster. The algorithm uses a random initialization and comes with no guarantee to reach the global minima. The K-means++ in [3] addresses the problem by using an initial seeding of the means. The expected cost of K-Means++ over different executions lies within a bound of O (log K) times the optimal cost. However, the algorithm uses K passes through the entire dataset to seed the means, which makes it very expensive for a large amount of data. K-means|| in [4] suggests a method to oversample the means during every pass to reduce the number of passes in the seeding phase. The oversampling strategy also improves accuracy in case there are outliers present in the dataset, by reducing the susceptibility of the seeding means to outliers. There are other variants of K-means algorithm, such as [5] and [6] . Most of these algorithms build on K-means++ and aim to reduce the computational burden, rather than improving accuracy. Hence, we limit our discussion on K-means++ and K-means||.
There have been recent developments on clustering algorithms based on Method of Moments (MoM), also referred to as Spectral Methods in the literature. Unlike traditional clustering algorithms which rely on EM or similar algorithms to maximize the likelihood of the data, MoM tries to learn the parameters from the higher order moments of the data, and has been successfully applied for Hidden Markov Model in [7] and [8] , for Topic Modeling in [9] , for various Natural Language Processing applications in [10] , [11] , for Mixtures of Gaussian in [12] and for Spectral Experts of Linear Regression in [13] .
Here we propose a method to extract a set of K-Means based on Method of Moments, and use the means to seed KMeans algorithm. We assume the norm of the data instances to be bounded. This assumption holds true for real datasets since any dataset generated from a real life application is always bounded. We show the derivation of our algorithm, and the theoretical bounds, and then show the competitive performance of our algorithm on various datasets in comparison with the existing algorithms.
Problem Formulation
Given a dataset X ⊆ R D , K-means algorithm tries to find a set C ⊆ R D of K centres (K > 0) which optimizes the following cost function:
The algorithm is usually started with a random initialization but fails to converge to global minima of the objective. K-means++ tries to alleviate the problem using an initial mean seeding. K-means|| introduces a method to reduce the number of passes during the seeding phase, by oversampling seeding points during each pass. In our algorithm, we propose a probabilistic method to extract the means of the cluster based on the covariance and third order central moment of the data, which we outline in this section. Please note that we do not try to find a non-parametric version of K-means unlike [14] ; although our model is probabilistic, we assume a fixed value of K.
Method of Moments
Here we formulate a generative model for K-means, where we select a cluster h randomly based on the proba-
. . K, and choose a data point in the vicinity of the mean of the cluster.
where, µ X = E x∈X [x] is the population mean. E h is the p.d.f of hth cluster of the centered data, i.e., E k = p[x − µ X |h = k], and µ h ∈ R D is the mean of the hth cluster of the centered data, i.e.
Assumptions.
1) The data instances are bounded, i.e. ||x|| ≤ B for some
2) The dimensions of the data are conditionally independent given the cluster h, i.e.,
where
and µ X d is the dth element of the vector µ X , and
Please note that the second assumption conforms well with the definition of K-Means since the cost function of K-Means (Equation 1) does not include the covariance terms between the dimensions. Had we considered those terms, the Euclidian distance would have been replaced by Mahalanobis distance.
Following the assumptions, the mean of the centered data takes the form,
If the covariance matrix is M 2 ∈ R D×D , then any element of M 2 can be expressed as,
where µ ki is the mean along the ith dimension of the data, and so on.
Therefore, the covariance matrix M 2 can be expressed as,
Similarly, the third order central moment M 3 can be expressed as,
The aim of our algorithm is to retrieve the cluster means 
Let us note that, upon whitening, M 2 takes the form:
by W across all three dimensions, we get
Upon canonical decomposition ofM 3 , if the eigenvalues and eigenvectors are
k , and,
The means
as, 2 will lead into an error that will propagate to the subsequent computation of the means. We do not compute any variance term. Also, the Mixture of Gaussians algorithm needs the number of data instances N ≥ poly(D) (Theorem 3 in [12] ). This can be difficult to attain especially for high dimensional datasets where N < D. Our algorithm does not have any such requirements, and can work well with high dimensional datasets, as explained in the next section.
Implementation Detail
We carry out our entire implementation using the cen-
X . The size ofM 2 can be very high for high-dimensional datasets. Since N < D for such datasets, we carry out the whitening through the eigenvalue decomposition of
We can compute the singular value decomposition are also Σ, whereas P contains the corresponding eigenvalues. If we first compute the top K eigenvalues Σ and corresponding eigenvectors P of 1 NXX , since P P = I, the matrix U can be computed as,
Also, we do not need to explicitly compute M 3 . Since
The overall algorithm is described as Algorithm 1. Beyond the storage of the data, the whitening step takes O(min(N, D)
2 ) space, and the rest of the algorithm O(K 3 + DK). The whitening step is the main bottleneck of the algorithm, and we carried it out using eigs function in Matlab, which uses Arnoldi's iterations for K largest eigenvalue extraction, and has a complexity of O(n 2 K)
Algorithm 1 Method of Moments for K-means Seeding
Input:
X as Σ, and corresponding eigenvectors as U Else Compute the top K eigenvalues Σ and the corresponding eigenvectors P of
for a dense square matrix of size n × n [15] . Therefore the whitening process has complexity
The computation of M 2 and whitening takes a single pass through the entire dataset. Even if the dataset is distributed across nodes, assuming there are P nodes, M 2 can be computed as
, where M 2p is the covariance matrix computed using only the data located at node p.M 3 can be constructed by another pass through the entire dataset, resulting in O(1) passes for the entire seeding process. Again, for a distributed system with P nodes,M 3 can be computed usingM 3 =
, whereas the complexity of extracting K eigenvectors ofM 3 each up to an accuracy of is O K 4 log(1/ ) . Therefore, the overall complex-
. The tensor factorization does not require any more pass through the dataset. We used the Tensor Toolbox [17] for tensor decomposition, which gives very similar result to the Robust Power Method in [16] . Dataset for some δ ∈ (0, 1), if we run Algorithm 1 on N i.i.d. samples such that N ≥ max (n 1 , n 2 , n 3 ), where
for some constants c 1 , c 2 , and the resulting clusters arê C 1:K with means {μ k } K k=1 , then with probability at least 1 − δ, The proof is given in the supplementary material. Please note that although we derived the bound assuming ||x|| ≤ 1, even if we assume ||x|| ≤ B for some B ∈ R + , all the eigenvalues of M 2 as well as the Frobenius norms of M 2 and M 3 will scale accordingly, and the constants c 6 and c 7 will be proportional to B 2 .
Experimental Results
We demonstrate the performance of our algorithm on a synthetic dataset first, and then on a few real datasets. We choose real datasets with known cluster labels; this enables us to evaluate the performance in terms of clustering indices like Normalized mutual information (NMI), Rand Index & Purity. For K-means||, we use r = 5 and l = 2K, since these settings usually give the best results as described in [4] . For each method of initialization, we run the K-means iterations until φ t−1 (C) − φ t (C) < ηφ t−1 (C), where φ t (C) is the cost defined in Equation 1 at iteration t. We carry out our experiments on Unix Platform on a single machine with Intel i5 Processor (2.4GHz) and 8GB memory, and no multithreading or any other performance enhancement method is used in the code.
Case: D > K
We first show our results on a synthetic dataset generated from Gaussian Mixture model. We generate 5000 points from 10 component Gaussian Mixture with dimension D = 20 and with σ = 1 along each dimension. The convergence threshold η is kept at 0.001. Method of Moments produces the best clustering indices in competitive execution time.
Thereafter, we show the performance of different KMeans method on real-life datasets, namely Wine dataset for classifying wine quality, Isolet dataset for speaker recognition, HAPT dataset for Smartphone-Based Recognition of Human Activities and Postural Transitions [18] , MNIST dataset for handwritten digit recognition, Yale-B dataset for face recognition and CIFAR datasets for generic image recognition. The experiment for each K-Means algorithm is repeated for 10 executions. The aggregated results along with the detail of the dataset are listed in Table 1 . We used η = .01 for Wine dataset, and η = .001 for the rest. The variation in different clustering indices for each algorithm is shown in Figure 1 using boxplots. The faces corresponding to the means of Yale-B datasets are shown in appendix.
MoM produces very competitive results compared to the rest of the methods. Its results are distinctly better than the rest for MNIST and Yale-B datasets. It produces better Rand Index for all the datasets except one. It finishes in a similar time as K-Means++. Although K-Means takes less time than MoM in some cases, MoM almost always produces better clustering than K-Means. K-Means|| takes a lot more time that the rest on a single node since the algorithm has computational benefit only in distributed frameworks.
Case: D ≤ K
The only limitation of our algorithm is the requirement D > K, since we can not whiten 
. . D}, i = j and σ i is the standard deviation along ith dimension of the data and so on. We used η = 0.01 for convergence threshold of K-Means iterations, and aggregated the results over 100 executions.
MoM produces best results with minimal variation of the results across different executions ( Table 2) . We can synthesize features 
For Iris dataset, M was chosen as 2, although we did not take into account the features combining three or four attributes.
Conclusion
Here we represent a probabilistic interpretation of Kmeans algorithm based on latent variables. Latent Variable Modeling has been used in various applications. However, these algorithms assume that the clusters are generated from a particular probability distribution. K-means, on the other hand, imposes no such assumption and is a much more versatile algorithm for clustering real datasets. Here, we show how we can incorporate the latent variable model can in K-means without assuming the clusters to follow any particular distribution. The only assumption needed is the bounded norm of the data, which holds well for real-life datasets.
Our algorithm has a proven bound of O( √ K) on the final cost. Please note that this is an additive bound, whereas K-Means++ has a multiplicative bound of O(log K), and these two bounds are not directly comparable. We establish the competitive performance of our model through various experiments. It requires O (1) passes through the entire dataset to compute the second and third order moments to extract the initial set of means even when the data is stored across a distributed framework. In practice, it will require only two passes to compute the moments. For smaller datasets, the tensor factorization takes a lot more time compared to the K-Means iterations. As the size of the dataset and K increase, the K-Means iterations become comparable to or even supersede the tensor factorization step in computational cost. For the largest dataset of CIFAR-100 with K = 100, our algorithm finishes in the minimum time of all.
Without loss of generality, we can assume that the means corresponding to the latent variable model in Equation 2 are the optimal means. Now, let us assume that we run MoM on N i.i.d. samples, and the resulting means areμ 1 ,μ 2 . . .μ K . Then, if we change the mean of kth cluster from µ k toμ k keeping the cluster assignment of the points same,
Taking into account all the K clusters,
The LHS is the cost incurred keeping the cluster assignments C 1:K but changing the means to {μ k } K k=1 . Now, if we keep running the Lloyd's iterations seeding the means with {μ k } K k=1 , at each iteration the cost will decrease, and the LHS will converge to a local minima. If the final cluster assignment isĈ 1:K , then φ(
Therefore, we can write,
Next, we will establish a bound on ||µ k −μ k || for k = 1, 2 . . . K.
Appendix B. Vector Norms
Let us assume that we draw samples from a distribution which satisfies ||x|| ≤ B. Let the true covariance matrix and the third order moment of the population be M 2 and M 3 . Let us assume that we select N i.i. d. samples x 1 , . . . x N from the population such that N K, and the covariance and the third order moment estimates areM 2 andM 3 . Let
We use the second order operator norm of the matrices here. Let us assume ε M2 ≤ σ K (M 2 )/2, where σ K is the Kth largest eigenvalue of M 2 . We will derive the conditions which satisfies this later.
If Σ = diag(σ 1 , σ 2 . . . σ K ) are the top-K eigenvalues of M 2 , and U are the corresponding eigenvectors, then the whitening matrix W = U Σ −1/2 , and, W M 2 W = I K×K . Therefore,
LetŴ be the whitening matrix forM 2 , i.e., W M 2Ŵ = I K×K . Then by Weyl's inequality,
Also, by Weyl's Theorem,
Let D be the eigenvectors ofŴ M 2Ŵ , and A be the corresponding eigenvalues. Then we can write,
Appendix C.
Tensor Norm
Let us define the second order operator norm of a tensor T ∈ R D×D×D as,
Lemma 1. For a tensor T ∈ R D×D×D , ||T || 2 ≤ ||T || F , where ||T || F is the Frobenius norm defined as,
Proof. For any real matrix A, ||A|| 2 ≤ ||A|| F . Let us unfold the tensor T as the collection of D matrices, as,
Therefore,
Using Cauchy-Schwarz inequality,
Let us define ε M3 = ||M 3 −M 3 || 2 . Then from Appendix B in [13] ,
, and N ≥ c 2 (log K + log log (λ max / )). Then if Algorithm 1 in [16] is called for K times, with L = poly(K) log(1/η) restarts each time for some η ∈ (0, 1), then with probability at least 1 − η, there exists a permutation Π on [K] , such that,
If the original K clusters are C 1:K , then,
This is proven as Lemma 5 in [13] . To keep the equations simple, we assume ||x|| ≤ 1. Please note that we can simply replace x by x/B to get back the original equations. If ||x|| ≤ 1, then ||x ⊗ x|| and ||x ⊗ x ⊗ x|| F are also bounded by 1. Therefore, we can say that with probability at least 1 − δ (Lemma 7 in [21] ),
and,
Let us define
Each of the terms of RHS can be bounded with a probability of δ, resulting in a total probability of 3δ (using union-bond principle), i.e., with a probability of 1 − 3δ,
Replacing δ by δ/3, we can say with probability at least 1 − δ,
Also, since ε M2 = ||M 2 −M 2 || 2 ≤ ||M 2 −M 2 || F , to satisfy ε M2 ≤ σ K (M 2 )/2, we need,
This contributes in the second lower bound (n 2 ) of N in Theorem 1.
Please note that, Therefore, using 33,
Combining all the terms results in a bounding probability of 10δ using union-bound principle, and 13 units of bounding norm, i.e., with probability at least 1 − 10δ,
Replacing δ with δ/10, with probability at least 1 − δ,
Appendix E.
Completing the Proof
From Lemma 1, we get ε M3 ≤ ||M 3 −M 3 || F . Also, ||M 3 || 2 ≤ ||M 3 || F ≤ ||x ⊗ x ⊗ x|| ≤ 1. Therefore, from equation 30, , we get 
