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1. Правило останова по малости невязки. В действительном гильбертовом про-
странстве H решается линейное операторное уравнение I рода 
d= yAx ,      (1) 
где d£- dуу , А – ограниченный, положительный, самосопряженный оператор, для 
которого нуль не является собственным значением, но SpAÎ0 , т. е. рассматриваемая 
задача некорректна.  
 
Предположим, что при точной правой части y решение задачи существует. Для его 





,1, ==a+a--a-= dddd-d-d xxAyxAExAEx nnn     (2) 
где Е – тождественный оператор, -a итерационный параметр.  
 





















   (3)  
Предполагаем, что при начальном приближении d,0x  невязка достаточно велика, 
больше уровня останова ,e  т. е. .,0 e>- dd yAx  Показано, что правило останова по 
невязке (3) применимо к методу (2).  Справедлива 
Теорема.  Пусть MAAA £³= ,0* , 
M4
5
0 £a<  и момент останова 
( )d= mm  в методе (2) выбирается по правилу (3), тогда xxm ®d, при 0®d . 
Пусть ,zAx
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2. Численный модельный пример. Рассмотрим в пространстве )1,0(2L  задачу в 
виде уравнения Фредгольма I рода ò =
1
0
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=  была вычис-
лена в точках ,ihti =  mi ,1=  правая часть )(ty  рассматриваемого уравнения. Данная 
задача относится к классу обратных задач теории потенциала, и она некорректна. 
Обычно на практике мы не знаем точной функции )(ty , а вместо нее известны значения 
приближенной функции )(
~ ty  в некотором числе точек с определенной, часто известной  
погрешностью  , и по этим  приближенным данным  требуется  приближенно найти ре-
шение. Чтобы имитировать эту ситуацию, будем считать заданными значения iy
~
, 




ity 10)( × + 0,5] / ,k10  квадратные 
скобки означают целую часть числа и k = 3.  
Будем решать задачу методом (2), который в дискретной форме запишется  
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При счете используется 8,0=a . Для решения задачи сведений об истокообразной 
представимости точного решения не потребовалось, так как здесь воспользовались пра-
вилом останова по малости невязки (3), выбрав d=e 5,1 . Итак, при 001,0=d  для до-
стижения оптимальной точности при счете явным двухшаговым итерационным процес-
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В замыкании [ ) [ ]0, 0,Q l= ¥ ´  области ( ) ( )0, 0,Q l= ¥ ´  двух независимых пере-
менных ( ) 20 1,x x x Q= Î Ì ¡  рассмотрим одномерное волновое уравнение 
( ) ( ) ( ) ( )
0 0 1 1
2 , ,x x x xa u f Q¶ - ¶ = Îx x x     (1) 
где 
2 ,a l  – положительные действительные числа, 
0 0
2 2
0x x x¶ = ¶ ¶ , 1 1
2 2
1x x x¶ = ¶ ¶  – 
частные производные по 0x  и 1x  второго порядка. К уравнению (1) на границе Q¶  об-
ласти Q  присоединяются условия типа Коши и граничные условия на боковых ее частях 
( ) ( ) ( ) ( ) [ ]
01 1 1 1 1
0, , 0, , 0, ,xu x x u x x x l= j ¶ = y Î                     (2) 
 
( ) ( ) ( ) ( ) ( ) [ )
0 0
2 (1) (2)
0 0 0 0 0,0 , , , 0, 0, .x x u x x u x l x x¶ + b¶ = m = m b ¹ Î ¥        (3) 
 
Здесь ( ):f Q x f x' ®  – заданная функция на Q , [ ] ( )1 1: 0,l x xj ' ®j Î¡ , 
[ ] ( )1 1: 0,l x xy ' ®y Î¡  – функции на [ ]0,l , ( ) [ ) ( )( )0 0: 0,j jx xm ¥ ' ® m Î¡ , задан-
ные функции на [ )0,¥ , 1,2=j . 
В аналитическом виде строится классическое решение задачи (1)-(3) и выписывают-
ся необходимые и достаточные условия на заданные функции в условиях приведенной 
задачи, при выполнении которых существует единственное решение изучаемой задачи. 
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