Abstract-This paper introduces two models for influence in networks, and presents some upper and lower bounds for time needed to reach stability in these models. The first, called the Majority Model, is an expansion on the "Democrats and Republicans Model" that uses cascades to initialize the influence network rather than randomly assigning each node an initial opinion. By slightly modifying a network introduced by Frischknect, Keller, and Wattenhofer [10] to fit the specifications of the Majority Model, we show that Frischknecht et al.'s lower bound for stability of ⌦(n 3 2 ) on the Democrats and Republicans Model also holds in the Majority Model.
I. Introduction
I NFLUENCE networks are networks in which each agent influences the state of its neighbors. Such networks are studied in a variety of fields to understand personal relationships [9] , evolution of culture and language [1] , [20] , democratic debate and voting systems [11] , [16] , infectious diseases [21] , and much more. This paper deals primarily with upper and lower bounds for time taken until networks stabilize, information that can be helpful, for example when retracing the evolution of culture or predicting how a disease will spread through a population.
In this paper we examine generic influence networks under two di↵erent models: The Majority Model and the Certainty Model. The Majority Model is very similar to the "Democrats and Republicans" Model as analyzed by Frischknecht et al. [10] , in which there are two possible opinions {0, 1} and every node v in the graph G = {V, E} holds the opinion which most of its neighbors held in the previous timestep, in any given timestep t let the opinion of node v be represented as y v (t). It is known that stability under the Democrats and Republicans Model will be reached after O(n 2 ) timesteps, where stability implies that for all future timesteps the opinion of each node will be the same, if not every timestep, at least every other timestep, i.e. y v (t) = y v (t + 2). Frischknecht et al. showed that there exists a family of graphs for which time to stability has a lower bound of ⌦(n 3 2 ) timesteps [10] . The Majority Model mainly di↵ers from the Democrats and Republicans Model in that nodes in the Majority Model are not randomly assigned an initial opinion of 1 or 0. Instead there are two initial "experts" each of which is assigned a di↵erent opinion at time t = 0 and in every subsequent timestep these opinions spread, or cascade, from the experts to the other nodes in the network. At least two experts are necessary as it is important that both opinions be represented and it is possible to have more experts; however, for reasons of simplicity, only two were used in this paper.
We chose to initialize the nodes with cascades rather than arbitrary assignment for three reasons. First, we chose to use a cascade because with an arbitrary assignment of opinions it is possible that the initial arrangement of opinions will be inconsistent with the rest of the model, that is there is no distribution of opinions on that graph that would lead to that arrangement of opinions in any subsequent timestep. Second, we chose a cascading model of initialization because some arbitrary arrangements seemed unrealistic e.g. only every other node on a line might hold the same opinion. Finally, we used experts to initialize the network in an attempt to not only understand how opinions stabilized but also to simulate how opinions spread through a network, something that could be applicable to models of how people react to new products or political candidates.
Another di↵erence is that in the Majority Model, neighborhoods are open, meaning nodes consider their own opinion when looking at what the majority opinion is in their network. The Democrats and Republicans Model uses closed neighborhoods, which by definition do not include the node the neighborhood is in relation to. We made this change to reflect a degree of self-confidence from the agents in their own opinions.
By modifying a network introduced by Frischknecht et al., we were able to obtain a lower bound for stability of ⌦(n sentation used in the Democrats and Republicans Model. For example, during a two party election voters must vote in one of two way, but there is a range of passion and certainty for this choice that is not represented by the electoral system. When a candidate seeks to win more votes, it may be useful not only to know simply who is for them but by how much, and by how much others are against them. The Certainty Model also helps show that within a network while a neighbor with an opposing opinion may not change the opinion of an agent it still has an e↵ect on the agent and may make the agent more likely to change opinion in the future.
The Certainty Model like the Majority Model follows the spread of opinions by two initial experts through a network. The Certainty Model di↵ers in that it includes a variable designed to reflect the amount of certainty or doubt each node has in its opinion. In each timestep a node's opinion is equal to the opinion its neighbors held with the most cumulative certainty in the previous timestep. For example, if a node v has two neighbors with a cumulative certainty in opinion A of 75 and three neighbors with a cumulative certainty in opinion B of 30, the node will have opinion A in the next time step. A node's certainty is equal to the floor of the average certainty in its opinion that each of its neighbors had in the previous timestep, so for the previous example, v's certainty will be x v (t + 1) = b 75 30 5 c = 9. The floor is taken for a variety of reasons but primarily it was used to conserve memory when the model was tested; any tested model would eventually have to specify a digit at which to round up or down. We suspect that the choice of taking the floor was not significantly di↵erent than the choice to take the ceiling would have been, although several proofs do depend on the fact that the floor was taken.
The rest of this paper is organized as follows: Section II discusses related work. Section III contains the technical definitions of both the Certainty and Majority Models. Sections IV and V provide additional information on the Certainty and Majority Models. Section VI describes our experiments and results. And finally our conclusions are drawn in Section VII.
II. Related Work
An information cascade, such as those used in both the Majority Model and Certainty Model, is a kind of chain reaction within a social network. The adoption of an opinion or practice by one agent triggers the adoption of the same opinion by other neighboring agents [7] . There are three main cascading models: the threshold model, the independent cascade model, and the trigger model [13] . In the threshold model, agents select a threshold between 0 and 1. If the proportion of their neighbors that have adopted some new opinion is above this threshold, the agent also adopts the opinion. In the independent cascade model, agents attempt to convince each of their neighbors of a new opinion with a certain probability of success, but are only able to do so in the timestep after they themselves are convinced [13] . 1 Finally, in the trigger model, each agent watches a certain set of agents, when one of those agents adopts a new opinion, the watching agent adopts that opinion in the next timestep [13] .
Information cascades are rarely used in the study of influence networks or opinion dynamics, instead most models randomly assign each node an opinion before the first timestep. One of the reasons for this method of initialization is that in opinion dynamics models were not always structured around social networks. The first paper in the field of opinion dynamics was published by John French in 1956 [9] and described a system in which agents slowly change their views to align more closely with the opinions of authority figures. The closer the authority figure's opinion to the agent's opinion, the more sway that authority has over the agent. This model would not have been conducive to initialization by an information cascade. In French's paper, influence only flows in one direction, from the authority figure down, and the convergence of all opinions in the chain to one opinion is inevitable as long as there is one ultimate authority [9] .
Since French, most researchers have dealt with networks of bidirectional influence [14] . In 1974, Morris DeGroot built on French's model by adding a trust matrix, a directed and weighted social network on which one agent can influence another in proportion to the weight of the directed edge connecting the first agent to the second. Unlike French's model, the degree of influence one node has over another is independent of the similarity of the two agents' opinions. DeGroot's model also di↵ers in that it uses a social network [6] .
In both French's and DeGroot's models agents move to the mass center, weighted or unweighted, of every opinion that they encounter [9] , [6] , [2] , i.e. each agent's opinion becomes the mean opinion of every agent influencing it. This compromising heuristic is a popular choice, but not the only one.
The De↵uant-Weisbuch model, for example uses the compromise heuristic but only after a certain threshold amount of agreement has been established. If the opinions of two agents di↵er more than a predetermined threshold value, nothing happens. If the opinions are similar enough, the di↵erence between them is multiplied by some factor and added to the current opinion of both agents [5] .
Conformity is the second way in which agents change their opinions. In models employing conformity, an agent overwrites its previous opinion with the opinion of the neighbor influencing it. Axelrod's cultural adoption model uses something between compromise and conformity. Each agent is given a range of opinions on 5 to 15 issues. These opinions determine the agent's culture. While communicating with a neighbor, an agent will adopt one of the previously di↵ering opinions from its neighbor with a probability equal to the cultural similarity of the two agents, conforming completely with the other agent's opinion, but only on one issue [1] . Most models in which agents conform completely are those that seek to track the spread of diseases, a topic that is generally not categorized as opinion dynamics but epidemiology [21] .
Finally, a stubborn agent is one that, as introduced by Yildiz in 2010, will not shift its opinions at all [19] . Of course, a network made up of only stubborn agents would not be very 1310 interesting, which is why Yildiz and subsequent researchers have examined the e↵ects of varying proportions of stubborn, compromising, and conforming agents existing on the same network [12] , [3] .
In 2014 an online experiment was conducted in which each participant was asked a simple question. Next, the participants were shown fake results, supposedly what other participants had answered to the same question. Then, the participants were asked the same question again [4] . This experiment clearly is not able to model how individual relationships or reoccurring interactions to opposing opinions tie into the formation of an individual's opinions, however three types of individuals, stubborn, compromising, and conforming, were clearly identifiable. This result lends credibility to the aforementioned studies that modeled these personality types. Interestingly, the number of stubborn participants often depends on the size of the fake group of neighbors shown to be in disagreement [4] .
III. Model Definitions
For both models analyzed in this paper we use information cascades to initialize the opinions of agents on social networks, G = (V, E), of n agents, V = {1, ..., n} and a set of relationships between agents E, which are the edges in the graph G. At every timestep agents move to the mass center of the neighborhood they are in, disregarding neighbors without an opinion. In the Certainty Model each agent takes each of its neighbors' opinions into account in proportion to that neighbor's confidence. In the Majority Model each neighbor's opinion is taken into consideration with no weighting of confidence. The aim of these two models is to analyze the e↵ect of a cascading initialization as well as to gage impact of a spectrum of certainty in opinion.
Each agent i 2 V has a certainty, x i (t), modeled by a natural number between 0 and 100, of an opinion y(t) 2 {0, 1, ?}. Before an agent has heard of the issue it has no opinion, ?, and no certainty in that opinion; this represents the initial state of all of the agents.
In the first timestep the population is seeded with e experts, with opinions of 0 or 1 and certainties in those opinions greater than 0. In this paper only two experts were used. These experts spread their opinions to each of their neighbors who spread the opinions to all of their neighbors, in an cascade.
The set B(t) is the set of all nodes on the graph holding the opinion that the more certain expert held in the initial timestep, t = 0 and the set S (t) is the set of nodes holding the opinion that the less certain expert held when initially seeding the graph. Without loss of generality, it will be assumed from this point forward that B(t) is the set of nodes holding the 0 opinion and S (t) is the set of nodes holding the 1 opinion.
To form or change opinion and certainty, agent i will consider the size and certainty of the groups of its neighbors belonging to B(t) compared with those belonging to S (t). Let N i be the open neighborhood of i, i.e. the set of neighbors that does not include i and letN i be the closed neighborhood, including i.
If the agent's opinion is newly formed, meaning in the previous timestep the agent had no opinion, then it will not be considered a part of its own neighborhood and will not consider its own opinion, or certainty, in the calculation of its opinion and certainty in the next timestep. After this initial timestep the agent will always be included in the neighborhood, even if its opinion changes. The inclusion of the agent in its own neighborhood is meant to model self confidence in the agent's own opinion, however if the agent's opinion is newly formed this the agent may not have very much self confidence, which is what we were trying to model with a delay.
In the Majority Model, agent i gains and changes opinions, based on the number of neighbors which hold each opinion.
In the Certainty Model, agent i gains and changes opinions and certainty, based on the opinions and certainties of its neighbors. Let x S umB i = P j2B i (t)
x j (t) and let x S umS i = P j2S i (t)
x j (t)
IV. The Majority Model
To analyze the e↵ect of a cascading initialization we developed the Majority Model and compared it to the Democrats and Republicans Model as analyzed in 2013 by Frischknecht et al. Frischknecht et al. found that on a certain set of graphs, the Democrats and Republicans Model had a ⌦(n 3 2 ) lower bound time complexity to stability. This was accomplished through the introduction of a set of nodes called a transistor. See Figure  1 . A transistor of size k can change a path of size O(k 2 ) inO(k 2 ) timesteps and when there exist k transistors the same path can be changed k times [10] . We show in Appendix E that given very specific starting points and small alterations to the transistor, the cascading Majority Model can accomplish the same ⌦(n 3 2 ) time bound for stability on similar graphs. The transistor created by Frischknecht et al. at first seems like a very specific subcase of the Democrats and Republicans Model as every node must have a specific initial opinion in order for the lower bound to apply, however the fact that the transistor continues to work when only two nodes on the graph are initialized to specific opinions shows the transistor to be a more robust structure. At the same time the fact that the same time bound was found shows that, generally, there is probably not much di↵erence between the arbitrary assignment of nodes to a specific state to initialize a network and assignment through cascade. 
V. The Certainty Model
To analyze the e↵ect of a spectrum of certainty on the time to stabilization the Majority Model was compared to the Certainty Model. We found that the Certainty Model stabilizes within O(d) timesteps where d is the diameter of the network, once every node had an opinion, See Appendix D for proof. In most cases every node gained an opinion within O(d) time as well, however there were rare cases in which it took O(n) timesteps for every node to gain an opinion because of balance, the state of a node which has neighbors of equal cumulative certainty for both opinions presents.
A node in a state of balance cannot change its opinion and if the node does not have an opinion then it will be unable to gain an opinion if it is balanced. For example, as shown in Figure  2 , if a node at time t has two neighbors of one opinion with certainty 30, and another neighbor of the opposing opinion with certainty 60, in the next timestep, since neither opinion's certainty outweighs the other, the node in question will not be convinced of either opinion. This may be a permanent balance, in which case stability of number will not have been delayed, or it may be a temporary balance, broken when one neighbor changes certainty. Observe that if there is not path between nodes in S and nodes in B that does not include a balanced node then the balanced nodes will never become unbalanced. This is because for the node v which is balanced to become unbalanced and gain an opinion at some t either P j2B v (t 1)
x j , meaning the certainty of one or more of v's neighbors must change for balance to be broken. Nodes only change certainty when met with an opposing opinion or a lesser certainty. Therefore until nodes of one opinion meet with a node of the opposing opinion all nodes of both opinions will have the same certainty. If nodes never change certainty, balance cannot be broken.
In Figure 2 when there is a path between S and B that does not include a balanced node the balanced node becomes unbalance as soon as the decreased certainty from the converted node travels back to the balanced node, that is four timesteps after the uppermost node gains certainty 15. If, in Figure 2 the original certainties were 32 and 16, it is the second timestep after the reduced certainty reaches the point of balance that the node is converted. In theory a configuration might be found in which balance is maintained for a third and fourth timestep, however there is a bound to the number of timesteps this can continue. Theorem 1. It will take O(n) timesteps for a balanced node to become unbalanced and form an opinion, if it can become unbalanced.
Proof. Let G 0 be the subgraph of the graph G that does not include the balanced nodes. If G 0 stabilizes uniformly then, by the definition, all nodes will hold the same opinion. Once all nodes hold the same opinion in G 0 , the balanced node in G will become unbalanced. This will happen in no fewer than d 0 timesteps by Lemmas 13, Theorem 2, and Theorem 3 in Appendix D.
If G 0 reaches stability in a state of stando↵, by Theorem 3 in Appendix D we know that every node will change its certainty until it reaches 0 in d 0 timesteps. If the balanced node v in G is still balanced at this time then G 0 is stable. v 1312
will not become unbalanced because after stability is reached in G 0 none of the balanced nodes neighbors will change in certainty or opinion and so will not be able to unbalance v.
In either case it will take O(d 0 ) timesteps for stability of number to be reached. As d 0 can be no larger than n 1 stability of number will be achieved in O(n) time. ⇤
A. The Floor Function
In order to test this model the number of significant figures in the number representing the certainty of a node had to be specified. Whatever significant figure was decided upon would, at some point, need to be rounded up or down based on the nature of the nodes moving to the mass center of the opinions of all of their neighbors. To simplify the model for a human observer we decided to represent the certainty of the nodes only by whole numbers between and including 0 and 100. For ease of testing it was decided that the floor function would be applied to every average taken. It is suspected that the results would remain the same if the ceiling function, rather than the floor function, had been chosen; however the use of the floor function is essential to the proofs that support a O(d) upper bound for stability in a graph once every node has an opinion and therefore also to the overall O(n) upper bound. Had the average been taken without the use of the floor or ceiling function, we suspect that, in some cases, stability may never have been reached, that is that certainties might have continued to change very slightly for all future timesteps.
B. Stando↵ and Uniformity
Definition 2. A graph is in a uniform state if it is stable with respect to opinion, and every node holds the same opinion. That is, either |S | = 0 or |B| = 0. Definition 3. A graph is in a state of stando↵ when both opinions are represented, i.e. |B| 1 and |S | 1 and stability of certainty has been attained.
Since we start with |B| = |S | = 1 and it is never possible for a node to revert to having no opinion, stando↵ and uniformity are the only two possibilities to reach stability of opinion. 2 
VI. Empirical Data
We ran the models on three types of networks: geometric graphs, preferential networks, and facebook groups. The largest of these networks was a facebook group with 876 members the smallest a group of 40. The geometric graphs each had 200 nodes and the preferential contained 50, 100, 150, 200, and 250. All networks were fully connected, for the purpose of this research if there existed unconnected subgraphs in a facebook group, we removed all but the largest. No vertices or edges were added.
Both of the models were run 100 times on each of the 18 graphs, for a total of 1800 tests for each model. In the tests of the Certainty Model, the initially more certain expert had certainty 100, but the less certain expert initially had certainty of 90, 60, 40, and 10 for 25 runs each. Twenty-five pairs of starting points were used for each pair of initial opinions. The starting positions when the lesser expert's certainty was 90 were the same as the starting positions when the lesser certainty was 60, 40, and 10. T r e e T r e e P r e fe r e n ti a l 2 0 0 P r e fe r e n ti a l 1 0 0 P r e fe r e n ti a l 1 5 0 P r e fe r e n ti a l 2 5 0 P r e fe r e n ti a l 5 0 Each test was allowed to run until stability was established and, probably because it had one fewer variables to make stable the Majority Model took consistently less time to stabilize than the Certainty Model; the Majority Model took an average of 9.2 and a maximum of 165 timesteps to stabilize and the Certainty Model took an average of 70.1 and a maximum of 393 timesteps. Below you can see a plot of the average number of timesteps taken by each graph to reach stability.
Of the 1800 tests done on the Certainty Model only about a quarter, 471, reached a stability in a state of stando↵ and while 1328 gained uniformity. Figure 4 is a breakdown by the type of network of what percentage reached uniformity versus stando↵ and clearly shows that trees and the grid graph were much more likely to result in a stando↵ than were the social networks, whether they were from Facebook or generated. The average number of timesteps to stability on a uniform network was 23.2, a much smaller number than the average of 202.2 timesteps taken to a stable stando↵. Of the 1328 runs that 1313 resulted in stable uniformity, 1304 uniformly held the initially more certain B opinion and 24 held the initially less certain S opinion, showing that having an initially larger certainty is a clear advantage but does not guarantee that the other opinion will not preclude the possibility of the smaller opinion being held by every node on the graph in the final timestep. This also suggests that while having an initially larger opinion is certainly an advantage there are other factors to consider, possibly including initial position of the experts.
Group
P r e fe r e n ti a l 2 0 0 P r e fe r e n ti a l 1 0 0 P r e fe r e n ti a l 1 5 0 P r e fe r e n ti a l 2 5 0 P r e fe r e n ti a l 5 0 In many cases the position of the initial nodes will determine whether uniformity or stando↵ will be reached. However, as seen in Figure 4 , uniformity is more likely on some graphs than others and without knowledge of the position of the initial nodes it is still possible, through analysis of the general graph structure and the initial certainties of each opinion, to determine the likelihood of uniformity or stando↵. The tests show, for example, that tests on the line, trees, grid, rarely, if ever, reached uniformity, though it is possible on each of these graphs.
Observe that on a line, each time a non-leaf node is converted from one opinion to the other, the certainty of the node being converted, b, has at most one third of the certainty of the node, a, which it was converted by;
3 . See Figure 4 .
This reduction is relevant as it means that certainty decreases quickly as an opinion travels along the line. If the larger certainty doesn't reach the end of the line before it becomes too small to convince nodes of its opinion, uniformity will not be reached.
In trees the same logic applies, however a tree with the same number of nodes as a line will have a smaller diameter and therefore the larger certainty will on average have to travel less far to reach the end, increasing the likelihood that uniformity is reached. However, trees are not significantly more likely to achieve uniformity as the certainty of the node convincing must be higher if the node to be convinced has more than one neighbor that agrees with it. In more dense graphs, such as grids, the diameters of the graphs are smaller again, meaning there are fewer timesteps in which the convincing certainty is decremented. A convincing node may also have allies, nodes of the same opinion which are also neighbors to the node being convinced. These allies may allow the certainty of the convincing nodes to be lower than in tree or line graphs. This cuts both ways however, and, as in trees, the nodes being convinced may have neighbors supporting their opinion, requiring a higher certainty in the convincing nodes.
In the Majority Model if a leaf holds an opinion for more than one timestep it will never change opinion in any future timestep, which means uniformity is less likely to occur. This is reflected in the results of the tests seen in Figure 6 where the trees are never uniform. T r e e T r e e P r e fe r e n ti a l 2 0 0 P r e fe r e n ti a l 1 0 0 P r e fe r e n ti a l 1 5 0 P r e fe r e n ti a l 2 5 0 P r e fe r e n ti a l 5 0 
VII. Conclusion and Future Work
In developing the Majority Model we extended the Democrats and Republicans Model and showed that on certain graphs it has the same lower bound when cascades are used to initialize the opinions of the nodes as when the nodes are 1314 initialized arbitrarily in the initial timestep. This similarity implies a robustness for the transistor created by Frischknecht et al.; it also implies that there is little significant di↵erence between the two opinion initialization methods.
Second, in developing the Certainty Model we showed that when a floor function is applied to a spectrum of certainty in an opinion, there is a O(d) upper bound once every node has an opinion and an O(n) upper bound to reach a state in which every node has an opinion.
In the future it would be interesting to investigate how the bounds on both models change with a larger seed set. Minimum seed sets have been researched in the past [15] , [17] but these have been for the spreading of one opinion through a network not two, which is a significant di↵erence. While findings such as the fact that the fact that high degree nodes are not always part of the optimal seed set may be helpful the optimal seed set may take on a new meaning when competing opinions are being positioned on a network.
Another way in which future work might expand upon either of these models would be to run the models on larger and more varied networks in order to identify possible relationships between network attributes such as connected components and the upper and lower bounds. The relationship between connected components and the spread of a single contagion has been previously shown by Ugander et al. [18] .
Appendix A Initialization Proof for Majority Model
In the Majority Model it needs to be proved that nodes in a transistor can be correctly initialized.
Lemma 1. If all nodes in transistor T (k)
as well as all but one of the support nodes have no opinion ? at time t and a 0 has a neighbor I with an opinion, then by t + 4 it is possible to initialize every node in the transistor to the same opinion and every support node to the opposite opinion of that of the transistor.
Proof. Support nodes R are nodes with the opposite opinion to that of the initial opinion of the transistor, which either have a neighbor in the transistor or neighbors in R that have a neighbor in the transistor. Each subset of R will be denoted with the timestep in which it initially gains an opinion as a subscript; additionally the subset of support nodes that do not have a neighbor in T (k) will be denoted R 0 .
The initializer node I, gains an opinion and passes it along to every neighbor each of which pass the opinion along to all of their neighbors. One of the initializer's neighbors is a 0 and as long as none of a 0 's other neighbors have adopted the opposing opinion in the previous timestep a 0 will adopt I's opinion. If a 0 is convinced of opinion 0 at time i + 1, then at i + 2 a 0 will pass its opinion on to a 1 , which, similarly, will have no other neighbors with opinions. In the same timestep a 0 's three support nodes R 2 , will be convinced of opinion 1 by the two nodes which influence them which are in R 0 1 . The nodes in R 0 1 will have gained their opinion from a node which in timestep i held opinion 1, R 0 0 . The timing here is very important, had the nodes in R 2 gained the opposite opinion a timestep before a 0 or even in the same timestep they would have had a majority at i + 2 and swayed a 0 to the opposite opinion.
Next, a 1 will adopt an opinion at i + 2 and its support nodes, R 3 can adopt their opinion at i + 3, influenced by R 0 2 which has two nodes. The collector nodes will also be initialized in i + 3 and then at i + 4, while their support nodes R 4 are being initialized by R 0 3 , they will initialize the emitter nodes. To correctly balance the collector nodes there must be at least 1315 k + 1 nodes in R 4 and to properly initialize those R 0 3 must have at least k nodes.
The one node we have not discussed is the trigger node which is a neighbor of a 0 and R 0 1 . At i + 2 this node will have one neighbor with the 0 opinion and one with the 1 opinion and therefore be balanced and not have an opinion in i+3. The trigger node has a third neighbor, one which at some future timestep will gain opinion 1. When the trigger node holds the 1 opinion a 0 will change its opinion and within 4 timesteps the entire transistor will have flipped. ⇤
Appendix B Path Changing Proof for Majority Model
In the Majority Model a transistor can change a path of O(k 2 ) nodes in O(k 2 ) time.
Lemma 2. A transistor, T (k) can change the opinion of all nodes on P, which is O(k 2 ) in length, assuming k > 2, in ⌦(k 2 ) time.
Proof. A transistor has k emitter nodes, k collector nodes, two base nodes, 3k + 9 support nodes, one initializer node, and a trigger node, for a total of 5k + 13 nodes. For these O(k) nodes to change the opinions of the O(k 2 ) nodes in P in as many timesteps the nodes in P must be converted to the new opinion one at a time, node p 0 will be the first node to have its opinion changed.
Again without loss of generality, when t = 0 let y P (t) = 0. To change the opinion of a node, a majority of the node's neighbors must hold the opposite opinion. B p 0 (t) = 2, itself and the next node p 1 2 P. In order to gain a majority therefore it must be true that S p 0 (t) 3; each of these three nodes will be in the transistor.
Next, each inner node, p i , must change its opinion only after the node before it, p i 1 , has changed opinion. Before the previous node has changed opinion B p i (t 1) = 3: p i 1 , p i , and p i+1 . When p i 1 changes opinion B p i (t) will decrease by one and S p 0 will increase by one. For y p i (t 1) to be correct S p i (t 1) cannot have been greater than 3 and S p i (t) cannot be less than 3. Therefore p i can have two to three neighbors from the transistor if it is to change opinion at the appropriate time.
Finally, the last node in the path p |P| 1 , must only change opinion once every other node in P has changed opinion. p |P| 1 has only one other neighbor in P, before that neighbor changes B p |P| 1 (t) = 2 after B p |P| 1 (t) = 1, meaning N p |P| 1 \ T can be 1 or 2.
With at least three emitters connected to p 0 , two connected to p i , and one a neighbor of p |P| 1 the mean number of edges per node in P is two. There are k emitter nodes, each of which can have up to k 2 neighbors not in T . The length of P therefore can be
2 , which is O(k 2 ), and since nodes on the path change their opinion one at a time this path will change in ⌦(k 2 ). ⇤
Appendix C Many Transistor Lemma in the Majority Model
Lemma 3. There exists a k for which k transistors of size k can be initialized to change the opinion of all nodes on a path of length O(k 2 ), k times.
Proof. Let p 0 be the starting node of the path.
As long as there are an odd number of transistors connected to a path in the same way as the transistor was described connected in Lemma 5.2.2 the conversion of a path will happen just as before. Let the number of transistors connected to a path be NT . Other than the most recently flipped transistor exactly half the transistors,
will be of one opinion, the other half of the other opinion, at all times. When a transistor flips it will create a majority, if it changes to opinion 1 then in the next timestep B(t) p 0 = 3b Initializing these additional transistors is a simple task. The initializer nodes of every transistor, with the exception of two, will be connected through a path 2 in length to the starting node of their initial opinion. This starting node will also be connected by a path of 2 to the R 0 0 node for each transistor initialized to the opposite opinion. The exception of two transistors will be the transistors to initialize the paths, these transistors will be connected to their respective starting nodes by a path of only one. The initialization of the path will not e↵ect the opinion of the other transistors as their emitter nodes will be initialized in the same timestep as the path and the emitter nodes cannot be swayed by their neighbors outside of T (k).
Finally each transistor must be triggered to flip at the proper time. The first two transistors will be triggered simultaneously, adopt opposite opinions, and connected to di↵erent paths. This may happen through a path of nodes leading from their R 4 support nodes or some other node of opposing opinion. Once triggered the transistors will convince the respective paths of their new opinions. Each p |P| 1 will then trigger the next transistor for the other path. As long as each p |P| 1 is connected to a balanced number of transistors, at each timestep in which another transistor is trying to convert it this will not e↵ect how p |P| 1 is flipped.
This path change as the sole trigger will only work with the first transistor triggered by the end of the path. In order to avoid half of the transistors flipping in the timestep after the last node in the path changes opinion, subsequent transistors will be triggered only after both a path and the most recent transistor to change the opinion of that path adopt their new opinion.
T (k) 1 is connected to the trigger of the next transistor T (k) 2 but the trigger still has the agreement of the path it is connected to as well as T (k) 2 and is not swayed to the new opinion. T (k) 1 then convinces the path of the new opinion and together with another balancing node they convince the trigger of the new opinion. The path was unable to convince the trigger before T (k) 1 changed opinion as it would not yet have had a majority. 1316
Unlike the trigger described in Lemma 5.2.2, triggers which change opinion only after a path or a path and a transistor have changed opinion will not be balanced with no opinion but rather will match the opinion of the transistor they are connected to until flipped.
This additional edge from each transistor to the next transistor to be flipped means that the length of the path changes from b
c. This does not change the time complexity however and stability will be reached on these paths after ⌦(k 3 ) timesteps. ⇤
Appendix D Proof of the
Certainty Model's O(d) Upper Bound Once Stability of Number is Established
A. Time from Uniformity to Stability
Let L(t) be the set of nodes with maximum certainty in G at time t. This certainty will be denoted x L (t). Similarly let M(t) be the set of nodes with the minimum certainty in G at time t, certainty denoted x M (t).
Proof. To make x v (t + 1) as large as possible let us assume that with the exception of w all other neighbors of v are as large as possible, that is they are all in L(t).
If v has no neighbors with a di↵erent opinion:
x v (t + 1) = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P
N v (t) 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P
N v (t) 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 < 6 6 6 6 6 6 6 6 6 4
If y v , y w :
N v (t) 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
Proof. The way in which nodes increase their certainty is by being influenced by more certain neighbors, however even assuming all of w's neighbors have the highest certainty in
x w (t + 1) = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P u2N w (t)
x u (t) N w (t) 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P
N w (t) 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 < 6 6 6 6 6 6 6 6 6 4
N w (t) 7 7 7 7 7 7 7 7 7 5 = x L (t) ⇤ Lemma 6. After Uniformity is reached, the largest certainty on a graph will not increase. That is, x L (t)  x L (t + 1).
Proof. No node, v, will have a greater certainty in timestep
Now that it is clear that certainties will not increase past x L (t) and that, while
, it is left to be shown how fast |L| will decrease and at what point stability or uniformity will be reached.
length of the shortest path from v to any node not in
The longest stortest path,
Assuming uniform opinion and L(t) , |G|, every node in L(t) will decrease in certainty within d timesteps, at which point x L will decrease.
Proof. G is a connected graph, therefore if L(t) ,|G|, d 0 (t) is finite; let v be a vertex such that d 0 v = d 0 (t). Let P be the longest shortest path and let v be a node on P. By 4.4.2, we know that x v (t +1) < x L (t) and therefore P(t) = P(t + 1) + 1.
Since |P| reduces by 1 in every timestep until |P| = 0 and P(t) represents the shortest path between its endpoint in L(t) and a node w < L(t), it will take at least P(t) 2 timesteps for this endpoint to have a neighbor not in L(t). Because P(t) 1317 also represents the longest path between any node in L(t) and a node not in L(t) it will also take at most P(t) timesteps for x L to decrease. Therefore, it will take P(t) timesteps for x L to decrease.
Since the length of P(t) can be at most the diameter, d, of the graph, x L will decrease in at most d timesteps. ⇤
Observe that the more nodes in the set of L(t) with neighbors outside the set, the shorter P is likely to be. Lemma 8. Once there no longer exist two opinions on the graph a stability of certainty will be reached within O(d) timesteps.
Proof. Lemma 12 showed that all nodes in L(t) set will decrease in certainty within d timesteps. If, after x L has decreased, stability has not been achieved there will be a new L such that L(t) <|G|. This new L(t) will decrease in, at most, d timesteps and the process will continue to repeat until stability is achieved.
By definition the certainty of a node can only be a whole number between 0 and 100 therefore x L can only decrease until it reaches 0. If nodes in L hold every certainty between x L and this lower bound, L will decrease in certainty x L times.
Therefore we know that the most timesteps until stability is d(x L ), which gives us an upper bound of O(d) when we consider that x L can be at most 100. ⇤
B. Time until Uniformity is Reached
It should be acknowledged that while it is more likely that the set of nodes with the initially larger opinion, B, will be the set present on the network once uniformity is reached, this is not always the case. Let L S be the set of nodes in S for which there does not exist a node in S with a larger certainty. Theorem 2. Once stability of number is reached, the number of timesteps until uniformity is achieved will be O(d).
Proof. L S (t) will reduce in size or certainty at every subsequent timestep as long as |L S | , |S |. The reason for this will be much the same as proved in Lemmas 9 and 11. If there exists a node v 2 L S (t) with one or more neighbors outside of L S (t), then L S (t) will either decrease in size or certainty in the next timestep. The di↵erence is, not all neighbors of L S (t) must have certainty below the certainty of the nodes in L S (t) and it is possible that a node that leaves L S (t) will not be part of L S again, regardless of how low x L S becomes, as the node may have changed opinion.
The time until x L S reduces will again be at most the diameter of the graph. Since it is not clear which opinion will be represented on the uniform network it will be the largest certainty, not the largest certainty of one particular subset, that will be multiplied by the diameter of the network to find to worst case time until uniformity is reached, x G d, however since x G can be no larger than 100 the limit is O(d). ⇤ C. Stable Stando↵ Theorem 3. A stando↵ will be reached in O(d) time and at this time the certainty of every node will be zero.
The proof of this theorem will be in two parts, first that the certainty of every node will be 0 once stability is reached and second that it will take no more than O(d) timesteps for stability to be established.
Lemma 9. All nodes on a stable network with two di↵erent opinions represented must have certainty 0.
Proof. Stability of certainty means 8v 2 G x v (t) = x v(t+1) .
By definition of stando↵ and a connected graph, 9v, w 2 G such that y v , y w and vw 2 E.
N v 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
By Lemma 9 x v will decrease for every v 2 L G (t) \ N w meaning if exists L G (t) such that x L G (t) > 0 the network cannot be stable. ⇤
In order to prove the O(d) bound we must first show that once certainty has stabalized, opinion will also be stable.
Lemma 10. There can be no change in opinion once stability of certainty has been reached.
Proof. If all nodes on the graph have the same opinion, then stability of opinion has been achieved as no node can have a majority of neighbors holding the other opinion. For the rest of the proof therefore it can be assumed that there exist two di↵erent opinions on the network.
Is stability of certainty has been achieved then all nodes will have the equal certainty. Suppose not, and let v be a node for which, x v (t) > 0 and x v (t) is the maximal certainty on the graph. Let w(t) be a neighbor of v(t) such that x w (t) < x v (t).
The value of x v (t + 1) is the mean certainty of all v's neighbors including itself at time t, therefore to ensure x v (t +1) is as large as possible let us assume that, with the exception of w, all neighbors of v are as large as possible, that is they are equal to x v (t) which has the maximal certainty in the graph at time t.
If v has no neighbors of the opposing opinion:
x v (t + 1) = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P u2N v (t)
x u (t) N v (t) 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P
N v (t) 7 7 7 7 7 7 7 7 7 5 , since
This means that stability of certainty implies that all certainties are the same.
Without loss of generality let y v = 0, remember that nodes with opinion 0 are in set B and nodes of opinion 1 are in set S . If all certainties are equal, stable, and greater than 0 then:
x v = 6 6 6 6 6 6 6 6 6 6 6 6 6 4
x v ! 7 7 7 7 7 7 7 7 7 7 7 7 7 5
x v = 6 6 6 6 6 6 6 6 6 4
! 7 7 7 7 7 7 7 7 7 5 1 = 6 6 6 6 6 6 6 6 6 4
Therefore if there are more than two opinions on a graph and stability of certainty has been achieved the certainty of all nodes must be 0.
If the certainty of all nodes is 0 no opinion can change as no set of neighbors can have a higher cumulative certainty than another. ⇤ Lemma 11. Assuming stability of number has been established and not all nodes have the same opinion, it will take no more than O(d) timesteps to reach stability.
and vw 2 E. If y v , y w , then:
N v 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 P
N w 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 < x v (t), since x w 0
If y v = y w then by 9 x v (t) > x v (t + 1).
Therefore as long as there exists a node in L with a neighbor not in L, that is while L(t) , |G|, the certainty of some node on the network will decrease in every timestep.
By Lemma 12 it will take O(d) timesteps for x L to decrease, which will happen at most x L times, since x L can be at most 100, stability of certainty will be reached in O(d) time.
Remember that by Lemma 15 once stability of certainty is reached the graph will also have stability of opinion. Therefore after stability of number is reached, if not all nodes hold the same opinion, stability will be reached in O(d) timesteps. ⇤ Appendix E A transistor as described by Frischknecht et al. contains three types of nodes [10] : emitter nodes M, collector nodes C, and base nodes a 0 , a 1 2 A. As the transistor in the Majority Model has they same type of nodes with the same functions.
Without loss of generality, let the initial opinion of all nodes in the transistor y T (k) be 0. Remember that B(t) is the set of nodes holding the opinion 0 at time t and B v (t) =N v such that 8w 2 B v (t), y w (t) = 0. Similarly, S (t) v =N v such that 8w 2 S v , y w (t) = 1.
The only nodes in the transistor which share edges with the nodes in the path are the k emitter nodes. The other neighbors of the emitter nodes the k collector nodes. It is the responsibility of the collector nodes to convert the nodes in M, when the transistor changes opinion; to ensure that this is always possible, a majority of every node m 2 M's neighbors are collector nodes. The maximum number of neighbors m has outside of C (and to nodes in P) therefore is k 2. In the Republicans and Democrats Model this number is k 1 as nodes in that model are not part of a closed neighborhood.
Each collector node has an edge with each of the k emitter nodes as well as k +1 edges with supporter nodes R which have the opposite opinion of the initial opinion in the transistor. That is, if the initial opinion of the transistor is 0 each collector node c will have S (t) c = k + 1 because of the collector's neighbors in R, and B(t) c = k + 1 because of its neighbors in M as well as c itself. This balance is important as it allows the collector nodes to hold opinion 0 initially and then change to opinion 1 at the correct time.
Each collector node is also a neighbor of a 1 , one of the base nodes in A. When the transistor flips it is the change of y a 1 from 0 to 1 that tips the balance of the collector nodes neighborhoods from majority B(t) opinion to majority S (t), and changes their opinion.
Unlike the collector and emitter nodes, the number of base nodes does not change with the size of the transistor. There will always be two base nodes. Frischknecht et al. 1319
describe a transistor with three base nodes instead of two, however because nodes consider themselves part of their own neighborhood after the initial time step the third base node is not necessary here. In both models the base node, a 0 will be the first node to change its opinion when the transistor flips. a 0 is connected to: a 1 , an initializer node which will seed the transistor with its initial opinion, a trigger node which will trigger the change in the transistor, and three support nodes.
The transistor just described is very similar to the one used to gain the ⌦(n 3 2 ) limit in Frischknecht et al. with the majority of the di↵erences due to the fact that after the first timestep nodes in this paper consider their own opinion when deciding on their opinion. The other major di↵erence, is that of how nodes gain their opinions in the first place, which still remains to be shown.
Lemma 12.
If all nodes in transistor T (k) as well as all but one of the support nodes have no opinion ? at time t and a 0 has a neighbor I with an opinion, then by t + 4 it is possible to initialize every node in the transistor to the same opinion and every support node to the opposite opinion of that of the transistor.
See Appendix A for proof. Once the transistor has changed opinions it will influence the nodes on path P to change one at a time via the emitter nodes. The first node in P to change its opinion will be p 0 , the inner nodes of the path will be denoted p i , 3 and p |P| 1 will be the last node on P.
When there is more than one transistor connected to a path then in order to trigger the second transistor properly there must be a second mirrored path holding and being convinced of the opposite opinion at every timestep.
Lemma 13. A transistor, T (k) can change the opinion of all nodes on P, which is O(k 2 ) in length, assuming k > 2, in ⌦(k 2 ) time.
See Appendix B for Proof. Each path is connected to an odd number of transistors and at every timestep there is exactly one more transistor of one opinion than the other connected to each path. If that opinion does is not the same opinion as the path then the path will change opinion.
The last node on each path then triggers the change of the next transistor for the other path. When those transistors are flipped they change the opinions of the paths they belong to. Transistors can only ever change opinion once as after they change the balance of their support nodes is broken, this is why k transistors are needed to flip a path k times instead of only two transistors of opposing opinions.
The newly flipped path now triggers the next transistor T (k) i . T (k) i was not changed last time the path held this opinion because it must be triggered not only by the path but by the transisor T (k) i 1 that most recently flipped that path, and the last time the path held its current opinion the T (k) i 1 had not yet changed opinion.
3 8p i 2 P, N p i \ P = 2 For every subsequent transistor change both the last node on the path and the previous transistor will be needed to change the opinion of the path. Lemma 14. There exists a k for which k transistors of size k can be initialized to change the opinion of all nodes on a path of length O(k 2 ), k times.
See Appendix C for Proof. 
