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Abstact
The IBM Core Grammar makes use of the concept of Lexical Rules LRs
to avoid systematic redundancies in the lexicon These LRs can be specied
in the base formalism STUF in order to model a virtual lexicon containing
basic as well as derived entries
We present an implementation of LRs and discuss the merits and short
comings of our approach Namely the treatment of empty elements can
be combined with LRs applications in a advantageous way Finally we
suggest some augmentations that will enhance the usefulness of the LR
concept for large grammars
Zusammenfassung
Die IBM Basisgrammatik verwendet Lexikalische Regeln LRs um syste
matische Redundanzen im Lexikon zu vermeiden Diese LRs k

onnen im
Basisformalismus STUF speziziert werden um ein virtuelles Lexikon zu
modellieren welches sowohl Basiseintr

age als auch abgeleitete Eintr

age
enth

alt
Wir stellen eine Implementierung von LRs vor und diskutieren die Vor
und Nachteile dieses Ansatzes Insbesondere die Behandlung von Spuren
kann mit speziellen LRs auf sinnvolle Weise verkn

upft werden Schlielich
identizieren wir eine Reihe von Erweiterungen die die Verwendung von
LRs in komplexen Grammatiken weiter unterst

utzen w

urden
 Einf

uhrung
In einer lexikalischen Grammatiktheorie wie der Headdriven Phrase Structure
Grammar HPSG
 
werden Lexika von hoher Komplexit

at verwendet f

ur die die
Vermeidung von Redundanzen von groer Bedeutung ist
 
vgl PollardSag PollardSag	


PollardSag sprechen von vertikalen Redundanzen wo die zu einem Lemma
geh

orende Information nicht spezisch ist dh aus seiner Zugeh

origkeit zu ver
schiedenen Klassen abgeleitet werden kann Diese Art Redundanzen k

onnen
vermieden werden indem ein hierachisch strukturiertes Lexikon mit multipler
Vererbung verwendet wird in dem die f

ur eine Klasse von Eintr

agen g

ultigen
Informationen an einer Stelle speziziert und dadurch an die Instanzen vererbt
werden
In diesem Papier sollen die Ausdrucksmittel zur Vermeidung einer weiteren Art
von Redundanzen im Lexikon den horizontalen Redundanzen beschrieben wer
den Unter horizontalen Redundanzen sind die F

alle zu verstehen in denen das
Vorhandensein einer Beschreibung A im Lexikon das Vorhandensein einer weite
ren Beschreibung A impliziert Um ein Beispiel zu nennen In der Regel geh

ort
zu jeder aktivischen Form eines transitiven Verbs auch eine entsprechende passivi
sche Form wobei zwischen den beiden Formen ein systematischer Zusammenhang
besteht Ein Lexikon welches f

ur die Aktiv und die Passivform zwei voneinan
der unabh

angige Eintr

age enth

alt vers

aumt es nicht nur diesen Zusammenhang
explizit zu machen sondern enth

alt dar

uberhinaus massive Redundanzen mit al
len negativen Konsequenzen Fehleranf

alligkeit erschwerte Erweiterbarkeit und
Wartung Das

ubliche Ausdrucksmittel zur Modellierung solcher systematischen
Zusammenh

ange zwischen Lexikoneintr

agen sind lexikalische Regeln
Im folgenden soll das Konzept der lexikalischen Regeln LR vorgestellt werden
sowie deren Implementierung in STUF Obwohl f

ur diese Implementierung einige
bekannte Probleme mit der Formalisierung von LRs einschl

agig sind erweist sich
der Einsatz von LRs in der IBMGrammatik als sinnvoll zumal sich f

ur die
Modellierung von speziellen Ph

anomenen namentlich der Kopfbewegung ein er
weitertes Konzept von lexikalischen Regeln anbietet welches sich aus Sicht der
Verarbeitung als vorteilhaft erweist Als Fallbeispiel soll deshalb im folgenden die
Beschreibung von Kopfbewegung mittels LR dienen Insbesondere soll nicht ver
sucht werden einen

Uberblick

uber alle Ph

anomene die in der Literatur mit LRs
beschrieben wurden oder alljene f

ur die eine auf LRs basierende Beschreibung
in die IBM Basisgrammatik integriert werden wird
F

ur beide bislang angesprochenen Ph

anomene wurden Vorschl

age zur Beschrei

bung gemacht die ohne LRs auskommen Passiv wird in Lebeth durch mor
phosyntaktischen Strukturaufbau beschrieben eine VerbZweitAnalyse die un
terspezizierte Verbformen vorschl

agt beschreibt Frank In beiden F

allen
jedoch ist nicht gekl

art welche Konsequenzen eine Anwendung der jeweiligen
Alternative auf weitere Ph

anomene h

atte So w

urde morphosyntaktischer Struk
turaufbau in vielen F

allen zu der Annahme unterschiedlicher leerer K

opfe zwin
gen w

ahrend die Unterspezizierung hinsichtlichmehrerer Ph

anomene in ein und
demselben Eintrag zu groen Problemen bei der Kodierung f

uhrt


In diesem Papier soll und kann keine Einf

uhrung in die Grundlagen der HPSG
oder der verwendeten Beschreibungssprache STUF vermittelt werden  f

ur die
HPSG sei der Leser auf PollardSag PollardSag verwiesen eine Einf

uhrung
in die Sprache STUF III liefert Momma et al eine allgemeine Beschreibung
der IBM Basisgrammatik vermittelt GeilerKiss
 Lexikalische Regeln in Unikationsgramma
tiken
Die grunds

atzliche Form sowie eine intuitive Interpretation von LRs kann wie
folgt beschrieben werden
 LR A   B
F

ur jeden Lexikoneintrag der der Beschreibung A entspricht enth

alt das
Lexikon einen weiteren Eintrag der der Beschreibung B entspricht
A und B sollen im folgenden auch als Input bzw Outputbeschreibung einer LR
bezeichnet werden Der informelle Begri

entsprechen kann f

ur die STUF
Implementierung von LRs pr

azisiert werden durch

unizieren mit Das Kri
terium f

ur die Anwendbarkeit einer LR ist also die erfolgreiche Unikation der
Inputbeschreibung mit einem gegebenen Lexikoneintrag

vgl Keller	


Das Prinzip sei anhand des folgenden Beispiels verdeutlicht Angenommen wir
wollten den systematischen Zusammenhang zwischen der Positiv und der Kom
parativform eines Adjektivs mittels einer LR beschreiben Die entsprechende
Regel liee sich wie folgt beschreiben

 
PHON 
SY NSEM jLOCjCAT jHEAD adj	AFORM positive



 
PHON  
 
er
 
SY NSEM jLOCjCAT jHEAD adj	AFORM comparative


Die LR in  stellt den gew

unschten Zusammenhang zwischen den beiden Ad
jektivformen her Die Komparativform eines Adjektivs entspricht somit der Po
sitivform bis auf die entsprechende kategoriale Information und das zus

atzliche
Sux er


Unter einer prozeduralen Interpretation stellt  somit eine Anweisung dar f

ur
die in Input und Outputbeschreibung angegebenen Pfade die entsprechenden

Anderungen vorzunehmen und dar

uberhinaus alljene Information die in dem
Lexikoneintrag f

ur die Positivform enthalten sind die aber in der Inputbeschrei
bung nicht aufgef

uhrt werden in den abgeleiteten Eintrag zu

ubernehmen
Diese implizite Anweisung mu jedoch f

ur die Implementation von LRs explizit
gemacht werden Dar

uber hinaus mu beachtet werden da LRs wie in  nicht
monotone Operationen darstellen da hier Information destruktiv

uberschrieben
wird Solche NichtMonotonien sind jedoch in bestehenden Unikationsforma
lismen meist nicht verf

ugbar Im folgenden Abschnitt soll anhand der STUF
Implementation gezeigt werden wie solche NichtMonotonien in einer monotonen
Beschreibungssprache modelliert werden k

onnen

Vereinfachend wurde in  von suppletiven Komparativbildungen gut   besser Kompa
rativbildungen mit Umlautung lang   l

anger u

a abstrahiert ebenso wurde darauf verzich
tet den semantischen Zusammenhang zwischen den beiden Formen zu beschreiben


 LexikalischeRegeln in der IBMBasisgrammatik
Wie erw

ahnt soll in den folgenden Abschnitten die Behandlung von VerbZweit
Strukturen als Beispiel f

ur die Anwendung von LRs in der IBMBasisgrammatik
dienen
In dieser Grammatik werden VerbZweitS

atze

uber eine Kopfbewegungsanalyse
nach KissWesche beschrieben Danach selegiert ein Verb in VerbZweit
Position statt seiner Argumente eine Verbalprojektion mit leeremKopf in der alle
Argumente und evtl Adjunkte abgebunden werden Eine Verbform kann somit
in verschiedenenKontexten VerbLetzt vs VerbZweitS

atze mit unterschiedli
chen Eigenschaften auftreten Der systematische Zusammenhang zwischen diesen
beiden Formen wird in Kiss durch eine KopfbewegungsLR beschrieben

syn
h
LOC 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CAT jHEAD  	V FORMfin

i i

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

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

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

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
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

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

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 
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
Die konkrete Implementierung mu wie erw

ahnt diejenigen Werte auf die in
Input oder Outputstruktur nicht explizit verwiesen wird unver

andert

ubertra
gen Im vorliegenden Fall wurde die LR als STUFSorte mit zwei Argumenten
formuliert welche die maximal unterspezizierte Struktur top beschreibt Diese
Formulierung die wie weiter unten gezeigt wird eine elegante Integration der
LRKomponente in den Lexikonzugri erm

oglicht bewirkt zwischen den beiden
Argumente den Input bzw Outputstruktur die entsprechende Propagation der
constraints wie sie in  beschrieben wird
	
 hmlr  INPUT LEXICAL ENTRY 
phon Word 
syn loc Loc 
head fin	verb 
agr Agr 
mod Mod 
anchor Anchor 
reg	dir left
 
gram	reln refo  Refo
 
nonloc inh dsl  
slash 



 OUTPUT LEXICAL ENTRY 
phon Word 
syn loc head top	verb 
v	form  front 
agr Agr 
mod Mod 
anchor Anchor 
reg	dir right
 
gram	reln  refo Refo 
subcat headlast	verb
  subcat
 
syn nonloc inher dsl Loc

 
nonloc inh slash  
dsl 



 top
Wie nun kann diese Regel die ja keinen abgeleiteten Eintrag

erzeugt der
gew

unschten Funkionalit

at entsprechen Nehmen wir zun

achst an die Aufgabe
des Lexikonzugris liee sich durch die folgenden Punkte beschreiben
 F

ur ein gegebenes Zeichen im zu analysierenden Input ist die zugeh

orige
lexikalische Information zu ermitteln
 Dies kann im einfachsten Fall durch einen Zugri auf das Kernlexikon das
die nichtabgeleiteten Eintr

age enth

alt geschehen

 Alternativ dazu besteht jedoch die M

oglichkeit da der gesuchte Eintrag
der Outputspezikation einer LR entspricht deren Inputspezikation ih
rerseits direkt oder indirekt durch das Lexikon und die Menge der LRs
lizensiert wird
Der Lexikonzugri mu also

uber eine rekursive Formulierung diejenigen F

alle
beschreiben in denen eine Struktur durch mehr als eine LR aus dem Kernle
xikon abgeleitet werden kann Der Zugri erstreckt sich somit auf die mittels
der LRs

uber dem Kernlexikon gebildeten transitiven H

ulle

 Die gew

unschten
Eigenschaften werden durch die Klauseln in 
 realisiert
 lex	item X  phon Phon 
  X  core	lex Phon 

lex	item X 
  X  lex	rule lex	item In 
 X 

lex	rule InOut 
  hmlr InOut 
  Out
lex	rule InOut 
  celr InOut 
  Out
Die beiden Klauseln f

ur lexitem decken die beiden oben beschriebenen F

alle
ab Entweder die gesuchte Struktur ist ein Eintrag des Kernlexikons oder sie ist
aus diesem durch eine oder mehrere Anwendungen von LRs ableitbar
 Probleme mit der Implementierung von lexi
kalischen Regeln
W

ahrend die vorgestellte Umsetzung des LRKonzeptes grunds

atzlich die Vermei
dung der eingangs beschriebenen horizontalen Redundanzen imLexikon erm

oglicht

Ebenso ist es denkbar das Kernlexikon zur Compilationszeit durch die Anwendung der
LRs  teilweise oder ganz  zu expandieren Die Konsequenzen eines solchen Vorgehens
 vereinfachter Zugri aber evtl erheblich vergr

oertes Lexikon  sollen hier jedoch nicht
er

ortert werden

bleiben eine Reihe von Problemen ungel

ost Diese Probleme

sollen in den fol
genden Abschnitten beschrieben sowie bzgl ihrer Relevanz f

ur die Anwendung
in der IBMBasisgrammatik untersucht werden
Der formale Status von lexikalischen Regeln
In PollardSag werden LRs als

implikative Relationen zwischen lexikalischen
Eintr

agen

verstanden Lexikoneintr

age jedoch seien Beschreibungen von Fea
turestrukturen nicht totale Featurestrukturen selbst Ben

otigt werde deshalb
eine Beschreibungssprache h

oherer Ordnung die Beschreibungen zueinander in
Beziehung setzt Im Gegensatz dazu sind Sorten in STUF

uber die durch sie
beschriebenen Mengen von totalen Objekten deniert
Diese Diskrepanz hat sich in der Praxis als hinnehmbar erwiesen Nachdem
STUFStrukturen stets nichttotale Beschreibungen darstellen k

onnen Input
und Outputstrukturen von LRs auch Beschreibungen in diesem Falle nichttotale
Lexikoneintr

age beschreiben Hinsichtlich der Frage ob LRs Beziehungen zwi
schen W
	
ortern tokens oder Beschreibungen von Klassen von W
	
ortern types
etablieren soll hier keine Entscheidung getroen werden
Die in STUF m

ogliche alternative Formulierung von LRs als Macros entspricht
zwar eher dem Konzept Beschreibungen ohne Bezug auf die durch sie beschrie
benen Objekte zu manipulieren erlaubt jedoch weder die hier angestrebte Bi
direktionalit

at von LRs noch weitergehende Eigenschaften bei der Behandlung
leerer Elemente vgl Abschnitt 

Koindizieren oder Kopieren

Ahnliche Fragen ergeben sich bei der Interpretation der Koindizierungsmarkie
rungen in  Diese Markierungen dr

ucken Strukturteilung token identity zwi
schen den beteiligten Pfaden aus Gew

unscht wird an dieser Stelle allerdings
nicht die Identit

at von Objekten sondern die von Beschreibungen



Eine ausf

uhrliche Darstellung ndet sich vor allem in Meurers	


vgl PollardSag	 S 


vgl Meurers	 S
 

Generalisierungen

uber Kategorien
Ernsthaftere Probleme ergeben sich beim Versuch mit LRs Generalisierungen

uber Kategorien hinweg auszudr

ucken Nehmen wir an die Signatur einer Gram
matik speziziere presentverbund pastverb als Untertypen zu finiteverb
wobei die angegebenen Typen jeweils Werte f

ur das HEADMerkmal einer Struktur
seien Eine Regel wie die HMLR in  die auf einen Wert innerhalb der HEAD
Struktur ver

andernd zugreift in diesem Falle zB das Merkmal REGDIR desses
Wert von left auf right wechselt kann die Information

uber den spezischen
Typ von HEAD nicht von der Input auf die Outputstruktur

ubertragen


	
finverb







mod sign
regdir regdir
agr agr







xx
p
p
p
p
p
p
p
p
p
p

N
N
N
N
N
N
N
N
N
N
pastverb presverb
Da auf die Typinformation nicht gesondert zugegrien werden kann ist man
gezwungen verschiedene Instanzen einer LR zu spezizieren Die gew

unschte
Generalisierung

uber alle niten Verben geht damit verloren
Ein

ahnliches Problem tritt bei LRs auf die

uber Strukturen mit unterschiedli
chem Merkmalsinventar generalisieren So entsteht f

ur eine LR die auf Verben
und Nomina gleichermaen anwendbar sein soll das Problem wie die Merkmale
VFORM bzw NFORM

ubertragen werden sollen die jeweils nur f

ur eine Klasse ange
messen sind w

ahrend ihre Integration in Strukturen der jeweils anderen Klasse
zu Inkonsistenzen f

uhrt Wieder kann mit einem Verzicht auf die Generalisierung
diesem Problem begegnet werden

vgl Meurers	 S


Attraktiver erscheint die Option die Aufspaltung in mehrere LRs zu vermeiden
und statt dessen die Disjunktion lokal zu halten indem man die m

oglichen F

alle

uber denite clause attachment abf

angt Eine implementierbare Behandlung des
in 	 dargestellten Problems ist in  gegeben
 samplelexrule  INPUT STRUC
Struc 	
finverb 	
MOD 
  	
REGDIR 
 left 	
AGR 
 
 OUTPUT STRUC
pastorpresStruc 	
MOD 
  	
REGDIR 
 right 	
AGR 
  
 top
pastorpresStruc 	 presverb  presverb
pastorpresStruc 	 pastverb  pastverb
Die angegebene Methode  die auch auf das beschriebene Problem mit den
unterschiedlichen Merkmalskongurationen anwendbar ist  vermeidet die Auf
spaltung in spezische Regeln Da disjunktive Information damit lokal gehal
ten werden kann und zudem die ben

otigten Ausdrucksmittel von der STUF
Beschreibungssprache zur Verf

ugung gestellt werden ist die obige L

osung einer
Aufspaltung einer LR in spezischere Regeln vorzuziehen
Verschiedene Abfolgen von lexikalischen Regeln
Ist eine Struktur das Ergebnis der Anwendung von mehreren LRs so besteht
die Gefahr da f

ur unterschiedliche Permutationen von LRs weitgehend identi
sche L

osungen einer Analyse entstehen die sich lediglich in der Reihenfolge der

Anwendung der LRs unterschieden Ohne zus

atzliche Funktionalit

aten in der
LRKomponente ist es damit in der Verantwortung des Grammatikautors sol
che Ambiguit

aten auszuschlieen indem die Input und Outputspezikationen
im Hinblick auf die gew

unschte Reihenfolge erg

anzt werden
	

	 Vorteile
In den obigen Abschnitten wurde deutlich da eine Implementierung von LRs
innerhalb bestehender monotoner Formalismen zu einer Reihe von Problemen
f

uhren kann W

ahrend einige dieser Probleme weniger Einu auf die Klarheit
und Ausdruckskraft einer LRKomponente haben ist man in anderen F

allen zu
Formulierungen von einiger Komplexit

at gezwungen um die gew

unschten Eigen
schaften der LRs zu modellieren
Folgende

Uberlegungen lassen das Konzept der LRs dennoch attraktiv erschei
nen Zum einen er

onet ein modizierter Einsatz von LRs der in Abschnitt

 vorgestellt werden soll eziente M

oglichkeiten beim Umgang mit leeren Ele
menten Zum anderen erwiesen sich LRs als sehr exibles Ausdrucksmittel f

ur
nichtmonotone Kovariationen im Lexikon das eine modulare Kodierung der ver
schiedenen Ph

anomene erlaubt
Lexikalische Regeln und Spurenvorhersage
Die in  beschriebene Analyse von VerbZweitStrukturen erfordert Kopf
Spuren die den Komplementspuren in PollardSag S	

ahneln Statt der
Koindizierung des LOCALWertes mit dem SLASHWert erfogt hier die Struktur
teilung mit dem DSLWert Anders auch als im Fall von Komplementextraktion
l

at sich Kopfbewegung nicht ohne Spuren beschreiben will man nicht auf ein
bin

arverzweigendes Mittelfeld verzichten Die Kopfspur l

at sich somit wie folgt
beschreiben
	
Da anzunehmen ist da diese Angaben bei komplexeren LRKomponenten schnell zu stark
erh

ohter Un

uberschaubarkeit f

uhren wird f

ur gr

oere Grammatiken eine prinzipielle L

osung
dieses Problems n

otig sein





PHON 
SY N
 
LOC 
NONLOCjINHjDSL 




Die extreme Unterspeziziertheit dieser Struktur stellt jedoch die Verarbeitung
von Analysen mit Spuren vor groe Probleme Die Struktur in  kann f

ur
beliebige Zeichen subkategorisieren beliebige Zeichen modizieren oder beliebige
L

ucken abbinden
Diese Unterspeziziertheit ist jedoch vermeidbar da eine gegebenes Verb in Verb
ZweitPosition sehr detallierte Beschr

ankungen f

ur die m

ogliche Kopfspur impli
ziert Eine sinnvolle Modikation der KopfbewegungsLR ber

ucksichtigt diesen
Zusammenhang Eine transitives Verb welches durch diese Regel modiziert
wurde impliziert das Vorhandenensein einer Spur wie in  die erheblich spezi
scher als die Spur in  ist











PHON 
SY N








LOC 





HEAD



REGDIR left
VFORM lastverb
 



SUBCAT  DP nom
 DP acc






NONLOCjINHjDSL 





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Die modizierte Form der KopfbewegungsLR ermittelt diese Struktur indem die
entsprechenden Beschr

ankungen

uber ein drittes Argument hinzugef

ugt werden
Komplexit

at der Eintr

age
Eine verallgemeinerte L

osung f

ur die gleichzeitige Vermeidung disjunktiver Le
xikoneintr

age und die kompakte Formulierung von systematischen Variationen
k

onnten verteilte Disjunktionen im Lexikon darstellen
 

 Die Idee hierbei ist da
 

Eine ausf

uhrliche Argumentation in dieser Richtung ndet sich in Meurers	


ein Eintrag die Information sowohl der Input als auch der Outputstruktur einer
LR in disjunktiver Form enth

alt
Das Prinzip l

at sich an folgendem Beispiel aus Meurers verdeutlichen das
die Formen nite und bse Grundform eines Verbs als verteilte Disjunktion dar
stellt

cat







HEAD
verb
	V FORMf
v
fin bseg

V AL




SUBJ f
v
  g
COMPS f
v
   	CASE nom
    g
SUBCAT     











Disjunktionen geklammertmit fg  mit gleichem Subskript sind dabei derart
verbunden da die Auswahl des nten Disjunkts an einer Stelle auch die Auswahl
des jeweils nten Disjunkts an jeder anderen Stelle verlangt
Statt abgeleitete Eintr

age

uber eine LR zu ermitteln wird die relevante abwei
chende Information hier also direkt im Lexikon speziziert wobei der Mechanis
mus der verteilten Disjunktion die entstehenden Disjunktionen lokal zu halten
erlaubt F

ur zwei Eintr

age des LRAnsatzes die sich evtl nur in einer kleinen
Zahl von Details unterscheiden entsteht so ein einzelner an manchen Stellen
disjunktiv spezizierter Eintrag Diese Vorgehensweise hat den Vorteil da ein
Lexikonzugri in vielen F

allen deterministisch ist und die enthaltene Disjunktion
bereits vor ihrer Au

osung den Suchraum verkleinert
  

W

ahrend diese Formulierung von Variationen im Lexikon f

ur einfachere F

alle
also klare Vorteile gegen

uber dem vorgestellten LRKonzept besitzt werden die
Grenzen des Verfahrens schnell deutlich wenn man versucht ein komplexeres
System von LRs in der angegebenen Weise direkt im Lexikon zu kodieren Da die
dabei entstehende Disjunktion f

ur den Grammatikautor schnell unbeherrschbar
wird m

ute sie in einemCompilationsproze aus einer Menge von Spezikationen
erzeugt werden
 

  
Die Disjunktion CASE acc  nom etwa erlaubt es CASE dat auszuschlieen noch
bevor die Disjunktion aufgel

ost wird
 
Ein solcher Ansatz wird auch in Meurers	
 vorgeschlagen

Schwerwiegender als das praktische Problem Disjunktionen ab einer bestimm
ten Komplexit

atsstufe zu spezizieren ist die Tatsache da in solcherart zu
sammengefaten Beschreibungen verschiedener Ph

anomene die Lokalisierung der
Information bzgl eines bestimmten Ph

anomens nicht mehr m

oglich ist
Die Komplexit

at die bereits bei der Zusammenfassung zweier einfacher abstrak
ter LRs in eine verteilte Disjunktion entsteht l

at sich an folgendem Beispiel
verdeutlichen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
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
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 
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
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
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Die entstandene Struktur macht deutlich da derartige Ausdr

ucke im Hinblick
auf leichte Erweiterbarkeit und Modizierbarkeit nur sehr schwer handhabbar
sind
W

ahrend also die Verwendung von verteilten Disjunktionen aus Ezienz

uberle
gungen heraus w

unschenswert ist ndet dieser Ansatz ohne zus

atzlichen Com
pilationsschritt schnell seine Grenzen wenn die beteiligten Stukturen komplexer


werden

 Fazit und Ausblick
In einer Situation in der systematische Variation im Lexikon durch Konstruk
tionen innerhalb der Beschreibungssprache mit ihrer relationalen Erweiterung
beschrieben werden soll in der also kein externes Modul eine Interpretation oder
Compilation

ubernimmt erweisen sich LRs als das vielseitigste allgemeinste und
f

ur den Grammatikautor intuitivste Konzept zur Vermeidung horizontaler Red
undanzen in Lexikon
Die Implementation von LRs in einer monotonen Beschreibungssprache wie STUF
bedingt allerdings Abstriche hinsichtlich der Ausdruckskraft und wirft komplexe
Fragen bzgl der Anwendungsreihenfolge und der ezienten Repr

asentation und
Verarbeitung der entstehenden toplevelDisjunktionen von lexikalischenEintr

agen
auf
Zu den Anforderungen die an ein Modul zur Verarbeitung von LRs zu stellen
w

aren geh

oren deshalb mindestens die folgenden Punkte
 Koindizierung von Strukturen in Input und Outputbeschreibungen sind in
der Regel nicht als Strukturteilung sondern als Kopieroperation zu lesen
Eine solche Kopieroperation wird jedoch in bestehenden unikationsbasier
ten Beschreibungssprachen nicht zur Verf

ugung gestellt
 Ebenso sind allgemeine Konzepte zum Umgang mit Typen und zur Frage
unterschiedlicher Abfolgebeziehungen zwischen LRs zu entwickeln
 Aus prinzipiellen Gr

unden ist es nicht m

oglich zwischen solchen Koindi
zierungen zu unterscheiden die durch die LR ver

andert werden sollen und
solchen f

ur die dies nicht der Fall ist Einen Fall in dem dies zu un
erw

unschten Resultaten einer LR f

uhrt beschreibt M

uller
 Ein komplexeres System von LRs w

urde im Rahmen der oben vorgestell
ten Implementation aus einem Basiseintrag eine gr

oere Zahl disjunkter
	
Eintr

age

erzeugen die sich zum Teil vielleicht nur marginal unterschei
den Eine ezientere L

osung k

onnte darin bestehen die Outputstruktur
einer LR als Disjunktion der beiden in Beziehung gesetzten Beschreibungen
zu spezizieren
Die Frage jedoch wie ein solcher Ansatz in einem komplexen LRSystem zu
realisieren w

are ist ungel

ost Es m

uten nicht nur die urspr

unglichen Basi
seintr

age durch die abgeleiteten Disjunktionen ersetzt werden da sie ja be
reits durch eines der entstandenen Disjunkte beschrieben w

urden Dar

uber
hinaus ist unklar wie gesichert werden kann da bei der Anwendung einer
LR auf einen abgeleiteten Eintrag nicht Optionen verloren gehen weil die
Inputstruktur mit Teilen der Disjunktion inkompatibel ist
Abgesehen von diesen ernsten formalen Fragen bzgl der Interpretation und
M

achtigkeit von LRs ist zu kl

aren mit welchen grunds

atzlichen linguistischen
Prinzipien sich die Menge der m

oglichen LRs einschr

anken liee Anders als f

ur
sprachliche Zeichen vom Typ phrase die durch eine Reihe detallierter Prinzipien
lizensiert werden m

ussen um wohlgeformt zu sein existiert bislang in HPSG
keine detaillierte Beschreibung derjenigen Prinzipien die die Wohlgeformtheit
der Zeichen des Typs word beschreiben
Lexikalische Regeln die in diesem Papier als wichtige Abstaktionsmittel

uber
komplexen strukturierten Lexika beschrieben wurden sind somit trotz ihrer Be
deutung f

ur den Grammatikautor gleichermaen formal nicht m

achtig genug und
linguistisch zu m

achtig

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