Approche variationnelle pour la fusion de jeux de données d'expression génique by Roubaud, Marie-Christine & Torrésani, Bruno
Approche variationnelle pour la fusion de jeux de
donne´es d’expression ge´nique
Marie-Christine Roubaud, Bruno Torre´sani
To cite this version:
Marie-Christine Roubaud, Bruno Torre´sani. Approche variationnelle pour la fusion de jeux de
donne´es d’expression ge´nique. 41e`mes Journe´es de Statistique, SFdS, Bordeaux, 2009, Bor-
deaux, France, France. 2009. <inria-00386695>
HAL Id: inria-00386695
https://hal.inria.fr/inria-00386695
Submitted on 22 May 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Approche variationnelle pour la fusion de jeux de
donne´es d’expression ge´nique
Marie-Christine Roubaud & Bruno Torre´sani
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Re´sume´. L’analyse conjointe de multiples jeux de donne´es de meˆme nature pour en
de´gager l’information pertinente est un proble`me complexe. Une approche variationnelle
pour calibrer des jeux de donne´es d’expression ge´niques multiples est propose´e, base´e
sur l’optimisation d’une fonctionnelle de « fonctions de rectification ». L’optimisation est
effectue´e nume´riquement par un algorithme ite´ratif. L’approche propose´e est illustre´e
sur une simulation, dans laquelle des jeux artificiels sont constitue´s a` partir d’un jeu de
donne´es re´el d’expression de E. Coli.
Mots cle´s : donne´es d’expression ge´nique, fusion de donne´es, normalisation, approche
variationnelle
Abstract. The joint analysis of multiple datasets of similar nature for extracting relevant
common information is a complex problem. A variational approach for calibrating gene
expression datasets is proposed, that relies on the optimization of a functional of “rectifi-
cation functions”. The optimization is performed numerically with an iterative algorithm.
The proposed approach is illustrated on simulated data, in which articicial datasets are
generated from real E. Coli expression data.
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1 Introduction
La quantite´ de donne´es d’expression ge´nique disponibles dans de grandes bases de
donne´es (voir par exemple Gene Omnibus ou encore ArrayExpress) connaˆıt actuellement
une croissance extreˆmement rapide. Pour tirer parti de ces masses de donne´es, un pre´alable
crucial est de s’affranchir « au mieux » de la variabilite´ entre e´tudes, afin d’acce´der a` la
variabilite´ pertinente pour la proble`me pose´. Sche´matiquement, on peut distinguer deux
types d’approches, que l’on nommera me´ta-analyse et fusion de donne´es.
L’approche «me´ta-analyse », qui fusionne des re´sultats d’analyse plutoˆt que les donne´es
elles-meˆmes, est de loin la plus aborde´e dans la litte´rature (voir par exemple Rhodes et
al (2002), Zintsaras et Ioannidis (2008), et Hong et Breitling (2008) pour une revue). Sa
popularite´ provient notamment du fait que les donne´es sont souvent faciles a` obtenir et a`
traiter : on compare des quantite´s de meˆme ordre de grandeur (niveau de signification,...)
et la comparaison de re´sultats issus de diffe´rentes technologies est possible. Cependant
cette approche comporte e´galement de gros inconve´nients. Elle simplifie a` l’extreˆme l’in-
formation, mais aussi et surtout ne fait pas coope´rer les diffe´rents jeux de donne´es lors de
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l’analyse. Par exemple, elle ne permet pas de re´soudre le proble`me des petits effectifs de
certains groupes dans l’analyse diffe´rentielle.
Par contre, tre`s peu d’e´tudes base´es sur la combinaison des jeux de donne´es avant
analyse ont e´te´ de´veloppe´es, a` l’exception d’e´tudes portant sur les rangs. Les principales
difficulte´s dans leur mise en oeuvre sont la ne´cessite´ de s’affranchir au mieux de l’effet
« e´tude/laboratoire » (Irizarry et al (2005)) et la validation de la proce´dure de fusion.
Dans cet article nous nous inte´ressons a` ce type d’approche pour des jeux de donne´es
correspondant a` une meˆme espe`ce avec des conditions similaires et issus d’une meˆme
technologie. Une me´thode de calibration de jeux de donne´es avant leur fusion est propose´e
et des re´sultats sont pre´sente´es sur une simulation.
2 Fusion de jeux de donne´es d’expression ge´nique
Le cadre de notre e´tude est celui de donne´es d’expression ge´niques, et notre objec-
tif est la fusion de plusieurs jeux de donne´es provenant d’e´tudes similaires, comportant
un nombre suffisant de ge`nes communs. La variabilite´ « biologique » est suppose´e non
confondue avec la variabilite´ « e´tude ». On se place au niveau de donne´es de´ja` norma-
lise´es, au sein de chaque jeu. Notre objectif est d’effectuer une nouvelle normalisation
« entre e´tudes », pour les rendre comparables avant de les fusionner et pouvoir ensuite
utiliser des me´thodes quantitatives sur les donne´es re´unies. Une condition ne´cessaire est
que l’ordre des ge`nes soit a` peu pre`s conserve´ d’une e´tude a` l’autre.
Une me´thode simple de calibration est fournie par la transformation en donne´es or-
dinales : la valeur mesure´e de l’exression du ge`ne est remplace´e par son rang dans la
condition conside´re´e. Par exemple dans la librairie Bioconducor du langage R, le paquet
Rankprod de Hong et al (2006) effectue une analyse diffe´rentielle a` partir des rangs. Cette
approche engendre cependant une grosse perte d’information, et soule`ve de nombreuses
questions, comme le proble`me du codage : la transformation doit-elle eˆtre faite avant ou
apre`s fusion ? En effet le nombre de ge`nes exploitables peut eˆtre diffe´rent d’un jeu a` un
autre et la re´union s’effectuant sur la base des ge`nes communs, les rangs ne seront pas
identiques s’ils sont calcule´s avant ou apre`s la fusion.
2.1 Approche propose´e
Notre approche est fonde´e sur le constat empirique de la non line´arite´ de la relation
entre les moyennes des diffe´rents jeux de donne´es. Notre hypothe`se de travail est la sui-
vante : dans chaque e´tude, les donne´es mesure´es sont les images de niveaux d’expression
« vrais » par une fonction (non-line´aire) inconnue.
Notations et hypothe`ses. Conside´rons un ensemble {X1, . . .XK} de jeux de donne´es
d’expression, de la forme Xk = {Xk;gc}, Xk;gc repre´sentant le niveau d’expression mesure´
du ge`ne g dans la condition c, dans la k-ie`me e´tude. On noteXk;g le vecteur des expressions
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de g pour toutes les conditions dans l’e´tude k, G le nombre de ge`nes communs aux
diffe´rents jeux, et Ck le nombre de conditions dans l’e´tude k. On suppose que :
1. Les variables biologiques d’inte´reˆt {Ξk;gc} sont observe´es dans les diffe´rentes e´tudes
au travers de fonctions d’observation diffe´rentes F1, . . . FK : Xk:g,c = Fk(Ξk;g,c)
2. Les fonctions d’observation sont non-line´aires, monotones et re´gulie`res. Elles de´pen-
dent uniquement de l’e´tude, elles sont en particulier inde´pendantes par rapport aux
ge`nes et aux conditions dans une meˆme e´tude.
Approche variationnelle. On recherche des fonctions de rectification qui rendent com-
parables les jeux de donne´es des diffe´rentes e´tudes. Ces fonctions jouent le roˆle de « re´ciproques
re´gulie`res » des fonctions d’observation. La me´thode propose´e est sche´matise´e en Fig 1
dans le cas de trois jeux de donne´es.
Fig. 1 – Fonctions d’observation et de rectification pour trois jeux de donne´es d’expression
Le proble`me pose´ est le suivant : trouver des fonctions de rectification φ1, . . . φK telles que
les φk(Xk;g), k = 1 . . . K soient les plus proches possible, sous contrainte de re´gularite´. Les
φk ne sont pas uniques, et sont de´finies modulo composition avec une fonction inconnue.
Pour re´soudre ce proble`me, nous nous basons sur une approche variationnelle, permettant
d’imposer de fac¸on simple des hypothe`ses de re´gularite´ sur les fonctions de rectification.
La fonctionnelle a` minimiser, de type « spline », consiste en une attache aux donne´es qua-
dratique, re´gularise´e par pe´nalisation des de´rive´es secondes des fonctions de rectification.
Le proble`me global est donc de minimiser, par rapport a` la re´fe´rence M = {Mg, g =
1, . . . G} et aux fonctions de rectification φk, k = 1, . . . K, la quantite´
Φ[φ1, . . . φK ] =
K∑
k=1
(∑
g
[
φk(Xk;g)−Mg
]2
+ λ
∫
φ′′k(x)
2 dx
)
(1)
ou` λ est un parame`tre servant a` « re´gler » l’importance relative des termes d’attache aux
donne´es et de re´gularite´, et ou` on a note´ φk(Xk;g) =
1
Ck
∑Ck
c=1 φk(Xk;gc) la moyenne des
valeurs rectifie´es pour le ge`ne g dans l’e´tude k.
Algorithme. Nous recherchons un minimum de Φ via un algorithme ite´ratif. Partant
d’un choix initial pour la re´fe´rence M, les deux e´tapes suivantes sont ite´re´es :
1. Estimation des fonctions de rectification φk, sachant M. Fixer M de´couple le
proble`me en K proble`me inde´pendants, qui sont des proble`mes de re´gression « spline ».
2. Estimation de M sachant les φk ; ceci revient a` un simple calcul de moyenne.
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Application aux donne´es d’expression. Partant d’une famille de jeux de donne´es
d’expression {X1, . . .XK}, les ope´rations suivantes sont effectue´es :
- Estimation de la moyenne M et des fonctions de rectification φ1, . . . φK .
- Rectification des donne´es : X˜k;gc = φk(Xk;gc).
- Fusion des jeux rectifie´s en un « grand jeu ».
Remarques : - Il n’y a pas unicite´ de la solution du proble`me d’inversion des fonctions
d’observation. L’algorithme fournit une solution permettant de « recaler » les donne´es,
sans pour autant retrouver les « vrais » niveaux d’expression ge´niques Ξgc.
- Il n’est pas ne´cessaire (et parfois pas souhaitable) d’utiliser tous les ge`nes pour es-
timer les fonctions de rectification. Le sous-ensemble de ge`nes utilise´ doit comporter des
ge`nes peu variables dans chaque jeu, et e´chantillonnant l’ensemble du domaine des valeurs.
2.2 Simulations
L’algorithme a e´te´ teste´ sur deux jeux de donne´es artificiel construits a` partir d’un jeu
de donne´es d’expression chez E. coli obtenu par Covert et al (2006). Ce jeu correspond
a` l’e´tude de l’expression de 7295 ge`nes dans deux situations diffe´rentes : 20 ae´robie (O)
et 22 anae´robie (N). Son inte´reˆt est qu’il exhibe une variabilite´ biologique claire due aux
deux situations (voir le premier plan factoriel des donne´es originales, Fig. 2).
Constitution de deux jeux de donne´es artificiels. Nous avons ge´ne´re´ deux jeux
de donne´es en tirant au hasard 10 (O) et 11 (N) dans le jeu de de´part. Puis nous avons
applique´ deux transformations non-line´aires diffe´rentes F1 et F2 a` chacun des jeux (ici,
deux variantes de l’arcsinus hyperbolique). Chaque transformation simulant la fonction
d’observation d’une e´tude.
Une projection dans le premier plan factoriel de l’ensemble des donne´es de´forme´es
fait apparaˆıtre clairement l’effet « e´tude » comme premie`res sources de variabilite´ et la
variabilite´ biologique est totalement masque´e (voir Fig. 2).
Estimation et validation : La me´thode de´crite ci-dessus a e´te´ applique´e a` ces jeux
simule´s, les fonctions de rectification φ1, φ2 e´tant estime´es a` partir d’un sous-jeu de ge`nes
« invariants ». Puis la rectification a e´te´ effectue´e sur les jeux complets. Les re´sultats
(Fig. 2) sont analyse´s par comparaison des expressions moyennes de chaque ge`ne (groupe
de 4 figures en haut a` gauche), des boxplots (groupe de 4 figures en haut a` droite) et des
projections sur le premier plan factoriel d’une ACP (groupe de 4 figures en bas).
La rectification permet de supprimer la distorsion et de line´ariser la de´pendance entre
les moyennes des expressions de ge`nes, comme le montre les trace´s des moyennes de la
Fig. 2 (repre´sentant dans l’ordre le jeu 1 et le jeu 2 contre leur moyenne, le jeu 1 contre
le jeu 2, et le jeu 1 rectifie´ contre le jeu 2 rectifie´).
La projection sur le premier plan factoriel montre que la variabilite´ induite par la
distorsion est re´duite par la rectification, les donne´es rectifie´es retrouvant la variabilite´
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Fig. 2 – Simulation. Groupe en haut a` gauche : expressions moyennes de chaque ge`ne,
avant rectification (3 premie`res courbes) et apre`s rectification. Groupe en haut a` droite :
boxplots des donne´es initiales, de´forme´es, ordinales et rectifie´es. Groupe en bas : projec-
tions sur le premier plan factoriel des donne´es initiales, de´forme´es, ordinales et rectifie´es.
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biologique de de´part. Ce re´sultat est a` peu pre`s comparable au re´sultat obtenu a` partir
des donne´es ordinales. La rectification e´vite toutefois la perte d’information inhe´rente a`
la transformation en rangs.
Les boxplots illustrent le fait que la rectification, comme pre´vu, ne permet pas d’inver-
ser la transformation non-line´aire, mais atteint son but en fournissant des distributions
comparables, mais pas identiques comme le fait le passage aux rangs.
3 Conclusion
Nous proposons une me´thode de normalisation de jeux de donne´es multiples, base´e
sur une hypothe`se de relation non-line´aire entre diffe´rentes e´tudes et une approche va-
riationnelle. Les re´sultats obtenus sur des jeux de donne´es simule´es sont encourageants.
La rectification propose´e est dans ce cas suffisante pour re´duire l’effet « e´tude » dans les
jeux fusionne´s. Cependant plusieurs points restent a` approfondir : les pre´-traitements (log,
stabilisation de la variance,...), le choix de la re´fe´rence M dans l’algorithme de rectifica-
tion, la se´lection de ge`nes invariants ainsi que la prise en compte de distorsions sur la
variance. La prochaine e´tape est l’application de cette me´thode sur des jeux de donne´es
re´els. Rendre comparables plusieurs jeux de donne´es similaires est un ve´ritable enjeu. Ceci
permet d’envisager des e´tudes sur de tre`s gros jeux de donne´es avec un gain important
en robustesse.
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