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Rotation symmetric Boolean functions have been extensively stud-
ied in the last dozen years or so because of their importance
in cryptography and coding theory. Until recently, very little was
known about the basic question of when two such functions are
aﬃne equivalent. The simplest case of quadratic rotation symmet-
ric functions which are generated by cyclic permutations of the
variables in a single monomial was only settled in a 2009 pa-
per of Kim, Park and Hahn. The much more complicated anal-
ogous problem for cubic functions was solved for permutations
using a new concept of patterns in a 2010 paper of Cusick, and
it is conjectured that, as in the quadratic case, this solution ac-
tually applies for all aﬃne transformations. The patterns method
enables a detailed analysis of the aﬃne equivalence classes for
various special classes of cubic rotation symmetric functions in n
variables. Here the case of functions generated by a single mono-
mial and having pk variables, where p > 3 is prime, is examined
in detail, and in particular, a formula for the number of classes is
proved.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Boolean functions have many applications in coding theory and cryptography. A detailed account of
the latter applications can be found in the book [5]. Deﬁne Vn to be the vector space of dimension n
over the ﬁnite ﬁeld GF(2) = {0,1}. A Boolean function in n variables, f (x1, x2, . . . , xn) = f (x) is a map
f : Vn → GF(2). Every Boolean function f (x) has a unique polynomial representation (usually called
the algebraic normal form [5, p. 6]), and the degree of f is the degree of this polynomial. A function
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let Bn denote the set of all Boolean functions in n variables, with addition and multiplication done
mod 2.
If we list the 2n elements of Vn as v0 = (0, . . . ,0), v1 = (0, . . . ,0,1), . . . in lexicographic order,
then the 2n-vector ( f (v0), f (v1), . . . , f (v2n−1)) is called the truth table of f . The weight (also called
Hamming weight) wt( f ) of f is deﬁned to be the number of 1’s in the truth table for f .
Deﬁne a permutation, ρ , on n variables by ρ(i) = i + 1 mod n. Then for x = (x1, . . . , xn) ∈ Vn ,
let ρ(x) = (xρ(1), . . . , xρ(n)). A Boolean function is called rotation symmetric if f (x) = f (ρ(x)) for all
x ∈ Vn [7, p. 430]. In particular, if some monomial appears in a rotation symmetric function, f , then
the set of permutations, ρk for k ∈ Z, of this monomial must also appear in the function [5, p. 109].
A monomial rotation symmetric function is a Boolean function generated by cyclic permutations of a
single monomial [3, p. 2].
Two Boolean functions f (x) and g(x) are called aﬃne equivalent if there exists a nonsingular ma-
trix A over the ﬁeld GF(2) and a vector b ∈ Vn such that g(x) = f (Ax+b) for all x ∈ Vn [5, p. 12]. The
study of when two Boolean functions f (x) and g(x) are aﬃne equivalent is important in cryptography
(see, for example, [1,2,6] and the references in those papers). This problem is notoriously diﬃcult for
general functions, so it is necessary to consider restricted classes of functions.
We will look at the case of monomial rotation symmetric Boolean functions of degree three, called
cubic MRS functions. From [3] we know in detail the aﬃne equivalence classes when the function has
n = p variables, where p > 3 is prime; and n = 3k variables, where k ∈ Z. This paper addresses the
case where p > 3 is a prime and n = pk . The missing case where n = 2k has been completely solved
in [4]. The structure of the equivalence classes when n = 2k is quite different from the corresponding
situation for the odd prime powers in this paper (every number theorist knows that the prime 2 usu-
ally behaves differently!). For comparison, we quote the main result from [4] in Section 7 at the end
of this paper. It is possible that the method of this paper extends to more general rotation symmetric
functions (in particular, functions of higher degree), but we do not consider these extensions in this
paper, since some new ideas will be required.
2. Preliminaries
Due to [3, Section 3] we know that every cubic MRS function, f (x) = x1xix j + x2xi+1x j+1 + · · · +
xnxi−1x j−1, in n variables can be represented by a triple (1, i, j), where 1 < i, j  n, i = j, and the
order of 1, i, j does not change the function. Also notice that there are three triples containing 1
which appear in the function above. So we have
(1, i, j) = (1,2− i Mod n,1+ j − i Mod n)
= (1,1+ i − j Mod n,2− j Mod n). (1)
Throughout this paper the “capital Mod” notation a Mod n means the unique integer b satisfying
1 b  n such that b ≡ a mod n. By choosing the least possible i in the function above, followed by
the least possible j, the representation is unique. Let
Dn =
{





cubic MRS functions f (x) in n variables
}
.
It is clear that Cn is equivalent to Dn . Furthermore, from [3, Lemma 3.1], we have
|Dn| =
(
n2 − 3n + 2)/6 (2)
when n ≡ 0 mod 3.
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Gn =
{
στ : gcd(τ ,n) = 1
}
where
στ (i) = (i − 1)τ + 1 Mod n where i ∈ {1,2, . . . ,n}.
By [3, Th. 3.7], the group Gn is isomorphic to the multiplicative group of units of Z∗n . The theorem
below, which is [3, Th. 3.8], shows the importance of this group in our study of aﬃne equivalence.
Theorem 2.1. (See [3, Th. 3.8].) The group Gn acts on Cn by στ ( f (x)) = στ ((1, i, j)) = (1, στ (i),στ ( j)),
where f (x) has the unique standard form (1, i, j) in Dn. The orbits of this action are exactly the aﬃne equiva-
lence classes for Cn under permutations which preserve rotation symmetry.
Therefore, to determine the aﬃne equivalence classes, we will look at the orbits of the action
above.
Let E(n) = the number of aﬃne equivalence classes of cubic MRS functions in n variables and let





and a proof of this is given in [3, p. 5076].
Finally, a useful tool in determining the aﬃne equivalence classes is the following lemma:
Lemma 2.1. Every aﬃne equivalence class of cubic MRS functions in n = pk variables, where p is a prime and
p > 3, contains a function (1, pu + 1,apy + 1) where pu + 1 < apy + 1 and u, y,a are integers such that
0 u  y  k − 1 and gcd(a, p) = 1.
Proof. We need only to show that for a function (1, i, j) in n variables, there exists a permutation
στ ∈ Gn such that στ ((1, i, j)) = (1, pu + 1,apy + 1), for a,u, y described as above.
Begin by writing i as i = b1pb + 1 where p  b1 and 0  b  k − 1. Similarly, write j = c1pc + 1
where p does not divide c1 and 0 c  k − 1.
If b  c: We have (i − 1)τ + 1 = (b1pb)τ + 1. So we want b1τ pb ≡ pu mod pk . Choose u = b.
Since p does not divide b1, we can choose τ to be the inverse of b1 modulo pk . So, (i − 1)τ + 1 ≡
pb + 1 mod pk . Given τ and looking at j now, ( j − 1)τ + 1 = (c1τ )pc + 1. Since p  c1 and p  τ , let
a = c1τ and y = c.
We can also see that (i−1)τ +1 Mod pk = pu +1 Mod pk < apy +1 Mod pk = ( j−1)τ +1 Mod pk
by noticing the following three facts:
1. ( j − 1)τ + 1 ≡ 1 mod pk ⇐⇒ ( j − 1)τ ≡ 0 mod pk ⇐⇒ pk|( j − 1).
This is a contradiction since j ≡ 1 mod pk by deﬁnition of the triple (1, i, j).
2. ( j − 1)τ + 1 ≡ x mod pk ⇐⇒ ( j − 1)τ ≡ (c1pc)b−11 ≡ x− 1 mod pk
⇐⇒ pk|(c1b−11 pc − (x− 1)) 
⇒ pc |(x− 1).
This is a contradiction for 2 x pc (when c > 0).
3. ( j − 1)τ + 1 ≡ pb + 1 mod pk ⇐⇒ ( j − 1)τ ≡ pb mod pk .
We know that (i − 1)τ ≡ pb mod pk , so putting them together implies that i = j, a contradiction
by deﬁnition of the triple (1, i, j).
By (1) and (2), we have that ( j− 1)τ + 1 ≡ x mod pk 
⇒ x  pc . Since b c and by (3), we have that
x = 1,2, . . . , pb + 1 Mod pk . Therefore, pu + 1 Mod pk < apy + 1 Mod pk .
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Therefore, there exists a permutation στ such that στ ((1, i, j)) = (1, pu + 1,apy + 1), 0 u  y 
k − 1, pu + 1 < apy + 1, and gcd(a, p) = 1. 
Throughout this paper assume that n = pk where p is prime such that p > 3 and k is an integer
with k 1.
3. A class for all powers of primes
Lemma 3.1. The function (1, pu +1,2pu +1) for u = 0,1, . . . ,k−1 is always in an aﬃne equivalence class of
size φ(pk−u)/2. Furthermore, the elements σxpk−u+1 for x = 0,1, . . . , pu −1 and σxpk−u−1 for x = 1,2, . . . , pu
are the only elements of Gn which ﬁx the functions in this class.
Proof. Begin by noticing that by Eq. (1)
(
1, pu + 1,2pu + 1)= (1, pu + 1,−pu + 1)= (1,−pu + 1,−2pu + 1) (4)
and that this function is indeed ﬁxed by the indicated elements of Gn:
σxpk−u±1
((
1, pu + 1,2pu + 1))= (1, pu(xpk−u ± 1)+ 1,2pu(xpk−u ± 1)+ 1)
= (1,±pu + 1,±2pu + 1).
Now assume that there is some other element στ ∈ Gn which ﬁxes the function. Due to Eq. (4),
we must have one of the following three cases and each of the three cases breaks down further into
two possible subcases:
1. (1, τ pu + 1,2τ pu + 1) = (1, pu + 1,2pu + 1)
(a) τ pu + 1 ≡ pu + 1 mod pk and 2τ pu + 1 ≡ 2pu + 1 mod pk

⇒ pu(τ − 1) ≡ 0 mod pk 
⇒ pk−u |(τ − 1) 
⇒ τ = xpk−u + 1.
We can also assume that x = 0,1, . . . , pu − 1 since we are assuming that 1 τ  pk .
(b) τ pu + 1 ≡ 2pu + 1 mod pk and 2τ pu + 1 ≡ pu + 1 mod pk

⇒ pu(τ − 2) ≡ 0 mod pk and pu(2τ − 1) ≡ 0 mod pk

⇒ τ ≡ 2 mod pk−u and 2τ ≡ 1 mod pk−u

⇒ 4 ≡ 1 mod pk−u 
⇒ pk−u |3.
This is a contradiction since p > 3 and u < k.
2. (1, τ pu + 1,2τ pu + 1) = (1, pu + 1,−pu + 1)
(a) τ pu + 1 ≡ pu + 1 mod pk and 2τ pu + 1 ≡ −pu + 1 mod pk

⇒ pu(τ − 1) ≡ 0 mod pk and pu(2τ + 1) ≡ 0 mod pk

⇒ τ ≡ 1 mod pk−u and 2τ ≡ −1 mod pk−u

⇒ 2 ≡ −1 mod pk−u 
⇒ pk−u |3.
This is a contradiction since p > 3 and u < k.
(b) τ pu + 1 ≡ −pu + 1 mod pk and 2τ pu + 1 ≡ pu + 1 mod pk

⇒ pu(τ + 1) ≡ 0 mod pk and pu(2τ − 1) ≡ 0 mod pk

⇒ τ ≡ −1 mod pk−u and 2τ ≡ 1 mod pk−u

⇒ −2 ≡ 1 mod pk−u 
⇒ pk−u |3.
This is a contradiction since p > 3 and u < k.
3. (1, τ pu + 1,2τ pu + 1) = (1,−pu + 1,−2pu + 1)
(a) τ pu + 1 ≡ −pu + 1 mod pk and 2τ pu + 1 ≡ −2pu + 1 mod pk

⇒ pu(τ + 1) ≡ 0 mod pk and pu(2τ + 2) ≡ 0 mod pk

⇒ τ ≡ −1 mod pk−u 
⇒ τ = xpk−u − 1.
We can also assume that x = 1,2, . . . , pu since we are assuming that 1 τ  pk .
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⇒ pu(τ + 2) ≡ 0 mod pk and pu(2τ + 1) ≡ 0 mod pk

⇒ τ ≡ −2 mod pk−u and 2τ ≡ −1 mod pk−u

⇒ −4 ≡ −1 mod pk−u 
⇒ pk−u |3.
This is a contradiction since p > 3 and u < k.
Therefore, τ = xpk−u + 1 with x = 0,1, . . . , pu − 1 or τ = xpk−u − 1 with x = 1,2, . . . , pu . Thus,
there are exactly 2pu elements which ﬁx (1, pu + 1,2pu + 1), so the stabilizer of the function has
size 2pu . Since the size of the equivalence class equals the size of the orbit, the equivalence class
containing (1, pu + 1,2pu + 1) has exactly pk−1(p − 1)/2pu = φ(pk−u)/2 elements. 
Furthermore, we later show that the classes described in Lemma 3.1 are unique; there is only one
class of each size described. See Remark 5.3 for details.
4. A class when p ≡ 1 mod 6
For the remainder of this paper, m−1 denotes the inverse of m modulo pk .
Lemma 4.1. Assume p ≡ 1 mod 6. Then for u = 0,1, . . . ,k − 1, the function (1, pu + 1,−m−1pu + 1),
where m is an element of order 3pu modulo pk, is always in an aﬃne equivalence class of size φ(pk−u)/3.
Furthermore, the elements σ1, σm, σm2 , . . . , σm3pu−1 are the only elements of Gn which ﬁx the functions in this
class.
To prove Lemma 4.1, we need two preliminary lemmas.
Lemma 4.2. An integer b has order 3 modulo pk−u if and only if b has order 3pu modulo pk. Furthermore,
when this is the case, b ≡ 1 mod p.
Proof. Let r be a primitive root modulo p2; then r is a primitive root modulo pi for all positive
integers i. For any b not divisible by p, there exists some integer t such that rt ≡ b mod pk . So
b3p
u ≡ r3tpu ≡ 1 mod pk ⇐⇒ pk−1(p − 1)|3tpu ⇐⇒ p(k−u−1)(p − 1)|3t ⇐⇒ 1 ≡ r3t ≡ b3 mod pk−u .
Also notice that given that the order of b is 3pu modulo pk , then k − u is the largest integer i such
that b3 ≡ 1 mod pi .
Now assume that b ≡ 1 mod p, then rt ≡ 1 mod p. Since r is also a primitive root modulo p, this
implies that p−1|t . Combining this with the facts that pk−1(p−1)|3tpu and that p > 3, we have that
pk−1(p − 1)|tpu . Now, rtpu ≡ bpu ≡ 1 mod pk , a contradiction, since the order of b is 3pu . 
Lemma 4.3.We have
(
1, pu + 1,−m−1pu + 1)= (1,−pu + 1,mpu + 1)= (1,m−1pu + 1,−mpu + 1).
Proof. It is clear that
(
1, pu + 1,−m−1pu + 1)= (1,−pu + 1, (−m−1 − 1)pu + 1)
= (1,m−1pu + 1, (m−1 + 1)pu + 1)
from Eq. (1). So it remains to show that (m−1+1)pu ≡ −mpu mod pk , or (m+m−1+1)pu ≡ 0 mod pk .
Notice from Lemma 4.2 that 1 ≡m3 mod pk−u . We also have that m3 − 1 ≡ (m− 1)(m2 +m+ 1) ≡
0 mod pk−u and, since p  (m − 1), we must have m2 +m + 1 ≡ 0 mod pk−u .
Additionally, notice that m ·m−1 ≡ m ·m3pu−1 ≡ m3(pu) ≡ 1 mod pk−u . So m−1 is also an inverse
of m modulo pk−u . Also, m · m2 ≡ m3 ≡ 1 mod pk−u . Since inverses are unique, this means that
m−1 ≡m2 mod pk−u . Finally, we have that m2 +m + 1 ≡m−1 +m + 1 ≡ 0 mod pk−u . 
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by showing that the indicated elements of Gn ﬁx the function (1, pu + 1,−m−1pu + 1): Let i =
0,1,2, . . . ,3pu − 1. Then,
σmi
((
1, pu + 1,−m−1pu + 1))= (1,mi pu + 1,−mi−1pu + 1).
Now we have three cases:
i ≡ 0 mod 3 
⇒ mi ≡ 1 mod pk−u 
⇒ mi = xpk−u + 1, x ∈ Z

⇒ mi pu ≡ (xpk−u + 1)pu ≡ xpk + pu ≡ pu mod pk,
similarly, mi−1 =mim−1 
⇒ −mi−1pu ≡ −m−1pu mod pk .
i ≡ 1 mod 3 
⇒ mi ≡m mod pk−u 
⇒ mi = xpk−u +m, x ∈ Z

⇒ mi pu ≡ (xpk−u +m)pu ≡ xpk +mpu ≡mpu mod pk,
also, −mi−1pu ≡ −(xpk−u +m)(m−1)pu ≡ −pu mod pk .
i ≡ 2 mod 3 
⇒ mi ≡m−1 mod pk−u 
⇒ mi = xpk−u +m−1, x ∈ Z

⇒ mi pu ≡ (xpk−u +m−1)pu ≡ xpk +m−1pu ≡m−1pu mod pk,
similarly, m−1 ≡m2 mod pk−u

⇒ −mi−1pu ≡ −(xpk−u +m2)(m−1)pu ≡ −mpu mod pk.
Therefore, by Lemma 4.3, the function is ﬁxed. We can also see that no other elements ﬁx the
function since if one exists then there is some τ relatively prime to pk such that
στ
((
1, pu + 1,−m−1pu + 1))= (1, τ pu + 1,−m−1τ pu + 1)
= (1, pu + 1,−m−1pu + 1).
Using Lemma 4.3, this breaks down into three cases:
1. (1, τ pu + 1,−m−1τ pu + 1) = (1, pu + 1,−m−1pu + 1)
(a) τ pu + 1 ≡ pu + 1 mod pk and −m−1τ pu + 1 ≡ −m−1pu + 1 mod pk

⇒ pu(τ − 1) ≡ 0 mod pk 
⇒ τ ≡ 1 mod pk−u .
Find a primitive root r, as in the proof of Lemma 4.2, so that m ≡ rt mod pk . Then τ ≡
ri mod pk , for some integer i 
⇒ τ ≡ ri mod pk−u . Since we also have, by Lemma 4.2, that
τ ≡ 1 ≡m3 ≡ r3t mod pk−u , then ri ≡ r3t mod pk−u 
⇒ i ≡ 3t mod pk−u−1(p − 1), or
i = 3t + apk−u−1(p − 1) for some integer a. (5)
Also, recall from Lemma 4.2 that pk−u−1(p− 1)|3t and k− u is the largest integer so that this
is true. This means that 3t = pk−u−1(p−1)x for some integer x such that p does not divide x.
Since gcd(p, x) = 1, x will have an inverse modulo p j for any positive integer j.
We want to show that there exists an integer b such that ri ≡ τ ≡ m3b ≡ r3bt mod pk ⇐⇒
i ≡ 3bt mod pk−1(p − 1). We can see such a b exists by letting b ≡ ax−1 + 1 mod pu :
a − x(b − 1) ≡ 0 mod pu 
⇒ pu |(a − x(b − 1))
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⇒ pk−u−1(p − 1)(a − x(b − 1)) ≡ 0 mod pk−1(p − 1)

⇒ apk−u−1(p − 1) − 3t(b − 1) ≡ 0 mod pk−1(p − 1)
[since pk−u−1(p − 1)x = 3t]

⇒ 3bt ≡ 3t + apk−u−1(p − 1) mod pk−1(p − 1).
And now, by Eq. (5), we have i ≡ 3bt mod pk−1(p − 1), so τ ≡ m3b mod pk , where b is the
integer deﬁned above. Since we are reducing modulo pu , we can assume that 0 b  pu − 1.
So, στ is one of the elements of Gn originally allowed above.
(b) −m−1τ pu + 1 ≡ pu + 1 mod pk and τ pu + 1 ≡ −m−1pu + 1 mod pk

⇒ −τ pu ≡mpu mod pk and −τ pu ≡m−1pu mod pk

⇒mpu ≡m−1pu mod pk 
⇒m2pu ≡ pu mod pk

⇒m2 ≡ 1 mod pk−u .
This is a contradiction to Lemma 4.2.
2. (1, τ pu + 1,−m−1τ pu + 1) = (1,−pu + 1,mpu + 1)
(a) τ pu + 1 ≡ −pu + 1 mod pk and −m−1τ pu + 1 ≡mpu + 1 mod pk

⇒ τ ≡ −1 mod pk−u and −m−1τ ≡m mod pk−u

⇒m ≡m−1 mod pk−u 
⇒m2 ≡ 1 mod pk−u .
This contradicts Lemma 4.2.
(b) −m−1τ pu + 1 ≡ −pu + 1 mod pk and τ pu + 1 ≡mpu + 1 mod pk

⇒ τ ≡m mod pk−u .
Following a similar pattern to 1(a), ﬁnd a primitive root r so that m ≡ rt mod pk and τ ≡
ri mod pk for some integer i. Then we have ri ≡ rt mod pk−u 
⇒ i ≡ t mod pk−u−1(p−1), so
i = t + apk−u−1(p − 1) for some integer a. (6)
Also, pk−u−1(p − 1)|3t gives that 3t = pk−u−1(p − 1)x, for some integer x. Since k − u is the
largest integer so this is true, p does not divide x and x has an inverse modulo p j for any
positive integer j.
We want to show that for some integer b, i ≡ (3b + 1)t mod pk−1(p − 1). Choose b =
ax−1 mod pu . Then a − xb ≡ 0 mod pu

⇒ pk−u−1(p − 1)(a − xb) ≡ 0 mod pk−1(p − 1)

⇒ apk−u−1(p − 1) − 3tb ≡ 0 mod pk−1(p − 1)

⇒ (3b + 1)t ≡ t + apk−u−1(p − 1) mod pk−1(p − 1)

⇒ i ≡ (3b + 1)t mod pk−1(p − 1)
by Eq. (6). So we have that ri ≡ r(3b+1)t mod pk 
⇒ τ ≡m3b+1 mod pk . Also, notice that since
0  b  pu − 1, then 0 < 3b + 1  3(pu − 1) + 1 < 3pu . Therefore, στ is one of the allowed
elements.
3. (1, τ pu + 1,−m−1τ pu + 1) = (1,m−1pu + 1,−mpu + 1)
(a) τ pu + 1 ≡m−1pu + 1 mod pk and −m−1τ pu + 1 ≡ −mpu + 1 mod pk

⇒ τ ≡m2 mod pk−u .
Again, as in 1(a), ﬁnd a primitive root r. Then, m ≡ rt mod pk and τ ≡ ri mod pk for some
integer i. This implies ri ≡ r2t mod pk−u, so i ≡ 2t mod pk−u−1(p − 1) and then
i = 2t + apk−u−1(p − 1) for some integer a. (7)
Also, we have 3t = pk−u−1(p − 1)x, for some integer x, and x has an inverse modulo p j for
all positive integers j.
We want to show that for some integer b, i ≡ (3b + 2)t mod pk−1(p − 1). Choose b ≡
ax−1 mod pu . Then a − xb ≡ 0 mod pu

⇒ pk−u−1(p − 1)(a − xb) ≡ 0 mod pk−1(p − 1)

⇒ apk−u−1(p − 1) − 3tb ≡ 0 mod pk−1(p − 1)

⇒ (3b + 2)t ≡ 2t + apk−u−1(p − 1) mod pk−1(p − 1)

⇒ i ≡ (3b + 2)t mod pk−1(p − 1)
by Eq. (7). So now we have ri ≡ r(3b+2)t mod pk 
⇒ τ ≡m3b+2 mod pk . Also notice that since
0 b  pu − 1, we have 0 < 3b + 2 < 3pu . Therefore, στ is one of the allowed elements.
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⇒ τ ≡ −1 mod pk−u and τ ≡ −m mod pk−u .
Together, this implies that m ≡ 1 mod pk−u , a contradiction to Lemma 4.2.
Therefore, we have found that exactly 3pu elements of Gn ﬁx the function (1, pu +1,−m−1pu +1).
This means that the stabilizer of this function has size 3pu . Therefore, since the size of the equivalence
class is the size of the orbit, the equivalence class containing (1, pu + 1,−m−1pu + 1), has exactly
(pk−1(p − 1))/(3pu) = (pk−u−1(p − 1))/3 = φ(pk−u)/3 elements. 
Furthermore, we later show that the classes described in Lemma 4.1 are unique; when p ≡
1 mod 6, there is exactly one class of each size described. See Remark 5.3 for details.
5. The remaining classes for powers of primes




6(p−1) classes of size φ(p
k−u) for u =
0,1, . . . ,k − 1 when p ≡ 1 mod 6 and p ≡ 5 mod 6, respectively.
To prove Lemma 5.1, we need the three preliminary lemmas below.
Lemma 5.2. All of the remaining classes containing functions of the form (1, pu + 1,apy + 1) [0 u  y 
k − 1, gcd(a, p) = 1, pu + 1 < apy + 1] not already identiﬁed in Lemmas 3.1 or 4.1 are ﬁxed by στ where
τ = xpk−u + 1, x = 0,1,2, . . . , pu − 1. Furthermore, these are the only elements which ﬁx the functions.
Therefore, each of these functions is in a class of size φ(pk)/pu = φ(pk−u).
Proof. Let τ = xpk−u +1, x = 0,1,2, . . . , pu −1. Then: στ ((1, pu +1,apy +1)) = (1, (xpk−u +1)pu +1,
a(xpk−u + 1)py + 1) = (1, xpk + pu + 1,axpk−u+y + apy + 1) = (1, pu + 1,apy + 1). Therefore, στ does
ﬁx the function.
Now assume that there exists some other τ such that στ ﬁxes the function. Then we have
στ ((1, pu + 1,apy + 1)) = (1, τ pu + 1,aτ py + 1) = (1, pu + 1,apy + 1). Using Eq. (1), this breaks
down into three cases:
1. (1, τ pu + 1,aτ py + 1) = (1, pu + 1,apy + 1)
(a) τ pu + 1 ≡ pu + 1 mod pk and aτ py + 1 ≡ apy + 1 mod pk

⇒ pu(τ − 1) ≡ 0 mod pk 
⇒ τ ≡ 1 mod pk−u

⇒ τ = xpk−u + 1. So στ is one of the elements described above.
(b) τ pu + 1 ≡ apy + 1 mod pk and aτ py + 1 ≡ pu + 1 mod pk

⇒ pu(τ − apy−u) ≡ 0 mod pk and pu(aτ py−u − 1) ≡ 0 mod pk .
The second equation tells us that pk−u |(aτ py−u − 1). Since u < k, we must have y = u,
otherwise we would have p|1. Now the two equations become τ ≡ a mod pk−u and
aτ ≡ 1 mod pk−u . Combining the two, we get τ 2 ≡ a2 ≡ 1 mod pk−u . So, pk−u |(a2 − 1) =
(a − 1)(a + 1). If p|(a − 1) and p|(a + 1), then p|2, so we must have a ≡ 1 mod pk−u
or a ≡ −1 mod pk−u . If a ≡ 1 mod pk−u , then since y = u, apy + 1 ≡ pu + 1 mod pk .
This contradicts that pu + 1 < apy + 1. Therefore, we must have a ≡ −1 mod pk−u . Now,
(1, pu + 1,apy + 1) = (1, pu + 1,−pu + 1), which is a special case described in Lemma 3.1.
2. (1, τ pu + 1,aτ py + 1) = (1,apy − pu + 1,−pu + 1)
(a) τ pu + 1 ≡ apy − pu + 1 mod pk and aτ py + 1 ≡ −pu + 1 mod pk

⇒ pu(τ − apy−u + 1) ≡ 0 mod pk and pu(aτ py−u + 1) ≡ 0 mod pk .
The second equation tells us that pk−u |(aτ py−u + 1), so we must have y = u, because oth-
erwise p|1. Now the two equations become τ ≡ a − 1 mod pk−u and aτ ≡ −1 mod pk−u ,
so
a(a − 1) = a2 − a ≡ −1 mod pk−u. (8)
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a solution for a, the congruence (2a− 1)2 ≡ −3 mod p has a solution, which implies that −3
is a quadratic residue mod p. By quadratic reciprocity we have p ≡ 1 mod 6.
Also by Eq. (8) we have (a−1)(a2−a+1) ≡ 0 mod pk−u 
⇒ a3+1 ≡ 0 mod pk−u . Let w = −a.
Then w3 = (−a)3 = −a3 ≡ 1 mod pk−u . Now if w ≡ 1 mod pk−u we have a ≡ −1 mod pk−u
so 2 ≡ −1 mod pk−u by (8), a contradiction since p > 3. So the order of w is 3 modulo
pk−u and by Lemma 4.2 we have that the order of w modulo pk is 3pu . Now the function
(1, pu + 1,apy + 1) = (1, pu + 1,−wpu + 1), where w−1 has order 3pu modulo pk . So this is
the situation described in Lemma 4.1.
(b) τ pu + 1 ≡ −pu + 1 mod pk and aτ py + 1 ≡ apy − pu + 1 mod pk

⇒ pu(τ + 1) ≡ 0 mod pk and pu(aτ py−u − apy−u + 1) ≡ 0 mod pk .
The second equation tells us that pk−u |(aτ py−u − apy−u + 1), so we must have y = u since
otherwise we get p|1. Now the two equations simplify to τ ≡ −1 mod pk−u and aτ ≡ a −
1 mod pk−u . Combining these two results we get 2a ≡ 1 mod pk−u , or that 2apu ≡ pu mod pk .
Now note that the function (1, pu + 1,apy + 1) is in the class containing (1, pu + 1,2pu + 1),
since y = u and σa((1, pu + 1,2pu + 1)) = (1,apu + 1,2apu + 1) = (1,apu + 1, pu + 1). There-
fore, this is simply the special situation described in Lemma 3.1.
3. (1, τ pu + 1,aτ py + 1) = (1,−apy + 1,−apy + pu + 1)
(a) τ pu + 1 ≡ −apy + 1 mod pk and aτ py + 1 ≡ −apy + pu + 1 mod pk

⇒ pu(τ + apy−u) ≡ 0 mod pk and pu(aτ py−u + apy−u − 1) ≡ 0 mod pk .
The second equation gives pk−u |(aτ py−u +apy−u −1), so we must have y = u since otherwise
we would get p|1. Now the two equations simplify to τ ≡ −a mod pk−u and aτ + a − 1 ≡
0 mod pk−u . Combining the two pieces, we get a2 − a + 1 ≡ 0 mod pk−u . This is the same
as Eq. (8) in 2(a), so we must have that −a is an element of order 3pu modulo pk and that
p ≡ 1 mod 6. Therefore, we have the case described in Lemma 4.1.
(b) τ pu + 1 ≡ −apy + pu + 1 mod pk and aτ py + 1 ≡ −apy + 1 mod pk

⇒ pu(τ + apy−u − 1) ≡ 0 mod pk and py(aτ + a) ≡ 0 mod pk .
The second equation tells us that τ ≡ −1 mod pk−y [since p does not divide a]. The ﬁrst
equation gives τ ≡ −apy−u + 1 mod pk−u . Since k − y  k − u this also gives τ ≡ −apy−u +
1 mod pk−y . Substituting in τ ≡ −1 mod pk−y we get apy−u ≡ 2 mod pk−y . This implies that
y = u since otherwise we would have pk−y |(apy−u − 2) 
⇒ p|2.
Now the original two equations simplify to τ ≡ −a + 1 mod pk−u and τ ≡ −1 mod pk−u .
Combining the two results we have −1 ≡ −a + 1 mod pk−u or a ≡ 2 mod pk−u . So now the
function is (1, pu + 1,apy + 1) = (1, pu + 1,2pu + 1) and this is the special case described in
Lemma 3.1. 
Remark 5.3. Because every class contains a function of the form (1, pu + 1,apy + 1), where pu + 1 <
apy + 1, 0  u  y  k − 1 and gcd(a, p) = 1 (by Lemma 2.1), the sizes of all classes have been
identiﬁed. Furthermore, any class not containing the functions described in Lemmas 3.1 or 4.1, has
size φ(pk−u) for some u = 0,1, . . . ,k − 1, so the class of each size identiﬁed in Lemma 3.1 and
Lemma 4.1 is the only class of that size. We now must determine how many classes there are of the
sizes described in Lemma 5.2.
Lemma 5.4. A class containing (1, pu + 1,apy + 1) [1 u  y  k − 1, gcd(a, p) = 1, pu + 1 < apy + 1]
of size s, where n = pk, exists ⇐⇒ there is a class containing (1, pu−1 + 1,apy−1 + 1) [1 u  y  k − 1,
gcd(a, p) = 1, pu−1 + 1 < apy−1 + 1] of size s where n = pk−1 and s = φ(pk−v )/2; or s = φ(pk−v )/3
[only if p ≡ 1 mod 6]; or s = φ(pk−v ) and v = 1,2, . . . ,k − 1.
Proof. Begin by breaking this up into three cases based on the value of s. Notice that this determines
what kind of class the function is contained in as well.
s = φ(pk−v )/2: From Lemma 3.1 we know that (1, pu + 1,apy + 1) is in the class containing
(1, pv + 1,2pv + 1) and there exists a τ such that στ ((1, pu + 1,apy + 1)) = (1, pv + 1,2pv + 1).
Break this down into further cases using Eq. (4):
556 T.W. Cusick, A. Brown / Finite Fields and Their Applications 18 (2012) 547–5621. (1, τ pu + 1,aτ py + 1) = (1, pv + 1,2pv + 1)
(a) τ pu + 1 ≡ pv + 1 mod pk and aτ py + 1 ≡ 2pv + 1 mod pk
⇐⇒ pk|(τ pu − pv) and pk|(aτ py − 2pv )
⇐⇒ pk−1|(τ pu−1 − pv−1) and pk−1|(aτ py−1 − 2pv−1)
⇐⇒ τ pu−1 + 1 ≡ pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ 2pv−1 + 1 mod pk−1
(b) τ pu + 1 ≡ 2pv + 1 mod pk and aτ py + 1 ≡ pv + 1 mod pk
⇐⇒ pk|(τ pu − 2pv) and pk|(aτ py − pv )
⇐⇒ pk−1|(τ pu−1 − 2pv−1) and pk−1|(aτ py−1 − pv−1)
⇐⇒ τ pu−1 + 1 ≡ 2pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ pv−1 + 1 mod pk−1.
Therefore (1, τ pu + 1,aτ py + 1) = (1, pv + 1,2pv + 1) when n = pk ⇐⇒ (1, τ pu−1 + 1,
aτ py−1 + 1) = (1, pv−1 + 1,2pv−1 + 1) when n = pk−1.
2. (1, τ pu + 1,aτ py + 1) = (1, pv + 1,−pv + 1)
(a) τ pu + 1 ≡ pv + 1 mod pk and aτ py + 1 ≡ −pv + 1 mod pk
⇐⇒ pk|(τ pu − pv) and pk|(aτ py + pv)
⇐⇒ pk−1|(τ pu−1 − pv−1) and pk−1|(aτ py−1 + pv−1)
⇐⇒ τ pu−1 + 1 ≡ pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ −pv−1 + 1 mod pk−1
(b) τ pu + 1 ≡ −pv + 1 mod pk and aτ py + 1 ≡ pv + 1 mod pk
⇐⇒ pk|(τ pu + pv) and pk|(aτ py − pv)
⇐⇒ pk−1|(τ pu−1 + pv−1) and pk−1|(aτ py−1 − pv−1)
⇐⇒ τ pu−1 + 1 ≡ −pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ pv−1 + 1 mod pk−1.
Therefore (1, τ pu + 1,aτ py + 1) = (1, pv + 1,−pv + 1) when n = pk ⇐⇒ (1, τ pu−1 + 1,
aτ py−1 + 1) = (1, pv−1 + 1,−pv−1 + 1) when n = pk−1.
3. (1, τ pu + 1,aτ py + 1) = (1,−pv + 1,−2pv + 1)
(a) τ pu + 1 ≡ −pv + 1 mod pk and aτ py + 1 ≡ −2pv + 1 mod pk
⇐⇒ pk|(τ pu + pv) and pk|(aτ py + 2pv )
⇐⇒ pk−1|(τ pu−1 + pv−1) and pk−1|(aτ py−1 + 2pv−1)
⇐⇒ τ pu−1 + 1 ≡ −pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ −2pv−1 + 1 mod pk−1
(b) τ pu + 1 ≡ −2pv + 1 mod pk and aτ py + 1 ≡ −pv + 1 mod pk
⇐⇒ pk|(τ pu + 2pv) and pk|(aτ py + pv )
⇐⇒ pk−1|(τ pu−1 + 2pv−1) and pk−1|(aτ py−1 + pv−1)
⇐⇒ τ pu−1 + 1 ≡ −2pv−1 + 1 mod pk−1
and aτ py−1 + 1 ≡ −pv−1 + 1 mod pk−1.
Therefore, (1, τ pu + 1,aτ py + 1) = (1,−pv + 1,−2pv + 1) when n = pk ⇐⇒ (1, τ pu−1 + 1,
aτ py−1 + 1) = (1,−pv−1 + 1,−2pv−1 + 1) when n = pk−1.
So we see that (1, pu + 1,apy + 1) is in a class of size φ(pk−v )/2 when n = pk ⇐⇒ (1, pu−1 + 1,
apy−1 + 1) is in a class of the same size when n = pk−1.
s = φ(pk−v )/3: From Lemma 4.1 we know that p ≡ 1 mod 6 and that (1, pu + 1,apy + 1) is in
the class containing (1, pv + 1,−m−1pv + 1) where m is an element of order 3pv modulo pk . First
notice that it is clear that m is also an element of order 3pv−1 modulo pk−1, due to the reasoning
of Lemma 4.2. We also know that there exists a τ such that στ ((1, pu + 1,apy + 1)) = (1, pv + 1,
−m−1pv + 1). Break this down into further cases using Lemma 4.3:
1. (1, τ pu + 1,aτ py + 1) = (1, pv + 1,−m−1pv + 1)
(a) τ pu + 1 ≡ pv + 1 mod pk and aτ py + 1 ≡ −m−1pv + 1 mod pk
⇐⇒ τ pu−1 + 1 ≡ pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ −m−1pv−1 + 1 mod pk−1
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⇐⇒ τ pu−1 + 1 ≡ −m−1pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ pv−1 + 1 mod pk−1.
Therefore, (1, τ pu + 1,aτ py + 1) = (1, pv + 1,−m−1pv + 1) when n = pk ⇐⇒ (1, τ pu−1 + 1,
aτ py−1 + 1) = (1, pv−1 + 1,−m−1pv−1 + 1) when n = pk−1.
2. (1, τ pu + 1,aτ py + 1) = (1,−pv + 1,mpv + 1)
(a) τ pu + 1 ≡ −pv + 1 mod pk and aτ py + 1 ≡mpv + 1 mod pk
⇐⇒ τ pu−1 + 1 ≡ −pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡mpv−1 + 1 mod pk−1
(b) τ pu + 1 ≡mpv + 1 mod pk and aτ py + 1 ≡ −pv + 1 mod pk
⇐⇒ τ pu−1 + 1 ≡mpv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ −pv−1 + 1 mod pk−1.
Therefore, (1, τ pu + 1,aτ py + 1) = (1,−pv + 1,mpv + 1) when n = pk ⇐⇒ (1, τ pu−1 + 1,
aτ py−1 + 1) = (1,−pv−1 + 1,mpv−1 + 1) when n = pk−1.
3. (1, τ pu + 1,aτ py + 1) = (1,m−1pv + 1,−mpv + 1)
(a) τ pu + 1 ≡m−1pv + 1 mod pk and aτ py + 1 ≡ −mpv + 1 mod pk
⇐⇒ τ pu−1 + 1 ≡m−1pv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡ −mpv−1 + 1 mod pk−1
(b) τ pu + 1 ≡ −mpv + 1 mod pk and aτ py + 1 ≡m−1pv + 1 mod pk
⇐⇒ τ pu−1 + 1 ≡ −mpv−1 + 1 mod pk−1 and
aτ py−1 + 1 ≡m−1pv−1 + 1 mod pk−1.
Therefore, (1, τ pu + 1,aτ py + 1) = (1,m−1pv + 1,−mpv + 1) when n = pk ⇐⇒ (1, τ pu−1 + 1,
aτ py−1 + 1) = (1,m−1pv−1 + 1,−mpv−1 + 1) when n = pk−1.
So we see that (1, pu + 1,apy + 1) is in a class of size φ(pk−v )/3 when n = pk ⇐⇒ (1, pu−1 + 1,
apy−1 + 1) is in a class of the same size when n = pk−1.
s = φ(pk−u): We know that (1, pu + 1,apy + 1) is not in a class of size φ(pk−v )/2 ⇐⇒
(1, pu−1 + 1,apy−1 + 1) is not; and (1, pu + 1,apy + 1) is not in a class of size φ(pk−v )/3 ⇐⇒
(1, pu−1 + 1,apy−1 + 1) is not. Therefore, both functions are in a class described in Lemma 5.2. So
(1, pu + 1,apy + 1) is in a class of size φ(pk−u) ⇐⇒ (1, pu−1 + 1,apy−1 + 1) is in a class of size
φ(pk−1−(u−1)) = φ(pk−u). 
Lemma 5.5. The number of functions in the classes represented by (1,2,apy + 1) is |Dpk | − |Dpk−1 |, where|Dn| is given by Eq. (2).
Proof. Begin by comparing all of the classes when n = pk and n = pk−1. From Lemma 5.4, we know
that there is a class represented by (1, pu + 1,apy + 1) [1 u  y  k − 1] when n = pk ⇐⇒ there
is a class of the same size represented by (1, pu−1 + 1,apy−1 + 1) [1 u  y  k− 1] when n = pk−1.
So the number of functions found in classes not represented by (1,2,apy + 1) when n = pk is equal
to the number of functions altogether when n = pk−1. Since |Dn| is the total number of functions
in n variables, we have that the number of functions in classes represented by (1,2,apy + 1) is
|Dpk | − |Dpk−1 |. 
Proof of Lemma 5.1. By Lemma 5.2, there exist classes of size φ(pk−u) for u = 0,1, . . . ,k−1. Now, by
Lemma 5.4 the number of classes of size φ(pk−u) when n = pk and u = 1,2, . . . ,k − 1 is equal to the
number of classes of the same size when n = pk−1. Continuing inductively, the number of classes of
size φ(pk−u), each being represented by (1, pu + 1,apy + 1), when n = pk and u = 1,2, . . . ,k − 1,
is equal to the number of classes of the same size when n = pk−u , each being represented by
(1,2,apy−u + 1). Furthermore, since the number of classes is the same and the size of the classes
is the same, the total number of functions in these classes is the same. By Lemma 5.5, the number of
such functions is |Dpk−u |− |Dpk−u−1 |. In addition, when we have the case that u = 0, then the number
of functions in classes represented by (1, pu + 1,apy + 1) is |Dpk−u | − |Dpk−u−1 | by Lemma 5.5.
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identiﬁed in Lemmas 3.1 and 4.1.
When p ≡ 1 mod 6, for each u, there are exactly two other classes represented by functions of the
form (1, pu +1,apy +1), one of size φ(pk−u)/2 and one of size φ(pk−u)/3 by Lemmas 3.1 and 4.1 and
Remark 5.3. So the number of remaining functions is |Dpk−u | − |Dpk−u−1 | − φ(pk−u)/2 − φ(pk−u)/3.
Since we know that all of these functions belong in classes of size φ(pk−u) then the number of
remaining classes for u = 0,1, . . . ,k − 1 is
|Dpk−u | − |Dpk−u−1 | − φ(pk−u)/2− φ(pk−u)/3
φ(pk−u)
= p
k−u+1 − pk−u−1 − 8p + 8
6(p − 1) . (9)
Similarly, when p ≡ 5 mod 6 there is exactly one other class represented by functions of the
form (1, pu + 1,apy + 1) and it has size φ(pk−u)/2, by Lemma 3.1 and Remark 5.3. So the number
of remaining functions is |Dpk−u | − |Dpk−u−1 | − φ(pk−u)/2 and the number of remaining classes for
u = 0,1, . . . ,k − 1 is
|Dpk−u | − |Dpk−u−1 | − φ(pk−u)/2
φ(pk−u)
= p
k−u+1 − pk−u−1 − 6p + 6
6(p − 1) .  (10)
6. Conclusions: The formulas for the number of equivalence classes
Theorem 6.1. The number of equivalence classes of cubic MRS functions in pk variables for p a prime and







pk−u + pk−u−1 + 4
6
= p
k+1 + pk + (4k − 1)p − (4k + 1)
6(p − 1) (11)










k+1 + pk − p − 1
6(p − 1) (12)
when p ≡ 5 mod 6.
Proof. We know that E(n) = (1/|Gn|)∑σ∈Gn Fix(σ ) by Eq. (3). Also notice that
∑
σ∈Gn Fix(σ ) =|{(σ , f ) ∈ Gn × Cn: σ( f ) = f }|, where Cn is the set of all functions in n variables. Let G f be the




|G f |. (13)
First assume that p ≡ 1 mod 6. Then each f ∈ Cn belongs to one of the classes described in
Lemmas 3.1, 4.1, or 5.2.
If f belongs in a class from Lemma 3.1, then the size of the stabilizer is |G f | = 2pu . Furthermore,
since there is one class of size φ(pk−u)/2 for each u, the term 2pu will appear φ(pk−u)/2 times in
the sum from Eq. (13).
If f belongs in a class from Lemma 4.1, then the size of the stabilizer is |G f | = 3pu . Since there is
one class of size φ(pk−u)/3 for each u, the term 3pu will appear φ(pk−u)/3 times in the sum from
Eq. (13).
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are exactly p
k−u+1−pk−u−1−8p+8
6(p−1) classes of size φ(p
k−u), the term pu will appear p
k−u+1−pk−u−1−8p+8
6(p−1) ·














k−u+1 − pk−u−1 − 8p + 8
6(p − 1) · p






pk − pk−1)+ p















pk−u + pk−u−1 + 4
6
= p
k + 2pk−1 + · · · + 2p + 1+ 4k
6
.
So we have the desired equation. Also notice that to get the right hand side of Eq. (11), we use∑k
i=0 2pi = 2(pk+1 − 1)/(p − 1).
Second, assume that p ≡ 5 mod 6. Then each f ∈ Cn belongs to one of the classes described in
Lemma 3.1 or Lemma 5.2.
If f belongs in a class from Lemma 3.1, then the size of the stabilizer is |G f | = 2pu . Since there is
one class of size φ(pk−u)/2 for each u, the term 2pu will appear φ(pk−u)/2 times in the sum from
Eq. (13).
If f belongs in a class from Lemma 5.2, then the size of the stabilizer is |G f | = pu . Since there
are p
k−u+1−pk−u−1−6p+6
6(p−1) classes of size φ(p
k−u), the term pu will appear exactly p
k−u+1−pk−u−1−6p+6
6(p−1) ·









· 2pu + p
k−u+1 − pk−u−1 − 6p + 6
6(p − 1) · p





pk − pk−1)+ p








k−1∑ pk−u+1 − pk−u−1
(p − 1)6 =
k−1∑ pk−u + pk−u−1
6
u=0 u=0
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k + 2pk−1 + · · · + 2p + 1
6
.
So we have the desired equation when p ≡ 5 mod 6. Also notice that to get the right hand side of
Eq. (12) we use
∑k
i=0 2pi = 2(pk+1 − 1)/(p − 1). 
7. Equivalence classes for 2k variables
For comparison with Theorem 6.1 and Sections 3–5, we quote the result [4, Th. 5], which gives the
formula for the number of equivalence classes when n = 2k and information about the distribution of
the classes.




)= 2k−1 + k − 3. (14)
There is at least one equivalence class of size d for every divisor d of φ(n) = 2k−1 , and there is exactly one
equivalence class of size 1. There are 3 equivalence classes of size 2. If d = 2 j , 2 j  k − 2, there are exactly
2 j−1 + 1 equivalence classes of size 2 j , and ﬁnally there are 2k−2 − 2 equivalence classes of size 2k−1 .
The proof of this in [4] occupies about 10 pages.
Appendix A. Tables
Table A.1
Aﬃne equivalence classes for cubic MRS functions in 25 variables.
Class Size Functions
1 10 (1,2,3); (1,2,14); (1,3,5); (1,4,7); (1,4,15); (1,5,9); (1,7,13); (1,8,15); (1,8,17); (1,9,17)
2 20
(1,2,4); (1,2,10); (1,2,13); (1,2,15); (1,2,18); (1,2,24); (1,3,7); (1,3,10); (1,3,19); (1,3,22); (1,4,10);
(1,4,12); (1,4,18); (1,2,20); (1,5,12); (1,5,13); (1,5,18); (1,5,19); (1,7,14); (1,7,19)
3 20
(1,2,5); (1,2,8); (1,2,9); (1,2,19); (1,2,20); (1,2,23); (1,3,9); (1,3,12); (1,3,14); (1,3,15); (1,3,17);
(1,3,20); (1,4,8); (1,4,13); (1,4,17); (1,4,22); (1,5,14); (1,5,17); (1,7,15); (1,7,18)
4 20
(1,2,6); (1,2,7); (1,2,21); (1,2,22); (1,3,11); (1,3,13); (1,3,16); (1,3,18); (1,4,11); (1,4,14); (1,4,16);
(1,4,19); (1,5,10); (1,5,21); (1,6,12); (1,6,15); (1,6,17); (1,6,20); (1,8,16); (1,8,18)
5 20
(1,2,11); (1,2,12); (1,2,16); (1,2,17); (1,3,6); (1,3,8); (1,3,21); (1,3,23); (1,4,9); (1,4,21); (1,5,11);
(1,5,15); (1,5,16); (1,5,20); (1,6,13); (1,6,14); (1,6,18); (1,6,19); (1,7,16); (1,7,17)
6 2 (1,6,11); (1,6,16)
Table A.2
Aﬃne equivalence classes for cubic MRS functions in 49 variables.
Class Size Functions
1 21
(1,2,3); (1,2,26); (1,3,5); (1,4,7); (1,4,27); (1,5,9); (1,6,11); (1,6,28); (1,7,13); (1,9,17); (1,10,19);
(1,10,30); (1,11,21); (1,12,23); (1,12,31); (1,13,25); (1,14,27); (1,14,32); (1,16,31); (1,16,33);
(1,17,33)
2 42
(1,2,4); (1,2,18); (1,2,25); (1,2,27); (1,2,34); (1,2,48); (1,3,7); (1,3,18); (1,3,35); (1,3,46); (1,4,10);
(1,4,24); (1,4,30); (1,4,44); (1,5,13); (1,5,20); (1,5,35); (1,5,42); (1,6,16); (1,6,19); (1,6,23);
(1,6,33); (1,6,37); (1,6,40); (1,7,19); (1,7,38); (1,9,20); (1,9,25); (1,9,34); (1,9,39); (1,10,21);
(1,10,28); (1,10,32); (1,10,39); (1,11,24); (1,11,30); (1,11,31); (1,11,37); (1,12,28); (1,12,34);
(1,13,26); (1,13,37)
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Class Size Functions
3 42
(1,2,5); (1,2,14); (1,2,17); (1,2,35); (1,2,38); (1,2,47); (1,3,9); (1,3,20); (1,3,26); (1,3,27); (1,3,33);
(1,3,44); (1,4,13); (1,4,14); (1,4,40); (1,4,41); (1,5,16); (1,5,17); (1,5,38); (1,5,39); (1,6,17);
(1,6,21); (1,6,24); (1,6,32); (1,6,35); (1,6,39); (1,7,25); (1,7,27); (1,7,30); (1,7,32); (1,9,26);
(1,9,28); (1,9,31); (1,9,33); (1,10,20); (1,10,23); (1,10,37); (1,10,40); (1,11,28); (1,11,33); (1,12,30);
(1,12,32)
4 42
(1,2,6); (1,2,11); (1,2,13); (1,2,39); (1,2,41); (1,2,46); (1,3,11); (1,3,21); (1,3,25); (1,3,28); (1,3,32);
(1,3,42); (1,4,16); (1,4,17); (1,4,23); (1,4,31); (1,4,37); (1,4,38); (1,5,14); (1,5,21); (1,5,34);
(1,5,41); (1,6,12); (1,6,26); (1,6,30); (1,6,44); (1,7,24); (1,7,26); (1,7,31); (1,7,33); (1,9,18);
(1,9,27); (1,9,32); (1,9,41); (1,11,23); (1,11,38); (1,12,27); (1,12,35); (1,14,31); (1,14,33); (1,16,32);
(1,16,34)
5 42
(1,2,7); (1,2,10); (1,2,12); (1,2,40); (1,2,42); (1,2,45); (1,3,13); (1,3,19); (1,3,23); (1,3,30); (1,3,34);
(1,3,40); (1,4,19); (1,4,20); (1,4,26); (1,4,28); (1,4,34); (1,4,35); (1,5,10); (1,5,18); (1,5,25);
(1,5,30); (1,5,37); (1,5,45); (1,6,25); (1,6,31); (1,7,18); (1,7,20); (1,7,37); (1,7,39); (1,9,19);
(1,9,24); (1,9,35); (1,9,40); (1,10,27); (1,10,33); (1,12,24); (1,12,38); (1,13,28); (1,13,35); (1,14,30);
(1,14,34)
6 42
(1,2,8); (1,2,9); (1,2,43); (1,2,44); (1,3,15); (1,3,17); (1,3,36); (1,3,38); (1,4,22); (1,4,25); (1,4,29);
(1,4,32); (1,5,22); (1,5,26); (1,5,29); (1,5,33); (1,6,15); (1,6,20); (1,6,36); (1,6,41); (1,7,14);
(1,7,43); (1,8,16); (1,8,21); (1,8,23); (1,8,28); (1,8,30); (1,8,35); (1,8,37); (1,8,42); (1,10,24);
(1,10,36); (1,11,22); (1,11,29); (1,11,32); (1,11,39); (1,12,29); (1,12,33); (1,13,27); (1,13,36);
(1,15,31); (1,15,34)
7 42
(1,2,15); (1,2,16); (1,2,36); (1,2,37); (1,3,22); (1,3,24); (1,3,29); (1,3,31); (1,4,8); (1,4,11); (1,4,43);
(1,4,46); (1,5,12); (1,5,43); (1,6,22); (1,6,27); (1,6,29); (1,6,34); (1,7,15); (1,7,21); (1,7,36);
(1,7,42); (1,8,18); (1,8,19); (1,8,25); (1,8,26); (1,8,32); (1,8,33); (1,8,39); (1,8,40); (1,9,23);
(1,9,36); (1,10,22); (1,10,29); (1,10,31); (1,10,38); (1,13,29); (1,13,34); (1,14,28); (1,14,36);
(1,15,30); (1,15,35)
8 42
(1,2,19); (1,2,21); (1,2,24); (1,2,28); (1,2,31); (1,2,33); (1,3,6); (1,3,12); (1,3,16); (1,3,37); (1,3,41);
(1,3,47); (1,4,12); (1,4,21); (1,4,33); (1,4,42); (1,5,11); (1,5,23); (1,5,24); (1,5,31); (1,5,32);
(1,5,44); (1,6,14); (1,6,18); (1,6,38); (1,6,42); (1,7,16); (1,7,23); (1,7,34); (1,7,41); (1,9,21);
(1,9,38); (1,10,26); (1,10,34); (1,11,26); (1,11,27); (1,11,34); (1,11,35); (1,12,25); (1,12,37);
(1,13,31); (1,13,32)
9 42
(1,2,20); (1,2,32); (1,3,14); (1,3,39); (1,4,9); (1,4,45); (1,5,27); (1,5,28); (1,7,17); (1,7,40);
(1,10,25); (1,10,35); (1,13,30); (1,13,33)
10 14
(1,2,22); (1,2,23); (1,2,29); (1,2,30); (1,3,8); (1,3,10); (1,3,43); (1,3,45); (1,4,15); (1,4,18); (1,4,36);
(1,4,39); (1,5,15); (1,5,19); (1,5,36); (1,5,40); (1,6,13); (1,6,43); (1,7,22); (1,7,28); (1,7,29);
(1,7,35); (1,8,17); (1,8,20); (1,8,24); (1,8,27); (1,8,31); (1,8,34); (1,8,38); (1,8,41); (1,9,22);
(1,9,29); (1,9,30); (1,9,37); (1,11,25); (1,11,36); (1,12,26); (1,12,36); (1,14,29); (1,14,35);
(1,15,32); (1,15,33)
11 3 (1,8,15); (1,8,29); (1,15,29)
12 2 (1,8,22); (1,8,36)
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