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Cap´ıtulo 1
LA ECUACIO´N GENERAL
DE TRANSMISIO´N DEL
CALOR
1.1 INTRODUCCIO´N
Los problemas de transmisio´n del calor aparecen en numerosas aplicaciones
en ingenier´ıa civil, meca´nica, qu´ımica, ele´ctrica, aerona´utica, etc. [1–3]. La
solucio´n anal´ıtica de estos problemas es imposible, a excepcio´n de algunos sen-
cillos casos unidimensionales y bidimensionales de intere´s meramente acade´mico.
Es, por tanto, obligatorio acudir a herramientas nume´ricas para la solucio´n de
problemas de transmisio´n del calor de intere´s pra´ctico.
En estas notas trataremos la solucio´n nume´rica de la mayor parte de los
problemas de transmisio´n del calor que pueden encontrarse en la pra´ctica.
Dichos problemas pueden agruparse en las categor´ıas siguientes:
1. Problemas de transmisio´n de calor por conduccio´n (difusio´n) en so´lidos;
2. Problemas te´rmicos de conveccio´n-conveccio´n;
3. Problemas de cambio de fase, t´ıpicos en solidificacio´n de metales y
fundicio´n de hielo;
4. Problemas acoplados en meca´nica de so´lidos y de fluidos.
Existe una gran variedad de me´todos nume´ricos para resolver problemas de
transmisio´n del calor [4–8]. Los me´todos ma´s populares en la actualidad son el
me´todo de diferencias finitas (DF) [4,5], el me´todo de volu´menes finitos (MVF)
[4,5] y el me´todo de elementos finitos (MEF) [6,7,8]. El MDF tiene muchas
ventajas, entre ellas, su simplicidad conceptual y su fa´cil implementacio´n. En
el MDF se divide primeramente el dominio de ana´lisis en un conjunto de celdas,
luego se satisfacen directamente las ecuaciones diferenciales del problema en
cada uno de los puntos de ve´rtice de las celdas, aproximando las derivadas
por expresiones en diferencias, en funcio´n de valores de la temperatura en
1
cada ve´rtice y los ve´rtices que lo rodean [4,5]. El mayor inconveniente del
MDF es que no es sencillo obtener esas expresiones en diferencias para formas
irregulares de las celdas y tampoco es inmediato tratar las condiciones de
contorno.
El MVF puede considerarse una extensio´n del MDF para tratar mallas
irregulares [5, 9–12]. Las ecuaciones en el MVF se obtienen expresando el ba-
lance de flujos sobre dominios de control que cubren todo el dominio de ana´lisis
(por ejemplo, elementos triangulares o cuadrila´teros). Dichas ecuaciones son
formas integrales que relacionan los flujos de calor generados en el interior del
dominio por fuentes de calor externas con los flujos convectivo y conductivo
a trave´s de los lados del volumen de control. Estos flujos se expresan a su
vez en funcio´n de valores de la temperatura en puntos adyacentes a cada lado,
utilizando expresiones en diferencias, o bien interpolaciones t´ıpicas del MEF
[12]. En algunos casos particulares las ecuaciones resultantes del MVF son
ide´nticas a las del MEF [9–12].
En estas notas nos centraremos en la solucio´n de problemas de transmisio´n
del calor por el MEF. La razo´n es la mayor generalidad y versatilidad del MEF
para tratar todo tipo de problemas te´rmicos incluyendo problemas de con-
veccio´n-conduccio´n, problemas no lineales y problemas acoplados en meca´nica
de so´lidos y de fluidos.
1.2 ECUACIONES BA´SICAS DE LA TRANSMI-
SIO´N DEL CALOR POR CONDUCCIO´N
1.2.1 Conceptos ba´sicos sobre la transmisio´n del calor
El cient´ıfico brita´nico J.P. Joule (1818-1889) demostro´ experimentalmente que
si una substancia se calienta, su temperatura aumenta. El calor es, por tanto,
una clase de energ´ıa que viaja de una regio´n de alta temperatura a otra de
temperatura ma´s baja, de maneras diversas. Dichas formas de transmisio´n del
calor son ba´sicamente tres.
Si se expone al fuego un extremo de una barra de metal, se advierte que al
cabo del tiempo el otro extremo de la barra tambie´n se calienta. Esta forma
de transmisio´n del calor se denomina conduccio´n (o difusio´n) y se produce
por transmisio´n de energ´ıa de las mole´culas ma´s calientes a las mole´culas
adyacentes.
En un fluido, tal como un gas o un l´ıquido, se propaga el calor por el
movimiento de las part´ıculas ma´s calientes del fluido. Este efecto se denomi-
na conveccio´n del calor. As´ı, el fluido en contacto con una fuente de calor
se expande y se hace menos denso que el fluido ma´s fr´ıo circundante, lo que
provoca un movimiento ascendente del fluido ma´s caliente. El fluido ma´s fr´ıo
se mueve para ocupar el hueco dejado por el fluido caliente, lo que provoca
su contacto con la fuente y la repeticio´n del feno´meno de calentamiento, ex-
pansio´n y ascenso. El calor se transfiere por el movimiento del fluido caliente
en lo que se denomina una corriente convectiva.
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Figura 1.1: Conduccio´n del calor a trave´s de una pared
La tercera fuente de transmisio´n del calor es la radiacio´n. Un ejemplo
t´ıpico es la energ´ıa te´rmica que nos llega del sol. Por tanto, el calor es otra
forma de la radiacio´n electromagne´tica.
1.2.2 Conduccio´n del calor
La ley de Fourier establece que la cantidad de calor Q que fluye por unidad
de tiempo a trave´s de un elemento de a´rea A en una pared de espesor b, por
diferencia de temperaturas entre los extremos de la pared φ1 y φ2 (φ1 > φ2)
(Figura 1.1) es
Q =
k
b
A(φ1 − φ2) (1.1)
donde k es la conductividad te´rmica que es una propiedad del material que
constituye la pared. El valor de k se deduce de (1.1) por
k =
Qb
A(φ1 − φ2) (1.2)
y por tanto k se expresa en
Joule
s m◦C
(1.3)
La cantidad de calor que atraviesa una unidad de superficie por unidad de
tiempo se denomina flujo de calor. Su expresio´n es
q =
Q
A
=
k
b
(φ1 − φ2) (1.4)
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La forma lineal discreta de la ec. (1.4) no existe en procesos transitorios
y en general el flujo de calor var´ıa localmente y en el tiempo. En la pra´ctica
se acepta que la ec. (1.4) se satisface en partes del cuerpo infinitesimales. Las
expresiones diferenciales equivalentes de las ecs. (1.1) y (1.4) se escriben por
Q = −kdA∂φ
∂n
(1.5)
q = −k∂φ
∂n
(1.6)
donde n es la l´ınea normal al plano del elemento diferencial de superficie dA
a trave´s del cual fluye el calor. El signo menos en las ecuaciones anteriores
indica que el calor fluye en la direccio´n de la disminucio´n de temperatura, es
decir, en la direccio´n negativa del gradiente de temperatura ∂φ/∂n.
En un so´lido descrito en un sistema de coordenadas cartesianas, se pueden
escribir los flujos de calor en las direcciones x, y, z por
qx = −k∂φ
∂x
, qy = −k∂φ
∂y
, qz = −k∂φ
∂z
(1.7)
En forma matricial
q = −k∇φ con q =
⎧⎨
⎩
qx
qy
qz
⎫⎬
⎭ y ∇ =
⎧⎪⎨
⎪⎩
∂
∂x
∂
∂y
∂
∂z
⎫⎪⎬
⎪⎭ (1.8)
Ley de Fourier en materiales no iso´tropos
La expresio´n (1.7) es va´lida so´lo para materiales iso´tropos. En cuerpos como
la madera, substancias cristalinas y materiales fibrosos la conductividad es
funcio´n de la direccio´n. La descripcio´n ma´s general de la conduccio´n del
calor en un material no iso´tropo establece que el flujo de calor depende de los
gradientes de la temperatura en cada direccio´n. La ecuacio´n (1.8) se reescribe
en estos casos por
q = −D∇φ (1.9)
con
D =
⎡
⎣ kxx kxy kxzkyx kyy kyz
kzx kzy kzz
⎤
⎦ (1.10)
La matriz de conductividad D puede expresarse en otro sistema de ejes
x′, y′, z′ por simple transformacio´n tensorial como
D′ = TTDT (1.11)
donde
T =
⎡
⎣Cx′x Cx′y Cx′zCy′x Cy′y Cy′z
Cz′x Cz′y Cz′z
⎤
⎦ (1.12)
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siendo Cx′x = cos(x
′, x) el coseno del a´ngulo formado por los ejes x′ y x, etc.
Es interesante obtener los valores propios de la matriz D. La matriz diago-
nal resultante se escribe como
D¯′ =
⎡
⎣ kξ 0 00 kη 0
0 0 kζ
⎤
⎦ (1.13)
En (1.13) kξ, kη y kζ son los coeficientes de conductividad principales co-
rrespondientes a las direcciones de conductividad principales ξ, η y ζ. Si estas
direcciones son perpendiculares entre s´ı, el material se considera aniso´tropo
ortogonal, como en el caso de la madera y materiales fibrosos.
Un caso de intere´s es cuando kij = 0 (i = j) y kii = ki en la ec. (1.10).
Esto representa que los te´rminos fuera de la diagonal son cero y los te´rminos
diagonales son diferentes en cada direccio´n cartesiana. El modelo iso´tropo es
un caso particular de este u´ltimo con kii = k. La expresio´n de la matriz D en
este u´ltimo caso es
D′ =
⎡
⎣ k 0 00 k 0
0 0 k
⎤
⎦ (1.14)
Ejemplo 1.1 Obtener la matriz de conductividad en coordenadas cartesianas
x, y para un material aniso´tropo con coeficientes de conductividad prin-
cipales kξ y kη, siendo ξ y η dos ejes ortogonales cartesianos
Solucio´n
La ecuacio´n constitutiva en ejes de conductividad principales se escribe
como
q′ =
{
qξ
qn
}
= −
[
kξ 0
0 kη
]{ ∂φ
∂ξ
∂φ
∂η
}
= −D′∇′φ
La relacio´n entre las coordenadas ξ, η y x, y es (ver Figura 1.2)
x =
{
x
y
}
=
[
cos θ − sin θ
sin θ cos θ
]{
ξ
η
}
= Tx′
De la misma forma es fa´cil deducir que
q =
{
qx
qy
}
= TTq′ y ∇′φ = TT∇′φ
De las ecuaciones anteriores se deduce
q =
{
qx
qy
}
= −TD′TT∇φ = −D∇φ
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Figura 1.2: Material aniso´tropo en el plano
con
D = TD′TT =
[
kxx kxy
kyx kyy
]
con
kxx = kξ cos
2 θ + kη sin
2 θ
kxy = kyx = (kξ − kη) cos θ sin θ
kyy = kξ sin
2 θ + kη sin
2 θ
Obse´rvese que si kξ = kη = k el material es iso´tropo, cumplie´ndose que
kxy = kyx = 0 y kxx = kyy = k(cos
2 θ + sin2 θ) = k
EL EFECTO DE LA CONVECCIO´N
La conveccio´n del calor se produce cuando un grupo de mole´culas se mueve
desde un lugar a una cierta temperatura a otro con una temperatura diferente.
Imaginemos un grupo de part´ıculas que se mueven a una velocidad fija con
componentes u = [u, v, w]T . El flujo de calor que cruza un plano cualquiera
debido a la conveccio´n viene dado por ρcφu, siendo ρ la densidad del so´lido
(en kg/m3) y c su calor espec´ıfico (en J/kg ◦C). Dicho flujo debe an˜adirse a
la parte debida a la conveccio´n. As´ı, el vector de flujo se expresa por
q = −D∇φ+ ρcφu (1.15)
En componentes
qx = −kx ∂φ∂x + ρcuφ
qy = −ky ∂φ∂y + ρcvφ
qz = −kz ∂φ∂z + ρcwφ
(1.16)
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El campo de velocidades u viene dado por la solucio´n del correspondiente
problema de dina´mica de fluidos. En la mayor parte del texto supondremos
que u es conocido y corresponde a un fluido incompresible en el que la diver-
gencia del campo de velocidades es nula (es decir ∂u∂x +
∂v
∂y +
∂w
∂t =∇Tu = 0).
En el Cap´ıtulo 7 estudiaremos el problema completo de acoplamiento de las
ecuaciones de conveccio´n-difusio´n con las del fluido.
1.3 OBTENCIO´N DE LAS ECUACIONES DE BA-
LANCE TE´RMICO
Consideremos el dominio bidimensional de la Figura 1.3. El equilibrio de flujos
de calor se escribe por
qxdy + qydx+Qdxdy︸ ︷︷ ︸
calor entrante
−
(
qx +
∂qx
∂x
dx
)
dy −
(
qy +
∂qy
∂y
dy
)
dx︸ ︷︷ ︸
calor saliente
= ρc
∂φ
∂t
dxdy︸ ︷︷ ︸
calor acumulado
(1.17)
Simplificando se obtiene
ρc
∂φ
∂t
=
∂
∂x
kx
∂φ
∂x
+
∂
∂y
ky
∂φ
∂y
+Q (1.18)
Sustituyendo los valores de qx y qy de la ec. (1.15) se llega a
ρc
(
∂φ
∂t
+ u
∂φ
∂x
+ v
∂φ
∂y
)
=
∂
∂x
kx
∂φ
∂x
+
∂
∂y
ky
∂φ
∂y
+Q (1.19)
La expresio´n anterior se denomina la ecuacio´n de conveccio´n-difusio´n del
calor transitoria para el caso bidimensional. La generalizacio´n de dicha ex-
presio´n a 1,2 y 3 dimensiones se escribe como
ρc
(
∂φ
∂t
+ uT∇φ
)
=∇TD∇φ+Q (1.20)
Donde, por ejemplo, en 3D u = [u, v, w]T , ∇ = [∂φ∂x , ∂φ∂y , ∂φ∂z ]T y D es la
matriz constitutiva dada por la ec. (1.10) para el caso aniso´tropo ma´s general
o por la expresio´n (1.14) para el ma´s sencillo caso iso´tropo.
Obse´rvese que la ecuacio´n de transmisio´n del calor por conduccio´n transi-
toria es un caso particular de la ec. (1.20), haciendo u = 0, obtenemos
ρc
∂φ
∂t
=∇TD∇φ+Q (1.21)
Otro caso de intere´s es la expresio´n estacionaria de la ec. (1.20). Las dos
soluciones pra´cticas ma´s usuales son
Ecuacio´n de conveccio´n-conduccio´n estacionaria
−ρcuT∇φ+∇TD∇φ+Q = 0 (1.22)
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Qqy dx
qx dy
dx
dy
(qy+ dy) dxy
∂
∂
qy
x
y
(qx+ dx) dyx
∂
∂
qx
Figura 1.3: Equilibrio de flujos de calor en un dominio bidimensional
Ecuacio´n de conduccio´n del calor estacionaria
∇TD∇φ+Q = 0 (1.23)
1.4 CONDICIONES DE CONTORNO INICIALES
Existen t´ıpicamente dos condiciones de contorno. En la primera condicio´n se
definen los valores de la temperatura en el contorno Γ (condicio´n de Dirichlet
o esencial). Estos valores pueden ser constantes o pueden variar en el tiempo,
es decir
φ = φ¯(x, y, z, t) sobre Γφ (1.24)
En la segunda condicio´n de contorno el flujo de calor que sale en la direccio´n
normal al contorno Γq esta´ prescrito (condicio´n de Neumann). Esta condicio´n
se expresa por
qn = q¯n(x, y, z, t) (1.25)
donde qn es el flujo normal al contorno y q¯n el valor prescrito del flujo. El
flujo qn se calcula proyectando sobre la norma al contorno n el vector de flujo
q. As´ı, utilizando la ec. (1.15)
qn = n
Tq = nT (−D∇φ+ ρcφu) = −nTD∇φ+ ρcφun (1.26)
donde un = n
Tu es la velocidad normal al contorno Γq. Combinando (1.26)
y (1.25) se tiene
−ρcφun + nTD∇φ+ q¯n = 0 (1.27)
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El te´rmino q¯n puede deberse a varios efectos. En primer lugar puede cono-
cerse simplemente el valor del flujo de calor normal al contorno por efectos
convectivos y difusivos. As´ı
q¯n = q¯ (1.28)
Por otro lado, en muchos casos existe un flujo de calor convectivo entre
los contornos de un so´lido y un fluido (p.e. el aire). En estas situaciones se
considera la conveccio´n como una nueva condicio´n de contorno en el dominio
so´lido.
Newton observo´ que la transmisio´n de calor por efectos convectivos entre
el contorno de un so´lido y un fluido circundante, es funcio´n de la diferencia de
temperaturas entre el so´lido y el fluido. As´ı, puede escribirse
qn = α(φ − φext) (1.29)
donde φ es la temperatura del contorno del so´lido y φext la del fluido (gene-
ralmente el aire) que le rodea. El coeficiente α se denomina coeficiente de
conveccio´n entre el so´lido y el fluido.
Un u´ltimo efecto de pe´rdida de calor a trave´s del contorno se debe a la
radiacio´n te´rmica. Se admite que el flujo de calor por radiacio´n te´rmica entre
un contorno de un so´lido a una temperatura φ y el volumen exterior de fluido
(aire) que le rodea a una temperatura φext viene dado por
qn = εσ(φ
4 − φ4ext) (1.30)
donde σ es la constante de proporcionalidad de Stefan-Boltzmann con un
valor de 5669 × 10−8 W/m2K4 y ε es la emisividad del so´lido (0 < ε ≤ 1).
Combinando las ecs. (1.28), (1.29) y (1.30) con la ec. (1.27) se obtiene la
condicio´n de contorno de Neumann completa
−ρcun + nTD∇φ+ q¯ + α(φ− φext) + εσ(φ4 − φ4ext) = 0 (1.31)
Obse´rvese que el te´rmino de radiacio´n introduce una alta no linealidad en la
condicio´n de contorno. Una forma de simplificar este problema es linealizar ese
te´rmino, incorporando su efecto dentro del te´rmino del flujo de calor prescrito
constante q¯.
El planteamiento del problema transitorio se completa con la definicio´n del
valor inicial de la temperatura por
φ(x, y, z, 0) = φ0(x, y, z) en Ω (1.32)
Notas
1. En un problema meramente conductivo el te´rmino −ρcφun no interviene
en la ec. (1.31).
2. En un problema estacionario no es necesaria la condicio´n (1.32).
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Cap´ıtulo 2
CONDUCCIO´N DEL
CALOR ESTACIONARIA
2.1 INTRODUCCIO´N
La transmisio´n de calor por conduccio´n pura es un problema caracter´ıstico
de propagacio´n del calor en so´lidos. El intere´s de conocer la distribucio´n de
temperaturas en un so´lido es muchas veces el paso previo a un ana´lisis tenso-
deformacional, tomando las deformaciones debidas al incremento de tempe-
ratura en los puntos del so´lido como deformaciones iniciales. El estudio del
problema termo-meca´nico acoplado se trata en el Cap´ıtulo 7.
En este cap´ıtulo nos concentraremos en el ana´lisis por el MEF del problema
de conduccio´n del calor en re´gimen estacionario. El caso transitorio se trata
en el Cap´ıtulo 3.
2.2 ECUACIONES BA´SICAS
La ecuacio´n de balance de flujos en la transmisio´n del calor por conduccio´n
estacionaria es un caso particular de la ec. (1.20) prescindiendo de los te´rminos
transitorios y de conveccio´n. La expresio´n general se escribe por tanto
∇TD∇φ+Q = 0 en Ω (2.1)
con las condiciones de contorno
φ− φ¯ = 0 en Γφ (2.2)
nTD∇φ+ q¯ + α(φ− φext) = 0 en Γq (2.3)
La condicio´n de flujo prescrito en el contorno (2.3) (condicio´n de Neumann)
se ha obtenido de la ma´s general (1.31) prescindiendo del te´rmino convectivo
−ρcun. Para mayor sencillez se ha prescindido tambie´n de los efectos de
radiacio´n te´rmica (te´rmino εσ(φ4 − φ4ext) en (1.31)).
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Las ecuaciones (2.1)–(2.3) esta´n escritas en forma gene´rica para el pro-
blema uni, bi y tridimensional. En lo sucesivo se mantendra´ esta notacio´n
compacta, particula´ndose las expresiones resultantes de las matrices y vectores
en la formulacio´n del MEF para cada caso.
2.3 FORMULACIO´N DE ELEMENTOS FINITOS
Consideremos una discretizacio´n del dominio Ω por elementos finitos (Figura 2.1).
La aproximacio´n de la temperatura φ en el interior de cada elemento se escribe
como [6,12]
φ ∼= φˆ =
n∑
i=1
N
(e)
i φ
(e)
i (2.4)
donde φˆ es el valor aproximado de la temperatura, φ
(e)
i es el valor de φˆ en el
nodo i, N
(e)
i es la funcio´n de forma de dicho nodo (en 2D Ni = Ni(x, y)) y n
es el nu´mero de nodos del elemento. Para el elemento triangular lineal de la
Figura 2.2, n = 3 y
N
(e)
i =
1
2Ω(e)
(a
(e)
i + b
(e)
i x+ c
(e)
i y) (2.5)
con
a
(e)
i = x
(e)
j y
(e)
k − x(e)k y(e)j
b
(e)
i = x
(e)
j − x(e)k
c
(e)
i = y
(e)
k − y(e)j i = 1, 2, 3
(2.6)
siendo Ω(e) el a´rea del elemento y x
(e)
i , y
(e)
i las coordenadas del nodo i.
3
Ω
e
1 2
i j
k
n
qn Γφ
Γq
Figura 2.1: Discretizacio´n del dominio en elementos triangulares de tres nodos
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1 2
3
1 2
3
1 2
3
Figura 2.2: Funciones de forma del elemento de tres nodos
Ω
φ - φ = 0
Γφ
Γq
n
qn
- qn0qn
un
x
y
Figura 2.3: Condiciones sobre los contornos Γq y Γφ
Puede comprobarse que N
(e)
i vale uno en el nodo i y cero en los otros nodos
del elemento.
Sustituyendo la aproximacio´n (2.4) en las ecs. (2.1) y (2.3) se obtiene
(Figura 2.3)
∇D∇φˆ+Q = rΩ en Ω (2.7)
nTD∇φˆ+ q¯ + α(φˆ− φext) = rΓ en Γq (2.8)
En lo anterior rΩ y rΓ son los residuos o errores de la aproximacio´n en las
ecuaciones de balance de calor sobre el dominio Ω y en el contorno de Neumann
Γq respectivamente. Obviamente, cuanto menores sean estos residuos mejor
sera´ la aproximacio´n de φ. En lo que respecta a la condicio´n esencial (2.8)
supondremos en lo sucesivo que se satisface exactamente, prescribiendo los
valores de φ al valor φ¯ en los nodos del contorno de Dirichlet Γφ.
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2.3.1 Expresio´n de residuos ponderados de Galerkin
El me´todo de residuos ponderados se basa en hacer nulos los residuos rΩ y
rΓ sobre Ω y Γq, respectivamente, de forma ponderada. La expresio´n integral
resultante es ∫
Ω
WirΩdΩ+
∫
Γq
W¯irΓdΓ = 0 i = 1, 2, . . . , N (2.9)
donde Wi y W¯i son funciones de peso arbitrarias, que dependen de la posicio´n
y N el nu´mero total de nodos en la malla de ana´lisis. Sustituyendo las expre-
siones (2.7) y (2.8) en (2.9) se tiene
∫
Ω
Wi(∇TD∇φˆ+Q)dΩ +
∫
Γq
W¯i[n
TD∇φˆ+ q¯ + α(φˆ − φext)]dΓ = 0 (2.10)
Las integrales anteriores hay que considerarlas siempre en un sentido dis-
tribucional, ya que el gradiente∇φˆ es usualmente discontinuo entre elementos.
El primer te´rmino de la integral sobre el dominio Ω puede expresarse por
∫
Ω
Wi∇TD∇φˆdΩ =
∑
e
∫
Ω(e)
Wi∇TD∇φˆdΩ+
∑
e
∫
Γ(e)
Win
TD[[∇φˆ]]dΓ =
= −
∑
e
∫
Ω(e)
∇TWiD∇φˆdΩ+
∫
Γ
Win
TD∇φˆdΓ
(2.11)
En (2.11) Γ(e) es el contorno de cada elemento de a´rea Ω(e) individual y
[[∇φˆ]] el salto del gradiente de la aproximacio´n φˆ sobre los lados del contorno.
El sumatorio en (2.11) se extiende sobre todos los elementos de la malla. La
demostracio´n de la expresio´n (2.11) se presenta en el Anexo 1.
La expresio´n (2.11) es ide´ntica a la que se obtendr´ıa integrando por partes
el te´rmino en derivadas segundas de φˆ en (2.10) y expresando la integral sobre
el dominio como suma de las integrales sobre cada uno de los elementos.
Sustituyendo (2.11) en (2.10) y advirtiendo que Γ = Γφ + Γq se tiene
−
∑
e
∫
Ω(e)
∇TWiD∇φˆdΩ+
∫
Γφ+Γq
Win
TD∇φˆdΓ +
∫
Ω
WiQdΩ+
+
∫
Γq
W¯i[n
TD∇φˆ+ q¯ + α(φˆ− φext)]dΓ = 0
(2.12)
Escogiendo ahora W¯ = −Wi y W = Ni se llega finalmente a
−
∑
e
∫
Ω(e)
∇TWiD∇φˆdΩ +
∫
Ω
WiQdΩ−
−
∫
Γq
Wi[q¯ + α(φˆ− φext)]dΓ−
∫
Γφ
Wiq¯ndΓ = 0
(2.13)
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donde qˆn es el flujo normal (saliente) en el contorno Γφ donde la temperatura
esta´ prescrita. Este flujo se calcula “a posteriori” una vez obtenidos los valores
de φˆ en todo el dominio.
Es instructivo agrupar los te´rminos dependientes de φˆ en el primer miem-
bro. La expresio´n resultante es
∑
e
∫
Ω(e)
∇TWiD∇φˆdΩ+
∫
Γq
αWiφˆdΩ =
∫
Ω
WiQdΩ−
−
∫
Γq
Wi(q¯ − αφext)dΓ−
∫
Γφ
WiqndΓ
(2.14)
La forma integral de Galerkin se obtiene haciendo W
(e)
i = N
(e)
i . Es decir,
escogiendo las funciones de peso igual a las funciones de forma en el interior
de cada elemento.
Sustituyendo la aproximacio´n (2.4) en (2.14) se obtiene el sistema de ecua-
ciones algebraicas de la discretizacio´n que se expresa por
Ka = f (2.15)
donde
a = [φˆ1, φˆ2, . . . , φˆN ]
T (2.16)
es el vector de temperaturas nodales, K la matriz de rigidez y f el vector
de flujos nodales equivalentes. Las expresiones de K y f se obtienen por
ensamblaje de la contribucio´n de cada uno de los elementos. En forma general
puede escribirse
K = IE
e
K(e) (2.17)
f (e) = IE
e
f (e) (2.18)
donde IE es el operador de ensamblaje y K(e) y f (e) la matriz de rigidez y el
vector de flujos nodales equivalentes elementales dados por
K(e) =
⎡
⎢⎣K
(e)
11 . . . K
(e)
1n
...
sim. K
(e)
nn
⎤
⎥⎦ (2.19)
f (e) = [f
(e)
1 , f
(e)
2 , . . . , f
(e)
n ]
T (2.20)
con
K
(e)
ij =
∫
Ω(e)
∇TN (e)i D∇N (e)j dΩ+
∫
Γ
(e)
q
αN
(e)
i N
(e)
j dΓ (2.21)
f
(e)
i =
∫
Ω(e)
N
(e)
i QdΩ−
∫
Γ
(e)
q
N
(e)
i (q¯ + αφext)dΓ− q(e)ni (2.22)
15
En (2.22) q
(e)
ni =
∫
Γφ
NiqˆndΓ. Este te´rmino representa la contribucio´n ele-
mental al flujo normal que sale por el nodo i en el contorno Γφ. Como se ha
comentado anteriormente, este flujo en la pra´ctica se calcula ”a posteriori”
una vez calculados los valores de φˆ en todo el dominio.
Se destaca que tanto el te´rmino q
(e)
ni como las integrales sobre Γ
(e)
q en (2.21)
y (2.22) so´lo aparecen en elementos que tengan algu´n lado sobre los contornos
de Dirichlet o de Neumann, respectivamente.
2.4 EXPRESIONES DE K(e) Y f (e) PARA EL
TRIA´NGULO LINEAL
2.4.1 Matriz de rigidez K(e)
Para un elemento triangular lineal la expresio´n de K(e) se obtiene por
K(e) = K
(e)
k +K
(e)
c (2.23)
donde K
(e)
k y K
(e)
c son las contribuciones debidas a los te´rminos de conduccio´n
y conveccio´n, respectivamente (primera y segunda integral en la ec. (2.21)).
La expresio´n de dichas matrices es
Kkij =
1
4Ω(e)
[b
(e)
i , c
(e)
i ]
[
kxx kxy
kxy kyy
] [
b
(e)
j
c
(e)
j
]
(2.24)
Para un material iso´tropo kxx = kyy = k y kxy = 0.
La expresio´n de K
(e)
c es
K(e)c = α
∫
Γ
(e)
q
⎡
⎢⎣N
(e)
1 N
(e)
1 N
(e)
1 N
(e)
2 N
(e)
1 N
(e)
3
N
(e)
2 N
(e)
1 N
(e)
2 N
(e)
2 N
(e)
2 N
(e)
3
N
(e)
3 N
(e)
1 N
(e)
3 N
(e)
2 N
(e)
3 N
(e)
3
⎤
⎥⎦ dΓ (2.25)
Es imporante advertir que al realizar la integral anterior sobre un lado del
elemento, la funcio´n de forma del tercer nodo que no pertenece al lado forma
un valor nulo sobre el mismo. Ello permite simplificar la expresio´n (2.25) de
acuerdo con el lado donde se calcula la integral de contorno.
As´ı, para el lado 12, N
(e)
3 = 0 y
K(e)c12 =
∫
l
(e)
12
α
⎡
⎢⎣N
(e)
1 N
(e)
1 N
(e)
1 N
(e)
2 0
N
(e)
2 N
(e)
1 N
(e)
2 N
(e)
2 0
0 0 0
⎤
⎥⎦ dΓ (2.26)
Para el lado 23
K(e)c2−3 =
∫
l
(e)
23
α
⎡
⎢⎣ 0 0 00 N (e)2 N (e)2 N (e)2 N (e)3
0 N
(e)
3 N
(e)
2 N
(e)
3 N
(e)
3
⎤
⎥⎦ dΓ (2.27)
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Para el lado 13
K(e)c13 =
∫
l
(e)
13
α
⎡
⎢⎣N
(e)
1 N
(e)
1 0 N
(e)
1 N
(e)
3
0 0 0
N
(e)
1 N
(e)
3 0 N
(e)
3 N
(e)
3
⎤
⎥⎦ dΓ (2.28)
Suponiendo que α es constante sobre el lado es fa´cil integrar los te´rminos
anteriores, lo que proporciona
∫
l
(e)
ij
N
(e)
i N
(e)
j dΓ =
⎧⎨
⎩ l
(e)
ij /3; i = j
l
(e)
ij /6; i = j
(2.29)
siendo l
(e)
ij la longitud del lado i− j del elemento (e).
En funcio´n de ello, se tendra´
K(e)c12 =
αl
(e)
12
6
⎡
⎣ 2 1 01 2 0
0 0 0
⎤
⎦ ; K(e)c23 = αl
(e)
23
6
⎡
⎣ 0 0 00 2 1
0 1 2
⎤
⎦ ; K(e)c13 = αl
(e)
13
6
⎡
⎣ 2 0 10 0 0
1 0 2
⎤
⎦
(2.30)
Por lo tanto, en definitiva, la matriz de rigidez total del elemento se obtiene
por
K(e) = K
(e)
k +K
(e)
c12 +K
(e)
c23 +K
(e)
c13 (2.31)
Vector de flujos equivalentes nodales
La expresio´n gene´rica de f (e) para el tria´ngulo de tres nodos es
f (e) =
⎧⎪⎨
⎪⎩
f
(e)
1
f
(e)
2
f
(e)
3
⎫⎪⎬
⎪⎭ (2.32)
Obtengamos seguidamente las contribuciones de los te´rminos de fuente y
de conveccio´n de f (e).
Observando (2.22), se tiene de la primera integral que
f
(e)
Q =
⎧⎪⎪⎨
⎪⎪⎩
f
(e)
Q1
f
(e)
Q2
f
(e)
Q3
⎫⎪⎪⎬
⎪⎪⎭ =
∫ ∫
Ω(e)
⎧⎪⎨
⎪⎩
N
(e)
1
N
(e)
2
N
(e)
3
⎫⎪⎬
⎪⎭QdΩ (2.33)
Suponiendo un valor constante de Q sobre el elemento se obtiene
f
(e)
Q =
QA(e)
3
⎧⎨
⎩
1
1
1
⎫⎬
⎭
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La contribucio´n del te´rmino de conveccio´n al vector de flujos nodales se
calcula como sigue
f (e)c = −
∫
Γq
⎧⎪⎨
⎪⎩
N
(e)
1
N
(e)
2
N
(e)
3
⎫⎪⎬
⎪⎭ [q¯n − αφext]dΓ (2.34)
Como en el ca´lculo de la matriz de rigidez, en la evaluacio´n de la integral
anterior hay que tener en cuenta que sobre cada lado so´lo son diferentes de
cero las funciones de forma correspondientes a dicho lado. As´ı, el valor de f
(e)
c
se obtiene para cada lado por:
lado 12
f (e)c12 = −
∫
l
(e)
12
⎧⎪⎨
⎪⎩
N
(e)
1
N
(e)
2
0
⎫⎪⎬
⎪⎭ [q¯n − αφext]dΓ (2.35)
lado 13
f (e)c13 = −
∫
l
(e)
13
⎧⎪⎨
⎪⎩
N
(e)
1
0
N
(e)
3
⎫⎪⎬
⎪⎭ [q¯n − αφext]dΓ (2.36)
lado 22
f (e)c23 = −
∫
l
(e)
23
⎧⎪⎨
⎪⎩
0
N
(e)
2
N
(e)
3
⎫⎪⎬
⎪⎭ [q¯n − αφext]dΓ (2.37)
Suponiendo ahora que q¯n, α y φext son constantes sobre el lado se obtiene
f (e)c12 =
l
(e)
12
2
[q¯n − αφext]
⎧⎨
⎩
1
1
0
⎫⎬
⎭
Con expresiones similares para f
(e)
c13 y f
(e)
c23 .
Al vector de flujos nodales hay que an˜adir la contribucio´n de los flujos
reaccio´n en los contornos Γφ donde φ esta´ prescrito. Dichos flujos se an˜aden
directamente a los nodos del contorno correspondiente y su valor se obtiene a
posteriori una vez calculados los valores nodales de φ.
2.5 EXPRESIO´N DE K(e) Y f (e) PARA EL TETRAE-
DRO LINEAL
2.5.1 MATRIZ K(e)
Las expresiones de K
(e)
k Y K
(e)
c para el tetraedro de cuatro nodos (Figura 2.5)
son las siguientes
K
(e)
kij
=
1
36Ω(e)
[b
(e)
i , c
(e)
i , d
(e)
i ]
⎡
⎣ kxx kxy kxzkyy kyz
sim kzz
⎤
⎦
⎡
⎢⎢⎣
b
(e)
j
c
(e)
j
d
(e)
j
⎤
⎥⎥⎦ (2.38)
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con
a
(e)
i =
∣∣∣∣∣∣∣
x
(e)
j y
(e)
j z
(e)
j
x
(e)
k y
(e)
k z
(e)
k
x
(e)
l y
(e)
l z
(e)
l
∣∣∣∣∣∣∣ ; b
(e)
i = −
∣∣∣∣∣∣∣
1 y
(e)
j z
(e)
j
1 y
(e)
k z
(e)
k
1 y
(e)
l z
(e)
l
∣∣∣∣∣∣∣ (2.39)
c
(e)
i =
∣∣∣∣∣∣∣
x
(e)
j 1 z
(e)
j
x
(e)
k 1 z
(e)
k
x
(e)
l 1 z
(e)
l
∣∣∣∣∣∣∣ ; d
(e)
i = −
∣∣∣∣∣∣∣
x
(e)
j y
(e)
j 1
x
(e)
k y
(e)
k 1
x
(e)
l y
(e)
l 1
∣∣∣∣∣∣∣ (2.40)
el resto de las constantes se obtiene rotando c´ıclicamente los sub´ındices (i, j, k, l)
aplicando la regla de la mano derecha.
El volumen del elemento Ω(e) se halla a partir del determinante
6Ω(e) =
∣∣∣∣∣∣∣∣∣∣
1 x
(e)
i y
(e)
i z
(e)
i
1 x
(e)
j y
(e)
j z
(e)
j
1 x
(e)
k y
(e)
k z
(e)
k
1 x
(e)
l y
(e)
l z
(e)
l
∣∣∣∣∣∣∣∣∣∣
(2.41)
Para un material iso´tropo kxx = kyy = kzz = k y kxy = kxz = kyz = 0.
La forma general de la matriz de rigidez del elemento asociada a la condicio´n
de contorno de conveccio´n esta´ dada por
K(e)c =
∫ ∫
Γ
(e)
q
⎡
⎢⎣N
(e)
1 N
(e)
1 . . . N
(e)
1 N
(e)
4
...
. . .
...
N
(e)
4 N
(e)
1 . . . N
(e)
4 N
(e)
4
⎤
⎥⎦αdΓ (2.42)
Los contornos del tetraedro son las caras del mismo (Figura 2.5). Por ello,
las funciones de forma N
(e)
i sera´n nulas, si el nodo i no pertenece a la cara
sobre la que se calcule la integral. De la expresio´n de las funciones de forma
es relativamente fa´cil obtener
K(e)cij =
∫ ∫
Γ
(e)
q
αN
(e)
i N
(e)
j dΓ =
{
αA(e)
6 ; i = j
αA(e)
12 ; i = j
(2.43)
siendo A(e) el a´rea de la cara del tetraedro donde se prescribe una condicio´n
de contorno de conveccio´n.
As´ı, sobre la cara 124 del tetraedro de la figura sen˜alada, N
(e)
3 = 0 y
K(e)c124 =
∫ ∫
Γ
(e)
q124
α
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
N
(e)
1 N
(e)
1 N
(e)
1 N
(e)
2 0 N
(e)
1 N
(e)
4
N
(e)
2 N
(e)
1 N
(e)
2 N
(e)
2 0 N
(e)
2 N
(e)
4
0 0 0 0
N
(e)
4 N
(e)
1 N
(e)
4 N
(e)
2 0 N
(e)
4 N
(e)
4
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
dΓ (2.44)
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Si α es constante sobre la cara 124
K(e)c124 =
αA
(e)
124
6
⎡
⎢⎢⎣
1 1/2 0 1/2
1/2 1 0 1/2
0 0 0 0
1/2 1/2 0 1
⎤
⎥⎥⎦ (2.45)
El mismo procedimiento se sigue para calcular K
(e)
c sobre las otras caras
del tetraedro.
En conclusio´n, la matriz de rigidez del elemento se desglosa en
K(e) = K(e)c +K
(e)
c123 +K
(e)
c124 +K
(e)
c134 +K
(e)
c234 (2.46)
2.5.2 Vector de flujos nodales equivalentes
f
(e)
Q =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
f
(e)
Q1
f
(e)
Q2
f
(e)
Q3
f
(e)
Q4
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
=
∫ ∫ ∫
Ω
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
N
(e)
1
N
(e)
2
N
(e)
3
N
(e)
4
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
QdΩ (2.47)
Si Q es constante sobre el elemento se obtiene
f
(e)
Q =
QΩ(e)
4
⎧⎪⎪⎨
⎪⎪⎩
1
1
1
1
⎫⎪⎪⎬
⎪⎪⎭ (2.48)
Se comprueba que la aportacio´n de flujo total sobre el elemento se dis-
tribuye en partes iguales entre los nodos, tal y como ocurr´ıa en el tria´ngulo de
tres nodos.
El vector asociado a los nodos sobre la cara ijl donde se prescribe el flujo
normal, sera´
f (e)cijl = −
∫ ∫
Γ
(e)
qijl
(q¯ − αφext)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
N
(e)
i
N
(e)
j
N
(e)
k
N
(e)
l
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
dΓ = −
∫ ∫
A
(e)
ijl
(q¯ − αφext)
⎧⎪⎪⎨
⎪⎪⎩
N
(e)
i
N
(e)
j
0
N
(e)
l
⎫⎪⎪⎬
⎪⎪⎭ dΓ
(2.49)
siendo A
(e)
ijl el a´rea de la cara ijl donde N
(e)
k = 0. Si q¯, α y φext son constantes
sobre dicha cara, se deduce
f (e)cijl = −
A
(e)
ijl
3
(q¯ − αφext)
⎧⎪⎪⎨
⎪⎪⎩
1
1
0
1
⎫⎪⎪⎬
⎪⎪⎭ (2.50)
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De forma similar se obtendr´ıa el valor de f
(e)
c para otras caras donde se
prescriba el flujo normal.
En resumen, el vector de flujos nodales del elemento f (e) se desglosa en
f (e) = f
(e)
Q + f
(e)
c123 + f
(e)
c124 + f
(e)
c134 + f
(e)
c234 (2.51)
siendo
f234 = −A
(e)
234
3
(q¯ − αφext)
⎧⎪⎪⎨
⎪⎪⎩
0
1
1
1
⎫⎪⎪⎬
⎪⎪⎭ , etc. (2.52)
2.6 FORMAMATRICIAL DE LAS ECUACIONES
DE MEF
La aproximacio´n de elementos finitos se escribe matricialmente para un ele-
mento de n nodos por
φ  φˆ =
n∑
i=1
N
(e)
i φ
(e)
i = [N
(e)
1 , N
(e)
2 , . . . , N
(e)
n ]
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ
(e)
1
φ
(e)
2
...
φ
(e)
n
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
= N(e)a(e) (2.53)
con
N(e) = [N
(e)
1 , N
(e)
2 , . . . , N
(e)
n ]
a(e) = [φ
(e)
1 , φ
(e)
2 , . . . , φ
(e)
n ]T
(2.54)
La matriz N(e) recibe el nombre de matriz de funciones de forma del ele-
mento y a(e) es el vector de variables nodales del elemento.
El vector de gradientes se expresa en funcio´n de las variables nodales ele-
mentales por
g = ∇φ = ∇(N(e)a(e)) = [∇N(e)]a(e) = B(e)a(e) (2.55)
donde B(e) es la matriz de gradientes del elemento definida por
B(e) = ∇N(e) = ∇[N (e)1 , N (e)2 , . . . , N (e)n ] =
= [∇N (e)1 ,∇N (e)2 , . . . ,∇N (e)n ] = [B(e)1 ,B(e)2 , . . . ,B(e)n ]
(2.56)
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siendo B
(e)
i = ∇N (e)i la matriz de gradientes del nodo i del elemento e.
Obse´rvese que B(e) esta´ compuesta de tantas submatrices B
(e)
i como nodos
tiene el elemento. As´ı, por ejemplo, para un elemento triangular de tres nodos
B(e) =
⎡
⎢⎣
∂N
(e)
1
∂x
∣∣∣∣ ∂N(e)2∂x
∣∣∣∣ ∂N(e)3∂x
∂N
(e)
1
∂y
∣∣∣∣ ∂N(e)2∂y
∣∣∣∣ ∂N(e)3∂y
⎤
⎥⎦ ; B(e)i =
⎡
⎣ ∂N(e)i∂x
∂N
(e)
i
∂y
⎤
⎦ = 1
2A(e)
{
b
(e)
i
c
(e)
i
}
(2.57)
El vector de flujos se expresa en funcio´n de las variables nodales por
q = −Dg = −DB(e)a(e) (2.58)
Aplicando el me´todo de residuos ponderados de Galerkin a las ecuaciones
de gobierno en la forma usual se obtiene el sistema de ecuaciones de la dis-
cretizacio´n en la forma Ka = f en donde la matriz K y el vector f se obtienen
ensamblando las contribuciones elementales en la forma usual.
La expresio´n de la matriz de rigidez del elemento puede escribirse en forma
gene´rica por
K(e) =
∫
Ω(e)
B(e)
T
DB(e)dΩ+
∫
Γ
(e)
q
α[N(e)]TN(e)dΓ (2.59)
con
K
(e)
ij =
∫
Ω(e)
[B
(e)
i ]
TDB
(e)
j dΩ+
∫
Γ
(e)
q
αN
(e)
i N
(e)
j dΓ (2.60)
La expresio´n de K(e) anterior es va´lida para problemas uni, bi y tridimen-
sionales. Obviamente, en cada caso las integrales se efectu´an sobre el dominio
elemental correspondiente y su parte del contorno donde se prescribe el flujo
normal, en su caso.
El vector de flujos nodales equivalentes del elemento puede tambie´n es-
cribirse matricialmente por
f(e) =
∫
Ω(e)
[N(e)]TQdΩ−
∮
Γ
(e)
q
[N(e)]T [q¯ − αφext]− q(e)n (2.61)
con
f
(e)
i =
∫
Ω(e)
N
(e)
i QdΩ−
∮
Γ
(e)
q
N
(e)
i [q¯ − αφext]dΓ− q(e)ni (2.62)
Como antes, las integrales se calculan sobre el dominio elemental corres-
pondiente.
Se recuerda, asimismo, que q
(e)
n es el vector de flujo “reaccio´n ” en los nodos
del elemento que salen del contorno Γφ donde la variable φ esta´ prescrita.
Es interesante remarcar de nuevo que la formulacio´n matricial anterior pro-
porciona un marco general para la solucio´n de cualquier problema de Poisson
en una, dos y tres dimensiones. El planteamiento matricial aqu´ı utilizado se
repite de forma casi ide´ntica al aplicar el MEF a otros problemas de meca´nica
en estructuras y fluidos.
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2.7 FORMULACIO´N ISOPARAME´TRICA
Presentaremos la formulacio´n general de elementos isoparame´tricos para el
caso tridimensional. El caso bidimensional puede deducirse fa´cilmente pres-
cindiendo de una de las tres coordenadas.
En la formulacio´n isoparame´trica las coordenadas de un punto del elemento
se expresan en funcio´n de las coordenadas nodales por
x =
⎧⎨
⎩
x
y
z
⎫⎬
⎭ =
n∑
i=1
Ni
⎧⎨
⎩
xi
yi
zi
⎫⎬
⎭ = N x(e) (2.63)
con
N = [N1,N2, . . . ,Nn]; Ni =
⎡
⎣Ni Ni
Ni
⎤
⎦ ; Ni = f(ξ, η, ζ)
(2.64)
donde Ni es la misma funcio´n de forma utilizada para interpolar el campo de
desplazamientos.
La ec. (2.63) expresa una relacio´n entre las coordenadas cartesianas y las
naturales. Dicha relacio´n es biun´ıvoca si se cumple que el determinante del
jacobiano de la transformacio´n x, y, z → ξ, η, ζ es de signo positivo en todos
los puntos del elemento, lo que se cumple para los casos ma´s usuales salvo
para formas muy distorsionadas de los elementos.
Para el ca´lculo de las derivadas cartesianas de las funciones de forma se
hace uso de la regla de derivacio´n en cadena, que permite escribir en forma
matricial
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂Ni
∂ξ
∂Ni
∂η
∂Ni
∂ζ
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
=
⎡
⎢⎢⎢⎢⎢⎣
∂x
∂ξ
∂y
∂ξ
∂z
∂ξ
∂x
∂η
∂y
∂η
∂z
∂η
∂x
∂ζ
∂y
∂ζ
∂z
∂ζ
⎤
⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂Ni
∂x
∂Ni
∂y
∂Ni
∂z
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
= J(e)
∂Ni
∂x
(2.65)
donde J(e) es la matriz jacobiana cuyas te´rminos se calculan haciendo uso de
las relaciones isoparame´tricas (2.63) como
J(e) =
n∑
i=1
⎡
⎢⎢⎢⎢⎢⎣
∂Ni
∂ξ xi
∂Ni
∂ξ yi
∂Ni
∂ξ zi
∂Ni
∂η xi
∂Ni
∂η yi
∂Ni
∂η zi
∂Ni
∂ζ xi
∂Ni
∂ζ yi
∂Ni
∂ζ zi
⎤
⎥⎥⎥⎥⎥⎦ (2.66)
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Invirtiendo (2.66) se encuentra la expresio´n de las derivadas cartesianas de
Ni como ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂Ni
∂x
∂Ni
∂y
∂Ni
∂z
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
=
[
J(e)
]−1
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂Ni
∂ξ
∂Ni
∂η
∂Ni
∂ζ
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
(2.67)
Por otra parte, un diferencial de volumen se expresa por
dx dy dz =
∣∣∣∣J(e)
∣∣∣∣ dξ dη dζ (2.68)
Por tanto, combinando puede expresarse la matriz de gradientes del nodo
i de un elemento isoparame´trico tridimensional en funcio´n de las coordenadas
naturales como
Bi(ξ, η, ζ) =
⎧⎨
⎩
b¯i
c¯i
d¯i
⎫⎬
⎭ (2.69)
donde
⎧⎨
⎩
b¯i
c¯i
d¯i
⎫⎬
⎭ =
3∑
k=1
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
J
(e)
1k
J
(e)
2k
J
(e)
3k
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
∂Ni
∂ξk
(2.70)
donde J
(e)
ij es el elemento ij de la de la matriz jacobiana inversa, [J
(e)]−1,
ξ1 = ξ, ξ2 = η y ξ3 = ζ.
La expresio´n gene´rica de la matriz de rigidez de un elemento tridimensional
en coordenadas naturales es, por tanto
K
(e)
ij =
∫ ∫ ∫
V (e)
BTi D Bj dV =
=
∫ +1
−1
∫ +1
−1
∫ +1
−1
BTi (ξ, η, ζ)D Bj(ξ, η, ζ)
∣∣∣J(e)∣∣∣dξdηdζ = (2.71)
=
∫ +1
−1
∫ +1
−1
∫ +1
−1
Gij(ξ, η, ζ)dξdηdζ
Es fa´cil apreciar de las expresiones de la inversa del jacobiano que en
Gij intervienen expresiones racionales por lo que su integracio´n anal´ıtica es
sumamente complicada y hay que recurrir a la integracio´n nume´rica
En elementos tetrae´dricos que utilicen coordenadas de volumen la inter-
polacio´n isoparame´trica se define similarmente a la ec. (2.63), siendo ahora
Ni = f(L1, L2, L3, L4). Si los tetraedros son de lados rectos el ca´lculo de las
derivadas cartesianas de las funciones de forma es inmediato. Asimismo, las
integrales sobre el elemento pueden calcularse exactamente. Si el elemento es
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de lados curvos es ma´s conveniente operar con las coordenadas naturales lo
que simplemente implica sustituir L2, L3 y L4 por α, β y γ, respectivamente,
y L1 por 1-α-β-γ. A partir de aqu´ı el ca´lculo de las componentes de la matriz
Bi sigue ide´nticos pasos a los explicados entre las ecs. (2.66)-(2.70) para ele-
mentos hexae´dricos, sin ma´s que sustituir las coordenadas ξ, η, ζ por α, β, γ,
respectivamente.
Por consiguiente, la matriz de rigidez del elemento tetrae´drico isoparame´trico
de lados curvos tiene una expresio´n similar a la (2.71), tal como
K
(e)
ij =
∫ 1
0
∫ 1−α
0
∫ 1−α−β
0
Gij(α, β, γ)dαdβdγ (2.72)
donde la matriz G(α, β, γ) se deduce de (2.71), teniendo en cuenta el cambio
de variables mencionado.
2.8 INTEGRACIO´N NUME´RICA EN TRES DI-
MENSIONES
2.8.1 Elementos hexae´dricos
Sea f(x, y, z) una funcio´n cualesquiera definida sobre un elemento hexae´drico
isoparame´trico. Para calcular el valor de la integral de dicha funcio´n sobre
el elemento efectuamos en primer lugar la transformacio´n del dominio real al
normalizado hexae´drico recto, es decir
∫ ∫ ∫
V (e)
f(x, y, z)dx dy dz =
∫ 1
−1
∫ 1
−1
∫ 1
−1
f(ξ, η, ζ)
∣∣∣J(e)∣∣∣dξ dη dζ =
=
∫ +1
−1
∫ +1
−1
∫ +1
−1
g(ξ, η, ζ)dξdηdζ (2.73)
Si utilizamos la cuadratura de Gauss-Legendre, el valor de la integral se
calcula por la expresio´n
∫ +1
−1
∫ +1
−1
∫ +1
−1
g(ξ, η, ζ)dξ dη dζ =
∫ +1
−1
∫ +1
−1
np∑
p=1
Wp g(ξp, η, ζ)dη dζ =
=
∫ +1
−1
nq∑
q=1
np∑
p=1
WpWqg(ξp, ηq, ζ)dζ = =
nr∑
r=1
nq∑
q=1
np∑
p=1
WpWqWrg(ξp, ηq, ζr)
(2.74)
donde np, nq y nr son el nu´mero de puntos de integracio´n en cada una de las
direcciones ξ, η y ζ ; ξp, ηq, ζr son las coordenadas del punto de integracio´n
(p, q, r) y Wp,Wq,Wr son los pesos correspondientes a cada direccio´n natural
asociados a dicho punto.
Las coordenadas y los pesos para cada direccio´n se deducen directamente
del caso unidimensional para el caso tridimensional. Recordemos que una
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cuadratura de orden n en cada direccio´n natural integra exactamente un poli-
nomio de grado 2n− 1 o´ menor en la correspondiente coordenada natural. En
la Figura 2.4 se muestran las cuadraturas de 1× 1× 1 y 2× 2× 2 puntos.
ζ
η ξ
ζ
η ξ
d
d d d
d = 1-
1
3
Figura 2.4: Cuadraturas de Gauss-Legendre de 1 × 1 × 1 y 2 × 2 × 2 puntos
en elementos hexae´dricos
2.8.2 Elementos tetrae´dricos
La cuadratura de Gauss para elementos tetrae´dricos que utilicen coordenadas
de volumen se escribe como
∫ 1
0
∫ 1−L1
0
∫ 1−L1−L2
0
f(L1, L2, L3, L4)dL1dL2dL3 =
np∑
i=1
f(L1i , L2i , L3i , L4i)Wi
(2.75)
La posicio´n de los puntos de integracio´n y los valores de las coordenadas de
volumen y los pesos correspondientes para las cuadraturas lineal, cuadra´tica
y cu´bica se muestran en la Figura 2.5.
Se remarca que los pesos en la Figura 2.5 se han normalizado de manera
que sumen 1/6 para que el ca´lculo del volumen del elemento tetrae´drico de
cuatro nodos con la ec. (2.76) sea exacto. As´ı
V (e) =
∫ ∫ ∫
V (e)
dV =
∫ +1
−1
∫ +1
−1
∫ +1
−1
|J(e)|dξdηdζ =
= |J(e)|
∫ +1
−1
∫ +1
−1
∫ +1
−1
dξdηdζ = (2.76)
= |J(e)|
np∑
i=1
Wi = 6V
(e)
np∑
i=1
Wi = V
(e)
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13
4
2
a
1
3
4
2
a
c
b
d
1
3
4
2
a
c
e
b
d
Figura np Precisión Puntos L2L1 L3 wi
(a)
(b)
(c)
1
4
5
Lineal
Cuadrática
Cúbica
a
a
b
c
d
a
b
c
d
e
1/4
α
β
β
β
1/4
1/3
1/6
1/6
1/3
1/4
β
α
β
β
1/4
1/6
1/3
1/6
1/6
1/4
β
β
α
β
1/4
1/6
1/6
1/3
1/6
L4
1/4
β
β
β
α
1/4
1/6
1/6
1/6
1/3
1/6
1/24
1/24
1/24
1/24
γ
δ
δ
δ
δ
α= 0.58541020
β= 0.13819660
γ = − 
δ = 
2
15
3
40
Figura 2.5: Coordenadas y pesos de los puntos de integracio´n en las cuadrat-
uras de Gauss-Legendre: (a) lineal (np = 1), (b) cuadra´tica (np = 4) y (c)
cu´bica (np = 5) para elementos tetrae´dricos
2.8.3 INTEGRACIO´N NUME´RICA DE LAS MATRICES Y
VECTORES DEL ELEMENTO
De acuerdo con la ec.(2.74), el ca´lculo de la matriz de rigidez de un elemento
hexae´drico isoparame´trico ser´ıa
K
(e)
ij =
∫ ∫ ∫
V (e)
BTi D Bj dx dy dz =
∫ +1
−1
∫ +1
−1
∫ +1
−1
BTi D Bj
∣∣∣J(e)∣∣∣dξdηdζ =
=
np∑
p=1
nq∑
q=1
nr∑
r=1
[
BTi D Bj
∣∣∣J(e)∣∣∣]
p,q,r
WpWqWr =
np∑
p=1
nq∑
q=1
nr∑
r=1
[Gij ]p,q,rWpWqWr
(2.77)
El ca´lculo de los vectores de flujos nodales equivalentes que implican inte-
grales sobre el volumen del elemento se efectuar´ıa de manera ide´ntica.
As´ı, para las fuerzas de volumen debidas a un flujo distribuido
f
(e)
i =
∫ ∫ ∫
V (e)
NTi Q dxdydz =
∫ +1
−1
∫ +1
−1
∫ +1
−1
NTi Q
∣∣∣J(e)∣∣∣dξ dη dζ =
=
np∑
p=1
nq∑
q=1
nr∑
r=1
[
Ni Q
∣∣∣J(e)∣∣∣]
p,q,r
WpWqWr (2.78)
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2.9 PROGRAMACIO´N DEL CA´LCULO DE K(e)
Y f (e)
El apartado precedente proporciona las expresiones necesarias para la pro-
gramacio´n del ca´lculo de las matrices de rigidez y el vector de flujos nodales
equivalentes del elemento. En un cap´ıtulo posterior se describen con detalle
todos los aspectos de dicha programacio´n en el marco de un programa de
elementos finitos para ca´lculo de estructuras de cualquier tipo.
No obstante, y con el objetivo de ir fijando ideas, describiremos seguida-
mente los diagramas de flujo de las subrutinas para ca´lculo de la matriz de
rigidez y el vector de flujos nodales equivalentes (para generacio´n de calor) en
elementos cuadrila´teros, que constituyen una parte fundamental del conjunto
de la programacio´n.
2.9.1 Subrutina para ca´lculo de la matriz de rigidez K(e)
De la ecuacio´n (2.77) se deduce el diagrama de flujo para ca´lculo de K(e)
bidimensional que se muestra en la Figura 2.6.
Cálculo de las funciones de forma y sus
derivadas naturales , ∂ξ Ni , ∂ηNi en cada punto
de integración
Bucle sobre el número de elementos
Bucle sobre el número de puntos de integración p,q
Cálculo de la matriz constitutiva D en cada
punto de integración
Cálculo de las derivadas cartesianas de las
funciones de forma, ∂x Ni , ∂yNi y el Jacobiano
J(e) en cada punto de integración
Cálculo de la matriz B en cada
punto de integración
Kij(e) = Kij(e) + ( BiT D Bj |J(e)|) p,q Wp Wq
RETURN
Figura 2.6: Diagrama de flujo para ca´lculo de K(e)
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Si la matriz de conductividad D es constante sobre el elemento su eva-
luacio´n puede efectuarse una sola vez a nivel elemental, fuera del bucle sobre
los puntos de integracio´n. El caso de D variable se trata de manera sencilla
utilizando el concepto de interpolacio´n isoparame´trica. As´ı, conociendo los
valores deD en cada nodo puede obtenerse su valor en cualquier punto interior
del elemento por
D =
n∑
i=i
NiDi (2.79)
La ec. (2.79) permite evaluar directamente D en los puntos de integracio´n,
sustituyendo simplemente las coordenadas naturales de dichos puntos en las
funciones de forma.
2.9.2 Subrutina para ca´lculo del vector de flujos nodales por
generacio´n de calor
De la ec. (2.78) se deduce el diagrama de flujo para ca´lculo del vector f (e)
para el caso bidimensional de flujos por generacio´n de calor que se muestra en
la Figura 2.7.
Cálculo de las funciones de forma y sus
derivadas naturales , ∂ξ Ni , ∂ηNi en cada punto
de integración
Bucle sobre el número de elementos
Bucle sobre el número de puntos de integración p,q
Cálculo del valor de la fuente Q en cada
punto de integración
Cálculo de las derivadas cartesianas de las
funciones de forma, ∂x Ni , ∂yNi y el Jacobiano
J(e) en cada punto de integración
Kij(e) = Kij(e) + ( BiT D Bj |J(e)|) p,q Wp Wq
RETURN
Figura 2.7: Diagrama de flujo para ca´lculo de f (e) para flujos por generacio´n
de calor
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De nuevo si el flujo Q es uniforme sobre el elemento, su ca´lculo puede efec-
tuarse una sola vez a nivel elemental fuera del bucle de integracio´n nume´rica.
En caso contrario, su valor en los puntos de integracio´n se calcula por inter-
polacio´n de los valores nodales similarmente a lo explicado en la ec.(2.79).
Hay que destacar que los diagramas de flujo anteriores para ca´lculo de
la matriz de rigidez y el vector de flujos nodales equivalentes por generacio´n
de calor del elemento son totalmente generales y de aplicabilidad directa a
pra´cticamente todos los problemas que se tratan en este curso.
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Cap´ıtulo 3
PROBLEMAS
TRANSITORIOS DE
TRANSMISIO´N DEL
CALOR POR
CONDUCCIO´N
3.1 INTRODUCCIO´N
Aunque muchos problemas pra´cticos de transmisio´n del calor son dependien-
tes del tiempo, en muchos casos pra´cticos de ingenier´ıa basta con obtener la
solucio´n estacionaria. Por ejemplo, el campo de temperatura en una pieza o
una estructura sometida a fuentes de calor y condiciones de contorno te´rmicas
poco cambiantes con el tiempo, puede obtenerse resolviendo la ecuacio´n de
transmisio´n del calor por conduccio´n mediante las te´cnicas explicadas en el
cap´ıtulo anterior. Sin embargo, en otros problemas los efectos transitorios no
pueden despreciarse. Este es el caso de estructuras o piezas sometidas a cargas
te´rmicas variables con el tiempo o de tipo c´ıclico. Otro tipo de ejemplos son los
problemas de cambio de fase (solidificacio´n, fusio´n, etc.) que se estudiara´n en
un cap´ıtulo posterior. En todos estos casos es inevitable resolver la ecuacio´n de
transmisio´n del calor incorporando los te´rminos de derivadas temporales de la
temperatura. Por tanto, es necesario realizar una discretizacio´n en el tiempo
de las ecuaciones de gobierno, adema´s de la discretizacio´n espacial estudiada
en el cap´ıtulo anterior.
En este cap´ıtulo estudiaremos la solucio´n en el tiempo de la ecuacio´n de
transmisio´n de calor por efectos u´nicamente de conduccio´n. De nuevo, este
es un problema t´ıpico de transmisio´n del calor en so´lidos (estructuras, piezas
meca´nicas, aparatos ele´ctricos, etc.). El caso de conveccio´n-conduccio´n tran-
sitorio se estudiara´ en el Cap´ıtulo 4.
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3.2 ECUACIONES BA´SICAS
La ecuacio´n de gobierno se deduce de la ec. (1.20) prescindiendo del efecto de
la conveccio´n por
ρc
∂φ
∂t
−∇TD∇φ−Q = 0 en Ω (3.1)
Las condiciones de contorno que se consideran son
φ− φ¯ = 0 en Γφ (3.2)
nTD∇φ+ q¯ + α(φ− φext) = 0 en Γq (3.3)
y la condicio´n inicial es
φ(x, y, z, 0) = φ¯0(x, y, z) (3.4)
3.3 OBTENCIO´N DE LAS ECUACIONES DE LA
DISCRETIZACIO´N EN EL ESPACIO
Consideremos una discretizacio´n del dominio de ana´lisis en elementos finitos
en la forma usual. Dentro de cada elemento de n nodos utilizaremos una
semi-discretizacio´n en el espacio y el tiempo definido por
φ(x, y, z, t) ∼= φˆ(x, y, z, t) =
n∑
i=1
N
(e)
i (x, y, z)φˆi(t) (3.5)
donde Ni son las cla´sicas funciones de interpolacio´n en el dominio espacial.
La ec. (3.5) implica desacoplar la interpolacio´n espacial de la utilizada para
aproximar la variacio´n de las inco´gnitas nodales φˆi a lo largo del tiempo.
De la ec. (3.5) se deducen las derivadas espaciales y temporales de φˆ como
∇φˆ =
n∑
i=1
∇N (e)i φˆi(t) (3.6)
∂φ
∂t
=
n∑
i=1
N
(e)
i
∂φˆi
∂t
(3.7)
Sustituyendo ahora la aproximacio´n (3.5) en las ecuaciones de gobierno se
obtiene
ρc
∂φˆ
∂t
−∇TD∇φˆ−Q = rΩ (3.8)
nTD∇φˆ+ q¯ + α(φˆ− φext) = rΓ (3.9)
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donde rΩ y rΓ son los residuos de la aproximacio´n sobre el dominio espacial Ω y
el contorno de Neumann Γq. Como es usual supondremos que la aproximacio´n
satisface exactamente las condiciones de contorno esenciales (3.2).
Procedamos ahora a obtener las ecuaciones de la discretizacio´n en el espa-
cio. Para ello aplicamos el me´todo de residuos ponderados a las ecs. (3.8) y
(3.9). La expresio´n resultante es
∫
Ω
W
[
ρc
∂φˆ
∂t
−∇TD∇φˆ−Q
]
dΩ+
∫
Γq
W¯ [nTD∇φˆ+ q + α(φˆ− φext)]dΓ = 0
(3.10)
Utilizando el concepto de integral en sentido distribucional y repitiendo
las operaciones de integracio´n por partes explicadas en la ec. (2.11) se obtiene
tras sustituir en (3.10) y escogiendo W = W¯
∫
Ω
Wρc
∂φˆ
∂t
dΩ+
∑
e
∫
Ω(e)
∇TWD∇φˆdΩ+
∫
Γq
αWφˆdΓ =
=
∫
Ω
WQdΩ−
∫
Γq
W (q¯ − αφext)dΓ−
∫
Γφ
WqˆndΓ
(3.11)
El significado del te´rmino qˆn en (3.11) es el mismo que en la ec. (2.13).
Obse´rvese que la ecuacio´n es ide´ntica a la (2.13) o´ (2.14) a excepcio´n del nuevo
primer te´rmino proveniente de la derivada temporal.
Sustituyendo la aproximacio´n (3.5) en (3.11) y escogiendo W
(e)
i = N
(e)
i
dentro de cada elemento (forma de Galerkin) se obtiene haciendo uso de las
ecs. (3.6) y (3.7) la expresio´n matricial siguiente
Ca˙+Ka = f (3.12)
En (3.12)
a = [φˆ1, φˆ2, . . . , φˆn]
T (3.13a)
y
a˙ =
[
∂φˆ1
∂t
,
∂φˆ2
∂t
, . . . ,
∂φˆn
∂t
]T
(3.13b)
Las expresiones de C, K y f se obtienen ensamblando las contribuciones
elementales en la forma usual. Las expresiones de K(e) y f (e) coinciden con las
obtenidas en el caso estacionario (ver Apartado 2.3). La expresio´n de C(e) es
C(e) =
⎡
⎢⎣C
(e)
11 . . . C
(e)
1n
...
C
(e)
nn
⎤
⎥⎦ (3.14a)
con
C
(e)
ij =
∫
Ω(e)
ρcN
(e)
i N
(e)
j dΩ (3.14b)
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La matriz C se denomina matriz de capacidad te´rmica. Las expresiones
(3.14) se denominan forma consistente de C(e). Obse´rvese que la matriz C(e)
obtenida de (3.14) es llena. La expresio´n de C
(e)
ij se calcula en la pra´ctica por
integracio´n nume´rica como
C
(e)
ij =
np∑
p=1
ρcNiNj|J|pWp (3.15)
donde np es el nu´mero de puntos de integracio´n, Wp el peso asociado a cada
punto y J el jacobiano de la transformacio´n de coordenadas naturales en carte-
sianas. En la Figura 3.1 se muestran las expresiones de C para los elementos
ma´s sencillos.
2 1
1 2
ρcl(e)
6
1 0
0 1
ρcl(e)
2
1 0 0
0 1 0
0 0 1
ρcΩ(e)
3
2 1 1
1 2 1
1 1 2
ρcΩ(e)
12
4 2 1 2
2 4 2 1
1 2 4 2
2 1 2 4
ρcΩ(e)
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1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
ρcΩ(e)
9
1 2
l(e)
1
3
Ω(e) 2
1
3
Ω(e)
2
4
Matriz C(e) consistente Matriz C(e) diagonal
Figura 3.1: Matrices C(e) consistente y lagrangiana de elementos sencillos
3.4 MATRIZ DE CAPACIDAD TE´RMICA
DIAGONAL
En la pra´ctica por razones que se vera´n ma´s tarde, es muy u´til utilizar una
expresio´n diagonal de C(e). Un me´todo muy sencillo propuesto por Hinton,
Rock y Zienkiewicz (HRZ) para diagonalizar la matriz de masa consistente
en problemas de dina´mica estructural [13] se basa en utilizar solamente los
te´rminos diagonales de C(e) y escalarlos para preservar la capacidad te´rmica
total del elemento.
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El esquema nume´rico es el siguiente:
1. Calcular so´lo los te´rminos de la diagonal de C(e).
2. Calcular la capacidad te´rmica total del elemento C(e)
C(e) =
∫
Ω(e)
ρcdΩ (3.16)
3. Calcular un nu´mero s sumando los coeficientes de la diagonal de C(e).
4. Escalar todos los coeficientes de la diagonal de C(e) multiplica´ndolos por
el cociente C(e)/s. De esta manera se preserva la capacidad te´rmica total
del elemento.
En las Figuras 3.1 y 3.2 se muestran ejemplos de las matrices C(e) diago-
nales resultantes de aplicar el esquema anterior a elementos sencillos lineales
y cuadra´ticos bidimensionales. La extensio´n de los resultados de esas figuras
al caso tridimesional es inmediata.
1
36
8
36
3
76
16
76
1
36
4
36
1
36
4
36
16
36
16
36
Figura 3.2: Matriz diagonal de los elementos serend´ıpito de ocho nodos y la-
grangiano de nueve nodos obtenidas con el esquema HRZ. Los nu´meros mues-
tran la fraccio´n de la masa total en cada nodo. Primer nu´mero: basado en una
cuadratura de 2 × 2. Segundo nu´mero: basado en una cuadratura de Gauss
3× 3
La diagonalizacio´n deC(e) puede tambie´n obtenerse utilizando una cuadra-
tura de integracio´n nume´rica especial que garantice la nulidad de los te´rminos
fuera de la diagonal. Esto ocurre cuando los puntos de integracio´n coinciden
con los nodos. Un ejemplo de este tipo es la cuadratura de Lobatto en ele-
mentos lagrangianos. Las matrices C(e) diagonales obtenidas utilizando esta
cuadratura en los recta´ngulos de 4 y 9 nodos coinciden con las de la Figuras 3.1.
y 3.2 calculadas con el esquema HRZ.
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En general no es posible obtener por integracio´n nume´rica matrices C(e)
diagonales para elementos triangulares y cuadrila´teros serend´ıpitos con todos
los coeficientes de la diagonal positivos. En estos casos es por tanto ma´s
conveniente utilizar el esquema HRZ antes explicado.
3.5 INTEGRACIO´N EN EL TIEMPO
La segunda etapa en la solucio´n del problema transitorio de transmisio´n del
calor por conduccio´n es la integracio´n en el tiempo del sistema de ecuaciones
algebraicas (3.12) resultantes de la discretizacio´n espacial. En lo que sigue
explicaremos dos te´cnicas de integracio´n ana´logas pero conceptualmente dife-
rentes.
3.5.1 Integracio´n con elementos finitos en el tiempo
Consideremos un elemento finito unidimensional en el dominio tiempo que
se extiende del tiempo tn al tn+1. La longitud del elemento es por tanto
Δt = tn+1 − tn (Figura 3.3). En dicho elemento se conoce el valor de las
temperaturas en tn (a
n) y se quieren calcular la temperatura en tn+1 (a
n+1).
En el interior del elemento se supone que las temperaturas nodales var´ıan
linealmente en funcio´n de los dos valores extremos como
a = Nna
n +Nn+1a
n+1 = (1− ξ)an + ξan+1 (3.17)
De (3.17) podemos obtener
a˙ = N˙na
n + N˙n+1a
n+1 =
an+1 − an
Δt
(3.18)
n n+1Δt
tn tn+1
n n+1Δt
an
an+1
ξ= t - tnΔt
1 1
Nn Nn+1
Nn= 1 - ξ
Nn+1= ξ
n n+1
Figura 3.3: Elemento finito unidimensional lineal en el tiempo
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Apliquemos ahora el me´todo de residuos ponderados a la ec. (3.12). La
expresio´n resultante es
∫ 1
0
W (Ca˙+Ka− f)dξ = 0 (3.19)
siendo W (t) una funcio´n de peso apropiada.
Sustituyendo (3.17) y (3.18) en (3.19) se tiene
∫ 1
0
[
W
(
C
an+1 − an
Δt
)
+K
(
Nna
n +Nn+1a
n+1
)
− f
]
dξ = 0 (3.20)
Agrupando te´rminos se obtiene (suponiendo K y C constantes en el inter-
valo Δt)
[
K
∫ 1
0
Wξdξ +C
∫ 1
0
W
Δt
dξ
]
an+1 +
[
K
∫ 1
0
W (1− ξ)dξ −C
∫ 1
0
W
Δt
dξ
]
an−
−
∫ 1
0
W fdξ = 0
(3.21)
La expresio´n anterior puede reescribirse como(
1
Δt
C+ θK
)
an+1 +
[
(1− θ)K− 1
Δt
C
]
an − f = 0 (3.22)
con
θ =
∫ 1
0
Wξdξ∫ 1
0
Wdξ
(3.23)
f =
∫ 1
0
W fdξ∫ 1
0
Wdξ
(3.24)
Suponiendo una aproximacio´n lineal para f dentro de Δt como
f¯ = Nnf
n +Nn+1f
n+1 se obtiene de (3.24)
f¯ = (1− θ)fn + θfn+1 (3.25)
En la Figura 3.4 se muestran los valores del para´metro θ para diferentes
funciones de peso W , la ec. (3.22) puede utilizarse para calcular an+1 en
funcio´n an y f¯ por
Han+1 = fn (3.26a)
y
an+1 = H−1fn (3.26b)
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n n+1
W=δnθ = 0
Euler explícito hacia adelante
(Diferencias hacia adelante)
n n+1
W=δn+½θ = ½
Diferencias centrales
(Crank-Nicolson)
n n+1
W=δn+1θ = 1
Euler implícito hacia atrás
(Diferencias hacia atrás)
n n+1
θ = ½
Diferencias centrales
(Crank-Nicolson)
n n+1
Wθ = 2/3
Galerkin
n n+1
θ = 1/3
Galerkin retrasado
W
W 1
1
1
Figura 3.4: Valores de θ para diferentes funciones de ponderacio´n en el tiempo
con
H =
1
Δt
C+ θK (3.27)
fn = f¯ −
[
(1− θ)K− 1
Δt
C
]
an (3.28)
Si θ = 0, se obtiene un esquema expl´ıcito y
an+1 = ΔtC−1
[
fn −
(
K− 1
Δt
C
)
an
]
(3.29)
El ca´lculo de an+1 por (3.29) se simplifica enormemente si C es diagonal.
En este caso pueden obtenerse las temperaturas nodales directamente por
φˆn+1i =
Δt
Cii
[
fni −
(
Kij − 1
Δt
Cij
)
φˆnj
]
, j = 1, 2, . . . , N (3.30)
Desgraciadamente el esquema (3.30) es condicionalmente estable y obliga
a utilizar incrementos de tiempo pequen˜os, como se explicara´ en un apartado
posterior.
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3.5.2 Integracio´n en el tiempo por el me´todo de diferencias
finitas
Seleccionemos un punto intermedio tn+α dentro del intervalo [tn, tn+1]. Ob-
viamente para α = 0 coincide tn+α con tn y para α = 1 con tn+1 (Figura 3.5).
n n+1
Δt
an
an+1
n+α
αΔt
an+α
Figura 3.5: Seleccio´n de un punto intermedio en el intervalo [tn, tn+1]
Supongamos ahora que las ecuaciones de la discretizacio´n espacial (3.12)
se satisfacen el el punto tn+α. Esto se escribe como
Cn+αa˙n+α +Kn+αan+α − fn+α = 0 (3.31)
La derivada a˙n+α se calcula por
a˙n+α =
an+α − an
αΔt
(3.32)
Sustituyendo (3.32) en (3.31) y operando se obtiene
Cn+α
an+α − an
αΔt
+Kn+αan+α − fn+α = 0 (3.33a)
[
1
αΔt
Cn+α +Kn+α
]
an+α = fn+α +
1
αΔt
Cn+αan (3.33b)
En forma compacta
Hn+αan+α = f¯n+α (3.34)
con
Hn+α =
1
αΔt
Cn+α +Kn+α (3.35)
f¯n+α = fn+α
1
αΔt
Cn+αan (3.36)
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Calculando an+α e invirtiendo (3.32) puede obtenerse el valor de an+1 por
an+1 = an +Δta˙n+α =
(
1− 1
α
)
an +
1
α
an+α (3.37)
Es fa´cil comprobar que paraK y C constantes en el intervalo [tn, tn+1] este
esquema es ide´ntico al explicado en el apartado anterior utilizando elementos
finitos en el tiempo.
As´ı, tomando Kn+α = K, Cn+α = C y an+α = (1 − α)an + αan+1 se
obtiene tras sustituir en (3.33b)
[
1
Δt
C+ αK
]
an+1 =
[
(1− α)K− 1
Δt
C
]
an − fn+α = 0 (3.38)
Para una variacio´n lineal de f en el intervalo de tiempo se tiene que fn+α =
(1−α)fn+αfn+1. Comparando la expresio´n (3.38) con la (3.22) se comprueba
que ambas son ide´nticas con α = θ. Por consiguiente el para´metro θ define el
punto intermedio tn+θ = tn + θΔt en el intervalo [tn, tn+1] donde se satisface
la ecuacio´n diferencial en el tiempo.
Los algoritmos de integracio´n temporal explicados en este apartado se de-
nominan de dos puntos. En las referencias [6,14] se presentan algoritmos de
integracio´n en el tiempo de o´rdenes superiores.
3.6 ESTABILIDAD DE LA SOLUCIO´N TRANSI-
TORIA
Los algoritmos de integracio´n en el tiempo deben tener la propiedad de conver-
gencia. Esto exige que el error de discretizacio´n en el tiempo debe acercarse a
cero a medida que el incremento de tiempo disminuye. Las condiciones de con-
vergencia de un algoritmo de integracio´n son la estabilidad y la consistencia.
La estabilidad asegura la ausencia de soluciones espu´reas lejos de la solucio´n
f´ısica del problema (p.e. oscilaciones indeseables del campo de temperatura).
La consistencia implica que el error de truncamiento en la aproximacio´n
temporal se anula al disminuir el incremento de tiempo. Esta propiedad esta´
asegurada en el esquema de dos pasos presentado en el apartado anterior [8].
Pasaremos, por tanto, a estudiar la estabilidad del algoritmo de dos pa-
sos. Para ello consideremos en primer lugar los valores propios de la ecuacio´n
homoge´nea
Ca˙+Ka = 0 (3.39)
La solucio´n general es del tipo a = a¯e−ωt. Sustituyendo esta expresio´n en
(3.39) se obtiene el sistema de valores propios
(−ωC+K)a¯ = 0 (3.40)
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Obviamente la solucio´n natural a = 0 exige
|(−ωC+K)| = 0 (3.41)
De la ec. (3.41) se obtienen los N valores propios del sistema. Para cada
valor propio ωi se obtiene el vector propio asociado a¯i de (3.40).
La solucio´n general de (3.34) puede por tanto escribirse como
a =
N∑
i=1
yia¯i (3.42)
donde yi es la amplitud del valor propio a¯i.
Los valores propios satisfacen la condicio´n de ortogonalidad
a¯Ti Ka¯j = 0 para i = j
= Ki para i = j
a¯Ti Ca¯j = 0 para i = j
= Ci para i = j
(3.43)
con ωi =
Ki
Ci
.
Sustituyendo (3.42) en (3.39) se obtiene
C
N∑
i=1
y˙ia¯i +K
N∑
i=1
yia¯i = 0 (3.44)
Premultiplicando (3.44) por a¯Tj y haciendo uso de las propiedades de or-
togonalidad (3.43) se obtiene el sistema de ecuaciones desacoplado siguiente
Ciy˙i +Kiyi = 0, j = 1, . . . , N (3.45)
Apliquemos ahora el esquema de dos puntos de la ec. (3.22) (o (3.38)) a
la ecuacio´n anterior. El resultado es(
Ci
Δt
+Kiθ
)
yn+1i +
[
(1− θ)Ki − Ci
Δt
]
yni = 0 (3.46)
Con toda generalidad puede escribirse
yn+1 = λyni (3.47)
Obviamente si λ > 0, la solucio´n no se amortigua, lo cual se aparta de la
solucio´n f´ısica en este caso dada por una exponencial decreciente. Por otra
parte, si λ < 0, la solucio´n es oscilatoria (aunque converge si λ > −1). La
condicio´n de estabilidad es por tanto
|λ| < 1 (3.48a)
o
−1 < λ < 1 (3.48b)
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Sustituyendo la ec. (3.47) en (3.46) se obtiene
λ
(
Ci
Δt
+ θKi
)
+
[
(1− θ)Ki − Ci
Δt
]
= 0 (3.49)
de donde se deduce
λ =
1−Ki(1− θ)ΔtCi
1 +Kiθ
Δt
Ci
(3.50)
De la condicio´n (3.48b) se deduce que
−1 < 1−Ki(1− θ)
Δt
Ci
1 +Kiθ
Δt
Ci
< 1 (3.51)
Obse´rvese que el numerador del cociente anterior es siempre menor que el
denominador. Por tanto la condicio´n λ < 1 se satisface siempre y so´lo queda
por cumplirse
−
(
1 +Kiθ
Δt
Ci
)
< 1−Ki(1− θ)Δt
Ci
(3.52)
Recordando que ωi =
Ki
Ci
es el i-e´simo valor propio del sistema, la condicio´n
(3.52) puede rescribirse como
ωiΔt(2θ − 1) > −2 (3.53)
lo que se cumple siempre que θ ≥ 1/2 (estabilidad incondicional).
Si 0 ≤ θ < 1/2, el esquema es condicionalmente estable, debiendo cumplirse
que
ωiΔt <
2
1− 2θ (3.54)
y
Δt <
2
(1− 2θ)ωi (3.55)
No´tese que para el esquema expl´ıcito (θ = 0) la condicio´n de estabilidad
es
Δt <
2
ωi
(3.56)
Es decir, el incremento de tiempo esta´ gobernado por el valor propio mayor
del sistema.
El estudio del coeficiente de amplificacio´n λ proporciona informacio´n u´til
sobre la estabilidad del sistema. En la Figura 3.6 se muestra como var´ıa λ
con ωiΔt para algunos de los distintos esquemas de integracio´n en el tiempo
mencionados. Se aprecia que en muchos de estos el valor de λ se acerca a -1
para un incremento de tiempo elevado; de hecho, el esquema de diferencias
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finitas hacia atra´s con θ = 1 es el u´nico que no presenta esta propiedad.
Aunque puede demostrarse matema´ticamente que el error del esquema de
diferencias finitas centrales, usando θ = 1/2, es de mayor orden, este esquema
puede dar peores resultados que el de diferencias hacia atra´s para intervalos
de tiempo mayores.
1 2 3 4
-1.0
-0.6
-0.2
0.0
0.2
0.6
1.0
θ=2/3θ=1/2θ=0
θ=1
“Exacto” e-ωΔt
ωΔt
A
m
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Figura 3.6: Variacio´n del coeficiente de amplificacio´n λ para varios algoritmos
de integracio´n en el tiempo
La respuesta en el tiempo de un sistema de muchos grados de libertad
es una combinacio´n de todas las respuestas modales. Afortunadamente, la
mayor parte de la respuesta depende generalmente de los modos con valores
propios ωi pequen˜os. Cuando se utiliza un esquema incondicionalmente estable
para un sistema con muchos grados de libertad, habitualmente se manejara´n
intervalos de tiempo mucho mayores que los que corresponden para obtener
buenos resultados con las frecuencias ma´s altas ωi y as´ı ocurre que el valor de λ
es negativo para estos esquemas incondicionalmente estables y las oscilaciones
pueden no amortiguarse como ocurrir´ıa en la pra´ctica. Esto es particularmente
notable para el esquema de Crank-Nicolson, θ = 1/2, habie´ndose desarrollado
procedimentos nume´ricos para eliminar dichas oscilaciones. Todos esos pro-
cedimientos consisten en esencia en calcular la media de los valores que se
obtienen para dos intervalos de tiempo sucesivos. La excitacio´n ma´s impor-
tante que da origen a dichas oscilaciones ocurre cuando el te´rmino f var´ıa
bruscamente. Por consiguiente, conviene evitar dichas variaciones o tratarlas
con cuidado especial.
Otro procedimiento que ayuda a eliminar la oscilacio´n es emplear θ > 1/2.
En este contexto se ha encontrado que una manera de salir del paso es emplear
el esquema de Galerkin con θ = 2/3, habie´ndose demostrado que resulta muy
u´til para problemas pra´cticos, desapareciendo todas las oscilaciones [6,13].
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Los esquemas condicionalmente estables, con 0 ≤ θ < 1/2, sera´n siempre
inestables cuando el intervalo de tiempo utilizado en los ca´lculos exceda al
que corresponde al valor propio mayor del sistema de acuerdo con la ec.(3.55).
Esto limita seriamente el uso de esquemas expl´ıcitos. No obstante, la economı´a
que se obtiene al no tener que invertir la matriz (solucio´n repetida) compensa
frecuentemente la necesidad de emplear muchos intervalos de tiempo pequen˜os.
La estimacio´n del intervalo de tiempo cr´ıtico para esquemas condicional-
mente estables aparentemente necesita el ca´lculo de los valores propios de todo
el sistema. No es as´ı. Considerando un elemento individual se puede acotar
el valor propio ma´s elevado. Esta propiedad fue establecida mediante un im-
portante teorema propuesto por Irons, demostrando que el mayor valor propio
del sistema debe ser siempre menor que el mayor valor propio de los elementos
individuales [6].
Los l´ımites de estabilidad anteriores tienen un significado ma´s claro si se
expresan en funcio´n de propiedades te´rmicas. Consideremos para ello un u´nico
elemento de longitud h con la temperatura en el nodo izquierdo prescrita a
un valor nulo. La ec. (3.39) toma en este caso la sencilla expresio´n siguiente
(utilizando la forma concentrada de la matriz C)
ρch
2
φ˙2 +
k
h
φ2 = 0 (3.57)
De (3.57) se deduce el u´nico valor propio de este problema por
ω =
2k
ρch2
(3.58)
Sustituyendo en (3.56) se obtiene el l´ımite de estabilidad para el esquema
expl´ıcito por
Δt <
ρc
k
h2 (3.59)
Obse´rvese que el incremento de tiempo cr´ıtico depende del cuadrado del
taman˜o del elemento. La ec. (3.59) puede aplicarse para estimar el l´ımite
de estabilidad en problemas bi y tridimensionales tomando para h el mı´nimo
taman˜o de todos los elementos en la malla. En mallas finas este valor puede
ser muy pequen˜o, especialmente si se utilizan elementos de orden alto en los
que h corresponde a la distancia entre dos nodos pro´ximos. En estos casos
puede ser ma´s competitivo utilizar un esquema impl´ıcito [6,13].
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Cap´ıtulo 4
TRANSMISIO´N DEL
CALOR POR
CONVECCIO´N-
CONDUCCIO´N
4.1 INTRODUCCIO´N
En presencia de un campo de velocidades en un medio, el calor se transporta
por conveccio´n, adema´s de por conduccio´n. La ecuacio´n diferencial que gobier-
na el calor en este caso se denomina de conveccio´n-conduccio´n. Su expresio´n
para el caso general transitorio es (ver ec. (1.20))
ρc
(
∂φ
∂t
+ uT∇φ
)
=∇TD∇φ+Q (4.1)
En lo que sigue supondremos que el campo de velocidades u es conocido,
constante en el tiempo y correspondiente a un fluido incompresible (divergencia
nula). Esto, no obstante, no limita la aplicabilidad de la formulacio´n a un
campo de velocidades variable en el tiempo. Para resolver el problema de la
transmisio´n del calor acoplada con la dina´mica de fluidos, como ocurre en el
caso de la conveccio´n natural, es preciso resolver las ecuaciones de Navier-
Stokes para obtener el campo de velocidades variable. En el Cap´ıtulo 7 se
tratara´ este problema.
En los apartados siguientes estudiaremos en primer lugar la solucio´n del
problema estacionario. Veremos que la aplicacio´n directa del me´todo de ele-
mentos finitos de Galerkin conduce a problemas serios de inestabilidad cuando
el valor de la velocidad es alto. Se presentan diferentes te´cnicas para sortear
este problema y se comparan las analog´ıas entre ellas, as´ı como sus ventajas e
inconvenientes.
En la parte final del cap´ıtulo se estudia la solucio´n del problema de con-
veccio´n-conduccio´n del calor transitoria. Es interesante destacar que el estudio
de la solucio´n nume´rica de la ecuacio´n de conveccio´n-conduccio´n es el primer
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paso para el desarrollo de me´todos nume´ricos adecuados para resolver proble-
mas de dina´mica de fluidos.
4.2 LA SOLUCIO´N DE CONVECCIO´N-CONDUC-
CIO´N DEL CALOR ESTACIONARIA
La ecuacio´n de conveccio´n-conduccio´n del calor estacionaria se obtiene pres-
cindiendo del te´rmino de derivada temporal en la ec. (4.1). As´ı, en general,
dicha ecuacio´n puede escribirse como
−uT∇φ+∇TD∇φ+Q = 0 en Ω (4.2)
En problemas 2D iso´tropos
u = [u, v]T , ∇ =
{ ∂
∂x
∂
∂y
}
y D =
[
k 0
0 k
]
(4.3)
Las condiciones de contorno que se consideran son
φ− φ¯ = 0 sobre Γφ (4.4a)
nTD∇φ+ q¯ = 0 sobre Γq (4.4b)
Por sencillez se prescinde en la condicio´n (4.4b) de los te´rminos de con-
veccio´n y de radiacio´n no lineal (ver ecs.(1.29)–(1.30)). La inclusio´n de dichos
te´rminos no invalida ninguna de las conclusiones de los apartados siguientes.
4.2.1 Discretizacio´n en elementos finitos
Construyamos una discretizacio´n de elementos finitos sobre el dominio de
ana´lisis Ω. La interpolacio´n esta´ndar en el interior de un elemento e con
n nodos y a´rea Ω(e) se escribe por
φ  φˆ =
n∑
i=1
N
(e)
i φ
(e)
i (4.5)
donde N
(e)
i son las funciones de forma y φ
(e)
i los valores nodales de φˆ (por
sencillez prescindimos del “sombrero”ˆsobre φ
(e)
i ).
La forma residual discreta de las ecs. (4.2)-(4.4) se escribe como
∫
Ω
wi(−uT∇φˆ+∇TD∇φˆ+Q)dΩ+
∫
Γq
wi(n
TD∇φ+ q)dΓ = 0 i = 1, N
(4.6)
46
En (4.6) w¯i y wi son funciones de peso que satisfacen wi = w¯i = 0 sobre Γφ
y N es el nu´mero total de nodos en la malla. Integrando por partes el te´rmino
conductivo en la primera integral y escogiendo wi = −w¯i se obtiene
∫
Ω
(wiu
T∇φˆ+ (∇Twi)D∇φˆ)dΩ =
∫
Ω
wiQdΩ−
∫
Γq
wiqdΓ− qφn (4.7)
donde qφn es el flujo normal en el contorno de Dirichlet Γφ donde se conoce
el valor de φ. Recue´rdese que qφn se calcula a posteriori, una vez conocida la
solucio´n aproximada φˆ.
La ecuacio´n (4.7) se escribe normalmente en forma matricial por
Ka = f (4.8)
donde a = [φ1, φ2, . . . , φN ]
T y la matriz K y el vector f se obtienen por en-
samblaje de las contribuciones elementales siguientes
K
(e)
ij =
∫
Ω(e)
(w
(e)
i u
T∇N (e)j +∇Tw(e)i D∇N (e)j )dΩ (4.9a)
f
(e)
i =
∫
Ω(e)
w
(e)
i QdΩ−
∫
Γq
w
(e)
i q¯dΓ− qφni (4.9b)
Como es usual el te´rmino en que interviene q¯ en (4.9b) so´lo aparece, si
el elemento tiene algu´n lado sobre el contorno Γq. Lo mismo sucede para
el te´rmino qφni que so´lo interviene en nodos sobre el contorno Γφ. Como se
comento´ ma´s arriba, dicho te´rmino se calcula a posteriori.
La forma de Galerkin de las ecs. (4.6) y (4.9) se obtiene simplemente
haciendo w
(e)
i = N
(e)
i en el interior de cada elemento. Desgraciadamente
la formulacio´n de Galerkin es inestable para valores de la conveccio´n altos.
Estudiaremos este problema en los apartados siguientes para el sencillo caso
unidimensional.
4.2.2 Expresiones para el elemento unidimensional de dos no-
dos
Consideremos la solucio´n del problema unidimensional utilizando elementos
lineales de dos nodos. La aproximacio´n (4.5) se escribe
φˆ =
2∑
i=1
N
(e)
i φi (4.10)
con N
(e)
i =
1
2 (1 + ξξi) siendo ξ =
x−xc
l(e)
y xc la coordenada del centro del
elemento.
Las expresiones de Galerkin de K(e) y f (e) de las ecs. (4.9) tienen en este
caso la forma siguiente
K(e) =
(
k
l
)(e) [ 1 −1
−1 1
]
+
u
2
[−1 1
−1 1
]
(4.11a)
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f (e) =
Ql
2
(e) { 1
1
}
(4.11b)
Los te´rminos en que intervienen en q¯ y qφni no se consideran en (4.11b), ya
que so´lo afectan a los nodos extremos del dominio 1D.
De la ec. (4.11a) se deduce la ecuacio´n algebraica que relaciona los valores
de φ en tres nodos de una malla de elementos de igual taman˜o l(e) = l como
−u
2
(φi+1 − φi−1) + k
l
(−φi+1 + 2φi − φi−1) +Ql = 0 (4.12)
Obse´rvese que la ec. (4.12) es precisamente la misma que se obtendr´ıa
con un esquema de diferencias finitas centradas aplicado a la forma 1D de la
ec.(4.2). Esto corrobora la conocida analog´ıa entre el me´todo de elementos
finitos de Galerkin y el de diferencias finitas centradas en problemas 1D.
4.2.3 Un sencillo ejemplo de inestabilidad nume´rica
Consideremos la solucio´n del problema de conveccio´n-conduccio´n unidimen-
sional en el dominio de longitud 2l para un valor del te´rmino de fuente Q
nulo. La ecuacio´n de gobierno es
−udφ
dx
+
d
dx
(
k
dφ
dx
)
= 0 en 0 < x < 2l (4.13)
con las condiciones esenciales
φ = 0 en x = 0 (4.14a)
φ = φ¯ en x = 2l (4.14b)
La solucio´n anal´ıtica (exacta) de la ec. (4.13) es
φ = Ae
u
k
x +B (4.15)
donde A y B son constantes cuyos valores se obtienen aplicando las condiciones
(4.14) por
A = φ¯
(
e
ul
k − 1
)−1
, B = −A (4.16)
Por simplicidad consideramos la solucio´n nume´rica del problema con la
malla de dos elementos de igual taman˜o que se muestra en la Figura 4.1. La
aplicacio´n de las ecs. (4.11) da lugar a la ecuacio´n siguiente que relaciona las
temperaturas en los tres nodos 1, 2 y 3.
−u φ3 − φ1
2 l
+ k
φ3 − 2 φ2 + φ1
l2
= 0 (4.17)
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ul l
i-1 i i+1 x
Figura 4.1: Malla de tres nodos uniformente espaciados para la solucio´n
nume´rica del problema de conduccio´n–conveccio´n del calor
γ=0 φ
φ=0 u Q=0
x
x
φ
Capa
límite
εÃ0
para uÃ√
Figura 4.2: Solucio´n exacta del problema de conveccio´n-conduccio´n del calor
unidimensional. Capa l´ımite para el l´ımite convectivo (u → ∞)
Sustituyendo φ1 = 0 y φ3 = φ¯ en (4.17) se obtiene
φ2 =
1
2
(1− γ) φ¯ (4.18)
donde
γ =
ul(e)
2k
(4.19)
es el denominado nu´mero de Peclet del elemento
Advie´rtase que para γ = 0 la solucio´n φ2 =
φ¯
2 coincide con la distribucio´n
exacta lineal del caso de conduccio´n pura (ver Figura 4.3). Sin embargo, se
aprecia de la ec. (4.18) que el valor de φ2 se hace negativo para γ > 1. Este
resultado no es f´ısico, ya que el valor de la temperatura en el nodo 2 debe ser
siempre mayor o igual a cero (el valor de φ2 = 0 se obtiene como l´ımite de la
solucio´n exacta para γ → ∞).
Se deduce de este sencillo ejemplo que el popular esquema de Galerkin (o
el ana´logo de diferencias finitas centradas) no funciona para valores altos del
nu´mero de Peclet (valores elevados de u o pequen˜os de k). Ciertamente la
solucio´n mejora con el refinamiento de la malla, ya que al reducir el taman˜o
del elemento disminuye tambie´n el nu´mero de Peclet elemental. Para un valor
de la velocidad determinada, el taman˜o del elemento que garantiza γ < 1 se
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γ=0 φ
3
x
21 l l
γÃ√
(a)
φ
3
x
21 l l
(b)
Solución inestable
φ2 < 0
Figura 4.3: Solucio´n nume´rica del problema de conveccio´n-conduccio´n para
una discretizacio´n con tres puntos uniformemente espaciados. a) Soluciones
para el l´ımite conductivo (γ = 0) y convectivo (γ = ∞). b) Solucio´n nume´rica
inestable
obtiene de (4.19) por l(e) < 2ku . Este taman˜o ser´ıa prohibitivamente pequen˜o
para valores altos de la velocidad.
Estudiaremos a continuacio´n diversas te´cnicas para corregir este defecto
de la formulacio´n de Galerkin.
4.2.4 Esquema de difusio´n artificial
Un estudio del error de truncamiento de la formulacio´n de Galerkin (o del
me´todo de diferencias finitas centradas) conduce al esquema siguiente
−u φi+1 − φi−1
2 l
+ k
φi+1 − 2 φi + φi−1
l2
= −uφ′i + (k − k∗) φ′′i (4.20)
donde (·) y (·)′ denotan, respectivamente, valores calculados en el punto i y la
derivada con respecto a x.
En (4.20)
k∗ =
k
2 γ
{
sen h(2 γ)− 1
γ
[ cos h(2 γ)− 1]
}
≥ 0 (4.21)
es una constante positiva que puede interpretarse como una conductividad
adicional que resta del coeficiente de conductividad real k. El segundo miem-
bro de la ec. (4.20) es el error de truncamiento. Dicha ecuacio´n indica que el
algoritmo nume´rico resuelve en forma exacta en los nodos la ecuacio´n siguiente.
−u φ′ + (k − k∗) φ′′ = 0 (4.22)
Es decir, se resuelve una ecuacio´n diferencial modificada con un coeficiente
de conductividad dado por (k − k∗).
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Un estudio de la ec. (4.21) indica que k∗ > k para γ ≥ 1. Claramente
para k∗ > k la conductividad efectiva de la ecuacio´n modificada que realmente
se resuelve, se hace negativa. Esto conduce a la inestabilidad descrita en el
apartado anterior.
Una solucio´n obvia al cara´cter subdifusivo del esquema de Galerkin, es
an˜adir a la ecuacio´n diferencial original un te´rmino de conductividad adi-
cional, conocido en la pra´ctica como te´rmino de “difusio´n artificial”. De los
razonamientos del apartado anterior se intuye que este te´rmino deber´ıa ser
proporcional al nu´mero de Peclet, es decir, deber´ıa aumentar con la velocidad
y el taman˜o de la malla. La ecuacio´n diferencial de gobierno modificada se
escribe usualmente como
−u φ′ +
(
k + α
u l
2
)
φ′′ = 0 (4.23)
donde α ≥ 0 es un para´metro de estabilizacio´n que controla la cantidad de
difusio´n artificial que se introduce en la ecuacio´n diferencial de balance.
Si se repite el sencillo ejemplo de dos elementos de la Figura 4.1, comen-
zando con la ec. (4.23) se obtiene
φ2 =
1
(1 + α γ)
(1 + α γ − γ) φ¯ (4.24)
Claramente ahora φ2 ≥ 0 si
α ≥ 1− 1
γ
(4.25)
que es el valor cr´ıtico del para´metro de estabilizacio´n α que asegura una
solucio´n f´ısica del problema.
Es muy interesante obtener el valor de α que proporciona la solucio´n nodal
exacta. De la ec. (4.23) se deduce
α =
u φ′ − k φ′′
u l
2 φ
′′ =
2 φ′
l φ′′
− 1
γ
(4.26)
La aplicacio´n del esquema de Galerkin proporciona
α =
2
φi+1 − φi−1
2 l
l
φi+1 − 2 φi + φi−1
l2
− 1
γ
=
φi+1 − φi−1
φi+1 − 2 φi + φi−1 −
1
γ
(4.27)
Sustituyendo la solucio´n exacta (4.15) en (4.27) se obtiene
α =
eγ + e−γ
eγ − e−γ −
1
γ
= coth γ − 1
γ
(4.28)
que se denomina valor o´ptimo de α que proporciona la solucio´n exacta en los
nodos.
51
La Figura 4.4 muestra la variacio´n de valores de α cr´ıtico y o´ptimo con
el nu´mero de Peclet. Advie´rtase que dichos valores coinciden pra´cticamente
para γ > 2. Esto indica que para aplicaciones pra´cticas puede utilizarse la
ma´s sencilla expresio´n (4.25). No´tese que el gran intere´s de esta expresio´n es
que para su obtencio´n no se necesito´ conocer la forma de la solucio´n exacta.
1
α
αc= 1 -
αopt= coth γ -
1
γ
1
γ
2 3 4
0.5
1
5 γ
Figura 4.4: Valores o´ptimos y cr´ıtico del para´metro de estabilizacio´n α
4.2.5 Esquema de diferencias finitas contracorriente
Diversos autores culparon al esquema de diferencias centradas (que como
hemos visto es ide´ntico al de EF de Galerkin) de ser la causa de las inestabi-
lidades nume´ricas [6,15]. Por ello se propuso un esquema de diferencias al-
ternativo basado en un cierto criterio de “causalidad”: la informacio´n aguas
abajo de un punto no puede dar buena informacio´n para calcular los cam-
bios en el te´rmino convectivo en ese punto. En otras palabras, la derivada
convectiva deber´ıa calcularse utilizando informacio´n de puntos agua arriba.
Este fue el origen conceptual del denominado esquema contracorriente, que
utiliza un esquema de diferencias hacia atra´s para calcular la derivada dφdx por
[6,15–21,26]
∂φ
∂x
∣∣∣∣
i
=
φi − φi−1
l
(4.29)
Por otra parte se mantiene el esquema de diferencias centradas para el
te´rmino conductivo de derivadas segundas.
La ecuacio´n algebraica tipo para la solucio´n de la ec. (4.13) utilizando el
esquema contracorriente con una malla uniforme de taman˜o de celda, es
−u φi − φi−1
l
+ k
φi+1 − 2 φi + φi−1
l2
= 0 (4.30)
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La solucio´n del sencillo problema de la Figura 4.1 es ahora
φ2 =
1
2 (1 + γ)
φ¯ (4.31)
Advie´rtase que φ2 → φ¯/2 para γ → ∞ y φ2 → 0 para γ → ∞. En
consecuencia, el esquema de diferencias contracorriente preserva la solucio´n
f´ısica en los l´ımites conductivo (u = 0) y convectivo (k = 0), eliminando los
valores negativos obtenidos con el esquema de diferencias centradas.
4.2.6 Relacio´n entre el esquema de diferencias contracorrien-
tes y el de difusio´n artificial
Examinemos en detalle la ecuacio´n tipo obtenida al aplicar el esquema de
diferencias finitas centradas (o el ana´logo de EF de Galerkin) a la ecuacio´n
modificada (4.23) incorporando el te´rmino de difusio´n artificial. Tras unas
sencillas operaciones se obtiene
−u φi − φi−1
l
α− u φi+1 − φi−1
2 l
(1− α) + k φi+1 − 2 φi + φi−1
l2
= 0 (4.32)
Advie´rtase que ahora para α = 0 se obtiene la forma del esquema de
diferencias centradas aplicado a todos los te´rminos de la ecuacio´n diferencial
original (4.13). Esto se aprecia haciendo el sub´ındice 2 = i en la ec. (4.17). Por
el contrario, para α = 1 se obtiene el esquema de diferencias contracorriente
de la ec. (4.30).
Se concluye por tanto que el esquema contracorriente proporciona la misma
solucio´n estable que el me´todo de difusio´n artificial para el valor l´ımite del
para´metro de estabilizacio´n α = 1. Esto explica el conocido hecho de que el
esquema contracorriente proporciona generalmente resultados sobre-difusivos.
Obviamente, la solucio´n nodal exacta para todo el rango de nu´meros de Peclet
ya no es posible con el esquema contracorriente y so´lo se obtienen resultados
precisos para valores de Peclet altos (que dan α → 1).
La ec. (4.32) proporciona tambie´n una interpretacio´n muy instructiva del
me´todo de difusio´n artificial. El para´metro α puede interpretarse como un
para´metro de interpolacio´n que aproxima la expresio´n discreta de la derivada
convectiva entre su valor para el esquema de diferencias centradas (α = 0)
y el valor obtenido con el esquema contracorriente (α = 1). Es obvio que
utilizando en la ec. (4.32) el valor o´ptimo de α de la ec. (4.28) se obtendr´ıa
la solucio´n nodal exacta para cualquier valor del nu´mero de Peclet.
4.2.7 Esquema de Petrov-Galerkin
Las deficiencias observadas en el me´todo de EF de Galerkin condujeron a
algunos autores a utilizar una clase de funciones de peso diferentes definidas
por [6]
wi = Ni + α Fi (4.33)
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donde Ni es la funcio´n de forma esta´ndar del nodo i, Fi es una nueva funcio´n
de peso y α el para´metro de estabilizacio´n.
Este procedimiento se denomina formulacio´n de Petrov-Galerkin, ya que
las funciones de peso son ahora diferentes de las funciones de forma [6,22–27].
Puede comprobarse que utilizando Fi = (−1)i+1 34(1 − ξ2) y elementos
de dos nodos se obtiene el mismo sistema de ecuaciones para el caso con
fuente nula (Q = 0) que el dado por la ec. (4.23). Esto conduce tambie´n,
naturalmente, al mismo valor o´ptimo del para´metro de estabilidad de la ec.
(4.28).
Una formulacio´n de Petrov-Galerkin popular se basa en la siguiente defi-
nicio´n de la funcio´n de peso [6]
wi = Ni +
α l
2
dNi
dx
(4.34)
donde l es la longitud del elemento
La forma integral de residuos ponderados para la ecuacio´n unidimensional
de conveccio´n- conduccio´n con condiciones de contorno de Dirichlet, se escribe
como ∫
L
(
Ni +
α l
2
dNi
dx
)(
−u dφˆ
dx
+ k
d2φˆ
d x2
+Q
)
dx = 0 (4.35)
donde L es la longitud del dominio 1D.
Advie´rtase que la derivada dNidx es discontinua entre elementos. Este pro-
blema se resuelve en la pra´ctica aplicando la funcio´n de peso discontinua so-
lamente en el interior de los elementos. La ec. (4.35) se escribe usualmente,
por tanto, como
∫
L
Ni
(
−u dφˆ
dx
+ k
d2φˆ
d x2
+Q
)
dx+
+
∑
e
∫
l(e)
α le
2
dNi
dx
(
−u dφˆ
dx
+ k
d2φˆ
d x2
+Q
)
dx = 0 (4.36)
donde el sumatorio se extiende sobre todos los elementos de la malla ne y l
(e)
es la longitud del elemento e.
La ec. (4.36) se denomina forma de Galerkin perturbada consistente, ya
que an˜ade a la expresio´n de Galerkin original un te´rmino que es funcio´n del
residuo de la solucio´n; esto es, un te´rmino que se hace cero al aproximar la
solucio´n nume´rica a la solucio´n exacta anal´ıtica.
La forma de Galerkin perturbada puede escribirse de modo general como∫
L
Ni rˆ dx−
∑
e
∫
l(e)
τ e P (Ni) rˆ dx = 0 (4.37)
donde τ (e) tiene unidades de tiempo y se denomina para´metro de tiempo
intr´ınseco [25,26]. Dicho para´metro es una expresio´n alternativa del para´metro
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de estabilizacio´n y se define para cada elemento por
τ e =
α l(e)
2 |u| (4.38)
En (4.37) P (Ni) es un operador diferencial que actu´a sobre las funciones
de forma Ni. Por ejemplo, en la ec. (4.36) P : = −u ddx . Obviamente pueden
escogerse muchas otras formas para la funcio´n P .
El te´rmino rˆ en la ec. (4.37) es el error o “residuo” de la solucio´n nume´rica
en cada punto de la malla dado por
rˆ = −u dφˆ
dx
+ k
d2φˆ
d x2
+Q (4.39)
La segunda integral en la ec. (4.37) tiene por tanto la misio´n de estabilizar
las deficiencias del me´todo de Galerkin. La forma de dicha integral se presta a
la obtencio´n de infinitos me´todos de estabilizacio´n “consistentes”, escogiendo
diferentes expresiones para la funcio´n P . Cabe aqu´ı la pregunta cua´l de estos
me´todos tiene ma´s sentido que los otros. En el Apartado 4.3 abordaremos la
respuesta a esta cuestio´n.
4.2.8 Equivalencia entre los esquemas de Petrov-Galerkin y de
difusio´n artificial
Apliquemos el me´todo de Galerkin esta´ndar a la ecuacio´n modificada (4.23)
incorporando el te´rmino de difusio´n artificial, esto es
∫
L
Ni
[
−u dφˆ
dx
+
(
k + α
u l
2
)
d2φˆ
d x2
]
dx = 0 (4.40)
El te´rmino αull
d2φˆ
dx2 se integra por partes dando
∫
L
[(
Ni + α
l
2
dNi
dx
)(
−u dφˆ
dx
)
+Ni k
d2φˆ
d x2
]
dx+ c.c. = 0 (4.41)
La ec. (4.41) muestra claramente que la aplicacio´n del me´todo de Galerkin
a la ecuacio´n modificada con la adicio´n de la difusio´n artificial, conduce a
una forma integral en la que el te´rmino convectivo esta´ multiplicado por las
funciones de peso wi de la ec. (4.34). Se observa tambie´n que en el caso de
elementos lineales y Q = 0 las ecs. (4.36) y (4.41) son ide´nticas, ya que el
te´rmino de derivadas segundas de φˆ se anula (¡incluso despue´s de integrar por
partes!). Esto explica porque´ los esquemas de difusio´n artificial y de Petrov-
Galerkin con wi definida por (4.34) dan ide´nticos resultados para la solucio´n
de la ec. (4.13) utilizando elementos de dos nodos.
Esta equivalencia no se cumple si se considera el te´rmino de fuente Q. Por
consiguiente, aunque el me´todo de difusio´n artificial y el de Petrov-Galerkin
dan resultados estables, se recomienda utilizar este u´ltimo por razones de
consistencia y de precisio´n.
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4.2.9 Me´todo de mı´nimos cuadrados de Galerkin
El me´todo de mı´nimos cuadrados de Galerkin (MCG) puede formularse como
un caso particular del procedimiento general de Petrov-Galerkin con las fun-
ciones de peso definidas por [26,28,29]
wi = Ni + τ
e
(
−u dNi
dx
+ k
d2Ni
d x2
)
(4.42)
El me´todo MCG puede interpretarse tambie´n como un me´todo de Galerkin
perturbado escrito como [29]
∫
L
Ni
(
−udφˆ
dx
+ k
d2φˆ
d x2
+Q
)
dx−
−
∑
e
∫
l(e)
τ e
(
−udNi
dx
+ k
d2Ni
d x2
)(
−udφˆ
dx
+ k
d2φˆ
d x2
+Q
)
dx = 0
(4.43)
Comparando las ecs. (4.37) y (4.43) se deduce la expresio´n de la funcio´n
P para el me´todo MCG como
P := −ud
dx
+ k
d2
d x2
(4.44)
El nombre de mı´nimos cuadrados en el me´todo de MCG surge de la inter-
pretacio´n de la ec. (4.43) como la minimizacio´n del funcional siguiente
I =
∑
e
∫
l(e)
τ e
(
−udφˆ
dx
+ k
d2φˆ
d x2
+Q
)2
dx (4.45)
Este procedimiento de obtencio´n de funcionales variacionales es t´ıpico de
me´todos de mı´nimos cuadrados.
4.2.10 Me´todo de multiescalas
El me´todo de multiescalas (subgrid scale method) introducido originalmente
por Hughes [30] es un procedimiento general y prometedor para generar dife-
rentes me´todos de estabilizacio´n [31–36]. La base del me´todo de multiescalas es
la hipo´tesis de que la solucio´n nume´rica de la ecuacio´n diferencial puede verse
como un feno´meno de mu´ltiples escalas, donde fundamentalmente conviven
dos escalas de distinto taman˜o. Claramente, la malla de ana´lisis so´lo puede
capturar las escalas de taman˜o mayor, mientras que las escalas de menor
taman˜o, denominadas escalas de la submalla, son mucho ma´s pequen˜as que
las dimensiones del elemento o la celda de ana´lisis.
Explicaremos seguidamente las bases del me´todo de multiescalas para la
solucio´n de la ecuacio´n de conveccio´n-conduccio´n 1D.
La presencia de las dos escalas sugiere descomponer la funcio´n inco´gnita
como φ = φˆ + φ∗, donde φˆ y φ∗ representan las escalas grande y pequen˜a,
respectivamente. En consecuencia, so´lo φˆ puede resolverse por la malla.
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Para avanzar, el me´todo de multiescalas necesita introducir una hipo´tesis
fuerte: las escalas irresolubles φ∗ se anulan en los contornos del elemento. As´ı,
φ∗ = 0 en x = 0 y x = l(e) para e = 1, 2, . . . , ne.
La misma descomposicio´n se aplica a la funcio´n de peso, es decir w =
wˆ+w∗, donde wˆ y w∗ son de nuevo las contribuciones del problema resoluble
e irresoluble, respectivamente y w∗ = 0 en los contornos elementales.
Introduciendo la descomposicio´n de la variable y la funcio´n de peso en la
aproximacio´n de residuos ponderados del problema de Dirichlet 1D (ver ec.
(4.6) con w¯i = 0) se obtienen dos ecuaciones, una para las escalas resolubles
∫
L
[(
−udφˆ
dx
+ k
d2φˆ
d x2
)
wˆi +
(
−udφ
∗
dx
+ k
d2φ∗
d x2
)
wˆi +Qwˆi
]
dx = 0 (4.46)
y otra para las irresolubles
∫
L
[(
−udφˆ
dx
+ k
d2φˆ
d x2
)
w∗i +
(
−udφ
∗
dx
+ k
d2φ∗
d x2
)
w∗i +Qw
∗
i
]
dx = 0 (4.47)
Las expresiones de Euler-Lagrange de la ec. (4.47) son
−udφ
∗
dx
+ k
d2φ∗
d x2
= −rˆ (4.48)
φ∗ = 0 para x = 0, x = l(e) (4.49)
donde el residuo rˆ se define como en la ec. (4.39). Advie´rtase que en la ec.
(4.48) la parte irresoluble de la inco´gnita (φ∗) depende del residuo de la parte
resoluble rˆ. Adema´s, debido al cara´cter fuerte de las condiciones de contorno
de Dirichlet (4.49) el problema se hace “local”, es decir, puede resolverse en
el interior de cada elemento.
La solucio´n de las ecs. (4.48) y (4.49) puede encontrarse utilizando una
funcio´n de Green como
φ∗(x) = −
∫
l(e)
g(x, y)rˆ(y)dy (4.50)
donde la funcio´n de Green g(x, y) es la solucio´n de la ecuacio´n diferencial
siguiente
−udg
dx
+ k
d2g
d x2
= δ(y − x) (4.51)
con
g = 0 para x = 0, x = l(e) (4.52)
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Figura 4.5: Funciones de Green elementales para y = 0, 6 en el problema de
conveccio´n-conduccio´n 1D. a) γ = 500, b) γ = 40, c) γ = 1, c) γ = 0
donde δ(·) es la funcio´n delta de Dirac. Como ejemplo se muestra en la
Figura 4.5 la forma de las funciones de Green g(x, y) para y = 0, 6 y diferentes
valores del nu´mero de Peclet.
Integrando por partes el segundo te´rmino de la ec. (4.46) puede obtenerse
un algoritmo nume´rico estabilizado como
∫
L
(
−udφˆ
dx
+ k
d2φˆ
d x2
+Q
)
wˆidx+
∑
e
∫
l(e)
(
u
dwˆi
dx
φ∗ − kdφ
∗
dx
dwˆi
dx
)
dx = 0
(4.53)
En la ecuacio´n anterior los te´rminos de contorno se han hecho nulos, ya
que w y w∗ (y por tanto wˆ = w − w∗) son cero en x = 0 y x = L.
Como es usual, la segunda integral en la ec. (4.53) se calcula u´nicamente
en los interiores de los elementos para tener en cuenta la discontinuidad de las
derivadas de las funciones de forma wˆ entre elementos.
Integrando por partes el segundo te´rmino de la segunda integral de (4.53)
se tiene
∫
L
(
−udφˆ
dx
+ k
d2φˆ
d x2
+Q
)
wˆidx+
∑
e
∫
l(e)
(
u
dwˆi
dx
+ k
d2wˆi
d x2
)
φ∗dx = 0 (4.54)
donde de nuevo no intervienen los te´rminos de contorno.
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Sustituyendo el valor de φ∗ de (4.50) en (4.54) se obtiene finalmente
∫
L
wˆirˆdx−
∫
l′x
∫
l′y
(
−udwˆi
dx
− kd
2wˆi
d x2
)
g(x, y) rˆ(y) dy dx = 0 (4.55)
donde
∫
l′
=
∑
e
∫
l(e)
(4.56)
y rˆ se define por la ec. (4.39).
La ec. (4.56) puede escribirse en la forma de la ec. (4.37) aproximando
adecuadamente la funcio´n de Green. Por ejemplo, puede hacerse la hipo´tesis
siguiente
g(x, y) ≈ g˜(x, y) := τ(y) · δ(y − x) (4.57)
donde τ(y) es la funcio´n de estabilizacio´n y δ es la funcio´n delta de Dirac.
Insertando la ec. (4.57) en (4.55) se obtiene
∫
L
wˆirˆdx−
∑
e
∫
l(e)
τ
(
−udwˆi
dx
− kd
2wˆi
d x2
)
rˆ(x) dx = 0 (4.58)
Advie´rtase que el operador P (·) de la ec. (4.37) es ahora
P := −ud
dx
− kd
2
d x2
(4.59)
Comparando las ecuaciones (4.58) y (4.45) se aprecia que las diferencias
entre los me´todos de MCG y el de multiescalas se centran so´lo en el signo del
te´rmino de conduccio´n en la funcio´n P .
La ec. (4.57) puede utilizarse para obtener una fo´rmula para calcular el
para´metro de estabilizacio´n. Una doble integracio´n da
∫
l(e)
∫
l(e)
τ · δ(y − x)dxdy =
∫
l(e)
∫
l(e)
g(x, y)dxdy (4.60)
Para el sencillo caso 1D con fuente nula y elementos lineales de dos nodos
se encuentra
τ =
1
l
∫
l(e)
∫
l(e)
g(x, y) dx dy =
l
2 u
(
coth γ − 1
γ
)
(4.61)
Sustituyendo la ec. (4.61) en (4.38) se obtiene la expresio´n del para´metro
de estabilizacio´n o´ptimo α = coth γ− 1γ . Recue´rdese que esta misma expresio´n
se obtuvo en el Apartado 4.23 (ec. (4.27)) utilizando razonamientos muy
diferentes.
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4.3 ME´TODO DE CA´LCULO FINITESIMAL
Los me´todos para estabilizacio´n de la solucio´n nume´rica de la ecuacio´n de
conveccio´n-conduccio´n presentados en los apartados anteriores, aunque muy
utilizados en la pra´ctica, se basan la mayor´ıa en argumentos de cara´cter ma´s
bien heur´ıstico. Todos requieren la adicio´n de te´rminos estabilizadores en la
forma discreta y su efectividad esta´ gobernada por un misterioso para´metro
de estabilizacio´n. En este apartado mostraremos co´mo los te´rminos estabi-
lizadores que aparecen en la mayor parte de los esquemas estudiados, emergen
naturalmente aplicando la condicio´n de balance de flujo sobre un dominio de
taman˜o “finito” [37–42].
4.3.1 Ecuacio´n diferencial estabilizada
Consideremos la solucio´n del problema de conveccio´n-conduccio´n en el dominio
unidimensional de la Figura 4.6. En la Figura 4.6 se muestra un segmento
t´ıpico AB de longitud h donde debe satisfacerse el balance de flujos.
x
-q
x
a)
b)
h
q
[u φ ]
B
B
u(x)
Q(x)
Q
A B
q
[u φ ]A
A
L
Figura 4.6: a) Problema de conveccio´n-conduccio´n del calor unidimensional;
b) Segmento AB donde se satisface balance de flujos
Para mayor sencillez supondremos en lo que sigue que la densidad ρ y el
calor espec´ıfico c son constantes y ρc = 1. Suponiendo una distribucio´n lineal
de la fuente exterior Q sobre AB, el balance de flujos entre los puntos A y B
se escribe como
q(x) + [uφ](x)− q(x− h)− [uφ](x− h)− 1
2
[Q(x) +Q(x− h)] h = 0 (4.62)
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Los valores de los flujos conductivo y convectivo q y uφ en el punto A
pueden aproximarse en funcio´n de los valores en el punto B utilizando desa-
rrollos en serie de Taylor. As´ı
[uφ](xB − h) = [uφ](xB)− hd[uφ]
dx
∣∣∣∣
B
+
h2
2
d2[uφ]
d x2
∣∣∣∣
B
−O(h3) (4.63)
q(x− h) = q(x)− hdq
dx
+
h2
2
d2q
d x2
−O(h3) (4.64)
Igualmente puede escribirse para la fuente Q
Q(x− h) = Q(x)− hdQ
dx
+O(h2) (4.65)
Obse´rvese que en las ecuaciones anteriores se ha utilizado un desarrollo de
Taylor de un orden superior al usual en la teor´ıa infinitesimal.
Sustituyendo las ecs. (4.63)-(4.65) en (4.62) se obtiene tras simplificar
(suponiendo tambie´n u constante)
−udφ
dx
+
d
dx
(
k
dφ
dx
)
+Q− h
2
d
dx
[
−udφ
dx
+
d
dx
(
k
dφ
dx
)
+Q
]
= 0 (4.66a)
r − h
2
dr
dx
= 0 (4.66b)
donde
r: = −udφ
dx
+
d
dx
(
k
dφ
dx
)
+Q (4.67)
Advie´rtase que para h = 0 se obtiene la forma infinitesimal cla´sica de la
ecuacio´n de conveccio´n-difusio´n unidimensional expresada por
r = −udφ
dx
+
d
dx
(
k
dφ
dx
)
+Q = 0 (4.68)
Condicio´n de Neumann estabilizada
La condicio´n esencial asociada a la ec. (4.66) es la esta´ndar de Dirichlet dada
por la ec. (4.4). Sin embargo, dado que la condicio´n de Neumann es, de hecho,
la ecuacio´n de balance de flujos en el contorno, por coherencia debe ahora
obtenerse utilizando los mismos criterios que en la obtencio´n de la ecuacio´n de
balance modificada (4.66). Para ello consideremos el segmento AB donde se
prescribe el flujo de calor. Por conveniencia tomaremos la longitud AB = h2 .
La ecuacio´n de balance sobre el contorno se obtiene considerando te´rminos
de un orden mayor que en la teor´ıa infinitesimal. As´ı, suponiendo una fuente
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constante Q distribuida sobre AB (este te´rmino no se incluye en la teor´ıa
infinitesimal) la ecuacio´n de balance de flujo sobre AB se escribe como
q¯ − q(xA)− [uφ]A − h
2
Q = 0 (4.69)
donde q¯ es el flujo de calor en x = L y xA = xB − h2 .
Utilizando un desarrollo de Taylor de segundo orden para expresar los
flujos convectivo y conductivo en el punto A en funcio´n de los valores en B y
sustituyendo en (4.69) se obtiene
−uφ+ kdφ
dx
+ q¯ − h
2
r en x = L (4.70)
donde r viene dado por la ec. (4.67).
De nuevo para h = 0 se obtiene la forma infinitesimal usual de la condicio´n
de contorno de Neumann.
Las ecs.(4.66) y (4.70) son la forma estabilizada de las ecuaciones de con-
veccio´n-conduccio´n a nivel diferencial. Mostraremos en los apartados siguien-
tes que la discretizacio´n de dichas ecuaciones por la formulacio´n de elemen-
tos finitos de Galerkin (o diferencias finitas centradas) conduce a esquemas
nume´ricos estables. Con ma´s generalidad puede afirmarse que las ecs. (4.66)
y (4.70) son el punto de partida para el desarrollo de algoritmos nume´ricos
estables para la solucio´n de problemas de conveccio´n-conduccio´n del calor.
4.3.2 Equivalencias con el esquema de difusio´n artificial
Un caso particular de la ecuacio´n diferencial estabilizada se obtiene despre-
ciando las contribuciones de los te´rminos conductivos y de fuente en la derivada
de r. La ecuacio´n resultante es
−udφ
dx
+
d
dx
(
k
dφ
dx
)
+Q+
h
2
d
dx
(
u
dφ
dx
)
= 0 (4.71)
Escribiendo la longitud caracter´ıstica h como h = αl donde l es la longitud
del elemento o de la celda de ana´lisis se tiene
−udφ
dx
+
d
dx
(
k + α
ul
2
)
dφ
dx
+Q = 0 (4.72)
Advie´rtase la coincidencia de la expresio´n anterior con la ec. (4.23) obtenida
con el me´todo de difusio´n artificial.
Puede, por tanto, afirmarse que la ecuacio´n de balance obtenida con la
te´cnica de ca´lculo “finitesimal” explicada en el apartado anterior, contiene
intr´ınsecamente el te´rmino estabilizador atribuido a la difusio´n artificial. Di-
cho te´rmino se recupera de forma natural en la nueva ecuacio´n diferencial
estabilizada, con la simplificacio´n arriba hecha [37–42].
Los te´rminos de conduccio´n y de fuente despreciados para obtener la ec.
(4.65) contienen, sin embargo, informacio´n de gran utilidad como veremos en
el apartado siguiente.
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4.3.3 Equivalencia con la formulacio´n de EF de Petrov-Galerkin
La formulacio´n de Galerkin de las nuevas ecuaciones de gobierno obtenidas con
el me´todo de ca´lculo finitesimal coincide con la formulacio´n Petrov-Galerkin
descrita en el Apartado 4.2.7. Para demostrar esto sustituyamos la aproxi-
macio´n esta´ndar de elementos finitos (4.5) en las ecs. (4.66b), (4.4) y (4.70).
El resultado se escribe como
rˆ − h
2
drˆ
dx
= rΩ en 0 ≤ x ≤ L (4.73)
φˆ− φ¯ = rφ en x = 0 (4.74)
k
dφˆ
dx
+ q¯ − h
2
rˆ = rq en x = L (4.75)
donde rˆ = r(φˆ) y rΩ, rφ y rΓ son los residuos de la solucio´n aproximada en
el domino y en los contornos de Dirichlet y de Neumann, respectivamente.
Como es usual, supondremos que la condicio´n de Dirichlet se satisface au-
toma´ticamente y, por tanto, rφ = 0 en x = 0.
La expresio´n de residuos ponderados de las ecs. (4.73) y (4.75) es
∫ L
0
wi
(
rˆ − h
2
drˆ
dx
)
dx+
[
wi
(
k
dφˆ
dx
+ q¯ − h
2
rˆ
)]
x=L
= 0 (4.76)
Integrando por partes en un sentido distribucional el te´rmino wi
h
2
drˆ
dx en
(4.76) y escogiendo wi = w¯i se obtiene (suponiendo como siempre que wi =
w¯i = 0 en x = 0)
∫ L
0
wirˆdx−
[
wi
(
k
dφˆ
dx
+ q
)]
x=L
+
∑
e
∫
l(e)
h
2
dwi
dx
rˆdx = 0 (4.77)
La expresio´n de Galerkin se obtiene haciendo wi = Ni. Se observa que
la ecuacio´n resultante es ana´loga a la forma perturbada de Galerkin de la
ec. (4.37) con P = −h2 ddx . Asimismo escogiendo h = αl(e) la ec. (4.77)
coincide con la expresio´n estabilizada (4.36) resultante de aplicar el esquema
de Petrov-Galerkin a la ecuacio´n diferencial estanda´r.
4.3.4 Equivalencia con el me´todo de multiescalas
Supondremos una distribucio´n cuadra´tica del te´rmino de fuente Q en la ec.
(4.62) que se escribe ahora como
q(x)+[uφ](x)−q(x−h)−[uφ](x−h)+h
6
[
Q(x) + 4Q
(
x− h
2
)
+Q(x− h)
]
= 0
(4.78)
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Asimismo, desarrollaremos los flujos convectivo y difusivo en el punto (x−
h) incluyendo te´rminos en h3 y los te´rminos fuente Q(x − h) y Q
(
x− h2
)
incluyendo te´rminos en h2. La expresio´n resultante, tras simplificar, es
r − h
2
dr
dx
+
h2
6
d2r
d x2
= 0 (4.79)
donde r se define por la ec. (4.66).
La expresio´n de residuos de la ec. (4.79) para el problema de Dirichlet se
escribe por
∫ l
0
w
[
rˆ − h
2
drˆ
dx
+
h2
6
d2rˆ
d x2
]
dx = 0 (4.80)
Integrando una vez por partes el te´rmino wh2
drˆ
dx , dos veces el te´rmino
wh
2
6
d2rˆ
dx2 y haciendo w = Ni se obtiene
∫ l
0
Nirˆdx−
∑
e
∫
l(e)
(
−h
2
dNi
dx
− h
2
6
d2Ni
d x2
)
rˆdx+ b.c. = 0 (4.81)
Obse´rvese la analog´ıa de esta expresio´n con la ec. (4.58) obtenida con el
me´todo de multiescalas.
4.4 PROBLEMA MULTIDIMENSIONAL
La formulacio´n de Galerkin del MEF de las ecuaciones multidimensionales
(4.2)-(4.4) conduce a los mismos problemas de estabilidad que los encontrados
al resolver el caso 1D. Por ello, se han extendido a varias dimensiones las
diferentes te´cnicas de estabilizacio´n desarrolladas para resolver el problema
1D. En los apartados que siguen presentaremos un resumen de los ingredientes
ba´sicos de estos desarrollos.
4.4.1 Me´todo de difusio´n artificial y expresio´n de Galerkin
perturbada en problemas multidimensionales
La idea natural de extender el me´todo de difusio´n artificial a problemas 2D y
3D fue la de an˜adir la difusio´n estabilizadora adicional a lo largo de las l´ıneas
de corriente. La ecuacio´n diferencial modificada en este caso es [6,18,20]
−uT∇φ+∇T (D+D∗)∇φ+Q = 0 (4.82)
donde
D∗ =
αl(e)
2|u| uu
T (4.83)
es la matriz de difusio´n artificial. Puede comprobarse que D∗ tiene un valor
propio diferente de cero de mo´dulo αl
(e)|u|
2 y de direccio´n la del vector de
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velocidad u. La expresio´n de D∗ puede tambie´n obtenerse an˜adiendo la di-
fusio´n anisotro´pica αl
(e)|u|
2 en la direccio´n de u y transformando la matriz de
conductividad resultante a ejes globales segu´n lo explicado en el Apartado 1.2.
En (4.83) α es el para´metro de estabilizacio´n y l(e) una dimensio´n carac-
ter´ıstica del elemento. La forma ma´s sencilla es tomar l(e) = (Ω(e))1/d con
d = 1, 2, 3 para problemas 1D, 2D Y 3D, respectivamente.
Escribamos ahora la expresio´n de elementos finitos de Galerkin para la
ecuacio´n modificada (4.82) suponiendo condiciones de contorno de Dirichlet.
El resultado es∫
Ω
Ni[−uT∇φˆ+∇T (D+D∗)∇φˆ+Q] = 0 (4.84)
Integrando por partes el te´rmino de difusio´n artificial se obtiene
∫
Ω
[
−
(
Ni +
αl(e)
2|u| u
T∇Ni
)
uT∇φˆ+Ni(∇TD∇φˆ+Q)
]
dΩ+c.c. = 0 (4.85)
La ecuacio´n anterior muestra claramente que introducir la matriz de di-
fusio´n artificialD∗ es equivalente a utilizar una ponderacio´n de Petrov-Galerkin
sobre el te´rmino convectivo, tal y como ocurr´ıa en el problema 1D.
Un procedimiento ma´s riguroso se basa en utilizar la expresio´n de Galerkin
perturbada (ver ec. (4.37)) con rˆ definido ahora por
rˆ = −uT∇φˆ+∇TD∇φˆ+Q (4.86)
La seleccio´n de diferentes funciones de perturbacio´n P conduce a los me´todos
siguientes:
Me´todo Funcio´n de perturbacio´n
Petrov-Galerkin contracorriente (SUPG) P := −uT∇ (4.87a)
Mı´nimos cuadrados de Galerkin (MCG) P := −uT∇+∇TD∇ (4.87b)
Multiescalas P := −uT∇−∇TD∇ (4.87c)
El para´metro de tiempo intr´ınseco τ asociado a la ec. (4.37) se evalu´a
ahora como τ = αl
(e)
2|u| , siendo l
(e) una dimensio´n caracter´ıstica del elemento,
obtenida como se escribe ma´s arriba.
La expresio´n del para´metro de estabilizacio´n α en todos estos me´todos se
basa en una extensio´n heu´ristica del valor o´ptimo para el problema 1D dado
por la ec. (4.28) con γ = |u|l
(e)
2k y k = (k
2
ξ +k
2
η)
1/2 para el problema aniso´tropo,
donde kξ y kη son las direcciones de conductividad principales.
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Advie´rtase que el me´todo SUPG an˜ade una difusio´n artificial so´lo a lo
largo de las l´ıneas de corriente. La expresio´n integral resultante es similar a
la (4.85) con la u´nica diferencia que la funcio´n de perturbacio´n afecta ahora
tambie´n los te´rminos de conduccio´n y de fuente (ver ec. (4.35)).
Los me´todos anteriores funcionan bien en problemas en que la direccio´n
del gradiente de φ se alinea con la del vector u. No obstante, en problemas
en que aparecen fuertes gradientes de φ en direcciones diferentes del vector u,
es necesario introducir una estabilizacio´n adicional, denominada comu´nmente
difusio´n transversal. Esta difusio´n es generalmente de naturaleza no lineal y
su expresio´n depende del gradiente de φ y del residuo de la solucio´n.
En el apartado siguiente veremos como el me´todo de ca´lculo finitesimal en
problemas 2D y 3D tiene en cuenta, de manera natural, ese efecto estabilizador
transversal.
4.5 ME´TODO DE CA´LCULO FINITESIMAL EN
VARIAS DIMENSIONES
Las ecuaciones del problema de conveccio´n-conduccio´n del calor estacionario,
utilizando la teor´ıa de ca´lculo finitesimal explicada en el Apartado 4.3 para el
caso 1D, se escriben para el caso multidimensional como [37–42]
r − 1
2
hT∇r = 0 en Ω (4.88a)
φ− φ = 0 en Γp (4.88b)
nTD∇φ+ qn −
1
2
hTnr = 0 en Γq (4.88c)
La ec. (4.88a) se obtiene estableciendo el balance de flujos convectivo
y conductivo en un dominio prisma´tico de dimensiones finitas situado en el
interior del dominio de ana´lisis Ω y reteniendo te´rminos de los desarrollos de
Taylor de un orden superior a los de la teor´ıa infinitesimal. Por otra parte,
la ec. (4.88c) se obtiene estableciendo el balance de flujos en un dominio de
taman˜o finito pro´ximo al contorno de Neumann Γq. El vector h en (4.88a) y
(4.88c) se denomina vector de longitud caracter´ıstica y sus componentes son
los lados del dominio prisma´tico donde se establece el balance de flujos en Ω.
As´ı
1D:h = [h], 2D h =
{
hx
hy
}
, 3D:h =
⎧⎨
⎩
hx
hy
hz
⎫⎬
⎭ (4.89)
Los detalles de la obtencio´n de las ecs. (4.88) pueden encontrarse en [37,43].
Advie´rtase que para h = 0 se recupera la forma cla´sica de las ecuaciones
de balance para el caso infinitesimal.
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La aplicacio´n del me´todo de Galerkin y el MEF a las ecs. (4.88) conduce a
la siguiente expresio´n integral (despue´s de integrar por partes el te´rmino que
afecta a hT∇r)
∫
Ω
NirˆdΩ−
∫
Γq
Ni(n
TD∇φ+ qn)dΓ +
∑
e
∫
Ω(e)
1
2
hT∇NirˆdΩ = 0 (4.90)
La funcio´n de perturbacio´n P de la ec. (4.37) se identifica en este caso con
P : = −12hT∇.
Un caso particular de la ec. (4.90) de gran intere´s, es escoger el vector h
alineado con el vector velocidad, es decir h = h|u|u donde h es una longitud
caracter´ıstica.
Haciendo ahora h = 2l(e) donde l(e) es una dimensio´n t´ıpica de cada ele-
mento, la funcio´n de perturbacio´n P coincide exactamente con la definida para
el me´todo SUPG (ec. (4.87a)) y el para´metro de tiempo intr´ınseco se obtiene
por
τ =
h
2|u| =
αl(e)
2|u| (4.91)
Se deduce por tanto que el me´todo SUPG es un caso particular de la
formulacio´n de ca´lculo finitesimal descrita, deducido escogiendo el vector h en
la direccio´n de u. Este remarcable resultado indica que el me´todo de ca´lculo
finitesimal es un procedimiento riguroso y consistente para explicar el origen
de los diversos me´todos de estabilizacio´n propuestos en el pasado, de forma
ma´s o menos heur´ıstica.
4.5.1 El papel de la difusio´n transversal estabilizadora
La hipo´tesis de que el vector h es paralelo a u es una simplificacio´n que elimina
cualquier efecto de estabilizacio´n transversal en presencia de altos gradientes
de φ en direcciones no coincidentes con las de la velocidad. La t´ıpica estrategia
para eliminar las oscilaciones de φ en estos casos utilizando el me´todo SUPG
(e incluso los me´todos de MCG y de multiescala) es introducir un te´rmino de
difusio´n adicional (denominada difusio´n transversal) proporcional al gradiente
de φ y al residuo de la solucio´n nume´rica [26,44–46].
El efecto estabilizador de esta difusio´n transversal puede reproducirse de
manera natural en la formulacio´n de ca´lculo finitesimal, simplemente abando-
nando la hipo´tesis de que h es paralelo a u y dejando las componentes de h
como para´metros libres.
En el apartado siguiente explicaremos un procedimiento para calcular di-
chos para´metros.
4.5.2 Ca´lculo de los para´metros de estabilizacio´n en el me´todo
de ca´lculo finitesimal
Consideremos la solucio´n por elementos finitos del problema de conveccio´n-
conduccio´n. El residuo de la solucio´n nume´rica en cada punto es
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rˆ − 1
2
hT∇rˆ = rΩ en Ω (4.92)
donde rˆ = r(φˆ) y φˆ es la solucio´n (aproximada) obtenida por el MEF.
Definiendo ahora el residuo medio de la solucio´n nume´rica sobre un ele-
mento por
r(e) =
1
Ω(e)
∫
Ω(e)
rˆdΩ (4.93)
Sustituyendo la ec. (4.93) en (4.92) se obtiene
r(e) = rˆ(e) −
(
1
2
hT∇rˆ
)(e)
(4.94)
donde
r(e): = rΩ(e) (4.95)
Para mayor simplicidad supondremos que el vector de longitud carac-
ter´ıstica es constante sobre cada elemento, es decir h = h(e). Con esta hipo´tesis
la ec. (4.94) puede simplificarse a
r(e) = rˆ(e) − 1
2
[
h(e)
]T
(∇rˆ)(e) (4.96)
Expresemos ahora el vector h en funcio´n de los componentes a lo largo del
vector velocidad u y una direccio´n arbitraria v como
h = hs
u
|u| + ht
v
|v| (4.97)
donde hs y ht son las longitudes caracter´ısticas a lo largo de las l´ıneas de
corriente y transversal, respectivamente.
Se han encontrado excelentes resultados tomando v = ∇φ siguiendo las
ideas de otros esquemas de captura de discontinuidades [44–46].
Sustituyendo la ec. (4.97) en (4.96) se obtiene
r(e) = rˆ(e) − 1
2
[
hs
uT
|u| + ht
vT
|v|
](e)
(∇rˆ)(e) (4.98)
Las longitudes caracter´ısticas hs y ht se expresan ahora como una pro-
porcio´n de una dimensio´n t´ıpica del elemento l(e)
h(e)s = α
(e)
s l
(e) , ht = α
(e)
t l
(e) (4.99)
donde α
(e)
s y α
(e)
t son los para´metros de estabilizacio´n a lo largo de las l´ıneas de
corriente y transversal, respectivamente. En la pra´ctica se toma l(e) = [Ω(e)]1/d
con d = 1, 2, 3 para problemas 1D, 2D y 3D, respectivamente.
Claramente, para α
(e)
t = 0 se reproduce el efecto de difusio´n a lo largo de
las l´ıneas de corriente, t´ıpico del me´todo SUPG.
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Consideremos ahora que se ha obtenido una solucio´n nume´rica mejorada
para una malla de elementos finita dada. Esto puede obtenerse proyectando
sobre la malla original una solucio´n nume´rica mejorada obtenida mediante ali-
sado local/global de las derivadas, o por recuperacio´n superconvergente de las
derivadas, etc. [6,47,48]. Si r
(e)
1 y r
(e)
2 representan respectivamente los residuos
elementales de las soluciones nume´ricas original y mejorada para una cierta
malla, es obvio que en esta u´ltima solucio´n el error residual debe reducirse y
r
(e)
1 − r(e)2 ≥ 0 (4.100)
Claramente en el caso l´ımite de la solucio´n exacta r
(e)
1 = r
(e)
2 = 0.
La ec. (4.100) supone que r
(e)
1 es positivo. Si fuera negativo, debe invertirse
el signo en la desigualdad.
Combinando las ecs. (4.98), (4.99) y (4.100) se obtiene
[αs
uT
|u| + αt
vT
|v| ]
(e)(∇rˆ(e)2 −∇rˆ(e)1 ) ≥
2
l(e)
(rˆ
(e)
2 − rˆ(e)1 ) (4.101)
La ec. (4.101) es la base para el ca´lculo iterativo de los para´metros de
estabilizacio´n. como se muestra a continuacio´n.
Esquema de estabilizacio´n alfa-adaptable
Seguidamente se describe un esquema que puede utilizarse para tener una
solucio´n estable de forma adaptable [39].
1. Resolver el problema estabilizado definido por las ecs. (4.89) utilizando
el MEF con un valor de prueba para los para´metros de estabilizacio´n.
Por ejemplo
α(e)s =
oα(e)s , α
(e)
t =
oα
(e)
t (4.102)
2. Recuperar un campo de derivadas mejorado. Evaluar rˆ
(e)
1 , rˆ
(e)
2 , ∇r(e)1 y
∇r(e)2 .
3. Calcular un valor mejorado de para´metro de estabilizacio´n transversal
α
(e)
s utilizando la ec. (4.101)
1α(e)s =
|u|
uT (∇rˆ(e)2 −∇rˆ(e)1 )
[
2
l(e)
(rˆ
(e)
2 − rˆ(e)1 )− α(e)t
vT
|v| (∇rˆ
(e)
2 −∇rˆ(e)1 )
]
(4.103)
4. Repetir las etapas (1)-(3) hasta que se obtiene convergencia para el valor
de α
(e)
s , manteniendo α
(e)
t constante.
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5. Repetir las etapas (1)-(4) para calcular α
(e)
t manteniendo α
(e)
s constante
e igual el u´ltimo valor encontrado. En la primera iteracio´n conviene
utilizar α
(e)
t =
◦α(e)t +, donde  es un pequen˜o valor. El valor actualizado
de α
(e)
t se calcula por
iα
(e)
t =
|v|
vT (∇rˆ(e)2 −∇rˆ(e)1 )
[
2
l(e)
(rˆ
(e)
2 − rˆ(e)1 )− α(e)s
uT
|u| (∇rˆ
(e)
2 −∇rˆ(e)1 )
]
(4.104)
6. Una vez encontrado α
(e)
t , pueden repetirse las etapas (1)-(5) para obtener
valores mejorados de α
(e)
s y α
(e)
t . Este nuevo proceso iterativo no suele
efectuarse en la pra´ctica.
En la referencia [39] se explica como mejorar el proceso iterativo anterior para
tratar elementos pro´ximos al contorno.
Advie´rtase que tomando α
(e)
t = 0 el proceso iterativo anterior propor-
ciona el valor del para´metro de estabilizacio´n contracorriente t´ıpico del me´todo
SUPG. No obstante, en problemas con altos gradientes en direcciones dife-
rentes de vector velocidad, es esencial tener en cuenta el efecto del te´rmino en
que interviene α
(e)
t para obtener una solucio´n estable.
El nu´mero de iteraciones en el proceso adaptable anterior se reduce sustan-
cialmente si los valores iniciales de α
(e)
s y α
(e)
t no difieren mucho de los valores
finales. Esto puede asegurarse tomando para α
(e)
s el valor esta´ndar obtenido
por simple extrapolacio´n del caso 1D (ver ec. (4.28)). Por otra parte, es usual
tomar ◦α(e)t = 0 y v = φ.
4.6 EJEMPLOS
4.6.1 Ejemplos de problemas de conveccio´n-conduccio´n del calor
1D resueltos con el me´todo de ca´lculo finitesimal
La forma particular de la ec. (4.101) para el problema de conveccio´n-conduccio´n
1D es (advirtiendo que en este caso α
(e)
t = 0)
α(e) ≥ 2
l(e)
(
rˆ
(e)
2 − rˆ(e)1
) [(drˆ2
dx
)(e)
−
(
drˆ1
dx
)(e)]−1
(4.105)
El signo de igualdad en la ec. (4.105) proporciona el valor cr´ıtico del
para´metro de estabilizacio´n que garantiza el no crecimiento del error nume´rico.
A continuacio´n se comprobara´ la precisio´n de la expresio´n anterior con un
sencillo ejemplo.
Consideremos la solucio´n por el MEF del problema 1D siguiente
−udφ
dx
+ k
d2φ
dx2
= 0, 0 ≤ x ≤ l (4.106)
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con las condiciones de contorno de Dirichlet
φ = 0 sobre x = 0
φ = 1 sobre x = l
(4.107)
Obtendremos la solucio´n del MEF con elementos finitos de dos nodos.
Para una malla uniforme, el valor medio del residuo y de su derivada sobre un
elemento con nodos i y i+ 1 viene dado por
rˆ
(e)
1 = −
u
l(e)
(φi+1 − φi) y
(
drˆ1
dx
)(e)
= 0 (4.108)
La solucio´n mejorada se obtiene ahora por un simple alisado de la derivada
dφ
dx en los nodos. El residuo elemental para la solucio´n mejorada se expresa
por
rˆ
(e)
2 = −
u
2
(φˆ′i + φˆ
′
i+1) +
k
l(e)
(φˆ′i+1 − φˆ′i) (4.109)
donde φˆ′i =
(
dφˆ
dx
)
i
. Operando se encuentra
rˆ
(e)
2 = −
u
4l(e)
(φi+1−φi−1+φi+2−φi)+ k
2(l(e))2
(φi+2−φi−φi+1+φi−1) (4.110)
Un proceso similar conduce a (prescindiendo del te´rmino de derivada ter-
cera de φ)
(
drˆ2
dx
)(e)
= −ud
2φˆ
dx2
= − u
2(l(e))2
[φi+2 − φi − φi+1 + φi−1] (4.111)
Sustituyendo las ecuaciones anteriores en (4.105) se obtiene el para´metro
de estabilizacio´n cr´ıtico por
α(e) ≥
[
φi+2 − 3φi+1 + 3φi − φi−1
φi+2 − φi+1 − φi + φi−1 −
1
γ
]
(4.112)
donde γ = ul
(e)
2k es el nu´mero de Peclet elemental.
Puede comprobarse que el valor de α(e) obtenido de la ec. (4.112) coin-
cide con la expresio´n anal´ıtica usualmente utilizada en la pra´ctica. Para ello
sustituyamos en la ec. (4.112) el valor general de φi de la solucio´n nume´rica
de este problema que se expresa por
φi = A+B
[
1 + γ(α + 1)
1 + γ(α − 1)
]i
(4.113)
donde A y B son constantes. Despue´s de sencillas operaciones algebraicas se
deduce de (4.112)
α(e) ≥ 1− 1
γ
(4.114)
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que coincide con el valor cr´ıtico esta´ndar del para´metro de estabilizacio´n (ver
ec. (4.25)).
En las Figuras 4.7 y 4.8 se muestran dos aplicaciones pra´cticas del proceso
adaptable (iterativo) para calcular α explicado en el apartado anterior.
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Figura 4.7: Problema de conveccio´n-conduccio´n unidimensional. Malla de 20
elementos lineales, γ = 5. a) Convergencia del valor cr´ıtico del para´metro de
estabilizacio´n elemental α(e); b) Convergencia de distribucio´n de φ
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Figura 4.8: Problema de conveccio´n-conduccio´n unidimensional. Malla de 20
elementos lineales, γ = 25. a) Convergencia del valor cr´ıtico del para´metro de
estabilizacio´n elemental α(e); b) Convergencia de distribucio´n de φ
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En el primer caso se resuelve el problema definido por las ecs. (4.106)
y (4.107) para γ = 5 con una malla de 20 elementos lineales. Se toma un
valor inicial ◦α = 5 para todos los elementos. La Figura 4.7a muestra la
convergencia de la solucio´n para ca´lculo de α(e). Se advierte que se obtiene el
valor cr´ıtico α(e) = 0, 8 en toda la malla despue´s de algunas iteraciones. En
la Figura 4.7b se muestra la convergencia de la distribucio´n de φ que coincide
con la solucio´n “exacta” despue´s de tres iteraciones. Advie´rtase la solucio´n
inestable obtenida en la primera iteracio´n, con valores de φ negativos en las
proximidades del extremo derecho del dominio.
En la Figura 4.8 se muestran resultados para el mismo problema obtenidos
con γ = 25. Como en el caso anterior, se obtiene una buena solucio´n para φ
despue´s de dos iteraciones. Para converger al valor de α(e) correcto en toda la
malla se necesitan, no obstante, siete iteraciones.
Es interesante advertir que en ambos problemas para obtener una solucio´n
estable basta con utilizar una buena aproximacio´n para α(e) en la vecindad de
la zona de altos gradientes (el extremos derecho), lo que sucede en dos o tres
iteraciones [42].
4.6.2 Problemas de conveccio´n-conduccio´n bidimensionales re-
sueltos con el me´todo de ca´lculo finitesimal
En los problemas 2D que se muestran a continuacio´n se han utilizado elementos
rectangulares de cuatro nodos. El gradiente de φ se ha calculado en los puntos
de Gauss 2×2 en cada elemento. El campo de primeras derivadas mejoradas se
calcula proyectando los valores de los puntos de Gauss a los nodos utilizando
una interpolacio´n bilineal y luego calculando la media de los valores nodales
discontinuos que contribuyen al nodo cada uno de los elementos adyacentes.
Problema de conveccio´n-conduccio´n con fuente nula, velocidad dia-
gonal y condiciones de contorno uniformes de Dirichlet
El primer ejemplo es la solucio´n del problema esta´ndar de conveccio´n-conduc-
cio´n con Q = 0 en un dominio cuadrado de lado unidad con
kx = ky = 1, u = [1, 1]
T , ν = 1× 1010, Q = 0 (4.115)
Se suponen las siguientes condiciones de Dirichlet:
φ = 0 a lo largo de los lados x = 0 e y = 0
φ = 100 a lo largo del lado x = 1
q¯n = 0 a lo largo del lado y = 1
La solucio´n esperada en este caso es una distribucio´n uniforme de φ = 0
sobre todo el cuadrado, a excepcio´n de la zona pro´xima al lado y = 1 donde
se forma una capa l´ımite.
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El dominio se discretiza con una malla uniforme de 400 cuadrila´teros de
cuatro nodos, como se muestra en la Figura 4.9. Se tienen en cuenta efectos
de estabilizacio´n transversal tomando v =∇φ en la ec. (4.97). Se ha escogido
◦α(e)s = ◦α
(e)
t = 0 en todos los elementos.
n
q = 0
u
φ=0
φ=0 φ=100
Figura 4.9: Problema de conveccio´n-conduccio´n de calor bidimensional con
velocidad diagonal. Malla de 400 cuadrila´teros lineales de 4 nodos
La Figura 4.10 muestra la distribucio´n inicial de φ para α
(e)
s = α
(e)
t = 0
(solucio´n de Galerkin). No´tese las grandes oscilaciones en la solucio´n, como
era de esperar. En la Figura 4.11 se muestra la solucio´n final convergida
despue´s de siete iteraciones. Puede verse que se captura la capa l´ımite en las
proximidades del lado y = 1 sin oscilaciones. Por el contrario, la solucio´n es
oscilatoria (inestable) en esa zona, si se hace nulo el para´metro de estabilizacio´n
transversal α
(e)
t , lo que conduce a la solucio´n del me´todo SUPG esta´ndar.
En la Figura 4.12 se muestra la comparacio´n de las distribuciones de φ a lo
largo de la l´ınea entre y = 0, 5 obtenidas con el me´todo estabilizado completo
(incluyendo los efectos de α
(e)
s y α
(e)
t y con el me´todo SUPG (α
(e)
t = 0)).
En la Figura 4.13 se muestra finalmente la distribucio´n del vector de longi-
tud caracter´ıstica h dado por la ec. (4.97). Se aprecia que en la parte central
del dominio los vectores h esta´n alineados con la direccio´n del vector velocidad
(es decir, ht = 0), mientras que en la proximidad de los contornos el efecto del
para´metro de estabilizacio´n transversal ht conduce a un cambio importante en
la direccio´n de h [43].
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Figura 4.10: Problema de conveccio´n-conduccio´n de calor bidimensional con
velocidad diagonal. Distribucio´n oscilatoria inicial de φ para α
(e)
s = α
(e)
t = 0
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Figura 4.11: Problema de conveccio´n-conduccio´n de calor bidimensional con
velocidad diagonal. Distribucio´n final de φ despue´s de siete iteraciones
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Figura 4.12: Problema de conveccio´n-conduccio´n de calor bidimensional con
velocidad diagonal. Distribucio´n de φ a lo largo de la l´ınea central obtenida
con la formulacio´n estabilizada completa incluyendo te´rminos de captura de
discontinuidades (αt = 0) y la formulacio´n SUPG (αt = 0)
Figura 4.13: Problema de conveccio´n-conduccio´n de calor bidimensional con
velocidad diagonal. Distribucio´n final del vector de longitud caracter´ıstica h
4.6.3 Problema de conveccio´n-conduccio´n del calor bidimen-
sional con fuente nula y condicio´n de contorno de Dirich-
let no uniforme
Se resuelve ahora la ecuacio´n de conveccio´n-conduccio´n del calor con las condi-
ciones siguientes
Ω =
[
−1
2
,
1
2
[×]− 1
2
,−1
2
]
, u = [cos θ,− sin θ]T (4.116)
kx = ky = 10
−6, Q(x, y) = 0, φ(x, y) =
{
100 si (x, y) ∈ Γφ1
0 si (x, y) ∈ Γφ2
(4.117)
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El problema se resuelve utilizando una malla estructurada de 576 elementos
cuadrila´teros lineales de cuatro nodos (Figura 4.14). Se toma un valor de u
definido por tan θ = 2 De nuevo se escoge v =∇φ y los valores ◦α(e)s = ◦α(e)t =
0 en todos los elementos.
φ=0
u
φ=0
φ=0
φ=100
φ=100
Figura 4.14: Problema de conveccio´n-conduccio´n de calor bidimensional con
condicio´n de Dirichlet no uniforme. Malla de 576 elementos cuadrila´teros
lineales de cuatro nodos
En la Figura 4.15 se muestra la distribucio´n oscilatoria de φ obtenida para
la primera solucio´n con los para´metros de estabilizacio´n nulos. La distribucio´n
final de φ despue´s de siete iteraciones se muestra en la Figura 4.16. Se aprecia
que se capturan sin pra´cticamente oscilaciones tanto las capas l´ımite cerca de
los contornos, como la zona de alto gradiente en el interior. No es as´ı el caso si
se utiliza la formulacio´n SUPG (α
(e)
t = 0) obtenie´ndose una solucio´n inestable
(oscilatoria) cerca del lado x = 1 (Figura 4.17).
La Figura 4.18 muestra la distribucio´n del para´metro de estabilizacio´n h.
Se advierte que la direccio´n de h en la zona suave de la solucio´n esta´ alineada
con la de la velocidad u, mientras que h cambia de direccio´n al acercarse a las
zonas de altos gradientes de φ.
4.7 ANA´LISIS TRANSITORIO DE PROBLEMAS
DE CONVECCIO´N-CONDUCCIO´N DEL
CALOR
En este apartado abordamos la solucio´n de la ecuacio´n de conveccio´n-conduc-
cio´n de calor transitoria definida por
ρc
∂φ
∂t
+ uTD∇φ−∇TD∇φ−Q = 0 en Ω (4.118)
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Figura 4.15: Problema de conveccio´n-conduccio´n de calor bidimensional con
condicio´n de Dirichlet no uniforme. Distribucio´n oscilatoria de φ inicial para
α
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Figura 4.16: Problema de conveccio´n-conduccio´n de calor bidimensional con
condicio´n de Dirichlet no uniforme. Distribucio´n final de φ despue´s de siete
iteraciones
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Figura 4.17: Problema de conveccio´n-conduccio´n de calor bidimensional con
condicio´n de Dirichlet no uniforme. Distribucio´n de φ a lo largo de la l´ınea
central obtenida con la formulacio´n estabilizada completa incluyendo te´rminos
de captura de discontinuidades (αt = 0) y la formulacio´n SUPG (αt = 0)
Figura 4.18: Problema de conveccio´n-conduccio´n de calor bidimensional con
condicio´n de Dirichlet no uniforme. Distribucio´n final del vector de longitud
caracter´ıstica h
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Con las condiciones de contorno
φ− φ¯ = 0 en Ωφ (4.119)
nTD∇φ+ q¯ = 0 en Γq (4.120)
y la condicio´n inicial
φ(x, y, z, 0) = φ0 (4.121)
4.7.1 Discretizacio´n en el espacio y el tiempo
Consideremos en primer lugar la discretizacio´n en el espacio. Para ello, hare-
mos uso de la formulacio´n de ca´lculo finitesimal descrita en el Apartado 4.5.
As´ı estableciendo las ecuaciones de balance en un dominio de taman˜o finito y
reteniendo te´rminos de los desarrollos en serie de Taylor de un orden mayor
al usual en la teor´ıa infinitesimal se obtienen las ecuaciones de gobierno mo-
dificadas que se escriben por
r − 1
2
hT∇r = 0 en Ω (4.122)
φ− φ¯ = 0 en Γφ (4.123)
nTD∇φ+ q¯ − 1
2
nThr = 0 en Γq (4.124)
donde
r = ρc
(
∂φ
∂t
+ uT∇φ
)
−∇TD∇φ−Q = 0 (4.125)
La condicio´n inicial sigue siendo la ec.(3.4).
En la obtencio´n de la eq. (4.122) se han despreciado te´rminos de mayor
orden en las derivadas temporales. Una obtencio´n ma´s precisa incluyendo
dichas derivadas puede encontrarse en [42]. La forma de las ecs. (4.122-4.124)
es, sin embargo, suficiente para resolver problemas de intere´s pra´ctico.
La aproximacio´n por el MEF se escribe en la forma usual en problemas
transitorios
φ ∼= φˆ(x, y, z, t) =
n∑
i=1
Ni(x, y, z)φˆi(t) (4.126)
Aplicando el me´todo de residuos ponderados de Galerkin a las ecs. (4.122)-
(4.124) se obtiene, tras realizar las integraciones por partes usuales, la forma
integral siguiente
∫
Ω
[
Ni
(
ρc
∂φˆ
∂t
+ uT∇φˆ
)
+∇TNiD∇φˆ
]
dΩ−
∫
Ω
NiQdΩ+
+
∑
e
∫
Ω(e)
1
2
hT∇Ni
[
ρc
∂φˆ
∂t
+ uT∇φ−∇TD∇φ−Q
]
dΩ = 0
(4.127)
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Sustituyendo (4.126) en (4.127) se obtiene el siguiente sistema de ecua-
ciones algebraicas
C
da
dt
+Ka = f (4.128)
con
a = [φˆ1, φˆ2, . . . , φˆN ]
T (4.129)
C
(e)
ij =
∫
Ω(e)
(
Ni +
1
2
hT∇Ni
)
ρcNidΩ (4.130)
K
(e)
ij =
∫
Ω(e)
(
Niu
T∇Nj +∇TNiD∇Nj
)
dΩ+
+
∫
Ω(e)
1
2
hT∇Ni
(
uT∇Nj −∇TD∇Nj
)
dΩ
(4.131)
f
(e)
ij =
∫
Ω(e)
NiQdΩ++
∫
Ω(e)
1
2
hT∇NiQdΩ (4.132)
En la pra´ctica es usual de precisar el te´rmino en que interviene la longitud
caracter´ıstica h en la matizC y operar con la expresio´n diagonal deC deducida
segu´n lo explicado en el Cap´ıtulo 3. Se deduce tambie´n que el te´rmino de
conduccio´n en la segunda integral de (4.131) es nulo si se utilizan elementos
lineales. Asimismo, la segunda integral de (4.132) es nula para Q constante.
Para la integracio´n en el tiempo haremos uso del esquema trapezoidal
estudiado en el Apartado 3.5.1. La ecuacio´n matricial resultante se escribe
como
(C+ΔtθK)an+1 = Δt(θfn+1 + (1 − θ)fn) + [C−Δt(1− θ)K]an (4.133)
Recordemos que el algoritmo anterior es incondicionalmente estable (y por
tanto convergente) para θ ≥ 1/2. El caso θ = 0 (algoritmo de Euler hacia
adelante) es muy interesante, pues aunque su estabilidad esta´ condicionada y
exige utilizar incrementos pequen˜os, proporciona un esquema expl´ıcito cuando
la matriz C es diagonal (CD).
El esquema expl´ıcito se escribe por tanto como (con C ≡ CD)
an+1 = an + an +ΔtC−1D [f
n −Kan] (4.134)
Un estudio de la estabilidad de este esquema para elementos lineales uni-
dimensionales conduce a la condicio´n siguiente (ver ref. [26] para los detalles)
c ≤ γ
1 + αγ
con α ≥ 1− 1
γ
(4.135)
c ≤ 1
γ
+ α para α < 1− 1
γ
(4.136)
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donde c = uΔt
l(e)
es el nu´mero de Courant del elemento y α el para´metro de
estabilidad espacial del problema 1D.
La condicio´n (4.135) es la esencial para la estabilidad temporal e incluye
la condicio´n para el para´metro de estabilidad espacial α obtenida para el caso
estacionario. La condicio´n (4.136) indica que para α = 0 (me´todo de Galerkin)
el algoritmo se hace incondicionalmente inestable para γ → ∞, ya que en este
caso la ec. (4.135) requiere c = 0 y, por tanto, Δt = 0,
Sustituyendo la expresio´n de α en c en (4.135) se deduce que
c ≤ 1 en el denominado l´ımite advectivo (γ → ∞) (4.137)
Por otra parte, de la expresio´n de c en (4.135) se obtiene
Δt ≤ h
2
2k
en el l´ımite difusivo (h → 0) (4.138)
La desigualdad (4.137) es la denominada condicio´n CFL (Courant-Friedichs-
Lewyor) y proporciona el mejor valor superior de Δt que podemos esperar.
Los l´ımites de estabilidad anteriores se utilizan tambie´n en problemas 2D
y 3D. En lo que respecta al vector de longitud caracter´ıstica en estos casos,
se suponen que son va´lidas las mismas expresiones que para el problema esta-
cionario. En la pra´ctica esto implica tomar
h = hs
u
|u| + ht
∇φ
|∇φ| (4.139)
Las longitudes caracter´ısticas a lo largo de las l´ıneas de corriente hs y
transversal ht se pueden calcular aplicando el algoritmo del Apartado 4.5.2
para cada paso de tiempo. En la pra´ctica basta con realizar un par de itera-
ciones para obtener el valor mejorado de hs y ht.
Si se desea evitar el ca´lculo iterativo de hs y ht, pueden utilizarse los valores
aproximados definidos por las ecs.(4.99).
4.7.2 Me´todo de Taylor-Galerkin
La te´cnica de integracio´n aplicado en el apartado anterior (similarmente al es-
tudiado en el Apartado 4.5.2) se engloba dentro de los denominados algoritmos
espaciales-temporales. Es decir, la solucio´n se basa en realizar primeramente
una aproximacio´n en el espacio por medio del me´todo de residuos pondera-
dos, utilizando funciones de forma y de peso espaciales, y en segundo lugar
aplicar un algoritmo de integracio´n temporal a las ecuaciones resultantes de
la discretizacio´n espacial.
El me´todo de Taylor-Galerkin se basa en el procedimiento inverso. En
primer lugar se efectu´a la integracio´n en el tiempo a partir de las ecuaciones
de gobierno en forma diferencial y, tras ello, se aplica el me´todo de residuos
ponderados de Galerkin a las ecuaciones diferenciales que resultan de la apro-
ximacio´n temporal [6,26,49].
El me´todo de Taylor-Galerkin es una popular te´cnica de integracio´n tem-
poral de sistema de ecuaciones de conveccio´n-difusio´n que introduce efectos
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estabilizadores en la solucio´n nume´rica. Describiremos sucintamente la base
de dicho me´todo y las analog´ıas con la te´cnica de ca´lculo finitesimal.
Consideremos el desarrollo en series de Taylor de la solucio´n en el tiempo.
Utilizando diferencias hacia adelante se obtiene
φn+1 − φn
Δt
= φ′n +
Δt
2
φ′′n +O(Δt)
2 (4.140)
En (4.140) φn indica el valor de φ en el tiempo tn y (·)′ = ∂φ∂t .
De la ec. (4.118) se deduce (suponiendo u constante en el tiempo)
ρcφ′n = −ρc(uT∇φn) +∇D∇φn +Qn (4.141)
y
ρcφ′′n = −ρcuT∇φ′n +∇D∇φ′n +Q′n (4.142)
Sustituyendo (4.141) y (4.142) en (4.140) se tiene
ρc
φn+1 − φn
Δt
= −ρcuT∇φn+∇D∇φn+Qn+Δt
2
(−ρcuT∇φ′n+∇D∇φ′n+Q′n)
(4.143)
El φ′n en el cuarto te´rmino del segundo miembro de (4.143) se aproxima
por (4.141). Sin embargo, el φ′n del quinto te´rmino se aproxima por
φn+1−φn
Δt
para evitar derivadas terceras en el espacio. Agrupando los coeficientes de
φn+1 y φn se llega a
(ρc− Δt2 ∇TD∇)φn+1 =
[
ρc+ Δt2 ∇TD∇+ ρcΔtuT∇+ Δt
2
2 (u
T∇)2
]
φn+
+Δt
(
1− Δt2 uT∇
)
Qn +
Δt2
2 Q
′
n
(4.144)
donde
(uT∇)2 = uT∇(uT∇) (4.145)
Aplicando el me´todo de residuos ponderados de Galerkin a la ec. (4.144)
se obtiene el sistema siguiente
[
C+
Δt
2
K
]
an+1 =
[
C− Δt
2
Kd −Δt(Kc + K¯c)
]
an + f¯n (4.146)
donde C es la matriz de capacidad te´rmica usual,
K
(e)
dij
=
∫
Ω(e)
∇TN (e)i D∇N (e)j dΩ (4.147)
es la matriz de conduccio´n
K(e)cij =
∫
Ω(e)
N
(e)
i u
T∇N (e)j dΩ (4.148)
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K¯(e)cij =
Δt
2
∫
Ω(e)
∇TN (e)i (uuT )∇TN (e)j dΩ (4.149)
y
f¯ni = Δt
∫
Ω(e)
Ni
[(
1− Δt
2
uT∇
)
Qn +
Δt
2
Q′n
]
dΩ (4.150)
Obse´rvese que el proceso de discretizacio´n anterior produce un algoritmo
tipo Crank-Nicolson (θ = 12 ) para los te´rminos convectivos, mientras que el
te´rmino de conduccio´n se compone de la matriz de conveccio´n usual Kc y una
matriz de difusio´n “artificial” K¯c. El valor de dicha difusio´n es D¯ =
Δt
2 uu
T .
Es fa´cil deducir que esta matriz de difusio´n artificial coincide con la que se
obtiene con el me´todo SUPG tomando h = uΔt (o lo que es lo mismo α = c).
De ello se desprende que el me´todo de Taylor-Galerkin no incluye efectos de
estabilizacio´n transversales.
Pese a la aproximacio´n del tipo de Crank-Nicholson para los te´rminos
de la ec. (4.146) sigue siendo expl´ıcita para la conveccio´n y, por tanto, es
incondicionalmente estable. La estabilidad de dicha ecuacio´n viene gobernada
por el l´ımite de Courant de la ec. (4.137).
Introduciendo la regla trapezoidal para aproximar los te´rminos conductivos
puede obtenerse una versio´n totalmente expl´ıcita del algoritmo de Taylor-
Galerkin dada por
an+1 = an +ΔtC
−1
D [f¯n −Kd −Kc − K¯c]an (4.151)
donde CD es la forma diagonal de C.
El l´ımite de estabilidad de este algoritmo viene dado tambie´n por la ec.
(4.137). Haciendo α = c de deduce
c ≤
√
1
4γ2
+ 1− 1
2γ
(4.152)
El algoritmo de Taylor-Galerkin es ana´logo al denominado me´todo de Ca-
racter´ısticas-Galerkin. En este me´todo explicado con detalle en la ref. [50]
se efectu´a en primer lugar una aproximacio´n temporal a lo largo de las l´ıneas
caracter´ısticas de la solucio´n. Tras ello se aplica el me´todo de residuos ponde-
rados de Galerkin a las ecuaciones resultantes. La forma final de las ecuaciones
en el problema 1D es ide´ntica en ambos casos [6,26,50].
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Cap´ıtulo 5
ANA´LISIS DE PROBLEMAS
DE TRANSMISIO´N DEL
CALOR NO LINEALES
5.1 INTRODUCCIO´N
Estudiaremos en este cap´ıtulo la solucio´n por el MEF de problemas de trans-
misio´n del calor no lineales. La no linealidad puede deberse a la dependencia
de alguna de las propiedades del material con la temperatura (conductividad,
calor espec´ıfico, coeficiente de radiacio´n, etc.), o bien a que alguno de los
te´rminos de fuente o absorcio´n de calor son funcio´n de la temperatura.
Ejemplos t´ıpicos de problemas no lineales se encuentran en estudio del
problema de radiacio´n del calor en el que el flujo de calor a trave´s del contorno
es funcio´n de la cuarta potencia de la temperatura (ec.(1.30)) y en problemas
de cambio de fase, donde el calor espec´ıfico es una funcio´n altamente no lineal
de la temperatura. El estudio de este u´ltimo tipo de problemas se abordara´
con ma´s detalle en el pro´ximo cap´ıtulo.
En este cap´ıtulo no trataremos las no linealidades inducidas por el acopla-
miento de la ecuacio´n del calor con ecuaciones de la meca´nica de so´lidos o de
fluidos. Es decir, supondremos que el dominio de ana´lisis no cambia y que el
campo de velocidades es constante y con divergencia nula (flujo incompresible).
La organizacio´n del cap´ıtulo es como sigue. Seguidamente se estudiara´ la
solucio´n general del problema no lineal de transmisio´n del calor estacionario.
Tras ello se describira´ el planteamiento de solucio´n de problemas transito-
rios no lineales utilizando algoritmos de integracio´n temporal expl´ıcitos e
impl´ıcitos.
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5.2 ANA´LISIS DE PROBLEMAS DE TRANSMI-
SIO´N DEL CALOR NO LINEALES ESTACIO-
NARIOS
Consideremos la ecuacio´n de transmisio´n del calor estacionaria
−uT∇φ+∇TD∇φ+Q = 0 en Ωq (5.1)
con condiciones de contorno
φ− φ¯ = 0 en Γφ (5.2)
nTD∇φ+ q¯ = 0 en Γq (5.2)
en que alguna de las propiedades del material o los te´rminos de fuente/absorcio´n
son una funcio´n no lineal de la temperatura. Es decir
D = D(φ), Q = Q(φ), q¯ = q¯(φ) (5.3)
Un ejemplo es el caso de transmisio´n del calor por radiacio´n en el que el
flujo de calor a trave´s del contorno es una funcio´n cua´rtica de la temperatura;
es decir
q¯ = α(φ4 − φ4ext) (5.4)
La forma discretizada del MEF de las ecs. (5.1) y (5.2) se obtiene por
el procedimiento usual descrito en cap´ıtulos anteriores. Por conveniencia ree-
scribiremos ahora el sistema de ecuaciones algebraicas resultantes como
r(a) = p(a)− f(a) = 0 (5.5)
En la ecuacio´n anterior r(a) es el vector de flujos residuales, mientras
que los vectores p(a) y f(a) se denominan vector de flujos nodales internos y
externos, respectivamente.
La forma general del vector p(a) se escribe como
pi(a) = −
∫
Ω
BTi q(a)dΩ +
∫
Γq
α(a)Niq¯(a)dΓ (5.6)
En (5.6) q(a) es el vector de flujos de calor que puede tener una depen-
dencia no lineal con la temperatura. Los casos ma´s t´ıpicos son (Figura 5.1)
Dependencia secante
q = −Ds(a)g = −Ds(a)Ba (5.7)
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q‘φ
-g (g = ---- )
α
β q=Ds(φ)g , Ds = Tan β
Secante
‘x
Tangente
dq = DT dg
Figura 5.1: Relaciones no lineal secante y tangente entre flujo de calor y
gradiente de temperatura en el problema 1D
Dependencia tangente
dq = −DT (a)dg = −DT (a)Bda (5.8)
Obviamente en un material lineal q = −Dg = −DBa.
En las ecs. (5.7) y (5.8) g es el vector de gradientes de la temperatura
(g =∇φ).
La segunda integral en (5.6) se debe a efectos de radiacio´n en el contorno
de Neumann. Un t´ıpico ejemplo es la dependencia de q¯ con la cuarta potencia
de la temperatura en el contorno expresada por la ec. (5.4).
La dependencia del vector de flujos nodales internos f con a en (5.5) se
puede deber a la dependencia de la fuente o los coeficientes de conveccio´n y/o
radiacio´n con la temperatura.
Obviamente para el caso lineal
p(a) = Ka (5.9a)
f(a) = f (5.9b)
recupera´ndose la ecuacio´n matricial esta´ndar Ka = f . La expresio´n de la
matriz de rigidez K y el vector de flujos nodales equivalentes coincide en este
caso con las obtenidas en cap´ıtulos anteriores (para el problema de transmisio´n
del calor por conduccio´n).
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5.3 SOLUCIO´N DEL SISTEMADE ECUACIONES
NO LINEAL
5.3.1 Me´todo de iteracio´n directa
Supongamos que la forma del sistema de ecuaciones no lineales resultante de
la discretizacio´n se escribe como
K(a)a = f (5.10)
El esquema iterativo ma´s sencillo para solucio´n de la ec. (5.10) es
an+1 = [K(an)]−1f (5.11)
donde an representa valores del vector de temperaturas nodales en la iteracio´n
n-e´sima. Este me´todo se conoce como de iteracio´n directa, me´todo secante o
me´todo de Picard. La solucio´n iterativa de la ec. (5.10) prosigue hasta que
la diferencia entre los valores del vector a entre dos iteraciones sucesivas es
suficientemente pro´ximo. Esta condicio´n de convergencia suele medirse en la
pra´ctica en funcio´n de una cierta norma de la diferencia de los valores entre
an+1 y an. La norma ma´s popular es la cuadra´tica que se escribe como
‖an+1 − an‖ = 1
n
[
∑
i
(an+1i − ani )2]1/2 ≤ ε (5.12)
donde el sumatorio se extiende sobre el nu´mero total de nodos en la malla y ε es
la tolerancia de error admitida. En la pra´ctica se suele tomar ε ∼= 10−2−10−3.
El proceso iterativo de la ec. (5.11) se representa gra´ficamente en la
Figura 5.2a. Este proceso puede no converger en problemas altamente no
lineales si la solucio´n inicial a0 esta´ lejos del valor final. En la Figura 5.2b
se muestra un ejemplo de proceso iterativo divergente utilizando el esquema
(5.11).
5.3.2 Me´todo de Newton-Raphson
El me´todo de Newton-Raphson es el ma´s popular para solucio´n de sistemas
de ecuaciones algebraicas no lineales [6].
Consideremos la solucio´n del sistema no lineal expresado por
r(a) = p(a)− f(a) = 0 (5.13)
Supongamos que se conoce una solucio´n aproximada an. Obviamente al
no ser una solucio´n exacta, se cumple que
rn ≡ r(an) = 0 (5.14)
Escojamos una perturbacio´n de la solucio´n an definida por Δan tal que
rn+1 ≡ r(an+1) = p(an+1)− f(an+1) = 0 (5.15)
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(a)
a0
p(a) = K(a) a
a1 a2 a3 a4
f
tan αna
n
= =
f
K(an )
f
(b)
a0 a1 a3aa2
Figura 5.2: Me´todo de iteracio´n directa. a) Proceso iterativo convergente. b)
Proceso iterativo divergente
con
an+1 = an +Δan (5.16)
Obviamente, la solucio´n del sistema no lineal (5.15) es igual de dif´ıcil que
el problema original (5.13). Para simplificar el proceso se desarrolla en series
de Taylor el vector de flujos residuales rn+1 en la proximidad de la solucio´n
an
rn+1 ≡ r(an +Δan) = rn + ∂r
∂a
∣∣∣∣
n
Δan +OΔa2 (5.17)
Tomando los dos primeros te´rminos de desarrollo de Taylor anterior, puede
encontrase un valor mejorado de la solucio´n calculando el vector Δan de ma-
nera que
rn +
∂r
∂a
∣∣∣∣
n
Δan = 0 (5.18)
o
rn +KnTΔa
n = 0 (5.19)
con
KT =
∂r
∂a
(5.20)
La matriz KT se denomina matriz de rigidez tangente [6]. Su expresio´n
depende de la dependencia de los vectores p y f con a. En el apartado siguiente
se detalla el ca´lculo de KT .
De (4.19) se deduce
Δan = −[KnT ]−1rn (5.23)
El valor mejorado del campo de temperaturas se obtiene por
an+1 = an +Δan (5.24)
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La convergencia del proceso iterativo se puede medir en la norma de los
valores de Δan. Es no obstante ma´s preciso comprobar el valor del vector de
flujos residuales rn+1 obtenido a partir del valor de an+1. As´ı, si
‖rn+1‖
‖fn+1‖ ≤ ε (5.25)
se detiene el proceso iterativo. Si no se cumple (5.25), se repite el proceso de
ca´lculo de las ecuaciones (5.23)-(5.25) para obtener an+2. etc.
En (5.25) ‖·‖ es la norma cuadra´tica de un vector definida por la ec.(5.12).
La norma del vector fn+1 se incluye en el denominador de (5.25) para rela-
cionar el valor de la norma de rn+1 con un valor de referencia. Es decir, se
acepta que la solucio´n ha convergido cuando la norma de rn+1 es lo suficien-
temente pequen˜a en comparacio´n con la del vector de flujos nodales.
En la Figura 5.3 se muestra la representacio´n gra´fica del proceso iterativo
de Newton-Raphson. En dicha figura se muestra tambie´n un ejemplo de diver-
gencia de este proceso. Estas divergencias son t´ıpicas en problemas altamente
no lineales y cuando el valor inicial esta´ lejos de la solucio´n final.
a
f
(a)
a1 a2 a3
f
(b)
a0 a2 a2a
Δa0
a0
r1
Δa1
r2
Δa2
r3
Δa0
r1
r2
Δa1
Figura 5.3: Me´todo de Newton-Raphson. a) Proceso iterativo convergente.
b) Proceso iterativo divergente
5.3.3 Ca´lculo de la matriz de rigidez tangente
De la ec. (5.20) se deduce la expresio´n de la matriz de rigidez tangente como
KTij =
∂ri
∂aj
=
∂
∂aj
(pi − fi) (5.26)
Si el vector de flujos nodales no depende de la temperatura, la expresio´n
de la matriz tangente es simplemente
KT =
∂p
∂a
o KTij =
∂pi
∂aj
(5.27)
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En el caso usual de que la no linealidad se deba a la dependencia de la
matriz de conductividad con la temperatura, la expresio´n de KT en este caso
es
KT =
∂
∂a
∫
Ω
BTqdΩ =
∫
Ω
BT
∂q
∂a
dΩ (5.26)
Ahora
∂q
∂a
=
∂q
∂g
∂g
∂a
= −DTB (5.27)
y
KT = −
∫
Ω
BTDTBdΩ (5.28)
siendo
DT =
∂q
∂g
(5.29)
la matriz de conductividad tangente (Figura 5.1).
5.4 VARIACIONES DELME´TODODENEWTON-
RAPHSON
El me´todo de Newton-Raphson exige el ca´lculo e inversio´n de la matriz de
rigidez tangente en cada iteracio´n. Este puede ser un proceso muy costoso
que puede simplificarse de diversas formas.
La simplificacio´n ma´s usual es mantener la matriz de rigidez tangente cons-
tante durante todo (o parte) del proceso iterativo. El ca´lculo del incremento
de temperatura se escribe por
Δai = −[Gi]T ri (5.30)
donde G es la pseudo-matiz tangente en el proceso iterativo. Naturalmente
en el me´todo de Newton-Raphson “exacto”
Gi = KiT =
∂r
∂a
∣∣∣∣
i
(5.31)
Obviamente, si G = KiT se pierde la propiedad de la convergencia cua-
dra´tica del me´todo de Newton-Raphson. Esto no es un mayor problema para
la bondad del resultado final, siempre que este satisfaga la condicio´n final de
balance de flujos medida por una norma del vector de flujos residuales r (ver
ec.(5.25)).
Existen numerosas opciones para seleccionar la matriz de iteracio´n G. La
ma´s sencilla es mantener G constante de manera que G = K, es decir iterar
con la matriz de conductividad del problema lineal. Esta opcio´n funciona
razonablemente bien en problemas de baja no linealidad [6].
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La opcio´n ma´s popular es G constante e igual a la matriz de rigidez tan-
gente calculada en una iteracio´n previa.
As´ı
Gi = KjT , j = cte (5.32)
Obviamente el valor de j puede actualizarse cada cierto nu´mero de itera-
ciones. En la Figura 5.4 se representa gra´ficamente este proceso iterativo que
recibe el nombre de me´todo de Newton-Raphson modificado.
Existen diversas te´cnicas para acelerar la convergencia del me´todo de
Newton-Raphson. Una de las ma´s populares se denomina me´todo de longi-
tud de arco y se basa en obtener un valor mejorado de la solucio´n iterativa,
retornando a la curva de equilibrio a trave´s de un arco de c´ırculo. Otra alterna-
tiva es utilizar una recta inclinada para efectuar este retorno. En la Figura 5.5
se representan esquema´ticamente ambas opciones. Para mayores detalles se
recomienda consultar la referencia [6].
a
f
α
(a)
Δa0
a
f (b)
α
α1
Δa0
α1
α2
Figura 5.4: Me´todo de Newton-Raphson modificado. a) Matriz de iteracio´n
G = K1T durante todo el proceso iterativo. b) Actualizacio´n de la matriz de
iteracio´n tangente cada tres iteraciones
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Δa1 Δa2 a
f
α1
α2
Δa1 Δa2 a
f
(a)
(b)
Figura 5.5: Me´todos de longitud de arco. a) Retorno circular. b) Retorno
ortogonal
5.5 PROBLEMA TRANSITORIO NO LINEAL
La forma discretizada de la ecuacio´n del calor transitoria no lineal puede es-
cribirse en la forma ma´s general por
C(a)a˙+K(a)a− f(a) = 0 (5.33)
donde C, K y f son funciones de las temperaturas nodales a.
El vector de flujos residuales en el tiempo tn se escribe como
rn = Cna˙n +Knan + fn (5.34)
Obviamente, en situacio´n de balance te´rmico debe cumplirse rn = 0. La
solucio´n del problema no lineal se plantea de la siguiente forma: dados an y
a˙n encontrar an, an+1 y a˙n+1 de manera que se cumpla
rn+1 = Cn+1a˙n+1 +Kn+1an+1 − fn+1 = 0 (5.35)
Presentaremos seguidamente un sencillo algoritmo iterativo de prediccio´n-
correccio´n para resolver este problema:
Etapa 1 Iniciar el contador de iteraciones i = 0
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Etapa 2 Prediccio´n:
ia˙n+1 = a˙n (5.36)
ian+1 = an + a˙nΔt (5.37)
donde i(·) indica valores en la iteracio´n i-e´sima.
Etapa 3 Ca´lculo del vector de fuerzas residuales
irn+1 = iCa˙n+1 + iKa˙n+1 − if (5.38)
con
iC = C(ian+1) (5.39)
iK = K(ian+1) (5.40)
if = f(ian+1) (5.41)
Naturalmente si ‖irn+1‖ ≤ , la solucio´n es la buscada.
Etapa 4 Ca´lculo del incremento de temperaturas nodales.
Se utiliza el me´todo de Newton-Raphson para resolver la ecuacio´n (4.38).
La expresio´n incremental resultante es (ver Apartado 5.3.2)
iKTΔa
i = −irn+1 (5.42)
y
Δai = −[iKT ]−1 irn+1 (5.43)
En (4.42) iKT es la matriz de rigidez tangente cuya expresio´n se obtiene
por
iKT =
∂irn+1
∂ian+1
(5.44)
La expresio´n iKT exacta puede ser dif´ıcil de obtener en problemas alta-
mente no lineales con dependencias complejas de C, K y f con la temperatura.
En estos casos suele utilizarse una expresio´n aproximada basada en despreciar
la dependencia de estas matrices con la temperatura. As´ı de (5.44) se deduce
iKT =
∂
∂ian+1
[
iC]an+1 + [iK]an+1 − f
]
 iC ∂
∂ian+1
(
ian+1 − an
Δt
)
+ iK
(5.45)
De (5.45) se deduce
iK =
1
Δt
iC+ iK (5.46)
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Cap´ıtulo 6
PROBLEMAS DE CAMBIO
DE FASE
6.1 INTRODUCCIO´N
El cambio de fase es comu´n en situaciones de solidificacio´n, fundicio´n, va-
porizacio´n y condensacio´n, etc. La transformacio´n directa de so´lido a vapor
se denomina sublimacio´n. Desde un punto de vista termodina´mico, cuando
un sistema consta de ma´s de una fase, cada fase puede considerarse como un
sistema separado dentro del conjunto. Los para´metros termodina´micos del sis-
tema completo pueden entonces construirse a partir de las dos fases. En este
cap´ıtulo consideraremos u´nicamente sistemas de dos fases (l´ıquido y so´lido),
y supondremos que la interaccio´n entre las fases se restringe al flujo del calor
en la interface.
El proceso de cambio de fase ma´s popular es, sin duda, la fundicio´n del
hielo y la solidificacio´n del agua. El estudio de problemas de cambio de fase
puede ser necesario en a´reas tan poco usuales como el ana´lisis de recipientes
de carburante nuclear y otros problemas en el campo de la generacio´n de
energ´ıa nuclear, como la prevencio´n de accidentes. Algunos sistemas de alma-
cenamiento de energ´ıa solar utilizan materiales que cambian de fase para alma-
cenar energ´ıa te´rmica en forma de calor latente. Otras aplicaciones geote´cnicas
incluyen la congelacio´n de suelos para excavaciones; construccio´n sobre zonas
congeladas, formacio´n de rocas por congelacio´n de erupciones volca´nicas, etc.
[51,52]. En el conformado de pla´sticos se suceden cambios de fase pero con
pequen˜as cantidades de calor latente. En la industria de la alimentacio´n se
encuentran aplicaciones de los modelos de cambio de fase en la congelacio´n de
carne y otros alimentos, el secado por congelacio´n del cafe´, etc. En medicina, la
te´cnica de crio-cirug´ıa (congelacio´n y eliminacio´n de tejido maligno) involucra
el modelado del cambio de fase. El crecimiento de cristales en semiconductores
es otra aplicacio´n. Otro ejemplo es el ana´lisis de contenedores resistentes al
fuego que incorporan materiales que cambian de fase, con alto calor latente
para absorber calor al fundirse y as´ı retrasar el deterioro del contenido [53].
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Sin embargo, la aplicacio´n ma´s importante de los modelos de cambio de fase se
presenta en el estudio de procesos metalu´rgicos, tales como la purificacio´n de
metales; el crecimiento de cristales puros de mezclas fundidas; la solidificacio´n
de piezas fundidas; la soldadura; la colada continua, etc. [8,54–65].
La fundicio´n y la solidificacio´n son procesos de cambio de fase que van
acompan˜ados de absorcio´n o liberacio´n de energ´ıa te´rmica. Existe una fron-
tera mo´vil que separa las dos fases con propiedades meca´nicas diferentes y en
la que se libera o absorbe energ´ıa te´rmica. Como ejemplo, si consideramos la
solidificacio´n de una pieza fundida, el calor en la mezcla y el calor latente de
fusio´n liberado en la interfaz so´lido-l´ıquido se transfieren a trave´s del metal so-
lidificado, la interfaz entre el metal y el molde y el propio molde, encontrando
en cada uno de estos recorridos una cierta resistencia te´rmica. Durante la so-
lidificacio´n de aleaciones binarias y multicomponentes, los feno´menos f´ısicos se
hacen ma´s complicados debido a las transformaciones de fase que se producen
durante un rango de temperaturas. La temperatura ma´s baja, correspondiente
a la fase l´ıquida completa, se denomina el “liquidus” y la temperatura ma´s
alta, correspondiente a la fase so´lida, se denomina “solidus”. Estas tempera-
turas var´ıan de acuerdo con la concentracio´n de los diferentes componentes de
la aleacio´n definidas por su diagrama de fases. Durante la solidificacio´n de una
aleacio´n, las concentraciones pueden variar localmente de la mezcla original,
ya que nuevo material puede incorporarse o apartarse en la zona del frente
de solidificacio´n. Dicha zona es parte so´lido y parte fluido y se asemeja a un
medio poroso, denomina´ndose en la pra´ctica zona pastosa.
Es evidente de lo anterior que la completa comprensio´n del feno´meno de
cambio de fase involucra el ana´lisis de los diferentes procesos que lo acompan˜an.
El ma´s importante de e´stos, desde el punto de vista macrosco´pico, es el de
transferencia de calor. Su estudio se complica por la liberacio´n o absorcio´n del
calor latente de fusio´n en la interfaz l´ıquido/so´lido. En la pra´ctica existen di-
versos me´todos para tener en cuenta el efecto del calor latente en un programa
de ana´lisis te´rmico por el MEF. Los me´todos se dividen en me´todos de malla
fija y de malla mo´vil. Como sugieren los nombres, en los me´todos de malla
fija se resuelve un sistema continuo dentro del cual se modela la progresio´n
del cambio de fase [54,60]. En los me´todos de malla mo´vil, las regiones del
so´lido y del fluido se tratan por separado, y la interfaz de cambio de fase se
trata como un contorno mo´vil. En este cap´ıtulo limitaremos el estudio a los
me´todos de malla fija. En las referencias [54–59] pueden encontrarse detalles
de otros me´todos de malla mo´vil.
6.2 EL PROBLEMA DE STEFAN
El problema de solidificacio´n se conoce generalmente como problema de Ste-
fan, debido a que este problema se estudio´ por primera vez por Stefan para
calcular el espesor de hielo del casquete polar. El problema cla´sico se plantea
considerando la ecuacio´n de la energ´ıa en el dominio Ω, dividie´ndolo en dos
dominios diferentes Ωl y Ωs, con Ωl + Ωs = Ω. La ecuacio´n de la energ´ıa se
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escribe como
ρlcl
∂φ
∂t
=∇TDl∇φ+Q en Ωl (6.1)
y
ρscs
∂φ
∂t
=∇TDs∇φ+Q en Ωs (6.2)
donde los sub´ındices l y s indican el l´ıquido y el so´lido, respectivamente.
La descripcio´n completa del problema requiere, adema´s de las condiciones
esta´ndar en los contornos de Dirichlet y de Neumann y las iniciales, las condi-
ciones en la interfaz de cambio de fase Γsl, que son
φp = φm (6.3a)
nTDl(∇φ)s − nTDs(∇φ)l = ρLdp
dt
en Γsl (6.3b)
donde p representa la posicio´n de la interfaz y dpdt la velocidad de movimiento de
la interfaz y Tm la temperatura de cambio de fase. La principal complicacio´n
al resolver las ecs.(6.1)–(6.3) es la indefinicio´n de la posicio´n de la interfaz de
cambio de fase, cuya posicio´n cambia en cada instante de tiempo.
6.3 ANA´LISIS POR EL MEF DE PROBLEMAS
DE CAMBIO DE FASE
Como se ha mencionado antes, los me´todos de malla mo´vil para seguimiento
del frente intentan resolver el problema cla´sico en su forma ma´s pura satis-
faciendo expl´ıcitamente las condiciones en la interfaz. Estos me´todos pueden
utilizarse para resolver problemas de cambio de fase isote´rmicos con buena
precisio´n, pero se complican extremadamente cuando hay que tratar formas
geome´tricas de la interface complejas que var´ıan con el tiempo. Debido a estas
dificultades, consideraremos en lo que sigue u´nicamente el me´todo de malla
fija. Este me´todo es muy general y permite considerar todas las condiciones
del cambio de fase sin necesidad de establecer a priori la posicio´n del frente.
Los me´todos de malla fija se basan en la formulacio´n integral de Galerkin
obtenida a partir de las ecuaciones diferenciales de gobierno.
El punto de partida de la solucio´n nume´rica es la ecuacio´n de balance
te´rmico escrita en funcio´n de la entalp´ıa. A partir de esta expresio´n puede
formularse el problema en te´rminos de la entalp´ıa de la temperatura. Ex-
plicaremos seguidamente las bases de esta formulacio´n y la obtencio´n de las
ecuaciones del MEF.
6.3.1 Definicio´n de entalp´ıa
La ecuacio´n de conservacio´n de la energ´ıa puede escribirse para todo el dominio
de ana´lisis como
∂H
∂t
=∇TD∇φ+Q (6.4)
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donde H es la funcio´n de entalp´ıa, que se define como el contenido de calor
total, por [63]
H =
∫ φ
φref
ρcdT + ρLf (6.5)
donde c es el calor espec´ıfico, φref es una temperatura de referencia, L es el
calor latente que se libera en un problema de enfriamiento o que se absorbe en
un problema de fundicio´n y f es una funcio´n de cambio de fase definida por
f(φ) =
{
0 para φ ≤ φm
1 para φ > φm
(6.6)
para un problema isote´rmico, (Figura 6.1a)
f(φ) =
⎧⎪⎨
⎪⎩
0 para φ ≤ φs
0 < g(φ) ≤ 1 para φs < φ ≤ φl
1 para φ > φl
(6.7)
para el problema no isote´rmico, (Figura 6.1b).
φ
f
(a) Isotérmico
1
φm φ
f
(b) No isotérmico
1
φs φl
Figura 6.1: Funcio´n de cambio de fase para los casos isote´rmicos y no
isote´rmicos
En las ecuaciones anteriores, φm indica la temperatura de mezcla de las
fases y φs y φl las temperaturas de las fases so´lida y l´ıquida, respectivamente.
La forma de la funcio´n g(φ) en (6.7) puede obtenerse utilizando un modelo
microestructural. La expresio´n ma´s sencilla de g(φ) es la variacio´n lineal
definida por, (Figura 6.1b)
g(φ) =
φ− φs
φl − φs (6.8)
Para el caso isote´rmico, la ec.(6.6) indica que la entalp´ıa es discontinua en
la interfaz del cambio de fase, lo que introduce una alta no linealidad en el
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problema. Esta no linealidad se suaviza en el problema no isote´rmico, ya que
la derivada de la entalp´ıa esta´ bien definida sobre la zona pasiva.
De la ec.(6.5) se deduce que
∂H
∂φ
= ρc+ ρL
∂f
∂φ
(6.9)
y
∂H
∂t
=
∂H
∂φ
∂φ
∂t
=
(
ρc+ ρL
∂f
∂φ
)
∂φ
∂t
(6.10)
Utilizando (6.10), la ec.(6.4) puede reescribirse como(
ρc+ ρL
∂f
∂φ
)
∂φ
∂t
=∇TD∇φ+Q (6.11)
Del examen de la ec.(6.11) se advierte que puede definirse un calor es-
pec´ıfico efectivo por
c = c+ L
∂f
∂φ
(6.12)
La ecuacio´n de balance te´rmico puede reescribirse utilizando (6.12) como
ρc
∂φ
∂t
=∇TD∇φ+Q (6.13)
Las condiciones de contorno de la ec.(6.13) son las usuales en un problema
de transmisio´n del calor por conduccio´n
φ− φ = 0 en Γφ (6.14a)
nTD∇φ+ q = 0 en Γq (6.14b)
En la ec.(6.14b), q es el flujo de calor que sale en direccio´n normal al
contorno de Neumann Γq. Por sencillez no se consideran pe´rdidas de calor por
conveccio´n en este contorno. En (6.14a), q es la temperatura prescrita sobre
el contorno de Dirichlet Γφ.
6.3.2 Formulacio´n de elementos finitos
El campo de temperaturas se interpola sobre el dominio de ana´lisis Ω utilizando
elementos finitos en la forma usual como
φ  φˆ =
∑
i
N
(e)
i φi (6.15)
Aplicando el me´todo de residuos ponderados de Galerkin a las ecs.(6.13)–
(6.15) se obtienen las ecuaciones de la discretizacio´n del MEF en la forma
usual
C
∂a
∂t
+Ka = f (6.16)
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con
C
(e)
ij =
∫
Ω(e)
N
(e)
i ρcNjdΩ (6.17)
K
(e)
ij =
∫
Ω(e)
∇TN (e)i D∇N (e)j dΩ (6.18)
f
(e)
i =
∫
Ω(e)
QdΩ−
∮
Γq
N
(e)
i qdΓ (6.19)
Obse´rvese que las ecuaciones son ide´nticas a las obtenidas para el proble-
ma te´rmico esta´ndard, sustituyendo el calor espec´ıfico c por el nuevo calor
espec´ıfico efectivo c dado por la ec.(6.12).
La solucio´n del problema transitorio no lineal sigue precisamente las etapas
explicadas en el Cap´ıtulo 5. La matriz de rigidez tangente en el proceso
iterativo se aproxima por
KT = K+
1
Δt
C (6.20)
Se observa que toda la no linealidad en el proceso de solucio´n se concentra
en el te´rmino ∂f∂φ de la ec.(6.12). El ca´lculo de esta derivada en problemas de
cambio de fase no isote´rmicos no presenta ningu´n problema, pues la derivada
de f esta´ bien definida. Aceptando la expresio´n (6.8), la derivada ∂f∂φ es sim-
plemente
∂f
∂φ
= 0 para φ ≤ φs y φ > φl (6.21)
y
∂f
∂φ
=
1
φl − φs para φs < φ ≤ φl (6.22)
La dificultad surge en problemas isote´rmicos. En estos casos, ∂f∂φ no esta´
definida sobre la superfice de cambio de fase. Este problema se soslaya en la
pra´ctica alisando el valor de dicha derivada dentro del proceso iterativo para
el ca´lculo de los valores de φ en el tiempo tn+1, por
j
(
∂f
∂φ
)n+1
=
1
jφn+1 − φn para
jφn+1 > φm, φ
n ≤ φm (6.23)
donde j (·)n+1 indica valores en el tiempo tn+1 correspondientes a la iteracio´n
j del proceso iterativo; y φn es la temperatura en el tiempo tn. El efecto
pra´ctico de dicho alisado se representa en la Figura 6.2.
Obviamente, la calidad de la solucio´n nume´rica en la zona pro´xima a la
interfaz del cambio de fase depende del incremento de tiempo en el algoritmo
de integracio´n y tambie´n de la densidad de elementos en esa zona. Con in-
crementos de tiempo pequen˜os y refinando la malla de manera adaptable a
medida que avanza el frente, pueden obtenerse soluciones muy precisas [8].
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φf
1
φmφn jφn+1
df
dφ =
1
jφn+1 - φn
Figura 6.2: Regularizacio´n del ca´lculo de dfdφ en el caso isote´rmico
Existen diversas variantes del me´todo anterior. Por ejemplo, algunos au-
tores prefieren operar con la entalp´ıa como la variable fundamental del pro-
blema [6,66]. Otra opcio´n es tratar el efecto del calor latente como un te´rmino
de fuente adicional [67,68]. En todos los casos las dificultades surgen del alto
gradiente producido por el calor absorbido o desprendido en la zona de la
interface. Los interesados en ampliar informacio´n sobre los detalles de cada
me´todo nume´rico pueden consultar las referencias [8,55–69].
6.4 EJEMPLOS
6.4.1 Ejemplos de solidificacio´n y fundicio´n unidimensionales
En la Figura 6.3a se muestra la geometr´ıa del problema de solidificacio´n uni-
dimensional y las propiedades del material esenciales. Las temperaturas φo
y φm indican los valores iniciales y de cambio de fase, respectivamente. El
ejemplo puede resolverse sin hacer referencia a ningu´n sistema de unidades en
particular, y se ha utilizado como referencia en numerosas publicaciones [8].
En la Figura 6.3b se resuelve el mismo ejemplo con temperaturas de signo
opuesto como un problema de fundicio´n.
Debido al cara´cter unidimensional del problema en los dos casos la solucio´n
nume´rica se obtiene con la malla de 20 elementos de 9 nodos que se muestra
en la Figura 6.3c.
Solucio´n anal´ıtica
La solucio´n anal´ıtica que se presenta se ha tomado de la ref. [70].
Problema de solidificacio´n
La posicio´n del frente de solidificacio´n se obtiene por
x = 2λ(kst)
1/2
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a) Solidificación
4
φ0 = 0 φm = -0.15φext = -45
b) Fundición
4
φ0 = 0 φm = 0.15φext = 45
c) Malla para análisis por el MEF
Figura 6.3: Problemas de solidificacio´n y fundicio´n unidimensionales. L =
70, 26, ρc = 1.0,ks = kl = k = 1.0
La temperatura en la zona so´lida (x ≤ x o φ ≤ φf ) viene dada por
φ =
φf
h1(λ)
h1
[
x
2(kst)1/2
]
La temperatura en la zona l´ıquida (x ≥ x o φ > φf ) se obtiene por
φ = φ∞ − φ∞ − φf
h2
[
λ
(
ks
kl
)1/2] h2
[
x
2(klt)1/2)
]
En las ecuaciones anteriores λ se obtiene resolviendo
e−λ2
h1(λ)
−
(
kl
ks
)1/2 φ∞ − φf
φf
e
−λ2 ks
kl
h2
[
λ
(
ks
kl
)1/2] = λLπ1/2csφf
donde
h1(x) = 1− (a1b+ a2b2 + a3b3 + a4b4 + a5b5)e−x2 + ε
y
h2(x) = 1− h1(x)
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con
b =
1
1 + px
, p = 0, 3275911
a1 = 0, 2548295 , a2 = −0, 2844967
a3 = 1, 4214137 , a4 = −1, 4531520
a5 = 1, 0614054 ,  ≤ 1, 5× 10−7
Problema de fusio´n
La posicio´n del frente de fusio´n se obtiene por
x = 2λ(klt)
1/2
La temperatura en la zona l´ıquida (x ≤ x o φ ≥ φf ) viene dada por
φ = φo − φo − φf
h1(λ)
h1
[
x
2(klt)1/2
]
La temperatura en la zona so´lida (x ≥ x o φ ≥ φf ) se obtiene por
φ =
φf
h2
[
λ
(
kl
ks
)1/2] h2
[
x
2(kst)1/2)
]
El valor de λ en estas ecuaciones se deduce de
e−λ2
h1(λ)
−
(
ks
kl
)1/2 φf
φo − φf
e−λ
2 kl
ks
h2
[
λ
(
ks
kl
)1/2] = λLπ1/2cl(φo − φf )
Las funciones h1(x) y h2(x) son las mismas que para el problema de soli-
dificacio´n.
Solucio´n nume´rica
En la Figura 6.4 y 6.5 se muestra la distribucio´n temporal de la temperatura
para los problemas de solidificacio´n y fusio´n obtenida con la formulacio´n de
elementos finitos basada en el calor espec´ıfico efectivo descrita en el apartado
anterior, utilizando un incremento de tiempo de 0,1. Se comprueba que la
solucio´n nume´rica coincide bien con la anal´ıticaq en ambos casos.
En la referencias [51–69] pueden encontrarse ma´s ejemplos de problemas
de cambio de fase resueltos por el MEF.
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Figura 6.4: Problema de solidificacio´n 1D. Comparacio´n de los resultados
obtenidos en el MEF con la solucio´n anal´ıtica
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Figura 6.5: Problema de fusio´n 1D. Comparacio´n de los resultados obtenidos
en el MEF con la solucio´n anal´ıtica
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Cap´ıtulo 7
PROBLEMAS TE´RMICOS
ACOPLADOS
7.1 INTRODUCCIO´N
Estudiaremos en este cap´ıtulo la solucio´n por el me´todo de elementos fini-
tos de problemas te´rmicos acoplados. En primer lugar trataremos proble-
mas termo-meca´nicos, t´ıpicos de meca´nica de so´lidos. En estos problemas se
produce un acoplamiento entre el campo de temperaturas y el estado tenso-
deformacional en el so´lido. Por sencillez, limitaremos el estudio detallado
al denominado caso termo-meca´nico unidireccional. Es decir, al estudio del
campo de deformaciones y tensiones en un so´lido en presencia de una variacio´n
en su distribucio´n de temperaturas. El cambio de temperaturas origina una
variacio´n en el estado tenso-deformacional del cuerpo, pero se desprecian los
efectos meca´nicos en la distribucio´n de temperaturas. Este tipo de problemas
es usual en el estudio de las deformaciones y tensiones en estructuras y piezas
meca´nicas sometidas a un ciclo te´rmico conocido.
Una variante mucho ma´s compleja del problema anterior es el estudio del
acoplamiento termo-meca´nico bidireccional completo. Es decir, estudiar la
variacio´n conjunta del estado tenso-deformacional y de la temperatura en el
cuerpo durante su deformacio´n teniendo en cuenta el acoplamiento completo
entre los feno´menos meca´nico y te´rmico. Este problema es t´ıpico en el estudio
de procesos de fabricacio´n de piezas meta´licas por conformado, en donde las
grandes deformaciones a las que se somete el material inducen cambios en la
temperatura de la pieza durante el proceso de fabricacio´n.
En la segunda parte del cap´ıtulo daremos unas pinceladas del ana´lisis de
problemas te´rmicos en fluidos en movimiento. En este caso, las ecuaciones de la
transmisio´n del calor por conveccio´n-conduccio´n esta´n fuertemente acopladas
con las de la dina´mica de fluidos. A la complejidad del problema acoplado se
an˜ade generalmente la dificultad de la no linealidad intr´ınseca de las ecuaciones
de la dina´mica de fluidos. Las aplicaciones de este tipo de problemas son muy
numerosas y abarcan el estudio de la ventilacio´n libre y forzada en recintos, el
estudio de flujos biolo´gicos y geolo´gicos, el ana´lisis de procesos de llenado de
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moldes de fundicio´n, problemas de inyeccio´n de pla´sticos, etc...
7.2 PROBLEMAS TERMO-MECA´NICOS UNIDI-
RECCIONALES
Estudiaremos el ana´lisis de la distribucio´n de temperaturas en un so´lido ela´stico
y su efecto en el campo de desplazamientos, deformaciones y tensiones in-
ducido por la variacio´n te´rmica. Para mayor sencillez supondremos un com-
portamiento lineal en el so´lido y tambie´n que el campo te´rmico no esta´ afectado
por la deformacio´n del so´lido. Como ya se ha mencionado, los problemas de
este tipo se denominan acoplados unidireccionales, ya que el acoplamiento se
produce por la influencia de la variacio´n de la temperatura en el estado tenso-
deformacional del so´lido, mientras que los cambios meca´nicos no afectan al
problema te´rmico.
7.2.1 El problema te´rmico
La ecuacio´n que rige la evolucio´n de la temperatura en el so´lido es la de la
transmisio´n del calor por conduccio´n. En el caso transitorio general, dicha
ecuacio´n se escribe como (ver Cap´ıtulo 3)
ρc
∂φ
∂t
−∇TD∇φ−Q = 0 en [Ω × t] (7.1)
La expresio´n general es va´lida para problemas uni, bi y tri dimensionales,
definiendo adecuadamente el operador gradiente ∇ y la matriz de conductivi-
dades D.
Las condiciones de contorno son las usuales para este tipo de problemas y
pueden consultarse en el Cap´ıtulo 3.
La solucio´n de la ec.(7.1) en el tiempo proporciona la evolucio´n del valor de
la temperatura en cada punto del so´lido, desde el valor inicial φo (ver Cap´ıtulo
3). Obviamente, si las condiciones de contorno y el te´rmino de flujo Q tienen
un valor estacionario, tambie´n se alcanzara´ un valor estacionario del valor de la
temperatura al cabo de cierto tiempo. En lo que sigue, denominaremos φest al
valor de la temperatura en el estado estacionario, es decir en el instante en que
la diferencia entre los valores de las temperaturas en dos tiempos sucesivos,
medida en una cierta norma, es menor que un valor prefijado.
Es interesante advertir que el valor estacionario del campo de temperaturas
puede obtenerse directamente sin necesidad de resolver el problema transitorio,
resolviendo simplemente las ecuaciones de gobierno para el caso estacionario
dadas por
∇TD∇φ+Q = 0 en Ω (7.2)
y las condiciones de contorno adecuadas (Cap´ıtulo 2).
La solucio´n por el MEF del problema conductivo estacionario sigue las
pautas estudiadas en el Cap´ıtulo 2.
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En lo que sigue definiremos como incremento de temperatura en cada punto
en el tiempo tn por
Δφn,o = φn − φo (7.3)
En el problema discreto se define
Δan,o = an − ao (7.4)
donde
Δa = [Δφ1,Δφ2, · · ·ΔφN ]T
an = [φn1 , φ
n
2 , · · ·ΔφnN ]T (7.5)
ao = [φo1, φ
o
2, · · ·ΔφoN ]T
siendo N el nu´mero total de nodos en la malla.
Por conveniencia definiremos el incremento de temperatura en un punto
entre dos instantes de tiempo sucesivos tn+1 y tn por
Δφn+1 = φn+1 − φn (7.6)
y el incremento de temperatura entre el estado estacionario y el inicial por
Δφest = φest − φo (7.7)
En la Figura 7.1 se muestran los diferentes incrementos de temperatura
mencionados.
Estas definiciones del incremento de temperatura son u´tiles para el estudio
del problema ela´stico, como se describe en el apartado siguiente.
7.2.2 El problema meca´nico acoplado te´rmicamente
Consideremos la deformacio´n de un so´lido ela´stico sometido a un conjunto
de cargas exteriores y a una variacio´n de la temperatura en cada uno de sus
puntos. Bajo dichas acciones el cuerpo sufre unos desplazamientos y, por con-
siguiente, unas deformaciones y unas tensiones. Si el so´lido en su deformacio´n
alcanza una situacio´n de equilibrio, satisface el Principio de Trabajos Virtuales
que se escribe por [6,12]∫
Ω
δεTσdΩ =
∫
Ω
δuTσdΩ+
∫
Γ
δuT tdΓ (7.8)
En la ec.(7.8) σ, b y t son los vectores de tensiones, de fuerzas ma´sicas y
de fuerzas de superficie, respectivamente, δu es el vector de desplazamientos
virtuales y δε el vector de deformaciones virtuales. La ec.(7.8) expresa la
igualdad entre el trabajo de las tensiones σ y las fuerzas exteriores b y t, al
imponer al so´lido un campo arbitrario de desplazamientos virtuales δu que
origina otro de deformaciones virtuales δε.
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φest
φn
φ0
tn tn+1
Δφ0,n
Δφn+1
Δφest
Figura 7.1: Interpretacio´n de las deformaciones te´rmicas. a) Barra empotra-
da/libre. b) Barra biempotrada. c) So´lido bidimensional.
Las tensiones existentes en el cuerpo σ se relacionan con las deformaciones
“reales” ε que sufre el cuerpo por accio´n de las cargas, a trave´s de la ecuacio´n
constitutiva
σ = D(ε− εo) (7.9)
donde ε es el vector de deformaciones totales relacionada con los desplaza-
mientos del cuerpo por la expresio´n
ε = Lu (7.10)
donde L es un operador diferencial (por ejemplo en una barra ε = dudx y L =
d
dx).
En la ec.(7.9) εo es el vector de deformaciones iniciales debidas al in-
cremento de temperatura en cada punto del cuerpo. Este vector introduce
el acoplamiento entre el problema te´rmico y el meca´nico. Es decir, debido
al incremento de temperatura en un punto, se produce una variacio´n de las
tensiones a trave´s de la expresio´n (7.9).
La explicacio´n de la ec.(7.9) es la siguiente. Esta´ aceptado que las ten-
siones en un so´lido ela´stico son proporcionales a las denominadas deforma-
ciones ela´sticas. Dichas deformaciones son una parte de la deformacio´n total
que se define para el problema multidimensional por
ε = εel + εo (7.11)
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donde ε, εel y εo son los vectores de deformaciones totales, ela´sticas e iniciales
respectivamente.
El vector de deformaciones iniciales εo es funcio´n del incremento de tem-
peratura de cada punto Δφ. Segu´n se defina dicho incremento, se obtiene un
significado diferente para εo (ver ecs.(7.3)–(7.7)). Por ejemplo en un problema
tridimensional
εo =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
εx
εy
εz
γxy
γxz
γyz
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
= αΔφ
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1
1
1
0
0
0
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(7.12)
donde α es el coeficiente de dilatacio´n te´rmica del so´lido. Se observa que una
dilatacio´n del so´lido no provoca deformaciones (ni, por consiguiente, tensiones)
tangenciales.
El significado de εo es el de la deformacio´n libre de los puntos del so´lido.
Es decir, la dilatacio´n (o contraccio´n) que sufrir´ıa un volumen diferencial que
no estuviera sometido a restricciones. Es interesante advertir que en un so´lido
que pueda deformarse libremente, sin restricciones, por efecto exclusivo de
un incremento de temperatura de sus puntos, las tensiones son nulas. La
explicacio´n es que en este caso las deformaciones totales ε coinciden con las
iniciales εo y, por tanto, las deformaciones ela´sticas que originan tensiones son
nulas.
Aclararemos estos conceptos con un sencillo ejemplo del alargamiento de
una barra por efectos te´rmicos.
♣ Ejemplo 7.1 Interpretar las deformaciones iniciales con el ana´lisis de
la barra de la Figura 7.2 sometida a un incremento te´rmico uniforme.
Solucio´n
Consideremos la barra empotrada en un extremo y libre en el otro de la
Figura 7.2a. Sometida a un incremento de temperatura uniforme en todos
sus puntos, la barra incrementara´ su longitud inicial l en la cantidad
Δ l = α Δφ l
y la deformacio´n (alargamiento) “inicial” es
ε0 =
Δl
l
= α Δφ
Como la barra no tiene el alargamiento impedido, el alargamiento total
ε es igual al producido por el incremento te´rmico, y, por consiguiente, el
alargamiento ela´stico es nulo. Es decir
εe = ε− ε0 = α Δφ− α Δφ = 0
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Por tanto, de (7.9) se deduce que la barra deformada esta´ libre de ten-
siones.
Consideremos ahora la barra biempotrada de la Figura 7.2b. Para eva-
luar las deformaciones iniciales supongamos que la barra puede alargarse
libremente. En esas condiciones, el “alargamiento inicial” de la barra
coincidir´ıa con el considerado en el caso de la barra empotrada/libre, esto
es, ε0 = αΔφ. Por otro lado, al tener la barra impedido el alargamiento
total por ser bi-empotrada, se cumple que el “alargamiento ela´stico” es
ahora
εex = εx − ε0x = 0− αΔφ = −αΔφ
y, por tanto, de (7.9) se deduce que la barra esta´ sometida a un esfuerzo
axil de compresio´n uniforme de valor N = EαΔφ.
Por consiguiente, las deformaciones iniciales te´rmicas pueden interpre-
tarse como aque´llas que tendr´ıa el so´lido al deformarse libremente, sin
coacciones exteriores y sometido a una deformacio´n axial de valor αΔφ en
cada punto (ver Figura 7.2c).
Se deduce, asimismo, del ejemplo de la barra empotrada/libre, que en
un so´lido exento de coacciones que impidan su deformacio´n libre, una
deformacio´n te´rmica no origina tensio´n alguna.
7.2.3 Discretizacio´n por el me´todo de elementos finitos
La discretizacio´n por el MEF de las ecuaciones de gobierno del so´lido sigue el
proceso usual que se resume brevemente a continuacio´n. Para ma´s detalles,
consultar las referencias [6,12].
Discretizacio´n del campo de desplazamientos
u = Nu (7.13)
donde u es el vector de desplazamientos nodales y N es la matriz de funciones
de forma.
El vector de desplazamientos virtuales se expresa igualmente por
δu = Nδu (7.14)
donde δu es el vector de desplazamientos virtuales nodales.
Discretizacio´n del vector de deformaciones
ε = Lu = LNu = Bu (7.15)
donde B = LN es la matriz de deformaciones.
De la misma forma el vector de deformaciones virtuales se expresa por
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a)
Δl=αΔφll
Sección transversal
A, E
εx = ε
0
x = αΔφ
εex = 0b)
Δφ
l
Δφ
Δφ
Deformación libre
Δl=αΔφl
εex = αΔφ
εex = 0
Deformación elástica
Ν = EAαΔφ
εex = - ε
0
x = - αΔφ
c) u = 0
u = 0
u = 0 Δφ ε0
Deformación libre
Figura 7.2: Interpretacio´n de las deformaciones te´rmicas. a) Barra empo-
trada/libre. b) Barra biempotrada. c) So´lido bidimensional
δε = Bδu (7.16)
Ecuacio´n constitutiva
σ = D(ε− εo) = DBu−Dεo (7.17)
Ecuacio´n de equilibrio
Sustituyendo las ecs.(7.13)–(7.17) en la expresio´n de trabajos virtuales (7.8),
se obtienen las ecuaciones de la discretizacio´n en la forma usual
Ku = f (7.18)
donde la matriz de rigidez K y el vector de fuerzas equivalentes nodales se
forman por ensamblaje de las contribuciones elementales dadas por
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K(e) =
∫
Ω(e)
BTDBdΩ (7.19)
f (e) =
∫
Ω(e)
NTbdΩ+
∫
Ω(e)
BTDεodΩ +
∫
Γ(e)
NT tdΓ (7.20)
La segunda integral de la ec.(7.20) incorpora el efecto de la variacio´n de
temperatura en el vector de fuerzas nodales.
Una vez obtenidos los desplazamientos nodales u resolviendo la ec.(7.18),
se calculan las deformaciones y tensiones en cada punto por las ecs.(7.15) y
(7.16), respectivamente.
Las expresiones de las matrices D y B dependen de la formulacio´n uti-
lizada para analizar el problema estructural (so´lido 3D, so´lido 2D, placa, etc.).
Asimismo, la matriz N depende del tipo de elemento finito escogido. En las
referencias [6,12] pueden encontrarse los detalles de la aplicacio´n del MEF al
ana´lisis lineal de estructuras.
7.2.4 Ana´lisis del problema termo-meca´nico unidireccional
Consideraremos la solucio´n del problema termo-meca´nico unidireccional. Es
decir, el ana´lisis tenso-deformacional de un cuerpo bajo la accio´n de cargas
exteriores y variaciones de temperatura conocidas. El acoplamiento se pro-
duce en este caso en una u´nica direccio´n: del problema te´rmico al meca´nico.
Es decir, se desprecian las variaciones de la temperatura originadas por la
deformacio´n del cuerpo. Estas variaciones hay que tenerlas en cuenta si las
deformaciones son importantes, como sucede en problemas de conformado de
piezas, donde se producen cambios de forma importantes, que generan incre-
mentos en la temperatura del cuerpo. En este caso el acoplamiento termo-
meca´nico es bidireccional. Otra situacio´n de acoplamiento termo-meca´nico
bidireccional es en el caso de que la deformacio´n del so´lido produzca cambios
en las condiciones de contorno en el problema te´rmico. Un ejemplo de este
tipo es el ana´lisis de la solidificacio´n de piezas fundidas. En estos problemas
se produce una contraccio´n de la pieza al enfriarse que hace que se separe del
molde y cambia el coeficiente de conveccio´n te´rmica en la superficie de la pieza
[62,64,65].
Las etapas en la solucio´n por el MEF del problema acoplado termo-meca´nico
unidimensional son las siguientes.
Etapa 1. Obtencio´n de la evolucio´n de las temperaturas en el cuerpo
Dicha evolucio´n se obtiene resolviendo la ec.(7.1) para el ca´lculo de la tem-
peratura en los nodos de la malla en cada instante de tiempo tn. A partir de
este valor se calcula en cada nodo el incremento de temperatura con respecto
al estado inicial, o con respecto al tiempo anterior.
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Etapa 2. Ca´lculo de los desplazamientos, deformaciones y tensiones
en el so´lido
En cada caso se calcula el vector de deformaciones iniciales εo utilizando una
u otra definicio´n de incremento de temperatura. Consideraremos las opciones
ma´s usuales para el ana´lisis de un so´lido 3D.
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Incremento de temperatura total
εo = αΔφ
n,o[1, 1, 1, 0, 0, 0]T (7.21)
Incremento de temperatura entre dos instantes de tiempo sucesivos
εo = αΔφ
n+1[1, 1, 1, 0, 0, 0]T (7.22)
Incremento de temperatura estacionario
εo = αΔφ
est[1, 1, 1, 0, 0, 0]T (7.23)
Los diferentes incrementos de temperatura en las expresiones anteriores se
definieron en el Apartado 7.2.1.
Si se utiliza la ec.(7.21) se obtienen, al resolver el problema ela´stico (7.18),
los desplazamientos, deformaciones y tensiones en el tiempo tn. Utilizando la
ec.(7.22) se obtienen los incrementos de dichos valores entre dos instantes de
tiempo sucesivos. Dichos valores pueden an˜adirse a los obtenidos en un in-
stante de tiempo anterior en un proceso de ca´lculo incremental. Por otra parte,
si se escoge la ec.(7.23) se obtiene directamente el estado tenso-deformacional
del so´lido al alcanzarse el valor estacionario de la temperatura. Esta u´ltima
opcio´n es la ma´s recomendable en la pra´ctica, siempre que se tenga la certeza
de que existe una solucio´n estacionaria, y no se desee informacio´n sobre la
evolucio´n en el tiempo de las deformaciones y las tensiones en el so´lido.
La implementacio´n pra´ctica del proceso de ca´lculo anterior es muy sencilla,
e implica u´nicamente el intercambio de las temperaturas nodales obtenidas de
la solucio´n del problema te´rmico, que pasan a ser datos en la solucio´n del
problema ela´stico.
7.3 PROBLEMAS TERMO-MECA´NICOS
BIDIRECCIONALES
Como ya se ha comentado anteriormente, si se producen grandes deformaciones
en el so´lido, o cambios en las condiciones de contorno te´rmicos durante la defor-
macio´n, se produce un acoplamiento termo-meca´nico bidireccional. Esto es, la
variacio´n de la temperatura provoca cambios en el estado tenso-deformacional
del so´lido, y estos cambios, a su vez, inducen alteraciones en la distribucio´n
de la temperatura.
Este acoplamiento bidireccional conduce a un problema no lineal de alta
complejidad. La solucio´n nume´rica del problema exige resolver conjuntamente
las ecuaciones acopladas del problema te´rmico y el meca´nico utilizando un
algoritmo iterativo de Newton-Raphson para calcular la temperatura y las
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variables meca´nicas (desplazamientos, deformaciones y tensiones) en cada in-
cremento de tiempo.
Los detalles de la solucio´n del problema termo-meca´nico acoplado bidi-
reccional se salen de los objetivos de este texto introductorio. Los interesa-
dos en este tema pueden encontrar informacio´n al respecto en las referencias
[6,62,64,65].
7.4 ACOPLAMIENTO TE´RMICO EN FLUIDOS
La temperatura juega un papel esencial en el comportamiento de un fluido.
El estudio del efecto de la temperatura en un fluido exige resolver de man-
era acoplada la ecuacio´n de transmisio´n del calor por conveccio´n-conduccio´n
transitoria, con la de la dina´mica de fluidos. El problema es de gran com-
plejidad pues el acoplamiento es generalmente de naturaleza bidireccional, y
adema´s las ecuaciones de fluido contienen usualmente te´rminos no lineales.
Presentaremos seguidamente de forma sucinta las ecuaciones fundamentales y
el proceso de solucio´n por el MEF.
Para mayor simplicidad consideraremos u´nicamente el caso de un fluido
incompresible.
7.4.1 Ecuaciones de gobierno del problema acoplado
Ecuacio´n de conservacio´n del movimiento en el fluido
ρ
[
∂vi
∂t
+ vj
∂vi
∂xj
]
− ∂σij
∂xj
− bi − ρgi[1− α(φ − φo)] = 0 (7.24)
Ecuacio´n de conservacio´n de la masa (incompresibilidad)
∂vi
∂xi
= 0 (7.25)
Ecuacio´n de transmisio´n del calor
ρc
[
∂φ
∂t
+ vi
∂φ
∂xi
]
− ∂
∂xi
Kij
∂φ
∂xj
−Q = 0 (7.26)
En las ecuaciones anteriores vi, bi y gi son la i-e´sima componente de la
velocidad en el fluido del vector de fuerzas ma´sicas, y del vector de gravedad,
respectivamente, c es el calor espec´ıfico a presio´n constante y α es el coeficiente
de expansio´n volume´trica del fluido. El u´ltimo te´rmino del primer miembro de
la ec.(7.24) surge de la denominada aproximacio´n de Boussinesq. Las tensiones
en el fluido se relacionan con las velocidades a trave´s de la ecuacio´n constitutiva
σij = 2με˙ij − δijp (7.27)
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donde μ es la viscosidad del fluido, p la presio´n, δij el delta de Kroeneker y
ε˙ij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
(7.28)
El resto de los te´rminos en las ecuaciones (7.24)–(7.26) se ha definido con
anterioridad.
Las ecs.(7.24–7.26) se completan con las condiciones de contorno ade-
cuadas. Con el problema te´rmico (ec.(7.26)) dichas condiciones son las usuales
del problema de conveccio´n-conduccio´n transitorio (Cap´ıtulo 4). Para los de-
talles de las condiciones de contorno del problema de fluidos se recomienda
consultar la ref. [6].
El acoplamiento en las ecs.(7.24–7.26) se produce usualmente a trave´s de
los te´rminos siguientes:
1. A trave´s del te´rmino ρgβφ en las ecuaciones de conservacio´n del movi-
miento. Dicho te´rmino introduce directamente el efecto de la tempera-
tura en las ecuaciones del fluido. La inclusio´n de este te´rmino es usual
para estudiar problemas de conveccio´n del aire en recintos.
2. A trave´s del te´rmino convectivo
(
ρcvi
∂φ
∂xi
)
en las ecuacioens del problema
te´rmico. Este te´rmino introduce el efecto de la velocidad del fluido en la
transmisio´n del calor.
Otros te´rminos que inducen el acoplamiento te´rmico en fluidos
El acoplamiento entre el problema te´rmico y el de flujo del fluido puede origi-
narse tambie´n por
(a) Dependencia de la viscosidad del fluido μ con la temperatura. Esta de-
pendencia es t´ıpica en problemas de flujo de metales o pla´sticos fundidos
durante procesos de llenado de moldes. A medida que el metal se enfr´ıa
la viscosidad aumenta ra´pidamente, lo que repercute en el campo de
velocidades en el fluido.
(b) Dependencia del te´rmino de fuente te´rmica Q, con las velocidades del flu-
ido. Esta dependencia es usual en el estudio de flujo pla´stico/viscopla´stico
de so´lidos. Estos problemas son t´ıpicos de procesos de conformado de
metales y pla´sticos (extrusio´n de metales, inyeccio´n de pla´sticos, etc.).
El metal se considera en su deformacio´n como un fluido de alta vis-
cosidad. El movimiento de las part´ıculas del so´lido origina un trabajo
de deformacio´n que se transforma parcialmente en calor, originando un
incremento de la temperatura. El te´rmino Q en estos casos se evalu´a por
Q = Jσij ε˙ij (7.29)
donde J es la proporcio´n de trabajo meca´nico que se transforma en calor
(usualmente J  0.7 −−0.9).
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Adicionalmente, pueden producirse en el fluido feno´menos de cambio de
fase que alteren el calor espec´ıfico, introduciendo altas no linealidades. Este
efecto se tratar´ıa con las te´cnicas estudiadas en el Cap´ıtulo 6.
7.5 Solucio´n del problema acoplado por el me´todo
de elementos finitos
La solucio´n de las ecs.(7.24)–(7.26) por el MEF es compleja y su estudio se
sale de los objetivos de este texto introductorio. Daremos seguidamente las
ideas generales de las etapas esenciales de la solucio´n.
Parte de la complejidad mencionada se debe a las dificultades de resolver
adecuadamente las ecuaciones de un fluido viscoso incompresible. Dichas di-
ficultades se deben fundamentamente a la presencia de te´rminos convectivos
no lineales en la ecuacio´n de conservacio´n del movimiento (que inducen la
turbulencia para velocidades altas) y a la necesidad de satisfacer la condicio´n
de incompresibilidad (ec.(7.15)). Para sortear estos problemas se han prop-
uesto innumerables me´todos nume´ricos [6]. Asimismo las ecuaciones de fluido
pueden simplificarse en algunos casos prescindiendo de los te´rminos convec-
tivos (flujo de Stokes) o bien de los te´rminos viscosos (flujo de Euler).
Una opcio´n usual en el MEF es utilizar la denominada formulacio´n de
velocidad-presio´n. En este caso se toman las velocidades y la presio´n como
variables fundamentales del problema del fluido. Dichas variables se interpolan
por
v =
∑
j
Nvj v¯j (7.30)
p =
∑
j
Npj p¯j (7.31)
En las ecuaciones anteriores Nvj y N
p
j son las funciones de forma utilizadas
para interpolar los campos de velocidades y de presio´n, respectivamente y (¯·)
indica valores nodales.
Por otra parte, la temperatura se interpola en la forma usual por
φ =
∑
i
Nφi φ¯i (7.32)
donde Nφi son las funciones de forma utilizadas para interpolar el campo de
temperaturas.
Sustituyendo las ecs.(7.30)–(7.32) en las ecs.(7.24)–(7.26) y utilizando me´-
todos de residuos ponderados [6] se obtiene un sistema de ecuaciones acoplado
que puede escribirse por⎡
⎣C1 0 00 0 0
0 0 C2
⎤
⎦ d
dt
⎧⎨
⎩
v¯
p¯
φ¯
⎫⎬
⎭+
⎡
⎣ [K1 +K2(v)] Q 0QT 0 0
0 0 [Kc(v) +Kd]
⎤
⎦
⎧⎨
⎩
v¯
p¯
φ¯
⎫⎬
⎭ =
⎧⎨
⎩
fv
0
fφ
⎫⎬
⎭
(7.33)
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En la ec.(7.33) C1 y C2 son las matrices que surgen de los te´rminos en
derivadas temporales en las ecs.(7.24) y (7.26), respectivamente, K1 es una
matriz que depende de la viscosidad del fluido y la matriz K2(v) surge de
los te´rminos convectivos en (7.24). La matriz Q surge del te´rmino en que
interviene la presio´n,Kc yKd son, respectivamente, las matrices de conveccio´n
y conduccio´n en el problema te´rmico (Cap´ıtulo 4) y fv y fφ son los vectores de
fuerzas nodales en los problemas de fluido y te´rmico, respectivamente. En la
referencia [6] pueden encontrarse los detalles de obtencio´n de estas matrices.
La ec.(7.33) incluye todos los acoplamientos entre los problemas de fluido y
te´rmico antes mencionados. Dicha ecuacio´n se resuelve en el tiempo utilizando
un esquema de integracio´n temporal impl´ıcito o expl´ıcito (ver Cap´ıtulo 3).
Debido a las no-linealidades inducidas por los distintos acoplamientos, as´ı
como por la no linealidad intr´ınseca del te´rmino convectivo en el fluido, debe
utilizarse un algoritmo iterativo para encontrar la solucio´n dentro de cada
incremento de tiempo. Una opcio´n usual es utilizar un algoritmo predictor-
corrector del tipo explicado en el u´ltimo apartado del Cap´ıtulo 5.
Otra alternativa es utilizar un algoritmo escalonado para resolver el sistema
acoplado (7.53). Para ello se separan las ecuaciones del fluido y del problema
te´rmico como[
C1 0
0 0
]
d
dt
{
v¯
p¯
}
+
[
(K1 +K2) Q
QT 0
]{
v¯
p¯
}
=
{
fv
0
}
(7.34)
C2
dφ¯
dt
+ (Kc +Kd)φ¯ = fφ (7.35)
El esquema escalonado “expl´ıcito” ma´s sencillo se basa en calcular los
valores de las velocidades y la presio´n en el tiempo tn+1 integrando la ec.(7.34)
utilizando valores de la temperatura en tn. Tras ello se integra la ec.(7.35) para
el ca´lculo de φ¯
n+1
utilizando los valores de v¯n+1 y p¯n+1 calculados de (7.34)
y as´ı sucesivamente. Naturalmente, en problemas altamente no lineales, es
preciso iterar dentro de un incremento de tiempo para encontrar los valores de
v¯n+1, p¯n+1 y φ¯
n+1
que satisfagan las condiciones de balance en el tiempo tn+1.
Dicho proceso iterativo puede efectuarse tambie´n de forma escalonada. Para
ma´s detalles sobre este tipo de te´cnicas de solucio´n de problema acoplados no
lineales se recomienda consultar las referencias [6,63–65].
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Appendix A
CA´LCULO DE LAS
INTEGRALES EN FORMA
DISTRIBUIDA
Consideremos el ca´lculo de
∫
Ω
wj
∂r
∂xj
dΩ (A.1)
donde wj es una funcio´n continua y r es una funcio´n definida a nivel elemental
y por tanto discontinua entre elementos. Consecuentemente la derivada ∂r∂xj
no se encuentra definida a lo largo de la frontera elemental.
La integral (A.1) puede ser evaluada de la siguiente forma
∫
Ω
wj
∂r
∂xj
dΩ =
∑
e
∫
Ωe
wj
∂r
∂xj
dΩ+
∑
f
∫
Γf
wj [[r]]njdΓ (A.2)
El primer sumatorio del te´rmino de la derecha representa la suma de las
integrales evaluadas dentro del dominio de cada elemento, mientras que el
segundo sumatorio toma en cuenta los saltos debidos a la discontinuidad de
la funcio´n r entre los elementos. Este te´rmino toma en cuenta la suma de las
integrales evaluadas a lo largo de las fronteras compartidas por dos elementos.
Los contadores e y f var´ıan respectivamente con el nu´mero de elementos y las
fronteras elementales existentes en la malla.
La figura A.1 muestra el caso de dos elementos triangulares A y B que
comparten una frontera comu´n Γ. Para cada elemento se tomara´ en cuenta que
la normal sobre las fronteras se dirija hacia el exterior del elemento. Debido a
que la discontinuidad entre las funciones es evaluado en direccio´n de la normal,
el signo de estas no es relevante en el resultado de (A.2). Dicha discontinuidad
para el caso mostrado es
[[r]] = (r)B − (r)A (A.3)
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Figura A.1: Frontera comu´n Γ entre elementos adyacentes
donde (r)B y (r)A son los valores de r en Γ obtenidos para los elementos B
y A, respectivamente. Si el signo del vector normal cambia, el signo de la
discontinuidad (A.3) tambie´n lo hara´ de manera que el signo del producto
[[r]]nj permanecera´ constante.
La integral de la discontinuidad a lo largo de Γ puede ser obtenida como
la contribucio´n de todos los elementos que comparten el lado Γ
∫
Γ
wj [[r]]njdΓ =
∫
ΓB
wjrBnjdΓ−
∫
ΓA
wjrAnjdΓ (A.4)
En este caso ΓB representa el contorno Γ en el elemento B, mientras que
ΓA corresponde al mismo lado visto desde el elemento A. De la Figura A.1 se
observa que nA = n y nB = −n. Sustituyendo en (A.4)∫
Γ
wj [[r]]njdΓ = −
∫
ΓB
wjrBnBjdΓ−
∫
ΓA
wjrAnAjdΓ (A.5)
Consecuentemente la integral de la discontinuidad sobre Γ puede ser sep-
arada en dos integrales, cada una involucrando los te´rminos asociados a cada
uno de los elementos que comparten el lado. La suma de dichas integrales para
todos los lados de los elementos puede expresarse, en funcio´n de las integrales
a lo largo de las fronteras elementales como
∑
f
∫
Γf
wj[[r]]njdΓ = −
∑
e
∫
Γe
wjrnjdΓ +
∫
Γ
wjrnjdΓ (A.6)
donde Γe representa a los tres lados del elemento e, mientras que Γ corresponde
a las fronteras del grupo de elementos que coinciden con la frontera de Ω. La
segunda integral del te´rmino de la derecha de (A.6) aparece debido a que las
discontinuidades han sido consideradas entre dos elementos adyacentes y no
sobre la frontera Γ. Sustituyendo (A.6) en (A.2) se obtiene
∫
Ω
wj
∂r
∂xj
dΩ =
∑
e
[∫
Ωe
wj
∂r
∂xj
dΩ−
∫
Γe
wjrnjdΓ
]
+
∫
Γ
wjrnjdΓ (A.7)
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El u´ltimo paso consiste en integrar por partes las integrales sobre el dominio
de cada elemento como∫
Ωe
wj
∂r
∂xj
dΩ = −
∫
Ωe
∂wj
∂xj
rdΩ+
∫
Γe
wjrnjdΓ (A.8)
Sustituyendo (A.8) en (A.7) se obtiene finalmente∫
Ω
wj
∂r
∂xj
dΩ = −
∑
e
∫
Ωe
∂wj
∂xj
rdΩ+
∫
Γ
wjrnjdΓ
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