A satellite in an elongated elliptical orbit may be operated while switching the configuration for communications according to changes in altitude. Although such operation is generally complicated as compared with a satellite in low Earth orbit, there is still a common desire to maximize the amount of downlink data. To this end, the operation plan for communications configuration needs to be optimized in detail according to momentary changes, so that more data can be downlinked. Conversely, switching the configuration many times leads to an increase in the operational load for satellite operators. We thus want to control the number of configuration changes. This problem of creating such an operation plan is too complex to be dealt with solely by human operators. In particular, as there are more options in configuration, the number of combinations increases exponentially. Therefore, by representing the operation plan graphically, this paper reduces the planning problem to a shortest path problem, and solves it to obtain an operation plan for maximum downlink. We also introduce parameters to adjust configuration changes, and obtain the correlation between the amount of downlink data and the switching frequency.
Introduction
Downlink operation planning of a satellite in low Earth orbit (LEO) is generally not a complex problem for the following reasons: (1) the satellite is placed in a sun-synchronous, sub-recurrent orbit at a nearly constant altitude so that it repeats the same ground track, and (2) the operation of connecting a ground station is typically performed with a fixed antenna and fixed RF output power, and at a fixed downlink data rate.
The Arase satellite, developed by the Exploration of energization and Radiation in Geospace (ERG) project team at JAXA, operates in an elongated elliptical orbit, as shown in Fig. 1 . 1, 2) However, due to the changing altitude and communication range, the antenna and RF output power must be switched accordingly. When flying at a low altitude near This study focuses on operation of the Arase satellite with the objective of maximizing the downlink mission data by effectively utilizing the limited resources of the satellite and ground system. To maximize the overall mission data, the downlink must be properly configured in a timely manner. The operation plan must select a high-speed rate for as long as possible, while sequentially switching the satellite's configuration according to changing altitude as shown in Fig.  2 . Consideration must be given to not only operation during one path but also to cases of multiple ground stations. Whenever the satellite's communication mode or the ground station is changed, the transmission time may be compromised by the interruption in communication. Therefore, it is strategically important to minimize transmission loss while switching between communication modes at the best possible time. Moreover, in real-world operation, switching between communication modes or stations imposes an additional workload. For this reason, the downlink mission data, as long as the minimum amount required is ensured, could be compromised by the number of configuration changes. However, it is too demanding for human operators to continue making such effective decisions in an ever-changing situation.
In this study, the problem of maximizing downlink data is represented by a directed acyclic graph that models a decision network, and is solved as a shortest path problem. This paper describes the algorithm to formulate the problem as a shortest path problem. We also describe how to generate Pareto-optimal solutions in order to make the trade-off between the amount of data transmitted and the number of changes made in a communication mode. 
A Graph-Theoretic Approach

Model for detection network
The Arase satellite selects one communication mode at a time to communicate with one ground station. In this paper, all available communication modes over the course of the satellite's path are calculated in advance from the orbit and the locations of ground stations, and are treated as known beforehand. Figure 3 (left side) shows the downlink operation during one path. The vertical axis represents time; the horizontal axis represents each communication mode. The bar indicates that a communication mode is available to operate during that period of time. Multiple communication modes can be available at the same time. In this case, the best communication modes are defined as maximizing the amount of downlink data. We also consider at which time to switch the mode. Which communication mode can be selected depends on the start and end of geometric visibility, the time when other communication modes become available or unavailable. There is no need to think about other timing to switch because when a high-speed data rate becomes available during operation at a low-speed data rate, there is no benefit in switching to high speed after operating at low speed for a while. For the amount of downlink data to be maximized, one should switch from the beginning at the time of the high-speed rate becoming available, or should not switch at all. Switching in the middle is not effective.
The time at which to switch communication modes is thus associated with the geometric acquisition of signal (AOS), loss of signal (LOS), and the start and end points of communication mode availability. These points in time are nodes on the graph. The downlink operation is described as a transition between nodes, and represented as edges on the graph. The amount of downlink data is calculated by multiplying the communication duration by a communication data rate. These values are set as edge costs. The start and end points for the entire graph are based on the analysis period of interest, as shown in Fig. 3 (right side). This decision network graph is a directed acyclic graph, and the maximum amount of downlink data can be expressed as the sum of the costs of the edges that are passed in the optimal route in the decision network. 
Model for trade-off analysis between amount of downlink data and operational load
Section 2.1 explained how to generate a decision network graph to find the maximum amount of downlink data. From a human operator's standpoint, there is another incentive for reducing the number of switching events while sacrificing some reasonable amount of downlink data. A smaller number of switching events imposes a lower operational load and offers higher operability. We perform a Pareto analysis in order to analyze the trade-off relation between amount of downlink data and operational load. Pareto analysis shows the relation between the amount of downlink data and the number of switching events. We introduce another parameter for suppressing mode switching into the graph. Increasing this The problem is whether to change the configuration, in order to maximize downlink data.
The problem is whether or not to switch the configuration, in order to maximize downlink data.
parameter restrains the changing of modes. We vary this parameter and discuss the relation between the amount of downlink data and the number of switching events.
The Method of Generating Graph and Solving
This section describes how to generate a graph with the following steps and conduct Pareto analysis.
Searching candidate nodes between two modes
The first step is to search all the nodes. As described in Section 2.1, candidate nodes are (a) analysis start and end times, (b) geometric visible times (i.e. AOS and LOS), and (c) start and end times of the communication mode (i.e. mode enable and disable times). However, these nodes do not take into account a time loss by switching. It is necessary to separately define (d) the transition source node and transition destination node in consideration of the switching time based on (b) and (c). The types of candidate nodes are listed in Table  2 . The analysis start and end times of (a) are obvious as determined by the user. The geometric visible start and end times of (b) are determined by the geometric positional relationship between the satellite and the ground station. The communication mode start and end times of (c) are also precomputed and given. Therefore, one needs to figure out the transition source and destination nodes in (d). As a premise, switching is not instantaneous and takes some time. Here are two considerations: (1) The other case is the transition destination nodes that are defined based on LOS or end of the communication mode. The time of the transition destination node is determined by adding the switching time to the time of the transition source node. As shown in Fig. 4 , communication at 1 Mbps becomes unavailable, and switching to 64 kbps needs to happen at some point. Since one wants to operate at 1 Mbps as long as possible, the time that transition back to 64 kbps is completed is set by adding the switching time to the 1 Mbps communication end time � � , and this is denoted by � � . This algorithm above, however, also calculates unnecessary nodes because the data rate of each mode is not considered. One example is the switchable point during the 1 Mbps communications, which is obtained by subtracting the switching time from the 64 kbps communication start time, as shown in Fig. 5 . In terms of downlink maximization, transitions by these nodes are not used. Also, nodes can be created where no communication mode is available. However, to keep the algorithm simple as well as extract a complete set of candidate nodes, we leave it as it is. 
Improved algorithm to search for all nodes
In Section 3.1, we focused on communication between two communication modes and explained how nodes are defined. This section describes how to do this over all communication modes and all ground stations. The problem entails the computational effort. We want to avoid brute-force calculation of all possible combinations. Therefore, we attempt to improve the algorithm as described below. The node's parameters consist of time, communication mode, and ground station. Therefore, by ignoring the mode and station, only the node time candidate is extracted at first. As described earlier in Section 3.1, the node time is either the time of AOS or LOS, the start or end times of the Fig. 6 . After that, the time list for the nodes is associated with the ground station and the communication mode, as shown in Fig.  7 . Let n be the number of node times in the list, m the number of communication modes, and k the number of ground stations. The total number of all nodes is n � �k � m� � �. Plus 2 means the start and end points of the graph. This includes useless nodes that would not be used for maximizing the downlink data. However, to ensure completeness and simplify the calculation, we decided not to perform thinning. 
Connecting nodes
After nodes are all created, the next step is to generate edges that represent transitions between nodes. These nodes are arranged in order of time from start to end of the graph. First, as shown in Fig. 8 , edges are created that connect vertically aligned nodes, meaning that no switching occurs. The bars in the figure represent communicable periods. Next, as shown in Fig. 9 , edges are created that run obliquely downward to represent transition (switching) between communication modes. As described earlier, it is necessary to take the switching time into consideration. One way to do this is that a connection is made to a node of the earliest possible time after the time of origin node plus the switching time. Since node candidates are exhaustively provided in Section 3.2, the corresponding nodes must be found. Although unnecessary edges are also generated in this process, such edges are not removed to keep the algorithm simple. 
Setting edge costs for formulating the shortest path problem
Once nodes and edges are all created as described in the previous two sections, edge costs are then calculated. Cost consists of two parameters: downlink amount and suppressing factor for switching during downlink operation. An operation plan is presented as a route from start to end on the graph. To search for the maximum amount of downlink data, the graph is to be reduced to a shortest path problem. The solver utilizes Dijkstra's algorithm in MATLAB. This is a famous algorithm that solves the single start point shortest path problems when edge costs are non-negative.
3)
Calculating cost for downlink amount
A node has a time property, and the amount of downlink data can be calculated by multiplying the time difference between nodes by a communication data rate. During the duration of no downlink operation and switching time, the downlink amount will be zero. The total downlink amount is calculated by adding up all "costs" through the edges from the start point to the end point of the graph.
Dijkstra's algorithm is the method of finding the route of the minimum total cost. For the downlink operation planning problem to be solved as a shortest path problem for maximum amount of downlink data, "maximum downlink" needs to correspond to "minimum cost". Therefore, one needs to define a cost function such that high-speed rate downlink operation comes with low cost, whereas no operation comes with high cost. To this end, all cost functions are multiplied by ��. However, the use of Dijkstra's algorithm in MATLAB requires that all costs are non-negative. For this reason, we add to the cost function on each edge the value that would be obtained if operating at the highest communication data rate so that the cost function is non-negative everywhere on the graph, the cost on the segment of the highest communication data rate is zero, as shown in Fig. 10 . Conversely, the cost of no downlink operation segment is maximum. The cost c on each edge is calculated for a time period from � � to � � as follows:
(1) where � �� and � ��� denote the communication data rate on that edge and the satellite's maximum communication data rate, respectively. By the way, one could think of another way of doing this: using reciprocal. However, it may not necessarily maximize the arithmetic sum of the downlink amount as shown in Fig.  11 . Fig. 11 . Another way of defining cost function using reciprocals.
Setting cost for Pareto analysis
To perform a Pareto analysis on downlink amount and operational load on the ground, the cost function introduces another parameter that suppresses communication mode and ground station switching. In the shortest path problem, an edge with a higher cost has less chance of being in the optimal route. Given this fact, we introduce a penalty term to add to the cost function when transitioning to another communication mode. This penalty term is a time function instead of a constant because the time interval between transition start and end is different by edge. Therefore, the cost for switching is calculated by extending Eq. (1) In this paper, we vary the parameter α to analyze the relationship between downlink amount and switching frequency. This is mathematically equivalent to the typical method of defining a weighted sum multi-objective function and varying the weights among conflicting objectives. 
Test case for algorithm validation
For validating the algorithm, we present in Fig. 13 a test case for optimal operation planning for maximizing the amount of downlink data. In this case, there are 6 communication modes and 2 ground stations, and the analysis period is set to 4 hours. Note that this situation is much simpler than actual operation. As a result, it turns out that 306 nodes and 3238 edges are generated, computing time is 15 seconds, and the maximum downlink amount is 0.37 GB. Manual calculation yielded the same results while it took more than 10 minutes. 
Real case of downlink amount maximization
As a real case using the existing spacecraft, we perform downlink maximization for the Arase satellite. For the Arase case, there are 12 communication modes and 6 ground stations, and the analysis period is set to 2 weeks. The real operation plan is generated by the planning system for the Arase satellite. The blue line in Fig. 14 indicates the integration of the amount of downlink data simulated based on the above operation plan.
Next, we generate the operation plan using the graph-theory approach based on the same orbit. The computation took about 20 minutes, and the resulting graph has 394,778 nodes and 28,413,720 edges. The orange line in Fig. 14 indicates the resulting amount of downlink data. It is obviously impractical for human planners to find the optimal operation plan in such a large-sized problem.
The operation plan using the graph-theory approach acquires a much greater amount of downlink data than the real operation plan, as shown in Fig. 14. This algorithm was found to be useful for planning to maximize the amount of downlink data. Fig. 15 shows the details of operation plans on a day when the amount of downlink data that differs the most. It turns out that the graph-theory approach makes a switch to use a higher speed communication link. However, a simple comparison of two operation plans cannot be made. This is because such a comparison must consider that the real operation plan is restricted due to housekeeping operation, and that a conflict exists between ground station resources and the satellite operator's workdays. Nevertheless, the operation plan using the graph-theory approach is effective as information for improving the operation plan for actual satellite operation. 
Pareto analysis of actual case
Pareto analysis (i.e. trade-off analysis) was conducted for the real case described in Section 4.2, varying the parameter α � �� ����� ���� ����� �� �� �� �� . Note that α � � corresponds to the sole maximization of downlink data amount.
The result shows that the downlink amount on a daily average is decreased by increasing α, as shown in Table 3 . It turns out that the downlink amount is saturated where α � �, as shown in Figs. 16 and 17. It is also found that 1 Mbps and 0.5 Mbps near apogee are dominant in terms of contribution to the total downlink amount. Moreover, as the parameter α becomes large, "micro-switching" gets penalized more and more, and the number of switching operations decreases dramatically. As a result, small downlink data rates such as 4 kbps and 64 kbps are not used. Table 3 . Result of Pareto analysis. 
Feedback From Real Operation
The use of this method in real operation revealed the need for further improvement regarding the following two points.
First, Pareto analysis needs to be improved. Parameter α is difficult to tune. In the actual operation, some general criteria for switching are used. For example, a short visibility path is not used for downlink operation, low rate downlink (64 kbps and 4 kbps) is seldom operated, and the operational decisions are made via the satellite's main ground station. Satellite operation is thus planned based on its main station, and switching from the main station to another station is considered. Competition also occurs as the limited resources of ground stations are shared among satellites. Therefore, one cannot necessarily assume that all the ground stations can be used as in the optimization results. In consideration of that, planners build operation plans based mainly on the main station. We found the preset algorithm needed another function to adjust the cost so that the priority is placed on the main station as required.
As shown in the analysis result in Section 4.3, high speed downlink is dominant in contribution to the downlink amount. In real operation, the downlink data rate is almost always set to high rate like 0.5 Mbps and 1 Mbps. The switching to low rate is seldom performed except the ranging operation. This real operation plan is similar to the analysis results with large α. At the same time, it is necessary to incorporate in the preset algorithm the idea of operation centered on high rate downlink.
The second potential improvement is to add an automatic ranging operation selecting function. Some satellites operate ranging by RF in order to periodically perform orbit determination as required. The present algorithm does not consider ranging operation. The best thing is being able to calculate the operation plan including ranging operation without disturbing downlink operation.
Feedback from these actual operation standpoints can be viewed as possible future improvement.
Conclusion
We presented a graph-theoretic approach to finding the operation plan for maximizing downlink data from multiple configuration options for an elliptical orbit satellite with operational constraints by reducing it to the shortest path problem. We also developed Pareto analysis capability in order to perform the trade-off between downlink amount and the number of configuration switching events. We successfully demonstrated that the procedure presented in this study is capable of finding an optimal downlink operation in consideration of both amount of downlink data and operational load.
We also believe that this method can be applied not only to downlink operation optimization but also to other planning problems. In general, combinatorial problems of making optimal selections from many choices are too complex and difficult for humans to solve. 
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