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Abstract
Three-dimensional panel models are widely used in empirical analysis. Researchers
use various combinations of fixed effects for three-dimensional panels. When one imposes
a parsimonious model and the true model is rich, then it incurs mis-specification biases.
When one employs a rich model and the true model is parsimonious, then it incurs larger
standard errors than necessary. It is therefore useful for researchers to know correct
models. In this light, Lu, Miao, and Su (2018) propose methods of model selection. We
advance this literature by proposing a method of post-selection inference for regression
parameters. Despite our use of the lasso technique as means of model selection, our as-
sumptions allow for many and even all fixed effects to be nonzero. Simulation studies
demonstrate that the proposed method is less biased than under-fitting fixed effect esti-
mators, is more efficient than over-fitting fixed effect estimators, and allows for as accurate
inference as the oracle estimator.
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1 Introduction
Ma´tya´s (1997) suggests the three-dimensional panel model
yijt = x
′
ijtβ + αi + γj + λt︸ ︷︷ ︸
Fixed Effects
+εijt (1.1)
for (i, j, t) ∈ {1, ..., N} × {1, ...,M} × {0, ..., T}, where yijt denotes an outcome variable of unit
(i, j) at time t, xijt denotes k-dimensional explanatory variables of unit (i, j) at time t, and αi,
γj, and λt are fixed effects associated with indices i, j, and t, respectively. To fix our ideas,
consider the gravity model (Tinbergen, 1962) from the empirical trade literature where yijt
denotes the logarithm of the volume of exports from country i to country j in year t, and the
k-dimensional covariates xijt contain observed characteristics of the trade pair (i, j) in year t,
including the log GDP of country i in year t (GDPit), the log GDP of country j in year t
(GDPjt), the log distance between countries i and j (DISTij), and the dummy variable of a
bilateral trade agreement between countries i and j (TAij), among others. The fixed effects
αi, γj, and λt represent the unobserved exporting country effects, destination country effects,
and year effects, respectively. Researchers are often interested in the coefficient of DISTij
interpreted as the trade elasticity or the trade cost. Another important parameter of empirical
interest is the coefficient of TAij interpreted as the effect of bilateral trade agreements on trade
volumes. See Head and Mayer (2014) for a comprehensive review of gravity models.
To date, variants of the three-dimensional panel model (1.1) have been extensively used
in empirical analysis of international trade (see Baltagi, Egger, and Erhardt (2017) for a sur-
vey), housing (see Baltagi and Bresson (2017) for a survey), migration (see Ramos (2017) for
a survey), and consumer price. In these analyses, researchers employ various combinations of
fixed effects, including (I) αi + γj, (II) αi + γj + λt, and (III) αit + γjt, among others.
1 See
Balazsi, Matyas, and Wansbeek (2017, Tables 1.1–1.3) for a comprehensive list of empirical pa-
1 Parameters β of certain types of controls are not identified under more general combinations of fixed effects.
For example, the coefficients of GDPit and GDPjt are not identified under the fixed effect model (III) due to
the collinearity. However, the coefficients of DISTij and TAij would be identifiable under any of the three
models. In empirical analysis of bilateral trade flows, the latter two coefficients are of more common interest.
In fact substituting fixed effects (such as αit and γjt) for observed proxies (such as GDPit and GDPjt) is “now
common practice and recommended by major empirical trade economists” (Head and Mayer, 2014).
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pers and their specifications of the combinations of fixed effects. Researchers in general do not
know which combination of fixed effects correctly specifies the model of their interest. If the
true model is parsimonious and a researcher erroneously assumes a rich specification, then na¨ıve
fixed effect estimators generally entail exacerbated variances. On the other hand, if the true
model is rich and a researcher erroneously assumes a parsimonious specification, then na¨ıve
fixed effect estimators generally entail mis-specification biases. The lack of knowledge of the
true model specification therefore leads to undesired econometric results in any event.
A recent paper by Lu et al. (2018) develops a method of model selection. Their method
serves as a useful guideline for empirical researchers to choose a correct combination of fixed
effects in three-dimensional panel models. When a researcher uses a selected model to compute
estimates of β and their standard errors, it is also important that she takes into account
the statistical effects of the model selection. To our knowledge, the existing literature does
not provide a method of post-selection inference for three-way panel models. In this light,
we extend the frontier of this existing econometric literature (Lu et al., 2018) by providing a
method of inference for β accounting for the effect of the model selection. We make use of
the lasso technique along with de-biasing to this end, but our method does not require exactly
sparse fixed effects. In other words, our assumptions do allow for many and even all of the
fixed effects to be nonzero in a general combination of fixed effects.
Related Literature A three-dimensional panel model was suggested by Ma´tya´s (1997).
The literature on multi-dimensional panels is extensive today, and is surveyed in the book of
article collections edited by Ma´tya´s (2017). Its chapter written by Balazsi et al. (2017) provides
a comprehensive list of empirical research papers employing multi-dimensional panel data.
Methods of model selection in three-dimensional panels are developed by Lu et al. (2018),
and this paper was motivated by Lu et al. (2018). As stated earlier, we aim to extend this
frontier of the literature by developing a post-selection inference for the regression parameters.
We use the lasso technique for model selection and post-selection inference, but our as-
sumptions do allow for all fixed effects to be nonzero. This is because we rely on the ap-
proximate sparsity condition as opposed to the conventional sparsity. Post-selection inference
via lasso is studied by an extensive body of the literature in various contexts. This liter-
ature includes, but are not limited to, Belloni, Chen, Chernozhukov, and Hansen (2012) for
3
IV models, and Belloni, Chernozhukov, and Hansen (2014), Javanmard and Montanari (2014),
Van de Geer, Bu¨hlmann, Ritov, and Dezeure (2014), and Zhang and Zhang (2014) for linear
regression models.
Lasso estimation for panel models are suggested by Koenker (2004), Lamarche (2010),
Kock (2013), Caner and Han (2014), Lu and Su (2016), Li, Qian, and Su (2016), Qian and Su
(2016), Caner, Han, and Lee (2018), Harding and Lamarche (2019), among others. Classifica-
tion and estimation by lasso for panel models are proposed by Su, Shi, and Phillips (2016) –
also see Lu and Su (2017), Su and Ju (2018), and Su, Wang, and Jin (2017). For post-selection
inference with panel data using lasso, Belloni, Chernozhukov, Hansen, and Kozbur (2016) work
with de-meaned fixed effect models with high-dimensional controls using post-double-selection
estimator. Kock (2016) and Kock and Tang (2019) work with correlated random effect panel
models and dynamic panel models with sparse fixed effects via de-biased lasso, respectively. We
extend this frontier of the literature to three-dimensional panels. Besides the different frame-
work of three-dimensional panels as opposed to two-dimensional ones, this paper is different
from Kock (2016) and Kock and Tang (2019) in the following four technical points. First, we
extend the theory of nodewise lasso by allowing for different convergence rates to incorporate
a larger class of fixed effect models. Second, we use a different proof strategy with the sparsity
requirement of ssl(log(p ∨ (NM)))2/(N ∧M) = o(1) inspired by Belloni et al. (2012, Lemma
8), whereas an adaptation of the proof strategies of Kock (2016)2 and Kock and Tang (2019)3
to our framework would require ss2l (log(p∨ (NM)))2/(N ∧M) = o(1). This feature further ex-
tends the class of models that can be handled under our framework. Third, the sub-gaussianity
assumption of covariates, which is assumed by the majority of papers in the de-biased lasso
literature, is not required. Fourth, we allow for non-sparse coefficients based on the notion
of approximate sparsity following that of Belloni et al. (2012) instead of the Lv sparsity for
0 < v < 1 as in Kock and Tang (2019).
With all these technical relations to the existing literature, we once again emphasize that
our main contribution is the robust inference method for three-dimensional panels. Unlike two-
dimensional panels, there are a number of alternative combinations of fixed effect specifications
2See Assumption A3 (b) of Kock (2016).
3See Assumption 5 (c) of Kock and Tang (2019).
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in three-dimensional panels, and hence model selection is more important in these models
(Lu et al., 2018). We apply and extend state-of-the-art technology (e.g., Belloni et al., 2012;
Kock, 2016; Kock and Tang, 2019) to this three-dimensional panel framework which concerns
many empirical researchers.
Organization: The rest of this paper is organized as follows. We introduce the model
framework in Section 2. An overview of our proposed method is presented in Section 3. The
main theoretical result is presented in Section 4, followed by sufficient conditions discussed in
Section 5. We discuss the key assumption in the context of gravity analysis of international
trade in Section 6. We conduct simulation studies in Section 7. Section 8 concludes the paper.
2 The Model Framework
Consider the following representation of a general class of three-dimensional panel models with
large N and large M .
yijt = x
′
ijtβ +
N∑
i′=1
αi′1i=i′ +
M∑
j′=1
γj′1j=j′ +
T∑
t′=1
λt′1t=t′
+
N∑
i′=1
T∑
t′=1
αi′t′1i=i′1t=t′ +
N∑
j′=1
T∑
t′=1
γj′t′1i=i′1t=t′ + εijt (2.1)
This representation consists of a k-dimensional parameter vector β, N -dimensional parameter
vector α[N ] = (α1, ..., αN)
′, M-dimensional parameter vector γ[M ] = (γ1, ..., γM)′, T -dimensional
parameter vector λ[T ] = (λ1, ..., λT )
′, NT -dimensional parameter vector α[NT ] = (α11, ..., αNT )′,
and MT -dimensional parameter vector γ[MT ] = (γ11, ..., γMT )
′. In total, there are k+N +M +
T +NT +MT parameters involved in this representation (2.1).
Recall that conventional fixed effect models include
(I) αi + γj,
(II) αi + γj + λt, and
(III) αit + γjt,
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among others. Model (I) entails k + N +M of possibly nonzero parameters (β ′, α′[N ], γ
′
[M ])
′,
while the rest of the T + NT + MT parameters (λ′[T ], α
′
[NT ], γ
′
[MT ])
′ are all zero. Similarly,
Model (II) entails k + N +M + T of possibly nonzero parameters (β ′, α′[N ], γ
′
[M ], λ[T ])
′, while
the rest of the NT +MT parameters (α′[NT ], γ
′
[MT ])
′ are all zero. Likewise, Model (III) entails
k+NT +MT of possibly nonzero parameters (β ′, α′[NT ], γ
′
[MT ])
′, while the rest of the N+M+T
parameters (α′[N ], γ
′
[M ], λ
′
[T ])
′ are all zero. Furthermore, the representation (2.1) includes many
other combinations than these three models.
When Model (I) is true for example, then the representation (2.1) has T +NT +MT redun-
dant parameters and hence estimating the model (2.1) generally yields much larger standard
errors for the parameters β of interest than necessary. This motivates the need of model selec-
tion. We propose to use the lasso to select such redundant fixed effect parameters out of the
representation (2.1), and then conduct inference robustly accounting for the statistical effects
of the model selection.
For ease of conducting econometric analysis, we further rewrite the representation (2.1) as
yijt = x
′
ijtβ + d
′
1,itα+ d
′
2,jtγ + εijt (2.2)
where xijt = (x
′
ijt,1t=1, ...,1t=T )
′ and β = (β ′, λ1, ..., λT )′ are of dimension k0 = k + T , d1,it =
(1i=1, ...,1i=N ,1i=11t=1, ...,1i=N1t=T )
′ and α = (α[N ], α[NT ])′ are of dimension N0 = N +NT ,
and d2,jt = (1j=1, ...,1j=N ,1j=11t=1, ...,1j=M1t=T )
′ and γ = (γ[M ], γ[MT ])′ are of dimension
M0 = M +MT .
Suppose that we can decompose the fixed effects α into α and α − α and decompose the
fixed effects γ into γ and γ − γ such that
‖α‖ is bounded and
N∑
i=1
M∑
j=1
T∑
t=1
(
d′1,it (α−α)
)2
. ‖β‖0 + ‖α‖0 + ‖γ‖0 (2.3)
and
‖γ‖ is bounded and
N∑
i=1
M∑
j=1
T∑
t=1
(
d′2,it (γ − γ)
)2
. ‖β‖0 + ‖α‖0 + ‖γ‖0 (2.4)
hold, where ‖·‖0 denotes the support cardinality (the L0 norm).4 Such a decomposition is
constructed for example by setting αℓ equal to αℓ for those coordinates ℓ for which |αℓ| is large
4With this said, we emphasize that this decomposition is merely theoretical, and a researcher need not imple-
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and setting αℓ equal to zero for those coordinates ℓ for which |αℓ| is small, and similarly for γ.
Consequently, we can further rewrite the representation (2.2) as
yijt = x
′
ijtβ + d
′
1,itα+ d
′
2,jtγ + rijt + εijt
where rijt is the approximation error defined by
rijt = d
′
1,it (α−α) + d′2,jt (γ − γ)
and it satisfies
N∑
i=1
M∑
j=1
T∑
t=1
r2ijt . ‖β‖0 + ‖α‖0 + ‖γ‖0 .
Stacking the three-dimensional panel data across the NMT observations, we in turn con-
struct the matrix representation
Y = Xβ +D1α+D2γ +R + ε = Zη +R + ε, (2.5)
where Y = (y111, ..., yNMT )
′, R = (r111, ..., rNMT )′, and ε = (ε111, ..., εNMT )′, are vectors of
dimension NMT , X = (x111, ...,xNMT )
′ is a matrix of size NMT × k0, D1 = (d1,11, ...,d1,NT )′
is a matrix of size NMT × N0, D2 = (d2,11, ...,d2,MT )′ is a matrix of size NMT ×M0, Z =
[X D1 D2], and η = [β
′ α′ γ ′]′ is a vector of dimension p = k0 +N0 +M0.
If the true model is parsimonious, like Model (I), then a large number of the elements of
the high-dimensional parameters, α and γ, will be zero. Thus, a large number of the elements
of α and γ will be zero. Furthermore, for those coordinates of α and γ that are small in
absolute value, the corresponding coordinates of α and γ are set to zero in the decomposition
in light of the relatively smaller approximation errors caused by setting them to zero. We
propose to use the lasso technique to select such redundant parameters in α and γ out of
this high-dimensional model as means of model selection for the purpose of obtaining smaller
standard errors. Furthermore, accounting for the statistical effects of this model selection,
we then conduct robust inference for the main parameters β in the panel model. Section 3
illustrates an overview of our proposed method. A formal theoretical analysis will then follow
in Sections 4 and 5.
ment such a decomposition in practice. Precise requirements for the decomposition are stated in Assumptions
2 and 5 (4) ahead, followed by discussions in the context of our motivating application (1.1) in Remark 2. In
Section 6, we use world trade data to argue that these assumptions are plausible in the application (1.1).
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3 Overview of the Method
Our proposed method consists of four steps. The first step is a lasso estimation of the parameter
vector η entailing a model selection. The second step is an auxiliary step to calculate an
approximate inverse of the Gram matrix to be used in the subsequent two steps. The third
step de-biases the regularized lasso estimate from the first step. The fourth step is a calculation
of the asymptotic variance of each coordinate of the de-biased lasso estimator of β.
Step 1: For the representing equation (2.5), define the lasso estimator
η̂ ∈ arg min
η∈Rp
‖Y − Zη‖+ µP (η), (3.1)
where µ ∈ [0,∞) is a regularization tuning parameter and the penalty function P is defined by
P (η) =
∥∥∥Υ̂1β∥∥∥
1
+
1√
N
∥∥∥Υ̂2α∥∥∥
1
+
1√
M
∥∥∥Υ̂3γ∥∥∥
1
for some diagonal normalization matrix Υ̂ℓ for each ℓ ∈ {1, 2, 3}.5 In practice, the regularization
tuning parameter µ can be chosen using a cross validation via software packages.
Step 2: The next step is an auxiliary process to obtain a p×p matrix Θ̂ of approximate inverse
of the Gram matrix to be used in Step 3. We define the nodewise lasso estimator
φ̂ℓ ∈ arg min
φ∈Rk0−1
∥∥Zℓ − Z−ℓφ∥∥2 + µℓnode ∥∥∥∥ 1√NMS−ℓΥ̂ℓnodeφ
∥∥∥∥
1
(3.2)
of the ℓ-th column Zℓ on all the other (p − 1) columns Z−ℓ for each ℓ ∈ {1, ..., p}, where
µℓnode ∈ [0,∞) is a regularization tuning parameter, Υ̂ℓnode is some diagonal normalization
matrix for each ℓ ∈ {1, ..., p}, and S−ℓ is the (p− 1)× (p− 1) matrix obtained by removing the
ℓ-th row and the ℓ-th column of
S =

√
NMIk0 0 0
0
√
MIN0 0
0 0
√
NIM0
 .
In practice, the regularization tuning parameter µℓnode can be chosen using a cross validation
via software packages.
5See Remark 6 in Appendix B.1.
8
Once the nodewise lasso estimates φ̂ℓ are obtained, a p × p matrix Θ̂ approximating the
inverse Gram matrix can be constructed by
Θ̂ =

τ̂−21 0 · · · 0 0
0 τ̂−22 0 0
...
. . .
...
0 0 τ̂−2p−1 0
0 0 · · · 0 τ̂−2p


1 −φ̂11 · · · −φ̂1p−2 −φ̂1p−1
−φ̂21 1 · · · −φ̂2p−2 −φ̂2p−1
...
. . .
...
−φ̂p−11 −φ̂p−12 · · · 1 −φ̂p−1p−1
−φ̂p1 −φ̂p2 · · · −φ̂pp−1 1

, (3.3)
with τ̂ℓ given by
τ̂ 2ℓ =
1
NM
∥∥∥Zℓ − Z−ℓφ̂ℓ∥∥∥2 + µℓnode
NM
∥∥∥∥ 1√NMS−ℓΥ̂−ℓφ̂ℓ
∥∥∥∥
1
for each ℓ ∈ {1, ..., p} and φ̂ℓl denoting the l-th coordinate of the nodewise lasso estimate φ̂ℓ for
each ℓ ∈ {1, ..., p} and l ∈ {1, ..., p− 1}.
Step 3: The shrinkage by the regularization µP (η) forces a sub-vector of the lasso estimates
η̂ to be zero, and this mechanism serves as means of model selection. Since this regularization
biases the second-stage lasso estimator η̂, we further ‘de-bias’ it according to
η˜ℓ = η̂ℓ +
1
NM
Θ̂′ℓZ
′(Y − Zη̂), (3.4)
for each ℓ ∈ [p], where Θ̂ℓ is the ℓ-th column of Θ̂ and Θ̂ is the p×p approximate inverse Gram
matrix constructed in Step 2. The sub-vectors of η˜ will be denoted by η˜ =
(
β˜
′
, α˜′, γ˜
)′
.
Step 4: The asymptotic variance of
√
NM
(
β˜ℓ − βℓ
)
for ℓ ∈ {1, ..., k0} is approximated by
V̂ℓℓ = Θ̂
′
ℓΩ̂Θ̂ℓ
where Θ̂ℓ is defined in Step 3,
Ω̂ =
1
NM
N∑
i=1
M∑
j=1
(
T∑
t=1
Zijtε̂ijt
)(
T∑
t=1
Zijtε̂ijt
)′
,
and ε̂ijt is the residual from the lasso in Step 1.
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4 The Main Theory
Define the de-biased lasso estimator by
η˜ = η̂ − µ
NM
Θ̂P ′(η̂), (4.1)
where P ′ denotes the sub-gradient of P . Recall that the sub-vectors of η˜ are denoted by η˜ =
[β˜
′
, α˜′, γ˜]′, corresponding to η = [β′ α′ γ ′]′. This section presents a general limit distribution
result for each coordinate of the de-biased lasso estimator β˜ for the coefficients of xijt. We
focus on short panels with fixed T and large (N,M), although an extension to large T cases
may be feasible with alternative assumptions. While we maintain high-level assumptions in the
current section for the sake of generality, we will follow up with lower-level sufficient conditions
in Section 5.1. Define the p× p rate-adjusted Gram matrix
Ψ¯ =

1
NM
X ′X 1
M
√
N
X ′D1 1N
√
M
X ′D2
1
M
√
N
D′1X
1
M
D′1D1
1√
NM
D′1D2
1
N
√
M
D′2X
1√
NM
D′2D1
1
N
D′2D2
 , (4.2)
Let [n] = {1, ..., n} for any n ∈ N. With these notations, consider the following assumption.
Assumption 1 (Asymptotic Normality). For all (N,M), there exists a column random vector
Θ̂l such that the following conditions hold for an (N,M)-dependent choice of µ as N,M →∞.
(i) maxl∈[k0]
∣∣∣√NM(Θ̂′lQΨ¯Q− e′l)(η̂ − η)∣∣∣ = op(1).
(ii) maxl∈[k0]
∣∣∣Θ̂′lZ ′R/√NM ∣∣∣ = op(1).
(iii) For each l ∈ [k0], there exists Vll ∈ (0,∞) that can depend on (N,M) such that
V
−1/2
ll Θ̂
′
lZ
′ε/
√
NM  N(0, 1).
In the current general theoretical discussions, Assumption 1 merely requires an existence of
some Θ̂l satisfying the three conditions, and does not say how it should be constructed. Recall
that the overview of the method in Section 3 suggests a concrete way to construct such Θ̂l.
Section 5 ahead will discuss lower-level sufficient conditions to guarantee that such a concrete
construction of Θ̂l satisfies the three high-level conditions in Assumption 1.
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Theorem 1 (Asymptotic Normality). Suppose that Assumption 1 (i)–(ii) are satisfied. Then,
η˜l − ηl =
1
NM
Θ̂′lZ
′ε+ op
(
1/
√
NM
)
for each l ∈ [p]. Furthermore, if Assumption 1 (iii) is satisfied in addition, then we have
√
NM (β˜l − βl) N(0, Vll)
for each l ∈ [k0].
A proof is found in Appendix A.1.
Remark 1. The de-biased lasso estimator η˜l = η̂l − µNM Θ̂′lP ′(η̂) can be also rewritten by
replacing µP ′(η̂) by −Z ′(Y −Zη̂) following the K.K.T. condition, i.e., η˜l = η̂l+ 1NM Θ̂′lZ ′(Y −
Zη̂). This representation yields the de-biased lasso formula proposed in (3.4).
5 Sufficient Conditions and Variance Estimation
In this section, we propose lower-level sufficient conditions for the high-level general statements
in Assumption 1. These conditions provide a theoretical guarantee for the concrete practical
procedure of Section 3 to work. While the general limit distribution result in Theorem 1 did
not specify a concrete form of the asymptotic variance Vll, the current section also provides a
formula for it under these sufficient conditions. Furthermore, we propose an analog variance
estimator V̂ll, and show its consistency under these sufficient conditions.
Throughout this section, we will assume Υ̂ = Ip and Υ̂node,l = Ip−1 for all l ∈ [k0] for
simplicity, although these restrictions are not essential at all. We use the following notations
for the parameter supports: J1 = supp(β), J2 = supp(α), J3 = supp(γ), and J = supp(η),
Their cardinalities are denoted by s1 = |J1|, s2 = |J2|, s3 = |J3|, and s = |J |. We note that s is
non-decreasing in N and/or M . Similarly to the decomposition (2.5) for the main regression
model, we also consider the decomposition
Zl = Z−lφl + rl + ζl, (5.1)
E[Z−lζl] = 0
for each coordinate l ∈ [k0] of the regressors.
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5.1 Sufficient Conditions
We present sufficient conditions as five modules, Assumptions 2, 3, 4, 5, and 6, listed below.
Assumption 2 (Approximate Sparsity). (1) ‖η‖ ≤ K. (2) ‖R‖ ≤ cs .
√
s with probability
1− o(1). (3) ‖Z ′R‖ = op
(√
NM
)
.
Recall that the fixed effects α are decomposed into α and α−α such that (2.3) is satisfied,
and the fixed effects γ are decomposed into γ and γ − γ such that (2.4) is satisfied. These
conditions (2.3) and (2.4) are imposed to satisfy Assumption 2 (1) and (2). Assumption 2
(3) can be relaxed to a weaker condition,6 but we present the current condition for its better
interpretation.
Remark 2 (Discussion of the Approximate Sparsity Condition). We emphasize that the approx-
imate sparsity condition of Assumption 2 (together with Assumption 5 (4) to be stated below)
allows for many and even all the fixed effects (i.e., η as opposed to η) to be nonzero. The
assumption should be interpreted as a requirement for how the fixed effects can be decomposed
into the sparse components (α and γ) and the remaining components (α−α and γ − γ) gen-
erating R = D1 (α−α) +D2 (γ − γ) . Indeed, the assumption implicitly imposes a non-trivial
restriction on sampling procedures. For example, an i.i.d. sampling of fixed effects is not ac-
commodated, although this feature does not contradict with our sampling assumption to be stated
below as Assumption 3. With this said, the same limitations apply to all the preceding papers
(cf. Section 1) that employ (approximate) sparsity conditions on fixed effects in panel data. In
fact, the approximate sparsity is a rather plausible assumption for the sampling process in the
context of our motivating application (1.1). In gravity analysis of trade, researchers initially
used only the G7 countries, later added the OECD countries, and smaller economies have been
added more recently. Nearly half of all import and export flows are determined by the top ten
largest economies. Newly added countries to the sample tend to have very small trade volumes.
This sampling process entails fixed effects taking smaller values as sample size increases, and
it does not contradict with the approximate sparsity requirement. Section 6 elaborates on the
approximate sparsity in trade volumes based on the actual world trade data. △
6For example, sup ‖ξ‖=1
‖ξ‖0=Cs
‖ξ′Z ′R‖ = op(
√
NM) for some finite positive C.
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Assumption 3 (Moments). For each (N,M), the random vectors (Y ′ij1, Z
′
ij1, ..., Y
′
ijT , Z
′
ijT )
′,
(i, j) ∈ [N ] × [M ], are independently distributed. Furthermore, there exist q ∈ (4,∞) and
K ∈ (0,∞) not depending on (N,M) such that the following conditions hold for all l ∈ [k0].
(1)
(
1
NM
∑N
i=1
∑M
j=1E
[
maxt≤T ‖Xijt‖2q∞
])1/2q
≤ BNM and
(
E|Xijt,l|2q
)1/2q
≤ K hold for all
i, j, t, l, where BMN satisfies BNM
√
log(p ∨ (NM)) . (NM)1/2−1/q ;
(2) ‖(D1, D2)‖∞ = 1; and
(3) 1
NM
∑N
i=1
∑M
j=1
∑T
t=1 Eε
2q
ijt ∨ 1NM
∑N
i=1
∑M
j=1
∑T
t=1 E(ζ
l
ijt)
2q ≤ K2q <∞.
For any squared matrix A, define the sparse eigenvalues by
ϕmin(A,m) = inf‖ξ‖=1
‖ξ‖0≤m
ξ′Aξ and ϕmax(A,m) = sup
‖ξ‖=1
‖ξ‖0≤m
ξ′Aξ.
With these notations, we state the following assumption of sparse eigenvalues for the rate-
adjusted Gram matrix Ψ¯ defined in (4.2).
Assumption 4 (Sparse Eigenvalues). For any C > 0, there exist constants 0 < k < k < ∞,
not depending on (N,M), such that
k ≤ ϕmin(Ψ¯, Cs) ≤ ϕmax(Ψ¯, Cs) ≤ k
with probability approaching one.
For each (N,M), we write Ψ = EΨ¯ depending on (N,M), With this notation, the auxiliary
decomposition (5.1) is made according to the following conditions.
Assumption 5 (Nuisance Parameters). The following conditions are satisfied.
(1) maxl∈[k0] ‖φl‖0 ≤ sl and maxl∈[k0] ‖φl‖+ (sl)−1/2‖φl‖1 ≤ K;
(2) For all l ∈ [k0], ‖rl‖ ≤ √sl;
(3) For all (N,M), 0 < L < Λmin(Ψ) < Λmax(Ψ) < U <∞ for L, U independent of (N,M);
(4) maxl∈[k0](sl ∨ s)
√
(log(p∨(NM)))2
N∧M = o(1).
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Accounting for the possible dependence, we define the cluster-robust variance matrix
Ω =E
[
1
NM
N∑
i=1
M∑
j=1
( T∑
t=1
Zijtεijt
)( T∑
t=1
Zijtεijt
)′]
.
For each (N,M), we write Θ = (E[ Z
′Z
NM
])−1 depending on (N,M). Let Θl denote the l-th column
of Θ. We state the following assumption of finite and non-zero variance.
Assumption 6 (Variance). For any (N,M) and for all l ∈ [k0], ‖Ω‖ <∞ and Θ′lΩΘl ≥ k > 0
for a constant k which is independent of the sample size.
Remark 3. Notice that the conditions above are imposed on the Gram matrices, Ψ¯ and Ψ,
re-weighted by effective sample size, rather than the original Gram matrices, Z ′Z/NM and
EZ ′Z/NM . Assumption 3 is weaker than the common assumptions required in the literature,
such as sub-gaussianity or uniform boundedness. Assumption 4 is also assumed by Belloni et al.
(2012) and Belloni et al. (2016). It requires some small sub-matrices of the big p×p re-weighted
Gram matrix to be well-behaved. Lower level sufficient conditions are also possible by using
Lemma P1 in Belloni, Chernozhukov, Chetverikov, and Wei (2018), but are not pursued here.
Assumption 5 (1) and (2) impose sparsity on the nodewise regression parameters and the ap-
proximation errors. Assumption 5 (3) requires Ψ, the expectation of the re-weighted Gram
matrix, to be positive definite uniform over (N,M). These are rather standard in the literature.
Assumption 5 limits the models that can be handled in terms of their dimensionality and spar-
sity. Note that we need only ssl(log(p ∨ (NM)))2/(N ∧M) = o(1), whereas an adaptation of
the proof strategies of Kock (2016) and Kock and Tang (2019) to our framework would entail
ss2l (log(p ∨ (NM)))2/(N ∧M) = o(1). Finally, Assumption 6 requires Ω in the sandwich form
to be well-behaved.
The following proposition states that Assumptions 2, 3, 4, 5, and 6 are sufficient for the
high-level conditions in Assumption 1, with a concrete variance formula motivating the practical
guideline of Section 3.
Proposition 1. Assumptions 2, 3, 4, 5, and 6 imply Assumption 1 with Vll = Θ
′
lΩΘl.
A proof is found in Appendix A.2. Combining Theorem 1 and Proposition 1 together, we
state the following corollary.
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Corollary 1 (Asymptotic Normality). If Assumptions 2, 3, 4, 5, and 6 are satisfied, then
√
NM (β˜l − βl) N(0, Vll)
for each l ∈ [k0], where Vll = Θ′lΩΘl.
Remark 4. We conjecture that one can further enhance the results of Corollary 1 by showing
the honesty property (uniform validity over a large set of parameters) of confidence intervals
using the proposed procedure with no extra assumption by adapting the proof strategy of Theorem
3 of Caner and Kock (2018) or Theorem 3 of Kock and Tang (2019) to our framework.
5.2 Asymptotic Variance Estimation
Based on the asymptotic variance formula presented in Proposition 1, we suggest to compute
the cluster-robust asymptotic variance of
√
NM
(
β˜ℓ − βℓ
)
by
V̂ll =Θ̂
′
lΩ̂Θ̂l,
as suggested in Section 3. This estimator is consistent in the current assumptions as formally
stated in the following theorem.
Theorem 2 (Variance Estimator). If Assumptions 2, 3, 4, 5 and 6 are satisfied, then
max
l∈[k0]
|V̂ll − Vll| = op(1).
A proof is found in Appendix A.3.
6 Approximate Sparsity in Gravity Analysis of Trade
In this section, we discuss our key assumption, namely the assumption of approximate sparsity
(Assumptions 2 and 5 (4) – also see Remark 2), in the gravity model (1.1) of international
trade. The idea behind the approximate sparsity assumption is that only a small number of
observations have large fixed effect values, and the remaining majority of observations have
relatively modest fixed effect values that can be summarized into the approximation error term
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rijt. The assumption is likely satisfied in sampling processes where, after collecting observations
with relatively large values of fixed effects (e.g., G7 and OECD countries), the remaining
additions tend to have smaller values of fixed effects. We argue that this is plausible in common
settings such gravity analysis in international trade.
To illustratea this point, we retrieved data from the World Integrated Trade Solution
(WITS) Database, a common source of trade flows and trade costs used in gravity analy-
sis.7 We focus on country-specific import and export flows and aim to make two specific points.
First, in any given year, trade is largely dominated by a few large countries. For instance, in
2015, the WITS database contains positive import flows for 237 countries and positive export
flows for 232 countries. Nonetheless, nearly half of all import (respectively, export) flows are
determined by the top 10 largest importers (respectively, exporters) alone. Not surprisingly, the
largest importers are also the largest exporters. Second, the importance of these countries has
remained stable over time, despite the fact that (a) world trade has grown exponentially over
time and (b) WITS records exports and imports for a substantially larger number of countries
in recent years than it did even a few years ago. In this sense, the ‘new’ additions to trade
databases tend to have very small trade flows.
Using a country’s share of world imports (Table 1) as a measure of ‘importer’ importance or
a country’s share of world exports (Table 2) as a measure of exporter importance, we document
the 10 largest trading nations every 5 years starting in 1990. We note the following three
attributes of standard trade data: (1) a small number of countries account for the large majority
of world trade; (2) whether a country represents a large or small fraction of trade flows changes
slowly over time; and (3) even though many developing countries have grown substantially
since 1990, the average share of small countries has not changed very much. This last feature
is largely due to the fact that the ‘new’ countries which are added to world trade databases are
nearly always very small. To make points (1) and (2) particularly clear, we would expect that a
7This database was developed by the World Bank in conjunction with the United Nations Conference
on Trade and Development (UNCTAD), the International Trade Center, United Nations Statistical Division
(UNSD) and the World Trade Organization (WTO). The database combines information on trade flows from the
UN Comtrade database, tariff and non-tariff barriers from the UN TRAINS database, and the both preferential
and MFN tariffs from the WTO’s Integrated Data Base.
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typical country would have an import/export share of roughly 0.5% for a sample of about 200
countries. However, in any given year, fewer than 40 countries have import or export shares of
0.5%. Of the countries which have been added to the import database since 1990, their average
(median) import share was 0.07% (0.01%). Similarly, among the countries added to the export
database since 1990, their average (median) export share was 0.09% (0.03%). Regardless of
how to measure the size of these peripheral countries, their overall contribution to world trade
is extremely small.
In summary, only a small number of observations have high trade volumes. The large
majority of remaining observations have very modest and almost negligible trade shares. This
pattern remains stable over time. Since researchers first collect observations with large volumes
(e.g., G7 and OECD countries), new additions to the data thereafter entail relatively small
volumes. This common sampling process in gravity analysis of international trade is compatible
with our key assumption, namely the the assumption of approximate sparsity (Assumptions 2
and 5 (4) – also see Remark 2).
7 Simulation Studies
7.1 Simulation Setting
Consider the following three fixed effect models of three-dimensional panel data.
Model (I): yijt = xijtβ + αi + γj + εijt
Model (II): yijt = xijtβ + αi + γj + λt + εijt
Model (III): yijt = xijtβ + αit + γjt + εijt
Model (I) is nested by Model (II), and Model (II) is in turn nested by Model (III). Therefore,
Model (I) is the most parsimonious and subject to under-fitting, whereas Model (III) is the
richest and subject to over-fitting. If a researcher runs a fixed effect estimator under Model
(I) when Model (II) or (III) is true, then the estimates generally suffers from mis-specification
biases. If a researcher runs a fixed effect estimator under Model (III) when Model (I) or (II) is
true, then the estimates generally suffers from larger standard errors than necessary.
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We run simulations for varying sizes of N and M = N −1, while the length of time is set to
T = 5 throughout. This setting follows from our asymptotic theory where N and M increases
but T does not. The i and j fixed effects are generated by αi ∼ N
(
mα, s
2
α
/(√
i · (log(i+ 1))3))
and γj ∼ N
(
mγ , s
2
γ
/(√
j · (log(j + 1))3)) independently, where mα = mγ = 0 and sα =
sγ = 1. The t fixed effects are generated by λt = 0 for all t but for one year t when a
universal shock of λt = 2 is applied. The it and jt fixed effects are generated by αit ∼
N
(
mα, s
2
α
/(√
i · (log(i+ 1))3)), γjt ∼ N (mγ, s2γ /(√j · (log(j + 1))3)), mα = mγ = 0, and
sα = sγ = 1. We generate X dependently on the fixed effects according to the mixture
xijt = mx + sx · [(1− ρ) · x˜ijt + ρFijt] ,
where mx = 0, sx = 2, ρ = 0.5, x˜ijt ∼ N(0, 1), and Fijt is the standardized sum of fixed effects
for the unit (i, j, t), i.e.,
Under Model (I): Fijt = (αi + γj)
/√√√√ 1
NM
N∑
i=1
M∑
j=1
(αi + γj)
2
Under Model (II): Fijt = (αi + γj + λt)
/√√√√ 1
NMT
N∑
i=1
M∑
j=1
T∑
t=1
(αi + γj + λt)
2
Under Model (II): Fijt = (αit + γjt)
/√√√√ 1
NMT
N∑
i=1
M∑
j=1
T∑
t=1
(αit + γjt)
2
for each (i, j, t) ∈ {1, ..., N} × {1, ...,M} × {1, ..., T}. The error term is generated by εijt ∼
N(mε, s
2
ε) independently where mε = 0 and sε = 10. The main coefficient of interest is set to
β = 1. Each set of simulations consists of 10,000 Monte Carlo iterations of data generation,
estimation, and inference.
We compare five methods of estimation and inference. These are the OLS without any
individual fixed effects, the fixed effect estimator based on Model (I), the fixed effect estimator
based on Model (II), the fixed effect estimator based on Model (III), and our proposed de-biased
lasso estimator and post-selection inference. Note that the OLS is always under-fitting the true
data generating model, and hence is expected to produce mis-specification biases. The fixed
effect estimator based on Model (I) is correctly specified when the true data generating model
is Model (I), but is under-fitting Model (II) and Model (III). The fixed effect estimator based
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on Model (II) is over-fitting Model (I), correctly specified when the true data generating model
is Model (II), and under-fitting Model (III). The fixed effect estimator based on Model (III) is
over-fitting Model (I) and Model (II), but is correctly specified when the true data generating
model is Model (III).
7.2 Simulation Results
Table 3 displays Monte Carlo simulation results under Model (I) (top panel), Model (II) (middle
panel), and Model (III) (bottom panel) with the sample size N = 10 (NMT = 450). Similarly,
Tables 4 and 5 display Monte Carlo simulation results with the sample sizes N = 15 (NMT =
1050) and N = 200 (NMT = 1900), respectively. The displayed statistics are the averages,
biases, standard deviations, and root mean squared errors of estimates. Also displayed are the
coverage frequencies of the true value of β by the 95% confidence intervals. The first column of
each table shows the OLS results without any individual fixed effects. The next three columns
of each table show results of fixed effect estimators based on estimating equations of Model (I),
Model (II), and Model (III). We shall call them FE-I, FE-II, and FE-III for succinctness. The
last column of each table shows results of our proposed de-biased lasso estimator with valid
post-selection inference. We shall call it POST for succinctness.
In the top panel of each table, where the true data generating model is Model (I), OLS is
biased while FE-I, FE-II, and FE-III yield little biases. These results are consistent with the
current simulation setting as OLS mis-specifies the true model while FE-I, FE-II, and FE-III
correctly specify the true model. The bias of POST is in the middle between that of OLS
and those of FE-I, FE-II, and FE-III. In other words, POST is de-biased to some extent but
not to the full extent so that desired balances between the bias and variance are maintained.
OLS yields a smaller standard deviation than FE-I or FE-II, and FE-III yields by far the
largest standard deviation. These results are also consistent with the fact that OLS is the most
parsimonious while FE-III is the most redundant in specification. POST yields an even smaller
standard deviation than OLS. FE-I, as the oracle estimator, yields a smaller root mean square
error than OLS, FE-II, or FE-III. Furthermore, POST yields an even smaller root mean square
error than the oracle estimator, FE-I. The coverage frequency by FE-I, as the oracle estimator,
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is closer to the nominal level 95% than those of OLS, FE-II, or FE-III. Furthermore, POST
yields the coverage frequency as close to the nominal level as the oracle estimator, FE-I. In
summary, we observe that, when the true model is parsimonious, POST is more efficient than
redundantly rich models and allows for as accurate inference as the oracle estimator.
In the middle panel of each table, where the true data generating model is Model (II), OLS
and FE-I are biased while FE-II and FE-III yield little biases. These results are consistent
with the current simulation setting as OLS and FE-I mis-specify the true model while FE-II
and FE-III correctly specify the true model. The bias of POST is slightly larger than those
of FE-II and FE-III, but much smaller than those of OLS and FE-I. In other words, POST
is de-biased to a large extent but not to the full extent so that desired balances between the
bias and variance are maintained. FE-II, as the oracle estimator, yields a smaller root mean
square error than OLS, FE-I, or FE-III. Furthermore, POST yields an even smaller root mean
square error than the oracle estimator, FE-II. The coverage frequency by FE-II, as the oracle
estimator, is closer to the nominal level 95% than those of OLS, FE-I, or FE-III. POST yields
the coverage frequency as close to the nominal level as the oracle estimator, FE-II. In summary,
we observe that POST is more precise than biased parsimonious estimators, is more efficient
than redundant estimators, and allows for as accurate inference as the oracle estimator.
In the bottom panel of each table, where the true data generating model is Model (III),
OLS, FE-I, and FE-II are biased while FE-III yields a little bias. These results are consistent
with the current simulation setting as OLS, FE-I, and FE-II mis-specify the true model while
FE-III correctly specifies the true model. The bias of POST is in the middle between those of
OLS, FE-I, and FE-II and that of FE-III. In other words, POST is de-biased to some extent but
not to the full extent so that desired balances between the bias and variance are maintained.
POST yields a smaller root mean square error than any other estimator, including the oracle
estimator, FE-III. POST also yields the coverage frequency closer to the nominal level than any
estimator, including the oracle estimator, FE-III. In summary, we observe that, when the true
model is rich, POST is more precise than parsimonious estimators and allows for as accurate
inference as the oracle estimator.
The simulation results reported above demonstrate that the proposed method (POST) can
be used as a robustly applicable method of inference when a researcher does not know the correct
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fixed effect specification in practice. We also implemented many additional sets of simulations
under alternative data generating parameters, and confirm that the qualitative pattern of these
additional results remain the same as those of our baseline setting presented above. Specifically,
we consistently observe that POST is more precise than biased parsimonious estimators, is more
efficient than redundant estimators, and allows for as accurate inference as the oracle estimator.
8 Discussions
Three-dimensional panel models are widely used in empirical analysis of international trade,
housing, migration, and consumer price, among others. Empirical researchers use various combi-
nations of fixed effects for three-dimensional panels. When a researcher imposes a parsimonious
model and the true model is rich, then estimation based on the assumed parsimonious model
generally incurs mis-specification biases. When a researcher employs a rich model and the true
model is parsimonious, then estimation based on the redundantly rich model generally incurs
larger standard errors than necessary. It is therefore useful for researchers to know correct
models for an application of interest. In this light, Lu et al. (2018) propose methods of model
selection in three-dimensional panel data. In this paper, we advance this literature by propos-
ing a method of post-selection inference for regression parameters. We propose to use the lasso
technique as means of model selection and to de-bias the lasso estimate, but our assumptions
allow for many and even all fixed effects to be nonzero. Simulation studies demonstrate that
the proposed method is more precise than biased estimators by parsimonious models, is more
efficient than noisy estimators by redundant models, and allows for as accurate inference as the
oracle estimator.
We suggest a couple of directions for future research. First, our model framework does not
allow for ij fixed effects, while i, j, t, it and jt fixed effects are allowed. Although allowing for
ij fixed effects is not of interest in our motivating example,8 it may be possible to allow for such
fixed effects provided that the asymptotic setting allows for large T as well as large N and/or
8In gravity models for international trade, the main parameters of interest are the coefficient of DISTij ,
interpreted as the trade elasticity or trade cost, and the coefficient of TAij , interpreted as the effects of bilateral
trade agreements on trade volume. These parameters will not be identified once ij fixed effects enter the model.
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large M . Formal theoretical development for this case is left for future research. Second, we
conjecture that our limit distribution result can be extended to establish honest (uniformly
valid) confidence intervals, and formal theoretical investigation of the honesty property is left
for future research.
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Mathematical Appendix
Throughout, we use the following short-hand notations: Q = S/
√
NM and a = p ∨ (NM).
Also, for a matrix A, denote ‖A‖∞ = maxi,j |Ai,j|.
A Proofs of the Main Results
A.1 Proof of Theorem 1
Proof. The K.K.T. condition for the lasso program (3.1) gives
−Z ′(Y − Zη̂) + µP ′(η̂) = 0.
Note that we have SΨ¯S = Z ′Z by the definition of Ψ¯, and thus
SΨ¯S(η̂ − η) + µP ′(η̂) = Z ′ε+ Z ′R.
Multiplying both sides by Θ̂′l/
√
NM , we have
√
NMΘ̂′lQΨ¯Q(η̂ − η) +
µΘ̂′lP
′(η̂)√
NM
=
Θ̂′lZ
′ε√
NM
+
Θ̂′lZ
′R√
NM
,
where Q = S/
√
NM . Therefore, we have
√
NMe′l(η̂ − η) +
√
NM(Θ̂′lQΨ¯Q− e′l)(η̂ − η) +
µΘ̂′lP
′(η̂)√
NM
=
Θ̂′lZ
′ε√
NM
+
Θ̂′lZ
′R√
NM
.
By Assumption 1 (i)–(ii) and the definition (4.1) of the de-biased lasso, we obtain
√
NMe′l(η˜ − η) =
Θ̂′lZ
′ε√
NM
+ op(1).
Applying Assumption 1 (iii) for each l ∈ [k0] yields the weak convergence result.
A.2 Proof of Proposition 1
Proof. The sufficiency of Assumptions 2, 3, 4, and 5 for Assumption 1 (i) is provided in Lemma
5. The sufficiency of Assumptions 2, 3, 4, and 5 for Assumption 1 (ii) is provided in Lemma
6. The sufficiency of Assumptions 3, 4, 5 and 6 for Assumption 1 (iii) is provided in Lemma
7.
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A.3 Proof of Theorem 2
Proof. We introduce the intermediate object defined by
Ω˜ =
N∑
i=1
M∑
j=1
S−1
( T∑
t=1
Zijtεijt
)( T∑
t=1
Zijtεijt
)′
S−1.
Lemma 8 under Assumptions 2, 3, 4 and 5 yields maxl∈[p] ‖Θˆl‖0 ≤ Csl with probability 1−o(1)
for some C large enough for all l ∈ [k0]. Therefore, we obtain the decomposition
|Θˆ′lΩˆΘˆl −Θ′lΩΘl|
≤|Θˆ′lΩˆΘˆl − Θˆ′lΩΘˆl|+ |Θˆ′lΩΘˆl −Θ′lΩΘl|
≤‖Θˆl‖2 max‖ξ‖=1
‖ξ‖0≤Csl
ξ′(Ωˆ− Ω˜)ξ + ‖Θˆl‖21‖Ω˜− Ω‖∞ + ‖Θˆl −Θl‖2 max‖ξ‖=1
‖ξ‖0≤Csl
ξ′Ωξ + 2‖ΩΘl‖‖Θˆl −Θl‖
(A.1)
for all l ∈ [k0] By Lemma 4 under Under Assumptions 3, 4, and 5 , it suffices to bound
max ‖ξ‖=1
‖ξ‖0≤Csl
ξ′(Ωˆ− Ω˜)ξ and ‖Θˆl‖21‖Ω˜− Ω‖∞ on the right-hand side.
We first bound ‖Θˆl‖21‖Ω˜ − Ω‖∞ on the right-hand side of (A.1). Since maxl∈[p] ‖Θˆl‖0 =
Op(sl) with probability approaching one and maxl∈[p] ‖Θˆl‖ = Op(1), we have ‖Θˆl‖1 = Op(√sl)
uniformly over l ∈ [k0]. By an application of Lemma 2, we have
‖Ω˜− Ω‖∞ ≤T max
t∈[T ]
max
l∈[p]
∣∣∣ 1
NM
N∑
i=1
M∑
j=1
(Z2ijt,lε
2
ijt − E[Z2ijt,lε2ijt])
∣∣∣
.
√
σ2 log a
NM
+
B log a
NM
with probability at least 1− o(1), where
σ2 = max
t∈[T ],l∈[p]
1
NM
N∑
i=1
M∑
j=1
E[Z2ijt,lε
2
ijt]
≤ max
t∈[T ],l∈[p]
√√√√ 1
NM
N∑
i=1
M∑
j=1
E[Z2ijt,l]
√√√√ 1
NM
N∑
i=1
M∑
j=1
E[ε2ijt] = O(1)
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under Assumption 3, and
B2 =E[max
i,j,t
‖Zijtεijt‖2∞]
≤(E[max
i,j,t
‖Zijtεijt‖q∞])2/q
≤(NM)2/q( 1
NM
N∑
i=1
M∑
j=1
T∑
t=1
E[‖Zijtεijt‖q∞])2/q
≤(NM)2/q
{( 1
NM
N∑
i=1
M∑
j=1
T∑
t=1
E[‖Zijt‖2q∞]
)1/2( 1
NM
N∑
i=1
M∑
j=1
T∑
t=1
E[ε2qijt]
)1/2}2/q
.(NM)2/qB2NMO(1)
under Assumption 3. Therefore, we obtain√
σ2 log a
NM
+
B log a
NM
.
√
log a
NM
+
BNM log a
(NM)1−1/q
= O
(√ log a
NM
)
where the last rate follows from Assumption 3 (i). Combining these results, we obtain
‖Θˆl‖21‖Ω˜− Ω‖∞ = Op
(√s2l log a
NM
)
.
We next bound max ‖ξ‖=1
‖ξ‖0≤Csl
ξ′(Ωˆ − Ω˜)ξ on the right-hand side of (A.1). Note that εˆ =
ε+R− Z(η̂ − η). Thus,
max
‖ξ‖=1
‖ξ‖0≤Csl
ξ′(Ωˆ− Ω˜)ξ
= max
‖ξ‖=1
‖ξ‖0≤Csl
ξ′
N∑
i=1
M∑
j=1
1
NM
{( T∑
t=1
Zijtεijt
)( T∑
t=1
Zijtrijt
)′
−
( T∑
t=1
Zijtεijt
)( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)′
+
( T∑
t=1
ZijtRijt
)( T∑
t=1
Zijtεijt
)′
+
( T∑
t=1
ZijtRijt
)( T∑
t=1
ZijtRijt
)′
−
( T∑
t=1
ZijtRijt
)( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)′
−
( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)( T∑
t=1
Zijtεijt
)′
−
( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)( T∑
t=1
ZijtRijt
)′
+
( T∑
t=1
ZijtX
′
ijt(η̂ − η)
)( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)′}
ξ
≤(1) + (2) + (3) + (4) + (5) + (6) + (7) + (8).
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We bound each term of the last eight terms separately. First, Cauchy-Schwartz’s inequality
yields
(8) = max
‖ξ‖=1
‖ξ‖0≤Csl
ξ′
N∑
i=1
M∑
j=1
1
NM
{( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)( T∑
t=1
ZijtZ
′
ijt(η̂ − η)
)′}
ξ
≤T 2max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
N∑
i=1
M∑
j=1
ξ′ZijtZ ′ijt(η̂ − η)(η̂ − η)′ZijtZ ′ijtξ
.max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
√√√√ 1
NM
N∑
i=1
M∑
j=1
(
ξ′ZijtZ ′ijt(η̂ − η)
)2√√√√ 1
NM
N∑
i=1
M∑
j=1
(
(η̂ − η)′ZijtZ ′ijtξ
)2
.
Due to the sparsity of all the feasible ξ, we have ‖ξ‖1 ≤ √sl‖ξ‖. Thus, by Assumption 3,
Lemma 1, and Lemma 3 with µ = C
√
NM log a under Assumptions 2, 3 (1), and 4, we have
max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
N∑
i=1
M∑
j=1
(
ξ′ZijtZ ′ijt(η̂ − η)
)2
≤max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
(max
i,j
|ξ′Zijt|2) 1
NM
N∑
i=1
M∑
j=1
(
Z ′ijt(η̂ − η)
)2
≤max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
(max
i,j
‖ξ′‖21 · (1 ∨ ‖Xijt‖2∞))
1
NM
‖Z(η̂ − η)‖2
.sl · Op(1 ∨ E[max
i,j,t
‖Xijt‖2∞])Op
(s log a
NM
)
= Op
(s · slB2NM log a
(NM)1−1/q
)
. (A.2)
Therefore, (8) = Op
(
s·slB2NM log a
(NM)1−1/q
)
.
Similarly, for (1) and (3), we have
max
‖ξ‖=1
‖ξ‖0≤Csl
ξ′
N∑
i=1
M∑
j=1
1
NM
{( T∑
t=1
ZijtRijt
)( T∑
t=1
Zijtεijt
)′}
ξ
≤T 2max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
N∑
i=1
M∑
j=1
ξ′ZijtRijtεijtZ ′ijtξ
≤T 2max
t∈[T ]
max
‖ξ‖=1
‖ξ‖0≤Csl
√√√√ 1
NM
N∑
i=1
M∑
j=1
(ξ′ZijtRijt)2
√√√√ 1
NM
N∑
i=1
M∑
j=1
(εijtZ ′ijtξ)2
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Thus, by Assumptions 2 and 3 (1),
max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
N∑
i=1
M∑
j=1
(ξ′ZijtRijt)
2 ≤ max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
max
i,j,t
|ξ′Zijt|
N∑
i=1
M∑
j=1
R2ijt
≤ max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
‖ξ‖21 · (1 ∨max
i,j,t
‖Zijt‖2∞) · s
=Op
( s · slB2NM
(NM)1−1/q
)
(A.3)
for all feasible ξ. Since Z ′Z/NM = QΨ¯Q and ‖Qξ‖ ≤ ‖ξ‖,
max
‖ξ‖=1
‖ξ‖0≤Csl
1
NM
N∑
i=1
M∑
j=1
(εijtZ
′
ijtξ)
2 ≤max
i,j,t
|εijt|2 max‖ξ‖=1
‖ξ‖0≤Csl
1
NM
N∑
i=1
M∑
j=1
(Z ′ijtξ)
2
≤max
i,j,t
|εijt|2 max‖ξ‖=1
‖ξ‖0≤Csl
ξ′QΨ¯Qξ
≤max
i,j,t
|εijt|2 max‖ξ‖=1
‖ξ‖0≤Csl
ξ′Ψ¯ξ
≤Op
(
Emax
i,j,t
|εijt|2
)
ϕ2max(Ψ¯, Csl) = Op
(
(NM)1/q
)
, (A.4)
where the second inequality is due to Assumption 4 and the last uses Assumption 3 (3).
Since all the remaining terms consist of the products of the above three components, by
using (A.2), (A.3) and (A.4), we obtain
max
‖ξ‖=1‖ξ‖0≤Csl
ξ′(Ωˆ− Ω˜)ξ ≤Op
(√ s · slB2NM
(NM)1−2/q
)
+Op
(√s · slB2NM log a
(NM)1−2/q
)
+Op
(√ s · slB2NM
(NM)1−2/q
)
+Op
( s · slB2NM
(NM)1−1/q
)
+Op
(s · slB2NM√log a
(NM)1−1/q
)
+Op
(√s · slB2NM log a
(NM)1−2/q
)
+Op
(s · slB2NM√log a
(NM)1−1/q
)
+Op
(s · slB2NM log a
(NM)1−1/q
)
=Op
(√s · slB2NM log a
(NM)1−2/q
)
.
Using the rate for maxl∈[k0] ‖Θˆl −Θl‖ from Lemma 4 under Assumptions 2, 3, and 6, we have
(A.1) = Op
(√s · slB2NM log a
(NM)1−2/q
)
+
sl log a
NM
O(1) +O(1)Op(1)Op
(√sl log a
NM
)
= oP (1)
as desired.
27
Remark 5. As emphasized in the main text, recall that Assumption 5 (4) requires ssl(log(p ∨
(NM)))2/(N∧M) = o(1) instead of ss2l (log(p∨(NM)))2/(N∧M) = o(1). This is due to the fact
that we made use of the bound |Θˆ′lΩˆΘˆl− Θˆ′lΩ˜Θˆl| ≤ ‖Θˆl‖2max ‖ξ‖=1
‖ξ‖0≤Csl
ξ′(Ωˆ− Ω˜)ξ with probability
approaching unity following Lemma 8. On the other hand , in Kock (2016) and Kock and Tang
(2019), the bound based on the dual norm inequality |Θˆ′lΩˆΘˆl − Θˆ′lΩ˜Θˆl| ≤ ‖Θˆl‖21‖Ωˆ − Ω˜‖∞ is
used in place.
B Auxiliary Lemmas
B.1 Oracle Inequalities
Assumption 7 (Oracle Inequalities). For each (N,M) and for some choice of µ that depends on
(N,M), we have 2‖Υ̂−11 ε′X‖∞ ≤ µ/c, 2‖Υ̂−12 ε′D1‖∞ ≤ µ/
√
Nc and 2‖Υ̂−13 ε′D2‖∞ ≤ µ/
√
Mc
with probability 1− o(1) for some c > 1.
Assumption 8 (Weights for Penalty). There exist the ideal penalty loading matrix Υ̂0l with
all elements bounded and bounded away from zero uniformly over (N,M), sequences u, ℓ with
0 < ℓ ≤ 1 ≤ u, ℓ p→ 1, and u p→ u′ > 1 for some constant u′ such that
ℓΥ̂0l ≤ Υ̂l ≤ uΥ̂0l
with probability 1− o(1) for l = 1, 2, 3.
Remark 6. There are many possible situations where one may want to impose weights to penal-
ize different parameters differently. These situations include (1) the case where one incorporates
extra information from economic theory; (2) a penalty choice based on the theory of moderate
deviation inequality for self-normalized sums as in Belloni et al. (2012); (3) the case where
one conducts an iterating lasso algorithm such as the conservative lasso as in Caner and Kock
(2018); and (4) the common practice of normalizing the standard errrs of all covariates to one.
Assumption 9 (Restricted Eigenvalues). For any C > 0, there exists κC > 0 depends only on
C such that κ2C := κ
2
C(Ψ¯, s1, s2, s3) ≥ κC for all (N,M) with probability 1− o(1).
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Remark 7. As highlighted in Belloni et al. (2012), Assumption 4 implies Assumption 9 by the
argument in Bickel, Ritov, and Tsybakov (2009).
The following lemma presents oracle inequalities for three-dimensional panel lasso. Its proof
is closely related to Lemma 6 of Belloni et al. (2012). The main difference is that it accounts
for the presence of fixed effects with different effective sample sizes.
Lemma 1 (Oracle Inequalities). If Assumptions 2, 7, 8, and 9 are satisfied, then
‖Z(η̂ − η)‖ = (η̂ − η)′QΨ¯Q(η̂ − η) . µ
√
s√
NMκc0
+ cs,√
(η̂ − η)′ Z
′Z
NM
(η̂ − η) . µ
√
s
NMκc0
+
cs√
NM
,
‖Υ̂01(β̂ − β)‖1 .
µs
NMκ2c0κc0
+
√
scs√
NMκ2c0
+
c2s
µ
,
‖Υ̂02(α̂−α)‖1 .
µs√
NMκ2c0κc0
+
√
scs√
Mκ2c0
+
N1/2c2s
µ
, and
‖Υ̂03(γ̂ − γ)‖1 .
µs
N
√
Mκ2c0κc0
+
√
scs√
Nκ2c0
+
M1/2c2s
µ
.
Proof. From the definition of η̂, we have
‖y − Zη̂‖2 + µP (η̂) ≤ ‖y − Zη‖2 + µP (η).
Rewrite this inequality and and get
‖Z(η̂ − η) + (R + ε)‖2 + µP (η̂) ≤ ‖(R + ε)‖2 + µP (η).
‖Z(η̂ − η) + (R + ε)‖2 ≤ ‖(R + ε)‖2 + µ(P (η)− P (η̂)).
Using reverse triangle inequality and the dual norm inequality,
‖Z(η̂ − η)‖2 ≤2|ε′Z(η̂ − η)|+ 2|R′Z(η̂ − η)|+ µ
{
P ((η − η̂)J)− P ((η − η̂)Jc)
}
≤2‖(Υ̂1)−1ε′X‖∞‖Υ̂1(β̂ − β)‖1 + 2‖(Υ̂2)−1ε′D1‖∞‖Υ̂2(α̂−α)‖1
+ 2‖(Υ̂3)−1ε′D2‖∞‖Υ̂3γ̂ − γ‖1
+ 2‖R‖‖Z(η̂ − η)‖+ µ
{
P ((η − η̂)J)− P ((η − η̂)Jc)
}
≤µ
c
(
‖Υ̂1(β̂ − β)‖1 + 1√
N
‖Υ̂2(α̂−α)‖1 + 1√
M
‖Υ̂3(γ̂ − γ)‖1
)
+ 2cs‖Z(η̂ − η)‖+ µ
{
P ((η − η̂)J)− P ((η − η̂)Jc)
}
,
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where the third inequality follows from Assumptions 2 and 7. By the definition of P , we have
‖Z(η̂ − η)‖2 ≤µ
(
u+
1
c
)(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
− µ
(
ℓ− 1
c
)(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
+ 2cs‖Z(η̂ − η)‖ (B.1)
under Assumption 8.
We now branch into two cases. First, suppose that ‖Z(η̂−η)‖ < 2cs. In this case, the first
equation in the statement of the lemma is trivially true since all the terms on right-hand side
of the first equation in the statement of the lemma are non-negative. Second, suppose that
‖Z(η̂ − η)‖ ≥ 2cs. In this case,
‖Z(η̂ − η)‖2 ≤µ
(
u+
1
c
)(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
− µ
(
ℓ− 1
c
)(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
+ ‖Z(η̂ − η)‖2,
and thus (
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
≤c0
(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
, (B.2)
where c0 = (uc + 1)/(ℓc− 1). Assumption 9 implies that, for any δ which is in the choice set
of the minimum of restricted eigenvalue definition, we have
κ2c0 = minR1⊂[k], |R1|≤s1
R2⊂[N0], |R2|≤s2
R3⊂[M0], |R3|≤s3
R=R1∪R2∪R3
min
δ∈Rp\{0}
‖δcJ‖1≤C‖δJ‖1
(s1 + s2 + s3)
δ′Ψ¯δ
‖δ‖21
.
Since δ′Ψδ = δ′S−1Z ′ZS−1δ = b′Z ′Zb for b = S−1δ, we can rewrite the condition in terms of b
and obtain
κ2c0 = minR1⊂[k], |R1|≤s1
R2⊂[N0], |R2|≤s2
R3⊂[M0], |R3|≤s3
R=R1∪R2∪R3
min
b∈Rp\{0}
‖b1
Rc
1
‖1+ 1√
N
‖b2
Rc
2
‖1+ 1√
M
‖b3
Rc
3
‖1
≤c0‖bR2‖1+ 1√N ‖b
2
R2
‖1+ 1√
M
‖b3R3‖1
(s1 + s2 + s3)
‖Zb‖2
NM‖(NM)−1Sb‖21
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Note that (B.2) implies that we can let b = η̂ − η. Thus,∥∥∥∥∥ (β̂−β)J11√N (α̂−α)J21√
M
(γ̂−γ)J3
∥∥∥∥∥
2
1
≤ (s1 + s2 + s3)
κ2c0NM
‖Z(η̂ − η)‖2.
Taking the square root on both sides yields
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1 ≤
√
s1 + s2 + s3
κc0
√
NM
‖Z(η̂ − η)‖.
(B.3)
Finally, substitute this equation into (B.1) and drop the negative terms on the right-hand side
yield
‖Z(η̂ − η)‖ ≤µ
(
u+
1
c
)√s1 + s2 + s3
κc0
√
NM
+ 2cs.
This shows the first equation in the statement of the lemma.
We next obtain the L1-norm bounds. We branch into two cases. First, suppose that(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
≤2c0
(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
.
By definition of κ2c0, we have(
‖Υ̂01(β̂ − β)‖1 +
1√
N
‖Υ̂02(α̂−α)‖1 +
1√
M
‖Υ̂03(γ̂ − γ)‖1
)
≤(1 + 2c0)
(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
≤(1 + 2c0)
√
s1 + s2 + s3
κ2c0
√
NM
‖Z(η̂ − η)‖
by applying similar lines of arguments to those of the first part of the proof using 2c0 in place
of c0. Second, suppose that(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
>2c0
(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
.. (B.4)
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In this case, equation (B.1) implies
‖Z(η̂ − η)‖2 ≤µ
(
u+
1
c
)(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
− µ
(
ℓ− 1
c
)(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
+ 2cs‖Z(η̂ − η)‖ ≤ 2cs‖Z(η̂ − η)‖,
where the last inequality is due to the definition of c0 = (uc + 1)/(ℓc − 1). Equation (B.1)
further implies that(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc1‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
≤c0
(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
+
c
ℓc− 1
1
µ
‖Z(η̂ − η)‖(2cs − ‖Z(η̂ − η)‖)
≤c0
(
‖Υ̂01(β̂ − β)J1‖1 +
1√
N
‖Υ̂02(α̂−α)J2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)J3‖1
)
+
c
ℓc− 1
1
µ
c2s
≤c0
2
(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
+
c
ℓc− 1
1
µ
c2s,
where the first inequality follows from (B.1), the second inequality follows from ‖Z(η̂−η)‖(2cs−
‖Z(η̂− η)‖) ≤ maxx≥0 x(2cs− x) ≤ c2s, and the third inequality follows from (B.4). Therefore,(
‖Υ̂01(β̂ − β)‖1 +
1√
N
‖Υ̂02(α̂−α)‖1 +
1√
M
‖Υ̂03(γ̂ − γ)‖1
)
≤
(
1 +
1
2c0
)(
‖Υ̂01(β̂ − β)Jc1‖1 +
1√
N
‖Υ̂02(α̂−α)Jc2‖1 +
1√
M
‖Υ̂03(γ̂ − γ)Jc3‖1
)
≤
(
1 +
1
2c0
) 2c
ℓc− 1
1
µ
c2s,
where the first inequality is due to (B.4) and the second inequality is due to the previous
equation. Combining the two cases together, we obtain(
‖Υ̂01(β̂ − β)‖1 +
1√
N
‖Υ̂02(α̂−α)‖1 +
1√
M
‖Υ̂03(γ̂ − γ)‖1
)
≤(1 + 2c0)
√
s1 + s2 + s3
κ2c0
√
NM
‖Z(η̂ − η)‖+
(
1 +
1
2c0
) 2c
ℓc− 1
1
µ
c2s,
and the remaining three equations in the statement of the lemma follow.
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B.2 Concentration Inequality
The following lemma follows from Chernozhukov, Chetverikov, and Kato (2014) and Chernozhukov, Chetverikov, and Kato
(2015).
Lemma 2 (A Concentration Inequality). Let (Xi)i∈[n] be p-dimensional independent random
vectors, B =
√
E[maxi∈[n] ‖Xi‖2∞], and σ2 = maxj∈[p] 1n
∑n
i=1E|Xij|2. With probability at least
1− C(log n)−1,
max
j∈[p]
∣∣∣ 1
n
n∑
i=1
(|Xij| − E|Xij|)
∣∣∣ .√σ2 log(p ∨ n)
n
+
B log(p ∨ n)
n
.
Proof. The claim follows from applying Theorem 5.1 of Chernozhukov et al. (2014) to Lemma
8 of Chernozhukov et al. (2015) with t = log n, α = 1, and q = 2.
B.3 Regularized Events
Lemma 3 (Regularized Events). Fix constants c > 1 and C > 0, and let Υ̂ = I. If Assumption
3 is satisfied, then we have 2‖ε′X‖∞ ≤ µ/c, 2‖ε′D1‖∞ ≤ µ/c
√
N and 2‖ε′D2‖∞ ≤ µ/c
√
M
with probability at least 1−C(log(N∧M))−1 where µ = C√NM log a. Similarly, if Assumption
3 is satisfied, then we have ‖X−lζl‖∞ ≤ µnode,l/2c, ‖Dlζl‖∞ ≤ µnode,l/2c
√
N , and ‖D2ζl‖∞ ≤
µnode,l/2c
√
M uniformly over l ∈ [p] with probability at least 1−C(log(N∧M))−1 where µnode,l =
C
√
NM log a.
Proof. Applying Lemma 2, we have
‖X ′ε‖∞
NM
= max
l∈[k0]
∣∣∣ 1
NM
N∑
i=1
M∑
j=1
T∑
t=1
(Xijt,lεijt − E[Xijt,lεijt])
∣∣∣
.
√
σ2 log(p ∨ (NM))
NM
+
B log(p ∨ (NM))
NM
with probability 1 − C(logNM)−1, where σ2 = maxl∈[k0]maxt∈[T ] 1NME[X2ijt,lε2ijt] ≤ O(K4).
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Note that we have
B2 =E[ max
i∈[N ],j∈[M ],t∈[T ]
‖Xijtεijt‖2∞]
≤(E[ max
i∈[N ],j∈[M ],t∈[T ]
‖Xijt‖q∞|εijt|q])2/q
.(NM)2/q(E[
1
NM
N∑
i=1
M∑
j=1
T∑
t=1
‖Xijt‖q∞|εijt|q])2/q
.(NM)2/q
[(
E[
1
NM
N∑
i=1
M∑
j=1
T∑
t=1
‖Xijt‖2q∞]
)1/2(
E[
1
NM
N∑
i=1
M∑
j=1
T∑
t=1
|εijt|2q]
)1/2]2/q
=O((NM)2/qB2NM)
where the first inequality is due to Jensen’s inequality, the third inequality is due to Ho¨lder’s
inequality, and the last equality is due to Assumption 3 (1) and (3). Thus BNM log(p∨(NM))
(NM)1−1/q
=
O(
√
log a
NM
), and this implies
2c‖X ′ε‖∞ = max
l∈[k0]
∣∣∣ N∑
i=1
M∑
j=1
T∑
t=1
(Xijt,lεijt − E[Xijt,lεijt])
∣∣∣ .√NM log a = C−1µ
with probability at least 1− C(log(NM))−1 for K > 0 large enough.
Since ‖(D1, D2)‖∞ = 1 under Assumption 3 (2), an application of Lemma 2 gives
2c‖D′1ε‖∞ = max
l∈{k0+1,...,k0+N0}
∣∣∣ M∑
j=1
T∑
t=1
(D1,ijt,l − ED1,ijt,l)
∣∣∣ .√M log a = C−1µ/√N
with probability at least 1 − C(log(N ∧M))−1, where i depends on the choice of l. Note that
there are at mostMT = O(M) nonzero terms in the summand for each l. Analogous arguments
hold for ‖D′2ε‖∞ with the number of nonzero terms being at most NT = O(N) in place ofMT .
Under Assumption 3 and the choice µnode,l = C
√
NM log a, similar lines of argument to
those above show that the regularized events ‖X−lζl‖∞ ≤ µnode/2c, ‖Dlζl‖∞ ≤ µnode/2c
√
N ,
and ‖D2ζl‖∞ ≤ µnode/2c
√
M occur with probability approaching one. Applying Lemma 2, we
have
‖ζ l′Z ′−l‖∞
NM
= max
k∈[k0],l∈[p]
∣∣∣ 1
NM
N∑
i=1
M∑
j=1
T∑
t=1
(Z lijt,kζ
l
ijt − E[Z lijt,kζ lijt])
∣∣∣
.
√
σ2 log(p2 ∨ (NM))
NM
+
B log(p2 ∨ (NM))
NM
.
log a
NM
with probability 1− C(logN ∧M)−1.
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B.4 Rates of Nuisance Parameters
Throughout this section, we use the following notations. For any diagonal matrix A, Al denotes
the l-th diagonal entry and A−l denotes A with the l-th column and row removed.
The following lemma establishes behaviors of the nuisance parameters based on the node-
wise regressions under three-dimensional panel setting. It is closely related to Lemma C.9 of
Kock and Tang (2019). The main difference is that, in Kock and Tang (2019), their one-way
fixed effect modeling assumption implies their D2 = ∅ and D′1D1 = I, which in turn implies
the diagonal structure of
Θ =
ΘX 0
0 I
 ,
and greatly simplifies their estimation procedure. In our case, however, due to the potential
presence of multi-way fixed effects, such decomposition is not available. Therefore, the theory
of our nodewise regression needs to account for these fixed effects with different convergence
rates simultaneously.
Lemma 4 (Nodewise Lasso for Nuisance Parameters). Suppose Assumptions 3, 4, and 5 are
satisfied and Θ̂ is calculated following (3.3) with µnode,l = C
√
NM log a for a C > 0. It holds
uniformly over l ∈ [k0] that
‖φ̂l − φl‖1 =Op
(√ s2l log a
N ∧M
)
,
‖φ̂l − φl‖ =Op
(√ sl log a
N ∧M
)
,
|τ̂ 2l − τ 2l | =Op
(√sl log a
NM
)
,∣∣∣ 1
τ̂ 2l
− 1
τ 2l
∣∣∣ =Op(√sl log a
NM
)
,
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‖Θ̂′l −Θ′l‖1 =Op
(√s2l log a
N ∧M
)
,
‖Θ̂′l −Θ′l‖ =Op
(√ sl log a
N ∧M
)
,
‖Θ̂l‖1 =Op(s1/2l ), and
max
l∈[k0]
∣∣∣ 1
τ̂ 2l
∣∣∣ =Op(1).
Proof. The proof is consists of three steps.
Step 1 First, under Assumption 3 and by the choice µnode,l = C
√
NM log a, Lemma 3 gives that
the regularized events ‖X−lζl‖∞ ≤ µnode/2c, ‖Dlζl‖∞ ≤ µnode/2c
√
N , ‖D2ζl‖∞ ≤ µnode/2c
√
M
occur with probability approaching one uniformly over [k0]. Using the arguments similar to
those of Lemma 1, under Assumptions 4 and 5 (1) and (2), we have
1
NM
‖Z−l(φ̂l − φl)‖2 = (φ̂l − φl)′Q−lΨ¯−l,−lQ−l(φ̂l − φl) = Op
(sl log a
NM
)
, (B.5)
‖Q−l(φ̂l − φ̂l)‖1 =Op
(
sl
√
log a
NM
)
, (B.6)
‖φ̂l − φ̂l‖1 =Op
(
sl
√
log a
N ∧M
)
. (B.7)
uniformly for l ∈ [k0].
To find a bound for ‖φ̂l − φl‖ that holds uniformly over [k0], note that
(φ̂l − φl)′Q−lΨ−l,−lQ−l(φ̂l − φl) ≤(φ̂l − φl)′Q−lΨ¯−l,−lQ−l(φ̂l − φl) + ‖Ψ¯−Ψ‖∞‖Q−l(φ̂l − φl)‖21.
≤Op
(s log a
NM
)
+ ‖Ψ¯−Ψ‖∞‖Q−l(φ̂l − φl)‖21, (B.8)
by (B.5), where ‖A‖∞ denotes the maximal element of a matrix A. We now bound the second
term on the right-hand side. Note that
P
(
‖Ψ¯−Ψ‖∞ ≥ r
)
≤P
(
max
t∈[T ]
max
l∈[k0]
∥∥∥ 1
NM
∑
i,j
(X2ijt,l −EX2ijt,l)
∥∥∥
∞
≥ r/T
)
+P
(
max
t∈[T ]
max
l∈{k0+1,...,k0+N0}
∥∥∥ 1
M
∑
j
(D21,ijt,l − ED21,ijt,l)
∥∥∥
∞
≥ r/T
)
+P
(
max
t∈[T ]
max
l∈{k0+N0+1,...,k0+N0+M0}
∥∥∥ 1
N
∑
i
(D22,ijt,l −ED22,ijt,l)
∥∥∥
∞
≥ r/T
)
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We want to show all three terms go to zero with r = C
√
log a
NM
. Assumption 3 (1) and (3) imply
B2 = E[ max
i≤N, j≤M, t≤T
‖Xijt‖4∞] ≤(E[ max
i≤N, j≤M, t≤T
‖Xijt‖2q∞])2/q
≤(NM)2/q
(
E
[ 1
NM
N∑
i=1
M∑
j=1
max
t≤T
‖Xijt‖2q∞
])2/q
≤(NM)2/qB4NM .
Thus, with probability at least 1− C(log(NM))−1,
max
t∈[T ]
max
l∈[k0]
∥∥∥ 1
NM
∑
i,j
(X2ijt,l −EX2ijt,l)
∥∥∥
∞
.
√
log(k20 ∨ (NM))
NM
+
B2NM log(k
2
0 ∨ (NM))
(NM)1−1/q
.
√
log a
NM
.
by Lemma 2. Similarly, with probability at least 1− C((logN ∧M))−1,
max
t∈[T ]
max
l∈{k0+1,...,k0+N0}
∥∥∥ 1
M
∑
j
(D21,ijt,l −ED21,ijt,l)
∥∥∥
∞
.
√
logM
M
+
logM
M
.
√
log a
M
,
max
t∈[T ]
max
l∈{k0+N0+1,...,k0+N0+M0}
∥∥∥ 1
N
∑
i
(D22,ijt,l − ED22,ijt,l)
∥∥∥
∞
.
√
logN
N
+
logN
N
.
√
log a
N
by Assumption 3 (2). Thus, with probability at least 1− C(log(N ∧M))−1,
‖Ψ¯−Ψ‖∞ = Op
(√ log a
N ∧M
)
.
Since following Assumption 5(4), sl
√
log a
N∧M = o(1), we therefore have
‖Ψ¯−Ψ‖∞‖Q−l(φ̂l − φl)‖21 =Op
(√ log a
N ∧M
)
Op
(s2l log a
NM
)
=Op
(
sl
√
log a
N ∧M
)
Op
(sl log a
NM
)
= op
(sl log a
NM
)
uniformly in l ∈ [k0]. Substitute into (B.8), we obtain
(φ̂l − φl)′Q−lΨ−l,−lQ−l(φ̂l − φl) = Op
(s log a
NM
)
uniformly in l ∈ [k0]. Since under Assumption 5(3), Λmin(Ψ) > 0 and
Λmin(Ψ)‖Q̂−l(φl − φl)‖2 ≤ max
l∈[k0]
(φ̂l − φl)′Q−lΨ−l,−lQ−l(φ̂l − φl)
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uniformly in l ∈ [k0], we conclude that
‖Q−l(φ̂l − φl)‖ = Op
(√sl log a
NM
)
,
uniformly in l ∈ [k0]. Thus, the triangle inequality and definition of Q together imply it holds
uniformly over [k0]
‖φ̂l − φl‖ = Op
(√ sl log a
N ∧M
)
.
Step 2 We next show maxl∈[k0] |τ̂ 2l − τ 2l |. By the definition of τ̂l and the K.K.T. condition, we
get the following equality using the decomposition Zl = Z−lφl + rl + ζl.
τ̂ 2l =
(Zl − Z−lφ̂l)′Zl
NM
=
[rl + ζl − Z−l(φ̂l − φl)]′(Z−lφl + rl + ζl)
NM
=
ζ ′lζl
NM
+
ζ ′lZ−lφ
l
NM
− (φ̂
l − φl)′Z ′−lZ−lφl
NM
− (φ̂
l − φl)′Z ′−lζl
NM
+
( r′lrl
NM
+
r′lZ−lφ
l
NM
+
2r′lζl
NM
− (φ̂
l − φl)′Z−lrl
NM
)
Thus,
max
l∈[k0]
|τ̂ 2l − τ 2l |
≤max
l∈[k0]
∣∣∣ ζ ′lζl
NM
− τ 2l
∣∣∣ +max
l∈[k0]
∣∣∣ζ ′lZ−lφl
NM
∣∣∣+max
l∈[k0]
∣∣∣(φ̂l − φl)′Z ′−lZ−lφl
NM
∣∣∣+max
l∈[k0]
∣∣∣(φ̂l − φl)′Z ′−lζl
NM
∣∣∣
+max
l∈[k0]
∣∣∣ r′lrl
NM
+
r′lZ−lφ
l
NM
+
2r′lζl
NM
− (φ̂
l − φl)′Z−lrl
NM
∣∣∣ = (i) + (ii) + (iii) + (iv) + (v). (B.9)
It suffices to find bounds for each of the five terms in the last expression.
First we consider (i). Under Assumption 3 (1), we have
E
[
max
i,j,t
|ζ lijt|4
]
=
(
E
[
max
i,j,t
|ζ lijt|2q
])2/q
=(NM)2/q
(
E
[ 1
NM
∑
i,j
max
t
|ζ lijt|2q
])2/q
.(NM)2/q
(
E
[ 1
NM
N∑
i=1
M∑
j=1
max
t≤T
‖Xijt‖2q∞
])2/q
≤ (NM)2/qB4NM
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for all l ∈ [k0]. Therefore, by Lemma 2 and Assumption 3 (1),
max
l∈[k0]
∥∥∥ 1
NM
∑
i,j,t
[(ζ l)2ijt −E(ζ l)2ijt]
∥∥∥
∞
≤T max
t∈[T ]
max
l∈[k0]
∥∥∥ 1
NM
∑
i,j
[(ζ l)2ijt −E(ζ l)2ijt]
∥∥∥
∞
.
√
log(k0 ∨ (NM))
NM
+
B2NM log(k0 ∨ (NM))
(NM)1−1/q
.
√
log a
NM
with probability at least 1− C(log(NM))−1. It follows that
max
l∈[k0]
∣∣∣ ζ ′lζl
NM
− τ 2l
∣∣∣ = Op(√ log a
NM
)
.
Second, we consider (iv) in (B.9). By the regularized events established in Step 1, we have∥∥∥Q−1−lZ ′−lζl
NM
∥∥∥
∞
= max
{∥∥∥X ′−lζl
NM
∥∥∥
∞
,
√
N
∥∥∥D′1ζl
NM
∥∥∥
∞
,
√
M
∥∥∥D′2ζl
NM
∥∥∥
∞
}
= Op
(√ log a
NM
)
.
Thus, by (B.6),
max
l∈[k0]
∣∣∣(φ̂l − φl)′Z ′−lζl
NM
∣∣∣ ≤∥∥∥Q−1−lZ ′−lζl
NM
∥∥∥
∞
‖Q−l(φ̂l − φl)‖1 = Op
(sl log p
NM
)
= Op
(√sl log p
NM
)
follows.
We next consider (ii) in (B.9). Note that ‖φl‖1 = O(√sl) in Assumption 5(1) implies
‖Q−lφl‖1 = O(√sl). Combining this and the regularized events as before, we have
max
l∈[k0]
∣∣∣ζ ′lZ−lφl
NM
∣∣∣ ≤ max
l∈[k0]
∥∥∥ζ ′lZ−lQ−1−l
NM
∥∥∥
∞
‖Q−lφl‖1 = Op
(√sl log a
NM
)
.
Now, we consider (iii) in (B.9). Using Assumptions 4 and 5 (1) and (3), the fact that
Q−1 =
√
NMS−1, and the definition of Ψ¯, we obtain
‖Z−lφl‖ ≤‖Q−lφl‖ max‖ξ‖=1
‖ξ‖0≤sl
√
ξ′Q−1−lZ
′
−lZ−lQ
−1
−l ξ
≤
√
NM‖Q−lφl‖ max‖ξ‖=1
‖ξ‖0≤sl
√
ξ′Ψ¯ξ
≤
√
NM · O(1) ·
√
ϕmax(Ψ¯, sl) = Op(
√
NM)
Furthermore, (B.5) implies,
1
NM
‖Z−l(φ̂l − φl)‖ ≤ Op
((sl log a)1/2
NM
)
.
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Combining these two intermediate results, we have
max
l∈[k0]
∣∣∣(φ̂l − φl)′Z ′−lZ−lφl
NM
∣∣∣ ≤ max
l∈[k0]
‖Z−l(φ̂l − φl)‖‖Z−lφl‖
NM
= Op
(√sl log a
NM
)
,
Finally, we consider the remaining terms in (B.9) that involve rl. Note that
|r′lrl|
NM
.
sl
NM
,
|r′lζl|
NM
≤ 1
NM
‖rl‖‖ζl‖ ≤ 1√
NM
√
slOp
(√√√√max
t∈[T ]
max
l∈[k0]
T
NM
N∑
i=1
M∑
j=1
E(ζ lijt)
2
)
. Op
(√ sl
NM
)
follows from Assumption 5 (2) and Assumption 3 (3) . Also, under Assumptions 4 and 5 (1)
and (2)
|r′lZlφl|
NM
≤‖rl‖‖Z−lφ
l‖
NM
≤ 1
NM
√
sl‖Q−lφl‖ max‖δ‖=1
‖δ‖0≤sl
√
δ′Q−1−lZ
′
−lZ−lQ
−1
−l δ
≤ 1√
NM
√
slO(1) max‖δ‖=1
‖δ‖0≤sl
√
δ′Ψ¯δ
≤
√
sl
NM
√
ϕmax(Ψ¯, sl) = O
(√ sl
NM
)
with probability at least 1− o(1). A similar argument under Assumptions 4 and 5 (1) and (2)
shows that
|r′lZl(φ̂l−φl)|
NM
= O
(√
sl
NM
)
.
Combining all the results above, we obtain
|τ̂ 2l − τ 2l | = Op
(√sl log a
NM
)
.
uniformly over [k0]
Step 3 Since l ∈ [k0],
1
τ 2l
= Θl,l = Q
−1
l Θl,lQ
−1
l ≤ Λmax(Q−1ΘQ−1) = Λmax(Ψ−1) = 1/Λmin(Ψ) = O(1), (B.10)
hods for each (N,M) under Assumption 5 (3), where the first inequality follows from the
discussion following (B.30) in the Proof of Theorem 1 in Caner and Kock (2018). Therefore,
τ̂ 2l is bounded away from zero in probability, and we have
max
l∈[k0]
∣∣∣ 1
τ̂ 2l
− 1
τ 2l
∣∣∣ = Op(√sl log a
NM
)
(B.11)
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by Step 2.
Now, we bound maxl∈[k0] ‖Θ̂l − Θl‖1. Since ‖φl‖1 = O(
√
sl) under Assumption 5 (1), we
have
max
l∈[k0]
‖Θ̂l −Θl‖1 ≤max
l∈[k0]
∥∥∥Ĉl
τ̂ 2l
− Cl
τ 2l
∥∥∥
1
≤max
l∈[k0]
∣∣∣ 1
τ̂ 2l
− 1
τ 2l
∣∣∣+max
l∈[k0]
∥∥∥ φ̂l
τ̂ 2l
− φ
l
τ̂ 2l
+
φl
τ̂ 2l
− φ
l
τ 2l
∥∥∥
1
≤max
l∈[k0]
∣∣∣ 1
τ̂ 2l
− 1
τ 2l
∣∣∣+max
l∈[k0]
‖φ̂l − φl‖1
τ̂ 2l
+max
l∈[k0]
‖φl‖1max
l∈[k0]
(∣∣∣ 1
τ̂ 2l
− 1
τ 2l
∣∣∣).
The first and the third terms can be bounded by (B.11) and the second term can be bounded
by (B.7). Therefore,
max
l∈[k0]
‖Θ̂l −Θl‖1 =Op
(sl log a
NM
)
+Op
(
sl
√
log a
N ∧M
)
+Op
(
sl
√
log a
NM
)
=Op
(
sl
√
log a
N ∧M
)
.
Similar lines of argument under Assumption 5 (1) and ‖φ̂l − φl‖ from Step 1 lead to
‖Θ̂l −Θl‖ =Op
(√ sl log a
N ∧M
)
.
Since ‖Θl‖1 ≤ maxl∈[k0] 1τ2l + maxl∈[k0] ‖
φl
τ2l
‖1 = O(√sl) by (B.10) and Assumption 5 (1), it
follows that ‖Θ̂l‖1 = Op(√sl) for all l ∈ [k0].
B.5 Sufficiency for Assumption 1 (i)
Lemma 5. If Assumptions 2, 3, 4, and 5 are satisfied, then
max
l∈[k0]
∣∣∣√NM(Θ̂′lQΨ¯Q− e′l)(η̂ − η)∣∣∣ = op(1).
Proof. Recall Ψ¯ = S−1Z ′ZS−1 and Q = S/
√
NM . Also, if we let Γ = ZS−1, then Ψ¯ = Γ′Γ and
Z ′Z
NM
= QΓ′ΓQ = QΨ¯Q.
Since l ∈ [k0], Qll = 1. Let Ψ¯l denote the l−th column of Ψ¯. Using the K.K.T. condition for
the nodewise lasso, we have
1 =
(Zl − Z−lφ̂l)′Zl
τ̂ 2l NM
=
Θ̂′lZ
′Zl
NM
= Θ̂′lQΓ
′Γl · 1 = Θ̂′lQΨ¯lQll. (B.12)
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Also using the K.K.T. condition, we have
Q−lκ̂l
NM
=
Z ′−l(Zl − Z−lφ̂l)
µnode,lNM
.
Using the property of the sub-gradient κl, we have∥∥∥Z ′−l(Zl − Z−lφ̂l)
µnode,lNM
∥∥∥
∞
≤ ‖κ̂l‖∞
NM
≤ 1
NM
,
which is the same as ∥∥∥Z ′−lZĈl
NM
∥∥∥
∞
≤ µnode,l
NM
since Zl − Z−lφ̂l = ZĈl. Divide both sides by τ̂ 2l by using Θ̂l = Ĉl/τ̂ 2l to obtain∥∥∥Z ′−lZΘ̂l
NM
∥∥∥
∞
≤ µnode,l
τ̂ 2l NM
With some rewriting
µnode
τ̂ 2l NM
≥
∥∥∥Z ′−lZΘ̂l
NM
∥∥∥
∞
=
∥∥∥S−lΓ′−lΓSΘ̂l
NM
∥∥∥
∞
=
∥∥∥S−lΨ¯−lSΘ̂l
NM
∥∥∥
∞
=
∥∥∥Q−lΨ¯−lQΘ̂l∥∥∥∞, (B.13)
where S−l is S with both the l-th column and the l-th row removed. Q−l is defined similarly.
Applying Lemma 4 under Assumptions 3, 4, and 5, we have 1/τ̂ 2l = Op(1). Therefore, by (B.12)
and (B.13),
max
l∈[k0]
∥∥∥Θ̂′lQΨ¯Q− e′l∥∥∥∞ = maxl∈[k0]
∥∥∥Z ′lXΘ̂l
NM
∥∥∥
∞
. max
l∈[k0]
µnode
τ̂ 2l NM
= Op
(√ log a
NM
)
.
Finally, Lemma 1 and Lemma 3 with µ = C
√
(NM) log a under Assumptions 2, 3, and 4
together imply
max
l∈[p]
|
√
NM(Θ̂lQΨ¯Q− e′l)(η̂ − η)| ≤
√
NM max
l∈[k0]
∥∥∥Θ̂′lQΨ¯Q− e′l∥∥∥∞‖η̂ − η‖1
=
√
NMOp
(√ log a
NM
)
Op
(
s
√
log a
N ∧M
)
= Op
(√s2(log a)2
N ∧M
)
= op(1)
as claimed.9
9Note that Lemma 1, as it is stated, requires Assumptions 2, 7, 8, and 9. While Assumption 2 is directly
invoked by the statement of Lemma 5, Assumption 7 is implied by Assumption 3 through Lemma 3, Assumption
8 is trivially satisfied under the current setting with Υ̂ = I, and Assumption 9 is implied by Assumption 4.
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B.6 Sufficiency for Assumption 1 (ii)
Lemma 6. Suppose that Assumptions 2, 3, 4, and 5 are satisfied. Then,
max
l∈[k0]
∣∣∣Θ̂′lZ ′R/√NM ∣∣∣ = op(1).
Proof. Note that
max
l∈[k0]
‖Θ̂l‖ = Op(1)
by Assumption 5 (1) and (4) and Lemma 4 under Assumptions 3, 4, and 5. Therefore,
max
l∈[k0]
∣∣∣Θ̂′lZ ′R/√NM ∣∣∣ ≤ 1NM maxl∈[k0] ‖Θ̂l‖‖Z ′R‖ = op(1)
follows under Assumption 2 (3).
B.7 Sufficiency for Assumption 1 (iii)
Lemma 7. Suppose that Assumptions 3, 4, 5 and 6 are satisfied. Then,
V
−1/2
ll Θ̂
′
lZ
′ε/
√
NM  N(0, 1).
Proof. First we show 1√
NM
Θ′lZ
′ε N(0, Vll). Note that we have
E[
1√
NM
Θ′lZ
′ε] =
1√
NM
E[Θ′lZ
′E[ε|Z]] = 0
and
Vll = E
[( 1√
NM
Θ′lZ
′ε
)( 1√
NM
Θ′lZ
′ε
)′]
= Θ′lΩΘl ≥ k > 0
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under Assumption 6. Furthermore, by Assumption 3
E
∣∣∣ 1√
NM
Θ′lZ
′ε
∣∣∣q ≤ 1
(NM)q/2
E‖Θl‖q1 max
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E
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M∑
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T∑
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∣∣∣Zijt,kεijt∣∣∣q
≤s
q/2+1
l (NM)
(NM)q/2
max
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√√√√ 1
NM
E
N∑
i=1
M∑
j=1
T∑
t=1
∣∣∣Zijt,k∣∣∣2q 1
NM
E
N∑
i=1
M∑
j=1
T∑
t=1
∣∣∣εijt∣∣∣2q
≤ s
q/2+1
l
(NM)q/2−1
O(1) = o(1),
where q > 4, the first inequality follows from a dual norm inequality, the second and the third
from the fact that ‖Θl‖1 . √sl and ‖Θl‖0 ≤ sl implied by Assumption 5(1), the fourth from
Cauchy-Schwartz’s inequality, and the fifth from Assumption 3 and the last equality follows
from Assumption 5 (4). This verifies the Lyapunov’s condition. Thus, we have 1√
NM
Θ′lZ
′ε  
N(0, Vll).
Now, we show | 1√
NM
(Θ̂l−Θl)′Z ′ε| = op(1). Invoking Lemmata 3 and 4 under Assumptions
3, 4, 5, we have ∣∣∣ 1√
NM
(Θ̂l −Θl)′Z ′ε
∣∣∣ ≤‖Θ̂l −Θl‖1∥∥∥ 1√
NM
Z ′ε
∥∥∥
∞
≤Op
(√ s2l log a
N ∧M
)
Op
(√
log a
)
=Op
(√s2l (log a)2
N ∧M
)
= op(1).
Combining these results concludes 1√
NM
Θ̂′lZ
′ε N(0, Vll).
B.8 Empirical Pre-Sparsity
The following lemma is a minor modification of Lemma 8 in Belloni et al. (2012).
Lemma 8 (Empirical Pre-sparsity). If Assumptions 2, 3, 4, and 5 are satisfied, then we have
ŝl = Op(sl) and ŝ = Op(s),
44
where ŝl = ‖φ̂l‖0 and ŝ = ‖η̂‖0.
Proof. Let mˆl =
∣∣∣Tˆl \ Tl∣∣∣, where Tl = supp(φl) and Tˆl = supp(φˆl). From K.K.T. condition, we
have
2(Q−1−lZ
′
−l(Zl − Z−lφˆl))k = µnode,l · sign(φˆlk)
for all l ∈ [k0] and k ∈ Tˆl \ Tl. Thus,
µnode,l
√
mˆl ≤2‖(Q−1−lZ ′−l(Zl − Z−lφˆl))Tˆl\Tl‖+ 2‖(Q−1−lZ ′−lrl)Tˆl\Tl‖
+ 2‖(Q−1−lZ ′−lZ−l(φˆl − φl))Tˆl\Tl‖
=(1) + (2) + (3). (B.14)
We bound the three terms in the last expression separately. First, Lemma 3 under Assumption
3 yields
(1) ≤2
√
mˆl‖Q−1−lZ ′lζl‖∞ ≤
√
mˆl
µnode,l
c
with probability at least 1− C(log(N ∧M))−1. Second,
‖(Q−1−lZ ′−lrl)Tˆl\Tl‖ = sup‖δ‖=1
‖δ‖0≤mˆl
|δ′Q−1−lZ ′−lrl|
≤ sup
‖δ‖=1
‖δ‖0≤mˆl
‖δ′Q−1−lZ ′−l‖‖rl‖
≤ sup
‖δ‖=1
‖δ‖0≤mˆl
(NM)
√
δ′Ψ¯δ
√
sl
NM
≤(NM)
√
ϕmax(Ψ¯, mˆl)
√
sl
NM
follows by Assumptions 4 and 5. Therefore,
(2) ≤ 2(NM)
√
ϕmax(Ψ¯, mˆl)
√
sl
NM
.
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Finally, by Lemma 4 under Assumptions 3, 4, 5, we obtain
‖(Q−1−lZ ′−lZ−l(φˆl − φl))Tˆl\Tl‖ ≤ sup‖δ‖=1
‖δ‖0≤mˆl
|δ′Q−1−lZ ′−lZ−l(φˆl − φl)|
≤ sup
‖δ‖=1
‖δ‖0≤mˆl
‖δ′Q−1−lZ ′−l‖‖Z−l(φˆl − φl)‖
≤(NM)
√
ϕmax(Ψ¯, mˆl)
√
sl log a
NM
with probability at least 1−C(log(N ∧M))−1, where the last inequality is due to Assumption
4 and Lemma 4. Using these bounds and (B.14), we obtain√
mˆl .
√
ϕmax(Ψ¯, mˆl)
√
sl = O(
√
sl)
with probability 1− o(1). Under Assumptions 2, 3, 4, and 5, the result for sˆ can be established
following analogous arguments.
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Country 1990 1995 2000 2005 2010 2015
China 3.08 5.76 7.22 10.74 13.32 15.67
USA 18.47 12.32 12.62 8.79 8.19 8.82
Germany 6.98 9.87 8.18 8.84 7.86 7.69
Japan 8.20 8.95 7.97 6.34 5.46 4.40
Korea 1.86 2.22 2.70 2.86 3.09 3.38
France 6.55 5.54 4.59 4.20 3.49 3.20
Italy 5.36 4.31 3.42 3.31 2.82 2.76
Netherlands 3.93 3.47 3.03 2.97 2.83 2.61
Canada 1.34 4.08 4.47 3.48 2.61 2.60
United Kingdom 4.78 4.66 4.36 3.41 2.57 2.56
ROW 39.47 38.81 41.43 45.07 47.78 46.30
NROW 192 214 224 222 224 227
ROW/NROW 0.21 0.18 0.18 0.20 0.21 0.20
Table 1: World Import Shares Over Time (%). Notes: The above table reports the share of
world imports for the 10 largest importers from the WITS database in selected years. ROW
represents the combined share of all other countries. NROW is the number of countries which
comprise ROW and ROW/NROW is the average import share among the ROW countries.
Country 1990 1995 2000 2005 2010 2015
USA 22.47 14.73 1925 15.95 12.26 13.79
China 3.34 6.01 6.13 8.33 11.13 12.35
Germany 5.19 9.09 6.64 6.36 5.78 5.45
United Kingdom 5.74 5.35 4.72 4.15 3.37 3.39
Japan 5.72 5.39 4.90 4.30 3.55 3.30
France 6.64 5.56 4.42 4.26 3.63 3.08
Netherlands 4.29 3.93 3.19 3.22 3.21 2.84
Canada 1.13 3.44 3.59 2.85 2.46 2.47
Korea 2.22 2.23 2.01 1.99 2.27 2.39
Switzerland 2.38 1.80 2.31 2.30 2.26 2.29
ROW 40.88 42.47 42.84 46.30 50.07 48.65
NROW 186 209 218 218 219 222
ROW/NROW 0.22 0.20 0.20 0.21 0.23 0.22
Table 2: World Export Shares Over Time (%). Notes: The above table reports the share of
world exports for the 10 largest exporters from the WITS database in selected years. ROW
represents the combined share of all other countries. NROW is the number of countries which
comprise ROW and ROW/NROW is the average export share among the ROW countries.
True Model = (I) Fixed Effect Estimators
N = 10 (NMT = 450) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Correct Over Over Robust
Average 1.466 0.996 0.996 0.996 1.066
Bias 0.466 -0.004 -0.004 -0.004 0.066
Standard Deviation 0.342 0.484 0.486 0.539 0.422
Root Mean Square Error 0.578 0.484 0.486 0.539 0.428
95% Coverage 0.712 0.941 0.938 0.909 0.961
True Model = (II) Fixed Effect Estimators
N = 10 (NMT = 450) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Under Correct Over Robust
Average 1.393 1.206 1.002 1.003 1.110
Bias 0.393 0.206 0.002 0.003 0.110
Standard Deviation 0.334 0.473 0.488 0.533 0.405
Root Mean Square Error 0.515 0.516 0.488 0.533 0.420
95% Coverage 0.771 0.914 0.938 0.910 0.957
True Model = (III) Fixed Effect Estimators
N = 10 (NMT = 450) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Under Under Correct Robust
Average 1.461 1.441 1.421 1.008 1.108
Bias 0.461 0.441 0.421 0.008 0.108
Standard Deviation 0.339 0.352 0.361 0.531 0.429
Root Mean Square Error 0.572 0.564 0.555 0.531 0.442
95% Coverage 0.717 0.746 0.767 0.909 0.954
Table 3: Monte Carlo simulation results under Model (I) (top panel), Model (II) (middle panel),
and Model (III) (bottom panel) with size N = 10 (NMT = 450).
True Model = (I) Fixed Effect Estimators
N = 15 (NMT = 1050) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Correct Over Over Robust
Average 1.385 1.002 1.002 1.000 1.006
Bias 0.385 0.002 0.002 0.000 0.006
Standard Deviation 0.215 0.316 0.317 0.336 0.274
Root Mean Square Error 0.441 0.316 0.317 0.336 0.274
95% Coverage 0.568 0.941 0.940 0.924 0.957
True Model = (II) Fixed Effect Estimators
N = 15 (NMT = 1050) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Under Correct Over Robust
Average 1.481 1.163 1.000 1.000 1.031
Bias 0.481 0.163 0.000 0.000 0.031
Standard Deviation 0.214 0.308 0.313 0.331 0.265
Root Mean Square Error 0.526 0.348 0.313 0.331 0.267
95% Coverage 0.412 0.910 0.944 0.930 0.959
True Model = (III) Fixed Effect Estimators
N = 15 (NMT = 1050) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Under Under Correct Robust
Average 1.409 1.383 1.367 0.998 1.055
Bias 0.409 0.383 0.367 -0.002 0.055
Standard Deviation 0.222 0.231 0.235 0.334 0.282
Root Mean Square Error 0.465 0.447 0.435 0.334 0.287
95% Coverage 0.548 0.615 0.650 0.927 0.951
Table 4: Monte Carlo simulation results under Model (I) (top panel), Model (II) (middle panel),
and Model (III) (bottom panel) with size N = 15 (NMT = 1050).
True Model = (I) Fixed Effect Estimators
N = 20 (NMT = 1900) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Correct Over Over Robust
Average 1.213 0.996 0.996 0.996 0.956
Bias 0.213 -0.004 -0.004 -0.004 -0.044
Standard Deviation 0.162 0.228 0.229 0.239 0.199
Root Mean Square Error 0.268 0.228 0.229 0.239 0.204
95% Coverage 0.739 0.948 0.948 0.938 0.955
True Model = (II) Fixed Effect Estimators
N = 20 (NMT = 1900) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Under Correct Over Robust
Average 1.332 1.218 0.999 1.000 1.052
Bias 0.332 0.218 -0.001 0.000 0.052
Standard Deviation 0.168 0.222 0.230 0.240 0.214
Root Mean Square Error 0.371 0.311 0.230 0.240 0.221
95% Coverage 0.497 0.834 0.945 0.935 0.954
True Model = (III) Fixed Effect Estimators
N = 20 (NMT = 1900) OLS FE-I FE-II FE-III POST
Under-Fitting or Over-Fitting Under Under Under Correct Robust
Average 1.390 1.374 1.340 0.995 1.030
Bias 0.390 0.374 0.340 -0.005 0.030
Standard Deviation 0.168 0.174 0.180 0.244 0.213
Root Mean Square Error 0.425 0.413 0.385 0.244 0.215
95% Coverage 0.363 0.414 0.520 0.935 0.949
Table 5: Monte Carlo simulation results under Model (I) (top panel), Model (II) (middle panel),
and Model (III) (bottom panel) with size N = 20 (NMT = 1900).
