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Introduccio´n
El primer contacto que tuvimos relacionado con la materia que se ex-
pone fue durante el Grado en Matema´ticas en la asignatura de ecuaciones
diferenciales II, cursada en el tercer an˜o. En e´sta abordamos el estudio de
la teor´ıa cualitativa de ecuaciones diferenciales, que empezo´ a desarrollarse
a partir de la segunda mitad del siglo XIX. Estudiamos la estabilidad para
sistemas diferenciales ordinarios donde pretend´ıamos ver si la evolucio´n que
sigue un sistema a lo largo de todo el tiempo en el que esta´ definido se ve
afectado o no por cambios pequen˜os en las condiciones iniciales. Para un
sistema que depende del tiempo, uno de los me´todos tratados fue el me´todo
directo de Lyapunov. Inspirado en una visio´n f´ısica, Lyapunov consideraba
que en cada punto del espacio de fases el sistema tiene una energ´ıa potencial
y los puntos cr´ıticos son aquellos con energia potencial nula. Si adema´s en
un punto cr´ıtico la energ´ıa potencial tiene un mı´nimo local estricto y para
cada solucio´n con dato inicial cercano al punto cr´ıtico la energ´ıa potencial
es funcio´n decreciente del tiempo, entonces para t divergente positivamente
dicha energ´ıa tiende a cero y dicho punto cr´ıtico sera´ estable.
En general, la estabilidad de un sistema se puede estudiar cuando las solu-
ciones de ese sistema sean en cierto modo los puntos criticos de un funcional
de energ´ıa potencial. Por esto, se trata en estos casos de dar una definicio´n
conveniente de estabilidad de manera que se siga verificando la condicio´n su-
ficiente anterior, que los puntos de mı´nimo correspondan con puntos estables.
En este trabajo nos centraremos en el estudio de la estabilidad del pro-
blema de contorno el´ıptico de segundo orden{
−∆u = f(u) en Ω
u = 0 en ∂Ω,
(1)
siendo Ω ⊂ RN un abierto acotado con frontera suave y f : R → R una
funcio´n de clase C1(R). El intere´s de este problema radica en que modeliza
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numerosos feno´menos f´ısicos y matema´ticos en su manera ma´s simple.
Las soluciones de (1) se pueden ver como los puntos cr´ıticos de un fun-
cional, que se llama funcional de energ´ıa, definido en X = C20(Ω)
EΩ(u) = 1
2
∫
Ω
|∇u|2dx−
∫
Ω
F (u)dx, (2)
donde F : R→ R es una funcio´n C2(R) primitiva de f . Por tanto, estudiare-
mos una definicio´n de estabilidad para soluciones de (1) (o equivalentemente
puntos cr´ıticos de (2)) y comprobaremos que los puntos de mı´nimo corres-
ponden con soluciones estables. A la ecuacio´n (1) se le conoce como ecuacio´n
de Euler-Lagrange para este funcional de energ´ıa.
Despue´s de familiarizarnos con la nocio´n de estabilidad para las ecuacio-
nes el´ıpticas semilineales de la forma (1), vamos a aplicar estos resultados a
un caso concreto, cuando f es del tipo exponencial. Para dicha tarea consi-
deraremos Ω la bola unidad de RN que si bien es un caso ma´s simple, por
las peculiaridades del espacio, recoge toda la gama de resultados conocidos
para este problema. Nos referimos al siguiente problema de contorno el´ıptico
de segundo orden, llamado problema de Gelfand{
−∆u = λeu en B
u = 0 en ∂B, (3)
donde λ > 0 es un para´metro y B es la bola unidad de RN , N ≥ 1.
Este problema tiene varias aplicaciones en el mundo de la f´ısica, una
de ellas es que describe el proceso de reaccio´n en un material combustible
durante lo que se denomina el periodo de ignicio´n.
Pretendemos hacer un ana´lisis de las soluciones de (3) y poner en pra´ctica
los conocimientos adquiridos en la primera parte para identificar las solucio-
nes estables. Adelantamos tambie´n que, para λ > 0 suficientemente pequen˜o,
(3) tiene al menos una solucio´n. Sin embargo, la multiplicidad de tales solu-
ciones var´ıa segu´n el valor del para´metro N . Es decir, existira´ λ∗ = λ∗(N) > 0
tal que:
para 0 < λ < λ∗, existe al menos una solucio´n u ∈ C2(B) de (3), que
sera´ estable,
y para λ > λ∗, no existe solucio´n u ∈ C2(B) de (3).
II
Todo lo que hemos visto nos lleva a plantearnos la siguiente cuestio´n. Las
soluciones de (1) tambie´n se pueden ver como soluciones “estacionarias” de
un problema que depende del tiempo, de una ecuacio´n parabo´lica:
∂v
∂t
−
N∑
i=1
∂2v
∂x2i
= f(v) en Ω
v(t, x) = 0 en ∂Ω
v(0, x) = u0(x) para x ∈ Ω.
En un sentido primitivo, si cuando el tiempo tiende a infinito una solucio´n
toma un valor estacionario (se estabil´ıza, ser´ıa como constante en el tiempo)
en algu´n momento la derivada con respecto al tiempo se anula y obtendr´ıamos
una solucio´n de (1). En este sentido se puede ver que las soluciones de este
u´ltimo problema son soluciones de (1). Debido a esto, cabr´ıa preguntarse si las
condiciones de estabilidad mencionadas funcionan en los sistema´s dina´micos,
aunque no sera´ tratado en este trabajo.
Para finalizar la introduccio´n, indicamos como estructuraremos esta me-
moria:
Comenzaremos centrando los objetivos espec´ıficos del trabajo concretan-
do los contenidos que se plantean y las aplicaciones que se van a llevar a
cabo, como veremos en el cap´ıtulo uno.
Despue´s presentaremos los preliminares. En ellos aparecen los conteni-
dos impresdindibles para abordar el tema. En particular estudiaremos algu-
nas propiedades de los espacios Lp(Ω), espacios de Sobolev y haremos una
s´ıntesis de resultados relacionados con el principio del ma´ximo. Todo esto
esta´ recogido en el cap´ıtulo dos.
El tercer cap´ıtulo esta´ dedicado a la estabilidad. En primer lugar, relacio-
naremos las soluciones del problema (1) con los puntos cr´ıticos del funcional
de energ´ıa (2). Luego, veremos las condiciones que deben cumplir estas solu-
ciones para ser soluciones estables. El resto del capitulo recoge ejemplos de
soluciones estables, caracterizaciones de la estabilidad y algunas propiedades
de las soluciones estables.
Por u´ltimo, estudiaremos el comportamiento de las soluciones de (3) y
aplicaremos los conceptos sobre estabilidad en este problema concreto. Se
encontrara´ en el u´ltimo cap´ıtulo del trabajo.
Los principales resultados y discusio´n de la memoria versan sobre el con-
cepto de la estabilidad y el problema de Gelfand, correspondientes a los
cap´ıtulos 3 y 4.
III
Cap´ıtulo 1
Objetivos
Mi intere´s por el tema planteado en esta memoria surge del empen˜o de
seguir teniendo contacto con la investigacio´n matema´tica, ya que tuve mis
primeros acercamientos en el u´ltimo an˜o del Grado en Matema´ticas. Pretendo
familiarizarme con lecturas de contenido ma´s denso y notacio´n ma´s pragma´ti-
ca que la utilizada en la docencia para que me permita poner en pra´ctica los
conocimientos que voy adquiriendo a lo largo de mi periodo como alumna y
poder crecer como matema´tica.
Como se desarrolla en la introduccio´n, el objetivo de este trabajo es co-
nocer el concepto de estabilidad en problemas de ecuaciones en derivadas
parciales y ver co´mo se aplica en un ejemplo concreto. El ejemplo escogido es
el problema de Gelfand, muy conocido en la literatura matema´tica. Tambie´n
buscamos analizar el comportamiento de sus soluciones en la bola unidad.
Por tanto, procedemos a describir los objetivos con ma´s detalle.
Objetivo 1: Hacer un estudio de como se extiende el concepto de esta-
bilidad a problemas contorno el´ıptico de segundo orden del tipo{
−∆u = f(u) en Ω
u = 0 en ∂Ω,
siendo Ω ⊂ RN un abierto acotado con frontera suave y f : R→ R una fun-
cio´n de clase C1(R). Para ello necesitaremos relacionar las soluciones de dicho
problema con los puntos cr´ıticos del siguiente funcional, llamado funcional
de energia, definido en X = C20(Ω)
EΩ(u) = 1
2
∫
Ω
|∇u|2dx−
∫
Ω
F (u)dx,
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donde F : R → R es una funcio´n C2(R) primitiva de f . A partir de este
resultado, veremos una definicio´n conveniente de estabilidad de manera que
los puntos de mı´nimo corresponden con puntos estables.
Una vez que hemos tratado la definicio´n de estabilidad veremos una pro-
posicio´n que nos permitira´ caracterizarla a partir del valor propio principal
de un problema linealizado asociado.
Trabajaremos ejemplos de soluciones estables, como que las soluciones
minimales son estables. Por u´ltimo consideraremos dos propiedades de dichas
soluciones: la unicidad y la simetr´ıa.
Para el desarrollo de este objetivo incluiremos en los preliminares una
seccio´n en la que recogeremos algunas propiedades y teoremas de los espacios
Lp(Ω) y los espacios de Sobolev. Habra´ otra dedicada al principio de ma´ximo
donde veremos diferentes versiones del mismo.
Una vez realizado el objetivo 1 es interesante incluir el estudio de la
estabilidad en un caso particular, aunque el objetivo 2 ira´ ma´s alla´.
Objetivo 2: Ver co´mo se aplican los resultados de estabilidad obtenidos
en el objetivo 1 a un caso concreto, cuando f es del tipo exponencial. Este
caso particular adema´s lo trataremos cuando Ω = B (siendo B la bola unidad
de RN). El problema al que nos referimos es el problema de Gelfand:{
−∆u = λeu en B
u = 0 en ∂B,
donde λ > 0 es un para´metro.
Tambie´n nos planteamos analizar el comportamiento que tienen las so-
luciones y estudiar su multiplicidad, que variara´ segu´n el valor de N . Por
este motivo, diferenciaremos los casos en que N = 1, N = 2, 3 ≤ N ≤ 9 y
N ≥ 10. Debemos llegar a la conclusio´n de que existe λ∗ = λ∗(N) > 0 tal
que:
para 0 < λ < λ∗, existe al menos una solucio´n uλ ∈ C2(B) de (3), que
sera´ estable,
y para λ > λ∗, no existe solucio´n u ∈ C2(B) de (3).
Para llevar a cabo este objetivo tendremos que recurrir a algunos resul-
tados importantes de existencia, unicidad y prolongabilidad de soluciones de
ecuaciones diferenciales y de teor´ıa cualitat´ıva de sistemas auto´nomos. Tam-
bie´n sera´ clave el resultado de Gidas-Ni-Nirenberg sobre el cara´cter radial
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de las soluciones positivas de los problemas contorno el´ıptico que estamos
considerando.
La bibliograf´ıa que hemos utilizado para cada objetivo es en l´ıneas ge-
nerales: [1] para estudiar los espacios Lp(Ω) y los espacios de Sobolev, en el
que tambie´n se encuentran todas las demostraciones, [2] es el libro a par-
tir del cual hemos desarrollado el trabajo, [3] en este art´ıculo se encuentra
el resultado de Gidas-Ni-Nirenberg, junto con su demostracio´n y [4] don-
de hemos consultado los resultados importantes referentes a las ecuaciones
diferenciales.
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Cap´ıtulo 2
Preliminares
En este capitulo recopilamos los contenidos previos que sera´n de gran
utilidad para el desarrollo de nuestros objetivos.
Sin a´nimo de ser tediosos incluiremos los resultados principales de los
espacios y elementos que veremos en el trabajo. Por otro lado, las demos-
traciones se escapan de nuestro objetivo, pero al final de cada seccio´n se
indicara´ donde se pueden consultar. Tambie´n comentar que a lo largo de esta
memoria Ω denotara´ un abierto acotado de RN .
En primer lugar pretendemos reunir algunas propiedades y teoremas de
los espacios Lp(Ω) y espacios de Sobolev. Tenerlas presentes sera´ fundamental
debido a que recurriremos a ellas a la hora de desarrollar varias demostracio-
nes.
An˜adiremos una seccio´n en la que nos centraremos en el principio del
ma´ximo y en las distintas versiones que utilizaremos para cumplir nuestros
objetivos.
Debido a que queremos estudiar una caracterizacio´n de estabilidad a par-
tir del valor propio principal de un problema linealizado asociado, incluiremos
previamente el concepto de valor propio principal de un sistema lineal y al-
gunas de sus caracter´ısticas.
Enunciaremos los principales resultados de existencia, unicidad y prolon-
gabilidad de ecuaciones diferenciales, como el teorema de Picard-Lindelo¨f.
Tambie´n recordaremos los conceptos fundamentales de teor´ıa cualitativa de
sistemas diferenciales.
Por u´ltimo enunciamos el resultado de Gidas-Ni-Nirenberg, que nos apor-
tara´ el cara´cter radial de las soluciones.
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2.1 Los espacios Lp(Ω)
Recordemos que dado un conjunto Ω medible respecto a la medida de
Lebesgue en RN (cuya medida denotaremos por |Ω|), se dice que una funcio´n
medible respecto a dicha medida es integrable Lebesgue (o simplemente in-
tegrable) en Ω siempre que la integral de Lebesgue de su valor absoluto sea
finita.
Definimos L1(Ω) como el espacio de las funciones integrables sobre Ω con
valores de R v´ıa la relacio´n de equivalencia de ser iguales en casi todo punto
(c.t.p.). Podemos considerar en este espacio una norma
‖f‖L1(Ω) =
∫
Ω
|f(x)|dx.
Definimos los espacios Lp(Ω) de la siguiente manera:
Definicio´n 1. Sea p ∈ R con 1 ≤ p <∞. Definimos
Lp(Ω) = {f : Ω→ R : f medible y |f |p ∈ L1(Ω)},
y se nota
‖f‖Lp(Ω) =
(∫
Ω
|f(x)|pdx
) 1
p
.
L∞(Ω) ={f : Ω→ R : f es medible y existe una constante C
con |f(x)| ≤ C c.t.p en Ω},
y se nota
‖f‖L∞(Ω) = ı´nf{C : |f(x)| ≤ C c.t.p en Ω}.
Un resultado importante relativo a la integrabilidad de los l´ımites de
sucesiones afirma que l´ımite puntual ma´s dominacio´n aseguran la integrabi-
lidad y la convergencia de las integrales y por tanto permite intercambiar el
l´ımite con la integral. Es el conocido teorema de convergencia dominada de
Lebesgue.
Teorema 2. [Teorema de la convergencia dominada de Lebesgue] Sea {fn}
una sucesio´n de funciones de L1(Ω). Supongamos que:
{fn(x)} → f(x) c.t.p. en Ω,
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existe una funcio´n h ∈ L1(Ω) tal que para cada n, |fn(x)| ≤ h(x) c.t.p.
en Ω.
Entonces f ∈ L1(Ω) y {fn} L
1(Ω)−→ f .
Un teorema “casi” rec´ıproco y menos conocido afirma que si una suce-
sio´n converge en un espacio Lp(Ω) entonces tiene una parcial que converge
puntualmente y esta´ dominada.
Teorema 3. Sean {fn} una sucesio´n en Lp(Ω) y f ∈ Lp(Ω), tales que
{fn} L
p(Ω)−→ f . Entonces existe una subsucesio´n (que notaremos nuevamente
por {fn}) tal que
{fn(x)} → f(x) c.t.p. en Ω,
existe una funcio´n h ∈ Lp(Ω) tal que |fn(x)| ≤ h(x) para todo n y c.t.p.
en Ω.
Otros de los resultados conocidos sobre funciones integrables es la de-
sigualdad de Ho¨lder. Para enunciarlo, sea 1 ≤ p ≤ ∞, denotaremos por p′ al
exponente conjugado de p, es decir, 1
p
+ 1
p′ = 1.
Teorema 4 (Desigualdad de Ho¨lder). Sean f ∈ Lp(Ω) y g ∈ Lp′(Ω) con
1 ≤ p ≤ ∞. Entonces fg ∈ L1(Ω) y∫
|fg| ≤ ‖f‖Lp(Ω)‖g‖Lp′ (Ω).
El contenido de esta seccio´n, junto con las demostraciones de todos estos
resultados, se encuentra en [1].
2.2 Espacios de Sobolev
Despue´s de hacer el estudio de los espacios Lp(Ω) podemos hacer una
pequen˜a introduccio´n de los espacios de Sobolev.
Definicio´n 5. Sea Ω ⊂ RN un abierto y sea p ∈ R con 1 ≤ p ≤ ∞.
El espacio de Sobolev W 1,p(Ω) se define por
W 1,p(Ω) = {u ∈ Lp(Ω) : ∃g1, g2 . . . gN ∈ Lp(Ω) tales que∫
Ω
u
∂ϕ
∂xi
= −
∫
Ω
giϕ ∀ϕ ∈ C∞c (Ω) ∀i = 1, 2, . . . N},
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donde C∞c (Ω) es el espacio de las funciones de clase infinito en Ω con soporte
compacto. Y notaremos H1(Ω) = W 1,2(Ω) y ∂u
∂xi
= gi para u ∈ W 1,p(Ω).
W 1,p(Ω) es un espacio vectorial normado con
‖u‖W 1,p(Ω) = ‖u‖Lp(Ω) +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
Lp(Ω)
=
(∫
Ω
up
) 1
p
+
N∑
i=1
(∫
Ω
(
∂u
∂xi
)p) 1p
.
En concreto H1(Ω) tiene la norma
‖u‖H1(Ω) =
(∫
Ω
u2
) 1
2
+
(∫
Ω
|∇u|2
) 1
2
,
donde |∇u|2 =
N∑
i=1
(
∂u
∂xi
)2
, que es equivalente a la norma de W 1,p(Ω).
Algunas propiedades fundamentales de los espacios de Sobolev se resumen
en la siguiente proposicio´n.
Proposicio´n 6. El espacio W 1,p(Ω) es un espacio de Banach para
1 ≤ p ≤ ∞ y reflexivo para 1 < p < ∞. Por tanto H1(Ω) es un espacio de
Banach reflexivo de dimensio´n infinita.
Una definicio´n importante que es la que da sentido a la condicio´n de
contorno del problema de condiciones de contorno es la siguiente:
Definicio´n 7. Sea 1 ≤ p < ∞; W 1,p0 (Ω) designa el cierre de C∞c (Ω) en
W 1,p(Ω). Notaremos H10 (Ω) = W
1,2
0 (Ω).
Queda fuera del a´mbito de este trabajo el estudio en profundidad de las
principales propiedades de los espacios de Sobolev pero me gustar´ıa comentar
que cuando una funcio´n u es continua en Ω entonces si u ∈ H10 (Ω) se tiene
que u = 0 en ∂Ω.
Al igual que en la Proposicio´n 6 las propiedades principales de W 1,p0 (Ω)
se resumen en
Proposicio´n 8. El espacio W 1,p0 (Ω) tiene la norma inducida por W
1,p(Ω),
es un espacio de Banach separable y es reflexivo si 1 < p <∞.
H10 (Ω) es por tanto un espacio de Banach reflexivo y H
1
0 (Ω) ≡ C∞c (Ω)
‖ ‖H1(Ω)
con ‖u‖H10 (Ω) =
(∫
Ω
|∇u|2
) 1
2
.
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Denotaremos al espacio dual de H10 (Ω) como H
−1(Ω), es decir,
(H10 (Ω))
′ ≡ H−1(Ω).
Algunos teoremas de inmersio´n que necesitaremos en capitulos posteriores
son:
Teorema 9 (Teorema de inmersio´n). Sea Ω ⊂ RN un abierto acotado, se
verifica:
Si N > 2 entonces H10 (Ω) ⊂ Lp(Ω) ∀p ∈ [1, 2NN−2 ].
Si N = 2 entonces H10 (Ω) ⊂ Lp(Ω) ∀p ∈ [1,+∞).
Si N = 1 entonces H10 (Ω) ⊂ C(Ω) ∩ L∞(Ω).
Con inmersiones continuas
i : H10 (Ω)→ Lq(Ω)
u 7→ i(u) = u.
A partir de ahora notaremos 2N
N−2 = 2
∗.
El siguiente resultado recoge condiciones para asegurar que dichas inmer-
siones son adema´s compactas.
Teorema 10 (Rellich-Kondrachov). Si Ω es un abierto con frontera regular
de clase 1 entonces todas las inmersiones del Teorema 9 son compactas para
todo p < 2∗, es decir,
i es continua.
i transforma acotados en relativamente compactos, si A es acotado en-
tonces i(A) es compacto.
La inmersio´n continua que proporciona el teorema anterior para p = 2 se
conoce como desigualdad de Poincare´.
Corolario 11 (Desigualdad de Poincare´). Si Ω es un abierto acotado existe
una costante C (dependiente de Ω y de p) tal que
‖u‖L2(Ω) ≤ C‖u‖H10 (Ω),
para todo u ∈ H10 (Ω).
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Ana´logamente para un p arbitrario se suele conocer como desigualdad de
Sobolev.
Corolario 12 (Desigualdad de Sobolev). Si Ω es un abierto acotado y N > 2
para q + 1 ≤ 2∗ existe una costante C (dependiente de Ω y de p) tal que
‖u‖Lq+1(Ω) ≤ C‖u‖H10 (Ω),
para todo u ∈ H10 (Ω).
De la reflexividad de H10 (Ω), los teoremas de inmersio´n compacta y el
Teorema 3 se obtiene el siguiente corolario.
Corolario 13. Sea una sucesio´n {un} acotada en H10 (Ω) y N > 2, entonces
existe u ∈ H10 (Ω) tal que para una parcial (que notaremos nuevamente por
{un}) se tiene:
{un} converge de´bil a u ∈ H10 (Ω), es decir,∫
Ω
∇un∇ϕ→
∫
Ω
∇u∇ϕ para todo ϕ ∈ H10 (Ω).
{un} L
p(Ω)−→ u para todo p ∈ [1, 2∗[.
{un} → u(x) c.t.p. x ∈ Ω y existe una funcio´n h ∈ Lp(Ω) para todo
p ∈ [1, 2∗[ tal que |un(x)| ≤ h(x).
Los resultados referentes a esta seccio´n, junto con sus demostraciones, se
pueden consultar en [1].
2.3 Principio del ma´ximo
En primer lugar, para poder enunciar el principio del ma´ximo tenemos
que conocer las definicio´n de funcio´n superarmo´nica.
Definicio´n 14. Dado Ω un dominio de RN con N ≥ 1, una funcio´n
u ∈ C2(Ω) es superarmo´nica en Ω si
−∆u ≥ 0 en Ω.
De forma similar, una funcio´n u ∈ C2(Ω) es subarmo´nica en Ω si −∆u ≤ 0
en Ω.
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Por tanto, la primera versio´n del principio fuerte del ma´ximo que daremos
es la siguiente:
Proposicio´n 15. Sean Ω un dominio de RN con N ≥ 1 y u ∈ C2(Ω) una
funcio´n superarmo´nica. Entonces, u no puede alcanzar un mı´nimo en un
punto interior, a no ser que u sea constante.
El principio fuerte del ma´ximo inmediatamente implica el siguiente prin-
cipio de comparacio´n fuerte.
Proposicio´n 16. Sea Ω un dominio acotado de RN con N ≥ 1 y
u ∈ C2(Ω) ∩ C0(Ω) una funcio´n que satisface{
−∆u ≥ 0 en Ω
u ≥ 0 en ∂Ω.
Entonces, u ≡ 0 o u > 0 en Ω.
En estos dos resultados hemos trabajado con el operador de Laplace,
pero podemos extender el principio del ma´ximo a un operador el´ıptico ma´s
general.
Para este fin, observemos que la conclusio´n de la Proposicio´n 16 se puede
dividir en dos partes:
Principio de comparacio´n de´bil: si u es superarmo´nico en Ω y u ≥ 0 en
∂Ω, entonces u ≥ 0 en Ω.
Principio de comparacio´n fuerte: si u es superarmo´nico en Ω y u ≥ 0
en Ω, entonces u > 0 en Ω, a menos que u ≡ 0.
Este procedimiento de dos pasos se utilizara´ en lo que sigue. Consideramos
un operador el´ıptico de la forma
−Lu = −
N∑
i,j=1
aij(x)
∂2u
∂xi∂xj
+
N∑
i=1
bi(x)
∂u
∂xi
+ V (x)u,
donde aij, bi, V ∈ C(Ω) para todo i, j = 1, . . . , N . Adema´s, asumimos que
V ≥ 0 en Ω. Enunciamos el principio del ma´ximo para dicho operador.
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Proposicio´n 17. Sean Ω un dominio acotado de RN con N ≥ 1, L un
operador el´ıptico en Ω tal que V ≥ 0 y u ∈ C2(Ω) ∩ C0(Ω) una funcio´n que
satisface {
−Lu ≥ 0 en Ω
u ≥ 0 en ∂Ω.
Entonces, u ≥ 0 en Ω.
Antes de hacer referencia al principio fuerte del ma´ximo para el operador
el´ıptico general, veamos el siguiente lema del punto de frontera.
Lema 18. Sean Ω un dominio suave acotado de RN con N ≥ 1, L un
operador el´ıptico en Ω tal que V ≥ 0 y u ∈ C2(Ω) una funcio´n que satisface
−Lu ≥ 0 en Ω.
Asumimos que para algun x0 ∈ ∂Ω, u(x0) ≤ 0 y u(x0) < u(x) para todo
x ∈ Ω. Entonces, la derivada normal exterior de u en x0 satisface
−∂u
∂n
(x0) > 0.
Corolario 19. Sean Ω cualquier dominio de RN , N ≥ 1, L un operador
el´ıptico uniforme y u ∈ C2(Ω) ∩ C0(Ω) una funcio´n que satisface{
−Lu ≥ 0 en Ω
u ≥ 0 en Ω.
Entonces, u > 0 en Ω, a menos que u ≡ 0.
Otra versio´n u´til de este principio es aplicarlo a dominios acotados de me-
dida pequen˜a, conocido como principio del ma´ximo para dominios pequen˜os.
Proposicio´n 20. Sean Ω un dominio acotado de RN , N ≥ 1, V (x) ∈ Lp(Ω),
p > N/2. Existe  > 0 tal que si |Ω| < , entonces para cualquier funcio´n
u ∈ C2(Ω) ∩ C1(Ω) que satisface{
−∆u+ V (x)u ≥ 0 en Ω
u ≥ 0 en ∂Ω,
tenemos u ≥ 0 en Ω.
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Para finalizar, exponemos el principio de comparacio´n no lineal. Definimos
el concepto de subsolucio´n y supersolucio´n.
Una funcio´n u ∈ C2(Ω) se llama una subsolucio´n de (3.1) si satisface{
−∆u ≤ f(u) en Ω
u ≤ 0 en ∂Ω.
Por otro lado, una funcio´n u ∈ C2(Ω) se llama una supersolucio´n de (3.1)
si satisface {
−∆u ≥ f(u) en Ω
u ≥ 0 en ∂Ω.
Proposicio´n 21. Sean Ω un dominio acotado de RN , N ≥ 1, f : R → R
una funcio´n localmente de Lipschitz y u, u ∈ C2(Ω) una subsolucio´n y una
supersolucio´n de {
−∆u = f(u) en Ω
u ≥ 0 en ∂Ω.
Entonces, si u ≤ u en Ω, u ≡ u o u < u.
En esta seccio´n se ha utilizado la bibliograf´ıa: [2] y en ella se encuentran
todas las demostraciones.
2.4 Problema de autovalores
Al linealizar el problema de contorno el´ıptico de segundo orden{
−∆u = f(u) en Ω
u = 0 en ∂Ω,
se pueden extraer algunos resultados que sera´n muy u´tiles para obtener una
caracterizacio´n del concepto de estabilidad. En efecto, en este trabajo consi-
deramos el correspondiente sistema linealizado{
−∆v − f ′(u)v = λv en Ω
v = 0 en ∂Ω,
(2.1)
aunque veremos resultados algo ma´s generales.
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Definicio´n 22. Sean Ω un dominio acotado suave de RN , N ≥ 1 y v ∈ C(Ω).
Supongamos que existe λ ∈ R y ϕ ∈ C2(Ω), ϕ 6≡ 0 tal que{
−∆ϕ− V (x)ϕ = λϕ en Ω
ϕ = 0 en ∂Ω.
Entonces, λ se llama valor propio de −L = −∆− V (x) (con condiciones de
contorno de Dirichlet) y ϕ funcio´n propia asociada a λ.
Existe una sucesio´n creciente {λn(−∆ − V (x); Ω)} → +∞ tal que (2.1)
admite una solucio´n no trivial para λ = λn. Nos interesa el primer elemento
de esta sucesio´n, λ1(−∆− V (x)).
Teorema 23. Sean Ω un dominio acotado suave de RN , N ≥ 1 y V ∈ C(Ω).
Entonces, −L = −∆− V (x) tiene un autovalor ma´s pequen˜o, llamado valor
propio principal de −L, λ1 = λ1(−∆− V (x); Ω).
Adema´s, λ = λ1 es el u´nico valor propio para el que las funciones propias
no cambian de signo y λ1 viene dado por
λ1 = ı´nf
ϕ∈H10 (Ω)
ϕ6=0
{∫
Ω
|∇ϕ|2dx− ∫
Ω
V (x)ϕ2dx∫
Ω
ϕ2dx
}
= sup
{
λ ∈ R : ∃v ∈ C2(Ω), v > 0 con −∆u− V (x)v ≥ λv}.
Para estos resultados hemos utilizado la bibliograf´ıa: [2] y en ella se en-
cuentra la demostracio´n del teorema.
2.5 Existencia y unicidad de soluciones de
EDO
Enunciaremos algunos resultados de ecuaciones diferenciales que hemos
empleado en las demostraciores del cap´ıtulo cuatro.
Un resultado cla´sico de existencia y unicidad del problema
Y ′ = F (t, Y )
Y (t0) = x0,
(2.2)
es el teorema de Picard-Lindelo¨f.
13
Teorema 24 (Picard-Lindelo¨f). Sean D = R × RN un conjunto abierto,
(t0, Y0) ∈ D y F : D → RN una funcio´n continua verificando la condicio´n de
Lipschitz en un entorno de (t0, Y0), es decir, para todo (t0, Y0) ∈ D existen
, L > 0 con
‖F (t, Y1)− F (t, Y2)‖ ≤ L‖Y2 − Y1‖,
para todo (t, Y1), (t, Y2) ∈ B(t0, Y0) ∩D.
Entonces existe δ > 0 de manera que el problema de Cauchy (2.2) admite
una u´nica solucio´n en el intervalo I = [t0 − δ, to + δ].
Despue´s de este teorema, que nos proporciona existencia, unicidad de las
soluciones del problema de Cauchy, nos plantearemos encontrar un intervalo
“maximal” de existencia de solucio´n, a la cual denominaremos solucio´n no
prolongable.
Definicio´n 25. Sea F : D ⊂ R × RN → RN , (t0, Y0) ∈ D y consideremos
el problema (2.2). Dado I ⊂ R un intervalo real no degenerado con t0 ∈ I
e Y : I → RN una solucio´n de (2.2) en I. Diremos que Y es solucio´n no
prolongable de (2.2) si dada cualquier otra solucio´n Z : J → RN , se tiene
que J ⊂ I y Z es la restriccio´n de Y al intervalo J .
De la definicio´n deducimos que, en caso de existir, la solucio´n no prolon-
gable debe ser u´nica. Adema´s, podemos ver las condiciones suficientes para
la existencia de dicha solucio´n.
Teorema 26. Sean D ⊂ R× RN un conjunto abierto, (t0, Y0) ∈ D y
F : D → RN una funcio´n continua, de manera que en un entorno de ca-
da punto se verifica la condicio´n de Lipschitz. Entonces existe solucio´n no
prolongable para el problema (2.2).
Por u´ltimo, daremos un resultado que proporciona informacio´n sobre
co´mo construir el intervalo maximal de existencia de solucio´n.
Lema 27 (Wintner). Sean D ⊂ R × RN abierto no acotado, (t0, Y0) ∈ D,
y F : D → RN una funcio´n continua, de manera que en un entorno de
cada punto se verifica la condicio´n de Lipschitz. Sea adema´s Y : J → RN
la solucio´n no prolongable de (2.2). Notemos por α = ı´nf J y β = sup J . Se
verifica alguna de las siguientes propiedades (no necesariamente excluyentes):
i) la gra´fica de Y es no acotada en [t0, β[×RN (resp. en ]α, t0]× RN),
ii) l´ımt→β d((t, Y (t)), ∂D) = 0 (resp. l´ımt→α d((t, Y (t)), ∂D) = 0.
Todos estos conceptos, junto con sus demostraciones, se encuentran en:
[4].
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2.6 Teor´ıa cualitativa. Sistemas auto´nomos
En este apartado pretendemos recordar los conceptos fundamentales de
la teor´ıa cualitativa de ecuaciones y sistemas diferenciales que utilizaremos a
lo largo de nuestra memoria. Consideramos el sistema auto´nomo
Y ′ = F (Y ), (2.3)
para alguna funcio´n F ∈ C1(Ω) y Ω un abierto de RN .
Lo primero es definir a el concepto de o´rbita del sistema y de punto
estacionario.
Definicio´n 28. Llamaremos trayectoria u o´rbita del sistema (2.3) al conjun-
to imagen de cualquier solucio´n del mismo. Obse´rvese que a cada solucio´n
le corresponde una o´rbita, mientras que puede darse el caso de soluciones
distintas que tengan asociadas la misma o´rbita
Definicio´n 29. Se dice que Y0 ∈ Ω es un punto cr´ıtico o estacionario para
el sistema si F (Y0) = 0, es decir, si la funcio´n constante Y (t) = Y0, definida
para cada t ∈ R, es solucio´n del mismo. En otro caso se dira´ que Y0 es un
punto regular.
Usando los resultados de existencia y unicidad de solucio´n no prolongable
vistos, se obtiene el siguiente lema.
Lema 30. Sea Y : I ⊂ R→ Ω una solucio´n de (2.3) con o´rbita asociada Γ.
Entonces o bien Γ consiste en un u´nico punto cr´ıtico (y adema´s I = R) o
bien solamente contiene puntos regulares. Adema´s en ese caso, o bien dicha
solucio´n es inyectiva o bien es perio´dica e I = R.
Se podr´ıa decir que las o´rbitas son ba´sicamente de tres tipos: puntos
cr´ıticos, o´rbitas perio´dicas o corresponden con soluciones inyectivas. Esto se
debera´ al comportamiento de la solucio´n en −∞.
El objetivo de esta seccio´n es enunciar el Teorema de Poincare-Bendixon.
Para ello necesitamos las siguientes definiciones y un lema previo.
Notamos por ϕ(t, Y ) al flujo del sistema (2.3) y Γ es una o´rbita del mis-
mo. Definimos el ω-l´ımite de Γ, ω(Γ), como los puntos de acumulacio´n del
conjunto imagen de una solucio´n en +∞ y α-l´ımite de Γ, α(Γ), como los
puntos de acumulacio´n del conjunto imagen de una solucio´n en −∞.
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Lema 31. Sea Γ una o´rbita de (2.3). Entonces ω(Γ) y α(Γ) son unio´n de
o´rbitas.
Adema´s, para cada o´rbita Γ de (2.3) y cada Z ∈ Γ, denotamos
Γ+Z = {ϕ(t, Z) : t ≥ 0},
Γ−Z = {ϕ(t, Z) : t ≤ 0}.
Enunciamos el teorema esperado:
Teorema 32. [Poincare´-Bendixson] Sea Γ una o´rbita del sistema (2.3). Su-
pongamos que para algu´n Z ∈ Γ el conjunto Γ+Z (respect. Γ−Z) esta´ contenido
en un conjunto compacto K ∈ Ω. Si ω(Γ) (respect. α(Γ)) no contiene puntos
cr´ıticos, entonces se trata de una o´rbita perio´dica.
Se puede extraer la siguiente consecuencia.
Corolario 33. Sea Γ una o´rbita perio´dica de (2.3) cuyo interior esta´ conte-
nido en Ω. Existe al menos un punto cr´ıtico de (2.3) en su interior.
Los resultados de esta seccio´n y sus demostraciones se pueden consultar
en: [4].
2.7 Resultado de Gidas-Ni-Nirenberg
Para finalizar el cap´ıtulo vamos a enunciar el resultado de Gidas-Ni-
Nirenberg. En e´l se muestra el cara´cter radial de las soluciones positivas
de problemas de contorno el´ıptico definidos en una bola de radio R en RN .
Teorema 34 (Resultado de Gidas-Ni-Nirenberg). Sean
BR = {x ∈ RN : ||x|| < R} y u ∈ C2(BR) una solucio´n positiva de{
∆u+ f(u) = 0 en BR
u = 0 en ∂BR,
donde f ∈ C1(R). Entonces u es radialmente sime´trica y ∂u
∂r
< 0 para
0 < r < R.
El intere´s es que se verifica independientemente de co´mo sea f . Como ve-
remos ma´s detenidamente, si f(u) ≥ 0 entonces cualquier solucio´n no trivial
sera´ positiva en BR (por el principio del ma´ximo) y por tanto radial.
Este teorema se encuentra en: [3].
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Cap´ıtulo 3
Estabilidad
Intuitivamente, un sistema esta´ en un estado estable si puede recuperarse
de perturbaciones; un pequen˜o cambio no impedira´ que el sistema regrese al
equilibrio. Si colocamos una canica en el centro de un plato y la golpeamos
ligeramente, despue´s de rodar hacia adelante y hacia atra´s la canica volvera´ a
su posicio´n estable. Si en cambio le damos la vuelta al plato y ponemos
cuidadosamente la canica en el centro de la parte superior, estar´ıa en un
equilibrio bastante inestable, una brisa ligera ser´ıa suficiente para hacerla
caer.
Algunos feno´menos pueden entenderse observando las variaciones de ener-
g´ıa del sistema.
Consideremos una funcio´n suave E : R → R y pensemos en ella como la
energ´ıa potencial de un sistema, una cantidad que var´ıa con respecto a un
para´metro f´ısico relevante, una cantidad que el sistema tiende a minimizar.
Un pozo de potencial es un entorno de un mı´nimo local de E: la energia
potencial capturada es incapaz de convertirse en otro tipo de energ´ıa. Como
tal, un pozo de potencial es un estado estable de este sistema.
Desde el punto de vista matema´tico, es claro que t0 ∈ R es un punto de
mı´nimo local de E si E ′(t0) = 0 y E ′′(t0) > 0. Relajando la desigualdad,
obtenemos la siguiente definicio´n:
Definicio´n 35. Sea I un intervalo abierto de R y E : I → R una funcio´n
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de clase C2(I). Un punto t0 ∈ I es un punto cr´ıtico estable1 de E si
E ′(t0) = 0 y E ′′(t0) ≥ 0.
Si consideramos la canica rodando dentro de un recipiente, la energ´ıa
potencial del sistema se puede describir correctamente como una funcio´n de
un para´metro, la distancia de la canica al centro del recipiente. La gra´fica
de E es entonces una para´bola con las ramas hacia arriba, como se muestra
en la Figura 3.1 (o con las ramas hacia abajo, en el caso en que el recipiente
este´ del reve´s). Sin embargo, en la mayor´ıa de las situaciones, el estado de un
sistema no puede describirse con un u´nico para´metro t ∈ R. Trabajaremos
en un contexto donde la energ´ıa se define en un espacio funcional adecuado
X.
Figura 3.1: Pozo de potencial.
Sean Ω ⊂ RN acotado con frontera suave y X = C20(Ω). Consideramos el
siguiente problema de contorno el´ıptico de segundo orden{
−∆u = f(u) en Ω
u = 0 en ∂Ω,
(3.1)
1Un punto t0 que satisface la Definicio´n 35 se suele llamar semi-estable, mientras que
se dice que es estable si se mantiene la desigualdad estricta E′′(t0) > 0. Dado que la
teor´ıa que desarrollaremos no utiliza la desigualdad estricta, no haremos distincio´n entre
soluciones semi-estables y estables.
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donde f : R→ R de clase C1(R) y el funcional EΩ : X → R definido como
EΩ(u) = 1
2
∫
Ω
|∇u|2dx−
∫
Ω
F (u)dx, (3.2)
donde F : R→ R es una funcio´n de clase C2(R) primitiva de f .
En esta seccio´n vamos a comprobar que hay relacio´n entre las soluciones
u ∈ X del problema (3.1) y los puntos cr´ıticos del funcional (3.2). Adema´s,
nos planteamos estudiar lo que significar´ıa la estabilidad de una solucio´n para
este problema.
A (3.2) se le conoce como funcional de energ´ıa y a −∆u = f(u) como
ecuacio´n de Euler-Lagrange para este funcional de energ´ıa.
Proposicio´n 36. Sean Ω un dominio acotado suave de RN con N ≥ 1,
X = C20(Ω) dotado con su norma natural || · ||C2(Ω), f : R→ R una funcio´n
de clase C1(R) y F una primitiva de f . Consideramos tambie´n EΩ : X → R
definido como (3.2). Entonces, u ∈ C2(Ω) es una solucio´n de (3.1) si y so´lo
si u es un punto cr´ıtico de EΩ.
Demostracio´n. Para probarlo vamos a calcular la derivada de EΩ en la direc-
cio´n del vector ϕ ∈ X − {0}:
E ′Ω(u)(ϕ) = l´ım
t→0
EΩ(u+ tϕ)− EΩ(u)
t
= l´ım
t→0
1
2t
(∫
Ω
(|∇u|2 + t∇u∇ϕ+ t2|∇ϕ|2 − |∇u|2) dx
−
∫
Ω
F (u+ tϕ)− F (u)
t
dx
)
= l´ım
t→0
(∫
Ω
∇u∇ϕdx+ t
2
∫
Ω
|∇ϕ|2dx−
∫
Ω
F (u+ tϕ)− F (u)
t
dx
)
.
Vemos que para x ∈ Ω
l´ım
t→0
F (u(x) + tϕ(x))− F (u(x))
t
=
∂F
∂t
(u(x) + tϕ(x))
∣∣∣∣
t=0
ϕ(x) = f(u(x))ϕ(x),
es decir, converge puntualmente.
Tomando |t| < 1 y escribiendo a = ||u||L∞(Ω) + ||ϕ||L∞(Ω) el teorema del valor
medio implica que∣∣∣∣F (u+ tϕ)− F (u)t
∣∣∣∣ ≤ ∣∣∣∣∂F∂t (u˜)tϕt
∣∣∣∣ ≤ ||ϕ||L∞(Ω)||f ||L∞([−a,a]),
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donde f = F ′.
Por el teorema de la convergencia dominada de Lebesgue (Teorema 2) pode-
mos pasar al limite cuando t→ 0, con lo que
l´ım
t→0
∫
Ω
F (u+ tϕ)− F (u)
t
dx =
∫
Ω
f(u)ϕdx,
as´ı
E ′Ω(u)(ϕ) =
∫
Ω
∇u∇ϕdx−
∫
Ω
f(u)ϕdx para todo ϕ ∈ X.
El funcional tiene un punto cr´ıtico si y so´lo si se cumple la siguiente igualdad
para todo ϕ ∈ X ∫
Ω
∇u∇ϕdx =
∫
Ω
f(u)ϕdx.
Puesto que Ω es un dominio suave podemos usar la fo´rmula de integracio´n
por partes, obteniendo ∫
Ω
∇u∇ϕdx =
∫
Ω
−(∆u)ϕdx,
es decir, u es un punto cr´ıtico de EΩ si y so´lo si∫
Ω
(−∆u− f(u))ϕdx = 0,
para todo ϕ ∈ X.
Por u´ltimo, comprobaremos que
∫
Ω
(−∆u− f(u))ϕdx = 0 para todo
ϕ ∈ X si y so´lo si u es solucio´n del problema (3.1).
Si u es solucio´n del problema, entonces −∆u− f(u) = 0 y∫
Ω
(−∆u− f(u))ϕdx = 0,
para todo ϕ ∈ X. Rec´ıprocamente, consideramos∫
Ω
g(x)ϕ(x)dx = 0 para todo ϕ ∈ X,
con g(x) = −∆u(x)− f(u(x)) ∈ C(Ω). En particular g ∈ L2(Ω), con lo que∫
Ω
g(x)ϕ(x)dx = 0 para todo ϕ ∈ L2(Ω),
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debido a que C20(Ω) es denso en L
2(Ω). Entonces g(x) ≡ 0 en L2(Ω) y como
g es continua
g(x) = −∆u(x)− f(u(x)) = 0 para todo x ∈ Ω
y u es solucio´n de (3.1).
Acabamos de identificar las soluciones u ∈ X de (3.1) con puntos cr´ıticos
de EΩ. ¿A cua´l de estas soluciones debemos llamar estables? Para averiguarlo,
calcularemos la segunda derivada de los puntos cr´ıticos de EΩ en la direccio´n
del vector ϕ ∈ X. Fijando u ∈ X y la direccio´n dada ϕ ∈ X\{0} definimos
la funcio´n E : R→ R como
E(t) = EΩ(u+ tϕ), (3.3)
donde EΩ viene dado por (3.2). Por lo visto anteriormente,
E ′(0) =
∫
Ω
∇u∇ϕdx−
∫
Ω
f(u)ϕdx.
Para obtener E ′′(0), calculamos
E ′(t)− E ′(0)
t
=
E ′(t)
t
=
E ′Ω(u+ tϕ)(ϕ)
t
=
1
t
(∫
Ω
∇(u+ tϕ)∇ϕdx−
∫
Ω
f(u+ tϕ)ϕdx
)
=
1
t
∫
Ω
∇u∇ϕdx+
∫
Ω
|∇ϕ|2dx− 1
t
∫
Ω
f(u+ tϕ)ϕdx
=
∫
Ω
|∇ϕ|2dx−
∫
Ω
f(u+ tϕ)− f(u)
t
ϕdx.
Vemos que para x ∈ Ω
l´ım
t→0
f(u(x) + tϕ(x))− f(u(x))
t
ϕ(x) =
∂f(x)
∂t
(u(x) + tϕ(x))|t=0 ϕ2(x)
= f ′(u(x))ϕ2(x),
es decir, converge puntualmente.
Tomando |t| < 1 y escribiendo a = ||u||L∞(Ω) + ||ϕ||L∞(Ω) el teorema del
valor medio implica que∣∣∣∣f(u+ tϕ)− f(u)t ϕ
∣∣∣∣ ≤ ∣∣∣∣∂f∂t (u˜)tϕt ϕ
∣∣∣∣ ≤ ||ϕ||2L∞(Ω)||f ′||L∞([−a,a]).
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Por el teorema de la convergencia dominada de Lebesgue (Teorema 2) pode-
mos pasar al limite cuando t→ 0, con lo que
l´ım
t→0
∫
Ω
f(u+ tϕ)− f(u)
t
ϕdx =
∫
Ω
f ′(u)ϕ2dx,
as´ı, al tomar l´ımites
E ′′(0) =
∫
Ω
|∇ϕ|2dx−
∫
Ω
f ′(u)ϕ2dx para todo ϕ ∈ X.
Echando un vistazo a la Definicio´n 35 es natural definir la estabilidad como
sigue.
Definicio´n 37. Sean f ∈ C1(R) y Ω un abierto acotado de RN , N ≥ 1. Una
solucio´n u ∈ C2(Ω) de
−∆u = f(u) en Ω
es estable si
Qu(ϕ) :=
∫
Ω
|∇ϕ|2dx−
∫
Ω
f ′(u)ϕ2dx ≥ 0, ∀ϕ ∈ C1c (Ω). (3.4)
Observacio´n 38. De la definicio´n anterior se pueden extraer algunas obser-
vaciones.
La forma cuadra´tica Qu se llama segunda variacio´n de la energ´ıa.
u es estable en Ω si y so´lo si es estable en cada subdominio ω ⊂ Ω.
Si Ω es acotado y u ∈ L∞(Ω) se puede tomar ϕ ∈ H10 (Ω) en la definicio´n
anterior.
3.1 Ejemplos de soluciones estables
Despue´s de conocer la definicio´n de estabilidad (Definicio´n 37) veremos
algunos ejemplos de soluciones estables. Para ello necesitaremos incluir en
cada apartado algunas definiciones previas.
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Los minimizadores de energ´ıa son estables
Para comprobar este ejemplo daremos primero la nocio´n de minimizador
local de energia.
Definicio´n 39. Sea X un espacio de funciones de Banach con norma || · ||.
Supongamos que X contiene a C1c (Ω) y sea EΩ : X → R un funcional. Una
funcio´n u ∈ X es un minimizador local de EΩ si existe t0 > 0 tal que
EΩ(u) ≤ EΩ(u+ ϕ) para todo ϕ ∈ C1c (Ω) con ||ϕ|| < t0.
En particular, supongamos que u es un minimizador local de EΩ definido
por (3.2). Entonces 0 es un punto de mı´nimo local de E determinado por
(3.3), ya que E(t) = EΩ
(
u+
t
||ϕ||ϕ
)
con t ∈ (0, t0). As´ı, E ′(0) = 0 y
E ′′(0) ≥ 0, por lo que u es una solucion estable de (3.1).
Los puntos cr´ıticos que minimizan la energ´ıa de un lado
son estables
Como hicimos en el ejemplo anterior, vamos a definir primero el concepto
de minimizador local unilateral.
Definicio´n 40. Sean X un espacio de funciones de Banach que contiene a
C1c (Ω) y EΩ : X → R un funcional. Una funcio´n u ∈ X es un minimizador
local unilateral de EΩ si existen t0 > 0 y  ∈ {−1,+1} tal que
EΩ(u) ≤ EΩ(u+ ϕ) para todo ϕ ∈ C1c (Ω) con ϕ ≥ 0 y ||ϕ|| < t0.
Supongamos que u es a la vez un punto cr´ıtico y un minimizador unilateral
de EΩ definido por (3.2) y consideramos por ejemplo que  = +1. Entonces,
dado ϕ ≥ 0, 0 es un punto de minimo local de E|[0,t0), donde E esta definido
por (3.3). Deducimos que E ′(0) = 0 y E ′′(0) ≥ 0, por tanto se verifica (3.4)
para ϕ ≥ 0. Ahora, tomamos una funcio´n test arbitraria ϕ ∈ C1c (Ω) y la
dividimos en su parte positiva y en su parte negativa: ϕ = ϕ+ + ϕ−
(−ϕ− ≥ 0). Como Ω es acotada, con un argumento esta´ndar de aproximacio´n,
(3.4) sigue siendo va´lido para las funciones test ϕ+, ϕ−. Luego
Qu(ϕ) = Qu(ϕ
+) +Qu(ϕ
−) ≥ 0,
y por tanto u es estable.
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Las soluciones minimales son estables
Supongamos que existe una subsolucio´n y una supersolucio´n y conside-
remos adema´s que son distintas y ordenadas: u ≤ u en Ω. Por el principio
fuerte del ma´ximo (Proposicio´n 21) resulta que la desigualdad es siempre
estricta: u < u en Ω.
Lema 41. Sean Ω un dominio acotado suave de RN , N ≥ 1 y f ∈ C1(R).
Supongamos que existen u, u ∈ C2(Ω) una subsolucio´n y una supersolucio´n
de (3.1) tal que u < u en Ω. Entonces existe una u´nica solucio´n u de (3.1)
con las siguientes propiedades: dada cualquier supersolucio´n u2 ∈ C2(Ω) de
(3.1) tal que u2 ≥ u,
1. u ≤ u ≤ u2 y
2. u minimiza EΩ entre todas las funciones v ∈ C2(Ω) tal que u ≤ v ≤ u2.
A u se le llama la solucio´n minimal de (3.1) relativa a u.
Denotamos por u a la solucio´n minimal relativa de u, u ≤ u ≤ u. El
principio fuerte del ma´ximo (Proposicio´n 21) implica que u ∈ {u, u} o
u < u < u. Analicemos los tres casos.
Si u = u, usando que u < u, dado ϕ ∈ C1c (Ω) con ϕ ≥ 0 existe t0 > 0
tal que u = u ≤ u + tϕ ≤ u para todo 0 < t < t0. Por 2 del Lema
41, EΩ(u) ≤ EΩ(u + tϕ) y deducimos que 0 es un punto de minimo de
E|[0,t0).
Si u = u por la condicio´n u < u, dado ϕ ∈ C1c (Ω) con ϕ ≥ 0 existe
t0 > 0 tal que u ≤ u− tϕ ≤ u = u para todo 0 < t < t0. Por 2 del Lema
41, EΩ(u) ≤ EΩ(u − tϕ) y deducimos que 0 es un punto de minimo de
E|[0,t0).
Si u < u < u, dado ϕ ∈ C1c (Ω) con ϕ ≥ 0 existe t0 > 0 tal que
u ≤ u+ tϕ ≤ u para todo 0 < t < t0. Por 2 del Lema 41,
EΩ(u) ≤ EΩ(u + tϕ) y deducimos que 0 es un punto de minimo de
E|[0,t0).
En los tres casos, como u es solucio´n de (3.1), E ′(0) = 0. Por esto, debemos
tener E ′′(0) ≥ 0 y se verifica (3.4) para ϕ ≥ 0. Descomponiendo una funcio´n
test arbitraria en su parte positiva y en su parte negativa deducimos que u
es estable.
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3.2 Estabilidad lineal. Valor propio principal
del operador linealizado
Se puede caracterizar la estabilidad del problema (3.1) a partir del valor
propio principal de un problema lineal asociado.
Proposicio´n 42. Sea f ∈ C1(R) y Ω un dominio acotado de RN , N ≥ 1.
Una solucio´n u ∈ C2(Ω) ∩ L∞(Ω) de
−∆u = f(u) en Ω
es estable si y so´lo si λ1(−∆− f ′(u); Ω) ≥ 0.
Demostracio´n. Una funcio´n u ∈ C2(Ω) ∩ L∞(Ω) es una solucio´n estable si y
solo si ∫
Ω
|∇ϕ|2dx−
∫
Ω
f ′(u)ϕ2dx ≥ 0,
para todo ϕ ∈ H10 (Ω), esto es,∫
Ω
|∇ϕ|2dx− ∫
Ω
f ′(u)ϕ2dx∫
Ω
ϕ2dx
≥ 0,
para todo ϕ ∈ H10 (Ω), si y solo si
ı´nf
ϕ∈H10 (Ω)
ϕ6=0
{∫
Ω
|∇ϕ|2dx− ∫
Ω
f ′(u)ϕ2dx∫
Ω
ϕ2dx
}
= λ1(−∆− f ′(u); Ω) ≥ 0,
por la caracterizacio´n del valor propio principal (Teorema 23).
3.3 Nuevos ejemplos de soluciones estables
A partir de la nueva caracterizacio´n de la estabilidad se pueden producir
nuevos ejemplos de soluciones estables.
Las soluciones mono´tonas son estables
En primer lugar veamos que´ son las soluciones mono´tonas.
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Definicio´n 43. Una solucio´n u ∈ C2(Ω) es mono´tona si
∂u
∂xN
> 0 en Ω,
o mediante alguna rotacio´n del espacio se reduce a ese caso.
Derivamos −∆u = f(u) con respecto a xN :
−∆ ∂u
∂xN
− f ′(u) ∂u
∂xN
= 0.
Si u ∈ C3(Ω) es mono´tona, v = ∂u
∂xN
es positiva y resuelve
−∆v − f ′(u)v = 0 en Ω,
con lo que, usando el Teorema 23, λ1(−∆ − f ′(u); Ω) = 0. Conclu´ımos con
que u es estable por la Proposicio´n 42.
Las soluciones positivas en epigrafos coercitivos son es-
tables
Antes de comprobar dicho ejemplo veamos la definicio´n de epigrafo coer-
citivo.
Definicio´n 44. Un dominio Ω es un epigrafo coercitivo si, rotando el espacio,
existe g ∈ C(RN−1,R) tal que Ω = {x = (x′, xN) ∈ RN−1 × R : xN > g(x′)}
y l´ım
|x′|→+∞
g(x′) = +∞.
Ahora ya se puede plantear el lema que recoge el ejemplo sen˜alado.
Lema 45. Sea Ω un epigrafo coercitivo. Si u > 0 resuelve (3.1), entonces u
es mono´tona y por lo tanto estable.
Demostracio´n. El argumento de la demostracio´n se basa en la estrategia del
plano mo´vil (moving plane): dado λ > 0, consideramos el hiperplano
Tλ = {(x′, xN) ∈ RN−1 × R : xN = λ},
y
Σλ = {(x′, xN) ∈ Ω : xN < λ},
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la regio´n debajo de Tλ. Reflejaremos Σλ a trave´s del hiperplano Tλ: para
x ∈ Σλ el reflejo de x viene dado por xˆλ = (x′, 2λ − xN). Observamos que
como Ω es un epigrafo, si x ∈ Σλ tenemos g(x′) < xN < λ con lo que
2λ − xN > 2xN − xN = xN > g(x′) y xˆλ ∈ Ω. Por esto, podemos definir
uˆλ(x) = u(xˆλ) para x ∈ Σλ. Sea tambie´n wλ = uˆλ − u. Probaremos que para
cualquier λ > 0,
wλ > 0 en Σλ, (3.5)
es decir, que hay una cierta monoton´ıa en la direccio´n de la u´ltima coorde-
nada.
Primero veremos que (3.5) se cumple para λ > 0 pequen˜os, es decir, para
valores de λ cercanos al ı´nfimo de la proyeccio´n de Ω en el eje xN . Para ello,
vamos a estudiar el problema que verifica wλ. Si calculamos el laplaciano de
esta funcio´n
−∆wλ = −∆uˆλ − (−∆u),
y estudiamos el te´rmino −∆uˆλ =
N∑
i=1
∂2uˆλ
∂x2i
(x):
∂uˆλ
∂xi
(x) =
∂u
∂xi
(x′, 2λ− xN) =

∂u
∂xi
(x′, 2λ− xN) i = 1, . . . , N − 1
− ∂u
∂xi
(x′, 2λ− xN) i = N
∂2uˆλ
∂x2i
(x) =
∂2u
∂x2i
(x′, 2λ− xN) =

∂2u
∂x2i
(x′, 2λ− xN) i = 1, . . . , N − 1
∂2u
∂x2i
(x′, 2λ− xN) i = N,
llegamos a −∆uˆλ(x) = −∆u(x′, 2λ− xN). Como u satisface −∆u = f(u)
−∆u(x) = f(u(x)),
−∆uˆλ(x) = −∆u(x′, 2λ− xN) = f(u(x′, 2λ− xN)) = f(uˆλ(x)),
con lo que
−∆wλ = f(uˆλ(x))−f(u(x)) =

f(uˆλ(x))− f(u(x))
wλ(x)
wλ(x) si wλ(x) 6= 0
f ′(u(x)) si wλ(x) = 0.
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Por tanto, si definimos
Vλ(x) =

f(uˆλ(x))− f(u(x))
wλ(x)
si wλ(x) 6= 0
f ′(u(x)) si wλ(x) = 0,
tenemos que
−∆wλ − Vλ(x)wλ = 0 en Σλ. (3.6)
Adema´s wλ ≥ 0 en ∂Σλ = (Ω ∩ Tλ) ∪ (∂Ω ∩ Σλ) ya que
por definicio´n uˆλ = u con lo que wλ = 0 en Ω ∩ Tλ,
debido a que u es solucio´n de (3.1), u = 0 y uˆλ ≥ 0 con lo que wλ ≥ 0
en ∂Ω ∩ Σλ.
El principio del ma´ximo para dominios pequen˜os (Proposicio´n 20) implica
que wλ ≥ 0 en Σλ, siempre que λ > 0 sea pequen˜o. Como u > 0 en Ω y
u = 0 en ∂Ω, tenemos que wλ > 0 en ∂Ω∩Σλ2. Ahora, por el principio fuerte
del ma´ximo (Colorario 19) aplicado a (3.6), wλ > 0 en Σλ (no puede ser
cero porque toma valores estricamente positivos). Hemos probado que (3.5)
se verifica para valores de λ cercanos al ı´nfimo de la proyeccio´n de Ω en el
eje xN .
A continuacio´n, llamamos λ0 al supremo de los µ > 0 tales que (3.5) se
verifica para todo 0 < λ ≤ µ. Supongamos que λ0 < ∞. Por la continuidad
de wλ con respecto a λ, tenemos que wλ0 ≥ 0 en Σλ0 . Adema´s, por lo visto
anteriormente,
−∆wλ0 − Vλ0(x)wλ0 = 0 en Σλ0 ,
wλ0 > 0 en ∂Ω ∩ Σλ0 .
Debido al principio fuerte del ma´ximo (Corolario 19) la desigualdad es estric-
ta, es decir, wλ0 > 0 en Σλ0 . Fijamos δ > 0 pequen˜o y un conjunto compacto
K ⊂ Σλ0 tal que |Σλ0\K| ≤
δ
2
. Al ser wλ0 > 0 en Σλ0 y K compacto,
wλ0 ≥ η > 0 en K para alguna constante η > 0. Eligiendo un  > 0 suficien-
temente pequen˜o, se sigue que wλ0+ > 0 en K, mientras que |Σλ0+\K| ≤ δ.
Por tanto
−∆wλ0+ − Vλ0+(x)wλ0+ = 0 en Σλ0+\K,
wλ0+ ≥ 0 en ∂ (Σλ0+\K) .
2Ya que uˆλ > 0 porque xˆλ ∈ Ω.
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Por el principio del ma´ximo para dominios pequen˜os (Proposicio´n 20),
wλ0+ ≥ 0 en Σλ0+\K y como ya ten´ıamos que wλ0+ > 0 en K, el principio
fuerte del ma´ximo (Colorario 19) conlleva a que (3.5) se cumple para
λ = λ0 + , llegando a una contradiccio´n con la definicio´n de λ0. As´ı que,
(3.5) se verifica para todo λ > 0.
Nuestro objetivo era probar que u es mono´tona en la direccio´n xN , es
decir,
∂u
∂xN
(x′, λ) > 0 para todo (x′, λ) ∈ Tλ ∩Ω y para todo λ > 0. Para ver
esto, fijamos λ > 0 y observamos que wλ es una solucio´n positiva de (3.6)
en Σλ y que wλ = 0 en Tλ ∩ Ω. Por el lema del punto de frontera (Lema 18)
−∂wλ
∂xN
(x0) > 0 para x0 ∈ Tλ ∩ Ω.
Operando, como wλ(x
′, xN) = u(x′, 2λ− xN)− u(x′, xN):
∂wλ
∂xN
(x′, xN) = − ∂u
∂xN
(x′, 2λ− xN)− ∂u
∂xN
(x′, xN) = −2 ∂u
∂xN
(x′, xN),
con lo que deducimos que
2
∂u
∂xN
(x′, λ) = −∂wλ
∂xN
(x′, λ) > 0, para todo (x′, λ) ∈ Tλ ∩ Ω.
Por lo que u es mono´tona y por tanto estable u es estable.
3.4 Propiedades elementales de las soluciones
estables
Despue´s de tratar con ejemplos que nos permiten familiarizarnos con el
concepto de estabilidad, en esta u´ltima parte del cap´ıtulo estudiaremos dos de
las propiedades que pueden tener las soluciones estables: unicidad y simetr´ıa.
Unicidad
Imponiendo condiciones a la funcio´n f se pueden extraer consecuencias
que nos proporcionara´n unicidad de soluciones estables. En particular si f es
convexa, el problema (3.1) tendra´ como mucho una solucio´n estable.
Comenzaremos probando que si f es no creciente y Ω esta´ acotado (3.1)
tiene una u´nica solucio´n.
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Demostracio´n. Si multiplicamos −∆u = f(u) por ϕ ∈ C20(Ω) e integramos
por partes obtenemos∫
Ω
∇u∇ϕdx =
∫
Ω
f(u)ϕdx para todo ϕ ∈ C20(Ω).
Supongamos que existen dos soluciones distintas u1, u2 de (3.1). Por tanto,
la funcio´n u1 − u2 verifica
−∆(u1 − u2) =f(u1)− f(u2) en Ω,
u1 − u2 = 0 en ∂Ω,
y ∫
Ω
∇(u1 − u2)∇ϕdx =
∫
Ω
(f(u1)− f(u2))ϕdx para todo ϕ ∈ C20(Ω).
Si consideramos la funcio´n test ϕ = (u1 − u2)+ ∈ H10 (Ω)
||(u1−u2)+||H10 (Ω) =
∫
Ω
|∇(u1 − u2)+|2dx =
∫
Ω
(f(u1)− f(u2)) (u1 − u2) ≤ 0,
de donde deducimos que (u1 − u2)+ = 0 y necesariamente u1 ≤ u2. Si inter-
cambiamos los roles de u1 y u2 obtenemos la desigualdad inversa, con lo que
u1 = u2.
De lo contrario, la ecuacio´n puede tener muchas soluciones. Pero tal vez
la unicidad se mantiene en las soluciones estables, como comentabamos an-
teriormente. Este es el caso cuando el te´rmino no lineal es convexo, como
muestra la siguiente proposicio´n.
Proposicio´n 46. Sean N ≥ 1, Ω ∈ RN un dominio acotado suave y
λ1 = λ1(−∆; Ω) > 0 el valor propio principal del Laplaciano de Dirichlet
en Ω. Supongamos que f ∈ C1(R) es convexo. Si u1, u2 ∈ C2(Ω) son dos
soluciones estables de (3.1) entonces, u1 = u2 o f(u) = λ1u en los rangos de
u1 y u2.
Demostracio´n. Sean u1, u2 dos soluciones estables de (3.1). Entonces
w = u2 − u1 resuelve
−∆w = f(u2)− f(u1) en Ω.
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Multiplicando la igualdad anterior por w+, la parte positiva de w
−∆ww+ = (f(u2)− f(u1))w+ en Ω,
e integrando por partes obtenemos∫
Ω
−∆ww+dx =
∫
Ω
∇w∇w+dx,
con lo que∫
Ω
∇w∇w+dx =
∫
Ω
|∇w+|2dx =
∫
Ω
(f(u2)− f(u1))w+dx.
Como u2 es estable, tenemos que∫
Ω
|∇w+|2dx ≥
∫
Ω
f ′(u2)(w+)2dx,
luego ∫
Ω
(f(u2)− f(u1))w+dx ≥
∫
Ω
f ′(u2)(w+)2dx,
y ∫
Ω
(f(u2)− f(u1)− f ′(u2)w+)w+dx ≥ 0.
Por ser f convexa
f(u2)− f(u1)
w+
= f ′(u2 + θ(u2 − u1)) ≤ f ′(u2),
y la expresio´n f(u2) − f(u1) − f ′(u2)w+ tiene que ser no positiva. Si f es
estrictamente convexa f(u2)−f(u1)−f ′(u2)w+ < 0. Necesariamente w+ = 0,
es decir, u2 ≤ u1. La desigualdad inversa la obtenemos intercambiando los
roles de u1 y u2, es decir, u1 ≤ u2 con lo cual u1 = u2. De lo contrario, f es
lineal en la unio´n de todos los intervalos de la forma [u1(x), u2(x)], x ∈ Ω, por
lo tanto en los rangos de u1 y u2. As´ı que u1 y u2 son soluciones estables de
un problema lineal, lo cual es posible si pertenecen al espacio propio asociado
al valor propio principal λ1.
Supongamos que existe una solucio´n minimal de (3.1), denotada por u. Se
deduce del resultado de unicidad anterior que si f es estrictamente convexo,
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entonces u es la u´nica solucio´n estable de (3.1). Por minimalidad, u esta´ por
debajo de todas las dema´s soluciones de la ecuacio´n. ¿Pueden ordenarse to-
das las soluciones de la ecuacio´n de tal manera? Cuando f es estrictamen-
te convexa, la respuesta es siempre negativa. De hecho, si u1, u2 denotan
dos soluciones diferentes de u, entonces necesariamente deben cruzarse como
muestra la siguiente proposicio´n.
Proposicio´n 47. Sea Ω un dominio acotado suave de RN . Consideramos
que f ∈ C1(R) es estrictamente convexo. Sean u1, u2 ∈ C2(Ω) dos soluciones
distintas de (3.1) tal que
u1 ≤ u2 en Ω.
Entonces, u1 es la u´nica solucio´n estable de (3.1).
Demostracio´n. Llamamos w = u2−u1. Por las condiciones impuestas, w ≥ 0
en Ω y por la convexidad
−∆w = f(u2)− f(u1) ≥ f ′(u1)w en Ω,
con lo que
−∆w − f ′(u1)w ≥ 0 en Ω.
Por el principio fuerte del ma´ximo (Corolario 19), o w ≡ 0, que queda ex-
cluido, o w > 0 en Ω. Por consiguiente u1 es estable (por la Proposicio´n 42).
Adema´s, podemos deducir que u1 es la u´nica solucio´n estable de (3.1) por la
Proposicio´n 46.
La suposicio´n de convexidad no puede descartarse en la proposicio´n 46.
Un contraejemplo viene dado por el te´rmino no lineal f(u) = u− u3, que no
es convexo.
Proposicio´n 48. Sea Ω un dominio acotado suave de RN y notemos
λ1 = λ1(−∆; Ω) > 0 al valor propio principal del Laplaciano de Dirichlet en
Ω. Para λ > 0 consideramos la ecuacio´n{
−∆u = λ(u− u3) en Ω
u = 0 en ∂Ω.
(3.7)
Si λ ≤ λ1, entonces u = 0 es la u´nica solucio´n de (3.7) y es estable.
Si λ > λ1, existen por lo menos dos soluciones estables no triviales de
(3.7).
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Demostracio´n. Comenzaremos con el caso λ ≤ λ1. Sea X = H10 (Ω)∩L∞(Ω).
Cualquier solucio´n cla´sica de (3.7) es un punto cr´ıtico del funcional de energia
EΩ : X → R dado por
EΩ(u) = 1
2
∫
Ω
|∇u|2dx− λ
4
∫
Ω
(u2 − 1)2dx,
por lo visto al inicio de la seccio´n, ya que F (u) = −1
4
(u2−1)2 es una primitiva
de f . Vamos a probar que EΩ es estrictamente convexo y esta acotado por
debajo por λ
4
|Ω|. Esto implica que u = 0 es el u´nico punto cr´ıtico de EΩ
debido a que si el funcional es estrictamente convexo es claro que solo puede
tener un punto cr´ıtico y automaticamente tiene que ser un mı´nimo global.
Como u = 0 es un minimo global, es estable.
Desarrollando (u2 − 1)2, reescribimos EΩ como EΩ = E1 + E2, donde
E1(u) = 1
2
(∫
Ω
|∇u|2dx− λ
∫
Ω
u2dx
)
,
E2(u) = λ
4
∫
Ω
(u4 + 1)dx.
Por la desigualdad de Poincare´
λ1
∫
Ω
u2dx ≤
∫
Ω
|∇u|2dx,
con lo que si λ ≤ λ1, E1 ≤ 0. Por otro lado, E2 ≥ λ
4
|Ω| es estrictamente
convexo. Por esto, es suficiente probar que E1 es convexo. Sean u, v ∈ X y
t ∈ [0, 1] entonces
E1(tu+ (1− t)v) = 1
2
(∫
Ω
|∇(tu+ (1− t)v)|2dx− λ
∫
Ω
(tu+ (1− t)v)2dx
)
=
1
2
(
t2
∫
Ω
|∇u|2dx+ (1− t)2
∫
Ω
|∇v|2dx+ t(1− t)
∫
Ω
∇u∇vdx
−t2λ
∫
Ω
u2dx− (1− t)2λ
∫
Ω
v2dx− t(1− t)λ
∫
Ω
uvdx
)
= t2E1(u) + (1− t)2E1(v) + t(1− t)
∫
Ω
(∇u∇v − λuv)dx
=
(
tE1(u) 12 + (1− t)E1(v) 12
)2
+ t(1− t)
∫
Ω
(∇u∇v − λuv)dx
− 2t(1− t) (E1(u)E1(v))
1
2 .
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Vamos a comprobar que∫
Ω
(∇u∇v − λuv) dx ≤ 2
√
1
2
∫
Ω
(|∇u|2 − λu2) dx1
2
∫
Ω
(|∇v|2 − λv2) dx,
o lo que es lo mismo[∫
Ω
(∇u∇v − λuv) dx
]2
≤
∫
Ω
(|∇u|2 − λu2) dx∫
Ω
(|∇v|2 − λv2) dx. (3.8)
Para ello, consideramos la forma cuadra´tica sime´trica semidefinida positiva
(ya que λ ≤ λ1)
a(u, v) =
∫
Ω
∇u∇vdx− λ
∫
Ω
uvdx,
as´ı,
0 ≤ a(u± αv, u± αv) = a(u, u) + α2a(v, v)± 2αa(u, v)
= a(v, v)α2 ± 2αa(u, v) + a(u, u).
La ecuacio´n de segundo grado (con respecto a α) no puede tener ma´s de una
ra´ız real, con lo que el discrimitante tiene que ser menor o igual que 0,
4a(u, v)2 − 4a(u, u)a(v, v) ≤ 0 y a(u, v)2 ≤ a(u, u)a(v, v).
Por tanto, acabamos de probar que se cumple la desigualdad (3.8) y, por la
convexidad,
E1(tu+ (1− t)v) ≤
(
tE1(u) 12 + (1− t)E1(v) 12
)2
≤ tE1(u) + (1− t)E1(v),
es decir, E1 es convexo.
Pasamos al caso λ > λ1. Tenemos que u = 0 y u = 1 son subsolucio´n y
supersolucio´n, respectivamente, de (3.7). Por el Lema 41, existe una solucio´n
minimal u de (3.7) (relativa a u = 0). Al ser u minimal, es estable. Como
λ > λ1, la solucio´n 0 no es estable, porque si lo fuera tendr´ıa que ocurrir∫
Ω
|∇ϕ|2dx ≥
∫
Ω
ϕ2dx para todo ϕ ∈ C1c (Ω),
pero esto no es posible por la caracterizacio´n de λ1, para ϕ1
λ
∫
Ω
ϕ21dx >
∫
Ω
|∇ϕ|2dx = λ1
∫
Ω
ϕ21dx,
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con lo que u 6≡ 0.
Por esto, −u es otra solucio´n estable del problema ya que si u lo es,
verifica la condicio´n (3.4), es decir,∫
Ω
|∇ϕ|2dx−
∫
Ω
(1− 3u2)ϕ21dx ≥ 0 para todo ϕ ∈ C1c (Ω),
y es claro que tambie´n la cumple −u. Hemos encontrado al menos dos solucio-
nes estables no triviales del problema, acabando con la unicidad de solucio´n
estable al quitar la condicio´n de convexidad de f .
Simetr´ıa
Cuando una ecuacio´n muestra una cierta simetr´ıa, es natural plantearse
si sus soluciones son tambie´n sime´tricas. Nos podemos preguntar si alguna
solucio´n u de (3.1) en Ω = B, la bola unidad en RN , es radialmente sime´trica.
Esto es as´ı si u es estable, como muestra la siguiente proposicio´n.
Proposicio´n 49. Sean f ∈ C1(R), B la bola unidad en RN y u ∈ C3(B)
una solucio´n estable de {
−∆u = f(u) en B
u = 0 en ∂B. (3.9)
Entonces u es radialmente sime´trica. Adema´s, r → u(r) es constante, cre-
ciente o decreciente en (0, 1).
Demostracio´n. En primer lugar mostraremos que u es radial. Si descompo-
nemos la derivada de u como la derivada del vector normal y la derivada
tangencial y probamos que la derivada tangencial es cero, demostraremos
que u solo tiene componente radial. Por tanto, es suficiente probar que cual-
quier derivada tangencial v = xi
∂u
∂xj
− xj ∂u∂xi , i, j = 1, . . . , N es ide´nticamente
cero. La integracio´n por partes implica por un lado que∫
B
vdx =
∫
∂B
(xiunj − xjuni) dθ, (3.10)
ya que ni = xi es la i-e´sima componente del vector unitario normal a ∂B
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apuntando hacia el exterior. Por otra parte, derivando v
∂v
∂xk
=
∂
∂xk
(
xi
∂u
∂xj
)
− ∂
∂xk
(
xj
∂u
∂xi
)
=
∂xi
∂xk
∂u
∂xj
+ xi
∂2u
∂xk∂xj
− ∂xj
∂xk
∂u
∂xi
− xj ∂
2u
∂xk∂xi
,
∂2v
∂x2k
=
∂2xi
∂x2k
∂u
∂xj
+
∂xi
∂xk
∂2u
∂xk∂xj
+
∂xi
∂xk
∂2u
∂xk∂xj
+ xi
∂3u
∂x2k∂xj
− ∂
2xj
∂x2k
∂u
∂xi
− ∂xj
∂xk
∂2u
∂xk∂xi
− ∂xj
∂xk
∂2u
∂xk∂xi
− xj ∂
3u
∂x2k∂xi
,
calculando su laplaciano
∆v =
∂2u
∂xi∂xj
+
∂2u
∂xi∂xj
+ xi
∂
∂xj
(
N∑
k=1
∂2u
∂x2k
)
− ∂
2u
∂xj∂xi
− ∂
2u
∂xj∂xi
− xj ∂
∂xi
(
N∑
k=1
∂2u
∂x2k
)
= xi
∂
∂xj
(
N∑
k=1
∂2u
∂x2k
)
− xj ∂
∂xi
(
N∑
k=1
∂2u
∂x2k
)
,
y sustituyendo
∆v = xi
∂
∂xj
(−∆u)− xj ∂
∂xi
(∆u)
= xi
∂
∂xj
(f(u))− xj ∂
∂xi
(f(u)) = xif
′(u)
∂u
∂xj
− xjf ′(u) ∂u
∂xi
= f ′(u)v,
mostramos que v resuelve la ecuacio´n linearizada{
−∆v = f ′(u)v en B
v = 0 en ∂B, (3.11)
donde la condicio´n de contorno se sigue de los hechos de que u es constante
en ∂B y que v es una derivada tangencial. Multiplicando (3.11) por v e
integrando por partes obtenemos∫
B
|∇v|2dx−
∫
B
f ′(u)vdx = 0.
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Como u es estable∫
B
|∇w|2dx−
∫
B
f ′(u)wdx = 0 para todo w ∈ C1c (Ω),
y si v 6≡ 0, considerando v como funcio´n test∫
B
|∇v|2dx−
∫
B
f ′(u)vdx = 0,
por lo que acabamos de ver. Luego, el operador linearizado −∆− f ′(u) tiene
un valor propio principal λ1 = 0 y v es su funcio´n propia asociada, por lo que
debe ser siempre positiva o siempre negativa, contradiciendo (3.10). As´ı pues,
v ≡ 0 y u es radial.
Ahora, vamos a comprobar que u(r) es constante o mono´tona. Si u no es
constante, v =
du
dr
es no trivial. Supongamos por contradiccio´n que v(r0) = 0
para algu´n r0 ∈ (0, 1]. Por la Observacio´n 38, u es estable en Br0 y podemos
usar v como funcio´n test en (3.4), obteniendo∫
Br0
|∇v|2dx−
∫
Br0
f ′(u)vdx ≥ 0. (3.12)
Adema´s, estudiemos la ecuacio´n que satisface v.
Para ello definimos g : [0, 1]→ R como
g(r) = g(||x||) = u(x),
donde r =
√√√√ N∑
i=1
x2i y v =
∂u
∂r
= g′(r). Calculamos las derivadas parciales
∂v
∂xk
= g′′(r)
xk
r
,
∂2v
∂x2k
= g′′′(r)
x2k
r2
+ g′′(r)
r − xk xkr
r2
= g′′′(r)
x2k
r2
+ g′′(r)
r2 − x2k
r3
,
y su laplaciano
−∆v = −g′′′(r)− g′′(r)Nr
2 − r2
r3
= −g′′′(r)− g′′(r)N − 1
r
.
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Por otro lado,
∂u
∂xk
= g′(r)
xk
r
,
∂2u
∂x2k
= g′′(r)
x2k
r2
+ g′(r)
r2 − x2k
r3
−∆u = −g′′(r)− g′(r)N − 1
r
= f(u).
Derivando con respecto a r
−g′′′(r)− g′′(r)N − 1
r
+ g′(r)
N − 1
r2
= f ′(g(r))g′(r),
con lo que
−g′′′(r)− g′′(r)N − 1
r
= f ′(g(r))g′(r)− g′(r)N − 1
r2
,
y escribie´ndolo en funcio´n de u y v, −∆v +
N − 1
r2
v = f ′(u)v en Br0
v = 0 en ∂Br0 .
Multiplicando la ecuacio´n anterior por v e integrando por partes,∫
Br0
|∇v|2dx−
∫
Br0
f ′(u)vdx = −
∫
Br0
N − 1
r2
v2dx < 0,
que contradice (3.12).
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Cap´ıtulo 4
El problema de Gelfand
Este cap´ıtulo esta´ dedicado al problema de Gelfand:{
−∆u = λeu en B
u = 0 en ∂B. (4.1)
donde λ > 0 es un para´metro y B es la bola unidad de RN , N ≥ 1. Como
hemos comentado anteriormente, trabajaremos este problema en la bola uni-
dad de RN debido a que recoge todos los resultados conocidos a pesar de ser
un espacio ma´s simple (por las peculiaridades que presenta).
Pretendemos hacer un ana´lisis del comportamiento global de las solucio-
nes del problema. Comenzaremos motivando su estudio a trave´s de su intere´s
f´ısico y expondremos los dos resultados importantes del cap´ıtulo. El primero
hace referencia a la multiplicidad de las soluciones, que variara´ segu´n el valor
de λ y de la dimensio´n N . El otro describe si tiene soluciones estables o no.
Despue´s nos centraremos en desarrollar sus demostraciones. Sobre la es-
tabilidad adelantamos que si el problema tiene solucio´n entonces tiene una
solucio´n estable. La prueba es la misma para todo N . Por el contrario, para
estudiar la multiplicidad de sus soluciones tendremos que diferenciar casos
dependiendo del valor de N . Comprobaremos que en la bola unidad de RN
las soluciones del problema (4.1) son positivas, radiales y radialmente decre-
cientes.
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4.1 Motivacio´n y resultado principal
En dimensio´n N = 1, 2, 3, la ecuacion (4.1) se puede derivar del modelo
te´rmico de autoignicio´n. El modelo completo describe el proceso de reaccio´n
en un material combustible durante lo que se denomina el periodo de ignicio´n.
Una solucio´n u de (4.1) representa una temperatura adimensional dentro
de un recipiente cil´ındrico (en el cual las paredes son conductores ideales),
cuando el sistema ha alcanzado un estado estacionario. La variable de espacio
subyacente x ∈ B debe ser entendida como adimensional, es decir, el taman˜o
del recipiente ha sido normalizado.
Ahora, echemos un segundo vistazo a la ecuacio´n (4.1). En el lado iz-
quierdo, hay un operador de difusio´n, −∆, que explica la difusio´n de calor
desde los reactivos en caliente hacia la frontera fr´ıa. En el lado derecho, te-
nemos un te´rmino de reaccio´n, eu. La no linealidad exponencial tiene que ver
con la llamada ley de Arrhenius. Concretamente, es una aproximacio´n del
te´rmino no lineal dado en esta ley (emp´ırica) que toma verdaderamente la
forma f(u) = e
u
1+u . Este te´rmino modela la produccio´n de calor inducida por
la reaccio´n qu´ımica. El operador de difusio´n y la no linealidad de la reaccio´n
se oponen/compiten.
En un tipo de reaccio´n, la transferencia del calor producido no es lo su-
ficientemente ra´pida como para llegar a atravesar las paredes del recipiente:
el combustible se agota y la reaccio´n muere, o hay tanto combustible que
se produce una explosio´n te´rmica. De cualquier manera, no hay estado es-
tacionario, es decir, no se debe esperar una solucio´n de (4.1). En otro tipo
de reaccio´n, por el contrario, el equilibrio entre el calor producido y el calor
difundido se produce de forma ra´pida, por lo que (4.1) tiene soluciones.
El equilibrio entre difusio´n y reaccio´n se cuantifica mediante el para´metro
λ > 0. A veces nos referimos a este para´metro como la constante de Frank-
Kamenetskii. De acuerdo con nuestra discusio´n anterior, no debemos esperar
ninguna solucio´n de (4.1) si λ es grande, mientras que si λ es pequen˜o deben
existir soluciones.
En realidad, el resultado principal que desarrollaremos en las secciones
posteriores se resume en:
Proposicio´n 50. Sea N ≥ 1. Cada solucio´n u ∈ C2(B) de (4.1) es radial.
Adema´s, existe λ∗ = λ∗(N) > 0 tal que
Para 0 < λ < λ∗, existe una solucio´n estable u ∈ C2(B) de (4.1).
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Para λ > λ∗, no existe solucio´n u ∈ C2(B) de (4.1).
En cuanto a la estabilidad se puede deducir para cualquier dimensio´n N
el siguiente teorema:
Teorema 51. Si el problema (4.1) tiene una solucio´n u ∈ C2(B) entonces
tiene una solucio´n estable.
Demostracio´n. Sean λ0 < λ
∗, λ˜0 con λ0 < λ˜0 < λ∗ y wλ˜0 solucio´n del proble-
ma para λ˜0.
Por un lado, u = wλ˜0 es supersolucio´n de (4.1) para λ0:
−∆u = −∆wλ˜0 = λ˜0e
wλ˜0 ≥ λ0ewλ˜0 = λ0eu,
y u = 0 es una subsolucio´n de (4.1) para λ0:
−∆u = 0 ≥ λ0e0 = λ0eu.
Adema´s, como las soluciones son positivas u ≤ u. El Lema 41 implica
que existe una solucio´n u de (4.1) para λ0 con u ≤ u ≤ u, que es minimal,
entonces u es estable. Podemos caracterizar la solucio´n vie´ndola como el
l´ımite de la siguiente sucesio´n
u0 = 0 = u
u1 solucio´n de
{ −∆u1 = λ0eu0 en B
u1 = 0 en ∂B
u2 solucio´n de
{ −∆u2 = λ0eu1 en B
u2 = 0 en ∂B
...
un+1 solucio´n de
{ −∆un+1 = λ0eun en B
un+1 = 0 en ∂B.
Esto verifica, por el principio del ma´ximo, que
u = u0 ≤ u1 ≤ u2 ≤ . . . ≤ un ≤ . . . ≤ u.
Al ser una sucesio´n creciente en un acotado tiene l´ımite
l´ım
n→+∞
un = u.
Pasando al l´ımite tenemos que u es solucio´n de (4.1) para λ0 y es minimal.
En efecto, sea w ≥ 0 cualquier otra solucio´n, tomando u = w, por lo visto
anteriormente, u ≤ w.
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Se puede observar que puesto que hay unicidad de solucio´n estable cual-
quier otra solucio´n del problema tiene que ser inestable.
En las siguientes secciones desarrollaremos la prueba de la Proposicio´n
50. En concreto, la Proposicio´n 52 se dedica al caso N = 1, la Proposicio´n
56 al N = 2, la Proposicio´n 63 al 3 ≤ N ≤ 9 y la Proposicio´n 64 al N ≥ 10.
4.2 Dimensio´n N = 1
En dimensio´n N = 1, el problema de Gelfand ser´ıa:{ −u′′ = λeu en [−1, 1]
u(−1) = u(1) = 0. (4.2)
Las soluciones quedan completamente caracterizadas en la siguiente propo-
sicio´n.
Proposicio´n 52. Existe λ∗ > 0 tal que:
Para 0 < λ < λ∗ existen exactamente dos soluciones u ∈ C2([−1, 1])
del problema (4.2).
Para λ = λ∗ existe una u´nica solucio´n u ∈ C2([−1, 1]) de (4.2).
Para λ > λ∗ no existe solucio´n u ∈ C2([−1, 1]) de (4.2).
Las soluciones son positivas, pares, estrictamente decrecientes en (0, 1] y u´ni-
camente determinadas por su valor en x = 0.
Representando λ en el eje de la x y la norma ‖u‖∞ = u(0) en el eje de la
y para cada solucio´n u, obtenemos el diagrama de bifurcacio´n que resume la
proposicio´n (Figura 4.1)
Demostracio´n. Dividiremos la demostracio´n en dos partes.
En la primera comprobaremos que cada solucio´n de (4.2) es positiva, par,
estrictamente decreciente en (0, 1] y esta´ caracterizada por el valor que toma
en 0.
Utilizando que esta´ caracterizada por su valor en 0, en la segunda parte,
demostraremos que para algu´n λ∗ > 0, existen exactamente dos soluciones
del problema para λ ∈ (0, λ∗), una para λ = λ∗ y ninguna para λ > λ∗.
Parte 1: Cada solucio´n es positiva, par, estrictamente decreciente en
(0, 1] y caracterizada por su valor en 0.
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Figura 4.1: Diagrama de bifurcacio´n en dimensio´n N = 1.
Sea u una solucio´n de (4.2). Como −u′′ = λeu > 0 en (−1, 1), u no alcanza
un mı´nimo en (−1, 1) (en ningu´n punto u′′ > 0 y por tanto no puede tener
un mı´nimo). En particular, u > 0 en (−1, 1) ya que u(−1) = u(1) = 0 y si
en algu´n punto u fuera negativa tendr´ıa un mı´nimo.
Adema´s, u es par y u′(r) < 0 para cada r ∈ (0, 1). Para probarlo suponga-
mos por contradiccio´n que u alcanza un ma´ximo en algu´n x0 ∈ (−1, 1)\{0}.
Sin pe´rdida de generalidad x0 ∈ (0, 1).
Sean v(t) = u(x0 + t) y v˜(t) = u(x0− t). Podemos ver que v y v˜ satisfacen
el mismo problema de valor inicial con las condiciones iniciales
v(0) = v˜(0) = u(x0) y v
′(0) = v˜(0) = 0.
−v′′(t) = −u′′(x0 + t) = λeu(x0+t) = λev(t) en [−1, 1]
v(0) = u(x0)
v′(0) = u′(x0) = 0 (suponemos que x0 es un ma´ximo).
−v˜′′(t) = −u′′(x0 − t) = λeu(x0−t) = λev˜(t) en [−1, 1]
v˜(0) = u(x0)
v˜′(0) = u′(x0) = 0 (suponemos que x0 es un ma´ximo).
Para estudiar la unicidad de soluciones transformamos el primer problema
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en un sistema de primer orden. Tomamos v = y1, v
′ = y2
 y1
y2
′ =
 y′1
y′2
 =
 y2
−λey1

 y1(0)
y2(0)
 =
 u(x0)
0
 .
Definimos F : R× R2 → R2 como
F (t, y1(t), y2(t)) =
(
y2(t),−λey1(t)
)
.
Tenemos que D = R × R2 es abierto no acotado y F ∈ C1(R × R2), ya que
esta´ compuesta por funciones C1(R2), con lo que F (t, y1, y2) es localmente
Lipschitz respecto a la variable (y1, y2) ∈ R2, entonces podemos garantizar la
existencia y unicidad local de solucio´n y por tanto asegurarnos la existencia
de solucio´n no prolongable.
Por la unicidad de soluciones v y v˜ deben coincidir, as´ı que
v(t) = v˜(t) = u(x0 − t) = u(x0 + (−t)) = v(−t),
y v es par.
En particular, si x0 ∈ (0, 1) entonces 2x0 − 1 ∈ (−1, 1) y
u(2x0 − 1) = v(x0 − 1) = v(−x0 + 1) = u(x0 − x0 + 1) = u(1) = 0,
contradiciendo que u > 0 en (−1, 1).
Por tanto, u alcanza su u´nico ma´ximo en 0, es decir, x0 = 0. Se sigue que
v(t) = u(t) con lo que u es par y u′(r) < 0 para r ∈ (0, 1).
Veamos que esta´ caracterizada por su valor en 0.
Multiplicamos (4.2) por u′
−u′′u′ = λu′eu,
e integramos entre 0 y r ∈ (0, 1)∫ r
0
−u′′u′dx =
∫ r
0
λu′eudx⇔
[
−u
′2
2
]r
0
= [λeu]r0 ⇔ −
u′2
2
= λ(eu − eu0),
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donde u0 = u(0). Despejando u
′
−u′2 = 2λ(eu − eu0) como u0 > u,
u′2 = 2λ(eu0 − eu),
u′ = ±
√
2λ(eu0 − eu),
podemos reescribirlo como
−u′√
2λ(eu0 − eu) = 1.
Integrando entre 0 y 1 y haciendo el cambio de variable u′ = dt, se deduce
que toda solucio´n de (4.2) satisface∫ u0
0
dt√
2λ(eu0 − et) = 1. (4.3)
Por otra parte, cada vez que existe u0 > 0 que cumpla (4.3), la funcio´n
par u definida para r ∈ (0, 1) por∫ u0
u(r)
dt√
2λ(eu0 − et) = r
verifica (4.2).
Parte 2: Para algu´n λ∗ > 0, existen exactamente dos soluciones si
λ ∈ (0, λ∗), una para λ = λ∗ y ninguna para λ > λ∗.
Por lo que acabamos de ver, existe una solucio´n tal que u(0) = u0 > 0 si
y solo si se verifica ∫ u0
0
dt√
2λ(eu0 − et) = 1.
Vamos a trabajar con este resultado para estudiar las posibles soluciones
del problema dependiendo de λ.
Para ello, escribimos la integral de otra manera∫ u0
0
dt√
2λeu0(1− et−u0) = 1,∫ u0
0
dt√
(1− et−u0) =
√
2λeu0 .
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Hacemos el cambio w = t− u0, con lo que los l´ımites nuevos ser´ıan
w(0) = −u0 y w(u0) = 0∫ 0
−u0
dw√
(1− ew) =
√
2λeu0 .
Nuestro problema tiene una solucio´n u ∈ C2(B) si fijado un λ existe un
u0 que verifique la igualdad anterior. Definimos
G : (0,+∞)→ R
G(s) 7→
∫ 0
−s
dw√
1− ew −
√
2λes.
Pretendemos estudiar cuando G(s) = 0, para ello calcularemos los ma´xi-
mos y mı´nimos de esta funcio´n (si tiene) y su curvatura. Hallamos su derivada
G′(s) =
1√
1− e−s −
√
2λ
2
e
s
2 ,
y obtenemos sus ra´ıces G′(s) = 0(
1√
1− e−s
)2
=
(√
2λ
2
e
s
2
)2
⇔ 1
1− e−s =
2λ
4
es ⇔ 1 = λ
2
es − λ
2
⇔ es = 2
λ
+ 1⇔ s = ln
(
λ
2
+ 1
)
.
Observamos que la derivada tiene una ra´ız, por lo que G tiene como mucho
dos. Hay un posible extremo en el punto x∗ = ln
(
2
λ
+ 1
)
. Para comprobar si
x∗ es un extremo calculamos la segunda derivada.
G′′(s) = −
√
λ e
s
2
2
√
2
− e
−s
2 (1− e−s) 32
,
y evaluamos en x∗
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G′′ (x∗) = −
√
λ e
ln( 2λ+1)
2
2
√
2
− e
− ln ( 2λ+1)
2
(
1− e− ln ( 2λ+1)
) 3
2
= −
√
λ
√
2
λ
+ 1
2
√
2
−
λ
2+λ
2
(
1− ( λ
2+λ
)) 3
2
= −
√
2 + λ
2
√
2
−
λ
2+λ
2
(
2
2+λ
) 3
2
= −
√
2 + λ
2
√
2
− λ
√
2 + λ
22
√
2
= −
√
2 + λ
2
√
2
(
1 +
λ
2
)
< 0.
Como G′′
(
ln
(
2
λ
+ 1
))
< 0 tenemos un ma´ximo en x∗. Adema´s G es co´ncava
ya que G′′(s) < 0 en s ∈ (0,+∞) y
G(0) =
∫ 0
0
dw√
1− ew −√2λ =
√
2λ < 0.
Resumiendo, G(0) < 0 para cualquier valor de λ, G tiene un ma´ximo en x∗
y como mucho dos ra´ıces. As´ı que, segu´n sea el valor de G(x∗) (que depende
de λ), la funcio´n G es de alguna de las tres formas que se muestran en la
Figura 4.2. Por el dibujo podemos observar que si G(x∗) > 0 existira´n dos
Figura 4.2: Posibles formas de la funcio´n G.
soluciones del problema, si G(x∗) = 0 habra´ solo una solucio´n y si G(x∗) < 0
no tendremos ninguna solucio´n. Procedemos a calcular el valor de G en el
punto x∗.
G
(
ln
(
2
λ
+ 1
))
=
∫ 0
− ln ( 2λ+1)
dw√
1− ew −
√
2λ
(
2
λ
+ 1
)
.
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Necesitamos resolvemos la integral∫
dw√
1− ew = −2 tanh
−1 (√1− ew)+ C
= −21
2
ln
(
1 +
√
1− ew
1−√1− ew
)
= − ln
(
1 +
√
1− ew
1−√1− ew
)
,
con lo que∫ 0
− ln ( 2λ+1)
dw√
1− ew =
= l´ım
w→0
(
− ln
(
1 +
√
1− ew
1−√1− ew
))
−
− ln
1 +
√
1− e− ln ( 2λ+1)
1−
√
1− e− ln ( 2λ+1)

= − ln l´ım
w→0
(
1 +
√
1− ew
1−√1− ew
)
+ ln
1 +
√
1− ( 2
λ
+ 1
)−1
1−
√
1− ( 2
λ
+ 1
)−1

= − ln 1 + ln
1 +
√
1− λ
2+λ
1−
√
1− λ
2+λ
 = ln
1 +
√
2
2+λ
1−
√
2
2+λ
.
As´ı,
G
(
ln
(
2
λ
+ 1
))
= ln
1 +
√
2
2+λ
1−
√
2
2+λ
−√4 + 2λ.
Como hemos comentado, el valor que toma G en el ma´ximo x∗ depende
de λ. Queda comprobar que la funcio´n g : (0,+∞)→ R definida como
g(λ) = ln
1 +
√
2
2+λ
1−
√
2
2+λ
−√4 + 2λ,
tiene una u´nica raiz, que sera´ λ∗.
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Calculando su derivada
g′(λ) =
√
2 + λ−√2√
2 + λ+
√
2
1(√
2 + λ−√2)2
(√
2 + λ−√2−√2 + λ−√2)
2
√
2 + λ
− 2
2
√
4 + 2λ
=
1
2 + λ− 2
(−2√2)
2
√
2 + λ
− 1√
2
√
2 + λ
= − 2 + λ√
2λ
√
2 + λ
= −
√
2 + λ√
2λ
< 0,
y observamos que la funcio´n g es estrictamente decreciente para λ > 0. Los
valores que toma en los extremos son
l´ım
λ→0
ln
(√
2 + λ+
√
2√
2 + λ−√2
)
−√4 + 2λ = +∞,
l´ım
λ→∞
ln
(√
2 + λ+
√
2√
2 + λ−√2
)
−√4 + 2λ = −∞.
Por el teorema de Bolzano existe un u´nico λ∗ ∈ (0,+∞) tal que g(λ∗) = 0,
es decir, para el que G(x∗) = 0 (Figura 4.3).
Figura 4.3: Comportamiento de la funcio´n g.
As´ı pues, las conclusiones obtenidas ser´ıan:
Para 0 < λ < λ∗, tenemos que G(x∗) > 0 y G tiene dos ra´ıces, es decir,
para ese λ hay dos valores u0 que verifican la condicio´n (4.3), as´ı que (4.2)
tiene dos soluciones u ∈ C2(B).
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Para λ∗ tenemos que G(x∗) = 0 y G tiene una raiz, es decir, hay un u´nico
valor u0 que verifica (4.3), as´ı que (4.2) tiene una u´nica solucio´n u ∈ C2(B).
Para λ > λ∗ tenemos que G(x∗) < 0 y G no tiene ra´ıces, es decir, no hay
ningu´n valor u0 que verfique (4.3), as´ı que (4.2) no tiene ninguna solucio´n
u ∈ C2(B).
Por u´ltimo, si resolvemos la ecuacio´n
G
(
ln
(
2
λ
))
= 0,
obtenemos que λ∗ ≈ 0′878457679781290....
4.3 Dimensio´n N = 2
Como veremos en esta seccio´n, el comportamiento global del conjunto de
soluciones para N = 2 es muy parecido al que ten´ıan las soluciones para
N = 1. Observando el diagrama de bifurcacio´n en dimensio´n N = 2 (Figu-
ra 4.4) podemos interpretar que para λ ∈ (0, λ∗) existen dos soluciones del
problema, para λ = λ∗ existe una u´nica solucio´n y para λ > λ∗ no existe solu-
cio´n. Adema´s, en este caso, podremos calcular explicitamente las soluciones
del problema de Gelfand.
Antes de enunciar la proposicio´n que recoge los resultados mencionados,
especificaremos una serie de lemas te´cnicos que utilizaremos tanto en esta
seccio´n como en secciones posteriores 1.
En primer lugar mostraremos el lema que hace referencia a que las solu-
ciones del problema de Gelfand son radiales.
Lema 53. Cada solucio´n u ∈ C2(B) del problema (4.1) es positiva, radial y
radialmente decreciente.
Demostracio´n. Como −∆u = λeu ≥ 0 en B y u = 0 en ∂B, entonces u es
positiva en B por el principio del ma´ximo (Proposicio´n 16). Esto implica, con-
siderando el resultado de Gidas-Ni-Nirenberg, que toda solucio´n u ∈ C2(B)
del problema (4.1) es radial y radialmente decreciente, es decir, u′(r) < 0
para r > 0.
1Los lemas se verifican para todas las dimensiones, tambie´n para N = 1, pero hemos
podido realizar la demostracio´n sin enunciarlos explicitamente.
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Figura 4.4: Diagrama de bifurcacio´n en dimensio´n N = 2.
Por otro lado, calcularemos la expresio´n que verifican las soluciones ra-
diales del problema (4.1) para cualquier dimensio´n.
Lema 54. Las soluciones radiales del problema (4.1) verifican la siguiente
ecuacio´n
−u′′ − N − 1
r
u′ = λeu.
Demostracio´n. Consideramos
u(x) = u(||x||) = u(r) donde r = ||x|| =
√√√√ N∑
i=1
x2i ,
sus derivadas parciales
∂u
∂xi
(x) = u′(r)
∂r
∂xi
= u′(r)
2xi
2
√√√√ N∑
i=1
x2i
= u′(r)
xi
r
,
y
∂2u
∂x2i
(x) = u′′(r)
x2i
r2
+ u′(r)
r − x2i
r
r2
.
51
Por lo tanto, obtenemos
∆u =
N∑
i=1
∂2u
∂x2i
= u′′(r)
N∑
i=1
x2i
r2
+ u′(r)
N∑
i=1
r − x
2
i
r
r2
= u′′(r) + u′(r)
Nr − r
r2
= u′′(r) + u′(r)
N − 1
r
,
llegando a
−u′′ − N − 1
r
u′ = λeu,
que es la expresio´n deseada.
Observacio´n 55. Los lemas 53 y 54 muestran que las soluciones de (4.1)
deben satisfacer el siguiente problema de valores iniciales −u
′′ − N−1
r
u′ = λeu en [0, 1]
u(0) = a
u′(0) = 0.
Ya estamos en el contexto adecuado para enunciar la proposicio´n prin-
cipal de esta seccio´n en la que estudiaremos y daremos explicitamente las
soluciones del problema de Gelfand para N = 2. Partiendo del hecho de que
las soluciones son radiales, confirmaremos primero que las expresiones que se
exponen verifican realmente el problema (distinguiendo cuando 0 < λ < λ∗
y λ∗ = 2). Con ayuda de los lemas previos llegaremos a la condicio´n que nos
asegura la existencia o no de soluciones y cua´ntas hay, en funcio´n del valor
de λ.
Proposicio´n 56. Dados N = 2 y λ∗ = 2:
Para 0 < λ < λ∗ existen exactamente dos soluciones uλ, Uλ ∈ C2(B)
del problema (4.1). Ambas soluciones son radiales y vienen dadas por
uλ(r) = ln
8b−
(1 + λb−r2)2
,
Uλ(r) = ln
8b+
(1 + λb+r2)2
,
(4.4)
donde b± = 4λ±
√
16−8λ
λ2
, r ∈ [0, 1].
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Para λ = λ∗ existe una u´nica solucio´n u ∈ C2(B) del problema (4.1).
La solucio´n es radial y viene dada por
u(r) = ln
4
(1 + r2)2
para r ∈ [0, 1]. (4.5)
Para λ > λ∗ no existe ninguna solucio´n u ∈ C2(B) de (4.1).
Demostracio´n. Cada solucio´n u ∈ C2(B) de (4.1) es positiva y radial por lo
visto en el lema 53.
Vamos a constatar que si 0 < λ < λ∗ las soluciones de (4.1) son de la
forma (4.4). Sean
u(r) = ln
8b±
(1 + λb±r2)2
,
y (x, y) ∈ R2 tal que ||(x, y)|| = √x2 + y2 = r. Trabajaremos con ambas
soluciones a la vez. Expresamos u en funcio´n de (x, y):
u(x, y) = ln
8b±
(1 + λb±(x2 + y2))2
.
Calculamos las derivadas parciales
∂u
∂x
(x, y) =
−4λb±x
(1 + λb±(x2 + y2))
,
∂u
∂y
(x, y) =
−4λb±y
(1 + λb±(x2 + y2))
,
∂2u
∂x2
(x, y) =
4λ2b2±x
2 − 4λ2b2±y2 − 4λb±
(1 + λb±(x2 + y2))2
,
∂2u
∂y2
(x, y) =
−4λ2b2±x2 + 4λ2b2±y2 − 4λb±
(1 + λb±(x2 + y2))2
.
As´ı,
∆u(x, y) =
4λ2b2±x
2 − 4λ2b2±y2 − 4λb± − 4λ2b2±x2 + 4λ2b2±y2 − 4λb±
(1 + λb±(x2 + y2))2
=
−8λb±
(1 + λb±(x2 + y2))2
.
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Por otro lado,
λeu(x, y) = λe
ln
8b±
(1+λb±(x2+y2))2 =
8λb±
(1 + λb±(x2 + y2))2
.
Entonces −∆u = λeu y u(r) es solucio´n del problema.
En el caso λ∗ = 2 la solucio´n de (4.1) es de la forma (4.5). Sean
u(r) = ln
4
(1 + r2)2
,
y (x, y) ∈ R2 tal que ||(x, y)|| = √x2 + y2 = r. Expresamos u en funcio´n de
(x, y)
u(x, y) = ln
4
(1 + x2 + y2)2
.
Calculamos las derivadas parciales
∂u
∂x
(x, y) =
−4x
1 + x2 + y2
;
∂u
∂y
(x, y) =
−4y
1 + x2 + y2
,
∂2u
∂x2
(x, y) =
4(x2 − y2 − 1)
(1 + x2 + y2)2
;
∂2u
∂y2
(x, y) =
4(−x2 + y2 − 1)
(1 + x2 + y2)2
.
As´ı,
∆u(x, y) = − 8
(x2 + y2 + 1)2
.
Por otro lado,
2eu(x, y) = 2eln 4(1+x
2+y2) =
8
(1 + x2 + y2)2
.
Entonces −∆u = λeu y u(r) es solucio´n del problema.
Por el lema 54 cada solucio´n u ∈ C2(B) de (4.1) verifica
−u′′ − N − 1
r
u′ = λeu,
y puesto que hay como mucho una solucio´n del problema de valores iniciales −u
′′ − N−1
r
u′ = λeu en B
u(0) = a
u′(0) = 0,
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cada solucio´n debe ser de la forma (4.4) para algu´n b ∈ R. Ya que las solu-
ciones tambie´n deben satisfacer la condicio´n de contorno u(1) = 0 entonces
u(1) = ln
8b
(1 + λb)2
= 0,
y despejando llegamos a la condicio´n que busca´bamos (que depende de λ)
8b = (1 + λb)2.
El nu´mero de soluciones que tiene la ecuacio´n de segundo grado que
resulta al desarrollar la condicio´n, λ2b2 + (2λ − 8)b + 1 = 0, nos dara´ el
nu´mero de soluciones que tiene el problema. Resolviendo
b =
4− λ±√16− 8λ
λ2
.
Como b ∈ R el signo del discriminante nos aporta la informacio´n necesaria.
Si 16− 8λ > 0 la ecuacio´n tiene dos soluciones b± que verifican la condicio´n
de contorno, con lo que habra´ dos soluciones del problema. Si 16 − 8λ = 0
la ecuacio´n tiene una u´nica solucio´n que verifique la condicio´n de contorno,
con lo que el problema tendra´ una u´nica solucio´n. Si 16− 8λ < 0 la ecuacio´n
no tiene ninguna solucio´n real, con lo que no existe ningu´n b que verifique la
condicio´n de contorno y el problema no tendra´ solucio´n.
Esto es:
Si λ < 2, la ecuacio´n tiene dos soluciones, por tanto existen dos solu-
ciones uλ, Uλ ∈ C2(B) del problema (4.1).
Si λ = 2, la ecuacio´n tiene una solucio´n, por tanto existe una u´nica
solucio´n uλ ∈ C2(B) del problema (4.1).
Si λ > 2, la ecuacio´n no tiene solucio´n, por tanto no existe ninguna
solucio´n del problema (4.1).
Observacio´n 57. Como comentamos al inicio, los diagramas de bifurcacio´n
para N = 1 y N = 2 son muy similares, pero podemos sen˜alar una diferencia
importante. Para N = 1, cuando λ → 0 la solucio´n inestable Uλ diverge en
todos los puntos x ∈ (−1, 1). En N = 2, Uλ diverge solo en el origen. En
efecto,
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l´ım
λ→0
Uλ(r) = l´ım
λ→0
ln
84−λ+
√
16−8λ
λ2(
1 + 4−λ+
√
16−8λ
λ
r2
)2 = ln 8 l´ımλ→0 4−λ+
√
16−8λ
λ2
(λ+(4−λ+
√
16−8λ)r2)2
λ2
= ln 8 l´ım
λ→0
4− λ+√16− 8λ
λ+
(
4− λ+√16− 8λr2)2 = ln 84 + 416r4 = ln 1r4 = 4 ln 1r ,
para r ∈ (0, 1).
4.4 Dimensio´n N ≥ 3
El comportamiento global del conjunto de soluciones del problema de
Gelfand para dimensiones mayores que 3 presenta algunas variaciones de lo
visto hasta ahora. Incluso encontraremos si 3 ≤ N ≤ 9 o si N ≥ 10, que se
vera´n reflejadas en los diagramas de bifurcacio´n correspondientes (Figura 4.5
y Figura 4.6, respectivamente).
Figura 4.5: Diagrama de bifurcacio´n en dimensio´n 3 ≤ N ≤ 9.
Observamos que si 3 ≤ N ≤ 9 para 0 < λ < λ∗ con λ 6= 2(N − 2)
existen un nu´mero finito de soluciones del problema de manera que si λ se
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Figura 4.6: Diagrama de bifurcacio´n en dimensio´n N ≥ 10.
acerca a 2(N−2) (tanto por la derecha como por la izquierda) existen tantas
soluciones como queramos, para λ = 2(N − 2) existen infinitas soluciones,
para λ = λ∗ existe una u´nica solucio´n y para λ > λ∗ no existe solucio´n. Por
otro lado, si N ≥ 10 para 0 < λ < λ∗ existe una u´nica solucio´n del problema
y para λ > λ∗ no existe solucio´n.
Comenzaremos con una serie de lemas previos donde haremos sucesivas
reduciones del problema para facilitar la formalizacio´n de estos resultados.
Tambie´n recurriremos a los Lemas 53 y 54. Aunque estos lemas aparecen
en el caso N = 2 si observamos la prueba veremos que son perfectamente
va´lidos en cualquier dimensio´n.
El siguiente resultado nos muestra la equivalencia de dos problemas de
valores iniciales.
Lema 58. El problema de valores iniciales −u
′′ − N−1
r
u′ = λeu en [0, 1]
u(0) = a
u′(0) = 0,
(4.6)
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para algu´n a > 0, es equivalente a r
−(N−1) (rN−1u′)′ + λeu = 0 en [0, 1]
u(0) = a
u′(0) = 0.
(4.7)
Demostracio´n. Reescribiendo la ecuacio´n
u′′ +
N − 1
r
u′ + λeu = 0⇔ r−(N−1) (rN−1u′′ + (N − 1)rN−2u′)+ λeu = 0
r−(N−1)
(
rN−1u′
)′
+ λeu = 0
obtenemos lo esperado.
Observacio´n 59. En concreto, el Lema 54 indica que toda solucio´n radial de
(4.1) satisface el problema de valores iniciales (4.6). Por otro lado, el Lema
58 muestra la equivalencia de (4.6) con (4.7). Por tanto, toda solucio´n radial
de (4.1) satisface el problema de valores iniciales (4.7).
Lo siguiente que haremos es demostrar que el problema de valores iniciales
anterior tiene una u´nica solucio´n no prolongable definida para r ≥ 0.
Lema 60. El problema de valores iniciales r
−(N−1) (rN−1u′)′ + λeu = 0
u(0) = a
u′(0) = 0,
(4.8)
para algu´n a > 0, tiene una u´nica solucio´n no prolongable definida para r ≥ 0.
Demostracio´n. Esta demostracio´n la dividiremos en dos partes. En la primera
parte comprobaremos que tiene una u´nica solucio´n no prolongable aplicando
el teorema de Picard-Lindelo¨f a una ecuacio´n equivalente. En la segunda,
utilizando el teorema de Wintner, afirmaremos que la solucio´n no prolongable
esta´ definida para r ≥ 0.
Consideramos la ecuacio´n
u(r) = a− λ
∫ r
0
∫ s
0
(
t
s
)N−1
eu(t)dtds.
Veamos que es equivalente a (4.8).
u′(r) = −λ
∫ r
0
(
t
r
)N−1
eu(t)dt,
58
rN−1u′(r) = −λ
∫ r
0
tN−1eu(t)dt,(
rN−1u′(r)
)′
= −λrN−1eu(r),
y
r−(N−1)
(
rN−1u′
)′
+ λeu = 0.
Las condiciones iniciales tambie´n se verifican u(0) = a y u′(0) = 0.
Por tanto, tenemos el problema de valores iniciales equivalente{
u′(r) = −λ ∫ r
0
(
t
r
)N−1
eu(t)dt
u(0) = a.
Como F : R× R→ R dada por
F (r, u(r)) = −λ
∫ r
0
(
t
r
)N−1
eu(t)dt,
es continua y verifica la condicio´n de Lipschitz,
||F (r, u1(r))− F (r, u2(r))|| ≤
∣∣∣∣∣−λ
∫ r
0
(
t
r
)N−1 (
eu1(t) − eu2(t)) dt∣∣∣∣∣
≤ C (λ, ||u1||∞, ||u2||∞) ||u1 − u2||∞,
existe una solucio´n no prolongable (maximal) del problema.
En segundo lugar, podemos afirmar que la solucio´n no prolongable esta´ de-
finida para r ≥ 0. Volvemos a (4.8) y expresamos el problema como un
sistema
Y (r) =
(
u(r)
u′(r)
)
=
(
y1(r)
y2(r)
)
,

Y ′(r) =
(
u′(r)
−N−1
r
u′(r)− λeu(r)
)
=
(
y2(r)
−N−1
r
y2(r)− λey1(r)
)
Y
(
0
0
)
=
(
a
0
)
.
(4.9)
Sea I =]0, β[ el intervalo abierto ma´s grande de ]0,+∞[ en el que (4.9)
tiene solucio´n. Vamos a probar que β = +∞.
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Sea u : I → R dicha solucio´n no prolongable. Por el lema de Wintner se
tiene que verificar que el conjunto
{(t, Y (t)) : t ∈ [, β[} = {(t, y1(t), y2(t)) : t ∈ [, β[},
satisface al menos una de estas dos opciones:
a) es no acotado,
b) interseca a la frontera del dominio de la funcio´n G :]0,+∞[×R2 → R2
definida como
G(r, y1(r), y2(r)) =
(
y2(r),−N − 1
r
y2(r)− λey1(r)
)
.
Como D =]0,+∞[×R2, ∂D = {0} × R2 y no interseca a la frontera del
dominio de G. Necesariamente se tiene que cumplir a).
Vemos que y′1(t) = y2(t) < 0 ya que u
′(r) < 0 para r > 0, as´ı que
0 ≤ y1(t) ≤ y1(0) = u(0) = a > 0, con lo que y1(t) esta´ acotado.
Si β < +∞, entonces
{(t, y1(t), y2(t)) : t ∈ [, β[} es acotado si, y solo si, {y2(t) : t ∈ [, β[} es
acotado 2.
Operando sobre esta ecuacio´n
y′2(t) = −
N − 1
t
y2(t)− λey1(t),
teniendo en cuenta que 0 ≤ y1(t) ≤ a
−N − 1
t
y2(t)− λea ≤ y′2(t) ≤ −
N − 1
t
y2(t)− λe0,
−λea ≤ y′2(t) +
N − 1
t
y2(t) ≤ −λ,
−λeatN−1 ≤ tN−1y′2(t) + (N − 1)tN−2y2(t) ≤ −λtN−1,
−λeatN−1 ≤ (tN−1y2(t))′ ≤ −λtN−1,
e integramos cada parte∫ β

−λeatN−1dt = −λea
[
tN
N
]β

=
−λea
N
(βN − N),
2Debido a que t ∈ [0, β] e y1(t) ∈ [0, a].
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∫ β

−λtN−1dt = −λ
[
tN
N
]β

= − λ
N
(βN − N),∫ β

(
tN−1y2(t)
)′
dt =
[
tN−1y2(t)
]β

= βN−1y2(β)− N−1y2(),
llegamos a
−λea
N
(βN − N) + N−1y2() ≤ βN−1y2(β) ≤ − λ
N
(βN − N) + N−1y2(),
y βN−1y2(β) es acotado. Esto entra en contradiccio´n con a), luego β = +∞.
Por tanto hemos probado que el problema (4.8) tiene una u´nica solucio´n
para r ≥ 0.
El proximo resultado va a ser clave. Aplicaremos al problema de valores
iniciales con el que estamos trabajando una transformacio´n que nos facili-
tara´ nuestro propo´sito.
Lema 61. Aplicando la siguiente transformacio´n, llamada transformacio´n
de Emden,
u(r) = w(t)− 2t+ a con r =
√
2(N − 2)
λea
et,
tenemos que (4.8) es equivalente a la ecuacio´n diferencial ordinaria auto´noma{
w′′ + (N − 2)w′ + 2(N − 2)(ew − 1) = 0
l´ım
t→−∞
w(t)− 2t = l´ım
t→−∞
e−t(w′(t)− 2) = 0. (4.10)
Demostracio´n. En primer lugar, despejamos la variable t
t = ln
(√
λea
2(N − 2)r
)
.
As´ı, la variable u se expresar´ıa aplicando el cambio como
u(r) = w
(
ln
(√
λea
2(N − 2)r
))
− 2 ln
(√
λea
2(N − 2)r
)
+ a. (4.11)
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Calculamos sus derivadas
u′(r) =
1
r
w′
(
ln
(√
λea
2(N − 2)r
))
− 2
r
,
u′′(r) = − 1
r2
w′
(
ln
(√
λea
2(N − 2)r
))
+
1
r2
w′′
(
ln
(√
λea
2(N − 2)r
))
+
2
r2
.
Como hemos ya hemos realizado las derivadas, para poder operar de forma
ma´s co´moda consideraremos
w = w
(
ln
(√
λea
2(N − 2)r
))
,
w′ = w′
(
ln
(√
λea
2(N − 2)r
))
,
w′′ = w′′
(
ln
(√
λea
2(N − 2)r
))
.
Con lo cual(
rN−1u′(r)
)′
= (N − 1)rN−2u′(r) + rN−1u′′(r)
= rN−3w′′ + (N − 2)rN−3w′ − 2(N − 2)rN−3,
y
e−2t = eln
(√
λea
2(N−2) r
)−2
=
2(N − 2)
λea
r−2.
Si sustitu´ımos en (4.8)
r−(N−1)
(
rN−1u′(r)
)′
+ λeu(r) =
= r−2w′′ + (N − 2)r−2w′ − 2(N − 2)r−2 + λew 2(N − 2)
λea
r−2ea
= r−2w′′ + (N − 2)r−2w′ + 2(N − 2)r−2 (ew − 1) = 0
comprobamos que obtenemos (4.10)
w′′ + (N − 2)w′ + 2(N − 2)(ew − 1) = 0.
Queda probada una implicacio´n.
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Rec´ıprocamente, despejamos w de la transformacio´n
w(t) = u(r) + 2t− a = u
(√
2(N − 2)
λea
et
)
+ 2t− a.
Calculamos las derivadas
w′(t) =
√
2(N − 2)
λea
etu′
(√
2(N − 2)
λea
et
)
+ 2 = ru′(r) + 2,
w′′(t) =
√
2(N − 2)
λea
(
etu′
(√
2(N − 2)
λea
et
)
+e2t
√
2(N − 2)
λea
u′′
(√
2(N − 2)
λea
et
))
=
2(N − 2)
λea
e2tu′′
(√
2(N − 2)
λea
et
)
+
√
2(N − 2)
λea
etu′
(√
2(N − 2)
λea
et
)
= r2u′′(r) + ru′(r).
Sustituyendo en (4.10)
r2u′′(r)+ru′(r)+(N−2)ru′(r)+2(N−2)+2(N−2)eu(r)e2te−a−2(N−2) = 0,
r2u′′(r) + (N − 1)ru′(r) + 2(N − 2)
ea
e2teu(r) = 0,
r2u′′(r) + (N − 1)ru′(r) + λr2eu(r) = 0,
u′′(r) +
(N − 1)
r
u′(r) + λeu(r) = 0,
r−(N−1)
(
rN−1u′′(r) + (N − 1)rN−2u′(r))+ λeu(r) = 0,
r−(N−1)
(
rN−1u′(r)
)′
+ λeu(r) = 0.
Obtenemos la ecuacio´n (4.8).
Estudiemos si los l´ımites coindicen
l´ım
t→−∞
w(t)− 2t = l´ım
t→−∞
u
(√
2(N − 2)
λea
et
)
− a = u(0)− a = 0⇔ u(0) = a,
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l´ım
t→−∞
e−t(w′(t)− 2) = l´ım
t→−∞
e−t
(√
2(N − 2)
λea
etu′
(√
2(N − 2)
λea
et
))
=
√
2(N − 2)
λea
l´ım
t→−∞
u′
(√
2(N − 2)
λea
et
)
=
√
2(N − 2)
λea
u′(0) = 0
⇔ u′(0) = 0.
Por tanto, v´ıa la transformacio´n utilizada, ambos problemas son equiva-
lentes.
A continuacio´n, tratamos de enunciar los resultados que analizan los com-
portamientos de las soluciones de (4.1) para 3 ≤ N ≤ 9 y N ≥ 10.
La idea general de ambas demostraciones es que, partiendo de todos los
lemas te´cnicos trabajados con anterioridad, se puede reescribir el problema
de valores iniciales resultante al aplicar la transformacio´n de Emden como un
sistema auto´nomo para calcular y estudiar la naturaleza de sus puntos esta-
cionarios, que como veremos solo es el (0, 0). La naturaleza de (0, 0) cambia
en cada demostracio´n. Despue´s nos centraremos en la o´rbita del problema y
en su comportamiento. La forma de la o´rbita y la condicio´n de contorno que
no hemos considerado nos proporcionara´n una expresio´n (que depende de λ)
que nos permitira´ a diferenciar los distintos tipos de soluciones.
Para dicho fin veamos un u´ltimo lema que se centra en estudiar los puntos
estacionarios de (4.10).
Reescribiendo (4.10) como un sistema autonomo obtenemos
d
dt
(
w
w′
)
=
(
w′
−(N − 2)(w′ + 2(ew − 1))
)
. (4.12)
Lema 62. El u´nico punto estacionario del sistema auto´nomo (4.12) es (0, 0).
Adema´s si 3 ≤ N ≤ 9, (0, 0) es un atractor espiral. En cambio, si N ≥ 10,
(0, 0) es un atractor propio.
Demostracio´n. Veamos en primer lugar que (0, 0) es el u´nico punto estacio-
nario del sistema auto´nomo (4.12):
d
dt
(
w
w′
)
=
(
0
0
)
⇔
{
w′ = 0
−(N − 2)(w′ + 2(ew − 1)) = 0,
−(N − 2)(w′ + 2(ew − 1)) = 0⇔ ew − 1 = 0⇔ ew = 1⇔ w = 0.
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Para estudiar la naturaleza del punto estacionario linearizamos el sistema
en (0, 0). Para este proceso, sean
f(w) = ew − 1 y f ′(w) = ew.
As´ı, en (0, 0)
f(w) ≈ f(0) + f ′(0)(w − 0) = w.
Resultando
d
dt
(
z
z′
)
=
(
0 1
−2(N − 2) −(N − 2)
)(
z
z′
)
.
Calculamos los valores propios de la matriz asociada al sistema∣∣∣∣ −λ 1−2(N − 2) −(N − 2)− λ
∣∣∣∣ = λ2 + (N − 2)λ+ 2(N − 2) = 0.
Resolviendo la ecuacio´n,
λ =
−(N − 2)±√(N − 2)2 − 8(N − 2)
2
=
−(N − 2)±√(N − 2)(N − 10)
2
.
Ahora es el momento de diferenciar entre 3 ≤ N ≤ 9 y N ≥ 10 ya que
cambian las conclusiones. En el caso 3 ≤ N ≤ 9,
λ = −1
2
(
N − 2± i
√
(N − 2)(10−N)
)
,
obtenemos dos valores propios
λ− = −1
2
(
N − 2− i
√
(N − 2)(10−N)
)
,
λ+ = −1
2
(
N − 2 + i
√
(N − 2)(10−N)
)
.
Observamos que la parte parte real de estos valores es negativa ya que
−1
2
(N − 2) < 0⇔ −1
2
N − 1 < 0⇔ −1
2
N < −1⇔ N > 2.
Como los valores propios son complejos conjugados con parte real no nula y
negativa tenemos que (0, 0) es un atractor espiral.
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Por otro lado, si N ≥ 10, obtenemos dos valores propios
λ− =
−(N − 2)−√(N − 2)(N − 10)
2
< 0,
λ+ =
−(N − 2)−√(N − 2)(N − 10)
2
< 0,
debido a que (N −2)(N −10) < (N −2)2 ⇔ (N −10) < (N −2). Los valores
propios son reales negativos, por tanto (0, 0) es un atractor propio.
Ahora ya estamos en posicio´n de enunciar las proposiciones que muestran
el comportamiento de las soluciones del problema.
Proposicio´n 63. Sea 3 ≤ N ≤ 9. Existe λ∗ > 2(N − 2) tal que
Para 0 < λ < λ∗ con λ 6= 2(N − 2), existe un nu´mero finito de solucio-
nes u ∈ C2(B) de (4.1).
Dado cualquier k ∈ N, existe  > 0 tal que para |λ − 2(N − 2)| < ,
existen por lo menos k soluciones u ∈ C2(B) de (4.1).
Para λ = 2(N − 2), existen infinitas soluciones u ∈ C2(B) de (4.1).
Para λ = λ∗, existe una u´nica solucio´n u ∈ C2(B) de (4.1).
Para λ > λ∗, no existe ninguna solucio´n u ∈ C2(B) de (4.1).
Recordemos que el diagrama de bifurcacio´n de la Figura 4.5 resume la
proposicio´n.
Demostracio´n. Cada solucio´n u ∈ C2(B) de (4.1) es positiva, radial y radial-
mente decreciente por el Lema 53. Por tanto, cada solucio´n debe satisfacer
el problema de valores iniciales (4.8) (Lemas 54 y 58). Como comprobamos
en el Lema 60 el problema de valores iniciales (4.8) tiene una u´nica solucio´n
no prolongable definida para r ≥ 0. Aplicando al problema la transformacio´n
de Emden (Lema 61), obtenemos que es equivalente a (4.10). Adema´s, por
el Lema 62, el sistema auto´nomo (4.12) tiene como u´nico punto estacionario
(0, 0) y es un atractor espiral.
Ahora, denotamos w a la solucio´n de (4.10). Por definicio´n, la o´rbita del
sistema (4.12) dada por
O = {(w,w′) = (w(t), w′(t)) : t ∈ R},
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es asinto´tica a la recta w′ = 2 cuando t = −∞ en el diagrama de fases (w,w′).
Esto se debe a que la condicio´n inicial l´ım
t→−∞
e−t(w′(t)− 2) = 0 implica que
l´ım
t→−∞
w′(t) = 2.
La o´rbita O no es perio´dica debido al comportamiento de la solucio´n en
−∞.
Consideremos las siguientes cuatro regiones del plano (ver Figura 4.7):
Ω1 = {w′ > 0, w′ + 2(ew − 1) > 0},
Ω2 = {w′ < 0, w′ + 2(ew − 1) > 0},
Ω3 = {w′ < 0, w′ + 2(ew − 1) < 0},
Ω4 = {w′ > 0, w′ + 2(ew − 1) < 0}.
A continuacio´n comprobaremos que la o´rbita O esta´ contenida en el semi-
Figura 4.7: Regiones del plano.
plano {(w,w′) : w′ < 2} y que, comenzando en Ω1, O interseca sucesivamente
en Ωi, i ∈ Z/4Z, de forma espiral hacia el u´nico punto estacionario (0, 0).
Como u es radialmente decreciente entonces u′(r) < 0 para r > 0, as´ı
0 > ru′(r) = w′(t)− 2, por lo que O se encuentra en {(w,w′) : w′ < 2}.
Notaremos por Ot0 = {(w,w′) = (w(t), w′(t)) : t ≤ t0}. Comenzaremos
comprobando que existe t0 de manera que Ot0 ⊂ Ω1. Diremos que O empieza
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en Ω1. Para ello, calculamos
l´ım
t→−∞
r−2(w′(t) + 2(ew(t) − 1)) = l´ım
t→0+
r−2
(
ru′(r) + 2 + 2eu(r)+2t−a − 2)
= l´ım
t→0+
u′(r)
r
+ l´ım
t→0+
(
2λ
2(N − 2)e
2te−aeae−2teu(r)
)
= l´ım
t→0+
u′′(r) + l´ım
t→0+
λeu(r)
N − 2 = u
′′(0) +
λea
N − 2
= −λe
a
N
+
λea
N − 2 = λe
a
(
− 1
N
+
1
N − 2
)
= λea
2
N(N − 2) > 0,
ya que (N − 1)u′(r)
r
+ u′′(r) = −λeu(r), aplicando L’Hoˆpital cuando r → 0
tenemos que (N −1)u′′(0) +u′′(0) = Nu′′(0) = −λea y as´ı u′′(0) = −λea
N
. Por
esto, existe t0 tal que Ot0 ⊂ Ω1 y O empieza en Ω1.
Analizamos las posibles situaciones que podr´ıan ocurrir con O.
Partimos de que O empieza en Ω1. Si O ⊂ Ω1 observemos que en esta
regio´n del plano tenemos
dw
dt
= w′ > 0, luego w es estrictamente creciente,
dw′
dt
= −(N − 2)(w′ + 2(ew − 1)) < 0, luego w′ es estrictamente decreciente.
Observemos que puesto que dos o´rbitas de un sistema auto´nomo son
siempre disjuntas no existe t0 ∈ R tal que (w(t0), w′(t0)) = (0, 0). Ma´s au´n,
si O ⊂ Ω1 y l´ım
t→+∞
(w(t), w′(t)) = (0, 0) llegar´ıamos a una contradiccio´n con
que (0, 0) sea un atractor espiral.
Por otra parte, afirmamos que O no puede estar contenida en Ω1 siendo
O −O no acotado. En otro caso, para todo M > 0, existe tM > 0 tal que
(w(tM), w
′(tM)) ∈ Ω1 y w(tM) > M.
Como w es estrictamente creciente w(t) > w(tM) > M para todo t > tM .
Adema´s, si w ≥ w(tM),
dw′
dw
= −(N − 2)− 2(N − 2)e
w − 1
w′
≤ −(N − 2).
Integrando entre w(tM) y w∫ w
w(tM )
dw′
dw
= w′(w)− w′(w(tM)) ≤ −(N − 2)(w − w(tM)),
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yw′(w) =
nu´mero︷ ︸︸ ︷
w′(w(tM))−(N − 2)(w −
nu´mero︷ ︸︸ ︷
w(tM)).
Supongamos que
O1 ≡ {w : existe w′ con (w,w′) ∈ O}
es no acotado, es decir, [M,+∞[⊂ O1. Por lo que acabamos de ver w′ no
estar´ıa acotada inferiormente y esto es una contradiccio´n porque 0 < w′.
As´ı que O1 es acotado superiormente. Resumiendo, tendr´ıamos que
l´ım
t→+∞
w(t) = α < +∞,
l´ım
t→+∞
w′(t) = β ∈ [0, 2[,
(w(t), w′(t)) → (α, β) con lo que (α, β) tendr´ıa que ser un punto cr´ıtico, en
concreto, (α, β) = (0, 0) (es el u´nico punto cr´ıtico del sistema), pero esto
contradice que (0, 0) sea espiral.
Por tanto O 6⊂ Ω1. Adema´s, tampoco se queda contenido en Ω1. En efecto,
para ello tendr´ıa que intersecar infinitas veces a la frontera de Ω1 que tiene
dos partes: ∂Ω1 = (∂Ω1 ∩ Ω4) ∪ (∂Ω1 ∩ Ω2). Se deduce que ∂Ω1 ∩ Ω2 no se
puede cortar por el crecimiento de w y w′ y si corta infinitas veces a ∂Ω1∩Ω4
se tiene que acumular en un punto. Necesariamente ese punto tiene que ser
(0, 0) y se obtendr´ıa una contradiccio´n con ser un punto espiral.
Este argumento (que se repite en varias ocasiones) se debe a que ω(O)
puede contener puntos cr´ıticos o bien no contenerlos. Si los contiene, hemos
comprobado que el u´nico que hay es el (0, 0). Si no los contiene, segu´n el
teorema de Poincare´-Bendixson (Teorema 32) son o´rbitas perio´dicas. Ya que
trabajamos con un semiplano, el interior de toda o´rbita perio´dica esta´ con-
tenido en e´l y por el Corolario 33 aseguramos que hay un punto cr´ıtico. El
u´nico punto cr´ıtico que hay es el (0, 0). Por tanto ω(O) se tiene que acumular
en un punto, que tiene que ser el (0, 0).
As´ı, O pasa a Ω4 o a Ω2.
Para que O pase de Ω1 a Ω4 tiene que existir t0 ∈ R tal que (w(t0), w′(t0))
corta a la curva que separa las regiones, es decir, verifica
w′(t0) + 2(ew(t0) − 1) = 0 y w(t0) < 0.
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Supongamos que existe t1 > t0 (lo suficientemente cerca de t0) con
(w(t1), w
′(t1)) ∈ Ω4.
En esta regio´n
dw
dt
= w′ > 0, luego w es estrictamente creciente,
dw′
dt
= −(N − 2)(w′ + 2(ew − 1)) > 0, luego w′ es estrictamente creciente.
Entonces
w(t1 + ) > w(t1),
w′(t1 + ) > w′(t1).
Por tanto, para t > t1 puede ocurrir:
1. Que O −Ot1 se quede contenido en
Ω4 ∩ {(w,w′) : w > w(t1), w′ > w′(t1)},
que es un conjunto acotado, luego se acumula en un punto cr´ıtico. Esto
no es posible, puesto que el u´nico punto cr´ıtico es el (0,0).
2. Que O − Ot1 interseque a Ω1. En este caso reiteramos el proceso y
siempre llegar´ıamos a una contradiccio´n.
En este momento, O no pasa a Ω4.
La otra posibilidad, la u´nica factible, es que O ∩ Ω2 no sea vac´ıo. Por lo
visto, existe t2 ∈ R tal que (w(t2), w′(t2)) ∈ Ω2. Entonces
O −Ot2 ⊂ {(a, b) : 0 < a < w(t2),−2(ew(t2) − 1) < b < 0},
que es acotado, por lo que para t → +∞, (w(t), w′(t)) se acumula en un
punto, que necesariamente es punto cr´ıtico. Pero el u´nico punto cr´ıtico es
(0, 0), que no esta´ en el conjunto, con lo que O−Ot2 6⊂ Ω2 y necesariamente
O pasa a Ω3.
Para llegar a nuestro objetivo, toca comprobar que O pasa de Ω3 a Ω4.
Si no fuera asi tenemos que cuando t→ +∞, entonces w → −∞ y
dw′
dt
→ 2(N − 2)− (N − 2)w′ > a > 0,
70
ya que en esta parte del plano
dw
dt
= w′ < 0, luego w es estrictamente decreciente,
dw′
dt
= −(N − 2)(w′ + 2(ew − 1)) > 0, luego w′ es estrictamente creciente.
Si integramos entre t0 y t > t0
w′(t)− w′(t0) > a(t− t0),
y w′(t)→ +∞ (cuando t→ +∞), pero llegamos a una contradiccio´n ya que
hemos probado anteriormente que w′ esta´ acotado (w′(t0) < w′(t) < 2).
Por u´ltimo, O regresa a Ω1 ya que en si (w(t), w
′(t)) se quedara en Ω4
estar´ıa contenido en
Ω4 ∩ {(w,w′) : w > w(t1), w′ > w′(t1),
que es un conjunto acotado, luego se acumular´ıa en un punto cr´ıtico. Esto no
es posible puesto que el u´nico punto cr´ıtico es (0,0) y si estuvieramos en un
conjunto acotado que lo contiene entonces obtendr´ıamos una contradiccio´n
con que (0, 0) es espiral.
Acabamos de probar que O interseca sucesivamente a Ωi y permanece
en una regio´n acotada del plano de fase. En particular, O converge al u´nico
punto estacionario (0, 0). Los resultados quedan resumidos en la Figura 4.8.
Volviendo a (4.1), la condicio´n de contorno u(1) = 0 se traduce como
Figura 4.8: Esbozo de O en el plano (w,w′).
w(τ)− 2τ + a = 0 donde τ satisface√
2(N − 2)
λea
eτ = 1.
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Operando
eτ =
√
λea
2(N − 2) =
(
λea
2(N − 2)
) 1
2
,
τ = ln
(
λea
2(N − 2)
) 1
2
=
1
2
ln
(
λea
2(N − 2)
)
=
1
2
(
ln
λ
2(N − 2) + a
)
,
y es equivalente a pedir
w(τ) = 2τ − a = 21
2
(
ln
λ
2(N − 2) + a
)
− a = ln λ
2(N − 2) .
Tenemos infinitos valores de τ para λ = 2(N −2) (w(τ) = 0), finitos para
λ en un intervalo punteado acotado (0, λ∗)\{2(N − 2)}, ma´s de k para λ lo
suficientemente cerca de 2(N − 2), uno para λ = λ∗, y ninguno para λ > λ∗.
Esto significa que tenemos una solucio´n de (4.1) para cada τ que verifique
lo anterior, es decir
Para 0 < λ < λ∗ con λ 6= 2(N−2), existe un nu´mero finito de soluciones
u ∈ C2(B) de (4.1).
Dado cualquier k ∈ N, existe  > 0 tal que para |λ − 2(N − 2)| < ,
existen por lo menos k soluciones u ∈ C2(B) de (4.1).
Para λ = 2(N − 2), existen infinitas soluciones u ∈ C2(B) de (4.1).
Para λ = λ∗, existe una u´nica solucio´n u ∈ C2(B) de (4.1).
Para λ > λ∗, no existen soluciones u ∈ C2(B) de (4.1).
Con un procedimiento similiar, consideramos ahora N ≥ 10.
Proposicio´n 64. Sea N ≥ 10. Existe λ∗ = 2(N − 2) tal que
Para 0 < λ < λ∗, existe una u´nica solucio´n u ∈ C2(B) de (4.1).
Para λ > λ∗, (4.1) no existe solucio´n u ∈ C2(B) de (4.1).
Adema´s, uλ converge puntualmente a ln
1
|x|2 cuando λ→ λ∗.
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Recordemos que el diagrama de bifurcacio´n de la Figura 4.6 resume la
proposicio´n.
Demostracio´n. Cada solucio´n u ∈ C2(B) de (4.1) es positiva, radial y radial-
mente decreciente por el Lema 53. Por tanto, cada solucio´n debe satisfacer
el problema de valores iniciales (4.8) (Lemas 54 y 58). Como comprobamos
en el Lema 60 el problema de valores iniciales (4.8) tiene una u´nica solucio´n
no prolongable definida para r ≥ 0. Aplicando al problema la transformacio´n
de Emden (Lema 61), obtenemos que es equivalente a (4.10). Adema´s, por
el Lema 62, el sistema auto´nomo (4.12) tiene como u´nico punto estacionario
(0, 0) y es un atractor.
Ahora, denotamos w a la solucio´n de (4.10). Por definicio´n, la o´rbita del
sistema (4.12) dada por
O = {(w,w′) = (w(t), w′(t)) : t ∈ R}
es asinto´tica a la recta w′ = 2 cuando t = −∞ en el diagrama de fases (w,w′).
Esto se debe a que la condicio´n inicial l´ım
t→−∞
e−t(w′(t)− 2) = 0 implica que
l´ım
t→−∞
w′(t) = 2.
La o´rbita O no es perio´dica debido al comportamiento de la solucio´n en
−∞.
Consideremos las siguientes regiones del plano
Ω1 = {w′ > 0, w′ + 2(ew − 1) > 0},
Ω4 = {w′ > 0, w′ + 2(ew − 1) < 0}.
Comprobaremos a continuacio´n que la o´rbita O esta´ contenida en el se-
miplano {(w,w′) : w′ < 2} y que si N ≥ 10 es posible elegir una pendiente
m < −2 de manera que O este´ contenida en
T = {(w,w′) : w′ + 2(ew − 1) ≤ w′ < mw}.
Como u es radialmente decreciente entonces u′(r) < 0 para r > 0, as´ı
0 > ru′(r) = w′(t)− 2, por lo que O se encuentra en {(w,w′) : w′ < 2}.
Analicemos la primera desigualdad de T .
Notaremos por Ot0 = {(w,w′) = (w(t), w′(t)) : t ≤ t0}. Comenzaremos
comprobando que existe t0 de manera que Ot0 ⊂ Ω1. Diremos que O empieza
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en Ω1. Para ello, calculamos
l´ım
t→−∞
r−2(w′(t) + 2(ew(t) − 1)) = l´ım
t→0+
r−2
(
ru′(r) + 2 + 2eu(r)+2t−a − 2)
= l´ım
t→0+
u′(r)
r
+ l´ım
t→0+
(
2λ
2(N − 2)e
2te−aeae−2teu(r)
)
= l´ım
t→0+
u′′(r) + l´ım
t→0+
λeu(r)
N − 2 = u
′′(0) +
λea
N − 2
= −λe
a
N
+
λea
N − 2 = λe
a
(
− 1
N
+
1
N − 2
)
= λea
2
N(N − 2) > 0,
ya que (N − 1)u′(r)
r
+ u′′(r) = −λeu(r), aplicando L’Hoˆpital cuando r → 0
tenemos que (N − 1)u′′(0) + u′′(0) = Nu′′(0) = −λea y as´ı u′′(0) = −λea
N
.
Por esto, existe t0 tal que Ot0 ⊂ Ω1 y O empieza en Ω1.
Adema´s, que la o´rbita este´ contenida en T implica que O no puede inter-
secar a Ω4 en ningun tiempo.
Si suponemos que que O pasa de Ω1 a Ω4 tendr´ıa que existir t0 ∈ R tal
que (w(t0), w
′(t0)) corta a la curva que separa las regiones, es decir, verifica
w′(t0) + 2(ew(t0) − 1) = 0 y w(t0) < 0.
Supongamos que existe t1 > t0 (lo suficientemente cerca de t0) con
(w(t1), w
′(t1)) ∈ Ω4.
En esta regio´n
dw
dt
= w′ > 0, luego w es estrictamente creciente,
dw′
dt
= −(N − 2)(w′ + 2(ew − 1)) > 0, luego w′ es estrictamente creciente.
Entonces
w(t1 + ) > w(t1),
w′(t1 + ) > w′(t1).
Por tanto, para t > t1 puede ocurrir:
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1. Que O −Ot1 se quede contenido en
Ω4 ∩ {(w,w′) : w > w(t1), w′ > w′(t1)},
que es un conjunto acotado, luego se acumula en un punto cr´ıtico. Esto
no es posible, puesto que el u´nico punto cr´ıtico es el (0,0).
2. Que O − Ot1 interseque a Ω1. En este caso reiteramos el proceso y
siempre llegar´ıamos a una contradiccio´n.
Con lo que, O no pasa a Ω4 y se cumple la primera desigualdad de T .
La segunda desigualdad de T la probaremos razonando por contradiccio´n
suponiendo que existe t0 ∈ R tal que w′(t0) = mw(t0).
Trabajando con la pendiente de la o´rbita probaremos que dw
′
dw
< m y esto
es una contradiccio´n ya que si intersecamos la curva O con la recta w′ = mw
desde abajo, la pendiente debe ser necesariamente mayor o igual que m.
En t0, la pendiente de O es(
dw′
dw
)
(t0) = −(N − 2)
(
1 +
2(ew(t0) − 1)
mw(t0)
)
.
Definimos h : R→ R como
h(s) = −(N − 2)
(
1 +
2(es − 1)
ms
)
.
Para llegar a probar el objetivo, estudiamos la monoton´ıa de la funcio´n en
s ∈ ( 2
m
, 0
)
. Nos interesa este intervalo porque 0 > w(t0) =
w′(t0)
m
≥ 2
m
.
Calculamos la derivada
h′(s) = −(N − 2) 2
m
es(s− 1) + 1
s2
,
para poder saber si es positiva o negativa. Por un lado −(N − 2) 2
m
≥ 0 y
g : R→ R definida como
g(s) =
es(s− 1) + 1
s2
,
es mayor estricto que 0 en
(
2
m
, 0
)
ya que
g′(s) = es(s− 1) + es < 0 si s ∈
(
2
m
, 0
)
,
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es decir, g es una funcio´n decreciente en
(
2
m
, 0
)
con g(0) = 0. Luego es positiva
en
(
2
m
, 0
)
. As´ı, h′(s) > 0 en
(
2
m
, 0
)
y h es estrictamente creciente en dicho
intervalo. Como 0 > w(t0) =
w′(t0)
m
≥ 2
m
entonces(
dw′
dw
)
(t0) = h(w(t0)) < l´ım
s→0
h(s) = −(N − 2)
(
1 +
2
m
l´ım
s→0
es − 1
s
)
= −(N − 2)
(
1 +
2
m
l´ım
s→0
es
)
= −(N − 2)
(
1 +
2
m
)
.
Encontraremos la contradiccio´n comentada si, para algu´n m < −2, probamos
que
−(N − 2)
(
1 +
2
m
)
≤ m.
Esto es equivalente a probar que existe un m < −2 que verifique
m2 + (N − 2)m+ 2(N − 2) ≤ 0.
Es posible si m2 + (N − 2)m+ 2(N − 2) = 0 tiene soluciones reales
m =
−(N − 2)±√(N − 2)2 − 8(N − 2)
2
=
−(N − 2)±√(N − 2)(N − 10)
2
,
es decir, si (N − 2)(N − 10) ≥ 0, que es cierto ya que estamos considerando
N ≥ 10. Adema´s, al menos una de las soluciones tiene que ser menor que −2
−(N − 2)−√(N − 2)(N − 10)
2
< −2,
−(N − 2)±
√
(N − 2)(N − 10) < −4,
−
√
(N − 2)(N − 10) < N − 6
que se cumple, con lo que existe m < −2. Por tanto,
O ⊂ {(w,w′) : w′ + 2(ew − 1) < w′ < mw}.
Al ser (0, 0) un atractor, la o´rbita converge a (0, 0) dentro de ese conjunto.
Los resultados quedan resumidos en la Figura 4.9.
Volviendo a (4.1), la condicio´n de contorno u(1) = 0 se traduce como
w(τ)− 2τ + a = 0 donde τ satisface√
2(N − 2)
λea
eτ = 1.
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Figura 4.9: Esbozo de O en el plano (w,w′).
Operando
eτ =
√
λea
2(N − 2) =
(
λea
2(N − 2)
) 1
2
,
τ = ln
(
λea
2(N − 2)
) 1
2
=
1
2
ln
(
λea
2(N − 2)
)
=
1
2
(
ln
λ
2(N − 2) + a
)
,
y es equivalente a pedir
w(τ) = 2τ − a = 21
2
(
ln
λ
2(N − 2) + a
)
− a = ln λ
2(N − 2) .
Si λ∗ = 2(N − 2) entonces w(τ) = 0, por lo que para 0 < λ < λ∗ tenemos
un u´nico valor de τ que lo verifique y para λ > λ∗ ninguno. Por lo tanto para
0 < λ < λ∗ existe una u´nica solucio´n u ∈ C2(B) de (4.1) y para λ > λ∗, (4.1)
ninguna solucio´n u ∈ C2(B).
Por u´ltimo falta comprobar que uλ converge puntualmente a ln
1
|x|2 cuando
λ→ λ∗. Para ello pasaremos al l´ımite cuando λ→ λ∗ la expresio´n (4.11).
Antes de pasar al l´ımite y teniendo en cuenta lo visto anteriormente,
τ = ln
√
λea
2(N − 2) y w(τ) = 2τ − a,
podemos transcribir (4.11) para cada r fijo como
uλ(τ) = w(τλ + ln r)− 2τλ − 2 ln r + aλ = w(τλ + ln r)− w(τλ)− 2 ln r,
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notando aλ y τλ a los correspondientes a y τ para dicho λ.
Cuando λ→ λ∗ observamos que τλ → +∞ con lo que
w(τλ) = w(+∞) = 0.
Por tanto
l´ım
λ→λ∗
uλ(r) = −2 ln r = ln 1
r2
= ln
1
|x|2 ,
que es lo que pretend´ıamos probar.
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Cap´ıtulo 5
Conclusiones
Acabo la memoria haciendo una pequen˜a reflexio´n sobre el cumplimiento
de los objetivos propuestos y el aprendizaje obtenido despue´s de su realiza-
cio´n.
El trabajo me ha permitido familiarizarme con lecturas de contenido ma´s
denso y notacio´n ma´s pragma´tica que la utilizada en la docencia. A pesar
del rigor del contenido, las demostraciones se esbozan dando solo las ideas
novedosas y omitiendo algunos desarrollos. Esto se debe a que el pu´blico a
quien va dirigido tiene gran dominio del tema.
Para cumplimentar el primer objetivo he estudiado co´mo se extiende el
concepto de estabilidad a problemas de contorno el´ıptico de segundo orden
del tipo {
−∆u = f(u) en Ω
u = 0 en ∂Ω,
siendo Ω un abierto acotado con frontera suave de RN y f : R → R una
funcio´n de clase C1(R).
A pesar de que el ejemplo que he utilizado para introducir la estabilidad
puede parecer sencillo, he podido concienciarme de que la estabilidad es un
problema real y actual. Si pensamos en los drones, hay un problema que no
esta´ totalmente resuelto: co´mo mantener un drone estable sin que pequen˜as
variaciones en las condiciones (como tropezarse con una mosca) hagan que
se pierda el control por completo.
Partiendo del concepto intuitivo que ten´ıa de estabilidad he trabajado
co´mo esta idea se puede extender a un espacio funcional adecuado. Para ello
he comprobado que las soluciones de este problema se corresponden con los
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puntos cr´ıticos del funcional de energ´ıa, definido en X = C20(Ω)
EΩ(u) = 1
2
∫
Ω
|∇u|2dx−
∫
Ω
F (u)dx,
donde F : R→ R es una funcio´n C2(R) primitiva de f .
La condicio´n de estabilidad relaciona las soluciones estables del problema
con los puntos de mı´nimo del funcional.
Para interiorizar un poco ma´s el concepto de estabilidad he estudiado
que se puede caracterizar a partir del valor propio de un problema lineal
asociado y he tratado ejemplos de soluciones estables. Despue´s he visto que
imponie´ndole condiciones a f o a Ω se pueden obtener propiedades. En con-
creto, si el te´rmino no lineal es convexo entonces podremos hablar de unici-
dad de solucio´n estable. Sin embargo, la suposicio´n de convexidad no podr´ıa
descartarse ya que he podido ver un contraejemplo. Si la condicio´n que le
imponemos a Ω es que sea la bola unidad de RN , entonces si tenemos una
solucio´n estable de nuestro problema sera´ radialmente sime´trica.
Para el segundo objetivo he realizado un ana´lisis del comportamiento
global de las soluciones del problema de Gelfand en la bola unidad de RN .
He podido comprobar que a pesar de ser un espacio de apariencia simple
recoge toda la gama de resultados conocidos para este problema.
Aplicando los resultados aprendidos de estabilidad he probado que si el
problema tiene solucio´n entonces tiene una solucio´n estable. Puesto que hay
unicidad de solucio´n estable, si el problema tiene ma´s de una solucio´n el
resto sera´n soluciones inestables. Adema´s, por el principio del ma´ximo y el
resultado de Gidas-Ni-Nirenberg, las soluciones del problema de Gelfand son
positivas y radiales. Esto me ha permitido conocer distintas versiones del
principio del ma´ximo y habituarme a trabajar con soluciones radiales.
Con respecto a la multiplicidad de soluciones he desarrollado con detalle la
demostracio´n de los teoremas que recogen esta informacio´n. La dificultad que
me he encontrado en esta parte es que he aplicado recursos que al principio
me resultaban poco intuitivos. Por ejemplo analizar el nu´mero de soluciones
del problema de Gelfand estudiando la forma de la o´rbita de un sistema
auto´nomo (equivalente a nuestro problema) al que hemos llegado mediante
transformaciones.
El desarrollo de estos contenidos me ha permitido recordar algunas de
las propiedades principales de los espacios Lp(Ω) y los espacios de Sobolev.
Tambie´n volver a trabajar con resultados importantes de existencia, unici-
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dad y prolongabilidad de soluciones de ecuaciones diferenciales y de teor´ıa
cualitativa de sistemas auto´nomos vistos en el Grado en Matema´ticas.
Las demostraciones realizadas han requerido preparacio´n ya que no es-
taban detalladas y afirmaban resultados que para mi no eran tan evidentes.
En este trabajo he sido capaz de desarrollarlos an˜adiendo algunas explica-
ciones y ca´lculos necesarios para que puedan ser comprendidos por alguien
que esta´ comenzando su camino en la investigacio´n.
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