Abstract-We consider the problem of fitting the parameters of a high-dimensional linear regression model. In the regime where the number of parameters p is comparable to or exceeds the sample size n, a successful approach uses an £l-penalized least squares estimator, known as Lasso.
where the number of parameters p is comparable to or exceeds the sample size n, a successful approach uses an £l-penalized least squares estimator, known as Lasso.
Unfortunately, unlike for linear estimators (e.g. ordinary least squares), no well-established method exists to compute confidence intervals or p-values on the basis of the Lasso estimator. Very recently, a line of work [8] , [7] , [13] has addressed this problem by constructing a debiased version of the Lasso estimator. We propose a special debiasing method that is well suited for random designs with sparse inverse covariance. Our approach improves over the state of the art in that it yields nearly optimal average testing power if sample size n asymptotically dominates so(logp)2, with So being the sparsity level (number of non-zero coefficients). Earlier work achieved similar performances only for much larger sample size, namely it requires n to asymptotically dominates (so log p?
We evaluate our method on synthetic data, and compare it with earlier proposals.
I. IN TRODUCTION
In the random design model for linear regression, we are given n i.i.d. pairs (Y 1 , XI), ... , (Y n, Xn) with Xi E 1l�.P, and the response variables Yi given by (1) Here ( . , . ) is the standard scalar product in lRP, and eo E lRP is an unknown but fixed vector of parameters.
In matrix form, letting Y = (Y 1 , ... , Y n ) T and denoting by X the design matrix with rows xi, ... , XJ, we have Y = xeo + w,
The goal is to estimate the unknown vector of parameters eo E lRP from the observations Y and X. We are interested in the high-dimensional setting where the number of parameters is larger than the sample size, i.e., p > n, but the number of non-zero entries of eo is smaller than n. We denote by S == supp ( eo) E [ p] the support of eo, i.e., the set of non zero coefficients, and let So == l S I be the sparsity level.
adelj@stanford.edu proven to hold [4] , [6] , [15] . In this paper we prove that,
for Gaussian designs with sparse inverse covariance �-1, hypothesis testing can be performed with nearly optimal average power at sample sizes n smaller (in order) than established in earlier work. We expect this to spur progress in a more general setting as well.
In the last decade, there has been a burgeoning interest in parameter estimation in high dimension. A particularly successful approach is the Lasso estimator [11] , [5] which promotes sparse reconstructions through an £ 1 penalty:
In case the right hand side has more than one minimizer, one of them can be selected arbitrarily for our purposes. We will often omit the arguments Y, X, as they are clear from the context. The Lasso is known to perform well in terms of prediction error I I X(B -eo)� �, and estimation error, as measured for instance by l i e -eol l � [2] . In this paper we address the -far less understood-problem of assessing uncertainty and statistical significance, e.g., by computing confidence intervals or p-values. This problem is particularly challenging in high dimension since good estimators, such as Lasso, are by necessity non-linear and hence do not have a tractable distribution. More specifically, we are interested in testing null hypothe ses of the form: (4) and assigning p-values for these tests. Rejecting HO,i states that e O,i -I-O.
A. Main idea and summary of contributions
A series of recent papers h � ve developed the idea of 'de biasing' the Lasso estimator e, by defining B U = B + !MXT(y -XB).
n Here M E lRPx p is a matrix that depends on the data, and aims at decorrelating the columns of X. The idea behind this construction is that the term XT (Y -X�/ (nA) is a subgradient of the £ 1 norm at the Lasso solution e. By adding a term proportional to this subgradient, we compensate for the bias introduced by th !: £ 1 penalty regularization in Lasso. It is worth noting that eu is no longer a sparse estimator.
In certain r � imes, and for suitable choices of M, it was proved that eu -eo is approximately Gaussian with mean 0, hence leading to the construction of p-values and confidence intervals.
Let � = lE( XIXi) be the population covariance matrix, and Sl = �-l denote the precision matrix. In [8] , the present authors assumed the precision matrix to be known and proposed to use l'I/I = eSl, for an explicit constant e. A plug in estimator for Sl was also suggested for sparse covariances �. Furthermore, asymptotic validity and minimax optimality of the method were proven for uncorrelated Gaussian designs (� = I) and a conjecture was derived for a broad class of covariances using statistical physics arguments. De Geer, BUhlmann and Ritov [13] used a similar construction with M an estimate of Sl, which is appropriate for sparse precision matrices Sl. These authors prove validity of their method for sample size n that asymptotically dominates (so log p) 2 .
In [7] , the present authors propose to construct M by solving a convex program that aims � optimizing two objectives. First, to control !Ee bias of eu, and second to minimize the variance of ey. Minimax optimality was established for sample size n that asymptotically dominates (so log p) 2 , without however requiring Sl to be sparse.
Note that nearly optimal estimation via the Lasso is possible for significantly smaller sample size, namely for n � CSo logp, for some constant C [3] , [1] . These works leave open the following problem:
Is it possible to design a minimax optimal test for hypotheses HO, i, for optimal sample size n = O(sologp)?
While the results of [8] suggest a positive answer, they assume Sl to be known, and apply only asymptotically as n, p -+ 00. In this paper we partially answer this question.
Suppose that an estimate fi of the precision matrix is available such that l in -Sl i l oo = o(I/Jlogp). Then, a testing procedure is developed that is minimax optimal with nearly optimal sample size, namely for n that asymptotically dominates so( 1ogp) 2 . Here 'optimality' is measured in terms of the average power of tests for hypotheses HO, i with respect to coordinates i E [pl . To be more specific, the testing procedure is constru 0 ed based on the debiased estimator (ju, where we set M = Sl.
In particular, if the precision matrix Sl is sufficiently sparse, namel t it has o( vn / log p) non-zeros per row, then an estimator Sl can be constructed by using Lasso for the node regression on the design X, such that l in -Sl i l oo = 0(1/ Jlogp).
Finally, we evaluate our procedure on synthetic data and compare its performance with the method of [7] .
B. Notations
For a matrix A and set of indices I, J, we let AI, ] denote the submatrix formed by the rows in I and columns in J.
Also, AI, . (resp. A. , I) denotes the submatrix containing just the rows (resp. columns) in I. Likewise, for a vector v, V I is the restriction of v to indices in I. The maximum and the minimum singular values of A are respectively denoted by O" max(A) and O" mi n(A). We write I l vl lp for the standard C p norm of a vector v and I lvl lo for the number 2: Define the estimator eu as follows: (5) of nonzero entries of v. For a matrix A, I I Al lp is the C p operator norm, and I Al p is the elementwise C p norm, i.e., I Al p = ( Li, j I Aij I P) l /P. Further I Al oo = maXi, j I Aijl · We use the notation [n] for the set {I, ... , n}. For a vector v, supp( v) represents the positions of nonzero entries of v. Throughout, Sl == �-l E jRPx p is called the precision matrix, and 1>(x) == J� oo e-t 2 / 2d t/v'27r denotes the CDF of the standard normal distribution. For two functions f(n) and g(n), the notation f(n) = w(g(n)) means that f dominates g asymptotically, namely, for every fixed positive C, there exists no such that f(n) � Cg(n) for n > no.
The sub-gaussian norm of a random variable Z, denoted by I I ZI I V>2 ' is defined as I I ZI I V>2 = supq-l / 2 (lE I Zl q ) 1 / q . q ;::: l The sub-gaussian norm of a random vector Z is defined as I I ZI I V>2 = sU Pl l x l l = 1 1 1( Z,x)I I V>2 · Finally, the sub-exponential norm of random variable Z is defined as I I ZI I v>, = supq-l (lEl z l q ) l / q . q ;::: l
II. AN ESTIMATOR FOR eo
Let Sl be an estimate of the precision matrix Sl. We define estimator (ju based on the Lasso solution (j and n, as per Eq. (5) in Table 1 . The follo � ing proposition provides a decomposition of the residual eu -eo, which is useful in characterizing the limiting distribution of (j u. Its proof follows readily from the proof of Theorem 2.1 in [13] , and is given in Appendix VI-A for the reader's convenience. 
We recall the definition of restricted eigenvalues as given in [1]:
It is also convenient to recall the following restricted eigen value (RE) assumptions.
• ASSUMPTION RE(s,c). For some integer s such that 1 � s � p and a positive number e, the following condition The assumption RE(s,c) has been used to establish bounds on the prediction loss and on the f 1 loss of the Lasso. A stronger assumption has been proposed to bound f p loss with [p] corresponding to q largest coordinates of v (in absolute value) and define J 2 == J U J1.
• ASSUMPTION RE(s, q, c).
The following lemma is a slight improvement over [1, Theorem 7.2] in that it uses cPmaA n) instead of cPmaAp). Proposition 11.2. Let assumption RE(so, 3) > 0 be satisfied. Consider the Lasso selector e with A = 0(O" V1ogp/n).
Then, with high probability, we have
If assumption RE(so, q, 3) is satisfied, then with high prob ability,
l i e -eol l � ::; Cso 0" 2 10gp , n where C = C(",(so,q,3)) is a constant.
Proof of Eq. (6) is given in Appendix VI-B.
Our next theorem controls the bias term D.. Its proof is deferred to Section V-A. Theorem 11.3 . Consider the linear model (1) and let � be the population covariance matrix of the design X. Let 0 == �-1 be the precision matrix and suppose that an estimate 0 is available, such that 1 1 0 -0 1 1 00 = 0(1/V1ogp). Further, assume that O" mi n(�) and O" max(�) are respectively bounded from below and above by some constants as n -7 00. In addition, the rows of the whitened matrix X0 1 / 2 are sub gaussian, i.e., 1 1 01/ 2 X 1 1 1 <p 2 < C1, for some constantC1 > o.
Let D. == v'n (0f; -I) (eo -e) be the bias term in eu. 
is a constant. 
Therefore, by � Proposition II.i, except for at most o(so) entries of eo, er is an asymptotically unbiased estimator for e O, i.
Proof (Claim II. 4). If the claim does not hold true, then by applying Theorem 11.3 to the set C n (c), we have (9) for some constant c. As we will see in the next section, the above characterization is useful in constructing p-values and hypothesis testing.
In Theorem 11.3 and a�o in deriving Eq. C= .
-
-/' l ,p 1 with 1j, k being the k-th entry of 1j, and let T � 2 d · ( � 2 � 2 ) = l ag 7 1 , ... ,7 p , Then define 0 = 1'-2 8. 
Furthermore, l of;o -0 1 00 = 0(1), with high probability.
Therefore
Hence, both conditions are satisfied given that 0" mi n (Sl) is bounded away from zero by the assumption in Theorem 11.3.
III. CONSTRUCTING p-VALUES AND HY P OTHESIS
Similar to [7] , we construct a p-value Pi for the test HO,i as follows: (11) where a is given by the scaled Lasso [10] as 
We measure the quality of the test Ti, x ( y ) in terms of its significance level ai and statistical power 1 -fJ i' Here ai is the probability of type I error (i.e., of a false positive at i) and fJ i is the probability of type II error (i.e., of a false negative at i) .
Our next theorem characterizes the tradeoff between type I error and the average power attained by the decision rule (12) . Note that this tradeoff definitely depends on the magnitude of the non-zero coefficients of eo. The larger they are, the easier one can distinguish between null hypotheses from their alternatives. We refer to Section V-B for its proof. .
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where, for a E [0,1] and u E lR+, the function G(a, u ) is defined as follows:
,-----�------�------�-------,
-u = 1.5 -u=2 -u=2. 5 -u=3 -u=3. Furthermore, lP' 0 0 (-) is the induced probability for random design X and noise realization w, given the fixed parameter vector eo.
In Fig. 1 , function G( a, u ) is plotted versus a, for several values of u . It is easy to see that, for any a E ( 0,1), u f-7 G(a, u ) is monotone increasing. Suppose that mi niES l e o,il � fJ. Then, by Eq. (15), we have
Notice that G(a, O ) = a , giving the lower bound a for the power at fJ = O . In fact without any assumption on the non zero coordinates of eo, one can take eO ,i i= 0 arbitrarily close to zero, and practically HO,i becomes indistinguishable from its alternative. In this case, no decision rule can outperform random guessing, i.e, randomly rejecting HO,i with probability a. This yields the trivial power a .
A. Minimax optimality of the average power
An upper bound for the minimax power of tests, with a given significant level a, is provided in [8] for sparse linear regression with Gaussian designs. Considering sample size scaling n = w(so(logp) 2 ), the minimax bound [8, Theorem 2.6] simplifies to the following bound for the optimal average power
We compare our test to the optimal test by computing how much fJ must be increased to achieve the minimax optimal average power. It follows from Eqs. (14) and (15) that J.L must be increased to fl, with the increase factor
O" max(�) O" mi n(�) .
Therefore, our test has near optimal average power for well-conditioned covariances and sample size scaling n = w(so(logp) 2 ).
IV. NUMER ICAL EXPERIMENTS
We simulate from linear model (1) with choice of pa rameters 0" = 1, n = 240 and p = 300. The rows of the design matrix X are generated independently form distribution N(O, �). Here n = �-1 is a circulant matrix with ni, i = 1, njk = a for j -=I-k, I j -kl � b, and zero everywhere else. (The difference between indices is understood modulo p. ) The parameter b controls the sparsity of the precision matrix and we take a = l/b to ensure that n >-0 (with O" mi n(n) > 0.5).
For parameter vector Bo, we consider a subset S � [P], with l S I = So = 30, chosen uniformly at random, and set BO, i = 0.1 for i E S and zero everywhere else.
We evaluate the performance of our testing procedure (12) at significance level ex = 0.05. The procedure is implemented in R using glmnet-package that fits the Lasso solution for an entire path of regularization parameters A n . We then choose the value of A n that has the minimum mean squares error, approximated by a 5-fold cross validation.
We compare the performance of decision rule (12) to the testing method presented in [7] 
V. PROOF OF THE OREMS AND LE MMAS
A. Proof of Theorem II.3
Write t,. = t,. ( 1) + t,. ( 2) with t,. ( 1) = y'n(nI:-I) (Bo-e) , t,. ( 2) = y'n(S1 -n)I:(Bo-e) .
Let T == supp(e) U supp(Bo). By Eq. (12) and the one proposed in [7] for one realization.
AR, then it follows for A by summing these cases. We can therefore assume, without loss of generality, c So � I A I � 2c So. We first bound I I t,.� ) 1 1 2 using Hoeffding's inequality.
Note that
We have Present procedure Procedure of [9] Type I error 
Present procedure
Procedure of [9] Type I error (12) and procedure proposed in [7] on the setup described in Section IV.
The significance level is ex = 0. 05. The means and the standard deviations are obtained by testing over 20 realizations. The last part of the argument is based on the following lemma, whose proof is deferred to Appendix VI-D. 
with C = C(C,C l , (}max (�)'(}mi n(�), K; (So,3), K; (So,q,3)) being a constant.
To bound 1 1 6.� ) 1 1 2 , we bound each entry 6.� 2) separately.
Note that the subgradient condition for optimization (3) reads � (e -80) = XTW/n + AV(e) , with v(e) E 8 11 e l k Thus 11� (e -80) 1100 = O( Jlogp/n), with high probability, for the choice of A = O( Jlogp/n ).
Therefore, Eq. (23) implies (24) since by our assumption
We are now ready to bound II�AII § / IAI . By triangle inequality, Applying bounds (22) and (24), we obtain
This implies the thesis since lAI 2: CSo for some constant c. 
( £,C). a
Using the consistency of the estimator & (given by the scaled Lasso), the fact that £, holds with high probability (cf. We begin with proving Eq. (13) . Defining Z i == fo (ey
where the last equality follows from Eq. (25). Since the above holds for any c > 0 and ICn (c) I = o ( so) on the event
We next prove Eq. (14) . By Proposition 11.5, l fi f;fiSl loo = 0(1), w.h.p and hence for any i E [p], [fi f;fi ] " " > Sl "-Ifi f;fi -Sl l = Sl" "-0( 1)" (26) 1-,2 _ 1-,2 00 1-,1,
The above bound leads to a lower bound for the power as follows:
Here (a) follows from Eq. (26). In (b), we used the fact that, by Eq. (25), for all i E S O \Cn(E) , for some constant C > O. Also ICn(E) 1 = 0(80)'
In (c) we used the fact that limn -t oo(l -(3 *(Bo; n)) = 1, This proposition is a slightly improved version of Theorem 7.2 in [1], in that we replace ¢max(P) by ¢max(n) in the bound on I l el io . Here, we prove Eq. (6) .
Let S == supp(e). Recall that the stationarity condition for the Lasso cost function reads XT ( y -Xe) = n). . v(e), where v(e) E al lel h-Equivalently, �XTX(Bo -e) = ). . v(e) -�XT w. n n As proved in [ltl l XTwl l oo � n)"/2 with high probability.
Thus for all i E S I�XTX(Bo -e)1 � �. Here, the first inequality follows from Cauchy-Schwartz inequality. The result follows.
