This paper brings forward an experiment design for IPv6 routing&forwarding which based on the special IETF ForCES technology, with the goal of more flexible using of IP routing&switch theory, better acquainted about inner architecture of network device, more familiar with the new technology of network industry for those students with the major of network engineering. First, this paper analyzes the IETF ForCES and its character, then a method of IPv6 routing&forwarding based on ForCES is proposed. The mechanism of IPv6 forwarding and modeling are included within the method above, and the two-character is great showing as well. Finally, we have an evaluation over the experiment design, the result turns out to prove the applicable design.
Each LFB is an action on packet processing within a network device, and the behavior of each LFB is controlled by CE [5] . The CE can flexibly configure the LFB combination method as needed to implement different processing flow for data packets, and then it can be embodied as a network device with different functions, such as IPv4 route forwarding, IPv6 route forwarding, firewall, intrusion detection, etc. The idea of ForCES is forward looking, especially its concept of LFB dynamic topology [5] and the current research hotspot micro service [6] and service function chain (SFC7) are transmitted from one pulse to the other, which is of great significance for learning the internal composition and principle of network devices.
The process of constructing network devices with different functions using LFB dynamic topology is similar to building blocks. Each LFB is like a building block. The builder needs to understand the functions, attributes, and input and output constraints of each LFB. Completing the entire construction process does not require a large amount of code but requires the operator to have a solid theoretical knowledge of route exchange and is familiar with the internal composition and principles of the network equipment. It is interesting, not boring and available. It is suitable for the development of "Two-characters" experiments in the field of network communication.
FE MODELING
The FE model was proposed by the IETF ForCES working group to describe the processing of data packets in the FE from input to output. Each individual packet processing function was modeled as an LFB, and the LFB processed the data packets according to the previously agreed operations. A complete LFB topology can implement network services such as IPv4 forwarding. The CE modifies the behavior of the FE by controlling the LFB, such as changing the attributes of each LFB within the FE. The typical FE model is shown in Figure 1 . FE consists of several LFBs. Each LFB contains input, output, attributes, and its function definitions [5] . The data channel describes the middle process of the data packet from input to output. The output of the previous LFB is the input of the next LFB. The context between LFBs is constrained by the definition of the FE model. This constraint is shared between the CE and the FE in the form of an LFB library. The user needs to grasp this information before configuration.
Each common network service (such as IPv6 route forwarding) can be defined as a set of LFB collections and topologies. The key to implementing the ForCES-based IPv6 routing and forwarding service shown in Figure 2 lies in analyzing and designing the IPv6-related LFBs and constructing a FE model with a reasonable topology. 
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LFB-BASED IPV6 ROUTING AND FORWARDING DESIGN
IPv6 packet forwarding consists of the following three phases [8] : Verification phase: At this stage, firstly, the IPv6 packet header check that the packet does not have any identification error, and the wrong packet is sent to the CE for further processing or is deleted by the FE.
Forwarding phase: From the purpose of extracting the destination IPv6 address, query the forwarding table. After the query operation is successful, the next hop IPv6 address is obtained and the interface is output. When the query operation fails, the data packet is discarded or sent to the CE for further processing. The most important data structure in this stage is the forwarding Figure 3 . These two separate data entities are called a prefix list and a next hop table. The prefix list consists of a Nexthop Index that includes the prefix (IPv6 Prefix) and entries in the next hop table.
The sending phase: After the data packet has obtained the correct routing information, it needs to encapsulate the link layer before sending, such as adding the Ethernet header. This stage maintains an important data structure Layer 2 address resolution table, which changes the lookup of the routed packet to the correct Layer 2 address.
According to the discussion of the above three forwarding stages, it can be seen that routing forwarding table modeling is the key to true FE modeling. Figure 3 describes the relationship between each table entry and the routing forwarding table and 2 address resolution tables. This separation table design has the following advantages over the unified table: 1) When a group of routes change, some high-performance network nodes need to update the entire FIB, and the workload is large, but the separation table can change a subset of table entries in next hop to effectively update forwarding information. As shown in Figure 5 , the IPv6 Nexthop Applicator LFB performs next-hop operations on IPv6 packets, such as jump limit increments and checksum recalculations. After the IPv6 prefix table is successfully searched, the next hop information needs to be looked up according to the Nexthop Index in the prefix table. Therefore, the IPv6 data packet and metadata retrieved from the IPv6 prefix table become the input of the LFB. . The output has three conditions: 1) It succeeds, and it satisfies the next-hop application's data packet. It generates a new IPv6 data packet modified by IPv6 Nexthop Applicator LFB and new metadata, including FIELD, output port ID, L21ndex, L2TableType, etc.; 2) Abnormal. The following packets are marked as abnormal: the limit is zero, the MTU of the interface is smaller than the packet size, the output port is the same as the input/output port of the received packet, and the packet destination address is used for the local interface. In this case IPv6Nexthop Applicator The LFB will generate modified IPv6
Advances in Intelligent Systems Research, volume 147 packets and new metadata, including the input port ID and the anomaly ID. 3) Fail to identify the packets that failed in the next hop operation. The IPv6 Nexthop Applicator LFB deletes the IPv6 packets and does not generate metadata.
EXPERIMENTAL DESIGN ASSESSMENT FIGURE 6 . Graphical operation interface of the experiment In the experiment of IPv6 Routing&Forwarding based on ForCES, CE is based on the Linux system, the hardware platform is a general-purpose processor, and the IPv6 routing protocol stack uses GNU Zebra. The FE hardware platform is Intel's network processor and each LFB is based on micro-block processing data packets. Microblocks are physical components that have a single function, typically processing data packets at wire speed, and LFBs are the logical abstraction and modeling of microblocks. Web-based GUIs (Graphical User Interfaces) can dynamically add and remove LFBs, as well as query and configure LFB attributes and capabilities, as shown in Figure 6 . This process of defining IPv6 forwarding through the dynamic configuration of the LFB topology is as flexible as a module that is dynamically inserted or deleted in the Linux kernel. 
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In the experiment, the FE has two 100M ports. The scenario is configured for IPv6 forwarding across two ports. Spirent SmartBits software is used to measure the zero-loss throughput at the line rates of the two 100M ports. The test generates seven sizes of data packets: 64, 128, 256, 512, 1024, 1280, and 1518 bytes. The result is shown in Figure  7 .
It can be seen that the throughput is close to the theoretical limit. Without sacrificing any performance, the IPv6 Routing&Forwarding platform designed and implemented in this lab is highly flexible, configurable, and extensible.
CONCLUSION
A modular IPv6 Routing&Forwarding experiment design is essentially using the modular and abstract features of the ForCES LFB and building a LFB topology supporting the IPv6 packet forwarding function by building blocks, which of course can be constructed using this approach. The network function is far more than IPv6 packet forwarding. Others include firewalls, intrusion detection, and so on. The experimental design has obvious "Two-characters" experimental characteristics. Through experiments, the students have the opportunity to get a glimpse of the internal structure of the network equipment and lay a good foundation for future research and development in this field.
