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Квалiфiкацiйна робота мiстить: 65 стор., 10 рисункiв, 3 таблицi, 14
джерел та 1 додаток.
У цiй роботi зроблен детальний аналiз iснуючої швидкої
кореляцiйної атаки на першу версiю потокового шифру Grain, а саме
Grain-v0 та теоретичних матерiалiв, що потрiбнi для її розумiння.
Розроблено мiнi версiю шифру Grain-v0.
Тема роботи: швидкi кореляцiйнi атаки на малоресурснi Grain -
подiбнi потоковi шифри.
Мета роботи: дослiдження властивостей шифрiв сiм’ї Grain, що
впливають на їх стiйкiсть вiдносно швидких кореляцiйних атак.
Задача роботи: створення мiнi версiї шифру Grain-v0.
Об’єкт дослiдження: процес перетворення iнформацiї у
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Предмет дослiдження: властивостi компонентiв шифрiв сiмейства
Grain.
Методи дослiдження: методи математичної статистики, теорiї
булевих функцiй, абстрактної алгебри.
У результатi роботи цiєї роботи запропоновано мiнi версiю шифру
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сiмейства Grain, а саме, швидких кореляцiйних атак. Також представлена
реалiзацiя шифру Grain-v0 та його мiнi версiї.




The thesis contains: 65 pages, 10 figures, 3 tables, 14 sources and 1
appendix.
In this thesis, a detailed analysis of the existing fast correlation attack
on the first version of the Grain stream cipher, namely Grain-v0, and the
theoretical materials needed for it understanding. Developed a mini version of
the cipher Grain-v0.
The theme of this thesis is fast correlation attacks on low-resource Grain
- similar stream ciphers.
The goal of this thesis is to study the structure of ciphers of the Grain
family, and fast correlation attack.
The task of this work is to create a mini version of the cipher Grain-v0.
The subject of the research are properties of cipher components of the
Grain family.
Methods of research are methods of mathematical statistics, theory of
boolean functions, abstract algebra.
As a result of this work, a mini version of the cipher Grain-v0 was
proposed, which will be used for further study of ciphers of the Grain family,
namely, fast correlation attacks. The implementation of the Grain-v0 cipher
and its mini-version is also presented.
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
⊕ - операцiя додавання за модулем 2
РЗЛЗЗ - регiстр зсуву з лiнiйним зворотним зв’язком.
РЗНЗЗ - регiстр зсуву з нелiнiйним зворотним зв’язком.
РЗЗЗ - регiстр зсуву зi зворотнiм зв’язком.
Grain - сiмейство шифрiв симетричного потокового шифрування, що
орiєнтованi на апаратну реалiзацiю.
ШПУ - швидке перетворення Уолша
ШКА - швидка кореляцiйна атака
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ВСТУП
Актуальнiсть дослiдження. У сучасному свiтi стрiмливо
розвивається iнтернет речей, а разом з ним безпека iнтернету речей, де
криптографiя вiдiграє важливу роль. Деякi пристрої забезпеченi доволi
потужними процессорами, що можуть використовувати алгоритми для
звичайних комп’ютерiв, однак бiльшiсть забезпечена малопотужними
процессорами, що можуть лише невелику частину своїх обчислювальних
потужностей видiлити для безпеки. Осклiльки пристрої за розмiром малi,
вони використовують малi батареї, або самi породжують енергiю. Тому
криптографiчнi алгоритми, якi потрiбно використовувати в таких
випадках повиннi бути "малими".
Типовим прикладом використання "легковагої"криптографiї є мiтки
радiочастотної iдентифiкацiї. Вони використовуються для iдентифiкацiї у
громадському транспортi, контролi за перемiщенням персоналу, системах
електронних платежiв, бiометричних паспортах та iнших галузях.
Для апаратної реалiзацiї симетричних потокових шифрiв було
запропоновано сiмейство шифрiв Grain. Яке є актуальним матерiалом для
дослiджень.
У цiй роботi дослiджується швидка кореляцiйна атака на Grain-v1, а
також пропонується мiнi версiя шифру Grain-v0.
Метою дослiдження є дослiдження властивостей шифрiв
сiмейства Grain, що впливають на їх стiйкiсть вiдносно швидких
кореляцiйних атак. Для досягнення мети необхiдно розв’язати задачу
дослiдження, яка полягає у створеннi мiнi версiї шифру Grain-v0. Для
розв’язання задачi необхiдно вирiшити такi завдання:
1) провести огляд опублiкованих джерел за тематикою дослiдження;
2) зробити детальний аналiз загальної структури шифру Grain;
3) зробити детальний аналiз швидкої кореляцiйної атаки;
4) розробити мiнi версiю шифру Grain-v0.
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5) написати програму, яка реалiзовує мiнi версiю шифру Grain-v0.
Об’єктом дослiдження є процес перетворення iнформацiї у Grain-
подiбних потокових шифрах.
Предметом дослiдження є властивостi компонентiв шифрiв
сiмейства Grain.
При розв’язаннi поставлених завдань використовувались такi
методи дослiдження : методи математичної статистики, теорiї булевих
функцiй, абстрактної алгебри. Для програмної реалiзацiї було
використано мову програмування python.
Практичне значення результатiв полягає у використаннi мiнi версiї
шифру Grain-v0 для подальших дослiджень швидких кореляцiйних атак на
сiмейство шифрiв Grain.
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1 СТРУКТУРА ШИФРУ GRAIN-V0
У данному роздiлi розглядаються необхiднi теоритичнi вiдомостi
для опису шифрiв сiмейства Grain-v0. А саме опис у стандартних
термiнах потокових шифрiв, та скiнченних автоматiв.
1.1 Загальна структура потокових шифрiв. Основнi термiни.
Потоковий шифр - це криптосистема, що складається з двох частин,
а саме: генератору гамми, та функцiї виходу. Для роботи генератору гамми
його требя проiнiцiалiзувати, визначити спосiб вироблення символу гамми,
та оновлення стану. Функцiя виходу на вхiд приймає символ вiдкритого
тексту, символ гамми, та додаткову iнформацiю. Зазвичай функцiю виходу
обирають 𝑂𝑢𝑡(𝑥𝑖,𝑧𝑖,𝑅𝑖) = 𝑥𝑖 ⊕ 𝑧𝑖
Потоковi шифри бувають синхроннi та iз самосинхронiзацiєю. Потiк
гамми у синхронних шифрах не залежить вiд вiдкритого тексту та
шифротексту, тодi як потiк гамми у самосинхронiзованих залежить вiд 𝑛
попереднiх символiв шифротексту.
Генератор гамми iз самосинхронiзацiєю:
1) 𝐼𝑛𝑖𝑡(𝐾, 𝐼𝑉 ) → S, c0, 𝑐−1, 𝑐−2,...,𝑐−𝑛+1
2) 𝑧𝑖 = 𝑆𝑡𝑟𝑒𝑎𝑚(𝑆, 𝐾, 𝑐𝑖−1, 𝑐𝑖−2,...,𝑐𝑖−𝑛)
3) 𝑐𝑖 = 𝑂𝑢𝑡(𝑥𝑖, 𝑧𝑖, 𝑅𝑖)
Синхронний генератор гамми: (автомат без пам’ятi)
1) 𝑆0 = 𝐼𝑛𝑖𝑡(𝐾, 𝐼𝑉 )
2) 𝑧𝑖 = 𝑆𝑡𝑟𝑒𝑎𝑚(𝐾, 𝑆𝑖)
3) 𝑆𝑖+1 = 𝑁𝑒𝑥𝑡(𝐾, 𝑆𝑖)
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1.2 Структура шифру Grain-v0
Шифр Grain є синхронним потоковим шифром [1], який був
запропонований Мартином Хеллом, Томасом Йоханссоном та Вiллi
Мейером у 2004 роцi. Алгоритм став одним з фiналiстiв у конкурсi
eSTREAM для апаратної реалiзацiї.
Шифр складається складається з трьох основних частин, а саме:
РЗЛЗЗ, РЗНЗЗ, та функцiї фiльтрацiї. Стан РЗЛЗЗ позначимо через
𝑠𝑖,𝑠𝑖+1,...,𝑠𝑖+79, а стан РЗНЗЗ позначимо через 𝑏𝑖,𝑏𝑖+1,...,𝑏𝑖+79.
Полiном зворотнього зв’язку для РЗЛЗЗ визначається як
𝑓(𝑥) = 1 + 𝑥18 + 𝑥29 + 𝑥42 + 𝑥57 + 𝑥67 + 𝑥80 - незвiдний полiном ступеня 80.
Для зворотнього зв’язку регiстру РЗНЗЗ визначається полiном
𝑔(𝑥) = 1+𝑥17+𝑥20+𝑥28+𝑥35+𝑥43+𝑥47+𝑥52+𝑥59+𝑥65+𝑥71+𝑥80+𝑥17𝑥20+𝑥43𝑥47
+ 𝑥65𝑥71 + 𝑥20𝑥28𝑥35 + 𝑥47𝑥52𝑥59 + 𝑥17𝑥35𝑥52𝑥71 + 𝑥20𝑥28𝑥43𝑥47 + 𝑥17𝑥20𝑥59𝑥65
+ 𝑥17𝑥20𝑥28𝑥35𝑥43 + 𝑥47𝑥52𝑥59𝑥65𝑥71 + 𝑥28𝑥35𝑥43𝑥47𝑥52𝑥59
Для бiтiв регiстру РЗЛЗЗ отримаємо вираз 𝑠𝑖+80 = 𝑠𝑖+62 + 𝑠𝑖+51
+ 𝑠𝑖+38 + 𝑠𝑖+23 + 𝑠𝑖+13 + 𝑠𝑖.
А для бiтiв регiстру РЗНЗЗ отримаємо вираз
𝑏𝑖+80 = 𝑠𝑖+𝑏𝑖+63+𝑏𝑖+60+𝑏𝑖+52+𝑏𝑖+45+𝑏𝑖+37+𝑏𝑖+33+𝑏𝑖+28+𝑏𝑖+21+𝑏𝑖+15+𝑏𝑖+9+𝑏𝑖+
𝑏𝑖+63𝑏𝑖+60+𝑏𝑖+37𝑏𝑖+33+𝑏𝑖+15𝑏𝑖+9+𝑏𝑖+60𝑏𝑖+52𝑏𝑖+45+𝑏𝑖+33𝑏𝑖+28𝑏𝑖+21+𝑏𝑖+63𝑏𝑖+45𝑏𝑖+28𝑏𝑖+9+
𝑏𝑖+60𝑏𝑖+52𝑏𝑖+37𝑏𝑖+33 + 𝑏𝑖+63𝑏𝑖+60𝑏𝑖+21𝑏𝑖+15 + 𝑏𝑖+63𝑏𝑖+60𝑏𝑖+52𝑏𝑖+45𝑏𝑖+37 +
𝑏𝑖+33𝑏𝑖+28𝑏𝑖+21𝑏𝑖+15𝑏𝑖+9 + 𝑏𝑖+52𝑏𝑖+45𝑏𝑖+37𝑏𝑖+33𝑏𝑖+28𝑏𝑖+21.
Стан шифру описується вмiстом регiстрiв зсуву. З регiстрiв
обирається 5 бiтiв, якi подаються на вхiд булевої функцiї ℎ(𝑥), яка є
збалансованою ( 𝑤𝑡(ℎ) = 25−1, де 𝑤𝑡 - вага булевої функцiї ), має
кореляцiйний iмунiтет першого порядку, та алгебраїчний степiнь 3.
Функцiя ℎ має максимальну нелiнiйнiсть, а саме 12.
𝑁𝐿ℎ = min𝑔∈𝐴𝑛 𝑑𝑖𝑠𝑡(ℎ,𝑔). Де 𝑑𝑖𝑠𝑡(ℎ,𝑔) = 𝑤𝑡(ℎ ⊕ 𝑔). Бiти беруться на вхiд
як з РЗЛЗЗ так i з РЗНЗЗ. Визначається функцiя як
ℎ(𝑥) = 𝑥1+𝑥4+𝑥0𝑥3+𝑥2𝑥3+𝑥3𝑥4+𝑥0𝑥1𝑥2+𝑥0𝑥2𝑥3+𝑥0𝑥2𝑥4+𝑥1𝑥2𝑥4+𝑥2𝑥3𝑥4.
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Змiннi функцiї 𝑥0, 𝑥1, 𝑥2, 𝑥3 та 𝑥4 вiдповiдають позицiям бiтiв
𝑠𝑖+3, 𝑠𝑖+25, 𝑠𝑖+46, 𝑠𝑖+64 та 𝑏𝑖+63. Результуючий бiт маскується бiтом 𝑏𝑖 з
РЗНЗЗ.
Рисунок 1.1 – Схема роботи шифру Grain-v0
1.3 Iнiцiалiзацiя та робота шифру Grain
Перед початком роботи шифр треба проiнiцiалiзувати, для цього на
вхiд подаються ключ 𝐾 = 𝑘0,...,𝑘79 та вектор iнiцiалiзацiї 𝐼𝑉 = 𝑖𝑣0,...,𝑖𝑣63.
Спочатку РЗНЗЗ заповнюється 80 бiтовим ключем 𝑏𝑖 = 𝑘𝑖, 0 ≤ 𝑖 ≤ 79,
потiм заповнюємо першi 64 бiти регiстру РЗЛЗЗ вектором iнiцiалiзацiї
𝑠𝑖 = 𝑖𝑣𝑖, 0 ≤ 𝑖 ≤ 63, iншi бiти заповнюємо одиницями 𝑠𝑖 = 1, 64 ≤ 𝑖 ≤ 79.
Це потрiбно для того, щоб регiстри не заповнювались нулями. Для
завершення iнiцiалiзацiї виконується 160 тактiв без генерацiї гамми.
Замiсть подачi бiту гамми на вихiд вiн ксориться з результатом зворотнiх
функцiй обох регiстрiв, та стає частиною оновлення їх стану. Пiсля
виконання 160 тактiв можна генерувати гамму.
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Рисунок 1.2 – Iнiцiалiзацiя шифру Grain-v0
1.4 Особливостi побудови та прискорення роботи
Алгоритм розроблений таким чином щоб його було легко
реалiзовувати на апаратних пристроях. Вимогою до подiбних апаратних
шифрiв є безпека, що вiдповiдає обчислювальнiй складностi 280, а саме
таких результатiв можна досягти завдяки пам’ятi в 160 бiт. Однак на
безбеку також впливають функцiї, що оперують бiтами. Вони не повиннi
бути занадто великими, оскiльки чим бiльше функцiї, тим бiльше
вентилiв вони потребують, однак i дуже малими вони також бути не
можуть.
Доречним буде спостереження, що РЗЛЗЗ має примiтивнiй полiном
зворотнього зв’язку, це означає, що регiстр генерує 𝑚 - послiдовнiсть. Яка
має максимальний перiод 280 − 1, та бiти 0 та 1 зустрiчаються майже з
однаковою ймовiрнiстю. Тобто кiлькiсть нулiв = 2𝑛−1 − 1, а кiлькiсть
одиниць = 2𝑛−1. Такий регiстр ще називають полноцикловим.
Можна помiтити, що РЗНЗЗ використовує бiт РЗЛЗЗ для оновлення
стану, ця деталь була розроблена, щоб регiстр РЗНЗЗ був збалансований,
на цю властивiсть ще впливає бiт 𝑏𝑖+79. Також вона робить перiод
вихiдної послiдовностi залежним вiд ключа, та вектора iнiцiалiзацiї.
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Як було описано в попереднiх пунктах, перед генерацiєю гамми треба
зробити 160 тактiв. Це зроблено з метою улаштувати неочiкуваний стан
регiстрiв. Однак при регулярнiй змiнi ключа та вектора iнiцiалiзацiї
виникає проблема в постiйному виконаннi 160 тактiв, це впливає на час
передачi iнформацiї. Тому кiлькiсть тактiв обрана спираючись на
компромiс мiж безпекою та швидкiстю.
Цiкавою властивiстю є вiдсутнiсть використання бiтiв 𝑏𝑖, 65 ≤ 𝑖 ≤ 79,
та 𝑠𝑖, 65 ≤ 𝑖 ≤ 79 у функцiях зворотнього зв’язку та функцiї фiльтрацiї.
Це дозволяє пришвидшити алгоритм за допомогою використання зворотнiх
функцiй 𝑓(𝑥), 𝑔(𝑥), а також ℎ(𝑥) одразу у декiлькох мiсцях. Кiлькiсть мiсць
для встановлення функцiй обмежена, а саме ≤ 16. Якщо 𝑡 - це кiлькiсть
бiт якi буде генерувати шифр за один такт, то 160/𝑡 - кiлькiсть тактiв якi
потрiбно буде зробити для iнiцiалiзацiї перед початком роботи.
Рисунок 1.3 – Прискорення шифру Grain-v0
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1.5 Криптоаналiз шифру Grain
При створеннi нового криптоалгоритму його одразу перевiряють на
стiйкiсть до стандартних атак. Атака не повинна бути швидшою за
звичайний пiдбiр ключа. Тобто не швидше, анiж 𝒪(280)
1.5.1 Кореляцiйний криптоаналiз
Бiти регiстру РЗЛЗЗ є збалансованими, однак ця властивiсть не
розповсюджується на РЗНЗЗ, лише завдяки бiту з РЗЛЗЗ, що ксориться
з функцiєю зворотнього зв’язку 𝑔(𝑥) РЗНЗЗ стає забалансованим. Крiм
того пригадаємо, що 𝑔(𝑥) також є збалансованою функцiєю. З цих
властивостей можемо припустити, що цi два регiстри не корелюють один
з одним. Функцiя ℎ(𝑥) має кореляцiйний iмунiтет першого порядку, попри
все це не означає, що не iснує кореляцiй мiж результатом функцiї та
входами. ℎ(𝑥) приймає на вхiд 5 змiнних, одна з яких належить РЗНЗЗ, а
вихiд ксориться з бiтом 𝑏𝑖, що також належить РЗНЗЗ. Наразi кореляцiї
мiж результуючими бiтами та бiтами РЗЛЗЗ дуже малi, тому атаки
швидкої кореляцiї потребують подальших дослiджень.
1.5.2 Алгебраїчнi атаки
Функцiя ℎ(𝑥) має алгебраїчний степiнь 3, яка є дуже нестiйкою до
алгебраїчних атак, з iншої точки зору така атака не зможе вiдновити стан
у 160 бiт, причиною тому є доволi велкий алгебраїчний степiнь нелiнiйної
функцiї зворотньго зв’язку РЗНЗЗ. Припустимо, що ми можемо
представити результат генератору лише як функцiю вiд бiтiв РЗЛЗЗ, за
такої умови алгебраїчний степiнь вихiдних бiтiв буде великим, та
змiнюватиметься з часом. Це спричиняє протистояння алгебраїчним
атакам.
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1.5.3 Атака компромiсу часу/пам’ятi/данних
Атаки компромiсу часу/пам’ятi/данних на потоковi шифри
коштують 𝒪(2𝑛/2), де 𝑛 це кiлькiсть внутрiшнiх станiв шифру. В випадку
Grain 𝑛 = 160. Вiдомим є факт, що атаки компромiсу для шифрiв з
низьким супротивом вибiрки мають невеликi таблицi пошуку, та бiльший
вибiр параметрiв. Наразi функцiя ℎ(𝑥) має правильно пiдiбраний
супротив вибiрки, при використаннi меншої вiд 5 кiлькостi змiнних, а
саме до 3, вона не стає лiнiйною. Аналогiчно, змiннi якi потрапляють в
одночлени функцiї 𝑔(𝑥) є достатньо розрiзненими. З цих властивостей
випливає, що загалом супротив вибiрки буде достатньо великим, а атаки
компромiсу часу/пам’ятi/данних будуть мати складнiсть не нижче за
𝒪(280).
1.5.4 Атака на основi пiдiбраних векторiв
Необхiдною умовою для захисту вiд диференцiальних або
статистичних атак обраного вектору iнiцiалiзацiї є те, що початковi стани
для множини векторiв iнiцiалiзацiї алгебраїчно та статистично незалежнi.
Кiлькiсть тактiв для iнiцiалiзацiї пiдiбрано саме так, щоб вага Хеммiнга
рiзницi повного, проiнiцiалiзованого 160 бiтового стану для двох векторiв
пiсля iнiцiалiзацiї була близькою до випадкової. Цей засiб повинен
протистояти атакам обраного вектору iнiцiалiзацiї.
Оскiльки постiйне виконання iнiцiалiзацiї потребує забагато часу, виникає
потреба в зменшеннi кiлькостi тактiв. Пiсля 80 тактiв стан шифру буде
залежати як вiд ключа так i вiд вектору. Використовуючи таку атаку
можна переiнiцiалiзувати шифр з таким самим ключем, але iншим
вектором iнiцiалiзацiї, який вiдрiзняється вiд попереднього лише одним
бiтом. Як приклад, розглянемо випадок коли для iнiцiалiзацiї алгоритму
потрiбно 80 тактiв, та останнiй бiт вектора iнiцiалiзацiї 𝑖𝑣63 iнвертовано,
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тобто 𝑠𝑖+63 також iнвертовано. Така ситуацiя може виникнути, якщо
вектор IV обирається як порядковий номер. Аналiзуючи рiзницю станiв
пiсля iнiцiалiзацiї, можна зробити спотереження, що деякi позицiї доволi
передбачуванi. Бiт 𝑠63 не використовується в зворотньому зв’язку або
функцiї фiльтрацiї, тому оновлення першого регiстру буде однаковим в
обоих випадках, бiт 𝑠0 буде однаковим в обох iнiцiалiзацiях. Наступна
позицiя, яку займе iнвертований бiт буде 𝑠62. Ця позицiя
використовується у лiнiйному зворотньому зв’язку регiстру РЗЛЗЗ, тому
бiт 𝑠1 завжди буде вiдрiзнятись при iншiй iнiцiалiзацiї. Схожi методи
можуть бути використанi, для того щоб показати, що бiльше нiж
половина станiв може бути детермiновано. Ця детермiнованiсть може
використовуватись для атаки. Нехай 𝑥 = 𝑥0,𝑥1,𝑥2,𝑥3,𝑥4,𝑥5 - змiннi для
функцiї ℎ(𝑥) - пiсля першої iнiцiалiзацiї, та 𝑥𝛿 = 𝑥0,𝑥1,𝑥2,𝑥3,𝑥4,𝑥5 - змiннi
для функцiї ℎ(𝑥) - пiсля другої iнiцiалiзацiї. Тепер треба вирахувати
𝑃 (𝑥,𝑥𝛿), якщо такий розподiл є змiщеним, то розподiл рiзницi в першому
вихiдному бiтi 𝑃 (ℎ(𝑥)ℎ(𝑥𝛿)) також змiщений. Припустимо, що 𝑃 (ℎ(𝑥)
⊕h(x𝛿) = 0) = 1/2 + 𝜖. Тодi кiлькiсть iнiцiалiзацiй яка нам протрiбна буде
порядку 1/𝜖2. Така атака може бути оптимiзована за допомогою
вирахування бiта, який буде давати найбiльше вiдхилення, оскiльки не
обов’язково, що бiти в регiстрах будуть вiдповiдати вхiдним бiтам функцiї
ℎ(𝑥), що має детермiновану рiзницю пiсля iнiцiалiзацiї. Ця атака показує,
що ймовiрнiсть того, що пiсля iнiцiалiзацiї з двома рiзними 𝐼𝑉 будь-який
бiт стану буде однаковий повинна бути близькою до 1/2. Як у випадку з
80 тактами у станах будуть однаковi бiти й у 96, 112 та 128 тактах.
1.5.5 Атака на основi помилок
Наразi серед найпотужнiших атак можливих на будьякому шифрi є
атаки помилок. Вони й наразi є ефективними на потокових шифрах, це в
свою чергу ускладнює задачу проектування шифру та надання йому
певного рiвня безпеки.
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План атаки базується на тому, що зловмисник може застосувати деякi
помилковi iнвертацiї бiтiв до одного з регiстрiв. Однак, вiн лише частково
розпоряджається кiлькiстю, мiсцем та точним часом. Бiльш сильне
припущення, яке можна зробити, полягає в тому, що вiн здатний
перевернути один бiт, в певний момент часу та мiсцi якi йому не вiдомi.
Зловмиснику також може бути дана можливiсть повернути пристрiй у
початковий стан, та використати ще одну помилкову атаку. Адаптуючи
методи пiд данний алгоритм. Найсильнiшим припущенням може бути те,
що атакуючий якимось чином спровокує помилку в регiстрi РЗЛЗЗ, та
знайде вiдповiдну позицiю помилки, однак це лише прирущення. Метою
криптоаналiтика є дослiдження входiв та виходу функцiї фiльтрацiї ℎ(𝑥),
та отримання iнформацiї про 5 входiв, аналiзуючи вже вiдомi пари входiв
та виходiв. Це схоже на аналiз 𝑆 - блокiв у симетричному шифрi DES.
Допоки рiзниця спровокована помилкою в РЗЛЗЗ не розповсюджується
на бiт 𝑏𝑖+63, рiзниця, що спостерiгається у виходi шифру, надходить вiд
входiв ℎ(𝑥) тiльки вiд РЗЛЗЗ. Так само можно застосовувати атаку на
РЗНЗЗ, та помилки не будуть впливати на РЗЛЗЗ, однак помилки в
РЗНЗЗ розповсюджуються нелiнiйно та iх складнiше предбачити, тому
атака на РЗНЗЗ виглядає складнiшою.
Висновки до роздiлу 1
У цьому роздiлi проаналiзованi джерела та наведенi поняття,
щознадобляться для подальшої роботи, а саме описанi шифр Grain-v0.
Також наведений невеликий перелiк криптографiчних атак на шифри
сiмейства Grain, а саме: кореляцiйнi атаки, алгебраїчнi атаки, атаки
компромiсу часу, пам’ятi та данних, атаки на основi пiдiбраних векторiв,
та атаки на основi помилок.
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2 ОГЛЯД ШВИДКОЇ КОРЕЛЯЦIЙНОЇ АТАКИ НА ШИФРИ
СIМЕЙСТВА GRAIN ТА ЇХ ЗАГАЛЬНОЇ СТРУКТУРИ
Для подальшого аналiзу шифру Grain потрiбно бiльш детально
дослiдити його структуру. Для цього процесу зробимо спочатку
загальний опис сiмейства, а у наступному роздiлi розробимо мiнi версiю
шифру Grain-v0, для тестування на нiй криптографiчних атак. Також
зробимо дослiдження шивидкої кореляцiйної атаки та її застосування до
шифру Grain-v1.
2.1 Загальна модель
Роздiл створено на основi iнформацiї з [2]. Опираючись на
структуру шифрiв Fruit, Sprout, рiзнi версiї шифру Grain а також iншi
схожi примiтиви опишемо загальну модель Grain-подiбних
"легковагих"потокових шифрiв.
Рисунок 2.1 – Схема роботи Grain-подiбних шифрiв
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Наступнi позначення будуть використовуватись в даннiй моделi.
𝑁 𝑡 = (𝑛𝑡,𝑛𝑡+1,...,𝑛𝑡+𝑚−1) m - бiтовий внутрiшнiй стан РЗНЗЗ в
момент часу t
𝑆𝑡 = (𝑠𝑡,𝑠𝑡+1,...,𝑠𝑡+𝑚′−1) - m′ бiтовий внутрiшнiй стан РЗЗЗ в момент часу
t, що оновлюється незалежно за допомогою лiнiйної або нелiнiйної
функцiї.






𝑡 = 𝑅𝐾𝐹 (𝐾, .) - бiт раундового ключа, згенерований в момент часу 𝑡
𝐶𝑐 - раундовий лiчильник для оновлення стану РЗНЗЗ
𝑐𝑡 - бiт лiчильника, згенерований 𝐶𝑐 в момент часу 𝑡
𝑃𝑆𝑡 = {𝑠𝑡+𝛼1,𝑠𝑡+𝛼2,...,𝑠𝑡+𝛼𝑗1} - пiдмножина 𝑆𝑡 та вхiднi змiннi функцiї
фiльтрацiї ℎ з РЗЗЗ. 0 6 𝛼1 6 𝛼2... 6 𝛼𝑗1 6 𝑚
′ − 1
𝑃𝑁 𝑡 = {𝑛𝑡+𝛽1,𝑛𝑡+𝛽2,...,𝑛𝑡+𝛽𝑗2} - пiдмножина 𝑁 𝑡 та вхiднi змiннi
функцiї фiльтрацiї ℎ з РЗНЗЗ. 0 6 𝛽1 6 𝛽2... 6 𝛽𝑗2 6 𝑚− 1
𝑄𝑆𝑡 = {𝑠𝑡+𝜎1,𝑠𝑡+𝜎2,...,𝑠𝑡+𝜎𝑟1} - пiдмножина 𝑆𝑡 та вхiднi змiннi лiнiйної
функцiї 𝜑 з FSR. 0 6 𝜎1 6 𝜎2... 6 𝜎𝑟1 6 𝑚
′ − 1
𝑄𝑁 𝑡 = {𝑛𝑡+𝜂1,𝑛𝑡+𝜂2,...,𝑛𝑡+𝜂𝑟1} - пiдмножина 𝑁 𝑡 та вхiднi змiннi
лiнiйної функцiї 𝜑 з РЗНЗЗ. 0 6 𝜂1 6 𝜂2... 6 𝜂𝑟2 6 𝑚− 1
Модель складається з п’яти булевих функцiй: лiнiйна/нелiнiйна
булева функцiя 𝑓 , нелiнiйна функцiя 𝑔, лiнiйна функцiя 𝑙𝑖𝑛, лiнiйна
булева функцiя 𝜓 та нелiнiйна функцiя фiльтрацiї ℎ.
На кожному кроцi РЗЗЗ оновлюється незалежно за допомогою
функцiї 𝑓 , тодi як РЗНЗЗ оновлюється за допомогою 𝑔, раундового бiта
𝑘
′
𝑡, 𝑐𝑡 та деяких бiтiв з РЗЗЗ. Бiт 𝑘
′
𝑡 в момент часу 𝑡 генерується з 𝑅𝐾𝐹 ,
що бере частину вхiдних бiтiв з секретного ключа 𝐾.
Компоненти
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Позначимо початковий стан РЗЗЗ 𝑆0. Вiн обновлюється незалежно та
рекурсивно за допомогою функцiї 𝑓 . 𝑆𝑡+1 = (𝑠𝑡+1,𝑠𝑡+2,...,𝑠𝑡+𝑚′), де 𝑠𝑡+𝑚′ =
𝑓(𝑆𝑡). Автори припускають, що цей процес зворотнiй.
𝑆𝑡−1 = (𝑠𝑡−1,𝑠𝑡,...,𝑠𝑡+𝑚’−2), де 𝑠𝑡−1 = 𝑓−1(𝑆𝑡)
Позначимо початковий стан РЗНЗЗ 𝑁 0. Вiн обновлюється
рекурсивно за допомогою лiнiйної функцiї 𝑔, а також елементiв
згенерованих за допомогою секретного ключа, лiчильника 𝐶𝑐 та РЗЗЗ.
𝑛𝑡+𝑚 = 𝑘
′
𝑡 ⊕ 𝑐𝑡 ⊕ 𝑙𝑖𝑛(𝑆𝑡) ⊕ 𝑔(𝑁 𝑡). Аналогiчно припускаємо, що цей процес
зворотнiй. 𝑛𝑡−1 = 𝑘′𝑡−1 ⊕ 𝑐𝑡−1 ⊕ 𝑙𝑖𝑛
′
(𝑆𝑡−1)⊕ 𝑔−1(𝑁 𝑡)
Лiнiйна булева функцiя 𝜓(.), що вiдображає з 𝐺𝐹 (2)𝑟1+𝑟2 в 𝐺𝐹 (2)
використовується як частина вихiдної функцiї. Та використовує 𝑟1 змiнних
зi стану РЗЗЗ, 𝑟2 змiнних зi стану РЗНЗЗ.









Функцiя фiльтрацiї ℎ : 𝐺𝐹 (2)𝑗1+𝑗2 → 𝐺𝐹 (2). ℎ𝑡 , ℎ(𝑃𝑆𝑡,𝑃𝑁 𝑡) -
використовується як iнша частина вихiдної функцiї, що використовує 𝑗1
вхiдних значень з РЗЗЗ та 𝑗2 вхiдних значень з РЗНЗЗ.
Вихiдня функцiя 𝑧(.) = ℎ(.)⊕ 𝜓(.), що генерує потiк {𝑧𝑡}𝑡≥0
Властивостi
· Передбачимо, що 𝑅𝐾𝐹 перiодична функцiя, тому раундовi бiти також.
Припустимо, що 𝑝 - найменше таке додатне цiле число 𝑘′𝑡+𝑝 = 𝑘
′
𝑡 для будь
якого 𝑡 ≥ 0. Тобто раундовi бiти повторюються з перiодичнiстю 𝑝. Будемо
вважати, що 𝑐𝑡 невiдомий. В цьому випадку припустимо його
перiодичнiсть. 𝑐𝑡+𝑞 = 𝑐𝑡 для будь якого 𝑡 ≥ 0
· Для функцiї фiльтрацiї ℎ : 𝐺𝐹 (2)𝑗1+𝑗2 → 𝐺𝐹 (2), ℎ𝑃𝑆𝑡(𝑁
𝑡), де
𝑃𝑆𝑡 ∈ 𝐺𝐹 (2)𝑗1 та 𝑃𝑁 𝑡 ∈ 𝐺𝐹 (2)𝑗2 використовується для замiни ℎ(.) для
фiксованого значення 𝑃𝑆𝑡. Припустимо, що для будь якого вибору 𝑃𝑆𝑡,
ℎ𝑃𝑆𝑡 буде лiнiйною булевою функцiєю в залежностi вiд 𝑃𝑁 𝑡. Зауважимо,
що РЗЗЗ оновлюється незалежно, вiдповiдно, для будь якого стану 𝑆0
вихiд моделi залежить лiнiйно вiд РЗНЗЗ. Звiдси можемо iнтерпертувати
систему як лiнiйно фiльтрований РЗНЗЗ, що включає в себе секретний
раундовий бiт з перiодичнiстю 𝑝.
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Розумiємо, що в нашiй моделi РЗНЗЗ може бути розкладений на
меншi РЗНЗЗ, якi також можуть бути атакованi. Очевидно, що модель
описуює Grain v1 та Fruit, але не Plantlet та Lizard. Розробники цих
алгоритмiв виключили властивiсть псевдолiнiйностi, для захисту вiд
швидкої кореляцiйної атаки.
Вхiдними параметрами для шифру Grain v1 є 𝑚 = 80, 𝑚’ = 80 та
𝑙 = 80, що є вiдповiдно кiлькiстю бiт в РЗНЗЗ, РЗЛЗЗ та довжина ключа.
До тих пiр, поки ключ не використовується для генерацiї, 𝑘′𝑡 = 0 та 𝑐
′
𝑡 = 0.




𝑠𝑡+3𝑠𝑡+46𝑠𝑡+64 ⊕ 𝑠𝑡+3𝑠𝑡+46𝑛𝑡+63 ⊕ 𝑠𝑡+25𝑠𝑡+46𝑛𝑡+63 ⊕ 𝑠𝑡+46𝑠𝑡+64𝑛𝑡+63
Пiдкресленi частини вказують на псевдолiнiйнiсть функцiї ℎ(.)
𝑃𝑆𝑡 = {𝑠𝑡+3,𝑠𝑡+25,𝑠𝑡+46,𝑠𝑡+64} ,
𝑄𝑆𝑡 = ∅ ,
𝑃𝑁 𝑡 = {𝑛𝑡+63} ,
𝑄𝑁 𝑡 = {𝑛𝑡+1,𝑛𝑡+2,𝑛𝑡+4,𝑛𝑡+10,𝑛𝑡+31,𝑛𝑡+43}
Зауважимо, що ℎ𝑃𝑆𝑡 - лiнiйна булева функцiя з входом з 𝑃𝑁 𝑡,
вiдповiдно для будь якого стану РЗЛЗЗ вихiд буде залежати вiд РЗНЗЗ.
Довжина РЗЛЗЗ 80 бiт, тож наша атака має складнiсть 280, що робить її
не ефективною.
Вхiдними параметрами для шифру Fruit є 𝑚 = 37, 𝑚’ = 43 та
𝑙 = 80, що є вiдповiдно кiлькiстю бiт в РЗНЗЗ, РЗЛЗЗ та довжина ключа.
В алгоритмi Fruit оновлення РЗНЗЗ залежить вiд секретного ключа.
𝑘
′
𝑡 = 𝑘𝑠𝑣𝑘𝑦+64 ⊕ 𝑘𝑝𝑘𝑢+72 ⊕ 𝑘𝑞+32 ⊕ 𝑘𝑟+64 , 𝑅𝐾𝐹 (𝐾,𝐶𝑡𝑟) , де 𝐶𝑟 = (𝑐0𝑡 ,...,𝑐6𝑡 ).
Зауважимо, що 𝑘′𝑡 - перiодична з 𝑝 = 128. Також присутний лiчильник
𝐶𝑐 = (𝑐
7
𝑡 ,...,𝑐14𝑡 ) бiт 𝑐10𝑡 якого присутнiй в оновленнi РЗНЗЗ. Зауважимо,
що лiчильник 𝐶𝑐 - вiдомий, та бiт 𝑐10𝑡 має перiод 𝑞 = 32. Значення якi
приймає бiт 𝑐10𝑡 0,...,0⏟  ⏞  
16
, 1,...,1⏟  ⏞  
16
Вихiдний бiт 𝑧𝑡 = ℎ(𝑠𝑡+1,𝑠𝑡+6,𝑠𝑡+11,𝑠𝑡+15,𝑠𝑡+22s𝑡+27s𝑡+33,𝑠𝑡+42,𝑛𝑡+1,𝑛𝑡+33,𝑛𝑡+35)⊕
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𝑠𝑡+38 ⊕ 𝑛𝑡 ⊕ 𝑛𝑡+7 ⊕ 𝑛𝑡+13 ⊕ 𝑛𝑡+19 ⊕ 𝑛𝑡+24 ⊕ 𝑛𝑡+29 ⊕ 𝑛𝑡+36
ℎ(.) = 𝑠𝑡+15𝑛𝑡+1 ⊕ 𝑠𝑡+1𝑠𝑡+22 ⊕ 𝑠𝑡+27𝑛𝑡+35 ⊕ 𝑠𝑡+11𝑛𝑡+33 ⊕ 𝑠𝑡+6𝑠𝑡+33𝑠𝑡+42, де
пiдкресленим показано псевдолiнiйнiсть.
𝑃𝑆𝑡 = {𝑠𝑡+1,𝑠𝑡+6,𝑠𝑡+11,𝑠𝑡+15,𝑠𝑡+22,𝑠𝑡+27,𝑠𝑡+33,𝑠𝑡+42} ,
𝑄𝑆𝑡 = {𝑠𝑡+38 },
𝑃𝑁 𝑡 = {𝑛𝑡+1,𝑛𝑡+33,𝑛𝑡+35} ,
𝑄𝑁 𝑡 = {𝑛𝑡,𝑛𝑡+7,𝑛𝑡+13,𝑛𝑡+19,𝑛𝑡+24,𝑛𝑡+29,𝑛𝑡+36}.
ℎ𝑃𝑆𝑡 - лiнiйна булева функцiя зi змiнними 𝑛𝑡+1,𝑛𝑡+33,𝑛𝑡+35. Звiсно для будь
якого фiксованого значення РЗЛЗЗ, вихiднi значення будуть лiнiйно
залежати вiд РЗНЗЗ.
2.2 Кореляцiйний критпоаналiз шифру Grain
Швидка кореляцiйна атака - це доволi вiдомий класс
криптографiчних атак для потокових шифрiв, що базуються на РЗЛЗЗ.
Атака можлива за допомогою пошуку кореляцiй мiж станом ЛЗРЗЗ та
вихiдною гаммою. Метою атаки є вiдновлення стану РЗЛЗЗ. У цьому
роздiлi буде розглянуто атаку на Gain-v0 та його мiнi версiю з нової
точки зору, що вокористовує скiнченi поля, а це в свою чергу вносить новi
властивостi для атаки, коли є багато лiнiйних наближень. До того ж буде
використано новий алгоритм заснований на новiй валстивостi, що
потребує значно менше часу та пам’ятi. Атака буде використовуватись на
шифрах сiмейства Grain, що є добре проананлiзованим сiмейством
шифрiв. Наразi iснує чотири потокових шифри iз сiмейства Grain-128a,
Grain-128, Grain-v1 та Grain-v0.
2.3 Загальний опис кореляцiйної атаки
Роздiл був створений за допомогою статтi [3]. РЗЛЗЗ
використовуються у потокових шифрах, що мiстять у собi декiлька
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РЗЛЗЗ та нелiнiйнi функцiї. Для невеликого опису застосуємо рисунок
2.2
Рисунок 2.2 – Модель шифру, що заснована на РЗЛЗЗ
Швидкi кореляцiйнi атаки є важливими атаками на потоковi
шифри, що базуються на РЗЛЗЗ. Основна iдея [15] була запропонована
Зiгенталером, що використовує розподiл бiтiв 𝑒𝑡. Припустимо, що
внутрiшнiй стан 𝑆0 = (𝑠0,𝑠1, ...,𝑠𝑛−1). Обчислюємо 𝑠𝑡, 𝑡 = 𝑛, 𝑛 + 1,...𝑁 − 1
та XORимо 𝑠𝑡 з вiдповiдним 𝑧𝑡. Якщо пiдiбрано правильний початковий
стан, то бiт 𝑒𝑡 пiдiбрано правильно. З iншого боку, автори припускають,
що XOR поводить себе випадково. Коли зiбрано 𝑁 бiтiв гамми та розмiр
регiстру є 𝑛, то робота алгоритму займе 𝑁2𝑛. Для уникнення
використання повного перебору, було запропоновано швидкi кореляцiйнi
атаки.
Основоположну роботу [16] було запропоновано Майером та
Стафелбахом, в якiй вони знайшли спосiб прибирати шум 𝑒𝑡 з 𝑧𝑡 за
допомогою використання рiвнянь перевiрки парностi, та вiдновили 𝑠𝑡.
Також було запропоновано покарщення атаки, однак вони можливi лише
на спрощенi версiї, де розмiр РЗЛЗЗ менше, або вiдхилення шуму занадто
велике, та вони не можуть бути використанi на сучасних шифрах.
Iншим пiдходом до швидких кореляцiйних атак є використання так
званих алгоритмiв одного проходу, а вiн вже застосовний до сучасних
алгоритмiв. Аналогiчно до звичайних кореляцiйних атак, вгадуємо
початковий стан, та вiдновлюємо правильний за допомогою використання
рiвнянь перевiрки парностi. Щоб уникнути повного перебору початкового
стану, було запропоновано декiлька методiв що зменшують кiлькiсть бiт у
початковому станi за допомогою використання рiвнянь перевiрки
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парностi. У найбiльш успiшних методах кiлькiсть використаних бiтiв
зменшується за допомогою XORу двох рiзних рiвнянь парностi. Нехай
𝑒𝑡 = ⟨ 𝑠(0),𝑎𝑡 ⟩ ⊕𝑧𝑡 рiвняння парностi, де ⟨ 𝑠(0),𝑎𝑡 ⟩ означає скалярний
добуток мiж 𝑠(0), та 𝑎𝑡. Та припускаємо що 𝑒𝑡 має велике вiдхилення. Без
втрати загальностi виявляємо множину пар (𝑗1,𝑗2), так що першi 𝑙 бiтiв в
𝑎𝑗1 ⊕ 𝑎𝑗2 є нулем. Такий набiр пар створюється за допомогою парадоксу
днiв народження. Далi ⟨ 𝑠0, a𝑗1 ⊕ 𝑎𝑗2⟩ ⊕𝑧𝑗1 ⊕ 𝑧𝑗2 також має велике
вiдхилення, та кiлькiсть використаних секретних бiтiв зменшується з 𝑛 до
𝑛 − 𝑙. Пiзнiше цей метод буде узагальнено за допомогою узагальненого
парадоксу днiв народження. Бiльш того, алгоритм було запропоновано
для пришвидшення алгоритму одного проходу. Дослiдники показали, що
здогадка та оцiнка може бути представлена як перетворення
Уолша-Адамара, а швидке перетворення Уолша-Адамара може бути
застосоване для пришвидшення алгоритму одного проходу. Коли наївний
алгоритм виконується за 𝑁2𝑛, то швидке перетворення Уолша-Адамара
виконується за 𝑁 + 𝑛2𝑛. Коли кiлькiсть використаних бiт зменшується з
𝑛 до 𝑛 − 𝑙, то кiлькiсть використаного часу зменшується до 𝑁 + (𝑛𝑙)2𝑛−𝑙.
Недолiком використання алгоритму одного проходу є збiльшення
кiлькостi шуму. Нехай 𝑝 є ймовiрнiстю того, що 𝑒𝑡 = 1, а кореляцiя, що
позначається 𝑐, де 𝑐 = 1 − 2𝑝. Якщо використовуємо XOR на рiвняннях
перевiрки парностi, щоб зменшити кiлькiсть використаних бiт кореляцiя
модифiкованих рiвнянь, падає до 𝑐2. Пiдвищення шуму спричиняє
пiдвищення скалдностi виконання алгоритму.
2.4 Перегляд атаки швидкої кореляцiї
Розглянемо спочатку структуру рiвнянь перевiрки парностi з iншої
сторони, що буде полягати в використаннi скiнчених полiв. Це надасть
нових власитвостей швидкiй кореляцiйнiй атацi. Множення мiж
матрицями 𝑛𝑥𝑛 та 𝑛 бiтовим фiксованим вектором зазвичай
використовується для побудови рiвнянь парностi. Важливим є показати,
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що це множення є комутативним над скiнченними полями i це надає
нових властивостей швидкiй кореляцiйнiй атацi.
Спочатку розглянемо традицiйну гiпотезу помилкового ключа.
Тобто спостерiгаємо кореляцiю 0, коли бiдiбрано невiрний початковий
стан. Ця властивiсть означає, що нам потрiбно переглянути гiпотезу
невiрного ключа бiльш детально. Зокрема, припускаючи, що iснує
декiлька лiнiйних масок з великим вiдхиленням, що традицiйна гiпотеза
невiрного ключа не використовує. Для цього iснує модифiкована гiпотеза.
Нова властивiсть є корисною для пiдвищення ефективностi швидкої
кореляцiйної атаки, де є кiлька лiнiйних масок з великим ухилом. В
попереднiй швидкiй кореляцiйнiй атацi наближення зменшували лише
кiлькiсть використаної пам’ятi, але не зменшували час роботи. Тому
запропоновано алгоритм, що зменшує як час, так i кiлькiсть пам’ятi, яку
вiн буде використовувати. Новий алгоритм є одним з алгоритмiв одного
проходу, але спосiб уникання повного перебору сильно вiдрiзняється вiд
попередньго. Наразi використовуються лiнiйнi маски для уникнення
цього.
2.5 Порiвняння попереднiх атак на шифри сiмейства Grain
Перед шифром Grain-v1 iснує версiя Grain-v0 i вона була зламана
за допомогою швидкої кореляцiйної атаки. Шифр Grain-v1 побудований
так, щоб прибрати вразливостi шифру Grain-v0, однак за допомогою нової
властивостi нашої атаки можемо зламати шифр Grain-v1.
Near-collision атака є важливою атакою на шифр Grain-v1, та
нещодавно було запропоновано полiпшення, fast near-collision атаку,
автори якої стверджують, що часова складнiсть досягє 275.7. Однак ця
оцiнка є суперечливою, оскiльки одиниця часової складностi становить "1
функцiя оновлення довiдкового коду для програмного забезпечення". Та
вони порахували 1 функцiю оновлення як 210.4 циклiв. Чиста часова
складнiсть є 275.7+10.4 = 286.1 тактiв, що перевищує 280. З iншого боку
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часова складнiсть швидкої кореляцiйної атаки є 276.7 , де одиниця
складностi часу становить щонайбiльше одне множення з фiксованими
значеннями над кiнцевим полем. Це очевидно швидше, анiж атака
повного перебору, однак використовується бiльше пам’ятi, анiж fast
near-collision attack. Шифр Grain128 розроблявся бiльш стiйким, анiж
Grain-v1, де квадратична функцiя прийнята для нелiнiйного зворотнього
зв’язку РЗНЗЗ. Нажаль такий низький степiнь сприяє виникненню
динамiчної кубiчної атаки. Робота Дiнура i Шамiра була атакаю на
слабкий ключ, пiзнiше вона була розширина до атаки одного ключа.
Динамiчна кубiчна атака зламує iнiцiалiзацiю, а швидка кореляцiйна
атака зламує генератор гамми. Зауважимо, що рiзнi засоби
використовуються для протидiї атакам на генератор гамми, та
iнiцiалiзацiю. Наприклад, можемо уникнути динамiчної кубiчної атаки за
допомогою збiльшення кiлькостi раундiв iнiцiалiзацiї, однак цей засiб
протидiї не буде працювати для уникнення атаки на генератор гамми.
Шифр Grain-128a був створений щоб уникати динамiчних кубiчних
атак. Степiнь нелiнiйного полiному зворотнього зв’язку бiльша, нiж у
Grain-128. У шифрi Grain-128a не було помiчено недолiкiв у безпецi,
однак iнсують атаки, де кiлькiсть раундiв iнiцiалiзацiї зменшено.
2.6 Шифри, що базуються на РЗЛЗЗ
Цiллю швидкої кореляцiйної атаки є шифри, що базуються на
РЗЛЗЗ, див. рисунок 3.1. Шифр РЗЛЗЗ генерує N-бiтову вихiдну
послiдовнiсть 𝑠0,𝑠1,...,𝑠𝑁−1, а вiдповiдною гаммою є 𝑧0,𝑧1,...,𝑧𝑁−1, що
вираховується як 𝑧𝑡 = 𝑠𝑡 ⊕ 𝑒𝑡, де 𝑒𝑡 - двоiчинй шум. Нехай
𝑓(𝑥) = 𝑐0 + 𝑐1𝑥
1 + 𝑐2𝑥
2 + ... + 𝑐𝑛−1𝑥𝑛−1 + 𝑥𝑛 - полiном зворотнього зв’язку
РЗЛЗЗ та 𝑠(𝑡) = (𝑠𝑡,𝑠𝑡+1,...,𝑠𝑡+𝑛−1) - 𝑛 - бiтовий початковий стан РЗЛЗЗ в
момент часу t. Потiм на РЗЛЗЗ на виходi має 𝑠𝑡 i стан оновлюється до
𝑠(𝑡+1).
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Так що 𝑠(𝑡+1) = 𝑠(𝑡) × 𝐹 = 𝑠(𝑡) ×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . 0 0 𝑐0
1 . . . 0 0 𝑐1
. . . . . . .
0 . . . 1 0 𝑐𝑛−2
0 . . . 0 1 𝑐𝑛−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Де 𝐹 - двоiчна матриця розмiром 𝑛𝑥𝑛 , що представляє полiном
зворотнього зв’язку 𝑓(𝑥). В данному РЗЛЗЗ шифрi, двоiчний шум 𝑒𝑡
нелiнiйно згенеровано з початкового стану, або iншого початкового стану.
2.7 Швидкi кореляцiйнi атаки
Швидкi кореляцiйнi атаки використовують початковий стан РЗЛЗЗ
та вiдповiдною послiдовнiстю гамми. Спочатку розглянемо найбiльш
просту модель, де приускаємо, що 𝑒𝑡 саме по собi дуже вiдхилено. Нехай 𝑝
буде ймовiрнiстю того, що 𝑒𝑡 = 1, а кореляцiя 𝑐 = 1 − 2𝑝. Пропонуюємо
початковий стан 𝑠(0), вираховуємо 𝑠0,𝑠1,...,𝑠𝑁−1 з запропонованого 𝑠(0) та
робимо оцiнку
∑︀𝑁−1
𝑡=0 (−1)𝑠𝑡⊕𝑧𝑡, де сумма в результатi дасть цiле число.
Якщо пiдiбрано правильний початковий стан, то сумма буде дорiвнювати∑︀𝑁−1
𝑡=0 (−1)𝑒𝑡 та слiдувати нормальному розподiлу. N(𝑁𝑐,𝑁). З iншого
боку, припускаємо, що сума себе поводить випадково, коли невiрний
початковий стан запропоновано. Тодi вона слiдує нормальному розподiлу
N(0,𝑁). Щоб розрiзняти цi два розподiли, потрiбно зiбрати приблизно
𝑁 ≈ (1/𝑐2) бiтiв з ключового потоку.
ШКА може бути розглянута як рiзновид лiнiйного криптоаналiзу.
Вихiдний бiт 𝑠𝑡 лiнiйно вираховується з 𝑠(0). Як 𝑠𝑡 = ⟨ 𝑠(0), 𝐴𝑡 ⟩, де 𝐴𝑡 -
перший вектор рядок транспонованої матрицi 𝐹 𝑡, що позначається як
𝑇𝐹 𝑡. Iншими словами 𝐴𝑡 використовується як лiнiйна маска, а метою
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значення, що далекi вiд 𝑁/2.
Зазвичай двоiчний шум 𝑒𝑡 має невелике вiдхилення в сучасних
потокових шифрах, але можемо спостерiгати високу кореляцiю за
допомогою додавання оптимально вибраних лiнiйних масок. Iншими










має велике вiдхилення за допомогою правильно пiдiбраного 𝑇𝑠, 𝑇𝑧 та Γ𝑖,
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Перевизначимо 𝑝 як ймовiрнiсть того, що 𝑒′𝑡 = 1 для усiх можливих
𝑡, а кореляцiя 𝑐 також перевизначеня для вiдповiдного 𝑝. Далi можемо
використовувати дане рiвняння для ШКА. Припускаючи, що зiбрано 𝑁
рiвнянь перевiрки парностi, спочатку пропонуємо 𝑠(0) та оцiнюємо∑︀𝑁−1
𝑡=0 (−1)𝑒
′
𝑡. Допоки сума вiдповiдає нормальному розподiлу 𝒩 (0,𝑁) у
випадковому випадку, сума буде вiдповiдати 𝒩 (𝑁𝑐,𝑁), якщо правильний
початковий стан 𝑠(0) було пiдiбрано.
Найбiльш прямолiнiйний алгоритм має часову складнiсть 𝒪(𝑁2𝑛).
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Процедура пропонування та оцiнки може розглядатися як перетворення
Уолша-Адамара. За допомогою швидкого перетворення Уолша-Адамара
часова складнiсть алгоритму може бути успiшно застосована для
прискорення алгоритму i його часова складнiсть стає 𝒪(𝑁 + 𝑛2𝑛).
Означення 2.1 (Перетворення Уолша-Адамара). 𝑤 : {0,1}𝑛 −→ Z













































Наразi отримали ?̂? за допомогою швидкого перетворення
Уолша-Адамара, де ?̂? - емпiрична кореляцiя, при обраному 𝑠.
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2.8 Перегляд швидкої кореляцiйної атаки
Для початку розглянемо структуру рiвняння перевiрки парностi за
допомогою використання скiнчених полiв, та покажемо, що Γ × 𝑇𝐹 𝑡 є
комутативним. Це нове спостереження вносить новi властивостi в ШКА i
це є дуже важливим, коли є декiлька лiнiйних масок. Як результат нам
потрiбно обережно розрiзнити гiпотезу невiрного ключа, наприклад, є
випадки коли найбiльш простi та типовi гiпотези не iснують. Бiльш того
запропоновано алгоритм, що за допомогою використання нової
властивостi зменшує кiлькiсть використаної пам’ятi та часову складнiсть.
2.9 Огляд рiвнянь перевiрки парностi за допомогою
скiнчених полiв
Представимо Γ × 𝑇𝐹 𝑡 за допомогою використання 𝐺𝐹 (2𝑛) де
незвiдний многочлен є полiномом зворотнього зв’язку регiстру РЗЛЗЗ.
Згадаємо, що 𝐴𝑡 ∈ {0,1}𝑛 є першим рядком вектором у 𝑇𝐹 𝑡, а потiм 𝑖им
рядком вектором у 𝑇𝐹 𝑡, представленим як 𝐴𝑡+𝑖−1. Нехай 𝛼 буде таким
елементом, що 𝑓(𝛼) = 0 i вiн буде примiтивним елементом 𝐺𝐹 (2𝑛).
Цiкавим спостереженням буде те, що Γ × 𝑇𝐹 також стає природнiм
перетворенням 𝛾𝛼 ∈ 𝐺𝐹 (2𝑛), тому що
Γ× 𝑇𝐹 = Γ×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 . . 0 0
. . . . . .
0 0 . . 1 0
0 . . . 0 1
c0 𝑐1 . . 𝑐𝑛−2 c𝑛−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
З цього випливає, що Γ × 𝑇𝐹 𝑡 є також природнiм перетворенням
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𝛾𝛼𝑡 ∈ 𝐺𝐹 (2𝑛) а також множення є комутативним, наприклад 𝛾𝛼𝑡 = 𝛼𝑡𝛾.
Нарештi розглянемо матричне множення, що вiдповiдає 𝛼𝑡𝛾. Нехай 𝑀𝛾
буде двоiчною матрицею розмiром 𝑛𝑥𝑛, де 𝑖 й вектор рядок 𝑇𝑀𝛾
визначений як природнє перетворення 𝛾𝛼𝑖−1. Тодi 𝛼𝑡𝛾 є природнiм
перетворенням 𝐴𝑡 × 𝑇𝑀𝛾. Наведемо приклад для розумiння цього
взаємозв’язку.
Приклад 2.1. 𝐺𝐹 (28) = 𝐺𝐹 (2)[𝑥]/(𝑥8 + 𝑥4 + 𝑥3 + 𝑥2 + 1). Де
Γ = 01011011. Транспонована матриця вiдповiдної двоiчної матрицi 𝑀𝛾 є
𝑇𝑀𝛾 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 1 1 0 1 1
1 0 0 1 0 1 0 1
1 1 1 1 0 0 1 0
0 1 1 1 1 0 0 1
1 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0
0 0 1 0 0 0 0 1
1 0 1 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Де перший рядок збiгається з Γ, а другий рядок є природнiм
перетворенням 𝛾𝛼. Тодi Γ× 𝑇𝐹 𝑡 = 𝐴𝑡 × 𝑇𝑀𝛾. Наприклад, коли 𝑡 = 10,
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Γ× 𝑇𝐹 10 = 𝐴10 × 𝑇𝑀𝛾 ⇐⇒(0 1 0 1 1 0 1 1) ×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1




= (0 0 1 0 1 1 1 0)×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 1 1 0 1 1
1 0 0 1 0 1 0 1
1 1 1 1 0 0 1 0
0 1 1 1 1 0 0 1
1 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0
0 0 1 0 0 0 0 1
1 0 1 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Як результат маємо 00010101.
Наразi можемо переписати
⟨𝑠(0),Γ× 𝑇𝐹 𝑡⟩ = ⟨𝑠(0),𝐴𝑡 × 𝑇𝑀𝛾⟩ = 𝑠(0) ×𝑀𝛾,𝐴𝑡 (2.8)








Використовуючи новий вигляд 𝑒′𝑡 маємо таку властивiсть. Припускаємо,
що можемо спостерiгати високу кореляцiю, коли пропонуємо 𝑠(0) та
рiвняння перевiрки парностi з Γ × 𝑇𝐹 𝑡. Тодi можемо спостерiгати точно
таку ж високу кореляцiю, навiть якщо припускаємо 𝑠(0) ×𝑀𝛾 та рiвняння
перевiрки парностi отримано з 𝐴𝑡 замiсть Γ× 𝑇𝐹 𝑡. Надалi 𝛾 ∈ 𝐺𝐹 (2𝑛) не
вiдрiзняється вiд Γ ∈ {0,1}𝑛 i використовуємо 𝛾 як лiнiйну маску для
спрощення.
2.10 Нова гiпотеза невiрного ключа
Автори зробили огляд традицiйної гiпотези невiрного ключа, що
зазвичай використовується, у нiй припустили, що емпiрична кореляцiя
поводить себе як випадкова, коли пiдiбрано невiрний початковий стан.
Бiльш того з нової властивостi випливає, що нам потрiбно розглянути цю
гiпотезу бiльш детально. Припускаємо, що використання лiнiйної маски Γ
призводить до високої кореляцiї i називаємо такi лiнiйнi маски лiнiйними
масками з великим вiдхиленням. Коли генеруємо рiвняння перевiрки
парностi з Γ × 𝑇𝐹 𝑡 давайте розглянемо випадок, коли пiдiбрали невiрний
початковий стан
𝑠
′(0) = 𝑠(0) ×𝑀𝛾′ (2.10)
З нової властивостi випливає, що
⟨𝑠′(0),Γ× 𝑇𝐹 𝑡⟩ = ⟨𝑠(0) ×𝑀𝛾′ ,𝐴𝑡 × 𝑇𝑀𝛾⟩ = ⟨𝑆(0),𝐴𝑡 × 𝑇𝑀𝛾𝛾′⟩ (2.11)
Iншими словами, це еквiвалетно тому що 𝛾𝛾 ′ використовується як
лiнiйна маска замiсть 𝛾. Якщо 𝛾𝛾 ′ та 𝛾 є лiнiйними масками з великим
вiдхиленням, то всеодно можемо спостерiгати велику кореляцiю, коли
пропонуємо 𝑠(0) ×𝑀𝛾′ . Тому, припускаючи, що обраний потоковий шифр
має кiлька лiнiйних масок з високою кореляцiєю, вся вiдповiдна здогадка
приносить високу кореляцiю.
Припустимо, що є 𝑚 лiнiйних масок з високим вiдхиленням
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𝛾1,𝛾2,...,𝛾𝑚 та рiвняння перевiрки парностi згенерованi з 𝐴𝑡. Далi
спостерiгаємо високу кореляцiю, коли пропонуємо 𝑠(0) × 𝑀𝛾𝑖 для
будь-якого 𝑖 ∈ {1,..,𝑚}. В iншому випадку припускаємо, що воно поводить
себе випадково, наприклад кореляцiя дорiвнює нулю. Нова гiпотеза
невiрного ключа є розширенням старої гiпотези.
2.11 Новий алгоритм, що використовує нову властивiсть
Перед бiльш детальним аналiзом атаки зробимо невеликий огляд. В
цьому роздiлi 𝑛 буде розмiром РЗЛЗЗ у обраному РЗЛЗЗ побудованому
шифрi. Припускаємо, що є 𝑚(≪ 2𝑛) лiнiйних масок, що мають велике
вiдхилення позначенi як 𝛾1,..,𝛾𝑚. Процедура складається з трьох частин:
побудови рiвнянь перевiрки парностi, швидкого перетворення
Уолша-Адамара, та видалення 𝛾.
Спочатку будуємо рiвняння перевiрки парностi. Рiвняння перевiрки
парностi традицiйної швидкої кореляцiйної атаки побудованi з




В нашому новому алгоритмi будуємо рiвняння перевiрки парностi з 𝐴𝑡
замiсть Γ× 𝑇𝐹 𝑡.
Далi використовуємо швидке перетворення Уолша-Адамара, щоб






має велике вiдхилення. Як було розглянуто ранiше, будемо спостерiгати
високу кореляцiю, коли 𝑠 = 𝑠(0) × 𝑀𝛾𝑖, та iснує 𝑚 розв’язкiв з високою
кореляцiєю. Нажаль, навiть при застосуваннi ШПУ, повиннi
запропонувати n бiтiв, а це вимагає 𝑛2𝑛 крокiв. Це менш ефективно, анiж
повний перебiр, коли розмiр РЗЛЗЗ є бiльшим або рiвним порогу безпеки.
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Щоб подолати цю проблему, будемо обходити деякi бiти з 𝑛 бiтiв за
допомогою використання 𝑚 лiнiйних масок. Зокрема обходимо 𝛽 бiтiв,
наприклад використовуємо лише 𝑛 − 𝛽 бiтiв, а 𝛽 бiтiв фiксованi,
наприклад 0. Навiть якщо обiйшли 𝛽 бiтiв, маємо 𝑚2−𝛽 рiшень з високою
кореляцiєю, у середньому. Тому, 𝑚2𝛽 є необхiдною умовою.
Далi обираємо рiшення, у яких емпiричнi кореляцiї бiльшi за порiг,
де деякi з рiшень представленi як 𝑠 = 𝑠(0) × 𝑀𝛾𝑖. Щоб позбутися 𝑀𝛾𝑖
преребором бiдбираємо 𝛾𝑖 та вiдновлюємо 𝑠(0). Припускаючи, що 𝑁𝑝
рiшень обрано часова складнiсть становить 𝑁𝑝 × 𝑚. Якщо очiкувана
кiлькiсть подiй, того що правильний стан 𝑠(0) з’явиться є значно бiльшою
за кiлькiсть неправильно пiдiбраних можемо легко знайти 𝑠(0).
Симулюємо їх за допомогою розподiлу Пуасона.
2.12 Бiльш детальний алгоритм
Нехай 𝑛 буде розмiром РЗЛЗЗ та 𝑘 буде рiвнем безпеки.
Припускаємо, що iснує 𝑚𝑝 лiнiйних масок 𝛾1,...,𝛾𝑚𝑝 с позитивною
кореляцiєю, що бiльша за задане 𝑐. Бiльш того припускаємо, що є
𝑚𝑚(≪ 2𝑛) лiнiйних масок 𝑝1,𝑝2,...,𝑝𝑚𝑚 з негативною кореляцiєю, що
менша за −𝑐. Зауважимо, що 𝑐 близько до нуля, а 𝑚 = 𝑚𝑚 +𝑚𝑝.
Побудова рiвнянь перевiрки парностi. Спочатку будуємо лiнiйнi
маски з 𝐴𝑡 та
⨁︀
𝑖∈𝑇𝑧 𝑧𝑡+𝑖 для 𝑡 = 0,1,..,𝑁 − 1, а часова складнiсть дорiвнює
𝑁 . Емпiрична кореляцiя вiдповiдає 𝒩 (𝑁𝑐,𝑁) та 𝒩 (−𝑁𝑐,𝑁) коли
пропонуємо один з 𝑠(0) ×𝑀𝛾𝑖 та 𝑠(0) ×𝑀𝜌𝑖 вiдповiдно. В iншому випадку
припускаємо, що емпiрична кореляцiя вiдповiдає 𝒩 (0,𝑁).
Швидке перетворення Уолша-Адамара з обхiдном спопобом. Далi

















тa 𝑡ℎ(> 0) є порогом. Нехай 𝜖1 - ймовiрнiсть того, що значення, якi
вiдповiдають 𝒩 (0,𝑁) є бiльшими за 𝑡ℎ та нехай 𝜖2 буде ймовiрнiстю того,

























Зауважимо, що ймовiрнiсть того, що значення якi вiдповiдають
𝒩 (0,𝑁) є меншими за −𝑡ℎ також дорiвнює 𝜖1, а ймовiрнiсть того, що
значення якi вiдповiдають 𝒩 (−𝑁𝑐,𝑁) є меншими за −𝑡ℎ є 𝜖2. Нехай
множини 𝑆𝑝 та 𝑆𝑚 є множинами обраних рiшень з позитивними та
негативними кореляцiями вiдповiдно. Очiкуваний розмiр 𝑆𝑝 та 𝑆𝑚 є
(2𝑛𝜖1 + 𝑚𝑝𝜖2) та (2𝑛𝜖1 + 𝑚𝑚𝜖2), вiдповiдно, коли вгадано цiле 𝑛 бiтове 𝑠.
Нажаль, якщо вгадали цiле 𝑛 бiтове 𝑠, часова складнiсть швидкого
перетворення Уолша-Адамара є 𝑛2𝑛 i це є менш ефективним за повний
перебiр, коли 𝑛 ≥ 𝑘. Для того щоб зменшити часову складнiсть
пропонуємо декiлька рiшень. Замiсть вгадування повного 𝑠, вгадуємо його
частину (𝑛 − 𝛽) бiтiв, де пропущенi бiти стають константами, наприклад
0. Потiм часова складнiсть швидкого перетворення Уолша-Адамара
зменшується з 𝑛2𝑛 до (𝑛 − 𝛽)2𝑛−𝛽. Навiть якщо 𝛽 бiтiв пропущeно,
𝑚𝑝2
−𝛽𝜖2 рiшень представлених як 𝑠(0) × 𝑀𝛾𝑖 залишаються. Бiльш того
розмiри 𝑆𝑝 та 𝑆𝑚 зменшуються до (2𝑛−𝛽𝜖1 + 𝑚𝑝2−𝛽𝜖2) та
(2𝑛−𝛽𝜖1 +𝑚𝑚2
−𝛽𝜖2) вiдповiдно.
Видалення 𝛾. Для всiх 𝑠 ∈ 𝑆𝑝 та всiх 𝑗 ∈ {1,2,..,𝑚𝑝} вираховуємо
𝑠×𝑀−1𝛾𝑗 . Це дає 𝑠
(0) ×𝑀𝛾𝑖 ×𝑀−1𝛾𝑗 та становиться 𝑠
(0), коли 𝑖 = 𝑗. Оскiльки
є 𝑚𝑝2−𝛽𝜖2 рiшень представлених як 𝑠(0) × 𝑀𝛾𝑖 в 𝑆𝑝, правильний 𝑠(0)
з’являється 𝑚𝑝2−𝛽𝜖2 разiв. З iншого боку, кожен невiрний початковий
стан з’являється приблизно 𝑚𝑝(2𝑛−𝛽𝜖1) + 𝑚𝑝2−𝛽𝜖2)2−𝑛 разiв коли
припускаємо рiвномiрно випадкову поведiнку. Кожен невiрний
39












разiв, коли припускаємо рiвномiрну випадкову поведiнку. З iншого боку,
правильний початковий стан 𝑠(0) з’являється
𝜆2 = (𝑚𝑝 +𝑚𝑚)2
−𝛽𝜖2 = 𝑚2−𝛽𝜖2 (2.18)
разiв. Кiлькiсть випадкiв, коли з’вляється невiрний початковий стан
вiдповiдає розподiлу Пуасона за параметром 𝜆1, та кiлькiсть випадкiв, коли
правильний 𝑠(0) з’являється вiдповiдає розподiлу Пуасона з параметром







Ймовiрнiсть того, що кiлькiсть випадкiв, коли виникає 𝑠(0) є бiльшою






Бiльш того, якщо ймовiрнiсть близька до 1, можемо однозначно вiдновити
𝑠(0) з високою ймовiрнiстю.
2.13 Оцiнка використаного часу та пам’ятi
Процедура складається з трьох частин: побудови рiвнянь перевiрки
парностi, застосуваннi швидкого перетворення Уолша-Адамара, та
видалення 𝛾. Перший крок вимагає часової складностi 𝑁 , де одиницею




Другий крок вимагає часової складностi (𝑛− 𝛽)2𝑛−𝛽, де одиницею часової
складностi є додавання або вiднимання. Останнiй крок вимагає часової
складностi




, де одиницею часової складностi є множення фiксованих значень над
𝐺𝐹 (2𝑛). Цi одиницi часової складностi не еквiвалентнi, але принаймнi
вони є бiльш ефективними, анiж одиницi, якi данi iнiцiалiзацiєю
потокових шифрiв. Тому для спрощення будемо вважати їх
еквiвалентними, та основная часова складнiсть оцiнюється як
𝑁 + (𝑛− 𝛽)2𝑛−𝛽 +𝑚2𝑛−𝛽𝜖1 + (𝑚2𝑝 +𝑚2𝑚)2−𝛽𝜖2 (2.22)
Нехай 𝑛 буде розмiром РЗЛЗЗ у РЗЛЗЗ побудованому потоковому
шифрi. Припускаємо, що iснує 𝑚 лiнiйних масок, значення кореляцiї яких
є бiльшим за 𝑐. Коли розмiр пропущених бiтiв є 𝛽 можемо вiдновити
початковий стан РЗЛЗЗ з часовою складнiстю 3(𝑛 − 𝛽)2𝑛−𝛽 i необхiдна
























2𝑁 × 𝑒𝑟𝑓𝑐−1(2(𝑛− 𝛽)
𝑚
) (2.25)
Кiлькiсть випадкiв, таких що кожне невiрне значення з’являється
має розподiл Пуассона з параметром 𝜆1 = 277.1498−80 = 2−2.8502. З iншого
боку, кiлькiсть випадкiв коли з’являється 𝑠(0) мають розподiл Пуассона з
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Рисунок 2.3 – Теоретична оцiнка
параметром 𝜆2 = 214−9 × 0.99957 ≈ 31.98627. На правому рисунку 2.3
зображено розподiл Пуассона. Наприклад, коли 𝑡ℎ𝑝 = 15, ймовiрнiсть
появи нового значення що найменше 15 разiв є меншою, анiж 2−80, однак
вiдповiдна ймовiрнiсть для 𝑠(0) є 99.9%. Як результат повною часовою
складнiстю є 3× 277.1498 ≈ 278.7348.
2.14 Застосування до Grain-v1
Застосуємо новий алгоритм до потокового шифру Grain-v1.
Структура шифру Grain-v1 дуже схожа на структуру його попередника
Grain-v0. Нехай 𝑠(𝑡) та 𝑏(𝑡) будуть 80 бiтовими початковими станами
РЗЛЗЗ та РЗНЗЗ в момент часу 𝑡 вiдповiдно. Вони представленi як
𝑠(𝑡) = (𝑠𝑡,..,𝑠𝑡+79) та 𝑏(𝑡) = (𝑏𝑡,..,𝑏𝑡+79) вiдповiдно.
Рисунок 2.4 – Схема роботи шифру Grain-v1
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де 𝐴 = {1,2,4,10,31,43,56} та ℎ(𝑠(𝑡),𝑏(𝑡)) визначено як
ℎ(𝑠(𝑡),𝑏(𝑡)) =
ℎ(𝑠𝑡+3,𝑠𝑡+25,𝑠𝑡+46,𝑠𝑡+64,𝑠𝑡+63) =
𝑠𝑡+25 ⊕ 𝑏𝑡+63𝑠𝑡+3𝑠𝑡+64 ⊕ 𝑠𝑡+46𝑠𝑡+64⊕
𝑠𝑡+64𝑏𝑡+63 ⊕ 𝑠𝑡+3𝑠𝑡+25𝑠𝑡+46 ⊕ 𝑠𝑡+3𝑠𝑡+46𝑠𝑡+64⊕
𝑠𝑡+3𝑠𝑡+46𝑏𝑡+63 ⊕ 𝑠𝑡+25𝑠𝑡+46𝑏𝑡+63 ⊕ 𝑠𝑡+46𝑠𝑡+64𝑏𝑡+63
(2.27)
Бiльш того бiти 𝑠𝑡+80 та 𝑏𝑡+80 обраховуються наступним чином.
𝑠𝑡+80 = 𝑠𝑡 ⊕ 𝑠𝑡+13 ⊕ 𝑠𝑡+23 ⊕ 𝑠𝑡+38 ⊕ 𝑠𝑡+51 ⊕ 𝑠𝑡+62
𝑏𝑡+80 = 𝑠𝑡 ⊕ 𝑏𝑡+62 ⊕ 𝑏𝑡+60 ⊕ 𝑏𝑡+52 ⊕ 𝑏𝑡+45 ⊕ 𝑏𝑡+37
⊕𝑏𝑡+33 ⊕ 𝑏𝑡+28 ⊕ 𝑏𝑡+21 ⊕ 𝑏𝑡+14 ⊕ 𝑏𝑡+9 ⊕ 𝑏𝑡⊕






Коли використовуємо 𝑇𝑧 = {0,14,21,28,37,45,52,60,62,80} звертаємо
увагу на суму бiтiв ключового потоку. Наприклад













Для будь якого 𝑗
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𝑖∈𝑇𝑧






(𝑏(𝑡)) = 𝑏𝑡+33 ⊕ 𝑏𝑡+9 ⊕ 𝑏𝑡+63𝑏𝑡+60⊕






























Далi розглянемо приблизне лiнiйне представлення ℎ(𝑠(𝑡+𝑖),𝑏(𝑡+𝑖)).
Нехай Λ𝑖 буде вхiдною лiнiйною маскою для функцiї ℎ в момент часу
𝑡+ 𝑖. Потiм
ℎ(𝑠(𝑡+𝑖),𝑏(𝑡+𝑖)) ≈ Λ𝑖[4]𝑏𝑡+𝑖+63 ⊕ ⟨Λ𝑖[0− 3],(𝑠𝑡+𝑖+3,𝑠𝑡+𝑖+25,𝑠𝑡+𝑖+46,𝑠𝑡+𝑖+64)⟩
(2.33)
Нехай 𝑐𝑜𝑟ℎ,𝑖(Λ𝑖) кореляцiя функцiї ℎ в момент часу 𝑡 + 𝑖, у таблицi
показано результати. З таблицi видно, що 𝑐𝑜𝑟ℎ,𝑖(Λ𝑖) є 0 або ±2−2. Оскiльки
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маємо |𝑇𝑧| = 10 активних функцiй ℎ, загальна кореляцiя усiх активних




𝑐𝑜𝑟ℎ,𝑖(Λ𝑖) = ±2−20 (2.34)
Зауважимо, що Λ𝑖[0 − 3] є незалежним вiд стану РЗНЗЗ. Усi терми,
що використовуються у початковому станi РЗЛЗЗ можуть бути вгаданi за
допомогою ШКА.
Тому при кореляцiї ±2−20 отримуємо
⨁︁
𝑖∈𝑇𝑧































є високою, то швидка кореляцiйна атака буде успiшно застосована.
Аналогiчно як у випадку з 𝐺𝑟𝑎𝑖𝑛128𝑎 оцiнюємо 𝑐𝑜𝑟𝑔(Λ𝑇𝑧). Якщо
одна з Λ0[4],Λ37[4],Λ52[4],Λ60[4],Λ62[4],таΛ80[4]є1, то кореляцiя завжди 0
оскiльки 𝑏𝑡+63,𝑏𝑡+100,𝑏𝑡+115,𝑏𝑡+123,𝑏𝑡+125 𝑏𝑡+143 не використанi в⨁︀
𝑗∈𝐴(𝑔
′
(𝑏(𝑡+𝑗))). У таблицi показано, 𝑐𝑜𝑟𝑔(Λ𝑇𝑧) коли Λ𝑖[4] = 0 для











Кореляцiя вираховується як −𝑐𝑜𝑟𝑔(Λ𝑇𝑧)× 𝑐𝑜𝑟ℎ(Λ𝑇𝑧)
Пошук 𝛾. Кореляцiя лiнiйного наближення за допомогою
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Рисунок 2.5 – Пiдсумок кореляцiй, коли Λ𝑖[4] є фiксованою
фiксованих Λ𝑖 було оцiнено у минулому параграфi. Лiнiйна маска 𝛾, що












Якщо рiзнi Λℎ мають однаковi 𝛾 нам потрiбно скласти вiдподiднi
кореляцiї. Ця лiнiйна апроксимацiя не використовує Λ𝑖[4] для 𝑖 ∈ 𝑇𝑧.
Бiльш того, треба просумувати 2|𝑇𝑧| = 210 кореляцiй, де Λ𝑖[0 − 3] однаковi
та лише 𝐴𝑖[5] варiюється для 𝑖 ∈ 𝑇𝑧. Нехай 𝑉 буде лiнiйною вiдстанню з
базисом 12, вiдповiдно до одиничних векторiв.
Бiльш того, є спецiальнi вiдносини, схожi як у Grain128a, та наразi маємо
таких чотири.
Λ37[2] та Λ80[0]. Потiм𝛼37+46 = 𝛼80+3 = 𝛼83
Λ62[3] та Λ80[2]. Потiм𝛼62+64 = 𝛼80+46 = 𝛼126
Λ0[2] та Λ21[1]. Потiм𝛼0+46 = 𝛼21+25 = 𝛼46
Λ21[3] та Λ60[1]. Потiм 𝛼21+64 = 𝛼60+25 = 𝛼85
(2.39)
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Лiнiйну вiдстань 𝑊 (𝛿) = 𝑠𝑝𝑎𝑛(𝑤1(𝛿[0]),𝑤2(𝛿[1],𝑤3(𝛿[2]),𝑤4(𝛿[3])))






−𝑐𝑜𝑟𝑔(Λ𝑇𝑧 ⊕ 𝑣)× 𝑐𝑜𝑟ℎ(Λ𝑇𝑧 ⊕ 𝑣 ⊕ 𝑤) (2.41)
Еврестично оцiнили 𝛾 з високою кореляцiєю. Для кожного елементу
𝑇𝑧, оскiльки пiдмножина {14,28,45,52} незалежна вiд спецiальних





(𝑏(𝑡+𝑗))). Λ52[4] повинна бути 0. Бiльш того
𝐴52[0− 3] повинна бути обраною як
𝐴52[0 − 3] ∈ {0101,0111,1001,1011,1100,1101,1110,1111}, та кореляцiя 𝛾 є
незмiнною, оскiльки використовуємо Λ52, що задовiльняє 𝑐𝑜𝑟ℎ,52 = ±2−2.
Нам бiльше не потрiбно використовувати 𝐴52 i пошуковий простiр
зменшено з 240 до 236.
Для 𝑖 ∈ {14,28,45} повиннi бути обранiвiдповiднi маски, а саме.
𝐴𝑖[0 − 3] ∈ {0101,0111,1001,1011,1100,1101,1110,1111}, оскiльки 𝑐𝑜𝑟𝑔(Λ𝑇𝑧)
є високою коли (Λ14[4],Λ21[4],Λ28[4],Λ45[4]) є 0010 або 000. Наразi маємо
три типи лiнiйних масок. Λ𝑖[0 − 3] ∈ {1001,1011,1100,1110}, де
𝑐𝑜𝑟ℎ,𝑖 = ±2−2 для Λ𝑖[4] = 0 але 𝑐𝑜𝑟ℎ,𝑖 = 0 для Λ𝑖[4] = 1.
Λ𝑖[0 − 3] ∈ {0111,1101}, де знак 𝑐𝑜𝑟ℎ,𝑖 вiдрiзняється в обох випадках
Λ𝑖[4] = 0 або 1. 𝜆𝑖[0 − 3] ∈ {0101,1111} де знак 𝑐𝑜𝑟ℎ,𝑖 є однаковим в обох
випадках Λ𝑖[4] = 0 та 1. Оскiльки 𝑐𝑜𝑟𝛾 є незмiнною в кожному випадку, то
достатнiм буде оцiнити одну з кожного випадку. Бiльш того пошуковий
простiр зменшується з 236 до 33 × 224
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Рисунок 2.6 – Часова складнiсть та ймовiрнiсть успiху. GrainV1
Висновки до роздiлу 2
У цьому роздiлi дослiджено загальну структуру шифрiв сiмейства
Grain. Зроблено загальний опис кореляцiйної атаки, переглянуто ататку
швидкої кореляцiї. Порiвняння попереднiх атак на шифри сiмейства
Grain. Розглянуто нову гiпотезу невiрного ключа. Проаналiзовано
наcлiдки нової властивостi, а саме розглянуто новий алгоритм, що
використовує нову властивiсть. А саме спочатку будується рiвняння
перевiрки парностi, потiм використовується швидке перетворення
Уолша-Адамара. Далi потрiбно обрати рiшення, у яких емпiричнi
кореляцiї бiльшi за порiг. Розглянуто оцiнку використаного часу та
пам’ятi. Проаналiзовано застосування атаки до шифру Grain-v1.
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3 МIНI ВЕРСIЯ ШИФРУ GRAIN-V0
Для подальшого аналiзу шифру Grain, пропоную мiнi версiю шифру
Grain-v0. Основною змiною буде зменшення кiлькостi бiтiв у регiстрах, в
подальшому це дозволить бiльш ефективно перевiряти гiпотези щодо
криптографiчних атак, а також бiльш детально дослiдити вже iснуючу
структуру.
3.1 Опис структури мiнi версiї шифру Grain-v0
Наразi замiсть 80 бiт у регiстрах будемо використовувати 40 бiт, це
дозволить пришвидшити моменти потребуючi перебору, а також часу
iнiцiалiзацiї. Можна сказати, що масштаб шифру зменшився в два рази.
Оскiльки розмiр регiстрiв зменшився, то треба пiдiбрати вiдповiдний
незвiдний полiном та нову нелiнiйну функцiю, а також обрати бiти, що
будуть входити в фукнцiю фiльтрацiї.
Новим полiномом зворотнього зв’язку для регiстру РЗЛЗЗ буде [5]
𝑓(𝑥) = 1 + 𝑥6 + 𝑥7 + 𝑥18 + 𝑥28 + 𝑥36 + 𝑥40 (3.1)
- незвiдний полiном ступеня 40.
Для зворотнього зв’язку регiстру РЗНЗЗ визначається новий полiном
[4]
𝑔(𝑥) = 1 + 𝑥15 + 𝑥19 + 𝑥23 + 𝑥28 + 𝑥34 + 𝑥11𝑥24 + 𝑥20𝑥29 + 𝑥31𝑥37+
𝑥13𝑥18𝑥26 + 𝑥22𝑥28𝑥35 + 𝑥14𝑥24𝑥30𝑥37 + 𝑥18𝑥27𝑥31𝑥36
(3.2)
Для бiтiв регiстру РЗЛЗЗ отримаємо вираз
𝑠𝑖+40 = 𝑠𝑖+34 + 𝑠𝑖+33 + 𝑠𝑖+22 + 𝑠𝑖+12 + 𝑠𝑖+4 + 𝑠𝑖 (3.3)
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А для бiтiв регiстру РЗНЗЗ отримаємо вираз
𝑏𝑖+40 = 𝑠𝑖 + 𝑏𝑖+25 + 𝑏𝑖+21 + 𝑏𝑖+17 + 𝑏𝑖+12 + 𝑏𝑖+6 + 𝑏𝑖+29𝑏𝑖+16 + 𝑏𝑖+20𝑏𝑖+11 + 𝑏𝑖+9𝑏𝑖+3+
𝑏𝑖+27𝑏𝑖+22𝑏𝑖+14 + 𝑏𝑖+18𝑏𝑖+12𝑏𝑖+5 + 𝑏𝑖+26𝑏𝑖+16𝑏𝑖+10𝑏𝑖+3 + 𝑏𝑖+22𝑏𝑖+13𝑏𝑖+9𝑏𝑖+4
(3.4)
Зауважимо, що у виразi присутнiй бiт 𝑠𝑖 з регiстру РЗЛЗЗ. Стан шифру
описується вмiстом регiстрiв зсуву. Як i в повнiй версiї з регiстрiв
обирається 5 бiтiв, якi подаються на вхiд булевої функцiї ℎ(𝑥), яка є
збалансованою, має кореляцiйний iмунiтет першого порядку,
алгебраїчний степiнь 3, та максимальну нелiнiйнiсть. Функцiя ℎ(𝑥)




𝑥0, 𝑥1, 𝑥2, 𝑥3, 𝑥4 (3.6)
вiдповiдають новим позицiям бiтiв
𝑠𝑖+3, 𝑠𝑖+17, 𝑠𝑖+29, 𝑠𝑖+35 та 𝑏𝑖+25 (3.7)
Результуючий бiт маскується бiтом 𝑏𝑖 з РЗНЗЗ.
3.2 Iнiцiалiзацiя та прискорення роботи мiнi версiї
Перед початком роботи, шифр потрiбно проiнiцiалiзувати. Зробимо
припущення, та оберемо кiлькiсть тактiв 80, однак можливо данна версiя
буде потребувати i бiлшу кiлькiсть, наприклад 160. Пiд час iнiцiалiзацiї
гамма не виробляється.
Перед початком роботи на вхiд подаються ключ 𝐾 = 𝑘0,...,𝑘39 та
вектор iнiцiалiзацiї 𝐼𝑉 = 𝑖𝑣0,...,𝑖𝑣31. Спочатку РЗНЗЗ заповнюється 40
бiтовим ключем 𝑏𝑖 = 𝑘𝑖, 0 ≤ 𝑖 ≤ 39, потiм заповнюємо першi 32 бiти
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Рисунок 3.1 – Мiнi версiя шифру Grain-v0
регiстру РЗЛЗЗ вектором iнiцiалiзацiї 𝑠𝑖 = 𝑖𝑣𝑖, 0 ≤ 𝑖 ≤ 31, iншi бiти
заповнюємо одиницями 𝑠𝑖 = 1, 32 ≤ 𝑖 ≤ 39. Пiсля цього регiстри не
зможуть бути заповненi нулями.
Рисунок 3.2 – Iнiцiалiзацiя спрощеної версiї шифру Grain
Як i в повнiй версiї шифр можна прискорити за допомогою
використання бiтiв, якi не використовуються у функцiях оновлення станiв
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𝑓(𝑥), 𝑔(𝑥) , та функцiї фiльтрацiї ℎ(𝑥). Такими бiтами в даннiй версiї є
𝑠𝑖, 36 ≤ 𝑖 ≤ 39 (3.8)
та бiти
𝑏𝑖, 36 ≤ 𝑖 ≤ 39 (3.9)
Тобто маємо 4 позицiї якi можемо використовувати для одночасного
використання функцiй зворотнього зв’язку й функцiї фiльтрацiї. З цього
випливає, що можна пришвидшити роботу алгоритму до 4 разiв. Якщо t -
кiлькiсть бiт якi буде генерувати шифр за один такт,
𝑡 ≤ 4, то 80/𝑡 (3.10)
- кiлькiсть тактiв, якi потрiбно буде зробити для iнiцiалiзацiї перед
початком роботи.
Рисунок 3.3 – Прискорення срощеної версiї шифру Grain
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3.3 Швидкiсть роботи мiнi версiї
Мiнi версiя шифру Grain-v0 буде застосовуватись у дослiдженнi
швидких кореляцiйних атак, якi потребують певну кiлькiсть гамми. Для
цього було зроблено програмну реалiзацiю шифру Grain-v0, а також мiнi
версiю Grain-v0 та замiри швидкостi алгоритму.
Grain-v0












Ключ 40 бiт, Вектор 32 бiт Гамма 80 бiт Швидкiсть
сек.
0x0000000000 0x00000000 0xe2d1c1a472eec13d6b82 0.00131
0x1010101010 0x10101010 0x4a49787aa4eeffb00080 0.00122
0x1111111111 0x11111111 0x87c6a8cd12490ebca9c9 0.00143
Як вже було згадано ранiше, мiнi версiя може бути прискорена у
чотири рази, найбiльш ефективної швидкостi шифр набуває при апаратнiй
реалiзацiї.
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3.4 Замiтки щодо криптоаналiзу мiнi версiї
Враховуючи змiни у структурi шифру, критпоаналiз стає значно
простiшим. Наразi треба правильно враховувати положення деяких бiтiв,
а в цiлому плани атак залишаються як при повнiй версiї. Оскiльки на
сьогоднi актуальною криптографiчною атакою є кореляцiйний
криптоаналiз шифру, то подальше дослiдження буде проводитись у цьому
напрямку.
Висновки до роздiлу 3
У цьому роздiлi запропоновано мiнi версiю ширфу Grain-v0, яка
була розроблена таким чином, щоб зберегти властивостi булевих функцiй
повної версiї. А саме, повинi зберiгатись такi властивостi: збалансованiсть,
кореляцiйний iмунiтет, алгебраїчний степiнь, нелiнiйнiсть. Оскiльки
шифр Grain-v0 є масштабованим, то вiн був зменшений в два рази. Наразi
вiн складається з двох регiстрiв зсуву зi зворотним зв’язком, кожен з
яких мiстить по 40 бiт. Лiвий регiстр є регiстром зсуву з нелiнiйним
зворотнiм зв’язком, а правий має лiнiйний зворотнiй зв’язок. Перед
початком роботи шифр iнiцiалiзується, а вже потiм генерує гамму. Мiнi
версiя також може бути прискорена, а саме у чотири рази.
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ВИСНОВКИ
У результатi цiєї роботи були проаналiзованi та стисло описанi
джерела за тематикою дослiдження, а саме шифр Grain-v0 та огляд вже
iснуючих криптографiчних атак на шифри сiмейства Grain.
Зроблено огляд загальної структури шифрiв сiмейства Grain,
дослiджено базовi компоненти шифрiв сiмейства, та їх взаємозв’язок.
Дослiджено вже iснуючу кореляцiйну атаку, зроблено її загальний
опис. Також її було переглянуто та порiвняно з попереднiми атаками.
Розглянуто швидкi кореляцiйнi атаки, а також їх перегляд. Зроблено
огляд рiвнянь перевiрки парностi за допомогою скiнчених полiв.
Дослiджено нову гiпотезу невiрного ключа, а також новий алгоритм, що
використовує новi властивостi. Показано застосування швидкої
кореляцiйної атаки до шифру Grain-v1.
Розроблено мiнi версiю шифру Grain-v0, регiстри якої зберiгають
властивостi регiстрiв шифру Grain-v0. Тобто повна версiя шифру є
машсштабованою. Мiнi версiя буде використовуватись в подальших
дослiдженнях криптографiчних атак.
Зокрема представлена практична реалiзацiя шифру Grain-v0 та його
мiнi версiї. Зроблено замiри швидкостi обох шифрiв.
У подальшiй роботi планується створити модель швидкої
кореляцiйної атаки на шифр Grain-v0 та його мiнi версiю. Що дозволить
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Програмна реалiзацiя шифру Grain-v0.
А.1 Програма 1
import numpy as np
from t ime i t import de fau l t_t imer as t imer
# main b locks Grain−v0
l f s r = np . z e r o s (80 , dtype=bool )
n f s r = np . z e r o s (80 , dtype=bool )
# conver s i on
binary = lambda x : "" . j o i n ( r eve r s ed ( [ i+j
f o r i , j in z ip ( ∗ [ [ " { 0 : 0 4 b }" . format ( i n t ( c , 1 6 ) )
f o r c in r eve r s ed ("0"+x ) ] [ n : : 2 ] f o r n in [ 1 , 0 ] ] ) ] ) )
# i n i t i a l i z a t i o n o f n f s r and l f s r with Key and IV
# f i l l n f s r with key b i t s , b i = ki , i from 0 to 79
# f i l l f i r s t 64 b i t s o f l f s r with i n i t i a l i z a t i o n vec to r b i t s , s i = IVi ,
# i from 0 to 63
# r e s t o f l f s r f i l l with ones , s i = 1 , i from 64 to 79
# in case o f t h i s a c t i on l f s r cannot be f u l l o f z e r o s
de f i n i t i a l i z a t i o n ( key , i v ) :
iv_bin = binary ( iv )
l f s r [ : 6 4 ] = [ bool ( i n t ( iv_bin [ i x ] ) ) f o r i x in range ( 6 4 ) ]
l f s r [ 6 4 : ] = 1
key_bin = binary ( key )
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n f s r [ : 8 0 ] = [ bool ( i n t ( key_bin [ i x ] ) ) f o r i x in range ( 8 0 ) ]




f o r ix in range ( 1 6 0 ) :
f_x = l f s r [ 6 2 ] ^ l f s r [ 5 1 ] ^ l f s r [ 3 8 ] ^ l f s r [ 2 3 ] ^
l f s r [ 1 3 ] ^ l f s r [ 0 ] ^ h_x
g_x = l f s r [ 0 ] ^ n f s r [ 6 3 ] ^ n f s r [ 6 0 ] ^ n f s r [ 5 2 ] ^
n f s r [ 4 5 ] ^ n f s r [ 3 7 ] ^ n f s r [ 3 3 ] ^ n f s r [ 2 8 ] ^
n f s r [ 2 1 ] ^ n f s r [ 1 5 ] ^ n f s r [ 9 ] ^ n f s r [ 0 ] ^
( n f s r [ 6 3 ] & n f s r [ 6 0 ] ) ^ ( n f s r [ 3 7 ] & n f s r [ 3 3 ] ) ^
( n f s r [ 1 5 ] & n f s r [ 9 ] ) ^ ( n f s r [ 6 0 ] & n f s r [ 5 2 ] &
n f s r [ 4 5 ] ) ^ ( n f s r [ 3 3 ] & n f s r [ 2 8 ] & n f s r [ 2 1 ] ) ^
( n f s r [ 6 3 ] & n f s r [ 4 5 ] & n f s r [ 2 8 ] & n f s r [ 9 ] ) ^
( n f s r [ 6 0 ] & n f s r [ 5 2 ] & n f s r [ 3 7 ] & n f s r [ 3 3 ] ) ^
( n f s r [ 6 3 ] & n f s r [ 6 0 ] & n f s r [ 2 1 ] & n f s r [ 1 5 ] ) ^
( n f s r [ 6 3 ] & n f s r [ 6 0 ] & n f s r [ 5 2 ] & n f s r [ 4 5 ] &
n f s r [ 3 7 ] ) ^ ( n f s r [ 3 3 ] & n f s r [ 2 8 ] & n f s r [ 2 1 ] &
n f s r [ 1 5 ] & n f s r [ 9 ] ) ^ ( n f s r [ 5 2 ] & n f s r [ 4 5 ] &
n f s r [ 3 7 ] & n f s r [ 3 3 ] & n f s r [ 2 8 ] & n f s r [ 2 1 ] ) ^
h_x
x0 = l f s r [ 0 ]
x1 = l f s r [ 2 5 ]
x2 = l f s r [ 4 6 ]
x3 = l f s r [ 6 4 ]
x4 = n f s r [ 6 3 ]
h_x = x1 ^ x4 ^ ( x0 & x3 ) ^ ( x2 & x3 ) ^ ( x3 & x4 ) ^
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( x0 & x1 & x2 ) ^ ( x0 & x2 & x3 ) ^ ( x0 & x2 & x4 ) ^
( x1 & x2 & x4 ) ^ ( x2 & x3 & x4 )
h_x = h_x ^ n f s r [ 0 ]
l f s r [ : −1 ] = l f s r [ 1 : ] #l e f t s h i f t
l f s r [−1] = f_x
n f s r [ : −1 ] = n f s r [ 1 : ] #l e f t s h i f t
n f s r [−1] = g_x
#gamma genera to r
de f stream ( ) :
h_x = 0
r e s = np . z e r o s (80 , dtype=bool )
f o r i x in range ( 8 0 ) :
f_x = l f s r [ 6 2 ] ^ l f s r [ 5 1 ] ^ l f s r [ 3 8 ] ^ l f s r [ 2 3 ] ^
l f s r [ 1 3 ] ^ l f s r [ 0 ]
g_x = l f s r [ 0 ] ^ n f s r [ 6 3 ] ^ n f s r [ 6 0 ] ^ n f s r [ 5 2 ] ^
n f s r [ 4 5 ] ^ n f s r [ 3 7 ] ^ n f s r [ 3 3 ] ^ n f s r [ 2 8 ] ^
n f s r [ 2 1 ] ^ n f s r [ 1 5 ] ^ n f s r [ 9 ] ^ n f s r [ 0 ] ^
( n f s r [ 6 3 ] & n f s r [ 6 0 ] ) ^ ( n f s r [ 3 7 ] & n f s r [ 3 3 ] ) ^
( n f s r [ 1 5 ] & n f s r [ 9 ] ) ^ ( n f s r [ 6 0 ] & n f s r [ 5 2 ] &
n f s r [ 4 5 ] ) ^ ( n f s r [ 3 3 ] & n f s r [ 2 8 ] & n f s r [ 2 1 ] ) ^
( n f s r [ 6 3 ] &n f s r [ 4 5 ] & n f s r [ 2 8 ] & n f s r [ 9 ] ) ^
( n f s r [ 6 0 ] & n f s r [ 5 2 ] & n f s r [ 3 7 ] & n f s r [ 3 3 ] ) ^
( n f s r [ 6 3 ] & n f s r [ 6 0 ] & n f s r [ 2 1 ] & n f s r [ 1 5 ] ) ^
( n f s r [ 6 3 ] & n f s r [ 6 0 ] & n f s r [ 5 2 ] & n f s r [ 4 5 ] &
n f s r [ 3 7 ] ) ^ ( n f s r [ 3 3 ] & n f s r [ 2 8 ] & n f s r [ 2 1 ] &
n f s r [ 1 5 ] & n f s r [ 9 ] ) ^ ( n f s r [ 5 2 ] & n f s r [ 4 5 ] &
n f s r [ 3 7 ] & n f s r [ 3 3 ] & n f s r [ 2 8 ] & n f s r [ 2 1 ] )
x0 = l f s r [ 0 ]
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x1 = l f s r [ 2 5 ]
x2 = l f s r [ 4 6 ]
x3 = l f s r [ 6 4 ]
x4 = n f s r [ 6 3 ]
h_x = x1 ^ x4 ^ ( x0 & x3 ) ^ ( x2 & x3 ) ^ ( x3 & x4 ) ^
( x0 & x1 & x2 ) ^ ( x0 & x2 & x3 ) ^ ( x0 & x2 & x4 ) ^
( x1 & x2 & x4 ) ^ ( x2 & x3 & x4 )
h_x = h_x ^ n f s r [ 0 ]
l f s r [ : −1 ] = l f s r [ 1 : ] #
l f s r [−1] = f_x
n f s r [ : −1 ] = n f s r [ 1 : ] #
n f s r [−1] = g_x
r e s [ i x ] = h_x
return r e s
de f Grain_v0 ( key , i v ) :
i n i t i a l i z a t i o n ( key , i v )
rounds ( )
key_stream = stream ( )
r e s u l t = ""
f o r i in key_stream :
i f i == True :
r e s u l t += "1"
e l s e :
r e s u l t += "0"
hs t r = ’%0∗x ’ % ( ( l en ( r e s u l t ) + 3) // 4 , i n t ( r e su l t , 2 ) )
p r i n t ( h s t r )
l f s r = np . z e r o s (80 , dtype=bool )
n f s r = np . z e r o s (80 , dtype=bool )
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s t a r t = timer ( )
Grain_v0 ("00000000000000000000" , "0000000000000000")
end = timer ( )
p r i n t ( end − s t a r t )
s t a r t = timer ( )
Grain_v0 ("10101010101010101010" , "1100110011001100")
end = timer ( )
p r i n t ( end − s t a r t )
s t a r t = timer ( )
Grain_v0 ("11111111111111111111" , "1111111111111111")
end = timer ( )
p r i n t ( end − s t a r t )
Програмна реалiзацiя мiнi версiї шифру Grain-v0.
А.2 Програма 2
import numpy as np
from t ime i t import de fau l t_t imer as t imer
# main b locks mini Grain−v0
l f s r = np . z e r o s (40 , dtype=bool )
n f s r = np . z e r o s (40 , dtype=bool )
# conver s i on
binary = lambda x : "" . j o i n ( r eve r s ed ( [ i+j
f o r i , j in z ip ( ∗ [ [ " { 0 : 0 4 b }" . format ( i n t ( c , 1 6 ) )
f o r c in r eve r s ed ("0"+x ) ] [ n : : 2 ] f o r n in [ 1 , 0 ] ] ) ] ) )
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# i n i t i a l i z a t i o n o f n f s r and l f s r with Key and IV
# f i l l n f s r with key b i t s , b i = ki , i from 0 to 39
# f i l l f i r s t 32 b i t s o f l f s r with i n i t i a l i z a t i o n vec to r b i t s , s i = IVi ,
# i from 0 to 63
# r e s t o f l f s r f i l l with ones , s i = 1 , i from 32 to 39
# in case o f t h i s a c t i on l f s r cannot be f u l l o f z e r o s
de f i n i t i a l i z a t i o n ( key , i v ) :
iv_bin = binary ( iv )
l f s r [ : 3 2 ] = [ bool ( i n t ( iv_bin [ i x ] ) ) f o r i x in range ( 3 2 ) ]
l f s r [ 3 2 : ] = 1
key_bin = binary ( key )
n f s r [ : 4 0 ] = [ bool ( i n t ( key_bin [ i x ] ) ) f o r i x in range ( 4 0 ) ]




f o r ix in range ( 8 0 ) :
f_x = l f s r [ 3 4 ] ^ l f s r [ 3 3 ] ^ l f s r [ 2 2 ] ^ l f s r [ 1 2 ] ^
l f s r [ 4 ] ^ l f s r [ 0 ] ^ h_x
g_x = l f s r [ 0 ] ^ n f s r [ 2 5 ] ^ n f s r [ 2 1 ] ^ n f s r [ 1 7 ] ^
n f s r [ 1 2 ] ^ n f s r [ 6 ] ^ ( n f s r [ 2 9 ] & n f s r [ 1 6 ] ) ^
( n f s r [ 2 0 ] & n f s r [ 1 1 ] ) ^ ( n f s r [ 9 ] & n f s r [ 3 ] ) +
( n f s r [ 2 7 ] & n f s r [ 2 2 ] & n f s r [ 1 4 ] ) ^
( n f s r [ 1 8 ] & n f s r [ 1 2 ] & n f s r [ 5 ] ) ^
( n f s r [ 2 6 ] & n f s r [ 1 6 ] & n f s r [ 1 0 ] & n f s r [ 3 ] ) ^
( n f s r [ 2 2 ] & n f s r [ 1 3 ] & n f s r [ 9 ] & n f s r [ 4 ] ) ^ h_x
x0 = l f s r [ 3 ]
x1 = l f s r [ 1 7 ]
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x2 = l f s r [ 2 9 ]
x3 = l f s r [ 3 5 ]
x4 = n f s r [ 2 5 ]
h_x = x1 ^ x4 ^ ( x0 & x3 ) ^ ( x2 & x3 ) ^
( x3 & x4 ) ^ ( x0 & x1 & x2 ) ^ ( x0 & x2 & x3 ) ^
( x0 & x2 & x4 ) ^ ( x1 & x2 & x4 ) ^
( x2 & x3 & x4 )
h_x = h_x ^ n f s r [ 0 ]
l f s r [ : −1 ] = l f s r [ 1 : ] #
l f s r [−1] = f_x
n f s r [ : −1 ] = n f s r [ 1 : ] #
n f s r [−1] = g_x
#
def stream ( ) :
h_x = 0
r e s = np . z e r o s (80 , dtype=bool )
f o r i x in range ( 8 0 ) :
f_x = l f s r [ 3 4 ] ^ l f s r [ 3 3 ] ^ l f s r [ 2 2 ] ^ l f s r [ 1 2 ] ^
l f s r [ 4 ] ^ l f s r [ 0 ]
g_x = l f s r [ 0 ] ^ n f s r [ 2 5 ] ^ n f s r [ 2 1 ] ^ n f s r [ 1 7 ] ^
n f s r [ 1 2 ] ^ n f s r [ 6 ] ^ ( n f s r [ 2 9 ] & n f s r [ 1 6 ] ) ^
( n f s r [ 2 0 ] & n f s r [ 1 1 ] ) ^ ( n f s r [ 9 ] & n f s r [ 3 ] ) +
( n f s r [ 2 7 ] & n f s r [ 2 2 ] & n f s r [ 1 4 ] ) ^
( n f s r [ 1 8 ] & n f s r [ 1 2 ] & n f s r [ 5 ] ) ^
( n f s r [ 2 6 ] & n f s r [ 1 6 ] & n f s r [ 1 0 ] & n f s r [ 3 ] ) ^
( n f s r [ 2 2 ] & n f s r [ 1 3 ] & n f s r [ 9 ] & n f s r [ 4 ] )
x0 = l f s r [ 3 ]
x1 = l f s r [ 1 7 ]
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x2 = l f s r [ 2 9 ]
x3 = l f s r [ 3 5 ]
x4 = n f s r [ 2 5 ]
h_x = x1 ^ x4 ^ ( x0 & x3 ) ^ ( x2 & x3 ) ^
( x3 & x4 ) ^ ( x0 & x1 & x2 ) ^ ( x0 & x2 & x3 ) ^
( x0 & x2 & x4 ) ^ ( x1 & x2 & x4 ) ^ ( x2 & x3 & x4 )
h_x = h_x ^ n f s r [ 0 ]
l f s r [ : −1 ] = l f s r [ 1 : ] #
l f s r [−1] = f_x
n f s r [ : −1 ] = n f s r [ 1 : ] #
n f s r [−1] = g_x
r e s [ i x ] = h_x
return r e s
de f Grain_v0_mini ( key , i v ) :
i n i t i a l i z a t i o n ( key , i v )
rounds ( )
key_stream = stream ( )
r e s u l t = ""
f o r i in key_stream :
i f i == True :
r e s u l t += "1"
e l s e :
r e s u l t += "0"
hs t r = ’%0∗x ’ % ( ( l en ( r e s u l t ) + 3) // 4 , i n t ( r e su l t , 2 ) )
p r i n t ( h s t r )
l f s r = np . z e r o s (80 , dtype=bool )
n f s r = np . z e r o s (80 , dtype=bool )
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s t a r t = timer ( )
Grain_v0_mini ("0000000000" , "00000000")
end = timer ( )
p r i n t ( end − s t a r t )
s t a r t = timer ( )
Grain_v0_mini ("1010101010" , "10101010")
end = timer ( )
p r i n t ( end − s t a r t )
s t a r t = timer ( )
Grain_v0_mini ("1111111111" , "11111111")
end = timer ( )
p r i n t ( end − s t a r t )
