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We propose means to predict termination in a higher-order imperative and concurrent lan-
guage à laML.We followandadapt the classicalmethod for proving termination in typed for-
malisms, namely the realizability technique. There is a specific difficulty with higher-order
state, which is that one cannot define a realizability interpretation simply by induction on
types, because applying a function may have side-effects at types not smaller than the type
of the function. Moreover, such higher-order side-effects may give rise to computations that
diverge without resorting to explicit recursion. We overcome these difficulties by introduc-
ing a type and effect system for our language that enforces a stratification of the memory.
The stratification prevents the circularities in the memory that may cause divergence, and
allows us to define a realizability interpretation of the types and effects, which we then use
to establish that typable sequential programs in our system are guaranteed to terminate,
unless they use explicit recursion in a divergent way. We actually prove a more general fair-
ness property, that is, any typable thread yields the scheduler after some finite computation.
Our realizability interpretation also copes with dynamic thread creation.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this work, we are concerned with the design of methods to ensure the termination of programs. Termination is a
topic which has received considerable attention, in logics and computability theory, and then in computer science, and
there is a huge literature about it. A large part of the research activity in this area has focused on designing techniques
for establishing termination of recursive functions over various data structures, and this has recently been extended to
higher-order functional languages (see for instance [11,18,32]), but, as far as I can see, nothing has ever been done to study
termination in higher-order imperative languages à la ML or Scheme. Our work is a contribution in this direction. More
precisely, we aim at establishing the property that, in such a language, divergence can only result from using programming
constructs that explicitly allow looping (such as recursion) – a property which seems to be a sensible “programming axiom”.
This axiom is generally not true, however, because recursion may be encoded in two ways in a ML-like, or rather, for
that matter, a Scheme-like language. Indeed, it is well-known that one can define a fixpoint combinator in the untyped
(call-by-value) λ-calculus. Moreover, as shown long ago by Landin [22], one can implement recursion by means of circular
higher-order references (this is indeed the way it is implemented), like in
Υ = (let f = (ref λxx) in f := λx((! f )x) ; ! f )
 rec f (x)(fx) (1)
wherewe useML’s notations (ref V) for creating a referencewith initial value V , and ! u for reading the value of the reference
u. The well-known method to recover from the first difficulty, disallowing the ability to derive fixpoint combinators, is to
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use a type system, but this is not enough to ensure termination of non-recursive programs in an imperative and functional
language: in a simple type system, the expressionΥ above has type (τ→τ) (it can indeed bewritten inOCaml for instance),
but it divergeswhenapplied to anyvalue. To thebest ofmyknowledge, nothinghas ever beenproposed to ensure termination
in a higher-order imperative language, thus disallowing implicit recursion via the store. In this work, we show that we can
use a type and effect system [24] for this purpose. This is our main technical contribution.
Among the arguments used to show termination in typed higher-order formalisms, the realizability method is perhaps
the best known, and certainly the most widely applicable. The realizability technique consists in defining, by induction on
the structure of types, 1 an interpretation of types as sets of expressions, so that
1. the interpretation of a type only contains expressions enjoying the intended computational property (e.g. weak or
strong normalizability);
2. typing is sound: a typed expression belongs to the interpretation of its type, or realizes its type.
The main ingredient in the definition of such an interpretation of types is that an expression M realizes a functional type
(τ→σ) if and only if its application (MN) to any argument N realizing τ is an expression that realizes σ . A realizability
interpretation is therefore a special case of a “logical relation” [26,29]. Such a realizability interpretationwas first introduced
by Kleene for intuitionistic arithmetic [20], though not for the purpose of proving termination. The technique was then used
by Tait in [35], under the name of “convertibility” (with no reference to Kleene’s notion of realizability), to show (weak)
normalizability in the simply typed λ-calculus, and subsequently by Girard (see [19]) with his “candidats de réductibilité”,
and by Tait again [36] (who related it to Kleene’s work) to show strong normalizability in higher-order typed λ-calculi. As a
matter of fact, this technique seems to apply to most type theories – see the textbooks [5,19,21]. It has also been used for
(functional fragments of) higher-order process calculi, and most notably the π-calculus [31,39].
However, the realizability technique has not been previously used for higher-order imperative (and concurrent) lan-
guages: the work that is technically the closest to ours, and which was our main source of inspiration, is the one by Pitts
and Stark [28], who introduced logical relations to provide means to prove observational equivalence of programs (not to
prove termination), but their language is restricted to offer only storable values of basic types. The program of Example (1)
shows the main difficulty in attempting to define a realizability interpretation for higher-order imperative languages: to
define the interpretation of a type τ , one should have previously defined the interpretation of the types of values stored
in the memory that an expression of type τ may manipulate, but these types have no reason to be strictly smaller than
τ . As another example, unrelated to divergence, one may imagine a first-order function, say from lists of integers to in-
tegers, that reads from the memory (or import from a module) a second-order function like map, and uses it for its own
computations.
To preclude the circularities in thememory thatmay cause recursion-free divergence, our type and effect system stratifies
the memory into regions, in such a way that functional values stored in a given region may only have a latent effect, such as
reading or updating a reference, in strictly “lower” regions, thus rejecting (1) for instance. This stratification turns out to be
also the key to defining a realizability interpretation, by a sophisticated induction over types and effects. A language with
regions usually features a region creation construct, like (private ρ M), as in [24], or (letregion ρ in M) as in [37]. Although it
does not cause any particular difficulty, 2 we shall not consider this construct, in order to keep the technical developments
simple, but we notice3 that in our setting this construct would actually introduce a typed region, (letregion ρ : τ in M), so
that the stratification corresponds to the fact that ρ is not in scope when building the type τ .
Using the realizability interpretation,we can show that typable sequential programswrittenwithout recursion terminate,
that is the “programming axiom” mentioned above. We shall in fact prove a more general property, namely fairness in
a concurrent extension of the higher-order imperative core. More precisely, we show such a property in the setting of
cooperative shared variable concurrency. In the cooperative programming model, a thread decides, by means of specific
instructions, like yield for instance, when to leave its turn to another concurrent thread, and the scheduling is therefore
distributed among the components. This programming style, and in particular the event-driven model, has been advocated
[1,6,7,27] as the best suited for the purpose of programming some new applications, like web servers, network games or
large scale databases, that are open to many simultaneous connections or requests, and are therefore inherently massively
concurrent.
However, this model also has its drawbacks. In particular, if the active thread does not cooperate, failing to yield the
scheduler, then the model is broken, in the sense that no other component will have a chance to execute. In other words, in
cooperative programming, programs must be cooperative, or fair, that is, they should be guaranteed to either terminate or
suspend themselves infinitely often. Failing to cooperate may happen for instance if the active thread performs a blocking
i/o, or runs into an error, or raises an uncaught exception, or diverges. Then we have to avoid divergence in some way, while
still being able to program non-terminating applications – any server for instance should conceptually have an infinite life
duration, and should not be programmed to stop after awhile. To this endwe introduce a specific construct for programming
1 A more elaborate definition has to be used in the case of recursive types, see [10].
2 The two constructs actually have different semantics, and in particular the letregion construct of [37] involves regiondeallocation. For the type safety property
in this case, see [14].
3 This observation was made by one of the referees.
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non-terminating processes, the semantics of which is that a looping process suspends itself on each recursive call, and the
fairness property we show is that every “instant” – in the sense of synchronous or reactive programming [9,15,25,33] – is
finite, if we start from a well-typed program.
The paper is organized as follows: we first define the syntax (Section 2) and operational semantics (Section 3) of our
core language, introducing a “yield-and-loop” construct for programming non-terminating applications, and a new way
of managing threads over an ML-like language. Then (Section 4) we define our type and effect system, where the main
novelty is the region typing context, introducing a stratification into the memory: a region is given a type that can only
involve effects in regions previously supplied with a type. Next we show our type safety result (Section 5). To this end we
introduce a realizability interpretation of the types and effects, and show that the type system is sound with respect to this
interpretation. We then briefly conclude.
Somerelatedworks. Wealreadymentioned that [28]wasourmainsourceof inspiration. Thisworkhasbeenslightlyextended
in [8],which dealswith references that canhold values of a basic type, or of a reference type. In [2], a logical relation is defined
for proving program equivalence in a language with recursive and quantified types, and the extension tomutable references
is indicated as future work. This paper relies on an indexed model of types introduced in [4], which has been used in [3] to
build a semantical model of reference types. This model uses a stratification on types, based on the number of computing
steps for which an expression appears to belong to some type. Quoting [2], “this stratification is essential for handling various
circularities,” yet it differs from the one we introduce here for dealing with higher-order store. In [17], a syntactic notion of
“imperative realizability” is defined for an ML-like language, with some restrictions to preclude aliasing, but without taking
into account the fact that an expression of some type may have effects at bigger types, and therefore this notion does not
seem to be well-founded. Some other related works are [12,23], that follow a denotational approach to higher-order store;
in the former, in particular, a parameterized semantical logical relation is introduced for proving program equivalence in a
higher-order imperative language with recursive types. For simplicity, we are using here simple types, since we are mainly
interested in the problem of defining a realizability interpretation for a language with higher-order references, which looks
independent of the problem of extending the realizability technique to other enrichments to the simple types, like with
recursive or higher-order types, for which one may try to adapt the syntactical techniques of [16] for instance. It should be
pointed out that, (apart from [17]), none of the above mentioned works aims at providing means to ensure a termination
property.
2. Syntax
2.1. The language
Our core concurrent programming language is an ML-like language, that is a call-by-value λ-calculus extended with
imperative constructs for creating, reading and updating references in thememory, and enrichedwith concurrent program-
ming constructs, including a thread-spawning construct (threadM), and a “yield-and-loop” value∇yM, to be run by applying
it to a void value (). This is similar to a recursive function rec y( )M, but we wish to stress the fact that the semantics are
quite different. An expression (∇yM()) represents a recursive process which yields the scheduler, while unfolding a copy of
M (where y is recursively bound to ∇yM) to be performed when the scheduler resumes it. This construct is useful to build
non-terminating processes, which should not hold the scheduler forever. This is similar to the loop construct of Esterel [9],
the body of which is supposed to “take time”, that is to yield the scheduler.
We assume given an infinite set Reg of region names (or simply regions), ranged over by ρ . We also assume given an
infinite set Loc of abstract memory locations. 4 We let u, v . . . range over Loc. What we call a reference in this paper is a pair
(u, ρ), that we will always denote by uρ , of a memory location and a region. The setRef of references is therefore Loc×Reg.
We shall denote Loc × {ρ} as Locρ . Finally we assume given an infinite set Var of variables, ranged over by f , g, x, y, z . . . .
The syntax of our core language is as follows:
M, N . . . ::= V | (MN) expressions
| (refρM) | (!M) | (M := N)
| (threadM)
V, W . . . ::= x | λxM | rec f (x)M | uρ | () | ∇yM values
We require reference creation (refρM) to occur in an explicitly given region ρ , although in a type and effect inference ap-
proach (see [34,37]) this could perhaps be inferred. We denote by Val the set of values. As usual, the variable x is bound
in λxM, and similarly for f and x in rec f (x)M, and for y in ∇yM. An expression is said to be closed if it does not con-
tain free variables. We shall use the standard notations for (λxMN), namely (let x = N in M), and (N ; M) when x is
4 This should rather be a run-time concept, but it will simplify the technical developments to include memory addresses in the source language.
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not free in M. We denote by {x →V}M the capture-avoiding substitution of the value V for the free occurrences of the
variable x in M. We shall consider expressions up to α-conversion, that is up to the renaming of bound variables and
regions.
2.2. Redexes, evaluation contexts, and configurations
Theoperational semanticsmainly consists in reducingexpressions intovalues,which, asusual,means repeatedly reducing
redexes (reducible expressions) 5 inside evaluation contexts (see [38]). The redexes and evaluation contexts are given as
follows:
U := (VW) | (refρ V) | (! V) | (V := W) redexes
| (threadM)
E ::= [] | E[F] evaluation contexts
F := ([]N) | (V[]) | (refρ[]) | (! []) frames
| ([] := N) | (V := [])
Notice that our notion of evaluation context is slightly different from the usual one. We write for instance [][([]N)][(V[])]
what is usually written ((V[])N). Indeed, an evaluation context in our sense always has the form of a stack, namely
[][F0] · · · [Fn]. As usual, we denote by E[M] the expression obtained by putting M into the context E. This is defined as
follows:
[][M] = M
E[F][M] = E[F[M]]
where F[M] is defined in the obviousway: ([]N)[M]=(MN), and so on. It is easy to check the followingproperty, by induction
on the syntax:
Lemma2.1 For any expressionM eitherM is a value or there is a (unique) evaluation contextE and a redexU such thatM = E[U].
The operational semantics will be defined as a transition relation between configurations, that involve in particular the
current expression to evaluate, and a pool of threads waiting for execution. In order to get a fair scheduling strategy, we split
this pool of threads into two parts, or more precisely two turns, that are multisets of expressions. Then a configuration is a
tuple C = (δ,M, T, S), where
• δ is the memory,
• M is the currently evaluated expression (the active thread),
• T is the multiset of threads in the current turn of execution,
• S is the multiset of threads waiting for the next turn.
The memory δ in a configuration is a mapping from a finite subset dom(δ) of Ref to the set Val of values, such that to each
memory address is assigned only one region, that is
uρ0 ∈ dom(δ) & uρ1 ∈ dom(δ) ⇒ ρ0 = ρ1
Then we could actually regard a memory as a mapping from a finite set of locations to pairs made of a region and a value
(where the region component is immutable). We define
im(δ) =def { V | ∃uρ ∈ dom(δ). V = δ(uρ) }
As usual, we denote by δ[uρ := V] thememory obtained from δ by updating the value of the reference uρ (which is assumed
to belong to the domain of δ) by V . We shall suppose given a function fresh from the set Pf (Ref) of finite subsets of Ref to
Loc such that fresh(R)ρ 	∈ R for all ρ .
5 This terminology is slightly incorrect here since a “redex” in our sense may be irreducible, like (()V) or (() := V). We will not have to explicitly consider
faulty expressions, as in [38], and a redex here rather is an expression that ought to be reduced.
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As regards multisets, our notations are as follows. Given a set X , a multiset over X is a mapping E from X to the set
N of non-negative integers, indicating the multiplicity E(x) of an element. We denote by 0 the empty multiset, such that
0(x) = 0 for any x, and by x the singleton multiset such that x(y) = (if y= x then 1 else 0). Multiset union E + E′ is given
by (E + E′)(x) = E(x) + E′(x). In the following, we only consider multisets of expressions, which are ranged over by
S, T . . .
As usual, we shall only consider for executionwell-formed configurations. Roughly speaking, a configuration (δ,M, T, S)
is well-formed if and only if all the references occurring in the configuration are bound to a value in the memory. This is
denoted (δ,M, T, S)wf (we omit the obvious formal definition). To evaluate a closed expression M of the source language,
that does not containmemory locations, we start from the initial configuration (∅,M, 0, 0). Such a configuration is obviously
well-formed. We are now ready to define the operational semantics of our language.
3. Operational semantics
3.1. The transition relation
In order to define the transition relation between configurations, we first define the sequential evaluation of expressions.
This is given by an annotated transition relation
(δ,M) −→
e
(δ′,M′, T, S)
where T and S are themultisets (which actually are either empty or a singleton) of threads spawned at this step, for execution
in the current and next turn, respectively, and e is the effect performed at this step. As usual, (imperative) effects record
the regions in which an expression may operate, either by creating, reading or updating a reference. We shall also record
as an effect the application of a recursive function, which we call unfolding, and denote (assuming that this symbol does
not belong toReg). This is reminiscent of the fact that a recursive function is implemented by means of a circular reference
(which does not explicitly appear in our operational semantics). In what follows it will not be necessary to distinguish
different kinds of imperative effects, and therefore an effect is simply a (finite) subset of Reg ∪ {}. We denote by Eff the
set of effects, that is Eff = Pf (Reg ∪ {}). We should point out here that the effect that we record in a transition is just
an annotation, decorating the transition: there is no constraint associated with this effect, which would simply be ignored
in an implementation. This annotation is, at each step, either empty or a singleton (which we abusively write as its single
element).
The sequential part of the operational semantics is given in Fig. 1. This part is quite standard, except as regards the looping
construct ∇yM. An expression E[(∇yMV)] instantly terminates, returning (), while spawning as a thread the unfolding
{y →∇yM}M of the loop, in its evaluation context E. One should notice that the thread E[{y →∇yM}M] created by means
of the looping construct is delayed to be executed at the next turn, whereas with the construct (threadM) the new thread
M is to be executed during the current turn (and moreover creating a new thread does not terminate the evaluation of the
active expression). Then in order to execute immediately (and recursively) some taskM, one should rather use the following
construct:
μyM =def {y →∇yM}M
For instance one can define (loopM) = μy(M ; (y()))where y is not free inM, that is (loopM) = (M ;∇y(M ; (y()))), which
repeatedly starts executing M until termination, and then resumes at the next turn. Notice that if M does not terminate
“instantaneously” (according to the terminology of Esterel), that is, in the current turn, then it may take several turns
for (loopM) to actually loop. To code a service (repeatM) that has to execute some task M at every turn, like continuously
processing requests to a server for instance, one would write:
(repeatM) =def μy((thread y()) ; M)
Fig. 1. Operational semantics (sequential).
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Fig. 2. Operational semantics (concurrent).
Anticipating on the concurrency semantics, we can describe the behaviour of this expression as follows: it spawns a new
thread N = (∇y((thread (y())) ; M)()) in the current turn of execution, and starts M. Whenever the thread N comes to be
executed, during the current turn, a thread performing (repeatM) is spawned for execution at the next turn. Notice that if
M does not terminate in the current turn, the two expressions (loopM) and (repeatM) are not equivalent.
Our concurrency semantics is defined in Fig. 2, which we now comment. We see from the (Exec) rule that the active
expression keeps executing, possibly spawning new threads, until termination (we could also formulate this rule using a
big-step sequential semantics). When this expression is terminated, a scheduling operation occurs: if there is some thread
waiting for execution in the current turn, the value returned by the previously active thread is discarded, and a thread
currently waiting is non-deterministically elected for becoming active, as stated by rule (Sched 1). Otherwise, by the rule
(Sched 2), one chooses to execute a thread that was waiting for the next turn, if any, and simultaneously the other “next-
turn” threads all become “current-turn” ones. If there is no waiting thread, the execution stops. One should notice that
the termination of the active thread may be temporary. This is the case when the thread is actually performing a looping
operation. Indeed, if we define
yield = (∇y()())
then the execution of a thread E[yield] stops, returning (), and will resume executing E[()] at the next turn. That is, we have
(δ, E[yield], T, S) −→∅ (δ, (), T, S + E[()])
3.2. Some definitions
Let us first define a kind of reflexive and transitive closure
∗−→
e
of the transition relation, as follows:
C
∗−→∅ C
C −→
e
C′′ ∗−→
e′
C′
C
∗−−→
e∪ e′ C
′
In order to state ourmain result, we have to introduce some further notations and definitions.We shall denote by−→a the
transition relation between configurations that only involves the active expression, that is, the transition relation defined as
−→, but without using the rules (Sched 1) and (Sched 2). Similarly, we denote by−→c the transitions that occur in the current
turn of execution. This is defined as −→, but without using (Sched 2). We shall denote ∗−→
e
a and
∗−→
e
c the relations defined
in the same way as
∗−→
e
, based on −→a and −→c , respectively. The sequences of → transitions can be decomposed
into a sequence of −→c transitions, then possibly an application of the (Sched 2) rule, then again a sequence of −→c tran-
sitions, and so on. Following the terminology of synchronous or reactive programming [9,15,25,33], a maximal sequence
of −→c transitions may be called an instant. Then a property we wish to ensure is that all the instants in the execution of
a program are finite. However, we shall guarantee this only in the case where there is no divergence resulting from calling
ordinary recursive functions. We regard this kind of divergence as a programming error, assuming that recursive functions
– like for instance sorting a list – always terminate, but we do not address here the problem of ruling out such errors (see
[11,18,32] for some recent advances on this topic). Notice that it would be such an error to indefinitely spawn new threads,
like with
(rec f (x)(thread (fx))())
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Then we define:
Definition 3.1 (Reactivity). Awell-formed closed configuration C is reactive if for anymaximal sequence of−→c-transitions
C = (δ0,M0, T0, S0) −→
e0
c · · · −−→
en−1
c (δn,Mn, Tn, Sn) · · ·
then either this sequence is infinite, with ∀i ∃j i. ej = {}, or ∃k. Mk ∈ Val & Tk = 0.
In order to show our fairness property, we need to take into account the possible interleavings of threads in the current
turn. We will have in particular to use the fact that if an expression of the form (MN) is fair in some sense, then bothM and
N terminate in the current turn, including the execution of the threads that these subexpressions may (hereditarily) create.
Since we cannot assume that the threads spawned by M are executed before the ones spawned by N, we have to take into
account in the notion of fairness (of M) the fact that the created threads may start in the context of a memory that is not
necessarily the result of executing M or one of its “descendants.” Then, given a setM of memories, we define a transition
relation −→c,M which is given as −→c , except that in the case where a scheduling occurs, the new thread may be started in
the context of any memory fromM:
(δ,M) −→
e
(δ′,M′, T ′, S′)
(δ,M, T, S) −→
e
c,M (δ′,M′, T + T ′, S + S′)
δ′ ∈ M (δ′,N, T, S) wf
(δ, V,N + T, S) −→∅
c,M (δ′,N, T, S)
We shall also use the relation
∗−→
e
c,M, defined in the same way as
∗−→
e
c . The following definition is the crucial one, which
will be used in the realizability interpretation. It states the kind of termination property we are seeking: a program M is
said to be fair with respect to a setM of memories if, unless it calls some recursive functions that cause divergence, all the
execution sequences in the current turn starting from M and a memory fromM are finite, including the executions of the
threads hereditarily created by M (and started in the context of an arbitrary memory in M). Moreover, these executions
terminate in a cooperative way, that is in a state where the current turn is terminated. The formal statement is as follows:
Definition 3.2 (Fairness). Given a setM of memories, a closed expressionM is fair w.r.t.M, in notationM ↘M if and only
if, for all δ ∈ M such that C = (δ,M, 0, 0) is well-formed, any maximal sequence of transitions
C = (δ0,M0, T0, S0) −→
e0
c,M · · · −−→
en−1
c,M (δn,Mn, Tn, Sn) · · ·
starting from C is either infinite, with ∀i ∃j i. ej = {}, or there exists k such thatMk ∈ Val & Tk = 0.
This definition is extended tomultisets of expressions, as follows: T ↘M if and only if T = M+T ′ implies that the statement
of the previous definition holds for C = (δ,M, T ′, 0).
3.3. Some operational properties
It should be obvious that reduction preserves well-formedness, and that the following properties hold:
Remark 3.3 For any expressionM, if (δ,M, T, S)
∗−→
e
a (δ′,M′, T ′, S′) and uρ ∈ dom(δ′) with ρ 	∈ e then uρ ∈ dom(δ) and
δ′(uρ) = δ(uρ).
Remark 3.4 IfM ↘M and (δ,M, 0, 0) ∗−→
e
a (δ′, V, T, S) where (δ,M, 0, 0) wf and δ ∈ M then T ↘M.
We can show that the definition of fairness for multisets of expressions is compatible with (finite) multiset union:
Lemma 3.5 If T and S are finite multisets of expressions, that is T = M1 + · · · + Mm and S = N1 + · · · + Nn then
T ↘M & S ↘M ⇒ (T + S) ↘M.
Proof (Sketch). For this proof we introduce a refinement of the transition relation −→c,M. First, we consider configurations
where with each expression is associated an index i with 1 im + n. The meaning is that an expression indexed by i
originates in Mi if 1 im, and from Nj if i = j + m with 1 j n. We denote by Mi the expression M decorated with
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index i, and, for any multiset T of expressions, by Ti the multiset of the expressions of T decorated by i. Then the decorated
transition relation is defined as follows, where Θ denotes a multiset of decorated expressions, and 1 hm + n:
(δ,M) −→
e
(δ′,N, T, S′)
(δ,Mh, Θ, S)
h−→
e
c,M (δ′,Nh, Θ + Th, S + S′)
δ′ ∈ M (δ′,Mh, Θ, S) wf
(δ, Vk,Mh + Θ, S) h−→∅
c,M (δ′,Mh, Θ, S)
It should be clear that if M1 + · · · + Mm + N1 + · · · + Nn = P + T then any sequence of −→c,M transitions from (δ,M,
T, 0) wf can be lifted into a sequence of decorated−→c,M transitions, where the steps decorated by i determine a sequence of
−→c,M transitions from (δ,Mi, 0, 0) (if 1 im) or from (δ,Nj, 0, 0) (if i = j+mwith 1 j n). Thenweuse the hypotheses
T ↘M and S ↘M to conclude. 
4. The type and effect system
4.1. Types
The types are
τ, σ, θ . . . ∈ Type ::= 1 | θ refρ | (τ e−→ σ)
The type 1 is also denoted unit. As usual, in the functional types (τ
e−→ σ) we record the latent effect, that is the effect a
value of this type may have when applied to an argument. We define the size |τ | and the set reg(τ ) of regions that occur in
a latent effect in τ as follows:
|1| = 0 reg(1) = ∅
|θ refρ | = 1 + |θ | reg(θ refρ) = reg(θ)
|τ e−→ σ | = 1 + |τ | + |σ | reg(τ e−→ σ) = reg(τ ) ∪ (e ∩ Reg) ∪ reg(σ )
We shall say that a type τ is pure if it does not mention any imperative effect, that is reg(τ ) = ∅.
In order to rule out from the memory the circularities that may cause divergence in computations, we assign a type to
each region, in such a way that the region cannot be reached by using a value stored in that region. This is achieved, as in
dependent type systems [5], by introducing the notion of awell-formed typewith respect to a type assignment to regions. A
region typing context Δ is a sequence ρ1 : θ1, . . . , ρn : θn of assignments of types to regions. We denote by dom(Δ) the set
of regions whereΔ is defined, that is {ρ1, . . . , ρn}. Then we define by simultaneous induction two predicatesΔ , for “the
context Δ is well-formed”, and Δ  τ , for “the type τ is well-formed in the context of Δ”, as follows:
∅ 
Δ  θ
Δ, ρ : θ 
ρ 	∈ dom(Δ)
Δ 
Δ  1
Δ  Δ(ρ) = θ
Δ  θ refρ
Δ  τ Δ  σ e ∩ Reg ⊆ dom(Δ)
Δ  (τ e−→ σ)
For any well-formed region typing context Δ, we denote by ET (Δ) the set of pairs (e, τ ) of an effect and a type such that
e ∩ Reg ⊆ dom(Δ) and Δ  τ . One may observe that if ρ1 : θ1, . . . , ρn : θn  then i 	= j ⇒ ρi 	= ρj . Moreover, it is easy
to see that
Δ  τ ⇒ reg(τ ) ⊆ dom(Δ)
and therefore
Δ  θ refρ ⇒ ρ 	∈ reg(θ) (2)
Indeed, it is easy to check that if Δ0, ρ : θ,Δ1  then reg(θ) ⊆ dom(Δ0) and ρ 	∈ dom(Δ0).
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The important clause in the definition of well-formedness is the last one: to be well-formed in the context ofΔ, the type
(τ
e−→ σ) of a function with side-effects must be such that all the regions involved in the latent effect e are already recorded
in Δ (this is vacuously true if there are no such regions, and in particular if the functional type is pure). This is the way we
will avoid “dangerous” circularities in the memory. For instance, if Δ  (τ e−→ σ) and ρ ∈ e, then the type (τ e−→ σ) refρ is
not well-formed in the context of Δ, thanks to Remark (2).
4.2. Typing
The judgements of the type and effect system for our language have the form Δ;Γ  M : e, τ , where Γ is a typing
context in the usual sense, that is a mapping from a finite set dom(Γ ) of variables to types. We omit this context when it has
an empty domain, writingΔ;  M : e, τ in this case.We denote byΓ , x : τ the typing context which is defined asΓ , except
for x, to which is assigned the type τ . We extend the well-formedness of types predicate to typing contexts, as follows:
Δ  Γ ⇔def Δ  & ∀x ∈ dom(Γ ). Δ  Γ (x)
The rules of the type and effect system for expressions of the language are given in Fig. 3. Most of the typing rules are
standard, except for the fact that we check well-formedness with respect to the region typing context Δ. One can see that
the expression Υ of Example (1) in Section 1 is not typable, since to type it, the variable f should have type (τ
{ρ}−→ σ)refρ ,
but this type is not well-formed (the fact that Υ is not typable will be a consequence of our type safety result). One may
notice that some circularities in the memory are still permitted by the type system. For instance, if y is of type (τ
∅−→ τ)refρ
then the statement y := λx(λzxy) is typable, introducing a value for y in the memory that contains the reference y itself.
One can also see that some expressions that read above their type are typable, like ((! uρ)N) where Δ(ρ) = (τ ∅−→ σ) and
N is of type τ (a more interesting example was suggested in Section 1, namely that of a function from lists of integers to
integers that reads a map function from the memory). As a matter of fact, it is always safe to read functions of a pure type
from the memory – more generally, in an enriched language, it would always be safe to store a pure value, which does not
involve latent side-effects. Moreover, it is easy to see that our type system extends the usual simple type system for pure
functions. As usual, we have the following derived typing for sequential composition:
Δ;Γ  M : e, τ δ;Γ  N : e′, σ
Δ;Γ  M;N : e ∪ e′, σ
Then for instance we have Δ;Γ  M; () : e, 1 if Δ;Γ  M : e, τ for some τ .
Fig. 3. Type and effect system.
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In order to state our type safety result, we extend the typing to configurations and, first, to memories:
Δ;Γ  δ ⇔def ∀uρ. uρ ∈ dom(δ) ⇒
⎧⎪⎨
⎪⎩
ρ ∈ dom(Δ) &
Δ;Γ  δ(uρ) : ∅, Δ(ρ)
The typing, ormore accurately the effect system, is also extended tomultisets of expressions, with judgementsΔ;Γ  T : e,
as follows:
Δ  Γ
Δ;Γ  0 : ∅
Δ;Γ  M : e, τ Δ;Γ  T : e′
Δ;Γ  M + T : e ∪ e′
Then we define
Δ;Γ  (δ,M, T, S) : e ⇔def ∃eM, eT , eS.
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Δ;Γ  δ &
e = eM ∪ eT ∪ eS &
∃τ. Δ;Γ  M : eM, τ &
Δ;Γ  T : eT & Δ;Γ  S : eS
4.3. Some properties
First we notice some obvious facts:
Remark 4.1
(i) Δ;Γ  M : e, τ ⇒ Δ  & (e, τ ) ∈ ET (Δ)
(ii) Δ;Γ  M : e, τ ⇒ reg(M) ⊆ dom(Δ)
(iii) V ∈ Val & Δ;Γ  V : e, τ ⇒ e = ∅
Now we show a subject reduction property, stating, roughly, that typability of configurations is preserved along the com-
putations. Since the proof of this property follows the usual steps (see [38]), and is, for a large part, quite standard, we shall
not give it in full details.
Proposition 4.2 (Subject reduction). Let C be a well-formed configuration. If Δ;Γ  C : e and C ∗−→
e′
C′ then e′ ⊆ e and
Δ′;Γ  C′ : e′′ for some e′′ ⊆ e and Δ′ ⊇ Δ.
Clearly it is enough to prove
Lemma 4.3 Let C = (δ,M, T, S) be a well-formed configuration, such that Δ;Γ  C : e and (δ,M) −→
e′
(δ′,M′, T ′, S′). Then
e′ ⊆ e and there exist Δ′ ⊇ Δ and e′′ ⊆ e such that Δ′;Γ  (δ′,M′, T + T ′, S + S′) : e′′.
Proof (Sketch). By definition of the typing of configurations, we have Δ;Γ  δ(uρ) : ∅, Δ(ρ) for all uρ ∈ dom(δ),
Δ;Γ  M : eM, τ for some eM and τ , and Δ;Γ  T : eT and Δ;Γ  S : eS with e = eM ∪ eT ∪ eS . We sketch the proof of
the lemma by cases on the transition
(δ,M) −→
e′
(δ′,M′, T ′, S′) (3)
whereM = E[U]. To deal with the evaluation context E, we use the following property – similar to the Replacement Lemma
in [38]:
Lemma (Replacement). If Δ;Γ  E[M] : e, τ then there exist e0 and σ such that Δ;Γ  M : e0, σ with e0 ⊆ e, and for any
N if Δ′;Γ  N : e1, σ with Δ ⊆ Δ′ and e1 ⊆ e0 then there exist e′ ⊆ e such that Δ′;Γ  E[N] : e′, τ .
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(The proof is by induction on E, and by cases on F when E = E′[F].) Now we examine a few cases regarding the
reduction (3).
• If the transition is (δ, E[(λxNV)]) −→∅ (δ, E[{x →V}N], 0, 0), we have, using Remark 4.1(iii):
...
Δ;Γ , x : θ  N : e0, σ Δ  (θ e0−→ σ)
Δ;Γ  λxN : ∅, (θ e0−→ σ)
...
Δ;Γ  V : ∅, θ
Δ;Γ  (λxNV) : e0, σ
...
Δ;Γ  E[(λxNV)] : eM, τ
Then we use
Lemma (Substitution). If Δ;Γ , x : τ  M : e, σ and Δ;Γ  V : ∅, τ then Δ;Γ  {x →V}M : e, σ .
(see [38]) to conclude Δ;Γ  {x →V}N : e0, σ , and then use the Replacement Lemma. The proof is similar for U =
(rec f (x)MV) and U = (∇yMV).
• If the transition is (δ, E[(refρV))] −→
e′
(δ ∪ {uρ →V}, E[uρ], 0, 0) where e′ = {ρ} and u = fresh(dom(δ)), we have
...
Δ;Γ  V : ∅, θ Δ(ρ) = θ
Δ;Γ  (refρV) : {ρ}, θ refρ
...
Δ;Γ  E[(refρV)] : eM, θ refρ
Since Δ(ρ) = θ ⇒ Δ;Γ  uρ : ∅, θ refρ , we conclude Δ;Γ  E[uρ] : e0, θ refρ with e0 ⊆ eM using the Replacement
Lemma, and therefore Δ;Γ  (δ ∪ {uρ →V}, E[uρ], T, S) : e0 ∪ eT ∪ eS . The cases of U = (! uρ) and U = (uρ := V) are
similar. The other cases are left to the reader. 
5. The termination property
5.1. The realizability interpretation
In this section, we define the realizability predicate which, given a well-formed region typing context Δ, states that an
expressionM realizes the effect e and the type τ in the context of Δ, in notation Δ | M : e, τ . This is defined by induction
on e and τ , with respect to a well-founded ordering that we now introduce. First, for each region typing Δ and type τ , we
define the set RegΔ(τ), which intuitively is the set of regions in dom(Δ) that are involved in a proof that τ is well-formed, in
the case where Δ  τ . This includes in particular the regions of RegΔ(θ) whenever τ is a functional type, and θ is the type
assigned inΔ to a region that occurs in the latent effect of τ . Then, overloading the notation, we also define RegΔ(ρ) ⊆ Reg
for ρ ∈ Reg. The definition of RegΔ(τ) and RegΔ(ρ) is by simultaneous induction on (the length of) Δ. For any given Δ,
RegΔ(τ) is defined by induction on τ , in a uniform way:
RegΔ(1) = ∅
RegΔ(θ refρ) = RegΔ(θ)
RegΔ(τ
e−→ σ) = RegΔ(τ) ∪ RegΔ(σ) ∪
⋃
ρ ∈ e
RegΔ(ρ)
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Then RegΔ(ρ) is given by:
Reg∅(ρ) = ∅
RegΔ,ρ:θ (ρ′) =
⎧⎪⎨
⎪⎩
{ρ} ∪ RegΔ(θ) if ρ′ = ρ
RegΔ(ρ
′) otherwise
The mapping RegΔ is extended to sets of regions, and more generally to effects, as usual, that is
RegΔ(e) =
⋃
ρ ∈ e
RegΔ(ρ)
It is easy to see that reg(τ ) ⊆ RegΔ(τ) ⊆ dom(Δ) if Δ  τ , and that R ⊆ RegΔ(R) if R ⊆ dom(Δ). Moreover, if τ is pure,
then RegΔ(τ) = ∅. The following is an equally easy but crucial remark:
Lemma 5.1 If Δ  and θ = Δ(ρ), where ρ ∈ dom(Δ), then RegΔ(θ) ⊂ RegΔ(ρ).
(The proof, by induction onΔ, is trivial, sinceΔ, ρ : θ  implies ρ 	∈ dom(Δ) andΔ  θ .) The realizability interpretation is
defined by induction on a strict ordering on the pairs (e, τ ), namely the lexicographic ordering on (RegΔ(e)∪RegΔ(τ), |τ |).
More precisely, we define:
Definition 5.2 (Effect and type strict ordering). Let Δ be a well-formed region typing context. The relation ≺Δ on ET (Δ)
is defined as follows: (e, τ ) ≺Δ (e′, τ ′) if and only if
(i) RegΔ(e) ∪ RegΔ(τ) ⊂ RegΔ(e′) ∪ RegΔ(τ ′), or
(ii) RegΔ(e) ∪ RegΔ(τ) = RegΔ(e′) ∪ RegΔ(τ ′) and |τ | < |τ ′|. We notice two facts about this ordering:
(1) for pure types, this ordering is the usual one, that is (∅, τ ) ≺Δ (∅, σ ) if and only if |τ | < |σ |;
(2) the pure types are always smaller than impure ones, that is (∅, τ ) ≺Δ (∅, σ ) if reg(τ ) = ∅ 	= reg(σ ).
The strict ordering≺Δ iswell-founded, that is, there is no infinite sequence (en, τn)n∈N in ET (Δ) such that (en+1, τn+1) ≺Δ
(en, τn) for all n. This allows us to use the principle of noetherian induction with respect to this strict ordering, namely that
if a subset X of ET (Δ) has the property
(∀(e′, τ ′). (e′, τ ′) ≺Δ (e, τ ) ⇒ (e′, τ ′) ∈ X) ⇒ (e, τ ) ∈ X
then X = ET (Δ). Notice that, by the lemma above, we have in particular (∅, θ) ≺Δ (e, τ ) if θ ∈ Δ(e) = {Δ(ρ) | ρ ∈ e }.
Our realizability interpretation states that if an expression realizes a type, then in particular it is fair in the context of
suitable memories. As explained in Section 1, realizability has to be defined for the types of values that the expression may
read or modify in the memory, and this is what we mean by “suitable.” The portion of the memory that has to be “suitable”
may be restricted to the regions where the expression may have a side-effect (as anticipated by the type and effect system).
In the following definition, we write Δ | V : τ for Δ | V : ∅, τ , and we let, for e ∈ Eff:
Δ | δ  e ⇔def ∀ρ ∈ e ∩ dom(Δ). ∀uρ ∈ dom(δ). Δ | δ(uρ) : Δ(ρ)
Clearly, Δ | δ  e is vacuously true if e ⊆ {}.
Definition 5.3 (Realizability). The closed expression M realizes e, τ in the context of Δ, in notation Δ | M : e, τ , if and
only if the following holds, whereM = { δ | Δ | δ  e }:
(i) (e, τ ) ∈ ET (Δ);
(ii)M ↘M;
(iii) if δ ∈ M is such that (δ,M, 0, 0) wf then
(δ,M, 0, 0)
∗−→
e′
c,M (δ′,M′, T, S) ⇒ e′ ⊆ e & δ′ ∈ M
(iv) with the same hypothesis on (δ,M, 0, 0) as in (iii), if (δ,M, 0, 0)
∗−→
e′
a (δ′, V, T, 0) then
(a) if τ = 1 then V = (),
(b) if τ = θ refρ then V ∈ Locρ ,
(c) if τ = (θ e′′−→ σ) then ∀W . Δ | W : θ ⇒ Δ | (VW) : e′′, σ .
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This is extended to open expressions as follows: if fv(M) ⊆ dom(Γ ) where Γ = x1 : τ1, . . . , xn : τn then Δ;Γ | M : e, τ
if and only if
∀i ∀Vi. Δ | Vi : τi ⇒ Δ | {x1 →V1, . . . , xn →Vn}M : e, τ
This definition is well-founded. Indeed, with the statementΔ | δ  e the definition ofΔ | M : e, τ calls forΔ | V : ∅, θ
where θ = Δ(ρ) for some ρ in e (if there is any such region), and we have seen that (∅, θ) ≺Δ (e, τ ) in this case. If
τ = (θ e′′−→ σ), the definition calls forΔ | W : ∅, θ andΔ | M : e′′, σ . It is clear that, in this case, (∅, θ) ≺Δ (e, θ e
′′−→ σ)
since RegΔ(θ) ⊆ RegΔ(θ e
′′−→ σ) and |θ | < |θ e′′−→ σ |. Moreover, since RegΔ(e′′) ⊆ RegΔ(θ e
′′−→ σ), it is obvious that
(e′′, σ ) ≺Δ (e, θ e
′′−→ σ).
Notice that thehypothesis of the item(iv) of thedefinitionmeans inparticular that reducingM doesnot endupperforming
a call to a recursive process∇yN. Then it is not difficult to see that an expression of the form (∇yMV) realizes any type and
effect, and therefore that Δ | ∇yM : e, (τ e′−→ σ) for any Δ, e, etc. We observe that, restricted to values, the realizability
interpretation is quite standard (see [28]).
Remark 5.4 Let V be a closed value. Then Δ | V : τ if and only if Δ  τ and
(a) if τ = 1 then V = (),
(b) if τ = θ refρ then V ∈ Locρ ,
(c) if τ = (θ e−→ σ) then ∀W . Δ | W : τ ⇒ Δ | (VW) : e, σ .
One can also see that as regards the functional fragment of the language, the realizability interpretation is as one might
expect.
5.2. Continuity
In the following, we shall prove the soundness of the type system with respect to the realizability interpretation, that is,
Δ;Γ  M : e, τ implies Δ;Γ | M : e, τ . The proof of the soundness property proceeds by induction on the inference of
the typing judgement Δ;Γ  M : e, τ . In the cases where this inference uses a typing assumption about variables, namely
in the cases of functional values, recursive or not, we see that we have to substitute for the variables some values realizing
appropriate types. However, in the case of recursive functions, that is rec f (x)M (we have seen that the case of∇yM is trivial),
there is a circularity in this argument, since we would like to show that such an expression realizes its type by substituting
rec f (x)M for f inM, with the hypothesis that the substituted value, that is rec f (x)M, realizes the same type. Then in this case
we shall resort to a continuity argument, as in [28]: we shall define, for each expression, a set of approximants, and we shall
show that if all approximants of an expression realize a given type, then the expression realizes this type. Our approach,
however, differs from the one of [28]: we introduce new auxiliary values in the language,
V ::= · · · | recnf (x)M
for any n ∈ N, with the following operational semantics:
(δ, E[(rec0f (x)MV)]) −→

(δ, E[(rec0f (x)MV)], 0, 0)
(δ, E[(recn+1f (x)MV)]) −→

(δ, E[{x →V}{ f →recnf (x)M}M], 0, 0)
and the typing
Δ;Γ , x : τ, f : (τ e′−→ σ)  M : e, σ
Δ;Γ  recnf (x)M : ∅, (τ e′−→ σ)
e′ = {} ∪ e
We then define the notion of an approximant of an expression, which is obtained by replacing each occurrence of rec in the
expression with recn for some n. More precisely, we define
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Fig. 4. Approximants.
App(M) =def
⋃{Appn(M) | n ∈ N }
where Appn(M) is defined by structural induction onM, in an obvious way, see Fig. 4. We define on the extended language,
with the auxiliary values recnf (x)M, the approximation ordering , as the precongruence generated by
recnf (x)M  rec f (x)M
recnf (x)M  recn+1f (x)M
It is easy to see that this is actually an ordering, that is, an antisymmetric relation. One should notice that if M  N, then
the expressionM has exactly the same structure as N, where some nodes rec or recn are replaced with reck for some k ( n).
This will allow us to establish quite easily a direct correspondence between the transitions of an expression and those of its
approximants, without having to reformulate the operational semantics, as this is done in [28]. The approximation ordering
is extended pointwise to memories, that is
δ′  δ ⇔def
⎧⎪⎨
⎪⎩
dom(δ′) = dom(δ) &
∀uρ ∈ dom(δ). δ′(uρ)  δ(uρ)
and to multisets of expressions, as the congruence with respect to multiset sum generated by. It should be clear that the
following holds:
Remark 5.5 V  W &M  N ⇒ {x →V}M  {x →W}N
One should also notice that
M ∈ App(N) ⇒ M  N
M  N ⇒ M ∈ Val ⇔ N ∈ Val
M  N ⇒ Δ;Γ  M : e, τ ⇔ Δ;Γ  N : e.τ
Moreover, ifM0 ∈ App(N) andM1 ∈ App(N), then there existsM0 unionsq M1 ∈ App(N) which is a least upper bound ofM0 and
M1.
Lemma 5.6 M ∈ App({x →V}N) ⇒ ∃W ∈ App(V) ∃N′ ∈ App(N). M  {x →W}N′.
Proof. By induction on N. 
Nowwe aim at showing that ifM approximates N, and N converges, thenM either diverges or converges towards a value
that approximates the one of N, and that ifM converges, then N converges too, towards a better value. A first step is:
Lemma 5.7 Let N be a closed expression.
(i) If (δ,N) −→
e
(δ′,N′, T, S) and M  N and δ0  δ then either e = {} and (δ0,M) −→
e
(δ0,M, 0, 0), or there exist
M′  N′, δ1  δ′, T ′  T and S′  S such that (δ0,M) −→
e
(δ1,M
′, T ′, S′).
(ii) If M  N and δ0  δ and (δ0,M) −→
e
(δ1,M
′, T, S) then either e = {} and (δ1,M′, T, S) = (δ0,M, 0, 0), or
(δ,N) −→
e
(δ′,N′, T ′, S′) for some δ′, N′, T ′ and S′ such that (δ1,M′, T, S)  (δ′,N′, T ′, S′).
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Proof.We prove (i) by case on the transition (δ,N) −→
e
(δ′,N′, T, S). Let us just examine the case N = E[(rec f (x)MV)]. In
this case, we have e = {}, δ′ = δ, T = 0 = S and N′ = E[{x →V}{ f →rec f (x)M}M], and eitherM = E′[(rec f (x)M′V ′)]
orM = E′[(recnf (x)M′V ′)]with E′  E,M′  M and V ′  V . In the second case, we have (δ0,M) −→ (δ0,M, 0, 0) if n = 0,
and otherwise
(δ0,M) −→ (δ0, E
′[{x →V ′}{ f →rec f (x)M′}M′, 0, 0)
or
(δ0,M) −→ (δ0, E
′[{x →V ′}{ f →rec f n−1(x)M′}M′, 0, 0)
and we use Remark 5.5 to conclude. The proof of (ii) is similar. 
Let us denote by (δ,M)⇑ the fact that there exists a sequence of transitions from (δ,M, 0, 0) of the following form:
(δ,M, 0, 0)
∗−→
e
c (δ′,M′, T, S) −→

a (δ′,M′, T, S)
Then an obvious consequence of the previous lemma is:
Corollary 5.8 Let N be a closed expression andM a set of memories.
(i) If (δ,N, 0, 0)
∗−→
e
c,M (δ′, V, T, S) andM  N and δ0  δ then either∈ e and (δ0,M)⇑ or there existW , δ1, T ′ and S′
such that (δ0,M, 0, 0)
∗−→
e
c,M (δ1,W, T ′, S′) withW  V , δ1  δ′ and T ′  T .
(ii) IfM  N and δ0  δ and (δ0,M, 0, 0) has a ∗−→
e
a transition (resp. a
∗−→
e
c,M transition) to (δ1, V, T, S) then there exist δ′,
W , T ′ and S′ such that (δ,N, 0, 0) has a ∗−→
e
a transition (resp. a
∗−→
e
c,M transition) to (δ′,W, T ′, S′) with (δ1, V, T, S) 
(δ′,W, T ′, S′).
as announced, and therefore
Corollary 5.9 Let N be a closed expression. Then for all M andM if M  N then M ↘M ⇔ N ↘M.
Now we show that if N approximatesM, andM realizes e and τ , then N realizes the same effect and type.
Proposition 5.10 Let M be a closed expression. If Δ | M : e, τ and N  M then Δ | N : e, τ .
Proof. By induction on (e, τ ), ordered by ≺Δ. The points (i) and (ii) of Definition 5.3 are obvious, using Corollary 5.9. Let
M = { δ | Δ | δ  e } and δ ∈ M. If
(δ,N, 0, 0)
∗−→
e
c,M (δ′,M, T, S)
then
(δ,M, 0, 0)
∗−→
e
c,M (δ′′,N, T ′, S′)
with δ′  δ′′ by Lemma 5.7(ii). Since Δ | M : e, τ , we have δ′′ ∈ M, hence also δ′ ∈ M by induction hypothesis. This
shows (iii) of Definition 5.3. Let us now show (iv). If
(δ,N, 0, 0)
∗−→
e
a (δ′, V, T, 0)
then by Corollary 5.8(ii) we have
(δ,M, 0, 0)
∗−→
e
a (δ′′, V ′, T ′, 0)
with V  V ′. Since Δ | M : e, τ , we have Δ | V ′ : τ . We examine the possible cases. If τ = 1 or τ = θ refρ we have
V ′ = () or V ′ ∈ Locρ , hence V = V ′, and we are done in these cases. Otherwise, that is if τ = (θ e
′′−→ σ), let W be such
that Δ | W : θ . Then Δ | (V ′W) : e′′, σ , and therefore, since (VW)  (V ′W) we have Δ | (VW) : e′′, σ by induction
hypothesis, because (e′′, σ ) ≺Δ (e, τ ). 
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The evaluation of an expression can always be approximated by the evaluation of an approximant of the expression, if
we chose n large enough in approximating a sub-expression rec f (x)N as recnf (x)N′. In the following lemma, the definition
of approximants is extended to evaluation contexts, and (pointwise) to memories.
Lemma 5.11 Let N be a closed expression. If (δ,N) −→
e
(δ′,N′, T, S) and (δ′′,M′, T ′, S′) ∈ App(δ′,N′, T, S) then there exist
(δ0,M) ∈ App(δ,N) such that (δ0,M) −→
e
(δ1,M
′′, T ′′, S′′) with (δ′′,M′, T ′, S′)  (δ1,M′′, T ′′, S′′).
Proof (Sketch). By case on the transition (δ,N) −→
e
(δ′,N′, T, S). Let us just examine the case N = E[(rec f (x)MV)]. In this
case, we have e = {}, δ′ = δ, T = 0 = S and N′ = E[{x →V}{y →rec f (x)M}M]. By Lemma 5.6 there existW ∈ App(V),
E′ ∈ App(E), N0,N1 ∈ App(M) and n such thatM′  E′[{x →W}{ f →recnf (x)N0}N1], and we also have
M′  E′[{x →W}{ f →recnf (x)N}N]
where N = N0 unionsq N1. Then we may let N = E′[(recn+1f (x)NW)] and δ0 = δ′′ in this case. The other cases are left to the
reader. 
An obvious consequence of this lemma is:
Corollary 5.12 (The Approximation Lemma). Let N be a closed expression. Then for any set M of memories, if (δ,N, 0, 0)
has a
∗−→
e
c,M transition (resp. a
∗−→
e
a transition) to (δ′,N′, T, S), and if (δ′′,N′′, T ′, S′) ∈ App(δ′,N′, T, S) then there exists
(δ0,M) ∈ App(δ,N) such that (δ0,M, 0, 0) has a ∗−→
e
c,M transition (resp. a
∗−→
e
a transition) to (δ1,M
′, T ′′, S′′) for some δ1, M′,
T ′′ and S′′ such that (δ′′,N′′, T ′, S′)  (δ1,M′, T ′′, S′′).
Finally we can prove the continuity of the realizability interpretation:
Theorem 5.13 (Continuity).(∀N ∈ App(M). Δ;Γ | N : e, τ ) ⇒ Δ;Γ | M : e, τ
Proof. By induction on (e, τ ). Let Γ = {x1 : τ1, . . . , xn : τn}, and let V1, . . . , Vn be any closed values such that Δ | Vi : τi
for all i. We letM = {x1 →V1, . . . , xn →Vn}M. Let us show thatΔ | M : e, τ . SinceApp(M) 	= ∅we have (e, τ ) ∈ ET (Δ).
Now letM = { δ | Δ | δ  e }. The fact thatM ↘M is a consequence of Corollary 5.9.
Now let δ be such that (δ,M, 0, 0) is well-formed, and (δ,M, 0, 0)
∗−→
e′
c,M (δ′,N, T, S), and let (δ′′,N′, T ′, S′) ∈
App(δ′,N, T, S). Then by Corollary 5.12 there exist (δ0,N) ∈ App(δ,M) such that
(δ0,N, 0, 0)
∗−→
e′
c,M (δ1,M, T1, S1)
with (δ′′,N′, T ′, S′)  (δ1,M, T1, S1). Using Lemma 5.6 one can see that there exist M0 ∈ App(M) and Wi ∈ App(Vi) for
each i such that, if we letM0 = {x1 →W1, . . . , xn →Wn}M0, we have N  M0 ∈ App(M). By Corollary 5.8(ii) we have
(
δ0,M0, 0, 0
) ∗−→
e′
c,M
(
δ′1,N′′, T ′1, S′1
)
with δ1  δ′1. By Proposition 5.10 we have Δ | Wi : τi for all i and therefore Δ | M0 : e, τ , hence δ′1 ∈ M, which implies
δ′′ ∈ M by Proposition 5.10 again. By induction hypothesis, we then have δ′ ∈ M, and this shows (iii) of Definition 5.3.
Now assume that (δ,M, 0, 0)
∗−→
e′
a (δ′, V, T, 0). To show (iv) of Definition 5.3, we have to prove Δ | V : τ . Let
V ′ ∈ App(V). Then by Corollary 5.12 there exist (δ0,N) ∈ App(δ,M) such that (δ0,N, 0, 0) ∗−→
e′
a (δ1,M, T1, S1) with
V ′  M and 0  S1. Then M ∈ Val and S1 = 0, and therefore Δ | M : τ , hence also Δ | V ′ : τ by Proposition 5.10. If
τ = 1 or τ = θ refρ we have V ′ = () or V ′ ∈ Locρ , hence V = V ′, and we are done in these cases. Otherwise, that is if
τ = (θ e′′−→ σ), letW be such that Δ | W : θ . Then for anyW ′ ∈ App(W)we have Δ | W ′ : θ by Proposition 5.10 again,
hence Δ | (V ′W ′) : e′′, σ , and therefore by induction hypothesis Δ | (VW) : e′′, σ for allW such that Δ | W : θ . This
shows Δ | V : τ in this case. 
5.3. Soundness and type safety
In this section, we establish the soundess of the type system with respect to the realizability interpretation, namely that
if an expression has effect e and type τ in some context, then in the same context it realizes e and τ (see [5,21], and also
[26], where soundness is called “the Basic Lemma”). We shall use a saturation property:
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Lemma 5.14 (Saturation).
(i) Δ;Γ | {x →V}M : e, τ ⇒ Δ;Γ | (λxMV) : e, τ
(ii) Δ;Γ | {x →V}{ f →rec f (x)M}M : e, τ ⇒ Δ;Γ | (rec f (x)MV) : e, τ
(ii) Δ;Γ | {x →V}{ f →recmf (x)M}M : e, τ ⇒ Δ;Γ | (recm+1f (x)MV) : e, τ
Proof. If Γ = x1 : τ1, . . . , xn : τn let V1, . . . , Vn be such that Δ | Vi : τi for all i, and let
N = {x1 →V1, . . . , xn →Vn}(λxMV)
N′ = {x1 →V1, . . . , xn →Vn}{x →V}M
Since
(δ,N, 0, 0)
+−→
e′
(δ′,N′′, T, S) ⇔ (δ,N′, 0, 0) ∗−→
e′
(δ′,N′′, T, S)
it is clear that Δ | N : e, τ if and only if Δ | N′ : e, τ . The other cases are similar. 
Proposition 5.15 (Soundness). Δ;Γ  M : e, τ ⇒ Δ;Γ | M : e, τ
Proof. First we notice that the point (i) of Definition 5.3 is a consequence of Remark 4.1(i). Then we proceed by induction on
the proof of Δ;Γ  M : e, τ . This is trivial ifM is a variable, a reference uρ or (), or if the last rule used in this proof is the
weakening rule. We now examine the other cases.
M = λxN . IfM = λxNwith e = ∅, τ = (θ e′−→ σ) andΔ;Γ , x : θ  N : e′, σ , letW ∈ Valbe such thatΔ | W : θ . IfΓ =
x1 : τ1, . . . , xn : τn and Δ | Vi : τi for all i we have, by induction hypothesis, Δ | {x1 →V1, . . . , xn →Vn}{x →W}N :
e′, σ , and therefore Δ | ({x1 →V1, . . . , xn →Vn}MW) : e′, σ by Lemma 5.14. This shows Δ;Γ | M : e, τ in this case,
where the points (ii) and (iii) of Definition 5.3 are trivial since {x1 →V1, . . . , xn →Vn}M ∈ Val.
M = recm f (x)N . If M = recmf (x)N with e = ∅, τ = (θ e′′−→ σ) and Δ;Γ , x : θ, f : τ  N : e′, σ , where e′′ = e ∪ {}
and Γ = x1 : τ1, . . . , xn : τn, we proceed by induction on m. Let V1, . . . , Vn and V be closed values such that Δ | Vi : τi
for all i and Δ | V : θ . If we let M = {x1 →V1, . . . , xn →Vn}M = recmf (x)N where N = {x1 →V1, . . . , xn →Vn}N, we
have, in the case wherem = 0,
(δ, (MV)) −→

(δ, (MV), 0, 0)
for any δ, and therefore Δ | (MV) : e′′, σ , and this shows
Δ;Γ | rec0f (x)N : ∅,
(
θ
e′′−→ σ
)
Now ifm = k + 1 we have
(
δ, (MV)
) −→

(
δ, {x →V}{ f →reckf (x)N}N, 0, 0
)
Since Δ | reckf (x)N : τ by induction hypothesis (on m), and Δ;Γ , x : θ, f : τ | N : e′, σ by induction hypothesis (on
the inference of the typing judgement Δ;Γ , x : θ, f : τ  N : e′, σ ), we have Δ;Γ | {x →V}{ f →reckf (x)N}N : e′, σ ,
and we use Lemma 5.14 to conclude in this case.
M = rec f (x)N If M = rec f (x)N with e = ∅, τ = (θ e′′−→ σ) and Δ;Γ , x : θ, f : τ  N : e′, σ where e′′ = e′ ∪ {}, we
have Δ;Γ | recmf (x)N : ∅, τ for all m, as we have just seen, and therefore Δ;Γ | M′ : ∅, τ for all M′ ∈ App(M) by
Proposition 5.10, hence Δ;Γ | M : ∅, τ by Theorem 5.13.
M = ∇yN . IfM = ∇yN then e = ∅, τ = (1 e′−→ 1) and Δ;Γ , y : τ  N : e′, 1. If the typing context Γ is x1 : τ1, . . . , xn :
τn, and Δ | Vi : τi for all i then {x1 →V1, . . . , xn →Vn}M ∈ Val, and therefore the points (ii) and (iii) of Definition 5.3 are
trivial in this case. LetM′ = {x1 →V1, . . . , xn →Vn}M, and letW ∈ Val be such that Δ | W : 1, that is,W = (). Then
(δ, (M′W), 0, 0) −→∅ (δ, (), 0,N
′)
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where N′ = {x1 →V1, . . . , xn →Vn}{y →M}N, and therefore it is obvious that Δ | (M′W) : e′, 1 (the expression (M′W)
actually realizes any type and effect). This shows Δ;Γ | M : e, τ .
Since the context Γ plays no role in the other cases, for simplicity we shall assume for the rest of the proof that this
context is empty, and in particular thatM is closed (the proof for open terms is the same, except that it involves in each case
appropriate substitutions of values).
M = (M0N). IfM = (M′N)withΔ;  M′ : e0, (θ e2−→ τ) andΔ;  N : e1, θ where e = e0 ∪ e1 ∪ e2, we first show (ii) and
(iii) of Definition 5.3. LetM = { δ | Δ | δ  e } andMi = { δ | Δ | δ  ei }. Since e0 ⊆ ewe haveM ⊆ M0, and therefore,
by induction hypothesis, we have M′ ↘M, and similarly N ↘M. Let δ ∈ M be such that C = (δ,M, 0, 0) is well-formed,
and let us consider a maximal−→c,M-transition sequence from C:
C = (δ0,M0, T0, S0) −→
ε0
c,M · · · −−−→
εn−1
c,M (δn,Mn, Tn, Sn) · · · (4)
This sequence starts with a (possibly empty) sequence of computations of the function M′, that is, there is a (maximal)
sequence of−→a-transitions
(δ0,M
′, T0, S0) −→
ε0
a · · · −−−→
εm−1
a (δm,Nm, Tm, Sm) · · · (5)
such that Mm = (NmN). Since this is also a (possibly not maximal) sequence of −→c,M-transitions, we see, using M′ ↘M,
that there are two cases:
(1) If this sequence is infinite, we have εj = {} for an infinite number of indices j, since M′ ↘M. Then we are done in
this case with (ii) of Definition 5.3. Moreover, we have δn ∈ M0 for all n, by induction hypothesis. Let ρ ∈ e − e0 and
uρ ∈ dom(δn). By induction hypothesis we have ρ 	∈ εi ⊆ e0 for i n. Then by Remark 3.3 we have uρ ∈ dom(δ0) and
δn(uρ) = δ0(uρ), hence δn ∈ M. This shows (iii) of Definition 5.3 in this case, where (iv) is vacuously true.
(2) Otherwise, the sequence (5) is finite, of length k, and Nk ∈ Val. Then by induction hypothesis εi ⊆ e0 and δi ∈ M0
for i k, and Δ | Nk : (θ e2−→ τ). Then, as above, if uρ ∈ dom(δi) with ρ ∈ e − e0, we have uρ ∈ dom(δ0) and
δi(uρ) = δ0(uρ), and this shows δi ∈ M for i k. We distinguish two cases:
(2.1) If Sk 	= 0, then Nk = () and Sk = E[{y →∇yM′′}M′′]with Nk−1 = E[∇yM′′]. In this case, the sequence (4) above is
(δ0, (M
′N), T0, S0) −→
ε0
a · · · −−→
εk−1
a (δk, (), Tk, (E[{y →∇yM′′}M′′]N))
−→
εk
c,M · · · −−−→
εn−1
c,M (δn,Mn, Tn, Sn) · · ·
in such a way that
(δ0,M
′, T0, S0) −→
ε0
c,M · · · −−→
εk−1
c,M (δk, (), Tk, E[{y →∇yM′′}M′′])
−→
εm
c,M · · · −−−→
εn−1
c,M (δn,Mn, Tn, Sn) · · ·
is a maximal sequence of −→c,M-transitions starting from (δ0,M′, T0, S0), and we easily conclude in this case, where
(iv) is vacuously true, using the induction hypothesis, that is Δ | M′ : e0, (θ e2−→ τ).
(2.2) If Sk = 0, the functionM′ in (M′N) evaluates to a value V = Nk such thatΔ | V : (θ e2−→ τ), by induction hypothesis.
Then the computation of (MN) reduces into (VN), and continues with the evaluation of the argument N. That is, there
exists a (maximal) sequence of−→a-transitions
(δk,N, 0, 0) −→
εk
a · · · −−→
εk+l
a (δk+l,N′l , T ′l , Sk+l) · · · (6)
such that Mk+i = (VN′i ) and Tk+i = Tk + T ′i for all i. If this sequence is infinite, or ends up with a yield operation
(unfolding a recursive process), then we argue as above, using the induction hypothesis Δ | N : e1, θ . Otherwise,
there exists h such thatN′h is a valueW , and Si = 0 for i k+h. Thenwe haveΔ | W : θ and δi ∈ M1 for k < i k+ l
by induction hypothesis. By the same argument as above, we have δi ∈ M for i k+ l (see (2) above). In this case, the
sequence (4) is
(δ0, (M
′N), T0, S0) −→
ε0
a · · · −−→
εk−1
a (δk, (VN), Tk, 0)
−→
εk
a · · · −−→
εk+h
a (δk+h, (VW), Tk + T ′h, 0) · · ·
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Since Δ | V : (θ e2−→ τ) and Δ | W : θ , we have, by definition, Δ | (VW) : e2, τ , and in particular (VW) ↘M. Then
there is a maximal sequence of−→a-transitions
(δk+h, (VW), 0, 0) −−→
εk+h
a · · · −→
εn
a (δn,N
′′
n−(k+h), T ′′n−(k+h), Sn) · · ·
such thatMn = N′′n−(k+h) and Tn = Tk + T ′h + T ′′n−(k+h) for n k + h. If this computation diverges, or ends up with a yield
operation, we argue as above. If for some t we have N′′t ∈ Valwith Sk+h+t = 0, then the computation (4) is
(δ0, (M
′N), T0, S0) −→
ε0
a · · · −−→
εk−1
a (δk, (VN), Tk, 0)
−→
εk
a · · · −−−−→
εk+h−1
a (δk+h, (VW), Tk + T ′h, 0)
−−→
εk+h
a · · · −→
εt
a (δt,N
′′
t , Tk + T ′h + T ′′t , 0) · · ·
and the computation continues executing some thread from Tk + T ′h + T ′′t . By Lemma 3.5 we have Tk + T ′h + T ′′t ↘M, and
this concludes the proof of (ii) in this case. To see that δi ∈ M holds for i > k + h + t, one observes that δi is actually
obtained in a sequence of−→c,M-transitions starting fromM′, or fromN, or from (VW), andwe use the induction hypotheses
Δ | M′ : e0, (θ e2−→ τ) and Δ | N : e1, θ , and the fact that Δ | (VW) : e2, τ to conclude δi ∈ M, thus showing (iii).
Finally to show (iv) we use the fact that Δ | (VW) : e2, τ .
M = (refρN). IfM = (refρN)withΔ;  N : e′, θ and e = {ρ} ∪ e′, where θ = Δ(ρ), we haveΔ | N : e′, θ by induction
hypothesis, and in particular N ↘M′ whereM′ = { δ | Δ | δ  e′ }. LetM = { δ | Δ | δ  e } and δ ∈ M be such that
C = (δ,M, 0, 0) is well-formed. Let us consider a maximal sequence of −→c,M-transitions from this configuration:
C = (δ0,M0, T0, S0) −→
ε0
c,M · · · −−−→
εn−1
c,M (δn,Mn, Tn, Sn) · · · (7)
This sequence starts with a (possibly empty) sequence of computations of N, that is, there is a (maximal) sequence of
−→a-transitions
(δ0,N, T0, S0) −→
ε0
a · · · −−−→
εm−1
a (δm,Nm, Tm, Sm) · · ·
such that Mm = (refρNm). SinceM ⊆ M′ we have N ↘M, and therefore this sequence either diverges, or ends up with a
yield operation, or there exists k such that Nk is a value V and Sk = 0. In this latter case, the sequence (7) is
(δ, (refρN), 0, 0) −→
ε0
a · · · −−→
εk−1
a (δk, (refρV), Tk, 0)
−→
ρ
a (δk ∪ {uρ →V}, uρ, Tk, 0)
where u = fresh(dom(δk)). By induction hypothesis, we have εi ⊆ e′ and δi ∈ M′. Assuming that ρ 	∈ e′, if vρ ∈ dom(δi)
we have vρ ∈ dom(δ) and δi(vρ) = δ(vρ) by Remark 3.3, hence δi ∈ M for all i k. Moreover, Δ | V : θ by induction
hypothesis, and therefore δk ∪ {uρ →V} ∈ M. In this case as well as the others, we conclude as in the case of application.
M = (!N). IfM = (!N)withΔ;  N : e′, τ refρ and e = {ρ}∪ e′, we haveΔ(ρ) = τ , andΔ | N : e′, τ refρ by induction
hypothesis, hence N⇓M′ whereM′ = { δ | Δ | δ  e′ }, hence also N⇓M whereM = { δ | Δ | δ  e }. Given δ ∈ M
such that C = (δ, (!N), 0, 0) is well-formed, anymaximal−→c,M-computation of C starts with amaximal−→a-computation
of (δ,N, 0, 0). If this computation diverges, or end up with a yield operation, we argue as in the previous cases. Otherwise,
there is a value V such that
(δ,N, 0, 0)
∗−→
ε
a (δ′, V, T, 0)
and therefore Δ | V : τ refρ by induction hypothesis, that is, V is a reference uρ . By induction hypothesis, we also have
δ′ ∈ M′. If ρ 	∈ ε, we have uρ ∈ dom(δ) and δ′(uρ) = δ(uρ), hence Δ | δ′(uρ) : τ in this case since δ ∈ M. Otherwise,
that is if ρ ∈ ε, we have ρ ∈ e′ and thereforeΔ | δ′(uρ) : τ also in this case since δ ∈ M′. This shows (iv) of Definition 5.3
in this case. The remaining points of Definition 5.3 are shownas above. The proof is similar in the casewhereM = (M′ := N),
and similar to the case ofM = (M′N). The details are left to the reader, as well as the case ofM = (threadN). 
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We can now prove our main result, namely a Type Safety theorem, which improves upon the standard statement:
Theorem 5.16 (Type Safety). Let M be a closed typable expression that does not contain any memory address. Then the config-
uration C = (∅,M, 0, 0) is reactive. Moreover, any configuration reachable from C is reactive.
Proof. We prove that if C = (δ,M, T, S) is a closed, well-formed typable configuration then (i) C is reactive, and (ii) any
configuration reachable from C is reactive.Wefirst show (i).We haveΔ  δ andΔ;  M : eM, τ for some type τ ,Δ;  T : eT
and Δ;  S : eS with e = eM ∪ eT ∪ eS . LetM = { δ′ | Δ | δ′  e }. Then δ ∈ M, and M ↘M, and also N ↘M for any N
in T by Proposition 5.15. ThenM + T ↘M by Lemma 3.5. This shows that C is reactive. (ii) If C ∗−→
e′
C′ then C′ is closed and
well-formed, and by Proposition 4.2 C′ is typable, and therefore reactive by (i). 
An obvious consequence of this result is that typable closed expressions writtenwithout recursion – either ordinary, that
is rec f (x)M, or using the yield-and-loop construct ∇yM – always terminate. This solves a problem raised in [13], regarding
the typing of termination leaks.More precisely, we have shown in [13] that the typing of secure information flow (see [30] for
a survey on this topic) may be largely improved if we know that some expressions (specifically, the branches in a conditional
branching) are terminating, but we left open the problem of designing a typing technique to ensure termination. Our type
and effect system provides a solution: for the language of [13], a typable expression that does not exhibit an unfolding
effect  is guaranteed to terminate. The language of [13] did not contain the construct ∇yM. To detect also the kind of
non-termination introduced by this construct, the typing system should involve a specific (latent) effect in the typing of
∇yM, similar to . We have not considered this refinement here, but it should be obvious that making explicit the yield
effect does not cause any difficulty.
6. Conclusion
We have proposed a way of ensuring termination in a higher-order imperative language, and more generally to ensure a
fairness property in a concurrent (cooperative) version of the language. Ourmain technical contribution consists in designing
a type and effect system for our language, that supports an extension of the classical realizability technique to show our
termination property, namely fairness. We think that, for expressions not involving the yield-and-loop construct, we could
show termination also under a preemptive discipline, that is for the standard interleaving semantics of threads.
Our study was limited to a very simple core language, and clearly it should be extended to more realistic ones. The
synchronization constructs of synchronous, or reactive programming for instance [15,25,33] should be added. We believe
this should not cause any difficulty. Indeed, the problemwith termination in a concurrent higher-order imperative language
is in the interplay between functions and store, and between recursion and thread creation.
Another topic that deserves to be investigated is whether the restriction imposed by our stratification of the memory is
acceptable in practice.Webelieve that the restrictionwehaveon the storable functional values is not too severe (in particular,
any pure function can be stored), but obviously our design for the type system needs to be extended, and experimented on
real applications, in order to assess more firmly this belief. We notice also that our approach does not seem to preclude the
use of cyclic data structures. In OCaml for instance, one may define cyclic lists like – using standard notations for the list
constructors:
(let rec x = cons(1, x) in x)
Such a value, which is a list of integers, does not show any effect, and therefore it should be possible to extend our language
and type and effect system to deal with such circular data structures.
Finally it would be interesting to see whether showing termination in a concurrent, higher-order imperative language
may have other applications than the onewhichmotivated ourwork (we havementioned such an application in the previous
section). For instance, “transactional concurrency” relies, like cooperative concurrency, on an implicit fairness assumption,
namely that any transaction is supposed to terminate. It would therefore be interesting to adapt our termination argument
to this setting. One may also wonder whether our realizability interpretation could be generalized to logical relations (and
to richer notions of type), in order to prove program equivalences for instance.
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