We present a validation assessment of the eigenerosion scheme applied in conjunction with the Optimal Transportation Meshfree (OTM) method. The assessment is based on the detonation-driven 304L steel spherical-cap fragmentation experiments of Campbell et al. (2007) . Metrics used for purposes of validation include the velocity history of a witness point of the shell and the histogram of recovered fragment sizes. The results of the simulations are found to be in overall good agreement with the experimental measurements, especially when allowances are made for uncertainties in the characterization of the drive and material properties. The ability of the approach to predictively simulate exceedingly complex patterns of fracture and fragmentation under severe conditions of loading and material behavior is remarkable, especially in consideration of the simplicity of the fracture model and its implementation.
Introduction
The present work is concerned with the validation of a material-point erosion scheme, termed eigenerosion (Schmidt et al., 2009; Pandolfi and Ortiz, 2012; Pandolfi et al., 2013) , in applications involving detonation-driven fragmentation of metals. We base our validation assessment on the experiments of Campbell et al. (2007) , in which a stainless steel spherical cap shell is pressurized by the detonation of explosive. Numerical simulations of dynamic fragmentation furnish an exacting test of fracture algorithms. Thus, under dynamic loading, cracks may develop stochastically, branch and reconnect, thereby drastically modifying the topology of the solid. Other challenges arise in connection with the development of extreme conditions of pressure, temperature, rate of deformation and energy density, often accompanied by phase transitions such as melting and vaporization. In regions of more moderate energy density, the material may still experience large deformations, strain localization, hydrodynamic instabilities, fracture and fragmentation. In particular, explosive loading through the detonation of high explosives causes intense transient loading of the metal, following the arrival of pressure waves. Subsequent expansion and deformation of the metal leads to material tearing and crack opening (Campbell et al., 2007; Goto et al., 2008; Hiroe et al., 2008; Arnold and Rottenkolber, 2008) . Theoretical interpretations of the dynamic fragmentation of rapidly expanding metal shells include the statistical theory of Mott (1947) , the energy-based theories of Grady et al. (1984) ; Kipp et al. (1986) , and others (Fressengeas and Molinari, 1994; Miller et al., 1999; Pandolfi et al., 1999; Repetto et al., 2000; Drugan, 2001; Guduru and Freund, 2002; Shenoy, 2003; Zhou et al., 2005; Zhang and Chen, 2009 Element erosion has been extensively used to simulate fracture in a number of areas of application, including terminal ballistics (Johnson and Stryk, 1987; Belytschko and Lin, 1987; Ortiz and Giannakopoulos, 1990; Johnson and User, 1990; Whirley and Hallquist, 1991; Borvik et al., 2008) . However, some of these methods fail to converge or converge to the wrong limit (Negri, 2003) . These pathologies can be eliminated by means of local averaging schemes (Negri, 2003; Schmidt et al., 2009) . In the present work, we focus on a particular averaged-erosion scheme, termed eigenerosion (Schmidt et al., 2009; Pandolfi and Ortiz, 2012; Pandolfi et al., 2013 ). An appealing aspect of this scheme is that it has proven convergence properties (Schmidt et al., 2009) , namely, the solutions converge to those of Griffith fracture in the limit of a vanishingly small mesh size. When combined with material-point methods, i. e., methods that sample the state of the material at discrete or material points, eigenerosion may be implemented as a material-point erosion scheme, i. e., the materialpoints can be either intact, in which case their behavior is governed by constitutive equations, or be completely failed-or eroded-and have no residual load bearing capacity. The implementation of the method is straightforward (Pandolfi and Ortiz, 2012; Pandolfi et al., 2013) and applies to general situations, possibly involving complex three-dimensional fracture patterns such as branching and fragmentation.
We specifically consider eigenerosion in conjunction with the Optimal Transportation Meshfree (OTM) method of Li et al. (2010 Li et al. ( , 2012 , which combines optimal transportation as a means of time discretization with max-ent mesh-free spatial interpolation Arroyo and Ortiz, 2006 and material-point sampling (cf., e. g., Sulsky et al., 1994) . OTM is specially well-suited to the simulation of unconfined plastic flows and, as a material-point based method, it provides a convenient framework for the implementation of eigenerosion and other similar schemes. Another convenient feature of OTM, especially in the context of fragmentation, where fragments often undergo complex collision sequences before scattering, is that seizing contact is accounted for automatically simply as a result of cancelation of linear momentum between adjacent fragments (cf. Li et al., 2012; Sulsky et al., 1994) .
The paper is organized as follows. In Section 2 we briefly review the relevant features of the OTM method and of the eigenerosion scheme that provide the basis for the simulations. In Section 3 we describe the computational model, including the modeling of the explosive action and the material model. In Section 4 we present the results of the numerical simulation and compare them with the experimental data. We conclude in Section 5 with a summary and some concluding remarks.
The numerical algorithm: OTM and eigenerosion
In this work, we evaluate the eigenerosion scheme in the particular framework of the Optimal Transportation Meshfree (OTM) method (Li et al., 2010) . The OTM method is a meshfree updated Lagrangian numerical scheme that combines concepts from Optimal Transportation theory (cf., e. g., Villani, 2003) with material-point sampling (cf., e. g., Sulsky et al., 1994) and local max-ent meshfree approximation (Arroyo and Ortiz, 2006) . OTM has demonstrated excellent robustness, accuracy and convergence properties in applications involving dynamic deformation and failure of materials (Li et al., 2010 (Li et al., , 2012 and, therefore, is ideally suited to the application of interest here.
The use of optimal transportation tools in OTM is intended as a means of formulating geometrically exact variational time-integration schemes for flow problems. In particular, the Benamou and Brenier (1999) differential formulation of optimal mass transportation problems and its connection to the Wasserstein distance (Jordan, 1998) is used to discretize the inertial action in time within a strictly variational framework. The resulting discretization may be regarded as the result of restricting the inertial action to mass measures concentrated on material points undergoing piecewise rectilinear motions. The optimal transportation variational framework results in: proper mass matrices and inertia forces in the presence of continuously varying spatial interpolation; geometrically exact mass transport and satisfaction of the continuity equation; and exact linear and angular momentum conservation. The total energy can also be exactly conserved, subject to solvability constraints, if time is taken as an independent generalized coordinate (Kane et al., 1999) . In addition, the variational structure of OTM confers it robust convergence properties (Li et al., 2010 (Li et al., , 2012 .
Fields requiring differentiation, such as deformation and velocity fields, are interpolated from nodal values using max-ent shape functions (Arroyo and Ortiz, 2006) . Max-ent interpolation has the advantage of being meshfree and entirely defined-essentially explicitly-by the current nodal-set positions. An additional key property of max-ent interpolation is that it possesses a Kronecker-delta property at the boundary, which enables the direct imposition of displacement boundary conditions. In calculations, the max-ent shape functions are reconstructed continuously 'on-the-fly' from the nodal set, thus overcoming the essential difficulties that arise in fixed grid-based numerical schemes like Lagrangian and Eulerian finite element methods.
The representational scheme underlying OTM is further illustrated in Fig. 1 . The scheme employs two sets of points, namely, nodal points and material points. Material points result from the spatial approximation of the mass densities q h;k ðxÞ by M point masses
where x p;k represents the position at time t k of material point p; m p is the mass of the material point and d x À x p;k À Á is the Dirac-delta distribution centered at x p;k . Material points designate fix material points of the body, are convected by the deformation, carry a fixed volume and mass, serve the purpose of integration points for the calculation of the effective nodal forces and masses, and store all local state data. The spatial discretization is completed by approximating the deformation mapping as
where x a;k is the position at time t k of node a, and N a;k ðxÞ are max-ent shape functions defined over the configuration at time t k . The interpolation at a material point x p;k depends only on the nodes contained in a small local neighborhood N p;k of the material point. The relative motion between nodes and material points results in the need for frequent updates of the local neighborhoods, e.g., using range searches (Bentley and Friedman, 1979) . This continuous reconstruction of the local neighborhoods has the effect of automatically reconnecting the material points and the nodal set, at no cost of remapping of the local states carried by the material points. This property of the method is particularly convenient for inelastic materials whose local material state often includes additional internal variable information.
Algorithm 1. OTM/eigenerosion time step
Require: Initial and final times for time step, t k ; t kþ1 . Require: Initial nodal coordinates, 
4: Update material-point coords.:
5: Update deformation grads.: The trajectories of the spatially discretized system follow from the discrete Hamilton's principle applied to the time-discretized action. The resulting time-integration scheme is listed in Algorithm 1. Conveniently, the OTM scheme can be solved forward explicitly. This forward solution has the usual structure of explicit time-integration and updated-Lagrangian schemes. In particular, all the finite kinematics of the motion, including the mass density and volume updates, are geometrically exact. In addition, the cancelation of linear momentum automatically accounts for dynamic contact interactions of the seizing type (Sulsky et al., 1994) . Collisions may be efficiently detected by fast orthogonal range query algorithms such as kd-tree and cell searches. In comparison to the penalty method, Lagrangian multipliers or other meshfree contact algorithms (Li et al., 2001 ), the OTM method provides an efficient alternative for simulating complex collision sequences such as occur as a result from fragmentation during ballistic impact.
Finally, we briefly outline the material-point failure scheme used to simulate fracture and fragmentation phenomena in terminal ballistics calculations. Within the context of OTM calculations, fracture can be modeled simply by failing material points according to an energy-release criterion. When the material points are failed, they are neglected from the computation of stresses in the model, which approximates the presence of cracks. Following (Schmidt et al., 2009; Li et al., 2012; Pandolfi and Ortiz, 2012; Pandolfi et al., 2013) we compute the energy-release rate attendant to the failure of material point p as
where B ðx p;kþ1 Þ is the ball of radius centered at x p;kþ1 , or -neighborhood of the material point, cf. 
is the mass of the -neighborhood, W k ðF q;kþ1 Þ is the incremental free-energy density per unit mass in the sense of variational constitutive updates (Ortiz and Stainier, 1999) and C is a normalizing constant. The averaging radius defines a length scale intermediate between the discretization size and the macroscopic size of the bodies. The material point is failed when
where G c is a critical energy release rate that measures the material-specific energy required to create a fracture surface of unit area. In calculations, the failed material-point set is updated at every time step according to criterion (5), cf. Algorithm 1. For linear elasticity, Schmidt et al. (2009) have shown that criterion (3) and (5) result in approximations that converge to Griffith fracture in the limit of an infinitely fine discretization. We note that averaging over an intermediate -neighborhood in order to compute the energy-release rate attendant to material-point failure, Eq. (3), is essential to convergence. Indeed, erosion schemes that estimate the energy-release rate based on the energy of a single material point suffer from mesh-dependency and may overestimate the toughness of the material (Negri, 2003) .
We remark that there are no theoretical rules to select the size of the radius. In order to prove the convergence of the method, is requested to go to zero with the mesh size h, although less rapidly. In practice, the definition of the radius requires some preliminary calculations on the given geometry. We also observe that when a material point satisfies the erosion condition, its contribution to the internal force vector and to the material stiffness matrix is set to zero, but its contribution to the mass matrix is maintained. The mass of a material point is discarded only when an eroded material point is not connected to any nodes.
Application to explosively-driven spherical-cap tests
We apply the OTM method and eigenerosion scheme to the simulation of explosively driven dynamic fragmentation experiments on spherical-cap shells (Campbell et al., 2007) . The experimental setup consists of a spherical cap machined from a rolled plate of 304L stainless steel loaded with 912.5 g of high energy explosive. The radius of curvature R of the spherical cap is 200 mm, the in plane diameter is 184 mm, and the thickness is 3 mm. Along the perimeter of the cap, a lip mates a supporting ring. A 20 mm thick layer of explosive with specific detonation energy 5.5 kJ/g is located on the back side of the shell, and the detonator is set in correspondence to the symmetry axis, see Fig. 3 .
Explosive action
The simulation of the denotation is beyond the scope of the present study. Therefore the action of the explosive is described by means of an idealized pressure history applied to the back surface of the shell parameterized according to the experimental data reported in Campbell et al. (2007) . In particular, the distribution of the peak pressure originated by the detonation is taken to be
where r is the distance from the symmetry axis, P max is the maximum pressure at the center of the shell, R I ¼ 92 mm is the in-plane radius and f is a decay coefficient. The peak pressure waves travel from the center of the shell to the edge in the time interval T max . The arrival time t 0 of the pressure wave front at the distance r is estimated through a linear interpolation as
The parameters P max ¼ 33:3 GPa, f ¼ 1:745, and T max ¼ 10:4 ls have been chosen according to the data reported in Campbell et al. (2007) . Finally, the variation of the pressure in time is assumed to be described by the modified Friedlander equation (Ortiz and Pandolfi, 2004) that reads
Np,k Nodes Material Points Fig. 1 . Spatial discretization scheme used in the OTM method. The figure describes one step of the application of the method between times t k and t kþ1 . The open circles represent the nodal points and the full circles the material points. B k and B kþ1 are the configurations of the body at times t k and t kþ1 , respectively, and u k!kþ1 is the corresponding incremental deformation mapping. N p;k is the local neighborhood of material point x p;k that supports the local max-ent mesh-free interpolation. 
The duration time T p ¼ 2500ls and the dimensionless decay coefficient c ¼ 120 in (8) are interpolated from standard explosion tables (Kinney, 1962) , using the actual yield factor k of the explosion, i. e.,
where W ref ¼ 4:184 GJ is the reference energy released by 1 t TNT equivalent and W ¼ 5049 kJ is the total energy of the explosion, i. e., the specific detonation energy times the explosive weight. Fig. 4 depicts the variation in time of the distribution of the pressure along a radius of the shell.
Material model
In order to model the extensive plastic deformation observed in the 304L stainless steel employed in the experiments (Campbell et al., 2007) , we adopt a J 2 -viscoplasticity model with power-law hardening, rate-sensitivity, and thermal softening (cf., e. g., Camacho and Ortiz, 1997; Yadav et al., 2001; Li et al., 2012) . Of particular concern is the modeling of the rate-sensitivity of the 304L stainless steel at the high-strain rates prevalent in the experiment. Thus, transmission electron microscopy observations of the recovered fragments reveal the presence of a non negligible amount of martensite phase, cf. Fig. 16 of Campbell et al. (2007) . The transition from austenite to martensite takes places at strain rates of the order of 10 4 s À1 Clifton and Klopp, 1985; Tong et al., 1992 ) and a single power rate-sensitivity law is inadequate to describe the rate sensitivity of both phases. In order to overcome this limitation, we resort to the two-phase rate-sensitivity model (Marusich and Ortiz, 1995) 
where _ p 0 is the reference effective plastic-strain rate, r is the effective stress, p is the effective plastic strain, T is the absolute temperature, r 0 is the reference stress, m 1 and m 2 are the low and the high strain rate sensitivity exponent, respectively, and _ t is the strain rate that acts as threshold between the two regimes. The critical stress r c for plastic yielding is taken to be of the form
where YðTÞ is the yield stress, p 0 is the reference effective plastic strain, and n is the hardening exponent. The yield stress additionally undergoes thermal softening according to the relation
where r y is the yield stress at the reference temperature, T 0 = 298 K and T m are the reference and melting temperature respectively, and l is the thermal softening exponent. The elastic response is assumed to be isotropic and quadratic in the elastic logarithmic strains, with elastic coefficients linearly dependent on the temperature and vanishing at the melting temperature. The volumetric response of the material is governed by the Mie-Gruneisen equation of state.
Finally, in calculations we assume adiabatic heating and we take the sole source of heat to be the plastic working of the material. The rate of heating per unit undeformed volume is computed as
where b ¼ 0:9 is the Taylor-Quinney coefficient and _ W p is the plastic power per unit undeformed volume. We solve the resulting coupled thermo-mechanical problem by a staggered procedure (Lemonds and Needleman, 1986 ). In the attendant mechanical isothermal step, the constitutive equations are integrated in time by recourse to the variational constitutive updates of Ortiz and Stainier (1999) .
The contact between fragments is assumed to be of the seizing type, corresponding to an infinite coefficient of friction. The parameters of the model, as reported in the literature (Campbell et al., 2007; Yadav et al., 2001) , are collected in Table 1 .
Numerical results and comparison to experiments
The computational model accounts for the spherical part of the shell cap only and omits the lip and the circumferential supports, see Fig. 5(a) . The baseline discretization contains 182,969 nodes and 931,932 material points uniformly distributed on 12 layers across the thickness, Sequential snapshots from the simulations at times 4.5, 9, 14 and 25 ls, respectively, are shown in Fig. 6 . Colored contour levels refer to the von Mises stress. As may be seen from the figure, the simulation captures the significant phases of the experiment. The pressure exerted by the explosive on the back side of the shell induces plastic deformations that start to develop in the center and propagate circumferentially towards the free edge. The central zone is the first to experience fragmentation, Fig. 6a . Simultaneously with outward propagation of the plastic front, the center of the shell fractures progressively, eventually assuming a petal-like shape. Extensive erosion of material points, involving roughly 40% of the original mass of the shell cap, agrees with the observed pulverization of the steel, see Fig. 6b . Once the plastic strains have covered uniformly the entire cap, they start to localize along the meridians, in the process developing a periodic and symmetric structure, Fig. 6c . In the late stages of the simulation, the localized plastic strains develop into radial cracks, thereby resulting in elongated fragments of varying sizes, see Fig. 6d .
The distribution of the fragments at t ¼ 30 ls is visualized in Fig. 7 , which shows a snapshot of the spatial distribution of material points still connected to another material point. The non-eroded one-material point fragments are removed from the picture in order to better visualize the geometry of the larger fragments. After 30 ls from the beginning of the analysis, no further material point erosion is observed, and the fragments keep their size flying all around. Fig. 8 compares the experimental (Campbell et al., 2007) and numerical distributions of the post-mortem fragment size. The data reduction procedure adopted in the experimental paper consisted in measuring the volume and the thickness of the recovered fragments. The sizes were then evaluated as the radii of ideal disk-like fragments. We replicated the procedure by computing the volume and the thickness of the resulting fragments. In particular, we consider the uneroded material points as spheres of volume equal to their actual discrete volume. Two material points are considered to belong to the same cluster, i. e., to be connected, if their corresponding spheres overlap in space. A fragment is a cluster of connected material points. Finally, the size of each fragment is calculated by assuming an ideal disk-like shape, as described in Campbell et al. (2007) . As is evident from Fig. 8 , the experimental and the numerical fragment size distribution are in good agreement. In particular, the numerical mean radius 6:36 AE 2:01 mm of the fragments matches closely the corresponding experimental value of 6:95 AE 2:47 mm.
The experimental velocity of a reference spot located on the anterior surface of the spherical cap at mid-way between the center and the edge was experimentally measured by velocimetry, and the velocity history is reported in Campbell et al. (2007) . This measurement enables a quantitative comparison with the simulations. To this end, we record the linear momentum history for the set of N points located on the outer middle circumference of the shell. At each time t, the average velocity V mid ðtÞ of such set of points is computed as:
where m a and V a denote the mass and the velocity in the direction of the shell cap axis of the node a. Fig. 9a compares the experimental and the numerical velocities of the reference spot. The two histories are in excellent agreement during the initial stages of the test. However, whereas the final velocity of $ 1:8 km/s is well captured by the simulations, the transient is overshot. This discrepancy may be due to a number of sources of modeling error, especially pertaining to material modeling. However, it should be carefully noted that the drive used in the simulations is highly idealized and, thus, likely a major source of error. Considering the level of uncertainty in the detonation drive, the agreement shown in Fig. 9a is quite satisfactory. A mesh convergence study is also shown in Fig. 9b for completeness. The error defined as
where v h and v are the computed and exact (estimated) steady velocity and h is the mesh size. The estimated rate of convergence, a ' 1:58, is indicative of better-than-linear convergence with respect to mesh size in the chosen error metric. Campbell et al. (2007) computed the uniform strain prior to failure by measuring the thickness of the recovered fragments. Under the assumption of equi-biaxial strain on the shell surface immediately before neck formation, Campbell et al. (2007) computed the uniform strain by measuring the thickness of post-mortem fragments. Using a large number of recovered fragments, they produced the distribution of the plastic strain, characterized by mean values of 0.38 for the equi-biaxial strain and 0.76 for the through thickness strain. With the aid of images of the numerical simulation, we replicated the measurements of one representative fragment chosen between the ones generated in proximity of the edge of the spherical cap. 
Summary and concluding remarks
We have presented a validation assessment of the eigenerosion scheme, (Schmidt et al., 2009; Pandolfi and Ortiz, 2012; Pandolfi et al., 2013) , in conjunction with the Optimal Transportation Meshfree (OTM) method, based on the detonation-driven 304L steel spherical-cap fragmentation experiments of Campbell et al. (2007) . Metrics used for purposes of validation include the velocity history of a witness point of the shell and the histogram of recovered fragment sizes. The results of the simulations are found to be in overall good agreement with the experimental measurements, especially when allowances are made for the level of uncertainty arising from the characterization of the drive and material properties.
In general terms, the ability of the approach to predictively simulate exceedingly complex patterns of fracture and fragmentation under severe conditions of loading and material behavior is remarkable. This ability is all the more remarkable considering the simplicity of the approach. Indeed, in calculations the fracture behavior of the material is characterized by one single parameter, the critical energy-release rate G c , which is amenable to direct experimental measurement, e. g., from Charpy tests or from J-testing (Kanninen and Popelar, 1985) . In addition, it is remarkable that a simple fracture criterion, Eq. (5), in conjunction with a material-point erosion implementation, is capable of accounting for complex three-dimensional fracture processes, including mixed modes of loading, branching and fragmentation, and under diverse material conditions, including dynamic deformation, inelasticity, thermal effects, and others. From this vantage point, the power of the approach is truly extraordinary, especially when considered against the difficulties entailed in the implementation of other approaches and their limitations thereof, be them as regards material behavior, geometry, loading conditions or a combination thereof. In separate validation studies, eigenerosion has also demonstrated a high degree of accuracy and versatility in applications involving quasistatic three-dimensional crack tracking (Pandolfi et al., 2013) and brittle materials (Pandolfi and Ortiz, 2012) . All these results taken together lend material-point erosion methods credence, specially provably convergent schemes such as eigenerosion, in a broad range of applications, possibly involving complex fracture and fragmentation behavior.
