The method of regularization with additional information proposed by the authors is evaluated in a split sample test which compares it with the least squares and ordinary regularization methods. Data from 30 catchments are used. Additional information is provided by a simple conceptual model either fitted by a regression on physical characteristics of the catchment or fitted to the catchment lag determined from the data. The method is very useful when only a few rainfall/runoff events are available for analysis. When a large number of events is available, the ordinary regularization method is sufficient.
INTRODUCTION
In previous papers, the authors described a method for estimating unit hydrographs using smoothed least squares and showed how the method can be used with multiple events (Bruen & Dooge, 1984) and how additional information can be incorporated into the estimate (Bruen & Dooge, 1992) . This paper describes a series of comparisons of those methods applied to real data from 30 UK catchments. It investigates the effects of using more than one event in the estimation and of using two different types of additional information.
TEST DATA
Split-sample numerical experiments were carried out using effective rainfall/ Open for discussion until 1 April 1993 direct runoff events for 30 UK catchments. The data were prepared by the UK Institute of Hydrology, Wallingford, from rainfall/discharge measurements. A few individual events which describe physically unrealistic or highly nonlinear behaviour were not used. They included events in which: (a) no output was produced by a large input; (b) significant output occurred before any input; and/or (c) the event indicated a negative catchment lag time.
In total, 243 events were used. Table 1 lists the catchments, their identification numbers, their areas and the number of storm events in each. The smallest catchment has an area of 8 km 2 and the largest 510 km 2 . Each input and output series was scaled so that each input and output series had unit volume. Thus when a number of input series were used together the largest one did not dominate the estimate. 
SPLITTING THE DATA AND COMBINING EVENTS
For each catchment the events were split into two sets, an estimation set and a verification set. The results of any split sample test depend significantly on how the splitting is done. For reliable results it is desirable that both sets contain events with the widest range of behaviour typical of the catchment. An algorithm, called "Duplex", and ascribed by Snee (1977) to Kennard & Stone (1969) , was used to split the data. The algorithm considers any number of behaviour criteria and splits the data into two sets so that each contains as large as possible a range of each criterion. The behaviour criteria used here were: (a) maximum hourly rainfall intensity; (b) total volume of rainfall in the event; (c) condition number for the rainfall event (Dooge & Bruen, 1989) ; and (d) frequency below which lay 95% of the spectral power in the rainfall series (a measure of smoothness).
If an even number of events was available for a catchment the events were divided equally between estimation and verification sets. If an odd number of events was available, the estimation set was given one event more than the verification set.
For each catchment, one or more of the events in the estimation set were used to estimate the unit hydrograph ordinates using whatever method was being tested. Then, for each event in the verification data set, the output predicted by that unit hydrograph was calculated and the squares of the differences between it and the measured output summed. The mean square verification error (MSVE) for the entire verification data set was then calculated for that method and catchment. Data from many different rainfall/ direct runoff events can easily be combined to estimate unit hydrographs using the method described in Bruen & Dooge (1984) . Such an estimate should improve as more events are added and this was investigated here with the split sample technique.
First, for each catchment, unit hydrographs were estimated separately from each event in the estimation set. The MSVE for each estimated unit hydrograph was calculated for all the events in the verification set. Those MSVEs were averaged for the catchment, giving the average MSVE for estimates using only one event.
Next, two events at a time were tested. Separate unit hydrographs were estimated using all possible combinations of two events from the estimation set. The MSVE was calculated for each case using all the events in the verification set and averaged for the catchment.
The procedure was repeated for all combinations of three events and then for four events etc. up to the total number of events in the estimation set. For example, the individual results for ordinary least squares (OLS) for the Dart at Austins Bridge (catchment no. 46003) are shown in Fig. 1 . It is clear that, not only did the average MSVE decrease as more events were used, but also the variation of individual MSVE results about that average decreased. 
ESTIMATION METHODS TESTED
The estimation methods tested are described in Bruen & Dooge (1984 , 1992 . The computer programs given in those papers were used here. (a)
The ordinary least squares (OLS) method was used as a baseline against which the other methods were compared. Many of the results are reported as percentage improvement or otherwise over the least squares results. (b) The smoothed least squares method (SLS) was described by Bruen & Dooge (1984) . It requires a value for the smoothing constant k and two approaches were tested: (i) a simple, but crude, approach was to use a constant value of k in all cases. The value had to be sufficient to give some smoothing, but not so large that the estimate was excessively biassed. A value of k equal to 0.05 was used here for illustration; and (ii) in practice, the user would be able to try different values of k, inspect the shape of the resulting unit hydrographs, compare the predicted with the measured outputs and choose an appropriate k. Different values of k might be chosen in every case as the problem and data require. This should be a better strategy than using the same value of k in all cases. Such a method of choosing k was not tested here because of the difficulty in modelling such a subjective decision process. However, the maximum possible benefit from the method could be determined by finding the optimum value of k in each test situation. The entire split sample test was embedded in a one-dimensional minimization algorithm with the goal of finding the value of k which minimized the MSVE. While this could only be done in this type of test situation, and could not be used in practical applications, it did give the upper limit for the improvement which could be obtained by varying k. In a practical application of the method, results somewhere between the two approaches could be expected. (c) Bruen & Dooge (1992) described how to incorporate additional information into the smoothed least squares estimator. They described two possible sources of such information and these were tested here: (i) prior information from a conceptual model fitted to the catchment by a regression relationship with physical characteristics of the catchment (SLS-CC). The required characteristics for the 30 catchments used here are given in NERC (1975) and are listed in Table 2 . (ii) additional information from a conceptual model fitted to the catchment using its lag time as calculated from the estimation data by the method of moments (SLS-lag). Because it uses the estimation data this is not prior information, but it does bias the estimator towards a realistic unit hydrograph shape.
RESULTS FOR ORDINARY LEAST SQUARES
There was a marked improvement in the performance in verification of the ordinary least squares method as the number of events used to estimate the unit hydrograph was increased. The individual MSVE results for catchment no. 46003 for which eight events were available for estimating the unit hydrograph and eight others for verification, are shown in Fig. 1 . The mean MSVE for the events used singly was 1.43 x 10" 4 but with a wide variation from 0.8 x 10~4 to 3.4 x 10" 4 . As the number of events used in combination increased, the MSVE decreased and so did the variation about this mean, thus indicating a more reliable estimate.
The means of the MSVE for the five catchments with six or more estimation events are shown in Table 3 for the ordinary least squares method. The mean MSVE generally decreased as more events were added to the estimator. Usually having two events to estimate the unit hydrograph gave a substantial improvement over one-event estimation. For these five catchments the average improvement in going from single events to combinations of two events was 30.5% with a standard deviation of 6.4%. The average improvement for all 30 catchments listed in Table 1 was 27.0% with a standard deviation of 12.9%. Using three events in the estimation gave still better results, but the percentage improvement over the two event case was less than the improvement in going from one to two events. For the catchments in Table 3 this was 15.7% with a standard deviation of 5.8%. The average improvement for the 28 catchments which had three or more estimation events was 14.7% with a standard A plot of the results (Fig. 2) for catchments 46003 and 57004, each of which has eight estimation events, shows how, in each case, the average MSVE fell as new events were added. It did not reach zero, but asymptotically approached some non-zero lower limit. In most cases three events only were sufficient to bring the results close to this asymptote, the value of which may perhaps be related to the underlying data and linear model errors for that catchment.
Since least squares is a well known and widely used method for estimating unit hydrographs, the above results were the standards against which the proposed methods were compared in later sections. 
Fig. 2 Effect of number of events (OLS: ordinary least squares method).

RESULTS FOR SMOOTHED LEAST SQUARES
The smoothed least squares (SLS), or regularization, method was tested in a similar manner. Initially, the regularization factor, k, was fixed at a small arbitrary value of 0.05 for all catchments.
Results for the same five catchments (Table 4) showed an average improvement of 28.2% (standard deviation 6.1 %) going from one event to two event estimation. Going from two event to three event estimation the improvement reduced to 15.7% (standard deviation 5.4%). The corresponding figures for all 30 catchments were 24.7% (standard deviation 13.7%) and 13.3% (standard deviation 8.2%) for the 28 catchments with three or more estimation events. Again, only one of the 30 catchments showed a worsening in results compared with OLS (by 1.7% and 0.8%) in going from one to two to three events in the estimation.
The percentage improvement over the OLS results was plotted against number of events for a number of catchments ( Fig. 3 and Fig. 4) showing a number of interesting trends: (a) in all the graphs, when only one estimation event was used, SLS with k = 0.05 was better than OLS. Overall, this was true for 29 out of the 30 catchments tested; (b) when two estimation events were used, SLS was usually better than OLS, but in each case the difference was less than for the one event estimates. This occurred for 24 of the 30 catchments; (c) as the number of estimation events increased the difference between OLS and SLS decreased and became constant in many cases. Once three or four events were available, each additional event produced only small improvements in the average MSVE for either OLS or SLS. However the variation about this mean should decrease as more events are added, as suggested by (d) in some cases the "improvement" became negative as more events were used, indicating that when a large number of events are available, the SLS method with a fixed k may be worse than OLS. For example, in catchment 57004 (Fig. 3) , SLS improved over OLS when one or two events were used, but was worse when more than three events were available. Clearly, the SLS method, even with a fixed value of k, was preferable to OLS when only one or two events were available.
EFFECT OF VARYING k
The authors cannot yet recommend a good automatic method for determining the best value of k. Even for the same catchment the value might be expected to depend on the quantity, quality and structure of the data available. In practice, the value of k has to be varied subjectively for each estimation problem until the user is satisfied with the form of the results (Bruen & Dooge, 1984) . Some different values of k were tried for a number of catchments and the results, some samples of which are shown in Figs 5 and 6, showed that considerable improvement over the results from k fixed at 0.05 could be achieved with a judicious choice oik. The differences from OLS, both positive and negative, initially increased as k increased. For small k and few events the results improved as k increased. However, there was an optimum value for k, different for each case, above which the "improvement" worsened. For instance, for catchment 46003, the results (Fig. 5) for k = 5 were better than for both k = 1 and k -10 which indicates the best value was between 1 and 10. For catchment 57004 (Fig. 6) , as k increased up to 0.5 the results 
Fig. 6 Effect of h (SLS) (57004, Cynon at Abercynon).
improved for one event estimation. However, for two event estimation, the results for k equal to 0.5 were worse than for k equal to 0.2. Using SLS with more than three events showed worsening results as k increased. This indicated that, in this case, the events used could by themselves provide a good, stable estimate of the pulse response ordinates and smoothing was not required.
RESULTS WITH ADDITIONAL INFORMATION
Smoothed least squares with prior information from catchment characteristics (SLS-CC) and k = 0.05 gave similar results (Table 5 ). For the five catchments shown the average improvement going from one event to two event estimation was 27.8% (standard deviation 6.1%) and from two event to three event estimation was 14.9% (standard deviation 5.5%). The corresponding figures for the 29 catchments for which a complete set of catchment characteristics was available were 23.5% (standard deviation 13.5%) and 13.7% (standard deviation 8.1%) for the 27 of those with three or more estimation events. 
Fig. 7 Effect ofk (SLS-CC) (46003, Dart at Austins Bridge).
Number of events in estimation set
Fig. 8 Effect of k (SLS-CC) (57004, Cynon at Abercynon).
(c) the lower asymptote was positive for all the catchments tested, for k = 0.05, indicating a consistent improvement in the estimation even when a large number of events was used. This contrasts with the SLS method without prior information for which some asymptotes were negative, e.g. catchment 57004 (Fig. 6) ; and (d) comparing Figs 7 and 8 with Figs 5 and 6 suggests that when few events were available the optimum k value was lower for SLS-CC, which uses the additional information, than for SLS. The combined effects of k and of additional information are illustrated for catchment 46003 in Figs 9 and 10. The variation with k of MSVE for one event estimation is shown in Fig. 9 with and without prior information. The MSVE was lower when prior information was used. As k increased from zero, the difference between the two curves widened showing the influence of the prior information. However, the difference decreased as £ became very large. The results when all eight events were used for estimation are shown in Fig. 10 . As k increased from zero, the results with prior information were better than for smoothed least squares and the difference between them increased. However for k greater than 1, the difference between the curves decreased as k increased. For k approximately equal to 4 the curves intersected and for higher k the smoothed least squares method was better. This was because as k increased the SLS-CC estimate approached the prior unit hydrograph, which by itself might not be as good as a unit hydrograph estimated from the data.
The optimum value of fusing prior information, i.e. SLS-CC, was generally lower than for the SLS method. In Fig. 10 for instance, the lowest point of the curve for prior information, SLS-CC, occurred for k approximately equal to one. The lowest point in the curve for SLS was difficult to pinpoint but was certainly for a k value greater than five. A comparison of Figs 9 and 10 indicated that the results for all the events, Fig. 10 , were better than for one event estimation. Table 6 compares all the methods, including SLS-lag,for the case where only one event was used in the estimation. Two cases are presented for each method, i.e. for a fixed k = 0.05, and for the value of k which gave the best split-sample test result. The catchment identification number is in the first column and the MSVE for the ordinary least squares method in the second. The percentage improvement in MSVE for the method of smoothed least squares with the value of k fixed at 0.05 over the OLS method is given in the next column. SLS was better than the OLS method for 29 of the 30 catchments, and the average change in MSVE was a 5.9% improvement. In the one catchment where the OLS solution was better, the difference was only -0.4%.
OVERALL RESULTS FOR ALL CATCHMENTS
The fourth column gives the corresponding values when k was chosen to minimize MSVE. Although this cannot be done in practice, it shows the maximum possible improvement which SLS could achieve in these tests. The maximum improvement was over 48% for catchment 52805 and the overall The percentage improvement over OLS of SLS-CC which used prior information from catchment characteristics with k fixed at 0.05 is shown in the fifth column. The average improvement was now 7.8% and the method was worse than OLS in only one catchment and by only -0.3%.
The sixth column shows what could be achieved with prior information if k was chosen to maximize MSVE. In all catchments there was an improvement, substantial in many cases, over smoothed least squares with a fixed k = 0.05. It could not, by definition, be worse since it included both OLS, i.e. k = 0, and the fixed k method as special cases. The average improvement over OLS was 29.3%. The method could be expected, in practice, to perform somewhere between those two extremes of fixed and "optimum" k, and this is a considerable improvement over the OLS method.
The final two columns show the corresponding results using a unit hydrograph determined from the catchment lag as the additional information (SLSlag). The average improvements on OLS were 6.2% for k = 0.05 and 16.8% for the optimum k. So even though the method was an improvement over OLS and ordinary SLS it was not as good a general method as using a unit hydrograph determined from catchment characteristics (SLS-CC), which had corresponding values of 7.8% for k -0.05 and 29.3% for the optimum k. This may be because the catchment lag was calculated from the single event available for the estimation and might not be very reliable. However, the situation was different when a large number of events was available for a catchment. Table 7 shows the corresponding results when all events in each catchment's estimation set were used. Smoothed least squares with k = 0.05 was better than ordinary least squares for 20 of the 30 catchments, but the average difference was a negligible 1.4%. Using the optimum value of & increased this to 11.8% but this was less than the 14.9% for the one event case, Table 6 . When additional information was used with k = 0.05 the average improvement, 1.8% for catchment characteristics and 2.1% for a lagbased conceptual model, was slightly better than for SLS. Comparing Table 7 with Table 6 confirms that SLS with or without additional information was usually better than OLS but the improvement was less when a large number of data events is available.
However, in this case, additional information from catchment lag, at 17.2%, proved more useful than that from catchment characteristics, 12.5%. This was because in this case the catchment lag was calculated as the average of the lags for all the events in the estimation set and should be more reliable as more events were used.
RANGE OF OPTIMUM k VALUES
To produce the results for the optimum k columns in Tables 6 and 7, the value Tables 8 and 9 . Note: (a) whatever the method, there were more optimum k values in the lowest range, 0.0 to 0.05, when all events were used than for the one event estimation case. This confirms that less smoothing was required as more events were available for the estimate; and (b) when all events were used, the optimum k tended to be lower for the SLS methods with additional information, i.e. SLS-CC or SLS-lag, than for the ordinary SLS method. In both the former cases, the optimum k was less than 5.0 for at least 28 catchments, while in the latter case only 23 catchments had an optimum k less than 5.0. This was suggested by some of the example results from individual catchments, presented in the figures. Less smoothing was required when realistic additional information was incorporated into the estimate. The same was true, to a lesser extent, for one event estimation. 
CONCLUSIONS AND RECOMMENDATIONS
The results of the split sample tests have shown that: (a) the smoothed least squares method is almost always better than ordinary least squares for estimating unit hydrographs particularly when only one or two events are available. The method is recommended when no other additional information is available; (b) additional information can be easily incorporated into the smoothed least squares estimate. Information from the simple conceptual model recommended by the UK Flood Studies Report (NERC, 1975) and fitted to catchment characteristics improves the results considerably when only a small number of events is available. The benefit decreases as more events are used. This method is recommended when few events are available; and (c) recommendations for further experiments: (i) other types of prior information may give even better results and should be investigated; and (ii) an objective basis for an automatic calculation of the appropriate value of it would be useful.
