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Abstract 
This research presents a procedure and a software application to optimize the topology, size and shape of plane trusses using a 
genetic algorithm and the finite element analysis to evaluate the fitness function. The paper describes the optimization technique, 
problem encoding and fitness evaluation. It then presents the results obtained by optimizing one benchmark and two original 
problems to show the procedure efficiency. The trusses are encoded in chromosomes using an original technique that allows the 
simultaneous optimization of topology, shape and size. The objective of the optimization is the total mass of the structure, 
subjected to stress and displacement constraints using an original penalty function. Stress and displacement analysis is performed 
using the finite element method. Both the FEA evaluation and the GA optimization itself are implemented in MATLAB. 
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Selection and peer-review under responsibility of Department of Industrial Engineering and Management, Faculty of 
Engineering, “Petru Maior” University of Tîrgu Mureș. 
Keywords: constraint optimization; genetic algorithm; truss structure; penalty fitness; FEA; MATLAB 
1. Introduction 
Although proposed for the first time a while back [1], genetic algorithms (GA) represent modern optimization 
techniques. They are inspired by biological evolution, incorporating and adapting concepts like chromosomes, genes, 
natural selection, individual fitness, crossover combination or mutation. The most prominent of the evolutionary 
algorithms, genetic algorithms are population-based metaheuristics that use stochastic methods to define random 
solutions in the design space and then direct them towards the optimum. 
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As shown in the comprehensive review [2], GAs represent the most efficient evolutionary algorithm technique for 
truss optimization. Traditionally, the algorithm is carried out using one type of structural optimization: either size 
and shape [3] or topology [4]. More recent studies [5-7] try to optimize the structure considering all the three 
objectives at once. This integrated approach has the advantage of considering the interdependence between the three 
types of parameters and of performing the optimization in one single procedure. 
The present research proposes a general parameterization and encoding technique that can be used to 
simultaneously optimize the topology, size and shape of any plane truss with one floor. It uses a general genetic 
algorithm (GA) and the finite elements (FE) method to evaluate the behaviour of the candidate solutions. Both the 
FE evaluation and the GA optimization itself are implemented in MATLAB, the first using original code (developed 
by the authors), the second using the GA optimization toolbox that comes with the software, adapted to the actual 
problem with original code. 
2. The genetic algorithm 
Among the freely available toolboxes for MATLAB, GPLAB stands out as one of the most flexible and powerful 
[8]. However, the implementation of the algorithms in this paper uses the integrated Global Optimization toolbox 
and customizes the functions where needed. 
A general principle scheme of the algorithm we used is presented in Fig. 1. The algorithm starts by randomly 
generating a population of candidate solutions inside the design space (allowable parameters range). From this point 
the population is iterated in a loop (each loop giving birth to a new generation of individuals), evolving towards 
what is hopefully an optimal solution. Each individual in the population has a fitness value determined by the how 
well conformed and economic its correspondent solution (truss) is. The determination of the fitness value is done by 
calculating the total mass of the proposed solution and by determining with FEA how well it conforms to the 
maximum stress and maximum allowable displacement. 
The individuals in each new generation are obtained from the old generation by using the GA operators of 
selection, crossover and mutation. These are described in more detail in section 2.3 below. 
 
Fig. 1.General working scheme of the genetic algorithm. 
2.1. Encoding technique 
The encoding-decoding of the problem as well as fitness evaluation are the main issues in applying the GA, 
which apart from that behaves like a black-box, not having any knowledge about the actual problem being solved. 
The trusses are encoded in chromosomes using an original technique that allows the simultaneous optimization of 
topology, shape and size. In order to allow a high level of flexibility and assure a large design space, the structure is 
parameterized as shown in Fig. 2a.  
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Fig. 2.Encoding scheme. a) Structure parameters - genes correspondence; b) Codes for the diagonal topology gene. 
The structure is built using a variable number of spans n of adjustable size L x H. Each span contains 8 
parameters, denoted as follows (we also consider the (n+1)th span that only contains 3 parameters for the last vertical 
bar): 
x VPi – vertical position of the bottom node in the ith span (0 default), 
x VLi – length of vertical bar in the ith span (H default), 
x AVi – sectional area of the vertical bar in the ith span (between Amin and Amax), 
x ABi – sectional area of the bottom bar in the ith span (between Amin and Amax), 
x ATi – sectional area of the top bar in the ith span (between Amin and Amax), 
x Di – diagonal conformation in the ith span (see Fig. 2b for possible values), 
x AD1i – sectional area of the diagonal bar going down in the ith span (between Amin and Amax), 
x AD2i – sectional area of the diagonal bar going up in the ith span (between Amin and Amax), 
The parameterized structure, called the phenotype, needs to be coded in the genotype. Thus, each individual 
(candidate solution) is represented in the GA by its chromosome, a vector of genes, each containing the value of one 
parameter. The chromosome in our implementation is of fixed length (n*8+3, where n is number of spans), 
containing in order the genes for all the parameters of the structure. Each gene is set to be bounded inside an interval 
of feasible values for that gene. VP can have a value in the interval [0, H-Lmin] (where Lmin is the minimum length of 
the vertical bar), VL in the interval [Lmin, H], D in the interval (0, 3] and the sectional areas in the interval [Amin, 
Amax] (where Amin and Amax are set for each problem independently). 
As shown in [9], the algorithm behaves better if related genes are kept close to each other in the chromosome. It 
is for this purpose that gene arrangement follows the general direction from left-to-right of the structure parameters, 
as shown in Fig. 3. 
 
Fig. 3.Gene arrangement in the chromosome. 
MATLAB is natively working with real variables. However, the diagonal conformation parameter (D) needs to be 
an integer value. The GA algorithm can work with a mixed integer-real chromosome, using the procedure in [10], 
but this leads to several limitations in applying the GA operators. It is for this reason that we chose to represent the D 
parameter as a real value in the interval (0-3] and round it up in the decoding phase, thus resulting the possible set of 
values {1, 2, 3}. 
Not all problems require the optimization of all the parameters. For flexibility reasons, we designed a procedure 
that allows the user to fix any number of parameters to certain values and only optimize the rest of them. The 
identification of each parameter is achieved by supplying the number of the span, the number of the parameter inside 
the span and the desired value for the parameter. All this information is supplied in an array that is passed to the 
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optimizing function. The algorithm then uses this array in the coding and decoding of the problem, by forming the 
full set of parameters from the fixed and optimized parameters. 
2.2. Fitness evaluation 
The objective of the optimization is to minimize the total mass of the structure while keeping it below the 
maximum allowable stress and displacement. The stresses and displacements evaluation of candidate solutions is 
done using the finite element method for the case of plane truss structures, with code implemented by the authors. 
The general equations of the problem are described in any FEM book, the reference used in this study being [11]. 
For dealing with nonlinear constraints, MATLAB’s GA toolbox offers the augmented lagrangian barrier 
algorithm [12]. However, early tests of this method have been unsatisfactory so we chose a different approach in the 
form of a penalty function applied to the nonconforming individuals. Thus, the initial fitness of an individual is its 
mass (which needs to be minimized), but this value is then penalized with a certain amount, depending on how big 
the constraint violation is. The penalty function we designed for this study is presented in Eq. 1. 
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where PF – penalized fitness, OF – original fitness, IP – initial penalty at the point of stress limit, P2 –penalty 
scale factor at double the stress limit, V - actual maximum stress in the structure, aV  - maximum allowable stress 
for the chosen material. As can be observed, the function is parabolic, giving a minimum penalty of IP at aV and 
P2+IP penalty at double the stress limit. If the two parameters (IP and P2) are set correctly, this form of the function 
favors the individuals with small constraint violation (which probably contain very good genes that need to stay in 
the gene pool) and greatly increases the penalty as the stress moves away from the allowable value. Setting the right 
parameters has not been done analytically in this study, but in an empirical way, by trial and error. 
The above function is used for the stress constraint. For the displacement constraint we used a similar function 
and the two penalties add up in the case of both stress and displacement constraint violation. 
2.3. Genetic algorithm operators 
Each new generation of individuals in the algorithm is obtained by applying the specific GA operators. The 
choices for these are briefly explained in this section. 
In order to obtain the new generation, individuals from the older generation are selected and then used in the 
reproduction (crossover) and mutation. The selection of these individuals is done randomly but based on their scaled 
fitness, where a fitter individual has bigger chances to be selected than a less fit one. The preferred method of 
selection is the Roulette Wheel Selection (represented graphically in Fig. 4), where a roulette spin is simulated by 
generating a random number inside a space where each individual occupies a portion proportional to its fitness. 
 
 
Fig. 4.Roulette selection scheme. 
Because the absolute fitness values can range huge spans (especially after applying the penalty) and in order to 
give less fit individual a chance for the sake of preserving gene diversity and avoiding local optima, we used fitness 
scaling based on rank. In this approach, the fitness used in selection is not the actual fitness but one based on each 
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individual’s fitness rank inside the population. The score of the individuals is considered 1/Sqr(rank), making the 
distance between the fitness values larger for top individuals and increasingly smaller for the less fit ones. 
The algorithm uses elitism in order to preserve the best individuals. This means that a portion of them 
automatically survives unaltered to the next generation. We used an elite count of 2, meaning the 2 fittest individuals 
are guaranteed to be found in the next generation, where it’s possible to be replaced by even fitter children. 
In order to exploit the good solutions found so far, a portion of the children for the new generation are generated 
using two-point crossover. The principle behind this operation is illustrated in Fig. 5a. For each two selected parents, 
two integer values between 1 and size of chromosome are randomly selected. Using these two values, the algorithm 
recombines the genes from the two parents to form two children, as shown in the picture. 
The mutation operator is crucial for the algorithm to explore new portions of the design domain and not fall into 
the trap of local minima. Reference [13] gives an overview of the most popular mutation operators used for real-
coded problems. In our study, we used the classic uniform mutation. For each individual of the current population 
chosen for mutation, each gene has a probability pm to be mutated. A new value is then randomly chosen for the gene 
using a uniform distribution over that gene’s feasible range, as illustrated in Fig. 5b. The value of pm is very 
important to the algorithm’s success. Reference [14] suggests an optimal value of 1/L (L being the length of the 
chromosome) but it uses bit-coded genes. However, tests over the case studies have shown a much greater 
probability is needed. We used pm =5% for most tests, but increased the value to 20% for the cases where the 
algorithm stalled. 
The proportion of crossover and mutated children is given by the setting of the crossover fraction value (percent 
of crossover generated children in new generation). This has been set between 0.6 and 0.8, depending on the 
problem. In general, a lower value means more mutation, enforcing the algorithm to explore new regions of the 
design space, while a bigger value means more crossover, allowing the algorithm to better exploit locally the 
solutions found so far. 
 
Fig. 5. GA operators. a) 2-point crossover; b) Uniform mutation inside the feasible domain. 
3. Results 
In order to test the encoding technique and fitness function penalty operator, we designed and applied the 
developed optimization procedure to 3 different problems (1 benchmark and 2 original) trying to cover as much as 
possible of the representation flexibility. In all examples we used the genetic operators described in the previous 
section and a population of 100 individuals, optimized over a maximum of 100 generations. 
3.1. 6-node, 11-bars benchmark problem 
 
Fig. 6. 6-node, 11-bars benchmark problem formulation. 
450 kN 450 kN
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In order to test the encoding technique, we applied the algorithm to one of the most popular benchmark problems 
used for plane truss optimization. The static scheme of the problem is presented in Fig. 6 (the dimensions of the truss 
are 18m x 9m). Node positions and bars connections are fixed, only the sectional areas being the subject of the 
optimization. The bars are assumed to be made of aluminum, with a stress limit of 130 N/mm2. The problem is also 
subjected to a maximum displacement constraint of 2 inches (50.8 mm), which is actually the limiting factor in the 
optimization. The left vertical bar is not actually part of the benchmark problem but had to be kept due to the 
encoding scheme and is considered with a very small fixed area, thus not altering the end results. 
The evolution of the best individual over the generations is presented in Fig. 7a. The final best solution is 
depicted in Fig. 7b, showing a maximum displacement and stress very close to the limits and is obtained by applying 
the GA multiple times, with each iteration starting from the previous population and having an increased mutation 
probability. The best solution shows four bars are superfluous to the design, having negligible sectional areas. These 
are the middle and left vertical bars, the upper-right horizontal bar and the right diagonal going up. The results are in 
concordance with those obtained in [15]. 
   
Fig. 7. GA for 6-node, 11-bars benchmark example. (a) Evolution of the best individual; (b) Final best solution. 
The final total mass is close to the one obtained by other researchers using GAs, as shown in Table 1. 
Table 1. Best solution found for the benchmark problem. 
Paper Total mass 
Deb and Gulati [15] 2106 kg 
Kaveh and Shahrouzi [16] 2206 kg 
Nanakorn et al. [17] 2208 kg 
Present study 2257 kg 
3.2. 5-span with fixed vertical bars test problem 
 
Fig. 8. 5-span with fixed vertical bars problem formulation. 
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In this example we fixed the node positions and left for optimization the diagonal topology and bars sectional 
areas. The material is steel, with a stress limit of 200 N/mm2. The displacement condition is not important here. Fig. 
8 shows the general scheme of the problem (truss dimensions are 20m x 4m), with the forces, supports and all 
possible bar connections. 
Fig. 9a shows the evolutions of the best solution over 75 generations, with an observable very fast convergence 
towards the minimum. Fig 9b presents the final best solution. The stress constraint is a little bit violated, but within 
acceptable range. 
  
Fig. 9. GA for 5-span with fixed vertical bars example. (a) Evolution of the best individual; (b) Final best solution. 
3.3. 4-span with free vertical bars test problem 
The material for this example is again steel, but this time we let the position of the top nodes free and used a 4-
span structure. Fig. 10 represents graphically the formulation of the problem (truss dimensions are 24m x max 6m). 
Besides the stress limitation (a stress limit of 200 N/mm2), we also imposed a displacement limit of 60 mm. In the 
absence of this displacement limitation, the height of the truss results very small, resulting in vertical displacement 
way above the acceptable limit. 
 
Fig. 10. 4-span with free vertical bars problem formulation. 
The evolution of the best individual over the 82 needed generations is shown in Fig. 11a, indicating a somewhat 
less accentuated evolution towards the final solution than in previous examples. This fact could be caused by the 
introduction in the chromosome of the genes representing the vertical position of the nodes, which can lead to many 
unfeasible designs due to displacement violation. 
  
Fig. 11. GA for 4-span with free vertical bars example. (a) Evolution of the best individual; (b) Final best solution. 
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The final optimized solution is given in Fig. 11b, showing a symmetrical conformation of the truss (consistent 
with the supports and loading), with very small vertical bars at the two extremes and the others close to the imposed 
maximum height of 6m. 
4. Conclusion 
The encoding technique proposed in this paper showed good results even when used to the standard algorithm. 
The optimization of the benchmark problem gave a solution close to others found in the literature. In order to 
improve the solutions and to accelerate the convergence, more sophisticated GA operators might be helpful. This can 
be the target of a future research, as well as transforming the problem into a multi-objective optimization one. 
The penalty function built for the research showed great capabilities to express the constraint violations of the 
solutions, leading to a much faster algorithm and much better solutions than MATLAB’s built-in augmented 
lagrangian barrier algorithm. However, the calibration of this function is not always an easy task. A too harsh 
penalty, even for small violations, might dismiss promising solutions, while a too loose constraint penalty favors 
unfeasible solutions too much. The authors used the classic trial and error calibration of the problem (a thing made 
possible by the very cheap computational effort involved) but a more in-depth study might give optimum values for 
the penalty function parameters or even propose a way to make them adaptive and incorporate them in the GA 
optimization. 
The original code implemented in MATLAB was tested on several problems, showing the versatility of the 
approach to tackle different truss conformations and simultaneously optimize their topology, size and shape. 
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