Abstract. With Proportional-Integral-Derivative (PID) controllers being widely used in industry for optimum solutions. Optimization of the PID controller is an important problem in Control Engineering. Therefore, in this paper work we have implemented Simulated Annealing to tune the controller parameters. Optimizing the controller parameters on the basis of the Simulated Annealing algorithm, based on criteria defined using an objective function, allows us to find optimal solutions for the controller parameters that give us minimum error. In terms of performance, the PID controller designed with Simulated Annealing gives us great results with regard to the rise time, settling time, overshoot and steady-state error. Simulated Annealing (SA) is a meta-heuristic method which is used to find solutions in a large search space. It is inspired by a physical process, specifically based on annealing in metallurgy. In annealing the slow cooling of the material increases the size of its crystals and thus reduces defects. SA is dependent on internal thermodynamic energy. When it is implemented for the PID controller problem the algorithm searches for the minimal energy, respectively the minimal error. The case study of tuning the PID for the Mechatronics system verifies that this method can be used for this purpose and great performance of the system can be achieved.
Introduction
In industrial systems, when a closed loop system control is being used, mostly the PID is used as a controller. The PID controller has three gains, the proportional ( ), the derivative ( ) and the integral gain ( ) [3] . The error ( ) is the difference between the set-point and the output of the plant. The controller acts by correcting the error in the system, and therefore will adjust the plant output. The proportional part is responsible to follow the desired set-point, while the integral part account for the accumulation of past errors and derivative accounts for the rate of change of error in the process [7] .
The PID controller has the following general form [3] :
In the Laplace domain the afore equation for the PID controller is as follows:
These three parameters of the PID controller can be tuned via the algorithm that is based on the physical process of cooling, particularly the simulated annealing optimization technique. The optimization leads to the desired performance depending on the requirements of the system specified by the objective function.
The structure of the control system is shown in the figure below. The simulated annealing algorithm (SA) is based on the model of the physical process of cooling, particularly on annealing in metallurgy: slow cooling of material to increase size of its crystals, thus reducing the defects. It is dependent on the internal thermodynamic energy.
Modeled by Boltzmann distribution of energy states (Ludwig Boltzmann 1868, Josiah Willard Gibbs 1902). The algorithm searches for minimal energy [2] .Probability for acceptance of new cost-function is based on the chances of obtaining a new state with energy +1 relative to a previous state [4] . The law of thermodynamics state that at temperature, t, the probability of an increase in energy of magnitude, ∆E, is given by the following equation [6] :
Where ∆E = +1 − is the difference in energy between the present and the previous values of the energies (cost functions) for a physical problem [4] .
Pseudo-code of Simulated Annealing [2] :
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Fast Annealing (FA)
In optimization problems the Cauchy distribution works better than Boltzmann form of the Simulated Annealing and has many advantages compared to BA. The Cauchy distribution is represented as follows [4] :
The Fast Annealing (FA) method gives an annealing schedule exponentially faster than with the Boltzmann Annealing [4] .
The objective is optimization of the controller based on objective function objective function ( ), ∈ with respect to a group of variables known as objective parameters ≔ ( , , , … ). If we have the objective function to be optimized, ( ) → . , ∈ . is the objective function, respectivelly a real-valued function on the search space, ⊂ .
The search space will be defined by the upper and lower bounds for each parameter of the controller, where the Simulated Annealing (SA) searches for the best fitness. Therefore, we define our optimization problem in the following manner [5] . 
The objective functions
There are different perfomance indices. In our paper work we are going to implement integral absolute error (IAE), integral of the squared error value (ISE), integral time absolute error (ITAE), integral of the time weighted square error value (ITSE), mean square error (MSE), and the linear quadratic regulator (LQR) as an hybrid objective function.
Integral of the absolute error value (IAE):
Integral of the squared error value (ISE):
Integral of the time weighted squared error value (ITSE):
Linear Quadratic Regulator (LQR) cost function:
Integral of the time weighted absolute error (ITAE):
Mean square error (MSE):
Tuning the controller for the mechatronics system
In order to demonstrate the effectiveness of this approach we are going to try the algorithm by tuning the PID controller parameters for a mechatronics system. From the control perspective we have to design a motion control system which is required to provide a motion control with a precise end motion [1] 
Conclusion
With Simulated Annealing, particularly the Fast Annealing great performance of the system is achieved. With Boltzmann Annealing for 500 iterations the results were not satisfying. Regarding the objective functions, FA with IAE works slightly better compared to other objective functions and gives us the best results for 500 iterations. With settling time at 0.07 second, and steady state error of 0.0001.
