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Abstract
In this paper, we study a generalized Burgers equation ut þ ðu2Þx ¼ tuxx; which is a non-
uniformly parabolic equation for t > 0: We show the existence and uniqueness of classical
solutions to the initial-value problem of the generalized Burgers equation with rough initial
data belonging to LNðRÞ:
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1. Introduction
In this paper, we will consider the following initial-value problem for a non-
uniformly parabolic equation:
ut þ ðu2=2Þx ¼ tuxx; xAR; t > 0 ð1Þ
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with the initial data
uðx; 0Þ ¼ u0ðxÞ; u0ALNðRÞ: ð2Þ
Eq. (1) can be derived from the system of compressible Navier–Stokes equations
with cylindrical symmetry, the ideal gas law as well as the polytropic equation of
state when the method of multiple scales is used, see [8,10]. The initial value problem
(1) and (2) also occurs in the study of the propagation of ﬁnite-amplitude sound
waves in variable-area ducts, see [1]. Eq. (1) and the corresponding systems have
attracted attention in the mathematical community due to the fact that the
corresponding Riemann problems admit self-similar solutions, see e.g. [3,12] or [14].
The long time behavior of solutions to the initial value problem has been studied, e.g.
by Crighton and Scott [2] as well as Scott [11] under the assumption of the well
posedness of the initial value problem (1) and (2) without veriﬁcation.
In this paper, we show the existence and uniqueness of classical solutions to the
initial value problem (1) and (2) when the initial data only belong to LNðRÞ: It is
straightforward to extend the results obtained in this paper to the type of Eq. (1)
with a general convex ﬂux function in its convection term instead of the quadratic
function considered here. It is interesting to consider what happens for the case non-
uniform parabolic systems similar to Eq. (1). It is obvious that some methods used
here fail for systems. For example, we use the entropy condition, which guarantees
the uniqueness of solutions to convex conservation laws, in an essential manner to
show the uniqueness of solution of Eq. (1). But so far there are no known conditions
that fully guarantee the uniqueness of solutions, e.g. for genuinely non-linear
hyperbolic systems.
This paper is organized as follows: In Section 2, we show that in the deﬁnition of
weak solutions to the initial-value problem (1) and (2) we may use more general test
functions that do not have compact support. This allows us to use solutions to the
adjoint problem as test functions. Section 3 is devoted to the uniqueness of weak
solution. It is shown by a non-linear version of the Holmgren method, which was
used by Oleinik [9] and Hoff [5] for convex conservation laws. We estimate the decay
rates of solutions, as well as their derivatives, to the adjoint parabolic equation for
the difference of two solutions to the initial-value problem (1) and (2). In Section 4,
we show that the weak solutions of the initial-value problem (1) and (2) are classical
solutions in the sense that they have all of the continuous derivatives occurring in
Eq. (1). The slightly stronger version of a one-sided Lipschitz condition that was
given by Tadmor [13] is used in the process of the proof.
Finally, in Section 5, we indicate how the existence of the weak solutions to the
initial-value problem (1) and (2) may also be obtained via a ﬁnite difference scheme
with variable time steps. As matter of fact the scheme can be used as a numerical
method for the computation of approximate solutions to this problem. It is
interesting to note that the ﬁrst n0 steps of the scheme proposed here use a constant
time step as used when the Lax–Friedrichs scheme is taken to approximate
conservation laws. This number n0 depends only on the supremum norm of the
initial data. The ﬁrst n0 steps of the scheme deal with the non-uniform parabolicity as
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t tends to 0 and ensure that the scheme satisﬁes the CFL stability condition.
Thereafter, variable time steps are used in order to be consistent with the non-
uniform parabolic equation (1) and to ensure global stability of the scheme.
2. Existence of weak solutions
In this section, we discuss the existence of weak solutions to the initial-value
problem (1) and (2). First, we give the deﬁnition of the weak solutions to this
problem.
Deﬁnition 2.1. A bounded measurable function u is called a weak solution of the
initial-value problem (1) and (2) if it satisﬁes the following conditions:
Z t2
t1
Z N
N
uft þ
u2
2
fx þ tufxx
 
dx dt 
Z N
N
ðufÞðx; Þjt2t1 dx ¼ 0 ð3Þ
for any 0ot1ot2 and all fAC20ðR RþÞ where Rþ ¼ ½0;N½: Additionally, we
assume that the solution u satisﬁes for any t > 0 the one-sided Lipschitz condition
Lþ½uð; tÞ
 :¼ ess sup
xay
uðx; tÞ  uðy; tÞ
x  y
 þ
p1
t
ð4Þ
and for the initial data we require that uð; tÞ tends to u0 in L1locðRÞ as t-0:
We easily obtain the following basic existence result.
Theorem 2.2. Let u0ALNðRÞ: Then there exists a weak solution u of the initial-value
problem (1) and (2) having the properties that uð; tÞ converges in L1locðRÞ to u0 for t-0;
it satisfies a one-sided Lipschitz condition (4) and the bound
juðx; tÞjpjju0jjLN ¼ M:
Proof. We use the vanishing viscosity method. Consider for e > 0 the non-singular
parabolic equation
ut þ ðu2=2Þx ¼ ðt þ eÞuxx; 0oep1:
The existence of weak solutions for the uniformly parabolic case e > 0 and
the properties of the singular limit e-0 follow by standard theory along the
lines of Oleinik [9] and Kruzˇkov [7] analogously as in the case of conservation
laws with convex ﬂux functions. The proof of the one-sided Lipschitz condition
can be given along the line of the argument by Tadmor [13] with slight
modiﬁcations. &
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Corollary 2.3. If equality (3) holds for fAC20ðR RþÞ this implies that equality (3)
holds for all
fAC2ðR RþÞ;
f;fx;fxx and ft belonging to L
1ðR ½t1; t2
Þ
for any t2 > t1 > 0: ð5Þ
Proof. We introduce for N > 0 a cut-off function
xNðxÞ ¼
Z N
N
wðx  yÞZNðyÞ dy
by taking a standard non-negative mollifying function wACN0 ðRÞ with unit mass
supported in the interval ½1; 1
: The function ZN is the characteristic function of the
interval ½N  1;N þ 1
; i.e.
ZNðxÞ ¼
1 for jxjpN þ 1;
0 for jxj > N þ 1:
(
It is easy to see that
xNAC
N
0 ðRÞ;
xNðxÞ ¼
1 for jxjpN;
0 for jxjXN þ 2;
(
jxNðxÞjp1; jx0NðxÞjpC  1; jx00NðxÞjpC1; ð6Þ
where
C :¼
Z N
N
jw0ðsÞj ds þ 1; C1 :¼
Z N
N
jw00ðsÞj ds: ð7Þ
Now consider the quantity Qðu;fÞ obtained by substituting f with properties (5),
instead of a fAC20ðR RþÞ; into the left-hand side of (3), i.e.
Qðu;fÞ ¼
Z t2
t1
Z N
N
uft þ
u2
2
fx þ tufxx
 
dx dt 
Z N
N
ðufÞðx; Þjt2t1 dx
¼Qðu;fxNÞ þ Qðu;fð1 xNÞÞ: ð8Þ
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It is easy to see from (5) and (6) that fxNAC20ðRÞ: Therefore, it follows
by the assumption of the corollary that it is an admissible test function for
which
Qðu;fxNÞ ¼
Z t2
t1
Z N
N
uðfxNÞt þ
u2
2
ðfxNÞx þ tuðfxNÞxx
 
dx dt

Z N
N
ðufxNÞðx; Þjt2t1 dx
¼ 0: ð9Þ
Now let us estimate Qðu;fð1 xNÞÞ as follows:
jQðu;fð1 xNÞÞj
¼
Z t2
t1
Z N
N
uðfð1 xNÞÞt þ
u2
2
ðfð1 xNÞÞx

þ tuðfð1 xNÞÞxx

dx dt 
Z N
N
ðufð1 xNÞÞðx; Þjt2t1 dx

p
Z t2
t1
Z
jxjXN
juðfð1 xNÞÞtj þ
u2
2
ðfð1 xNÞÞx



þ jtuðfð1 xNÞÞxxj

dx dt þ
Z
jxjXN
jðufðx; Þjt2t1ð1 xNÞÞj dx;
where (6) was used. We consider the properties of f given by (5), the boundedness of
u; and the estimates on xN in (6). Then we have for any given e > 0; taking N ¼ NðeÞ
large enough,
jQðu;fð1 xNÞÞjpe: ð10Þ
It follows from (8) and (9) and the arbitrariness of e in (10) that Qðu;fÞ ¼ 0: &
3. Uniqueness of the weak solution
We will show that weak solutions of the initial-value problem (1) and (2) which
satisfy Deﬁnition 2.1 are unique. The method of proof we give is a non-linear version
of the method of Holmgren that Hoff [5] and Oleinik [9] used for convex scalar
conservation laws.
We take two solutions u and v and mollify them using a standard non-negative
mollifying function wACN0 ðRÞ with unit mass that is supported in ½1; 1
 to obtain
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for any dA
0; t1½
udðx; tÞ ¼ 1
d2
Z N
N
Z N
N
w
x  y
d
 	
w
t  t
d
 	
uðy; tÞ dy dt;
vdðx; tÞ ¼ 1
d2
Z N
N
Z N
N
w
x  y
d
 	
w
t  t
d
 	
vðy; tÞ dy dt:
Then we consider the adjoint problem, namely the backward initial-value problem for
any given 0ot1ot2
ft þ 12ðud þ vdÞfx þ tfxx ¼ 0; tA
t1; t2½; ð11Þ
fðx; t2Þ ¼ cðxÞ; ð12Þ
where cACN0 ðRÞ is any given function. Eq. (11) is a linear uniformly parabolic
equation with smooth coefﬁcients. It has smooth solutions and satisﬁes the
maximum principle, see [4]. We take
M0 :¼ jjcðÞjjLN ; M1 :¼ jjc0ðÞjjLN ; M2 :¼ jjc00ðÞjjLN ; and
supp cC½K ;K 
:
First, we prove the following properties of the solution to the adjoint problem.
Lemma 3.1. The solution of the adjoint problem (11) and (12) satisfies the following
estimates for tA½t1; t2
:
jfðx; tÞjpM0 min 1; exp Cðt2  tÞ


þ ðM þ 1Þðt2  tÞ þ K þ 2 jxj
t2

; ð13Þ
jfxðx; tÞjp
t2
t1
M1 min 1; exp Cðt2  tÞ


þ ðM þ 1Þðt2  tÞ þ K þ 2 jxj
t2

; ð14Þ
jfxxðx; tÞjp
t22
t21
M2 þ C1t
3
2MM1
t31d
2
 !
 exp Cðt2  tÞ þ ðM þ 1Þðt2  tÞ þ K þ 2 jxj
t2
 
ð15Þ
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and
jftðx; tÞjpt2jfxxðx; tÞj þ Mjfxðx; tÞj; ð16Þ
where the constants C as well as C1 were specified in (7) and M in Theorem 2.2. Then
by Corollary 2.3 the function f is admissible as a test function in (3).
Proof.
Estimate (13): First, let us transform the backward initial-value problem (11) and
(12) into the following forward initial-value problem:
LðfÞ ¼ ft 
ud þ vd
2
fx  ðt2  tÞfxx ¼ 0; tA
0; t2  t1½; ð17Þ
fðx; 0Þ ¼ cðxÞ ð18Þ
with t ¼ t2  t: Let us introduce an auxiliary function
Fðx; tÞ ¼ exp Ctþ ðM þ 1Þtþ GðxÞ þ 1
t2
 
; ð19Þ
where
GðxÞ ¼
Z N
N
wðx  yÞðK  jyjÞ dy:
Here w is the mollifying function introduced above. Using (7), the function G is easily
seen to satisfy the estimates
jG0ðxÞjp1; jG00ðxÞjp
Z N
N
jw0ðsÞj ds ¼ C  1:
A similar type of function F as in (19) was considered by Kruzˇkov [7], see also [6].
One may also show that
K  jxjpGðxÞ þ 1pK þ 2 jxj:
Since t ¼ t2  t we have
exp Cðt2  tÞ þ ðM þ 1Þðt2  tÞ þ K þ 2 jxj
t2
 
XFðx; tÞ: ð20Þ
Therefore, in order to get estimate (13) it is enough to prove that
jfðx; tÞjpM0 minð1;Fðx; tÞÞ: ð21Þ
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By straightforward calculation we have
LðM0F7fÞ ¼M0F C þ M þ 1
t2
 ud þ vd
2
G0ðxÞ
t2
 ðt2  tÞ G
0ðxÞ2
t22
 
 ðt2  tÞ G
00ðxÞ
t2
!
> M0F > 0 ð22Þ
for tA
0; t2  t1
: It follows by the maximum principle for (22) that the minimum of
M0F7f in the strip R ½0; t2  t1
 is taken when t ¼ 0; so by jjcðÞjjLNpM0 we
obtain
ðM0F7fÞðx; tÞX inf
xAR
ðM0F7fÞjt¼0
¼min inf
jxjpK
ðM0F7fÞjt¼0; infjxj>K ðM0F7fÞjt¼0
 
Xmin inf
jxjpK
ðM07cÞ; infjxj>K M0Fjt¼0
 
¼ 0: ð23Þ
Therefore, (21) is proved by (23) and the fact that jfðx; tÞjpM0; which is obtained
by directly applying the maximum principle to the initial-value problem (17) and
(18).
Estimate (14): We have to prove that
jfxðx; tÞjp
t2
t1
M1 minð1;Fðx; tÞÞ:
Differentiating LðfÞ in (17) with respect to x and setting *f ¼ fx gives
*ft  1
2
ðud þ vdÞ *fx  ðud þ vdÞx
2
*f ðt2  tÞ *fxx ¼ 0;
*fðx; 0Þ ¼ c0ðxÞ:
Then using the transformation *f ¼ t2
t2t
%f we have
L1ð %fÞ ¼ %ft  ud þ vd
2
%fx  ðud þ vdÞx
2

 1
t2  t

%f ðt2  tÞ %fxx ¼ 0; ð24Þ
%fðx; 0Þ ¼ c0ðxÞ: ð25Þ
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The one-sided Lipschitz condition (4) in Deﬁnition 2.1 implies that
ðud þ vdÞx
2
p1
t
¼ 1
t2  t:
This allows us to apply the maximum principle to (24), see [4, Chapter 2]. Therefore,
we obtain
j %fðx; tÞjpjjc0ðÞjjLN ¼ M1 ð26Þ
and analogously to (22)
L1ðM1F7 %fÞ > M1F > 0; tA
0; t2  t1
:
By the maximum principle, we know that a non-positive minimum of M1F7 %f
cannot be taken for tA
0; t2  t1
: But we have
inf
xAR
ðM1F7 %fÞjt¼0Xmin infjxjpKðM17c
0ðxÞÞ; inf
jxj>K
M1Fjt¼0
 
X0:
Therefore, we get
j %fjpM1F: ð27Þ
Inequalities (26) and (27) and the transformation give
jfxðx; tÞj ¼ j *fðx; tÞjp
t2
t1
M1 minð1;FÞ; ð28Þ
which implies estimate (14) by (20).
Estimate (15): Differentiating LðfÞ; satisfying (17), twice with respect to x and
setting #f ¼ fxx gives
#ft  12ðud þ vdÞ #fx  ðud þ vdÞx #f ðt2  tÞ #fxx ¼ 12ðud þ vdÞxxfx;
#fðx; 0Þ ¼ c00ðxÞ:
Then using transformation #f ¼ t22ðt2tÞ2 %
f we have
L2ð
%
fÞ ¼
%
ft  ud þ vd
2 %
fx  ðud þ vdÞx 
2
t2  t
 
%
f ðt2  tÞ
%
fxx
¼ 1
2
ðud þ vdÞxxfx
ðt2  tÞ2
t22
;
%
fðx; 0Þ ¼ c00ðxÞ:
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First, we consider the case of a homogeneous right-hand side
L2ð
%
f1Þ ¼ 0;
%
fðx; 0Þ ¼ c00ðxÞ:
The one-sided Lipschitz condition (4) in Deﬁnition 2.1 implies that
 ðud þ vdÞx 
2
t2  t
 
X0: ð29Þ
Similar to the arguments to obtain (26) and (27) we get the estimate
jj
%
f1ðx; tÞjjLNpM2 minð1;Fðx; tÞÞ: ð30Þ
Now we consider the case of homogeneous initial data
L2ð
%
f2Þ ¼ 1
2
ðud þ vdÞxxfx
ðt2  tÞ2
t22
;
%
f2ðx; 0Þ ¼ 0: ð31Þ
It follows from inequality (28) that
1
2
ðud þ vdÞxxfx
ðt2  tÞ2
t22

pC1t2MM1t1d2 F; ð32Þ
where C1 was deﬁned in (7). Straightforward calculation and inequalities (29) and
(31) give
L2
C1t2MM1
t1d
2
Fðx; tÞ7
%
f2
 
>
C1t2MM1
t1d
2
Fðx; tÞ
7
1
2
ðud þ vdÞxxfx
ðt2  tÞ2
t2
> 0
for tA
0; t2  t1
: This implies by the maximum principle that a non-positive
minimum of the quantity C1t2MM1
t1d
2 Fðx; tÞ7
%
f2 cannot exist for tA
0; t2  t1
: But we
have
inf
xAR
C1t2MM1
t1d
2
Fðx; 0Þ7
%
f2ðx; 0Þ
 
X0:
Therefore, we obtain
j
%
f2ðx; tÞjpC1t2MM1
t1d
2
Fðx; tÞ:
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It follows from (30) and (32) that
jfxxðx; tÞj ¼
t22
ðt2  tÞ2 %
fðx; tÞ

pt
2
2
t21
ðj
%
f1ðx; tÞj þ j
%
f2ðx; tÞjÞ
p t
2
2
t21
M2 þ C1t2MM1
t1d
2
Fðx; tÞ
 
:
Then estimate (15) follows from (20).
Estimate (16): This follows from Eq. (11) and the fact that jjudjjLNpM and
jjvdjjLNpM: &
Theorem 3.2. Let u and v be two solutions of the initial-value problem (1) and (2) as
obtained in Theorem 2.2. Then u ¼ v almost everywhere for t > 0:
Proof. Since u and v are weak solutions of the initial-value problem (1) and (2) we
have by (3)
Z N
N
ðufÞðx; Þjt2t1 dx ¼
Z t2
t1
Z N
N
uft þ
u2
2
fx þ utfxx
 
dx dt;
Z N
N
ðvfÞðx; Þjt2t1 dx ¼
Z t2
t1
Z N
N
vft þ
v2
2
fx þ vtfxx
 
dx dt:
We subtract these two equations and set d ¼ u  v: Then we get
Z N
N
ðdfÞðx; Þjt2t1 dx ¼
Z t2
t1
Z N
N
d ft þ
u þ v
2
fx þ tfxx
 	
dx dt
and therefore using the adjoint Eq. (11)
Z N
N
ðdfÞðx; Þjt2t1 dx ¼
Z t2
t1
Z N
N
d
u þ v  ðud þ vdÞ
2
fx dx dt: ð33Þ
Since juj; jvj; judj and jvdj are bounded by the constant M considered in Theorem 2.2
and fx tends to 0 exponentially in x uniformly for tA½t1; t2
 by Lemma 3.1, we have
for any given e > 0
Z t2
t1
Z
jxjXN
d
u þ v  ðud þ vdÞ
2
fx

 dx dtpe ð34Þ
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provided that N is large enough. From estimate (14) for fx we also obtain on the
complementary set St1;t2N ¼ fðx; tÞAR Rþj jxjpN; t1ptpt2g the estimate
Z t2
t1
Z
jxjpN
d
u þ v  ðud þ vdÞ
2
fx dx dt
pMjjfxjjLNðSt1 ;t2
N
Þ jju  udjjL1ðSt1 ;t2
N
Þ þ jjv  vdjjL1ðSt1 ;t2
N
Þ
 	
pt2
t1
MM1 jju  udjjL1ðSt1 ;t2
N
Þ þ jjv  vdjjL1ðSt1 ;t2
N
Þ
 	
: ð35Þ
Applying (34) and (35) to (33) and letting d-0 gives
Z N
N
ðdfÞðx; Þjt2t1 dxpe:
From the arbitrariness of e we infer that
Z N
N
ðdfÞðx; Þjt2t1 dxp0
or
Z N
N
ðdfÞðx; t2Þ dxp
Z N
N
ðdfÞðx; t1Þ dx: ð36Þ
We observe that u and v-u0 in L
1
locðRÞ for t-0 by Theorem 2.2 and deduce from
(13) the estimate
fðx; 0ÞpM0 exp Ct
2
2 þ ðM þ 1Þt2 þ ðK þ 2 jxjÞ
t2
 
:
Then we obtain that the right-hand side of (36) tends to zero as t1-0 and therefore
Z N
N
dðx; t2ÞcðxÞ dxp0:
By the arbitrariness of t2 and the fact that the inequality must be satisﬁed by any test
function c as well as by c this implies that uðx; tÞ ¼ vðx; tÞ almost everywhere on
R Rþ: &
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4. The regularity of the weak solution
In this section, we will show that the weak solutions of the initial-value problem
(1) and (2) have all continuous derivatives occurring in Eq. (1) even for initial data
u0ALNðRÞ:
Theorem 4.1. u0ALNðRÞ: Then the weak solution u to the initial-value problem (1) and
(2) has all continuous derivatives occurring in Eq. (1).
Proof. For any given t0 > 0 consider the function
u˜ðx; tÞ ¼ uðx; tÞ; 0otpt0;
%uðx; tÞ; t0ot:
(
Here %uðx; tÞ is the solution of the following initial-value problem:
%ut þ ð %u2=2Þx ¼ t %uxx; xAR; t > t0; ð37Þ
%uðx; t0Þ ¼ uðx; t0Þ: ð38Þ
The function %uðx; tÞ; as the solution of a uniformly parabolic equation (37), has all
continuous derivatives occurring in (37), i.e. %ux; %uxx and %ut are continuous.
Now we shall prove that u˜ is a weak solution of the initial-value problem (1) and
(2). According to Deﬁnition 2.1 we only have to prove that u˜ satisﬁes the one-sided
Lipschitz condition (4). Along the line of the argument given by Tadmor [13,
Theorem 3.1] for %u; the solution of the initial-value problem (37) and (38), we have
Lþð %uð; tÞÞp 11
Lþðuð;t0ÞÞ þ ðt  t0Þ
for t > t0: ð39Þ
Since u is a weak solution of the initial value problem (1) and (2) we have
Lþðuð; t0ÞÞp1
t0
: ð40Þ
Substituting (40) into (39) gives
Lþð %uð; tÞÞp1
t
for t > t0:
By the uniqueness shown in Theorem 3.2 we deduce that
uðx; tÞ ¼ u˜ðx; tÞ; t > 0:
Therefore, the derivatives ux; uxx; ut are continuous for t > t0: The arbitrariness of
t0 > 0 implies that ux; uxx; ut are continuous for t > 0: &
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5. A ﬁnite difference scheme and concluding remarks
In this section, we shall indicate an alternative proof of the existence theorem for
weak solutions to the initial-value problem (1) and (2) by a ﬁnite difference method.
This also gives a means to compute approximate solutions numerically.
Consider a ﬁxed mesh size l in space. Using variable time steps hn; nAN; let the
upper-half-plane tX0 be discretized using the grid points ðxj; tnÞ with xj ¼ jl; tn ¼Pn
i¼1 hi; for jAZ; nAN: Consider the Lax–Friedrichs scheme
unþ1j 
un
jþ1þunj1
2
hn
þ ðu
n
jþ1Þ2=2 ðunj1Þ2
2l
¼ 0; ð41Þ
with discrete initial data obtained as the point values given by averaging over the
spatial cells ½ðj  12Þl; ðj þ 12Þl
 centered around xj; i.e.
u0j ¼
1
l
Z ðjþ1
2
Þl
ðj1
2
Þl
u0ðxÞ dx: ð42Þ
We take the bound M for the data, as considered in Theorem 2.2. It is well known
and easily seen that scheme (41) is monotone and stable if the CFL-condition
Mhn
l
p1 for n ¼ 1; 2;y ð43Þ
holds. Now we ﬁx the time step n0 :¼ ½M22 
 þ 1AN: The time steps hn will be deﬁned as
follows
hn ¼ l=M for npn0; ð44Þ
hn ¼ l
2
2
Pn
i¼1 hi
¼ l
2
2tn
for n > n0: ð45Þ
In (45) we have hn given implicitly by a quadratic equation. Of this, we take the
positive solution given by
hn ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2n1 þ 2l2
q
 tn1
 
; n > n0: ð46Þ
For any n > n0 we have by (44) and (45) that
hn ¼ l
2
2
Pn
i¼1 hi
o l
2
2
Pn0
i¼1 hi
¼ l
2
2ð½M2
2

 þ 1Þ l
M
p l
2
2 M
2
2
l
M
¼ l
M
: ð47Þ
It follows from (44) and (47) that the CFL stability condition (43) is satisﬁed. The
difference scheme (41) can be rewritten in the following equivalent form using (44)
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and (45), respectively:
unþ1j  unj
hn
þ ðu
n
jþ1Þ2=2 ðunj1Þ2=2
2l
¼ Ml u
n
jþ1  2unj þ unj1
2l2
for npn0 ð48Þ
and
unþ1j  unj
hn
þ ðu
n
jþ1Þ2=2 ðunj1Þ2=2
2l
¼ l
2
hn
unjþ1  2unj þ unj1
2l2
¼ tn
unjþ1  2unj þ unj1
l2
for n0pn: ð49Þ
Scheme (49) is obviously consistent with Eq. (1). Following the same line of
arguments given by Oleinik [9, Sections 3 and 5] we can obtain the weak solution u of
the initial value problem (1) and (2) in the sense of Deﬁnition 1.2 as the limit of a
subsequence of approximate solutions Ul constructed by scheme (41) and (42) as step
functions by setting
Ulðx; tÞ ¼ unj for ðj  12Þlpxoðj þ 12Þl; tnptotnþ1;
except for the fact that the weak solutions obtained here satisfy the slightly different
one-sided Lipschitz condition
ess sup
xay
uðx; tÞ  uðy; tÞ
x  y
 þ
p2
t
ð50Þ
instead of (4). It is easy to see that the weak solutions of the initial-value problem (1)
and (2) satisfying (50) are also unique and that (4) implies (50). So the weak solutions
of (1) and (2) obtained by the viscosity method in Section 2 and the difference
scheme in this section are identical and are the unique classical solutions of (1) and
(2), due to the results of Sections 3 and 4.
We would like to remark that for any l > 0 the solutions of the difference scheme
(41) and (42) with time steps given by (44) and (45) are well deﬁned for all t > 0:
Indeed, suppose there exists a ﬁnite number T > 0 such that tnþn0-T as n-N:
From (45) we have
tn0þn ¼ tn0þn1 þ
l2
2tn0þn
: ð51Þ
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Letting n-N in (51) gives
T ¼ T þ l
2
2T
;
which contradicts the assumption that T is ﬁnite.
Further, all previous arguments remain true with the time steps taken to be (44) and
hn ¼ l
2
2
Pn1
i¼1 hi
¼ l
2
2tn1
for n > n0: ð52Þ
The time step hn given by (52) is slightly simpler than (46).
It is interesting that the solution of the non-uniformly parabolic equation (1) with
the initial data (2) can be approximated by the Lax–Friedrichs scheme in the form
(41) and (42) if the ﬁrst ﬁnite number of constant ﬁnite difference steps are given by
(48). These steps deal with the non-uniform parabolicity of Eq. (1). Then afterwards
the use of speciﬁcally chosen variable time steps makes the scheme consistent with
Eq. (1). By (45) the time steps are decreased with the order 1
t
for ﬁxed mesh size l in
order to compensate for the growing diffusion coefﬁcient. This is needed to keep the
scheme stable. As is usual for second-order parabolic equations, the time step is also
of the order l2 for l-0 to remain stable.
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