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Abstract
This paper is a second part to previous work (see Finite Fields Appl. 9 (2003) 211). Different
conjectures stated there are proven here. We are concerned with sequences ðxiÞiX1 in Fq such
that the continued fraction expansion ½x1T ; x2T ;y; xnT ;y in FqððT1ÞÞ is algebraic over
FqðTÞ: These algebraic elements correspond in some way to quadratic real numbers for which
the continued fraction expansion is well known.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The continued fraction algorithm is based upon a sequence ðKnÞnX0 of
polynomials in several variables . For nX0; Kn is a polynomial of n variables and
we can write
Knða1; a2;y; anÞ
Kn1ða2; a3;y; anÞ ¼ a1 þ 1=ða2 þ 1=ða3 þ?þ 1=anÞyÞ:
This sequence of polynomials, which are called continuants, is easily deﬁned
recursively. We put K0 ¼ 1; we have K1ðu1Þ ¼ u1 and for nX2
Knðu1; u2;y; unÞ ¼ unKn1ðu1;y; un1Þ þ Kn2ðu1;y; un2Þ: ð1Þ
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Thus K2ðu1; u2Þ ¼ u1u2 þ 1; K3ðu1; u2; u3Þ ¼ u1u2u3 þ u1 þ u3; etc. We consider a
sequence ðxiÞiX1 of indeterminates. For iX1 and mX1; we put
K ðiÞm ¼ Kmðxi; xiþ1;y; xiþm1Þ:
K
ðiÞ
m is a polynomial of m variables of total degree m and of degree one in each
variable, being a sum of products of distinct variables. We can split it into a sum of
homogeneous polynomials, each of degree one or zero in every variable and of total
degree m  2j for 0pjpm=2: So we can write
K ðiÞm ¼
X
0pjpm=2
oðiÞm;m2j: ð2Þ
The homogeneous polynomials oðiÞm;m2j are related to each other in the following
way. First, for mX1; oðiÞm;m is equal to the product xixiþ1;y; xiþm1 and o
ðiÞ
0;0 ¼ 1:
Then, for 0pjpm=2; oðiÞm;m2j is the sum of all the terms obtainable from o
ðiÞ
m;m by
deleting j pairs of consecutive variables. For 0pjpm=2; we can see that oðiÞm;m2j is
the sum of mj
j
 
terms, each term being a product of m  2j variables. Besides, it is
easily veriﬁed that Kmðu1; u2;y; umÞ ¼ Kmðum; um1;y; u1Þ: By this remark and
combining (1) and (2), we can obtain the following formulas for mX2; iX1 and
1pjpm=2:
oðiÞm;m2j ¼ xiþm1oðiÞm1;m12j þ oðiÞm2;m2j ð3Þ
and also
oðiÞm;m2j ¼ xioðiþ1Þm1;m12j þ oðiþ2Þm2;m2j: ð4Þ
Let p be a prime number. We consider the ﬁnite ﬁeld Fq of characteristic p with
q ¼ ps and sX1: We introduce two integers r ¼ pt where tX1 and lXr: We introduce
an element eAFq and a l-tuple Ll ¼ ðl1; l2;y; llÞAðFqÞl : To shorten the writing for
an integer nX 1 we put N ¼ nr þ l: We are concerned with the study of the
existence of sequences ðxiÞiX1 in Fq which satisfy the initial conditions xi ¼ li for
1pipl and for nX0 the following recurrent system:
Sðr; l;Ll ; eÞ
ðA0Þ oðNþ1Þr;r ¼ eð1Þn xrnþ1;
ðAjÞ oðNþ1Þr;r2j þ oðNrþ2Þr2;r2j ¼ 0; 1pjpr=2;
ðBjÞ oðNþ2Þr1;r12j ¼ oðNrþ2Þr1;r12j; 0pjpðr  1Þ=2:
8><
>>:
Such solution sequences ðxiÞiX1 in Fq of the above system are interesting to consider
because they generate in the ﬁeld of power series over Fq an inﬁnite continued
fraction ½x1T ; x2T ;y; xnT ;y which is algebraic over FqðTÞ (see [LR1,LR2]). The
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simplest solution is obtained with e ¼ 1 and xi ¼ 1 for all iX1 leading to the
quadratic element ½T ; T ;y; T ;y which is the analogy of the golden mean in the
case of a function ﬁeld over a ﬁnite ﬁeld. The non-trivial solutions are non-periodic
sequences and therefore lead to algebraic but non-quadratic power series having all
partial quotients linear in T : The existence of algebraic power series of degree
n42 with a continued fraction expansion having all partial quotients of bounded
degree is singular when we compare this situation with the classical case of real
numbers. In particular, the existence of algebraic continued fraction expansion
having all partial quotients of degree one was pointed at for the ﬁrst time in a paper
of Mills and Robbins. This paper [MR] is at the origin of the present work. For a
wider approach on this topic and for more references see [L] and [S]. The present
work is a direct continuation of [LR1] and gives a positive answer to several
conjectures stated there.
2. General conditions for the existence of solutions
We ﬁrst prove the following proposition.
Proposition 1. Let nX0 be an integer. Let ðxNrþ2; xNrþ3;y; xNþrÞ be a finite
sequence of 2r  1 variables. Then this finite sequence satisfies ðAjÞ for 1pjpr=2 and
ðBjÞ for 0pjpðr  1Þ=2 if and only if we have
ðCiÞ xNþi ¼ oðNrþ2Þrþi3;riþ1=oðNrþ2Þrþi2;ri; 2pipr:
Proof. We assume that the sequence satisﬁes the two groups of equalities ðAjÞ and
ðBjÞ and we will establish by induction that the following equalities:
ðDi;jÞ oðNþiÞriþ1;riþ12j ¼ ð1ÞioðNrþ2Þrþi3;riþ12j; 0pjpðr  i þ 1Þ=2
hold for 1pipr and ði; jÞað1; 0Þ: To prove ðDi;jÞ we use induction on i: First ðD1;jÞ is
true for 1pjpr=2 by the ﬁrst group of equalities ðAjÞ: Then ðD2;jÞ is true for
0pjpðr  1Þ=2 by the second group of equalities ðBjÞ: We observe that if r  i þ 1 is
even and j ¼ ðr  i þ 1Þ=2 then ðDi;jÞ is satisﬁed since oðNþiÞriþ1;0 ¼ oðNrþ2Þrþi3;0 ¼ 1 and
ð1Þi ¼ 1 whether the characteristic is odd or even. Thus, we need to prove ðDi;jÞ for
3pipr and 0pjoðr  i þ 1Þ=2: By (4) we have
oðNþiÞriþ1;riþ12j ¼ xNþi2oðNþi1Þriþ2;ri2j þ oðNþi2Þriþ3;riþ12j :
If we put j0 ¼ j þ 1 this then becomes
oðNþiÞriþ1;riþ12j ¼ xNþi2oðNþi1Þriþ2;riþ22j0 þ oðNþi2Þriþ3;riþ32j0 :
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Since 0pjoðr  i þ 1Þ=2 we have 1pj0pðr  i þ 2Þ=2; consequently using ðDi1;j0 Þ
and ðDi2;j0 Þ we obtain
oðNþiÞriþ1;riþ12j ¼ ð1ÞiðxNþi2oðNrþ2Þrþi4;ri2j þ oðNrþ2Þrþi5;riþ12jÞ:
By (3) this becomes
oðNþiÞriþ1;riþ12j ¼ ð1ÞioðNrþ2Þrþi3;riþ12j ;
which completes the proof by induction. In order to establish the equalities ðCiÞ; it is
easy to observe that
xNþi ¼ oðNþiÞriþ1;riþ1=oðNþiþ1Þri;ri
holds for 2pipr  1: Consequently applying ðDi;0Þ and ðDiþ1;0Þ; we obtain directly
ðCiÞ for 2pipr  1: Finally, Dðr; 0Þ implies in all characteristic
xNþr ¼ oðNþrÞ1;1 ¼ ð1ÞroðNrþ2Þ2r3;1 ¼ oðNrþ2Þ2r3;1 =oðNrþ2Þ2r2;0
and so ðCrÞ holds too. Now we shall prove the converse. We assume that the ﬁnite
sequence ðxNrþ2; xNrþ3;y; xNþr1; xNþrÞ is such that ðCiÞ holds for 2pipr: We
shall prove by downward induction on i that ðDi;jÞ holds for 1pipr and 0pjpðr 
i þ 1Þ=2 with ði; jÞað1; 0Þ: First for 2pipr it is clear that ðDi;0Þ is true. This is
obtained by multiplying all the equalities ðCkÞ for ipkpr and observing that
ð1Þriþ1 ¼ ð1Þi in all characteristic. On the other hand, as we saw above, if r 
i þ 1 is even and j ¼ ðr  i þ 1Þ=2 then ðDi;jÞ is clearly satisﬁed. Consequently ðDr;0Þ;
ðDr1;0Þ and ðDr1;1Þ are true. We begin our induction assuming that 1pipr  2 and
0ojoðr  i þ 1Þ=2: By (4) we have
oðNþiÞriþ1;riþ12j ¼ xNþioðNþiþ1Þri;ri2j þ oðNþiþ2Þri1;riþ12j:
Putting j0 ¼ j  1 we have 1pjpðr  iÞ=2; 0pj0pðr  i  1Þ=2 and
oðNþiÞriþ1;riþ12j ¼ xNþioðNþiþ1Þri;ri2j þ oðNþiþ2Þri1;ri12j0 :
Applying Dði þ 1; jÞ and Dði þ 2; j0Þ this becomes
oðNþiÞriþ1;riþ12j ¼ ð1ÞiðxNþioðNrþ2Þrþi2;ri2j þ oðNrþ2Þrþi1;ri12j0 Þ
and again by (3)
oðNþiÞriþ1;riþ12j ¼ ð1ÞioðNrþ2Þrþi3;riþ12j :
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Hence Dði; jÞ is true for 1pipr  2 and 0ojoðr  i þ 1Þ=2: For 1pjpr=2; Dð1; jÞ is
ðAjÞ and for 1pjpðr  1Þ=2; Dð2; jÞ is ðBjÞ: Since Dð2; 0Þ is true we also have ðB0Þ:
So the sequence satisﬁes the desired equalities and the proof of the proposition is
complete. &
Remark 2. According to the formulas ðCiÞ; we observe that xNþi is a rational
function of the r þ i  2 variables xNrþ2;y; xNþi1 for 2pipr: Consequently the
values taken by the last r  1 variables xNþ2;y; xNþr are determined by the
values given to the ﬁrst r ones xNrþ2;y; xNþ1; if these rational functions are deﬁned
for these values. Moreover, combining ðA0Þ and ðB0Þ; we see that xNþ1 ¼ eð1Þn xrnþ1=
oðNrþ2Þr1;r1 if o
ðNrþ2Þ
r1;r1 a0: Hence the sequence is generated recursively from the ﬁrst l
values, eventually up to a certain index. In fact the recursive process may or may not
have an end. To avoid this difﬁculty we can introduce a different system.
Corollary 3. Let Ll ¼ ðl1; l2;y; llÞAðFqÞl be given. Let ðxiÞiX1 be the sequence in Fq
which satisfies the initial conditions xi ¼ li for 1pipl and for nX0 the following
recurrent system S0ðr; l;Ll ; eÞ:
ðA00Þ xNþ1 ¼ eð1Þ
n
xrnþ1ðoðNrþ2Þr1;r1 Þq2;
ðC0iÞ xNþi ¼ oðNrþ2Þrþi3;riþ1ðoðNrþ2Þrþi2;riÞq2; 2pipr:
8<
:
Then any sequence ðxiÞiX1 in Fq solving Sðr; l;Ll ; eÞ is solution of S0ðr; l;Ll ; eÞ:
Reciprocally any sequence ðxiÞiX1 in Fq solving S0ðr; l;Ll ; eÞ is solution of
Sðr; l;Ll ; eÞ:
Proof. We observe that for uAFq we have u
1 ¼ uq2: The proof is then directly
derived from Proposition 1 and Remark 2. &
Remark 4. The sequences ðxiÞiX1 generated recursively by S0ðr; l;Ll ; eÞ from an
arbitrary Ll and an arbitrary e generally vanish at a certain index. The average index
of the ﬁrst vanishing term may be very large and this phenomenon is linked to the
size of the ﬁeld Fq (for computational data see [LR1] p. 219). We are here only
interested in the existence of extremal solutions where all the terms are non-zero and
these solutions appear to be exceptional. Nevertheless and in connection with the
original problem on continued fractions the solutions obtained from an arbitrary Ll
and an arbitrary e may be of interest. Indeed we can notice the following (see [LR2]):
given e and Ll ¼ ðl1; l2;y; llÞAðFqÞl ; we can build an algebraic power series Y
linked to this vector and also the sequence ðxiÞiX1 solution of S0ðr; l;Ll ; eÞ: If this
sequence vanishes at some index then the beginning of the continued fraction forY is
½x1T ; x2T ;y; xuT  where x1; x2;y; xu are the ﬁrst non-vanishing terms of this
sequence.
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We will now have to distinguish two cases according to the parity of the
characteristic. We begin with the case of characteristic two. We can state the
following proposition.
Proposition 5. We assume that q ¼ 2s and r ¼ 2t with two positive integers s and t: Let
lXr be a given integer. Let eAFq be given. Let Ll ¼ ðl1; l2;y; llÞAðFqÞl be given such
that
ðHeÞ oðlrþ2Þr1;r12j ¼ 0; 1pjpðr  1Þ=2:
Then there is a sequence ðxiÞiX1 in Fq satisfying the system Sðr; l;Ll ; eÞ: This sequence
ðxiÞiX1 is defined by the initial conditions xi ¼ li for 1pipl and for nX0 by the
following formulas:
ðX1Þ xrnþlþ1 ¼ eð1Þ
n
xrnþ1
Y
lrþ2pipl
l1i ;
ðXkÞ xrnþlþk ¼
xlþ2k if n 
 0 mod 2;
xlrþk if n 
 1 mod 2;
	
2pkpr:
Proof. It is easy to check that ðXkÞ implies
ðxNþ2; xNþ3;y; xNþrÞ ¼ ðxN ; xN1y; xNrþ2Þ; nX0: ð5Þ
Since Kmðu1;y; umÞ ¼ Kmðum;y; u1Þ; we see that (5) implies
oðNþ2Þr1;r12j ¼ oðNrþ2Þr1;r12j; 0pjpðr  1Þ=2; nX0:
Consequently ðBjÞ is satisﬁed for 0pjpðr  1Þ=2: Moreover because of ðHeÞ we have
oðNrþ2Þr1;r12j ¼ 0; 1pjpðr  1Þ=2; nX0; ð6Þ
and
oðNrþ2Þr1;r1 ¼
Y
lrþ2pipl
li; nX0: ð7Þ
For nX0; by (4) we can write
oðNþ1Þr;r2j ¼ xNþ1oðNþ2Þr1;r12j þ oðNþ3Þr2;r2j:
By (6) this becomes
oðNþ1Þr;r2j ¼ oðNþ3Þr2;r2j: ð8Þ
As above by (5) we have
oðNþ3Þr2;r2j ¼ oðNrþ2Þr2;r2j : ð9Þ
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Comparing (8) and (9) we see that ðAjÞ is satisﬁed for 1pjpr=2 and for nX0: Since
oðNþ1Þr;r ¼ xNþ1oðNþ2Þr1;r1; it is clear by ð7Þ and ðX1Þ that ðA0Þ is satisﬁed for nX0: This
completes the proof of the proposition. &
Remark 6. Note that ðHeÞ does not involve the ﬁrst l  r þ 1 components of Ll :
Besides the simplest case r ¼ 2 where the hypothesis ðHeÞ is empty, it is easy to check
that there exist LlAðFqÞl satisfying the hypothesis ðHeÞ: For example if r ¼ 4 this
hypothesis reduces to ll2 ¼ ll : On the other hand it appears by computer
calculations on some random cases in ﬁnite ﬁelds of characteristic two that when Ll
is such that ðHeÞ does not hold then the system S0ðr; l;Ll ; eÞ; for all choices of
l1;y; llrþ1 and e in Fq; generates a sequence which vanishes at some index. It is an
open question whether the system S0ðr; l;Ll ; eÞ generates a non-vanishing sequence if
and only if Ll is such that ðHeÞ holds.
We turn now to the case of odd characteristic. We begin by the following lemma.
Lemma 7. We assume that p is an odd prime number. Let q; r and lXr be given as
above. Let nX0 be an integer. Let ðxNrþ2;y; xNþrÞ be a sequence of 2r  1 terms
in Fq: We assume that there exists aAF

q and bAF

q such that
ðGÞ xNrþi ¼ að1Þ
i
; 2pipr;
and
ðG0Þ xNþi ¼ bð1Þ
i
; 2pipr
with
ðgÞ b1 ¼ 2xNþ1  a:
Then this finite sequence satisfies ðAjÞ for 1pjpr=2 and ðBjÞ for 0pjpðr  1Þ=2:
Proof. Using ðGÞ and ðG0Þ it is easy to compute oðNrþ2Þr1;r12j and oðNþ2Þr1;r12j : We
observe that oðNrþ2Þm;m2j and o
ðNþ2Þ
r1;r12j are both sums of terms all equal to 1. We recall
that the number of terms in oðiÞm;m2j is
mj
j
 
: Therefore, we see that the following
formulas hold:
oðNrþ2Þr1;r12j ¼ oðNþ2Þr1;r12j ¼
r  1 j
j

 
; 0pjpðr  1Þ=2: ð10Þ
Thus ðBjÞ is true for 0pjpðr  1Þ=2: We turn to ðAjÞ for 1pjpr=2: By (4) we can
write
oðNþ1Þr;r2j ¼ xNþ1oðNþ2Þr1;r12j þ oðNþ3Þr2;r2j: ð11Þ
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Using ðG0Þ we observe that in oðNþ3Þr2;r2j all terms are equal to b1: Therefore, we see as
above that
oðNþ3Þr2;r2j ¼
r  1 j
j  1

 
b1; 1pjpr=2: ð12Þ
Now we observe that
2
r  1 j
j  1

 
þ r  1 j
j

 
¼ ðr  1 jÞ!ðr  2jÞ!j! r ¼ 0: ð13Þ
By (10)–(13) and ðgÞ; we obtain
oðNþ1Þr;r2j ¼ ð2xNþ1 þ b1Þ
r  1 j
j  1

 
¼ a r  1 j
j  1

 
: ð14Þ
Since all the terms in oðNrþ2Þr2;r2j are equal to a; we see as above that
oðNrþ2Þr2;r2j ¼ a
r  1 j
j  1

 
; 1pjpr=2: ð15Þ
Comparing (14) and (15) we see that ðAjÞ hold for 1pjpr=2: So the proof of the
lemma is complete. &
Remark 8. Using the above lemma by iteration, we see that it may be possible
to build a sequence ðxiÞiX1 in Fq satisfying ðAjÞ for 1pjpr=2 and ðBjÞ for 0pjp
ðr  1Þ=2 and for nX0: To do so we need to start from a l-tuple Ll satisfying a
condition of type ðGÞ: Then, as long as 2xNþ1  aa0; using ðgÞ and ðG0Þ we can
deﬁne the r  1 terms xNþ2;y; xNþr from xNþ1 and the r  1 preceding ones
xNrþ2;y; xN : Because of the stability properties of our system it is sufﬁcient to
choose a ¼ 1 in the condition ðGÞ which is required for Ll : Indeed if ðxiÞiX1 is a
solution of Sðr; l; q; eÞ then ðlð1Þi xiÞiX1 is also a solution of Sðr; l; q; e0Þ for any lAFq:
Therefore we introduce the following hypothesis:
ðH0Þli ¼ 1; l  r þ 2pipl:
(We may notice that in the simplest case r ¼ 3 this hypothesis is meaningless. Indeed
for arbitrary r and l if the system has a solution in Fq then we may assume that
xl1 ¼ xl ¼ 1; see [LR1] p. 215.) Now one question arises. Is it true that when Ll is
such that ðH0Þ does not hold then the system S0ðr; l;Ll ; eÞ for all choices of
l1;y; llrþ1 and e in Fq generates a sequence which vanishes at some index? This
question remains open but computer calculations have not been able to bring any
contradictory example. The hypothesis ðH0Þ should be compared to ðHeÞ in the case
of characteristic two in which the same kind of difﬁculty has been observed (see end
of Remark 6).
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In order to obtain a sequence ðxiÞiX1 in Fq solution of the desired system by help of
Lemma 7, we must now take into consideration condition ðA0Þ which gives xNþ1
from e and a preceding term. We have the following lemma.
Lemma 9. We assume that p is an odd prime number. Let q ¼ ps; r ¼ pt and
lXr be given as above. Let eAFq and Ll ¼ ðl1; l2;y; llÞAðFqÞl be given. We assume
that
ðH0Þ li ¼ 1; l  r þ 2pipl:
Suppose that there exists a sequence ð ynÞnX1 in Fq such that
ðIÞ y1 ¼ 1; yi ¼ 2eð1Þ
i
lriþ1  y1i1; 0pipl  r
ðJ0Þ yN þ y1N1 ¼ eð1Þ
N ð yn þ y1n1Þr; nX0
and
ðJkÞ yNþk þ y1Nþk1 ¼ 2eð1Þ
Nþk
yð1Þ
kr
n ; 1pkpr  1; nX 1:
Then the sequence ðxiÞiX1 in Fq defined by the initial conditions xi ¼ li for 1pipl and
by the following formulas:
ðX1Þ xNþ1 ¼ ð1=2Þð yn þ y1n1Þ; nX0;
ðXkÞ xNþk ¼ yð1Þ
kþ1
n ; 2pkpr; nX 1
is a solution of the system Sðr; l;Ll ; eÞ:
Proof. Let nX0 be an integer. By ðXkÞ; we have xNþk ¼ yð1Þ
kþ1
n and xNrþk ¼
y
ð1Þkþ1
n1 for 2pkpr: Also, by ðX1Þ; we have yn ¼ 2xNþ1  y1n1: Therefore we can
apply Lemma 7 and consequently the sequence ðxiÞiX1 satisﬁes ðAjÞ for 1pjpr=2
and ðBjÞ for 0pjpðr  1Þ=2: We need to show that ðA0Þ is also satisﬁed. Since
xNþk ¼ yð1Þ
kþ1
n for 2pkpr; we have oðNþ1Þr;r ¼ xNþ1: First we suppose that 0pnp
l  r: Then by ðX1Þ and ðIÞ we have
xNþ1 ¼ ð1=2Þð yn þ y1n1Þ ¼ eð1Þ
n
xrnþ1:
Now for nXl  r þ 1 we have to distinguish tow cases. If n ¼ mr þ l þ k with
mX 1 and 1pkpr  1; then applying ðX1Þ; ðJkÞ and ðXkþ1Þ we obtain
xNþ1 ¼ ð1=2Þð yn þ y1n1Þ ¼ eð1Þ
n
yð1Þ
kr
m ¼ eð1Þ
n
xrnþ1:
ARTICLE IN PRESS
A. Lasjaunias, J.-J. Ruch / Finite Fields and Their Applications 10 (2004) 551–565 559
In the second case, if n ¼ mr þ l with mX0 applying ðX1Þ and ðJ0Þ we can write
xNþ1 ¼ ð1=2Þð yn þ y1n1Þ ¼ ð1=2Þeð1Þ
nð ym þ y1m1Þr ¼ eð1Þ
n
xrnþ1:
This completes the proof of the lemma. &
Remark 10. We see that in Lemma 9 the sequence ð ynÞnX1 in Fq is well determined
by the initial values yi for 1pipl  r and the two recursive relations ðJ0Þ and ðJkÞ:
The question is the following: if Ll is such that ðH0Þ holds, is it possible to choose
l1;y; llrþ1 and eAFq such that this sequence ð ynÞnX1 in Fq exists and thus gives
rise to a sequence ðxnÞnX1 in Fq satisfying the system? We will now give a positive
answer to this question.
Let us ﬁrst come back to the sequence introduced in the previous lemma. We
need to make sure that the ﬁrst yi for 0pipr  l are not zero. They depend on
eAFq and the ﬁrst l  r þ 1 terms of the sequence ðxiÞiX1: We recall that we
assume that ðH0Þ holds or equivalently that y1 ¼ 1: We need some notation.
Given eAFq we introduce the subset ElðeÞ of ðFqÞlrþ1 such that ðl1;y; llrþ1ÞAElðeÞ
if and only if we have 2eð1Þ
i
lriþ1  y1i1a0 for 0pipl  r: In other words we
have
Q
0piplr yia0 if and only if ðl1;y; llrþ1ÞAElðeÞ: Using the usual notation
for continued fraction we can introduce the following expression denoted by
Cðe; l1;y; llrþ1Þ
½2eð1Þlrlrlrþ1;2eð1Þ
lr1
lrlr;y; ð1Þlr2elr1; ð1Þlrþ1:
We observe that ðl1;y; llrþ1ÞAElðeÞ if and only if Cðe; l1;y; llrþ1Þ is deﬁned and
belongs to Fq: According to condition ðIÞ in Lemma 9, it appears that
Cðe; l1;y; llrþ1Þ is simply ylr: We can now prove the following proposition.
Proposition 11. We assume that p is an odd prime number. Let q ¼ ps; r ¼ pt and lXr
be given as above. Let LlAðFqÞl be given such that
ðH0Þ li ¼ 1; l  r þ 2pipl:
Suppose that we have
ðH1Þ ðllrþ1;y; l1ÞAElð1Þ and e ¼ Cð1; llrþ1;y; l1Þ1:
Then there exists a sequence ðxiÞiX1 in Fq satisfying the system Sðr; l;Ll ; eÞ: This
sequence is defined by the initial conditions xi ¼ li for 1pipl and for nX0 by the
following formulas:
ðX1Þ xrnþlþ1 ¼ ð1=2Þð yn þ y1n1Þ;
ðXkÞ xrnþlþk ¼ yð1Þ
kþ1
n ; 2pkpr
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where the sequence ð ynÞnX1 is defined by the initial conditions
ðIÞ y1 ¼ 1; yi ¼ 2eð1Þ
i
lriþ1  y1i1; 0pipl  r
and the recursive formula
ðYkÞ ynrþlþk ¼ yð1Þ
k
r
n e
ð1Þnrþlþk ; 0pkpr  1; nX 1:
Proof. From ðH1Þ we have eCð1; llrþ1;y; l1Þ ¼ 1 which becomes
1 ¼ ½2elr1;2eð1Þlr2;y; ð1Þlr2eð1Þ
lr
lrlrþ1; ð1Þlrþ1eð1Þ
lrþ1 :
Now we can easily verify that ½a1; a2;y; an ¼ 1 is formally equivalent to an ¼
½an1;y;a1; 11: Consequently we see that ðH1Þ is equivalent to
ðl1;y; llrþ1ÞAElðeÞ and Cðe; l1;y; llrþ1Þ ¼ eð1Þlr : To apply Lemma 9, we shall
prove that the sequence ð ynÞnX1 deﬁned in this proposition has the required
properties. The initial conditions are the same. We have just seen that ðH1Þ is
equivalent to
Q
0piplr yia0 and ylr ¼ eð1Þ
lr
: We see that ðY0Þ for n ¼ 1 implies
ylr ¼ eð1Þlr in agreement with the initial conditions and therefore the sequence is
well deﬁned. Moreover because of the recursive formula ðYkÞ it is clear that ynAFq
for nXl  r: So we only need to prove that ðJ0Þ and ðJkÞ are satisﬁed. By ðY0Þ and
ðYr1Þ; for nX0 we can write
yN þ y1N1 ¼ eð1Þ
N
yrn þ ð yrn1eð1Þ
N1Þ1 ¼ eð1ÞN ð yn þ y1n1Þr:
Therefore ðJ0Þ holds. By ðYkÞ and ðYk1Þ; for nX 1 and 1pkpr  1 we can write
yNþk þ y1Nþk1 ¼ eð1Þ
Nþk
yð1Þ
kr
n þ ðeð1Þ
Nþk1
yð1Þ
k1r
n Þ1;
yNþk þ y1Nþk1 ¼ 2eð1Þ
Nþk
yð1Þ
kr
n :
So ðJkÞ is satisﬁed for 1pkpr  1 and nX 1: By applying Lemma 9, we see that
the proof of the proposition is complete. &
Remark 12. Comparing to Proposition 5 in the case of characteristic 2, we see that
ðH0Þ plays the roˆle of ðHeÞ: But contrary to this case we need a second hypothesis to
have a solution, since here the ﬁrst l  r þ 1 components of Ll and e cannot be
arbitrarily chosen in Fq: In fact it is easy to check that there are ðq  2Þlrþ1 tuples
ðl1;y; llrþ1Þ in ðFqÞlrþ1 satisfying ðH1Þ and once such a tuple is chosen then e is
determined. Note that if l1 ¼? ¼ llrþ1 ¼ 1 then ðH1Þ is satisﬁed and e ¼ 1;
leading to constant sequences ð yiÞiX1 and ðxiÞiX1 equal to 1.
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3. Singular solutions in certain ﬁnite ﬁelds of odd characteristic
In this section we assume that p is an odd prime number. We come back to a
phenomenon which we have mentioned in our last paper (see [LR1], Remark 5 p.
219). Surprisingly we checked by computer calculations that in some ﬁelds of odd
characteristic there seemed to exist non-vanishing sequences satisfying the system
with the initial conditions fulﬁlling ðH0Þ but not ðH1Þ: Actually we will see that the
hypothesis ðH1Þ brings a simpliﬁcation leading to a sequence solution in an arbitrary
Fq having a rather regular pattern. Nevertheless we will show that without this
simpliﬁcation, under some special circumstances and only in certain ﬁnite ﬁelds, we
may obtain a sequence solution having a more sophisticated pattern.
In the next lemma we describe the most general pattern of a sequence ð ynÞnX1
connected with the recursive relations ðJ0Þ and ðJkÞ of Lemma 9.
Lemma 13. We assume that p is an odd prime number. Let q ¼ ps; r ¼ pt and l be given
as above. Let eAFq be given. For 0pkpr  1 we introduce two elements gk and fk of
FpðX Þ defined by
ðFÞ gkðxÞ ¼ 1þ ðk þ 1Þx
1þ kx and fkðxÞ ¼
x
ð1þ ðk þ 1ÞxÞð1þ kxÞ:
Suppose that there are two sequences ð ynÞnX1 in Fq and ðunÞnX1 in Fq such that
ðI0Þ y1 ¼ 1; y0;y; ylr are given and u1 ¼ ylreð1Þ
lrþ1  1
ðI 0Þ ui ¼ ð yiyi1Þrui1; 0pipl  r; o ¼ ulrð f0ðu1ÞÞr
ðUkÞ uNþk ¼ ð fkðunÞÞro; 0pkpr  1; nX 1:
and
ðY 0kÞ yNþk ¼ yð1Þ
k
r
n e
ð1ÞNþk gkðunÞ; 0pkpr  1; nX 1:
Then the sequence ð ynÞnX1 satisfies the conditions ðJ0Þ and ðJkÞ of Lemma 9.
Proof. We observe that the values for u1 and o given in ðI0Þ and ðI 0Þ are in
agreement with the values obtained in ðU0Þ and ðY 00Þ for n ¼ 1: Therefore both
sequences are well deﬁned. For nX 1 and 1pkpr  1; by ðY 0kÞ we can write
yNþk þ y1Nþk1 ¼ yð1Þ
k
r
n e
ð1ÞNþk gkðunÞ þ ð yð1Þ
k1
r
n e
ð1ÞNþk1gk1ðunÞÞ1;
yNþk þ y1Nþk1 ¼ yð1Þ
kr
n e
ð1ÞNþkðgkðunÞ þ ðgk1ðunÞÞ1Þ:
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It is easy to verify from ðFÞ that gkðxÞ þ ðgk1ðxÞÞ1 ¼ 2: Consequently ðJkÞ
is satisﬁed for nX 1 and 1pkpr  1: For nX0; by ðY 00Þ and ðY 0r1Þ we can
write
yN þ y1N1 ¼ eð1Þ
N
yrng0ðunÞ þ ðeð1Þ
N1
yrn1gr1ðun1ÞÞ1
and by ðFÞ this becomes
yN þ y1N1 ¼ eð1Þ
N ð yrn þ yrn1Þ þ eð1Þ
N ðunyrn  un1yrn1Þ:
We put dn ¼ unyrn  un1yrn1: So ðJ0Þ will be satisﬁed if dn ¼ 0 for nX0: From ðI 0Þ we
see immediately that dn ¼ 0 for 0pnpl  r: So we need to prove that dN ¼ 0 for
nX0 and dNþk ¼ 0 for nX 1 and 1pkpr  1: In the ﬁrst case by ðU0Þ; ðUr1Þ;
ðY 00Þ and ðY 0r1Þ we can write
dN ¼ ð yrng0ðunÞf0ðunÞ  yrn1ðgr1ðun1ÞÞ1fr1ðun1ÞÞrerð1Þ
N
o:
From ðFÞ we observe that f0ðxÞg0ðxÞ ¼ x and fr1ðxÞðgr1ðxÞÞ1 ¼ x: Consequently,
we have
dN ¼ drnerð1Þ
N
o; nX0:
In the second case by ðUkÞ; ðUk1Þ; ðY 0kÞ and ðY 0k1Þ we can write
dNþk ¼ ðgkðunÞfkðunÞ  ðgk1ðunÞÞ1fk1ðunÞÞrerð1Þ
ðNþkÞ
yð1Þ
kr2
n o:
From ðFÞ we observe that fkðxÞgkðxÞ  fk1ðxÞðgk1ðxÞÞ1 ¼ 0: Consequently
dNþk ¼ 0; 1pkpr  1; nX 1:
Thus dn ¼ 0 for nX0 and ðJ0Þ is satisﬁed for nX0: The proof of the lemma is
complete. &
Remark 14. We can notice that the sequence ð ynÞnX1 described in Proposition 11 is
a special case of the sequence ð ynÞnX1 described in the above lemma. It corresponds
to a sequence ðunÞnX1 identically zero. Indeed, as gkð0Þ ¼ 1 it is clear that ðY 0kÞ
becomes ðYkÞ and u1 ¼ 0 corresponds to the hypothesis ðH1Þ; i.e. ylr ¼ eð1Þlr :
Now we want to use Lemma 9 in order to construct a sequence ðxnÞnX1 solution of
the system. Therefore we consider LlAðFqÞl satisfying ðH0Þ: Given eAFq ; we assume
that we have ðl1;y; llrþ1ÞAElðeÞ: Thus according to ðIÞ we have y1 ¼ 1 and yia0
for 0pipl  r: Then we consider the sequence ðunÞnX1 deﬁned by ðI 0Þ and ðUkÞ:
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From ðI0Þ and ðI 0Þ it is easy to verify that
o ¼ eð1Þlrþ1ð ylr  eð1Þ
lrÞ1r
Y
0piplr1
yi
 !2r
: ð16Þ
Now we need to show that under certain special circumstances the sequence
ð ynÞnX1 deﬁned by ðIÞ and ðY 0kÞ exists in Fq: It is clear in view of ðY 0kÞ that
yNþk is deﬁned and is not zero for nX 1 and 0pkpr  1 if and only if we
have uneFp for nX 1: So we have to study the way the sequence ðunÞnX1 is
generated.
In order to do so we need to introduce the following setF2ð pÞ ¼
S
kX0 Fp2k : This
set is the two-algebraic closure of Fp; that is to say every algebraic equation of
degree at most two with coefﬁcients inF2ð pÞ has its solutions inF2ð pÞ: Further we
denote
F2ð p; qÞ ¼F2ð pÞ-Fq and G2ð p; qÞ ¼F2ð pÞ-Fq
So that F2ð p; qÞ and G2ð p; qÞ are complementary subsets of Fq: So for example
F2ð p; p2Þ ¼ Fp2 ; G2ð p; p2Þ ¼ | and F2ð p; p3Þ ¼ Fp and F2ð p; p6Þ ¼ Fp2 : Assume that
oAF2ð p; qÞ and oa0: Since both F2ð p; qÞ and G2ð p; qÞ are stable under the
Frobenius isomorphism, if uNþkAF2ð p; qÞ putting uNþk ¼ ar and o ¼ or0; by ðUkÞ we
have að1þ kunÞð1þ ðk þ 1ÞunÞ  o0un ¼ 0: Thus un satisﬁes an algebraic equation of
degree at most 2 with coefﬁcients in F2ð p; qÞ and therefore unAF2ð p; qÞ: This shows
that unAG2ð p; qÞ implies uNþkAG2ð p; qÞ: We observe that the sequence ðunÞnX1 is
generated by the ﬁrst l  r þ 1 terms and therefore the above argument shows
recursively that if uiAG2ð p; qÞ for 1pipl  r  1 then unAG2ð p; qÞ for nX 1:
Thus if uiAG2ð p; qÞ for 1pipl  r  1 and oAF2ð p; qÞ then uneFp for nX 1:
Clearly these conditions are not fulﬁlled generally as G2ð p; qÞ may be empty.
Consequently these singular solutions may only exist in certain ﬁnite ﬁelds.
Nevertheless it is possible to choose all the parameters correctly to obtain the
desired solution. We can illustrate this situation in a particular case (l ¼ r and
q ¼ p2sþ1) with the following proposition.
Proposition 15. Let p be an odd prime, q ¼ p2sþ1 and r ¼ pt with positive integers s
and t: Let eAFq such that eeFp and e
r þ e þ 1a0: Let LrAðFqÞr be such that l1 ¼
ðer þ e þ 1Þr2sð2eÞ1 and li ¼ 1 for 2pipr: We consider the sequence ðunÞnX1 in Fq
defined by the initial condition u1 ¼ er and for 0pkpr  1 by
ðUkÞ urðnþ1Þþk ¼ un
1þ ð2k þ 1Þun þ ðk2 þ kÞu2n

 r
; nX 1:
Then there is a sequence ðxiÞiX1 in Fq satisfying the system Sðr; r;Lr; er1Þ: This
sequence is defined by the initial condition xi ¼ li for 1pipr and for nX0 by the
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following formulas:
ðX1Þ xrðnþ1Þþ1 ¼ ð1=2Þð yn þ y1n1Þ
ðXkÞ xrðnþ1Þþk ¼ yð1Þ
kþ1
n ; 2pkpr
where ð ynÞnX1 is defined for 0pkpr  1 by
ðY 0kÞ yrðnþ1Þþk ¼ yð1Þ
kr
n e
ðr1Þð1Þnþkþ1 1þ ðk þ 1Þun
1þ kun

 
; nX 1
with the initial condition y1 ¼ 1:
Proof. Since xr
2sþ1 ¼ xqt ¼ x for xAFq; we have lr1 ¼ ðer þ e þ 1Þr
2sþ1ð2eÞr ¼
21ðer þ e þ 1Þer: Consequently for e ¼ er1 we obtain 2elr1 ¼ er1 þ 1þ e1 and
therefore y0 ¼ 2elr1  1 ¼ eþ e1: Since eeFp; we can observe that y0 ¼
ðe þ 1Þre1a0: Also u1 ¼ y0e1  1 ¼ er and by (16) we have o ¼ e1ð y0 
eÞ1r ¼ 1: As q ¼ p2sþ1 and eeFp we see that u1AG2ð p; qÞ and oAF2ð p; qÞ: Thus the
above argument shows that uneFp for nX 1 and consequently ynAFq for nX 1:
So applying Lemmas 13 and 9 with l ¼ r; we can build the sequence ðxiÞiX1 in Fq
solution of the system. So the proof of the proposition is complete. &
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