Introduction
Lung diseases are the anomalies that affect the lungs and which is the most common medical condition found in the world nowadays. Air pollution, smoking, genetics and infections are the factors that affecting lung disorders. The term lung disease refers to many disorders affecting the lungs, such as asthma, COPD infections like pneumonia and tuberculosis and many breathing problem. Some lung disease can lead to respiratory failure. It is important to pay attention to the symptoms as they could be first sign of respiratory failure.
Computed Tomography (CT) is one of method which is used for lung anomaly detection. A CT scanner takes multiple Xrays of the chest and a computer create detailed images of the lungs and surrounding sections. CT scanning is fast, painless, noninvasive and accurate. Because of its ability to detect very small nodules in the lung, CT scan is especially effective for diagnosing lung cancer at its earliest, most curable stage. Here an automatic lung anomaly system is developed by using lung CT images. We have been witnessing the enormous increase in CT images of the human lungs, which should be read in time. This challenge plus the difficulty of recognizing subtle lesions even for radiologists promote the research interests in the computeraided diagnosis (CAD) and the content-based medical image retrieval (CBMIR) based on thoracic CT scans. To support CAD and CBMIR applications, computer should have the abilities of classifying, detecting, and quantifying CT findings of lung lesions and the CT findings denote what radiologists see in CT scans for diagnosing diseases, which are also often called CT features or CT manifestation [1] . This work focus on the problem of automatic classification of CT findings of lung lesions in CT scans and then classify CT Findings of lung lesions under the ignorance of underlying diseases.
CT image of lungs includes a slice of the ribcage, which contain a large number of structures, such as, arteries, blood vessels, respiratory vessels, parenchyma and pulmonary pleural, each with its own specific information. Thus, for pulmonary disease diagnosis and analysis, it is necessary to select features from lung structures
The various algorithms used for this work are various feature selection algorithms such as LBP, HOG, DWT. Firefly algorithm is the optimization technique used and guided filtering technique is used for filtering the image. The most commonly used classifier SVM is used to classify the lung anomalies. This paper mainly focuses on the commonly seen lung anomalies such as tuberculosis, bronchitis, calcification and cavity and vaculous.
Related Works
There is an extensive literature on object detection, but here we mention just a few relevant papers on lung anomaly detection system [4, 11, 2, 10] . Dehmeshki et al proposes a shape-based genetic algorithm template-matching (GATM) method for the detection of nodules with spherical elements. The main motive of this system is to develop a novel nodule detection method based on the geometric shape features incorporated to the GATM model [4] . Parveen 
Proposed System
This work focus on the problem of automatic classification of CT findings of lung lesions in CT scans and then classify CT Findings of lung lesions under the ignorance of underlying diseases. 
Feature Selection Methods
In machine learning, feature selection, is the process of selecting a subset of relevant features (variables, predictors). The feature selection techniques used in LADS are 1) LBP 2) HOG 3) DWT
LBP (Local Binary Pattern)
Local binary patterns (LBP) is used for feature selection in computer vision. Huang et al [5] claims that Local Binary Patterns (LBP) is a non-parametric descriptor whose aim is to efficiently summarize the local structures of images.
The LBP feature vector, is created in the following manner: 1) Divide the input image into cells for example 16x16 pixels for each cell). 2) For each pixels in the cell, the pixel is compared with each of its 8 neighbors (on its left-top, right-top, leftmiddle, left-bottom, etc. 3) Write "0" when the center pixel value is greater than that of the neighbor value, otherwise, write "1" which gives an 8-digit binary number and then which is converted to decimal number. The derived binary number is referred to as Local Binary Patterns or LBP codes. 4) Now compute the histogram over the cell, by frequency of each number occurring. Frequency means each combination of which pixels are smaller and which are greater than the center. This histogram can be seen as a 256-dimensional feature vector. 5) Normalize the histogram computed. 6) Concatenate the normalized histograms of cells which gives a feature vector for the entire window.
HOG (Histogram of Oriented Gradients)
The histogram of oriented gradients (HOG) (Dalal and Triggs) [6] is a feature descriptor which is used in computer vision and image processing for object detection. The basic idea behind the histogram of oriented gradients descriptor is that shape within an image local object appearance and can be described by the distribution of intensity gradients and edge directions. Here the image is divided into small regions called cells, and for the pixels within each cell, a histogram of gradient directions is computed. Descriptor which is formed is the concatenation of these histograms. In order to attain accuracy, the local histograms can be contrastnormalized by calculating a measure of the intensity across a larger region of the image, called a block, and then using this value to normalize all cells within the block.
Discrete Wavelet Transform
Kociołek et al. says that the discrete wavelet transform (DWT) is a linear transformation that operates on a data vector whose length is an integer power of two, transforming it into a numerically different vector of the same length. DWT is a tool which separates data into different frequency components, and then learns each component with resolution matched to its scale.
The important feature of DWT is its multiscale representation of function. A given function can be analyzed at various levels of resolution by using the wavelets. It is also invertible and can be orthogonal. Discrete wavelet transform is used to compute characteristics from a signal on various scales proceeding by a high pass and low pass filtering. The basic feature selection procedure consists of 1) Decompose the signals using DWT into N levels by filtering and decimation to obtain the approximation and detailed coefficients. 2) Extracting the features obtained from the DWT coefficients.
Using wavelet transform, we can suppress noise which are out of frequency band of the signal. 
Filtering Technique
Image filtering plays a crucial role in image processing.
Filtering is an important part of digital image processing because it has a variety of applications. Here we use guided filter for this system.
Guided Filter
Guided filter is derived from a local linear model such that guided filter generates the filtering output by considering the content of a guidance image, which can be the filtering image itself or another different image. The guided filter can be perform as an edge preserving smoothing operator like the bilateral filter but has better performance near the edges. Guided filter will enhance the sharpness and reduce the noise of blurred, noisy images in relatively less computational time. The computational complexity is independent of its kernel size. This filter has an edge preserving smoothing property and has an O(N) time (in number of pixels N) algorithm for both gray scale and color images [8] . Guided filter is a linear translation variant filter [3] such that the output pixel of the image I is computed as the linear transform of the guidance image G, where G can be the input image itself or another image in a local window centered at pixel k [3] .
In case of HD filtering, guided filter adopts fast and non approximation characteristics of linear time algorithm. Hence, it is used as one of the fastest edge preserving filters. Guided filter is fast and accurate filter. Guided Filter gives smoothen image and enhanced image. Guided Filter algorithm can be simulated in MATLAB.
Optimization Technique
The main purpose of optimization in image processing is for compensating the missed or corrupted image data and to find good correspondences between input images. Here we use firefly optimization technique for optimizing the feature subset obtained after the feature selection method.
Firefly optimization Algorithm
In order to explain firefly algorithm we want to follow some idealized rules in Yang, 2009 .They are 1) Fireflies are unisex so that one firefly will be attracted to other fireflies without considering their sex; 2) Attractiveness is directly proportional to their brightness, thus for any two flashing fireflies, the less brighter one will move towards the brighter and they both decrease as their distance increases. If there is no brighter one than a particular firefly, it will move randomly; 3) The brightness of a firefly is affected by the landscape of the objective function. Other forms of brightness can be defined in a similar way to the fitness function in genetic algorithms.
Classification and Training
For classification and training the most commonly used classifier SVM is used.
SVM (Support Vector Machine)
Support vector machine is based on structural risk minimization principle. SVM performs very well in highdimensional spaces and also on both training and testing data. It does not suffer the small size of training dataset since the decision surface of SVM-based classifier is evaluated by the inner product of training data. The basic principle behind SVM classifier is to construct a hyperplane such that it maximizes the margin between negative and positive examples. The hyperplane is determined by the examples that are closest to the decision surface and the decision surface is computed by the inner product of training data, which enables to map the input vectors through function into feature space. The feature space is defined by kernel K(x, y). For noise and to avoid overfitting, slack variables are introduced. 
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Experimental Results
In this work we evaluated the results of both LADS and FIG system. The experiments are conducted to the data set collected from Moulana hospital, kerala, India. The result is evaluated against the accuracy of the system.
The accuracy of FIG System is about 90% and whereas that of LADS is 98.5%. 
Conclusion
Proposed a new feature selection method based on SVM and firefly optimization for recognizing CISLs. The main contributions of this work are summarizedas follows.  The problem of recognizing CISLs in lung CT images is put forward, which is important for the CAD and the CBMIR based on thoracic CT scans. To my knowledge, this problem has not received much attention of researchers. The previous works on lung tissue classification mainly concern about how to distinguish abnormal tissues from normal ones or identify among different visual patterns of a specific lung disease.  As demonstrated by the experimental results, our LADS method can bring more effective recognition results at the satisfactory computation costs, compared with single type of features and the full set of original features. Furthermore, it brought slightly better recognition performance and much better computation efficiency than the commonly used genetic feature selection method based on classification accuracy rate.  Here some image preprocessing steps are added to further improve the performance of CISL recognizer. Afilter is used to filter the blood vessels to get rid of the confusion between vessels and CISLs and also enhance the regions wrapping CISLs to make the visual appearance of CISLs clearer and thus increase the possibility of correct classification.
