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Abstract
We present some results of KAM type, comparable to the KAM theory for volume-preserving
maps and flows, for generalized Hamiltonian systems which may admit a distinct number of
action and angle variables. In particular, systems under consideration can be odd dimensional.
Applications to the perturbation of three dimensional steady Euler fluid particle path flows are
considered with respect to the existence problem of barriers to fluid transport and mixing.
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1 Introduction and main results
The celebrated KAM theory (Kolmogorov [17], Arnold [1], Moser [20]) asserts that
with respect to the standard symplectic form on a 2n dimensional smooth manifold,
most invariant n-tori of an integrable Hamiltonian system under certain non-degenerate
condition will survive after small perturbations. The same was shown by Parayuk [24],
Herman [15],[16](also see a survey by Yoccoz in [33]), Moser [22] in Hamiltonian co-
isotropic context, i.e., nearly integrable Hamiltonian systems defined on a symplectic
manifold (Rl×T n, ω2), l < n, l +n is even. The symplectic forms above were assumed
to have constant coefficients. The non-constant-coefficient case was treated in a recent
work of Cong and Li [9].
Due to important technical reasons, the development of KAM theory for “odd di-
mensional” systems has been considered as a challenging problem, as pointed out in de
la Llave [11], Mezic´ and Wiggins [19], Sevryuk [29]. Particularly including “odd dimen-
sional” systems, KAM type of theory has been developed for volume preserving flows
(see Broer, Huitema and Takens [3], Broer, Huitema and Sevryuk [4],[5], Delshams and
R. de la Llave [12]) and for diffeomorphisms which are either volume-preserving with
one action variable (see Cheng and Sun [8], Delshams and R. de la Llave [12], Herman
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[14], Xia [30], Yoccoz [33]) or satisfying the so-called intersection property - a relaxed
version of volume preservation (see Cong, Li and Huang [10], Xia [31]).
In the spirit of works in volume preserving context, the aim of the present paper
is to prove some KAM type of results for generalized, nearly integrable Hamiltonian
systems defined on Poisson manifolds (i.e., the underlying 2-forms are not necessary
non-degenerate) which particularly include systems in odd dimensions and systems
which admit more action than angle variables. The systems to be considered need
not satisfy the intersection property (hence not necessary volume preserving) but they
need to preserve a prescribed Poisson structure. The development of KAM theory in
the generalized setting is important especially when considering applications arising in
the perturbation of three dimensional incompressible fluid flows (see [6],[23],[19]). This
is in fact one of the main motivation of the present work.
A so-called generalized Hamiltonian system is defined on a Poisson manifold which
can be odd dimensional and structurally degenerate. Consider the manifold G × T n,
where G ⊂ Rl is a bounded, connected, and closed region, T n is the standard n-torus,
l, n are positive integers. Let I = (Aij) : G×T n → R(l+n)×(l+n) be a real analytic, anti-
symmetric, matrix valued function, called structure matrix, which satisfies rankI > 0
and the Jacobi identity:
l+n∑
m=1
(Aim
∂Ajk
∂zm
+ Ajm
∂Aki
∂zm
+ Akm
∂Aij
∂zm
) = 0 (1.1)
for all z = (y, x) ∈ G× T n and i, j, k = 1, 2, · · · , l + n. Such a structure matrix defines
a Poisson structure or a 2-form ω2: ω2(·, Iω1) = ω1(·), for all 1-form ω1 defined on
G× T n; which can be also determined in the following way:
{f1, f2} = df2(Idf1) = 〈∇f1, I∇f2〉 = ω2(Idf1, Idf2),
for all smooth functions f1 and f2 defined on G× T n, where {·, ·} denotes the Poisson
bracket and ∇ denotes the standard Euclidean gradient on Rl × T n. The 2-form ω2
is required to be invariant relative to T n. Hence its coefficients, or equivalently, the
structure matrix I, is independent of x ∈ T n, i.e., I = I(y), y ∈ G.
On the Poisson manifold (G× T n, ω2), we consider the following Hamiltonian
H(y, x) = N(y) + εP (y, x), (1.2)
where N and P are real analytic functions, ε > 0 is a small parameter. Then the
equation of motions of (1.2) associated to the 2-form ω2 reads
 y˙
x˙

 = I(y)∇(N(y) + εP (y, x)). (1.3)
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We further require that the unperturbed system associated to (1.2) or (1.3) is com-
pletely integrable, i.e., y = (y1, y2, · · · , yl)> ∈ G need to satisfy the involution condi-
tions:
{yi, yj} = 0, i, j = 1, 2, · · · , l.
Hence the structure matrix I must have the following form
 O B
−B> C

 (1.4)
where O = Ol,l, B = Bl,n, C = Cn,n with C
> = −C.
We refer the system (1.3) as a generalized Hamiltonian system. Obviously, when
n = l and I ≡ J - the standard symplectic matrix, (G × T n, ω2) becomes the usual
symplectic manifold and (1.3) becomes a standard Hamiltonian system. But in a
generalized system I is clearly singular on G if l > n or n + l is odd, in which cases,
the 2-form ω2 becomes degenerate (hence not symplectic in the usual sense). This kind
of singularity demonstrates an essential difference between a generalized Hamiltonian
system and a standard one.
Let ε = 0 in (1.3). Then the unperturbed system associated to N(y) reads

y˙ = 0,
x˙ = ω(y),
where
(0, · · · , 0︸ ︷︷ ︸
l
, ω1(y), · · · , ωn(y))> = I(y)∇N(y). (1.5)
Hence, the phase space G × T n is foliated into invariant n-tori {Ty : y ∈ G} carrying
parallel flows.
Similar to the KAM theory for standard Hamiltonian systems, the persistence of
these invariant n-tori for the generalized system (1.3) will be subjected to certain non-
degenerate conditions of the associated unperturbed system, by taking into account
of the associated Poisson structure. We thus assume the following Ru¨ssmann like
non-degenerate condition:
R) maxy∈G rank
{
∂iω
∂yi
: |i| ≤ n− 1
}
= n, where i ∈ Zn+ and |i| =
∑n
j=1 |ij|.
As shown in [32] for standard Hamiltonian systems, the condition R) is equivalent
to the following Ru¨ssmann non-degenerate condition ([27]): the frequencies {ω(y) :
y ∈ G} do not lie in any hyperplane in Rn. The Ru¨ssmann condition is known to be
the weakest non-degenerate condition for KAM tori to persist in standard Hamiltonian
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systems, as shown in works of Cheng and Sun ([7]), Sevryuk ([28]), and Xu, You and
Qiu ([32]).
Our main result states as the following.
Theorem 1 Consider (1.3) and assume the non-generate condition R). Then there
is an ε0 > 0 (depending on l, n, I, H, a complex neighborhood of G×T n, and a Diophan-
tine constant τ to be specified below) and a family of Cantor sets Gε ⊂ G, 0 < ε ≤ ε0,
for which the following holds.
1) For any y ∈ Gε, the unperturbed torus Ty persists and gives rise to an ana-
lytic, Diophantine, invariant n-torus of the perturbed system whose toral frequency
ωε(y) is of the Diophantine type (γ, τ) for some 0 < γ ≤ ε
1
8n+12 and a fixed
τ > max{0, l(l− 1)− 1, n(n− 1)− 1}. Moreover, the perturbed tori form a Whit-
ney smooth family.
2) The Lebesgue measure |G \Gε| = O(ε
1
4(2n+3)(l∗−1) ) → 0 as ε → 0, where
l∗ =


2, if n = 1,
max{l, n}, if n > 1.
3) If I is a constant matrix and if the Hessian matrix
∂2N
∂y2
is non-singular on G,
then all unperturbed Diophantine tori of the Diophantine types (γ, τ), with 0 <
γ ≤ ε 18n+12 and a fixed τ > n− 1, will persist and give rise to perturbed tori which
preserve their corresponding unperturbed toral frequencies.
In the above (and also below), a toral frequency ω ∈ Rn or its corresponding torus
is said to be Diophantine of type (γ, τ) if
|〈k, ω〉| > γ|k|τ , k ∈ Z
n \ {0}.
We note that when I is invertible and n+ l is even, parts 1), 2) of Theorem 1 are main
results of [9].
Due to the possible lack of a sufficient number of action variables, the non-degenerate
condition R) above can fail in applications (see Example 5.1 in Section 5)). For a KAM
type of result to hold in this situation, additional deformation parameters are needed
so that co-nondegeneracy with respect to both parameters and action variables can be
considered (this is also necessary in some cases of standard Hamiltonian systems, see
[5]). We thus consider the following generalized Hamiltonian system:

 y˙
x˙

 = I(y, ξ)∇(N(y, ξ) + εP (y, x, ξ)), (1.6)
4
where ξ is a parameter lying in a bounded closed region Ξ of a Euclidean space Rp,
x ∈ T n, y ∈ G ⊂ Rl, ε, I, N, P are as in (1.3), except that I, N, P now depend on the
parameter ξ in the real analytic fashion. Instead of R), we now assume the following
coupling non-degenerate condition:
R1) maxy∈G,ξ∈Ξ rank
{
∂iω
∂(y, ξ)i
: |i| ≤ n− 1
}
= n, where
(0, · · · , 0︸ ︷︷ ︸
l
, ω1(y, ξ), · · · , ωn(y, ξ))> = I(y, ξ)∇N(y, ξ).
We have the following result similar to Theorem 1.
Theorem 2 Consider (1.6) and assume the non-degenerate condition R1). Then
there is an ε0 > 0 (depending on l, n, p, I, H, a complex neighborhood of G×Ξ×T n, and
a Diophantine constant τ to be specified below) and a family of Cantor sets Gε ⊂ G×Ξ,
0 < ε ≤ ε0, for which the following holds.
1) For any (y, ξ) ∈ Gε, the unperturbed n-torus Ty,ξ persists and gives rise to an
analytic, Diophantine, invariant n-torus of the perturbed system whose toral fre-
quency ωε(y) is of the Diophantine type (γ, τ) for some 0 < γ ≤ ε
1
8n+12 and a fixed
τ > max{0, (l + p)((l + p) − 1) − 1, n(n − 1) − 1}. Moreover, the perturbed tori
form a Whitney smooth family.
2) The Lebesgue measure |G \Gε| = O(ε
1
4(2n+3)(l∗−1) ) → 0 as ε → 0, where
l∗ =


2, if n = 1,
max{l + p, n}, if n > 1.
3) If I is a constant matrix and if the Hessian matrix
∂2N
∂(y, ξ)2
is non-singular on
G×Ξ, then all unperturbed Diophantine tori of the Diophantine types (γ, τ), with
0 < γ ≤ ε 18n+12 and a fixed τ > n − 1, will persist and give rise to perturbed tori
which preserve their corresponding unperturbed toral frequencies.
Remark 1.1 1) The analyticity assumed in the perturbations in both theorems above
can be weakened to sufficient smoothness, as in the standard KAM case ([25]). But
then the matrices in the nondegenerate conditions R) and R1) should be assumed to
have the constant rather than maximal rank n over their domains of definition.
2) Both theorems above resemble closely to the KAM type of results under the Lie
algebra framework which originated in Moser [21] and was later extensively explored in
Broer, Huitema and Takens [3]. The Lie algebra framework allows the consideration of
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the persistence of invariant tori for a class of integrable, structural preserving vector
fields which is admissible, non-degenerate on the invariant tori in a definite sense (see
[3]), and forms a closed sub-algebra of the general Lie algebra of vector fields on a fixed
phase space. Using this framework, several KAM type of results were obtained in [3]
for a broad class of integrable vector fields under certain structural preserving pertur-
bations, which particularly include volume preserving flows (with one action variable)
and flows with symplectic structures. Comparing with these results, Theorems 1,2 above
are both weaker and stronger in the following sense. On one hand, it is easy to see
that with a fixed constant structure matrix I the unperturbed part of the generalized
Hamiltonian vector field (1.3) is admissible in the sense of [3]. Thus, if I is a non-
degenerate constant structure matrix, then (1.3) can well be considered under the Lie
algebra framework along with an implicit function theorem argument similar to [21].
On the other hand, not only is the structure matrix in (1.3) allowed to be action-
variable-dependent in our results, but also our results allow non-volume-preservation,
more action than angle variables, odd dimensionality, and more importantly, the weak
Ru¨ssmann like non-resonance conditions R) or R1). Yet, based on [3] and the present
work, it is possible to have a unified persistence result of KAM type, similar to The-
orems 1,2 above, for general structural preserving vector fields under the Lie algebra
framework, by weakening the admissible class defined in [3] and assuming a Ru¨ssmann
like nondegenerate conditions on the invariant tori.
One of the significant applications of the theorems above is the the study of fluid
particle paths for certain three dimensional steady fluid flows under small viscosity.
The existence of KAM type of invariant tori for such systems provides a mechanism
and theoretical justification for the possible barriers to fluid transport and mixing. We
will discuss this issue in details in Section 5 along with some examples. In Section 5,
we will also apply Theorem 2 above to construct a Herman type of counterexample for
the invalidity of general closing lemma on Poisson manifolds.
The proof of our results uses the standard KAM procedure. However, for the gener-
alized systems like (1.3) or (1.6), not only does the y dependence of a structure matrix
need to be taking into consideration in all KAM steps, but also iterative sequences
need to be carefully selected to overcome difficulties due to the possible lack of pa-
rameters in systems like (1.3) and the degeneracy of the structure matrix in general.
This will be made possible by introducing a linear iterative scheme which modifies the
ones typically used in standard KAM theory (see Section 2 for details), by using the
idea of adjusting frequencies in [13], and by applying a measure estimate from [32]. By
assuming the non-degenerate condition R) or R1), our work has shown that neither
the oddness of dimension nor the degeneracy of the structure matrix is essential to the
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problem of the persistence of invariant tori in generalized Hamiltonian systems.
The next three sections of the present paper are mainly devoted to the proof of
parts 1) 2) of Theorem 1. For simplicity, we will omit the details for the proof of part
3) of Theorem 1 and only outline the main ideas of it at the end of Section 4. Since the
proof for Theorems 2 is almost identical to that for Theorem 1, we will only outline
the main differences between the two at the end of Section 4.
Throughout the rest of sections, we will use the same symbol | · | to denote the
Euclidean norm of vectors and the Lebesgue measure of sets, use | · |D to denote the
sup-norm of a function over a domain D, and use the symbol 〈·, ·〉 to denote the usual
inner product in Euclidean spaces. For given r, s > 0, we let
D(s, r) = {(y, x) : |y| < s2, |Imx| < r}, D(s) = {y : |y| < s2}
be the (s2, r), s2 complex neighborhoods of G× T n, G respectively.
Acknowledgment. The first author is partially supported by the National 973
Project: Nonlinearity in China, the NSFC grant 19971042 and the outstanding youth
project of Ministry of Education of China, and the second author is partially supported
by NSF grant DMS9803581. We are grateful to the referee for valuable comments in
particular for pointing out the possible use of the Lie algebra approach in developing
a KAM theory for general structural preserving vector fields.
2 KAM Step
In this section, we will show detailed construction and estimates for one KAM cycle in
the proof of Theorem 1.
Let y0 ∈ G be arbitrarily given. The Taylor expansion of the Hamiltonian (1.2)
about y0 reads
H(y, y0, x) = e0(y0) + 〈Ω(y0), y − y0〉+ h¯(y − y0) + εP (y, x),
where e0(y0) = N(y0), Ω0(y0) =
∂N(y0)
∂y
, and h¯(y − y0) = O(|y − y0|2). Using the
transformation (y − y0) → y in the above, we have
H(y, y0, x) = e0(y0) + 〈Ω(y0), y〉+ h¯(y) + εP (y + y0, x).
Write
h¯(y) = h0(y) + h∗(y),
where h0(y) is the truncation of the Taylor series of h¯(y) up to order 2(n+1)+2. Then
we have the following normal form
H0 = H(y, y0, x) = N0 + P0, (2.1)
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N0 = N0(y, y0) = e0(y0) + 〈Ω0(y0), y〉+ h0(y),
P0 = P0(y, y0, x) = h∗(y) + εP (y + y0, x).
Thus, as ε = 0, for each y0 ∈ G, the invariant n-torus Ty0 associated to (1.2) or (1.3)
corresponds to Ty0 = {0} × T n of (2.1). To show the persistence of the majority of
these tori, we will use a KAM type of approach to eliminate the x-dependent terms in
the perturbation, via a sequence of inductively constructed, canonical transformations
(i.e., transformations which preserve the 2-form ω2) defined on nested domains.
Define m = 2(n + 1) + 1 and γ = ε
1
4m . We let a0, b, σ, d be chosen such that
0 < a0 < b  σ  1, 0 < d  1, and,
σ
b + σ
− (b + σ) > 2a0,
2−m(b + σ)− σ > 3
2
,
δ(1 + b + σ) > 1, (2.2)
where δ = 1−d. These constants can be easily shown to exist by first setting a0 = b =
d = 0 in the above then use perturbation arguments.
To begin with the induction, we initially set O0 = G, r0 = δ, γ0 = 4γ, β0 = s0, s0 =
ε
1
2m , µ0 =
1
4
ε
1
m+1 . Without loss of generality, we assume that 0 < r0, β0, γ0, µ0, s0 ≤ 1.
Clearly, as ε small, we have
|P0|D(s0,r0)×O0 ≤ γ0sm0 µ0.
Suppose at a KAM step, say the ν-th step, we have arrived at a Hamiltonian
H = Hν = N + P (2.3)
N = Nν = e(y0) + 〈Ω(y0), y〉+ h(y),
where (y, x) ∈ D = Dν = D(r, s), r = rν ≤ r0, s = sν ≤ s0, y0 ∈ O, e(y0) = eν(y0),
Ω(y0) = Ων(y0) are real analytic on O, h(y) = hν(y, y0) = O(y2) is a polynomial in y
of order less or equal to m + 1, and, h = hν(y, y0) and P = Pν(y, y0, x) are analytic in
(y, x) ∈ D and y0 ∈ O, and moreover,
|P |D×O ≤ γsmµ, (2.4)
for some 0 < µ = µν ≤ ν0, 0 < γ = γν ≤ γ0.
We will construct a canonical transformation Φ = Φν+1 which transforms the Hamil-
tonian (1.2), in smaller phase and frequency domains, to the desired Hamiltonian into
the next KAM cycle (the (ν + 1)-th KAM step). Below, we show the details for one
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KAM cycle by constructing the canonical transformation and estimating the trans-
formed Hamiltonian, etc. For simplicity, quantities (domains, normal form, perturba-
tion, etc.) in the next KAM cycle will be simply indexed by + (=ν +1) and we will not
specify the dependence of P, P+ etc. on their arguments. All constants c1 − c5 below
are positive and independent of the iteration process. For simplicity, we will also use
c to denote any intermediate positive constant which is independent of the iteration
process.
Let τ > max{0, l(l − 1)− 1, n(n− 1)− 1} be fixed and define
r+ = δr − d(1− δ
2
2
)r0,
γ+ =
γ0
4
+
γ
2
,
s+ = s
1+b+σ,
K+ = ([log
1
s
] + 1)3,
Γ(u) =
∑
0<|k|≤K+
|k|n+τ+2m+8e−u8 ,
∆+ = (γ(s
m+1
+ µ +
sm+1+
s
µ) + s2mµ2 + sm+2µ)Γ3(r − r+),
D+ = D(s+, r+),
D˜ = D(β0, r+ +
5
8
(r − r+)),
D∗ = D(
s
2
, r+ +
6
8
(r − r+)),
D∗∗ = D(s, r+ +
7
8
(r − r+)),
Di = D(is+, r+ +
i− 1
8
(r − r+)), i = 1, 2, · · · , 8.
2.1 Truncation
Consider the Taylor-Fourier series of P :
P =
∑
i∈Zn+,k∈Zn
pkiy
ie
√−1〈k,x〉,
and let
R =
∑
|i|≤m+1,|k|≤K+
pkiy
ie
√−1〈k,x〉 (2.5)
be the truncation of P to the order of K+ in x and the order of m + 1 in y.
We have the following estimate.
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Lemma 2.1 Assume that
H1) s+ ≤ s16 ;
H2)
∫ ∞
K+
λne−λ
r−r+
16 dλ ≤ s(m+1)(1+b+σ).
Then there is a constant c1 such that
|P − R|D8 ≤ c1γ(s(m+1)(1+b+σ) +
sm+1+
s
)µ.
Proof: Denote
I ′ =
∑
|k|>K+
pkiy
ie
√−1〈k,x〉,
II ′ =
∑
|k|≤K+,|i|>m+1
pkiy
ie
√−1〈k,x〉 =
∫
∂p
∂yp
∑
|k|≤K+,|i|>m+1
pkie
√−1〈k,x〉yidy,
where
∫
is the pth order anti-derivative of ∂
p
∂yp
for |p| = m + 1. Clearly,
P − R = I ′ + II ′.
To estimate I ′, we note by the Cauchy estimate that
| ∑
i∈Zn+
pkiy
i| ≤ |P |D(s,r)e−|k|r ≤ γsmµe−|k|r.
This together with H2) yields that
|I ′|D∗∗ ≤
∑
|k|≥K+
γsmµe−|k|re|k|(r++
7
8
(r−r+))
≤ γsmµ ∑
|u|≥K+
|u|ne−|u| r−r+8 ≤ γsmµ
∫ ∞
K+
λne−λ
r−r+
16 dλ
≤ γs(m+1)(1+b+σ)µ.
Hence
|P − I ′|D∗∗ ≤ |P |D(s,r) + |I ′|D∗∗ ≤ 2γsmµ.
Note that
II ′ = P − I ′ − R,
∂i(P − I ′)
∂yi
=
∂iII ′
∂yi
, |i| > m + 1,
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and by H1) that D8 ⊂ D∗∗. It follows from the Cauchy estimate on D∗∗ that
|II ′|D8 ≤ |
∫
∂i
∂yi
∑
|k|≤K+,|u|>m+1
pkuqe
√−1〈k,x〉yudy|D8
≤ |
∫
| ∂
i
∂yi
(P − I ′)|dy|D8
≤ 2
(
1
s− 8s+
)m+1
γsmµ|
∫
dy|D8 ≤ 2m+1γµ
sm+1+
s
,
where
∫
denotes the |i|-th order anti-derivative for |i| = m + 1.
Thus,
|P − R|D8 ≤ 2m+1γ(s(m+1)(1+b+σ) +
sm+1+
s
)µ.
2.2 Modified linear scheme
To transform (2.3) into the Hamiltonian in the next KAM cycle, we would like to find
a canonical transformation Φ+ to eliminate all resonant terms in R, i.e., all terms
pkiy
ie
√−1〈k,x〉, 0 < |k| ≤ K+, |i| ≤ m + 1.
To do so, we first construct a generalized Hamiltonian F of the form
F =
∑
0<|k|≤K+,|i|≤m+1
fkiy
ie
√−1〈k,x〉 (2.6)
which satisfies the following linear equation:
{N, F}+ R− [R]−Q = 0, (2.7)
where
[R] = [R](y) =
1
(2pi)n
∫
T n
R(y, x)dx,
Q = {h, F}
+
∑
0<|k|≤K+,|i|≤m+1
√−1〈k, (B>(y + y0)− B>(y0))Ω(y0)〉fkiyie
√−1〈k,x〉. (2.8)
We note that, by subtracting the term Q which reflects the dependence of {N, F} on
I and h, (2.7) modifies the usual linear equation typically adopted in the KAM theory
for standard Hamiltonian systems.
Substituting (2.5), (2.6) into (2.7) yields that
− ∑
0<|k|≤K+,|i|≤m+1
√−1〈k, ω(y0)〉fkiyie
√−1〈k,x〉 +
∑
0<|k|≤K+,|i|≤m+1
pkiy
ie
√−1〈k,x〉 = 0,
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where ω(y0) = −B>(y0)Ω(y0).
By comparing coefficients above, we obtain the following linear equations:
√−1〈k, ω(y0)〉fki = pki, 0 < |k| ≤ K+, |i| ≤ m + 1. (2.9)
Consider
O+ = {y0 ∈ O : |〈k, ω(y0)〉| > γ|k|τ 0 < |k| ≤ K+}. (2.10)
It is clear that the equations (2.9) are uniquely solvable on O+. Moreover, all solutions
fki, 0 < |k| ≤ K+, |i| ≤ m + 1, are real analytic on O+. Thus we have found the
desired generalized Hamiltonian F of form (2.6) which is real analytic in both y0 ∈ O+
and (y, x) ∈ D.
Let Φ+ = φ
1
F be the time-1 map of the equation of motion associated to F , i.e.,(
y˙
x˙
)
= I(y + y0)∇F (y, x). (2.11)
Then Φ+ is a canonical transformation, and,
H+ = H ◦ Φ+ = H ◦ φ1F = (N + R) ◦ φ1F + (P − R) ◦ φ1F
= (N + R) + {N, F}+
∫ 1
0
{Rt, F} ◦ φtF dt + (P −R) ◦ φ1F
= (N + [R]) + ({N, F}+ R− [R]−Q) +
∫ 1
0
{Rt, F} ◦ φtFdt
+ (P − R) ◦ φ1F + Q = (N + [R]) +
∫ 1
0
{Rt, F} ◦ φtF dt + (P − R) ◦ φ1F + Q,
where Rt = (1− t){N, F}+ R.
Let
e+ = e + p00, (2.12)
Ω+ = Ω + p01, (2.13)
ω+ = −B>Ω+, (2.14)
h+ = h +
∑
2≤|i|≤m+1
p0iy
i (2.15)
N+ = N + [R] = e+ + 〈Ω+(y0), y〉+ h+,
P+ =
∫ 1
0
{Rt, F} ◦ φtFdt + (P − R) ◦ φ1F + Q.
Then
H+ = N+ + P+
is the new Hamiltonian in the next KAM cycle with the desired normal form N+.
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It should be pointed that it is due to the Jacobi identity (1.1) that the structure
matrix I(y + y0) is kept unchanged at each KAM step. Let I(z), z = (y, x), be a
structure matrix on G×T n and φtF (z) be the flow generated by a vector field I(z)∇F (z).
Then by (1.1) it is easy to see that
∂φtF
∂z
(z)>I(z)
∂φtF
∂z
(z) = I(φtF (z)),
which implies the preservation of the Poisson structure on G× T n under the transfor-
mation z1 = φ
1
F (z).
2.3 Estimate on the transformation
Lemma 2.2 There is a constant c2 such that the following holds.
1) On O+,
|fki| ≤ c2|k|τsm−2|i|µe−|k|r,
for all 0 < |k| ≤ K+.
2) On D∗ ×O+,
|F |, |Fx|, s2|Fy| ≤ c2smµΓ(r − r+),
and, on D˜ ×O+,
∂iyF = 0, |i| > m + 1,
and
|DiF | ≤ c2µΓ(r − r+), |i| ≤ m + 1.
Proof: 1) By the standard Cauchy estimate, we have
s2|i||pki| ≤ |P |D(s,r)e−|k|r ≤ γsmµe−|k|r. (2.16)
The desired estimate now follows from (2.9),(2.10) and (2.16).
2) It follows immediately from 1) that, on D∗ ×O+,
|F | ≤ ∑
0<|k|≤K+,|i|≤m+1
|fki||yi|e|k|(r++ 34 (r−r+))
≤ csmµΓ(r − r+).
The rest of estimates on the derivatives of F follow from direct calculations and a
similar argument as above.
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Lemma 2.3 Assume that
H3) c2µΓ(r − r+) < 18(r − r+);
H4) c2sµΓ(r − r+) < 14s+;
H5) c2(s
a0
2 + µ
a0
2 )Γ3(r − r+) < 1.
Then the following holds.
1) Let φtF be the flow generated by the equation (2.11). Then
φtF : D3 −→ D4, for all 0 ≤ t ≤ 1.
2) Φ+ : D+ → D(s, r).
3) There is a constant c3 such that
|φtF − id|D˜×O+ ≤ c3µΓ(r − r+),
|DφtF − Id|D˜×O+ ≤ c3µΓ(r − r+),
|DiφtF |D˜×O+ ≤ c3µΓ(r − r+), 2 ≤ i ≤ m + 1,
for all 0 ≤ |t| ≤ 1.
4)
|Φ+ − id|D˜×O+ ≤ c3µΓ(r − r+),
|DΦ+ − Id|D˜×O+ ≤ c3µΓ(r − r+),
|DiΦ+|D˜×O+ ≤ c3µΓ(r − r+), 2 ≤ i ≤ m + 1.
Proof: 1) Denote φtF1, φ
t
F2 as the components of φ
t
F in y, x planes respectively, and
let XF be the vector field on the right hand side of (2.11). Then
φtF = id +
∫ t
0
XF ◦ φλFdλ.
For any (y, x) ∈ D3, we let t∗ = sup{t ∈ [0, 1] : φtF (y, x) ∈ D4}. By H1), we have
D4 ⊂ D∗. It follows from H3), H4) and Lemma 2.2 that
|φtF1(y, x)| = |y|+ |
∫ t
0
B(φλF1 + y0)Fx ◦ φλF dλ| ≤ |y|+ c|Fx|D∗
≤ s+ + c2smµΓ(r − r+) < s+ + 3s+ = 4s+,
|φtF2(y, x)| = |x|+ |
∫ t
0
(−B(φλF1 + y0)Fy ◦ φλF + C(φλF1 + y0)Fx ◦ φλF )dλ|
≤ |x|+ c(|Fx|+ |Fy|)D∗ ≤ r+ +
2
8
(r − r+) + c2sm−2µΓ(r − r+)
< r+ +
3
8
(r − r+),
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where B, C are the matrices defined in (1.4). This shows that φtF (y, x) ∈ D4 for all
0 ≤ t ≤ t∗. Hence t∗ = 1 and 1) holds.
2) clearly follows from 1).
3) Using Lemma 2.2 and the argument above, we immediately have
|φtF − id|D˜ ≤ c2µΓ(r − r+).
By applying H5), Lemma 2.2 and the Gronwall inequality to the following identity
DφtF = Id +
∫ t
0
(D(I∇F ))DφλFdλ
= Id +
∫ t
0
((DI ·DF ) ◦ φλF ·DφλF + (ID2F ) ◦ φλF ) ·DφλF )dλ,
we have
|DφtF − Id|D˜ ≤
∫ t
0
(|DI||DF |+ |I||D2F |)D˜|DφλF − Id|D˜dλ
+ (|DI||DF |+ |I||D2F |)D˜
≤ cµΓ(r − r+).
The estimates on the higher order derivatives of φtF follow from the induction and
a similar argument.
4) follows from 3).
2.4 Estimate on the new Hamiltonian
Lemma 2.4 There is a constant c4 such that
|Ω+ − Ω|O+ ≤ c4γsm−2µ,
|ω+ − ω|O+ ≤ c4γsm−2µ,
|e+ − e|O+ ≤ c4γsmµ,
|h+ − h|D(s+)×O+ ≤ c4γsmµ.
Proof: The proof immediately follows from (2.4) and (2.12)-(2.15).
Lemma 2.5 Assume that
H6) c4γ0s
m−2µ <
γ − γ+
Kτ+1+
.
Then
|〈k, ω+(y0)〉| > γ+|k|τ ,
for all y0 ∈ O+ and 0 < |k| ≤ K+.
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Proof: By H6) and Lemma 2.4, one has
|〈k, ω+(y0)〉| ≥ |〈k, ω(y0)| − c4γ0sm−2µK+
≥ γ|k|τ − c4γ0s
m−2µK+ >
γ+
|k|τ ,
as desired.
Lemma 2.6 There is a constant c5 such that
|P+|D+ ≤ c5∆+.
Thus, if
H7)
c5∆+ ≤ γ+sm+µ+,
then
|P+|D+×O+ ≤ γ+sm+µ+.
Proof: Using (2.8), Lemma 2.2 2), and the Cauchy estimate, we have that
|Q|D+×O+ ≤ (|I||hy||Fx|)D∗×O+ + cs2+mµΓ(r − r+)
≤ cs2+mµΓ(r − r+).
Let
W =
∫ 1
0
{Rt, F} ◦ φtFdt.
Then Cauchy’s estimate yields
|W |D+×O+ ≤ (|I|(|Rx||Fy|+ |Ry||Fx|+ |Rx||Fx|+ |{{h, F}, F}|))D∗×O+
≤ cs2mµ2Γ2(r − r+).
Recall that
P+ = W + (P − R) ◦ φ1F + Q.
The above estimates together with Lemma 2.1 imply that
|P+|D+×O+ ≤ c(γ(sm+1+ µ +
sm+1+
s
µ) + s2mµ2 + sm+2µ)Γ3(r − r+) = c∆+.
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3 Iteration Lemma
In this section, we will prove an iteration lemma which guarantees the inductive con-
struction of the canonical transformations in all KAM steps.
Let r0, s0, γ0, µ0,O0, H0, N0, e0, Ω0, P0 be given as in the beginning of Section 2 and
let D˜0 = D(r0, β0), D0 = D(r0, s0), K0 = 0, Φ0 = id. For any ν = 0, 1 · · ·, we label
all index-free qualities in Section 2 by ν and all ‘+′-indexed qualities in Section 2 by
ν + 1. This defines the following sequences:
rν, sν , µν, Kν, Oν , Dν, D˜ν , Hν,
Nν, eν, Ων , ων, hν , Pν, Φν ,
for ν = 0, 1, · · ·. In particular,
Hν = Hν(y, x) = Nν + Pν,
Nν = eν + 〈Ων , y〉+ hν(y),
where (y, x) ∈ D˜ν, y0 ∈ Oν, eν = eν(y0), ων = ων(y0) = −B>(y0)Ων(y0), Ων = Ων(y0)
is analytic on Oν , hν is a polynomial in y of order less or equal to m+1, and, hν = hν(y)
and Pν = Pν(y, x) are analytic in y0 ∈ Oν and (y, x) ∈ D˜ν. Moreover, for ν = 1, 2, · · ·,
sν = s
1+b+σ
ν−1 ,
µν = c0s
σ
ν−1µν−1, c0 = max{1, c1, · · · , c5},
γν = γ0(1−
ν∑
i=1
1
2i+1
),
Kν = ([log
1
sν−1
] + 1)3,
∆ν = (γν(s
m+1
ν µν +
sm+1ν
sν−1
µν) + s
2m
ν−1µ
2
ν + s
m+2
ν−1 µν)Γ
3(rν−1 − rν),
Oν = {y0 ∈ Oν−1 : |〈k, ων−1(y0)〉| > γν−1|k|τ , 0 < |k| ≤ Kν},
Dν = D(rν, sν),
D˜ν = D(rν +
7
8
(rν−1 − rν), β0).
Lemma 3.1 (Iteration Lemma) Let µ∗ = µ
1−a0
0 . If µ0 = µ0(ε0) is sufficiently small,
then the following holds for all ν = 0, 1, · · ·.
1)
|eν − e0|Oν ≤ 2γ0µ∗, (3.1)
|eν+1 − eν|Oν+1 ≤
γ0µ∗
2ν+1
, (3.2)
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|Ων − Ω0|Oν ≤ 2γ0µ∗, (3.3)
|Ων+1 − Ων |Oν+1 ≤
γ0µ∗
2ν+1
, (3.4)
|ων − ω0|Oν ≤ 2γ0µ∗, (3.5)
|ων+1 − ων|Oν+1 ≤
γ0µ∗
2ν+1
, (3.6)
|hν − h0|D(sν)×Oν ≤ 2γ0µ∗, (3.7)
|hν+1 − hν|D(sν+1)×Oν+1 ≤
γ0µ∗
2ν+1
, (3.8)
1
smν
|Pν|Dν×Oν ≤ γνµν. (3.9)
2) Φν+1 : D˜ν+1×Oν+1 −→ D˜ν, is canonical and real analytic with respect to (y, x) ∈
D˜ν+1, and analytic with respect to y0 ∈ Oν+1. Moreover,
Hν+1 = Hν ◦ Φν+1,
and, on D˜ν+1 ×Oν+1,
|Φν+1 − id|, |DΦν+1 − Id|, |DiΦν+1| ≤ µ∗
2ν+1
, 2 ≤ i ≤ m + 1. (3.10)
3)
Oν+1 = {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , Kν < |k| ≤ Kν+1}.
Proof: The lemma will be proved by performing the KAM steps inductively. We
first verify the conditions H1)-H7) in Section 2 for all ν = 0, 1, · · ·.
Note that
µν = c
ν
0µ0s
σ
b+σ
((1+b+σ)ν−1)
0 , (3.11)
sν = s
(1+b+σ)ν
0 , (3.12)
s0 = ε
1
2m , µ0 =
1
4
ε
1
m+1 , γ0 = 4ε
1
4m . (3.13)
By (3.13), we see that if ε0 is small, then
sν+1 ≤ sb+σ0 sν ≤
sν
16
,
i.e., H1) holds.
To verify H2), we denote
Eν =
rν − rν+1
8
=
1
16
r0(1− δ)δν+2.
Since δ(1 + b + σ) > 1, we have
Eν
2
log
1
sν
= − 1
32
r0(1− δ)δ2(δ(1 + b + σ))ν log s0 ≥ − 1
32
r0(1− δ)δ2 log s0 ≥ 1,
18
as ε0 small.
It follows from the above and (3.12),(3.13) that
log(n + 1)! + 3n log([log
1
sν
] + 1)− Eν
2
([log
1
sν
] + 1)3
≤ log(n + 1)! + 3n log(log 1
sν
+ 2)− (log 1
sν
)2
≤ −(m + 1)(1 + b + σ) log 1
sν
,
as sν small, which, by (3.12),(3.13), is ensured by making ε0 small. Thus,∫ ∞
Kν+1
λne−λ
Eν
2 dλ ≤ (n + 1)!Knν+1e−Kν+1
Eν
2 ≤ sm+1ν+1 ,
i.e., H2) holds. Similarly, we have
(ν + 1) log(2c0) + log 2 + (m− 2) log sν + log µν
+ 3(τ + 1) log(log
1
sν
+ 2) < 0,
as ε0 small. It follows that
c0γ0s
m−2
ν µνK
τ+1
ν+1 <
γ0
2ν+2
< γν − γν+1,
i.e., H6) holds.
Let
l0 = min{b, a0
2
},
η = 8 + n + 2m[τ ] + 2m,
where [τ ] is the integral part of τ . We note that
Γν = Γ(rν − rν+1) ≤
∫ ∞
1
λ8+n+2m[τ ]+2me−λEνdλ ≤ η!
Eην
. (3.14)
Since by (3.11),
µl0ν
E4ην
=
(
16
r0(1− δ)δ2
)4η
µl00 c
l0ν
0
s
l0σ
b+σ
((1+b+σ)ν−1)
0
δ(4η)ν
≤ c∗µl00
(
cl00 s
l0σ
0
δ4η
)ν
≤ c∗µl00 , (3.15)
where c∗ =
(
16
r0(1− δ)δ2
)4η
, we have by (3.14) that
c0µνΓν
Eν
≤ c0η! µν
Eη+1ν
≤ c0η! µ
l0
ν
E3ην
≤ c0c∗η!µl00 ≤ 1,
as ε0 small. This verifies H3).
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Similarly,
c0sνµνΓν
sν+1
=
c0µνΓν
sb+σν
≤ c0µν
sb+σν
η!
Eην
≤ c0η!
(
16
r0(1− δ)δ2
)η
µ0
s
σ
b+σ
0
s
(1+b+σ)ν ( σ
b+σ
−(b+σ))
0
δην
≤ c0η!
(
16
r0(1− δ)δ2
)η
s
(3− σ
b+σ
)
0

c0s2(b+σ)a00
δη

ν
≤ c0η!
(
16
r0(1− δ)δ2
)η
s
(3− σ
b+σ
)
0 ≤
1
4
, (3.16)
c0µ
l0
ν Γ
4
ν ≤ c0(η!)4
µl0ν
E4ην
≤ c0c∗(η!)4µl00
(
cl00 s
l0σ
0
δ4η
)ν
≤ c0c∗(η!)4µl00 ≤
1
4
, (3.17)
c0s
l0
ν Γ
4
ν ≤ c0(η!)4
sl0ν
E4ην
≤ c0c∗(η!)4 s
(1+b+σ)ν
0
δ4ην
≤ c0c∗(η!)4s0
(
sb+σ0
δ4η
)ν
≤ c0c∗(η!)4s0 ≤ 1
16
, (3.18)
as ε0 small. Now, (3.16) is just H4), and, (3.17) together with (3.18) verifies H5).
Moreover, by making ε0 small, we have by (3.17) that
c0µ
a0
ν Γ
3
ν ≤
1
2ν
. (3.19)
Next, for each ν ≥ 1, by (2.2) and (3.13), we have
c0∆ν+1
smν+1µν+1γν+1
≤ 4c0(s1+bν + sbν + s2m−m(1+b+σ)−σν
µν+1
γ0
+ sm+2−m(1+b+σ)−σν
1
γ 0
)Γ4ν
≤ 4c0(2sbν + 2
s2−m(b+σ)−σν
γ0
)Γ4ν ≤ 8c0(sbν +
s
3
2
ν
γ0
)Γ4ν
≤ 8c0(sbν + sν)Γ4ν ≤ 16c0sl0ν Γ4ν.
Hence, by (3.18), H7) is satisfied.
We now proceed the induction. First, we see immediately from Lemmas 2.1-2.4, 2.6
and (3.19) that parts 1) 2) of the present lemma is true for ν = 1. Now assume that
for some ν the 1) 2) holds for all i = 1, 2, · · · , ν. Then, by Lemmas 2.2-2.4, 2.6 and
(3.19), we see that the KAM step in Section 2 is valid for i = ν + 1. In particular, for
i = ν + 1, all formulas (3.1)-(3.10) hold. This proves parts 1) 2) of the Lemma.
Part 3) clearly holds for ν = 0. We now assume that ν > 0. Then by Lemma 2.5,
Oν = {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , 0 < |k| ≤ Kν}.
Hence
Oν+1 = {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , 0 < |k| ≤ Kν+1}
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= {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , 0 < |k| ≤ Kν}
∩ {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , Kν < |k| ≤ Kν+1}
= Oν ∩ {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , Kν < |k| ≤ Kν+1}
= {y0 ∈ Oν : |〈k, ων(y0)〉| > γν|k|τ , Kν < |k| ≤ Kν+1}.
The lemma is now complete.
4 Proof of main results
4.1 Proof of Parts 1) 2) of Theorem 1
We first show the convergence.
Let µ∗ = µ∗(ε0) be sufficiently small. Then Lemma 3.1 yields the following se-
quences:
Dν+1 ×Oν+1 ⊂ Dν ×Oν,
Ψν = Φ0 ◦ Φ1 ◦ · · · ◦ Φν : Dν+1 ×O∗ν+1 → D0,
H ◦Ψν = Hν = Nν + Pν,
Nν = eν + 〈Ων, y〉+ hν(y),
ν = 0, 1, · · ·, which satisfy all properties described in the lemma.
Let
O∗ =
∞⋂
ν=0
Oν , G∗ = D(β0
2
,
r0
2
)×O∗, G∗ = D(β0
2
)×O∗.
Then O∗ is a Cantor set. By Lemma 3.1 1), it is clear that eν, Ων converge uniformly
on O∗, say, to e∞, Ω∞, respectively, and, hν converges uniformly on G∗, say, to h∞.
Hence Nν converges uniformly on G∗ to
N∞ = e∞ + 〈Ω∞, y〉+ h∞(y).
We now show the uniform convergence of Ψν on G∗. Note that
Ψν − Ψν−1 = Φ0 ◦ · · · ◦ Φν − Φ0 ◦ · · · ◦ Φν−1
=
∫ 1
0
D(Φ0 ◦ · · · ◦ Φν−1)(id + θ(Φν − id))dθ(Φν − id).
By Lemma 3.1 2), we have
|Φν − id|G∗ ≤
µ∗
2ν
,
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and,
|D(Φ1 ◦ · · · ◦ Φν−1)(id + θ(Φν − id))|
≤ |DΦ1(Φ2 ◦ · · · ◦ Φν−1)(id + θ(Φν − id))| · · · · |DΦν−1(id + θ(Φν − id))|
≤ (1 + µ∗
2
) · · · (1 + µ∗
2ν−1
)
≤ eµ∗2 +···+ µ∗2ν−1 ≤ eµ∗.
It follows that
|Ψν − Ψν−1|G∗ ≤ eµ∗
µ∗
2ν
,
which implies the uniform convergence of Ψν. Let Ψ∞ be the limit of Ψν. Then,
|Ψ∞ − id|G∗ ≤ |Φ0 − id|G∗ +
∞∑
ν=1
|Ψν − Ψν−1|G∗
≤ 2µ∗.
Thus, Ψ∞ is uniformly close to the identify and is real analytic on D(β0
2
, r0
2
). Similarly,
one can show that, for i = 1, 2, · · · , m + 1, DiΨν converge uniformly to DiΨ∞ respec-
tively, on G∗. By a standard argument using the Whitney extension theorem, one can
further show that Ψ∞ is Whitney smooth with respect to y0 ∈ O∗ (see [5],[18],[25] for
details).
Hence, on G∗,
Pν = H ◦Ψν −Nν ,
converges uniformly to
P∞ = H ◦Ψ∞ −N∞.
Since
|Pν|Dν ≤ γνsmν µν,
the Cauchy estimate implies that
|∂jyPν|D(rν+1, 12 sν) ≤
42m+1
rν − rν+1γµν,
for all 1 ≤ |j| ≤ m and ν = 1, 2, · · ·. Let ν →∞. We have that, on D(0, r0
2
)×O∗,
∂jyP∞ = 0,
for all 1 ≤ |j| ≤ m. Thus, for each y0 ∈ O∗, the generalized Hamiltonian
H∞ = N∞ + P∞
or its associated vector field I(y+y0)∇H∞ admits an analytic, quasi-periodic, invariant
n-torus Ty0 = {0} × T n with the Diophantine frequency ω∞(y0) = −B>(y0)Ω∞(y0).
Moreover, these invariant n-tori form a Whitney smooth family.
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It remains to show the measure estimate. We note that R) implies that there is an
open set G0 ⊂ G with |G \G0| = 0 such that
rank{∂
αω0
∂pα
: |α| ≤ n− 1} = n (4.1)
for all y ∈ G0. Hence without loss of generality, we assume that (4.1) holds on G = O0.
By (3.5), the Cauchy estimate, and the Whitney extension theorem, ων, ν = 0, 1, · · ·,
admit uniform smooth extensions on O0 such that
|∂αp (ων(p)− ω0(p))| ≤ cµ∗,
for all |α| ≤ m, p ∈ O0, ν = 0, 1, · · ·, where c is a constant independent of ν. It follows
that if ε0 is sufficient small, then
rank{∂
αων
∂pα
: |α| ≤ n− 1} = n (4.2)
on O0, for all ν = 0, 1, · · ·.
In the case that n = 1, O0 is a closed interval [d1, d2] ⊂ R1. Since the condition R)
implies that ω(y) 6= 0 on O0, there exists a σ′ > 0 such that
|ω(y)| ≥ σ′ for all y ∈ O0.
Let ε be small such that
γ < min{σ
′
2
,
d2 − d1
2
}.
Then one can simply take
O∗ = [d1 + γ, d2 − γ],
from which |O0 \ O∗| = O(γ) follows.
In the case that n ≥ 2, the following lemma is vital to the measure estimate.
Lemma 4.1 Let Λ ⊂ Rd, d > 1, be a bounded closed region and let g : Λ → Rd be a
smooth map such that
rank{∂
αg
∂pα
: |α| ≤ d− 1} = d.
Then for a fixed τ > d(d− 1)− 1
∣∣∣∣{p ∈ Λ : |〈g(p), k〉| ≤ γ|k|τ }
∣∣∣∣ ≤ c(Λ, p, τ)
(
γ
|k|τ+1
) 1
d−1
, k ∈ Zd \ {0}, γ > 0.
Proof: See Theorem B in [32]. We note that the constant c above does not depend
on g but rather on a lower bound of the derivatives of g up to order d− 1.
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We divide the estimate of |O0 \ O∗| into the following three cases.
Case 1: l = n. Let
Rν+1k = {p ∈ Oν : |〈k, ων(p)〉| ≤
γν
|k|τ },
Rˆν+1k = {p ∈ O0 : |〈k, ων(p)〉| ≤
γν
|k|τ },
for all k ∈ Zn \ {0} and ν = 0, 1, · · ·. Then by Lemma 3.1 3),
Oν+1 = Oν \
⋃
Kν<|k|≤Kν+1
Rν+1k ,
and,
O0 \ O∗ =
∞⋃
ν=0
⋃
Kν<|k|≤Kν+1
Rν+1k .
Since by Lemma 4.1 and (4.2),
|Rν+1k | ≤ |Rˆν+1k | ≤ c
(
γ
|k|τ+1
) 1
n−1
,
for all k ∈ Zn \ {0} and ν = 0, 1, · · ·, where c is a constant independent of ν, we have
|O0 \ O∗| ≤
∞∑
ν=0
∑
Kν<|k|≤Kν+1
|Rν+1k | ≤ cγ
1
n−1
∞∑
ν=0
∑
Kν<|k|≤Kν+1
1
|k| τ+1n−1
= O(γ
1
n−1 ) = O(γ
1
l∗−1 ),
as desired.
Case 2: l < n. Let O¯0 = [1, 2]n−l and define
O˜0 = O0 × O¯0,
O˜∗ = O∗ × O¯0,
p˜ = (p, p¯)>, p¯ ∈ O¯0,
ω˜ν(p˜) = ων(p), ν = 0, 1, · · · , p˜ ∈ O˜0.
Then it is clear that
rank{∂
αω˜ν
∂p˜α
: ∀|α| ≤ n− 1} = n
on O˜0 for all ν = 0, 1, · · ·, as µ0 sufficiently small. Similar to Case 1, we have that
|O˜0 \ O˜∗| = O(γ
1
n−1 ).
By Fubini’s theorem,
|O0 \ O∗| = O(γ 1n−1 ) = O(γ
1
l∗−1 ),
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as desired.
Case 3: l > n. For any p ∈ O0, R) implies that there exist indexes
αi ∈ {α ∈ Z l+ : |α| ≤ n− 1}, i = 0, 1, · · · , n− 1,
such that
rank{∂
αiω
∂pαi
(p) : i = 0, 1, · · · , n− 1} = n.
Since rank{∂ω
∂p
(p)} ≤ n, there are pi1 , pi2, · · · , pil−n such that
∂ω
∂pij
(p) /∈ {∂
αiω
∂pαi
(p) : i = 0, 1, · · · , n− 1}, j = 1, 2, · · · , l − n.
Define
Ω(p) = (pi1, pi2 , · · · , pil−n)>, p ∈ O0,
ω˜ν(p) = (ων(p), Ω(p))
>, ν = 0, 1, · · · , p ∈ O0,
R˜ν+1k = {p ∈ Oν : |〈k, ω˜ν(p)〉| ≤
γν
|k|τ }, k ∈ Z
l \ {0}, ν = 0, 1, · · · ,
O˜ν+1 = O˜ν \
⋃
Kν<|k|≤Kν+1
R˜ν+1k , ν = 0, 1, · · · ,
O˜∗ =
⋂
ν≥0
O˜ν .
Then
rank{∂
αiω˜ν
∂pαi
(p) : i = 0, 1, · · · , n− 1; ∂ω˜ν
∂pij
(p) : j = 1, · · · , l − n} = l
on O0 for all ν = 0, 1, · · ·. It follows that
rank{∂
αω˜ν
∂pα
: |α| ≤ l − 1} = l
on O0 for all ν = 0, 1, · · ·. Similar to Case 1), we have that
|O0 \ O˜∗| = O(γ
1
l−1 ).
Since O˜∗ ⊂ O∗,
|O0 \ O∗| ≤ |O0 \ O˜∗| = O(γ
1
l−1 ) = O(γ
1
l∗−1 ),
as desired.
Above all,
|O0 \ O∗| = O(γ
1
l∗−1 ) = O(ε
1
4(2n+3)(l∗−1) ) → 0, as ε → 0.
In particular, each Oν , ν = 0, 1, · · ·, is nonempty and hence each KAM step can be
continued. Let Gε = O∗ and recall that G = O0. The proof of parts 1) 2) of Theorem 1
is now completed.
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4.2 Outline of proof of part 3) of Theorem 1
Let y0 ∈ G be such that ω = ω(y0) is Diophantine associated to a fixed τ > n− 1.
Part 3) of Theorem 1 can be proved by introducing a translation
φ : x → x, y → y + y∗
at each KAM step after the canonical transformation φ1F . To determine y
∗ at a KAM
step, one need to split the term h in N as
h(y) =
1
2
〈y, A(y0)y〉+ hˆ(y),
where hˆ = O(|y|3), and, by induction hypothesis, A(y0) is non-singular on O. We then
use the implicit function theorem to choose y∗ as the unique solution of the equation
A(y0)y + ∂yhˆ(y) = −p01. (4.3)
With the composite transformation
Φ+ = φ
1
F ◦ φ
the new Hamiltonian in Section 2 becomes
H ◦ Φ+ = N+ + P+,
N+ = e+ + 〈Ω+, y〉+ 1
2
〈y, A+y〉+ hˆ+(y),
where
Ω+ = Ω,
e+ = e + 〈Ω, y∗〉+ 1
2
〈y∗, Ay∗〉+ hˆ(y∗) + [R](y∗),
A+ = A + ∂
2
y hˆ(y
∗) + ∂2y [R](y
∗),
hˆ+(y) = hˆ(y + y
∗)− hˆ(y∗)− 〈∂yhˆ(y∗), y〉 − 1
2
〈y, ∂2y hˆ(y∗)y〉 (4.4)
+ [R](y + y∗)− [R](y∗)− 〈∂y[R](y∗), y〉 − 1
2
〈y, ∂2y [R](y∗)y〉,
and, P+ is defined accordingly.
Note by (4.3) that
|y∗|O ≤ cγsm−2µ.
This gives an estimate of φ at each KAM step. Let τ > n− 1 be fixed at the begining
of Section 2. The remaining of the proof can be carried out similarly by incorporating
all translations φ and their estimates into Lemma 3.1 and showing the convergence
of the composed transformations. We remark that since the toral frequency ω is kept
unchanged in all KAM steps, no measure estimate is needed.
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4.3 Proof of Theorem 2
By replacing y0 ∈ G with (y0, ξ0) ∈ G×Ξ =: O0, we see that all arguments in the pre-
vious sections for the Hamiltonian (1.2) go through for the parameterized Hamiltonian
(1.6). With the hypothesis R1), the desired measure estimate for Theorem 2 can be
carried out similarly to that for Theorem 1 above.
5 Applications
5.1 Perturbation of the three dimensional steady Euler fluid path flows
As shown by Mezic´ and Wiggins in [19], for a three dimensional, inviscid, incom-
pressible, steady fluid flow, the fluid particle paths, under suitable coordinate, can be
described by a three dimensional volume preserving flow generated by a divergence free
system of ODEs of the following form:

z˙1 =
∂H(z1, z2)
∂z2
z˙2 = −∂H(z1, z2)
∂z1
z˙3 = h(z1, z2).
(5.1)
The right hand side of (5.1) describes the velocity field of the Euler flow (under the
present coordinate). We assume that the steady Euler flow admits a family of elliptic
vortex lines, i.e.,
H) there is a region D of the (z1, z2)-plane in which the level sets H(z1, z2) = c are
closed curves.
The assumption is generally satisfied for steady Euler flow. Following from a funda-
mental result of Arnold ([2]) on three dimensional volume preserving flows, if the steady
Euler velocity field is not everywhere collinear with its vorticity field in a domain, then
(5.1) admits either invariant tori with trajectories all closed or all dense, or invariant
annuli with trajectories all closed.
By assumption H), one can further reduce (z1, z2) ∈ D into the action-angle vari-
ables (I, θ) in the usual way, with respect to which the system (5.1) has the form

I˙ = 0
θ˙ = ω1(I)
z˙3 = h(I, θ).
(5.2)
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By [19], if ω1(I) 6= 0 in D, then the volume preserving transformation (I, θ, z3) →
(I, θ, φ):
φ = z3 +
θ
2pi
∫ 2pi
0
h(I, θ)
ω1(I) dθ −
∫
h(I, θ)
ω1(I) dθ
will transform (5.2) to the system 

I˙ = 0
θ˙ = ω1(I)
φ˙ = ω2(I),
(5.3)
where φ ∈ S1 or R1, and,
ω2(I) = ω1(I)
2pi
∫ 2pi
0
h(I, θ)
ω1(I) dθ.
In other word, under the assumption H), the particle phase space R3 of the steady
Euler flow is foliated into either two dimensional tori or cylinders carrying either action-
angle-angle or action-action-angle variables, respectively.
One important approach to understand the barriers to fluid transport and mixing is
to study the persistence of the invariant 2-tori or 1-tori (on the cylinder) of (5.3) after
suitable perturbations. This brings a KAM type of theory into play.
The persistence of invariant 2-tori of (5.3) under volume preserving perturbations
was shown in [19] by using the KAM theory developed in [7] for volume preserving maps.
We now consider a similar persistence problem under the generalized Hamiltonian
framework. By considering certain non-volume-preserving perturbations to (5.3), it is
our hope that the KAM type of results presented in this paper can be of help for a
general understanding of the existence of barriers to fluid transport and mixing arising
in viscid fluids.
To apply our results, we note that (5.3) can be easily put into the generalized Hamil-
tonian framework under a variety choice of Poisson structures ω2 (or the associated
structure matrices I(I)) of the phase manifold. Taking the action-angle-angle case for
example, it is immediately seen that the right hand side of (5.3) can be written as
I(I)∇N(I) =

 0 B>(I)
−B(I) C




N ′(I)
0
0

 , (5.4)
where C is an arbitrary 2 × 2 skew-symmetric constant matrix, and, B(I) and N(I)
are such that (
ω1(I)
ω2(I)
)
+ B(I)N ′(I) = 0.
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Since C is a constant matrix, I(I) clearly satisfies the Jacobi identity, and hence defines
a structure matrix. To apply our results to such a system, the perturbation can be
any sufficient smooth vector field of the form εI(I)∇P (I, θ, φ) (which certainly need
not be divergence free). In applications, one does have the freedom to determine the
Poisson matrix I(I) according to either the form of a perturbation or the nature of a
particular problem (e.g., certain fluid flows are restricted to preserve a given Poisson
structure).
In the following, we give two examples of perturbed three dimensional volume pre-
serving flows to illustrate the application of our results.
Example 5.1 (Action-angle-angle). Consider the following generalized Hamiltonian
system: 

r˙
θ˙
ϕ˙

 = I∇(
1
2
r2 + εP (r, θ, ϕ)), (5.5)
where r ∈ R1+, (θ, ϕ) ∈ T 2, ε > 0 is a small parameter, P is real analytic, and I is a
constant structure matrix. Thus I must have the form
I =


0 α β
−α 0 −γ
−β γ 0

 ,
where α, β, γ are arbitrary real numbers with |α|+ |β|+ |γ| 6= 0. It is clear that
ω = (ω1, ω2)
> = −(αr, βr)>.
Since rank
∂ω
∂r
≤ 1, we see that the non-degenerate condition R) is not satisfied and
hence Theorem 1 is not applicable. However, if r 6= 0, then
rank
∂ω
∂(r, α)
= rank
∂ω
∂(r, β)
= rank
∂ω
∂(α, β)
≡ 2.
We can then apply Theorem 2 to conclude the following.
Proposition 5.1 Consider (5.5) and let 0 < δ < r0 be arbitrarily given, A, B be any
two compact intervals. Then the following holds.
1) Fix r0, γ 6= 0. There is a family of Cantor sets Gε ⊂ G = A×B with |G\Gε| → 0
as ε → 0 such that all unperturbed 2-tori Tr0,α,β associated to (α, β) ∈ Gε will
persist as ε small;
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2) Fix β, γ with |β|+ |γ| 6= 0. There is a family of Cantor sets Gε ⊂ G = [δ, r0]× A
with |G \ Gε| → 0 as ε → 0 such that all unperturbed 2-tori Tr,α associated to
(r, α) ∈ Gε will persist as ε small;
3) Fix α, γ with |α|+ |γ| 6= 0. There is a family of Cantor sets Gε ⊂ G = [δ, r0]×B
with |G \ Gε| → 0 as ε → 0 such that all unperturbed 2-tori Tr,β associated to
(r, β) ∈ Gε will persist as ε small.
Example 5.2 (Action-action-angle). Consider the following generalized Hamiltonian
system: 

r˙
y˙
θ˙

 = I∇(
1
2
(r2 + y2) + εP (r, y, θ)), (5.6)
where r ∈ R1+, y ∈ R1, θ ∈ T 1, ε > 0 is a small parameter, P is real analytic, and I is
a constant structure matrix . Thus, I must have the form
I =


0 0 β
0 0 −γ
−β γ 0

 ,
where β, γ are arbitrary real numbers with |β|+ |γ| 6= 0. Clearly,
ω = −βr + γy, and rank ∂ω
∂(r, y)
≡ 1.
Hence, Theorem 1 is immediately applicable to yield the following.
Proposition 5.2 Consider (5.6) and let A ⊂ R1+, B ⊂ R1 be compact intervals. Then
there is a family of Cantor sets Gε ⊂ G = A×B with |G \Gε| → 0 as ε → 0 such that
all unperturbed 1-tori Tr,y associated to (r, y) ∈ Gε will persist as ε small.
5.2 Invalidity of closing lemma on a Poisson manifold
In [26], Pugh and Robinson proved the following C2 closing lemma: on a symplectic
manifold (M, ω2) the set {H ∈ C2: the periodic orbits of the flow φtH generated by
the Hamiltonian vector field of H are dense in M} is dense in C2(M, R) under the C2-
topology. In [16], Herman gave a counterexample to the closing lemma on (T 2n+2, ω2)
for the Ck-topology (k > 2n + 1).
Considering generalized Hamiltonian systems, a natural question is that whether or
to what extend a Ck closing lemma can hold on a Poisson manifold. We do not have
answer to this general question but can give a Herman type of counterexample on a
Poisson manifold for sufficiently large k, based on Theorem 2.
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Example 5.3 (Invalidity of closing lemma). Consider the Poisson manifold ([1, 2] ×
T n, ω2ξ ), where n ≥ 2 and ω2ξ is defined by the structure matrix
I =

 0 −ξ>
ξ J


which depends on a parameter ξ ∈ [1, 2]n = Ξ to be determined later.
Consider the generalized Hamiltonian
N =
1
2
y2
for y ∈ [1, 2]. It is clear that
I(y, ξ)∇N(y) = (0, yξ)>,
hence ω = yξ.
Fix a y0 ∈ [1, 2] and let ξ be such that
|〈k, y0ξ〉| > γ|k|τ , k ∈ Z
n \ {0}, (5.7)
where 0 < γ  1 and τ > n − 1 is fixed. Since rank∂ω
∂ξ
= n, an application of the
smooth version of Theorem 2 3) (see Remark 1.1) yields that there is an integer k
sufficiently large and ε > 0 sufficiently small such that each Diophantine torus Ty,ξ of
the vector field I(y, ξ)∇N(y) will persist and gives rise to a slightly deformed invariant
torus of the perturbed vector field I(y, ξ)∇(N(y) + P (y, x)) for |P |Ck([1,2]×T n) ≤ ε.
Now let ξ0 be a fixed vector satisfying (5.7) (the Diophantine constant γ in (5.7) is
determined by the smallness of ε). Then on the Poisson manifold ([1, 2]× T n, ω2ξ0) any
generalized Hamiltonian in the ε neighborhood of N(y) under the Ck topology admits
a quasi-periodic, invariant n-torus perturbed from the torus Ty0,ξ0. Hence C
k closing
lemma is invalid on the Poisson manifold for sufficiently large k.
Note that in the above construction we have crucially used the fact of preservation
of toral frequency, for otherwise the unperturbed torus cannot be chosen in a priori.
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