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Abstract
We consider the (stochastic) weighted complexity of a digraph D and a stochastic function from A(D) to
nonnegative real numbers. Furthermore, we consider the weighted zeta function of a digraph, and present a
determinant expression of it. We present a decomposition formula for the weighted zeta function of a group
covering of a digraph. As an application, we give an explicit formula for the stochastic weighted complexity
of a group covering of a digraph by using its stochastic weighted complexity.
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1. Introduction
Graphs and digraphs treated here are finite simple. Let G be a connected (unoriented) graph
with vertex set V (G) and edge set E(G), where E(G) is the set of unoriented edges of G. The
complexity κ(G) of G is the number of spanning trees in G. The complexities for various graphs
were given in [3,6].
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Let G be a connected graph with n vertices v1, . . . , vn. The adjacency matrix A(G) = (aij ) is
the square matrix such that aij = 1 if vi and vj are adjacent, and aij = 0 otherwise. Let D = (dij )
be the diagonal matrix with dii = degG vi , and Q = D − I. For a connected graph G, let
fG(u) = det(I − uA(G) + u2Q).
For a graph G, Northshield [13] showed that the complexity of G is given by the derivative of
the function above.
Theorem 1 (Northshield). For a connected graph G,
f ′G(1) = 2(l − n)κ(G),
where n = |V (G)| and l = |E(G)|.
Mizuno and Sato [12] obtained an explicit formula for the complexity of any connected regular
covering of a graph G by using that of G.
Let G be a connected graph and D the symmetric digraph corresponding to G. Let D(G) =
{(u, v), (v, u)|uv ∈ E(G)}. For e = (u, v) ∈ D(G), set u = o(e) and v = t (e). Furthermore, let
e−1 = (v, u) be the inverse of e = (u, v). A path P of length n in D(or G) is a sequence P =
(e1, . . . , en) of n arcs such that ei ∈ D(G), t (ei) = o(ei+1)(1  i  n − 1). Also, P is called a
(o(e1), t (en))-path. Set |P | = n. A (v,w)-path is called a cycle (or closed path) if v = w. Two
cycles C1 = (e1, . . . , em) and C2 = (f1, . . . , fm) are called equivalent if fj = ej+k for all j . Let
[C] be the equivalence class which contains a cycle C. We say that a path P = (e1, . . . , en) has
a backtracking if e−1i+1 = ei for some i(1  i  n − 1). A cycle C is reduced if both C and C2
have no backtracking. Furthermore, a cycle C is prime if it is not a multiple of a strictly smaller
cycle (see [2,9,10]).
Hashimoto [9] and Northshield [13] expressed the complexity of a graph as a limit involving
its zeta function. The (Ihara) zeta function of a graph G is defined to be a function of u ∈ C with
|u| sufficiently small, by
Z(G, u) = ZG(u) =
∏
[C]
(1 − u|C|)−1,
where [C] runs over all equivalence classes of prime, reduced cycles of G, and |C| is the length
of C. Ihara [10] defined the zeta function of a regular graph. Bass [2] generalized Ihara’s result
on zeta functions of regular graphs to irregular graphs, and showed that
ZG(u)−1 = (1 − u2)l−nfG(u).
For a connected digraph D with vertices v1, . . . , vn, let A(D) denote the arc set of D and
consider an arc weight w : A(D) −→ C of D, where w(vi, vj ) = wij is a complex variable for
(vi, vj ) ∈ A(D). Then the formal Laplacian matrix of D is defined as follows (see [4]):
L(D) =
⎡⎢⎢⎢⎣
∑
j /=1 w1j −w12 · · · −w1n
−w21 ∑j /=2 w2j · · · −w2n
...
...
.
.
.
...
−wn1 −wn2 · · · ∑j /=n wnj
⎤⎥⎥⎥⎦ .
Note that det L(D) = 0. Furthermore, the matrix obtained from L(D) by setting each of the
nonzero elements wij , (i /= j) equal to 1 is the Laplacian matrix of D.
A spanning directed tree in D rooted at u ∈ V (D) is a subdigraph T of D such that every
vertex in T except u has a outgoing arc in T .
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For each subdigraph H of D, the weight w(H) is defined as follows:
w(H) =
∏
e∈A(H)
w(e).
Also, we define
κv(D) =
∑
Tv
w(Tv)
and
κw(D) =
∑
v∈V (D)
κv(D),
where Tv runs over all spanning directed trees of D rooted at v ∈ V (D). Then κw(D) is called
the weighted complexity of D.
The matrix tree theorem asserts that the determinant of the principal submatrix of the Laplacian
matrix of D obtained by deleting row u and column u is equal to the number of the spanning
rooted directed trees of D which are rooted at u ∈ V (D) (see [3,4,6]). In its more general form, it
gives the weight of the spanning arborescences of D which are rooted at u. Combinatorial proofs
of the theorem have been given by Orlin [14] and, independently, Chaiken [5] (c.f. [1, II.3]).
Theorem 2. The determinant of the principal submatrix of L(D) obtained by deleting row u and
column u is equal to κu(D). Furthermore,
κw(D) = tr(adj L(D)).
Let D be a connected digraph with n vertices v1, . . . , vn, and w : A(D) −→ C a weight of D.
Then we define the n × n matrix W = W(D) = (wij ) as follows:
wij :=
{
w(vi, wj ) if (vi, vj ) ∈ A(D),
0 otherwise.
Furthermore, W(D) is called a weighted matrix of D.
An arc weight w of a symmetric digraph D is called symmetric if w(v, u) = w(u, v) for each
(u, v) ∈ A(D). If w is symmetric, then the sum of the weights of the spanning arborescences of
D rooted at u is constant λ for each u ∈ V (D). Then λ is called the (edge) weighted complexity
of D.
Let G be a connected graph and D the symmetric digraph corresponding to G. For a symmetric
arc weight w of D, the weighted complexity of D is also called the weighted complexity of G.
Mizuno and Sato [12] obtained an explicit formula for the weighted complexity of any connected
regular covering of a graph G by using that of G.
Let G be a connected digraph with n vertices v1, . . . , vn. Then a function p : A(D) −→ R+ =
{a ∈ R|a  0} is called stochastic if∑
o(e)=v
p(e) = 1 for each v ∈ V (D).
Note that the weighted matrix W(D) = (p(u, v)) of D for the above function p is a stochastic
matrix. For a stochastic function p : A(D) −→ R+, set
P = P(D) = W(D) and τ(P ) = κp(D).
Parry and Williams [15] defined the stochastic zeta function ζP (t) of a digraph D and a
stochastic function p : A(D) −→ R+ as follows:
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ζP (t) = exp
⎛⎝ ∞∑
n=1
tn
n
∑
C∈Cn
p(C)
⎞⎠ ,
where Cn is the set of all cycles in D of length n. Then Parry and Williams [15] showed that
ζP (t) = det(I − tP)−1.
Lind and Tuncel [11] expressed the weighted complexity of D for a stochastic function p by
using the stochastic zeta function of D and p.
Theorem 3 (Lind and Tuncel). Let D be a connected digraph with n vertices v1, . . . , vn. Then
τ(P ) = −
(
1
ζP
)′
(1).
Foata and Zeilberger [7] gave a new proof of Bass Theorem by using the algebra of Lyndon
words. Let X be a finite nonempty set, < a total order in X, and X∗ the free monoid generated
by X. Then the total order < on X derive the lexicographic order <∗ on X∗. A Lyndon word in
X is defined to a nonempty word in X∗ which is prime, i.e., not the power lr of any other word l
for any r  2, and which is also minimal in the class of its cyclic rearrangements under <∗. Let
L denote the set of all Lyndon words in X.
Let B be a square matrix whose entries b(x, x′)(x, x′ ∈ X) form a set of commuting variables.
If w = x1 x2 · · · xm is a word in X∗, define
β(w) = b(x1, x2)b(x2, x3) · · · b(xm−1, xm)b(xm, x1).
Furthermore, let
β(L) =
∏
l∈L
(1 − β(l)).
The following theorem played a central role in [7].
Theorem 4 (Foata and Zeilbereger). β(L) = det(I − B).
In Section 2, we consider the weighted zeta function of a digraph, and present a determinant
expression of it. In Section 3, we present a decomposition formula for the weighted zeta function of
a group covering of a digraph. In Section 4, we give an explicit formula for the stochastic weighted
complexity of a group covering of a digraph by using its stochastic weighted complexity.
For a general theory of the representation of groups and graph coverings, the reader is referred
to [16,8], respectively.
2. Weighted zeta functions of digraphs
Let D be a connected digraph and V (D) = {v1, . . . , vn}. Then we consider a n × n matrix
W = (wij )1i,jn with ij entry the variable wij if (vi, vj ) ∈ E(G), and wij = 0 otherwise. The
matrix W is called the weighted matrix of D. For each path P = (vi1 , . . . , vir ) of D, the norm
w(P ) of P is defined as follows: w(P ) = wi1i2wi2i3 · · ·wir−1ir . Furthermore, let w(vi, vj ) =
wij , vi, vj ∈ V (D). The weighted zeta function of D is defined by
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Z(D,w, t) =
∏
[C]
(1 − w(C)t |C|)−1,
where [C] runs over all equivalence classes of prime cycles of D.
We present a determinant expression for the weighted zeta function of a digraph.
Theorem 5. Let D be a connected digraph. Then the reciprocal of the weighted zeta function of
D is given by
Z(D,w, t)−1 = det(I − tW).
Proof. Let V (D) = {v1, . . . , vn} and v1 < v2 < · · · < vn a total order of V (D). We consider the
free monid V (D)∗ generated by V (D), and <∗ the lexicographic order on V (D)∗ derived from
<. If a cycle C is prime, then there exists a unique cycle in [C] which is a Lyndon word in V (D).
For z ∈ V (D)∗, let
β(z) =
{
t |z|w(z) if z is a prime cycle,
0 otherwise.
Then we have
β(L) =
∏
l∈L
(1 − β(l)) =
∏
[C]
(1 − w(C)t |C|),
where [C] runs over all equivalence classes of prime cycles ofD. Furthermore, we define variables
b(x, x′)(x, x′ ∈ V (D)) as follows:
b(x, x′) =
{
tw(x, x′) if (x, x′) ∈ A(D),
0 otherwise.
Theorem 4 implies that∏
[C]
(1 − w(C)t |C|) = det(I − B) = det(I − tW). 
3. Weighted zeta functions of group coverings of digraphs
Let G be a connected graph, and let N(v) = {w ∈ V (G)|(v,w) ∈ E(G)} for any vertex v in
G. A graph H is called a covering of G with projection π : H −→ G if there is a surjection
π : H −→ G such that π |N(v′) : N(v′) −→ N(v) is a bijection for all vertices v ∈ V (G) and
v′ ∈ π−1(v). When a finite group acts on a graph G, the quotient graph G/ is a simple graph
whose vertices are the-orbits on V (G), with two vertices adjacent in G/ if and only if some
two of their representatives are adjacent in G. A covering π : H −→ G is said to be regular if
there is a subgroup B of the automorphism group AutH of H acting freely on H such that the
quotient graph H/B is isomorphic to G.
Let G be a graph and  a finite group. Then a mapping α : D(G) −→  is called an ordinary
voltage assignment if α(v, u) = α(u, v)−1 for each (u, v) ∈ D(G). The pair (G, α) is called an
ordinary voltage graph. The derived graph Gα of the ordinary voltage graph (G, α) is defined as
follows:
V (Gα) = V (G) ×  and ((u, h), (v, k)) ∈ D(Gα) if and only if (u, v) ∈ D(G)
and k = hα(u, v).
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The natural projection π : Gα −→ G is defined by π(u, h) = u, (u, h) ∈ V (Gα). The graph
Gα is called a derived graph covering of G with voltages in  or a -covering of G. Then,
a -covering Gα is a ||-fold regular covering of G with covering transformation group .
Futhermore, every regular covering of a graph G is a -covering of G for some group  (see [8]).
We can generalize the notion of a -covering of a graph to a simple digraph. Let D be a con-
nected digraph and  a finite group. Then a mapping α : A(D) −→  is called a pseudo ordinary
voltage assignment if α(v, u) = α(u, v)−1 for each (u, v) ∈ A(D) such that (v, u) ∈ A(D). The
pair (D, α) is called an ordinary voltage digraph. The derived digraph Dα of the ordinary voltage
digraph (D, α) is defined as follows: V (Dα) = V (D) ×  and ((u, h), (v, k)) ∈ A(Dα) if and
only if (u, v) ∈ A(D) and k = hα(u, v). The digraph Dα is called a -covering of D. Note that a
-covering of the symmetric digraph corresponding to a graph G is a -covering of G (c.f., [8]).
Let D be a connected digraph,  a finite group and α : A(D) −→  a pseudo ordinary volt-
age assignment. In the -covering Dα , set vg = (v, g) and eg = (e, g), where v ∈ V (D), e ∈
A(D), g ∈ . For e = (u, v) ∈ A(D), the arc eg emanates from ug and terminates at vgα(e).
Let W = W(D) be a weighted matrix of D. Then we define the weighted matrix W˜ =
W(Dα) = (w˜(ug, vh)) of Dα derived from W as follows:
w˜(ug, vh) :=
{
w(u, v) if (u, v) ∈ A(D) and h = gα(u, v),
0 otherwise.
For g ∈ , let the matrix Wg = (w(g)uv ) be defined by
w
(g)
uv :=
{
w(u, v) if α(u, v) = g and (u, v) ∈ A(D),
0 otherwise.
Let M1 ⊕ · · · ⊕ Ms be the block diagonal sum of square matrices M1, . . . ,Ms . If M1 =
M2 = · · · = Ms = M, then we write s ◦ M = M1 ⊕ · · · ⊕ Ms . The Kronecker product A⊗B
of matrices A and B is considered as the matrix A having the element aij replaced by the matrix
aijB.
Theorem 6. Let D be a connected digraph with n vertices,  a finite group and α : A(D) −→ 
a pseudo ordinary voltage assignment. Furthermore, let ρ1 = 1, ρ2, . . . , ρk be all inequivalent
irreducible representations of , and fi the degree of ρi for each i, where f1 = 1. Suppose that
the -covering Dα of D is connected. Then the reciprocal of the weighted zeta function of Dα is
Z(Dα, w˜, t)−1 = Z(D,w, t)−1 ·
k∏
i=2
det(Infi − t
∑
h∈
ρi(h)
⊗
Wh)fi .
Proof. Let V (D) = {v1, . . . , vn} and = {1 = g1, g2, . . . , gm}. Arrange arcs of Dα in m blocks:
(v1, 1), . . . , (vn, 1); (v1, g2), . . . , (vn, g2); . . . ; (v1, gm), . . . , (vn, gm).We consider the weighted
matrix W(Dα) under this order. For h ∈ , the matrix Ph = (p(h)ij ) is defined as follows:
p
(h)
ij =
{
1 if gih = gj ,
0 otherwise.
Suppose that p(h)ij = 1, i.e., gj = gih. Then ((u, gi), (v, gj )) ∈ A(Dα) if and only if (u, v) ∈
A(D) and α(u, v) = g−1i gj = g−1i gih = h. Thus, we have
W˜ = W(Dα) =
∑
h∈
Ph
⊗
Wh.
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Let ρ be the right regular representation of . Furthermore, let ρ1 = 1, ρ2, . . . , ρt be all
inequivalent irreducible representations of , and fi the degree of ρi for each i, where f1 = 1.
Then we have ρ(h) = Ph for h ∈ . Furthermore, there exists a nonsingular matrix P such
that P−1ρ(h)P = (1) ⊕ f2 ◦ ρ2(h) ⊕ · · · ⊕ ft ◦ ρt (h) for each h ∈ (see [16]). Putting B =
(P−1
⊗
In)W(Dα)(P
⊗
In), we have
B =
∑
h∈
{(1) ⊕ f2 ◦ ρ2(h) ⊕ · · · ⊕ ft ◦ ρt (h)}
⊗
Wh.
Note that W(D) =∑h∈ Wh and 1 + f 22 + · · · + f 2t = m. Therefore it follows that:
Z(Dα, w˜, t)−1 = det(Inm − tW˜)
= det(In − W)
k∏
i=2
det
(
Infi − t
∑
h
ρi(h)
⊗
Wh
)fi
. 
4. Weighted complexities of group coverings of digraphs
We explicitly express the weighted complexity of a connected group covering of a connected
digraph D for the derived weight p˜ from a stochastic function p of D by using the weighted
complexity of D and p.
Theorem 7. Let D be a connected digraph with n vertices, be a finite group and α : A(D) −→
 a pseudo ordinary voltage assignment. Moreover, let p be a stochastic function of D. Further-
more, let ρ1 = 1, ρ2, . . . , ρk be the irreducible representations of , and fi the degree of ρi for
each i, where f1 = 1. Suppose that the the -covering Dα of D is connected. Then the stochastic
weighted complexity of Dα and p˜ is
τ(P˜ ) = τ(P ) ·
k∏
i=2
det
⎛⎝Ifin −∑
g∈
ρi(g)
⊗
Wg
⎞⎠fi .
Proof. Set m = ||. By Theorem 6, we have
Z(Dα, p˜, t)−1 = Z(D, p, t)−1 ·
k∏
i=2
{
det
(
Ifin − t
∑
g
ρi(g)
⊗
Wg
)}fi
.
Thus, we have
{Z(Dα, p˜, t)−1}′
= {Z(D, p, t)−1}′ ·
k∏
i=2
{
det
(
Ifin − t
∑
g
ρi(g)
⊗
Wg
)}fi
+ Z(D, p, t)−1 ·
⎛⎝ k∏
i=2
{
det
(
Ifin − t
∑
g
ρi(g)
⊗
Wg
)}fi⎞⎠′ · · · (∗).
But,
Z(D, p, 1)−1 = det(In − P) = 0.
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Substituting t = 1 in (∗), we have
{Z(Dα, p˜, t)−1}′(1) = {Z(D, p, t)−1}′(1) ·
k∏
i=2
{
det
(
Ifin −
∑
g
ρi(g)
⊗
Wg
)}fi
.
By Theorem 3, it follows that
−τ(P˜ ) = −τ(P )
k∏
i=2
det
(
Ifin −
∑
g
ρi(g)
⊗
Wg
)fi
.
Therefore, the result holds. 
Let G be a connected graph,  a finite abelian group and ∗ the character group of .
Corollary 1. Let D be a connected digraph with n vertices,  a finite abelian group and α :
A(D) −→  a pseudo ordinary voltage assignment. Furthermore, let p be a stochastic function
of D. Suppose that the the -covering Dα of D is connected. Then the stochastic weighted
complexity of Dα and p˜ is
τ(P˜ ) = τ(P )
∏
χ /=1∈∗
det
⎛⎝In −∑
g∈
χ(g)Wg
⎞⎠ .
Proof. Each irreducible representation of  is a linear representation, and these constitute the
character group ∗. By Theorem 7, the result follows. 
5. Example
Let D be the digraph with V (D) = {1, 2, 3} and A(D) = {(1, 2), (2, 1), (2, 3), (3, 2), (1, 3)},
and let
P =
⎡⎣0 a bc 0 d
0 1 0
⎤⎦ ,
where b = 1 − a and d = 1 − c. Then all spanning directed trees of D are given as follows:
A(T1) = {12, 23}; A(T2) = {13, 32}; A(T3) = {21, 13};
A(T4) = {32, 21}; A(T5) = {12, 32}; A(T6) = {13, 23}, ij = (i, z) etc.
By the definition of the vertex weighted complexity,
τ(P ) = ad + b + bc + c + a + bd = 2 + c − ac = 2 + bc.
But, we have
ζP (t)
−1 = det(I3 − tP)
= det
⎡⎣ 1 −at −bt−ct 1 −dt
0 −t 1
⎤⎦
= 1 − bct3 − dt2 − act2.
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By Theorem 3, we have
τ(P ) = −
(
1
ζP
)′
(1) = 3bc + 2d + 2ac = 2 + bc.
Next, let  = Z3 = {1, λ, λ2}(λ3 = 1) the cyclic group of order 3 and α : A(D) −→ Z3 the
pseudo ordinary voltage assignment such that α(1, 2) = λ, α(2, 3) = 1 and α(1, 3) = 1. Then
the weighted matix P(Dα) of the Z3-covering Dα derived from P is given as follows:
P˜ = P(Dα) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 a 0 b 0 0
0 0 0 0 0 a 0 b 0
0 0 0 a 0 0 0 0 b
0 0 c 0 0 0 d 0 0
c 0 0 0 0 0 0 d 0
0 c 0 0 0 0 0 0 d
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The characters of Z3 are given as follows:
χi(λ
j ) = (ηi)j , 0  i, j  2, η = exp 2π
√−1
3
= −1 +
√−3
2
.
By Corollary 1, we have
τ(P˜ ) = τ(P )
2∏
i=1
det
⎛⎝I3 − 2∑
j=0
χi(λ
j )Wλj
⎞⎠
= (2 + bc) det
⎡⎣ 1 −ηa −b−η2c 1 −d
0 −1 1
⎤⎦ · det
⎡⎣ 1 −η2a −b−ηc 1 −d
0 −1 1
⎤⎦
= (2 + bc)(bc − η2bc))(bc − ηbc)
= (2 + bc)(b2c2 + b2c2 + b2c2) = 3(2 + bc)b2c2.
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