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Abstract
The ground states of an abstract model in quantum field theory are in-
vestigated. By means of the asymptotic field theory, we give a necessary and
sufficient condition for that the expectation value of the number operator of
ground states is finite, from which we obtain a wide-usable method to estimate
an upper bound of the multiplicity of ground states. Ground states of mass-
less GSB models and the Pauli-Fierz model with spin 1/2 are investigated as
examples.
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1 Preliminaries
1.1 Boson Fock spaces
Let W be a Hilbert space over C with a conjugation .¯ The boson Fock space Fb
over W is defined by
Fb = Fb(W) :=
∞⊕
n=0
[⊗nsW]
= {Ψ = {Ψ(n)}∞n=0|Ψ(n) ∈ ⊗nsW, ‖Ψ‖2Fb :=
∞∑
n=0
‖Ψ(n)‖2⊗nW <∞},
where ⊗nsW denotes the n-fold symmetric tensor product of W with ⊗0sW := C.
In this paper (f, g)K and ‖f‖K denote the scalar product and the norm on Hilbert
space K over C, respectively, where (f, g)K is linear in g and antilinear in f . Unless
confusions arise we omit K of (·, ·)K and ‖·‖K. D(T ) denotes the domain of operator
T . Moreover, for a bounded operator S, we denote its operator norm by ‖S‖.
Fock vacuum Ω ∈ Fb is given by
Ω = {1, 0, 0, ...}.
The finite particle subspace of Fb is defined by
Ffin := {Ψ = {Ψ(n)}∞n=0 ∈ Fb|Ψ(m) = 0 for all m ≥ n with some n}.
It is known that Ffin is dense in Fb. The creation operator a†(f) : Fb → Fb with
test function f ∈ W is the densely defined linear operator in Fb defined by
(a†(f)Ψ)(0) = 0,
(a†(f)Ψ)(n) =
√
nSn(f ⊗Ψ(n−1)), n ≥ 1,
where Sn is the symmetrization operator on ⊗nW, i.e., Sn[⊗nW] = ⊗nsW. The
annihilation operator a(f), f ∈ W, is defined by
a(f) = (a†(f))∗⌈Ffin .
Since it is seen that a(f) and a†(f) are closable operators, their closures are denoted
by the same symbols, respectively. Note that a♯(f) (a♯ = a or a†) is linear in f . On
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Ffin the annihilation operator and the creation operator obey canonical commutation
relations,
[a(f), a†(g)] = (f, g)W ,
[a(f), a(g)] = 0,
[a†(f), a†(g)] = 0,
where [A,B] := AB −BA. Define
FDfin := the linear hull of {a†(f1) · · ·a†(fn)Ω,Ω|fj ∈ D, j = 1, ..., , n ≥ 1}.
Let S be a self-adjoint operator acting in W. The second quantization of S,
dΓ(S) : Fb → Fb,
is defined by
dΓ(S) :=
∞⊕
n=0
 n∑
j=1
1⊗ · · ·⊗ jS ⊗ · · · ⊗ 1︸ ︷︷ ︸
n
 ,
with
D(dΓ(S)) := FD(S)fin .
Here we define
(dΓ(S)Ψ)(0) := 0.
In particular it follows that
dΓ(S)Ω = 0. (1.1)
Note that
dΓ(S)a†(f1) · · ·a†(fn)Ω =
n∑
j=1
a†(f1) · · ·a†(Sfj) · · · a†(fn)Ω. (1.2)
From (1.2) it follows that, for f ∈ D(S),
[dΓ(S), a(f)] = −a(Sf), (1.3)
[dΓ(S), a†(f)] = a†(Sf) (1.4)
on FD(S)fin . It is known that dΓ(S) is essentially self-adjoint. The self-adjoint exten-
sion of dΓ(S) is denoted by the same symbol dΓ(S). It can be seen that unitary
operator eitdΓ(S) acts as
eitdΓ(S)a†(f1) · · ·a†(fn)Ω = a†(eitSf1) · · · a†(eitSfn)Ω.
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Thus we see that that
eitdΓ(S)a(f)e−itdΓ(S) = a(e−itSf), (1.5)
eitdΓ(S)a†(f)e−itdΓ(S) = a†(eitSf) (1.6)
on Ffin. For a self-adjoint operator T , we write its spectrum (resp. essential spec-
trum, point spectrum) as σ(T ) (resp. σess(T ), σp(T )). It is known that
σ(dΓ(S)) = {0}⋃∪∞n=1

n∑
j=1
λj
∣∣∣∣∣∣λj ∈ σ(S), j = 1, ..., n
, (1.7)
σp(dΓ(S)) = {0}
⋃∪∞n=1

n∑
j=1
λj
∣∣∣∣∣∣ λj ∈ σp(S), j = 1, ..., n
 , (1.8)
where {· · ·} denotes the closure of set {· · ·}. The second quantization of the identity
operator 1 on W, dΓ(1), is referred to as the number operator, which is written as
N := dΓ(1).
We note that
D(Nk) = {Ψ = {Ψ(n)}∞n=0|
∞∑
n=0
n2k‖Ψ(n)‖2 <∞}.
From (1.7) and (1.8) it follows that
σ(N) = σp(N) = N ∪ {0}.
1.2 Abstract interaction systems
Let H be a Hilbert space. A Hilbert space for an abstract coupled system is given
by
F := H⊗Fb,
and a decoupled Hamiltonian H0 acting in F is of the form
H0 = A⊗ 1 + 1⊗ dΓ(S).
Assumptions (A1) and (A2) are as follows.
(A1) Operator A is a self-adjoint operator acting in H, and bounded from below.
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(A2) Operator S is a nonnegative self-adjoint operator acting in W.
Total Hamiltonians under consideration are of the form
H = H0 + gHI, (1.9)
where g ∈ R denotes a coupling constant and HI a symmetric operator. Assumption
(A3) is as follows.
(A3) HI is H0-bounded with
‖HIΨ‖ ≤ a‖H0Ψ‖+ b‖Ψ‖, Ψ ∈ D(H0),
where a and b are nonnegative constants.
Under (A3), by the Kato-Rellich theorem, H is self-adjoint on D(H0) and bounded
from below for g with |g| < 1/a. Moreover H is essentially self-adjoint on any core
of H0. The bottom of σ(H) is denoted by
E(H) := inf σ(H),
which is referred to as the ground state energy of H . If an eigenvector Ψ associated
with E(H) exists, i.e.,
HΨ = E(H)Ψ,
then Ψ is called a ground state of H . Let ET (B) be the spectral projection of
self-adjoint operator T onto a Borel set B ⊂ R. We set
PT := ET ({E(T )}).
Then PH denotes the projection onto the subspace spanned by ground states of H .
The dimension of PHF is called the multiplicity of ground states of H , and it is
denoted by
m(H) := dim PHF .
If m(H) = 1, then we call that the ground state of H is unique.
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1.3 Expectation values of the number operator
For Hamiltonians like as (1.9), the existence of a ground state ϕg such that
ϕg ∈ D(1⊗N1/2) (1.10)
has been shown by many authors, e.g., [3, 8, 9, 14, 15, 23, 37]. Conversely, if ϕg
exists, little attention, however, has been given to investigate whether (1.10) holds
or not. Then the first task in this paper is to give a necessary and sufficient condition
for
PHF ⊂ D(1⊗N1/2). (1.11)
As we will see later, to show (1.11) is also the primary problem in estimating an
upper bound of m(H).
1.4 Massive and massless cases
Typical examples of Hilbert space W and nonnegative self-adjoint operator S are
W = L2(Rd), (1.12)
S = the multiplication operator by ων(k) :=
√
|k|2 + ν2. (1.13)
In the case of ν > 0 (resp. ν = 0), a model is referred to as a massive (resp.
massless) model. Note that under (A1) and (A3),
D(H) = D(H0) = D(A⊗ 1) ∩D(1⊗ dΓ(ων)). (1.14)
In a massive case, one can see that (1.11) is always satisfied. Actually in a massive
case, we have D(dΓ(ων)) ⊂ D(N) and
1
ν
‖dΓ(ων)Ψ‖ ≥ ‖NΨ‖, Ψ ∈ D(dΓ(ων)).
Together with (1.14) we obtain that
PHF ⊂ D(H) ⊂ D(1⊗ dΓ(ων)) ⊂ D(1⊗N) ⊂ D(1⊗N1/2).
Hence (1.11) follows. Kernel a(k) of a(f), f ∈ L2(Rd), is defined for each k ∈ Rd as
(a(k)Ψ)(n) (k1, ..., kn) =
√
n+ 1Ψ(n+1)(k, k1, ..., kn)
7
and
(a(f)Ψ)(n) =
∫
f(k)(a(k)Ψ)(n)dk
for Ψ ∈ FC∞0 (Rd)fin , and it is directly seen that∫
Rd
‖a(k)Ψ‖2dk = ‖N1/2Ψ‖2, Ψ ∈ FC∞0 (Rd)fin . (1.15)
From (1.15), a(·)Ψ for Ψ ∈ D(N1/2) can be defined as an Fb-valued L2 function on
R
d by
a(·)Ψ := s− lim
m→∞
a(·)Ψm in L2(Rd;Fb),
where s−limm→∞ denotes the strong limit in L2(Rd;Fb) and sequence Ψm ∈ FC
∞
0 (R
d)
fin
is such that Ψm → Ψ and N1/2Ψm → N1/2Ψ strongly as m → ∞. By an informal
calculation, it can be derived pointwise that
(1⊗ a(k))ϕg = g(H −E(H) + ω(k))−1[HI, 1⊗ a(k)]ϕg. (1.16)
Note that at least we have to assume ϕg ∈ D(1⊗N1/2) for (1.16) to make a sense,
and the right-hand side of (1.16) is also delicate. See e.g., [36, Lemma 2.6] and [12,
p.170, Conclusion ] for this point. For massive cases, (1⊗ a(·))ϕg is well defined as
an F -valued L2 function on Rd, since ϕg ∈ D(1 ⊗ N1/2), but of course it does not
make sense pointwise. From (1.16) and (1.15) it follows that
‖(1⊗N1/2)ϕg‖2 = g2
∫
Rd
‖(H −E(H) + ω(k))−1[HI, 1⊗ a(k)]ϕg‖2dk. (1.17)
We may say under some conditions that
ϕg ∈ D(1⊗N1/2) and
∫
Rd
‖(H − E(H) + ω(k))−1[HI, 1⊗ a(k)]ϕg‖2dk <∞
=⇒ ‖(1⊗N1/2)ϕg‖2 = g2
∫
Rd
‖(H − E(H) + ω(k))−1[HI, 1⊗ a(k)]ϕg‖2dk.
Although (1.17) has been applied to study ‖(1⊗N1/2)ϕg‖ by many authors, it must
be noted again that (1.17) is derived from informal formula (1.16).
We are most interested in analysis of ground states for massless cases. In this
case ϕg ∈ D(1⊗N1/2) is not clear, and it is also not clear a priori that (1⊗ a(k))ϕg
makes a sense. Then it is uncertain that identity (1.16) holds true for massless cases
in some sense. Furthermore the fact that the right-hand side of (1.17) is finite does
not play a role in a criterion for whether ϕg ∈ D(1 ⊗ N1/2) or not, since, at least,
we have to assume ϕg ∈ D(1⊗N1/2) in (1.16).
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Because of the tedious argument involved in establishing (1.16) pointwise, a quite
different method is taken to show (1.17) in this paper. We will show under some
conditions that
ϕg ∈ D(1⊗N1/2)⇐⇒
∫
Rd
‖(H−E(H)+ω(k))−1[HI, 1⊗ a(k)]ϕg‖2dk <∞, (1.18)
and (1.17) follows when the right or left-hand side of (1.18) holds. The method is
an application of the fact that asymptotic annihilation operators vanish arbitrary
ground states. See (1.23). As a result, (1.17) and (1.18) can be valid rigorously
for both massive and massless cases without using (1.16). As far as we know, this
method is new, cf., see [5, 6, 19, 20]. By means of (1.18) we can find a condition for
PHF ⊂ D(1⊗N1/2).
1.5 Multiplicity
Generally, in the case where E(H) is discrete, the min-max principle [35] is available
to estimate the multiplicity of ground states. Actually the ground state energy of
a massive generalized-spin-boson (GSB) model with a sufficiently weak coupling is
discrete. Hence the min-max principle can be applied for this model [3]. However,
for some typical models, e.g., massless GSB models, the Pauli-Fierz model, and
the Nelson model [31], etc., their ground state energy is the edge of the essential
spectrum, namely it is not discrete. See also [2, 22]. Then the min-max principle
does not work at all.
Instead of the min-max principle, we can apply an infinite dimensional version
of the Perron-Frobenius theorem [16, 17] to show the uniqueness of its ground state.
I.e., in a Schro¨dinger representation,
(Ψ, e−tHΦ) > 0, Ψ ≥ 0 ( 6≡ 0), Φ ≥ 0 ( 6≡ 0), (1.19)
implies m(H) = 1. Property (1.19) is called that e−tH is positivity-improving.
The Perron-Frobenius theorem has been applied for some models, e.g., the Nelson
model in [8], and the spinless Pauli-Fierz model in [24]. It is, however, for, e.g., the
Pauli-Fierz model with spin 1/2, HPF, we can not apply the Perron-Frobenius the-
orem, since, as far as we know, a suitable representation for e−tHPF to be positivity-
improving can not be constructed.
In this paper, applying the fact PHF ⊂ D(1⊗N1/2), we establish a wide-usable
method to estimate an upper bound of the multiplicity of ground states under some
conditions.
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1.6 Main results and strategies
The main results are (m1) and (m2).
(m1) We give a necessary and sufficient condition for PHF ⊂ D(1⊗N1/2).
(m2) We prove m(H) ≤ m(A) under some conditions.
Strategies are as follows. It is proven that
ϕg ∈ D(1⊗N1/2)⇐⇒
∞∑
m=1
‖(1⊗ a(em))ϕg‖2 <∞, (1.20)
where {em}∞m=1 is an arbitrary complete orthonormal system of W. When the left
or right-hand side of (1.20) holds, it follows that
∞∑
m=1
‖(1⊗ a(em))ϕg‖2 = ‖(1⊗N1/2)ϕg‖2. (1.21)
Let us define an asymptotic annihilation operator by
a+(f)Ψ := s− lim
t→∞
e−itHeitH0(1⊗ a(f))e−itH0eitHΨ. (1.22)
Of course some conditions on Ψ and f are required to show the existence of a+(f)Ψ.
It is well known [1, 18], however, that (1.22) exists for an arbitrary ground state of
H , Ψ = ϕg, and a+(f) vanishes ϕg, i.e.,
a+(f)ϕg = 0 (1.23)
for some f . (1.23) is applied for (m1). We decompose a+(f)Ψ as
a+(f)Ψ = (1⊗ a(f))Ψ− gG(f)Ψ
with some operator G(f) : F → F . From (1.23) it follows that
(1⊗ a(f))ϕg = gG(f)ϕg. (1.24)
We define the bounded operator Tϕg :W → F by
Tϕgf := G(f)ϕg, f ∈ W. (1.25)
I.e.,
(1⊗ a(f))ϕg = gTϕgf. (1.26)
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It is seen that Tϕg is an F -valued integral operator such that
Tϕgf =
∫
Rd
f(k)κϕg(k)dk
with some kernel κϕg(k) ∈ F . See (2.29) for details. Note that
∞∑
m=1
‖Tϕgem‖2 = Tr(T ∗ϕgTϕg) =
∫
Rd
‖κϕg(k)‖2dk. (1.27)
Using (1.20), (1.26) and (1.27), we see that
ϕg ∈ D(1⊗N1/2)⇐⇒ g2
∫
Rd
‖κϕg(k)‖2dk <∞,
and by (1.21),
‖(1⊗N1/2)ϕg‖2 = g2
∫
Rd
‖κϕg(k)‖2dk. (1.28)
Thus we can obtain that
PHF ⊂ D(1⊗N1/2)⇐⇒
∫
‖κϕg(k)‖2dk <∞ for all ϕg ∈ PHF .
To show (m2) we apply the method in [27], by which we can prove that
dim(PHF ∩D(1⊗N1/2)) ≤ 1
1− δ(g)m(A),
where
δ(g) = o(g) + sup
ϕg∈PHF∩D(1⊗N1/2)
‖(1⊗N1/2)ϕg‖2
‖ϕg‖2 .
By (1.28) and the fact
lim
g→0
sup
ϕg∈PHF
∫
Rd
‖κϕg(k)‖2dk
‖ϕg‖2 <∞,
we see that limg→0 δ(g) = 0. Hence for sufficiently small g,
dim(PHF ∩D(1⊗N1/2)) ≤ m(A)
is proven. Together with the fact PHF ⊂ D(1 ⊗ N1/2) under some conditions, we
get
m(H) = dimPHF ≤ m(A).
We organize this paper as follows.
Section 2 is devoted to show PHF ⊂ D(1⊗N1/2). In Section 3, we estimate the
multiplicity of ground states. In Sections 4, we give examples including massless
GSB models and the Pauli-Fierz model. Finally in Section 5 we give appendixes.
11
2 Equivalent conditions to PHF ⊂ D(1⊗N1/2)
2.1 The number operator
Let {em}∞m=1 be a complete orthonormal system of W. We define
AM , M = 1, 2, ...,
by
AM := (N + 1)
−1/2
(
M∑
m=1
a†(em)a(em)
)
(N + 1)−1/2.
Lemma 2.1 We have
(1) AM has a unique bounded operator extension AM ,
(2) AM is uniformly bounded in M as ‖AM‖ ≤ 1,
(3) s− limM→∞AM = N(N + 1)−1.
Proof: Let us define
Fω :=
 ∞⊕
n=0

finite∑
i1≤···≤in
αi1,...,ina
†(ei1) · · ·a†(ein)Ω
∣∣∣∣∣∣αi1,...,in ∈ C

⋂Ffin.
Note that Fω is dense in Fb. Let
φ = a†(ei1) · · ·a†(ein)Ω, i1 ≤ · · · ≤ in.
Then
AMφ =
1
n+ 1
n∑
j=1
a†(ei1) · · · a†(
M∑
m=1
(em, eij)em) · · ·a†(ein)Ω
= βi1,...,in(M)φ, (2.1)
where
βi1,...,in(M) :=

n
n+1
, in ≤ M,
n−1
n+1
, in−1 ≤M < in,
...
...
1
n+1
, i1 ≤M < i2,
0, M < i1.
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Let Ψ ∈ Fω be such that
Ψ =
finite∑
i1≤···≤in
αi1,...,ina
†(ei1) · · ·a†(ein)Ω. (2.2)
We see that
‖Ψ‖2 =
finite∑
i1≤···≤in
|αi1,...,in|2.
From (2.1) it follows that
AMΨ =
finite∑
i1≤···≤in
αi1,...,inβi1,...,in(M)a
†(ei1) · · · a†(ein).
Then
0 ≤ ‖AMΨ‖2 =
finite∑
i1≤···≤in
|αi1,...,in|2|βi1,...,in(M)|2
≤
finite∑
i1≤···≤in
|αi1,...,in|2
(
n
n+ 1
)2
=
(
n
n+ 1
)2
‖Ψ‖2.
Note that AM leaves ⊗nsW invariant. Hence for an arbitrary Ψ = {Ψ(n)}∞n=0 ∈ Fω,
we have
‖AMΨ‖2 =
∞∑
n=0
‖(AMΨ)(n)‖2 =
∞∑
n=0
‖AMΨ(n)‖2 ≤
∞∑
n=0
(
n
n+ 1
)2
‖Ψ(n)‖2 ≤ ‖Ψ‖2.
Since Fω is dense in Fb, (1) and (2) follow. Let Ψ be as (2.2). We see that
s− lim
M→∞
AMΨ =
n
n + 1
Ψ.
Hence for an arbitrary Φ ∈ Fω,
s− lim
M→∞
AMΦ = N(N + 1)
−1Φ.
For an arbitrary Φ ∈ Fb and an arbitrary ǫ > 0, we can choose Φǫ ∈ Fω such that
‖Φ− Φǫ‖ < ǫ.
Since ‖AM‖ ≤ 1, we obtain that
‖AMΦ−N(N + 1)−1Φ‖
≤ ‖AMΦ−AMΦǫ‖+ ‖AMΦǫ −N(N + 1)−1Φǫ‖+ ‖N(N + 1)−1(Φǫ − Φ)‖
≤ 2ǫ+ ‖AMΦǫ −N(N + 1)−1Φǫ‖.
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Then
lim
M→∞
‖AMΦ−N(N + 1)−1Φ‖ < 2ǫ
for an arbitrary ǫ. Thus (3) follows. ✷
Lemma 2.2 Let {em}∞m=1 be an arbitrary complete orthonormal system inW. Then
(1) and (2) are equivalent.
(1) Ψ ∈ D(N1/2).
(2) Ψ ∈ ∩∞m=1D(a(em)) and
∞∑
m=1
‖a(em)Ψ‖2 <∞. (2.3)
Moreover when (1) or (2) holds, it follows that
‖N1/2Ψ‖2 =
∞∑
m=1
‖a(em)Ψ‖2.
Proof: (1)⇒ (2)
We see that Fω ⊂ D(N1/2) and
e−tN
1/2Fω ⊂ Fω,
which implies that Fω is a core of N1/2 by [33, X.49]. Then, for Ψ ∈ D(N1/2), there
exists a sequence Ψǫ ∈ Fω such that s − limǫ→0Ψǫ = Ψ and s − limǫ→0N1/2Ψǫ =
N1/2Ψ. It is well known that
‖a(f)Φ‖ ≤ ‖f‖‖N1/2Φ‖, Φ ∈ D(N1/2).
Hence from the fact Ψ ∈ D(N1/2), it follows that Ψ ∈ D(a(em)). We have
M∑
m=1
‖a(em)Ψǫ‖2 = ((N + 1)1/2Ψǫ, AM(N + 1)1/2Ψǫ)
≤ ‖(N + 1)1/2Ψǫ‖2
≤ ‖N1/2Ψǫ‖2 + ‖Ψǫ‖2. (2.4)
From this it follows that a(em)Ψǫ is a Cauchy sequence in ǫ. Since a(em) is a closed
operator, limǫ→0 a(em)Ψǫ = a(em)Ψ follows. Hence we obtain that, as ǫ→ 0 on the
both sides of (2.4),
M∑
m=1
‖a(em)Ψ‖2 ≤ ‖N1/2Ψ‖2 + ‖Ψ‖2.
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Taking M →∞ on the both sides above, we have
∞∑
m=1
‖a(em)Ψ‖2 ≤ ‖N1/2Ψ‖2 + ‖Ψ‖2.
Thus the desired results follow.
(2)⇒ (1) We see that
∞∑
m=1
‖a(em)Ψ‖2 = lim
M→∞
M∑
m=1
∞∑
n=0
(a(em)Ψ
(n), a(em)Ψ
(n))
= lim
M→∞
∞∑
n=0
M∑
m=1
(a(em)Ψ
(n), a(em)Ψ
(n)).
Since
∑M
m=1(a(em)Ψ
(n), a(em)Ψ
(n)) is monotonously increasing as M ↑ ∞ and by
(2.3),
lim
M→∞
∞∑
n=0
M∑
m=1
(a(em)Ψ
(n), a(em)Ψ
(n)) <∞,
we have by the Lebesgue monotone convergence theorem and (3) of Lemma 2.1,
lim
M→∞
∞∑
n=0
M∑
m=1
(a(em)Ψ
(n), a(em)Ψ
(n))
=
∞∑
n=0
lim
M→∞
M∑
m=1
(a(em)Ψ
(n), a(em)Ψ
(n))
=
∞∑
n=0
lim
M→∞
((N + 1)1/2Ψ(n), AM(N + 1)
1/2Ψ(n))
=
∞∑
n=0
n(Ψ(n),Ψ(n))
=
∞∑
n=0
n‖Ψ(n)‖2 <∞.
This yields that Ψ ∈ D(N1/2). ✷
2.2 Weak commutators
In subsections 2.2-2.4, we consider the case where
W = ⊕DL2(Rd) ∼= L2(Rd × {1, ..., D}) (2.5)
and
S = [ω] (2.6)
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such that [ω] : ⊕DL2(Rd)→ ⊕DL2(Rd) is the multiplication operator defined by
[ω](⊕Dj=1fj) = ⊕Dj=1ωfj, (2.7)
with
ω(·) : Rd → [0,∞), (ωf)(k) = ω(k)f(k).
The creation operator and the annihilation operator of Fb(W) are denoted by
a♯(f, j) := a(0⊕ · · ·⊕
j
f ⊕ · · · ⊕ 0), f ∈ L2(Rd), j = 1, ..., D,
which satisfy on Ffin,
[a(f, j), a†(g, j′)] = (f¯ , g)δjj′,
[a†(f, j), a†(g, j′)] = 0,
[a(f, j), a(g, j′)] = 0.
By (1.5)-(1.4),
eit(1⊗dΓ([ω]))(1⊗ a(f, j))e−it(1⊗dΓ([ω])) = 1⊗ a(e−itωf, j), (2.8)
eit(1⊗dΓ([ω]))(1⊗ a†(f, j))e−it(1⊗dΓ([ω])) = 1⊗ a†(eitωf, j) (2.9)
follow on H⊗Ffin, and
[1 ⊗ dΓ([ω]), 1⊗ a(f, j)] = −1⊗ a(ωf, j), (2.10)
[1 ⊗ dΓ([ω]), 1⊗ a†(f, j)] = 1⊗ a†(ωf, j) (2.11)
follow for f ∈ D(ω) on H ⊗ FD([ω])fin . Let S and T be operators acting in a Hilbert
space K. We define a quadratic form [S, T ]DW with a form domain
D ⊂ D(S∗) ∩D(S) ∩D(T ∗) ∩D(T )
by
[S, T ]DW (Ψ,Φ) := (S
∗Ψ, TΦ)− (T ∗Ψ, SΦ), Ψ,Φ ∈ D.
Proposition 2.3 (1) Let f, f/
√
ω ∈ L2(R3). Then (2.8) and (2.9) can be extended
on D(1⊗ dΓ([ω])). (2) Let ωf, f/√ω ∈ L2(R3). Then
[1⊗ dΓ([ω]), 1⊗ a(f, j)]D(1⊗dΓ([ω]))W (Ψ,Φ) = (Ψ,−(1⊗ a(ωf, j))Φ), (2.12)
[1⊗ dΓ([ω]), 1⊗ a†(f, j)]D(1⊗dΓ([ω]))W (Ψ,Φ) = (Ψ, (1⊗ a†(ωf, j))Φ). (2.13)
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Proof: Let Ψ ∈ D(1⊗ dΓ([ω])). Since H⊗Ffin is a core of 1⊗ dΓ([ω]), there exists
a sequence Ψǫ such that Ψǫ → Ψ and (1⊗ dΓ([ω]))Ψǫ → (1⊗ dΓ([ω]))Ψ strongly as
ǫ→ 0. It follows that
eit(1⊗dΓ([ω]))(1⊗ a(f, j))e−it(1⊗dΓ([ω]))Ψǫ = 1⊗ a(e−itωf, j)Ψǫ, (2.14)
eit(1⊗dΓ([ω]))(1⊗ a†(f, j))e−it(1⊗dΓ([ω]))Ψǫ = 1⊗ a†(eitωf, j)Ψǫ. (2.15)
Using well known inequalities
‖(1⊗ a(f, j))Ψ‖ ≤ ‖f/√ω‖‖(1⊗ dΓ([ω])1/2)Ψ‖,
‖(1⊗ a†(f, j))Ψ‖ ≤ ‖f/√ω‖‖(1⊗ dΓ([ω])1/2)Ψ‖+ ‖f‖‖Ψ‖,
we see that the both hand sides of (2.14) and (2.15) converge strongly as ǫ → 0.
Since 1⊗ a♯(f, j) is closed, (1) follows.
We shall prove (2). Let Ψ,Φ ∈ H ⊗ FD([ω])fin . Then
((1⊗ dΓ([ω]))Ψ, (1⊗ a(f, j))Φ)− ((1⊗ a†(f¯ , j))Ψ, (1⊗ dΓ([ω]))Φ)
= (Ψ,−(1⊗ a(f, j))Φ).
Since H ⊗ FD([ω])fin is a core of 1 ⊗ dΓ([ω]), there exists a sequence Ψǫ such that
Ψǫ → Ψ and (1 ⊗ dΓ([ω]))Ψǫ → (1 ⊗ dΓ([ω]))Ψ strongly as ǫ → 0. By using the
closedness of 1 ⊗ a(f, j) and a similar limiting argument as that of (1), we obtain
(2.12). (2.13) can be similarly proven. ✷
2.3 Asymptotic fields
Define on D(H),
at(f, j) := e
−itHeitH0(1⊗ a(f, j))e−itH0eitH
= e−itH(1⊗ a(e−itωf, j))eitH .
Note that
H0 = A⊗ 1 + 1⊗ dΓ([ω]),
Assumption (B1) is as follows.
(B1) ω satisfies (1) and (2).
(1) The Lebesgue measure of Kω := {k ∈ Rd|ω(k) = 0} is zero.
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(2) There exists a subset K ⊂ Rd with Lebesgue measure zero such that
ω ∈ C3(Rd \K)
and
∂ω
∂kn
(k) 6= 0, n = 1, ..., d, k = (k1, ..., kd) ∈ Rd \K.
Example 2.4 A typical example of ω is ω(k) = |k|p with p > 0. In this case
Kω = {0}
and
K =
d⋃
n=1
{(k1, ..., kd) ∈ Rd|kn = 0}.
Lemma 2.5 Suppose (2) of (B1). Then for f ∈ C20(Rd \K),∣∣∣∣∫
Rd
eisω(k)f(k)dk
∣∣∣∣ ≤ cs2
with some constant c.
Proof: We have, for 1 ≤ m,n ≤ d,
eisω = − 1
s2
(
∂ω
∂kn
)−1
∂
∂kn
( ∂ω
∂km
)−1
∂eisω
∂km

on Rd \K. Hence it follows that by integration by parts,
∫
Rd
eisω(k)f(k)dk = − 1
s2
∫
Rd
eisω(k)
∂
∂km
( ∂ω
∂km
)−1
∂
∂kn
( ∂ω
∂kn
)−1
f(k)
 dk.
Thus we have∣∣∣∣∫
Rd
eisω(k)f(k)dk
∣∣∣∣ ≤ 1s2
∫
Rd
∣∣∣∣∣∣ ∂∂km
( ∂ω
∂km
)−1
∂
∂kn
( ∂ω
∂kn
)−1
f(k)
∣∣∣∣∣∣ dk.
Since the integrand of the right-hand side above is integrable, the lemma follows. ✷
Proposition 2.6 Suppose (B1). Let f ∈ C2(Rd) ∩ L2(Rd) and f/√ω ∈ L2(Rd).
Then
s− lim
t→∞
at(f, j)ϕg = 0, j = 1, ..., D. (2.16)
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Proof: Note that it follows that
‖at(f, j)Ψ‖ ≤ ‖f/
√
ω‖‖(1⊗ dΓ([ω])1/2)eitHΨ‖, j = 1, ..., D,
and by the closed graph theorem,
‖H0Ψ‖ ≤ c1‖HΨ‖+ c2‖Ψ‖, Ψ ∈ D(H),
with some constants c1 and c2, and
‖(1⊗ dΓ([ω])1/2)Ψ‖ ≤ c3‖(H0 + 1)Ψ‖
with some constant c3. Thus it follows that
‖at(f, j)Ψ‖ ≤ c4‖f/
√
ω‖‖(H + 1)Ψ‖ (2.17)
with some constant c4. Let D be a core of A and
Ψ = G⊗ a†(f1, j1) · · ·a†(fn, jn)Ω, (2.18)
where G ∈ D and fl ∈ C∞0 (Rd \K), l = 1, ..., n. We see that for an arbitrary δ ∈ R,
a(e−it(ω−δ)f, j)Ψ =
n∑
l=1
(eit(ω−δ)f¯ , fl)G⊗ a†(f1, j1) · · · ̂a†(fl, jl) · · · a†(fn, jn)Ω,
where X̂ means neglecting X . Since ffl ∈ C20(Rd \K), by Lemma 2.5 we see that
|(eit(ω−δ)f¯ , fl)| ≤ c5|t|2
with some constant c5. Hence
s− lim
t→∞
a(eit(ω−δ)f, j)Ψ = 0
follows. Let E be the set of the linear hull of vectors such as (2.18), which is a core
of H0. Thus there exists Ψǫ ∈ E such that
Ψǫ → ϕg, H0Ψǫ → H0ϕg
strongly as ǫ→ 0, which yields that
lim
ǫ→0
‖(H0 + 1)1/2(Ψǫ − ϕg)‖ = 0.
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Let ‖(H0 + 1)1/2(Ψǫ − ϕg)‖ < ǫ. We obtain that
‖at(f, j)ϕg‖
= ‖(1⊗ a(e−it(ω−E(H))f, j))ϕg‖
≤ ‖(1⊗ a(e−it(ω−E(H))f, j))Ψǫ‖+ ‖(1⊗ a(e−it(ω−E(H))f, j))(Ψǫ − ϕg)‖
≤ ‖(1⊗ a(e−it(ω−E(H))f, j))Ψǫ‖+ C‖(H0 + 1)1/2(Ψǫ − ϕg)‖
≤ ‖(1⊗ a(e−it(ω−E(H))f, j))Ψǫ‖+ Cǫ.
Then
lim
t→∞
‖at(f, j)ϕg‖ < Cǫ
for an arbitrary ǫ. Then the proposition follows. ✷
In addition to (B1), we introduce assumptions (B2)-(B4).
(B2) There exists an operator
Tj(k) : F → F , k ∈ Rd, j = 1, ..., D,
such that
D(Tj(k)) ⊃ D(H), a. e. k ∈ Rd,
and
[1⊗ a(f, j), HI]D(H)W (Ψ,Φ) =
∫
Rd
f(k)(Ψ, Tj(k)Φ)dk.
(B3) Let Ψ ∈ D(H) and f ∈ C20(Rd \ K˜) with some measurable set K˜ ⊂ Rd such
that K ⊂ K˜ and its Lebesgue measure is zero. Then∣∣∣∣∫
Rd
dkf(k)(Ψ, e−is(H−E(H)+ω(k))Tj(k)ϕg)
∣∣∣∣ ∈ L1([0,∞), ds).
(B4) ‖Tj(·)ϕg‖ ∈ L2(Rd).
Lemma 2.7 Suppose (B1)-(B4). Let f, f/
√
ω ∈ L2(Rd). Then it follows that∫
Rd
‖f(k)(H −E(H) + ω(k))−1Tj(k)ϕg‖dk <∞ (2.19)
and
(1⊗ a(f, j))ϕg = g
∫
Rd
f(k)(H − E(H) + ω(k))−1Tj(k)ϕgdk. (2.20)
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Proof: Noting that
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖ ≤ ‖Tj(k)ϕg‖/ω(k), k 6∈ Kω,
we see that∫
Rd
‖f(k)(H −E(H) + ω(k))−1Tj(k)ϕg‖dk
≤
(∫
|k|<1
|f(k)|2
ω(k)
dk
)1/2 (∫
|k|<1
ω(k)‖(H −E(H) + ω(k))−1Tj(k)ϕg‖2dk
)1/2
+
(∫
|k|≥1
|f(k)|2dk
)1/2 (∫
|k|≥1
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖2dk
)1/2
≤ (‖f/√ω‖+ ‖f‖)‖Tj(·)ϕg‖ <∞. (2.21)
Then (2.19) follows. We divide a proof of (2.20) into three steps.
(Step 1) Let f ∈ C20(Rd \ K˜), f/
√
ω ∈ L2(Rd), and Ψ,Φ ∈ D(H). Then
(Ψ, (1⊗a(f, j))ϕg) = −ig
∫ ∞
0
(∫
Rd
(Ψ, f(k)e−is(H−E(H)+ω(k))Tj(k)ϕg)dk
)
ds. (2.22)
Proof of Step 1
Let Ψ,Φ ∈ D := C∞0 (Rd)⊗D(dΓ([ω])). Note that D is a core of H . We see that by
(2.12) of Proposition 2.3 and (B2),
d
dt
(Ψ, at(f, j)Φ)
= −i(HeitHΨ, (1⊗ a(e−itωf))eitHΦ)− i(eitHΨ, (1⊗ a(ωe−itωf))eitHΦ)
+i((1⊗ a†(eitωf¯))eitHΨ, HeitHΦ)
= −ig(HIeitHΨ, (1⊗ a(e−itωf))eitHΦ) + ig((1⊗ a†(eitωf¯))eitHΨ, HIeitHΦ)
= ig[1⊗ a(e−itωf), HI]D(H)W (eitHΨ, eitHΦ)
= ig
∫
Rd
f(k)e−itω(k)(Ψ, e−itHTj(k)e
itHΦ)dk.
Then we obtain that for Ψ,Φ ∈ D,
(Ψ, at(f, j)Φ)
= (Ψ, (1⊗ a(f, j))Φ) + ig
∫ t
0
(∫
Rd
f(k)e−isω(k)(Ψ, e−isHTj(k)e
isHΦ)dk
)
ds. (2.23)
Let Ψ,Φ ∈ D(H). There exist sequences Ψm,Φn ∈ D such that limm→∞Ψm = Ψ and
limn→∞Φn = Φ strongly. (2.23) holds true for Ψ,Φ replaced by Ψm,Φn, respectively.
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By a simple limiting argument as m → ∞ and then n → ∞, we get (2.23) for
Ψ,Φ ∈ D(H). By Proposition 2.6 and (2.23) we have
0 = lim
t→∞
(Ψ, at(f, j)ϕg)
= (Ψ, (1⊗ a(f, j))ϕg) + ig
∫ ∞
0
(∫
Rd
(Ψ, f(k)e−is(H−E(H)+ω(k))Tj(k)ϕg)dk
)
ds.
Thus (2.22) follows. ✷
(Step 2) (2.20) holds true for f such that f ∈ C20 (Rd \ K˜) and f/
√
ω ∈ L2(Rd).
Proof of Step 2
By (B3) and the Lebesgue dominated convergence theorem, we have
−ig
∫ ∞
0
(∫
Rd
(Ψ, f(k)e−is(H−E(H)+ω(k))Tj(k)ϕg)dk
)
ds
= −ig lim
ǫ→0
∫ ∞
0
dse−ǫs
(∫
Rd
(Ψ, f(k)e−is(H−E(H)+ω(k))Tj(k)ϕg)dk
)
.
By (B4), ∫
Rd
dk
∫ ∞
0
∣∣∣e−sǫ(Ψ, f(k)e−is(H−E(H)+ω(k))Tj(k)ϕg)∣∣∣ ds
≤ ‖Ψ‖
(∫
Rd
|f(k)|‖Tj(k)ϕg‖dk
)∫ ∞
0
e−sǫds <∞.
Hence Fubini’s theorem yields that
∫
dk and
∫
ds can be exchanged, i.e.,
−ig lim
ǫ→0
∫ ∞
0
e−ǫs
(∫
Rd
(Ψ, f(k)e−is(H−E(H)+ω(k))Tj(k)ϕg)dk
)
ds
= −ig lim
ǫ→0
∫
Rd
(∫ ∞
0
(Ψ, f(k)e−is(H−E(H)+ω(k)−iǫ)Tj(k)ϕg)ds
)
dk
= g lim
ǫ→0
∫
Rd
(Ψ, f(k)(H −E(H) + ω(k)− iǫ)−1Tj(k)ϕg)dk.
We can check that, for k 6∈ Kω,
|(Ψ, f(k)(H − E(H) + ω(k)− iǫ)−1Tj(k)ϕg)|
≤ ‖Ψ‖|f(k)|‖(H −E(H) + ω(k))−1Tj(k)ϕg‖, (2.24)∫
Rd
|f(k)|‖(H − E(H) + ω(k))−1Tj(k)ϕg‖dk
≤ (‖f/√ω‖+ ‖f‖)‖Tj(·)ϕg‖ <∞, (2.25)
s− lim
ǫ→0
(H −E(H) + ω(k)− iǫ)−1ϕg = (H − E(H) + ω(k))−1ϕg, (2.26)
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(2.24), (2.25) and (2.26) imply that by the Lebesgue dominated convergence theo-
rem,
g lim
ǫ→0
∫
Rd
(Ψ, f(k)(H −E(H) + ω(k)− iǫ)−1Tj(k)ϕg)dk
= g
∫
Rd
(Ψ, f(k)(H − E(H) + ω(k))−1Tj(k)ϕg)dk.
Since, by (2.25) we have
(Ψ, a(f, j)ϕg) = g
∫
Rd
(Ψ, f(k)(H − E(H) + ω(k))−1Tj(k)ϕg)dk
= (Ψ, g
∫
Rd
f(k)(H −E(H) + ω(k))−1Tj(k)ϕgdk),
we obtain (2.20). ✷
(Step 3) (2.20) holds true for f such that f, f/
√
ω ∈ L2(Rd).
Proof of Step 3
Set
g(k) :=
{
f(k)/
√
ω(k), |k| < 1,
f(k), |k| ≥ 1.
Since g ∈ L2(Rd), there exists a sequence gǫ ∈ C∞0 (Rd \K˜) such that gǫ → g strongly
as ǫ→ 0. Define
fǫ(k) :=
{ √
ω(k)gǫ(k), |k| < 1,
gǫ(k), |k| ≥ 1.
Hence fǫ ∈ C30 (Rd \ K˜) by (2) of (B1), and it follows that∫
Rd
|f(k)− fǫ(k)|2 /ω(k)dk→ 0, (2.27)∫
|k|>1
|f(k)− fǫ(k)|2 dk → 0, (2.28)
as ǫ→ 0. We see that, by (2.27) and (2.28),
‖(1⊗ a(f))ϕg − (1⊗ a(fǫ))ϕg‖ ≤ ‖(f − fǫ)/
√
ω‖‖(1⊗ dΓ([ω])1/2)ϕg‖ → 0
and ∥∥∥∥∫
Rd
(f(k)− fǫ(k))(H −E(H) + ω(k))−1Tj(k)ϕgdk
∥∥∥∥
≤

(∫
|k|<1
|f(k)− fǫ(k)|2
ω(k)
dk
)1/2
+
(∫
|k|≥1
|f(k)− fǫ(k)|2dk
)1/2 ‖Tj(·)ϕg‖
→ 0
as ǫ→ 0. Then we can extend (2.20) to f such that f, f/√ω ∈ L2(Rd). ✷
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2.4 Main theorem I
Set
κϕg j(k) := (H − E(H) + ω(k))−1Tj(k)ϕg, k 6∈ Kω.
We define
Tϕg j : L
2(Rd)→ F , j = 1, ..., D,
by
Tϕg jf :=
∫
Rd
f(k)κϕg j(k)dk,
where the integral is taken in the strong sense in F . I.e., we have
(1⊗ a(f, j))ϕg = gTϕg jf. (2.29)
Proposition 2.8 (1) Tϕg j is a Hilbert-Schmidt operator if and only if∫
Rd
‖κϕg j(k)‖2dk <∞.
(2) Suppose that Tϕg j is a Hilbert-Schmidt operator, Then
∞∑
m=1
‖Tϕg jem‖2 =
∫
Rd
‖κϕg j(k)‖2dk
for an arbitrary complete orthonormal system {em}∞m=1 in L2(Rd).
Proof: The adjoint of Tϕg j ,
T ∗ϕg j : F → L
2(Rd), j = 1, ..., D,
is referred to as a Carleman operator (see e.g., [38, p.141]) with kernel κϕg j , i.e.,
T ∗ϕg jΦ(·) := (κϕg j(·),Φ).
It is known [38, Theorem 6.12] that T ∗ϕg j is a Hilbert-Schmidt operator if and only if∫
Rd
‖κϕg j(k)‖2dk < ∞. Moreover suppose that T ∗ϕg j is a Hilbert-Schmidt operator.
Then
Tr(Tϕg jT
∗
ϕg j
) =
∫
Rd
‖κϕg j(k)‖2dk
is also known, which implies that Tϕg j is a Hilbert-Schmidt operator if and only if∫
Rd
‖κϕg j(k)‖2dk <∞, and
Tr(T ∗ϕg jTϕg j) = Tr(Tϕg jT
∗
ϕg j
) =
∫
Rd
‖κϕg j(k)‖2dk.
Thus the proposition follows. ✷
The main theorem in this section is as follows.
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Theorem 2.9 Suppose (B1)-(B4). Then (1), (2) and (3) are equivalent.
(1) PHF ⊂ D(1⊗N1/2),
(2) Tϕg j is a Hilbert-Schmidt operator for all j = 1, ..., D and all ϕg ∈ PHF ,
(3)
∫
Rd
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖2dk < ∞ for all j = 1, ..., D and all ϕg ∈
PHF .
Suppose that one of (1), (2) and (3) holds, it follows that for an arbitrary ground
state ϕg,
‖(1⊗N1/2)ϕg‖2 = g2
D∑
j=1
∫
Rd
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖2dk. (2.30)
Proof: Let {em}∞m=1 be a complete orthonormal system of L2(Rd) such that em/
√
ω ∈
L2(Rd). It is proven in Lemma 2.2 that PHF ⊂ D(1⊗N1/2) if and only if
D∑
j=1
∞∑
m=1
‖(1⊗ a(em, j))ϕg‖2 <∞ (2.31)
for an arbitrary ϕg ∈ PHF . By (2.29),
(1⊗ a(em, j))ϕg = gTϕg jem.
Hence PHF ⊂ D(1⊗N1/2) if and only if
g2
D∑
j=1
∞∑
m=1
‖Tϕg jem‖2 <∞, ϕg ∈ PHF .
That is to say, PHF ⊂ D(1⊗N1/2) if and only if Tϕg j is a Hilbert-Schmidt operator
for all j = 1, ..., D, and all ϕg ∈ PHF , i.e., by Proposition 2.8, PHF ⊂ D(1⊗N1/2)
if and only if
g2
D∑
j=1
∫
Rd
‖κϕg j(k)‖2dk <∞, ϕg ∈ PHF .
Then the first half of the theorem is proven. Moreover by Lemma 2.2, when ϕg ∈
D(1⊗N1/2),
‖(1⊗N1/2)ϕg‖2 =
D∑
j=1
∞∑
m=1
‖(1⊗ a(em, j))ϕg‖2,
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which yields that
‖(1⊗N1/2)ϕg‖2 = g2
D∑
j=1
Tr(T ∗ϕg jTϕg j) = g
2
D∑
j=1
∫
Rd
‖κϕg j(k)‖2dk.
Thus the proof is complete. ✷
Remark 2.10 In [6] a more general formula than (2.30) is obtained.
3 Proof of m(H) ≤ m(A)
3.1 Quadratic forms
We revive H = H0 + gHI, where H0 = A ⊗ 1 + 1 ⊗ dΓ(S), and (A.1) − (A.3) are
assumed. Set
H0 := H0 −E(H0).
Actually
E(H0) = E(A).
The quadratic form β0 associated with H0 is defined by
β0(Ψ,Φ) := (H
1/2
0 Ψ, H
1/2
0 Φ), Ψ,Φ ∈ D(H1/20 ).
Define a symmetric form by
βHI(Ψ,Φ) := (Ψ, HIΦ), Ψ,Φ ∈ D(H0).
Since ‖HIΨ‖ ≤ a‖H0Ψ‖+ b‖Ψ‖, it follows that
‖HIΨ‖ ≤ a‖H0Ψ‖+ b′‖Ψ‖,
where b′ = b+a|E(H0)|. Then HI(H0+µ)−1 and (H0+µ)−1HI, µ > 0, are bounded
operators with
‖HI(H0 + µ)−1‖ ≤ a+ b′/µ, ‖(H0 + µ)−1HI‖ ≤ a+ b′/µ.
By an interpolation argument [33, Section IX], (H0 + µ)
−1/2HI(H0 + µ)
−1/2 is also
a bounded operator with
‖(H0 + µ)−1/2HI(H0 + µ)−1/2‖ ≤ a + b′/µ.
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Then
|βHI(Ψ,Ψ)| ≤ (a+ b′/µ)β0(Ψ,Ψ) + (a+ b′/µ)‖Ψ‖2, Ψ ∈ D(H0), (3.1)
for an arbitrary µ > 0. By (3.1), a polarization identity [32] and a limiting argument,
βHI(Ψ,Φ) can be extended to Ψ,Φ ∈ D(H1/20 ). The extension of βHI is denoted by
β˜HI, and which satisfies
|β˜HI(Ψ,Ψ)| ≤ (a+ b′/µ)β0(Ψ,Ψ) + (a + b′/µ)‖Ψ‖2, Ψ ∈ D(H1/20 ). (3.2)
Thus we see that, for a sufficiently small g,
βH := β0 + gβ˜HI
is a semibounded closed quadratic form on D(H
1/2
0 ) × D(H1/20 ). Then by the rep-
resentation theorem for forms [28, p.322, Theorem 2.1], there exists a unique self-
adjoint operator H ′ such that D(H ′) ⊂ D(H1/20 ) and
βH(Ψ,Φ) = (Ψ, H
′Φ), Ψ ∈ D(H1/20 ), Φ ∈ D(H ′).
On the other hand, we can see directly that D(H) ⊂ D(H1/20 ) and
βH(Ψ,Φ) = (Ψ, HΦ), Ψ ∈ D(H1/20 ), Φ ∈ D(H0).
which yields that
H ′ = H.
I.e., H is a unique self-adjoint operator associated with the quadratic form βH . We
generalize this fact in the next subsection.
3.2 Abstract results
As was seen in the previous subsection, self-adjoint operatorH = H0+gHI is defined
through the quadratic form βH . In this subsection, as a mathematical generalization,
we define a total Hamiltonian Hq through an abstarct quadratic form, and estimate
an upper bound of dim
{
PHqF ∩D(1⊗N1/2)
}
.
Remark 3.1 Hamiltonians of the Nelson model without ultraviolet cutoffs are de-
fined as the self-adjoint operator associated with a semibounded quadratic form. See
[21, 31]. As far as we know, it can not be represented as the form H0 + gHI.
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Let βint be a symmetric quadratic form with form domain D(H
1/2
0 ) such that
|βint(Ψ,Ψ)| ≤ aβ0(Ψ,Ψ) + b(Ψ,Ψ), Ψ ∈ D(H1/20 ), (3.3)
with some nonnegative constants a and b. Define the quadratic form β on D(H
1/2
0 )
by
β := β0 + gβint.
Proposition 3.2 Let |g| < 1/a. Then there exists a unique self-adjoint operator
Hq associated with β such that its form domain is D(H
1/2
0 ),
β(Ψ,Φ) = (Ψ, HqΦ), Ψ ∈ D(H1/20 ),Φ ∈ D(Hq),
and
β(Ψ,Φ) = (Hq
1/2
+ Ψ, Hq
1/2
+ Φ)− (Hq1/2− Ψ, Hq1/2− Φ), Ψ,Φ ∈ D(H
1/2
0 ),
where
Hq+ := HqEHq((0,∞)), Hq− := −HqEHq((−∞, 0]).
Proof: From (3.3) it follows that
|gβint(Ψ,Ψ)| ≤ |g|aβ0(Ψ,Ψ) + |g|b(Ψ,Ψ).
Hence by the KLMN theorem [33, Theorem X.17], the proposition follows. ✷
Assumptions (Gap) and (N) are as follows.
(Gap) inf σess(A)− E(A) > 0.
(N) lim
g→0
sup
Ψ∈(PHqF)∩D(1⊗N
1/2)
‖(1⊗N1/2)Ψ‖
‖Ψ‖ = 0.
Suppose that σp(S) 6∋ 0. Then by the facts that
inf σ(dΓ(S)⌈⊕∞n=1[⊗nsW ]) ≥ 0,
σp(dΓ(S)⌈⊕∞n=1[⊗nsW ]) 6∋ 0,
σ(dΓ(S)⌈⊗0sW) = σp(dΓ(S)⌈⊗0sW) = {0},
dΓ(S) is nonnegative self-adjoint operator, and has a unique ground state Ω with
eigenvalue 0. We have a lemma.
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Lemma 3.3 Assume (A1), (A2), (Gap), (N) and σp(S) 6∋ 0. Then there exists
δ(g) > 0 such that
lim
g→0
δ(g) = 0
and, for g with δ(g) < 1,
dim
{
(PHqF) ∩D(1⊗N1/2)
}
≤ 1
1− δ(g)m(A).
Proof: Let ǫ > 0 be such that
[E(A), E(A) + ǫ) ∩ σ(A) = {E(A)}
and we set
Pǫ := EA([E(A), E(A) + ǫ)), P⊥ǫ := 1− Pǫ.
Furthermore let
PΩ := EdΓ(S)({0}).
We fix a ϕg ∈ (PHqF) ∩D(1⊗N1/2). Using the inequality
1⊗ 1 ≤ 1⊗N + 1⊗PΩ
in the sense of form, we have
(ϕg, ϕg) ≤ ((1⊗N1/2)ϕg, (1⊗N1/2)ϕg) + (ϕg, (1⊗ PΩ)ϕg)
≤ ‖(1⊗N1/2)ϕg‖2 + ‖(Pǫ ⊗ PΩ)ϕg‖2 + ‖(P⊥ǫ ⊗ PΩ)ϕg‖2. (3.4)
Let Q := P⊥ǫ ⊗ PΩ. In Proposition 5.1 we shall show that
ϕg ∈ D(H1/20 ), Qϕg ∈ D(H1/20 ) (3.5)
and
H
1/2
0 Qϕg = QH
1/2
0 ϕg. (3.6)
Hence we have
0 = (Qϕg, (Hq −E(Hq))ϕg)
= β(Qϕg, ϕg)− E(Hq)(Qϕg, ϕg)
= β0(Qϕg, ϕg) + gβint(Qϕg, ϕg)−E(Hq)(Qϕg, ϕg).
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From this we have
−gβint(Qϕg, ϕg) = (H1/20 Qϕg, H1/20 ϕg)−E(Hq)(Qϕg, ϕg). (3.7)
Since we have by (3.6)
(H
1/2
0 Qϕg, H
1/2
0 ϕg)
= (H
1/2
0 Qϕg, H
1/2
0 Qϕg)
=
∫
[E(A),∞)×[0,∞)
(λ+ µ−E(A))d‖(EA(λ)⊗ EdΓ(S)(µ))Qϕg‖2
=
∫
[E(A)+ǫ,∞)×{0}
(λ+ µ−E(A))d‖(EA(λ)⊗EdΓ(S)(µ))Qϕg‖2
≥ ǫ(ϕg, Qϕg),
then (3.7) implies that
−gβint(Qϕg, ϕg) ≥ (ǫ− E(Hq))(Qϕg, ϕg). (3.8)
We shall estimate |βint(Qϕg, ϕg)|.
β0(ϕg, ϕg) = (ϕg, Hqϕg)− gβint(ϕg, ϕg)
≤ E(Hq)‖ϕg‖2 + |g| (aβ0(ϕg, ϕg) + b(ϕg.ϕg)) ,
which yields that, since |g| < 1/a,
β0(ϕg, ϕg) ≤ E(Hq) + |g|b
1− a|g| (ϕg, ϕg).
Then we have
|βint(ϕg, ϕg)| ≤ (aβ0(ϕg, ϕg) + b(ϕg, ϕg)) ≤ cint(ϕg, ϕg),
where
cint :=
a(E(Hq) + |g|b)
1− a|g| + b.
From the polarization identity
βint(Qϕg, ϕg) =
1
4
{(βint((1 +Q)ϕg, (1 +Q)ϕg)− βint((1−Q)ϕg, (1−Q)ϕg))
−i (βint((1 + iQ)ϕg, (1 + iQ)ϕg)− βint((1− iQ)ϕg, (1− iQ)ϕg))} ,
it follows that
|βint(Qϕg, ϕg)| ≤ 2cint(ϕg, ϕg). (3.9)
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Note that
|β(Ψ,Ψ)− β0(Ψ,Ψ)| = |g||βint(Ψ,Ψ)| ≤ |g|(a+ b)‖(H0 + 1)1/2Ψ‖2.
Then
lim
g→0
sup
Ψ∈D(H
1/2
0 )
|β(Ψ,Ψ)− β0(Ψ,Ψ)|
‖(H0 + 1)1/2Ψ‖2 ≤ limg→0 |g|(a+ b) = 0,
which implies that for z ∈ C with ℑz 6= 0,
lim
g→0
‖(Hq − z)−1 − (H0 − z)−1‖ = 0. (3.10)
See Proposition 5.2 for a proof of (3.10). Thus it follows that
lim
g→0
E(Hq) = E(H0) = 0. (3.11)
Then there exists a constant c > 0 such that for all g with |g| < c, it obeys that
ǫ− E(Hq) > 0.
Then by (3.8) and (3.9), for g with |g| < c,
‖Qϕg‖2 ≤ |g| |βint(Qϕg, ϕg)|
ǫ−E(Hq) ≤ 2|g|
cint
ǫ−E(Hq)‖ϕg‖
2.
Let
c(g) := sup
Ψ∈(PHqF)∩D(1⊗N
1/2)
‖(1⊗N1/2)Ψ‖
‖Ψ‖ .
Together with (3.4) we have
(ϕg, ϕg) ≤ c(g)2‖ϕg‖2 + 2|g| cint
ǫ− E(Hq)‖ϕg‖
2 + ‖(Pǫ ⊗ PΩ)ϕg‖2. (3.12)
Setting
δ(g) := c(g)2 + 2|g| cint
ǫ−E(Hq) ,
we see that by (3.11) and (N),
lim
g→0
δ(g) = 0.
Then by (3.12) there exists g∗ ≤ c such that for g with |g| < g∗,
(ϕg, ϕg) ≤ (1− δ(g))−1(ϕg, (Pǫ ⊗ PΩ)ϕg). (3.13)
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Let {ϕjg}Mj=1, M ≤ ∞, be a complete orthonormal system of (PHqF)∩D(1⊗N1/2).
Then by (3.13),
(ϕjg, ϕ
j
g) ≤ (1− δ(g))−1(ϕjg, (Pǫ ⊗ PΩ)ϕjg). (3.14)
Summing up from j = 1 to M , we have
dim
{
(PHqF) ∩D(1⊗N1/2)
}
≤ (1− δ(g))−1
M∑
j=1
(ϕjg, (Pǫ ⊗PΩ)ϕjg).
Since
M∑
j=1
(ϕjg, (Pǫ ⊗PΩ)ϕjg) =
M∑
j=1
(ϕjg, (PA ⊗ PΩ)ϕjg)
≤ Tr(PA ⊗PΩ)
= TrPA × TrPΩ
= m(A),
we obtain that
dim
{
(PHqF) ∩D(1⊗N1/2)
}
≤ (1− δ(g))−1m(A).
Thus the lemma is proven. ✷
From Lemma 3.3, corollaries immediately follow.
Corollary 3.4 We assume the same assumptions as in Lemma 3.3. Suppose that
PHqF ⊂ D(1⊗N1/2). (3.15)
Then
m(Hq) ≤ (1− δ(g))−1m(A).
In addition, suppose that g is such that δ(g) < 1/2 and m(A) = 1. Then m(H) = 1.
Proof: Since PHqF ∩D(1⊗N1/2) = PHqF , the corollary follows from Lemma 3.3. ✷
Corollary 3.5 [Overlap] We assume the same assumptions as in Lemma 3.3 and
(3.15). Let g be such that δ(g) < 1. Then for an arbitrary ground state ϕg, it follows
that
(ϕg, (PA ⊗ PΩ)ϕg) 6= 0.
Proof: By (3.13) it is seen that
0 < ‖ϕg‖2 ≤ (1− δ(g))−1(ϕg, (Pǫ ⊗ PΩ)ϕg) = (1− δ(g))−1(ϕg, (PA ⊗PΩ)ϕg).
Hence the corollary follows. ✷
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3.3 Main theorem II
We assume (2.5) and (2.6), i.e., H = H0 + gHI and H0 = A⊗ 1 + 1⊗ dΓ([ω]). Now
we are in the position to state the main theorem in this section.
Theorem 3.6 Supose that (B1)-(B4), (A1), (A3), (Gap). We assume that∫
Rd
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖2dk <∞,
and
sup
ϕg∈PHF
∑D
j=1
∫
Rd
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖2
‖ϕg‖2 dk <∞. (3.16)
Then there exists a constant g∗ such that for g with |g| < g∗, it follows that
m(H) ≤ m(A).
Proof: By Theorem 2.9, it follows that PHF ⊂ D(1⊗N1/2) and
‖(1⊗N1/2)ϕg‖2 = g2
D∑
j=1
∫
Rd
‖(H − E(H) + ω(k))−1Tj(k)ϕg‖2dk.
By (3.16) we have
lim
g→0
sup
Ψ∈PHF
‖(1⊗N1/2)ϕg‖
‖ϕg‖
= lim
g→0
|g| sup
ϕg∈PHF
(∑D
j=1
∫
Rd
‖(H −E(H) + ω(k))−1Tj(k)ϕg‖2dk
‖ϕg‖2
)1/2
= 0.
From this and Corollary 3.4, the theorem follows. ✷
4 Examples
4.1 GSB models
GSB models are a generalization of the spin-boson model, which was introduced and
investigated in [3]. Examples of GSB models are e.g., N -level systems coupled to a
Bose field, lattice spin systems, the Pauli-Fierz model with the dipole approximation
neglected A2 term, a Fermi field coupled to a Bose field, etc. See [3, p. 457].
The Hilbert space on which GSB Hamiltonians act is
FGSB := H⊗Fb(L2(Rd)),
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where H is a Hilbert space. Let a(f) and a†(f), f ∈ L2(Rd), be the annihilation
operator and the creation operator on Fb(L2(Rd)), respectively. We use the same
notations a(f) and a†(f) as those of Subsection 1.1. We set
φ(λ) :=
1√
2
(a†(λ¯) + a(λ)), λ ∈ L2(Rd).
GSB Hamiltonians are defined by
HGSB := HGSB,0 + αHGSB,I.
Here α ∈ R is a coupling constant, and
HGSB,0 := A⊗ 1 + 1⊗ dΓ(ωGSB),
HGSB,I :=
J∑
j=1
Bj ⊗ φ(λj),
where ωGSB : L
2(Rd)→ L2(Rd) is a multiplication operator by ωGSB(k) such that
ωGSB(·) : Rd → [0,∞)
and X denotes the closure of X . Assumption (GSB1)-(GSB5) are as follows.
(GSB1) Operator A satisfies (A1). Set A := A− E(A).
(GSB2) λj, λj/
√
ωGSB ∈ L2(Rd), j = 1, ..., J .
(GSB3) Bj , j = 1, ..., J , is a symmetric operator, D(A
1/2
) ⊂ ∩Jj=1D(Bj) and there
exist constants aj and bj such that
‖Bjf‖ ≤ aj‖A1/2f‖+ bj‖f‖, f ∈ D(A1/2).
Moreover
|α| <
 J∑
j=1
aj‖λj/√ωGSB‖
−1 .
(GSB4) ωGSB satisfies that
(1) ωGSB(·) is continuous,
(2) lim|k|→∞ ωGSB(k) =∞,
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(3) there exist constants C > 0 and γ > 0 such that
|ωGSB(k)− ωGSB(k′)| ≤ C|k − k′|γ(1 + ωGSB(k) + ωGSB(k′)).
(GSB5) λj, j = 1, ..., J , is continuous.
Proposition 4.1 Assume (GSB1)-(GSB3). Then HGSB is self-adjoint on
D(HGSB,0) = D(A⊗ 1) ∩D(1⊗ dΓ(ωGSB))
and bounded from below. Moreover it is essentially self-adjoint on any core of HGSB,0.
Proof: We can show that
‖HGSB,IΨ‖ ≤
 J∑
j=1
aj‖λj/√ωGSB‖
 ‖HGSB,0Ψ‖+ b‖Ψ‖ (4.1)
for Ψ ∈ D(HGSB,0) with some constant b. Then by the Kato-Rellich theorem, the
proposition follows. for details. ✷
We introduce assumptions.
(IR) λj/ωGSB ∈ L2(Rd), j = 1, ..., J .
(GSB6) ωGSB satisfies (B1) with ω replaced by ωGSB.
(GSB7) λj ∈ C2(Rd), j = 1, ..., J .
Proposition 4.2 We assume (GSB1)-(GSB5), (IR) and (Gap). Then there
exists a constant α∗ > 0 such that for α with |α| < α∗, HGSB has a ground state ϕg
such that ‖(1⊗N1/2)ϕg‖ <∞.
Proof: See [3, Theorem 1.3]. ✷
Remark 4.3 In [3, Theorem 1.3], it is actually supposed that self-adjoint operator
A has a compact resolvent, i.e., σ(A) = σp(A). However it can be extended to A
satisfying (Gap). See [7, Appendix].
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Let f ∈ C20 (Rd \K) and Ψ,Φ ∈ D(HGSB). We have
[a(f), HGSB,I]
D(HGSB)
W (Ψ,Φ) = (Ψ,
J∑
j=1
(f¯ , λj)(Bj ⊗ 1)Φ)
=
∫
Rd
f(k)(Ψ,
J∑
j=1
λj(k)(Bj ⊗ 1)Φ)dk
=
∫
Rd
f(k)(Ψ, TGSB(k)Φ)dk,
where
TGSB(k) :=
J∑
j=1
λj(k)(Bj ⊗ 1).
Our main theorem in this subsection is as follows.
Theorem 4.4 Suppose (GSB1)-(GSB3), (IR), (GSB 6) and (GSB 7). Then
it follows that
PHGSBFGSB ⊂ D(1⊗N1/2), (4.2)
and
‖(1⊗N1/2)ϕg‖2 = α2
∫
Rd
‖(HGSB −E(HGSB) + ωGSB(k))−1TGSB(k)ϕg‖2dk. (4.3)
In addition, suppose (Gap). Then there exists α∗∗ such that for α with |α| < α∗∗,
it follows that
m(HGSB) ≤ m(A). (4.4)
Proof: We shall check assumptions (B1)-(B4) and (3) of Theorem 2.9 with the
following identifications.
F = FGSB, H0 = HGSB,0, HI = HGSB,I, ω = ωGSB, D = 1, Tj=1(k) = TGSB(k).
(B1) and (B2) have been already checked. We have∫
Rd
f(k)(Ψ, e−is(HGSB−E(HGSB)+ωGSB(k))TGSB(k)ϕg)dk
=
∫
Rd
f(k)
J∑
j=1
λj(k)e
−isωGSB(k)(Ψ, e−is(HGSB−E(HGSB))(Bj ⊗ 1)ϕg)dk
=
J∑
j=1
(Ψ, e−is(HGSB−E(HGSB))(Bj ⊗ 1)ϕg)
∫
Rd
f(k)λj(k)e
−isωGSB(k)dk. (4.5)
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Since fλj ∈ C20(Rd \K), we see that by Lemma 2.5,∣∣∣∣∫
Rd
f(k)λj(k)e
−isωGSB(k)dk
∣∣∣∣ ∈ L1([0,∞), ds),
which implies, together with (4.5), that (B3) follows. We have
∫
Rd
‖TGSB(k)ϕg‖2dk ≤ J
J∑
j=1
(∫
Rd
|λj(k)|2dk
)
‖(Bj ⊗ 1)ϕg‖2 <∞,
and ∫
Rd
‖(HGSB − E(HGSB) + ωGSB(k))−1TGSB(k)ϕg‖2dk
≤
∫
Rd
1
ωGSB(k)2
‖TGSB(k)ϕg‖2dk
≤ J
J∑
j=1
(∫
Rd
|λj(k)|2
ωGSB(k)2
dk
)
‖(Bj ⊗ 1)ϕg‖2 <∞.
Thus (B4) and (3) of Theorem 2.9 follow. Hence (4.2) and (4.3) are proven. We
check (3.16) in Theorem 3.6 to show (4.4). Note that
‖(Bj ⊗ 1)ϕg‖ ≤ aj‖(A1/2 ⊗ 1)ϕg‖+ bj‖ϕg‖ (4.6)
and
‖(A1/2 ⊗ 1)ϕg‖ ≤ ‖HGSB,01/2ϕg‖.
Since
‖HGSB,01/2ϕg‖2 = (ϕg, HGSB,0ϕg) ≤ (c1E(HGSB) + c2)‖ϕg‖2
with some constants c1 and c2, we have
‖(Bj ⊗ 1)ϕg‖ ≤ (aj (c1E(HGSB) + c2)1/2 + bj)‖ϕg‖.
Thus by (4.6),
lim
g→0
sup
ϕg∈PHGSBFGSB
g2
∫
Rd
‖(HGSB − E(HGSB) + ωGSB(k))−1TGSB(k)ϕg‖2dk
‖ϕg‖2
≤ lim
g→0
g2J
J∑
j=1
(aj (c1E(HGSB) + c2)
1/2 + bj)
2‖λj/ωGSB‖2 = 0.
Then (4.4) follows from Theorem 3.6. ✷
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Corollary 4.5 Assume (GSB1)-(GSB4), (GSB6), (GSB7), (IR) and (Gap).
Then there exists α∗∗∗ such that for α with |α| < α∗∗∗, HGSB has a ground state and
m(HGSB) ≤ m(A). In particular in the case of m(A) = 1, HGSB has a unique ground
state.
Proof: It follows from Proposition 4.2 and Theorem 4.4. ✷
4.2 The Pauli-Fierz model
The Pauli-Fierz model describes a minimal interaction between electrons with spin
1/2 and a quantized radiation field quantized in the Coulomb gauge. The asymptotic
field for HPF is studied in e.g., [13, 22]. The Hilbert space for state vectors of the
Pauli-Fierz Hamiltonian is given by
FPF := L2(R3;C2)⊗ Fb(L2(R3×{1, 2})).
Formally the annihilation operator and the creation operator of Fb(L2(R3×{1, 2}))
is denoted by
a♯(f, j) =
∫
f(k)a♯(k, j)dk.
The Pauli-Fierz Hamiltonian with ultraviolet cutoff ϕˆ is defined by
HPF :=
1
2m
(p⊗ 1− eAϕˆ)2 + V ⊗ 1 + 1⊗Hf − e
2m
(σ ⊗ 1) · Bϕˆ,
where m > 0 and e ∈ R denote the mass of an electron and the charge of an electron,
respectively. We regard e as a coupling constant. p denotes the momentum operator
of an electron, i.e.,
p = (p1, p2, p3) = (−i ∂
∂x1
,−i ∂
∂x2
,−i ∂
∂x3
),
and V is an external potential. We identify FPF as
FPF ∼= C2 ⊗
∫ ⊕
R3
Fb(L2(R3×{1, 2}))dx, (4.7)
where
∫ ⊕
R3
· · · dx denotes a constant fiber direct integral [35]. Aϕˆ and Bϕˆ denote a
quantized radiation field and a quantized magnetic field with ultraviolet cutoff ϕˆ,
respectively, which are given by, under identification (4.7),
Aϕˆ := 1⊗
∫ ⊕
R3
Aϕˆ(x)dx, Bϕˆ := 1⊗
∫ ⊕
R3
Bϕˆ(x)dx,
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with
Aϕˆ(x) :=
∑
j=1,2
∫
ϕˆ(k)√
2ωPF(k)
e(k, j)
{
e−ikxa†(k, j) + eikxa(k, j)
}
dk
and
Bϕˆ(x) := rotxAϕˆ(x)
=
∑
j=1,2
∫
ϕˆ(k)√
2ωPF(k)
(−ik × e(k, j))
{
e−ikxa†(k, j)− eikxa(k, j)
}
dk.
Here
ωPF(k) := |k|
and ϕˆ denotes an ultraviolet cutoff function.
Hf := dΓ([ωPF])
is the second quantization of the multiplication operator
[ωPF] : L
2(R3×{1, 2})→ L2(R3×{1, 2})
such that
([ωPF]f)(k, j) = ωPF(k)f(k, j).
Vector
e(k, j) = (e1(k, j), e2(k, j), e3(k, j)) ∈ R3, j = 1, 2,
denotes a polarization vector satisfying
e(k, 1)× e(k, 2) = k/|k|, |e(k, j)| = 1, j = 1, 2.
Note that
e(−k, 1) = −e(k, 1), e(−k, 2) = e(k, 2).
Finally σ := (σ1, σ2, σ3) denotes 2×2 Pauli matrices satisfying the anticommutation
relations,
{σi, σj} = 2δij , i, j = 1, 2, 3,
where {A,B} := AB +BA. Assumptions (PF1)- (PF3) are as follows.
(PF1)
(1)
√
ωPFϕˆ, ϕˆ/
√
ωPF, ϕˆ/ωPF ∈ L2(R3) and ϕˆ(k) = ϕˆ(−k) = ϕˆ(k).
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(2) V is ∆-bounded with a relative bound strictly less than one.
(PF2)
(1) ϕˆ ∈ C∞(R3).
(2) e(·, j) ∈ C∞(R3 \ Q), j = 1, 2, with some measurable set Q with its
Lebesgue measure zero.
(PF3) The ground state energy of self-adjoint operator
hp := − 1
2m
∆+ V
acting in L2(R3) is discrete.
Let HPF,0 be HPF with e = 0, i.e.,
HPF,0 := Hp ⊗ 1 + 1⊗Hf ,
where
Hp :=
(
hp 0
0 hp
)
acting in L2(R3;C2) ∼= L2(R3)⊕ L2(R3).
In what follows, simply we write T ⊗ 1 for
(
T 0
0 T
)
⊗ 1 unless confusions arise.
We note that HPF,0 is self-adjoint on
D(HPF,0) = D(∆⊗ 1) ∩D(1⊗Hf).
Note that
(p⊗ 1) · Aϕˆ = Aϕˆ · (p⊗ 1) (4.8)
on D(HPF,0). We set
HPF = HPF,0 + eHPF,I,
where, by (4.8),
HPF,I := − 1
m
(p⊗ 1) · Aϕˆ + e
2m
Aϕˆ · Aϕˆ − 1
2m
(σ ⊗ 1) · Bϕˆ.
Proposition 4.6 Assume (PF1), (PF2). Then HPF is self-adjoint on D(HPF,0)
and bounded from below. Moreover it is essentially self-adjoint on any core of HPF,0.
Proof: See [25, 26]. ✷
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Proposition 4.7 Suppose (PF1) and (PF3). Then there exists a constant e∗ ≤ ∞
such that for e with |e| ≤ e∗, HPF has a ground state such that ϕg ∈ D(1⊗N1/2).
Proof: See e.g., [9, 10, 15, 29, 30, 23]. ✷
Remark 4.8 For some V , we can take e∗ =∞. See [15, 29].
Remark 4.9 Spinless Pauli-Fierz Hamiltonians are defined by
HslPF :=
1
2m
(p⊗ 1− eAϕˆ)2 + V ⊗ 1 + 1⊗Hf ,
which acts in F = L2(R3) ⊗ Fb(L2(R3×{1, 2})). It can be proven that HslPF has a
ground state ϕg such that ϕg ∈ D(1⊗ N1/2), and it is unique [24]. Then it follows
that PHsl
PF
F ⊂ D(1⊗N1/2).
We have
[1⊗ a(f, j), HPF,I]D(HPF)W (Ψ,Φ)
= (Ψ,
{
− 1
m
K(1)(x, j) · (p⊗ 1− eAϕˆ)− 1
2m
K(2)(x, j) · (σ ⊗ 1)
}
Φ),
where
K(1)(x, j) := (f, λ
(1)
j (x)), K
(2)(x, j) := (f, λ
(2)
j (x)),
and
λ
(1)
j (x, k) :=
ϕˆ(k)√
2ωPF(k)
e−ikxe(k, j),
λ
(2)
j (x, k) :=
ϕˆ(k)√
2ωPF(k)
e−ikx(−ik × e(k, j)).
Hence we have
[1⊗ a(f, j), HPF,I]D(HPF)W (Ψ,Φ) =
∫
f(k)(Ψ, TPFj(k)Ψ)dk,
where
TPFj(k) := TPF
(1)
j (k) + TPF
(2)
j (k),
TPF
(1)
j (k) := −
1
m
ϕˆ(k)√
2ωPF(k)
e−ikxe(k, j) · (p⊗ 1− eAϕˆ),
TPF
(2)
j (k) := −
1
2m
ϕˆ(k)√
2ωPF(k)
e−ikx(−ik × e(k, j)) · (σ ⊗ 1).
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Let H0PF be HPF with V = 0. Then the binding energy is defined by
Ebin := E(H
0
PF)−E(HPF).
Proposition 4.10 Assume that hp has a ground state in L
2(R3). Then
Ebin ≥ −E(hp).
Proof: See Appendix 5.3. ✷
Assumption (V) is as follows.
(V) Potential V = V+ − V− (V+(x) = max{0, V (x)}, V−(x) = min{0, V (x)}) satis-
fies that (1) lim|x|→∞ V−(x) = V∞ <∞, (2) |x|2V− ∈ L∞loc(R3), (3) Ebin > V∞.
A typical example of V in (V) is Coulomb potential −e2/|x|.
Lemma 4.11 Suppose (V). Then it follows that
sup
ϕg∈PHF
‖(|x| ⊗ 1)ϕg‖
‖ϕg‖ < cexp
with some constant cexp.
Proof: See Appendix 5.4. ✷
The main theorem in this subsection is as follows.
Theorem 4.12 Assume (PF1), (PF2), and (V). Then it follows that
PHPFFPF ⊂ D(1⊗N1/2), (4.9)
and
‖(1⊗N1/2)ϕg‖2 = e2
∑
j=1,2
∫
R3
‖(HPF − E(HPF) + ωPF(k))−1TPFj(k)ϕg‖2dk. (4.10)
In addition, assume (PF3), then there exists a constant e∗∗ such that for e with
|e| < e∗∗,
m(HPF) ≤ m(Hp). (4.11)
Remark 4.13 Suppose that e.g., V+ ∈ L1loc(R3) and V− is infinitesimally small with
respect to ∆. Then, by a Feynman-Kac formula, it is shown that e−t(hp−E(hp)) is
positivity improving in L2(R3). Hence hp has a unique ground state in L
2(R3). Then
m(Hp) = 2.
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To prove Theorem 4.12 it is sufficient to check (B1)-(B4) and (3) of Theorem 2.9
with the following identifications.
F = FPF, H0 = HPF,0, HI = HPF,I, ω = ωPF, D = 2, Tj(k) = TPFj(k).
Let
K :=
3⋃
n=1
{(k1, k2, k3) ∈ R3|kn = 0}
and
K˜ := K ∪ Q ∪ {0}.
Lemma 4.14 Assume (PF1) and (PF2). Then for f ∈ C20 (R3 \ K˜) and Ψ ∈
D(HPF),∣∣∣∣∫
Rd
f(k)(Ψ, e−is(HPF−E(HPF)+ωPF(k))TPF
(l)
j (k)ϕg)dk
∣∣∣∣ ∈ L1([0,∞), ds), l = 1, 2.
Proof: Note that ∑
µ=1,2,3
[K(1)µ (x, j), (p⊗ 1− eAϕˆ)µ] = 0
on D(HPF). We see that∫
Rd
f(k)(Ψ, e−is(HPF−E(HPF)+ωPF(k))TPF
(1)
j (k)ϕg)dk
= − 1
m
∑
µ=1,2,3
((p⊗ 1− eAϕˆ)µe−is(HPF−E(HPF))Ψ, K(1)µ (s, x, j)ϕg),
where
K(1)(s, x, j) := (eisωPF f¯ , λ
(1)
j (x)).
Since
eisωPF =
ωPF(k)
kµ
1
is
∂
∂kµ
eisωPF, µ = 1, 2, 3,
we have
K(1)(s, x, j) =
1
s
(K
(1)
1 (s, x, j) + xµK
(1)
2 (s, x, j)),
where
K
(1)
1 (s, x, j) := −i
∫
R3
e−i(sωPF(k)+kx)
∂
∂kµ
ωPF(k)
kµ
ϕˆ(k)√
2ωPF(k)
f(k)e(k, j)
 dk,
K
(1)
2 (s, x, j) :=
∫
R3
e−i(sωPF(k)+kx)
∂
∂kµ
 ϕˆ(k)√
2ωPF(k)
f(k)e(k, j)
 dk.
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From the fact that ϕˆ ∈ C∞(R3) and f ∈ C20(R3 \ K˜), it follows that for ν = 1, 2, 3,
∂
∂kµ
ωPF(k)
kµ
ϕˆ(k)√
2ωPF(k)
f(k)eν(k, j)
 ∈ C∞0 (R3 \ {0}),
∂
∂kµ
 ϕˆ(k)√
2ωPF(k)
f(k)eν(k, j)
 ∈ C∞0 (R3 \ {0}).
Thus by [34, Theorem XI.19 (c)] there exist constants c1 and c2 such that
sup
x
|K(1)l,µ (s, x, j)| ≤
cl
1 + s
, l = 1, 2, µ = 1, 2, 3. (4.12)
By this we have
‖K(1)µ (s, x, j)ϕg‖ ≤
1
s(s+ 1)
(c1‖ϕg‖+ c2‖(|x| ⊗ 1)ϕg‖). (4.13)
Since
‖(p⊗ 1− eAϕˆ)µΨ‖ ≤ c′1‖(HPF − E(HPF))Ψ‖+ c′2‖Ψ‖ (4.14)
with some constants c′1 and c
′
2, we conclude that∣∣∣∣∣∣− 1m
∑
µ=1,2,3
((p⊗ 1− eAϕˆ)µe−is(HPF−E(HPF))Ψ, Kµ(s, x, j)ϕg)
∣∣∣∣∣∣
≤ 3
m
(c′1‖(HPF − E(HPF))Ψ‖+ c′2‖Ψ‖)(c1‖ϕg‖+ c2‖(|x| ⊗ 1)ϕg‖)
1
s(1 + s)
. (4.15)
From this it follows that
− 1
m
∑
µ=1,2,3
((p⊗ 1− eAϕˆ)µe−is(HPF−E(HPF))Ψ, Kµ(s, x, j)ϕg) ∈ L1([0,∞), ds).
Similarly we can estimate∫
Rd
f(k)(Ψ, e−is(HPF−E(HPF)+ωPF(k))TPF
(2)
j (k)ϕg)dk
= − 1
2m
∑
µ=1,2,3
((σµ ⊗ 1)e−is(HPF−E(HPF))Ψ, K(2)µ (s, x, j)ϕg),
where
K(2)(s, x, j) := (eisωPF f¯ , λ
(2)
j (x)).
We have
K(2)(s, x, j) =
1
s
(K
(2)
1 (s, x, j) + xµK
(2)
2 (s, x, j)),
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where
K
(2)
1 (s, x, j)
:= −i
∫
R3
e−i(sωPF(k)+kx)
∂
∂kµ
ωPF(k)
kµ
ϕˆ(k)√
2ωPF(k)
f(k)(−ik × e(k, j))
 dk,
K
(2)
2 (s, x, j)
:=
∫
R3
e−i(sωPF(k)+kx)
∂
∂kµ
 ϕˆ(k)√
2ωPF(k)
f(k)(−ik × e(k, j))
 dk.
Since for µ, ν = 1, 2, 3,
∂
∂kµ
ωPF(k)
kµ
ϕˆ(k)√
2ωPF(k)
f(k)(−ik × e(k, j))ν
 ∈ C∞0 (Rd \ {0}),
∂
∂kµ
 ϕˆ(k)√
2ωPF(k)
f(k)(−ik × e(k, j))ν
 ∈ C∞0 (Rd \ {0}),
we can see that there exist constants c˜1 and c˜2 such that
sup
x
|K(2)l,µ (s, x, j)| ≤
c˜l
1 + s
, l = 1, 2, µ = 1, 2, 3. (4.16)
Then we conclude that∣∣∣∣∣∣− 12m
∑
µ=1,2,3
((σµ ⊗ 1)e−is(HPF−E(HPF))Ψ, K(2)µ (s, x, j)ϕg)
∣∣∣∣∣∣
≤ 3
2m
‖Ψ‖ (c˜1‖ϕg‖+ c˜2‖(|x| ⊗ 1)ϕg‖) 1
s(1 + s)
.
Thus
− 1
2m
∑
µ=1,2,3
((σµ ⊗ 1)e−is(HPF−E(HPF))Ψ, K(2)µ (s, x, j)ϕg) ∈ L1([0,∞), ds).
Hence the lemma is proven. ✷
Lemma 4.15 We have
‖TPF(l)j (·)ϕg‖ ∈ L2(R3), l = 1, 2.
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Proof: It follows that
‖TPF(1)j (k)ϕg‖ ≤
1
m
∑
µ=1,2,3
|ϕˆ(k)|√
2ωPF(k)
|e(k, j)µ|‖(p⊗ 1− eAϕˆ)µϕg‖
≤
3∑
µ=1
1
m
|ϕˆ(k)|√
2ωPF(k)
‖(p⊗ 1− eAϕˆ)µϕg‖,
and
‖TPF(2)j (k)ϕg‖ ≤
1
2m
∑
µ=1,2,3
|ϕˆ(k)|√
2ωPF(k)
|(k × e(k, j))µ|‖(σµ ⊗ 1)ϕg‖
≤ 3
2m
ϕˆ(k)√
2ωPF(k)
|k|‖ϕg‖.
Since
√
ωPFϕˆ, ϕˆ/
√
ωPF ∈ L2(R3), the lemma follows. ✷
Lemma 4.16 Suppose that Ψ ∈ D(HPF,0) ∩ D(|x| ⊗ 1) and HPFΨ ∈ D(|x| ⊗ 1).
Then for µ = 1, 2, 3,
(1) (xµ ⊗ 1)Ψ ∈ D(HPF),
(2) [xµ ⊗ 1, HPF]Ψ = i
m
(p⊗ 1− eAϕˆ)µΨ.
In particular, it follows that (xµ ⊗ 1)ϕg ∈ HPF with
i
m
(p⊗ 1− eAϕˆ)µϕg = [xµ ⊗ 1, HPF]ϕg = (HPF − E(HPF))(xµ ⊗ 1)ϕg.
Proof: See Appendix 5.5. ✷
Lemma 4.17 Assume (PF1). Then∫
R3
‖(HPF −E(HPF) + ωPF(k))−1TPF(l)j (k)ϕg‖2dk <∞, l = 1, 2.
Proof: Note that by Lemma 4.16
TPF
(1)
j (k)ϕg
= − 1
m
ϕˆ(k)√
2ωPF(k)
e−ikxe(k, j) · (p⊗ 1− eAϕˆ)ϕg
= − 1
m
ϕˆ(k)√
2ωPF(k)
e−ikxe(k, j) · (−im)[x ⊗ 1, HPF]ϕg
= − 1
m
ϕˆ(k)√
2ωPF(k)
e−ikxe(k, j) · (−im)(HPF − E(HPF))(x⊗ 1)ϕg.
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Hence we have
(HPF − E(HPF) + ωPF(k))−1TPF(1)j (k)ϕg
= i
ϕˆ(k)√
2ωPF(k)
e(k, j)(HPF − E(HPF) + ωPF(k))−1e−ikx(HPF −E(HPF))(x⊗ 1)ϕg
= i
ϕˆ(k)√
2ωPF(k)
e(k, j)(HPF − E(HPF) + ωPF(k))−1
×(HPF(k)− E(HPF))e−ikx(x⊗ 1)ϕg,
where we used that eikx maps D(HPF,0) onto itself (see Appendix 5.5) and on
D(HPF),
HPF(k) := e
−ikxHPFe
ikx
=
1
2m
(p⊗ 1 + k − eAϕˆ)2 + V ⊗ 1 + 1⊗Hf − 1
2m
(σ ⊗ 1) ·Bϕˆ
= HPF +
1
m
(p⊗ 1− eAϕˆ) · k + 1
2m
|k|2.
Thus we have
‖(HPF − E(HPF) + ωPF(k))−1 (HPF(k)−E(HPF)) e−ikx(xµ ⊗ 1)ϕg‖
≤ ‖(HPF − E(HPF) + ωPF(k))−1(HPF − E(HPF))e−ikx(xµ ⊗ 1)ϕg‖ (4.17)
+‖(HPF − E(HPF) + ωPF(k))−1 1
m
(p⊗ 1− eAϕˆ) · ke−ikx(xµ ⊗ 1)ϕg‖(4.18)
+‖(HPF − E(HPF) + ωPF(k))−1 1
2m
|k|2e−ikx(xµ ⊗ 1)ϕg‖. (4.19)
We have
|(4.17)| ≤ ‖(|x| ⊗ 1)ϕg‖ (4.20)
and
|(4.19)| ≤ 1
2m
|k|2
ωPF(k)
‖(|x| ⊗ 1)ϕg‖ = 1
2m
|k|‖(|x| ⊗ 1)ϕg‖. (4.21)
Note that by (4.14),
‖(p⊗ 1− eAϕˆ)µ(HPF − E(HPF) + ωPF(k))−1ϕg‖
≤ c′1‖(HPF −E(HPF))(HPF − E(HPF) + ωPF(k))−1ϕg‖
+c′2‖(HPF −E(HPF) + ωPF(k))−1ϕg‖
≤ c′1‖ϕg‖+
c′2
ωPF(k)
‖ϕg‖.
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Then
|(4.18)| ≤ 3
m
|k|(c′1 +
c′2
ωPF(k)
)‖(|x| ⊗ 1)ϕg‖ = 3
m
(c′1|k|+ c′2)‖(|x| ⊗ 1)ϕg‖. (4.22)
Together with (4.20), (4.21), (4.22), we have
‖(HPF −E(HPF) + ωPF(k))−1TPF(1)j (k)ϕg‖
≤ 3 |ϕˆ(k)|√
2ωPF(k)
(
1 +
|k|
2m
+
3
m
(c′1|k|+ c′2)
)
‖(|x| ⊗ 1)ϕg‖. (4.23)
Since
√
ωPFϕˆ, ϕˆ/
√
ωPF ∈ L2(R3),∫
R3
‖(HPF −E(HPF) + ωPF(k))−1TPF(1)j (k)ϕg‖2dk <∞ (4.24)
follows. Moreover we have
‖(HPF − E(HPF) + ωPF(k))−1TPF(2)j (k)ϕg‖
≤ 3
2m
|ϕˆ(k)|√
2ωPF(k)
|k| 1
ωPF(k)
‖ϕg‖
=
3
2m
|ϕˆ(k)|√
2ωPF(k)
‖ϕg‖. (4.25)
Hence ∫
R3
‖(HPF −E(HPF) + ωPF(k))−1TPF(2)j (k)ϕg‖2dk <∞ (4.26)
follows. Thus by (4.24) and (4.26), we get the desired results. ✷
Proof of Theorem 4.12
Lemmas 4.14, 4.15 and 4.17 correspond to assumptions (B3), (B4) and (3) of
Theorem 2.9, respectively. Then (4.9) and (4.10) follow from Theorem 2.9. By
(4.23) and (4.25), we have
‖(1⊗N1/2)ϕg‖2
‖ϕg‖2
= e2
∑
j=1,2
∫
R3
‖(HPF − E(HPF) + ωPF(k))−1TPF(k)(j)ϕg‖2dk
‖ϕg‖2
≤ 6e2
∫ 3 |ϕˆ(k)|√2ωPF(k)
(
1 +
|k|
2m
+
3
m
(c′1|k|+ c′2)
)
2
dk
‖(|x| ⊗ 1)ϕg‖2
‖ϕg‖2
+6e2
∫  32m |ϕˆ(k)|√2ωPF(k)

2
dk.
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Since, by Lemma 5.3,
‖(|x| ⊗ 1)ϕg‖2
‖ϕg‖2 ≤ cexp,
we obtain
lim
e→0
sup
ϕg∈PHPFFPF
e2
∑
j=1,2
∫
R3
‖(HPF − E(HPF) + ωPF(k))−1TPF(k)(j)ϕg‖2dk
‖ϕg‖2 = 0.
Thus (4.11) follows from Theorem 3.6. ✷
Remark 4.18 Although, in [27], formula (4.10):
‖(1⊗N1/2)ϕg‖2 = e2
∑
j=1,2
∫
R3
‖(HPF − E(HPF) + ωPF(k))−1TPFj(k)‖2dk
has been used to show m(Hp) ≤ 2, there is no exact proof to derive this formula in
it. See Subsection 1.3.
In [27] it has been also proven that 2 ≤ m(HPF) under some conditions on V . We
state a theorem.
Theorem 4.19 In addition to (PF1)−(PF3) and (V), we assume m(Hp) = 2 and
V (x) = V (−x). Then there exists a constant e∗∗∗ such that for e with |e| < e∗∗∗,
m(HPF) = 2.
Proof: m(HPF) ≤ 2 follows from Theorem 4.12 and 2 ≤ m(HPF) from [27]. We omit
details. ✷
4.3 Concluding remarks
We can apply the method stated in this paper to a wide class of interaction Hamil-
tonians in quantum field models. Hamiltonian HCD of the Coulomb-Dirac system is
defined as an operator acting in
FCD = Ff(⊕4L2(R3))⊗ Fb(L2(R3×{1, 2})),
where Ff(⊕4L2(R3)) denotes a fermion Fock space over ⊕4L2(R3). The Coulomb-
Dirac system describes an interaction of positrons and relativistic electrons through
photons in the Coulomb gauge. Operator HCD is of the form
HCD = Hf ⊗ 1 + 1⊗ dΓ(ωCD) + eHrad + e2HCoulomb,
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where Hf denotes a free Hamiltonian of Ff(⊕4L2(R3)), ωCD the multiplication op-
erator by ωCD(k) = |k|, and Hrad, HCoulomb interaction terms. HCD has been inves-
tigated in [11], where the self-adjointness and the existence of a ground state are
proven under some conditions. It is known that m(Hf) = 1. Then using the method
in this paper we can also show
m(HCD) ≤ m(Hf) = 1,
i.e., the ground state of HCD is unique for a sufficiently small e. We omit details.
5 Appendix
5.1 Proofs of (3.5) and (3.6)
Proposition 5.1 ((3.5) and (3.6)) We have ϕg ∈ D(H1/20 ), Qϕg ∈ D(H1/20 ) and
H
1/2
0 Qϕg = QH
1/2
0 ϕg. (5.1)
Proof: From the fact that the form domain Q(H) of H satisfies
D(H) ⊂ Q(H) = D(H1/20 ),
it follows that ϕg ∈ D(H1/20 ). Since [e−tH
1/2
0 , Q] = 0, we have
e−tH
1/2
0 − 1
t
Qϕg = Q
e−tH
1/2
0 − 1
t
ϕg, t > 0. (5.2)
Since ϕg ∈ D(H1/20 ), we see that
s− lim
t→0
Q
e−tH
1/2
0 − 1
t
ϕg = −QH1/20 ϕg.
Hence the left-hand side of (5.2) converges, which implies that Qϕg ∈ D(H1/20 ) and
(5.1) follows. ✷
5.2 Proof of (3.10)
Proposition 5.2 ((3.10)) Assume that
lim
g→0
sup
Ψ∈D(H
1/2
0 )
|β(Ψ,Ψ)− β0(Ψ,Ψ)|
‖(H0 + 1)1/2Ψ |2
= 0. (5.3)
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Then for z ∈ C with ℑz 6= 0,
lim
g→0
‖(Hq − z)−1 − (H0 − z)−1‖ = 0.
Proof: Set
K0 := (H0 + 1)
−1/2.
We have
(Ψ, K0HqK0Ψ)
= (Ψ, K0(Hq
1/2
+ Hq
1/2
+ −Hq1/2− Hq1/2− )K0Ψ)
= (Ψ, K0(Hq
1/2
+ Hq
1/2
+ )K0Ψ)− (Ψ, K0(Hq1/2− Hq1/2− )K0Ψ)
= (Hq
1/2
+ K0Ψ, Hq
1/2
+ K0Ψ)− (Hq1/2− K0Ψ, Hq1/2− K0Ψ)
= β(K0Ψ, K0Ψ) (5.4)
≤ (1 + |g|a)β0(K0Ψ, K0Ψ) + |g|b(K0Ψ, K0Ψ)
≤ C(g)‖Ψ‖2,
where
C(g) := 1 + |g|(a+ b).
Then K0HqK0 is a bounded operator and
‖K0HqK0‖ < C(g).
Since the range of K0 equals to D(H
1/2
0 ), we have from (5.3)
lim
g→0
sup
Ψ∈F
|β(K0Ψ, K0Ψ)− β0(K0Ψ, K0Ψ)|
‖Ψ‖2 = 0. (5.5)
By (5.4), i.e.,
β(K0Ψ, K0Ψ) = (Ψ, K0HqK0Ψ)
and
β0(K0Ψ, K0Ψ) = (Ψ, K0H0K0Ψ),
(5.5) implies that
lim
g→0
sup
Ψ∈F
|(Ψ, K0(Hq −H0)K0Ψ)|
‖Ψ‖2 = 0.
Hence we obtain that
lim
g→0
‖K0(Hq −H0)K0‖ = 0. (5.6)
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Moreover, for z ∈ C with ℑz 6= 0,
|β0((Hq − z)−1Ψ, (Hq − z)−1Ψ)|
≤ |β((Hq − z)−1Ψ, (Hq − z)−1Ψ)|+ |gβint((Hq − z)−1Ψ, (Hq − z)−1Ψ)|
≤ |((Hq − z)−1Ψ, Hq(Hq − z)−1Ψ)|+ a|g|β0((Hq − z)−1Ψ, (Hq − z)−1Ψ)
+b|g|((Hq − z)−1Ψ, (Hq − z)−1Ψ).
Then
‖H1/20 (Hq − z)−1Ψ‖2
= β0((Hq − z)−1Ψ, (Hq − z)−1Ψ)
≤ 1
1− a|g|
{(
(Hq − z)−1Ψ, Hq(Hq − z)−1Ψ
)
+b|g|
(
(Hq − z)−1Ψ, (Hq − z)−1Ψ
)}
=
∫ ∞
inf σ(Hq)
(
1
1− |g|a
λ+ |g|b
(λ− z)2
)
d‖EHq(λ)Ψ‖2
≤ d(g)‖Ψ‖2,
where
d(g) := sup
λ∈R
∣∣∣∣∣ 11− |g|a λ+ |g|b(λ− z)2
∣∣∣∣∣ .
Thus we see that
‖K−10 (Hq − z)−1‖ < ‖H1/20 (Hq − z)−1‖+ ‖(Hq − z)−1‖ ≤
√
d(g) +
1
|ℑz| := D(g).
Directly we have
‖(Hq − z)−1 − (H0 − z)−1‖
≤ ‖(Hq − z)−1K−10 ‖‖K0(Hq −H0)K0‖‖K−10 (H0 − z)−1‖
≤ D(g)D(0)‖K0(Hq −H0)K0‖.
By (5.6) and the fact
lim
g→0
D(g) <∞,
we obtain that
lim
g→0
‖(Hq − z)−1 − (H0 − z)−1‖ = lim
g→0
D(g)D(0)‖K0(Hq −H0)K0‖ = 0.
Thus the proposition is proven. ✷
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5.3 Proof of Proposition 4.10
Proof of Proposition 4.10
We see an outline of a proof. See [15, 21] for details. It is enough to show that
for an arbitrary ǫ > 0, there exists a vector Ψǫ ∈ D(HPF) such that
(Ψǫ, (HPF − (E(H0PF) + ǫ+ E(hp))Ψǫ) < 0. (5.7)
We identify FPF with L2(R3;⊕2Fb), i.e., ⊕2Fb-valued L2-function over R3. Let f be
a ground state of hp. Assume that f is real and ‖f‖ = 1. For ǫ > 0, let
Φǫ =
finite∑
m
f ǫm ⊗ Φǫm (5.8)
be such that f ǫm ∈ C∞0 (R3), Φǫm ∈ ⊕2Ffin and
(Φǫ, H
0
PFΦǫ) ≤ E(H0PF) + ǫ. (5.9)
Actually, since the linear hull of vectors such as (5.8) is a core of HPF, there exists
Φǫ such as (5.8) satisfying (5.9). Note that fΦǫ ∈ F . Let
Uy := e
iy·p ⊗ 1, y ∈ R3.
We can see that fUyΦǫ ∈ D(HPF) and
Ωy := (fUyΦǫ, (HPF − (E(H0PF) + ǫ+ E(hp))fUyΦǫ)FPF
=
∫
R3
{
(Φǫ(x), (H
0
PFΦǫ)(x))⊕2Fb − (E(H0PF) + ǫ)‖Φǫ(x)‖2⊕2Fb
}
f(x− y)2dx
+
∫
R3
(Φǫ(x), ((p⊗ 1)Φǫ)(x))⊕2Fbf(x− y)(pf)(x− y)dx.
Note that fUyΦǫ and HPF,0fUyΦǫ are strongly continuous in y. Then Ωy is contin-
uous in y. We have∫
R3
Ωydy
=
∫
R3
dy
∫
R3
dx
{
(Φǫ(x), (H
0
PFΦǫ)(x))⊕2Fb − (E(H0PF) + ǫ)‖Φǫ(x)‖2⊕2Fb
}
f(x− y)2
=
∫
R3
dx
{
(Φǫ(x), (H
0
PFΦǫ)(x))⊕2Fb − (E(H0PF) + ǫ)‖Φǫ(x)‖2⊕2Fb
}
= (Φǫ, (H
0
PF − (E(H0PF) + ǫ)Φǫ) < 0.
Here we used that ‖f‖ = 1, and by the fact that f is real,∫
R3
f(x− y)(pµf)(x− y)dy = (f, pµf) = 0, µ = 1, 2, 3.
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Thus we conclude that there exists y0 ∈ R3 such that Ωy0 < 0, which yields that
(fUy0Φǫ, (HPF − (E(H0PF) + ǫ+ E(hp))fUy0Φǫ) < 0.
The proof is complete. ✷
5.4 Proof of Lemma 4.11
We show a more general lemma than Lemma 4.11.
Lemma 5.3 Assume the following facts.
(1) lim|x|→∞ V−(x) = V∞ <∞.
(2) A positive function G satisfies that
(i) G ∈ C1(R3 \ N ) ∩ C(R3) with some compact set N ,
(ii) supx∈R3\N |∇G(x)| <∞,
(iii) G2V− ∈ L∞loc(R3),
(iv) lim|x|→∞ |G(x)||x|−l = d <∞ with some l ≥ 0 and d > 0.
(3) Ebin > V∞.
Then there exists a constant cexp such that
sup
ϕg∈PHPFF
‖(G⊗ 1)ϕg‖
‖ϕg‖ ≤ cexp. (5.10)
Proof: This proof is a generalization of [15]. Let χ|x|>R ∈ C∞(R3) be a function
such that χ|x|>R(x) = 0 for |x| < R, and χ|x|>R(x) = 1 for |x| > R + 1. Since N
is compact, χ|x|>RG ∈ C1(R3) for a sufficiently large R. Since (1 − χ|x|>R)G is a
bounded operator, it is enough to prove (5.10) with G replaced by χ|x|>RG. We
reset χ|x|>RG as G.
(1) Suppose that G ∈ C∞0 (R3). Then we have
(Gϕg, (HPF − E(HPF))Gϕg) = 1
2m
(ϕg, |∇G|2ϕg).
The left-hand side above is
(Gϕg, (HPF − E(HPF))Gϕg) = (Gϕg,
{
(H0PF −E(HPF)) + V
}
Gϕg)
≥ Ebin‖Gϕg‖2 + (Gϕg, V Gϕg)
≥ Ebin‖Gϕg‖2 + (Gϕg,−V−Gϕg)..
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Hence
Ebin‖Gϕg‖2 ≤ 1
2m
(ϕg, |∇G|2ϕg)− (Gϕg, V Gϕg). (5.11)
Let ǫ satisfy
Ebin − V∞ − ǫ > 0.
There exists R such that
|V−(x)− V∞| ≤ ǫ, |x| > R.
Let
a := sup
|x|<R
G2(x)V−(x), b :=
1
2m
sup
x∈R3
|∇G(x)|2.
Then
Ebin‖Gϕg‖2 ≤ b‖ϕg‖2 + a‖ϕg‖2 + (V∞ + ǫ)‖Gϕg‖2,
and
‖Gϕg‖2 ≤ a+ b
Ebin − V∞ − ǫ‖ϕg‖
2. (5.12)
(2) Suppose that G ∈ C∞(R3). Let χ ∈ C∞(R3) be
χ(x) :=

1, |x| ≤ 1,
θ(x), 1 < |x| < 2,
0, |x| ≥ 2,
such that ∂θ(x)/∂xµ ≤ 0, µ = 1, 2, 3, supx∈R3 |θ(x)| ≤ 1 and supx∈R3 |∇χ(x)| ≤ c
with some constant c. Define χn(x) := χ(x/n
l) and set
Gn := χnG.
Note that
|∇χn(x)| =

0, |x| < nl,
≤ cn−l, nl ≤ |x| ≤ 2nl,
0, |x| > 2nl.
(5.13)
It follows that by (5.11),
Ebin‖Gnϕg‖2 ≤ 1
2m
(ϕg, |∇Gn|2ϕg) + (Gnϕg, V−Gnϕg).
Since
|∇Gn|2 = |∇χn ·Gn|2 + |χn · ∇Gn|2 + 2(∇χn ·Gn) · (χn · ∇Gn),
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we have by (5.13) and assumption (iv) of (2), for sufficiently large n,
1
2m
(ϕg, |∇Gn|2ϕg)
≤ 1
2m
c2
n2l
∫
nl≤|x|≤2nl
|G(x)|2‖ϕg(x)‖2Fbdx+
1
2m
(ϕg, |∇G|2ϕg)
+
1
m
(
c2
n2l
∫
nl≤|x|≤2nl
|G(x)|2‖ϕg(x)‖2Fbdx
)1/2
(ϕg, |∇G|2ϕg)1/2
≤
(
(2c2d/m) + b+
√
8c2db/m
)
‖ϕg‖2. (5.14)
Moreover
sup
|x|<R
G2n(x)|V (x)| ≤ sup
|x|<R
G2(x)|V (x)| = a.
Thus we obtain that
(Ebin − V∞ − ǫ)‖Gnϕg‖2 ≤
(
b+ a+ (2c2d/m) +
√
8c2db/m
)
‖ϕg‖2. (5.15)
Since Gn is monotonously increasing in n and limn→∞Gn(x) = G(x), by (5.15) and
the Lebesgue monotone convergence theorem, we see that G‖ϕg(·)‖Fb ∈ L2(R3) and
lim
n→∞
‖Gnϕg‖2 = lim
n→∞
∫
R3
Gn(x)
2‖ϕg(x)‖2Fbdx = ‖Gϕg‖2.
In particular by (5.14),
lim
n→∞
1
2m
(ϕg, |∇Gn|2ϕg) ≤ b‖ϕg‖2.
Thus (5.12) follows for G ∈ C∞.
(3) Suppose that G ∈ C1(R3). Let ρ ∈ C∞0 (R3) and ρ > 0 such that
∫
R3
ρ(x)dx =
1. Set ρǫ = ρ(·/ǫ)ǫ−3. Define
Gǫ := ρǫ ∗G.
Since Gǫ ∈ C∞(R3), we have
‖Gǫϕg‖2 ≤ aǫ + bǫ
Ebin − V∞ − ǫ‖ϕg‖
2,
where aǫ and bǫ are a and b with G replaced by Gǫ, respectively. Note that
sup
|x|<R
Gǫ(x) = sup
|x|<R
∫
R3
ρ(z)G(x − ǫz)dz ≤ sup
|x|<R′
G(x),
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with some R′, and
sup
x∈R3
|∇Gǫ(x)| = sup
x∈R3
∣∣∣∣∫
R3
ρ(z)∇G(x− ǫz)dz
∣∣∣∣ ≤ sup
x∈R3
|∇G(x)|,
which yields that
aǫ ≤ sup
|x|<R′
G2(x)|V (x)| := a′, bǫ ≤ b.
Hence we obtain that
‖Gǫϕg‖2 ≤
(
a′ + b
Ebin − V∞ − ǫ
)
‖ϕg‖2.
From this,
lim inf
ǫ→0
‖Gǫϕg‖2 <∞
follows. Since
lim inf
ǫ→0
G2ǫ(x)‖ϕg(x)‖2Fb = G2(x)‖ϕg(x)‖2Fb ,
Fatou’s lemma yields that G‖ϕg(·)‖Fb ∈ L2(R3) and
‖Gϕg‖2 ≤ lim inf
ǫ→0
‖Gǫϕg‖2 ≤
(
a′ + b
Ebin − V∞ − ǫ
)
‖ϕg‖2.
Then ‖Gϕg‖2
‖ϕg‖2 ≤
a′ + b
Ebin − V∞ − ǫ
follows. The proof is complete. ✷
Remark 5.4 It can be also proven that ϕg ∈ D(eβ|x| ⊗ 1) for some β under some
conditions on V , e.g., V (x) = −e2/|x|. See [15, 21].
5.5 Proof of Lemma 4.16
Proof of Lemma 4.16
We prove the lemma for µ = 1. Proofs for µ = 2, 3 are the same as that of µ = 1.
Let ǫ = (a, 0, 0) ∈ R3. We see that eiǫx maps D(HPF,0) onto itself. Thus
eiǫxHPFΨ = HPFe
iǫxΨ+ (HPF(ǫ)−HPF)eiǫxΨ, Ψ ∈ D(HPF,0),
where
HPF(ǫ) :=
1
2m
(p⊗ 1 + ǫ− eAϕˆ) + V ⊗ 1 + 1⊗Hf − 1
2m
(σ ⊗ 1) · Bϕˆ
= HPF +
1
m
(p⊗ 1− eAϕˆ) · ǫ+ 1
2m
|ǫ|2.
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We have (
eiǫx − 1
a
)
HPFΨ = HPF
(
eiǫx − 1
a
)
Ψ+
1
a
(HPF(ǫ)−HPF)eiǫxΨ.
By the assumption we see that
s− lim
a→0
(
eiǫx − 1
a
)
HPFΨ = i(x1 ⊗ 1)HPFΨ. (5.16)
Directly we see that
1
a
(HPF(ǫ)−HPF)eiǫxΨ =
(
1
m
(p⊗ 1− eAϕˆ)1 + 1
2m
a
)
eiǫxΨ
= eiǫx
(
1
m
(p⊗ 1− ǫ− eAϕˆ)1 + 1
2m
a
)
Ψ
→ 1
m
(p⊗ 1− eAϕˆ)1Ψ (5.17)
strongly as a→ 0. From (5.16) and (5.17) it follows that
s− lim
ǫ→0
HPF
(
eiǫx − 1
a
)
Ψ = i(x1 ⊗ 1)Ψ− 1
m
(p⊗ 1− eAϕˆ)1Ψ.
Since HPF is closed and
s− lim
ǫ→0
(
eiǫx − 1
a
)
Ψ = i(x1 ⊗ 1)Ψ,
it follows that (x1 ⊗ 1)Ψ ∈ D(HPF). Thus (1) of Lemma 4.16 is proven. Let
Ψ ∈ S := C∞0 (R3;C2)⊗ [
∞⊕
n=0
⊗nsC∞0 (R3)].
Then we have
[(x1 ⊗ 1), HPF]Ψ = i
m
(p⊗ 1− eAϕˆ)1Ψ. (5.18)
Hence
‖[(x1 ⊗ 1), HPF]Ψ‖ ≤ c‖(H0 + 1)1/2Ψ‖
follows with some constant c. Then the closure [(x1 ⊗ 1), HPF]⌈S is well defined on
D(H
1/2
0 ) and satisfies
[(x1 ⊗ 1), HPF]Ψ = i
m
(p⊗ 1− eAϕˆ)1Ψ
for Ψ ∈ D(H1/20 ). In particular,
[(x1 ⊗ 1), HPF]ϕg = [(x1 ⊗ 1), HPF]⌈Sϕg = i
m
(p⊗ 1− eAϕˆ)1ϕg
follows, since ϕg ∈ D((x1 ⊗ 1)HPF) ∩D(HPF(x1 ⊗ 1)). ✷
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