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Abstract
This thesis describes general methods to analyse polarimetric synthetic aperture radar
images. The primary application is for unsupervised image segmentation, and fast,
practical methods are sought.
The fundamental assumptions and statistical modelling are derived from the phys-
ics of electromagnetic scattering from distributed targets. The physical basis directly
leads to the image phenomenon called speckle, which is shown to be potentially non-
Gaussian and several statistical distributions are investigated. Speckle non-Gaussianity
and polarimetry both hold pertinent information about the target medium and methods
that utilise both attributes are developed. Two distinct approaches are proposed: a local
feature extraction method; and a model-based clustering algorithm.
The local feature extraction approach creates a new six-dimensional description of
the image that may be used for subsequent image analysis or for physical parameter
extraction (inversion). It essentially extends standard polarimetric features with the
addition of a non-Gaussianity measure for texture. Importantly, the non-Gaussianity
measure is model independent and therefore does not unduly constrain the analysis.
Unsupervised image segmentation is demonstrated with good results.
The model-based approach describes a Bayesian clustering algorithm for the K-
Wishart model, with fast moment based parameter estimation, and incorporates both
non-Gaussianity and polarimetry. The initial implementation requires the number of
classes, and initial segmentation, and the effective number of looks (an important model
parameter) to be given in advance. When compared to the more common Wishart
model (i.e. Gaussian-based), the K-Wishart gives similar results for Gaussian image re-
gions, but performs better for non-Gaussian regions.
Further development of the model-based method resulted in a novel technique to
automatically determine the number of distinct classes supported by the data, given
the model choice and a statistical confidence level. All relevant parameters are sub-
sequently estimated within the algorithm, using the most up-to-date methods of matrix
log-cumulants, and no special initialisation is required. These are significant advances
from most existing methods, where key parameters are given in advance and the num-
ber of classes are usually determined after many full clustering results are obtained.
All methods are quite general and can be applied to all coherent imaging systems
that exhibit product model based statistics. The methods are demonstrated on several
real radar images, from both airborne and space-borne sensors, at different operating
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This chapter is intended to give a brief overview of the whole thesis. It introduces the
motivation for the research, summarises and discusses the three research articles that
make up the main content, and lists associated conference works.
The layout for the remainder of the thesis is to go into a more detailed discussion of
the motivation and background theory in Chapter 2, to include the three articles directly
as Chapters 3 to 5, to discuss the research achievements in the context of the broader
research field in Chapter 6, and to finish with some concluding remarks in Chapter 7.
1.1 Motivation Summary
Synthetic aperture radar (SAR) systems are active devices that transmit and receive in
the microwave region of the electromagnetic spectrum and are thereby independent of
the sun’s illumination and insensitive to cloud cover. This makes them highly suitable
and reliable for environmental monitoring of the Earth’s surface and several new sys-
tems are now in full operation. Being active coherent imaging devices, however, means
that they exhibit the interference effect known as speckle. Understanding the physical
basis and significance of speckle leads to improved methods that use the statistical
nature of speckle to gain additional knowledge from SAR images. A similar motiva-
tion holds for investigating polarimetric SAR (PolSAR) images in that the additional
information contained in multiple polarimetric channels can be of benefit for image in-
terpretation and classification.
The works presented here are restricted to studying incoherent scattering from dis-
tributed natural terrain for which the scalar product model is deemed suitable. Ex-
tensions from the scalar to vector (or matrix) texture in the product models may be
addressed in the future, and likewise for extending to partially coherent scattering, i.e.
including dominant scatterers, including additive system noise, or including contextual
information.
The physical foundations of radar backscatter theory, the random walk interpreta-
tion, speckle and causes of radar texture are discussed with sufficient detail in Chapter
1
2 to understand the significance of accounting for non-Gaussian statistics in PolSAR
modelling. Even so, the mathematically simpler approach of assuming multivariate
Gaussian statistics is still in common practise and is briefly discussed as background
theory.
1.2 Publication Summary
The main body of this thesis is presented as three journal publications which are in-
cluded as Chapters 3, 4 and 5. The following summaries for each article describe the
key concepts and highlight the original contributions of the authors. The papers are
not presented in publication order, but reflect the progress of the research itself. Pa-
per 1 introduces the fundamentals of non-Gaussian modelling with the Scale Mixture
of Gaussian scheme, Paper 2 introduces the K-Wishart clustering algorithm for mul-
tilook covariance matrix data, and Paper 3 extends this with goodness-of-fit testing to
automatically select the appropriate number of clusters, plus other improvements.
Paper 1
A. P. Doulgeris and T. Eltoft, “Scale Mixture of Gaussian Modelling of Polarimetric
SAR Data,” EURASIP Journal on Advances in Signal Processing, vol. 2010, no. 874592,
p. 12, 2010.
This paper introduces the techniques used for statistical modelling of single look
complex (SLC) polarimetric synthetic aperture radar data. Non-Gaussian statistics of
real PolSAR data are confirmed for many terrain types for which the Scale Mixture of
Gaussian (SMoG) scheme is shown to be a suitable statistical model. Four different
SMoG models are then compared for several real PolSAR images and their goodness-
of-fit to the data is evaluated. Gaussian statistics are clearly shown to be insufficient for
a significant proportion of all images and the flexible models, with both scale and shape
parameters, are necessary to capture the full range of real PolSAR data distributions.
The multivariate normal inverse Gaussian distribution (MNIG) appeared as the best
choice, of the four, except for the sea ice image, where the multivariate K-distribution
(MK) was slightly better. Both the MNIG and MK models are flexible models with two
parameters, describing both a mean scale and non-Gaussian shape, and were approx-
imately equally good fits to the data overall.
General PolSAR features were then extracted from the images using the modelling
and some were logarithmically transformed to aid subsequent data processing. Polari-
metric theory suggests five parameters from the complex covariance matrix and certain
ratios and angles were used. In addition, a non-Gaussianity measure is added to the
five to produce a new six dimensional feature space to describe PolSAR images. The
preferred non-Gaussianity measure was a normalised moment of the data (because the
moment would be independent of any particular SMoG model), rather than a particular
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model’s shape parameter (since they are derived directly from the moments anyway).
The six-dimensional feature space can then be used with simple clustering algorithms
to segment the images and good results were obtained for a real PolSAR image.
The most important aspects of this work are the addition of non-Gaussianity to the
standard five polarimetric features and that this can be done in a model independent
way. The example given is for image segmentation, but the local statistical modelling
method is also well suited to physical property extraction and interpretation.
Paper 2
A. Doulgeris, S. Anfinsen, and T. Eltoft,“Classification with a non-Gaussian Model for
PolSAR Data,” IEEE Trans. Geoscience and Remote Sensing, vol. 46, pp. 2999–3009, Oct.
2008.
This paper details how to take the non-Gaussian, scale mixture of Gaussian model-
ling from the single look complex (SLC) vector data to the multilook complex (MLC)
covariance matrix data and results in a generalisation of the complex Wishart distri-
bution. The general case is described as an integral equation and the specific case of
the K-distribution is subsequently derived and named the K-Wishart model. The K-
Wishart classifier is then described as an iterative unsupervised clustering algorithm,
with fast moment based parameter update expressions. The transformation factor from
single-look to multilook non-Gaussianity parameter is also derived.
The algorithm requires that some parameters are given in advance, as is common
with many clustering algorithms. The number of classes to cluster had to be pre-
determined and was manually chosen after performing segmentations for several dif-
ferent number of classes. The algorithm needs an initial segmentation as a starting point
and a k-means clustering of the marginal intensities was found to converge faster than a
purely random initialisation. In addition, the equivalent number of looks (ENL) is a key
parameter in all generalised Wishart models and had to be pre-determined by analysing
homogeneous regions within the image.
The clustering is demonstrated on simulated non-Gaussian data and compared to
the standard Wishart classifier with improved classification accuracy. The K-Wishart
and standard Wishart classifiers are then compared in detail on a real PolSAR scene, at
two different levels of multilook averaging. There were evident differences which were
discussed in terms of polarimetry, non-Gaussian intensity variations and the number of
clusters. The non-Gaussian K-Wishart model includes the standard Wishart model as
an asymptotic case and the model segmentations showed similar results for Gaussian
regions, but differed for the most non-Gaussian regions, as was expected.
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Paper 3
A. P. Doulgeris, S. N. Anfinsen, and T. Eltoft, “Automated non-Gaussian Clustering
of Polarimetric Synthetic Aperture Radar Images,” IEEE Trans. Geoscience and Remote
Sensing, submitted 2010.
The most recent paper describes improvements to the K-Wishart clustering algorithm
that addresses the optimum number of clusters, removes any initialisation concerns and
includes a texture corrected ENL estimation internally. General improvements were
made by utilising methods of matrix log-cumulants for all parameter estimation as well
as improving the numerical evaluation of the K-Wishart probability density function.
The optimum number of classes is determined by adding a split and merge stage to the
standard algorithm with log-cumulant based goodness-of-fit tests.
At regular intervals, the model fit of each cluster is tested and bad fits, usually mul-
timodal mixed clusters, are split into two clusters. Additionally, each pair of good
clusters is tested for whether the combination has a good single model fit and such
cases are merged. Thus the goodness-of-fit testing dynamically adjusts the number of
clusters until a statistically good fit to all the data clusters is obtained. The sensitivity
of the goodness-of-fit tests depends upon the chosen confidence level, e.g. 95%, and the
number of data samples given. This sample size dependency allows for deliberate sub-
sampling to obtain faster, less detailed clustering to the major classes only. Both coarse
and fine detailed results were shown.
The algorithm for automatic clustering can be readily applied to different models
and only requires that the probability density function and the first few log-cumulant
expressions are known. Real world examples for the K-Wishart, the standard Wishart
and the Relaxed-Wishart model were shown. Highly non-Gaussian regions of the im-
ages resulted in many more classes for the more restrictive Relaxed-Wishart and stand-
ard Wishart models, as was expected. K-Wishart clustering results were shown for sev-
eral PolSAR data-sets, depicting quite different terrain types, with visually good, fully
automatic results.
The individual class goodness-of-fit testing is a novel approach that not only finds an
optimum number of classes but also guarantees that each class is a good fit to the model.
The resulting clustering depicts the number of classes that are statistically supported by
the data, given the data size, the confidence level and the choice of model.
1.3 Research Discussion Summary
Confirmation of non-Gaussianity in real images was important for two reasons. Firstly,
to show the importance of including non-Gaussianity during PolSAR analysis, and
secondly, to validate that the scalar product model was suitable for these images. This
was important because other researchers have found examples where the scalar product
model breaks down, as discussed in Section 2.2.
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A conclusion from the Paper 1, that a single flexible model (either the K-distribution
or the normal inverse Gaussian) is suitable for all image analysis, is discussed, in the
light of more recent observations, and found to be lacking. However, at the time it
seemed suitable and the mathematical advantage of working with a single model justi-
fied the subsequent research.
The computational speed of method of moments is noted as justification for their
use, even though they may not be optimal in the sense of the total log-likelihood func-
tion. More recently, an observed clustering problem has been attributed to the use of a
single moment for parameter estimation, and using multiple moments is discussed as a
suggested solution.
A detailed discussion of the extended polarimetric features, proposed in Paper 1,
includes noting the importance of being model independent, that the level of detail in
the non-Gaussianity feature histogram signifies the value of the non-Gaussianity para-
meter, and that the good results from a simple clustering technique demonstrates the
potential of the new feature space. It is noted, however, that this non-Gaussian feature
extraction method may be more significant for physical parameter retrieval, rather than
clustering, because the local values are maintained at each pixel.
An alternative approach to clustering is discussed in Paper 2, which describes the K-
Wishart clustering algorithm for unsupervised clustering of PolSAR data. The import-
ance of demonstrating unsupervised clustering of non-Gaussian models is discussed
because many new articles continue to use the Gaussian-based Wishart classifier. This
paper contributes to the field by showing that unsupervised non-Gaussian clustering
can be achieved in practise, by discussing the differences when compared to the more
common Wishart classifier, and by pointing out the most significant difficulties and how
they may be addressed.
These suggested improvements are taken up in Paper 3 and the discussion turns to
each in turn. The method of log-cumulants is used for parameter estimation because its
estimates are known to have reduced bias and variance, even though solutions must be
found numerically. The effective number of looks is automatically determined and cor-
rected for textural bias. Goodness-of-fit tests are included to solve the problems of poor
cluster fits, algorithm initialisation and, most importantly, determining the optimum
number of clusters. The discussion further explains the usefulness of sub-sampling to
adjust the sensitivity of the goodness-of-fit testing and therefore the level of detail of the
final segmentation.
1.4 Other Publications and Presentations
As first author:
1. A. P. Doulgeris and T. Eltoft, “Automated Non-Gaussian Clustering of Polarimet-
ric SAR.,” in 8th European Conference on Synthetic Aperture Radar (EUSAR2010),
(Aachen, Germany), June 7-10, 2010.
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2. A. P. Doulgeris, “Finding the appropriate number of classes in mixture model-
ling”, presented in NOBIM2010, (Tromsø, Norway), June 21-22, 2010. No proceed-
ings published.
3. A. P. Doulgeris and T. Eltoft, “General Statistical Methods for SAR Analysis of the
Cryosphere”, presented in Arctic Frontiers, (Tromsø, Norway), January 25-29, 2010.
No proceedings published.
4. A. Doulgeris, S. Anfinsen, Y. Larsen, K. Langley, and T. Eltoft, “Evaluation of
Polarimetric Configurations for Glacier Classification,” in International POLinSAR
Workshop (POLinSAR2009), (Frascati, Italy), January 26-30, 2009.
5. A. P. Doulgeris, K. Langley, and T. Eltoft, “Analysis and Classification of High Arc-
tic Glaciers with ASAR Data,” in IEEE International Geoscience and Remote Sensing
Symposium (IGARSS2008), (Boston, Massachusetts, USA), July 6-11, 2008.
6. A. Doulgeris, S. N. Anfinsen, and T. Eltoft, “Analysis of non-Gaussian PolSAR
Data,” in IEEE International Geoscience and Remote Sensing Symposium (IGARSS2007),
(Barcelona, Spain), July 23-27, 2007.
7. A. Doulgeris and T. Eltoft, “Scale Mixture of Gaussians Modelling of Polarimetric
SAR Data,” in International POLinSAR Workshop (POLinSAR2007), (Frascati, Italy),
January 22-26, 2007.
8. A. Doulgeris, R. Hall, T. Eltoft, and S. Tronstad, “Statistical Modelling and Classi-
fication of ASAR Alternating Polarisation Sea Ice Data,” in ENVISAT Symposium,
(Montreux, Switzerland), April 23-27, 2007.
9. A. P. Doulgeris and T. Eltoft, “Scale Mixture of Gaussians Modelling of Polarimet-
ric SAR Data,” in Proceedings of NORSIG, (Reykjavik, Iceland), June 7-9, 2006.
As coauthor:
1. S. N. Anfinsen, A. P. Doulgeris, and T. Eltoft, “Goodness-of-Fit Tests for Multilook
Polarimetric Radar Data Based on the Mellin Transform,” IEEE Trans. Geoscience
and Remote Sensing, 49(8): 18 pp., in press, August 2011.
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ages for Glacier Change Detection.,” in ESA Living Planet Symposium 2010, (Bergen,
Norway), 28 June - 2 July, 2010.
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4. S. N. Anfinsen, A. P. Doulgeris, and T. Eltoft, “Estimation of the Equivalent Num-
ber of Looks in Polarimetric Synthetic Aperture Radar Imagery,” Geoscience and
Remote Sensing, IEEE Transactions on, vol. 47, pp. 3795–3809, Nov. 2009.
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of PolSAR Data.,” in IEEE International Geoscience and Remote Sensing Symposium
(IGARSS 2009), (Cape Town, South Africa), July 12-17, 2009.
6. S. Anfinsen, T. Eltoft, and A. Doulgeris, “A Relaxed Wishart Model for Polarimet-
ric SAR Data,” in Proc. 4th Int. Workshop on Science and Applications of SAR Po-
larimetry and Polarimetric Interferometry (POLinSAR2009), (Frascati, Italy), January
26-30, 2009, ESA SP-668, p. 8 pp., April 2009.
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with SAR and GPR data,” Presented at International symposium on Radioglaciology
and its applications, (Madrid, Spain), June 9-13, 2008. No proceedings published.
8. C. Davids and A. P. Doulgeris, “Unsupervised Change Detection of Multitemporal
Landsat Imagery to Identify Changes in Land Cover Following the Chernobyl Ac-
cident.”, in IEEE International Geoscience and Remote Sensing Symposium (IGARSS2007),




Research Motivation and Background
This chapter covers the early motivation, the scope and limitations of the presented
works, and then introduces the fundamental physics of scattering theory and polari-
metry to set the basic framework.
2.1 Early Motivation
There is no doubt of the importance of synthetic aperture radar (SAR) systems for mon-
itoring the Earth’s surface. Satellite-borne systems achieve wide area coverage on the
ground and regular temporal coverage of the globe, while the aperture synthesis tech-
nique, of coherently combining very many individual signals as the satellite moves over
the target area, maintains high resolutions of the order of metres on the ground. Their
all weather and day/night operating capability makes for reliable imaging independent
of cloud cover or Sun angle illumination. SAR sensors achieve these goals because they
are active systems, providing their own illumination source, and they operate in the
microwave region of the electromagnetic spectrum at wavelengths that propagate vir-
tually unimpeded through both the atmosphere and cloud cover. The microwave signal
also penetrates some distance into the surface coverage, depending upon the operating
wavelength and the surface material’s dielectric properties, and can therefore measure
properties of the near surface volume that may better characterise the target media.
These features have made SAR imaging a practical choice for environmental monitor-
ing and several new systems are now in full operation, e.g. the Japanese ALOS/PALSAR
and the Canadian Radarsat-2, with huge amounts of image data now, and continually,
available. However, while optical imaging systems are familiar to us because of their
similarity with human vision, radar interpretation is not a straight forward task and no
dominant analysis technique exists. There was clearly scope for research in this field to
try to take SAR image analysis mainstream.
A major concern for SAR image interpretation is known as speckle and appears as a
grainy, noise-like variation of intensity across the whole image. While noise in optical
images tends to have a constant and relatively low level and is therefore less significant
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for brighter targets, the speckle ‘noise’ in radar images is of the same order as, and
proportional to, the local intensity. This means that no matter how bright the target
area is in the image, it will contain pixel-to-pixel variation from near zero to several
times the targets mean brightness level. Speckle is not truly a noise because it originates
from an interference mechanism found in all coherent imaging systems; such as radar,
laser and ultrasound imaging. However, it is often considered as unwanted ‘noise’ and
great effort is made to reduce or eliminate it from the scene. The view of this research
is that speckle may hold useful information about the target media, since it originates
from the interaction, or scattering, of the illuminated microwave signal with the imaged
surface, and understanding and modelling the speckle variation could achieve potential
benefits.
The characteristics of speckle are generally modelled as a Gaussian interference term
multiplied by the terrain mean backscatter value, as is well described in the general lit-
erature such as [Oliver and Quegan, 2004]. This interference can be expected to follow
a Gaussian distribution under certain general assumptions regarding scale and resolu-
tions. Thus, the product model for the statistical variation of speckle results in Gaussian
statistics for uniform mean terrain backscatter regions. More details are given in Section
2.3. Separation of the two terms - the desired mean terrain backscatter image, and the
Gaussian speckle ‘noise’ term - is achieved by making the general assumption that the
mean terrain backscatter value varies on a larger scale than the pixel-to-pixel interfer-
ence at the scale of the imaging resolution.
From the early days of radar imaging, e.g. [Jakeman and Pusey, 1976], and as radar
systems achieved higher resolutions, it became clear that the speckle statistics were not
always Gaussian and often portrayed much heavier-tailed distributions [Quegan and
Rhodes, 1993]. The concept of radar texture [Oliver and Quegan, 2004] was developed
to encompass additional variation, above the Gaussian interference variation, within
a single thematic target media. The product model was modified to allow the mean
backscatter value to also vary as a random variable, known as texture, with its own
statistical distribution. A constant backscatter value (i.e. a Dirac delta function distribu-
tion) for uniform, homogenous regions would still result in the appropriate Gaussian
model, but different models for the textured terrain backscatter variable would prove
to be better fitted models for other real world image regions [Yueh et al., 1989]. The
specific details of the modelling and the choice of particular models is currently the fo-
cus of much research, e.g. [Freitas et al., 2005, Frery et al., 2007, Bombrun and Beaulieu,
2008, Bombrun et al., 2010, Vasile et al., 2010], and this thesis contributes to this field.
So far the textured speckle discussion is valid for all generic radar backscatter meas-
urements. That is, with coherent, singly polarised, electromagnetic signals. Polarimetric
synthetic aperture radar (PolSAR) deals with measuring the scattered return from mul-
tiple polarisation channels, (virtually) simultaneously and coherently, to build up the
vector scattering characteristics of the target media. Thus, fully polarised, or quad-pol,
data-sets contain four complex scattering coefficients, representing the four combina-
tions of transmit and receive, for two orthogonal polarisation bases. Polarisation is most
commonly implemented in the vertical (V) and horizontal (H) linear basis pair and leads
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to quad-pol imaging containing HH, HV, VH and VV polarisation channels. Measuring
the full polarimetric signal is advantageous not only because it contains more complete
information to characterise and distinguish different targets, but also because it allows
for additional physical scattering interpretation of the scene via the many polarimet-
ric decomposition schemes [Cloude and Pottier, 1996, Freeman and Durden, 1998, van
Zyl et al., 2008, Yamaguchi et al., 2008, Yamaguchi et al., 2005], both for coherent and
incoherent scattering. The primary interest for this research was that polarimetric SAR
holds potentially more target media information and that rigorous multivariate meth-
ods were not yet fully developed. Throughout this work, methods are developed that
utilise the full vector or matrix information of the data, without discarding any terms,
rather than the more common approach of averaging the results from individual polar-
isation channels processed independently [Freitas et al., 2005, Frery et al., 2007].
In summary, the primary motivation for the basic research in this thesis, is the ex-
pectation to obtain more detailed information of the remotely sensed target by using
polarimetric SAR images and including non-Gaussian speckle statistics in the image
analysis process.
2.2 Scope
The scope of this research is aimed at earth observation of natural environments with
polarimetric SAR data and, therefore, certain assumptions and limitations are relevant.
Firstly from scattering theory, the case considered is that of incoherent scattering
from distributed targets. This case may later be extended to include potential dominant
scatterers and partial coherent scattering components, but for the moment dominant
scatterers are ignored. In this case, the measured complex scattering coefficients are ex-
pected to have a mean value of zero in all channels and this is simply assumed to be
the case during processing. Dominant scatterers will appear as consistently bright tar-
gets and will most likely cluster as separate classes by the algorithm, which is probably
desired, so ignoring dominant scatterers may not cause great problems.
The product model under investigation is the simplest case with a scalar product
term, which means that each dimension is assumed to have the same textural distri-
bution. This model was chosen as the starting point because it is the easiest case and
appeared to be suitable for the few images that were available at the time. The literat-
ure includes some studies [Fukuda et al., 1999, Sery and Lopes, 1997, Lombardo et al.,
2001, Quegan and Rhodes, 1995, Oliver and Quegan, 2004] indicating that this is not al-
ways the case and the extended case of a diagonal matrix product model is now being
investigated. It is believed that many of the techniques and experience gained in the
simple case will remain appropriate for the extended case.
It is blatantly assumed that all images are already fully calibrated, corrected for at-
mospheric effects and topography, and free from image artefacts such as ghostly echoes.
It is simply assumed that the modern SAR processors are sufficiently calibrated, al-
though this should not be a great problem for clustering methods that primarily look at
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relative values. Atmospheric affects such as Faraday rotation are either ignored or cor-
rected for using the standard tools, such as the Alaskan Satellite Facility’s MapReady
application [http://www.asf.alaska.edu/downloads/software_tools]. Topography has
not been corrected for in any current work but examples have been carefully chosen to
have reasonably flat terrain, for example agricultural fields and sea ice. Additionally,
any small variation due to topography may be absorbed into the textural variation para-
meter in the modelling. It is expected that topography has a major influence on mean
backscatter values and this will certainly want to be corrected for in future research.
Artefacts are currently inspected for, avoided if possible, but otherwise simply ignored.
If they are present, then they would most likely cluster as separate clusters because the
pixel data would represent mixed signals under the ghosted regions. That is to say that
the clustering algorithm would be expected to produce a result for whatever data is in-
put, no matter what the quality, but the subsequent interpretation would then be a new
problem.
Although polarimetry and multivariate methods are fundamental to this research,
there is no requirement to have full, quad-pol data-sets. The basic assumptions are
that the data is from a coherent imaging system, and therefore exhibits multiplicative
‘noise’, and that any multivariate channels are zero-mean and may contain correlation,
and that is all. It is therefore equally valid for radar sensors of any frequency, for any
sub-sets of the full polarimetric channels, such as dual-pol and even mono-pol data-sets,
and should also represent the distributions found in ultrasound or sonar images. This
generality may also be extended to combining multiple frequency images into a single,
stacked, data-set and the multivariate methods detailed in this thesis may be applied
directly.
The presented algorithms assume that all pixels are independent and the clustering
is essentially done on a pixel by pixel basis, and make no use of potential contextual
information. Contextual methods would make use of the fact that neighbouring pixels
are more likely to be same class which arises when the correlation length of natural vari-
ation is larger than the imaging resolution. Contextual information should, in general,
improve the clustering because of this extra information and this may be addressed as
a future extension.
2.3 Physical Foundations
This section will cover some of the physical foundations of scattering theory and statist-
ical modelling that are the basis for the thesis. The various concepts introduced here, in
often extremely simplified form, are not a complete, detailed description of scattering
theory, but are intended to be sufficient to portray the importance of statistical analysis
and non-Gaussianity for PolSAR image analysis.
12
2.3.1 Satellite Backscattering Geometry
At its most fundamental, a radar system transmits an electromagnetic signal as a pulse
from its antenna, the pulse travels a distance to a target known as the range, the signal
is scattered by the target which transforms the signal, and some of the signal travels
back to the antenna to be received by the sensor. Information about the scattering target
can be inferred from how it transforms the transmitted signal into the received signal,
when all other factors, such as travelling the range distance, are accounted for. That is,
the complex reflectivity, also know as complex scattering coefficients, denoted S, can be





where Er is the received electric field, Et is the transmitted electric field, r is the range




The value of S depends upon the geometric and dielectric properties of the target,
the incidence angle or orientation of the target with respect to the radar antenna, and
the frequency of the radar signal. A SAR image, is essentially an image of S and remote
sensing of the target media is by inference through S. The details of SAR image forma-
tion and signal processing are outside of the scope of this work, but an interested reader
could refer to many texts, for example [Oliver and Quegan, 2004] and [Cumming and
Wong, 2005].
This backscattering scenario may be visualised, if somewhat simplified, as shown in
Figure 2.1. The antenna is in the upper left hand corner and the signal waves are shown
propagating to and from the scattering target in the lower right hand corner. The target
is shown as a small surface element, or facet, and the symbol also depicts the incident
and specular reflection angles, following Snell’s law, and the reflectivity envelope. The
reflectivity envelope represents the reflected signal strength at different angles relative
to the target. The shape of the envelope will depend on the geometric, roughness and
material (dielectric) properties of the target surface, the incidence angle or orientation of
the target with respect to the radar antenna, and the wavelength of the radar signal. The
length of the path within the envelope, at the backscattering (incidence) angle, depicts
how much power is reflected back to the antenna.
2.3.2 Surface Reflectivity
Figure 2.2 shows different scenarios for the backscatter envelope depending on the
small scale roughness properties of the surface. Roughness is a relative term and must
be considered at scales relative to that of the wavelength of the signal. A surface that
is smooth, on scales smaller than the wavelength, will produce near specular reflection
only and have no significant backscattered signal (Fig. 2.2 a), while an extremely rough
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Figure 2.1: Symbolic representation of radar signal backscattering from a single target.
The antenna is in the upper left and the electromagnetic signal is shown travelling to
and from the target. The target is shown as a facet and includes the incident and spec-
ular reflection angles and a reflectivity envelope depicting the scattered power versus
reflected angle. Most of the reflected energy goes in the direction of specular reflection,
but some amount is backscattered depending on target properties.
surface will scatter in almost all directions equally and have a relatively large backs-
cattered power (Fig. 2.2 c). For targets that are somewhere between the two extremes
(Fig. 2.2 b), it is readily apparent that a steeper incidence angle will result in a higher
backscattered power as the incidence angle approaches the diffused specular compon-
ent (Fig. 2.2 d). Specular reflection has the maximum reflected power and in backscat-
tering occurs when the local target incidence angle is zero (i.e. normal to the surface),
however, even specular scattering from multiple surfaces so aligned as to reflect back to
the target is generally brighter than direct diffuse surface scattering.
This is the case for a single isolated target, or a bright dominant point target within
a weaker ‘clutter’, and results in a deterministic response, known as coherent scattering,
dependent on the target properties and imaging geometry only. Its response would
likely vary smoothly and continuously as the imaging geometry varies.
2.3.3 Distributed Target Scattering
The scale of the resolution of SAR images, in relation to the wavelength, means that, in
general, the imaged pixel is an extended area of terrain on the surface and is referred
to as distributed scattering. The measured electromagnetic response is then the coherent
sum over the whole illuminated surface area. Although the response is actually the
integrated coherent response over the entire surface area (or volume) it may be under-
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(a) (b) (c) (d)
Figure 2.2: Backscatter envelope power at different surface roughness conditions: (a)
smooth, (b) intermediate, (c) rough, and (d) intermediate at steeper incidence angle.
The backscattered power level is shown to be increasing from (a) to (d) in this example.
stood and interpreted in a simple way by considering a discrete number of independent,
locally coherent surface elements or facets. These are the most significant or dominant
surface returns contributing to the overall response and the number of such scatterers
within each cell is unknown and must be considered a random variable.
Natural terrain will consist of a random arrangement of scattering sites at the sur-
face and therefore the number of significant sites from one resolution cell to the next
will be random. Assuming that the surface structure is naturally random and that the
significant, contributing scatterers can be assumed uniformly randomly distributed (i.e.
equally likely anywhere) across the surface, then it is appropriate to use a Poisson dis-
tribution for the random variable N [Jakeman and Pusey, 1976]. Alternatively, under
the assumption of small local correlation within a Poisson process framework, the ran-
dom variable N could be modelled as a negative binomial distribution [Jakeman and
Pusey, 1978]. In any case, since the scatterers are located randomly across the resolution
cell, and since the resolution cell size in range is many time the wavelength in extent,
then the distribution of local phases due to location, θi, can be considered uniformly
distributed over 2π.
Each individual scatterer’s complex reflectivity may be different and therefore the
individual complex scattering coefficients, Si, must also be considered as a random
variables. Since Si is complex, it will have a magnitude, |Si|, and scattering phase,
φi. However, any scattering phase information from the local complex reflectivity, φi,
will be lost amongst the uniformly random phase due to location, θi. Additionally, the
random phases, θi, φi and the reflectivity magnitude, |Si|, are considered statistically
independent.










where r now represents the mean range distance, and under the far-field conditions is
considered equal for all scatterers within the cell, and the individual range variation,
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relative to the mean range, has been taken into the individual location phase terms θi.
Note that the local complex reflectivity, |Si|e−jφi and local phase, θi both depend upon
the individual scatterer and its location within the cell. The total complex backscatter
coefficient, S, now equates to the summation in parentheses.
The summation term in parentheses in (2.2) can be considered as a random walk
model in the complex plane which leads to constructive and destructive interference
amongst the scattered signals, dependent upon their random values and locations within
each resolution cell, and introduces an essentially random process into the measured
scattering response. This type of distributed, random scattering shall be referred to as
incoherent scattering.
General discussion of the random walk model may be found in several sources,
for example, [Oliver and Quegan, 2004, Jakeman and Pusey, 1976, Jakeman and Pusey,
1978,Goodman, 1976,Jakeman and Tough, 1987,Eltoft, 2005,Yueh et al., 1989,Barndorff-
Nielsen, 1997].
2.3.4 Speckle
This random walk model and the interference effect is the physical basis of the phe-
nomenon known as speckle. The complicated nature of interference from many distrib-
uted scatterers means that the total response depends on the relative geometric position
of all contributing targets and now essentially varies randomly with the imaging geo-
metry and from pixel to pixel. Neighbouring pixels of the same target medium will
have different random walk summations because of the different random magnitudes
and placement of individual scatterers within each pixel cell.
The results of the random walk sum may be summarised into two general cases
depending, in general, on the imaging resolution and the variability of the scatterers.
The total scattering coefficient from the random walk summation will be zero-mean
complex Gaussian distributed when the number of contributing scatterers is large. This
result is largely a consequence of the Central Limit Theorem. These conditions will gen-
erally be the case for very low resolution (large pixel size) images or where the surface
variability is approximately uniform on a fine scale relative to the cell’s resolution. This
is referred to as fully developed speckle.
The scattering coefficient will be zero-mean but non-Gaussian when there are very
few contributing scatterers within the resolution cell. Few significant scatterers may
result when the resolution is very high (small pixels) or because there is significant vari-
ability within the individual reflectivity magnitudes, resulting in very few of the most
significant, and thus contributing, magnitudes to the total response. Furthermore, this
type of heavy-tailed, non-Gaussian distribution can always be described by a product of
a scaling term and a Gaussian random variable [Andrews and Mallows, 1974] [Oliver
and Quegan, 2004, Appendix 11A]. This case of non-Gaussian interference is termed
under-developed speckle.
Real SAR images have been measured to contain both Gaussian and non-Gaussian
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local distributions which is indicative that the response is from both uniform and vari-
able scattering on scales comparable to the resolution cell size. Therefore, incorporating
non-Gaussianity into the image analysis methods should be beneficial.
2.3.5 Roughness Scales
One important cause of variability in the scattering sites is related to surface roughness
at different scales [Ulaby and Elachi, 1990, Ulaby et al., 1982, Valenzuela, 1978]. The
following is the author’s interpretation of the basic concepts.
At the very smallest scales, less than the wavelength, the roughness contributes
coherently to the facet’s surface reflectivity, as discussed in Section 2.3.2. Small scale
roughness may result in reflectivity scenarios ranging from specular to rough surface
backscatter, as indicated by Figure 2.2. Variability of the small scale roughness, will
appear as variability of the individual complex reflectivity values in the random walk
summation.
The next scale, let’s call it fine-medium scale, is larger then the wavelength, i.e. facet
scale, but much smaller than the resolution cell size. In this case the fineness of the sur-
face geometry will result in very many contributing scatterers spread uniformly across
the illuminated resolution cell, resulting in fully developed speckle statistics. This may
be seen in Figure 2.3, where there are very many of the most significant contributing
scatterers.
Figure 2.3: Distributed scattering from a fine-scale, uniformly rough surface with very
many contributing scatterers in the resolution cell. The total response is the coherent
sum of all scatterers within the area, with a uniform, random distribution of local phases
and results in a zero-mean Gaussian random variable.
17
Next consider a coarse-medium scale that is approaching the resolution cell size,
such that there is an uneven, though random, distribution of the few most significant
scattering sites within the cell. This case is depicted in Figure 2.4, where there are only
very few of the most specular aligned reflections across the resolution cell. The resulting
response is non-Gaussian, under-developed speckle statistics.
Figure 2.4: Distributed scattering from a coarse-scale rough surface with few contribut-
ing scatterers in the resolution cell. The total response is the coherent sum of all scatter-
ers within the area, with a uniform, random distribution of local phases and results in a
zero-mean but non-Gaussian random variable.
Note that if there was only one single contributing scattering site, then the result
would be the case of dominant coherent scattering and will not exhibit speckle. This
case may be evident in real images for point sources that are very bright, usually man-
made, metallic, aligned reflectors (or corner reflectors), but is not the main focus of the
presented works as noted in Section 2.2.
Lastly, for completeness, consider variation on the very large scale, greater than the
resolution cell size, as shown in Figure 2.5. Such large scale variation is effectively
smooth at the resolution cell scale, but will nevertheless introduce some random vari-
ation from pixel to pixel due to the mean local angle of incidence differences. The vari-
ation on this scale can (and should) be corrected for with digital elevation models and
is called radiometric terrain correction.
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Figure 2.5: Large-scale surface variation over many resolution cells. The mean incid-
ence angle variation can lead to mean backscatter variation for otherwise equally rough
surface scattering.
2.3.6 Texture
The interference sum that includes variation in scattering magnitudes must now be con-
sidered a doubly stochastic mechanism, with a texture variation term and an independ-
ent Gaussian speckle term. This is referred to as the product model and is described in
the general literature, for example in [Oliver and Quegan, 2004]. The distribution of
|Si|, however, is likely to be very difficult to define physically, as it depends upon the
angular reflectivity envelope through the small scale surface roughness properties and
the distribution of local angles at all other roughness scales.
There are yet more causes of variation from the mean backscatter value that are de-
sirable to be considered as the same target media or thematic class for classification
purposes. Besides medium scale geometric texture described previously, there may be
minor natural variation in the small-scale roughness affecting backscattered power, nat-
ural variation of the local material properties such as moisture or density, or small vari-
ations in the mixing proportions of fine resolution composite media, i.e. mixtures on a
finer scale than the resolution cell size, or often several causes combined. Examples of
variable media include both forest and urban classes: forests have natural internal vari-
ation on the order of several metres due to the random placement of the trees, within
the forest, yet may be desirable to simply class as forest; and the class known as urban
only has meaning at scales where it depicts a mixture of buildings, roads, trees, and cars
etc.
For example if the backscatter from vegetation is greater than that of smooth soil, as
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is a likely case in many situations, then the significant contributing scattering sites will
be governed by the distribution of vegetation in the resolution cell. This is depicted in
Figure 2.6 for both the uniform, fully developed, case and the textured, non-Gaussian
case.
Figure 2.6: Vegetation ’mixture’ variation over the resolution cells. The uniform case
will lead to Gaussian speckle, and the textured case to non-Gaussian speckle statistics,
and will be random from cell to cell due to the random distribution of the individual
scattering sites.
All causes of additional variation in radar backscatter are encompassed in the term
radar texture and their potentially non-Gaussian speckle statistics may be considered
texture modulated interference. The different possibilities for textural variation may
be indistinguishable in the final imaging and means that there is probably no single,
simple mathematical model to suit all situations. Flexible empirical models are likely to
be more useful in analysing images than more complicated physical modelling which
would need several texture-like terms.
2.3.7 Polarimetric SAR
Polarimetry involves measuring the full vector nature of electromagnetic waves and
describes the orientation and motion of the electric field oscillation with respect to the
direction of wave propagation. Polarimetry is generally carried out in the vertical-
horizontal linear polarimetric basis, which is sufficient since any other polarimetric
basis can be synthesised from this. Understanding polarimetry and polarimetric SAR
synthesis is outside the focus of this thesis, apart from recognising its importance as
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a source of extra information about the target, and the interested reader is referred to
review articles such as [Touzi et al., 2004] or the PolSAR Pro tutorial on the European
Space Agency web-site [http://earth.esa.int/polsarpro/tutorial.html] as a reference.
Polarimetric SAR systems must therefore measure the four combinations of hori-
zontal and vertical polarisation for both the transmitted and received signals. These
four channels, HH, HV, VH and VV, are together referred to as quad-pol data, and con-
tain the complete vector information of the scattered signal with respect to the satellite
antenna system. SAR processing essentially produces four complex scattering coeffi-
cient images, one for each channel, and polarimetry is the study of inter-channel char-
acteristics to infer more information about the target. Each scattering coefficient meas-
urement is consistent with the previous discussion on speckle and texture and the vector


















The four measured coefficients are usually vectorised as the raw complex SAR image










From the previous discussion for incoherent scattering from natural terrain, it is ex-
pected that the vector s will be zero-mean and therefore useful information must be
obtained from the higher order statistical measures such as from the covariance or co-
herency matrices. Multi-look complex (MLC) data is either averaged in the frequency
domain during image formation, or by spatial averaging of the SLC image pixels. In the
latter case, the multi-look averaging is done in the (second order) power domain, since
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
 (2.6)
where L is the number of looks to be averaged, the superscript H denotes the Hemitian
or complex transpose operator, the superscript ∗ denotes complex conjugation, < · >
refers to ensemble averaging, and here | · | refers to absolute magnitude. Multi-look
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averaging also reduces the degree of speckle variation at the expense of resolution. Note
that the diagonal elements are the mean intensity for each polarisation channel.
It is generally agreed that there are five free parameters observable from an incoher-
ently scattered covariance matrix from natural surfaces with reflection symmetry. They
are the three real intensities and the complex correlation magnitude and phase. Ratios
of covariance matrix elements are often taken as features because they should be inde-
pendent of any textural scaling since the ratio divides away the scale from the product
model. A common set of five parameters are:
• An absolute backscatter value, often σhh
• A cross-polarisation fraction or ratio, often σhv/σhh
• A co-polarisation ratio, usually σvv/σhh
• The co-polarisation correlation magnitude, |ρ| = |Chhvv|/
√
(|Chhhh| |Cvvvv|)
• The co-polarisation correlation angle, ∠ρ =< φhh − φvv >
which are discussed in for example [Quegan et al., 2003], [Dierking et al., 2003] or
[Thomsen et al., 1998].
Subsets of the full quad-pol data, such as dual-pol and mono-pol data, also have
reduced features available as appropriate for the specific sub-sets.
2.3.8 Gaussian-based Statistics
The usual choice for PolSAR analysis is to assume Gaussian-based statistics because
they are mathematically easier to deal with, but which effectively ignores any textural
variation. The term Gaussian-based is chosen because the complex scattering coeffi-
cients are assumed to be Gaussian distributed, but the data analysis is likely to be car-
ried out with some other dependent domain such as with the amplitude, intensity or
covariance matrices which will obviously not be Gaussian data models. Given that the
complex scattering coefficients are multivariate, zero-mean complex Gaussian variables,
then it follows that the marginal amplitude distributions will be Rayleigh, the marginal
intensities have negative exponential distributions and that the covariance matrix dis-
tribution will be complex Wishart distributed.
The complex Wishart distribution [Goodman, 1963] for the scaled covariance matrix,
CL, with degrees of freedom, L, mean covariance matrix, Σ, and dimension d, is defined
for L > d as
fCL(CL;L,Σ) =
LLd|CL|L−d exp(−L tr(Σ−1CL))
|Σ|LI(L, d) , (2.7)
where tr(·) denotes the trace operation, |·| the determinant,





Γ(L− i+ 1) (2.8)
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is a normalisation constant and Γ(·) is the standard Gamma function.
Wishart based clustering or classification is still common practise [Lumsdon et al.,
2005,Lee et al., 2004] and often after dynamic speckle filtering [Cao et al., 2007,Singh and
Venkataraman, 2008] which invalidates certain assumptions for the Wishart model. This
work hopes to address and demystify some of the difficulties of using non-Gaussianity






This chapter places particular research achievements of this thesis in context within
the broader field of SAR image analysis. The concepts are introduced approximately
chronologically and, thus, the evolution of the research is also apparent.
6.1 Suitability
To begin any analysis of non-Gaussian statistics it seemed appropriate to first investig-
ate the need for non-Gaussianity and the suitability of the statistical scheme. Therefore,
several available polarimetric SAR images were analysed and local histograms indic-
ated areas of both Gaussian and non-Gaussian speckle statistics, thus confirming the
need for non-Gaussianity for PolSAR analysis. This was reported in the result sections
of both Paper 1 and Paper 2 to justify the modelling.
The local histograms of the real and imaginary (i.e. the in-phase and quadrature
signals) showed that the speckle statistics appeared to be: (1) zero-mean, (2) symmetric,
(3) with different widths for different polarimetric channels, (4) but with some pair-wise
constraints, and (5) with different non-Gaussian shape at each location, but (6) with a
similar shape for each dimension within each location. These properties must therefore
be represented in the choice of statistical model, for which the scale mixture of (complex)
Gaussian models are shown to be suitable. The scale mixture models derive from a
scalar product model and can be easily made to be zero-mean, semi-symmetric, and
use flexible non-Gaussian distributions. Furthermore, the pair-wise and real/imaginary
constraints can be easily incorporated into the covariance structure matrix.
The images investigated showed no significant signs of violating the scalar texture,
or ’global shape’ assumption that some authors have noted in some situations (see Sec-
tion 2.2). The small variation in shape parameter values in Paper 1, Figure 3, may not
be significant with respect to the statistical variation of the parameter estimator, given
the sample sizes involved, yet clearly show significant variation of the shape parameter
at different locations in the image.
Therefore, these scale mixture of Gaussian models appear well suited for the task of
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modelling PolSAR data-sets. Virtually all models for PolSAR being considered in the
literature derive from the scalar product model, which is the same as the Scale Mixture
of Gaussian scheme.
6.2 Flexible Parametric Models
Scale mixture of Gaussian models covers many different families of distributions de-
pending upon the distribution for the scale parameter. In Paper 1, four different para-
metric models were investigated. Two with fixed shapes, the multivariate Gaussian
and the multivariate Laplace distributions, and two with flexible shapes, i.e. with a
range of non-Gaussianity measure, the multivariate K-distribution and the multivari-
ate Normal Inverse Gaussian distribution. This is only a very limited choice of models,
nevertheless, several observations were clear from the study. Firstly, the degree of non-
Gaussianity varies throughout the images such that no single fixed-shape model would
be suitable everywhere. This is also a confirmation that the Gaussian model is not suf-
ficient for all areas. Secondly, the two flexible models studied did show a sufficient de-
gree of flexibility to cover most natural image areas, with usually over 90% good-fitting
coverage of the images. Thirdly, the Normal Inverse Gaussian model appeared to be
a better general model for most cases. Lastly, terrain class boundaries and mixtures,
showing extreme heterogeneity, do seem to be a problem for all models studied.
The conclusion, at that time, was that both the K-distribution and the Normal In-
verse Gaussian distribution would be suitable single models because they were flexible
enough to cover most degrees of non-Gaussianity found in natural images. Having a
single parametric model was desirable because it would simplify the mathematics and
the analysis. An alternative, would be a multi-model fitting scheme (called a dictionary-
based scheme in [Moser et al., 2006]), but that would involve an extra level of testing,
and probably time consuming parameter estimation for all models, that is not desirable.
Subsequent research focussed on the K-distribution because it was well known in the
literature, and the question of why the Normal Inverse Gaussian was superior was not
addressed.
Recent research has brought new visualisation tools and greatly improved the stat-
istical confidence of working with particular models such that even the single, flexible
models are showing their limitations. The question of the best model amongst all pro-
posed models, including those recently published by other authors such as the G0 and
the Kummer-U distributions, shall be addressed in future research.
6.3 Moment Based Methods
One reason that non-Gaussian methods have become practical for image analysis and
clustering purposes is because of fast estimation of parameters through method of mo-
ments techniques. In earlier works [Eltoft et al., 2006], the shape parameters were es-
68
timated through iterative techniques to maximise the log-likelihood function given the
model and the data. This proved to be computationally quite slow, particularly for near
Gaussian data-sets [Doulgeris, 2006]. One solution is to estimate one or more empirical
moments from the data and equate them to the expected analytical moments given the
chosen parametric model. This is called method of moments, and essentially needs one
moment expression for each unknown in order to find a solution for each parameter.
This technique proved fast enough for full image analysis and reduced computa-
tional time manyfold, from days to minutes in some cases [Doulgeris, 2006]. However,
it has become apparent in recent work that the method of moments, in particular using
a single moment for estimates, is actually the cause of one of the clustering problems
– of stable, mixed mode clusters. The stability is understood to be because a moment
is a statistical average of some measure and is not unique in the sense that the same
average may occur for different distributions of higher and lower values of the measure
that just happen to balance each other to obtain the same mean value. Thus, the expec-
ted numerical average value was often obtained for a bi-modal mixture of two separate
clusters, and since it was in balance there was no impetus to change from that stable
point. Additionally, within iterative clustering algorithms, the situation is often very
likely to re-occur because of the smoothly varying adjustments from one iteration to the
next giving a high likelihood of passing through the stable point. This can be remedied,
to some extent, by utilising more than one moment because they are less likely to all be
in balance simultaneously, and this has been taken up in the more recent research.
Method of moment clustering, i.e. with parameter update algorithms utilising the
method of moments, may also not be optimising the log-likelihood function and may
therefore not be the absolute best method for parameter optimisation. However, they
are often mathematically simple to implement, and usually very fast, which proved
sufficient for furthering the techniques. It is the method of choice for several authors, for
example in [Kuruoglu and Zerubia, 2004,Freitas et al., 2005,Frery et al., 2010], however,
it has recently been superseded by the related method of log-cumulants (discussed in
Section 6.8).
6.4 Extended Polarimetric Features
The idea of adding non-Gaussianity as extra information for PolSAR data analysis is
central to this thesis. The suggestion to add it as an extra real valued feature to ex-
isting PolSAR features, as in Paper 1, was thought to be a novel addition to the field,
however, a recently discovered conference proceeding paper [Quegan et al., 1994] sug-
gested virtually the same idea. There are, however, significant new advances presented
in Paper 1, because of the choice of features and their independence from explicit para-
metric models, and also because of putting the theory into practise by using it for image
segmentation.
Polarimetry is usually interpreted through the covariance matrix, or a linear trans-
formation of it as the coherency matrix. Since these are complex matrices in three or four
69
dimensions with internal correlation, it is reasonable to extract real valued features from
the matrix for analysis, and five commonly used features are noted in Section 2.3.7. The
ratio features are often chosen relative to the HH channel intensity, but it was thought
to be more universal to make them relative to the total backscattered power or mul-
tivariate radar cross-section, defined as the dth root of the determinant of the covariance
matrix. Additionally, many of the features are logarithmically transformed to improve
their numerical data spread for visualisation and clustering.
The non-Gaussianity measure used in [Quegan et al., 1994] was the order parameter
from the K-distribution, however, Paper 1 argues for using a sample moment relation
(the relative kurtosis) because it is an empirical statistical measure of the data and com-
pletely independent of any parametric model choice, apart from assuming the general
scalar product model. This fact is quite an important result for general PolSAR analysis,
because the exact parametric model, if one even exists, is never explicitly known.
Paper 1, Figure 8, clearly shows that a significant amount of detail is visible in the
features from the example image. The overall appearance of the histograms encouraged
the application of discrete mixture of Gaussian clustering to segment the 6-dimensional
feature space. There is no specific reasons that the six features should have Gaussian
distributions for natural data classes, but it seemed worthwhile to try it, given the softly
rounded humps in the histograms. Besides being very fast, sub-sampling the data-set
appeared to give the best results and is probably due to the reduced sensitivity of the
mixture components to actually being Gaussian that comes with reduced sample sizes.
The clustering results appeared to be visually quite good, as seen in Paper 1, Figure 13,
although a rigorous testing against ground truth data has not been performed.
Although demonstrated for clustering, a more interesting aspect of this approach
is that it maintains the local values of the features at each image location. Clustering,
on the other hand, groups image pixels together and only obtains the groups mean
features as its parameters, admittedly with more accurate parameter estimates because
of increased sample size. The local values may be of interest for physical parameter
retrieval, for example, estimating soil moisture or forest biomass. Physical parameter
retrieval may benefit from first clustering to find out what type of land cover is present
and then extracting physical parameters from terrain specific empirical inversion ex-
pressions. Therefore, this non-Gaussianity feature may be valuable for physical prop-
erties such as biomass because it reflects the geometric variation and spacing on scales
smaller than the image resolution. Interpreting non-Gaussianity in this manner is yet
another possibility for the future.
Recent work with log-cumulants suggests that substituting one, or more, sample log-
cumulants (which would also be model independent) for the non-Gaussianity measure
may be beneficial and will be investigated in the future.
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6.5 K-Wishart Clustering
The second paper takes the specific non-Gaussian modelling approach and investigates
statistical modelling of multilook complex (MLC) matrix data for image segmentation
or clustering. Paper 1 argued for a flexible, two parameter model and the K-distribution
was chosen because it was well known in the literature and generally a good fit in many
real images. The statistics is then modelled through to the MLC covariance matrix data
format and implemented in a clustering algorithm. The resulting MLC model was
called the K-Wishart in Paper 2, but was originally presented 15 years earlier in [Lee
et al., 1994b]. The original [Lee et al., 1994b] introduces the theoretical distribution,
and related ratio distributions, and compares various marginal histograms to real data
for validation. Very few works have actually used the non-Gaussian K-Wishart model
for actual image analysis, and most intervening work still reverts to using the complex
Wishart model for clustering. The exception being [Freitas et al., 2001], and other works
by the same authors, where they demonstrate supervised classification using two non-
Gaussian models, the K-Wishart and the G0. Paper 2 tackles the more complicated case
of unsupervised clustering.
Unsupervised clustering, via the expectation maximisation algorithm [Dempster
et al., 1977] with method of moment parameter updates, was shown to be practical
and successful and it produces similar clustering to the Wishart model for homogenous
regions and arguably better results for non-Gaussian regions. Showing that this can be
achieved in practise is a significant contribution on its own, however, the main contri-
bution of the article was to point out several important influences or observations that
make non-Gaussian modelling a difficult task and, in addition, to make some sugges-
tions as to how to remedy these problems.
The most significant are that the number of classes still needs to be given a priori,
or chosen after looking at many full clustering results, that the effective or equivalent
number of looks is hugely influential and must be estimated manually, and that the
initialisation conditions affect the resulting clusters and convergence speed. Many of
these problems are very general problems with virtually all clustering algorithms, but
here they were clearly observed to be limiting the effectiveness of the clustering or its
interpretation. These ideas are subsequently addressed in Paper 3 and are discussed
below.
6.6 Single to Multi-Look Texture Factor
One other novel factor discussed in Paper 2, is the change of non-Gaussianity degree
that results from multilook averaging. It is well understood that multilook averaging
will undoubtedly make the distributions more Gaussian, because of the central limit
theorem, however the degree of the changes in relation to the number of looks is a new
result. Whether this result proves to be particularly useful is yet to be seen, but it may
potentially be used to determine, in advance, the likely importance of non-Gaussianity
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after multilooking, help to choose how many looks to average, and be used to decide
whether the simpler Wishart model may be appropriate. In Paper 2, it was simply used
to convert between the estimated single look texture parameter and the multilook one.
6.7 Automated Analysis
Paper 3, also takes the specific model approach and picks up all the loose ends from
Paper 2. The title calls it automated because it no longer requires prior choice of the
number of classes, the ENL nor choice of initialisation, as these are all automatically
determined internally. In addition, there are several other improvements. All para-
meter estimation has been converted to the more accurate method of log-cumulants (see
Section 6.8), and in fact utilising multiple log-cumulants for better stability. The ENL
estimate is handled internally and includes a correction for texture, which has never
been seen elsewhere. By adding goodness-of-fit testing, the algorithm automatically
determines the appropriate number of clusters based strongly on statistical significance
through the tests, and in addition requires no special initialisation. Lastly, the evalu-
ation of the Bessel K function has been significantly improved to avoid many numerical
infinite results and to extend the calculable range.
All of these improvements are clearly described in the paper, and some are expanded
upon below.
6.8 Methods of Log-Cumulants
The method of log-cumulants is similar to the method of moments (discussed in Section
6.3) and superior to them for product based distributions. First applied to SAR in [Nic-
olas, 2002] (translated in [Anfinsen, 2010]), the method of log-cumulants has become
popular in recent works [Tison et al., 2004, Moser et al., 2006, Bombrun and Beaulieu,
2008], and has been rigorously expanded to matrixvariate forms in [Anfinsen, 2010].
Using log-cumulant methods for parameter estimation is considered superior because
of reduced bias and variance of the estimators [Anfinsen and Eltoft, 2011], and because
the mathematics becomes relatively simple, primarily due to the logarithmic transform-
ation separating the product model origins of the parameters.
However, some drawbacks are that the log-cumulants often involve several poly-
gamma functions that must be solved numerically and likewise for minimum distance
optimisation as suggested in [Anfinsen and Eltoft, 2011]. Optimising using multiple log-
cumulants, simultaneously, involves numerical gradient approach methods in multiple
dimensions, but, fortunately, the expressions are not too complicated. Iterative optim-
isation to solve for a single log-cumulant vector for one or two parameters using the
log-cumulant expressions should not be likened to the slow iterative clustering which
involves evaluation (and re-evaluation) over every pixel with the PDF expressions.
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The benefits of using methods of log-cumulants are well justified and allows for a
consistent framework for many different models, and has been incorporated into Paper
3.
6.9 Goodness-of-fit Testing
The goodness-of-fit testing is a novel addition and solves three problems at once. Firstly,
it breaks the stable, mixed points that had been observed in fixed number of classes clus-
tering, and guarantees that all clusters are good fits to the models. Secondly, it requires
no special initialisation, because the entire image can start as one (obviously mixed)
cluster and it will automatically adapt from there. Thirdly, and most importantly, it
solves the choice for the optimum number of clusters by dynamically splitting and mer-
ging clusters based upon the goodness-of-fit tests.
Finding reliable goodness-of-fit tests was the most difficult development, as they had
to correctly account for different sample sizes and potentially extremely non-Gaussian
distributions. Initial methods (presented in [Doulgeris and Eltoft, 2010a]) used a Pear-
son’s Chi-squared test on a one-dimensional compacted distribution for trace(Σ−1C).
However, that involved knowing the compacted distribution, numerically integrating
to obtain the cumulative distribution, broke down for small sample sizes because of
various multinomial distribution assumptions, and introduced an additional undesir-
able tuning parameter - the number of bins. The final robust method was only possible
once truly matrix-variate goodness-of-fit tests were developed in [Anfinsen et al., 2011].
These act directly on the matrix samples and are fast method of log-cumulant tech-
niques, at least for large sample sizes. Monte Carlo methods are suggested for smal-
ler sample sizes, that are accurate for any distributions but obviously computationally
slower.
A clear advantage with using goodness-of-fit tests is that they have a statistically
meaningful interpretation and only one tuning parameter - the confidence level, for ex-
ample a 95% confidence level is commonly used. Another novelty is that the goodness-
of-fit testing is applied to each cluster individually, in a sense locally tested, rather than
globally on the total log-likelihood function. It is easy to understand that if each cluster
is a good fit, then clearly the total must also be a good fit to the data, whereas the con-
verse may not always be true. A third aspect is that the testing is dynamic within one
iterative algorithm.
6.10 Number of Clusters
Finding a suitable number of clusters for clustering algorithms is a very important
achievement, and to do so with a novel and general approach, with clear, intuitive
statistical interpretation, is a strong contribution to the research field. The proposed
approach to goodness-of-fit testing to determine the number of clusters is applicable to
73
any finite mixture modelling situation and may, in fact, be generally applied to many
fields of study.
The optimum number of clusters is found dynamically within one iterative cluster-
ing algorithm, instead of the more usual hierarchical based, L-method [Salvador and
Chan, 2004], that first obtains many full clustering results before evaluating each to
find the optimum. Other authors are aware of the importance of finding the number of
classes with several recent articles using the L-method, e.g. [Cao et al., 2007, Bombrun
et al., 2010].
The proposed method includes a regular goodness-of-fit testing stage within the it-
erative clustering algorithm that tests each individual model fit to the data cluster, and
each pairwise combination. Poorly fitting individual clusters are split into two, simply
by partitioning the trace(Σ−1C) at its expected mean value of d. This is because the
poor fits were generally observed to be the result of multimodal mixed clusters of two,
or more, distinct sub-groups of data, and is a clear sign of having too few classes in the
clustering. The converse, of having too many classes in the clustering, usually results in
some clusters converging to the same data group and having virtually identical para-
meters and simply sharing the total prior probability. This case is tested by considering
each pair of good fitting clusters to see whether the combined group can be described
by a single fitted cluster, and therefore involves estimating model parameters for the
combined group before applying the goodness-of-fit test. Combinations that pass the
test are merged together into one cluster. In this way, the optimum number of well fitting
clusters dynamically evolves during the iterations.
The goodness-of-fit testing is performed only every 10, or so, iterations to give the
standard expectation maximisation algorithm some chance to adapt in the intervening
iterations. This means that the overall algorithm only ever partly converges for unsuit-
able number of clusters and is therefore faster than the hierarchical methods. The early
stages of the algorithm very quickly splits towards the optimum number with potential
doubling every test stage and then stabilises towards the optimum.
Some situations were observed that resulted in a cyclic splitting and re-merging of
the same clusters, due to slight drifting of the cluster parameters in the intervening
iterations. This was avoided by including a ramping confidence level that progress-
ively reduces the sensitivity of the goodness-of-fit tests to be less sensitive to splitting
and merging conditions. The ramping was only initiated after a suitably long constant
period to allow the main splitting to occur, and then the sensitivity was ramped from,
for example, 95% to 99.999% for splitting and from 95% to 85% for merging, before
remaining fixed for another suitable length to allow stable convergence. Having to in-
clude this ramping does not appear to affect the majority of perfectly stable clustering
scenarios, but does break the occasional cyclic behaviour.
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6.11 Statistical Confidence
Another potentially useful outcome from the algorithm results from understanding that
statistical confidence depends strongly on sample size and that this may be used to
adjust the level of detail attained by simply sub-sampling the data-set.
The variance of estimators, like sample moments and log-cumulants, generally de-
creases inversely as the sample size increases. This means that statistical significance
also varies with sample size, and hence the results of the goodness-of-fit testing, i.e.
the confidence that the data variation falls under the null hypothesis, must reflect this
variation with sample size. To turn this around and actively sub-sample the data to
produce less sensitive goodness-of-fit tests is a potentially useful feature with several
advantages. The clustering will be much faster if sub-sampled, because less pixels are
involved in every calculation. The sensitivity reduction means that small sub-groups
that are statistically near more major clusters will be less distinguishable and only the
major cluster will be found to be significant for small sample sizes. This may be desir-
able for many segmentation applications where the whole point is to simplify the image
into only a few thematic groups. The reduced sensitivity may also allow acceptable clus-
tering even if the parametric model does not exactly match the physical phenomenon
that it attempts to describe.
The last point is of particular interest because recent observations for large sample
sizes may begin to indicate limitations with the choice of the K-Wishart model for some
data areas. The strength of the goodness-of-fit testing together with improved visualisa-
tion through class histograms [Doulgeris et al., submitted 2010] or matrix log-cumulant






This chapter contains some final concluding remarks and discusses possible future re-
search.
7.1 Concluding Remarks
The physics of radar backscatter from natural terrain can certainly lead to non-Gaussian
statistical properties of radar images. This work demonstrates the need for flexible non-
Gaussian statistical modelling, validates the suitability of a particular product model
scheme, and describes two separate approaches for non-Gaussian polarimetric analysis.
The first approach involves local estimation of non-Gaussian features which can be
used for subsequent image analysis or for physical parameter inversion. A significant
property is that the resulting features are model independent and so makes very few
prior assumptions on the data. The image clustering example exhibited quite smooth
results and image speckle was clearly reduced in the new feature space.
The second approach assumes a particular parametric model and then takes statist-
ical inference to a new level in fully unsupervised, non-Gaussian image segmentation.
By including goodness-of-fit testing, the clustering algorithm automatically determines
the number of clusters that are statistically supported by the data, guarantees good clus-
tering results, and requires no special initialisation. In addition, all model parameters
are determined automatically within the algorithm, using recent advances in methods
of matrix log-cumulants, and the only required input is the PolSAR image data itself,
the choice of model, and the statistical confidence level for the tests.
The improved level of statistical confidence achieved with these methods now raises
the questions of the physical interpretation of these statistically distinct clusters and the
suitability of particular models, which only future research can answer.
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7.2 Future Applications
This section lists several important questions that this work has raised that still need
to be addressed. Note that some ideas have already been mentioned where relevant in
Chapter 6.
The automatic clustering, or segmentation, still needs to be interpreted. The statist-
ical analysis can only determine the statistically distinct clusters supported by the data,
but does not actually classify the terrain land cover type for each group. This may be
investigated by obtaining suitably detailed ground truth data to determine each class,
or by investigating polarimetric decompositions [Cloude and Pottier, 1996,Freeman and
Durden, 1998, van Zyl et al., 2008, Yamaguchi et al., 2008, Yamaguchi et al., 2005] to de-
termine basic physical scattering mechanisms to aid class assignment.
In addition to polarimetric decompositions, the class texture parameter may be worth
including in any class labelling strategy. This may involve building a library of polari-
metric and textural feature signatures for potential land cover types to choose from. This
will be complicated because texture is scale dependent and some classes, like urban (as
noted in 2.3.6), are only relevant on certain scales. The multilook texture adjustment
factor, from Paper 2, may prove useful in converting all textures to a common level.
Substitution of one, or more, matrix log-cumulants as the texture feature(s) should
also be investigated, as these are also model independent, are asymptotically Gaussian,
and detailed enough to separate different model families. This may be important given
the recent observations from detailed goodness-of-fit testing.
In fact the whole model independent, feature space approach should be investigated
further. Firstly, to see whether the features are normalised in any sense such their val-
ues are consistent from image to image, or for different sensors, because this would be
advantageous for identifying land cover signatures. Secondly, to investigate whether
the automatic number of clusters method can be applied to the feature space approach.
This may require finding a suitable parametric model for the feature space vector, or
sub-sampling sufficiently such that the multivariate Gaussian assumption would suf-
fice. The latter did give quite good results for the (fixed number) clustering presented
in Paper 1. Results from the two different approaches to clustering, feature space and
model-based, could also be directly compared.
Since the K-Wishart model may not always be appropriate, it would be worthwhile,
and quite easy, to adapt the mixture model algorithm to include a range of several mod-
els, i.e. the dictionary-based approach. Since submitting Paper 3, the G0 model has
already been included as a choice of model. The evidence is, however, that more flexib-
ility than either the K-Wishart or G0 is required. Therefore, either a more complicated,
mutli-parameter model is required, such as the Kummer U-distribution [Bombrun et al.,
2010], along with more complicated parameter estimation, or a cluster by cluster choice
of the best fitting distribution may attain similar results.
It would be worthwhile to investigate alternative, probably two texture parameter
models that cover more of the space of matrix log-cumulants observed in real images.
The Kummer U-distribution [Bombrun et al., 2010] is one such model, but there may
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be others. The Kummer U-distribution covers the manifold between the K-distribution
and the G0 distribution, but not below either of them. The tools are now at hand to
really investigate the whole range of potential models in matrix log-cumulant space
to choose amongst them. The experience with numerical evaluation of the Bessel K
function, should also be taken into consideration for a suitable model.
In Section 2.2, several extensions to the current framework were mentioned. It would
be interesting to see whether extending the model, perhaps to a multivariate texture in
the first instance, can still be incorporated into the current statistical framework and
thereby keep the good features like automatically determining the number of clusters.
Similarly, would extending to contextual methods agree with or contradict the auto-
matic number of classes technique?
Also mentioned in Section 2.2, was that topography has not yet been implemented.
Full DEM radiometric terrain correction should be included and the suitability of the
modelling would need to be re-confirmed.
Finally, these techniques should be applied to specific application tasks to see if they
are beneficial to general research. The author did spend ten months at the University
of Alaska, Fairbanks to study sea ice for this purpose, but found that all of the PolSAR
images acquired were severely corrupted with radio frequency interference and were
unsuitable for classification. This has recently been corrected [Meyer and Doulgeris,
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