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Problématique
S'il semble prématuré de parler d'intelligence robotique, les avancées technologiques de ces dernières
années permettent déjà à de petits systèmes robotiques de trouver leur place chez les particuliers. Parmi
eux, on peut citer les robots jouets, les systèmes de surveillance, les aspirateurs, les robots nettoyeurs
de piscine ou encore les tondeuses autonomes. Selon une étude de la commission économique de l'ONU,
il y avait en 2007 plus de 8 millions de robots domestiques dans le monde. Début 2007, Bill Gates, se
joint à l'élan asiatique et lance sa campagne Un robot par foyer  (A Robot in Every Home) [Gates 07]
en comparant l'évolution actuelle de la robotique à celle des ordinateurs dans les années 70. Il y expose
sa vision de la robotique personnelle : plutôt que de concevoir un robot pouvant réaliser une grande
variété de tâches, il imagine un habitat domotisé permettant de gérer un ensemble de robots spécialisés
(voir la ﬁgure 1).
Aujourd'hui, 10% de la population mondiale a plus de 60 ans et cette proportion devrait doubler
d'ici à 2050, se concentrant massivement dans les pays industrialisés [Mann 05]. Cette population
en perte d'autonomie s'ajoutera à la population de personnes handicapées nécessitant une assistance
quotidienne et surpassera largement le potentiel d'accueil des centres spécialisés d'ici quelques années.
Pour palier à ce problème d'accueil, une solution envisagée consiste à apporter une aide adaptée qui
permettrait aux personnes âgées ou handicapées de rester chez elles le plus longtemps possible. La perte
d'autonomie qui les conduit dans les instituts ou les maisons de retraite serait alors repoussée. Cette
aide peut être apportée par des aides soignants et par une modiﬁcation de l'infrastucture (domicile,
centre spécialisé). Cependant, le nombre d'aides soignants a tendance à se stabiliser et sera rapidement
insuﬃsant. Une aide robotisée complémentaire à cette aide humaine permettrait de diminuer le temps
de présence de la tierce personne. Au Japon, où 19% de personnes ont aujourd'hui plus de 65 ans, les
assistants robotiques sont déjà une réalité. En 2015 il est prévu qu'un quart des foyers nippons sera
équipé d'assistants robotiques domestiques, objets communicants mobiles allant de l'accompagnement
psychologique à la télésurveillance médicale.
Parmi les fonctionnalités que devrait compter l'assistant robotique, certaines demandes sont parta-
gées par les personnes âgées et les personnes handicapées, comme la possibilité de saisir et de manipuler
des objets du quotidien aﬁn de pouvoir réaliser des tâches simples en l'absence d'aides soignants. Pour
répondre à ce besoin plusieurs solutions ont été proposées depuis le début des années 70. Les premières
tentatives utilisaient des bras industriels et permettaient de saisir des objets préalablement positionnés
par une personne valide à des emplacements dédiés et connus du système. L'environnement était alors
structuré et contraint. Par la suite, des systèmes portables et légers, pouvant être ﬁxés sur un fauteuil
roulant ou sur des plateformes mobiles ont été développés, ouvrant sur de nouveaux challenges, tels que
la saisie d'objets dont l'emplacement n'est pas connu et dans un environnement qui n'est pas contraint.
Pour répondre à ces nouveaux besoins, trois modes de commande du système ont été envisa-
gés. Une première solution est de n'attribuer aucune autonomie au robot et d'utiliser un mode de
commande manuel ou téléopéré. Le système n'a aucune perception de l'environement. L'utilisateur
perçoit, interprête, décide et le robot agit. Ses mouvements sont commandés via un périphérique
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Fig. 1  Une vision de la robotique personnelle [Gates 07] : plusieurs robots spécialises sont aﬀectés à des tâches spéciﬁques
dans une maison domotisée qui coordonne l'ensemble.
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adapté au handicap de l'utilisateur. Ce dernier est alors sollicité à chaque étape de la saisie ; ce qui lui
demande un certain entraînement, de la dextérité et de l'attention. Selon le degré du handicap, une
telle implication n'est pas toujours souhaitable ou possible.
À l'inverse, une seconde voie d'étude tend à donner toute autonomie au système. L'utilisateur
est exclu de la boucle de commande, son action se limitant à donner un ordre de haut niveau pour
déclencher l'action. À partir de connaissances préalablement acquises et de sa perception de l'environ-
nement, le robot interprète, décide et agit. Le système est complexe et peut demander des temps
de calculs importants pour parvenir à une prise de décision. D'autre part il est diﬃcile de garantir
sa robustesse. En eﬀet, alors que l'être humain peut s'adapter à des situations nouvelles, les systèmes
actuels sont encore loin d'égaler ses facultés d'abstraction et peuvent échouer s'ils sont confrontés à
des situations qui ne sont pas répertoriées dans leur base de connaissances.
La solution se trouve peut être dans un partage judicieux de l'autonomie, en développant un mode
de commande dit semi automatique ou partagé. Dans ce cas, le robot dispose d'une part d'au-
tonomie qui soulage l'utilisateur d'une partie de la commande. L'objectif est de minimiser la fatigue
engendrée par l'utilisation du système tout en limitant la complexité du robot. L'utilisateur et le robot
perçoivent l'environnement et l'interprètent. Cependant les décisions de haut niveau sont laissées à
l'humain et l'action au système. En laissant en permanence à l'utilisateur la main sur le système, il
est plus facile de garantir une certaine robustesse et sa sécurité. L'utilisateur peut interrompre à tout
moment le déplacement du robot ou le modiﬁer s'il le juge inapproprié. D'autre part, certaines tâches,
comme par exemple l'identiﬁcation d'objets ou encore leur utilisation, est immédiate pour l'utilisateur
alors qu'elle est très complexe pour le système. La diﬃculté est alors de trouver un compromis entre
sollicitation de l'utilisateur et complexité du système.
Le travail présenté dans cette thèse s'inscrit dans le cadre d'un projet pour l'assistance aux per-
sonnes handicapées mené conjointement par le CEA-LIST de Fontenay-aux-Roses (Laboratoire de
Téléopération et de Cobotique du Commissariat à l'Énergie Atomique), l'association APPROCHE
(Association pour la promotion des nouvelles technologies en faveur des personnes en perte d'autono-
mie) et l'AFM (Association Française contre les Myopathies). Ce projet tente d'étendre l'utilisation
de robots assistants à l'ensemble des personnes en situation de handicap et s'attache plus particuliè-
rement aux tâches de saisie et de manipulation d'objets pour redonner à ces personnes une certaine
autonomie dans les activités de la vie quotidienne : saisir un objet sur un meuble, ramasser un objet
tombé au sol, se nourrir, etc. Le projet a pour but de simpliﬁer l'interface de commande et permettre
au système de saisir n'importe quel objet rencontré par une personne handicapée, dans son logement
aussi bien que dans les commerces ou les espaces publics.
Dans ce contexte, l'objectif est de proposer des outils pour saisir des objets génériques, tirés du
quotidien, en utilisant uniquement des informations fournies en ligne par l'utilisateur et des caméras
montées sur le système robotique. L'environnement est ouvert, c'est-à-dire qu'il n'est pas limité à
un nombre d'objets prédéﬁnis dont les caractéristiques seraient stockées dans une base de données.
D'autre part, nous nous sommes attachés à réduire l'information donnée par l'utilisateur à une unique
désignation de l'objet sur un écran aﬃchant une vue de la scène. La commande du bras consiste à
saisir l'objet désigné et à le ramener à proximité de la personne.
La tâche de saisie peut être décomposée en quatre grandes étapes qui structurent ce manuscrit :
la détection de l'objet, sa localisation, l'approche grossière et enﬁn la saisie. La détection de l'objet
est en fait laissée à l'utilisateur qui transmet l'information au système par un clic sur l'objet à saisir.
La localisation de l'objet à partir du clic et la représentation de l'objet permettant de positionner les
mors de la pince pour saisir correctement l'objet forment le c÷ur de ce manuscrit. Enﬁn, la fermeture
de la pince est déclenchée lorsque l'objet coupe une barrière optique montée sur la pince.
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Chapitre 1
L'assistance robotisée aux personnes
en situation de handicap
Cette thèse s'inscrit dans le prolongement d'un projet de robotique d'assistance à la saisie d'objets
pour les personnes handicapées, mené au CEA-LIST en partenariat avec les associations APPROCHE
et AFM. Ce premier chapitre présente le contexte applicatif et les motivations de cette thèse.
Dans un premier temps, les besoins des personnes handicapées en terme d'assistance seront pré-
sentés et en particulier il sera montré que la saisie et la manipulation d'objets font partie des tâches
prioritaires qu'elles souhaiteraient pouvoir réaliser pour recouvrir une certaine autonomie au quoti-
dien. Une aide robotisée peut répondre à ces besoins à la condition qu'elle respecte certains critères
qui ont été établis par les équipes cliniques et les patients au cours de campagnes de tests sur des
systèmes réels. Ensuite, une section sera consacrée aux systèmes d'assistance à la saisie existants. Ces
systèmes seront classiﬁés en tenant compte des hypothèses de travail qu'ils utilisent et des stratégies
adoptées pour saisir des objets. Puis nous présenterons les choix qui ont conduit au système sur lequel
nous travaillons : un bras déjà commercialisé qui peut être monté sur un fauteuil ou sur une plateforme
mobile et équipé d'un système de vision.
1.1 L'assistance robotisée à la saisie
"Un senior pourra demander au robot qui comprendra le langage humain, de commander de la
nourriture au restaurant d'en face par exemple. Le robot ira chercher la commande et servira le dî-
ner. Il débarrassera et fera la vaisselle. Il s'occupera même de la santé de son maître car il prendra
ses pulsations cardiaques et sa tension et informera son médecin. Il pourra aussi donner l'alerte si
son propriétaire tombe et ne peut se relever. Par ailleurs, il fera aussi oﬃce de secrétaire et d'ami
proche. Ainsi, ces robots serviront aussi à lutter contre le sentiment de solitude souvent ressenti par
les personnes âgées. On voit donc que les robots d'assistance et de compagnie pour les personnes âgées
ne relèvent plus de la science-ﬁction et commenceront, d'ici une dizaine d'années, à devenir d'indis-
pensables et précieux auxiliaires de vie auprès de nos aînés, tant à leur domicile qu'en institution.
Reste cependant une grande inconnue : le degré d'acceptabilité dont feront preuve les personnes âgées
à l'égard de ces robots qui les accompagneront dans leur vie quotidienne.", écrit le sénateur du Rhône
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René Tréguet.1
Un robot pour assister les personnes âgées2, tel est le rêve du sénateur René Tréguet pour palier
au déﬁcit d'accueil dans les centres spécialisés. Si les robots compagnons qu'il décrit peuvent rendre
une certaine autonomie à des personnes âgées ou en situation de handicap, il ne sont pas encore au
seuil de nos maisons.
Dans un premier temps, cette partie situe la robotique d'assistance au sein de la robotique mé-
dicale. Nous montrerons ensuite quels sont les besoins exprimés par les personnes en situation de
handicap et les équipes médicales. Finalement, nous dresserons la liste des critères qui permettent
d'évaluer un bon système d'assistance.
1.1.1 Une discipline de la robotique médicale
Depuis les années 60, la robotique a su trouver sa place dans le domaine de l'assistance à la personne
et plus largement dans le milieu médical, donnant naissance à de nouveaux domaines d'application
(voir ﬁgure 1.1).
Le premier champ applicatif est la robotique chirurgicale qui améliore considérablement le confort
du patient et la précision du médecin. Depuis la ﬁn des années 90, des systèmes tels que les robots
Zeus et Da Vinci assistent le geste médical dans la chirurgie mini-invasive. Sur certaines opérations
intra abdominales, les risques de complications qui étaient de 19% en chirurgie traditionnelle tombent
à 6%. Les patients reviennent à une activité normale au bout de 27 jours au lieu de 52 auparavant. Le
seul frein à l'utilisation de ces systèmes est l'augmentation du coût des opérations qu'ils engendrent.
Parallèlement à la robotique chirurgicale, des simulateurs ont été développés pour la formation à
l'utilisation de ces nouveaux outils mais aussi pour simuler le comportement des patients. Des centres
de formation du type de celui de l'IRCAD à Strasbourg, permettent aux chirurgiens de se former en
chirurgie mini-invasive en utilisant des bras à retour d'eﬀort. Au Japon, des simulateurs de patients
ont été conçus pour l'entraînement aux soins dentaires. Ces équipements permettent aux praticiens de
réaliser les soins dans des conditions proches des conditions réelles tout en ayant un retour quantitatif
sur les soins administrés, ce qui leur permet éventuellement de corriger leurs gestes.
La robotique d'assistance fait partie de la robotique de réhabilitation qui désigne tous les systèmes
qui permettent de compenser ou d'améliorer une fonctionnalité manquante ou déﬁciente du corps
humain. En plus des systèmes d'assistance, elle englobe également les robots orthèses (aussi appelés
exosquelettes), les prothèses robotisées et les systèmes de rééducation (voir ﬁgure 1.1).
Une prothèse robotique est un ensemble mécanique actionné qui se substitue à une partie man-
quante du corps humain. Ces systèmes sont utilisés le plus souvent pour redonner des capacités de
mobilité ou de manipulation lorsqu'un membre est manquant. La ﬁgure 1.2 présente deux prothèses ré-
cemment développées. Actuellement, la recherche tente de développer des interfaces qui permettraient
une communication directe entre les actionneurs et les capteurs du robot, et le système nerveux du
corps humain.
Les orthèses sont des squelettes externes qui renforcent une articulation ou un muscle ineﬃcace.
Elles sont utilisées pour palier à une déﬁcience permanente ou pour servir à ampliﬁer la force du
corps humain pour porter des charges lourdes. Elles sont également utilisées en rééducation, comme
les orthèses Able du CEA et ARmin de l'ETH Zurich (voir ﬁgure 1.3). La recherche s'intéresse prin-
cipalement à l'amélioration de la morphologie du robot qui est intimement lié au corps humain. La
conception d'orthèses et de prothèses demande d'accorder un soin particulier au design du système
1Extrait du site de la société Altavis, société de conseil auprès des collectivités territoriales et des entreprises de
haute technologie dans les domaines de la prospective, de la stratégie, de l'innovation, des nouvelles technologies de
l'information et de l'aménagement du territoire (http ://www.altavis.fr) .
2Les personnes âgées présentent une perte d'automie qui peut parfois demander les même outils que des personnes
en situations de handicap. Dans ce chapitre, nous parlerons donc à la fois des populations vieillissantes et des personnes
en situation de handicap.
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Fig. 1.1  La robotique médicale. Trois familles de systèmes robotiques peuvent être distinguées, dans le domaine de la
chirurgie, de la réhabilitation et de la simulation d'acte médicaux. Parmi les robots de réhabilitation, on trouve les prothèses,
les orthèses (ou exosquelettes), les robots d'assistance à la saisie ou à la marche et les robots de rééducation. La limite entre
ces catégories est ﬂoue et il est courant de considérer que les orthèses et les prothèses sont des robots d'assistance.
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Fig. 1.2  À gauche, une prothèse de bras, à droite, une prothèse de cheville et de pied.
Fig. 1.3  À gauche, l'orthèse ARmin de l'ETHZ à droite l'orthèse Able du CEA-LIST. Ces orthèses sont utilisées pour la
rééducation du membre supérieur.
pour qu'il soit léger et que l'encombrement soit minimal. Ces systèmes sont portés par la personne et
sont téléopérés.
Dans le domaine de la rééducation, l'objectif est de produire des systèmes permettant de faire
travailler des segments du corps humain indépendamment les uns des autres et de pouvoir évaluer
quantitativement l'évolution de l'état de santé du patient. Le Lokomat est présenté sur la ﬁgure 1.4
et illustre la branche rééducation de la ﬁgure 1.1. C'est un tapis roulant équipé d'une potence qui
permet de soutenir le patient. Il permet de rééduquer la marche tout en permettant de limiter les
complications liées à une position assise prolongée.
Enﬁn, le dernier domaine de la robotique de réhabilitation est la robotique d'assistance. Ce champ
applicatif peut être divisé en deux sous catégories : les aides à la mobilité et à la saisie. Malgré la
richesse des développements de ces dernières années, les solutions proposées ne parviennent pas à être
diﬀusées auprès des personnes en situation de Handicap. Actuellement, les aides techniques à la saisie
les plus utilisées sont des prothèses ou des orthèses qui sont entièrement mécaniques et ne comportent
pas d'actionneurs. Elles sont peu coûteuses et légères. Seul le bras téléopéré Manus a su trouver sa
place parmi les utilisateurs de fauteuil roulant et son succès relatif est principalement dû au fait que
la sécurité sociale hollandaise le rembourse. La preuve en est que la quasi totalité de ses utilisateurs
vivent en Hollande et quasiment aucun de ses bras n'est utilisé en France.
Parmi les robots appartenant à la grande famille de la robotique de réhabilitation, les robots qui
sont contrôlés par des médecins peuvent être distingués de ceux qui sont directement utilisés par des
patients dans leur vie quotidienne, à domicile ou dans les centres de soins. Les premiers sont des outils
évolués, réservés à un public d'expert. La question est alors de savoir quels outils robotiques sont utiles
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Fig. 1.4  Le robot Lokomat rééduque la marche.
au corps médical et par voie de conséquence au patient. Dans le second cas, l'objectif est de palier
à une déﬁcience. Ces robots sont utilisés quotidiennement par des non spécialistes qui peuvent avoir
des diﬃcultés d'ordre moteur ou psychologique. Il s'agit alors de déterminer quelles aides techniques
peuvent être utiles à des personnes en situation de handicap.
1.1.2 Les besoins des personnes en perte d'autonomie en termes d'assis-
tance robotisée
Ce paragraphe présente les besoins exprimés par les personnes en situation de Handicap en termes
d'assistance en général puis d'assistance technique. La première partie s'appuie sur une étude statis-
tique réalisée auprès de la population française en 2004 et la suite se fonde sur les conclusions des
validations d'outils robotiques réalisés par des roboticiens et des équipes médicales.
À la demande du Secrétariat d'état aux personnes handicapées et dans le cadre des débats par-
lementaires sur la réforme de la loi d'orientation en faveur des personnes handicapées de 1975, le
CTNERHI (Centre Technique National d'Études et des Recherches sur les Handicaps et les Inadap-
tations), la DGAS (Direction Générale de l'Action Sociale) et la DREES (Direction de la Recherche
des Études, de l'Évaluation et des Statistiques) ont rédigé une brochure intitulée Le handicap en
chiﬀres. Elle vise à proposer une photographie rapidement lisible des principaux chiﬀres clés sur le
handicap et rappelle les déﬁnitions des principaux concepts et indicateurs [Brouard 04] (l'encadré 1.5
situe la notion de handicap).
Parmi la population française vivant à domicile3, 42% des personnes déclarent rencontrer des diﬃ-
cultés physiques liées à des déﬁciences 4. 12% des déﬁciences déclarées sont attribuées à des accidents,
10% à des causes précoces (complication de grossesse, malformations congénitales, maladies hérédi-
taires) et 26% au vieillissement. D'autre part, plus de 20% des personnes vivant à domicile déclarent
au moins une incapacité5.
10% des personnes vivant à domicile déclarent avoir recours à une assistance régulière d'une autre
personne. Inférieure à 7% avant 60 ans, cette proportion dépasse 20% après 70 ans. En 1999, deux
3Cette étude concerne la totalité de la population et non uniquement les personnes déclarées en situation de handicap.
4Déﬁcience : correspond à un problème organique ou des structures anatomiques sous forme d'écart ou de perte
importante. La notion de déﬁcience ne comporte pas à proprement parlé de notion de gravité.
5Incapacité : diﬃculté ou impossibilité de réaliser des actes élémentaires comme se tenir debout, s'habiller, parler.
Elles résultent en général, d'une ou plusieurs déﬁciences [Brouard 04].
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millions d'adultes âgés de 20 à 59 ans et vivant à domicile avaient une pension d'invalidité ou un taux
d'incapacité attribué par une instance administrative. 40% d'entre eux déclaraient recevoir une aide
régulière en raison de leurs conditions de santé. Les aidants sont principalement des membres de la
famille (62%) mais peuvent aussi être des aides professionnelles (13%). Au premier rang des tâches
dispensées, on retrouve les tâches ménagères et les courses. En plus des aides humaines, près de 5.7
millions de personnes ont recours à au moins une aide technique6 à domicile. Les besoins en aide
technique sont par ailleurs moins couverts à domicile qu'en institutions [Rousel 02]. Une analyse de
l'apport des aides techniques mentionnée dans cette étude, réalisée dans [NaitChabane 06] montre que
si les besoins en aide à la mobilité sont presque satisfaits, les besoins en assistance à la manipulation
ne le sont pas.
Il apparaît que nombre de personnes en situation de handicap pourraient être plus autonomes
dans leur vie quotidienne si elles pouvaient regagner des degrés de mobilité ou bien saisir des objets
en utilisant une aide technique adaptée. De nombreuses applications sont actuellement développées
pour fournir une assistance robotique à cette population vieillissante. À tel point qu'une session spé-
ciale Human and Humanoid in Aging Society a été dédiée à ce phénomène de société lors du congrès
international de robotique (IEEE IROS) qui s'est tenu à Nice en 2008.
Cependant, s'il est possible d'établir les statistiques du handicap et de dresser la liste des fonc-
tionnalités qui sont le plus atteintes par le vieillissement et le handicap, il est très diﬃcile de traduire
ces chiﬀres en cahier des charges d'une aide technique pour déﬁnir quelle aide robotisée serait la plus
utile à une personne et sous quelle forme. Il est très diﬃcile pour une personne handicapée d'imaginer
à quoi ressemblera cette aide robotique a priori. Bien souvent, il y a un écart important entre ce
que les personnes avaient demandé avant la réalisation d'un système et les remarques qu'elles font
lors de phases de validation. Avant la conception du bras Manus, une enquête auprès de personnes
handicapées avait permis de déterminer qu'elles souhaitaient avoir un bras monté sur leur fauteuil,
plutôt en avant du fauteuil et commandé par un joystick ou des boutons poussoirs. À l'usage, ces
mêmes personnes ont constaté que ce bras alourdissait leur fauteuil et ne leur permettait pas de faire
demi-tour dans un couloir étroit.
L'étude de Stranger et al [Stranger 94] tente de mettre en évidence à la fois les besoins priori-
taires des personnes handicapées et les causes de la mauvaise distribution des outils de manipulation
robotisés. Elle compile les résultats de neuf campagnes menées en Angleterre et aux États Unis qui
dressent la liste des tâches prioritaires. Les questionnaires préliminaires, qui portent sur les capacités
motrices et intellectuelles des utilisateurs, et les questionnaires post développement, qui portent sur
l'évaluation de systèmes robotiques, sont conjointement étudiés. Globalement, ces travaux montrent
que la possibilité de manipuler des objets du quotidien se trouvant dans un environnement inconnu
est une priorité. Plus spéciﬁquement, la tâche qui arrive en tête de la liste des besoins prioritaires est
le ramassage d'objets tombés au sol ou posés sur une étagère. Viennent ensuite les tâches relatives à
la prise des repas, à l'hygiène et aux loisirs.
Une étude de 2005, réalisée par Balaguer [Balaguer 05], abonde également dans ce sens. Elle a sondé
l'opinion de personnes handicapées à propos de l'utilisation d'une aide robotisée. 66% des personnes
interrogées trouvent que la possibilité de saisir et relacher des objets est primordiale. Environ 50% des
personnes interrogées pensent qu'un bras robotique pourrait avoir un impact positif sur le niveau de
soin quotidien dont ils ont besoin. Seuls 4.5% des sondés pensent qu'il aurait un eﬀet négatif. D'autre
part 86% des sujets pensent qu'ils pourront réaliser des nouvelles tâches dans leur vie quotidienne.
Il existe un besoin exprimé d'assistance à la saisie et à la manipulation d'objets et il a été montré
que répondre à ce besoin permettrait à des personnes en perte d'autonomie de pouvoir rester plus
longtemps à leur domicile, voire d'exercer une activité professionnelle. Pour que l'aide technique dé-
6Les aides techniques sont déﬁnies par la norme ISO9999 comme tout produit, instrument, équipement ou système
technique utilisé par une personne atteinte d'un handicap ou d'un désavantage social, fabriqué spécialement ou existant
sur le marché, destiné à prévenir, compenser, soulager ou neutraliser la déﬁcience, l'incapacité ou le handicap.
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La notion de handicap
Apparu dans le langage usuel au milieu des années 1950, le terme handicap a été
consacré en France, par la loi d'orientation en faveur des personnes handicapées de
1975. Cette loi abrogée en 2001, composante essentielle du système de protection sociale
actuellement en vigueur, ne contenait ni déﬁnition du handicap, ni déﬁnition de la
personne handicapée. Elle laissait aux COTOREP et CDES1 le soin de déﬁnir qui a
accès aux hébergements, services et prestations en nature du secteur.
Le terme de handicap est vite apparu comme une notion recouvrant des concepts plus
ou moins polymorphes selon les interlocuteurs, chacun insistant préférentiellement sur
une des dimensions de ce polymorphisme : chronicité, incapacité, insertion sociale,
nature de l'atteinte organique ou psychique. Pour tous, les contours du concept et, par
voie de conséquence, ceux de la population concernée, étaient ﬂous. Finalement, en
France tout du moins, la population handicapée était soit celle, qui ayant déposé un
dossier en CDES ou COTOREP était reconnue comme telle au travers de l'attribution
d'une prestation spéciﬁque du handicap, soit celle qui se considérait spontanément
comme handicapée.
En 1980, l'Organisation Mondiale de la Santé a aidé à la clariﬁcation de la notion
de handicap en adoptant à titre expérimental une Classiﬁcation Internationale des
Handicaps (CIH). Celle-ci a rapidement été considérée comme une avancée concep-
tuelle. Remplacée en 2001 par la Classiﬁcation Internationale du Fonctionnement, du
handicap et de la santé (CIF), la CIH constitue cependant encore la trame de l'analyse
actuelle de la notion de handicap, notamment dans l'acceptation que ce concept est
pluridimensionnel et que les diﬀérentes dimensions sont liées par des relations multiples.
Selon la CIF, le handicap, comme son corollaire positif, le fonctionnement, comporte
deux grands types de composantes : la composante de l'organisme, elle-même constituée
de deux domaines (celui des fonctions organiques et celui des structures anatomiques)
et la composante des activités et de la participation (deux façons d'envisager les tâches
et actions de la vie). La forme prise, pour un individu donné, par chacune de ces com-
posantes est elle-même le résultat de l'interaction entre des problèmes de santé (trouble,
maladie) d'une part, et des facteurs environnementaux et personnels d'autre part. Ainsi
deux individus présentant le même problème de santé peuvent ils connaître des types ou
des degrés de handicaps diﬀérents selon le milieu dans lequel ils vivent et leurs carac-
téristiques personnelles en termes d'âge, de sexe, d'origine sociale, d'expérience de vie
préalable au trouble etc.
Fig. 1.5  Extrait de la brochure Le handicap en chiﬀres [Brouard 04].
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veloppée soit en adéquation avec les besoins exprimés, il est nécessaire d'inclure les équipes cliniques
et les patients dans le cycle de développement des systèmes aﬁn de faire évoluer le système vers un
outil utile et accepté.
1.1.3 Quels critères doit satisfaire une aide robotisée destinée aux per-
sonnes en perte d'autonomie ?
Pour que des robots d'assistance soient diﬀusés chez les personnes en situation de Handicap, un
compromis acceptable doit être trouvé entre les fonctions développées, la facilité d'utilisation, la ﬁabi-
lité et le coût [Stranger 94]. Il faut également que le robot puisse fonctionner dans un milieu non struc-
turé, qu'il soit le plus rapide possible et permette d'eﬀectuer une grande variété de tâches [Kazi 95].
Une étude quantitative menée à la ﬁn des années 80 [Batavia 91] a permis d'identiﬁer 15 critères
qu'un système d'assistance doit remplir en les classiﬁant par ordre de l'importance que les utilisateurs
leur accordent. Cette liste a été aﬃnée quelques années plus tard [Lane 96]. Il apparaît que le premier
critère est l'eﬃcacité, c'est-à-dire l'amélioration des conditions de vie de l'utilisateur, telle que perçue
par l'utilisateur lui-même. Le second critère est l'operabilité, il déﬁnit si le système est facile à com-
mander et si sa commande est adaptée au handicap de la personne. Les critères recensés par l'étude
de J.P. Lane sont donc les suivants [Lane 96] :
1. Eﬃcacité ;
2. Opérabilité ;
3. Coût ;
4. Fiabilité ;
5. Portabilité ;
6. Durabilité ;
7. Sécurité et intégrité informatique ;
8. Sécurité physique ;
9. Simplicité d'apprentissage ;
10. Confort physique et acceptation ;
11. Facilité de maintenance.
Nous allons revenir sur certains de ces critères qui ont plus particulièrement guidé les choix de
développement de notre projet.
1.1.3.1 Eﬃcacité, ﬁabilité et robustesse
Pour que l'utilisateur ait conﬁance dans un système qui fera partie intégrante de sa vie quotidienne
et accepte de l'utiliser, la ﬁabilité et l'eﬃcacité sont des enjeux majeurs. Un utilisateur préférera être
sollicité voire même téléopérer le système, si ses facultés motrices le permettent, plutôt que de voir une
tâche automatique échouer. D'autre part, pour qu'un système de saisie soit utilisable quotidiennement,
il doit permettre de saisir le plus vaste choix d'objets possible avec un minimum de restriction sur les
objets [Lane 96].
Ainsi, lors du développement des outils présentés dans cette étude, la possibilité de saisir un objet
quelconque sera privilégiée sur le temps mis pour eﬀectuer la tâche de saisie. Lors du forum dédié aux
attentes des personnes handicapées organisé lors de la Conférence Internationale sur la Robotique de
Réhabilitation (ICORR'07), il est apparu qu'une saisie autonome doit pouvoir être eﬀectuée dans un
temps qui a le même ordre de grandeur que le temps que mettrait une saisie en mode manuel.
D'autre part, l'utilisateur peut être sollicité dans la mesure de ses facultés pour contrôler le système
et le rendre plus robuste. La question est alors de savoir comment partager au mieux les tâches entre le
système et la personne pour assurer la réalisation d'une tâche tout en limitant la fatigue de l'utilisateur.
1.1.3.2 L'opérabilité ou l'interface de commande
Les systèmes dédiés aux personnes en perte d'autonomie doivent disposer d'une interface adap-
table à la variété des handicaps représentés. Le chapitre du handbook of robotics [VanderLoos 08]
souligne trois diﬀérences majeures entre les robots industriels et les robots d'assistance. Tout d'abord,
l'opérateur n'est pas un spécialiste en commande robotique, ce n'est ni un roboticien ni un technicien.
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Ensuite, l'opérateur présente par déﬁnition un handicap. Enﬁn, l'interface doit être individualisée :
une solution qui fonctionne pour un patient ne fonctionnera pas telle quelle pour un autre patient,
ne serait-ce que pour des questions de morphologie. Le système doit pouvoir être modiﬁé par un
ergothérapeute pour être adapté au patient auquel il est prescrit.
Un soin particulier doit être porté aux interfaces de contrôle qui doivent être intuitives pour que
le plus grand nombre puisse les utiliser. Plus son handicap aﬀecte une personne et plus chaque action
est coûteuse et pénible. L'idéal est de proposer à l'opérateur d'utiliser une interface à laquelle il
est habitué comme le proposent les ARPH [Colle 02] et les projets Aviso et Anso du CEA-LIST
[Remazeilles 08, Leroux 06].
Notre étude fait suite au projet Aviso qui propose une interface graphique permettant de contrôler
le système à partir de clics sur un écran en utilisant l'outil le plus adapté au handicap de la personne
(track ball, déclenchement au soue, suivi du regard, Joystick...). Il a été montré que plus le nombre
de validations (ou clic) de l'utilisateur est élevé, plus la fatigue est importante [Leroux 06]. Ainsi,
l'objectif de cette étude sera de réduire la commande à un clic unique sur une interface graphique,
généré par le périphérique le plus adapté à l'utilisateur.
1.1.3.3 Sécurité
Lorsqu'un robot d'assistance est déployé à proximité des personnes, la question de la sécurité
devient fondamentale. En eﬀet, la robotique d'assistance ne permet pas d'isoler les robots. Il faut
donc trouver des solutions pour rendre les systèmes inoﬀensifs. C'est actuellement l'un des freins
principaux au développement de systèmes de manipulation pour le handicap.
Pour sécuriser un robot d'assistance, des solutions peuvent être trouvées dans sa conception mé-
canique. Par exemple, pour limiter le couple en bout de bras, la société Exact Dynamics a placé tous
les actionneurs du Manus dans sa base. Ainsi, le bras est allégé du poids des moteurs et le couple
en bout de bras est réduit ce qui minimise la force d'un impact éventuel. Il est également possible
d'ajouter des capteurs d'eﬀort sur le bras aﬁn d'arrêter son mouvement en cas de contact non désiré.
Avant de pouvoir être testé en milieu hospitalier ou lancé sur le marché, un système robotique doit
passer une série de tests pour recevoir une habilitation auprès du Comité de Protection des Personnes
(CPP). Les tests réalisés assurent que les défaillances élémentaires ne conduisent pas à un mode de
fonctionnement dangereux pour la personne. Le bras Manus possède les habilitations pour être utilisé
à proximité des patients. Cependant, à chaque modiﬁcation du système il faut demander et obtenir à
nouveau ces habilitations.
Si la sécurisation mécanique du bras peut être quantiﬁée et vériﬁée, il existe une autre notion de
sécurité bien plus subjective et diﬃcilement quantiﬁable par les normes : l'appréciation de l'utilisateur
de sa propre sécurité. Les personnes qui utilisent un bras sur fauteuil sont, par exemple, souvent
anxieuses de voir le bras s'approcher trop près de leurs jambes. Elles craignent d'être blessées sans
sentir la douleur. On se rapproche alors de la notion de ﬁabilité. Plus le système est robuste et ﬁable
et plus cette sensation de sécurité sera améliorée.
Pour palier à cette sensation d'insécurité, l'utilisateur doit pouvoir reprendre le contrôle sur le
robot à tout moment pour l'arrêter ou modiﬁer son comportement. Il faut qu'il ait en permanence
une possibilité de contrôle souveraine par rapport au contrôle autonome du robot.
1.1.3.4 Coût
Si les systèmes médicaux classiques sont principalement ﬁnancés par des instituts, les systèmes
d'assistance, quant à eux, sont principalement ﬁnancés par les particuliers [Stout 08]. En France, il
peuvent être en partie pris en charge par des systèmes de ﬁnancement de la sécurité sociale (via
les MDPH). Le problème du coût est étroitement lié à la personnalisation nécessaire du matériel
pour qu'il soit adapté au handicap de son utilisateur. Pour donner un exemple, un fauteuil roulant
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électrique contrôlé par des périphériques adaptés vaut le prix d'une voiture de classe moyenne alors
qu'elle embarque nettement moins de technologie.
Contrairement au secteur automobile, le secteur du handicap ne peut pas compter sur une pro-
duction de masse pour faire diminuer les coûts. Le chapitre [VanderLoos 08] dédié à la robotique de
réhabilitation du Handbook of robotics propose de résoudre ce problème en recourant à la personnali-
sation de masse. Plutôt que de parler de robot d'assistance aux personnes handicapées, pourquoi ne
pas étendre l'assistance à un public plus large, comme celui des papis boomers qui ont des moyens
ﬁnanciers, en rebaptisant les robots d'assistance en robots d'amélioration du quotidien. La base du
marché est élargie et une production suﬃsante à la baisse du prix peut alors être envisagée.
Dans cette étude, nous nous attacherons à limiter le prix de l'outil de saisie en choisissant des
capteurs standards et peu coûteux.
1.1.3.5 Faible encombrement
Il existe plusieurs manières d'envisager l'aide au handicap. La première solution consiste à aménager
l'environnement pour qu'il soit adapté au handicap de la personne qui y évolue. Cette solution peut
être envisagée lors de la conception de logements ou de centres de soins. Pour une personne en fauteuil,
il s'agit par exemple d'élargir les espaces de circulation, d'installer des portes coulissantes, des rampes
d'accès et des ascenseurs et d'étudier le mobilier pour que les objets soient accessibles. À Lorient, le
centre de rééducation et de réadaptation fonctionnelle de Kerpape teste des appartements témoins de
ce type.
Si un environnement adapté semble être la solution idéale, elle ne peut pas être entièrement étendue
à l'espace public où personnes en situation de handicap et personnes valides se côtoient. En eﬀet,
si de nombreux eﬀorts sont faits pour l'accessibilité (places de parking, rampes et ascenseurs) très
peu d'eﬀorts sont faits pour permettre à des personnes handicapées, par exemple, d'atteindre des
objets sur les étalages marchands. D'autre part, il est diﬃcile dans certaines villes d'acquérir un
logement suﬃsamment spacieux pour mettre en place les aménagements nécessaires. Dès lors, plutôt
que d'adapter l'environnement au handicap de la personne, il est préférable d'adapter, dans la mesure
du possible, les outils pour le handicap aux espaces publics.
L'encombrement du système devient alors un point clé.
Conclusion
La saisie et la manipulation d'objets apparaissent comme des tâches prioritaires pour les personnes
âgées et handicapées. Si elles disposaient d'un outil de saisie d'objets, elles pourraient regagner une
certaine autonomie qui leur permettrait de se passer de l'aide d'un assistant quelques heures par jours
pour manger, lire un livre, prendre un objet sur une étagère ou le ranger, faire leurs courses. En plus de
leur permettre de vivre chez elles plus longtemps, l'assistance à la saisie pourrait aussi leur permettre
de retrouver une place dans la vie active.
S'il est aisé de recenser les besoins des personnes handicapées, il est très diﬃcile de traduire
ces besoins en termes d'aide technique. En eﬀet, il est impossible pour une personne de déterminer à
l'avance quelle devrait être la structure du robot dont elle aurait besoin. La seule solution est d'inclure
équipes médicales et patients dans le cycle de développement des systèmes pour avoir un retour sur
les fonctionnalités développées au fur et à mesure de leur développement.
Pour qu'un robot d'assistance trouve sa place auprès des personnes en perte d'autonomie, il doit
réunir un certain nombre de critères qui ont été établis par des études statistiques auprès de la
population concernée. Ce système doit en particulier être eﬃcace et facilement opérable. Viennent
ensuite des impératifs de coût, de sécurité et d'encombrement.
La section suivante présente les assistants à la saisie existants. En particulier, seront étudiées les
hypothèses émises sur les objets et les scènes où ils se trouvent, que ces hypothèses soient directement
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imposées par la structure du robot ou bien utilisées pour simpliﬁer le problème de la saisie. Les
méthodes de désignation des objets et les modes de commande seront également détaillés.
1.2 Les systèmes d'aide à la saisie
La saisie d'objet en milieu humain est un challenge technique qu'il faudra résoudre pour déve-
lopper des robots qui puissent assister les personnes en perte d'autonomie dans leur vie quotidienne
[Kemp 07, Katz 08]. Plusieurs caractéristiques de l'environnement humain ont été identiﬁées et dé-
crites dans [Kemp 07]. L'environnement humain est un environnement non contrôlé et, par déﬁnition,
dimensionné pour les humains, dynamique (les objets changent de place sans que le robot agisse). La
diﬃculté principale est de percevoir cet environnement, à tel point que la plupart des aides techniques
à la saisie en milieu humain sont téléopérées ou limitées à une utilisation dans un environnement struc-
turé, c'est-à-dire modiﬁé pour être adapté à l'utilisation du système, typiquement l'environnement d'un
robot industriel dans une usine. Dans la suite de ce document, nous opposerons les environnements
humains aux environnements structurés.
Les outils robotiques d'assistance à la saisie existants sont généralement diﬀérenciés en plusieurs
catégories selon qu'ils sont ﬁxes ou mobiles, dépourvus ou équipés de capteurs [Kawamura 94a,
Kawamura 94b] . Cette section n'a pas pour vocation de dresser un état de l'art exhaustif des systèmes
existants mais plutôt d'observer quelles sont les contraintes liées à chacune de ces catégories physiques.
Le lecteur intéressé pourra se référer à l'état de l'art des systèmes robotiques pour le handicap du
chapitre dédié du Handbook of robotics [VanderLoos 08]. Une perspective historique des systèmes pour
le handicap en Europe peut être également trouvée dans [Hillman 03, Dallaway 95]. Le pendant amé-
ricain de cette étude est [Harwin 95].
Dans un premier temps, les systèmes de saisie d'objets sans capteurs seront présentés. Ils per-
mettent de saisir des objets dont l'emplacement et la position sont parfaitement déterminés en mode
automatique préprogrammé. Ils permettent également de saisir des objets en mode manuel, c'est l'uti-
lisateur qui perçoit l'environnement et adapte les mouvements du système à la tâche à eﬀectuer. Le
deuxième paragraphe est dédié aux systèmes avec capteurs qui imposent des contraintes permettant
de limiter l'environnement ou l'ensemble des objets. Enﬁn, nous nous intéresserons aux systèmes qui
proposent des méthodes de saisie d'objets dans des environnements ouverts pour pouvoir saisir la plus
grande variété d'objets dans un milieu non structuré.
1.2.1 La saisie d'objet sans perception de l'environnement.
Les stations de travail constituent le premier transfert de la robotique industrielle vers la robotique
d'assistance dans les années 60 [Hillman 03]. Elles étaient destinées aux activités de la vie courante ou
professionnelle telles que les activités de bureau, la préparation des repas ou encore l'assistance à la
saisie d'objets à proximité d'un lit. Elles sont composées d'un ensemble de systèmes électromécaniques
installés dans une pièce dédiée à leur utilisation. La plupart du temps, ces plateformes ne sont pas
équipées de capteurs.
Le projet européen RAID, pour Robotic Assistance in Daily living, permet à une personne handica-
pée d'exercer une activité professionelle de bureau [Jones 99, Busnel 01]. Le robot RAID est constitué
d'un bras industriel monté sur un ensemble bureau-étagère (voir la ﬁgure 1.6). Chaque alvéole de l'éta-
gère contient des documents répertoriés dont l'emplacement est connu du système. Son interface de
commande est basée sur les développements du projet Master [Busnel 01] qui permet à une personne
handicapée d'utiliser le périphérique de commande le plus adapté à son handicap pour contrôler les
mouvements du robot : contrôle vocal, joystick, smart ball, etc.
Le projet collaboratif américain DeVAR, Desktop Vocational Assistant Robot, de l'université de
20 L'assistance robotisée aux personnes en situation de handicap
Fig. 1.6  La station de travail Raid (robotic assistance in daily Living) [Jones 99]
Stanford et du centre médical VA (1989-1994) [VanderLoos 95], est un autre exemple de station de
travail. Il a été poursuivi et renommé par la suite ProVar [VanderLoos 00] (1996-1999). Cette fois,
le bras manipulateur est ﬁxé sur un système de rails au plafond (voir la ﬁgure 1.7). Il est équipé de
capteurs ultra-sons qui permettent de détecter et d'éviter des obstacles lors de la manipulation dans
des modes de commande téléopérés. L'environnement est contraint. Le système connaît l'emplacement
de chaque objet et de chaque rangement. Le bras est programmé pour atteindre des emplacements
précis sur le bureau ou sur des étagères pour y chercher des objets spéciﬁques (du papier, un téléphone,
un livre) dont la position est parfaitement connue. Le positionnement de ces objets aux emplacements
prévus demande l'intervention quotidienne d'un assistant valide. Ces stations de travail sont donc
limitées par leur manque de réactivité face à un changement de leur environnement : s'il y a la
moindre erreur entre la position courante d'un objet et la position apprise par le système, il lui est
impossible de saisir cet objet.
Fig. 1.7  Le projet DeVAR/ProVAR [VanderLoos 95, VanderLoos 00]
Cependant, cette stratégie de saisie est simple. Elle a été directement portée sur des petits systèmes
légers que l'on pose sur une table pour manger, se laver ou tourner les pages d'un livre. Ces robots,
vendus comme du petit matériel électroménager, sont les premiers véritables succès commerciaux en
terme de robotique d'assistance. Ce sont des systèmes électromécaniques simples et peu coûteux qui
sont conçus pour réaliser des tâches spéciﬁques.
Le robot Handy I [Topping 98] est un bras monté sur table roulante qui présente un plateau à
compartiments (voir la ﬁgure 1.8). Le plateau et l'instrument en bout de bras peuvent être changés
selon la tâche à eﬀectuer (manger, se maquiller, se laver).
MySpoon [Ishii 95, Soyama 03] de la société Secom est un petit système qui se pose sur une table
pour l'aide à la prise des repas. Il est également constitué d'un plateau compartimenté et d'un bras
qui est commandé par un joystick. Pour utiliser ces deux systèmes, l'intervention d'un assistant valide
est nécessaire pour mettre en place les accessoires ou placer les aliments préalablement découpés dans
les compartiments.
Pour se libérer de la contrainte de positionnement des objets imposée sur les robots qui viennent
d'être présentés, une solution est donnée par les modes de commande manuelle. Un des premiers
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Fig. 1.8  Le robot Handy
Fig. 1.9  Le robot my spoon
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bras ﬁxes pour l'assistance à la saisie d'objets placés dans une position quelconque, est le robot
Tou [Casals 93] développé à l'université Polytechnique de Catalogne en Espagne (voir ﬁgure 1.10). Il
a été conçu initialement pour pouvoir saisir des objets ou refaire un lit. Ce bras ne dispose d'aucun
capteur, il ne fonctionne qu'en mode manuel. L'utilisateur commande Tou en utilisant la voix ou sa
mobilité résiduelle (joystick ou clavier spécial).
Fig. 1.10  Le robot Tou
Pour augmenter l'espace d'utilisation de l'outil de saisie, des bras légers et portables se ﬁxant sur
les fauteuils roulants ont été mis au point dans les années 80. Les premiers bras pour fauteuil roulant
commercialisés sont leManus Arm [Eftring 99, Kwee 89] d'Exact Dynamics (6 + 2 degrés de liberté)
et le bras Raptor de Phybotics [Mahoney 01] (4 degrés de liberté). Leurs eﬀecteurs sont des pinces
parallèles à deux doigts. Ce sont des bras sécurisés qui sont faits pour être déployés à proximité des
utilisateurs. Ces systèmes sont téléopérés via un jeu de commandes standards. Le bras Manus est
livré avec un clavier 16 touches, des pédales, et un joystick. Il présente deux modes de commande,
une commande cartésienne qui permet de déplacer la pince selon les trois directions principales d'un
repère lié à la base du bras ; et un mode de commande articulaire qui permet de déplacer chacune des
articulations du bras indépendamment les unes des autres.
Ces deux bras ont été sujets d'une étude mécanique comparative [Sundarrao 06] montrant que les
six degrés de liberté du bras Manus permettent une bonne manipulabilité tandis que les 4 degrés du
Raptor sont tout juste suﬃsants pour réaliser une tâche de saisie. Cette étude met aussi en évidence
les diﬃcultés d'utilisation des commandes standards selon le handicap de la personnes et les défauts
des contrôleurs natifs de ces bras. Ces bras ont été conçus pour être téléopérés. Le contrôleur natif du
Manus est particulièrement inadapté à une commande autonome via un ordinateur : la précision de
la commande en vitesse est très faible (5/s) et les temps de réponse sont très importants.
Fig. 1.11  Les bras Manus et Raptor
Les possesseurs d'un bras Manus arrivent à manipuler et à saisir de nombreux objets et même à
déplacer leurs membres (voir ﬁgure 1.2.1). Cependant certaines situations peuvent être inextricables
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dans un mode manuel, typiquement lorsque l'objet à saisir n'est pas dans le champ de vision de
la personne. Il est particulièrement diﬃcile de ramasser un objet au sol ou placé sur une étagère
en hauteur. D'autre part, la commande de ces bras nécessite une certaine mobilité ce qui les rend
inaccessibles à certains types de handicap.
Fig. 1.12  Le bras Manus est un bras sécurisé qui peut être commandé en utilisant un joystick
Récemment, le projet espagnol ASIBOT a proposé une solution de ﬁxation polyvalente pour le
bras manipulateur Mats (voir 1.13). Ce bras peut être ﬁxé à un fauteuil roulant, il peut être branché
à une prise ﬁxée à une table ou bien encore se déplacer de pièce en pièce en se branchant sur un
réseau de prises ﬁxées aux murs. Ce bras ne dispose pas de capteurs lui permettant de recueillir des
informations sur son environnement. Il est entièrement téléopéré. Il peut se déplacer automatiquement
d'une station de travail à l'autre et être emmené à l'extérieur.
Fig. 1.13  Le robot Mats peut se déplacer de prise en prise à l'intérieur d'une maison, se ﬁxer sur un support ﬁxe ou encore
sur un fauteuil roulant
Comme aucun capteur n'équipe ces robots, ils n'ont aucune perception de leur environnement. Il
n'y a alors que deux solutions pour permettre la saisie d'objets : soit l'environnement est entièrement
contraint, soit l'utilisateur commande manuellement tous les mouvements du robot.
À court terme, concevoir des outils de saisie sans capteur est un moyen eﬃcace pour parvenir
à une commercialisation rapide des produits [Gates 07], en témoignent la diﬀusion importante des
outils MySpoon, Handy et le nombre de bras Manus utilisés. Cependant, ces outils ne permettent
pas de répondre au problème de la saisie et de la manipulation d'objets du quotidien pour tous les
types de handicap. En eﬀet, l'utilisation des bras en mode téléopéré demande une certaine dextérité
et beaucoup d'attention, qui ne peuvent être garanties selon le degrés du handicap de l'opérateur. Par
exemple, le champ d'utilisateurs potentiels du brasManus ou de MySpoon est restreint aux personnes
qui peuvent se servir d'un joystick ou d'un pavé numérique. De plus, les outils MySpoon et Handy
nécessitent l'intervention d'une personne valide pour préparer le système.
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1.2.2 La saisie d'objets en environnement limité
Aﬁn de réduire la sollicitation de l'utilisateur, des projets ultérieurs ont équipé les outils de saisie
de capteurs, pour proposer des modes de commande partagés, voire autonomes. Les premiers systèmes
équipés de capteurs sont des manipulateurs ﬁxes qui permettent de saisir des objets qui sont placés
sur un plan de travail uni et de dimensions connues. La saisie des objets est donc spatialement limitée
et le fond uni permet de repérer les objets très simplement en utilisant une caméra. Ces conditions
sont similaires aux conditions contrôlées rencontrées dans le contexte industriel. Il est donc possible
de transférer les outils développés pour l'industrie vers ce type d'applications. Ces environnements
dont on connaît parfaitement les caractéristiques sont dits structurés.
Environnement limité à une zone de l'espace Le robot ISAC (Intelligent Soft Arm Control)
[Kawamura 94a] et le robot CORA (COoperative Robot Assistant ) [Iossiﬁdis 02] sont deux exemples
de systèmes de saisie qui fonctionnent en environnement structuré (voir les ﬁgures 1.14 et 1.15). ISAC
est un outil d'aide à la prise des repas et CORA est un outil de saisie. Ces deux systèmes sont des
plateformes ﬁxes équipées de caméras qui permettent d'observer la scène et l'utilisateur. Les objets à
saisir sont placés sur un support uniforme et sont désignés par la voix ou bien montrés du doigt. Dans
ce cadre, les méthodes développées pour détecter les objets et le visage ou les mains de l'utilisateur
tirent parti des avantages d'un environnement ﬁxe, en particulier, une phase de calibration permet de
détecter la couleur de la peau pour la lumière courante et pour un utilisateur donné facilitant ainsi la
détection des mains et du visage.
Dans les deux cas, le scénario est identique, l'utilisateur désigne l'objet à saisir par une commande
vocale, le robot identiﬁe cet objet parmi les objets détectés sur le support et déclenche la saisie. La
reconnaissance des objets suppose l'existence d'une base de données construite au préalable, ce qui a
pour eﬀet de limiter la saisie à un ensemble d'objets dont les caractéristiques visuelles et les positions
de saisie sont enregistrées. Dans le cas où la reconnaissance échoue, le scénario de CORA propose à
l'utilisateur de montrer l'objet du doigt. De la position de la main est déduite la direction de cet objet
qui est ensuite détecté puis saisi en utilisant uniquement des caractéristiques géométriques calculées
en ligne. Notons que l'objet à saisir est un tournevis et que cet obtjet est simple à saisir.
Fig. 1.14  Le robot ﬁxe ISAC
Si la reconnaissance de l'objet échoue ou bien si l'objet à saisir est observé pour la première
fois, seules les informations obtenues en ligne peuvent être utilisées pour permettre la saisie. Cette
information peut être utilisée pour calculer les points de saisie pour des objets plans [Sanz 05] ou des
volumes [Speth 08].
Si l'on considère maintenant des robots mobiles, il n'est pas possible de contraindre leur voisinage,
il évolue donc dans un milieu non structuré qui demande de développer de nouvelles méthodes pour
saisir des objets dans une grande variété de scènes.
Une première solution consiste à se placer dans des conditions qui permettent de revenir à un
environnement structuré, par exemple en limitant la zone de saisie à une table connue ou à un plateau
porté par le système. Le robot Friend est un bras Manus ﬁxé sur fauteuil équipé de caméras et d'un
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Fig. 1.15  La station ﬁxe CORA
plateau intelligent. Il s'agit en fait d'un grand capteur tactile qui repère la position et la forme des
objets placés à sa surface. En croisant l'information obtenue par le plateau et celle donnée par les
caméras [Volosyak 05b, Volosyak 05a] l'objet peut être localisé (voir la ﬁgure (1.16)). Cependant, si
l'utilisation du plateau simpliﬁe la détection, elle requiert une étape préalable de placement des objets.
Environnement limité à un nombre d'objets restreint. Dès lors que le système est monté sur
un support mobile, la zone de saisie devient potentiellement illimitée et les outils de saisie doivent alors
pouvoir être utilisés pour une grande variété de scènes : le support des objets n'est pas nécessairement
plan et peut être texturé, l'illumination ne peut pas être contrôlée. Pour saisir des objets, une solution
est alors d'imposer des contraintes sur les objets eux-mêmes. L'environnement n'est pas limité à une
portion de l'espace mais à un nombre restreint d'objets.
Seuls les objets dont certaines caractéristiques sont enregistrées dans une base de données peuvent
être saisis. Ces caractéristiques peuvent être de plusieurs types :
 marqueurs artiﬁciels ﬁxés aux objets, puce RFID ou marqueurs visuels ;
 indices visuels repérés dans des vues de l'objet ;
 modèle 3D de l'objet.
Les informations relatives à chaque objet peuvent être complétées par sa dénomination, les positions
potentielles de saisie, des scénarios d'utilisation, des liens vers les objets auxquels il est généralement
associé, etc. Ainsi, il est possible de désigner l'objet par la voix ou en désignant une vue le représentant
sur un écran aﬃchant une liste d'objets. Une fois l'objet détecté, il peut être précisement localisé à
partir des informations disponibles dans la base de données.
La première version du projet Friend et le robot Kares(KAIST Réhabilitation Engineering Sys-
tem) [Song 98] sont des bras Manus montés sur fauteuil et équipés d'un système de vision. Les objets
à saisir sont marqués par des autocollants dont la couleur, la forme et la position sur l'objet sont
connues. La saisie s'eﬀectue en alignant une caméra montée sur le bras avec les marques portées par
les objets. Le traitement de l'image est simpliﬁé puisqu'il s'agit de repérer des marqueurs artiﬁciels
conçus pour être facilement identiﬁables.
La ﬁgure (1.17) présente l'assistant CARE-O-BOT [Graf 04], un manipulateur mobile qui est à la
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Fig. 1.16  Le robot Friend et son système de localisation d'objet basé sur la vision et un plateau tactile
Fig. 1.17  Le projet allemand CARE-O-BOT utilise à la fois un laser et une caméra pour détecter les objets et estimer leur
forme
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fois une aide à la saisie et une aide à la marche. Le système est équipé de caméras et de télémètres laser.
Il dispose d'une base de données d'apparences d'objets qui lui permet d'identiﬁer dans la vue courante
les objets présents s'ils ont été enregistrés auparavant. Une fois les diﬀérents objets composants la
scène identiﬁés, l'utilisateur désigne l'objet qu'il souhaite saisir par la voix et le robot focalise son
système de vision et son télémètre laser sur l'objet. La position de l'objet est d'abord évaluée par
mise en correspondance des informations visuelles courantes et stockées dans la base de données, puis
aﬃnée par les données fournies par le télémètre laser.
Plutôt que de stocker les indices sous la forme d'une liste de données 2D, la base peut être établie
autour d'une représentation 3D de l'objet [Liefhebber 07]. En plus d'informations sur le voisinage
photométrique des points, une information sur leurs positions relatives est stockée. Le projet TNO
propose d'extraire des descripteurs visuels dans plusieurs vues d'un objet et de les mettre en corres-
pondance pour estimer leur position 3D. Cette méthode permet d'obtenir une estimation de la pose de
l'objet dans le repère caméra alors que les méthodes basées sur une liste d'informations 2D permettent
d'estimer l'homographie entre la vue courante et la vue de la base de données qui lui correspond.
Les robots Robonaut [Peters 06] et HRP-2 [Sian 07] (voir ﬁgure (1.18)) disposent d'une base de
données de modèles CAO des objets et des meubles et tentent de retrouver ces modèles dans l'en-
vironnement par détection de contours. Le robot Robonaut apprend le comportement à adopter en
enregistrant des phases téléopérées. Le robot humanoïde HRP-2 est équipé d'un système de vision qui
lui permet de détecter un réfrigérateur, de l'ouvrir et de détecter une canette de soda à l'intérieur.
Fig. 1.18  Le robot HRP-2 dispose d'une base de données des modèles CAO de son environnement. Le scénario consiste à
détecter un réfrigérateur, à l'ouvrir et à saisir une bouteille de soda à l'intérieur. Le système connaît a priori les modèles de
la canette et du réfrigérateur.
L'utilisation de bases de données d'objets marqués, d'apparences, ou de modèles permet de réaliser
des saisies dans des scènes quelconques en utilisant des informations visuelles. En particulier, lorsque
des marqueurs sont utilisés, le traitement de l'information visuel est trivial et eﬃcace. Si cette solution
est pertinente pour une utilisation au domicile d'une personne où un même objet est fréquemment
rencontré, le marquage des objets limite l'opérabilité de l'outil : les techniques de reconnaissance
d'objets peuvent échouer en milieu ouvert et ne sont pas adaptées à la saisie d'un objet non répertorié.
La question est alors de savoir s'il est possible d'utiliser les informations contenues dans une base
de données contruite à partir d'une liste d'objets restreinte pour saisir un objet qui n'appartient
pas à cette liste. Plusieurs travaux récents proposent des méthodes pour saisir un objet inconnu à
partir de connaissances a priori, par exemple en créant non pas une base d'apparence des objets
mais une base d'apparence des points de saisie [Saxena 08], ou encore en créant une base de modèles
génériques [Curtis 08].
Une autre manière d'aborder ce problème est d'inclure l'utilisateur dans la détermination de la
stratégie de saisie. S'il n'est pas trivial, pour un robot, de mettre en correspondance les informations
stockées avec les informations acquises en ligne, l'identiﬁcation de l'objet courant est immédiate pour
l'utilisateur. C'est de ce constat que part la solution apportée par le projetMusiic [Kazi 95] qui est un
assistant à la saisie d'objet à partir d'informations données par des capteurs de modalités multiples
(micro, caméra, laser, etc.). La saisie repose sur une hiérarchie de données dont le sommet est un
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modèle générique d'objets qui est de plus en plus spéciﬁé au ﬁl des étages hiérarchiques. Aﬁn de ne
pas se confronter au problème de la reconnaissance d'objet automatique, c'est l'utilisateur qui pointe
à l'aide d'un laser puis identiﬁe l'objet et en communique la nature au système par l'intermédiaire
d'une reconnaissance vocale.
Outre la reconnaissance des objets à partir d'informations obtenues en ligne, l'utilisation de bases
de données contruites hors ligne pose d'autres problèmes : est-il possible d'estimer la pose de l'objet
de manière suﬃsamment précise pour pouvoir positionner les mors de la pince exactement dans la
conﬁguration enregistrée ? Que se passe-t-il si un obstacle se trouve à la position que la pince devrait
occuper ? Comment traiter le cas d'un objet non reconnu à cause d'une mauvaise perception ou bien
parce qu'il est rencontré pour la première fois ?
1.2.3 La saisie d'objets en environnement humain
Le credo émergeant pour saisir des objets en milieu humain est qu'il n'est pas nécessaire de
connaître un objet dans ses moindres détails pour pouvoir le saisir. Actuellement, les études sur
la saisie d'objets tentent de se libérer de l'utilisation de bases de données exhaustives. La plupart
des objets du quotidien ont des structures communes qui sont destinées à simpliﬁer leur utilisation
[Norman 90]. En concevant des saisies qui s'adaptent à ces structures, on simpliﬁe la manipulation.
Certains scénarios de saisie reposent sur des bases de données de catégories suﬃsamment discri-
minantes pour adapter la saisie à la forme de l'objet [Taylor 02, Saxena 08]. Saxena de Stanford a
proposé un travail très prometteur sur la détection de points de saisie pour tous les objets du quotidien
en utilisant une seule caméra. Le détecteur est entraîné en utilisant les modèles 3D simulés de cinq
objets sur lesquels les points de saisie sont marqués : un livre, une tasse, un crayon, une boîte et un
verre à cocktail (voir ﬁgure Saxena 1.19). En utilisant ce détecteur de points de saisie, le robot STAIR,
un manipulateur mobile équipé d'un système de vision, parvient à saisir un grand nombre d'objets
qui ne sont pas identiques à ceux qui ont servis à constituer la base de données. L'algorithme a été
testé pour des scènes simples qui contiennent un objet unique sur un fond uniforme dont la couleur
contraste avec la couleur de l'objet. Il n'est pas certain que la méthode puisse être étendue à tout
type de scène. Cependant cette approche est très prometteuse car elle montre que des données obte-
nues en simulation peuvent être utilisées pour classiﬁer des données réelles. Cela permet de simpliﬁer
l'élaboration de bases de données.
Taylor et Kleeman [Taylor 02] proposent d'utiliser un rayon laser rouge et une caméra. Le rayon
laser est détecté par segmentation couleur dans l'image de la caméra et sa déformation est utilisée
pour reconstruire les objets composant la scène observée. Les formes obtenues sont ensuite classiﬁées
en plusieurs catégories. Une stratégie de saisie est associée à chacune des catégories. La ﬁgure 1.20
présente le système. La méthode de saisie a été testée pour des objets posés sur une table unie à
laquelle est ﬁxée le robot. Pour fonctionner, les positions relatives du laser et de la caméra doivent
être parfaitement connues. Le temps de reconstruction et de traitement est signiﬁcatif puisqu'il faut
que le laser ait parcouru la totalité de la scène pour qu'elle puisse être reconstruite.
Une autre voie de recherche consiste à s'abstraire entièrement de l'utilisation de bases de données
et à tenter de saisir des objets inconnus directement à partir des informations données en ligne par
les capteurs. Un objet inconnu est un objet sur lequel on ne dispose pas d'informations a priori. La
géométrie de l'objet peut être reconstruite précisement [Wang 05] ou partiellement en utilisant une
nappe laser [Saxena 08] (voir ﬁgure 1.22) ou un système de caméras [Sahbahni 07] ou encore grossiè-
rement approximée par des formes géométriques simples [Huebner 08b, Speth 08] pour en extraire des
caractéristiques suﬃsantes à la saisie. L'utilisation de primitives simples est plus robuste aux erreurs
de perception que la description précise de l'objet. Elle est également particulièrement appropriée à la
saisie par une pince parallèle ou bien par un manipulateur par enroulement qui peut saisir une grande
variété d'objets en ayant une connaissance minimale de leur caractéristiques géométriques [Dollar 06].
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Fig. 1.19  Le détecteur de points de saisie est entraîné sur des données simulées. Il est équipé d'une caméra qui lui permet
de retrouver ces points de saisie sur les images courantes. Le système saisit ensuite les objets en boucle ouverte [Saxena 08].
Fig. 1.20  Un rayon laser balaye la scène et est détecté dans les images d'une caméra [Taylor 02].
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Fig. 1.21  La main SDM permet de saisir une grande variété d'objets par enroulement [Dollar 06].
Fig. 1.22  Saisie d'objets en connaissant partiellement leur forme [Saxena 08].
En suivant la voie ouverte par le scénario de Musiic [Kazi 95], cité dans le paragraphe précédent,
d'autres travaux tentent de résoudre le problème de la saisie d'objet en milieu humain en partageant
judicieusement la commande entre l'utilisateur et le robot [Leroux 06, Remazeilles 08, Tsui 08]. La
coopération entre l'humain et la machine permet alors à chacun de réaliser une tâche qu'il n'aurait
pas pu réaliser seul [Kemp 07].
Le robot Aviso [Leroux 06, Remazeilles 08], qui est à la base de notre étude, est un bras Manus
équipé d'un banc stéréo non calibré et d'une barrière optique en bout de pince. La stratégie de saisie
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consiste à éviter les problèmes liés à la reconnaissance d'objet en ne considérant que des informations
acquises en ligne par le système de vision et en proposant ainsi une méthode pour saisir des objets
inconnus. Le scénario de saisie est le suivant : l'utilisateur déplace le bras en mode manuel jusqu'à ce
que l'objet soit dans le champ de vision d'une des caméras, il sélectionne ensuite l'objet à saisir en
cliquant deux fois sur la vue d'une des caméras. Ces deux clics déﬁnissent deux coins opposés de la
boîte. Le bras approche ensuite de l'objet, pince parallèle au plan du sol, en centrant la boîte ainsi
déﬁnie. Pour que ce scénario fonctionne, un certain nombre d'hypothèses doivent être vériﬁées : les
objets doivent être suﬃsamment petits pour pouvoir être saisis, ils sont positionnés de sorte à être
frontaux parallèles aux caméras au moment de l'approche, ils doivent également être texturés, ce qui
est une hypothèse très forte.
Le scénario proposé par le projet américain Halo [Tsui 08] est assez similaire au scénario Aviso, à
cela prêt que les objets doivent être uniformes sur un fond relativement uniforme pour pouvoir être
détectés. Halo est un bras Manus monté sur un fauteuil roulant et équipé d'un système de vision.
Une caméra est déportée sur une tête pan tilt et permet de voir l'ensemble de la scène ; une caméra
est embarquée en bout de pince et donne une vue des détails de la scène. La saisie est déclenchée par
un clic dans la vue globale et la pince approche l'objet en étant maintenue horizontale.
En allant encore plus loin dans ce sens, le projet ARPH propose une saisie d'objet en mode partagé,
qui est en quelque sorte un mode téléopéré intelligent. Le robot est une plateforme mobile équipée
d'un bras Manus et de caméras. Il n'eﬀectue que des tâches réﬂexes et toute l'intelligence est laissée
à la personne qui le téléopére à distance en utilisant la vue des caméras embarquées sur le système.
Le robot oriente les caméras de sorte à ce que l'utilisateur ait une perception plus intuitive lors de
la commande du système. Une commande redondante des déplacements de la base et du bras permet
d'augmenter la manipulabilité du système.
Dès lors que le système n'est pas entièrement téléopéré, la perception de l'environnement est né-
cessaire à la manipulation. La manipulation peut améliorer la perception, initiant un cercle vertueux.
En poussant ou tirant sur des objets articulés et en détectant les mouvements dans les images ac-
quises par un système de vision, les principales articulations de ces objets peuvent être identiﬁées et
la meilleure manière de les saisir peut en être déduite [Katz 08]. La segmentation d'un objet est très
complexe en milieu non structuré. En poussant un objet symétrique et en utilisant les images acquises
avant et après la poussée, il est possible de segmenter cet objet même s'il est transparent et placé sur
un fond complexe [Li 08]. La manipulation des objets peut permettre d'enrichir la modélisation de
l'environnement.
Conclusion
La saisie d'objet en milieu humain pose des problèmes qui sont loin d'être résolus. Dès lors que
l'environnement n'est pas contraint, le robot ne peut plus pratiquer de saisie autonome en aveugle, à la
manière des robots industriels. Deux solutions sont alors envisageables : la saisie peut être entièrement
manuelle, comme c'est le cas pour le robot Tou, ou le robot doit être équipé d'un ensemble de capteurs
pour percevoir son environnement et adapter la saisie à la position et à la forme de l'objet. En d'autres
termes, soit l'utilisateur perçoit l'environnement et contrôle les mouvements du robot, soit le robot
est doté de sa propre capacité de perception aﬁn de pouvoir agir en fonction de l'environnement sans
intervention de l'utilisateur.
Il est toujours possible de simpliﬁer le problème de la saisie en milieu humain en imposant des
contraintes au système. Par exemple en limitant l'emplacement des objets à une zone connue, comme
la table du projet CORA ou bien le plateau tactile du projet Friend. Une autre solution consiste à
limiter l'ensemble des objets en les marquant ou bien en enregistrant leur apparence dans une base de
données. Cependant, d'un point de vue pragmatique, limiter l'espace ou le nombre d'objets est très
contraignant pour un usage quotidien.
L'idéal serait d'aller vers un outil robotique capable de saisir n'importe quel objet à partir des
informations qui lui sont données en ligne par ses capteurs et de sa base de connaissance. Il ne
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semble pas nécessaire de connaître précisement la géométrie d'un objet pour pouvoir le saisir. Mais
quelles sont les primitives minimales qu'il est nécessaire d'extraire pour parvenir à la saisie d'un
objet inconnu ? Est-il possible de saisir tous les types d'objets dans n'importe quelle scène ? Comment
partager judicieusement la commande pour utiliser au mieux les capacités de l'utilisateur et le potentiel
d'un système automatique ?
Dans cette étude, nous allons tenter de répondre à ces questions en proposant un outil d'assis-
tance aux personnes lourdement handicapées pour la saisie d'objets inconnus en milieu humain. Notre
démarche peut être vue comme une approche complémentaire aux approches utilisant des bases de
données. Il serait dommage de ne pas utiliser de techniques éprouvées utilisant des bases de connais-
sance pour saisir des objets utilisés quotidiennement et de devoir les redécouvrir à chaque saisie. Par
ailleurs, disposer d'une méthode permettant de saisir un nouvel objet ou un objet non reconnu est
particulièrement intéressant dès que la personne sort de son domicile. Les méthodes de localisation et
de caractérisation proposées dans cette thèse peuvent également servir à enrichir une base de données
existante. Le stockage des informations et leur réutilisation ne seront pas traitées dans cette étude.
1.3 Proposition pour un outil de saisie controlé par la vision
Cette section décrit notre outil de saisie d'objets pour l'assistance aux personnes en perte d'autono-
mie. Notre approche sera présentée à plusieurs niveaux : tout d'abord le projet dont elle découle et sa
philosophie, puis les capteurs permettant une perception de l'environnement, l'interface de commande,
les hypothèses de travail et enﬁn les contributions de cette thèse.
1.3.1 Présentation générale
Cette thèse fait suite au projet Aviso qui a été mené par le CEA-LIST en partenariat avec l'AFM7,
l'association Approche8 et La Fondation Caisses d'Epargne pour la solidarité. Ce projet vise à sim-
pliﬁer la commande du bras Manus en l'équipant d'un système de vision pour qu'il puisse être utilisé
par des personnes lourdement handicapées. Il permet la saisie d'objets inconnus en limitant l'action
de l'utilisateur à quelques clics sur une interface graphique. La ﬁgure 1.23 présente le robot Aviso
durant une évaluation avec un patient dans les locaux du centre hospitalier de Garches, membre de
l'association Approche. L'originalité de ce projet réside dans l'interaction étroite entre les roboti-
ciens, les équipes médicales et les patients et dans les eﬀorts faits pour développer une interface de
commande intuitive et adaptable au handicap de chaque patient tout en maintenant le coût du sys-
tème relativement faible.
Ainsi, les développements eﬀectués dans le cadre du projet Aviso sont en adéquation avec la
plupart des critères mentionnés dans la première partie de ce chapitre. Le bras Manus est un bras
sécurisé qui peut être déployé à proximité des personnes. Les modiﬁcations apportées au système
n'engendrent pas d'augmentation conséquente du coût du système ; le système de vision a été construit
à partir de webcams achetées dans le commerce. Le travail sur l'interface de commande permet de
connecter le périphérique le plus adapté au handicap de la personne pour utiliser l'interface graphique
de commande. Le temps d'apprentissage nécessaire à l'utilisation du système est plus faible que le
temps d'apprentissage nécessaire pour utiliser le bras Manus standard et l'acceptation des patients
est bonne, comme le montrent les résultats des évaluations avec les patients [Leroux 06].
Le scénario de saisie d'Aviso peut être décomposé en quatre temps (voir ﬁgure 1.24) :
1. Exploration et positionnement du bras
L'opérateur déplace le bras pour amener l'objet à saisir dans le champ de vision des caméras.
7Association Francaise contre les Myopathies
8Association pour la promotion des nouvelles technologies en faveur des personnes en perte d'autonomie
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Fig. 1.23  Aviso en cours d'évaluation au centre de Garches. Aviso est un bras Manus équipé d'un banc de stéréovision
et d'une interface homme machine intuitive
S'il ne voit pas l'objet, une phase préalable d'exploration est nécessaire. Le bras est commandé
via une interface graphique [Leroux 04] ;
2. Désignation de l'objet
l'interface graphique permet d'aﬃcher une vue de l'objet. La désignation de l'objet se fait par
un encadrement au moyen de deux clics ;
3. Approche du bras
le bras approche l'objet et un asservissement visuel maintient la pince centrée sur la boite, déﬁnie
à l'étape précédente ;
4. Saisie
lorsque l'objet entre dans les mors de la pince, il coupe la barrière optique déclenchant la fer-
meture de la pince.
Pour saisir l'objet, l'utilisateur doit eﬀectuer plusieurs sélections et validations sur l'interface gra-
phique. Des tests du système dans des centres hospitaliers [Leroux 04] ont évalué le nombre de clics
à 8 en moyenne. La phase la plus fatiguante pour l'utilisateur est la phase de positionnement de bras
qui demande plusieurs sélections.
Les hypothèses d'Aviso. Si Aviso permet de saisir des objets inconnus dans une scène inconnue,
un certain nombre d'hypothèses sont émises sur les objets et leur pose :
 les objets sont texturés ;
 les objets sont verticaux ;
 les objets sont frontaux parallèles ;
 les objets sont bien séparés les uns des autres ;
 les objets peuvent être saisis par une approche de la pince horizontale et centrée sur la boîte
désignée.
 les dimensions de l'objet lui permettent d'être détecté et saisi par la pince.9
Ces hypothèses restreignent l'opérabilité du système qui ne pourra pas saisir un objet qui ne
respecte pas ces conditions. Une des applications demandées par les personnes en situation de handicap
9Cette hypothèse est communément admise dans les travaux de saisie d'objet.
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Fig. 1.24  Le scénario de saisie Aviso
1.3 Proposition pour un outil de saisie controlé par la vision 35
est de pouvoir saisir un objet dans une position quelconque posé sur une table ou une étagère ou encore
ramasser un objet tombé au sol. C'est un des cas dans lequel l'outil de saisie Aviso est ineﬃcace.
Objectifs de la thèse Cette thèse propose des méthodes pour étendre le scénario de saisie Aviso
à des objets non texturés et en adaptant la saisie à la pose de l'objet. À terme, l'objectif est la saisie
d'un objet en un seul clic en conservant la philosophie du projet Aviso : les objets sont inconnus a
priori et une intervention minimale de l'utilisateur est demandée. Dans le reste du document, nous
nous référerons à cette approche comme l'approche One click.
Hypothèse 1 Un point de l'objet est cliqué par l'utilisateur
Les outils proposés sont conçus pour être utilisés dans un milieu non structuré où l'illumination
est non contrôlée. L'objet à saisir peut se trouver sur une table couverte d'une nappe texturée, sur un
support uniforme, au sol ou bien au milieu d'une scène complexe. Les cas d'un objet dans une boîte
et d'un livre rangé dans une bibliothèque seront écartés.
La scène est supposée statique, c'est-à-dire la pose des objets ne varie pas dans le temps. Une
première hypothèse est donc imposée10 :
Hypothèse 2 La scène est statique
Le robot devra pouvoir saisir un large éventail d'objets sans utiliser de marqueurs, de bases de
données d'apparences ni de bases de données de modèles [Saxena 08]. Le système ne dispose donc pas
d'informations a priori sur les objets, ils sont alors qualiﬁés d'objets génériques. Un objet générique
est un objet sur lequel aucune information n'est disponible a priori sur sa texture, sa forme, sa taille,
son apparence. Contrairement au projet Aviso, aucune contrainte ne sera imposée sur la position des
objets qui sera un des paramètres à déterminer pour parvenir à la saisie. L'objet à saisir est dans une
position quelconque.
Hypothèse 3 Les objets sont génériques
L'étude sera limitée à des objets rigides et d'un seul tenant. La saisie d'objets articulés ou défor-
mables ne sera pas traitée dans cette étude.
Hypothèse 4 Les objets sont rigides
L'objectif de cette thèse est donc de conserver la philosophie du projetAviso (des objets génériques,
une intervention minimale de l'utilisateur, une interface intuitive) tout en ouvrant son utilisation à
un plus large éventail d'objets et en poussant la simpliﬁcation de son interface de commande à son
minimum en proposant une commande One click. Le scénario de saisie et le système seront modiﬁés
pour parvenir à cet objectif.
1.3.2 La perception de l'environnement
La saisie d'un objet dont la forme et la pose sont inconnues a priori nécessite des capacités de
perception de l'environnement pour détecter l'objet, le localiser, l'approcher et le saisir. Les systèmes
de vision sont séduisants de part la richesse des informations qu'ils permettent d'obtenir, le faible
coût des caméras et leur faible encombrement. Ils sont massivement utilisés par les systèmes de saisie
d'objets existants, en particulier lorsque l'environnement est connu ou lorsque l'objet est connu.
Les outils de saisie d'objets inconnus en milieu inconnu recourent souvent à la fusion de données
de diﬀérents capteurs et en particulier en utilisant à la fois un capteur actif de type laser et un capteur
passif de type vidéo. Ces deux types de capteurs sont complémentaires : les caméras fournissent une
information 2D dense tandis que les capteurs actifs donnent une information sur la profondeur.
10les hypothèses émises sur le système et sur la scène seront égrainées au ﬁl de ce manuscrit. L'ensemble des hypothèses
est rappelé dans l'annexe C
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Nous avons choisi d'utiliser uniquement des caméras, principalement pour des raisons de déﬁnition,
d'encombrement mais aussi pour des raisons de coût. Le plus petit capteur laser pèse un peu plus
250g. Or le bras Manus que nous utilisons ne peut porter que 500g en bout de bras. Ainsi, équiper
le bras d'un tel capteur utiliserait pratiquement la totalité la charge utile et limiterait la saisie à de
tout petits objets de poids inférieurs à 100g. Il est alors possible d'envisager de le ﬁxer sur un support
extérieur. Cependant, la résolution du système est de plusieurs centimètres à 1m. Ainsi, des petits
objets ne pourraient pas être saisies. Enﬁn, ce système laser vaut un peu plus de 1000 euros alors que
la caméra que nous avons monté en bout de bras est une webcam standard qui vaut moins de 50 euros
et pèse moins de 50g.
Les capteurs lasers sont de plus en plus couramment utilisés en robotique ce qui accroît les re-
cherches pour leur miniaturisation et la densiﬁcation de leurs données. Ces arguments de coût, de poids
et de déﬁnition ne seront donc peut-être plus valables dans peu de temps. Par exemple, le capteur actif
développé par l'EPFL pourrait être particulièrement intéressant dans le cadre de notre application de
saisie d'objet. En particulier, couplé à une caméra, il peut permettre de segmenter eﬃcacement l'objet
sur le fond.
L'objectif de cette thèse est de saisir des objets génériques positionnés de manière quelconque dans
une scène inconnue. Nous écarterons les situations dégénérées dans lesquelles un système de vision ne
peut segmenter un objet du fond, typiquement, le cas d'un objet uni du même ton que l'arrière plan
uni sur lequel il se trouve ne sera pas traité.
Hypothèse 5 Les objets sont détectables en utilisant la vision
L'utilisation de la vision pose la question du positionnement des caméras pour récolter les informa-
tions nécessaires à la saisie. Plusieurs montages sont envisageables : les caméras peuvent être montées
sur le système lui-même ou directement ﬁxées à l'environnement (sur un trépied ou sur le plafond ou
les murs d'une pièce, par exemple). Lorsqu'elles sont ﬁxées sur le système, elles peuvent êtres ﬁxées
à la carlingue du robot, montées sur une tête pan-tilt, ou bien encore ﬁxée sur l'eﬀecteur d'un ma-
nipulateur. Selon leur degré de mobilité et leur distance à la scène chacun de ces montages présente
des caractéristiques particulières qui permettent d'accéder à des informations diﬀérentes. Une caméra
ﬁxée au plafond d'une pièce ou d'un hall donne une vue large qui peut contenir une grande partie de
la pièce, ou du hall, le système robotique, et la scène où se trouve l'objet. À l'inverse, une caméra
ﬁxée sur le système lui-même donne généralement une vue plus réduite de la scène. Cette vue suit les
déplacement du robot. Enﬁn, une caméra embarquée sur l'eﬀecteur est mobile relativement au robot
et à la pièce. Elle peut être déplacée à l'intérieur même de la scène et donne une vue plus précise des
éléments qui la composent.
Il est également possible de combiner plusieurs montages aﬁn de cumuler les avantages de cha-
cun d'entre eux. Par exemple, en utilisant ces systèmes séquentiellement, il peut être intéressant de
disposer d'une vue globale de la pièce pour déplacer le robot jusqu'à une table ou une étagère où
se trouve l'objet à saisir puis d'une vue centrée sur la scène pour localiser l'objet et enﬁn d'une vue
embarquée sur la pince pour acquérir suﬃsamment de détails pour exécuter une saisie ﬁne. Il est éga-
lement intéressant d'utiliser ces systèmes simultanément pour commander séparement diﬀérents degré
de liberté d'un robot. Par exemple, en utilisant une caméra déportée pour commander les translations
de l'eﬀecteur d'un manipulateur et une caméra embarquée sur la pince pour commander les rotations
[Flandin 00].
Dans le cas d'un système d'assistance à la saisie, une attention particulière doit être portée à la
limitation des installations. Il est préférable de ne pas contraindre l'environnement et de limiter les
lieux de ﬁxation des caméras au système lui-même. Nous avons choisi d'utiliser un système composé
de deux caméras, l'une portée par la pince et l'autre ﬁxée à la plateforme pour guider la saisie de
l'objet (voir ﬁgure 1.25).
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Quelle que soit la conﬁguration considérée, il est courant de supposer que l'objet à saisir est dans le
champ de vision de toutes les caméras composant le système avant le lancement de la tâche de vision.
Soit la position de chacune des caméras est ﬁxée et l'objet est compris dans l'intersection des champs
de vision, soit le placement de l'objet est libre et une phase de positionnement des caméras, préalable
à la saisie, est nécessaire. La plupart des travaux ne mentionnent pas cette étape de positionnement et
très peu d'études ont été consacrées à son automatisation. Elle est généralement laissée au soin de l'uti-
lisateur qui doit déplacer les caméras en mode manuel avant de lancer la saisie, comme le proposent
les projets Aviso et Anso [Leroux 07]. Cette phase de positionnement peut être lourde pour une
personne en situation de handicap, voire impossible si cette personne ne dispose pas d'une dextérité
suﬃsante à la téléopération du système. Nous proposerons dans la première partie de cette étude une
solution au positionnement du capteur embarqué à partir d'une seule désignation dans la vue déportée.
Fig. 1.25  Coopération caméra déportée - caméra embarquée : les disques verts, rouges et noirs représentent les diﬀérentes
situations rencontrées en fonction de la position de l'objet à saisir, c'est-à-dire s'il est vu respectivement par les deux caméras,
par la caméra déportée uniquement ou s'il n'est visible par aucune des caméras.
La ﬁgure 1.25 illustre les diﬀérentes situations rencontrées selon la position qu'occupe l'objet dans
l'espace. L'objet est supposé se trouver dans la zone de travail du bras. Le positionnement préalable du
bras, garantissant cette hypothèse, peut être eﬀectué en mode manuel que cela soit par un déplacement
du fauteuil ou de la plateforme commandée par l'utilisateur ou en mode automatique, par exemple,
en utilisant la redondance entre le bras et le mobile [Colle 08]. Dans ce travail, le bras est en position
ﬁnale de saisie.
Hypothèse 6 Les objets sont dans la zone de travail du bras
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La caméra déportée dispose d'un champ de vue suﬃsamment large pour couvrir toute la zone de
travail du bras. Si l'hypothèse 6 est vériﬁée, alors l'objet se trouve dans le champ de vision de la
caméra déportée. Les positionnements non traités sont symbolisés par un disque noir dans la ﬁgure
1.25, ils correspondent à des objets hors du champ de vision de la caméra déportée.
Hypothèse 7 Les objets sont dans la vue déportée
1.3.3 La désignation de l'objet
Fig. 1.26  Le projet El-E : à gauche, l'objet à saisir est pointé par un laser vert. Le robot détecte le point vert résultant
dans l'image d'une caméra omnidirectionnelle. Au milieu, le robot oriente sa tête stéréovision en direction du point détecté
et estime la position 3D du point. À droite, le robot va saisir l'objet [Nguyen 08].
Pointer un objet est une manière intuitive de le désigner, il semble donc naturel de proposer une
interface homme-robot basée sur un pointage pour désigner une action à eﬀectuer. Trois catégories
de pointages peuvent être distinguées [Edsinger 06, Kemp 07]. Tout d'abord, le clic sur une inter-
face graphique qui aﬃche, par exemple, une vue de la scène [Leroux 06, Tsui 08]. Viennent ensuite
les désignations dites naturelles : l'utilisateur montre une direction en pointant l'objet à la main
[Becker 98, Becker 99] ou bien guide le robot à la voix. Enﬁn l'utilisation d'outils avancés comme un
pointeur laser [Kazi 95, Kemp 07, Nguyen 08], ou bien encore les outils Xwand et world cursor (voir
ﬁgure (1.27) et (1.26)) qui consistent en une baguette équipée de capteurs inertiels et d'un laser dans
un environement complètement équipé. De l'utilisation de ces interfaces est déduite une direction qui
porte l'objet ou bien directement une localisation 3D.
Si la désignation naturelle ou via des outils de pointage est intuitive et permet à une personne
valide de désigner simplement une partie de la scène, elle n'est pas triviale pour une personne dont
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Fig. 1.27  La baguette xwand contient une centrale inertielle et un laser. Elle permet de pointer un périphérique d'une
maison intelligente et d'agir sur son état : allumer la télévision, allumer ou éteindre une lampe, etc ...
la mobilité est réduite. À l'opposé, il existe une large gamme de périphériques permettant de générer
un clic sur un écran pour tout type de handicap [Leroux 04]. Une commande par désignation sur une
interface graphique est donc plus adaptée à un outil destiné aux personnes handicapées.
Cependant, la commande par clics sur une interface graphique aﬃchant une vue de la scène,
oblige l'utilisateur à changer de perspective entre ce qu'il voit et ce qui est vu depuis les caméras.
Cela rend cette interface un peu moins intuitive que les désignations naturelles et pose le problème du
positionnement des caméras pour que l'utilisateur puisse facilement interpréter et utiliser les images
qu'elles acquièrent. Ainsi, si l'utilisateur a suﬃsamment de mobilité pour désigner un objet par une
désignation naturelle le temps d'apprentissage peut être réduit en lui proposant ce type d'interface.
Dans le cas contraire, une interface par clics oﬀre une alternative aux handicaps les plus sévères. 11
Dans ce travail, nous avons étudié une interface basée sur une désignation par un seul clic sur une
vue globale de la scène. L'information fournie est une direction de l'espace reliant le centre optique de
la caméra au clic (voir chapitres suivants). Cette information est identique à celle qui pourrait être
extraite d'une désignation naturelle par pointage à la main ou à l'aide d'un outil de pointage. Les
méthodes développées dans cette thèse sont directement applicables à ce type de système. Dans le cas
d'une désignation à la voix, la première étape consiste à reconnaître l'objet désigné, ce qui nécessite
l'utilisation d'une base de données contenant des informations sur les objets qui peuvent être saisis
par le système. L'un des objectifs de cette thèse est de s'abstraire de l'utilisation de base de données ;
les méthodes que nous avons développées ne sont donc pas destinées à être utilisées avec ce type de
désignation.
1.3.4 Le scénario de saisie
L'objectif de cette thèse est de tendre vers une application One Click, c'est-à-dire qui ne nécessite
qu'une seule validation de l'utilisateur. Pour parvenir à une saisie en un seul clic notre scénario de
saisie est également décomposé en quatre étapes qui sont illustrées sur la ﬁgure (1.28) :
1. Désignation
À l'instant initial, aucune information n'est disponible sur l'objet et la scène. L'opérateur désigne
l'objet sur une vue d'ensemble de la scène par un clic et limite ainsi l'ensemble des positions
possibles de l'objet à une ligne de l'espace ;
2. Localisation
En utilisant l'information donnée par le clic, la position de l'objet sur la ligne de vue associée
est déterminée. Cette étape donne une estimation grossière de la localisation de l'objet dans
l'espace, cependant cette information n'est pas suﬃsante pour saisir l'objet ;
11Certaines personnes ne peuvent eﬀectuer aucune de ces actions, dans cas on préférera utiliser un système de balayage
séquentiel (chenillard) avec un seul contacteur.
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Clic !
4. Saisie
Instant initial 2. Localisation
Instant final
(X,Y, Z)T
Vue de´porte´e
3.Exploration et mode´lisation
1. De´signation
Fig. 1.28  Le scénario de saisie One Click
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3. Exploration et modélisation :
La caméra embarquée permet d'explorer l'objet depuis diﬀérents points de vue. Ces observations
permettent d'estimer la forme et la pose de l'objet. Ces informations sont suﬃsantes pour saisir
un objet sous certaines hypothèses qui seront détaillées dans ce manuscrit ;
4. Approche et Saisie
Finalement, les estimations de la pose et de la forme de l'objet sont utilisées pour approcher la
pince de manière adéquate. Lorsque l'objet entre dans les mors de la pince, il coupe une barrière
optique montée à l'intérieur des mors et déclenche la fermeture de la pince. Des capteurs d'eﬀorts
montés à l'intérieur de la pince permettent d'ajuster la force de serrage pour soulever l'objet
sans l'abîmer.
1.3.5 Les contributions de cette thèse
Cette thèse propose des outils pour permettre la saisie d'un objet inconnu à partir d'un clic de
l'utilisateur sur une vue globale de la scène dispensée par une caméra déportée. Aucune connaissance
a priori n'est disponible sur les objets à saisir et sur la scène, c'est-à-dire il n'y a pas eu de phase
préalable de construction de base de données ni de marquage. Les objets à saisir sont vus pour la
première fois. Les principales contributions de cette étude concernent les étapes de localisation, de
modélisation et d'exploration de la scène pour permettre la saisie d'un nouvel objet.
L'étape la plus coûteuse du scénario Aviso, en terme d'interactions homme - machine, est, sans
conteste, l'étape de positionnement de la caméra embarquée qui permet de visualiser et de localiser
l'objet. La première contribution de cette thèse est une méthode de localisation d'un objet in-
connu en utilisant uniquement l'information donnée par le clicet les informations données en ligne
par deux caméras. Nous verrons comment utiliser simultanément les informations données par la ca-
méra embarquée et la caméra déportée pour estimer la position de l'objet et ﬁnalement positionner la
caméra mobile de façon à ce que l'objet soit dans son champ de vision.
La seconde contribution de cette thèse est une modélisation minimale d'objet inconnu per-
mettant d'adapter l'approche de la pince à sa forme et à ses dimensions. Connaissant la position de
l'objet, il est possible de déplacer la caméra embarquée en bout de pince de sorte à acquérir plusieurs
vues de l'objet jusqu'à ce que l'information obtenue soit suﬃsante à sa saisie. Nous déﬁnirons quel est
le type d'information nécessaire et enﬁn ce que signiﬁe une représentation suﬃsante.
La troisième contribution est une méthode de vision active permettant de sélectionner par
les meilleures vues pour aﬃner la représentaion de l'objet. Cette méthode repose sur la quantité
d'information, au sens de l'information de Shannon, contenue dans chaque vue. Nous montrerons que
la quantité d'information contenue dans la vue suivante peut être directement prédite à partir des
résultats courants de la reconstruction.
Ces méthodes peuvent être vues à la fois comme une alternative ou un complément des méthodes
reposant sur des bases de connaissance. En eﬀet, si ces méthodes ont déjà fait leurs preuves dans des
applications de saisie d'objet en milieu humain, elles échouent lorsqu'un objet n'est pas reconnu à cause
d'un défaut de perception ou s'il est vu pour la première fois. Dans le cas d'un tel échec, les méthodes
que nous proposons peuvent être utilisées pour saisir l'objet non reconnu et mettre à jour la base de
données en y ajoutant ses caractéristiques. À l'inverse, plutôt que de redécouvrir à chaque saisie un
objet que l'on observe fréquemment, il pourrait être intéressant de stocker les informations obtenues
à la première saisie, aﬁn de les utiliser lors des observations ultérieures, pour gagner du temps sur
les phases d'exploration. Cette partie ne sera pas traitée dans cette thèse et sera laissée en perspective.
Les quatre grandes étapes du scénario de saisie structurent ce manuscrit : i) l'utilisateur désigne
l'objet par un clic, ii) l'objet est localisé puis iii) la caméra embarquée observe l'objet pour le mo-
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déliser et enﬁn, iv) l'objet est saisi en adaptant l'approche de la pince à sa pose et à sa forme. Les
principales contributions de cette thèse font l'objet des chapitres ultérieurs. La première partie traite
de la localisation d'un objet inconnu à l'aide d'un système de deux caméras et à partir d'un clic.
La partie suivante traite de lamodélisation de l'objet et de l'exploration de la scène en utilisant
la caméra embarquée aﬁn de déﬁnir la meilleure stratégie de préhension.
L'objectif est de montrer qu'un manipulateur équipé de deux caméras peut saisir un objet inconnu
désigné par un clic sur une vue de la scène.
Première partie
One Click Focus : estimation de la
position d'un objet inconnu à partir
d'un clic
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À l'origine, l'outil d'aide à la saisie disponible préalablement à cette étude, était équipé d'un banc de
stéréovision monté sur la pince d'un bras manipulateur [Leroux 06, Remazeilles 08]. La première étape
du scénario de saisie consistait alors à positionner la pince, en mode manuel, aﬁn que l'objet d'intérêt
entre dans le champ de vision des caméras. L'objet était ensuite sélectionné par un encadrement de
deux clics (voir le scénario de saisie sur la ﬁgure 1.24). Puis une phase de saisie automatique était
lancée.
Dans le cadre de cette étude, nous avons choisi de modiﬁer l'emplacement des caméras en proposant
d'utiliser une seule caméra en bout de pince et une caméra déportée, permettant de sélectionner l'objet
par un clic dans une vue globale de la scène. L'object de cette première partie est de proposer une
méthode pour estimer la position de l'objet inconnu à partir de l'unique information donnée par un
clic de l'utilisateur dans une image et en respectant les hypothèses établies à la ﬁn du premier chapitre
et rappelées en annexe C : la scène est statique, les objets sont génériques, rigides et détectables en
utilisant un système de vision, les objets se situent dans la zone de travail du bras qui est contenue
dans la vue de la caméra déportée.
L'outil de saisie que nous proposons repose sur une commande visuelle. La première section de ce
chapitre rappelle donc les fondements théoriques de la vision par ordinateur et présente le problème
de l'estimation de la position d'un objet dans le cadre de notre application. Les chapitres à venir
présentent deux contributions de cette thèse :
 Une commande basée sur la géométrie épipolaire qui permet de parcourir la ligne de vue
sur laquelle se trouve l'objet ;
 L'estimation dynamique de la position de l'objet à partir des images acquises au cours
du parcours de la ligne de vue.
Une fois l'objet grossièrement localisé, la caméra embarquée sera déplacée de sorte à ce que l'objet
soit dans son champ de vision. À la ﬁn de cette étape, deux vues de l'objet seront donc disponibles et
utilisables pour caractériser sa forme tridimensionnelle.
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Chapitre 2
Représentation géométrique
L'outil de saisie One Click que nous proposons est un robot manipulateur qui perçoit son envi-
ronnement via deux caméras : l'une est montée sur le support du bras et donne une vue globale de la
scène, et l'autre, montée sur la pince, oﬀre une vue des détails.
Pour estimer la position d'un objet à partir d'un système de vision, il est nécessaire d'établir la
relation entre le monde tridimensionnel (3D) et sa représentation bidimensionnelle (2D) dans une
image acquise par une caméra.
Ce chapitre rappelle les fondements théoriques de la géométrie perspective pour une, puis deux
caméras. Elle présente également les principales notations qui sont associées à notre système. Ensuite
la stratégie adoptée pour permettre la localisation d'un objet à partir d'un seul clic est présentée. Les
méthodes permettant de la mettre en ÷uvre seront développées dans les chapitres suivantes.
2.1 Rappels mathématiques et géométriques
En vision par ordinateur, la géométrie projective est préférée à la géométrie euclidienne car elle
permet de rendre linéaire une grande partie des transformations de l'espace euclidien, notamment la
projection centrale qui est le modèle de projection le plus souvent utilisé.
Dans ce paragraphe, nous montrerons comment exprimer la position et l'orientation, autrement
dit la pose, d'un objet ou d'une caméra dans l'espace euclidien, noté E3 et dans l'espace projectif, noté
P3.
2.1.1 De l'espace euclidien à l'espace projectif.
En général, les points de l'espace 3D ne sont pas directement exprimés dans le repère de la caméra
mais dans un repère diﬀérent, généralement le repère de référence Rb ou dans le repère attaché à
l'objet Ro. La transformation entre le repère de la caméra et un autre repère d'expression est appelée
la pose de la caméra. Dans le reste de ce document, elle sera exprimée par une matrice homogène.
La pose d'un solide, un objet ou une caméra, est la description de sa position et de son orientation
dans un repère de référence. Elle permet par exemple de transformer les coordonnées d'un point d'un
repère donné à un repère de référence. Son expression sera présentée dans l'espace euclidien, puis dans
l'espace projectif.
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2.1.1.1 Expression euclidienne de la pose.
Soit X un point 3D. En géométrie euclidienne, sa position dans le repère orthonormé direct Rb est
notée sous la forme d'un vecteur bX¯ à trois composantes selon les axes cartésiens i, j et k :
bX¯ =
 XY
Z
 (2.1)
Ces coordonnées sont appelées les coordonnées cartésiennes d'un point.
Soit S un solide. En plus de sa position, l'expression de son orientation peut être établie. Elle peut
être exprimée par une matrice de rotation bRs, c'est-à-dire la rotation du solide dans le repère de base.
C'est une matrice orthogonale directe, ce qui signiﬁe que ses colonnes forment une base orthonormée
directe de l'espace vectoriel euclidien E3, ou encore :
bRs
T bRs = I
bRsbRs
T
= I
det(bRs) = 1
Il existe plusieurs manières de construire la matrice de rotation. Par exemple, l'orientation de S
par rapport à Rb peut être exprimée en écrivant les vecteurs unitaires qui portent ses axes principaux
dans le repère Rb. La matrice de rotation sRb est obtenue en concaténant ces trois vecteurs qui sont
les trois projections d'une base orthonormée dans une autre.
Dans l'espace euclidien, un changement du repère d'expression d'un point, par exemple du repère
Rs au repère Rb s'exprime de la manière suivante :
bX¯ = bts + bRssX¯ (2.2)
où bts est le vecteur de translation et bRs est la matrice de rotation qui permettent d'exprimer bX¯
dans Rb à partir de sX¯ dans Rs.
Dans l'espace euclidien de dimension 3, les matrices de rotation suivantes correspondent à des
rotations autour des axes i,j,k (respectivement) :
sRb(i, θ) =
1 0 00 cos θ − sin θ
0 sin θ cos θ

sRb(j, θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

sRb(k, θ) =
cos θ − sin θ 0sin θ cos θ 0
0 0 1

et la matrice de rotation bRs peut s'exprimer de diﬀérentes manières par composition de ces
trois matrices, selon la convention choisie (angles d'euler, roulis tangage lacet, etc.). Par exemple,
bRs = sRb(i, θi)sRb(j, θj)sRb(k, θk).
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2.1.1.2 Expression projective de la pose.
Un point X de l'espace 3D déﬁni par ses coordonnées cartésiennes X¯ = (X,Y, Z) ∈ E3 peut être
décrit dans l'espace projectif par ses coordonnées homogènes X = (X¯, 1) = (λX¯, λ) ∈ P3 où λ ∈ R.
L'espace projectif P3 peut être vu comme une extension de l'espace euclidien E3. Un point sera décrit
de manière équivalente par un vecteur X¯ à 3 dimensions dans E3 et par un vecteur X à 4 dimensions
dans P3.
Le passage de l'espace projectif à l'espace euclidien s'eﬀectue en divisant les coordonnées X par
λ. Si λ = 0 alors le point représente un point à l'inﬁni qui est déﬁni spéciﬁquement dans P3 et n'ap-
partient pas à E3. Ce point représente le point inﬁni qui modélise l'intersection de droites parallèles à
l'inﬁni. Ce point représente la direction de ces droites parallèles dans l'espace euclidien.
La géométrie projective permet d'obtenir une expression homogène de l'équation 2.2 qui devient :
bX = bMssX avec bMs =
[
bRs bts
01×3 1
]
(2.3)
Le groupe des transformations homogènes bMs est un sous ensemble des transformations projec-
tives de P3 dans P3. De manière générale, les transformations projectives de Pn dans Pn sont appelées
homographies ou collinéations. Une matrice d'homographie étant inversible, la transformation inverse
ou duale de sMb est bMs telle que :
sMb = bMs
−1
=
[
bRs
> −bRs>bts
01×3 1
]
=
[
sRb stb
01×3 1
]
(2.4)
Ce formalisme est transitif, le transfert d'un repère à un autre peut donc s'exprimer en passant
par tout un jeu de repères intermédiaires :
aX = aMb
bX = aMd dMc cMb
bX (2.5)
Notons que par souci de notation, nous ne ferons plus de diﬀérence entre les coordonnées carté-
siennes aX¯ et les coordonnées homogènes associées bX d'un point 3D. Dans le reste de ce document,
nous utiliserons principalement la notation homogène. Les quelques fois où la notation euclidienne
sera utilisée seront précisées.
2.1.2 Le modèle sténopé
Les capteurs visuels tels l'÷il, les caméras ou encore les appareils photographiques, sont dit passifs,
par opposition aux capteurs dits actifs tels le scanner ou le laser. Ils sont essentiellement composés
d'une optique, constituée de lentilles et de diaphragmes, d'un boîtier (ou boîte noire) et d'une surface
sensible à la lumière. Dans le cas des caméras numériques, la surface sensible est une matrice plus
ou moins dense de capteurs élémentaires, sensibles aux photons. Ce paragraphe décrit la projection
perspective qui permet la formation des images.
2.1.2.1 Projection perspective ou modèle sténopé
Classiquement, en vision par ordinateur, la modélisation sténopé, ou trou d'épingle pin-hole (voir
encadré 2.2) est substituée à la modélisation des lentilles minces [Baker 98]. Géométriquement, le
modèle sténopé repose sur une projection dite centrale ou perspective. Pour tout point du monde
tridimensionnel, un rayon passant par un point ﬁxe dans l'espace est tracée. Ce point ﬁxe est appelé
centre de projection.
Les droites intersectent un plan particulier appelé plan image, formant ainsi l'image 2D x du point
3D X . L'expression de x en unités métriques sera notée indiﬀéremment, par la suite, xm ou x. Ce
plan est choisi perpendiculaire à l'axe optique. La distance qui le sépare du foyer image principal est
arbitraire. Dans la cas d'une modélisation sténopé, il est situé à distance focale du centre de projection
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Le modèle sténopé
Le sténopé, à l'origine, c'est un petit trou (le mot vient du grec). C'est sans doute le
point de départ de la photographie, puisque c'est la pièce maîtresse de la chambre noire
(ou camera obscura) qui permet la formation d'une image de la réalité extérieure. Les
rayons lumineux passent par ce petit trou et se projettent sur le fond d'une chambre
noire de manière inversée pour former l'image. C'est un système sans lentille. Ce sont les
propriétés de diﬀraction de la lumière qui permettent d'obtenir une image nette si la taille
du sténopé est bien choisie par rapport à la distance qui le sépare du plan image. Pour
réaliser des images correctes, le sténopé doit être parfaitement rond et d'un diamètre
précis. Pour une distance focale f donnée, il existe une valeur optimale théorique du
diamètre d pour la longueur d'onde moyenne de la lumière (550nm) :
d = 0.03679
p
f
Le sténopé est utilisé dès le Ve siècle avant JC en Chine. On en retrouve également la
description dans les écrits d'Aristote puis de Platon qui s'en sert pour asseoir sa théorie
de l'original et de la copie. Cette idée suivant laquelle l'image est un appauvrisse-
ment du réel est liée à la perte d'une dimension lors du passage du réel à la photographie.
Les suivants à avoir utilisé le sténopé sont les astronomes. Alhazan, savant égyptien
du début XIe, entrait dans une tente sténopé pour observer notamment les éclipses de
soleil et expliquer le spectre lumineux et les couleurs.
C'est seulement au début du XVIIe siècle que le terme de chambre noire fut créée par
Kepler. On trouve la première mention du terme pin-hole (trou d'épingle) en 1856. Les
premiers grands photographes vont ensuite s'emparer de ces noms et les enrichir, le
sténopé va ainsi devenir Lensless, puis Lochkamera ou Hullkamera.
Fig. 2.1  Petite histoire du sténopé
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et devant la caméra. L'intersection de l'axe optique avec le plan image xc est le point principal ( 2.2).
distance focale f
plan image
axe optique
v0
u0
cP
u
v
O
cp
j
i
k
xc
Fig. 2.2  Modelé sténopé ou trou d'épingle de la caméra
L'origine du repère attaché à une caméra est le centre de projection. Les axes i et j sont les
axes parallèles au plan image correspondant aux directions des lignes et des colonnes des éléments de
l'image. k est orienté vers le plan image et donc vers la scène.
Soit cX(cX, cY , cZ, 1), un point de l'espace 3D dont les coordonnées métriques sont exprimées
dans le repère de la caméra. Sa projection sur le plan image est le point xm de coordonnées métriques
(x, y, 1) (voir la ﬁgure 2.3) :
x = f
cX
cZ
y = f
cY
cZ
(2.6)
où f est la distance focale.
axe optique
x = f
cY
cZ
cP(cX,c Y,c Z,1)
cY
cZ
plan image : Ppi
O
distance focale f
cp(x,y,1)
j
k
i
Fig. 2.3  Projection centrale et notations
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Cette projection peut être exprimée sous forme matricielle en formulant le passage par une trans-
formation projective A de l'espace projectif de dimension 3, P3, vers l'espace projectif de dimension
2 P2.
 f cXfcY
cZ
 =
 f 0 0 00 f 0 0
0 0 1 0


cX
cY
cZ
1
 (2.7)
ou bien dans une forme plus concise :
xm = AcpX avec Ap =
 f 0 0 00 f 0 0
0 0 1 0
 (2.8)
2.1.2.2 Les paramètres intrinsèques
L'image numérique est une forme discrétisée de la projection continue du monde 3D sur le plan
image. Le plan image est échantillonné suivant un pavage qui est, la plupart du temps, rectangulaire
et qui peut parfois être hexagonal ou triangulaire. Chacune des cellules du pavage est caractérisée par
sa position dans le pavage et la quantité de lumière qu'elle recoit.
un pixel
ly
lx
uu0
c
p
c
x
c
y
v
v0
v
Opi
u
Fig. 2.4  Passage des coordonnées métriques aux coordonnées pixeliques
Les coordonnées d'un élément de l'image, ou pixel, ne sont pas directement données en unités
métriques mais représentent la position de l'élément sur le pavage qui compose le capteur CCD. Elles
sont appelées coordonnées pixeliques. Un repère 2D attaché à la grille de pixels est ajouté à la re-
présentation de la caméra, Rpi(Opi,u,v). L'origine des coordonnées pixeliques est rarement le point
principal (voir ﬁgure 2.4), elle est généralement placée en haut et à gauche de l'image. u est colinéaire
aux lignes et v aux colonnes.
Ainsi, les paramètres intrinsèques qui permettent de modéliser la caméra sont :
 la dimension des éléments de l'image lx et ly ;
 la distance focale f ;
 les coordonnées pixeliques du point principal u0 et v0, c'est-à-dire l'intersection de l'axe optique
avec le plan image
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Le passage des coordonnées normalisées xm(x, y, 1), exprimées en unités métriques dans le repère
de la caméra Rc(Oc, i, j,k), aux coordonnées pixeliques xp(u, v, 1), exprimées dans le repère de l'image
Rpi(Opi,u,v), prend en compte le changement d'unités mais aussi un changement d'origine.
u = u0 + xlx
v = v0 + yly
(2.9)
L'ensemble de ces paramètres peut être codé globalement sous la forme d'une matrice de projection
perspective Kp. L'équation (2.9), peut s'écrire sous la forme matricielle suivante : uv
1
 =
 1lx 0 u00 1ly v0
0 0 1
 xy
1
 (2.10)
et dans une forme plus concise :
xp = Kpx avec Kp =
 1lx 0 u00 1ly v0
0 0 1
 (2.11)
Pour résumer, d'après les équations (2.7) et (2.10), un point 3D dont les coordonnées sont exprimées
en unité métrique dans le repère de la caméra aura pour coordonnées pixeliques :
xp = KpApX (2.12)
Cette expression est fréquemment remplacée par une expression équivalente obtenue en déplaçant
f de Ap vers Kp qui deviennent A et K :
xp = KAX avec A =
 1 0 0 00 1 0 0
0 0 1 0
 et K =

f
lx
0 u0
0 fly v0
0 0 1
 =
 px 0 u00 py v0
0 0 1
 (2.13)
Les paramètres intrinsèques sont donc réduits à 4 paramètres : deux paramètres de changement
d'échelle px = flx , py =
f
ly
et les coordonnées pixeliques du point principal xc u0 et v0. La matrice K
est couramment appelée matrice d'étalonnage ou matrice des paramètres intrinsèques de la caméra.
Ainsi, sans perte de généralité, toute caméra peut être assimilée à une caméra équivalente de focale
égale à 1 et dont les pixels seraient de tailles px = flx et py =
f
ly
.
En général, les points de l'espace 3D ne sont pas directement exprimés dans le repère de la caméra
mais dans un repère diﬀérent, généralement le repère de référence Rb ou dans le repère attaché à
l'objet Ro. La transformation entre le repère de la caméra et un autre repère d'expression est appelée
la pose de la caméra. Dans le reste de ce document, elle sera exprimée par une matrice homogène.
Il est nécessaire d'exprimer les coordonnées d'un point 3D X dans le repère d'une caméra pour
pouvoir calculer les coordonnées de sa projection sur le plan image de la caméra. Si les coordonnées
métriques d'un point xm sont connues, il est également nécessaire de connaître la pose de la caméra
pour reprojeter ce point en 3D. La pose de la caméra est essentielle à l'utilisation de la caméra comme
un système de mesure, en particulier dans les tâches de reconstruction 3D et de localisation.
Soit oX(oX,o Y,o Z, 1), un point déﬁni dans le repère Ro. Connaissant la matrice cMo, pour expri-
mer ce point dans le repère de la caméra Rc, il suﬃt d'écrire :
cX = cMooX (2.14)
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Finalement, les coordonnées pixeliques d'un point déﬁni dans le repèreRo sont trouvées en utilisant
les équations (2.14) et (2.13) :
cxp = KAcMooX (2.15)
cxp = PoX (2.16)
où P est une matrice de dimension 3× 4 appelée matrice de projection de la caméra. Dans la suite de
ce manuscrit, nous utiliserons cette matrice pour eﬀectuer la projection d'un point sur un plan image.
Le modèle sténopé utilisé en vision par ordinateur n'est pas n'est pas exact pour une optique à
lentille et des déformations apparaissent qui sont essentiellement dues à la forte courbure aux bords
des lentilles de l'objectif. Plus la distance focale est faible et plus ces eﬀets sont signiﬁcatifs. La
déformation la plus importante est une distorsion radiale qui apparaît lors de la projection du monde
3D sur le plan image 2D de la caméra. Si cette déformation peut être corrigée, alors la caméra se
comporte comme un système parfaitement linéaire. Une description de ces modèles peut être trouvée
dans [Faugeras 93, Hartley 01]. Pour savoir quels sont les coordonnées pixeliques d'un point 3D, il faut
d'abord le projeter dans le plan image pour obtenir ses coordonnées métriques idéale, puis calcule ses
coordonnée métrique réelles en tenant compte de la distorsion et enﬁn les convertir en coordonnées
pixeliques. La transformation permettant de passer des coordonnées idéales aux coordonnées réelles
peut être évaluer au cours d'une étape d'étalonnage de la caméra. La technique d'étalonnage que nous
avons utilisée repose sur une méthode de minimisation de type Levenberg Marquardt [Chaumette 90a].
Hypothèse 8 Notre système de vision est étalonné
Dans le reste de ce document, le système de vision est supposé étalonné,c'est-à-dire l'ensemble des
paramètres intrinsèques {px, py, u0, v0, L} est connu et sa pose par rapport à un repère de référence Rb
peut être mesurée à chaque instant. Ainsi, le système de vision pourra être utilisé comme un système
de mesure.
2.1.2.3 Rétro-projection d'un point.
L'équation (2.12) permet de projeter un point 3D cX sur le plan image d'une caméra. Si les
coordonnées d'un point 2D xp sont connus, quelle information 3D peut-on en déduire ?
D'après l'équation (2.12), l'ensemble des points cX qui se projettent sur xp est déﬁni par
cX = A−1K−1xp
cX = A−1xm
qui équivaut à {
cX −c Zx = 0
cY −c Zy = 0 (2.17)
Cette équation déﬁnit deux plans dans l'espace euclidien, c'est-à-dire les paramètres d'une droite
3D. Cette droite passe par le centre de projection et le point xm(x, y, 1)>, elle forme la rétro-projection
3D (back-projection) du point 2D.
La position du point cX sur cette droite ne peut évidemment pas être déterminée à partir de
l'équation (2.17). L'information donnée par une seule image est donc insuﬃsante pour calculer sa
position. Au moins deux vues d'un même point sont nécessaires à sa localisation.
Une seconde vue peut être obtenue en utilisant un banc de stéréovision, comme le propose le travail
antérieur à cette thèse [Leroux 06], c'est-à-dire deux caméras montées sur un même support rigide.
Cependant, pour obtenir une localisation précise, il est préférable d'utiliser des vues relativement
éloignées qui peuvent être obtenues simultanément par plusieurs caméras ou successivement par une
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même caméra, par exemple, comme proposé par l'algorithme du SLAM (Simultaneous Localisation
And Mapping) [Davison 03] ou dans les algorithmes de structure from motion.
Si la position relative des caméras peut être estimée ou mesurée, un lien géométrique peut être
établi entre les projections du monde sur les plans images des deux caméras. Ce lien est la géométrie
épipolaire qui est présentée dans le paragraphe suivant.
2.1.3 Système à deux caméras
Le système de vision permet d'acquérir simultanément deux images issues de chacune des caméras,
déportée et embarquée.
La ﬁgure 2.5 présente la géométrie du système à deux vues (1 et 2), ou géométrie épipolaire, qui
relie les structures 3D de la scène à leur projection dans les plans images au travers de la description
des matrices essentielles ou fondamentales, c'est-à-dire dans l'espace normalisé ou pixelique.
Dès lors que la position relative 1M2 des repères liés aux caméras est connue, la géométrie épi-
polaire peut être calculée. Sinon, elle peut être estimée à partir de l'analyse de zones communes aux
images acquises par les caméras.
plan image de plan image de la
droite de base
droites e´pipolaires
point se´lectionne´
1M2
la came´ra 1 came´ra 2
X
O2
e2
e1
R1
R2
O1
plan e´pipolaire
2x
1x
l2
l1
Fig. 2.5  La géométrie épipolaire de deux vues. Le couple de points homologues est 1xm et 2xm. Les centres des caméras
sont O1 et O2. Les épipoles sont e1 and e2 dans le plan image de la caméra 1 et dans celui de la caméra 2, respectivement.
La droite l1 est la droite épipolaire associée à 2xm. La droite l2 est la droite épipolaire associée à 1xm.
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2.1.3.1 Aspects géométriques
Géométriquement, un point 3D X se projette dans le plan image des deux caméras en deux points
2D 1x et 2x. Ces deux points sont dits homologues.
À tout point 1x du plan image de la première caméra, il est possible d'associer un droite passant
par ce point et le centre optique de la caméra O1. Cette droite se projette dans le plan image de la
seconde caméra en une droite l2 qui est le lieu géométrique des points potentiellement homologues au
point cliqué (cf. ﬁgure 2.5).
Ainsi, la recherche du point 2x homologue à 1x se limite à l'examen de la droite l2 dans l'image
de la caméra déportée qui est la projection de la ligne de vue passant par le point cliqué. Cette droite
est la droite épipolaire associée au point cliqué et la géométrie associée aux deux vues est nommée
géométrie épipolaire.
La droite qui joint les deux centres optiques est appelée la droite de base. Les points d'intersection
de la droite de base avec chacun des plans images sont les épipoles, e1 et e2. Ils représentent la
projection centrale du centre optique de l'une des caméras dans le plan image de l'autre caméra.
Toutes les droites épipolaires passent par les épipoles, formant un faisceau de droites épipolaires.
Le plan formé par les centres optiques O1 et O1 et le point 3D X est le plan épipolaire Π (cf. ﬁgure
2.5).
2.1.3.2 Aspects algébriques
Pour alléger les notations, les coordonnées homogènes métriques d'un point 2D dans le plan image
de la caméra a seront notées ax, dans la suite de ce paragraphe.
Les points 1x et 2x appartiennent par déﬁnition aux droites (O1,1 X ) et (O2,2 X ). Les deux points
homologues et les centres optiques sont donc coplanaires, leur produit mixte est donc nul :
1x
>
(1t2 × dR22x) = 0
1x
>
[1t2]×1R2
2
x = 0
avec 1t2 et 1R2 les composantes de la transformation de la caméra déportée à la caméra embarquée
et [a]× est une matrice antisymétrique qui permet d'écrire le produit vectoriel de deux vecteur sous
la forme d'une multiplication matricielle.
Et ﬁnalement, la contrainte épipolaire s'écrit :
1x
>1E22x = 0 (2.18)
Algébriquement, la relation liant les points x d'une image aux droites épipolaires de l'autre image
est la contrainte épipolaire :
1x
>1E22x = 0
2x
>1E2
>1x = 0
2x
>2E11x = 0
où 1E2 est la matrice essentielle. Le système étant étalonné, cette matrice peut être déduite de la
position relative courante des deux caméras 1M2.
La matrice essentielle décrit la relation entre la contrainte épipolaire et les paramètres extrinsèques
du système de vision. En eﬀet, l2 = 2E11xm est une droite dans la vue de la caméra embarquée.
L'égalité 2x>l2 = 0 impose que le point 2x se trouve sur la droite. Cette droite correspond à la
projection de la droite associée à 1xm dans le plan image de la caméra embarquée.
Pour intégrer les paramètres intrinsèques des caméras dans la contrainte épipolaire, il faut passer
par la matrice fondamentale 1E2 qui permet d'utiliser directement les coordonnées pixeliques. Soit xp
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un point exprimé en coordonnées pixeliques et xm le même point noté en coordonnées normalisées.
Comme l'a montré le paragraphe précédent, la relation xp = Kxm, avec K la matrice d'étalonnage de
la caméra, permet le passage d'un espace de coordonnées à l'autre.
l2 = 2F12xp (2.19)
La relation entre la matrice essentielle et la matrice fondamentale est :
2E1 = K2> 2F1K1 (2.20)
où K1 et K2 sont les matrice d'étalonnages, respectivement de la caméra 1 et de la caméra 2.
Finalement, la contrainte épipolaire devient :
1xp
>1F22xp = 0 (2.21)
La géométrie épipolaire correspond à la géométrie du système de vision. Elle est indépendante de
la structure de la scène et ne dépend que des paramètres intrinsèques des caméras et de leurs positions
relatives. Quelle que soit la scène considérée et connaissant l'étalonnage du système de vision, peut
être associé au point cliqué le lieu géométrique de son homologue potentiel dans la vue de la caméra
embarquée. Ce lieu géométrique est la projection de la droite passant par le point cliqué et le centre
optique.
2.2 Un outil de saisie guidé par la vision
D'après les hypothèses énoncées en ﬁn du premier chapitre, voir l'annexe C, la seule information
disponible est un clic correspondant à la position approximative de l'objet dans la vue de la caméra
déportée.
Dans un premier temps, les repères et les notations permettant de décrire notre système seront
présentés. Puis, en utilisant les fondements théoriques décrits dans le paragraphe à venir, l'information
qui peut être déduite du clic sera présentée.
2.2.1 Repères et Notations
Un certain nombre de repères nécessitent d'être déﬁnis une fois pour toutes aﬁn d'indexer les
diﬀérentes parties du système robotique (voir ﬁgure 2.6). Tous les repères positionnés sont des repères
cartésiens orthonormés directs de la forme R(O, i, j,k).
La ﬁgure 2.6 présente également les transformations entre les diﬀérents repères qui peuvent être ex-
primées par des matrices homogènes. Ce paragraphe déﬁnit les repères et les transformations associées
en précisant si celles-ci sont inconnues, estimées ou calculées.
Notons Rw, le repère absolu, world frame et Rb le repère attaché à la base du bras. Même si la
base peut être mobile, cette étude s'intéresse à la phase ﬁnale de saisie durant laquelle l'objet est
dans la zone de travail du bras. La transformation wMb est constante mais inconnue. Dans le reste
du document, le repère de référence sera Rb.
Le repère Rg, gripper frame, est attaché à la pince, avec pour origine le point d'attache de la
pince, k dans l'axe de la pince, j perpendiculaire aux mors et dans le plan des mors. La position
et l'orientation de la pince, à laquelle le repère Rg est attaché, sont exprimées dans le repère Rb
par la transformation bMg. Elles varient au cours du temps et elles peuvent être calculées, à chaque
instant, à partir de la lecture de la position angulaire des articulations du bras en utilisant son modèle
géométrique direct (voir annexe B).
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Fig. 2.6  Déﬁnition des repères
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Les repères Re et Rd sont respectivement attachés à la caméra embarquée et à la caméra déportée.
L'origine d'un repère lié à une caméra est son centre optique et le vecteur directeur k est collinéaire à
l'axe optique. Les transformations liant la caméra embarquée à la pince bMe et la caméra déportée à
la base du bras bMd sont constantes et peuvent être calculées lors d'une étape d'étalonnage [Tsai 89].
Un dernier repère est attaché à l'objet d'intérêt Ro. L'objet de ce chapitre est de présenter une
méthode d'estimation de la position de Ro dans le repère de référence Rb pour ﬁnalement positionner
la caméra embarquée Re de sorte à ce que l'objet soit inclus dans son champ de vision. D'après les
hypothèses listées dans la première partie, la scène est statique et la position de l'objet à saisir bMo
est donc constante. Elle est inconnue a priori. La pose de l'objet dans le repère Re, oMe, ou Rd, oMd,
pourrait être calculée à partir des informations visuelles données par l'une ou l'autre des caméras si
un modèle 3D de l'objet [Comport 05] ou une base d'apparences était donné [Lowe 04].
2.2.2 Stratégie de localisation.
D'après l'équation (2.17), connaissant les coordonnées pixeliques d'un clic dans l'image de la caméra
déportée étalonnée, une ligne de vue qui porte l'objet peut être calculée (voir ﬁgure 2.7).
Table
Zone de travail
du manipulateur
Point cliqué
Plan image de
Objet hors du champ de
la caméra embarquée
la caméra déportée
Ligne de vue
Segment 3D
Fig. 2.7  Déﬁnition de la ligne de vue, issue du point cliqué par l'utilisateur
L'objet se trouve dans la zone de travail du bras (voir les hypothèses du chapitre 1), sa profondeur
sur la ligne de vue peut donc être bornée par les limites de la zone de travail du bras. L'objet se situe
sur la ligne de vue associée au clic entre les profondeurs Dmin et Dmax. Au moins deux vues sont
nécessaires pour déterminer sa localisation sur la ligne de vue.
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Dans le cadre de notre étude, une seconde vue est donnée par la caméra embarquée, dont les 6
degrès de liberté peuvent être commandés, dans la zone de travail du bras. La position relative des
caméras dMe est mesurée et le système de vision est étalonné. La contrainte épipolaire peut donc être
calculée (voir équation 2.18) ainsi que les paramètres de la ligne épipolaire associée au clic, projection
de la ligne de vue dans la vue de la caméra embarquée :
el = eFddxclic (2.22)
La stratégie de localisation (voir ﬁgure 2.8) consiste à déplacer la caméra embarquée pour examiner
la ligne épipolaire el de Dmin jusqu'à Dmax. L'objet n'est pas visible à chaque instant dans l'image
de la caméra embarquée. Cependant il se projette nécessairement dans quelques images qu'il faudra
identiﬁer. Au fur et à mesure du parcours, les informations issues des images seront traitées pour
repérer l'objet et en déduire une estimation de sa position.
Table
image de´porte´e
Images embarque´es
Fig. 2.8  Stratégie de localisation : la caméra embarquée est déplacée de sorte à acquérir des vues du segment 3D qui
porte l'objet d'intérêt.
Le prochain chapitre décrit la loi de commande qui assure le parcours de la ligne de vue et le
chapitre suivant présentera les traitements qui permettent de repérer l'objet dans les images.
Chapitre 3
Une commande visuelle basée sur la
géométrie épipolaire
Ce chapitre présente la loi de commande qui est appliquée à la caméra embarquée pour localiser
l'objet à saisir. Elle consiste à parcourir la ligne de vue associée au clic, en parcourant en fait la ligne
épipolaire associée au clic, maintenue centrée et horizontale dans l'image embarquée. La commande
du mouvement de la caméra repos sur des informations 2D, les paramètres de la ligne épipolaire, et
consiste à réaliser une tâche de centrage de la ligne épipolaire et une tâche de parcours de cette ligne.
L'avantage d'utiliser une commande bouclée sur la position de la ligne épipolaire est qu'elle permet
de relâcher l'hypothèse d'un système ﬁxe en s'adaptant à des petits mouvements relatifs de l'objet
et de la caméra déportée, simplement en suivant le voisinage du clic. Par exemple, cela permet de
compenser des petits mouvements d'un fauteuil roulant au cours de l'asservissement.
Des travaux se sont intéressés à des commandes basées sur la géométrie épipolaire, essentiellement
pour des applications de retour à leur position initiale, en anglais homing. Des commandes ont été dé-
veloppées avec succès pour des bras manipulateurs [Rives 00, Basri 99, Piazzi 03, Marotta 02] (mouve-
ment en six degrés de liberté) et, ces dernières années, pour des systèmes mobiles holonomes [Chezi 06,
Piazzi 03] ou non holonomes en utilisant des caméras sténopé [LopezNicolas 06, Mariottini 07] ou bien
encore catadioptriques [Mariottini 05] (dans ce cas, seuls des mouvements planaires des caméras sont
autorisés).
Les commandes développées reposent sur des informations 2D virtuelles calculées à partir de l'esti-
mation en ligne de la géométrie épipolaire [Hartley 97], telle la position des épipoles ou la position de
droites épipolaires. Seule l'orientation relative des caméras peut être rectiﬁée en utilisant ces informa-
tions. En eﬀet, lorsque les caméras sont alignées, une conﬁguration particulière , dite auto-épipolaire,
est atteinte. Dans cette conﬁguration, les épipoles et les droites épipolaires sont confondus (voir l'en-
cadré 3.1).
Dans le cadre de notre étude, la géométrie épipolaire peut être calculée à partir de la position
relative des deux caméras, écartant les problèmes liés à son estimation en ligne. Contrairement aux
méthodes de homing, notre objectif n'est pas de rejoindre une position connue par avance mais de
parcourir et d'observer une ligne de vue.
Dans une première section, nous présenterons le principe des asservissements visuels 2D puis un for-
malisme qui permet de réaliser l'asservissement simultané de plusieurs tâches en utilisant les propriétés
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Erreur en rotation : Conﬁguration auto-épipolaire
superposition des deux images
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La conﬁguration auto-épipolaire est une conﬁguration remarquable de la géométrie de deux vues
qui advient lorsque les deux repères caméras sont alignés. La transformation qui permet de passer
d'un repère à l'autre est une translation dans la direction de la ligne de base. Les épipoles et les
lignes épipolaires correspondant à deux points homologues ont les mêmes coordonnées dans les deux
vues et sont appelés auto-épipoles. Réciproquement, si les lignes épipolaires et les épipoles ont la
même position dans les deux vues, alors les repères caméra sont alignés.
Un premier algorithme consiste à extraire un ensemble de points dans les images courante et désirée.
Une mise en correspondance de ces points permet d'estimer la géométrie épipolaire et ainsi, la
position des lignes épipolaires. L'idée est de déplacer la caméra de sorte à annuler la distance
séparant un point de la ligne épipolaire associée et ainsi annuler l'erreur en rotation.
Un autre algorithme repose sur l'extraction des bi-tangentes. Une bi-tangente est une droite tan-
gente aux contours d'un même objet lorsque l'image courante et l'image désirée sont superpo-
sées. En conﬁguration auto-épipolaire, les bi tangentes passent par l'auto-épipole [Faugeras 93,
LonguetHiggins 81]. Cette propriété est utilisée dans [Piazzi 04, Piazzi 03] pour asservir un bras
manipulateur et dans [Mariottini 04, Mariottini 05] pour le retour à la base de robots mobiles non
holonomes. L'idée de l'algorithme est de faire pivoter la caméra jusqu'à ce que les bi-tangentes
soient concourantes en un unique point.
Fig. 3.1  Les propriétés de la conﬁguration auto épipolaire permettent d'aligner les caméras.
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de redondance d'un bras manipulateur à 6 axes. Ensuite, nous présenterons notre loi de commande.
Enﬁn les résultats obtenus sur un robot cartésien (AFMA Robotics) et sur un robot anthropomorphe
(RX90) seront présentés.
3.1 Loi de commande par asservissement visuel
Les techniques permettant de réaliser une commande à partir d'informations visuelles sont les tech-
niques d'asservissements visuels. Ce paragraphe en décrit le principe général. Il n'est pas question ici
de faire un état de l'art exhaustif du domaine mais de présenter les méthodes qui sont utiles à la réso-
lution du problème de localisation de l'objet. Ce paragraphe s'appuie principalement sur le tutoriel en
deux parties, publié dans le IEEE Robotics and Automation Magazine [Chaumette 06, Chaumette 07].
L'asservissement visuel d'un système équipé d'une caméra consiste à contrôler ses déplacements
pour minimiser l'erreur entre une information visuelle courante s(r), où r est la pose courante de la
caméra et une information visuelle désirée s∗, ou consigne. La ﬁgure 3.2 présente les deux montages
les plus usuels en commande visuelle. Si la caméra est embarquée sur le système à asservir, il s'agit
de contrôler ses mouvements pour réguler la tâche, le système est dit eye in hand. Si la caméra est
ﬁxée sur un support extérieur, la commande permet de déplacer l'eﬀecteur jusqu'à ce qu'il atteigne
une position désirée dans l'image. Le terme de eye to hand est rattaché à ce type de montage.
Des travaux se sont intéressés à des systèmes mixtes, dit eye-in-hand/eye-to-hand [Flandin 00,
Elena 03, Muis 05, Lippiello 05, Horaud 06, Lippiello 07]. La plupart du temps, la commande est
découplée : typiquement la caméra eye-in-hand commande les rotations et la caméra eye-to-hand
commande les translations [Elena 03, Flandin 00, Muis 05]. Cependant, il peut être intéressant d'uti-
liser les données issues des deux caméras pour commander l'ensemble des degrès de liberté du système,
par exemple, pour tenir compte des occultations dans chacune des vues [Lippiello 05, Lippiello 07].
Dans le cadre de notre étude, le montage est mixte eye-in-hand/eye-to-hand mais la commande
est une commande eye-in-hand. En eﬀet, comme nous le verrons, seuls les déplacements de la caméra
embarquée sont commandés. La coopération entre les deux caméras se résume à utiliser le point sé-
lectionné dans la vue déportée pour construire la loi de commande de la caméra embarquée.
3.1.1 Le formalisme de l'asservissement visuel
Eye to hand
s
s∗
Eye in hand
Fig. 3.2  Dispositif d'asservissement visuel sur 4 points ; à gauche, un montage caméra embarquée, dit eye-in-hand ; à
droite, un montage caméra déportée, dit eye-to-hand.
Pour commander un système de telle sorte que l'information visuelle courante s(r) se superpose
à la consigne s∗, il est nécessaire de décrire la relation entre les déplacements de ce système et la
variation de s(r). La dérivée de s(r) par rapport au temps s'écrit :
s˙ = Lsv (3.1)
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où Ls est la matrice d'interaction associée à s(r) et v = (v, ω) est le torseur cinématique. Ls dépend
de la valeur courante de s mais aussi de la distance séparant la caméra de l'objet considéré. Cette dis-
tance ne peut pas être mesurée à partir de l'information 2D. La matrice d'interaction permet de relier
le torseur cinématique de la caméra ou de l'objet, respectivement pour une conﬁguration eye-to-hand
ou eye-in-hand, aux variations des informations visuelles.
Si le système est un bras manipulateur, v peut être exprimé en considérant la position articulaire
de chacun des axes du bras :
v = cVgJ(q)q˙ avec cVg =
[
cRg [ctg]c×Rg
0 cRg
]
(3.2)
où
 q est un vecteur de dimension égale au nombre de degrés de liberté du bras. Ses coordonnées
sont les positions de chacune des liaisons du bras. q représente donc la position articulaire du
bras.
 q˙ = ∂q∂t est la vitesse articulaire.
 J(q) = ∂r∂q est le jacobien du robot qui relie des déplacements cartésiens exprimés dans Rb aux
déplacements articulaires.
 cVg est la transformation qui permet de passer d'une vitesse exprimée dans le repère de l'ef-
fecteur (gripper) à une vitesse exprimée dans le repère de la caméra. Elle dépend de la pose de
la caméra dans le repère de l'eﬀecteur gMc qui est ﬁxe et peut être calculée lors d'une phase
d'étalonnage.
L'équation (3.1) devient alors :
s˙ = Jpiq˙ avec Jpi = LscVgJ(q) (3.3)
où Jpi est le jacobien image qui permet de relier la variation des positions articulaires à la variation
des informations visuelles et dépend de la matrice d'interaction.
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Fig. 3.3  Schéma bloc simpliﬁé d'un asservissement visuel indirect
La ﬁgure 3.3 présente de manière simpliﬁée la boucle de commande d'un asservissement visuel.
L'utilisation du formalisme de la fonction de tâche [Samson 91, Espiau 92] pour réguler l'erreur ∆ =
s∗ − s permet d'écrire :
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e = (s∗ − s(r)) (3.4)
Des travaux ont établi des lois de commande qui tiennent compte des modèles dynamiques de
la caméra et du système pour réaliser des asservissements visuels rapides (à plus de 50Hz) : lois de
commande non linéaires [Hashimoto 93a], optimales de type LQ [Hashimoto 93b] et LQP, ou bien
encore utilisant des commandes prédictives, GPC [Gangloﬀ 98] ou des contrôleurs H∞.
Dans le cadre de cette étude, les asservissements visuels considérés sont des asservissements indi-
rects dont la fréquence d'échantillonnage est celle de l'acquisition des images de la caméra, c'est-à-dire
25-30Hz. La dynamique du système est contrôlée par les couches de commande bas niveau qui ont une
fréquence d'échantillonnage de 1kHz. Au regard du rapport de ces fréquences d'échantillonnage, le sys-
tème peut donc être considéré comme un intégrateur parfait et une loi de commande proportionnelle
permet d'obtenir une décroissance exponentielle de l'erreur :
e˙ = −λe (3.5)
où λ est le gain du correcteur.
Une nouvelle expression de la dérivée de e peut être obtenue à partir de la dérivée de l'équation
(3.4) et de l'équation (3.3) :
e˙ = s˙ = LscVgJ(q)q˙ (3.6)
La loi de commande permettant une décroissance exponentielle s'écrit à partir des équations (3.5)
et (3.6) :
q˙ = −λ(LscVgJ(q))+e = −λ(Jpi)+e (3.7)
où M+ est la pseudo inverse de Moore-Penrose de M, telle que M+ = (M>M)−1M>.
Cette loi de commande est une loi idéale. Dans la pratique, Ls ne peut pas être parfaitement
calculée car elle dépend à la fois de s et de la profondeur séparant la caméra de l'objet 3D qui n'est
pas connue. Ainsi, Ls ne peut être qu'estimée et son estimation sera notée L̂s. La loi de commande
(3.7) devient alors :
q˙ = −λ(L̂scVgJ(q))+e = −λ(Ĵpi)+e (3.8)
Si la loi de commande ne contraint pas tous les degrès de liberté du système, les degrès de liberté
disponibles peuvent être utilisés pour l'application d'une seconde loi de commande. Cependant, il est
possible que la régulation de cette seconde commande perturbe l'exécution de la première si elles ne
sont pas découplées. Le paragraphe suivant présente un formalisme permettant d'appliquer plusieurs
commandes sur un même système en établissant une hiérarchie entre les commandes et en garantissant
que les commandes secondaires ne perturbent pas la commande principale.
3.1.2 De la redondance en asservissement visuel
Lorsque la commande principale ne contraint pas tous les degrés de liberté du système, les degrés
de liberté disponibles peuvent être utilisés pour réaliser des tâches supplémentaires. La question est
alors de savoir comment utiliser au mieux ces degrés de liberté restants sans perturber la commande
principale. Plusieurs solutions ont été proposées pour associer plusieurs commandes, ou tâches.
La première consiste à faire une combinaison linéaire entre les tâches [Nelson 93, Nelson 94b,
Nelson 94a]. Cependant, les tâches secondaires peuvent alors modiﬁer la tâche principale. Cette solu-
tion ne garantit donc pas qu'il n'y ait pas de conﬂit entre les tâches. Il est même possible que la loi
de commande résultante soit telle qu'aucune des tâches ne soit ﬁnalement réalisée.
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Fig. 3.4  à gauche : il existe une inﬁnité de solutions, toute situées sur le noyau J>1 de J1. La pseudo inverse J+1 de J1
fournie la solution de norme minimale ; à droite : Dans le cas où une tâche secondaire e2 est considérée, elle est projetée sur
le noyau J>1 de la tâche et n'a donc aucun eﬀet sur la tâche principale.
La seoncde solution utilise le principe de la redondance [Siciliano 91] : celui-ci permet d'appli-
quer des tâches supplémentaires sans perturber la tâche principale. L'idée est de projeter une tâche
secondaire sur l'espace des mouvements qui ne perturbent pas la tâche principale. Typiquement, à
une tâche principale de centrage peut être associée une tâche d'exploration ou d'évitement de butées.
Cela demande d'établir une hiérarchie des tâches. Généralament la tâche d'asservissement visuel est
la tâche prioritaire et la tâche d'évitement de butées secondaire. Il est possible d'utiliser ce formalisme
pour appliquer plus de deux tâches au système.
Il arrive parfois que la contrainte de la tâche principale soit trop importante pour permettre l'ajout
d'une tâche secondaire. Dans ce cas, il faut alterner des phases d'exécution de la commande principale
à des phases où les contraintes secondaires s'expriment [Mansard 07].
Le formalisme de l'asservissement visuel à une seule tâche a été présenté précédemment. q est le
vecteur des positions articulaires du manipulateur et ei = s∗i − si et i ∈ {1, 2} deux fonctions de tâches
à réguler. D'après l'équation (3.3), le jacobien relatif à chacune des tâches est déﬁni par :
e˙i = s˙i (3.9)
= Jiq˙ (3.10)
Si la tâche principale est une tâche d'asservissement visuel et si on note L1 la matrice d'interaction
associée, alors on peut exprimer le jacobien de la tâche ainsi :
J1 = −λ1L1cVgJ(q) (3.11)
où λ1 est le gain du correcteur proportionnel qui assure la décroissance exponentielle de l'erreur liée
à la tâche.
La loi de commande qui optimise l'erreur de la tâche principale e1 = s∗1 − s1 est alors [Espiau 92,
Chaumette 06] :
q˙ = Ĵ1
+
e˙1 +P1z (3.12)
où Ĵ1
+
est la pseudo inverse d'une approximation ou d'un modèle de J1, z est un vecteur de contrôle
arbitraire et P1 = I − J1+J1 (avec I la matrice identité) est l'opérateur de projection qui garantit
que le vecteur de contrôle z n'aﬀecte pas la réalisation de la tâche principale e1.
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En eﬀet quel que soit z, on a l'égalité J1P1z = 0. En d'autres termes, si J1+ donne une commande
de norme minimale, il existe une inﬁnité de solutions permettant d'assurer la régulation [Marchand 04].
Toutes les autres solutions se situent dans le noyau du Jacobien de la tâche. La ﬁgure (3.4) illustre la
projection de la tâche secondaire sur le noyau de la tâche principale.
Introduisons une deuxième tâche e2 et son jacobien J2 dans le vecteur z qui devient :
z = Ĵ2
+
e2 (3.13)
Si on inclut (3.13) dans (3.12), la loi de commande permettant de réguler les deux tâches est alors :
q = Ĵ1
+
e1 +P1Ĵ2
+
e2 (3.14)
Pour étendre (3.14) à n ≥ 2 tâches, e1, . . . , en dont les jacobiens sont notés J1, . . . ,Jn, il est
tentant d'écrire la loi de commande de la troisième tâche directement à la place de la seconde tâche
de l'équation :
q˙ = Ĵ1
+
e1 +P1(Ĵ2
+
e2 +P2Ĵ3
+
e3)
et en généralisant à n tâches :
q˙ = Ĵ1
+
e1 +P1Ĵ2
+
e2 +P1P2Ĵ3
+
e3 + . . .+
(
n−1∏
i=1
Pi
)
Ĵn
+
en
Cependant, les opérateurs de projection vectorielle Pi ne sont pas commutatifs (P1P2 6= P2P1
dans le cas général). Rien ne garantit donc que P1P2Ĵ3
+
e3 se projette sur le noyau de e2, c'est-à-dire
la tâche e2 peut être modiﬁée par la tâche e3 ainsi que par toutes les autres tâches.
Pour que les tâches secondaires n'inﬂuent pas sur la tâche principale et ne se perturbent pas entre
elles, il faut garantir que la tâche ei+1 se projette dans les noyaux des i tâches qui lui sont prioritaires,
c'est-à-dire dans l'intersection des noyaux des i premières tâches. Soit N1..i = ∩ip=1kerJp et JAi le
jacobien des p premières tâches :
JAi =
 J1...
Jp

Le projecteur vectoriel PAi est le projecteur dans le noyau de JAi :
PAi = I− JAi
+
JAi
L'expression d'une loi de commande à plus de deux tâches s'écrit ﬁnalement :
q˙ = Ĵ1
+
e1 +PA1 Ĵ2
+
e2 +PA2 Ĵ3
+
e3 + · · ·+PAn−1Ĵn
+
en (3.15)
Le lecteur intéresse pourra se référer à l'étude de la mise en ÷uvre par pile de tâches des lois de
commande à plus de deux tâches, dans la thèse de N. Mansard [Mansard 07].
3.2 Loi de commande appliquée à la caméra embarquée pour
localiser l'objet
Dans le cas de notre étude, la spéciﬁcation des tâches à eﬀectuer est la suivante, par ordre de
priorité :
1. La droite épipolaire associée à dxm doit être amenée au centre du plan image de la caméra
mobile ;
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2. Tout en maintenant la droite épipolaire horizontale et centrée dans sa vue, la caméra mobile
parcourt l'espace de travail du bras à la recherche de l'objet à saisir ;
3. Une troisième tâche d'évitement de butées sera appliquée.
Ce paragraphe présente donc la loi de commande à trois tâches que nous avons développée.
Pour parcourir la ligne de vue, si la tâche principale de centrage est régulée, la tâche secondaire
de parcours devrait se limiter à une rotation autour de l'axe perpendiculaire au plan épipolaire, c'est-
à-dire l'axe j du repère de la caméra embarquée [Basri 99]. Cependant, si la régulation de la tâche
principale n'est pas parfaite, cette rotation perturbe petit à petit le centrage de la droite épipolaire.
L'erreur de la tâche principale augmente et plus rien ne garantit que la droite épipolaire soit dans
l'image de la caméra mobile. Le formalisme de la redondance permet de résoudre ce problème en
assurant que la tâche secondaire ne perturbe pas la bonne régulation de la tâche principale.
3.2.1 Tâche principale : centrage de la ligne
D'après le paragraphe 2.1.3 consacré à la géométrie épipolaire, la ligne de vue portant le centre
optique de la caméra déportée et le point dxm se projette dans le plan image de la caméra embarquée
sur la droite d'équation :
le = eEddxm (3.16)
Pour asservir les déplacements de la caméra à ceux de cette droite dans un plan image, une
paramétrisation s = (ρ, θ) (voir ﬁgure 3.5) est préférée à la représentation non minimale (ax+by+c =
0) pour représenter la ligne de vue [Chaumette 90b] :
xcosθ + ysinθ − ρ = 0 (3.17)
où θ = arctan(b/a) et ρ = −c√a2 + b2.
θθ
ρ ≥ 0
ρ ≤ 0
i
j
i
j
Fig. 3.5  Représentation des droites 2D s = (ρ, θ)
Remarque Il faut cependant noter que la représentation (ρ, θ) présente une ambiguïté : la même
droite peut être paramétrée indiﬀéremment par (ρ, θ± 2kpi) et (−ρ, θ± (2k+ 1)pi). Pour lever l'ambi-
guïté, il suﬃt de limiter l'angle θ entre −pi et pi, le signe de ρ est ainsi ﬁxé.
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La matrice d'interaction associée à el est la suivante [Espiau 92] :
Ll =
(
λρcosθ λρsinθ −λρρ (1 + ρ2)sinθ −(1 + ρ2)cosθ 0
λθcosθ λθsinθ −λθρ −ρcosθ −ρsinθ −1
)
(3.18)
avec : {
λρ = (Aρ cos θ +Bρ sin θ + C)/D
λθ = (A sin θ −B cos θ)/D (3.19)
où AX +BY +CZ +D = 0 est un plan, exprimé dans le repère Re qui contient la ligne. Pour éviter
une conﬁguration dégénérée, où D = 0, le plan choisi ne passe pas par le centre optique de la caméra
embarquée. On choisit typiquement le plan image de la caméra embarquée.
L'asservissement consiste à centrer horizontalement la ligne sl dans le plan image, d'où s∗l = (0, pi).
La loi de commande dans l'espace articulaire est donc la suivante :
q˙ = −λ1(L̂lcVgJ(q))+(sl∗ − sl) (3.20)
Les coordonnées de la ligne épipolaire sont directement calculées à partir de la mesure des positions
relatives des deux caméras et de la position du clic dans la vue de la caméra déportée (voir équation
3.16). Dans le cas où l'objet est immobile relativement au repère du bras, cet asservissement ne repose
donc pas directement sur des information image mais uniquement sur des informations géométriques,
sa désignation en tant qu'asservissement visuel est donc en partie abusive. Cependant, ce formalisme
permet exactement d'exprimer notre tâche purement géométrique.
Cette tâche ne contraint que deux degrés de liberté. En eﬀet, la matrice jacobienne attachée à la
tâche est de rang 2. Il reste donc quatre degrés de liberté qui peuvent être utilisés pour déplacer la
caméra embarquée le long de cette ligne de vue aﬁn de rechercher l'objet.
3.2.2 Tâche secondaire : parcours de la ligne
La recherche de l'objet est limitée à un segment 3D qui est l'intersection entre la droite épipo-
laire et l'espace de travail du robot. Les deux extrémités de ce segment sont des points 3D virtuels
cfX1 = (X1, Y1, Z1) et cfX2 = (X2, Y2, Z2), exprimés dans le repère Rd. Ils se projettent dans le plan
image de la caméra mobile en deux points x1 = (x1, y1) et x2 = (x2, y2).
La tâche principale de centrage de la droite épipolaire associée à dxm contraint deux degrés de
liberté. Il reste donc quatre degrés de liberté disponibles pour l'application d'une tâche secondaire
dédiée au parcours de la ligne de vue. En utilisant le formalisme de la redondance, le centrage successif
des deux extrémités du segment dX1 et dX2 peut être réalisé sans perturber la régulation de la tâche
principale.
Pour centrer les points dXi, où i ∈ {1, 2} dans le plan image de la caméra mobile, une tâche
secondaire e2 est construite. Les informations visuelles considérées sont les projections xi des points
virtuels dXi dans le plan image de la caméra mobile et le centre de l'image x∗ = (0, 0). L'erreur
à réguler est alors e2 = xi − x∗. La matrice d'interaction L2 associée à cette tâche est la matrice
d'interaction classique d'un point 2D [Espiau 92] :
L2 =
( − 1Z 0 xZ xy −(1 + x2) y
0 − 1Z yZ 1 + y2 −xy −x
)
(3.21)
La commande appliquée au système pour permettre le parcours de la ligne de vue s'écrit :
q˙ = −λ1(LlcVgJ(q))+(sl∗ − sl) +P1(−λ2(L2cVgJ(q))+(x∗ − xi)) (3.22)
q˙ = J1+e1 +P1J2+e2 (3.23)
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avec P1 le projecteur sur la tâche principale.
Remarque : La matrice d'interaction associée à un point 2D n'est valide que si la profondeur Z
est positive. Dès lors que le point 3D passe derrière le plan image, la convergence n'est plus prouvée.
Il faut donc s'assurer que le point virtuel que l'on tente de centrer est bien positionné à l'avant
du plan image. Si c'est le cas, on peut directement centrer ce point, sinon, il faut créer des points
intermédiaires. La ﬁgure (3.6) illustre un cas pathologique dans lequel le centrage du premier point
entraîne un positionnement du second point derrière le plan image.
ligne de vue
Od
Xmin
avec
d
Zi ≥ 0
Xi
Xmax
Oe
Xmin
e
Md
Od
Xmax
Fig. 3.6  Selon la position relative des deux caméras, lorsque la tâche de centrage d'une extrémité du segment est régulée,
la seconde extrémité peut être positionnée derrière le plan image de la caméra embarquée. La matrice d'interaction associée
au second point n'est pas valide. La solution est d'eﬀectuer n tâches de centrage successives pour garantir que les points 3D
virtuels soient toujours devant le plan image.
Pour solutionner le problème, le parcours de la ligne est eﬀectué en régulant séquentiellement n
tâches de centrage de n points répartis régulièrement sur la ligne de vue, plutôt que de centrer une
extrémité puis l'autre. Dans un premier temps, une des extrémités, telle que eZ ≥ 0, est centrée, puis
successivement tous les points intermédiaires jusqu'à l'autre extrémité.
Comme nous le verrons dans la partie résultats, en plus d'assurer que le point courant a une
profondeur eZ ≥ 0, centrer des points tout au long du segment permet d'acquérir des vues plus
régulièrement. En eﬀet, le centrage d'une extrémité puis de l'autre produit une vitesse de déplacement
rapide lorsque l'erreur est importante et une vitesse faible à convergence ; un grand nombre de vues
sont acquises à proximité des extrémités du segment en comparaison à celles acquises sur le reste du
segment.
3.2.3 Tâche à dimension variable : évitement des butées
Nous verrons, dans la partie consacrée aux validations expérimentales, que les tâches de centrage et
de parcours de la ligne de vue engendrent principalement des mouvements de rotation. Les mouvements
nécessaires à la réalisation des tâches e1 peuvent conduire les articulations du système en butée et
perturber leur régulation. Si suﬃsamment de degrés de liberté sont disponibles, il est possible d'ajouter
aux deux premières tâches détaillées, une troisième tâche d'évitement de butées.
L'approche la plus courante pour l'évitement de butées est la Méthode du Gradient Projeté
[Liegeois 77, Samson 91] (voir ﬁgure 3.7). La tâche d'évitement de butée est déﬁnie par le gradient
d'une fonction de coût qui atteint son maximum à l'approche des butées et sa dérivée doit s'annuler
lorsque la fonction atteint son minimum. La fonction de coût peut par exemple avoir la forme illustrée
par la ﬁgure 3.7. Cette méthode nécessite de choisir avec soin le rapport entre les gains de la tâche
principale et celui de l'évitement de butées. En eﬀet, il a été montré que si le gain de l'évitement de
butée est trop faible la tâche d'évitement est ineﬃcace. À l'inverse si ce gain est trop important, des
oscillations apparaissent sur la position du robot.
Pour éviter ce problème, une solution est de ralentir ou stopper le mouvement des axes que la
commande rapproche de leurs butées [Marchand 96]. Les autres degrès de liberté seront utilisés pour
réguler les tâches de priorité supérieure. Cela revient à considérer le système comme ayant autant de
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Fig. 3.7  évolution de la fonction de coût en fonction de la position articulaire.
degrès de liberté en moins que d'axes en diﬃculté. Le rang de la tâche d'évitement de butée varie
selon le nombre d'axes en phase critique.
L'algorithme d'évitement de butées implémenté est celui proposé dans [Chaumette 00]. Il est pré-
senté plus en détail dans l'encadré (3.2.3).
Algorithme d'évitement de butée
 Mesure de la position articulaire courante q
 Calcul du jacobien courant en fonction de la position articulaire couranteq
 Calcul de la vitesse articulaire q˙ qui résulterait de l'application de la loi de de commande
 Prédiction des positions qu'atteindraient les axes en un petit intervalle de temps δt si la
vitesse q˙ leur était appliquée
qpre = q− λq˙δt
 Évaluation des axes en diﬃculté. Ce sont les axes dont la position qpre est en dehors des
limites articulaires tolérées et qui se rapprochent de leur butées. Compter le nombre K d'axes
en diﬃculté.
 Construction des matrices E et S. E est de dimension (K×6) est construite en concaténant
les lignes du jacobien de la tâche principale correspondantes aux axes en diﬃculté. La matrice S
est l'empilement des coordonnées du vecteur vitesse correspondant aux axes en diﬃculté.
 Calcul de a∗. a∗ = E+S
 La vitesse à appliquer au système est
q˙′ = q˙+
naX
i=1
a∗E•i
Fig. 3.8  Algorithme d'évitement de butée.
La commande peut être réécrite à partir de l'équation (3.22) et de l'équation (3.15) :
q˙ = J1+e1 +P1J1+e1 +
na∑
i=1
aiE•i (3.24)
où na est la dimension du noyau de JA2 = (J1,J2)> et
∑na
i=1 aiE•i déﬁnie les mouvements qui per-
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mettent d'éviter que les articulations en position critique ne rentrent en butée. E est une base de
Ker JA2 et a est un vecteur de gain qui annule le déplacement des axes en diﬃculté. a est calculé
automatiquement en résolvant le système :
Fa = b avec F =

...
Ek•
...
 et b =

...
(JA2 )k
...
 (3.25)
d'où a∗ = F+b et la loi de commande s'écrit :
q˙ = J1+e1 +P1J2+e2 +
na∑
i=1
a∗E•i (3.26)
Malheureusement, il peut arriver que la loi de commande résultant de l'évitement des butées pour
les axes k en diﬃculté entraîne certains des autres axes en butée. Pour éviter cette situation, il suﬃt
d'itérer le processus. La loi de commande s'écrit ﬁnalement :
q˙ = J1+e1 +P1J2+e2 +
na∑
i=1
a∗i + nb∑
j=1
bjF⊥•j
E•i (3.27)
Comme dans le cas précédent, le vecteur b peut être déterminé en résolvant un système linéaire :
nb∑
j=1
bj
na∑
i=1
F⊥ijEki = −
(
J1+e1 +P1J2+e2 +
na∑
i=1
a∗iE•i
)
(3.28)
L'utilisation de la forme itérative permet de trouver une solution au problème d'évitement de
butées, si une solution existe. Cette méthode permet de s'abstraire du calcul du gain qui est critique
lors de l'utilisation de la méthode du gradient projeté. Mais elle présente un inconvénient : elle provoque
des discontinuités dans la commande aux moments des changements de rang, c'est-à-dire à chaque
fois qu'un axe entre ou sort de la zone critique. Pour atténuer les discontinuités engendrées par ces
changements de rang, une solution est d'atténuer la vitesse appliquée à un axe dès qu'il approche de la
zone critique [Marchand 96]. Notre loi de commande ne repose pas sur le suivi d'indices visuels dans
la vue embarquée, le seul suivi peut éventuellement être fait dans la vue déportée dans le cas d'un
objet mobile. Les discontinuités que l'évitement de butées fait apparaître ne sont donc pas gênantes
pour le traitement de l'image, tant que l'odomètrie du système n'est pas perturbée. En revanche, ces
à-coups peuvent être dérangeants dans le cadre de notre application et eﬀrayer la personne qui utilise
l'outil. Il faut donc veiller, à terme, à lisser ces discontinuités et à proposer un évitement de butées
qui n'engendre pas de mouvements brusques du bras.
3.3 Résultats expérimentaux
La commande proposée dans le paragraphe précédent a été testée sur les deux plateformes ro-
botiques présentées sur la ﬁgure (3.9) : le robot cartésien (AFMA Robotics) de l'équipe Lagadic à
l'INRIA Rennes et sur le robot anthropomorphe (Staubli RX90) dans l'équipe LTC au CEA-LIST.
Le robot AFMA a six degrés de liberté : les trois premiers correspondent aux trois translations et
les trois autres aux trois rotations. Le robot Staubli RX90 est un bras anthropomorphe dont les six
articulations sont rotoïdes. Ce paragraphe présente les résultats obtenus :
 dans un cas où l'évitement de butée n'est pas nécessaire ;
 dans un cas où l'évitement de butée est nécessaire ;
 dans le cas où l'objet recherché est en mouvement.
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came´ra
Fig. 3.9  À gauche : le robot cartésien de l'équipe Lagadic à l'INRIA Rennes. À droite le robot 6 axes Staubli RX90, du
LTC au CEA-LIST
3.3.1 Parcours de la ligne de vue
Dans le cas le plus simple, l'application de la loi de commande permet le parcours de la ligne de
vue en trois étapes :
1. centrer la ligne de vue
2. centrer l'extrémité du segment qui est en avant du plan image de la caméra embarquée
3. centrer l'autre extrémité
Cette méthode a été appliquée sur le robot cartésien AFMA Robotics de l'INRIA Rennes. Elle
est particulièrement bien adaptée à ce type de bras manipulateur puisque la caméra surplombe la
scène. Les deux extrémités du segment sont donc, la plupart du temps, à l'avant du plan image de
la caméra embarquée. D'autre part, ce bras n'entre que rarement en butée. Généralement, seuls les
derniers degrés de rotation posent problème, principalement à cause de la caméra que l'eﬀecteur porte
et de son câblage.
La ﬁgure 3.10 présente un résultat typique obtenu en appliquant une loi de commande à deux
tâches, une tâche de centrage de la ligne épipolaire et une tâche de centrage des extrémités du seg-
ment d'intérêt. Dans cette exemple, la scène contient un masque en bois peint posé sur une nappe à
motif répétitif. L'utilisateur sélectionne un point du masque. Dans une première phase, seule la tâche
prioritaire de centrage de la ligne de vue s'exprime (caméras bleues et les trois premières images). La
ligne de vue courante (en vert) s'aligne petit à petit sur la consigne (en rouge). Lorsque l'erreur de la
tâche primaire devient suﬃsamment faible, la tâche secondaire permettant le parcours de la ligne de
vue s'exprime à son tour.
La ﬁgure 3.11 présente l'évolution des erreurs associées à ces deux tâches et des vitesses car-
tésiennes. Les vitesses sont exprimées dans le repère de la caméra embarquée. La tâche secondaire
s'exprime dès que la tâche primaire est suﬃsamment régulée. Cette tâche secondaire induit princi-
palement des mouvements de rotation autour d'un axe normal au plan épipolaire, qui est l'axe j du
repère de la caméra embarquée. Pour limiter les déplacements du bras à proximité d'une personne,
les mouvements induits par cette seconde tâche peuvent être limités à des mouvements de rotation.
Centrer successivement les deux extrémités du segment d'intérêt permet de parcourir la ligne
de vue. Cependant cette méthode présente deux inconvénients. Le premier est dû à la décroissance
exponentielle de l'erreur et à l'acquisition des images à intervalles réguliers : loin de la convergence,
la caméra se déplace rapidement, deux vues successives sont donc très espacées, alors qu'un nombre
d'images plus important est acquis à proximité de la convergence, lorsque la vitesse de la caméra
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Poses de la came´ra embarque´e : vue de coˆte´
Poses de la came´ra embarque´e : vue de dessus
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Fig. 3.10  Asservissement visuel sur la ligne épipolaire : En haut à gauche, la vue de la caméra déportée. Un point du
masque est sélectionné par l'utilisateur. Les deux autres images du haut représentent les diﬀérentes positions occupées par la
caméra au cours du parcours de la ligne de vue. Les poses représentées en bleu correspondent à la phase de centrage de la
ligne de vue. Les poses acquises en rouge, correspondent au parcours de la ligne de vue à proprement parler. En bas, les trois
premières images sont acquises au cours du centrage et les trois images suivantes, au long du parcours de la ligne de vue. La
ligne épipolaire associée au clic apparaît en vert, la ligne rouge est la consigne de centrage.
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Fig. 3.11  Asservissement visuel sur la ligne épipolaire : en haut, les erreurs des tâches primaire (rouge) et secondaire
(vert) ; au milieu, les vitesses de translation ; en bas, les vitesses de rotation. On peut noter que la tâche secondaire engendre
principalement un mouvement de rotation Ωx autour de l'axe j. En eﬀet, lorsque la tâche primaire est régulée, l'axe j est
normal au plan épipolaire. Une rotation autour de cette axe est donc suﬃsante pour parcourir la ligne de vue passant par
l'objet.
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Fig. 3.12  Asservissement visuel sur la ligne épipolaire : En haut à gauche, la vue de la caméra déportée. Un point du
dinosaure est sélectionné par l'utilisateur. Les deux autres images du haut représentent les diﬀérentes positions occupées par
la caméra au cours du parcours de la ligne de vue. Les poses représentées en bleu correspondent à la phase de centrage de la
ligne de vue. Les poses acquises en rouge, correspondent au parcours de la ligne de vue à proprement parler. En bas, les trois
premières images sont acquises au cours du centrage et les trois images suivantes, au long du parcours de la ligne de vue. La
ligne épipolaire associée au clic apparaît en vert, la ligne rouge est la consigne de centrage.
3.3 Résultats expérimentaux 77
embarquée est faible. La solution à ce problème peut être trouvée en jouant sur le déplacement de la
caméra ou sur la fréquence d'acquisition des images.
Par exemple, une première solution est d'utiliser un gain adaptatif qui permet d'accélérer la conver-
gence en augmentant le gain lorsque l'erreur est devient faible. Ainsi, un nombre d'images moins im-
portant que précédemment est acquis aux extrémités du segment. Cette solution est cependant une
solution partielle puisqu'il y aura toujours un plus grand nombre d'images des extrémités du segment
que de son milieu.
Une seconde solution peut être trouvée au niveau de la commande et consiste à utiliser une com-
mande à mesure glissante : plutôt que de ﬁxer x successivement aux extrémités du segment, x = x(t)
peut varier d'une extrémité à l'autre au cours du temps. Ainsi, la caméra parcours la ligne de vue et
acquiert des images à intervalle spatial régulier.
Une autre solution peut être trouvée dans les techniques de traitement de l'image. Une image de la
séquence n'est traitée que si elle présente suﬃsamment de diﬀérence avec l'image précédente. Ainsi, les
images qui se superposent au voisinage de la convergence ne sont pas prise en compte. L'inconvénient
de cette méthode est qu'elle nécessite l'extraction et la comparaison d'informations dans toutes les
images de la séquence, ce qui ajoute un temps de traitement supplémentaire.
Le deuxième inconvénient de cette méthode est que le centrage de la première extrémité peut faire
passer la seconde extrémité du segment derrière le plan image de la caméra déportée. Si bien que la
tâche de centrage de la seconde extrémité n'est pas réalisable (Z<0) et le parcours de la ligne échoue.
Pour éviter ce problème, la commande à mesure glissante est une solution. Dans un premier temps,
l'extrémité qui se trouve à l'avant du plan image de la caméra embarquée est centrée. Ensuite, cette
méthode permet de garantir que le point x courant est à l'avant du plan image de la caméra puisqu'il
part de l'extrémité centrée courante qui est à l'avant du plan image.
Dans la suite de ce chapitre, une autre solution est proposée pour résoudre le problème du recou-
vrement des vues et de la redondance d'informations qu'il engendre.
3.3.2 Parcours de la ligne de vue en évitant les butées
Lorsque le parcours de la ligne de vue est eﬀectué par bras anthropomorphe, par exemple le Staubli
RX90 du CEA, ses butées doivent être prises en compte pour réaliser la tâche. Sinon, dès qu'un axe
atteint une position proche de ses butées, le système n'autorise plus de mouvement sur ces articulations
et l'exécution de la tâche est interrompue. Pour tenir compte des butées, trois tâches sont eﬀectuées :
1. Centrage de la ligne de vue ;
2. Parcours la ligne de vue ;
3. Évitement des butées.
La ﬁgure 3.13 présente l'évolution de la commande articulaire dans un cas où le robot est en butée
et la ﬁgure 3.14, présente les résultats obtenus pour la même situation en ajoutant une troisième tâche
d'évitement de butées. L'évitement de butée permet de réaliser le parcours de la ligne de vue. On
peut cependant remarquer l'apparition de discontinuités dans la commande qui peuvent provoquer
des déplacements brutaux du bras. Ces discontinuités ne perturbent pas la tâche principale. Le par-
cours de la ligne de vue est réalisé et l'objet est vu dans quelques images. Tant que ces discontinuités
ne perturbent pas l'odomètrie du système, la méthode de localisation d'un objet inconnu que nous
proposons fonctionne. Cependant, pour que cette méthode puisse être portée sur une assistance tech-
nique d'aide à la saisie, ces déplacements brutaux devront être lissés pour des raisons de sécurité et
de confort.
3.3.3 Suivi d'un objet en mouvement
Le loi de commande que nous avons présentée est robuste à des mouvements relatifs de l'objet et
de la caméra déportée. Tant que l'objet est dans l'image de la caméra déportée, il peut être suivi et
le parcours de la ligne de vue est réalisé (voir les ﬁgures 3.16 et 3.17 ).
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Fig. 3.13  Le bras entre en butée au bout de 58 itérations. La tâche cesse alors de converger. La commande en vitesse
reste constante. En réalité ces vitesses ne sont pas appliquées au système qui est en butée. La convergence est interrompue.
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Fig. 3.14  Asservissement visuel sur la ligne épipolaire : en haut, les erreurs des tâches primaires (rouge) et secondaire
(vert) ; en bas, les vitesse articulaires. Les discontinuités dans la commande sont due au centrage du i points successifs tout
au long du segment. Elles peuvent être lissées en faisant varier la position du point courant continuement plutôt qu'utiliser
un ensembles de points discrets.
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Fig. 3.15  Images obtenue lors de l'envoie de la commande décrite par la ﬁgure 3.14. En rouge les caméra avant l'évitement
de butées et en bleu les poses après l'évitement de butée
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Lorsque l'objet est en mouvement par rapport au repère de la caméra déportée, des erreurs de
traînage dues au suivi de l'objet peuvent apparaître. La décroissance des erreurs des tâches est aﬀectée
par ces erreurs de traînage. Ces eﬀets n'apparaissent pas sur la ﬁgure de résultat car l'objet se déplace
quasiment sur la ligne de vue. Son mouvement ne perturbe donc que très peu le centrage et le parcours
de la ligne épipolaire. Cependant le suivi de l'objet peut échouer dès lors qu'une occultation se produit,
typiquement si le bras passe entre la caméra déportée et l'objet (voir ﬁgure 3.18). Sans traitement des
occultations, la méthode de suivi peut échouer.
Conclusion
Le clic donne une information lacunaire sur la localisation de l'objet : il permet de calculer les
paramètres d'une droite 3D qui passe par le centre de la caméra déportée et le point sélectionne.
La distance qui sépare un objet inconnu de la caméra déportée ne peut être calculée à partir de la
seule information donnée par la clic. Une seconde vue de l'objet est nécessaire pour obtenir cette
information. Cependant, comme aucune information de profondeur n'est disponible, il faut acquérir
plusieurs images permettant de visualiser des portions de la ligne de vue.
La localisation de l'objet se limite à un segment 3D déﬁni par l'intersection entre la ligne de
vue correspondant au clic et l'espace de travail du bras. La loi de commande présentée dans ce
chapitre permet de déplacer la caméra embarquée de façon à ce qu'elle acquiert des images pour
visualiser la totalité du segment 3D qui porte l'objet d'intérêt. L'utilisation d'une boucle fermée rend
la méthode robuste à des mouvements relatifs de l'objet et de la caméra déportée. Cela permet de
relâcher l'hypothèse d'un système ﬁxe. Ainsi, si le bras et les deux caméras sont montés sur un fauteuil
roulant, et que la personne déplace le fauteuil en cours de saisie, il est possible de suivre l'objet dans la
vue de la caméra déportée et de mettre à jour la position de la ligne de vue en utilisant les coordonnées
courantes du point sélectionné.
Finalement, dès que la ligne de vue est centrée dans l'image, le mouvement permettant le parcours
de la ligne de vue est principalement un mouvement de rotation autour d'un axe normal au plan
épipolaire. En d'autres termes, lorsque la ligne de vue est centrée dans la vue de la caméra embarquée,
cela revient à eﬀectuer une rotation autour de l'axe j de la caméra embarquée. Limiter les mouvements
de la caméra embarquée à des rotations présente deux avantages :
 la caméra n'occulte pas la vue de la caméra déportée, le suivi de l'objet est alors possible ;
 la caméra se déplace peu, les mouvements du bras sont discret et n'eﬀraient pas l'utilisateur ;
.
Le chapitre suivant présente la méthode que nous avons développée pour localiser l'objet d'intérêt
sur la ligne de vue à partir des informations extraites des images acquises au fur et à mesure du
parcours de la ligne de vue.
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Fig. 3.16  Suivi d'un objet en mouvement. Évolution des erreurs et des vitesses cartésiennes. Le déplacement de l'objet
perturbe la décroissance exponentielle des erreurs. Les tâches sont régulées à une erreur de trainage près.
3.3 Résultats expérimentaux 83
5
6
3 42
1
2
3
4
5
6
1
2
3
4
5
6
1
clic
vue de´porte´e vue de´porte´e
Poses de la came´ra de´porte´e
Suivi de l’objet dans la vue de´port e´e
vue embarque´e
Fig. 3.17  Suivi d'un objet en mouvement. En haut à gauche l'image déportée initiale où l'objet est sélectionné. En haut
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Fig. 3.18  Si la caméra embarquée passe entre la caméra déportée et l'objet, alors le motif avoisinant le clic ne peut plus
être suivi.
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Chapitre 4
Localisation de l'objet sur une ligne
de vue
Dans le chapitre précédent, nous avons présenté une commande basée sur la géométrie épipolaire
permettant de déplacer la caméra embarquée pour acquérir des images le long de la ligne de vue associée
à un clic dans l'image déportée (voir la ﬁgure 4.1)). Ce chapitre présente une méthode permettant de
détecter l'objet dans ces vues. Connaissant la position de la caméra lors de l'acquisition de chacune
des images ainsi que ses paramètres intrinsèques, nous montrerons que l'objet peut être grossièrement
localisé dans l'espace .
4.1 Un problème de reconnaissance d'apparence
À l'instant initial, la caméra déportée voit l'objet et la caméra embarquée est dans une position
quelconque. Rien ne garantit a priori que l'objet se projette dans la première image acquise par la
caméra embarquée, par contre, il est situé à proximité de la ligne de vue associée au clic, il apparaît
donc dans plusieurs images successives acquises lors du parcours de la ligne de vue (voir le chapitre
précédent).
Les informations les plus pertinentes se trouvent au voisinage du clic. Connaissant la position
du clic dans la vue de la caméra déportée, une vue de l'objet est donc disponible à son voisinage.
Ainsi, repérer l'objet sur la ligne de vue revient à résoudre un problème de reconnaissance d'objet en
recherchant, dans les vues de la caméra embarquée, des structures ou des éléments identiques à ceux
qui se trouvent à proximité du clic dans la vue de la caméra déportée.
Tandis que la caméra déportée donne une vue globale de la scène et est relativement éloignée de
l'objet, la caméra embarquée peut être déplacée à l'intérieur de la scène et en donne une vue de détails.
L'objet est donc vu depuis deux points de vue radicalement diﬀérents. La méthode de reconnaissance
doit donc être robuste à la fois aux changements d'échelle et aux changements d'orientation.
Si l'objet est relativement petit dans l'image de caméra déportée, comme c'est le cas sur la ﬁ-
gure (4.1), il pourrait être intéressant de limiter l'extraction de données à la zone de l'image la plus
pertinente, pour gagner en temps de calcul et en précision de localisation. Nous reviendrons sur les
méthodes de segmentation d'un objet inconnu dans le chapitre 8. Dans ce chapitre, pour ne pas impo-
ser de contrainte supplémentaire sur la scène et les objets, nous proposons une méthode de localisation
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Fig. 4.1  Images acquises par les deux caméras au cours du parcours de la ligne de vue associée au clic. En haut, les
images acquises par la caméra déportée qui contiennent l'objet. En bas la vue de la caméra embarquée dans laquelle l'objet
se projette par intermittence.
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qui n'utilise pas de segmentation préalable de l'objet sur le fond. Les informations sont extraites dans
toute l'image et inversement pondérées par leur distance au clic : plus elles sont proches du clic, plus
elles sont considérées comme ﬁables, et vice et versa.
4.2 Méthode de reconnaissance robuste
Ce paragraphe présente une méthode de reconnaissance robuste aux changements d'échelles et
d'orientation, reposant sur l'apparence de l'objet au voisinage du clic. Dans un premier temps, la
méthode de calcul des descripteurs visuels est présentée, puis une méthode de mise en correspondance
permettant de déterminer l'emplacement de l'objet dans les images et enﬁn l'information que cette
mise en correspondance donne sur la profondeur de l'objet sur la ligne de vue. Par la suite, cette
information sera convertie sous forme d'une densité de probabilité sur la position de l'objet sur la
ligne de vue, nous ramenant ainsi à un problème unidimensionnel.
4.2.1 Invariants robustes aux changements d'échelle et d'orientation
L'objectif est de décrire le voisinage du clic par un ensemble de descripteurs qui pourront être
reconnus, dans la vue embarquée, sous un changement d'orientation et d'échelle importants. Les des-
cripteurs photométriques locaux (SIFT [Lowe 04], SURF, FERNS, GLOH) répondent très bien à ce
type de problème : ils sont discriminants, robustes aux occultations et ne demandent pas de segmen-
tation. Ils sont calculés directement à partir de l'information contenue dans des images numériques au
voisinage de points d'intérêt : intensité des pixels, couleur, texture, contour, orientation des gradients,
etc. Diﬀérents types de descripteurs ont été développés et leur eﬃcacité dépend du choix de la mé-
thode d'extraction des points d'intérêt, de la construction du descripteur et de la technique de mise
en correspondance. Dans notre cas, nous nous intéresserons à des descripteurs basés sur les niveaux
de gris.
Les principaux descripteurs utilisés dans le contexte de la reconnaissance ou la mise en corres-
pondance d'une même scène ou d'un objet sous des orientations diﬀérentes ont été comparés par
Mikolajczyk et Schmidt dans une étude parue en 2005 [Mikolajczyk 05]. Il apparaît que les descrip-
teurs SIFT 1 (Scale Invariant Features Transform) [Lowe 04] et leur extension, les descripteurs GLOH
(Gradient Location and Orientation Histogram) permettent d'obtenir la meilleure qualité de mise en
correspondance.
Les SIFT sont largement utilisés en vision par ordinateur pour reconnaître des structures sous des
changements de points de vue et d'échelle importants. Ils sont par ailleurs robustes au changement
d'illumination et au bruit. D'autre part, il sont très discriminants et permettent des mises en corres-
pondance robustes avec un faible taux d'erreur. Enﬁn, la reconnaissance d'objet basée sur les SIFT
est robuste aux occultations partielles [Mikolajczyk 05].
L'encadré (4.2) et la ﬁgure (4.3) présentent l'algorithme des SIFT qui permet d'extraire des points
d'intérêt multi échelles et de construire les descripteurs associés sous la forme de vecteurs de 128
éléments qui en décrivent le voisinage. À chaque point d'intérêt sont attachées une position, une
orientation et une échelle.
4.2.2 Mise en correspondance des descripteurs SIFT
Pour retrouver dans une image embarquée l'objet qui se trouve au voisinage du clic dans l'image
déportée, il faut mettre en correspondance les points extraits dans chacune des vues, c'est-à-dire pou-
voir comparer deux descripteurs et déterminer s'il s'agit du même point.
1L'implémentation de l'algorithme utilisé dans le cadre de cette thèse est celle de Rob Hess :
http ://web.engr.oregonstate.edu/hess/index.html
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L'algorithme des Scale Invariant Features Transform [Lowe 04].
L'algorithme est divisé en quatre étapes :
Détection des extremums dans l'espace d'échelle. Les points clés sont détectés en
calculant les extremums de l'espace d'échelle construit à partir du calcul de diﬀérence de gaussiennes
(DoG) sur les octaves d'une pyramide gaussienne comme illustré par la ﬁgure (4.3).
Localisation des points d'intérêt. Cette méthode de sélection produit trop de points d'in-
térêt dont certains ne sont pas des indices stables. L'étape de localisation repose sur une approxi-
mation de la fonction DoG au voisinage des extremums par un développement de Taylor qui permet
d'aﬃner la localisation des points et de leur attribuer une échelle et un poids relatif à la courbure
principale. Ainsi, les points trop proches l'un de l'autre, les points qui ont un trop faible contraste
et ceux qui sont situés à un emplacement quelconque sur un contour sont éliminés.
Calcul de l'orientation. Une ou plusieurs orientations relatives à la direction des gradients
et à leur amplitude sont associées à chaque point d'intérêt, ce qui assure l'invariance à l'orientation.
L'amplitude et la direction du gradient sont calculées pour chaque pixel au voisinage du point
d'intérêt et un histogramme de dimension 36 (soit 36 × 10) est construit. Chaque échantillon est
pondéré par l'amplitude de son gradient et sa distance au point.
Les pics de l'histogramme correspondent aux orientations dominantes qui sont ajoutées au descrip-
teur. Si plusieurs orientations sont concurrentes, alors un autre point clé, copie du premier est crée
et la deuxième orientation lui est aﬀectée.
Construction des descripteurs.
L'amplitude et la direction du gradient sont calculées pour les pixels voisins d'un point d'intérêt.
L'amplitude est pondérée par une gaussienne centrée sur le point. Les résultats sont stockés dans
quatre histogrammes d'orientation de dimension 8. Sur la ﬁgure ci dessus, la longueur des ﬂèches
représente la valeur de l'histogramme pour cette orientation. La ﬁgure présente un descripteur de
2×2 histogrammes de 8 dimensions. Les SIFT sont en fait implémentés en utilisant des descripteurs
de 4× 4 histogrammes de 8 dimensions, soit 4× 4× 8 = 128 éléments pour chaque descripteur.
Fig. 4.2  Algorithme des SIFT
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Fig. 4.3  Détection des extremums dans l'espace d'échelle : une pyramide gaussienne est construite, puis pour chaque
dimension, l'image est convoluée par des ﬁltres gaussien de variance croissante. Les images résultantes sont soustraites deux
à deux (DoG) donnant une approximation du Laplacien. Ensuite, chaque pixel est comparé aux huit pixels voisins à la même
échelle et aux 9 pixels voisins dans les échelles adjacentes. Si sa valeur est maximum ou minimum, alors il est conservé comme
candidat potentiel.
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La mise en correspondance des descripteurs peut être basée sur le calcul de la distance euclidienne.
Les points de l'image de référence sont comparés un à un à l'ensemble des points de l'image de test.
La distance séparant deux points est calculée. Les mises en correspondance sont ensuite classées par
ordre croissant de distance euclidienne. Le rapport entre la plus proche distance et la seconde plus
proche distance est ensuite calculé. Plus ce rapport est proche de 1 et plus les distances sont proches.
Cela signiﬁe que la mise en correspondance n'est pas discriminante. Plus ce rapport diminue, plus
l'écart entre les distances augmente et plus la mise en correspondance est correcte. En eﬀet, cela
signiﬁe que le point de plus proche distance est similaire au point testé alors que tous les autres en
sont éloignés. Finalement l'algorithme rejettera toutes les mises en correspondance qui résultent en
un ratio supérieur à 0.8.
Le problème de l'identiﬁcation de descripteurs similaires pour des vecteurs de grande dimension
est la complexité élevée si la solution exacte est recherchée. La recherche best-bin-ﬁrst (BBF) [Beis 97],
basée sur les k-d tree, permet d'identiﬁer eﬃcacement les plus proches voisins avec une probabilité
élevée. Pour améliorer la mise en correspondance, un poids double est attribué aux points qui sont
générés à plus grande échelle.
4.2.3 Élimination des faux positifs.
La méthode de mise en correspondance, présentée dans le paragraphe précédent, permet de détecter
les paires de descripteurs les plus pertinentes et d'éliminer une partie des faux positifs. Cependant, il
peut arriver que plusieurs parties d'une image présentent les mêmes caractéristiques, par exemple si
un même motif se répète. Il est alors possible d'éliminer les mauvaises paires en tenant compte de la
position relative des points d'intérêt les uns par rapport aux autres.
Une première solution consiste à tenir compte de la position relative de points appartenant à un
même objet, par exemple en utilisant la méthode de la transformée de Hough, comme le propose
[Lowe 04].
Dans le cadre de notre étude, la contrainte épipolaire reliant deux images est connue à chaque
instant et peut être utilisée pour vériﬁer la validité d'une mise en correspondance de deux points dx
et ex . Il suﬃt de montrer que la paire de points mis en correspondance vériﬁe la contrainte épipolaire
(voir équation (2.18)), c'est-à-dire que chacun des points est porté par la droite épipolaire associée
à l'autre point. La ﬁgure 4.4 illustre la méthode d'élimination des faux positifs. Dans la pratique,
pour tenir compte du bruit de mesure de la position des points dans les images et des erreurs sur les
positions des caméras, les points voisins de la ligne épipolaire seront conservés. Cette zone de tolérance
est représentée en pointillés sur la ﬁgure 4.4.
.
4.3 Localisation d'un objet inconnu
Plusieurs vues sont nécessaires pour observer la portion atteignable de la ligne de vue (voir ﬁgure
4.5). Les descripeurs SIFT sont calculés pour chacune de ces vues et mis en correspondance avec
ceux de la vue déportée, résultant en une liste, éventuellement vide, de points mis en correspondance.
Dans la ﬁgure 4.5, l'objet est représenté par un rectangle vert et trois vues embarquées e1, e2 et e3
sont représentées. L'objet est inclus dans les deux premières vues. La troisième vue ne permet de
détecter qu'un point de l'arrière plan. Dans cette section, un algorithme de localisation de l'objet à
partir de ces informations est proposé. Il repose sur l'hypothèse que le plus grand nombre de mises en
correspondance sera trouvé à l'emplacement de l'objet.
Pour mettre en commun les informations obtenues dans l'ensemble des vues, il faut les représenter
dans un référentiel commun. Nous avons choisi de convertir les informations contenues dans les images
en densité de probabilité représentant la position de l'objet le long de la ligne de vue. Le problème est
ainsi ramené à un problème unidimensionnel d'estimation de la distance sur la ligne de vue.
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Came´ra de´porte´e Came´ra embaque´e
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Fig. 4.4  À gauche une image acquise depuis la caméra déportée, à droite, une image acquise depuis la caméra embarquée.
Deux paires de points mis en correspondance sont représentées (ex1 ; dx1) et (ex2 ; dx2). La première paire vériﬁe la
contrainte épipolaire tandis que la seconde paire est un faux positif
Aucune contrainte n'est imposée sur l'acquisition des images. Elles sont acquises à fréquence ré-
gulière le long de la ligne de vue en utilisant la loi de commande décrite dans le chapitre précédent.
Deux images successives se chevauchent partiellement et permettent d'observer une portion commune
de la ligne de vue. Cette superposition d'images peut entraîner une redondance dans les informations
visuelles extraites. Il faut traiter cette redondance pour obtenir une bonne estimation de la position
de l'objet.
L'algorithme de localisation d'un objet à partir d'un clic est présenté dans l'encadré 4.6 et sera
détaillé dans les paragraphes à venir. Il comprend 3 étapes :
1. Dans l'image déportée, détecter les points d'intérêt xd au voisinage du clic.
2. Dans l'image embarquée courante, détecter les points d'intérêt xe, mettre en correspon-
dance les K paires (xd,xe) et calculer la vraisemblance associée à la position de l'objet pour les
K paires, puis pour la vue.
3. Fusionner l'information courante à l'information précédemment obtenue.
La détection des points d'intérêt et leur mise en correspondance a été décrite dans le paragraphe
précédent. Si la caméra déportée est ﬁxe et la scène immobile, alors la détection des points d'intérêt au
voisinage du clic peut être eﬀectuée une fois pour toute en début de processus. Dans le cadre de cette
étude, les points d'intérêt seront détectés sur une image déportée acquise simultanément à l'image
embarquée courante, aﬁn de tenir compte de changements de l'illumination ou d'un déplacement
possible du support de la caméra déportée (typiquement si elle est ﬁxée à un fauteuil roulant). Le
paragraphe 4.3.1 décrit le calcul de la vraisemblance associée à une paire de points (xd,xe) puis à une
vue. Enﬁn, le paragraphe 4.3.2 décrit la fusion des informations sur l'ensemble des vues embarquées
acquises lors du parcours de la ligne de vue.
4.3.1 Estimation de la vraisemblance associée à une vue
Pour chaque image acquise lors du parcours de la ligne de vue, connaissant la position relative des
caméras, à chacune des paires de points 2D homologues dx et ex peut être associé un point 3D dX .
Ce point 3D peut appartenir à l'objet et donner une information pertinente sur sa position sur la ligne
de vue ou bien appartenir à l'arrière plan et donner une information fausse. Pour ne conserver que les
informations pertinentes, une pondération sera attribuée à chacune des paires de points en fonction
de la distance séparant dX de la ligne de vue. Les contributions de l'ensemble des paires de points
seront ensuite mises en commun pour former la vraisemblance sur la position de l'objet associée à une
vue.
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Od
c1Md
c2Md
c3Md
Oc2
Oc1
Oc3
Fig. 4.5  Localisation de l'objet le long de la ligne de vue. Dans cet exemple, trois vues embarquées sont acquises. L'objet
est inclus dans les deux premières vues et absent de la troisème vue. Il est localisé à partir des mises en correspondance entre
chacune de ces vues embarquées et la vue déportée.
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One Click Focus : localisation d'un objet à partir d'un clic.
1. Dans l'image déportée, détecter les points d'intérêt xd au voisinage du clic.
2. Dans chaque image embarquée, détecter les points d'intérêt et mettre en correspondance
les K paires (xd,xe),
(a) Pour chaque paire de points
i. Estimer la position du point 3D dX par triangulation.
ii. Calculer la projection orthogonale du point dX sur la ligne de vue. Elle est notée
D.
iii. Calculer la distance euclidienne séparant le point dX de la ligne de vue. Cette
distance est notée h.
iv. Calculer l'incertitude sur la mesure de ce point en fonction de la position courante
de la caméra embarquée dans le repère de la caméra déportée et de la position des
points xe et xd. Elle est notée σD
v. Calculer la vraisemblance associée au point : c'est une gaussienne centrée sur D,
d'amplitude 1/h et de variance σD.
(b) Pour les K paires de points détectées, calculer la vraisemblance de la position de
l'objet.
3. Sur l'ensemble des vues, fusionner les densités de probabilités calculées pour chaque image
embarquée :
(a) Compter le nombre de vues dans lesquelles apparaissent chaque portion de la ligne de
vue
(b) Calculer la densité de probabilité associée à l'ensemble des vues
Fig. 4.6  Algorithme de localisation d'un objet inconnu à partir d'un clic.
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Fig. 4.7  À partir d'une paire de points homologues et connaissant la position relative des deux caméras, le point 3D
dX correspondant peut être calculé. Sa projection orthogonale dH sur la ligne de vue associée au point cliqué donne une
indication sur la profondeur D de ce point le long de la ligne de vue. La distance h est la distance euclidienne entre le point
et la ligne de vue.
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La ﬁgure 4.7 illustre l'algorithme permettant de calculer la contribution d'une mise en correspon-
dance à l'estimation de la profondeur. Le calcul de la vraisemblance associée à une mise en correspon-
dance nécessite le calcul de quatre valeurs :
1. Estimer la position du point 3D dX par triangulation : 4.3.1.1.
2. Calculer la distance séparant la centre optique de la caméra déportée et la projection othogonale
du point dX sur la ligne de vue. Elle est notée D : 4.3.1.2.
3. Calculer la distance euclidienne séparant le point dX de la ligne de vue. Cette distance est notée
h : 4.3.1.2.
4. Calculer l'incertitude sur la mesure de ce point en fonction de la position courante de la caméra
embarquée dans le repère de la caméra déportée et de la position des points xe et xd. Elle est
notée σD : 4.3.1.3.
La vraisemblance associée à une mise en correspondance est une fonction gaussienne centrée sur
D, d'amplitude A = 1
σh
√
2 pi
e
− h2
2σ2
h et de variance σD (voir ﬁgure 4.8).
fdp
dH
σ(dX, d, δ)
A(h)
Od D
Fig. 4.8  Construction de la fonction gaussienne attachée à un point. Son amplitude A est fonction de sa distance à la
ligne de vue. Sa variance σ2 représente l'incertitude sur la position. Elle est liée à sa distance au centre de projection Od, à la
disparité D de la mesure des points homologues dans l'image et à l'erreur de mesure de la position relative des deux caméras.
Cette représentation sera ensuite utilisée pour fusionner les contributions des points mis en cor-
respondance pour une vue embarquée, puis pour fusionner les informations sur l'ensemble des images
acquises tout au long de la ligne de vue.
4.3.1.1 Calcul des coordonnées du point 3D dX
Considérons une paire de points 2D homologues dx(dx,d y, 1)> et ex(ex,e y, 1)> exprimés par leurs
coordonnées métriques dans les images de la caméra déportée et de la caméra embarquée. dX est le
point 3D correspondant, exprimé dans le repère de la caméra déportée Rd.
Soit P, la matrice de projection, les projections métriques du point dX sur les plans images des
deux caméras s'écrivent :
dx = PdX
ex = PeMd
dX
En développant la première équation, l'expression des coordonnées du point dx s'écrit :
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
dx =
dX
dZ
dy =
dY
dZ
(4.1)
et à partir de l'écriture suivante de la matrice eMd :
eMd =

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1

l'expression des coordonnées de ex peut être déduite :
ex =
eX
eZ =
r11
dX+r12
dY+r13
dZ+tx
r31dX+r32dY+rdZ33 +tz
ey =
eY
eZ =
r21
dX+r22
dY+r23
dZ+ty
r31dX+r32dY+r33dZ+tz
(4.2)
En introduisant (4.1) dans (4.2) et en notant ri la ième ligne de la matrice de rotation, l'expression
devient : 
ex =
dZr1
>dx+tx
dZr3>dx+tz
ey =
dZr2
>dx+tx
dZr3>dx+tz
Le système est alors un système de deux équations à une seule inconnue dZ. Pour tenir compte
du bruit dans la mesure, l'expression de la coordonnée dZ est la moyenne des solutions apportées par
chacune de ces équations :
dZ =
1
2
(
tx − extz
(r3>dx)ex− r1>dx +
ty − eytz
(r3>dx)ey − r2>dx
)
(4.3)
Ainsi, à partir des équations (4.1) et (4.3), on obtient une estimation des coordonnées 3D dX¯(dX, dY , dZ)>.
L'étape suivante consiste à projeter ce point sur la ligne de vue.
4.3.1.2 Projection orthogonale sur la ligne de vue.
Rd
dX
dH
D
h
Fig. 4.9  La distance h est la distance séparant le point de la ligne de vue (voir 4.7).
La projection du point dX sur la ligne de vue est le produit scalaire, dans l'espace euclidien, du
vecteur correspondant au point dX et du vecteur directeur de la ligne de vue associée au clic w, qui
peut être déduit de sa position 3D dxclic(xclic, yclic, 1)> dans le repère de la caméra déportée :
w =
dxclic
|dxclic|
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En notant dx(dx, dy, 1)>, la position de dx dans Rd, la distance séparant le centre optique de la
caméra déportée de la projection orthogonale de dX¯ sur la ligne de vue est :
D = dX¯>w = dZ(dx
>
w)
D dépend de dZ (voir équation (4.3)) et des positions du point considéré dx et du clic dxclic dans
l'image de la caméra déportée :
D =
dZ
|dxclic| (
dx
>dxclic) (4.4)
et le projeté othogonal de dX¯ sur la ligne de vue est le point :
dH = Dw
Le triangle (dO,dH,d X¯) étant rectangle en dH, la distance h séparant le point dX¯ de sa projection
dH sur la ligne de vue est donc immédiatement déduite des équations précédentes :
h = |dX¯− dH|
4.3.1.3 Calcul de l'incertitude
Parmi les hypothèses émises sur le système (voir annexe C), il est admis que la position relative
des deux caméras peut être mesurée à chaque instant.
En pratique, la transformation dMe mesurée n'est pas exacte car elle est soumise aux imprécisions
de l'étalonnage du système de vision et au bruit de mesure de la position articulaire du robot. Le calcul
des coordonnées des points homologues dx et ex n'est pas non plus exact car il est issu d'un processus
de traitement de l'image qui est potentiellement bruité. Ces erreurs de mesure se répercutent sur la
localisation du point 3D, sa projection sur la ligne de vue et donc sur la distance associée. Par exemple,
plus un point est éloigné du système de vision, plus le calcul de sa position 3D est sensible aux erreurs
de mesure (voir ﬁgure 4.10). L'incertitude résultante des erreurs de mesure peut être évaluée. Elle
dépend des mesures courantes et des variances associées à chacun des paramètres.
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Fig. 4.10  Plus le point 3D est distant des centres de projection des caméras, plus une erreur de mesure entraîne une erreur
de localisation importante, plus la variance attachée au point est importante.
On souhaite établir l'impact qu'ont sur l'estimation de la position 3D du point dX, les erreurs
de mesure de la position des points 2D formant une paire (xe,xd) et l'erreur de mesure de la pose
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relative des caméras. On construit un vecteur η qui est un vecteur d'état représentant l'ensemble des
paramètres du système dont on souhaite étudier l'impact. Soit P la matrice de covariance associée :
η =

tx
ty
tz
θx
θy
θz
ex
ey
dx
dy

avec P =

Ptxtx Ptxty Ptxtz . . .
Ptytx Ptyty Ptytz . . .
Ptztx Ptzty Ptztz . . .
...
...
...
 (4.5)
Les éléments du vecteur d'état peuvent être supposés indépendants. En pratique, ce n'est pas tout
à fait le cas. La position relative des deux caméras est calculée à partir de la mesure courante de la
position de l'eﬀecteur bMg, de la position relative de la caméra embarquée et de l'eﬀecteur gMe et
de la position de la caméra déportée bMe. gMe et bMe présentent des corrélations, en particulier, les
rotations autour de i et j sont corrélées aux translations le long de ces deux axes. Ainsi, en supposant les
paramètres étudiés indépendants, les termes de covariance peuvent être négligés devant les variances
des éléments du vecteur d'état, la matrice de covariance est donc diagonale. L'incertitude associée à
la projection d'un point sur la ligne de vue s'exprime donc de la manière suivante :
σD
2 = var(D)
= ∂D∂η P
∂D
∂η
>
= JPJ>
= Ptxtx
(
∂D
∂tx
)
2 + Ptyty
(
∂D
∂ty
)
2 + Ptztz
(
∂D
∂tz
)
2+
Pθxθx
(
∂D
∂θx
)
2 + Pθyθy
(
∂D
∂θy
)
2 + Pθzθz
(
∂D
∂θz
)
2+
Pexex
(
∂D
∂ex
)
2 + Peyey
(
∂D
∂ey
)
2 + Pdxdx
(
∂D
∂dx
)
2 + Pdydy
(
∂D
∂dy
)
2
(4.6)
La ﬁgure 4.11 illustre l'évolution de la variance associée au calcul de la profondeur d'un point 3D
pour diﬀérentes positions du point et diﬀérentes conﬁgurations des caméras. Comme attendu, plus
le point 3D est éloigné du système de vision, plus la variance augmente. La position relative des
caméras joue aussi un rôle ; lorsque la ligne de base du système de stéréovision est petite, la variance
est importante. Les variances les plus faibles sont obtenues lorsque les caméras sont relativement
éloignées et leurs plans images sont perpendiculaires. Les meilleures résultats sont obtenus dans la
conﬁguration dMe4 et dMe5. Le calcul de cette incertitude permet de ﬁxer l'écart-type de la fonction
gaussienne, c'est-à-dire à construire la vraisemblance associée aux coordonnées d'un point.
4.3.1.4 Construction de la vraisemblance associée au point
Pour tenir compte de l'incertitude engendrée par les erreurs de mesure, la projection d'un point
sur la ligne de vue est représentée par une fonction gaussienne dont la moyenne est la distance D,
l'amplitude A est relative à l'inverse de la distance h séparant le point de la ligne de vue et sa variance
est la variance calculée dans l'équation (4.6) (voir ﬁgure(4.8)).
G = G(A,D, σD, D) = A
σD
√
2 pi
e
−
„
(D−x)2
2σD
2
«
avec A = 1
σh
√
2 pi
e
− h2
2σ2
h (4.7)
Cette représentation permet de pondérer la contribution de chaque mise en correspondance en
fonction de sa distance à la ligne de vue. Ainsi, la contribution d'un point éloigné, qui appartient
certainement au fond, est faible relativement à la contribution d'un point proche de la ligne de vue
qui appartient vraisemblablement à l'objet.
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CdCe1 Ce2 Ce3
Ce5
Ce4
Fig. 4.11  Incertitude en fonction de la conﬁguration des caméras et de la position du point 3D. Les cercles jaunes
représentent les variances associées à la caméra Ce1, les cercles rouges sont associés à Ce2, les cercles verts à Ce3, les cercles
de couleur cyan à Ce4 et bleus à Ce5.
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4.3.1.5 Fusion des informations sur une vue
Chacune des images acquises le long de la ligne de vue ne permet d'observer qu'une portion de la
ligne de vue (voir la ﬁgure 4.12). Pour chaque portion de la droite visualisée, un ensemble de mises en
correspondances est réalisé, donnant un ensemble de fonctions gaussiennes.
ligne de vue
portion visible
Oe
eMd
X4
X3
X1 X2
Od Xmin Xmax
Xex=0
p(d|Di, i = 1..4)
Dmin Dmax
d
1
Dmax−Dmin
DL
Xex=L
D0
Fig. 4.12  Mélange de gaussiennes sur la portion de la ligne de vue visible (en vert). En rouge les gaussiennes associées à
chacun des points Pi
La probabilité associée à la distance de l'objet sur la ligne de vue (D) connaissant la projection
d'un ensemble de point 3D peut être exprimée par un mélange de gaussiennes :
p(x) =
1
N
K∑
i=1
G(Ai, Di, σDi , x) (4.8)
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Le terme N est un facteur de normalisation construit de façon à assurer l'égalité :∫ +∞
0
p(x)dx = 1 (4.9)
Pour K points observés, l'équation (4.9) devient∫ +∞
−∞
p(x)dx = 1
=
∫ +∞
+∞
1
N
K∑
i=1
G(Ai, Di, σDi , x)dx
=
1
N
K∑
i=1
∫ +∞
+∞
G(Ai, Di, σDi , x)dx
=
1
N
K∑
i=1
Ai
d'où :
N =
1∑K
i=1Ai
(4.10)
Le facteur de normalisation est obtenu en sommant les amplitudes des gaussiennes associées aux
points mis en correspondance. Une fonction de densité de probabilité sur la distance à l'objet peut
être associée à chacune des vues acquises le long du parcours de la ligne épipolaire.
4.3.2 Fusion des données sur l'ensemble des vues.
Pour fusionner les informations sur plusieurs vues, une première solution consiste à eﬀectuer un
mélange de gaussiennes sur l'ensemble des points détectés dans l'ensemble des vues, exactement de la
même manière que dans le cas d'une seule vue.
Cependant, les images successives peuvent se chevaucher et donner des informations redondantes,
en particulier lorsque la vitesse de déplacement diminue à l'approche d'une extrémité du segment.
La ﬁgure 4.13 illustre un cas pathologique dans lequel des faux positifs sont détectés dans trois vues
successives alors que les points appartenant réellement à l'objet n'ont été vus que dans une image.
La méthode de fusion des informations doit permettre de résoudre un tel cas en ne comptant qu'une
seule fois un même point.
Pour résoudre ce problème, une fonction de visibilité est construite et notée V =
∑
t v(x, t), où x
est l'abscisse sur la ligne de vue et t le temps. Elle permet de compter le nombre de fois où une même
partie du segment est vue. v est déﬁni de la manière suivante :
v(d, t) =
{
1 si D0(t) ≤ D ≤ DL(t)
0 sinon (4.11)
où D0 et DL sont déﬁnies à l'intersection du champ de vision de la caméra embarquée avec la ligne de
vue. Lors de l'acquisition des images, la ligne de vue se projette horizontalement et est centrée dans
la vue de la caméra embarquée. Le repère attaché à la caméra embarquée Re est donc positionné tel
que le vecteur directeur k est dans le plan épipolaire et le vecteur j est normal au plan épipolaire. D0
et DL sont donc obtenues par triangulation du clic avec les points exp0(0, 0, 1)> et expL(L, 0, 1)> de
l'image de la caméra embarquée, où L est la largeur de l'image (voir équation (4.3)).
Pour I images acquises et K =
∑I
i=0Ki points observés, la fonction de densité de probabilité sur
D s'écrit donc :
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fonction de visibilite
nombre de vues
p(d, t1)
p(d, t2)
d
d
d
ligne de vue
t = t1 t = t2 t = t3
p(d, t2)
Fig. 4.13  Acquisition de trois vues successives dans lesquelles apparaissent les mises en correspondance de paires identiques.
La normalisation du mélange de gaussiennes sur ces trois vues permet de ne pas surévaluer la contribution d'une même paire
de points détectée plusieurs fois. Dans cet exemple, si les résultats ne sont pas normés, la localisation de l'objet est fausse
car deux faux positifs sont détectés dans les trois vues.
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Finalement, cela revient à eﬀectuer la moyenne des mesures sur plusieurs vues : si un même point
est détecté plusieurs fois dans une séquence d'images, sa contribution est normée par le nombre de
vues dans lesquelles il apparaît.
Le paragraphe suivant présente les résultats obtenus sur le robot cartésien, AFMA6, à l'IRISA, et
sur le robot anthropomorphe, RX90, au CEA.
4.4 Résultats expérimentaux
Reprenons l'exemple donné en introduction de cette partie par la ﬁgure 4.1. Le robot utilisé est
le robot RX90 et la scène est composée d'une table recouverte d'une nappe texturée sur laquelle un
objet est posé, à portée du bras. A l'instant initial, l'objet est dans la vue de la caméra déportée et
l'utilisateur le sélectionne en un clic. La position du bras est quelconque et l'objet n'est pas inclus a
priori dans la vue de la caméra embarquée. La localisation peut être décomposée en quatre phases :
1. La sélection de l'objet par un clic
2. Une étape de centrage de la ligne de vue
3. Une étape de parcours de la ligne de vue, et la localisation de l'objet
4. Une étape de centrage et de zoom sur l'objet localisé
Les points SIFT sont extraits dans les images de la caméra embarquée lorsque la tâche de centrage
de la ligne de vue est régulée. La ﬁgure 4.14 présentent les mises en correspondances obtenues au
cours de la localisation de la bouteille. La dernière vue de la caméra embarquée ne contient pas l'objet,
cependant des faux positifs sont détectés. Si leurs positions respectent la contrainte épipolaire, alors ils
sont conservés, sinon ils sont rejetés. D'autres part, leur contributions est inversement proportionnelle
à la distance 3D qui les séparent de la ligne de vue. Ainsi, ces points ont une pondération inférieure
à ceux détectés dans la vue précédente.
La ﬁgure 4.15 présente le résultat de localisation de l'objet. Les points d'intérêt sont détectés
sur la texture avoisinant la bouteille transparente. L'expérience 4.16 montre que même si le fond est
uniforme, un objet transparent peut être localisé. Ceci est vrai tant qu'il y a suﬃsamment de texture
dans le motif sélectionné dans la vue de la caméra déportée pour que ce motif puisse être identiﬁé
dans la vue de la caméra embarquée en utilisant une mise en correspondance de points SIFT.
En ﬁn de processus, la localisation estimée de l'objet, c'est-à-dire un point 3D de coordonnées
Xo, est centré dans la vue de la caméra embarquée en utilisant un asservissement identique à celui
permettant le centrage des extrémités du segment 3D. Dans le cadre de ces expériences, la précision
de la localisation n'a pas été quantiﬁée. L'expérience est considérée réussie si la tâche de centrage sur
la localisation 3D permet eﬀectivement d'amener l'objet d'intérêt au centre de la vue embarquée.
Les ﬁgures 4.16 et 4.17 présentent d'autres résultats de localisation obtenus sur le RX90 du CEA-
LIST pour la bouteille, placée cette fois sur un fond uniforme et un objet partiellement occulté sous
un tas d'objets divers.
Les ﬁgure 4.18 et 4.19 présentent un résultat obtenu sur le robot AFMA6 de l'INRIA Rennes dans
lequel plusieurs objets sont sélectionnés successivement. Dans cet exemple, la scène est composée d'un
ensemble d'objets sur un fond texturé et plan. Les objets sont immobiles au cours du processus de
localisation. Quatre objets sont tour à tour sélectionnés. À l'instant initial, la caméra embarquée est
orientée vers le plafond. On peut voir un spot dans l'image. Cette vue est très éloignée de la vue
désirée qui doit contenir l'objet sélectionné, c'est-à-dire le téléphone. Ensuite, le parcours nécessaire
pour centrer successivement les trois autres objets est plus court.
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Fig. 4.14  Détection et mise en correspondance de points SIFT au cours du parcours de la ligne de vue.
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Fig. 4.15  Localisation d'une bouteille d'eau sur un fond texturé sur le RX90.
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Fig. 4.16  Localisation d'une bouteille d'eau sur un fond uniforme en utilisant le RX90.
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Fig. 4.17  Localisation d'un jouet dans une scène complexe.
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La recherche de l'objet débute lorsque la ligne de vue est centrée dans l'image déportée. Les points
SIFT sont alors détectés dans l'image courante et mis en correspondance avec ceux de l'image déportée.
Au fur et à mesure de l'acquisition des vues sur le parcours de la ligne épipolaire, les informations
sont fusionnées pour construire la vraisemblance de la position de l'objet. Lorsque l'objet est localisé,
une dernière phase consiste à centrer l'objet localisé dans l'image de la caméra embarquée.
La ﬁgure 4.19 détaille l'évolution de la vraisemblance de la position de l'objet au cours du processus
de localisation. Selon l'orientation de la caméra embarquée relativement à la position de la ligne de
vue portant l'objet, une ou plusieurs vues sont nécessaire pour visualiser le segment d'intérêt, ici entre
0.5m et 2, 5m :
 3 vues pour localiser le téléphone ;
 2 vues pour localiser le masque ;
 1 vue pour localiser la boîte de CD ;
 2 vues pour localiser la conserve de ravioli.
La fonction de visibilité est une fonction en escalier qui représente le nombre de vues dans les-
quelles une portion du segment est incluse. L'acquisition des vues est interrompue dès que la totalité
du segment d'intérêt a été examinée. Dans le cas de la séquence permettant de passer de la boîte de
CD à la boîte de conserve, on peut remarquer que la seconde vue, permet non seulement de visualiser
une nouvelle partie du segment mais également de décider entre les trois hypothèses en compétition
dans la première vue. En eﬀet, le changement de points de vue a permis de supprimer deux faux positifs.
Malgré des diﬀérences de points de vue entre la caméra déportée et la caméra embarquée, les objets
sont localisés. En particulier pour la dernière séquence permettant d'aller de la boîte de CD à la boîte
de conserve. La caméra embarquée donne une vue de dessus de la boîte de conserve, tandis que la vue
déportée en donne une vue de côté. Très peu de points SIFT sont mis en correspondance sur la boîte
elle même. Un poids important est donné à ces points qui sont très proches de la ligne de vue. La lo-
calisation de l'objet est également possible grâce aux mises en correspondance de la texture avoisinant
la boîte. Ce dernier exemple de localisation est un cas limite. Si le fond était uniforme, et si la vue
de dessus, donnée par la caméra embarquée, ne permettait pas de voir de portion de l'étiquette de la
boîte, la localisation échouerait vraissemblablement, par défaut de mise en correspondance. Pour élar-
gir la méthode à des transformations aﬃnes, des descripteurs robuste à ces transformations pourraient
être utilisés à la place des descripteurs SIFT, par exemple les descripteurs proposés par Mikolajczyk
et Schmid [Mikolajczyk 04].
Un autre cas d'échec peut survenir si le motif avoisinant le clic correspond à un même motif
présent à plusieurs emplacement sur la ligne de vue. La ﬁgure 4.20 illustre un cas limite. Dans cet
exemple, plusieurs stylos feutres identiques sont positionnés parallèlement aux autres et de façon à
être traversés par un même rayon issu du centre optique de la caméra déportée. Dans ce cas, des points
sont mis en correspondance sur chaque stylo et la probabilité sur la position de l'objet est multimodale
impossible de dissocier les hypothèses en compétition. Cet exemple semble très artiﬁciel, cependant,
sans que plusieurs objets identiques soient ainsi disposés, il peut arriver que plusieurs motifs le long
du parcours de la ligne de vue donnent une réponse identique. Dans ce cas, une solution eﬃcace
pour résoudre le problème est simplement de proposer à l'utilisateur les deux positions, maxima de la
vraisemblance, et de le laisser choisir la position qui correspond à l'objet qu'il souhaite saisir.
Conclusion
La méthode de mise en correspondance basée sur les points SIFT permet d'estimer grossièrement
la position de l'objet. Notons que cette méthode de localisation fonctionne avec toute méthode de mise
en correspondance dès lors qu'elle permet de détecter l'objet dans la vue de la caméra embarquée.
Par exemple, des méthodes basées sur les histogrammes de couleur pourraient être utilisée à la place
ou en complément des SIFT.
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Fig. 4.18  Plusieurs objets sont tour à tour sélectionnés par un clic, puis localisés et ﬁnalement centrés dans l'image de la
caméra embarquée.
108 Localisation de l'objet sur une ligne de vue
Camera
Embarquee
Deportee
Masque
Conserve
Telephone
Boite
Robot Afma6
Tableclic 1
clic 2
clic 3
clic 4
cl
ic
 1
cl
ic
 2
cl
ic
 3
cl
ic
 4
Camera
Vue embarque´e
Vue de´porte´e
Fonction de visibilite´ Vraisemblance de la position de l’objet
Fig. 4.19  Plusieurs objets sont tour à tour électionnésclic, localisés et centrés dans l'image de la caméra embarquée.
La colonne de gauche présente les images acquise par la caméra embarquée au moment de la sélection de l'objet suivant
dans la vue déportée. La seconde colonne présente les fonction de visibilité et la troisème colonne présente l'estimation de la
vraisemblance de la position de l'objet. Les courbes vertes correspondent à l'évaluation des fonctions après l'acquisition d'une
première vue, les bleues après deux vues et les rouges après trois vues.
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Fig. 4.20  Cas limite de l'algorithme de localisation : plusieurs objets semblable à l'objet d'intérêt se trouve sur la ligne de
vue.
La mise en commun des informations contenues dans la séquence d'images se fait très simplement
et de manière itérative en fusionnant l'estimation de la position de l'objet dans la vue courante à celle
obtenue dans les vues précédentes. Le problème du recouvrement des vues successives est résolu en
utilisant une fonction de visibilité qui permet de traiter les informations redondantes, c'est-à-dire les
points détectés dans plusieurs vues qui se chevauchent. Ainsi, les vues sont prises en compte à intervalle
de temps régulier sans se soucier de la redondance potentielle de l'information qu'elles contiennent.
Les points SIFT peuvent être détectés à chaque pas du processus dans les deux images ou bien
uniquement dans l'image de la caméra embarquée. L'avantage de la détection simultanée dans les
deux images est qu'elle est robuste aux changements globaux d'illumination puisque les points sont
détectés au même instant. Pour gagner en temps de calcul, les points SIFT détectés dans les deux
images pourraient être suivi en utilisant une méthode KLT, par exemple. La détection des points
d'intérêt n'est alors nécessaire que lorsqu'un trop grand nombre de points sont perdus par le suivi.
L'inconvénient de la détection par des points SIFT dans la vue déportée à chaque pas du processus
est quelle nécessite une prise en compte des occultations qui peuvent advenir lorsque le bras passe
entre la caméra déportée et l'objet.
La localisation obtenue permet de centrer l'objet dans l'image de la caméra déportée en ﬁn d'as-
servissement. Ainsi l'objet est dans le champ de vision des deux caméras à la ﬁn du processus. Cette
méthode peut, par exemple, être utilisée pour remplacer la phase de positionnement manuelle de la
caméra embarquée du scénario Aviso. Cependant, l'objet n'est pas segmenté sur le fond. La zone
localisée est le voisinage du clic. Cette méthode ne donne aucune information sur la forme de l'objet
ni sur ses dimensions. La localisation de l'objet permet à la pince d'approcher grossièrement, reste
ensuite à déterminer quelle doit être son orientation et la position de ses mors pour saisir l'objet.
Pour adapter la saisie à la forme et aux dimensions de l'objet, il faut donc parvenir à estimer ces
caractéristiques à l'aide du système de perception du robot. La seconde partie de ce manuscrit est
consacrée à la description plus précise de la forme de l'objet.
D'autre part, une fois l'objet grossièrement localisé, il est possible d'acquérir une vue où il apparaît
centré et ainsi d'avoir une image plus détaillée de l'objet que celle donnée par la vue déportée. Cette
image de meilleure qualité peut être particulièrement intéressante pour utiliser les algorithmes clas-
siques de reconnaissance d'objet qui auraient pu échouer en utilisant l'image de la caméra déportée.
L'estimation de la position de l'objet permet de déplacer la caméra embarquée sur une sphère de
vision centrée sur l'objet aﬁn d'acquérir les vues permettant de caractériser sa forme et le saisir.
Dans cette première partie, deux contributions de cette thèse ont été présentées : un asservissement
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permettant de parcourir la ligne de vue issue du clic et une méthode de localisation d'un objet
inconnu basée sur la mise en correspondance de descripteurs SIFT dans la vue déportée et dans la
vue embarquée. Dans la seconde partie de cette thèse deux autres contributions seront présentées :
 L'estimation en ligne de la forme approximative d'un objet grossièrement convexe,
c'est-à-dire son orientation et ses dimensions ;
 La sélection active des meilleurs vues pour aﬃner l'estimation des paramètres décrivant la
forme de l'objet.
Deuxième partie
Caractérisation de la forme d'un objet
inconnu et exploration par vision
active
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Le chapitre précédent a présenté une méthode permettant de localiser un objet générique à partir
d'un clic sur l'image acquise par une caméra déportée. Cependant, si aucune hypothèse n'est formulée
a priori sur la forme et l'orientation spatiale de l'objet, la seule donnée de sa position n'est pas suf-
ﬁsante pour adapter l'approche de la pince et il est alors nécessaire d'obtenir d'autres informations.
Pour respecter les critères énoncés dans le premier chapitre de cette thèse ( voir la section 1.1.3),
la méthode développée doit permettre de saisir des objets génériques (hypothèse 3) positionnés de
manière quelconque, dans une scène statique (hypothèse 2)2. D'autre part, pour être employée sur un
système réel, en milieu humain, l'assistance technique à la saisie que nous proposons doit être robuste
aux bruits de mesure et aux imprécisions de la calibration. Enﬁn, pour être acceptée par l'utilisateur,
elle doit permettre, au pire, la saisie en un temps comparable à une saisie en mode téléopéré.
Dans cette thèse, nous nous plaçons dans le cadre d'une approche multi-vues. La littérature trai-
tant de la reconstruction 3D d'objets et de scènes à partir d'informations visuelles est très fournie.
Des résultats remarquables ont été obtenus dans le domaine de la reconstruction 3D volumique de
scènes statiques ou dynamiques. Par exemple, en détectant la silhouette d'un objet placé sur un fond
uniforme (Visual hull), par exemple [Franco 06], ou en supposant la scène Lambertienne et en recons-
truisant l'objet sous la forme d'un volume discret dont les éléments sont creusés ou conservés selon
leur photo-consistance [Steven 97, Kutulakos 99]. Même si des tentatives ont été faites pour proposer
des versions temps-réel de ces méthodes, par exemple, en proposant des approches pyramidales pour
les reconstructions voxellique [Prock 98] ou une parallélisation des calculs pour les méthodes basées
silhouette, les méthodes de reconstruction volumique sont assez lourdes à manipuler et gourmandes
en temps de calcul. En ce sens, ces méthodes sont bien adaptées pour des applications où les calculs
peuvent être faits hors ligne. Le niveau de détail obtenu avec une résolution voxellique importante
permet d'envisager la création de personnages pour les jeux vidéos ou encore la reconstruction 3D
de sculptures pour sauvegarder une trace du patrimoine conservé dans les musées. Il est cependant
légitime de se demander si une reconstruction 3D aussi précise de l'objet est nécessaire à sa saisie,
surtout lorsque l'outil de préhension est une pince simple à deux doigts.
Pour saisir un objet générique à partir d'informations calculées en ligne, une première straté-
gie de saisie consiste à utiliser une reconstruction précise de l'objet et calculer ensuite les meilleurs
points de saisie physique [Saut 07, Michel 06]. Une autre voie d'étude tente de mimer les prises qu'au-
raient adopté un humain, par exemple, en repérant sur l'objet l'emplacement de poignées, manches
et anses [Edsinger 06, ElKhoury 07]. D'autres approches consistent à approximer la forme de l'objet
par un ensemble de primitives géométriques et à calculer les orientations de saisie possibles sur cette
forme simpliﬁée [Huebner 08a, Speth 08]. La motivation de cette thèse est de proposer une méthode
de saisie reposant sur le calcul de primitives simples. L'idée sous-jacente est qu'il n'est pas nécessaire
de recourir à des méthodes de reconstruction 3D ﬁnes pour parvenir à la saisie de la plupart des objets.
De la modélisation de l'objet retenue pour la saisie dépend la méthode d'acquisition des données :
pour obtenir une reconstruction exhaustive d'un objet, le système de perception doit être étalonné et
considéré comme peu bruité. À l'inverse, si seule la forme générale de l'objet est recherchée, quelques
erreurs d'étalonnage peuvent être tolérées. Dans le cadre de l'utilisation d'un système de vision, la
stratégie de saisie a également un impact sur le choix des primitives à extraire dans les images : points
d'intérêt, contours, régions d'une même couleur.
L'utilisation d'un système de vision pour trouver les informations nécessaires à la saisie induit le
problème du positionnement optimal des caméras. En eﬀet, si les positions sont bien choisies, alors les
caractéristiques de l'objet sont calculées sans ambiguïtés. À l'inverse, il est possible que les informations
calculées soient erronées. En particulier lorsque deux vues sont proches, l'information sur la dimension
en profondeur de l'objet est évidemment mal déﬁnie. Dans ce cas, l'idéal est d'ajouter une autre vue
perpendiculaire aux premières pour ajouter un maximum d'information sur les caractéristiques de
l'objet.
2L'ensemble des hypothèses est rappelé en annexe C
114
Trois niveaux peuvent être distingués : au plus haut niveau, la stratégie de saisie et le choix de
modélisation, puis la perception qui permet la modélisation et enﬁn, l'extraction des informations
dans plusieurs vues dont la position peut être judicieusement choisie.
Dans le premier chapitre de cette partie, la stratégie globale de saisie choisie dans le cadre de notre
application sera présentée. Il s'agit d'approximer la forme des objets par des fonctions quadratiques.
Le second chapitre rappelle les propriétés de base de ces fonctions paramétriques et le troisième
chapitre présente une méthode de reconstruction d'une quadrique à partir de ses projections dans
un ensemble de vues. Nous montrerons aussi que le choix des vues inﬂuence la reconstruction. En
conséquence, le chapitre suivante présentera une méthode de vision active permettant de sélectionner
les meilleures vues selon un critère relatif à l'information qu'elles contiennent. Finalement des résultats
de reconstructions avec un choix des vues par vision active seront présentés. Enﬁn, au plus bas niveau,
le dernièr chapitre présente une méthode permettant d'extraire les contours des objets dans des images
réelles et les résultats de reconstruction obtenus pour des objets réels.
Chapitre 5
Types d'objets et stratégie de saisie
5.1 Hypothèses générales
Rappelons que l'objectif pratique soutenant cette étude est d'étendre les capacités de saisie du
système Aviso, présenté dans le premier chapitre, à la saisie d'objets génériques se trouvant dans une
position quelconque. Parmi ces objets, on peut distinguer les objets rigides (tasse, crayon, boîtes, etc.)
de ceux qui ne le sont pas (jeux de clés, grappe de raisin, tissu, sachet, etc...). Comme il l'a déjà été
spéciﬁé dans le premier chapitre, cette étude traite le cas des objets rigides (hypothèse 4)1. .
En observant les objets rigides du quotidien, des structures communes qui sont destinées à simpliﬁer
leur utilisation peuvent être identiﬁées : les conditionnements alimentaires sont généralement des
contenants parallélépipédiques ou cylindriques (voir la ﬁgure 5.1) et les objets manufacturés présentent
des axes de symétrie, ou axes naturels de préhension [Michel 06] voire des poignées ou des anses (voir
ﬁgure 5.2).
a) b)
Fig. 5.1  Objets rigides, globalement convexes et présentant des symétries : a) objets cylindriques (bouteilles, cannettes,
conserves, etc.) b) objets parallélépipédiques (boites, téléphone, etc.)
Selon le volume des mors de la pince considérée, saisir une tasse par son anse n'est pas toujours
possible (voir ﬁgure 5.2). D'autre part, ce n'est pas forcément une prise très stable en comparaison
aux surfaces latérales de la tasse. Ainsi, une anse n'est pas nécessairement une prise et peut même être
considérée comme un obstacle à la saisie. Dans le cadre de cette étude, la saisie sera limitée aux objets
1L'ensemble des hypothèses est rappelé en annexe C
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rigides qui ne présentent ni anse, ni poignée, ni protubérances. Nous parlerons d'objets globalement
convexes. À première vue, cette hypothèse semble forte, cependant, elle est vériﬁée par un grand
nombre d'objets du quotidien (voir ﬁgure 5.1).
Fig. 5.2  Deux objets présentant des prises adaptées à une saisie humaine. Ces prises ne sont pas nécessairement les mieux
adaptées à une saisie robotique, en particulier lorsque la pince possède des mors trop volumineux pour être glissés dans l'anse.
Hypothèse 9 L'objet est de forme globalement convexe.
Pour faciliter leur manipulation, les objets conditionnés ou manufacturés présentent des axes de
symétrie. Cette hypothèse a déjà été exploitée avec succès pour segmenter un grand nombre d'objets
sur un arrière plan quelconque [Li 08] et pour déterminer les axes de saisie d'objets plans [Blake 95,
Sanz 05] ou 3D [Hauck 99].
Hypothèse 10 L'objet présente un axe de symétrie.
Comme dans la plupart des travaux de saisie utilisant des capteurs extéroceptifs, les objets sont
considérés de densité massique uniforme. D'autre part, comme les objets sont considérés convexes,
l'intérieur des contenants sera considéré plein.
Hypothèse 11 La densité massique de l'objet est uniforme.
5.2 La stratégie de saisie
En supposant que l'objet à saisir est rigide, globalement convexe, qu'il présente des symétries et
est de densité massique uniforme, alors la stratégie de saisie consiste à approcher la pince perpendicu-
lairement à l'axe principal de l'objet en l'alignant avec son plus petit axe. La ﬁgure 5.3 illustre cette
stratégie de saisie pour quatre objets. Les deux premiers objets respectent les hypothèses ﬁxées et les
deux autres présentent des non convexités.
Néanmoins, tant que les excroissances sont suﬃsamment petites ou placées de façon à ne pas obs-
truer le chemin de la pince, cette stratégie reste valide. Dans le cas contraire, rien ne garantit son
succès et il est nécessaire de détecter ces obstacles et d'en tenir compte pour le positionnement de la
pince. La ﬁgure 5.4 présente quelques objets non convexes. Dans l'image de gauche, ces trois objets
se trouvent dans une pose favorable à notre stratégie de saisie. Aucune convexité non détectable ne
fait obstacle à l'approche de la pince. Dans l'image de droite, ces trois objets sont dans une position
moins favorable. En particulier, les pattes des animaux-jouets risquent de perturber l'approche de la
pince.
Il peut d'ores et déjà être remarqué que cette stratégie engendre plusieurs solutions d'approche de
la pince. En eﬀet, la boîte peut être saisie par la droite ou par la gauche, la canette qui est cylindrique
peut être saisie depuis n'importe quelle direction, du moment que la pince est perpendiculaire au
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Fig. 5.3  Stratégie de saisie choisie pour des objets génériques et globalement convexes. La pince est alignée avec les axes
principaux de l'objet et centrée sur son centre de gravité. En rouge l'axe principal de la pince, en bleu l'axe moyen et en vert
le petit axe.
Fig. 5.4  Si les objets sont globalement convexes et présentent uniquement quelques concavités suﬃsamment petites devant
les dimensions de la pince, alors ces concavités ne perturbent pas la saisie. À gauche, les objets sont dans une pose favorable
à la saisie, à droite, les pattes des jouets risquent de gêner l'approche de la pince.
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grand axe. Par ailleurs, dans le cas des deux jouets, parmi les deux solutions de saisie (depuis le haut
ou depuis le bas), une seule solution est acceptable puisque l'autre conduirait la pince à heurter la
table. Pour choisir l'approche la plus adaptée, il suﬃt de faire appel à quelques heuristiques simples :
en supposant qu'un objet est généralement posé sur un support, seule une saisie depuis le haut
est possible, si les deux options de saisie respectent cette règle alors la solution choisie sera celle qui
demande le moins de déplacement. Si le système dispose d'un module de détection d'obstacle, cette
deuxième règle peut être remplacée par : la solution choisie est celle qui permet d'éviter les obstacles.
5.3 Modélisation retenue
Les informations nécessaires à la saisie d'un objet sont donc les directions de ses axes principaux
et la position de son centre de gravité. Pour obtenir ces informations, la forme de l'objet peut être
approximée par une fonction paramétrée de type quadratique. Cette représentation présente quelques
propriétés intéressantes pour notre application (voir le chapitre 6) :
 Une représentation compacte : une quadrique est représentée par 9 paramètres ;
 Informations pour la saisie : les 9 paramètres décrivant une quadrique contiennent l'informa-
tion de sa position, de son orientation, de sa forme et de ses dimensions, c'est-à-dire directement
toutes les informations nécessaires à la saisie ;
 Projection : la projection perspective d'une quadrique est une conique. Nous montrerons qu'en
mesurant un ensemble de coniques dans un ensemble de vues de l'objet, il est possible de re-
monter aux paramètres de la quadrique. Ainsi, l'estimation des paramètres de la quadrique
correspondant au mieux à la forme de l'objet demande l'extraction des contours de l'objet dans
un ensemble d'images.
Notons que ces caractéristiques ont été utilisés par Flandin et al. pour décrire les objet composant
une scène [Flandin 02]. Ils traduisent les données du centre de l'objet, de son orientation et de ses
dimensions en des variable aléatoires qui seront estimées au cours du processus de reconstruction. Le
cadre probabiliste leur permet d'inclure les incertitudes de mesure directement dans la modélisation de
l'objet et d'obtenir une représentation qui peut être aisément mise à jours à chaque ajout d'information.
D'autre part, la représentation choisi permet de sélectionner les meilleurs vues par vision active. Un
autre avantage de cette méthode est qu'elle permet d'évaluer les caractéristiques de plusieurs objets
simultanément.
5.4 Acquisition des données
La forme de l'objet peut donc être approximée par une fonction quadratique dont les paramètres
sont estimés à partir de la détection des contours dans un ensemble d'images. Il est donc nécessaire
de disposer d'un ensemble de vues de l'objet. En utilisant les résultats du chapitre précédent, nous
supposerons qu'une estimation grossière de la position de l'objet est disponible. Elle est obtenue à
partir de la seule information donnée par les coordonnées du clic (voir le chapitre 4).
Hypothèse 12 Une estimation grossière de la position de l'objet est donnée.
Les vues de l'objet sont alors acquises sur une sphère de vision centrée sur la position estimée de
l'objet. Nous verrons dans le chapitre 9 comment sélectionner ces vues pour améliorer la reconstruction.
Pour extraire les contours des objets dans ces vues, nous supposerons que ceux ci peuvent être
segmentés sur le fond à partir de l'information donnée par le clic dans la vue globale de la scène.
Cette étape de segmentation n'est pas triviale et les systèmes de saisie qui y ont recours imposent
des hypothèses fortes sur l'objet et la scène (voir 8.1). Dans le cadre de cette étude, un point de
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l'objet est connu dans la vue de la caméra déportée et l'information donnée par ce point permet de
connaître grossièrement la position de l'objet. Nous montrerons dans la section 8.1 comment exploiter
ces informations pour détecter le contour de l'objet.
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Chapitre 6
Modélisation d'un objet par une
quadrique
La stratégie de saisie choisie consiste à approcher la pince qui équipe le système robotique per-
pendiculairement à l'axe principal de l'objet. C'est une stratégie de saisie très simple qui est bien
adaptée aux objets présentant de fortes symétries, globalement convexes et ont une répartition mas-
sique homogène (voir les hypothèses en annexe C). Pour parvenir à une telle saisie, les informations
qui caractérise l'objet d'intérêt sont :
 ses axes principaux ;
 son centre d'inertie ;
 ses dimensions principales.
Dans ce chapitre, nous montrerons tout d'abord qu'approximer la forme d'un objet par une qua-
drique permet d'obtenir une modélisation qui contient toutes ces informations. Le second paragraphe
présentera les propriétés projectives des quadriques sur lesquelles se basent les méthodes de recons-
truction qui sont présentées dans le chapitre suivant.
6.1 Déﬁnitions
L'objet à saisir est inclus dans une enveloppe paramétrable par une fonction implicite h(X,P), où
X est un point appartenant à la surface de la fonction et P représente l'ensemble de paramètres de
la fonction. Cet objet est observé depuis N points de vue par une caméra et ses contours dans les N
plans image sont inclus dans des fonctions génératrices g(x, ρ), où x est un point du plan image et ρ
les paramètres 2D de la génératrice.
En supposant que l'objet à saisir est rigide, de densité massique homogène et globalement convexe
(d'après les hypothèses 4, 11 et 9), cette fonction paramétrée peut avoir une forme quadratique. La
famille des quadriques d'un espace aﬃne de dimension n est assez vaste puisqu'elle regroupe tous
les polynômes de degrés 2 à n variables. Notons qu'en dimension 2, une quadrique est appelée une
conique. Dans la suite de ce chapitre, nous parlerons indiﬀéremment de quadriques ou de fonctions
quadratiques.
L'expression cartésienne d'une quadrique en dimension 3 s'écrit :
h(X,P)=Q(X)=q1X2+q2Y 2+q3Z2+2q4XY+2q5XZ+2q6Y Z+2q7X+2q8Y+2q9Z+q10 (6.1)
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où tout point de coordonnées homogènes satisfaisant l'équation Q(X) = 0 appartient à la surface de
la quadrique.
En utilisant les propriétés de l'algèbre bilinéaire, il est possible de classer les quadriques en trois
types. En eﬀet, il existe une base dans laquelle Q est nécessairement de l'un de ces trois types, [Ber90] :
 type I : Q = q1X2 + q2Y 2 + q3Z2 ;
 type II :Q = q1X2 + q2Y 2 + q3Z2 + 1 et q1q2q3 6= 0 ;
 type III :Q = q1X2 + q2Y 2 − 2Z.
a) b) c)
d)
Fig. 6.1  Quelques exemple de quadriques de dimension 3 : a) cylindre elliptique, b) ellipsoïde, c) paraboloïdes elliptiques,
d) hyperboloïdes.
Le type I contient les points et les droites ; le type II, les cylindres, les ellipsoïdes, les hyperboloïdes
à une nappe et à deux nappes ; le type III contient les paraboloïdes elliptiques et les hyperboloïdes
elliptiques. Notons que, parmi ces formes, seules les ellipsoïdes ont un volume ﬁni. Quelques exemples
de quadriques tridimensionnelles sont donnés par la ﬁgure 6.1.
Les primitives quadratiques oﬀrent un modèle de description des surfaces courbes d'une grande
généricité allant même jusqu'à décrire des surfaces courbes à points complexes qui n'ont aucun sens
dans le cadre de notre application. D'autre part, la représentation Q n'est pas minimale, ce qui peut
faire échouer les méthodes d'estimation des paramètres que nous présenterons par la suite. Dans le
reste de ce chapitre, nous montrerons comment poser le problème de l'estimation des paramètres pour
résoudre ces deux points.
Dans l'espace projectif de dimension 3, P3, une quadrique est une surface déﬁnie sous une forme
matricielle par l'équation :
Q = X>ΓX (6.2)
où Γ est la matrice symétrique 4× 4 associée à la quadrique Q :
Γ =

q1 q4 q5 q7
q4 q2 q6 q8
q5 q6 q3 q9
q7 q8 q9 q10
 (6.3)
et une matrice Γ33 peut être déﬁnie et associée à quadrique Q :
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Γ33 =
q1 q4 q5q4 q2 q6
q5 q6 q3
 (6.4)
Remarque : L'étude des caractéristiques des matrices Γ et Γ33 (rangs RΓ et RΓ33 , signe du déter-
minant ∆Γ) permet également d'obtenir la classiﬁcation des fonctions quadratiques en trois types.
La représentation matricielle contient donc toutes les informations permettant de déﬁnir la qua-
drique et il est aisé de passer d'une représentation à l'autre. De plus la représentation matricielle
permet des simpliﬁcations d'écriture, notamment en ce qui concerne le changement de repère d'une
quadrique. Dans l'espace projectif P3, le changement de repère d'expression d'une quadrique est ef-
fectué de manière similaire au changement de repère d'un point aX d'un repère Ra à un repère Rb
déﬁnie par l'équation (2.3).
Soit bMa, la transformation homogène à appliquer à la quadrique Q, le changement de repère
d'expression impose la transformation suivante sur la matrice associée Γ :
bΓ = bMa
−> aΓ bMa
−1 (6.5)
bΓ = aMb
> aΓ aMb (6.6)
6.2 Calcul des informations nécessaires à la saisie
Les caractéristiques de l'objet peuvent être assimilées à celles de la quadrique qui correspond au
mieux à sa forme. Le centre de la quadrique, la direction de ses axes principaux et ses dimensions
le long de ses axes peuvent être obtenus à partir de l'estimation de ses coeﬃcients. Ces informations
serviront à orienter la pince pour adapter l'approche à la pose et aux dimensions de l'objet.
6.2.1 Centre d'une quadrique
Dans une base orthonormée propre, les termes croisés XY , XZ et Y Z peuvent être annulés en
eﬀectuant les rotations adéquates et l'équation (6.1) s'écrit alors :
Q(X) = q1X2 + q2Y 2 + q3Z2 + 2q4X + 2q5Y + 2q6Z + q7
En réordonnant, l'équation ci dessus devient :
Q(X) = q1(X + q4
q1
)2 + q2(Y +
q5
q2
)2 + q3(Z +
q6
q3
)2 + q10
Une autre manière de calculer le centre de la quadrique est de chercher les coordonnées du point
X¯c pour lequel les dérivées partielles ∂Q∂X s'annulent. Cela permet de calculer les coordonnées du centre
sans changer de base. Le centre de l'objet peut ainsi être estimé en résolvant le système d'équations
suivant :
Γ33X¯c = b
avec b =
(− q7 − q8 − q9)> et X¯c = (Xc Yc Zc)>.
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6.2.2 Axes principaux et dimensions
Les propriétés géométriques d'une quadrique Q se reﬂètent dans les propriété algébriques de la
matrice symétrique réelle Γ33 qui lui est associée.
Soit vi et λi les vecteurs propres et les valeurs propres de Γ33, alors les axes principaux de Q
correspondent aux directions décrites par les vecteurs vi.
Le calcul des trois vecteurs propres permet de déﬁnir l'orientation de la quadrique dans un repère
de base Rb. En eﬀet, la matrice Γ33 est une matrice symétrique réelle, elle est donc diagonalisable
dans une base propre déﬁnie par les trois vecteurs propres vi. Il suﬃt de normaliser ces trois vecteurs
pour obtenir une base orthonormée, |vi| = 1. Le calcul du déterminant de la matrice V = (v1,v2,v3)
indique si cette base est directe (det(V) = 1) ou indirecte (det(V) = −1).
Pour construire la matrice de rotation, notons v1 le vecteur propre associé au plus grand axe ie
à la valeur propre la plus grande, v2 le vecteur propre associé à l'axe moyen, et v3 le vecteur propre
donnant la direction du plus petit axe. Pour garantir que la base orthonormée déﬁnie par ces trois
vecteurs est directe, on construit v3 tel que v3 = v1 × v2.
bRq =
(
v1 v2 v3
)
Les valeurs propres de Γ33 nous renseignent sur les dimensions relatives des demi axes de la
quadrique Q. Pour calculer leurs valeurs métriques, il faut calculer les coeﬃcients de la quadrique
dans sa base propre, normaliser l'équation telle que k10=1 et calculer les valeurs propres dans la base
propre. Ainsi les mesures des demi grands axes valent di = 1λ2i .
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Fig. 6.2  Axes principaux d'une quadrique par ordre décroissant de taille : rouge, vert puis bleu. a) ellipsoïde
Q = (4, 2, 1, 0, 0, 0, 0, 0, 0,−1) b) hyperboloïde à une nappe Q = (1, 1,−1, 0, 0, 0, 0, 0, 0,−1) c) cylindre Q =
(1, 1, 0, 0, 0, 0, 0, 0, 0,−1) d) hyperboloïde à deux nappes Q = (−1,−1, 1, 0, 0, 0, 0, 0, 0,−1)
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L'estimation des paramètres de la quadrique approximant la forme d'un objet permet d'obtenir
directement les caractéristiques nécessaires à la saisie. Le paragraphe suivant présente d'autres pro-
priétés intéressantes des quadriques, que sont leurs propriétés projectives. Elles représentent le lien
entre une quadrique et sa projection dans des plans images, ce qui nous permettra ensuite d'établir
un schéma d'estimation des paramètres d'une quadrique à partir d'informations vidéo.
6.3 Propriétés projectives des quadriques
Contour occultant
Plan des limbes
Plan image
Centre de projection 
Contour g\’en\’erateur
Coˆne
Fig. 6.3  Projection perspective d'un ellipsoïde.
Ce paragraphe présente les propriétés projectives d'une quadrique, c'est-à-dire les positions des
points obtenus par projections de l'ensemble des points de sa surface sur le plan image d'une caméra.
Par construction, toutes les droites qui passent par le centre de projection et le contour occultant
d'une quadrique sont tangentes à la quadrique (voir l'exemple illustratif ﬁgure 6.3). Il peut être
démontré que le contour occultant d'une quadrique est une conique [Ma 94] et donc que la projection
perspective d'une fonction quadratiqueQ à trois dimensions est une conique C, c'est-à-dire une fonction
quadratique de dimension 2 à 5 paramètres. La projection de la fonction implicite h dans un plan
image est le contour générateur, noté g.
L'expression cartésienne d'une quadrique de dimension 2 s'écrit :
g(x, ρ) = C(x) = k1x2 + k2y2 + 2k3xy + 2k4x+ 2k5y + k6 (6.7)
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De la même manière que pour l'équation d'une quadrique de dimension 3, l'expression d'une
quadrique de dimension 2, ou conique C, peut s'écrire sous la forme matricielle suivante :
C = x>Cx (6.8)
où C est la matrice symétrique de dimension 3× 3 :
C =
k1 k3 k4k3 k2 k5
k4 k5 k6
 (6.9)
La relation entre une quadrique et les coniques résultant de sa projection peut être exprimée sous
une forme non linéaire dans l'espace projectif, ou sous une forme linéaire dans l'espace dual.
6.3.1 Dans l'espace projectif.
Ce paragraphe donne l'expression, dans l'espace projectif P3, des coeﬃcients d'une conique projetée
en fonction des coeﬃcients de la quadrique et de la position de la caméra.
Rappelons l'expression d'une quadrique de dimension 3, (6.1) :
Q(X)=q1X2+q2Y 2+q3Z2+2q4XY+2q5XZ+2q6Y Z+2q7X+2q8Y+2q9Z+q10
D'après l'équation de projection perspective d'un point (2.6), X = Zx et Y = Zy. En introduisant
ces expressions de X et Y dans l'équation (6.1) et en divisant les termes par Z2, avec Z 6= 0, une
équation du second degré en 1Z est obtenue :
Q(X) = 0 ⇔ A 1
Z2
+ 2B
1
Z
+ C = 0
avec
A = q10
B = q7x+ q8y + q9
C = q1x2 + q2y2 + q3 + 2q4xy + 2q5x+ 2q6y
Cette équation représente l'intersection de la ligne de vue passant par le point x avec la quadrique
au point X. Or les points mesurés sur le plan image sont sur la conique résultant de la projection de la
quadrique. La ligne de vue passant par ces points est tangente à la quadrique. Le point d'intersection
entre cette ligne et la quadrique est donc unique. On en déduit donc :
∆ = B2 −AC = 0
En développant, l'équation suivante est obtenue :
k1x
2 + k2y2 + 2k3xy + 2k4x+ 2k5y + k6 = 0
Cette équation est l'équation d'une conique et l'expression de ses coeﬃcients dépend des coeﬃcients
de la quadrique :
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k1 = q72 − q1q10
k2 = q82 − q2q10
k3 = q7q8 − q4q10
k4 = q7q9 − q5q10
k5 = q7q7 − q6q10
k6 = q92 − q3q10
Si la matrice Γ (6.3) est décomposée en :
Γ =
(
Γ33 Γ13
Γ13> q10
)
Alors la relation entre une quadrique et la conique projetée peut s'écrire sous la forme matricielle
et non linéaire suivante :
C =
(
Γ13Γ>13 − q10Γ33
)
(6.10)
Les termes des deux côtés de cette égalité sont des matrices symétriques 3 × 3, cette équation
équivaut donc au plus à 6 égalités indépendantes. Ainsi, il n'est pas possible de retrouver les 10
paramètres d'une quadrique en connaissant une seule projection. D'autre part, cette relation est non-
linéaire. Pour estimer les coeﬃcients d'une quadrique à partir de l'estimation de ses coniques projetées,
il faut donc recourir à des méthodes d'optimisation numérique non linéaires qui seront exposées dans
le paragraphe suivant.
Remarque : cette équation de projection n'est évidemment valide que si les coeﬃcients de la quadrique
sont exprimés dans le repère de la caméra courante (voir équation (6.6)).
6.3.2 Dans l'espace dual.
Pour calculer la projection perspective d'une fonction quadratique, une manière élégante de pro-
céder est d'utiliser les propriétés de l'espace dual à la quadrique qui est composé de tous les plans
tangents à la quadrique [Ma 96, Cross 98].
Par déﬁnition, la quadrique duale Q∗ est telle que Γ∗ = adj(Γ), où adj(A) est la matrice ajointe
à A1.
Q∗ est le lieu géométrique de tous les plans Π qui satisfont l'équation quadratique homogène
suivante :
Π>Γ∗Π = 0 (6.11)
De la même manière, la conique duale C∗ est telle que C∗ = adj(C) et C∗ est le lieu géométrique
de toutes les lignes l tangentes à la quadrique telles que :
l>C∗l = 0 (6.12)
1Soit A, une matrice carrée d'ordre n, la matrice des cofacteurs Xij des éléments aij est la matrice adjointe de A
ou co-matrice de A : adj(A) = comA = [Xij ] = [(−1)i+j∆ij ], où ∆ij est le déterminant de la matrice A dont on a
supprimé la ligne i et la colonne j. Si A est inversible alors, il existe une relation directe entre l'inverse de A et sa
co-matrice : A−1 = adj(A)/det(A).
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Rappelons que la projection x d'un point X sur le plan image d'une caméra est donnée par (2.16) :
x = PX, où P est la matrice de projection. Ainsi, P = A si la quadrique est déjà exprimée dans le
repère de la caméra et P = A cMb si la quadrique est exprimée dans le repère de base.
D'après le paragraphe 2.1.2.3, les coordonnées de la ligne l passant par le centre optique de la
caméra et x peuvent être déﬁni par l'équation (2.17). En remarquant que :
l>x = l>PX = Π>X
on obtient ﬁnalement la caractérisation de Π,
Π = P>l
En substituant Π ainsi déﬁni dans l'équation (6.11), on obtient :
l> PΓ∗ P> l = 0
Ceci garantit que l est tangente au contour projeté. En revenant à la déﬁnition d'une conique duale
(équation (6.12)), on obtient l'égalité suivante :
C∗ = PΓ∗P> (6.13)
Ainsi, bien que la relation entre C et Γ soit non linéaire (6.10), l'équation entre leurs matrices
duales C∗ et Γ∗ est linéaire (6.13).
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Fig. 6.4  Exemple de projection d'une quadrique sur trois vues. À gauche, conique projetée à partir d'un ellipsoïde. À droite,
coniques projetées à partir d'un hyperboloïde à une nappe.
Les coniques, expressions de la projection d'une quadrique, peuvent être rétro-projetées pour inférer
les coeﬃcients de la quadrique.
Chapitre 7
Estimation des paramètres d'une
quadrique
Ce chapitre présente la modélisation proposée pour estimer les paramètres d'une quadrique à partir
de la mesure de ses projections dans un ensemble de vues.
Une quadrique en dimension 3 est une fonction implicite à 9 degrés de liberté. Dans le cadre d'une
projection perspective non bruitée, il a été montré qu'une quadrique peut être reconstruite par des
méthodes déterministes sans ambiguïté à partir de 9 mises en correspondance de points dans deux
images de la quadrique [Shashua 97]. Si une contrainte est ajoutée sur l'équation de la quadrique, par
exemple la quadrique est dégénérée, alors seules 8 mises en correspondances de points non coplanaires
sont requises [Cross 98].
Par ailleurs, la projection d'une quadrique est une conique dont les paramètres imposent 5 contraintes
sur les paramètres de la quadrique observée. Ainsi, si une quadrique est observée depuis plusieurs
vues, alors il est possible d'estimer ses paramètres à partir de la mesure des coniques projetées dans
les images. En particulier, il a été démontré qu'un ellipsoïde peut être reconstruit depuis la mesure
de sa projection orthogonale dans trois vues [Ma 94, Karl 94] et qu'une quadrique généralisée peut
également être reconstruite à partir de ses projections perspectives dans trois vues [Ma 96].
Une quadrique peut également être reconstruite à partir de la mise en correspondance de points
et d'estimations de leurs coniques projetées. Par exemple, les coeﬃcients d'une quadrique peuvent
être obtenus à partir de la mesure d'une conique et de 4 mises en correspondance [Shashua 97]
ou encore à partir de deux coniques, mesurées dans deux vues, et une mise en correspondance
d'un point de surface [Cross 98]. Ces travaux se sont principalement intéressés aux aspects géo-
métriques [Karl 94, Ma 94, Kayikcioglu 00] et peu d'expérimentations ont été faites sur des objets
réels [Ma 96, Cross 98]. Dans ce cas, les objets traités sont de forme quadratique parfaite : il s'agit de
balles [Ma 96], de bouteilles, de cheminées de refroidissement de centrale nucléaire [Cross 98], respec-
tivement sphères, cylindres et hyperboloïdes.
Les paramètres d'une fonction implicite peuvent être estimés en exprimant la relation entre le
mouvement de la caméra et l'évolution des contours occultants dans les images. Ce lien peut être
traduit par la matrice d'interaction associée à la primitive considérée [Chaumette 90a, Boukir 93]. La
reconstruction est alors le pendant de l'asservissement visuel. Sans stratégie de déplacement de la
caméra, ces méthodes sont relativement ineﬃcaces à cause des erreurs sur l'estimation de la vitesse
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des primitives dues à l'acquisition des images à des instants discrets. Ces algorithmes donnent de
meilleurs résultats si elles sont couplées à une méthode de vision active. Typiquement, la caméra peut
être déplacée de façon à garantir que l'estimation de la vitesse des primitives est juste, par exemple,
en assurant que cette vitesse est nulle [Boukir 93, Bouteloup 94]. En d'autres termes, en garantissant
que le contour occultant de l'objet est constant au cours du déplacement de la caméra. Les erreurs
de discrétisation sont ainsi supprimées. [Coudert 97] a prolongé les travaux de [Bouteloup 94] en y
ajoutant un terme d'accélération.
Extracted Contour Points
Estimated quadric
Real Object
Estimated conic
Mobile camera views 
...
...
Points de contour extraits
ensemble de vues
Conique stimee
Quadrique co rante
Meilleure quadrique
Fig. 7.1  Estimation des paramètres de la quadrique
Dans cette section, trois méthodes de reconstruction seront présentées (voir ﬁgure 7.1). Ces mé-
thodes nécessitent l'estimation des coniques qui correspondent aux contours de l'objet dans les diﬀé-
rentes vues. Aussi, le premier paragraphe présente une méthode d'estimation des paramètres d'une
conique à partir d'un ensemble de points de contour. Les paragraphes suivants présenteront tour à
tour, une méthode linaire d'estimation des paramètres de la quadrique reposant sur les propriétés
de l'espace dual, puis deux méthodes non linéaires d'identiﬁcation des paramètres reposant sur le
lien direct entre les coeﬃcients d'une quadrique et de ses coniques projetées. La troisième est une
amélioration de la seconde en utilisant des estimateurs statistiques pour pondérer la contribution de
chacune des vues. Dans la suite, la méthode duale servira d'initialisation aux méthodes d'estimation
non linéaires.
7.1 Estimation des paramètres d'une conique.
Dans une vue, l'équation de la conique correspondant au mieux à la projection de l'objet est estimée
à partir de la détection de ses contours. La segmentation d'un objet sur un arrière plan quelconque est
un problème de recherche ouvert. La méthode de traitement d'image que nous utilisons pour détecter
les contours de l'objet est détaillée dans le chapitre 8.
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Soient {xi(xi, yi, 1)} avec i ∈ [1, n] un ensemble de n points détectés sur le contour de l'objet.
Le problème est de faire correspondre une conique à cet ensemble de n points1. Rappelons l'équation
d'une conique (6.7) :
C(x) = k1x2 + k2y2 + 2k3xy + 2k4x+ 2k5y + k6
où k1, k2 et k3 ne peuvent pas être simultanément nuls. Comme les points mesurés proviennent d'un
traitement d'image, ils sont nécessairement bruités. Ainsi, il est peu probable de trouver un ensemble
de paramètres pour la conique C tel que C(x) = 0. Les paramètres seront donc estimés en minimisant
une fonction de coût. Pour des raisons d'implémentation, cette fonction est souvent choisie comme la
distance algébrique des points à la courbe (d'autres méthodes sont présentées dans [Zhang 97]).
f =
n∑
i=1
C2(xi) (7.1)
Un minimum immédiat peut être trouvé pour cette équation pour k1 = k2 = k3 = k4 = k5 = k6 =
0. Pour éviter de tomber dans ce minimum local, l'équation de la conique doit être normalisée.
Normalisation des coeﬃcients de la conique. Les paramètres d'une conique sont déﬁnis à un
facteur d'échelle près. Il est nécessaire de rendre la représentation unique pour pouvoir identiﬁer ses
paramètres sans tomber dans le minimum qui annule tous ses coeﬃcients.
Plusieurs techniques de normalisation sont détaillées dans [Zhang 97]. Dans le cadre de cette étude,
la méthode choisie est une normalisation telle que
∑
i k
2
i = 1. Cette normalisation est générale et
n'impose pas de contrainte particulière sur la conique puisque la norme du vecteur des coeﬃcients
d'une conique quelconque ne s'annule que lorsque tous les coeﬃcients sont nuls.
Fonction de coût. Soit k = (k1, k2, k3, k4, k5, k6)> le vecteur des coeﬃcients de la conique et
ai = (xi2, yi2, 2xi, 2yi, 1)>, le vecteur associé à un point xi, l'équation (6.7) au point xi peut se
réécrire :
a>i k = 0 avec ||k|| = 1
et pour n points l'équation s'écrit :
Ak = 0 avec A = (a1 . . .an)>
et la fonction à minimiser s'écrit alors :
f(C) = (Ak)>(Ak) = k>Bk
La solution de cette équation est le vecteur propre de B associé à la plus petite valeur propre.
Critique de la méthode. L'avantage d'utiliser la distance algébrique est sans conteste le gain en
eﬃcacité de calcul. Cependant, il arrive parfois que les résultats obtenus soient incorrects [Zhang 97].
Selon la normalisation choisie, la fonction à minimiser n'est généralement pas invariante aux transfor-
mations euclidiennes. Typiquement, une normalisation par k10 = 1 n'est pas invariante aux transla-
tions.
La seconde raison est qu'en utilisant cette distance, un point n'a pas la même inﬂuence sur l'es-
timation des paramètres de la quadrique selon sa position dans le plan. En considérant l'équation
normalisée d'une conique et en utilisant les mêmes notations que celles de la ﬁgure 7.2, la distance
algébrique d'un point xi à la conique C est :
C(xi) = k1x2i + k2yi2 + k6 = −k6(b2/c2 − 1)
1Le lecteur intéressé pourra se référer au tutoriel sur les techniques d'estimation de paramètres [Zhang 97]
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Fig. 7.2  Distance algébrique (∝ (b2/c2 − 1)) et euclidienne (d) d'un point x à une conique C.
où b est la distance séparant le point x considéré du centre de la conique O. En notant xcross le point
d'intersection entre la conique et le rayon (O,xi), la distance c est la distance séparant O et xcross. Un
point situé sur une zone de forte courbure aura donc moins d'inﬂuence qu'un point sur une courbure
faible puisque c est plus important dans les zones de forte courbure. Ce problème est connu sous le
terme de biais des fortes courbures (en anglais, high curvature bias).
Pour résoudre ce problème, une idée naturelle est d'utiliser la distance euclidienne séparant le point
et la courbe (d sur la ﬁgure 7.2). Une méthode permettant de retrouver les coeﬃcients en utilisant la
distance euclidienne est présentée dans [Zhang 97]. Le calcul de la distance euclidienne d'un point à
une conique est assez complexe et non linéaire. Ainsi estimer les coeﬃcients de la conique en utilisant la
distance euclidienne nécessite de recourir à des méthodes d'optimisation non linéaires qui demandent
un temps de calcul conséquent en comparaison d'une méthode utilisant la distance algébrique, c'est
pourquoi nous utiliserons une méthode algébrique tout en étant conscient du biais engendré par cette
méthode. Un point situé dans une région de forte courbure contribuera moins à l'estimation qu'un
point situé dans une région de faible courbure.
7.2 Une reconstruction qui exploitent les propriétés de l'espace
dual
En utilisant l'espace dual, la relation entre la quadrique et ses projections dans les vues depuis
lesquelles elle est observée est linéaire (voir le paragraphe 6.3.2).
Système d'équations linéaires Soit pij les coeﬃcients de la matrice de projection P de dimension
dim(P ) = 3×4. Si, pour chaque vue j ∈ [1, N ], on note kji les paramètres de la conique estimée, alors
l'équation (6.13) peut s'écrire sous la forme
c∗j = Ajq∗ (7.2)
où c∗j = (k∗j1 · · · k∗j6)>, q∗ = (q∗1 · · · q∗10)> et
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Aj> =

p211 p
2
21 p11p21 p11p31 p21p31 p
2
31
p212 p
2
22 p12p22 p12p32 p22p32 p
2
32
p213 p
2
23 p13p23 p13p33 p23p33 p
2
33
2p11p12 2p21p22 p12p21+p11p22 p12p31+p11p32 p22p31+p21p32 2p31p32
2p11p13 2p21p23 p11p23+p13p21 p11p33+p13p31 p21p33+p23p31 2p31p33
2p12p13 2p22p23 p12p23+p13p22 p12p33+p13p32 p22p33+p23p32 2p32p33
2p11p14 2p21p24 p14p21+p11p24 p14p31+p11p34 p24p31+p21p34 2p31p34
2p14p12 2p24p22 p14p22+p12p24 p14p32+p12p34 p24p32+p22p34 2p34p32
2p13p14 2p23p24 p13p24+p14p23 p13p34+p14p33 p23p34+p24p33 2p33p34
p214 p
2
24 p14p24 p14p34 p24p34 p
2
34

Cette équation produit six relations linéaires entre les paramètres de la conique duale et ceux
de la quadrique duale. Les lignes de A sont linéairement indépendantes, rang(A) = 6, cependant,
les coeﬃcients des coniques duales sont obtenus à un facteur près. Ainsi, étant données une vue et la
conique duale estimée pour cette vue, l'équation (7.2) impose seulement cinq contraintes indépendantes
et linéaires sur la quadrique duale. La solution de l'équation (7.2) est une famille de quadriques duales.
Facteur d'échelle. Pour combiner les équations de plusieurs vues, il faut introduire un facteur
d'échelle αi associé à chaque vecteur des coeﬃcients de la conique duale Pour N vues, l'équation (7.2)
peut donc être réécrite de la manière suivante :

A1 c∗1 0 · · · 0
A2 0 c∗2 0
... 0 0 . . .
...
AN 0 0 · · · c∗N


q∗
α1
...
αN
 = 0 (7.3)
Ab = 0 (7.4)
Résolution du système d'équations. Pour N > 3 vues, q∗ est obtenu par une méthode des
moindres carrés. La solution b appartient au noyau de A. Cette solution peut être trouvée à partir
d'une décomposition en valeurs singulières de A. L'algorithme est décrit plus en avant dans l'encadré
7.3.
7.3 Une reconstruction basée sur la relation directe entre une
quadrique et ses projections
Ce paragraphe présente une méthode d'estimation non linéaire des paramètres de la quadrique
basées sur l'équation directe (6.10).
Les paramètres d'une conique résultant de la projection d'une quadrique sur le plan image d'une
caméra dépendent des paramètres de la quadrique exprimés dans le repère de la caméra (voir équation
(6.10)), ou encore de la position de la caméra et des paramètres de la quadrique exprimés dans un
référentiel ﬁxe, par exemple Rb. Ce sont ces paramètres qui sont à estimer.
Fonction de coût. L'erreur à minimiser peut être considérée comme une mesure de la distance entre
les données expérimentales et le modèle théorique qui prédit ces données, que sont respectivement
les paramètres des coniques estimées dans les plans images aux diﬀérentes positions de la caméra
embarquée et les paramètres des coniques calculées par projection de la quadrique estimée.
La fonction de coût f(Q) correspond donc à la diﬀérence entre les coeﬃcients des coniques estimées
dans les vues et ceux des coniques projetées à partir de l'équation courante de la quadrique. Cela revient
134 Estimation des paramètres d'une quadrique
Reconstruction Duale
Une quadrique peut être reconstruite par une méthode des moindres carrés linéaires en passant par
son espace dual. Trois vues ou plus sont alors nécessaires pour estimer les 9 paramètres indépendants
de la quadrique Q.
L'algorithme de calcul linéaire est le suivant :
1. Acquisition :
N ≥ 3 vues sont acquises, les coeﬃcients des cj sont estimés et permettent de calculer les
coeﬃcients de la conique duale correspondants c∗j .
2. Calcul de A :
Pour chaque vue la matrice Aj est calculée en fonction de la position occupée par la caméra.
La matrice A est ensuite construite en utilisant les Aj et les c∗j .
3. Calcul de la quadrique duale :
Les paramètres de la quadrique qui correspond le mieux aux projections observées sont cal-
culés à partir d'une décomposition en valeur singulières de A = USV. U et V sont deux
matrices unitaires et S est une matrice rectangulaire, de mêmes dimensions que A, et qui
présentent des termes positifs sur sa diagonale. En notant vi, les vecteurs colonnes de V et
si les valeurs de la diagonale de S, c'est-à-dire ses valeurs singulières. Les colonnes vi de V
qui correspondent à des valeurs singulières si nulles forment une base orthonormée du noyau
de A. La solution b est une combinaison linéaire de ces vecteurs.
4. Calcul de la quadrique :
Les coeﬃcients de la quadrique q sont estimés à partir des coeﬃcients de la quadrique duale
q∗ obtenus à l'étape précédente.
Fig. 7.3  Reconstruction duale.
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en fait à minimiser les surfaces jaunes sur la ﬁgure 7.1 de sorte à ce que les projections de la quadrique
réelle et celles de la quadrique estimée se superposent.
f(Q) =
N∑
j
6∑
i
(
k̂ij − kij(Q,bMcj )
)2
=
N∑
j
6∑
i
r2ij(Q) (7.5)
où r2ij(Q) sont les résidus au modèle, c'est-à-dire les écart entre les coniques estimées k̂ij et le modèle
kij(Q,bMcj ).
Si une estimation de l'écart type σij du bruit qui aﬀecte chaque mesure est disponible alors il est
utilisé pour pondérer la contribution de la mesure au chi-carré. Une mesure aura d'autant plus de
poids que son incertitude sera faible.
χ2(Q) =
N∑
j
6∑
i
(
k̂ij − kij(Q,bMcj )
)2
σij
=
N∑
j
6∑
i
wij
(
k̂ij − kij(Q,bMcj )
)2
(7.6)
où k̂ij est le ième paramètre, i ∈ [1, 6], de la conique estimée à partir des contours extraits dans
la jème vue, j ∈ [1, N ], et kij(Q,bMci) est le ième paramètre de la conique calculée à partir de
la projection de la quadrique Q dans la jème vue. σij est un terme de normalisation qui permet
d'obtenir une loi chi-carré. À l'instant initial σij = 1 et à la ﬁn du processus d'optimisation σij =∑N
j
∑6
i
(
k̂ij − kij(Qmin,bMcj )
)2
. Cette fonction de coût peut être réécrite comme la norme d'un
vecteur F de dimension dim(F) = 6×N et dont les coeﬃcients sont les fij = k̂ij − kij(Q,bMci).
Normalisation des paramètres de la conique C. Comme le montre l'équation (6.7), une conique
est déﬁnie à un facteur multiplicatif près. Pour pouvoir comparer les paramètres estimés k̂ et les
paramètres projetés k il faut lever cette ambiguïté. Pour ne pas perdre en généralité et pouvoir
considérer tous les types de coniques, la conique sera rendue unique par une normalisation identique à
celle proposée dans le paragraphe 7.1. Les coeﬃcients kij de la conique estimée dans la vue j deviennent
alors kij√P
i kij
2
.
Estimation des paramètres de la quadrique Q. Le problème de l'identiﬁcation des paramètres
Q est un problème de minimisation non linéaire d'une fonction de coût f déﬁnie par l'équation (7.6).
Ce type de problème peut être résolu par une méthode des moindres carrés non linéaire [Bonnas 97].
Connaissant les valeurs courantes des paramètres de la quadrique, la méthode de minimisation
permet d'obtenir un nouveau jeu de paramètres qui améliore l'estimation. Ainsi, le processus d'opti-
misation est itératif et sera répété jusqu'à ce que la valeur de la fonction de coût n'évolue plus ou bien
trop peu au regard d'un seuil ﬁxé arbitrairement.
L'utilisation d'une méthode des moindre carrés est particulièrement intéressante puisque la fonction
de coût f peut alors être approximée par une forme quadratique au voisinage de l'optimum :
χ2 ∼ γ − dq+ 1
2
q>Hq
où H est le Hessien de la fonction de coût f , q est le vecteur des paramètres de la quadrique.
1. Si l'approximation quadratique est vraie, alors il est possible de passer des paramètres courants
aux paramètres optimaux en un seul pas :
qmin = q−H−1∇F(q)
2. Sinon, un pas, dont la valeur est ﬁxée arbitrairement, est eﬀectué dans la direction du gradient
de f (méthode des plus fortes pentes ou steepest descent method), autrement dit :
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qt+1 = qt − α∇F(q)
Pour utiliser ces équations, il faut calculer le Gradient de f et son Hessien qui peuvent tous les
deux être approximés à partir du Jacobien de f . Le Jacobien de la fonction de coût f peut être
représenté sous la forme d'une matrice JC de dimension dim(JC) = (6×N, 10), avec N le nombre de
vues disponibles.
JC =

∂k11
q1
∂k11
q2
... ∂k11q10
∂k21
q1
∂k21
q2
... ∂k21q10
... ... ... ...
∂k61
q1
∂k61
q2
... ∂k61q10
∂k12
q1
∂k12
q2
... ∂k12q10
∂k22
q1
∂k22
q2
... ∂k22q10
... ... ... ...
∂k6N
q1
∂k6N
q2
... ∂k6Nq10

(7.7)
Le gradient ∇f et le hessien ∇2f de la fonction de coût sont alors déﬁnis par :
∇f ∼ J>C F
∇2f ∼ J>C JC +
∑
i=1,6N
FiHi
Au voisinage de l'optimum, ||F|| tend vers zéro, le terme∑6Ni=1FiHi peut donc être négligé devant
JC>JC . En pratique, ce terme peut être négligé pour d'autres raisons : si l'erreur de l'approximation
quadratique est faible, alors ce terme représente l'erreur de mesure. Cette erreur est décorrélée du mo-
dèle. Ainsi, le second terme tend à s'annuler lorsque la somme sur tous les coeﬃcients i est eﬀectuée.
L'approximation du Hessien G = JC>JC obtenue est appelée la matrice de Gauss-Newton. Elle est
valide au voisinage de l'optimum.
La méthode de Levenberg Marquardt permet de passer continûment du schéma d'inversion du
hessien à celui des plus fortes pentes en faisant varier un paramètre λ. Lorsque l'estimation courante
des paramètres est loin de l'optimum, un pas est eﬀectué dans la direction du gradient. Au fur et à
mesure de l'approche de l'optimum, la méthode passe continuement vers un Gauss-Newton.
qt+1 = qt − (G(qt) + λD(qt))−1JC(qt)>F(qt)
où D est une matrice diagonale construite telle que Dii = Gii. Lorsque λ est grand, (G(qt)+λD(qt))
est une matrice dont les valeurs de la diagonale sont dominantes. Ainsi, la méthode revient à une
descente du gradient. À l'opposé, lorsque λ tend vers zéro alors la méthode est une méthode de
Gauss-Newton.
Une fois qu'un minimum acceptable f(qmin) a été trouvé, la variation de f autour de ce minimum
pour une variation δq des paramètres ajustés, et avec ∇F(qmin) = 0, est donnée par :
f = f(qmin) + δq> G δq (7.8)
La matrice C = σ2G−1 = σ2(J>J) peut être évaluée. C'est une estimation de la covariance C des
erreurs associées aux paramètres q. Elle représente l'incertitude liée au jeu de paramètres estimés.
Plus les valeurs propres de C sont faibles et mieux les paramètres sont estimés (voir chapitre 9).
La distribution de probabilité de la solution inverse est une distribution Gaussienne de covariance
N (qmin−q,C). Nous verrons que cette matrice sera très utile pour quantiﬁer la qualité de l'estimation
et l'information apportée par chacune des vues (voir 9.1).
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Algorithme de Levenberg Marquardt
L'algorithme d'optimisation non linéaire permettant l'estimation d'un jeu de paramètres se déroule
comme suit :
1. Acquisition :
N > 3 images de l'objet sont acquises pour N positions données et les paramètres bkij sont
estimés.
2. Initialisation :
Q0 est initialisée par un jeu de paramètres, qui peuvent être choisis arbitrairement (typi-
quement une sphère centrée sur la position estimée de l'objet) ou bien calculés lors d'une
première étape de calcul linéaire, par exemple en passant par la représentation duale.
3. Boucle d'estimation :
Tant que les critères d'arrêt ne sont pas vériﬁés
(a) Pour la première itération, on choisit un λ assez petit, par exemple λ = 0.001 et un
v > 1
(b) Calcul du jacobien JC(kt)
(c) Calcul de la fonction de coût F(kt)
(d) Estimation des paramètres qtemp = qt − (G+ λD)−1J>C F
 si qtemp ≥ qt alors augmenter λ d'un facteur v : λ = vλ et retourner à (d)
 si qtemp < qt alors mettre à jour les paramètres courants qt = qtemp et diminuer λ
d'un facteur v : λ = λ/v et passer en (e)
(e) Calcul des critères d'arrêt en fonction de (kt). Nous utiliserons deux critères d'arrêt :
 Résolution du système d'équation non linéaire :
si la norme euclidienne ||F|| < SF est en deçà d'un seuil déterminé arbitrairement,
arrêter le processus.
 Condition de stationnarité :
si la norme euclidienne du gradient de la fonction de coût ||J>C F|| < S∇, arrêter le
processus. Elle équivaut à une faible variation des paramètres, typiquement, S∇ =
10−3.
 Aucun des critères n'est rempli, retourne en (b)
Fig. 7.4  Algorithme de Levenberg Marquardt.[Marquardt 63]
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7.4 Une reconstruction robuste
L'estimation est dite robuste si elle ne perd pas trop de ses qualités optimales lorsqu'on s'éloigne des
hypothèses sous lesquelles le modèle a été conçu. Dans le cas de la reconstruction d'un objet réel, des
erreurs apparaissent dans l'estimation des coniques et dans la position des vues. Il peut donc arriver
que certaines vues donnent de mauvaises mesures qui perturbent l'estimation au lieu de l'améliorer.
Pour parer à ce problème, si la géométrie épipolaire peut être calculée, elle peut être utilisée pour
rectiﬁer les coeﬃcients d'une conique estimée dans une vue à partir des coeﬃcients d'une conique de
référence [Cross 98]. Cette méthode demande de désigner une projection comme conique de référence
à laquelle toutes les autres projections sont ajustées. Par conséquent, si la conique de référence est
mal estimée, l'estimation des paramètres de la quadrique est biaisée. Aussi, plutôt que de désigner
arbitrairement une conique de référence, nous proposons d'utiliser des estimateurs robustes, les M-
Estimateurs [Beaton 74], pour pondérer les contributions des diﬀérentes vues et donner moins de poids
aux vues qui présentent une erreur de mesure importante.
Les M-Estimateurs. Les M-Estimateurs ont pour objet de réduire l'inﬂuence des mesures aber-
rantes en modiﬁant la fonction de coût. Le principe de l'algorithme des moindres carrés pondérés
itérés, ou IRLS (Iteratively Reweighted Least Squares) est rappelé dans [Malis 05] et l'algorithme est
présenté dans l'encadré 7.5. Après chaque itération du processus des moindres carrés, un poids est ac-
cordé à chaque résidu en considérant son éloignement de la loi de probabilité déterminé par l'ensemble
des résidus. Finalement la fonction de coût devient Fr =WF et le Jacobien pondéré Jr =WJ avec
W une matrice diagonale pour laquelle chaque élément non nul wi est calculé de la manière suivante :
wi =
ψ(δi/σ)
δi/σ
où ψ(δi/σ) = ∂∂rf(δi/σ), ψ est la fonction d'inﬂuence et δi est le résidu normalisé donné par δi =
ri −Med(r), où Med(r) correspond à la valeur médiane des résidus. Le paramètre σ représente la
valeur de l'écart type du bruit sur les mesures.
Fonction d'inﬂuence. Parmi les fonctions d'inﬂuence qui existent dans la littérature (Cauchy,
Geman, McLure), nous avons choisi la fonction de Tukey [Beaton 74] qui rejette complètement les
données aberrantes et leur donnent un poids nul. Par exemple, si dans une vue, l'extraction des
contours est fausse à cause d'un défaut d'illumination alors que dans les autres vues, cette extraction
de contours est juste, un poids proche de zéro doit être donné à la contribution de cette vue. Dans le cas
de l'exemple de simulation avec des données bruitées présenté précédemment, cela devrait typiquement
permettre de supprimer la contribution de la première vue.
La fonction d'inﬂuence de Tukey est la suivante :
ψ(u) =
{
u(S2 − u2)2, si |u| ≤ S
0, sinon
où le facteur de proportionnalité pour la fonction de Tukey est S = 4.6851. Ce facteur représente une
eﬃcacité de 95% dans le cas du bruit Gaussien.
Calcul de l'écart type. Aﬁn d'obtenir une fonction robuste et d'améliorer la précision de détection
des données aberrantes, il est nécessaire de déﬁnir un degré de conﬁance des mesures ou valeurs du
bruit. Ceci revient à déterminer l'écart type du bruit sur les bonnes mesures.
Pour estimer cet écart type σ, en présence de données aberrantes, nous utilisons la valeur médiane
de la déviation absolue, ou Median Absolute Derivation. C'est un estimateur robuste de l'écart type
des bonnes valeurs. Il est donné par :
7.5 Résultats de simulation 139
σ̂ = 1.48Medi(|δi −Med(δ)|) (7.9)
Le facteur 1.48 permet d'avoir un estimateur non biaisé dans le cas de données Gaussiennes.
Algorithme des moindres carrés pondérés itérés IRLS (Iteratively
Reweighted Least Squares)
L'algorithme est le suivant :
1. Acquisition :
(voir l'encadré 7.4)
2. Initialisation :
(voir l'encadré 7.4)
3. Boucle d'estimation :
Tant que les critères d'arrêt ne sont pas vériﬁés
(a) Pour la première itération, on choisit un λ assez petit, par exemple λ = 0.001
(b) Calcul du jacobien JC(kt)
(c) Calcul de la fonction de coût F(kt)
(d) Calcul de la matrice des pondérations W
(e) Estimation des paramètres qtemp = qt − αt(WG)−1J>CWF
α est adapté à chaque pas en utilisant une méthode des régions de conﬁance
(f) Calcul des critères d'arrêt en fonction de (kt). (voir l'encadré 7.4)
Fig. 7.5  Algorithme des moindres carrés pondérés itérés IRLS (Iteratively Reweighted Least Squares).
Calcul des résidus. Dans le cadre d'une estimation des paramètres d'une quadrique à partir des
estimations de ses coniques projetées, un poids est calculé par vue, puisque les variables ne sont pas
indépendantes. Deux solutions sont envisageables, la première consiste à calculer les résidus comme
les rj =
∑6
i=1
(
k̂ij − kij(Q,bMcj )
)2
avec j ∈ [1, N ]. Les M-Estimateurs sont calculés sur N valeurs
de résidu. La seconde solution est de calculer les résidus comme les rj =
(
k̂ij − kij(Q,bMcj )
)2
avec
j ∈ [1, 6N ] et d'attribuer ensuite à chaque vue le poids le plus faible parmi les six calculés.
7.5 Résultats de simulation
Pour valider les méthodes proposées et comparer leur eﬃcacité, nous les avons testées sur les
données simulées suivantes :
1. La quadrique à reconstruire est un ellipsoïde de dimensions et de pose quelconque. Les vues sont
réparties sur une sphère de vision. Les données sont non bruitées.
2. Les conditions sont identiques à 1. mais la projection de la quadrique est bruitée dans une vue.
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3. Les conditions sont identiques à 1. mais avec des positions de la caméra proches les unes des
autres.
4. L'objet à reconstruire n'est pas une quadrique. Les vues sont bien réparties.
7.5.1 Reconstruction non bruitée d'une quadrique
Dans un premier temps, considérons une quadrique quelconque (non centrée et non alignée avec
le repère ﬁxe), par exemple q = (1, 2, 3, 0, · · · , 0,−1)> à laquelle une rotation de R = (80, 40, 10)>
et une translation de T = (1, 2, 0)> sont appliquées, notons ses paramètres Qr. Cet objet est observé
depuis six vues. Cinq d'entre elles sont également réparties sur un cercle inclus dans le plan Z = 0
et centré sur X¯ = (0, 0, 0)>. La dernière observe la scène depuis le dessus (voir la ﬁgure 7.6). L'objet
est projeté dans les diﬀérentes vues et les coniques correspondant au contour de l'objet sont estimées
(voir ﬁgure 7.6, c).
6
1
1
2
2
3
3
4 5
6
6
5
4
1 2 3 4 5
a) b)
c) 0 0.2 0.4−0.2
−0.1
0
0.1
0.2
0 0.5 1
−0.2
−0.1
0
0.1
0.2
−0.5 0 0.5
−0.2
−0.1
0
0.1
0.2
−1 −0.5 0
−0.2
−0.1
0
0.1
0.2
−0.5 0 0.5
−0.2
−0.1
0
0.1
0.2
−0.4 −0.2 0
−0.4
−0.3
−0.2
−0.1
0
Fig. 7.6  Simulation non bruitée : une quadrique Qr (en rouge) est observée depuis six points de vues (pyramides) répartis
sur une sphère de vision. Le système est considéré non bruité. a) Vue du dessus. b) Vue de côté c) Projections dans les plans
images. Les points jaunes sont les projections des points de l'objet, les cercles rouges sont les points de contours détectés et
les ellipses bleues sont les ellipses estimées.
Les paramètres obtenus par les diﬀérents algorithmes seront respectivement notés Qd pour la
méthode duale, Qnl pour la méthode non linéaire et Qmest, pour la méthode non linéaire robuste. Les
méthodes non linéaires sont initialisées par un jeu de paramètres arbitraires, par exemple, une sphère
de rayon 1 centrée sur l'origine du repère ﬁxe ou sur la position estimée de l'objet. Les critères d'arrêt
sont ﬁxés tels que la stationnarité est 10−3 et la précision 10−3. Le tableau 7.1 résume les résultats
de reconstruction obtenus.
La ﬁgure 7.7 présente la reconstruction duale obtenue (en vert) superposée à l'objet initial (en
rouge). En l'absence de bruit sur les mesures des points de contours, et dans le cas où l'objet est une
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quadrique parfaite, les résultats des méthodes non linéaires sont similaires aux résultats de l'optimi-
sation linéaire duale Qd, à cela près que la convergence demande plusieurs itérations.
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Fig. 7.7  Simulation non bruitée : résultats de reconstruction d'une quadrique à partir de ses projections en utilisant l'espace
dual. a) Vue de dessus, b) Vue de côté, c) Projection dans les vues. La quadrique estimée se projette parfaitement (en vert)
sur les coniques estimées (points rouges).
méthode Dimensions Centre Orientation résidu erreur nombre
di dj dk Xc Yc Zc θi θj θk sur Q d'it.
Qr 1 0, 71 0, 58 1 2 0 80 40 10
Qd 1, 00 0, 70 0, 58 1, 00 2, 00 0, 00 80, 00 40, 00 10, 00 2 10−4 4, 2 10−6 1
Qnl 0, 99 0, 70 0, 57 0, 98 1, 99 0, 00 80, 00 40, 17 10, 03 3 10−5 1, 0 10−4 12
Qmest 0, 97 0, 69 0, 56 0, 99 1, 96 0, 00 80, 00 40, 45 10, 26 2 10−4 7, 7 10−4 18
Tab. 7.1  Comparaison des méthodes de reconstruction dans un cas non bruité
7.5.2 Reconstruction bruitée d'une quadrique
Considérons l'exemple présenté précédemment, c'est-à-dire une quadrique quelconque observée
depuis 6 vues en perturbant faiblement, puis fortement l'estimation de la conique projetée dans une
des vues. Dans la première simulation, un bruit gaussien additif de variance relativement faible 0.01
et de moyenne 0.02 perturbe la position des points de contour dans la première vue. Dans la seconde,
la variance du bruit est plus importante et vaut 0.1, sa moyenne est de 0.2. La ﬁgure 7.8 présente
l'estimation des coniques dans les six vues dans le cas non bruité et dans les deux cas bruités.
Bruit faible. Dans le cas d'une perturbation faible, les trois méthodes proposées convergent vers la
solution. Les trois reconstructions et les projections résultantes sont présentées dans la ﬁgure 7.9. Les
résultats sont détaillés dans le tableau 7.2. Les méthodes non linéaires donnent de meilleurs résultats
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Fig. 7.8  Projection de la quadriques Qr dans 6 vues. a) Aucun bruit n'est ajouté. Dans les deux images suivante, les
positions des points de contours de la première vue sont bruitées par un bruit additif gaussien a) de variance 0.01 et de
moyenne 0.02 b) de variance 0.1 et de moyenne 0.2. Dans le second cas, l'estimation de la conique dans la première vue
apporte une information totalement fausse.
que la méthode duale qui parvient cependant en une seule itération à une bonne estimation de la
quadrique englobant l'objet. Après dix itérations, les M-Estimateurs rejettent la première vue (voir
7.10). L'estimation des paramètres de la quadrique s'eﬀectue donc à partir des cinq vues restantes. En
calculant, à convergence, la somme des résidus de ces cinq vues pour les deux méthodes non linéaires,
on observe de meilleurs résultats pour la méthode robuste.
Dimensions Centre Orientation résidu erreur nombre
di dj dk Xc Yc Zc θi θj θk sur Q d'it.
Qr 1 0, 71 0, 58 1 2 0 80 40 10
Qd 1.1 0.70 0.44 1.02 2.05 −0.04 68.84 40.88 5.47 7, 8 10−2 7, 9 10−2 1
Qnl 0.99 0.71 0.58 0.98 1.99 −0.01 80.42 40.04 9.61 7, 2 10−4 7, 1 10−5 10
(4 10−4)
Qmest 0.97 0.68 0.56 0.99 1.98 0.01 80.10 40.17 9.92 7, 2 10−4 2, 1 10−5 20
(9 10−5)
Tab. 7.2  Comparaison des méthodes de reconstruction dans un cas bruité : un bruit gaussien de variance 0.01 perturbe
les positions des points de contours dans la première vue. Les valeurs entre parenthèses correspondent aux résidus calculés
sans la première vue.
Bruit important. Dans ce second exemple, un bruit important perturbe l'estimation d'une conique
dans une des vues. Les reconstructions obtenues par les méthodes duale, non linéaire et robuste sont
illustrées sur la ﬁgure 7.11. Le tableau 7.3 résume les résultats.
La méthode duale donne un résultat aberrant : un hyperboloïde tandis que les méthodes non
linéaires convergent vers une solution acceptable (une ellipsoïde). La méthode robuste est particuliè-
rement bien adaptée à ce type de situation : après 4 itérations, le poids associé à la première vue
chute à zéro et cette vue n'est jamais réhabilitée par la suite (voir la ﬁgure 7.12,c)). L'estimation des
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Fig. 7.9  a) caractéristiques de l'objet : en bleu le résultat de la méthode duale, en noir celui de la méthode non linéaire
et en vert celui de la méthode robuste b) reconstruction duale c) reconstruction non linéaire, d) reconstruction robuste. Les
trois ﬁgures horizontales sont les projections de la quadrique reconstruite par la méthode e) duale, f) non linéaire g) robuste
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Fig. 7.10  Simulation faiblement bruitée, reconstruction par la méthode robuste. a) vue de dessus de la quadrique estimée
b) vue de cote de la vue estimée c) coniques projetées en rouge et coniques estimées en vert. d) évolution des poids associés
à chaque vue e) évolution des paramètres. Après 10 itérations, le poids associé à la première vue chute à zéro.
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Fig. 7.11  a) Caractérisations obtenues : en bleu par la méthode duale, en noir par la méthode non linéaire et en vert
par la méthode robuste. b) reconstruction duale c) reconstruction non linéaire. d) reconstruction robuste. Les trois ﬁgures
horizontales sont les projections de la quadrique reconstruite par la méthode e) duale, f) non linéaire g) robuste, dans chacune
des vues.
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paramètres de la quadrique utilise donc les cinq autres vues. La méthode non linéaire converge égale-
ment vers un ellipsoïde mais l'estimation des paramètres obtenus est entachée par la contribution de
la première vue. Ainsi, la norme inﬁnie de l'erreur entre les paramètres estimée Qnl et les paramètres
réels Qr est 1000 fois plus importante que celle entre Qmest et Qr, cette diﬀérence étant uniquement
due à la contribution de la première vue. Cet écart dans les erreurs se retrouve en calculant la somme
des résidus pour toutes les vues exceptée la première. A nouveau, la méthode robuste obtient un score
nettement meilleur (voir le tableau 7.3).
Dimensions Centre Orientation résidu erreur nombre
di dj dk Xc Yc Zc θi θj θk sur Q d'it.
Qr 1 0, 71 0, 58 1 2 0 80 40 10
Qd 0.46 1.60 −0.9i 1.23 2.30 −0, 30 43, 00 43, 00 95, 00 20, 10 0.60 1
Qnl 0.94 0.65 0.55 1.11 2.12 −0.20 90.00 42.28 3.30 3, 6 10−2 1, 1 10−2 10
(1 10−2)
Qmest 0.98 0.69 0.57 0.98 1.99 0.00 80.07 40.12 9.93 6, 4 10−2 1.8 10−5 21
(8 10−5)
Tab. 7.3  Comparaison des méthodes de reconstruction dans un cas bruité : un bruit gaussien de variance 0.01 perturbe
les positions des points de contours dans la première vue. Les valeurs entre parenthèses correspondent aux résidus calculés
sans la première vue.
7.5.3 Reconstruction d'une quadrique à partir de vues proches
Dans cet exemple, la quadrique Qr est observée depuis six vues proches les unes des autres. La
ﬁgure 7.13 présente cet exemple. Dans un premier temps, les projections sont idéales (voir le tableau
7.4 et la ﬁgure 7.14), dans un second temps, un bruit vient perturber une des coniques estimées (voir
le tableau 7.5 et la ﬁgure 7.15).
Dimensions Centre Orientation résidu erreur nombre
di dj dk Xc Yc Zc θi θj θk sur Q d'it.
Qr 1 0, 71 0, 58 1 2 0 80 40 10
Qd 1.00 0.70 0.58 1, 00 2, 00 0, 00 80.14 40.03 9.95 1, 16 10−5 2, 6 10−5 1
Qnl 0.95 0.69 0.56 1.01 1, 99 0, 00 80.29 42.26 10.57 1, 3 10−4 1, 6 10−3 12
Qmest 0.98 0.70 0.57 1, 00 2, 00 0, 00 79.87 40.63 10.28 4, 0 10−5 1 10−4 22
Tab. 7.4  Comparaison des méthodes pour des estimations non bruitées et six vues proches.
Lorsque les vues sont proches, les reconstructions sont très sensibles au bruit de mesure. Si le bruit
est important, toutes les méthodes divergent. Dans cet exemple, le bruit est suﬃsamment faible pour
que toutes les méthodes convergent et les résultats obtenus conduisent à des conclusions identiques à
celles déduites des expériences bruitées précédentes : la méthode duale permet d'obtenir un résultat
approximatif en un seul pas de calcul et la méthode robuste se montre à nouveau intéressante dans le
cas où une des vues est bruitée.
7.5.4 Reconstruction d'un objet de forme quelconque
Dans le premier exemple, l'objet à reconstruire est un parallélépipède rectangle de cotés 1, 2 et
3, de position (2, 2, 1) et d'orientation (0, 45, 0) (voir la ﬁgure 7.16). L'objet est observé depuis six
vues réparties sur une sphère de vision. Les résultats de reconstruction obtenus sont résumés dans le
tableau 7.6 et par la ﬁgure 7.17.
La méthode duale permet d'obtenir un résultat très satisfaisant. Les meilleurs résultats sont ob-
tenus lorsque les méthodes non linéaires sont initialisées par le résultat de la méthode duale. Ces
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Fig. 7.12  Simulation fortement bruitée, reconstruction par la méthode robuste. a) Caractéristiques déterminées par la
méthode robuste b) vue de côté de la quadrique estimée c) estimation des coniques projetées. d) Évolution des poids. e)
Évolution des paramètres.
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Fig. 7.13  Vues proches : une quadrique Qr (en rouge) est observée depuis six points de vues (pyramides) proches. a) vue
du dessus, b) vue de côté c) projections non bruitée dans les plans images d) projection bruitée dans les plans images. Les
points jaunes sont les projections des points de l'objet, les cercles rouges sont les points de contours détecté et les ellipses
bleues sont les ellipses estimées.
Dimensions Centre Orientation résidu erreur nombre
di dj dk Xc Yc Zc θi θj θk sur Q d'it.
Qr 1 0, 71 0, 58 1 2 0 80 40 10
Qd 0, 86 0, 66 0, 49 1, 11 2, 04 0, 00 66.59 63.05 3.63 1, 4 10−2 1, 6 10−1 1
(8, 7 10−3)
Qnl 0, 87 0, 63 0, 51 1, 00 1, 97 0, 00 80.25 42.16 10.75 1, 1 10−3 1, 9 10−3 8
(2, 4 10−3)
Qmest 0, 97 0, 69 0, 57 1, 00 1, 99 0, 00 79, 75 40, 79 10, 39 3, 5 10−4 2, 5 10−4 16
(7, 5 10−5)
Tab. 7.5  Comparaison des méthodes de reconstruction dans un cas où l'objet est observé depuis des vues proche et pour
lequel une des coniques estimées est bruitée (variance 0.005 et moyenne 0.01).
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Fig. 7.14  a) objet réel b) reconstruction duale c) reconstruction non linéaire, d) reconstruction robuste. Les trois ﬁgures
horizontales sont les projections de la quadrique reconstruite par la méthode e) duale, f) non linéaire g) robuste
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Fig. 7.15  a) objet réel b) reconstruction duale c) reconstruction non linéaire, d) reconstruction robuste. Les trois ﬁgures
horizontales sont les projections de la quadrique reconstruite par la méthode e) duale, f) non linéaire g) robuste, dans chaque
vue.
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méthodes sont respectivement notées Qdnl Qdmest et les résultats obtenus sont consignés dans le
tableau récapitulatif. Les résultats de l'estimation de l'orientation ne sont pas identiques à l'orien-
tation réelle mais permettent cependant d'obtenir un ellipsoïde bien orienté. Ceci est dû au fait que
l'orientation peut être déterminée de plusieurs manières à cause des symétries de l'ellipsoïde.
Un second exemple est illustré sur la ﬁgure 7.18. Il s'agit d'un objet de forme quelconque composé
d'un parallélépipède et d'ellipsoïdes. Les trois méthodes permettent d'estimer la forme de la quadrique
qui correspond aux coniques estimées dans les vues. Cependant, pour cet objet les axes obtenus
ne correspondent pas tout à fait aux axes de préhension naturelle. Les deux petits ellipsoïdes sont
légèrement décalés à l'arrière de l'axe vertical de l'ellipsoïde le plus grand et du cube. C'est pourquoi
la quadrique reconstruite est légèrement inclinée.
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Fig. 7.16  Un parallélépipède est observé depuis six vues. a) vue de dessus b) vue de côté c) projections dans les six vues
méthode Dimensions Centre Orientation résidu nombre
di dj dk Xc Yc Zc θi θj θk d'it.
parallélépipède 3 2 1 2 2 1 0 45 0
Qd 3, 64 2, 95 1, 48 1, 83 2, 00 1, 00 −0, 16 −47, 66 89, 17 2 10−2 1
Qnl 3, 70 3, 08 1, 80 1, 76 1, 95 1, 03 0, 93 −45, 27 −88, 18 5 10−3 20
Qmest 3, 72 3, 09 1, 78 1, 62 1, 91 1, 00 1, 74 135, 35 89, 35 5 10−3 37
Qdnl 3, 75 3, 10 1, 79 1, 81 1, 99 1, 03 0, 96 −45, 48 −88, 14 6 10−3 25
Qdmest 3, 65 3, 04 1, 58 1, 99 2, 00 1, 00 −47, 61 −47, 61 −85, 45 1 10−3 33
Tab. 7.6  Comparaison des méthodes pour la reconstruction d'un objet de forme quelconque : un parallélépipède de
dimensions 1, 2 et 3, de position (2, 2, 1) et d'orientation (0, 45, 0)
7.6 Conclusion
Ces premières observations permettent de dresser un premier bilan quant à la méthode de recons-
truction la plus appropriée à notre application :
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Fig. 7.17  Estimation de la quadrique qui correspond au mieux à un objet de forme parallélépipédique qui est observé
depuis six vues. a))Les caractéristiques estimées par les diﬀérentes méthodes : en bleu la méthode duale, en noir la méthode
non linéaire, en vert la méthode robuste. Reconstructions obtenues : b) par la méthode duale, c) par la méthode non linéaire
c) par la méthode robuste. Projections associées à d) la méthode duale e) la méthode non linéaire f) la méthode robuste.
 Sensibilité au bruit de mesure :
les méthodes proposées permettent de retrouver les axes principaux d'un objet avec une assez
bonne précision même lorsque les données sont bruitées.
 Nombre de caméras :
plus le nombre de caméras est important, meilleure est la reconstruction.
 Positionnement des caméras :
la position des points de vue joue un rôle essentiel dans la reconstruction. Si les points de vue sont
trop proches, les paramètres de la quadrique seront mal estimés. À l'inverse, un choix judicieux
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Fig. 7.18  Un objet de forme quelconque est observé depuis six vues. a) vue de dessus b) vue de côté c) projections dans
les six vues
des points de vues permet d'améliorer l'estimation des paramètres.
 Généricité de la caractérisation : le calcul des axes principaux et des dimensions principales
peut être eﬀectué aussi bien sur des objets dont la forme épouse parfaitement celle d'une qua-
drique que sur des objets de forme quelconque, dès lors qu'ils sont globalement convexes.
Les méthodes proposées permettent de caractériser la forme d'un objet en calculant ses axes
principaux et ses dimensions selon ces axes. Elle est valide tant que l'objet considéré est globalement
convexe. Dans la suite, la méthode duale sera utilisée pour initialiser le système de résolution non
linéaire robuste en prenant soin de vériﬁer que son résultat est une quadrique régulière. Dans le cas
contraire la méthode non linéaire sera initialisé par une sphère de rayon arbitraire (20cm) et centrée
sur la position estimée.
Dans le chapitre à venir, nous présenterons une méthode de traitement d'image qui permet de
détecter les contours de l'objet dans les vues tout en proposant des pistes vers une initialisation de
ces méthodes à partir d'un seul clic. L'avant dernier chapitre propose une méthode de vision active
permettant de sélectionner les vues optimales pour la reconstruction. Enﬁn un dernier chapitre présente
les résultats de reconstruction obtenus pour des objets réels.
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Fig. 7.19  Objet de forme quelconque a) ses caractéristiques estimées par les diﬀérentes méthodes : en bleu la méthode
duale, en noir la méthode non linéaire, en vert la méthode robuste. Reconstructions obtenues : b) par la méthode duale, c)
par la méthode non linéaire d) par la méthode robuste. Projections associées à e) la méthode duale f) la méthode non linéaire
g) la méthode robuste.
Chapitre 8
Détection de l'objet par une méthode
de contours actifs
La segmentation d'un objet inconnu dans une image est un problème ouvert. Bon nombre de
travaux de traitement de l'image portent sur cette thématique, cependant il n'existe pas à notre
connaissance de solution universelle à ce problème, c'est à dire une méthode qui permette de détecter
tout type d'objet placé sur un arrière-plan quelconque. Dans la première partie de cette section, un
bref état de l'art présente les méthodes utilisées dans les applications d'assistance robotisée à la saisie.
Parmi les méthodes existantes, les méthodes basées sur une base de données d'objets donnent de
bon résultats de détection sans contrôle de l'illumination. La mise en correspondance de la vue courante
avec les informations stockées permet d'identiﬁer l'objet et d'en estimer la pose. Les contours de l'objet
peuvent ainsi être directement projetés à partir des informations connues a priori, par exemple en
utilisant une mise en correspondance de points SIFT comme le propose D.G. Lowe [Lowe 04]. Dans
le cadre de cette étude, nous avons choisi de ne pas utiliser de base de données aﬁn de ne pas limiter
la saisie à un ensemble d'objets connus a priori (voir Hypothèse 3).
Dans la seconde section de ce chapitre une méthode de détection des contours reposant sur des
contours actifs sera proposée. Cette méthode permet de faire évoluer une estimation grossière des
contours vers les contours de plus fort contraste. Nous supposerons ici que ces contours de plus fort
contraste sont ceux de l'objet réel.
Hypothèse 13 Le contour de plus fort contraste est le contour de l'objet.
De plus, l'objet sera supposé entièrement inclus dans chacune des images de la séquence servant à
la reconstruction.
Hypothèse 14 L'objet est entièrement compris dans chacune des vues.
8.1 Méthodes existantes.
La plupart des outils de saisie qui utilisent la vision sont basés sur des méthodes pragmatiques
permettant la segmentation de l'objet à saisir sur le fond. Bien souvent, le traitement de l'image est
simpliﬁé par une série d'hypothèses. Et l'idée est couramment admise que les solutions de traitement
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pour des scènes complexes viendront des recherches menées par les spécialistes en traitement de
l'image.
Selon les hypothèses sur l'objet et la scène, plusieurs solutions ont ainsi été proposées pour extraire
les contours d'un objet dans une image. Par exemple, si l'objet est de couleur relativement uniforme,
ou bien si la couleur du fond est relativement uniforme, il est possible d'utiliser des techniques basées
sur une segmentation des images par détection des régions d'une même couleur pour délimiter le
contour de l'objet [Sanz 05, Tsui 08, Glover 08]. Une telle segmentation des objets est illustrée sur la
ﬁgure 8.1 [Glover 08]. Dans cette étude, les objets présentés sont de couleur uniforme et distincte.
Fig. 8.1  Segmentation à partir de la couleur d'un objet et détection des contours associée. Les objets sont de couleurs
uniformes et chaque objet a une couleur discriminante [Glover 08].
À l'inverse, si l'objet n'est pas uniforme mais texturé, il peut être supposé que la zone de l'image
contenant la plus forte densité de contours contient l'objet [Becker 98]. Dans un premier temps, les
contours sont détectés en utilisant une méthode robuste aux changements d'échelle et reposant sur les
ondelettes [Mallat 99]. Les zones de plus forte densité de contours sont ensuite repérées et représentées
par des régions d'intérêt, ou blob. Dans le projet Gripsee [Becker 98], le blob sélectionné est celui qui
est pointé par la main de l'utilisateur (voir ﬁgure 8.2). Dans notre cas, le blob contenant l'objet serait
celui qui contiendrait le clic.
Fig. 8.2  Comme dans le cadre de notre étude, l'objet est désigné par pointage. La segmentation repose sur l'hypothèse
que l'objet se trouve à l'emplacement de la zone la plus texturée de l'image. À gauche l'image à traiter, au centre les contours
détectés et à droite la détection du blob contenant l'objet.
Plutôt que d'imposer des hypothèses sur la texture des objets, [Li 08] propose une méthode de
segmentation très prometteuse qui suppose que les objets présentent un axe de symétrie, conduisant
ainsi à la détection des contours symétriques dans une image. Une telle approche permet de localiser
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en temps réel la plupart des objets du quotidien, même s'ils sont transparents. La ﬁgure 8.3 présente
quelques résultats de segmentation obtenus avec cet algorithme.
Fig. 8.3  Segmentation par recherche des symétries [Li 08].
Dans le cadre d'une approche multi-images, où plusieurs vues calibrées sont disponibles, il est pos-
sible de diﬀérencier l'objet du fond en introduisant des informations sur la structure de la scène : calcul
de carte de profondeur, détection de plans, construction de nuages de points denses, représentation
volumique, etc. En parallèle de notre travail, une étude est menée actuellement au CEA pour segmen-
ter l'objet à partir d'une fusion d'informations de disparité, obtenue grâce à un banc de stéréovision,
et d'informations couleurs. L'idée est de segmenter l'image en régions de couleurs puis de fusionner
les zones qui ont la même disparité (voir la ﬁgure 8.4). D'autres travaux se sont portés sur de la
segmentation mixte, couleur et disparité, par exemple [Benlamri 04, Shibuya 08]. Dans [Benlamri 04],
la distance est représentée par un ensemble de portions planes. Pour lever l'hypothèse d'une scène
texturée, il est possible d'utiliser un capteur laser qui permet d'avoir une information de distance à
l'obstacle, comme proposé dans [Shibuya 08].
Fig. 8.4  Segmentation reposant sur une carte de disparité et la détection de région d'une même couleur [LeCam 08].
Si la scène est texturée et si la caméra est en mouvement, une segmentation au sens du mouvement
peut être employée [Odobez 95]. Les diﬀérents objets composant la scène sont identiﬁés en recherchant
les zones qui ont un mouvement cohérent. Ces méthodes ont été utilisées dans le cadre de l'exploration
de scène [Flandin 00]. Les objets sont placés sur un support plan et texturé, ils peuvent être identiﬁés
en détectant les points dont la trajectoire exclut l'appartenance au plan.
Les vues calibrées d'une scène peuvent être utilisées pour obtenir un nuage de points denses par
mise en correspondance de points d'intérêt (voir paragraphe 4.3.1.1) [ElKhoury 07]. Les objets sont
alors diﬀérenciés du fond par segmentation de l'information 3D en s'intéressant à la structure d'un
nuage de points ou bien en décomposant la scène en un ensemble de fonctions implicites, par exemple
des super-ellipsoïdes [Whaite 97b, Whaite 97a].
Par ailleurs, si un ensemble de vues étalonnées est disponible, une représentation voxellique des
objets peut être obtenue par des méthodes de voxel coloring ou space carving. Ces méthodes reposent
sur la notion de photo-consistance des points d'une scène pour laquelle la direction d'illumination est
constante, c'est-à-dire qu'un point de la surface d'un objet sera vu avec une même couleur quelle que
soit la position de l'observateur. Ces méthodes ont été testées durant le stage de Master de Caroline
Nadeau [Nadeau 08, Nadeau 09].
Dans le cadre de cette étude, nous proposerons une méthode basée sur les techniques de contours
actifs [Kass 87, Terzopoulos 91] pour détecter le contour des objets qui présente le plus fort contraste.
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Les contours actifs, ou modèles déformables, ont déjà été utilisés avec succès dans des travaux de
saisie d'objets guidée par la vision [Blake 95] et de modélisation [Chung 96]. Ils présentent un moyen
eﬃcace d'obtenir un contour fermé et permettent le cas échéant le suivi dans une séquence d'images
du contour détecté.
Un inconvénient de ces méthodes est qu'elles demandent une étape d'initialisation au cours de
laquelle un contour approximatif de l'objet est déﬁni. En particulier, lorsque l'objet est placé sur un
fond texturé, ce contour initial doit être suﬃsamment proche du contour réel pour que l'algorithme
converge. Dans le cadre de notre application, un unique clic est demandé à l'utilisateur. Une seconde
section présentera quelques pistes de recherche qui pourraient mener à une initialisation du contour
actif en un seul clic.
8.2 Détection et suivi de contours par contours actifs
Cette partie présente l'algorithme de contours déformables développé par C. Collewet [Collewet 09]
qui a été utilisé dans le cadre de cette thèse [Dune 08a]. Dans un premier temps, nous rappellerons
le principe général des contours actifs, puis la méthode développée par C. Collewet et les résultats
obtenus sur des images réelles.
8.2.1 Principe des contours actifs
Depuis leur première introduction [Kass 87] les méthodes dites contours actifs,modèles déformables
ou snakes, ont prouvé leur eﬃcacité et leur robustesse dans des contextes aussi variés que la segmen-
tation, la détection et le suivi de contour. Ces méthodes sont basées sur l'évolution d'un contour qui
peut être fermé, depuis une position initiale vers une position d'équilibre, approchant au mieux le
contour réel (voir ﬁgure 8.5).
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Fig. 8.5  Contour actif : l'évolution des contours est soumise à des forces externes (dues à l'image) et internes (dues au
contour). Dans la version classique des contours actifs [Kass 87], chaque point se déplace en fonction des forces qui lui sont
appliquées (ﬂèches rouges).
Les équations d'évolution du contour permettant de l'amener à une position d'équilibre sont ob-
tenues grâce à l'analogie du contour dans l'image et d'un système physique de topologie identique
plongé dans un liquide visqueux. La dynamique du contour déformable est alors régie par des forces
qui s'exerceraient sur le système physique analogue (voir la ﬁgure 8.6). La courbe de contour C est
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assimilée à une inﬁnité de points matériels xi (comme illustré sur la ﬁgure 8.6). Ces points sont baignés
dans un liquide visqueux et sont soumis à un champ de forces extérieures qui dépendent des données
présentes dans l'image (le plus souvent en fonction du gradient spatial) et à des forces de liaisons
élastiques qui sont en fait des termes de régularisation de Tikhonov [Tikhonov 63]. Ces termes vont
tendre à limiter les capacités du contour actif à se déformer, comme à s'allonger ou à modiﬁer sa
courbure locale. Ainsi, à chaque itération, chaque point se déplace en fonction des forces auxquelles il
est soumis.
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Fig. 8.6  Analogie contour actif - système physique : le contour peut être assimilé à un système physique de topologie
similaire plongé dans un ﬂuide et soumis à des champs forces, par exemple, la gravité et les forces de frottement ﬂuide.
Il existe diﬀérents types de contours actifs reposant chacun sur des représentations diﬀérentes des
contours (ensemble discret de points, approximation polygonale, courbe paramétrée, courbe d'isovaleur
0 d'une image d'un ensemble de niveaux) et des schémas numériques particuliers. Les approches
existantes peuvent être classiﬁées en deux catégories, les snakes géométriques [Casselles 97, Malladi 95]
pour lesquels les contours sont décrits d'après une représentation d'ensemble de niveaux, ou levelsets ;
et les snakes paramétriques qui sont soit représentés par un ensemble discret de points [Kass 87], soit
approximés par des fonctions paramétriques adéquates, telles que les fonctions B-Splines [Menet 90,
Bascle 92], ou des superquadriques [Terzopoulos 91]. Comme les approches géométriques sont très
coûteuses en temps de calcul [Precioso 05], l'approche proposée est du type paramétrique, aﬁn de
répondre au mieux aux contraintes temps réel imposées par notre application.
8.2.2 Méthode développée
En considérant le problème analogue à celui d'un système mécanique élastique soumis à un champ
de forces extérieures et plongé dans un liquide visqueux, les équations d'évolution du système peuvent
être obtenues grâce au formalisme de Lagrange :
d
dt
{
L
∂a˙i
}
− ∂L
∂ai
= Θi(ai) (8.1)
où L = T − U est le Lagrangien du système, U son énergie potentielle, par exemple les termes
de Tikhonov, T son énergie cinétique et Θi(ai) la force généralisée relative à l'ensemble des forces
extérieures qui lui sont appliquées et associée à la variable généralisée ai.
L'approche retenue repose sur une description paramétrique des contours par une variable de par-
cours u ∈ [0, 2pi] et par le vecteur a constitué des variables généralisées ai [Menet 90, Terzopoulos 91,
Bascle 92].
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xa(u) =
(
xa(u)
ya(u)
)
(8.2)
Dans ces conditions et en supposant que les points matériels constituant le contour sont de même
masse µ, il vient :
T =
∫
Ca
1
2
µ
∥∥∥∥∂Ca(u)∂t
∥∥∥∥2 du (8.3)
Θ =
∫
Ca
Fext(u)>
∂Ca(u)
∂ai
du (8.4)
où Fext(u) est l'ensemble des forces extérieures s'appliquant au point (xa, ya) comme les forces dues à
des caractéristiques propres de l'image, des forces de frottement ﬂuide −γ ∫Ca ∂Ca(u)∂ai du ou des forces
de souage ou de pression. Comme proposé dans [Cohen 93], l'énergie potentielle du système peut
s'écrire sous la forme :
Upot =
∫
Ca
1
2
ω1(u)
∥∥∥∥∂Ca∂u
∥∥∥∥2 du+ ∫Ca 12ω2(u)
∥∥∥∥∂2Ca∂2u
∥∥∥∥ du (8.5)
où les termes ω1 et ω2 permettent de contrôler l'extension du contour et sa courbure ; généralement
ces termes ne dépendent pas de u.
Dans le cas où le contour peut être décrit par une fonction linéaire des variables généralisées
[Terzopoulos 91, Bascle 92], les équations d'évolution du système peuvent être décrites sous la forme
matricielle suivante :
Φa¨+Υa˙+Ψa = Θ(a) (8.6)
où les matrices Φ, Υ, Ψ et Θ dépendent respectivement de l'énergie cinétique pour Φ, des forces de
frottement ﬂuides pour Υ, de l'énergie potentielle pour Ψ et enﬁn des forces extérieures généralisées
calculées tout au long de Ca pour Θ. Habituellement, les termes d'énergie sont négligés (µ = 0).
Ca est décrite sous une forme polaire :
Ca(u) = xc + ρa(u)
(
cos(u)
sin(u)
)
(8.7)
où xc est le centre du contour et ρa(u), le rayon polaire, est approximé par une décomposition en série
de Fourier :
ρa(u) = a0 +
h∑
i=1
ai cos(iu) + bi sin(iu) (8.8)
où h est le nombre d'harmoniques.
Dans ce cas, les matrices Υ et Ψ impliquées dans (8.6) sont diagonales et constantes. Seul le
terme Θ reste à calculer en ligne. Cette approche est donc particulièrement adaptée au temps réel.
La rapidité de traitement de notre approche permet ainsi de suivre le contour dans une séquence
d'images.
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La seule force généralisée considérée est la force générée par l'image et appliquée au contour :
Econt = −
∫
Ca
||∇I(x(u))||du (8.9)
où I(x(u)) est l'intensité du point x(u).
En pratique, la convergence des algorithmes de contour actif n'est obtenue que pour une initiali-
sation du contour au voisinage du contour réel. Ce problème reste un problème ouvert et a pu être
traité en introduisant, par exemple, des forces de pression [Cohen 93] ou par le biais d'un processus
de diﬀusion [Xu 98].
L'approche proposée par C. Collewet considère un terme d'énergie potentielle dépendant de la
surface intérieure délimitée par Ca. Cette surface s'écrit très simplement grâce à la formule de Green-
Riemann :
Sa = pi(a20 +
1
2
h∑
i=1
ai
2) (8.10)
La contribution de ce terme est également une matrice diagonale et constante venant s'ajouter à la
matrice Ψ. Cette façon de faire est, dans l'idée, similaire aux forces de pression introduites par Cohen
mais les calculs sont ici beaucoup plus simples.
8.2.3 Résultats expérimentaux
Ce paragraphe présente les résultats de détection de contours et de suivis obtenus pour quelques
objets du quotidien. La ﬁgure 8.7 présente l'évolution du contour actif depuis sa position initiale jus-
qu'à son état d'équilibre sur le contour de l'objet. Les points de ces contours sont ensuite utilisés pour
estimer les coeﬃcients des coniques dans les vues.
L'arrière plan uniforme autorise une initialisation grossière des contours actifs qui convergent vers
les contours réels de l'objet même dans le cas d'une initialisation lointaine.
Cependant si l'objet est placé sur un fond très texturé, le contour actif doit être initialisé assez
près du contour réel de l'objet pour ne par diverger. L'initialisation des contours actifs est la pierre
d'achoppement de cette méthode de détection de contour. Dans la section suivante des pistes de re-
ﬂexion seront données pour aller vers une initialisation automatique.
Si l'emplacement de l'objet est suﬃsamment proche dans deux images successives d'une séquence
vidéo, les contours détectés dans une des images peuvent servir d'initialisation pour la détection du
contour de l'objet dans l'image suivante. Ainsi, l'objet peut être suivi dans une séquence de vues
(voir la ﬁgure 8.2.3). Si l'écart entre deux vues est trop important, une initialisation par le contour
précédent peut conduire à une mauvaise détection. La prochaine section propose des solutions simples
pour résoudre ce problème lorsque l'objet est de couleur uniforme ou lorsque le fond est de couleur
relativement uniforme.
8.3 Initialisation des contours actifs en un clic
L'objet de cette thèse est de proposer une aide technique à la saisie demandant à l'utilisateur
un seul clic sur une vue déportée. Nous avons montré dans la première partie de cette thèse que
l'information donnée par le clic suﬃt à la localisation de l'objet. Étant donné la position 3D de
l'objet, cette position peut être utilisée pour projeter un point dans la vue de la caméra embarquée.
Un point appartenant à l'objet est alors disponible et peut être utilisé pour initialiser le contour actif.
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Fig. 8.7  Détection de contours par contour actif. Les contours sont initialisés par la sélection de quatre points autour
de l'objet. Le processus de détection converge au bout d'une cinquantaine d'itérations. Le contour initial est tracé en jaune.
L'évolution du contour correspond à l'ensemble de courbes bleues, le contour à convergence est une courbe verte.
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Fig. 8.8  Suivi du contour dans une séquence d'images. Dans la première image, le contour est initialisé par quatre points
et converge vers le contour réel de l'objet. Dans les images suivantes de la séquence, les contours sont initialisés en utilisant
le contour détecté dans l'image précédente. La méthode de suivi est robuste à des déplacements relativement faible de l'objet
entre deux vues.
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L'initialisation des contours actifs est une étape cruciale à la convergence de l'algorithme de dé-
tection de l'objet, en particulier, si l'objet est placé sur un fond texturé. Dans ce paragraphe, nous
proposons quelques axes de reﬂexion pour aller vers une initialisation des contours actifs à partir des
coordonnées d'un seul point de l'objet.
8.3.1 Initialisation à partir d'un point pour la détection d'un objet uni-
forme
Si l'objet est de couleur relativement uniforme, les contours actifs peuvent être initialisés à l'inté-
rieur de l'objet. Le point est utilisé pour déﬁnir un petit rectangle (voir l'image de gauche de la ﬁgure
8.9).
Une fois le contour de l'objet détecté dans la première image d'une séquence, les coordonnées de
son barycentre peuvent être utilisées pour mettre à jour les coordonnées du clic. L'objet est ainsi suivi
dans la séquence 8.9. Dans cette séquence, le terme d'extension est nul, le terme de courbure vaut
10−3 et le terme de surface est négatif et vaut −0, 6. Lorsque le contour est initialisé à l'extérieur de
l'objet, ce terme est positif.
Dans les images 1, 2 et 3 de la séquence, un petit décrochage peut être remarqué à l'endroit de
la concavité entre l'oreille et le dos du chat. Il est dû à la déﬁnition polaire du contour actif : si
plusieurs points de contours se trouvent sur un même rayon issu du centre du contour actif, alors le
point de contour le plus éloigné du centre est détecté. Ce problème pourrait être résolu en représentant
les contours par une fonction paramètrique basée sur les descripteurs de Fourier qui permettrait de
prendre en compte les concavités. Dans le cadre de notre étude, ce type d'imprécision n'est cependant
pas crucial puisque le contour est utilisé pour calculer les coeﬃcients d'une conique englobante qui ne
permet pas de représenter les concavités.
8.3.2 Initialisation et suivi en utilisant une boite englobante
Si l'objet est isolé sur un fond relativement uniforme et en supposant qu'il est entièrement inclus
dans l'image (voir l'annexe C), une solution est de choisir pour contour initial un rectangle centré sur
le clic ayant pour côté la distance séparant ce point du contour le plus proche. Le terme de surface
est positif.
La ﬁgure 8.10 présente deux résultats de détection des contours de l'objet obtenus en initialisant
les contours actifs par une boîte englobante.
Cette méthode peut être utilisée pour suivre un objet placé sur un fond uniforme dans une séquence
d'images au cours de laquelle les déplacements de l'objet dans deux vues successives sont importants.
Un exemple d'un tel suivi est donné par la ﬁgure 8.11.
Le nombre d'itérations pour obtenir la convergence est alors d'autant plus important que l'échelle
de l'objet est petite relativement aux dimensions de l'image. Cependant, si l'échelle de l'objet est
donnée, alors il est possible de diminuer le nombre d'itérations nécessaires en initialisant le contour
actif sur un rectangle dont le côté est approximativement l'échelle de l'objet.
8.3.3 Évaluation de l'échelle caractéristaique de l'objet
Plutôt que d'utiliser une boîte englobante dimensionnée en fonction de la distance aux bords de
l'image, une meilleure solution est de dimensionner cette boîte pour qu'elle corresponde aux dimensions
et à l'orientation de l'objet. Les dimensions pixelliques de l'objet peuvent être évaluée par le biais du
calcul de l'échelle caractéristique d'un point. Ici, le point correspond à la projection de la localisation
3D estimée de l'objet. Le calcule de l'échelle caractéristique en un point et ses propriétés ont été
intensivement étudiées par Lindeberg [Lindeberg 98].
L'estimation de l'échelle d'une structure locale est calculée au voisinage d'un point en sélection-
nant l'échelle σn qui correspond au maximum d'une certaine fonction, déﬁnie sur l'espace d'échelles,
l'opérateur d'échelle. L'échelle pour laquelle cet opérateur est maximal est l'échelle caractéristique
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Fig. 8.9  Suivi d'un objet de couleur uniforme sur une arrière plan complexe. Le contour actif est initialisé à l'intérieur de
l'objet, par un petit rectangle centré sur le clic. Le centre du contour est mis à jour après convergence et est utilisé comme
point d'initialisation pour la détection du contour dans l'image suivante de la séquence. Dans l'image 1) le contour jaune est
le contour initial, les contours bleus sont les positions intermédiaires et le contour vert est le contour à convergence.
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Fig. 8.10  Deux exemples d'initialisation à partir d'un rectangle centré sur le clic et de côté la distance au bord le plus
proche. Les objets sont placés sur un fond uniforme. Le rectangle jaune est le contour initial, les courbes bleues sont les
contours intermédiaires et le contour vert est le contour à la convergence.
ou l'échelle intrinsèque de la structure. Le terme caractéristique a été choisi car l'échelle caractéris-
tique correspond à la longueur des structures au voisinage du point. L'opérateur d'échelle peut avoir
plusieurs maxima locaux qui correspondent à des structures concentriques centrées sur le point.
Ainsi, si la structure la plus forte au voisinage du point est le contour de l'objet, le calcul de
l'échelle caractéristique permettra d'estimer la taille de l'objet dans l'image.
Parmi les opérateurs les plus courants, on trouve :
 le maximum du Laplacien of gaussien LoG [Lindeberg 98]
 le maximum du déterminant de la matrice des moments 2D [Gardin 94]
 le maximum de la trace de la matrice des moments 2D [Gardin 94]
Maximum du LoG
|LoG(i, j, σn)| = σn2|Lxx(i, j, σn) + Lyy(i, j, σn)| (8.11)
Cet opérateur mesure l'échelle à laquelle la similarité est maximale entre la structure locale de l'image
et la structure de l'opérateur Laplacien. Cette mesure est donc très bien adaptée à la détection de
blobs : lorsque la taille du noyau de convolution du LoG correspond à la taille d'un blob centré sur
le point désigné, la réponse est maximale. Les ﬁgures 8.12 et 8.13 présentent la détection de l'échelle
caractéristique en utilisant le maximum du LoG.
Matrice des moments 2D La matrice des moments du second degré d'un point peut être vue
comme la matrice de covariance d'une variable aléatoire de dimension 2 ou, pour utiliser une analogie
mécanique, elle représente la matrice des moments d'inertie d'une distribution massique sur le plan.
Cette matrice peut être représentée graphiquement comme une ellipse. Elle est utilisée dans le calcul
des points de Harris [Harris 88].
Soit I l'intensité lumineuse des pixels de l'image et ∇ = (Ix, Iy)> le gradient de l'image. La matrice
des moments du second degré est déﬁnie comme suit :
µI(x, σi, σd) =
(
µ11 µ12
µ21 µ22
)
(8.12)
= g(σi) ∗
(
I2x(x, σd) IyIx(x, σd)
IyIx(x, σd) I2y (x, σd)
)
(8.13)
où σi est l'échelle d'intégration et σd est l'échelle de diﬀérentiation.
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Fig. 8.11  Suivi d'un objet sur un fond uniforme. Le contour actif est initialisé à l'extérieur de l'objet, par une boite
englobante centrée sur un point appartenant à l'objet et de côté, deux fois la distance séparant ce point des bords de l'image.
Après convergence, le point central du contour est mis à jour en calculant le barycentre du contour et la boite englobante
correspondant. Cette nouvelle boite est utilisée comme initialisation pour l'image suivante.
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a) b) c)
Fig. 8.12  Détection de l'échelle d'un seul objet en évaluant le maximum du LoG.
a) b) c)
Fig. 8.13  Détection de l'échelle d'un seul objet en évaluant le maximum du LoG.
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Fig. 8.14  Détection de l'échelle d'objets composant une scène.
Cette matrice est invariante aux translations et il peut être montré que sa trace et son déterminant
sont invariants aux rotations et aux translations [Gardin 94]. D'autre part, un changement d'échelle
spacialement uniforme et les transformations aﬃnes de l'intensité lumineuse aﬀectent µ uniquement
d'un facteur d'échelle. La fonction g(σi) est un opérateur de moyenne, typiquement, un ﬁltre gaussien.
La ﬁgure 8.15 présente les résultats de sélection d'échelle obtenus en utilisant la trace et le déterminant
de µI . Le maximum de ces opérateur est trouvé pour une même échelle, légèrement inférieure à celle
détectée en utilisant le LoG.
Il a été montré que la détermination de l'échelle caractéristique par maximisation du LoG per-
met d'obtenir un meilleur pourcentage de bonnes estimations que la trace ou le déterminant de µI
[Mikolajczyk 06]. D'autre part, le calcul de µI est plus coûteux que le calcul du LoG à diﬀérentes
échelles. Ainsi, nous estimerons l'échelle de l'objet en cherchant le maximum du LoG. Cependant, la
matrice des moments 2D est particulièrement intéressante pour initialiser le contour de l'objet car elle
permet d'orienter la structure et de la représenter par une ellipse.
8.3.4 Orientation de l'objet
L'évaluation de l'échelle caractéristique en un point permet de calculer le rayon d'un cercle centré
sur le point et qui correspond au mieux au contour de lus fort contraste. Cette échelle peut donc être
utilisée pour dessiner une boîte carrée centrée sur le point qui servira à initialiser les contours actif.
Ce type d'initialisation fonctionne très bien lorsque l'objet considéré est de forme approximativement
circulaire. Cependant, dans le cas d'un objet de forme allongé, le contour ne peut pas être initialisé
de cette manière.
Le calcul de la matrice des moments du second degré à l'échelle caractéristique apporte une solution
au problème de l'initialisation du contour de ces objets. Elle permet d'estimer l'orientation et les
dimensions 2D de l'objet, en d'autres termes, le calcul de cette matrice permet d'estimer les paramètre
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Fig. 8.15  Évaluation de trois détecteurs d'échelle, la norme du laplacien (a) et le déterminant (b) et la trace (c) de la
matrice des moments 2D pour diﬀérentes échelles.
de l'ellipse qui correspond au mieux aux contours de l'objet. Nous verrons dans ce paragraphe que
l'ellipse ainsi déﬁnie peut servie à l'initialisation du contour.
La matrice des moments du second degré est symétrique et semi déﬁnie positive, alors, l'équation
suivante déﬁnit une ellipse de centre xc (voir ﬁgure 8.16) :
(x − xc)>µI(x − xc) = 1 (8.14)
Le calcul des valeurs propres (λmin, λmax) et des vecteurs propres de µI permet de calculer l'orientation
de l'ellipse et ses dimensions à un facteur près.
Comme proposé dans [Mikolajczyk 04], l'échelle caractéristique de l'objet peut être calculée en
utilisant le maximum du LoG et utilisée ensuite pour calculer la matrice des moments 2D µI corres-
pondant à cette échelle. La variance d'intégration σi est alors ﬁxée à 1.5σn et σd est compris dans
l'intervalle [0.5σi, 0.75σi] et choisie de sorte à maximiser l'isotropie de l'ellipse, c'est-à-dire à maximiser
le rapport λmin/λmax. Lorsque ce rapport vaut 1, l'ellipse est un cercle. Lorsqu'il vaut zéro ou l'inﬁni,
c'est une droite. Finalement, pour calculer les dimensions de l'ellipse, le petit axe est ﬁxé à la valeur
2σn et le plus grand axe est ﬁxé à 2λmax/λminσn.
La ﬁgure 8.17 présente quelques résultats obtenus en détectant l'échelle par la recherche du maxi-
mum du Laplacien puis en détectant l'ellipse associée à cette échelle grâce au calcul de la matrice des
moments du second degré.
Les contours actifs peuvent être initialisés à partir d'une ellipse ou d'une boite englobante de
dimensions s 1λmin et s
1
λmax
, avec s > 2 pour un contour initial à l'extérieur de l'objet ou s < 2 pour
un contour initial à l'intérieur de l'objet.
Notons cependant que le calcul de l'échelle intrinsèque est très sensible à la position du point
sélectionné (voir la ﬁgure 8.18,a)). D'autre part, si le point n'est pas centré sur l'objet, alors l'ellipse
obtenue est décalée par rapport à l'objet et s'avère une très mauvaise initialisation pour le contour
actif (voir la ﬁgure 8.18,b)). Ainsi, plutôt que d'utiliser directement la projection de la position estimée
comme centre de l'estimation de l'échelle caractéristique de l'objet, il est préférable de recentrer le
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Fig. 8.16  Estimation de l'échelle et de l'orientation d'une boite
Fig. 8.17  Estimation de l'échelle et de l'orientation pour diﬀérents objets. Pour tous les objets testés, un cercle bleu est
centré sur le point séléctionné. Son rayon est l'échelle caractéristique en ce point. L'ellispe rouge et ses deux axes vert et
jaune sont calculés à partir de la matrice des moment 2D évaluée au point sélectionné et à l'échelle caractéristique.
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a) b)
Fig. 8.18  La valeur de l'échelle caractéristique dépend de la position du point pour laquelle elle est calculée.
a)
b)
Fig. 8.19  deux exemples.
point dans un premier temps en recherchant le maximum du LoG sur l'espace d'échelle le plus proche
du point initial [Mikolajczyk 04].
La ﬁgure 8.19 présente deux exemples dans lesquels les contours actifs sont initialisés à partir d'un
seul point. Dans la première série d'images, l'objet est de forme approximativement sphérique et le
contour actif aurait pu être initialisé directement à partir de le cercle déﬁni par l'échelle caractéristique.
À l'opposé, dans le cas du second objet, qui est un cylindre très allongé, une initialisation par le petit
cercle bleu est très mauvaise, alors qu'une initialisation par l'ellipse dimensionnée par le calcul des
moments 2D permet d'obtenir le contour réel de l'objet.
8.4 Conclusion
La méthode proposée permet de détecter un objet uniforme sur un arrière plan quelconque ou un
objet quelconque sur un fond uniforme à partir d'une initialisation grossière. Dans ces deux cas, la
méthode peut être initialisée en un seul clic.
Si l'objet est texturé sur un fond texturé, le contour initial doit être proche du contour réel pour
garantir la convergence du contour actif. Le calcul de l'échelle caractéristique de l'objet et l'estimation
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de son orientation dans l'image est une piste à explorer pour résoudre ce problème. Elle pourrait être
une solution peu coûteuse à l'initialisation en un seul clic des contours actifs.
La méthode proposée permet de suivre l'objet dans une séquence d'images. Si l'objet est bien
détecté dans la première vue et si l'écart entre les contours de l'objet dans deux vues successives
est faible alors, la détection de contour est très robuste aux défauts d'illumination. En revanche, si
l'écart entre deux vues successives est important, le contour actif ne peut pas être initialisé à partir
du résultat de la vue précédente. À nouveau, la méthode de détection de l'échelle et de l'orientation
pourrait être une solution pour réinitialiser le contour actif s'il diverge.
La partie suivante présente une méthode par vision active pour sélectionner au mieux les vues aﬁn
d'obtenir la meilleure estimation des paramètres de la quadrique correspondant à la forme de l'objet.
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Chapitre 9
Sélectionner les meilleures vues : une
méthode de vision active
Lors de l'estimation de la forme d'un objet par une fonction quadratique, au terme du processus
d'optimisation, les résidus sont rarement tous nuls. L'erreur sur l'identiﬁcation de paramètres peut
provenir de plusieurs sources :
 Le bruit de mesure : traitement de l'image, erreurs d'étalonnage du système de vision, par
exemple.
 L'erreur de modélisation : la forme de l'objet ne correpond pas à une quadrique
 L'erreur d'estimation : les paramètres n'ont pas atteint l'optimum.
Il est diﬃcile d'agir sur les deux premières causes d'erreur. Notre approche permet d'approximer la
forme d'un objet par une fonction quadratique, si la forme de l'objet ne correspond pas suﬃsamment
à ce modèle, l'estimation peut échouer (voir les hypothèses 5.1). D'autre part, nous tentons de rendre
cette méthode robuste aux bruits de mesure, nous ne pouvons cependant pas faire chuter les résidus
en deçà d'un certain seuil en utilisant des méthodes des moindres carrés. Par ailleurs, en négligeant
le bruit et en considérant un objet qui correspond parfaitement au modèle, une autre cause d'erreur
subsiste. Il s'agit de l'ambiguïté entre tous les espaces disjoints de l'espace des paramètres qui résolvent
l'équation χ2(q) = 0. Cette erreur d'estimation des paramètres peut être nettement diminuée par un
choix judicieux des vues. Ainsi, la qualité de reconstruction peut être améliorée.
Intuitivement, il apparaît que si N vues proches et d'orientations similaires donnent une bonne
estimation de la largeur et de la hauteur de l'objet, elles donnent une estimation pauvre de sa
profondeur. L'idée d'acquérir une ou plusieurs images supplémentaires pour rassembler des infor-
mations pertinentes à l'amélioration de l'estimation des paramètres est naturelle. Les meilleures vues
sont celles qui apporteraient les informations les plus nouvelles en comparaison des informations dis-
ponibles grâce au traitement des vues déjà acquises. Cette idée s'inspire des travaux de Whaite et
Ferrie qui visent à doter un système robotique de curiosité [Whaite 97b, Whaite 97a], en quelque
sorte, le pousser à observer les parties de l'objet qui sont les moins bien modélisées. Cette approche
repose essentiellement sur la théorie de l'information en traitement du signal et sur le résultat de l'op-
timisation des moindres carrés. La méthode que nous proposons s'approche de la méthode proposée
par [Flandin 02] qui consiste à déplacer une caméra embarquée de façon à minimiser l'incertitude sur
les paramètres d'un ellipsoïde englobant un objet.
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Dans cette section, nous proposons un critère objectif permettant de sélectionner les meilleures
vues pour obtenir une reconstruction sans ambiguïté de la quadrique englobant l'objet. Le premier
paragraphe développe le calcul de l'incertitude sur les paramètres en ﬁn de processus d'estimation.
Le second paragraphe montre comment évaluer l'incertitude associée aux diﬀérentes vues, c'est-à-dire
déterminer celles qui sont susceptibles d'apporter la plus grande quantité d'informations. Cette mesure
peut être directement utilisée pour contrôler le robot vers les prochaines meilleures vues.
9.1 Information contenue dans une vue
Les méthodes de vision active consiste à déplacer un capteur en vue d'améliorer un critère lié
à une tâche haut niveau. Cette tâche peut être une tâche de reconstruction. Le critère à minimiser
est alors souvent l'incertitude sur un ensemble de paramètres. Il peut également s'agir d'une tâche
d'exploration ou encore d'une tout autre tâche robotique.
Dans le cadre de cette étude, la tâche à mener à bien est la caractérisation d'un objet en vue de
sa saisie, c'est-à-dire estimer sa position, son orientation et ses dimensions.
9.1.1 Incertitude sur les paramètres
Les paramètres de la quadrique correspondant à la surface de l'objet sont estimés en utilisant un
processus des moindres carrés itératif. À partir des résultats de cette optimisation numérique, il est
possible d'évaluer l'incertitude sur l'estimation des paramètres de la quadrique.
Au voisinage de l'optimum, la fonction de coût est approximée par une forme quadratique. Une
fois qu'un minimum acceptable de la fonction de coût χ2(q) a été trouvé pour un jeu de paramètres
qmin, la variation de χ2 autour de ce minimum pour une variation δq des paramètres ajustés qmin
est donnée par :
χ2(qmin + δq) = χ2(qmin) +∇F δq+ δq> G δq+ o(|δq|2) (9.1)
où δq = qmin − q est un petit déplacement depuis le minimum. Par déﬁnition, au minimum ∇F = 0
et δq> G δq > 0. Pour des très petits déplacements δq, l'équation (9.1) peut se réécrire :
∆χ2(δq) = χ2(qmin + δq)− χ2(qmin)
∼ δq> G δq
Aucune composante de∆χ2(δq) n'est nulle a priori et il peut être montré que∆χ2(δq) est distribué
comme une loi chi-carré d'une variable aléatoire à distribution normale. La matrice de covariance
déﬁnit un ellipsoïde de conﬁance sur l'espace des paramètres. Cet ellipsoïde entoure les paramètres
réels γ% du temps. Autrement dit :
 ∆χ2(δq) < 1 pour δq < 1σ, dans γ = 68.3% des cas ;
 ∆χ2(δq) < 4 pour δq < 2σ, dans γ = 95.4% des cas ;
 ∆χ2(δq) < 9 pour δq < 3σ, dans γ = 99.73% des cas ;
 etc.
Intéressons nous plus particulièrement à la variation de χ2 autour du minimum χ2(qmin) lorsqu'un
seul paramètre qi varie arbitrairement, les autres paramètres restant ﬁxés à leur valeur estimée de qmin.
SoitM le nombre de paramètres, notons χ2M−1 le chi-carré àM−1 degrés de liberté obtenu en ﬁxant
le paramètre qi à une valeur arbitraire. Soit qM−1 le nouveau jeu de paramètres qui minimise χ2M−1.
Posons ∆χ2i = χ2M−1(qM−1)− χ2(qmin) et δq = qM−1 − qmin. L'incertitude δqi sur le paramètre qi
peut être reliée à ∆χ2(qi) en remarquant que ∇F(qM−1) = 0 sur toutes les composantes sauf la ième :
δqi = −∂χ
2
∂qi
Cii
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En introduisant ce résultat dans l'équation (9.1), il en est déduit que :
∆χ2i = δq
> G δq =
(δqi)2
Cii
et
δqi = ±
√
∆χ2i
√
Cii
Ainsi, si l'incertitude sur le paramètre qi est déﬁnie par 1σ, soit ∆χ2i = 1, on obtient la même
relation que dans un cas linéaire :
δqi =
√
Cii (9.2)
9.1.2 Critère de sélection de la vue suivante
Intuitivement, on pressent qu'un choix judicieux des vues peut améliorer les paramètres qui pré-
sentent une grande incertitude. La question est de trouver un critère objectif qui permette de quantiﬁer
l'information contenue dans une vue. Ce critère peut être basé sur la théorie de l'information dévelop-
pée par Shannon, comme le propose [Whaite 97b]. L'information contenue dans une vue dépend de la
valeur du déterminant de la matrice de covariance et [Whaite 97b] montre que maximiser l'information
contenue dans une vue revient à minimiser le déterminant de la matrice de covariance.
Ainsi, la clé pour communiquer l'incertitude associée à une vue au système haut niveau qui gère
les déplacements de la caméra est la nature de la surface chi-carré de l'incertitude dans l'espace
des paramètres [Whaite 91]. L'incertitude peut être communiquée via la matrice de covariance C =
σ2G−1. Elle est immédiatement trouvée en évaluant la matrice de Gauss G−1 à convergence du
processus d'optimisation numérique qui permet d'estimer les paramètres de la quadrique (voir la
section 7.3). Dans le cadre d'un processus itératif de calcul des paramètres, il est intéressant d'établir
la relation entre la valeur de la covariance de la vue suivante et la valeur courante de la covariance.
Ainsi, elle pourra être calculée incrémentalement et eﬃcacement à chaque pas.
Cette matrice ne dépend que des positions occupées par la caméra au cours de la reconstruction
et des paramètres estimés qmin. Elle peut être interprétée, géométriquement, comme le volume de
l'ellipsoïde de conﬁance dans l'espace des paramètres qui vaut detC. Pour réduire l'erreur sur les
paramètres, il faut trouver la vue qui minimise le volume de l'incertitude detC. En notant Cj la
matrice de covariance de la jème vue et sachant que Cj = G−1j , quelle doit être la prochaine pose de
la caméra pour que detCj+1 soit minimale ? Répondre à cette question revient à chercher la vue qui
donne le detGj+1 maximal ?
Soit Gj = JC>j JCj où le jacobien est construit par empilement des jacobiens associés à chaque vue
JCj = (g1,g2, . . . ,gj)>. Si on parvient à exprimer la matrice de Gauss a priori de la prochaine vue en
fonction des paramètres courants et de la matrice de Gauss courante, il est alors possible de chercher
la pose qui permet de maximiser le detGj+1.
Gj+1 = Gj + g>j+1gj+1 (9.3)
et
det(Gj+1) = det(Gj + g>j+1gj+1) (9.4)
= det(I+ g>j+1gj+1Gj
−1) det(Gj) (9.5)
Cette expression peut être transformée en considérant les propriétés des valeurs propres.
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Déﬁnition : Si λ est une valeur propre de la matrice A alors, il existe un vecteur x non nul, tel
que Ax = λx.
À partir de cette déﬁnition, trois propriétés peuvent être déduites1 :
1. si λ est une valeur propre de A, alors 1 + λ est une valeur propre de I+A.
2. si B est une matrice telle que dim(B) = n×m et A est une matrice de dimensions m× n alors
les valeurs propres non nulles de BA sont égales aux valeurs propres non nulles de AB>
3. si B est une matrice telle que dim(B) = n×m et A est une matrice carrée de dimensions m×m
semi déﬁnie positive alors B>AB est une matrice symétrique semi déﬁnie positive. Toutes ses
valeurs propres sont donc positives ou nulles.
En prenant en compte ces trois propriétés, la fonction à maximiser (9.5) peut être réécrite :
detGj+1 = det(I+ g>j+1gj+1Gj
−1) det(Gj)
= det(I+ gj+1Gj−1g>j+1) det(Gj)
La matrice gj+1Gj−1g>j+1 à une signiﬁcation particulière, elle représente la covariance prédite pour
la vue suivante en tenant compte de la variance courante. En notant λi, i ∈ [1, 6] ses valeurs propres,
l'expression de son déterminant peut être écrite comme suit :
det(I+ gj+1Gj−1g>j+1) =
6∏
i=1
(1 + λi)
d'où
detGj+1 = detGj
6∏
i=1
(1 + λi) (9.6)
Comme Gj est semi déﬁnie positive, gj+1Gj−1g>j+1 est également semi déﬁnie positive. Ses valeurs
propres sont donc positives ou nulles. Ainsi,
∏6
i=1(1 + λi) ≥ 1 et à chaque pas, on peut écrire :
det(Gj+1)
det(Gj)
=
6∏
i=1
(1 + λi) > 1 (9.7)
Cette égalité signiﬁe qu'à chaque fois qu'une vue est ajoutée, quelle que soit sa position et les valeurs
des paramètres courants, l'information augmente. Pour trouver la vue qui maximise l'information, il
faut trouver la vue qui maximise det(I+ gj+1Gj−1g>j+1) =
∏6
i=1(1 + λi).
9.2 Calcul de la position suivante
L'approximation quadratique de la fonction de coût, sur laquelle repose le calcul de la covariance
et le critère de sélection de la vue suivante, n'est vraie que localement autour de la position courante.
Ainsi, la meilleure vue suivante est la vue qui permet de maximiser le critère det(I+ gj+1Gj−1g>j+1)
au voisinage de la vue courante [Whaite 97b].
Une fois la meilleure vue calculée au voisinage de la vue courante, la caméra est déplacée dans la
direction de cette vue tout en étant maintenue sur la sphère de vision. En d'autres termes, la caméra
suit le gradient numérique de det(I + gj+1Gj−1g>j+1). Une fois la caméra positionnée, le processus
1Les démonstrations de ces propriétés sont données dans l'annexe D
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d'estimation des paramètres est à nouveau lancé et les paramètres estimés sont mis à jours permettant
à nouveau de choisir la meilleure vue suivante.
Pour éviter de tomber dans des minima locaux qui amènent naturellement la caméra à s'appro-
cher de l'objet, les vues sont acquises sur une sphère de vision centrée sur le centre de la quadrique
courante et ayant pour rayon la distance séparant la position courante de la caméra et de l'objet.
Seule la composante de translation est calculée, l'orientation sera ajustée pour que le centre de l'objet
soit toujours centré dans la vue. Ainsi, le critère calculé ne dépend que de la position de la caméra et
de l'estimation courante des paramètres de l'objet. Le problème revient donc à calculer le gradient de
det(I+ gj+1Gj−1g>j+1) relatif à la position de la caméra sous la contrainte de rester au voisinage de
la position courante et sur une sphère de vision centrée sur l'objet.
Pour résoudre ce problème d'optimisation, nous avons choisi d'utiliser une méthode d'optimisation
numérique non linéaire qui ne nécessite pas d'estimation du Jacobien. La méthode considérée est celle
du Simplexe de Nelder et Mead [Nelder 65]2. Dans un espace de m paramètres, cette méthode consiste
à évaluer le poids de la fonction de coût en m+1 points particuliers, qui sont les sommets du simplexe,
qui est un triangle généralisé dans un espace à m dimensions. Selon la valeur du coût évaluée en ces
points, de nouveaux points sont calculés en prenant en compte des considérations géométriques sur la
forme du simplexe multidimensionnel. L'algorithme est décrit dans l'encadré 9.1.
Pour reconstruire l'objet au mieux, le déplacement attendu est une rotation autour de l'axe princi-
pal de l'objet. Cependant comme la direction de l'axe principal est évaluée à chaque ajout de caméra
le parcours obtenu n'est pas parfaitement circulaire.
9.3 Résultats Expérimentaux
Cette section présente les résultats de reconstruction obtenus à partir de données réelles et les amé-
liorations apportées par la vision active en terme de reconstruction et de nombre de vues nécessaires.
La ﬁgure 9.6 présente les résultats de reconstruction obtenus pour quatre objets sur des arrière-plans
quelconques.
L'estimation de la forme des objets par des quadriques donne une information sur l'orientation de
l'objet, permet d'aﬃner l'information sur sa position obtenue lors de l'étape de localisation et donne
une estimation de ses dimensions. Mieux les vues sont positionnées, meilleure est la reconstruction.
La méthode de vision active proposée permet de faire évoluer l'estimation des paramètres de l'objet
plus rapidement que lorsque des vues sont choisies de manière arbitraire sur une sphère de vision.
La ﬁgure 9.2 illustre la valeur a priori de l'entropie pour des positions évaluées sur toute la sphère
de vision. On peut remarquer que les valeurs sont réparties de manière symétrique sur la sphère de
vision. Le poids de chacune des vues dépend de l'estimation courante de la quadrique et des positions
précédemment occupées par la caméra. La symétrie est due aux symétries des quadriques. Il existe deux
positions symétrique par rapport au centre de la sphère de vision qui apporteraient des informations
identiques. Pour limiter les déplacements de la caméra, c'est la position la plus proche de la position
courante qui est choisie comme prochaine meilleure vue. La ﬁgure 9.3 présente les déplacement de la
caméra et les meilleures vues suivantes calculées.
La ﬁgure 9.4 présente l'évolution des paramètres lorsque les vues ajoutées sont sélectionnées de
manière arbitraire puis après l'ajout d'une vue sélectionnée par vision active. L'ajout de cette vue
bien choisie permet de faire évoluer à nouveau les paramètres. L'ajout ultérieur de vues ne permet
plus d'obtenir un meilleur résultat.
Les ﬁgures 9.5 et 9.6 présentent les résultats de reconstruction obtenus pour des objets sur fond
noir puis sur fond complexe. Dans le cas des fonds complexes, les contours actifs ont été initialisés à
la main assez proches des contours réels. Ils sont ensuite suivis dans une séquence de vues.
2Le lecteur intéressé pourra trouver un implémentation de cette méthode dans [Press 07]
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Simplexe de Nelder et Mead
a) Re´flexion b) Re´flexion et expansionf(x) e´le´ve´e f(x) faible
d) Contractions multiplesc) Contraction
Sur un espace de paramètres de dimension 3, le simplexe est un tétraèdre. La fonction de
coût est évaluée à chacun de ses sommets. Le point de plus forte valeur est remplacé par un
nouveau point qui peut être obtenu par a) réﬂexion, b) réﬂexion et expansion, c) contraction
sur une direction, ou d) contractions multiples selon toutes les directions et vers le point de
poids le plus faible.
1. Choix de m + 1 points de l'espace à m dimensions des inconnues, formant un simplexe :
x1, x2, ..., xm+1,
2. Calcul des valeurs de la fonction f en ces points. Les points sont ordonnés et ré-indexés de
façon à avoir f(x1) ≤ f(x2) ≤ ... ≤ f(xm+1),
3. Calcul de x0, centre de gravité de tous les points sauf xm+1,
4. Calcul de xr = x0 + (x0 − xm+1) ( réﬂexion de xm+1 par rapport à x0),
5.  Si f(xr) < f(x1), calcul de xe = x0 + 2(x0 − xN+1) (étirement du simplexe).
 Si f(xe) < f(xr), remplacement de xN+1 par xe, sinon, remplacement de xN+1 par xr et
retour à l'étape 2.
6.  Si f(xn) < f(xr), calcul de xc = xN+1 + 1/2(x0 − xN+1) (contraction du simplexe).
 Si f(xc) ≤ f(xr), remplacement de xN+1 par xc et retour à l'étape 2,
7. Similitude de rapport 1/2 et de centre x1 : remplacement de xi par x0+1/2(xi+x1) et retour
à l'étape 2.
Fig. 9.1  Algorithme de Nelder-Mead.
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Fig. 9.2  Estimation de l'incertitude sur les vues suivantes. Les couleurs froides représentent les valeurs faibles du critère
à maximiser (det(I + gj+1Gj−1g>j+1)). Les couleurs chaudes représentent de fortes valeurs. La meilleure vue suivante est
représentée en rouge sombre.
Fig. 9.3  Déplacement de la caméra sur la sphère de vision. Vues optimales calculées successivement.
Dans un premier temps, trois vues arbitraires sont acquises sur la sphère de vision centrée sur
l'objet. Les vues suivantes sont acquises par vision active. Le processus est répété jusqu'à ce que les
paramètres estimés de la quadrique n'évoluent plus.
La ﬁgure 9.5 présente les résultats de localisation et de caractérisation d'objets placés sur un
fond noir. Les coniques estimée dans les vues et les coniques calculées par projection de la quadrique
courante se superposent. Sur un arrière-plan noir, le contour actif suit très bien le contour réel de
l'objet. La reconstruction est donc très bonne. On peut cependant noter, que dans le cas du premier
objet, la poignée à été coupée. Cependant cela ne perturbe pas la caractérisation au sens où nous
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Fig. 9.4  Évolution des paramètres après l'ajout d'une vue sélectionnée par vision active.
l'avons déﬁnie. Notons également qu'une représentation par une quadrique permet d'approximer la
forme d'un objet parallélépipédique.
a) b) c)
Fig. 9.5  Estimation des caractéristiques de l'objet.
La ﬁgure 9.6 présente quatre résultats de reconstruction. La quadrique estimée courante est projetée
dans l'image en jaune, la conique mesurée dans l'image est tracée en rouge et le repère relié à l'objet
leur est superposé. Dans ces quatre exemples le grand axe de l'objet est représenté en bleu, le moyen
axe en vert et le petit axe en rouge. Les scènes présentent un fond complexe. Tant que le contour actif
converge vers le contour réel de l'objet, la quadrique est relativement bien estimée.
La série de vues correspondant à l'image en haut à gauche fait apparaître une très forte réﬂexion
sur l'arrière-plan. Le contour actif n'est pas perturbé et converge vers le contour de l'objet. La carac-
térisation de l'objet permet de détecter ses axes principaux et ses dimensions le long de ces axes.
En bas à gauche, le décalage entre la projection de la quadrique courante et la quadrique estimée
est due à la présence d'une ombre très marquée qui a accroché le contour actif sur plusieurs vues. En
haut à droite, l'ombre sous la pomme accroche le contour actif ce qui allonge légèrement la quadrique.
Enﬁn, en bas à droite, la ﬁgure présente à la fois la quadrique estimée et en vert la localisation
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approximative de l'objet. Dans ces quatre exemple, les repères estimés permettent d'aligner la pince
de façon à saisir l'objet.
Fig. 9.6  Estimation des caractéristiques de l'objet.
9.4 Conclusion
Dans ce chapitre, nous avons montré que la méthode de reconstruction proposée donne de bons
résultats sur des données réelles. La quadrique estimée aﬃne la localisation de l'objet obtenue à l'issu
de la première partie et permet de caractériser des objets de forme globalement convexe en donnant
l'orientation de leurs axes principaux et leurs dimensions sur ces axes.
L'utilisation de la vision active permet de sélectionner des vues qui apportent des informations
supplémentaires par rapport à celles données par les vues précédemment acquises. En choisissant
les nouvelles vues de façon appropriée, la vision active peut faire sortir l'estimation courante d'un
minimum local dans lequel elle est tombée pour l'amener à converger vers l'optimum. Seules quelques
vues sont nécessaires pour obtenir une bonne estimation des paramètres.
Lorsque l'objet considéré est placé sur un fond noir, l'estimation de ses caractéristiques est très
bonne. La projection de la quadrique projetée coïncide avec la conique estimée. Lorsqu'il est placé
sur une fond texturé sur lequel des défauts d'illumination apparaissent des petites erreurs peuvent
être observées. Ces imprécisions de détection sont dues au fait que le contour actif s'accroche sur les
ombres marquées.
La méthode de vision active que nous proposons repose sur les paramètres courants de la quadrique
estimée et sur la position des vues acquises précédemment. Elle est donc purement géométrique et ne
tient pas compte des conditions d'illumination. Pour éviter que les contours actifs ne soient perturbés
par les ombres et les reﬂets, un positionnement par rapport à l'emplacement estimé de la source
lumineuse pourrait être introduit dans le calcul de la vue suivante par vision active.
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Conclusion et perspectives
Le travail que nous venons de présenter dans cette thèse propose des outils pour le développement
d'une assistance technique à la saisie pour les personnes en situation de handicap. La thèse que nous
défendons est qu'un objet peut être saisi par un bras manipulateur guidé par la vision sans disposer
d'informations a priori et en demandant à l'utilisateur une participation minimale d'un unique clic
sur une vue de la scène. Nous soutenons également qu'une reconstruction précise de l'objet et de
l'environement n'est pas nécessaire et qu'une localisation et une caractérisation grossière de l'objet
suﬃsent, en supposant que l'objet est globalement convexe et de dimensions adéquates pour être saisi
par la pince du manipulateur. Cette thèse peut être vue comme une méthodologie complémentaire
aux méthodes existantes reposant sur des bases de données.
Nous avons tout d'abord proposé une solution au problème de la localisation grossière d'un
objet inconnu. La méthode repose sur l'utilisation d'un système de vision à deux caméras, l'une
est déportée et observe la scène, l'autre est embarquée sur l'eﬀecteur du robot. D'après l'information
donnée par le clic de l'utilisateur dans la vue déportée, on sait que l'objet se trouve sur une droite
3D passant par le centre de la caméra déportée et le clic. La caméra embarquée est commandée
par asservissement visuel sur la géométrie épipolaire pour visualiser l'ensemble de cette droite. Les
informations visuelles extraites des images acquises sont ensuite mises en correspondance avec les
informations contenues au voisinage du clic pour estimer la position tridimensionnelle de l'objet. La
méthode proposée permet tout à la fois :
 une bonne résistance aux diﬀérences de points de vue ;
 une prise en compte des incertitudes de mesure ;
 une certaine robustesse aux changements d'illumination ;
 une bonne robustesse aux mouvements relatifs de l'objet par rapport à la caméra déportée.
En ﬁn de processus, l'objet désigné se trouve dans le champ de vision des deux caméras. Ces deux
vues peuvent être utilisées pour initier une estimation plus précise de la forme et des dimensions de
l'objet suﬃsante pour la saisie.
Le problème de la caractérisation de la forme de l'objet a été traité dans le cadre d'une
observation monoculaire dynamique. La forme de l'objet est modélisée par une quadrique dont les
paramètres sont estimés à partir des contours détectés dans un ensemble d'images. Cette modélisation
donne une information sur la position, l'orientation et les dimensions de l'objet. Ce sont ces informa-
tions que nous avons retenues comme étant suﬃsante à la saisie d'un objet convexe.
Nous avons également proposé une méthode pour segmenter un objet sur un arrière plan. Elle re-
pose sur l'utilisation des contours actifs initialisés à partir de la localisation grossière de l'objet donnée
par l'étape précédente. Le contour initial peut être choisi comme une boîte englobante de dimensions
ad hoc ou comme l'ellipse correspondant aux moments 2D évalués à l'échelle caractéristique.
186 Sélectionner les meilleures vues : une méthode de vision active
Le résultat de la reconstruction partielle peut être directement utilisé pour positionner la pince du
manipulateur. Cette méthode présente plusieurs avantages :
 une représentation compacte de l'objet ;
 la caractérisation de l'objet peut être aﬃnée en utilisant toutes les images jusqu'à la saisie ;
 une certaine robustesse aux erreurs de calibration.
Nous avons montré que la caractérisation de l'objet est d'autant plus précise que les vues utilisées
pour l'estimer sont bien choisies. La dernière contribution de ce mémoire est une méthode de sélection
par vision active des vues optimales pour la reconstruction. Compte tenu de l'estimation courante des
paramètres de la quadrique qui correspond à la forme de l'objet et des vues précédemment acquises
la meilleure vue suivante peut être choisie en recherchant la position de la caméra qui apporte le
plus d'information (au sens de Shannon), c'est-à-dire la vue suivante la plus ambiguë. Plus la vue est
ambiguë a priori plus les informations qu'elle apportera feront évoluer les paramètres estimés.
Le critère à optimiser est l'entropie qui peut être directement calculée à partir du résultat de
la reconstruction. Des contraintes supplémentaires peuvent être aisément intégrées dans le processus
d'optimisation, par exemple pour interdire certaines positions telles que les positions hors de la zone
de travail du bras ou encore pour éviter des obstacles.
Ce travail soulève de nombreuses perspectives de recherche qui n'ont malheureusement pas pu être
couvertes dans cette thèse. En premier lieu, une méthode d'analyse quantitative de la précision des
résultats de localisation et de caractérisation de l'objet pourrait être mise en place pour évaluer les
résultats obtenus. Par exemple, en caractérisant un objet dont le modèle CAO est connu et pourrait
être localiser en utilisant les travaux existants dans l'équipe Lagadic [Comport 06].
La redondance d'information donnée par les deux caméras pourrait être mieux exploitée. Par
exemple, pour développer une méthode de gestions des occultations et d'évitement d'obstacles. Si
l'objet est occulté dans une des deux vues, et si cette occultation peut être détectée alors la seconde
pourrait être utilisée pour palier cette situation. D'autre part, la caméra déportée donne une vue
globale de la scène qui pourrait être utilisée pour situer à la fois la caméra embarquée et les obstacles
qui juchent son parcours. Ainsi, une commande eye-to-hand d'évitement des obstacles peut utiliser
les degrès de liberté disponible lors de l'exécution des tâche de localisation et de reconstruction.
D'autre part l'évitement des occultations peut être directement intégré comme une contrainte dans
le processus de vision active. De la caractérisation d'un objet isolé, nous pourrions alors passer à la
caractérisation d'un objet dans une scène complexe.
Le problème rémanent est celui de la détection et de la localisation des obstacles en utilisant la
vision et sans information a priori sur la scène. Ce point pourrait être résolu en utilisant les points
3D calculés lors de l'étape de localisation pour détecter les obstacles potentiels et les plans composant
la scène.
Un autre axe de recherche est de tenter de lever une à une les hypothèses poser sur l'objet ou
le système de vision. Dans cette étude, nous avons par exemple limité le type d'objets reconstruits
à des objets compacts et globalement convexes. En détectant les inﬂexions dans les contours 2D, il
serait possible de décomposer l'objet en sous parties convexes et approximer ces sous parties par des
quadriques pour aller vers une saisie d'objets de forme quelconque.
Finalement L'étalonnage du système est une hypothèse très forte, même si en pratique les méthodes
proposées sont relativement robustes à de légères imprécisions du système de mesure. Des méthodes
reposant sur des techniques sans étalonnage apporteraient une amélioration notable, en particulier
pour que les outils développes puissent être portées sur un robot médical imprécis et ﬂexible comme
le bras Manus.
Annexe A
Rappel des notations
Ra(Oa, i, j,k) repère cartésien orthonormé associé à a
E3 espace Euclidien
P3 espace Projectif
aX point 3D dans le repère Ra
aX¯(aX,a Y,a Z) ses coordonnées Euclidiennes dans le repère Ra
aX(aX¯, 1) ses coordonnées projective dans le repère Ra
aMb matrice homogène de passage de Ra vers Rb
bRa rotation entre Ra et Rb
bta translation entre Ra et Rb
A est la matrice de projection
K est la matrice d'étalonnage
ax un point 2D dans le plan image de la caméra a
axm(ax,a y, 1) les coordonnées métriques homogénès associés
axp(au,a v, 1) les coordonnées pixémiques associés
f la distance focale
xc(u0, v0)> le point central
(lx, ly) les dimensions d'un pixel
aΠ le plan image de la caméra a
(O,u,v) le repère associé à la caméra
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Annexe B
Le bras Manus
Dans ce chapitre, on rappelle les spéciﬁcités du bras Manus.
Modèle cinématique
Le Manus est un bras six axes de type RRRRRR,c'est-à-dire six liaisons rotoïdes, à huit degrés de
liberté (les six degrés de liberté du positionnement de la pince, un degrés d'élévation et l'ouverture de
la pince).
Il peut être décomposé en 7 corps Ci, i = 0..6, où C0 est le bâti (cf ﬁgure B). H = 501mm,
g1 = 400mm , g2 = 320mm et g3 = 100mm sont respectivement les distances entre les centres des
repères O0 et 01, O2 et O3, O3 et O4, O1 et O2.
Modélisation géométrique directe du bras
On peut représenter la situation Ri du corps Ci par rapport au corps Ci−1 par les 4 paramètres
de la convention de Denavit-Hartenberg modiﬁé [Khalil 86] :
 di est la longueur de la perpendiculaire commune aux axes Li et Li−1, c'est la distance, le long
de xi−1, du support de zi−1 à zi ;
 ri est la distance, le long de zi, du support de xi−1 à xi ;
 αi est l'angle entre zi−1 et zi mesuré autour de xi−1 ;
 θi est l'angle entre xi−1 et xi mesuré autour de zi.
Soit qi la position articulaire de l'axe i, les paramètres géométriques du bras Manus sont donc les
suivants :
axe : α d θ r
1 0 0 q1 H
2 pi/2 0 q2 γ3
3 0 γ1 q3 0
4 pi/2 0 q4 γ2
5 −pi/2 0 q5 0
6 pi/2 0 q6 0
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Fig. B.1  Les six liaisons rotoïdes du bras Manus
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On en déduit les matrices homogènes de passage du repère Ri−1 au repère Ri :
Ti−1,i =

cos θi − sin θi 0 di
cosαi sin θi cosαi cos θi −Sinαi −ri sinαi
sinαi sin θi sinαi cos θi cosαi ri cosαi
0 0 0 1
 (B.1)
De la position moteur à la position articulaire
Les positions articulaire que l'on évoquait au paragraphe précèdent ne sont pas lu directement sur
les codeurs places sur les axes. La valeur retournée par les codeurs est ce que l'on appelle la position
moteur. Pour transformer cette position en position articulairem il faut tenir compte des couplage
mécaniques du système, des positions des repères permettant de déﬁnir le modéle géométrique du
bras et des décalage dus a la position des zéros de ces repères.
Pour passer de la position moteur à la position articulaire, on doit applique la transformation
suivante :
qa =a Cmqm +a ∆m (B.2)
aCm est une matrice carrée de dimension 6 qui représente les couplage des diﬀérents axes. La
matrice a∆m représente les décalages entre les zéros des mesures sur les codeurs et les zéros des
positions articulaires correspondant au modèle géométrique.
Si on considère que le rapport de couplage est de ki (réel) suivant l'axe i, on obtient alors une
matrice de couplage du bras Manusest du type :
aCm =

1 0 0 0 0 0
0 1 0 0 0 0
0 k2 1 0 0 0
0 0 k3 1 k5 0
0 0 0 k4 1 0
0 0 0 0 0 1
 (B.3)
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Annexe C
Hypothèses
Cette annexe rappelle les hypothèses émises sur les objets et la scène pour parvenir à la saisie d'un
objet inconnu en milieu humain à partir de l'information donnée par un seul clic dans l'image de la
vue déportée.
Partie 1
hypothèse 1 Un point de l'objet est séléctionné par l'utilisateur. 1.3.1
hypothèse 2 La scène est statique. 1.3.1
hypothèse 3 Les objets sont génériques. 1.3.1
hypothèse 4 Les objets sont rigides. 1.3.1
hypothèse 5 Les objets sont détectables en utilisant la vision. 1.3.2
hypothèse 6 Les objets sont dans la zone de travail du bras. 1.3.2
hypothèse 7 Les objets sont dans la vue déportée. 1.3.2
hypothèse 8 Le système de vision est étalonné. 2.1.2.2
Partie 2
hypothèse 9 L'objet est globalement convexe. 5.1
hypothèse 10 L'objet présente un axe de symétrie. 5.1
hypothèse 11 La densité massique de l'objet est uniforme. 5.1
hypothèse 12 Une estimation grossière de la position de l'objet est donnée 5.4
hypothèse 13 Le contour de plus fort contraste est le contour de l'objet. 8
hypothèse 14 L'objet est inclus dans chaque image. 8
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Annexe D
Démonstrations
Cette annexe présente les preuve des trois propriété sur le calcul des valeurs propres données dans
la partie D.
Deﬁnition
Si λ est une valeur propre de la matrice A alors, il existe un vecteur x non nul, telle que Ax = λx.
Propriété 1.
si λ est une valeur propre de A, alors 1 + λ est une valeur propre de I+A.
Demonstration A partir de la déﬁnition, on obtient directement :
Ax = λx
x+Ax = x+ λx
(I+A)x = (1 + λ)x
Propriété 2.
si B est une matrice telle que dim(B) = n×m et A est une matrice carrée de dimensions m×m
alors les valeurs propres non nulles de B>BA sont égales aux valeurs propres non nulles de BAB>
Demonstration Pour toute matrice A de dimension n×m, et toute matrice B de dimension m×n,
avec m et n entier positif tels que n ≥ m, et en notant χAB(T ) le polynôme caractéristique de AB
et χBA(T ) le polynôme caractéristique de BA, on a
χAB(T ) = (−T )n−mχBA(T )
On montre ainsi que les espaces propres pour les valeurs propres non nulles ont même dimension.
Et si n > m alors AB a n−m valeurs propres nulles en plus de celle de BA
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Preuve de la propriété 3. Si A est une matrice carrée de dimensions m×m semi déﬁnie positive
alors pour tout vecteur x de dimension m non nul, l'inégalité suivante est vériﬁée :
x>Ax ≥ 0
Soit B, une matrice de dimensions n×m ,soit un vecteur y tel que y = Bx alors
x>B>ABx ≥ 0
donc B>AB est semi déﬁnie positive.
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Localisation et caractérisation d'objets inconnus à partir d'informations visuelles :
vers une saisie intuitive pour les personnes en situation de handicap
Le point de départ des travaux présentés dans cette thèse est la volonté de développement d'une aide
robotisée à la saisie intuitive pour les personnes en situation de handicap. L'outil proposé est un manipulateur
contrôlé en utilisant directement les informations transmises par deux caméras, l'une embarquée sur la pince
qui donne une vue détaillée de la scène, et l'autre déportée qui en oﬀre une vue d'ensemble. L'objet de nos
travaux est de saisir un objet a priori inconnu à partir d'un seul clic de l'utilisateur sur une image acquise
par la caméra déportée. Nous proposons des méthodes permettant de localiser et de caractériser grossièrement
un objet de forme convexe aﬁn qu'il puisse être saisi par la pince du manipulateur. Cette thèse peut être vue
comme complémentaire aux méthodes existantes reposant sur l'utilisation de bases de données. Ce manuscrit
est divisé en deux parties : la localisation grossière d'un objet inconnu et la caractérisation de sa forme.
L'objet se situe sur la ligne de vue qui passe par le centre optique de la caméra déportée et le clic. La
projection de cette ligne de vue dans la caméra embarquée est la ligne épipolaire associée aux clic. Nous
proposons donc un asservissement visuel reposant sur l'utilisation de la géométrie épipolaire pour commander
la caméra embarquée de façon à parcourir cette ligne. Les indices visuels extraits des images embarquées sont
ensuite mis en correspondance avec les indices détectés au voisinage du clic pour estimer la position 3D de
l'objet. Cette méthode est robuste à des mouvements relatifs de l'objet et de la caméra déportée au cours
du processus de localisation. En ﬁn de processus, l'objet désigné se trouve dans le champ de vision des deux
caméras et ces deux vues peuvent servir à initier une caractérisation plus précise de l'objet et suﬃsante pour
la saisie.
Le problème de la caractérisation de la forme de l'objet a été traité dans le cadre d'une observation
monoculaire dynamique. La forme de l'objet est modélisée par une quadrique dont les paramètres sont estimés
à partir de ses projections dans un ensemble d'images. Les contours de l'objet sont détectés par une méthode de
contours actifs initialisés à partir de la localisation grossière de l'objet. La caractérisation de l'objet est d'autant
plus précise que les vues utilisées pour l'estimer sont bien choisies. La dernière contribution de ce mémoire est
une méthode de sélection par vision active des vues optimales pour la reconstruction. Les meilleures vues sont
choisies en recherchant les positions de la caméra qui maximisent l'information.
Mots-clefs : Robotique d'assistance, Asservissement visuel, Modélisation 3D, Vision Active
Vision-based localisation and characterisation of unknown objets :
towards an intuitive grasping tool for the disabled
The starting point of this study is the development of a robot assistant for the disabled. The robot is a
vision-based controlled manipulator which is equipped with two cameras : one is embedded on the gripper
and gives a close view of the scene while the second one is remotely located and gives a global view of the
scene. The objective is then to grasp an a priori unknown object given the only information of one clic on
the remote image. We present methods to roughly localize the object and estimate the characteristics needed
for grasping. Our work may be seen as an alternative to the grasping procedures that are using a previously
built data-base. The thesis is divided in two parts : the rough object localization and the estimation of its
characteristics.
Given the coordinates of the clicked point, the object is known to be on the view line which connects both
the remote camera optical center and the clicked point. The projection of this view line on the gripper image
plane is the epipolar line associated with the clicked point. Epipolar based visual servoing is used to control
the embedded camera to scan this line. Image characteristics are extracted from both the remote and the
gripper view and then matched to estimate the 3D position of the object. This method holds the advantage
of being robust to object motion in the remote frame. At the end of the localization process, the object is
included in both ﬁelds of view and the estimation of the characteristics is initialized.
The object rough shape estimation is treated with a monocular mobile camera. The object shape is
approximated by a quadric whose parameters are estimated from the object projection on a set of images.
The object is segmented using an active contour method that is initialized using the output of the localization
process. The better the viewpoints, the more accurate the characteristics estimation. Finally, a active vision
method is developed to automatically select the viewpoints that improve reconstruction. The best views are
chosen in order to maximize the new information.
Keywords : Rehabilitation robotics, Visual servoing, 3D Modelisation, Active Vision
