Abstract-Traditional de hazing methods always use the dark channel a priori method to recover the original image, which leads to the calculation of the transmission is large and takes too much time. Therefore, in this paper, we present a fog-day-based image sharpening algorithm based on depth of field estimation. This approach makes use of white balancing, which eliminates the color cast that is caused by the atmospheric color. Then we extract the depth features of the haze image and construct the depth of field estimation model. Finally, the original image is restored by estimating the depth of field of each pixel of the image. The experimental results show that the method we de veloped has the capability to remove the haze efficiently, by which the finest details and edges are enhanced significantly.
I. INTRODUCTION
Currently there are two main types of dehazing methods available: image enhancement algorith m and physical model-based methods. The traditional image enhancement methods are based on the histogram equalizat ion algorith m [1] , based on the Retinex model algorith m [2] and wavelet transform based enhancement [3] . Although these methods can enhance the image, improve the quality of the image and apply to the existing mature image processing algorith ms. However, due to ignoring the misty image degradation mechanism, it may cause some loss of image information and image distortion. Demystification algorith ms based on physical models have made significant progress, using atmospheric scattering models to restore foggy images to fog-free images, where depth-based methods obtain depth information in the image using some means and then solve The parameters of the image degradation model are extracted and the parameters are substituted into the model to retrieve the foggy image. The dark channel theory proposed by He et al. [ 4] can get better reconstructed images when dealing with haze images, but the calculation of the optimal transmission by the matting algorith m is very large and takes a long time; the sky and other colors are gray and white of the bright areas produce color distortion, dark channel theory does not hold in this environment. In o rder to overcome the weakness es of the dark channel theory, scholars have tried to adopt much improvement.
Zhu et al. [5] p roposes a priori algorith m based on color attenuation under the condition of unknown scene depth of field. The concentration of fog is estimated by extracting the difference between saturation and brightness information of the image scene. According to the concentration of fog, the scene depth of field depth is estimated and then the image is restored. Although the color and the visual experience of the processed image are g reatly improved, the defogging effect is not stable. When dealing with the images of some special scenes, the defogging force is obviously not enough.
Therefore, aiming at the problems existing in the above algorith ms, this paper proposes a foggy image sharpening algorith m based on depth of field estimation. Firstly, we adopt the white balance correction and get the colo r correction chart, restore the original color of the fog. Secondly, extract the brightness and texture feature in formation by the haze image which can effectively reflect the current depth of field of each pixel. Then, the depth of field estimat ion model is built to estimate the depth of field of each pixel o f the image, wh ich is substituted into the atmospheric scattering model to recover the original image. Finally, the leading filter is used to improve the edge structure of the depth image, hence the reconstructed image will probably become more smooth.
II. FOGGY IMAGE FOGGING METHOD BASED ON DEPTH OF FIELD ESTIMATION (1)
Atmospheric scattering model:
In the field of co mputer v ision and image processing, the physical model of at mospheric degradation widely used in foggy image processing is [6] : He finds the ma ximu m value o f the pixel in the corresponding position by setting 0.1% of the pixels in the dark channel value and sets it as the atmospheric light value [7] . A lthough this estimat ion method is mo re accurate, due to the special circumstances such as white objects and strong light in the scene, atmospheric light value estimation is too high. Therefore, the restored image is prone to color cast. It also affects the transmittance estimation and h igh pixel value doesn't reflect the real at mospheric light. In order to restore the fog of the original colo r, this paper will firstly accomplish white balance correction from the foggy image.
The wh ite point (WP) algorith m, also known as the Max-RGB algorith m [8] , uses the maximu m value of the R, G, and B color components to estimate the color of the light. White balance the at mospheric light, the image is div ided by the atmospheric light value, the formula (1) can be rewritten as: 
Here the at mospheric light
A is corrected to white T （1,1,1）. Under normal circu mstances, the larger the proportion of the atmospheric light in the imaging, the higher brightness and blurred textures there is in the area [9] [10] . Because of the brightness value of each pixel in the foggy image, it increases as the fog concentration increases. We transform the foggy image fro m RGB space to HSL space and get the luminance feature informat ion of haze image L D . Texture features of objects, especially of those with a regular shape or lighter colors are very important for estimating the depth of scene. In particular, it is helpfu l to judge the depth of scene in outdoor scenes. The texture informat ion of any haze image is extracted by:
where (x)  denotes the neighborhood centered at the pixel x and  denotes the number of pixels in the neighborhood, I
 is the texture map of the foggy image. When the global at mospheric light and the scene depth of field in the atmospheric scattering model are known, the expression of the restored image can be obtained:
III. PROPOSED METHOD Co mpared with mentioned algorithms, the proposed algorith m has the following advantages: (1) Our algorith m can extract the current depth of field brightness and texture feature informat ion effectively, which overco me the limitations of the most algorithm, which relies solely on color featu res to estimate the scene depth; (2) The Proposed method calculates the white balancing of the input image, which discards the color shifting obtains the color correction map, wh ich made the color of fog is in line with human visual experience; (3) The proposed algorithm overco mes the problem of time-consuming and co mputationally expensive for the traditional method based on dark channel; (4) The details and edges will be enhanced by using the guided filter.
The algorith m's workflo w is shown in Figure 1 
Since the depth of scene depth and the fog concentration function () Wxis positively related to the relationship, so the depth of the scene depth of the image is expressed as:
where the larger the weight coefficient 2  , the higher the influence of the texture features on the fog concentration, and vice versa, the fog concentration function () Wx, the scene depth estimation model of each pixel in the picture can be rewritten as: 
Through repeated tests, we can get a more accurate scene depth depth estimat ion with the parameters In order to avoid creating too much noise, we restrict the transmission to a lo wer bound, wh ich varies between 0.1 and 0.9, and the finally scene radiance is written as V. EXPERIMENT RESULTS
(1) Subjective comparison
We select different types of challenging typical scene graphs using simu lations, such as close-up images, long-term images and sky images. Figure 2 shows the results and Figure  3 shows the comparison of the proposed method with currently used stated-of-art methods.
Zhu algorithm [5] , Tarel algorith m [11] , Ret inex algorith m [12], He algorithm [4] and the effect of the algorithm in this paper. It can be seen from the experiment results shown in Figure 3 that the de-fogging effect of Zhu algorithm is not stable and the de-fogging power is obviously not enough. Tarel's algorith m can highlight the texture details of the target scene, however, with obvious over-enhancement in visual effects, A small nu mber of Halo effects appear in the group (3) of FIGURE 3 when the algorith m is used to deal with the drastic depth change. The Retinex algorith m, although able to highlight a large nu mber of texture details, appears to be over saturated. Good, can effectively improve the subjective visual quality of the image, but often distortions exist when dealing with the target scene with at mospheric light; In contrast, the algorith m to the fog mo re thoroughly, the color reproduction is also higher, the recovery of the image in Visually more pleasing. In addition, in the experiment of group (3) in FIGURE 3, the proposed algorithm has almost no distortion and the processed sky is very close to the real scene, while other algorith ms have been damaged in varying degrees, which fu rther illustrates that our algorithm in this paper has a strong adaptability. (2) Objective comparison
The complexity of the algorith m plays a crucial role in the real-t ime visual system. The real-t ime performance of each algorith m is shown in Table 1 . Table 1 shows that our algorithm can speed up the computation. Besides, we also use the visible edge gradient ratio, informat ion entropy, statistical feature parameters and details before and after the image restoration as the objective evaluation index of the dehazing effect. VI. CONCLUSION In this paper, we propose a fast and efficient foggy image sharpening algorith m based on depth of field estimat ion. The algorith m can effectively solve color attenuation problem and incomp lete defogging of the existing mainstream algorithms. Our method not only avoids the calculation of the transmission estimation but also improves the real-time performance. Besides, to some extent, our method overcomes Zhu algorith m's insufficiency for defogging and its capability for defogging and universality are better.
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