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We study the macroscopic spatial and temporal properties
of harmonic radiation generated by a model solid in the
interaction with an intense, focused laser beam. We show
that different temporal contributions to the harmonic yield
can be separated in the spatial domain because they lead to
radiation with different divergences, similar to what is
observed in gas-phase harmonic generation. We show that
applying a spatial filter in the far field results in a temporal
separation of the two contributions upon refocusing, which
yields spatially collimated harmonics, a spectrum with well-
resolved peaks, and a subcycle time profile of the harmonic
radiation with only one burst per half-cycle. ©2018Optical
Society of America
https://doi.org/10.1364/OL.43.005339
Since the first demonstration in 2011 [1], interest in high har-
monic generation (HHG) in condensed media has been rapidly
growing. HHG in solids has potential both as a bright, control-
lable source of ultrafast vacuum and extreme ultraviolet (VUV
and XUV) light [2–6] and as a means of exploring ultrafast
dynamics of electrons in the condensed phase [7–10]. For
applications in harmonic spectroscopy and time-domain char-
acterizations, in particular, it is important that the temporal co-
herence properties associated with the HHG process are well
characterized so that they can be deconvoluted from measure-
ments of target-specific dynamics [7,11,12].
The temporal coherence properties of solid-state HHG have
been shown to depend strongly on the nonlinear generation
mechanism [4,5,9,13], in which both intraband and interband
processes contribute to the emission [2,5,7,9,14,15]. The
HHG process can be described in momentum (k) space in
terms of half-cycle-periodic electron dynamics on the band
structure, initiated by tunnel ionization from the valence band
(VB) to the conduction band (CB). The field-driven acceler-
ation of the electron on the CB gives rise to an intraband
current, whereas the time-dependent coherence between the
population in the CB and VB gives rise to an interband
polarization [2,14–16]. The cutoff energy in the harmonic
spectrum is determined by the maximum bandgap [14,17],
and excitation to higher lying CBs can give rise to secondary
plateaus with higher cutoff energies [3,15]. The dynamics on
the VB and CB are illustrated in the inset in Fig. 1(a), with the
arrow connecting the two bands representing the interband
polarization at a particular energy. The intraband harmonics
will in general be emitted all at the same time each half-cycle,
near the peaks of the electric field, whereas the interband
harmonic radiation is emitted at different times and therefore
exhibits an attochirp [5,9,15].
Harmonic spatial coherence has only been characterized in a
few experiments [8,9], for which the harmonic radiation (in
SiO2) was dominated by the intraband contribution, leading
to good spatial coherence. It is still an open question as to
how the generation mechanism for and the propagation of
the harmonic radiation in the macroscopic sample affects
the spatiotemporal properties of the generated light. In a recent
calculation incorporating propagation effects in one dimension,
Floss and collaborators showed that well-resolved harmonic
peaks could result from an initially unresolved spectrum
[18]. This suggests that efforts to control the harmonic spatio-
temporal coherence properties at the macroscopic level, which
has been tremendously successful for HHG in gases [19–21],
may also be applicable for HHG in solids.
Fig. 1. Time-frequency profiles in the near field, (a) before and
(b) after spatial filtering. Inset in (a) shows the laser-driven electron
dynamics on the VB and CB during one-half laser cycle. Red arrows
illustrate that each VB-CB energy difference (blue arrow) is entered
twice: when the increasing (decreasing) vector potential accelerates
(decelerates) the electron to that k-value.
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In this Letter, we study the macroscopic spatial and tempo-
ral properties of the harmonic radiation generated by a model
solid in the interaction with a intense, focused laser beam. We
show that different temporal contributions to the harmonic
yield can be separated in the spatial domain because they have
different divergences, even in the absence of longitudinal phase
matching. We also show that the harmonic divergence can be
modeled analytically by considering the space- and time-
dependent phase accumulated by an electron in a two-level
system. The spatial separation means that applying a far-field
spatial filter results in a temporal separation of the two contri-
butions beyond the filter, which yields spatially collimated har-
monics, a spectrum with well-resolved peaks, and a subcycle
harmonic time profile with only one burst per half-cycle.
Our calculations proceed in three steps: first we calculate the
microscopic nonlinear current generated by a one-dimensional
periodic system interacting with an intense mid-infrared laser
pulse, linearly polarized along the system axis. Then we
calculate the macroscopic current density that would be
produced across the focal plane of a focused laser beam inter-
acting with a uniform distribution of identical periodic systems,
mimicking one crystal plane. In the limit of an infinitely thin
crystal, we approximate the total harmonic electric field at the
exit of the crystal to be proportional to the macroscopic current
density, and transform it to the far field. Finally, we apply a
spatial filter in the far field and compare the (refocused) har-
monic radiation to that of the original near-field distribution.
We also show that the thin medium limit is a good approxi-
mation for the crystal response, given that the absorption
lengths for above-bandgap light in many condensed media
are on the order of a few to a few tens of nanometers (nm).
We calculate the nonlinear current by solving the time-
dependent Schrödinger equation (TDSE) in the velocity
gauge, using a basis of field-free Hamiltonian eigenstates
(Bloch states) that form the band structure. For details, see
[15,22]. In the velocity gauge, the harmonic spectrum can
be calculated independently from each crystal momentum k
as the Fourier transform of the time-dependent current jkt 
−hψktjp̂jψ kti  At (in atomic units), and then added
coherently. At is the laser vector potential, and the matrix
elements of the momentum operator p̂ are calculated from
the Bloch states. Here, we include only the contribution from
k  0, which has the largest tunneling probability and there-
fore is expected to be dominant, at least at moderate intensities
[14]. Furthermore, we have shown that the field-dressed states
of the k  0 multilevel system exactly reproduce the full band
structure they originate from [22,23]. This means that the
HHG process in the k  0 system exactly mimics the electron
dynamics on the band structure, in terms of tunneling (of an
electron originating at the Gamma point), acceleration on the
band (in the multilevel system, this is equivalent to the
evolution of the dressed states with the vector potential),
and coherence between the dressed states leading to emission.
This approach has led to good agreement with experimental
results in several cases [3,5,23].
We use a Mathieu-type periodic potential V x 
−0.371 cos2πx∕a0 with lattice constant a0  8 a.u.
leading to a minimum (maximum) VB–CB bandgap of
4.2 eV (14.5 eV). We include the four lowest bands in the cal-
culations, although only the VB and the lowest CB contribute
significantly to the dynamics. The laser pulse vector potential
has the form A0f t sinω1t, where A0 is the peak vector
potential, ω1 is the laser frequency, and the envelope f t 
sin2ω1t
22
 has a full width at half-maximum (FWHM) pulse
duration of approximately four optical cycles. We use a central
wavelength of 3.2 μm and a peak intensity of 0.87 TW∕cm2.
This means that the primary plateau in the harmonic spectrum,
which is dominated by the interband polarization [15], spans
from harmonic 11 (H11) up to H37.
The cylindrically symmetric macroscopic electric field,
Er,ω, is calculated at the focus of a Gaussian laser beam with
a waist of 20 μm, where r is the near-field radial coordinate and
ω is the frequency. In an experiment, this would correspond to
the crystal being positioned so that its back face is at the laser
focus. We then calculate the far-field electric field at some
distance L beyond the nonlinear medium, Er 0,ω, within
the paraxial approximation, as the Hankel transform of
Er,ωeiωr2∕2Lc , where c is the speed of light. Finally, we also
calculate the macroscopic harmonic signal that would be mea-
sured in a target area, after refocusing the harmonic radiation
with a small mirror that also acts like a spatial filter. This is done
by applying a trigonometric spatial filter with a FWHM (diam-
eter) of 2 cm and then back transforming to the near field.
Figure 1(a) shows the harmonic time-frequency profile pro-
duced on axis in the laser focus (r  0), calculated using a
Gabor wavelet transform [24]. For all energies above the mini-
mum bandgap, the time-frequency profile exhibits two bursts
of light per half-cycle, corresponding to the two times the elec-
tron passes the k-space point on the conduction (and valence)
band where the bandgap matches that energy. As the photon
energy increases, the two times approach each other until there
is only one emission time at the cutoff energy. This behavior is
very similar to that found for HHG in gases, where each har-
monic is emitted at least twice per half-cycle, corresponding to a
so-called short or long quantum path followed by the con-
tinuum electron wave packet in real space [25]. For gas-phase
harmonics, it is well known that the harmonic radiation asso-
ciated with the two different paths separates in the far-field
spatial domain, because of a different intensity-dependent
phase imposed on the near-field radial profile [19]. It is thus
natural to wonder whether a similar effect might occur in
the macroscopic response from a condensed phase system.
Figure 2(a) shows the intensity profile of the harmonic ra-
diation in the far field, L  1 m beyond the laser focus. For
improved visibility, we have smoothed the data using a 2ω1
rolling average. The figure shows that the harmonic spatial pro-
files clearly have two contributions, one intense and narrow,
extending to about 1 cm, and the other weaker and broader.
As the photon energy increases toward the cutoff, the two con-
tributions approach each other and eventually merge.
This behavior can be understood from the different radial
phase imposed on the two different temporal contributions to
the harmonic radiation (when, as in our case, it is dominated by
the interband contribution). The phase accumulated by each
contribution increases with emission time and is approximately
proportional to the field strength (as we will show below),
which varies across the laser focus. This means that the radial
phase of the first (second) contribution is small (large), which
leads to a small (large) divergence and a narrow (broad) peak in
the far field. Likewise, since higher harmonics are emitted later
(earlier) in the half-cycle for the first (second) contribution,
they have larger (smaller) divergences than lower harmonics.
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We can analytically calculate the laser-imposed radial phase
variation of the harmonic radiation by approximating our
periodic system as a two-level system. Then the instantaneous
emission frequency corresponds to the instantaneous energy





. Here ω12 is the field-free energy differ-
ence (the bandgap in our system), Ωt  p12At is the Rabi
frequency associated with the laser field, and p12 is the two-level
transition matrix element. In each half-cycle, the electron tun-
nels from the lower to the upper level at t  0 (at the zero of
the vector potential) and the time-dependent dipole moment at
emission time te has therefore accumulated a phase ϕte 
−
R te
0 Eitdt. The field-dependent spectral phase accumulated
at harmonic energy ωh, due to the first contribution to that





Eir, t − ωhdt, (1)
where the emission time t1r (in the half-cycle at the peak of
the pulse) is found from the earliest time where Eir, t1  ωh,
and the r-dependence comes from the variation of the peak
vector potential across the laser focus.
Figure 2(b) (solid lines) shows the analytically calculated
radial phase of the first contribution to three different harmon-
ics. As expected from the discussion above, the radial phase
variation is faster for the higher harmonics. The second con-
tribution has much faster phase variations that become slower
with increasing harmonic order (not shown). We note that in
our analytical model, H31 is not generated beyond 8 μm when
the laser intensity drops below its cutoff value. Figure 2(b) also
shows the radial phase calculated numerically after applying the
far-field spatial filter and back transforming to the near field
(dashed lines). The small deviation between the two sets of
curves results from both that (i) the spatial filter suppresses
the second contribution but cannot eliminate it completely,
and (ii) the two-level behavior is an approximation to the
multilevel system used in the numerical calculations.
Finally, we consider the change in harmonic emission prop-
erties in the target area after spatial filtering. Figure 1(b)
shows that the time-frequency profile has clearly changed to
be largely dominated by the first emission peak. This is the
most important result of our work—it means that a spatial filter
can control the spectral and temporal coherence properties of
the harmonic radiation from condensed phase materials.
We demonstrate the improved coherence properties of the
filtered radiation further in Fig. 3, which compares the (a)
radially integrated spectrum, and the (b, c) near-field radial pro-
files of H17 and H31 before and after the spatial filter. The
unfiltered spectrum in Fig. 3(a) exhibits the characteristics
of multiple interfering contributions that wash out the har-
monic structure. In contrast, the spatially filtered spectrum
shows well-resolved harmonic peaks through most of the pla-
teau. Likewise, harmonic radial profiles are smooth and well
behaved for the filtered radiation, in contrast to those of the
unfiltered radiation. This indicates that also the spatial coher-
ence properties have been significantly improved by the spatial
filter. For the harmonics closest to the cutoff, the first and sec-
ond contributions are not well separated in the spatial (or tem-
poral) domain, and the filter is therefore less effective. We note
that the total yield is clearly much lower in the filtered spectrum
since the spatial filter blocks a substantial portion of the
harmonic radiation. However, the yield in the harmonic peaks
themselves is in general reduced by less than a factor of 10,
indicating that the spatial filter mostly suppresses the more
divergent, less coherent part of the harmonic emission.
We note that because of the very short absorption lengths of
the harmonics in condensed phase materials, longitudinal phase
matching plays no role in the quantum path selection demon-
strated in Figs. 1(b) and 3. We have estimated the effect of
propagation and absorption of the harmonics in the crystal
by adding up the contribution from multiple crystal slices span-
ning a thickness of up to 300 nm. Each slice is multiplied by a
frequency-dependent phase factor, due to the refractive index
mismatch between the driving field and the harmonics
(dispersion), as well as an amplitude factor due to absorption.
We use optical constants of 1.9 and 1.6 for the refractive index
of the fundamental and the harmonics, respectively, and 0.5 for
Fig. 2. (a) Far-field spatial-spectral profile, shown in log scale.
(b) Near-field radial phase for H17, H25, and H31 (lowest to highest
curves). Solid lines show two-level analytical prediction (see text);
dashed lines show numerical result after far-field spatial filtering.
Fig. 3. (a) Radially integrated harmonic spectrum, and (b, c) near-
field spatial profiles for (b) H17 and (c) H31. Dashed (solid) lines
show near-field results before (after) spatial filtering in the far field.
The filtered radial profiles for H17 (H31) have been scaled by 10
(5). Dotted line in (a) shows the filtered near field from a 300-nm-
thick crystal (scaled for clarity).
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the harmonic extinction coefficient. As an example, this means
that the absorption length for radiation near H25 is about
20 nm. These values approximately mimic ZnO, which has
a minimum bandgap of 3.3 eV [26,27], but are also generically
representative of a range of transparent crystals. Figure 3(a)
shows that the harmonic spectrum after (and before, not
shown) spectral filtering is unchanged by the finite thickness,
apart from a relative increase of the lower harmonics compared
to the higher harmonics. We also find that beyond a thickness
of ∼100 nm, the spectrum is essentially unchanged. Although
these results are not surprising considering the high density of
solids, it is nevertheless different from that of HHG in gases,
where phase matching plays an important role in shaping
harmonic coherence properties [28]. Note that to fully account
for the crystal thickness, in particular the effect of the laser pulse
propagation, would require solving the coupled wave equation
and TDSE, which is beyond the scope of this work. However,
recent calculations incorporating one-dimensional, longi-
tudinal, propagation effects suggest that macroscopic effects
of the laser field propagating through the crystal do influence
the harmonic spectral resolution [18] and would thus be
worthy of further consideration.
In summary, we have shown that multiple temporal contri-
butions to the harmonic emission from a model solid separate
spatially in the far field due to their different divergence
properties, even in the absence of longitudinal phase matching.
This means that a spatial filter placed in the far field results in a
temporal separation of the two contributions upon refocusing,
and thereby spatially collimated harmonics, a spectrum with
well-resolved peaks, and a subcycle time profile of the harmonic
emission with only one burst per half-cycle. Experiments have
in general measured well-resolved harmonics even in the
absence of spatial filtering [2,3,6,7,16], in contrast to the pre-
dictions of a variety of calculations [14,15,29–31]. Many cal-
culations have employed short decoherence times to model
electron–electron interactions, thereby suppressing processes
similar to the second emission above [2,5,14,23]. Our results
suggest that the macroscopic temporal and spatial, transverse,
coherence properties of the harmonic radiation also play an im-
portant part in what will be measured in experiments, namely
that it is primarily the promptly generated harmonic radiation
(such as the first contribution discussed above) that will propa-
gate in the forward direction, with limited divergence. It is also
possible that the second contribution is very sensitive to imper-
fections and propagation-induced laser profile changes, making
it even less collimated than discussed above and therefore less
likely to be detected. This also suggests that looking at HHG
from solids in reflection would yield different spatiotemporal
properties of the harmonic light [32]. Another interesting
prospect would be to consider the coherence properties of har-
monics in the second plateau [3,5], which are emitted later
than first-plateau harmonics since they result from population
transferred to higher-lying CBs in a stepwise process, through
the first CB. Our prediction based on the results above would
then be that the coherence properties of these second-plateau
harmonics would be more difficult to control through spatial
filtering. Likewise, it would be interesting to study the
spatiotemporal coherence properties of more realistic crystals
such as those used in current experiments, for which the 3D
band structure and density of states would be expected to
play a role.
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