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I. MOTIVATION
R EAL-TIME optimization applications such as model predictive control (MPC), state estimation, signal processing, and set-point optimization rely on fast and repetitive solutions of optimization problems [1] . Solution time needs to be reduced in order to capture fast dynamic behavior and highfrequency disturbances (in some applications it is necessary to solve problems in microseconds). In some applications (e.g., smart thermostats, unmanned vehicles) it is also necessary to solve optimization problems on a low-cost embedded computing platform operating with limited processing speed, memory, and power. Limitations imposed by embedded platforms limit the use of off-the-self optimization algorithms and software implementations.
A notable application of real-time optimization on embedded platforms is building energy management. Over 50% of the energy consumption of a building is used by heating, ventilation, and air conditioning (HVAC) systems [2] . An HVAC system is composed of different subsystems such as air handling units (AHU), fans, ducts, and variable air volume (VAV) boxes that condition and deliver air to multiple building zones. A realtime HVAC set-point optimization application identifies feasible and cost-efficient resource allocations that satisfy subsystem constraints as disturbances such as weather and internal loads vary in time [2] . Many of these optimization applications require fast solutions of nonlinear optimization problems to capture, for instance, changes in occupancy or faults [3] .
Interior-point algorithms provide a flexible framework to solve optimization problems on a variety of computing platforms as they enable modularity of linear algebra implementations [4] . Among different algorithmic variants, filter line-search strategies have proven to be particularly flexible and robust for handling complex applications. Software implementations for general nonconvex problems include IPOPT [5] , IPFILTER [5] , and PIPS-NLP [6] . As argued in [6] , a filter line-search setting enables the implementation of a wider range of linear algebra strategies (to solve the primal-dual linear system) compared to trust-region counterparts. Such flexibility enables implementations on diverse computer architectures that range from large-scale computing clusters to embedded computing platforms [7] - [9] . In some MPC applications, for instance, it is possible to exploit the linear algebra structure of the optimization model to accelerate solutions or to tailor the linear algebra strategy to a specific platform [8] , [10] , [11] . In nonconvex settings, a filter line-search algorithm monitors for the presence of negative curvature by using inertia information from the linear algebra system [5] . If negative curvature is detected, the Hessian matrix is regularized (called primal regularization) to ensure that the Newton step delivers descent directions. The algorithm might also need to perform dual regularization whenever the Jacobian matrix is rank deficient. Dual regularization has proven to be an effective strategy in actual implementations [12] , [13] but no formal theoretical treatment has been provided. In particular, global convergence of existing filter line-search methods cannot be guaranteed in the presence of dual regularization.
Another important class of methods that are attractive for realtime optimization and control are augmented Lagrangian (AL) methods [14] - [17] . These methods are attractive because they operate only on the primal space (thus reducing computational complexity) and directly minimize a merit function. Moreover, using AL schemes within an interior-point framework enable modularity in linear algebra (because the linear algebra kernel does not change and can be solved by using conjugate gradient (CG) schemes and Cholesky factorization approaches with static structures). AL methods can also be implemented within an active-set framework by using projection methods combined with CG and Cholesky but such approaches limit modularity in linear algebra because the structure of the linear algebra kernel is not static [18] - [20] . Consequently, from a modularity standpoint, interior-point frameworks are preferred. A drawback of using AL within an interior-point framework, however, is that AL algorithms require the solution of nested subproblems (AL subproblem within the barrier problem). In summary, a filter line-search approach provides more flexibility to accept/reject steps and accelerate convergence but steps are more expensive to compute.
In this work, we present a filter line-search strategy for nonconvex optimization that uses a constraint violation metric and an AL function to reject and accept steps (as opposed to a constraint violation metric and the objective function used in a standard setting). We refer to this strategy as the AL filter linesearch algorithm. We show that, by designing the filter in this form, it is possible to guide primal-dual regularization of the linear system. In particular, we prove that the proposed algorithm is globally convergent even when the linear system is persistently regularized in the primal-dual space. We thus provide a solid theoretical support to address curvature and rank deficiency issues. More importantly, by using dual regularization, we can inherit computational features of AL approaches that are attractive in embedded implementations. In particular, we can use a fast Schur-Cholesky decomposition scheme that operates on the primal space. With this, we avoid the need to use symmetric indefinite factorizations operating on the primal-dual space (which involve higher overheads and require more sophisticated computing processors). We implement our strategy on the interior-point solver PIPS-NLP and perform numerical tests by solving HVAC optimization problems and on an embedded computing platform. We demonstrate that the proposed approach reduces solution times by a factor of over 1000.
The paper is structured as follows. In Section II, we present the AL filter line-search algorithm. The convergence analysis of the scheme is presented in Section III. In Section IV, we present numerical results for the HVAC application. We close the paper with a short conclusion and directions for future work.
II. ALGORITHMIC DEVELOPMENT

A. Basic Notation and Preliminary Results
We are interested in the solution of problems of the form:
where x ∈ IR n are the primal variables and we make the blanket assumption that the mappings f : IR n → IR and c : IR n → IR m are twice differentiable on an open set C ⊆ IR n . In addition, we assume that their values and derivatives are bounded in C. To handle NLPs with inequality constraints, we use a logarithmic barrier framework, which transforms the NLP into a sequence of equality constrained NLPs of the form (1). The Lagrange function of (1) is given by
where y ∈ IR m denote the Lagrange multipliers (dual variables) of the equality constraints. We define the constraint violation measure:
where · is the Euclidean norm. The AL function is given by
where δ c ≥ 0 is a fixed penalty parameter and we note that L(x, y) = AL(x, y, 0). Since δ c is fixed, we drop the dependence of the AL function on this parameter from the notation. We say that an iterate (x k , y k ) is feasible if c(x k ) = 0 and stationary if ∇ x L(x k , y k ) = 0. We also recall that
Consequently, if (x k , y k ) is both feasible and stationary, we have that
We develop a regularized Newton method that computes a step (d k , p k ) at iteration k for primal and dual variables. This is done by solving the following linear system (we refer to this as the KKT or augmented system):
For clarity in the presentation, we write the second row as
We refer to the matrix on the left-hand side as the KKT matrix. Here, W k ∈ IR n ×n is a symmetric matrix that approximates the Hessian of the Lagrangian ∇ xx L(x k , y k ) and we assume W k to be bounded on the open set C. The Jacobian of the constraints is denoted as
T ∈ IR m ×n and we define the quantities We highlight that δ c k and δ c are parameters that are related but they are not necessarily the same (the first one might or might not be updated at each iteration k to regularize the linear system while the second one remains fixed). We use the same notation, however, to highlight their relationship.
We pick δ w k , δ c k , such that the KKT matrix is nonsingular at each iteration. We refer to this test on the KKT matrix as the nonsingularity test (NST). From (7), we can see that the regularization of the 2 × 2 block of the KKT matrix introduces a perturbation to the linearized constraints. To control the size of such perturbation, we define the dual perturbation test (DPT)
where β ∈ [0, 1). We see that adding dual regularization to the linear system has the effect of pushing the search step away from satisfying the linearized constraint violation. The perturbation vanishes for the unregularized system with 1/δ c k = 0. We also note that, if h k = 0 (i.e., the iterate x k is feasible), then DPT can only be guaranteed to hold if 1/δ c k = 0. We also impose the following curvature test (CT) for step d k :
for κ > 0. This test is necessary to ensure that the Newton step is a suitable descent direction for the AL [13] . To see that there exists a regularization pair (δ w k , δ c k ) such that NST together with DPT and CT can hold (at all iterates with h k > 0) we define the Schur system of (6):
where S k is the Schur complement matrix and has the form:
The Schur system representation exists if 
holds to ensure that the KKT matrix is nonsingular (NST holds) and that CT holds. We thus conclude that we can always find a regularization pair (δ w k , δ c k ), such that NST, CT, and DPT hold. We highlight that, if the Jacobian A k has full row rank, we can ensure that NST and CT hold by picking δ w k large enough, such that the reduced Hessian is positive definite. As shown in [13] , however, this approach is restrictive in the sense that it requires the Jacobian to be full rank and it requires inertia information of the KKT matrix to infer if the reduced Hessian is positive definite. By ensuring that NST and CT hold directly, we bypass these limitations.
The Schur complement representation also reveals that one can compute the step d k by solving system (10) and then recover the multiplier step p k from (7). This is important because the Schur complement has the dimension of the primal space (as opposed to the KKT matrix which has the dimension of the primaldual space). It is also well known that the Schur matrix is the Hessian of the AL and can be made positive definite by properly selecting (δ . This provides flexibility to use different linear algebra strategies such as Cholesky factorization or a preconditioned conjugate gradient scheme, as opposed to symmetric indefinite factorizations that operate on the full primal-dual KKT system (6). This flexibility is desirable for implementations on embedded platforms that have limited computing resources.
We emphasize that, at any feasible iterate (with h k = 0), we must ensure that the Jacobian has full row rank (so that NST and DPT hold.) This implies that the proposed algorithm will need to revert to the full augmented system representation with 1/δ c k = 0 whenever we encounter a feasible iterate. We elaborate on this issue later on.
We define the following criticality measure:
We will show that, under the globalization framework considered, this can be used as a measure of stationarity. We also define the following linear models of the difference between the constraint violation and of the AL from point (x k , y k ) to point
The first relationship is easy to establish, while the second relationship follows from
We say that the primal step
From (13) and (14), it is clear that the following bounds hold:
for constants M h , M AL > 0 bounding the second derivatives.
If NST holds and if we assume boundedness of the derivatives of the objective and constraint functions, we also have that there exist constants
B. Filter Line-Search Algorithm
We define a two-dimensional filter that uses the constraint violation and the AL to accept and reject iterates. The filter is initialized at k = 0 as
with a given parameter h max > 0. We will see that, by choosing AL instead of the objective function f (·) (as is done in standard settings), we can achieve compatibility between the structure of the regularized linear system (6) and the filter globalization procedure.
Given a step (d k , p k ), a line search is started from counter ← 0 and α k, = α
We consider the following conditions to check whether a trial iterate should be accepted.
1) Filter Condition FC:
2) Switching Condition SC:
and
3) Armijo Condition AC:
Here, κ h > 0, s h > 1, s AL = 1, γ AL , γ h ∈ (0, 1), and η AL ∈ (0, 1) are given constants. The filter condition FC is the first requirement for accepting a trial iterate
e., the trial iterate is contained in the filter) the step is rejected and we decrease the step size. If the trial iterate is not contained in the filter, we test for additional conditions. We have the following two possible cases. 1) If SC holds, the step (d k , p k ) is a descent direction for the AL, and we check whether AC holds. If AC holds, we accept x k (α k, ). If not, we decrease the step size. 2) If SC does not hold but SDC does, we accept
is accepted under SDC, the filter is augmented as
otherwise, we leave the filter unchanged (i.e., F k +1 ← F k ). If the trial step size α k, becomes smaller than a threshold α min k and the step is not been accepted in either case, we revert to feasibility restoration (find a sufficiently feasible point that is acceptable to the filter) and the filter is augmented. We establish a value for α min k in Section III-A. We define the set of iteration counters in which the filter is augmented as A and the set of counters in which the feasibility restoration phase is denoted as R.
We refer to the first condition of SDC as SDCh to emphasize that this condition accepts the trial iterate if it improves the constraint violation. Similarly, we refer to the second condition as SDCAL to emphasize that this condition accepts the trial iterate if it improves the AL. We refer to successful iterates in which the filter is not augmented (iterates in which SC and AC hold) as L-iterates. The filter line-search algorithm is summarized below.
Filter Line-Search Algorithm
satisfies NST, CT (9), and DPT (8) ( 
set ← + 1, and go to Step 4b.
and (18) is not satisfied, augment filter using (23) . Otherwise, leave filter unchanged. 8) Next Iteration. Increase iteration counter k ← k + 1 and go to Step 3. 9) Feasibility Restoration. Compute an iterate x k +1 , y k +1 that satisfies FC (17) and SDC (21) and add k to R. Augment filter using (23) ( add k to A), and go to Step 7. Remark: The feasibility restoration phase seeks to find a point that is feasible if the step size becomes smaller than a certain threshold. For more details, the reader is referred to [21] .
III. PROOF OF GLOBAL CONVERGENCE
Having established basic results and stated the algorithm, we proceed by establishing conditions that guarantee global convergence. We first show that the different step tests proposed yield descent directions for the constraint violation and for the AL. We then show that these properties are sufficient to guarantee that the filter line-search algorithm delivers at least one limit point that is feasible and stationary.
A. Step Computation
We first establish conditions under which the Newton step computed from (6) will be productive in the sense that it will satisfy either SC or SDC. We also prove that the norm of the primal step can be used as a criticality measure.
In a standard filter setting it is possible to prove that, if the KKT system (6) is solved for We thus extend existing results to consider these cases. We start by establishing conditions for descent of h(x), which is required to satisfy SDC.
The second equality follows from (7) and the last inequality follows from (3) and DPT (8) with β ∈ [0, 1). Remark: We note that Lemma III.1 holds at feasible iterates with h k = 0 (which implies c k = 0 and that we use 1/δ c k = 0 in the KKT matrix). This is because A k d k = −c k holds.
We now prove that the norm of the primal step can be used as a criticality measure (12) . 
Proof: For simplicity in the notation, we use k instead of k i and we defineW k :
We also have that
Combining terms we obtain
We know that α ≤ 1 and
The result follows with
This completes the proof. 
We thus have that d
Remark: Lemma III.2 holds at any feasible iterate with h k = 0 (which implies c k = 0 and that we set 1/δ c k = 0 in the KKT matrix). This is because we have that d
Lemma III.1 guarantees that a step that satisfies DPT yields h(x k (α k, )) < h k for sufficiently small α k, . It is not guaranteed, however, that a trial step size can be obtained that satisfies the sufficient decrease condition (SDC). If SDC does not hold for a sufficiently small step size, a feasibility restoration phase will be needed to obtain a point that is admissible to the filter. We now determine a minimum step size α < 0, then from the second condition of SC, we can see that we do not want to revert to restoration for α satisfying 
with b 2 k − 4a k c k ≥ 0 for all three conditions. If SC is not satisfied, then the decision to switch to restoration is based on SDC. From Lemma III.1 we have that, if DPT holds, then m h k (α) ≤ 2α(β − 1)h k . Consequently, SDCh will hold if 2α(β − 1)h k ≤ −γ h h k which implies that we do not want to revert to restoration if
Note that the standard (unregularized) filter algorithm uses 
We defineĉ k := γ AL h k and we do not revert to restoration if
k − 4a kĉk ≥ 0 for all three conditions. Considering (33), (34), and (36) altogether, we have that the minimum step size triggering restoration is 
B. Feasibility
We now prove that the algorithm eventually delivers a subsequence of iterates that yield a feasible solution.
Lemma III.3: At all feasible but not optimal iterates k (i.e., h k = 0 and χ k > 0) we have that
Proof: Observe that Φ k > 0 for k = 0. Suppose now that the claim is true for k − 1. If h k −1 > 0 and d k −1 is such that the filter is augmented in iteration k − 1 by (23), then we have Φ k > 0 because γ h ∈ (0, 1). From Lemma III.1 we know that such a step d k exists. If, on the other hand, h k −1 = 0, then we know from Lemma III.2 that m AL k −1 (α) < 0 for all α ∈ (0, 1] and the switching condition SC must hold. In addition, from (37) we have α min k = 0, and consequently the back-tracking procedure is eventually able to find an acceptable step size α ≥ α min k that satisfies AC. Therefore, the filter is not augmented in this case and
The above result states that the filter never includes feasible points (i.e., satisfying h k = 0).
Lemma III. 4 : If the filter is only augmented a finite number of times (i.e., |A| < ∞), then
Proof: We choose an iteration K such that for all k ≥ K the filter is not augmented. We thus have that SC and AC hold for k ≥ K. From [12, Lemma 5] we know that there exists c 4 
Consequently, for all i = 1, 2, . . . ,
Because AL(·) is bounded from below as i → ∞, the series 
Proof: The NST condition guarantees the existence of search steps. DPT guarantees that iterates k ∈ A exist that provide sufficient reduction in the constraint violation. Moreover, the limit exists because h k = 0 implies 1/δ c k = 0. In addition, CT guarantees that iterates k / ∈ A exist. The proof thus follows along the lines of [12, Theorem 1] .
Remark: At this point it is important to highlight that the algorithm provides some flexibility to handle rank-deficient Jacobians but only at nonfeasible points (i.e., h k > 0). In particular, even if the Jacobian is rank deficient, we can choose δ w k and δ c k appropriately to satisfy NST, DPT, and CT. However, since we require that 1/δ c k = 0 whenever h k = 0, the NST condition can only be satisfied when the Jacobian has full row rank (particularly at a stationary solution). Designing algorithms that converge to points with rank-deficient Jacobians is significantly more challenging and beyond the scope of this paper (for approaches dealing with such problems, the reader is referred to [24] ). We highlight, however, that one of the main objectives behind the design of the proposed algorithm is to allow for primal-dual regularization of the KKT system (even if the NLP has full rank Jacobians) in order to avoid solving a KKT system in the primal-dual space. In this respect, the algorithm provides great computational flexibility.
C. Optimality
We now prove that the algorithm eventually delivers a subsequence of iterates that yield a feasible and optimal (stationary) solution for the NLP. 
(43) Proof: From (15) and because CT guarantees that there exists
Because NST holds, we have that
we have that
The result follows. Lemma III.7: Assume the filter is augmented only a finite number of times (i.e., |A| < ∞). Then 
(44) Following the reasoning of Lemma III.4 we have that AL k i is monotonically decreasing and because it is bounded below we have that lim i→∞ α k i = 0. Assume now thatK is large enough so that α k i < 1 which means that for k i ≥K the trial step size α k,0 = 1 was not accepted. The last trial step α k i , i ≥ α k i must have satisfied SC (by construction). Therefore, the last trial step must have been rejected because AC does not hold and thus
or, alternatively, it must have been rejected due to the fact that it is in filter and thus
We now argue that neither of these two situations can occur. First 
for β ∈ [0, 1). Because lim i→∞ α k i , i = 0 and lim i→∞ h k i = 0 we have from Lemma III.4 that, for k i large enough, h( which is a contradiction to (46) .
The next lemma is needed to guarantee that, under the step computation mechanism, it is possible to find a step size that is acceptable to the filter.
Lemma III.8: Let {x k i } be a subsequence with k i / ∈ R inc and m k i (α) ≤ −α 2 for 2 > 0 independent of k i and for all α ∈ (0, 1]. There exist constants c 5 , c 6 > 0 such that
for all k i and α ≤ min{c 5 , c 6 h k i }.
Proof: By construction we know that a current iterate x k i is not in the filter (i.e., (
. Furthermore, we know that this implies that (h, AL) / ∈ F k i if AL ≤ AL k i and h ≤ h k i and therefore that an iterate satisfying such conditions is acceptable to the filter. If we let c 6 :
where the first inequality follows from Lemma III.1. Therefore, from the Taylor bounds (15), we have that h(
Similarly, if CT holds, we have from Lemma III.2 that there exists m AL k i (α) ≤ −α 2 (at least for sufficiently small h k i ). In this case, we have that
for α ≤ c 5 and
The following lemma corresponds to [12, Lemma 10] and proves that for a subsequence of nonoptimal iterates the filter is eventually not augmented. We only state the result for completeness. The proof does not change.
Lemma III.9: Let {x k i } be a subsequence with χ k i ≥ for > 0 independent of k i . There exists K such that for all k i ≥ K the filter is not augmented (i.e., k i / ∈ A). We are now in a position to state the main convergence result. Theorem III.3: The algorithm delivers a sequence of iterates {x k } satisfying:
Proof: The first result follows from Theorem III.2. To establish the second result we consider two cases. First, if the filter is augmented only a finite number of times, then Lemma III.7 already establishes the result. Second, consider that there exists a subsequence {x k i } such that k i ∈ A for all i. Now suppose that lim sup i→∞ χ k i > 0. Then, by construction of the algorithm, there exists a subsequence {x k i j } of {x k i } such that lim j →∞ h k i j = 0 and χ k i j ≥ for all k i j . Lemma III.9 guarantees that there exists sufficiently small k i j such that the filter is not augmented and thus k i j / ∈ A. This contradicts the assumption on the subsequence {x k i } and thus such a subsequence cannot exist. The result follows.
Remark: We can use the proposed approach to address inequality constraints within a logarithmic interior-point framework. In particular, for a problem of the form:
we can solve a sequence of equality-constrained barrier subproblems
for decreasing values of the barrier parameter μ > 0. The proposed algorithm can thus be applied by using the barrier ϕ(x) instead of the objective function f (x) and by using a primal-dual approximation of the Hessian of ϕ(x). The barrier subproblems problems are warm-started by using the solution of the previous problem. We also note that the barrier subproblems do not have to be solved to optimality in practice. The filter is initialized at the beginning of every barrier subproblem. For a detailed discussion, the reader is referred to [21] and [13] .
IV. NUMERICAL STUDIES
In this section, we present a case study to demonstrate the practical benefits of the proposed algorithmic framework.
A. HVAC System Description
The HVAC optimization model under study consists of an AHU that provides air flows to multiple VAV boxes that in turn regulate the temperature of individual building zones (see Fig. 1 ). Specifically, the goal of the AHU optimization system is to determine optimal mixed air and discharge temperatures for the AHU as well as optimal supply flow allocations for the VAV boxes that satisfy as many zone thermal load demands as possible. An AHU heating coil model is used to estimate the total amount of thermal power consumption required by the AHU. We summarize the parameters and variables used in the description of the HVAC optimization model as follows.
Parameters : 
Constraint (54b) requires the heat supply capacity to be bounded by the required capacity. The thermal power required to raise the inlet mixed air temperature T m a to the discharge air temperature T da is given by q · |T da − T m a |. Assuming that there are no air leaks associated to the transport of air between the AHU and VAV system, the total AHU flow rate equals the air supplied to all the VAV boxes. The thermal power consumption of each VAV reheat coil unit is determined based on the heat transfer between the inlet and outlet air flow. The power required by the VAV to heat up the inlet air flow at temperature T da (from the outlet of AHU) to reach the required air temperature T i at the ith zone is given by c air · q i · (T da − T i ). The optimization model (54) is a simplified version of the problem presented in [3] . In particular, we do not include other components such as the electrical power of the supply fan and the air recycle system.
B. Software Implementation
We implemented the proposed algorithm in PIPS-NLP, an object-oriented interior-point framework written in C++ that facilitates the development of algorithmic strategies [6] . The proposed algorithm solves a sequence of barrier subproblems.
Precautions are taken to ensure that barrier terms and associated derivatives remain bounded, as explained in [5] . Our implementation allows us to compare the following algorithmic strategies. 1) Aug: solves the augmented system (6) with default filter line-search setting that uses objective function and constraint violation (3) as filter entries. 2) AugAL: solves the augmented system (6) and uses the AL function (4) and constraint violation (3) as filter entries. 3) SCAL: solves the Schur system (10) and uses the AL function (4) and constraint violation (3) as filter entries. For the Aug and AugAL strategies, we compute the search step by solving the linear system (6) using a symmetric indefinite factorization implemented in MA27 [25] . We trigger primal regularization if the inertia reported by MA27 is not correct [5] . For the SCAL strategy, we use a Cholesky factorization to factorize the Schur complement matrix S k in (11) and to perform the corresponding backsolve (10) . We use two different packages to perform the factorization of S k . We use a dense Cholesky factorization (SCALD) using libraries dpotrf and dpotrs from the LAPACK suite [26] and we use the CHOLMOD package [27] to perform a sparse Cholesky factorization (SCALS). If the Schur complement matrix is not positive definite, we update the primal regularization parameter δ w k until S k becomes positive definite and CT holds. We revert to solve the augmented system with MA27 if we encounter a feasible but nonoptimal iterate ( h k = 0 holds at a nonstationary point). Such a case was not observed in our tests, as is quite common in practice. We summarize the strategies in Table I . Parameter β of the DPT test (8) plays a key role in the performance of the algorithm. A small β value requires dual regularization to be sufficiently small but it may create an ill-conditioned Schur system (10) because it will require a large δ c k in (11) . On the other hand, a large β value will increase the chance to invoke the restoration phase, since γ h 2−2β in (37) becomes larger. Currently, we fix β = 0.5 in our implementation, which gives γ h 2−2β = γ h in (37). We verified the implementation of our proposed algorithm (AugAL) by performing benchmarks against the standard filter line-search implementation of IPOPT (Aug). We performed tests on 287 CUTEr instances (small to medium instances) [28] . The performance profiles are presented in Fig. 2 . In summary, AugAL can solve 80% of the instances, while Aug can solve 91%. The failed cases either require feasibility restoration or reach the maximum number iterations allowed. Given that our implementation is nonoptimized (not tuned), we deem this off-the-shelf performance as acceptable. These preliminary benchmarking results highlight, however, the fact that AugAL is designed as a method to tackle specific problem classes and will likely be restricted in performance compared to a general method such as Aug. In particular, a key tradeoff arises from the fact that primal-dual regularization used in AugAL enables more modular linear algebra and faster embedded implementations (compared to Aug) but this comes at the expense of general performance. In the following results, we present an actual application to highlight these tradeoffs and show that AugAL also provides flexibility to perform algorithmic tuning.
C. Results
We now test the algorithmic strategies by using an HVAC system with 19 different zones. The optimization model has 22 variables, 21 inequality constraints, and 22 inequality constraints. After introducing slack variables into the system, the dimension of the augmented matrix (6) is 64 and its number of nonzeros is 167. The dimension of the Schur system for the AL approach (11) is 43 and it has 146 nonzero entries. We first tested the algorithms on a standard workstation equipped with a 2.8 GHz Dual-Core AMD Opteron(tm) 8220 SE processor to analyze how sensitive the algorithm was to its algorithmic parameters. The workstation has 16 GB of memory available.
In Table II , we present the number of iterations required by the solver with different parameter settings. The last row in the table are the results for the Aug strategy. The rest of the results are for the SCALS strategy with different combinations of δ c k and δ c . We highlight that, in these experiments, δ c k is left fixed throughout the iteration history (this allow us to solve the Schur system at each iteration). Keeping δ c k fixed also allow us to have a more systematic analysis of algorithmic behavior. In Table II , we also report the number of additional factorizations due to primal regularization required for correcting the positive definiteness of S k in the SCAL strategies or for correcting the inertia of the KKT matrix in the Aug strategies. From Table II we can see that the proposed SCAL algorithm can solve the test problem for a wide range of values of δ c and δ c k . All solutions achieve the same optimal objective value. The ability to handle a wide range of values of δ c k is desirable, as this provides flexibility to improve the conditioning of matrix S k . Notably, the best parameter setting leads to 40 iterations, and 56 (out of 80) parameter settings achieve less iterations than the standard filter-line search approach Aug. This is because the SCAL strategies provide more flexibility to accept steps than the standard filter line-search approach. We also found that very small values of δ c k trigger primal regularization more often. This is because, for such cases, the contribution of the δ c k A k A T k term in S k is dominated by that of the Hessian matrix. As more primal regularization is added, the search steps are of decreased quality, thus increasing the number of iterations.
We also compare the computational performance of the approaches on an embedded platform. The embedded system we used is a BeagleBoneBlack, which is equipped with a AM335x 1 GHz ARM Cortex-A8 processor. Notably, the embedded system only has 512 MB of memory available. In order to test scalability, we also created a larger example by duplicating the real smaller building system. The large HVAC example contains 1000 variables and 999 inequality constraints. We solve each case study ten times and report averages. Tables III and IV present solution times for the small and large HVAC example, respectively. We use (nIter) to denote the total number of iterations, (nFact) represents the total number of factorizations, and (nSol) represents the total number of backsolves. Fact(μs), BSol(μs) and Schur(μs) represent the total time (in microseconds) required for factorization, backsolve, and construction of the Schur complement matrix (11), respectively. The last row AvgIter(μs) denotes the average time spent on solving the linear system in a single iteration (i.e., the sum of Fact, Sol, and Schur divided by nIter).
By comparing the times obtained for the workstation and embedded platform, it becomes clear that the embedded system is ten times slower than the workstation. This illustrates the limitations of low-cost embedded systems. We also see that the average time per iteration of the standard Aug strategy is drastically reduced by the SCALS counterpart. For the small HVAC system, SCALS improves the performance of Aug by a factor of 3 on a workstation and by a factor of 1.2 on the embedded platform. Most notably, for the large HVAC example, SCALS improves Aug by a factor of 1437 on a workstation and 1145 on the embedded platform. This result illustrates that the proposed approach can significantly increase functionality on embedded platforms compared to off-the-self approaches. We also highlight that the total solution times for the large HVAC system are on the order of 0.68 s for the SCALS strategy and on the order of 875 s for the Aug strategy. We attribute these large speed-ups to the ability of the SCALS strategy to operate on a linear system of reduced dimension and to the ability to use linear algebra strategies with reduced overheads. In particular, a Cholesky factorization does not need to perform a symbolic factorization and pivoting, as is done in the indefinite factorization routine implemented in MA27.
We note that the number of iterations differs from the number of factorizations and the number of backsolves. This is because of the additional factorizations required for primal regularization and because we perform iterative refinement to achieve a more accurate solution of the linear system. We also observe that approaches Aug and AugAL require more factorizations due to the default setting of MA27. In particular, MA27 reallocates memory if its original allocated memory is not sufficient to accommodate fill-in. This also involves additional factorizations. In particular, for the small example, MA27 requires 5 additional factorizations while it requires 17 additional factorizations for the large example. This, again, highlights that it is beneficial to use factorization strategies with fixed pivoting such as Cholesky in memory-constrained settings.
We also found that SCALS and SCALD require more iterative refinement steps. This is because SCAL algorithms operate on the reduced Schur system (10) but refine the residual on the entire primal-dual space. We also note that, as discussed in [5] , [29] , the reduced system will tend to have a larger condition number than the augmented system. Interestingly, even if SCALS and SCALD require significantly more backsolves, we still can observe significant speed up in the factorization step. This is particularly evident in the large HVAC instance.
V. CONCLUSION AND FUTURE WORK
We presented a filter line-search algorithm for nonconvex continuous optimization that uses an AL function and a constraint violation metric to accept and reject steps. The approach is motivated by real-time optimization applications that need to be executed on low-cost embedded computing platforms with constrained memory and processor speeds. The proposed method enables the use of primal-dual regularization of the augmented system that in turn provides flexibility to use linear algebra strategies with lower computing overheads. We prove that the proposed algorithm is globally convergent and can handle negative curvature and nearly rank-deficient Jacobians. We demonstrate the developments by using a set-point optimization application for a building HVAC system. Our numerical studies demonstrate that the proposed approach enables reductions in solution times by a factor of over 1000 on an embedded platform. As part of future work, we are interested in developing strategies to accelerate computations on embedded platforms by using single precision preconditioners and by using field-programmable gate arrays. We are also interested in studying the local asymptotic convergence properties of the proposed algorithm and to explore the possibility of adjusting the AL penalty parameter adaptively.
