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Extensions between finite-dimensional simple modules
over a generalized current Lie algebra
Ryosuke Kodera
Abstract
We calculate the first extension groups for finite-dimensional simple modules over an
arbitrary generalized current Lie algebra, which includes the case of loop Lie algebras and
their multivariable analogs.
1 Introduction
In this article we are concerned with finite-dimensional modules over a generalized current Lie
algebra A⊗ g, where g is a finite-dimensional semisimple Lie algebra defined over the complex
number field C and A is a nonzero finitely generated commutative C-algebra. This class of Lie
algebras includes loop Lie algebras and their multivariable analogs. Since the category of finite-
dimensional A⊗ g-modules is not semisimple in general, we need to study its homological prop-
erties. The purpose of this article is to give an answer for the following problem which naturally
arises during the study.
Problem 1.1. Calculate Ext1(V,V ′) for any finite-dimensional simple A⊗g-modules V,V ′.
This work can be regarded as both a refinement and a generalization of one by Chari and Moura
[CM], which determines the blocks of the category of finite-dimensional modules over a loop Lie
algebra. One of the main tools used in [CM] is a family of the universal finite-dimensional highest
weight modules called Weyl modules. In [CM] some knowledge on composition factors of Weyl
modules is established (See Corollary 2.8) and they use it to determine the blocks. The notion
of Weyl modules is generalized by Feigin and Loktev [FL] for a general A. They also prove the
properties of Weyl modules mentioned above in a general situation. Then techniques used in [CM]
are applicable for a general case and in fact yield a stronger result than the block decomposition
of the category.
We also refer a work by Chari and Greenstein [CG]. They obtain a similar result on calculation
of the first extension groups for the case of current Lie algebras by a different approach. See
Remark 3.8 and 3.10 for a more precise explanation.
Now we state the main result. We denote by Vm(λ ) the evaluation module associated with the
finite-dimensional simple g-module V (λ ) with highest weight λ at a maximal ideal m of A.
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Theorem 1.2. Let V,V ′ be finite-dimensional simple A⊗g-modules.
(i) If Ext1(V,V ′) 6= 0 then
V ≃Vm1(λ1)⊗·· ·⊗Vmr−1(λr−1)⊗Vmr(λr)
and
V ′ ≃Vm1(λ1)⊗·· ·⊗Vmr−1(λr−1)⊗Vmr(λ ′r)
for some r ∈ Z≥0,m1, . . . ,mr ∈ SpecmA,λ1, . . . ,λr,λ ′r ∈ P+.
(ii) Suppose that
V =Vm1(λ1)⊗·· ·⊗Vmr−1(λr−1)⊗Vmr(λr)
and
V ′ =Vm1(λ1)⊗·· ·⊗Vmr−1(λr−1)⊗Vmr(λ ′r)
where λr and λ ′r are possibly equal to zero.
If λr 6= λ ′r then
Ext1(V,V ′)≃ Ext1(Vmr (λr),Vmr (λ ′r))
≃ Homg(g⊗V (λr),V (λ ′r))⊗Der(A,A/mr).
If λr = λ ′r then
Ext1(V,V ′)≃
r⊕
i=1
Ext1(Vmi(λi),Vmi(λi))
≃
r⊕
i=1
(
Homg(g⊗V (λi),V (λi))⊗Der(A,A/mi)
)
.
By the above result, it turns out that extensions between simple modules rely on the choice of
a vector of the Zariski tangent space at each point of SpecmA.
The article is organized as follows. Section 2 is devoted to recall some definitions and fun-
damental facts. It contains the definition of generalized current Lie algebras, the classification of
finite-dimensional simple modules and various properties of Weyl modules. The main theorem is
proved in Section 3. In Section 4 we consider the block decomposition of the category of finite-
dimensional modules over a generalized current Lie algebra. This generalizes the result by Chari
and Moura [CM].
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2 Finite-dimensional modules over a generalized current Lie algebra
2.1 Semisimple Lie algebras
Let g be a finite-dimensional semisimple Lie algebra over the complex number field C. We denote
by h a fixed Cartan subalgebra and n the nilpotent radical of a fixed Borel subalgebra containing
h. Let I be the index set of simple roots. We choose Chevalley generators ei,hi, fi (i ∈ I) of g.
We denote by P the weight lattice and Q the root lattice. The set of dominant weights P+ is
defined by P+ = {λ ∈ P | 〈hi,λ 〉 ≥ 0 for any i ∈ I}. For λ ,µ ∈ P we say that λ ≥ µ if λ − µ is
expressed as a sum of simple roots with all nonnegative coefficients.
Let V (λ ) be the finite-dimensional simple g-module with highest weight λ ∈ P+. The highest
weight of the dual module V (λ )∗ of V (λ ) is denoted by λ ∗.
2.2 Generalized current Lie algebras
Let a be an arbitrary Lie algebra over C. For a given nonzero finitely generated commutative
C-algebra A, we define the Lie algebra structure on the tensor product A⊗a by
[a⊗ x,b⊗ y] = ab⊗ [x,y]
for a,b ∈ A and x,y ∈ a.
We call the Lie algebra A⊗g the generalized current Lie algebra. The most familiar examples
in this class of Lie algebras are the loop Lie algebra for A = C[t, t−1], the ring of Laurent poly-
nomials in one variable and the current Lie algebra for A = C[t], the ring of polynomials in one
variable.
2.3 Simple modules
We recall the classification of finite-dimensional simple A⊗ g-modules given by Chari, Fourier
and Khandai [CFK]. For each maximal ideal m of A, we define the evaluation homomorphism at
m
evm : A⊗g→ g
by
evm(a⊗ x) = amx
for a ∈ A and x ∈ g, where am denotes the image of a by the natural projection A → A/m ≃ C.
This evm is a surjective Lie algebra homomorphism. For a g-module V and a maximal ideal
m of A, we can define the A⊗ g-module structure on V through evm. We call it the evaluation
module associated with V at m and denote by ev∗m(V ). We denote by Vm(λ ) the evaluation module
ev∗m(V (λ )). This module Vm(λ ) is simple. Note that Vm(0)≃Vm′(0) for any maximal ideals m,m′.
The following proposition is proved in [CFK].
Proposition 2.1. (i) The module⊗ri=1Vmi(λi) is simple if and only if m1, . . . ,mr are all distinct.
(ii) Suppose that ⊗ri=1Vmi(λi) and
⊗s
i=1Vm′i(λ
′
i ) are simple and λ1, . . . ,λr,λ ′1, . . . ,λ ′s are all
nonzero. Then
⊗r
i=1Vmi(λi) and
⊗s
i=1Vm′i(λ
′
i ) are isomorphic if and only if r = s and the
tuples ((mi,λi))1≤i≤r and ((m′i,λ ′i ))1≤i≤r are same up to permutation.
3
(iii) Any finite-dimensional simple A⊗g-module is of the form⊗ri=1Vmi(λi).
Let P be the set of all functions from SpecmA to P+ with finite supports, where SpecmA
denotes the set of all maximal ideals of A. The above proposition implies the classification of
finite-dimensional simple A⊗g-modules.
Theorem 2.2. The assignment
pi 7→
⊗
m∈supppi
Vm(pi(m))
gives a one-to-one correspondence between P and the set of isomorphism classes of finite-
dimensional simple A⊗g-modules.
We denote by V (pi) the finite-dimensional simple A⊗g-module which corresponds to pi ∈P .
For pi ∈ P we define pi∗ ∈ P by pi∗(m) = pi(m)∗ for m ∈ SpecmA. The dual module V (pi)∗ of
V (pi) is isomorphic to V (pi∗).
2.4 Weyl modules
Definition 2.3. Let V be an A⊗ g-module. A nonzero element v ∈ V is called a highest weight
vector if v is annihilated by A⊗ n and is a common eigenvector of A⊗ h. A module is called a
highest weight module if it is generated by a highest weight vector. For a highest weight module
V generated by a highest weight vector v, there exists Λ ∈ (A⊗h)∗ such that
xv = 〈x,Λ〉v
for every x ∈ A⊗h. This Λ is called the highest weight of V .
Remark 2.4. The above definition of highest weight modules is consistent with the usual one
for the case A = C. They are called l-highest weight modules for the case A = C[t, t−1] in the
literature.
Any finite-dimensional simple A⊗ g-module is a highest weight module. Recall that such a
module is of the form V (pi) for some pi ∈ P . We use the same symbol pi for the highest weight
of V (pi). In other words we regard P as a subset of (A⊗ h)∗ via the classification of simple
modules. To be explicit pi is determined by
〈a⊗h,pi〉= ∑
m∈supppi
am〈h,pi(m)〉
for a ∈ A and h ∈ h. We identify 1⊗h with h. Then the restriction pi to 1⊗h is identified with the
element ∑m∈supppi pi(m) ∈ P+. We denote by pi|h this element.
Definition 2.5. Let pi be an element of P . The Weyl module W (pi) is the A⊗g-module generated
by a nonzero element vpi with the following defining relations:
(A⊗n)vpi = 0,
xvpi = 〈x,pi〉vpi
for x ∈ A⊗h,
(1⊗ fi)〈hi,pi|h〉+1vpi = 0
for i ∈ I.
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By the definition of the Weyl module W (pi), any finite-dimensional highest weight module
with highest weight pi is a quotient of W (pi). In particular the simple module V (pi) is the unique
simple quotient of W (pi). We denote by Wm(λ ) the Weyl module which has the simple quotient
Vm(λ ). The notion of Weyl modules for the case A = C[t, t−1] is introduced by Chari and Press-
ley [CP] and the following fundamental results are proved. Later they are generalized by Feigin
and Loktev [FL] for a general A.
Theorem 2.6. (i) Any Weyl module is finite-dimensional.
(ii) We have
W (pi)≃
⊗
m∈supppi
Wm(pi(m))
for any pi ∈P .
The following proposition is proved for the case A = C[t, t−1] in [CM] and for a general case
in [FL].
Proposition 2.7. For a sufficiently large k, we have
(mk⊗h)Wm(λ ) = 0.
Corollary 2.8. (i) Any composition factor of Wm(λ ) is of the form Vm(µ) for some µ ∈ P+.
(ii) Any composition factor of W (pi) is of the form V (pi ′) such that supp pi ′ ⊆ supppi .
Proof. The assertion of (i) is deduced from the following fact: for distinct maximal ideals m and
m′, we have mk *m′ for any k.
The assertion of (ii) is an immediate consequence of (i) and Theorem 2.6 (ii).
Remark 2.9. The assertions of this corollary for the case A =C[t, t−1] is proved in [CM] and used
for the proof of vanishing of the extension groups for certain modules. We will also use it to prove
vanishing of extension groups (Lemma 3.3) under an assumption slightly different from one in
[CM].
3 Extensions between simple modules
We denote by Ext1 the first Yoneda extension functor for finite-dimensional A⊗ g-modules. The
purpose of this section is to calculate Ext1(V,V ′) for any finite-dimensional simple A⊗g-modules
V,V ′.
3.1 Extensions between evaluation modules
A derivation of A into an A-module M is a C-linear map D : A → M satisfying
D(ab) = aD(b)+bD(a)
for a,b ∈ A. We denote by Der(A,M) the C-vector space of all derivations of A into M. The
following proposition is a special case of the main theorem.
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Proposition 3.1. We have an isomorphism
Ext1(Vm(λ ),Vm(µ)) ≃ Homg(g⊗V(λ ),V (µ))⊗Der(A,A/m).
Proof. We prove the assertion by the following steps.
(Step 1) Define a map
Ext1(Vm(λ ),Vm(µ))
→{ϕ : A → Homg(g⊗V (λ ),V (µ)) | ϕ is C-linear, ϕ(ab) = amϕ(b)+bmϕ(a)}.
(Step 2) Show that the map is bijective by constructing the inverse map.
(Step 3) Show that the map is C-linear.
(Conclusion) Assume that the above steps are proved. It is obvious that
{ϕ : A → Homg(g⊗V(λ ),V (µ)) | ϕ is C-linear, ϕ(ab) = amϕ(b)+bmϕ(a)}
is canonically isomorphic to
Homg(g⊗V (λ ),V (µ))⊗Der(A,A/m).
Then we obtain an isomorphism as required.
We start to prove Step 1-3.
(Step 1) Suppose that an exact sequence
0 // Vm(µ) i // E
p
// Vm(λ ) // 0
is given. Take a splitting j : Vm(λ )→ E as g-modules. We identify Vm(λ ) with V (λ ) and Vm(µ)
with V (µ) as g-modules by restriction. Then we define the C-linear map ϕa : g⊗V (λ )→ V (µ)
for each a ∈ A via the action of A⊗g on E by
(a⊗ x) j(u) = am j(xu)+ i(ϕa(x⊗u))
for x ∈ g and u ∈ V (λ ). Note that a 7→ ϕa defines a C-linear map and ϕ1 = 0. We claim the
followings:
(*-1) ϕa does not depend on the choice of a splitting,
(*-2) ϕa depends only on the extension class of a given exact sequence.
To show (*-1), take another splitting j′ and let ϕ ′a be the corresponding C-linear map. Then we
have
i((ϕa−ϕ ′a)(x⊗u)) = (a⊗ x)( j− j′)(u)−amx( j− j′)(u).
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The right-hand side is equal to zero since ( j− j′)(u) ∈ Ker p = Im i. This shows (*-1). We show
(*-2). Take two exact sequences which are equivalent:
0 // Vm(µ) i // E
p
//
ξ

Vm(λ ) // 0
0 // Vm(µ) i
′
// E ′
p′
// Vm(λ ) // 0.
Let ϕa,ϕ ′a be the corresponding maps. Splittings j of p and j′ of p′ can be taken so that j′ = ξ j.
We have
(a⊗ x) j(u) = am j(xu)+ i(ϕa(x⊗u)),
(a⊗ x) j′(u) = am j′(xu)+ i′(ϕ ′a(x⊗u))
by the definition of ϕa,ϕ ′a. We see that ϕa = ϕ ′a by applying ξ to the both sides of the first equation
and comparing it with the second one. The claim is proved.
We show that ϕa is a g-module homomorphism and the equation
ϕab = amϕb +bmϕa
holds. We have
(a⊗ x)(b⊗ y) j(u) = ambm j(xyu)+ami(xϕb(y⊗u))+bmi(ϕa(x⊗ yu))
and hence
(a⊗ x)(b⊗ y) j(u)− (b⊗ y)(a⊗ x) j(u)
= ambm j([x,y]u)+ami(xϕb(y⊗u)−ϕb(y⊗ xu))+bmi(ϕa(x⊗ yu)− yϕa(x⊗u)).
Compare the above with
(ab⊗ [x,y]) j(u) = ambm j([x,y]u)+ i(ϕab([x,y]⊗u))
and we obtain
ϕab([x,y]⊗u) = am(xϕb(y⊗u)−ϕb(y⊗ xu))+bm(ϕa(x⊗ yu)− yϕa(x⊗u)).
Consider the case b = 1. Then we obtain the equation
ϕa([x,y]⊗u) = ϕa(x⊗ yu)− yϕa(x⊗u).
This proves that ϕa is a g-module homomorphism. Moreover we have
ϕab([x,y]⊗u) = amϕb([x,y]⊗u)+bmϕa([x,y]⊗u)
and this implies that
ϕab = amϕb +bmϕa
since [g,g] = g.
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As a result we obtain a C-linear map ϕ : A → Homg(g⊗V (λ ),V (µ)) satisfying
ϕ(ab) = amϕ(b)+bmϕ(a).
This means that a map
Ext1(Vm(λ ),Vm(µ))
→{ϕ : A → Homg(g⊗V(λ ),V (µ)) | ϕ is C-linear, ϕ(ab) = amϕ(b)+bmϕ(a)}
is defined.
(Step 2) Conversely if a C-linear map ϕ : A → Homg(g⊗V (λ ),V (µ)) satisfying
ϕ(ab) = amϕ(b)+bmϕ(a)
is given then we can define the A⊗g-module structure on E =V (λ )⊕V (µ) by
(a⊗ x)(u,v) = (amxu,amxv+ϕ(a)(x⊗u))
for u ∈V (λ ),v ∈V (µ). It is obvious that this gives the inverse of the map defined in Step 1.
(Step 3) We show that the bijective map is C-linear. First we show that it is additive. Let
0 // Vm(µ)
i1
// E1
p1
// Vm(λ ) // 0 ,
0 // Vm(µ)
i2
// E2
p2
// Vm(λ ) // 0
be exact sequences and ϕ1,ϕ2 be the corresponding elements. The Bear sum of the classes of the
above extensions is represented by
0 // Vm(µ) i // E
p
// Vm(λ ) // 0
where E is the quotient of the fibered product of p1 and p2 by Im(v 7→ (i1(v),−i2(v))). Note that
i is given by v 7→ (i1(v),0) = (0, i2(v)) in E and p by (z1,z2) 7→ p1(z1) = p2(z2). A splitting j of
p as g-modules is given by u 7→ ( j1(u), j2(u)) if we take splittings j1 of p1 and j2 of p2. Then the
equation
(a⊗ x) j(u) = (am j1(xu)+ i1(ϕ1a (x⊗u)),am j2(xu)+ i2(ϕ2a (x⊗u)))
= am j(xu)+ i((ϕ1a +ϕ2a )(x⊗u))
in E holds for a ∈ A and x ∈ g. This shows that the map under consideration is additive. Next we
consider the multiplication by scalar. Take an exact sequence
0 // Vm(µ) i // E
p
// Vm(λ ) // 0
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and let ϕ be the corresponding element. The action of c ∈ C on Ext1(Vm(λ ),Vm(µ)) is described
by the diagram
0 // Vm(µ) i
′
// E ′
p′
//

Vm(λ ) //
c id

0
0 // Vm(µ) i // E
p
// Vm(λ ) // 0
where E ′ is the fibered product of p and c idVm(λ). Note that i′ is given by v 7→ (i(v),0) and p′ by
the second projection. A splitting j′ of p′ is given by u 7→ (c j(u),u) where j is a splitting of p.
Then we obtain
(a⊗ x) j′(u) = (c(am j(xu)+ i(ϕa(x⊗u))),amxu)
= am j′(xu)+ i′(cϕa(x⊗u)).
The proof is complete.
Remark 3.2. In [CM, Proposition 3.4] Chari and Moura define the map from Homg(g⊗
V (λ ),V (µ)) to Ext1(Vm(λ ),Vm(µ)) as in Step 2 of the proof for the case A =C[t, t−1]. We follow
their idea here. In [CM] the space Der(A,A/m) is one-dimensional and its contribution is not
recognized explicitly.
3.2 A key lemma
In this subsection we show a key lemma (Lemma 3.7) to prove the main theorem.
The proof of the following lemma is a copy of an argument in [CM, Lemma 5.2]. While
they prove vanishing of Ext1 for modules with different spectral characters (See Section 4 for the
definition of spectral characters), we show a slightly different statement.
Lemma 3.3. Let pi,pi ′ be elements of P and suppose that supp pi ∩ supppi ′ = ∅. If
Ext1(V (pi),V (pi ′)) 6= 0 then pi or pi ′ is equal to zero.
Proof. We may assume that either of pi or pi ′ is not equal to zero since Ext1(V (0),V (0)) = 0 by
Proposition 3.1. This assumption implies that pi 6= pi ′.
Let
0 // V (pi ′) // E
p
// V (pi) // 0
be a nonsplit exact sequence. First we assume that pi ′|h 6> pi|h. Let V (pi)pi be the one-dimensional
subspace generated by a highest weight vector of V (pi). By the assumption pi ′|h 6> pi|h, the sub-
space p−1(V (pi)pi) of E is annihilated by A⊗ n. Since p−1(V (pi)pi) is stable by A⊗ h, we can
take a common eigenvector of A⊗h in p−1(V (pi)pi) and denote it by v. Then v is a highest weight
vector of E . Consider the submodule of E generated by v. This submodule is not isomorphic to
V (pi ′) since their highest weights are different. Then it follows that the submodule coincides with
E since the length of E is two and the sequence does not split. Hence E is a highest weight module
with highest weight pi and then a quotient of the Weyl module W (pi). Therefore pi ′ must be equal
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to zero by Corollary 2.8 and the assumption supp pi ∩ supp pi ′ = ∅. Next assume that pi ′|h > pi|h.
In this case, take the dual of the exact sequence. Then we obtain the exact sequence
0 // V (pi∗) // E∗ // V ((pi ′)∗) // 0
and have pi∗|h 6> (pi ′)∗|h. This implies that pi is equal to zero.
We recall an important fact (Corollary 3.5) which will be used repeatedly in the sequel. Let M
be a finite-dimensional A⊗g-module. Then the exact functor M⊗− is defined.
Proposition 3.4. The functor M∗⊗− is a right and left adjoint functor of M⊗−.
This is a general fact which holds for the category of finite-dimensional modules over a Hopf
algebra with an involutive antipode defined over a field. The proposition immediately implies the
following.
Corollary 3.5. We have the natural isomorphisms
Ext1(V,M⊗V ′)≃ Ext1(M∗⊗V,V ′),
Ext1(M⊗V,V ′)≃ Ext1(V,M∗⊗V ′)
for A⊗g-modules V,V ′,M.
Remark 3.6. We give explicit descriptions of the morphisms in Corollary 3.5. The morphism
Ext1(M∗⊗V,V ′)→ Ext1(V,M⊗V ′)
is described as follows. Let
0 // V ′ // E // M∗⊗V // 0
be an exact sequence which represents an extension class in Ext1(M∗⊗V,V ′). Then the corre-
sponding element of Ext1(V,M⊗V ′) is represented by the first row of the diagram
0 // M⊗V ′ // E ′ //

V //

0
0 // M⊗V ′ // M⊗E // M⊗M∗⊗V // 0
where E ′ is the fibered product which makes the right square cartesian. The other morphisms are
obtained in similar ways.
Lemma 3.7. Let pi be an element of P . We have Ext1(V (pi),V (0)) = 0 and Ext1(V (0),V (pi)) =
0 unless #supp pi = 1.
Proof. Assume that #supp pi ≥ 2. Then we can divide supp pi = {m}⊔ supp pi ′ for some m and
nonzero pi ′. We have V (pi)≃Vm(pi(m))⊗V (pi ′). Hence
Ext1(V (pi),V (0))≃ Ext1(V (pi ′),Vm(pi(m)∗))
and the right-hand side is equal to zero by Lemma 3.3. The assertion Ext1(V (0),V (pi)) = 0 is
proved by taking the dual.
The assertion Ext1(V (0),V (0)) = 0 is a consequence of Proposition 3.1.
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Remark 3.8. In fact, by Proposition 3.1, it is easy to prove a stronger result than the statement
of Lemma 3.7. We state it without a proof since it is not used in the sequel. The followings are
equivalent for a finite-dimensional simple A⊗g-module V :
• Ext1(V,V (0)) 6= 0,
• Ext1(V (0),V ) 6= 0,
• V ≃Vm(θ) for some m ∈ SpecmA satisfying m/m2 6= 0, where θ denotes the highest root
of g.
This result for the case A = C[t] is proved in [CG] by a different approach. They also prove that
dimExt1(Vm(θ),V (0)) = dimExt1(V (0),Vm(θ)) = 1
and deduce the following result:
Ext1(V,V ′)≃
⊕
m∈SpecmC[t]
HomC[t]⊗g(Vm(θ),V ∗⊗V ′)
holds for any finite-dimensional simple C[t]⊗g-modules V,V ′.
3.3 Proof of the main theorem
Theorem 3.9. Let pi,pi ′ be elements of P .
(i) If Ext1(V (pi),V (pi ′)) 6= 0 then #{m ∈ SpecmA | pi(m) 6= pi ′(m)} ≤ 1.
(ii) If #{m ∈ SpecmA | pi(m) 6= pi ′(m)}= 1 then
Ext1(V (pi),V (pi ′))≃ Ext1(Vm0(pi(m0)),Vm0(pi
′(m0)))
≃ Homg(g⊗V(pi(m0)),V (pi ′(m0)))⊗Der(A,A/m0)
where m0 is the unique element of SpecmA such that pi(m0) 6= pi ′(m0).
If pi = pi ′ then
Ext1(V (pi),V (pi ′))≃
⊕
m∈supppi
Ext1(Vm(pi(m)),Vm(pi(m)))
≃
⊕
m∈supppi
(
Homg(g⊗V (pi(m)),V (pi(m)))⊗Der(A,A/m)
)
.
Remark 3.10. For the case A = C[t] it is proved in [CG] that
Ext1(V,V ′)≃
⊕
m∈SpecmC[t]
HomC[t]⊗g(Vm(θ),V ∗⊗V ′)
holds for any finite-dimensional simple C[t]⊗ g-modules V,V ′ as explained in Remark 3.8. This
implies results similar to our main theorem after some calculation essentially same as the proof
below.
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Proof of Theorem 3.9. Recall that
V (pi)≃
⊗
m∈supppi
Vm(pi(m))
and
V (pi ′)≃
⊗
m∈supppi ′
Vm(pi ′(m)).
We prove (i). Suppose that Ext1(V (pi),V (pi ′)) 6= 0. Put
S = supp pi ∩ supppi ′,
T = supp pi \S,
T ′ = supp pi ′ \S.
Let
V (pi(m))⊗V (pi ′(m))∗ ≃
⊕
jm
V (ν jm)
be a decomposition into a direct sum of simple g-modules. Note that ν jm = 0 for some jm if and
only if pi(m) = pi ′(m). We have
Ext1(V (pi),V (pi ′))
≃ Ext1(
⊗
m∈S
(Vm(pi(m))⊗Vm(pi ′(m))∗)⊗
⊗
m∈T
Vm(pi(m))⊗
⊗
m∈T ′
Vm(pi ′(m))∗,V (0))
≃ Ext1(
⊗
m∈S
ev∗m(V (pi(m))⊗V (pi ′(m))∗)⊗
⊗
m∈T
Vm(pi(m))⊗
⊗
m∈T ′
Vm(pi ′(m))∗,V (0))
≃
⊕
( jm)m∈S
Ext1(
⊗
m∈S
Vm(ν jm)⊗
⊗
m∈T
Vm(pi(m))⊗
⊗
m∈T ′
Vm(pi ′(m))∗,V (0)).
There is a tuple ( jm)m∈S such that
Ext1(
⊗
m∈S
Vm(ν jm)⊗
⊗
m∈T
Vm(pi(m))⊗
⊗
m∈T ′
Vm(pi ′(m))∗,V (0)) 6= 0
by the assumption Ext1(V (pi),V (pi ′)) 6= 0. By Lemma 3.7, the number of nontrivial factors of the
tensor product is exactly one. Hence one of the following three cases holds:
(*-1) pi(m) = pi ′(m) for all m ∈ S but at most one element and T = T ′ =∅,
(*-2) pi(m) = pi ′(m) for m ∈ S, #T = 1 and T ′ =∅,
(*-3) pi(m) = pi ′(m) for m ∈ S, T =∅ and #T ′ = 1.
The case (*-1) implies that #{m∈ SpecmA | pi(m) 6= pi ′(m)}≤ 1 and the case (*-2) or (*-3) implies
that #{m ∈ SpecmA | pi(m) 6= pi ′(m)}= 1. The proof of (i) is complete.
We prove (ii). Suppose that #{m ∈ SpecmA | pi(m) 6= pi ′(m)} ≤ 1. Put U = {m ∈ SpecmA |
pi(m) = pi ′(m)}. We can write as
V (pi)≃
⊗
m∈U
Vm(pi(m))⊗Vm0(pi(m0))
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and
V (pi ′)≃
⊗
m∈U
Vm(pi(m))⊗Vm0(pi
′(m0))
for some m0 where pi(m0) and pi ′(m0) are possibly equal to zero. Again let
V (pi(m))⊗V (pi ′(m))∗ ≃
⊕
jm
V (ν jm)
be a decomposition into a direct sum of simple g-modules. Then we have
Ext1(V (pi),V (pi ′))
≃ Ext1(
⊗
m∈U
(Vm(pi(m))⊗Vm(pi(m))∗)⊗ (Vm0(pi(m0))⊗Vm0(pi
′(m0))
∗),V (0))
≃
⊕
( jm)m∈U∪{m0}
Ext1(
⊗
m∈U
Vm(ν jm)⊗Vm0(ν jm0 ),V (0)).
By Lemma 3.7, the number of nontrivial factors of the tensor product is one in every nonzero
summand. If we suppose that pi(m0) 6= pi ′(m0) then Vm0(pi(m0))⊗Vm0(pi ′(m0))∗ does not have a
trivial direct summand. Hence
Ext1(V (pi),V (pi ′))≃ Ext1(Vm0(pi(m0))⊗Vm0(pi
′(m0))
∗,V (0))
≃ Ext1(Vm0(pi(m0)),Vm0(pi
′(m0))).
If pi = pi ′, namely U = SpecmA and pi(m0) = pi ′(m0) = 0, then
Ext1(V (pi),V (pi))≃ Ext1(
⊗
m∈supppi
(Vm(pi(m))⊗Vm(pi(m))∗),V (0))
≃
⊕
m∈supppi
Ext1(Vm(pi(m))⊗Vm(pi(m))∗,V (0))
≃
⊕
m∈supppi
Ext1(Vm(pi(m)),Vm(pi(m))).
The proof of (ii) is complete together with Proposition 3.1, which asserts the second isomorphisms.
Remark 3.11. We give a natural interpretation of the isomorphisms
Ext1(V (pi),V (pi ′))≃ Ext1(Vm0(pi(m0)),Vm0(pi
′(m0)))
and
Ext1(V (pi),V (pi))≃
⊕
m∈supppi
Ext1(Vm(pi(m)),Vm(pi(m)))
in Theorem 3.9. According to the proof, the above isomorphisms come from the composition of
the morphisms
Ext1(V,V ′)→ Ext1(M∗⊗M⊗V,V ′)≃ Ext1(M⊗V,M⊗V ′)
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for appropriate modules V,V ′,M. This morphism coincides with the natural morphism
Ext1(V,V ′)→ Ext1(M⊗V,M⊗V ′)
obtained by applying the exact functor M⊗−. This is proved as follows. Let
0 // V ′ // E // V // 0
be an exact sequence which represents an extension class in Ext1(V,V ′). This element maps to the
extension class represented by the first row of
0 // V ′ // E ′ //

M∗⊗M⊗V //

0
0 // V ′ // E // V // 0
by Ext1(V,V ′)→ Ext1(M∗⊗M⊗V,V ′) and then maps to the class represented by the first row of
0 // M⊗V ′ // E ′′ //

M⊗V //

0
0 // M⊗V ′ // M⊗E ′ // M⊗M∗⊗M⊗V // 0
by Ext1(M∗⊗M⊗V,V ′)→ Ext1(M⊗V,M⊗V ′), as explained in Remark 3.6. Consider the fol-
lowing diagram:
0 // M⊗V ′ // E ′′ //

M⊗V //

0
0 // M⊗V ′ // M⊗E ′ //

M⊗M∗⊗M⊗V //

0
0 // M⊗V ′ // M⊗E // M⊗V // 0.
Since the composition of the right vertical maps M⊗V → M⊗M∗⊗M⊗V → M⊗V is identity,
the first and the third rows are equivalent.
4 The block decomposition
We deduce the block decomposition of the category of finite-dimensional A⊗ g-modules from
results of Section 3 by the almost same argument in [CM]. We give a proof for the sake of
completeness. In the sequel we assume that A is connected, namely it is not isomorphic to a direct
product of two nonzero C-algebras for simplicity. Moreover we assume that A 6=C since the block
decomposition is well-known for the case A = C as completely reducibility of finite-dimensional
g-modules. Let Ξ be the set of all functions from SpecmA to P/Q with finite supports.
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Definition 4.1. For each finite-dimensional simple A⊗ g-module V (pi), we define its spectral
character χpi ∈ Ξ by
χpi(m) = pi(m) mod Q
for m ∈ SpecmA. A finite-dimensional A⊗g-module V is said to have the spectral character χ ∈Ξ
if χ = χpi for any composition factor V (pi) of V .
We denote by F the category of finite-dimensional A⊗g-modules. For each χ ∈ Ξ we define
the full subcategory Fχ of F whose objects have the spectral character χ .
Theorem 4.2. We have the block decomposition F =
⊕
χ∈Ξ Fχ .
It suffices to show the following proposition.
Proposition 4.3. (i) Any finite-dimensional indecomposable A⊗ g-module has some spectral
character.
(ii) Any finite-dimensional simple A⊗g-modules which have the same spectral character belong
to the same block.
We need two lemmas.
Lemma 4.4. Let V1,V2,V ′1,V ′2 be finite-dimensional simple A⊗g-modules and suppose that V1 and
V ′1 belong to the same block, V2 and V ′2 belong to the same block. Then V1⊗V2 and V ′1⊗V ′2 belong
to the same block.
Proof. We may assume that V1 = V ′1. Put V = V2,V ′ = V ′2,M = V1 = V ′1 for the simplicity of
notation. It suffices to show the following: if Ext1(V,V ′) 6= 0 then Ext1(M⊗V,M⊗V ′) 6= 0. As
explained in Remark 3.11, the natural morphism
Ext1(V,V ′)→ Ext1(M⊗V,M⊗V ′)
coincides with
Ext1(V,V ′)→ Ext1(M∗⊗M⊗V,V ′)≃ Ext1(M⊗V,M⊗V ′).
Therefore it suffices to show that
Ext1(V,V ′)→ Ext1(M∗⊗M⊗V,V ′)
is injective. This follows from the fact that the exact sequence
0 // Ker // M∗⊗M // V (0) // 0
splits.
The following lemma is proved in [CM, Proposition 1.2].
Lemma 4.5. Let λ ,µ ∈ P+ with λ −µ ∈ Q. Then there exists a sequence λ = λ0,λ1, . . . ,λr = µ
in P+ such that
Homg(g⊗V (λi),V (λi+1)) 6= 0
for any i.
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Proof of Proposition 4.3. The assertion of (i) immediately follows from Theorem 3.9.
We prove (ii). It suffices to show the assertion for the simple modules of the form Vm(λ ) by
Lemma 4.4. By Proposition 3.1 and Lemma 4.5, we reduce to claim that Der(A,A/m) 6= 0. This
is deduced from the following well known facts:
Der(A,A/m)≃ HomC(m/m2,C)
and m/m2 = 0 if and only if A = C.
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