The classic scrambling-diffusion structure for image encryption is vulnerable to be attacked. The scrambling and diffusion process can be cracked separately due to the two processes are independent. In this paper, we proposed a novel color image encryption algorithm which can overcome the problem. In the proposed algorithm, firstly, the first diffusion is performed simultaneously with the first scrambling which can resist the attacker to separately crack the scrambling or diffusion. Then, the second diffusion matrix generated from the Hopfield chaotic neural network (HCNN) which is related to the plaintext is performed which can not only resist common chosen-plaintext attack, but also improved the key sensitivity. Finally, a second scrambling is performed on some special pixels to further improve the security. Experiments and security analysis indicate that the proposed algorithm has an excellent performance in image encryption and various attacks.
I. INTRODUCTION
In the development of information technology, information security is receiving increasing attention. Information security plays a vital role in the fields of network communication, medical imaging, and multimedia systems. Image as a carrier of information transmission is an inseparable part of the information field. But compared to conventional text-based information, image information has the characteristics of data intensiveness and high correlation between pixels. As a result, conventional encryption methods are no longer suitable for image encryption [1] , [2] . Therefore, there is a need for a secure and hard-to-crack image encryption method. Chaos is sensitive to parameters and initial values and has such characteristics as pseudo-randomness, ergodicity, synchronization and so on [3] , [4] . The security of image encryption can be improved by these features of chaos [2] , [5] - [27] .
In 1998, Fridrich proposed a classic scrambling-diffusion structure for image encryption [6] . Scrambling is a process that mixes up the image pixels to reduce the correlation between adjacent pixels. Diffusion is a process that changes the values of the pixels and makes the occurrence frequency The associate editor coordinating the review of this manuscript and approving it for publication was Gianluigi Ciocca . of the pixels more uniform. Since then, encryption algorithms based on this structure have been widely used by researchers [7] , [8] , [17] - [22] . In 2005, Zhang et al. [9] proposed an image encryption method based on discrete exponential chaotic mapping and piecewise linear mapping. Using the plaintext itself, the image is diffused by performing a bitwise OR operation on consecutive pixels, which is followed by a coordinate transformation of the image with the help of chaotic mapping. This method enhances the encryption security by combining the scrambling and diffusion algorithms. In 2008, Tong and Cui [10] proposed a fast image encryption method that combined two polynomials to form a new chaotic system, from which a key was generated. This method improves encryption performance by thoroughly scrambling and equalizing the pixels with the scrambling and diffusion process. In 2010, Liu and Wang [11] designed a stream-cipher algorithm. They used the random number generators to generate the initial conditions and encrypt image cyclically to get an ideal result. In 2011, Liu and Wang [12] proposed a color image encryption method based on a bit-level permutation and highdimension chaotic map. In [12] , they used high-dimension chaotic system to scramble and diffuse pixels to improve the security of encryption scheme. In 2012, Wang et al. [13] proposed a chaos-based color image encryption method that can simultaneously encrypt the RGB components of color images. The algorithm allowed the three components to influence each other, thus it reduced the correlation between them and improving the security of the algorithm. In 2017, Pak and Huang [17] proposed a color image encryption method by combining two chaotic maps. This method generated a new chaotic system using the difference between two existing identical chaotic maps, and added a rotation operation in the classical scrambling-diffusion structure. The rotation step expands the parameter range and improved the encryption performance. In 2018, Li et al. [25] proposed a plaintextrelated encrypt method to improve the security of image encryption. In this method, the key streams are different when plaintext images are changed even with the same initial key. In 2019, Wang et al. [26] proposed a fast image encryption method based on parallel computing system that can diffuse the image in parallel which reduces time complexity of the image encryption algorithm. Unfortunately, due to the scrambling and diffusion of the above encryption algorithms are carried out separately, which makes the attackers can crack scrambling and diffusion respectively. For example, Diab and El-Semary [28] broke the cryptosystem suggested in [10] by using only two chosen plain-images and separately cracked scrambling and diffusion. Tu et al. [29] constructed special images to crack the scrambling and diffusion rules in [13] respectively. Liu et al. [18] constructed special images to crack the diffusion process and then reversed the scrambling to crack the encryption algorithm in [25] . So separately performing scrambling and diffusion are vulnerable to be cracked and performing scrambling and diffusion simultaneously is needed.
To further improve the security of the image encryption algorithm, in recent years, chaos has been combined with other disciplines for image encryption, such as chaos combined with matrix semi-tensor product theory [27] , compression sensing [30] - [32] , DNA [33] , [33] - [35] , and neural network [36] - [38] . The combination provides greater security and can effectively resist exhaustive attacks, chosen-ciphertext attacks, and differential attacks. In [27] , Wang et al. applied matrix semi-tensor into the diffusion process, which increased the diversity of the process of diffusion. In [35] , Liu et al. combined chaos and DNA to encrypt images and designed a stream-cipher algorithm based on one-time keys to improve the security. Especially, the combination of neural network with chaos makes the encrypted algorithm have a greater space-time complexity and the nonlinearity and associative memory of a neural network can greatly improve the security of the encryption algorithm [36] - [38] . For example, in [37] , Wang et al proposed a chaotic image encryption system with a perceptron model within a neural network, which improved the security of the encryption scheme by dynamically adjusting chaotic system's parameters. In [38] , the randomness of the Hopfield chaotic neural network is used to generate the diffusion matrix, which makes the ciphertext is more secure. However, the algorithm in [38] is not related to the plaintext image and the scrambling and diffusion are independent, which offers the opportunity for attackers to crack the algorithm by using the chosen plaintext attack method just as that in [29] .
In order to solve the problem of the classic scrambling-diffusion structure in which the two processes are independent that can be cracked separately, and to improve the security of the image encryption algorithm, we combine the neural network with chaos to improve the classic scrambling-diffusion structure and design a secure, efficient and reliable encryption scheme. In the proposed algorithm, the first scrambling is performed with the first diffusion simultaneously, which can overcome the drawback that scrambling and diffusion are performed separately. In addition, the second diffusion matrix generated from the Hopfield chaotic neural network, which makes full use of the nonlinearity and associative memory of the Hopfield neural network, which can generate a random matrix with greater randomness to make the design of an image encryption scheme to have a greater space-time complexity than conventional chaotic mapping and improves the security of the encrypted algorithm. Also, the proposed algorithm generates the second diffusion matrix which are not only related to secret keys but also related to the plaintext image. In other words, although secret keys are the same, the key-streams are different when different plaintext images are encrypted, so that it can effectively resist the known plaintext attack and chosen plaintext attack. As another novel design of this encryption algorithm, a chaotic sequence is used to perform the second scrambling on some of the pixels to further improve the security of our proposed encryption algorithm. More security and robust can be achieved from these designs.
The rest of this paper is organized as follows: In Section 2, the chaotic map and Hopfield chaotic neural network used in the proposed encryption algorithm in this paper are introduced, in Section 3, the detail of our proposed encryption algorithm including encryption and decryption, are described. In Section 4, simulation analysis for the proposed encryption algorithm is performed. Finally, conclusions and future work are drawn in Section 5.
II. RELATED WORK
Since the proposed encryption algorithm uses chaotic mapping and the Hopfield chaotic neural network, in this section, we introduce the related knowledge.
A. THE 3D-INTERTWINING LOGISTIC CHAOTIC MAP
The key space must be large enough to ensure the security of the encryption algorithm, so we adopt the three-dimensional chaotic map to generate pseudo-random sequences for image encryption [39] . The chaotic map used in our proposed algorithm is defined by Eq. (1): where µ, k 1 , k 2 , k 3 are the parameters of the 3D intertwining logistic chaotic map. Assign x (1) , y (1) , z (1) are the initial values of the chaotic system. The system is in a chaotic state when x(1) ∈ (0, 1), y(1) ∈ (0, 1), z(1) ∈ (0, 1), µ ∈ [0, 3.999], |k1| > 33.5, |k2| > 37.5, |k3| > 35.7. From Fig.1 we can see that chaotic sequence obtained by 3D intertwining logistic map has the characteristics of distributed uniformly and complex chaotic behavior, which can greatly improve the key space of the encryption algorithm.
B. THE 3D-HOPFIELD CHAOTIC NEURAL NETWORK
The Hopfield neural network was first proposed by the American physicist Hopfield in 1982 [40] . This paper cites the three-dimensional Hopfield chaotic neural network model. The topological relationship between the three neurons is shown in Fig. 2 .
Eq. (2) and Eq. (3) describe the three-dimensional Hopfield neural network model. where f (x i ) is the hyperbolic tangent function. The random nature of the Hopfield neural network is tested by NIST SP 800-22. NIST SP 800-22 consists of 16 tests, the test provides a P-value at a level of significance α, If P − value ≥ α,the sequence passes the test, and it can be considered as random.
In this work, α = 0.01. Table 1 shows the P-value of the Hopfield neural network, we can see from Table 1 , all the tests have been successful as the P − value ≥ α.
III. THE PROPOSED IMAGE CRYPTOSYSTEM
This section introduces the proposed algorithm. In this scheme, the first scrambling is performed with the first diffusion simultaneously, and in the process to generate the second diffusion matrix, the initial values of the Hopfield chaotic neural network are not only related to secret keys but also related to the plaintext image, thus, improving the security performance of the encryption system. Finally, the second scrambling is performed on some special pixels to further improve the security. The main block diagram of our proposed encryption algorithm is shown in Fig.3 .
A. DETAILS OF THE PROPOSED ALGORITHM
Step 1. Construct a color image P with size M × N . Then, set the parameters µ, k 1 , k 2 , k 3 and the initial value x (1) , y (1) , z (1) to iterate the 3D intertwining logistic chaotic map t + 3M times to obtain three chaotic se quences from Eq. (1). Discard the former t values to avoid the transient effect to obtain the chaotic sequences. Combine this chaotic sequence to generate a new matrix T = {x, y, z} with the size of 3 × M . Use the value of the position coordinate (2, M ) in matrix T as the parameter for operating the first simultaneous scrambling and diffusion, which is denoted as y(m).
Step 2. Substitute y(m) obtained in Step 1 into Eq. (4) to obtain the parameters p and q. p = floor(mod(y(m) × 2 24 , N )) q = floor(mod(mod(y(m) × 2 48 , 2 24 ), N )) (4)
Step 3. Substitute parameters p and q into Eq. (5) to get the position coordinate of the nth pixel of plaintext image and then perform the first scrambling and first diffusion simultaneously on the plaintext image by Eq. (6) and Eq. (7).
where n = 1, 2, · · · , 3M × N , C1 is the ciphertext image and P is the original plaintext image. x n , y n is the position coordinate of the nth pixel of P. According to Eq. (6) its corresponding coordinate in C1 is x n , y n . a is a constant and the range of a is (0, +∞). b n−1 is the ciphertext value of the (n − 1)th pixel. For encrypting an all-zero image, the range of the initial value of b n−1 is [1, 255] . For encrypting non-zero images, the range of the initial value of b n−1 is [0, 255]. In this paper the initial value of b is given as 45.
Step 4. Perform step 3 r times to obtain image V , so that to further reduce the correlation between adjacent pixels.
Step5. Denote the first column of the R, G, B components of V as v1, v2, v3 respectively. We perform scrambling on v1, v2 and v3. In v1, the process of scrambling are as follows: First, we choose the first row of the matrix T in step 1, which is denoted as {x 1 , x 2 , · · · x M }. Then sort {x 1 , x 2 , · · · , x M } in descending order to obtain x 1 , x 2 , · · · x M . Last, rearrange the pixels in v1 according to the position mapping relationship from {x 1 , x 2 , · · · x M } to x 1 , x 2 , · · · x M .v2 and v3 respectively use the second row and the third row of the matrix T to perform corresponding scrambling operations.
Step 6. Calculate the pixel sums of on v1, v2 and v3, denote them as sum (v1) , sum (v2) , sum (v3), respectively. Obtain the initial values of the HCNN system by Eq. (8), denoted as a1, a2 and a3. Step 7. Convert the R, G, B components of V by column respectively to 1 × MN matrices and then arrange them vertically by row to obtain matrix S with the size of 3 × MN .
Step 8. Substitute the initial values generated in Eq. (8) into the HCNN system to obtain matrix X with the size of 3×MN . Then, obtain diffusion matrix K by Eq.(9): G(i, j) = |X (i, j)| − floor(X(i, j)) × 10 14 K(i, j) = mod(round(G(i, j)), 256)
where i = 1, 2, 3, j = 1, 2, · · · , M × N . Round(x) is a rounding function which rounds each element of x to the nearest integer.
Step 9. The first M pixels of each row of S are not subjected to second diffusion, we perform the second diffusion on the remaining pixels by Eq. (10) to obtain matrix C with the size of 3 × MN .
where i = 1, 2, 3, j = 1, 2, · · · , M × N .
Step 10. Convert matrix C by row respectively to the matrices with the size of M ×N , with each row corresponding to the R, G, B components of encrypted image C.
The proposed algorithm is shown in Fig.4 .
B. DECODING OF THE PROPOSED ALGORITHM
Decryption is the inverse process of encryption. Because the first column of the R, G, B components of the obtained encrypted image C did not participate in the second diffusion, the initial values of HCNN can be obtained by these three columns, and then the diffusion matrix K can be obtained. Then obtain the original image P by inverse diffusion and inverse scrambling. The specific procedures are as follows.
Step 1. Calculate the pixel sum of the first column v1, v2, v3 of the R, G, B components of the encrypted image C, and denote them as sum (v1) , sum (v2) , sum (v3). Obtain the initial values a1, a2 and a3 of the HCNN system by Eq. (8) . Generate the X sequence by iterating the HCNN, and obtain the diffusion matrix K by Eq. (9).
Step 2. Substitute secret keys µ, k 1 , k 2 , k 3 , x (1) , y (1) , z (1) into the 3D intertwining logistic chaotic map, then the chaotic sequences are generated by Eq. (1). Next, perform the first inverse scrambling on the first column of the R, G, B components of the encrypted image C, and then convert them into vectors by column respectively to 1 × MN matrices. Combine them vertically by row to obtain matrix C , the size of C is 3 × MN .
Step 3. Perform the first inverse diffusion by Eq. (11) to obtain matrix S:
where i = 1, 2, 3, j = 1, 2, · · · , M × N , the first M elements of each row of C do not participate in the operation.
Step 4. Obtain the R, G, B components of P1 by converting each row of S into matrices with the size of M × N . Perform the second inverse scrambling by Eq.(12) on image P1 after r times to obtain image P1.
Step 5. Perform the second inverse diffusion by Eq. (13) and (14) on image P1 to obtain plaintext image P.
P (x n , y n ) = P1 (x n , y n ) ⊕ mod(tmp, 256)
where the initial value of the first pixel in image P1 is set to 45 during the transformation and the plaintext image P is obtained after r times. The decryption scheme is shown in Fig.5 .
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To illustrate the security performance of the proposed scheme, experimental results and security analysis of the proposed encryption scheme are performed.
A. EXPERIMENTAL RESULTS
In this paper, we choose some color images with the size of 512 × 512 for encryption. And let x(1) = 0.6, y(1) = 0.3, z(1) = 0.7, µ = 1.46, k 1 = 34.1, k 2 = 40.8, k 3 = −38.2, t = 80, r = 3, a = 5.6. The results of the proposed scheme are shown in Fig.6 .
B. RESISTANCE TO PLAINTEXT ATTACK
An attacker could construct a special image to obtain ciphertext so that to obtain information about the encryption scheme, and crack the encryption scheme. The scrambling and diffusion operations in the proposed scheme are performed simultaneously. In the second diffusion, the initial value of the HCNN system is obtained from a part of the pixels in the image after the first scrambling and diffusion. So that different plaintext images will generate different diffusion matrices, which makes the second diffusion process to relate to plaintext and hence resistant to plaintext attacks.
C. KEY SPACE ANALYSIS
Key space is a collection of all legal keys. Secret keys of the proposed encryption algorithm are double-precision numbers. If the calculation accuracy is 10 −14 and do the scrambling 3 round, so its key space K is shown in Eq. (15)
In theory, the key space of the proposed algorithm is larger than 2 200 to resist violent cracking. 
D. SENSITIVITY ANALYSIS
Key sensitivity refers to the using of slightly different keys to decrypt ciphertext images, and the results of decryption vary greatly. A good image encryption algorithm should be sensitive to the key in order to make the encryption algorithm more secure. The following three groups keys are shown in Eq. 
The decryption results obtained with these three keys are shown in Fig.7 . The results show that even if there are tiny differences in key, the decryption result will be incorrect. The proposed algorithm therefore satisfies the sensitivity requirement.
E. HISTOGRAM TEST ANALYSIS
The histogram of the plaintext image is not uniform, encryption makes the histogram of the ciphertext image fairly uniform. The histogram of the encrypted and plaintext images using the proposed scheme in this paper are shown in Fig.8 , the figure shows that proposed scheme makes the histogram of ciphertext image smoother, so that to further reduce the correlation between adjacent pixels. Chi-square is to measure the difference between the plaintext histogram and the ciphertext histogram quantitatively. Chi-square is defined in Eq.(17)
Note that k = 256, o i and e i are the observed and expected frequencies of each pixel value. The theoretical value of χ 2 256,0.05 is 293.24783. When the calculated value of the statistic is less than the theoretical value, the histogram is uniformly distributed. The test results are shown in Table 2 . The calculated values of the encrypted ciphertext image and the chi-square statistic of the other three components are smaller than the theoretical value, so the histogram of the ciphertext image can be considered to be approximately evenly distributed.
To measure the uniformity of the ciphertext image histogram, we calculate the variance of the histogram. The variance of the histogram is calculated by Eq. (18) . where h is the histogram value of the ciphertext image, i and j are the pixel values. We calculate the average variances of the ciphertext images of the R, G, B components obtained by secret keys and the average variances of the ciphertext images obtained by secret keys in which one parameter is changed. Table 3 presents the results of the variance of the histogram, from which we can see that the average variance is about 1000, the average variance of the plaintext image Lena is 950136. For comparing, we calculate the variances of the ciphertext images in Ref. [43] , which is about 5000. The average variances of the ciphertext image of the proposed encryption system is smoother than that in [43] .
To measure the uniformity of each secret key, we calculate the percentage of variance differences between secret keys and secret keys in which one parameter is changed. Table 4 presents the results of the uniformity of different secret keys, from which we can see that z(1) leads more fluctuation compared with other keys, and r leads the closest uniformity. From Table 4 we can see different plaintext images have different variance values in the same situation. For example, in the second column, the key x(1) has the average value of 14.17% for Lena image while it has the value of 7.22% for Baboon image. So the variance value also depends on the plaintext image. The results show the proposed encryption system can resist statistical attacks.
F. CORRELATION ANALYSIS
Plaintext image has strong correlation between adjacent pixels in the horizontal, vertical, and diagonal directions, and there should be no correlation between adjacent pixels in the ciphertext image. We randomly select N pairs of adjacent pixels from the analyzed image, denote their pixel values as (u i , v i ), i = 1, 2, . . . , N , and the correlation coefficient between vectors u = {u i } and v = {v i } can be calculated by Eq.(19)-Eq. (22) .
Let the coordinates of u i be (x i ,y i ), if the coordinates of v i are (x i+1 ,y i ), then calculates the correlation coefficient in the horizontal direction. If the coordinates are of v i are (x i ,y i+1 ), then calculates the correlation coefficient in the vertical direction. If the coordinates of v i are (x i+1 ,y i+1 ), then calculates the correlation coefficient in the diagonal direction. Randomly select 10000 pairs of adjacent pixels from the plaintext image and its corresponding encrypted image to calculate correlation coefficients in various directions. The results are shown in Table 5 , and the correlation analysis of the R component in the horizontal, vertical, and diagonal directions is shown in Fig.9 . It can be seen from Table 5 that plaintext image is highly correlated in horizontal, vertical, and diagonal directions. So the proposed scheme has great resistance to statistical attacks.
G. DIFFERENTIAL ATTACK
Differential attack refers to that the plaintext image changes slightly, and the different ciphertexts are analyzed to see whether a credible attack is obtained. A good encryption system means that tiny differences in plaintext images can cause huge influences in ciphertext images. The difference between two images of the same size can be quantitatively calculated by the number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI). Bigger NPCR values means the encryption algorithm is more sensitive to the changes of the original plaintext image. Bigger UACI values means the bigger average change intensity of the images. NPCR and UACI are defined as follows.
NPCR is used to compare the values of pixels at the corresponding positions of two images, and record the ratio of the number of pixels with different values to the total number of pixels.
where Sign (·) is the sign function:
UACI is used to compare the values of pixels at the corresponding positions of two images, record their differences, and then calculate the average value of the ratio of the difference of the pixels in all corresponding positions to the maximum difference:
The ideal value of NPCR is 99.6094% and the ideal value of UACI is 33.4635%. Table 6 shows the NPCR and UACI obtained by the proposed encryption system. The results show that, the NPCR and UACI values of the proposed encryption system are close to the theoretical values. Which proves that the proposed encryption system has good resistance against differential attacks. 
H. INFORMATION ENTROPY ANALYSIS
Information entropy reflects the uncertainty of image information. The bigger the entropy is, the bigger the VOLUME 7, 2019 uncertainty (the greater the amount of information) is, and the visual information is less.
The formula for calculating the information entropy is expressed in Eq. (26) .
The theoretical value of the information entropy H is 8. We compare the information entropy of color and grayscale images respectively. From the test results in Table 7 and Table 8 , the information entropy of the proposed algorithm is close to the theoretical value as others.
I. LOCAL SHANNON ENTROPY ANALYSIS
The randomness of image can also be measured by local Shannon entropy which has higher accuracy than that of the global entropy which is defined in Eq. (27) as Ref [46] . The local Shannon entropy is calculated by Eq. (27) .
where H (C i ) is calculated by Eq.(26), C 1 , C 2 , · · · , C K means k disjoint image blocks. The parameters k and T b are set to 30 and 1936, the theoretical scope value of local Shannon entropy is [7.901901305, 7 .903037329]. Table 9 presents results of local Shannon entropy on test image, from which we can see that the degree of randomness of ciphertext images is ideal.
J. PSNR ANALYSIS
The PSNR computes the peak signal-to-noise ratio. This ratio is used to measure the degree of distortion between the original image and the processed image. The lower the PSNR, the greater the difference between the two images, and the better the encryption algorithm. The mean square error (MSE) is the squared error accumulated between two images. The larger the MSE, the better the encryption effect. The definitions of PSNR and MSE are as follows.
where M, N signify the length and the width of the image, P(i, j) and C(i, j) represent original image and encryption one, respectively, MAX 1 denotes the maximum pixel value in the image. The MSE and PSNR comparisons among our algorithm and those in [17] , [38] , [41] , [42] are displayed in Table 10 and Table 11 , respectively. The results show that the proposed encryption algorithm performs better than other encryption algorithms.
K. TIME COMPLEXITY AND EFFICIENCY ANALYSIS
We evaluate the time complexity and efficiency of the proposed encryption system. We choose the grayscale images with the size of N × N, and the result is shown in table12. From table12 we can see the proposed system is better than that in [18] , [47] - [49] . The algorithm was tested using MAT-LAB R2016a on a PC with an Intel Core i7-9700K CPU at 3.6GHz and 16G RAM. The average encryption time of encrypting color images of size 512 * 512 is 2.726s, and the average decryption time is 3.405s.
V. CONCLUSION
In this paper, a simultaneous scrambling and diffusion color image encryption algorithm based on Hopfield chaotic neural network has been proposed. It not only changed the classic scrambling-diffusion structure for image encryption but also is related to the plaintext. The experimental results and comparison with other encryption algorithm demonstrate that the proposed encryption algorithm has greatly improved the image security and overcome some drawbacks of the classic scrambling-diffusion structure. In future work, we will focus on the design of image encryption algorithm which can resist noise and cropping attacks. One way is we can set the sums of the three columns of pixels after the simultaneous scrambling and diffusion as secret keys, but how to manage the huge amount of secret keys and synchronize these secret keys to different plaintext images are still under research.
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