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ABSTRACT
Zero-Shot Learning (ZSL) seeks to recognize a sample from either
seen or unseen domain by projecting the image data and semantic la-
bels into a joint embedding space. However, most existing methods
directly adapt a well-trained projection from one domain to another,
thereby ignoring the serious bias problem caused by domain differ-
ences. To address this issue, we propose a novel Domain-Specific
Embedding Network (DSEN) that can apply specific projections
to different domains for unbiased embedding, as well as several
domain constraints. In contrast to previous methods, the DSEN de-
composes the domain-shared projection function into one domain-
invariant and two domain-specific sub-functions to explore the
similarities and differences between two domains. To prevent the
two specific projections from breaking the semantic relationship,
a semantic reconstruction constraint is proposed by applying the
same decoder function to them in a cycle consistency way. Further-
more, a domain division constraint is developed to directly penalize
the margin between real and pseudo image features in respective
seen and unseen domains, which can enlarge the inter-domain dif-
ference of visual features. Extensive experiments on four public
benchmarks demonstrate the effectiveness of DSEN with an aver-
age of 9.2% improvement in terms of harmonic mean. The code is
available in https://github.com/mboboGO/DSEN-for-GZSL.
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1 INTRODUCTION
Traditional recognition tasks has progressed with the help of mas-
sive labeled images and deep models [8, 13, 14, 36, 40, 41, 46, 50].
However, their major disadvantage is that they cannot recognize the
images belonging to unseen categories, and it is laborious to collect
sufficient labeled images for various tasks. To tackle this problem,
generalized Zero-Shot Learning (ZSL) [1, 21, 24, 26, 28, 33, 44, 47]
has attracted a lot of attention in recent years. A generalized zero-
shot recognition is defined as recognizing a sample from either
seen or unseen domain, which contains disjoint categories. A gen-
eral paradigm is to project the image data and semantic labels, e.g.,
category attributes [9, 20], into a joint embedding space, where
recognition becomes a nearest neighbor searching problem [38]. A
visual diagram is shown in Figure 1. The major challenge of this
paradigm is that the different data distributions between two do-
mains lead to serious domain shift problems [11, 17], which make
the embedding features biased towards the seen domain.
To address this issue, existing methods focus on learning a ro-
bust projection between visual representations and semantic labels.
The related methods can be coarsely classified into two classes:
embedding-based framework and semantic-preserving framework.
The embedding-based framework [2, 16, 19, 33, 39] aims to estab-
lish a discriminative embedding space that is shared across two
domains. Two commonly used embedding space is spanned by
visual representations [49] and semantic labels [19], respectively.
Taking Figure 2 (a) as an example, the semantic labels are pro-
jected into the visual space to match with the corresponding visual
representations, which has been proved robust to Hubness prob-
lems [22, 39]. Different from the embedding-based framework, the
semantic-preserving framework [4, 7, 18, 44] focuses on preserv-
ing the semantic prototype in an embedding space through an
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Figure 1: A diagram of generalized zero-shot recognition,
which associates images and semantic labels in a joint em-
bedding space.
auto-encoder architecture. An example is shown in Figure 2 (b).
Although the above methods are effective for zero-shot problems,
they all employ a single shared-projection for both seen and unseen
domains. Due to the broad domain gap, a shared projection function
cannot model the full specialty of each domain, leading to biased
recognition problem.
In this paper, we propose a novel Domain-Specific Embedding
Network (DSEN) to alleviate the domain shift problem in ZSL by
applying specific projections to different domains, as well as several
domain constraints. The novelties of DSEN over the previous meth-
ods are shown in Figure 2 (c). Instead of a single shared projection,
DSEN decomposes the projection function into three components:
domain-invariant projection ϕc , seen domain-specific projection
ϕs , and unseen domain-specific projection ϕt . The ϕc targets to
capture the common projection knowledge between two domains,
and ϕs and ϕt are used to capture the domain-specific projection
knowledge. Notably, ϕs and ϕt should project the semantic labels
of different domains into a shared embedding space E in Figure 2 (c)
for cross-domain recognition. To this end, a semantic reconstruc-
tion constraint is designed, by applying the same decoder function
to both ϕs and ϕt in a cycle consistency way, to preserve the shared
semantic relationship in E. Compared to using a single shared pro-
jection, our domain-specific projections can generate less biased
embedding features due to domain specialty modeling.
Furthermore, a domain division constraint is developed to en-
large both intra- and inter-domain discrimination of visual fea-
tures, based on pseudo visual data in the unseen domain. Besides
fully supervised learning in the seen domain, our domain division
constraint restricts the noisy pseudo data to have a uniform label
distribution in seen categories. The advantages of this constraint
mechanism are as follows: a) being robust to the noisy pseudo visual
features; b) directly enlarging the visual margin between two do-
mains; and c) can be trained end-to-end. Consequently, the decision
boundary of visual features between two domains becomes more
clear, which allows us to utilize specific classifiers in determinate
searching space for unbiased recognitions.
Our contributions are threefold:
• We propose a novel Domain-Specific Embedding Network
(DSEN) by applying specific projections to two domains,
which can better capture domain similarities and differences
for unbiased embedding.
• A domain division constraint is designed to effectively en-
hance both intra- and inter-domain discrimination, based on
real and pseudo visual data in two domains. Besides, it also
enables DSEN to be trained end-to-end.
• The proposed DSEN obtains the sate-of-the-art performance
on four public datasets with an average of 9.2% improvement
in terms of harmonic mean.
2 RELATEDWORK
Three types of related techniques are discussed in this section.
2.1 Embedding-based Zero-Shot Learning
A general paradigm of zero-shot recognition targets to project the
image representations and semantic labels into a joint embedding
space, where the recognition becomes a nearest neighbor searching
problem [38]. This process is called as an embedding-based method,
which is one of the most popular ZSL strategies. As the seen and
unseen domains have disjointed categories, the additional semantic
information, such as attributes [9, 20] and word vectors [27, 30],
are used to construct a relationship between these two domains.
Among these methods, Frome et al. [10] and Akata et al. [2] use the
bilinear embedding model trained with a pairwise ranking loss. The
ESZSL model [33] constructs an embedding space with a Frobenius
norm regularization, and Qiao et al. [31] extend this work to online
documents by suppressing the noise with an extra l1,2 norm. In
addition, Akata et al. [3] build a joint embedding space with several
compatibility functions, which is improved in [43] by incorporating
latent variables. Zhang et al. [48] employ a non-linear kernel to
generate a mapping between visual representations and attributes.
In spite of the promising performance, the above methods directly
project the visual representations into space spanned by semantic
labels, which suffer from Hubness problems [22, 32, 39]. The Hub-
ness problem is defined as a few points being the nearest neighbors
of most of the other points, which is caused by that projecting a
visual feature with high dimensions into an attributes space with
low dimensions shrinks the variance of the projected data points
[49]. Therefore, a few methods [35, 44, 49] use an embedding space
spanned by visual features, which is defined as a semantic-visual
embedding. Although the previous methods are effective, insuffi-
cient semantic embedding limits their further applications due to
serious domain shift problems. For example, a testing sample from
an unseen domain tends to be recognized from one of the seen
categories.
2.2 Semantic-Preserving Framework
To alleviate the domain shift problems, many recent works target
to preserve the semantic prototype in an embedding space. The
motivation under this tactic is that the semantic prototype is robust
to domain change, which is beneficial to train a robust projection
function. Among these methods, SAE [18] and SP_AEN [7] use an
auto-encoder architecture on the embedded space to make their
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Figure 2: Comparison of DSENwith related GZSL paradigms. a) The embedding space is spanned by visual features. b) Preserv-
ing the category relationship in the embedding space. c) the proposed DSEN, which introduces two extra ϕs and ϕt to model
domain-specific knowledge and a domain division constraint Lddc to enlarge the inter-domain difference.
embedding features discriminative. Jiang et al. [15] propose a cou-
pled dictionary learning model to preserve the visual-semantic
structures with semantic prototypes. Especially, Annadani et al. [4]
preserve the semantic relationships in visual space by decomposing
the relation between categories into three groups. Although the
embedding-based methods and semantic-preserving framework
can effectively solve the ZSL problems, they are mainly based on
using a single shared projection across two domains, which ignore
the large domain differences.
2.3 Synthetic Data-Based Methods
Recently, synthetic data-based methods [5, 19, 24, 25, 45] have been
proposed, and they have obtained state-of-the-art performance. In
contrast to embedding-based methods, they train a softmax classi-
fier with full supervision on the union of real and synthetic visual
data from seen and unseen domains. The synthetic visual data is
obtained by a specific generator, such as GAN [12] and its vari-
ants, based on the unseen domain attributes. Consequently, their
models are more robust to domain shifts than embedding-based
methods, based on both seen and unseen visual features. However,
fully-supervised learning is sensitive to noisy synthetic visual data,
which has not been fully exploited.
3 DOMAIN-SPECIFIC EMBEDDING
NETWORK
We first describe the problem formulation of the Domain-Specific
Embedding Network in Sec. 3.1 and then provide a detailed imple-
mentation of DSEN. The pipeline is shown in Figure 3.
3.1 Problem Formulation
Let S = {(xs ,ys ,as )|xs ∈ Xs ,ys ∈ Ys ,as ∈ As } represents the
seen domain dataset, whereys andas are the class labels and seman-
tic attributes for each image xs , respectively. T = {(xt ,yt ,at )|xt ∈
Xt ,yt ∈ Yt ,at ∈ At } is similarly defined as the unseen domain
dataset, where Ys ∩ Yt = . Given the seen domain data S and
unseen domain labels Yt with attributes At , the target of a gener-
alized ZSL task is to recognize an image from either Xs or Xt .
Based on the above definition, a basic objective for our DSEN is
to:
min
Wϕ
∑
xs ∈Xs
d(f (xs ),ϕ(as )), (1)
where f (·) is the visual feature extractor for visual images. ϕ(·) is
a semantic-visual projection function with trainable weightsWϕ .
Notably, ϕ(as ) is the semantic embedding. The distance function
d(·) computes the negative cosine distance between two features
v1 andv2 by:
d(v1,v2) = − < v1,v2 >| |v1 | |2 | |v2 | |2 . (2)
Inmost existingmethods [4, 35, 49],ϕ is trained onS and directly
adapted to T and f (·) is fixed by using pre-trained visual feature
extractor.
3.2 Domain-Specific Projections
One leading cause of the domain shift problem is that a shared ϕc
cannot model the full differences between two domains, thereby
making generated embedding features towards the seen domain.
Targeting to model the differences between two domains, we de-
compose the projection function into three parts, which are domain-
invariant projection ϕc , seen domain-specific projection ϕs , and
unseen domain-specific projection ϕt . Thus, the embedding fea-
tures from seen and unseen domains become the combination of
two sub-features:
ϕ(a) =
{
ϕs (a) + ϕc (a) i f a ∈ As ,
ϕt (a) + ϕc (a) i f a ∈ At , (3)
where ϕc is used to capture the common knowledge between two
domains, and ϕs and ϕt capture the specific characteristics for seen
and unseen domains, respectively. Compared to existing methods
that use a single shared projection, the additional domain-specific
projections can better accommodate domain differences, yielding
more discriminative embedding features. By taking the ϕc and ϕs
into consideration, Eq. (1) becomes minimizing:
Lsvs =
∑
xs ∈Xs
d(f (xs ),ϕs (as ) + ϕc (as )). (4)
Different from ϕs , ϕt is difficult to train due to unavailable f (xt ).
Specifically, it is hard to constrain as and at to be projected into a
shared embedding space using different ϕs and ϕt , for cross domain
recognition. To achieve this goal, a semantic reconstruction con-
straint Lsr is designed by applying the same decoder function to
both ϕs +ϕc and ϕt +ϕc for semantic label reconstruction. The mo-
tivation is that the semantic labels are shared across two domains;
thus Lsr can constrain the semantic embedding from two specific
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Figure 3: The pipeline of training Domain-Specific EmbeddingNetwork. Besides the domain-shared projectionϕc , DSEN trains
two extra domain-specific ϕs and ϕt to better capture domain specialties. Furthermore, the domain division constraint Lddc
makes the visual embedding features in two domains distinguishable. The whole network is trained end-to-end.
projections to be associated in a shared embedding space. First,
ϕt is initialized on the well-trained ϕs for projection knowledge
transfer. Then, the semantic information in as and at are simul-
taneously encoded into ϕs and ϕt in a semantic cycle consistency
way. Notably, using ϕs as the initialized ϕt can facilitate the con-
vergence. Consequently, Lsr enables ϕt to capture the effective
projection knowledge in the unseen domain based on At , which
will be illustrated subsequently.
Inspired by the applications of auto-encoding architecture in un-
supervised representation learning, a domain-specific auto-encoder
architecture is used to encode the semantic information in both ϕt
and ϕs by:
Lsr =
∑
as ∈As
| |ϕsr (ϕs (as ) + ϕc (as )) − as | |22
+
∑
at ∈At
| |ϕsr (ϕt (at ) + ϕc (at )) − at | |22 ,
(5)
where ϕsr is a shared decoder function for both domains. From
Eq. (5), ϕc has access to the semantic information in two domains,
which can capture the domain similarity information. ϕs and ϕt
only have access to domain-specific information, thereby rendering
them to capture specific characteristics of two domains.
Finally, the objective function for domain-specific projections
becomes:
min
Wϕc ,Wϕs ,Wϕt ,Wϕsr
Lsvs + λ1Lsr , (6)
where λ1 is a hyper-parameter used to balance different constraints.
All the encoders ϕc , ϕs , ϕt and decoder ϕsr are implemented with
two fully connection layers followed by ReLU activation.
Consequently, the domain-specific projections ϕs and ϕt assist
ϕc to generate less biased embedding features during semantic-
visual projection. The detailed architecture of our domain-specific
projections is shown in Figure. 3.
3.3 Domain Division Constraint
Based on the embedding features from semantic attributes, we fur-
ther propose a domain division constraint to make the embedding
features between two domains distinguishable.
To achieve this goal, we first generate pseudo visual features
from category attributes at for the unseen domain. Especially, we
regard ϕ(at ) as pseudo visual features, because ϕ(at ) and f (xt )
have similar distributions based on well-trained semantic-visual
projections. With the real visual features f (xs ) and pseudo visual
features ϕ(at ), it is intuitive to train a |Ys ∪Yt |-way softmax classi-
fier, which can recognize visual samples from either seen or unseen
domain. However, ϕ(at ) is usually too noisy for a model to use
fully supervised learning, which may deteriorate the model per-
formance in the seen domain. Therefore, DDC just constraints the
noisy pseudo features ϕ(at ) to be far away from the seen catego-
rizes, because Ys and Yt are disjoint. Thus, a |Ys |-way softmax
classifier p is trained by minimizing:
Lddc = −
∑
xs ∈Xs
ln py∗(f (xs )) + α
∑
at ∈At
ln pˆ(ϕ(at )), (7)
where py (·) is the classification score in terms of the ground truth
label y∗, and pˆ(·) is the maximum classification score in Ys . The
first term in Eq. (7) is a general cross-entropy softmax loss in the
seen domain. The second term forces ϕ(at ) to have a uniform label
distribution in Ys , which means that the ϕ(at ) should not be rec-
ognized as a seen category. α is a hyper-parameter that is used to
Table 1: The details of the experimental datasets. |Ys | and
|Yt | indicate the class numbers in the seen and unseen do-
mains. The train/val/test indicates the image number of the
respective split.
Datasets Attributes |Ys | |Yt | train val test
CUB 312 150 50 7,057 1,764 2,967
SUN 102 645 72 10,320 2,580 1,440
AWA2 85 40 10 23,527 5,882 7,913
aPY 64 20 12 5,932 1,483 7,924
balance the training effects between real and pseudo visual features
on classifier p.
Based on Eq (7), the decision boundary between f (xs ) and f (xt )
can be determined by judging whether the label distribution of an
input sample is smooth in Ys . Especially for an input image from
the seen domain, pˆ(f (x)) should be extremely large in terms of the
true label. Conversely, the pˆ(f (x)) should be small, indicating a
uniform label distribution for an image from the unseen domain.
Furthermore, since the well-trained classifier p can only do catego-
rization in the seen domain, we employ a ranking-based classifier,
which is proposed based on nearest neighbor searching, to those
samples that are suspected from the unseen domain. Thus, the final
inference of our DSEN can be expressed by:
yˆ =

arg max
y∈Ys
py (f (x)) i f pˆ(f (x)) > τ
arg min
y∈Yt
d(f (x),ϕ(at )) else, (8)
where x ∈ Xs ∪ Xt , and yˆ is the final prediction. τ is a threshold to
determine the domain of an input sample.
With Eq. (8), we can divide the searching space for any samples
into two sub-spaces. Once the samples coming from the unseen
domain, the ranking-based classifier is used for recognition, of
which the search space has been reduced to the unseen domain.
For samples from the seen domain, the softmax classifier p can
directly give the confident category predictions. By reducing the
search space, the recognitions in both domains will be measurably
improved, which is attributed to our domain division constraint
Lddc .
3.4 Overall Objective
Finally, the overall objective function of DSEN becomes:
min
Wϕc ,Wϕs ,Wϕt ,Wϕsr ,Wf
Lsvs + λ1Lsr + λ2Lddc , (9)
whereWf is the trainable parameters of visual feature extraction
function f (·). λ1 and λ2 balance different constraints. Notably, in
many existing ZSL methods [7, 15, 45], f (·) is fixed across different
datasets, leading to a weak visual representation f (x). Instead,
Lddc enables DSEN to be trained end-to-end with a trainable f (·).
Therefore, both visual representations and embedding features from
our DSEN are powerful and discriminative.
4 EXPERIMENTS
In this section, experimental analysis on four benchmarks is given
to evaluate the proposed DSEN.
Table 2: The detailed implementations of three baselines.
Setting Lsvs Lsr Lddc
S2V
√
DSP
√ √
DDC
√ √
DSEN (DSP+DDC)
√ √ √
4.1 Experimental Settings
Datasets.We evaluate the proposed method on four widely used
benchmarks: Caltech-USCD Birds-200-2011 (CUB) [42], SUN [29],
Animals with Attributes 2 (AwA2) [44], and Attribute Pascal and
Yahoo (aPY) [9]. All the datasets provide annotated attributes. The
newly proposed splits of seen/unseen classes in [44] are used for
fair comparisons, which ensure that the test categories are strictly
unseen in the pretrained visual projection network [34]. The details
of the datasets are listed in Table 1.
Implementation details. The input images are resized to 480
along the short side, with data augmentation of 448 × 448 random
cropping and horizontal flipping. The visual feature extraction
network f (·) is based on the ResNet-101 architecture, which is pre-
trained on the ImageNet dataset. The rest of the networks uses
MSRA random initializer [13]. In this work, we employ a two-stage
training strategy to train the proposed DSEN. It first fixes f (·) and
trains the rest with a large learning rate lr = 1 × e−3, and then
it uses a small lr = 1 × e−5 to train the whole DSEN. The Adam
optimizer is used with β = (0.5, 0.999) and weight decay 5 × e−5.
For the hyper-parameters in DSEN, we set λ1 = 5 and λ2 = 1 to
balance Lsvs , Lsr , and Lddc , and α = 0.1 in Lddc . The above
hyper-parameter settings are determined according to experiments,
and they are applicable to all of our experimental datasets. τ will
be analyzed in the ablation study.
Evaluation metrics. Similar to [44], the harmonic mean (H ) is
denoted in Eq. (10) to evaluate a model by:
H =
2 ×MCAt ×MCAs
MCAt +MCAs
, (10)
where MCAs and MCAt are the Mean Class top-1 Accuracy for the
validation (seen) and testing (unseen) sets, respectively.
In the following parts, the experiments are mainly conducted
under generalized ZSL settings, where the testing images come
from either the seen or unseen domain.
Baselines. To demonstrate the effectiveness of different compo-
nents in DSEN, three baselines are defined:
• S2V is a general semantic-visual structure with shared pro-
jection function ϕc . The visual feature extraction function
f (·) is fixed.
• DSP adds two extra domain-specific projections ϕs and ϕt
to S2V.
• DDC applies the domain division constraint Lddc to S2V,
which makes the visual feature extractor f (·) trainable.
Finally, DSEN uses both domain-specific projections andLddc with
a trainable f (·). The details of each baseline are listed in Table 2.
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Figure 4: Distributions of maximum classification score on four datasets. The vertical axis indicates the percentage of unseen
domain samples. FSL and DDC represent the fully-supervised learning and our domain division constraint, respectively.
Table 3: The effects of each domain-specific projection on
CUB.
Baseline ϕc ϕs ϕt MCAt MCAs
S2V
√
25.6 56.6√ √
27.5 61.9√ √
28.3 57.4√ √
29.7 60.1√ √ √
30.8 62.7
4.2 Ablation Studies
Effects of ϕc , ϕs , and ϕt . As the domain-specific projections con-
sist of one domain-shared ϕc and two domain-specific ϕs and ϕt ,
we explore their effects by individually applying them to the base-
line S2V. Table 3 shows the results. From Table 3, it is observed
that applying ϕs and ϕt individually to ϕc yields improvements by
5.3% and 2.7% in terms of MACs and MACt . This proves that the
domain-specific projections effectively capture their characteristic
domain information via semantic reconstruction constraint Lsr .
Then, we further explore the effects by using totally separated ϕs
and ϕt without ϕc . The results show a slight improvement of 1.5%
onMACt . The reason is that the connection between ϕs and ϕt is
too weak to guarantee the projected embedding features to be in
the same embedding space. Finally, combining ϕs , ϕt , and ϕc offers
the best performance, which indicates that ϕc successfully captures
the domain similarities during semantic-visual projection. These ex-
periments prove the effectiveness of domain-specific projections in
generating discriminative embedding features. In addition, random
initialization of ϕt yields a relatively slow convergence speed.
Effects of domain-specific projections. As the domain-specific
projections play a critical role in the proposed DSEN, we analyze the
effect of applying domain-specific projections to different baselines.
The related results are summarized in Table 4. From Table 4, we
observe that applying domain-specific projections achieves better
performance than using a single shared projection for all datasets,
e.g., the DSP and DSEN both achieve 6.0% and 1.9% improvements
on the S2V and DDC baselines in terms of H on CUB, respectively.
Table 4 further shows that the domain-specific projections improve
the recognition performance on both seen and unseen domains
by about 2% ∼ 6% on CUB. These achievements demonstrate the
effectiveness of the proposed domain-specific projections.
Comparison of fully-supervised learning and Lddc . We fur-
ther analyze the superiority of our domain division constraintLddc
to fully-supervised learning. The analysis is performed by using
noisy pseudo visual data for supervised training. Given a ZSLmodel,
we denote pˆ(f (x)) as the maximum score of an image among seen
categories. Thus, for an image from the seen domain, the pˆ(f (x))
should be extremely large in terms of the true label. Conversely,
the pˆ(f (x)) should be small, indicating a uniform label distribution
for an image from the unseen domain. To this end, we compare
the pˆ(f (x)) for all unseen domain samples by individually applying
fully-supervised learning and our Lddc to baseline DSP with noisy
pseudo data. The results are reported in Figure 4.
From Figure 4, it can be observed that, compared to fully super-
vised learning, Lddc improves the percentage of samples with a
small pˆ(f (x)) < 0.5 from 50% to 70% on CUB, 24% to 42% on AWA2,
and 30% to 50% on aPY, approximatively. On SUN, the percentage
of samples with pˆ(f (x)) < 0.3 is improved from 22% to 43%. No-
tably, more samples with a small pˆ(f (x)) in Figure 4 mean that
more unseen domain samples can be distinguished from the seen
domain samples. Therefore, compared to fully supervised learn-
ing, Lddc makes the embedding features between two domains
more distinguishable, which accounts for our impressive perfor-
mance. Furthermore, it also shows that the softmax classifier p can
model the decision boundary between two domain. Thus, using
domain-specific classifiers are reasonable.
Effects of varying τ values. τ is a critical parameter to judge
whether a testing sample is from an unseen domain. The results of
varying τ values are shown in Figure 5. It can be found that, for the
seen domain samples, a higher τ leads to a lowerMCAs . The reason
is that a higher τ maymistakenly give some seen domain samples to
the ranking-based classifier, which degrades theMCAs . Conversely,
in the unseen domain, the larger value the τ is, the higherMCAt
our DSEN obtains. The reason is that a higher τ will feed a large
number of unseen domain samples to the ranking-based classifier,
which is good at unseen domain categorization and consequently
improves theMACt . As the metric H is the combination of MCAs
and MCAt , H does not have a consistent trend. With an increase
of τ , H first increases to the optimal value and then drops. From
Figure 5, it can be found that the optimal values for τ in different
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Figure 5: The performance of DSEN with varying τ on different datasets.
datasets are different, e.g., the optimal values for τ are 0.8, 0.5, 0.9,
0.8 for CUB, SUN, AWA2,and aPY, respectively.
Effects of domain division constraintLddc .We then verify the
effectiveness of using domain division constraint Lddc . As shown
in Table 4, the baseline DDC obtains a higher harmonic mean (H )
than S2V on all four datasets. For example, on the AWA2 dataset,
the DDC raises a harmonic mean (H ) from 39.8% to 60.1% over S2V,
which is mainly attributed to the significant 24.5% improvement
ofMACt . Further, with the domain division constraint Lddc , the
DSEN obtains a higher performance than DSP. These improvements
confirm that the Lddc can effectively make the embedding features
more distinguishable, thereby rendering improved recognition in
challenging unseen domains.
Furthermore, two domain-specific classifiers, based on Lddc ,
also yield significant contributions to our impressive performance.
As shown in Table 4, the main improvements of our DDC come
from the high MACt in the unseen domain, which shows that
the searching space reduction of the ranking-based classifier is an
important factor of performance improvements. Especially, on the
CUB dataset, the metric H of DDC is 12.9% higher than FGN [19] in
terms of H, where the FGN uses a single softmax classifier in two
domains. This also proves that using two domain-specific classifiers
based on Lddc is superior to using single shared classifier.
Feature visualizations of DSEN. Figure 6 shows the t-SNE of
generated visual features by DSEN on CUB and AWA2 datasets,
respectively. In each dataset, total 10 categories are randomly se-
lected from the unseen domain. From the results, DSEN can not
only preserve the semantic relationship in the embedding space
but also obtain a large inter-class discrimination. This is attributed
to DSP that captures accurate domain difference and DDC that
enlarges the domain difference.
4.3 Comparison with existing methods
Comparison with generalized zero-shot learning. Table 4 il-
lustrates comparison with previous methods on generalized ZSL.
As shown in Table 4, our DSEN significantly outperforms existing
methods on four datasets, e.g., DSEN obtains 15.0%, 1%, 3.5%, and
16.8% improvement in terms of metric H on CUB, SUN, AWA2, and
aPY, respectively.
To evaluate the effectiveness of domain-specific projections, we
compare the DSP baseline with two representative methods [4, 15]
which both employ a single shared semantic-visual projection. From
Table 4, we see that the DSP baseline performs best on all four
datasets in terms of metric H . The high performance demonstrates
the superiority of our domain-specific projections to the single
(a) Features of CUB (b) Features of AWA2
Figure 6: The t-SNE of visual features from DSEN on CUB
and AWA2, respectively.
shared semantic projection. Comparing with [4, 15], the other ad-
vantage of DSEN is that it makes the visual features more dis-
criminative. In this work, we define the domain shift degree as
|MCAs −MCAt |. As the CUB for examples, we find that the domain
shift degree for PSR-ZSL [4] and CDL [15] are both larger than 30%.
However, our DSEN only has a 12% domain shift degree. This low
domain shift degree proves that our domain-specific projections
can generate domain-robust embedding features.
Different from embedding-based PSR-ZSL and CDL, SE-ZSL [45]
and FGN [19] obtain state-of-the-art performance by alleviating
the domain shift problem with synthetic visual data in an unseen
domain. However, they all employ the widely used fully supervised
learning that can degrade the recognition performance on real seen
domain data, i.e., FGN [19] obtains a 10% drop of MCAs with syn-
thetic data. Instead, the Lddc used in our DDC can reduce the
influence of noisy synthesized data. For example, in CUB dataset,
the DDC obtains MCAs of 69.2%, which is higher than the values
of 55.7% and 46.7% for FGN and SE-ZSL, respectively. As a conse-
quence, the high MCAt and MCAs make DSEN obtain the highest
H among all datasets, which also demonstrates its effectiveness in
generalized ZSL.
Comparison with conventional zero-shot learning. Compari-
son with conventional ZSL setting is shown in Table 5, where the
testing images only come from an unseen domain. Notably, conven-
tional ZSL setting is easier than generalized ZSL due to it ignores
the searching space from the seen domain. From Table 5, we can
observe that the proposed DSEN obtains the best performance on
four datasets. Also, the DDC has achieved higher performance than
Table 4: Evaluation performance under generalized zeros-shot learning. NG indicates non-generativemethods, andG indicates
generative methods that use GAN.
Methods CUB [42] SUN [29] AWA2 [44] aPY [9]
MCAt MCAs H MCAt MCAs H MCAt MCAs H MCAt MCAs H
NG
CMT[37] 7.2 49.8 12.6 8.1 21.8 11.8 0.5 90.0 1.0 1.4 85.2 2.8
SYNC[6] 11.5 70.9 19.8 7.9 43.3 13.4 10.0 90.5 18.0 7.4 66.3 13.3
SAE[18] 7.8 54.0 13.6 8.8 18.0 11.8 1.1 82.2 2.2 0.4 80.9 0.9
KL[48] 19.9 52.5 28.9 19.8 29.1 23.6 17.6 80.9 29.0 11.9 76.3 20.5
PTZSL[24] 23.0 51.6 31.8 19.0 32.7 24.0 - - - 15.4 71.3 25.4
CDL[15] 23.5 55.2 32.9 21.5 34.7 26.5 - - - 19.8 48.6 28.1
PSR-ZSL[4] 24.6 54.3 33.9 20.8 37.2 26.7 20.7 73.8 32.2 13.5 51.4 21.4
SP-AEN[7] 34.7 70.6 46.6 24.9 38.6 30.3 23.3 90.9 37.1 13.7 63.4 22.6
G SE-ZSL[19] 41.5 53.3 46.7 40.9 30.5 34.9 58.3 68.1 62.8 - - -FGN[45] 43.7 57.7 49.7 42.6 36.6 39.4 - - - - - -
S2V 25.6 56.6 35.3 20.1 35.3 26.2 25.6 88.9 39.8 15.5 73.6 25.7
DSP 30.8 62.7 41.3 30.0 40.3 34.4 31.2 87.9 46.1 18.1 73.1 29.0
DDC 57.1 69.2 62.6 40.1 39.2 39.6 51.3 75.2 61.0 30.9 44.9 36.6
DSEN 59.1 71.1 64.5 39.4 41.4 40.4 56.4 80.4 66.3 31.6 52.1 39.4
Table 5: Conventional zeros-shot learning. TheMCA (%) met-
ric is used for comparison.
Methods CUB SUN AWA2 aPY
CAV[49] 52.1 61.7 65.8 -
FGN[45] 61.5 62.1 - -
SE-ZSL[19] 59.6 63.4 69.2 -
PSR-ZSL[4] 56.0 61.4 63.8 38.4
CDL[15] 54.5 63.6 - 43.0
SP-AEN[7] 55.4 59.2 58.5 24.1
LDF[23] 70.4 - - -
S2V 52.4 58.2 65.8 40.5
DSP 56.2 62.6 69.1 41.7
DDC 71.8 64.0 71.2 43.1
DSEN 71.8 62.2 72.3 43.5
the existing methods on four datasets. It proves that the powerful
and discriminative visual representations by the end-to-end train-
able visual network are significant. Furthermore, compared to the
MCAt in Table 4 in generalized zero-shot learning, we have found
that the four baselines all obtain higher performance. The reason is
that the conventional ZSL know prior information for the testing
images belonging to which domains, which mitigates the projection
domain shift problem.
Discussion. As shown in Table 4, DSEN achieves impressive im-
provement on CUB, aPY, and AWA2. However, it cannot obtain a
consistent improvement on SUN dataset. The reason is that too
many categories in SUN make it hard to generate good visual fea-
tures from semantic attributes of low dimensions. More specifically,
FGN uses GAN to generate synthetic visual features for an unseen
domain, which is much more powerful than our two-layer genera-
tor. Thus, the distance between two generators is hard to remedy
with domain-specific projections and classifiers, since there is a
total of 717 categories in SUN. However, our DSEN finally obtains
a slightly higher H value than FGN, due to an obviously higher
MACs in the seen domain, which ensures the robustness of DSEN.
5 CONCLUSION
With an aim to solve the domain shift problem in generalized
zero-shot learning, we propose a novel Domain-Specific Embed-
ding Network by applying specific projections to seen and unseen
domains based on domain characteristics. In contrast to existing
methods using a single shared projection, we demonstrate that
domain-specific projections can better capture domain similarities
and differences, leading to more robust embedding features. To
avoid domain-separated embedding space, a semantic reconstruc-
tion constraint is designed by using semantic labels to associate
two specific projections in a cycle consistency way. Furthermore,
a domain division constraint is developed to make the generated
embedding features more distinguishable. Experiments on four
benchmarks demonstrate the effectiveness of the proposed method.
In the future, powerful generators will be explored to provide
more reliable synthetic visual representations, e.g., GAN. Also,
domain-specific projection architectures will be explored by us-
ing autoML, which may yield further improvements.
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