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Abstract
For m,n ∈ N, the fractional power G mn of a graph G is the mth power of the n-subdivision
of G, where the n-subdivision is obtained by replacing each edge in G with a path of length n.
It was conjectured by Iradmusa that if G is a connected graph with ∆(G)≥ 3 and 1< m< n,
then χ(G
m
n ) = ω(G
m
n ). Here we show that the conjecture does not hold in full generality by
presenting a graph H for which χ(H
3
5 ) > ω(H
3
5 ). However, we prove that the conjecture is
true if m is even. We also study the case when m is odd, obtaining a general upper bound
χ(G
m
n )≤ω(G mn ) + 2 for graphs with ∆(G)≥ 4.
Keywords: fractional power, chromatic number, regular graphs.
Math. Subj. Class.: 05C15
1 Introduction
Let G be a simple finite graph, and let m and n be positive integers. The n-subdivision of G,
denoted by G
1
n , is the graph formed from G by replacing each edge with a path of length n. The
m-power of G, denoted by Gm, is the graph constructed from G by joining every two distinct
vertices with distance at most m. The fractional power G
m
n is then defined to be the m-power of
the n-subdivision of G; that is, G
m
n = (G
1
n )m. Here we study the relation of χ(G
m
n ) and ω(G
m
n ).
A total coloring of G is a coloring of its vertices and edges such that no adjacent vertices, no
adjacent edges, and no incident edge and vertex have the same color. The total chromatic number
χ ′′(G) of G is the least number of colors in such a coloring. The famous Total Coloring Conjecture,
formulated independently by Behzad [1] and Vizing [6], states that χ ′′(G) ≤ ∆(G) + 2 for any
simple graph G. Since χ ′′(G) = χ(G 22 ), and ω(G 22 ) = ∆(G)+1 for every graph G with ∆(G)≥ 2,
we can rewrite the Total Coloring Conjecture as follows:
Total Coloring Conjecture’ ([1, 6]). If G is a simple graph with maximum degree at least 2, then
χ(G
2
2 )≤ω(G 22 ) + 1.
If m < n, then maximum cliques of G are somewhat separated, so less colors may be needed,
as conjectured by Iradumusa [2].
Conjecture 1 ([2]). If G is a connected graph with ∆(G) ≥ 3 and 1 < m < n, then χ(G mn ) =
ω(G
m
n ).
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Iradmusa showed that Conjecture 1 is true for m= 2. We refer the reader to [2] for the proof
and several other results for m> 2.
The purpose of this paper is to further investigate Conjecture 1. Our first results is that
Conjecture 1 is true if m is even.
Theorem 1. If G is a graph with ∆(G)≥ 3 and 1< m< n with m even, then χ(G mn ) =ω(G mn ).
We also study the conjecture when m is odd. We show that the conjecture does not hold in full
generality. In particular, it is not true for the cartesian product C3K2 of C3 and K2 (triangular
prism), m= 3, and n= 5. However, we give the following general bound.
Theorem 2. If G is a graph with ∆(G)≥ 4 and 1< m< n with m odd, then χ(G mn )≤ω(G mn )+ 2.
The paper is organized as follows. In Section 2, we introduce notation and some known
results that are used later in the paper. The proof of Theorem 1 is given in Section 3 (∆(G) ≥ 4)
and Section 4 (∆(G) = 3). In Section 5 we prove Theorem 2 for graphs that are not complete,
and we show that Conjecture 1 holds for infinitely many n (about “half” of the values) if m is
odd. Section 6 deals with complete graphs, where it is shown Conjecture 1 is true for all complete
graphs. Finally, Section 7 discusses the connection between r-dynamic coloring and Conjecture 1.
We make the following conjecture.
Conjecture 1.1. Conjecture 1 holds except when G = C3K2.
2 Notation and Preliminaries
In this paper we only consider finite simple graphs. Next we always assume that m and n are
positive integers such that m < n. The graph G
m
n is constructed from G in two steps. First, every
edge uv is replaced by a path Puv (called a superedge) of length n, forming G
1
n . Second, edges
joining vertices of distance at most m in G
1
n are added, forming G
m
n .
Let (uv)i (i = 0, . . . ,n) be a vertex of G
m
n that lies on Puv and has distance i from u in G
1
n . If
i = 0 or i = n, then (uv)i is a branch vertex, otherwise (uv)i is an internal vertex.
For an edge uv in G, the ordered bm
2
c-tupple of vertices of V (G mn ) defined by
Buv = ((uv)1, . . . , (uv)bm
2
c)
is called a bubble (at u). If m is odd, then we say that the set of vertices
Cu = {(uv)(m+1)/2 ∈ V (G mn ) : uv ∈ E(G)}
is the crust at u. Lastly, Muv , called a middle part, is the tuple of vertices between the two bubbles
(or two crusts if m is odd) on the edge uv defined by
Muv = ((uv)dm
2
e+1, . . . , (uv)n−(dm
2
e+1)).
For a k-tuple A= (a1, . . . , ak) we define A= (ak, . . . , a1). Also, we write A[i : j] = (ai , . . . , a j)
and A[i] = (ai). So, we have A[i : j] = (ak−i+1, . . . , ak− j+1) and A[i] = (ak−i+1). If B =
(b1, . . . , bk) is another k-tuple, then ϕ(A) = B means ϕ(A[i]) = B[i] (i.e. ai = bi) for all i ∈ [k]
for some function ϕ. To shorten notation, we often write [k] instead of {1, . . . , k}. Lastly, we
use the symbol ∗ to denote the merging of two tuples as follows: (a1, . . . , ai) ∗ (ai+1, . . . , an) :=
(a1, . . . , an).
We are ready to state results of Iradmusa that we use later in this paper. The first theorem
gives the exact values of ω(G
m
n ).
2
u v
Buv
BvuMuv
(uv)1 (uv)m
2
. . . (vu)1(vu)m2 . . .
(a) m even.
u v
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2
. . . (vu)1(vu)m−1
2
. . .
Cu Cv
(b) m odd.
Figure 1: Bubbles, crusts, and middle parts.
Theorem 2.1 ([2]). If G is a graph and n,m ∈ N such that m< n, then
ω(G
m
n ) =
 m+ 1 if ∆(G) = 1,m2∆(G) + 1 if ∆(G)≥ 2,m even,m−1
2
∆(G) + 2 if ∆(G)≥ 2,m odd.
Since χ(H) ≥ ω(H) for any graph H, it suffices to show χ(G mn ) ≤ ω(G mn ) to prove Conjec-
ture 1. By Theorem 2.1, we thus need to construct a coloring of G
m
n using m
2
∆(G) + 1 colors if m
is even, and m−1
2
∆(G) + 2 colors if m is odd.
By [2, Lemma1], if χ(G
m
n ) =ω(G
m
n ), then χ(G
m
n+m+1 ) =ω(G
m
n+m+1 ). This result can be gener-
alized as follows.
Lemma 2.2. Let G be a graph, and m,n ∈ N such that m < n. If χ(G mn ) ≤ ω(G mn ) + c for some
c ∈ N∪ {0}, then χ(G mn+m+1 )≤ω(G mn+m+1 ) + c.
Proof. By Theorem 2.1, ω(G
m
n ) = ω(G
m
n+m+1 ). By the proof of Lemma 1 in [2], it holds that
χ(G
m
n+m+1 )≤ χ(G mn ). Therefore
χ(G
m
n+m+1 )≤ χ(G mn )≤ω(G mn ) + c =ω(G mn+m+1 ) + c.
Theorem 2.3 ([2]). If G is a connected graph with∆(G)≥ 3 and m ∈ N, then χ(G mm+1 ) =ω(G mm+1 ).
The next lemma follows by inductively applying Lemma 2.2 and Theorem 2.3. We will use it
repeatedly.
Lemma 2.4. If χ(G
m
n ) ≤ ω(G mn ) + c for all n = m+ 2, . . . , 2m+ 1 and some c ∈ N ∪ {0}, then
χ(G
m
n ) ≤ ω(G mn ) + c for all n with n > m. In Particular, if Conjecture 1 holds for n = m +
2, . . . , 2m+ 1, then it holds for all n with n> m.
Throughout this paper, we will also use the following well-known result by König [4].
Lemma 2.5 ([4]). For every graph G with maximum degree ∆ there exists a ∆-regular graph
containing G as an induced subgraph.
Lemma 2.5 enables us to restrict our attention to regular graphs. Indeed, if G is not regular,
we can find a ∆-regular graph H, color H, and use the coloring of H on G. The following result
is proven in [2, Theorem 3] using a special type of vertex ordering and induction. Here we give
another simple proof.
3
Lemma 2.6. If G is a connected graph with maximum degree ∆ ≥ 3, then there exists a proper
coloring h : V (G
2
3 )→ {0, . . . ,∆} using the color 0 exactly on branch vertices.
Proof. First, we color all branch vertices with 0. It remains to color the internal vertices with
colors 1, . . . ,∆. Let H be a graph that arises if we delete all branch vertices of G
2
3 . Then ∆(H) =
∆, and H is neither an odd cycle nor a complete graph. Thus, χ(H)≤∆ by Brooks’ theorem.
Observe that the graph H that arises if we delete all branch vertices of G
2
3 is isomorphic to
the line graph of G
1
2 . Therefore, we can think of coloring of internal vertices of G
2
3 as of coloring
of edges of G
1
2 . So, Lemma 2.6 equivalently states that for a graph with degree ∆ ≥ 3, there is a
proper edge coloring h : E(G
1
2 )→ {1, . . . ,∆}. We refer to such a coloring as a half-edge coloring of
G, and to the ’halves’ of edges of G that correspond to the edges in G
1
2 simply as half-edges of G.
For an edge e = uv in G, euv denotes the half-edge on e that is adjacent to u.
Lemma 2.7. If G is a graph with maximum degree ∆ ≥ 3, then there exists a (proper) half-edge
coloring h : E(G
1
2 )→ [∆].
3 Theorem 1 for non-cubic graphs
In this section we show that Conjecture 1 is true if m is even and ∆(G) ≥ 4. We sketch the
basic idea of the technique used here. Suppose that we have a half-edge coloring of G using
∆(G) colors. For each color a we introduce m
2
new colors a1, . . . , am
2
, and use them on each
bubble whose corresponding half-edge has color a. So, we use m
2
∆(G) colors to color vertices of
bubbles. As a next step we show that it is possible to color the middle vertices from the same set
of colors. So, if we use an additional color 0 for branch vertices of G
m
n , then we can conclude that
χ(G
m
n )≤ m
2
∆(G) + 1=ω(G
m
n ), as needed.
Theorem 3.1. If m is even and G is a connected graph with ∆(G)≥ 4, then χ(G mn ) =ω(G mn ).
Proof. By Lemma 2.5, we can assume that G is ∆-regular graph, where ∆ = ∆(G). Also, it is
sufficient to prove the claim for m+ 2 ≤ n ≤ 2m+ 1 (Lemma 2.4). By Theorem 2.1, ω(G mn ) =
m
2
∆+ 1. Since trivially χ(G
m
n ) ≥ω(G mn ), we only need to construct a proper vertex coloring G mn
that uses m
2
∆+ 1 colors.
Let h : E(G
1
2 ) → {1, . . . ,∆}, where 1 = (11, . . . , 1m
2
), . . . ,∆ = (∆1, . . . ,∆m
2
), be a half-edge
coloring of G whose existence is ensured by Lemma 2.7. Then we define a vertex coloring
ϕ : V (G
m
n )→ {0, 11, . . . , 1m
2
, 21 . . . , 2m
2
, . . . ,∆1, . . . ,∆m
2
} as follows.
1. branch vertices: ϕ(v) = 0 for every branch vertex v.
2. bubbles: ϕ(Buv) = h(euv). (Recall that this means ϕ(Buv[i]) = h(euv)[i] ∀i ∈ [m2 ].)
3. middle parts: Consider a superedge Puv . Since ∆(G) ≥ 4, there exist two color-tuples a,
b ∈ [∆] \ {h(euv),h(evu)}. Let k = d12 |Muv|e and l = b12 |Muv|c. Then we define ϕ(Muv[1 :
k]) = a[1 : k] and ϕ(Mvu[1 : l]) = b[1 : l]. See Figure 2.
We show that the coloring ϕ is proper. We need to check that the distance between any two
vertices x , y with the same color is greater then m in the subgraph H := G
1
n of G
m
n . This is true if
ϕ(x) = ϕ(y) = 0 since then x and y are branch vertices. Let now ϕ(x) = ϕ(y) 6= 0.
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(a) Coloring h.
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(b) The corresponding coloring ϕ of G
m
n .
Figure 2: Using half-edge coloring of G to color G
m
n .
1. x ∈ Buv and y ∈ Bu′v′: First, uv 6= u′v′ since the colors of vertices of each bubble are
pairwise distinct. Next, neither u 6= u′ nor v 6= v′ since h is proper and thus Buv and Bu′v′
cannot be at the same vertex. Also, Buv and Bu′v′ are not on the same superedge, so either
u 6= v′ or v 6= u′. If u 6= v′ and v 6= u′, then uv and u′v′ are two vertex-disjoint edges in G
and so dH(x , y) ≥ n+ 2 > m. If u 6= v′ and v = u′, then dH(x , y) = dH(u, v) = n > m since
dH(u, x) = dH(u′, y) by definition of ϕ. The case u= v′ and v 6= u′ is analogous.
2. x ∈ Muv and y ∈ Mu′v′: As in the previous case, uv 6= u′v′. But then dH(x , y) since any two
vertices from two different middle parts are in distance at least m+ 2 in G
1
n .
3. x ∈ Buv and y ∈ Mu′v′: If uv and u′v′ are vertex-disjoint edges in G, then again dH(x , y) ≥
n+2> m. So we may assume that u= u′. Then v 6= v′ since Buv and Mu′v′ do not belong to
the same superedge by definition of ϕ. Let i be such that y = Muv[i]. Since ϕ(x) = ϕ(y),
we have by definition of ϕ that x = Buv[
m
2
− i+1]. It follows that dH(x ,u) = m2 − i+1 and
dH(u′, y) = m2 + i, which together gives dH(x , y) =
m
2
− i+ 1+ m
2
+ i = m+ 1.
4 Theorem 1 for cubic graphs
For a cubic graph G, let h : E(G
1
2 ) → [3] be a proper half-edge coloring. A cycle in G that uses
only two of the colors 1,2, 3 on its half-edges is called a bad cycle in (G,h). The coloring h is called
a good half-edge coloring if there is no bad cycle in (G,h).
Lemma 4.1. There exists a good half-edge coloring for every cubic graph G.
Proof. We consider an arbitrary half-edge coloring h : E(G
1
n ) → [3] of G. Let C1, . . . ,Ck be bad
cycles of (G,h). Observe that the cycles C1, . . . ,Ck are pairwise edge-disjoint. We prove that we
can eliminate the bad cycles C1, . . . ,Ck by induction on k. If k = 0, then there is nothing to prove.
So suppose that k ≥ 1.
Consider the cycle Ck with its half-edges colored with colors a, b ∈ [3]. Then every half-edge
incident with a vertex of Ck has color c ∈ [3] \ {a, b}. For an arbitrary vertex u of Ck, let v be
the neighbor of u such that v 6∈ V (Ck). So we have h(euv) = c. Let w be the neighbor of u in
Ck such that h(euw) 6= h(evu). Then we define a half-edge coloring h′ of G by h′(euv) = h(euw),
h′(euw) = h(euv), and h′(ex y) = h(ex y) for the remaining half-edges ex y of G (see Figure 3a). Now
Ck uses all the three colors 1,2, 3 and the new coloring h
′ is again a proper half-edge coloring.
We show that no new bad cycle arises. Suppose it does. Let C ′k be a bad cycle in (G,h′) that
was not a bad cycle in (G,h). Then either the edge uv or the edge uw is in C ′k. Suppose uv ∈ E(C ′k)
first. Then C ′k uses colors a and b on its half-edges, and thus contains the path Pk = Ck\{uw}. But
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(a) Switching the colors on euv and
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Figure 3
the vertex w of Pk is adjacent to only one edge that uses colors a and b on its half-edges (since one
of the colors a, b was changed to c on uw), a contradiction. The case when uw ∈ E(C ′k) also leads
to a contradiction since no other edge than uw incident with u has color c on its half-edges.
For a half-edge coloring h, an a-half-edge is a half-edge colored with the color a by h, and an
ab-edge is an edge with the colors a, b used on its half-edges.
An orientation
−→
G of a graph G is obtained by assigning a direction to each edge. We say that
a half-edge euv is oriented inwards in if the head of the corresponding edge in the orientation of
G
1
2 is a branch vertex of G. Otherwise we say that euv is oriented outwards.
Lemma 4.2. For every good half-edge coloring h of G there exists an orientation of G
1
2 such that for
every edge uv ∈ E(G), if u′ ∈ NG(u) \ {v} and v′ ∈ NG(v) \ {u} with h(euu′) = h(evv′), then one of
the half-edges euu′ , evv′ is oriented inwards and the other one outwards.
Proof. For a, b ∈ [3], a 6= b, let Gab be the graph induced by ab-edges of G. Since there are
no bad cycles in (G,h), the graph Gab is a disjoint union of paths P1, . . . , Pl . Every half-edge
adjacent to a vertex of Gab has color c ∈ [3] \ {a, b}. We orient all these neighboring c-half-edges
subsequently for each P1, . . . , Pl . For Pi = v1v2 . . . vk, we orient every c-half-edge incident with
vi with i odd inwards and the rest outwards (so that the directions alternate along the path), as
shown on Figure 3b. We repeat the process for all graphs G12, G13, G23. Finally, we orient the
remaining half-edges arbitrarily.
Theorem 4.3. If m is even and G is a graph with ∆(G) = 3, then χ(G
m
n ) =ω(G
m
n ).
Proof. By Lemma 2.5, we can assume that G is cubic. By Theorem 2.1 we have that ω(G
m
n ) =
m
2
∆(G) + 1 = 3m
2
+ 1. So, we only need to find a coloring of G
m
n that uses 3m
2
+ 1 colors. Also,
we only need to consider G
m
n with n = m + 2, . . . , 2m + 1 by Lemma 2.4. We split the range
m+ 2, . . . , 2m+ 1 into two parts.
Case 1: m+2≤ n≤ 3m
2
+1 (first range). Let h be a good half-edge coloring of G, guaranteed
by Lemma 4.1, and let
−→
G be the orientation of G given by Lemma 4.2 applied on G and h. Then
we define a vertex coloring ϕ : V (G
m
n )→ {0, 11, . . . , 1m
2
, 21, . . . , 2m
2
, 31, . . . , 3m
2
} as follows.
1. branch vertices: ϕ(v) = 0 for every branch vertex v ∈ V (G mn ).
2. bubbles: Let Buv be a bubble of G
m
n . If the underlying half-edge euv of Buv is oriented
outwards, then let ϕ(Buv) = h(euv). Otherwise, let ϕ(Buv) = h(euv).
3. middle parts: Let k = |Muv|. Since n is in the first range, 1 ≤ k ≤ m2 . Let c ∈ [3] \{ϕ(Buv),ϕ(Bvu)}. If the c-half-edge oriented inwards is adjacent to u, then we define
ϕ(Muv)[1 : k] = c[1 : k] (as shown on Figure 4). Otherwise we letϕ(Mvu)[1 : k] = c[1 : k].
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(b) Corresponding coloring of G
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Figure 4: First range.
A routine check (similar as the one given in the proof of Theorem 3.1) shows that vertices of
the same color are of distance at least m+ 1 in G
1
n .
Case 2: 3m
2
+ 2≤ n≤ 2m (second range).
By Vizing’s theorem, G is 4-edge-colorable. Let g : E(G) → {1,2, 3,∗} be a proper edge
coloring with the smallest number of edges colored ∗. For x ∈ {1,2, 3,∗}, we call an edge that
has color x an x-edge. For a ∈ {1, 2,3}, let Ga be the subgraph of G induced by a-edges and those∗-edges whose both endpoints are incident to an a-edge. Observe that Ga is a disjoint union of
paths and cycles. So, we can orient the edges in each component in the same direction (i.e. so
that the indegree as well as the outdegree of each vertex is at most 1 in Ga.) Note that there is
no conflict in orienting the edge since G1, G2, G3 are edge-disjoint. Indeed, suppose that two of
them, say G1, G2, share an edge e. Then e is a ∗-edge, and by definition of Ga, both ends of e
are adjacent to one 1-edge and one 2-edge. But then we can color e with the remaining color 3,
a contradicition with minimality of the number of ∗-edges. On the other hand, every ∗-edge is
oriented since it is adjacent to four edges, out of which two (non-adjacent) edges have to have
the same color.
The construction of a proper vertex coloringϕ : V (G
m
n )→ {0, 11, . . . , 1m
2
, 21, . . . , 2m
2
, 31, . . . , 3m
2
}
is more complicated that usual. Whereas both bubbles on an a-edge receive the same color-tuple
a, the color-tuples on the two bubbles on a ∗-edge differ. Also, the coloring of middle parts for
1, 2,3-edges and ∗-edges i not be the same. In the first case we split each Muv into two (almost)
equal parts, but in case of ∗-edges we split Muv into three non-equal parts. The construction of ϕ
is depicted on Figure 5.
1. branch vertices: ϕ(v) = 0 for every branch vertex v.
2. bubbles on 1,2, 3-edges:
Let uv ∈ E(G) that is oriented from u to v in −→G . Then let ϕ(Buv) = g(uv) and ϕ(Bvu) =
g(uv) (so the bubbles on one edge are oriented in the same direction).
3. middle parts on ∗-edges:
Case 1: |Muv| − m2 is even. Let uv be a ∗-edge oriented from u to v in
−→
G , and let l =
1
2
(|Muv|− m2 ). We split Muv into three parts Muv[1 : l], Muv[l+1 : l+ m2 ], and Muv[l+ m2 +1 :
2l + m
2
].
Every ∗-edge is adjacent to at least one edge of each color 1, 2, 3 (minimality). In particular,
there is an a-edge adjacent to both u and v for some a ∈ [3]. Next, there is a b-edge and
c-edge adjacent to u and v, respectively, for b, c ∈ [3] such that a 6= b 6= c.
First, we color the central part Muv[l + 1 : l +
m
2
] by letting ϕ(Muv[l + 1 : l +
m
2
]) = a.
Second, we color the remaining parts Muv[1 : l] and Muv[l +
m
2
+ 1 : 2l + m
2
]. Since
Muv[l +
m
2
+ 1 : 2l + m
2
] = Mvu[1 : l], it suffices to show the coloring of Muv[1 : l], the
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(b) Coloring ϕ of G
m
n . The numbers 2,3, 4,5 agree with the numbering of the steps in the proof.
Figure 5: Second range.
coloring of Mvu[1 : l] is analogous. If the b-edge adjacent to u is oriented inwards, then we
set ϕ(Muv[1 : l]) = b[1 : l]. Otherwise we define ϕ(Muv[1 : l]) = b[1 : l].
Case 2: |Muv| − m2 is odd. We use the coloring defined in Case 1 on all but one vertex
(uv)m+1 of Puv , and then we color (uv)m+1 separately. So, ϕ is defined as above, but for
l = 1
2
(|Muv| − m2 − 1) and the three parts Muv[1 : l], Muv[l + 1 : l + m2 + 1] \ (uv)m+1, and
Muv[l +
m
2
+ 2 : 2l + m
2
+ 1]. It remains to color (uv)m+1 on each Puv .
For any a ∈ {1, 2,3}, an a-edge uv is called a switching edge if uv is adjacent to ∗-edges uu′
and vv′ such that both Bu′u and Bv′v use the same color-tuple a. Then H is a subgraph of G
induced by all switching edges and ∗-edges adjacent to at least one switching edge. Every
component D of H is either a path or an even cycle, so we can orient the edges in D in the
same direction. We refer to the resulting oriented graph obtained from H by orienting each
component as
−→
H .
Now we let ϕ((uv)m+1) = 0 for every ∗-edge −→uv ∈ E(−→Ha). The whole graph G is colored,
but we have a conflict on vertices colored with 0. We do the following switching. Let−→uv ∈ −→H be an oriented edge such that uv is an a-edge, where a ∈ {1,2, 3}. Then we let
ϕ((uv)m
2
−2k) = 0 and ϕ(u) = am
2
−2k.
4. bubbles on ∗-edges:
We adopt the notation from the previous part. Let c ∈ [3] be the color missing around u. If
the c-edge adjacent to v is oriented inwards, then ϕ(Buv) := c, otherwise ϕ(Buv) := c.
5. middle parts on 1, 2,3-edges:
We consider an a-edge uv, where a ∈ [3]. Let Buu′ and Bvv′ be bubbles adjacent to u and v
that use different color-tuples. Then ϕ(Muv[1 : l]) := ϕ(Buu′)[1 : l], and ϕ(Mvu[1 : l]) :=
ϕ(Bvv′)[1 : l].
5 Counterexample and Theorem 2
We begin this section by proving that Conjecture 1 is not true for G = C3P2 if m = 3 and n = 5.
Before presenting the proof we need the following lemma.
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1 1
Figure 6: (C3K2)
3
5 is not 5-colorable.
Lemma 5.1. Let m be odd. If ϕ is a proper vertex coloring of G
m
n withω(G
m
n ) colors, then all vertices
belonging to the same crust have the same color.
Proof. By Theorem 2.1, ω(G
m
n ) = m−1
2
∆+ 2. By the proof of Theorem 2.1 given in [2], maximal
cliques in G
m
n are induced by all vertices of distance m−1
2
and one vertex of distance m+1
2
from a
branch vertex v of degree ∆(G) in G. In our terminology, a maximal clique consists of one branch
vertex v with d(v) = ∆, all bubbles at v and one vertex x of the crust Cv . The coloring ϕ uses
m−1
2
∆(G) + 1 colors on v and the bubbles at v. Therefore, only one color remains for all the
vertices of the crust Cv .
By writing “ϕ(Cv)” for some coloring ϕ of G
m
n we mean “ϕ(x) for all x ∈ Cv”.
If n ≤ 2m+ 1, m is odd, and ϕ is a proper vertex coloring of G mn with ω(G mn ) colors, then
ϕ(Cu) 6= ϕ(Cv) for every edge uv ∈ E(G) since |Muv| ≤ m− 1. So a necessary condition for ϕ to
be proper is that the vertex coloring f of G defined by f (v) := ϕ(Cv) for every v ∈ V (G) is proper.
Proposition 5.2. If G = C3K2, then χ(G
3
5 )>ω(G
3
5 ).
Proof. By Lemma 2.1, ω(G
m
n ) = m−1
2
∆(G) + 2. Thus, ω(G
3
5 ) = 5. By way of contradiction,
suppose there exists a proper vertex coloring ϕ : V (G
3
5 ) → [5]. Let v1, . . . , v6 be the vertices
of V (G) as on Figure 6. By Lemma 5.1, all vertices of the same crust have to receive the same
color. Since there are six crusts and only five colors, at least two crusts have to receive the same
color, say 1. Also, no two adjacent crusts can have the same color. So, we can assume that
ϕ(Cv1) = ϕ(Cv6) = 1 (all other cases are symmetric).
Every maximal clique has to use all five colors 1, 2,3, 4,5. We try to color some vertex of each
clique with 1. The color 1 cannot be used for any other crust then on Cv1 and Cv6 and thus, it has
to be used on some vertex in distance at most m−1
2
= 1 from vk for every k ∈ {2,3, 4,5}.
For k = 3, the only vertex that can receive color 1 is (v3v2)1, because all of the others are too
close to one of the two crusts Cv1 , Cv6 . Analogously for k = 4, the vertex (v4v5)1 has to receive
color 1. Subsequently (v5v2)1 has to receive the color 1, because (v5v6)1 and v5 are too close to
the crust C(v6) and (v5v4)1 is too close to (v4v5)1. But then there is no vertex in distance at most
m−1
2
from v2 that can be colored with 1. Indeed, v2 and (v2v1)1 are too close to C(v1), (v2v3)1 is
too close to (v3v2)1 and (v2v5)1 is too close to (v5v2)1. Hence, a contradiction.
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We now come to the two main theorems that support Conjecture 1 for odd m. We first find a
general upper bound ω(G
m
n ) + 2 for the chromatic number of G
m
n for any non-complete graph G
with maximum degree ∆ ≥ 4. Then we show that in about half of the possible choices for n, the
chromatic number of G
m
n is in fact equal to ω(G
m
n ). In the rest of this section, we assume that a
graph G is not a complete graph.
For a graph G with ∆ := ∆(G), let f : V (G) → [∆] be a proper vertex coloring and let
h : E(G
1
2 )→ [∆] be a half-edge coloring of G. A half-edge euv is called an incompatible half-edge
if h(euv) = f (v). If otherwise h(euv) 6= f (v), then euv is called a compatible half-edge. If every
vertex of V (G) is adjacent to at most k incompatible half-edges, then we say that f and h are
k-incompatible. If k = 0, then we say that that f and h are compatible rather than 0-incompatible.
Lemma 5.3. For every connected non-complete graph G with maximum degree ∆ and for every
proper vertex coloring f : V (G) → [∆] there is a half-edge coloring h : E(G 12 ) → [∆] such that f
and h are 2-incompatible.
Proof. By contradiction. We consider a half-edge coloring h that has the minimal number of non-
compatible half-edges. Let u be a vertex with three neighbors v1, v2, v3 such that h(euvi ) = f (vi)
for all i = 1, 2,3. Let a := h(euv1) = f (v1), b := h(euv2) = f (v2), c := h(euv3) = f (vi). Observe
that either h(ev1u) = b or h(ev2u) = a, otherwise we could switch colors on euv1 and euv2 , a
contradiction with minimality. We can assume that h(ev1u) = b. It follows that h(ev3u) = a (since
otherwise we could switch colors on euv1 and euv3), and next that h(ev2u) = c (since otherwise we
could switch colors on euv2 and euv3). But now we can recolor euv1 with c, euv2 with a, euv3 with b,
a contradiction with minimality.
Theorem 5.4. If m is odd and G is a connected non-complete graph with maximum degree ∆ ≥ 4,
then χ(G
m
n )≤ω(G mn ) + 2.
Proof. Let f : V (G)→ [∆] and h : E(G 12 )→ [∆], where 1= (11, . . . , 1m−1
2
), . . . ,∆= (∆1, . . . ,∆m−1
2
),
be 2-compatible colorings given by Lemma 5.3. Then we define an auxiliary (not necessarily
proper) vertex coloring ϕ′ : V (G mn )→ {0,♥,♦, 11, . . . , 1m−1
2
, . . . , ∆1, . . . ,∆m−1
2
}.
1. branch vertices: ϕ′(v) = 0 for every branch vertex v ∈ G mn .
2. crusts: ϕ′(Cv) = f (v)[m−12 ] for every branch vertex v ∈ G
m
n
3. bubbles:
ϕ′(Buv) =
 (♥) ∗ h(euv)[1 :
m−1
2
− 1] if h(euv) = f (u),
h(euv)[1 :
m−1
2
− 1] ∗ (♦) if h(euv) = f (v),
h(euv) otherwise.
Observe that there can only be a conflict between vertices using color ♥ and vertices using
color ♦. Vertices colored ♥ are exactly vertices (uv)1 for which h(euv) = f (u), and we will call
them ♥-vertices. If n = m+ 2, then for every superedge Puv , the vertices (uv)1 and (vu)1 are
of distance m in G
1
2 . So, if both (uv)1, (vu)1 are ♥-vertices, then we have a conflict. For each
superedge containing two ♥-vertices, we choose one of the two ♥-vertices. We call the set of
all the chosen ♥-vertices as a (♥ → 0)-set, and the set of their neighboring branch vertices as a
(0→♥)-set.
Vertices colored ♦ are vertices (uv)(m−1)/2 for which h(euv) = f (v), and we will call them ♦-
vertices. Since f and h are 2-incompatible, we have at most two ♦-vertices around each branch
vertex. The subgraph H of G
m
n induced by all ♦-vertices then consists of disjoint union of paths
and even cycles. So, we can properly color H using two colors ♦1 and ♦2. Let ♦1-set and ♦2-set
denote the set of ♦-vertices colored ♦1 and ♦2, respectively.
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We now define ϕ : V (G
m
n ) → {0,♥,♦1,♦2, 11, . . . , 1m−1
2
, . . . ,∆1, . . . ,∆m−1
2
}, for branch ver-
tices, crusts, and bubbles.
ϕ(v) =

0 if v ∈ (♥→ 0)-set,
♥ if v ∈ (0→♥)-set,
♦1 if v ∈ ♦1-set,♦2 if v ∈ ♦2-set,
ϕ′(v) otherwise (if v is not from a middle part).
4. middle parts: Let k = d |Muv |
2
e and let l = b |Muv |
2
c. Let a, b ∈ [∆] such that ϕ(Buv) = a,
ϕ(Bvu) = b. Then we have the following three (up to symmetry) cases.
(a) ϕ(Cu),ϕ(Cv) ∈ {am−1
2
, bm−1
2
}. Then we fix c, d ∈ [∆] \ {a, b} (c 6= d exist since ∆ ≥ 4)
and define ϕ(Muv[1 : k]) = c[1 : k] and ϕ(Mvu[1 : l]) = d[1 : l].
(b) ϕ(Cu) = cm−1
2
, ϕ(Cv) = am−1
2
, where c ∈ [∆] \ {a, b}. Then we fix d ∈ [∆] \ {a, b, c}
and define ϕ(Muv[1 : k]) = c[2 : k] ∗ (♥) and ϕ(Mvu[1 : l]) = d[1 : l].
(c) ϕ(Cu) = cm−1
2
, ϕ(Cv) = dm−1
2
, where c, d ∈ [∆] \ {a, b}. Then we define ϕ(Muv[1 :
k]) = c[2 : k] ∗ (♥) and ϕ(Mvu[1 : l]) = d[2 : l] ∗ (♦1).
Corollary 5.5 (of the proof of Theorem 5.4). If m is odd and G is a non-complete graph with
maximum degree ∆ ≥ 5 and such that there are compatible proper colorings f : V (G)→ [∆] and
h : E(G
1
2 )→ [∆], then χ(G mn ) =ω(G mn ).
Proof. If f and h are compatible, then there are no ♦-vertices in G mn , so we do not need to
use colors ♦1 and ♦2. The only other place where we use one of these colors is the middle
part, in Case (c), where we use the color ♦1. But if ∆ ≥ 5, then there exists a fifth color
e ∈ [∆] \ {a, b, c, d}. So, we can define ϕ(Muv[1 : k]) = c[2 : k] ∗ (♥) and ϕ(Mvu[1 : k]) = e[1 :
k].
When each middle part has at least m+1
2
and at most m− 1 vertices, the situation gets easier,
as the following theorem shows. (Note that n= 2|Buv|+ 2+ |Muv|+ 1.)
Theorem 5.6. Let m be odd and G be a non-complete graph with ∆(G) ≥ 3. If 3m+5
2
≤ n ≤ 2m,
then χ(G
m
n ) =ω(G
m
n ). If n= 2m+ 1, then χ(G
m
n )≤ω(G mn ) + 1.
Proof. Let ∆ = ∆(G). By Lemma 2.5, we can assume that G is ∆-regular. We start with the first
part of the claim, so we suppose 3m+5
2
≤ n≤ 2m. Sinceω(G mn ) = m−1
2
∆+2 andω(G
m
n )≤ χ(G mn ),
we only need to show a coloring of G
m
n that uses m−1
2
∆+ 2 colors.
Let f : V (G)→ [∆] be a proper vertex coloring of G and let h : E(G 12 )→ [∆] be a proper half-
edge coloring of G. Let uv be an edge of G. If f (u) = h(euv), then the vertex (u, v)1 is called a ♥-
vertex. For each superedge containing two ♥-vertices, we choose one and put it in the (originaly
empty) set called (♥→ 0)-set. The set of branch vertices that have a neighbor in the (♥→ 0)-set
is called (0→ ♥)-set. We define a coloring ϕ : V (G mn )→ {0,♥, 11, . . . , 1m−1
2
, . . . ,∆1, . . . ,∆m−1
2
, }
as follows.
1. branch vertices: ϕ(v) =♥ if v ∈ (0→♥)-set, ϕ(v) = 0 otherwise.
2. ♥-vertices: ϕ(v) = 0 if v ∈ (♥→ 0)-set, ϕ(v) =♥ otherwise.
3. crusts: ϕ(Cv) = f (v)[1].
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4. bubbles: If there is no♥-vertex in Buv , then ϕ(Buv) = h(euv). Otherwise ϕ(Buv[2 : m−12 ]) =
h(euv)[2 :
m−1
2
].
5. middle parts Let k = d1
2
|Muv|e and let l = b12 |Muv|c. If k = m−12 and h(euv),h(evu), f (u), f (v)
are pairwise distinct (so there is no ♥-vertex on Puv), then we define ϕ(Muv[1 : k]) =
f (v)[1 : k− 1] ∗ (♥). In all other cases we define f (Muv[1 : k]) = f (v)[1 : k]. Lastly, we
define f (Mvu[1 : l]) = f (u)[1 : k].
The second part of the theorem follows immediately by inserting one more vertex (uv)∗ on every
superedge of G
m
2m and coloring it with a new color. In particular, to obtain G
m
2m+1 from G
m
2m , we
replace the edge Muv[k]Mvu[l] by a path Muv[k](uv)∗Mvu[l] for every edge uv ∈ E(G), and color
all the new vertices (uv)∗ by a new color.
6 Theorem 2 for complete graphs
Lemma 6.1. χ(G
3
5 ) =ω(G
3
5 ) for any complete graph G with ∆(G)≥ 3.
Proof. We show that we can color G
3
5 with ω(G
3
5 ) = ∆(G) + 2. If ∆(G) = 3, then G = K4, for
which we give a coloring on Figure 7a. Let v1, . . . , vr be vertices of G. For a fixed ∆(G) ≥ 4, we
construct a coloring ϕ : V (G
3
5 )→ {0, . . . ,∆+ 1} as follows. First, we color all branch vertices of
G
3
5 with 0. Second, we let ϕ(v) = i for every vertex of the same crusts Cvi . Finally, we need to
color neighbors of v1, . . . , vr .
Observe that all the vertices of distance 3 from a branch vertex vi have mutually different
colors 1, . . . , i− 1, i+ 2, . . . ,∆+ 1, which have to be used for the neighbors of vi .
Suppose that we colored all the neighbors of v1, . . . , vi−1 and we want to color vi . We construct
an auxiliary bipartite graph (Ai ,Bi) with parts Ai := {(viv j)1 : j ∈ [∆ + 1] \ {i}} and Bi :=
[∆+ 1] \ {i}. There is an edge between (viv j)1 ∈ Ai and b ∈ Bi if and only if b is not forbidden
for (viv j)1, i.e. if b can be used on (viv j)1 such that the resulting coloring remains proper. Each
vertex (viv j)1 has one or two forbidden colors: the color ϕ((viv j)3) = j, and in case j < i also
the color ϕ((viv j)4). We show that either (Ai ,Bi) has a perfect matching or that we can switch
colors some vertices and redefine (Ai ,Bi) so that the new (Ai ,Bi) has a perfect matching. By Hall’s
Theorem [ref!!!], (Ai ,Bi) has a perfect matching if and only if |S| ≤ |N(S)| for all S ⊆ Ai .
Since every vertex of Ai has degree at least ∆−2 in (Ai ,Bi), |N(S)| ≥∆−2, so we S can only
violate the Hall’s condition if |S|=∆− 1 or |S|=∆.
Suppose first that |S|=∆− 1. Since ∆≥ 4, there are three vertices (viv j)1, (vivk)1, (vivl)1 in
S. If |N(S)| = ∆− 2, then each of these vertices has the same two forbidden colors b1, b2 ∈ Bi .
But this is not possible since the forbidden colors j, k, l for (viv j)1, (vivk)1, (vivl)1, respectively,
are pairwise distinct.
Let now |S| = ∆, so S = Ai . We claim that if i ∈ [r − 2], then N(S) = Bi . Indeed, since r − 1
and r are the only forbidden colors for (vivr−1)1 and (vivr)1, respectively, and these are distinct,
we conclude that N({(vivr−1)1, (vivr)1}) = Bi and thus N(S) = Bi .
Let now i = r − 1. If a perfect matching does not exist in (Ai ,Bi), then |N(Ai)|=∆− 1. Since
the only forbidden color for (vivr)1 is r, we have ϕ((viv j)4) = r, or equivalently ϕ((v jvi)1) = r,
for all j ∈ [∆]\{i}. Let k ∈ [∆]\{i, r−1, r} such that ϕ((v1vk)1) 6= r−1. Then we switch colors
on vertices (v1vi)1 and (v1vk)1 (see Figure 7b). For the redefined bipartite graph (Ai ,Bi) we then
have |N(Ai)|= |Ai|, which means that we can find a perfect matching in (Ai ,Bi).
Finally, let i = r, and suppose N(Ai) = ∆− 1. Let b ∈ Bi \ N(Ai), so b is forbidden for every
vertex in Ai . Exactly one vertex (vivb)3 of {(viv j)3 : j = [∆] \ {i}} has color b. So, all vertices of{(viv j)4 : j = [∆] \ {i, b}} have color b. Let l ∈ [∆] \ {i, b, r} such that ϕ((v1vl)1) 6= r. Then we
switch colors on vertices (v1vi)1 and (v1vl)1 to obtain a new graph (Ai ,Bi) with |N(Ai)| = |Ai| as
needed. See Figure 7c.
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Figure 7
Theorem 6.2. If G is a complete graph, then χ(G
m
n ) =ω(G
m
n ).
Proof. We only need to consider the case when m is odd since Theorem 3.1 and Theorem 4.3 can
both be applied to complete graphs.
We first show that for all m≥ 3, there exists a proper coloring ofϕ : V (G mm+2 )→ {0, . . . , m−1
2
∆+
1} such that the vertices colored 0 are exactly the branch vertices. We use induction on m. The
base case is exactly Lemma 6.1.
Let now m ≥ 5. By the induction hypothesis, there exists a proper vertex coloring ϕ′ :
V (G
m−2
m ) → {0, . . . , m−3
2
∆ + 1}. Let f : V (G 23 ) → {0, m−3
2
∆ + 2, . . . , m−1
2
∆ + 1} be a proper
coloring such that 0 is used exactly on branch vertices (existing by Lemma 2.6). Then we define
ϕ((uv)i) =
(
f ((uv)i) in G
2
3 if i ∈ {0, 1},
ϕ′((uv)i−1) in G
m−2
m otherwise.
It is now easy to complete the proof. Suppose that we have to construct a coloring of G
m
n for
some n> m+2 that uses m−1
2
∆+2 colors. Then we adopt the above coloring ϕ for all (uv)i with
i = 0, . . . , m+1
2
, so ϕ provides a coloring of bubbles and crusts in G
m
n . All we need to do now is to
color the middle parts. By Lemma 2.4, we can assume that m+ 2≤ n≤ 2m+ 1. This means that
0≤ |Muv| ≤ m−1. For i = 1, . . . , d12 |Muv|e, let Si be the set of colors used on vertices of distance i
from u or from v in G
1
n . By construction of ϕ we have Si ∩ S j = ; if i 6= j. Therefore, for each Puv
there exist at least 2 colors c1, c2 in Si that are not used on Puv . Then we define ϕ(Muv[i]) = c1
and ϕ(Mvu[i]) = c2 (if Mvu[i] exists).
7 Dynamic coloring
In this section we assume that G is a graph with maximum degree∆≥ 4 and that m is odd. Recall
from Section 5 that if there exist compatible colorings f : V (G)→ [∆] and h : E(G 12 )→ [∆] and
∆(G)≥ 5, then χ(G mn ) =ω(G mn ) (Corollary 5.5). The purpose of this section is to find a sufficient
condition for existence of compatible colorings f and h for G. An r-dynamic proper k-coloring of
a graph G is a proper coloring g : V (G)→ [k] such that for every vertex v ∈ V (G) the number of
colors used on N(v) is at least min{r, d(v)}.
Lemma 7.1. Let G be a graph with maximum degree∆≥ 4. For every 4-dynamic proper ∆-coloring
f of G there exists a coloring h : E(G
1
2 )→ [∆] such that f and h are compatible.
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Proof. We subsequently color half-edges around each vertex, in any fixed order of vertices of G.
Suppose that we want to color the half-edges around u. We construct an auxiliary bipartite graph
(A,B) with parts A := {euv : v ∈ N(u)} and B := [∆+1]\{ f (u)}. There is an edge between euv ∈ A
and b ∈ B if and only if euv can be colored with b, i.e. exactly when b 6= f (u) and b 6= h(evu)
(in case evu is already colored). We show that either (A,B) has a perfect matching or that we can
switch colors on some half-edges and redefine (A,B) so that the new (A,B) has a perfect matching.
If |N(S)| ≥ |S| for all S ⊆ A, then the existence of a perfect matching is ensured by Hall’s theorem.
So suppose that there exists S ⊆ A such that |N(S)| < |S|. Every vertex of A has degree at least
∆− 2, where ∆≥ 4. So |N(S)| ≥∆− 2 and therefore |S| ≥∆− 1.
First, suppose that |S| = ∆− 1. Let euv′ ∈ A\ S. Since f is 4-dynamic, there are at least four
colors on NG(v). This implies that there are three vertices v1, v2, v3 in NG(v) \ {v′} with pairwise
different colors. If |N(S)| ≤ ∆− 2, then there are b1, b2 ∈ B \ N(S). But then one of the vertices
v1, v2, v3 is colored neither b1 nor b2. Therefore one of b1, b2 is not forbidden for that vertex, a
contradiction.
Second, suppose that |S| = ∆, i.e. |A| > |N(A)|. Since then |N(A)| = ∆+ 1, there is a color
b ∈ Bi that is forbidden for every vertex of Ai . So, for every euv ∈ A, either f (v) = b or h(evu) = b
(if defined). Since f is 4-dynamic, there exists x1 ∈ NG(v) such that f (x1) 6= b. Then necessarily
h(ex1u) = b. Let now x2 ∈ NG(x1) \ {u} such that f (x2) 6= b and h(ex1x2) 6= f (u). Such a vertex
exists since f is 4-dynamic. If h(ex2x1) 6= b, then we can switch the colors on ex1u and ex1x2 .
Then the new graph (A,B) has a perfect matching and the so far defined coloring h is proper and
compatible with f . If otherwise h(ex2x1) = b, then we search for x3 ∈ NG(x2) \ {x1} such that
f (x3) 6= b and h(ex2x3) 6= f (x1), and check whether or not h(ex3x2) 6= b. We repeat this process
until we find a vertex xk with h(exk xk−1) 6= b. Then we switch colors on ex i x i−1 and ex i x i+1 for all
i = 1, . . . , k− 1, where x0 = u. The process has finitely many steps since |V (G)| is finite and we
cannot have a loop. Indeed, suppose that we found a sequence x1, x2, . . . , x i , x i+1, . . . , x j , x i , . . . .
Then h(ex i−1x i ) = b and h(ex j x i ) = b since otherwise the sequence would end at x i−1 and x j ,
respectively. But ex i−1x i and ex j x i are adjacent and cannot have the same color, a contradiction.
u
x1
x3
b
b
bb
b
f(u)
6= b
x2
b
b
f(x1)
(a) Switching along the path
ux1x2 . . . xk.
xi
xi+1
xj
xi−1
b
b
b
b
b
b
(b) There is no
loop.
Figure 8: Coloring half-edges around u.
Remark 7.2. Lemma 7.1 holds under a weaker assumption that f is 3-dynamic and such that for
every vertex v with exactly three colors used on N(v), at least two colors are used twice on N(v).
The following Theorem by Jahanbekam, Kim, O, and West [3], [5, Corollary 5.2.6] provides
sufficient conditions for a graph to be r-dynamic proper k-colorable.
Theorem 7.3. If G is a ∆-regular graph with ∆ ≥ 7r ln r, then there exists r-dynamic proper
(rχ(G))-coloring of G.
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We seek 4-dynamic proper ∆-coloring of G. For that we need ∆≥ d28 ln 4e = 39 and χ(G)≤
∆
4
. The following corollary is immediate.
Corollary 7.4. If G is a ∆-regular graph with ∆≥ 39 and χ(G)≤ ∆
4
, then χ(G
m
n ) =ω(G
m
n ).
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