We survey some of our recent results on existence, uniqueness and regularity of function solutions to parabolic and transport type partial differential equations driven by non-differentiable noises. When applied pathwise to random situations, they provide corresponding statements for stochastic partial differential equations driven by fractional noises of sufficiently high regularity order. The approach is based on semigroup theory.
Introduction
In this survey we list several of our recent results on existence, uniqueness and regularity of function solutions to linear and nonlinear parabolic stochastic partial differential equations such as abstract stochastic heat equations [16, 17, 18] , stochastic transport-diffusion equations [23] and stochastic Burger's system, [15] . Our approach combines semigroup theory, [30, 39, 42] , and fractional calculus, [14, 31, 36] . This leads to an elementary and easily accessible formulation in the sense that more sophisticated techniques such as rough path theory [11, 25, 26] are avoided and we obtain explicit formulas in terms of the semigroup. The basic idea of the studies surveyed here was to formulate a framework for stochastic partial differ-ential equations using analogs of the pathwise techniques [24, 44, 45, 46] previously employed by the third named author to solve stochastic differential equations.
General information on stochastic partial differential equations can be found in [9, 19, 32, 41] , results close to our discussion of parabolic equations are for instance [12, 20, 27, 38] . A transport type equation was investigated in [34] , and some results on stochastic Burgers equation can be found in [3, 7, 8, 13] . Of course there are many more highly valuable references on these topics.
Classical stochastic calculus allows to integrate predictable processes against semimartingale integrators. In particular it can be used to study stochastic differential equations with respect to a given semimartingale process. From a practical viewpoint both semimartingale properties of the integrator and predictability of the integrand may be too restrictive in some situations. If the integrator is Gaussian we may use methods from Malliavin calculus to define stochastic integrals for nonanticipating integrands, [28] . Alternatively, if almost surely both the integrand and the integrator are of sufficiently high regularity (for instance in the sense of Hölder continuity, p-Variation or fractional differentiability) then this regularity can be used to define stochastic integrals in a pathwise sense. In this case they are of Stieltjes type. By now the most popular approach to this idea probably is Young integration, [43] , which later inspired the development of rough path theory, [25, 26] . Another way to go, although not entirely pathwise, is to use stochastic calculus via regularization, [35] . Yet another technique was introduced in [44, 45] and is based on fractional calculus.
Let I = (a, b) be a bounded interval and E be a Banach space. Given η > 0 and a function ϕ ∈ L 1 ((a, b), E), consider the (forward and backward) Riemann-Liouville fractional integrals of order η by Here for η > 0 the powers are understood as usual in the sense of choosing the main branch of the analytic function ζ η , ζ ∈ C, with the cut along the positive half axis, in particular, (−1) η = e iηπ . Here and in the following the integrals are understood in the Bochner sense
and the right-sided Weyl-Marchaud fractional derivatives of order η, 
and in the case η = 0 define D 0 a+ and D 0 b− to be the identity. See for instance [16, 36] .
For a moment assume that E = R and consider real valued functions f and g on (a, b) such that the limits f (a+), g(a+) and g(b−) exist. Consider the regulated functions
In [44] it had been shown that if
is well defined, that is, the value of the right-hand side in (2) is a real number that is independent of the particular choice of η. Moreover, if f and g are sufficiently regular such that both (2) and the Lebesgue-Stieltjes integral (LS) b a f dg exist, then they agree. For instance, if f and g are Hölder continuous and the sum of their Hölder orders is greater than one, then (2) exists and equals the Riemann-Stieltjes integral (RS) b a f dg. If f and g satisfy the above conditions with 0 ≤ η < 1/p then the correction terms in (2) may be dropped, more precisely, we have
See [44, 45] for details. Integrals of type (2) may for instance be used to investigate differential equations of form
where z is a non-differentiable function that is Hölder continuous of order greater than 1/2 and a and b are coefficients that satisfy certain growth and smoothness assumptions. Equation (3) is made precise by saying that x = (x(t)) t≥0 solves (3) if
for any t > 0, where the first integral is defined as in (2) . As usual, the existence and uniqueness of solutions x to (3) (3) is an evolution problem subject to a perturbation z. Also parabolic partial differential equations of form
are commonly viewed as evolution problems, now of course in abstract (Banach or Hilbert) spaces, [30] , and their behaviour is completely governed by a related semigroup (T(t)) t≥0 of evolution operators, that is, the solution u to the Cauchy problem will be of the form u(t) = T(t)u 0 , t > 0. We will use an analog of (2) to incorporate a noise signal z into the equation. A simple linear multiplicative perturbation would for instance lead to a Cauchy problem of form
If the noise z is random, this yields again a pathwise technique, now for stochastic partial differential equations. It allows to investigate problems perturbed by signals that lack semimartingale properties but have sufficiently high regularity in terms of Hölder and Sobolev norms.
To consider a version of (2) for vector valued functions let E and F be separable Banach spaces and let L(E, F) denote the space of bounded linear op-
is well defined. More precisely, the right-hand side of (4) is an element of F and does not depend on the particular choice of η. The notation z b− is to be understood as in (1) .
Semigroups and function spaces
Let (X, X , µ) be a σ -finite measure space and let L p (µ), 1 < p < ∞ and L ∞ (µ) denote the spaces of (equivalence classes of) p-integrable and essentially bounded functions on X, respectively.
We assume that T = (T(t)) t≥0 is a symmetric strongly continuous semigroup on
We further assume that (T(t)) t≥0 is Markovian, that is for any t ≥ 0 and any u ∈ L 2 (µ) with 0 ≤ u ≤ 1 µ-a.e. we have 0 ≤ T(t)u ≤ 1 µ-a.e. In this case the semigroup (T(t)) t≥0 is automatically contractive,
for members u of D(A), the dense subspace of L 2 (µ) for whose members this limit exists. Both A and T(t) are non-negative definite self-adjoint operators on L 2 (µ). In particular, the fractional powers A α , α ≥ 0, of A can be defined in the usual way using the spectral representation, [39, 42] .
, see e.g. [2] . This may be interpreted as a right-sided Weyl- [17] or [36] . Now let us temporarily assume that zero is not an eigenvalue of A. Then the negative fractional powers A −α , α > 0, can be expressed by
what may be read as a right-sided Riemann-Liouville integral I α − of order α > 0 of the function t → T(t)u, i.e. I α − (T (·)u)(t) = (−1) −α A −α T(t)u. Thus, for semigroups the language of traditional fractional calculus just leads to special cases of the usual functional calculus, cf. [36, 37, 42] .
The contractivity implies that (T(t)) t≥0 is analytic on L 2 (µ), cf. [10] or [37] , Chapter III. It also defines analytic semigroups on the spaces L p (µ), 1 ≤ p < ∞, see [10] , Theorem 1.4.1. or [37] , Chapter III. We use the same notation T = (T(t)) t≥0 for these semigroups but denote their L p (µ)-generators by −A p , such that A 2 = A. In these cases (5) and (6) may be used to define their fractional powers, see [42] . Analyticity implies further useful properties: For any u ∈ L p (µ), any α ≥ 0 and any t > 0 we have
The operators T(t) and A α p commute on D(A α p ). Given ω > 0, the bound
holds for t > 0 (in the operator norm on L p (µ)) and the continuity estimate
is valid for 0 ≤ α < 1, u ∈ D(A α p ) and t > 0. See [30] . Given α 1 , α 2 ≥ 0, we have A
is an isomorphism between these domains endowed with the graph norm. For σ ≥ 0 we may regard the negative power
σ ≥ 0, equipped with the norms
.
Subspaces of essentially bounded functions will be denoted by
for the duals of the spaces
If X = R n and µ is the n-dimensional Lebesgue measure then the spaces H σ p (µ), 1 < p < ∞, σ ≥ 0, coincide with potential spaces defined in terms of Fourier analysis,
Here f →f and f →f denote the Fourier transform and the inverse Fourier transform, and S ′ (R n ) is the space of Schwartz distributions on R n . Given a smooth bounded domain D ⊂ R n we also consider the spaces
which are defined as subspaces of
The spaces H σ p (D) may be regarded as the potential spaces associated with the operator A p given as the L p -generator of the Dirichlet heat semigroup
See [39] . The analyticity of (T D (t)) t≥0 also implies that for −1/2 < α, σ , σ + α < 3/2 the semigroup operators
In the following we will exclusively use subspaces consisting of real-valued functions and real valued dual elements respectively distributions. For simplicity we will not emphasize this fact by introducing new notation and therefore ask the reader to keep it in mind.
As we are going to investigate semilinear and transport equations, we need some preliminaries on composition and multiplication. Let 0 ≤ σ ≤ 1. If F ∈ C(R) satisfies F(0) = 0 and is Lipschitz, then we have
is such that F(0) = 0 and its derivative F ′ is bounded and Lipschitz, then
with F(0) = 0 and bounded and Lipschitz second derivative F ′′ , then 
where (·, ·) denotes the dual pairing. For z ∈ H −σ (µ) we observe
note that H −σ (µ) is a subspace of (H σ ∞ (µ)) * . The semigroup (T(t)) t≥0 is called (locally) ultracontractive with spectral dimension d S > 0 if there exist constants c > 0 and 0 < ω ≤ 1 such that for any t > 0 we have
The estimate (13) is equivalent to several functional inequalities of Nash and Sobolev type, see [5, 6, 10, 40] . If (13) holds we can define T(t)z for z ∈ (H σ ∞ (µ)) * by means of dual pairing,
where we have implicitly used (7). For z ∈ H −σ (µ) we obtain
by (8) and (13).
Integral operators
Using some of the facts from the preceding section allows to verify the existence of a version of (4) that is suitable to solve related parabolic problems, [18] . Let t > 0 and assume that u is a function on (0,t) taking values in H δ ∞ (µ) for some 0 < δ < 1. If moreover w ∈ H −β (µ) with 0 < β ≤ δ and G ∈ C(R) is Lipschitz with
converges in an appropriate sense.
To make this more precise, we introduce some additional function spaces. Given a separable Banach space E with norm · E and a number 0
Lemma 1. Let 0 < η < 1, t ∈ (0,t 0 ) and let G ∈ C 2 (R) with G(0) = 0 and bounded and Lipschitz second derivative
) and admits the following representation in terms of the semigroup:
) and η slightly bigger than α we may consider 
The next definition introduces an integral operator that may be seen as a version of (4). Recall the notation U(t; s) = T(t − s)G(u(s)).

T(t − s)G(u(s))dz(s)
This integral operator is well defined.
Lemma 2. Let t and η be as in Definition 1. Assume u is such that
D η 0+ U(t; ·) ∈ L 1 ([0,t], L(H −β (µ), H δ ∞ (µ))) and z is such that D 1−η t− z t ∈ L ∞ ([0,t], H −β (µ)), where 0 < β ≤ δ < 1
. Then the right-hand side of (16) exists as an element of H δ ∞ (µ) and is independent of the particular choice of η.
The following contraction property can be used to prove the existence and uniqueness of function solutions to Cauchy problems related to perturbed parabolic equations. To establish it we use equivalent norms on the space
where ρ ≥ 1 is a parameter, [17] . This standard technique had been used before in [27] and [29] .
Let z ∈ C 1−α ([0,t 0 ], H −β (µ)) and let G ∈ C 2 (R) with G(0) = 0 and bounded and Lipschitz second derivative G ′′ . Suppose that R > 0 is given. Then
, where C(ρ) > 0 tends to zero as ρ goes to infinity. For sufficiently large ρ 0 ≥ 1 the closed ball
is mapped into itself and for ρ ≥ ρ 0 large enough,
Parabolic problems on metric measure spaces
One of the classes of problems we are interested in are Cauchy problems associated with perturbed semilinear equations. Formulated in a general and abstract way they read
where −A is the L 2 (µ)-generator of a strongly continuous symmetric Markovian semigroup (T(t)) t≥0 on L 2 (µ) as in Section 2, F and G are (generally nonlinear) functions on R andż denotes a space-time perturbation that may be seen as a formal space-time derivative of a non-differentiable deterministic function z on (0,t 0 ] × X. It is possible to study (18) on general σ -finite measure spaces (X, X , µ). We will focus on cases with u(t, x) real-valued. In a similar manner one can consider equations with R k -valued u(t, x), see Example 1 (ii) and [17] .
As mentioned before, we investigate the existence of function solutions to these equations. More precisely, we aim at results that confirm the existence and uniqueness of a vector valued function t → u(t) that solves problem (18) in an evolution sense and takes its values in a space of (equivalence classes of) locally integrable functions on X. This is to be distinguished from distribution solutions which are also commonly used to study stochastic partial differential equations.
A function u on (0,t 0 ]× X is called a mild solution to (18) if seen as vector-valued function u(t) := u(t, ·), it satisfies
If for any fixed t ∈ [0,t 0 ], u(t) determines a locally integrable function on (X, X , µ), we call u a function solution. The last term in (19) is the integral operator as defined in (16) . It realizes a temporal differentiation of z by means of fractional calculus, a spatial differentiation is hidden in the fact that for fixed time s, z(s) is an element of the dual of an appropriate potential space.
The following result is true without any further hypotheses. A proof is given in [18] , its main ingredient is Proposition 1, which allows to use a contraction principle. 
Then problem (18) has a unique mild solution (19) 
which means in particular that the solution is a function.
In many cases more structural knowledge about the space X and the semigroup (T(t)) t≥0 is available. For instance, X may be a metric measure space and (T(t)) t≥0 may possess transition densities that satisfy some typical estimates, [21, 22] . Under the following assumptions we can improve our results.
Assumption 1 (X, d) is a locally compact separable metric space, X = B(X) the Borel-σ -field on X and µ a Radon measure on (X, d).
Assumption 2 The semigroup (T(t)) t≥0 admits transition densities p(t, x, y), that is
T(t)u(x) = X p(t, x, y)u(y)µ(dy) ,
and the p(t, x, y) satisfy bounds of the form
for any (x, y) ∈ X × X and t ∈ (0, R 0 ), with bounded decreasing functions Φ i on [0, ∞). Here R 0 > 0 is a fixed number, d f is the Hausdorff-Dimension of (X, d) and w ≥ 2 satisfies d S = 2d f /w. For a given number β > 0 we further assume the validity of the integral condition
Under these circumstances we get the following improved result.
Theorem 2.
Let F and G be as in Theorem 1. Suppose 0 < α, β , γ, δ , ε < 1 and Assumptions 1 and 2 are satisfied. Assume
then problem (18) has a unique mild solution (19) 
which means in particular that the solution is a function.
Theorem 2 is proved in a similar way as Theorem 1 by verifying the contractivity of the integral operator and applying a contraction argument. In particular, analogs of Lemmas 1 and 2 can be used. The only news is the following improved product estimate that replaces the former (12). 
Proposition 2. Let
Theorem 2 requires d S < 4. For symmetric diffusion semigroups on R n we have d S = n, hence need n ≤ 3. This is typical, because to deal with the nonlinear transformations F and G we need the solution to be L ∞ (µ)-bounded, but only in low dimensions the singularity of the semigroup at zero is small enough to provide L ∞ (µ)-bounds. The special case of linear F and G allows to remove this restrictive condition. 
then problem (18) has a unique mild solution (19) [1] ), that is, the centered real valued Gaussian random field B H,K on [0,t 0 ] × R n over a probability space (Ω , F , P) such that for any 0 ≤ s < t ≤ t 0 and x, y ∈ R n ,
where |x| denotes the Euclidean norm of x ∈ R n . It is not difficult to see that for Pa.e. ω ∈ Ω and any 0 < γ < H, 0 < σ < K and 
It has a unique function solution if 1/2 < H < 1 and [17] we have considered boundary initial value problems on smooth bounded domains D ⊂ R n associated with parabolic equations of type
Here V is a real valued noise potential, G is an R n -valued nonlinearity on R and ·, · R n denotes the scalar product in R n .
Transport equations on domains
In this section we consider transport-diffusion equations of form
where D ⊂ R n is a smooth bounded domain and z is a non-differentiable function on R n . Here ∆ denotes the Dirichlet Laplacian for D and the gradient ∇ is interpreted in distributional sense. As before, ·, · R n denotes the scalar product in R n . In this model z is viewed as a temporally constant perturbation. Problems of type (23) have been considered by the second named author in [23] . Again we are interested in the existence, uniqueness and regularity of function solutions. Now (T(t)) t≥0 will denote the Dirichlet heat semigroup (T D (t) 
and a function solution if in addition u(t) is a locally integrable function on D for any t. By the following multiplication property the right-hand side in this definition admits a reasonable interpretation.
The main result of [23] reads as follows. 
(ii) Combining the above with the results of the preceding section we can investigate a more general form of transport-diffusion equation,
where z is as above, F is a vector in R n and V = V (t, x) is a non-differentiable noise that may vary in space and time.
Some remarks on Burgers system
We finish our survey with some brief look at a Burgers type equation, [4] . On (0,t 0 ) × R n , n ≥ 1, consider the equation
with some deterministic initial condition u(0) = u 0 . Here ·, · R n denotes the Euclidean scalar product in R n and B = B(t, x) is a fractional Brownian sheet on [0,t 0 ] × R n over some probability space (Ω , F , P). Equation (24) is already a stochastic differential equation and the solution method considered by the first named author in [15] is not pathwise. However, it is made up from techniques very similar to those used in the preceding sections. Note that a solution u will be vector valued, i.e. u(t, x) ∈ R n for fixed t and x. We make (24) rigorous by defining weak and mild solutions. A process u = u(t) is said to be a distributional solution to equation (24) on (0,t 0 ) with initial condition u 0 if for any test function ϕ ∈ D(R n , R n ) and any t ∈ (0,t 0 ), we P-a.s. have 
Here (T(t)) ≥0 denotes the Brownian semigroup on R n , respectively its matrix version. The stochastic integral in (26) 
with some initial condition w 0 . The term ∂ B/∂t is a half-noise, similar as in [3] : For fixed x ∈ R n and up to a constant, t → B(t, x) behaves like a one-dimensional fractional Brownian motion with Hurst parameter H and in (28) we consider its formal time derivative t → ∂ B(t, x)/∂t. We say the random process w : (0,t 0 ) × R n × Ω → R is a pointwise mild solution to (28) if for fixed t ∈ (0,t 0 ) and x ∈ R n , we have w(t, x) = T(t)w 0 (x) + lim (28) with w 0 = exp(U 0 /2) and u := ∇ log w is a distributional solution (25) to (24) . The process u is also a function solution to (28) .
Note that our hypothesis implies H > 3/4. For further details we refer to [15] .
