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Abstract
Modern neural networks are often operated in a strongly overparametrized regime: they
comprise so many parameters that they can interpolate the training set, even if actual labels
are replaced by purely random ones. Despite this, they achieve good prediction error on unseen
data: interpolating the training set does not induce overfitting. Further, overparametrization
appears to be beneficial in that it simplifies the optimization landscape. Here we study these
phenomena in the context of two-layers neural networks in the neural tangent (NT) regime.
We consider a simple data model, with isotropic feature vectors in d dimensions, and N hidden
neurons. Under the assumption N ≤ Cd (for C a constant), we show that the network can
exactly interpolate the data as soon as the number of parameters is significantly larger than the
number of samples: Nd n. Under these assumptions, we show that the empirical NT kernel
has minimum eigenvalue bounded away from zero, and characterize the generalization error of
min-`2 norm interpolants, when the target function is linear. In particular, we show that the
network approximately performs ridge regression in the raw features, with a strictly positive
‘self-induced’ regularization.
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1 Introduction
Tractability and generalization are two key problems in statistical learning. Classically, tractability
is achieved by crafting suitable convex objectives, and generalization by regularizing (or restricting)
the function class of interest as to guarantee uniform convergence. In modern neural networks, a
different mechanism appears to be often at work [NTS15, ZBH+16, BHMM19]. Empirical risk
minimization becomes tractable despite non-convexity because the model is overparametrized. In
fact, so overparametrized that a model interpolating perfectly the training set is found in the
neighborhood of most initializations. Despite this, the resulting model generalizes well to unseen
data: the inductive bias produced by gradient-based algorithms is sufficient to select models that
generalize well.
Elements of this picture have been rigorously established in special regimes. In particular, it
is known that for neural networks with a sufficiently large number of neurons, gradient descent
converges quickly to a model with vanishing training error [DZPS18, AZLS19, OS20]. Also, the
generalization properties of several examples of interpolating models have been studied in detail
[BLLT20, LR18, HMRT19, BHX19, MM19, MRSY19].
Despite this progress, many fundamental questions remain challenging. (We refer to Section 3
for pointers to recent progress on these questions.)
Q1. When is a neural network sufficiently complex to interpolate n data points? Counting degrees
of freedom would suggest that this happens as soon as the number of parameters in the
network is larger than n. Does this lower bound predict the correct threshold? What are the
architectures that achieve this lower bound?
Q2. Assume that the answer to the previous question is positive, namely a network with of the
order of n parameters can interpolate n data points. Is such a network be found efficiently,
using standard gradient descent or stochastic gradient descent (SGD)?
Q3 Can we characterize the generalization error above this interpolation error? Does it decrease
with the number of parameters? What is the nature of the implicit regularization and of the
resulting function f(x)?
In this paper we address these questions in a specific setting. We assume to be given data
{(xi, yi)}i≤n with i.i.d. d-dimensional feature vectors xi ∼ N (0, Id). In addressing questions
Q1 and Q2, we assume the labels yi to be arbitrary. For Q3 we will assume a simple linear model
yi = 〈β∗,xi〉+εi, where the εi are i.i.d. noise variables with E(εi) = 0 and bounded fourth moment.
We consider two-layers neural networks under lazy (a.k.a. neural tangent) training. The class
of two layers networks with N hidden units and input in Rd is defined by
FNNN :=
{
f(x; b,W ) :=
N∑
i=1
biσ(〈w˜i,x〉) bi ∈ R, w˜i ∈ Rd
}
. (1)
The neural tangent class FNNT(W ) is a subset of the closure1 of the class of neural networks with
2N neurons: FNNT(W ) ⊆ cl(F2NNN ). Given a set of weights W = (w1, . . . ,wN ) and let
FNNT(W ) :=
{
f(x;a) :=
N∑
i=1
〈ai,x〉σ′(〈wi,x〉) ai ∈ Rd
}
. (2)
1Here the closure is interpreted in L2(Rd,Px).
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To see that FNNT(W ) ⊆ cl(F2NNN ), set bi = 1/ε, w˜i = wi+εai for i ≤ N , and bi = −1/ε, w˜i = wi−εai
for N + 1 ≤ i ≤ 2N . This leads to the neural network
fε(x) =
N∑
i=1
1
ε
{
σ(〈wi,x〉+ ε〈ai,x〉)− σ(〈wi,x〉 − ε〈ai,x〉)
}
. (3)
As ε→ 0, fε converges to a function FNNT(W ) thus proving FNNT(W ) ⊆ cl(F2NNN ).
The relation between NT and NN carries over to the learning procedure. As shown in [COB19],
if a neural network is initialized as in Eq. (3), gradient descent training is well approximated by
gradient descent training in FNNT(W ).
In this paper we address questions Q1, Q2, Q3 described above within the NT model, under
the additional restriction N ≤ C0d for some constant C0 > 0. Since FNNT(W ) ⊆ cl(F2NNN ), this
also answers questions Q1, Q2 in the case of neural networks, as long as we tolerate an arbitrarily
small interpolation error. Further, because of the correspondence in [COB19], our results address
question Q3 in the context of neural networks, for what concerns the generalization error under
lazy training.
More precisely, we assume the weights (wi)i≤N to be i.i.d. with wi ∼ Unif(Sd−1(1)) where
Sd−1(r) is the sphere of radius r in Rd. We establish the following results (below C denotes
constants that can change from line to line).
Interpolation threshold. Considering —as mentioned above— feature vectors (xi)i≤n ∼ N (0, Id),
and arbitrary labels yi ∈ R we prove that, if Nd/(log d)C ≥ n then with high probability there
exists f ∈ FNNT(W ) that interpolates the data. Namely f(xi;a) = yi for all i ≤ n.
Finding such an interpolator amounts to solving the n linear equations f(xi;a) = yi, i ≤ n in
the Nd unknowns a1, . . . ,aN , which parametrize FNNT(W ), cf. Eq. (2). Hence the function
f can be found efficiently, e.g. gradient descent with respect to the square loss.
Minimum eigenvalue of the empirical kernel. In order to prove the previous upper bound
on the interpolation threshold, we show that the linear system f(xi;a) = yi, i ≤ n has full
row rank provided Nd/(log d)C ≥ n. In fact our proof provides quantitative control on the
singular values of the associated linear map. Namely, we can write this linear system in the
form Φa = y, where Φ ∈ Rn×(Nd) is the matrix of NT features with appropriate scaling.
We then prove that, with high probability, λmin(ΦΦ
T) ≥ v(σ) − ε for any ε > 0, where the
v(σ) = Var(σ′(G)), and the variance is taken with respect to G ∼ N (0, 1).
In fact this lower bound is tight, in the sense that the kernel matrix K := ΦΦT can be
decomposed in a part that is well approximated by v(σ)In, and another part that has lower
rank and is positive definite.
We note that our lower bound on λmin(K) has direct algorithmic consequences, as discussed
in [COB19] (but see also the proofs in [DZPS18, OS20]).
Generalization error. We then explore the statistical properties of the NT model. As mentioned
above, we assume a linear model for the response, and fit the coefficients ai using ridge
regression with regularization parameter λ > 0. The ridgeless limit λ ↓ 0 is of particular
interest, since it corresponds to the model selected by gradient descent initialized at a = 0,
in absence of any regularization.
We prove that the generalization error of the overparametrized NT model is the same as the
one of a simpler linear model flin(x) = 〈β,x〉, fitted via ridge regression, with regularization
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Figure 1: Test/generalization errors of NT kernel ridge regression (NT), linear ridge regression
(Lin), and theoretical prediction (theoretical) from Eqs. (19)–(21) under the simple linear model
where σε = 0.5 and β
∗ is drawn uniformly from Sd−1. We fix n = 4000 and d = 500, and vary the
number of neurons N ∈ {10, 20, . . . , 90, 100, . . . , 1000}. For each regularization parameter λ (which
corresponds to one color), we plot three curves (solid: NT, dashed: Lin, dotted: theoretical)
that represent RNT(λ), Rlin(γeff(λ, σ)), and theoretical prediction with varying N . The results are
averaged over 10 independent simulations. This plot shows that RNT(λ) ≈ Rlin(γeff(λ, σ)) when N
is sufficiently large.
proportional to λ + v(σ). In other words, the diagonal elements of the kernel K act as an
additional ridge regularization term.
This result is illustrated in Figs. 1, 2, which compares ridge regression in the NT model,
and ridge regression in the linear model flin(x) = 〈β,x〉, using the effective regularization
parameter γeff(λ, σ) predicted by our theory.
These results provide a clear picture of how neural networks achieve good generalizations under
lazy training, despite the minimal amount of regularization that is induced by the optimization
algorithm (in the present context, gradient descent selects the min-norm regression model). First,
the model is nonlinear in the input covariates, and sufficiently overparametrized. Thanks to this
flexibility it can interpolate the data points and yet be very close to the simple linear model flin(x)
at ‘most’ points x. Second, because of the large dimension d, the empirical kernel matrix contains
a portion proportional to the identity, which acts as a self-induced regularization term.
The rest of the paper is organized as follows. In Section 2, we present our main results,
including the characterization of the NT kernel ΦΦ> which implies the claimed result on the
interpolation threshold. We further state our result about the generalization error of NT KRR
and its equivalence to linear ridge regression. In Section 3, we briefly overview related work on
interpolation and generalization of neural networks. In Section 4, some necessary definitions are
notations are defined. The proofs of the main theorems are given in Section 5 and 6. Supporting
lemmas and proofs are deferred to the appendix.
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Figure 2: Test/generalization errors of NT, Lin, and theoretical. We fix N = 800 and d = 500, and
vary the sample size n ∈ {100, 200, . . . , 900, 1000, 1500, . . . , 4000}. As before, for each regularization
parameter λ (which corresponds to one color), we plot three curves.
2 Main results
2.1 Definitions and assumptions
To a vector of covariates x ∈ Rd, the NT model associates a (random) features vector
Φ(x) =
1√
Nd
[σ′(〈x,w1〉)x, . . . , σ′(〈x,wN 〉)x]T ∈ RNd.
We denote by Φ ∈ Rn×(Nd) the matrix whose i-th row contains the feature vector of the i-th sample,
and by K := ΦΦT the corresponding empirical kernel:
Φ =

Φ(x1)
T
Φ(x2)
T
. . .
Φ(xn)
T
 ∈ Rn×(Nd), K := ΦΦT ∈ Rn×n .
The entries of the kernel matrix take the form
Kij =
1
Nd
N∑
`=1
σ′(〈xi,w`〉)σ′(〈xj ,w`〉)〈xi,xj〉 . (4)
In terms of the featurization map Φ, an NT function f ∈ FNNT(W ) reads
f(x;a) = 〈a,Φ(x)〉 , (5)
where a = (a1, . . .aN ) ∈ RNd.
Throughout, we assume that the activation function σ : R→ R satisfies the following condition.
Note that commonly used activation functions, such as ReLU, sigmoid, tanh, leaky ReLU, satisfy
this condition.
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Assumption 1. We assume σ to be weakly differentiable with weak derivative σ′ satisfying |σ′(x)| ≤
B(1 + |x|)B for some finite constant B > 0.
We also require a mild condition on the asymptotic regime.
Assumption 2. We assume N,n, d→∞, with
logC d = o(N), logC N = o(d) ,
for every constant C > 0. (In particular, this condition holds if there exists ε > 0 such that N ≥ dε
and d ≥ N ε.)
2.2 Kernel invertibility
Given points x1, . . .xn, Φ has full row rank, i.e. rank(Φ) = n if and only if for any choice of the
labels y1, . . . , yn ∈ R, there exists a function f ∈ FNNT(W ) interpolating those data, i.e. yi = f(xi)
for all i ≤ n. This of course requires Nd ≥ n. Our first theorem shows that this lower bound is
roughly correct.
Theorem 1. Let Assumptions 1 and 2 hold, and further assume (xi)i≤n ∼i.i.d. N (0, Id), and
(wi)i≤N ∼i.i.d. Unif(Sd−1(1)). Further assume N ≤ C0d where C0 > 0 is a constant.
Then there exists a constant C < ∞ such that, if Nd/(log d)C ≥ n, then rank(Φ) = n with
high probability. In particular an NT interpolator exists with high probability for any choice of the
responses (yi)i≤n.
In the above theorem and hereafter, ‘with high probability’ means that the probability of an
event occurs is 1 − od(1). While we stated this as a theorem because of its interest, it is in fact
an immediate corollary of a quantitative lower bound on the minimum eigenvalue of the kernel
K ∈ Rn×n, stated below.
Theorem 2. Let Assumptions 1 and 2 hold, and further assume (xi)i≤n ∼i.i.d. N (0, Id), and
(wi)i≤N ∼i.i.d. Unif(Sd−1(1)). Further assume N ≤ C0d where C0 > 0 is a constant.
Define v(σ) := Var(σ′(G)) = E[σ′(G)2]− {E[σ′(G)]}2 where G ∼ N (0, 1). Then, there exists a
constant C <∞ such that, if Nd/(log d)C ≥ n, then
λmin(K) ≥ v(σ)− od,P(1) . (6)
Remark 2.1. As proven in [COB19, Theorem 2.4], for a proper rescaling of the weights, gradient
descent for the an overparametrized nonlinear model converges to an interpolator as soon as the
tangent feature map at the initialization is nonsingular.
In the present context, this implies that, under the assumptions of Theorem 2, gradient descent
on the space of two layers networks converges to an interpolator (1), for suitable rescaling of the
weights.
The proof Theorem 2 is presented in Section 5. The key insight is to decompose the activation
function as
σ′(x) = ψ + ϕ(x) , ψ = E{σ′(G)} , ϕ(x) = σ′(x)− E{σ′(x)} . (7)
Correspondingly, we decompose Φ = Φψ + Φϕ, where
Φψ =
1√
Nd
(ψ xiα)i,[`,α] , Φϕ =
1√
Nd
(ϕ(〈xi,w`〉)xiα)i,[`,α] . (8)
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We also introduce the projection matrices
P = diag{P 1, . . . ,PN}, P⊥ = diag{P⊥1 , . . . ,P⊥N}, where P ` = w`w>` , P>` = Id −w`w>` .
Using these definitions, we decompose K as follows
K = ΦPΦ> + ΦψP⊥Φ>ψ + ΦϕP
⊥Φ>ψ + ΦψP
⊥Φ>ϕ︸ ︷︷ ︸
low-degree component
+ ΦϕP
⊥Φ>ϕ︸ ︷︷ ︸
high-degree component
. (9)
In the following theorem, we show that the eigenvalues of the low-degree component are bounded
from below, and that the high-degree component concentrates.
Theorem 3. Let Assumptions 1 and 2 hold, and further assume (xi)i≤n ∼i.i.d. N (0, Id), and
(wi)i≤N ∼i.i.d. Unif(Sd−1(1)). Further assume N ≤ C0d where C0 > 0 is a constant. Then, there
exists a constant C > 0 such that, if Nd/(log d)C ≥ n, then the following holds.
1. The eigenvalues of the low-degree part are lower bounded:
ΦψP
⊥Φ>ψ + ΦϕP
⊥Φ>ψ + ΦψP
⊥Φ>ϕ  −od,P(1) · In. (10)
2. The high-degree kernel ΦϕP
⊥Φ>ϕ concentrates with high probability:∥∥∥ΦϕP⊥Φ>ϕ − v(σ)In∥∥∥
op
≤
√
n(log d)C
Nd
. (11)
The key challenge in analyzing the kernel K is that its eigenvalues do not concentrate, namely,
there is no scalar µd such that ‖K − µdId‖op = oP(µd). Further, K does not concentrate even
after centering σ′ (replacing it by ϕ = σ′ −ψ). This is in contrast with the random features model
[MM19].
The lack of concentration is due to the interaction between σ′(〈xi,w`〉) and xi that effectively
produces low-rank components in K with large operator norm. In order to address this problem,
we introduce the projector P⊥ precisely to remove the dependence between σ′(〈xi,w`〉) and P⊥xi
and hence to eliminate the large low-rank components.
We expect our approach to be generalizable to very wide networks as well, e.g. to N  dα for
some α > 1. We defer the study of such generalizations to future work.
2.3 Generalization error
In order to study the generalization properties of the NT model, we consider a simple linear model
for the data distribution. Data (x1, y1), . . . , (xn, yn) are i.i.d. with xi ∼ N (0, Id) and yi =
〈β∗,xi〉 + εi. In matrix notation, we let X ∈ Rn×d denote the matrix whose i-th row is xi, and
y := (yi)i≤n. We then have
y = Xβ∗ + ε, where Var(εi) = σ2ε . (12)
The noise variables ε1, . . . , εn ∼i.i.d. Pε are assumed to have zero mean and bounded fourth moment,
i.e., E[ε4] = Od(1).
We fit the coefficients a = (a1, . . . ,aN ) ∈ RNd of the NT model using kernel ridge regression
(KRR). Namely
â(λ) := arg min
a∈RNd
{ n∑
i=1
(yi − f(xi;a)
)2
+ λ‖a‖2
}
. (13)
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Figure 3: Test/generalization errors of NT, Lin, two-layer neural network (2-NN) and theoretical.
We fix N = 800 and d = 500, and vary the sample size n ∈ {100, 200, . . . , 900, 1000, 1500, . . . , 4000}.
The neural network is initialized according to [COB19], and trained with SGD (‘Adam’ optimizer).
For each noise level σε ∈ {0.01, 0.1, 0.3, 0.5} (which corresponds to one color), we plot four curves
that represent the test errors for NT, Lin, theoretical, and 2-NN. All curves of the same color
behave similarly.
where f( · ;a) is defined as per Eq. (2) Explicitly, we have
â(λ) = Φ>
(
ΦΦ> + λIn)−1y.
We evaluate this approach on a new input x0 that has the same distribution as the training input.
The test error is defined as
RNT(λ) = Ex0
[
(〈β0,x0〉 − 〈â(λ),Φ(x0)〉)2
]
. (14)
We occasionally call this ‘generalization error’, with a slight abuse of terminology (sometimes this
term is referred to the difference between test error R(â;λ) and the train error n−1
∑
i≤n E
[
(yi −
〈â,Φ(xi〉)2
]
.)
Our main result on the generalization behavior of NT KRR establishes its equivalence with a
simpler method. Namely, we perform ridge regression within a simple linear model flin(x) = 〈β,x〉
with ridge regularization γ:
β̂(γ) := arg min
β∈Rd
{1
d
n∑
i=1
(yi − 〈β,xi〉
)2
+ γ‖β‖22
}
, (15)
Rlin(γ) := Ex0
[
(〈β0,x0〉 − 〈β̂(γ),x0〉)2
]
. (16)
Note that the risk Rlin(γ) is well understood (see Remark 2.2 below). The scaling factor d
−1 is
specially chosen for comparison with NT KRR. Our next result establishes a relation between the
two risks: the neural tangent model behaves as the linear model, albeit with a different value of
the regularization parameter.
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Theorem 4. Let Assumptions 1 and 2 hold, and further assume (xi)i≤n ∼i.i.d. N (0, Id), and
(wi)i≤N ∼i.i.d. Unif(Sd−1(1)). Further assume that n ≥ ε0d for a constant ε0 > 0, and that
E[σ′(G)] 6= 0. Recall v(σ) = Var(σ′(G)) where the variance is with respect to G ∼ N (0, 1). Then,
there exists a constant C > 0 such that for any λ ≥ 0 the following happens. If Nd/(logC(Nd)) ≥ n
then
RNT(λ) = Rlin(γeff(λ, σ)) +Od,P
(√n(log d)C
Nd
)
, where (17)
γeff(λ, σ) :=
λ+ v(σ)
{E[σ′(G)]}2 . (18)
In particular, the ridgeless NT model at λ = 0 corresponds to linear regression with regularization
γ = v(σ)/{E[σ′(G)]}2.
Remark 2.2. The risk of linear ridge regressionRlin(δ, γ) can be written explicitly as (see [HMRT19])
Rlin(δ, γ) = ‖β∗‖22Blin(δ, γ) + σ2εVlin(δ, γ), (19)
Blin(δ, γ) :=
γ2
d
Tr
((
γId +X
TX/d
)−2)
+ od,P(1),
Vlin(δ, γ) :=
1
d2
Tr
(
XTX
(
γId +X
TX/d
)−2)
+ od,P(1) .
where n/d→ δ ∈ (0,∞). It is easy to derive the asymptotic formulas [HMRT19]:
Blin(δ, γ) =
1
2
{
1− δ +
√
(δ − 1 + γ)2 + 4γ − γ(1 + δ + γ)√
(δ − 1 + γ)2 + 4γ
}
+ od,P(1) , (20)
Vlin(δ, γ) =
1
2
{
−1 + δ + γ + 1√
(δ − 1 + γ)2 + 4γ
}
+ od,P(1) . (21)
Also, as δ = n/d→∞, Blin(δ, γ) = γ2δ−2 +O(δ−3) and Vlin(δ, γ) = δ−1 +O(δ−2).
In particular, these estimates imply that the error term of order
√
n/Nd in Eq. (19) is negligible
for 1 ≤ n/d  N1/3. We leave to future work the problem of obtaining optimal bounds on the
error term.
Remark 2.3. As pointed out in the last Remark 2.2, the linear risk decomposes in a bias and
a variance term: Rlin(γ) = ‖β∗‖22Blin(γ) + σ2εVlin(γ). Analogously RNT(λ) = ‖β∗‖22BNT(λ) +
σ2εVNT(λ). The proof of Theorem 4 in fact implies that the correspondence of Eq. (19) holds
for each of the two terms: BNT(λ) = Blin(γeff(λ, σ)) + O˜d,P(
√
n/Nd), VNT(λ) = Vlin(γeff(λ, σ)) +
O˜d,P(
√
n/Nd) (where O˜ hides the polylogarithmic factor).
Finally, Figure 3 illustrates the relation between the NT and NN models, and linear ridge
regression (LRR). We train a two-layer neural network with ReLU activations on data generated
according to the linear model of this section, using the initialization strategy of [COB19]. Namely,
we draw (a0` )`≤N ∼i.i.d. N (0, 1), (w0` )`≤N ∼i.i.d. N (0, Id) and set a˜0` = −a0` , w˜0` = w0` . We use Adam
optimizer to train the two-layer neural network f(x) =
∑N
`=1 a`σ(〈w`,x〉)+
∑N
`=1 a˜`σ(〈w˜`,x〉) with
parameters (a`, a˜`,w`, w˜`)`≤N initialized by (a0` , a˜
0
` ,w
0
` , w˜
0
` )`≤N . This guarantees that the output
is zero at initialization and the parameter scale is much larger than the default, so that we are in
the lazy training regime. We compare its generalization error with the one of LRR, and with the
theoretical prediction of Remark 2.2. The agreement is excellent.
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2.4 An upper bound on the memorization capacity
In the regression setting, counting degrees of freedom immediately implies that the memorization
capacity of a network with N neurons is at most N(d+1). In this section we prove an upper bound
that applies to binary classification as well.
We assume (xi)i≤n ∼i.i.d. N (0, Id) as before, but y1, . . . , yn ∼i.i.d. Unif({+1,−1}). Consider a
subset of two-layers neural networks, by constraining the magnitude of the parameters:
FN,LNN :=
{
f(x; b,W ) =
N∑
`=1
b`σ
(〈w`,x〉), N−1/2‖b‖ ≤ L, ‖w`‖ ≤ L, ∀ ` ∈ [N ]}.
To get binary outputs from f(x) ∈ R, we take the sign. In particular, the label predict on sample
xi is sign(f(xi)).
The value yif(xi) is referred to the margin for input xi. In regression we require yif(xi) =
y2i = 1 (the latter equality holds for {+1,−1} labels), while in classification we ask for yf(xi) > 0.
The next result states that Nd must be roughly of order n in order for for a neural network to fit
a nontrivial fraction of data with δ margin.
Proposition 2.1. Let Assumptions 1 and 2 hold, and further assume (xi)i≤n ∼i.i.d. N (0, Id). Fix
constants η1, η2 > 0, and let L = Ld ≥ 1, δ = δd > 0 be general functions of d. Then there exists a
constant C such that the following holds.
Assume that, with probability larger than η1, there exists a function f ∈ FN,LNN such that
1
n
n∑
i=1
1{yif(xi) > δ} ≥ 1 + η2
2
. (22)
(In words, f achieves margin δ in at least a fraction (1 + η2)/2 of the samples.)
Then we must have Nd ≥ Cn/ log(Ld/δ).
If L and 1/δ are upper bounded by a polynomial of d, then this result implies an upper bound on
the network capacity of order Nd log d. This matches the interpolation and invertibility thresholds
in Theorem 1, and Theorem 2 up to a logarithmic factor. The proof follows a discretization–
approximation argument, and it is deferred to the appendix.
Remark 2.4. Notice that the lower boundNd ≥ Cn/ log(Ld/δ) vanishes when the margin vanishes
δ → 0. This is not an artifact of the proof. If we allow for an arbitrarily small margin, it is possible
to construct a ‘sawlike’ activation function σ such that the corresponding network correctly classifies
n points with binary labels yi ∈ {+1,−1} despite n  Nd. Note that our result is different from
[YSJ19, BHLM19] in which the activation function is piecewise linear/polynomial.
3 Related work
The first question addressed by the present work is to determine the minimum width N such that
two-layers neural network with N hidden neurons can interpolate n training samples. Equivalently,
one might ask what is the maximum number of training samples n that a network of given width
N can interpolate (or memorize).
In the context of binary classification, this question was first studied by Tom Cover [Cov65],
who considered the case of a simple perceptron network (N = 1) when the feature vectors (xi)i≤n
are in generic position, and the labels yi ∈ {+1,−1} are independent and uniformly random. He
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proved that this model can memorize n training samples with high probability if n ≤ 2d(1 − ε),
and cannot memorize them with high probability if n ≥ 2d(1 + ε). Following Cover, this maximum
number of samples is sometimes referred to as the network capacity but, for greater clarity, we also
use the expression network memorization capacity.
The case of two-layers network was studied by Baum [Bau88] who proved that, again for any
set of points in general positions, the memorization capacity is at least Nd. Upper bound of the
same order were proved, among others, in [Sak92, Kow94]. Generalization to multilayer networks
was proven recently in [YSJ19, Ver20]. Can these networks be found efficiently? The recent work
of [Dan19] provides an efficient algorithm that can memorize all but a fraction ε of the training
samples in polynomial time, provided the Nd ≥ Cn/ε2. For the case of Gaussian feature vectors,
[Dan20] proves that exact memorization can be achieved efficiently provided Nd ≥ Cn(log d)4.
Achieving memorization in the binary classification setting is easier than achieving it in the
regression setting we consider here. Indeed, in binary classification a function f : Rd → Rmemorizes
the data if yif(xi) > 0 for all i ≤ n. On the other hand, in our setting, memorization amounts
to f(xi) = yi for all i ≤ n. The techniques developed for binary classification exploit in a crucial
way the flexibility provided by the inequality constraint, which we cannot do here2. From a more
fundamental point of view, our work does not only construct a network that memorizes the data,
but also characterizes the minimum singular value of the featurization map.
As discussed in the introduction, we focus here on the NTK regime in which weights change only
slightly with respect to a random initialization [JGH18]. It was first shown in [DZPS18] that, for
sufficiency overparametrized networks, and under suitable initializations, gradient-based training
indeed converges to an interpolator that is well approximated by an NTK model. The proof of
[DZPS18] required (in the present context) N ≥ Cn6/λmin(EK)4, where EK is the expectation of
the kernel of Eq. (4). This bound was improved over the last two years. In particular the result
that is most comparable to ours is obtained in [OS20] who prove that, for Nd ≥ Cn2, gradient
descent converges to an interpolator. The authors also point out at the gap between this result and
the natural lower bound Nd & n.
A key step in the analysis of the NTK regime is to prove that the tangent feature map at the
initialization (i.e. the matrix Φ ∈ Rn×Nd) is nonsingular. Our Theorem 2 establish that this is
the case for Nd ≥ n(log d)C hence reducing the gap to a logarithmic factor. As pointed out in
Remark 2.1, this estimate can be used in conjunction with with [COB19, Theorem 2.4], to prove
convergence results for gradient descent on two-layers neural networks.
Our result on the generalization error in Theorem 4 is closely related to analogous characteriza-
tions of the error of simpler random features expansions [HMRT19, GMMM20a, MM19, MRSY19,
GMMM20b]. In particular, for uniform feature vectors xi ∼ Unif(Sd−1(
√
d)), [GMMM20a] charac-
terizes the generalization error of that rotationally invariant kernel methods (corresponding to the
N →∞ limit of the model studied here). Our work sheds light on the finite width effect.
Finally, in concurrent work, [BELM20] studied the interpolation properties of two-layers net-
works. Generalizing the construction of Baum [Bau88], they show that, for N ≥ 4dn/de there
exists a two-layers ReLU network interpolating n points in generic positions. This is however un-
likely to be the network produced by gradient-based training. They also construct an NT model
that interpolates the data with error ε, provided Nd ≥ n log(1/ε). In contrast, we obtain exact
interpolation for N = O(d), Nd ≥ n(log d)C . More importantly, the technical content of the two
sets of results is nearly orthogonal: [BELM20] uses an iterative construction, under deterministic
assumptions on the data; we assume a simple random model, and obtain a characterization of
2Notice that the distinction between the two setting disappear if one is allowed to take an extra thresold nonlin-
earity at the output of the network.
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the featurization map Φ, with statistical and algorithmic consequences. In particular [BELM20]
asks whether non-vacuous generalization results can be obtained for these interpolating networks.
Theorem 4 addresses this question in a specific setting.
4 Definitions and notations
Let ρ be standard Gaussian measure on R, namely ρ(dx) = (2pi)−1/2e−x2/2 dx. The space L2(R, ρ)
is a Hilbert space with the inner product 〈f, g〉L2(R,ρ) = EG∼ρ[f(G)g(G)]. For simplicity, we will
use L2 = L2(R, ρ) unless potential confusion arises.
The Hermite polynomials form a complete orthogonal basis of L2(R, ρ). Throughout this paper,
we will use normalized Hermite polynomials {hk}k≥0:
E
[
hk(G)hj(G)
]
= δkj .
where δkj is Kronecker delta, namely δkj = 0 if k 6= j and δkj = 1 if k = j. For example,
the first four Hermite polynomials are given by h0(x) = 1, h1(x) = x, h2(x) =
1√
2
(x2 − 1) and
h3(x) =
1√
6
(x3 − 3x). For any function f ∈ L2, we have decomposition
f =
∞∑
k=0
〈f, hk〉L2 hk.
Sometimes, we will write λk(f) = 〈f, hk〉L2 and simply λk := λk(σ′).
For a positive integer, we denote by [n] the set {1, 2, . . . , n}. For a vector u, its `2 norm is
denoted by ‖u‖. We denote by Sd−1 = {u ∈ Rd : ‖u‖2 = 1} the unit sphere in d dimensions.
Given a matrix A ∈ Rn×m be a matrix. We denote by ‖A‖op = maxu∈Sd−1 ‖Au‖ the op-
erator norm, denote by ‖A‖max = maxi∈[n],j∈[m] |Aij | the maximum norm, denote by ‖A‖F =(∑
i,j A
2
ij
)1/2
the Frobenius norm, and denote by ‖A‖∗ =
∑min{n,m}
j=1 σj(A) the nuclear norm
(where σj is the j-th singular value). If A ∈ Rn×n is a square matrix, the trace of A is denoted by
Tr(A) =
∑
i∈[n]Aii.
We will use Od(·) and od(·) to denote the standard big-O and small-o notation, where d is the
asymptotic variable. We also use the big-Ω notation: we write ad = Ωd(bd) for scalars ad, bd if there
exists d0, C > 0 such that ad ≥ Cbd for d > d0. For random variables, we denote the big-O in
probability by Od,P(·): for random variables ξ1(d) and ξ2(d), ξ1(d) = Od,P(ξ2(d)) if for any ε, there
exists Cε > 0 and dε > 0 such that
P
(|ξ1(d)/ξ2(d)| > Cε) ≤ ε, for all d > dε.
We denote the little-o in probability notation by od,P(·): ξ1(d) = od,P(ξ2(d)) if ξ1(d)/ξ2(d) con-
verges to 0 in probability. Occasionally, we use the notation O˜d,P(·) and o˜d,P(·): we write ξ1(d) =
O˜d,P(ξ2(d)) if there exists a constant C > 0 such that ξ1(d) = Od,P((log d)
Cξ2(d)), and similarly we
write ξ1(d) = o˜d,P(ξ2(d)) if there exists a constant C > 0 such that ξ1(d) = od,P((log d)
Cξ2(d)).
Throughout, we will use C,C0, C1, C2, C3 to refer to constants that do not depend on d. In
particular, for notational convenience, the value of C may change from line to line.
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5 Proof of Theorem 3: Kernel invertibility
5.1 Smallest eigenvalue of the low-degree component
We begin by considering Eq. (10). Notice the following simple identity involving Schur complement:
A+B +B> +C = (In +B>A−1)A(In +A−1B) + (C −B>A−1B)
where matrices A,B,C are of size n× n and A is invertible. The matrix C −B>A−1B is known
as the Schur complement of the block matrix formed by A,B,C and it is frequently used in matrix
inversion. From this identity, it is clear that A+B +B>  −B>A−1B.
The low-degree component we are handling does not fit into this identity directly, because
ΦψP
⊥Φ>ψ is low rank and thus not invertible. Below we state a generalized identity.
Lemma 5.1. For arbitrary matrices A1,A2 ∈ Rn×m, the following identity holds.
(A1 +A2)(A1 +A2)
> =
[
In +A2A
>
1 (A1A
>
1 )
+
]
A1A
>
1
[
In + (A1A
>
1 )
+A1A
>
2
]
+
[
A2A
>
2 −A2A>1 (A1A>1 )+A1A>2
]
.
where + denotes the Moore–Penrose pseudoinverse. As a consequence, we have
A1A
>
1 +A1A
>
2 +A2A
>
1  −A2A>1 (A1A>1 )+A1A>2 .
In this lemma, we set A1 = ΦψP
⊥ and A2 = ΦϕP⊥. This leads to
ΦψP
⊥Φ>ψ + ΦϕP
⊥Φ>ψ + ΦψP
⊥Φ>ϕ  −ΦϕP⊥P ψP⊥Φ>ϕ ,
where P ψ = P
⊥Φ>ψ (ΦψP
⊥Φ>ψ )
+ΦψP
⊥.
Since ψ is a constant, we can further simplify P ψ. The next statement is proven in Section A.1
and immediately implies the first part of Theorem 3.
Proposition 5.2. Under the same assumptions as in Theorem 3, we have∥∥ΦϕP⊥P ψP⊥Φ>ϕ∥∥op = od,P(1).
Consequently, the low-degree component satisfy
ΦψP
⊥Φ>ψ + ΦϕP
⊥Φ>ψ + ΦψP
⊥Φ>ϕ  −od,P(1).
5.2 Concentration of the high-degree kernel
We define ϕ(t) := tϕ(t). It is convenient to remove the diagonal entries and introduce K
0 ∈ Rn×n
as follows: K
0
ii = 0 and for i 6= j,
K
0
ij = (ΦϕP
⊥Φ>ϕ )ij =
1
Nd
N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉)〈xi,xj〉 − 1
Nd
N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉).
First we make a useful observation. If i 6= j, we have
Exi [K
0
ij ] =
1
Nd
N∑
`=1
Exi
[
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉)〈P⊥` xi,P⊥` xj〉
]
= 0. (23)
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This is because 〈xi,w`〉 and P⊥` xi are independent due to xi ∼ N (0, Id).
Before proceeding, we make another useful observation: there is no loss of generality in assuming
n ≥ d, since otherwise ΦϕP⊥Φ>ϕ is simply a submatrix of the augmented matrix where we add
more input xi. Namely, consider the case where n < d. We can draw independent copies of xi,
add corresponding rows to Φϕ and expand Φϕ into a new matrix Φ
′
ϕ ∈ Rd×(Nd). It is clear that
the augmented sample size n′ = d satisfies the assumptions of Theorem 3. Then, by the simple
inequality ∥∥∥ΦϕP⊥Φ>ϕ − v(σ)In∥∥∥
op
≤
∥∥∥Φ′ϕP⊥(Φ′ϕ)> − v(σ)In′∥∥∥
op
,
it suffices to prove the concentration bound for the augmented matrix.
The truncation argument
Let us first define several indicators for the truncation argument. For i, j ∈ [n] with i 6= j, we
define
ξ
(2)
ij = 1
{ N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) ≤ C1
√
N logC2 d
}
· 1
{ N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) ≤ C1
√
Nd logC2 d
}
· 1
{∣∣〈xi,xj〉∣∣ ≤ C1√d logC2 d}. (24)
Recall that B is the constant from Assumption 1 on the activation function. For i ∈ [n], we define
ξ
(1)
i = 1
{
Pxj
( N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) > C1
√
N logC2 d
)
≤ C3d−16−2B
}
· 1
{
Pxj
( N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) > C1
√
Nd logC2 d
)
≤ C3d−16−2B
}
· 1
{
Pxj
(∣∣〈xi,xj〉∣∣ > C1√d logC2 d) ≤ C3d−16−2B},
ξ
(1)
i = 1
{‖xi‖ ≤ C1√d logC2 d}, (25)
where j 6= i so xi and xj are independent. And we also define
ξ(0) = 1
{
Pxi(ξ
(1)
i = 1) ∀ i ≤ n
}
. (26)
Note that Pxi(ξ
(1)
i = 1) is a random variable that depends on w1, . . . ,wN ; it is actually the same
for all i ≤ n since x1, . . . ,xn are i.i.d., so we may equivalently remove “∀i ≤ n” from the definition.
Using these indicator variables, we now define the truncated high-degree kernel matrix K =
(Kij)i,j≤n as follows.
Kii = 0, and Kij = K
0
ijξ
(2)
ij ξ
(1)
i ξ
(1)
j ξ
(1)
i ξ
(1)
j ξ
(0) for all i 6= j. (27)
With truncation, we ensure that the entries of K always lie in the range of their typical values,
instead of with high probability. To be precise, we have the following deterministic bounds for the
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entries of K.
|Kij | ≤ 1
Nd
∣∣∣ N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉)〈xi,xj〉
∣∣∣ξ(2)ij + 1Nd ∣∣∣
N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉)
∣∣∣ξ(2)ij
≤ 1
Nd
(
C1
√
N logC2 d · C1
√
d logC2 d+ C1
√
Nd logC2 d
)
≤ C(Nd)−1/2 logC d. (28)
We will make sure that K
0
and K coincide with high probability. This is guaranteed if we take
the constants in the truncation definition large enough, as stated in the next lemma (whose proof
can be found in Section A.3).
Lemma 5.3. Suppose that the assumptions in Theorem 3 hold and that n ≤ C0Nd. Then, there
exist sufficiently large constants C1, C2, C3 > 0 in the truncation definition (24)–(26) as well as
constant C > 0 such that for any i, j ∈ [n] with i 6= j,
min
{
P(ξ(0) = 1),P(ξ(1)i = 1),P(ξ
(1)
i = 1),P(ξ
(2)
ij = 1)
}
≥ 1− Cd−10.
Consequently, together with the union bound, this implies K
0
= K with probability at least 1−Cd−6.
Matrix concentration inequality
We will use a matrix version of Freedman’s inequality for martingales, first established by [T+11]
(see also [Oli09]).
Theorem 5. Consider a matrix-valued martingale {Y i : i = 0, 1, . . .} with respect to the filtration
(Fi)∞i=0. The values of Y i are symmetric matrices with dimension n. Let Zi = Y i − Y i−1 for all
i ≥ 1. Assume that λmax(Zi) ≤ L almost surely for all i ≥ 1. Then, for all t ≥ 0 and v ≥ 0,
P
(
∃ k ≥ 0 : λmax(Y k) ≥ t and ‖V k‖op ≤ v
)
≤ n · exp
(
− t
2/2
v + Lt/3
)
where V i is defined as V i =
∑i
j=1 E[Z
2
j |Fi−1].
To use this result, we first define a filtration (Fi)ni=0 and random matrices (Zi)ni=1 as follows.
We define F0 to be the σ-algebra generated by w1, . . . ,wN , F0 := σ(w1, . . . ,wN ) and
Zi := E[K|Fi]− E[K|Fi−1], with Fi := σ(x1, . . . ,xi,w1, . . . ,wN ).
In other words, (E[K|Fi])ni=1 is a Doob martingale with respect to the filtration (Fi)ni=0, and
(Zi)
n
i=1 is the resulting martingale difference sequence. Note that trivially K = E[K|Fn]. Using
this definition, we can express K as
K = E[K|F0] +
n∑
i=1
Zi. (29)
It is not difficult to show that
∥∥E[K∣∣F0]∥∥op ≤ C nNd with probability at least 1−Cd−2; see Lemma
A.7. Crucially, we claim that the matrix Zi is a rank-2 matrix plus a small perturbation (namely,
a matrix with very small operator norm). The perturbation term is due to the effect of truncation.
For illustration, we show the structure of Zi in Figure 4.
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Figure 4: The structure of the martingale difference Zi before the perturbation term ∆i is added.
Lemma 5.4. Suppose that the assumptions in Theorem 1 hold. Then we have decomposition
Zi = eiv
>
i + vie
>
i + ∆i, where (vi)j = Kij1{j < i}. (30)
Here ∆i ∈ Rn×n is certain matrix that satisfies ‖∆‖op ≤ C/(Nd) almost surely.
Before applying the matrix concentration inequality to the sum
∑n
i=1Zi, let us define
L := max
i≤n
‖Zi‖op, V :=
∥∥∥ n∑
i=1
E[Z2i |Fi−1]
∥∥∥
op
.
We want to obtain a deterministic bound on L and a high-probability bound on V . The key claim
is given by the following lemma.
Lemma 5.5. Suppose that the assumptions in Theorem 3 hold, and that N ≤ C0d ≤ C0n, n ≤
C0Nd. Then, there exists a sufficiently large constant C > 0 such that the following holds.
(1) We have a deterministic bound on L:
max
i≤n
‖Zi‖op ≤ C
√
n(log d)C
Nd
. (31)
(2) With probability at least 1− Cd−2:∥∥∥ n∑
i=1
E[Z2i |Fi−1]
∥∥∥
op
≤ Cn(log d)
C
Nd
+ C
n(log d)C
Nd
‖K‖op. (32)
Once this lemma established, we apply Theorem 5 to
∑
iZi and
∑
i−Zi (where we simply set
Zn+i = 0 for i ≥ 1), and we obtain the following result. For any t ≥ 0 and v > 0,
P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ t, and V ≤ v
)
≤ n · exp
(
− t
2/2
v + Lt/3
)
,
where L = C
√
n(log d)C/(Nd) is the upper bound on L in (31). This inequality implies a proba-
bility tail bound on ‖∑ni=1Zi‖op.
P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ t
)
≤ n · exp
(
− t
2/2
v + Lt/3
)
+ P
(
V > v
)
. (33)
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By taking v slightly larger the “typical” values of V , we can make the probability P
(
V > v
)
very small, which can be bounded by a tail probability of ‖K‖op according to (32). This leads
to a recursive inequality between tail probabilities. By abuse of notations, in the next lemma we
assume that constant C ≥ 1 is chosen to be no smaller than those that appeared in Lemma A.7
and Lemma 5.5 (so that we can invoke both results).
Lemma 5.6. Assume the same conditions as in Lemma 5.5. Let the constant C ≥ 1 be no smaller
than those in Lemma A.7 and Lemma 5.5. Suppose that
t ≥ max{6C√n(log d)C+2
Nd
, 128C
n(log d)C+1
Nd
}
. (34)
Then, by setting L = C
√
n(log d)C/(Nd) and v = t
2
16 log d , we have
P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ t
)
≤ P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ 2t
)
+ (2C0 + 1)d
−2. (35)
As a consequence, together with the crude bound in Lemma A.6, we obtain
P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ t
)
= Od
(
d−2 log d
)
.
From this lemma, we obtain an upper bound on ‖∑ni=1Zi‖op by setting t to be the lower bound
in (34), which results in the bound∥∥∥ n∑
i=1
Zi
∥∥∥
op
= O˜d,P
(√ n
Nd
)
. (36)
Lastly, we control the diagonal entries ofKϕ = ΦϕP
⊥Φ>ϕ . By concentration inequalities (Lemma A.5),
it is not difficult to show∥∥diagg(Kϕ)− v(σ)In∥∥op = O˜d,P(N−1/2) = O˜d,P(√ nNd),
which leads to the claim in (11).
6 Proof of Theorem 4: Generalization error of NT KRR
We define the matrices M (1) ∈ R(Nd)×d, M (2) ∈ R(Nd)×(Nd) as follows
M (1) = Ex
[
Φ(x)x>
]
, M (2) = Ex
[
Φ(x)Φ(x)>
]
.
We decompose the generalization error as below.
RNT(λ) = Ex0
[
(x>0 β
∗ −Φ(x0)>â)2
]
= Ex0
[
(x>0 β
∗)2
]− 2Ex0[x>0 β∗Φ(x0)>â]+ Ex0[â>Φ(x0)Φ(x0)>â]
= ‖β∗‖2 − 2â>Ex0
[
Φ(x0)x
>
0
]
β∗ + â>Ex0
[
Φ(x0)Φ(x0)
>]â
= ‖β∗‖2 − 2(I(1)ε + I(1)1 )+ (I(2)ε,ε + I(2)1,1 + 2I(2)ε,1 ).
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Here we denote
I(1)ε = ε
>(ΦΦ> + λIn)−1ΦM (1)β∗, (37a)
I
(1)
1 = (β
∗)>X>(ΦΦ> + λIn)−1ΦM (1)β∗, (37b)
I(2)ε,ε = ε
>(ΦΦ> + λIn)−1ΦM (2)Φ>(ΦΦ> + λIn)−1ε, (37c)
I
(2)
1,1 = (β
∗)>X>(ΦΦ> + λIn)−1ΦM (2)Φ>(ΦΦ> + λIn)−1Xβ∗, (37d)
I
(2)
ε,1 = ε
>(ΦΦ> + λIn)−1ΦM (2)Φ>(ΦΦ> + λIn)−1Xβ∗. (37e)
To simplify these expressions, we notice that we can assume β∗ to be uniformly random on a
sphere with given radius r := ‖β∗‖2: β∗ ∼ Unif(Sd−1(r)). To understand why this is the case, let
us denote the risk RNT = RNT(x1, . . . ,xn, w1, . . . ,wN ,β
∗) to emphasize its dependence on X, W ,
β∗. Let R ∈ O(n) be a random orthogonal matrix with uniform (Haar) distribution. Then,
RNT(x1, . . . ,xn,w1, . . . ,wN ,β
∗) = RNT(Rx1, . . . ,Rxn,Rw1, . . . ,RwN ,Rβ∗)
d
= RNT(x1, . . . ,xn,w1, . . . ,wN ,Rβ
∗).
The first equality follows from straightforward calculation, and the distributional equivalence
d
=
holds because the distribution of xi andw` is orthogonally invariant. Considering therefore, without
loss of generality, β∗ ∼ Unif(Sd−1(r)), it is easy to further simplify the terms (37a)–(37b). Indeed,
we expect the above terms I
(1)
ε , . . . , I
(2)
ε,1 to concentrate around their expectation with respect to
β∗, ε. This is formally stated in the next lemma, whose proof can be found in Appendix B.3.
Lemma 6.1. Under the same assumptions as in Theorem 4, we have
max
{∣∣I(1)ε ∣∣, ∣∣I(2)ε,1 ∣∣} = Od,P( 1√
d
)
, (38a)∣∣∣I(1)1 − ‖β∗‖2d Tr(X>(ΦΦ> + λIn)−1ΦM (1))∣∣∣ = Od,P( 1√d
)
, (38b)∣∣∣I(2)1,1 − ‖β∗‖2d Tr(X>(ΦΦ> + λIn)−1ΦM (2)Φ>(ΦΦ> + λIn)−1X)∣∣∣ = Od,P( 1√d
)
, (38c)∣∣∣I(2)ε,ε − σ2εTr((ΦΦ> + λIn)−1ΦM (2)Φ>(ΦΦ> + λIn)−1)∣∣∣ = Od,P( 1√
d
)
. (38d)
For convenience, we will denote by I
(1)
1 , I
(2)
1,1, I
(2)
ε,ε the expectations of I
(1)
1 , I
(2)
1,1 , I
(2)
ε,ε with respect
to β∗, ε, so that the left-hand sides of Eqs. (38b)–(38d) read |I(1)1 − I
(1)
1 |, |I(2)1,1 − I
(2)
1,1|, |I(2)ε,ε − I(2)ε,ε |.
Our goal is to show that the first two will become the bias term, and the third one will become the
variance term in Eq. (19) (with γ = γeff(λ, σ)). This is achieved by the next two lemmas.
In what follows we denote by λk = EG∼N (0,1)E[σ′(G)hk(G)] the k-th coefficient in the Hermite
expansion of σ′. We also define M (1,0) ∈ R(Nd)×d, M (2,0) ∈ R(Nd)×(Nd), via
M (1,0) =
λ0√
Nd
1N⊗Id = λ0√
Nd
 Id...
Id
 , M (2,0) = λ20
Nd
(
1N1
>
N
)⊗Id = λ20
Nd
 Id · · · Id... . . . ...
Id · · · Id
 .
These matrices can be viewed as components of M (1) and M (2), as we now explain. Imagine that
in the definition NT features, σ′(〈x,w`〉)x is replaced by σ′(〈x,w`〉)x′ where x′ is an independent
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copy of x; then we would expect
M (2) ≈ 1
Nd
(
Ex
[
σ′(〈x,w`〉)σ′(〈x,w`′〉)
])
`,`′≤N
⊗ Id = 1
Nd
∑
k≥0
λ2k
(
〈w`,w`′〉k
)
`,`′≤N
⊗ Id.
Then, the first term in the sum is exactly M (2,0). A similar heuristic interpretation can be given
for M (1). The next lemma establishes that M (1) and M (2) can indeed be replaced by M (1,0) and
M (2,0) when computing I
(1)
1 , I
(2)
1,1, I
(2)
ε,ε , with a small error.
Lemma 6.2. Under the same assumptions as before, we have
I
(1)
1 =
λ0‖β∗‖2
d
√
Nd
· Tr
(
X>(λIn + ΦΦ>)−1Φ(1N ⊗ Id)
)
+ O˜d,P
(√ n
Nd
)
,
I
(2)
ε,ε =
λ20σ
2
ε
Nd
∥∥∥(λIn + ΦΦ>)−1Φ(1N ⊗ Id)∥∥∥2
F
+ O˜d,P
(√ n
Nd
)
,
I
(2)
1,1 =
λ20‖β∗‖2
Nd2
∥∥∥X>(λIn + ΦΦ>)−1Φ(1N ⊗ Id)∥∥∥2
F
+ O˜d,P
(√ n
Nd
)
.
We further simplify these terms by expanding Φ = Φψ + ΦϕP
⊥ + ΦϕP where Φψ, Φϕ are
defined as per Eq. (8).
We next approximate the terms (λIn + ΦΦ
>)−1 in the above expressions by (λIn + ΦψΦ>ψ +
ΦϕP
⊥Φ>ϕ )−1, and the latter by ((λ + v(σ))In + ΦψΦ
>
ψ )
−1, using Theorem 3. Further, the terms
Φ in the above expressions can be approximated by Φψ. These heuristic arguments are formalized
by the next lemma.
Lemma 6.3. Under the same assumptions as before, we have
1
d
√
Nd
Tr
(
X>(λIn + ΦΦ>)−1Φ(1N ⊗ Id)
)
=
1
d2
Tr
(
X>(λIn +
λ20
d
XX>)−1X
)
+ O˜d,P
(√ n
Nd
)
,
(39)
1√
Nd
∥∥∥(λIn + ΦΦ>)−1Φ(1N ⊗ Id)∥∥∥
F
=
1
d
∥∥∥(λIn + λ20
d
XX>)−1X
∥∥∥
F
+ O˜d,P
(√ n
Nd
)
, (40)
1
d
√
N
∥∥∥X>(λIn + ΦΦ>)−1Φ(1N ⊗ Id)∥∥∥
F
=
1
d
√
d
∥∥∥X>(λIn + λ20
d
XX>)−1X
∥∥∥
F
+ O˜d,P
(√ n
Nd
)
.
(41)
where we denote λ = λ+ v(σ), v(σ) = ‖ϕ‖2L2 .
Note that, since v(σ) = ‖ϕ‖2L2 and λ0 = EG∼N (0,1)[σ′(G)], the effective regularization parameter
is γ = γeff(λ, σ) = λ/λ
2
0. To make further simplification, we use the identity(
λIn +
λ20
d
XX>
)−1
X = X
(
λId +
λ20
d
X>X
)−1
and combine all these lemmas to arrive at the final decomposition of the generalization error.
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Proposition 6.4. Under the same assumptions as before, there exists a sufficiently large constant
C > 0 such that if Nd/(log d)C ≥ n, then RNT(λ) = σ2εVNT(λ) + ‖β∗‖2BNT(λ) where
VNT(λ) =
λ40
d2
∥∥∥X(λIn + λ20
d
X>X
)−1∥∥∥2
F
+ O˜d,P
(√ n
Nd
)
=
1
d2
Tr
(
X>X
(
γIn +
1
d
X>X
)−2)
+ O˜d,P
(√ n
Nd
)
;
BNT(λ) = 1− 2λ
2
0
d2
Tr
(
X>X
(
λIn +
λ20
d
X>X
)−1)
+
λ40
d3
∥∥∥X>X(λIn + λ20
d
X>X
)−2∥∥∥2
F
+ O˜d,P
(√ n
Nd
)
=
γ2
d
Tr
((
γIn +
1
d
X>X
)−2)
+ O˜d,P
(√ n
Nd
)
.
By comparing the final expression between NT KRR and linear ridge regression, we will obtain
Theorem 4.
7 Conclusions
We studied the interpolation threshold in two-layer neural networks, under the NT model. Our
main technical result is a quantitative characterization of the empirical NT kernel K in the over-
parametrized regime, under an isotropic model for the data (xi)i≤n. In particular, we showed that,
as soon as Nd ≥ n(log d)C , the minimum eigenvalue of the empirical NT kernel is bounded away
from zero, and close to v(σ) := E{σ′(G)2} − E{σ′(G)}2.
We derived two consequences from this result. First, as soon as Nd ≥ n(log d)C , the model can
exactly interpolate an arbitrary set of labels.
Second, our analysis allows us to characterize the generalization error of the NT model when
the target function is linear, at sufficient overparametrization. In particular, we proved that the
generalization error matches that of a linear ridge regression model. When the NT model is trained
with vanishing regularization, the equivalent linear ridge regression model has a non-vanishing
self-induced regularization that is proportional to v(σ).
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A Lemmas and supporting proofs for Theorem 3
A.1 Proofs for the low-degree component
Proof of Lemma 5.1. Let the SVD of A1 be A1 = U1Σ1V
>
1 where the diagonal entries of Σ1
contain all nonzero singular values of A1. Then, (A1A
>
1 )
+A1A
>
1 equals the projection matrix
U1U
>
1 and thus
A2A
>
1 +A1A
>
2 = A2A
>
1 (A1A
>
1 )
+A1A
>
1 +A1A
>
1 (A1A
>
1 )
+A1A
>
2 .
Adding A1A
>
1 +A2A
>
2 to both sides, we obtain the desired identity.
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In this lemma, we set A1 = ΦψP
⊥ and A2 = ΦϕP⊥. This leads to
ΦψP
⊥Φ>ψ + ΦϕP
⊥Φ>ψ + ΦψP
⊥Φ>ϕ  −ΦϕP⊥P ψP⊥Φ>ϕ ,
where P ψ = P
⊥Φ>ψ (ΦψP
⊥Φ>ψ )
+ΦψP
⊥.
Proof of Proposition 5.2. Let us rewrite ΦψP
⊥ as
ΦψP
⊥ =
1√
Nd
ψ[X, . . . ,X]P⊥ =
1√
Nd
[ψX(Id −w1w⊥1 ), . . . , ψX(Id −wNw⊥N )].
It follows that
ΦψP
⊥Φ>ψ =
ψ2
Nd
N∑
`=1
X(Id −w`w⊥` )X> =
ψ2
d
XHX>, where H := Id −N−1W>W .
Because N ≤ C0d, we have ‖W ‖op = Od,P(1) (Lemma A.8), so H is approximately an identity
matrix, i.e., ‖H − Id‖op = od,P(1). This implies that H is invertible with probability 1 − od(1).
We then simplify the matrix P ψ.
P ψ =
1
N
P⊥[X, . . . ,X]>[XHX>]+[X, . . . ,X]P⊥
Let us denote H1/2 ∈ Rd×d to be the symmetric positive definite square root of H, and we define
P˜ = H1/2X>[XHX>]+XH1/2
The matrix P˜ is a projection matrix because it is easily checked that P˜
2
= P˜ . Thus, ‖P˜ ‖op ≤ 1,
and P ψ can be expressed equivalently as
P ψ = P
⊥(N−11N1>N ⊗H−1/2P˜H−1/2)P⊥.
This leads to the simplification of the matrix of interest.
(
ΦϕP
⊥P ψP⊥Φ>ϕ
)
ij
=
1
N2d
N∑
`,`′=1
ϕ(〈xi,w`〉)x>i P⊥` H−1/2P˜H−1/2ϕ(〈xj ,w`′〉)P⊥`′xj
=
1
N2d
( N∑
`=1
ϕ(〈xi,w`〉)P⊥` xi
)>
H−1/2P˜H−1/2
( N∑
`′=1
ϕ(〈xj ,w`′〉)P⊥`′xj
)
=
1
Nd
(
BH−1/2P˜H−1/2B>
)
ij
where the matrix B ∈ Rn×d is defined as
B = [b1, . . . , bn]
>, where bi =
1√
N
N∑
`=1
ϕ(〈xi,w`〉)P⊥` xi.
Recall the function ϕ(t) = tϕ(t). We denote u = (u1, . . . , un)
> with ui = N−1/2
∑N
`=1 ϕ(〈xi,w`〉).
Then,
bi = uixi − 1√
N
N∑
`=1
ϕ(〈xi,w`〉)w`, and thus
B = diag(u)X − 1√
N
(
ϕ(〈xi,w`〉)
)
i≤n,α≤d
W .
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We claim that we have the following bound on ‖B‖op.
‖B‖op = O˜d,P(
√
n+
√
d). (42)
Once this is proved, we obtain∥∥ΦϕP⊥P ψP⊥Φ>ϕ∥∥op = 1Nd∥∥BH−1/2P˜H−1/2B>∥∥op ≤ 1Nd‖B‖2op‖H−1/2‖2op‖P˜ ‖op = O˜d,P(n+ dNd ).
where we used the fact that ‖H − Id‖op = od,P(1) and ‖P˜ ‖op ≤ 1. Under the asymptotic regime
(Assumption 2), we have O˜d,P(d) = od,P(Nd), and under the stated condition we have O˜d,P(n) =
od,P(Nd). So together we have O˜d,P((n + d)/Nd) = od,P(1), thus proving the first claim of this
proposition. The “consequently” part follows from Lemma 5.1 and its subsequent discussion.
In order to prove the claim (42), we note that ‖X‖op = Od,P(
√
n +
√
d) by standard ran-
dom matrix theory. Also, a simple concentration result (Lemma A.5) gives that ‖diag(u)‖op =
maxi≤n |ui| = O˜d,P(1). Therefore, we obtain
‖diag(u)X‖op = O˜d,P(
√
n+
√
d).
Moreover, we use maxi,` |ϕ(〈xi,w`〉)| = O˜d,P(1) (Lemma A.5) and ‖W ‖op = Od,P(1) (Lemma A.8)
to derive
1√
N
∥∥∥(ϕ(〈xi,w`〉))
i≤n,α≤d
W
∥∥∥
op
≤ 1√
N
∥∥(ϕ(〈xi,w`〉))i≤n,`≤N∥∥op · ‖W ‖op
≤ √nmax
i,`
|ϕ(〈xi,w`〉)| ·Od,P(1) = O˜d,P(
√
n).
Combining the two bounds yields the claim (42).
A.2 Second-moments matrix of the high-degree features
Before proving results for the high-degree kernel, we focus on giving an upper bound on the second-
moments matrix M ∈ R(Nd)×(Nd)
M = P⊥
(
Ex
[
ϕ(〈x,w`〉)ϕ(〈x,w`′〉)xαxα′
])
[`,α],[`′,α′]
P⊥. (43)
where [`, α], [`′, α′] ∈ [N ] × [d]. We will present three lemmas, which are useful in the analysis of
the variance term in the application of Freedman’s inequality.
Lemma A.1 (A variant of Stein’s lemma). Suppose that g ∼ N (0, Id) and g′ ∼ N (0, Id′) are
two standard Gaussian random vectors, and that the concatenation (g>, (g′)>)> is also a Gaussian
random vector with the cross-covariance denoted by
B = Cov(g, g′) = E
[
g(g′)>
] ∈ Rd×d′ .
We assume regularity conditions: (1) F (g, g′) is a twice continuously differentiable function in
Rd+d′, (2) F has a compact support. Then, the following identity holds.
E
[
F (g, g′)g(g′)>
]
=
(
E
[ ∂2
∂gα∂g′β
F (g, g′)
])
α≤d,β≤d′
+
(
E
[ ∂2
∂gα∂gβ
F (g, g′)
])
α≤d,β≤d
B
+B
(
E
[ ∂2
∂g′α∂g′β
F (g, g′)
])
α≤d′,β≤d′
+B
(
E
[ ∂2
∂g′α∂gβ
F (g, g′)
])
α≤d′,β≤d
B
+ E
[
F (g, g′)
]
B. (44)
Note that the above expectations exist due to the regularity conditions.
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Proof of Lemma A.1. For convenience, we use (a; b) to denote the concatenation of two vectors
a and b, and use a⊗ b to denote ab>. It is easily checked that we can express the vector (g; g′) as
(g; g′) d= (g;B>g + g′), where g′ ∼ N (0, Id′ −B>B) and g′⊥g.
This allows us to re-write the left-hand side of (44) as
E
[
F (g, g′)g ⊗ g′] = E[g ⊗ F (g,B>g + g′)(B>g + g′)].
We condition on g′ and apply Stein’s lemma [Ste81] with respect to g.
E
[
F (g, g′)g ⊗ g′] = E[∇gF ⊗ g′]+BE[∇g′F ⊗ g′]+E[F ]B (45)
where F = F (g, g′), and ∇gF = ∇gF (g, g′) ∈ Rd is the gradient with respect to g, and ∇g′F =
∇g′F (g, g′) ∈ Rd′ is the gradient with respect to g′.
Furthermore, we can also express (g; g′) as
(g; g′) d= (Bg′ + g; g′), where g ∼ N (0, Id −BB>) and g⊥g.
Thus, conditioning on g, we apply Stein’s lemma with respect to g′ to obtain
E
[∇gF ⊗ g′] = E[∇gF (Bg′ + g, g′)⊗ g′]
=
(
E
[ ∂2
∂gα∂gβ
F (g, g′)
])
α≤d,β≤d
B +
(
E
[ ∂2
∂gα∂g′β
F (g, g′)
])
α≤d,β≤d′
.
E
[∇g′F ⊗ g′] = E[∇g′F (Bg′ + g, g′)⊗ g′]
=
(
E
[ ∂2
∂g′α∂gβ
F (g, g′)
])
α≤d′,β≤d
B +
(
E
[ ∂2
∂g′α∂g′β
F (g, g′)
])
α≤d′,β≤d′
.
We use the above two equalities to substitute the right-hand side of (45), which results in (44) as
desired.
Lemma A.2. Assume that w1, . . . ,wN are distinct. (1) If ϕ is continuously differentiable and has
a compact support, then we have the decomposition
M = P⊥(A⊗ Id)P⊥ + P⊥HP⊥ (46)
where A ∈ RN×N and H ∈ R(Nd)×(Nd) are given by (H is defined by matrix blocks)
A =
(
Ex[ϕ(〈x,w`〉)ϕ(〈x,w`′〉)]
)
`,`′≤N , H`,`′ = Ex[ϕ
′(〈x,w`〉)ϕ′(〈x,w`′〉)]w`′w>` . (47)
(2) In general, we still have the decomposition (46), but with H defined by
H`,`′ = E[ϕ(g)ϕ(g′)q(g, g′)]w`′w>` , where g = 〈x,w`〉, g′ = 〈x,w`′〉, (48)
and where q : R2 → R is a quadratic function with coefficients bounded by O((1−max`6=`′〈w`,w`′〉2)−1).
It is worthwhile to notice that if w`′w
>
` was replaced by w`w
>
`′ in the definition of H`,`′ , the
matrix H would generally contain a rank-one component with operator norm O(N), and it would
be impossible to control ‖M‖op—fortunately, that is not the case.
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Proof of Lemma A.2. Throughout this proof, we treat w1, . . . ,wN as deterministic and distinct
vectors.
(1) Let us express P⊥` as P
⊥
` = W
⊥
` (W
⊥
` )
> where W⊥` ∈ Rd×(d−1) have columns that form a
basis in the space of orthogonal complements of w`, i.e., [W
⊥
` ,w`] is an orthogonal matrix. For
given `, `′ ∈ [N ], we will focus on the matrix block M `,`′ and show
Ex
[
ϕ(〈x,w`〉)ϕ(〈x,w`′〉)P⊥` xx>P⊥`′
]
= A`,`′P
⊥
` P
⊥
`′ + A˜`,`′P
⊥
` w`′w
>
` P
⊥
`′ (49)
where we denote A˜`,`′ = Ex[ϕ′(〈x,w`〉)ϕ′(〈x,w`′〉)].
Let us denote g1 = 〈x,w`〉, g′1 = 〈x,w`′〉, g>1 = (W⊥` )>x, and g>1 = (W⊥`′ )>x. We also denote
g = (g1; g>1) ∈ Rd and g′ = (g′1; g′>1) ∈ Rd. By rotational invariance, we have g, g′ ∼ N (0, Id).
Using these notations, we re-write the left-hand side of (49) as
Ex
[
ϕ(〈x,w`〉)ϕ(〈x,w`′〉)P⊥` xx>P⊥`′
]
= W⊥` E
[
ϕ(g1)ϕ(g
′
1)g>1(g
′
>1)
>](W⊥`′ )>. (50)
Define a function F (g, g′) = ϕ(g1)ϕ(g′1). We will apply our variant of Stein’s lemma, i.e., Lemma A.1,
to simplify the right-hand side. We first calculate the second-order derivatives of F .
∂2
∂gα∂gβ
F = ϕ′′(g1)ϕ(g2)1{α=β=1},
∂2
∂gα∂g′β
F = ϕ′(g1)ϕ′(g2)1{α=β=1},
∂2
∂g′α∂gβ
F = ϕ′(g1)ϕ′(g2)1{α=β=1},
∂2
∂g′α∂g′β
F = ϕ(g1)ϕ
′′(g2)1{α=β=1}.
The cross-covariance matrix B = E[g(g′)>] ∈ Rd×d is
B =
( 〈w`,w`′〉 w>` W⊥`′
W⊥` w`′ (W
⊥
` )
>W⊥`′
)
.
The matrix E
[
ϕ(g1)ϕ(g
′
1)g>1(g
′
>1)
>] equals E[F (g, g′)g(g′)>] with its first row and column being
removed. When applying Lemma A.1, we notice that(
E
[ ∂2
∂gα∂g′β
F
])
α≤d,β≤d
,
(
E
[ ∂2
∂gα∂gβ
F
])
α≤d,β≤d
B, B
(
E
[ ∂2
∂g′α∂g′β
F
])
α≤d,β≤d
become zero matrices after their first row and column are removed. We also notice that(
E[F ]Bα,β
)
2≤α,β≤d = A`,`′(W
⊥
` )
>W⊥`′
B
(
E
[ ∂2
∂g′α∂gβ
F (g, g′)
])
α≤d,β≤d
B = B
(
A˜`,`′e1e
>
1
)
B
= A˜`,`′
( 〈w`,w`′〉
W⊥` w`′
)( 〈w`,w`′〉 w>` W⊥`′ ) . (51)
After removing the first row and column of (51), we are left with A˜`,`′W
⊥
` w`′w
>
` W
⊥
`′ . Therefore,
Lemma A.1 implies
W⊥` E
[
ϕ(g1)ϕ(g
′
1)g>1(g
′
>1)
>](W⊥`′ )> = W⊥` (A`,`′(W⊥` )>W⊥`′ + A˜`,`′W⊥` w`′w>` W⊥`′)(W⊥`′ )>
= A`,`′P
⊥
` P
⊥
`′ + A˜`,`′P
⊥
` w`′w
>
` P
⊥
`′ .
Hence, by (50), the above equality implies (49) as desired.
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(2) We first re-write H into (48) under the assumptions of (1) and then use an approximation
argument. Let p(x1, x2) be the Gaussian density
p(x1, x2) =
1
2pi det(Σ)1/2
exp
(
− 1
2
(x1, x2)Σ
−1
(
x1
x2
))
, where Σ =
(
1 〈w`,w`′〉
〈w`,w`′〉 1
)
.
Then, under the assumptions of (1), we use integration by parts and derive
E
[
ϕ′(g1)ϕ′(g2)
]
=
∫ ∫
ϕ′(x1)ϕ′(x2)p(x1, x2) dx1dx2 =
∫
ϕ′(x1) dx1
∫
ϕ′(x2)p(x1, x2) dx2
= −
∫
ϕ′(x1) dx1
∫
ϕ(x2)∂x2p(x1, x2) dx2 = −
∫
ϕ(x2) dx2
∫
ϕ′(x1)∂x2p(x1, x2) dx1
=
∫
ϕ(x2) dx2
∫
ϕ(x1)∂x1∂x2p(x1, x2) dx1.
Some calculation reveals that ∂x1∂x2p(x1, x2) is the same as q(x1, x2)p(x1, x2). Also, notice that
the factor (1 − 〈w`,w`′〉2)−1 appears in Σ−1. We can bound the coefficients of q by O
(
(1 −
〈w`,w`′〉2)−1
)
.
To prove the equality under the general condition of ϕ, we can find a sequence of compact-
supported and smooth functions (ϕm)m≥1 such that ‖ϕm − ϕ‖L2(N (0,1)) → 0 as m → ∞, and also
ϕm satisfies the growth condition ϕm(g) ≤ B′(1 + |g|B′) where B′ > 0 is a constant (see [LL01] for
a construction). Without loss of generality we can assume ϕm also converges to ϕ pointwise almost
everywhere since otherwise we can pass to a subsequence [Rud87][Thm. 3.12]. For each m, we have
the decomposition (46) with H given by (48). We take m→∞ and obtain the decomposition for
the general case as long as the following is true.
lim
m→∞Ex
[
ϕm(g)ϕm(g
′)xαxα′
]
= Ex
[
ϕ(g)ϕ(g′)xαxα′
]
, where α, α′ ∈ [d]
lim
m→∞Ex
[
ϕm(g)ϕm(g
′)
]
= Ex
[
ϕ(g)ϕ(g′)
]
,
lim
m→∞Ex
[
ϕm(g)ϕm(g
′)q(g, g′)
]
= Ex
[
ϕ(g)ϕ(g′)q(g, g′)
]
.
where g = 〈x,w`〉, g′ = 〈x,w`′〉. Since ϕm(g) ≤ B′(1 + |g|B′), the above stated convergence follows
from the dominated convergence theorem.
Lemma A.3. Suppose that the same assumptions of Theorem 1 hold, and that N ≤ C0d. Let the
matrix A ∈ RN×N be given by (47) and H ∈ R(Nd)×(Nd) as given in (48). Then, there exists a
sufficiently large constant C > 0 such that with probability at least 1− Cd−2,
‖A‖op ≤ C log d, ‖H‖op ≤ C.
As a consequence, we have that ‖M‖op ≤ C log d with probability at least 1− Cd−2.
Proof of Lemma A.3. (1) The first bound. Define F : [−1, 1]→ R by
F (q) := E
{
ϕ(G1)ϕ(qG1 +
√
1− q2G2)
}
, (52)
where expectation is with respect to G1, G2 ∼i.i.d. N (0, 1). Then, since x ∼ N (0, Id), we have
Aij = F (〈wi,wj〉). The first bound then follows by [EK+10, Theorem 2.1]. We give here a
self-contained proof for the reader’s convenience.
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Recall that the Hermite decomposition of ϕ is ϕ =
∑
k≥1 λkhk where λk = 〈ϕ, hk〉L2 . Using
Ex[hk(〈x,w`〉)hj(〈x,w`′〉)] = δkj〈w`,w`′〉k, we can rewrite A as
A =
∑
k≥1
λ2kAk, where Ak =
(〈w`,w`′〉k)`,`′≤N .
We make the following claim: there exists a constant C ′ > 0 such that with probability at least
1− C0d−2,
‖A1‖op ≤ C ′, and (53a)
sup
k≥2
‖Ak − IN‖op ≤ C ′N log d/d. (53b)
Once this claim is established, we have
‖A‖op ≤ λ21C ′ +
∑
k≥2
λ2k
C ′N log d
d
≤ C ′‖ϕ‖2L2 +
C ′N log d
d
‖ϕ‖2L2 ≤ C ′ log d,
which is desired.
To prove (53a), we let G = (g1, . . . , gN )
> ∈ RN×d be a random matrix with i.i.d. standard
Gaussian variables, and observe that
A1
d
= D−1G GG
>D−1G , where DG = diag{‖g1‖, . . . , ‖gN‖}.
By standard random matrix theory, ‖GG>‖op ≤ C ′d ; and by Gaussian vector norm concentration
(Lemma A.8), ‖D−1G ‖op ≤ C ′/
√
d. Thus, we have ‖A1‖op ≤ C ′.
To prove (53b), we notice that we have entry-wise bound
sup
k≥2
max
` 6=`′
|〈w`,w`′〉|k ≤ max
` 6=`′
|〈w`,w`′〉|2 ≤ C
′ log d
d
,
with probability at least 1−C0d−2, where we used a simple concentration bound (Lemma A.8) for
the second inequality. Thus, we have
sup
k≥2
‖Ak − IN‖op ≤ N sup
k≥2
‖Ak − IN‖max = N sup
k≥2
max
`6=`′
|〈w`,w`′〉|k ≤ C
′N log d
d
.
(2) The second bound. Let U = [u1, . . . ,uN ] ∈ Rd×N be any matrix such that ‖U‖F = 1.
Denote by Vec(U) the vectorization of U , and A˜`,`′ = E
[
ϕ(g)ϕ(g′)q(g, g′)
]
as appears in the
definition of H. First we observe∣∣∣Vec(U)>H Vec(U)∣∣∣ = ∣∣∣ N∑
`,`′=1
A˜`,`′〈u`,w`′〉〈u`′ ,w`〉
∣∣∣
≤ max
`,`′
|A˜`,`′ | ·
N∑
`,`′=1
∣∣〈u`,w`′〉〈u`′ ,w`〉∣∣
(i)
≤ ∥∥A˜∥∥
max
·
[ N∑
`,`′=1
〈u`,w`′〉2
]1/2 · [ N∑
`,`′=1
〈u`′ ,w`〉2
]1/2
≤ ∥∥A˜∥∥
max
· ∥∥U>W>∥∥
F
· ∥∥WU>∥∥
F
(ii)
≤ ∥∥A˜∥∥
max
· ‖U‖2F · ‖W ‖2op
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where (i) is due to the Cauchy-Schwarz inequality, and (ii) is due to
∥∥WU>∥∥
F
≤ ‖W ‖op · ‖U‖F .
Notice that ‖U‖F = 1 and ‖W ‖op ≤ C. Thus,
‖H‖op = max
U :‖U‖F=1
∣∣∣Vec(U)>H Vec(U)∣∣∣ ≤ C‖A˜‖max.
By assumption on the activation function, we have ‖A˜‖max ≤ C with probability at least 1−Cd−2,
which proves the second bound.
(3) “As a conseqence” part. By the elementary property of the Kronecker product (Lemma B.3),
we have ‖A⊗ Id‖op ≤ ‖A‖op ≤ C log d; also, trivially we have ‖P ‖op ≤ 1. Therefore, we will have
‖M‖op ≤ C log d as desired.
A.3 Proofs for the high-degree kernel
We will prove the concentration of the high-degree kernel ΦϕP
⊥Φ>ϕ using Freedman’s inequality
together with the truncation argument. For convenience, we restate our goal below (note that
v(σ) = ‖ϕ‖2L2).
Proposition A.4. Under the same assumptions as in Theorem 1, we have
∥∥ΦϕP⊥Φ>ϕ − ‖ϕ‖2L2In∥∥op = O˜d,P(√ nNd).
To begin with, the proof of the truncation lemma (Lemma 5.3) is a consequence of concentration
inequalities below. A minor technical difficulty that is addressed in Lemma A.5 is that 〈xi,w`〉
is not Gaussian for a given xi, so we cannot directly apply standard concentration inequalities.
Fortunately, as d is sufficiently large (due to N ≤ C0d), the distribution of 〈xi,w`〉 for a given xi
is close enough to Gaussian with high probability.
Lemma A.5 (Concentration lemma about ϕ function). Suppose that same assumptions as in
Theorem 1 hold and that N ≤ C0d. For a given m > 0, there exists a sufficiently large constant
C > 0 depending on m such that the following inequalities hold with probability at least 1−Cd−m.
max
i≤n
∣∣Ew[ϕ(〈xi,w〉)]∣∣ ≤ C logC d√
d
, (54a)
max
i 6=j≤n
∣∣Ew[ϕ(〈xi,w〉)ϕ(〈xj ,w〉)]∣∣ ≤ C logC d√
d
, (54b)
max
i≤n
∣∣Ew[ϕ(〈xi,w〉)2]− ‖ϕ‖2L2∣∣ ≤ C logC d√
d
, (54c)
max
i≤n,`≤N
∣∣ϕ(〈xi,w`〉)∣∣ ≤ C logC d, (54d)
max
i≤n
∣∣∣∣∣
N∑
`=1
(
ϕ(〈xi,w`〉)− Ew
[
ϕ(〈xi,w`〉)
])∣∣∣∣∣ ≤ C√N logC d, (54e)
max
i,j≤n
∣∣∣∣∣
N∑
`=1
(
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉)− Ew
[
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉)
])∣∣∣∣∣ ≤ C√N logC d. (54f)
The proof of this concentration lemma is delayed to Section A.4. For now, we use it to prove
that truncation does not affect K
0
with high probability.
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Proof of Lemma 5.3. Let C,C1, C2 be sufficiently large constants. First, it follows from (54b)
and (54f) that
P
( N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) ≤ C1
√
N (log d)C2
)
≥ 1− Cd−10.
From (54d) in Lemma A.5, we also have that with probability at least 1− Cd−10,
N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) ≤ N max
i,`
ϕ(〈xi,w`〉)2 ≤ C1
√
Nd(log d)C2
since N ≤ C0d. Also, by Lemma A.8, we have P(|〈xi,xj〉| ≤ C1
√
d log d) ≥ 1− Cd−10. Therefore,
by the union bound, we deduce that P(ξ(2)ij = 1) > 1− Cd−10.
Next, we derive
P
{
Pxj
( N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) > C1
√
N logC2 d
)
> C3d
−16−2B
}
(i)
≤ C−13 d16+2B · P
( N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) > C1
√
Nd logC2 d
)
(ii)
≤ CC−13 d16+2B · d−26−2B ≤ CC−13 d−10,
where (i) is due to Markov’s inequality, and (ii) uses (54b) and (54f) in Lemma A.5 in which m is
chosen to be 26 + 2B. Similarly, we obtain
P
{
Pxj
( N∑
`=1
ϕ(〈xi,w`〉)ϕ(〈xj ,w`〉) > C1
√
Nd logC2 d
)
> C3d
−16−2B
}
≤ CC−13 d−10,
P
{
Pxj
(∣∣〈xi,xj〉∣∣ > C1√d logC2 d) > C3d−16−2B} ≤ CC−13 d−10.
Therefore, by the union bound we have P(ξ(1)i = 1) ≥ 1−Cd−10. Also, since P(ξ(0) = 1) = P(ξ(1)i =
1), we have P(ξ(0) = 1) ≥ 1− Cd−10.
Finally, it is immediate from Gaussian vector norm concentration (Lemma A.8) that P(ξ(1)i =
1) ≥ 1− Cd−10.
Now let us prove a simple and crude bound on ‖K‖op, which will be useful later.
Lemma A.6. There exist sufficiently large constants C1, C2 > 0 in the definition of indicator
variables, and sufficiently large constant C > 0 such that with probability at least 1− Cd−2,
‖K‖op ≤ Cd2(log d)C .
Proof of Lemma A.6. Notice that Assumption 1 on the activation function implies |ψ| = |EG∼N (0,1)[σ′(G)]| ≤
C. So we must have |ϕ(t)| ≤ C(1+ |t|B) where B is the constant from Assumption 1. By the Gaus-
sian tail bounds and Gaussian norm concentration (Lemma A.8), we have
P
(∣∣ϕ(〈xi,w`〉)∣∣ ≤ C logB/2 d) ≥ 1− Cd−8, P(∣∣〈xi,xj〉∣∣ ≤ C√d log d) ≥ 1− Cd−8,
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By the union bound, these inequalities imply
P
(
max
i,j
∣∣Kij∣∣ ≤ (Nd)−1 · CNd1/2(log d)B+1/2) ≥ 1− Cd−2.
Thus, with probability at least 1− Cd−2, we have the crude bound∥∥K∥∥
op
≤ n∥∥K∥∥
max
=
1
Nd
CnNd1/2(log d)C ≤ Cd2(log d)C .
We recall that
K = E[K|F0] +
n∑
i=1
Zi. (55)
As the first step, we show that the first term on the right-hand side has small operator norm, which
is intuitively correct because E[K0|F0] = 0. What remains to be done is controlling the error
caused by truncation, which is shown in the lemma below.
Lemma A.7. Suppose that same assumptions as in Theorem 1 hold and and that n ≤ C0Nd
and N ≤ C0d. There exists a sufficiently large constant C > 0 such that with probability at least
1− Cd−2, ∥∥E[K∣∣F0]∥∥op ≤ C nNd.
Proof of Lemma A.7. First, we recall that E
[
K
0
ij
]
= 0 from (23). To handle the error caused
by the truncation, we use the Cauchy-Schwarz inequality and derive∣∣∣E[Kij∣∣F0]∣∣∣ = ∣∣∣E[K0ij(1− ξ(2)ij ξ(1)i ξ(1)j ξ(1)i ξ(1)j ξ(0))∣∣F0]∣∣∣
≤
{
E
[(
K
0
ij
)2∣∣F0]}1/2 · {P[ξ(2)ij ξ(1)i ξ(1)j ξ(1)i ξ(1)j ξ(0) = 0∣∣F0]}1/2 =: √T (1)ij T (2)ij .
By the Cauchy-Schwarz inequality again,
T
(1)
ij ≤
N
N2d2
N∑
`=1
E
[
ϕ(〈xi,w`〉)2ϕ(〈xj ,w`〉)2(x>i P⊥` xj)2
∣∣F0]. (56)
We claim that the right-hand side is bounded by Od(N
2d2). Indeed, for a constant even integer m,
due to the assumption on the activation function (Assumption 1), we have
E
[
ϕ(〈xi,w`〉)m
∣∣F0] = EG∼N (0,1)[ϕ(G)m] ≤ C.
Also, let xi,xj ∼ N (0, Id−1) be two independent variables, and we have x>i P⊥` xj d= x>i xj d= ‖xi‖G.
Thus,
E
[
(x>i P
⊥
` xj)
m
∣∣F0] = E[‖xi‖m] · E[Gm] ≤ Cdm/2.
where the bound is due to simple result of Gaussian vector norm (Lemma A.8). Thus, applying the
Cauchy-Schwarz inequality, we find that the right-hand side of (56) is bounded by C. To handle
the term T
(2)
ij , we apply Markov’s inequality,
P
(
T
(2)
ij >
1
N2d2
)
≤ N2d2 E[T (2)ij ] = P
[
ξ
(2)
ij ξ
(1)
i ξ
(1)
j ξ
(1)
i ξ
(1)
j ξ
(0) = 0
]
= N2d2
(
P
[
ξ
(2)
ij = 0
]
+ P
[
ξ
(1)
i = 0
]
+ P
[
ξ
(1)
j = 0
]
+ P
[
ξ
(1)
i = 0
]
+ P
[
ξ
(1)
j = 0
]
+ P
[
ξ(0) = 0
])
≤ Cd−6,
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where we used Lemma 5.3. Taking the union bound over i and j, we find that maxi 6=j T
(2)
ij ≤ (Nd)−2
with probability at least 1− Cd−2. Thus, we combine the bounds on T (1)ij and T (2)ij , and obtain∥∥∥E[K∣∣F0]∥∥∥
op
≤ n
∥∥∥E[K∣∣F0]∥∥∥
max
≤ C n
Nd
,
which proves the lemma.
We are now in the position of proving the key structural decomposition of Zi.
Proof of Lemma 5.4. We will prove that the perturbation matrix (caused by truncation)
K
(res,i)
= E[K|Fi]−
(
K1{j ∨ k ≤ i}
)
j,k≤n
. (57)
satisfies ‖K(res,i)‖max ≤ C/(Nd3).
In order to verify this, we will study E[Kjk|Fi] for a given pair of indices (j, k). Note that
Kjj = 0, so without loss of generality, we assume j > k. By definition, the indicator variables
satisfy
ξ(0) ∈ F0, ξ(1)j , ξ
(1)
j ∈ Fj , ξ(2)jk ∈ Fj∨k
where j ∨ k = max{j, k}. Thus, if j ≤ i, then we have Kjk ∈ Fi and so E[Kjk|Fi] = Kjk, which
implies K
(res,i)
jk = 0.
To verify (57) for the case j > i, we first observe that
E
[
Kjk|Fk∨i
]
= ξ(0)ξ
(1)
k ξ
(1)
k ·
1
Nd
Exj
[ N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉)〈P⊥` xj ,P⊥` xk〉ξ(1)j ξ
(1)
j ξ
(2)
jk
]
= ξ(0)ξ
(1)
k ξ
(1)
k ·
1
Nd
Exj
[ N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉)〈P⊥` xj ,P⊥` xk〉
(
1− ξ(1)j ξ
(1)
j ξ
(2)
jk
)]
where the second equality is due to (23). Then,∣∣∣Exj[ N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉)〈P⊥` xj ,P⊥` xk〉
(
1− ξ(1)j ξ
(1)
j ξ
(2)
jk
)]∣∣∣
(i)
≤
{
Exj
[ N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉)〈P⊥` xj ,P⊥` xk〉
]2}1/2 ·{Exj[1− ξ(1)j ξ(1)j ξ(2)jk ]2}1/2
(ii)
≤
{
N ·
N∑
`=1
Exj
[
ϕ(〈xj ,w`〉)2ϕ(〈xk,w`〉)2〈P⊥` xj ,P⊥` xk〉2
]}1/2 ·{Pxj[ξ(1)j ξ(1)j ξ(2)jk = 0]}1/2
(ii)
≤
{
N ·
N∑
`=1
Exj
[
ϕ(〈xj ,w`〉)2‖P⊥` xj‖2
] · ϕ(〈xk,w`〉)2‖P⊥` xk‖2]}1/2 ·{Pxj[ξ(1)j ξ(1)j ξ(2)jk = 0]}1/2
where (i) and (ii) used the Cauchy-Schwarz inequality. By the Cauchy-Schwarz inequality again
and the assumption on the activation function (Assumption 1),
Exj
[
ϕ(〈xj ,w`〉)2‖P⊥` xj‖2
] ≤ {Exj[ϕ(〈xj ,w`〉)4]}1/2 · {Exj‖P⊥` xj‖4]}1/2
≤ {EG∼N (0,1)[ϕ(G)4]}1/2 · {d2 · EG∼N (0,1)[G4]}1/2
≤ Cd.
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Using the indicator variable ξ
(1)
k , we deduce that, deterministically,
ξ
(1)
k · |ϕ(〈xk,w`〉)| ≤ max{|ϕ(t)| : |t| ≤ C1
√
d logC2 d} = O˜d(dB/2), ξ(1)k · ‖xk‖2 = O˜d(d)
where we recall that B is the constant from Assumption 1. Thus,
ξ
(1)
k · ϕ(〈xk,w`〉)2‖P⊥` xk‖2 ≤
(
ξ
(1)
k · ϕ(〈xk,w`〉)2
) · (ξ(1)k · ‖xk‖2) = O˜d(dB+1).
Using the above bounds and N ≤ C0d, we obtain∣∣∣E[Kjk|Fk∨i]∣∣∣ = 1
Nd
∣∣∣∣ξ(0)ξ(1)k ξ(1)k · Exj[ N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉)〈P⊥` xj ,P⊥` xk〉
(
1− ξ(1)j ξ
(1)
j ξ
(2)
jk
)]∣∣∣∣
≤ 1
Nd
{
N2 · Cd2 · CdB+1}1/2 · ξ(0)ξ(1)k · {Pxj[ξ(1)j ξ(1)j ξ(2)jk = 0]}1/2
≤ Cd
(B+5)/2(log d)C
Nd
· ξ(0)ξ(1)k ·
{
Pxj
[
ξ
(1)
j = 0
]
+ Pxj
[
ξ
(1)
j = 0
]
+ Pxj
[
ξ
(2)
jk = 0
]}1/2
≤ Cd
(B+5)/2(log d)C
Nd
·
{
ξ(0)ξ
(1)
k ·
[
Pxj
[
ξ
(1)
j = 0
]
+ Pxj
[
ξ
(1)
j = 0
]
+ Pxj
[
ξ
(2)
jk = 0
]]}1/2
.
(58)
Note that in the last expression, only Pxj
[
ξ
(1)
j = 0
]
is non-random; and Pxj
[
ξ
(1)
j = 0
]
is a random
variable that depends on w1, . . . ,wN , and Pxj
[
ξ
(2)
jk = 0
]
is a random variable depending on both
xk and w1, . . . ,wN . Nevertheless, below we use the indicator variables ξ
(0) and ξ
(1)
k and derive a
deterministic equality/inequality.
ξ(0) · Pxj
[
ξ
(1)
j = 0
]
= 0, ξ
(1)
k · Pxj
[
ξ
(2)
jk = 0
] ≤ 3Cd−16−2B. (59)
The equality follows directly from the definition of ξ(0). To see why the inequality holds, observe
that
ξ
(1)
k · Pxj
[
ξ
(2)
jk = 0
] ≤ ξ(1)k ·{Pxj( N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉) > C1
√
N logC2 d
)
+ Pxj
( N∑
`=1
ϕ(〈xj ,w`〉)ϕ(〈xk,w`〉) > C1
√
Nd logC2 d
)
+ Pxj
(∣∣〈xi,xj〉∣∣ > C1√d logC2 d)}
≤ Cd−16−2B + Cd−16−2B + Cd−16−2B ≤ 3Cd−16−2B,
where the second inequality follows from the definition of ξ
(1)
k . Besides, due to concentration of the
Gaussian vector norm (Lemma A.8),
Pxj
[
ξ
(1)
j = 0
]
= Pxj
[‖xj‖ > C1√d logC2 d] ≤ Cd−16−2B. (60)
We combine the bounds (59) and (60) and further simplify (58).∣∣∣E[Kjk|Fk∨i]∣∣∣ ≤ Cd(B+5)/2(log d)C
Nd
·Od(d−(16+2B)/2) < C 1
Nd3
.
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It then follows that∣∣∣E[Kjk|Fi]∣∣∣ ≤ ∣∣∣E[E[Kjk|Fk∨i]|Fi]∣∣∣ ≤ E[∣∣E[Kjk|Fk∨i]∣∣|Fi] ≤ C 1
Nd3
,
which completes the proof for the case j > i.
Having proved (57), now let us take ∆i = K
(res,i) − K(res,i−1), which satisfies ‖∆i‖op ≤
n‖∆i‖max ≤ C/(Nd). Then, we take the difference between E[K|Fi] and E[K|Fi−1] and get
Zi =
(
K1{j ∨ k ≤ i}
)
j,k≤n
−
(
K1{j ∨ k ≤ i− 1}
)
j,k≤n
+ ∆i.
which can be equivalently expressed as (30) as desired.
We use the previous results to bound the maximum magnitude and the variance term. Recall
that
L = max
i≤n
‖Zi‖op, V =
∥∥∥ n∑
i=1
E[Z2i |Fi−1]
∥∥∥
op
.
Proof of Lemma 5.5. (1) First we prove the claim about L. By (30), we have
‖Zi‖op ≤ 2‖vi‖+ ‖∆i‖op.
By (28), we have an upper bound on maxi ‖vi‖.
max
i≤n
‖vi‖ ≤ max
i≤n
√
i− 1C(Nd)−1/2(log d)C ≤ C
√
n(log d)C
Nd
. (61)
Moreover, by Lemma 5.4, we have ‖∆i‖op ≤ C/(Nd). Combining these bounds, we obtain
max
i≤n
‖Zi‖op ≤ C
√
n(log d)C
Nd
.
(2) Next, we prove the claim about V . We use the decomposition of Zi, namely (30), and expand
E[Z2i |Fi−1]. Note that v>i ei = e>i vi = 0 by definition.
E[Z2i |Fi−1] = Exi
[
(eiv
>
i + vie
>
i + ∆i)
2
]
= Exi [‖vi‖2]eie>i + Exi [viv>i ] +Ri
where Ri is the residual term. Except for the term Exi [viv>i ], we will use deterministic upper
bounds to handle the above terms.
We make the following claim: below the first two inequalities hold deterministically and the
third one holds with probability at least 1− Cd−2.
∥∥ n∑
i=1
Exi [‖vi‖2]eie>i
∥∥
op
≤ Cn(log d)
C
Nd
, (62a)
∥∥ n∑
i=1
Ri
∥∥
op
≤ Cn(log d)
C
Nd
, (62b)
∥∥ n∑
i=1
Exi [viv
>
i ]
∥∥
op
≤ Cn(log d)
C
Nd
+ C
n(log d)C
Nd
‖K‖op. (62c)
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Once this claim is established, the upper bound on V follows.
Proof of (62a). We have shown in (61) that maxi Exi [‖vi‖2] ≤ C n(log d)
C
Nd . Since
∑n
i=1 Exi [‖vi‖2]eie>i
is a diagonal matrix, we must have∥∥ n∑
i=1
Exi [‖vi‖2]eie>i
∥∥
op
= max
i≤n
Exi [‖vi‖2] ≤ C
n(log d)C
Nd
.
Proof of (62b). Using the triangle inequality, we have
‖Ri‖op ≤
∥∥(eiv>i + vie>i )∆i∥∥op + ∥∥∆i(eiv>i + vie>i )∥∥op + ‖∆i‖2op
≤ 4‖vi‖ · ‖∆i‖op + ‖∆i‖2op
≤ C
√
n(log d)C
Nd
1
Nd
.
Under the condition of the lemma, we have
√
n/(Nd) ≤ C, so ‖∑ni=1Ri‖op ≤ C n(log d)CNd .
Proof of (62c). Recall that Φϕ = (Nd)
−1/2(ϕ(〈xi,w`〉)xiα)i,[`,α]. For convenience, we denote
Φϕ = [s1, . . . , sn]
>, ζ = ξ(1)j ξ
(1)
j ξ
(1)
k ξ
(1)
k ξ
(0), and ζ˜ = ξ
(2)
ij ξ
(2)
ik ξ
(1)
i ξ
(1)
i . Notice that ζ˜ involves xi and ζ
does not involve xi, and that(
ξ
(2)
ij ξ
(1)
i ξ
(1)
j ξ
(1)
i ξ
(1)
j ξ
(0)
) · (ξ(2)ik ξ(1)i ξ(1)k ξ(1)i ξ(1)k ξ(0)) = ξ(1)j ξ(1)j ξ(1)k ξ(1)k ξ(0)ζ˜ = ζζ˜.
If j ≥ i or k ≥ i, by the definition of vi, we simply have
(
Exi [viv>i ]
)
jk
= 0. If j < i and k < i,
we have (
Exi [viv
>
i ]
)
jk
= Exi [KijKik] = ζ · Exi
[
s>j P
⊥sis>i P
⊥skζ˜
]
In a way similar to the proof to Lemma 5.4, we will prove that
ζ ·
∣∣∣Exi[s>j P⊥sis>i P⊥sk(1− ζ˜)]∣∣∣ ≤ C(N2d4)−1. (63)
For now we assume this true. We can equivalently write∣∣∣(Exi [viv>i ])jk − ζ · Exi[s>j P⊥sis>i P⊥sk]∣∣∣ ≤ C(N2d4)−1,
and because ζ = 1 with probability at least 1− Cd−2, it leads to∣∣∣(Exi [viv>i ])jk − Exi[s>j P⊥sis>i P⊥sk]∣∣∣ ≤ C(N2d4)−1.
Recall the definition of the second moments matrix (43). It is equivalentlyM = (Nd)·Exi
[
P⊥sis>i P
⊥].
So in matrix form, it is equivalently∥∥∥Exi [viv>i ]− (Nd)−1ΦϕP⊥MP⊥Φ>ϕ ◦ (1{j∨k≤i})j,k≤n∥∥∥max ≤ C(N2d4)−1
with probability at least 1− Cd−2. Therefore, we derive∥∥Exi [viv>i ]∥∥op ≤ ∥∥Exi [viv>i ]− (Nd)−1ΦϕP⊥MP⊥Φ>ϕ ◦ (1{j∨k≤i})j,k≤n∥∥op
+
1
Nd
∥∥ΦϕP⊥MP⊥Φ>ϕ ◦ (1{j∨k≤i})j,k≤n∥∥op
(i)
≤ Cn(N2d4)−1 + 1
Nd
∥∥ΦϕP⊥MP⊥Φ>ϕ∥∥op
(ii)
≤ C(Nd)−2 + 1
Nd
∥∥ΦϕP⊥‖2op‖M‖op
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where the inequality (i) is because of the matrix norm bound ‖A‖op ≤ n‖A‖max where A ∈ Rn×n,
and because the operator norm of a submatrix is no larger than that of the full matrix; the inequality
(ii) is due to n ≤ CNd ≤ Cd2 by assumption. By Lemma A.3, we have ‖M‖op = Od,P(log d). We
also have ∥∥ΦϕP⊥‖2op = ∥∥ΦϕP⊥Φ>ϕ‖op ≤ ‖K0‖op + ‖diagg(ΦϕP⊥Φ>ϕ )‖op.
From Lemma 5.3, we have K
0
= K with probability at least 1−Cd−2. Also by the concentration
inequalities about ϕ function (Lemma A.5) and Gaussian vector norm concentration (Lemma A.8),
we have with probability at least 1− Cd−2,
[
diagg(ΦϕP
⊥Φ>ϕ )
]
ii
=
1
Nd
N∑
`=1
ϕ(〈xi,w`〉)2‖P⊥` xi‖2 ≤ C(log d)C .
Thus, we get a further upper bound on
∥∥Exi [viv>i ]∥∥op.
∥∥Exi [viv>i ]∥∥op ≤ C 1(Nd)2 + C log dNd ‖K‖op + C (log d)CNd .
Taking the summation over i, we obtain (62c) as desired.
Now let us prove the inequality (63). By the Cauchy-Schwarz inequality, we have
ζ ·
∣∣∣Exi[s>j P⊥sis>i P⊥sk(1− ζ˜)]∣∣∣ ≤ ζ · {Exi[s>j P⊥sis>i P⊥sk]2}1/2 · {Exi[(1− ζ˜)2]}1/2
≤ ζ ·
{
Exi
[‖si‖4]‖sj‖2‖sk‖2}1/2 · {Pxi[ζ˜ = 0]}1/2,
where we used
∥∥P⊥sis>i P⊥∥∥op ≤ ‖sis>i ‖op = ‖si‖2. We make the following claim.
ζ
(‖sj‖+ ‖sk‖) = Od(d(B+2)/2√
Nd
)
, Exi
[‖si‖4] = Od(1), ζ Pxi[ζ˜ = 0] = Od(d−16−2B). (64)
To prove the first bound, we notice that if ζ = 1, then ξ
(1)
j = 1 so |〈xj ,w`〉| = Od(
√
d). Thus, due
to Assumption 1 on the activation function and N ≤ C0d, we have
ζ‖sj‖ = ζ√
Nd
{ N∑
`=1
ϕ(〈xi,w`〉)2‖xi‖2
}1/2 ≤ 1√
Nd
{N ·Od(dB) ·Od(d)}1/2 = Od
(d(B+2)/2√
Nd
)
.
A similar bound holds for ζ‖sk‖. To prove the second inequality, we use the Cauchy-Schwarz
inequality to get
Exi
[‖si‖4] ≤ 1
N2d2
Exi
[
N
N∑
`=1
ϕ(〈xi,w`〉)4‖xi‖4
]
≤ N
2
N2d2
{
Eg∼N (0,1)
[
ϕ(g)8
]}1/2 · {Exi∥∥xi∥∥8}1/2
≤ N
2d2
N2d2
{
EG∼N (0,1)
[
ϕ(G)8
]}1/2 · {EG∼N (0,1)[G8]}1/2 = Od(1).
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To prove the third bound, we notice that
ζ Pxi
[
ζ˜ = 0
] ≤ ζ(Pxi(ξ(2)ij = 0) + Pxi(ξ(2)ik = 0) + Pxi(ξ(1)i = 0) + Pxi(ξ(1)i = 0)).
Similar to the proof of Lemma 5.4, if ζ = 1, then ξ
(1)
j = 1 so Pxi(ξ
(2)
ij = 0) ≤ 3C0d−16−2B; and
if ζ = 1, then ξ
(1)
k = 1 so Pxi(ξ
(2)
ik = 0) ≤ 3C0d−16−2B; and also, if ζ = 1, then ξ(0) = 1 so
Pxi(ξ
(1)
i = 0) ≤ C0d−16−2B. Finally, Pxi(ξ
(1)
i = 0) ≤ C0d−16−2B. Therefore,
ζ Pxi
[
ζ˜ = 0
]
= Od(d
−16−2B),
which proves the third bound. Now these bounds in (64) imply
ζ ·
∣∣∣Exi[s>j P⊥sis>i P⊥sk(1− ζ˜)]∣∣∣ ≤ Od(dB+2 · (Nd)−1 ·Od(d−8−B/2) = Od((N2d4)−1),
which proves the inequality (63) and thus completes the proof of this lemma.
Proof of Lemma 5.6. We will simplify the inequality (33). Notice that L = C
√
n(log d)C+2/(Nd) ≤
t
6 log d <
3t
16 log d by condition (34), so
− t
2/2
v + Lt/3
≤ − t
2/2
t2/(16 log d) + t2/(16 log d)
= −4 log d.
Thus, we further bound (33) by
P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ t
)
≤ n · d−4 + P(V > v) ≤ Cd−2 + P(V > v). (65)
Using the bound (32) on V from Lemma 5.5, we have with probability at least 1− Cd−2,
V ≤ Cn(log d)
C
Nd
+ C
n(log d)C
Nd
‖K‖op
(i)
≤ t
2
36C(log d)2
+
t
128 log d
‖K‖op
<
t2
32 log d
+
t
128 log d
‖K‖op.
where (i) used the condition (34). Therefore, we have
P
(
V > v
) ≤ P(V > v and (32) holds)+ P((32) does not hold)
≤ P
( t2
32 log d
+
t
128 log d
‖K‖ > t
2
16 log d
)
+ Cd−2
= P
(‖K‖op > 4t)+ Cd−2.
Recall thatK = E[K|F0]+
∑n
i=1Zi, and we have the bound P
(‖E[K|F0]‖ ≤ Cn/(Nd)) ≥ 1−Cd−2
due to Lemma A.7. Then,
P
(
V > v
) ≤ P(‖K‖op > 4t)+ Cd−2 ≤ P(∥∥ n∑
i=1
Zi
∥∥
op
> 4t− Cn/(Nd)
)
+ Cd−2
≤ P
(∥∥ n∑
i=1
Zi
∥∥
op
> 2t
)
+ Cd−2.
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Combining the above inequality with (65) yields the first claim of this lemma, namely (35).
To prove the “as a consequence” part, we apply (35) in which t is set to one of {t, 2t, 22t, . . . , 2Kt}
where K ≥ C log d. Summing these inequalities, we obtain
P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ t
)
≤ P
(∥∥∥ n∑
i=1
Zi
∥∥∥
op
≥ 2Kt
)
+KCd−2. (66)
From the crude bound in Lemma A.6, we know with probability at least 1−Cd−2, ‖∑ni=1Zi‖op ≤
Cd2(log d)C . If 2Kt is larger than this bound, then the first term on the right-hand side of (66)
must be no larger than Cd−2, which is the case if we set K ≥ C log d where C is a sufficiently large
constant. Hence, this leads to the second claim of the lemma.
Finally we use the results we have obtained to prove that the high-degree component ΦϕP
⊥Φ>ϕ
concentrates. For simplicity, we denote Kϕ = ΦϕP
⊥Φ>ϕ .
Proof of Proposition A.4. First, recall the decomposition of K (29). By (36) and Lemma A.6,
we deduce that
‖K‖op ≤
∥∥E[K|F0]∥∥op + ∥∥∥ n∑
i=1
Zi
∥∥∥
op
= Od,P
( n
Nd
)
+ O˜d,P
(√ n
Nd
)
= O˜d,P
(√ n
Nd
)
.
By Lemma 5.3, we have K = K
0
with probability 1− od(1), so the above bound holds for K0 as
well. Because K0 = Kϕ − diagg(Kϕ), this controls the off-diagonal entries of Kϕ.
The diagonal entries of Kϕ, which have the form
(Kϕ)ii =
1
Nd
N∑
`=1
ϕ(〈xi,w`〉)2‖P⊥` xi‖2,
are concentrated around Nd‖ϕ‖2L2 . Indeed, The concentration inequalities, namely Lemma A.5
and A.8 imply that ∥∥diagg(Kϕ)− ‖ϕ‖2L2∥∥op = O˜d,P(
√
Nd
Nd
)
.
Note that
√
Nd ≤ C√nNd due to the assumption d ≤ C0n. Thus, by combining the bounds on
the off-diagonal entries and diagonal entries, we complete the proof of the proposition.
A.4 Additional lemmas and proofs
First, we state some well-known facts about Gaussian concentration; see [Ver10, vH14], for example,
for further details.
Lemma A.8. Let g1, g2, . . . , gn ∼ N (0, Id) be standard Gaussian variables, and w1, . . . ,wN ∼
Unif(Sd−1) be uniform variables where N ≤ C0d. For any constant m ≥ 1, these exists a constant
C > 0 depending on m such that with probability at least 1− Cd−m,
1. (Norm concentration) ‖g1‖ ≤ C
√
d;
2. (Norm moment bound) E
[‖g1‖m] ≤ Cdm/2;
3. (Inner product concentration)
∣∣〈g1, g2〉∣∣ ≤ C√d log d and ∣∣〈w1,w2〉∣∣ ≤ C√ log dd ;
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4. (Operator norm bound) ‖X‖op ≤ C(
√
n +
√
d) and ‖W ‖op ≤ C where X = [x1, . . . ,xn]>,
W = [w1, . . . ,wN ].
Next, we establish a useful fact that bridges the Gaussian distribution and uniform distribution
on spheres.
Lemma A.9. Let G ∼ N (0, 1) be a Gaussian variable and w ∼ Unif(Sd−1) be a uniform variable
on the sphere. Suppose that |f(t)| ≤ C(1 + |t|C) where C > 0 is certain constant, that scalars
εd, δd ≥ 0 satisfy εd + δd = od((log d)−1), and that u ∈ Sd−1 is a deterministic unit vector. Then,
E
[
f(〈u,
√
dw〉)] = E[f(G)]+Od((log d)2
d
)
,
E
[
f((1 + εd)G+ δd)
]
= E
[
f(G)
]
+Od
(
(εd + δd) log d
)
.
Note that by assumption the above expectations exist and are bounded by a constant.
Proof of Lemma A.9. Denote the standard Gaussian density function by p(t). For d ≥ 3, it is
known [CC14] that the density function of
√
dw1 is given by
pd(t) = c
−1
d
(
1− t
2
d
)(d−3)/2
1{|t| ≤
√
d}, where cd = (1 + od(1))
√
2pi.
Without loss of generality, we assume u = e1 so 〈u,
√
dw〉 = √dw1.
(1) First, we notice that for sufficient constant C > 0, if we set τd = C
√
log d, then
E
[
f(G)
]
= E
[
f(G)1{|G| ≤ τd}
]
+Od(d
−1), E
[
f(
√
dw1)
]
= E
[
f(
√
dw1)1{|
√
dw1| ≤ τd}
]
+Od(d
−1).
Indeed, the first follows from Gaussian tail bound, and the second follows from the inequality(
1− t
2
d
)(d−3)/2
= exp
(
− d− 3
2
· t
2
d
)
≤ exp
(
− t
2
4
)
if d ≥ 6. With these truncation, we only need to show∫
|t|≤τd
f(t)pd(t) dt =
∫
|t|≤τd
f(t)p(t) dt+Od
((log d)2
d
)
. (67)
Since |t| ≤ τd, we use Taylor expansion and get
pd(t) = exp
(
d− 3
2
log
(
1− t
2
d
))
= exp
(
d− 3
2
(
− t
2
d
+Od
( log2 d
d2
)))
= exp
(
− t
2
2
+Od
( log2 d
d
))
=
(
1 +Od
( log2 d
d
))
· exp
(
− t
2
2
)
.
which immediately implies (67).
(2) Similarly we only need to show the relation between truncated integrals∫
|t|≤τd
f((1 + εd)t+ δd)p(t) dt =
∫
|t−δd|≤(1+εd)τd
f(t)p(t) dt+Od(εd log d). (68)
Note that the truncation levels on both sides are chosen differently to facilitate the proof. By the
change of variables z = (1 + εd)t+ δd, we obtain∫
|t|≤τd
f((1 + εd)t+ δd)p(t) dt =
1
1 + εd
∫
|z−δd|≤(1+εd)τd
f(z)
1√
2pi
exp
(
− (z − δd)
2
2(1 + εd)2
)
dt
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We use Taylor expansion to derive
exp
(
− (z − δd)
2
2(1 + εd)2
)
= exp
(
− z
2
2
)
· exp
(
z2
2
(
1− 1
(1 + εd)2
))
· exp
(z2 − (z − δd)2
2(1 + εd)2
)
= exp
(
− z
2
2
)
· exp
(
Od
(
z2εd
)) · exp(Od(zδd + δ2d))
=
(
1 +Od
(
(εd + δd) log d
)) · exp(− z2
2
)
.
This immediately leads to (68).
Proof of Lemma A.5. We will prove these inequalities for fixed i, j ∈ [n], and then taking the
union bound in the end.
(1) We can rewrite 〈xi,w〉 as
〈xi,w〉 = ‖xi‖√
d
〈 xi
‖xi‖ ,
√
dw
〉
d
=
‖xi‖√
d
√
dw1
where the equivalence in distribution is due to orthogonal invariance of uniform variables on the
sphere. If xi satisfies
∣∣‖xi‖√
d
− 1∣∣ ≤ C√ log dd , which holds with probability at least 1−Cd−m−2, then
by Lemma A.9 we have (denote G ∼ N (0, 1))
Ew
[
ϕ(〈xi,w〉)
]
= Ew
[
ϕ
(‖xi‖√
d
√
dw1
)]
= EG
[
ϕ
(‖xi‖√
d
G
)]
+ C
(log d)2
d
= E
[
ϕ(G)
]
+ C
√
log d
d
+ C
(log d)C
d
= E
[
ϕ(G)
]
+ C
√
log d
d
.
By the definition of ϕ, we have E
[
ϕ(G)
]
= 0, so this proves (54a). The proof (54c) is similar, since
ϕ2 still satisfies |ϕ(t)2| ≤ C(1 + |t|C) for certain constant C.
(2) In order to prove (54b), let us assume without loss of generality that xi aligns with e1, i.e.,
xi = ‖xi‖e1. We rewrite w as
w = w1e1 +
√
1− w21
[
e2, . . . , ed
]
w˜
where w˜ ∼ Unif(Sd−2) is independent with w1. Using this decomposition, we have
〈xj ,w〉 = 〈xj , w1e1〉+
√
1− w21
〈
xj ,
[
e2, . . . , ed
]
w˜
〉
= w1〈xj , e1〉︸ ︷︷ ︸
δd
+
√
1− w21
∥∥[e2, . . . , ed]>xj∥∥√
d− 1︸ ︷︷ ︸
1+εd
〈 [e2, . . . , ed]>xj∥∥[e2, . . . , ed]>xj∥∥ ,√d− 1 w˜
〉
︸ ︷︷ ︸
〈u,√d−1 w˜〉
.
Here we defined εd, δd in the last expression so that we can apply Lemma A.9. Note that εd, δd are
independent with w˜. We obtain
Ew
[
ϕ(〈xi,w〉)ϕ(〈xj ,w〉)
]
= Ew1
[
ϕ(‖xi‖w1〉)Ew˜
[
ϕ
(
δd + (1 + εd)〈u,
√
d− 1 w˜〉)]]
= Ew1
[
ϕ(‖xi‖w1) ·Od
(
(δd + εd) log d
)
+Od
((log d)2
d
)]
= Od(log d) · Ew1
[
ϕ(‖xi‖w1)(δd + εd)
]
+Od
((log d)2
d
)
.
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By (54c), we know that Ew1
[
ϕ(‖xi‖w1)2
] ≤ C with probability at least 1 − Cd−m−4. By the
Cauchy-Schwarz inequality, we only need to prove the following holds with probability at least
1− Cd−m−4.
Ew1
[
δ2d
] ≤ C log d
d
, Ew1
[
ε2d
] ≤ C log d
d
. (69)
The first bound follows from Ew1 [w21] = d−1 and |〈x1, e1〉| ≤ C
√
log d with the claimed probability.
To prove the second bound, we note that Ew1 [
√
1− w21] = 1 − (2d)−1 + Od(d−2) by the Taylor
expansion. Thus, denoting r =
∥∥[e2, . . . , ed]>xj∥∥
Ew1
[
ε2d
]
= Ew1
[
(1 + εd)
2
]− 2Ew1[εd]+ 1
=
(1− d−1)r2
d− 1 − 2
√
1− w21 ·
Ew1 [r]√
d− 1 + 1 =
r2
d
−
(
2− 1
d
+Od
( 1
d2
)) r√
d− 1 + 1.
By the Gaussian vector norm concentration (Lemma A.8), we have | r√
d−1 − 1| ≤ C
√
log d
d with
probability at least 1− Cd−m−4, which then implies
Ew1
[
ε2d
]
=
r2
d
− 2r√
d− 1 + 1 +Od
(1
d
)
=
( r√
d
− 1
)2
+Od
( r
d3/2
)
+Od
(1
d
)
= Od
( log d
d
)
,
thus proving the second bound in (69).
(3) The inequality (54d) follows from the tail Gaussian tail bound directly. For (54e) and (54f), we
use the truncation argument. We will only prove (54f) here since the other inequality is similar.
Fix i, j ∈ [n]. Denote
ξi,` = 1{|〈xi,w`〉| ≤ τ
√
log d}
where the constant τ > 0 is chosen large enough such that with probability at least 1−Cd−m−5, for
all i ∈ [n], ` ∈ [N ], ξi,` = 1 (which is possible due to Gaussian tail bounds and the union bound).
This implies that
P
(
Pw(ξi,` = 0) > d−1
)
≤ d · P(ξi,` = 0) ≤ Cd−m−4 (70)
due to Markov’s inequality. Let us denote
T1 =
N∑
`=1
(
ϕ(〈xi,w`〉)ϕ(〈xjw`〉)− ϕ(〈xi,w`〉)ϕ(〈xjw`〉)ξj,`ξi,`
)
T2 =
N∑
`=1
(
ϕ(〈xi,w`〉)ϕ(〈xjw`〉)ξj,`ξi,` − Ew
[
ϕ(〈xi,w`〉)ϕ(〈xjw`〉)ξj,`ξi,`
])
T3 =
N∑
`=1
(
Ew
[
ϕ(〈xi,w`〉)ϕ(〈xjw`〉)ξj,`ξi,`
]− Ew[ϕ(〈xi,w`〉)ϕ(〈xjw`〉)])
For each k ∈ {1, 2, 3}, we will prove that |Tk| ≤ C
√
N(log d)C holds with probability at least
1 − Cd−m−4. Once this is achieved, we sum T1, T2, T3 and take the union bound over i, j to get
desired inequality.
For T1, we know that T1 = 0 with probability at least 1 − Cd−m−4 due to the way we defined
ξi,`. For T2, we must always have |ϕ(〈xi,w`〉)ξi,`| ≤ C(log d)C . Because the random variables
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ϕ(〈xi,w`〉)ϕ(〈xjw`〉)ξj,`ξi,` are independent across ` (treating xi,xj as fixed), we can use Hoeffd-
ing’s inequality and obtain that |T2| ≤ C
√
N(log d)C with probability at least 1− Cd−m−4.
Finally, for T3, we denote zi,` = ϕ(〈xi,w`〉, and observe that
|T3| = N
∣∣Ew[zi,`zj,`ξi,`ξj,`]− Ew[zi,`zj,`]∣∣ ≤ N ∣∣Ew[zi,`zj,`ξi,`(ξj,` − 1)]∣∣+N ∣∣Ew[zi,`zj,`(ξi,` − 1)]∣∣
(i)
≤ N{Ew[(z4i,`]}1/4 · {Ew[z4j,`]}1/4 · Pw(ξj,` = 0)}1/2 +N{Ew[(z4i,`]}1/4 · {Ew[z4j,`]}1/4 · Pw(ξi,` = 0)}1/2
(ii)
≤ N · C · d−2−m/2 +N · C · d−2−m/2
(iii)
≤ C
√
N(log d)C
holds with probability at least 1 − Cd−m−4. In the derivation of (i), we used Cauchy-Schwarz
inequality and in (ii) we used Lemma A.9 and (70).
Remark A.1. In this proof, the only properties of ϕ we used are EG∼N (0,1)[ϕ(G)] = 0 and the tail
control (Assumption 1). Similar bounds hold for ϕ(t) = tϕ(t)− λ1, as we will use later.
B Lemmas and supporting proofs for Theorem 4
Throughout this section, we suppose that the assumptions of Theorem 4 hold.
B.1 Decomposing the moments matrix M (1) and M (2)
Let us recall that M (1) = Ex[Φ(x)x>] and M (2) = Ex[Φ(x)Φ(x)>]. In order to decompose the two
matrices and find the dominant term, we define matrices Q(0),Q(1),Q(2),Q(3) ∈ RN×N as follows.
In the case σ ∈ C3(R), we define
Q(0) =
(
Ex
[
σ′(〈x,w`〉)σ′(〈x,w`′〉)
])
`,`′≤N
, Q(1) =
(
Ex
[
σ′′(〈x,w`〉)σ′′(〈x,w`′〉)
]
1{` 6= `′}
)
`,`′≤N
,
Q(2) =
(
Ex
[
σ′′′(〈x,w`〉)σ′(〈x,w`′〉)
]
1{` 6= `′}
)
`,`′≤N
, Q(3) =
(
Ex
[
h′′(〈x,w`)
]
1{` = `′}
)
`,`′≤N
,
where we denote the function h(t) = (σ′(t))2. In the general case of σ′, we can extend this definition
by finding quadratic functions q(1), q(2) : R2 → R and q(3) : R→ R such that
Q(1) =
(
Ex
[
σ′(g)σ′(g′)q(1)(g, g′)
]
1{` 6= `′}
)
`,`′≤N
, Q(2) =
(
Ex
[
σ′(g)σ′(g′)q(2)(g, g′)
]
1{` 6= `′}
)
`,`′≤N
,
Q(3) =
(
Ex
[
h(g)q(3)(g)
]
1{` = `′}
)
`,`′≤N
,
where we denote g = 〈x,w`〉 and g′ = 〈x,w`′〉. This extension is based on integration by parts,
and it satisfies maxk∈{1,2,3} ‖Q(k)‖max = Od
(
(1− 〈w`,w`′〉2)−1
)
(see Section B.6 for details).
Then, we define M (1,0),M (1,1) ∈ R(Nd)×N by
M (1,0) =
λ0√
Nd
 Id...
Id
 , M (1,1) = √2λ2√
Nd
 w1w
>
1
...
wNw
>
N
 .
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and also define M (2,0),M (2,1),M (2,2),M (2,3),M (2,4),M (2,5),M (2,6) ∈ R(Nd)×(Nd) as block matri-
ces with blocks given by
M
(2,0)
`,`′ =
λ20
Nd
Id, M
(2,1)
`,`′ =
1
Nd
(Q
(0)
`,`′ − λ20)Id, M (2,2)`,`′ =
1
Nd
Q
(2)
`,`′w`w
>
` ,
M
(2,3)
`,`′ =
1
Nd
Q
(2)
`,`′w`′w
>
`′ , M
(2,4)
`,`′ =
1
Nd
Q
(1)
`,`′w`w
>
`′ , M
(2,5)
`,`′ =
1
Nd
Q
(1)
`,`′w`′w
>
` ,
M
(2,6)
`,`′ =
1
Nd
Q
(3)
`,`′w`w
>
`′ .
The following lemma decomposes M (1) and M (2) with respect to these matrices. We defer its proof
to Section B.6.
Lemma B.1. We have the decomposition
M (1) = M (1,0) +M (1,1), M (2) =
6∑
k=0
M (2,k). (71)
Next, we can bound the operator/Frobenius/nuclear norm bounds on M (2,k), which will be
useful later.
Lemma B.2. We have
∥∥M (1,1)∥∥∗ = Od,P(
√
N
d
)
,
∥∥M (2,1)∥∥
op
= Od,P
( log d
Nd
)
,∥∥M (2,2)∥∥
F
= Od,P
(1
d
)
,
∥∥M (2,3)∥∥
F
= Od,P
(1
d
)
,
∥∥M (2,4)∥∥
F
= Od,P
(1
d
)
,∥∥M (2,2)∥∥∗ = Od,P(
√
N
d
)
,
∥∥M (2,3)∥∥∗ = Od,P(
√
N
d
)
,
∥∥M (2,4)∥∥∗ = Od,P(
√
N
d
)
,∥∥M (2,5)∥∥
op
= Od,P
( 1
Nd
)
,
∥∥M (2,6)∥∥
op
= Od,P
( 1
Nd
)
.
The proof of Lemma B.2 depends on the following elementary properties about the Kronecker
product and matrix norm inequalities; see [HJ94].
Lemma B.3 (Spectra of the Kronecker product). Suppose A1 ∈ Rn1×n1 and A2 ∈ Rn2×n2 are
symmetric matrices. Let λk(A1) (where k ≤ n1) and λk′(A2) (where k′ ≤ n2) denote the k-th and
k′-th largest eigenvalue of A1 and A2 respectively. Then, the eigenvalues of A1 ⊗A2 are given by
λk(A1)λk′(A2). As a consequence,∥∥A1 ⊗A2∥∥op ≤ ‖A1‖op · ‖A2‖op.
Lemma B.4 (Matrix norm inequalities). Suppose A ∈ Rn×n is a symmetric matrix and A1,A2
are matrices of appropriate sizes (such that A1A2 is well defined). Let r be the rank of A. Then,∣∣Tr(A)∣∣ ≤ ‖A‖∗ ≤ √r ‖A‖F ≤ n√r ‖A‖max, ∣∣Tr(A)∣∣ ≤ n‖A‖op,
‖A1A2‖∗ ≤ ‖A1‖∗‖A2‖op, ‖A1A2‖∗ ≤ ‖A1‖op‖A2‖∗, ‖A1A2‖∗ ≤ ‖A1‖F ‖A2‖F
‖A1A2‖F ≤ ‖A1‖F ‖A2‖op, ‖A1A2‖F ≤ ‖A1‖op‖A2‖F .
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Proof of Lemma B.2. (1) It is clear that the rank of M (1,1) is at most N , so
∥∥M (1,1)∥∥∗ ≤ √N∥∥M (1,1)∥∥F = 2N |λ2|√Nd = Od,P
(√N
d
)
.
We also notice that M (2,1) =
(
Q
(0)
`,`′ − λ20
)
`,`′≤N ⊗ Id. It has been established in Lemma A.3 (and
follows from [EK+10, Theorem 2.1]) that∥∥∥(Q(0)`,`′ − λ20)`,`′≤N∥∥∥op = Od,P(log d).
It follows that ‖M (2,1)‖op = Od,P(log d). The operator norm bound on ‖M (2,5)‖op follows a similar
argument as in the proof of Lemma A.3. We also notice that M (2,6) is a block diagonal matrix
where each block satisfies
1
Nd
∥∥∥Q(3)`,`′w`w>`′∥∥∥
op
≤ 1
Nd
∥∥Q(3)∥∥
max
= Od,P
( 1
Nd
)
.
(2) Next, let us denote
Dw =

w1
w2
. . .
wN
 ∈ R(Nd)×N . (72)
Since w` has unit norm, we must have ‖Dw‖op = 1 and ‖Dw‖F =
√
N . Using Dw we express
M (2,2) as
M (2,2) =
1
Nd
DwD
>
w
(
Q(2) ⊗ Id
)
.
Since
D>w
(
Q(2) ⊗ Id
)
=

Q
(2)
1,1w
>
1 Q
(2)
1,2w
>
2 · · · Q(2)1,Nw>N
Q
(2)
2,1w
>
1 Q
(2)
2,2w
>
2 · · · Q(2)2,Nw>N
...
...
. . .
...
Q
(2)
N,1w
>
1 Q
(2)
N,2w
>
2 · · · Q(2)N,Nw>N
 ,
we deduce
‖D>w
(
Q(2) ⊗ Id
)‖F = ( N∑
`,`′=1
(
Q
(2)
`,`′
)2‖w`′‖2)1/2 = ∥∥Q(2)∥∥F .
Thus, using the inequalities between the matrix nuclear norm, operator norm and the entrywise
max norm, we derive∥∥M (2,2)∥∥
F
≤ 1
Nd
‖Dw‖op · ‖D>w
(
Q(2) ⊗ Id
)∥∥
F
≤ 1
Nd
· ∥∥Q(2)∥∥
F
≤ 1
d
∥∥Q(2)∥∥
max
,∥∥M (2,2)∥∥∗ ≤ 1Nd‖Dw‖F · ‖D>w(Q(2) ⊗ Id)∥∥F ≤
√
N
Nd
· ∥∥Q(2)∥∥
F
≤
√
N
d
∥∥Q(2)∥∥
max
.
Since
∥∥Q(2)∥∥
max
= Od,P(1), this leads to ‖M (2,2)‖F = Od,P(1/d) and ‖M (2,2)‖∗ = Od,P(
√
N/d).
The matrix M (3) has a symmetric structure, so by a similar argument, we obtain ‖M (2,2)‖F =
Od,P(1/d) and ‖M (2,3)‖∗ = Od,P(
√
N/d).
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(3) Finally, we re-write M (2,4) as M (2,4) = (Nd)−1DwQ(1)D>w. Thus, we obtain∥∥M (2,4)∥∥
F
≤ 1
Nd
‖Dw‖op ·
∥∥Q(1)∥∥
F
· ‖D>w‖op ≤
1
d
∥∥Q(1)∥∥
max
.∥∥M (2,4)∥∥∗ ≤ 1Nd‖Dw‖op · ∥∥Q(1)∥∥∗ · ‖D>w‖op ≤
√
N
d
∥∥Q(1)∥∥
max
.
Since
∥∥Q(1)∥∥
max
= Od,P(1), this leads to ‖M (2,4)‖F = Od,P(1/d) and ‖M (2,4)‖∗ = Od,P(
√
N/d).
B.2 Simplifying the regularized kernel
Our goal in this subsection is to show that the regularized kernel λIn + ΦΦ
> can be reduced to
the ordinary ridge regression kernel λIn +
λ20
d XX
>. Many useful bounds will be derived for later
use.
Let us start with decomposing the regularized kernel λIn + ΦΦ
>. Recall that σ′(t) = ψ+ϕ(t),
and that we defined
Φψ =
λ0√
Nd
(
X,X, . . . ,X
) ∈ Rn×(Nd), Φϕ = 1√
Nd
(ϕ(〈xi,w`〉)xα)i,[`,α] ∈ Rn×(Nd)
We define the function ϕ(t) = tϕ(t). We also define a matrix F ∈ Rn×N and a diagonal matrix
D ∈ Rn×n by
F i` = ϕ(〈xi,w`〉), Dii =
N∑
`=1
ϕ(〈xi,w`〉).
Lemma B.5. We have the decomposition
λIn + ΦΦ
> = λIn +
λ20
d
XX> +
λ0
Nd
XX>D +
λ0
Nd
DXX> +
1
Nd
F F
>
+ ΦϕP
⊥Φ>ϕ .
Proof of Lemma B.5. Clearly we have ΦψΦ
>
ψ =
λ20
d XX
>. Moreover, for each ` ∈ [N ], we denote
D` = diag(ϕ(〈xi,w`〉))ni=1 ∈ Rn×n, so we can express Φϕ as Φϕ = [D1X, . . . ,DNX]. It follows
that
ΦψΦ
>
ϕ =
1
Nd
N∑
`=1
λ0XX
>D` =
λ0
Nd
XX>D.
Also, because
ΦϕP =
1√
Nd
(
ϕ(〈xi,w`〉)〈xi,w`〉w>`
)
i≤n,`≤N
=
1√
Nd
(
ϕ(〈xi,w`〉)
)
i≤n,`≤N
 w>1 . . .
w>N
 ,
we have
ΦϕPΦ
>
ϕ =
1
Nd
F F
>
.
Therefore, we derive
ΦΦ> = ΦψΦ>ψ + ΦψΦ
>
ϕ + ΦϕΦ
>
ψ + ΦϕPΦ
>
ϕ + ΦϕP
⊥Φ>ϕ
=
λ20
d
XX> +
λ0
Nd
XX>D +
λ0
Nd
DXX> +
1
Nd
F F
>
+ ΦϕP
⊥Φ>ϕ .
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Under Assumption 1 on the activation function, we have ϕ ∈ L2(N (0, 1)), so we can decompose
ϕ according to the Hermite polynomials
ϕ =
∞∑
k=0
λk(ϕ)hk, where λk(ϕ) = 〈ϕ, hk〉L2 .
In particular, λ0(ϕ) = E[Gϕ(G)] = E[Gσ′(G)] = λ1. We split F as the sum two components
F = F<1 + F≥1 where
F<1 = λ11n1
>
N , F≥1 =
(
ϕ(〈xi,w`〉)− λ1
)
i≤n,`≤N .
We also define U ,V ∈ Rn×3 and v ∈ Rn by
U = [λ1d
−1/2 1n,v, λ1d−1/2 1n], V = [λ1d−1/2 1n, λ1d−1/2 1n,v],
v =
1
N
√
d
F≥11N .
Using this notation, we re-write
1
Nd
F F
>
=
1
Nd
(
F<1F
>
<1 + F≥1F
>
<1 + F<1F
>
≥1 + F≥1F
>
≥1
)
=
1
Nd
(
λ21N1n1
>
n + λ1N
√
dv1>n + λ1
√
N 1nv
> + F≥1F
>
≥1
)
= UV > +
1
Nd
F≥1F
>
≥1.
A nice property about the term (Nd)−1F≥1F
>
≥1 is that its operator norm is well controlled, as
shown below. We can also bound the norm of v and ‖D‖op easily. These norm bounds are stated
below.
Lemma B.6 (Norm bound on F≥1F
>
≥1 and v). We have
1
Nd
∥∥F≥1F>≥1∥∥op = O˜d,P( nNd), ‖v‖ = O˜d,P(
√
n
Nd
)
, ‖D‖op = O˜d,P(
√
N).
Proof. In order to establish the first bound, let ϕ̂(t) = ϕ(t) for |t| ≤ tM := log d, ϕ̂(t) = ϕ(tM ) for
t ≥ tM and ϕ̂(t) = ϕ(−tM ) for t ≤ −tM . Define F̂ ∈ Rn×N by letting F̂ij = ϕ̂(〈xi,wj〉) − λ0(ϕ̂).
Denoting by f i the i-th row of F̂ (as a column vector), we can write F̂ =
∑n
i=1 ef
T
i . Conditioning
on the realization of (w`)`≤N we can view this as a sum of independent random matrices. Note
that we have the deterministic bound (here we use Assumption 1)
max
i≤N
‖f i‖2 ≤ 2
√
N max
ij
ϕ̂(〈xi,wj〉) ≤ C
√
N(log d)B/2 =: L .
Using matrix Bernstein inequality [Tro15], we obtain that, with high probability with respect to
(xj)j≤n,
‖F̂ ‖op ≤ C L log d+ C
√
V log d , where V := max
{‖V 1‖op, ‖V 2‖op} ,
V 1 := nEx{v1vT1 } = n
(
Ex{ϕ̂(〈x,w`〉)ϕ̂(〈x,w`′〉)} − λ0(ϕ̂)2
)
`,`′≤N
,V 2 :=
n∑
i=1
Ex{‖f i‖2}eie2i .
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Using Lemma A.3 (we use the first inequality, whereby we replace ϕ(x) by ϕ̂(x)−λ0(ϕ̂)), we obtain
‖V 1‖op ≤ Cn log d with high probability with respect to the (w`)`≤N , and a calculation yields
‖V 2‖op ≤ CN . Therefore we conclude that, with high probability,
‖F̂ ‖op ≤ C
√
N(log d)C + C
√
(N + n) log d ≤ C√n(log d)C . (73)
(Here we used the fact that N ≤ C0d ≤ C0n.)
We next notice that,
|λ0(ϕ̂)− λ0(ϕ)| ≤ CE{|G|B1|G|≥tM } ≤ C e−(log d)
2/2 .
Further, by the union bound over theNn (dependent) standard Gaussian random variables (〈xi,wj〉)i≤n,j≤N ,
we have maxi≤n,j≤N |〈xi,wj〉| ≤ tM with high probability. As a consequence, with high probability
F≥1 − F̂ = (λ0(ϕ̂) − λ0(ϕ))1n1TN and F≥1 − F̂ = (λ0(ϕ̂) − λ0(ϕ))1n1TN . Therefore, with high
probability, ‖F≥1 − F̂ ‖op ≤ C e−(log d)2/2. Using the upper bound (73), this establishes the first
inequality in the lemma.
Next, the i-th entry of v and (i, i)-th entry of D are
vi =
1
N
√
d
N∑
`=1
(
ϕ(〈xi,w`〉)− λ1
)
, Dii =
N∑
`=1
ϕ(〈xi,w`〉).
By Lemma A.5 and the remark that followed its proof, we have maxi |vi| = O˜d,P((Nd)−1/2) and
maxi |Dii| = O˜d,P(
√
N). Therefore, the second and third bounds follow from ‖v‖ ≤ √n‖v‖max and
‖D‖op = maxi |Dii|.
Let us now define a series of matrices which we use to connect the regularized kernel λIn+ΦΦ
>
and the desired kernel λIn +
λ20
d XX
>. Recall that we denote λ = λ+ ‖ϕ‖2L2 .
A0 := λIn +
λ20
d
XX>, (74a)
A := A0 +
λ21
d
1n1
>
n = λIn +
λ20
d
XX> +
λ21
d
1n1
>
n , (74b)
A˜ := A+
λ1√
d
(
1nv
> + v1>n
)
= λIn +
λ20
d
XX> +UV >, (74c)
A := A˜+
λ0
Nd
XX>D +
λ0
Nd
DXX>
= λIn +
λ20
d
XX> +
λ0
Nd
XX>D +
λ0
Nd
DXX> +UV >, (74d)
∆ := λIn + ΦΦ
> −A
=
1
Nd
F≥1F
>
≥1 + ΦϕP
⊥Φ>ϕ − ‖ϕ‖2L2Id. (75)
It is worth noticing the all the matrices defined above are symmetric; indeed, by the definition
of U and V , the matrix UV > is symmetric. Moreover, as stated in the next lemma, all these
matrices except for ∆ are positive definite with their smallest eigenvalues bounded below by a
constant. Moreover, the operator norm of ∆ is well controlled due to the norm bound on F≥1F
>
≥1
(Lemma B.6) and the invertibility theorem (Theorem 3).
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Lemma B.7 (Positive-definiteness of intermediate matrices). We have
min
{
λmin(A0), λmin(A), λmin(A˜), λmin(A)
}
= Ωd,P(1).
Lemma B.8 (Norm bound on ‖∆‖op). We have
∥∥∆∥∥
op
= O˜
(√ n
Nd
)
.
Proof of Lemma B.7 and B.8. Lemma B.8 follow directly from Lemma B.6 and Theorem 3. It
is straightforward from the definition that λmin(A0) = Ωd,P(1) and λmin(A) = Ωd,P(1). We observe
that
UV > =
(
λ0(ϕ)d
−1/21n + v
)(
λ0(ϕ)d
−1/21n + v
)> − vv>.
Thus, by the norm bound on ‖v‖ in Lemma B.6, we have
A˜  λIn − vv> 
(
λ− ‖v‖2)In  Ωd,P(1) · In.
Lastly, because of Theorem 3 and Lemma B.8, we deduce that
A  ΦΦ> −∆  (‖ϕ‖2L2 − ‖∆‖op − od,P(1)) · In = Ωd,P(1) · In.
We now derive a series of norm bounds associated with the newly defined matrices (74a)–(74d).
These can be established by carefully comparing the inversion of these matrices. The proof will be
delayed to Section B.6.
Lemma B.9. We have the following bounds.
∥∥A−10 X∥∥op = Od,P( d√n), ∥∥1>nA−10 X∥∥ = Od,P(d
√
d√
n
)
; (76a)
|λ1|
∥∥A−11n∥∥ = Od,P(√d), λ21∣∣1>nA−11n∣∣ = Od,P(d), (76b)
|λ1|
∥∥X>A−11n∥∥ = Od,P(d); (76c)
|λ1|
∥∥A˜−11n∥∥ = Od,P(√d), ∥∥A˜−1X∥∥op = Od,P(√d); (76d)
|λ1|
∥∥X>A˜−11n∥∥ = Od,P(d), ∥∥X>A˜−1X∥∥op = Od,P(d); (76e)∥∥A−1X∥∥
op
= Od,P(
√
d),
∥∥X>A−1X∥∥
op
= Od,P(d). (76f)
|λ1|
∥∥A−11n∥∥ = Od,P(√d), |λ1|‖X>A−11n∥∥ = Od,P(d); (76g)
These bounds then imply the following lemma, which is useful for simplifying the generalization
error.
Lemma B.10. Under the stated assumptions in Theorem 4, we have∥∥(λIn + ΦΦ>)−1X∥∥op = Od,P(√d), ∥∥X>(λIn + ΦΦ>)−1X∥∥op = Od,P(d),
|λ1|‖(λIn + ΦΦ>)−11n
∥∥
op
= Od,P(
√
d),
∥∥X>(λIn + ΦΦ>)−11n∥∥ = Od,P(d).
Moreover, we have ∥∥∥X>(ΦΦ> + λIn)−1Φ∥∥∥
op
= Od,P(
√
d). (77)
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Proof of Lemma B.10. For simplicity, let us denote Kλ = λIn + ΦΦ
>. We use the matrix
inversion identity (90) and apply this identity to Kλ and A, and we obtain
K−1λ = A
−1 +K−1λ ∆A
−1
Thus, by Lemma B.6, B.7, B.8, B.9, we derive∥∥K−1λ X∥∥op ≤ ∥∥A−1X∥∥op + ∥∥K−1λ ∥∥op · ‖∆‖op · ‖A−1X‖op = Od,P(√d),∥∥X>K−1λ X∥∥op ≤ ∥∥X>A−1X∥∥op + ∥∥X>K−1λ ∥∥op · ‖∆‖op · ‖A−1X‖op = Od,P(√d),
|λ1|
∥∥K−1λ 1n∥∥op ≤ |λ1|∥∥A−11n∥∥op + |λ1|∥∥K−1λ ∥∥op · ‖∆‖op · ‖A−11n‖op = Od,P(√d),
|λ1|
∥∥X>K−1λ 1n∥∥op ≤ |λ1|∥∥X>A−11n∥∥op + |λ1|∥∥X>K−1λ ∥∥op · ‖∆‖op · ‖A−11n‖op = Od,P(√d),
where the bound on
∥∥K−1λ X∥∥op is used for deriving the second the fourth bounds. The remaining
proof is for the “moreover” part.
We decompose Φ into Φψ + ΦψP
⊥ + ΦψP and observe that∥∥X>K−1λ Φψ∥∥op = |λ0|√d ∥∥X>K−1λ X∥∥op = Od,P(√d)
due to Lemma B.10. By the Theorem 3 and the previously established bounds, we also have∥∥X>K−1λ ΦϕP⊥∥∥op ≤ ∥∥X>K−1λ ∥∥op∥∥ΦϕP⊥∥∥op = Od,P(√d) ·Od,P(1) = Od,P(1).
Finally, we can rewrite ΦϕP as
ΦϕP =
1√
Nd
(
ϕ(〈xi,w`〉)〈xi,w`〉
)
i≤n,`≤N
Dw =
1√
Nd
FDw.
Note that if we write F as F = F<1 + F≥1, then we know from Lemma B.6 that ‖F≥1‖op =
Od,P(
√
n) and F<1 = λ11n1
>
N . Therefore, by the previously established bounds, we obtain∥∥X>K−1λ ΦϕP∥∥op
≤ |λ1|√
Nd
∥∥X>K−1λ 1n1>NDw∥∥op + 1√Nd∥∥X>K−1λ F≥1Dw∥∥op
(i)
= Od,P
( 1√
d
)∥∥X>K−1λ 1n∥∥+Od,P(√ nNd)∥∥X>K−1λ ∥∥op
(ii)
= Od,P
(√
d
)
where in (i) we used ‖Dw‖op = 1 and the bound on ‖F≥1‖op, and in (ii) we used bounds in
Lemma B.10. Combining the three inequalities, we arrive at the bound (77) as desired.
B.3 Proof of Lemma 6.1: concentration to the trace
Proof of Lemma 6.1. We will use the variance calculation of quadratic forms from [MM19]:
suppose g is a vector of i.i.d. random variables gi ∼ Pg which have zero mean and unit variance,
and h is another vector of i.i.d. random variables hi ∼ Ph with zero mean and unit variance, then
for matrices A,B,
Var[g>Ah] = ‖A‖2F , Var[g>Bg] =
n∑
i=1
B2ii(E[g4]− 3) + ‖B‖2F + Tr(B2). (78)
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In order to apply these identities, we use the Gaussian vector g ∈ N (0, ‖β∗‖2d Id) as a surrogate for
β∗ ∼ Unif(‖β∗‖Sd−1), which only incurs small errors since Gaussian vector norm concentrates in
high dimensions. We use I˜
(1)
ε , I˜
(1)
1 , I˜
(2)
ε,ε , I˜
(2)
1,1 , I˜
(2)
ε,1 to denote the surrogate terms after we replace β
∗
by g in (37a)–(37e). For convenience, we also denote Q =
(
ΦΦ> + λIn
)−1
Φ. A easy consequence
of Theorem 3 is ‖Q‖op = Od,P(1); see Lemma B.12.
Applying the first identity to I˜
(1)
ε (with appropriate rescaling—which is the same for other
derivations below), we find that
Varε,g[I˜
(1)
ε ] = Od,P
(1
d
)
· ∥∥QM (1)∥∥2
F
(i)
≤ Od,P
(1
d
)
· ∥∥M (1)∥∥2
F
(ii)
≤ Od,P
(1
d
)
·
(Nd+N
Nd
)
= Od,P
(1
d
)
,
where (i) is due to an easy consequence of the invertibility theorem (Lemma B.12) and (ii) is follows
easily from the decomposition of M (1) in Lemma B.1 and the the triangle inequality.
Applying the second identity in (78) to I˜
(1)
1 , we derive
Varε,g[I˜
(1)
1 ]
(i)
= Od,P
( 1
d2
)
· ∥∥X>QM (1)∥∥2
F
+Od,P
( 1
d2
)
· Tr
(
X>QM (1)X>QM (1)
)
(ii)
= Od,P
( 1
d2
)
· ∥∥X>Q∥∥2
op
∥∥M (1)∥∥2
F
+Od,P
(1
d
)
· ∥∥X>Q∥∥
op
∥∥M (1)∥∥
op
∥∥X>Q∥∥
op
∥∥M (1)∥∥
op
(iii)
= Od,P
(1
d
)
· ∥∥M (1)∥∥2
F
+Od,P(1) ·
∥∥M (1)∥∥2
op
(iv)
= Od,P
(1
d
)
+Od,P(1) · N +N
Nd
= Od,P
(1
d
)
,
where (i) used the fact that EG∼N (0,1)[G4] = 3, (ii) is due to the obvious bound between the trace
and the operator norm, (iii) is due to Lemma B.10, and (iv) is due to the expression of M (1). (iii)
is similar to the previous derivation.
Applying the second identity in (78) to I˜
(2)
ε,ε , we have
Varε[I˜
(2)
ε,ε ]
(i)
≤ (E[ε4]− 3 + 2)σ4ε ·
∥∥QM (2)Q>∥∥2
F
(ii)
= O(1) · ∥∥Q∥∥4
op
∥∥M (2)∥∥2
F
(iii)
= Od,P
( 1
d2
)
,
where (i) is due to the fact that
∑
iB
2
ii ≤ ‖B‖2F and Tr(B2) = ‖B‖2F for symmetric matrix B, (ii)
is due to the bounded forth moment assumption, (iii) is due to Lemma B.2.
Similar to the derivation above, we apply the second identity in (78) to I˜
(2)
1,1 and obtain
Varg[I˜
(2)
1,1 ] = Od
( 1
d2
)
· ∥∥X>QM (2)Q>X∥∥2
F
= Od
( 1
d2
)
· ∥∥X>Q∥∥4
op
∥∥M (2)∥∥2
F
= Od,P
( 1
d2
)
.
Now we apply the first identity in (78) to I˜
(2)
ε,1 and obtain
Varg[I˜
(2)
ε,1 ] = Od
(1
d
)
· ∥∥QM (2)Q>X∥∥2
F
= Od
(1
d
)
· ∥∥Q∥∥2
op
∥∥X>Q∥∥2
op
∥∥M (2)∥∥2
F
= Od,P
( 1
d2
)
.
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Finally, to prove the desired results, we connect I˜
(1)
ε , I˜
(1)
1 , I˜
(2)
ε,ε , I˜
(2)
1,1 , I˜
(2)
ε,1 back to I
(1)
ε , I
(1)
1 , I
(2)
ε,ε , I
(2)
1,1 , I
(2)
ε,1 .
By definition, β∗ and ‖β∗‖g/‖g‖ have the same distribution, so there is no generality by writing
I(1)ε =
‖β∗‖
‖g‖ I˜
(1)
ε , I
(1)
1 =
‖β∗‖2
‖g‖2 I˜
(1)
1 , I
(2)
1,1 =
‖β∗‖2
‖g‖2 I˜
(2)
1,1 , I
(2)
ε,1 =
‖β∗‖
‖g‖ I˜
(2)
ε,1 .
And also I˜
(2)
ε,ε = I
(2)
ε,ε because there is no β
∗ involved. By concentration of Gaussian vector norm
(Lemma A.8), we have ‖g‖/‖β∗‖ = 1 +Od,P(d−1/2). We observe that
Eε,g[I˜(1)ε ] = 0, Varε,g[I˜(1)ε ] = Od,P
(1
d
)
⇒ ∣∣I˜(1)ε ∣∣ = Od,P( 1√
d
)
by Chebyshev’s inequality, and thus
∣∣I(1)ε ∣∣ = Od,P(d−1/2). The same argument applies to the term
I
(2)
ε,1 which leads to the bound
∣∣I(2)ε,1 ∣∣ = Od,P(d−1). Also, by a similar argument,
‖β∗‖2
‖g‖2
∣∣∣I˜(1)1 − Eg[I˜(1)1 ]∣∣∣ = Od,P( 1√
d
)
,
‖β∗‖2
‖g‖2
∣∣∣I˜(2)1,1 − Eg[I˜(2)1,1 ]∣∣∣ = Od,P(1d),∣∣∣I(2)ε,ε − Eε[I(2)ε,ε ]∣∣∣ = Od,P(1d).
Therefore, we deduce
I
(1)
1 =
‖β∗‖2
‖g‖2 Eg[I˜
(1)
1 ] +Od,P
( 1√
d
)
, I
(2)
1,1 =
‖β∗‖2
‖g‖2 Eg[I˜
(2)
1,1 ] +Od,P
(1
d
)
,
I(2)ε,ε = Eε[I(2)ε,ε ] +Od,P
(1
d
)
.
Note that ‖g‖2/‖β∗‖2 = 1 +Od,P(d−1/2) and Eg[I˜(1)1 ],Eg[I˜(2)1,1 ],Eε[I(2)ε,ε ] are exactly the trace quan-
tities in the statement of Lemma 6.1. This completes the proof.
B.4 Proof of Lemma 6.2
Let us prove Lemma 6.2 by showing that the matrix components except for M (1,0) and M (1,1) only
contribute to the vanishing term. Once this is proved, Lemma 6.2 follows immediately.
Lemma B.11. We have
1
d
∣∣∣Tr(X>[λIn + ΦΦ>]−1ΦM (1,1))∣∣∣ = Od,P(√N
d
)
, (79a)
1
d
∣∣∣Tr(X>[λIn + ΦΦ>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1X)∣∣∣ = O˜d,P( 1
N
+
√
N
d
)
, (79b)∣∣∣Tr([λIn + ΦΦ>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1)∣∣∣ = Od,P( n
Nd
+
√
N
d
)
, (79c)
where k ∈ {1, 2, 3, 4, 5, 6}. Under the dimension assumptions, the right-hand side of (79a)–(79c) is
further bounded by Od,P(
√
n
Nd).
Proof of Lemma B.11. First, we notice that under the assumption N ≤ C0d = Od(n) and
n ≤ C0ND, we have
√
N
d
≤ 1√
d
= Od
(√ n
Nd
)
,
1
N
≤ 1√
N
= Od
(√ n
Nd
)
,
n
Nd
= Od
(√ n
Nd
)
.
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Our goal is to show (79c)–(79c), which are proved in several steps. We will rely heavily on the
matrix norm inequalities (Lemma B.4), matrix norm bounds on M (1,1),M (2,k) (Lemma B.2), and
the operator norm bound on X>
[
λIn + ΦΦ
>]−1Φ (Lemma B.10).
Step 1. We first prove (79a).∣∣∣1
d
Tr
(
X>
[
λIn + ΦΦ
>]−1ΦM (1,1))∣∣∣ ≤ 1
d
∥∥∥X>[λIn + ΦΦ>]−1Φ∥∥∥
op
∥∥M (1,1)∥∥∗
=
1
d
·Od,P(
√
d) ·Od,P
(√N
d
)
= Od,P
(√N
d
)
.
Step 2. We prove (79b) for k ∈ {1, 5, 6}. We will matrix norm bounds (Lemma B.4) to obtain∣∣∣∣1dTr(X>[λIn + ΦΦ>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1X)
∣∣∣∣
≤
∥∥∥X>[λIn + ΦΦ>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1X∥∥∥
op
≤ ∥∥X>[λIn + ΦΦ>]−1Φ∥∥2op · ‖M (2,k)‖op
= Od,P(d) ·Od,P
( log d
Nd
)
= O˜d,P
( 1
N
)
.
Step 3. We prove (79b) for k ∈ {2, 3, 4}.∣∣∣1
d
Tr
(
X>
[
λIn + ΦΦ
>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1X)∣∣∣
≤ 1
d
∥∥X>[λIn + ΦΦ>]−1Φ∥∥2op · ∥∥M (2,k)∥∥∗
≤ Od,P(1) ·Od,P
(√N
d
)
= Od,P
(√N
d
)
.
Step 4. Next, we prove (79c) for k ∈ {1, 5, 6}. we deduce∣∣∣Tr([λIn + ΦΦ>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1)∣∣∣
≤ n
∥∥∥[λIn + ΦΦ>]−1ΦM (2,k)Φ>[λIn + ΦΦ>]−1∥∥∥
op
≤ n ∥∥[λIn + ΦΦ>]−1Φ∥∥2op · ∥∥M (k)∥∥op
≤ n ·Od,P
(
1
) ·Od,P( 1
Nd
)
= Od,P
( n
Nd
)
.
where we used the bound
∥∥[λIn + ΦΦ>]−1Φ∥∥op = Od,P(1); see Lemma B.12 below.
Step 5. Finally, we prove (79c) for k ∈ {2, 3, 4}.∣∣∣Tr([λIn + ΦΦ>]−1ΦM (k)Φ>[λIn + ΦΦ>]−1)∣∣∣
(i)
≤ ∥∥[λIn + ΦΦ>]−1Φ∥∥2op · ∥∥M (k)∥∥∗
(ii)
≤ Od,P
(
1
) ·Od,P(√N
d
)
= Od,P
(√N
d
)
,
where we used Lemma B.12 below.
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The above proof has used an easy consequence of Theorem 3 stated below.
Lemma B.12. We have∥∥∥[λIn+ΦΦ>]−1∥∥∥
op
= Od,P(1),
∥∥∥[λIn+ΦΦ>]−1Φ∥∥∥
op
= Od,P(1),
∥∥∥[λIn+ΦΦ>]−1ΦΦ>∥∥∥
op
= Od,P(1).
Proof of Lemma B.12. This bounds follow from SVD of Φ and Theorem 3.
B.5 Proof of Lemma 6.3
Lemma B.13. Denote Kλ = λIn + ΦΦ
>. We have
1
d
√
Nd
Tr
(
X>K−1λ Φ(1N ⊗ Id)
)
=
λ0
d2
Tr
(
X>K−1λ X
)
+ O˜d,P
(√ n
Nd
)
, (80a)
1
Nd2
∥∥X>K−1λ Φ(1N ⊗ Id)∥∥2F = λ20d3 ∥∥X>[λIn + ΦΦ>]−1X∥∥2F + O˜d,P(
√
n
Nd
)
, (80b)
1
Nd
∥∥K−1λ Φ(1N ⊗ Id)∥∥2F = λ20d2 ∥∥K−1λ X∥∥2F + O˜d,P(
√
n
Nd
)
. (80c)
Proof of Lemma B.13. We split Φ into the sum of two parts Φ = Φϕ + Φψ. Recall that
D ∈ Rn×n is defined to be a diagonal matrix given by Dii =
∑
`≤N ϕ(〈xi,w`〉). In this proof, we
will make use of the following observation.
Φψ(1N ⊗ Id) = Φψ
 Id...
Id
 = λ0N√
Nd
X, (81)
Φϕ(1N ⊗ Id) = Φϕ
 Id...
Id
 = λ0√
Nd
( N∑
`=1
ϕ(〈xi,w`〉)xiα
)
i≤n,`≤N
=
λ0√
Nd
DX. (82)
From (B.6) we know that ‖D‖op = O˜d,P(
√
N), so
∥∥Φϕ(1N ⊗ Id)∥∥op = Od,P( 1√Nd
)
= ‖D‖op‖X‖op = O˜d,P
(√nN√
Nd
)
= O˜d,P
(√n
d
)
. (83)
Step 1. We split Φ into Φψ + Φϕ and observe that
1
d
√
Nd
Tr
(
X>K−1λ Φ(1N ⊗ Id)
)
=
λ0
d2
Tr
(
X>K−1λ X
)
+
λ0
d
√
Nd
Tr
(
X>K−1λ Φϕ(1N ⊗ Id)
)
The second term on the right-hand side is the varnishing tern, because by Lemma B.9 and the
bound (83), we have∣∣∣ λ0
d
√
Nd
Tr
(
X>K−1λ DX
)∣∣∣ ≤ Od( 1√
Nd
)∥∥X>K−1λ ∥∥op∥∥Φϕ(1N ⊗ Id)∥∥op
= Od
( 1√
Nd
)
·Od,P(
√
d) · O˜d,P
(√n
d
)
= O˜d,P
(√ n
Nd
)
.
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Step 2. We split Φ into Φψ + Φϕ. Using Lemma B.10 and matrix norm inequalities, we derive
1
d
√
N
∥∥X>K−1λ Φψ(1N ⊗ Id)∥∥F = |λ0|d√d∥∥X>K−1λ X∥∥F = Od,P
(1
d
)
· ∥∥X>K−1λ X∥∥op = Od,P(1),
1
d
√
N
∥∥X>K−1λ Φϕ(1N ⊗ Id)∥∥F ≤ 1√Nd∥∥X>K−1λ ∥∥op · ∥∥Φϕ(1N ⊗ Id)∥∥op
= Od,P
( 1√
N
)
· O˜d,P
(√n
d
)
= O˜d,P
(√ n
Nd
)
.
These two bounds then imply (80b).
Step 3. Following a similar strategy as Step 2, we derive
1√
Nd
∥∥K−1λ Φψ(1N ⊗ Id)∥∥F = |λ0|d ∥∥K−1λ X∥∥F = Od,P( 1√d
)
· ∥∥K−1λ X∥∥op = Od,P(1),
1√
Nd
∥∥K−1λ Φϕ(1N ⊗ Id)∥∥F ≤ 1√N ∥∥K−1λ ∥∥op · ∥∥Φϕ(1N ⊗ Id)∥∥op
= Od,P
( 1√
N
)
· O˜d,P
(√n
d
)
= O˜d,P
(√ n
Nd
)
.
These two bounds then imply (80c).
Now it boils down to replacing the regularized kernel Kλ by the ordinary ridge kernel λ +
λ20
d X
>X in Lemma B.13. Thanks to Lemma B.10, this can be done by transitioning Kλ into
λ+
λ20
d X
>X through the intermediate matrices introduced in (74a)–(74d).
Lemma B.14. Under the stated conditions, we have
1
d2
Tr
(
X>(λIn + ΦΦ>)−1X
)
=
1
d2
Tr
(
X>(λIn +
λ20
d
XX>)−1X
)
+ O˜d,P
(√ n
Nd
)
, (84a)
1
d
∥∥∥(λIn + ΦΦ>)−1X∥∥∥
F
=
1
d
∥∥∥(λIn + λ20
d
XX>)−1X
∥∥∥
F
+ O˜d,P
(√ n
Nd
)
, (84b)
1
d
√
d
∥∥X>(λIn + ΦΦ>)−1X∥∥F = 1d√d
∥∥∥X>(λIn + λ20
d
XX>)−1X
∥∥∥
F
+ O˜d,P
(√ n
Nd
)
. (84c)
where we denote λ = λ+ ‖ϕ‖2L2.
Proof of Lemma 6.3. This proof heavily depends on Lemma B.10, as well as Lemma B.6, and
the matrix norm inequalities, namely Lemma B.4.
Step 1. To prove the first bound (84a), we apply the matrix inversion (90) and claim the following
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bounds.
1
d2
Tr
(
X>K−1λ X
)
=
1
d2
Tr
(
X>A−1X
)
− 1
d2
Tr
(
X>K−1λ ∆A
−1X
)
=
1
d2
Tr
(
X>A−1X
)
+ O˜d,P
(√ n
Nd
)
. (85a)
1
d2
Tr
(
X>A−1X
)
=
1
d2
Tr
(
X>A˜
−1
X
)
− 1
d2
Tr
(
X>A−1
( λ0
Nd
XX>D +
λ0
Nd
DXX>
)
A˜
−1
X
)
=
1
d2
Tr
(
X>A˜
−1
X
)
+ O˜d,P
(√ n
Nd
)
. (85b)
1
d2
Tr
(
X>A˜
−1
X
)
=
1
d2
Tr
(
X>A−10 X
)
− 1
d2
Tr
(
X>A˜
−1(λ20
d
1n1
>
n +
λ0√
d
1nv
> +
λ0√
d
v1>n
)
A−10 X
)
=
1
d2
Tr
(
X>A−10 X
)
+ O˜d,P
(1
d
)
. (85c)
Let us offer some details. In the derivation of (85a), we used the bounds
∥∥X>K−1λ ∥∥op = Od,P(√d), ‖∆‖op = O˜d,P(√ nNd), ‖A−1X‖ = Od,P(√d)
In the derivation of (85b), we used the bounds∥∥X>A−1X∥∥
op
= Od,P(d), ‖X‖op = Od,P(
√
n), ‖D‖op = O˜d,P(
√
N),
∥∥A˜−1X∥∥
op
= Od,P(
√
d),∥∥X>A−1∥∥
op
= Od,P(
√
d),
∥∥X>A˜−1X∥∥
op
= Od,P(d).
In the derivation of (85c), we used the bounds
∥∥X>A˜−11n∥∥op = Od,P(d), ∥∥1>nA−10 X∥∥op = Od,P(d), ‖v‖ = O˜d,P(√ nNd),∥∥X>A˜−1∥∥ = Od,P(√d), ∥∥A−10 X∥∥op = Od,P(√d).
Note that we used the trace inequality differently: in (85a) and (85b), we used |Tr(M)| ≤ m‖M‖op
where M ∈ Rm×n, and in (85c), we used |Tr(z1z>2 )| = |〈z1, z2〉| ≤ ‖z1‖ · ‖z2‖ where z1, z2 are two
vectors.
Step 2. Next, The second bound (84b) follows from the claims below.
1
d
∥∥∥K−1λ X −A−1X∥∥∥
F
=
1
d
∥∥∥K−1λ ∆A−1X∥∥∥
F
= O˜d,P
(√ n
Nd
)
, (86a)
1
d
∥∥∥A−1X − A˜−1X∥∥∥
F
=
1
d
∥∥∥A−1( λ0
Nd
XX>D +
λ0
Nd
DXX>
)
A˜
−1
X
∥∥∥
F
= O˜d,P
(√ n
Nd
)
, (86b)
1
d
∥∥∥A˜−1X −A−10 X∥∥∥
F
=
1
d
∥∥∥A˜−1(λ20
d
1n1
>
n +
λ0√
d
1nv
> +
λ0√
d
v1>n
)
A−10 X
∥∥∥
F
= Od,P
( 1√
d
)
. (86c)
Here are some details. In the derivation of (86a), we used the bounds
∥∥K−1λ ∥∥op = Od,P(1), ‖∆‖op = O˜d,P(√ nNd), ∥∥A−1X∥∥op = Od,P(√d).
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In the derivation of (86b), we used the bounds∥∥A−1X∥∥
op
= Od,P(
√
d), ‖X‖op = Od,P(
√
n), ‖D‖op = O˜d,P(
√
N), ‖A˜−1X‖op = Od,P(
√
d),
‖A−1‖op = Od,P(1),
∥∥X>A˜−1X∥∥
op
= Od,P(d).
In the derivation of (86c), we used the bounds∥∥A˜−11n∥∥ = Od,P(√d), ‖1>nA−10 X‖ = Od,P(d), ∥∥A−10 X∥∥op = Od,P(√d),
‖v‖ = O˜d,P
(√ n
Nd
)
,
∥∥A˜−1∥∥
op
= Od,P(1).
Note that we bound the Frobenius norm differently: in (86a) and (86b), we used |Tr(M)| ≤√
m‖M‖F where M ∈ Rm×n, and in (86c), we used ‖z1z>2 ‖F = ‖z1‖ · ‖z2‖ where z1, z2 are two
vectors.
Step 3. Finally, the third bound (84c) follows from the claims below.
1
d3/2
∥∥∥X>K−1λ X −X>A−1X∥∥∥
F
=
1
d3/2
∥∥∥X>K−1λ ∆A−1X∥∥∥
F
= O˜d,P
(√ n
Nd
)
, (87a)
1
d3/2
∥∥∥X>A−1X −X>A˜−1X∥∥∥
F
=
1
d3/2
∥∥∥X>A−1( λ0
Nd
XX>D +
λ0
Nd
DXX>
)
A˜
−1
X
∥∥∥
F
= O˜d,P
(√ n
Nd
)
,
(87b)
1
d3/2
∥∥∥X>A˜−1X −X>A−10 X∥∥∥
F
=
1
d3/2
∥∥∥X>A˜−1(λ20
d
1n1
>
n +
λ0√
d
1nv
> +
λ0√
d
v1>n
)
A−10 X
∥∥∥
F
= Od,P
( 1√
d
)
.
(87c)
Here are some details. In the derivation of (87a), we used the bounds
∥∥X>K−1λ ∥∥op = Od,P(√d), ∥∥∆∥∥op = O˜d,P(√ nNd), ∥∥A−1X∥∥op = Od,P(√d).
In the derivation of (87b), we used∥∥X>A−1X∥∥
op
= Od,P(d), ‖X‖op = Od,P(
√
n), ‖D‖op = O˜d,P(
√
N), ‖A˜−1X‖op = Od,P(
√
d),
‖X>A−1‖op = Od,P(
√
d),
∥∥X>A˜−1X∥∥
op
= Od,P(d).
In the derivation of (87c), we used∥∥X>A˜−11n∥∥ = Od,P(d), ‖1>nA−10 X‖ = Od,P(d), ∥∥A−10 X∥∥op = Od,P(√d),
‖v‖ = O˜d,P
(√ n
Nd
)
,
∥∥X>A˜−1∥∥
op
= Od,P(
√
d),
Similar to Step 2, the Frobenius norm is treated differently in (87c) compared to (87a) and (87b).
B.6 Additional details and proofs
In the decomposition of the moments matrix M (2), we claimed that we can extend the definition
of Q(k) (k = 0, 1, 2, 3) to the general case of σ, and that associated with this, we can decompose
M (2) into
∑6
k=0M
(2,k). The argument is similar to the proof of (A.2). Below we show the details.
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Proof of Lemma B.1. (1) Let us fix ` ∈ [N ], and α, α′ ∈ [d]. Since Ex
[
σ′(〈x,w`〉)
]
= λ0, we
only need to show
Ex
[
σ′(〈x,w`〉)(xαxα′ − δαα′)
]
= 2λ2(w`)α(w`)α′ .
Since σ′ ∈ L2(N (0, 1)) and Ex
[
(xαxα′ − δαα′)2
]
= Od(1), we can use Hermite decomposition of σ
′
and exchange the expectation with the summation to obtain
Ex
[
σ′(〈x,w`〉)(xαxα′ − δαα′)
]
=
∞∑
k=0
λkEx
[
hk(〈x,w`〉)(xαxα′ − δαα′)
]
.
We then use Stein’s lemma and find that Ex
[
h′′k(〈x,w`〉)
]
equals 2 if k = 2 and 0 otherwise.
(2) Now let us focus on the decomposition of M (2). We begin with the case where σ is smooth
and compact-supported, and ` 6= `′. It is clear that by Stein’s lemma, we have
Ex
[
σ′(〈x,w`〉)σ′(〈x,w`′〉)xx>
]
=Ex
[
σ′(〈x,w`〉)σ′(〈x,w`′〉)
]
+ Ex
[
σ′′(〈x,w`〉σ′′(〈x,w`′)
]
(w`w
>
`′ +w`′w
>
` )
+Ex
[
σ′′′(〈x,w`〉σ′(〈x,w`′〉)
]
w`w
>
` + Ex
[
σ′(〈x,w`〉σ′′′(〈x,w`′〉)
]
w`′w
>
`′ .
Denote g = 〈x,w`〉 and g′ = 〈x,w`′〉. The joint density function of (g, g′) is given by
p(x1, x2) =
1
2pi det(Σ)1/2
exp
(
− 1
2
(x1, x2)Σ
−1
(
x1
x2
))
, where Σ =
(
1 〈w`,w`′〉
〈w`,w`′〉 1
)
.
By integration by parts, we have
Q
(1)
`,`′ = Ex
[
σ′′(g)σ′′(g′)
]
=
∫
σ′′(x1)σ′′(x2)p(x1, x2) dx1dx2
=
∫
σ′(x1)σ′(x2)∂x1∂x2p(x1, x2) dx1dx2
=
∫
σ′(x1)σ′(x2)q(1)(x1, x2)p(x1, x2) dx1dx2
where q(1) is a quadratic function with coefficients bounded by Od
(
(1 − 〈w`,w`′〉2)−1
)
. Similarly,
we can find a quadratic function q(2) with similar coefficient bounds such that
Q
(2)
`,`′ =
∫
σ′(x1)σ′(x2)q(2)(x1, x2)p(x1, x2) dx1dx2.
We also find that, due to p(x1, x2) = p(x2, x1),∫
σ′′′(x1)σ′(x2)p(x1, x2) dx1dx2 =
∫
σ′(x1)σ′′′(x2)p(x1, x2) dx1dx2.
Therefore, we have proved
Ex
[
σ′(〈x,w`〉)σ′(〈x,w`′〉)xx>
]
1{` 6= `′} = (M (2,0)`,`′ +M (2,1)`,`′ )1{` 6= `′}+ 5∑
k=2
M
(2,k)
`,`′ . (88)
(3) Next, consider the case where σ is smooth and compact-supported, and ` = `′. For conve-
nience, denote f(t) = (σ′(t))2. By Stein’s lemma
Ex
[
σ′(g)2xx>
]
= Ex
[
σ′(g)2
]
Id + Ex
[
f ′′(g)
]
w`w
>
` .
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By integration by parts, we can find a quadratic function q(3) : R → R such that Ex
[
f ′′(g)
]
=
Ex
[
q(3)(g)h(g)
]
. This leads to
Ex
[
σ′(〈x,w`〉)σ′(〈x,w`′〉)xx>
]
1{` = `′} = (M (2,0)`,`′ +M (2,1)`,`′ )1{` = `′}+M (2,6)`,`′ . (89)
Combining the equalities (88) and (89), we obtain the desired decomposition (71).
(4) For the general case of σ, we can first find a sequence of functions {χm}m≥1 such that (i)
χm → σ′ both in L2(N (0, 1)) and pointwise almost everywhere as m→∞, and (ii) maxm |χm(t)| ≤
C ′(1 + |t|C′) for some constant C ′ > 0. By the dominated convergence theorem, we have
lim
m→∞Ex
[
χm(g)χm(g
′)xαxα′
]
= Ex
[
σ′(g)σ′(g′)xαxα′
]
, where α, α′ ∈ [d]
lim
m→∞Ex
[
χm(g)χm(g
′)
]
= Ex
[
σ′(g)σ′(g′)
]
,
lim
m→∞Ex
[
χm(g)χm(g
′)q(k)(g, g′)
]
= Ex
[
σ′(g)σ′(g′)q(k)(g, g′)
]
, where k ∈ {1, 2, 3}.
Thus, the decomposition (71) holds for the general case as well.
Proof of Lemma B.9. We will prove the bounds in a sequential order. In the proof, we will use
the following simple identity multiple times: for invertible matrices M1,M2 of the same sizes, it
holds that
M−11 −M−12 = −M−11 (M1 −M2)M−21 . (90)
We will also use the Woodbury matrix identity: for matrices M0,M1,M2,(
M1 +M2M
>
3
)−1
= M−11 −M−11 M2
(
I +M>3 M
−1
1 M2
)−1
M>3 M
−1
1 .
For convenience, we will use simply denote the matrix operator norm by ‖ · ‖.
Proof of (76a). We will use following identity to make simplification.
A−10 X =
(
λIn +
λ20
d
XX>
)−1
X = X
(
λId +
λ20
d
X>X
)−1
.
If n/d > c for some constant c > 1, the we have X>X  Ωd,P(n)Id, and thus,∥∥A−10 X∥∥ ≤ ‖X‖ · ∥∥∥(λIn + λ20d XX>)−1∥∥∥ ≤ Od,P(√n) ·Od,P(dn) = Od,P( d√n);∥∥1>nA−10 X∥∥ ≤ ‖1>nX‖ · ∥∥∥(λIn + λ20d XX>)−1∥∥∥ ≤ Od,P(√nd) ·Od,P(dn) = Od,P(d
√
d√
n
)
.
Otherwise, we use
∥∥∥(λIn + λ20d XX>)−1∥∥∥ ≤ λ−1 = Od(1) and obtain∥∥A−10 X∥∥ ≤ ‖X‖ · ∥∥∥(λIn + λ20d XX>)−1∥∥∥ ≤ Od,P(√n) = Od,P( d√n),∥∥1>nA−10 X∥∥ ≤ ‖1>nX‖ · ∥∥∥(λIn + λ20d XX>)−1∥∥∥ ≤ Od,P(√nd) = Od,P(d
√
d√
n
)
,
since n = Od(d) in this case.
Proof of (76b) and (76c). We invoke the Woodbury matrix identity to prove the first bound.
A
−1
= A−10 −A−10
λ1√
d
1n
(
1 +
λ21
d
1>nA
−1
0 1n
)−1 λ1√
d
1>nA
−1
0
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Thus, we have
A
−1
1n = A
−1
0 1n −
γ
1 + γ
A−10 1n =
1
1 + γ
A−10 1n, where γ =
λ21
d
1>nA
−1
0 1n.
It is clearly that γ > 0 since A0 is positive definite. Let the spectral decomposition of X be
A = UXDXU
>
X . Then
γ =
λ21
d
(UX1n)
>(λIn +DX)−1UX1n ≥ λ21
λd
∥∥UX1n∥∥2 = Ωd,P(nλ21
d
)
.
Thus, we obtain
|λ1| ·
∥∥A−11n∥∥ = |λ1|
1 + γ
∥∥A−10 1n∥∥ ≤ |λ1|2√γ · ∥∥A−10 ‖ · ‖1n‖
= Od,P
(√d
n
)
·Od,P(1) ·
√
n = Od,P
(√
d
)
,
λ21 · |1>nA−11n| =
λ211
>
nA
−1
0 1n
1 + γ
≤ λ
2
11
>
nA
−1
0 1n
γ
= d,
which proves (76b). Similarly, we have∥∥X>A−11n∥∥ = 1
1 + γ
∥∥X>A−10 1n∥∥ ≤ ∥∥X>A−10 1n∥∥ = Od,P(d),
which proves (76c).
Proof of (76d). We set M1 = A˜ and M2 = A in (90) and obtain
A˜
−1 −A−1 = −A˜−1
( λ1√
d
(
1nv
> + v1>n
))
A
−1
. (91)
Therefore, we derive
|λ1| ·
∥∥A˜−11n −A−11n∥∥ ≤ λ21√
d
‖A˜−11n‖ · ‖v‖ · ‖A−11n‖+ λ
2
1√
d
‖A˜−1‖ · ‖v‖ · |1>nA−11n|
≤ O˜d,P
(√ n
Nd
)
· |λ1| · ‖A˜−11n‖+ O˜d,P
(√ n
Nd
)
·
√
d,
where we used the bounds |λ1|‖A−11n‖ = Od,P(
√
d) and λ21|1>nA−11n| = Od,P(d) from (76b), the
upper bound on ‖v‖ from Lemma B.6. Since n Nd, we rearrange the inequality and obtain
|λ1| ·
∥∥A˜−11n∥∥ ≤ (1− od,P(1))−1 · |λ1|‖A−11n‖+ od,P(1) · √d = Od,P(√d). (92)
To prove the second inequality in (76d), we notice that A˜ = A0 + UV
>, so applying (90) with
M1 = A˜ and M2 = A0 gives
A˜
−1 −A−10 = −A˜
−1(λ21
d
1n1
>
n +
λ1√
d
v1>n +
λ1√
d
1nv
>
)
A−10 . (93)
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Thus, we derive
∥∥A˜−1X −A−10 X∥∥ ≤ λ21d ‖A˜−11n‖ · ‖1>nA−10 X‖+ |λ1|√d ‖A˜−1‖ · ‖v‖ · ‖1>nA−10 X‖
+
|λ1|√
d
‖A˜−11n‖ · ‖v‖ · ‖A−10 X‖
= Od,P
( |λ1|√
d
)
·Od,P
(d√d√
n
)
+Od,P
( |λ1|√
d
)
· O˜d,P
(√ n
Nd
)
·Od,P
(d√d√
n
)
+Od,P(1) · O˜d,P
(√ n
Nd
)
·Od,P
( d√
n
)
= Od,P
( d√
n
)
+ od,P(1) ·Od,P
( d√
n
)
+ od,P(1) ·Od,P
( d√
n
)
= Od,P
( d√
n
)
,
where we used several results we have established, including the bounds on ‖A−10 X‖ and ‖1>nA−10 X‖
from (76a), the bound on |λ0| · ‖A˜−11n‖ from (92). Since ‖A−10 X‖ = Od,P (d/
√
n) by (76a), we
immediately have ‖A˜−1X‖ = Od,P (d/
√
n) = Od,P(
√
d) as desired.
Proof of (76e). We use the identity (91) to derive
|λ1| ·
∥∥X>A˜−11n −X>A−11n∥∥
≤ λ
2
1√
d
‖X>A˜−11n‖ · ‖v‖ · ‖A−11n‖+ λ
2
1√
d
‖X>A˜−1‖ · ‖v‖ · |1>nA−11n|
≤ |λ1|√
d
‖X>A˜−11n‖ · O˜d,P
( n
Nd
)
·Od,P(
√
d) +Od,P(1) · O˜d,P
( n
Nd
)
·Od,P(d)
where we used the bounds on λ1‖A−11n‖ and λ21|1>nA−11n| from (76b), and the bound on ‖A˜
−1
X‖
from (76d). Thus, we rearrange the inequality and use (76c) to obtain
|λ1| ·
∥∥X>A˜−11n∥∥ ≤ (1− od,P(1))−1 · |λ1| · ∥∥X>A−11n∥∥+ od,P(d) = Od,P(d). (94)
This proves the first inequality in (76e). To prove the second one, we use the identity (93) and
derive∥∥X>A˜−1X −X>A−10 X∥∥ ≤ λ21d ‖X>A˜−11n‖ · ‖1>nA−10 X‖+ |λ1|√d ‖X>A˜−1‖ · ‖v‖ · ‖1>nA−10 X‖
+
|λ1|√
d
‖X>A˜−11n‖ · ‖v‖ · ‖A−10 X‖
≤ Od,P(1) ·Od,P(d) +Od,P(1) · O˜d,P
( n
Nd
)
·Od,P(d)
+Od,P(
√
d) · O˜d,P
( n
Nd
)
·Od,P(
√
d)
= Od,P(d),
where we used the bound on ‖X>A˜−11n‖ from (94), the bounds on ‖A−10 X‖ and ‖1>nA−10 X‖
59
from (76a), the bound on ‖X>A˜−1‖ from (76d). Therefore,∥∥X>A˜−1X∥∥ ≤ ∥∥X>A−10 X∥∥+Od,P(d) ≤ ∥∥X>‖∥∥A−10 X∥∥+Od,P(d)
= Od,P(
√
n) ·Od,P
( d√
n
)
+Od,P(d) = Od,P(d).
Proof of (76f). We notice that
A−1X − A˜−1X = −A−1( λ0
Nd
XX>D +
λ0
Nd
DXX>
)
A˜
−1
X. (95)
Thus, we have ‖A−1X − A˜−1X‖ ≤ I1 + I2 where
I1 =
|λ0|
Nd
∥∥A−1XX>DA˜−1X∥∥ ≤ |λ0|
Nd
∥∥A−1X∥∥ · ‖X>‖ · ‖D‖ · ∥∥A˜−1X∥∥,
I2 =
|λ0|
Nd
∥∥A−1DXX>A˜−1X∥∥ ≤ |λ0|
Nd
∥∥A−1∥∥ · ‖D‖ · ‖X‖ · ∥∥X>A˜−1X∥∥.
To derive further upper bounds, we then use the bounds ‖X‖ = Od,P(
√
n), ‖D‖ = O˜d,P(
√
N), and∥∥A−1∥∥ = Od,P(1) and we obtain
I2 = O˜d,P
(√nN
Nd
)
· ∥∥X>A˜−1X∥∥ (i)= O˜d,P(√nN
Nd
)
·Od,P(d) (ii)= Od,P(
√
d),
where (i) is due to the second inequality in (76e) and (ii) is due to the condition n ≤ C0Nd. In
addition, we use the bound ‖A˜−1X‖ = Od,P(
√
d) to derive
I1 = O˜d,P
(√nN
Nd
)
· ∥∥A−1X∥∥ ·Od,P(√d) = od,P(1) · ∥∥A−1X∥∥.
Then we obtain ∥∥A−1X∥∥ ≤ (1− od,P(1))−1 · ∥∥A˜−1X∥∥+Od,P(√d) = Od,P(√d). (96)
Now we prove the second inequality. Following a similar strategy, we derive∥∥X>A−1X −X>A˜−1X∥∥ = ∥∥∥X>A−1( λ0
Nd
XX>D +
λ0
Nd
DXX>
)
A˜
−1
X
∥∥∥
= Od,P
( 1
Nd
)
· ∥∥X>A−1X∥∥ · ‖X>‖ · ‖D‖ · ∥∥A˜−1X∥∥+Od,P( 1
Nd
)∥∥X>A−1∥∥ · ‖D‖ · ‖X‖ · ∥∥X>A˜−1X∥∥
(i)
= Od,P
(√nNd
Nd
)
· ∥∥X>A−1X∥∥+Od,P(√nNd
N
)
(ii)
= od,P(1) · ‖X>A−1X
∥∥+Od,P(d),
where (i) is due to (76d), (76e), and (96), and (ii) is due to n ≤ C0Nd. Thus,∥∥X>A−1X∥∥ ≤ (1− od,P(1))−1∥∥X>A˜−1X∥∥+Od,P(d) = Od,P(d).
Proof of (76g). Using a similar strategy, we derive
A−11n = A˜
−1
1n −A−1
( λ0
Nd
XX>D +
λ0
Nd
DXX>
)
A˜
−1
1n,
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and use (76d), (76e), and (96) to derive
|λ1|
∥∥A−11n∥∥ ≤ |λ1|∥∥A˜−11n∥∥+O( |λ1|
Nd
)
‖A−1X‖‖X‖‖D‖‖A˜−11n‖
+O
( |λ1|
Nd
)
‖A−1‖‖D‖‖X‖‖X>A˜−11n‖
= Od,P(
√
d) + O˜
(√dnN
Nd
)
·Od,P(
√
d) + O˜
(√nN
Nd
)
·Od,P(d)
= Od,P(
√
d).
Also, we use (76d), (76e), and the above bound to derive
|λ1|
∥∥1>nA−1X∥∥ ≤ |λ1|∥∥1>n A˜−1X∥∥+O( |λ1|Nd )‖1>nA−1X‖‖X‖‖D‖‖A˜−1X‖
+O
( 1
Nd
)‖1>nA−1‖‖D‖‖X‖‖X>A˜−1X‖
= Od,P(
√
d) + O˜
(√dnN
Nd
)
· |λ1|
∥∥1>nA−1X∥∥+ O˜(√nNNd ) ·Od,P(d)
= od,P(1) · |λ1|
∥∥1>nA−1X∥∥+Od,P(√d).
The desired bound follows by rearranging the inequality.
C Proof for network capacity upper bound
Proof of Theorem 2.1. We denote by θ = (b,W ) the collection of neural network parameters
and by fθ the associated function.
Let M = Md > 1 be a positive integer to be specified later. We define the discretization set
DM = {0,± 1M ,± 2M ,± 3M , . . .} and
ΘL :=
{
θ : b` ∈ DM ,
√
dW`k ∈ DM , ∀ ` ∈ [N ],∀ k ∈ [d]
}
, (97)
ΘL,M := ΘL ∩
{
θ : b` ∈ DM ,
√
dW`k ∈ DM , ∀ ` ∈ [N ],∀ k ∈ [d]
}
. (98)
Each f ∈ FN,LNN is associated with an θ ∈ ΘL.
(1) Lower bound on discretized parameter space. We make the following claim. If with
probability at least η1/2, there exists certain θ ∈ ΘL,M such that at least (1/2 + η2/2)n examples
are correctly classified, i.e.,
n−1
n∑
i=1
1{yifθ(xi) > 0} ≥
1
2
+
η2
2
, (99)
then we have Nd = Ωd
(
n
log(LM)
)
.
To prove this claim, we treat the input xi as deterministic. We derive
Py
(
∃θ ∈ ΘL,M such that |{i : sign(fθ(xi)) = yi}| ≥ (1/2 + η2/2)n
)
(100)
(i)
≤ ∣∣ΘL,M ∣∣ · Py(|{i : sign(fθ(xi)) = yi}| ≥ (1/2 + η2/2)n)
(ii)
≤ Od(1) ·
[√
2pie(4ML+ 1)
]Nd+N · Py( n∑
i=1
ξi ≥ (1/2 + η2/2)n
)
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where ξi = 1{sign(fθ(xi)) = yi} denotes a Bernoulli random variable with mean 1/2. Here, (i)
used the union bound and (ii) used the following bound on the cardinality of ΘL,M
|ΘL,M | = Od(1) ·
[√
2pie(4ML+ 1)
]Nd+N
,
which is proved via the covering number argument (see Lemma C.1). By Hoeffding’s inequality, we
have
Py
( n∑
i=1
ξi ≥ (1/2 + η2/2)n
)
≤ exp (− 2nη22).
Since we assume that the probability of the event in (100) is at least η1, we take the logarithm and
deduce
log(η1/2) ≤ Od(1) ·N(d+ 1) log(4LM + 1)− nη22/2, or simply
n = Od
(
Nd log(LM + 1)
)
.
It then follows that Nd = Od
(
n
log(LM+1)
)
.
(2) Projecting θ onto the discretized set. For any z ∈ R, let τ1(z) and τ2(z) be the
elements in DM such that the distances to z are the smallest one and the second smallest one
(break ties in an arbitrary way). For a given z, define a random variable ξ(z) ∈ {τ1(z), τ2(z)} by
ξ(z) =

τ1(z), with probability
|z − τ2(z)|
|z − τ1(z)|+ |z − τ2(z)| ;
τ2(z), with probability
|z − τ1(z)|
|z − τ1(z)|+ |z − τ2(z)| .
This definition ensures that Eξ(z) = z. Indeed, z − τ1(z) and z − τ2(z) have the opposite signs, so
z − Eξ(z) = (z − τ1(z))|z − τ2(z)||z − τ1(z)|+ |z − τ2(z)| +
(z − τ2(z))|z − τ1(z)|
|z − τ1(z)|+ |z − τ2(z)| = 0.
Denote b˜` = ξ(b`) and W˜`k = d
−1/2ξ(d1/2W`k) for all ` and k (they are independent random
variables), and θ˜ = (b˜, W˜ ). Then θ˜ is a random projection of θ ∈ ΘL onto the discretized set
ΘL,M .
(3) Bounding the approximation error. By assumption, with probability greater than η1,
there exists θ ∈ ΘL (which depends on the data (xi)i≤1 and (yi)i≤n) such that it gives more than
δ margin on at least (1/2 + η2)n examples. Denote by I := I(X,y) ⊂ [n] the set of indices i such
that yifθ(xi) > δ. Then, the assumption is equivalent to |I| ≥ (1/2 + η2)n with probability great
than η1.
We claim
P
X,y,θ˜
( 1
n
n∑
i=1
1
{|fθ(xi)− fθ˜(xi)| < δ} ≥ 1− η22 ) ≥ 1− η12 . (101)
Here we emphasize that P
X,y,θ˜
is the probability measure over all random variables (namely the
data X, y and also θ˜). Once this claim is proved, we can immediately prove the desired result. In
fact, for a given θ ∈ ΘL,M , let us define the indicator variable
Iθ = 1
{ 1
n
n∑
i=1
1
{|fθ(xi)− fθ(xi)| < δ} ≥ 1− η22 }
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We observe that
E
X,y,θ˜
[I
θ˜
] = EX,yEθ˜|X,y[Iθ˜]
(i)
≤ EX,y
[
max
θ∈ΘL,M
[Iθ]
]
(ii)
= PX,y
[
max
θ∈ΘL,M
[Iθ] = 1
]
= PX,y
[
∃θ ∈ ΘL,M such that Iθ = 1
]
where (i) is because the mean is no larger than the maximum and (ii) is because maxθ∈ΘL,M [Iθ]
takes value 0 or 1. Combining this with (101), we deduce that with probability at least 1 − η1/2,
there exists an θ ∈ ΘL,M such that |fθ(xi) − fθ(xi)| < δ for all i ∈ I ′ where I ′ ⊂ [n] satisfies
|I ′| ≥ (1− η2/2)n.
We use the fact that P(A1 ∩ A2) ≥ P(A1) + P(A2) − 1 for arbitrary events A1,A2 to deduce
that with probability at least η1/2, there exists an θ ∈ ΘL,M such that |fθ(xi)− fθ(xi)| < δ for all
i ∈ I ′, and in the meantime |I| ≥ (1/2 + η2)n. By the triangle inequality, for every i ∈ I ∩ I ′,
yifθ ≥ yifθ − |yifθ(xi)− yifθ(xi)| = yifθ − |fθ(xi)− fθ(xi)| > 0.
Note that |I ∩ I ′| ≥ |I| + |I ′| − n ≥ (1/2 + η2/2)n. Therefore, the assumption of the discretized
case, namely (1), is satisfied; and hence we obtain the desired lower bound.
Below we prove the claim (101). Denote hi` = σ(〈w`,xi〉) and ∆hi` = σ(〈w`,xi〉)−σ(〈w˜`,xi〉).
By the triangle inequality,
|fθ(xi)− fθ˜(xi)| ≤
1
N
∣∣∣ N∑
`=1
(b` − b˜`)σ(〈w`,xi〉)
∣∣∣+ 1
N
N∑
`=1
∣∣∣˜b`[σ(〈w`,xi〉)− σ(〈w˜`,xi〉)]∣∣∣
≤ 1
N
∣∣∣ N∑
`=1
(b` − b˜`)hi`
∣∣∣+ L
N
N∑
`=1
|∆hi`|,
(i)
≤ |σ(0)|
N
∣∣∣ N∑
`=1
(b` − b˜`)
∣∣∣+ 1
N
∣∣∣ N∑
`=1
(b` − b˜`)(hi` − σ(0))
∣∣∣+ L√
N
( N∑
`=1
|∆hi`|2
)1/2
,
=: Ti,1 + Ti,2 + Ti,3, (102)
where we used Cauchy-Schwarz inequality in (i).
i) Bounding Ti,1. Conditioning on X and y, the random variable b`− b˜` is independent across
`, has zero mean, and satisfies |b` − b˜`| ≤ 1/M . So we can use Hoeffding’s inequality to control the
first term T1 in (102).
P
θ˜
( |σ(0)|
N
∣∣ N∑
`=1
(b` − b˜`)
∣∣ > |σ(0)|t
M
)
≤ 2e−Nt2/2 ≤ 2e−t2/2.
Taking t =
√
2 log(16/η1) yields the bound
Ti,1 ≤ C0
√
2 log(16/η1)
M
with probability at least 1− η1/8, where we used the assumption that |σ(0)| ≤ C0.
ii) Bounding Ti,2. By assumption, σ has weak derivatives, so we have
σ(〈w`,xi〉)− σ(0) = 〈w`,xi〉
∫ 1
0
σ′
(
t〈w`,xi〉
)
dt
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Since maxi∈[n] ‖xi‖2 ≤ 2
√
d with probability at least 1−2ne−cd, we have |〈w`,xi〉| ≤ ‖w`‖2 ·‖xi‖2 ≤
2L
√
d. Thus
|σ(〈w`,xi〉)− σ(0)| ≤ max
|z|≤2L√d
|σ′(z)| · |〈w`,xi〉|.
Recall the Assumption 1 on the activation function |σ′(z)| ≤ B(1+|z|)B. We have max|z|≤2L√d |σ′(z)| ≤
B[1 + (2L
√
d)B] ≤ 2B(2L√d)B. Therefore,
n∑
i=1
N∑
`=1
|σ(〈w`,xi〉)− σ(0)|2 ≤ 4B2(2L
√
d)2B ·
n∑
i=1
N∑
`=1
|〈w`,xi〉|2
= 4B2(2L
√
d)2B ·
N∑
`=1
‖Xw`‖2
≤ 4B2(2L
√
d)2B ·
N∑
`=1
‖X‖2op‖w`‖2
By standard random matrix theory [Ver10, Cor. 5.35], ‖X‖op ≤ 2
√
n+
√
d ≤ 3√n with probability
at least 1− 2e−n2/2. Also, ‖w`‖2 ≤ L2. So we get
n∑
i=1
N∑
`=1
|σ(〈w`,xi〉)− σ(0)|2 ≤ 36B2L2(2L
√
d)2BNn. (103)
Let I1 := I1(X,y) ⊂ [n] be the set of i ∈ [n] such that
N∑
`=1
|hi` − σ(0)|2 ≤ 32(η1η2)−1 × 36B2L2(2L
√
d)2BN.
Recall the definition hi` = σ(〈w`,xi〉). Then, with probability at least 1 − 2ne−cd − 2e−n2/2, we
have |I1| ≥ (1 − η1η2/32)n. Indeed, if this is the not true, then the set of i that does not satisfy
the above inequality will exceed η1η2n/32 and thus (103) will be violated.
Now, conditioning on X,y, we can view
∑N
`=1(b` − b˜`)(hi` − σ(0)) as a weighted sum of in-
dependent sub-gaussian variables b` − b˜`. By Hoeffding’s inequality for sub-gaussian variables, we
have
P
θ˜
(∣∣ N∑
`=1
(b` − b˜`)(hi` − σ(0))
∣∣ > M−1t) ≤ 2 exp(− t2/ N∑
`=1
(hi` − σ(0))2
)
.
We take t = CL(2L
√
d)B
√
N where C > 0 is a sufficiently large constant so that the above
probability upper bound (right-hand side) is smaller than η1η2/16. Denote the event Ei as
Ei =
{∣∣ N∑
`=1
(b` − b˜`)(hi` − σ(0))
∣∣ > CM−1L(2L√d)B√N}.
We have proved P
θ˜
(Ei) ≤ η1η2/32 for i ∈ I1. Conditioning on |I1| ≥ (1− η1η2/32)n, we obtain, by
Markov’s inequality,
P
θ˜
( n∑
i=1
1{Ei} > η2n
2
)
≤ 2
η2n
E
θ˜
[ n∑
i=1
1{Ei}
]
=
2
η2n
n∑
i=1
P
θ˜
(Ei)
≤ 2
η2n
∑
i∈I1
P
θ˜
(Ei) + 2
η2n
∑
i 6∈I1
1 ≤ η1
8
.
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Let I ′ = I ′(X,y, θ˜) ⊂ [n] be the set of i such that the complement Eci holds. Then with
probability at least 1− η1/8− 2ne−cd − 2e−n2/2, we have |I ′| ≥ (1− η2/2)n, and for every i ∈ I ′,
Ti,2 ≤ 1√
N
CM−1L(2L
√
d)B ≤ CM−1L(2L
√
d)B.
iii) Bounding Ti,3. By the assumption on σ
′, we can write
∆hi` =
∫ 1
0
σ′
(
t〈w`,xi〉+ (1− t)〈w˜`,xi〉
)
dt · 〈w` − w˜`,xi〉
Similarly as before, with probability at least 1−2ne−cd, we have |〈w`,xi〉| ≤ ‖w`‖2 · ‖xi‖2 ≤ 2L
√
d
and similarly |〈w˜`,xi〉| ≤ 2L
√
d for all ` and i. This leads to
|∆hi`| ≤ max
|z|≤2L√d
|σ′(z)| · |〈w` − w˜`,xi〉|.
By the assumption on σ′, we have max|z|≤2L√d |σ′(z)| ≤ B[1+(2L
√
d)B] ≤ 2B(2L√d)B. Therefore,
we can bound Ti,3 as follows. For each i ∈ [n],
L√
N
( N∑
`=1
|∆hi`|2
)1/2 ≤ L√
N
· 2B(2L
√
d)B ·
( N∑
`=1
〈w` − w˜`,xi〉2
)1/2
≤ 2BL(2L
√
d)B√
N
· ‖(W − W˜ )xi‖
≤ 4BCM−1L(2L
√
d)B
with probability at least 1− 2e−cd. This is because ‖xi‖ ≤ 2
√
d holds with probability 1− 2e−cd;
and also, since each entry of W − W˜ is independent and bounded by (M√d)−1,
P
θ˜
(
‖(W − W˜ )xi‖ ≤ 2CM−1
√
N
)
≥ 1− 2e−cN , (104)
which is a consequence of Bernstein’s inequality (see [Ver10] Thm. 5.39 for example). Taking the
union bound over i, (104) holds for all i ∈ [n] with probability at least 1− 2ne−cd − 2ne−cN .
(iv) Combining three bounds. Finally, combining the bounds on Ti,1, Ti,2, and Ti,3, we
obtain that with probability at least 1− η1/4− 4n(e−cN + e−cd)− 2e−n2/2,
max
i∈I′
|fθ(xi)− fθ˜(xi)| ≤ CM−1 + CM−1L(2L
√
d)B + CM−1L(2L
√
d)B
≤ CM−1L(L
√
d)B. (105)
Under the asymptotic assumption log n = od
(
min{N, d}), we have 4n(e−cN + e−cd) = od(1), so
there exists a sufficient large d0 such that 4n(e
−cN + e−cd) + 2e−n2/2 ≤ η1/4 if d > d0. We choose
M = Cδ−1 · 2L(L√d)B (where the C has the same value as in Eq. 105) and get
max
i∈I′
|fθ(xi)− fθ˜(xi)| ≤ δ/2 < δ.
with probability 1− η1/2. This proves the claim. Note that with this choice of M , log(LM + 1) =
Od
(
log(dL/δ)
)
so the lower bound is obtained.
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Lemma C.1. The cardinality of the discrete set ΘL,M defined in (98) have the bound
|ΘL,M | ≤ O
([√
2pie(4ML+ 1)
]Nd+N)
.
Proof. Denote Bd(r) = {x ∈ Rd : ‖x‖ ≤ r}. Recall the definition of the packing number. We
say the set A ∈ Bd(r) is an ε-packing of (Bd(r), ‖ · ‖∞) if ‖x1 − x2‖∞ > ε for every x1,x2 ∈ A,
x1 6= x2. We define the packing number
D(Bd(r), ‖ · ‖∞, ε) := sup
{|A| : A is an ε-packing of (Bd(r), ‖ · ‖∞}
By the volume argument, we have the bound
D(Bd(r), ‖ · ‖∞, 2ε) ≤
Vol
(
Bd(r +
√
d ε)
)
εd
(i)
= od(1) ·
(2pie
d
)d/2(r +√dε
ε
)d
(106)
where in (i) we used the formula of the volume of a Euclidean ball and Stirling’s approximation.
Recall that DM = {0,± 1M ,± 2M , . . .}. To apply this result to bounding |ΘL,M |, first we observe
that
|ΘL,M | ≤
∣∣{a ∈ RN : ‖a‖ ≤ √N L, a` ∈ DM ∀ ` ∈ [N ]}∣∣ (107)
·
N∏
`=1
∣∣{w` ∈ Rd : ‖w`‖ ≤ L,√d [w`]j ∈ DM ∀ j ∈ [d]}∣∣. (108)
Suppose a1,a2 lie in the set on the RHS of (107) and a1 6= a2. Then, by the definition of DM , we
must have ‖a1 − a2‖∞ > 12M . This means that the cardinality of the set on the RHS of (107) is
bounded by the packing number D(BN (
√
N L), ‖ · ‖∞, 12M ). By (106), we get an upper bound on
the cardinality
oN
(2pie
N
)N/2 · (√N L+√N 14M1
4M
)N
= oN (1) · (2pie)N/2(4ML+ 1)N . (109)
Similarly, we can bound the cardinality of each of the N sets in (108) by
od
(2pie
d
)d/2 · (L+√d 14M√d1
4M
√
d
)d
= od(1) · (2pie)d/2(4LM + 1)d. (110)
Recall that N = N(d) → ∞ as d → ∞, so oN (1) in (109) can be replaced by od(1). Combining
(109) and (110), we obtain
|ΘL,M | ≤ od(1) ·
[√
2pie (4ML+ 1)
]N N∏
`=1
[√
2pie (4ML+ 1)
]d
≤ od(1) ·
[√
2pie (4ML+ 1)
]Nd+N
.
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