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Das Bayessche Prinzip der Inferenz und seine 
Bedeutung für die Medizinische Statistik ,1 
Stefan Wellek 
Schlüsselwörter 
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dien, Bayessche Abbruchregeln, Bayessche Analyse :ll'eier wwerbundener Proportionen 
Keywords 
Bayesian inference, Nonil(/or111ative priors, Reproducibility o.f trials, Bayesian stopping 
rnles, Bayesian analysis of indepe11denl binomial proportio11.1· 
Zusammenfassung 
Entsprechend dem Anlaß, aus dem die vorliegende Arbeit eil/standen ist. handelt es sich 
um eine einfahrende Darstellung des Bayesschen Zugangs :ur Inferen:, die auch fiir 
Sac/11rissenschaf1ler aus den verschiede11s1en medizinischen Dis:iplinen verständlich sein 
soll. In den Abschnitten 1-5 ll'ird das Bayessc/1e Paradigma der Inferenz beschrieben, 
seine Verwendung in den untersc/1iedlichen Schulen Bayesscher Statistik skizziert und ein 
kurzer Abriß der wisse11scha.fishisrorische11 Entwickl1111gsstatio11e11 der Bayesschen M ehodo-
logie gegeben. Der 6. Abschnilf gibt eine Übersicht iiber die gege111vär1ig 1vichtigsten 
Anwendungsgebiete für Bayessche Melhoden innerhalb der Medizinischen Slatistik. Im 
7. Abschnitt werden die ein:el11e11 Schrille einer gründlichen Bayesschen Analyse der Daten 
einer Zwei-Arm-Studie mit dichotomem Endpunkt fiir ein konkretes Beispiel vorgeflihrt. 
Dabei wird sowohl die Differen: als auch der Quotiem der beiden Response-Raten als 
ielparameter verwendet. /11 den Schlußabsclmit ten formulieren ll'ir einige Empfehlungen 
fiir den sinnvollen Umgang mit Bayes- Verfahren und diskutieren die Bedeutung der 
weltanschaulichen Kontroverse um die Bayessche Gr1111da11ffassu11g von der Statistik fiir 
unser Fc1chgebie1. 
Summary 
The presenr paper originared in elaborating the notes of a lecrure given to an a11dience 
ll'ith broadly varying academic background. In Sections 1-5, ir introduces the Bayesian 
paradigm of statisrical il!fere11ce, describes the main variants of the Bayesian approach 10 
11 Manuskript einer öffenllich<n Vorlesung 1um Ab>ehluß des Habihiaiionsvcrfahrcn• de. Auto~. gehalten am 20. No\Cmbcr 
1992. 
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i11fere11ce, a11d outlines t!te history of Bayesian inference. Seccion 6 reviews irnporta111 areas 
of co11te111porary hiostatistics where Bayesicm met!tods of i11fere11ce proved successful. 
Seccio11 7 i//ustrates wit!t a concrete sc/1ernalic example how Bayesia11 metltocls work in 
a11alyzi11g the data of a simple comparative trial with a si11gle dic!totomous endpoint. The 
individual steps of ßayesicm a11alysis are carried 0111 for the d{ffere11ce of response 
probahilities as ll'e// as for their ratio as the para111eter of i111eres1. In t!te final sections, 
we gh'e some reco111111e11dations 011 a proper ha11dli11g of Bayesia11 methods in biostatistical 
app/ications. am/ propose our own view 011 the relevance of the philosophical co111roversy 
about Bayesianism, to modern biostatistics. 
1. Vorbemerkung 
Die weltanschauliche Kontroverse um die spezifisch Bayesschc „Philosophie" der 
Statistik wird bis in die jüngste Zeit hinein mit kaum verminderter Heftigkeit ausgetragen 
[vgl. z. B. L1NDLEY (1990)]. Unbeschadet dessen gibt es innerhalb unseres Fachgebietes 
seit ca. zwei Jahrzehnten einen eindeutigen Trend in Richtung auf eine immer stärkere 
Hinwendung zu Bayesschen Methoden. Wenn n icht al les trügt, wird sich diese Entwick-
lung in der Zukunft eher verstärken als abschwächen, und bereits heute kann man sagen, 
daß kaum jemand, der sich um eine gründliche Analyse med izinisch releva nter Daten 
bemüht, sich es noch ernsthaft leisten kann, auf Bayessche Ansätze von vorne herein 
zu verzichten. Ein Grundverständnis des Bayesschen Prinzips der Inferenz und die 
Kenntnis typischer Problemstellungen, für die sich Bayes-Verfahren als vielversprechend 
oder sogar definitiv erfo lgreich erwiesen haben. ist also heutz utage auch für jene 
Sachwissenschaftler aus klinischen und experimentellen Disziplinen unverzichtbar, deren 
eigene Überlegungen zur Planung und Auswertung enlsprcchender Studien über den 
Rahmen herkömmlicher statistischer Routine hinausgehen. 
2. Was ist Bayessche Inferenz? 
Die Bezeichnung „Bayesscbe Inferenz'· rührt daher, daß die zugehörige Art des 
statistischen Schließens als technisch-formales Hauptinstrument eine mathematisch 
allgemeinere Version des sog. Bayesschen Theorems verwendet. In der elementarsten, 
lediglich zwei zufä llige Ereignisse A und B berücksichtigenden Form handelt es sieb 
dabei um die Beziehung 
P(AIB) · P(B) 
P(BIA) = P(AIB) · P(B) + P(AIB) · P(B) . (1) 
Die Sprechweise „Bayessches Theorem" ist zwar üblich, aber insofern irreführend, als 
sie eine gewisse mathematische Tiefe a ndeutet, die in keiner Weise gegeben ist. I n 
W irklichkeit ist näm lich Gleichung (1) kaum mehr als eine Umformulierung der 
elementaren Definition einer bedingten Wahrscheinlichkeit. 
Eine der populärsten Anwendungen der Bayes-Formcl (1) auf einen medizinischen 
Sachvchall ist d ie Berechnung des sog. positiven prädiktiven Wertes (PPW) eines 
diagnostischen Verfahrens für ein ausgewähltes Krankheitsbild aus Sensitivität, Spezifität 
sowie Erkrankungsbäufigkeit in der Bevölkerung. Hierzu wird als P(AIB) die Sensitivität 
des Diagnostik ums (Rate 2J positiver Befunde bei den Erkrankten), als P(AIBJ die 
Ji Den Terminus Rate vel"'enden \\-Ir hier in Anlehnung an den englischen Sprachgebrauch. d h. al• Bc1eichnung für eine 
J:re1gni\wahi"iCheinhchkei1 im "ci1es1en Sinne. welche gegenüber der Unlcr>ehcidung 1w1schcn 1hcore11schen und empirischen 
Verlcilungcn neutral "'·· 
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.. komplementäre" Spezifität (Rate positjver Befunde bei den Gesunden) und als P(B) 
die Prävalenz der Krankheit in der Bevölkerung eingesetzt. Die Größe auf der linken 
Seite von (1) hat dann die Bedeutung der Rate von Erkrankten unter a llen Personen 
mit positivem Befund, und dies ist genau das, was unter dem PPW definitionsgemäß 
verstanden wi rd. 
Nun sind aber Sensitivität, Spczifität und Prävalenz a llesamt Größen, d ie sich im Prinzip 
aJs relative l läufigkeiten „in the long run" und damit a ls empirische Werte emtitteln 
Jassen. In Anbetracht dessen liegt bei der Berechnung des PPW mittels der F o rmel (1) 
typischerweise kein Beispiel für Baycssche Inferenz vor. Allgemeiner gesagt, macht sich 
durchaus nicht jeder, der mit der Bayes-Formel rechnet, eo ipso die spezifisch Bayessche 
Art der sta tistischen Beurteilung von Beobachtungsdaten zu eigen. 
Um den gru ndsätzlichen Unterschied zwischen Bayesscher und klassischer („frequen-
Listiscber") statistischer Inferenz zu erläutern, greifen wir die Situation einer Studie heraus, 
deren Auswertung sich auf die Beurteilung einer ei nzelnen Response- Rate reduzieren 
läßt. Dies ist der Fall, wenn es sich um eine „einarmige" Studie handelt, mit /1 Patienten 
(z. B milden Hypertonikern}, die alle nur die zu beurteilende Behandlung erhalten (z. B. 
2 x 50 mg Atenolol tägl. über 8 Wochen}. wobei die Daten für den i-ten dieser Patienten 
(i = 1, ... , 11) in der Angabe X 1 bestehen, ob die Behandlung erfolgreich war (z. B. 
diastolischer RR < 95 mm Hg a m Ende der Behandlungs-Phase) [X 1 = l) oder nicht 
" [X; = 0). Letztlich interessant ist nur die Größe s/I = I X;, d. h. die Gesamtzahl von 
i l 
Respondern unter den /1 P atienten. Um konkret zu sein, wollen wir für die folgenden 
Betrachtungen speziell annehmen, daß n = 150 Patienten verfügbar waren, von denen 
S„ = 90 als Responder klassifiziert wurden. entsprechend einer beobachteten Response-
Rate S„/n von 60%. 
Das generelle Problem jeder Art von statistischer Inferenz besteht unter den genannten 
Umständen darin, zu wohlbegründeten Aussagen zu kommen über die Response-Rate 
B, die man erhalten 1Vürde, sofern man die Studie „endlos" fortsetzen könnte, d. h. mit 
allen potentiell anzutreffenden mi lden Hypertonikern. Diese - nur gedanklich existie-
rende - Gesamtheit bezeichnet man als dje der Studie zugrundeliegende Population, 
die für die Population geltende, prinzipiell unbekannte Response-Rate 0 als den 
interessierenden Parameter. 
Der klassische Zugang zur Inferenz über 0 läßl sich durch die folgenden Aussagen 
charakterisieren: 
(i) Obwohl wir die wahre Response-Rate in der Population nicht ke nnen, ist e eine 
exakt festliegende Ko11sta111e. 
(ii) Es ist unsinnig, von einem plausiblen Zahlenbereich für B (z. B. 51.7% bis 67.9%) 
zu sagen, daß 0 .,mit großer Sicherheit" (z.B. 95%) zwischen dessen Grenzen liegt. 
(iii) Korrekt ist hingegen die Formulierung: Der Bereich 0.517 bis 0.679 ist nach einem 
Ve1fahre11 konstruiert worden, bei dessen wiederholter Anwendung in verschiedenen 
Studien in 95% der „Fälle·' die wahre Response-Rate e korrekt eingegrenzt wird 
[ -+ „Konlidenzinterva ll zum 95%-Niveau"]. 
Demgegenüber wird bei der Bayesschen Inferenz über 0 nach den folgenden Grund-
prinzipien vorgegangen: 
(i) Aussagen wie „Die wahre Response-Rate 0 in der P opulation liegt mit 95%-iger 
Wahrscheinlichkeit zwischen 0.517 und 0.679'· sind subjektive Plausibilitäts-8ell'er-
1unge11 und als solche logisch sehr wohl sinnvoll. 3> 
" Fürsolchesubjckllvcn Wahrscheinlichkcilen werden hicraußerde111 Begriff Plnusibililiilsgrade noch weitcrc•prachlichc Synonyme 
benutzt: Glnubwlirdigkeilen; subjek1ive llewerlungcn: Evidenzgradc. 
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(i i) Ausgangsbasis ist ein System in itialer P lausibili täts-Bewertu ngen verschiedener 
Bereiche für 0 [-+ A-priori-Verteilung]. 
(iii) Mittels der (verallgemeinerten) Bayes-Formel kombiniert man die Daten mit der 
A-priori-Verteilung zu einer Neubewertung der Plausibilität aller für 0 theoretisch 
in Frage kommenden Bereiche[-+ A-pos1eriori-Vertei/u11g]. 
Abbildung 1 zeigt für unser Response-Raten-Beispiel die Dichtefunkt ion der A-posteriori-
Verteilung von 0 bezüglich derjenigen A-priori-Verteilung, welche jedem forma l über-
haupt möglichen Wert des Parameters dasselbe Gewicht 1 zuordnet. Im Gegensatz zu 
diesem vollkommen Oacben Verlauf der A-priori-Oichte besitzt die zugehörige A-
posteriori-Dichte eine ausgeprägte scharfgipnige Form, wobei der Modus mit der 
beobachteten Response-Rate 0.60 praktisch zusammenfällt. Die in Abbildung 2 darge-
stellte A-priori-Verteilung ist von der zuvor benutzten, strikt „neutralen" Vorbewertung 
insofern deutlich verschieden, als sie Parameterwerte zwischen 0.30 und 0.80 gegenüber 
solchen, d ie außerhalb dieses Bereichs liegen, stark bevorzugt (mit 73.6% versus 26.4% 
als A-priori-P lausibilitäten). Trotzdem bleibt die A-posteriori-Dichte bis auf Abweich-
ungen, die ohne genaues Nachmessen kaum erkennbar sind (der Modus liegt jetzt exakt 
an der Stelle 0 = 0.60, gegenüber 0 = 0.5987 in Abb. 1), d ieselbe wie vorher. Diese 
„Robustheit" der A-posterio ri-Verteilung gegenüber Änderungen der Form der A-priori-
Verteilung ist übrigens keineswegs spezifisch für das vo rliegende Beispiel, sondern typisch 
für ßayes-Ana!ysen mit genügend großen Fallzahlen. 
3. Schulen Bayesscher Statistik 
Bayessche I nferenz ist bei näherem H insehen nur eine Sammelbezeichnung für eine 
beträchtliche Vielfalt von allgemeinen Lösungsansätzen für das Grundproblem, aus 
einem gegebenen Satz von Beobachtungsdaten die in ihm enthaltenen Informationen 
Abbildung 1: Gleichmäßige A-priori-Vertlg. rür theta [----) und 7ugehörige A-posteriori-Vertlg. 
nach Beobachtung von 90 Rcspondem unter 150 Ptn. 
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Abbildung 2: Beta(3,2) a ls informative A-priori-Vertlg. für theta[--- ), mit zuhöriger A-posteriori-
Venlg. nach Beobachtung der Response-Rate 90/ 150 
über den interessierenden Populationsparameter 0 „ herauszufiltern". Die folgende 
Übersicht über die wichtigsten Varianten der Bayesschen Betrachtungsweise erhebt weder 
den Anspruch auf Vollständigkeit, noch lassen sich die angeführten Schulen Bayesscher 
Statistik in jedem Falle völlig scharf voneinander abgrenzen. 
(i) Für den ortliodoxe11 Bayesianer kann statistische Inferenz immer nur durch die 
Kombination von Vorkenntnissen mit empirischen Daten geleistet werden. Je 
präziser die subjektive Vorbewertung eruiert und als informative (nicht-neutrale) 
A-priori-Verteilung mathematisch formalisiert wird. desto besser die Analyse der 
Daten. [SAVAGC (1961, 1962); EowARDS et al. (1963); L1~DLEY (l982a, 1982b, 
1990); DEGROOT ( 1970).] 
(ii) Historisch gesehen (vgl. auch den übernächsten Abschnitt) sind die „o riginalen" 
Bayesianer diejenigen, welche den logisclie11 Bayesianismus vertreten. Dieser gebt 
aus von dem Grundsatz, daß die statistische Analyse wissenschaftlicher Daten 
strikte Neutralität des Auswerters voraussetzt. Es sind daher ausschließlich nicht-
informative A-priori-Vertei/1111ge11 zuzulassen (-+ gleiche Plausibilität für jeden 
logisch möglichen Wert des Populationsparameters). [BAYES (1763); LAPLACE 
(1812); JEFFREYS (1939/ l 96 t); JA YNF.S (1968) ; ZEI:„LNER ( 1971); Box & T tAO ( 1973).] 
(iii) Die Schule der Reform-Bayesianer zeichnet sich dadurch aus, daß ihre Vertreter 
empfehlen, jede Analyse mit mehreren, möglichst verschiedenartigen A-priori-
Verteilungen durchzuführen und die Ergebnisse nur zu akzeptieren, wenn die 
Schlußfolgerungen im wesentlichen dieselben bleiben. [GOOD (1965, 1983a, 1983b); 
DEMPSTER ( 1968, 1975, 1976); R UBIN (1971. 1977); HILL (1980a, 1980b); ßERGER 
( 1984, 1990).] 
(iv) ln der empirischen Bayesschen Inferenz wird die A-priori-Verteilung höchstens der 
Form nach im vorhinein festgelegt (z. B. a ls Normalverteilung mit unbekanntem 
Mittelwert und gleichfalls unbekannter Varianz). Die endgültige Spezifikation erfolgt 
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unter Benutzung der zu beurteilenden Daten. Technisch ausgedrückt bedeutet dies, 
daß man entweder die freien Parameter der Verteilungsklasse, die man a priori 
zulassen will, oder, im nichtparametrischen Fall, die A-priori-Verteilung als ganze 
aus den Daten zu schätzen versucht. [ROBBINS (1955, 1964, 1983); MARITZ (1970); 
MORRIS (1983a, 1983b).] 
(v) Noch weiter als in der empirischen Bayes-l nferenz entfernt man sich von der 
ursprünglichen Bayesschen Grundidee in der Vorgehensweise der frequentistischen 
Bayesianer, die man wohl zutreffender als Pseudo-Baycsianer bezeichnen sollte. Hier 
wird zwar die ßayessche Methodologie ausgiebig verwendet. Jedoch sind die 
Kriterien, nach denen die resultierenden Verfahren evaluiert werden, dieselben wie 
in der klassischen Statistik. [HODGES & LEHMANN ( 1952); El·RON & MORRIS ( 1971. 
1972): MARAZZl (1985).) 
4. Stärken und Schwächen des Bayesschen Ansatzes 
Was d ie ßayessche Grundauffassung von statistischer Inferenz in erster Linie attraktiv 
macht, ist die Tatsache, daß für den Sachwissenschaftler durchaus natiir/iche Fragen, die 
man vom klassischen Standpunkt a ls falsch gestell t und damit sinn los qualifizieren muß, 
eine direkte u11d nachvoflz iehbare Ant111ort finden. Bezogen auf unser Responsc-Raten-
Beispiel sind typische solche Fragen: 
Mit welcher Wahrscheinlichkeit liegt die wahre Response-Rate in der Population 
zwischen 52.5 und 67.5 Prozent, wenn unter /1 = 150 Patienten S„ = 90 Responder 
beobachtet wurden? 
Mit welcher Sicherheit kann das Ergebnis einer Response-Rate von 60% oder besser 
in einer künftigen Studie mit gleicher Fallzahl /1 = 150 reproduziert werden? 
Ein weiterer Vorteil liegt in der Tatsache, daß die Bayessche Analyse eines hoch komplexe11 
Versuchsplans vo111 gedanklichen Prinzip her genauso einfach ist wie diejenige einer 
Ein-Ar111-Studie 111it dichotomem Endpunkt. Nicht weniger bemerkenswert ist der hohe 
Grad an Flexibilität ßayesscher Methoden gegenüber Äi1derunge11 des statistischen 
Lielpara111eters: Während man bei klassischer Vorgehensweise praktisch von vorne 
beginnen muß, wenn man sich z. B. in einer vergleichenden Zwei-Arm-Studie mit 
dichotomem Endpunkt anstatt für die Odds-Ratio für die Differenz der Erfolgsraten 
01, 02 in der Population interessiert, läßt sich die A-posteriori-Dichte der letzteren aus 
der gemeinsamen A-posteriori-Verteilung beider Erfolgsraten genauso einfach berechnen 
wie diejenige von 01(1 - 02)/82 (1 - 81). 
Die ojfensic/11/ichste Schwäche der Bayesschen Betrachtungsweise ist natürlich das, was 
orl hodoxe Bayesianer als deren bedeutsamsten Vorzug erachten, nämlich daß die A-priori-
Verteilung, soil'eit sie nicht gemäß dem Neutralitätspostulat des logischen ßayesianismus 
gell'äli/t 1vird, subjektiver Herkunft ist. Falls aber doch eine nichtinformative Vorbewer-
tung durchgeführt werden soll , so sind die Schwierigkeiten, eine spezielle Festlegung der 
A-priori-Vertcilu ng zu begründen, damit kei neswegs aus der Welt geschafft: Nicht-
i1~(ormative Vorbewertungen können sich prinzipiel l a uf jede beliebige (umkehrbare) 
Funktion des Parametes ()beziehen (z.B. auf 1/() genauso gut wie auf 0 selbst) und sind 
infolgedessen strenggenommen nicht eindeutig bestimmt. 
Eine technische Schwierigkeit von beträchtlichen praktischen Konsequenzen liegt darin. 
daß Bayessche Analysen ko111plexer Versuchspläne typischerweise mit sehr hohem Reche11-
c11efi1·a11d verbunden sind. Effiziente Algorithmen, die es erlauben, die erforderlichen 
Integrationen in höherdimensionalen Räumen mit kontrollierbarer numerischer Ge-
nauigkeit auszuführen, sind in der statistischen Literatur erst nach 1980 beschrieben und 
untersucht worden [NAYLOR & S.MffH ( 1982); SMm1, SKENE, S11Aw, NA YLOR. and 
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DRANSflELD (1985); TIERNY & KADANE (1986); SMITH, SKENE, SHAW, and NAYLOR 
(1987); NAYLOR & SMITII (1988)]. Die Implementierung dieser Verfahren stellt aber hohe 
Anforderungen sowohl an die Vertrautheit des Anwenders mit numerischen und 
analytischen Techniken als auch an die verfügbaren Rechnerkapazitäten. Wesentliche 
Vereinfachungen ergeben sich, wenn man auf die exakte Kontrolle des numerischen 
Fehlers verzichtet und sich stattdessen geeigneter Monte-Carlo-Methoden bedient. 
Beachtliche Fortschritte in letzterer Richtung konnten in jüngster Zeit insbesondere auf 
der Basis einer speziellen iterativen, als Gibbs-Samplc r bezeich neten Monte-Carlo-
Prozedur erzielt werden [GELFAND & SMITH, 1990; GELl'ANO, H ILLS, RACINE-POON, a nd 
SMITH (1990)]. 
5. Zur Entstehungsgeschichte der Bayesschen Methodologie 
Als Ursprungsdatum der Bayesschen Grundauffassung von der Statistik hat das Jahr 
1763 zu gelten, wo es zur postumen Veröffentlichung eines „Essay towards solving a 
problem in the doctrine of chances" des Reverend Thomas ßAYES (1702-61) kam. In 
der Abhandlung wird nich t nur die Bayessche Forrnel angegeben, sondern vor allem das 
e rst in der neueren Literatur so genannte Bayessche Postulat formuliert. Dieses besagt, 
daß im Zustand der Unkenntnis a lle möglichen Werte des zu beurteilenden P arameters 
0 gleich zu gewichten sind . 
Weitergehende Verbreitung fanden Bayessche Schlußweisen mi t gleichmäßigen A-priori-
Verteilungen erst, nachdem im Jahre 1812 die „Theorie Analytique des P robabilites" 
des Pierre Simon de LAPLACE erschienen war. Für Laplace war Wahrscheinlichkeitstheo-
rie überhaupt in erster Linie Analyse von diskreten und stetigen Gleichverteilungen. 
Noch in der zweiten Hälfte des vorigen Jahrhunderts setzten sich mehrere bedeutende 
Denker (u. a. George Boou:: und JOHN VENN) kritisch mit dem Bayesschen Postulat 
auseinander. Wieder aufgenommen und wesentlich weitergeführt wurde die Kritik an 
den logischen Unzulänglichkeiten in den herkömmlichen Begründungen für die Forde-
rung nach einfachen gleichmäßigen Vorbewertungen nic ht zuletzt durch R. A. F1SHER, 
den Begründer der klassischen statistischen Inferenz im heutigen Sinne. Die Einsicht in 
die Unhaltbarkeit des naiven Bayesscben Post ulats brachte die Bayessche Betrachtungs-
weise als ganze auf Jahrzehnte hinaus in Mißkredit. Ein Anlaß, diese Einschätzung 
mindestens partiell zu revidieren, ergab sich erst nach Erscheinen der „Theory of 
Probabilty" von Harold JEFl'REYS im Jahre 1939, wo das einfache Bayessche Postulat 
durch eine eigene mathematische Theorie nichtinformativer A-priori-Verteilungen ersetzt 
wird. Ihr zufolge existiert für jedes lnferenz-Problem eine spezifische A-priori-Verteilung, 
welche „völlige Abwesenheit von Vorwissen" beschreibt. Diese soll eindeutig bestimmt 
sein durch die folgende sehr einfache Berechnungsvorschrift für die Dichtefunktion: 
n(O) ex: J/i(8), mit I (e) als der sog. Fisher-Information der Verteilung der Daten gegeben 
e als wahren Wert des statistischen Zielparameters. 
1954 legt L. J. SA VAGE eine axiomatische Theorie subjektiver Entscheidungen vor. Diese 
geht von dem Grundgedanken aus, daß subjektive Wahrschei nl ichkeiten operational 
erfaßt werden können durch Analyse von Einsätzen in fiktiven Wetten. 
1965-75 erscheinen die ersten umfassenden Lehrbücher über Bayessche Methodologie, 
die sich auf mathematische Techniken und konkrete Analysen realer Daten konzentrieren 
[LlNDLEY (1965); ZELLNER (1971); Box & TIAO (1973)]. 
In den Jahren 1966- 79 wurden Bayes-Ansätze in die Methodologie klinischer Studien 
eingeführt. Die entscheidenden Impulse hierzu gingen aus von einer Gruppe namhafter 
Biostatistiker (um J. CORNFIELD) der National Institutes of Health und anderer, im 
Großraum Washington D.C. angesiedelter akademischer Institutionen. 
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6. Bayessche Methoden in der heutigen Medizinischen Statistik 
6.1 Auswertung von Studien mit sehr vielen Zielkriterien unter Berücksichtigung 
von Abhängigkeiten zwischen den Zielvariablen 
Die für klassische Tests und Konfidenzprozeduren entwickelten Verfahren der Adju-
stierung des Signifikanz- bzw. Konfidenzniveaus lassen zumeist beliebige Abhängigkeiten 
zwischen den gleichzeitig zu beurteilenden Statistiken zu. Sie werden daher in Fällen, 
wo über die Form dieser Abhängigkeiten hinlänglich präzise Vorkenntnisse existieren, 
oft unnötig konservative Ergebnisse liefern. Als eine erfolgversprechende Möglichkeit zur 
Lösung derartiger Probleme haben sieb empirische Bayes-Verfahren erwiesen. 
Interessante Anwendungsmöglichkeiten für solche empirischen Bayes-Ansätze für Pro-
bleme mit reduzierbarer Multiplizität der zu beurteilenden Parameter ergeben sich u. a. 
auf folgenden Gebieten: 
Analyse von unvollständig beobachteten Verlaufskurven mit interindividuell variie-
render Form (z.B. Geraden mit verschiedenen Steigungen) [Hu1 & ßERGER (1983)]. 
Cancer Mortality Mapping bei weitgehender Regionalisierung und damit geringer 
statistischer Verläßlichkeit der beobachteten l nzidenzra ten [CLA YTON & KALDOR 
(1987)]. 
Kanzerogenitätsprüfungen mit simultaner Berücksichtigung ei ner Vielzahl von T u-
morlokalisationen [MENG & DEMPSTER (1987)]. 
6.2 Abbruchregeln für klinische Studien mit sequentieller Rekrutierung 
ßayes-Verfahren, die verwendet werden, um in Zwischenauswertungen derartiger Studien 
zu entscheiden, inwieweit die bis dahin gewonnenen Daten bereits hinlänglich starke 
Evidenz für oder gegen die Arbeitshypothese enthalten. sind in der Regel „echte'· 
Bayes-Prozeduren mit vollständiger Spezifikation einer A-priori-Vcrteilung. Diese wird 
eventuell sogar mittels spezieller graphischer ,.Elicitation"-Tech niken aus den Vorein-
schätzungen der beteiligten Kliniker rekonstruiert [CHALONER & OUNCAN ( 1983); FREED-
MAN & SPIEGELHAL TER ( 1983)]. 
Am weitesten entfernt man sich bei der Handhabung des Zwischenauswertungs-Problems 
von der klassischen Vorgehensweise, wenn man eine frequentistische Grundprinzipien 
erfüllende Abbruchregel gar nicht erst formuliert, sondern allein die A-posteriori-
Wahrscheinlichkeit eines als klinisch relevant eingestuften EITekts der Testbehandlung 
als Beurteilungsk riterium heranzieht. Wird diese genügend groß (z. 8. ~ 95%), ent-
scheidet man sich gegen die Rekrutierung weiterer Patienten und erklärt den Nachweis 
der Wirksamkeit der zu prüfenden Behandlung für erbracht. 
Ein anderer, von SP1EGELHAL TER, FREEDMAN und BLACKBURN ( 1986) vorgeschlagener 
Ansatz ist zugeschnitten auf die Zwischenauswertung von Studien, deren Protokoll einen 
herkömm lichen Signifikanztest mit der angestrebten Gesamtfallzah l vorsieht. Der 
vorzeitige Abbruch der Studie wird empfohlen, wenn bei der Zwischenauswertung eine 
genügend hohe A-posteriori-Wahrscheinlichkeit (d a hier Verteilungen bisher nicht 
beobachteter Variablen eingehen, spricht man auch von einer „ prädiktiven Wahr-
schei nlichkeit") für das Erreichen eines signifikanten Endergebnisses ermi ttelt wird. 
6.3 Planung und Auswertung von Dosisfindungs-Studien (Phase-1-Studien) 
Klinische Arzneimittelstudien der Phase I, in denen jede Dosisstufc nur an 2 oder 3 
Probanden bzw. Patienten getestet wird, sind durchaus keine Seltenheit. Andererseits 
hat jedes neu entwickelte Medikament eine lange Sequenz präklinischer, vor allem also 
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tierexperimenteJJer Prüfungen durchlaufen, so daß es naheliegt, bei der Analyse der ersten 
Humanversuchs-Ergebnisse diese tierexperimentellen Daten als Vorinformationen im 
Baycsschen Sinne zu verwerten. Die hierfür vorgeschlagenen Prozeduren sind gleichfalls 
„genuine". d. h. nichtempirische Baycs-Verfahrcn, z. B. mit scharfgipfliger A-priori-
Verteilung für die Rate toxischer Reaktionen auf die Anfangsdosis und nichtinformativer 
Prior für die maximale tolcrierbare Dosis (MTD) [GATSONIS & GREENHOUSE (1992)). 
6.4 Berechnung der Reproduzierbarkeits-Chance einer Studie 
mit signifikantem Ergebnis 
Die Frage nach der Wahrscheinlichkeit dafür, daß ein signifikantes Ergebnis eines 
herkömmlichen Tests in einer Replikation der Studie mit neuen, unabhängigen Daten 
reproduziert werden könnte, ergibt im Rahmen der klassischen Inferenz keinen Sinn. 
Die Wahrscheinlichkeit, nach der man hier fragt, hängt nämlich von dem zu beurteilenden 
Populationsparameter ab, so daß es sich nicht um eine einzelne Zahl. sondern um eine 
Funktion handelt, die zumeist jeden Wert zwischen dem Signifikanzniveau a und 100% 
annehmen kann (eben die sog. Gütefunktion des Tests). 
Die Bayessche Antwort auf die Frage nach der Rcproduzierbarkeits-Chance eines 
positiven Testergebnisses ist dagegen denkbar einfach und direkt : Man berechnet d ie 
prädik tive Wahrscheinl ichkeit eines auf demselben Niveau signifikanten Resultats in 
einer unabhängigen Wiederholungsstudie mit identischen Stichprobenumfängen. Dies 
geschieht durch Miltelung der Gütefunktion im klassischen Sinne bezüglich der aus der 
aktuellen Studie erhaltenen A-posteriori-Verteilung des Zielparameters [S. N. GOODMAN 
(1992)]. 
6.5 Individuelles Monitoring von Patientenverläufen 
mit stark verrauschten Zeitreihen 
Das Problem besteht hier in der Unterscheidung zwischen biologisch irrelevanten 
F luktuationen im Rahmen der inhärenten Instabi lität der Meßgröße und echten 
Trend-Wenden, die auf einen womöglich bedrohl ichen Wiederanstieg bzw. -abfall des 
wahren unverrauschten Verlaufs hindeuten. Besonders ausführlich ist die Fragestellung 
mit Bayesschen Methoden am Beispiel der Serum-Krcatinin-Profile von Transplantat-
nicren-Empfängern behandelt worden. Als statistisches „ Warn-Kriterium"' ist dabei die 
A-posteriori-Wahrscheinlichkeit dafür vorgeschlagen worden, daß das beobachtete Profil 
einem Verlaufstyp entspricht, der durch einen nach oben weisenden .. Knick" an der 
Stelle des vorangehenden Kontrolltermins gekennzeichnet ist [K. GORDON (1986)). 
7. Beispiele für Bayessche Analysen der Daten einer Zwei-Arm-Studie 
mit dichotomer Response-Variable 
Um zu illustrieren, wie man mit Bayesschen Methoden der Inferenz in einer konkreten 
Situation arbeitet, betrachten wir diesmal den Fall einer vergleichenden Studie mit zwei 
unabhängigen Gruppen von je 100 Patienten, die eine zu prüfende neuartige Behandlung 
A (Gruppe 1) bzw. eine Referenzbehandlung B (Gruppe 2) erhalten haben. In Gruppe 1 
mögen 70, in Gruppe 2 hingegen nur 50 Responder beobachtet worden sein. Die wahren 
Response-Raten in den zugrundeliegenden Populationen wollen wir als 0 1 (für die 
Testbehandlung A) bzw. 02 (für die Referenzbehandlung B) bezeichnen, die Differenz 
0 1 - 02 also, den Quotienten 01/02 als g. 
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Abbildung 3: A-posteriori-Dichte für die Differenz der Response-Rate:i in Zwei-Arm-Studie mit je 
100 Ptn. und 70 bzw. SO Respondem in Gr. 1 bzw. Or. 2. (Nichtinforrnati vc gemeinsame A-priori-
Yerllg. von theta l und theta2) 
7.1 Analysen mit der Differenz o der Response-Raten als Zielparameter 
Nach der Jeffreysscben Regel für die Festlegung nichtinformativer A-priori-Vcrteilungen 
haben wir 0 1 und 02 im „Zustand des Nichtwissens" als unabhängige Zufallsvariablen 
zu betrachten, beide mit derselben Dichte n(B) oc l / VO(J - 0) (-+ Belaverteilung mit 
beiden Parametern gleich 1/ 2). Abbildung 3 zeigt die zugehörige A-posteriori-Dichte der 
Differenz {> zwischen der wahren Response-Rate für die Test- und derjenigen für die 
Referenzbehandlung. Die Kurve hat wiederum eine ausgesprochen reguläre Form, indem 
sie fast symmetrisch und streng eingipflig ist. 
(a) ßayesscher Punktschät=er für f>. Jn Anbetracht der fast perfekten Symmetrie der 
/\-posteriori-Verteilung macht es hier bis auf vernachlässigbare Abweichungen keinen 
Unterschied, ob wir den Mittelwert, den Median oder den Modus als Lagemaß 
verwenden. Der Modus, welcher in der Terminologie der Bayesschen Inferenz als 
„wahrscheinlichster Wert" des Parameters bezeichnet wird, berechnet sich zu 
/j = 0.1998 und ist somit praktisch identisch mit der Differenz der in den Stichproben 
beobachteten Response-Raten 70/ 100 und 50/ 100. 
(b) „95% -glaubwürdiges Intervall". Ein solches lntervall läßt sich als Bayessches Pendant 
zum klassischen 95%-Konfidenzintervall auffassen. Als einfachste und letztlich auch 
statist isch sinnvollste Art, es zu berechnen, bietet sich an, den unteren und den oberen 
2.5-Prozentpunkt der A-posteriori-Yerteilung zu bestimmen und diese Werte als die 
Grenzen des gesuchten Intervalls festzulegen. 4 > Den in Abbildung 3 fe in gestrichelten 
Linien entsprechen die exakten Werte /j = 0.065 (links) und {> = 0.328 (rechts), so 
daß wir (0.065, 0.328) als das gesuchte 95%-glaubwürdige Intervall für die Ver-
besserung der wahren Response-Rate unter der neuen Behandlung A erhalten. 
" rür ein i.o konstrmen es glaubwürdiges Intervall ist in der cnglischsprach1gen l.lleratur [siehe z. B LEllMANN (1986. p. 229)) die 
lleze1chnung . Equal Tails lnierval„ üblich. Häufig wird stau desscn eine „Highcst Posterior Dcnsity" (H PO) Region angegeben. 
die Jedoch nicht notwendig die Gestalt eines Intervalls hat. 
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(c) Bayessches Analogon eines Tests zum 5%_-Niveau der Nullhypothese() ~ 0.075. Wenn 
wir in einem Bayesschen Ansatz prüfen wollen, ob die Verbesserung der wahren 
Response-Rate, die sich mit der Testbehandlung gegenüber der Referenzbehandlung 
erreichen läßt, 7.5% übersteigt oder nicht. bietet sich das folgende Entscheidungs-
kriterium an 51: 
P[ü > 0.0751X = 70, Y = 50) ~ 95% ? (2) 
Die Berechnung der Fläche unter der Kurve aus Abbildung 3 rechts von () = 0.075 
(-> grob gestrichelte Linie) liefert den Wert 96.49%, so daß wir im Sinne dieses 
Kriteriums zugunsten der Alternativhypothese() > 0.075 zu entscheiden haben. Da 
im allgemeinen nicht gesichert ist, daß hierbei im Sinne der klassischen Statistik 
auch das Signifikanzniveau a = 5% eingehalten wird, ist die Ähnlichkeit einer solchen 
Bayes-Prozedur mit einem Test grundsätzlich nur eine vage Analogie. 
(d) Beurteilung der beobachteten Response-Raten 70 100, 50/ 100 als Zwischenauswertung 
einer Studie mit Gesamtfallzahl 150 pro Gruppe. Die im Protokoll vorgesehene 
Endauswertung möge in einem herkömmlichen Test der Nullhypothese bestehen, 
daß die Testbehandlung bezüglich der wahren Response-Rate um höchstens 7.5% 
besser ist als die Referenzbehandlung (ö ~ 0.075). Als Abbruchkriterium wird die 
prädiktive Wahrscheinlichkeit eines signifikanten Ergebnisses im abschließenden 
Test mit allen gegebenenfalls noch zu rekrutierenden Patienten (i. e. 50 weiteren für 
jede Gruppe) herangezogen. Die Berechnung dieser Wahrscheinlichkeit liefert mit 
P[Gesamttest wird signifikantlX 100 = 70, Y100 = 50) = 0.8003 
einen Wert, der deutlich unter der oft benutzten 95%-Schranke liegt, so daß man 
sich hier gegen einen vorzeitigen Abbruch der Studie zu entscheiden hätte. 
(e) Beurteilung der Reproduzierbarkeit der vorliegenden Studie. Wenn wir mit den 
beobachteten Responder-Häuligkeiten von x = 70 und y = 50 einen konventionellen 
(asymptotischen) Signifikanztest der Nullhypothese() s 0.075 durchführen, erhalten 
wir einen p-Wert von 
1 - cJ>[(0.70 - 0.50 - 0.075)/j/(0.30. 0.70 + 0.502)/100) 
= 1 - <P(l .8430) = 3.27% . 
Demgegenüber berechnet sich die prädiktive Wahrscheinlichkeit eines weiteren auf 
dem 5%-Niveau signifikanten Ergebnisses des Tests von H 0 : () ~ 0.075 in einer 
künftigen Replikation der Studie zu 
?[Ablehnung von H0 in Wiederh.-StudielX = 70, Y = 50) = 0.5587. 
Die Reproduzierbarkeits-Chance ist somit trotz des recht kleinen p-Wertes als nur 
mäßig hoch einzustufen. 
7.2 Analysen mit dem Quotienten rJ der Response-Raten als Zielparameter 
Behalten wir die im Abschnitt 7.1 erklärte Festlegung einer gemeinsamen nichtinforma-
tiven A-posteriori-Verteilung der behandlungsspezifischen Populations-Response-Raten 
01 und 02 bei, ergibt sich als A-posteriori-Verteilung des Quotienten e = 01/02 die in 
Abbildung 4 dargestellte Dichtefunktion. Sie ist immer noch streng unimodal, aber 
deutlich rechtsschief. 
" H1nwe1s zur No1a1ion: Im folgenden bc1e1chncn bedingte Walirsche1nlichke1ten von Ereignissen, die sich explizit oder (wie m (d)] 
1mplint aur unbekannte Pammctcr bc-1iehen. Ba>essche A-posteriori-Eviden1gmde. 
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Abbildung 4: A-posteriori-Diehte rür die Differenz der Response-Raten in Zwei-Arm-Studie mit je 
100 Pin. und 70 bzw. 50 Respondem in Gr. 1 bzw. G r. 2. (Niehtinformative gemeinsame A-priori-
Vertlg. von theta 1 und theta2) 
Als „wahrscheinlichsten" Wert von Q finden wir durch Maximierung dieser A-posteriori-
Dichte die Zahl § = 1.371, die vom klassischen Maximum-likelihood-Schätzer 0.70/0.50 
= 1.40 stärker abweicht als der im Abschnitt 7.1 berechnete Bayessche Punktschätzer 
vom Maximum-likelihood-Schätzer für den Differenzparameter f>. Das 95%-glaubwürdi-
ge Intervall mit dem 2.5- und dem 97.5-Prozentpunkt der A-posteriori-Verteilung als 
Grenzen bestimmt sieb in exakter Rechnung zu dem Bereich 1.113 < Q < 1.783. Ein 
Bayesscher Test der Nullhypothese H 0 : Q ~ 1.10 zum A-posteriori-„Niveau" 5% führt 
zu einer Entscheidung zugunsten der Alternativhypothese, da wir linden, daß 
P[u > l.lOIX = 70, Y = 50] = 0.9806 > 95%. 
8. Einige Grundregeln für den Umgang mit Bayes-Verfahren 
Zur Ergebnisdarstellung gehören genaue Angaben iiher die verwendete A-priori-
Verteil1111g, es sei denn, die Fallzahlen sind so groß, daß die Likclihood jede 
vernünftigerweise in Betracht zu ziehende A-priori-Dichtc in dem Sinne dominiert, 
daß sie auf einen Bereich von sehr kleiner A-priori-Wahrscbeinlichkeit konzentriert ist. 
Unbedingt zu vermeiden ist die immer noch verbreitete Praxis, Aussagen iiber Bayessche 
A-posteriori-Wahrscheinlichkeiten verbal genauso zu formulieren 1Vie Wahrscheinlich-
keits-Aussagen mit „normaler" Häufigkeits-!11terpretatio11. 
Wenn man Bayes-Ve1fahre11 zur technischen Vereinfachung als Ersatz jlir klassische 
Methode11 der Inferenz verwendet, soUtcn bevorzugt 11ichti11formative A-priori-Vertei-
h111ge11 Verwendung linden.6> 
•
1 Begründung; Oie Li1er.11ur enchiil1 schon seil längerem eine beachlliche Vielfall in1ere>San1er Re;uhule über die Koinzidenz von 
ß>l)C''>thCn mll kla'l">Chcn Lösungen für ein und dasselbe Problem $1ali,ti<eher 1nrercn1 Alle diese Resuha1e bcL1Chcn sich aur 
ßa)C>· Verfährcn, denen nich1infonna1ive tuneigen1liche) A-priori-Verteilungcn zugrunde liegen. [f. ur eine Obersichl siehe BLRGLR 
( 1985. Ch 6).] 
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Das Arbeiten mit i11formatio11sreichen subjektiven Vorbewertungen scheint für einige 
spezielle Bereiche durclwus il1fereSS(lllt. Nach der in Abschnitt 6 referierten Literatur 
zur Baycsschen Inferenz in der Medizin trilTt dies insbesondere zu für die Problematik 
der Abbruchentscheidungen ln klinischen Stud ien mit sequentieller Patientenrekrutie-
rung sowie das Monitoring von individuellen kl inischen Verläufen. 
9. Abschließende Bemerkungen 
zur Diskussion um die Bayessche Philosophie der Statistik 
Für ein korrektes Verständnis des Bayesschcn Zugangs zur statistischen 1 nfcrenz ist es 
wesentlich, sich klarzumachcn, das Bayes-Ve1falmm w1ter nwthematisc/1e11 Gesichts-
punkten beurteil t keinesfalls weniger exakt sind als klassische M ethoden der Inferenz. 
Der Unterschied liegt allein auf der Ebene der in!taltlic!ten Interpretation von Wahr-
schei11/ic/1keite11: Für den Bayesianer sind Wahrscheinlichkeiten subjektive Plausibilitäts-
grade („Dcgrees of belier"). für den klassischen Statistiker relative Häufigkeiten von 
beobachtbaren Ereignissen „in the long run". Nur so wird erklärlich, daß die bis beute 
andauernde Kontroverse um die Bayessche Grundauffassung von der Statistik we-
sentliche Züge eines Weltanschauungsstreits trägt. Wer sich einen lebendigen Eindruck 
von der ungebrochenen Heftigkeit dieser Diskussion machen möchte, dem sei die Lektüre 
der Kommentare zu L1NDLl3Y (1990] empfohlen, wo man sich wechselseit ig vorwirft, 
argumentative „ Kreuzzüge zu r Befreiung des heiligen Landes der Statistik von den 
Ungläubigen" zu führen. 
So bemerkenswert es ist. daß es in einer vom methodischen Vorgehen her ausschließlich 
an Kriterien der mathematischen Exaktheit orientierten Wissenschaft eine solche Ebene 
der Argumentation überhaupt gibt, so weinig besteht für einen Medizinischen Statistiker 
unserer Tage Anlaß, sich von dem Weltanschauungsstreit um den Bayessehen Standpunkt 
wirkJ ich tangieren zu lassen. In weiten Bereichen, wo für ein und dasselbe Problem 
sowohl k lassische als auch Bayessche Lösungen verfügbar sind, hat sich immer wieder 
eine bemerkenswerte qualitative Übereinstimmung in den Ergebnissen beider Arten der 
Inferenz gezeigt, es sei denn, Baycs-Verfahren werden auf sehr kleine Stichproben unter 
Verwendung scharfgipfüger A-priori-Verteilung angewandt. Danach gibt es nicht allzu 
viele ernstzunehmende Gründe, die einen davon abhalten sollten, auf Bayessche 
Methoden auch in jenen Fällen zurückzugreifen, wo ein Vergleich mit klassischen 
Verfahren ganz einfach deswegen ausscheidet, weil die betreffenden Probleme sich im 
klassischen Rahmen noch nicht einmal als F ragen formulieren, geschweige denn einer 
vernünftigen Lösung zuführen lassen. 
Obwohl Bayessche Inferenz und Bayessche Entscheidungstheorie innerha lb der statisti-
schen Forschung eine bedeutende Rolle spielen, dominiert im Statistik-Unterricht auch 
heutzutage unangefochten die Beschäftigung mit klassischen Methoden. Solange dieses 
Ausbildungsdefizit besteht, braucht es nicht zu verwundern, wenn auch in der medizi-
nischen Forschung Bayessche Analysen substanzwissenschaftlich relevanter Daten immer 
noch die Ausnahme sind. 
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Zusammenfassung 
Die Stabilitätsvarian= ist ein Maß =ur Erfassung der phänotypisclten Stabilität von 
Kulturpjla11=e11ge1101ypen in mehrorcigen Prüfungen. Dieser Artikel vergleicht drei ver-
schiedene Tests :wm paarweisen Vergleich der Stabilitätsvarian= =weier Genotypen. Zur 
Ausll'ahl des Tesrs mit der höchsten eni·arteten Mächtigkeit ( power) ll'ird ein einfaches 
Verfahren vorgeschlagen. 
Summary 
111e stability variance is a measure to assess the phenotypic stability of crop genotypes in 
multilocation tria/s. 111is paper compares three different tests for painvise comparisons of 
the stabilit y variance of two genotypes. A simple procedure is suggested for choosing the 
test that may be expected lo have best power in a give11 data sei. 
1. lntroductlon 
Multilocation trials play an important role in plant breeding programmcs andin oITicial 
crop cultivar rcgistration. In the analysis of such trials it may bc o f intercst to assess 
the phenotypic stability of yields of the tested genotypcs. Tbc stability varia nce vf 
suggestcd by SHUKLA (l972a) is an important measurc of phcnotypic stability. For a 
meaningful interpretation of stabiJity estimates, statistical significancc testing is desirable. 
Procedurcs applicable for testing the homogeneity of stability variances wcre proposed 
by J OHNSON ( 1962), HAN ( 1969), SHUKLA {1972b, 1982), JAECll (1976 and 1985), 
ANSCO~IBE ( 1981 : 345- 348), BRINDLEY & BRADLEY ( 1985), a nd M UDliOLKAR & SARKAR 
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(1992). lf based on these tests the null hypothesis of homogeneity of variances af is 
rejected, one may be interested in comparisons among individual gcnotypes. Tests for 
this problcm were given by JOHNSON (1962), MALONEY & RASTOGI (1970), and SHUKLA 
(L972b). In what follows, lhe powcrs of lhese tests will be examioed to give suggestions 
for practical applications. 
2. Model and stability statistics 
The analysis of phenotypic stability can be based on a two-way mixed model of Lhe form 
Xtjm = µ + IX; + ß1 1 <Xßij + eijm, 
where x11,,, is lhe 111-th replicatc (m = 1, ... , L) of lhe phenotypic valuc of genotype i 
(i = 1, ... , K) in cnvironmenl j U = l, ... , N), a.; is Lhe lixed elfect of gcnolype i, ß1 is the 
random clTcct of environmenl j, a.ß11 is tbe random intcraclion elTect of genotype i and 
environmcntj, and e;1m is the experimental error associated with x 11m. lt is assumed that 
all random cffccts are uncorrelated and normally distributed with zero mcan. StabiJity 
statistics are usually based on means, for which the model is 
Xij = µ + IX; + ßj + VI}• ( l) 
where xii = 'E111xu11JL and vu = a.ßu + E111eu1JL. Note that with tbe means model it is 
no longer possible to distinguish between gcnotype-environmental interaction and 
error. 
A geootype is regarded as stable, if it has a small variaoce of the elTects v11, i.e. a small 
' ·stabilily variance". This term for <Jf = Var (vu) was coined by SHUKLA (1972a). If we 
assume Lbal all genotypes bave a common error variancc <J; = Var {e11„,), stability dilfer-
ences rcsult merely from diffcrcnces of a genotype's interaction variancc Of = Var (a.ß,J 
The stabil ity variance can then be expressed as <Jf = Of + <J;/L. 
A measure of the variability of v1/s is WRICKE's ( 1965) ecovalence W;: 
W; = Eßi 
with 
VI} = X;j - Xi. - i.1 + X .. ' 
where i 1., i.1 and x .. are, respcctiveJy, lhe marginal mcans o f genotypc i and cnvironmentj, 
and the ovcrall mean. One cou ld cstimate af by W;/(N - J), bu t Lhis is not an unbiased 
estimator of <Jf as was poinled out by JOHNSON (1962). SHUKLA (1972a) proposed an 
unbiased estimator of af, which is a MINQUE (Minimum Norm Quadratic Unbiased 
Estimator). ll has minimum avcrage variance among all possible unbiased quadratic 
eslimators of uf given a symmelrical a priori distribution or af (RAo, 1970). SHUKLA's 
estimator is giveo by 
af = {K(K - l) W; - E1W;}/(K - 1) (K - 2) (N - l). (2) 
lt results in thc same ranking of genotypes as WRICKE's ecovalence (LIN, BINNS & 
LEVKOVITCll, 1986). 
3. Tests for comparison of stability variances 
The following tests were designcd for testing thc hypolheses 
l-I 0 : <Jf = u1- ; H 1 : <Jf =l= <J~ ; i =l= i' ; i, i' = 1, 2, ... , K . 
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S11UKLA's (1972b) lest (hencefortb refered to as S-test) for comparing two genotypes is 
based on linear contrasts 
zlj = (xii - X;·)li/2 and z2i = (xii + X;·1 - 2.i(l, - 2 )})/j/6, 
where 
,f(K -2)j = L X;-i(K - 2). 
,„*;~;· 
lt can be shown that 
Var (z li) = ( <Jf + qf.)/2 , 
Var (z2i) = {<lt + <Jf. + 4ä~_J(K - 2)}/6, 
and 
Cov (z U> z2i) = (<Jf - <Jf.)J02, 
with 
a~ -2 = I <JF./(K - 2) . ;--_..,._,, 
(3) 
(4) 
(5) 
Under thc null hypothesis of equal variances <Jf and <Jf,, thc correlation of z1i and z2i 
is zcro. Thc null hypothesis may thus be tested with lhc sample correlation coefficient r= 
by noting lhat r=(l - r;) - 1' 2 (N - 2) 1' 2 is distributed as t with N - 2 degrees of 
freedom. 
The lest by MALONEY & RASTOGI (1970) (henccforth refcred to as MR-test) is constructed 
in a similar fashion. lt is originally due to PTTMAN ( 1939) and MORGAN ( 1939) [see also 
K1NSELLA ( l 986)]. Under the null hypothesis the correlation of sums (s1 = xiJ + x;) 
and differcnces (di = xiJ - x;.) ofthe observations of genotype i and i' is zero. We have 
Var (di) = <Jf + <Jf,; Var (s) = <Jf + <JF + 4<J;, 
where 
<J~ = Var (ßi); 
and 
Cov (s1, d) = <Jf - af.. 
The sample correlation r.4 of s1 and d1 is tested as above: undcr H 0 , L.d = rsdll - r;4i- 1' 2 
x (N - 2) 112 is distributed as t with N - 2 degrees of frecdom. A computationally more 
convcnicnt form of tsd was given earlier by WALKER & LEv (1953): 
t = (sf - sf.) V (N - 2) 
•d V{ 2 2 2} , 2 S; S;· - (sw) 
whcrc Sf, sf., and sw denote the sample variances and covarianccs of x;1 and X;·1. 
Jo11NSON's (1962) lest (henceforth refered to as tbe J-test) uses the rat io J = WJW; .. 
Undcr H 0 lhis rat io is approximately distributed as central F with v', v' degrees of free-
dom, where v' = (v - 2p2)/(1 - p2 ), v = N - 1, p = - (2R - l) [(K - 2) R + 1i- 1, 
R = <Jf / <J 2 = <Jf./<J2 , and <J 2 = 'L,<J'f /K. JOHNSON also gives the exact distribution of J. 
If R is close to unity and K is large, p is numcrically small, and there will probably be 
little error in using tbe naive approximation taking v' = v = N 1. The problem in 
practice, however, is that R is usually unknown, and p cannot be properly dctermined. 
On the global null hypothesis we may take p = - (K - 1) 1 (JOHNSON, 1962). But this 
is of little use, since we are interested in individual comparisons only if the global null 
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hypotbesis was rejectcd. If we take v' = v, the error is largest when R ~ 1, i.e. when the 
two stability variances tobe compared are mucb smaller than the mean of au variances. 
and in stability analysis this comparison is usually the most interesting one. 
Because of the ambiguity in detcrmining the degrees of freedom for the 1-test, we will 
considcr a Jower bound on the degrees offreedom v'. lt can be shown tbat p2 is contained 
in the interval (0, L), and that v' is a strictly monotonically increasing function of p2 on 
this interval. The minimum possible value of p2 is zero, so v' will assume a minimum 
for p2 = 0, in which casc v' = v = N - 1. The F-test bascd on (N - 1, N - 1) degrccs 
of freedom will tend to bc conscrvative. This test will bc denoted as the .J<"test, wherc c 
stands for "conservative". 
4. Power 
The power of the S-test depends on the values of uf and uf in relation to u2• The smallcr 
uf and uf are in relation to u2, thc smaller is the power. This is directly seen from Eq. (4): 
Kceping af and uf. constant while increasing u2 , Var (z21) grows and thus the squared 
population value of the correlation of zti and z21 [{Cov (z,1, z21)}2/ {Var (z,1) Var (z21)}] 
dccreases. This in turn d iminishes the power of the S-tcst. 
lt can be shown that J and r : are algebraically cJosely rclated. Some manipula tion shows 
that r, can be exprcsscd as (see Appendix) 
„= = (W; _ W;.) { (W; + W;.)2 _ 4c 2}-112 (6) 
where 
G = Eß;ßi'J· 
We note in passing that Eq. (6) is computationally simpler than the usual formula for 
the regression coefficicnt, if one has already computcd the ecovalences W; (and con-
sequently also the v;/s), which is often the case. 
Now consider the J c" test. Without loss of generality it could bc conducted with a onc 
to one transform of J, c.g. 
H = (J - 1)/(J + 1) = (W; - W;.) {(W; + Wj.)2} - 1' 2 , (7) 
where the critical values of H are obtained by an cqu ivalent transformation of the 
pcrccntage points of 1. Let 1 1 - a./2 and Ja.12 denote the upper and lower o:/ 2-percentage 
points of J. The corresponding percentage points of H then become 
Hi - a. ·z = (J 1 - a. •2 - 1)/ (J i-a. '2 + 1) and Ha.12 = (Ja.12 - l)/ (J„ .2 + 1). 
By noting that J i -a.i2 = l/J a. ·2 (JOHNSON, 1962) we find 
Hi -a.12 = (1 / J,,.12 - l)/ {l/ Ja.12 + 1) = (l - 1,,.12)/(l + 1„12) = - H„12 • 
Hence, under H 0 : uf = uf both „= and H a re distributcd symmetrically about zero. Note 
the simila ri ty of the formulas for "= a nd H in Eqs. (6) and (7). r. differs from H only by 
the addit ional term 4G2 under the square root in the dcnominator. The values of 1·. 
and H will be numerically quite similar, provided that W; and Mtl· are not very small rela-
tive to G. One finds that lr.I ~ IHI. 
A test of r. is usually based on the result thal under H 0, r.(1 - r;) - 112 (N - 2)1' 2 is 
distributed as central t with N - 2 degrees of freedom (see above). An equivalent lest 
can be done using the statistic F= = (1 + r:)/ (1 - '=), which under H 0 is distributed as 
central F with (N - 2, N - 2) degrees of freedom (K YMN, 1968). l nterestingly, J is 
rather similar to F=. It is easy to see, that F= ~ J ifJ ~ 1 a nd F. ~ J if J ~ 1. Specifically, 
F= = J if G = 0. Now let F012 and F 1 _„12 denote the critical upper and lower quantiles 
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of the F distribution with (N - 2, N - 2) degrccs of frcedom. Wc obscrve that if F= is 
inside the interval [F~12, F 1 _"'2], tben so is J. Thcrcforc wc cou ld rcplacc F= by J. Since 
the lest based on F= is exact, a test of J against the F distribution with (N - 2, N - 2) 
degrees of.freedom will have a size smaller or equal to thc nominal a. Moreover, such 
a tcst will havc smaller power than the test based on "=· The J ,-tcst compares J against 
thc F distribution witb (N - 1. N - 1) degrees of frccdom, which is cxpectcd to give 
a somewhat closer approximation to the nominal et. 
To compare the powers of the J,-test and the S-test, approximations of the non-null 
distribution of the underlying statistics were used. The non-null distribution of '= may 
bc approximated by the method given by KONlSHI (1978; cited in Kt:NOALL & STUART 
1987: 533). The approximation is accurate within 0.001 for N ~ 11 and correlations 
smallcr than 0.9. The power of the J c-test may be evaluatcd using the fact that WJW;. 
is distributed as (JOHNSON, 1962) 
(K - 2) R. + 1 1 
X F 
(K - 2) Ri' + l 
wi th v', v' degrees of freedom, where 
R1 = <11/<12' v' = (v-2p2)/ (l - p2), V= N - J ' 
a nd 
2 [R1 + R1• - 1] 2 p = ~~~~~~~~~~~~~ 
[(K - 2) R1 + l][(K - 2) R1• + l] 
The powers of botb tests depend on tbe values of <lf and <lfo in rclation to q 2 (JOHNSON 
1962, S11UKLA 1972b). For various values of N and K common in practical applications, 
we computed the power for <12 = 15 and all possible combinations of <lf, <lfo = 3. 9, 15, 
21, 27 at an a-level of 0.05. We also included the J-test, which compares J to the 
F distribution with v', v' degrees of freedom. Somc results for K = 4 and N = 13 are 
shown in Table 1. As regards relative power comparisons, results for other K and N 
(4 :$; K, N :$; 50) were similar. 
The investigations showed that in all cases tbe S-tesl had bettcr power than the J c-test, 
while the dilTerences between the S-test and the J-test werc only marginal. Since the 
Tablc 1: Approximations for the power ofthe S-test, the J ,-test, and thc J-tcst at nominal !X = 0.05. 
<1f <1~ Power 
-
S-test J- lCSI J ,- tcst 
3 3 0.05044 0.05000 0.03214 
3 9 0.11314 0.11356 0.11126 
3 15 0.23686 0.23908 0.23637 
3 21 0.39190 0.396 17 0.371 13 
3 27 0.55874 0.56624 0.50191 
15 9 0.08057 0.08050 0.07290 
15 15 0.05044 0.05000 0.03907 
15 21 0.07025 0.06998 0.04840 
15 27 0.12286 0.12294 0.07752 
27 9 0.26392 0.26588 0.20234 
27 21 0.06519 0.06483 0.03251 
27 27 0.05044 0.05000 0.02008 
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J-test requires knowledgc of R, wnich is usually not available, it is concluded that the 
S-test is preferable to both the J-lest alld tbe J c-test. 
We now compare the S-test to the MR-test. SHUKLA (1972b) stales tbat in cases whcn 
/Jjs are "very variable" his lest may provide a more powerful lest tban the M R-test. 
This statemeot can bc quantified, since the power of bolh tcsts dcpcnds Oll tbe population 
valuc of tbe correlations between z li and z2i and betwccn s1 and di. Tbe test with lhc 
!arger absolute value of this correlation will have grcatcr power in a given sit uation. So 
thc S-tcst will be mo re powcifo l if 
er~ > ä~ _ 2/ (K - 2) = (Kcr2 - af - cr~)/(K - 2)2 , (8) 
where 
cr2 = I:,a~ / K . 
For given a2 tbe expression Oll tbe rigbt side of lhc above inequality will approach a 
maximum as af and <J~ tend to zero. So tbe S-test will always be more powerful than 
the MR-lest if 
ai > Ka 2/ (K - 2)2 • (9) 
lt is Lherefore suggestcd that ai and a2 be estimatcd for a dataset under investigalion 
Lo evaluate Eq. (9). Thc S-lesl is preferable if Eq. (9) holds. Otherwise we estimalc crf 
and er~ and scrutinize Eq. (8). lf Eq. (8) holds, the S-test should be used, otberwisc Lhe 
MR-test is expected to givcn better power. Thc choicc based on evaluation of Eqs. (8) 
and (9) may not always lead to the most powerful tcst, since Lhe variance componcnt 
cstimates are subject to sampling errors. Nevertheless, this seems better than to randomly 
select one of tbe tests, in which case tbe probability of choosiog the more powerful onc 
is 50% . With the proccdurc suggested above, this probability will certainly be larger 
than 50% . 
We have investigatcd 24 extensive datasets from German registration trials and found 
that Eq. (9) was valid in all cases. Eqs. (8) and (9) also show that the power of thc S-test 
tends to increase with the number of geootypes includcd in the analysis. This is not the 
case for the M R-test. 
6. Another field of application 
The model in Eq. (1) is also used in the analysis of measurcment errors (see e.g. JAECll 
1985). af is then interprcted as the variance of random measuremcnt errors associated 
with an instrument i when used to measure a set of N items. The MINQUE of <Jf in 
Eq. (2) is identical to GRuaas· (1948) estimate of <J f, which is used to quantify the 
variability of measuremcnt crrors. lt should be stressed that all of the above tests arc 
applicable in the analysis of measurement errors. 
7. Biological example 
We used the same data as SHUKLA (1972b). These were originally reported by GRAYBILL 
(1954), and have been uscd by many other authors. Thc data are presented in Table 2. 
The variance estimates are a~ = 145.97, ui = - 14.14, a~ = 75.15, <T~ = 18.25, 82 = 
56.303, and a~ = 50.886 [the negative stability variance estimate for the second 
genotype could be set to zero for practical purposes (SHUKLA, l 972a)). The global null 
hypothesis tbat all stability variances are equal is rejected by the sphcricity test of SHUKLA 
(1972b). Now supposc that we are interested in a comparison of varieties 1 and 2. 
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Table 2: Yiclds of wheat (cwt/acre). 
Location Varieties 
2 3 4 
1 43.60 24.05 19.47 19.41 
2 40.40 21.76 16.61 23.84 
3 18.08 14.19 16.69 16.08 
4 19.57 18.61 17.78 18.29 
5 45.20 29.33 20.19 30.08 
6 25.87 25.60 23.31 27.04 
7 55.20 38.77 21.15 39.95 
8 55.32 34.19 18.56 25.12 
9 19.79 21.65 23.31 22.45 
10 46.24 31.52 22.48 29.28 
11 14.88 15.68 19.79 22.56 
12 7.52 4.69 20.53 22.08 
13 41.17 32.59 29.25 43.95 
Bcforc lcsling wc identify the test expected to have best power by lhe proced ure sug-
gested in section 5. Since 8~ < K8 2/ (K - 2)2, we check Eq. (8). lt is found that 8~ > 
(K82 - 8f - 8~)/(K - 2)2 = 23.35. Tbus we expect the S-test lo bc morc powerful 
than the M R-test. ln practice we would tbereforc conduct only the S-test. For 
demonstration purposes we compute tbe statistics of both tcsts. The J c-test, which always 
has lower power than lhe S-test, is also included. Thc results are as fo llows: 
l',4 = 0.802' 
"= = 0.868' 
J = 12.43. 
All tests suggest significant dilTerences (p < 0.001) between thc stability variances ai 
and a~. l t is noted tbat H = (J - 1)/(J + 1) = 0.85 l, which is rathcr close 10 tbe value 
of '=· Moreover, F= = 14.15 > J. Tbis is in agreement with the results previously pre-
sented. 
8. Appendix 
We here derive an alternative formula of SHUKLA 's sample corrclation "=· We have 
2112ziJ = X;J - xi'J 
and 
61/2 2-Z2j = xiJ + X;·1 - xcK-2JJ 
= Xu + X;•j - 2(K - 2) - 1 (Kx.j - Xi] - xd 
= (K - 2)- 1 K{xiJ + X;·1 - 2x.1}. 
From this follows tbat 
2112.z1. = X.;. - X;·· 
and 
6112.z2. = (K - 2)-1 K(X.;. + x,„ - 2.X .. )' 
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which leads to 
2 1 2 (zli - ii-) = vlJ - V;·1 
and 
6112 (K - 2) K - 1(z21 - i2.) = viJ + V1·1· 
Now denote the sample estimatcs of Cov (z 11, z2), Var (z 11), a nd Var (z21) by s 12, si. 
and s~, respcctively. One linds 
and 
1212(N - 1)K- 1(K - 2)s12 = W; - W;„ 
2(N - 1) si = W; + W;. - 2G , 
6(N - 1) K - 2(K - 2) 2s~ = W; + W;. + 2G, 
where 
G = Eß;ßn. 
With „= = St 2/V(sisi) one obtains Eq. (6). 
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Ranking ability of various measures 
of phenotypic stability - A simulation study 
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Zusammenfassung 
In der Pflanzenzüchtung besteht oft ein Interesse, die Ertragssicherheit verschiedener 
Genotypen zu quantifizieren. In diesem Beitrag werden Stabilitätsmaße betrachtet, welche 
die Variabilität der Genotyp-Umwelc-lnterakcionen eines Genocyps messen. In einer 
Monte-Carlo Simulation wird die 'frem1scl1ärfe in Abhängigkeit von verschiedenen Verteilun-
gen der lnteraktioneffekte sowie der Zahl der Genotypen und Umwelten untersucht. 
Summary 
In plane breeding programmes it is frequently of interest eo quantify the yield stability of 
different genotypes. 111is article considers stabi/iry measures, which assess the variability 
of genotype-environmental interaction effects of a genotype. A Monte-Carlo simulation is 
used eo investigate the ranking ability of the various measures for different distributions of 
the random interaction effects as weil as for different numbers of genocypes and environ-
ments. 
1. lntroduction 
Yielding stability is increasingly gaining importance over agronomic yield as a selection 
trait in brccding programmes. Comprehensive reviews of the subject wcrc given by LrN, 
BTNNS & LEVKOVITCH (1986), W 1.:STCOTf (1986), and BECKER & LEON (1988). T he 
assessmcnt of yielding slabili ty o r phenolypic stabi li ty is usually based on the statistical 
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analysis of a two-way table of the yields of K genotypcs grown in a set of N difTerent 
cnvironments. This paper is concerned with measures of stabiJity that partition 
genotype-environmental interaction into components attributable to each gcnolype. A 
genotype may be viewed as having maximum stability if it does not show any 
genotype-cnvironmental interaction. The first mcasure of this type of stability is the 
ecovalencc proposed by WRICKE (1965). ft measures the variability of interaction e[ects 
of a genotype. All otber measures considered here may bc rcgarded as modifications 
and improvements of the ecovalence. SHUKLA (1972) suggestcd an unbiased estimator 
of the stability variance u~, wbich is tbe variance of intcraction cfTects of the i-th genotype. 
With the correction proposed in NASSAR & HOHN (1987), Gini's mean difTerence of ranks 
and thc rank variance proposed by HOHN (1979) may also be rcgarded as measures of 
thc variability of genotype-environmentaJ interaction efTects. PIEPHO & LOTITO (1992) 
suggestcd the robust measures L i and Ri> wbich are based on the absolute values of 
interaction efTects. P1EPHO (1993) proposed to estimatc thc stability variance by thc 
maximum likelihood method described in JAECH (1985). This articlc introduces three 
additional mcasures ofphenotypic stabiJity based on gcnotypc-cnvironmcntal interaction 
cfTects. 
In practical application it is of particular interest to obta in cstimates of phenotypic 
stabili ty that rank genotypes in concordance wi th the truc stability rank order of the 
genotypes included in the analysis. This article comparcs thc measures named above 
with regard to their ability to assess the true stabilily rank order in a givcn set of 
genotypes, i.e. to rank geno types in accordancc wi th thc truc rank order. If interactions 
are random cfTects, this ranking ability will depcnd on thc distribution of interaction 
efTccts. 
2. The Model 
The two-way linear model for tbe mean oftbe i-th gcnotypc grown in thej-th cnvironment 
may be written as 
Xi} = µ + <Xi + ßi + Vij, 
where µ is the grand mean. ai (i = 1, ... , K ) the fixcd additive genetic efTcct of the i-th 
genotype, ß1 U = l, ... , N) the random additive environmental con tribution of the j -tb 
cnvironmenl, v11 is a random elTect comprising the genotypc-environment interaction 
and the mean error associated with the i-tb genotype in thc j-th environment (for a 
dclailed discussion of the model see PIBPHO, 1994). A gcnolypc is stable if its variancc 
<1f is small (SHUKLA, 1972), i.e. if the variability of efTccts vu associated with this 
gcnotypc is small. AJI measures of pbenotypic stability describcd in thc ncxl section are 
measurcs of thc variabilily of efTects v;t 
3. Measures of phenotypic stability 
The following statistics are based on tbe observed rcsiduals 
vii = xii - i;. - i.i + i .. , 
where 
.xi.= IrufN, x.i = Iixij/K, and i .. = IiJxii/KN. 
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Tbe ecovalence (WRICKE, 1965) is given by 
w; =Eßt . 
SHUKLA's unbiased estimalor of ur is (SHUKLA, 1972) 
1 [ K J 62 = K K - 1 W - W 
, , „ „ , „ „ , „ ~- < ) • .I . . 
1:1 
Tbis cstimator is a MINQUE (Minimum Norm Quadratic Unbiased Estimalor) of af 
(RAO, 1970). lt should be noted that the MINQUE is equivalent to w; for ranking 
purposes (L1N et al„ 1986). In the sequel we will therefore conline our attcntion to thc 
MINQUE. 
The stability variance uf may also be estimatcd by the maximum likclihood metbod. 
For computational details sec JAECH (1985) and PIEPHO (1993). Thc estimator will 
benceforth be refered to as „M LE" ( = Maximum Likclihood Estimator). 
To compute H üHN's nonparametric stability measures, the residuals are ranked within 
environments. Let tbe resulting ranks (raoging from 1 to K) bc denoted by rii. Then, 
GIN1's mean difference of ranks Sj1> and the rank variance S/2> are computed as (NASSAR 
& HOHN, 1987) 
sP> = 2 L:i<rlru - ru·I 
' N(N - l) 
and 
S
<2J E1.(r .. - 1-: )2 ! = I} i• 
(N - J) , 
where 
f 1• = 'EI1/N. 
Instead of ranking within environments, one may rank the residuals in the whole data 
set, wbich implies assigning ranks from 1 to N K. G1N1's mean dillerence and the variancc 
of thesc ranks are denotcd by P;l1> and P;l2 >, rcspcctively (PIBPHO, 1992). 1 n analogy to 
WRJCKE's ccovalence onc may compute the sum of absolute valucs of lhe residua ls 
(PJEPllO & LOTITO. 1992): 
L; = E)viil. 
Furthermorc, tbe absolute values of the residuals may be transformed to ranks. The 
rank sum is then a measure of thc variability of thc rcsiduals. If ranking is done within 
environmcnts, the rank sum of the i-th genotypc is denoted by R1 (PmP1 eo & LOTITO, 
1992). For ranking over a ll rcsiduals, the rank sum is desigoated by Pf3> (PIEPHO, 1992). 
For clearity il is useful to dis tinguish the following lhree grou ps: 
Group 1: Measures based on vii-values: 
MINQUE of af; MLE of a[; L 1 • 
Group 2: Measures based on rankings wilhin environments: 
sp>; s?>; R,. 
Group 3: Measures bascd 011 rankings across the wbole data set: Pf i>; pf2>; Pj3>. 
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4. Rationale and design of the Monte Carlo experiment 
4.1. Rationale 
Since all statistics described in section 3 measure the variabilily of the v;/s, they lend 
thcmselves to inferences on the stability variances ar In practical Si tuations, namely in 
brccding programmes, seleclion of the best genolypcs is thc prime objectivc. Selcction 
involvcs ranking of gcnotypes. One may view the stability rank order of a set of genotypes 
as givcn by the rank order of the stability variances af. To asscss this stabifüy rank 
ordcr, the genotypes are grown in different environments. In statistical terms, we thus 
obtain realisations of the random effects vu, which are estimated to compute the stability 
measures given in section 3. For selection purposes we seek the stabiliLy measure. which 
best reflects the "true" stability rank order given by thc rank order of the at, i.e. whicb 
has lhc best ranking ability. Tbe concordance between truc rank order and tbe rank 
ordcr displaycd by the stability measure under consideralion may be quantified by 
Spearman's rank correlation. In practice, af is unknown. In a Monte Carlo simulation, 
howevcr, we may assign defined values of at to each gcnotypc such that the true 
stabi lity rank order is known a priori. 
A common assumption in mixed linear models is thal random cfTccts a re normally 
distributcd. In thc parlicular case at band, this lcads to the assumplion that the 
dislribution of the vu-effects is norma l. In practice, howcvcr, this assumption may not 
always be valid, and there is some evidence thal v;/s may al times be nonnormally 
dislributed (PtEPHO, 1992). Statistical tests for the stabi lily varianccs are very sensitive 
lo violations of the normality assumption (BRJNDLEY & BRADLEY, 1985), and it is to be 
expected thal the distribution of viJ also has a bearing on thc ranking abilily of the 
stability slatistics considered here. This inßuence may be studied by means of a Monte 
Carlo experiment, in which vii efJects are generated from different distributions. 
Thc dcparturc from normality may be quantified by the shape parameters v'ßi and ß2, 
i.e. the skewness and kurtosis (KENDALL & STUART 1987: 106). For the normal distribution 
we have v'ßi = 0 and ß2 = 3. Skew distributions are cbaracterized by values orff. < O 
or ff. > 0. Longtailed distributions bave ß2 > 3. 
4.2. Design 
The computer program was written in Turbo Pascal 6.0. Uniform random numbers 
werc generated wilh the compound congruential generator by WtCHMANN & HtLL (1982). 
Normal deviates wcre obtained by the Box-Mullcr mcthod (Box & MULLER, 1958). 
Various nonnormal d istributio ns were taken from JOHNSON's S„/Sb-systcm of distributions 
(Jo11NSON, 1949). T he system is given by the following cquations: 
z = < + ö* In [y/(1 - y)] for S,,, 
z = < + ö* sinh- 1 (y) for s„' 
lf z is an N(O, !)-variable, then y follows an Sb or s„ distribution, rcspcctively. Skewness ff. and kurtosis ß2 of the distribution depend on the paramcters < and ö. For a grid 
of v'ßi and ß2 values,-. and ö are tabulated in PEARSON & HARTLEY 1976). 
Further we includcd various contaminated normal distributions, the probability density 
of which is a mixturc of two super-imposed normal distributions: 
f(x) = wf1 (x) + (1 - w)f2 (x), 
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wherc 
f 1(x) = (27tui} - 112 exp {- [(x - m1)/ u 1) 2/2} 
and 
f 2 (x) = (27tu~)- 11 2 exp { - [(x - m2)/u2] 2/ 2} 
(COHEN, 1967). 
Two types of contamination can be distinguished: 
(a) location contamination: m1 :f: m2, 11 1 = 112; 
(b) scale contamination: m1 = m2, 11 1 :f: (j2 . 
In thc simulations <IT and (j~ werc so scaled that WUT + (1 - w) u~ = l. 
Effects v;i were simu lated as random dcviates with an cxpected valuc ofzero and stability 
variance vl. The distribution of the v;/s was varied according thc list given in Table l. 
Both a symmetric and non-symmetric a priori distribution of <Jf, ... , u~ were in-
vestigated. 
Symmetrie distribution of qf's: 
vf=D*i; D = 2<J2/(K + l). 
Non-symmetric distribution of qf's: 
<Jl = 0*i1 · 
' 
D = 6<J 2/(2K + 1) (K + 1). 
The constant D in the above modcls makes surc that 'E;<Jl/K = <J2• Based on variance 
component estimates in a winter rape data set from Gcrman registration trials 
(P1EP110, 1992), <J 2 was chosen as 15 {dt/ha)2. The size of simulated data sets was 
modificd by choosing different values of N (5. 10, 15, 20) and K (10, 20, 30). The 
concordance betwccn true stability rank order and the estimatcd rank order as given 
by thc stability mcasure estimatcs was quantificd by Spearman's rank correlation (r,), 
averaged over 1000 runs of the Monte Carlo experiment. In thc following the term 
"ranking ability" rcfers to the mean of 1000 values of rs obtained in the Monte Carlo 
expcriment. 
Tablc 1: List of distributions used for gcneraling effccts v11 in the Monte Carlo expcrimcnt. 
Distribution Vßi P1 II' m1 -m2 af CT~ 
(1) Normal 0.0 3.0 
(2) Sb l.15 3.0 
(3) Sb 0.0 1. 1 
(4) s„ 2.0 15.0 
(5) s. 1.0 7.0 
(6) s. 0.5 5.0 
(7) LN - - 0.99 +LO 
(8) SN 0.0 20.28 0.9 0.2 8.2 
(9) SN 0.0 9.75 0.9 0.5 5.5 
(10) SN 0.0 5.43 0.9 0.7 3.7 
LN ... location contaminated normal distribution 
SN ... scale contaminated normal distribution 
Informatik, Biometrie und Epidemiolo&•• in Medizin und Biologie 3/ 1994 
186 PLEPHO, Ranking ability of various mcasurcs 
5. Results 
Tables 2 and 3 show the stability measures with the best ranking ability for symmetric 
and non-symmetric a priori distribution of 11f's, respectively. Excepl for the measures R; 
and PP>, all measures were most precise in at least one of tbe Situations investigated. 
I n descending order, the number of cases in wbich a measure was most precisc wcre: 
MLE 88, L; 46, MINQUE 38, P/2l 24, Sf2> 19, Pf 1> 16, and Sf!l 9. 
The most precisc stability measure belongcd to c ither group 1 (MINQUE, MLE, L1) or 
group 3 (PJ"'>, /11 = J, 2, 3) for each of the distributions investigated, with the exccption 
of the scale-contaminated normal distribution (8) and three cases of the location 
contaminated normal distribution (7). Within the groups 2 and 3, the measures R1 and 
pf3> showed the least favourable ranking ability. 
Tbe simulated ranking abilities for the normal distribution (1) are presented in Table 4. 
For eacb combination of N and K, the most precise stability measure is underlined. A 
complete presentation of results for tbe other distributions is given in PlEPHO ( 1992). 
Generally there was a clear improvement of ranking ability witb increasing number of 
environments (N), both for tbe normal distribution and tbe non-normal distributions. 
The number of genotypes (K) sbows a similar influence on ranking ability. For most 
distributions, the ranking ability of the various stability measures differed only sligh!ly, 
as can be seen for the case of the normal dislribution. For K = 30 and N = 20 and a 
symmetric a priori d istribution of 11f, e.g., tbe ranking abilities for tbe various measures 
ranged from 0.82 to 0.88 (see Table 4). Only with thc location-contaminatcd normal 
distribution (7) undcr the non-symmetric model for 11f was there a pronounced ad van tage 
of group 3 as compared to group 1. For K = 30 and N = 20, e.g., the ranking abilities 
for MINQUE, MLE, and L; were 0.66. 0.66, and 0.78, respectively, while for Pf 1>, Pf2>, 
and Pf3> the values were 0.93, 0.93, and 0.86, respectively. Furthermore, the rank measures 
had strikingly bettcr ranking abilities than group I measures in some cascs witb 
scale-contaminated distribution (8). 
With all non-normal distributions the ranking ability was reduced comparcd to the 
normal distribution. For example, witb N = 10 and K = 30 and the symmetric a priori 
distribution of 11t, thc ranking ability of the MINQUE under normal distr ibution of vli 
was 0.79, whilc for distributions (5), (7), and (8) thc ranking abilities were 0.7 1, 0.74, and 
0.50, respectively. Thc only exception was thc short-tailed Johnson Sb-distribut ion (3), 
which resulted in a bctter ranking ability than the normal distribution. 
6. Concluding remarks 
lt is noteworthy that the Monte Carlo experiment did not identify onc single stability 
measure that was best for all distributions. Thc rcsults suggest that, givcn a normal 
distribution of v;1 cffccts, it is best to estimatc stability by the M INQUE of 11t (or 
equivalently by WRICKE's ccovalence) if the numbcr environments is small. With a !arger 
number of environmcnts (N ~ 10) the MLE of 11t is prcfcrable. The situation docs not 
change dramatically under mild departures from normality, and differenccs in ranking 
abil ity tend to bc small. The Monte Carlo simulation has clearly demonstratcd, howcver, 
that in some cases, namely for Jonger-tailcd distributions of vu, it may be worthwhile 
to use one of the more robust measures L ;, Sjl>, s,<2 >, P/ 1>, and Pf2>. 
Inspection of extensive data sets has revealed that the departure from the normality 
assumption is usually not dramatic, so in most cases, use of tbe MINQUE or, when the 
number of environments is not too small, the MLE is probably adequate. As a diagnostic 
tooL it is useful to estimate the shape parameters for the data set under consideration. 
Procedures for this problem are discussed by PIEPIIO (1992). 
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Table 2: Stability measures with best ranking ability (rank correlation among true stability rank order and stability eslimates, averaged over 1000 
simulation runs) for different distributions of effects vu; different K and N; symmet ric a priori distribution of stability variances (Jf. 
:> Ver- K = 10 K = 20 K = 30 ö' 
3 tei-
" 
lung N = 5 10 15 20 5 10 15 20 5 10 15 20 F 
"' 
Nr. ö. 
~ (1) MlNQUE MLE MLE MLE MTNQUE MlNQUE MLE 5. MLE MLE MLE MLE MLE 
" c; (2) MINQUE MINQUE MLE MLE MINQUE MLE MLE MLE M INQUE MLE MLE MLE 
" 0. 
m (3) MINQUE MLE MLE MLE MlNQUE MLE MLE MLE MTNQUE MLE MLE MLE ~ (4) MTNQUE L; L; Pf2l p !2) p!21 p!2> p!21 p !2l p j2) Pf11;p/21 p PI 3 1 1 1 1 1 1 1 ö. (5) MINQUE MLE L; L; L; L; L; L, L, L; L; L; ö 
'!!?. (6) MINQUE MLE L; L1 MINQUE MLE L1 L, MINQUE L1 L, L, 
" :;· (7) M!NQUE MLE MLE MLE MINQUE MLE L; L, MINQUE L1 L, L, ~ 
" (8) S!ll s12> s121 sf2> sp1 s121 s12> s121 S!ll s!2> sii> s12> Q. i'!: 1 1 1 1 1 1 1 1 1 
" (9) L; L; p !2J p !2> p!2) p/21 pf21 p !2) p PI p!2) p f1> p l21 c 1 1 1 1 1 1 1 
ii. (10) MINQUE MLE L, L; MINQUE L, L; L, MINQUE L; L1 L, 
"' ö 
"' ö ;;; 
'l2. 
"" " 
.,. 
~ Table 3 : Stability measures with best ranking abil ity (rank correlation among true stability rank order and stability estimates, averaged over 1000 .o 
.,, 
simulation runs) for different d istributions of elfects vlJ; different K and N; non-symmetric a priori distribution of stabiLity variances (Jf. ~ .,, „ !» 
c 
Ver- K = 10 K = 20 K = 30 ~ :::: 
tei- °" :» 
lung N=5 10 15 20 5 10 15 20 5 JO l 5 20 ~ 
Nr. 
-< 
0 
(l) M INQUE MLE MLE MLE MINQUE MLE MLE MLE MINQUE MLE MLE MLE 
-, 
< 
:» 
(2) MINQUE MLE MLE MLE MTNQUE MLE MLE MLE MINQUE MLE MLE MLE .... 5· 
(3) MTNQUE MLE MLE MLE MINQUE MLE MLE MLE MINQUE MLE MLE MLE c 
"' 
(4) MLE MLE MLE L, MLE L, LJP/21 P/' I MLE pPI P/' I p JI) 3 1 
' 
~ 
MLE MLE L; 
:» (5) MINQUE MLE MLE MLE MINQUE MLE MLE L, l; "' c 
(6) MINQUE MLE MLE MLE MlNQUE MLE MLE MLE MINQUE MLE MLE MLE @ Ch 
(7) sP> 1 pP> 1 pPl 1 p !U 1 sii> 1 p!'l 1 pP I 1 p!ll 1 SJI) 
' 
pP> 
1 
pfll p!l> 
1 
(8) sf2> s121 SJ2' S!21 Sf 11 s12> sr21 sP> sf•> Sf2l SJ2> Sl2l 00 1 1 1 1 1 1 
(9) L; MLE L, L, MLE p !2> p !2) p J21 MLE p!2l p!2l p !2) -i 1 1 1 1 
' 
1 
(10) MINQUE MLE MLE MLE MTNQUE MLE MLE L; MJNQUE MLE L; L; 
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Tablc 4: Ranking ability (rank correlation among true stability rank ordcr and stability cstimates, 
avcragcd ovcr 1000 simulation runs) of stability measures givcn a normal distribution of effects 
vii; best mcasure in a row undcrlined. 
K N MINQUE MLE Li sP> 
' 
5!2> 
' 
R1 Pf•> p!2) 
' 
p !3> 
' 
symmctric a priori distribution of <1f: 
10 5 0.58 0.52 0.57 0.51 0.51 0.52 0.54 0.55 0.52 
10 10 o.74 0.74 0.72 0.65 0.66 0.66 0.70 0.70 0.67 
10 15 0.81 0.81 0.79 0.73 0.73 0.73 0.77 0.77 0.74 
10 20 0.85 0.86 0.83 0.78 0.78 0.78 0.81 0.81 0.79 
20 5 0.63 0.60 0.62 0.58 0.59 0.58 0.60 0.61 0.59 
20 10 0.77 0.78 0.76 0.72 0.72 0.71 0.74 0.74 0.71 
20 15 0.83 0.84 0.82 0.78 0.78 0.77 0.80 0.80 0.78 
20 20 0.87 0.87 0.86 0.82 0.82 0.81 0.84 0.84 0.81 
30 5 0.65 0.63 0.65 0.61 0.62 0.60 0.63 0.63 0.61 
30 10 0.79 0.79 0.77 0.74 0.74 0.72 0.75 0.75 0.73 
30 15 0.84 0.85 0.83 0.80 0.80 0.78 0.8 1 0.8 1 0.79 
30 20 0.87 0.88 0.87 0.84 0.84 0.82 0.85 0.85 0.82 
non-symmctric c1 priori distribution of af: 
10 5 0.78 0.76 0.77 0.72 0.73 0.72 0.75 0.75 0.73 
10 10 Ö.89 0.9 L 0.88 0.82 0.83 0.83 0.86 0.86 0.84 
10 15 0.93 0.94 0.92 0.88 0.88 0.88 0.91 0.91 0.89 
10 20 0.94 0.95 0.94 0.90 0.90 0.90 0.93 0.93 0.91 
20 5 0.82 0.81 0.81 0.77 0.78 0.77 0.79 0.79 0.78 
20 10 0.91 0.92 0.90 0.87 0.87 0.86 0.89 0.89 0.87 
20 15 0.94 0.95 0.93 0.91 0.91 0.90 0.92 0.92 0.91 
20 20 0.95 0.96 0.95 0.93 0.93 0.92 0.94 0.94 0.92 
30 5 0.83 0.83 0.83 0.80 0.80 0.79 0.80 0.81 0.79 
30 10 0.91 0.92 0.91 0.88 0.88 0.87 0.89 0.89 0.88 
30 15 0.94 0.95 0.94 0.92 0.92 0.91 0.92 0.92 0.91 
30 20 0.96 0.96 0.95 0.93 0.93 0.92 0.94 0.94 0.93 
Stability statistics may also be used for stalistical testing. Thc parametric procedures 
that arc available for MINQUE and the MLE have been shown to be vcry sensitive to 
departurcs from normality, while tests for measures L;. Sl1l, Sj21, Pf 1i, and Pf21 behave 
rather robust (PTEPIIO, 1992). Thus, the latter measures may bc prcferable for testing 
purposcs in case of departures from normality, and the results presentcd in this paper 
havc shown that little if any information is lost with rcgard to ranking if o ne uses these 
mcasures in place of MLE and M INQUE. 
Rcgard ing ranking ability, the choice of the best performing stability paramcter seems 
considcrably lcss critical than the choice of the number of environmcnts and genotypes. 
This result in part explains the discouraging empirical find ing thal rcpeatability of 
stabi lity cstimates tends to be rather low (WEBER & WRICKE, 1987, BECKER & LEON, 
1988). Thc simulation results suggest that low rcpeatability may be partly duc lo slatistical 
errors in thc stability estimates, which are best reduced by including in thc analysis as 
many genotypes and environments as possible. This conjecturc is corroborated by results 
of BECKER ( 1987), who demonstrated for parameters of the regrcssion approach by 
EBERllART & RuSSELL (1966) that beritability may be improved by incrcasing the number 
of years and the numbcr of locations. 
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Harvest index versus 
grain/straw-ratio-comments 
on their variability, skewness and kurtosis 
M. Hühn 
Summary 
The two parameters harvest index and grain/straw-ratio are compared with regard to the 
three statistical parameters: coefficient of variation, skewness and kurtosis. For each of 
these parameters the numerical values of the harvest index are considerably smaller than 
for rhe grain/straw-ratio (for all cases with relevance for practical applications) . 
These rheorerical investigations, therefore, provide some furrher jusrificarions for the pre-
ference of the haruesr index compared 10 rhe grain/stra11·-ratio. 
Experimentaldata setsfrom afleld tria! wirh 10 E11ropean culriuars/lines of ll'inter oi/seed 
rape are in /ine ll'ith the theoretica/ flndings. 
Zusammenfassung 
Die beiden Parameter Ernteindex und Korn/Stroh-Verhältnis werden anhand der drei 
statistischen Maßzahlen Variationskoeffi::.ient, Schiefe und Exzeß miteinander verglichen. 
Für jeden dieser drei Parameter erll'eisen sich die 1111111erische11 Werte flir den Ernteindex 
als deutlich kleiner als flir das Korn/S1roh-Verhii/111is (flir alle Fälle mit Relevanz flir 
praktische Anll'endungen) . 
Diese theoretischen Untersuchungen tiefem damit weitere Argumente flir die Bevor::.ugimg 
des Ernteindexes gegenüber dem Korn/Stroh-Verhältnis. 
Die herangezogenen Ergebnisse eines Felduerwches mir 10 europäischen Winterrapssorten 
bzw. Zuchtstämmen stehen in Übereinstimmung mit den theoretischen Resultaten. 
Key words 
harvest index - grain/srrall'-ratio - variability - skewness - kurtosis 
Schlüsselwörter 
Ernteindex - Kom/Stroh-Verhälmis - Variabilität - Schiefe - Exzess 
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1. lntroductlon 
A frequently used parameter in plant breeding and crop science is thc harvest index Z. 
lt is defined, for cxample for cereals, as the ratio of grain yield X and thc aboveground 
biomass at maturity Y: 
X X 
= - = ----
Y X + S 
where S denotcs the straw weight at maturity of the crop. 
Closely rclated to harvest index Z is the grain/straw-ratio W: 
X X 
W = - =-- . 
S Y - X 
W can casily bc convcrted to Z or vice versa: 
w =--z 
l -
=~ 
l + w· 
(1) 
(2) 
(3) 
(4) 
In the point of vicw of many authors in plant breeding thcre is clear advantagc in thc 
use of thc ratio harvest index compared to an application of grain/straw-ratio (DONALD 
and HAMBt..tN 1976). Thc main reasons for the experimenter's prcfcrcnce of Z are 
methodological and interpretative ones. 
In this paper some further justifications for the preference ofharvest indiccs are presented. 
They are based on a comparison of the statislical properties of Z and W. 
2. Problem 
Traits with a pronounccd stability with regard to varying environmental conditions arc, 
of course, of particular interest in the field of plant breeding, wherc thcy can be used as 
selection critcria. In the literature (review, see: HÜHN et al. 1991) the harvesl index has 
been frequently proposed to be an effective seleclion criterioo. 
Thc first qucstion in this paper, therefore, shall be: Can the aforementioned Situation 
(small cnvironmcntal variability =high beritability = effective selection critcrion) be 
further improvcd by introducing the parameter grain/straw-ratio W instead of thc 
harvest indcx Z? 
For an objective comparison, the variabilities of Z and W musl be cxpressed in a 
relative ( = standard izcd) measu rc. The coefficient of varialion ( = standard dcviation 
expressed in un its of the mean) seems to be an adequate measure for this comparison 
of variabililies. 
Fora morc comprehcnsive comparison of Z and W further statistical paramctcrs should 
be included, for example skewness and kurtosis. Both arc of particular intcrcst in thc 
field of applications. 
The following theoretical investigations on tbe relationships betwccn Z and W shall 
be restricted to these three statistical measures (coefficient of variation, skewness, 
kurtosis). These parameters are directly comparable, since they arc defined in a 
standardized form. 
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3. Theoretical investigations 
Thc beta distribution can be used to describe random variables with possible values in 
the rangc from 0 up to 1. In a recent publication {Hü11N 1992) it has been demonstratcd 
that thc beta distribution provides an excellent fit to extensive data sets of harvest indices 
of winteroilseed rape cultivars and lines. For all following theorctical investigations we, 
therefore, assume a beta distribution for 
The density function of the beta distribution is 
l 
f(:) = --zP-1 (1 - z)q-I for 0 5 z .5 L 
B(p, q) 
p > 0, q > 0 
1 
where B(p, q) = J uP- 1 (l - u)q- i du is the Beta function. 
0 
(5) 
J f the variable Z has a beta distribu tion, thcn W = Z/ 1 - Z has a well-known dis-
tribution, sometimes called a beta-prime d istributio n (KEEPING 1962). 
The beta distribution as weil as the beta-prime distribution havc bcen thoroughly studied 
in thc ficld of theoretical statistics. Their means, varianccs and all thcir highcr central 
momcnts can be explicitly expressed by simple formulac, which o n ly depend on the 
pararneters p a nd q. For practical applications the paramcters p and q must be estimated 
from the data. The relevant procedures bave been describcd in HOHN (1992). Based on 
thcse thcoretical results the three interesting statistics (coemcien t o f variation, skewness, 
kurtosis) of Z as weil as of W can be easily calculated a nd compared. 
Wc usc the denotions: 
ex and ß = means of Z and W, 
a; and a~. = variances of Z and W 
Coefficient of variation 
The relationship between v= = aj cx = coemcient of variation of Z and v„. = a.,Jß = coef-
ficient of variation of W can be easily investigated by thc ratio i .• = t':fvw. 
For Vz and Vw one obtains: 
V q V -: - p(p + q + 1) 1 {P+ q - 1 and v,.. = V p(q - 2) 
(JOHNSON and KOTZ 1969, 1970; K EEPING 1962). 
The Iimits o f 2v = Vz/ vw are: 
lim Äv = 1 (for each p) 
q- a:i 
lim Ji.. = 0 (for each q) 
p · a:i 
1
. 1 
lffi Äv = - . 
11 - q ... a;, 2 
(q > 2) (6) 
Fora wide range o f possible values for p and q thc numcrical values of Ji.. = v:fv..,. have 
been presented in Table l. These calculations demonstrate the validity of the inequality 
Äv < 1. This implies: Vz < vw. 
With regard to variability the harvest index, therefore, exhibits a clear superiority 
( = lower variability) compared to the grain/straw-ratio ! 
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Table 1 Values or Xv - v.,Jvw for different numerical values of p and q 
q 
1 
10 20 30 40 50 100 200 300 00 
10 0448 0 633 0.725 0.780 0.817 0900 0.948 0 965 
20 0 298 0474 0.580 0.650 0.700 0.825 0.905 0 934 
JO 0.224 0380 0.483 0.557 0.6 13 0.762 0 865 0.906 
40 0.179 0.316 0414 0.487 0.544 0707 0.829 0.879 
50 0149 0 271 0362 0.433 0.490 0660 0.796 0 854 
100 0081 0 158 0223 0.279 0.327 0495 0.663 0 748 
200 0.042 0.086 0.126 0 163 0.196 0.330 0498 0.598 
300 0,028 0.059 0.088 0.115 0. 140 0.248 0398 0.498 
00 10 0 0 0 0 0 0 0 0 0.500 
Skewness 
For the skewness Yz of Z one obtains: 
2(q - p) V p + q + 1 
Y-=- --
- (p + q + 2) v;;q (7) 
(JOHNSON and KOTZ 1969, 1970). 
The harvest index, therefore, is positively skewed for q > p and negatively skewed for 
q < p. For p = q lhc distribulion is symmetrical wilh zcro skewness. 
For thc skewness Yw of W it follows 
2(2p + q - l) 01=2 
y = ----;:--====== 
w (q - 3) VP(P + q - 1) 
(q > 3) (8) 
(JOHNSON and KOTZ, 1969, KCEPING 1962). 
The grain/straw-ratio W, thcrefore, is positively skewed. 
Thc relationship between Y.1. and Yw can be described by the ratio ?..5 = Yz!Y w· The 
skewnesses of Z and W are of an opposite sign, if J..5 < 0, that means for q < p. 
The limits of 25 = Y.z/Yw are: 
lirn 1s = 1 (for cach p) 
q- oo 
3-q ~~ 2. = 2 vq{q- 2) (for each q) 
lim ),, = 0 (for p = q). 
p=q-oo 
Numerical values of ).5 are prcscnted in Table 2. lf wc are only interested in the absolu te 
values of tbe skewnesses irrcspcctive of its sign, we usc li.,I = IY:lllYwl and one obtains 
12sl < 1 or Jy,I < IY„I (Table 2). 
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~ Values of As ~ 'Y/'Yw for different numerical values of p and q 
q 
10 20 30 40 50 100 200 300 00 
10 0 0215 0.362 0.464 0 .538 0 728 0 851 0 .897 
20 -0. 150 0 0130 0.233 0314 0.555 0.739 0.815 
30 -0.216 -0 109 0 0.093 0 .172 0425 0.644 0.743 
40 -0.254 -0.175 -0.083 0 0.073 0.324 0.563 0677 
50 -0.278 -0.220 -0 141 -0.067 0 0.243 0.493 0619 
100 -0.331 -0.322 -0 280 -0.235 -0 190 0 0.247 0 .396 
200 -0.360 -0 .381 -0366 -0343 -0.318 -0.195 0 0 142 
300 -0.370 -0403 -0398 -0.384 -0.368 -0.279 -0 123 0 
00 -0.391 -0.448 -0.466 -0.475 -0.480 -0.490 -0.495 -0.497 0 
With regard to skewness the harvest index, therefore, shows a clear advantage ( = smaller 
skewness) compared to the grain/straw-ratio! 
Kurtosis 
For the kurtosis Oz of Z one o btains : 
o. = 6. (p - q)2 (p + q + 1) - pq(p + q + 2) 
- pq(p + q + 2) (p + q + 3) (9) 
(J OHNSON and KOTZ 1969, 1970). 
For a symmetrical distribulion with p = q the harvest index Z, lherefore, exhibits a 
negative kurtosis. 
F o r tbe kurtosis ow of W it follows 
o.., = 
6
. (q - 1)2 (q - 2) + (p + q - 1) (Spq - 11 p) 
p(q - 3) (q - 4) (p + q - 1) (q > 4) (10) 
(JOHNSON and KOTZ 1969, KEEPING 1962). 
The grain/ straw-ratio W, therefore, shows a positive kurtosis. 
The rclationship betwccn Oz and ow can be investigated by thc parameter J.k = o,/f>,.,. 
The limits of J.k = o=/o,., are: 
lim },k = 1 
q-rx> 
(for each p) 
tim i.k = (q - 3) (q - 4) 
p- oo q(5q - 11) (for each q) 
1 
lim ).k = - il (for p = q). 
p;:q- oo 
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Numerical valucs of ).k arc prcsented in Table 3. If we are, again, only inlcrcstcd in thc 
absolute valuc of Lhe kurtosis irrespective of its sign, we apply 11..kl = lc5.l/1<5wl and one 
obtains li.kl < 1 or lc5.I < lc5wl (Table 3). 
Witb regard to the kurtosis too, tbe barvest index, therefore, possesses a clear supcriority 
( = smaller kurtosis) compared to tbe grain/ straw-ratio! 
Main conclusion 
In many ficlds of applications, for example in plant breeding, low environmental 
variability, no skewness and also no kurlosis are often bigWy desired stalislical propcrtics 
of Lhe parametcrs in use. In this point of view, tbe barvest index exhibils a clear advantage 
compared to the grain/straw-ratio: For each of the three paramclers, coefficient of 
variation, skewncss and kurtosis, tbe numerical values for thc harvest index are 
considerably smallcr than for the grain/ straw-ratio! 
These theorctical rcsults provide some furtber justifications for the prefcrence of harvest 
indiccs, which is already common practice in tbe field of plant breeding and crop scicnce. 
4. Applications 
Extensive data scts of singlc plant measurements for seed yield and for abovcgrou nd 
biomass fo r a group of 10 Europcan winter rapesced cu ltivars and lines (BIENYENU, 
CHR. 2648, DA RMOR, DORAL,JETNEUF, J UPITER, K ARMA, LIRAMA, P ERLE, 
RUBIN) are used for demonstration purposes (GROSSE 1989). These data scls havc been 
a lso previously applicd for investigations on harvest indices (HÜHN et al. 199 1) and for 
comparisons betwcen harvcst indices and grain/straw-ratios (HüHN 1993). Fora detailed 
description of the data sets and of the design and analysis of the respective field expcrimcnt 
we refer to HüHN et al. ( 1991 ). For each cultivar/line 60 individual values for g rain yicld 
and biological yield were available (exception: JUPITER with only 58 values). 
For a description of the 10 cultivarsflines the following parameters are presented in 
Tables 4 and 5: mean o:, standard deviation C1z, coeflicienl of variation V.1.t skcwness 'Yz, 
Table 3 Values of >.k • 6.,j!Jw for different nurnerical values of p and q 
q 
1 
10 20 30 40 so 100 200 300 00 
10 -0043 --0,038 0.025 0 .099 0. 170 0.423 0.649 0 749 
20 -0016 -0065 -0.068 -0.045 -0.010 0. 184 0.440 0 .578 
30 0 007 -0.046 -0.073 --0.077 -0067 0.059 0.295 0.446 
40 0.024 -0.024 -0.060 -0.077 -0.081 -0.011 0. 192 0.343 
so 0.037 -0.046 -0.043 -0.067 -0.080 -0.050 0 . 117 0.261 
100 0 067 0.054 0.023 -0.005 --0.029 -0.085 -0.051 0.033 
200 0086 0.097 0.082 0.063 0.044 -0.031 -0.088 -0.083 
300 0 093 0.1 14 0.107 0 .095 0.081 0 .015 -0 062 -0.089 
„. 
00 1 0108 0 153 0 168 0 .176 0.181 0.190 0 .195 0197 -0.091 
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~ er, a„ v,, „„ o„ Zmin and Zmax of the uid1vtdual harves1 md1ces 
Cultivarsl sample a a, v, (%) "(, 6, Zmin Zinax 
ti.nes size 
DORAL 60 0.261 0.032 12.29 -0.24 0.72 0.163 0.333 
KARMA 60 0.322 0.026 7.99 -0. 14 0.20 0.259 0.390 
BrENVENU 60 0.340 0.032 9.52 -1.10 2.26 0.236 0.413 
LIRAMA 60 0.304 O.o38 12.57 -1.26 2.76 0.160 0.372 
RUBIN 60 0.269 0.039 14.60 -0.25 -0.49 0.190 0.364 
JUPITER 58 0.287 0.049 17.10 -0.39 -0.44 0.183 0.379 
CHR. 2648 60 0.223 0.033 14.79 0.06 -0.49 0.156 0.286 
PERLE 60 0.259 0.033 12.62 -0.27 -0. l l 0.185 0.328 
DARMOR 60 0.322 0.043 13.51 -0.71 -0.01 0.203 0.393 
JETNEVF 60 0.270 0.033 12. 14 0. 18 010 0 198 0.345 
kurtosis Oz, m inimum value zmin and maximum value Zmax of thc individual harvest 
indices. Tbe corresponding parameters for the trait grain/straw-ratio arc givcn in Tablc 5. 
Thc mean harvest indices a of tbe cultivars/l incs are bc1wcen 0.223 and 0.340 with very 
similar standard deviations Clz (exception: JUPITER with a slightly increased variability). 
The individual harvest indices range from 0.156 up to 0.413 and they, therefore, sbow 
a considerable range of variability (Table 4). The mean grain/straw-ratios ß of the 
cultivars/lines are between 0.289 and 0.518 with slightly more difTerentiated standard 
deviations q \, than for Z. 
The individual grain/straw-ratios range from 0.184 up to 0. 703. T hey, thcrcfore, exhibit 
a clcarly enlarged range of variabilily compared to the individual harvest indices (Table 5). 
Tul2ls2 fJ, a„ v., "(„ 6„ wmin a.nd "'max ofthe individual gram/scrav.-ratios 
Cultivars/ sample ß a. v.(%) "f• 
"· 
Wmin wmax 
li.nes size 
DORAL 60 0.356 0.059 16.48 0.07 0.4 1 0.194 0.499 
KARMA 60 0.477 0.056 ll.74 0.11 0.33 0.350 0.641 
BJENVENU 60 0.518 0.071 13.77 -0.69 1.54 0.309 0.703 
LIRAMA 60 0.442 0.075 17.03 -0.81 1.4 l 0.190 0.592 
RUBIN 60 0.372 0.073 19.69 -0.0 1 -0.28 0.235 0.573 
JUPITER 58 0.409 0.095 23.33 -0. 11 -0.57 0.223 0.609 
CllR. 2648 60 0.289 0.055 19.03 0.24 -0.52 0.184 0.401 
PERLE 60 0.352 0.059 16.82 -0.03 -0.20 0.227 0.488 
DARMOR 60 0.481 0.092 19.07 -0.45 -0.45 0.255 0.646 
JET NEUF 60 0.373 0.063 16 77 0.45 0.27 0.248 0.526 
---
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Since theexpcrimcntal data are based on a single field trial in only onc year, lhe paramelcrs 
p and q of a littcd beta distribution (HÜHN 1992) can be assumcd as bcing fixed. 
These estimatcs ß and ij and the ratios ).y, J..5 and Ak are summarized in Table 6. 
The füst central queslion of tbis paper was a comparison of tbe variabilitics of barvest 
indcx and grain/ straw-ratio based on their coefficients ofvarialion V;,: and vw, rcspcctivcly. 
For cach of thc l 0 cultivarsjlines lhe coefficient of variation of the grain/ straw-ratio 
exceeds thc coeflicient of variation of the harvest index substantially: Vw > Vz (Tables 4 
and 5), that means: 2v < l (Table 6). With regard to 'variability' lhc experimental results 
are in an excellent agreement with tbe theoretical expectations. 
The absolute valucs of the skewnesses }'z and Yw as weil as of lhe kurtoses o7 and Ow 
are numerically vcry small (Tables 4 and 5). 
Thc J.5-valucs are positive (exceptions: DORAL and KARMA) indicating cqual signs 
for '//. and Yw (Table 6). 
All Äk-values arc positive indicating equal signs of Oz and Ow for all tcn cultivars/lines 
(Table 6). 
With regard to skcwncss as well as to kurtosis the experimental results arc in an only 
moderate agrecmcn t with the theoretically expected relationships and results. For 
example: Thc lhcoretical findings 12.1 < 1 and IJ..d < l are partly fulfilled for kurtosis 
(exceptions: DORAL, BIENYENU, LIRAMA and RUBIN), whi le the agreement for 
skewncss is particularly bad (Tabe! 6). 
These rcsults, howcvcr, arc no t at all surprising: Skewness and kurtosis are dcfined by 
using momcnts of third and fourth order. T he !arge sampling varianccs of such higher 
order moments arc statistically well-known. Even for samples of normally distributed 
variables the sampling standard deviation of the skewness and of the kurtosis are large 
(GEBllARDT 1966). 
For the samplc sizes of the winter oilseed rape data sets one obtains such thcorclical 
standard deviations of 0.30 (for skewness) and 0.56 (for kurtosis). For non-normal 
distributions thcsc values will be substantially enlarged. Thc moderate numerical 
agreement betwccn the theoretically expected and the experimentally obtaincd results 
for skewness and kurtosis, therefore, can be easily explained by thesc statistical 
considerations. 
Table 6 Esnmates of the parameters p and q of a fined beta distribunon and rauos >-v. >-s and Ak 
for the 10 cultivarslhncs 
Cultivars/ sample 1 p q >-v Xs Xk 
lines size 
DORAL 60 49.51 140.12 0.746 -3.429 1.756 
KARMA 60 107.74 227.06 0.681 -1.273 0.606 
BIENVENU 60 73.82 143.52 0.691 l.594 1.468 
LlRAMA 60 44.43 101.55 0.738 l.556 l.957 
RUBIN 60 34.58 93.85 0.741 25.000 1.750 
NPITER 58 24.52 60.92 0.733 3.545 0.772 
CHR. 2648 60 35.91 125.24 0.777 0.250 0.942 
PERLE 60 47 10 134.94 0.750 9.000 0.550 
DARMOR 60 37.47 78.93 0.708 1.578 0.022 
JETNEUF 60 50.09 135.42 0.724 0.400 0.370 
-- -
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For combined data sets from different field lrials (locations, years), the hcterogeneity of 
the parameters p and q among the trials must be considered as a n additional source 
of variability for cocfficient of variation, skewness and kurtosis. This sampling variance 
for p and q may be responsible for a poor agrccment between observed and expected 
values for J.5 and J.k. For the one location/onc ycar-data set used in this study, howcver, 
this argument cannol be applied to explain thc moderate agreement betwccn obscrvcd 
a nd expected ratios for skewness a nd kurtosis. 
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Pf lege i nf ormationssysteme 
Eine Literaturübersicht 
T. Bürkle, H.-U. Prokosch, J. Dudeck 
Zusammenfassung 
Der vorliegende Ar1ikel sie/lt eine literarische Übersieh! über den Stand der En11vickh111g 
und Eil1fiihrung vo11 Pjlegeinforma1ionssystemen dar, die am Institut für medizinische 
Informatik der Universi1ät Gießen im Frühjahr 1993 als Vorarbeit zur E1probung eines 
solchen Systems angefercig1 wurde. Die Übersieh/ beschränkt sich auf die patiente11orien-
tierte klinische Nutzung von Pf/egeinformationssysteme11. D V-Anwendungen zur Unter-
stüt:::ung der adminis1ra1ive11 Tätigkeiten des Pflegepersonals, SOll'ie Lernsysleme werden 
nur am Rande tangiert. 
Einlei1end beschreiben wir die Ziele, die milder Einfiihrung von Pjlegeinformationssys1eme11 
i11 der Regel verbunden sind. Aufbauend auf ei11er Einteilung der D V-A11we11dunge11 in der 
Pflege stellen wir die bekan11teste11 im Routineeinsatz befindlichen Systeme dar. Dabei 
gehen wir sowohl auf in Kra11kenhausi11fonnatio11ssys1eme i11tegrierte Anwendungen als 
auch auf isolierte dezen1rale Lösungen ein. Anschließend werden die durch die Eil~fi-ihnmg 
von ED V in die Pflege erzielten E1:folge, aber auch die aufgetretenen Probleme ausführlich 
illustriert. Abschließend werden die in der Literatur beschriebenen Ansätze zur Behebung 
dieser Probleme zusammengefaßt. Anhand der Darstellung neuer Konzepte und noch im 
experimentellen Stadium befindlicher Systeme geben 11•ir einen Ausblick auf zu erwane11de 
zukünftige Entwicklungen und deren Auswirkungen auf das Arbeitsunifeld der Pflege. 
Abstract 
This paper gives a state of the art overview regarding the developrnent and introduction 
of nursing information systems which was compiled a1 the University of Gießen, departrne111 
o.f medical informatics in spring 1993 in order to prepare the beta-test of such a system 
at our University hospital. The overvieiv is restricted towards the patient orien ted clinical 
use o.f nursing iliformation systems. Nursing admi11istration applications and computer-
assisted i11struction systems will only be briejly discussed. 
To begin with we describe the aims commonly associated ll'ith the introduction of nursing 
i1iformation systems. This is fol/owed by an illustration of some of the routinely 11sed 
11ursi11g information systems, tackling solutions integrated ll'ithin comprehensive hospital 
itiformation systems as ll'ell as decentralized sol111ions. After that, successful evaluatiom 
of electronic data processing systems in the nursing area, but also the enco11111ered 
problemes are extensively dealt with. We then present some newer concepts along with 
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current experimental developments, whid1 aim 011 avoidi11g the described problems. 
Fina//y we give an 0111look upon future trel/(/S in this area and their possible i11fl11ence on 
the nursing working environment. 
1. Einleitung 
Historisch gesehen wurden in Krankenhäusern zunächst auf Großrechnerbasis die 
klassischen Anwendungen Patientendatcnvcrwallung, Leistungsabrechnung, Beschaf-
fung und Personalgehaltsabrechnung verwirklicht. Nur wenige EDV-Projekte betonten 
schon in den siebziger Jahren medizinische Aspekte und konnten auch Bedürfnisse der 
POege adressieren (PRYOR et al., 1983 und VALLßONA. 1976: EHLERS et al., 1979), wobei 
der Schwerpunkt im pOege- und monitoraufwendigen lntensivbereich lag (KuPf'R\IAN 
et al., 1991; SCHÄFER et al., 1988 und SCHILLll\GS et al., 1993). Vor allem in Amerika 
wurde der Einsatz von Computern für die POege in diesen frühen Jahren propagiert 
(HANNAH, 1976). 
Der Begriff eines „POegeinformationssystemes" wird von SABA und McCORMICK (1986) 
definiert als: 
„Computersysteme die zeitaufwendige lnfor111atione11 sammeln, speichem, verarbei1e11, 
wiederaujfinde11, anzeigen und den Dialog ermöglichen, um die P.flegediensileistungen 
und Pjlegeresourcen zu verwalten, um swndardisierte Patientenpflegeinformationen zum 
Zwecke der Erbri11gu11g der Pflegeleistung z11 verll'alten, und um Forschungsresourcen und 
Unterrichtsanll'endungen mit der Pflegepraxis zu verbinden". (Seite 120) 
2. Ziele der Einführung von Pflegeinformationssystemen 
Probleme, die durch die Einführung von POcgeinfonnationssystemen behoben werden 
sollen, werden bereits von HANNAH (1976) erwähnt. Es sind dies 
die unvollständige oder unleserliche Pjlegedokwnentation 
die obsolete oder unvollständige Pjlegep/ammg und dadurch nicht optimale Erbringung 
der Pjlegelei.mmg 
Informationsverluste 
nicht korrekt geführte Pflegekurven 
hoher Pflegeai!fil'a11d bei Patientenmonitoring spe=iell auf Intensivstationen und 
unnötig hoher Aufwand fiir die Erstellung von Dienstplänen. 
H uGHES (1988) sieht beispielsweise als Ziele der EDV im Pllegebereich die Erfüllung der 
notwendigen Kommunikations- und Informationsbedürfnisse von POegekräften zur 
Erhöhung von Produktivität und POegcqualität. Konkret lassen sich in Übereinstimmung 
mit JOHN ( I 992a) vier Zielbereiche definieren: 
1. Reduzierung des Umfanges und Zeitaufwandes für administra1ive Tätigkeiten. 
Hierzu zählt z. B. das mehrfache Ausfüllen von Formularsätzen für Untersuchungsan-
forderungen oder die Suche nach Labor- und sonstigen Untersuchungsergebnissen für 
die Visiten. LANGß ( 1992) ermittelte dazu, daß Schwestern nach Dienstbeginn 15 Minuten 
nur damit verbringen, die für die Pflege ihrer Patienten notwendigen Informationen zu 
suchen. 
2. Verbesserung der Pflegequalität. 
Durch die Reduktion administrativer Tätigkeiten soll Zeit für effektive POcgeleistungen 
am Patienten gewonnen werden. Darüber hinaus kann die Pflegequalität durch eine 
individuelle POcgeplanung sowie die Vermeidung von Informationsverlusten und daraus 
resultierenden Fehlbehandlungen oder wiederholten Untersuchungen verbessert werden. 
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Als Beispiel mangelnder Pflegequalität führen PETERSON und GERDIN JELGER ( 1988) bis 
zu J 5% Fehlübermittlungen bei schriftlich übermittelten Laborergebnissen an, der 
Zeitaufwand für die Archivierung der Ergebnisse in den Patientenakten betrug 1.5 
Stunden täglich. 
3. Erfüllung geser::licher Auflagen. 
Vor allem gesundheitspolitische Regelungen haben sowohl in den USA als auch in 
Deutschland den EDV-Einsatz in der Pflege forciert. Die im Rahmen von MEDICARE 
erforderliche Übermittlung eines Minimal Nursing Dataset (DELANEY et al„ 1992) und 
die Anforderung, das Patientengut eines Krankenhauses dem sogenannten Case Mix 
entsprechend zu unterteilen (HALLORAN et al., 1989; PROTII, 1988), konnte nur mit 
Computerhilfe ökonomisch sinnvoll bewältigt werden. Eine ähnliche Entwicklung ist 
derzeit in Deutschland nach Einführung der Pflegepersonalregelung und Pflegebedürftig-
kcitscharakterisierung zu beobachten (MOHR 1992). 
4. Ermiff/ung /allbezogener Kosten. 
Sobald Krankenhäuser gezwungen sind, fallbezogene Selbstkosten zu ermitteln, müssen 
Leistungen auf der Pflegestation, dem Ort an dem die Kosten entstehen, erfaßt wer-
den, was wiederum EDV-Unterstützung voraussetzt. Diese Entwicklung ist in Deutsch-
land nach Einführung des Gesundheitsstrukturgesetzes 1993 verstärkt zu beo bachten. 
(STREHLAU-SCHWOLL 1993). 
3. Bestandteile von Pflegeinformationssystemen 
Die Aufgaben der Krankenpflege lassen sich zunächst grob in patientennahe und 
patientenferne Aufgabenbereiche einteilen (DAHLGAARD und LORllNZ-KRAUSc 1988, ZEUS 
1990, JOHN 1992). In Anlehnung an die ersten beiden Autoren läßt sich dazu folgendes 
Schema aufstellen: 
1 
Krankenpflege j 
1 
1 1 
A) B) 
Patientennaher Patientenlerner 
Bereich Bereich 
1 
1 
1 1 1 1 1 
Pflege- 1. 2. 3. 4. 5. Personal- Kommunikation mit Admini- Pflege- Unterricht prozeß planung Leistungsstellen stration forschung 
Ergänzt wurden die Punkte B4 und B5, die vor a llem in den USA große Bedeutung 
haben. Ein Ansatz, die Komponenten von Pflegeinformationssystemen zu klassifizieren, 
wurde 1983 von einer Arbeitsgruppe der Universität Cleveland beschrieben (Nachdruck: 
STUDY GROUP ON NURSlNG lNFÖRMATION SYSTEMS, 1989) und wird im 
Folgenden mit Bezug auf die obigen Aufgabengebiete wiedergegeben: 
1. Patientenversorgung = A 
(Aufstellen der Pflegediagnose, Festlegen der Pflegeziele, Auswahl der Pflegeaktionen, 
Überwachung der Pflegequalität, Unterstützung der Patientenunterweisung) 
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2. Resource Allocation => Bl, A 
(Personalbesetzung der Pflegekräfte, Dienstplanerstellung, Festlegung des Grades der 
Pflegebedürftigkeit) 
3. Personalverwaltung => B 1 
(Verwaltung persönlicher Daten der Pflegekräfte incl. Gehalt) 
4. Ausbildung => BS 
(Ausbildung von Patienten, Mitarbeitern, Auszubildenden) 
5. Planung und strategische Zielsetzung => B3 
(Berichte und Aufstellungen über Pflegeleistungen, Unkosten und Pflegeer folge, 
Kosten der Pflege pro Patient und Einnahmen dazu, finanzielles Management) 
6. Forschungen/ Untersuchungen => 04 
(klinische Forschung, Pflegeforschung) 
Die Abgrenzung dieser Komponenten wird allerdings erschwert durch die Tatsache, daß 
Pflegeinformationssysteme zumindest im Krankenhausbereich oft integrative Bestandtei-
le eines komplexen Krankheitsinformationssystemes sind (siehe hierzu PtERSKALLA und 
Wooos, 1988; BAUD et al., 1991; PRYOR et al., 1983; McDONALD et al., 1992; und EilLERS 
et al., 1979, 1993). 
BAUD et al. (199 L) gehen noch weiter, indem sie postulieren, daß ein und dasselbe 
Informationssystem, folgerichtig Stationsinformationssystem genannt, von Pflegekräften 
und Ärzten gleichermaßen verwendet werden sollte. Diese Einstellung wird von PETERSON 
und GEROIN JELOER (1988) geteilt, da sich die Aufgabengebiete von Pflege und Ärzten 
in der Praxis zunehmend fachübergreifend entwickelt hätten. Letztere berichten auch, 
daß die schwedische Gesetzgebung dieser Entwicklung durch die Vorschrift einer 
fachübergreifenden Datenspeicherung der Patientendaten Folge trage. Ein ähnlicher 
interdisziplinärer Ansatz wird beim englischen Pen & Pad Projekt verfolgt (HEATllMELO 
et al., 1992). Das dort geplante System soll von Pflegekräften, Ärzten, Beschäfti-
gungstherapeuten, Physiotherapeuten, Sozialarbeitern und Psychologen gleichermaßen 
verwendet werden können. 
Aus diesem Grunde werden in den folgenden Abschnitten unter anderem Funktionen 
angesprochen, die nicht unbedingt expl izit als Bestandteile eines Pflegeinformations-
systemes ausgewiesen sind, die aber a ls integrierte Bestandteile eines Krankenhaus-
informationssystemes bestimmte pflegerische Tätigkeiten unterstützen. 
4. Realisierungen bis heute 
Dieses Kapitel gliedert sich in die Abschnitte zentralisierte und integrierte Pflegeinforma-
tionssysteme innerhalb von Krankenhausinformationssystemen, dezentralisierte ver-
netzte Systeme und spezielle Abteilungssysteme mit und ohne Integration. 
Typische Beispiele für zentralisierte Systeme sind HELP auf TANDEM Mainframe, 
entwickelt in Salt Lake City, daneben PCS, das Patient Care System der Duke University 
auf IBM-Basis oder auch TDS (Technicon Data Systems) aus dem EI Camino 
Krankenhaus in Kalifornien. Innerhalb dieser Krankenhausinformationssysteme exi-
stieren heute mehr oder weniger umfangreiche Funktionen für den POegebereich, die für 
HELP beispielsweise nach KuPERMAN et al. (1991) die Aufstellung und Ausgabe von 
Pflegeplänen und Pflegeproblemlisten, die computergestützte Pflegekurvenführung und 
Bestätigung durchgeführter Pflegeleistungen, die Medikamentenausgabeplanung und 
Arzneimitteldokumentation, eine pseudographische Intensiv-Pflegekurvendarstellung, 
sowie Visitenzusammenfassungen, mehrtägige Trendreports und statistische Auswertun-
gen ermöglichen. Ferner wird die Abrechnung und Dienstplanerstellung unterstützt. 
Speziell in HELP stehen auch entscheidungsunterstützende Funktionen für den Pflegebe-
reich zur Verfügung. So kann z.B. mit der HELP-Logik ein Teil der Pflegeplanerstellung 
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automatisiert werden. Außerdem wird durch wissensbasierte Funktionen die Konsistenz 
der Pflegepläne und die VolJständigkeit der Pflegedokumentation gewährleistet (JOHNSON 
et al., 1987). Der Umfang der in anderen Systemen vorhandenen pflegespezifischen 
Funktionen wird für PCS von EDMUNDS (I 983) und PROPHET ( 1992) dargestelJt, für TOS 
finden sich Angaben bei CooK (1989), KELLY (1989) und ROMANO {1989). Als deutsche 
Entwicklung ist in diesem Zusammenhang das Krankenhausinformationssystem WING 
(PROKOSCll, et al. 1991) zu nennen, das Funktionen zur Unterstützung des Pflege-
personales wie beispielsweise Ausdruck von Patientenetiketten, Anzeige von demographi-
schen Patientendaten, Online-Laborberichte und seit neuestem auch Eingruppierung von 
Patienten in die Pflegekategorien der allgemeinen und der speziellen Pflege bereitstellt. 
Daneben beschreiben VALLßONA (1976), SABA (1989b) und (BARNETT et al., 1979) einige 
Systeme für den ambulanten Pflegebereich. Letzterer stellt das ursprünglich am Massach-
usetts General Hospital auf MUMPS-Basis realisierte COSTAR System vor, welches 
inzwischen auch in anderen amerikanischen Krankenhäusern eingesetzt wird. So 
beschreiben STOUPA et al. (1991), sowie CAMPßELL et al. (1991) eine am University of 
Nebraska Medical Center eingesetzte und um ein Modul für die Pflegeanamnese, sowie 
um regelbasierte Funktionen zur Erhebung spezieller Pflegeparameter und Dokumenta-
tion pflegerischer Maßnahmen erweiterte COSTAR-Version. 
Als Beispiel für ein dezentralisiertes, auf dem ST AT-LAN-Netzwerk von Simborg Systems 
beruhendes Krankenhausinformationssystem sei hier das von TRANßERGER (1988) 
referierte System des Moses H. Cone Memorial Hospitals in North Carolina erwähnt. 
Unter Einbindung des bereits vorhandenen Labordaten- und des Patientendaten-
Verwaltungssystemes wurden in einer ersten Phase grundlegende Funktionen zur 
Auftragskommun ikation zwischen Stationen und Funktionsbereichen (zunächst zur 
Zentralküche) eingeführt. Tranberger erwähnt, daß dies zwar keine spezielle Funktion 
für den Pflegebereich sei, aufgrund der damit verbundenen Koordinations- und Kontrol-
laufgaben aber dennoch für die Pflege essentiell ist. Als zukünftige Entwicklungen sind die 
Integration weiterer Funktionsbereiche, sowie eines bisher isolierten Systemes zur 
Bestimmung der Pflegebedürftigkeit geplant. Langfristig verfolgt man die Vision eines 
umfassenden Pflegeinformationssystemes mit integrierten emscheidungsunterstülzenden 
Funktionen. Erste Entwicklungen dezentralisierter medizinischer Arbeitsplätze findet 
man auch am Heidelberger Uniklinikum (LAGEMfu"IN et al., 1993) und in Freiburg 
(SCHRAOER et al., 1993). In diesen werden auf der Basis eines selbstentwickelten 
Kommunikationssystemes HEIKO (WINTER, 1992) bzw. von HL7-Messages Nachrichten 
von verschiedenen Rechnersystemen an PC-basierte Stationsarbeitsplätze im Netzwerk 
übermittelt und dort in entsprechende pflegebezogene Anwendungen übernommen. Auch 
im Gießcner Uniklinikum wird zur Zeit im Rahmen einer europäischen Kooperation 
der Aufbau eines dezentralisierten Client-Server Systemes zur Unterstützung der Pflege 
erprobt. Es handelt sich um das in Italien bereits im Einsatz befindliche und gemäß dem 
RICHE-Modell (VAN DER WERFF et al., 1992) konzipierte Pflegeinformationssystem 
FLORENCE. 
Ein in das Umfeld integriertes Abteilungssystem wird von GREWAL et al. (1991) vorgestellt. 
Hier wurden Pflegedokumentationsfunktionen lediglich in einem abgegrenzten Bereich, 
aussch ließlich in der Intensivstation der Chirurgischen Klinik, realisiert. Das auf 
TMR-Basis (vgl. HAMMOND, 1992 und STEAO und HAMMOND, 1988) entwickelte System 
ermöglicht den Online-Zugriff auf demographische Patientendaten und Labordaten, die 
regelmäßig vom zentralen PCS-System bzw. dem LaborrecJ111er an das lntensivstations-
system übertragen wurden. Zusätzlich wird die Datenübernahme aus Patientenmonitoren 
und Beatmungsgeräten ermöglicht. Speziell für das Pflegepersonal wurde eine Funktion 
zur regelmäßigen Erfassung der pflegerischen P atientenbeurteilung realisiert, so daß 
handschriftliche Notizen entfallen konnten. Aus den erfaßten Daten können verschiedene 
Berichtsformen, z. B. als Visitenzusammenfassungen oder als Grundlage für die Qualitäts-
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sicherung erzeugl werden. GREWAL el al. (1991) berichten selu ausführlich über die 
Erfolge und Rückschläge. die das Projekl während des sukzessiven Ersatzes der 
lraditionellen Palienlenkurve durch den Rechner begleiteten. Ein ähnliches Syslcm mit 
einer ebenfalls sehr weitreichenden Funktionalität wurde mil GISI für die kardiochirurgi-
sche Intensivstation der Universität Göttingen entwickell (SCHÄFER et al. 1988, SCHIL-
LINGS et al. 1993, GRÖLING 1988). 
Abteilungssysteme ohne Integration lassen sich heute unter geringem Hard- und 
Softwareaufwand real isieren, genannl sei hier das von ASHWORTH und AUDREY (1992) 
vorgestellte Pnegcdokumentationssystem auf PC-Basis, welches nach entsprechenden 
Eingaben patientenspezifische Pflegepläne ausgibt. In diesen werden dann Abweichungen 
eingetragen, um so ungünstige Verläufe auf ihre Ursache untersuchen zu können. Andere 
spezielle Funktionalitäten erfüllen die an dieser Stelle zu erwähnenden Systeme auf 
Grundlage von wissensbasierten Funktionen, die im Überblick bei HANNAlt (1988) und 
0ZBOLT et al. (1989), ansonsten auch bei ASllWORTH und AUBREY (1992), PETRUCCI et 
al. (1991) und RYAN (1989) vorgestellt werden. Das von Ryan beschriebene COMMES 
(Creigbton On-line Multiple Modular Expert System) arbeitet beispielsweise mit einem 
semantischen Netz und regelbasierten Entscheidungsmechanismen. Es wurde an der 
Universität Crcighton zu r Hilfe bei der Ausbildung von Pflegekräften entwickelt, kann 
aber auch bei der Festlegung der Pflegediagnose und der Aufstellung von Pnegeplänen 
assistieren (EvANS, 1985; OzBOLT, 1988). Die Praxiseinführung wissensbasierter Systeme 
ist auch beule noch mit Problemen verbunden (0ZBOLT, 1988), so daß sich noch keines 
der beschriebenen Systeme in der Praxis durchgesetzt hat. Erwähnt werden soll auch 
die von CURRlE und ABRAHAM (1992) berichtete Dßase-basierte Entwicklung eines 
Gemeindepnegesystemes auf einem NOVELL-PC-Netzwerk. Es unterstützt neben der 
Pflegedokumentation die automatisierte Erstellung von Zusammenfassungen und die 
Datenauswertung mittels Statistikprogrammen. Der Einsatz von Laptops ermöglicht die 
Offiine-Datencrfassung vor Ort. Typische isolierte Abteilungssysteme sind daneben die 
mittlerweile auch in Deutschland verbreitet eingeführten Systeme zur Personaleinsatz-
planung im Pnegebereich (STOPORA, 1986), sowie die neueren EDV-Entwicklungen zur 
Umsetzung der Pflegepersonalregelung (JAKOBI, 1993; SCHEEL und Wrno, 1993). In einer 
Untersuchung von ßESSAl et al. (1991) konnten in Deutschland lediglich drei Systeme 
identifiziert werden, die in der Lage sind, den eigentlichen Pflegeprozeß wirksam zu 
unterstützen, namentlich Nancy von Hinz, Pois von IBM/ Update und PIK vom 
Gesundheitsreferat München (LANG und HANKE 1990), allesamt PC-basiert und zum 
damaligen Zeitpunkt noch in Entwicklung begrifTen. Dies wird auch von WoHL-
MANNSTETTER (I 990) bestätigt. der in einer vom BMFT geförderten Marktanalyse lediglich 
in 9,2% aller befragten Krankenhäuser überhaupt eine EDV-Unterstützung bei Be-
handlung, Untersuchung und Pflege auf bettenführenden Abteilungen ermittelte. Be-
zogen auf die Pflegeplanung war lediglich in 0,3% der Häuser EDV-Unterstützung 
verfügbar. 
5. Erzielte Erfolge 
Um den Nutzen des DY-Einsatzes in der Pflege bewerten zu können ist es notwendig, 
solche Systeme unter Berücksichtigung der vor der Einführung formulierten Ziele zu 
evaluieren. In einer 1988 beschriebenen Literaturübersicht erwähnt KJERULLF (1988) 
eine Reihe von Studien, in denen eine signifikante Reduktion administrativer Tätigkeiten 
festgestellt wurde. Allerdings wurde die dadurch freiwerdende Zeit lediglich in einem 
Fall (SIMBORG et al., 1972) unmittelbar für die Patientenpflege verwendet. Analog dazu 
zeigt die neuere Literaturrecherche von JOHN (1992b) für drei von vier ausgewerteten 
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amerikanischen Krankenhausinformationssystemen sowie für einige weitere Pflege-
informations- und Monitoringsysteme Zeitgewinne im Pflegebereich zwischen l 5 Minuten 
und einer Stunde je Pflegekraft und Schicht, weist aber auf die aufgrund geänderter 
Stationsbesetzung und anderem Patientenkollektiv oft nicht vergleichbaren Studien-
bedingungen bei Vorher/ Nachher-Studien hin. Bestätigt werden Zeiteinsparungen auch 
bei in Deutschland eingeführten Patientenaufnahme- und -verwaltungssystemen. Auch 
hier ist jedoch keine Evidenz gegeben, daß die freiwerdende Zeit unmittelbar für die 
Patientenpflege verwendet wird. Weitere Zeiteinsparungen werden in den Arbeiten von 
GREWAL et al. (1991), DANNEELS (1990), und CHAPMAN et al. (1991) aufgeführt. ASHWORTH 
und AUBRFY ( 1992) berichten sogar über eine vierzigprozentige Einsparung von 
Dokumentationszeit nach Einführung einer DY-gestützten Pflegedokumentation auf 
einer orthopädischen Normalstation. LANGE (J 992) beschreibt eine Beobachtungsstudie, 
in der der Aufwand zur herkömmlichen Informationsbeschaffung durch das Pflege-
personal näher analysiert wird. In der OnLine-Verfügbarkeit relevanter Patienten-
informationen an Bildschirmarbeitsplätzen sieht auch sie ein großes Potential für Zeit-
einsparungen. In einer weiteren Studie am LDS-Krankenhaus in Salt Lake City wurde 
der Einfluß der Anzahl und örtlichen Aufteilung von Bildschirmarbeitsplätzen auf 
mögliche Zeiteinsparungen untersucht. KuPERMAN et al. (1991) erwähnen in diesem 
Zusammenhang eine achtminütige Zeitersparnis pro Pflegekraft und Schicht nach 
Einführung bellseitiger Bildschirmarbeitsplätze im Vergleich zur vorherigen Datenein-
gabe im Stationszimmer. 
Während der Erreichungsgrad des ersten Zieles, der Zeiteinsparung bei administrativen 
Tätigkeiten, noch relativ leicht quantitativ zu belegen ist, läßt sieb die Verbesserung der 
Pflegequalität lediglich über entsprechende Subziele quantifizieren. In diesem Zusammen-
hang wurde von verschiedenen Autoren der Umfang der Pflegeplanung und Pnege-
dokumentalion vor und nach Einführung eines Pllegeinformalionssyslemes verglichen. 
KUPERMAN et al. (1991) berichten, daß sich der Anleil dokumentierter Pflegepläne von 
40% auf 90% erhöhte. Weiterhin stellen sie fest, daß die DY-geführten Pflegepläne 
aktueller waren (22% Verbesserung) und die Durchführung von Pflegemaßnahmen zu 
60% (anstatt früher 30%) dokumentiert wurde. Insgesamt erhöhte sich auch die 
Lesbarkeit der Pflegedokumentation. Auch KJERULLF (1988) beschreibt in seinem 
Übersichtsartikel Untersuchungen, die von einer besseren Lesbarkeit der Patientenakten 
und einer Reduktion der Fehlerquote bei der Durchführung är.ttlicher Anweisungen 
durch das Pflegepersonal berichten (Vergleiche z.B. SIMBORG et al., 1972). Zu ähnlichen 
Ergebnissen kamen auch ADAMS und DuCHENNE (1989) sowie GREWAL et al. (1991) und 
die bereits erwähnte Literaturstudie von JOHN (1992b), letztere allerdings unter Hinweis 
darauf, daß die medizinische Relevanz einer vollständigeren Dokumentation nicht 
bewiesen wurde. 
Ein weiterer Vorteil der DY-gestützten Pflegeplanung und Dokumentation ist darin zu 
sehen, daß aus den einmal erfaßten Daten heraus neue, auf manueller Basis nicht 
verfügbare Zusammenfassungen und Berichte erstellt werden können. KUPERMAN el al. 
(1991), CENGIZ et al. (1989), und SCHÄFER et al. (1988) führen z. B. Pflegeberichte als ein 
solches neugewonnenes Nebenprodukt auf. PROPHET (1992) beschreibt eine Qua litätsver-
besserung in der ambu lanten Nachsorge durch die Möglichkeit, einen zusammenfassen-
den Entlassungsbericht zu generieren und dadurch die verlustfreie Weitergabe relevanter 
pflegerischer Patientendaten zu gewährleisten. Die Autoren sind sich darin einig, daß 
die durch den EDV-Einsatz ermöglichte strukturierte Pflegeplanung auch mit einer 
verbesserten pflegerischen Betreuung der Patienten einhergeht, was jedoch laut JOHN 
(1992b) bisher noch nicht schlüssig bewiesen wurde. 
Einen eher langfristigen Vorteil der verbesserten Pllegedokumentation sehen HALLORAN 
et al. (1989) in der Möglichkeil. automatisch Auswertungen und Übersichten für das 
Pflegemanagement zu generieren. 
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6. Probleme bei der Verwirklichung 
Die meisten kommerziellen Informationssysteme für den Krankenhausbereich sehen 
ihren Schwerpunkt in der Unterstützung administrativer Aufgaben, sowohl der ärztliche, 
als auch der pflegerische Bereich werden nur selten wirkungsvoll unterstützt (vgl. u. a. 
PETERSON und GERDIN JELGER, 1988; PARTIN und MONAHAN, 1985). Dort wo Versuche 
unternommen wurden, das Funktionsspektrum auch auf die klinischen Tätigkeitsbereiche 
auszuweiten, macht sich die ursprüngliche Konzentration auf administrative Bereiche 
meist negativ bemerkbar. Bereits 1976 weist HANNAH auf Probleme beim EDV-Einsatz 
in der Krankenpflege hin. Geringe Flexibilität der entwickelten Anwendungen und eine 
mangelnde Anpassung an die speziellen Bedürfnisse des Pflegepersonales werden als 
häufigste Einführungsbarrieren genannt. DY-Funktionen für den Pflegebereich müssen 
sich problemlos in das Arbeitsumfeld der Pflege integrieren lassen (vgl. ÜZBOLT, 1988). 
Wesentlich für die Akzeptanz solcher Systeme sind leichte Bedienbarkeit, schnelle 
Antwortzeiten und konsistente Datenhaltung (vgl. z.B. GREWAL et al., 1991). Darüber 
hinaus wird es oft als Problem angesehen, daß fi.i r viele der heutigen DY-Systeme immer 
noch ein doppelter Dokwnentationsaufwand notwendig ist. In der Regel müssen 
patientenbezogene Informationen zunächst am Patientenbett auf Papier niederge-
schrieben und später am Stationsterminal eingegeben werden. 
Der größte Teil der in Kapitel 4 beschriebenen Realisationcn von Pflegeinformations-
systemen kommt aus amerikanischen Krankenhäusern. In Deutschland wird das Thema 
„EDV in der Pflege" zwar seit einigen Jahren diskutiert, bis auf wenige Ausnahmen fehlt 
es jedoch an der praktischen Umsetzung, wie auch in den Marktanalysen von BESSAI et 
al. ( 1991) sowie WOHLMANNSTETTER (1990) gezeigt wurde. Meist basiert die Beschäftigung 
mit der EDV in deutschen Krankenhäusern auf idealistischen Initiativen einzelner 
Mitarbeiter des Pflegebereichs. Dies spiegelt sich auch in der deutschsprachigen Literatur 
wieder, in der Erwartungen und Forderungen an eine pflcgeorientierte EDV (HöFERT, 
1990), Einsatzmöglichkeiten der EDV in der Krankenpflege (ARBEITSKREIS „EIN-
SATZMÖGLICHKEITEN DER EDV IN DER KRANKENPFLEGE" AN DER 
FACHHOCHSCHULE OSNABRÜCK, 1988; DAHLGAARD und LORENZ-KRAUSE, 
1988; Zeus, 1990a, 1990b, 1990c; TRILL, 1987), der Einfluß moderner Krankenhaus-
informationssysteme auf die Krankenpflege (JOHN 1992b, MEYER und BEDÜRfllG, 1989) 
sowie Überlegungen zur sozialen Verträglichkeit des EDV-Einsatzes auf der Kranken-
station (STAHL, 1988) beschrieben werden. Vor allem der letzte Punkt wird in deutschen 
Krankenhäusern ausführlich diskutiert. TRTLL (1987) schreibt hierzu, daß der Einsatz 
von EDV-Programmen für pllegeprozeßbezogene Aufgaben besonders umstritten ist, da 
zum Beispiel ein Kompetenzverlust für das Pflegepersonal befürchtet wird. PRÖLL 
und STREICH (1987) erwähnen ebenfalls die Gefahr der Personalkontrolle durch die 
personalbezogene Erfassung von Tätigkeiten und Zeitaufwänden und ZEUS (1990c) sieht 
darüber hinaus die Gefahr einer Entmensehlichung der Krankenpflege und der Weg-
rationalisierung von Planstellen. Zwar hat auch auf dem deutschen Markt die Anzahl 
kommerzieller DY-Systeme für den Pflegebereich zugenommen (JOHN l992a), doch wird 
von Pflegedienstmitarbeitern noch häufig kritisiert, daß die verfügbaren Systeme oft auf 
gesamtbetriebliche pflegeexterne Rationalisierungsziele ausgelegt sind und sich das 
Pflegepersonal häufig nur in der Rolle des Datenerfasscrs wiederfindet (PRÖLL und 
STREICH, 1987). TRILL (1987) erwähnt in diesem Zusammenhang das noch nicht 
ausreichend gelöste Problem der Einbeziehung der EDV in die Arbeitsvorgänge auf der 
Krankenhausstation und fordert zunächst die Entwicklung neuer organisatorischer 
Lösungsmodelle. Die Übertragung amerikanischer Pflegeinformationssysteme auf das 
deutsche Krankenhausumfeld erscheint wenig erfolgversprechend, da die ausgereiften 
Systeme größtenteils auf veralteter Technologie beruhen und sich darüber hinaus die 
organisatorischen Rahmenbedingungen in den USA von denen in Deutschland wesentlich 
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unterscheiden. Über derartige Erfahrungen berichten z.B. auch PROKOSCll et al. {1991). 
Allerdings sollten bei den anstehenden deutschen Neuentwicklungen vor allem die in 
den USA bei der Einführung von DV in den Pnegebereich gewonnenen Erfahrungen 
berücksichtigt werden. 
7. Ansätze zur Lösung dieser Probleme 
Eines der grundsätzlichen, und immer wieder genannten Probleme bei der Einführung 
von DY-Systemen für den Pnegebereich ist die mangelnde Einbindung des Pflegeperso-
nals in die frühen Projektphasen. Werden Mitarbeiter des POegebereichs erst im Rahmen 
der Systemeinführung mit den für sie neuen Technologien konfrontiert, so ist es nicht 
verwunderlich wenn man auf Akzeptanzbarrieren stößt. Die erfolgreiche Einführung von 
DY-Systemen ist abhängig von der frühzeitigen Information des Pnegepersonals über 
geplante Neuerungen und deren Mitarbeit bei der Spezifikation der einzuführenden 
DY-Funktionen. Auch wenn ßURSLEY et al. (1985) aufgrund einer Umfrage berichtet, 
daß zwischen dem Grad der Beteiligung des Pflegebereiches an der Auswah l und 
Spezifikation des Krankenhausinformationssystemes und der späteren Nutzungsintensi-
tät durch Pflegekräfte keine Korrelation besteht, ist die Mehrheit der Autoren (ABEND-
ROTH, 199 1; PROPHET, 1992; LLISTAR l VERDU, 1990; HYLTON et al., 1989; BALL, 1988; 
HRAVNAK et al., 1992; StMPSON et al., 1989; sowie TRANBERGER, 1988) anderer Meinung. 
Sie berichten über positive Erfahrungen bei der Einrichtung interd isziplinärer Projektar-
beitsgruppen, in denen Pflegepersonal frühzeitig Einfluß auf die Konfiguration der 
DY-Funktionen und die Vorgehensweise bei der DY-Einführung nehmen kann. HEATil-
FIEW et al. (1992) bezeichnet diese Vorgehensweise als „User Centered Design". Durch 
die Definition von „DY-Beauftragten" aus dem Pnegebereich soll die Kommunikation 
zwischen DY-Abteilung und Pnegebereich verbessert werden (TRAr-<Br:RGER, 1988). Diese 
DY-Beauftragten haben auch nach der Einführungsphase die Aufgabe, den unmittelbaren 
Kontakt zum Pflegepersonal zu halten und auftretende Probleme, sowie Verbesserungs-
vorschläge an die DY-Abteilung weiter zu leiten. JOHN (1992b) beleuchtet dagegen 
kritisch die in Deutschland übliche Einführung von EDV-Systemen in Krankenhäuser 
mittels sogenannter Multiplikatoren, d. h. beispielsweise POegekräfte, die beim Hersteller 
des Programmes ausgebildet werden und dieses Wissen an ihre Kollegen weitergeben 
sollen. Hierbei tauchen seiner Meinung nach häufig Interessen- und Aufgabcnkonnikte 
auf, daneben fehlt diesen Kräften die pädagogische Ausbildung. 
Zum Abbau eventuell vorhandener Hemmschwellen beim Übergang auf neue Tech-
nologien empfehlen HELLER et al. (1989), ARMSTRONG (1989), MIKAN ( 1989) und RONALD 
(1989) die Aufnahme pOegespezifiscber Informatikthemen in die Lehrpläne der Pnegeaus-
bildung. In Verbindung mit der unmittelbaren Einführung von DY-Systemen führen 
ZIELSTOl'F et a l. (1991) und RONALD (1989) den erfolgreichen Einsatz spezieller com-
puterunterstützter Schulungsprogramme, sowie SKIBA und HARDIN (1989) die erfolgreiche 
Durchführung von Computerworkshops an. 
Ein weiterer wichtiger Punkt für die Benutzerakzeptanz ist es, bei der DY-Einführung 
mit Funktionen zu beginnen, die dem Pnegepersonal ohne großen Aufwand deutliche 
Arbeitserleichterungen bringen. Ball hebt in diesem Zusammenhang die Unterstützung 
der Auftragskommunikation besonders hervor (BALL, 1988). Generell ist es wichtig, die 
ursprünglichen Arbeitsabläufe zu untersuchen (SITTIG, 1992; LANGE, 1992) und eventuell 
gemeinsam mit der DY-Einführung zu optimieren (AsuwORTll und AUBREY, 1992). 
Der von HEATHl'IELD et al. (1992) und NOWLAN et al. (1991) erwähnte Ansatz des „User 
Centered Design" erfordert ein sehr nexibles, parametrisierbares, und damit vom 
Anwender einfach auf seine Bedürfnisse anpaßbares DY-System. GREWAL et al. (1991) 
beschreiben ein System in dem patientenbezogene Informationen im Gegensatz zur 
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manuellen Arbeitsweise schwieriger und mit mehr Zeitaufwand abrufbar waren und 
darüber hinaus in einer für das Pflegepersonal ungewohnten Form präsentiert wurden. 
Dies führte LCitweilig zur Ablehnung des Systemes durch das Pflegepersonal. Aus diesem 
Grund fordern viele Autoren (z.B. NOLAN-AVILA et al., 1989; LANGE, 1992; NOWLAND 
et al., 1991) die einfache Adaptierbarkeit der Benutzeroberfläche. 
Bezüglich der Anforderungen an die technische Ausstattung des DY-Arbeitsplatzes und 
die Gestaltung der Benutzeroberfläche gibt es zur Zeil noch keine einheitliche Aussage. 
Während zum Beispiel BAUD et al. (1991) unter einem benutzerfreundlichen Arbeits-
platz einen graphischen Farb-Arbeitsplatzrechner mit einer Auflösung von mindestens 
1000 x 1000 Pixeln sowie einer Multiwindow/ Multitaskingoberfläche verstehen be-
schreiben McOOl\ALD et al. (1991), (1992) ein System, an dem z.B. die Datenerfassung 
über Tastatur der mausgesteuerten Eingabe noch vorgezogen wird. In der Mehrzahl der 
neueren Arbeiten wird allerdings der Einsatz graphischer Benutzeroberflächen favorisiert 
(Vergleiche z.B. LITT und LOONSK, 1992; WARD et al., 1991; ÜAYllOFF et al„ 1991 und 
PRCISS et a 1., 1992). 
Oie unmittelbare Verfügbarkeit von Eingabegeräten an denjenigen Arbeitsplätzen, an 
denen patientcnbezogene Daten anfallen ist ebenfalls eine Anforderung zur Erhöhung 
der Akzeptanz DY-gestützter Systeme. KuPERMAN et al. (1991), GREWAL et al. (1991), 
sowie Humrns (1988) beschreiben in diesem Zusammenhang den Einsatz beltseiliger 
Bildschirmarbcitsplätze. Durch die zunehmende Leistungsfähigkeit mobiler Daten-
erfassungsgeräte stellen diese für zukünftige Entwicklungen eine realistische Alternative 
dar. Naeymi-Rad (NAEYMl-RAD et al„ 1992b) berichtet z. B. über positive Erfahrungen 
bei der Verwendung von Laptops. In neueren Arbeiten wird darüber hinaus bereits die 
Nutzung taslaturloser Penpads (auch Pentops genannt) für den Einsatz im medizinischen 
Umfeld analysiert (LUSSJER et aJ„ 1992; WORTMUTH, 1992), bzw. deren praktische 
Erprobung beschrieben (GREJL 1993). 
Manchmal sind es allerdings nicht die großen revolutionären Neuerungen, die zur 
Akzeptanz von DY-Systemen führen, sondern eher kleine organisatorische Maßnahmen 
wie z. B. die ergonomischere Zusammenstellung eines Visitenwagens (DAl'.NEELS, 1990), 
die Anschaffung leiserer und weniger störanfälliger Drucker (GRCWAL et al„ 1991), oder 
die Bereitstellung spezieller Arbeitstische, Schallschluckhauben und Kabelkanäle (GAY-
LORD et al., 1985, JOHN, 1992 b) 
8. Zukunftsperspektiven 
Der Einsatz von EDV-Systemen ist in den letzten zwanzig Jahren vermehrt auch in den 
Pflegebereich vorgedrungen. Dennoch sind es meist nur einzelne exemplarische Entwick-
lungen, die die vollen Möglichkeiten, pflegerische Tätigkeiten durch Computereinsatz zu 
unterstützen, aufzeigen. Speziell in Deutschland beschränkt sieb der DY-Einsatz in der 
Regel auf das Pflegemanagement (z.B. Personaldisposition). DY-Funktionen zur struk-
turierten Unterstützung der patientenbezogenen Pflegeplanung und Pflegedokumenta-
tion befinden sich noch in den Kinderschuhen. 
Oie von BALL und DouGLAS (1988) prophezeite Revolution im Pflegebereich hat sich, 
zumindest in Deutschland, noch nicht vollzogen. Der technologische Fortschritt der 
letzten Jahre hat jedoch dazu geführt, daß heute wesentlich bessere Voraussetzungen 
zur effizienten Unterstützung der POege durch DV gegeben sind, die wohl in Zukunft 
zu einem verstärkten Computereinsatz in diesem Bereich führen werden (JOHN 1992a). 
Einige der neueren Möglichkeiten, besser auf den unmittelbaren Bedarf des Pflegeperso-
nals einzugehen, wurden bereits in Kapitel 7 erwähnt. Es ist zu erwarten, daß 
zentralrechnerbasierte Systeme mehr und mehr zugunsten von offenen und hersteller-
unabhängigen Systemen in den Hintergrund treten werden. Allerdings können solche 
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Entwicklungen nur als integrierte Bestandteile umfassender Krankcnhausinformations-
systemc sinnvoll genutzt werden. Insbesondere in den Arbeiten von VAN DER WERFF cl 
a l. (1992), BAUD el al. (1991), BALL und DoUGLAS (1991), BooN et a l. (1991) und BALL 
und DOUGLAS (1988) werden diese Tendenzen beschrieben. Als Voraussetzung zur 
Umsetzung dieser Ansätze sind der Aufbau umfassender Netzwerke, die Erprobung 
mobiler Datenendgeräte (vgl. z.B. GREIL, 1993) zur Unterstützung der Datenerfassung 
am Krankenbett, sowie die Fertigstellung von POegestandards zu nennen. 
Zusammenfassend lassen sich die folgenden Trends für die Konzeption und Realisierung 
zukünftiger POegeinformationssysteme ableiten: 
eine her.stellerunabhängige vemet::te Client/Server-Architektur 
modulares und erll'eiterbares Design 
offene Kommunikation nach außen, Anscl1lußmöglic/1keite11 fiir beliebige 1reitere 
spe::ialisierte Module und Anwendungen iiber genormte Sehnil wellen 
genormte Ko1111111111ikatio11sprotokol/e, soweit vorhanden (TC Pf f P ), teilll'eise darauf 
aufgeset=t weitere Scliiclzten (evtl. HL7 oder Edifact) 
offene industrielle ßetriebssysieme mit einer breiten Basis (UN 1 X, Windo11•s), teilll'eise 
o/~jektorie111ierte Programmier1ec/111ike11 
Grapliisc/1e Benutzeroberflächen ( Windows, X-Windoll's, OSF/ Mot{f) mit 'Leigeins1ru-
me111 ( Maus) als Frontend, möglicherweise mil i11Lellige111er ko111extab/1ä11giger Me11ü-
ste11erung 
Integration von beflseitigen oder mobilen Eingabegeräten, Barcodelesem und später 
eventuell auch Hcmdschriflerkennung oder Spracheingabe 
MultiMedia-Fähigkeiten, Bildarchivierung und -kommunikation 
Integration vo11 Literatur- u11d Wissensdatenbanken, sowie vo11 Experte11/1111ktio11e11. 
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Brief des Präsidenten 
Liebe Kolleginnen und Kollegen, 
während der Mitgliederversammlung 1994 in Dresden wird Prof. Köpcke aus Münster die 
Ergebnisse der Mitgliederbefragung der GMDS-Mitglieder ausführlich erläutern. Ein 
technischer Grund, nämlich der der Einführung eines neuen Adressverwaltungssystems in 
der Geschäftsstelle, war ursprünglich der Anlaß, den Bestand der GMDS-Mitgliederkartei 
zu aktualisieren. Das Präsidium hat diese Gelegenheit jedoch dazu benutzt, alle Mitglieder 
nach ihrem Interessengebiet und ihren Erwartungen zu befragen. So soll nicht nur ein 
postalisch aktualisiertes Mitgliederverzeichnis gewonnen werden, sondern gleichzeitig eine 
Anzahl von Merkmalen, die es erlaubt, sehr gezielt Informationen an die Mitglieder weiter-
zugeben und die Arbeit der Arbeitsgruppen und Arbeitskreise noch effektiver zu gestalten. 
Die Angaben sollen uns auch helfen, günstige Zeitschriftenabonnements und andere 
Leistungsangebote für die Mitglieder auszuwählen und gezielt nach ihren Interessen zu 
besonders günstigen Konditionen anbieten zu können. Herr Köpcke wird die Ergebnisse in 
Dresden darstellen. Unabhängig davon bitte ich, alle diejenigen, die noch nicht dazu 
gekommen sind die Fragebögen an Herrn Köpcke zurückzuschicken, dies baldmöglichst 
nachzuholen. 
Weiterentwicklung der GMDS-Jahrestaguog 
Neben der Neugliederung der GMDS über die Fachbereiche ist die Neugestaltung der 
GMDS-Jahrestagung zweites Ziel der Reform der GMDS nach einer mehr mitglieder-
orientierten Dienstleistungsgesellschaft. Wie allen bekannt ist, haben seit der GMDS-
Jahrestagung in München die Tagungen in Mainz, Lübeck und Dresden das Schema der 
Tagung weiterentwickelt und sie zunehmend zu einem Kommunikationsforum für die 
GMDS-Mitglieder und befreundete wissenschaftliche und fachliche Organisationen 
ausgebaut. 1995 soll die Bochumer Tagung über das bisher Erreichte hinaus drei weitere 
Aspekte berücksichtigen: 
Stärkere Beteiligung der drei Fachbereiche an der Ausgestaltung und 
Zusammensetzung der Sessionen: so soll sichergestellt werden, daß für die 
vorgesehenen Themen ein jeweils ausgewogenes Sessions-Programm 
zusammenkommt. 
Stärkere Trennung der Sessionen in 
- wissenschaftliche Veröffentlichungen und 
- Erfahrungsberichte und praktischen Informationsaustausch. 
Weitere Öffnung der GMDS-Jahrestagung für all jene in der Medizinischen Informatik, 
Biometrie und Epidemiologie Tätigen, die noch nicht den Zugang zur GMDS gefunden 
haben. 
Erstmals für die Dresdner Tagung ist die Ankündigung der GMDS-Jahrestagung im 
gesamten deutschen Sprachraum erfolgt. Eine Befragung zum Ablauf der Jahrestagung und 
die Beteiligung der GMDS-Tagungsteilnehmer an der Themengestaltung für das 
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folgende Jahr wird erstmals in Dresden wiederum durch den 1. Vizepräsidenten, Herrn Prof. 
Köpcke, erfolgen. 
Aus dem Gesagten können Sie entnehmen, daß in Zukunft der 1. Vizepräsident sich speziell 
um die Belange und Interessen der Mitglieder kümmern wird. Eine wichtige Aufgabe vor 
seiner aktiven Präsidentschaft wird es sein, die aktuellen Interessen und Wünsche der 
Mitglieder zu erfragen, um mit diesem Vorwissen dann sein Präsidentenamt antreten zu 
können. 
Framework-Programm der EG 
Alle Interessenten seien darauf hingewiesen, daß die Ausschreibung aller Voraussicht nach 
am 15.12. 1994 erfolgen wird. Während der GMDS-Jahrestagung in Dresden wird am 
Donnerstag Vormittag eine spezielle Informationsveranstaltung mit Vertretern der EU und 
der Deutschen Versuchsanstalt für Luft- und Raumfahrt organisiert werden. Allen 
Interessenten an Konsortialbildungen wird dringend empfohlen, an dieser Veranstaltung 
teilzunehmen. 
Kooperation der GMDS mit der Industrie 
Als Fachgesellschaft ist die GMDS daran interessiert, eine möglichst enge Zusammenarbeit 
auch mit jenen Kollegen zu erhalten, die außerhalb der Universitäten in dem Bereich 
Medizinische Informatik, Biometrie und Epidemiologie tätig sind. Während dies in der 
Biometrie traditionell der Fall ist, sind hier im Bereich der Medizinischen Informatik und 
Epidemiologie noch erhebliche Anstrengungen notwendig. In letzteren beiden Bereichen 
muß die GMDS noch mehr als bisher aus ihrem klassischen universitären Herkunftsbereich 
herauswachsen. 
Um den Kontakt zur Industrie allgemein zu verbessern, wird überlegt, einen GMDS-
Förderkreis einzurichten. Als erster Schritt zu diesem Förderkreis ist in Vorbereitung der 
Dresdner Tagung gut 20 führenden deutschen Unternehmen im Medizin-Informatik-Bereich 
ein persönlicher Brief des Präsidenten zugeleitet worden, in dem sie aufgefordert werden, 
doch durch Tagungsteilnahme oder institutionelle Mitgliedschaft die deutsche oder die 
internationale Fachgesellschaft zu unterstützen. Auch über diesen Ansatz, das Tätigkeitsfeld 
der GMDS zu verbreitern, wird auf der Mitgliederversammlung berichtet werden. 
Biometrische Fortbildung 
In großer Freude kann ich berichten, daß in Bochum unter der Leitung von Prof Trarnpisch 
in Abstimmung mit dem GMDS-Geschäftsführer und der Akademie für Medizinische 
Informatik in Heidelberg begonnen worden ist, eine zweite Weiterbildungseinrichtung in 
Zusammenarbeit mit der GMDS und der Biometrischen Gesellschaft aufzubauen. Diese wird 
sich schwerpunktmäßig dem biometrischen Themenkreis widmen. Das GMDS-Präsidium 
unterstützt die Bemühungen von Herrn Trampisch nachdrücklich. Man hofü, daß in 
absehbarer Zeit auf diesem Weg den GMDS-Mitgliedern preiswerte Wei-
terbildungsmöglichkeiten im Bereich der Biometrie angeboten werden können. 
Mit freundlichen Grüßen 
Ihr 
Prof Dr. med. 0 . Rienhoff 
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Bericht aus dem Fachbereich Medizinische Informatik der GMDS 
Unter der Herausgeberschaft von Herrn Professor Seelos wurde zwischenzeitlich ein Sonder-
heft der Zeitschrift it+ti zur Medizinischen Informatik fertiggestellt. it+ti ist die Zeitschrift des 
Fachbereichs 4 der Gesellschaft für Informatik (GI), zu dem auch der GI-Fachausschuß 4. 7 
"Medizinische Informatik" gehört. 
lm Fachausschuß Medizinische Informatik der GMDS wurde ein Faltblatt mit Informationen 
über den Fachbereich entworfen, das bei der Jahrestagung in Dresden oder aber direkt bei dem 
Schriftführer erhältlich ist bzw. erhältlich sein wird. Dieses Faltblatt soll als "Visitenkarte" zur 
Unterstützung der Öffentlichkeitsarbeit und zur Information der Mitglieder dienen. 
Auf seiner letzten Sitzung konnte der Fachausschuß für das Präsidium der GMDS Vorschläge 
für die Benennung von GMDS-Vertretem für die DAGM und für die internationalen Gesell-
schaften EFMI, IMIA und IFIP einschließlich ihrer Arbeitsgruppen zusammenstellen; den vor-
geschlagenen Kolleginnen und Kollegen sei an dieser Stelle für ihre Bereitschaft herzlich ge-
dankt. Ferner wurde die Projektgruppe "Terminologie der Medizinischen Informatik" ergänzt 
um eine Projektgruppe "Medizinische Linguistik" und es wurde dem Präsidium berichtet, daß 
der Fachausschuß auf der nächsten Beiratssitzung vorschlagen wird, die Projektgruppen 
"Archivierung von Krankenunterlagen", "Datenschutz in Krankenhausinformationssystemen" 
und "Medizinische Informatik in der Pflege" in Arbeitsgruppen umzuwandeln. 
Als Resultat der Arbeitstagung über Krankenhausinformationssysteme, die im Juni in Heidel-
berg stattfand, ist in Zusammenarbeit mit der GI die Einrichtung eine Projektgruppe 
"Methoden und Werkzeuge für das Management von Krankenhausinformationssystemen" 
vorgesehen. Die Kooperation zwischen GMDS und GI wird eine weitere Vertiefung durch ein 
Fachgespräch "Informationsverarbeitung und Kommunikation im Gesundheitswesen: Planung 
und Bewertung von Krankenhausinformationssystemen", erfahren, das im Rahmen der Jahres-
tagung 1995 der GI zusammen mit der Schweizerischen lnformatikergesellschaft (SI) stattfin-
den wird. 
Bedauert wurde im Fachausschuß, daß für das "Yearbook ofMedical Informatics '94" nur eine 
sehr geringe Anzahl deutscher Beiträge angemeldet worden sind. 
Während der Jahrestagung in Dresden wird wiederum eine Sitzung des Fachbereichs Medizi-
nische Informatik stattfinden. Der Fachausschuß würde sich freuen, möglichst viele an der 
Medizinischen Informatik interessierte GMDS-Mitglieder bei dieser Sitzung begrüßen zu kön-
nen. 
Dr. A. Winter, Heidelberg 
Schriftführer des 
Fachausschusses Medizinische Informatik 
* * "" '"" 
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Veranstaltungen der Akademie Medizinische Informatik 
1. Sommerschule "Medizinische Dokumentation, Qualitätssicherung" 
Termin, Ort: 29.-31.8.94, Klinikum der Universität Heidelberg 
Zielgruppe: Ärzte, Medizininformatiker, Dokumentare und Statistiker, die im Bereich der 
klinischen und ambulanten Qualitätssicherung tätig sind. 
Referenten: Prof. Dr. W. Gaus, Dr. H. Haeske-Seeberg, Dipl.-Inform. Med. B. Pietsch-
Breitfeld, Prof. Dr. 0. Rienhoff, Dipl. rer. soz. B. Sens 
Teilnahmegebühren:Mitglieder von BVMI, DVMD, GMDS 650.- DM 
(MEDWlS-Beteiligte 500.- DM, Sonstige 1500.- DM) 
Beschreibung: 
Die Qualitätssicherung in der klinischen Medizin ist spätestens seit der Novelliemng des 
Sozialgesetzbuches V bzw. dem Gesundheitsstrukturgesetz ein Hauptthema der Reform des 
Gesundheitswesens in der Bundesrepublik. Die ärztlichen Organisationen, wissenschaftliche 
Einrichtungen, Krankenkassen und Krankenhausgesellschaften arbeiten an Verfahren, die die 
Qualität der Prävention und Behandlung im ambulanten und stationären Sektor verbessern 
sollen. 
Qualifizierte Arbeit im Bereich der Qualitätssicherung setzt ein gesichertes methodisches Wis-
sen sowie detaillierte Kenntnisse der Medizinischen Dokumentation voraus. Das Seminar soll 
hier einen soliden Grundstock für den Methodiker in der Qualitätssicherung bieten Es wird 
einerseits einen methodischen Überblick und andererseits Übungen an praktischen Beispielen 
enthalten. 
2. Seminar "Modelle zur Behandlung unsicheren und temporalen Wissens in wissens-
basierten Systemen" 
Termin, Ort: 10.10.94, gsf-Medis, Neuherberg bei München 
Zielgruppe: Mediziner, Medizinische Informatiker, die mit wissensbasierten Systemen in 
der Medizin befaßt sind. 
Referenten: Prof. Dr. Dr. P. Hucklenbroich, Dipl.-Inform. Med. H. Kindler DESS 
Intelligence Artificielle, S. Schleutermann M.Sc. Computer Science, M Sc. 
Mathematics, Dipl.-Inform. E. Umkehrer 
Teilnahmegebühren.Mitglieder von BVMI, DVMD, GMDS 270.- DM 
(MEDWIS-Beteiligte 220.- DM, Sonstige 650.- DM) 
Beschreibung: 
Kausalität, temporale Aspekte und Unsicherheit medizinischen Wissens anhand von 
Beispielen 
Wissenschaftstheoretische Modelle für Kausalität 
Formalismen und Implementationen für temporales und kausales Wissen in der Medizin 
Vergleich von Formalismen zur Behandlung von unsicherem Wissen in der Medizin 
3. Seminar "Das Gesundheitsstrukturgesetz und dessen Konsequenzen für die Medi-
zinische Informatik" 
Termin, Ort: 03. 11 .94, Klinikum der Universität Heidelberg 
Zielgruppe: Medizinische Informatiker, EDV-Beauftragte in Krankenhäusern, Krankenhaus 
verwaltungsfachkräfte. 
Referenten : Dr. G. Baugut, Prof. Dr. R. Klar 
Teilnahmegebühren:Mitglieder von BVMI, DVMD, GMDS 270.- DM 
(MEDWIS-Beteiligte 220.- DM, Sonstige 650.- DM) 
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Beschreibung: 
Erläuterung der medizininformatisch relevanten Teile des GSG 
Die Verschlüsselung von Diagnosen nach der ICD-9 vierstellig und von Operationen 
nach der ICPM fünfstellig, Kontrolle und Auswertung der Diagnosen- und OP-
Statistiken aus Krankenhaus- und Kassensicht, EDV-Organisation der Dokumentation 
und Übermittlung an die Kassen, Integration in ein Krankenhausinformationssystem 
Die Umsetzung der Pflegepersonalregelung für ein Krankenhaus, 
Pflegeleistungskataloge, EDV-Hilfen zur PPR, krankenhausinteme Analyse der PPR-
Daten, diagnosenbezogene Auswertungen 
Übersicht zu den ökonomischen Zielen des GSG und neuen Entgeltformen im 
Krankenhauswesen 
Kalkulation von Sonderentgelten und Fallpauschalen 
Diskussion von Aufwand, Vergütung und Qualität med. Leistung 
4. Übersicht über weitere Veranstaltungen der Akademie Medizinische Informatik: 
Melhodische Voraussetzungen zur lnte- Ch. Olunann, J. Stausberg T 18.09.94 Dresden 
tm1tion wissensbasierter Systeme 
ICPM B. Graubncr, R. Thunnavr T 18.09.94 Dresden 
Standards für die Datenkommunikation J. Dudeck, G. Hergenröder T 18.09.94 Dresden 
(EDI EDIFACT HL7) 
Bildkommunilcationsstandards D. Pretschner T 18.09.94 Dresden 
Dentalinformatik W. Schneider 1.-V. Wa1U1er T 18.09.94 Dresden 
Einfllhrung in die statistische Methodik 
von Aauivalcnztests 
S. Wellek T 18.09.94 Dresden 
Sequentielle Verfahren und P. Bauer T 18.09.94 Dresden 
lntcrimsanal""" 
Multioles Testen G. Hommel T 18.09.94 Dresden 
Analyse von Uberlebens:zeiten in W. Sauerbrei, C. Schnoar, T 18.09.94 Dresden 
klinischen Studien M. Schumacher 
Einfllhrunit in die EoidemiolOilie L. Kreienbrock T 18.09.94 Dresden 
Expositionserfassung in W. Ahrens T 18.09.94 Dresden 
eoidemioloaischen Studien 
Klinische Eoidemiolnoie R. Koch B. KW18th T 18.09.94 Dresden 
Modelle zu Behandlw1g tmsicheren w1d P. Hucklenbroicb, H. Kindler, s 10.10.94 Neuherberg 
temporalen Wissens in wissensbasierten S. Schleutermann. E. Umkehrer 
Svstemen 
Das Gesundheitsstrukturgesetz und G. Baugut, R. Klar s 03.11.94 Heidelberg 
dessen Konsequenzen für die 
Medizinische lnf ormatik 
Kran.kenha.usinformationssysteme in J. Boese, Praktiker aus s 23.11.94 Heidelberg 
Deutschland: Markttlbersicht und Kran.kenbAusern 
Methodik der Auswahl 
T Tu:omm. S s.rru-
Nähere Informationen können direkt bei der Akademie angefordert werden: 
Akademie Medizinische Informatik Tel.: 06221 / 56-7398 
Universität Heidelberg Fax: 06221 / 56-4997 
Abteilung Medizinische Informatik 
Im Neuenheimer Feld 400 
D - 69120 Heidelberg 
Prof. Dr. Dr. K. Spitzer, Dipl.-lnform. Med. B. v. Buol 
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Ankündigungen des Fachbereichs Medizinische Biometrie 
Tagungskalender, 1 l.07.94 
17th International Biometrie Conference (IBC '94) 
• 08. - 12.08.1994 • Hamilton, Ontario, Canada 
Information: IBC '94 - Local Organizing Committee, Dept. ofMathematics and Statistics, 
McMaster University, Hamilton, Ontario, Canada L8S 4K l, Tel. : 001-416-
529-7070 ext. 3423 Fax. : 001-416-522-0935 
Clinical Laboratory Data 
A Practical Guide to Data Acquisition and Reporting, Drug Information Association (DIA) 
Workshop 
• 12. - 13.09.1994 •Köln 
Information: Drug Information Association, Postfach, CH-4012 Basel, Tel. : 0041-61-382-
9019, Fax.: 0041-61-382-9050 
Practical GCP Compliance Auditing 
A Course for lndustry Auditors and Regulatory lnspectors (DIA) 
• 12. - 14.09.1994 •Köln 
Information: Drug Information Association,Postfach, CH-4012 Basel, Tel. : 0041-61-382-
9019, Fax.: 0041-61-382-9050 
Statistische Woche 
• 12. - 16.09.1994 •Wien 
Information: Österreichische Statistische GeseUschaft, Hintere Zollamtsstraße 2b, 
Postfach 90, A-1033 Wien, Fax.: 0431-711-28/7728 
6th Annual Drug Information Association (DIA) Euromeeting 
"1995 - Ready, OrNot?" 
• 25. - 27.09.1994 •Berlin 
Information: Drug Information Association, Postfach, Ch-4012 Basel,Tel.: 004 1-61-
449019, Fax.: 0041-61-449050 
7. Herbstkolloquium über Biometrie und Ökologie 
"Biometrische Methoden in der Umweltforschung" 
der Arbeitsgruppe "Ökologie" der Internationalen Biometrischen Gesellschaft 
• 13. - 14.10.1994 •Freiburg 
Information: Dr. E. Kublin forstliche Versuchs- und Forschungsanstalt, Abt. Biometrie 
und Informatik, Wonnhaldestraße 4, 79100 Freiburg, Tel. : 0761-4018-198, 
Fax. · 0761-4018-333 oder: Prof. Dr. R Lasser, GSF-Forschungszentrum 
für Umwelt und Gesundheit GmbH, Neuherberg, Postfach 1129, 85758 
Oberschleißheim, Tel. : 089-31 87-5350, Fax.: 089-3 187-3326 
Workshop "Methodische Aspekte der Entwicklung und Validierung von prognostischen und 
diagnostischen Indizes" 
der AG's "Statistische Methoden" und "Methoden der Prognose und Entscheidungsfindung" 
• 14.10. 1994•Freiburg 
Information: Dr. W. Sauerbrei, Klinikum der Universität, Abt. Medizinische Biometrie und 
Statistik, Stefan-Meier-Str.26, 79104 Freiburg, Tel. : 0761-203-6669/6662, 
Fax. : 0761-203-6680 
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Anwendungsbeobachtungen in der Psychophannakotherapie 
Symposium der Arbeitsgemeinschaft für Neurophannakologie und Pharmakopsychiatrie 
(AGNP) 
• 28. - 29.10.1994 •Berlin 
lnfonnation: Prof. Dr. M. Linden, Psychiatrischen Klinik und Poloklinik der Freien 
Universität Berlin, Eschenallee 3, 14050 Berlin, Tel.: 030/3003-783, -439, 
Fax.: 030/3003-393 
4th Annual European Drug Information Association (DIA) Workshop on Clioical Data 
Management 
• 07. - 09.11.1994 •Basel 
Information: Drug Infonnation Association, Postfach, CH-4012 Basel, Tel.: 0041-61-382-
9019, Fax.: 0041-61-382-9050 
Crossover-Anlagen in klinischen Studien 
Herbsttagung der "Arbeitsgemeinschaft Pharmazeutische Forschung" 
• 11.11.1994 • Hannover 
Infonnation: Dr. H. Nowak, ASTA Medica, Postfach 100 105, 60001 Frankfurt, Fax. : 
069-4001-2913 oder: Prof. Dr. L. Rothorn, Universität Hannover, 
Herrenhäuser Str. 2, 30419 Hannover, Fax.: 0511-762-4966 
Practical GCP Compliance Auditing 
A Course for lndustry Auditors and Regulatory lnspectors (DIA) 
• 01. - 03.02.1995 •London 
Information: Drug Infonnation Association, Postfach, CH-4012 Base~ Tel.: 0041-61-382-
9019, Fax.: 0041-61-382-9050 
41 . Biometrisches Kolloquium 
• 14. - 17.03.1995 • Hohenheim 
Infonnation: Biometrisches Kolloquium, Universität Hohenheim, Inst. f. Angew. Math. u. 
SoftStat '95 
Statistik, Postfach 70 05 62, 70593 Stuttgart, Tel.: 0711-459-2861,Fax.: 
0711-459-3030 
8. Konferenz über die wissenschaftliche Anwendung von Statistik-Software 
• 26. - 30.03.1995 •Heidelberg 
lnfonnation: SoftStat '95, Zentrum für Umfragen, Methoden und Analysen (ZUMA), 
Postfach 12 2155,68072 Mannheim, B 2, 1, Tel.: 0621/1246-174, Fax.: 
0621/1246-100 
l 6th Annual Society for Clinical Trials Meeting (SCT) 
• 30.04. - 03.05.1995 • Seattle, Washington, USA 
Information: SCA, 600 Wyndhurst Avenue, Baltimore, Maryland 21210, Tel. : 001-410-
433-4722, Fax.: 001-410-435-8631 
W. Lehmacher 
• * * • • 
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Ankündigungen des Fachbereichs Epidemiologie 
Die Internationale Biometrische Gesellschaft - Deutsche Region und die Deutsche Gesellschaft 
für Medizinische Informatik, Biometrie und Epidemiologie (GMDS) e.V. bieten im Rahmen 
ihres Fortbildungsprogrammes den folgenden Kurs an: 
Epidemiologische Methoden 
Ziel des Kurses ist 
- die Vermittlung grundlegender Konzepte und Methoden der epidemiologischen Forschung 
- die Demonstration typischer Anwendungen anhand konkreter Beispiele 
- die Vermittlung eines Überblickes über weiterführende Methoden zur eigenen Vertiefung. 
Voraussetzungen 
für den Kurs sind statistische Grundkenntnisse 
Die Bescheinigung einer erfolgreichen Teilnahme (nach Bestehen der Abschlußklausur) wird 
für die Zertifikate "Biometrie in der Medizin", "Medizinischer Informatiker" und 
"Epidemiologie" anerkannt. Bitte Taschenrechner mitbringen! 
Zeit: 6.-10. März 1995 
Ort: Düsseldorf, Schloß Mickeln 
Kursleiter: Prof. Dr. med. Dr. rer. nat. H.E. Wichmann (München, Wuppertal) 
Prof. Dr. rer. nat. S. Schach (Dortmund) 
Dr. rer. nat. L. Kreienbrock (Wuppertal) 
Teilnehmerzahl: Maximal 30 
Anmeldung: 
Teilnahmegebühr: 
Unterkunft: 
Kursinhalte: 
(Änderungen 
vorbeh.) 
Referenten: 
Der Kurs wird nur durchgeführt, wenn 
mindestens 15 verbindliche Anmeldungen 
für den Kurs vorliegen 
möglichst umgehend 
Dr. L. Kreienbrock 
Bergische Universität GH Wuppertal, 
Fachbereich 14 
Arbeitssicherheit und Umweltmedizin 
Gaußstraße 20 
42097 Wuppertal 
800,- DM (400,-- DM für Selbstz.ahler möglich) 
am Kursort Schloß Mickeln möglich 
(ca. 47,- DM/Nacht) 
- Studientypen 
- Maßzahlen 
- Mortalitätsdaten 
- Studienplanung und -durchführung 
- Befragungs- und erhebungsmethoden 
- Untersuchungstechniken 
- einfache Auswertungsmethoden 
- Herz-Kreislauf Epidemiologie 
- Arzneimittelepidemiologie 
- Erarbeitung eines Studienantrages 
Glaeske, Jöckel, Kreienbrock, Pesch, 
S. Schach, Spix, Wichmann 
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Die Deutsche Gesellschaft für Medizinische Informatik, Biometrie und Epidemiologie 
(GMDS) e.V. und die Deutsche Gesellschaft für Sozialmedizin und Prävention (DGSMP) 
bieten im Rahmen ihres Fortbildungsprogrammes folgenden Kurs an: 
Berufs- und Umweltepidemiologie 
Ziel des Kurses ist 
- die Vermittlung grundlegender Konzepte u. Methoden der Berufs- u. Umweltepidemiologie 
- die Demonstration typischer Anwendungen anhand konkreter Beispiele 
- die Vermittlung eines Überblickes über weiterführende Forschungsinhalte zur eigenen 
Vertiefung. 
Voraussetzungen 
für den Kurs sind statistische Grundkenntnisse sowie epidemiologische Grundkenntnisse, wie 
sie etwa im Kurs "Epidemiologische Methoden" vermittelt werden. 
Die Bescheinigung einer erfolgreichen Teilnahme (nach Bestehen der Abschlußklausur) wird 
für die Zertifikate "Biometrie in der Medizin" und "Epidemiologie" anerkannt. 
Zeit: 6.-10. März 1995 
Ort: Düsseldorf, Schloß Mickeln 
Kursleiter: Prof Dr. med. Dr. rer. nat. H.E. Wichmann (München, Wuppertal) 
Teilnehmerzahl: 
Anmeldung: 
Teilnahrnegebühr: 
Unterkunft: 
Kursinhalte: 
(Änderungen 
vorbehalten) 
Referenten: 
Dr. rer. nat. L. Kreienbrock (Wuppertal) 
Maximal 25 
Der Kurs wird nur durchgeführt, wenn 
mindestens 15 verbindliche Anmeldungen 
für den Kurs vorliegen 
möglichst umgehend 
Dr. L. Kreienbrock 
Bergische Universität GH Wuppertal, 
Fachbereich 14 
Arbeitssicherheit und Umweltmedizin 
Gaußstraße 20 
42097 Wuppertal 
800,-- DM (400,- DM für Selbstzahler möglich) 
am Kursort Schloß Mickeln möglich 
(ca. 47,-- DM/Nacht) 
- Atemwegserkrankungen, Allergien und Umwelt 
- Zeitreihenanalyse 
- Räumliche Strukturen 
- Arbeitsmedizinische Kobortenstudien 
- Erfassung beruflicher Expositionen 
- Berufliche Krebsrisiken 
- Epidemiologie im Betrieb 
- Herz-Kreislauf-Erkrankungen und Beruf 
- Risk Assessment im Umweltbereich 
- Durchführung und Qualitätskontrolle in 
umweltepiderniotogischen Studien 
- spezielle Untersuchungstechniken 
Ahrens, Brüske-Hohlfeld, Franke, Funke, Hense, Jöckel, Krämer, 
Kreienbrock. Spix, Wargenau, Wichmann 
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lntemationaler Workshop "Datenschutz in medizinischen Informationssystemen" am 
13. und 14. Februar 1995 in Magdeburg 
Oie Bemühungen um Strukturveränderungen im Gesundheitswesen vieler Länder zur Siche-
rung des Versorgungsauftrages bei gleichzeitiger Dämpfung der Kostenexplosion, d.h. die 
Gewährleistung effizienter Strukturen und Abläufe in Gesundheitseinrichtungen, erfordert eine 
optimale Gestaltung der informationellen Prozesse. Die Realisierung nutzer- und zeitnaher 
Anwendungen bei Sicherung der komplexen funktionellen Beziehungen der Strukturen und 
Teilsysteme in Großklinika sowie die Kommunikation und Kooperation mit externen Einrich-
tungen bedingen ein verändertes Design medizinischer Informationssysteme. 
Mit der Schaffung der kommunikativen Infrastruktur im Gesundheitswesen, der Realisierung 
strukturübergreifend kooperierender Informationssysteme sowie der informationslogistiscben 
Begleitung der arbeitsteiligen Prozesse in der medizinischen Versorgung ergeben sich neue 
Anforderungen zur Gewährleistung von Datensicherheit und Datenschutz in medizinischen 
Informationssystemen. 
Das Institut für Biometrie und Medizinische Informatik am Universitätsklinikum Magdeburg 
veranstaltet deshalb im Auftrag der Gesellschaft für Medizinische lnfonnatik, Biometrie und 
Epidemiologie (GMDS) e.V. sowie im Zusammenwirken mit dem Berufsverband Medizini-
scher Informatiker (BVMI) e.V. und dem Landesbeauftragten für Datenschutz in Sachsen-
Anhalt einen Internationalen Workshop zum Thema "Datenschutz in medizinischen Informati-
onssystemen" . 
Ziel des Workshops ist es, einen Erfahrungs-, Argumentations- und Wissensaustausch zwi-
schen Politikern, Ärzten, Juristen, Datenschützern und Medizininformatikern zu realisieren. Es 
soll eine Verständigung zwischen divergenten Institutionen und Disziplinen herbeigeführt 
werden. 
Der Workshop wird mit ca. 30 Teilnehmern als geschlossene Plenarveranstaltung ohne 
Untergliederung in Arbeitsgruppen durchgeführt werden. Hauptanliegen des Workshops ist 
das Zusammen.führen der beteiligten Partner im Prozeß der Gestaltung der Datensicherheit in 
medizinischen Informationssystemen sowie die ausführliche Diskussion von Problemen und 
Lösungen. Tagungssprache ist deutsch. Tagungsgebühren werden nicht erhoben. 
Tagungsleitung: 
Prof.Dr. J. Läuter 
Otto-von-Guericke-Univ. Magdeburg 
Medizinische Fakultät 
Institut für Biometrie und 
Medizinische Informatik 
Prof.Dr. K. Pommering 
Johannes-Gutenberg-Univ. Mainz 
Fachbereich Medizin 
Institut für Medizinische Statistik und 
Dokumentation 
Organisationsbüro und weitere Informationen: 
Dr. B. Blobel 
Universitätsklinikum Magdeburg 
Institut für Biometrie und Medizinische Informatik 
Leipziger Str. 44, 39129 Magdeburg 
Tel:: 0391/673535 und 42 Fax: 0391/673440 
* * * * * 
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Die Vorbereitung des neuen Spezifischen Programms "Telematics Applications" der 
Europäischen Union schreitet voran 
Nach der Verabschiedung des 4. Rahmenprogramms für die Forschungspolitik der Euro-
päischen Union im April 1994 erfolgt derzeit die inhaltliche Vorbereitung des neuen spezifi-
schen Programms "Telematics Applications". Mit dem neuen Programm soll an die Resultate 
des Vorläuferprogramms "Telematics" angeknüpft werden. Allerdings soll ein stärkerer 
Anwenderbezug hergestellt werden und ein Schwerpunkt auf die Demonstration und Vali-
dierung von Telematikanwendungen gerichtet sein. Ein wichtiger Sektor ist als Nachfolger des 
Teilprogramms "Advanced lnfom1atics in Medicine (AIM)" der Bereich "Health Telematics". 
Nachdem inzwischen ein Entwurf für das spezifische Programm vorliegt, wurde seit Jahres-
beginn in mehreren Expertengremien über das künftige Arbeitsprogramm beraten und ein 
erster inoffizieller Vorschlag vorgelegt. Dieser zunächst als "Requirements and Options" 
bezeichnete Bericht wurde am 22. und 23. Juni 1994 in Brüssel präsentiert und im Kreis von 
ca. 700 europäischen Experten diskutiert. Es ist davon auszugehen, daß auf dieser Grundlage 
mit sicher noch kleineren Änderungen das offizielle Arbeitsprogramm erstellt wird. 
Mit einer Verabschiedung des Spezifischen Programms ist spätestens im September 1994 zu 
rechnen. Es ist derzeit davon auszugehen, daß ein erster offizieller Call für das Spezifische 
Programm zum 15.12.1994 im Amtsblatt der Europäischen Kommission erscheinen wird und 
Anträge im Frühjahr 1995 entgegen genommen werden. 
Nähere Informationen zu den voraussichtlichen Arbeitsinhalten und Rahmenbedingungen einer 
Antragstellung im Teilbereich "Health Telematics" erteilt die Nationale Kontaktstelle beim 
Projektträger "Forschung im Dienste der Gesundheit" an der Deutschen Forschungsanstalt für 
Luft- und Raumfahrt, Südstr. 125, 53175 Bonn, Tel.: 0228-3821 223/210. 
Darüber hinaus ist es beabsichtigt, Ende September einen nationalen Informationstag zum 
Programm "Health Telematics" durchzuführen. Interessenten melden sieb bitte unter o .g. 
Adresse. 
• * * • * 
AIM-Programm SEISMED 
Im Rahmen der 3. Forschungsförderung 1992 - 1994 der europäischen Gemeinschaft wurden 
im Programm A.IM (Advanced Informatics in Medicine) insgesamt 35 Projekte im Umfeld von 
Medizin und Informatik gefördert. Dabei betrachtete das Projekt SEISMED (Secure Informa-
tion Systems in MEDicine) insbesondere Sicherheitsaspekte wie Verfügbarkeit, Integrität, 
Vertraulichkeit, Verbindlichkeit, etc. bei der Verarbeitung von Gesundheitsdaten. Um die 
Ergebnisse einer interessierten Öffentlichkeit vorzustellen und sie zu diskutieren bietet dieses 
Projekt im September des Jahres einen Workshop für IT-Sicherheit im Gesundheitswesen an. 
Die Vorträge und Seminare reichen von Fragen der rechtlichen Gestaltung von Informations-
verarbeitung im Gesundheitswesen über Methoden der Risikoanalyse bis zu technischen 
Fragen der Gestaltung von Netzwerken und Informationssystemen. Besonders wird auch auf 
Erfahrungen der Referenzkliniken des Projektes eingegangen, die die erarbeiteten 
Empfehlungen praktisch erprobt und diskutiert haben. 
Der Kurs wendet sich an Sicherheitsbeauftragte und Systembetreiber von Krankenhausinfor-
mationssystemen sowie interessierte Entscheidungsträger und Anwender im Klinikbereich. Da 
der Workshop EG-weit angeboten wird und Simultanübersetzungen zu aufwendig sind, ist die 
offizielle Sprache während des Workshops Englisch. Anmeldungen umgehend an SEISMED 
Security Course, TRITECH, 26 Temple Lane, IR-Dublin, Ireland. 
* * * * * 
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Forschungsdatenbank "CORDIS" der Europiischen Union: A WMF-Büro ist zugangs-
berechtigt und gibt Auskunft 
Die A WMF verfügt jetzt über eine Zugangsberechtigung zum Datenbanksystem ECHO und 
CORDIS der Europäischen Union. 
In dieser Sammlung von Datenbanken sind die täglich aktualisierten Nachrichten über F&E-
Maßnahmen der EU ebenso abrufbar wie Informationen über laufende und geplante Projekte 
aus Forschungsförderungsprogrammen. Da die EU-Förderung insbesondere dafür gedacht ist, 
Kooperatiosvorbaben innerhalb Europas zu fördern, bietet CORDIS auch eine Aufstellung von 
möglichen Kooperationspartnern aus allen EU-Staaten. 
Der Zugang zu den ECHO- und CORDIS-Datenbanken ist - zumindest vorläufig - für alle 
Interessierten kostenlos, es fallen für den Benutzer lediglich die Telelkommunikationskosten 
an. Der Datenbankrechner in Luxemburg ist über Telefonleitung (300 - 1200 Baud, 7E 1) und 
über DATEX-P zu erreichen. DATEX-P kann von Benutzern, die über eine NUI (Network 
User ldentification) verfügen, per Telefon und Modem, aber auch via Bildschirmtext 
(DATEX-J/BTX-Übergang zu DATEX-P: mit *707# Profilwechsel zum VTIOO-Modus, dann 
*1010#) angewählt werden, womit überall in Deutschland der Zugang zu einem DATEX-P-
Knoten zum Ortsgespräch-Tarif erfolgen kann. Interessenten können eine 
Zugangsberechtigung beantragen bei: CORDIS Customer Service, B.P. 2373, L-1023 
Luxembourg, Tel.: 00352-3498-1240, FAX 00352-3498-1248. 
CORDIS bietet für Nutzer mit PC's ein unter MS-Windows laufflihiges, komfortables 
(kostenloses) Kommunikationsprogramm an. Der Zugang ist aber mit jedem Standard-Termi-
nalprograrnm möglich. Die Suche in den Datenbanken kann menügerecht erfolgen, wesentlich 
schneller ist jedoch die Suche unter Verwendung der "Common Command Language" CCL. 
Mit der Zugangsberechtigung erhalten alle Nutzer ein "CORDIS Reference Manual" mit 
ausführlicher Beschreibung der Datenbanken, des Menüsystems und der CCL-Syntax. 
Das AWMF-Büro berät gerne alle Interessenten aus den Fachgesellschaften über 
Zugangswege und -modalitäten der EU-Datenbanken. Unsere Arbeitskapazität reicht jedoch 
nicht aus, für einzelne Interessenten die Recherche in den Datenbanken zu übernehmen. 
Nachrichten, die für unsere Mitgliedsgesellschaften insgesamt interessant sind, werden im 
AMWF-Mitteilungsblatt veröffentlicht. 
(AWMF) 
• * * * * 
it+ti - Schwerpunktheft "Medizinische Informatik" 
Der Fachausschuß 4.7 "Medizinische Informatik" des Fachbereichs 4 der Gesellschaft für 
Informatik (GI) und der Fachbereich "Medizinische Informatik" der Deutschen Gesellschaft für 
Medizinische Informatik, Biometrie und Epidemiologie (GMDS) haben unlängst durch ein 
gemeinsames Abkommen die wissenschaftliche Zusammenarbeit auf dem Gebiet der medizini-
schen Informationsverarbeitung weiter gefestigt. 
Inauguriert durch die beiden Leitungsgremien dieser Fachorgane erscheint dazu im Mit-
teilungsorgan des Fachbereichs 4 der Gesellschaft für Informatik ein Schwerpunktheft 
"Medizinische Informatik", für das Herr Professor Seelos, Düsseldorf, die Herausgeberschaft 
übernommen hat. Das ais Heft 6/94 der Zeitschrift "Informationstechnik und Technische 
Informatik" (it+ti) publizierte Schwerpunktheft reflektiert methodologisch orientierte Teil-
gebiete der Medizininformatik und möchte damit zur interdisziplinären Zusammenarbeit und 
zur Mitarbeit in der GI und in der GMDS auf diesem Gebiet anregen. 
Prof. Seelos 
"'"'"'"'"' 
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ICD-10: Band 1 bei DIMDI erhältlich 
Das amtliche deutschsprachige Systematische Verzeichnis (Band I) der 10. Revisivon der 
Internationalen statistischen Klassifikation der Krankheiten und verwandter Gesundheits-
probleme (ICD-10) ist ab sofort beim Deutschen Institut für medizinische Dokumentation und 
Information, DIMDI, in Köln in der elektronischen Fassung erhältlich. Diese ist gleichzeitig die 
autorisierte Ausgabe der deutschsprachigen Mitgliedsländer der Weltgesundheitsorganisation. 
DIMDI hat das Systematische Verzeichnis erstellt als Übertragung der englischsprachigen 
Originalausgabe der WHO und gibt es im Auftrage des Bundesministeriums für Gesundheit als 
anderes amtliches Werk heraus. 
Band I wird auf Anfrage maschinenlesbar zum Preis der Duplizierungskosten abgegeben. Die 
Daten liegen als ASCII-Dateien im SGML-Format vor (Standard Generalized Markup Lan-
guage, ISO 8879); es garantiert eine umfassende Weiterverarbeitung vom Buchdruck über 
CD-ROM bis hin zur Integration in automatische Verschlüsselungssysteme. Diese 
Universalität bringt mit sich, daß das Datenmaterial in aller Regel zunächst mit einem 
Umsetzprogramm an die Anforderungen der jeweiligen Anwendung angepaßt werden muß. 
Etwa 120 Institutionen, darunter auch die GMDS, wurden um ihre fachliche Stellungnahme 
und Kritik sowie um Anregungen für die Bearbeitung und die weitere Entwicklung der ICD-10 
gebeten. Erstmalig wurde in der Bundesrepublik eine Revision der ICD unter so großer 
Beteiligung der medizinischen Fachgesellschaften und weiterer Institutionen und Organisatio-
nen des Gesundheitswesens erstellt. Mit dem Systematischen Verzeichnis steht der erste Band 
der amtlichen deutschsprachigen Fassung bereit. Die beiden weiteren Bande werden zur Zeit 
von DIMDI erarbeitet. Geplant ist, bis Ende 1994 den Band II - Regelwerk - bzw. bis Ende 
1995 den Band III - Alphabetisches Verzeichnis - fertigzustellen. 
Wir weisen ausdrücklich darauf hin, daß derzeit noch der Einsatz der ICD-9 verbindlich 
vorgeschrieben ist. Die Inkraftsetzung der lCD-10 nach GSG 93 bzw. SGB V wird durch 
Bekanntmachung im Bundesanzeiger erfolgen. Den vielfachen Anfragen aus dem Fachgebiet 
der medizinischen Dokumentation und Informatik entgegenkommend wird das Systematische 
Verzeichnis der ICD-10 schon jetzt für wissenschaftliche Zwecke und zur Erprobung in 
Informationssystemen bereitgestellt. 
Weitere Auskünfte erteilt: 
Dr.med. Michael Schopen, DIMDI, Postfach 420580, 50899 Köln 
Tel: 0221/4724-325, FAX: 0221/411429 
""""" 
Aus Platzmangel kann in diese; Ausgabe der Veranstaltungskalender nicht gedruckt werden. 
Bei Bedarf kann dieser bei der Geschäftsstelle der GMDS, Herbert-Lewin-Straße 1, 50931 
Köln angefordert werden. 
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Nachruf für Herrn Dr.med. Leo Wallrapp 
Herr Dr. Wallrapp, geb. 4.8.1925, war seit 1954 in der Chirurgischen Klinik Innenstadt des 
Klinikums der LMU München als Akademischer Oberrat tätig. Seit 1971 leitete er die medizi-
nische Basisdokumentation und das Archiv der Chirurgischen Klinik und Poliklinik Als Mit-
glied des Arbeitskreises Chirugie der GMDS beteiligte er sich lebhaft u.a an der Entwicklung 
und Pflege der 2. Version des Allgemeinen Chirurgischen Schlüssels nach 0 . Scheibe. 
Mit seinem Tode verliert nicht nur die Klinik, sondern auch die GMDS ein eifriges und getreu-
es Mitglied, das die Belange der Klinik aus eigener Erfahrung gut kannte, sich als Arzt der Do-
kumentation widmete und sich als Bindeglied zur Medizinischen Informatik verstand . 
• 1t. *. 
Habilitation 
Die Ruprecht-Karls-Universität Heidelberg teilt mit, daß Herr Dr.sc.hum. Alfred Winter sich 
im Sommersemester 1994 an der Fakultät für Theoretische Medizin der Universität Heidelberg 
für das Fach Medizinische lnformatik habilitiert hat. Das Thema seiner Habilitationsschrift 
lautete: Beschreibung, Bewertung und Planung heterogener Krankenhausinformationssysteme. 
Prof. Dr. R. Haux 
***** 
Als neue Mitglieder begrüßen wir: 
Dipl.-Finanzw. Sabine Bahrs 
Thomas Albrecht BE Tumorzentrum Kliniken der Univ. 
Systemanalyse u. med. Dokumentation Göttingen 
Hauptstr 26 Robert-Koch-Str. 40 
25563 Wrist 37075 Göttingen 
Tel. : 04822-70204 Tel. 0551-398668 
Dipl.-Biol. Dipl.-lnform. 
Erwin Bauer Ulrich Breuer 
Epidemiologisches Krebsregister Marlistr. 44a 
Baden-Württemberg 23566 Lübeck 
Rotestr. 16 a Tel. :0451 -66517 
70197 Stuttgart 
Tel. 0711-66192-55 
Dipl.-Inform. Med. Dr.-Ing. 
Mehran Falsafi Annegret Franke 
Wetzgauer Str. 85 Haus 1/109 Forschungsinstitut f. Balneologie und 
73557 Mutlangen Kurortwissenschaft Bad Elster 
Tel. : 07171-701431 Abt. Biometrie und Med. Inform. 
Lindenstr. 5 
08645 Bad Ester 
Tel.: 037437-3434 
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Dr.rer.nat. Dr.rer.nat. 
Achim Beinecke Frank Heydenreicb 
Institut für Med. Informatik und Wolgaster Str. 126 
Biomathematik 17489 Greifswald 
der Uoiv Münster Tel.: 03834-4001 
Domagkstr. 9 
48129 Münster 
Tel. : 0251 -835264 
Dr. med. Joachim Kieschke 
Jörg Hohnloser Arzt 
Med. Klinik, Klinikum lnnenstadt Pilotprojekt Niedersächsisches 
Ludwig-Maximilian-Universität Krebsregister im Nds. Sozialministerium 
Ziemssenstr. 1 Aegidientorplatz 3 
80336 München 30159 Hannover 
089-51602111 Tel. 0511-120-8047 
Dipl.-lnform. Med. Dirk Kraus 
Andreas Koop Abt. Med. Informatik 
Neurott 30 Herz- und Diabeteszentrum NRW 
68723 Plankstadt Georgstr. 11 
Tel. : 06202-26737 32S45 Bad Oeynhausen 
Tel. OS731-97-2l23 
Stefan Lange Dipl.-Math., MSc 
Arzt Birgit Lübke 
Ruhr-Universität Bochum Med. Hochschule Hannover 
Abt. für Medizinische Informatik Fachrechenzentrum Labor-ED V 
und Biomathematik -8130-
Overbergstr. 17 Postfach 
4480 l Bochum 30623 Hannover 
Tel: 0234-7007914 Tel. OS l l-S32-464S 
Dipl.-Ing. Sonja Menke 
Manfred H. Meinen Tannenkampstr. 77 
An der Oberpforte 6 26131 Oldenburg 
55128 Mainz Tel. 0441-593262 
Tel. 06131-3S804 
Dr. med. Dipl -Physiker 
Stephan Niestroj Florian Nold 
Eppendorfer Weg 1 OS Rosenweg 9 
202S9 Hamburg 79312 Emmendingen 
Tel 040-496340 Tel. 07641-42888 
Dr. med„ M.P.H. Dipl.-lnform. Med. 
Ruth Oberhausen Anne Rickert 
Epidemiologisches Krebsregister Kronprinzenstr. 7c 
Baden-Württemberg 53721 Siegburg 
Rötestr. J 6a Tel. 0224 l-S8928 
70197 Stuttgart 
Tel. 0711-66192-44 
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Dr sc. techn. 
Lothar Rötz 
Universitätsklinikum Charite 
der HU zu Berlin, Klinik für 
Anästhesiologie und lntensivmedizin 
Schumannstr 20/21 
10117 Berlin 
Tel. 030-28022026-5940 
Dipl.-Inform. 
Gerd Schenk 
Klinikum Passau 
Bischof-Pilgrim-Str. 1 
94032 Passau 
Tel. 0851-5300-2457 
Prof. Dr. 
Kira Schulz 
Fachhochschule Hannover 
Fachbereich Bibliothekswesen 
lnfonnation undDokumentation 
Hanomagstr. 8 
30449 Hannover 
Tel. 0511-444344 
Dipl.-Math 
Bernhard Steinhäuser 
Institut für Med. Statistik 
und Dokumentation 
Waldstr. 6 
91054 Erlangen 
Tel. 09131-852716 
Dr. med. 
Gregor Viethen 
Med. Universität zu Lübeck 
Inst. für Med Statistik 
und Dokumentation 
Ratzeburger Allee 160 
23562 Lübeck 
Tel. 0451-500-2791 
Als studentische Mitglieder begrüßen wir: 
Thomas Pfisterer 
Heinrich-Fuchs-Str. 95/1 
69126 Heidelberg 
Tel.: 06221-303931 
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Dr. med. 
Johannes Seydel 
Institut für Medizinische Biometrie 
Universität Tübingen 
Westbahnhofstr. 55 
72070 Tübingen 
Tel. 07071-292116 
Dr.med. 
Jürgen Carlo Schmidt 
via Napoh 52 
1-15100 Alessandria 
Italien 
Tel. 0039-131-207234 
Dr. med. 
Stefan Schulz 
Abteilung Med. Informatik 
des Universitätsklinikum Freiburg 
Stefan-Meier-Str. 26 
79104 Freiburg 
Tel. 0761-203-6697 
Dipl.-Statistikerin 
Uta Thien 
fagerstr. 24 
82194 Gröbenzell 
Tel. 08142-52811 
Pohl, Ulrike 
Wildstr 9 
69123 Heidelberg 
Tel.: 06221-840979 
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Reinhard Fri~ 
Fleischhygiene 
und Lebensmittel-
untersuchung 
Von Dr. med. vet. Relnhard Fries. 
272Seiten, 
37 Abbildungen, 
I 03 Tabellen. 
Format 12,0cmx /8,5cm. 
KJ. DM 32,80165 256.-lsFr 33.80. 
flffB I 678/. 
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ISBN 3·82521678·0. 
t 
·~ 
Lebensmittel tierischer Herkunft stellen eine aus· 
gesprochen komplexe Materie dar; wegen ihrer 
Verderbanfälligkeit wurde ihnen schon immer be· 
sondere Aufmerksamkeit gewidmet. Da ein Le-
bensmittel nicht losgelöst von seiner Vorge· 
schichte und den Produktionstechniken betrachtet 
werden sollte, wird in diesem Buch in straffer 
Form die ~ Schlachttier- und Fleischunter· 
suchung in Kombination mit der Lebensmit· 
teluntersuchung dargestellt. Der fleischhygie-
nische Teil befaßt sich vor allem mit den praxis· 
bezogenen Tätigkeiten, während bei der Unter· 
suchung von Lebensmitteln die labororientierten 
Fragestellungen im Mittelpunkt stehen. Bei allen 
Der Autor: Dr. med. vet. Reinhard Fries ist am In· 
stltut für Lebensmittelkunde, Aeischhygiene und 
·technologie der 7ierärztlichen Hochschule Han-
nover tätig. 
rr---------, Coupon an Ihre Buchhandlung oder senden an: 1 Verlag Eugen Ulmer, Postfach 7005 6 t, 70574 Stuttgart. 
1 BUCH-COUPON 
1 
1 
0 Senden Sie mir das Buch .Fleischhygiene und 
Lebensmitteluntersuchung• zum Preis von 
DM 32,80/öS 256.-/sFr 33.80. 
angesprochenen Themenbereichen wird auch aui 1 
die aktuellen rechtlichen Gesichtspunkte und die I 
zu beachtenden Rechtsvorschriften eingegangen. ~ 
Das Buch wendet sich an Studierende der Vete· 
rinärmedizin, Ökotrophologie, Lebensmitteltech· 
(Best-Nr. 3·8252-1678·0) 
Name, Vorname 
nologie und Landwirtschaft sowie an alle, die be· 1 --------------
ruflich mit dieser Materie zu tun haben. I Straße/ Nr. 
Aus dem Inhalt: Historische Entwicklung in der 
Untersuchung von Lebensmitteln. Im ersten Teil 
"Aeischhygiene": Gegenwärtige Situation in der 
Aeischproduktion. Organisation der Überwa-
chung. Grundsätzlicher Ablauf der Untersuchung. 
Die Nutzungsgruppen im einzelnen. Ergänzende 
Untersuchung. Ubergreijende Konzepte in der 
Überwachung. Im zweiten Teil „Lebensmittelhy-
giene und Lebensmittelkunde": Organisation der 
Überwachung. Der Untersuchungsgang im Über-
blick.Bakteriologisch-hygienische Grundlagen der 
Untersuchung. Untersuchung von Lebensmitteln. 
1 PU, Ort 
1 
1 
1 
1 
1 
1 
Datum/Unterschrift 
4 schnelle Wege zum Buch, 
.L.;. Kauf In Ihrer Buchhandlung. Lassen 
Sie sich das Buch zeigen. ;L Mit diesem 
Coupon. l.; Bestellen Sie per Telefon 
(0711) 4507-121. ~Bestellen per Tele-
fax (071 1) 4507-120. 
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SYSTAT für Windows 
Eine Einführung 
Von Dr. Sven BLANKENBERGER, Inst. für 
Psychologie, TU Braunschweig 
1994. XII , 257 S., incl. 3,5" Beispiel-Diskette, kt. 
DM68,-
Inhalt: Einleitung - Der Editor-Transformatio-
nen - Import und Export- Befehlszeilen und 
Befehlsdateien - Das DATA-Modul - Selektion 
von Fällen - Subgruppen spezifizieren -
Deskriptive Statistik - !-Tests - Korrelations-
maße - Nonparametrische Testverfahren -
Lineare Regression - Nichtlineare Regression -
Univariate Varianzanalyse - Mullivariate 
Varianzanalyse - Diskriminanzanalyse -
Clusteranalyse -Analyse von Häufigkeitsdaten -
Die Graphik: Generelle Vorbemerkung- Globale 
Graphik-Anweisungen - Gemeinsame Graphik-
Optionen - Balkendiagramme (Bar Charts) -
Tortendiagramme (Pie Charts) - Box-Plots -
Density-Plots - Probability-Plots - Quantil-Plots 
- 2-D Scatterplots - 3-D Scatterplots - Funkt-
ions-Plots - Scatterplot-Matrizen (SPLOM) -
Category-Plots (CPLOT) - Landkarten - Write -
Draw - Drucken, Plotten, Cut und Paste -
Anhang 
Dieser Band gibt - speziell für deutschsprachige 
Benutzer - eine übersichtliche und gut verständ-
liche Einführung in das Programmpaket 
.SYSTAT for Windows" (Programmversion 5.02). 
Alle wichtigen statistischen Verfahren und 
graphischen Darstellungsweisen werden 
behandelt, wobei häufig auftauchende Fragen 
und Problemstellungen besonders ausführlich 
dargestellt werden. Kenntnisse über andere 
Statislikpakete werden nicht vorausgesetzt. 
Beispieldatensätze, die auf einer Diskette dem 
Band beigefügt sind, verdeutlichen zusätzlich 
die dargestellten Verfahren und Prinzipien. 
Pre1sändorung vorbehalten 
Statistische Methoden 
zum Nachweis von 
Äquivalenz 
Von PD Dr. Stefan WELLEK, Inst. für Med. 
Statistik und Dokumentation, Universität Mainz 
1994. VIII, 183 S., kt. DM 78,-
Inhalt: Einführung- Einseitige Testprobleme mit 
verschobenen Hypothesen - Konstruktions-
prinzipien für Tests auf Äquivalenz - Gleichmä-
ßig beste Äquivalenztests für einparametrige 
Probleme - Äquivalenztests für Versuchspläne 
mit paarigen Beobachtungen-Äquivalenztests 
für das Parallelgruppen-Design -Anhang: 
Theoretische Grundlagen/ Computer-Programme 
/Tabellen 
Der steigenden Bedeutung des statistischen 
Äquivalenznachweises innemalb der Medizini-
schen Statistik trägt dieser Band Rechnung. 
Das Spektrum der behandelten speziellen 
Äquivalenz-Testprobleme reicht dabei vom 
Einstichproben-Problem mit normalverteilten 
Beobachtungen von bekannter Varianz bis zu 
Problemen mit mehreren verbundenen oder 
unverbundenen Stichproben. 
Die mathematisch-statistischen Grundlagen 
werden in einem Anhang im Zusammenhang 
dargestellt und durch ein Korollar ergänzt, 
mittels dessen sich die praktische Berechnung 
von optimalen Äquivalenztests unter Symmetrie-
bedingungen weitgehend vereinfachen läßt. Um 
den routinemäßigen Gebrauch der entwickelten 
Äquivalenzbeurteilungsverfahren so weit wie 
möglich zu erleichtern, werden für alle Tests, die 
sich nicht auf andere, bereits verfügbare 
Verfahren zurückführen lassen, die Quellen-
codes von Computerprogrammen angegeben, 
welche die benötigten Teststatistiken bzw. die 
kritischen Konstanten sowie die Trennschärfe 
gegen ausgewählte Alternativen berechnen. Für 
die meisten nur von einer eindimensionalen 
Prüfgröße abhängenden Tests sind außerdem 
umfangreiche Vertafelungen von kritischen 
Grenzen und Trennschärfewerteri beigefügt. 
Für alle Verfahren wird die konkrete Vorgehens-
weise bei der praktischen Anwendung an einem 
geeigneten Datensatz illustriert, dessen 
Beispiele überwiegend der aktuellen medizini-
schen Forschung entnommen sind. 
