This paper presents an algorithm for structurally hashing directed graphs. The algorithm seeks to fulfill the recursive principle that a hash of a node should depend only on the hash of its neighbors. The algorithm works even in the presence of cycles, which prevents a naive recursive algorithm from functioning. We also discuss the implications of the recursive principle, limitations of the algorithm, and potential use cases.
Introduction
Hashing functions are workhorses of the modern cryptographic stack. They are used in data storage and retrieval, as well as in digital fingerprint and checksum applications. Traditionally, hash functions take as input bit strings of arbitrary length and return a bit string of a fixed size H : {0, 1} * → {0, 1} n . Good hashing functions should be both fast to compute, minimize the chance of duplication of output values, and produce large changes in output for small changes in input. Over the years, many bit string hashing functions have been created, including MD5 [16] , SHA-2 [13] , and SHA-3 [14] .
Hashing functions can be extended to trees through a simple recursive hashing scheme known as Merkle tree hashing [11] . In Merkle tree hashing, the hash of a node is computed by hashing the concatenation (denoted as ++) of the node's label with the recursive hash of the node's children. mh(n) = H(n.label) n is a leaf H(n.label++mh(n.left)++mh(n.right)) otherwise
Merkle tree hashing can also be used to hash directed acyclic graphs (DAGs). The hashing works the same as in the tree case, and any cases of diamond shaped dependencies (as in Figure 1 ) are implicitly expanded to an equivalent tree. Whether or not this behaviour is acceptable depends on the problem that this algorithm is applied to.
The Merkle hashing technique can not be naivly extended to directed graphs with cycles. Any cycle would lead to infinite recursion, due to the requirement that the hash of a node depends on the hash of its children. In this paper we work around this issue by operating on the condensation graph. The condensation graph of some graph G is formed by contracting all nodes in a strongly connected component into a single node. Strongly Figure 1 : The Merkle DAG hashes of the two nodes labelled 'a' are identical for these two graphs despite the fact that the graphs are not isomorphic.
connected components are hashed as a whole by utilizing a graph canonization algorithm. The condensation graph is a DAG by construction, which makes it amenable to Merkle DAG hashing. Combining these two concepts leads to an Merkle-style algorithm for directed graphs with cycles. This algorithm was discovered by closely examining how the poly-variadic y-combinator encodes information between recursive function calls [6] .
Contributions
This paper presents the following contributions:
• A novel Merkle-style algorithm for hashing directed graphs is given.
• A proof of correctness and an analysis of the computational complexity is made.
• Potential applications of directed graph hashing are discussed.
Background
Understanding the graph hashing algorithm requires some background in basic graph theory. The algorithm heavily utilizes analysis of the strongly connected components of a directed graph as well as the induced partition subgraph, known as the condensation graph. A strongly connected component of a graph is a maximal set of vertices such that there exists a path in the graph between any two vertices within the strongly connected component. A graph can contain many strongly connected components (SCCs). A condensation graph is formed by contracting strongly connected components into single nodes, and it is acyclic by construction. Figure 2 shows a graphical illustration of strongly connected components as well as the condensation graph.
An automorphism of some graph G = (V, E) is defined as a permutation σ of vertices such that (u, v) ∈ E if and only if (σ(u), σ(v)) ∈ E. Informally, the automorphism group gives all of the ways that G is symmetrical.
A vertex orbit is the equivalence class of vertices of a graph under the action of automorphisms. Informally, the orbit of a vertex v can be thought of as the set of vertices that are symmetrically identical to v. 
Canonical labeling is the process of placing ordered vertex labels on a graph such that graphs that are isomorphic become identical after the canonization process. A canonical label for a graph is unique for a graph up to automorphism. A canonical labeling algorithm cannot distinguish between different automorphisms, because the graph under an automorphism is isomorphic to the original graph. In practice, canonical labeling algorithms are used for graph isomorphism testing. Examples of canonical labelling algorithms include nauty [9] , bliss [7] , and saucy [5] .
Algorithm

Overview
The canonical labeling procedure can be directly used to create an algorithm for exact graph hashing. The algorithm proceeds by canonizing the entire graph, then hashing the adjacency list (sorted using the canonical order) and vertex labels (ordered using the canonical order).
This works well for problems that require exact graph hashing, but fails in situations that require the Merkle hash property that the hash of a node should depend only on the hash of its neighbors. A single change in the graph requires an entirely new recanonization pass.
By combining the canonical labelling procedure and the Merkle hashing algorithm, we arrive at an algorithm that can recursively hash directed graphs. The algorithm begins by creating a condensation graph which is acyclic by construction. Then each strongly connected component (a node in the condensation graph) is hashed. When hashing a SCC, the successor SCCs in the condensation graph are recursively hashed first. The algorithm then proceeds to compute the non-recursive hashes for each node in the SCC by hashing the return min([canonization mapping[n] for n in nodes]) 7: end function 8: sorted orbits ← sort(orbits, key=min canon node) 9: ret ← {} 10: for (i, orb) in enumerate(sorted orbits) do 11: for n in orb do string concatenation of the node's label with the hashes of the non-SCC successors (which were already hashed in a recursive call). This hash value is assigned as a label on a new graph that contains only the nodes in the SCC. This SCC graph is canonized, and a hash for the entire SCC is computed by hashing the canonized adjacency list and non-recursive hashes in canonical order.
The final step is to hash individual nodes within the SCC. If these nodes were referred to simply by their canonical label, then the nodes in Figure 3 would be assigned different hashes, which is clearly undesirable. Instead, we identify a node based on the orbit in which the node resides in. The CANONICAL ORBITS MAPPING function orders the orbits based on the minimum canonical label of the nodes in each orbit. The hash of a node is computed by hashing the string concatenation of the SCC's hash with the orbit identifier, thereby creating a reference to a particular vertex orbit. This means that vertices in the same orbit have the same hash value. Since an orbit contains nodes that are symmetrically identical, this is the desired behaviour.
Orbit Collapse
Consider the two cases where we have a cyclic graph of two nodes and a cyclic graph of three nodes in the context of the web page use case from Section 7. If the non-cyclic content of the web-pages are all identical, then it should be impossible to distinguish between pages from the two node cycle vs three node cycle just by clicking on links. Yet Algorithm 2 will assign different hashes to the web pages from the two node cycle when compared with the three node cycle. This occurs because the adjacency list is hashed as a string after taking into account the SCC's canonization (ie, the graph hashing is exact within a strongly connected components).
It would make sense to collapse nodes within the same orbit into a single node since nodes in the same orbit are structurally indistinguishable. This forms a new graph of the strongly connected connected component, which can be subsequently serialized into a string and hashed. In the two node vs three node case given above, both cycles will be collapsed into a single node containing a reference to itself, and will therefore be assigned the same hash. Figure 4 demonstrates another potential drawback of the approach given above. In this figure, the two nodes labelled 'a' hash to the same value because the nodes labelled 'c' hash to the same value and the nodes labelled 'b' hash to the same value. This occurs because of a dependency issue between the orbits of the graph. If one node from an orbit return H(','.join(sort(strs))) 3: end function 4: function HASH SCC(g, cond, scc) 5: if cond.nodes.get attr(scc, 'hash') is not None then for succ in cond.successors(scc) do 9: hash scc(g, cond, succ) 10: end for 11: scc members ← set(cond.nodes.get attr(scc, 'members')) 12: for n in scc members do 13: non scc succs ← set(g.successors(n)) -scc members 14: non scc succs hashes ← [g.nodes.get attr(n, 'hash') for n in non scc succs] 15: nonrec hash ← H(' " ' ++ escape(g.nodes.get attr(n, 'label')) ++ ' ", ' ++ hash strs(non scc succs hashes)) 16: g.nodes.set attr(n, 'nonrec hash', nonrec hash) 17 end for 44: end function is taken as fixed, then the nodes in other orbits may become fixed as well. Additionally, note that the symmetry of the 'b' and 'c' nodes is only broken when incoming edges from higher in the graph (closer to the root) are taken into account.
Orbit Fixing
Proof of Correctness
The proof of correctness proceeds by using structural induction [3] over the tree-expansion of the directed acyclic condensation graph. This is an obvious choice since the algorithm is recursive over the condensation graph. The algorithm tree-expansion of a DAG can be thought of as a graph with all diamond shaped dependencies expanded and removed, as in Figure 1 .
As a base case consider the case where the SCC being considered is a leaf of the treeexpansion. Then Algorithm 2 assigns hashes to the nodes based solely on the canonization and orbit detection procedures. Figure 4 : The hashes of the two nodes labelled 'a' are identical for these two graphs despite the fact that the graphs are not isomorphic.
For the inductive step, assume that the hashes assigned by recursive calls are correct. Then Algorithm 2 incorporates this information by assigning the hashes computed by the recursive calls as labels prior to the canonization of the SCC in question. This will force the canonization algorithm to take into account any symmetry breaking caused by structures deeper in the graph (discovered by the recursive calls). The algorithm then assigns hashes to nodes based on the canonization and orbit detection procedures, just as was done in the base case.
Computational Complexity
A close inspection of the graph hashing problem reveals that there is a polynomial time reduction from graph isomorphism to graph hashing. This means that graph hashing is GI-hard, for both general directed graphs and directed acyclic graphs [15] . It is currently unknown whether or not graph isomorphism is in P, NP-complete, or NP-intermediate [8] . If graph isomorphism is not in P, then exact DAG hashing is also not in P. As Merklestyle algorithms tend to run in polynomial time, a Merkle-style algorithm for exact hashing DAGs would represent an important breakthrough in computation theory.
In any case, a Merkle-style algorithm cannot solve the exact hashing problem, since the hash of a node could depend on graph structure that is unreachable from the node in question. This is the case even when considering combining the Merkle-hash of a node in a graph with the Merkle-hash of the same node in the transpose graph. Although this neatly solves the diamond dependency problem, it fails to take into account potential symmetry considerations across the graph, between nodes that are neither direct ancestors or direct descendants.
None of the currently available graph canonization algorithms run in polynomial time [12] . Orbit detection is also sometimes returned by graph canonization algorithms [10] . Since the graph hashing algorithm presented here utilizes graph canonization and orbit detection, this means that the overall run time complexity of the algorithm is not polynomial. However, this is not necessarily a deal breaker, because we canonize strongly connected components as opposed to canonizing the entire graph. In practice, node labels are often non-identical, thereby making canonization run in polynomial time and orbit detection trivial.
Let n be the maximum number of nodes in a strongly connected component in a graph. Within a strongly connected component, there are at most n 2 directed edges. Let m be the number of strongly connected components in the graph, and f give the run-time of the graph canonization/orbit detection algorithm. Let p be the maximum number of outgoing edges from a single node crossing between strongly connected components. Since comparison based sorting can run in at best Θ(n log n) time [4] , and strongly connected component detection in O(V + E) time [17] , the run time of Algorithm 2 is therefore O(m(f (n) + n 2 log(n 2 ) + np log p + n + n 2 + np)) =
O(mf (n) + mn 2 log n + mnp log p)
The fastest known canonical labeling algorithm runs in O(exp(n 1/2+O(1) )) time [12] , where n is the number of nodes in the graph. Since orbit partitioning is polynomially equivalent to graph isomorphism [15] , then the run-time of Algorithm 2 is currently at best O(m exp(n 1/2+O(1) ))
Extensions
The graph hashing algorithm can be extended to hash edge labeled graphs and multigraphs by creating polynomial time reductions to node-labeled directed graphs. Edge labels can be encoded by inserting a labeled intermediate nodes for each edge. Multigraphs can be encoded in a similar fashion. Undirected graphs can be converted into directed graphs by inserting two directed edges for every undirected edge, but this is ultimately pointless from the Merkle-hashing perspective since the entire graph will consist of a single strongly connected component.
Use Cases
The Merkle-style algorithm presented here will be useful in cases where recursively hashing cyclic data structures is needed, assuming that the diamond shaped dependency problem can be tolerated. One benefit of the recursive approach is that hashing can take place at different times, so that data can be built up and hashed over long periods.
One example of a use case for this algorithm is for use in hashing an interconnected web page system. The diamond dependency problem is tolerable, since it is impossible to distinguish between two equivalently structurally hashed web pages. The recursive property is desirable for performance reasons, and web pages build up over longer periods of time. IPFS [1] is an example of a currently available system that uses a Merkle-tree hash for storing web page data, but does not support cycles. This is unfortunate considering that most websites have cycles within their navigation bars.
The algorithm presented in this paper could be used for this use case, modified by the fact that the hyperlinks between web pages occur in a certain order (ie, the edges are labeled), and there may be multiple edges between nodes (ie, a web page may link to another more than once). The labels for the nodes in the graphs will simply be the content of the web pages, with any information about inter-page linkage removed.
Another potential use case is for hashing computer programs as is done in a system like Unison [2] . In Unison, programs are stored in a database based on their graph-theoretic structure. Unison uses the technique given in this paper of hashing entire strongly connected components, but resorts to arbitrarily ordering nodes when the non-recursive hashes between two nodes are equivalent. This presents issues in certain scenarios where nodes have the same non-recursive hashes but do not lie in the same orbit. Systems like Unison could benefit from taking advantage of the canonical labelling algorithm and orbit collapse approach.
Conclusion
In this paper a Merkle-style algorithm for hashing directed graphs was given. The algorithm is able to handle cycles by hashing entire strongly connected components in one shot by utilizing graph canonization algorithms. The algorithm has direct applications to existing projects, and represents an import contribution to our understanding of structural hashing. A Python implementation of the algorithm utilizing the nauty canonization algorithm is available on the author's GitHub page. 1 
