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１．はじめに
金融データの特徴として、（１）価格変化率の確率分布が裾の広い分布となるということ、
（２）ボラティリティーの大きい時期や小さい時期には継続性があること、所謂ボラティリティー
クラスタリングの存在、が知られている。
閾値自己回帰モデル（Threshold Auto Regressiveモデル、以後ＴＡＲモデルと略記する）を用
いて経済現象の実証分析を行う場合、誤差項に正規分布を仮定したモデルを利用するのが普通
である。1 しかし金融データをＴＡＲモデルによって分析するならば、上述した特徴を考慮した
モデルもさらに考えてみる必要があろう。Li＝Li（1996）は（２）の特徴を考慮したＴＡＲモ
デルを考案した。それは誤差項にＡＲＣＨ過程を組み入れたＴＡＲモデル、つまり２重閾値ＡＲ
ＣＨモデル（Double Threshold-ARCH、以後ＤＴ－ＡＲＣＨと略記する）である。次に（１）を考
慮した場合はどうであろうか。正規分布ではなくもっと裾の厚い確率分布を仮定することにな
ると考えられる。たとえばｔ分布を仮定することが考えられるであろう。
本論文では誤差項にｔ分布を仮定したＴＡＲモデルを取り上げる。というのも金融市場のデー
タにＴＡＲモデルを適用して、パラメータ推定を行うことを今後の課題としているからである。
本論文ではこのモデルをｔ分布ＴＡＲモデル、略してｔ－ＴＡＲモデルと記述する。
さて、ＴＡＲモデルの推定方法には伝統的な統計学に基づく方法とベイズ統計学に基づく方
法の２つがある。本論文ではベイズ統計学の立場からｔ－ＴＡＲモデルを推定する方法を示す
と共に、シミュレーションデータにこの推定方法を適用してその妥当性を確認する。
通常のＴＡＲモデルとｔ－ＴＡＲモデルの違いは、誤差項の確率分布を正規分布からｔ分布に
変えるだけである。しかし効率よくベイズ推定を行う際には、複雑な推定方法である棄却サン
プリング連鎖（rejection sampling chain）を利用することになる。この手法を適用することによっ
て、理論とプログラミングの両面が複雑になってしまうが、効率的に推定できる。
ここでＴＡＲモデルの発展について触れておこう。閾値モデルは構造変化を伴うモデルの１
つであり、Tong（1978）とTong＝Lim（1980）が考案した自己励起型閾値自己回帰モデル
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（Self-Exciting Threshold Auto Regressive model、以後ＳＥ－ＴＡＲモデルあるいは単にＴＡＲと略
記する）が有名である。ＴＡＲモデルは１変量モデルの１つであり、過去の値がどの範囲の値
をとるかで（現時点の）レジームが変化してモデルも変化する、構造変化を扱うモデルの１つ
である。ＴＡＲモデルは精密化が図られてきており、前述したように誤差項がＡＲＣＨ過程に従
うと仮定したモデルも考案されてきた。たとえば Li＝Li（1996）はＤＴ－ＡＲＣＨを提案すると
ともに、同モデルで香港株式市場を分析し、モデルの適合度も検証している。さらにBrooks
（2001）は２重閾値ＧＡＲＣＨモデル（Double Threshold-GARCH）でフランス・フランとドイ
ツ・マルクの為替を分析している。ここで言う２重とは、自己回帰部分の係数とＡＲＣＨ過程
の係数の両方が閾値で同時に変化することを指している。上述した２つの論文はどちらもベイ
ズ統計学を用いて推定していない。
次にベイズ統計学の立場からＴＡＲモデルをファイナンスへ応用した例を挙げてみよう。Pfann,
Schotman and Tschernig（1996）は金利の期間構造の分析で閾値効果を考慮している。つまり金
利に関する幾つかのモデルに閾値を導入したモデルを考えて、ＭＣＭＣを用いたベイズ流の推
定を行っている。分析に当たっては全てのパラメータにフラットな事前分布を仮定している。
さらにGoldman＝Agbeyegbe（2003）は米英の金利を対象にした平均回帰モデルをベイズ推定し
ている。彼らは平均回帰モデルに閾値を組み込むと共に誤差項にＡＲＭＡ－ＧＡＲＣＨを仮定して
いる。
本論文の構成であるが、第２節ではｔ－ＴＡＲモデルの説明を行う。ｔ－ＴＡＲモデルよりも
簡単な構造を有するという理由から第３節では誤差項にｔ分布を仮定した通常の自己回帰モデ
ル（以後はｔ－ＡＲモデルと略記する）の推定方法を説明する。第４節では誤差項にｔ分布を
仮定した閾値自己回帰モデルの推定方法を説明する。その後、パラメータを与えた上でデータ
を人工的に生成し、そのデータを用いてパラメータの推定を行い、推定方法の妥当性を検討す
る。最後の第５節で結論を述べる。
２．ｔ－ＴＡＲモデルの概説
Tong（1978）及び Tong＝Lim（1980）によって考案されたＴＡＲモデルは、２変量時系列過
程｛ x t，y t｝において x tの過去の値（ x t -d）によって y t の自己回帰モデルが別の自己回帰モ
デルへと変更してしまうモデルである。本論文では説明を明確にするため２種類の自己回帰モ
デルしかない、つまりレジームが２つのモデルだけを考える。もちろん３つ以上のレジームを
考えることは可能である。レジームが２つで、最初のレジームにおける自己回帰モデルの次数
が p 1、２番目のレジームにおける自己回帰モデルの次数が p 2の場合、ＴＡＲ（２，p 1，p 2）と
略記される。
このモデルを式で記述すれば以下の通りである。
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…（１）
ただし、u（i）t（ i＝ 1 , 2 ）は第 iレジームの式における時点 tの誤差項であり、平均０で標準偏
差がσ（i）の正規分布に従っている、つまり u（i）t（ i＝ 1 , 2 ）～ N（０, σ（i）2 ）であると仮定する。
ｔ－ＴＡＲモデルの場合は誤差項の確率分布として t分布を仮定する。つまり誤差項の確率分布
として t分布を仮定している点だけが、正規分布を仮定するＴＡＲモデルと異なる。また u（i）t
（ i＝ 1 , 2 ）は相互に独立であると仮定する。この式から判る通り、y t は y t 以外の変数である
x tの過去の値 x t -dが閾値（ r）を超えるのをキッカケにして、その自己回帰モデルを変更する。
閾値自己回帰モデルで x tと y t が同じ場合、ＳＥ－ＴＡＲモデルあるいは簡単にＴＡＲモデル
と呼ばれる。式で記述すれば以下の通りである。
…（２）
（２）で示された自己回帰部分は閾値を境にして、y t -dが r以下になれば、次数 p 1の自己回
帰モデルになる。一方、y t -dが rよりも大きければ、次数 p 2の自己回帰モデルになる。つまり
閾値を境にして y t の自己回帰モデルが変化する。
誤差項が平均０で標準偏差σ（i）の正規分布に従っていると仮定すれば、通常のＴＡＲモデル
である。一方、誤差項の確率分布として t分布を仮定すれば、ｔ－ＴＡＲモデル、あるいはｔ－
ＳＥ－ＴＡＲモデルとなる。
３．ｔ－ＡＲモデルの推定方法
ｔ－ＴＡＲモデルのベイズ推定について説明する前に、誤差項が t分布に従う自己回帰モデル
をベイズ推定する方法について解説しておこう。本節の議論は Koop（2003）と渡部（2001）を
参考にしている。ベイズ推定するに当たっては情報事前分布（informed prior）を仮定する。以
下では本論文における推定方法の詳細について説明する。
３．１　ｔ－ＡＲモデル
ｔ－ＡＲモデルを行列表記する際に用いるＹとＸであるが、Ｙ＝｛ y p + 1 , y p + 2 , y p + 3 , …,
y n + p - 1 ,  y n + p｝、Ｘは｛Ｙp + 1 ,  Ｙp + 2 ,… , Ｙn + p｝’、Ｙt＝｛ y t - 1 , y t - 2 , y t - 3 , …, y t - p｝とする。
誤差項が正規分布に従うものの、その分散が不均一であると仮定した回帰モデルをモデル１
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と呼ぶ。数式を用いると以下のように記述できる。ただし対角行列Ωの対角要素を纏めて n次
元ベクトルω≡（ω1 ,ω2 ,… ,ωn - 1 ,ωn）’と記述する。
モデル１　：　Ｙ＝Ｘγ+u u～Ｎ（０, σ2Ω） diag（Ω）＝（ω1 ,ω2 ,… ,ωn - 1 ,ωn）
事前分布としてγには正規分布Ｎ（γ0，Ａ0）、σ
2には自然共役な逆ガンマ分布　　　　　　　 、
ωの各要素ωiには逆ガンマ分布　　　　　　 を仮定する。推定に必要な尤度関数は以下の通
りである。
…（３）
次に誤差項が自由度νλの t分布に従う均一分散の回帰モデルをモデル２と呼ぶ。数式を用い
ると以下のように記述できる。
モデル２　：　Ｙ＝Ｘγ+ u u～ t（０, σ2, νλ）
つまりモデル１と同じ回帰係数γ、同じ分散σ2を有する回帰モデルであることに加えて、
誤差項が t 分布に従い、その自由度がモデル１のΩのハイパーパラメータνλと同じである。
モデル１でγ、σ2とωに上述したような情報事前分布を仮定した場合の事後密度と、モデル
２でγとσ2に情報事前分布を仮定した際の事後密度は、Koop（2003）によれば同一である。2 モ
デル１でγとσ2に非情報事前分布、そしてωに情報事前分布を仮定した場合の事後密度が、
モデル２でγとσ2に非情報事前分布を仮定した場合の事後密度と同一であることをGeweke
（1993）は証明している。
したがってνλを所与として誤差項の分散が不均一な回帰モデル（モデル１）のパラメータ
をベイズ推定することは、誤差項が自由度νλを所与とした t 分布に従う回帰モデル（モデル
２）のパラメータを推定したことと同一である。
本論文では自由度νλも未知パラメータとして推定したい。そこで以下ではγ, σ
2
,ωとνλ
という４つのパラメータをベイズ推定する際の方針を示す。
モデル１の推定であればωのハイパーパラメータνλは分析者が指定する値なので既知であ
る。ゆえに、ω, γ, σ2をGibbsサンプリングで推定すれば良い。しかし現実に推定したいのは、
誤差項が自由度νλの t分布に従うモデル２であり、自由度νλが未知である。だからνλも
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サンプリングする必要がある。
推定したいモデル２の事後密度は上述した事後密度にνλの事前密度をかけた値である。ゆえ
にその事後密度からγ, σ2, ω, νλといったパラメータのフルコンディショナルな事後分布を
計算すれば良い。νλの事前分布をかけても事後密度の中でγ, σ
2
, ωに関係する部分は変化し
ないから、モデル２のパラメータγ, σ2, ωのフルコンディショナルな事後分布は、νλを所与
とした誤差項の分散が不均一な回帰モデルにおけるγ, σ2, ωのフルコンディショナルな事後
分布と同一である。そこで不均一分散モデルで導出したフルコンディショナルな事後分布を利
用して推定する。
次に未知パラメータである自由度νλの推定である。νλのフルコンディショナルな事後分布
から簡単にサンプリングできない。そこで棄却連鎖サンプリングという効率的なサンプリング
方法を用いて推定する。Geweke（1993）は、棄却連鎖サンプリング法と比べて効率性の低い採
択棄却法を用いて自由度を含めたパラメータの推定を行っている。
以上の様に不均一分散モデルの推定方法を利用しながら、誤差項が t分布に従うモデルの推
定を行う。
本論文における計算ではω, γ, σ2, νλをサンプリングする。以後の小節でこれらのパラメ
ータのサンプリング方法について詳しく説明しよう。
３．１．１　ωのサンプリング
分散共分散行列Ωは n× nの対角行列であり、その対角要素のωは n個の要素から構成
され、｛ω1, ω2, …,ωn｝と記述した。前述したとおりω i（i＝1, 2, … , n）の事前分布として
という逆ガンマ分布を仮定すると、ω iのフルコンディショナルな事後分布は以
下のような分布となる。
Ｐ（ω i |・）＝　　　　　　　　　　　　　　 （ i＝1 ,  2 ,  … , n ,  j＝1＋p,  2＋p,  …,  n＋p）
この逆ガンマ分布からω iをサンプリングする。
ωの事前分布のパラメータνλが既知であれば、ω i ,  γ ,  σ
2をGibbsサンプリングすれば良
い。しかし現実にはνλが未知であるから、νλもサンプリングする必要がある。本論文にお
ける計算ではγ, σ2の後にサンプリングする。
３．１．２　γのサンプリング
事前分布としてＮ（γ0，Ａ0）を仮定してγのフルコンディショナルな事後分布を計算する
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と、以下のような平均と分散を有する正規分布になる。この正規分布からγをサンプリングす
る。
平均　：
分散　：
３．１．３ σ2 のサンプリング
事前分布として逆ガンマ分布 を仮定すると、σ2のフルコンディショナル
な事後分布は以下の通りである。
p（σ2 |Ｙ, Ｘ, γ,  Ω）～
ただし である。この逆ガンマ分布からσ2をサンプリン
グする。
３．１．４ νλのサンプリング
νλの事前分布としてガンマ分布 GAM（１, θ0）を仮定する。この場合のνλのフルコン
ディショナルな事後分布からサンプリングするのは困難なので、棄却連鎖サンプリング（reject
sampling chain）法を用いてνλをサンプリングする。本小節では棄却連鎖サンプリングをνλ
のサンプリングに適用する上で必要な関数の導出を行う。その後の３．２で、同サンプリング
の説明を行うとともに、それをνλのサンプリングに適用する方法を説明する。
γに非情報事前分布を仮定すると、事前分布について幾つかの制約が出るが、本論文では情
報事前分布を仮定しているのでその問題は回避される。以下の棄却連鎖サンプリングに基づい
たνλのサンプリングについては中妻（2003）を参考にして説明する。
事前分布ＧＡＭ（１, θ0）を仮定した場合の事後分布からνλに関係する部分を取り出した
ものは以下の通りである。3
ただし　　　　　　　　　　　　　　 である。
s
2＝（ Y－ Y）’Ω-1（ Y－ Y）、Y＝ Xγ
ˇ ˇ ˇ
3 この式は中妻（2003）の（6.58）式でα0を 1，νをνλ，λiを 1/ωiと変更したものである。
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ここで f（νλ）を以下の様に定義すると、f（νλ）に従う乱数を生成すれば、p（νλ|Y, X, γ, σ2 ,
ω）に従う乱数を生成したことになる。
棄却連鎖サンプリングを用いて f（νλ）に従う乱数を生成するので、その際に利用する近似
分布を以下で導出する。
l n f（νλ）をモードν*λの近傍で２次の項までテイラー展開すると、以下のような近似式が導
出できる。
ただし
である。さらにσ* 2を以下のように定義すると、
l n f（νλ）は以下のように近似できる。
したがって f（νλ）は以下のように記述できる。
ここで　　　　　　　　　　　はν*λに依存する定数なので K *と記述しよう。そして
はνλの関数なので h（νλ）と記述しよう。h（νλ）は
誤差項にｔ分布を仮定した閾値自己回帰モデルのベイズ推定――砂田
－ －84
切断正規分布 N+（ν*λ , σ*2）の確率密度関数である。
p（νλ|Y, γ, σ2 , ω）に比例する f（νλ）は以上のように K *と h（νλ）で近似される。つまり、
p（νλ|Y, γ, σ2 , ω）∝ f（νλ） K *× h（νλ）
である。したがって p（νλ|Y, γ, σ2 , ω）そして f（νλ）からの乱数は K *と h（νλ）、そして
棄却サンプリング連鎖を用いて生成できる。
最後にモードν*λの計算方法である。l n f（νλ）の モードなので以下に示す一階の条件を
満たす。
したがってニュートン法や二分法等を用いて上式を満たすν*λを計算して f（νλ）の近似式に
代入すればよい。
３．２ 棄却サンプリング連鎖
本小節では、t分布の自由度νλのサンプリングを念頭において、棄却サンプリング連鎖につ
いて一般的な説明を行う。その後でνλのサンプリングへの応用に触れる。
f（ν）という確率密度関数からの乱数を生成したいが、 f（ν）から直接生成することが不可
能な場合を考えてみよう。ただし f（ν）と似た確率密度関数 h（ν）からの乱数を生成するこ
とは可能であるとする。もし既知の Kに対して f（ν）≦ K× h（ν）が全てのνで満たされる
ならば、棄却採択法を用いることによって f（ν）という確率密度関数からの乱数を生成可能で
ある。しかし Kが未知で、f（ν）≦ K× h（ν）が全てのνで満たされるとは限らない場合も
ある。この場合に h（ν）からの乱数を利用して f（ν）という確率密度関数からの乱数を生成
する方法が棄却サンプリング連鎖である。
棄却サンプリング連鎖による乱数の生成方法は以下に示す１）～６）である。サンプリング
方法を考察してみよう。前述した通り、採択棄却法では全てのνについて f（ν）≦ K× h（ν）
の成り立つことが必要である。もし f（ν）≦ K× h（ν）を成り立たせるような Kが未知で、
全てのνについて f（ν）≦ K× h（ν）が成り立っていないにも係らず、以下の１）～３）に
従って乱数を生成した場合、生成された乱数は min｛ f（ν）,  K× h（ν）｝に従うと考えられ
る。4
１） uを［0 ,  1）の一様分布から生成する。
２）νを h（ν）から生成する。
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３） u＜ ならばνを採用する。
ならばνを棄却して１）に戻る。u＞
ここで g（ν）を以下の様に定める。
g（ν）∝ min｛ f（ν）, K× h（ν）｝
つまり、min｛ f（ν）, K× h（ν）｝に比例する関数として定める。
１）～３）に従って乱数を生成すれば g（ν）からの乱数が生成されるが、g（ν）は f（ν）
ではないので、f（ν）からの乱数を生成したければ、さらに工夫しなくてはならない。ここで
g（ν）を独立連鎖における乱数生成用の確率密度関数と考えることにより、f（ν）からの乱数
を独立連鎖によって生成できる。具体的には１）～３）に続いて以下に示す４）～６）の手順
を踏めば、f（ν）からの乱数を生成できる。
４）νを g（ν）から生成する。つまり１）～３）に従って乱数を生成する。
５） u を［0 ,  1）の一様分布から生成する。
６）νr-1を直前のサンプリングで選んだ値とした場合、今サンプリングしたνとνr-1の何れ
を採用するかは以下の基準に従う。
u ≦α（νr-1 ，ν）ならばνを採用する。
u ＞α（νr-1 ，ν）ならばνを棄却する。
ただしα（νr-1 ，ν）＝ m i n である。
さらにα（νr-1 ，ν）は f（ν）と K× h（ν）の大小関係によって以下の様に書き直す
ことが可能である。5
α（νr-1 ，ν）＝ m i n ただし f（ν）≦ K× h（ν）の場合
α（νr-1 ，ν）＝ m i n ただし f（ν）＞ K× h（ν）の場合
３．１．４では棄却連鎖サンプリング法を用いて f（νλ）に従う乱数を生成することを前提に
して、f（νλ）を近似すると同時にサンプリングし易い分布を導出した。以下では棄却連鎖サ
ンプリングを利用した乱数生成の手順について考えてみよう。
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K h（ν）
f（ν）
K h（ν）
f（ν）
f（νr-1 ）g（ν）
f（ν）g（νr-1 ）
，1
f（νr-1 ）
K× h（νr-1 ）
，1
f（νr-1 ）h（ν）
f（ν）h（νr-1 ）
，1
5 この様に簡単に纏められる理由の詳細は付録Ｂで説明してある。
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f（νλ）は以下の様に近似できることを既に示してある。
ただし、 である。
f（νλ）は K *と h（νλ）によって上述した様に近似できるものの、
f（νλ）≦ K *× h（νλ）
という関係が全てのνλに対して成り立たず、一部のνλに対して成り立っているに過ぎない。
したがって f（νλ）に従う乱数の生成には採択棄却法ではなく棄却連鎖サンプリングを利用す
ることが適切となるのである。
Kを K *、νをνλに変更し K *と h（νλ）をそれぞれ上述した通りに定めた上で、棄却連鎖
サンプリングを行えば、f（νλ）からのサンプルを得られる。
４．ｔ－TARモデルの推定方法
本論文ではレジームが２つの場合のｔ－ＴＡＲモデルのベイズ推定法を述べる。誤差項に正
規分布を仮定したＴＡＲモデルの推定ならばGeweke＝Terui（1993）を利用すれば良いが、t分
布を仮定したので推定方法を紹介している。ベイズ推定するに当たっては情報事前分布
（informed prior）を仮定する。また閾値 rのサンプリングにはランダム・ウォーク・チェイン・
サンプリング法を用いる。そして遅れ変数 dの決定であるが、最初に dを固定した上で他のパ
ラメータをベイズ推定し、推定結果を利用して dごとにＡＩＣを計算する。最小のＡＩＣをもた
らす d及び、その場合の推定値を正式な推定値として選択する。6 ＡＩＣ以外の基準を考える
ことも可能であろう。7 以下では本論文における推定方法の詳細について説明する。
４．１　ｔ－TARモデル
ＴＡＲモデルでは t時点ではなく t-d 時点の値、つまり y t-d の値が r以下であると、時点 tで
はレジーム１に属してγ（1）というパラメータを有する次数 p 1の自己回帰モデルに従うと考え
る。逆に大きければγ（2）というパラメータを有する次数 p 2の自己回帰モデルに従うと考える。
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6 Goldman＝Agbeyegbe（2003）を参考にしている。
7 Goldman＝Agbeyegbe（2003）では周辺尤度も計算している。
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この先、行列を用いて表示することが多いので、Y（j）と X（j）（ j＝ 1 , 2 ）といった行列変数に
ついて説明しておこう。
Y（1）と Y（2）は閾値 rに基づいてデータ Yを分けて作成する。さらに X（1）と X（2）は Y（1）と
Y（2）を用いて作成する。Y（1）は y t-d が r以下の値となる y tだけを集めて作ったベクトルである。
一方、Y（2）は y t-d が rよりも大きな値となる y tだけを集めて作ったベクトルである。（ ）付き
添字は所属するレジームを表す。
次に X（1）であるが、X（1）は行列であり、その行数は Y（1）と同じだが列数は p 1＋１である。
そして X（1）の各行は対応する Y（1）の要素の１時点前の値、２時点前の値、…、p 1時点前の値
によって構成される。たとえば y tがレジーム１に属し、上から s番目の要素の場合、これに対
応する X（1）の第 s行は１,  y t-1 ,  y t-2 , …,  y t-p1 である。行列 X（2）も同様に作成する。
３．１のモデル２の事後密度を計算する際にモデル１の事後密度を利用した様に、誤差項が
不均一分散に従うＴＡＲモデルの尤度を利用して、誤差項に t分布を仮定したＴＡＲモデルをベ
イズ推定する。誤差項が不均一分散に従うＴＡＲモデルの尤度関数は以下の通りである。
L（Y |γ（1）, γ（2）, σ（1）2, σ（2）2, Ω（1）, Ω（2）, X, d , r）
…（４）
事前分布であるが、rは一様分布、γ（1）は正規分布 N（γ01，A1）、γ（2）は正規分布 N（γ02，
A2）、σ（1）2には自然共役な逆ガンマ分布 、σ（2）2には同様に
を仮定する。次に対角行列Ω（1）, Ω（2）の対角要素をn 1 次元ベクトルω
1≡（ω11 ,ω
1
2 ,…,ω
1
n1 -1 ,
ω1n1）’とn2次元ベクトルω
2≡（ω21 ,ω
2
2 ,…,ω
2
n2 -1 ,ω
2
n2）’と記述しよう。ω
1
iとω
1
jの事前分
布としては　　　　　　 と　　　　　　 を仮定する。ν1λ , ν
2
λには GAM（１, θ0
1
）と
GAM（１, θ02）を仮定する。ｔ－ＴＡＲモデルとｔ－ＡＲモデルの違いは閾値である。そこで
閾値以外のパラメータについては、ｔ－ＡＲモデルと同様の方法で推定できる。r , ω1 , ω2 , γ
（1）
, γ（2）, σ（1）
2
, σ（2）
2
, ν1λ , ν
2
λのサンプリングを行う。以後ではこれらのパラメータのサン
プリング方法について詳しく説明しよう。
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４．１．１　ω（1）とω（2）のサンプリング
分散共分散行列Ω（1）, Ω（2）はそれぞれ n 1 × n 1 と n 2 × n 2 の対角行列であり、その対角要
素をω1, ω2と名づけた。ω1, ω2はそれぞれ n 1 とn 2 個の要素から構成され、ω1≡（ω11 , ω
1
2 ,
… ,ω1n1 -1 , ω
1
n1）’とω
2≡（ω21 , ω
2
2 , …,ω
2
n2 -1 , ω
2
n2）’と記述した。ω
1
iとω
2
jの（ i＝1, 2,…, n1，
j＝1, 2, …, n2 ）の事前分布として　　　　　　　と　　　　　　　という逆ガンマ分布を仮定
すると、ω1iとω
2
jのフルコンディショナルな事後分布は以下のようになる。
４．１．２ γ（1）とγ（2）のサンプリング
事前分布として N（γ01，A1）と N（γ02，A2）を仮定して、γ（i）のフルコンディショナルな
事後分布を計算すると、以下のような平均と分散を有する正規分布になる。この正規分布から
γ（i）をサンプリングする。
平均　：
分散　： （ i＝1 ,  2 ）
４．１．３ σ（1）2とσ（2）2のサンプリング
事前分布として逆ガンマ分布 と を仮定すると、σ（1）
2と
σ（2）
2のフルコンディショナルな事後分布は以下の通りである。
p（σ（1）2 |Y,  X,  γ（1）, γ（2）, σ（2）2 , Ω（1）, Ω（2）, d , r）～
p（σ（2）2 |Y,  X,  γ（1）, γ（2）, σ（2）2 , Ω（1）, Ω（2）, d , r）～
ただし s1
2＝（ Y（1）－ Y（1））’Ω-1（1）（ Y（1）－ Y（1））、Y（1）＝ X（1）γ（1）、s 2 2＝（ Y（2）－ Y（2））’
Ω-1（2）（ Y（2）－ Y（2））、Y（2）＝X（2）γ（2）である。この逆ガンマ分布からσ（1）2と σ（2）2をサンプ
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リングする。
４．１．４　ν1λとν2λのサンプリング
事前分布として GAM（１, θ01）と GAM（１, θ02）を仮定する。この場合のフルコンディシ
ョナルな事後分布からν1λとν
2
λをサンプリングするのは困難なので棄却連鎖サンプリング
（reject sampling chain）法を用いる。詳細については３．２を参照されたい。
４．１．５ 閾値 rのサンプリング方法
rの候補は以下のように生成する。
r t＝ r t - 1 ＋ ε t
そして r tを用いて計算した事後密度と、r t - 1 を用いて計算した事後密度を計算してその比をと
ったものが、採択確率になる。
自己回帰のラグの次数と遅れ変数 dの決定にＡＩＣを用いる。Tong（1980）に従ってレジー
ムが２つのＴＡＲモデルのＡＩＣは個々のＡＲモデルのＡＩＣの和と考える。
４．２ シミュレーションデータを用いた推定
４．１ではｔ－ＴＡＲモデルの推定方法について説明してきた。この推定方法の妥当性を確認
するために、パラメータを与えた上で生成したデータを上述した方法で推定し直してみる。真
の値が判った上での推定であるから、妥当性の確認はできるであろう。
モデルとしてはレジームが２つで、それぞれの自己回帰モデルのラグ次数が１という単純な
モデルを利用する。数式で記述すれば以下の通りである。
…（５）
パラメータはγ0
（1）＝ 0.7,  γ1
（1）＝ －0.6,  γ0
（2）＝ －0.6,  γ1
（2）＝ 0.5,  σ（1）
2 ＝ 5,  σ（2）
2 ＝ 2,
νλ
1＝ 5, νλ
２＝ 50, r＝ 0.6, d＝ 1とおいてデータを生成した。このデータに対して P1＝ 1，
P2＝ 1，d＝ 1というモデルと P1＝ 1，P2＝ 1，d＝ 1 という２種類のモデルをベイズ推
定した。決定係数と対数尤度がともに大きかった d＝ 1のモデルを選んだ。その推定
結果は表１の通りである。各パラメータの事前分布であるが、γ0（1）は、
γ0
（2）は　　　　　　　　　　　と設定した。σ（1）
2 の事前分布は、
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0.7
－0.6
16 0
0 16
－0.6
0.5
20 0
0 20
5
2
5×3
2
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νλ
２の事前分布は GAM（1, 50）と設定した。ランダムウォークサンプリングで利用する誤差
項の標準偏差はデータの標準偏差に0.05（ d＝1 aのとき）を掛けた値とした。真の閾値でデー
タを分割した上で、データ毎に単純回帰モデルを最小二乗推定した結果をγ0
（1）
,γ1
（1）
,  γ0
（2）
,
γ1
（2）
,  σ（1）
2
,  σ（2）
2 の最小二乗推定値として参考までに記述しておく。8
５．結論
本論文では、まず誤差項に t分布を仮定した閾値自己回帰モデル（ｔ－ＴＡＲモデル）を紹介
した。その後で同モデルをベイズ統計学の立場から推定方法をする方法を紹介した。さらにパ
ラメータを事前に定めた上でデータを生成し、そのデータからパラメータを推定した。その結
果、同モデルの推定値が事前に決めた値をうまく推定していると判断されたので、推定方法が
妥当なものであると判断された。
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表１　ｔ－ＴＡＲによる推定結果（d＝1, p＝1, 誤差項がｔ分布に従う自己回帰モデル）
パラメータ
閾 値
遅 れ 変 数
γ0
（1）
γ1
（1）
σ（1）
2
νλ
1
γ0
（2）
γ1
（2）
σ（2）
2
νλ
2
OLSE
---
---
0.80599
－0.47540
9.25096
---
－0.63854
0.50668
2.45004
---
真の値
0.60
1
0.70
－0.60
5.0
5
－0.60
0.50
2
50
事後平均
0.5790
1
0.63250
－0.54731
4.73225
4.61102
－0.44540
0.46248
1.99135
30.34359
事後標準偏差
0.49397
N/A
0.19860
0.10556
0.92017
2.09553
0.27690
0.07614
0.33603
29.15324
事後自己相関
0.06975
N/A
0.10617
0.08264
0.47262
0.79728
0.07346
0.06245
0.29217
0.87800
yt＝γ0（1）＋γ1（1）y t-1 ＋ u t u t～ t（0, σ（1）2 , νλ1）…レジーム１
yt＝γ0（2）＋γ1（2）y t-1 ＋ u t u t～ t（0,  σ（2）2 ,  νλ2）…レジーム２
rの採択率： 0.5748， レジーム１の自由度の採択率： 0.4249， レジーム２の自由度の採択率： 0.9629，
レジーム１のデータ数： 140， レジーム２のデータ数： 159．
8 最小二乗推定の結果とベイズ推定の結果では仮定に違いのあることに注意されたい。特にσ2であるが、
ベイズ推定値ではσ2Ωのσ2を推定しているのに対して、最小二乗推定ではσ2 Iのσ2を推定している。
6
2
6×2
2
σ（2）
2 の事前分布は　　　　　　　　　　　　と設定した。νλ
1の事前分布はGAM（1, 5）、
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付録Ａ
３．２の１）～３）に従って生成された乱数が g（ν）＝ min｛ f（ν）, K × h（ν）｝に
従うことの確認。
g（ν）を min｛ f（ν）,  K× h（ν）｝に比例する関数として、以下のように定める。
g（ν）∝ min｛ f（ν）,  K× h（ν）｝
以下で K、h（ν）と棄却採択法を用いて g（ν）から乱数を生成する手順を最初に示す。次に
全てのνについて f（ν）＜K× h（ν）が満たされていないのに棄却採択法を利用してサンプリ
ングする手順を示す。両者の手順が最終的に一致すれば、両者は同一のものと考えられる。
・棄却採択法を用いてg（ν）から乱数を生成する手順
１）uを［0 ,  1）の一様分布から生成する。
２）νを h（ν）から生成する。
３）u＜　　　　　ならばνを採用する。
u＞　　　　　ならばνを棄却して１）に戻る。
f（ν）と K× h（ν）の大小関係によって g（ν）の内容は変化する。３）は以下のように書
き直せる。
３ａ） f（ν）＜ K× h（ν）の場合… u＜　　　　　ならばνを採用する。
３ｂ） f（ν）＜ K× h（ν）の場合… u＞ ならばνを棄却して１）に戻る。
３ｃ） f（ν）＞ K× h（ν）の場合… u＞　　　　　＝１ならばνを棄却して１）に戻る。
３ｄ） f（ν）＞ K× h（ν）の場合… u＜　　　　　＝１ならばνを採用する。
f（ν）＜K× h（ν）の場合、 と uの大小関係によって採択される場合もあれば、棄
却される場合もある。一方、f（ν）≧K× h（ν）の場合、u～［0, 1）であるからνは必ず採用
される。
・全てのνについて f（ν）＜K× h（ν）が満たされないのに棄却採択法を利用した場合
１）と２）は共通である。３）は f（ν）と K× h（ν）との大小関係によって以下の様に書き
直せる。
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K h（ν）
g（ν）
K h（ν）
g（ν）
K h（ν）
f（ν）
K h（ν）
f（ν）
K h（ν）
K h（ν）
K h（ν）
K h（ν）
K h（ν）
f（ν）
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３ａ’） f（ν）＜ K× h（ν）の場合… u＜　　　　　ならばνを採用する。
３ｂ’） f（ν）＜ K× h（ν）の場合… u＞ ならばνを棄却して１）に戻る。
３ｃ’） f（ν）≧ K× h（ν）の場合… u＞ （≧１）ならばνを棄却して１）
に戻る。
３ｄ’） f（ν）≧ K× h（ν）の場合… u＜　　　　　（≧１）ならばνを採用する。
f（ν）＜ K× h（ν）の場合、 と uの大小関係によって採択される場合もあれば、
棄却される場合もある。一方、f（ν）≧ K× h（ν）の場合、u～［0, 1）であるからνは必ず
採用される。したがって２つのサンプリング方法は共通であり、同一であると考えられる。
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K h（ν）
f（ν）
K h（ν）
f（ν）
K h（ν）
f（ν）
K h（ν）
f（ν）
K h（ν）
f（ν）
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付録Ｂ
α（νr-1，ν）を２つの場合に分けられる理由。
g（ν）＝min｛ f（ν）,  K× h（ν）｝であるから、α（νr-1，ν）＝ min
の内容は f（ν）と K× h（ν）の大小関係及び f（νr-1）と K× h（νr-1）の大小関係によ
って変化する。そこで大小関係を調べてみると、以下の４種類に分けられる。
（１）f（ν）＜ K h（ν）かつ f（νr-1）＜ K h（νr-1）ならば
g（ν）＝ f（ν）, g（νr-1）＝ f（νr-1）
（２）f（ν）＜ K h（ν）かつ f（νr-1）＞ K h（νr-1）ならば
g（ν）＝ f（ν）, g（νr-1）＝ K h（νr-1）
（３）f（ν）＞ K h（ν）かつ f（νr-1）＜ K h（νr-1）ならば
g（ν）＝ K h（ν）, g（νr-1）＝ f（νr-1）
（４）f（ν）＞ K h（ν）かつ f（νr-1）＞ K h（νr-1）ならば
g（ν）＝ K h（ν）, g（νr-1）＝ K h（νr-1）
次に以上の４通りについてα（νr-1，ν）を具体的に計算してみよう。
（１）α（νr-1，ν）＝ min ＝ min
＝ min（ 1 ,  1 ）＝１
（２）α（νr-1，ν）＝ min ＝ min 
＝ min
（３）α（νr-1，ν）＝ min ＝ min
＝ min（ 1 ,  1 ）＝１
（４）α（νr-1，ν）＝ min ＝ min 
＝ min 
本文ではα（νr-1，ν）を以下の２つと書き直せると記述している。（２）と（４）について
は整合的であるが、（１）と（３）についてはもう少し考察が必要である。
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f（νr-1 ）g（ν）
f（ν）g（νr-1 ）
，1 f（νr-1 ）f（ν）
f（ν）f（νr-1 ）
，1
f（νr-1 ）g（ν）
f（ν）g（νr-1 ）
，1 f（νr-1 ）Kh（ν）
Kh（ν）f（νr-1）
，1
f（νr-1 ）g（ν）
f（ν）g（νr-1 ）
，1 f（νr-1 ）f（ν）
f（ν）Kh（νr-1 ）
，1
f（νr-1 ）g（ν）
f（ν）g（νr-1 ）
，1 f（νr-1 ）Kh（ν）
f（ν）Kh（νr-1 ）
，1
f（νr-1 ）
K h（νr-1 ）
，1
f（νr-1）h（ν）
f（ν）h（νr-1 ）
，1
f（νr-1 ）g（ν）
f（ν）g（νr-1 ）
，1
－ －
α（νr-1，ν）＝ min ただし f（ν）≦ K× h（ν）の場合
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f（νr-1 ）
K× h（νr-1 ）
，1
f（νr-1 ）
K× h（νr-1 ）
，1
f（ν）＞ K× h（ν）であったから、α（νr-1，ν）＝min
＝ min と記述してもα（νr-1，ν）＝１となる。以上からα（νr-1，ν）
f（νr-1）h（ν）
f（ν）h（νr-1 ）
，1
f（νr-1）h（ν）
f（ν）h（νr-1 ）
，1
f（νr-1 ）
K× h（νr-1 ）
，1
f（νr-1）g（ν）
f（ν）g（νr-1 ）
，1
f（νr-1 ）K h（ν）
f（ν）K h（νr-1 ）
，1
α（νr-1，ν）＝ min ただし f（ν）＞ K× h（ν）の場合
（１）では f（νr-1）＜K × h（νr-1 ）であったからα（νr-1，ν）＝ min
と記述してもα（νr-1，ν）＝１となる。同様に（３）では f（νr-1）＜K × h（νr-1 ）かつ
を以下の２つと書き直すことには問題がない。
α（νr-1，ν）＝ min ただし f（ν）≦ K× h（ν）の場合
α（νr-1，ν）＝ min ただし f（ν）＞ K× h（ν）の場合
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Bayesian Estimation of Threshold Auto Regressive Model,
whose disturbance obey t distribution
Hiroshi SUNADA
(Department of Public Policy and Social Studies,
Faculty of Literature and Social Sciences)
In this paper we introduce Threshold Auto Regressive Model, whose disturbance obey t distribution.
We name this model t-TAR and show how to estimate the model by Bayesian MCMC method.
The difference of ordinary TAR model from t-TAR model is only distribution of disturbance.
But when we estimate the model, the difference makes estimation difficult. We  use complicated
but efficient sampling method, rejection sampling chain.
In this paper we estimate 2 regime t-TAR model whose lag order is commonly 1, and confirm
validity of the proposed method.
