For analyzing diffraction gratings, a new method is developed based on dividing one period of the grating into homogeneous sub-domains and computing the Neumann-to-Dirichlet (NtD) maps for these sub-domains by boundary integral equations. For a sub-domain, the NtD operator maps the normal derivative of the wave field to the wave field on its boundary. The integral operators used in this method are simple to approximate, since they involve only the standard Green's function of the Helmholtz equation in homogeneous media. The method retains the advantages of existing boundary integral equation methods for diffraction gratings, but avoids the quasi-periodic Green's functions that are expensive to evaluate.
Introduction
Diffraction gratings [1] [2] [3] are important in many practical applications. Numerical methods are essential in the design, analysis and optimization of grating structures. Over the last several decades, many rigorous numerical or semi-analytic methods have been developed. Existing methods for diffraction gratings include the analytic modal method [4] [5] [6] , the Fourier modal method (FMM) [7] [8] [9] [10] , the differential method [11, 12] , the integral equation method [13] [14] [15] [16] [17] [18] [19] , the coordinate transformation method (C method) [20] [21] [22] , the finite element method (FEM) [23] , etc. The analytic modal method and FMM are suitable for diffraction gratings involving uniform layers, but they are not as efficient and may have convergence problems when a general grating with sloping interfaces must be approximated by a multilayered one [24] . The boundary integral equation (BIE) method is suitable if the grating structure involves a small number of interfaces and the refractive index is piecewise constant, but it is somewhat complicated to implement, since the integral operators are related to the quasiperiodic Green's function which requires sophisticated lattice sums techniques to evaluate. The FEM is very general, but it gives rise to large, complex and indefinite linear systems that are expensive to solve.
Recently, we developed a Dirichlet-to-Neumann (DtN) map method for scattering problems of periodic arrays of cylinders (as finite photonic crystals) [25] [26] [27] [28] . Most existing methods for diffraction gratings are applicable to the problems studied in these works, but special methods taking advantage of the geometry features are often more efficient. Both the multipole method [29, 30] and the DtN map method are efficient for analyzing arrays of circular cylinders due to their use of cylindrical waves. However, the multipole method requires lattice sums to handle the infinite number of cylinders in each array. The DtN map method can avoid lattice sums, since it only uses the cylindrical waves in each unit cell to construct matrix approximations to an operator defined on the boundary of the unit cell. The involved operator is the DtN map that relates the wave field components to their normal derivatives on the cell boundary. In this paper, we develop a new method for general diffraction grating problems. The method divides one period of the grating into sub-domains with constant refractive indices and uses a boundary integral equation to find the Neumann-to-Dirichlet (NtD) map (the inverse of the DtN map) for each sub-domain. Unlike the existing integral equation methods, the integral operators in our method are simple to approximate, since they are related to the standard Green's function of the Helmholtz equation in an infinite homogeneous medium.
Problem formulation
We consider diffraction gratings which are invariant in the z direction and periodic in the x direction with a period L, where {x, y, z} is a Cartesian coordinate system. A typical example is shown in Fig. 1 . For waves propagating in the xy-plane, the transverse electric (TE) and transverse magnetic (TM) polarizations can be studied separately. The governing equations are
where ε = ε(x, y) is the dielectric function, k 0 = ω/c is the free space wavenumber, ω is the angular frequency and c is the speed of light in vacuum. For the TE case, u is the z-component of the electric field and ρ = 1; for the TM case, u is the z component of the magnetic field and ρ = ε. The periodic structure is restricted to the region given by 0 < y < D for some positive D. In the top (y > D) and bottom (y < 0) regions, the medium is isotropic and homogeneous. We have ε = ε (1) and ε = ε (2) for y > D and y < 0 respectively, where ε (1) and ε (2) are constants.
For a plane incident wave given in the top region, i.e.,
where
> 0, our objective is to determine the reflected and transmitted waves which are expanded in plane waves as
where R j and T j are the reflection and transmission amplitudes, and
Mathematically, the problem can be formulated in a two-dimensional (2D) rectangular domain Σ = {(x, y) | 0 < x < L, 0 < y < D} [31] . Due to the periodicity of the structure and the x-dependence of the incident wave, the solution is quasi-periodic:
where γ = e iα 0 L . For the TM polarization, the normal derivative of u is not continuous on a material interface. To include the possibility of a vertical interface at x = 0 (and x = L), we choose to use the right limit of ∂ x u to impose the quasi-periodic condition above. Meanwhile, let B (1) and B (2) be linear operators acting on quasi-periodic functions of x, satisfying
for s = 1 and 2, then the top and bottom boundary conditions are [25, 31] :
Notice that the boundary conditions are posed at y = 0 − and y = D + using one-sided limits, since ∂ y u (for the TM polarization) may be discontinuous if y = 0 and/or y = D coincide with a material interface. In practice, the operators B (1) and B (2) are approximated by matrices.
Operator marching scheme
The operator marching (OM) method has its origin in an early work on acoustic waveguides [32] . Following the recent work [25, 27] for finite photonic crystals (PhCs), we divide the rectangular domain Σ into a number of sub-domains Ω 1 , Ω 2 , ..., Ω m , and assume that they are separated and bounded by curves Γ 0 , Γ 1 , ..., Γ m and two vertical lines at x = 0 and x = L. In particular, Γ 0 and Γ m correspond to the line segments at y = 0 and y = D, respectively. For the diffraction grating shown in Fig. 1 , the domain Σ and the sub-domains are depicted in Fig. 2 . Notice that the sub-domains always have corners even when the grating profile is smooth. On Γ j , we define operators Q ± j and Y j satisfying
where ν is an upward unit normal vector of Γ j and u is an arbitrary solution satisfying the Helmholtz equation (1), the quasi-periodic condition (6) and the boundary condition (8) .
From boundary condition (8) and the definition of Y 0 , we can initialize Q − 0 and Y 0 by
where I is the identity operator. The continuity of ρ −1 ∂ ν u gives
If Q + m and Y m are calculated, we can solve u at y = D from boundary condition (9), i.e.,
After that, we can find the transmitted wave from
and find the reflected wave by subtracting the incident wave from the total field. Therefore, the key step is to calculate Q − j and Y j from Q + j−1 and Y j−1 . In previous work on arrays of cylinders (as finite PhCs) [25, 27] , this step is carried out by first calculating the Dirichlet-to-Neumann (DtN) map of the sub-domain Ω j . The DtN map of Ω j is the operator Λ j satisfying
where u is any solution of Eq. (1), ∂Ω j is the whole boundary of Ω j , ν is a unit normal vector of ∂Ω j and the subscript (in) signifies that the normal derivative is the limit towards ∂Ω j from the interior of Ω j . For PhCs, Ω j is usually a unit cell with a simple square or hexagon shape, and the DtN map Λ j can be constructed from special solutions, such as the cylindrical harmonics. For diffraction gratings, we choose Ω j to be a sub-domain with a homogeneous medium. Since the shape of Ω j is quite irregular, the method for constructing Λ j using special solutions is no longer reliable, because the process may involve the inversion of near singular matrices. In Section 4, we use boundary integral equations to approximate the inverse of Λ j , i.e., the Neumann-to-Dirichlet (NtD) map. The NtD map V j = Λ −1 j is easier to approximate and it still allows us to march the operators from Γ j−1 to Γ j .
Let us write down the NtD map V j in more details as
is partitioned as 4 × 4 blocks. Similar to the case for Λ j given in [25] , if we insert the quasi-periodic condition (6) into (16), we can eliminate v j , w j and their x derivatives. This leads to the reduced NtD map N j satisfying
where N j is given in 2 × 2 blocks. More precisely, the elimination process gives
where C 1 , C 2 , D 1 and D 2 are given by
Using the definitions of Q + j−1 and Q − j in (17), we obtain
To derive a formula for Q − j , we solve u j−1 from the first equation above and insert it into the second equation. To find the formula for Y j , we use the definitions of Y j and Y j−1 in the first equation. Therefore, the following marching formulae are obtained:
Boundary integral equations
In this section, we present the boundary integral equations that are used to calculate the NtD maps. Consider a domain Ω where the medium is homogeneous and the refractive index n = √ ε is a constant, the Green's function of the Helmholtz equation (1) in such a medium is
where r = (x, y) andr = (x,ỹ), and G satisfies
We denote the single-and double-layer integral operators S and K by
(Kϕ)(r) = 2
where ϕ is an arbitrary function defined on ∂Ω.
If the boundary is smooth, then u and ∂ ν u satisfy the following boundary integral equation:
Therefore, the NtD map for a smooth domain Ω is given by
If the boundary ∂Ω contains a corner at r 0 , we can use a boundary integral equation of the 2D Laplace equation to compensate the error appeared at the corner. Let H be the operator given by (26) should be modified as [33] :
where H1 means that the operator H is applied to the constant function 1 defined on ∂Ω.
If the boundary ∂Ω contains P corners at r j for 1 ≤ j ≤ P , we propose to use the following modified integral equation
If ∂ ν u is given on ∂Ω, we can use Eq. (28) to find u. Therefore, Eq. (28) allows us to find the NtD map V, even when the boundary contains corners.
Nyström method with a graded mesh
To discretize the integral equation (28), we use the Nyström method with a graded mesh as in [33] . The discretization of the integral equation gives rise to the desired matrix approximations to the NtD map. For a smooth boundary ∂Ω, the Nyström method requires only a uniform mesh. The integral operators S, K and H are discretized based on the following steps. First, we parametrize the boundary ∂Ω as a smooth 2π-periodic curve:
Any function defined on ∂Ω becomes a 2π-periodic function of t. For simplicity, we denote ϕ(r) for r = r(t) ∈ ∂Ω by ϕ(t). This applies to Sϕ and Kϕ in (24) and (25), since they are also functions defined on ∂Ω. The operators S, K and H are represented by bi-periodic kernels S(t, τ ), K(t, τ ) and H(t, τ ). More specifically and for S, we have
where τ is associated withr in (24) asr = (x(τ ), y(τ )). Next, we discretize t by a uniform mesh of J points: t j = 2πj/J for 0 ≤ j < J, and approximate (Sϕ)(t j ) by quadrature schemes based on the same discretization points: τ k = t k for 0 ≤ k < J. To obtain high accuracy in the numerical integrations, it is necessary to split the kernels S and K, such that S(t, τ ) = S 1 (t, τ ) ln 4 sin
where S 1 , S 2 , and the similarly defined K 1 and K 2 are smooth. For the smooth integrals associated with S 2 , K 2 and H, the standard trapezoidal rule is used. For the parts with the logarithmic singularity, a special quadrature formula is available [33] . This gives rise to
for some coefficients a jk . With the similarly defined b jk for operator K, the integral equation (26) gives rise to the NtD map V ≈ (I + A) −1 B, where I is the identity matrix, A and B are J × J matrices with entries a jk and b jk . For the case where the boundary has corners, we follow the graded mesh technique described in [33] . Starting from a parametric representation of the boundary: r = (x(t), y(t)) for 0 ≤ t ≤ T (T does not need to be 2π), we assume that the P corners are
where t * 0 = 0 and t * P = T correspond to the same corner. A graded mesh on ∂Ω can be obtained if we introduce a new variable s (for 0 ≤ s ≤ 2π) such that t = w(s), and discretize s uniformly. The corners are associated with s * l for 0 ≤ l ≤ P satisfying t * l = w(s * l ), where s * 0 = 0 and s * P = 2π correspond to the same point. In the following, we discretize s uniformly by s j = 2πj/J for 0 ≤ j ≤ J. The corners are assumed to be mesh points, that is, s * l for 0 ≤ l ≤ P , are integer multiples of 2π/J. For an integer p ≥ 2, we define the function w on the interval (s * l−1 , s * l ), such that
The first condition above indicates that the derivatives of w up to order p − 1 must vanish at s * j−1 and s * j . This allows us to have more points near the corners when s is uniformly sampled. The second condition (33) requires that the slope of w at the midpoint is twice the slope of the straight line connecting (s * l−1 , t * l−1 ) and (s * l , t * l ). This ensures that sampling points away from the corners are reasonably distributed. The function w is given by
With this change of variable, the boundary ∂Ω is now given using the parameter s:
The integral operators are discretized by the method described earlier with t replaced by s. At a corner, the normal derivative ∂ ν u is not uniquely defined. However, since dw/ds = 0 at the corners, the terms involving ∂ ν u at the corners vanish. In fact, the discretization of (28) gives rise to P equations for the corners, and they can be used to find u at the corners in terms of u and ∂ ν u at the other points. Therefore, we can eliminate u at the corners and obtain a NtD map which is approximated by a (J − P ) × (J − P ) matrix.
Least squares approach
In the first and last steps of the OM method, we need matrix approximations of the operators B (1) and B (2) to initialize Q − 0 and to solve the wave field at y = D. When the NtD maps of the sub-domains are calculated by the boundary integral equation method, we need a graded mesh to take care of the corners. Therefore, the line segments Γ 0 and Γ m (at y = 0 and y = D, respectively) are discretized by a graded mesh. Since the mesh points near x = 0 or x = L can be extremely close, it becomes numerically unstable to calculate matrix approximations of B (1) and B (2) directly based on these points.
To avoid this difficulty, we use a uniform mesh to approximate these operators and a least squares approach to relate two sets of mesh points. Let {x k , 1 ≤ k ≤ N 1 } be the N 1 points of the graded mesh for discretizing 0 < x < L. For a positive integer N 2 < N 1 , we introduce a uniform mesh by
Let f be a quasi-periodic function of x with N 2 Fourier modes, i.e.,
where the index j is restricted to −N 2 /2 ≤ j < N 2 /2 or |j| ≤ (N 2 − 1)/2 for an even or odd N 2 , respectively. For f evaluated at the graded and uniform mesh points, there is an
More precisely, we have S = F 1 F −1 2 , where F 1 and F 2 are matrices with entries exp(iα j x k ) and exp(iα j ξ k ), respectively. If f is a more general quasi-periodic function of x and if f is known at the graded mesh points {x k }, we can calculate f (ξ k ) for 1 ≤ k ≤ N 2 in the least squares sense by
. . .
where S † = (S * S) −1 S * is the pseudoinverse of S and S * is the conjugate transpose of S.
The operators B (1) and B (2) can be approximated by
for j restricted to N 2 different values as before. Therefore,
whereP is the matrix with columns φ j , andD (s) is a diagonal matrix with diagonal entries
, we need an N 1 × N 1 matrix for B (2) corresponding to the graded mesh.
This can be obtained by
For the last step, we can transform the N 1 ×N 1 matrix Q + m for the graded mesh to an N 2 ×N 2 matrixQ + m for the uniform mesh, then solve u on the uniform mesh usingB (1) directly. The formula forQ
Similarly, we transform the N 1 × N 1 matrix Y m for the graded mesh to an N 2 × N 2 matrix Y m , then calculate the transmitted field for the uniform mesh.
Numerical examples
In this section, we illustrate our method by a few examples and compare our results with those published by other authors. The first example is a dielectric sinusoidal grating as shown in Fig. 3(a) . The interface is a sine function with period L and magnitude d/2, and ε
=2.25
=2.1316
ε=5.0625 it separates air and a homogeneous dielectric medium. Following the early work of Li [6] , we assume that the dielectric constant of the medium below the interface is ε = 2.25, the groove depth is d = L, the free space wavelength of the incident wave is λ = L/1.7, and the angle of incidence (between the y axis and the wave vector) is π/6. Therefore, the wave vector of the incident wave is (α 0 , −β Table 1 , we show the first a few transmitted and reflected diffraction efficiencies for both TE and TM polarizations. For comparison, we also list the diffraction efficiencies calculated by Li using the C method [22] .
We can see that the results obtained using the two different methods are nearly identical. This is true even for the relatively small reflected diffraction efficiencies. To obtain the results in Table 1 , we choose a rectangular domain Σ with its lower and upper edges strictly below and above the interface. Each of the two homogeneous sub-domains of Σ has four corners. The NtD maps for these two sub-domains are calculated by discretizing the boundary of these sub-domains using J = 320 points. For the graded mesh, we use the parameter p = 5.
On the top and bottom edges Γ 0 and Γ 2 , we have N 1 = 39 and N 2 = 15 points for the graded mesh and the uniform mesh, respectively. The second example, as shown in Fig. 3(b) , is a triangular grating with a coating layer. It is designed as a guided-mode resonant grating filter and it was previously analyzed by Mizutani et al [34] . The dielectric constant of the substrate and the thin film are ε (2) = 2.1316
and ε = 5.0625, respectively. The medium above the grating structure is air. The height of the triangular region of the substrate is d = 2L, where L is the period in the x direction. The high-index coating layer has a vertical thickness of ∆d as shown in Fig. 3(b) . We consider two cases for ∆d = 0.4L and ∆d = L, respectively. For normal incident wave, the results are shown in Fig. 4 . Our results agree with those reported in [34] . For this problem, we choose a rectangular domain Σ that contains three sub-domains Ω 1 , Ω 2 and Ω 3 . These three sub-domains correspond to the substrate, thin film and air, respectively. The results shown in Fig. 4 are obtained using a graded mesh with p = 8. The boundaries of the three sub-domains are discretized by J = 480 points, respectively. On the top and bottom line segments Γ 0 and Γ 3 , we have N 1 = 39 points in the graded mesh and N 2 = 15 points in the uniform mesh. The third example is also a sinusoidal grating. However, the structure is finite in the y direction. As shown in Fig. 3(c) , the dielectric grating is bounded by a sinusoidal interface on the top and a flat interface at the bottom. The medium above and below the grating structure is air. Using the notations of Section 2, we have ε (1) = ε (2) = 1. This example was previously analyzed by Magath et al [18] by an integral equation method. As in [18] , we assume that the dielectric constant of the grating medium is ε = 11.4, and the sinusoidal interface has a period L and a magnitude 0.4L/π. The lower interface is located at d 1 = 0.1L/π below the lowest points of the sinusoidal interface. As a result, the structure has a minimum thickness of d 1 and a maximum thickness of d 2 = 0.9L/π. In Table 2 , we show the diffraction efficiencies for the TE polarization and for two difference wavelengths. The angle of incidence is 15.2575
• and 30
• for L/λ = 1.9 and L/λ = 1, respectively. The results of Magath et al [18] are also listed for comparison. We can see that the agreement is quite good, since the first three digits of all diffraction efficiencies are identical. Our results are obtained by choosing the rectangular domain Σ, such that its lower edge Γ 0 coincides with the lower interface. Meanwhile, Σ consists of two homogeneous sub-domains separated Γ 1 which coincides with the sinusoidal interface. In our calculations, the boundaries of the two sub-domains Ω 1 and Ω 2 are discretized by J = 360 points. The parameter for generating the graded mesh is p = 5. On the top and bottom edges Γ 2 and Γ 0 , we have N 1 = 119 and N 2 = 25 points in the graded mesh and the uniform mesh, respectively. For the above examples, we performed additional calculations using different values of p and J. The integer p is used to tune the density of points near the corners for the graded mesh. In principle, a larger p gives a higher order of accuracy. In practice, if the required accuracy is not very high, many different values of p, say 2 ≤ p ≤ 9, all work quite well. For each sub-domain Ω j , the integer J depends on the total length of the boundary ∂Ω j , the number of corners, the wavelength for the homogeneous medium in Ω j and the value of p. When J is increased, we can observe fast numerical convergences of the diffraction efficiencies. The integer N 2 is chosen such that the grid size of the uniform mesh (on the line segments Γ 0 and Γ m ) is always larger than the maximum distance between two nearby points of the graded mesh.
Conclusions
In this paper, we developed a new method for analyzing diffraction gratings based on boundary integral equations and Neumann-to-Dirichlet maps. Existing boundary integral equation methods for diffraction gratings are powerful methods that can give accurate results, but they are somewhat complicated to implement, since the kernels of the integral operators are related to the quasi-periodic Green's function which is difficult to evaluate. Our method divides a period of the grating structure into homogeneous sub-domains, then uses boundary integral equations to calculate the NtD maps of these sub-domains. The integral operators appeared in our method are derived from the standard Green's function of the Helmholtz equation in a homogeneous medium, and they are much easier to discretize. Although our method is very different from existing boundary integral equation methods, it seems to retain all their advantages. Numerical examples indicate that high accuracy can be achieved when relatively small number of points are used to discretize the boundaries of the homogeneous sub-domains.
