One of the core objectives of machine learning is to instruct computers to use data or past experience to solve a given problem. A good number of successful applications of machine learning exist already, including classifier to be trained on email messages to learn in order to distinguish between spam and non-spam messages, systems that analyze past sales data to predict customer buying behavior, fraud detection etc. Machine learning can be applied as association analysis through Supervised learning, Unsupervised learning and Reinforcement Learning but in this study we will focus on strength and weakness of supervised learning classification algorithms. The goal of supervised learning is to build a concise model of the distribution of class labels in terms of predictor features. The resulting classifier is then used to assign class labels to the testing instances where the values of the predictor features are known, but the value of the class label is unknown. We are optimistic that this study will help new researchers to guiding new research areas and to compare the effectiveness and impuissance of supervised learning algorithms.
INTRODUCTION
Machine Learning (ML) can be considered as a subfield of Artificial Intelligence since those algorithms can be seen as building blocks to make computers learn to behave more intelligently by somehow generalizing rather that just storing and retrieving data items like a database system and other applications would do. Machine learning has got its inspiration from a variety of academic disciplines, including computer science, statistics, biology, and psychology. The core function of Machine learning attempts is to tell computers how to automatically find a good predictor based on past experiences and this job is done by good classifier. Classification is the process of using a model to predict unknown values (output variables), using a number of known values (input variables). The classification process is performed on data set D which holds following objects:
, where A denotes the number of attributes or the size of the set A.  Class label→ C: Target attribute;
where C is the number of classes and 2  C . Given a data set D, the core objective of ML is to produce a prediction/classification function to relate values of attributes in A and classes in C.
Data mining is one of the most tools of machine learning among the number of different applications. It is common that people are often choosing a wrong choices during analysis phase or, possibly, when trying to establish relationships between multiple features. Ultimately this makes it difficult for them to explore solutions to certain problems. Machine learning can often be successfully applied to these problems, improving the efficiency of systems and the designs of machines [1] . In machine learning algorithms every instance of particular dataset is represented by using the same set of features. The nature of these features could be continuous, categorical or binary. If instances are given with known labels (i.e. the corresponding correct outputs) then the learning scheme is known as supervised (see Table. 1), while in unsupervised learning approach the instances are unlabeled. Through applying these unsupervised (clustering) algorithms, researchers are optimistic to discover unknown, but useful, classes of items [3] . Another kind of machine learning is reinforcement learning. Here the training information provided to the learning system by the environment (i.e. external trainer) is in the form of a scalar reinforcement signal that constitutes a measure of how well the system operates. The learner is not told which action has to take, as in most forms of machine learning, but instead must discover which actions yield the most reward by trying them [1] . A number of ML applications involve tasks that can be set up as supervised. The below figure depicts the general classification architecture.
Fig.1. Classification Architecture
In this study, we will focus our attention on the methods which are being used for supervised learning. This study will contribute to new researchers for getting up-to-date knowledge about supervised ML approaches. 
Predicted Classification
Testing Data existing lines of research in each learning technique. In each of our listed areas, there are many other papers/books that could be more comprehensively help the interested readers.
In the next section, we will cover wide-ranging issues of supervised machine learning such as selection of features and data pre-processing. Logical/Symbolic techniques are being described in section 3, whereas statistical techniques for ML are discussed in section 4. Section 5 will cover instance based learners, SVM is discussed in section 6. The last section concludes this work.
ISSUES OF SUPERVISED LEARNING ALGORITHMS
Learning from the past experiences is an attribute of humans while the computers do not have this ability. In supervised or Inductive machine learning, our main goal is to learn a target function that can be used to predict the values of a class. The process of applying supervised ML to a real-world problem is described in below figure.
Fig.2. Supervised Machine Learning Model
In supervised learning the first step is dealing with dataset. In order to perform a better training on data set an appropriate expert could suggest better selection of features. If concerned expert is not in reach, then the other approach is "brute-force", which means measuring everything available in the hope that the right (informative, relevant) features can be isolated. However, a dataset collected by the "brute-force" method is not directly suitable for induction. Ultimately, in most cases it contains noise and missing feature values, and therefore requires significant pre-processing [1] . In the next step, data preparation and data preprocessing is a key function of researcher in Supervised Machine Learning (SML). A number of techniques have been introduced by different researchers to deal with missing data issue. Hodge & Austin [4] have conducted a survey of contemporary techniques for outlier (noise) detection. Karanjit & Shuchita [5] have also discussed different outlier detection methods which are being used in different machine learning. H. Jair [6] has done comparison on 6 different outlier detection methods by performing experiment on benchmark datasets and a synthetic astronomical domain.
ALGORITHM SELECTION
The selection of algorithm for achieving good results is an important step. The algorithm evaluation is mostly judge by prediction accuracy. The classifier's (Algorithm) evaluation is most often based on prediction accuracy and it can be measured by given below formula cases test of number Total tions classifica Correct of Number Accuracy  (1) There are number of methods which are being used by different researchers to calculate classifier's accuracy. Some researcher's splits the training set in such a way that, two-thirds retain for training and the other third for estimating performance. Cross-Validation (CV) or Rotation Estimation is another approach. CV provides a way to make a better use of the available sample. In k-fold cross-validation scheme, we divide the learning sample into k disjoint subsets of the same size, i.e. k ls ls ls ls
A model is then inferred by the learning algorithm from each sample ls\ls, i = 1,..,k and its performance is determined on the held out sample ls i . Final performance is computed as the average performance over all these models. Notice that when k is equal to the number of objects in the learning sample, this method is called leave-one-out. Typically, smaller values of k (10 or 20) are however preferred for computational reasons [7] .
The comparison between supervised ML methods can be done through to perform statistical comparisons of the accuracies of trained classifiers on specific datasets. For doing this we can run two different learning algorithms on samples of training set of size N, estimate the difference in accuracy for each pair of classifiers on a large test set [1] . For classification of data, a good number of techniques have been developed by researchers, such as logical statistics based techniques. In next sections, we will precisely discuss the most important supervised machine learning techniques, starting with logical techniques [1] .
LOGIC BASED ALGORITHMS
In this section we will discuss two logical (symbolic) learning methods: decision trees and rule-based classifiers.
DECISION TREES
In machine learning domain the Decision Tree Induction [8, 9] is currently one of the most important supervised learning algorithms. In Artificial Intelligence (AI) field, Quinlan has contributed through his ID3 and C4.5 algorithms. C4.5 is one of the most popular and the efficient method in decision tree-based approach. Here C4.5 algorithm creates a tree model by using values of only one attribute at a time [10] . According to authors [7] , the decision tree induction, which was initially designed to solve classification problems, has been extended to deal with single or multi-dimensional regression. The major benefits of decision trees are i) produce intensive results, ii) easy to understand, iii) and holds well-organized knowledge structure [28] .
Decision Trees (DT) are trees that classify instances by sorting them based on feature values, where each node in a decision tree represents a feature in an instance to be classified, and each branch represents a value that the node can assume [1] . Instances are classified starting at the root node and sorted based on their feature values. The Fig.3 is an example of a decision tree for the training set of Table. 2. DT are extensively used is different computational fields to classify data. The reasons behinds the widely acceptability of DT learning algorithms are their flexibility to apply in wide range of problems. An interesting and important property of a decision tree and its resulting set of rules is that the tree paths or the rules are mutually exclusive and exhaustive. This means that every data instance/record/example/vector/case is covered by a single rule. According to Pierre et al. [7] , DT algorithms combined with ensemble methods, can provide better results in terms of predictive accuracy and significantly in the context of high-throughput data sets, tree-based methods are also highly scalable from a computational point of view.
Fig.3. A Sample Decision Tree
By using the DT depicted in Fig.3 as an example, the instance (at1 = a1, at2 = b2, at3 = a3, at4 = b4) would sort to the nodes: at1, at2, and finally at3, which would classify the instance as being positive (represented by the values "Yes"). The feature that best divides the training data would be the root node of the tree. There are different methods to extract the features that best divides the training data such as information gain [11] and gini index [12] . 
LEARNING SET OF RULES
It is also possible that decision trees can be translated into a set of rules by creating a separate rule for each path from the root to a leaf in the tree [13] . However, rules can also be directly induced from training data using a variety of rule-based algorithms. In [14] , the author has provided an excellent overview of existing work in rule-based methods. The classification rules represent each class by Disjunctive Normal Form (DNF). A statement is in DNF if it is a disjunction (sequence of ORs) consisting of one or more disjuncts, each of which is a conjunction (AND) of one or more literals. Below is an example of disjunctive normal forms.
A k-DNF expression is of the form:
, where k is the number of disjunctions, n is the number of conjunctions in each disjunction, and A n is defined over the alphabet
Here the objective is to build the smallest rule-set that is consistent with the training data [1] . A good number of learned rules is usually a positive sign that the learning algorithm is attempting to remember the training set, instead of discovering the assumptions that govern it. A separate-and-conquer algorithm (recursively breaking down a problem into sub-problems) search for a rule that explains a part of its training instances, separates these instances and recursively conquers the remaining instances by learning more rules, until no instances remain [1] . In below Fig.5 , a general pseudo-code for rule learners is presented.
Fig.5. A general Pseudo code for rule learners
The core difference between heuristics for rule learning algorithms and heuristics for decision trees algorithms is that the latter evaluate the average quality of a number of disjointed sets, while rule learners only evaluate the quality of the set of instances that is covered by the candidate rule [1] . One of the most useful characteristic of rule based classifiers is their comprehensibility. In order to achieve better performance, even though some rule-based classifiers can deal with numerical features, some experts propose these features should be discredited before induction, so as to reduce training time and increase classification accuracy [15] .
STATISTICAL LEARNING ALGORITHMS
Statistical learning is a framework for machine learning drawing from the fields of statistics and functional analysis [16] . Statistical learning theory deals with the problem of finding a predictive function based on data and it has a good number of applications in the field of AI. The major of goal of statistical learning algorithms is to provide a framework for studying the problem of inference that is obtaining knowledge, making predictions and making decision by constructing model from a set of data [17] . Bayesian networks are the most well known representative of statistical learning algorithms. A good source for learning Bayesian Networks (BN) theory is [18] , where readers can learn applications of BN.
Statistical methods are characterized by having an explicit underlying probability model, which provides a probability that an instance belongs in each class, rather than simply a classification. Linear Discriminate Analysis (LDA),which was developed in 1936, and the related Fisher's linear discriminate are famous methods used in statistics and machine learning to retrieve the linear combination of features which best separate two or more classes of object [1] . The purpose of discriminate analysis is to classify objects (nations, people, customers…) into one of two or more groups based on set of features that describe the objects (e.g. gender, marital status, income, height, weight...). The another method for estimating probability distributions from data is maximum entropy. According to the base theory of maximum entropy, if nothing is known about a distribution except that it belongs to a certain class, then the distribution with the largest entropy should be chosen as the default.
NAIVE BAYES CLASSIFIERS
Bayesian networks are widely used to perform classification tasks. Naive Bayesian Networks (NBN) are very simple Bayesian networks which are composed of directed acyclic graphs with only one parent (representing the unobserved node) and several children (corresponding to observed nodes) with a strong assumption of independence among child nodes in the context of their parent [21] . According to author [20] the independence model (Naive Bayes) is based on estimating:
Here comparing these two probabilities, the larger probability indicates that the class label value that is more likely to be the actual label (if R>1: predict i else predict j) [1] . As shown in the below figure, the links in a Naive Bayes model are directed from output to input, which gives the model its simplicity, as there are no interactions between the inputs, except indirectly via the output.
Fig.6. Naive Bayes model
An advantage of the Naive Bayes classifier is that it requires a small amount of training data to estimate the parameters necessary for classification.
BAYESIAN NETWORKS
Bayesian Networks (BN) are graphical models that are used to illustrate relationships between events or ideas to infer probabilities or uncertainties associated with those ideas or events. Information retrieval, predictions based on limited input or recognition software is some main applications of BN.
The Bayesian network structure S is a directed acyclic graph (DAG) and the nodes in S are in one-to-one correspondence with the features X. The arcs represent casual influences among the features while the lack of possible arcs in S encodes conditional independencies. Moreover, a feature (node) is conditionally independent from its non-descendants given its parents (X1 is conditionally independent from X2).
The below example shows that there are two events which could cause grass to be wet i.e. either the sprinkler is on or it's raining. Additionally here we also, suppose that the rain has a direct effect on the use of the sprinkler (namely that when it rains, the sprinkler is usually not turned on). Then the situation can be modeled with a Bayesian network. All three variables have two possible values, T (for true) and F (for false) [22] .
Fig.7. Bayesian network with conditional probability tables
The below is a joint probability function:
where, the names of the variables have been abbreviated to: G = Grass wet (yes/no) S = Sprinkler turned on (yes/no) R = Raining (yes/no). Cheng et al. draw the attention of a problem of BN classifiers that it is not suitable for datasets with many features. The reason for this is that trying to construct a very large network is simply not feasible in terms of time and space [23] . The pseudo code of training BN is shown in below figure: 
INSTANCE-BASED LEARNING
About this learning scheme, the author [24] describes it as lazy-learning algorithms, as they delay the induction or generalization process until classification is performed. These algorithms require less computational time during the training phase than other eager-learning algorithms (such as decision trees, neural and Bayes nets) but need more computation time during the classification process. Nearest Neighbor algorithm is an example of instance-based learning algorithms [1] . Aha [25] and De et. al [26] discussed the instance-based learning classifiers. k-Nearest-Neighbor (kNN) classification is one of the most widely used method for a classification of objects when there is little or no prior knowledge about the distribution of the data. kNN is a good choice to perform discriminate analysis when reliable parametric estimates of probability densities are unknown or difficult to determine [27] .
kNN is a example of supervised learning algorithm in which the result of new instance query is classified based on majority of k-nearest neighbor category. The core function of algorithm is to classify a new object based on attributes and training samples. Here the classification is using majority vote among the classification of the k objects. For example we have conducted a survey on consumption of any particular item to know it's worth in the market. Below is a sample training table. The outcome "Yes" or "No" is depended on the variable values of X1 and X2, so if we want to know the outcome of that combination which is not available in data table, for example, when x1 = 4, and x2 = 8 then without doing lengthy exercise of conducting surveys, we can predict the results by using kNN classification method.
The below pseudo code is an example for the instance base learning methods. Fig.9 . Pseudo-code for instance-based learners
SUPPORT VECTOR MACHINES
Support Vector Machines (SVMs) are a set of supervised learning methods which have been used for classification, regression and outlier's detection. There are number of benefits for using SVM such as: i) It is effective is high dimensional space, ii) Uses a subset of training points in the decision function (called support vectors), so it is also memory efficient, iii) It is versatile because holds different kernel functions can be specified for the decision function. Common kernels are provided, but it is also possible to specify custom kernels.
Most real-world problems involve non-separable data for which no hyperplane exists that successfully separates the positive from negative instances in the training set. One good solution to this inseparability problem is to map the data onto a higher dimensional space and define a separating hyperplane there. This higher-dimensional space is called the transformed feature space, as opposed to the input space occupied by the training instances [1] . (Testing Instances) for each testing instance { find the k most nearest instances of the training set according to a distance metric Resulting Class: most frequent class label of the k nearest instances } Initialize an Empty Bayesian Network G containing n nodes (i.e., a BN with n nodes but no edges) 1) Evaluate the score of G: Score (G) 2) G' = G 3) for i = 1 to n do 4) for j = 1 to n do 5)
if i • j then 6) if there is no edge between the nodes i and j in G• then 7)
Modify G' by adding an edge between the nodes i and j in G• such that i is a parent of j: (i • j) 8) if the resulting G' is a DAG then 9)
if (Score(G') > Score (G)) then 10)
end for 17) end for f(x) will be classified. Some new kernels are being proposed by researchers but given bellow is list of some popular kernels: 
is known as kernel function.
DEEP LEARNING
The use of deep artificial neural networks has gain popularity for the last few years in pattern recognition and machine learning. Most of the popular Deep Learning Techniques are built from Artificial Neural Network (ANN). Deep learning can be defined as a model (e.g., neural network) with many layers, trained in a layer-wise fashion. Deep learning has had a tremendous impact on various applications such as computer vision, speech recognition, natural language processing [29] , and crawling deep web [30] . Samy et al. [29] have discussed challenges and new applications of deep learning in their study. Fig.11 . Deep network Architecture
The Fig.11 depicts the deep learning network architecture with one 3-unit input layer, one 2-unit output layer, and two 5unit hidden layers.
Deep learning has also been successfully implemented in industry products that ultimately take advantage of the large volume of data. Top Information Technology (IT) companies like Microsoft, Google, Apple, Yahoo, Baidu, Amazon and Facebook, who collect and analyze massive amounts of data on a daily basis, have been investing a good share on finances on deep learning related projects. For example, Apple's Siri and Google Voice Search offer a wide variety of services including weather reports, sport news, answers to user's questions, and reminders etc., by utilizing deep learning algorithms [31] . Currently, these two applications support wide range spoken languages. The Table. 4 summarizes the current progress in deep learning algorithms. It has been observed that different deep learning technologies [32] [33] [34] [35] [36] required huge computational resources to achieve significant results.
CONCLUSION
Supervised machine learning methods are being applied in different domains. Due to scope of this paper, it is very difficult to discuss the strength and weaknesses of each algorithm of ML. The selection of algorithm in ML is mainly depends on task nature. The performance of SVM and Neural Networks is better when dealing with multidimensions and continuous features. While logic-based systems tend to perform better when dealing with discrete/categorical features. For neural network models and SVMs, a large sample size is required in order to achieve its maximum prediction accuracy whereas NB may need a relatively small dataset. For the last few years deep learning is becoming a mainstream technology for variety of application domains, like face detection, speech recognition and detection, object recognition, natural language processing and robotics. We believe that the challenges posed by big data will bring ample opportunities for ML algorithms and especially to deep learning methods.
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