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1Summary
This thesis is concerned with the turbulent exchange of heat from the atmosphere to
glacier surfaces. The motivation behind this interest is driven by the need to esti-
mate sea level changes into the future. Since a major contributor to sea level rise is
the changing mass balance of the cryosphere, there is a need to improve our under-
standing of the processes governing mass loss and gain from ice sheets and glaciers.
A large part of this mass loss is due to melt, the result of radiation absorption as well
as the exchange of heat between the ice and the overlaying atmosphere, known as
the atmospheric boundary layer (ABL).
Though much work has already been carried out in this area for land surfaces
the ABL above glaciers is somewhat different to the classical ABL usually studied.
Because of the sloping surface of glaciers and ice sheets, their generally high albedo
and the limited surface temperature of melting ice, the ABL above glaciers are char-
acterised by a strong temperature inversion and the presence of katabatic winds,
caused by the sinking of cold air down a sloping glacier surface.
The aim of this thesis is to improve our understanding of the processes by which
heat energy from the atmosphere is transferred through the ABL to glacier surfaces.
This is approached from a modelling perspective where appropriate turbulence clo-
sure models are developed, interpreted, and applied to both glaciers and the Green-
land ice sheet. The first part of this thesis involves the development of such a tur-
bulent closure model which can be used to simulate katabatic flows and the tur-
bulent fluxes associated with them. Knowledge acquired from these simulations is
then used to improve the interpretation of meteorological measurements made on
glaciers, leading to better estimates of these turbulent fluxes.
The second part of the thesis applies the turbulence closure model to a 3-D
boundary layer model of the Greenland ice sheet. This boundary layer model is
forced by ECMWF analysis data and simulations are compared to observed mete-
orological variables of wind, temperature and specific humidity. Experiments with
the 3-D model are then carried out to determine the sensitivity of the surface energy
flux components to an increase in free atmospheric temperature. The results show
that more than half of the increase in the surface energy flux is the result of increases
in the turbulent heat fluxes and that albedo feedback can play a significant role in
amplifying this increase. In addition, it is pointed out that the climate sensitivity of
2 m temperature is far less than unity as a result of the proximity of the melting ice
surface. This is important for other climate sensitivity experiments carried out using
2 m temperature as a forcing parameter.
2Samenvatting
Dit proefschrift besteedt aandacht aan de turbulente uitwisseling van warmte tussen
atmosfeer en gletsjeroppervlakken. De achterliggende motivatie hiervoor is het
voorspellen van de toekomstig zeespiegelstijging. Gezien een groot deel van de
zeespiegelstijging wordt bepaald door de massabalans van de cryosfeer, is een ver-
betering van ons begrip ten aanzien van de fysische processen die de massabalans
van gletsjers en ijskappen bepalen nodig. Een groot deel van het massaverlies wordt
veroorzaakt door het smelten, het resultaat van stralingsabsorptie en de uitwissel-
ing van turbulente warmte tussen ijs en de bovenliggende atmosfeer, bekend als de
atmosferische grenslaag (AG).
Veel aandacht wordt al besteed aan de AG boven landoppervlakken, maar de
AG boven gletsjers verschilt van de klassieke grenslaag. Door het hellende opper-
vlak, de hogere albedo en de beperkende oppervlakte temperatuur van smeltend ijs,
wordt de AG boven gletsjers gekenmerkt door een sterke temperatuurinversie en
de aanwezigheid van katabatische winden. Deze winden worden veroorzaakt door
dalende koude lucht langs het hellende gletsjeroppervlak.
Het doel van dit proefschrift is de verbetering van ons begrip met betrekking op
de manier waardoor warmte wordt overgebracht van de AG naar het gletsjeropper-
vlak. Dit wordt benaderd vanuit een model perspectief waarmee geschikte turbu-
lente sluitingsmethodes worden ontwikkeld, geinterpreteerd en toegepast op glet-
sjers en de Groenlandse ijskap. Het eerste deel van dit proefschrift houdt zich bezig
met de ontwikkeling van zulke turbulente sluitingsmodellen, die gebruikt kunnen
worden voor de simulatie van katabatische stromingen en de bijhorende turbulente
fluxen. Kennis verzameld uit deze simulaties wordt vervolgens gebruikt om de in-
terpretatie van meteorologische metingen te verbeteren, wat zal leiden tot betere
schattingen van de turbulente flux zelf.
Het tweede deel van dit proefschrift maakt gebruik van het turbulente sluit-
ingsmodel die wordt toegepast op een 3-D atmosferische grenslaagmodel voor de
Groenlandse ijskap. Dit model wordt aangedreven door ECMWF analyse data en
de simulatie wordt vergeleken met waarnemingen van meteorologische variabelen
zoals wind, temperatuur en specifieke vochtigheid. Proeven met het 3-D model
worden uitgevoerd om de klimaatgevoeligheid van de oppervlakte energiefluxen
voor een verandering in atmosferische temperatuur te bepalen. De resultaten hier-
van laten zien dat meer dan de helft van de toenamenede oppervlakte energieflux
geweten wordt aan de turbulente warmtefluxen. De albedo terugkoppeling kan ook
een belangrijke rol spelen in de versterking hiervan. Verder wordt er op gewezen
dat de klimaat gevoeligheid van de 2 m temperatuur veel kleiner is dan e´e´n, door de
aanwezigheid van een smeltend ijsoppervlak. Dit is belangrijk voor andere klimaat-
studies die de 2 m temperatuur als aandrijvende parameter gebruiken.
1Introduction
The interest in glaciers and ice sheets has for the past decades been fueled by the
question of climate change. Ice masses, both large and small, are responsive to cli-
matic variations on differing time scales, and as the result of various physical pro-
cesses such as precipitation, sublimation, melt, snow drift and calving. The sum of
these contributions is known as the mass balance. When mass loss (ablation) is bal-
anced by mass gain (accumulation) then the ice mass is in a steady state with the
climate and the total mass balance will be zero.
Variations of the climate system can occur on time scales from decades to hun-
dreds of thousands of years and will lead to changes in glacier mass balance. The
current debate on global warming, as the result of anthropological emission of green-
house gases, has stimulated interest in the response of the cryosphere to climate
change, particularly its effect on sea level. A negative mass balance of the various
ice masses will contribute to sea level rise, and current estimates (Warrick et al., 1996)
indicate a present day global sea level rise of around +1.8 mm per year. This is due
to both the thermal expansion of sea water and to the changing mass balance of the
cryosphere.
The Antarctic ice sheet, which contains 90% of the worlds grounded ice mass,
has a mass balance chiefly dependent on accumulation and calving since, with the
exception of the Antarctic peninsula, the grounded ice sheet in Antarctica does not
melt. Current estimates indicate a negative mass balance leading to +0.39 mm yr 1
contribution to sea level rise (Huybrechts and de Wolde, 1999). Any increase in
temperature in Antarctica will most likely lead to an increase in accumulation and
thus a more positive mass balance (Ohmura et al., 1996).
In contrast, the Greenland ice sheet and other small ice caps and glaciers will re-
spond differently to climate change. In Greenland, mass is lost through both calving
and melt which are of roughly equal importance in balancing accumulation (Reeh
et al., 1999), whilst glaciers and ice caps will loose mass chiefly through melt. Huy-
brechts and de Wolde (1999) have estimated that the present day mass balance of
the Greenland ice sheet is close to zero. However, an atmospheric warming will lead
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to a negative mass balance as a result of increased melt. Current estimates suggest
that the Greenland ice sheet will contribute from +0.2 to +0.5 mm yr 1 in global sea
level rise for just a 1 K atmospheric warming over the coming century (Warrick et al.,
1996). Ice caps and glaciers, other than the two main ice sheets, have a mass balance
that depends chiefly on accumulation and melt and their contribution to sea level
rise is as large as that for Greenland due to their quick response times.
Given the importance of both Greenland and other smaller glaciers to possible
sea level change, attention should be given to the physical processes governing their
mass balance. The focus of this thesis is on the processes affecting melt. Indeed, one
particular aspect will be concentrated on, that being the turbulent exchange of heat
between the atmosphere and the ice surface.
1.1 Energy balance of glaciers and ice sheets
The amount of melt that occurs at the surface of a glacier is dependent on the energy
flux to the surface. When the surface energy flux is positive the ice or snow will in-
crease in temperature and, once the surface has reached the melting point, melt at a
rate proportional to the total energy input. Energy can be transferred to the surface
by radiation in the form of short- or longwave radiation fluxes, or via turbulent ex-
change of latent and sensible heat (Figure 1.1). Processes within the ice or snow pack
such as refreezing also affect melt rates.
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Figure 1.1: Schematic representation of the energy balance and atmospheric boundary layer of a glacier
or ice sheet.
The four components of shortwave, longwave, sensible and latent heat make up
the surface energy balance. Their influence and sensitivity to atmospheric conditions
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varies from glacier to glacier but in general the largest component is the net short-
wave radiation flux. In Figure 1.2 a number of sites are listed where observational
estimates of the energy balance have been made.
Incoming shortwave radiation originates from the sun and is transmitted through
the atmosphere to the surface where it is partially reflected. The ratio of outgoing to
incoming solar radiation at the surface is known as the albedo. Incoming longwave
radiation is emitted by the atmosphere itself, being primarily dependent on temper-
ature, but also on the constituents of the atmosphere, such as water vapour, CO
2
and ozone. Outgoing longwave radiation is emitted by the surface as a black body,
determined by the Stefan-Boltzman equation.
The sensible and latent heat fluxes are the result of turbulent exchange between
the surface and the overlaying air. Turbulent eddies, created by the inherent non-
linearity of atmospheric flow, can transfer heat in the form of temperature (sensible
heat) or in the form of water vapour (latent heat). This transfer mechanism is the link
between the free atmosphere and the surface. The lower region of the atmosphere
where this occurs is known as the atmospheric boundary layer (ABL).
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Figure 1.2: Observed energy balance components for a number of glacier sites. (1) Greenland ice
sheet, Camp IV at 1013 m a.s.l. and Carrefour at 1850 m a.s.l. (Ambach, 1979); (2) Pasterze glacier
Austria, U2 at 2310 m a.s.l. and U5 at m a.s.l. (Greuell and Smeets, 2000); (3) Morteratsch glacier,
Switzerland at 2300 m a.s.l. (Oerlemans, 2000); (4) Vatnajo¨kull ice cap, Iceland, A4 at 265 m a.s.l.
and I6 at 715 m a.s.l. (de Ruyter de Wildt et al., 2000); (5) Zongo glacier, Bolivia, during wet and
dry seasons at 5200 m a.s.l. (Wagnon et al., 1999). (6) Glacier No. 1, China at 3895 m a.s.l. (Ohata,
1989).
The surface energy flux and melt depends on many factors, of which the most
important are albedo, temperature and cloud cover. Because incoming shortwave
radiation is high during summer, the surface albedo has a strong influence on the
absorbed shortwave radiation. The albedo of snow and ice is dependent on such
factors as water content, impurity content, grain size and shape, density, debris cov-
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erage, and dust (Warren, 1982). Albedo is significantly influenced by the melt pro-
cess, which alters the grain size and water content, and is sensitive to changes in the
total energy balance. This sensitivity is known as the albedo feedback mechanism
and can amplify changes in the other energy balance components (van de Wal, 1996).
This is one of the reasons why improved estimates of sensible and latent heat
fluxes are necessary. The turbulent heat fluxes as well as the incoming longwave
radiation react directly to changes in atmospheric conditions, and so any increase in
atmospheric temperature will be transmitted to the surface via these components.
Not only do they directly affect the surface energy balance but their effect can be
amplified by the albedo feedback mechanism.
1.2 Turbulent fluxes of heat and momentum
Turbulent exchange of momentum, temperature and water vapour with the sur-
face is often described using Monin-Obukhov (M-O) similarity theory (Monin and
Obukhov, 1954). This theory uses a number of assumptions concerning homogene-
ity and the structure of the surface layer in order to develop scaling parameters that
can describe the turbulent flow. The surface layer is the turbulent layer close to
the surface where fluxes are assumed to vary by less than 10%. This theory gives
us the well known logarithmic profiles for wind and scalars (temperature and spe-
cific humidity). A necessary parameter in this theory is the concept of a roughness
length. This is the height at which the extrapolated logarithmic profile reaches its
surface value. Roughness lengths are a necessary parameterisation of the interfacial-
sublayer, a transition layer close to the surface where assumptions made in M-O
theory no longer hold.
M-O theory is popular because it is relatively simple and it works under many
conditions. If profile measurements at two or more levels of wind, temperature and
humidity are made in the surface-layer, then the surface fluxes of momentum and
sensible and latent heat can be determined. Alternatively measurements made at a
single level can also be used if the surface roughness lengths for momentum, tem-
perature and water vapour, as well as their surface values, are known. These two
methods are known respectively as the profile and bulk methods. M-O theory is not
only useful for interpreting observations but forms the basis for describing the lower
boundary layer in atmospheric models.
Though M-O theory is effective in determining turbulent fluxes when the con-
ditions on which it is based are met, it does not necessarily hold on sloping glacier
surfaces where katabatic wind maxima are located just above the surface. This in-
hibits the determination of the turbulent fluxes from observations and the derivation
of surface roughness lengths. Both these questions are addressed in this thesis.
1.3 Glacio-meteorology and the atmospheric boundary
layer
The atmospheric boundary layer above an ice sheet or glacier is characterized by
a strong temperature inversion and the presence of katabatic flows, also known as
Chapter 1 7
0 2 4 6 8 1 0 12
0
1 0
20
30
40
50
Wind speed  (ms -1)  and temperature ( oC)
H
ei
gh
t 
(m
)
Wind speed
Temperature
-4 -2 0 2 4 6 8
0
2 0
40
60
80
100
120
Wind speed  (ms -1)  and temperature ( oC)
H
ei
gh
t 
(m
)
Wind speed
Temperature
(a) (b)
Figure 1.3: (a) Two day averagewind and temperature profiles observed on the Pasterze glacier, Austria
during the PASTEX campaign in 1994. Observations were made with a 13 m meteorological mast from
the Free University of Amsterdam, large circles and squares, and with tethered balloon soundings made
by Utrecht University, small circles and squares. (b) Three hour average wind and temperature profiles
observed during a strong katabatic period on the Greenland ice sheet during the GIMEX-91 campaign
in 1991. Observations were made with a 30 m meteorological mast, large circles and squares, and by
sodar, small circles and squares. All observations were made by the Free University of Amsterdam.
glacier winds. The temperature inversion, meaning that temperatures increase with
height within the ABL, is the result of either the surface energy balance of the glacier
or the limiting temperature of a melting ice surface. In regions where the surface is
not melting the radiative energy balance is often negative, which means that more
radiation is emitted than absorbed. This is largely due to the high albedo associated
with ice or snow surfaces. As a result of the radiative surface cooling, a temperature
inversion is created. When the ice surface is melting, a temperature inversion is also
created by the limiting melt temperature of 0 oC.
The existence of a temperature inversion on a sloping glacier surface is directly
linked to the production of katabatic flows. Colder denser air, created by the inver-
sion, will flow down the inclined glacier surface creating the katabatic wind. This
flow will warm the surface as the result of increased turbulent heat fluxes and allow
the energy budget to balance in non-melt regions.
Processes other than katabatic forcing can also affect the state of the ABL. Large
scale forcing by synoptic pressure gradients produce synoptic winds that can en-
hance or diminish the katabatic flow. Mesoscale pressure gradients, also known as
thermal winds, which are created by horizontal pressure gradients in response to
differential cooling of the glacier or the proximity of land or sea masses, can also in-
fluence the development of the ABL. However, on glaciers with slopes of 2o or more
katabatic forcing will be the dominant forcing mechanism near the surface.
The major characteristic of katabatic flow is the wind speed maximum. This can
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be as low as a meter or two above the surface, as on steeper valley glaciers, or several
hundred meters high, as on the Greenland ice sheet. The height of the wind speed
maximum is dependent on slope, temperature, surface roughness and other forcing
mechanisms. The height will depend to a large extend on the turbulent structure
of the boundary layer since it is the turbulent transport of momentum down to the
surface that retards the katabatic flow. Two examples of observed katabatic flow, the
Pasterze glacier in Austria with a local slope of 3.5o and the Greenland ice sheet with
a local slope of 0.4o, are shown in Figure 1.3. Both show the general characteristics
of katabatic flows, namely the wind speed maxima and temperature inversion.
The ability of the ABL above glaciers to dynamically respond to temperature
changes through katabatic forcing is one of the features that differentiates it from the
nocturnal ABL, the stable boundary layer that occurs over flat surfaces as a result
of night time radiative cooling. Another important feature of the katabatic ABL is
that it is forced from beneath and so turbulence is created at the surface, unlike the
nocturnal ABL where turbulence is often created at the top of the ABL as the result of
flow instabilities. The nature of katabatic flow, its involvement in the surface energy
balance and how best to interpret measurements made in katabatic flows are some
of the problems addressed in this thesis.
1.4 Observational data
Within this thesis use is made of observational data gathered during various glacio-
meteorological campaigns and from automatic weather stations (AWS). These ex-
periments have been carried out by Utrecht University in conjunction with other
institutes such as The Free University of Amsterdam, The University of Innsbruk
and The University of Iceland. Data used in this thesis was collected during the
Greenland Ice Margin Experiment in 1991 (GIMEX-91) (Oerlemans and Vugts, 1993),
the Pasterze Experiment (PASTEX) Austria in 1994 (Smeets et al., 1998), the Glacio-
meteorological campaign on the Vatnajo¨kull ice cap Iceland in 1996 (Oerlemans et al.,
1999) and AWS data from Greenland collected along the GIMEX K-transect in 1998.
Data from the PARCA AWS network in Greenland, University of Colorado, have
also been used in the comparisons (Steffen et al., 1996).
The 13 m meteorological mast from the Free University of Amsterdam used dur-
ing the PASTEX campaign and one of the Greenland AWS from Utrecht University
are shown in Figure 1.4. The observational data collected from such stations are
essential for understanding boundary layer processes as well as for model verifica-
tion. The usefulness of such experimental campaigns cannot be underestimated and
much of the work presented in this thesis is dependent on the availability of these
observational data.
1.5 Modelling the atmospheric boundary layer
One of the major tools used for interpretation and understanding of the ABL is nu-
merical simulation. Many simulation studies of katabatic flows have been carried
out, ranging from 1-D bulk models to 3-D mesoscale models. An overview of some
Chapter 1 9
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Figure 1.4: (a) 13 m meteorological mast from the Free University of Amsterdam during the PASTEX
campaign, Pasterze glacier Austria in 1994. (b) Automatic weather station S5 and sonic height sensor
in West Greenland from Utrecht University in 1998.
of the papers concerned directly with modelling katabatic flows is given in Chap-
ter 2. There are fewer model studies directly concerned with the ABL above glaciers
and the Greenland ice sheet, which are the focus of this thesis.
For the Greenland ice sheet, 2-D modelling studies of GIMEX data along the K-
transect have been carried out by Meesters et al. (1994) and Galle´e and Duynkerke
(1997) as well as bulk model studies by van den Broeke (1997a). All these models use
horizontal resolutions of less than 20 km in order to resolve surface topography near
the ice margin, but are limited to two dimensional simulations for short periods.
Other modelling studies concerned with the mass and energy balance of Green-
land have used low resolution GCMs, e.g. Thompson and Pollard (1997) or Glover
(1999), to simulate precipitation and melt. The horizontal resolution of these mod-
els is larger than 2.8o (300 km). As such they fail to resolve the topography of the
narrow ablation region of Greenland to a sufficient accuracy. To overcome this prob-
lem, downscaling techniques are applied so that course GCM data is interpolated
to a higher resolution topography and the GCM fields of wind, temperature and
humidity are extrapolated using assumed lapse rates. These models, even when
dowscaling is applied, have been shown by the authors to overestimate ablation by
a factor of 2 to 6. The GCM simulation from Ohmura et al. (1996) using a model reso-
lution of 1o (125 km) gave improved estimates for precipitation and ablation without
downscaling.
Despite the improvement with increased resolution these GCM models still fail
to resolve the narrow ablation region of the Greenland ice sheet. Incorrect topogra-
phy, resulting from the low resolution, will affect not just extrapolated temperatures
but also katabatically induced winds near the ice margin. To improve estimates of
the turbulent heat fluxes in the ablation region of the Greenland ice sheet, a 3-D
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boundary layer model is developed in the second part of this thesis with a maximum
horizontal resolution of 10 km, sufficient to resolve much of the ablation region.
1.6 Contents of this thesis
The major aim of the research described here is to improve our understanding of the
role turbulent fluxes play in the energy balance of glaciers and ice sheets. To do this,
models are developed that can describe the dynamic processes of the ABL under
conditions of katabatic flow. Methods for determining turbulent fluxes and surface
roughness lengths from observational data are also discussed. The thesis is essen-
tially divided into two parts. The first part, Chapters 2 to 5, is concerned with the
interpretation of measurements made on sloping glacier surfaces with the help of a
1-D turbulence model which is developed in Chapter 2. The second part, Chapters 6
and 7, involves the development, verification and application of a 3-D boundary
layer model to the Greenland ice sheet. This allows estimates of the surface energy
fluxes and their sensitivity to climate change to be made.
The basis of this thesis is laid in Chapter 2. In this paper a 1-D turbulent clo-
sure model is developed which is suitable for simulating katabatic flows under sta-
ble conditions. This model is based on second-order closure schemes developed by
Hanjalic´ and Launder (1972) and Shir (1973) more than two decades ago. Such a
model is needed because many of the assumptions made in more popular formula-
tions, based on M-O similarity theory (Monin and Obukhov, 1954) or local scaling
arguments (Nieuwstadt, 1984), are not valid under conditions of katabatic flow. This
point is highlighted in the first four chapters of this thesis. The closure scheme is
tested for the classical stable ABL and on sloping surfaces where katabatic flows
develop. The model results are compared to observations of mean and turbulent
quantities for both cases.
In Chapter 3 the 1-D turbulent closure model is used to help interpret measure-
ments made under conditions of katabatic flow on glaciers. It is shown that profile
methods cannot be used in order to determine turbulent fluxes or surface roughness
lengths due to the presence of the wind speed maximum. Furthermore, it is shown
that the best estimate will come from the bulk method if surface roughness lengths
are known.
The problem of determining surface roughness lengths is addressed in Chapter 4
and Chapter 5. In the first of these two papers, use is made of the dynamics of
katabatic flows in order to determine the surface momentum flux. This can be done
by integrating the temperature profile up to the height of the wind speed maximum.
Having determined the momentum flux in this way, katabatic profile fits are made
to the data to derive the roughness length for momentum. Comparison is made with
bulk derived fluxes, direct eddy correlation measurements and with profile derived
roughness lengths determined when the wind speed maximum was not present.
The roughness lengths for temperature and water vapour are physically different
to that of momentum since they do not involve pressure fluctuations or ‘form drag’.
In Chapter 5 data from the Vatnajo¨kull experiment are used to determine the surface
roughness length for temperature. With the newly acquired knowledge of the turbu-
lent structure of katabatic flows described in the foregoing chapters, an appropriate
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selection criteria is applied to these data in order to determine the roughness lengths
of the ice surface. Standard profile methods are applied to determine the surface
roughness lengths for momentum and temperature. It is shown that surface renewal
theories, often used to determine roughness lengths for scalars, are valid.
The second part of the thesis is contained in the last two chapters, Chapter 6 and
Chapter 7, where the previously developed 1-D turbulence model is applied to the
Greenland ice sheet. To accomplish this a 3-D hydrostatic boundary layer model,
essentially a form of dynamic downscaling, is developed and applied to the entire
Greenland ice sheet with a horizontal resolution of 10 to 20 km. The aim of this
model is to simulate the spatial and temporal distribution of the various energy bal-
ance components on the ice sheet and their response to changes in free atmospheric
temperature. The high resolution is necessary to resolve the thin ablation region of
the ice sheet where energy fluxes lead to melt.
The Greenland Atmospheric Boundary Layer Model (GABLM) is forced by
ECMWF analysis fields of synoptic pressure, temperature and humidity from above
the boundary layer, as well as cloud cover and sea surface temperature. In this way,
free atmospheric meteorological fields are taken from the courser ECMWF fields,
with a horizontal resolution of approximately 70 – 125 km, and dynamically down-
scaled to determine surface energy fluxes and near surface meteorological parame-
ters.
The simulations are compared with observations at several sites on the ice sheet.
In Chapter 6 use is made of GIMEX observational data from 1991 for verification. In
Chapter 7 the entire ablation season is simulated for the year 1998 when more AWS
data are available, allowing a more comprehensive comparison with observations.
The model simulations compare quite well with observations and are seen in most
cases to improve on ECMWF analysis of near surface meteorological variables.
Lastly the model is used for a climate sensitivity run where the sensitivity of the
energy balance to an increase in atmospheric temperature is tested. From this, sim-
plified parameterisations linking turbulent heat and longwave radiation fluxes to
free atmospheric temperature are developed for application in energy balance mod-
els.
Three of the Chapters presented here are already accepted or published articles
and one is undergoing the review process.They are presented in this thesis in almost
the exact form, apart from typesetters eccentricities, in which they are published.
Chapter 2: Denby B. (1999). Second-order modelling of turbulence in katabatic
flows. Boundary-Layer Meteorol., 92, 67–100.
Chapter 3: Denby, B. and Greuell, W. (2000). The use of bulk and profile methods
for determining the surface heat fluxes in the presence of glacier winds. J.Glaciol. 46,
445–452.
Chapter 4: Denby, B. and Smeets, P. (2000). Derivation of turbulent flux profiles and
roughness lengths from katabatic flow dynamics. J.Appl.Meteorol., 39, 1601–1612.
Chapter 5: Denby, B. and Snellen, H. (2000). Observed roughness lengths for mo-
mentum and temperature on a melting glacier surface. Submitted to J.Geophys.Res..

2Second-Order Modelling of Turbulence in
Katabatic Flows
A complete one-dimensional second-order closure model is used to simulate
katabatic flows observed on glaciers and ice caps. The model is tested with
two different closure assumptions for the viscous dissipation, one based on
a prognostic equation for  and the other on a diagnostic buoyant length
scale. Both formulations give quite similar results. Model simulations are
compared to observations made over sloping ice surfaces during periods
dominated by katabatic flow. In general good agreement is found for both
mean wind and temperature profiles as well as eddy correlation measure-
ments. It is also found that the turbulent transport terms play an impor-
tant role in katabatic flows as opposed to the classical stable boundary layer
where these terms are usually ignored. Even the turbulent transport of tem-
perature variance, which leads to the well known countergradient term in
unstable boundary layers, is relatively important for modelling the observed
temperature profiles. The effect of these terms on the flux-profile relation-
ships, using observed and simulated profiles, is also discussed.
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2.1 Introduction
Katabatic flows, also known as drainage or gravity flows, are generated by verti-
cal density gradients on sloping surfaces. Air cooled by turbulent exchange with a
colder surface will ’sink’ downslope, being forced by the effect of buoyancy. Unlike
boundary layers on flat surfaces the dynamics of the flow is intrinsically determined
by the temperature field, the so called katabatic forcing term.
In the atmospheric boundary layer these flows can occur on any sloping surface
but the katabatic forcing is generally smaller than other terms in the momentum
budget, such as the synoptic pressure gradient. It is therefore usually only possi-
ble to observe drainage flows during clear sky conditions when night time radiative
cooling of the land surface is at its strongest. Several papers have been published
concerning this phenomenon, e.g. Yamada (1983) and Horst and Doran (1986), but
the observational data have been quite limited. Recent measurements made above
glaciers and ice caps, e.g. Oerlemans et al. (1999) and Smeets et al. (1998), have pro-
vided a new and much more continuous source of data on katabatic flows.
The modelling of katabatic flows has been, to varying degrees of success, car-
ried out by several authors. Table 2.1 gives a list of these papers and the closure
schemes used by each author. These closure schemes all require a velocity and
length scale to calculate turbulent exchange coefficients. Most authors use the so
called 1.5-order closure from Delage (1974), which uses a prognostic equation for
the turbulent kinetic energy (TKE) to determine the velocity scale and a length scale
calculated using local Monin-Obukhov theory (M-O). These models are thus depen-
dent on parameterisations determined for horizontally homogenous and vertically
monotonous stable boundary layers (SBL). Some authors, e.g. Yamada (1983) and
Galle´e et al. (1995), have used prognostic equations for the dissipation to determine
the dissipative length scale.
Conditions in katabatic flows are, however, incompatible with some of these pa-
rameterisations. In particular, consider the existence of a wind maximum close to
the surface, which is one of the most prominent features of katabatic flows. Gener-
ation of turbulence by shear at this maximum is zero, as is the vertical exchange of
momentum. The local scaling velocity u

will thus be zero as will the local Obukhov
length (), by definition. According to parameterisations using M-O theory turbu-
lent exchange across the wind maximum would cease and a total de-coupling of the
flow would occur.
This sort of problem is often overcome by placing limits on flux-profile relation-
ships or on length scales, which are generally ad-hoc and not always specified. It is
the aim of this paper to shed some light on the type of turbulent closure necessary
to realistically simulate katabatic flows. As a starting point we turn to second-order
closures of the type that have been effectively applied to near-wall jets. These flows
have a similar vertical velocity structure to katabatic flows (Irwin, 1974). We will
limit ourselves to a quasi one-dimensional case where two-dimensional influences
will be parameterised. This is meant to simplify interpretation of the vertical struc-
ture of katabatic flows with which we are concerned in this study.
We begin by discussing the equations and closures used in the second-order
model as well as a short discussion concerning the derivation of the closure con-
stants. Using the approximation for a 1-D homogenous boundary layer on a tilted
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surface, equations are derived for the mean and second-order terms. These equa-
tions are firstly solved analytically, using standard assumptions of steady state
and the neglect of transport terms, giving non-dimensional solutions for the sta-
ble boundary layer on a sloping surface. Numerical solutions of the complete set of
equations are then carried out for three case studies, consisting of a standard SBL
and two katabatic cases of differing slope, and then for three different observational
periods taken from recent measurement campaigns on sloping ice surfaces.
Using these results we investigate the sensitivity of the model to several closure
assumptions, including two different viscous dissipation closures, and to the effect
of slope on the second moment equations. The role of the turbulent transport terms
in the TKE budget and on the flux-profile relationships will also be discussed and
their importance highlighted. Lastly, the model will be compared with a simplified
version with a view to determining the most efficient method necessary to effectively
simulate these types of flows.
Table 2.1: List of authors and closures used in modelling katabatic flows.
Paper Closure scheme
Rao and Snodgrass (1981) Prognostic TKE using M-O length scale.
Yamada (1983) Prognostic TKE and prognostic q2l.
Doran and Horst (1983) Prognostic TKE with limited M-O length scale.
Arritt and Pielke (1986) Prognostic TKE using M-O length scale.
Nappo and Shankar Rao (1987) Prognostic TKE using M-O length scale.
Wong et al. (1987) First-order with Richardson number.
Økland et al. (1988) Prognostic TKE with BL depth length scale.
Meesters et al. (1994) First-order with limited Richardson number.
Galle´e et al. (1995) Prognostic TKE and prognostic .
Davies et al. (1995) Prognostic TKE using M-O length scale.
2.2 Mean and second moment equations
The mean Navier-Stokes equations for dry air after Reynolds decomposition , see
e.g. Garratt (1992), are given by:
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The variables have been separated into their mean (U
i
;; P ) and fluctuating
(u
i
; ; p) components and we have ignored adiabatic heating terms. In the above
equations we have assumed incompressibility and have neglected the effect of vis-
cosity. The other terms have their usual meaning.
The second moment equations, neglecting the effects of rotation and radiation
and having related density fluctuations to temperature fluctuations via the equation
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of state, are written as follows, e.g. Launder (1975):
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Here, MP represents terms due to mean field generation (for momentum this
is mechanical production), BP represents buoyancy generation, DIS the viscous
dissipation, PS the pressure-strain/temperature correlations and TR the turbulent
transport terms.
Contained in the above Reynolds stress equations are a number of terms re-
quiring closure. Various authors have used different techniques in order to close
the above set of equations in terms of the mean flow and second moment compo-
nents. The closure schemes to be used here are based on the work of Hanjalic´ and
Launder (1972), Shir (1973), Irwin (1974), Launder (1975) and Gibson and Launder
(1978). These closure schemes have been tested under varying laboratory conditions
and have proved successful for thin shear flows and plane wall jets. More recently
the same schemes have been applied to the atmospheric boundary layer (ABL) by
Andre´n (1990) and Koo and Reible (1995).
The closures are slightly different to those more commonly used in the ABL, e.g.
Mellor and Yamada (1982), and make use of wall effects in the pressure-strain corre-
lations to account for the observed turbulent anisotropy that results from the prox-
imity of a wall.
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2.3 Second-order closures
In this section we briefly describe the approaches used to close Equations (2.3–2.5).
Three different terms need to be closed at this level. They are the viscous dissipation
terms, the turbulent transport terms and the pressure-strain/temperature correla-
tions.
2.3.1 Viscous dissipation of momentum and heat (DIS)
Here, two approaches are used for the closure of the viscous dissipation term in
Equation 2.3. Both of these assume the turbulence to be isotropic at the dissipative
length scale so that DIS
ij
can be written as
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The first closure, initially proposed by Kolmogorov (1941), relates the viscous
dissipation  to a length and velocity scale according to
 = c

E
3=2
l
(2.7)
where E = 1=2u
i
u
i
is the turbulent kinetic energy (TKE), l is the dissipative length
scale and c

is a constant.
The above length scale is usually specified for boundary layers by writing it in
terms of the height z and an asymptotic length scale. We use the local buoyant length
scale l
b
(Brost and Wyngaard, 1978; Nieuwstadt, 1984) as the appropriate asymptotic
length scale, which is based on the balance between inertial and buoyant forces. The
asymptotic form used here is written as
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and where N is the Brunt Va¨isa¨lla¨ frequency and C
B
a constant. Note that the exact
form of the asymptotic length scale (Equation 2.8) is quite arbitrary, most authors
using a first power equation. We have chosen a second power form because of its
faster approach to the asymptotic limits.
The alternative to the above closure is to develop a prognostic equation for the
viscous dissipation . This has been done by several authors in various forms such as
the ‘k-’ closure from Hanjalic´ and Launder (1972), ‘E-’ closures from Detering and
Etling (1985) and Duynkerke (1988), a prognostic equation for ‘l’ from Shir (1973) or
the ‘q2l’ equation used by Yamada (1983).
The formulation used here is the one suggested by Duynkerke (1988), which not
only takes into account the production of turbulence through mechanical production
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(MP
E
) but also includes the effect of transport (TR
E
) and buoyancy (BP
E
) terms
when they are positive. Basically the rate of dissipation is assumed to be linked, via
the energy cascade, to the production of turbulence in the TKE equation, its dissipa-
tion and a transport term.
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It is worth noting that the above equation, though based on reasonable arguments
(Hanjalic´ and Launder, 1972), is built entirely on parameterised terms and must be
considered a highly ‘engineered’ solution.
Under isotropic conditions the viscous dissipation term in the temperature co-
variance Equation 2.4 is zero. Assuming near isotropic turbulence on the dissipative
scale then we can ignore this term. The viscous dissipation of the temperature vari-
ance (Equation 2.5), on the other hand, is considered to be directly related to the
viscous dissipation of momentum (Launder, 1975) by
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2.3.2 Turbulent transport (TR)
The transport terms, which include both turbulent and pressure transport, are gen-
erally ignored in most SBL models since they would appear to play a minor role in a
layer with monotonically decreasing flux. Only in the upper region of the boundary
layer does this term appear to be of any relative importance (Delage, 1974). How-
ever, these terms are very important in flows associated with jets where the transport
terms allow exchange of momentum and energy across the jet.
It is possible to derive prognostic equations for the third moment terms in the
turbulent transport equations. From these equations the following closure form can
be derived, e.g. Nieuwstadt and van Dop (1981), where the buoyant terms have been
ignored.
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Irwin (1974) has used the above form for his model of a plane wall jet and found
the calculated triple correlations to agree quite well with observations.
The turbulent transport terms for heat have been defined by Mellor and Yamada
(1982) using the following form, which is similar to the transport closure for momen-
tum.
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Little is known concerning the pressure transport terms. They are difficult to
measure directly in the ABL and are usually only deduced from budget residuals,
e.g. Brost et al. (1982). We simply ignore them or assume them to have parameterised
forms similar to the turbulent transport terms. In this way they are absorbed into the
constants for turbulent transport.
2.3.3 Pressure-strain/temperature correlations (PS)
In shear flows the pressure-strain correlations lead to a redistribution of turbulence
from the direction of production into the other components, what Rotta (1951) calls
the return to isotropy. Its total contribution to the turbulent kinetic energy is zero.
From laboratory experiments (Gibson and Launder, 1978) it has been confirmed that
the proximity of a wall profoundly influences this redistribution, limiting the contri-
bution to the variance component normal to the wall surface.
The pressure-strain correlations are closed by assuming them to consist of three
components representing: 1- turbulent interactions, 2- mean strain effects, and 3-
buoyant terms. Using the same notation as Gibson and Launder (1978) this may be
written as
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where the primes indicate the anisotropic terms and the subscripts 1, 2 and 3 rep-
resent the three components previously mentioned. The proximity of the wall is
reflected by the factor F , which is a function of the distance to the wall (n) and
the turbulent length scale (l). It is defined as being equal to unity close to the wall
and approaches zero for free-shear flows. The pressure-temperature correlations in
Equation 2.4 are treated analogously to those for momentum. The complete set of
equations describing these correlations are listed in Appendix 2.A.
2.4 Determination of constants
Contained in the above closures are a number of constants that need to be deter-
mined. Their values are chiefly calculated from the results of simplified laboratory
experiments or atmospheric observations under near-neutral conditions. One of the
assumptions associated with second-order closures is that these constants remain
relatively unchanged for different flow regimes and stabilities. The following is a
short description of the methods used to determine the set of constants for the above
closures. The full set of equations needed to calculate these constants is listed in
Appendix 2.B.
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Before determining these constants we define the non-dimensional ratio of
Reynolds stresses and variances to the turbulent kinetic energy as a
ij
= u
i
u
j
=E for
both near-wall (designated with a prime) and free-shear flows under neutral con-
ditions. A set of these ratios taken from various papers is listed in Appendix 2.B,
Table 2.B.1. Note that atmospheric boundary layer measurements are also consid-
ered to be near-wall.
To start with, the constants c
2
, c
3
, and d
3
can be determined from isotropic tur-
bulence conditions and are given by c
2
= 0:6 (Crow, 1968), c
3
= 0:3 and d
3
= 0:33
(Gibson and Launder, 1978). Furthermore, under idealised conditions, it is possible
to use the near-wall and free-shear ratios a
ii
to determine the pressure correlation
constants c
1
, c0
1
, d
1
and d0
1
. By solving Equation 2.3, using the closure assump-
tions under steady state and neutral free-shear conditions, a relationship between
the constants c
1
and c
2
can be found, which gives c
1
= 1:82. The near wall constants
c
0
1
= 0:98 and c0
2
= 0:05 are also determined in a similar fashion using appropriate
near-wall values. The values d
1
= 3:0 and d0
1
= 3:8 are determined for near-neutral
conditions using the ratios a
ii
and the near neutral turbulent Prandtl number (
To
).
In order to determine c

in Equation 2.7 we turn to the neutral boundary layer
where the following definition is applied.
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Combining this with Equation 2.7, assuming l = z where  = 0:4, gives c

=
a
0
13
3=2
= 0:076.
We also define the following non-dimensional ratios which can be used to deter-
mine the remaining buoyancy related constants.
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The ratios b
2
and b
3
are actually manifestations of the same constant, however b
2
is more commonly referred to in the ABL. They both represent the ratio of the decay
time of velocity to temperature fluctuations (Gibson and Launder, 1978). Using these
ratios d

can be determined from Equation 2.11 and a value of d

= 0:77 is reasonab-
ley consistent for both laboratory and atmospheric data. Using Equation 2.4 under
near neutral conditions, and the previously mentioned non-dimensional ratios, gives
d
2
= 0:78. The constants c0
3
and d0
3
have been set to zero for lack of information and
the constant d0
2
has not been determined since it does not appear in the equations
after simplification for a flat wall.
The transport constants c
s
and d
s1;2
can, in principle, only be determined by de-
tailed comparison of observed second- and third-order velocity correlations with
modelled flows. As previously mentioned Irwin (1974) found a reasonably good
comparison for wall jets using a value of c
s
= 0:08. Launder (1975) found a value
of c
s
= 0:11 by optimising their simulations. Measurements made directly in the
neutral marine ABL by Brost et al. (1982) and Grant (1990) give values for c
s
of 0.14
and 0.28 respectively. We choose to use a value of c
s
= 0:20, which lies somewhere
between the two atmospheric values. Still less clear are the appropriate values for
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d
s1;2
. When these are specified, e.g. Mellor and Yamada (1982), they are generally
given the same effective coefficient as c
s
. For lack of any other information we will
use the formulation d
s1;2
= a
33
c
s
.
There remains one more buoyancy related constant, that is C
B
, used to determine
the buoyant length scale. A value of 1.69 has been used by Brost and Wyngaard
(1978) and Nieuwstadt (1984). This is based on computer simulations that match the
constant to desired critical Richardson numbers. For the moment we will retain the
value of 1.69.
The constants used in the prognostic dissipation equation have been taken from
Duynkerke (1988) and Duynkerke and Nieuwstadt (1989) who give a thorough ac-
count of their derivation. Their values are listed below, with all the other constants,
in Table 2.2.
Table 2.2: Closure constants used in this paper based on atmospheric and laboratory data. For details
of their derivation see Appendix 2.B
c
1
c
2
c
3
c
0
1
c
0
2
d
1
d
2
d
3
d
0
1
1.82 0.6 0.3 0.98 0.05 3.01 0.78 0.33 3.8
c

d

c
s
d
s1
d
s2
C
B
c
1
c
2
c
s

.076 0.77 0.2 0.05 0.05 1.69 1.46 1.83 0.027 0.4
2.5 Simplification for a homogenous 1-D boundary
layer on a tilted surface
Since we are primarily interested in the vertical structure of katabatic flows we
wish to simplify Equations 2.1–2.5 to their one-dimensional form. To do this we
assume a horizontally homogenous boundary layer rotated around the x
2
axis. This
implies that all derivatives in the x
1;2
directions are zero. Furthermore the equa-
tions are split into an ambient part in which the pressure gradients are in hydro-
static and geostrophic balance, marked by the subscript zero, and a perturbation
from this hydrostatic state, marked by a prime. This allows the effect of density
variations to be translated to temperature perturbations following the equation of
state. i.e. P = P
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is the ambient potential temperature gradi-
ent and x
3r
is a reference height.
The transformation from one set of co-ordinates x
i
to another ~x
i
can be accom-
plished by use of the metric tensor (Anderson et al., 1984). The metric tensor and
the vector gravity field under rotation around the x
2
axis through an angle , that is
defined to be positive in the anti-clockwise direction, is given by:
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Rewriting Equation 2.1 and 2.2 in their transformed form, after application of the
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above 1-D approximations, gives the following set of equations for the mean flow
values, where the primes for the perturbation quantities have been dropped. The
transformed co-ordinate system is now indicated by ~x
i
= (x; y; z) and the velocity
vectors by ~U
i
= (U; V;W ) and ~u
i
= (u; v; w).
@U
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=  
@uw
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g

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
U  
@w
@z
(2.21)
In the above equations the katabatic forcing term is given by the temperature per-
turbation term in Equation 2.19 and is always largest near the surface for katabatic
flows. Though radiative cooling can be important in the temperature budget it has
been left out of the following analysis for simplicity.
The second moment equations under the above rotation, and using the homoge-
nous boundary layer approximation, are given in Appendix 2.C. These Equations
(2.C.12–2.C.22) differ from similar forms derived by other authors, e.g. Koo and
Reible (1995) and Shir (1973), by the presence of the turbulent transport terms and
slope dependence.
As an example we show the TKE equation (2.C.18) based on these second-order
closures below.
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The turbulent transport term, though it contains some extra components, is still
basically a diffusion type term. The buoyancy term, however, is slightly different due
to the influence of the slope. Through the rotation of the gravity vector, buoyancy
effects can now occur in the direction of the flow. In fact if the ratio u=w <   cot
then buoyancy effects, even under extremely stable stratifications, can lead to posi-
tive buoyant production in the flow. This will be discussed further in the following
section.
2.6 Non-dimensional annalysis of the second-order
equations: the influence of slope and turbulent
transport
Before numerically solving the complete set of second moment equations it is worth-
while checking the results obtained from a non-dimensional analysis of these equa-
tions. This can be done if we assume steady state conditions, ignore the transport
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terms and use the buoyant length scale to determine the dissipation. The results
should be similar to other analyses that have been carried out along similar lines,
e.g. Nieuwstadt (1984) and Shir (1973).
The solutions to these equations over flat terrain give critical gradient and flux
Richardson numbers of Ri
c
= 0:25 and Rf
c
= 0:23 respectively. This corresponds to
values for the flux-profile relationship constants of 
m
= 4:3 and 
h
= 4:8, assum-
ing a linear relationship of 
m;h
= 1 + 
m;h
 where  = z=. These values are, of
course, dependent on the choice of constants however the results obtained are quite
realistic given the experimental scatter always associated with observations. Other
non-dimensional turbulent quantities, such as 
w
=u

, also agree quite well with pub-
lished observational results.
Since we are interested in the effects of slope and turbulent transport on the local
turbulence we retain the slope related terms in Equations 2.C.12–2.C.22 and include
a parameterisation for the transport term. This involves prescribing the transport
of TKE as a ratio, A
E
= TR
E
=MP
E
, which indicates the importance of the turbu-
lent transport to the mechanical production. Temperature related transport terms
are ignored in this analysis and the ww transport term is assumed to be related to
the TKE transport by TR
ww
= 3 TR
E
=(1 + a
0
33
). This assumption is based on Equa-
tions 2.C.17–2.C.18 assuming the ratio ww=E to be relatively constant.
Firstly, let us look at the effect of turbulent transport on the critical Richardson
numbers. The addition of this term in the TKE budget can enhance or suppress tur-
bulence by transporting it from other regions and is thus dependent on the structure
of the flow. When it enhances production, A
E
> 0, stability effects must be greater
in order to suppress turbulence and thus Ri
c
is also larger. Similarly, when A
E
< 0,
turbulent production is suppressed and the flow is far more sensitive to the effects of
stability, leading to a decrease in the critical Richardson number. This tendency can
be clearly seen in Figure 2.1, which shows the variation in Ri
c
and Rf
c
as a function
of A
E
for the non-dimensional model.
We mention this point now, concerning the transport term, since it plays an im-
portant role in katabatic flow. Indeed, as shear production approaches zero at the
height of the wind maximum the ratio A
E
approaches 1 as will Ri
c
. Thus, local
length scales, based on M-O theory, become invalid and any attempt to apply them
in this region is bound to lead to failure.
The dependence of the second-order equations on slope has previously been
studied by Horst and Doran (1988) using the equations from Nieuwstadt (1984).
Their results for Rf
c
are quite similar to those presented here but are quite differ-
ent for Ri
c
, which shows an opposite trend in their work. Their results thus sug-
gest a strong slope dependence for the turbulent Prandtl number, which we do not
find using this closure scheme. The basic reason for the slope dependence of Rf
c
is to be seen in the buoyant term of the TKE equation (2.C.18). The critical, or lim-
iting, Richardson number occurs when z= approaches 1. This can occur when
u=w =   cot and implies that for a ratio of horizontal to vertical heat fluxes
of -2.1, as used here for neutral near-wall conditions, a critical angle of 25o exists
whereby the destructive effect of vertical buoyancy is completely cancelled by the
generation due to the tilted horizontal buoyancy. In other words the effective heat
flux vector is perpendicular to the gravity vector and so no gains or losses of turbu-
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Figure 2.1: (a) Sensitivity of the critical gradient (Ri
c
) and flux (Rf
c
) Richardson numbers for the
non-dimensional turbulent transport parameterA
E
using the non-dimensional model described in the
text. (b) Sensitivity of the critical gradient (Ri
c
) and flux (Rf
c
) Richardson numbers for the slope
angle using the non-dimensional model.
lent potential energy will occur.
For downslope flow in the positive x direction with positive wind shear, i.e. un-
der the wind maximum, this limit is never reached. However, above the wind max-
imum, where shear is negative, it is possible to generate positive buoyant fluxes in
spite of the strong stability.
From these two results it would appear that conditions in katabatic flows do not
conform to the standard local scaling approaches used by most authors. To investi-
gate this thoroughly, however, we need to solve the complete set of mean and second
moment equations. This is the topic of the following sections.
2.7 Model description
The entire set of 12 prognostic second-order equations (Appendix 2.C) and the three
mean flow equations (2.19–2.21) are numerically solved and integrated in time using
standard finite difference techniques. The model is a straightforward 1-D model
where turbulent and mean quantities have been placed on a staggered grid such that
temperature and momentum fluxes are placed on the even (boundary) grid points
and mean velocity and temperature related fluxes have been placed on the odd grid
points. In general the lowest grid level used in the simulations was 0.2 m and the
highest 1000 m using 50 grid points on a logarithmic scale.
The lower boundary conditions are based on bulk similarity theory, where the
roughness lengths for momentum and temperature (z
o
and z
h
) are constant. The
upper boundary condition for all variables is zero except for the wind speed, which
is equal to its geostrophic value. The second moment equations are solved semi-
implicitly and the mean flow equations are solved using a simple forward time step.
This meant that time steps needed to be quite small, around 0.5 seconds, for most
runs.
Chapter 2 25
2.8 Results from the second-order model
In this section we wish to discuss a number of results concerning the second-order
closure as described in the previous sections. To begin with the model will be ap-
plied to a standard SBL and two katabatic case studies of differing slope angle. This
is done firstly to compare the different flow regimes and secondly to compare the
two different dissipation closures used, i.e. the buoyant length scale closure (E-l
b
)
and the prognostic dissipation closure (E-). The model will then be used to simu-
late observed katabatic wind and temperature profiles and eddy correlation fluxes
over melting ice surfaces, including a comparison of simulated and observed flux-
profile relationships. Finally, the importance of the various terms in the second-order
closure scheme will be discussed in relation to the most effective means of modelling
katabatic flows.
2.8.1 Comparison of E- and E-l
b
closures for the stable boundary
layer on a horizontal surface
Using the complete second-order closure model we can simulate the SBL with a
similar case study to that used by Duynkerke (1988) and Andre´n (1990). This in-
volves initiating the model with a well developed near-neutral case, geostrophic
wind U
g
=10 ms 1 and an ambient stratification of 3 K km 1, and cooling the surface
at a rate of 0.5 K hr 1 for 10 hours. The resulting wind and temperature profiles, Fig-
ure 2.2a, are very similar for both the E- and E-l
b
closures. The flux-profile relations
derived using the E- closure also give very similar values for 
m
and 
h
to those
derived using the non-dimensional analysis in Section 2.6.
To demonstrate the role played by turbulent transport in the SBL we have plot-
ted the TKE budget, using the E-l
b
closure, as a function of height in Figure 2.2b.
Throughout most of the boundary-layer transport is negligible. It is only near the
top of the SBL, where production by shear becomes quite small, that it plays a rela-
tively important role though in absolute terms it remains of minor importance.
2.8.2 Comparison of E- and E-l
b
closures for pure katabatic flows
We saw in the previous section that both dissipation closures produce very similar
profiles for a standard SBL run. Since the vertical structure of katabatic flow is some-
what more complicated than a standard SBL the two closures may not give similar
results under conditions of katabatic forcing. To investigate the two closures we will
use two separate case studies. One with a slope angle of 6 o (Case I), typical of many
glaciers, and one with an angle of 0:6o (Case II) typical of slopes near the equilib-
rium line on the Greenland ice sheet. Both examples use a background stratification
of 5 K km 1 and a constant surface temperature deficit of -10 K, which is realistic for
summer conditions in both cases.
The results of these two runs for both dissipative closure schemes are also shown
in Figure 2.2. The model has been run to equilibrium for Case I, which took approx-
imately 4 hours, whilst Case II was stopped after 40 hours of integration though the
boundary layer was still developing slowly. The difference between the two schemes
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Figure 2.2: Upper: Model runs showing downslope wind speed (U), cross slope wind speed (V) and
temperature deficit () for (a): the stable boundary layer, (c): Case I for katabatic flow and (e): Case II
for katabatic flow as described in the text. Solid lines are the results from the E-l
b
scheme and dotted
lines from the E- scheme. Lower: TKE budgets using the E-l
b
scheme for the same model runs , i.e. (b):
Stable boundary layer, (d): Case I and (f): Case II. MP is the mechanical production, BP the buoyant
production, TR the diffusive transport and DIS the viscous dissipation. Note: Horizontal and vertical
scales are not the same for all three cases.
appears once more quite small. The largest difference occurs in Case II where the in-
version that develops at the top of the boundary layer is much stronger for the E-l
b
closure. This is the result of a greater reduction in the buoyant length scale at the
boundary-layer top.
Clearly, Cases I and II represent two different flow regimes that reflect the rela-
tive ratios of the forcing terms in the momentum budgets (Mahrt, 1982). In Case I
the Coriolis forcing term remains significantly less than the katabatic forcing term
throughout most of the boundary layer and the downslope momentum budget is
balanced by negative flux divergence and positive buoyant forcing. This balance
also exists for Case II, but only beneath the wind maximum. Above this height the
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Coriolis term balances chiefly with the buoyant forcing. So downslope winds, gen-
erated by katabatic forcing, continue to accelerate the air mass until Coriolis effects
are significant enough to retard the motion.
Let us examine, as we did for the stable boundary layer, the TKE budget for the
two cases. For simplicity we will limit our analysis again to the E-l
b
scheme. Case II
resembles quite strongly, apart from the increased transport (TR) at the wind maxi-
mum, the stable boundary layer already described. In this case turbulent transport
plays a minor role in the TKE budget and so local closure theories, which ignore this
term, will probably work quite adequately.
Case I shows a much more complicated character. Firstly, since katabatic forcing
dominates this flow the wind direction is almost exclusively in the downslope direc-
tion. This means that mechanical production through shear will cease at the height
of the wind maximum ( 4 m) and production of TKE will be entirely due to the
turbulent transport terms. We cannot expect local closure theories which ignore the
transport terms to be valid in this region.
Secondly, in spite of the assured stability of this boundary-layer, the buoyancy
term, which normally retards production of turbulence, slightly enhances it through-
out a large part of the boundary layer (30 m - 100 m). This is the result of two effects,
the first of which is the turbulent transport in the temperature variance equation.
This leads to a significant countergradient term in the upper part of the bound-
ary layer sufficient to cause a positive vertical heat flux. The second is the slope,
which allows positive buoyant production along the tilted flow lines as previously
described. However, in this case, the ratio u=w is not constant throughout the
katabatic flow, as implied in the simplified non-dimensional model, but varies from
zero (at the wind maximum) to1 (at the height where w = 0, in this case z  50 m).
Though this is an interesting point it should be noted that the above effects are quite
small in regard to their influence on the flow itself. As we will see later, removal of
the slope dependence actually has little effect on the mean profiles.
Table 2.3: Model input for the three case studies described in this paper.
MODEL PARAMETER SBL Case I Case II
Surface temperature deficit (K) -10.0 -10.0
or cooling rate (K hr 1) -0.5
Stratification (K km 1) -3.0 -5.0 -5.0
Slope (o) 0 -6.0 -0.6
Geostrophic wind (U
g
, V
g
) (ms 1) (10, 0) (0, 0) (0, 0)
z
o
,z
h
(mm) 2, 0.04 2, 0.04 2, 0.04
Integration time (hr) 10 4 40
Lowest grid level (m) 4.0 0.2 0.2
2.8.3 Comparison with observations
It is important to compare the model with measured flows to see if it is capable of
reproducing not just observed mean profiles but also observed fluxes. To this end we
have selected average eddy flux and profile measurements from three different mea-
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surement campaigns made on the Pasterze glacier in 1994 (van den Broeke, 1997b, c;
Smeets et al., 1998), the Vatnajo¨kull ice cap in 1996 (Oerlemans et al., 1999; van der
Avoird and Duynkerke, 1999) and the Greenland ice sheet in 1991 (Meesters et al.,
1997a, b). It is not the aim here to describe in detail these observations, suffice to
say that they consisted of profile mast, balloon sounding, sonic anemometer and
sodar measurements. The periods selected for use here are based on the need for
reasonably good coverage by all instruments and weak synoptic forcing, allowing a
distinctive katabatic layer to develop. Some details of these observations are given
in Table 2.4.
In order to make a comparison between observation and simulation it is impor-
tant to note that the model in use is strictly one-dimensional and that it also neglects
the effects of water vapour and diabatic heating through radiation divergence, which
can be important, on the mean equations. Since observed profiles will be influenced
to some degree by these effects we cannot expect modelled profiles to be accurate
in an absolute sense. We thus introduce an entrainment velocity, which reaches its
maximum at the top of the boundary layer and reduces linearly to zero at the sur-
face, which is adjusted so that the simulated maximum wind speed is similar to that
which is observed.
The value of the entrainment velocity will depend on whether the katabatic layer
is shrinking ’+’ or growing ’-’. For the Pasterze, for example, van den Broeke (1997b)
calculated the average entrainment velocity along the glacier for a similar 12 day
period to be -2.4 cms 1 at the top of the boundary layer. For cases where slope is
increasing the mass flux of a katabatic layer tends to decrease (Figure 2.2c and 2.2e)
leading to a positive entrainment velocity. The largest effect of negative entrainment
on these flows is the downward advection of warm air across the strong tempera-
ture inversion at the height of the wind maximum. This will retard the flow since
warming decreases the katabatic forcing term. It is not implied in this study that en-
trainment is the only mechanism present to alter the flow dynamics, we use it solely
as a means to match absolute wind speeds in a physically realistic manner. In this
way a better comparison between simulated and observed data can be obtained.
In Figures 2.3, 2.4 and 2.5 we compare observed average profiles of wind and tem-
perature as well as various eddy correlation terms, measured using sonic anemome-
ters, with results from the E-l
b
model for the three different sites. In all cases the
model is run to near equilibrium and adjusted using an entrainment velocity so that
the maximum wind speed is approximately the same as that observed. Input param-
eters are thus surface temperature, surface slope, ambient temperature stratification,
entrainment velocity and in the Greenland case, the geostrophic wind. These values
are listed in Table 2.4.
The mean profiles for wind and temperature for two of these sites are quite well
reproduced. Only the Pasterze glacier shows a significant difference in the mean
wind profile. This is perhaps not surprising since there are several effects present on
the Pasterze that are not represented by the model. These include the valley wind
that transports warm air from the lower valley up and over the glacier wind, the
pooling of cold air in the glacier valley at night due to the inflow from radiatively
cooled valley walls and the nearby presence of a convective boundary layer. These
effects, which cannot be represented by the model, also lead to a significant diurnal
cycle in the glacier wind so one cannot speak of a steady state.
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Figure 2.3: Comparison of modelled and observed mean profiles and turbulent quantities for the
Pasterze glacier. Solid lines indicate the model simulation with dots indicating the model resolution.
Large squares indicate profile mast measurements, small squares balloon sounding measurements and
large squares with error bars, representing the standard deviation over the observational period, indicate
eddy correlation measurements. The dotted line and squares in the last figure represent the gradient
Richardson number from the average wind and temperature balloon soundings. Observational data
from Smeets et al. (1998).
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Figure 2.4: As in Figure 2.3 but for Vatnajo¨kull. Observational data from van der Avoird and
Duynkerke (1999).
In regard to the turbulent fluxes, only the results from Vatnajo¨kull give consis-
tent results for all fluxes and variances. Once more it is the Pasterze glacier that
shows the greatest discrepancy between observed and simulated values, in particu-
lar the large difference in the vertical heat flux at the 2 m level. It is possible that the
measurements themselves are strongly influenced by the presence of gravity waves,
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Figure 2.5: As in Figure 2.3 but for Greenland. In this case small squares indicate sodar measurements.
Observational data from Meesters et al. (1997a).
since low frequency filtering was not carried out with this set of data, or due to the
path middling process performed by the sonic making it impossible to properly re-
solve eddies smaller than the distance between the sonic sensors. Under the very
stable conditions found in katabatic flows, especially in the region around the wind
maximum and close to the surface, these eddies are expected to be quite small. The
other problem with the boundary layer observed at the Pasterze is that it is strongly
influenced by non-local fluxes that occur as a result of the surrounding topography
and the presence of a convective boundary layer during the day (Smeets et al., 1998).
Included in Figures 2.3 and 2.4 are comparisons of modelled and observed gradi-
ent Richardson numbers (Ri) in the upper region of the katabatic layer. Both figures
indicate a fairly constant value for the modelled Ri throughout this region of slightly
less than 0.2, giving reasonable agreement with the observed values. The consistency
of Ri is indicative of a region where z-less scaling would apply. This supposition is
confirmed by the model results, which show that the length scale in this region, de-
fined in Equations 2.8 and 2.9, is determined solely by the buoyant length scale. The
implication of this is that turbulent eddies above the wind maximum do not ’feel’
the surface and are determined completely by the local stability.
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Table 2.4: Model input and observational data for the three simulations described in this paper.
MODEL PARAMETER Pasterze Vatnajo¨kull Greenland
Surface temperature deficit (K) -12.0 -10.0 -7.0
Stratification (K km 1) -3.0 -4.5 -5.0
Slope (o) -4.0 -4.5 -0.4
Geostrophic wind (U
g
, V
g
) (ms 1 ) (0, 0) (0, 0) (0, -3)
Entrainment velocity (cms 1 ) -3.5 +1.0 0
z
o
,z
h
(mm) 2, 0.04 2, 0.04 2, 0.04
Integration time (hr) 4 4 20
Lowest grid level (m) 0.2 0.2 1.0
OBSERVATIONS
Description of ice mass Glacier Ice cap Ice sheet
Approximate length (km) 10 100 500
Profile mast height (m) 13 9 30
Balloon sounding height (m) 600 600 -
Sodar maximum height (m) - - 100
Sonic heights (m) 2, 10 3 4, 13
Averaging period (hr) 48 24 3
2.8.4 Flux-profile relations in katabatic flow
Eddy correlation measurements are used to determine the non-dimensional flux-
profile relationships for boundary-layer flows. Studies of these relationships have
already been carried out for ice surfaces such as Antarctica (King, 1990), Greenland
(Forrer and Rotach, 1997), Pasterze (Smeets et al., 1998) and Vatnajo¨kull (van der
Avoird and Duynkerke, 1999).
In Figure 2.6 we compare measured and modelled flux-profile relationships made
at Cabauw (over flat terrain in The Netherlands), Pasterze and Vatnajo¨kull. The flux
measurements were all made at a single height, which for Cabauw and Vatnajo¨kull
was 3 m and for the Pasterze 2.25 m. In fact, the measurements made at Cabauw and
Vatnajo¨kull were made with exactly the same experimental set up (Larsson, 1997).
The data from Vatnajo¨kull and the Pasterze were selected on the basis of the presence
of a wind maximum beneath the profile mast height and above the sonic height. The
modelled data are from the runs shown in Figures 2.3 and 2.4, taken from beneath
the wind maximum. Apart from the normal scatter associated with these plots 
appears to be relatively independent of stability for the two cases of katabatic flow.
This is the direct result of the increased influence of the transport terms in the TKE
budget. As previously mentioned the critical Richardson number should approach
infinity at the wind maximum and so  should also approach 1 at this point.
Close to the surface, where the transport term becomes less important, the mod-
elled flux-profile relationships behave in a familiar linear fashion and it is only in
this region that M-O theory is applicable. This point has been observed by Munro
and Davies (1978) and Smeets et al. (1998) who both found M-O theory to be valid
only up to heights of around 10 – 20% of the height of the wind speed maximum.
From Figures 2.3 and 2.4 it is also clear that there is little support for the concept
of a constant flux layer, at least in the case of momentum, when dealing with the low-
level jet of a katabatic flow. Though this is of little consquence when applying local
closure schemes it does imply that surface-layer theories, which assume constant
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Figure 2.6: Flux-profile relationships for (a) Cabauw, (b) Pasterze and (c) Vatnajo¨kull. Observational
points for Cabauw and Vatnajo¨kull are filtered hourly averages sampled at 20 Hz whilst those for the
Pasterze are unfiltered half-hourly averages sampled at 1 Hz. For these last two, only observations
made during periods of katabatic flow, when the wind speed maximum is detectable beneath the mast,
are selected. (N-D) represents the results of the non-dimensional analysis and (E-l
b
) and (E-) represent
the two different dissipative closure schemes.
surface fluxes, are not suitable for use in this region. This will lead to discrepencies
in flux calculations when using profile methods such as those normally applied to
the SBL, e.g. Munro and Davies (1978).
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2.8.5 Model simplification and sensitivity
The model as it now stands is quite complex. It is useful to produce a simplified
model that will lead to the same results. Sensitivity runs are made with the case
studies to see which terms in the second-order closure are of significant influence.
In particular we are interested in reducing the number of prognostic equations to as
few as possible. This can be achieved if the non-local transport terms can be excluded
from the model. It turns out that only the diffusive transport terms associated with
the variances have significant influence on the flow and this mainly in cases with
strong katabatic forcing, e.g. Case I. This includes the temperature variance term
and should thus preclude the use of standard K-type theory closures that assume
the transport term for temperature variance to be negligible.
By way of example the model has been rewritten in the so called 1.5-order clo-
sure form, similar to the level 2.5 scheme used by Andre´n (1990), which uses only
the prognostic equation for TKE. The other fluxes in Appendix 2.C are diagnosti-
cally determined using the assumption of steady state and neglect of the transport
terms. In this way a K-theory type closure is achieved where K
m;h
= C
m;h
E
2
=. The
dimensionless constant C
m;h
then becomes a function of stability and is calculated
from the shear and temperature gradient.
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Figure 2.7: Comparison of the simplified 1.5-order model, dashed lines, with the complete E-l
b
model,
solid lines. Shown in (a) are the downslope wind speed U and the temperature deficit . In (b) the
vertical momentum flux uw and the vertical heat flux w are shown.
A comparison, using Case I, between the complete second-order and the 1.5-
order closure schemes is given in Figure 2.7. There is a significant difference in both
the temperature and wind profiles due to this simplification. There are two reasons
for this, the first is the absence of the turbulent transport of  2 across the wind max-
Chapter 2 35
imum, and its absence leads to a strengthening of the inversion at this height. The
second is the assumption inherent in the 1.5-order closure simplification that trans-
port of ww can be ignored. This implies that the ratio ww=E is zero at the height
of the wind maximum and leads to an inacurate and inconsistent representation of
the stability constants (C
m;h
) at this point. As a result, almost identical fluxes and
profiles can only be achieved for strong katabatic flows by the inclusion of the three
variance prognostic equations, i.e. equations for E, ww and 2. For katabatic flows
similar to Case II, not shown, the influence of 2 and ww transport is less marked
and does not seriously affect the flow though the inversion at the top of the bound-
ary layer becomes slightly stronger in their absence.
The slope related terms in the second-order equations are also removed to check
their influence on the general flow. For slope angles which we are dealing with, up to
around 20o, the influence of slope is barely perceptible on the mean flow and fluxes.
This is chiefly due to the fact that at the wind maximum the horizontal heat flux goes
to zero, so around this region the slope induced buoyancy is not important. Higher
up where it could become important the fluxes are too small to have any significant
effect on the flow below.
The sensitivity of the model to the diffusive transport constants c
s
and d
s1;2
is
also tested since these are not well known quantities. For Case I a reduction in the
magnitude of these constants by a factor of 50% leads to a strengthening of the tem-
perature inversion at the height of the wind speed maximum similar to the results
shown in Figure 2.7. This is the direct result of a reduction in the turbulent trans-
port across the wind maximum, which leads to a reduction in TKE at this height.
Increasing the value of c
s
by 50% has very little effect on the mean flow.
2.9 Conclusions
A complete 1-D second-order model is used to simulate pure katabatic flows under
a variety of conditions. The model is based on closures that take into account the
proximity of the surface in determining the turbulent anisotropy and includes sur-
face slope in the second moment equations. The constants needed for this closure
scheme are chiefly determined from measurements made in the laboratory and in
neutral boundary layers. The resultant model, which is run with two different clo-
sures for the viscous dissipation (either a diagnostic buoyant length scale or a prog-
nostic dissipation equation), agrees well with other models of the stable boundary
layer, e.g. Nieuwstadt (1984).
Simulations carried out with the model of observed katabatic flows show that
the model is capable of reproducing both mean profile and flux measurements when
the flow is almost one dimensional and turbulence is locally determined. However,
when the flow is not one-dimensional and turbulence may be influenced by non-
local effects, such as on the Pasterze, the model does not adequately simulate the
observed profiles. Some improvement could be made by increasing the model di-
mensions, to take advection into account, however it is difficult to see how non-local
features caused by wave induced turbulence or local topography can be incorpo-
rated in such a model.
Two case studies are used to investigate the various terms in the TKE budget for
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katabatic flows. For steeper slopes, such as found on glaciers, the turbulent transport
term is an essential part of the TKE budget. It is the sole means of turbulence pro-
duction at the height of the wind maximum and also plays an important role in the
upward transport of turbulence in the higher regions of the boundary layer where
wind shear does not play a significant role. For these cases katabatic forcing dom-
inates throughout the boundary layer. For lesser slopes, such as those encountered
on large ice sheets, the katabatic forcing is dominant only in the lowest part of the
boundary layer beneath the wind maximum. Above this height the Coriolis term be-
comes important and even allows a further deepening of the katabatic layer, due to
the increased shear caused by the turning of the wind with height. The length scale
in both cases appears to be locally determined by the buoyant length scale through-
out most of the boundary layer.
Analysis of the modelled flux-profile relationships for katabatic flows on steep
slopes, Case I type, shows that the tendency for these functions to deviate from their
normal near-linear dependence on stability, as has been observed on various glaciers,
is due to the influence of the turbulent transport terms. These terms are not included
in non-dimensional analyses or similarity relationships but need to be taken into
account when dealing with this type of flow. Both observations and model results
show that the flux-profile relationships are probably better described as being inde-
pendent of stability for measurements made under the wind maximum. For kata-
batic flows on lesser slopes, Case II type, the lower boundary layer closely resembles
that of a standard SBL and here local M-O theory is still valid.
The inclusion of slope in the second moment terms is investigated using a non-
dimensional analysis. It is shown that slope could have a significant influence on the
critical Richardson numbers. Sensitivity tests, however, with the model showed that
these effects had little influence on the mean profiles and fluxes under katabatic flow
conditions encountered on glaciers and ice sheets.
As a result of the various simplifications made to the model it is clear that the
minimum prerequisite for a successful katabatic flow simulation is the inclusion of
the turbulent transport term in a prognostic TKE equation, and preferably also in the
ww equation, since it is these terms that couple the boundary layer above and below
the wind maximum. In addition to this, if a diagnostic length scale is used, then it
cannot be based on a velocity scale such as u

, as in M-O theory, since this will also
lead to a de-coupling at the height of the wind maximum. A prognostic equation
for viscous dissipation, which also includes a diffusive term, is also suitable for this
form of modelling.
Of additional, though lesser, importance is the inclusion of a prognostic equation,
with transport, of the temperature variance term. Since this term peaks at the height
of the wind maximum, transport across the maximum will cool the air above and
warm the air below the wind maximum, reducing the temperature gradient and thus
stability at this height. Though neglect of this term noticeably alters the temperature
profile the vertical heat flux remains relatively unchanged.
By using a second-order closure model we have been able to avoid the usual
assumptions made by most authors concerning local closures based on M-O theory.
The use of these closure assumptions leads to a total de-coupling of the katabatic
layer above and below the wind maximum for steep slopes unless various numerical
’tricks’ are used to avoid this. In this regard one of the weakest links in the present
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model is perhaps the closure used for the viscous dissipation, or length scale, though
it is heartening to see that both closures give quite similar results. The  equation
is a highly engineered solution and the buoyant length scale closure, based on a
fairly simple physical principle, assumes the dominance of the buoyant length scale
in determining the viscous dissipation. It would be useful if more observational
evidence for dominant length scales was available.
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Appendix
2.A Pressure correlation closure
The closure used here is based on the work from Gibson and Launder (1978) and
includes terms that represent the anisotropy that develops in turbulence in the prox-
imity of a wall. Using their notation the individual terms in the pressure-strain cor-
relations, given in Equation 2.15 are as follows:
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where the terms MP
ij
and BP
ij
are defined in Equation 2.3.
The function F , in Equation 2.15, indicates the proximity of the wall in terms
of the turbulent length scale and the distance to the wall and is defined simply as
F = l=(n
i
r
i
) where n is the unit vector normal to a surface, r the position vector
and l is a turbulent length scale. It is defined as being equal to unity close to the
wall and approaches zero for free turbulent flows. The above general forms were
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originally developed to cope with flows on curved surfaces but are much simpler
when applied to flat surfaces.
The pressure-temperature correlations in Equation 2.4, PS
i
, are treated analo-
gously to those for momentum so that:
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and the individual terms are:
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2.B Algebraic equations for determining closure constants
The constants c
2
, c
3
, and d
3
can all be determined on the basis of calculations of
isotropic turbulence, the results of which are given in Section 2.4. To determine most
of the other constants the non-dimensional ratio of Reynolds stresses and variances
to the turbulent kinetic energy (a
ij
= u
i
u
j
=E) for both near-wall (designated with a
prime) and free-shear flows under neutral conditions are used.
Firstly, solving Equation 2.3 using the closure assumptions in Equation 2.A.1 un-
der neutral free-shear conditions and assuming steady state turbulence such that the
mechanical production is equal to the dissipation, will lead to the following relation-
ship for c
1
and c
2
c
1
=
(1  c
2
)
(1  1:5a
33
)
(2.B.4)
as well as an equality that can be used to test the consistency of the closure assump-
tions under these conditions.
a
13
2
= a
33
(1  1:5a
33
) (2.B.5)
The chosen values for a
33
and a
13
(Table 2.B.1) agree exactly with Equation 2.B.5.
The near-wall constants can also be algebraically solved in a similar fashion using
appropriate near-wall values for a0
33
and a0
13
.
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The values d
1
and d0
1
can also be determined for near-neutral conditions using the
following relationship derived from Equations 2.3–2.4 and Equations 2.A.1–2.A.3:
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where 
To
is the turbulent Prandtl number under near neutral conditions.
Using the defined non-dimensional ratios (Equation 2.17) we find that d

can be
determined by either
d

=
1
b
3
or d

=

To
b
2
a
13
(2.B.10)
depending on whether b
2
or b
3
is used.
The following relation can also be derived from Equation 2.3 under near neutral
conditions to determine d
2
d
2
= (1 + 
To
)   d
1
b
1
a
13
(2.B.11)
where in this case we have used atmospheric, thus near-wall, values for 
To
, b
1
and
a
13
to obtain the correct neutral limit for the temperature related flux-profile rela-
tionships.
Table 2.B.1: The various measured momentum and buoyancy related turbulent ratios used in the text
and their sources (REF). ’*’ indicates an implied value for b
3
taken from atmospheric measurements of
b
2
. The references are as follows f1g:Gibson and Launder (1978), f2g: Launder et al. (1975), f3g:King
(1990), f4g:Grant (1990), f5g:Nieuwstadt (1984) and f6g:Constants used in this paper.
REF NEUTRAL CONSTANTS STABILITY CONSTANTS
Free-Shear Near-Wall Free-Shear Near-Wall
a
11
a
33
a
13
a
0
11
a
0
33
a
0
13
b
1

To
b
0
1

0
To
b
3
f1g .96 .52 -.34 1.1 .25 -.26 -1.3 .67 -2.1 .92 1.6
f2g .96 .50 -.32 1.2 .24 -.24
f3g 1.1 .28 -.16 .7*
f4g 1.1 .28 -.22
f5g .4 -.25 -2.3 1.5*
f6g .96 .52 -.34 1.1 .24 -.18 -1.3 .67 -2.1 .92 1.3
2.C Second-order equations for a homogenous 1-D boundary layer
on a tilted surface
The following is the complete set of second-order equations used in the model.
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The prognostic equation for dissipation is given as:
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and the diagnostic form is described in the text (Equations 2.7–2.9).

3The Use of Bulk and Profile Methods for
Determining Surface Heat Fluxes in the
Presence of Glacier Winds
A 1-D second-order closure model and in situ observations on a melting
glacier surface are used to investigate the suitability of bulk and profile
methods for determining turbulent fluxes in the presence of the katabatic
wind speed maximum associated with glacier winds. The results show that
profile methods severely underestimate turbulent fluxes when a wind speed
maximum is present. The bulk method, on the other hand, only slightly
overestimates the turbulent heat flux in the entire region below the wind
speed maximum and is thus much more appropriate for use on sloping
glacier surfaces where katabatic winds dominate and wind speed maxi-
mums are just a few meters above the surface.
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3.1 Introduction
The mass and energy balance of glaciers and ice caps are to varying degrees de-
termined by the turbulent sensible and latent heat fluxes. Measurements made on
glacier surfaces show that turbulent fluxes contribute from 20% to 40% of the total
energy balance, see for example Kuhn (1979), Ohata (1989), van den Broeke (1996),
Oerlemans et al. (1999) and Wagnon et al. (1999). They are thus an important com-
ponent especially in relation to the climate sensitivity of the mass balance since it is
these energy fluxes, along with longwave radiation, which are directly affected by
temperature changes. It is therefore important in energy balance studies to correctly
measure and model these fluxes.
Determining turbulent fluxes in the field can be done in several ways. The first is
by direct eddy correlation methods made with sonic anemometers. Measurements
using these instruments are the most direct, but also the most difficult to carry out
chiefly due to the fragility of the instruments, the continuous maintenance and the
problem involved with interpretation. The various attempts to directly measure tur-
bulent fluxes on glacier surfaces, e.g. Munro (1989), Smeets et al. (1998) and van der
Avoird and Duynkerke (1999), are generally only for short periods of time and do
not always agree with other methods for determining the fluxes. The second, and
most widely used method is to make use of mean wind, temperature and humid-
ity measurements (made with robust instruments) and convert these mean values to
surface fluxes by way of Monin-Obukhov (M-O) similarity theory. The third method,
and most inaccurate, is the residual method whereby all the other components of the
energy balance are measured, along with the mass balance, and the remaining melt
must be explained by way of the turbulent heat fluxes. This is a useful check but
errors in radiation measurements are generally so large that it cannot be used to
determine these fluxes to any sufficient accuracy.
The second method described above, using mean values and M-O similarity the-
ory, is the subject of this paper. Recent work with second-order models (Denby,
1999), which describe in more detail the turbulent structure of the atmospheric
boundary layer (ABL) above sloping terrain has shown that assumptions made in M-
O theory are often invalid on sloping glacier surfaces. This is the result of katabatic
forcing in the ABL, which produces the katabatic, or glacier, wind. Katabatic winds
are gravity flows caused by the turbulent cooling of air close to the surface. This
cooler denser air sinks downslope producing the well known glacier wind, which
is characterized by a low level wind speed maximum. The wind speed maximum
found on glaciers with slopes of around 5o can be as low as 2 m above the surface
and are thus close to or even below standard measuring heights. As is pointed out in
Section 3.2, measurements made on the Pasterze glacier show wind maxima below
13 m for more than 75% of the time.
The presence of the wind speed maximum alters the turbulent scaling laws, used
in M-O similarity theory, for two reasons. The first is the non-negligible turbulent
transport term in the turbulent kinetic energy (TKE) budget. Since mechanical pro-
duction of turbulence by shear is zero at the height of the wind speed maximum
(@U=@z = 0) turbulent transport, a second-order term in the TKE budget, will dom-
inate in this region and thus similarity arguments, which assume this term to be
negligible, cannot be used. The second reason is that M-O similarity theory assumes
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a constant turbulent flux layer, the so called surface layer where fluxes change in the
vertical by less than 10%. This layer can be very thin when a katabatic wind speed
maximum is present. As mentioned above, wind shear reduces to zero at the height
of the wind speed maximum as will the vertical flux of horizontal momentum (uw).
This indicates a strong divergence in uw and thus a very thin surface-layer. For a
wind speed maximum of 5 m M-O theory would then only be valid in the lowest
0.5 m.
In spite of this, M-O theory is still used to calculate turbulent fluxes under these
conditions. The question posed here is what sort of influence the presence of a wind
speed maximum has on the bulk and profile methods commonly used to determine
these fluxes. By making use of observations and second-order modelling results it
will be shown that profile methods will always severely underestimate turbulent
fluxes when a wind speed maximum is present but that the bulk method still gives
quite good estimates of these fluxes up to at least the height of the wind speed max-
imum.
3.2 Observations
In this paper use is made of experimental data from the PASTEX glacio-
meteorological experiment carried out on the Pasterze glacier in Austria during the
summer of 1994 (Greuell et al., 1997). Six weather stations for determining the energy
balance of the glacier were stationed along the central flow line. Most of these con-
sisted of just two measurement heights, 0.5 m and 2 m, but at one site, known as A1,
a 13 m profile mast with 8 measurement heights (0.4, 0.7, 1, 2, 4, 6, 8 and 13 m) and
a balloon sounder were placed at a point roughly 1 km from the end of the glacier
tongue at an elevation of 2200 m a.s.l.. Smeets et al. (1998) provides more information
concerning the measurements made using this mast. The local slope at this site was
approximately 3.5o.
During the observational period from 16 June to 11 August over 2600 half-hourly
average observations were made. Of these 77% showed the existence of a wind
speed maximum below the highest profile level when wind direction was downs-
lope, indicative of katabatic flows. Air temperatures were well above 0 oC during
the observational period and the surface was almost always melting. Figure 3.1b
shows the average downslope wind speed and temperature profiles during a two
day fair weather period at this site. During this period a wind speed maximum was
present more than 90% of the time.
3.3 The mean and turbulent structure of katabatic flows
Katabatic flows on glaciers are driven from beneath by buoyancy, or katabatic, forc-
ing. Warm air overlaying the glacier is cooled by turbulent exchange with the ice or
snow surface, becoming denser and resulting in the downslope flow of cool air. This
katabatic flow, often referred to as glacier wind, is a dominant feature of the ABL
above most temperate glaciers. The low level forcing combined with the turbulent
exchange of momentum will intrinsically lead to the development of a wind speed
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Figure 3.1: a) Schematic diagram of the glacier wind showing terms described in the text. b) Average
observed downslope wind speed (squares) and temperature (circles) at site A1 on the Pasterze glacier
during a 2 day fair weather period. Mast profile measurements are indicated by large shapes whilst
balloon soundings, made approximately every 3 hours, are indicated by the smaller shapes.
maximum at some level. It is the nature of the turbulence that determines the form
the mean wind and temperature profiles adopt.
A 1-D second-order turbulence closure model, which simulates the vertical pro-
file of the ABL, is used here to help describe the turbulent structure of katabatic
flows. The 1-D model is discussed in detail in Denby (1999) where it has been shown
to describe the mean and turbulent structure of katabatic flows quite well. It makes
use of second-order closures, including closures for the turbulent transport of TKE,
thus M-O similarity is not assumed in order to calculate the katabatic profiles. Only
at the lowest level of the model, z = 0.2 m, is the assumption of similarity used to
calculate lowest level fluxes. The roughness length for momentum in the model is
predefined and the roughness length for temperature is based on the surface renewal
model from Andreas (1987). The flux profile relationships, as defined in Section 3.4,
are used for the stability correction at this lowest level.
Equations 3.1 and 3.2 show the simplified 1-D equation for downslope momen-
tum U and temperature perturbation .
@U
@t
=  
@uw
@z
+ sin()
g

o
 + cos()f(V   V
g
) (3.1)
Flux divergence Katabatic forcing Coriolis forcing
@
@t
= sin()

U  
@w
@z
(3.2)
Ambient advection Flux divergence
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Figure 3.2: a) Simulated downslope wind speed (U ) and temperature deficit () profiles for the 1-D
katabatic case described in the text. The wind speed maximum is at a height of 5 m. b) Simulated uw
and w profiles. c) Simulated TKE budget profile.
 is defined as the potential temperature difference from a pre-defined ambient
temperature profile given as 
o
(x
3
) = 
o
+ 

x
3
, where x
3
is the true vertical com-
ponent, i.e. parallel with the gravitational vector, and where the co-ordinate system
(x; z) is defined as a cartesian co-ordinate system orthogonal to the sloping surface
with slope angle . V
g
is the geostrophic wind component and the over bar indi-
cates the turbulent flux terms, as defined by Reynolds decomposition. These are the
vertical flux of horizontal momentum uw and the vertical flux of potential tempera-
ture w, which is directly converted to the turbulent flux of sensible heat H = c
p
w
where  is the density and c
p
the specific heat of air. A schematic representation of
the glacier wind is given in Figure 3.1a indicating the terms mentioned above.
In Figure 3.2a the simulated downslope wind and temperature profiles are shown
for a typical case of katabatic forcing on a sloping glacier with surface temperature
perturbation 
s
= –10 K, surface roughness length z
o
= 2 mm, temperature lapse rate


= 3 K km 1 and slope sin() = –0.1 (6o). The major features of the mean flow are
of course the wind speed maximum, in this case at a height of around 5 m, and the
strong temperature inversion beneath the wind speed maximum of approximately
0.5 K m 1.
On typical temperate glaciers katabatic forcing is the dominant driving force in
the momentum budget close to the surface (Denby and Smeets, 2000). This is bal-
anced by the flux divergence of horizontal momentum in Equation 3.1 resulting in
the strong gradient in uw seen in Figure 3.2b. uw will pass through zero at, or at least
close to, the height of the wind maximum. Though there is a steep gradient in uw, the
vertical profile for sensible heat flux (w) is almost constant in the region below the
wind speed maximum, varying in this case by just 15% (Figure 3.2b). Though this is
a 1-D simulation and other terms in the temperature budget are also important in a
2- or 3-dimensional case, such as horizontal advection of temperature perturbation,
the basic turbulence structure remains the same.
In order to indicate the role played by turbulent transport in katabatic flow the
TKE budget is also shown in Figure 3.2c. As the height of the wind speed maximum
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is approached the mechanical production through shear approaches zero and the
turbulent transport term transports TKE into this region. This is where M-O theory,
as well as local scaling arguments, break down since they do not take into account
the transport terms. Above the wind speed maximum, where shear dominates the
TKE budget, local scaling arguments such as those described by Nieuwstadt (1984)
become applicable again.
3.4 Suitability of bulk and profile methods
Before comparing the bulk and profile methods with observations and model results
it is useful to give a brief description of these two methods. Both the bulk and pro-
file methods use Monin-Obukhov similarity theory, which is based on scaling argu-
ments using the turbulent velocity and temperature scales, u

and 

, and the length
scales z (height), L (Obukhov length), and z
o
and z
h
(surface roughness lengths of
momentum and temperature). These turbulent scales define completely, under ide-
alized horizontally homogeneous and quasi steady-state conditions, the turbulent
structure of the surface layer, the lowest region of the atmospheric boundary layer
(ABL).
The flux-profile relationships, Equations 3.3 and 3.4, are definitions relating the
vertical gradients of mean wind and temperature to these turbulent scales:

m

z
u

@U
@z
(3.3)

h

z


@
@z
(3.4)
where u

= juwj
1=2 and 

=
 w
u

.
Under neutral conditions 
m
is defined as being equal to unity and the von Kar-
man constant (=0.4) is determined from observations to fulfill this definition. Inte-
gration of these relationships, under stable conditions and the assumption of a con-
stant flux layer, leads to the well known log-linear wind and temperature profiles if
a linear relationship is assumed for 
m;h
of the following form (Garratt, 1992):

m
= 1 + 
m
z
L
(3.5)

h
= Pr + 
h
z
L
(3.6)
where L = u
2

(g=
o
)

.
The constants in Equation 3.5 and 3.6 are determined solely from observations
and vary to some extend in the literature. We use here a value of 5 for both 
m
and

h
and a near-neutral turbulent Prandtl number Pr=1. Integrating Equations 3.3
and 3.4 from level z
1
to z
2
leads to the following log-linear profile equations:
(U (z
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and integrating these equations from the roughness length heights of z
o
and z
h
to z
gives the log-linear bulk equations:
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It should be noted that the roughness lengths are the height at which the extrapolated
wind and temperature profiles would reach their surface values.
Equations 3.7 and 3.8 require a minimum of two profile heights for wind and
temperature to derive the four unknowns u

, 

, z
o
and z
h
assuming the surface
temperature 
s
to be known. The accuracy of the profile method will increase when
more profile levels are used and these are fitted using least-squares techniques. For
simplicity in this paper we will limit ourselves to the case where only two profile
heights are available, this defines the profile method for determining surface fluxes.
The bulk method on the other hand makes use of only one height to derive u

and 

assuming the roughness lengths (z
o
,z
h
) and the surface temperature 
s
to be known.
The application of these methods has been quite successful in the stable ABL, which
is the reason for its popularity under most conditions.
We will now take bulk and profile derived fluxes calculated from the profile mast
data and compare these to model simulations. The results are presented in Fig-
ures 3.3 and 3.4 for both uw and w where we have used the non-dimensional height
z=H, H is the height of the wind speed maximum, as the scaled vertical axis. In
these figures all mast levels are used to calculate the bulk and profile derived fluxes.
For the profile method each point represents the profile derived flux taken from two
adjoining mast levels at a height determined by their average. For the bulk method
each point indicates the bulk derived fluxes for a particular mast level. Both sets
of data are normalized by the bulk derived value taken from the 0.7 m mast level
using previously derived roughness lengths (Denby and Smeets, 2000). This is con-
sidered to give the best estimate of the surface flux since it is expected that when
H  z  z
o
, M-O theory will still be valid . The normalized fluxes should approach
unity in this range.
The model results are calculated by a continuous run of the 1-D model where
the surface temperature perturbation is allowed to slowly decrease by –0.1 K hr 1
from 0 to –20 K. In this way a continuous range of simulated katabatic profiles are
generated by varying the katabatic forcing. Fixed heights of 2 and 0.5 m within the
model are then used to calculate the profile derived fluxes and a height of 2 m is
used to calculate the bulk derived fluxes. Both the bulk and profile derived model
fluxes are normalized by the model generated surface flux value. The local slope, 
= 3.5o, is used as well as the average lapse rate of 

= 3.5 K km 1.
It is worth noting at this point that even though the simulations are one dimen-
sional the basic turbulent structure of the katabatic flow remains the same, even with
the introduction of advection terms in Equations 3.1 and 3.2. As previously men-
tioned, Section 3.3, the momentum budget is dominated by the katabatic forcing
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Figure 3.3: Profile derived normalized vertical momentum flux (a) and sensible heat flux (b) as func-
tion of the non-dimensional height z=H (H=height of the wind speed maximum) derived from observa-
tions, dots, and from 1-D model simulations, continuous line. Both the heat and momentum fluxes are
normalized by the bulk derived surface flux determined at a height of 0.7 m. See text for details.
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Figure 3.4: Bulk derived normalized vertical momentum flux (a) and sensible heat flux (b) as function
of the non-dimensional height z=H (H=height of the wind speed maximum) derived from observa-
tions, dots, and from 1-D model simulations, continuous line. Both the heat and momentum fluxes are
normalized by the bulk derived surface flux determined at a height of 0.7 m. See text for details.
and flux divergence terms even when horizontal and vertical advection are present.
The temperature budget, on the other hand, is more strongly affected by the hor-
izontal and vertical advection of temperature perturbation. To test the sensitivity
of the results to temperature advection an entrainment velocity is introduced to the
temperature budget, as was carried out in Denby (1999), which allows the represen-
tation of vertical advection within the 1-D model. Even under conditions of strong
entrainment the normalized profiles shown in Figures 3.3 and 3.4 remain essentially
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unaltered. In this regard the 1-D results obtained here are quite robust.
The profile derived fluxes show a large amount of scatter in the observations,
which results from the sensitivity of this method to measurement errors and vari-
ability. What is clear though is that turbulent fluxes are severely underestimated
throughout the region below the wind speed maximum. This is the result of re-
duced shear and increasing temperature gradients as the wind speed maximum
is approached. This ensures that the local gradient Richardson number (Ri =
g=
o
@=@z
(@U=@z)
2
+(@V=@z)
2
) approaches its critical value (Ri
c
=0.23 in this model), above which
all turbulence is suppressed according to M-O theory. This occurs at around half the
height of the wind speed maximum (Figure 3.5a).
The bulk method, on the other hand, shows far less scatter since gradients need
not be determined. Though uw
o
is underestimated when measurements are made
above the height of the wind maximum this is not as severe as in the profile case.
w
o
on the other hand is slightly overestimated when measurements are made below
the wind speed maximum but reduce quickly as the measurement height increases
above the wind speed maximum. Generally wind maxima are above a normal mea-
suring height of 2 m so we are not usually concerned with this region.
How can we explain the ability of the the bulk method to estimate the surface
fluxes even in the region of the wind speed maximum? The bulk method is essen-
tially an integrated form of the profile method and, as such, is less sensitive to vari-
ations in gradients brought about by the presence of a wind speed maximum. As
turbulence decreases with decreasing shear near the wind maximum, wind speeds
reduce relative to their log-linear form (Equation 3.9). This effect is shown in Fig-
ure 3.6, where the katabatic wind and temperature profiles from Figure 3.2 are plot-
ted against logarithmic and log-linear profiles with equivalent surface flux values.
This then leads to a reduction in the bulk derived uw
o
values in Figure 3.4a. How-
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Figure 3.6: Comparison of simulated katabatic wind (a) and temperature (b) profiles with the loga-
rithmic and log-linear profile forms. The logarithmic and log-linear profiles are calculated assuming
surface fluxes equivalent to the katabatic surface value.
ever, this same reduction in turbulence will increase the temperature gradient, and
therefore the temperature, as the wind speed maximum is approached (Figure 3.6b).
These two effects tend to cancel each other out, reducing u

and increasing 

, and
the resulting bulk determined heat flux remains fairly constant until the diminishing
wind speed above the wind maximum leads to stability corrections severely reduc-
ing the apparent turbulence.
For the 1-D katabatic case the normalized model profiles generated for Figure 3.6
are not universal. The height of the katabatic wind speed maximum (H) is not the
only scaling length that determines the form of the normalized curves since the tur-
bulent M-O scaling length L is of a similar order. The dependence on slope for the
bulk derived heat flux is illustrated in Figure 3.7a where three model runs with dif-
fering slopes are shown. From a pragmatic point of view the slope dependence is
of little consequence since the largest deviations from unity occur by weaker slopes
where wind maxima are higher and so measurements will always be made well be-
low the wind speed maximum. It is therefore relieving to see that even for steep
slopes, where the wind speed maximum can be quite low, that the bulk derived heat
flux appears to be quite representative of the surface value.
To illustrate this point further, the height of the wind speed maximum is plot-
ted as a function of maximum wind speed for the three differing slope angles in
Figure 3.7b. As in all the simulations the surface temperature deficit is allowed to
slowly decrease from 0 to -20 K and the closed circles in Figure 3.7b indicate 2 K
steps. For wind speed maxima under 2 m the temperature perturbation and wind
speed are quite low, corresponding to small surface turbulent heat fluxes, especially
for lesser slopes. Any errors introduced due to the proximity of the wind speed
maximum will be, on an absolute scale, negligible.
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Figure 3.7: (a) Variation in the normalized bulk derived heat flux for three different surface slopes
taken from 1-D simulations. (b) Maximum wind speed height as a function of maximum wind speed
for the same simulations. Points indicate observations from the profile mast A1 on the Pasterze glacier.
Local slope is approximately 3.5o.
3.5 Conclusion and discussion
The suitability of Monin-Obukhov similarity theory under conditions of katabatic
flow where a low level wind speed maximum is present is discussed. Though as-
sumptions made in M-O theory are not valid in the presence of a wind speed max-
imum it is shown that bulk estimates of turbulent heat fluxes give quite reasonable
results in the entire region below the wind maximum whereas profile derived fluxes
underestimate the surface fluxes severely. Only in the lowest region, z=H < 0:5,
does the profile method give any value for the surface flux at all, due to stability
corrections, and only in a narrower region, z=H < 0:3, do we find values compa-
rable to low level bulk estimates. For a wind speed maximum at 5 m this would
infer that profile measurements would need to be made below a height of approxi-
mately 1.5 m. However, profile fits need to be made well above the average surface
roughness element size which can easily be of the same order on some melting ice
surfaces.
That bulk methods are effective in determining turbulent fluxes, even under con-
ditions of katabatic flow, is good news for energy balance studies since measure-
ments of mean wind and temperature at one level are far easier to carry out than
profile or eddy correlation measurements. There remains, however, two problems
in using the bulk method to determine turbulent heat fluxes. The first is the de-
termination of the surface temperature. Though this can be an important point for
non-melting surfaces it is inconsequential when studying melting ice surfaces, as is
done here, since the surface is permanently at the melting point.
The second problem is the determination of surface roughness lengths for mo-
mentum, temperature and water vapour, which are essential parameters when using
the bulk method. Normally roughness lengths are determined using profile meth-
ods since this is how they are defined, being the height at which the extrapolated
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profiles in the surface layer reach their surface value. In essence roughness lengths
are a parameterisation for the inertial-sublayer, a region affected by both viscous and
inertial forces, close to the surface. The depth of this layer, and also z
o
, is correlated
with the surface roughness element form, height and spacing (Garratt, 1992).
In practise the determination of roughness lengths for momentum requires near
neutral conditions of long fetch and a well developed deep quasi steady-state bound-
ary layer. These conditions are seldom met on a melting glacier where the strong
temperature inversions and katabatic winds prohibit the use of profiles to determine
z
o
due to stability considerations and the presence of the low-level wind speed max-
imum, as is shown in Section 3.4. For instance Smeets et al. (1998) could use just 38 of
the 2600 half-hourly mean measured profiles from the same PASTEX data set in or-
der to estimate surface roughness lengths. An alternative possibility for determining
z
o
is that proposed by Denby and Smeets (2000), which makes use of the dynamics
of katabatic forcing to determine the vertical profile of momentum flux from wind
and temperature profile data. This method, though having been shown to give quite
good results, also requires high resolution profile masts in order to determine the
height of the wind speed maximum.
This is why various attempts have been made, both in the field and in labora-
tories, to relate surface roughness element height and form with the aerodynamic
roughness length, at least for momentum (Lettau, 1969). The use of microtopograph-
ical surveys, e.g. Munro (1989), to determine roughness lengths for momentum and
surface renewal theories, e.g. Brutsaert (1975b) and Andreas (1987), to determine the
roughness lengths for temperature and water vapour are much easier and appealing
methods. Though these methods are promising, since measuring microtopography
is much simpler than directly measuring aerodynamic roughness lengths, estimates
based on roughness element data must be considered with care, as pointed out by
Smeets et al. (1999), and should be seen as reasonable approximations when aerody-
namical data is not available. Once more, confirmation of these methods on glacier
surfaces is difficult due to the presence of katabatic flows.
This remains a problem and so best estimates will still have to be used with the
available data. Luckily an order of magnitude error in z
o
will only lead, when the
bulk method is used, to roughly a 25% error in surface heat fluxes. This is still a far
better alternative than the use of profile methods to determine the same fluxes under
conditions of katabatic flow.
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4Derivation of Turbulent Flux Profiles and
Roughness Lengths from Katabatic Flow
Dynamics
The dynamics of katabatic flows are used to determine the vertical momen-
tum flux profiles and surface roughness lengths under stable conditions on
glacier surfaces. By assuming a momentum budget balance between kata-
batic forcing and vertical flux divergence of horizontal momentum in the
region beneath the wind speed maximum, it is possible to derive the ver-
tical momentum flux profile by integrating the temperature deficit. By use
of the surface flux determined in this way and appropriate profile fits, the
roughness length for momentum can be derived. The roughness length ob-
tained in this way agrees well with estimates made under nonkatabatic con-
ditions using standard log-linear fits. The katabatically determined fluxes
are compared with eddy correlation measurements and with bulk methods.
The eddy correlation measurements are not always in agreement with the
katabatic fluxes, however the comparison with bulk derived fluxes is partic-
ularly good.
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4.1 Introduction
A number of glacio-meteorological experiments have been made in the past few
years to better understand the surface energy balance of glaciers and ice caps, see
e.g. Greuell et al. (1997) and Oerlemans et al. (1999). These experiments have at-
tempted to quantify the various components of the surface energy balance, which
consists of long- and shortwave radiation fluxes as well as turbulent sensible and
latent heat fluxes. The components of the surface energy balance can be measured
either directly, such as radiation, or indirectly, as is usually the case with turbulent
fluxes. Unless eddy correlation techniques are employed, the surface sensible and
latent heat fluxes must be derived from the mean variables of wind, temperature
and humidity. These variables are almost always converted to turbulent flux values
by way of classical Monin-Obukhov similarity (M-O) theory utilizing either bulk or
profile methods.
The atmospheric boundary layer (ABL) above glaciers has been found to be dom-
inated by katabatic winds, see e.g. Munro and Davies (1978), Oerlemans et al. (1999)
and Smeets et al. (1998), which are characterized by a low-level wind speed maxi-
mum just a few meters above the surface. Similarity arguments based on the dom-
inance of vertical wind shear in the production of turbulent kinetic energy (TKE)
will not be valid in the region of the wind maximum because shear production ap-
proaches zero at this height and turbulent transport will dominate the TKE budget
(Denby, 1999). Only when z
o
 z  H, where H is the height of the wind speed
maximum and z
o
is the surface roughness length for momentum, would one expect
similarity theory to be valid. Unfortunately, the low level of the wind speed max-
imum, commonly just a few meters, often brings it in the proximity of the profile
measurement heights. This makes determination of turbulent fluxes and, in particu-
lar, surface roughness lengths difficult if not impossible when using standard profile
methods because the profiles do not conform to the assumed log-linear form.
In this paper, an alternative method for determining the surface roughness length
for momentum, essential for the bulk determination of turbulent fluxes, is proposed
and takes advantage of the nature of katabatic forcing to determine the vertical pro-
file of the vertical momentum flux and then, through profile fitting, the surface
roughness length z
o
. The argument for this method is put forward in Section 4.2.
The basic assumption is that a dynamic balance exists in the momentum budget be-
tween katabatic forcing and the vertical flux divergence of horizontal momentum in
the region below the wind speed maximum of a katabatic flow. This balance allows
the determination of the momentum flux by direct integration of the temperature
profile when the height of the wind speed maximum is known.
This method is applied to two sites (Section 4.4) at which observations have been
made during the summer melt period. Flux values derived using this katabatic
method are compared with direct eddy correlation measurements made with sonic
anemometers as well as with bulk-method calculations. The katabatically derived
roughness lengths for momentum are also compared to more standard profile de-
rived values, which can be determined when the wind speed maximum is located
well above the observational mast.
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4.2 The katabatic method for flux determination
The 2-D mean equations for downslope momentum and heat on an inclined sur-
face of constant slope  with co-ordinates (x; z) orthogonal to the surface, positive x
directed down slope, can be written as follows (Nappo and Shankar Rao, 1987):
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where ^ =
R
1
z
(z
0
)dz
0
These equations are derived from the conservation of momentum and entropy
after splitting the potential temperature field into a mean ambient component 
o
(~z),
where ~z is the true vertical co-ordinate, and a mean perturbation (~x; ~z). The ambi-
ent part is assumed to have a constant lapse rate 

and to be in hydrostatic equilib-
rium. In this way, density perturbations from the hydrostatic state can be translated
to temperature fluctuations via the equation of state. The equations are then rotated
through an angle  transforming the co-ordinates from a vertically oriented Carte-
sian co-ordinate system to a surface orthogonal Cartesian system with mean wind
components (U ,V ,W ). Geostrophic balance and the hydrostatic approximation are
assumed, so the synoptic scale horizontal pressure gradient is represented by the
geostrophic wind terms U
g
and V
g
, f is the Coriolis parameter, and the horizontal
perturbation pressure gradient (thermal wind) is determined by ^. Here, g is grav-
itational acceleration,  is air density, c
p
is the heat capacity of air and R
n
is net ra-
diation. The turbulent components are derived by Reynolds decomposition and are
represented by small type, the overbar indicating time averages, and mean values
are represented by capitals.
We start by investigating the conservation of momentum equation and describing
typical scales expected on glaciers. The driving force behind glacier winds is the
temperature perturbation or deficit term in Equation 4.1, also known as the katabatic
forcing term. Given a typical summer temperature deficit of –10 oC and a slope of 5o,
then this forcing term is 310 2 ms 2 close to the surface. Assuming a horizontal
length scale of 10 km (length of a glacier) and a typical wind speed of 5 ms 1 gives
advection tendencies of  2  10 3 ms 2, Coriolis forcing of  5  10 4 ms 2 and
horizontal pressure gradients (thermal wind) of  1 10 3 ms 2.
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The above scale analysis clearly indicates that katabatic forcing on glacier sur-
faces is approximately an order of magnitude greater than the other terms in regions
where the temperature deficit is large. This condition occurs chiefly close to the sur-
face below the wind speed maximum where a strong temperature inversion exists,
see Figure 4.1. Clearly the only term capable of balancing this forcing is the flux
divergence term in Equation 4.1.
This fact is the basis of the forthcoming analysis. Having assumed a balance
between flux divergence and temperature deficit, a simple integration of the tem-
perature profile will give the vertical profile of the momentum flux. However, since
the integration is limited in height because profile data are only available up to about
10 m, and katabatic forcing will be most dominant in the region below the wind max-
imum where the temperature deficit is greatest, it is necessary to fix the uw profile at
some height and value. This can be done if we assume that uw ! 0 as @U=@z ! 0.
This assumption is certainly the case when a K-theory relationship between the two
is valid. It is possible however, as Irwin (1974) has shown for near wall jets, that
transport terms in the uw budget are important enough to shift the uw zero point
away from the height of the wind maximum. We will assume in this paper that this
is not the case and that we can set uw to zero at the wind maximum height (H) and
thus write the integration as
uw(z) =   sin
g

o
Z
H
z
(z
0
)dz
0 (4.3)
If a similar scale analysis is carried out for the heat budget, then temperature per-
turbation advection terms of 510 3 Ks 1, ambient advection of 210 3 Ks 1
and typical radiation cooling of  1  10 3 Ks 1 are found. In this case, advection
terms on glaciers dominate. These terms are impossible to determine from a single
profile analysis, so one cannot deduce the turbulent heat flux profile from budget
analysis.
4.3 Bulk and profile methods
In the coming sections, use will be made of the bulk and profile methods for deter-
mining turbulent fluxes and roughness lengths so for completeness a quick summary
is made here. Both of these methods make use of M-O similarity using the turbulent
velocity and temperature scales u

and 

respectively, which also determine the sta-
bility correction M-O length scale L. The flux-profile relationship for momentum,
Equation 4.4, is a definition that relates the vertical gradient of mean wind to u

and is applicable in the surface layer in which fluxes are assumed to be vertically
constant, horizontally homogeneous and in equilibrium.

m

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u
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where u

= juwj
1=2 and 

=
 w
u

. A similar definition exists for 
h
, the flux-profile
relationship for temperature, Equation 4.5.
Under neutral conditions 
m
is defined as being equal to unity and the von Kar-
man constant ( = 0.4) is determined from observations to fulfill this definition. In-
tegration of these relationships, under stable conditions, leads to the well known
log-linear wind profile when a linear relationship is assumed for 
m
of the following
form (Garratt, 1992)

m
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m
z
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(4.6)
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where L = u
2

(g=
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)

. The constants 
m
and 
h
in Equations 4.6 and 4.7 are deter-
mined solely from observations and vary to some extent in the literature. In this
paper a value of 5.0 for both 
m
and 
h
is used. The log-linear form is written as:
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where Pr is the turbulent Prandtl number, and z
o
and z
h
are the roughness lengths
for momentum and temperature respectively (Garratt, 1992).
Equations 4.8 and 4.9 require a minimum of two profile heights to derive the four
unknowns u

, 

, z
o
and z
h
, however accuracy increases when more levels are used
and these levels are fitted using least square techniques. The bulk method makes
use of only one height to derive u

and 

, assuming the roughness lengths and the
surface temperature 
s
are known. The bulk method tends to be less sensitive to
sensor errors than the profile method when surface parameters are reasonably well
known. This difference in sensitivity is due to the uncertainty in small gradients that
must often be measured when making profile fits.
These equations should be applied only to the surface layer where turbulent
scales completely determine the characteristics of this layer and the turbulent fluxes
are assumed to be constant.
4.4 Observations of katabatic flows
In this paper two sets of profile data gathered during two different meteorological
experiments will be used. The first of these experiments, called PASTEX, was carried
out on the Pasterze glacier in Austria during the summer of 1994 (Greuell et al., 1997).
Six weather stations for determining the energy balance of the glacier were stationed
along the central flow line. Most of these stations consisted of just two measurement
heights, 0.5 and 2 m, but at one site, known as A1, a 13 m profile mast with eight
measurement heights, two sonic anemometers, and a balloon sounder were placed
at a point roughly 1 km from the end of the glacier tongue.
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During the observational period from 16 June to 11 August, over 2600 half-hourly
average observations were made. Of these observations 77% showed the existence
of a wind speed maximum below the highest profile level when wind direction was
downslope, indicative of katabatic flows. This is a clear indication that the local ABL
is strongly influenced by katabatic forcing.
The second experiment, TEMBA, was an observational campaign on the Vat-
najo¨kull ice cap in Iceland (Oerlemans et al., 1999). Seventeen weather stations were
placed on the ice cap in the summer of 1996. In particular three masts, of height
9 m and five measurement heights, each with an accompanying sonic anemometer
at 3 m, were placed along the flow line of the Breidamerkurjo¨kull, one of the larger
outlet glaciers of Vatnajo¨kull. Only one of these sites, known as U3, will be analyzed
in this paper. The other sites, positioned higher on the glacier, were not deemed to be
appropriate because the surface melt during the observation period lead to the de-
velopment of large hummocks, on the order of 1 to 2 m in height, which complicated
the analysis. These hummocks created a zero plane displacement and strong local
wind anomalies in the lower profile level (Smeets et al., 1999). Due to the limited
number of profile levels these conditions made interpretation of these sites difficult.
Also available at site U3 were balloon soundings, made when conditions allowed.
A general description of this site and the instrumentation can be found in van der
Avoird and Duynkerke (1999).
The observational period on the Breidamerkurjo¨kull was somewhat longer than
on the Pasterze, running from 22 May to 31 August, with almost 5000 half-hourly
averages being recorded. Of these observations 65% showed wind maxima under
the 9 m profile level. More details concerning these two sites are listed in Table 4.1.
To indicate the kind of profiles measured under katabatic conditions, Figure 4.1
shows average profiles of wind and temperature for different wind maximum
heights at site A1. That is, all profiles with a wind maximum at a height of H1 m
are averaged to give the profiles indicated. Profiles for U3 are very similar to these
and so have not been included. There is a clear relationship between maximum
wind speed and maximum wind speed height, however the temperature profile is
not as clearly delimited. Though increasing wind maximum heights correlate with
increasing 13 m temperatures, the temperatures at 4 m are very similar for all cases.
The half-hourly average profiles from both sites are split into two categories de-
pending on whether a wind maximum is present or not. From the observed profiles
with detectable wind maxima, a fairly loose selection criterion is employed. For the
Pasterze those profiles with wind maxima between 1 and 9 m and wind directions
within 30o of the glacier fall line are selected for further analysis. Because we also
prefer a melting ice surface, to be sure of the surface temperature, profiles with low-
est level temperatures< 2oC are discarded. This leaves approximately 1500 data sets
or 57% of the total collected. Data from Breidamerkurjo¨kull are selected in a similar
fashion except that the maximum allowable height of the wind maximum is set to
7 m. This procedure left just 40% of the collected data. Wind maximum heights and
velocities are obtained by a quadratic fit around the maximum-wind sensor height.
In the coming sections, analytical functions are fitted to the wind profile beneath
the wind maximum to determine roughness lengths. When fitting the data in this
way, a minimum of three levels below the wind maximum are needed, further lim-
iting the number of available profiles. Only fits with a regression coefficient R >0.99
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Figure 4.1: (left) Downslope wind speed U and (right) temperature T profiles at site A1. These are
average profiles from the complete data set for the indicated wind maximum heights 1 m. The number
of samples for each height division is 270, 668, 414 and 152 for 2, 4, 6 and 8 m respectively.
are used.
Observed profiles without wind maxima are candidates for log-linear profile fits.
These are applied to levels 2 to 5 for A1 and levels 1 to 3 for U3. The number of levels
is limited to try to ensure that profile levels remain within a reasonably constant flux
layer because balloon soundings showed that wind maxima were frequently present
above the highest mast level during these periods. To help avoid this problem, as
well as that of buoyancy correction, profiles with values of L < 50 m are eliminated
from the selection since almost all katabatic cases showed values below this. Level 1
wind data from A1 are not used in the analysis because this level showed systematic
deviations from the log-linear form.
The eddy correlation measurements and their selection processes have been de-
scribed in detail in the papers from van der Avoird and Duynkerke (1999) and Smeets
et al. (1998) and will not be discussed again here. After allowance for these selection
processes and technical problems encountered on site, the number of available flux
Table 4.1: Important quantities for the two observational sites.
Site A1 U3
Glacier name Pasterze Breidamerkurjo¨kull
Country Austria Iceland
Glacier length (km) 9 30
Distance from terminus (km) 1.0 0.75
Elevation (m a.s.l.) 2200 165
Local slope 3.5o  0:5 5.1o  0:5
Profile heights (m) 0.25, 0.5, 1, 2, 4, 6, 8, 13 1, 2, 3, 6, 9
Sonic anemometer heights (m) 2, 10 3
Period of observation 16 Jun - 11 Aug 1994 22 May - 31 Aug 1996
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measurements are reduced to 36% of the total data set for A1 and 43% for U3.
4.5 The uw turbulent flux profile
The method used to obtain uw profiles and roughness lengths for momentum from
the mean profile data under conditions of katabatic forcing uses two important as-
sumptions: first, that the momentum budget is determined chiefly by the balance
between katabatic forcing and the vertical divergence of horizontal momentum flux,
and second that uw goes to zero at the height of the wind maximum. To apply this
method one must first determine the temperature deficit profile and then integrate
this profile up to the height of the wind speed maximum.
To calculate the temperature deficit it is necessary to know what the ambient tem-
perature at the surface would be in the absence of cooling. To a first approximation,
the temperature of the highest mast level can be used, because the deficit approaches
zero as height increases. However, irregular balloon observations clearly show the
temperature to be increasing slightly above this height.
Figure 4.2 shows the relationship between the highest level temperature and the
ambient temperature taken from balloon soundings for both sites. The ambient
temperature is derived by extrapolating the air temperature between 50 and 100 m
down to the surface. The solid line in Figure 4.2 indicates a quadratic fit of the form
T
amb
= a
1
T
mast
+ a
2
T
2
mast
. The constants found using this fit are listed in Figure 4.2.
As can be seen from the scatter in the diagram, the calculation of ambient tempera-
ture from the top mast level will introduce an error of at least 1 oC in the tempera-
ture deficit.
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Figure 4.2: The relationship between uppermost mast temperature and the background ambient tem-
perature as measured by balloon soundings for site A1 (left) and site U3 (right). The 1:1 line is indicated
by a dashed line, and the quadratic fit is indicated by the solid line. Constants to the fit, described in the
text, for A1 are a
1
= 0.92 and a
2
= 0.012, and for U3 a
1
= 1.03 and a
2
= 0.002.
Chapter 4 63
-0.08 -0.06 -0.04 -0.02 0 0.02
0
2
4
6
8
10
u wK   ( m2s-2 )
z
  
 ( m
 )
2m4m6m8m
-0.08 -0.06 -0.04 -0.02 0 0.02 0.04
0
2
4
6
8
10
uw   (m2s-2)
z
 (m
)
2m4m6m
Site A1 Site U3
Figure 4.3: Katabatically deriveduw
K
profiles for site A1 (left) and U3 (right) derived from the height
averaged profiles given in Figure 4.1.
Using the above relationship for the ambient temperature one can integrate the
temperature deficit for all the available profile sets and apply Equation 4.3 to directly
derive the uw profile. The result is shown for both sites in Figure 4.3 in which, by
way of example, the height averaged wind and temperature profiles from both sites,
as in Figure 4.1, are used and the integration is applied to these profiles.
There are two methods available to validate the katabatically derived vertical mo-
mentum flux. The first of these methods is the direct eddy correlation measurements
made at heights of between 2 and 3 m and the second method is to compare the
katabatically derived values with surface values estimated using the bulk method.
Because of the large divergence in the uw profile (Figure 4.3) these two values will
be very different from each other and so cannot be compared directly.
In Figure 4.4 the sonic measurements are compared (uw
S
) with the katabatically
determined values (uw
K
) at the anemometer height. Clearly there is a large amount
of scatter in both cases, and neither result lies on the 1:1 line.
For A1 there is reasonably good correlation (R = 0.87) between katabatically de-
termined fluxes and sonic measurements, however there is a bias of approximately
20% in the slope of the linear fit and an offset from the zero point of 0.005 m 2s 2.
This last result would be equivalent to a shift in the height of uw with respect to the
wind maximum H of approximately -0.5 m implying that the measured sonic value
for uw does not go to zero at H but rather at a point approximately 0.5 m below the
maximum wind height. It should be noted here, and is discussed later in Section 4.7,
that the accuracy in determining H at this site is no better than 0.5 m in any case.
Apart from the large scatter for site U3, the katabatically determined vertical mo-
mentum flux is much less than that determined by eddy correlation measurements,
by a factor of around 50%. This result is clearly an unsatisfactory one that would
indicate that the katabatic method is not successful in determining the uw profile.
As an alternative test to the validity of the katabatically derived uw
K
profiles,
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Figure 4.4: Comparison of katabatically calculated turbulent vertical momentum flux (uw
K
) with
sonic eddy correlation measurements (uw
S
) for the two sites A1 (left) and U3 (right). Sonic anemome-
ters were situated at 2.25 (A1) and 3 m (U3). The 1:1 line is indicated (dash line), as is the line of best
fit (solid line). Correlation coefficient R = 0.87 for A1 with a slope of 0.73. No line of best fit is shown
for U3.
the surface values for uw
K
will now be compared with those derived using the bulk
method (uw
B
). Though the wind and temperature profiles do not fit the standard
log-linear form it is expected that close to the surface, where changes in fluxes are
less than 10%, this form will become valid. The surface value of uw
o
can be cal-
culated using the bulk equations and by assuming a surface roughness length. In
Section 4.6 surface roughness lengths are determined with both standard log-linear
profile-fitting techniques and katabatic profile fits. These values are used here to
compare katabatically determined values for uw
o
with bulk method determinations.
The results for the bulk method are shown in Figure 4.5 in which a height of
0.5 m and a fixed value of z
o
= 1.6 mm for A1 is used. For U3 a measurement height
of 1 m with z
o
= 1.4 mm is used. The correlation is clearly much better than the sonic
anemometer results in Figure 4.4 with R  0.9 in both cases.
This result is an interesting one, contradicting the poor correlation observed with
the sonic anemometers, and indicates that the katabatically derived fluxes do indeed
give good estimates of the surface momentum flux. The assumptions used to derive
the momentum flux would thus appear to be valid. The derivation of uw
K
is depen-
dent only on the observed temperature profile and on the height of the wind speed
maximum so there is no ‘hidden’ correlation between these two values. It is not clear,
except for the possible errors in determining the height of the wind maximum, why
the correlation with sonic data is so poor.
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Figure 4.5: Comparison of katabatically calculated surface turbulent vertical momentum flux (uw
K
)
with bulk method calculations (uw
B
) for the two sites A1 (left) and U3 (right). The 1:1 line is indicated
(dash line), as is the line of best fit (solid line). Correlation coefficient R = 0.89 for A1 with a slope of
0.84, and for U3 R = 0.91 with a slope of 0.97.
4.6 Determination of the surface roughness length for
momentum
The surface roughness length for momentum is defined as the height at which U = 0
when integrating the flux-profile relationship, Equation 4.4. Usually, z
o
is deter-
mined under near-neutral conditions by assuming u

to be constant and fitting the
wind and temperature profiles with a log-linear fit, Equation 4.8. We also apply this
method (Figure 4.8) but fits of this type can only be made during high wind peri-
ods when stability corrections are small and the katabatic wind maximum, if it is
present, is much higher. These periods are also infrequent, so we wish to determine
z
o
by making use of the katabatically derived uw profiles.
The simplest method to estimate z
o
would be to apply the bulk method to the
lowest level using the katabatically derived value for u

in Equation 4.8 and to ne-
glect stability corrections, assuming them to be small close to the surface. However,
a more accurate method would be to fit the profile data that are available, which in-
clude the katabatically derived profile data for uw. From the wind and uw profiles,
the flux-profile relationship in the region below the wind speed maximum can be
determined using Equation 4.4. Integration of this function, if it is represented by
suitable functions, would allow the determination of z
o
by profile fitting techniques.
To carry out this integration analytical formulas for 
m
and u

as a function of some
dimensionless height are required that can be fitted to the data. The most obvious
vertical scaling length is the height of the wind maximum H, because it is the one
well defined length scale available to us that is characteristic of katabatic flows. The
scaled height can thus be written as  = z=H.
These functions are intended solely as a means for fitting the measured wind
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Figure 4.6: Normalized uw
K
profile as a function of the dimensionless height  = z=H where H is
the height of the wind maximum at site A1 (left) and site U3 (right). Also shown is the analytical fit
(solid line) defined in the text (Equation 4.10).
profiles to determine z
o
. It is not implied that they have a universal character, though
the two sites do show very similar characteristics. In this regard, the functions will
be kept as simple as possible, provided they can represent the measured profiles.
4.6.1 Normalized function for u

()
The shape of u

() can be ascertained from the katabatically derived uw
K
profiles,
normalized by the surface value. The normalized function uw() is shown for both
sites in Figure 4.6. A function that fits these curves quite well and is suitable for
analytical integration is given by
uw()
uw
o
=
1  
(1 + 
2
)
2
(4.10)
The constant 
2
is found to be 0.28 for A1 and 0.22 for U3. The fits are not very
sensitive to this parameter, so a single value of 
2
= 0:25 will be taken to be valid
always.
4.6.2 The flux-profile relationship 
m
()
Having made this choice for uw we need now to define 
m
(). Given both profile
wind data and derived uw
K
data, 
m
can be determined directly. In Figure 4.7 
m
is plotted as a function of the dimensionless height . The data have been separated
into two parts representing Ri
g
< 1 and Ri
g
> 1 where Ri
g
is the local gradient
Richardson number. This separation is done to delineate between the less accurate
values of 
m
(Ri
g
= 1 is equivalent to U < 0:2 ms 1 in most cases) and the more
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accurate ones. Gradients are determined directly from the data using finite differ-
ences.
In Figure 4.7 
m
! 1 as  ! 0. This is the expected result because far from
the wind maximum and close to the surface where stability corrections are small
the wind profile should approach a simple logarithmic form. As  ! 1 we find

m
! 0. This result is the necessary consequence of nonzero turbulent diffusion at
the wind maximum where production from shear is zero. It is known from eddy
correlation measurements and from model studies (Denby, 1999) that the turbulent
kinetic energy is nonzero at the height of the wind maximum. If this is the case then
the turbulent diffusion coefficient, K
m
=  uw(@U=@)
 1 should also be nonzero. If
one substitutes the definition for 
m
(Equation 4.4) and the analytical function for
uw (Equation 4.10) into this definition then 
m
! (1  )
1=2 as ! 1.
Figure 4.7 shows that a simple linear relationship may be appropriate for values
of  < 0:5. Thus 
m
must be written in a form that is linear as  ! 0 and that
approaches (1   )1=2 as  ! 1. Though several fits are tried, the eventual fitting
procedure applied in the following section is fairly insensitive to their exact form,
and so a simple combination of linear and ! 1 limit is used as given below.

m
() = (1 + 
1
)(1  )
1=2 (4.11)
The best fit to all the data with Ri
g
< 1 using this equation is also shown in Fig-
ure 4.7, giving values of 
1
(A1) = 4.4 and 
1
(U3) = 4.2. These values are quite close
to those derived by Munro and Davies (1978) who applied more standard profile
fitting techniques to their set of katabatic wind profiles. By replacing L with H as a
length scale in the linear flux-profile relationships they determined an average value
for 
1
= 4.5 when  < 0:25. Above this height, the linear flux-profile relationship
ceased to hold.
The derived shape of the flux-profile relationship as a function of  is due to
both buoyancy effects and turbulent transport. For lower values of , buoyancy
retards the production of turbulence and reduces the dissipative length scale, leading
to the initial increase of 
m
with height. Turbulent transport, on the other hand,
which dominates the turbulent kinetic energy budget in the region close to the wind
maximum, leads to the observed decrease in 
m
as production by shear starts to play
a far less important role in determining this budget (Denby, 1999).
Because of the large scatter in 
m
and its possible dependence on other variables,
the constant 
1
will be used as a fitting parameter.
4.6.3 Analytical function for U()
Inserting the equations for u

() and 
m
() (Equations 4.10 and 4.11) into the flux-
profile relationship (Equation 4.4) gives the following formula:
@U
@

u
o
=
(1  )

(1 + 
1
)
(1 + 
2
)
(4.12)
Integrating this relationship from 
o
= z
o
=H to  gives :
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Figure 4.7: Flux-profile relationship 
m
() as a function of the dimensionless height  = z=H where
H is the height of the wind maximum at site A1 (left) and site U3 (right). Dark dots indicate Ri
g
< 1
and grey crosses are Ri
g
> 1. Also shown is the analytical fit defined in the text (Equation 4.11) to the
Ri
g
< 1 data.
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In the limit as H !1 this function approaches the simple neutral logarithmic wind
profile.
4.6.4 The surface roughness length for momentum
By least squares fitting the wind profile with Equation 4.13 up to the height of the
wind maximum, and using the katabatically determined value for u
o
the two un-
known parameters z
o
and 
1
can be determined. Of the already selected katabatic
cases 90% of these could be fitted with this equation to a sufficiently high accuracy
(R > 0.99).
In Figure 4.8 the resulting katabatically and log-linear profile derived roughness
lengths for A1 and U3 are plotted as a function of time to see whether the roughness
length has varied during the measurement period as a result of differential melting
of the surface. Both sites show no noticeable change in roughness length during the
observational period, which is the expected result, because visually there was little
change at these sites during the melt season.
As can be seen, the profile-derived roughness length estimates do not fall simul-
taneously with the katabatic estimates because they are mutually exclusive. How-
ever, both methods give very similar results. The average roughness length at A1
determined using the katabatic method over the entire period is found to be 1.6 mm,
with a range of 1.0 to 2.8 mm, taken from the standard deviation. The profile method
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Figure 4.8: Surface roughness length for momentum as function of time for the two sites A1 (top)
and U3 (bottom). Katabatically derived roughness lengths are given by grey dots and log-linear fitted
values are indicated by black crosses.
gives an average z
o
= 1.8 mm with roughly the same range but far fewer data points.
A similar result is obtained at U3, where z
o
= 1.4 mm, ranging once more from 1.0 to
2.2 mm. In this case the average profile derived roughness length is slightly lower,
z
o
= 1.0 mm, with a slightly larger standard deviation.
It is interesting to note that over 50% (1350 in total) of all the collected profile data
during the measurement campaign on the Pasterze glacier can be used to determine
the roughness length of the ice surface at A1 when using the katabatic method. In
contrast to this, just 38 samples, or 1.5% of the total observations, are deemed to
be suitable for use with the profile method. On Breidamerkurjo¨kull, 38% (2064 in
total) of all half-hourly means are used to determine z
o
using the katabatic method
as opposed to the profile method that made use of just 6%. That both profile and
katabatic methods arrive at almost the same roughness lengths adds strength to the
argument that uw
K
is well determined by the integration of the temperature deficit.
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4.7 Discussion
In the previous sections, turbulent fluxes are derived using the katabatic profile
method, which assumes a dynamic balance between katabatic forcing and vertical
flux divergence in the momentum budget for the region beneath the wind maxi-
mum of a katabatic flow. The derived flux values are then compared with other
measurements and methods, namely, direct eddy correlation measurements from
sonics anemometers and with bulk method calculations given assumed roughness
lengths. The katabatically derived roughness lengths are also compared with rough-
ness lengths derived using the profile method, which could be applied only when
the katabatic method could not.
The results of these comparisons are not always consistent. At site A1 there is
reasonable agreement between katabatic and sonic values for uw, yet at site U3 the
correlation is very poor. However when these katabatically derived fluxes are com-
pared with bulk method calculations, using profile and katabatically determined
roughness lengths, the correlation is very good.
A comparison of katabatic and profile derived surface roughness lengths indi-
cates that the katabatic method is at least as good as the profile method in determin-
ing roughness lengths for momentum. The katabatic method has the added advan-
tage that it can be applied far more frequently than the profile method because of the
dominance of katabatic forcing.
It is worthwhile to discuss some of the errors and uncertainties in regard to the
derivation of the quantities mentioned above. In Table 4.2 possible sources of these
uncertainties and their influence on the katabatically derived fluxes and roughness
lengths are listed for typical katabatic conditions.
That sonic derived fluxes in general compare poorly with katabatically derived
fluxes may have several causes. First, the katabatic method may not be applica-
ble, either because of its method of derivation or because the momentum budget is
strongly influenced by other, perhaps local, terms. The fact that bulk method calcu-
lations agree well with the katabatically derived values tends to discount this idea.
Second, it may be that the local influence of topography in terms of slope or fetch
is significant enough to create the differences observed between the two masts situ-
ated just 30 m apart. Comparison of the mean sonic and profile mast wind speeds
and temperatures under katabatic conditions does not indicate any significant dif-
ferences between the two instruments, though simultaneous profile measurements
at both positions would be necessary to check this possibility properly. The third
possibility is that errors made in determining the height of the wind maximum at
U3 (1 m), which are significantly larger than those at A1 (0.5 m), make estimates
of the the zero point for uw sufficiently inaccurate to render the comparison with the
sonic measurements meaningless. This possibility is quite important given that the
wind maximum often lies in the 4 - 6 m range. A 1 m error in determining the height
of the wind maximum at 5 m would lead to relative errors in uw of between +30%
and -50% at the 3 m sonic height. The relative error is smaller, approximately 20%,
at the surface. The fourth possibility is that sonic derived fluxes are unreliable under
conditions of katabatic flow, in which eddies tend to be small and the influence of
gravity waves may be large.
Though the results of this study are not always consistent with eddy correla-
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tion measurements, they are consistent with other profile and bulk methods that
use mean values to calculate turbulent fluxes and roughness lengths. For a more
thorough test of the methods used here, higher resolution profile masts, including
a number of well calibrated sonic anemometers within close proximity, would be
necessary to help to establish the relationships properly. Application of this method
during the winter period, which is also dominated by katabatic forcing, would help
to improve roughness estimates over snow surfaces.
Table 4.2: Possible sources of errors and uncertainties in the derivation of turbulent fluxes and rough-
ness lengths when using the katabatic method.
Source of error or uncertainty X (unit) uw
o
ln(z
o
) H
(m2s 2) (m) (m)
Typical values -0.05 -6.5 5
Instrumental error temperature 0.2 oC 4% 2% -
Instrumental error wind speed 0.2 ms 1 10% 5% 10%
Inaccuracy in maximum wind height 1.0 m 20% 10% 20%
Inaccuracy in ambient temperature 1 oC 20% 10% -
Inaccuracy in slope  15% 15% 7% -
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5Observed Roughness Lengths for Momentum
and Temperature on a Melting Glacier Surface
The roughness lengths for momentum and temperature are calculated on
a melting glacier surface. Data from a five level 9 m meteorological mast
positioned near the edge of Breidamerkurjo¨kull, an outlet glacier of the
Vatnajo¨kull ice cap in Iceland, are used for the calculations. The surface
roughness length for momentum is determined to be  1.0 mm, similar to
other estimates made on flat melting ice surfaces. The surface roughness
length for temperature is found to be in good agreement with previously
proposed surface renewal theories for the observed roughness Reynolds
number range of 20 < Re

< 70.
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5.1 Introduction
The surface roughness lengths for momentum, temperature and water vapour are
essential parameters for calculating and modelling turbulent heat fluxes on ice and
snow surfaces. When bulk methods are used to calculate turbulent heat fluxes in
energy balance models, e.g. Greuell and Konzelmann (1994), reliable estimates for
these roughness lengths are needed. Almost all meteorological models include sur-
face roughness lengths as an essential boundary condition for determining both the
turbulent fluxes and the lowest level values for wind, temperature and water vapour.
Many publications have been made concerning roughness length calculations for
momentum but there are still very few published data available for scalar roughness
lengths.
Surface renewal theories can be used to calculate scalar roughness lengths over
non-vegetated surfaces. The scalar roughness lengths of ice and non-drifting snow
surfaces are often calculated using the formulations from Brutsaert (1975b) or An-
dreas (1987), both of which give very similar results. There is little verification in
the literature for these relationships in spite of their importance in calculating turbu-
lent heat fluxes, particularly for higher roughness Reynolds numbers (Re

> 10), on
which scalar roughness lengths are dependent. Previous work by Joffre (1982) over
sea ice and King (1994) over the Brunt ice shelf in Antarctica do not show a convinc-
ing correlation between surface renewal theories and observations. Measurements
from Munro (1989) and Smeets et al. (1998), over melting glaciers, and Kondo and Ya-
mazawa (1986) over a snow covered field do indicate that surface renewal methods
give at least correct estimates for temperature roughness lengths inspite of a large
scatter and a limited roughness Reynolds number range.
In 1996 a glacio-meteorological experiment was conducted on the Vatnajo¨kull ice
cap. One of the masts positioned on the ice cap was operated by Utrecht University
where profile data was collected for a 100 day summer period. The data is analyzed
in this paper in order to determine the surface roughness lengths for momentum and
temperature. In a previous paper (van der Avoird and Duynkerke, 1999) estimates
of surface roughness lengths for both momentum and temperature were hampered
by the presence of the katabatic wind speed maximum. Since then further investi-
gations (Denby and Greuell, 2000) have shown that the presence of the wind speed
maximum, within or close to the profile measurement heights, will give poor results
when using profile techniques. With this new knowledge the data is re-analyzed and
the roughness lengths once more determined.
Inspite of the almost continual presence of the katabatic wind speed maximum,
which inhibits the use of profile methods for determining roughness lengths, more
than 300 half-hourly average profile measurements are analyzed, after appropriate
selection, to calculate the roughness lengths for momentum and temperature. Re-
sults agree quite well with the previously mentioned surface renewal theories.
5.2 Observations
Observational data was obtained during the Vatnajo¨kull glacio-meteorological ex-
periment in the summer of 1996 (Oerlemans et al., 1999). During the period from
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Figure 5.1: Average down slope wind speed U (left) and temperature T (right) profiles at site U3.
These are average profiles over the entire observational period selected on the basis of the presence of
the wind speed maximum. “kat” indicates average profiles where the wind speed maximum is present
(2638 half-hourly average samples), “non-kat” when it is not (1390 samples). The vertical scale is
shown logarithmically.
22 May to 31 August 1996 sixteen weather stations were placed close to or on the
Vatnajo¨kull ice cap. Along Breidamerkurjo¨kull, an outlet glacier on the south east
side of Vatnajo¨kull, four profile masts were deployed. In this paper data from the
site known as U3 is used which was situated just 0.75 km from the ice edge at an
elevation of 165 m a.s.l. and with a surface slope of  5o. This mast consisted of five
measurement heights at 1, 2, 3, 5 and 9 m at which temperature, wind speed and
humidity were measured. For a detailed description of this mast one is referred to
van der Avoird and Duynkerke (1999).
In total 5000 half-hourly averages were recorded at U3. During this period the
katabatic, or glacier wind, was quite dominant. Of all the measured profiles, 60%
show the presence of the katabatic wind speed maximum below the maximum pro-
file height of 9 m and 80% of all observed winds were found to be directed within
30 o of the downslope glacier fall line. In Figure 5.1 the average wind and tempera-
ture profiles for both katabatic and non-katabatic cases over the entire observational
period are shown. In this figure katabatic and non-katabatic periods are separated
on the basis of the presence or absence of a downslope wind speed maximum below
9 m. Clearly visible, in the katabatic case, is the wind speed maximum at a height of
around 4 m and the strong temperature inversion associated with the katabatic flow.
It should be noted that the above separation into katabatic and non-katabatic cases
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is arbitrarily determined by the height of the profile mast since wind speed maxima
will also occur above 9 m.
Non-katabatic periods are often connected with downslope wind storms which
occur when synoptic conditions lead to northerly flows over the ice cap and down
the southern slope. During these events wind speeds are quite high, resulting in
damage to masts and instruments on two occasions. The periods with synoptically
forced down slope winds are appropriate for calculating surface fluxes and rough-
ness lengths from profile data since the wind speed maximum, if it exists, is much
higher than the profile mast itself.
During almost the entire observational period the surface ice was observed to be
melting. The micro-structure of the surface consisted chiefly of ice crystals 1 cm in
height. On a larger horizontal scale, of around 10 m, the surface undulated slightly,
of the order of decimeters, and was crossed regularly by melt grooves. The fetch at
U3 was quite homogeneous for several kilometers in the up glacier direction which
is the dominant wind direction due to the katabatic forcing.
5.3 Application of the profile method
Descriptions of Monin-Obukhov (M-O) similarity theory and the derived log-linear
equations for wind and temperature under stable conditions can be found in many
texts, e.g. Garratt (1992), and are reiterated below
U (z)
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
= ln

z
z
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+ 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z
L
(5.1)
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In the above equations Pr is the turbulent Prandtl number (assumed to be equal to
unity in this paper),  the von Karman constant (0.4), u

the surface layer velocity
scale, 

the surface layer temperature scale, z
o
the surface roughness length for mo-
mentum, z
h
the surface roughness length for temperature, z the height above the
surface and L = u
2

(g=
o
)

is the M-O length scale. The constants 
m
and 
h
are de-
termined empirically and vary to some extent in the literature. In this paper values
of 5 for both 
m
and 
h
are used. The above log-linear form is assumed to be appli-
cable in a horizontally homogeneous stable surface layer where the turbulent fluxes,
u

and 

, are constant with height.
The surface roughness length for momentum is determined mainly by roughness
element shape and distribution since momentum is most efficiently transferred to
the surface through pressure fluctuation gradients across roughness elements, the so
called ‘form drag’. Scalar roughness lengths, on the other hand, will differ greatly
from that of momentum since these roughness lengths are dependent on viscous
scales related to molecular diffusion processes. According to the surface renewal
theories described in Brutsaert (1975b) and Andreas (1987) the surface roughness
lengths of scalars, such as temperature and water vapour, can be expressed as a
function of roughness Reynolds number, Re

= u

z
o
= where  is the viscosity of air
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(1.3510 5 m2s 1). The relationship between z
o
and z
h
, as determined by Andreas
(1987), differs only slightly from that of Brutsaert (1975b) and is shown below.
ln

z
h
z
o

= 0:317  0:565 ln(Re

)  0:183 ln(Re

)
2 (5.3)
By least squares fitting profile measurements with Equations 5.1 and 5.2 the tur-
bulent velocity and temperature scales, u

and 

, as well as the roughness lengths z
o
and z
h
can be determined, assuming the surface temperature is known. One of the
problems often encountered when trying to determine surface roughness lengths for
temperature is that the surface temperature is not well determined. This is possibly
the only advantage of measuring on a melting ice surface since the surface tempera-
ture over a large region is known to be at a constant 0 oC.
When making least squares fits, selection criteria are needed to guarantee appro-
priate conditions and goodness of fit. As discussed in Denby and Greuell (2000), the
katabatic profiles, shown in Figure 5.1, do not fit the log-linear form since turbulent
fluxes are not constant in the lowest few meters. It was also pointed out in that paper
that profile fits of any worth can only be made at heights < 30% of the wind speed
maximum height. As a result, the first selection criteria is that the wind speed max-
imum be positioned above the highest profile mast level. This selection reduces the
number of usable half-hourly average profiles to 40% of the total observed. How-
ever, it is not clear how far above the profile mast the wind speed maximum actually
is and so to ensure that the profile measurements are carried out low enough only
the lowest three levels, up to 3 m, are used for the fitting procedure. Profiles are also
selected for fetch, so that only observations made when the wind direction is within
 45 o of the glacier fall line are used. This reduces the number of usable profiles to
31% of the total.
Both wind and temperature profiles are fitted simultaneously and iteratively in
order to calculate the M-O length scale in the stability correction factor. Only least
square fits of these profiles, where both the wind and temperature coefficients of
correlation (Press et al., 1992) is greater than 0.995 are used. Around 40% of the
usable profile results are discarded on the basis of this criterion leaving 17% of the
total number of measured profiles.
Lastly the resulting roughness lengths are selected on the basis of a stability crite-
rion. To reduce possible errors introduced by the stability correction factor in Equa-
tions 5.1 and 5.2 only fits where z=L < 0:1 are used, using z = 3 m. The final number
of half-hourly average profiles used to determine the surface roughness lengths is
340, or 6%, of all measurements made.
5.4 Results
By applying the selection criterion and the fitting procedure described in Section 5.3
the roughness lengths for momentum and temperature are determined. The rough-
ness length for momentum is shown in Figure 5.2 as a function of roughness
Reynolds number. The roughness length for momentum is not expected to show
any dependence on Reynolds number, being independent of viscous scaling laws,
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and does not indicate any discernable dependence. On a melting ice surface z
o
may
vary with time due to differential melt of the surface and changing ice crystal struc-
ture. However, in this case the data show that there is very little temporal variation
with time for this particular site. An average value of z
o
= 1.0 0.4 mm is determined
for the roughness length of momentum, the range being taken from the standard de-
viation. Also included in Figure 5.2 are the results from Smeets et al. (1998), who uses
a similar method to the one described above to determine roughness lengths on the
melting Pasterze glacier, which had similar surface conditions.
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Figure 5.2: Surface roughness length for momentum (z
o
) as function of roughness Reynolds number
(Re

) calculated using the profile method described in the text. Also included is the data from Smeets
et al. (1998).
The ratio of z
h
=z
o
is shown in Figure 5.3 along with the results from Smeets et al.
(1998) for the Pasterze glacier and the formulation from Andreas (1987), Equation 5.3.
For Re

> 30 there is good agreement between both sets of data and Equation 5.3.
For Re

< 30 the Vatnajo¨kull data shows slightly higher values for z
h
=z
o
than Equa-
tion 5.3.
When the wind speed maximum is present estimated surface roughness lengths
for temperature will tend to be higher. For example, when a logarithmic fit is made to
the lowest three levels of the katabatic temperature curve in Figure 5.1 the increased
stratification, which is present during strong katabatic periods, will tend to lead to
an overestimation of z
h
. This effect can be seen in Figure 5.3 for Re

< 30 since
lower roughness Reynolds numbers are associated with lower wind speeds and thus
decreased wind speed maximum heights.
Error analysis of the equations used to determine z
o
and z
h
show that assumed
instrumental errors in the anemometer readings of 0.2 ms 1 and of  0.2 oC in the
thermistors would account for approximately half the scatter seen in Figures 5.2 and
5.3. Other effects, such as non-stationarity of the half-hourly mean wind and tem-
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Figure 5.3: The ratio of surface roughness length for temperature and momentum (z
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of roughness Reynolds number (Re
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) calculated using the profile method described in the text. Also
included is the data from Smeets et al. (1998) and the formulation from Andreas, Equation 5.3.
perature profiles and statistical sampling errors will also contribute to the observed
scatter.
Inspite of this, the measurements presented here validate the surface renewal
theories currently being used to calculate the temperature roughness length of a rel-
atively flat melting ice surface.
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6Simulating the Greenland Atmospheric
Boundary Layer: Model Description and
Validation
A three-dimensional atmospheric boundary-layer model of the Greenland
ice sheet, with a maximum horizontal resolution of 10 km is described, ver-
ified by observations and tested for its sensitivity to a number of model
parameters. The model is developed to improve calculations of the ice sheet
energy balance, particularly the turbulent heat flux, during the ablation sea-
son. A case study is carried out where the model is forced by ECMWF re-
analysis data for a 20 day period in the summer of 1991 and compared to
observations made during the Greenland Ice Margin Experiment. The sim-
ulation agrees quite well with observations made during this period on both
tundra and ice sheet. Sensitivity runs are also carried out with the model to
test the dependence of the turbulent heat flux on various dynamic, numeric
and prescribed surface parameters. Though surface albedo is an important
factor in the total surface energy balance of the ice sheet, it does not strongly
affect the turbulent heat flux during the ablation season. The most impor-
tant surface parameter is shown to be the roughness length for temperature.
It is also found that increasing the horizontal resolution of the model from
20 to 10 km does not significantly improve estimates of the turbulent heat
fluxes.
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6.1 Introduction
The surface mass balance of ice sheets and glaciers, excluding calving, is determined
by accumulation and ablation. On the Greenland ice sheet it is estimated that half
of all mass loss is via calving at the ice-sea interface, the other half is the result of
ablation via surface melt. Changes in climatic conditions will lead to a shift in the
mass balance of these ice masses with a resulting change in ice flow. In order to
quantify the mass balance of the Greenland ice sheet it is necessary to determine
these ablation rates and their sensitivity to climatic variations.
The ablation rate is directly determined by the surface energy balance (SEB)
which consists of short- and longwave radiation fluxes as well as sensible and latent
turbulent heat fluxes. The most important component of the SEB during summer is
the absorbed shortwave radiation. This is dependent chiefly on surface albedo and
secondly on cloud type and distribution. However, changes in atmospheric condi-
tions, such as temperature and circulation patterns, have a more important influence
on the three other components of the SEB. Atmospheric temperature, humidity and
wind speed are determinant for the turbulent heat fluxes at the surface. Likewise
atmospheric temperature, humidity and cloud cover are important for determining
the incoming longwave radiation.
Currently the ablation components of mass balance models vary in their sophis-
tication ranging from simple degree day models to complete energy balance models
driven by observed wind, temperature and radiation fluxes (Greuell and Konzel-
mann, 1994). Energy balance models represent as completely as possible the physics
behind ablation and are thus more appropriate for extrapolation into unknown cli-
mate scenarios than degree day models which are empirically based on present day
observations. Even so, energy balance models are often based on simplified assump-
tions. In particular, and the subject of this study, the turbulent sensible and latent
heat fluxes are often prescribed as a linear function of atmospheric temperature at
some predefined height, usually 2 m. This simplification excludes variations in wind
even though turbulent exchange varies directly with wind speed. Climatic changes
in free atmospheric temperatures are also often assumed to be equivalent to changes
in 2 m temperatures (van de Wal, 1994). Above a melting ice surface this is not the
case since the 2 m temperature is strongly influenced by the surface temperature,
which remains constant during melt.
Incoming longwave radiation can be determined from parameterisations based
on single height values of temperature and water vapour, when available, as well as
cloud cover estimates (Konzelmann et al., 1994). These parameterisations are empir-
ically fitted to existing data which, above ice sheets, is still quite scarce. Near surface
conditions and boundary layer structure will vary spatially with the resulting varia-
tions in the empirically fitted constants.
The state of the free atmosphere is translated down to the surface through the
atmospheric boundary layer (ABL). Conditions within the ABL are the result of both
surface conditions, such as roughness and temperature, as well as free atmospheric
conditions. Determination of the turbulent flux and incoming longwave radiation at
the surface will require some physical description of the ABL itself.
The Greenland atmospheric boundary layer model (GABLM) is developed to im-
prove estimates of the surface energy flux, particularly the turbulent heat fluxes and
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longwave radiation fluxes, on the Greenland ice sheet. The model uses prescribed
boundary and initial conditions such as synoptic pressure gradients, temperature
and humidity fields, cloud cover and height, and various surface parameters in or-
der to force the ABL above the Greenland ice sheet. The atmospheric input fields
are taken from ECMWF analyses or re-analyses data. The aim is to take these fields
and to translate them directly into surface energy fluxes which can be used in mass
balance modelling.
Since ablation occurs in a narrow region near the ice margin, no more than 100 km
wide at its greatest extend, normal atmospheric models cannot resolve this region to
a sufficient degree of accuracy. As such, any mesoscale model used to simulate the
surface energy fluxes would require a resolution much higher than 100 km. ECMWF
re-analysis data, for instance, is available on a 1.125o roster, approximately 125 km,
and is not capable of resolving the ablation region of Greenland. The model devel-
oped here has a maximum horizontal resolution of 10 km which allows it to resolve
the ablation region to a sufficient level.
In this, and the following, chapter use is made of the GABLM to determine the
energy balance and near surface meteorological variables on the Greenland ice sheet.
In this chapter the GABLM is described, verified with observations and tested for its
sensitivity to many of the input parameters. Use is made of observations made dur-
ing the Greenland Ice Margin Experiment in the summer of 1991 (GIMEX-91). Dur-
ing this experiment several weather stations were positioned along a transect in the
ablation region of the west Greenland ice sheet near Kangerlussuaq, known as the
K-transect. After comparing model results with observations a series of sensitivity
tests are carried out in order to identify parameterisations and variables for which
the surface energy fluxes are most sensitive.
In Chapter 7 the model is run for the entire 1998 ablation season. Observational
data from six automatic weather stations on the ice sheet are available during this
period and use is made of these to verify the simulation. The surface energy balance
and ABL dynamics are discussed and a climate sensitivity run in carried out in order
to determine the sensitivity of the surface energy fluxes, particularly the turbulent
heat fluxes, to a change in free atmospheric temperature.
6.2 Model description
The GABLM is a 3-D hydrostatic atmospheric boundary layer model based on the
basic dynamic and thermo-dynamic equations. It incorporates a second-order clo-
sure turbulence scheme, a longwave emissivity scheme to determine longwave radi-
ation in the boundary layer and a subsurface temperature diffusion model. Surface
parameters and cloud cover are prescribed and the model is forced at the top and
lateral boundaries by ECMWF re-analysis data. The maximum horizontal resolution
used is 10 km.
6.2.1 Dynamics
The boundary layer model is based on the basic conservation laws as can be found in
many texts, e.g. Pielke (1984). The equations describing conservation of momentum
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are written in their scaled pressure form as follows:
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The velocity components in the above equation are separated into their turbu-
lent (lower case) and mean (upper case) values by way of Reynolds decomposition.
This equation can be simplified and transformed for use in mesoscale models over
inclined terrain. The total Exner function  and potential temperature  are split
into their synoptic (
o
, 
o
) and mesoscale, or perturbation, components (, ) and
the hydrostatic assumption for the synoptic components, i.e. 
o
@
o
@z
=  g where g
is gravitational acceleration, is also applied.
It is then useful to transform the co-ordinate system to a terrain-following sys-
tem. This is done by way of the transformation matrix as described in Anderson
et al. (1984), Gal-Chen and Somerville (1975) or Pielke (1984). The simplest and most
suitable co-ordinate transformation for the present model is that of equidistant or-
thogonal horizontal co-ordinates (x; y) and stretched terrain-following vertical coor-
dinates. Vertical stretching is logarithmic so that the grid spacing is smallest near
the surface where gradients of meteorological variables are largest. The model grid
is then transformed to follow the surface terrain. The resulting transformation met-
rics which transform the real Cartesian co-ordinate system (x
i
) to the equidistant
computational co-ordinate system (~x
i
) can be written as follows.
J
ij
=
@x
i
@~x
j
=
2
4
1 0 0
0 1 0
@z
@~x
@z
@~y
@z
@~z
3
5 (6.2)
where U
i
= J
ij
~
U
j
and @
@x
i
= J
ij
@
@~x
j
. The two transformation metrics are related to
each other by their inverse, i.e. J
ij
= J
ij
 1
With the grid transformation made here, only three terms in the transformation
metric need be determined, i.e. J
zz
which defines the vertical stretching of the grid,
and J
zx
and J
zy
which define the slope of the grid in the x and y directions. At
the surface these last two terms are equivalent to the surface slope. Application of
these metrics and the simplifications described above give the following two equa-
tions for the horizontal wind components (U , V ) where the tilde is dropped from the
horizontal components since these are unaltered by the co-ordinate transformation.
dU
dt
=  J
zz
@uw
@~z
 
o
@
@x
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g

o
+ f(V   V
g
) (6.3)
dV
dt
=  J
zz
@vw
@~z
 
o
@
@y
+ J
zy
g

o
  f(U   U
g
) (6.4)
where
d
dt
=
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@
@x
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@
@y
+
~
W
@
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(6.5)
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and where the geostrophic wind fields are given by
U
g
=  

o
f
@
o
@y
and V
g
=

o
f
@
o
@x
(6.6)
and f is the Coriolis parameter. In the above equations the flux divergence terms are
simplified by including only the vertical gradient terms since horizontal gradients
are generally much smaller.
The transformed vertical component of motion ~W is deduced from the continuity
equation
@
~
W
@~z
=  

@U
@x
+
@V
@y

(6.7)
and is assumed to be in hydrostatic equilibrium so that the scaled pressure pertur-
bation can be determined by integrating
J
zz
@
@~z
=
g

2
o
 (6.8)
with the assumption that  at the top of the model domain is equal to zero. The
hydrostatic assumption applied in this fashion on terrain following co-ordinates is
applicable only for slopes < 5o (Pielke, 1984).
Conservation of entropy, which leads to the prognostic equation for potential
temperature, is written as follows:
D
Dt
=  
@u
j

@x
j
 
1
c
p

@R
j
@x
j
(6.9)
where u
j
 is the turbulent temperature flux and R
j
is the net radiation flux, both
oriented in the j direction. As previously mentioned the total potential tempera-
ture  is split into a synoptic component 
o
(x; y; z) and a perturbation component
(x; y; z). By assuming vertical gradients to be much larger than horizontal gradi-
ents the transformed equations for potential temperature perturbation () and water
vapour (Q) become
d
dt
=  
d
o
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  J
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@w
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J
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c
p
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(6.10)
dQ
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=  J
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(6.11)
where
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=
@
o
@t
+ U
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o
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+ V
@
o
@y
+
~
W
@
o
@~z
(6.12)
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Since 
o
is prescribed in the model the time dependent term in Equation 6.12
is also prescribed. No attempt is made to include diabatic processes such as cloud
formation in this model.
6.2.2 Turbulence scheme
The turbulence scheme is based on previous work from Denby (1999) which de-
scribes the application of a complete second-order closure model for katabatic flows.
This scheme, based on earlier work from Hanjalic´ and Launder (1972) and Shir
(1973), involves the use of 11 turbulent prognostic equations. In Denby (1999) it was
shown that one could simplify the turbulence model down to a prognostic equation
for turbulent kinetic energy (E) and vertical velocity variation (ww) for the type of
atmospheric flow present on the Greenland ice sheet. This simplification allows the
turbulent fluxes to be described in terms of K-theory where the diffusion coefficient
K is diagnosed from the prognostic equations for E and ww. These equations are
listed in Appendix 6.A.
6.2.3 Surface layer
Monin-Obukhov theory is used at the bottom level of the model to describe the
boundary conditions for the mean variables and turbulent fluxes. The surface fluxes
are thus related to the stability parameter	 and the mean components of wind, tem-
perature and water vapour at the lowest model level z
1
in the following way
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In the above equations the subscript s denotes surface values,  is the von Kar-
man constant (0.4) and z
o
, z
h
and z
q
are the roughness lengths for momentum, tem-
perature and water vapour respectively. The stability parameters 	 are the inte-
grated form of the flux-profile relationships  and are listed in Garratt (1992) for both
stable and unstable conditions. The turbulent Prandtl number is given as P
r
= 0:92
as is used for near-neutral conditions in Denby (1999).
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6.2.4 Longwave radiation scheme
The incoming and outgoing longwave fluxes are calculated using the emissivity ap-
proximation from Garratt and Brost (1982) given by
L # (z) =
Z
1
z
T (z
0
)
4
@"(z
0
; z)
@z
0
dz
0
L " (z) =
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0
z
T (z
0
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0
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@z
0
dz
0
+ "
s
T
4
s
(1   "(z; z
s
)) (6.17)
where the Stefan-Boltzman constant = 5:6710 8 Wm 2K 4, T is the temperature
in Kelvin and the subscript s denotes surface values. The emissivity " is calculated
for water vapour using the scheme from Welch and Zdunkowski (1976) and for CO
2
using a scheme from Rodgers (1967). Liquid water is also included at levels where
clouds are specified and the emissivity is calculated as a fraction of cloud coverage.
The total emissivity " is thus written as:
(1  ") = (1  "
wv
)(1  "
CO
2
)(1  n "
lw
) (6.18)
where n is the fractional cloud cover. The net vertical radiation is calculated at any
height from
R
z
= L " (z)   L # (z): (6.19)
6.2.5 Shortwave parameterisation
The incoming short wave radiation at the surface is calculated in the following way
S
s
= S
o

cs

cl
(6.20)
where S
o
is the incoming short wave radiation at the top of the atmosphere using
the formulation found in Iqbal (1983). 
cs
and 
cl
are the clear and cloudy sky at-
tenuations which are calculated using the parameterisation from van de Wal (1994)
and Konzelmann et al. (1994), respectively, based on measurements made along the
K-transect during GIMEX. These are given as

cs
=
 
0:75 + 6:8 10
 5
h+ 7:1 10
 9
h
2
  
1  9:0 10
 4
Z

(6.21)

cl
= 1  0:78n
2
e
 0:00085h (6.22)
where h is the elevation in meters a.s.l., Z the zenith angle in degrees and n the cloud
cover (0-1).
6.2.6 Surface and subsurface parameters
In the model most surface parameters are prescribed and not diagnosed from the
model itself. The prescribed surface parameters are albedo, surface roughness
lengths, sea surface temperature, deep soil and ice temperatures and the subsur-
face parameters of density, specific heat and thermal conductivity. These parameters
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are in general coupled to a parameterised surface temperature field, Equation 6.23,
since there is a direct physical relationship between the state of the surface and tem-
perature. Use of this temperature field, which is adopted from Ohmura (1987), is
limited to the determination of these surface parameters and to the initialization of
the model surface temperature.
6.2.6.1 Initial surface temperature parameterisation
A surface climatological temperature field is used to determine the spatial distribu-
tion of several of the surface parameters and to initialize subsurface temperatures.
This is based on the parameterisation from Ohmura (1987) taken from surface obser-
vations made in the period 1953 to 1981. This temperature field uses measurements
made both on tundra and ice surfaces and is the same parameterisation used by van
de Wal (1994) to drive his energy balance model of the Greenland ice sheet. The daily
average surface temperature field, in oC, is described by
T (; z; day) = T
an
  T
amp
cos

2(day   3)
365

(6.23)
where the average annual temperature is given by
T
an
= 49:13  0:7576  0:007992h
and h is the elevation above sea level,  the latitude in degrees and day the Julian
day. The amplitude of the variation throughout the year is given by
T
amp
=  18:35 + 0:4314+ 0:00172h
6.2.6.2 Albedo
Surface albedo is a complicated function of mass balance, snow depth, accumula-
tion, time and temperature. Because of the short simulation period of the present
study (20 days), albedo must be specified and this is done on the basis of yearly and
daily temperature isotherms determined from the surface temperature parameteri-
sation, Equation 6.23. The parameterisation developed here is derived from satel-
lite observations along the K-transect and is coupled to the daily and yearly surface
temperatures for applicability to the whole of the ice sheet. In Chapter 7, albedo is
internally generated by the model, since the simulation period will cover the entire
ablation season, and is based on a two layer snow model. The internally generated
scheme will be described in that Chapter.
Figure 6.1a indicates schematically the parameterisation used for the ice sheet
surface albedo in this study. Three heights are prescribed which are associated with
three different isotherms. h
ice
indicates the height below which it is assumed ice
is always present with an albedo 
ice
and h
snow
indicates the height above which
it is assumed that fresh snow lies with the maximum albedo 
snow
= 0:85. Both
these heights are determined by the yearly average temperature isotherms of T
ice
=
 5:7
oC and T
snow
=  19:0
oC. The third level, h
slush
, is the variable slush line height
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Figure 6.1: a) Schematic representation of the albedo parameterisation used in the model. b) Compari-
son of 10 year average observed (circles with error bars equal to the standard deviation over the 10 year
period) height of the slush line at the K transect with the parameterisation used in the model. See text
for details.
as derived by Greuell and Knap (2000), indicating the height at which wet snow
changes to dry snow and a transition in albedo occurs.
The position of the slush line varies throughout the melt season. In order to
couple this height to Equation 6.23 10 years of satellite observations (1990-1999) are
evaluated and compared to Equation 6.23. It is found, as shown in Figure 6.1b, that
a reasonable fit to the observations can be made by choosing the height with a daily
average temperature of T
slush
=  0:8
oC and allowing this to lag behind the tem-
perature parameterisation by 7 days. The minimum height for h
slush
is set by the
yearly average isotherm of -9.7 oC, which is approximately 1000 m at the latitude of
the K-transect.
The albedo at heights h
slush
and h
ice
are also allowed to vary with time during
the melt season reflecting the aging and wetting of the snow and ice. 
slush
and

ice
decrease linearly as a function of time by a total of 0.1 from day 150 to day 240.
Outside this period the maximum values for ice and snow are assumed, i.e. 0.5 and
0.85. Having defined the three levels and three associated albedos, the albedo profile
is calculated as a linear function between them.
The isotherms chosen to represent the three different heights in the parameterisa-
tion are derived from albedo observations along the K-transect over a 10 year period.
In Figure 6.2, satellite derived and parameterised albedo profiles are compared. The
parameterisation gives a reasonable fit to the 1992 data but not in 1995 when a dark
zone has developed near the ice margin (Knap and Oerlemans, 1996). The sensitivity
of the model to albedo will be discussed later in Section 6.4.2.
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Figure 6.2: Comparison of model parameterised surface albedo with satellite derived albedos along the
K transect during the melt seasons of 1992 (a) and 1995 (b).
6.2.6.3 Roughness lengths
The aerodynamic surface roughness length of momentum (z
o
) is simply prescribed
in the model. Four different surface types are defined (water, tundra, ice and snow,
see Table 6.1) and z
o
is specified for each of these. On the ice sheet ln(z
o
) is interpo-
lated as a linear function of height going from the ice isotherm at level h
ice
with a
value of z
o
=50 mm to the snow isotherm at level h
snow
of z
o
= 1 mm.
The aerodynamic surface roughness length for water is derived from the equa-
tions given by Garratt (1977) for smooth and rough surfaces as below
z
o
= 0:11

u

for u

<

0:11g

c


1=3
z
o
=

c
g
u

for u

>

0:11g

c


1=3
(6.24)
where  is the viscosity of air, g gravitational acceleration, u

the friction velocity and
Charnocks constant is 
c
= 0:016.
The scalar surface roughness lengths for temperature and water vapour on ice
and snow surfaces are specified using the formulation from Andreas (1987) which is
based on surface renewal theory. In this formulation the temperature roughness
length is expressed as a function of roughness Reynolds number, Re

= u

z
o
=
where  is the viscosity of air. The roughness length for temperature (z
h
) is de-
termined by:
ln

z
h
z
o

= 0:317  0:565 ln(Re

)  0:183 ln(Re

)
2 (6.25)
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Though Andreas also gives a separate formulation for the water vapour rough-
ness length this differs only slightly from that of temperature and so these two
roughness lengths are assumed to be equivalent in the simulations.
The above formulation is slightly modified in the model according to Smeets and
Vugts (2000) who suggest that the most appropriate length scale for momentum in
Equation 6.25 is determined by the micro-scale crystal structure and not by the large-
scale ice hummocks. This would appear to be a more appropriate length scale for
the molecular diffusion processes associated with surface renewal theory. As such, a
constant z
oflat
= 1 mm is used to calculate z
h
on both ice and snow, representing the
micro-scale structure of the surface, throughout the model.
The scalar roughness lengths for tundra surfaces are determined from the rela-
tionship
ln

z
h;q
z
o

=  2 (6.26)
and above water by
ln

z
h;q
z
o

= 2:5Re
1=4

  2 (6.27)
Both these relationships are taken from Garratt (1992).
6.2.6.4 Subsurface model
The subsurface model is a simple 10 layer temperature diffusion model where
englacial and deep soil processes such as absorption of shortwave radiation, refreez-
ing and soil moisture content variations are ignored. Density, thermal diffusity and
heat capacity are taken as constant with depth and are specified according to the four
surface types given in Table 6.1. Ice and snow subsurface parameters are specified in
a similar fashion to the surface roughness lengths. That is, a linear function of height
bounded at the maximum height h
snow
by the snow parameters and at the minimum
height h
ice
by the ice parameters.
The deepest layer in the subsurface model is 5 m for all surface types and the
temperature at this level is held constant according to the yearly average value cal-
culated with Equation 6.23. The shallowest level is set at a depth of 5 mm and the
grid points are logarithmically stretched in between. The top boundary condition
is the net surface energy flux as calculated from the surface energy budget, Equa-
tion 6.29. The numerical scheme uses a fully implicit time step to solve the diffusion
equation. The equation solved is:
@T
ss
@t
=
@
@z
s


s
@T
ss
@z
s

(6.28)
where the subscript ss stands for subsurface and the thermal conductivity k
s
=

s

s
c
s
, where 
s
is the thermal diffusity, 
s
the density and c
s
the specific heat.
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The surface boundary condition is given by GFL =  k
s
@T
ss
(z
s
=0)
@z
s
, where GFL is
the net surface energy flux, and the bottom boundary condition as T
ss
(z
s
= z
bot
), i.e.
the annual average temperature according to Equation 6.23.
The surface specific humidity of ice, snow and water is set to the saturated value
based on surface temperature and the Clausius-Clapeyron equation. For tundra sur-
faces a surface relative humidity of 50% is assumed.
Table 6.1: Surface parameters for the 4 different surface types specified in the model.
Parameter water tundra ice snow
Roughness length z
o
(mm) Eq. 6.24 20 50 1
Albedo  (0 - 1) 0.1 0.25 0.5-0.4 0.85-0.75
Density  (kg m 3) 1000 1600 910 200
Thermal conductivity k
s
(Wm 1K 1) 1 0.3 2.0 0.2
Specific heat c
s
(Jkg 1K 1) 4186 800 2100 2100
6.2.7 The energy balance model
The surface energy flux is calculated directly from the model according to
GFL=NSW+NLW+HFL+EFL (6.29)
and is defined as positive downwards. Each term is described below.
NSW = S
s
(1   ): The net shortwave radiation where S
s
is the surface global
radiation calculated from Equation 6.20.
NLW = L #
s
 L "
s
: The net longwave radiation at the surface where both the
upward and downward longwave radiation fluxes are calculated using the emissiv-
ity scheme described in Section 6.2.4.
HFL =  
a
c
p
w: The sensible heat flux calculated from the turbulent vertical
temperature flux where 
a
is the density of air and c
p
=1006 Jkg 1K 1.
EFL =  
a
L
e
wq: The latent heat flux calculated from the turbulent vertical water
vapour flux where L
e
=2.5106 Jkg 1 is the latent heat of vapourisation of water.
GFL: The total net energy flux which is used as the upper boundary condition
for the subsurface model, Section 6.2.6.4.
6.2.8 Synoptic pressure and wind field
The synoptic wind field, U
g
(x; y) and V
g
(x; y), is prescribed from ECMWF re-analysis
data which is available with a horizontal resolution of roughly 125 km. The 700 hPa
geo-potential pressure level is used to determine the synoptic pressure gradient, and
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from this geostrophic winds. This pressure level has an approximate elevation of
3000 m a.s.l. and as such intersects the surface where the ice sheet rises above this
elevation. Though errors are expected when the ECMWF pressure level is extrap-
olated below the surface in this region, the 700 hPa level has been chosen because
it is representative of the geostrophic flow above the ABL in the ablation zone, the
region of most interest in this study. The synoptic pressure field is assumed to be
barotropic and so geostrophic winds are constant with height. It is updated every 6
hours and linearly interpolated between these periods. The velocity field at the top
of the model is set to the geostrophic values.
6.2.9 Synoptic temperature and humidity fields
The synoptic, or ambient, temperature field 
o
(x; y; z) is also specified using
ECMWF re-analysis data. As with the synoptic wind fields, 
o
is updated and
linearly interpolated every 6 hours. The 
o
field is determined by linearly fitting
the vertical temperature profiles from the re-analysis data at every second model
level from 27 to 19, which corresponds to elevations of 900 to 4000 m a.s.l. respec-
tively when the surface elevation is at sea level. In this way a surface reference value

o ref
(x; y) and a lapse rate 
o ref
(x; y) is determined for each grid point.
Specific humidity is similarly specified from ECMWF re-analysis data using the
average relative humidity field from the three levels 27, 25 and 23. Specific humidity
is determined by taking the relative humidity field to be constant with height. Rel-
ative humidity is updated during the simulation at the top and lateral boundaries
only.
6.2.10 Cloud cover
The total cloud cover is taken from ECMWF re-analysis data and inserted at a con-
stant height of approximately 3500 m a.s.l.. Cloud cover is used for the attenuation
of shortwave radiation (Equation 6.22) and for the longwave radiation scheme (Sec-
tion 6.2.4). The liquid water content of the clouds is calculated from Albrecht et al.
(1990) and the cloud depth is taken to be 500 m in order to determine the liquid water
emissivity "
lw
at cloud height. "
lw
, calculated in this fashion, is very close to unity
and so the insertion of clouds is effectively the same as the placement of a black body
at the height of the cloud base.
6.2.11 Sea surface temperature
The sea surface temperature is held constant throughout the model runs and is spec-
ified as the monthly mean ECMWF re-analyses skin temperature in all areas not
associated with the Greenland topography.
6.2.12 Topography
The Greenland topography and land/ice/sea mask is taken from the EKHOLM 0.02o
data set (Ekholm, 1996). This data set is converted to an equidistant 5 km grid us-
ing a general stereographic projection centered at 72 oN, 42 oW. When using model
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resolutions larger than 5 km grid points are simply stepped over, no interpolation of
data points is employed. Smoothing of the data is carried out over the rough tundra
region.
Topographical features not associated with Greenland are not represented in the
model. This means that Ellesmere Island, to the North-west of Greenland, is not
represented topographically. However the monthly mean surface temperature of
this region is retained in the sea surface temperatures.
6.2.13 Numerics
The model grid is a terrain following vertically stretched grid, extending from the
surface up to an elevation of 5000 m a.s.l.. The lowest grid level at sea level is 2 m
but decreases slightly with elevation to 1.5 m on top of the ice sheet. In this study
vertical resolutions of both 10 and 20 levels, and horizontal resolutions of 10, 20 and
40 km are used. The 2020 km horizontal grid is shown in Figure 6.3 superimposed
on the surface topography.
The computational grid used in the model is an equidistant grid (~x; ~y; ~z). In or-
der to determine the transformation metrics necessary for converting to the actual
spatial co-ordinates, Section 6.2.1, this grid is first stretched logarithmically in the
vertical, with the lowest grid level at 2 m, and then transformed to a terrain follow-
ing co-ordinate system. The transformation metrics J
zz
, J
zx
and J
zy
are numerically
determined from the transformed grid itself. The various prognostic and diagnostic
fields are defined on a staggered grid as shown in Figure 6.4.
The lateral boundaries are all above sea. Wind and perturbation temperature
fields are solved at the boundaries as 2-D solutions, along the boundaries, to the top
boundary conditions. Specific humidity is determined at the top and side boundaries
using the synoptic temperature profile, 
o
, and the ECMWF relative humidity field.
The top boundary conditions are fixed perturbation temperature ( = 0), humidity
and wind which are set to their ECMWF analysis values as defined in Sections 6.2.8
and 6.2.9.
The numeric scheme is a simple forward in time scheme where the turbulent
diffusion equation is implicitly solved and advection is treated with a first-order
upwind scheme. A time step of 6 minutes is used for the 20 km grid and is reduced
or increased appropriately with grid size. Longwave radiation is calculated every
fifth time step.
A Laplacian filter is employed to introduce numerical diffusion into the numer-
ical solution to avoid instabilities. This is applied to all prognostic variables in the
horizontal direction. The simulated fields for wind, perturbation temperature and
specific humidity are relaxed into their ECMWF values at the top of the model do-
main using a relaxation scheme in the following form:
@
@t
=  C
r
(z)
  
o

r
(6.30)
where  is the parameter being relaxed, 
o
the ambient field it is relaxed to and 
r
is the relaxation time, which has a value of 4 hours. C
r
(z) is a height dependent
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Figure 6.3: The extent of the model domain used in the simulations. Grid positions are shown every
20 km. Shading indicates height above sea level in meters with contour intervals every 250 m.
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Figure 6.4: Staggered grid used in the GABLM showing the positions of the variables. (i,,X), (j,,Y)
and (k,Z) indicate the model co-ordinates for the grid position (i,j,k), the geographical position of lon-
gitude and latitude (,), and the grid distance (X,Y,Z). (U,V,W) are the three wind components,
(U
g
,V
g
) the geostrophic wind components, E the turbulent kinetic energy, ww the vertical velocity
variance, K
mhq
the turbulent diffusivity, R
up
and R
do
the longwave radiation components and SURF
indicates the position in the grid of the surface variables.  is the perturbation Exner function,  the
perturbation potential temperature,
o
the ambient potential temperature, Q the specific humidity and
K
E
the turbulent transport diffusivity.
function that increases from 0 at the surface to 1 at the top of the model domain and
is specified by:
C
r
(z) =
1
2
+
1
2
sin


2

2
z
z
d
  1

(6.31)
where z is the model height above the surface and z
d
is the depth of the model
domain.
Advection of the ambient temperature field 
o
, radiative divergence and the par-
tial time derivative of 
o
(Equation 6.12) are assumed to be accounted for in the
ECMWF model above the boundary layer. These terms are only calculated at grid
points within the boundary layer itself, defined as the height at which the turbulent
kinetic energy goes to zero.
6.3 Comparison with observations
In order to verify the models ability to simulate the ABL above the Greenland ice
sheet a case study is employed. Observational data on the ice sheet itself is quite
limited and so use is made of the GIMEX experiment from 1991 in West Greenland.
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During this experiment 7 weather stations, 3 on the tundra and 4 on the ice sheet,
were positioned along a transect up to 110 km East of Kangerlussuaq. This is referred
to as the K-transect and is situated at a latitude of approximately 67 oN, Figure 6.5.
See for example van den Broeke (1994) for more details concerning this experiment.
The positions of the stations are shown, along with the 5 km model topography, for
the K-transect in Figure 6.6. Other data available come from an automatic weather
station (AWS) from the University of Wisconsin nearby Summit at an elevation of
3010 m a.s.l. and the Kangerlussuaq weather station (K-WS) 20 km from the ice
edge.
(a) (b)
Figure 6.5: (a) Greenland model topography with the position of weather stations used in the compar-
ison. Shaded areas indicate tundra. (b) Close up of the rectangular region surrounding the K-transect
showing station positions and the 10 km model grid.
The 10 km resolution model with 20 vertical levels is used to simulate a selected
20 day period during GIMEX, from 5 to 24 July (day 186 to 205) in 1991. The model
is initialized from rest using the ECMWF temperature field from day 186 and the
monthly average sea surface temperature. After a two day spin up time, six hourly
ambient temperature fields (
o
), relative humidity fields, geo-potential height (U
g
and V
g
) and total cloud cover from ECMWF re-analysis data are used to force the
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Figure 6.6: Longitudinal positions and elevations of the various GIMEX stations superimposed on the
model 5 km topography at the same latitude (67 o). The distance from the ice edge is shown on the top
axis.
model.
Results are shown as a function of time in Figures 6.7 to 6.10 for the stations K-
WS, S5, S9 and AWS in which simulated and observed wind, temperature, specific
humidity, cloud cover and net short wave radiation are compared. Also included for
the ice sheet sites are the simulated surface energy fluxes.
In general the simulation is quite good, however there are a number of features
that warrant attention. Kangerlussuaq (K-WS) is strongly influenced by the local to-
pography and land use, silt and asphalt, because the weather station is situated near
the local airport. This site is positioned at the end of Søndre Strømfjørd and bounded
by hills in the East-West direction. Simulated temperatures on the tundra at Kanger-
lussuaq, Figure 6.7, show a slightly smaller amplitude than those observed, and ob-
served wind direction is dominated by the local topography at this site. However,
daily average temperatures and wind speeds agree quite well with the simulations.
Improvement of the simulated temperatures and winds would require a much more
detailed simulation using local surface parameters, such as albedo and surface type.
ECMWF cloud cover at this site agrees fairly well with observations.
Simulated temperatures and specific humidity at the two K-transect ice sheet
sites, S5 and S9, also agree quite well with observations except in the period from
day 194 to 197. During this period the ECMWF atmospheric temperature drops in
this area by around 5 oC but more importantly ECMWF cloud cover reduces to 0.1.
This is in contrast to observations at site S9 that show cloudy conditions from day
195 onwards. This indicates the importance of cloud cover in determining the sur-
face energy balance and temperature.
Wind speed and direction are also well represented by the model at these two
sites. The directional consistency indicates the dominance of katabatic forcing in
determining near surface winds. At site S5 the simulated and observed winds are
almost continually directed 35 o to the north of the downslope direction, in spite of
varying geostrophic wind directions. The most significant difference in wind speed
occurs during the previously mentioned cool period where wind speeds at S9 are 2
to 3 ms 1 higher. This is due to the extra katabatic forcing which results from the
lower surface temperatures.
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Figure 6.7: Comparison of observed and simulated 2 m temperature, specific humidity, wind speed,
wind direction, and total cloud cover at the tundra site K-WS for the period 5 to 24 July (Day 186 to
205) 1991.
Temperatures at AWS, positioned at an elevation of 3010 m a.s.l. near Summit,
are in the first 10 day period well represented but in the second generally too low. In
non-melt regions the radiation components of the energy balance strongly determine
the surface and near surface temperature. Correct cloud cover data in this region is
thus important in order to accurately determine surface temperatures. It is unfortu-
nate that no cloud cover observations are available from the AWS. During the second
half of the case study period, where temperatures are too low, ECMWF re-analysis
data give mainly clear skies, as opposed to the first half where cloud cover is high.
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Figure 6.8: Comparison of observed and simulated 2 m temperature, wind speed, wind direction and
net shortwave radiation at site S5 for the period 5 to 24 July (Day 186 to 205) 1991. The simulated
surface energy fluxes are also shown.
In Section 6.4.7 the sensitivity of the model to changes in cloud cover is tested. This
test shows that increasing the cloud cover by a factor of 0.1 leads to an average 2 m
temperature increase of approximately 3 oC at site AWS, once more pointing to the
importance of clouds in determining the surface energy balance.
Since slopes are smaller near the Greenland summit, winds are mainly driven by
the synoptic pressure gradients. Simulated wind speeds and directions agree quite
well with observations which indicates that the use of the 700 hPa pressure level to
force synoptic winds does not introduce serious errors into the model wind fields.
Average values for the simulated and observed 2 m temperature and wind speed
along the K-transect are shown in Figure 6.11. Temperatures agree very well with
observed averages at all measurement sites whilst wind speeds tend to be too low
near the ice edge and slightly too high ice inwards.
A very similar GIMEX period (10 to 24 July) has also been studied by Galle´e and
Duynkerke (1997) using a 2-D meso--scale model with a horizontal resolution of
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Figure 6.9: Comparison of observed and simulated 2 m temperature, specific humidity, wind speed,
wind direction and total cloud cover at site S9 for the period 5 to 24 July (Day 186 to 205) 1991. The
simulated surface energy fluxes are also shown.
5 km. Their model runs were driven by radiosonde data from Egedesminde, 200 km
north of Kangerlussuaq, and they present data for sites S4, S6 and S9 in terms of daily
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Figure 6.10: Comparison of observed and simulated 2 m temperature, specific humidity, wind speed
and wind direction at site AWS for the period 5 to 24 July (Day 186 to 205) 1991. The simulated
surface energy fluxes are also shown.
average cycles and average surface energy fluxes over the entire period. Though ra-
diation fluxes differ significantly due to differences in surface albedo and cloud cover
description it is worth noting that for sites S6 and S9 there is good agreement be-
tween their results and the simulation presented here. Average temperatures agree
to within 0.6 oC and wind speeds to within 1 ms 1. Average turbulent heat fluxes
over the same period also agree to within 5 Wm 2 at these two sites.
Chapter 6 103
-5
0
5
10
15
-51 -50.5 -50 -49.5 -49 -48.5 -48
Simulated temperature
Observed temperature
2 
m
 te
m
pe
ra
tu
re
 ( 
o C
)
Longitude (o)
2
3
4
5
6
7
-51 -50.5 -50 -49.5 -49 -48.5 -48
Simulated wind speed
Observed wind speed
2 
m
 w
in
d 
sp
ee
d 
(m
s -
1 )
Longitude (o)
(a) (b)
Figure 6.11: Comparison of simulated and observed average 2 m temperature (a) and wind speed (b)
for the 20 day GIMEX period from 5 to 24 July. The ice margin is situated at a longitude of 50.2 o.
6.4 Sensitivity tests
Since the primary aim of the model is to improve estimates of the surface energy
budget in the ablation region, particularly the turbulent heat fluxes and longwave
radiation, the following sensitivity tests are analysed in terms of the four energy bal-
ance components described in Section 6.2.7. For this a reference run is used. The
input fields of geo-potential height, synoptic temperature, relative humidity and to-
tal cloud cover are averaged over the 20 day GIMEX period described in the previous
section. The resulting average fields are then used for a four day simulation where
the model is spun up for 3 days and the results from the fourth day are used for the
sensitivity tests. The 20 km resolution model with 10 vertical levels is used for all of
these tests unless otherwise specified.
The sensitivity of each energy budget component to model resolution, model
parameterisations, dynamics and input fields are arealy averaged over the ice sheet
in a region where summer ablation can take place. This is defined in all sensitivity
studies as a fixed region where the predefined surface albedo is less than 0.85, equal
to a yearly average isotherm of -19 oC (Section 6.2.6.1). For the reference run, 94% of
all melt takes place in this region, which covers approximately 25% of the ice sheet
or 4:5 105 km2. The defined ablation region is shown in Figure 6.12 as well as the
calculated melt for the reference run.
The resulting spatially and temporally averaged surface energy balance in the
defined ablation region is shown for both the reference run and for the 20 day run
from Section 6.3 in Figure 6.13. Differences between the reference run and the 20
day run are expected, particularly in the turbulent flux components since these are
driven in the 20 day run by continually varying synoptic pressure and temperature
fields. However, the differences are not large and are considered unimportant for
the sensitivity runs being conducted here.
As can be seen, the net shortwave radiation component (NSW) dominates the
energy budget and strongly determines the distribution and quantity of melt that
takes place. However, the net longwave radiation (NLW), which continually cools
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(a) (b)
Figure 6.12: (a) Defined ablation region used in the sensitivity tests. Surface energy fluxes are arealy
and temporally averaged over the shaded region. (b) Simulated melt for the one day reference run in
mm w.e..
the surface, partially balances the total radiative flux component of the surface en-
ergy budget. As a result, the turbulent sensible heat flux (HFL) and turbulent latent
heat flux (EFL) account for around one third of the total surface energy flux (GFL)
indicating the importance of these terms in the energy budget.
The surface energy flux components are plotted in Figure 6.14a as a function of
longitude along the K-transect using the 10 km resolution model run (Section 6.4.1).
The NSW radiation flux reaches a maximum near the ice edge where albedo, as pre-
scribed in the model, reaches a minimum. The downward longwave radiation flux
(L #
s
) is to a large extend determined by cloud cover. In the ablation region, where
surface temperature is fixed at the melting point, L #
s
will determine the net long-
wave radiation flux.
Sensible heat flux also reaches a maximum at the ice edge. Along the K-transect
this is due chiefly to the increased temperature difference between ice and air and
not due to higher wind speeds since these increase only slightly towards the ice mar-
gin. The latent heat flux is small in magnitude, < 5 Wm 2, and on average slightly
negative over most of the ice sheet, indicating evaporation. In general increased
evaporation will occur in areas where wind speeds are higher and directed downs-
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the net longwave radiation, HFL the turbulent sensible heat flux, EFL the turbulent latent heat flux
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Figure 6.14: (a) Average surface energy flux components over the defined ablation region for the 10 km
resolution reference run (Section 6.4.1) along the K-transect. NSW is the net shortwave radiation,
NLW the net longwave radiation, HFL the turbulent sensible heat flux, EFL the turbulent latent heat
flux and GFL the total net surface heat flux. (b) Calculated daily melt for the 10 km resolution reference
run along the K-transect.
lope due to the advection of drier air from higher elevations.
The total surface energy balance, GFL, represents the average daily energy avail-
able for melt of the ice and snow pack, shown in Figure 6.14b along the K-transect.
In regions where GFL approaches zero, as on the tundra and at higher elevations on
the ice sheet, little or no melt takes place.
6.4.1 Model resolution
The horizontal and vertical resolution of the model is varied in order to access model
sensitivity to resolution. In these tests horizontal resolutions of 40 and 10 km, com-
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Figure 6.15: Difference between the average surface energy flux components over the defined ablation
region for the various model resolution sensitivity runs compared to the reference run. H grid indicates
horizontal grid resolution, V grid the number of vertical levels and lowest level the lowest model grid
level above the surface. NSW is the net shortwave radiation, NLW the net longwave radiation, HFL the
turbulent sensible heat flux, EFL the turbulent latent heat flux and GFL the total surface energy flux.
pared to the reference resolution of 20 km, are used. The number of vertical levels in
the model is also increased from 10 to 20 and the height of the lowest vertical level
is varied from 2 to 8 and 32 m. The results are summarised in Figure 6.15 where the
difference between the reference run, Figure 6.13, and the sensitivity runs are shown.
Small changes in the NSW radiation are seen in the two horizontal resolution runs
as a result of changes in the sampling area.
The largest differences occur in the turbulent flux components where the magni-
tude of both turbulent fluxes increases with increasing resolution. With a horizontal
resolution of 40 km HFL decreases by almost 20% compared to the reference run.
With 10 km resolution the increase is just 3%. The latent heat flux, small compared
to the sensible heat flux, alters in both cases by a factor of 50%. In total GFL changes
by less than 3% for both horizontal resolutions.
Increasing the horizontal resolution is expected to lead to increasing magnitudes
in the turbulent heat fluxes. This is because the ice sheet margin, where turbulent
heat fluxes are largest, is better resolved. The improved resolution near the ice mar-
gin has a distinct effect on the wind speed. Since katabatic forcing is the dominant
driving force in these regions the ability to resolve surface slope is an important fac-
tor in modelling wind speeds. This can be seen in Figure 6.16a where the 2 m wind
speed and surface slope is shown for the three different horizontal resolutions. In
Figure 6.16b the sensible heat fluxes for the three different horizontal resolutions are
also shown. As can be seen the wind speed and sensible heat flux near the ice mar-
gin is significantly less with the 40 km grid, corresponding to more poorly resolved
slopes in this area.
Increasing the vertical resolution of the model from 10 to 20 levels has a very lim-
ited effect on the results. The major contribution comes from a change in incoming
longwave radiation which results from a shift in model levels and thus a change in
the height at which clouds are introduced in the model.
Increasing the lowest model level from 2 m to 32 m has an interesting effect on
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HFL. In Figure 6.16 it can be seen that HFL is only affected near the ice margin. In
this region the height of the wind speed maximum decreases to around 70 m as slope
and katabatic forcing increase. Since the second model level is also at this height,
when the lowest level is at 32 m, it becomes impossible for the model to resolve the
structure of the boundary layer and the bulk method used to calculate the turbulent
heat fluxes at the surface will no longer be valid.
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Figure 6.16: (a) Model surface slope and simulated wind speeds for the 3 different horizontal model
resolutions (b) Calculated sensible turbulent heat flux (HFL) for the three different horizontal resolu-
tions and with a lowest model level (ll) of 32 m. Results are shown for the K-transect where the ice
margin is at a longitude of 50.25o.
6.4.2 Albedo parameterisation
As already shown in Figure 6.13 the major contributor to melt on the Greenland ice
sheet is the shortwave radiation flux. Since albedo is prescribed in the model it is
important to know how sensitive the other surface energy fluxes are to changes in
surface albedo.
In Figure 6.17 the change in surface energy fluxes are shown for three different
ice albedo scenarios. In the first two, the slush-line albedo is altered by +0.1 and -0.1,
limited by the maximum value of 0.85. In the third case, surface albedo is set to its
lowest ice value up to a height corresponding to the annual isotherm of -13 oC, see
Section 6.2.6.2, to imitate the dark zone found on the West Greenland ablation zone.
The three different albedo scenarios are shown as a function of longitude along the
K-transect in Figure 6.18.
Clearly the NSW radiation is strongly affected by the change in albedo however
the other fluxes are not sensitive to this change. Since the surface temperature is
limited by the melting point in areas where ablation already occurs, the ABL will not
be affected by changes in albedo.
Also shown in Figure 6.17 are three different tundra albedo scenarios. In the
first two, which have little affect on the surface energy flux in the ablation zone,
the tundra albedo is altered by 0:1. In the third the effect of a warm tundra is
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Figure 6.17: As in Figure 6.15 but showing the differences between the average surface energy flux
components of six differing albedo scenarios compared to the reference run. SL albedo refers to changes
in the slush line albedo described in the text, Ablation albedo dark to the dark zone simulation and
Tundra albedo to changes in tundra albedo.
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Figure 6.18: The four different ice sheet albedo scenarios used in the model sensitivity runs shown
along the K-transect. See text for details.
removed by applying a snow albedo to the tundra region. Galle´e et al. (1995) carried
out a similar sensitivity experiment with a 2-D model along the K-transect by setting
the tundra temperature to water but found little influence on the ice sheet energy
balance. In this model both wind speeds and temperatures near the ice margin are
reduced by the existence of a cool tundra since the land-ice circulation is removed.
6.4.3 Surface roughness
One of the prescribed surface parameters necessary to calculate turbulent heat fluxes
at the surface are the roughness lengths for momentum, temperature and water
vapour. Roughness lengths on the Greenland ice sheet are generally unknown and
so the parameterisation used here makes the simple assumption that momentum
roughness lengths increase from smooth snow covered areas to rough ice areas near
the margin. Measurements made during GIMEX indicate large variations in rough-
ness lengths (Duynkerke and van den Broeke, 1994) however these are quite locally
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determined and are not likely to be representative of the region as a whole.
-4
-2
0
2
4
6
8
z
h
 = Andreas z
h
 = z
o
/10 z
h
 = z
o
z
o
(ice) x 5 z
o
(ice) / 5
NSW NLW HFL EFL GFL
C
ha
ng
e 
in
 s
ur
fa
ce
 e
ne
rg
y 
flu
x 
(W
m 
-2
)
Figure 6.19: As in Figure 6.15 but showing the differences between the average surface energy flux
components for three different temperature roughness length formulations and two different ice mo-
mentum roughness lengths compared to the reference run. See text for details.
The model sensitivity to changes in momentum roughness length and scalar
roughness length formulations is tested in this section. Firstly, the maximum rough-
ness length of ice near the margin is altered by a factor of five from the reference
value of 5 cm to 1 and 25 cm whilst retaining the modified formulation suggested by
Smeets and Vugts (2000) for the scalar roughness lengths. Secondly, the momentum
roughness lengths are kept at their reference values and the scalar roughness length
formulation is altered. Three different formulations are used: The unmodified form
from Andreas (1987), a typical form used by other authors such as Galle´e et al. (1995)
where z
h;q
=z
o
/10 and the extreme case where z
h;q
=z
o
.
The results for these runs are shown in Figure 6.19. The turbulent heat fluxes are
mildly sensitive to changes in momentum roughness length, changing on average
by approximately 10% in the ablation region. Close to the ice margin this difference
can be up to 20%. This is shown in Figure 6.20b where the sensible heat flux is set
out along the K-transect for the six different roughness length runs. Wind speeds are
also sensitive to changes in momentum roughness length, altering by 1 ms 1 near
the margin for corresponding decreases/increases in roughness length.
Turbulent heat fluxes are more sensitive to the different formulations used to
prescribe the scalar roughness lengths, particularly in the extreme case of z
h;q
= z
o
,
where an average increase of 27% in HFL is found. Maximum increases in HFL of
more than 50% occur near the ice margin when using this formulation.
It is worth noting that turbulent fluxes are not as sensitive to changes in rough-
ness lengths as Equation 6.15 would imply. For instance, use of the unmodified An-
dreas formulation (Equation 6.25) for surface roughness leads to a decrease in ln(z
h
)
by a factor of 60% near the ice margin, however the simulated sensible heat flux in
this region only decreases by 20%. Because decreasing turbulent heat exchange will
also decrease the amount of cooling in the ABL above the surface, temperatures will
be higher for smaller temperature roughness lengths. This compensates to a large
degree for the decreased turbulent exchange which results from the smaller temper-
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Figure 6.20: (a) Prescribed surface roughness lengths for the roughness length sensitivity tests de-
scribed in the text (b) Calculated sensible turbulent heat flux (HFL) for the 6 different roughness length
sensitivity tests. Results are shown along the K-transect.
ature roughness lengths. The consequence is that 2 m temperatures calculated with
the model are more dependent on surface roughness formulations for temperature,
than are the turbulent heat fluxes themselves.
Similar sensitivity runs were carried out by van den Broeke (1997a) using a bulk
model along the K-transect with similar results. However, in his model the tem-
perature roughness length was calculated using the unmodified formulation from
Andreas and as a result turbulent heat fluxes decreased with increasing momentum
roughness length.
6.4.4 Subsurface parameterisation
The model sensitivity to the subsurface parameterisations is also tested (Figure 6.21).
In two runs the initial subsurface temperatures are varied by 2oC. The model is
quite insensitive to the initial soil and snow temperatures, with a change in total
surface flux of less than 1%.
In two other runs the subsurface parameters of density, thermal conductivity and
specific heat over the entire ice sheet are set to either the snow values or the ice values
listed in Table 6.1. When the entire ice sheet takes on the thermal properties of an ice
surface, temperatures decrease and so turbulent fluxes will increase in magnitude.
This is because the thermal diffusity of ice is roughly twice as large as that for snow
so temperature is conducted more efficiently into the surface, reducing the surface
temperature. Since most of the non-melt region where surface temperatures depend
on the energy balance is prescribed as snow, setting the subsurface parameters to
their snow values has little effect.
6.4.5 Turbulence parameterisations
The turbulent closure scheme used in the model (Denby, 1999) was developed
chiefly for use under stable conditions and in katabatic flows. It is interesting to
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Figure 6.21: As in Figure 6.15 but showing the differences between the average surface energy flux
components for four different subsurface sensitivity tests compared to the reference run. See text for
details.
look at the effect that variations in the closure assumptions will have on the energy
balance. Six of these sensitivity tests are listed in Figure 6.22 where three constants,
the near surface Prandtl number Pr, the turbulent transport coefficient c
s
and the
turbulent length scale parameter C
B
are altered from their reference value, see Ap-
pendix 6.A.
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Figure 6.22: As in Figure 6.15 but showing the differences between the average surface energy flux
components for six different turbulent parameterisation sensitivity tests compared to the reference run.
See text for details.
Increasing the turbulent Prandtl number from the reference value of 0.92 to 1.0
has a similar effect to a decrease in temperature roughness length since Pr defines
the turbulent exchange at the surface (Equation 6.15) as well as within the boundary
layer itself. This results in a decrease in magnitude for HFL and GFL of 10% and
2.5% respectively. Decreasing the Prandtl number to a value of 0.8 has little effect.
Setting the turbulent transport coefficient c
s
to zero is equivalent to the removal
of the transport term in the TKE budget, Equation 6.A.2. The reduction in turbulent
heat fluxes is significant (20%) and is the result of boundary layer thinning, reducing
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the transport of heat and water vapour towards the surface. Doubling this coefficient
has little effect on the boundary layer in general. This reflects the results previously
found in Denby (1999).
The turbulent length scale l used in the model under stable conditions is asymp-
totically limited, Equation 6.A.7, by the buoyant length scale l
b
which is determined
using Equation 6.A.8. In this sensitivity run C
B
is varied by a factor of two, dou-
bling and halving the buoyant length scale. As a result, the turbulent length scale in
the ABL is also changed by roughly this amount since l
b
is the limiting length scale
throughout most of the stable boundary layer. The most significant change in the
turbulent heat fluxes occurs when C
B
is halved, reducing the depth of the boundary
layer and decreasing the magnitude of the turbulent fluxes at the surface.
6.4.6 Dynamics
The dynamic equations governing the boundary layer model (Equations 6.3, 6.4, 6.10
and 6.11) determine the budgets for momentum, temperature and water vapour in
the ABL. In this section some of the terms in the dynamic equations are omitted in
order to gauge their importance in determining surface energy fluxes. Results from
these sensitivity tests are shown in Figure 6.23.
Two terms in the thermodynamic equation are removed independently, namely
longwave radiative cooling and advection of the perturbation potential temperature
(). Other terms such as ambient temperature advection and turbulent flux diver-
gence are too important to be omitted from the equations in this fashion.
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Figure 6.23: As in Figure 6.15 but showing the differences between the average surface energy flux
components for omissions of various terms in the dynamic equations compared to the reference run. See
text for details.
When radiative cooling is omitted the boundary layer warms slightly, causing an
increase in NLW radiation at the surface. Since the ABL is slightly warmer, 0.5 oC
on average over the ablation region at 2 m, katabatic forcing will decrease and wind
speeds will lessen. The net effect is a slight reduction in HFL. The decrease in wind
speeds also affects water vapour content in the ABL and thus EFL. The specific hu-
midity budget is a balance between advection and flux divergence, Equation 6.11.
Chapter 6 113
Any decrease in wind speeds will reduce the advection of drier upslope air down to
the ablation zone which will in turn increase the water vapour content of the bound-
ary layer, thus reducing evaporation at the surface.
The perturbation temperature advection term has a complex effect. In general,
this term is smaller than the advection of ambient temperature (
o
) and can vary in
sign depending on the local conditions. Near the margin, advection of warm air over
the ice sheet from the tundra will warm the ABL but because temperature inversion
strengths are higher upslope this term can also cool the ABL. The net effect of its
omission is a cooling of the ABL near the margin, leading to a decrease in HFL.
Also shown in Figure 6.23 are the results of omissions in the momentum budget.
The advection of momentum is not an important term for the average surface energy
budget. To a larger degree the horizontal pressure gradient, or thermal wind, does
affect the turbulent heat fluxes. This is due to changes in circulation at the ice margin
where thermal wind effects are strongest, resulting from the temperature gradient at
the tundra/ice interface and the horizontal temperature gradient on the ice sheet
itself.
The largest influence however, on the turbulent heat fluxes, is the effect of kata-
batic forcing and synoptic pressure gradients. Both these terms are essential in de-
termining wind speeds on the ice sheet and hence turbulent fluxes.
6.4.7 Input fields
As a final sensitivity test the input fields of temperature, humidity, total cloud cover
and sea surface temperature taken from ECMWF re-analysis data are altered to
gauge the model sensitivity to these quantities. Though variation of these quanti-
ties can be seen as a form of climate sensitivity test, which will be discussed in more
detail in Chapter 7, we are primarily interested at this point in a comparison with
the other sensitivity tests described in the previous sections.
The results are shown in Figure 6.24. Changes in ambient atmospheric tempera-
tures of 1 K have a direct effect on all three atmospheric components of the energy
balance and the total change in surface energy flux is 16%.
Increasing total cloud cover (TCC) by 0.1 leads to a slight decrease in NSW via
the parameterisation used in the model, Equation 6.20, and a large increase in down-
ward radiative flux. This subsequently warms the ice and snow pack resulting in
increased surface temperatures, a weakened temperature inversion and thus a de-
crease in turbulent heat flux . The resulting surface heat flux (GFL) increase is slightly
less than that for a 1 K increase in atmospheric temperature. The opposite argument
is true for a reduction in TCC.
Normally cloud height is fixed at an elevation of around 3500 m a.s.l.. As an
alternative formulation the cloud base is set to 1500 m above the surface everywhere.
The model is quite insensitive to this change.
The initial relative humidity field is altered by 20%. Once more the model is
fairly insensitive to this value resulting in slight changes in the downward radiation
flux and hence NLW radiation. Latent heat fluxes vary by up to 50% but still remain
small.
Lastly, the sea surface temperature (SST) is set overall to 0 oC. This has little effect
on the energy budget of the ice sheet indicating that advection of air from the sea
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Figure 6.24: As in Figure 6.15 but showing the differences between the average surface energy flux
components, for changes in the various input fields, when compared to the reference run. T indicates
changes in temperature, TCC total cloud cover, RH relative humidity and SST sea surface temperature.
See text for details.
onto the ice sheet is not an important factor. This is primarily due to the local forcing
by ECMWF temperature fields used in the model.
6.5 Discussion
The aim of this study is to verify and test a boundary layer model of the Greenland
ice sheet with particular emphasis on the models ability to correctly represent the
surface energy balance components associated with the atmospheric boundary layer,
principally the turbulent heat fluxes and secondly the longwave radiation flux. The
model is tested in two ways, firstly by comparison with observations during a 20 day
summer period and secondly by testing the sensitivity of the model to its internal
parameterisations.
No attempt is made to model surface albedo in spite of its importance in the
energy budget of the ice sheet. Instead this is prescribed as a function of surface
temperature and the sensitivity of the model is tested to variations in this albedo
scheme. For the scenarios tested here, albedo has a very small influence on the ABL
in regions where surfaces are already melting.
Though turbulent fluxes were not measured directly during the observational pe-
riod it is assumed that if the model can reproduce faithfully the near surface variables
of wind, temperature and specific humidity then it will also be able to reproduce the
turbulent fluxes. Given the limited observational data available, the model does
seem to be able to reproduce these variables when forced by ECMWF re-analysis
data.
It is worth summarising the most important aspects of the model in regard to the
sensitivity of the energy budget components. In Figure 6.25 the various sensitivity
studies carried out in Section 6.4 are sorted in decreasing order of sensitivity to the
sum of the three non-shortwave energy budget components, i.e. net longwave radi-
ation, sensible heat flux and latent heat flux. The sensitivity of each of these three
components, in absolute terms, is shown in each column. Though the absolute mag-
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nitude of each of these sensitivity tests is to some extend arbitrarily determined by
the type and size of the perturbation applied, Figure 6.25 does give an overall indi-
cation of the importance of the various parameterisations, dynamic terms and input
fields.
Perhaps surprisingly the model is most strongly influenced by the warm tundra.
Each of the three energy components are negatively affected when the tundra albedo
is set to that of snow. Though this scenario is unrealistic for a summer period it
does indicate that any modelling attempt should include the thermal and circulatory
influence of a warm tundra.
Dynamics are of great importance when modelling the atmospheric boundary
layer. Both synoptic forcing and katabatic forcing appear to be of equal importance
when determining the turbulent heat fluxes and as such need to be accounted for
properly in the simulations. Radiative cooling of the boundary layer also has a sig-
nificant influence on ABL temperature and subsequently on the turbulent and long-
wave radiation fluxes.
The parameterisation for surface roughness length, particularly for temperature,
is also a significant contributor to uncertainty in the turbulent sensible heat flux. This
is slightly unfortunate since there is still some uncertainty in the correct relationship
between scalar roughness lengths and momentum roughness lengths. The formula-
tion used here, the modified version from Andreas (Smeets and Vugts, 2000), is pos-
sibly the best estimate available. The extreme case where z
h
=z
o
is not a reasonable
estimate for z
h
. The reality most likely lies somewhere between the unmodified An-
dreas formulation and the estimate z
h
= z
o
=10. Well determined roughness lengths
for momentum unfortunately do not exist for the ablation region of the Greenland
ice sheet. The range used here in the sensitivity runs is indicative of the uncertainty
in this parameter. In this regard it is encouraging that the sensitivity of the turbulent
heat fluxes to z
o
is only of the order of 10%.
The model sensitivity to vertical resolution shows that it is necessary to resolve
the vertical structure of the ABL to sufficient accuracy, at least to be able to resolve the
boundary layer up to the height of the wind speed maximum. This requires lowest
grid levels of less than 15 m under most conditions. Even so, increasing the height
of the lowest level in the model from 2 to 8 m results in a reduction of turbulent heat
fluxes by a factor of 10%.
As for horizontal resolution, intuition suggests that improved horizontal resolu-
tion, particularly near the ice margin, will lead to improved estimates in turbulent
fluxes. In the three resolutions tested here the increase in sensible heat flux from 40
to 20 km is approximately 20%. From 20 to 10 km this is only 3% indicating that the
asymptotic limit for improving sensible heat flux estimates has almost been reached
at 20 km resolution. The decrease in latent heat flux shows no such asymptotic trend.
In both reductions of resolution the latent heat flux decreases by 50% though it still
remains small, approximately 14% of the sensible heat flux. This is why both the 10
and 40 km resolution models give lower estimates of the total turbulent heat flux.
All in all it would appear that a 20 km resolution model of 10 levels has sufficient
resolution to determine the turbulent heat fluxes to the necessary degree of accuracy.
Of the three turbulent closure parameters tested, turbulent heat fluxes are most
sensitive to the turbulent transport closure. When there is no transport of TKE then
turbulent transfer of heat and water vapour through the boundary layer is reduced.
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It is thus recommended that ABL modelling of the stable boundary layer include this
transport term.
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Figure 6.25: Change in net longwave radiation (NLW), and turbulent sensible (HFL) and latent (EFL)
heat fluxes arealy averaged over the defined ablation region for all the sensitivity studies carried out in
Section 6.4. These are sorted in decreasing order of sensitivity to the sum of the three components
(NLW+HFL+EFL). Values are given in Wm 2 .
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Appendix
6.A Turbulence scheme
The two prognostic equations used to describe the model turbulence are E, turbulent
kinetic energy, and ww the vertical momentum variance.
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The asymptotic length scale l
a
is equal to the buoyant length scale l
b
under stable
conditions as follows
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where N is the Brunt Va¨isa¨lla¨ frequency and C
B
a constant. Under unstable condi-
tions it is given by the boundary layer length scale proposed by Mellor and Yamada
(1974)
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where z
d
is the height of the model domain.
Using these equations and the second-order closure scheme derived in Denby
(1999) the vertical turbulent diffusion coefficients K

, which relate vertical fluxes to
their mean gradients via
K

=  
1
w
@
@z
(6.A.10)
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are calculated in the following way
K
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The coefficients C
m;h;q
are dependent on stability and are given as follows:
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For a complete description of the constants and the derivation of the equations
mentioned in this section see Denby (1999).
7Simulating the Greenland Atmospheric
Boundary Layer: Energy Balance and Climate
Sensitivity
A three-dimensional boundary layer model, with a horizontal resolution of
20 km, is used to simulate the 1998 summer ablation season of the Greenland
ice sheet. The model is forced by the ECMWF analysis data fields of synop-
tic pressure, free atmospheric temperature, cloud cover, humidity and sea
surface temperature. Results from the simulation are compared with six au-
tomatic weather stations on the ice sheet and with ECMWF 2 m temperature
and wind data. The simulations indicate that the increased spatial resolution
of the boundary layer model improves estimates of near surface meteoro-
logical quantities and surface energy fluxes near the margin of the ice sheet
where surface melt takes place. The sensitivity of the surface energy balance
to a 2 K increase in free atmospheric temperature is also investigated. It is
found that the increase in turbulent heat flux accounts for 41% of the total
increase in melt in the ablation region, net longwave radiation for 17% and
the albedo feedback mechanism for 42%. Parameterisations based on free
atmospheric temperature and suitable for use in energy balance models are
developed for the turbulent heat and incoming longwave radiation fluxes.
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7.1 Introduction
In the previous chapter the Greenland atmospheric boundary layer model (GABLM)
is described and tested for a 20 day period in 1991. In this Chapter the model is used
to calculate the energy budget for the entire Greenland ice sheet during the sum-
mer ablation season of 1998. The aim of this experiment is to determine the energy
budget of the ice sheet and the spatial dependency of that budget. In particular the
sensible and latent heat fluxes in the ablation region of the ice sheet are investigated.
In so doing the dynamics of the flow are discussed and a comparison made with ob-
servations at six different sites on the ice sheet, three in the ablation zone and three
in the accumulation zone.
In addition, the climate sensitivity of the model to a change in free atmospheric
temperature is investigated by increasing the input temperature field by 2 K and re-
running the model. The sensitivity of 2 m temperature, wind and the surface energy
budget is investigated and a simplified parameterisation for the turbulent heat fluxes
and the incoming longwave radiation, based on free atmospheric temperatures, is
suggested. This may be applied in energy balance models used for mass balance
calculations and will avoid the use of 2 m temperatures, which are influenced by the
thermal regime of the glacier, in calculating these energy flux components.
7.2 Model description and methodology
The model used for this study is described in detail in Chapter 6, though some
changes have been made. These changes are in general minor except for the albedo
parameterisation which now generates the albedo internally.
As stated in the previous chapter, the GABLM is a dynamic downscaling model
that takes meteorological fields from an already existing model, in this case ECMWF
analysis data, and forces an atmospheric boundary layer model with these fields.
The prescribed fields used are:
1. Geopotential height at 700 hPa to determine geostrophic winds. These are
assumed to be barotropic and thus constant with height.
2. Free atmospheric temperature specified as a linear function of height taken by
fitting ECMWF data from above the boundary layer up to a height of approximately
4 km.
3. Relative humidity field taken from ECMWF data at a height of approximately
1200 m above the surface.
4. Cloud cover from ECMWF total cloud cover analysis. Low, medium or high
cloud covers are not distinguished and cloud height is set at approximately 3500 m
above the surface.
5. Monthly mean sea surface temperatures from ECMWF analysis.
With the exception of sea surface temperatures these fields are updated every
12 hours, 00 and 12 GMT, and linearly interpolated in time. The specific humidity
field is prescribed only at the horizontal and top boundaries of the model whilst the
free atmospheric temperature field and synoptic pressure gradient field is prescribed
directly in the model field itself.
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Attenuation of the incoming shortwave radiation by atmosphere and clouds is
parameterised using schemes from van de Wal (1994) and Konzelmann et al. (1994)
whilst an emissivity scheme from Garratt and Brost (1982) is used to calculate the
longwave radiation. Subsurface temperatures are initialised on the basis of the 2 m
temperature parameterisation from Ohmura (1987) and the subsurface temperature
is calculated using a temperature diffusion model. Surface roughness lengths and
subsurface parameters are also specified on the basis of the temperature parameter-
isation from Ohmura (1987). These parameterisation schemes and initialisations are
described in detail in Chapter 6.
The boundary layer simulation is carried out using a 20 km horizontal grid reso-
lution, chosen on the basis of sensitivity tests carried out in Chapter 6 and on compu-
tation convenience. 20 vertical layers, up to a maximum height of 5 km, are used with
a lowest level height of 2 m. In the previous chapter, 10 vertical levels were deemed
to be sufficient for calculating the surface energy fluxes. However, in this chapter we
are also interested in the dynamics of the flow which are better represented with a 20
layer model. The number of vertical levels in the subsurface temperature diffusion
model has been increased from 10 to 15 and the lowest level is placed at 10 m below
the surface, with an upper level depth of 5 mm.
The year 1998 has been chosen for the current study because during this period
several automatic weather stations (AWS) were operational on the ice sheet. These
will be used for a comparative study in Section 7.3.2.
7.2.1 Albedo scheme
The most important change to the model is in the albedo scheme. In the previous
study albedo was directly prescribed using a temperature based parameterisation
because the duration of the simulation was just 20 days. Since the entire ablation
season is now simulated albedo can be internally generated. This is done using a two
layer snow model, with ice beneath, where the upper snow layer has an initial depth
of zero and the lower layer a snow depth equal to 2/3 of the annual precipitation,
taken from Ohmura and Reeh (1991). The top layer is a fresh snow layer where
snow is deposited once every 6 days for 6 hours at a rate commensurate with the
mean annual precipitation rate. The snow albedo is determined as a function of melt
for both layers as follows

snow
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+ (
f snow
  
firn
) exp

 M
M


(7.1)
with the maximum value of fresh snow 
f snow
= 0:85, and of firn 
firn
= 0:6.
M is the accumulated melt and M  is a characteristic melt scale with a value of
600 mm w.e.. This equation describes the effect of metamorphosis in the snow pack
and the associated change in albedo. Both snow layers are allowed to melt, the lower
layer melting only once the top layer has disappeared.
As the depth of a snow layer decreases the transition from the overlaying layer
with albedo 
1
and depth d
1
to the underlying ice or snow layer 
2
is described by
the following equation
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which describes the patchiness of the snow cover (Oerlemans and Knap, 1998) and
is parameterised so that surface albedo  varies exponentially with the depth of the
snow layer d
1
. The characteristic snow depth d used in this model is 1.6 cm.
The background ice albedo is prescribed using a similar parameterisation to Zuo
and Oerlemans (1996) which allows the ice albedo to increase towards and above the
equilibrium line in the following way:
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where 
min
= 0:5, 
max
= 
firn
, c
ice
= 10, h is the elevation and ELA is the
equilibrium line altitude taken from Reeh (1989) and parameterised as a function of
latitude. The ELA in this parameterisation is held fixed during the simulation.
7.3 The 1998 simulation
The model is run using ECMWF input fields taken from the 1998 ECMWF analy-
sis data starting on 20 May 1998, day 140, and ending on 28 August 1998, day 240.
Hourly and daily means of model variables are saved for several positions on the ice
sheet and tundra during the run. These correspond to positions of known observa-
tions and six of these sites, positioned on the ice sheet and shown in Figure 7.1, are
used for a direct comparison with the model simulation.
Results from the model are shown as daily average means for a number of ob-
servational sites and also in terms of the summer seasonal mean. This is taken as
the 90 day period starting on day 150 and finishing at the end of the model run,
day 240, which allows a 10 day spin up period at the beginning of the simulation.
The ice sheet is also divided into two regions for comparative studies. These two
regions are chosen to be representative of the accumulation and ablation zones and
are demarked by free atmospheric isotherms. The ablation region is defined as the
region where the summer average surface-extrapolated free atmospheric tempera-
ture is greater than 2 oC and the accumulation, or plateau, region is defined by free
atmospheric temperatures being lower than -2 oC. These regions correspond roughly
to elevations of 1500 and 2400 m respectively.
7.3.1 General characteristics
The simulated summer average 2 m temperature field for the Greenland ice sheet
is shown in Figure 7.2. Summer temperatures on the ice sheet plateau reach -10 oC
whilst the maximum average temperature near the ice margin is around +7 oC. The
average 2 m temperature lapse rate over the entire ice sheet is -5.0 K km 1.
In Figure 7.2 the simulated summer average 2 m wind field and ECMWF 700 hPa
pressure level height are also shown. A high pressure region can be seen above the
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Figure 7.1: Positions of the 6 AWS sites used in the comparison. Elevation is shown in meters with
contours separated by 500 m. The tundra is shown as the shaded region.
Greenland plateau as the result of atmospheric cooling above the ice sheet. This high
pressure synoptic field introduces a general anticyclonic circulation which enhances
the downslope katabatic forcing. Wind speeds can be seen to increase towards the ice
margin and this is chiefly the result of increased katabatic forcing. However, wind
speeds are also retarded by the prescribed surface roughness length, which increases
towards the ice edge.
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Figure 7.2: Left: Simulated average summer 2 m temperatures in oC. Right: Simulated average sum-
mer 2 m wind and synoptic pressure fields over the Greenland ice sheet. The shading indicates the
magnitude of the wind vector in ms 1 and the contours indicate the height, in meters, of the 700 hPa
pressure level taken from ECMWF analysis data. Arrows showing wind vectors are placed at every
third grid point.
7.3.2 Comparison with observations
A number of meteorological stations are available for a comparative study with the
1998 GABLM simulation. Six of these stations, positioned on the ice sheet (Table 7.1
and Figure 7.1), are selected for verification. Unfortunately only three of these sta-
tions are situated in the ablation region, S5 and S6 from the Utrecht University K-
transect and Swiss Camp, now part of the PARCA network. The stations Humboldt,
Tunu-N and Summit from the PARCA network in the accumulation zone are also
used (Steffen et al., 1996).
A comparison is made of 2 m daily average values for temperature, wind speed
and specific humidity which are the three meteorological components important in
defining turbulent fluxes. The results are shown in Figures 7.3 to 7.5 as a function of
time. Included in the comparison are ECMWF analysis data of the same 2 m vari-
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Figure 7.3: Observed, simulated (GABLM) and ECMWF analysis data for 2 m temperature from day
150 to 240. The positions of the six sites shown are listed in Table 7.1.
ables. ECMWF analysis data is produced with a spectral resolution of T213, roughly
equivalent to a horizontal resolution of 70 km. Interpolated data can be obtained
from ECMWF down to a resolution of 0.5 o in both latitude and longitude. This
means that interpolated data obtained near the ice margin may be a combination of
both tundra and ice sheet points.
For the three ablation zone sites the boundary layer model reproduces quite well
the observed daily average temperatures, as does the ECMWF analysis for Swiss
Camp. In contrast, ECMWF analysis temperatures are far too high at site S6, on
average 3.2 oC. S6 is located a similar distance from the ice edge as Swiss Camp,
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Figure 7.4: Observed, simulated (GABLM) and ECMWF analysis data for 2 m specific humidity from
day 150 to 240. The positions of the six sites shown are listed in Table 7.1.
approximately 35 km, but in this case the interpolated data obtained from ECMWF
consists of both ice sheet and tundra values. The nearest available ECMWF data
point for S5 is situated on the tundra and so has not been used in the comparison.
Temperatures at the three accumulation sites are also reasonably well simulated
during the summer period with GABLM though all sites are slightly too warm, the
average temperature difference being from 1.5 to 2.5 oC. ECMWF analysis data also
tends to be too warm at all these sites, by up to 4.4 oC, which is most likely due to the
lower snow albedo value of 0.7 used in the ECMWF model.
Specific humidity will in general follow the same trend as temperature since the
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Figure 7.5: Observed, simulated (GABLM) and ECMWF analysis data for 2 m wind speed from day
150 to 240. The positions of the six sites shown are listed in Table 7.1.
surface vapour pressure above snow and ice is directly determined by the tempera-
ture of the surface. Humidity is not measured at sites S5 and S6 and so no observa-
tional data is included in Figure 7.4 for these sites. Instead the GABLM determined
surface specific humidity has been included as reference.
In Figure 7.5 the observed and simulated wind speeds are shown. Considering
the inherent variability of winds the GABLM is capable of reproducing wind speeds
in the ablation region quite well. In this area katabatic forcing plays an important role
in the determination of wind speed and direction. The lower resolution ECMWF
model cannot accurately simulate this effect and so ECMWF wind speeds will be
128 GABLM: Energy Balance and Climate Sensitivity
too low in the ablation region. The higher resolution of the GABLM allows wind
speeds to be more accurately determined. For the ice sheet plateau sites GABLM
wind speeds are similar to ECMWF estimates and both agree reasonably well with
observations.
In Table 7.2 the average difference between simulated and observed meteorolog-
ical variables for this period are given for each of the sites. Also included in Ta-
ble 7.2 are the mean differences for the net shortwave radiation (NSW) and the net
longwave radiation (NLW). At all sites NSW is overestimated, particularly at Swiss
Camp where the mean difference is 38 Wm 2. This has a two fold cause. Firstly, the
observed albedo at Swiss Camp is higher than the simulated albedo and secondly
the parameterisation for shortwave radiation cloud transmission, see Chapter 6, ap-
pears to underestimate the influence of clouds. This last discrepancy is common to
all sites with the exception of S5, which is the lowest site.
The NLW is also overestimated at most sites, with the exception of Tunu-N. Pos-
sible explanations for these discrepancies come from incorrect cloud cover, incorrect
cloud height, or inaccuracies in the emissivity scheme itself. ECMWF cloud cover
near the ice margin is the result of physical processes on the tundra since the model
resolution is not sufficient to resolve this area. It is perhaps not surprising that cloud
cover could be overestimated in this region. Cloud cover in the Summit region is
also quite high, with a mean value of 0.8 for the summer period. This may also help
to explain the higher simulated temperatures found in this region.
Since GABLM is driven by simplified ECMWF analysis data and ECMWF model
resolution is sufficiently good to resolve processes on the ice sheet plateau it is not
expected that the GABLM will improve the simulations in this region. However,
daily average temperatures on the ice sheet are in general better represented after
downscaling with the GABLM. This is most likely due to differences in surface pa-
rameters, such as albedo, but it does indicate that such a downscaling model can
be used to improve near surface variables such as temperature even when surface
parameters are not correctly represented in the forcing model.
Table 7.1: Positions and elevations of the observational sites used in the comparison.
Site Latitude Longitude Elevation Model Model
(m) elevation (m) slope (o)
S5 N 67o05`56\ W 50o06`25\ 484 456 1.00
S6 N 67o04`35\ W 49o22`44\ 1021 958 1.01
Swiss Camp N 69o34`06\ W 49o18`57\ 1149 1126 0.91
Humboldt N 78o31`36\ W 56o49`50\ 1995 1988 0.21
Tunu-N N 78o01`00\ W 33o59`38\ 2113 2096 0.21
Summit N 72o34`47\ W 38o30`16\ 3254 3242 0.07
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Table 7.2: Mean difference between daily average simulations and observations for the 90 day summer
period shown in Figures 7.3 to 7.5 for both ECMWF analysis and GABLM simulations. The standard
deviation around the mean is also given in brackets.
SITE Temperature Specific Wind speed NSW NLW
(oC) humidity (g kg 1) (ms 1) (Wm 2) (Wm 2)
GABLM   Observed
S5 +0.7 (0.7) - -1.4 (1.1) +1.1 (28) +15 (18)
S6 +1.1 (0.7) - +0.1 (1.1) +17 (35) +22 (23)
Swiss Camp +0.5 (1.0) +0.1 (0.4) -1.6 (1.9) +38 (26) +10 (15)
Humboldt +1.8 (2.7) +0.4 (0.6) +0.7 (1.8) +18 (9) +5.6 (20)
Tunu-N +1.5 (3.3) +0.4 (0.5) -0.5 (1.6) +21 (5) -6.4 (15)
Summit +2.5 (3.8) +0.6 (0.5) +0.5 (1.7) +23 (9) 13 (18)
ECMWF   Observed
S5 - - -
S6 +3.2 (1.6) - -2.0 (0.6)
Swiss Camp +0.6 (0.8) +0.1 (0.4) -2.8 (2.2)
Humboldt +2.8 (1.9) +0.5 (0.5) -0.8 (1.2)
Tunu-N +4.4 (2.3) +0.6 (0.5) -1.7 (1.3)
Summit +4.1 (2.5) +0.6 (0.5) +0.2 (1.4)
7.3.3 Katabatic and pressure gradient forcing
Since turbulent fluxes are to a large extend determined by near surface wind speeds,
it is worth looking at the forcing mechanisms that drive the ABL winds on the ice
sheet. In Figure 7.2 wind speeds can be seen to increase towards the ice margin and
this is the result of both katabatic forcing and horizontal perturbation pressure gra-
dients. The strength of the katabatic forcing is determined by slope and temperature
inversion strength. Since hydrostatic equilibrium is assumed for the perturbation
pressure field, see Chapter 6, the perturbation pressure is determined by the ver-
tically integrated temperature inversion. Both these forcing mechanisms are thus
dependent on inversion strength. In non-melt regions inversion strength is depen-
dent on the surface energy balance, particularly the radiative fluxes, and in melt
regions on the limiting surface temperature. In melt regions boundary layer dynam-
ics and turbulent exchange with the surface will determine the temperature inver-
sion strength, in particular the advection of potentially warmer stratified air from
the plateau down to the margins is an important source of heating for the boundary
layer.
In Figure 7.6 the strength of the temperature inversion, or temperature pertur-
bation , at 2 m is shown for the average summer period on the ice sheet. The
inversion strength on the plateau is at its highest in regions with low cloud cover, as
in Northern Greenland where average cloud cover is around 0.4. In the Summit re-
gion average cloud cover is 0.8 and so inversion strengths are not particularly large
here. A typical inversion strength of -5 oC can be seen along the Western ice margin
compared to the Eastern margin where inversion strengths are noticeably less. Any
gradient in inversion strength will result in a perturbation pressure gradient.
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Figure 7.6: Left: Average summer 2 m temperature perturbation indicating the inversion strength of
the ABL in oC. Right: 2 m average summer katabatic forcing in ms 2103 (shading) and perturbation
pressure field in hPa (contours).
To clarify these forcing mechanisms the summer time average katabatic forcing
term and the perturbation pressure field, converted to hPa, at 2 m are also shown in
Figure 7.6. Regions where katabatic forcing and/or pressure perturbation gradients
are strongest correspond to areas where wind speeds are highest, see Figure 7.2. In
most regions katabatic forcing is the largest of the two forcing mechanisms but in
Northern Greenland, near the ice margin, enhanced wind speeds are also a result of
perturbation pressure gradient forcing.
7.3.4 Momentum and temperature budgets
The dynamic structure of the ABL can best be seen in the vertical profiles of wind
and temperature and in the momentum and temperature budgets. In Figure 7.7
the summer average along-slope (U ), cross slope (V ) and absolute wind speed (jU j)
are shown at site S6 where downslope flow at this site is negative. Clearly visible
is the wind speed maximum at around 90 m, compared to the depth of the ABL
of around 650 m. The wind turns from a South-Eastern direction of 134o near the
surface to a Southern direction of 180o, perpendicular to the slope, at a height of
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Figure 7.7: Summer average vertical profiles of wind, wind direction and perturbation temperature at
site S6. Left: Along-slope (U ), cross-slope (V ) and absolute (jU j) wind speeds where the downslope
component U is negative. Middle: Wind direction where the downslope direction is 90 o at this site.
Right: Temperature perturbation or temperature inversion strength.
300 m. The downslope angle is Eastern at 90o in this case. This is fairly typical of
the wind profiles along the Western margin of the ice sheet where katabatic forcing
in the lower part of the ABL drives the wind downslope and Coriolis forcing turns
the wind clockwise away from the downslope direction. The average geostrophic
wind speed for this period is 5.3 ms 1 at 190o which explains the large cross-slope
component (V ) in the upper boundary layer.
The momentum budget components in the ABL are shown, for the same site, in
Figure 7.8. In the lower part of the ABL, below 50 m, katabatic forcing (KAT) domi-
nates and accelerates the wind in the downslope direction which is retarded by the
flux divergence (FLU) of horizontal momentum. Above 50 m both katabatic forcing
and horizontal perturbation pressure gradient (PGR) are important terms. At this
height, flux divergence becomes small and so the downslope acceleration is balanced
almost completely by Coriolis forcing. Horizontal perturbation pressure gradients
directed downslope will thus lead to cross-slope winds, as seen in Figure 7.7.
The strength of the katabatic forcing is determined by the slope and the temper-
ature perturbation, shown in Figure 7.7. This in turn depends on the temperature
budget of the ABL which is shown for site S6 in Figure 7.8. The ABL is warmed
chiefly by the downslope advection of positively stratified ambient potential temper-
ature (ADV0). The vertical temperature flux divergence (FLU) in general cools the
ABL except in the lowest few meters where radiation divergence (RDIV) becomes
important. The ABL is also cooled by the advection of perturbation temperature as
a result of the horizontal inversion gradient.
The water vapour budget, not shown here, can be looked at in a simpler man-
ner. Drier air is both entrained and advected downslope which is replenished by
evaporation from the surface. This means that increasing wind speeds will not just
increase the turbulent exchange of water vapour with the ABL but will also enhance
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Figure 7.8: Left: Summer average vertical profiles of the along-slope component of the momentum
budget at site S6. KAT is the katabatic forcing, COR the Coriolis forcing, ADV advection, PGR
the horizontal perturbation pressure gradient and FLU the turbulent flux divergence of horizontal
momentum. Right: Components of the temperature budget given in K hr 1. ADVU is the horizontal
advection of perturbation temperature  parallel to the surface, ADVW the vertical entrainment of
perturbation temperature perpendicular to the surface, RDIV is the radiative divergence, ADV0 is the
horizontal advection of ambient stratified temperature 
o
and FLU is the turbulent flux divergence of
temperature.
the advection terms drying the ABL.
The rather complicated nature of the katabatic ABL with several forcing mech-
anisms of similar magnitude make it difficult to describe in a simplified manner.
Values for near surface parameters such as wind and temperature are dependent on
a complex budget, especially for the case of temperature where advection plays an
important role.
7.3.5 Surface energy balance
The four energy balance components of the Greenland ice sheet, averaged over the
summer season for the ablation and plateau regions, are summarised in Figure 7.9.
The areal distribution of these four components is also shown in Figure 7.10. In
the plateau region warming by shortwave and incoming longwave radiation fluxes
is balanced chiefly by radiative cooling of the surface and partially by evaporative
cooling giving a total surface energy flux of just 1.5 Wm 2. Sensible heat flux makes
up only a small component of the surface energy budget in this region. In the abla-
tion region the excess energy flux of 65 Wm 2 is used almost entirely for melt of the
ice and snow surface.
In the ablation region, lower albedo accounts for the strong increase in NSW ra-
diation near the ice margin. Over most of the ice sheet surface albedo is at the pre-
defined snow value of 0.85 since no melt takes place. In general the NLW radiation
reflects the cloud cover distribution on the ice sheet plateau. As the margin is ap-
proached, incoming longwave radiation increases with increasing temperatures but
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Figure 7.9: Arealy averaged surface energy budget for the ablation and plateau region during the
summer season. NSW is the net shortwave radiation, NLW the net longwave radiation, HFL the
sensible heat flux, EFL the latent heat flux and GFL the total heat flux, all in Wm 2.
unless the surface is melting this is largely compensated for by the outgoing radia-
tion.
Near the ice margin both the sensible and latent heat fluxes can be seen to in-
crease. The increase in sensible heat flux is the direct result of increasing temperature
difference between ice and ABL as well as increasing wind speeds. Latent heat flux
is negative over almost all of the ice sheet except in small regions at the ice margin
where ABL temperatures are high.
The resulting melt from the calculations can be compared to measurements made
at S5 and S6 in the ablation region. At S5 the total observed melt is 4.1 m w.e. and the
simulated melt is 4.0 m w.e.. At S6 the observed melt is 1.7 m w.e. and the simulated
melt is 3.0 m w.e.. The discrepancy between the simulated and observed values at
S6 can be largely accounted for by the radiation budget. On average the simulated
net radiation budget at S6 is 39 Wm 2 too high. If this were to be converted to melt
during the melt season then this would account for 1.1 m w.e. of the excess melt,
leaving a difference of just 0.2 m w.e..
7.4 Climate sensitivity
In this section a climate sensitivity experiment is carried out in order to determine
the models sensitivity to an increase in free atmospheric temperature. The aim of
this experiment is to quantify sensitivities of the surface energy budget and 2 m
meteorological values as the result of an atmospheric temperature change. This is
done simply by increasing the ECMWF atmospheric temperatures by a constant 2 K
over the entire model domain. The initial subsurface temperatures are also increased
by the same amount. This run is known as the T+2 run and is carried out over the
same time period as the reference run described in the previous section.
In the following discussion the climate sensitivity of some quantity  to a change
in surface-extrapolated atmospheric temperature T
a
is defined as
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Figure 7.10: Summer average energy balance components in Wm  2 .
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This quantity is calculated from the model results by dividing the difference between
the T+2 and the reference run by a factor of 2, resulting in a climate sensitivity per
Kelvin (K 1).
Before discussing the climate sensitivity of 2 m meteorological variables and sur-
face energy fluxes from model results, it is informative to discuss the surface energy
balance and its climate sensitivity in an analytical sense. The surface energy balance
components can be written in the following form:
NSW = S
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where the energy fluxes are described in terms of the surface extrapolated free at-
mospheric temperature (T
a
), the ABL temperature and specific humidity at 2 m (T
2m
and Q
2m
), and the surface temperatures and humidity (T
s
and Q
s
). The difference
between the 2 m and surface levels is written asT
2m
and Q
2m
. In the above equa-
tion L #
s
and L "
s
are the incoming and outgoing longwave radiation fluxes, "
a
is
the effective emissivity of the atmosphere for the surface-extrapolated atmospheric
temperature and the surface emissivity is assumed to be unity. The sensible (HFL)
and latent (EFL) heat fluxes are described using the exchange coefficients C
H
and
C
E
which are a function of surface roughness lengths, height and stability. These
coefficients are described in Chapter 6.
Differentiating the above equations w.r.t. a change in free atmospheric tempera-
ture T
a
, with the assumption of no change in cloud cover or wind speed and a con-
stant relative humidity, R
2m
, gives the following sensitivities for the surface energy
flux components.
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Use is made of the Clausius-Clapeyron equation in deriving Equation 7.14 with
the assumption that T
2m
 T
2m
where T
2m
is in Kelvin.
In non-melt regions the total sum of the above changes will approach a steady
state and so the climate sensitivity of the energy budget will be close to zero.
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Figure 7.11: Left: Summer average climate sensitivity of 2 m temperature. Right: Summer average
climate sensitivity of 2 m wind speed in ms 1 K 1.
7.4.1 Temperature sensitivity
In many energy balance and degree day models used to calculate ablation, climate
sensitivity experiments are carried out by increasing a predefined near surface tem-
perature field, usually at 2 m, by a fixed value. However air temperatures in the
boundary layer are affected by both surface and free atmospheric conditions and the
change in 2 m temperature will not correspond directly to a change in free atmo-
spheric temperature. The calculated average climate sensitivity of 2 m temperature,
dT
2m
, for the summer season is shown in Figure 7.11 for the entire Greenland ice
sheet.
Let us firstly look at dT
2m
in the non-melt region of the ice sheet. Over most of
the plateau area dT
2m
=0.93 but in Northern Greenland, where cloud cover is lowest,
this can be greater than 1. The 2 m climate sensitivity in the non-melt region will be
determined by the climate sensitivity of the surface energy flux components.
If we look at the surface energy budget sensitivities for longwave radiation, Equa-
tion 7.11, then an increase in atmospheric temperature will lead to an increase in L #
s
due to the change in atmospheric temperature and due to an increase in effective
emissivity. The change in effective emissivity, d"
a
, is dependent on the increased
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water vapour content, cloud cover, and any change in the ABL profiles of tempera-
ture and specific humidity. Since cloud cover is unchanged in the T+2 run this will
not affect d"
a
. However, d"
a
does depend on the amount of cloud cover, as does "
a
.
We will return to this point in Section 7.4.3.
If a purely radiative change in energy balance is assumed, i.e. that changes in in-
coming longwave radiation are balanced by changes in outgoing radiation, then the
surface temperature sensitivity will be given by dT
s
="
a
(T
s
=T
2m
)
3 if d"
a
=0. Typical
values for "
a
in the non-melt region would then give dT
s
=0.80. The sensitivity of "
a
to an increase in water vapour content, as the result of a change in temperature, can
not be so easily defined. In the model, average sensitivities of 0.002 K 1 are found
in the plateau region which would result in an added sensitivity of 0.15, leading to a
surface temperature sensitivity of 0.95.
In addition, the latent heat flux, which is significant during summer on the Green-
land ice sheet at around -8 Wm 2 on the plateau, will to a first approximation in-
crease by a relative factor of (L
e
dT
s
)=(R
v
T
2
s
), if the second term in Equation 7.14 is
ignored. This leads to a roughly 8% K 1 decrease in EFL. This decrease in latent heat
flux works as a negative feedback mechanism on the surface temperature, reducing
the total sensitivity. If the 2 m temperature difference T
2m
also increases, which it
must do to close the climate sensitivity energy budget when evaporative cooling is
greater than net radiative heating, then the change in latent heat flux will be reduced
via the second term in Equation 7.14. Exactly how these terms interact is dependent
on the ABL dynamics but the major determining factor for the climate sensitivity of
the surface temperature in non-melt regions is the longwave radiation flux.
In regions where melt does takes place, energy is transferred to the surface and
the surface temperature is limited for all or part of the ablation season by the melt-
ing point. Analysis of the surface energy budget in this region will not give insight
into temperature sensitivities since this is the result of boundary layer dynamics.
The consequence of a fixed surface temperature is that 2 m temperatures will in-
crease only fractionally as a result of a free atmospheric temperature increase. For
the results presented here the minimum sensitivity, in regions where melt prevails
for most of the summer season, is around 0.3.
This value for the climate sensitivity of 2 m temperature can also be determined
directly from the reference run at any particular site. In Figure 7.12, T
2m
is plotted
as a function of T
a
at site S5 and Swiss Camp. There is a clear relationship between
these two temperatures and a linear fit to the data gives climate sensitivities at S5
of 0.32 and at Swiss Camp of 0.34. This can be compared to the summer average
climate sensitivities determined with the T+2 model run of 0.33 and 0.46 respectively.
When climate sensitivity is calculated by fitting daily average temperature data it
is assumed that dT
2m
is independent of T
a
. This is not the case, as is shown in
Section 7.5, and so linear fits do not always give the correct sensitivity.
The dominant processes controlling ABL temperature are the advection of po-
tentially warmer air from upslope regions and the cooling by turbulent flux diver-
gence (Figure 7.8). Greuell and Bo¨hm (1998) have found similar climate sensitivities
to those simulated here, on the Pasterze glacier, Austria. They also showed, with
a simple analytical glacier-wind model, that the climate sensitivity of a continually
melting glacier surface decreases exponentially with distance down the glacier, when
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Figure 7.12: Left: Daily average simulated 2 m temperature (T
2m
) as a function of surface-extrapolated
free atmospheric temperature (T
a
) for site S5 (circles) and Swiss Camp (crosses). The linear fit to each
site gives a gradient of 0.32 and 0.34 for S5 and Swiss Camp respectively. Right: Daily average
simulated 2 m wind speeds (U
2m
) as a function of surface-extrapolated free atmospheric temperature
(T
a
) for site S5 (circles) and Swiss Camp (crosses). The linear fit to each site gives a gradient of 0.33
and 0.39 ms 1 K 1 for S5 and Swiss Camp respectively.
advection and flux divergence are the only two terms affecting the temperature bud-
get. A similar effect, though complicated by the other budget terms, occurs here as
well.
7.4.2 Wind sensitivity
With increasing atmospheric temperatures above melting ice surfaces katabatic forc-
ing will enhance wind speeds in the marginal regions of the ice sheet due to an
increase in inversion strength. Using a bulk model of the Greenland ABL with lit-
tle synoptic forcing, van den Broeke (1997a) simulated a 6 m wind speed sensitivity
near the margin of 0.35 ms 1 K 1. Measurements made during the GIMEX exper-
iment clearly indicate a strong correlation between summer time 2 m wind speeds
and 2 m temperatures in the ablation region along the K-transect. This increase in
wind speed can be seen in Figure 7.11 where maximum climate sensitivities for wind
speed of approximately 0.3 ms 1 K 1 are simulated at the ice margin.
In Figure 7.13, the simulated vertical profiles showing the climate sensitivity of
along-slope (U ), cross-slope (V ) and absolute wind speed (jU j) at site S6 for the sum-
mer period are shown. Wind speeds in the lower boundary layer increase by up to
0.35 ms 1 but by just 0.16 ms 1 at the 2 m level. With the increase in downslope
forcing the wind turns by 1.5 o towards the downslope direction.
The climate sensitivity of the along-slope momentum budget at site S6 is shown
in Figure 7.14. Throughout the boundary layer the only major change in forcing with
increased temperature comes from the katabatic term which is compensated for by
the flux divergence of horizontal momentum.
In Figure 7.12, simulated 2 m wind speed is plotted as a function of T
a
for the sites
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Figure 7.13: Average summer vertical profiles showing the climate sensitivity of wind, wind direction
and temperature at site S6. Left: Along-slope (U ), cross-slope (V ) and absolute (jU j) wind speeds where
the downslope component U is negative. Middle: Wind direction where a negative change in direction
indicates winds directed in the downslope direction. Right: Temperature sensitivity.
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Figure 7.14: As in Figure 7.8 but showing the climate sensitivity of the along-slope momentum and
temperature budgets.
S5 and Swiss Camp using the daily average results from the reference run. There is
a clear correlation between wind speed and atmospheric temperature and a linear
fit to the data indicates a gradient for S5 of 0.33 ms 1 K 1 and for Swiss Camp of
0.39 ms 1 K 1. This is in contrast to the climate sensitivity test which indicates that
dU
2m
=0.18 and 0.13 ms 1 K 1 for both sites respectively. The relationship between
wind and temperature in Figure 7.12 would not appear to be purely the result of
katabatic forcing. When synoptic winds are Southerly at these sites, then synoptic
scale forcing will enhance the katabatic flow. At the same time, Southern flows cor-
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respond to the advection of warmer atmospheric air and this combination increases
the apparent sensitivity of ABL wind speeds to free atmospheric temperatures.
7.4.3 Energy balance sensitivity
The climate sensitivity of the four surface energy balance components, averaged over
the summer period, are summarised in Figure 7.15 and the areal distribution of these
four components is shown in Figure 7.16.
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Figure 7.15: Arealy averaged surface energy budget climate sensitivities for the ablation and plateau
regions during the summer season. NSW is the net shortwave radiation, NLW the net longwave ra-
diation, HFL the sensible heat flux, EFL the latent heat flux and GFL the total heat flux. All climate
sensitivities are given in Wm 2K 1.
Net shortwave radiation sensitivity
The climate sensitivity of NSW radiation in non-melt regions will be zero when
factors such as cloud cover and atmospheric extinction do not change. In Figure 7.15
a slight increase in NSW in the plateau region can be seen because a small amount
of melt takes place in this region as a result of the 2 K increase.
In the ablation zone NSW radiation is the largest single contributor to the increase
in surface energy flux. This is the result of the albedo feedback mechanism whereby
increased melt, due to increases in turbulent heat and longwave radiation fluxes,
reduces the snow albedo and leads to enhanced melting through shortwave radia-
tion absorption. In regions where the surface is bare ice for most of the melt season,
i.e. close to the margin, this feedback mechanism will not play a strong roll. The
albedo feedback mechanism has thus a maximum effect in the region of the snow
line where melt is generally low to begin with. The strength of the feedback will
depend on the albedo parameterisation used (Section 7.2.1) particularly the depth
of snow cover and the characteristic melt scale M . Caution should be aired when
attaching a quantitative value to the increase in surface energy flux as a result of
albedo feedback but the results from this study show that it can strongly enhance,
by a factor of 1.6, the effect of the other energy flux components. This is in line with
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Figure 7.16: Summer time average climate sensitivity of the four energy balance components given in
Wm 2K 1. Note that the scales are different for each component.
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the results from van de Wal (1996) who found that the albedo feedback could double
the total simulated melt.
Net longwave radiation sensitivity
The climate sensitivity of the incoming longwave radiation flux (dL #
s
) is given
by Equation 7.11, and is dependent on L #
s
, T
a
and on the sensitivity of the effective
emissivity (d"
a
). d"
a
is determined by the change in water vapour content, on the
cloud cover and height, and on any variation in the ABL temperature profile as a
result of a temperature change. One of the most important factors affecting d"
a
is
the cloud cover. With a totally overcast sky, the emitted longwave radiation from
clouds can be approximated by a black body with a temperature equal to the cloud
temperature. Because of this d"
a
will be small when clouds are present. The effect
of cloud cover on d"
a
can be seen in the temperature sensitivity in Figure 7.11. In
Northern Greenland cloud cover is at a minimum of around 0.4 and it is in this
region that d"
a
and thus also dT
s
are greatest.
The other factor that will affect d"
a
is the alteration of the temperature profile.
Because the climate sensitivity of ABL temperature in melt regions is less than unity,
the effective emissivity will change as a result of the change in temperature profiles.
To a first approximation dL #
s
can be expressed in terms of Equation 7.11, assuming
d"
a
to be zero. This results in an underestimation of dL #
s
by, on average, 1.0 Wm 2
when compared with the simulated values.
Turbulent heat flux sensitivity
In non-melt regions, the climate sensitivity of the total turbulent heat flux is de-
pendent on the sensitivity of the radiative flux components, as discussed in Sec-
tion 7.4.1, since the turbulent fluxes will try to balance the energy budget.
In the ablation zone sensible heat flux is enhanced by an increase in both tem-
perature and wind speed. However, the climate sensitivity of temperature is at least
twice as large as that for wind and will dominate the change in HFL. This increase is
reflected in the climate sensitivity of the near surface temperature difference dT
2m
which, near the margin, is a function of ABL dynamics.
As discussed in Section 7.4.1 evaporation will be enhanced in the non-melt re-
gions as a result of temperature increases. This is not the case in the ablation zone
due to the fixed surface temperature. When the climate sensitivity of the surface
temperature (dT
s
) is small or zero, i.e. melting, then dEFL will be directly propor-
tional to the sensitivity of dHFL, if R
2m
is unchanged (Equation 7.14). dEFL is thus
directly related to dHFL under these conditions by:
dEFL =
R
2m
Q
s
L
2
e
c
p
R
v
T
2
s
dHFL (7.15)
which means that the ratio dEFL=dHFL 
=
0:7 R
2m
for conditions near the margin.
Given an average relative humidity of 70% this is very close to the values found in
the current study and in Chapter 6 for the relative sensitivities of dEFL and dHFL.
The climate sensitivity of the total energy flux (GFL) in the ablation region is thus
the result of only positive effects, all components leading to an increase in surface
energy fluxes. This, in combination with the albedo feedback, leads to a 35% increase
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in melt over the entire ablation region for a 1 K increase in atmospheric temperature.
This is almost exactly the same value as arrived at by van de Wal (1994).
At site S5, where melt has been measured, the average increase in GFL is
16 Wm 2 which results in a melt increase of 430 mm w.e.. This is an 11% increase in
melt as a result of a 1 K atmospheric warming at this site. Are these sorts of varia-
tions observed in the mass balance measurements? From the 10 year mass balance
record obtained from the K-transect, the inter-annual variability from 1991 to 2000 is
of the order of 0.5 m w.e. melt at S5. The inter-annual variability in temperature
at Kangerlussuaq during this period is approximately 1.2 oC which would agree
with the result obtained here.
The summer average surface energy flux sensitivities for NLW, HFL and EFL, cal-
culated here for the ablation region in 1998, agree well with the results from Chap-
ter 6 where the sensitivity of the model to a 1 K change in temperature is calculated
for an average summer day in 1991. This is in spite of the fact that the individual en-
ergy balance components in that study differed to the averages calculated here and
that in the previous chapter albedo feedback was not included. This confirms that
the sensitivities of these components are not strongly affected by albedo nor by the
specific synoptic conditions present in the free atmosphere.
7.5 Simplified parameterisations for energy balance
modelling
The physics of the atmospheric boundary layer, surface processes and the interaction
of tundra and ice margins are a complicated system. Energy balance models used
for mass balance calculations over decadal or centennial time scales cannot hope to
describe the ABL processes included in this model in order to calculate surface abla-
tion. For this reason it is useful to describe the surface energy balance components
and their climate sensitivity in parameterised terms. The energy balance compo-
nents we are concerned with in this section are the turbulent heat fluxes and the
incoming longwave radiation flux.
There are several approaches possible when considering parameterisations for
turbulent heat and longwave radiation fluxes. The simplest is to choose one or two
external variables, such as the free atmospheric temperature, and develop a param-
eterisation for the total turbulent heat flux on the basis of this quantity. A second
approach, and the type often used, is to express the turbulent heat and longwave
radiation fluxes as a function of the 2 m variables. A third approach, and the most
physical, is to develop dynamic parameterisations based on the dynamic equations
governing the ABL and to calculate fluxes from these.
The last of these schemes is, and would be, the most complete and satisfying
approach however this proves to be difficult considering the complexity of the dy-
namic system. Nonlocal effects such as advection or pressure gradients complicate
any analysis and even if these can be ignored, several different forcing mechanisms
of equal magnitude will not allow a simplified analysis. As such a dynamic de-
scription of the ABL, which can be used to determine the turbulent heat fluxes, will
require a dynamic model to describe them.
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The second approach will also not be considered here. This method is most useful
when observational data is available and these data can be used to drive an energy
balance model with measured variables of wind, temperature and water vapour,
e.g. Greuell and Konzelmann (1994). The most important point when using this
approach is that any alteration of input temperature, e.g. for climate sensitivity runs,
must take into account the climate sensitivity of 2 m temperature when forcing the
energy balance model.
This last point, the climate sensitivity of 2 m temperature, will be briefly dis-
cussed in Section 7.5.3. However, we will start with the first, and most pragmatic,
approach whereby the total turbulent heat and incoming longwave radiation fluxes
are parameterised in terms of the surface-extrapolated free atmospheric temperature
(T
a
) and, for the case of longwave radiation, also as a function of total cloud cover.
7.5.1 Parameterisation of turbulent heat fluxes based on free atmo-
spheric temperature
The turbulent heat fluxes on the Greenland ice sheet are a function of both energy
balance and boundary layer dynamics. Any parameterisation based on just one sin-
gle variable cannot include all the processes that occur. To begin, the ice sheet is
divided into melt, T
a
> 0
oC, and non-melt regions, T
a
< 2
oC. The major reason
for this distinction is that turbulent fluxes are strongly determined by the energy
balance in the non-melt region but in the ablation region they are more directly de-
pendent on the limiting melt temperature of ice. We will concentrate mainly on the
melt region in this section.
In Figure 7.17a the summer average total turbulent heat flux (TFL=HFL+EFL) is
plotted as a function of T
a
for the entire ice sheet. High on the plateau turbulent
fluxes must compensate for the net warming by radiation and so in this region tur-
bulent fluxes are negative. In the region around T
a
= 0
oC there is a large amount
of scatter, as might be expected considering the possible variation over the ice sheet,
but in general the turbulent fluxes have a magnitude of no more than 10 Wm 2.
In the ablation region the turbulent fluxes increase dramatically as the temperature
difference between surface and air increases.
Insight into the dependence of TFL on the free atmospheric temperature can be
gained by investigating the climate sensitivity of TFL determined from the T+2 run.
This is shown in Figure 7.17b where it is also plotted as a function of T
a
. In non-melt
regions the turbulent fluxes have a climate sensitivity which is directly determined
by the radiation fluxes, see Section 7.4.3, and these terms are very small. In the
region around T
a
= 0
oC negative sensitivities are the result of changes in albedo
since turbulent fluxes will compensate for the increase in net shortwave radiation.
For T
a
> 0
oC there is a clear increase in dTFL with increasing T
a
.
In Figure 7.17b a linear fit to the data for T
a
> 0
oC is shown, which parameterises
the climate sensitivity of the total turbulent heat flux as a function of T
a
. This is
written as:
dTFL =

0 T
a
< 0
1:4 T
a
0 < T
a
(7.16)
Chapter 7 145
(a)
-20
0
20
40
60
80
100
-10 -5 0 5 10 15
T
ot
al
 tu
rb
ul
en
t h
ea
t f
lu
x 
 T
F
L 
 (
W
m 
 -
2  
)
Surface extrapolated free atmospheric temperature T
a
   ( oC) (b)
-5
0
5
10
15
20
-10 -5 0 5 10 15
S
en
si
tiv
ity
 o
f t
he
 to
ta
l t
ur
bu
le
nt
 h
ea
t f
lu
x 
 d
T
F
L 
 (
W
m 
 -
2  
K
 -
1  
)
Surface extrapolated free atmospheric temperature T
a
   ( oC)
Figure 7.17: (a) Summer average total turbulent heat flux (TFL) as a function of T
a
for the entire ice
sheet. Also shown is the parameterisation given in Equation 7.17. (b) The summer average climate sen-
sitivity of the total turbulent heat flux (dTFL) as a function of T
a
. Also shown is the parameterisation
given in Equation 7.16.
Integrating this equation when T
a
> 0
oC will give a quadratic relationship for TFL
shown in Figure7.16a and given as:
TFL =

5:6  2:5 T
a
T
a
< 0
5:6 + 0:7 T
2
a
0 < T
a
(7.17)
The parameterisation in Equation 7.17 for T
a
< 0
oC only reflects the radiation com-
ponent of the energy budget and this will depend on such factors as albedo and
cloud cover, however it has been included here for completeness.
The apparent non-linear relationship between turbulent heat flux and atmo-
spheric temperature is the result of the combined effect of temperature difference
and wind speed. The surface-extrapolated free atmospheric temperature is corre-
lated with surface topography and thus slope. As a result wind speeds, which
are largely driven by katabatic and pressure gradient forcing, will increase with in-
creasing atmospheric temperatures leading to the quadratic relationship deduced in
Equation 7.17.
7.5.2 Parameterisation of the incoming longwave radiation flux
based on free atmospheric temperature
In spite of the simplicity by which clouds are introduced in the longwave radiation
scheme of the GABLM, we present here a parameterisation for the incoming long-
wave radiation (L #
s
) and its sensitivity (dL #
s
), based on three variables. The first
is the surface-extrapolated free atmospheric temperature (T
a
) the second is cloud
cover (n) and the third is the climate sensitivity of 2 m temperature (dT
2m
) which is
described in the following section as a function of T
a
.
The major factors controlling L #
s
are air temperature, cloud cover and water
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vapour content. Most parameterisations, e.g Konzelmann et al. (1994) and Brutsaert
(1975a), attempt to parameterise clear sky L #
s
in terms of screen level temperature
and water vapour pressure assuming these to be representative of the entire atmo-
spheric column. A simple parameterisation based on the free atmospheric temper-
ature and cloud cover is presented here and is deduced from the summer average
reference run over the entire Greenland ice sheet. The incoming longwave radiation
is parameterised with the following equation
L #
s
= "
a
(n) T
4
a
(7.18)
where
"
a
(n) = 0:62 + 0:3 n (7.19)
"
a
is thus described as a linear function of cloud cover determined from a least-
squares fit to the summer average data.
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Figure 7.18: Comparison of simulated and parameterised (Equation 7.18) incoming longwave radia-
tion. (a) for the entire Greenland ice sheet averaged over the summer season. (b) for hourly averages at
site S5 (crosses) and Swiss Camp (circles).
The comparison of parameterised and simulated L #
s
is shown in Figure 7.18
where both summer average values and hourly average values from two ablation
sites, S5 and Swiss Camp, are shown. The parameterised form tends to overestimate
L #
s
when fluxes are low but agrees well in the ablation region.
In other parameterisations, based on observations, the dependence of "
a
on n
is usually non-linear and given as n3 (Konzelmann et al., 1994). This non-linearity
is intended to reflect a relationship between cloud cover and cloud type. A linear
relationship would be expected if clouds are all of the same type and height, as they
are assumed to be in the longwave radiation scheme used here.
From the climate sensitivity run a parameterisation for d"
a
can also be made. As
mentioned in Section 7.4.3, d"
a
is a strong function of cloud cover since d"
a
is small-
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Figure 7.19: Comparison of simulated and parameterised climate sensitivity of the effective emissivity
d"
a
for the entire Greenland ice sheet averaged over the summer season. (a) the full parameterisation
as given in Equation 7.20. (b) Equation 7.20 without the temperature correction term dT
2m
.
est when clouds are present. Fitting d"
a
as a linear function of n gives a reasonable
fit to the simulated data with a large scatter in the melt zone. A better representa-
tion is obtained by including the climate sensitivity of the 2 m temperature, since
this reflects the change in vertical temperature profile in the ABL as the result of an
increase in free atmospheric temperature. This gives the following relationship
d"
a
= 0:0068 (1  0:55 (1   dT
2m
)  1:04 n) (7.20)
which is shown in Figure 7.19. The dependence on dT
2m
indicates that d"
a
decreases
when the 2 m temperature is limited by the melting point, i.e. dT
2m
< 1, and reflects
the contribution of the ABL to "
a
.
7.5.3 Parameterisation for the climate sensitivity of 2 m tempera-
ture
As previously mentioned, most energy balance models use 2 m temperatures to
drive the energy balance parameterisations. In such models, climate sensitivity ex-
periments are carried out by increasing 2 m temperature by an amount assumed to
correspond directly to temperature changes in the free atmosphere. As shown in
Section 7.4.1, 2 m temperatures are influenced by both atmospheric and surface tem-
peratures and have climate sensitivities much less than unity in the ablation region.
To quantify this, the climate sensitivity of 2 m temperature (dT
2m
) is shown in
Figure 7.20 as a function of both T
a
and T
2m
. This shows a sensitivity in the non-
melt region, as discussed in Section 7.4.1, of around 0.94 during summer. For T
a
> 0
or T
2m
>  3:5
oC the 2 m temperature sensitivity decreases steadily as the result of
the limiting surface temperature. dT
2m
does not seem to decrease below a value of
around 0.3 so this value is selected as the minimum sensitivity. A linear fit made to
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Figure 7.20: (a) Climate sensitivity of 2 m temperature as a function of T
a
for the simulated summer
period. Also shown is the parameterisation given in Equation7.21. (b) Climate sensitivity of 2 m
temperature as a function of T
2m
for the simulated summer period. Also shown is the parameterisation
given in Equation 7.22.
the data for T
a
> 0 and T
2m
>  3:5
oC gives the following parameterisation for the
summer time 2 m temperature climate sensitivity as a function of T
a
dT
2m
=
8
<
:
0:94 T
a
< 0
0:94  0:08 T
a
0 < T
a
< 8:0
0:3 8:0 < T
a
(7.21)
and as a function of T
2m
dT
2m
=
8
<
:
0:94 T
2m
<  3:5
0:94  0:075 (T
2m
+ 3:5)  3:5 < T
2m
< 5:0
0:3 5:0 < T
2m
(7.22)
The decrease in dT
2m
for T
2m
>  3:5
oC reflects the period of time, during the
summer season, that melt occurs. This is due largely to the daily amplitude of 2 m
temperature but also to the length of the ablation season. When the surface is not
melting the surface temperature is free to adjust to the 2 m temperature. When the
surface is melting, for part or all of the averaging period, then changes in 2 m temper-
ature will be dampened. For T
2m
> 5:0
oC the surface will be continuously limited
by the melt point and dT
2m
reaches a minimum value of 0.3.
7.6 Summary
The major aim of this paper is to quantify the surface energy budget of the Green-
land ice sheet during the ablation season. This is done by applying a boundary layer
model (GABLM) to ECMWF analysis data. The simulation is compared to observa-
Chapter 7 149
tional data from six AWS on the ice sheet and is found to give reasonable estimates
of the near surface meteorological variables of wind, temperature and humidity.
In general, 2 m wind speeds are well simulated but 2 m temperatures tend to
be too high at almost all sites. This may indicate that the model does not correctly
simulate the temperature inversion of the boundary layer. Incoming longwave radi-
ation fluxes also tend to be too high, by 10 to 20 Wm 2, and this may also reflect on
the simplistic manner in which cloud cover is introduced in the longwave radiation
scheme.
The question may arise: Why not just use ECMWF output data to derive the
surface energy budget? The reason lies in the ability of the ECMWF model to resolve
the ablation zone of the ice sheet which in many regions is less than 100 km wide.
The courser resolution of ECMWF, approximately 70 km, does not give sufficient
accuracy to investigate this region. The 20 km resolution of the GABLM assists in
determining the processes which occur in the ablation zone.
One of the areas of interest is the dynamics of the ABL, particularly the role of
katabatic forcing in determining wind speeds and their sensitivity to changes in at-
mospheric temperature. Enhanced wind speeds do occur near the margin of the
ice sheet as a result of increased atmospheric temperature but this increase is gener-
ally of lesser importance than the increase in temperature in determining turbulent
fluxes.
Particular emphasis is given to the turbulent heat fluxes and their climate sensi-
tivity in the ablation zone since it is these fluxes, along with incoming longwave ra-
diation, that directly determine the atmospheric input to the surface energy balance.
However, as shown in Section 7.4.3, the albedo feedback mechanism can enhance
melt as a result of changes in the atmospheric components of the surface energy
budget.
An attempt is made to parameterise the total turbulent heat flux in terms of free
atmospheric temperature. The resulting parameterisation is simplistic in it’s nature
but would appear to reflect the general conditions found on the ice sheet. Included
in such a parameterisation are the relationships between atmospheric temperature
and height, slope, surface roughness lengths, wind speeds, etc.. Some of these are
dependent on changes in atmospheric temperature whilst others are not.
A parameterisation for the incoming longwave radiation is also described, based
on atmospheric temperature and cloud cover. This uses the simplest possible formu-
lation that includes both cloud cover and free atmospheric temperature. The advan-
tage of developing parameterisations of this type directly from simulations is that
changes in vertical profiles can be incorporated. The disadvantage is that cloud type
and height is poorly represented in the model. In this regard, improvements to the
model will certainly help in developing a better parameterisation for the longwave
radiation flux.
One important point, at least in regard to the use of 2 m temperatures to run en-
ergy balance models, is that the limiting temperature of the melting surface strongly
influences the climate sensitivity. In melt regions this means that climate sensitivity
tests, made with energy balance models, can overestimate the increase in 2 m tem-
perature, and hence turbulent fluxes, by a factor of 3. This is also true for degree day
models when they are run using locally determined values for 2 m temperature.

8Some final words
Every chapter in this thesis contains its own conclusion and discussion. However, it
is worth touching upon some of the major points and possible future developments
of each of these.
The 1-D second-order model developed in Chapter 2 has proved to be useful for
both modelling studies and for the interpretation of turbulence in katabatic flows.
The essential conclusion from this work is that the turbulent structure of katabatic
flows is sufficiently different to the classical stable boundary layer to necessitate the
inclusion of turbulent transport terms in its description. Modelling attempts that
disregard these terms or apply concepts based on local-scaling laws, such as the
gradient Richardson number, to determine stability parameterisations will require
ad-hoc numerical fixes to get the model to work at all.
The closure model makes use of present and past ideas concerning near-wall and
atmospheric turbulence. Any closure model can be criticised for the approximations
that must be made in order to close the Reynolds equations, however, it is the au-
thors belief that the closures used here are adequate for the purposes for which it
is applied. The results of turbulence measurements made in katabatic flows, such
as those conducted by Smeets et al. (1998, 2000) and van der Avoird and Duynkerke
(1999) are extremely useful for testing any turbulence model. Some of these data
have been used to verify the closure model developed in Chapter 2 and some have
come to light since that work was completed. Unfortunately, field measurements of
the third-order moments in the Reynolds equations are not of sufficient quality to
test higher-order closures in katabatic flows, as has been done in the laboratory (Ir-
win, 1974), so any higher-order refinement can not be supported by observation. One
possible direction is the use of large eddy simulations (LES) to simulate the turbu-
lent structure of katabatic flow. Unfortunately, current LES models are not capable of
simulating the stable ABL, and spatial resolutions of less than 1 m, essential for cap-
turing the turbulent structure of the katabatic flow, are computationally prohibitive.
Perhaps this situation will change in the future.
When the Pasterze experiment (PASTEX) was being planned for 1994, less was
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known about the structure of the ABL of this or similar glaciers. Five of the obser-
vational sites deployed were energy balance stations with measurement heights for
temperature and wind at 0.5 and 2 m. The intention at the time was to deduce tur-
bulent heat fluxes using the profile method described in Chapter 3. This method
was discarded because use of the profile method, and the assumptions of Monin-
Obukhov similarity, lead to severe underestimates of the expected fluxes, as is illus-
trated in Chapter 3. The method eventually adopted was to use profile measure-
ments under near-neutral conditions to estimate the surface roughness length for
momentum and then apply these roughness lengths using the bulk method to deter-
mine turbulent fluxes (Greuell and Smeets, 2000). The results presented in Chapter 3
of this thesis have helped illustrate why such a methodology needs to be employed
and may help in planning future experimental campaigns.
The results presented in Chapter 4 are an interesting case of how our under-
standing of the dynamics of katabatic flows can be applied to develop alternative
methods for determining the surface roughness lengths of glaciers. This approach
is limited to glaciers with strong katabatic forcing, i.e. steep slopes and strong tem-
perature inversions, and requires the use of high resolution profile masts for wind
and temperature. However, as shown for the Pasterze glacier where katabatic flows
dominate, the number of usable profiles for determining roughness lengths is con-
siderably enhanced, by a factor of 30, when the katabatic method is employed.
Despite its brevity, Chapter 5 presents an important result: conformation of sur-
face renewal theories for the surface roughness length of temperature on a melting
ice surface. The observations used to confirm this are selected, contrary to much
of the other work presented here, on the basis of the absence of the katabatic wind
speed maximum. It is only through increased understanding of the turbulent struc-
ture of katabatic flows that a suitable selection criteria could be applied.
There are still several questions yet to be answered in regard to scalar roughness
lengths. The applicability of surface renewal theories to the surface roughness length
for water vapour has yet to be confirmed on ice or snow surfaces. Its measurement
is difficult due to the inherent errors associated with humidity measurements. How-
ever, a well planned strategy for determining its value is not beyond the current state
of sensor technology and an observational experiment to test these theories would be
very useful for both glaciologists and atmospheric modellers alike. Another problem
is addressed by Smeets and Vugts (2000) where they suggest that scalar roughness
lengths should be calculated on the basis of momentum roughness lengths deter-
mined by the micro-structure of the ice surface, i.e. ice crystal size. This point needs
to be clarified and it is perhaps preferable to carry out laboratory experiments to cast
more light on both these problems.
In Chapters 6 and 7 the second-order closure scheme developed in Chapter 2
is applied to the Greenland ice sheet using a 3-D boundary layer model. The aim
of this study is to determine the contribution, as well as the climate sensitivity, of
the turbulent heat and longwave radiation fluxes to the surface energy budget. The
eventual aim of the study is the development of parameterisations for these fluxes
that can be used to improve energy balance models of the Greenland ice sheet (van
de Wal, 1996). The resulting parameterisation for turbulent heat flux, which is based
on the single external variable of surface extrapolated free atmospheric temperature,
indicates a quadratic relationship between atmospheric temperature and turbulent
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heat flux. This non-linear dependence is due to katabatic forcing of the boundary
layer winds, leading to a temperature dependence of wind speeds in the ablation
zone.
Much effort has been put into a suitable turbulent scheme for the boundary layer
model but less has been expended on the other parameterisations used to create a
complete energy balance model. There are many possible changes to the model that
would improve its performance. These include: an improved method for introduc-
ing clouds in the longwave radiation scheme, improved parameterisations for the
transmission of shortwave radiation through clouds and atmosphere, a subsurface
model that allows processes such as refreezing and densification to be described and
an improved albedo parameterisation.
However, coupled to many of these changes are increased computational costs
as well as implementation time. These are major factors in model development,
and research in general, and should not be underestimated when initiating such a
project. As the complexity of the model grows, it slowly approaches the quality of
other limited area models that describe more completely the physical processes of
the atmosphere. The question remains, whether it is more efficient to adapt already
existing atmospheric models to the Greenland situation or to add improvements to
the boundary layer model presented here.
One of the advantages of such a boundary layer model, and perhaps not ex-
ploited to its fullest extend in this thesis, is that more fundamental studies can be
carried out to bring insight into particular processes in the boundary layer. More
attention should be paid to this aspect of the modelling work.
The importance of observational data has been emphasized on several occasions
throughout the thesis. However, it must also be emphasized that these observa-
tions are most useful when an appropriate theoretical and conceptual framework
is also available. It is hoped that the work presented here has helped improve this
framework and that future observational and theoretical studies will benefit from
the results.
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