We introduce the concept of polynomial operation from the Burnside ring functor A to other representation functors R, which includes operations such as symmetric powers, I-operations and Adams operations.
Introduction
In this paper we study polynomial operations q : A + R where A denotes the Burnside ring functor, and R is a representation functor, see Definition 2.1. Polynomial operations (1.6) are natural transformations between contravariant functors such that vG : A(G) + R(G) is a polynomial map for each finite group G. The set of all polynomial operations Pol(A,R) is closed under the addition and multiplication defined from the ring structures on the R(G)'s, thus having a ring structure.
Our purpose is to give a description of the additive structure of Pol(A, R). In order to do that we construct a family of polynomial operations 
. c J;(R) = RS(m).

Namely F(a) has degree rn if and only if aeJG(R).
The main result (Theorem 2.11) is that for each polynomial operation q : A + R of degree <n there exists a unique sequence (b,),"=o~nz=, RS(m) such that (2) ~,EJ~(R) for m>n. In other words, the group Pol,(A, R), of polynomial operations q : A --f R of degree in, is isomorphic to the group ii RS(m) x .,=fi+, J,XW. The results concerning algebraic topology will be reported in [34] .
The other source is the representation theory of finite groups. Namely the representation ring functor R,, F a field, satisfies the axioms for representation functor. Also the discrete version of R,, namely the Burnside ring functor A, is a representation functor. One can also complete them with respect to augmentation ideals, the completed functors RF, a are also representation functors. This establishes a connection with topology since there are natural isomorphisms f?c= RK' [2] , where K" denotes the 0th complex K-theory, and a G Rnf [6] .
The case of the Burnside ring functor A has interest by itself: several authors [4, 5, 11, 20, 23, 26, 27, 30, 32] have studied operations on Burnside rings such as Aoperations, Adams operations and generalized symmetric powers. All these operations are polynomial.
It seems to me that the theory of polynomial operations developed in this work could provide a general framework for the study of the operations mentioned above. The paper is organized as follows. Section 1 contains some definitions and known results about polynomial operations and Burnside rings. We begin Section 2 with the definition of the concept of representation functor and give some examples. The definition is strongly motivated by the notions of Mackey functor and Frobenius functor [16, 17] . Then we state the main results without proofs. Section 3 contains the remaining technical details on Burnside rings and polynomial operations. The proofs of the main theorems are given in Section 4.
In Section 5 we restrict ourselves to the study of geometric operations q :A +A in Burnside rings. They are (1.14, 5.7), linear combinations of generalized symmetric powers (1.12). For R =A this coincides with the definition in 1.14.
In Section 6 we study the existence of non-geometric operations.
In doing so we construct elements a: EJ~(R) for rn>nz 1. We prove (6.5-6.9) that if infinitely many &'s are non-zero, then there exists non-geometric operations, in fact uncountably many of degree n for each no 1. We then show that this condition is satisfied by A (6.10), a (Lemma 6.14), RF, F a field of characteristic 0 (Lemma 6.13), and Z?, (Lemma 6.16). The elements a; yield new operations a: := F(a:), which could be useful. For example, the operations aA : A --f A are related to the Adams operations (work in progress).
Polynomial operations and Burnside rings
Polynomial operations occur with different names in the literature. They are called maps of finite degree in [19, $91 , [13] , algebraic in [15] , [18, 5. 61, [9, #OC] , polynomial in [28, 29] . We recall some definitions and some properties, which will be needed in the sequel.
Definition.
Let M denote an additive abelian monoid, B an additive abelian group, both with neutral element 0, and letf : M+ B denote any map, not necessarily a homomorphism. For each n 2 0 we define a map
Dnf:Mnil -+B,
where IZl denotes the cardinality of the set I. This map is up to the constant term (-1)""f (0) the nth deviation off defined by Eilenberg The Burnside ring of G is a commutative noetherian ring with identity, 1,. Additively it is freely generated by the homogeneous G-sets, that is, by the cosets G/H, where H runs through a set of representatives of the conjugacy classes of subgroups of G. For each group G we will fix such a set of representatives.
It will be denoted by T(G). For S(n), the symmetric group of degree n, we put T,:=T(S(n)). 
for all g E G. In this case v)* = I,v*. So A factors through a quotient category-its objects are the finite groups, and its morphisms are the conjugacy classes of group homomorphisms-which we denote by $2. We use the same notation for the new functor
The reason for considering the category $2 is that the functor A+ : $7 -92~ decomposes into a disjoint union of representable functors:
Lemma. There is a natural isomorphism
taking a G-set X to the equivalence class of the homomorphism G --* Aut(X) = S( IX 1) describing the action of G on X. 0
This shall allow us to use the Yoneda lemma when studying natural transformations on Burnside rings. In this context an element in AS(n) deserves special attention, namely the set { 1, . . . , n} on which S(n) acts by permuting its elements. This S(n)-set corresponds under the bijection from Lemma 1.5 to the identity on S(n).
We denote it by I, and call it a universal element. Let Pol(E, F) denote the set of all polynomial operations q : E + F. It follows from Lemma 1.2 that Pol(E, F) is a subgroup of Nat(E, F). Later F will have more structure, namely F will be a functor to F?%. In this case Nat(E, F) will be a commutative ring with identity, the product being defined in the same way the sum was.
Again by Lemma 1.2 Pol(E, F) will be a subring of Nat(E, F). The unit in Pol(E, F) will be given by the family of constant maps a ++ ld, 1, being the identity in F(G), which has degree zero. Again it is not difficult to prove directly that F,,/H is a polynomial operation of degree n, see [33, 1.3.14-3.181. However we shall see in 5.5 that this follows immediately from Theorem 2.9. Proof. The same as in [30] , but using G-sets. This can be done since SP(a) is well defined on virtual G-sets, see (1.14). 
R(G) x R(G) + R(G).
For finite groups G, H let p : G x H --f G, q : G x H --t H denote respectively the
first, the second projection.
Then the exterior product
x :R(G)xR(H)+R(GxH)
is defined by
axb=p*a-q*b for aeR(G), bgR(H).
R3: Let G, K be finite groups and let H, L be respectively subgroups of G, K, then the following diagram commutes: (6) Let h* be as before, and let Rhe"(G) := h'"(BG) = enEH h'"(BG), then the functor Rhe" : 9 + ES%+ together with the transfer maps is a representation functor. We take even degrees since we want Rhe"(G) to be commutative and not merely commutative in the graded sense.
One could define other representation functors coming from topology depending on concrete problems.
Definition.
Let R be a representation functor. We consider the abelian group
S(R) := 6 RS(m)
m=O and define a product
.
: S(R) @ S(R) + S(R),
given on components by the compositions
RS(m) @ RF?(n) 1 R[S(m) x S(n)]
h&("'+ n)
S(m)x RS(m+n).
It is straightforward to check that l is associative and commutative. S(R) is then a commutative Z-algebra with unit. One could think S(R) graded by defining
S(R),, = RS(m).
The completion of S(R) with respect to the topology given by the filtration of the groups @,"=, RS(m), ~'20, is the abelian group P(R) := fl,"=, RS(m). The product on S(R) extends in a natural way to a product on P(R), hence turning P(R) into an associative, commutative Z-algebra.
Remarks. (1)
We shall identify the rings Nat(A+, R) and n,"=, RS(k) through the ring isomorphism given in Lemma 1.10, so that we will speak indistinctly of a natural transformation or of its sequence of characteristic numbers (Remark 1.11). As a group Nat(A+, R) is then filtered by the subgroups n,"=, RS(k), 110, and is complete in the filtration topology. (2) Although P(R) and n,"=, RS(k) are identical as abelian groups they have quite different products. In order to avoid confusions, when we speak of a ring structure on n,"=, RS(k) we shall always mean that of the direct product.
(3) By 1, we shall denote the identity in RS(m).
Definition.
For a E RS(m), m 10, we consider the sequence (cz,)~=~ defined by 
,~RS(rn).
This makes sense since by (1) the sum I,"=, F(b,)(X) is finite for each G-set X. is a group isomorphism.
Theorem. Let a E RS(r), r-2 1, n20. Then F(a) is a polynomial operation of degree IIZ if and only if for each partition TI of r of length n +
Proof. This follows from Proposition 2.7 and Theorem 2.11. q
For R =A one has the following result which relates the free powers (1.13) with the F defined in Definition 2.6. Proof. This follows easily by induction. 
Proposition.
For a permutation group HG S(n) one has F,,/H= F(S(n)/H
Lemma. Each permutation group HC S(n) has a unique decomposition as a product of indecomposables.
Proof. Obviously Hc S(n) has such a decomposition. If Hi X 1.. Xff,C 
S(P,)x-.-x S(P,) c S(n)
and
1). So we have maps
Dn:Nat(E,F)+Nat(E"+',F).
In fact D" is a group homomorphism and its kernel is the group, Pol,(E, F), of all polynomial operations of degree <n. Let Pnj : S(n) ~ S(kj), 1 <j< n, and pne. . S(n) + S(Q) denote the canonical projections.
Warning: We will consider Pnj either as a morphism in 9 or, by virtue of Lemma 1.5, as an element of AS(7r).
The analogue of Lemma 1.10 for (A+)" is the following:
Lemma. The map Nat((A+)",F) + .!I,i,, Fs(a), i -(rS(n)(P,l, ... 9 Pmkr.N"
is a group isomorphism.
Proof. This follows from the decomposition 
(a+a')xb=axb+a'xb, ax(b+b')=axb+axb'. (2) Associativity: (a x b) x c = a x (b x c). (3) Commutativity : a x b = t *(b x a), where t : G x H + H x G commutes factors. (4) Units: If 1, denotes the identity in R(H), then ax ln=p*(a), for all a E R(G), where p : G x H-+ G denotes the projection. (5) Naturality: If f : G+ K, g: H-t L are group homomorphisms, then (fxg)*(axb) =f*(a)xg*(b). (6) If A : G -+ G x G denotes the diagonal map, then a-b = A*(axb). (7) Multiplicativity: (al x 6,) -(a2 x b2) = (al u a*) x (b, u b2) for a,, a2 E R(G) and bl,b2ER(H).
Proof. All are easy consequences of the definition of the exterior product and of the properties of the interior product. 0
Definition.
Let R be a representation functor and let HC G. Via Res$ one can consider R(H) as an R(G)-module.
We say that R satisfies Frobenius reciprocity For the other implication we need to work more. Let r, t, m, be natural numbers such that m=r+t, and let n=(kt,..., k,, 1) be a partition of m of length n + 1. We want to apply the Mackey formula (double coset formula) for S(m) and its subgroups 
E R(H), b E R(G).
Lemma. A representation functor satisfies Frobenius reciprocity.
Proof. For each subgroup H of G identify H with the subgroup ((h, h) 1 h E H}
S(r, t) := S(r) x S(t) c S(m) and S(z) c S(m). Let
.xS(j,+,)rS(r), B(o) :=s(k,-j,)x...xS(k,+,-j,+,)cS(t).
In this case the Mackey formula can be written in the following way, see [22, P. 181,
where the maps c, : S(r, t)(u) + S(r, t) are conjugation homomorphisms by representatives g, of a double coset decomposition G= flUED(K,r) S(rc)g,S(r, t), and SO.9 0(n) =gJ@, 0g,'. We need the following lemma:
Lemma. Let r, t, m, n be as before. Then for aE RS(r), bERS(t) one has
Proof. Follows from (1) and Lemma 4.1 (5) . 0
We proceed now to prove the other implication. 
Let aE RS(r) such that
where C, is the set of all sequences 15 pi < 1.. < ps< n + 1.
Fix now such a sequence. For convenience we assume that pi = n + 1 -s + i for 15 ils.
The general case can be treated in an analogous fashion. (by Lemma 3.12).
Summing over all sequences o, one gets from (3), (4) and the preceding equalities the following identity 
Corollary. Let a E RS(m), then F(a) : A+ + R is a polynomial operation of degree I m. In particular it extends to a unique polynomial operation from A to R of degree <m, which we also denote by F(a).
Proof. The last claim follows from Proposition 1.9. 0 is a well defined element in Pol,(A, R) . q
Corollary. Let aE RS(m), and let G be a finite group. Suppose that F(a),: A(G) + R(G) has degree <n and that m> n /G 1 -here IG) denotes the order of G-then F(a)o is identically zero.
Geometric operations on Burnside rings
In this section we study the ring of polynomial operations q : A + A generated by the symmetric powers, see 1.12-1.15.
Definition.
For 1 lkln let P(n, k) denote the set of partitions of the set {l,..., n} into k non-empty subsets. The cardinality of P(n, k), denoted by S(n, k), is called a Stirling number of the second class, see [7, p. 381.
Proposition.
For each permutation group Hc S(n) the following identity holds:
KeTk > where the S(H,K)'s are non-negative integers, and Tk as defined in 1.4. In fact we shall prove more: We construct from HC S(n) the groups K for which S(H, K) > 0.
Proof. Let X, be the subset of X" of all the n-tuples which have exactly k different coordinates.
X, is invariant under the action of S(n)x G on X". Since X"= Hi=, X,, one has the following identity of G-sets 
Lemma. For a permutation group NC S(n) one has:
(1) Zf X is a G-set with IX/ <n, then F,/H(X)=O. Then h defines a homomorphism of graded algebras to the cyclic subgroups of S(m). The claim follows now from Lemma 6.12, Remark 6.10(3) and Example 6,11 (l) . 0
S(h) : S(A) -+ S(R).
Now we consider the completed Burnside ring functor a, see Example 2.3(2). As we shall see, not all the ak's are different from zero; however infinitely many of them are. Therefore Corollary 6.6 and Proposition 6.9 hold for a.
6.14. Lemma.
The element af, E&(m) is different from zero if and only if m is a prime power.
Proof.
We first observe that ap-Sylow subgroup P of S(m) is transitive if and only if m is a power of p. Laitinen Proof. Analogue to the proof of Lemma 6.14 but using Lemma 6.15. 0
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