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Abstract
This lecture surveys about 15 years of research about context-free graph grammars,
graph operations, graph transformations and monadic second-order logic done in
cooperation with participants of the European network GETGRATS and of previous
European projects related with graph grammars and graph transformations.
By considering a graph as a relational structure consisting of the set of
vertices as domain and of a binary relation representing the edges, one can
express graph properties in logical languages like First-Order Logic or Second-
Order Logic. In some cases it is appropriate to represent graphs in such a way
that quantications on edges or sets of edges are possible. This can be done
through the notion of incidence graph. The incidence graph I(G) of a graph
G has for vertices those of G together with a "new" vertex for each edge.
Directed edges in I(G) link these new vertices to the vertices that are the
ends of the corresponding edges of G. If G is directed, labels attached to
these new edges may distinguish the source from the target of each edge of G.
The purpose of Descriptive Complexity is to relate the complexity of graph
properties (or more generally of properties of nite relational structures) with
the syntax of their logical expressions, and to characterize complexity classes
in logical terms, independently of computation models like Turing machines.
We will consider Monadic Second-Order Logic, i.e., the extension of First-
Order Logic with variables denoting sets of elements of the considered struc-
tures. Despite the fact that it does not correspond exactly to any complexity
class, this language enjoys a number of interesting properties.
First, it is rich enough to express nontrivial graph properties like planarity,
vertex k-colorability (for xed k), connectivity, and many others (that are not
expressible in First-Order Logic). See [2] for details.
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Second, because the verication of a property expressed in Monadic Second-
Order Logic can be done in linear time on certain graphs constructed in an
appropriate hierarchical way (for an example, on the graphs of tree-width at
most k). This linearity result extends to optimization problems consisting
in computing for a given graph, the minimum (or maximum) cardinality of
a set of vertices satisfying a xed monadic second-order formula having one
free set variable. Counting problems, consisting in counting the number of
sets satisfying a given formula, can also be handled eÆciently. This applies
to NP-complete problems like Hamiltonicity or to the Traveling Salesman
Problem; to take another example, structured (\goto"-less) programs can be
represented by graphs of tree-width at most 6, and register allocation can be
done eÆciently for them (M. Thorup [10]). However, although the algorithms
are linear for xed tree-width, the constant factors depend exponentially or
more upon the tree-width and the sizes of the formulas.
Finally, Monadic Second-Order Logic is an essential tool for studying
context-free graph grammars, in particular because it is useful to dene graph
transformations which act like rational transductions in the theory of context-
free languages.
These interesting algorithmic and grammatical properties are based on the
equivalence between monadic second-order logic and nite automata on nite
trees (i.e., on trees that represent nite well-formed terms written over a nite
set of operation symbols). A graph constructed from \small" basic graphs by
means of graph operations (generalizing the concatenation of words) can be
considered as the value of a nite term.
We are interested in graph operations such that the corresponding mapping
from trees (representing terms) to graphs is MS-compatible, which means that
for every monadic second-order formula P expressing a graph property, one can
construct an \equivalent" monadic second-order formula over trees expressing
that the graph that is the value of the considered tree satises P . In this way,
we can transfer decidability results that are known for trees (because Monadic
Second-Order logic is equivalent to nite automata on trees) to graphs.
In many cases we have a stronger property than MS-compatibility: the
graph can be dened \in the tree" by monadic second-order formulas. We say
that the graph is obtained from the tree by a Monadic Second-Order denable
transduction, an MS-transduction in short.
We will review the various operations on graphs for which the evaluation
mapping is an MS-transduction. They are the binary operation consisting
of taking the union of two disjoint graphs, a unary operation that fuses all
vertices of a graph having the same color p, unary operations (like the edge-
complement) that redene the edge relation by quantier-free formulas (pos-
sibly using color predicates).
The two main classes of context-free graph grammars, the HR Grammars
(HR stands for hyperedge replacement) and the VR Grammars (VR stands for
vertex replacement) can be dened by systems of recursive set equations over
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these operations. The corresponding classes of sets of graphs are closed un-
der MS-transductions, and are generated from the set of binary trees by such
transductions. Hence, the classes HR and VR are robust and have character-
izations independent of the graph operations used to build the corresponding
systems of equations. Formally, a set of graphs is VR i it is the image of
a set of nite binary trees under an MS-transduction. It is HR i its set of
incidence graphs is VR. Furthermore, a VR set of simple graphs is HR i it
has a bounded average degree, i.e. if the number of edges of each graph is lin-
early bounded by the number of vertices. This establishes a strong connection
between context-free graph grammars and monadic second-order logic.
Certain \classical" families of graphs can be described by context-free
grammars. However, many interesting families like that of all nite planar
graphs cannot be represented by a single context-free grammar.
The graph operations on which VR-grammars are based yield the notion
of clique-width of a graph. This is a complexity measure comparable to tree-
width, but stronger in the sense that, for a set of nite graphs, bounded
tree-width implies bounded clique-width, but not vice versa. In particular
cliques have bounded clique-width but unbounded tree-width. It serves as
a parameter in the sense of Parametrized Complexity, as dened by Downey
and Fellows [9]. Problems expressible in monadic second-order logic are thus
parametrically tractable.
After having presented these situations where graphs are dened from trees
by MS-compatible mappings, we will then consider cases where a tree is de-
ned from a nite or countably innite directed graph, by means of an MS-
compatible mapping, namely the Unfolding. Intuitively, the graph represents
a process and the unfolded tree, formally dened as the (usually innite) tree
of nite paths originating at a specied initial vertex, represents its behaviour.
We will present methods for dening new MS-compatible mappings on graphs
motivated by formalization of semantics and program verication.
We will conclude with the presentation of some open problems related to
this topic.
1. The parsing problem: What is the complexity of deciding whether the
clique-width of a given graph is at most k? It is polynomial for k at most 3,
NP otherwise (Corneil et al. [1]). Is it NP-complete for xed values of k?
For the algorithmic applications, one needs an algorithm producing not
only a \yes/no" answer to question whether the given graph has clique-width
at most k, but also an algebraic expression in case of \yes" answers. (Presently,
we do not know how to do without constructing such an algebraic expression.)
2. Alternative complexity measure: Can one dene a complexity measure
equivalent to clique-width (equivalent in the sense that the same sets of nite
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graphs have bounded "width"), such that the corresponding parsing problem
is polynomial for each value k?
3. Countable graphs: From innite expressions using the operations of
disjoint union, uniform change of color (i.e., all vertices of the input graph
colored by p get new color q, for xed colors p, q), and addition of edges be-
tween any vertex colored by p and any vertex colored by q, one can dene
the clique-width of a countable graph G. This value may be nite but strictly
larger than the maximum clique-width of the nite induced subgraphs of G.
How large can be the gap? Is there an equivalent complexity measure for
which there is no gap? Preliminary results can be found in [4].
4. An open conjecture by Seese ([11]): \If a set of nite or countable
graphs has a decidable satisability problem for Monadic Second-Order For-
mulas, then it has bounded clique-width." Partial results have been obtained,
see for instance [3].
Note: Most of these results, stated here for \graphs" for simplicity, actu-
ally hold for relational structures, whence for classes of directed hypergraphs
of bounded rank.
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