In this paper, we discuss model checking with residual diagnostic plots for g-estimation of optimal dynamic treatment regimes. The g-estimation method requires three different model specifications at each treatment interval under consideration: (1) the blip model; (2) the expected counterfactual model; and (3) the propensity model. Of these, the expected counterfactual model is especially difficult to specify correctly in practice and so far there has been little guidance as to how to check for model misspecification. Residual plots are a useful and standard tool for model diagnostics in the classical regression setting; we have adapted this approach for g-estimation. We demonstrate the usefulness of our approach in a simulation study, and apply it to real data in the context of estimating the optimal time to stop breastfeeding.
Introduction
In a clinical setting, most treatment regimes are dynamic. This is to say that a doctor treating a patient does not decide at the patient's first visit what the entire course of treatment will be, as is often the case in a randomized trial. Instead, the patient may be seen at regular intervals, their status monitored, and treatment decisions made based on available data in their medical chart. Thus, it makes sense to study dynamic regimes and in particular, to try to estimate the dynamic regime that will lead to the best outcome, i.e. the optimal regime. While the term dynamic treatment regime may conjure up the image of diseases or conditions that are treated pharmaceutically, the methodology can be applied to a broader class of problems where there are a number of decisions to be made over time. In this paper, the substantive issue we consider is the optimal time to stop breastfeeding. Since a breastfeeding mother has the option to wean her child at any time, she is constantly making the decision: "do I continue to breastfeed, or do I stop now?" This decision will likely be based on many factors, some of them perhaps the result of previous decisions to continue breastfeeding. As breastfeeding has a significant impact on the development and health of the infant (Kramer et al., 2001) , it is reasonable to ask if there is a particular time for stopping that is optimal.
The statistical methods for estimation of the optimal dynamic regime that we will focus on come from the causal inference literature, in particular the work of Murphy (2003) and Robins (2004) . These methods were designed to deal with the problem of endogeneity, or time-varying confounding. In Section 2, we present Robins' method of g-estimation. One gap that we have identified is that there has been relatively little work on the topic of model checking for this method. Henderson et al. (2009) are among the first to have specifically addressed the issue of model checking and diagnostics in the context of optimal dynamic treatment regimes. Their method, which they call regret-regression, incorporates the regret functions of Murphy (2003) into a regression model for observed responses. Standard tools for model checking and diagnostics for regression, such as the analysis of residual plots, are available. In this paper, we present and evaluate a method for model checking and diagnostics that can be applied to g-estimation. In particular, in Section 2.4 we identify a type of residual that we propose to use for model checking in an analogous way to that which is done in the case of ordinary linear regression, i.e. constructing residual diagnostic plots to identify model misspecification. A simulation study suggests the value of this approach with a systematic investigation of residual plots resulting from both correctly and incorrectly specified models, and is presented in Section 3. Lastly, we use our approach in the analysis of real data from a study of breastfeeding. The data are from the PROBIT trial, a cluster randomized trial of breastfeeding promotion; details are given in Section 4.
Methods

Notation and definitions
We will generally adopt the notation used by Robins (2004) , introducing new notation where it simplifies our discussion. We begin by considering the data for a single individual (capital letters designate random variables, while the corresponding small case letters designate realizations of these random variables). A study is conducted longitudinally with data collected at pre-specified time intervals. Let K be the number of intervals, t 0 the time at baseline, and t 1 , . . . , t K the subsequent time points. At each time point j = 0, . . . , K, an observation L j is made, and subsequently an action A j is taken. Note that L j and A j may be vectors, and that the last action is irrelevant since it occurs after the last observation and hence can have no effect. We adopt the convention that an overbar mean "history through. . . ", so for instance¯L 1 = (L 0 , L 1 ) and¯A 3 = (A 0 , A 1 , A 2 , A 3 ). The full set of data observed on a single individual is designated by O = (¯L K ,¯A K−1 ), and follows joint distribution f O (o). The data analysed consist of a random sample O 1 , . . . , O n from this distribution (iid).
We will now define what is meant by a dynamic treatment regime. We will focus on deterministic regimes (Robins, 2004 also defines non-deterministic regimes). At each interval j, the action to be taken is specified by a function d j that takes into account current and past information including current and past observations and past treatment course, thus d j = d j (l j ,ā j−1 ). A dynamic treatment regime consists of a set of rules, one for each interval, namely¯d = (d 0 , . . . , d K−1 ) (recall that the treatment at K is unimportant). The regime is dynamic in the sense that the rule but not the actual treatments can be specified in advance; the treatment regime is adapted to the evolving history of observations and treatments (a static regimeā in contrast would specify exactly the treatments to be given at each interval).
It will now be necessary to imagine a collection of hypothetical populations, identical to the study population except where the allocation of treatment is concerned. In particular we will consider the distribution of outcomes in such a hypothetical population that was treated according to dynamic regime¯d, rather than the treatment actually received, for all or some of the treatment intervals. We call these potential outcomes since they could have been observed if the treatment rules had been implemented as specified. We denote by O¯d the data for an individual selected at random from a hypothetical population that received treatment according to¯d. We note that in O¯d = (¯L¯d K ,¯A¯d K−1 ), all treatments are deterministic functions of current and past observations. They can be specified in sequential fashion:
. . .
be a function of an individual's data such that the greater the value of g(O), the more successful the treatment course has been. We shall refer to g as the utility or reward function. The optimal dynamic regime¯d opt is the one such that, of all hypothetical populations that followed a specific dynamic regime, the one that followed¯d opt has the greatest expected value for g, that is¯d ) ].N ote that in general there need not be a unique dynamic regime that is optimal. The absence of a unique optimal dynamic regime indicates that for some combinations of observed history (l j ,ā j−1 ), there are multiple treatment options that lead to the same maximal reward in expectation. This will be addressed briefly in Section 2.2. Although it need not be unique, we talk about the optimal dynamic regime, meaning an optimal dynamic regime.
We shall also consider restricted optimal dynamic regimes in the following sense. Suppose a hypothetical population were to be allocated treatment according to a static regimeā j for the first j treatment intervals, and according to a dynamic regime¯d K−j for the remaining K − j intervals. Let O a j ,¯d K−j be the data from an individual drawn randomly from this hypothetical population. Then we define the optimal dynamic regime with restrictionā j as
here the comma indicates that the two regimes are concatenated. In other words, the restricted optimal regime says to treat usingā j for the first j intervals, and to use the dynamic regime that maximizes the expected utility of the potential outcome subsequently. Note that¯d a j ,opt need not agree with the final K − j treatment allocations of¯d opt because the initial static part of the treatment course may impact on what decision is subsequently optimal. As a further piece of notation, we let Y = g(O), and for any dynamic regimē d, we let Y (¯d) = g(O¯d).¯2
.2 Structural nested mean models for optimal dynamic regimes
We shall now consider modelling assumptions that make it feasible to estimate the optimal dynamic regime.
A structural nested mean model (SNMM) specifies a functional form for the mean difference in responses under two possible actions conditional on history. Such a mean difference will be expressed as a function, which is called the blip function (Robins, 2004) . Specifically, let
where 0 denotes a specific treatment that can be thought of as no treatment or control. Thus, γ j (l j ,ā j ) expresses the mean difference in potential outcome under two restricted optimal regimes conditional on history up to and including time t j . Were γ j (l j ,ā j ) known to a clinician, she could ask: "for a patient with historyl j that I have previously treated withā j−1 , which treatment is going to give me the opportunity to get the best possible outcome (in expectation) assuming that I can also make the correct decisions later on?" The answer would be the value a j maximizing γ j (l j ,ā j ). Hence, knowledge of the blip function allows determination of the optimal dynamic regime. Another useful function is the regret function (Murphy, 2003) , defined as
Again, knowledge of the regret function allows determination of the optimal dynamic regime since maximizing γ j (l j ,ā j ) is equivalent to minimizing µ j (l j ,ā j ). However, we will focus on the blip function for modelling and estimation, and think of µ j as an expression involving γ j as given above. Robins (2004) states, estimation of γ(l j ,ā j ) is infeasible nonparametrically because of the high dimensionality of (l j ,ā j ). Estimation becomes feasible if we assume a known parametric form, i.e. we consider a SNMM. Thus, we postulate a q-dimensional parameter ψ, and write γ(l j ,ā j ;ψ) for the functional form, and γ(l j ,ā j ;ψ 0 ) for the truth. The goal is then estimation of ψ 0 . We make the following two standard assumptions: (i) stable unit treatment value assumption (SUTVA), and (ii) sequential randomization or no unmeasured confounders. These assumptions are sufficient to ensure that expected counterfactuals E[Y (¯d a j ,opt )], and hence the blip function parameter ψ , are identifiable, i.e. that ψcan be expressed as a functional of the distribution of the observed data (Robins, 2004) .
g-estimation
The estimation procedure that we use is based on the following estimating function:
where
and S j = S j (A j ) is an arbitrary q-dimensional function of¯L j ,¯A j−1 , A j . This is an instance of g-estimation (Robins, 2004 (Robins, , 1994 .
The quantity H j defined in (2) can be given some interpretation. Paraphrasing Robins (2004) (with adaptation to our notation), we can intuitively view H j as removing from Y the effect of treatment A j , and then adding on the effect of making optimal treatment decisions from j + 1 onwards. This intuition translates into the following relationship, which is easily shown to hold ; see also Robins 2004) :
For this reason, E[H j |¯L j ,¯A j−1 ] is given the name expected counterfactual (another word for potential outcome; technically the term counterfactual should be reserved for any potential outcome other than that actually observed, but the two terms are sometimes used interchangeably in causal inference). Now again, due to the high dimensionality of¯L j ,¯A j−1 , we can only proceed by making some parametric assumptions about E[H j |¯L j ,¯A j−1 ] and E[S j (A j )|¯L j ,¯A j−1 ]. Thus, we shall assume that E[H j |¯L j ,¯A j−1 ] has a functional form that is known up to a (vector) parameter ς, and similarly for E[S j (A j )|¯L j ,¯A j−1 ] with parameter α. We shall write E[H j |¯L j ,¯A j−1 ; ς] and E[S j (A j )|¯L j ,¯A j−1 ;α] to indicate that these are parametric models of the respective parameters.
Estimation proceeds by solving the estimating equation P n (U) = 0, where P n denotes expectation with respect to the empirical distribution of the data, i.e. P n (Z) = n
The procedure has the property of double robustness in the sense that, under the SUTVA and sequential randomization assumptions, estimation remains consistent (albeit less efficient) when one of two models is incorrectly specified; namely either E[S j (A j )|¯L j ,¯A j−1 ;α] must be a correct specification of the conditional mean of S j (A j ), or E[H j |¯L j ,¯A j−1 ; ς] must be a correct specification of the conditional mean of H j .
We mentioned in Section 2.1 that in general the optimal dynamic regime may not be uniquely defined. The absence of a unique optimal dynamic regime indicates that for some combinations of observed history (l j ,ā j−1 ), there are multiple treatment options that lead to the same maximal reward in expectation. In this situation, estimation is problematic, because the max operator that is embedded in H j through the regret term µ j (l j ,ā j ;ψ) is not differentiable at ψ=ψ 0 . An estimator obtained as the solution to an estimating function that is not differentiable at the truth is referred to as non-regular; these estimators are not asymptotically normally distributed and hence confidence intervals based on their standard errors do not provide the nominal coverage. A full treatment of this subject is beyond the scope of this paper, but we refer to reader to Robins (2004, Appendix A), Chakraborty et al. (2009) , and Moodie and Richardson (2010) .
For the remainder of this paper, we will focus on the case of a binary treatment decision. That is, the decision to be made at each interval is between the reference (inactive) treatment A j = 0, and the active treatment A j = 1.
Model checking with residuals for g-estimation
The g-estimation method of Robins has desirable properties, but also requires a number of modelling assumptions to be made by the analyst. In particular, parametric models need to be specified for:
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As described previously, the first of these is the main model of interest while the other two are considered nuisance models. While the property of double robustness appears to provide some protection with regard to model misspecification, in practice it is unlikely that the model for E[H j |¯L j ,¯A j−1 ] will be specified correctly so the consistency of the estimator depends solely on the correct specification of the propensity model. It remains that each of the three models must be given careful consideration and has consequences with regard to the bias and/or efficiency of the estimation procedure.
In practice, when faced with the task of estimating an optimal dynamic regime using the g-estimation procedure, modelling choices are often based on parsimony and substance-area knowledge. Standard choices would be to assume linearity for the blip and potential outcome models and a logistic model for the propensity (assuming binary treatment), i.e.:
where Z j , W j and Q j are covariate vectors. The parameter of interest is , while α, ς(ψ) are nuisance parameters. One of the most appealing consequences of these standard choices from an implementation point of view is the existence of closed-form solutions forˆand its asymptotic standard error (Moodie, 2009) . The extent to which the availability of closed-form solutions simplifies the implementation may of itself be enough to deter many analysts from considering more complex models.
Thus, while data analysis using a standard regression procedure requiring the specification of just one model is already a difficult task in most cases, here the analyst is called on to produce three. Furthermore, the issue of model checking for g-estimation has received relatively little attention so far.
In a standard regression setting, one of the most common tools used to diagnose model misspecification is residual analysis. This involves plotting residuals against fitted values or covariates and visually inspecting the plots to identify patterns that should not be present were the model correctly specified. Here, we propose a residual that allows the same kind of approach to model checking to be used in the context of g-estimation. 
as mean zero conditional on¯L j ,¯A j−1 ; note that the arguments¯L j ,¯A j to the functions µ m (ψ m ) and γ j have been suppressed. Therefore, a fitted value for Y i is given by
and we define the residual for the i th individual at the j th interval to be
ψ The last step to making this usable is to plug in the estimatesˆandˆψ ς j (ˆj) for the unknown parameters.
We propose to use the residuals r ij so defined to check the models E[H ij |¯L j ,¯A j−1 ; ς j (ψ j )] and γ(l j ,ā j ;ψ), more specifically, to diagnose underspecification in these models and to check linearity assumptions. (Note that, as in the linear regression case, an analysis of residuals cannot reveal model overspecification because overspecified models are technically correctly specified, just with some parameters being zero; a strategy which can be used to avoid overspecification is to build the model up from a small base model, repeatedly checking the model and adding terms as necessary.) Under correct specification of these two models, we expect residuals to be symmetrically distributed about zero, and show no trend when plotted against covariates or fitted values. This will be illustrated in a simulation study in the next section.
The propensity model, though also crucial, is fit independently of the rest of the SNMM and, as standard methods such as logistic regression are often used, standard techniques for model selection can be used. We caution that model checking may be useful for the propensity model but should not be relied upon for control of confounding (Brookhart et al., 2006; Austin et al., 2007; Judkins et al., 2007) .
We may find that a plot of residuals versus fitted values has a "funnel shape", indicative of heteroscedasticity in the form of a mean-variance relationship in the H ij . This situation would not necessarily represent a problem in terms of bias, however it suggests that a weighting scheme that assigns weights in inverse proportionality to the variance could improve efficiency (compare with weighted least squares in the ordinary linear regression setting).
It should be pointed out that using this approach, we are checking the specification of two models simultaneously. Thus, if an analysis of residual plots suggests model misspecification, we will not necessarily know which of the two models requires modification in order to correct the problem (perhaps both do); refitting of models is required. Inference procedures, e.g. Wald tests on the significance of components of ψ, can also provide useful guidance.
Remark: Having specified a different model for each interval, we also have a different residual for each individual at each interval. The set of residuals at a given interval can be used to diagnose model misspecification at that interval, but may also depend on subsequent intervals as we can see from the term involving the sum of the regrets over all subsequent intervals in Equation (3).
3 Simulation study Moodie et al. (2007) proposed the following 2-interval simulation:
They used g-estimation to estimate ψ 00 ,ψ 01 ,ψ 10 ,ψ 11 under both correctly and incorrectly specified models.
There are two typical ways of obtaining standard error (SE) estimates for g-estimation in settings where the asymptotics are regular: use the asymptotic results of Robins (2004) , or bootstrap. In their simulation results, Moodie et al. (2007) used the former approach. As these simulations considered only two sample sizes, n = 500 and n = 1, 000, the behaviour of these estimates with respect to sample size was not obvious. We provide a brief demonstration of the validity of this approach in Appendix A, where we find that asymptotic and bootstrap standard errors provide good estimates for sample sizes of approximately 700 or greater.
We now turn our attention to the issue of diagnostics of model misspecification using the residuals defined in Section 2. For this purpose we have selected a sample size of n = 1, 000 so as to avoid any problems associated with small sample sizes. We will assume a correct model for the probability of receiving treatment (propensity score) and focus on misspecification of either the blip model γ j (l j ,ā j ;ψ), or the model for E[H j |¯L j ,¯A j−1 ; ς]. Recall that the propensity model is often fitted using standard techniques, e.g. logistic regression, and its correctness can be assessed independently.
It is instructive at this point to consider what a correctly specified model for E[H j |L j ,¯A j−1 ] consists of for this relatively simple case. Recall that
So, at the first interval
where I denotes the indicator function. The presence of the indicator function makes the model nonlinear in the parameters. Were the threshold L 0 < 250 known, a correctly specified linear model would be
Without knowledge of this threshold, an iterative procedure can be used: (1) obtain some estimate of ψ(using an incorrectly specified model for E[H 0 |L 0 ]); (2) use this to estimate the correct threshold, and obtain a better estimate of ψ ; (3) iterate until convergence. This is how estimation in the simulation by Moodie et al. (2007) was performed. For the purpose of our simulation, when we specify the model correctly we have assumed (unrealistically) that the threshold is known, and fit the model in (5).
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We fit four different models, three of which contained some misspecification, to a simulated data set with a sample size of n = 1, 000. The first model incorrectly assumed a linear model E[H 0 |L 0 ; ς 0 ] = ς 00 + ς 01 L 0 instead of the correct model in (5). The second model incorrectly assumed a linear model
The third model misspecified both blip models as γ j (L j , A j ;ψ j ) = A j ψ j , j = 0, 1. These three models were otherwise correctly specified, and the fourth model was entirely correctly specified.
Residual diagnostic plots for the four different model specifications are shown in Figure 1 . When the model for E[H 0 |L 0 ] is misspecified, we see a clear relationship between first interval residuals and corresponding covariate and fitted values (first row, panels 1 and 2 respectively); the same is true when E[H 1 |(L 0 , L 1 ), A 1 ] is misspecified (second row, panels 3 and 4). When the blip models are misspecified (third row of plots), there are relationships in all residual plots but they are more difficult to interpret. Finally, under correct specification (fourth row plots) there is no discernible relationship between the residuals and either covariates or fitted values. 
3) misspecified γ 0 (l 0 , a 0 ) and γ 1 (l 1 , a 1 ); (4) correctly specified. A loess smoother is drawn through the points (solid grey curve). Dashed blue horizontal line shows zero level.
as well as the optimal time to wean the child, is of scientific and public health interest.
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The International Journal of Biostatistics, Vol. 6 [2010] Moodie et al. (2009) formulated the problem of when to stop breastfeeding as a sequential decision problem which they addressed using the framework of optimal dynamic regimes that we have been discussing. They used this method to analyse data from the Promotion of Breastfeeding Intervention Trial (PROBIT), which has been described in detail elsewhere (Kramer et al., 2001) . Briefly, PROBIT is a cluster-randomized trial conducted in Belarus from June 1996 to December 1997 with a 1-year follow up. Data from 31 hospitals and affiliated polyclinics that were randomly assigned to implement either a breastfeeding promotion intervention, known as the Baby-Friendly Hospital Initiative, designed to encourage initiation of breastfeeding and lengthen its duration, or standard care are available, consisting of information on 17,046 mother-infant pairs. Data were collected at baseline, and at follow-up visits which occurred at 1, 2, 3, 6, 9 and 12 months. Thus, there are 6 intervals: 0-1, 1-2, 2-3, 3-6, 6-9, and 9-12 months. The two "treatment" options at each interval j are to stop breastfeeding (A j = 0), or continue breastfeeding (A j = 1). In practice, the option selected will only be known at the next follow-up visit, i.e. at the end of the interval, depending on whether or not the mother is still breastfeeding at that point. If she is not, then the actual time at which she stopped breastfeeding is unknown, but the decisions is taken to apply to the whole interval. It should be noted that once breastfeeding has been stopped, it cannot be re-initiated at a later time.
We reexamine and extend the analysis presented in Moodie et al. (2009) . We shall consider two different reward functions. The first Y 1 is simply the infant's weight (in grams) at one year, also considered by Moodie et al. (2009) . This reward function would be appropriate if we are concerned about problems associated with low-weight at one year (i.e. lower weight infants are considered less fit). However, maximizing weight may not lead to optimal health and so a more medically relevant outcome is also considered which recognizes that both low and high infant weights may be undesirable. Then, we might consider Y 2 , the function g(x) applied to the infant's one year weightfor-age-and-sex z-score, based on the WHO Child Growth Standards (WHO Multicentre Growth Reference Study Group, 2006) , where g(x) is symmetric and defined piecewise by
where q .2 and q .8 are the .2 and .8 quantiles of the standard normal distribution respectively (Figure 2 ). This function penalizes (linearly) weights that are at either extreme while assigning an optimal value to everything between the 20-th and 80-th percentiles of the weight-for-age-and-sex distribution. Propensity model: Covariate rich logistic models were used to fit the probability of continuing to breastfeed based on hospital, maternal and infant characteristics: randomization arm, geographic region and rurality, mother's age, education, history of atopic pregnancy, number of previous children, history of breastfeeding, smoking history and current smoking, current alcohol consumption, infant sex, gestational age, infant weight at start of interval, hospitalizations, rashes, illness in previous interval other than gastrointestinal and respiratory.
Blip model: The simplest blip model assumes a constant effect of breastfeeding at each interval, i.e. γ j = A j ψ j . In addition to this model, we considered a tailored blip function γ j = A j (ψ j0 +ψ j1 X j ), where the covariate X j was either: (1) infant weight at the start of the interval, or (2) the occurrence of gastrointestinal and respiratory infections within the interval. These choices were based on hypotheses of substantive interest. However, neither of these effects was found to be significant. Therefore, we estimated a constant effect at each time interval.
Expected counterfactual model: The expected counterfactual model was assumed linear. Starting with a null model (intercept only), we examined plots of residuals vs. each covariate and selected for inclusion into the model terms for which a relationship was discernible in the residual plot. We then
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The International Journal of Biostatistics, Vol. 6 [2010 ], Iss. 2, Art. 12 DOI: 10.2202 /1557 -4679.1210 re-examined residual plots, and continued adding terms until no further improvements could be achieved. All covariates used in the propensity model were considered for inclusion.
Results: Estimates of ψwith asymptotic standard errors and 95% confidence intervals are presented in Table 1 . After a systematic analysis of residual plots, we concluded that the covariates infant weight (at start of the interval) and infant gender should be included in the expected counterfactual model. It was revealed that a quadratic infant weight terms should be included as well (Figure 3) . The residual plots were very satisfactory for the simple reward function. The residuals for the transformed reward function inspired less confidence (Figure 4) , and suggested that perhaps a non-linear function might be required for the blip or the expected counterfactual model. Note that the structure apparent in these plots is a reflection of the trapezoidal shape of the reward function in Figure 2 . Addition of more terms in the model for the expected counterfactual did not improve the fit, nor did addition of terms to the blip model (i.e. tailoring). Table 1 : g-estimates of ψ k , the effect of continuing to breastfeed with respect to simple reward function (12-month weight) and transformed reward function g(x). Estimates in column 2 are in grams, in column 5 in hundredths of a point on the z-scale.
Interval
Simple reward function Transformed reward function (months) Effect SE 95% CI Effect SE 95% CI 0-1 125.56 87.62 ( -46.17, 297.29) -5.32 4.96 (-15.04, 4 .41) 1-2 -21.84 54.00 (-127.69, 84 .00) 1.86 3.08 ( -4.17, 7.89) 2-3 -57.88 36.63 (-129.67, 13.91) 2.29 2.09 ( -1.81, 6.39) 3-6 -79.49 27.30 (-133.00, -25.99) 4.96 1.57 ( 1.89, 8.03) 6-9 -87.74 23.18 (-133.18, -42.31) 3.89 1.34 ( 1.26, 6.51) 9-12 -25.94 18.17 ( -61.56, 9 .68) 0.79 1.06 ( -1.29, 2.86) The results presented are for analysis of complete cases only (n = 11, 491). Adding partial information from incomplete cases did not change the results substantially.
Interpretation: The results in Tables 1 can be interpreted as follows. First, we see that the analyses using the two different reward function produced estimates with opposite sign. In both cases, significant effects were found at intervals 3-6 and 6-9 months. Thus, with respect to maximizing infant weight at 12 months it appears that continuing to breastfeed past 3 months has a 
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The International Journal of Biostatistics, Vol. 6 [2010 ], Iss. 2, Art. 12 DOI: 10.2202 /1557 -4679.1210 Figure 4: Plots of residuals at each time interval vs. infant weight at the start of the corresponding interval (piece-wise linear reward function, Y 2 ). A loess smoother is drawn through the points (solid grey curve). Dashed blue horizontal line shows zero level.
negative effect. On the other hand, it looks like it has a positive effect if we are concerned with high weight (as well as low weight); in this case, stopping breastfeeding too early seems to be detrimental. If breastfeeding is stopped before the end of the third month we see no effect. The effects at 1 month look somewhat problematic (opposite sign from the rest, and larger standard errors). It has been postulated that women who initiate breastfeeding and then decide to discontinue it before 1 month do have substantially different characteristics than those who continue past the end of the first month ). We therefore have less confidence in the negative estimate at 1 month.
In this paper, we have described the method of g-estimation for optimal dynamic regimes and applied it to simulated and real data. As for any general method, g-estimation requires that careful consideration be given to the targets of inference and modeling strategies. We have identified a type of residual, and proposed the use of residual diagnostic plots, for model checking within the context of g-estimation for optimal dynamic regimes. We have observed in a simulation study that diagnostic plots using these residuals can be helpful in identifying misspecification problems in either the expected counterfactual model, or the blip model. It should be noted that while patterns in residual plots may indicate problems with the model specification, they do not necessarily indicate at which level the problems occur or how to address them. It may be especially difficult to deal with the situation where more than one of the models is misspecified.
Another point that could be raised is that assuming we have a correctly specified propensity model, improving the model for the expected counterfactual does not change the estimates much due to the property of double robustness. However, we would respond with two points: (1) improving the expected counterfactual model provides a kind of protection against the possibility that the propensity model was not in fact specified correctly; and (2) it can also result in gains in efficiency. In addition, the diagnostics based on residuals that we have proposed may suggest that the blip model is misspecified, which can have important substantive implications.
The problem of estimating the optimal time to cease breastfeeding has been considered. Our results suggest that unless an infant is weaned early (before the 3 rd month) breastfeeding should be continued until at least the 9 th month in order to avoid problems associated with extreme (high or low) weight at 12 months. We note, however, that there were some intervals in which there was no statistically significant effect of breastfeeding, indicating that the estimation problem is non-regular. In the non-regular setting, point estimates may be biased and confidence intervals will have incorrect coverage (Robins, 2004; Moodie and Richardson, to appear; Chakraborty, 2009) , although investigations by Moodie et al. (2009) indicated that the substantive conclusions were not changed when a bias-reduction technique was employed for the simple reward function of infant weight. A point of future work will be to assess the behaviour of the residuals in the non-regular setting.
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Here we present our investigation of the behaviour of standard error estimates with increasing sample size within the context of the simulation study in Section 3.
Simulating from model (4), we used 20 different sample sizes n ranging from 50 to 1,000, with 1,000 repetitions at each sample size to examine this behaviour for both asymptotic and bootstrap SEs. We then plotted the estimated standard errors times √ n versus sample size ( Figure 5 ). We observed that the bootstrap estimates are closer on average to the Monte-Carlo estimates, which can be considered the most indicative of the true standard deviation of the sampling distribution, while the asymptotic SEs tend to be anticonservative. We also observe that the asymptotics "kick in" at around n = 700, and that both estimates perform well for larger sample sizes. With all models correctly specified, estimation is unbiased for all sample sizes (Table  2) . 
