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Abstract
We derive Griffith functionals in the framework of linearized elastic-
ity from nonlinear and frame indifferent energies in brittle fracture via
Γ-convergence. The convergence is given in terms of rescaled displace-
ment fields measuring the distance of deformations from piecewise rigid
motions. The configurations of the limiting model consist of partitions of
the material, corresponding piecewise rigid deformations and displacement
fields which are defined separately on each component of the cracked body.
Apart from the linearized Griffith energy the limiting functional comprises
also the segmentation energy which is necessary to disconnect the parts of
the specimen.
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1 Introduction
A thorough understanding of crack formation in brittle materials is of great in-
terest in both experimental sciences and theoretical studies. Starting with the
seminal contribution by Francfort and Marigo [27], where the displacements and
crack paths are determined from an energy minimization principle, various vari-
ational models in the framework of free discontinuity problems have appeared in
the literature over the past years. These so-called Griffith functionals comprising
elastic and surface contributions generalize the original Griffith theory (see [33])
which is based on the fundamental idea that the formation of fracture may be
regarded as the competition of elastic bulk and surface energies.
For the sake of a simplified mathematical description the investigation of frac-
ture models in the realm of linearized elasticity is widely adopted (see e.g. [2, 4,
7, 13, 14, 34]) and has led to a lot of realistic applications in engineering as well as
to efficient numerical approximation schemes (we refer to [5, 6, 12, 26, 38, 39, 43]
making no claim to be exhaustive). On the contrary, their nonlinear counterparts
are usually significantly more difficult to treat since in the regime of finite elas-
ticity the energy density of the elastic contributions is genuinely geometrically
nonlinear due to frame indifference rendering the problem highly non-convex.
Consequently, in contrast to linear models already the fundamental question if
minimizing configurations for given boundary data exist at all is a major diffi-
culty. Even more challenging tasks in this context are the determination of the
material behavior under expansion or compression, in particular the derivation
of specific cleavage laws.
Consequently, for a deeper understanding of nonlinear models the identifica-
tion of an effective linearized theory is desirable as in this way one may rigorously
show that in the small displacement regime the neglection of effects arising from
the non-linearities is a good approximation of the problem. Moreover, such a
derivation is also interesting in the context of discrete systems. Previous investi-
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gations which were motivated by the analysis of cleavage laws for brittle crystals
(see [29, 30] or the seminal paper [10]) have shown that the most interesting
regime for the elastic strains is given by
√
ε, where ε denotes the typical inter-
atomic distance. Consequently, a passage from discrete-to-continuum systems
naturally involves a simultaneous linearization process.
In elasticity theory the nonlinear-to-linear limit is by now well understood
in various different settings via Γ-convergence (cf. [11, 21, 41, 42]), where the
passage is performed in terms of suitably rescaled displacement fields measuring
the distance of the deformation from a rigid motion and being the fundamental
quantity on which the linearized elastic energy depends. In fracture mechanics,
however, the relation between the deformation of a material and corresponding
displacements is more complicated since the body may be disconnected by the
jump set into various components. In fact, it turns out that, without passing
to rescaled configurations, in the small strain limit nonlinear Griffith energies
converge to a limiting functional which is finite for piecewise rigid motions and
measures the segmentation energy which is necessary to disconnect the body.
Obviously a major drawback of this simple limiting model appears to be the
fact that it does not capture the elastic deformations which are typically present
in the nonlinear models. Consequently, in order to arrive at a limiting model
showing coexistence of elastic and surface contributions it is indispensable to
pass to rescaled configurations similarly as in [21]. The goal of this article is to
identify such an effective linearized Griffith energy as the Γ-limit of nonlinear and
frame indifferent models in the small strain regime. To the best of our knowledge
such a result has not yet been derived in the general setting of free discontinuity
problems introduced by Ambrosio and De Giorgi [23].
The farthest reaching result in this direction seems to be a recent contribution
by Negri and Toader [40] where a nonlinear-to-linear analysis is performed in the
context of quasistatic evolution for a restricted class of admissible cracks. In
particular, in their model the different components of the jump set are supposed
to have a least positive distance rendering the problem considerably easier from
an analytical point of view. In particular, the specimen cannot be separated into
different parts effectively leading to a simple relation between the deformation
and the rescaled displacement field. On the other hand, in [31] we have performed
a simultaneous discrete-to-continuum and nonlinear-to-linear analysis for general
crack geometries, but under the simplifying assumption that all deformations lie
close to the identity mapping.
In the present context we establish a limiting linearized Griffith functional in
a planar setting without any a priori assumptions on the deformation and the
crack geometry. We identify an effective model which appears to be more general
than the energies which are widely investigated in the literature. Whereas in
elasticity theory, in the approaches [31, 40] mentioned before and in most linear
fracture models there is a simple relation between the deformation of the ma-
terial and the associated infinitesimal displacement field, in our framework the
3
deformation is related to a triple consisting of a partition of the domain, a cor-
responding piecewise rigid motion being constant on each connected component
of the cracked body and a displacement field which is defined separately on each
piece of the specimen.
On each component of the partition the energy is of Griffith-type in the realm
of linearized elasticity. In addition, the functional contains the segmentation
energy which is necessary to disconnected the parts of the body. In particular,
the latter contribution is a specific feature of our general model where we do not
restrict the analysis to a linearization around a fixed rigid motion.
Let us briefly note that although all arguments used in the proofs of this
article are valid in any space dimension, we have to restrict our analysis to two
dimensions as one of the ingredients of our analysis, an SBD-rigidity result (see
[28]), has only been derived in a planar setting for isotropic surface energies.
However, we believe that the estimate in [28] may be generalized in the future
and then the generalizations for the results in the work at hand immediately
follow.
As applications of our result we investigate problems with external forces and
also present a cleavage law in a continuum setting with isotropic surface energies.
As discussed before, the identification of critical loads and the investigation of
crack paths is a challenging problem particularly for nonlinear models. The
arguments in [29, 30, 37], where boundary value problems of uniaxial extension
for brittle materials were investigated, fundamentally relied on the application
of certain slicing techniques and due to the lack of convexity were not adapted
to treat the case of compression. Our general Γ-limit result can now be applied
to solve also boundary value problems of uniaxial compression which is as the
uniaxial tension test a natural and interesting problem. Hereby we may complete
the picture about the derivation of cleavage laws in [29, 30].
One essential point in our investigation is the establishing of a compactness
result providing limiting configurations which consist of piecewise rigid motions
and corresponding displacement fields. Similarly as in the derivation of linearized
systems for elastic materials (see e.g. [21]), where the main ingredient is a quanti-
tative geometric rigidity estimate by Friesecke, James and Mu¨ller [32], the starting
point of our analysis is a quantitative SBD-rigidity result (see [28]) in the frame-
work of special functions of bounded deformation (see [2, 4]), which is tailor-made
for general Griffith models with coexistence of both both energy forms.
As there is no uniform bound on the functions, it turns out that the limiting
displacements are generically not summable and we naturally end up in the space
of GSBD functions (for the definition and basic properties we refer to [18]). We
believe that our results are interesting also outside of this specific context as they
allow to solve more general variational problems in fracture mechanics. Typically,
for compactness results in function spaces as SBV (see [3] for the definition and
basic properties) and SBD one needs L∞ or L1 bounds on the functions (see
[1, 4, 18]). However, in many applications, in particular for atomistic systems and
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for models dealing with rescaled deformations, such estimates cannot be inferred
from energy bounds. Nevertheless, we are able to treat problems without any
a priori bound by passing from the deformations to displacement fields whose
distance from rigid motions can be controlled.
The other essential point in our analysis is the investigation of the limiting
configurations. In particular, we study the properties of the partition which
disconnects the body into various parts. It turns out that an even finer segmen-
tation may occur if on a connected component of the partition the jump set of
the corresponding displacement field further separates the body. Here it becomes
apparent that we treat a real multiscale model as the jump heights at the bound-
aries associated to the coarse partition are of order≫√ε (√ε denotes the regime
of the typical elastic strain), whereas the jump heights of the finer partition are
of order
√
ε. Moreover, it is evident that the choice of the limiting partition is
not unique. However, we propose a selection principle and show existence and
uniqueness of a coaresest partition.
The paper is organized as follows. In Section 2 we state the main compactness
and Γ-convergence results and discuss properties of the limiting linearized Griffith
functional. Moreover, we present our application to cleavage laws for uniaxially
extended or compressed brittle materials.
Section 3 is devoted to some preliminaries. We first give the definition of
special functions of bounded variation and deformation and discuss basic prop-
erties. Afterwards, we recall the notion of Caccioppoli partitions which will be
fundamental in our analysis to analyze the properties of limiting configurations.
Moreover, we recall geometric rigidity results for elastic and brittle materials, in
particular the SBD-rigidity result proved in [28].
In Section 4 we then establish the main compactness result for a sequence
of deformations (yε)ε, where ε stands for the order of the elastic energy. First,
the convergence of the partitions and the corresponding rigid motions is based on
compactness theorems for Caccioppoli partitions and piecewise constant functions
(see [3] or Section 3.2 below).
Although the SBD-rigidity estimate is a fundamental ingredient in our anal-
ysis giving L2 bounds for rescaled displacement fields, we still have to face major
difficulties since the rigidity estimate provides a family of displacement fields (uρε)
ρ
ε
with an additional parameter ρ representing a ‘modification error’ between yε and
uρε. Consequently, the goal will be to choose an appropriate diagonal sequence.
An additional challenge is the fact that the bounds in the SBD-rigidity esti-
mate depend on ρ and blow up for ρ→ 0. For the symmetric part of the gradient
this problem can be bypassed by a Taylor expansion taking the nonlinear elastic
energy ε and a higher order term into account, which shows that the constant
may be chosen independently of ρ. For the function itself, however, the problem
is more subtle since a uniform bound cannot be inferred by energies bounds. In
particular, generically the limiting configurations are not in L2, but only finite
almost everywhere. The strategy to establish the latter assertion is to show that
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for fixed ε the functions (uρε)ρ essentially coincide in a certain sense on the bulk
part of the domain. Afterwards, by a careful analysis we can derive that such
a property is preserved in the limit ε → 0, whereby we can establish a kind of
equi-integrability of the configurations.
In Section 5 we concern ourselves with the limiting configurations consisting
of a partition, a corresponding piecewise rigid motion and a displacement field.
Recalling that genuinely the limits provided by the compactness result are highly
non-unique we introduce the notion of a coarsest partition. Roughly speaking,
the definition states that the jump heights at the boundaries associated to this
partition are of order≫ √ε leading to a meaningful mathematical description of
the observation that the size of the crack opening is a multiscale phenomenon in
our model.
The fundamental point is the proof of existence and uniqueness of the coarsest
partition. Uniqueness follows from the fact that under the assumption that there
are two different coarsest partitions one always can find an even coarser partition.
Existence is a more challenging problem. We first give an alternative character-
ization and identify coarsest partitions as the maximal elements of the partial
order on the set of admissible partitions which is induced by subordination. We
then show that each chain of the partial order has an upper bound repeating some
arguments of the main compactness result. Consequently, the claim is inferred by
an application of Zorn’s lemma. Finally, having found the coarsest partition we
can then show that the corresponding admissible displacement field is uniquely
determined up to piecewise infinitesimal rigid motions.
In Section 6.1 we derive the main Γ-limit, where the elastic part can be treated
as in [32, 42] and for the surface energy we separate the effects arising from the
segmentation energy and the crack energy inside the components by employing
a structure theorem for Caccioppoli partitions (see Theorem 3.5 below). At this
point we also establish a result including external loads.
Finally, in Section 6.2 we prove a cleavage law and extend the results obtained
in [29, 30, 37] to the case of uniaxial compression, where we essentially follow the
proof in [31, 37], in particular using a piecewise rigidity result in SBD (see [15])
and a structure theorem on the boundary of sets of finite perimeter (see [25]). It
turns out that in the linearized limit the behavior for compression and extension
is virtually identical. We briefly note that to avoid unphysical effects such as
self-penetrability further modeling assumptions would be necessary.
2 The model and main results
2.1 The nonlinear model
Let Ω ⊂ R2 open, bounded with Lipschitz boundary. Recall the properties of the
space SBV (Ω,R2), frequently abbreviated as SBV (Ω) hereafter, in Section 3.1.
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Fix a (large) constant M > 0 and define
SBVM(Ω) =
{
y ∈ SBV (Ω,R2) : ‖y‖∞ + ‖∇y‖∞ ≤M, H1(Jy) < +∞
}
. (2.1)
LetW : R2×2 → [0,∞) be a frame-indifferent stored energy density withW (F ) =
0 iff F ∈ SO(2). Assume that W is continuous, C3 in a neighborhood of SO(2)
and scales quadratically at SO(2) in the direction perpendicular to infinitesimal
rotations. In other words, there is a positive constant c such that
W (F ) ≥ c dist2(F, SO(2)) for all F ∈ R2×2 with |F | ≤M. (2.2)
For ε > 0 define the Griffith-energy Eε : SBVM(Ω)→ [0,∞) by
Eε(y) =
1
ε
∫
Ω
W (∇y(x)) dx+H1(Jy). (2.3)
We briefly note that we can also treat inhomogeneous materials where the energy
density has the form W : Ω × R2×2 → [0,∞). Moreover, it suffices to assume
W ∈ C2,α, where C2,α is the Ho¨lder space with exponent α > 0.
The main goal of the present work is the identification of an effective linearized
Griffith energy in the small strain limit which is related to the nonlinear energies
Eε through Γ-convergence. In this context, we also discuss minimization problems
associated to Eε for given body forces or boundary data. Moreover, we will
investigate the limiting model which appears to be more general than many other
Griffith functionals in the realm of linearized elasticity (cf. e.g. [7, 13, 14, 34, 43])
as the limiting configuration not only consists of a displacement field, but also
of a coarse partition of the domain and associated rigid motions. In particular,
it will turn out that there are various scales for the size of the crack opening
occurring in the system.
Remark 2.1 The threshold M in (2.1) may be chosen arbitrarily large, but
is fixed. Confining y in this way effectively models a large box containing the
deformed specimen. The restriction on ∇y is necessary for technical reasons as it
allows us to apply a quantitative piecewise rigidity estimate, see Theorem 3.10.
Let us mention that (almost) minimizers of the nonlinear energy
∫
Ω\Jy W (∇y)
(for given boundary data) are possibly not Lipschitz continuous as particularly
at nonsmooth points of the boundary ∂(Ω \ Jy) (e.g. at crack tips) the defor-
mation gradient is expected to form singularities. Consequently, the constraint
‖∇y‖∞ ≤M is a real restriction on the class of admissible configurations from a
mathematical point of view.
On the other hand, for materials undergoing brittle fracture there is typi-
cally a critical strain (and stress), beyond which failure occurs, and therefore the
uniform bound on the absolute continuous part of the gradient has a reasonable
mechanical interpretation. Moreover, the energy of certain atomistic systems can
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be related to (2.3) when deformations are identified with piecewise affine inter-
polations on cells of microscopic size (see e.g. [9, 31]). (Note that in discrete
systems the parameter ε represents not only the order of the elastic energy, but
also the typical interatomic distance.) In this context, the bound ‖∇y‖∞ ≤ M
is naturally satisfied. In fact, on cells exceeding such a threshold, also called
ultimate strain (see [8]), a discontinuous interpolation with bounded deformation
gradient is introduced and their contribution to the energy then enters through
the surface part of the energy functional.
Finally, let us mention that particularly from a computational point of view it
is interesting to combine a continuum model as (2.3) with an atomistic approach
using the quasicontinuum method introduced in [44]. Here the underlying idea
is to split the domain into a bulk part with a coarse, continuum description, and
into certain critical regions characterized by fast variations of the deformation
gradient (such as regions near a dislocation core or a crack tip) where the problem
is treated as a fully atomistic system at scale ε (see [36]).
2.2 The segmentation problem
As a first natural approach to the problem we concern ourselves with the question
if the functionals Eε can be related to a limiting functional for ε → 0 in terms
of the deformations. We observe that for configurations with uniformly bounded
energy Eε(yε) the absolute continuous part of the gradient satisfies ∇yε ≈ SO(2)
as the stored energy density is frame-indifferent and minimized on SO(2). As-
suming that yε → y in L1, one can show that ∇y ∈ SO(2) a.e. applying lower
semicontinuity results for SBV functions (see [35]) and the fact that the quasi-
convex envelope of W is minimized exactly on SO(2) (see [45]).
A piecewise rigidity result by Chambolle, Giacomini and Ponsiglione (see
Theorem 3.9 below) generalizing the classical Liouville result for smooth functions
now states that an SBV function y satisfying the constraint ∇y ∈ SO(2) a.e. is
a collection of an at most countable family of rigid deformations, i.e. the body
may be divided into different components each of which subject to a different
rigid motion.
Consequently, the limit of the sequence Eε (in the sense of Γ-convergence) is
given by the functional which is finite for piecewise rigid motions and measures
the segmentation energy which is necessary to disconnect the body. The exact
statement is formulated in Corollary 2.9 as a direct consequence of our main
Γ-convergence result in Theorem 2.7.
Apparently this simple limiting model does not account for the elastic defor-
mations which are typically present in the nonlinear models. Consequently, to
obtain a better understanding of the problem it is desirable to pass to rescaled
configurations and to derive a limiting linearized energy as it was performed in
[21] in the framework of nonlinear elasticity theory. The main ingredient in that
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analysis is a quantitative rigidity result due to Friesecke, James and Mu¨ller (see
Theorem 3.8). The starting point for our analysis will be a corresponding quan-
titative result in the SBD setting (see [28] or Theorem 3.10) adapted for Griffith
functionals of the form (2.3) where both elastic bulk and surface contributions
are present.
2.3 Compactness and limiting configurations
We now present our main compactness result for rescaled displacement fields. As
a preparation, recall the notion and basic properties of a Caccioppoli partition in
Section 3.2. For a given (ordered) Caccioppoli partition P = (Pj)j of Ω let
R(P) =
{
T : Ω→ R2 : T (x) =
∑
j
χPj(x)(Rj x+ bj), Rj ∈ SO(2), bj ∈ R2
}
(2.4)
be the set of corresponding piecewise rigid motions. Likewise we define the set
of piecewise infinitesimal rigid motions, denoted by A(P), replacing Rj ∈ SO(2)
by Aj ∈ R2×2skew = {A ∈ R2×2 : A = −AT}. Moreover, we define the triples
D := {(u,P, T ) : u ∈ SBV (Ω), P C.-partition of Ω, T ∈ R(P)}, (2.5)
D∞ :=
{
(u,P, T ) : P C.-partition of Ω, T ∈ R(P), ∇T Tu ∈ GSBD2(Ω)}.
Here ∇T denotes the absolutely continuous part of DT . The space GSBD2(Ω)
generalizes the definition of the space SBD(Ω) based on certain slicing properties,
see Section 3.1. Define e(G) = G
T+G
2
for all G ∈ R2×2 and denote by ∂∗ the
essential boundary (see below (3.7)). Let A△B be the symmetric difference of
two sets A,B ⊂ R2. We now formulate the main compactness theorem.
Theorem 2.2 Let Ω ⊂ R2 open, bounded with Lipschitz boundary. Let M > 0
and εk → 0 as k → ∞. If Eεk(yk) ≤ C for a sequence (yk)k ⊂ SBVM(Ω), then
there exists a subsequence (not relabeled) such that the following holds:
There are triples (uk,Pk, Tk) ∈ D, where Pk = (P kj )j, and c > 0 with
(i) uk(x)− ε−1/2k (yk(x)− Tk(x))→ 0 for a.e. x ∈ Ω for k →∞,
(ii) ‖∇uk‖L∞(Ω) ≤ cε−1/8k for k ∈ N
(2.6)
such that we find a limiting triple (u,P, T ) ∈ D∞ with
(i) |P kj△Pj| → 0 for all j ∈ N,
(ii) Tk → T in L2(Ω,R2), ∇Tk →∇T in L2(Ω,R2×2)
(2.7)
for k →∞ and
(i) uk → u a.e. in Ω,
(ii) e(∇T Tk ∇uk) ⇀ e(∇T T∇u) weakly in L2(Ω,R2×2sym)
(2.8)
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for k →∞. Moreover, for the elastic and crack energy we obtain
(i)
1
εk
∫
Ω
W (∇yk) + o(1) ≥ 1
εk
∫
Ω
W (Id+
√
εk∇T Tk ∇uk) as k →∞,
(ii) lim inf
k→∞
H1(Jyk) ≥ H1
(⋃
j
∂∗Pj ∩ Ω
)
+H1
(
Ju \
⋃
j
∂∗Pj
)
. (2.9)
Recall that the central object in linearized elasticity is the symmetric part
of the gradient, which comes from the fact that (1) deformations are linearized
around the identity and (2) the orthogonal space to SO(d) at the identity is
given by the symmetric matrices (see e.g. [21]). In the present context, where
we possibly linearize around different rigid motions, the symmetrized gradient
is accordingly replaced by e(∇T Tu) in both the limiting description and the
convergence (see (2.5) and (2.8)(ii), respectively).
In (2.7) and (2.8) the convergence for the partitions, rigid motions and dis-
placement fields is given, respectively. Moreover, (2.6) and (2.9) represent com-
patibility conditions for the triple (uk,Pk, Tk): In general, uk is a modification of
the rescaled displacement ε
−1/2
k (yk − Tk), but asymptotically both configurations
coincide (see (2.6)(i)). Moreover, the modifications can be constructed such that
∇uk is suitably controllable. (The exponent −18 is chosen for definiteness only
and could be replaced by any small negative exponent, cf. (3.10)(iv) and the
paragraph below Theorem 3.10.) Finally, the elastic and crack energy associated
to the triples are controlled by the corresponding energies of yk up to small errors
vanishing in the limit (see (2.9)).
Definition 2.3 We say a sequence (yk)k ⊂ SBVM(Ω) is asymptotically repre-
sented by a limiting triple (u,P, T ) ∈ D∞, and write yk → (u,P, T ), if there is a
sequence of triples (uk,Pk, Tk) ∈ D such that (2.6)-(2.9) are satisfied.
Although we use the notation → and call (u,P, T ) a limiting triple, it is clear
that Definition 2.3 cannot be understood as a convergence in the usual sense. In
particular, in the small strain limit a tripling of the variables occurs, which is a
specific feature of our limiting model. Additionally, the triples (u,P, T ) given by
the main compactness theorem for a sequence (yk)k are not determined uniquely,
but crucially depend on the choice of the sequences (Pk)k and (Tk)k. To illustrate
the latter phenomenon, we consider the following example.
Example 2.4 Consider Ω = (0, 3)×(0, 1), Ω1 = (0, 1)×(0, 1), Ω2 = (1, 2)×(0, 1),
Ω3 = (2, 3)× (0, 1) and
yk = idχΩ1 + (id+ α
√
εk)χΩ2 + (id+ εk
1/4)χΩ3
for α ∈ R2. Then for b ∈ R2 possible alternatives are e.g.
(1) P 11 = Ω1, P
1
2 = Ω2, P
1
3 = Ω3 with T
1
k = yk on Ω,
(2) P 21 = Ω1 ∪ Ω2, P 22 = Ω3 with T 2k = idχΩ1∪Ω2 + (id+ εk1/4 − b
√
εk)χΩ3.
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Letting uik = εk
− 1
2
(
yk − T ik
)
for i = 1, 2 we obtain in the limit εk → 0 the unique
rigid motion T = id and the different configurations
(1) u1 = 0, P 11 = Ω1, P
1
2 = Ω2, P
1
3 = Ω3,
(2) u2 = 0 · χΩ1 + αχΩ2 + bχΩ3 , P 21 = Ω1 ∪ Ω2, P 22 = Ω3.
We now introduce a special subclass of partitions in which uniqueness will be
guaranteed. The above example already shows that different partitions are not
equivalent in the sense that they may contain a different ‘amount of information’.
Note that on the various elements of the partition the configuration u is defined
separately and the different pieces of the domain are not ‘aware of each other’.
In particular, the difference of the traces of u on ∂∗Pi ∩ ∂∗Pj , i 6= j, does not
have any physically reasonable interpretation. On the contrary, in example (2)
where we did not split up Ω1 ∪ Ω2, we gain the jump height on ∂Ω1 ∩ ∂Ω2 as
an additional information. The observation that coarser partitions provide more
information about the behavior at the jump set motivates the definition of the
coarsest partition.
Definition 2.5 Let (yk)k be a given (sub-)sequence as in Theorem 2.2.
(i) We say a partition P of Ω is admissible for (yk)k, and write P ∈ ZP ((yk)k),
if there exist u, T such that (u,P, T ) ∈ D∞ and yk → (u,P, T ).
(ii) We say a piecewise rigid motion T is admissible for (yk)k, and write T ∈
ZT ((yk)k), if there exist u,P such that (u,P, T ) ∈ D∞ and yk → (u,P, T ).
(iii) We say a configuration u is admissible for (yk)k and P, and write u ∈
Zu((yk)k,P), if there exists T such that (u,P, T ) ∈ D∞ and yk → (u,P, T ).
(iv) We say a partition P of Ω is a coarsest partition for (yk)k if the following
holds: The partition is admissible, i.e. P ∈ ZP ((yk)k). Moreover, for all
admissible u ∈ Zu((yk)k,P) and all corresponding triples (uk,Pk, Tk) ∈ D
satisfying (2.6)-(2.9) the mappings Tk =
∑
j(R
k
j ·+bkj )χP kj fulfill
|Rki − Rkj |+ |bki − bkj |√
εk
→∞ (2.10)
for all i, j ∈ N, i 6= j and k →∞.
In Lemma 5.2 below we find an equivalent characterization of coarsest parti-
tions being the maximal elements of the partial order on the sets of admissible
partitions which is induced by subordination. Loosely speaking, the above defi-
nition particularly implies that given a coarsest partition a region of the domain
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is partitioned into different sets (Pj)j if and only if the (scaled) jump height
ε
−1/2
k [yk] on (∂
∗Pj)j tends to infinity (cf. Example 2.4).
Recall the definition of the piecewise infinitesimal rigid motions A(P) below
(2.4). We now obtain a unique characterization of the limiting configuration up
to piecewise infinitesimal rigid motions.
Theorem 2.6 Let εk → 0 be given. Let (yk)k ⊂ SBVM(Ω) be a sequence for
which the assertion of Theorem 2.2 holds. Then we have the following:
(i) There is a unique T ∈ ZT ((yk)k).
(ii) There is a unique coarsest partition P¯ of Ω.
(iii) Given some u ∈ Zu((yk)k, P¯) all admissible limiting configurations are of
the form u+∇TA(P¯), i.e. the limiting configuration is determined uniquely
up to piecewise infinitesimal rigid motions.
Going back to Example 2.4, we observe that T = id is uniquely given and
that the partition in (2) is the coarsest partition. The non-uniqueness in (iii) is a
consequence of the fact that the nonlinear energy is invariant under rigid motions
(see also (2) in Example 2.4 for b ∈ R2).
2.4 The limiting linearized model and Γ-convergence
We now introduce the limiting linearized model, discuss its properties and show
that it can be identified as the Γ-limit of the nonlinear energies Eε. Let Q =
D2W (Id) be the Hessian of the stored energy density W at the identity. Define
E : D∞ → [0,∞) by
E(u,P, T ) =
∫
Ω
1
2
Q(e(∇T T∇u)) +H1
(
Ju \
⋃
j
∂∗Pj
)
+H1
(⋃
j
∂∗Pj ∩ Ω
)
,
(2.11)
where as before P = (Pj)j. Recall that a triple of the limiting model consists of
a partition, a corresponding piecewise rigid motion and a displacement field. We
emphasize that in contrast to the nonlinear model (see (2.1) and Remark 2.1)
there are no restrictive bounds on the functions u and their derivatives.
The surface energy of E has two parts. Similarly as discussed in Section 2.2,
on the right we have the segmentation energy which is necessary to disconnect
the components of the body. Moreover, on the left we have the inner crack
energy associated to the discontinuity set of the displacement field in each part
of the material (see also Remark 2.8(ii) below). Whereas the first two terms of
the functional typically appear in the study of linearized Griffith energies, the
segmentation energy is a characteristic feature of our general model where the
analysis is not restricted to a linearization around a fixed rigid motion.
We now present our main Γ-convergence result. Recall Definition 2.3.
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Theorem 2.7 Let Ω ⊂ R2 open, bounded with Lipschitz boundary. Let M > 0
and εk → 0. Then Eεk converges to E in the sense of Γ-convergence, i.e.
(i) Γ− lim inf inequality: For all (u,P, T ) ∈ D∞ and for all sequences (yk)k ⊂
SBVM(Ω) with yk → (u,P, T ) we have
lim inf
k→∞
Eεk(yk) ≥ E(u,P, T ).
(ii) Existence of recovery sequences: For every (u,P, T ) ∈ D∞ with u ∈ L2(Ω)
we find a sequence (yk)k ⊂ SBVM(Ω) such that yk → (u,P, T ) and
lim
k→∞
Eεk(yk) = E(u,P, T ).
Remark 2.8 (i) The limiting model could equivalently be formulated with v =
∇T Tu in place of the displacement field u. (Accordingly, replace uk by vk =
∇T Tk uk in Theorem 2.2). This alternative notation simplifies the description of
the elastic energy in (2.11), but does not account for the fact that the linearization
was possibly performed around different rigid motions.
(ii) Using the local structure of Caccioppoli partitions (see Theorem 3.5 and
recall (3.7)) the limiting energy can equivalently be written as∑
j
(∫
Pj
1
2
Q(e(RTj ∇u)) +H1(Ju ∩ (Pj)1) +
1
2
H1(∂∗Pj ∩ Ω)
)
.
(iii) For configurations (u, P¯, T ) defined in terms of the coarsest partition P¯
there is an additional interpretation for the crack opening of the sequence of
deformations yε: (1) The jumps on
⋃
j ∂
∗Pj are associated to jump heights≫
√
ε
and (2) the jump heights corresponding to the inner crack energy are of the order√
ε, which illustrates the multiscale nature of the model. In fact, (1) follows from
(2.10) and (2) is a consequence of (2.6)(i).
(iv) On a component Pj of P¯ the body may still be disconnected by the jump
set (Pj)
1 ∩ Ju forming a finer partition of the specimen. However, in contrast to
the boundary of P¯ the jump heights have a meaningful physical interpretation.
(v) In general, the partition induced by the macroscopic jumps (represented
by JT ) is coarser than P¯, i.e. H1(
⋃
j ∂
∗Pj \ (∂Ω ∪ JT )) > 0, cf. Example 2.4.
As a direct consequence of Theorem 2.7 we get that the Γ-limit of the same
functionals Eεk with respect to the much weaker notion of L
1-convergence of the
unrescaled deformations yk is given by the segmentation energy.
Corollary 2.9 Let Ω ⊂ R2 open, bounded with Lipschitz boundary. Let M > 0
and εk → 0. Then Eεk Γ-converge to Eseg with respect to the L1(Ω)-convergence,
where
Eseg(y) =
{
H1(JT ) y = T ∈ R(P) for a Caccioppoli partition P,
+∞ else.
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Note that the segmentation energy in Corollary 2.9 differs from the one in
(2.11), see Remark 2.8(v).
2.5 Application: External loads
For the investigation of minimization problems associated to Eε it is interesting
to take external loads into account. In the context of brittle materials, however,
the incorporation of body forces is a delicate problem. Indeed, assumptions on
the class of admissible loads have to ensure that no part of the body is broken
apart and sent to infinity, which clearly excludes the case of a constant body force
(see [19, Remark 3.1]). To avoid the occurrence of such phenomena, it is natural
to assume a uniform L∞ bound on the admissible functions, see e.g. [20, 22].
Unfortunately, this is not expedient in our setting since the bound ‖y‖∞ ≤M is
futile after passage to rescaled configurations in Theorem 2.2.
Let us mention that in [19] body forces were indispensable to ensure reasonable
compactness properties for sequences and to guarantee existence of minimizers.
In our setting, however, due to the subtraction of suitable rigid motions on a
partition of the domain (cf. (2.6)(i)) we obtain a compactness result without the
necessity of additional loading terms.
We fix a sequence εk → 0 and consider the following prototype problem
Fεk : SBVM(Ω)→ [0,∞) with
Fεk(y) = Eεk(y) +
λ
εk
‖y − fk‖2L2(Ω), (2.12)
where λ > 0 and (fk)k ⊂ SBVM(Ω) a sequence with supk Eεk(fk) < ∞. An
expansion yields the constant λε−1k
∫
Ω
|fk|2, the external load −2λε−1k
∫
Ω
fk ·y and
the term λε−1k
∫
Ω
|y|2. The latter can be interpreted as an artificial confining
potential, which prevents parts of the body from being sent to infinity.
We assume that there is a triple (g,Pg, Tg) ∈ D∞ such that fk → (g,Pg, Tg)
in the sense of Definition 2.3 and that for the associated triples (gk,Pgk , T gk ) ∈ D
satisfying (2.6)-(2.9) we have ε
−1/2
k (fk − T gk ) → g in L2(Ω) and Pgk = Pg for all
k ∈ N. (Note that up to a subsequence the convergence in the sense of Definition
2.3 is already guaranteed by Theorem 2.2.) Moreover, we suppose that Pg is the
coarsest partition given by Theorem 2.6(ii) and write Pg = (P gj )j . By Cg ⊂ D∞
we denote the set of triples (u,P, T ) ∈ D∞ with T = Tg and the property that
Pg is coarser than P, i.e. for each Pj there exists P gi with |Pj \ P gi | = 0.
Lemma 2.10 Let (yk)k ⊂ SBVM(Ω) be a sequence with Fεk(yk) ≤ C and yk →
(u,P, T ) ∈ D∞ in the sense of Definition 2.3. Then (u,P, T ) ∈ Cg.
Recalling (2.11) we introduce the limiting energy Fg : D∞ → [0,∞] by
Fg(u,P, T ) =
{
E(u,P, T ) + minv∈u+∇TA(P) λ‖v − g‖2L2(Ω) if (u,P, T ) ∈ Cg,
+∞ else,
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where A(P) as defined below (2.4). Similarly as the functional in (2.11), Fg is
invariant under infinitesimal rigid motions on the components of the partition
P. However, the additional term on the right induces a symmetry breaking and
there is exactly one distinguished configuration u∗ in the class u+∇TA(P) (cf.
(iii) in Theorem 2.6) which satisfies minv∈u+∇TA(P) ‖v − g‖2L2(Ω) = ‖u∗ − g‖2L2(Ω).
We close this section with a corresponding Γ-convergence result.
Theorem 2.11 Let Ω ⊂ R2 open, bounded with Lipschitz boundary. Let M >
0, εk → 0 and (fk)k, g as above. Then Fεk converges to Fg in the sense of
Γ-convergence. (Replace Eεk by Fεk and E by Fg in (i),(ii) of Theorem 2.7.)
Moreover, we have
lim
k→∞
inf
y∈SBVM (Ω)
Fεk(y) = min
(u,P,T )∈D∞
Fg(u,P, T )
and (almost) minimzers of Fεk converge (up to subsequences) to minimizers of
Fg in the sense of Definition 2.3.
2.6 Application: Cleavage laws
In fracture mechanics it is a major challenge to identify critical loads at which
a body fails and to determine the geometry of crack paths that occur in the
fractured regime. As another application of the above results we now finally
derive such a cleavage law. We consider a special boundary value problem of
uniaxial compression/extension. Let Ω = (0, l)× (0, 1), Ω′ = (−η, l + η)× (0, 1)
for l > 0, η > 0 and for aε ∈ R define
A(aε) := {y ∈ SBVM(Ω′) : y1(x) = (1 + aε)x1 for x1 ≤ 0 or x1 ≥ l}.
As usual in the theory of SBV functions the boundary values have to be imposed
in small neighborhoods of the boundary. In what follows, the elastic part of the
energy (2.3) still only depends on y|Ω, whereas the surface energy is given by
H1(Jy) with Jy ⊂ Ω′. In particular, jumps on {0, l} × (0, 1) contribute to the
energy Eε(y). (Also compare a similar discussion before [31, Theorem 2.2].) The
present problem in the framework of continuum fracture mechanics with isotropic
surface energies is a slightly simplified model of the problem considered in [29, 31].
As a preparation, define α such that inf{Q(F ) : eT1 Fe1 = 1} = α and observe
inf{Q(F ) : eT1 Fe1 = a} = αa2 for all a ∈ R. Moreover, let F a ∈ R2×2sym be the
unique matrix such that eT1 F
ae1 = a and Q(F
a) = inf{Q(F ) : eT1 Fe1 = a} =
αa2.
We recall that the proof of the cleavage laws in [29, 30, 37] fundamentally
relied on the application of certain slicing techniques which were not suitable to
treat the case of compression. Having general compactness and Γ-convergence
results we can now complete the picture about cleavage laws by extending the
results to the case of uniaxial compression.
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Theorem 2.12 Suppose aε/
√
ε → a ∈ [−∞,∞]. The limiting minimal energy
is given by
lim
ε→0
inf{Eε(y) : y ∈ A(aε)} = min
{1
2
αla2, 1
}
. (2.13)
Let acrit :=
√
2α
l
. For every sequence (yε)ε of almost minimizers, up to passing
to subsequences, we get ε−1/2(yε(x)− x)→ u(x) for a.e. x ∈ Ω, where
(i) if |a| < acrit, u(x) = (0, s) + F ax for s ∈ R,
(ii) if |a| > acrit, u(x) =
{
(0, s) x1 < p,
(la, t) x1 > p,
for s, t ∈ R, p ∈ (0, l).
Let us emphasize that the cleavage law is derived for a special geometry of
Ω by solving a static, global minimization problem similarly as in [10, 30, 37].
An accurate prediction of crack propagation under tensile loading is beyond the
scope of the present contribution.
3 Preliminaries
In this section we collect the definitions as well as basic properties of SBV and
SBD functions and state the rigidity estimates which are necessary for the deriva-
tion of our main compactness result.
3.1 (G)SBV and (G)SBD functions
Let Ω ⊂ Rd open, bounded with Lipschitz boundary. Recall that the space
SBV (Ω,Rd), abbreviated as SBV (Ω) hereafter, of special functions of bounded
variation consists of functions y ∈ L1(Ω,Rd) whose distributional derivative Dy
is a finite Radon measure, which splits into an absolutely continuous part with
density ∇y with respect to Lebesgue measure and a singular part Dsy whose
Cantor part vanishes and thus is of the form
Dsy = [y]⊗ νyHd−1⌊Jy.
Here Hd−1 denotes the (d − 1)-dimensional Hausdorff measure, Jy (the ‘crack
path’) is an Hd−1-rectifiable set in Ω, νy is a normal of Jy and [y] = y+ − y−
(the ‘crack opening’) with y± being the one-sided limits of y at Jy. If in addition
∇y ∈ L2(Ω) and Hd−1(Jy) < ∞, we write y ∈ SBV 2(Ω). See [3] for the basic
properties of this function space.
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Likewise, we say that a function y ∈ L1(Ω,Rd) is a special function of bounded
deformation if the symmetrized distributional derivative Ey := (Dy)
T+Dy
2
is a fi-
nite Rd×dsym-valued Radon measure with vanishing Cantor part. It can be decom-
posed as
Ey = e(∇y)Ld + Esy = e(∇y)Ld + [y]⊙ νyHd−1|Jy , (3.1)
where e(∇y) is the absolutely continuous part of Ey with respect to the Lebesgue
measure Ld, [y], νy, Jy as before and a⊙ b = 12(a⊗ b+ b⊗a). For basic properties
of this function space we refer to [2, 4].
To treat variational problems as considered in Section 2 (see in particular
(2.3)) the spaces SBV (Ω) and SBD(Ω) are not adequate due to the lacking L∞-
bound being essential in the compactness theorems. To overcome this difficulty
the space of GSBV (Ω) was introduced consisting of all Ld-measurable functions
y : Ω→ Rd such that for every φ ∈ C1(Rd) with the support of ∇φ compact, the
composition φ ◦ y belongs to SBVloc(Ω) (see [23]). In this new setting one may
obtain a more general compactness result (see [3, Theorem 4.36]). Unfortunately,
this approach cannot be pursued in the framework of SBD functions as for a
function y ∈ SBD(Ω) the composition φ◦y typically does not lie in SBD(Ω). In
[18], Dal Maso suggested another approach which is based on certain properties
of one-dimensional slices.
First we have to introduce some notation. For every ξ ∈ Rd \ {0}, for every
s ∈ Rd and for every B ⊂ Ω we let
Bξ,s = {t ∈ R : s + tξ ∈ B}. (3.2)
Furthermore, define the hyperplane Πξ = {x ∈ Rd : x · ξ = 0}. Moreover, for
every function y : B → Rd we introduce the function yξ,s : Bξ,s → Rd by
yξ,s(t) = y(s+ tξ) (3.3)
and yˆξ,s : Bξ,s → R by yˆξ,s(t) = y(s + tξ) · ξ. If yˆξ,s ∈ SBV (Bξ,s,R) and Jyˆξ,s
denotes the approximate jump set, we define
J1yˆξ,s := {t ∈ Jyˆξ,s : |[yˆξ,s](t)| ≥ 1}.
The space GSBD(Ω,Rd) of generalized functions of bounded deformation is the
space of all Ld-measurable functions y : Ω → Rd with the following property:
There exists a nonnegative bounded Radon measure λ on Ω such that for all
ξ ∈ Sd−1 := {x ∈ Rd : |x| = 1} we have that for Hd−1-a.e. s ∈ Πξ the function
yˆξ,s = yξ,s · ξ belongs to SBVloc(Ωξ,s) and∫
Πξ
(
|Dyˆξ,s|(Bξ,s \ J1yˆξ,s) +H0(Bξ,s ∩ J1yˆξ,s)
)
dHd−1(s) ≤ λ(B)
for all Borel sets B ⊂ Ω.
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We refer to [18] for basic properties of this space. In particular, for later refer-
ence we now recall fundamental slicing, compactness and approximation results.
We first briefly state the main slicing properties of GSBD functions (see [18, Sec-
tion 8,9].) Recall definitions (3.2) and (3.3) and let Jξy = {x ∈ Jy : [y](x) · ξ 6= 0}.
Theorem 3.1 Let y ∈ GSBD(Ω). For all ξ ∈ Sd−1 and Hd−1-a.e. s in Πξ =
{x : x · ξ = 0} we have Jyˆξ,s = (Jξy )ξ,s and∫
Πξ
#Jyˆξ,s dHd−1(s) =
∫
Jξy
|νy · ξ| dHd−1.
Moreover, the approximate symmetrized gradient e(∇y) exists in the sense of [18,
(9.1)], satisfies e(∇y) ∈ L1(Ω,Rd×dsym) and for all ξ ∈ Sd−1 and Hd−1-a.e. s in Πξ
we have
ξT e(∇y(s+ tξ))ξ = (yˆξ,s)′(t) for a.e. t ∈ Ωξ,s.
If in addition e(∇y) ∈ L2(Ω) and Hd−1(Jy) < ∞, we write y ∈ GSBD2(Ω).
Similar properties for SBV functions may be found in [3, Section 3.11]. We now
state a general compactness result in GSBD proved in [18, Theorem 11.3] which
we slightly adapt for our purposes.
Theorem 3.2 Let (yk)k be a sequence in GSBD
2(Ω). Suppose that there exist a
constant M > 0 and an increasing continuous functions ψ : [0,∞)→ [0,∞) with
limt→∞ ψ(t) = +∞ such that∫
Ω
ψ(|yk|) +
∫
Ω
|e(∇yk)|2 +Hd−1(Jyk) ≤M
for every k ∈ N. Then there exist a subsequence, still denoted by (yk)k, and a
function y ∈ GSBD2(Ω) such that
yk → y pointwise a.e. in Ω,
e(∇yk)⇀ e(∇y) weakly in L2(Ω,Rd×dsym),
lim inf
k→∞
Hd−1(Jyk) ≥ Hd−1(Jy).
(3.4)
The lower semicontinuity result for the jump set can be generalized considering
one-dimensional slices. Define θσ : [0,∞)→ [0, 1] by θσ(t) = min{ tσ , 1} for σ > 0
and additionally θ0 ≡ 1. Let
µˆσ,ξy (B) :=
∫
Πξ
∫
Bξ,s∩J
yˆξ,s
θσ(|[yˆξ,s](t)|) dH0(t) dHd−1(s) (3.5)
for all Borel sets B ⊂ Ω.
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Lemma 3.3 Let (yk)k be a sequence in GSBD
2(Ω) converging to a function
y ∈ GSBD2(Ω) in the sense of (3.4). Then
µˆσ,ξy (U) ≤ lim inf
k→∞
µˆσ,ξyk (U)
for all σ ≥ 0, every ξ ∈ Sd−1 and for all open sets U ⊂ Ω.
Proof. As yk → y in the sense of (3.4), we may assume that (yˆk)ξ,s → yˆξ,s in
GSBV (U ξ,s) for Hd−1-a.e. s ∈ U ξ := {s ∈ Πξ : U ξ,s 6= ∅}. This is one of the
essential steps in the proof of Theorem 3.2 (cf. [18, Theorem 11.3] or [4, Theorem
1.1] for an elaborated proof in the SBD-setting). The desired claim now follows
from the corresponding lower semicontinuity result for GSBV functions (see e.g.
[3, Theorem 4.36]) and Fatou’s lemma. 
We briefly note that using the area formula (see e.g. [3, Theorem 2.71])) and
fine properties of GSBD functions (see [18]), µˆσ,ξy (B) can be written equivalently
as
µˆσ,ξy (B) =
∫
Jξy∩B
θσ(|[y] · ξ|)|νy · ξ| dHd−1 (3.6)
for all σ ≥ 0, for all ξ ∈ Sd−1 and all Borel sets B ⊂ Ω (see also [18, Remark
9.3]). Finally, we recall a density result in GSBD (see [34]).
Theorem 3.4 Let y ∈ GSBD2(Ω) ∩ L2(Ω). Then there exists a sequence yk ∈
SBV 2(Ω) such that each Jyk is contained in the union of a finite number of closed
connected pieces of C1-hypersurfaces, each yk belongs to W
1,∞(Ω \ Jyk ,Rd) and
the following properties hold:
(i) ‖yk − y‖L2(Ω) → 0,
(ii) ‖e(∇yk)− e(∇y)‖L2(Ω) → 0,
(iii) Hd−1(Jyk△Jy)→ 0.
3.2 Caccioppoli partitions
Let Ω ⊂ Rd open and E ⊂ Ω measurable. For t ∈ [0, 1] we define the points of
density t by
Et =
{
x ∈ Rd : lim̺↓0 |E ∩B̺(x)||B̺(x)| = t
}
(3.7)
(see [3, Definition 3.60]). By ∂∗E = Rd \ (E0 ∪ E1) we denote the essential
boundary of E and H1(∂∗E∩Ω) denotes the perimeter of E in Ω (cf. [3, (3.62)]).
We say a partition P = (Pj)j∈N of Ω is a Caccioppoli partition of Ω if∑
jH1(∂∗Pj) < +∞. We say a partition is ordered if |Pi| ≥ |Pj| for i ≤ j.
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In the whole paper we will always tacitly assume that partitions are ordered.
Given a rectifiable set S we say that a Caccioppoli partition is subordinated to S
if (up to an Hd−1-negligible set) the essential boundary ∂∗Pj of Pj is contained
in S for every j ∈ N.
The local structure of Caccioppoli partitions can be characterized as follows
(see [3, Theorem 4.17]).
Theorem 3.5 Let (Pj)j be a Caccioppoli partition of Ω. Then⋃
j
(Pj)
1 ∪
⋃
i 6=j
∂∗Pi ∩ ∂∗Pj
contains Hd−1-almost all of Ω, where (Pj)1 as defined in (3.7).
Essentially, the theorem states thatHd−1-a.e. point of Ω either belongs to exactly
one element of the partition or to the intersection of exactly two sets ∂∗Pi, ∂∗Pj.
We now state a compactness result for ordered Caccioppoli partitions (see [3,
Theorem 4.19, Remark 4.20]).
Theorem 3.6 Let Ω ⊂ Rd open, bounded with Lipschitz boundary. Let Pi =
(Pj,i)j, i ∈ N, be a sequence of ordered Caccioppoli partitions of Ω fulfilling
supi
∑
jHd−1(∂∗Pj,i) < ∞. Then there exists a Caccioppoli partition P = (Pj)j
and a not relabeled subsequence such that |Pj,i△Pj| → 0 for all j ∈ N as i→∞.
We will also use the fact that |Pj,i△Pj| → 0 for all j ∈ N is equivalent to∑
j |Pj,i△Pj| → 0. Caccioppoli partitions are naturally associated to piecewise
constant functions. We say y : Ω → Rm is piecewiese constant in Ω if there
exists a Caccioppoli partition (Pj)j of Ω and a sequence (tj)j ⊂ Rm such that
y =
∑
j tjχPj . We close this section with a compactness result for piecewise
constant functions (see [3, Theorem 4.25]).
Theorem 3.7 Let Ω ⊂ Rd open, bounded with Lipschitz boundary. Let (yi)i ⊂
SBV (Ω,Rm) be a sequence of piecewise constant functions such that supi(‖yi‖∞+
Hd−1(Jyi)) < ∞. Then there exists a not relabeled subsequence converging in
measure to a piecewise constant function y.
3.3 Rigidity estimates
In this section we first recall a geometric rigidity result obtained in the framework
of nonlinear elasticity and a piecewise rigidity estimate for brittle materials for
the sake of completeness. Afterwards we introduce a quantitative result in SBD
adapted for Griffith energies of the form (2.3) which will be the starting point for
our analysis.
We begin with the quantitative geometric rigidity result by Friesecke, James,
Mu¨ller [32] generalizing the classical Liouville theorem.
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Theorem 3.8 Let Ω ⊂ Rd a (connected) Lipschitz domain and 1 < p < ∞.
Then there exists a constant C = C(Ω, p) such that for any y ∈ W 1,p(Ω,Rd)
there is a rotation R ∈ SO(d) such that
‖∇y − R‖Lp(Ω) ≤ C ‖dist(∇y, SO(d))‖Lp(Ω) .
In the theory of fracture mechanics the problem is more involved as global
rigidity can fail if the crack disconnects the body. Chambolle, Giacomini and
Ponsiglione [15] have proved the following qualitative result for brittle materials
which do not store elastic energy (i.e. ∇y ∈ SO(d) a.e. in Ω).
Theorem 3.9 Let y ∈ SBV (Ω) such that Hd−1(Jy) < +∞ and ∇y ∈ SO(d) a.e.
in Ω. Then y is a collection of an at most countable family of rigid deformations,
i.e., there exists a Caccioppoli partition P = (Pj)j subordinated to Jy such that
y(x) =
∑
j
(Rj x+ bj)χPj (x),
where Rj ∈ SO(d) and bj ∈ Rd.
Loosely speaking, the result states that the only way that rigidity may fail
is that the body is divided into at most countably many parts each of which
subject to a different rigid motion. We briefly note that there is an analogous
result in the geometrically linear setting (see [15, Theorem A.1]): A function
u ∈ SBD(Ω) with Hd−1(Ju) < +∞ and e(∇u) = 0 a.e. in Ω has the form
u(x) =
∑
j(Aj x+ bj)χPj (x) for Aj ∈ Rd×dskew and bj ∈ Rd.
We now introduce a quantitative SBD-rigidity result which may be seen as
a suitable combination of the above estimates and is tailor-made for general
Griffith functionals of the form (2.3) where both energy forms are coexistent (see
[28, Theorem 2.1, Remark 2.2]). Let Ωρ = {x ∈ Ω : dist(x, ∂Ω) > ρ} for ρ > 0.
Recall (2.1), (2.3) and introduce an auxiliary energy functional by
Eρε (y, U) =
1
ε
∫
U
W (∇y(x)) dx+
∫
Jy∩U
f ρε (|[y](x)|) dH1(x). (3.8)
for ρ > 0, ε > 0 and U ⊂ Ω, where f ρε (t) := min{ t√ερ , 1}. Recall the definition
e(G) = G+G
T
2
for all G ∈ R2×2.
Theorem 3.10 Let Ω ⊂ R2 open, bounded with Lipschitz boundary. Let M > 0
and 0 < η, ρ < 1. Then there are a universal constant c > 0, constants C¯ =
C¯(Ω,M, η) > 0, Cˆ = Cˆ(Ω,M, η, ρ) > 0, and ε0 = ε0(M, η, ρ) > 0 such that the
following holds for all 0 < ε ≤ ε0:
For each y ∈ SBVM(Ω) with H1(Jy) ≤ M and
∫
Ω
dist2(∇y, SO(2)) ≤ Mε there
is an open set Ωy ⊂ Ω and a modification yˆ ∈ SBVcM(Ω) satisfying
(i) ‖yˆ − y‖2L2(Ωy) + ‖∇yˆ −∇y‖2L2(Ωy) ≤ C¯ερ, |Ω \ Ωy| ≤ C¯ρ,
(ii) Eρε (yˆ,Ωρ) ≤ Eε(y) + C¯ρ
(3.9)
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with the following properties: We find a Caccioppoli partition P = (Pj)j of Ωρ
with
∑
jH1(∂∗Pj∩Ωρ) ≤ C¯ and for each Pj a corresponding rigid motion Rj ·+bj,
Rj ∈ SO(2) and bj ∈ R2, such that the function u : Ω→ R2 defined by
u(x) :=
{
yˆ(x)− (Rj x+ bj) for x ∈ Pj
0 for x ∈ Ω \ Ωρ
satisfies the estimates
(i) H1(Ju) ≤ C¯, (ii) ‖u‖2L2(Ωρ) ≤ Cˆε,
(iii)
∑
j
‖e(RTj ∇u)‖2L2(Pj) ≤ Cˆε, (iv) ‖∇u‖2L2(Ωρ) ≤ Cˆε1−η.
(3.10)
We remark that we get a sufficiently strong bound only for the symmetric
part of the gradient (see (3.9)(iii)) which is not surprising due to the fact that
there is no direct analogue of Korn’s inequality in SBV . However, there is at
least a weaker bound on the full absolutely continuous part of the gradient ∇u
(see (3.9)(iv)) which will essentially be needed to estimate the elastic part of the
energy in the passage to the linearized theory (see (4.9) and (4.10) below). In
particular, it will allow us to obtain (2.6)(ii) after modification of u on a set of
small measure.
Furthermore, let as briefly note that the uniform bound on the gradient (see
(2.1)) in the setting of the nonlinear model is only needed for the application of
the rigidity estimate. The condition essentially ensures that the elastic energy
cannot concentrate on scales being much smaller than ε. In particular, this is
a natural assumption in the investigation of discrete systems, where ε may be
interpreted as the typical interatomic distance.
Remark 3.11 (i) Estimate (3.9)(ii) can be refined. Indeed, we obtain
(i)
1
ε
∫
Ωρ
W (∇yˆ(x)) dx ≤ 1
ε
∫
Ω
W (∇y(x)) dx+ C¯ρ,
(ii)
∑
j
1
2
H1(∂∗Pj ∩ Ωρ) +
∫
Jyˆ\
⋃
j ∂
∗Pj
f ρε (|[yˆ]|) dH1 ≤ H1(Jy) + C¯ρ.
(3.11)
We remark that it is indispensable to allow for a small modification of the defor-
mation in Theorem 3.10 in order to guarantee the sharp energy estimate (3.11)(ii).
(ii) To derive (3.10)(iii) one essentially shows
‖∇u‖4L4(Ωρ) =
∑
j
‖∇yˆ −Rj‖4L4(Pj) ≤ Cˆε.
The claim then follows from (2.2), (3.11)(i), ‖ dist(∇y, SO(2))‖2L2(Ω) ≤ Mε and
the linearization formula (see [32, (3.20)])
|e(RTG− Id)| = dist(G, SO(2)) +O(|G− R|2) (3.12)
for G ∈ R2×2 and R ∈ SO(2), where Id denotes the identity matrix.
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4 Compactness of rescaled configurations
This section is devoted to the proof of the main compactness result given in
Theorem 2.2. Moreover, we also show that Theorem 2.2 provides an alternative
proof of the piecewise rigidity result stated in Theorem 3.9.
4.1 Preparations
For the compactness theorem in GSBD (see Theorem 3.2) it is necessary that the
integral for some integrand ψ with limt→∞ ψ(t) = ∞ is uniformly bounded. We
first give a simple criterion for the existence of such a function which is, loosely
speaking, based on the condition that the functions coincide in a certain sense
on the bulk part of the domain.
Lemma 4.1 For every increasing sequence (bi)i ⊂ (0,∞) with bi → ∞ there is
an increasing concave function ψ : [0,∞) → [0,∞) with limt→∞ ψ(t) = ∞ and
ψ(bi) ≤ 2i for all i ∈ N.
Proof. Let f : [0,∞)→ [0,∞) be the function with f(0) = 0, f(bi) = 2i which is
affine on each segment [bi, bi+1]. Clearly, f is increasing and satisfies f(t) → ∞
for t→∞, but is possibly not concave. We now construct ψ and first let ψ = f
on [0, b1]. Assume ψ has been defined on [0, bi] and that ψ is increasing, concave,
satisfies ψ ≤ f and ψ(bi) = f(bi) = 2i. If f ′(bi−) ≥ f ′(bi+), we set ψ = f on
[bi, bi+1]. Here, f
′(t±) denote the one-sided limits of the derivative at point t.
This implies that ψ is concave on [0, bi+1] since ψ
′(bi−) ≥ f ′(bi−).
Otherwise, we let ψ(t) = f(bi) + f
′(bi−)(t − bi) for t ∈ [bi, t¯], where t¯ is the
smallest value larger than bi such that f(t¯) = f(bi)+f
′(bi−)(t¯− bi). If t¯ does not
exist, we are done. If t¯ exists, we assume t¯ ∈ (bj−1, bj ] and define ψ = f on [t¯, bj ].
Note that if t¯ ∈ (bj−1, bj), we have ψ′(t¯−) ≥ ψ′(t¯+) since f is affine on [bj−1, bj ]
and ψ < f on (bi, t¯). Thus, ψ is concave on [0, bj ].
Repeating the construction we end up with an increasing concave function ψ
with ψ ≤ f and ψ(t)→∞ for t→∞. 
Lemma 4.2 Let Ω ⊂ R2 and let (yl)l ⊂ L1(Ω) be a sequence satisfying |Ω \⋃
n∈N
⋂
l≥n{|yn − yl| ≤ 1}| = 0. Then there is a not relabeled subsequence such
that ∫
Ω
ψ(|yl|) ≤ C
for a constant C > 0 independent of l, where ψ is an increasing continuous
function with limt→∞ ψ(t) =∞.
Proof. Define Cl := max1≤i≤l ‖yi‖L1(Ω) for all l ∈ N. Let An =
⋂
l≥n{|yn−yl| ≤ 1}
and set B1 = A1 as well as Bn = An \
⋃n−1
m=1Bm for all n ∈ N. The sets (Bn)n
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are pairwise disjoint with
∑
n |Bn| = |Ω|. We choose 0 = n1 < n2 < . . . such that∑
1≤n≤ni
|Bn|
|Ω| ≥ 1− 4−i. We let Bi =
⋃ni+1
n=ni+1
Bn and observe |Bi| ≤ 4−i|Ω|.
We pass to the subsequence (ni)i ⊂ N and choose Ei ⊃ Bi such that |Ei| =
4−i|Ω|. Let bi = Cni+1|Ei| +2 = 4i
Cni+1
|Ω| +2 for i ∈ N and note that (bi)i is increasing
with bi →∞. By Lemma 4.1 we get an increasing concave function ψ : [0,∞)→
[0,∞) with limt→∞ ψ(t) = ∞ and ψ(bi) ≤ 2i for all i ∈ N. Clearly, ψ is also
continuous.
For Bˆi := Ω \ ⋃nin=1Bn we have |Bˆi| ≤ 4−i|Ω| and choose Eˆi ⊃ Bˆi with
|Eˆi| = 4−i|Ω|. We then obtain Cni|Eˆi| = 4i
Cni
|Ω| ≤ bi. Now let l = ni. Using Jensen’s
inequality, the definition of the sets Bi, ‖yl‖L1(Ω) ≤ Cl and the monotonicity of
ψ we compute∫
Ω
ψ(|yl|) =
∑
1≤j≤i−1
∫
Bj
ψ(|yl|) +
∫
Bˆi
ψ(|yl|)
≤
∑
1≤j≤i−1
∫
Bj
ψ(|ynj+1|+ 2) +
∫
Bˆi
ψ(|yl|)
≤
∑
1≤j≤i−1
|Ej|ψ
(
−
∫
Ej
|ynj+1|+ 2
)
+ |Eˆi|ψ
(
−
∫
Eˆi
|yl|
)
≤
∑
1≤j≤i−1
4−j|Ω|2j + 4−i|Ω|2i ≤ |Ω|
∑
j∈N
2−j.
(4.1)
As the estimate is independent of l ∈ (ni)i, this yields
∫
Ω
ψ(|yl|) ≤ C uniformly
in l, as desired. 
4.2 Proof of Theorem 2.2
Now we are in a position to give the proof of the main compactness result. In
the first part we show that (2.6)-(2.8) hold.
Proof of Theorem 2.2, part 1. Let (εk)k be a sequence with εk → 0. Let yk ∈
SBVM(Ω) with Eεk(yk) ≤ C be given. Possibly passing to a larger M , we get
‖ dist(∇yk, SO(2))‖2L2(Ω) ≤ Mεk by (2.2) and H1(Jyk) ≤ M for all k ∈ N. In the
following generic constants only depending on Ω and M will be denoted by C.
Step I: Choose ρ0 > 0 small and let ρl = 2
−3lρ0 for all l ∈ N. We apply
Theorem 3.10 for ρ = ρl and η =
1
5
(the choice of η is related to the exponent −1
8
in (2.6)(ii)). Denote by c, C¯ = C¯(Ω,M, η), Cˆl = Cˆl(Ω,M, η, ρl) the constants in
Theorem 3.10. For each l ∈ N there exists κl = κl(M, η, ρl) such that for k ≥ κl
we find modifications ylk ∈ SBVcM(Ω,R2) with Eρlεk(ylk,Ωρl) ≤ Eεk(yk) + C¯ρl and
‖ylk − yk‖2L2(Ωlk) + ‖∇y
l
k −∇yk‖2L2(Ωlk) ≤ C¯εkρl, (4.2)
where Ωlk := Ωylk with |Ω \ Ωlk| ≤ C¯ρl. We further get Caccioppoli partitions
(P k,lj )j of Ωρl with
∑
jH1(∂∗P k,lj ∩ Ωρl) ≤ C¯ and corresponding piecewise rigid
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motions T lk :=
∑
j(R
k,l
j ·+bk,lj )χP k,lj +idχΩ\Ωρl such that the functions v
l
k : Ω→ R2
defined by
vlk(x) =
{
1√
εk
(Rk,lj )
T
(
ylk(x)− (Rk,lj x+ bk,lj )
)
for x ∈ P k,lj , j ∈ N,
0 else,
(4.3)
satisfy by (3.10)
H1(Jvlk) ≤ C¯, ‖v
l
k‖L2(Ω) + ‖e(∇vlk)‖L2(Ω) ≤ Cˆl, ‖∇vlk‖2L2(Ω) ≤ Cˆlε−1/5k . (4.4)
We recall ‖ylk‖∞ ≤ cM for all k ≥ κl. Thus, possibly passing to other (not
relabeled) constants bk,lj in (4.3), we can assume that |bk,lj | ≤ CM for C = C(Ω, c)
and that (4.4) still holds. Each partition may be extended to Ω by adding the
element Ω \ Ωρl . As for ρ0 small enough we get H1(∂Ωρl) ≤ CH1(∂Ω) (see [24,
Theorem 4.1]) for all l ∈ N, there is C = C(C¯,Ω) such that∑
j
H1(∂∗P k,lj ) ≤ C. (4.5)
Step II: Using a diagonal argument we get a (not relabeled) subsequence of
(εk)k such that by Theorem 3.2 for every l ∈ N we find vl ∈ GSBD2(Ω) with
vlk → vl a.e. in Ω and e(∇vlk) ⇀ e(∇vl) weakly in L2(Ω,R2×2sym) (4.6)
for k →∞. By Theorem 3.6, Theorem 3.7, (4.5) and the fact that |bk,lj | ≤ CM we
obtain an (ordered) partition (P lj)j of Ω with
∑
jH1(∂∗P lj) ≤ C and a piecewise
rigid motion T l :=
∑
j(R
l
j ·+blj)χP lj such that for all l ∈ N we get (again up to a
subsequence) |P k,lj △P lj | → 0, Rk,lj → Rlj , and bk,lj → blj for all j ∈ N as k → ∞.
This also implies∑
j
|P k,lj △P lj |+ ‖T lk − T l‖L2(Ω) + ‖∇T lk −∇T l‖L2(Ω) → 0 (4.7)
for k →∞. We now show that
‖vl‖L1(Ω) ≤ C‖vl‖L2(Ω) ≤ CCˆl, H1(Jvl) ≤ C¯, ‖e(∇vl)‖2L2(Ω) ≤ C. (4.8)
The first two claims follow directly from (4.4) and (3.4). To see the third es-
timate, we let φlk(x) := χ[0,ε−1/8k ]
(|∇vlk(x)|) (cf. (2.6)(ii)). Moreover, we obtain
by an elementary computation (cf. (3.12)) dist2(G, SO(2)) = |e(RTG − Id)|2 +
ωdist(R
TG−Id) for G ∈ R2×2, R ∈ SO(2) with sup{|G|−3ωdist(G) : |G| ≤ 1} ≤ C.
We compute by (2.2) and (4.3)
C ≥ Eρlεk(ylk,Ωρl) ≥
C
εk
∫
Ωρl
dist2(∇ylk, SO(2))
≥ C
εk
∑
j
∫
P k,lj ∩Ωρl
φlk
(
|e((Rk,lj )T∇ylk − Id)|2 + ωdist((Rk,lj )T∇ylk − Id)
)
= C
∫
Ω
φlk
(
|e(∇vlk)|2 +
1
εk
ωdist(
√
εk∇vlk)
)
.
(4.9)
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The second term of the integral can be estimated by∫
Ω
φlk
1
εk
ωdist(
√
εk∇vlk) =
∫
Ω
φlk
√
εk|∇vlk|3
ωdist(
√
εk∇vlk)
|√εk∇vlk|3
≤ Cε
1
8
k → 0. (4.10)
As e(∇vlk) ⇀ e(∇vl) weakly in L2(Ω) and φlk → 1 boundedly in measure on Ω
by (4.4), it follows φlke(∇vlk) ⇀ e(∇vl) weakly in L2(Ω). By lower semicontinuity
we obtain ‖e(∇vl)‖2L2(Ω) ≤ C for a constant particularly independent of ρl which
concludes (4.8).
Step III: We now want to pass to the limit l → ∞. Similarly as in the
argumentation leading to (4.7), by the compactness result for piecewise constant
functions (see Theorem 3.7) we find a partition (Pj)j of Ω and a piecewise rigid
motion T :=
∑
j(Rj ·+bj)χPj such that for a suitable (not relabeled) subsequence∑
j
|P lj△Pj|+ ‖T l − T‖L2(Ω) + ‖∇T l −∇T‖L2(Ω) → 0 (4.11)
for l →∞. Recalling (4.7) and using a diagonal argument we can choose a (not
relabeled) subsequence of (ρl)l and afterwards of (εk)k such that for all l we have∑
j
|P lj△Pj| ≤ 2−l,
∑
j
|P k,lj △P lj | ≤ 2−l for all k ≥ l. (4.12)
We see that the compactness result in GSBD cannot be applied directly on the
sequence (vl)l as the L
2 bound in (4.8) depends on ρl. We now show that by
choosing the rigid motions on the elements of the partitions appropriately (see
(4.3)) we can construct the sequence (vl)l such that we obtain∣∣∣Ω \⋃
n∈N
⋂
m≥n
{|vn − vm| ≤ 1}
∣∣∣ = 0 (4.13)
and thus Lemma 4.2 is applicable.
Step IV: We fix k ∈ N and describe an iterative procedure to redefine Rk,lj , bk,lj
for all l with k ≥ κl and j ∈ N. Let v˜1k = v1k as defined in (4.3) and assume v˜lk with
corresponding R˜k,lj , b˜
k,l
j have been chosen (which possibly differ from R
k,l
j , b
k,l
j ) such
that (4.4) still holds possibly passing to a larger constant C˜l = C˜l(Ω,M, η, l). Let
Ik,l1 = {j : |P k,l+1j ∩ P k,lj | ≥ 4C¯ρl} and Ik,l2 = N \ Ik,l1 . Define
R˜k,l+1j = R˜
k,l
j , b˜
k,l+1
j = b˜
k,l
j for j ∈ Ik,l1 ,
R˜k,l+1j = R
k,l+1
j , b˜
k,l+1
j = b
k,l+1
j for j ∈ Ik,l2 .
(4.14)
Consider j ∈ Ik,l1 and define R′j = Rk,l+1j − R˜k,lj , b′j = bk,l+1j − b˜k,lj , P ′j = P k,l+1j ∩
P k,lj ∩Ωlk ∩Ωl+1k for shorthand. By the triangle inequality, (4.2) and (4.3) we get
‖R′j ·+b′j‖L2(P ′j) ≤
√
εk(‖v˜lk‖L2(Ω) + ‖vl+1k ‖L2(Ω)) + ‖ylk − yl+1k ‖L2(Ωlk∩Ωl+1k )
≤ √εk(C˜l + Cˆl+1 + C√ρl + C√ρl+1) ≤ C ′l
√
εk
(4.15)
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for a constant C ′l = C
′
l(Ω,M, η, l), where in the penultimate step we used that
(4.4) holds for v˜lk and v
l+1
k . Herefrom we now derive |R′j| ≤ C ′l
√
εk. Indeed, if
R′j 6= 0, then R′j is invertible and a short computation yields
1√
2
|R′j |‖ · −z‖L2(P ′j\Bλ(z)) ≤ ‖R′j ·+b′j‖L2(P ′j) ≤ C ′l
√
εk, (4.16)
where z := −(R′j)−1b′j and Bλ(z) denotes the ball with center z and radius λ =
(π−1C¯ρl)1/2. Then by definition of I
k,l
1 and |Ω \Ωlk| ≤ C¯ρl we find |P ′j \Bλ(z)| ≥
|P k,l+1j ∩ P k,lj | − |Ω \Ωlk| − |Ω \Ωl+1k | − |Bλ(z)| ≥ C¯ρl, which together with (4.16)
implies the claim for C ′l sufficiently large.
Recalling (4.15) we then also find |b′j | ≤ C ′l
√
εk and summing over all compo-
nents we derive∑
j∈Ik,l
1
(
‖R′j‖2L2(P k,l+1j )+‖R
′
j‖4L4(P k,l+1j )+‖R
′
j ·+b′j‖2L2(P k,l+1j )
)
≤ #Ik,l1 C ′lεk ≤
|Ω|C ′l
4C¯ρl
εk,
where in the last step we used the definition of Ik,l1 . Define v˜
l+1
k as in (4.3) with
R˜k,l+1j , b˜
k,l+1
j instead of R
k,l+1
j , b
k,l+1
j . The previous estimate together with the
fact that (4.4) holds for vl+1k now shows (4.4) for v˜
l+1
k . Indeed, the estimates for
‖v˜l+1k ‖L2(Ω), ‖∇v˜l+1k ‖L2(Ω) follow directly and for ‖e(∇v˜l+1k )‖L2(Ω) we argue as in
Remark 3.11(ii).
Note that as (Cˆl)l also (C˜l)l converges to infinity. For simplicity the modified
functions and rigid motions will still be denoted by vlk, R
k,l
j and b
k,l
j in the follow-
ing. By a diagonal argument we can choose a further (not relabeled) subsequence
of (εk)k such that the modifications v
l
k exist for all l ∈ N and k ≥ l.
Step V: We define Ank,l =
⋂
n≤m≤l{|vmk −vnk | ≤ 12} for all n ∈ N and n ≤ l ≤ k.
If we show
|Ω \ Ank,l| ≤ C2−n, (4.17)
then (4.13) follows. Indeed, for given l ≥ n we can choose K = K(l) ≥ l so large
that |{|vmK − vm| > 14}| ≤ 2−m for all n ≤ m ≤ l since vmk → vm in measure for
k →∞. This implies∣∣Ω \⋂
n≤m≤l
{|vm− vn| ≤ 1}∣∣ ≤ |Ω \AnK,l|+∑
n≤m≤l
|{|vmK − vm| > 14}| ≤ C2
−n.
Passing to the limit l →∞ we find |Ω\⋂m≥n{|vm−vn| ≤ 1}| ≤ C2−n and taking
the union over all n ∈ N we derive (4.13).
To show (4.17) we proceed in two steps. Employing the redefinition of the
piecewise rigid motions we first show that the set where Tmk , n ≤ m ≤ l, differ is
small. Afterwards, we use (4.2) to find that the set where ymk , n ≤ m ≤ l, differ
is small. We define Bnk,l =
⋂
n≤m≤l{Tmk = T nk } for k ≥ l ≥ n and prove that
|Ω \Bnk,l| ≤ C2−n (4.18)
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for all k ≥ l ≥ n. To this end, consider {Tmk = Tm+1k } for n ≤ m ≤ l − 1 and
first note that by (4.12) we have
∑
j |P k,m+1j △P k,mj | ≤ 3 · 2−m. Define J1 ⊂ N
such that |P k,m+1j | ≤ 8C¯ρm for all j ∈ J1 and let J2 ⊂ N \ J1 such that |P k,m+1j ∩
P k,mj | > 12 |P k,m+1j | for all j ∈ J2. Observe that |P k,m+1j | ≤ 2|P k,m+1j \ P k,mj | for
j ∈ J3 := N \ (J1 ∪ J2). Using the isoperimetric inequality and the the fact that
(ρm)m ⊂ (2−3mρ0)m we find by (4.5)∑
j∈J1
|P k,m+1j | ≤ (8C¯ρm)
1
2
∑
j∈J1
|P k,m+1j |
1
2 ≤ C2−m
∑
j
H1(∂∗P k,m+1j ) ≤ C2−m.
Due to the above construction of the rigid motions (see (4.14)) we obtain {Tmk =
Tm+1k } ⊃
⋃
j∈J2(P
k,m+1
j ∩ P k,mj ) and therefore
|Ω \ {Tmk = Tm+1k }| ≤
∑
j∈J2
|P k,m+1j \ P k,mj |+
∑
j∈J1∪J3
|P k,m+1j |
≤
∑
j∈J2
|P k,m+1j \ P k,mj |+
∑
j∈J3
2|P k,m+1j \ P k,mj |+ C2−m
≤ 2
∑
j
|P k,m+1j △P k,mj |+ C2−m ≤ C2−m.
Summing over n ≤ m ≤ l − 1 we establish (4.18). Now recalling (4.2), (4.18),
|Ω \ Ωlk| ≤ C¯ρl and the fact that (ρl)l ⊂ (2−3lρ0)l we find
|Ω \ Ank,l| ≤ |Ω \Bnk,l|+
∑
n≤m≤l−1
|{|ym+1k − ymk | > 2−m−1
√
εk}| ≤ C2−n
for all k ≥ l ≥ n, as desired.
Step VI: By (4.8) and (4.13) we can apply Lemma 4.2 on the sequence (vl)l.
We employ Theorem 3.2 and obtain a function v ∈ GSBD(Ω) and a further
not relabeled subsequence with vl → v a.e in Ω and e(∇vl) ⇀ e(∇v) weakly in
L2(Ω,R2×2sym).
We now select a suitable diagonal sequence such that (2.6)-(2.8) hold. First,
we may suppose that after an infinitesimal modification we have vlk ∈ W 2,∞(Ω \
Jvlk) (see [16]). Consequently, by the coarea formula [3, Theorem 3.40] we get
H1(∂∗{|∇vlk| ≤ λε−1/8k }) <∞ for all λ ∈ (12 , 1)\H lk, where H lk is an L1-negligible
set. Choosing λ ∈ (1
2
, 1) \ ⋃k,l∈NH lk and defining φˆlk = χ[0,λε−1/8k ](|∇vlk(x)|),
the functions vˆlk := φˆ
l
kv
l
k lie in SBV (Ω) by [3, Theorem 3.84]. Recalling the
definition of φlk before (4.9), we observe that by (4.9), (4.10) the functions fulfill
‖e(∇vˆlk)‖L2(Ω) ≤ C and ‖∇vˆlk‖∞ ≤ ε−1/8k for a constant independent of k, l ∈ N.
Moreover, by (4.4) we get φˆlk → 1 in measure on Ω as k →∞.
As weak convergence in L2 is metrizable on bounded sets and convergence
in measure is metrizable (take (f, g) 7→ ∫
Ω
min{|f − g|, 1}), we can apply a
diagonal sequence argument and find a not relabeled subsequence (yn)n and a
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corresponding diagonal sequence (wn)n∈N ⊂ (vˆlk)k,l with corresponding partitions
(P nj )j and piecewise rigid motions (Tn)n such that by (4.6), (4.7) and (4.11)
wn → v in measure on Ω, e(∇wn)⇀ e(∇v) weakly in L2(Ω), (4.19)
Tn → T in L2(Ω), ∇Tn →∇T in L2(Ω), |P nj △Pj| → 0 for all j ∈ N
for n → ∞. Up to a further subsequence we can assume wn → v a.e. and
∇Tn → ∇T a.e. in Ω. Finally, define un = ∇Tnwn for all n ∈ N and let
u = ∇Tv. Observe that (2.6)(ii), (2.7), and (2.8) hold. Moreover, as φˆlk → 1 in
measure on Ω and |Ω \ Ωlk| → 0 for k, l →∞, we also get (2.6)(i) recalling (4.2),
(4.3) and possibly passing to a further subsequence. 
To complete the proof of Theorem 2.2, it remains to show (2.9).
Proof of Theorem 2.2, part 2. To see (2.9)(i), it suffices to recall that each
∇T Tn un coincides with some φˆlkvlk and thus Id+
√
εn∇T Tn ∇un = (∇T lk)T∇ylk a.e.
on {φˆlk = 1} ∩ Ωρl by (4.3). The assertion then follows from (3.11)(i) and the
frame indifference of W . We now show (2.9)(ii). To this end, the estimate is
first carried out in terms of the auxiliary functionals (see (3.8)). Afterwards, we
conclude by passing to the limit ρ→ 0.
Let v as given in (4.19) and recall u = ∇Tv. The sets Jdv := {x ∈ Jv :
[v](x) = d} for d ∈ B1(0) \ {0} are pairwise disjoint with H1-σ finite union, i.e.
H1(Jdv ) = 0 up to at most countable values of d. Consequently, we can choose a
sequence (bj)j with 0 < |bj | ≤ 1 such that bi 6= bj and H1(J bi−bjv ) = 0 for i 6= j.
Replacing v by v˜ = v+
∑
j bjχPj , we thus obtain H1((
⋃
j ∂
∗Pj ∩Ω) \Jv˜) = 0. We
first show that for (2.9)(ii) it suffices to prove
lim infk→∞H1(Jyk) ≥ H1(Jv˜). (4.20)
Indeed, we get H1(Jv˜) = H1(Ju \ ∂P ) +H1(∂P ∩Ω), where for shorthand ∂P =⋃
j ∂
∗Pj : We have H1(Jv˜) = H1(Jv˜ ∪ (∂P ∩ Ω)) = H1(∂P ∩ Ω) + H1(Jv˜ \ ∂P ).
Then it suffices to note H1(Jv˜ \ ∂P ) = H1(Ju \ ∂P ).
We now show (4.20) in two steps first passing to the limit k → ∞ and then
letting l → ∞. We replace vlk (see (4.3)) by v˜lk = vlk +
∑
j bjχP k,lj
and vl by
v˜l = vl +
∑
j bjχP lj noting that v˜
l
k → v˜l for k → ∞ (cf. (4.6)) and v˜l → v˜
for l → ∞ in the sense of (3.4). In the following we write J lk = Jv˜lk ∩ Ωρl and
∂P k,l :=
⋃
j ∂
∗P k,lj for shorthand, where Ωρl was defined before (3.8). We obtain
by (4.3), (3.11)(ii) and Theorem 3.5
H1(Jyk) + Cρl ≥
∫
J
yl
k
\∂P k,l
f ρlεk(|[ylk]|) dH1 +H1(∂P k,l ∩ Ωρl) (4.21)
≥
∫
J lk\∂P k,l
θρl(|[v˜lk]|) dH1 +H1(∂P k,l ∩ Ωρl) ≥
∫
J lk
θρl(|[v˜lk]|) dH1,
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where θσ(t) := min{ tσ , 1} for σ > 0. We cannot directly apply lower semiconti-
nuity results for GSBD functions due to the involved function θρl . We therefore
pass to the limit k →∞ on one-dimensional sections.
Recall the measure µˆσ,ξ
v˜l
defined in (3.5) for σ ≥ 0. By Lemma 3.3 we have
µˆσ,ξ
v˜l
(U) ≤ lim inf
k→∞
µˆσ,ξ
v˜lk
(U)
for all σ ≥ 0, ξ ∈ S1 and for every open set U ⊂ Ω. Let κ1 =
∫
S1
|ν · ξ| dH1(ξ) for
some ν ∈ S1 which clearly does not depend on the particular choice of ν. Using
Fatou’s lemma and (3.6) we compute
lim inf
k→∞
H1(Jyk) + Cρl ≥ lim inf
k→∞
∫
J lk
θσ(|[v˜lk]|) dH1
≥ κ−11
∫
S1
lim inf
k→∞
∫
J lk
θσ(|[v˜lk](x)|)|νv˜lk(x) · ξ| dH
1(x) dH1(ξ)
≥ κ−11
∫
S1
lim inf
k→∞
µˆσ,ξ
v˜lk
(Ωρl) dH1(ξ) ≥ κ−11
∫
S1
µˆσ,ξ
v˜l
(Ωρl) dH1(ξ).
We pass to the limit l → ∞ (i.e. ρl → 0) and obtain by Lemma 3.3 and the
dominated convergence theorem
lim inf
k→∞
H1(Jyk) ≥ κ−11
∫
S1
µˆσ,ξv˜ (Ω) dH1(ξ).
Recall that θσ → 1 pointwise for σ → 0. Now letting σ → 0 we obtain by the
dominated convergence theorem and (3.6)
lim inf
k→∞
H1(Jyk) ≥ κ−11
∫
S1
µˆ0,ξv˜ (Ω) dH1(ξ)
= κ−11
∫
S1
∫
Jξv˜
|νv˜(x) · ξ| dH1(x) dH1(ξ) = H1(Jv˜).
This gives (4.20) and completes the proof. 
Remark 4.3 Using (2.6)(ii), (2.9)(i) and arguing as in (4.9), (4.10), we observe
that all sequences (uk,Pk, Tk) in Definition 2.3 satisfy ‖e(∇T Tk ∇uk)‖L2(Ω) ≤ C
for C > 0 only depending on supk Eεk(yk), Ω, and the constant in (2.2).
At the end of this section we briefly note that our compactness result provides
an alternative proof of the piecewise rigidity result given in Theorem 3.9 (at least
in a planar setting).
Proof of Theorem 3.9 for d = 2. Let y ∈ SBV (Ω) with H1(Jy) < ∞ as well as∫
Ω
dist2(∇y, SO(2)) = 0 be given. First, assume y ∈ L∞(Ω). Define an arbitrary
infinitesimal sequence (εk)k and the sequence yk = y for all k ∈ N. Applying
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Theorem 2.2 we obtain piecewise rigid motions T, Tk such that Tk → T , ∇Tk →
∇T in L2(Ω) by (2.7) up to passing to a subsequence. Moreover, yk − Tk → 0
a.e. in Ω for k →∞ by (2.6)(i). This implies y = T is a piecewise rigid motion.
If y /∈ L∞(Ω), using the BV coarea formula we can approximate y by a sequence
yχΦk + idχΩ\Φk ∈ SBV (Ω) ∩ L∞(Ω) with supkH1(∂∗Φk) < ∞, |Φk| → 0 for
k →∞ and conclude by Theorem 3.7. 
5 Admissible and coarsest partitions and limit-
ing configurations
In this section we will prove Theorem 2.6. Let (yk)k be a (sub-)sequence as
considered in Theorem 2.2. Recall Definition 2.5. For notational convenience we
will drop the dependence of (yk)k in the sets ZP ,Zu,ZT . We introduce a partial
order on the admissible partitions ZP : Given two partitions P1 := (P 1j )j ,P2 :=
(P 2j )j in ZP we say P2 ≥ P1 if
for all P 1j1 there exists P
2
j2
such that |P 1j1 \ P 2j2| = 0. (5.1)
Note that Theorem 3.5 implies
⋃
j ∂
∗P 1j ⊃
⋃
j ∂
∗P 2j up to an H1-negligible set.
We observe that if P1 ≥ P2 and P2 ≥ P1, abbreviated by P1 = P2 hereafter,
then the Caccioppoli partitions coincide: After a possible reordering of the sets
we find |P 1j△P 2j | = 0 for all j ∈ N.
We begin with the observation that the piecewise rigid motion is uniquely
determined in the limit.
Lemma 5.1 Let (yk)k be a (sub-)sequence as considered in Theorem 2.2. Then
there is a unique T ∈ ZT .
Proof. Assume there are T, Tˆ ∈ ZT . Let (u,P, T ), (uˆ, Pˆ, Tˆ ) ∈ D∞ according
to Definition 2.5(ii) and let (uk,Pk, Tk), (uˆk, Pˆk, Tˆk) ∈ D for k ∈ N be triples
given by Definition 2.3. As uk − uˆk − (ε−1/2k (Tk − Tˆk)) → 0 a.e. by (2.6)(i) and
uk − uˆk converges pointwise a.e. (and the limits lie in R a.e.) by (2.8)(i), we get
Tk − Tˆk → 0 pointwise almost everywhere. By (2.7)(ii) this implies T = Tˆ . 
From now on T will always stand for the rigid motion given by Lemma 5.1.
5.1 Equivalent characterization of the coarsest partition
We state a lemma giving an equivalent characterization of the coarsest partition
(recall Definition 2.5(iv)).
Lemma 5.2 Let (yk)k be a (sub-)sequence as considered in Theorem 2.2. Then
P ∈ ZP is coarsest if and only if it is a maximal element in the partial order
(ZP ,≥), i.e. Pˆ ≥ P implies Pˆ = P.
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Proof. (1) Assume P = (Pj)j was not coarsest. According to Definition 2.5(iv)
let u and (uk,Pk, Tk) ∈ D be given such that (u,P, T ) ∈ D∞ and (2.6)-(2.9)
hold. Without restriction, possibly passing to a subsequence and reordering the
partition, we assume that ε
−1/2
k
(|Rk1 − Rk2| + |bk1 − bk2|) ≤ C for all k ∈ N (cf.
(2.10)). By (3.12) we obtain Ak ∈ R2×2skew for k ∈ N with |Ak| ≤ C such that
Rk2−Rk1 = Rk1((Rk1)TRk2−Id) = Rk1(
√
εkA
k+O(εk)). Passing to a (not relabeled)
subsequence we then obtain for all x ∈ Ω
S(x) := lim
k→∞
1√
εk
(
(Rk2 − Rk1) x+ bk2 − bk1
)
= lim
k→∞
1√
εk
(√
εkR
k
1A
k x+ bk2 − bk1
)
+O(
√
εk) = RAx+ b
(5.2)
for some A ∈ R2×2skew, b ∈ R2 and R = limk→∞Rk1 . We now introduce Pˆk, Pˆ, Tˆk,
uˆk, uˆ as follows. Let Pˆ
k
1 = P
k
1 ∪ P k2 , Pˆ k2 = ∅, Pˆ kj = P kj for j ≥ 3 and likewise for
the limiting partition Pˆ. Let Tˆk(x) = Rk1 x+ bk1 for x ∈ Pˆ k1 and Tˆk(x) = Tk(x) for
x ∈ Ω \ Pˆ k1 . Furthermore, we let
uˆk = uk +
1√
εk
(
(Rk2 −Rk1) ·+bk2 − bk1
)
χP k
2
and uˆ = u+(RA ·+b)χP2 (see (5.2)). We now show that (uˆk, Pˆk, Tˆk) converges to
(uˆ, Pˆ , T ) in the sense of (2.6)-(2.9). First, (2.6)(i) clearly holds since Tˆk − Tk =(
(Rk1 − Rk2) ·+bk1 − bk2
)
χP k
2
. Moreover, we derive that (2.7) holds as |Rk1 − Rk2 |+
|bk1 − bk2 | → 0 for k → ∞. Since H1(Ju \
⋃
j ∂
∗Pj) +H1(
⋃
j ∂
∗Pj ∩ Ω) ≥ H1(Juˆ \⋃
j ∂
∗Pˆj) +H1(
⋃
j ∂
∗Pˆj ∩ Ω), also (2.9)(ii) is satisfied.
As |Rk2 − Rk1 | ≤ C
√
εk, we note that ‖∇uˆk‖L∞(Ω) ≤ cε−1/8k for c > 0 large
enough and thus (2.6)(ii) holds. It remains to verify (2.8) and (2.9)(i). First,
(2.8)(i) follows from (5.2) and the definition of uˆ. We use Rk2 = R
k
1 +
√
εkR
k
1A
k+
O(εk), |Ak| ≤ C and ‖∇uk‖L∞(Ω) ≤ cε−1/8k to find a.e. on P k2
∇Tˆ Tk ∇uˆk = (Rk1)T∇uk + Ak +O(
√
εk) = (R
k
2)
T∇uk + Ak +O(ε3/8k ). (5.3)
Now we get
χPˆ k
1
e(∇Tˆ Tk ∇uˆk) =
∑
j=1,2
χP kj e((R
k
j )
T∇uk) + χP k
2
e(Ak) +O(ε
3/8
k )
⇀
∑
j=1,2
χPje(R
T
j ∇u) = χPˆ1e(RT∇uˆ) = χPˆ1e(∇T T∇uˆ)
weakly in L2(Ω,R2×2sym). This gives (2.8)(ii). By the assumptions on W , a Taylor
expansion yields W (G) = 1
2
Q(e(G − Id)) + ωW(G − Id) for G ∈ R2×2, where
sup{|F |−3ωW (F ) : |F | ≤ 1} ≤ C and Q = D2W (Id). Thus, we obtain by (5.3)
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and ‖∇uk‖L∞(Ω) ≤ cε−1/8k
1
εk
∫
P k
2
W (Id+
√
εk∇Tˆ Tk ∇uˆk) =
∫
P k
2
(1
2
Q(e(∇Tˆ Tk ∇uˆk)) +
1
εk
ωW (
√
εk∇Tˆ Tk ∇uˆk)
)
=
∫
P k
2
(1
2
Q(e(∇T Tk ∇uk)) +
ωW (
√
εk∇uˆk)
εk
)
+O(ε
1
4
k )
and likewise
1
εk
∫
P k
2
W (Id+
√
εk∇T Tk ∇uk) =
∫
P k
2
(1
2
Q(e(∇T Tk ∇uk)) +
1
εk
ωW (
√
εk∇uk)
)
.
In both estimates the second terms converge to 0 using ‖∇uk‖∞ + ‖∇uˆk‖∞ ≤
cε
−1/8
k and arguing as in (4.10). Consequently, we get
1
εk
∫
P k
2
W (Id+
√
εk∇Tˆ Tk ∇uˆk) =
1
εk
∫
P k
2
W (Id+
√
εk∇T Tk ∇uk) + o(1) (5.4)
for εk → 0, i.e. (2.9)(i) holds. Therefore, Pˆ is an admissible partition and thus
P is not maximal.
(2) Conversely, assume that P = (Pj)j was not maximal, i.e. we find Pˆ =
(Pˆj)j with Pˆ ≥ P, Pˆ 6= P. Upon reordering we may assume that P1 ∩ Pˆ1 and
P2 ∩ Pˆ1 have positive L2-measure. According to Definition 2.5(i) let u, uˆ and
(uk,Pk, Tk), (uˆk, Pˆk, Tˆk) ∈ D be given such that (u,P, T ), (uˆ, Pˆ, T ) ∈ D∞ and
(2.6)-(2.9) hold. As by (2.8)(i) uk and uˆk convergence pointwise a.e., by (2.6)
also ε
−1/2
k (Tk − Tˆk) converges pointwise a.e. (and the limits lie in R a.e.). But
this implies ε
−1/2
k
(|Rkj − Rˆk1 | + |bkj − bˆk1|) ≤ C for j = 1, 2 and k ∈ N. Then
ε
−1/2
k
(|Rk1 − Rk2 | + |bk1 − bk2|) ≤ C by the triangle inequality. Thus, (2.10) is
violated and P is not a coarsest partition. 
The alternative characterization now directly implies that there is at most
one coarsest partition.
Lemma 5.3 Let (yk)k be a (sub-)sequence as considered in Theorem 2.2. Then
there is at most one maximal element in (ZP ,≥).
Proof. Assume there are two maximal elements P1 = (P 1j )j,P2 = (P 2j )j ∈ ZP
with P1 6= P2. As before, without restriction we may assume that P 11 ∩ P 21 and
P 12 ∩ P 21 have positive L2-measure. We proceed as in the proof of Lemma 5.2(2)
to see that P1 is not coarsest and thus not a maximal element in (ZP ,≥). 
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5.2 Admissible configurations
We now analyze the admissible configurations if the partitions are given. Recall
the definition of the set of piecewise infinitesimal rigid motions A(P) below (2.4).
Lemma 5.4 Let (yk)k be a (sub-)sequence as considered in Theorem 2.2 and let
T ∈ ZT be the unique mapping given by Lemma 5.1. Let P, Pˆ ∈ ZP such that
Pˆ ≥ P and uˆ ∈ Zu(Pˆ). Then Zu(P) = uˆ+∇TA(P).
Proof. (1) To see Zu(P) ⊂ uˆ+∇TA(P), we have to show that u− uˆ ∈ ∇TA(P)
for all u ∈ Zu(P). To this end, consider Pj ∈ P, Pˆi ∈ Pˆ such that |Pj \ Pˆi| = 0.
Let (uk,Pk, Tk), (uˆk, Pˆk, Tˆk) ∈ D be given according to Definition 2.3. As uk− uˆk
and thus ε
−1/2
k (Tk − Tˆk) converge pointwise a.e. by (2.6)(i), (2.8)(i), we find
|Rkj − Rˆki | + |bkj − bˆki | ≤ C
√
εk. Repeating the argument in (5.2) we find some
A ∈ R2×2skew, b ∈ R2 such that for a.e. x ∈ Pj
u(x)− uˆ(x) = lim
k→∞
uk(x)− uˆk(x) = lim
k→∞
ε
−1/2
k (Tˆk(x)− Tk(x)) = ∇T (x)(Ax+ b).
(2) Conversely, to see Zu(P) ⊃ uˆ+∇TA(P) we first consider the special case
P = Pˆ = (Pj)j. Let u¯ ∈ Zu(P) and A¯ =
∑
j(Aj ·+dj)χPj ∈ A(P) be given. We
have to show that u := u¯+∇TA¯ ∈ Zu(P).
According to Definition 2.5(iii) let (u¯k,Pk, T¯k) ∈ D be given such that (2.6)-
(2.9) hold with the limiting triple (u¯,P, T ). Assume that T¯k has the form T¯k =∑
j(R¯
k
j ·+b¯kj )χP kj . Now choose Rkj such that |Rkj−R¯kj (Id−
√
εkAj)| = dist(R¯kj (Id−√
εkAj), SO(2)) and let b
k
j = b¯
k
j −
√
εkR¯
k
j dj. By (3.12) we have
Rkj = R¯
k
j −
√
εkR¯
k
jAj − ωj,k with |ωj,k| ≤ Cεk|Aj|2 for all j ∈ N. (5.5)
Let Ik = {j ∈ N : |Aj | + |dj| ≤ ε−1/8k } and Vk =
⋃
j∈N\Ik P
k
j . Note that |Vk| → 0
for k →∞ and |ε−1/2k ωj,k| ≤ Cε1/4k for j ∈ Ik. Define
Tk =
∑
j∈Ik
(Rkj ·+bkj )χP kj + T¯kχVk , uk = u¯k +
1√
εk
(T¯k − Tk).
We now show that (uk,Pk, Tk) converges to (u,P, T ) in the sense of (2.6)-(2.9).
First, (2.6)(i) clearly holds. Moreover, H1(Ju \
⋃
j ∂
∗Pj) = H1(Ju¯ \
⋃
j ∂
∗Pj) and
thus (2.9)(ii) is satisfied. By (5.5) we find
Tk = T¯k −
∑
j∈Ik
(√
εkR¯
k
jAj ·+ωj,k ·+
√
εkR¯
k
j dj
)
χP kj → T
in measure for k →∞. Then it is not hard to see that Tk → T and ∇Tk → ∇T
in L2(Ω) which gives (2.7). Likewise, we obtain
uk − u¯k = 1√
εk
(
T¯k − Tk
)
=
∑
j∈Ik
(
R¯kj (Aj ·+dj) +
1√
εk
ωj,k ·
)
χP kj
→∇T
∑
j
(Aj ·+dj)χPj = ∇TA¯
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pointwise a.e. which implies uk → u¯+∇TA¯ and shows (2.8)(i). By the definition
of Vk we have
‖∇uk −∇u¯k‖L∞(Ω) ≤ ‖
∑
j
χP kj
(
R¯kjAj + ε
−1/2
k ωj,k
)‖L∞(Ω\Vk) ≤ Cε−1/8k .
Therefore, ‖∇uk‖∞ ≤ cε−1/8k for c large enough, which shows (2.6)(ii). Arguing
as in (5.3) we get by ‖∇u¯k‖L∞(Ω) ≤ cε−1/8k and (5.5)
(Rkj )
T∇uk(x) = (Rkj )T∇u¯k(x) + (Rkj )T R¯kjAj + (Rkj )T ε−1/2k wj,k
= (R¯kj )
T∇u¯k(x) + Aj +O(ε1/4k )
for a.e. x ∈ P kj , j ∈ Ik. Thus, (2.8)(ii) follows from the fact that (2.8)(ii) holds
for the sequence u¯k and∑
j∈Ik
∫
P kj
|e((Rkj )T∇uk)− e((R¯kj )T∇u¯k)|2 ≤ Cε1/2k → 0.
Finally, the above estimates together with a similar argumentation as in (5.4)
yield (2.9)(i).
In the general case we have to show u := uˆ + ∇TA¯ ∈ Zu(P) for given uˆ ∈
Zu(Pˆ), Pˆ ≥ P, and A¯ ∈ A(P). As P ∈ ZP , we find some u¯ ∈ Zu(P) which by
(1) satisfies u¯− uˆ = ∇TAˆ for some Aˆ ∈ A(P). Thus, we get u = u¯+∇T (A¯− Aˆ)
and by the special case in (2) we know that u ∈ Zu(P), as desired. 
5.3 Existence of coarsest partitions
To guarantee existence of coarsest partitions we show that each totally ordered
subset has upper bounds such that afterwards we may apply Zorn’s lemma.
Lemma 5.5 Let (yk)k be a (sub-)sequence as considered in Theorem 2.2. Let I
be an arbitrary index set and let {Pi = (Pi,j)j : i ∈ I} ⊂ ZP be a totally ordered
subset, i.e. for each i1, i2 ∈ I we have Pi1 ≤ Pi2 or Pi2 ≤ Pi1 . Then there is a
partition P ∈ ZP with Pi ≤ P for all i ∈ I.
Proof. Step I: To prove the existence of an upper bound we first show that it
suffices to consider a suitable countable subset of {Pi : i ∈ I}. For notational
convenience we write i1 ≤ i2 for i1, i2 ∈ I if Pi1 ≤ Pi2 . Choose an arbitrary
i0 ∈ I and note that it suffices to find an upper bound for all i ≥ i0. For
each k ∈ N we introduce partitions Pki = (P ki,j)j≥0 consisting of the components
P ki,j = Pi,j \
⋃
l≥k Pi0,l for j ∈ N and P ki,0 =
⋃
l≥k Pi0,l. (Note that the partitions
Pki are possibly not ordered.) By (5.1) we get that Pki1 ≤ Pki2 if i0 ≤ i1 ≤ i2.
Typically, Pki are not elements of {Pi : i ∈ I}, but satisfy for i ≥ i0
|Pi,j△P ki,j| ≤
∣∣⋃
l≥k
Pi0,l
∣∣ ≤ ω(k) for all j ≥ 0 (5.6)
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with ω(k)→ 0 for k →∞, where we set Pi,0 = ∅. For all k ∈ N we observe that
{Pki : i ≥ i0} contains only a finite number of different elements and therefore
contains a maximal element Pk = (P kj )j. Now we can choose i0 ≤ i1 ≤ i2 ≤ . . .
such that Pk = Pkik for k ∈ N. It now suffices to construct an upper boundP = (Pj)j ∈ ZP with P ≥ Pik for all k ∈ N. Indeed, we then obtain P ≥ Pi for
all i0 ≤ i as follows:
For each Pi,j and each k ∈ N we find Pjk with |Pi,j \ Pjk | ≤ 2ω(k). In
fact, using repetitively (5.1) and (5.6) we get j′, jk such that |Pi,j \ P ki,j| ≤ ω(k),
|P ki,j\P kik,j′| = 0, |P kik,j′\Pik,j′| ≤ ω(k), |Pik,j′\Pjk | = 0 and thus |Pi,j\Pjk | ≤ 2ω(k).
As ω(k)→ 0 for k →∞ and P contains only a finite number of components with
L2-measure larger than 1
2
|Pi,j|, we indeed find Pj∗ with |Pi,j \Pj∗| = 0, as desired.
Step II: Now consider the totally ordered sequence of partitions (Pik)k. For
notational convenience we will denote the sequence by (Pi)i∈N in the following. By
the compactness theorem for Caccioppoli partitions (see Theorem 3.6) we get an
(ordered) Caccioppoli partition P = (Pj)j such that |Pi,j△Pj| → 0 for i→∞ for
all j ∈ N. Thus, for all j ∈ N there exists Ij ∈ N such that |Pi1,j \Pi2,j| ≤ 12 |Pi1,j|
for all Ij ≤ i1 ≤ i2. As (Pi)i∈N is totally ordered, (5.1) then gives |Pi1,j \Pi2,j| = 0
for all Ij ≤ i1 ≤ i2 and this monotonicity yields |Pi1,j \ Pj| = 0 for i1 ≥ Ij .
Eventually, fixing Pi,j for i, j ∈ N, by the above arguments there exists j′ ∈ N
such that |Pi,j \ Pi′,j′| = 0 for all i′ large enough and thus |Pi,j \ Pj′| = 0.
This implies P ≥ Pi for all i ∈ N and therefore it suffices to show that
P ∈ ZP . To this end, we will construct partitions Pn, rigid motions Tn ∈ R(Pn)
and a limiting function u by a diagonal sequence argument.
For all i ∈ N, according to Definition 2.5(i), we find (uki ,Pki , T ki ) ∈ D, an
admissible limiting configurations ui ∈ Zu(Pi) and T ∈ ZT as in Lemma 5.1 such
that (2.6)-(2.9) hold as k → ∞. The strategy is to select ui in a suitable way
such that we find a limiting configuration u ∈ GSBD(Ω) with
ui → u a.e. in Ω,
e(∇T T∇ui)⇀ e(∇T T∇u) weakly in L2(Ω,R2×2sym),
lim inf i→∞H1(Jui) ≥ H1(Ju).
(5.7)
We defer the selection of the sequence (ui)i to Step III below. Then we can
choose a diagonal sequence (u¯n) := (u
k(n)
n )n converging to the triple (u,P, T ) in
the sense of (2.6)-(2.9). Indeed, k(n) can be selected such that letting P¯n =
(P¯ nj )j = Pk(n)n and T¯n = T k(n)n ∈ R(P¯n), we find |P¯ nj △Pj| → 0 for all j ∈ N
(even
∑
j |P¯ nj △Pj| → 0, cf. below Theorem 3.6) and T¯n → T , ∇T¯n → ∇T in
L2(Ω). This gives (2.7). Moreover, as measure convergence is metrizable, this
can be done in a way that u¯n → u in measure and u¯n − ε−1/2n (yn − T¯n) → 0 in
measure. Then, possibly passing to a further subsequence, we can assume that
the convergence also holds a.e. in Ω and thus (2.6)(i), (2.8)(i) are satisfied.
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Likewise, (2.8)(ii) can be achieved by (5.7) and the fact the weak convergence
is metrizable as by Remark 4.3 we get ‖e((∇T ki )T∇uki )‖L2(Ω) ≤ C for a constant
independent of k, i. Moreover, (2.6)(ii) and (2.9)(i) directly follow from the cor-
responding estimates for the functions uki . Finally, to see (2.9)(ii) it suffices to
prove
lim inf i→∞
(H1(Jui \ ∂Pi) +H1(∂Pi ∩ Ω)) ≥ H1(Ju \ ∂P ) +H1(∂P ∩ Ω), (5.8)
where for shorthand ∂Pi =
⋃
j ∂
∗Pi,j and ∂P =
⋃
j ∂
∗Pj . This can be derived
arguing as in (4.20): We may consider an infinitesimal perturbation of the form
u˜i = ui +
∑
j bjχPi,j , u˜ = u +
∑
j bjχPj with bj small such that H1(∂Pi \ Ju˜i) =
H1(∂P \ Ju˜) = 0 and the convergence in (5.7) still holds after replacing ui, u by
u˜i, u˜, respectively. Then the claim follows from (5.7). Consequently, P ∈ ZP due
to Definition 2.5(i).
Step III: It remains to show (5.7). Clearly, we have ‖e(∇T T∇ui)‖2L2(Ω) ≤
C and H1(Jui) ≤ C for a constant independent of i ∈ N. This follows by a
lower semicontinuity argument using (2.9)(ii) and ‖e((∇T ki )T∇uki )‖L2(Ω) ≤ C by
Remark 4.3. Thus, in order to apply Theorem 3.2, we have to select ui ∈ Zu(Pi)
suitably and to find an increasing continuous function ψ : [0,∞) → [0,∞) with
limt→∞ ψ(t) = +∞ such that
∫
Ω
ψ(|ui|) ≤ C independently of i ∈ N.
We proceed similarly as in the proof of Theorem 2.2 and define ui iteratively.
Choose u1 ∈ Zu(P1) arbitrarily. Given ui we define ui+1 as follows. Consider some
Pi+1,j and recalling (5.1) choose l1,j < l2,j < . . . such that Pi+1,j =
⋃∞
k=1 Pi,lk,j up
to an L2- negligible set (observe that the union may also be finite). Choose some
u˜i+1 ∈ Zu(Pi+1). By Lemma 5.4 for P = Pi, Pˆ = Pi+1 we get (ui− u˜i+1)χPi+1,j =∑∞
k=1∇T (Alk,j ·+blk,j )χPi,lk,j for Alk,j ∈ R2×2skew, blk,j ∈ R2. Now define
ui+1(x) = u˜i+1(x) +∇T (x)(Al1,j x+ bl1,j )
for x ∈ Pi+1,j and observe that ui = ui+1 on Pi,l1,j . Proceeding in this way on all
Pi+1,j we find some A˜
i+1 ∈ A(Pi+1) such that ui+1 := u˜i+1+∇TA˜i+1 ∈ Zu(Pi+1)
applying Lemma 5.4 for P = Pˆ = Pi+1. Moreover, there is a corresponding
Ai ∈ A(Pi) such that ui+1 = ui +∇TAi with Ai = 0 on
⋃
j Pi,l1,j .
We now show that
∑
i∈N |Ai(x)| < +∞ for a.e. x ∈ Ω. To see this, we recall
that |Pi,j△Pj| → 0 for all j ∈ N. Consequently, as due to the total order of
the partitions the sets Pi,j are increasing for fixed j ∈ N, the construction of the
functions (ui)i implies A
i = 0 on Pi,j for i so large that |Pi,j| > 12 |Pj|. Thus, for
a.e. x ∈ Pj the sum
∑
i≥1 |Ai(x)| is a finite sum and therefore finite. As j ∈ N
was arbitrary, we obtain
∑
i∈N |Ai| < +∞ almost everywhere.
Therefore, the function v := |u1| +
∑
l∈N |Al| is finite a.e. in Ω and we ap-
ply Lemma 4.2 on the sequence vk = vχ{v≤k} to find an increasing continu-
ous function ψ : [0,∞) → [0,∞) with limt→∞ ψ(t) = ∞ such that by Fatou’s
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lemma ‖ψ(v)‖L1(Ω) ≤ lim infk→∞ ‖ψ(vk)‖L1(Ω) ≤ C < ∞. Using the defini-
tion ui+1 = ui + ∇TAi and the monotonicity of ψ we find ‖ψ(|ui|)‖L1(Ω) ≤
‖ψ(|u1|+
∑
l∈N |Al|)‖L1(Ω) ≤ C <∞ for all i ∈ N, as desired. 
After these preparatory lemmas we are in a position to prove Theorem 2.6.
Proof of Theorem 2.6. First, (i) follows from Lemma 5.1. The uniqueness of the
coarsest partition is a consequence of Lemma 5.3 and Lemma 5.2. We obtain
existence by Zorn’s lemma: As (ZP ,≥) is a partial order and every chain has an
upper bound by Lemma 5.5, there exists a maximal element P¯ ∈ ZP . Lemma
5.2 shows that P¯ is a coarsest partition which gives (ii). Finally, assertion (iii),
namely Zu(P¯) = v +∇TA(P¯) for some v ∈ Zu(P¯), follows from Lemma 5.4 for
the choice P = Pˆ = P¯ . 
6 The effective linearized Griffith model
In this final section we identify the effective linearized Griffith functional via
Γ-convergence and derive a cleavage law for the limiting model.
6.1 Derivation of linearized models via Γ-convergence
We now give the proof of Theorem 2.7.
Proof of Theorem 2.7. (i) Thanks to the preparations in the last section the lower
bound is almost immediate. Let (u,P, T ) ∈ D∞ be given as well as a sequence
(yk)k ⊂ SBVM(Ω) with yk → (u,P, T ), i.e. by Definition 2.3 the are triples
(uk,Pk, Tk) ∈ D such that (2.6)-(2.9) hold. Due to (2.9)(ii) it suffices to show
lim inf
k→∞
1
εk
∫
Ω
W (∇yk) ≥
∫
Ω
1
2
Q(e(∇T T∇u)).
We proceed as in (4.9): Recall that W (G) = 1
2
Q(e(G− Id)) + ωW (G− Id) with
sup{|F |−3ωW (F ) : |F | ≤ 1} ≤ C by the assumptions onW , where Q = D2W (Id).
We compute by (2.9)(i)
1
εk
∫
Ω
W (∇yk) ≥ 1
εk
∫
Ω
W (Id+
√
εk∇T Tk ∇uk) + o(1)
=
∫
Ω
1
2
(
Q(e(∇T Tk ∇uk)) +
1
εk
ωW (
√
εk∇T Tk ∇uk)
)
+ o(1)
as k → ∞. The second term converges to 0 arguing as in (4.10) and us-
ing ‖∇uk‖∞ ≤ cε−1/8k (see (2.6)(ii)). As e(∇T Tk ∇uk) ⇀ e(∇T T∇u) weakly in
L2(Ω,R2×2sym) by (2.8)(ii) and Q is convex, we conclude
lim inf
k→∞
1
εk
∫
Ω
W (∇yk) ≥
∫
Ω
1
2
Q(e(∇T T∇u)).
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(ii) By a general density result in the theory of Γ-convergence together with
Theorem 3.4 and the fact that the limiting functional E(u,P, T ) is continuous
in u with respect to the convergence given in Theorem 3.4, it suffices to provide
recovery sequences for functions u with u ∈ W 1,∞(Ω \ Ju), where Ju is contained
in the union of a finite number of closed connected pieces of C1- curves. Moreover,
as in the proof of Theorem 2.2 (see paragraph before (4.20)) we may assume that
H1((⋃j ∂∗Pj ∩ Ω) \ Ju) = 0 up to an infinitesimal small perturbation of u (a
similar argument was used below (5.8)).
Let (u,P, T ) ∈ D∞ and εk → 0 be given. Define yk(x) = T (x) +√εku(x) for
all x ∈ Ω. It is not hard to see that (yk)k ⊂ SBVM(Ω) for εk small enough (andM
not too small). Moreover, define Pk = P, Tk = T and uk = ε−1/2k
(
yk−Tk
) ≡ u for
all k ∈ N. Then (2.6)(i) and (2.7)-(2.9) hold trivially. To see (2.6)(ii), it suffices
to note that ‖∇uk‖∞ = ‖∇u‖∞ ≤ C ≤ Cε−1/8k . Consequently, yk → (u,P, T ) in
the sense of Definition 2.3.
We finally confirm limk→∞Eεk(yk) = E(u,P, T ). As clearly limk→∞H1(Jyk) =
H1(⋃j ∂∗Pj ∩ Ω) +H1(Ju \⋃j ∂∗Pj), it suffices to show limk→∞ 1εk ∫ΩW (∇yk) =∫
Ω
1
2
Q(e(∇T T∇u)). Using again that W (G) = 1
2
Q(e(G− Id)) +ωW (G− Id) and
the frame indifference of W we compute
1
εk
∫
Ω
W (∇yk) = 1
εk
∫
Ω
W (Id+
√
εk∇T Tk ∇uk)
=
∫
Ω
(1
2
Q(e(∇T Tk ∇uk)) +
1
εk
ωW (
√
εk∇T Tk ∇uk)
)
=
∫
Ω
1
2
Q(e(∇T T∇u)) +O(√εk)→
∫
Ω
1
2
Q(e(∇T T∇u)).
(6.1)
This concludes the proof. 
The proof of Corollary 2.9 is now straightforward.
Proof of Corollary 2.9. To see the liminf-inequality, assume yεk → y in L1(Ω)
for k → ∞ and without restriction that Eεk(yεk) ≤ C. By Theorem 2.2 we
find a limiting triple (u,P, T ) ∈ D∞ such that yεk → (u,P, T ) in the sense of
Definition 2.3. By (2.6)(i), (2.7)(ii) we obtain y = T . As T ∈ R(P), we get
H1(JT ) ≤ H1(
⋃
j ∂
∗Pj ∩ Ω), where P = (Pj)j. Thus, Theorem 2.7(i) yields
lim infk→∞Eεk(yk) ≥ E(u,P, T ) ≥ H1(JT ) = Eseg(y). A recovery sequence is
obviously given by yk = y for all k ∈ N. 
We close this section with the proof of Lemma 2.10 and Theorem 2.11.
Proof of Lemma 2.10. Consider triples (uk,Pk, Tk) and (gk,Pgk , T gk ) such that the
triples converge to (u,P, T ) and (g,Pg, Tg), respectively, in the sense of (2.6)-
(2.9). Since ε
−1/2
k (yk − fk) is bounded in L2(Ω) by (2.12), ε−1/2k (Tk − T gk ) + (uk −
gk) − ε−1/2k (yk − fk) converges a.e. by (2.6)(i), and uk − gk converges a.e. by
(2.8)(i), we get ε
−1/2
k (Tk − T gk ) converges (up to a subsequence) in measure on Ω.
This implies T = Tg by (2.7)(ii).
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Moreover, suppose Pg ≥ P was wrong (recall (5.1)). We may then assume
after reordering that P g1 ∩ P1 and P g2 ∩ P1 have positive L2-measure. Since
ε
−1/2
k (Tk − T gk ) converges in measure on P1, we can argue exactly as in the proof
of Lemma 5.2(2) to see that the partition Pg is not coarsest, which contradicts
the assumption. 
Proof of Theorem 2.11. First consider the lower bound. Let (u,P, T ) ∈ D∞ be
given as well as a sequence (yk)k ⊂ SBVM(Ω) with yk → (u,P, T ). If (u,P, T ) /∈
Cg, Lemma 2.10 implies lim infk→∞ Fεk(yk) = ∞. If (u,P, T ) ∈ Cg, we recall
Theorem 2.7(i) and see that it suffices to show
lim inf
k→∞
ε−1k ‖yk − fk‖2L2(Ω) ≥ min
v∈u+∇TA(P)
‖v − g‖2L2(Ω). (6.2)
Consider the triples (uk,Pk, Tk) and (gk,Pgk , T gk ) as in the previous proof. Recall
ε
−1/2
k (yk−fk)−ε−1/2k (Tk−T gk )−(uk−gk)→ 0 a.e. by (2.6)(i) and uk−gk → u−g
a.e. by (2.8)(i). Now it is enough to show that for each Pj there are Aj ∈ R2×2skew
and dj ∈ R2 such that ε−1/2k (Tk − T gk ) → ∇T (Aj · +dj) a.e. on Pj . Then
(6.2) follows from Fatou’s lemma. We recall from the proof of Lemma 2.10 that
ε
−1/2
k (Tk − T gk ) converges in measure on Pj and that Pj ⊂ P gi for some P gi . In
particular, this implies |Rkj −Rg,ki |+ |bkj −bg,ki | ≤ C
√
εk, where R
g,k
i ·+bg,ki denotes
the rigid motion associated to T gk . Repeating the argument in (5.2) we obtain
the desired convergence.
For the construction of recovery sequences we mainly follow Theorem 2.7(ii)
and only indicate the necessary adaptions. Let (u,P, T ) ∈ Cg be given with
u having the specific regularity assumed in Theorem 2.7(ii), particularly ∇u ∈
L∞(Ω). Let A ∈ A(P) such that v := u+∇TA realizes the minimum in (6.2).
As u, g ∈ L2(Ω) and thus ∇TA ∈ L2(Ω), we can choose a sequence (Ak)k ⊂
A(Pgk) such that ∇T gkAk → ∇TgA = ∇TA in L2(Ω) and
√
εk|∇Ak|2 → 0 in
L2(Ω). Select Tk =
∑
j(R
k
j · +bkj )χP g,kj ∈ R(P
g
k ) such that (cf. before (5.5) for a
similar construction)
dist(∇(T gk +
√
εk∇T gkAk), SO(2)) = |∇(T gk +
√
εk∇T gkAk)−∇Tk| on Ω
and on each component the translations of Tk and T
g
k +
√
εk∇T gkAk coincide, i.e.
bkj = Tk(x)−∇Tk(x) x = (T gk +
√
εk∇T gkAk)(x)−∇(T gk +
√
εk∇T gkAk)(x) x
for all x ∈ P g,kj and all j ∈ N. Note that using (3.12) a short calculation implies
|T gk +
√
εk∇T gkAk − Tk|+ |∇T gk +
√
εk∇T gk∇Ak −∇Tk| ≤ Cεk|∇Ak|2 (6.3)
pointwise a.e. in Ω. We define yk = Tk+
√
εku, uk = u and Pk = P for all k ∈ N.
We note that Tk ∈ R(Pk) since Tk ∈ R(Pgk ), Pk ≤ Pg by (u,P, T ) ∈ Cg and
Pgk = Pg by assumption. Moreover, ∇T Tk ∇yk = Id+
√
εk∇T Tk ∇u and by (6.3)
∇T Tk ∇u = (∇T gk )T∇u+O(‖∇u‖∞ εk|∇Ak|2) +O(‖∇u‖∞
√
εk|∇Ak|). (6.4)
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Using
√
εk|∇Ak|2 → 0 in L2(Ω) and T gk → T,∇T gk → ∇T in L2(Ω), one can
check that (yk)k ⊂ SBVM(Ω) and that (2.6)-(2.9) hold, i.e. yk → (u,P, T ) (see
also proof of Theorem 2.7). Likewise, (6.4) together with the calculation in (6.1)
shows that limk→∞Eεk(yk) = E(u,P, T ). Finally, recalling ε−1/2k (fk−T gk )→ g in
L2(Ω) (see before Lemma 2.10), ∇T gkAk → ∇TA in L2(Ω) and (6.3) we conclude
ε
−1/2
k ‖yk − fk‖L2(Ω) = ‖ε−1/2k (Tk − T gk ) + u− ε−1/2k (fk − T gk )‖L2(Ω)
= ‖∇T gkAk + u− ε−1/2k (fk − T gk )‖L2(Ω) +O(‖ε1/2k |∇Ak|2‖L2(Ω))
→ ‖∇TA+ u− g‖L2(Ω) = ‖v − g‖L2(Ω).
Finally, the convergence result for minimum problems and minimizers follows
from a general result in the theory of Γ-convergence (see [17, Chapter 7]). 
6.2 An application to cleavage laws
We are finally in a position to prove the cleavage law in Theorem 2.12. Analogous
results for the case of expansive boundary values have been obtained in [37] and
[31]. We thus do not repeat all the steps of these proofs but rather concentrate
on the additional arguments necessary in our general setting (see (2.11)) in which
we particularly can extend the aforementioned results to the case of compression.
Proof of Theorem 2.12. Let (yεk)k be a sequence of almost minimizers. Passing
to a suitable subsequence, by Theorem 2.2 we obtain a triple (uk,Pk, Tk) ∈ D
and a limiting triple (u,P, T ) ∈ D∞ such that (2.6)-(2.9) hold and
E(u,P, T ) ≤ lim infε→0 inf{Eε(y) : y ∈ A(aε)}
by Theorem 2.7(i). Write Tk =
∑
j(R
k
j · +bkj )χP kj and P = (Pj)j . Due to the
boundary conditions and (2.6)(i),(2.8)(i), on each component Pj ∈ P we find
Aj ∈ R2×2skew and bj ∈ R2 such that
u1(x) = limk→∞ ε
−1/2
k (e1 · (Id−Rkj ) x− e1 · bkj + aεkx1)
= e1 ·Aj x+ e1 · bj + ax1
(6.5)
for a.e. x ∈ Ω′ with x1 < 0 or x1 > l and x ∈ Pj. In particular, this implies
u1(x1, x2)− u1(xˆ1, x2) = |x1 − xˆ1|a (6.6)
for a.e. x ∈ Ω′ with xˆ1 < 0, x1 > l and (x1, x2), (xˆ1, x2) ∈ Pj .
We first derive the limiting minimal energy and postpone the characterization
of the sequence of almost minimizers to the end of the proof. The argument in
(6.5) shows that ∇T = Id on Pj if |Pj ∩ {x : x1 < 0 or x1 > l}| > 0. It is
not restrictive to assume ∇T T∇u = ∇u a.e. Indeed, we may replace u by 0 in
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a component Pj which does not intersect the boundaries without increasing the
energy. By (2.11), a slicing argument in GSBD (see Theorem 3.1) and the fact
that inf{Q(F ) : eT1 Fe1 = a} = αa2 (see Section 2.6) we obtain
E(u,P, T ) ≥
∫
Ω
1
2
Q(e(∇u)) +
∫
Ju
|νu · e1|dH1 + E(u)
≥
∫ 1
0
(∫ l
0
α
2
(eT1∇u(x)e1)2 dx1 + Sx2(u)
)
dx2 + E(u),
(6.7)
where Sx2 denotes the number of jumps of u1 on a slice (−η, l + η) × {x2} and
E(u) = ∫
Ju
(1−|νu ·e1|)dH1. If Sx2 ≥ 1, the inner integral is bounded from below
by 1. By the structure theorem for Caccioppoli partitions (see Theorem 3.5) we
find that ((−η, 0) ∪ (l, l + η)) × {x2} ⊂ Pj for some j ∈ N for H1-a.e. x2 with
Sx2 = 0. Consequently, if #Sx2 = 0, by applying Jensen’s inequality we derive
that the term is bounded from below by 1
2
αla2 due to the boundary conditions
(6.6). This implies E(u) ≥ min{1
2
αla2, 1}.
Otherwise, it is not hard to see that the configurations yelεk(x) = x + F
aεk x
for x ∈ Ω′ satisfy Eεk(yelεk) → 12αla2 for k → ∞. Likewise, we get Eεk(ycrεk) = 1
for all k ∈ N, where ycrεk(x) = xχx1< 12 + (x + (laεk , 0))χx1> 12 for x ∈ Ω and
ycrεk = (x1(1 + aεk), x2) for x ∈ Ω′ \ Ω. This completes (2.13).
It remains to characterize the sequences of almost minimizers. Let (yεk)k be a
sequence of almost minimizers and (u,P, T ) ∈ D∞ a limiting triple as considered
before (6.5). Again we may suppose ∇T T∇u = ∇u a.e. We let first |a| < acrit and
follow the arguments in the proof of [31, Theorem 2.4]. Since E(u,P, T ) = 1
2
αla2,
we infer from (6.7) that u has no jump on a.e. slice (−η, l+η)×{x2} and satisfies
eT1∇u e1 = a a.e. by the imposed boundary values and the strict convexity of the
mapping t 7→ t2 on R. Thus, if Ju 6= ∅, a crack normal must satisfy νu = ±e2 H1-
a.e. Taking additionally E(u) into account we find Ju = ∅ up to an H1 negligible
set, i.e., u ∈ H1(Ω′). By the strict convexity of Q on symmetric matrices and the
boundary values (6.5) we see that the derivative has the form
∇u(x) = F a + A for a.e. x ∈ Ω
for a suitable A ∈ R2×2skew. Since Ω is connected, we conclude
u(x) = F a x+ Ax+ b
for x ∈ Ω and some b ∈ R2. In particular, this implies P consists only of
P1 = Ω
′ and thus by (6.5) we get A = limk→∞ ε
−1/2
k (Id − Rk1) and e1 · b =
− limk→∞ ε−1/2k e1 · bk1 . Let s = limk→∞ e2 · (ε−1/2k bk1 + b), which exists by (2.6)(i),
(2.8)(i). We now conclude by (2.6)(i), (2.8)(i) for a.e. x ∈ Ω
u¯(x) := lim
k→∞
ε
−1/2
k (yεk(x)− x) = u(x) + lim
k→∞
ε
−1/2
k
(
(Rk1 − Id) x+ bk1
)
= u(x)− Ax− b+ (0, s) = (0, s) + F a x,
(6.8)
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i.e. u¯ fulfills Theorem 2.12(i). If |a| > acrit, we again consider the lower bound
(6.7) and now obtain that on a.e. slice (0, l) × {x2} a minimizer u has precisely
one jump and that eT1∇u e1 = 0 a.e. By the strict convexity of Q on symmetric
matrices we then derive that ∇u is antisymmetric a.e. As a consequence, the
linearized piecewise rigidity estimate for SBD functions (see [15, Theorem A.1]
or the remark below Theorem 3.9) yields that there is a Caccioppoli partition
(Ei)i of Ω such that
u(x) =
∑
i
(Aix+ bi)χEi(x) and Ju =
⋃
i
∂∗Ei ∩ Ω,
where Ai ∈ R2×2skew and bi ∈ R2. (Note that indeed the linearized rigidity estimate
can also be applied in the GSBD-setting as it relies on a slicing argument and
an approximation which is also available in the generalized framework, see [34,
Section 3.3]. The only difference is that the approximation does not converge in
L1 but only pointwise a.e. which does not affect the argument.)
As E(u) = 0, we also note that νu = ±e1 a.e. on Ju. Following the arguments
in [37], in particular using regularity results for boundary curves of sets of finite
perimeter and exhausting the sets ∂∗Ei with Jordan curves, we find that
Ju =
⋃
i
∂∗Ei ∩ Ω ⊂ (p, 0) + Re1
for some p ∈ (0, l). We thus obtain that (Ei)i consists of only two sets and u has
the form
u(x) =
{
A1 x+ b1 for x1 < p,
A2 x+ b2 for x1 > p,
for Ai ∈ R2×2skewand bi ∈ R2, i = 1, 2. Now repeating the calculation in (6.8) for
the sets P1 = {x ∈ Ω′ : x1 < p} and P2 = Ω′ \ P1 we find s, t ∈ R such that for
x ∈ Ω a.e.
u¯(x) := lim
k→∞
ε
− 1
2
k (yεk(x)− x) = u(x)− (A1 x+ b1)χx1<p(x)− (A2 x+ b2)χx1>p(x)
+ (0, s)χx1<p(x) + ((la, t))χx1>p(x).
Then u¯ satisfies Theorem 2.12(ii). This concludes the proof. 
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