Abstract. The Poincaré inequality is extended to uniformly doubling metric-measure spaces which satisfy a version of the triangle comparison property. The proof is based on a generalization of the change of variables formula.
In this paper, we introduce a version of the triangle comparison property on metric spaces and a strong version of the doubling property on metricmeasure spaces such that the Poincaré inequality is valid in such spaces. Here, we use the definition of (extended) upper gradient on metric spaces in order for the Poincaré inequality (the norm of derivative) to make sense for abstract spaces. The proof is based on a generalization of the change of variables formula.
The basic definitions.
In this section, we introduce a sufficient condition on metric-measure spaces which implies the Poincaré inequality. First, we recall some basic definitions relating to metric-measure spaces. For simplicity, we assume that all metric spaces are locally compact and all (outer) measures are Radon (see [EG] for definitions). We denote the closed ball of radius R > 0 with center at a by B(a, R) (in a metric space (X, d) ).
Definition 2.1. Let (X, d, µ) be a metric-measure space. We say that X is a doubling space if there is C 0 > 0 such that µ (B(x, 2r) ) ≤ C 0 µ (B(x, r) ) for all x ∈ X and r > 0.
A metric-measure space (X, d, µ) is called a uniformly doubling space if there is C > 0 such that µ (B(x, 2r) ) ≤ Cµ (B(y, r) ) for all x, y ∈ X and r > 0.
The constant C is called the (uniform) doubling constant of X. It is clear that every uniformly doubling space is a doubling space.
Let (X, d, µ) be a metric-measure space. We say that X is Ahlfors regular if there are K > 0 and n > 0 such that (B(x, r) ) ≤ Kr n for all x ∈ X and 0 < r < diam(X).
The number n is called the dimension of X.
The uniformly doubling condition is weaker than Ahlfors regularity and stronger than the (usual) doubling condition. Now, we introduce the spaces of bounded geometry; these spaces satisfy a version of the conclusion of the Rauch (Toponogov) comparison theorem for Riemannian manifolds.
Definition 2.2. Let (X, d) be a metric space. We say that X is a geodesic space if for every x, y ∈ X, there is a geodesic γ x,y : [0, 1] → X (with velocity d (x, y) ) from x to y, i.e. d(γ x,y (s), γ x,y (t)) = |s − t| d (x, y) , γ x,y (0) = x and γ x,y (1) = y. Suppose that a function Φ :
for x, y ∈ X and s ∈ [0, 1], where γ x,y is a geodesic from x to y. We say that the space X has bounded geometry if there is b > 0 such that for every x, y, z ∈ X, we have Φ(x, y, t), Φ(x, z, t) ) for all 1/2 ≤ t ≤ 1.
Next, we recall the definition of (extended) upper gradient which is a generalization of the norm of gradient for smooth functions.
Definition 2.3. Let (X, d, µ) be a metric-measure space. Let Φ (as in Definition 2.2) be a measurable mapping and let u be a (real-valued) function on X. A non-negative Borel function g is said to be an (extended ) upper gradient for u if
Remark 2.4. The above definition of (extended) upper gradient is slightly weaker than [HeK, Def. 2 
Therefore, without loss of generality, instead of balls we can consider cubes. Since every cube with diameter s can be covered by 2
for any x, y ∈ X and positive number s, where K is a constant which depends on the (uniform) doubling constant of X. Hence, (B(w, r) ) r n for any z, w ∈ X and positive numbers r and s, where K is a constant which depends on the doubling constant of X. Example 2.6. Let (M n , g) be an n-dimensional Riemannian manifold whose sectional curvature is bounded, |K M | ≤ K 0 < ∞, and whose injectivity radius is bounded from below, inj(M ) ≥ i 0 > 0. Then every ball of radius less than i 0 /4 has bounded geometry as a metric space. This is a straightforward consequence of the Rauch comparison theorem. See for example [CE, Thm. 1.28] .
Proposition 2.7. Let (X, d, µ) be a uniformly doubling metric-measure space which has bounded geometry. Let Φ (as in Definition 2.2) be a measurable mapping. Let a ∈ X, R > 0 and t ∈ [1/2, 1]. Then for every (mea-
where M is a constant which depends on b and the (uniform) doubling constant of X.
Proof. Since (X, d, µ) is a uniformly doubling space which has bounded geometry, we have (a, R) , where M is a constant which depends on b and the (uniform) doubling constant of X. Let F be a (measurable) subset of B(a, R) and let δ > 0. By the Vitali covering lemma (see for example [S, p. 9] ), there is a sequence {B i } of mutually disjoint balls such that
where B i denotes the ball whose center is the same as B i and whose radius is 5 times the radius of B i . Then, by (2.1), we have
By choosing δ small enough, we have
Remark 2.8. In Proposition 2.7, if we assume that µ is an outer measure, we can remove the assumption of measurablity of Φ (and of F ). See [EG] for the relevant definitions.
The main results.
In this section, we show that the Poincaré inequality is valid for uniformly doubling spaces which have bounded geometry.
We start with the following generalization of the change of variables formula.
Lemma 3.1 (Generalized change of variables). Let (X, d, µ) be a uniformly doubling metric-measure space which has bounded geometry. Let g be a non-negative Borel measurable function on X. Let Φ (as in Definition 2.2) be a measurable mapping. Let a ∈ X and R > 0. Then, for a.e. a ∈ X, we have
Proof. Without loss of generality, we can assume that the mapping h(y, s) := Φ(a, y, s) is measurable. Let ε be a small positive number. Since X is a doubling space, we can construct a finite sequence {x i } ⊂ B(a, R) with the following properties:
Then, by our assumptions,
for all 1/2 ≤ t ≤ 1, and some b > 0. Therefore, for every 1/2 ≤ t ≤ 1, we get
Since X is a uniformly doubling space, we obtain
where M is a constant which depends on b and the (uniform) doubling constant of X. It is enough to show that (3.4)
B(a,R) g(h(y, t)) dµ(y) ≤ M B(a,R+2ε) g(z) dµ(z)
for all 1/2 ≤ t ≤ 1 and ε > 0, where M is a constant which depends on b and the (uniform) doubling constant of X. The proof is based on the following statements:
(a) If (3.4) is valid for bounded measurable functions g, then it is valid for all measurable functions g.
(
b) If both g(·) and g(h(·, t)) are continuous, then (3.4) is valid. (c) If (3.4) is valid for g continuous, then it is valid for g measurable. (d) (3.4) is valid for g continuous.
Proof of (a). Suppose that (3.4) holds for all bounded functions. Let g be any measurable function. Apply it to the bounded functions
where χ denotes the characteristic function and N is a positive integer. Letting N → ∞ implies that (3.4) is valid for g.
From now on, we assume that 0 ≤ g(x) ≤ K for all x and some number K.
Proof of (b). This is an immediate consequence of (3.3). Note that we have assumed that all metric spaces are locally compact, therefore, every continuous function on a closed (and bounded) ball is uniformly continuous. Also, it is easy to see that a doubling space is complete iff every closed (and bounded) ball is compact.
Proof of (c). Suppose that (3.4) holds for all continuous functions and let g be measurable. Let δ > 0. By the Luzin theorem (see [Ru, p. 55] 
µ({y ∈ B(a, R) : u(h(y, t)) = g(h(y, t))}) ≤ M δ,
where M is a constant which depends on b and the (uniform) doubling constant of X (1/2 ≤ t ≤ 1 is a fixed number). Then, since (3.4) holds for u, we have
Letting δ → 0 implies that g satisfies (3.4). g(h(y, t) )}. Put U := B(a, R) \ S. Let ε be a small positive number. We can choose a finite sequence {x i } ⊂ B(a, R) satisfying the following conditions:
Proof of (d). Let
To do this, we choose a finite sequence {z i } ⊂ U such that
Moreover, we choose a finite sequence
Then the sequence {x i } = {z i } ∪ {w i } is as required. Note that {x i } satisfies (3.2) and (3.3). We have
Now, since g and v are uniformly continuous on closed (and bounded) balls (and using inequality (3.3)), we have
where η ≥ 0 depends on g, v, B(a, R) and M . Moreover, η → 0 as ε → 0. Therefore, B(a,R) v(y) dµ(y)
This implies that
Letting ε → 0, we obtain
and letting δ → 0 yields
for all 1/2 ≤ t ≤ 1.
Remark 3.2. In a quite general setting, the mapping Φ is (can be chosen) measurable. In fact, by a construction due to Kuratowski and RyllNardzewski [AC, p. 90] , we can construct a measurable selection. 
