We describe a Hopf ring structure on the direct sum of the cohomology groups n≥0 H * (Bn; Z2) of the Coxeter groups of type Bn, and an almost-Hopf ring structure on the direct sum of the cohomology groups n≥0 H * (Dn; Z2) of the Coxeter groups of type Dn, with coefficient in the field with two elements Z2. We give presentations with generators and relations, determine additive bases and compute the Steenrod algebra action. The generators are described both in terms of a geometric construction by De Concini and Salvetti and in terms of their restriction to elementary abelian 2-subgroups.
Introduction
The Coxeter groups of type B n and D n are two infinite families of finite reflection groups. Coxeter groups are traditionally described via Coxeter diagrams, that is simple graphs in which each edge e has a weight m e ≥ 3. Given such an object, the associated Coxeter group has a generator s v for every vertex v, with relations of the form s These sequences of groups have standard embeddings B n ×B m → B n+m and D n ×D m → D n+m that are, in a certain sense, compatible. The homomorphisms induced by these maps on mod 2 cohomology define a coproduct ∆, while the cohomology transfer maps associated to them determine a product ⊙. In the B case, these, together with the usual cup product ·, form a ring in the category of Z 2 -coalgebras, that is a Hopf ring over Z 2 . More explicitly, given a ring R, a (graded) Hopf ring over R is a graded R-module with a coproduct ∆ and two products ⊙ and · such that:
• (A, ∆, ⊙) and (A, ∆, ·) are bialgebras over R
• if x, y, z ∈ A and ∆ (x) = i x ′ i ⊗ x ′′ i , then the following distributivity formula hold:
In the D case, ∆, ⊙, and · satisfy the last two axioms in the definition of a Hopf ring, and ∆ and · form a bialgebra. However, as we will explain later, ∆ and ⊙ do not form a bialgebra. We call this weaker structure an almost-Hopf ring over Z 2 . Due to this fact, the study of the cohomology of D n , with both the cup and transfer product as well as the coproduct, is more difficult. The reader will find some similarities between the cohomology of D n and that of alternating groups, as described by Giusti and Sinha [2] .
A similar structure arises from the cohomology of the Coxeter groups of type A n , that form another infinite sequence of finite reflection groups and whose Coxeter diagrams are linear graphs with n vertices. A n can also be described as the usual symmetric group Σ n−1 acting on n − 1 objects. This structure has been investigated in [3] , where Giusti, Salvatore, and Sinha observed that the direct sum of the mod 2 cohomologies of the symmetric groups is a Hopf ring, that we will denote A Σ throughout this paper, and computed it. The same computation for mod p coefficients is described in [5] . Similar results for the alternating groups are obtained the paper by Giusti and Sinha cited above.
The main results of this paper are Theorem 21 and Theorem 28, stated in Section 5, that consist of a presentation in terms of generators and relations of the mod 2 cohomology of the Coxeter groups of type B n as a Hopf ring and of type D n as an almost-Hopf ring respectively. For clarity reasons, the relations are spread out in a few lemmas, that allow us to state and prove separately the relations concerning coproduct, transfer product and cup product. We are obtaining our presentation by combining three technical tools:
• we exploit the existence of well-behaved maps between B n , D n , and Σ n and we build our presentations on the above result for A Σ
• we describe the generators and structural morphisms via a general geometric construction, first developed by De Concini and Salvetti [1] • we study restriction to elementary abelian subgroups and apply a detection result (Theorem 33) , that is particularly useful to deal with cup product and to prove the completeness of our relations
After a detailed description of the structures on the cohomology of B n and D n , in Sections 3 and 4 we develop our geometric description and define the generators in this context. We infer our relations in Section 5. We also give additive bases, that have a graphical description via skyline diagrams very similar to that obtained for the symmetric group in [3] . We then turn our attention to the restriction to elementary abelian 2-subgroups and use that to complete the proof of our main theorems. The paper ends with the calculation of the Steenrod algebra action. 2 (Almost) Hopf ring structures for the cohomology of B n and D n With reference to Figure 1 , we first recall that there is an inclusion j n : D n ֒→ B n defined by t 0 → s 0 s 1 s 0 and t i → s i if i > 0. B n can be seen as the group of signed permutation on n numbers, that is the group of bijective functions f from the set {−n, . . . , −1, 1, . . . , n} into itself that satisfy f (−i) = −f (i) for every 1 ≤ i ≤ n. Hence B n is naturally a subgroup of Σ 2n , the symmetric group on 2n objects. The image of j n is B n ∩ Alt (2n), the intersection of B n with the alternating group Alt (2n), the subgroup of even permutations in Σ 2n . It should be observed that B n is also isomorphic in an obvious way to the wreath product Z 2 ≀ Σ n , thus it is a semi-direct product of Z n 2 and Σ n . Thus, the inclusions Σ n × Σ m → Σ n+m extend naturally to monomorphisms B n × B m → B n+m . These inclusions are associative and commutative up to conjugation. Let A B = n≥0 H * (B n ; Z 2 ). We define a coproduct ∆ and two product · and ⊙ on A B in the following way:
• ∆ is induced by the obvious monomorphisms B n × B m → B n+m
• ⊙ is induced by the cohomology transfer maps associated to these inclusions
• · is the usual cup product
Due to the associativity and the commutativity of the natural inclusions, these morphisms define an almost-Hopf ring structure. This is a general fact, as noticed in [2] . In this case, however, A B is a full Hopf ring. Proposition 1. A B , with this structural morphisms, is a Hopf ring.
Proof. The almost-Hopf ring axioms hold by Theorem 2.3 in [2] . It remains only to prove that (A B , ∆, ·) form a bialgebra. This follows from the fact (compare with [3] , Section 3) that this diagram is a pullback of finite coverings, where π indicate the projections. In a similar way, we can construct an additional almost-Hopf ring structure on the cohomology of the Coxeter groups of type D n . Indeed, on A D = n≥0 H * (D n ; Z 2 ), we can define a coproduct ∆ and two product ⊙ and · as done for A B . However, these do not make A D a full Hopf ring because, as we will see later, (A D , ∆, ⊙) fails to be a bialgebra.
With essentially the same proof used for A B , we can prove the following easy proposition, whose proof follows again from [2, Theorem 2.3].
Proposition 2. A D , with the coproduct and the two product defined before, is an almost-Hopf ring over Z 2 .
As we remarked in the introduction, there is a similar result for the mod 2 cohomology of the symmetric groups, obtained by Giusti, Salvatore and Sinha in [3] . We recall their statement here because we will build our computations upon it.
Theorem 3 ([3], Theorems 1.2 and 3.2).
given by the transfer maps associated to these inclusions, and a second product · : A Σ ⊗ A Σ → A Σ defined as the usual cup product, is a Hopf ring over Z 2 .
A Σ is generated, as a Hopf ring, by classes γ k,n ∈ H n(2
The coproduct of these classes is given by the formula
the cup product of generators belonging to different components is 0 and
The are no more relation between these classes.
3 Review of a geometric construction of De Concini and Salvetti and Fox-Neuwirth-type cell structures
In this section we recall a geometric construction introduced by De Concini and Salvetti in [1] , which we will find useful in order to describe the generators of the Hopf ring under consideration. Given a finite reflection group G ≤ Gl n (R), there is a natural hyperplane arrangement A G in R n associated to G, whose hyperplanes are the fixed points sets of reflections in G. The choice of a fundamental chamber C 0 of A G give rise to a Coxeter presentation (G, S) for G, whose set of generators S is composed by reflections with respect to hyperplanes that are supports of a face of C. Every finite Coxeter group arises this way.
For any F ⊆ R n , we can define:
A F gives rise to a stratification Φ (A F ) of R n , in which the strata are the connected components of set of the form L \ H∈AF ,H ⊇L H, where L is the intersection of some of the hyperplanes of A F . For all m ∈ N ∪ {∞}, there is a stratification Φ m (different from the product stratification) of the topological space:
The strata in Φ m are defined as sets of the form respectively. De Concini and Salvetti construct a regular G-equivariant CW-complex X ⊆ Y that is "dual" with respect to the stratification Φ ∞ , in the sense that for every strata F ∈ Φ ∞ of codimension d, there exist a unique d-dimensional cell in X that intersects F , and they intersect transversally in a single point. For m < ∞, the intersection X (m) of X with Y (m) is a subcomplex of X, whose cells are dual of strata in Φ m . This construction is done equivariantly, in the sense that for every stratum F ∈ Φ ∞ and for every g ∈ G, if ϕ :
The authors then show that X is a G-equivariant strong deformation retract of Y . Since Y is contractible and G-free, the quotient X/G is a cellular model for the classifying space B (G) and the cellular chain complex C
The strata of Φ ∞ have a more compact combinatorial description in term of the Coxeter presentation. For every s ∈ S generating reflection for G, we let H s be the fixed hyperplane of s. The space R n is divided by H s in two semispaces H 
n belongs to F if and only if the following condition is satisfied for every s ∈ S and for every r ≥ 1:
Thus, to a couple (Γ, g), where Γ is a flag as before and g ∈ G, we can associate the stratum g.F obtained from the above F by applying g. This yields an algebraic-combinatorial description of the cellular chain complex of X. The main theorem is the following.
Theorem 4 ([1], Section 3)
. Let (G, S) be a finite Coxeter group, and consider the set:
This set is in one-to-one correspondance with the set of strata in Φ ∞ (and thus, by duality, with the set of cells in X) via the function described above. The codimension of the stratum (and the dimension of the corresponding dual cell) associated to (Γ, γ) is equal to ∞ r=1 |Γ r |, and the action of an element g ∈ G on strata and cells corrisponds to the function (Γ, γ) → (Γ, gγ).
Let c (Γ, γ) be the cell dual to the stratum corresponding to (Γ, γ). The boundary homomorphism in C CW * (X) is given by the formula
where α is an integer number easily computed in terms of Let G be a finite reflection group. We recall an alternative description of C G * . This description has been exposed previously in [4] , where it is investigated in much detail in the A n case. As observed in that paper, for every 1 ≤ m ≤ ∞, the strata of Φ m are the interiors of cells in a G-equivariant cell structure on the Alexandroff compactification Y and is therefore acyclic up to dimension nm − 2. Alternatively, this can be seen, as explained in [4] , by observing that the Atiyah duality theorem implies that the Spanier dual of
Passing to the limit for m → ∞, we obtain an acyclic
G . The degree of e (S) as a cochain of X is equal to the codimension of F . Thus, this is an equivariant cochain model for E (G). In particular, the quotient
Geometric description of structural morphism and generators
We want to describe these structures in our geometric context. This is analogous to what is done by Giusti and Sinha in [4] for the symmetric groups. First, we observe that, since B n is generated by a set S = {s 0 , . . . , s n−1 } of n fundamental reflections as described in Figure 1 , the Fox-Neuwirth complex F N * Bn has a Z [B n ]-basis given by n-tuples of non-negative integer numbers (a 0 : . . . ; a n ).
The reflection arrangement associated to B n can be described as
where:
Moreover, s 0 can be identified with the reflection with respect to H 0 1 and, for every i > 0, s i with the reflection with respect to H + i,i+1 . Thus the basis element corresponding to a = (a 0 : . . . a n ) is described as the stratum
Passing to the quotient by the action of B n , we see that F N * Bn has a Z-basis constituted by [a 0 : · · · : a n−1 ] = [e (a 0 , . . . , a n−1 )].
We give below a description of structural morphisms in A Bn in terms of this basis. By an adaptation of the arguments used in [2] , we see a nice way to describe the cochain associated to a straum in Φ ∞ . Given a manifold X and an immersion i : W → X of a codimension d manifold in X, we say that a smooth singular chain in X is transverse to i if, for every face σ : ∆ k → X of the chain, σ is transverse on every face of ∆ k and subface of codimension 1, in the sense of manifolds with boundary. To every d-dimensional singular simplex σ : ∆ d → X transverse to i we can associate the number τ W (σ) given by the mod 2 cardinality of σ −1 (W ). This defines an element on the dual cochains of the chain complex of smooth singular chains transverse to i, which is chain homotopy equivalent to the full complex of singular chains. The main constructions in cohomology arise geometrically from this model. For example, if f : Y → X is transverse to i, then f # (τ W ) = τ f −1 (W ) and the Künneth formula is obtained as the geometric product.
In case W is a stratum in Φ m , τ W is a representative of the cochain associated to W in Y (m) . Thus we can use this model to compute the coproduct and the transfer product at the chain level.
Definition 5. (partially from [4] ) Let a = [a 1 : · · · : a n ] ∈ F N * Bn be as defined above. In what follows we assume, by convention, that a −1 = a n+1 = 0. We say that the chain Lemma 6. The coproduct is induced by the homomorphism ∆ :
⊗ Z 2 defined by the formula:
Proof. We can model the coproduct geometrically by means of a map f :
Bn+m defined by merging a configuration with n points and a configuration with m points into a single configuration with n+m points. This can not be done naively, because it may not produce an element of Y Bn+m from two such configurations by taking the union of n points with norm in (0, 1) and m points with norm in (1, ∞) .
Bn+m is 0-codimensional, thus transverse to every submanifold. Let W be the stratum e(a 0 , . . . , a n−1 , b 0 , . . . , b m−1 ). Then, as noted above, (
. We can now conclude the proof by observing that:
Bn+m ⊗ Z 2 be the homomorphism that maps a⊗b to the sum of all elements c whose principal k-blocks are shuffles of the principal k-blocks of a and b for all k ≥ 0. This defines a morphism of complexes and induces the transfer product in cohomology.
Proof. The obvious natural inclusion
Bm is a B n × B mequivariant homotopy equivalence, thus, passing to quotients, this yields a map π :
Bm that models the standard homotopy equiva-
Bn+m is a covering model for
By construction, for a smooth singular simplex σ transverse to our strata, the evaluation of the transfer product
given by the sum of the evaluations of x on π (σ), asσ varies in the set of all liftings of σ. A direct calculation shows that some π (σ) intersects the stratum corresponding to x if and only if σ intersects some stratum e (c), where the k-principal blocks of c are shuffles of the k-principal blocks of a and b. This proves the lemma.
We can adapt the ideas used above to describe the complex F * Dn . Once again, since this group has n fundamental reflections t 0 , . . . ,
Dn is parametrized by n-tuples of non-negative integers a = (a 0 , . . . , a n−1 ). The inclusion j n : D n → B n identifies the reflection arrangement associated to D n with the sub-arrangement of A Bn composed by the hyperplanes
Thus the basis element corresponding to a is described as the stratum
Passing to the quotient by the action of D n , we see that F N * Dn has a Z-basis constituted by [a 0 : . . . a n−1 ] = [e (a 0 , . . . , a n−1 )].
The coproduct and the transfer product for D n are described geometrically, similarly to what has been already done for B n . However, some complications arise: for example, the proof of Lemma 7 can not be repeated as it is for F N * Dn , because, in this case, a product of strata
Dm is not necessarily the closure of a union of strata in Y (∞) Dn+m . However, these ideas work well for the cochain complex First, we observe that [B n : j n (D n )] = 2, thus j n (D n ) is a normal subgroup of B n . The two cosets of j n (D n ) in B n are represented by the identity and s 0 , the only fundamental reflection of B n that is not contained in j n (D n ). Thus,
Dn is given by the classes of x and s 0 .x, where x ∈ B. If B is the basis defined in Section 3, parametrized by ntuples of non-negative integers a = (a 0 , . . . , a n−1 ), we denote by [a 0 : · · · : a n−1 ] and s 0 [a 0 : · · · : a n−1 ] the cochains in F N ′ * Dn arising from the basis element corresponding to a.
We also observe that the conjugation by s 0 c s0 acts on D n by fixing t i for 2 ≤ i < n and switching t 0 and t 1 . We will denote by ι :
) the homomorphism induced in cohomology by these conjugation maps.
Hence we have the following lemma.
Lemma 8. ι is induced by the cochain-level map ι # : F N * Dn → F N * Dn described as follows:
Proof. Since the image under c s0 of a fundamental reflection for W = D n is again a fundamental reflection, for every Γ ′ ⊆ Γ ⊆ {t 0 , . . . , t n−1 }, the set of minimal-length coset representatives satisfy c s0 W
This yields, dually, the desired cochain map F N *
We can also describe ι in terms of F N ′ * Dn . The proof of the following lemma is straightforward.
Lemma 9. ι is induced by the cochain-level map ι
Dn described as follows:
We now describe the relation between F N * Dn and F N ′ * Dn . Lemma 10. There is a cochain homotopy equivalence ϕ
defined by the formula:
Dn . Moreover, the following diagram commutes:
Dn is a D n -equivariant homotopy equivalence. Moreover, each stratum of
Dn is a union of strata in Φ (∞) Bn . Thus, by passing to quotients, this yields a map ϕ :
Dn that induce a well-defined map between the cochain complexes ϕ * :
Dn . We now check that ϕ * satisfies the given formulas. It is sufficient to consider the finite approximations ϕ (d) :
Dn . For any given stratum W = e (a 0 , . . . , a n−1 ) for D n , since
. We now distinguish three cases:
. . , a n−1 )
is the union of e (a 0 , . . . , a n−1 ), s 0 .e (a 0 , . . . , a n−1 ) and strata of bigger codimension.
This implies that ϕ * has the desired form.
We can now state the formulas parallel to Lemma 6 and Lemma 7 for D n , that are proved with the same reasoning.
Lemma 11. The coproduct is induced by the homomorphism ∆ :
Lemma 12. Let s We now define certain cohomology classes that we will later prove to generate our (almost-)Hopf rings. First, the natural epimorphism π : B n → Σ n induces a map π * : H * (Σ n ; Z 2 ) → H * (B n ; Z 2 ). We recall from [3] that, as a Hopf ring, n≥0 H * (Σ n ; Z 2 ) is generated by certain cohomology classes γ k,n ∈ H n(2
With a small abuse of notation, we identify γ k,n with its image in H * (B n2 k ; Z 2 ) under π * . We further define some classes in the cohomology of B n that do not come from the cohomology of Σ n .
Definition 13. Consider the vector bundle η given by E (B n )× Bn R n → B (B n ). We define δ n ∈ H n (B n ; Z 2 ) ⊆ A Bn as the n-dimensional Stiefel-Whitney class of η.
These classes can be interpreted geometrically. Proof. Recall from [4] that there is a chain complex F N * σn that computes the cohomology of Σ n and has an additive basis parametrized by the set of (n − 1)-tuples of non-negative integers. By construction, the homomorphism
Bn than maps the basis element corresponding to (a 1 , . . . , a n−1 ) to [0 : a 1 : · · · : a n−1 ]. The description of γ k,n follows from this and the discussion in [4] at page 13.
To prove the second point, define:
We observe that the image of X n in
Bn is a proper subvariety and that [1 : · · · : 1] is the Thom class T n of X n (with the meaning of Definition 4.6 in [3] ). We observe that the normal bundle of X n in
Bn is isomorphic to η| Xn . Let σ 0 : B (η) → E (η) be the zero section. We are required to prove that T n is equal to δ n = w n (η), the n-dimensional Stiefel-Whitney class of η.
be the Thom isomorphism. It is known from Milnor and Stasheff's book [6] [page 91] that the Thom class T (η) and w n (η) are linked by the formula:
Hence, to prove that T n = δ n , it is sufficient to show that
, where i and j are the obvious inclusions i :
In order to prove this claim, by excision, we can replace
Bn with a tubular neighborhood N of X n in B (η). With this substitution, the maps i and σ 0 • j • p are homotopic via a linear homotopy, hence the desired equality.
We now turn our attention to D n . First, we give the following definition.
Definition 15. Let n ≥ 1 and m ≥ 0. We define δ 0 n;m ∈ H n+m (D n+m ; Z 2 ) as the restriction of δ n ⊙ 1 m ∈ H * (B n+m ; Z 2 ) to the cohomology of D n+m .
We will require some other generators, that do not arise as restrictions of cohomology classes of B n . Given k, m ≥ 1, we define two cochains: 
We conclude this section with the explanation of the relation between γ + k,m and γ − k,m and the natural maps between D n , B n , and Σ n . First, we fix some notation. We let, with a tiny abuse of notation, π : D n → Σ n be the composition of the epimorphism B n π → Σ n with the inclusion D n ֒→ B n . Furthermore, we observe that there are two natural maps i + , i − : Σ n → D n . In term of the Coxeter generators t 0 , . . . , t n of Figure 1 , their action on elementary transpositions is defined by i ± (i, i + 1) = t i if i ≥ 2, i + (1, 2) = t 1 and i − (1, 2) = t 0 . We note that the two following properties hold by construction: 
Dn is given by:
Similarly, B (i − ) can be described as:
Moreover, the following formulas hold:
Relations and additive basis
This section is devoted to deriving algebraic relations between the generators defined above, and to describe an additive basis for A B and A D . The relations will mainly be obtained as a consequence of the results in Section 4.
We first focus on A B .
Proposition 18. Let j : Σ n → B n and π : B n → Σ n be the natural homomorphisms. The induced maps j * : A B → A Σ and π * : A Σ → A B are Hopf-ring homomorphisms.
Proof. It is obvious from the fact that the following diagrams are pullbacks of finite coverings, where p indicate covering maps.
With Proposition 18 we can pass the relations in A Σ to A B .
Corollary 19. The following formulas hold in A B :
Proof. The function π * : A Σ → A B is a Hopf-ring morphism, thus the relations in A Σ , as stated in Theorem 3, propagates to A B via π * .
The generators of the form δ n do not arise as restrictions of classes in A Σ , but we can obtain coproduct formulas via our geometric description. The following is a direct consequence of Proposition 14 and the formulas in Lemmas 6 and 7.
Corollary 20.
These relations will suffice to completely describe A B . Our main result, that will be proved in Section 7
Theorem 21. The Hopf ring A B is generated by classes γ k,n and δ n with the relations described in Corollary 19 and Corollary 20, together with the following additional relation: the product · of generators from different components is 0 Assuming that Theorem 21 holds, we can describe an additive basis for A B analogous to that for A Σ .
Definition 22 (cf.
. , t n ).
A Hopf monomial is a transfer product of gathered blocks x = b 1 ⊙ · · · ⊙ b r . We denote with M the set of Hopf monomials whose constituent gathered blocks have pairwise different profiles.
Proposition 23 (cf. [3] , Proposition 6.4). M B is an additive basis for A B .
We can describe this additive basis graphically. We represent γ k,n as a rectangle of width n2 k and height 1 − 2 −k and δ n as a rectangle of width n and height 1. The width of a box is the number of the component to which the class belongs, while its area is its cohomological dimension. The cup product of two generators is to be understood as stacking the corresponding boxes one on top of the other, while their transfer product corresponds graphically to placing them next to each other horizontally. The profile of a gathered block is described by the height of the rectangles of the corresponding column. Thus, every gathered block is described as a column made of boxes that have the same width. Hence, an element of M B is a diagram consisting of columns placed next to each other, such that there are not two columns that consist of rectangles of the same height. Following the notation in Giusti-Salvatore-Sinha [3] , we call these objects B-skyline diagrams, or simply skyline diagrams where there it is understood that we are taking into consideration the Hopf ring A B .
As in [3] , the coproduct and the two products can be described graphically:
• We divide rectangles corresponding to δ n or γ k,n in n equal parts via vertical dashed lines. The coproduct is then given by dividing along all vertical lines (dashed or not) of full height and then partitioning the new columns into two to make two new skyline diagrams.
• The transfer product of two skyline diagrams is given by placing them next to each other, and merging every two column with constituent boxes of the same heights, with a coefficient of 0 if the widths of these columns share a 1 in their binary expansion.
• To compute the cup product of two diagrams, we consider all possible ways to split each into columns, along vertical lines (dashed or not) of full height. We then match columns of each in all possible ways up to automorphism and stack the resulting matched columns to build a new diagram.
Some examples of calculations with skyline diagrams are depicted in Figure 5 . We now turn our attention to A D . In order to have a more concise presentation of this almost-Hopf ring, it is useful to use a trick mutuated by [2, page 9].
Figure 2: Computations via skyline diagrams
We recall that there is an involution ι : Proof. The fact that the transfer product with 1 − is associative and commutative follows from the fact that the following diagrams induce pullbacks of finite coverings at the level of classifying spaces.
The fact that ⊙ form a bialgebra with · in A Let ρ : A B → A D be the obvious restriction map. For every x ∈ H * (B n ; Z 2 ) and y ∈ H * (B m ; Z 2 ), we can prove that ρ (x) ⊙ ρ (y) = 0 in H * (B n+m ; Z 2 ) via an argument analogous to that used in [2] [Proposition 3.14]. Basically, it is sufficient to observe that both the restriction
factor through the cohomology of the subgroup G = D n+m ∩ (B n × B m ), and that the composition
is 0 for mod 2 coeffients, because D n × D m has even index in G. In particular, nontrivial transfer products of blocks obtained by cup-multiplying "0" generators must be 0. The last relation also follows from the invariance of δ 0 n:m with respect to the involution ι.
After these coproduct and transfer product formulas, we will also need some cup product relations. Since the Fox-Neuwirth-type cell complex does not behave well with respect to cup product, we found that it is simpler to obtain these formulas is via restriction to elementary abelian subgroups. This approach is fruitful because of a detection theorem for these subgroups. We postpone the proof of the following proposition to Section 6, where we will explain this in details.
Lemma 26. Let γ • the · product of generators belonging to different components is 0
, where we understand that γ + k,r = 0 if r is not an integer The last relation we require involves the behavior of the coproduct with respect to transfer product. Before stating the formula, we fix some notation. As before, we call a gathered block in A D an element b ∈ A D that can be written as cup product of classes of the form δ Hopf monomials generate A D as a Z 2 -vector space. We require that a "+" and a "−" generator do not appear in the same gathered block. This is not a restriction since, due to Lemma 26, a cup product of two such generators is 0 or can be written as a transfer product of gathered blocks. Moreover, we note that, if b is a gathered block not contained in the cup-product subalgebra generated by δ 
We postpone the proof of this lemma until the next section because we require detection by elementary abelian subgroups.
We can now state our presentation theorem for A We will prove this theorem in Section 7 and assume it until the end of the current section. We construct an additive basis for A D . First, letB 0 be the set of Hopf monomials x ∈ A B of the form x = δ a1 k1 ⊙ · · · ⊙ δ ar kr , with a 1 > · · · > a r and k 1 ≥ 2. These correspond to skyline diagrams in which only boxes of height 1 appear and in which the highest column has width strictly bigger than 1.
Lemma 29. Every element ofB 0 ∩H * (B n ; Z 2 ) lies in the cup product subalgebra generated by δ n , δ n−1 ⊙1 1 , . . . , δ 1 ⊙1 n−1 . Moreover, the images in A D of elements ofB 0 are a vector space basis for the sub-Hopf ring generated by elements of the form δ By identifying B 0 ∩ H * (B n ; Z 2 ) with a subset of N n this way, the lexicographic ordering on N n induces a total order on B 0 . We observe that
is a linear combination of elements of B 0 . The biggest non-zero Hopf monomial that appears in this linear combination with respect to the previously defined total order corresponds to ( n i=1 a i , n i=2 a i . . . , a n−1 + a n , a n ). We also note that this is an element ofB 0 if and only if a 1 = 0, i.e. if and only if δ 1 ⊙1 n−1 does not appear as a factor. Since these are all different, δ n , δ n−1 ⊙ 1 1 , . . . , δ 1 ⊙ 1 n−1 generate, under the cup product, a polynomial sub-algebra with basis B 0 , and the images of elements ofB 0 in A ′ D are a basis for the cup product sub-algebra generated by the elements δ 0 n:m . Since the transfer products of these elements are trivial, the lemma follows. 
that are switched by the action of ι.
Proof. If b has a single factor, the claim has been already proved in Proposition 17. Since the restriction preserves cup products, the Lemma follows from Proposition 25.
Moreover, we notice that we can define the profile of a gathered block of the form b + and b − in A D as we did for A B , and that the transfer product of two blocks with the same profile can be written as a multiple of a single gathered block in A D , with the same rule we described for A B , plus the fact that the "charges" follow the product rule for signs. Explicitly, given b and b ′ blocks with the same profile that do not belong to the sub-Hopf ring of A B generated by {δ n } n≥1 , let b ′′ ∈ A B be the gathered block with the same profile such that
, the transfer product of blocks with the same profile can be calculated with the following equalities:
More generally, we can observe that, because of the relations for the transfer product and the coproduct formulas, given two arbitrary gathered blocks b, b ′ in A B (not necessarily with the same profile), we have, whenever the elements appearing are defined:
Because of this, we can use Hopf monomials in the additive basis for A B to construct elements of A D . Given x ∈ M, a Hopf monomial of A B whose constituent blocks have pairwise different profiles, we can write x = x ′ ⊙ x ′′ , where x ′ lies in the sub-Hopf ring generated by {δ n } n∈N and no constituent block of x ′ lies in this sub-Hopf ring. We have three cases:
• If x ′ = 1 and its column of maximal height (as skyline diagram) has width 1, then its image in A ′ D is 0 because of Lemma 29.
• If x ′ = 1 and we are not in the previous case, then we define x 0 as the image of x in A D . By Lemma 29 all the restrictions of elements ofB 0 arise this way.
• If 
Restriction to elementary abelian subgroups
We recall here some theorems from Swenson's thesis [8] , which constitute the formal framework in which the cohomology of B n and D n will be calculated. First, we state a result by Quillen. Let G be a finite group and F a family of subgroups. Let θ g : H * (K; Z p ) → H * gKg −1 ; Z p be the conjugation homomorphism. Let F n be defined as:
Alternatively, we can consider F as a category in which:
Then F n is the inverse limit of the functor H n from F into the category of Z p -vector spaces. Observe that F * = n F n has a natural ring structure.
Theorem 32.
[7, Theorem 6.2, page 564] Let G be a finite group. Let F * be as before. The map q G : H * (G; Z p ) → F * given by q G (f ) = {f | K } K is a well-defined ring homomorphism. Moreover, if F is the family of elementary abelian p-subgroups, then the kernel and cokernel of q G are nilpotent.
Hence elementary abelian p-subgroups give much information on the Z pcohomology of a group. In the case of a finite reflection group, an even stronger property holds.
Theorem 33. [8, Theorem 11, page 2] If G is a finite reflection group, then q G is an isomorphism.
For these reasons, Swenson has calculated the elementary abelian 2-subgroups of B n . In this regard, recall that the symmetric group Σ n on n objects admits a transitive elementary abelian 2-subgroup if and only if n = 2 k , and that in this case all these subgroups are conjugated in Σ n to the image V k of the homomorphism ρ k : Z k 2 ֒→ Σ 2 k given by the regular action of Z k 2 on itself. More generally, a maximal elementary abelian 2-subgroup of Σ n is conjugated to a direct product
Hence, conjugacy classes of maximal elementary abelian 2-subgroups in Σ n are parametrized by partitions π of n such that every element of π is an integral power of 2 and the multiplicity of 1 = 2 0 in π is at most 1. The main results about elementary abelian 2-subgroups in B n and D n are the following:
Proposition 34. [8, page 22] Let A 1 , A 2 ≤ B n be maximal elementary abelian 2-subgroups. Then:
with k i ≥ 0 ∀i.
• A 1 and A 2 are conjugated in B n if and only ifÃ 1 andÃ 2 are conjugated in Σ n .
In particular, conjugacy classes of maximal elementary abelian 2-subgroups in B n are parametrized by partitions π of n in parts that are integral powers of 2. Moreover, if we denote by A π the subgroup corresponding to a partition π, we have that
is the center of B 2 k and, more generally, if m i is the multiplicity of 2 i in a partition π, then A π is isomorphic to the direct product i A mi
; Z 2 and define
is the linear dual to the non-trivial element in the C ifactor of A 2 i . There is a natural isomorphism:
We can calculate the restriction of our generating classes γ k,n and δ n to these abelian subgroups. The calculation for γ k,n has been essentially carried out by Giusti, Salvatore and Sinha [3] . We state here the result.
Proposition 35. [3, Corollary 7.6, page 189] Let l, n ≥ 1. Let π be a partition of n2 l consisting of powers of 2, π = 2 k1 , . . . , 2 kr . Then:
Proposition 36. Let n ≥ 0. Let π = 2 k1 , . . . , 2 kr be a partition of n consisting of powers of 2. The restriction of δ n to the cohomology of the maximal elementary abelian 2-subgroupÃ (π) is equal to ⊗ r i=1 f 2 k i . Moreover, δ n is the unique class in H n (B n ; Z 2 ) that has this property for every π.
Proof. We observe that the restrictions of a cohomology class to A π for all the partitions π of n determine its restriction to every elementary abelian 2-subgroup (not necessarily maximal). Hence, by Theorem 33, a class that satisfies the condition in the statement for every π is necessarily unique. Let U n = R n be the reflection representation of B n . Recall that, if n = 2
where C k = t is a cyclic group of order 2, the center of B n , and V k = v 1 , . . . , v k ≤ Σ 2 k is the subgroup defined in the first section. Given a ∈ A π , let ε a , sgn a , and R a be the 1-dimensional trivial representation, the signum representation and the regular representation of a ∼ = Z 2 respectively. We first observe that, since t acts on U n as the multiplication by −1, V n | Aπ ∼ = sgn t ⊗U n | V k . Moreover, the inclusion of V k in Σ 2 k is given by the regular representation, hence:
where U S,i is equal to sgn vi if i ∈ S, to ε vi if i / ∈ S. Thus, with the notation used before in this document, the Stiefel-Whitney class of U n | Aπ is: S⊆{1,...,n}
Its n-dimensional part is exactly f 2 k . Hence, the thesis for π = 2 k follows from the naturality of the characteristic classes.
In the case of a general partition π = 2 k1 , . . . , 2 kr , the proposition follows from the fact that
We can adapt the argument to calculate the restriction to elementary abelian subgroups of generators also in the D n case. First, we state the analog of Proposition 34.
Theorem 37. [8, Theorem 5.4.3, page 40] Let π be an admissible partition of n. Let m 1 and m 2 be the multiplicities of 1 and 2 in π. We write π = (2) m1 ∪ (4) m2 ∪ π ′ . Let A π ≤ B n the maximal elementary abelian 2-subgroup corresponding to π and let A π = A π ∩D n . Then A π is maximal as an elementary abelian subgroup of D n if and only if m 1 = 2. Moreover: If e 1 , . . . , e m1 are the elementary symmetric functions in
we defineē i = e i + e 1 e i−1 if 2 ≤ i < m andē m = e 1 e m−1 . There is an isomorphism:
Moreover, the restriction from the cohomology of A (1) m to that of A (1) m is given by e 1 → 0 and e i → e i if 2 ≤ i ≤ m.
• If m 1 = 0 and m 2 > 0, then
, we can define:
•
, then the B nconjugacy class of A π contains exactly two D n -conjugacy classes of elementary abelian 2-subgroups.
We now determine the restriction of these classes to the elementary abelian subgroups.
Proposition 38. Let n = 2 k m, for some k, m ≥ 1. Let π be a partition of n with parts integral powers of 2. Let m 1 and m 2 be the multiplicities of 1 and 2 in π. Then:
Proof. If π has more than 1 element, then the restriction to A π or A s0 π factors through the coproduct. Thus, by applying the coproduct formulas of 25, we can inductively reduce to the case where π = (2 n ) has only one element. If k ≥ 2, the restriction of γ
Hence, for degree reasons, it can be 0 or
by Proposition 17, its restriction to A π ∩ Σ 2 n must be the Dickson invariant of degree 2 n − 2 l (respectively 0). This forces γ
. By essentially the same argument, considering i − instead of i + , the restrictions to A s0 π are determined and the first point is proved.
The second point is immediate from the fact that the coproduct of γ Before proving Lemma 27 we need some preliminary remarks. First, if we operate the change of variables z = x+y, w = x, we observe that
. We say that a monomial z a w b is positive if a > b, negative if a < b. With the previous notation, let π be an admissible partition with m 1 = 0 and m 2 > 0. We can write π = (2) m2 ⊔ π ′ . We say that an element α ∈ H * (A π ; Z 2 ) is positive (respectively negative) if it admits an expression of the form
; Z 2 is a monomial in the variables z and w and, between g i,1 , . . . , g i,m2 , an even (respectively odd) number are negative monomials, while the remaining are positive.
Lemma 39. Let x ∈ A B be a Hopf monomial such that none of its constituent gathered blocks lies in the cup-product subalgebra generated by δ n (n ≥ 1). Assume that x belongs to the l th component. Let x + ∈ A D be the element obtained by substituting every instance of γ k,m in x with γ + k,m and δ m with δ m:0 . Let π be an admissible partition of l. If 1 ∈ π, then the restriction of x + to A π is 0. If 1 / ∈ π and 2 ∈ π, the restriction of x + to A π is positive. If 1, 2 / ∈ π, then the restriction of x + to A s0 π is 0.
Proof. Let π be an admissible partition of l with 1, 2 / ∈ π and let A = A s0 π . We proceed by induction on the number of constituent blocks in x. If x is a single gathered block, the claim is a trivial consequence of Proposition 38 and the fact that restrictions preserve cup product. By a known property of elementary abelian p-groups, the transfer map tr
The restrictions of y + ⊗ z + to these subgroups are all trivial and this proves the claim.
The same reasoning proves the assertion for A = A π with 1 ∈ π or 1 / ∈ π and 2 ∈ π, by observing that, in the latter case, c * s0 maps positive monomials into negative monomials and vice versa.
Proof of Lemma 27. Consider the following diagram, for every n, m > 0. 
is the restriction of a class in A B . In this case, the previous remark suffices to prove the claim, because b ⊙ x = ρ b ⊙ y by our formula, and both ρ and the transfer product in A B commute with coproducts. Now assume that x is not fixed by c * s0 . With the notation of Lemma 39, we may assume, without loss of generality, that x = y + , and so b ⊙ x = b ⊙ y + . Now let π 1 , π 2 be admissible partitions that do not contain 1 or 2. Because of Lemma 39 the restriction of ∆(b ⊙ x) to A π1 × A s0 π2 and a s0 π1 × A π2 must be 0. Similarly, if 1 ∈ π 1 or 1 ∈ π 2 , its restriction to A π1 × A π2 is 0 and, if π 1 and π 2 do not contain 1 but at least one of them contains 2, the restriction to A π1 ×A π2 is positive. We say that a class satisfying this property has positive restriction to elementary abelian 2-subgroups. We observe that also the following class has positive restriction to elementary abelian 2-subgroups:
By applying c * s0 we observe that if 1, 2 / ∈ π 1 , π 2 then ∆(b ⊙ c * s0 (x)) restricts to 0 to A π1 × A π2 and A s0 π1 × A s0 π2 , if 1 ∈ π 1 or 1 ∈ π 2 then it restricts to 0 to A π1 × A π2 and if 1 / ∈ π 1 , π 2 , 2 ∈ π 1 ∪ π 2 then its restriction to A π1 × A π2 is negative. We say that a class satisfying this property has negative restriction to elementary abelian 2-subgroups. We observe that also the following class has negative restriction to elementary abelian 2-subgroups:
If a class c ∈ A D can be decomposed as the sum of a class with positive restriction and one with negative restriction to elementary abelian 2-subgroups, then this decomposition is clearly unique by Theorem 33.
Since x + c * s0 (x) is the restriction of a class in A B we have:
By the uniqueness of the decomposition considered above, the claim follows.
Proof of the main Theorems
This section is devoted to the proofs of the presentation theorems for A B and A D . They will be proved by means of Theorem 33. 2 n m with a n = 0. We consider the partition of 2 n m π b = (2 n , . . . , 2 n ).
As a consequence of Proposition 35 and Proposition 36, π x is the maximal admissible partition (with respect to refinement) such that x| Aπ = 0.
2 n m , we have:
. Given a partition π, let M π be the set of elements x ∈ M such that π x = π.
We first prove that ϕ is injective. We proceed by contradiction. Hence we assume that there exists a non-trivial sum i x i of elements of M that is 0 when restricted to every elementary abelian 2-subgroup. Let π be maximal among the set of partitions {π xi } i . Since the restrictions of the elements of M π to A π are linearly independent, this gives a contradiction. This proves injectivity.
In order to prove surjectivity, by Theorem 33, it is sufficient to prove that an element α of the Quillen group F * Bn can be written as the image via q Bn of a linear combination of elements of M. Recall that such α is a family {α π } π∈P , parametrized by the set P of admissible partitions of n, of classes
NB n (Aπ) that are compatible with restrictions. We can consider a total ordering ≤ on P such that, for all π, π ′ ∈ P, if π ′ is a refinement of π then π ′ > π. Let π α = max {π ∈ P : α π = 0}. We write π α = (2 r1 , . . . , 2 r k ) with r 1 ≤ · · · ≤ r k . We proceed by induction on π α . α π α is a sum of elements of the form c 1 ⊗ · · · ⊗ c k , with c i ∈ H * A (2 r i ) ; Z 2 invariant by the action of the normalizer. Thus c i =
2 r i . We must have a i,ri = 0. Otherwise we can define a partition π ′ obtained from π α by substituting 2 ri with two parts both equal to 2 ri−1 and observe that we must have α π α | A πα ∩A π ′ = 0. Thus α π ′ = 0 and this contradicts the maximality of π α . Hence a i,ri = 0 for all i. By our previous calculations, there exists a Hopf monomial x ∈ M such that π x = π α and x| Aπ x = c 1 ⊗ · · · ⊗ c k .
Thus there exist some elements x j ∈ M such that π α− j qB n (xj ) < π α and, by induction hypothesis, this completes the proof that ϕ is surjective. 
We note that ϕ (L + ι (L)) = j ρ (y j ) + k ρ (z k ) and, since y j and z k give rise to non-neuter monomials, their restriction to A π for every admissible partition π containing 1 is 0. Since 1 / ∈ π implies A π = A π , if ϕ (L) = 0 Theorem 33 guarantees that i x i + j y j = 0. Thus L must assume the following form:
We recall, from the proof of the presentation Theorem for A B above, that for every x ∈ M there is a unique admissible partition π x , maximal with respect to refinement, such that x| Aπ x = 0 and that the set M π of the basis elements x such that π x = π maps to a linearly independent set to the cohomology of A π . Since for every π not containing 1 we have that A π = A π , this implies that, if ϕ (L) = 0, the elements x i , y j must satisfy 1 ∈ π xi , 1 ∈ π yj . Since elements x such that 1 ∈ π x always yield a "0" generator for A D , we conclude that L = i x 0 i . Let π be a partition in which 1 has multiplicity m > 0. We write π = (1) m ⊔ π ′ , thus A π = A (1) m × A π ′ . In every x i δ 0 1:m can not appear, thus the restriction of x i to A π belongs to the subalgebra of H * (A π ; Z 2 ) generated by the elementary symmetric functions e 2 , . . . , e m ∈ H * A (1) m ; Z 2 and the cohomology of A π ′ . By Theorem 37 this subalgebra restricts injectively to H * A π ; Z 2 . Hence ϕ (L) = 0 implies L = 0 and this proves that the kernel of ϕ contains only 0 and 1 − , or equivalently that ϕ ′ is injective. We now turn our attention to the proof of the surjectivity. Let α ∈ F * Dn be an element of the Quillen group for D n . α can be described as a family of classes {α π } π∈P ∪ {α π,s0 } π∈P:1,2 / ∈P , where P of admissible partitions of n, such that α π is a class in the cohomology of A π invariant by the action of its normalizer, and α π,s0 is such a class in the cohomology of A s0 π . The proof of Theorem 21 gives us a class x ∈ H * (B n ; Z 2 ) such that,for every partition π ∈ P for which 1 ∈ π, x| Aπ = α π . Hence we will assume, from now on, that α π = 0 if 1 ∈ π.
Let P m and N m be the subspaces of H * A (2) m ; Z 2 generated by positive and negative monomials respectively, as defined in Section 6. For every m, let g m : H * A (2) m ; Z 2 → H * A (2) m ; Z 2 be the vector space homomorphism that sends a monomial that does not belong to P m to 0 and a positive monomial z a w b ∈ P m to z a w b + z b w a . It can be checked immediately that the image of g m is contained in the subalgebra fixed by the action of the normalizer in B 2m .
We now define, for every π ∈ P, a class β π ∈ H * (A π ; Z 2 ) as follows:
We have β π = j a j,π + b j,π d 
Steenrod algebra action
This section is devoted to the calculation of the Steenrod algebra action on A B and A D . We first observe that, since the coproducts and transfer products are induced by (stable) maps, they satisfy a Cartan formula with respect to Steenrod squares. In other words, A B and A D are almost-Hopf rings over the Steenrod algebra. Thus it is sufficient to determine the action of the Steenrod squares on the generators δ 2 n , γ k,2 n , δ 0 n:m , and γ ± k,2 n .
Definition 40 (from [3] ). We define:
• the height • Sq i (γ k,2 n ) is the sum of all the full-width monomials x ∈ M of degree 2 n+k − 2 n + i with ht (x) ≤ 2 and effsc (x) ≥ l in which generators of the form δ k do not appear
is the sum of all the full-width monomials x ∈ M of degree 2 n + i with ht (x) ≤ 2 and effsc (x) ≥ 1 such that in every constituent gathered block of x a generator of the form δ k appear Proof. The calculation for Sq i (γ k,2 n ) is an obvious consequence of [3, Theorem 8.3, page 191]. As regarding Sq i (δ 2 n ), since δ 2 n is the top-dimensional Stiefel-Whitney class of the reflection representation U 2 n , by the Wu formula Sq i (δ 2 n ) = w i (U 2 n ) δ 2 n . Defining, by convention, γ k,0 = 1, let: The restriction of w i (U 2 n ) on the maximal elementary abelian subgroups A π has been computed in the proof of Proposition 36, and it coincide with the restriction of u i by our previous calculations based on Proposition 35. Thus:
and this class is exactly the sum of all the desired Hopf monomials x.
As regarding the calculation of the Steenrod squares on the generators of A D , We observe that the calculation for Sq i (δ n:m ) is implicit in Theorem 41 since δ n:m = ρ (δ n ⊙ 1 m ) and ρ commute with Steenrod operations. Thus we only need to consider generators of the form γ Proof. We observe that Sq i (h n ) ∈ H * A (2) n ; Z 2 is a positive monomial for all choices of i and n. This is obvious for n = 1 and for n > 1 follows from a simple induction argument and the fact that h n = h n−1 ⊗ h 1 + (d 
