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We develop a multi-scale approach to simulate hydrated nanobio systems under realistic condi-
tions (e.g., nanoparticles and protein solutions at physiological conditions over time-scales up to
hours). We combine atomistic simulations of water at bio-interfaces (e.g., proteins or membranes)
and nano-interfaces (e.g., nanoparticles or graphene sheets) and coarse-grain models of hydration
water for protein folding and protein design. We study protein self-assembly and crystallization,
in bulk or under confinement, and the kinetics of protein adsorption onto nanoparticles, verify-
ing our predictions in collaboration with several experimental groups. We try to find answers for
fundamental questions (Why water is so important for life? Which properties make water unique
for biological processes?) and applications (Can we design better drugs? Can we limit protein-
aggregations causing Alzheimer? How to implement nanotheranostic?). Here we focus only on
the two larger scales of our approach: (i) The coarse-grain description of hydrated proteins and
protein folding at sub-nanometric length-scale and milliseconds-to-seconds time-scales, and (ii) the
coarse-grain modeling of protein self-assembly on nanoparticles at 10-to-100 nm length-scale and
seconds-to-hours time-scales.
I. INTRODUCTION
Self-assembly, driven by non-covalent interactions like
van der Walls and hydrogen bonds, fulfills a crucial role
in the supramulecular organization and assembling of the
biological matter. Living being are complex organisms
where matter is self-organized on different length scales
in a kind of biological network. A primary role is played
by the proteins that control the majority of chemical pro-
cesses in the cell. Proteins are synthesized as long poly-
mer chains composed by hundreds of monomers, taken
from 20 different amino acids. Among the huge amount
of possible amino acid sequences, nature has selected
those that are able to fold into specific functionalized
structures, known as native protein structures. The rela-
tion between the sequence code and the native structure
and the way that proteins fold represents a significant
example of biological self-assembly.
A crucial aspect of the protein folding that involves the
interplay with solvent is related to the hydrophobic or hy-
drophilic nature of the amino acids. The protein folding
mechanism is dominated by the dynamics of water that
drives the collapse of the hydrophobic protein core and
stabilizes the tertiary protein structure [4–6]. However,
many proteins exhibit a limited range of temperatures
T and pressures P where they are able to maintain the
native structure [7–22]. Beyond those T– and P–ranges
a protein unfolds, with a consequent loss of its tertiary
structure and functionality.
At high T protein unfolding is due to the thermal fluc-
tuations that disrupt the protein structure. Open pro-
∗ gfranzese@ub.edu
tein conformations increase the entropy S minimizing
the global Gibbs free energy G ≡ H − TS, where H
is the total enthalpy. By decreasing T proteins can crys-
tallize but, if the nucleation of water is avoided some
proteins denaturate [8, 10, 15, 17, 23–26]. Usually such
phenomena are observed below the melting line of water,
although in some cases cold denaturation occurs above
the 0◦, as in the case of the yeast frataxin [17].
Cold- and P -denaturation of proteins have been re-
lated to the equilibrium properties of hydration water
[27–37]. However, the interpretation of this mechanism
is still largely debated [38–50].
Protein denaturation is observed also upon pressur-
ization [7, 9, 16, 22, 38]. A possible explanation of the
high-P is the loss of internal cavities, sometimes presents
in the folded states of proteins [48]. Denaturation at
negative P has been experimentally observed [51] and
simulated [37, 51, 52] recently. Pressure denaturation is
usually observed at 100 MPa . P . 600 MPa, and rarely
at higher P unless the tertiary structure is engineered
with stronger covalent bonds [14].
II. HAWLEY THEORY
In 1971, Hawley proposed a theory [53] explaining the
close stability region (SR) for proteins in the T–P plane
(Fig 1). The SR represents the region where a protein
folds into its native conformation. Such a simple two
state theory is based on the assumption that the folding
(f) unfolding (u) transition is a first order phase tran-
sition and that equilibrium thermodynamics holds dur-
ing the denaturation, neglecting all the details about the
protein structure. Following [53] we can express the free
energy difference ∆G ≡ Gf − Gu between the free en-
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FIG. 1. Stability region of proteins according to the Haw-
ley theory [53]. A protein is stable in its native state for
temperature and pressures inside the elliptic curve. The de-
naturation occurs with a positive or negative variation of the
total (protein plus the solvent) volume ∆V and total entropy
∆S according to the figure. Staight lines join the point where
the f −→ u transition is isoentropic or isochoric, respectively
where the slope of the coexistence line is vanish or infinite.
Adapted from [36].
ergy of the folded (Gf ) and the unfolded (Gu) states as
a quadratic function of T and P
∆G(P, T ) =
∆β
2
(P − P0)2 + 2∆α(P − P0)(T − T0)+
−∆CP
2T0
(T − T0)2 + ∆V0(P − P0)−∆S0(T − T0) + ∆G0
(1)
where T0 and P0 are the temperature and pressure of the
reference state point (ambient conditions); ∆V and ∆S
are the volume and entropy variation upon unfolding re-
spectively; α ≡ (∂V/∂T ) = −(∂S/∂P )T is the thermal
expansivity factor, related to the isobaric thermal expan-
sion coefficient αP by αP = α/V ; CP ≡ T (∂S/∂T )P is
the isobaric heat capacity; β ≡ (∂V/∂P )T is the isother-
mal compressibility factor related to the isothermal com-
pressibility KT by the relation KT = (β/V ) and ∆G0
is an integration constant. Eq. (1) represents an ellipsis
given the constrain
∆α2 > ∆CP∆β/T0 (2)
which is guaranteed by the different sign of ∆CP and ∆β
as reported by Hawley [53]. Although the calculation of
Hawley is based on a taylor expansion of the free en-
ergy variation truncated to second order. Adding more
terms in the Eq. (1) results in minor corrections that do
not affect the close elliptic-like coexistence curve. All in
all, the Hawley model is a phenomenological theory that
makes strong assumptions on the f −→ u process [54].
Nevertheless, its ability to describe all the denaturation
mechanisms actually observed in experiments makes it a
good test for models of protein unfolding.
III. A COARSE GRAIN MODEL FOR
SOLVATED PROTEIN
A. Bulk water model
We present a coarse-grain model for protein water in-
teractions based on a lattice representation of the protein,
embedded in explit water. This water model adopted is
“many-body” [37, 45, 55–62].
The coarse-grain representation of the many-body in-
teractions is based on a discretization of the available
molecular volume V into a fixed number N0 of cells, each
with volume v ≡ V/N0 ≥ v0, where v0 is the water ex-
cluded volume. Each cell accommodates at most one
molecule with the average O–O distance between next
neighbor water molecules given by r = v1/3. To each cell
we associate a variable ni = 1 if the cell i is occupied by a
water molecule and it has v0/v > 0.5, and ni = 0 other-
wise. Hence, ni is a discretized density field replacing the
water translational degrees of freedom. The Hamiltonian
of bulk water is
H ≡
∑
ij
U(rij)− JN (b)HB − JσNcoop. (3)
The first term accounts for the van der Waals interaction
and is modeled with a Lennad-Jones potential
∑
ij
U(rij) ≡ 4
∑
ij
[(
r0
rij
)12
−
(
r0
rij
6
)]
(4)
where the sum runs over all the water molecules i and j at
O–O distance rij and  ≡ 5.8 kJ/mol. We assume U(r) ≡
∞ for r < r0 ≡ v1/30 = 2.9 A˚ that is the water molecule
hard core, (water van der Waals diameter). Moreover,
we apply a cutoff to the potential for r > rc ≡ 6r0.
The second term represents the directional and cova-
lent components of the hydrogen bond (HB), where
N
(b)
HB ≡
∑
〈ij〉
ninjδσij ,σji (5)
is the number of bulk HBs and the sum runs over the
neighboring cells. σij = 1, . . . , q is the bonding index
of molecule i with respect to the neighbor molecule j.
δab = 1 if a = b, 0 otherwise. Each water molecule can
form up to four HBs. Each HB is stable if the hydrogen
atom H is in a range of [−30◦; 30◦] with respect to the
O–O axes. Hence, only 1/6 of the entire range of values
[0, 360◦] for the ÔOH angle is associated to a bonded
state, leading to the choice q = 6 to account correctly for
the entropy variation due to HB formation and breaking.
For each HB the energy decreases an amount −J , where
J/4 = 0.3. According to Ref. [55], a good choice for the
parameters is  = 5.5 kJ/mol, J/4 = 0.5 and Jσ/4 =
0.05. For such a choice, the average HB energy is ∼ 23
kJ/mol. Here, to account for the ions in solution that are
always present in the cellular environment where natural
3(a) corner ip (b) pivot (c) crankshaft
FIG. 2. Possible protein move. (a) In the corner flip move a monomer in a corner configuration can jump to the opposite
corner. (b) In the pivot move we randomly choose one monomer, acting as a pivot, and rotate the shorter side chain, with
respect to it. (c) The crankshaft move consists in choosing at random an axes passing through two monomers, and rotating the
included residues.
proteins are embedded, we decrease the ratio J/Jσ, that
modify the the bulk phase diagram in a qualitative way
similar to that induced by ions [63]. For such a choice we
find that the HB energy is ∼ 20 kJ/mol.
The third term in the Hamiltonian represents the co-
operative interaction between the HBs. Such an effect
is due to the quantum many-body interaction [64]: the
formation of a new HB affects the electron distribution
around the molecule favoring the formation of the follow-
ing HB in a local tetrahedral structure [65]. To mimic
the cooperativity of the HBs we introduce an effective
interaction between the bonding indexes of a molecule
Ncoop ≡
∑
i
ni
∑
(l,k)i
δσik,σil (6)
where (l, k)i indicates each of the six different pairs of
the four indices σij of a molecule i. The choice Jσ/4 ≡
0.05 J guarantees the asymmetry between the two HB
terms.
The formation of HBs leads to an open network of
molecules, giving rise to a lower density state. We in-
clude this effect into the model assuming that, for each
HB formed, the volume V increases by v
(b)
HB/v0 = 0.5,
corresponding to the average volume increase between
high-density ices VI and VIII and low-density (tetrahe-
dral) ice Ih. We assume that the HBs do not affect the
distance r between first neighbour molecules, consistent
with experiments [65]. Hence, the HB formation does not
affect the U(r) term.
The total bulk volume V (b) is
V (b) ≡ Nv0 +N (b)HBv(b)HB. (7)
B. Modeling protein-water interplay
The protein is modeled as a hydrophobic self-avoiding
lattice polymer and it is embedded into the cell partition
of the system. Despite its simplicity, lattice protein mod-
els are still widely used in the contest of protein folding
[28, 29, 35, 37, 66, 67] because of their versatility and the
possibility to better understand many mechanisms of the
protein dynamics. Each protein residue (polymer bead)
occupies one cell, without affecting its volume. In the
present study, we do not consider the presence of cavities
into the protein structure.
To simplify the discussion, we assume that no residue-
residue interactions occur and that the residue-water in-
teraction vanishes. This implies that the protein has sev-
eral ground states, all with the same maximum number
nmax of residue-residue contacts. Our results holds also
when such interactions are restored [37]. Here we adopt
the symbol Φ to refer to hydrophobic residues. The pro-
tein interface affects the water-water properties in the hy-
dration shell, here we define it as the layer of first neigh-
bor water molecules in contact with the protein. There
are many numerical and experimental evidences support-
ing the hypothesis that water-water HBs in the hydration
shell are more stable and more correlated with respect to
bulk HBs [68–72]. We account for this by replacing J
of Eq. (3) with JΦ > J for water-water HBs at the Φ
interface. This choice, according to Muller [73], ensures
the water enthalpy compensation upon cold-denaturation
[36].
In addition to the stronger/stabler water-water HBs
in the Φ shell, we incorporate into the model also the
larger density fluctuations at the Φ interface with respect
to the bulk, observed in water hydrating Φ solutes [43,
70]. Such an increase of density fluctuations results in
a Φ hydration shell that, at ambient pressure, is more
compressible than bulk water. Although it is still matter
of debate whether the average density of water at the Φ
interface is larger or smaller with respect to the average
bulk water density [74–78], there is evidence showing that
such density fluctuations reduce upon pressurization [43,
70, 79, 80]. Hence, if we attribute this P -dependence of
the Φ shell density to the interfacial HB properties, we
4Native state
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FIG. 3. P − T stability region of the protein, calculated
with Monte Carlo simulations. The symbols mark the state
points where the protein has the same average residue-residue
contact’s number nrr/nmax = 30%, 40%, 50% and 70%, corre-
sponding to different percentage of compactness. Elliptic lines
are guides for the eyes. The “glass transition” line defines the
temperatures below which the system does not equilibrate.
The spinodal line marks the stability limit of the liquid phase
at high P with respect to the gas at low P ; kB is the Boltz-
mann constant.
can assume that the average volume associated to HBs
formed in the Φ shell is
v
(Φ)
HB/v
(Φ)
HB,0 ≡ 1− k1P (8)
where v
(Φ)
HB,0 is the volume change associated to the HB
formation in the Φ hydration shell at P = 0 and k1 is a
positive factor. According to Ref. [37], we could add
other polynomial terms to the Eq. (8), althoug such
terms would not affect our results as long as P < 1/k1
[81].
The total volume V , including the contributions com-
ing from the HBs formed in the Φ shell is
V ≡ Nv0 +N (b)HBv(b)HB +N (Φ)HB v(Φ)HB . (9)
where N
(Φ)
HB is the number of HBs in the Φ shell.
In the following we fix k1 = 1v0/4, v
(Φ)
HB,0/v0 =
v
(b)
HB/v0 = 0.5 and JΦ/J = 1.83. Our findings are ro-
bust with respect to a change of parameters.
C. Simulation details
We study proteins with 30 residues using Monte Carlo
simulations in the isobaric-isothermal ensemble, i.e. at
constant P , constant T and constant number of parti-
cles. All the simulations start with a protein in a com-
pletely folded conformation. The water bonding indexes
σ are equilibrated using a cluster algorithm. The protein
is equilibrated using corner flips, pivot and crunkshuft
moves [82] (Fig 2). Along the simulation we calculate
the average number of residue-residue contact points to
estimate the protein compactness. For each state point
we sample ∼ 104 independent protein conformations.
D. Results
We assume that the protein is folded if the average
number of residue-residue contacts is nrr ≥ 50% nmax. In
Fig. 3 we show the calculated SR for the protein, consis-
tent with the Hawley theory [12, 53]. We observe that the
SR has an elliptic shape that is preserved independently
of the compactness we adopt as the reference for the
folded state, underlying that the folded−→unfolded tran-
sition is a continuous process. Proteins undergo heat-,
cold-, and P -unfolding. The folded protein minimizes
the number of hydrated Φ residues, reducing the energy
cost of the interface, as expected.
Upon increasing T at constant P , we observe that the
model reproduces the expected entropy-driven unfolding.
The entropy S increases both for the opening of the pro-
tein and for the larger decrease of water-water HBs.
Decreasing T at constant P leads to open protein con-
formations that minimize the Gibbs free energy. The
difference in energy gain between bulk HBs and HBs at
the Φ interface results in a competing mechanism. A
bulk water molecule can form up to 4 HBs, while the
water molecules at the Φ interface can form up to 3
HBs, although stronger. Hence, reducing the exposed
protein surface maximizes the possible number of bulk
HBs, while increasing the hydrated protein surface max-
imizes the interfacial HBs. At low T the number of HBs
in the Φ shell saturates and the only way for the system
to further minimize the internal energy is by increasing
N
(Φ)
HB , i.e. by unfolding the protein. Hence, the cold de-
naturation is an energy-driven process.
Upon an isothermal increase of P the protein denatu-
rates. We find that this change is associated to a decrease
of N
(b)
HB and an increase of N
(Φ)
HB leading to a net decrease
of V at high P , as a consequence of the compressible Φ
shell, Eqs. (8). At high P , the PV term of the Gibbs
free energy dominates the f −→ u process. Hence, the
water contribution to the high-P denaturation induces a
density-driven process, resulting in a denser Φ shell with
respect to the bulk.
Finally, lowering P toward negative values results in a
negative contribution (Pv
(Φ)
HB −JΦ)N (Φ)HB , leading to a de-
crease in enthalpy when the protein opens up and N
(Φ)
HB
increases. Therefore we find that at negative P the de-
naturation process is enthalpy-driven.
By varying the parameters v
(Φ)
HB and JΦ we find that
the first is relevant for the P -denaturation, as we ex-
pected because it dominates the volume contribution to
the Gibbs free energy, while the second affects the sta-
bility range in T . Both effects combine in a non-trivial
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FIG. 4. Volume change ∆V and entropy change ∆S for the
f −→ u process in the T − P plane. Solid lines connect
state points with isochoric ∆V = 0 and isoentropic ∆S = 0
denaturation. Red points mark the SR, adopted from Fig.
(3). The loci ∆V = 0 and ∆S = 0 have a positive slope and
intersect the SR at the turning points with dT/dP |SR = 0
and dT/dP |SR =∞ respectively.
way to regulate the SR, shifting, shrinking and dilating
the SR, although the elliptic shape is preserved [81].
We can estimate also the entropy change and volume
change, respectively indicated with ∆S and ∆V , during
the f ←→ u process. First, we calculate the average
volume of the unfolded–completely stretched–protein Vu
and of the folded–maximum compactness–protein Vf in
a wide range of T and P , equilibrating water around the
fixed protein conformations. From the difference ∆V ≡
Vf − Vu we calculate ∆S using the Clapeyron relation
dP/dT = ∆S/∆V applied to the SR [53]. The Clapeyron
equation holds, in principle, only along first order phase
transitions. Though the f ←→ u process is not necessary
a phase transitions, the calculation of ∆S and ∆V rep-
resents a good model test to compare our model results
with the Hawley’s theory [53]. In Fig. 4 we show that
our findings match with the theoretical predictions: T -
denaturation is accompanied by a positive entropy vari-
ation ∆S > 0 at high T and an entropic penalty ∆S < 0
at low T ; P -denaturation is accompanied by a decrease
of volume ∆V < 0 at high P and an increase of volume
∆V > 0 at low P . In particular, at P = 0.3(4/v0), cor-
responding to ≈ 500 MPa, we find that ∆V ≈ −2.5v0,
hence |P∆V | = 0.75(4) ≈ 17 kJ/mol, very close to the
typical reported value of 15 kJ/mol [16].
Therefore our coarse-grain model allows to understand
how water contributes to the temperature– and pressure–
denaturation of proteins. Accounting for stronger and
more stable HBs in the hydrophobic hydration shell with
respect to the bulk and for a more compressible hy-
drophobic hydration shell our model reproduces a close
stability region for proteins with the expected elliptic-
like shape in the T − P plane, consistent with theory
FIG. 5. Pictorial representation of the NP-“Protein corona”
complex near a cellular membrane
[53]. We find that cold denaturation is energy-driven,
while unfolding at high pressures and negative pressures
are density- and enthalpy-driven by water, respectively.
IV. PROTEIN ADSORPTION ONTO NPS:
KINETICS OF THE PROTEIN-CORONA
FORMATION
Nanoparticles (NPs) are small scale objects with di-
mensions in the range from 1 nm (10−9 m) up to 100 nm.
The main feature of these particles rely on the fact that
some of their properties differ completely from the bulk
material they are made of. Furthermore, their properties
strongly depend on the particle size. Due to their small
size, the surface to volume ratio of NPs is much higher
than that of macroscopic objects. This feature, combined
with the high surface free energy of NPs, confers NPs a
high level of chemical reactivity.
The NPs particular interactions with biological sys-
tems make them very promising tools for medical appli-
cations and could allow to simultaneously perform thera-
peutics and diagnostics (theranostics) [83–85]. In partic-
ular, experiments show that NPs are able to cross cellular
barriers, including the strongest defense we have in our
body, the blood-brain-barrier. Therefore, the fact that
NPs interact directly with the biological machinery [86]
represent an opportunity to deliver drugs to specific tar-
gets hidden in the most inaccessible spots within the cells
for treating illnesses that challenge us, such as cancer or
neurodegenerative diseases [87].
In the last years, industry has started to produce NPs
at a large scale, with an increasing rate, due to their
industrial, commercial and medical applications. Thou-
sands of commercial products, such as textiles, cosmetics
or paints contain NPs, and nanomaterials are nowadays
used in medical treatments, electronics, or food. In or-
der to keep producing and using them at the industrial
6scale safely, many experimental studies [88] of the nan-
otoxicology impact [89] of specific NPs have started to
evaluate the hazard of exposing the environment, living
beings and humans to them [90–93].
Yet, very little is known about the mechanisms reg-
ulating the interactions of NPs with biological systems
[94]. Acquiring such knowledge would allow us to pre-
dict if the interaction of such small-scale materials with
living organisms would potentially be dangerous before
even performing elaborated experiments.
It has been confirmed that NP’s absorb proteins and
other biomolecules from the environment forming a com-
plex that is known as the “protein corona” (Fig.5) [95–
100]. Certain proteins are also able to prevent the ad-
sorption of other molecules, or to modify the chemical
properties of the NP surface, and even to determine the
path and final localization of the NP in a living organism
[84, 101].
Material surfaces exposed to biological environ-
ments are commonly modified by the adsorption of
biomolecules, such as proteins and lipids, already present
in solution. It has been shown that the cellular response
to any material in a biological medium is mediated by
the adsorbed biomolecular layer, rather than the bare
material itself [96, 97]. For this reason, the scientific
community has focused its attention to the fact that NP
interactions with living organisms must be also mediated
by the adsorbed protein layer [102, 103]. It is now un-
derstood that the biological identity of the NP is charac-
terized by the distribution of the distinct adsorbed pro-
teins on its surface [104–107]. This collection of adsorbed
biomolecules is in fact dynamic and evolves in time [96–
98, 100, 103]. The effective particle made by the protein-
NP-corona is essential to understand how NPs interact
with cells in biological media [102]. Our aim is to under-
stand and explain how the interactions between biological
macromolecules and NPs in solution leads to the forma-
tion of the effective particle and to its evolution over time
scales that are relevant in the biological context.
In the following we address the establishment of a the-
oretical framework and the determination of the key fea-
tures that could give a simple, but complete, picture of
protein-NP interactions. We focus on parameters that
describe the NP surface at the molecular level, such as
curvature, charge or surface chemistry, that determine
which kinds of proteins ends up binding from a complex
biological fluid, e.g., blood plasma or cell media [106].
The adoption of a multi-scale approach in this respect
is particularly suitable because it provides the theoretical
framework to study a variety of aspects that occur at dif-
ferent length- and time-scales, ranging from the atomistic
scale (∼ 0.1nm and ∼ 1ns) to the mesoscale (∼ 1µm and
∼ 100s). We, therefore, first establish phenomenological
models for protein-protein and protein-NP interactions,
in solvent [108]. Next, we validate these models with, at
least, two types of NPs using available experimental data
[109]. Finally we perform predictions, based on our the-
oretical models, and we test them by comparing with ex-
perimental data. In particular, experimentally checking
the kinetics and the protein corona composition allows us
to assess the predictive power of the models when we use
only our knowledge on physico-chemical properties of the
nanomaterial and the environmental conditions [110].
V. METHODOLOGY
A. Multi-scale modeling
For the purpose of developing this research we make
use of state-of-the-art techniques of computational and
theoretical modeling. Thereby, we adopt a multi-scale
approach to carry out this study. Multi-scale modeling is
based on the idea that each specific problem is character-
ized by multiple scales of time and space. There is a need
to consider every scale to understand the whole picture,
given the relevance of different mechanisms occurring at
each scale. This approach is particularly appropriate
for the case of biological systems at the nanoscale, such
as the interactions of NPs with macromolecules in pres-
ence of water. In this situation, the length scales range
from angstroms to micrometers while the time scales span
more than ten orders of magnitude.
We separate our analysis into different levels of descrip-
tion, based on the observation that each length scale has
an associated time scale. By these means, each level of
description is related to a range of length and time scales
that partially overlap with the consecutive levels. To
this end, each level is characterized by specific phenom-
ena, which can be useful to understand features of other,
maybe more complex, phenomena at higher levels of de-
scription. In our case, we consider the following levels of
description: (i) the molecular and macromolecular level,
ranging from 1 A˚ to 100 nm and from 10 fs to 1 µs , and
(ii) the mesoscale level, ranging from 1 nm to 1 µm and
from 10 ns to 1 s. The next step is to consider, for exam-
ple, the problem of NP aggregation or the interaction of
NPs with cellular membranes, that would span a range of
length scales up to 100 µm and time-scales up to hours.
B. Theoretical framework
We make use of suitable computational and theoreti-
cal techniques to approach each level of description. The
smaller scales are characterized by the explicit consid-
eration of water molecules in the solvent, as mediators
of the processes that occur at the macromolecular scale.
However, dealing with explicit solvent models hampers
the efficiency of computation in a dramatic way. This
is why we adopt the coarse-grain model of water intro-
duced in the previous sections [55, 58, 61] to describe the
macromolecule-solvent interactions [37]. This is a con-
venient strategy that allows for wider and more efficient
options to explore these systems. The model can be ef-
ficiently simulated using the Monte Carlo (MC) method
7[55, 58, 111, 112] and can be also treated analytically,
allowing us to reach a deeper understanding of the fun-
damental mechanisms [113–115].
At the larger scales, where we focus our attention on
the interaction of NPs with solutions containing a large
number of proteins, we use an implicit solvent approach.
In this sense, we take into account the effects of the sol-
vent by my means of modified dynamics and effective in-
teractions. Therefore, we also consider the proteins and
the NPs as coarse-grain objects. We adopt a Molecular
Dynamics (MD) simulation scheme using Langevin dy-
namics (LD), that allows for the determination of the ki-
netic properties of the system. Moreover, we introduce a
framework that describes protein-protein interactions via
effective potentials, and we make use of the well estab-
lished DLVO theory for colloidal dispersions in solution
to describe the protein-NP interactions [110].
Finally, we develop a Non-Langmuir Dynamical Rate
Equation (NLDRE) model which is phenomenological
analytical theory to describe the protein adsorption ki-
netics [110]. This theory provides us tools to extrapolate
the simulation results of protein adsorption obtained with
MD, to much longer time-scales. With this approach we
are able to predict kinetic processes over experimentally
relevant time-scales of the order of several minutes, far
beyond the limits of the computational capacities [110].
C. Experimental validation
The collaborative work of theorist and experimental-
ists is a key factor for the successful development of the-
oretical models with predictive capability. The experi-
mental data is fundamental for the parametrization of
the theoretical models, yet it is crucial for the validation
and verification process of the theoretical predictions. To
this goal we focus on a simplified version of a multicom-
ponent protein solution as it would be the human blood
plasma. In particular, we adopt a “model plasma” con-
taining only three proteins that are representative of the
extremely large number of protein forming the human
blood [110]. This step is essential to design experiments
suitable for comparison with simulations.
We follow a workflow where we can first measure in a
controlled experimental setup all the data that are rele-
vant for defining the phenomenological parameters of the
theoretical model. In this way, the preliminary experi-
mental results serve to calibrate the theoretical model.
Next we perform our simulations and analytic predic-
tion based on these phenomenological input parameters.
We make our calculation under conditions that can be
reproduced in experiments, in simple cases with NPs in
bicomponent protein solutions, for a direct comparison.
Then we design a set of simple experiments to validate
the simulation results obtained under identical condi-
tions.
Finally, to test the predictive power of the theoretical
tools, we consider more complex situations, such as NPs
FIG. 6. Simulation snapshots at three different times for a
system containing one silica NP of 100nm diameter in a so-
lution containing Human Serum Albumin (HSA), Transferrin
(Tf) and Fibrinogen (Fib). The introduction of each protein
is done sequencially in three steps: HSA first, Tf second and
Fib third.
in three-component solutions made of proteins that are
competing for the NP surface. Under these conditions the
experiments reveal a memory effect of the protein corona,
not predicted by our initial model. As a consequence, we
modify the model in a way that allows us to reproduce
the effect. Although this result exposes a limit of our
initial approach, it also led us to propose a mechanism to
rationalize the memory effect. Specifically, we show that
to account for the memory effect it is necessary to model
the self-assembly of the proteins on the NPs including
irreversible structural changes [110].
D. Simulation details and results
We develop a high-performance suite of simulation
codes able to run on Graphical Processing Units (GPU’s)
[116]. We use a molecular dynamics (MD) approach to
simulate the interactions of NPs with protein solutions.
We consider a simulation box with periodic boundary
conditions containing one single NP fixed to the center
of the box. We separate the simulation box into two re-
gions. The inner region contains the NP, while we use
the external region as a reservoir to control the protein
concentration inside the inner region [110]. We treat the
solvent in an implicit way, by introducing a coarse-grain
protein-protein and protein-NP interaction model using
continuous shouldered potentials [108, 117, 118]. We also
adopt a Langevin dynamics (LD) integration scheme to
take into account the collisions with the solvent molecules
for the correct diffusion of the proteins.
We follow a sequential protocol to insert different kinds
of proteins at selected times during a simulation. For
example, in Fig.6 we show three snapshots of a simula-
tion containing a 100nm diameter silica (SiO2) NP at 0.1
mg/ml in a protein solution of Human Serum Albumin
(HSA), Transferrin (Tf) and Fibrigonen (Fib). The first
snapshot shows the equilibrium state after introducing
HSA at 0.07 mg/ml and Tf at 0.07 mg/ml to the sys-
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FIG. 7. Simulation results (symbols) and analytical extrapo-
lation (lines) using NLDRE of the protein corona kinetics in a
system containing 100nm silica NPs at 0.1 mg/ml in a protein
solution containing HSA (red circles), Tf (blue squares) and
Fib (green triangles) at different concentrations. The NPs are
initially incubated in a solution containing HSA and Tf, with
the subsequent introduction of Fib at 0.005 mg/ml. We also
show the analytical extrapolation using the NLDRE theory to
the simulation data for each protein (dashed lines), and the
total surface coverage (solid lines). a) NP surface coverage
after incubation in a solution of HSA at 0.07 mg/ml and Tf
at 0.07 mg/ml, inset: Fraction bound of proteins shown for
comparison with the surface coverage. b) NP surface coverage
after incubation in a solution of HSA at 3.5 mg/ml and Tf at
3.5 mg/ml.
tem, at the same moment that we introduce Fib at 0.005
mg/ml. The second snapshot is a transient state, where
Fib begins adsorbing to the NP surface. In the third
snapshot we show how the high affinity of Fib allows it
to displace HSA and Tf proteins from the surface, while
the system has not yet reached equilibrium because this
is a kinetically slow process (Fig.7a).
In Fig.7 we show the effect of increasing the concen-
tration of the proteins during the incubation step to the
adsorption kinetics of the third protein. In panel a) the
NP is incubated in a solution of HSA and Tf at a low
concentration of 0.07 mg/ml each, and we introduce Fib
at 0.005 mg/ml which is a protein with a much higher
surface affinity. We make use of our NLDRE to fit the
parameters to the simulation data and we extrapolate the
adsorption kinetics to much longer time-scales. In panel
b) we show the adsorption kinetics of a system where we
initially incubate the NP in a solution of HSA and Tf at
a much higher concentration of 3.5 mg/ml each. Using
the analytical extrapolation to the simulation data we
find that the Fib adsorption kinetics are at least 1 order
of magnitude slower compared to the previous situation.
VI. CONCLUSIONS
We combine theory with experiments to introduce
a new framework consisting in experiment design sup-
ported by computational simulations and theoretical
models as a methodology to obtain reliable predictive
results for protein folding and protein-NP self-assembly.
We establish a multi-scale modeling approach to deal
with the different phenomenologies characteristic to each
level of description. Based on atomistic Molecular Dy-
namics simulations over nanoseconds up to microseconds
time-scales, we define a coarse-grain water model that
allows us to simulate hydrated systems [119] at length-
and time-scales that are relevant for biological processes.
This model allows us to study by Monte Carlo simu-
lations protein structural changes and folding-unfolding
events [37]. We recently extended this approach to study
protein design [120].
With this in mind, we introduce a set of computa-
tional tools (BUBBLES [116]) that allows us to study
phenomenological protein-protein and protein-NP inter-
actions [108] with Langevin Dynamics simulations up to
the time scale of seconds. Next we introduce a phe-
nomenological theory based on rate equation (NLDRE)
with which we can extrapolate our simulation results to
time scales of hours, allowing us direct comparison with
the experimental results.
In particular, we first study the protein corona forma-
tion for a simple system of polystyrene NPs in a solu-
tion containing only a single kind of proteins (Transfer-
rin). We introduce many-body interactions to explain the
multilayer adsorption mechanism, the protein corona ki-
netics, and the soft-corona/hard-corona characterization
[109].
Next, we study more complicated systems by in-
troducing NPs in solutions made of multiple types of
proteins, choosing a set of proteins that compete for the
NP surface. This allows for the emergence of competitive
protein adsorption and assembly on top of the NP, a
rich and complex playground that we exploit to dis-
cover and understand new and unexpected features [110].
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