INTRODUCTION
The UniTree Name Server (UNS) is one of several servers which make up the UniTree storage system. The Name Server is responsible for mapping names to capabilities. Names are generally human readable ASCII strings of any length. Capabilities are unique 256-bit identifiers that point to files, directories, or symbolic links. The Name Server implements a UNlX style hierarchical directory structure to facilitate name-to-capability mapping. The principal task of the Name Server is to manage the directories which make up the UniTree directory structure.
The principle clients of the Name Server are the FTP Daemon, NFS and a few UniTree utility routines. However, the Name Server is a generalized server and will accept messages from any client.
The purpose of this paper is to describe the internal workings of the UniTree Name Server. In cases where it seems appropriate, the motivation for a particular choice of algorithm as well as a description of the algorithm itself will be given.
Directories
Each UniTree directory contains state information and an arbitrary number of entries . An entry is a name-capability pair. An example of a piece of state information is the directory owners UID. The Name Server implements directories by chaining together one or more (1024 byte) blocks from a file managed by Cachelib. (The Cachelib software layer is shown in Figure 12 and is discussed in section 3.4.) Figure 1 illustrates a directory composed of several Cachelib blocks chained together. The first block in every directory is called a BlockHead. When the entry space in the BlockHead becomes full, an EntryBlock is attached to the BlockHead. When the entry space in an EntryBlock becomes full, another EntryBlock is attached to the last EntryBlock in the directory's EntryBlock chain. Thus, a directory can grow to accommodate an arbitrary number of entries. A directory may also have one or more NameBlocks, as shown in Figure 1 . NameBlocks hold "overflow" characters from long entry names and very long symbolic link text. As with EntryBlocks, additional NameBlocks are attached to the last NameBlock in the directory 's NameBlock chain when the required name space is unavailable. figure 1. This drawing illustrates the composition of a UniTree directory. A dinxtory consists of one or m m 1024 byte blocks. A directory always has one and only one BlockHead. A directory has zero or more NameBlocks and zem or more Entry Blocks.
BlockHead
The BlocMead is the "top" level black in a dinxtory and is composed of four The CachelibHeader is actually part of the structure of the block obtained from the Cachelib software, so its structure is not d e f d as part of the BlockHead structure.
Cachelib Header
A Cachelib header has three fields. The FreeList pointer is non zero if the block is on the free (available) list. The Checksuin will be non aero if Cachelib has been instructed tochecksum the blocks. The Timestamp contains the time the block was written. A Cachelib header is shown in Figure 3 . A discussion of the Cachelib software layer is given below in section 3.4. In include file cache. h the CachelibHeader is defuaed as: typedef struct ObjectHeaderStruct { unsigned FreeList; unsigned Checksum; int 64
Times tamp i } ObjectHeaderStruct;
Block Descriptors
The BlockDescriptor contains data describing how the cachelib block is used by the Name Server. Figue 4 shows the format of a B l o c w t o r . The Consistency Word contains one of the following strings, "BkHd", "EnBk", "NmBk" or "SmLk", depending on how the block is being used. The BlockHeadId, NextBlockId and NameBlockId contain Cachelib idenMiess. The bit fields (Inuse and Indirect) in the Blo&Jksaiptor have a one-to-one mapping to each entry in the Entryspace. These fields indicate whether or not an entry is currently InUse and whether an InUse entry is an IndirectEntry or not. ( T k value of a specific InUse bit is 1 whenever the conespondmg Entryspace has an entry in it. The value of a specific h k t bit is 1 whenever the corresponding entry should be interpreted as an IndirectEntry.) Depending on how the block is being used, one and only one of the BlockHead, EntryBlock, NameBlock or SymbolicLink bits is set. The TrashDirectory bit is set in the BlockHead of a ''.trash" directory. The ConsistencyWord of a BlockHead contains the String "BkHd". The BlockHead bit will be set true (set to 1). ' 
Direct Entries
DirsctEntries are composed of a Name and capability pair. Figure 6 depicts the structure of a DirectEntry. Figure 8 shows an overview of a NameBlock
The ComistencyWord in the Blocklhcriptor of a NameBlock w i l l be "NmBk". In addition, the NameBlock bit in the BlockDescriptor will be true (set to 1). The In-Use elements of the B l o c m p t o r are not used by a NameBlock and should all be set to 0. The value of the BlockHeadId in the BlockDescriptor will be that of the BlockMead that the NameBlock in associated with.
HoleSize
The Holesize contains the character length of the largest string that can be placed in the NameBlock. This value is computed each time the name space is altered by the addition or deletion of characters. (The NameSpaceuSage bits axe used to compute the Holesize.) me HoleSize facilitates finding a NameBlock that can accommodate a string.
NameSpaceUsage bits
Namespaceusage is an array of bits each of which correspond to a (32-bit) word in the Namespace. Whenever characters rn put into a word of the Namespace, the correspondimg Namespaceusage bit is turned on (set to 1). There is an interesting end-case to note. Suppose a string that is a multiple of 864 characters is being mid into a NameBlock Such a shing w i l l exactly fa a (multiple of) NatneBlOekfs). But there must be space for the trailing NIL character. The NIL character w i l l be placed into the fmt charactm position of the last (newly obtained) NameBlock.
EntryBlocks
EntryBlocks ans used to hold entries that exceed the 18 entries that can be kept in a BlockHead. The first EntryBlock that is attached to a Blocmead wiU be "pointed at " by the NextBlockId field in the BlockHead's BlockDescriptor. As additional EntryBlocks are added to the dimtory, they ape serially linked through the NextBlockId fsld in the BlockDewriptor. The CachelibHeader is actually part of the stnrcture of the block obtained from the cachelib software, so its strucbre is not defined as part of the EntryBlock s t r u c~.
An

Symbolic Link Blocks
The SymbolicLinkl3lock The ConsistencyWord of the Bloc-ptor in a SymbolicLjnlc contains the string, "SmWr". The SymbolicLink bit in the BlockDescriptor will be true (set to 1). The BlocWeaad field and the ThisBlockId field will be equal and contain the value of the Cachelib identifier of the block NameBlocks are & only other type of block that will be chained to a SymbolicM, and they will be chained through the NameBlwkId field The IndkthUse elements are not used by a SymbolicLink and should all be set to 0.
The Wormation kept in the DirectoryHeader structure of a SymbolicLinlc is identical to that kept for a dhctory. In addition, t h e e are no semantic difbences in the way the DirectoryHeader information is hterpneted by the Name Server for a SymbolicLink or a directory. The DirectOryHeader is discussed in section 1.1.3.
The Namespace of a SymboIicLink can hold up to 864 characters. When the data to be kept exceeds 864 characters, one or m w NameBlwks is attached to the SymbolicLink through the NameBlwHd fields. No distinction is made between the way overflow entry names and overflow SymbolicLink data are stored in NameBlocks. NameBlocks were discussed in Section 1.2. 
Shiva
The Name Server is a multi-threaded process that manages the UniTree dirsctory structure. Most of the Name Server heads are dedicated to servicing requests inade by clients. However, one of the Name Server threads, called Shi~u, afrer the Hindu goddess of destruction, is dedicated to removing expired objects from ".trash" di~~tories.
Trash Directories
A ".trash" directory is created in each user's UniTree horne directory when the user is added to the UniTree system. The purpose of the ".trash" directory is to provide a temporary holding place from which a user might necovea files that have been inadvertently deleted. When a user deletes a file, it is moved to the ".trash"
directory. Any file that has been in the ".trash" directory longer than the expiration time is eligible for complete destruction by Shiva.
Expiration Time
The Name 
Deleting Expired Entries
Shiva awakens periodically to rumble through each ".trash" directory in the UniTm system. 
Software levels
The Name Server softwm can be divided into seven distinct layers. F i p 12 depicts these layers. Notice that each of these layers depend on the SMILE tasking layer.
F'igure 12. The seven sofkare layers that comprise the UniTrw Name Server and the SMILE tasking layer.
RPC Layer
The RPC layer is composed of the procedures that implement the Remote procedure Call intedaee. These routines provide the communication mechanism through which the Name Server communicates with client processes. ' In addition, the Rpc layer implements the "head" package which allows the Name Server to run as a multi-thmded process, 
. 2 LibUnix Layer
The name "LibUnix" is a remnant of by-gone times and even in those times was a poorly chosen name. The Name Server lmakedir functbn extracts the protection level from the Account capability and passes it through to the routine in the Name Server Interface layer. We aren't proud of this, but we do it. Adding an additional protection level parameter to lmkdir , at this time, was considered to be too painful. 
Name Server Interface Layer
This layer contains a l l of the procedures that make up the "natural" interface to the Name Server. These are the procedures that perfonn the individual Name Server functions. "here is, in fact, a Name Server Interface procedure for each Name Server functiOn. For example, the procedure NSMakeDir performs the function that makes a directory. In a perfect world the Name Server hte&ce procedures would replace the LibUnix layer. However the world is sometimes imperfect and, because the LibUnix interface procedures were here first, they remain.
The following routines comprise the Name Server Interface layer: 
Cachelib Layer
Cachelib is a collection of software that allows the Name Server to manage its data base. Cachelib maintains the data as an array of fixed sized elements called objects. The objects are stmed in a file d e d the store fde. A s t o~ f& may consist of several physical files, but cachelib treats the files as a single logical file. Each object in the store file has a unique cachelib i d e n e r , which is a zero origin index into the object array.
In addition, Cachelib provides the Name Server with:
an in-memory cache access synchronization in a multi-tasking environment data integrity &ugh the use of primary and backup files a transaction mechanism for ensuring consistency of multiple block updates
In-memory Cache
An in-memory cache is obtained from heap space by occinit. The size of the cache (number of objects that can be held) is a siteconfigurable parameter that can be changed in the configuration frle and picked up next time the Name Server is initialid. "he cache is implemented as an array of elements called slots. Each slot contains an object's data (read from the store file) and some state information about the object, such as the cachelib id of the object and whether the slot is dirty or not.
When the Name Server references an object, the Cachelib layer determines if the object is in the cache or not. If the object is not in the cache, the Least Recently Used (LRU) cache slot is found and the object is read from the store file into that s l o~ Cachelib keeps a linked list of LRU slots w h e~ the slots at the beginning of the list are chosen first when searching for an available slot. All modified objects m marked as dirty and are written back to the store file before being removed from the cache.
Access Synchronization
Cachelib provides a flexible mechanism for synchronizing access to objects in a multitasking environment. In the cachelib routine, slot. e, a task transitions through some of these states befoE obtaining access to the desired object.
. 4 . Data Integrity
Cachelib provides data integrity through the use of two devices (or files): a primary and a backup device. Cachelib is very histent on the following point t h m must be a distinct primary and backup device. In order fur the transaction mechanism to operate correctly &ere . .
The data on the backup device should be an exact copy of the data on the primary device. The only time the data ever differs is following a hard crash that has left the database in an inconsistent state. The differences should be immediately resolved after the Name Server initialks. Diffemces that m a i n following Name Server initialization are matters of grave concern and should be immediately examined and rectified by the system administam.
All device Teads are from the primary device unless an UOfailure occurs in which case the backup device w i l l be mid. If Cachelib is unable to read fiom either device it halts and demands that the disks be repaired. All writes are to both the primary and the backup device. The transaction mechanism dictates that all objects in a transaction are first written t o the primary devk and then these same objects are Written to the backup device.
Cachelib Transactions
Cachelib offers data consistency by allowing multiple blocks updates to occur as a single atomic tmsact~ 'on At the Cachelib level them is no way to know how or if objects are &ated. Cachelib simply moves single (1024-byte blocks) objectsbetween the memory cache and the stoxe flle(s). it is the responSbility of the higher level software to bind objec/ts into logical groupings. The Name Server is the higher level software that makes these groupings.
Whenever directory entries added or &leted it can be the case that two or more blocks are altered (created, deleted, updated When the files used by the Block VO routines to read and Write the disk are opened an ''option" that insum that the data will not pass through any ZlNIX buffers is used. It is vitally important to the cotcect operatim of the Name Server that all writes to a device are exactly that, a write to a device, not to some system buffer.
Overlapping, or asynchronous UO, is accomplished through the tasking mechanism. While a task is waiting for its I/O to complete, another task may run and "launch" its YO. As each YO completes the compnding task is awakened. 
SMILE
Required Files
There are several Nes that must be present for the Name Server to operate comtly. Some of these files are configuration files which contain run-time configuration parameters, and others are data files used by the Name Server. The path names to all of these Nes ase obtained through calls to Resolvepath. 
Configuration files
Initialization
When the Name Server "comes up" (initializes) it goes h u g h a number of steps:
It initializes two of its log fdes: NSLog and NSCacheLog. The Name Server writes the c m n t time and the values of all the initialization parameters into the NSLog file. Cachelib writes to the NSCacheLag fie.
It discovers its own address by a call to ResolveNetAddr.
It reads a number of global parameters from the configuration frle. These parameters tell the Name Server the s i z of its memory cache, the number of stone fdes, the types (fie or device) of the store f h , and whether or not to do checksumming.
It initializes (zeros) its statistics records.
It initializes the storefiles with a call to the Cachelib mutine osf i n i t . During this step all repairs (if needed) to the store files am perfomed I€ there was a crash that left the store fde(s) in an inconsistent state Cachelib, using the transam 'on mechanisms, will correct the inconsistencies.
It builds and initiaks its memory cache with a call to the Cachelib routine occinit.
It builds the TrashHash table used by Shiv&
It forks the Shiva task.
It forks several tasks that service client requests.
Core files
If the Name Server detects an internal inconsiStency it will "crash". A crash is always done in two steps: it writes a message to the NSLog and then calls the CRASH macro. The CRASH macro e & the Crash pmcedwe passing it the name of the some file containing the c m n t l y executing procedure and the current line number. Crash 
. 1 How?
To preserve the integrity of the database, deletes are processed as follows:
all blocks (excluding the "last block") that have been modified are written as a transaction to the database.
the "last block" is deleted. If a crash occurs between these two steps an orphaned block can occur.
Why?
This problem has to do with histmy, cost, and time. When transaction procesSing was put into Cachelib we immediately knew there was going to be a problem with "deletes" and "creates". The transaction mechanism was designed so that the upper level (above Cachelib) software could control the blocks that are included in a tmsact~ 'On.
Obtaining and delering cachelib blocks is a problem because it operates at a level too low to be included in the transaction mechanism and it involved the update of two blocks (and the store fie header). Cachelib already had a c o r n and sophisticated algorithm for detecting and correcting partially allmted blocks. Rather than take the
