he electroencephalogram (EEG) signal has a wide range of applications in the humancomputer interface research areas. Its main application as a diagnostic tool is in the evaluation of cerebral function, especially in epilepsy, states of trauma and coma or cerebral infections.
Electroencephalographers have traditionally performed the detection of interictal activity visually. However, the spikes and sharp waves are sometimes difficult to detect reliably. This is due to the fact that normal brain activity, noise, instrumental artifacts and human artifacts can be misinterpreted as epileptic spikes. As a result, the presence of epileptic interictal activity is occasionally missed or incorrectly selected when manually reviewing EEG data. Moreover, this process is extensive and time consuming.
The development of processes and reliable methods for the automated detection of interictal activity in EEG recordings can be very useful. This ability especially holds true during long-term EEG monitoring sessions. In fact, these methods may be more useful if they are used as a support mechanism for the decisions made by EEG experts.
Quite a few methods for recognizing interictal spikes are currently available and can be found in the literature. They fall into mainly three categories (see Read more about it): 1) Using traditional recognition techniques, i.e. methods with a substantial mimetic component;
2) Using mathematical transforms, and 3) Using artificial neural networks. However, the existing programming tools do not combine the attributes of easy to use and affordability. The existing procedures for spike detection consist mostly of sequences of tasks such as manual data preparation, followed by the use of multiple software packages (for example, from a commercial EEG recording program into MATLAB). Thus, some manual work is required on the recorded EEG before the candidate spikes can be finally located. Other methods for automated spike detection require very expensive computer programs. The programming tool presented here was developed to overcome these two major disadvantages.
The research work described here was motivated by the acquisition of an Electrical Source Imaging system (ESI-256) by the National Science Foundation and the Center for Advanced Technology and Education of Florida International University. The system performs high-resolution external recordings of Electroencephalographic (EEG) activity. The research goal was to propose an Epileptiform Activity (EFA) detection method that combines traditional task with energy criteria. The method uses EFA descriptors based on EEG recordings to produce formulas that can be applied for fast and automated EFA detection. An easy to use programming package was developed to demonstrate the proposed method.
Spike related definitions
As mentioned, a variety of EFA detection methods currently exist. Most of these methods consider the sharp slope, duration and high amplitude (with negative electrical polarity) with respect to the background as the pertinent temporal features of the interictal spike. In addition, the spatial distribution of the epileptogenic activity is often considered. The goal of most existing methods is to reduce the amount of data that the electroencephalographer has to analyze. This reduction process allows them to focus solely on the epileptiform activity according to J. Gotman. In Fig. 1 , there are several examples of the different waveforms of the interictal spikes and spike and slow waves, recorded from different patients at Miami Children's Hospital (MCH) using the ESI-256 system. Note that the activity differs greatly from one patient to the next and, even, within recordings from the same patient. Thus, several different types of waveforms may be identified as interictal spikes.
Although each spike in Fig. 1 has a unique waveform, all of them do seem to follow the general pattern that characterizes the interictal spikes. This general waveform is simulated in Fig. 2 , along with the general features that identify a spike: its duration, amplitude, slope and peak sharpness. The points R, P and F in Fig.  2 consists of values in the x and y coordinates, with the x coordinate corresponding to the time (in seconds) and the y coordinate corresponding to the voltage (in µV).
There is an extensive list of characteristics established in the literature that serves as a guideline to establish and to declare the existence of a potential interictal spike. However, a study carried out by researchers at the Center for Advanced Technology and Education at Florida International University found that these characteristics do not apply in all cases. For this reason, this research work started by creating a database that could later serve as an alternative for extracting relevant infor-
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The database
The data consists of 127 spikes obtained from the EEG recordings of three epileptic patients during interictal activity (3323 sec total time). A 167-second EEG recording of a fourth patient containing 31 spikes detected by the physicians was used in order to check the algorithm's performance. In order to reduce unwanted noise, the recordings were sampled at 200 to 500 samples per second and bandpass filtered to a range of 0.13 Hz and 100 Hz.
These 127 EFAs contained in EEGs from epileptic patients were provided from the Brain Research Institute at the Miami Children's Hospital. Also, a database with all the EFA representative values was constructed. Throughout, this collection of data will be referred as the EFA database, but, due to its size, it will not be shown. Their values instead were consolidated in order to obtain the parameters shown in Tables 1 and 2 
Contour points
Since the proposed method attempts to make a clear distinction between a spike and background activity, some extra definitions were needed. To extract relevant information between the EFA and background, EFA delimiting points must be first determined. Two possible EFA shapes have been included in this investigation: 1) slow spikes and waves, and 2) sharp waves. The reason for investigating only these two forms is that only these two EFA types were present in the available database.
Throughout this article, the term "contour points" will be used extensively. Contour points will be defined as the set of five local extremum points that best describes the pertinent contour (i.e.: the characteristic shape) of an epileptiform signal pattern. The use of these points allows a more concise description of an EFA.
Contour points are defined as follows: Starting from current EEG sample S x , the five points will be distributed around this sample value. One contour point will be located to the left of S x and the remaining four points to the right of S x . Fig. 3 provides a graphical representation of this definition.
The point location depends on the current sample S x . The location of the first contour point P 1 (S x ) is the start of the potential EFA around point S x . From this point on, the subsequent points P 2 (S x ), P 3 (S x ), P4(S x ) and P5(S x ) are calculated as an alternate series of local extreme (local maximum and minimum) values.
Since there is no a-priori knowledge about an EFA's presence, the five contour points have to be calculated for each sample in the EEG. The contour points are the points that best represent a series of maximum and minimum values under certain conditions. The algorithm for point localization is consistent due to the fact that every sample located between P 1x (S x ) and P 2x (S x ) (see Fig. 3 ) produces the same series of contour points. However, there must be a welldefined EFA provided around the point S x . This assertion is illustrated with the software developed as part of this research endeavor.
The algorithm developed for the point searching follows rules regarding the relationships between local extreme points. At the same time, the algorithm takes into account an observed behavior in EEG's that involves the range of distance between each of these points in both axis directions.
For slow spike and waves, the meaning of the point locations is as follows: P 1 (S x ): Start of the spike, i.e. the point, where the signal increases toward a local maximum. P 2 (S x ): Peak of spike, i.e. the point, where the signal has a local maximum. P 3 (S x ): End of spike, i.e. the point, where the signal reaches its local minimum.
P 4 (S x ): Peak of wave, i.e. the point, where the wave shows a local maximum.
P 5 (S x ): End of wave, i.e. the point, where the wave ends.
For sharp waves, the first three points P 1 (S x ), P 2 (S x ), and P 3 (S x ) have the same meaning as just described, but are related to the sharp wave. The next points P 4 (S x ) and P 5 (S x ) arrange themselves according to the algorithm's rules. In most cases, they remain located near the position of point P 3 (S x ), if there is no wave following the spike. This fact indicates that they are irrelevant for calculation purposes. As a result, the algorithm recognizes the presence of a sharp wave instead of a slow spike and wave.
The procedure for the calculation of the local extrema is very simple. In order to search for a local extremum, left and right from each reference point, a dynamic window is used, whose width starts at 20 ms and ends at around 70 ms in the 3 rd search trial. These width values are then multiplied by a factor of two. We increase the search window size so that a possible wave after the spike can be detected.
Erroneous local minima/maxima are avoided because every time such points are detected, the calculation procedure continues searching for better points. We stretch the search interval around them with a range according to an acceptable spike and wave duration. In fact, points P1 through P5 in Fig. 3 are also local extrema, which are only valid in regions of a specific length. The slope is calculated everywhere with a simple algorithm, which recognizes the tendency even in signals that contain residual noise.
The five contour points are useful for computing EFA characteristic values, such as amplitude, duration, spike and wave relations, energy and power. In addition to these points, an interval in the EEG was defined to extract background information to be used later for ratio purposes. The EFA neighborhood consists of two intervals, Int NHl (S x ) and Int NHr (S x ). These intervals are located left and right from the potential EFA, respectively. The interval definition is as follows:
The values P 1x (S x ), P 3x (S x ) and P 5x (S x ) are the corresponding x values of the points P 1 (S x ), P 3 (S x ) and P 5 (S x ). In this research work, the contour points are used to compute the slow spike and waves' characteristics and the sharp waves' characteristics. For each characteristic, several parameters were calculated as shown in Table 1 and 2. This work takes into account absolute and conventionally used values, such as amplitude and duration. However, the aim of this research was to use coefficients formed by the division of energy and power values contained in EFA and in its surrounding background. The goal was to find rules that can be later used for EFA recognition. The contour points were used to calculate the aforementioned values for each potential EFA such that they could be compared with the computed standards shown in Table 1 and 2 to see if an EFA was present.
Descriptor functions
An analysis of Table 1 and 2 leads to the conclusion that the standard deviation is not undesirably high everywhere; moreover it is acceptable to combine all of these values in order to form a unique description index. Thus, this deviation could impede the use of the average as a representative value of the data set. Nevertheless, the aim of this article is to evaluate whether a set of obtained EFA characteristic values from future EEG recordings can be somehow compared with the table values.
To achieve this, a definition of a response function is proposed, whose value increases gradually from zero to one on a 100% scale. This function is an approximation function built using the 127 computed values (see box) for EFA. The general behavior of this criterion or descriptor function is best illustrated in Fig. 4 .
To build the function, the values in the EFA database have been ordered in an ascending way for each concept (amplitude, duration, etc) . In a further step, the newly obtained point sequence was approximated by a probability distribution function. That is, a function whose value is the probability that the experimental measure of the magnitude under study is smaller than a specific selected value (in this case the input parameter). For this purpose, the Weibull distribution was chosen due to its ability to adjust its shape to symmetric or non-symmetric value distributions, as well as the availability of practical methods to extract its two parameters. The Weibull distribution is as follows:
Another reason for using a Weibull distribution is that it is very easy to compute. Also, it can be modeled with a normal distribution if the α parameter is found to be very close to 2. Thus, seven criterion functions have been defined for slow spike and waves and five for sharp waves. (These criteria will be described in the next section.)
The α and β parameters for each of the descriptors are taken from Tables 1  and 2 . These parameters are calculated using a simple optimization procedure. The α parameter was varied through a range between 1 and 4 (otherwise it would produce a very pronounced distribution). For each α, the value of β was varied in a region around 0.5*T 0 and 2*T 0 , where T 0 is the average value for each position (amplitude, duration, etc). Then the optimum parameters are the values α and β that produce the minimum sum of deviations between the function value and the statistical distribution constructed from the spike database for each position. For the construction of the statistical distribution we used the collection of spike data (EFA database). In this way, we are looking for the closest Weibull distribution to fit our data.
The procedure to construct the descriptor factors is as follows: For example, to calculate the amplitude descriptor for a potential sharp wave (sw) around sample number S x , the fol- lowing average formula was used: Average amplitude at S x = (Raising peak height + Falling peak depth/2 (4) = [ |P 2y (S x ) -P 1y (S x )| + |P 2y (S x ) -P 3y (S x )| ] / 2 where the values P 1y (S x ), P 2y (S x ) and P 3y (S x ) are the corresponding y values of these points. If we pass this result as a parameter to the descriptor function and use the information extracted from the spike database (Table 2) , we obtain: D Amp, sw (S x ) = 1-exp [ (Average Amplitude at S x ) / β Amp,sw ] _ αAmp, sw (5) which yields a value between zero and one. The value can be interpreted as the probability that the signal around point S x meets the amplitude requirements of a sharp wave.
The procedure for constructing the other descriptor components is the same. If the duration is analyzed, the algorithm calculates the countor points for the current point S x and then subtracts their x-values to determine the duration. Then, the distribution function is constructed using the corresponding parameters given in Table 1 and 2 for each situation. In general, the region for a slow spike and wave candidate is defined from point P 1 to point P 5 , while the region for a sharp wave candidate is the interval P 1 to P 3 .
The energy of the signal in a certain region is defined as the sum of squares of the signal multiplied by the time ∆t between two consecutive measurements, i.e.:
Energy(S x ) = Σ S i2 * ∆t The index i stands for all the points in the interval [P 1x (S x ), P 3x (S x )] for a sharp wave and in the interval [P 1x (S x ), P 5x (S x )] for a slow spike and wave. For the time interval ∆t, the inverse of the sampling frequency can be used instead.
The power of a signal in a certain region is defined as its energy divided by the region length in time units. Therefore, it can also be calculated as:
Power(S x ) = Σ S i 2 / n where n stands for the number of data points in the analyzed region.
An overall EFA presence descriptor
So far the descriptors used for EFA detection in this work have been presented. All these descriptors' output values are between zero and one. This way the degree in which the signal around sample Sx can be interpreted as an EFA following a certain criterion can be expressed; i.e., the signals around the sample number S x meet certain EFA criteria. The descriptors provide a rough classification of EFA signals if they are taken separately. This work proposes to combine all the descriptors together in a geometric mean calculation. This way we avoid reaching zero in subsequent multiplication. The overall descriptor is calculated as:
PD EFA (S x ) = Π D j (S x ) (6) where j is the descriptor index (1 through 7 for a slow spike and wave and 1 through 5 for a sharp wave).
We calculate for a candidate slow spike and wave around sample Sx the following values:
• and then construct an overall descriptor for the detection of a slow spike and wave around sample S x in the following way:
Similarly, for a candidate sharp wave around sample S x , we first need to calculate the following values:
• ground region, which is left and right to the potential spike and wave (see equations (1) and (2)).
The descriptors can be used as an EFA presence probability. A descriptor value of 0.51 indicates that according to our database, an EFA is present with a probability of 51%. A value of 50% has been defined to conclude about EFA presence. The developed software does allow alteration of this limit. Figure 5 shows a possible behavior of the final descriptor versus the sample number. Note that the values are normalized between zero and one. In a second program stage, artifacts like electrocardiograms are detected and the outcome of the descriptor is set to zero around such samples.
The procedure to recognize electrocardiogram artifacts is based on a periodicity inspection of EFA candidates. Artifacts like muscle movements have not been taken into account but will be analyzed in a future research. Tables 1 and 2 for the EFA database show large differences between minimum and maximum values, due to the presence of insignificant as well as very pronounced EFA in the database. Nevertheless, a standard deviation calculation was executed to prove that the data is usable. Their values are shown in column 4. They also lead us to the conclusion that the database can be used to form standards in our work. Although the size of the database does not allow the making of final conclusions about coefficients, satisfactory results were obtained.
Data preparation

Developed programming package
The developed programming tool was written using Borland Delphi 5. The reason is that Delphi is one of the most efficient programming environments available for scientific calculation purposes.
The software handles all the required information about EEG processing, such as channel study involving calculation of time derivatives, variance of interval representative values and so forth. An easy-to-use module is provided in which the program user can load the EEG recording directly from the ESI-256 machine. Commands are available for marking the EFAs' and for creating an EFA database.
The first step toward working with the tool was achieved by going directly into the EEG Working Panel and loading an EEG recording. Once the EEG is loaded, a process for the calculation of the descriptors of each channel is initiated (see Fig. 6 ). The EFA localization can also be achieved for the entire EEG. Figure 7 shows the EFA location window.
Results and discussion
To measure the performance of the algorithm, it is necessary to compare its results with a norm. In this case, the identification of spikes in the EEG by the medical advisors is the norm.
An EFA is labeled a true positive (TP) if the program and at least one of the medical advisors come to the same conclusion when identifying a spike. A false positive (FP) occurs when the program identifies a signal as an EFA, but no medical advisor identifies that signal as such. A false negative (FN), on the other hand, is a signal that was identified by at least one of the medical advisors as an EFA, but not identified by the program.
True negatives (TN) are the regions where neither the medical advisors nor the algorithm can identify an EFA. In EEG recordings with no spikes, every sample can be counted as a TN. Since it is impossible and impractical to count the existence of non-spikes in EEG recordings, this label is obviously not an issue.
With these terms, the following set of parameters may be introduced:
1. Sensitivity (S): Proportion of positive recognition by the algorithm to the number of spikes that are actually present. It may be calculated as:
2. Precision (P): Proportion of the number of correct identifications made by the algorithm to the total number of identifications made by the algorithm. It is defined: In this research, the EEG recordings from a fourth patient with 31 spikes already marked by the technician were applied to the algorithm. Table 3 shows the number of true positives, false positives and false negatives as well as sensitivity and precision obtained by the program for each patient.
In the study by Gotman et al, they obtain the results for their system based on the spike recognition in EEG recordings of 20 patients. They attained 67% sensitivity and 72% precision, what is actually accepted to be a norm. In this work, the sensitivity and the precision obtained for the fourth EEG are S = 65% and P = 91%. A comparison between these results and the accepted norms shows that the method performs well and can provide helpful assistance to electroencephalographers.
Nevertheless, we consider the technique used by Gotman et al as unique and creative. The reason being they consider as part of the detection process the state of the subject (i.e. sleep, awake, restful) such that they are able to reduce the number of false positives. Therefore, their technique could achieve better results than most of the existing systems.
Conclusions and recommendations
To attempt a more accurate identification of spikes, we formulated characteristics drawn from experimental observation and developed a new algorithm to interpret such characteristics. The insertion of a spike neighborhood facilitates the distinction of a spike from the background. The inclusion of energy ratios can be used to achieve a more accurate spike recognition. This is due to the fact that the obtained precision is high in comparison with the declared performance of other existing methods.
However, the presented approach doesn't recognize effectively consecutive spikes in the time domain. The reason is the definition of the spike neighborhood used in order to isolate the spike. However, further research can be done to solve this problem.
In subsequent research, the following issues will be addressed in order to improve the proposed technique:
• Analysis of artifacts like muscle movements
• Detection of consecutive spikes and waves
• Insertion of more patients such that the database includes more general information.
• Combination of an existing longterm clinical monitoring application (available at Miami Children's Hospital) with this programming tool. The goal is to modify and connect the proposed software to an EEG recording machine working in real-time, such that all the information about the detected EFAs (like channel and time of occurrence) can be stored and printed by request after each monitoring session. Table 3 
