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SECTION1
Introduction
1.1 Testing Heuristics, we have it all wrong
Imagine, one day you want to buy a horse, and not just any horse, but the best horse
in the world. You want that single horse, that will make you win the gold medal at
the London 2012 Olympic games. Hence, you search all newspapers and reports of
the last years, and you quickly find out that this special horse is called Secretariat.
Secretariat is one of only two horses that ever broke the two minute frontier in the
Kentucky Derby, and is widely acknowledged to be the fastest horse in the history of
horse racing. And, more importantly, he is for sale.
A few weeks pass, and together with the best horse, you have invested in the best
trainers, the best jockey, the best stables and the best food, such that all parameters
that might influence the performance of your horse are optimal. Nothing can get
between you and the gold medal, you are sure of that.
Finally the day is there, the Olympic anthem is played, and the flag is hoisted into
the air. Your horse is next, its name resounds through the stadium. And then ..., the
music starts. “Dance of Devotion”; the same song Anky van Grunsven had, when she
won her gold medal in 2008, and now its your turn.
Of course, you became last; you bought a race horse and let it compete in a dressage.
An attempt that is not only utterly useless, but also shows a lack of knowledge about
horses. Still, in the field of evolutionary algorithms, this happens all the time. A horse
race is the common practice; algorithms compete on different kinds of benchmarks and
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the one that reaches the finish line first is the winner. And, just as in the example,
this winner is then used in a wide range of applications that have nothing to do with
the original benchmark. In other words, the race horse is put in the dressage stadium.
Even if this special race horse is capable of performing a gold-medal dressage, it is
often the case that it was fully prepared for running, while a dressage would require a
different trainer, a different jockey and possibly a different diet and horseshoes.
Therefore, there is no such thing as the ‘best horse’. Which one is the best fully
depends on what you intent to do with it, and how it is prepared. The same thing
holds for evolutionary algorithms; letting them compete in a horse race and awarding
the champion as being ‘the best horse’ is just doing it wrong.
1.2 Parameter Tuning and Scientific Testing
in Evolutionary Algorithms
In this thesis we address this issue of evaluating and comparing evolutionary algorithms,
and more specific, the role of parameter tuning in this context. The subject of this thesis
is heavily inspired by the 1995 publication by J.N Hooker titled ”Testing Heuristics:
We Have It All Wrong”[71], in which Hooker criticizes the current paradigm of testing
heuristics (such as evolutionary algorithms). He concludes that we have confused
research with development, and focused on showing that our new algorithm performs
better than the current state-of-the-art, rather than why. In this thesis we take the
same stance, but focus on how parameter tuning can be used for a more ”scientific
approach” to testing heuristics.
To this end, we first give a general introduction of designing evolutionary algorithms
in Chapter 1. There we address which questions arise and what decisions need to
be made in such a process. Furthermore, we introduce the different terms related to
algorithms, parameters and parameter tuning that are used throughout this thesis. We
conclude this chapter by identifying two different approaches for comparing algorithms,
namely competitive and scientific testing, and relate these to the issues that arise when
designing algorithms. Most parts of this chapter originate from [42] and [40].
In Chapter 2, we give an extensive overview of the current approaches to automated
parameter tuning, and we introduce three taxonomies by which these can be classified.
We classify each of the approaches by the taxonomies and compare them based on
theoretical arguments. The performance of the state-of-the-art approaches are then
thoroughly tested by means of a big experiment, in which each of them needs to tune
an advanced algorithm on a well-known test suite. We end this chapter with some
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conclusions and recommendations about the use of the parameter tuners in different
situations. Most parts of this chapter originate from [42], [105], [131], and [132].
Chapter 3 contains the results of three case studies that are conducted, each of which
had a different goal. They are used to illustrate how parameter tuning can be used
to improve the current practice of competitive testing for benchmarking, competitive
testing for comparison, and the use of parameter tuning in scientific testing. Most
parts of this chapter originate from [127], [129], [128], and [58].
In the fourth chapter, we discuss possible future use of parameter tuning methods
in different areas. We show how it can be used for numerical optimization of noisy
fitness landscapes, and the role that parameter tuning methods can have in parameter
control. Most parts of this chapter originate from [42] and [85].
The thesis ends with a general discussion and conclusions about parameter tuning
and scientific testing. It summarizes the thesis, and addresses the question that is
fundamental to it: if we are all doing it wrong now, what is the correct way?

I
ALGORITHM DESIGN IN
EXPERIMENTAL RESEARCH
“Countless hours are spent crafting the fastest possible code and
finding the best possible parameter setting in order to obtain
results that are suitable for publication”
– J.N. Hooker

Algorithm Design in
Experimental Research
ABSTRACT
In this chapter we present a conceptual framework for parameter tuning
based on a three-tier hierarchy consisting of a problem, an evolutionary
algorithm (EA), and a tuner. Furthermore, we distinguish problem instances,
parameters, and EA performance measures as major factors, and discuss
how tuning can be directed to algorithm performance and/or robustness.
Finally, we elaborate on the differences between competitive testing and
scientific testing and discuss how both of them can be used to improve the
common practice when comparing and testing evolutionary algorithms.
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SECTION 1.1
Evolutionary Algorithm Design
1.1.1 Introduction
Evolutionary algorithms (EAs) form a class of heuristic search methods based on
a particular algorithmic framework whose main components are variation operators
(mutation and recombination) and selection operators (parent selection and survivor
selection), cf. [43]. The general evolutionary algorithm framework is shown in Figure 1.
A decision to use an evolutionary algorithm implies that the user adopts the main
design decisions that led to the general evolutionary algorithm framework. That is, the
decisions to use a population, manipulated by selection, recombination, and mutation
operators follow automatically, the user only needs to specify “a few” details. In the
following we use the term parameters to denote these details.
!"#$%&'
!"#$%&!'$($)&*+%
, *&* (* &*% " -" +%
!+./("&*+%
0$)+12*%"&*+%
3/&"&*+%
455'.#*%6
7$#1*%"&*+%
8/#9*9+#!'$($)&*+%
Figure 1: General framework of an evolutionary algorithm.
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1.1.2 Evolutionary Algorithms and Parameters
In these terms, designing an EA for a given application amounts to selecting good
values for the parameters. For instance, the definition of an EA might include setting
the parameter crossoveroperator to onepoint, the parameter crossoverrate to
0.5, and the parameter populationsize to 100. In principle, this is a sound naming
convention, but intuitively there is a difference between choosing a good crossover
operator from a given list of three operators and choosing a good value for the related
crossover rate pc ∈ [0, 1]. This difference can be formalized if we distinguish parameters
by their domains. The parameter crossoveroperator has a finite domain with no
sensible distance metric or ordering, e.g., {onepoint, uniform, averaging}, whereas
the domain of the parameter pc is a subset of IR with the natural structure for real
numbers. This difference is essential for searchability. For parameters with a domain
that has a distance metric, or is at least partially ordered, one can use heuristic search
and optimization methods to find optimal values. For the first type of parameters this
is not possible because the domain has no exploitable structure. The only option in
this case is sampling.
The difference between two types of parameters has already been noted in evo-
lutionary computing, but various authors use various naming conventions (Table 1).
For instance, [18] uses the names qualitative and quantitative parameters, [147] distin-
guishes symbolic and numeric parameters, in [21, 76] categorical and numerical is used,
while [94] refers to structural and behavioral parameters. Furthermore, [105] calls un-
structured parameters components and the elements of their domains operators. In the
corresponding terminology, a parameter is instantiated by a value, while a component
is instantiated by allocating an operator to it. In the context of statistics and data
mining one distinguishes two types of variables (rather than parameters) depending on
the presence of an ordered structure, but a universal terminology is lacking here too.
Commonly used names are nominal vs. ordinal and categorical vs. ordered variables.
From now on we will use the terms qualitative parameter and quantitative parameter.
For both types of parameters the elements of the parameter’s domain are called
parameter values and we instantiate a parameter by allocating a value to it. In practice,
quantitative parameters are mostly numerical values, e.g., the parameter crossover
rate uses values from the interval [0, 1], and qualitative parameters are often symbolic,
e.g., crossoveroperator. In theory, a set of symbolic values can be ordered too,
for instance, we could sort the set {averaging, onepoint, uniform} alphabetically.
However, in practice it would not make much sense to make crossoveroperator a
quantitative parameter by such a trick.
It is important to note that the number of parameters of EAs is not specified in
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Table 1: Pairs of terms used in the literature to distinguish two types
of parameters (variables).
Parameter with an Parameter with an
unordered domain ordered domain
qualitative quantitative
symbolic numeric
categorical numerical
structural behavioral
component parameter
nominal ordinal
categorical ordered
general. Depending on particular design choices one might obtain different numbers of
parameters. For instance, instantiating the qualitative parameter parentselection
by tournament implies a new quantitative parameter tournamentsize. However,
choosing for roulettewheel does not add any parameters. This example also shows
that there can be a hierarchy among parameters. Namely, qualitative parameters may
have quantitative parameters “under them”. If an unambiguous treatment is required,
then we can call such parameters sub-parameters, always belonging to a qualitative
parameter. In [76] such parameters are called ’conditional parameters’.
The distinction between qualitative and quantitative parameters naturally supports
a distinction between algorithms and algorithm instances. This view is based on
considering qualitative parameters as high-level ones that define the main structure
of an (evolutionary) algorithm, and look at quantitative parameters as low-level ones
that define a specific variant of this method. Following this naming convention an
evolutionary algorithm is a partially specified algorithm, fitting the framework shown
in Figure 1, where the values to instantiate qualitative parameters are defined, but the
quantitative parameters are not. Hence, we consider two EAs to be different if they differ
in one of their qualitative parameters, for instance, use different mutation operators. If
the values for all parameters are specified then we obtain an evolutionary algorithm
instance. Table 2 illustrates this matter by showing three EA instances belonging to
just two EAs. Mind that, although here we focus on evolutionary algorithm, this is
true for each algorithm with a deep parameter hierarchy.
This terminology enables precise formulations, meanwhile it enforces care with
phrasing. Observe that the distinction between EAs and EA instances is similar to
distinguishing problems and problem instances. If rigorous terminology is required
then the right phrasing is “to apply an EA instance to a problem instance”. However,
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A1 A2 A3
QUALITATIVE PARAMETERS
Representation bitstring bitstring real-valued
Recombination 1-point 1-point averaging
Mutation bit-flip bit-flip Gaussian N(0,σ)
Parent selection tournament tournament uniform random
Survivor selection generational generational (µ,λ)
QUANTITATIVE PARAMETERS
pm 0.01 0.1 0.05
σ n.a. n.a 0.1
pc 0.5 0.7 0.7
µ 100 100 10
λ n.a. n.a 70
κ 2 4 n.a
Table 2: Three EA instances specified by the qualitative parameters
representation, recombination, mutation, parent selection, survivor
selection, and the quantitative parameters mutation rate (pm), muta-
tion step size (σ), crossover rate (pc), population size (µ), offspring
size (λ), and tournament size (κ). In our terminology, the instances
in columns A1 and A2 are just variants of the same EA. The EA
instance in column A3 belongs to a different EA, because it id different
in its qualitative parameters.
such rigor is not always needed, and formally inaccurate but understandable phrases
like “to apply an EA to a problem” are acceptable if they cannot lead to confusion.
Furthermore, we can distinguish so-called structural tuning and (quantitative)
parameter tuning [20] in a formal way: structural tuning takes place in the space
of qualitative parameter values. In contrast, the term parameter tuning, for which
we commonly leave out the term ‘quantitative’, refers to searching through space of
quantitative parameter values.
1.1.3 Problem Solving vs. Parameter Tuning
To obtain a detailed view on tuning, we distinguish three layers: application layer,
algorithm layer, and design layer, see Figure 2. As this figure indicates, the whole
scheme can be divided into two optimization problems that we refer to as problem
solving and parameter tuning. The problem solving part consists of a problem at the
application layer and an EA on the algorithm layer trying to find an optimal solution
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Design Layer
Algorithm Layer
Application Layer
optimizes
optimizes
Design Layer
Algorithm Layer
Application Layer
algorithm quality
solution quality
{
{
parameter tuning
problem solving
Figure 2: Control flow (left) and information flow (right) through the
three layers in the hierarchy of parameter tuning.
Problem solving Parameter tuning
Method at work evolutionary algorithm tuning procedure
Search space solution vectors parameter vectors
Quality fitness utility
Assessment evaluation testing
Table 3: Vocabulary distinguishing the main entities in the context of
problem solving and parameter tuning.
for this problem. Simply put, the EA is iteratively generating candidate solutions
seeking one with maximal quality. The parameter tuning part contains a ‘tuner’ that is
trying to find optimal parameter values for the EA on the algorithm layer. This could
either be a human, configuring the algorithm by hand, or some kind of automated
approach. Similarly to the problem solving part, this tuner is iteratively generating
parameter vectors seeking one with maximal quality, where the quality of a given
parameter vector is based on some kind of measure of the EA performance using the
values of it. To avoid confusion we use distinct terms to designate the quality function
of these optimization problems. Following the usual EC terminology, we use the term
fitness for the quality of candidate solutions of the problem on the application layer,
and the term utility to denote the quality of parameter vectors. Table 3 provides a
quick overview of the related vocabulary.
With this nomenclature we can formalize the problem to be solved by the algorithm
designer if we denote the qualitative parameters and their domains by q1, . . . , qm and
Q1, . . . , Qm, likewise using the notation r1, . . . , rn and R1, . . . , Rn for the quantitative
parameters.1 The problem of parameter tuning can then be seen as a search problem
1Observe that by the possible presence of sub-parameters the number of quantitative parameters n
depends on the instantiations of q1, . . . qm. This makes the notation somewhat inaccurate, but we use
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〈S, u〉 in the parameter space
S = Q1 × · · ·×Qm ×R1 × · · ·×Rn (1.1.1)
using a utility function u, where the utility u(p¯) of a given parameter vector p¯ ∈ S
reflects the performance of EA(p¯), i.e., the evolutionary algorithm instance using the
values of p¯, on the given problem instance(s). Solutions of the parameter tuning problem
can then be defined as parameter vectors with maximum utility. Given this conceptual
framework, it is easy to distinguish the so-called “structural” and “parameter” tuning
[20] in a formal way: structural tuning takes place in the space S = Q1 × · · · × Qm,
while parameter tuning refers to searching through S = R1 × · · ·×Rn.
Now we can define the utility landscape as an abstract landscape where the locations
are the parameter vectors of an EA and the elevation reflects utility. It is obvious
that fitness landscapes –commonly used in EC– have a lot in common with utility
landscapes as introduced here. To be specific, in both cases we have a search space
(candidate solutions vs. parameter vectors), a quality measure (fitness vs. utility) that
is conceptualized as a measure of height, and a method to assess the quality of a point
in the search space (fitness evaluation vs. utility testing). Finally, we have a search
method (an evolutionary algorithm vs. a tuning procedure) that is seeking for a point
with maximum height.
First of all, fitness values are most often deterministic – depending, of course, on the
problem instance to be solved. However, the utility values are always stochastic, because
they reflect the quality of an EA, which is a stochastic search method. This implies
that the maximum utility sought by tuning needs to be defined in some statistical sense.
Second, the notion of fitness is usually strongly related to the objective function of the
problem on the application layer, and differences between suitable fitness functions
mostly concern arithmetic details. The notion of utility, however, depends on the
metrics used to define the quality of EA, which in its turn depends on the preferences of
the user. Namely, the definition of the quality of an algorithm is most likely different per
person, and consist of two main ingredients: preferences about algorithm performance
and algorithm robustness.
Summarizing, the core of our terminology is as follows:
1. Solution vectors have fitness values, based on the objective function related to
the given problem instance to be solved.
2. EA instances have performance values, based on information regarding fitness
and running time on one or more problem instances (objective functions).
it for sake of simplicity.
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Figure 3: Generic scheme of parameter tuning showing how good
parameter values depend on four factors: the problem(s) to be solved,
the EA used, the utility function, and the tuner itself.
3. Parameter vectors have utility values, defined by some function that aggregates
the performance values of the corresponding EA instance.
Figure 3 illustrates the matter in a graphical form. It shows that the solutions of a
tuning problem depend on the problem(s) to be solved, the EA used, and the utility
function. Adding the tuner to the equation we obtain this picture showing how a set
of good parameter values obtained through tuning depends on four factors.

SECTION 1.2
Algorithm Quality
1.2.1 Algorithm Performance
For researchers and practitioners, performance is probably the most commonly used
quality indicator of an algorithm, setup, or set of parameter values. In most cases, one
needs to find the set of parameter values for a particular algorithm on a particular (set
of) problem(s) with the highest possible performance. In a business context this means,
that one seeks an algorithm instance that provides a good solution at low computational
costs, for a given practical problem. In an academic context, a researcher is typically
after an instance of his/her newly invented EA that outperforms some benchmark
(evolutionary) algorithms on some benchmark problems. Adopting the terminology of
Hooker [71], we refer to this as competitive testing, since it amounts to configuring some
evolutionary algorithm driven by only a quality indicator. Simply put, competitive
testing is solely aiming at obtaining an algorithmic design that meets some success
criterion, for instance, beat some actual benchmark. How the corresponding parameter
values are found, or the reason behind this choice of values is irrelevant in such a purely
competitive approach.
This makes algorithm design, and parameter tuning easy. It only amounts to defining
an appropriate quality indicator before the actual search for good configurations and
parameter values is started. After that, by comparing the qualities of different settings
one obtains a single design as output. Namely, the design that resulted in the best
possible utility. This can then be reused to solve very similar problems it was tuned
for, over and over again. One can for example, think of a delivery company that uses
an evolutionary algorithm to schedule the delivery of packages throughout the country
every day. Since each day a problem has to be solved, that is very similar to the
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previous, such a company is solely interested in the algorithm setup that delivers the
best possible result. Or, from an academic application, the setup that makes you win
a competition or get your paper published.
In general, there are two atomic performance measures for EAs: one regarding
solution quality and one regarding algorithm speed. Most, if not all, performance
metrics used in EC are based on variations and combinations of these two. Solution
quality can be naturally expressed by the fitness function the EA is using. As for
algorithm speed, time or search effort needs to be measured. This can be done by, for
instance, the number of fitness evaluations, CPU time, wall-clock time, etc.
Then there are three main approaches in defining algorithm performance in one
single run, namely:
• Given a maximum running time (computational effort), algorithm performance
is defined as the best fitness at termination.
• Given a minimum fitness level, algorithm performance is defined as the running
time (computational effort) needed to reach it.
• Given a maximum running time (computational effort) and a minimum fitness
level, algorithm performance is defined through the boolean notion of success: a
run succeeds if the given fitness is reached within the given time, otherwise it
fails.
Obviously, by the stochastic nature of EAs, multiple runs on the same problem
are necessary to get a good estimation of performance. By aggregating the measures
mentioned above over a number of runs, we obtain the three performance metrics
commonly used in evolutionary computing, cf. [43, Chapter 14]:
• MBF (mean best fitness),
• AES (average number of evaluations to solution),
• SR (success rate),
respectively. As an example, the previously mentioned delivery company would be
interested in the cheapest possible schedule that can be found within the small time-
frame between collecting the orders, and the first car leaving the building. Hence, the
design with the best mean best fitness (the costs of the schedule) is preferred. The
second kind of approach is most commonly used in scientific applications. Here, the
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Figure 4: Hypothetical results of the runtime distribution of an algo-
rithm using two different parameter vectors. Y-axis shows the time
needed to find a solution.
interest is often in algorithm speed, rather than solution quality. The third one is
again commonly used in industry, and, to be more precise, in reoccurring satisfaction
problems. In terms of the delivery company, think of a problem in which there are
many houses that need visiting, and products that have to be delivered that specific
day. The main interest is now to find a schedule that satisfies all these constraints,
rather than finding the fastest or cheapest one. Therefore, the design with the highest
‘success rate’ is preferred.
Obviously, the chosen performance metrics influences the shape of the utility
landscape, and therefore the choice of the best design. However, straightforward as
they are, these measures are not always appropriate. For example, in Figure 4 we
have depicted hypothetical results for one algorithm on one application, but with two
different parameter vectors.
It is immediately clear that both show completely different results, but which one
of them is best is not so obvious. This depends on the preferences of the user, and the
particular environment where the algorithm is used. Using the parameter vector A,
the algorithm never reaches the level of speed that is reached using vector B. However,
it always terminates within a reasonable amount of time, in contrast to vector B that
sometimes requires more than a day to finish. Depending on the application, this could
be acceptable or not.
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The most prominent problem in this context is the possibly large variance in the
data, i.e., the performance results of the EA in question. If this is the case, then
using the mean (and standard deviation) may not be meaningful and the use of the
median or the best fitness can be preferable[12]. Furthermore, in some applications the
algorithm is not even required to perform good on average, but should have a high peak
performance[38]. For instance, rather than a single run each day, the delivery company
could run the algorithm 10 times, and only use the best found schedule. In this case,
an algorithm setup with the highest expected maximum performance over 10 runs is
preferred over a configuration with a high average. This demonstrates that one should
be careful when adopting results that are optimized using a different quality indicator.
Furthermore, it also shows that in order to reach the desired outcome, the performance
metric has to reflect the specific preferences in order to select the ‘best’ EA instance
for that particular application. In general, such a measure can be rarely defined as
just an average, and often requires certain properties related to the robustness of the
algorithm (instance).
1.2.2 Algorithm Robustness
Regarding robustness, the first thing to be noted is that there are different interpre-
tations of this notion in the literature. The existing (informal) definitions do have
a common feature: robustness is related to the variance of algorithm performance
across some dimension. However, they differ in what this dimension is. To this end,
there are indeed more options, given the fact that the performance of an EA (instance)
depends on 1) the problem instance it is solving, 2) the parameter vector it uses, 3) the
random seed used to realize stochasticity. Therefore, the variance of performance can
be considered along three different dimensions: parameter values, problem instances,
and random seeds, leading to three different types of robustness.
Table 4 summarizes our terminology regarding robustness showing six adjectives
that can be used as context specific replacements of the term robust. For a good
understanding, it is important to note that the concepts in the left column (those
under ‘WIDTH’) are not the opposites of the ones in the right column (those under
’HEIGHT’) as shown in Figure 5. In the following three subsections, we will describe
each of the rows in more detail.
Despite the fact that in many real-world applications robustness is very important,
it is in general, except for the success rate, less used as an objective of algorithm design
than the previously mentioned performance measures that are simply averages.
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ROBUSTNESS AS LARGE VALUE FOR
VARIANCE ACROSS WIDTH HEIGHT
Problem instances widely applicable fallible
Parameter values tolerant tuneable
Random seeds successful unstable
Table 4: Six notions related to robustness, based on the variance of
algorithm performance across different spaces and directions (width
vs. height). The notions tolerant and tuneable apply to EAs, the other
four to EA instances or parameter vectors. See text and Figure 5 for
more details.
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Figure 5: Illustration of algorithm applicability (A), fallibility (B),
tolerance (C), tuneability (D). See the text for detailed explanation.
1.2.2.1 Robustness to Changes in the Problem Specification
In the simplest case, we are tuning an evolutionary algorithm A on one problem type
f . Then the utility of a parameter vector p¯ is measured by the performance of the
EA instance A(p¯) on different instances of f , or different seeds for the algorithm
that is solving a single instance of f (Section 1.2.2.3). In this case, tuning delivers a
specialist, that is, an EA instance that is very good in solving type f problems, with
no claims or indications regarding its performance on other problems. This can be
a satisfactory result if one is only interested in solving problems of type f . However,
algorithm designers in general, and evolutionary computing experts in particular, are
often interested in EA instances that work well on many, sometimes very different,
objective functions. In such a case, tuning is performed on a test suite consisting of
many test functions f1, . . . , fn and is aimed at finding a generalist.
The left diagram of Figure 5 illustrates this matter, exhibiting EA performance
across a range of problems. Based on this performance curve we define two properties.
If the height of the curve (Max−Min, shown by the arrow B) is large, we call the EA
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fallible, because it can fail greatly on some problems. If the width (shown by the arrow
A) is large, we call the EA widely applicable. Note that the length of arrow A depends
on the performance threshold T. This means that we consider an EA applicable to a
problem if its performance exceeds this threshold. Other measures of width or height,
or even the two combined (such as standard deviation) are also possible. For the
historically inclined readers, the famous figures in the classic books of Goldberg [54,
pg. 6], and Michalewicz, [99, pg. 292] refer to this kind of robustness.
Selecting designs based on their on applicability (width) means that one is looking
for a design that makes the algorithm reach an acceptable performance on a wide
range of problems. Although such an approach would deliver a true generalist, it is
highly dependent on the choice of thresholds. Furthermore, one can imagine that a
certain design solves 95% of the problems perfectly, but completely fails in solving the
other 5%. Such a vector would have a worse average performance than a design that
performs reasonably good on all problems. This might in some applications not be
a desired property, hence manual inspection would be needed for selecting based on
applicability.
A preference for a low fallibility (height) means that the difference between the
performance on different problems has to be as small as possible. Obviously, the fact
that solutions to different problems often have different scales of quality raises issue
here, but also the lack of any minimal performance conditions requires a bit of attention.
A design that always terminates with the worst possible value of 0 has a height of zero,
and therefore the best possible fallibility. So it is clear that preferences about fallibility
must coincide with applicability or other performance indicators.
Furthermore, it should be noticed that these notions of robustness are applicable
to EA instances, and not to EAs. The reason is simple: to measure performance one
needs to have a fully specified EA instance A(p¯). This A(p¯), and/or the parameter
vector p¯ are robust (fallible, widely applicable), rather than the EA itself. However,
it can be argued that it is possible to extend this notion of robustness to EAs. To
illustrate this, assume a diverse set of problem instances F and two evolutionary
algorithms A and B. Furthermore, assume that A is able to solve, or reach a certain
threshold T , all instances from F by just using two different instances A(p¯1) and
A(p¯2), specified by the parameter vectors p¯1 and p¯2. Now, if B needs three of more
instances (parameter vectors) for the same results F , then this makes B less robust in
the parameter space given a certain set of problems. Since this measure aggregates
over all possible parameter values, optimizing this quality requires a search through
the qualitative parameters and is therefore applicable to EAs rather than instances.
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1.2.2.2 Robustness to Changes in Parameter Values
Another popular interpretation of algorithm robustness is related to performance
variations caused by different parameter values. This notion of robustness is defined for
EAs. Of course, it is again the EA instance A(p¯) whose performance forms the basic
measurement, but here we aggregate over all possible parameter vectors. The right
diagram of Figure 5 shows the performance of A(p¯) for different values of p¯. In other
words, it is a plot of the utility values belonging to different parameter vectors. Based
on this curve we define two properties. If the height of the curve (Max−Min, shown
by the arrow D) is large, then we call the EA tuneable, because it can be made much
better or worse by selecting different parameter values.1 If the size of the parameter
space leading to acceptable performance (shown by the arrow C) is ’large enough’, then
we call the EA tolerant. Note that the length of arrow C depends on the performance
threshold T, that defines what acceptable performance is. Furthermore, it can be
measured per parameter individually, on groups of parameters, and on the algorithm
as a whole.
However, measuring robustness to changing parameters is not straightforward,
since the parameter-space is often high dimensional. One approach is to measure the
area of the parameter-space that leads to a certain minimal performance, or, in other
words, the percentage of parameter vectors that lead to a certain minimal performance.
Parameter entropy [130] is such a measure that can indicate the robustness of numerical
parameters, qualitative parameters, and algorithms as a whole.
Algorithms with a high tolerant parameters are very useful for users that are willing
to invest some, but limited, tuning effort. In many cases, a specific parameter needs
different settings for each problem, therefore it will not be very widely applicable.
However, it could still be that a large area of the parameter space leads to success,
although this area is different for each specific problem. In such a case, investing
just a little bit of time is enough to find this specific area with high performing
parameter vectors. Especially if running the algorithm is computational expensive,
such characteristics are desired. Tunable algorithms on the other hand, are extremely
useful for users that can invest a huge amount of tuning. A large difference in
performance, combined with a small applicability, means that such an algorithm can
be specifically tailored to a problem.
1This notion is very similar to the one used by Preuss [112].
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1.2.2.3 Robustness to Changes in Random Seeds
EAs are stochastic algorithms, as they rely on random choices in several steps. Therefore,
all experimental investigations should be statistically sound. This requires either a
number of independent repetitions of a run with the same setup with different random
seeds, or (for example in case of a deterministic algorithm) a number of independent
repetitions of a run using different instances of the same problem. Hereby we obtain
information over the third kind of robustness, namely the fluctuations in the results of
comparable runs. Because it is hard to define a meaningful ordering of random seeds or
instances, we cannot use an equivalent of the diagrams of Figure 5 and have to redefine
width and height.
Instead of width, here we can use the ratio of runs ending with a good result above
some threshold T. This measure is well-known in the literature, in Section 1.2.1 it was
mentioned as success rate. We call an EA instance successful if this success rate is high.
The equivalent of a height-based notion describes the difference between the worst and
best runs among all repetitions using different random seeds. If the difference between
the best and worst run is big, then we call this EA instance unstable. The height is
not often used on its own, although it can support a worst-case analysis such as in
Figure 4. However more commonly, height and width are combined in a single measure
by means of the standard deviation.
Selecting algorithms, qualitative parameters or parameter vectors based on this
kind of robustness is mainly interesting for those users who require certain specific
properties of an algorithm during the actual use. For example, in most business settings
more than enough time is available for fine-tuning the algorithm beforehand. In order
to acquire the best possible design for a specific problem, robustness in the space of
parameter values, or problems, is not required. However, it has to have a certain
robustness in the sense that it delivers a good solution every single time it is run during
production.
SECTION 1.3
Parameter Tuning and
Experimental Research
Methodology
1.3.1 Introduction
Parameter tuning, experimental research methodology and user-preferences form three
closely bonded layers (Figure 6). User preferences are the lowest level, and form the base
of the pyramid. There are thousands of different user preferences and corresponding
quality indicators. Some of those are about performance, others about different kinds
of robustness, but the largest portion is a combination of all of them. One could prefer
a good performance on problem A, fast on solving B, or has a set of parameter values
that are widely applicable, etc...
On top of these user preferences, the parameter tuning approaches reside. In the
current EC practice, tuning adheres to select the parameter-values by conventions, ad
hoc choices, or experimental comparisons on a limited scale. Such methods incorporate
underlying assumptions about user-preferences and the influence of parameter values.
For example: the algorithm should be fast, therefore populationsize should be low;
let’s test 10 different values for mutationrate and choose the one with the highest mean
best fitness; or using pc = 1 makes the algorithm more widely applicable. Automated
parameter tuning approaches (Section 2) are even more closely tied to the preferences
layer. Typically, these methods iteratively search through the space of algorithm
designs based on the specific predefined indicator that measures the quality of the
design.
Finally, on top of the pyramid, the experimental research methodologies are located.
While there are thousands of preferences, and a couple of of parameter tuners, only
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Figure 6: The pyramid of experimental research methodology
two main components form this layer: competitive testing and scientific testing. Since
competitive testing amounts to selecting the algorithm or design with the highest
score, a selection from the lower layers is required to define the ’contest’. The selected
user preferences define the score-function used to compare different instances. As
shown earlier, comparing EA instances based on speed is different from comparing
them on best fitness. Furthermore, since competitive testing adheres to comparing
EA instances rather than EAs themselves, one or more parameter tuning approaches
need to be selected from the second layer in order to acquire an instance. Note that
comparing instances always requires some form of parameter tuning, even if the ‘default’
parameters are used, one inherently chooses the method and preferences of the original
author.
We adopt the term “scientific testing” from Hooker [71], as the second main
approach in experimental research methodologies. Rather than simply selecting the
best possible setup using some parameter tuning approach based on some indicator
of user preferences, scientific testing amounts to describing how, why, and when a
certain design, algorithm or set of parameter values works. It is more concerned with
gaining insights into an algorithm through controlled experimentation. In general, such
controlled experimentation should aim to study the effects of problem characteristics
and algorithm characteristics on algorithm behavior (performance). In most cases, still
a selection is needed from the lower layers. However, rather than using them as a
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justification of the algorithm, they are used as an ingredient of a much wider study.
1.3.2 Competitive Testing and Parameter Tuning
To begin with, let us address concerns questioning the benefits of the whole tuning
approach for real-world applications due to the computational overhead costs. For a
detailed treatment it is helpful to distinguish two types of applications, one-off problems
and repetitive problems, cf. [43, Chapter 14]. In case of one-off problems, one has to
solve a given problem instance only once and typically the solution quality is much
more important than the total computational effort. Optimizing the road network
around a new airport is an example of such problems. In such cases it is a sound
strategy to spend the available time on running the EA several times –with possibly
long run times and different settings– and keep the best solution ever found without
willing to infer anything about good parameters. After all, this problem instance
will not be faced again, so information about the best EA parameters for solving it
is not really relevant. It is in these cases, i.e., one-off problems, where the added
value of tuning seems questionable. Applying some parameter control technique to
adjust the parameter values on-the-fly, while solving the problem, looks like a better
approach here. However, even such algorithms with controlled parameter need some
initial settings and parameter-values related to the control method. In case of one-off
problems, the obvious approach is then to use ‘robust’ values for them, that always
work. But this requires information about the effect of parameters on the performance,
given a certain problem, that might not be available. Therefore, spending effort on
tuning and algorithm analysis by either the user, or the algorithm designer is inevitable.
In case of repetitive problems, one has to solve many different instances of a given
problem, where it is assumed that the different instances are not too different. Think,
for example, on routing vehicles of a parcel delivery service in a city. In this case it is
beneficial to tune the EA to the given problem, because the computational overhead
costs of tuning only occur once, while the advantages of using the tuned EA are enjoyed
repeatedly. Given these considerations, it is interesting to note that academic research
into heuristic algorithms is more akin to solving repetitive problems, than to one-off
applications. This is especially true for research communities that use benchmark test
suites and/or problem instance generators.
A typical use-case is the publication of a research paper showing that a newly
invented EA (NI-EA) is better than some carefully chosen benchmark EA (BM-EA). In
this case, tuning NI-EA can make the difference between comparable-and-sometimes-
better and convincingly-better in favor of NI-EA. In this respect, using a tuner for
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NI-EA and reporting the tuning efforts alongside the performance results is a bit more
fair than the huge majority of publications at present, since it at least makes the tuning
effort visible. A typical claim in a paper following the usual practice sounds like
“NI-EA is better than BM-EA.”
with possible refinements concerning the number or type of test functions where this
holds. This means that from the whole pyramid, only the top is shown, namely, the
competitive testing approach. How and why the parameter values are chosen remains
unseen. Using tuners and reporting the tuning effort would improve the present practice
by making things public and transparent. A typical claim of the new style would sound
like
“Spending effort X on tuning NI-EA on metric M, we obtain an instance
that is better than the BM-EA.”
To this end, the tuning effort could be measured by the number of parameter vectors
tested (A), the number of utility tests executed (A × B)1, the computing time spent
on running the tuner, etc. By reporting on the metric M that defines ‘better’ which is
used for tuning, the whole pyramid of the NI-EA becomes visible.
Although an improvement over the current practice, this is only a fair comparison
if the same choices are made for the BM-EA. Such an assumption is for example, fair
in cases of benchmark competitions. One can assume that all competitors used the
same problems, the same utility function and spend the maximum effort in finding
the best design of their algorithm. In other words, they share the same base of the
pyramid: the user preferences are equal, since those are defined in the competition
rules, and the tuning approach is similar, namely ‘maximum effort’.
However, just as often, a newly invented EA is compared to a benchmark EA on
a new specific problem, using specific quality indicators to measure its performance.
In the experimental setup of such work, one would often find terms like ‘using the
parameter values described in [1]’, or ‘with the default setup’ describing the setup of
the benchmark algorithm. On the other hand, the parameter values of the NI-EA are
often carefully chosen to match the specific choices in the lowest layer of the pyramid.
NI-EA therefore is hand-crafted to solve a specific problem very accurately, has a high
success rate, or the described EA instance is widely applicable. It is obvious that such
a comparison is rather unfair. If the choices of preferences are different, so will be the
‘default parameters’ and the corresponding performance (Figure 4).
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Figure 8: The effect of parameter tuning on competitive testing. Left:
the traditional situation, where the reported EA performance is an
“accidental” point on the scale ranging between worst and best per-
formance (as determined by the used parameter values). Right: the
improved situation, where the reported EA performance is a near-
optimal point on this scale, belonging to the tuned instance. This
indicates the full potential of the given EA, i.e., how good it can be
with using the right parameter values.
This stance would imply that both NI-EA and BM-EA need equal tuning for a fair
comparison. A typical claim of this style would sound like
“The best instance of NI-EA is better than the best instance of BM-EA,
1If the number of tests per parameter vector is not constant, then A × B is not the total number
of utility tests executed, but for the present argument this is not relevant.
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where for both EAs the best instance is the one obtained through spending
effort X on tuning on metric M.”
Note, that this new philosophy eliminates the rather accidental parameter values as a
factor when comparing EAs and focuses on the type of EA operators (recombination,
mutation, etc.) instead. In other words, we would obtain true, valid and fair statements
about EAs, rather than specific EA instances.
1.3.3 Scientific Testing and Parameter Tuning
In practice, there might be (and in our experience: there is) a group of EA users who
do not have the resources and the willingness to tune an algorithm for their specific
problem. Rather, they are interested in a good EA off-the-shelf. However, the only
thing that is commonly known, is that on the specific problems, specific parameter
values lead to a certain value for a specific performance measure as described in the
publication that introduced that new algorithm. However, this EA user probably has
different preferences about quality, especially since the problem on which it will be
applied is different. But, little is known or reported about the effects of changing either
the problems or performance metrics. Insights about the robustness of an algorithm
are therefore particularly interesting to this kind of users.
We have adopted the term ‘scientific testing’ from [71] for such an approach that
is aimed at gaining insights into the algorithm rather than optimizing on a quality
indicator.
Based on the previous section we can identify different purposes behind tuning an
(evolutionary) algorithm:
1. To obtain an algorithm instance with high performance, given a performance
measure or a combination of measures (on one or more problems).
2. To obtain an algorithm instance that is robust to changes in problem specification.
3. To indicate the robustness of the given algorithm to changes in parameter values.
4. To obtain an algorithm instance that is robust to random effects during execution
(or has a very high peak performance).
Note, that the case of robustness to changes in parameter values is somewhat of
an outlier in this list, because we cannot optimize a given EA for this. This is a
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straightforward consequence of our definition of an EA. That is, since an EA is defined
as having all qualitative parameters specified, tuning stands for searching for a good
vector of quantitative parameters. Then it is easy to see that a good vector can be
defined by 1) or 2), or 4) in the above list, but a parameter vector that is robust
to changes in parameter values does not make sense. Of course, it is possible to do
structural tuning (i.e., searching for a good vector of qualitative parameters) such that
we obtain an EA robust to changes in quantitative parameter values. Doing so can
reveal interesting and sometimes unexpected relationships between qualitative and
quantitative parameters. For instance, in [105] we demonstrated that using crossover
in a GA makes the mutation parameters more tolerant. This illustrates that structural
tuning can increase robustness to changes in certain quantitative parameter values.
Second, using parameter tuning algorithms one does not only obtain superior
parameter values, but also much information about parameter values and algorithm
performance. This information can be used to learn about their effects and interactions,
and thereby can lead to a deeper understanding of the algorithm in question. In other
words, using tuning algorithms helps not only in calibrating, but also in analyzing
evolutionary algorithms. In terms of testing heuristics, this means a transition from
competitive to scientific testing. It is easy to see that a detailed understanding of
algorithm behavior has a great practical relevance. Knowing the effects of problem
characteristics and algorithm characteristics on algorithm behavior, users can make
well-informed design decisions regarding the (evolutionary) algorithm they want to use.
Obviously, the biggest impact in this direction is achieved if the tuning data and the
aggregated knowledge are shared among users and members of the scientific community,
such that individual users/researchers do not have to execute their own tuning sessions.
Figure 9 shows the kind of data that can be gathered by systematic tuning. For
the sake of this illustration, we restrict ourselves to parameter vectors of length n = 1.
That is, we only take a single parameter into account. Thus, we obtain a 3D landscape
with one axis x representing the values of the parameter and another axis y representing
the problem instances investigated. (In the general case of n parameters, we have n+1
axes here.) The third dimension z shows the performance of the EA instance belonging
to a given parameter vector on a given problem instance. It should be noted that for
stochastic algorithms, such as EAs, this landscape is blurry if the repetitions with
different random seeds are also taken into account. That is, rather than one z-value
for a pair 〈x, y〉, we have one z for every run, for repeated runs we get a “cloud” or
density distribution.
Although this 3D landscape gives the best complete overview of performance and
robustness, lower-dimensional hyperplanes are also interesting and sometimes more
clear. To begin with, let us mention the 1D hyperplane, or slice, corresponding to one
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Figure 9: Illustration of the grand utility landscape showing the perfor-
mance (z) of EA instances belonging to a given parameter vector (x)
on a given problem instance (y). Note: The “cloud” of repeated runs
is not shown.
pair 〈x, y〉. In the full picture including the “cloud”, such a slice contains the outcomes
of all repetitions, thus data about robustness to changes in random seeds as discussed
Section 1.2.2.3. Such data is often reported in the EC literature in the form of the
average performance and the corresponding standard deviation for a given EA instance
(x) on a given problem instance (y), or they are visualized by means of boxplots and
graphs of the Empirical Cumulative Distribution Function (ECDF)[72, 28].
The left-hand-side of Figure 10 shows 2D slices corresponding to specific parameter
vectors, thus specific EA instances. Such a slice shows how the performance of a specific
EA instance varies over the range of problem instances. This provides information on
robustness to changes in problem specification, for instance if the given EA instance is
fallible or widely applicable, cf. Section 1.2.2.2. Such data are often reported in the EC
literature, be it with a different presentation, namely a frequently used option is to show
a table containing the experimental outcomes (performance results) of one or more EA
instances on a predefined test suite, e.g., the five DeJong functions, the 25 functions
of the CEC 2005 contest, etc. In [72] the same is captured using visualizations of the
solution cost distribution. Notice that the two EA instances depicted on left-hand-side
of Figure 10 are quite different regarding their behavior. For instance, the foremost
EA instance is rather fallible, while the second one is widely applicable (assuming a
threshold T = 0.75).
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Figure 10: Illustration of parameter-wise slices (left) and problem-wise
slices (right) of the grand utility landscape shown in Figure 9. (The
“cloud” of repeated runs is not shown.) See the text for explanation
and interpretation.
The right-hand-side of Figure 10 shows 2D slices corresponding to specific problem
instances. On such a slice we see how the performance of the given EA depends on the
parameter vectors it uses. This discloses information regarding robustness to changes
in parameter values (e.g., tuneability and tolerance), as discussed in Section 1.2.2.1. In
evolutionary computing such data is hardly ever published. This is a straightforward
consequence of the current practice, where parameter values are mostly selected by
conventions, ad hoc choices, and very limited experimental comparisons. In other
words, usually such data is not even produced, let alone stored and presented. By the
increased adoption of tuning algorithms this practice could change, and knowledge
about EA parameterization could be collected and disseminated.
For tuning problems involving multiple parameters, similar, but higher dimensional,
planes exist which provide the same information as in this simplified scenario. However,
visualizing such hyperplanes is much harder and requires dimension-reduction ap-
proaches, such as contour-plots [15], aggregations such as boxplots and ECDFs. There
are also visualizations that are specifically designed for analyzing utility landscapes
such as entropy [130] plots that can be used to assess the tolerance and tuneability of
an algorithm.

II
AUTOMATED APPROACHES
TO PARAMETER TUNING
“We are all victims of a double-edged evolutionary process that
favors a narrow selection of problems and algorithms”
– J.N. Hooker

Automated Approaches to
Parameter Tuning
ABSTRACT
In this chapter we first establish different taxonomies to categorize tuning
methods, and provide an extensive overview of the current literature. Next,
we introduce two new tuning methods, namely REVAC and Bonesa, each
with its own specialties and characteristics. Finally, we consider a set of
the most modern tuners, including REVAC and Bonesa, and compare them
on both the conceptual level, describing them in a uniform algorithmic
framework, as well as experimentally, by using them to tune the same EA
on a set of test functions. The results show clear differences in tuning
performance (EA quality) and the amount of information gained through
the tuning process.
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SECTION 2.1
A Survey of Automated Tuning
Methods
2.1.1 Introduction
The main objective of this part is to provide a thorough treatment of parameter
tuning in evolutionary computing (EC). The treatment we have in mind has a twofold
character. On the one hand, it is a survey of relevant approaches, algorithms and
publications, including our own. On the other hand, we present the kind of horse-race,
we criticized earlier. Rather than comparing algorithms based on their performance in
the ultimate race for ‘the best algorithm’, we are comparing parameter tuners. We
are well aware of this, and it indeed raises methodological issues. However, we tried to
take a more neutral stance by emphasizing the good and bad qualities of each horse
without firing the start-signal. Only at the end of this part, we will start the race in
order to compare the usability of those tuners in a fight for the title ‘best tuner for
competitive testing’, while emphasizing the need for scientific testing.
2.1.2 Positioning Tuning Algorithms
In this section we describe three different ways to distinguish and classify tuning
methods. The first two are strongly focused on the internal algorithmic differences
between tuners. In [41] we used the resulting taxonomies to structure a survey of
tuning algorithms. In these two subsections we often refer to tuners as examples of a
certain type of tuner, however for clarity we kept the descriptions of all tuners together
in the third subsection. The overview in this subsection is organized differently, led
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by a new taxonomy, taking into account the different notions of robustness, or, more
generally, various aspects of scientific testing.
2.1.2.1 Tuning algorithms: taxonomy NI/I − SS/MS
In essence, all tuning algorithms work by the GENERATE-and-TEST principle, i.e.,
through generating parameter vectors and testing them to establish their utility. Tuners
can be then divided into two main categories:
1. non-iterative and
2. iterative tuners.
All non-iterative(NI) tuners execute the GENERATE step only once, during initializa-
tion, thus creating a fixed set of vectors. Each of those vectors is then tested during
the TEST phase to find the best vector in the given set. Hence, one could say that
non-iterative tuners follow the INITIALIZE–and–TEST template. Initialization can
be done by random sampling, generating a systematic grid in the parameter space, or
some space filling set of vectors. Examples of such methods are Latin-Square[102] and
Taguchi Orthogonal Arrays [138] (Section 2.1.3.1).
The second category of tuners is formed by iterative(I) methods that do not fix the
set of vectors during initialization, but start with a small initial set and create new
vectors iteratively during execution. Common examples of such methods are meta-EAs
(Section 2.1.3.4) and Iterative Sampling Methods (Section 2.1.3.1.1). Section 2.1.3 and
Table 8 provide a more elaborate overview of algorithms and their classification based
on this taxonomy.
Given the stochastic nature of EAs, a number of tests is necessary for a reliable
estimate of utility. Following [19] and [18], we distinguish
1. single-stage and
2. multi-stage procedures.
Single-stage(SS) procedures perform the same number of tests for each given vector,
while multi-stage(MS) procedures use a more sophisticated strategy. In general, they
augment the TEST step by adding a SELECT step, where only promising vectors are
selected for further testing, deliberately ignoring those with a low performance.
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2.1.2.2 Tuning algorithms: taxonomy A/B/C
The taxonomy presented in this section is based on the search effort perspective.
Obviously, good tuning algorithms try to find a good parameter vector with the least
possible effort. In general, the total search effort can be expressed as A×B×C, where
A is the number of parameter vectors to be tested by the tuner.
B is the number of tests, e.g., EA runs, per parameter vector to establish its utility.
The product A × B represents the total number of algorithm runs used by the
tuners.
C is the number of function evaluations performed in one run of the EA.
Based on this perspective, we divide existing tuning methods into four categories: those
that try to allocate search efforts optimally by saving on A, B, C, respectively. In
addition, there are tuners that try to allocate search efforts optimally by saving on A
and B.
Methods for optimizing A are trying to allocate search efforts efficiently by cleverly
generating parameter vectors. Strictly speaking they might not always minimize A,
but try to “optimize the spending”, that is, get the most out of testing A parameter
vectors. Such tuners are usually iterative methods. The idea behind most tuners in
this category is to start with a relatively small set of vectors and iteratively generate
new sets in a clever way, i.e., such that new vectors are likely to be good. Well-known
examples in this category are the classical meta-GA [56] (Section 2.1.3.4) and the
more recent REVAC method (Section 2.2). These tuners are only appropriate for
quantitative parameters, because qualitative parameters do not have an ordering that
could be exploited by a search algorithm, cf. Chapter 1.1. Formally, a meta-EA could
work on parameter vectors that contain qualitative parameters too. But even then, its
working would often boil down to random sampling in the (sub)space of qualitative
parameters, due to the often unpredictable/unrelated results when changing qualitative
parameter values.
Methods for optimizing B are trying to reduce the number of tests per parameter
vector. The fundamental dilemma here is that fewer tests yield less reliable estimates
of utility. If the number of tests is too low, then the utilities of two parameter vectors
might not be statistically distinguishable. More tests can improve (sharpen) the
reliability of the utility estimates such that the superiority of one vector over the other
can be safely concluded. However, more tests come with a price in the form of longer
runtimes. The methods in this group use the same trick to deal with this problem:
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initially they perform only a few tests per parameter vector and increase this number
to the minimum level that is enough to obtain statistically sound comparisons between
the given parameter vectors. Such methods are known as statistical screening, ranking,
and selection. Well-known examples in this category are ANOVA [123] and racing
[92] (Section 2.1.3.3). These tuners are in principle applicable for quantitative and
qualitative parameters.
Obviously, the greatest benefit in terms of reduced tuning effort would come from
optimizing both A and B. Currently there are a few tuning methods based on this idea,
for example, Sequential Parameter Optimization (SPO) [10, 11, 17] (Section 2.1.3.2)
and REVAC++ [127] (Section 2.1.3.4).
Optimizing/reducing the number of fitness evaluations per EA run (C) amounts to
terminating a run before the maximum number of fitness evaluations is reached. This
could be done, for instance, by a mechanism which detects that the given run is not
worth to be continued. For the moment, there is only some work performed by Hutter
et al. [78, 77], that extended their ParamILS and SMAC tuning methods (see Section
2.1.3) with adaptive censoring/capping. By terminating runs based on the time is was
already running, they achieved substantial speedups up to a factor of 126. However,
this is currently only limited to tuning on speed, and not for tuning on solution quality.
An overview of algorithms and their classification based on this taxonomy is shown
in Table 8.
2.1.2.3 Tuning algorithms: taxonomy MR/SA/SC/MB
In general, there are two main tasks for parameter tuning. The first task is to find the
parameter vector(s) with the highest possible performance. This could be perceived
as exploitation of knowledge about the parameter values. The second one is the
task of acquiring much information on robustness. This requires exploration of the
parameter-space which obviously has a negative effect on the search for the best possible
parameter-vector. Therefore, each of the tuning methods have a different balance
between exploitation and exploration. Based on this distinction, we can identify four
main approaches, namely an approach solely for finding the best performing vectors
(meta-randomized search methods, MR), an approach mainly aimed at providing
information (sampling, SA), and two approaches that are a combination of both
(screening SC, and model-based MB).
Figure 12 shows the general outline of these four basic approaches. For clarification,
we put the method that is used to generate new parameter-vectors in its own diagram
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(Figure 13). Each block represents a group of parameter vectors, and their color
shows the quality. These blocks are connected by arrows to indicate either a steam of
vectors, or a stream of information (Figure 11). For meta-randomized search methods
(Meta-RSM) for example, the main distinctive feature is obviously the recurrent loop
from Test to Generate, indicating an iterative multi-stage approach.
Figure 13 is therefore also different, since this describes how the new parameter
vectors are generated based upon the knowledge (population) in the current stage.
Sampling and model-based approaches are very similar, however the output differs.
Sampling methods deliver a ‘winner’, namely the parameter vector that performed best.
Model-based methods on the other hand, deliver a model that describes the mapping
from parameter-vector to expected performance. Although they can obviously also
produce a winner, namely, the vector for which the best performance was measured.
Screening approaches are again a completely different, the recurrent loop is not
between Test and Generate, but within Test itself. It shows that within screening meth-
ods, not all generated vector use the same number of tests, since only the best(green)
vectors are tested again in the next stage.
Although each of the main approaches uses distinct techniques and have different
goals, within each of those approaches specialized methods have emerged that are
hybrids, and incorporate ideas and objectives from the other approaches. Approaches
designed for finding the best possible parameter vector are enhanced with features
that provide more information about robustness (such as REVAC , Section 2.2), while
approaches from the informative type are improved for delivering high performing
parameter-values (such as I/F-RACE [8] and CALIBRA [1]). Most of these methods
even allow for a smooth transition between exploitation and exploration by defining
suitable parameters values. As we will see later, most tuning methods are a composite
Action
A large group of  vectors
ranging from good to bad
quality 
A small group of  vectors
ranging from good to medium
quality 
Loop until a 
certain condition is met
Stream of  vectors
Stream of  information
Select the best half  from a 
group of  vectors
Figure 11: Legend of tuner descriptions
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Figure 12: The general outline of the four basic tuning approaches
of the elements from these four basic approaches.
2.1.3 Survey of tuning methods
In this section we provide an overview of search methods for tuning evolutionary
algorithms. To organize this overview, each of the tuning methods is assigned to a
certain category according to taxonomy MR/SA/SC/MB. Hence, the four main
categories are: sampling methods, model-based methods, screening methods, and
meta-randomized search algorithms. Furthermore, the different branches are shown in
which an approach from the main category is altered to specialize more on one specific
task.
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2.1.3.1 Sampling Methods
Sampling methods can be described as methods that reduce the search effort by cutting
down the number of parameter vectors tested (A) with respect to a full factorial design.
The two most commonly used sampling methods are Latin-Square [102] and Taguchi
Orthogonal Arrays [138]. The outcome of a sampling method session needs to be
analyzed afterward to predict which parameter values work best and which are the
most robust. Therefore, most sampling methods are mainly used as a starting point
for Model-Based Methods or as an initialization method, rather than as independent
parameter tuners. The lack of search refinement leads to parameter vectors of low
quality and causes that the information that can be acquired is rather limited, especially
on algorithms with a low tolerance.
2.1.3.1.1 Iterative Sampling Methods
CALIBRA [1] and Empirical Modelling of Genetic Algorithms [102] are examples of
iterative sampling methods. Unlike the single stage sampling methods, they refine
the area from which new points are sampled in each iteration. Hence, they can be
used as independent tuners. The method in [102] is a two-stage procedure that starts
with a graeco-latin square over the whole parameter space and proceeds with a fully
crossed factorial design with narrowed ranges. CALIBRA starts with a full factorial
experiment, based on the 1st and 3rd quantile within the range of each parameter.
Using these outcomes, new vectors for the next iteration are generated based on a
Taguchi Orthogonal Array with three (narrowed) levels and this procedure is repeated
until the maximum number of tests is reached.
2.1.3.2 Model-Based Methods
Using meta models or surrogate models is a well established approach for the optimiza-
tion of computationally expensive problems by (evolutionary) search [45, 80]. Applied
for parameter tuning, such a method constructs a model of the utility landscape and
reduces the number of tests (B) by replacing some of the real tests by using the model
estimates. The model is constructed based on data about parameters and their utility,
delivered by testing. A common approach is to use a regression method to predict the
utility of an unknown parameter vector [31, 115, 51]. The model is then a formula that
maps parameter values to an predicted utility value uˆ. Equation 2.1.1 is an example of
such a mapping for two parameters p1, p2.
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uˆ(p1, p2) = β0 + β1 · p1 + β2 · p21 + β3 · p2 + β4 · p22 · β5 · p1 · p2 (2.1.1)
In such a formula, the β values indicate the relevance of the associated parameter.
A high β value leads to large deviations in utility when varied, and therefore indicates
an EA with a high tuneability. Based on these values, it is also possible to estimate
the tolerance of the algorithm for a given level of performance. If the model-based
method is applied to multiple problems, then the difference in β values also indicates a
lower robustness to changes in problem definition. However, as these methods rely on
a single-stage sampling method for generating a population, the quality of the best
vector found and the quality of the model is relatively low.
2.1.3.2.1 Iterative Model-Based Methods
Iterative Model-Based Methods are developed to overcome this issue and allow for
a more fine-grained search of the parameter space. Coy’s procedure [30] is one of
the most basic extensions, where the standard Model-Based Method is followed by a
local search procedure to optimize on the parameter values. It describes a two-stage
procedure in which the first stage is used to find a model, and the second stage is
specifically aimed at identifying the best parameter vector . The first stage consists of
a full factorial design over the whole parameter space. The outcomes are used to fit a
linear regression model, and to determine the path of steepest descent. In the second
stage, this path is followed and new vectors are generated and tested until the best
solution found has not changed for a specified number of steps. As the model is not
updated in this second stage, the quality of the best parameter vector found heavily
depends on the correctness of the model in the first stage.
Unlike the two-stage procedure of Coy, Sequential Parameter Optimization (SPO)
[10, 88] performs a true multi-stage procedure where the model is constantly updated.
Each iteration starts with generating a set of new vectors and predicting their utility
using the model. The vectors with the highest predicted utility are then tested to
determine their ‘true’ performance, and these measured utility values are used to
update the model for the next iteration. Furthermore, it also has a new feature, which
we will call sharpening. If the procedure detects that the current number of tests per
vector is inadequate to estimate it performance, it increases this number to sharpen
the estimates.
After reaching the maximum number of tests, the procedure terminates with an
accurate model of the most promising areas. Obviously, both the accuracy of the
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model and the quality of the best parameter vector depend on the type of model used.
Although this can be any model, such as regression trees or logistic regression, the
authors advocate the use of Kriging to model the utility landscape. An experimental
investigation of the different types of models, and the methods to build and exploit the
knowledge from these models can be found in [74].
2.1.3.3 Screening Methods
The idea behind screening methods is to identify the best parameter vector from a
given a set of vectors with a minimum number of tests. They are trying to save on
B by iteratively testing only those vectors that deserve further investigation. The
chosen vectors are (re-)tested and the whole process is repeated until no further testing
is needed. Therefore, they can either identify the best parameter vector with less
computational effort than sampling methods, or investigate a larger set of parameter
vectors with the same computational effort. In the latter case, the quality of best
parameter vector found is likely to be higher and there is also more information to
estimate the robustness to changes in parameter values.
Screening methods are one of the oldest approaches to parameter tuning and are
heavily influenced by the field of system selection, where the objective is to select the
best option from a range of competing systems with as few stochastic simulations as
necessary [55]. As parameter vectors can be seen as competing systems and a run of
the algorithm as a stochastic simulation, methods from the field of system selection
can be seen as parameter tuning approaches. Interactive Analysis (IA) [124], Ranking
and Selection (R&S) [120], Multiple Comparison Procedures (MPC) [69] and Fully
sequential indifference-zone selection procedure(FSP) [86] are the four main approaches
from this field [24]. Their main differences are in the guarantees that can be given
about the selection of the best system and the required number of repetitions. As
with most screening methods, all four rely on the assumption that the outcomes of the
simulation are normally distributed. The extent to which this assumption holds is of
course doubtful, although by means of batching [24], these assumptions can be met.
The main advantage is that such methods guarantee that the system indicated as ‘the
best’, is either within a certain range (R&S and FSP) or has a certain confidence level
(MPC). A more detailed overview of the differences between these algorithms is in [55]
and [24].
For the specific application of parameter-tuning, often the term “racing” is used,
which was first described in [92]. Although in essence it is not much different from the
system selection mechanisms, racing methods are aimed at selecting the best system
from a very large set, while most system selection methods only deal with relatively few
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competing systems. Furthermore, both Hoeffding Races [92] (which uses Hoeffding’s
bound) and F-RACE [20] (which uses the Friedman’s two-way ANOVA by ranks
statistical test) use tests that work without any assumptions about the underlying
distribution, giving them an advantage over system selection methods.
2.1.3.3.1 Iterative Screening Methods
Iterative F-RACE (I/F-RACE) [8] is an extension to F-RACE [20] with the specific
goal of combing screening methods and a fine-grained search. Initially, an I/F-RACE
starts with a region as big as the parameter space that is used to sample a relatively
small population of vectors. Using the racing techniques from F-RACE, the number of
vectors in this population is reduced until a certain condition is met. However, unlike
standard F-RACE, this is only the start of the procedure. Namely, a multi-variate
normal distribution is fit on the surviving vectors, which is then used as a probability
density function to sample points for a new population. The whole procedure of
screening and generating new points can be repeated again, until the maximum number
of tests is reached. Because I/F-RACE is a multi-stage method that samples from a
distribution, it can be seen as a basic form of an Iterative Model-Based Method, or
a special form of meta-evolutionary algorithm, and therefore has many of the same
characteristics.
2.1.3.4 Meta Randomized Search Methods
Finding parameter vectors with a high utility is a complex optimization task with a
nonlinear objective function, interacting variables, multiple local optima, noise, and a
lack of analytic solvers. Ironically, this is exactly the type of problem where randomized
search methods (RSM) are very competitive heuristic solvers. Therefore, it is a natural
idea to use such an approach to optimize the parameters of an evolutionary algorithm.
The idea of a meta-RSM was already introduced in 1978 by Mercer and Sampson
[97] that created a meta-EA. But due to the large computational costs, their research
was very limited. Greffenstette [56] conducted more extensive experiments with his
Meta-GA and showed its effectiveness. In general, the individuals used in a meta-RSM
are parameter vectors of the baseline EA to be tuned and the (meta) fitness of such a
vector is its utility, determined by running the baseline EA with the given parameter
values. Using this representation and utility as (meta) fitness, any randomized search
method can be used, if only it can cope with the given vector representation. However,
the tuning problem has two challenging characteristics, the noise in (meta) fitness
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values and the very expensive (meta) evaluations. This gave rise to more tuning-specific
algorithms that use the same techniques as screening methods.
2.1.3.4.1 Enhanced Randomized Search Methods
FocusedILS [76] is such a method, that adds a screening approach to an existing
technique. It is an implementation of the ParamILS framework that describes a work-
flow very similar to a (1+1) evolution strategy combined with local search. In the outer
loop, it differs with respect to the variation operation, which only s random moves for
perturbation, rather than applying a Gaussian perturbation to the whole vector, and
the use of random restarts. However, it also has, as the name suggests, an iterated
locale search procedure to fine-grain the search on the perturbed vector. Finally to turn
ParamILS into an executable conguration procedure, it requires the abstract procedure
‘x¯ is better than y¯’ to be defined. The basic implementation of this procedure is based
on comparing the average utilities over N runs, however in FocusedILS this is replaced
by a screening approach. A similar enhancement is proposed in [147] which adds Racing
to a Meta-GA for tuning both numerical and symbolic parameters. Both show the
added value of such an approach in terms of the number of parameters that is tested,
speed, and the quality of the best parameter vector.
In Section 2.2 we show how meta-EAs can not only be extended with screening,
but also with model-based approaches, and the sharpening approach of SPO.
2.1.3.4.2 Multi-Problem Randomized Search Methods
Multi-problem tuning introduces a new dimension to the parameter-search problem,
since a specific parameter vector needs to perform well on each problem (or at least on
one of then, see Section 2.1.3.4.2). The benefit of multi-problem testing is that this
allows for a better analysis of both applicability and fallibility. Doing multiple single-
objective runs on each of the problems would not yield into the same results. A certain
parameter can be sub-optimal for each of the problems, and would therefore not be
found with a single-objective approach, but ‘optimal’ if you are in need of a parameter
vector that “always works”. The problem is to find this robust parameter-vector. Mind
that there is an important difference between multi-instance and multi-problem tuning.
For multi-instance tuning, a single parameter vector is often sufficient to solve all
possible problem instances reasonably well (since they are very similar) and therefore
it is sufficient to average the performances over multiple instances. In multi-problem
tuning on the other hand, such a generalist is often non-existent, or has a much lower
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overall performance. Hence, simple averaging of the performance over multiple problems
does not always deliver the expected results and has to be done with care.
Sequential Model-based Algorithm Conguration (SMAC) [75] is an extension of
FocusedILS that combines it with Model-Based techniques. It adopts a similar screening
technique as FocusedILS, however, again introduces a different method of generating a
new vector to challenge the currently known best. It exhibits a local search procedure
that searches for the vectors with the best predicted value, based on a random forest
model. Furthermore, it is specifically aimed at multi-problem tuning.
In SMAC, a user-defined cost function is introduced that aggregates the predicted
performances and predicted variances over multiple problems, into a single value
indicating the ‘expected positive improvement’. This approach is therefore similar to
that of Local Unimodal Sampling [109] in which the utility of a parameter vector is
defined as the average utility over a range of problems. For further enhancements
regarding multi-problem tuning, it incorporates information about specific features
of those problems(or instances) into the model. The quality of such predictions is
obviously highly correlated with the informativeness of the problem-features. Although
such feature extraction has not been very successful previously, so called ‘exploratory
landscape analysis’ recently gained more attention when it showed to be very successful
on identifying classes of problems in the BBOB’09 testsuite [98].
In Section 2.2 we introduce a third approach similar to SMAC and Local Unimodal
Sampling, that is used for one of the case studies in this thesis.
Although, a straightforward approach is to aggregate the performance on each
problem into one value to optimize all of them (like in SMAC and Local Unimodal
Sampling), in Section 3.1.3 we show that such an approach runs into several problems.
For instance, if the test suite contains objective functions with different levels of
difficulty (as most test suites do), then the tuner intrinsically favors parameter values
that make the baseline EA good on the hard test functions, because this leads to higher
overall gains than improving performance on problems that are solved very well already.
This therefore introduces a (hidden) bias that is not intended by the user. This bias
can be lowered by using the geometric mean, but not avoided completely.
Alternatives to a simple aggregation approach can be sought by approaching the
multi-function tuning problem as a multi-objective optimization problem. This view is
quite natural as each performance measure and problem type in the test suite can be
regarded as one objective 1. Tuning along this line of thought can leverage on existing
knowledge regarding multi-objective RSMs. These create a Parameter Pareto Front
1Mind that instances of the same type can obviously be averaged, since the previously mentioned
bias will not occur there
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that can be used to evaluate robustness to changes in problem definition, as well as
performance using multiple performance criteria [131].
The method presented by Dreo in [37] used only multiple performance measures, as
the test-suite consisted of a single problem. To estimate the utility using each of these
performance measures, a fixed number of repetitive runs were performed and averaged.
The tuning algorithm itself was NSGA-II, a well-known multi-objective optimization
algorithm [35]. Although in [37] only speed and accuracy are defined as objectives, it
can be easily extended to tune for stability too. In [131], the authors took a completely
different approach and built a tuning algorithm specifically designed for multi-objective
parameter tuning. The main advantage of the new algorithm, M-FETA, is the presence
of special operators that reduce the number of tests per vector (B). By assuming that
the utility landscape is fairly smooth, the utility of neighboring parameter vectors
can be used for estimating the utility of a vector. Thus, similarly to model-based
tuning, the need for expensive real tests is reduced. During the run of the tuner, these
estimations are sharpened by generating new vectors close to the ones that need more
investigation, thus narrowing down the neighborhood-size in those areas. Vectors with
a high performance, or a reasonable performance and high variance (due to a large
neighborhood-size), are regarded as the ones that need more investigation, due to the
fact that M-FETA adopts statistical tests to evaluate dominance.
In Section 2.3 we introduce a third multi-problem approach that merges the model-
based approach from SPO with the multi-objective and sharpening approach from
M-FETA.
SECTION 2.2
REVAC
2.2.1 Introduction
In this section, we introduce a new method for parameter tuning called REVAC.
Technically, REVAC is a heuristic generate-and-test method that is iteratively adapting
a set of parameter vectors of a given EA. It can therefore be classified as a multi-
stage, iterative, meta-randomized search method. Testing a parameter vector is, as
always, done by executing the EA with the given parameters and measuring the EA
performance. EA performance can be defined by any appropriate performance measure,
or combination of performance measures (such as their sum). Because of the stochastic
nature of EAs, in general running multiple repetitions with the same parameter vector
is advisable to obtain better estimates of its quality.
For a good understanding of the REVAC method it is helpful to distinguish two
views on a given set of parameter vectors as shown in Table 5. Taking a horizontal
view on the table, each row shows the name of a vector (first column), the k parameter
values of this vector, and the utility ui of this vector i (last column), defined as the
Table 5: Two views on a table of parameter vectors.
D(x1) · · · D(xi) · · · D(xk) Utility
%x1 {x11 · · · x1i · · · x1k} u1
...
. . .
...
%xn {xn1 · · · xni · · · xnk} un
...
. . .
...
%xm {xm1 · · · xmi · · · xmk } um
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average performance over n runs of the EA in question. However, taking a vertical
view on the table, the ith column in the inner box shows m values from the domain of
parameter i.
To understand how REVAC is generating these parameter vectors the horizontal
view is more helpful. From this perspective, REVAC can be described as an evolutionary
algorithm, in the style of EDAs [101], working on a population of m parameter vectors.
This population is updated by selecting parent vectors, which are then recombined and
mutated to produce one child vector that is then inserted into the population. The
exact details are as follows.
• Parent selection is deterministic in REVAC, as the best n (n < m) vectors
of the population, i.e., those with the highest utility, are selected to become
the parents of the new child vector. For further discussion we denote the set of
parents by {%y 1, . . . , %yn} ⊂{ %x1, . . . , %xm}.
• Recombination is performed by a multi-parent crossover operator, uniform
scanning. In general, this operator can be applied to any number of parent
vectors and the ith value in the child 〈c1, . . . , ck〉 is selected uniformly random
from the ithe values, y1i , . . . , y
n
i , of the parents. Here, we create one child from
the selected n parents.
• Mutation, applied to the offspring 〈%c1, . . . ,%ck〉 created by recombination, works
independently on each parameter i ∈ {1, . . . , k} in two steps. First, a mutation
interval [ai, bi] is calculated, then a random value is chosen uniformly from this
interval. The mutation interval for a given ci is determined by all values y1i , . . . , y
n
i
for this parameter in the selected parents as follows. First, the parental values
are sorted in increasing order such that y1i ≤ · · · ≤ yni . (Note, that for the sake
of readability, we do not introduce new indices corresponding to this ordering.)
Recall that the child 〈c1, . . . , ck〉 is created by uniform scanning crossover, hence
the value ci comes from one of the parents. That is, ci = y
j
i for some j ∈ {1, . . . , n}
and we can define the neighbors of ci as follows. The first neighbors of ci are
yj−1i and y
j+1
i , the second neighbors are y
j−2
i and y
j+2
i , the third neighbors are
yj−3i and y
j+3
i , etc. Now, the begin point ai of the mutation interval is defined as
the h-th lower neighbor of ci, while the end point of the interval bi is the h-th
upper neighbor of ci, where h is a parameter of the REVAC method (as there are
no neighbors beyond the upper and lower limits of the domain, we extend it by
mirroring the neighbors from the other side). The mutated value c′i is drawn from
this mutation interval [ai, bi] with a uniform distribution and the child 〈c′1, . . . , c′k〉
is composed from these mutated values.
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• Survivor selection is also deterministic in REVAC as the newly generated
vector always replaces the oldest vector in the population.
• Evaluation The newly generated vector is tested by running the EA in question
with the values it contains.
The above list describes one REVAC cycle that is iterated until the maximum
number of vectors tested is reached.
By using these specific operators to generate the vectors in this table, it can be
shown [104], that such a table represents the overall distribution of vectors that lead
to a performance of at least um. In short: because above this ’line’ there is no bias
towards any area of the parameter-space, all values in the table are evenly spread.
As a result they represent the overall distribution of parameter values that lead to a
performance of at least um.
If, for example, all the values in column i are within the interval [0, 0.1], this means
that of all possible vectors, only the vectors with a parameter value within this interval
lead to a performance of at least um. The same holds, if there are twice as much values
in the table, within the interval [0, 0.05] as within [0.05, 0.1]. Namely, this means
that there are twice a much parameter vectors (from the set of all possible parameter
vectors) with an ith value within [0, 0.05] that lead to a performance of um than vectors
with an ith value within [0.05, 0.1].
2.2.2 Additional Components to REVAC
The different taxonomies of parameter tuners identifies that besides the principal
approaches there are a number of useful ‘add-ons’, i.e., components that lead to a
more hybrid version. These can either allow for to better competitive testing, i.e.
improve the search capabilities by optimizing on A×B × C. For example by adding
a screening component to BasicILS, we obtain FocussedILS that optimizes on B is
much more efficient with respect to competitive testing. On the other hand, there are
also components that allow for better scientific testing, i.e. they better aid algorithm
analysis, such as multi-problem approaches.
Three of such components can also be applied to enhance REVAC:
• Racing
• Sharpening
• Multi-Problem utility aggregation
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2.2.2.1 REVAC++: Racing and Sharpening
Racing was introduced into configuration selection by Maron and Moore [92]. The
purpose of racing is to decrease the number of tests needed to estimate the quality
of parameter vectors, and thereby the total runtime of a tuner. Hence, racing is a
specific implementation of screening that acts as the selection phase of an iterative
generate-and-test method.
The main idea is that the number of tests performed to estimate the utility of a
parameter vector, n, is not used as a universal constant throughout the search, but as
a variable maximum. Using racing we initially perform only a few tests for each vector,
separate the ones that are clearly good, and continue with those vectors only that are
not significantly worse or better than the good ones. Once we either obtain a set of
significantly better vectors, equal to n, or we have reached the maximum number of
repetitions n, the racing phase is terminated and the best n are used for recombination
and mutation.
Sharpening was introduced as an separate technique for testing in [127], but was
an intrinsic part of the SPO method by Bartz-Beielstein et al. [10]. The purpose of
sharpening is to increase the quality of the estimation of the performance of all parameter
vectors, as compared to the simple each-vector-n-tests approach, by increasing the
number of tests per vector that are performed which transforms it into a each-vector-
nt-tests approach. However, this is only done if really needed, such that not to much
of the tuning budged is spoiled.
The main idea is to start the tuning algorithm with a small number of tests per
vector (which is lower than the n in a simple each-vector-n-tests approach), but when a
certain threshold is reached, the amount of tests per vector is doubled (for all vectors).
This means that the algorithm is initially able to explore the search space very quickly.
If a promising area is found, the method focuses on improving the estimates by reducing
the effect of possible outliers on the utility. Therefore, at the moment of termination,
the current best vector is tested very often. This can lead to better results than
algorithm that tests each vector only a couple of times.
Observe that racing and sharpening are opposing forces. Sharpening is increasing
the number of tests during the tuning run for all vectors that need testing, while racing
reduces the number of tests performed per individual vector. Nevertheless, they can
be combined very easily. In a combined setup, sharpening will increase the maximum
number of tests n that can be used by racing to select the best parameter vectors. In
the beginning of the tuning-run the effect of racing will be very small, due to the small
maximum ’budget’ set by sharperning. However, during the run, when more and more
Section 2.2. REVAC 57
tests are required to sharpen the estimates, the role of racing will get more important.
By using racing, not much effort is spent on vectors that are not very promising, even
if sharpening already increased the number of tests. In principle, we can get the best
of both worlds using this setup. By combining sharpening and racing much more effort
is spent on promising vectors while the effort wasted on bad vectors is reduced.
2.2.2.2 Multi-Problem REVAC
In simplest case, the utility of a parameter vector p¯ is the average performance of the
EA using the values of p¯ on a given test function F, or set of instances representing
a problem type F. This notion is sufficient to find specialists for F . However, for
generalists, a collection of functions {Fe1, . . . , Fn} should be used. This means that
the utility is not a single number, but a vector of utilities corresponding to each of
the test functions. Hence, finding a good generalist is a multi-objective problem, for
which each test-function is one objective. One straightforward approach is to define
the utility on a set {F1, . . . , Fn} as the average of utilities on the functions Fi.
So in order to find the utility on a certain parameter set P , for each of the problems,
a number a repetitions r, is executed. Let F p¯i,j be the utility of p¯ on function number i
and repetition number j, then the utility of p¯ is:
Fp¯ =
r∑
j=1
∑
i∈P
F p¯i,j
|P | · r
However, REVAC (as many other tuners) can be ran with different aggregation
functions, for example:
• MBF,
• SR,
• Rank (defined below),
For each of these utility functions it holds that u(%p) of a parameter vector %p is
calculated by running the algorithm r times independently on the whole test suite
with the parameter values in %p. MBF and SR are commonly used ones, therefore we
omit their definitions. Rank, however, is not that well known. Conceptually, rank is a
lexicographic ordering such that the best parameter vector gets rank 1. Here we use it
as an ordering based on SR (as primary measure) and MBF (secondary measure, in
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case SR is equal). An important difference between MBF and SR on the one hand,
and Rank on the other hand is that SR and MBF can be calculated for any parameter
vector v in isolation, while Rank is a relative measure showing how good v is within a
set of vectors V . Technically, given a set V of parameter vectors, the rank R(v) of any
v ∈ V is calculated in two different ways, depending on its SR value:
• if SR(v) > 0, then R(v) equals its SR-based rank in {u ∈ V : SR(u) > 0}
• if SR(v) = 0, then R(v) equals its MBF-based rank in {u ∈ V : SR(u) = 0} plus
|{u ∈ V : SR(u) > 0}|
This definition allows us to calculate rank R for any set of parameter vectors. During
a tuning session with REVAC, the set V is changing over time and at any time t it is
the set of all parameter vectors that have been generated and tested till that time.
SECTION 2.3
Bonesa
2.3.1 Introduction
Bonesa is, in essence, an iterative model based search procedure much like Sequential
Parameter Optimization [9], or in general, any search method using surrogate models
[80, 45]. The generic scheme is illustrated in Figure 14 that shows an intertwined
searching and learning procedure. The searching loop is a generate-and-test procedure
that is iteratively generating new points in the search space and is assessing the quality
of the most promising ones. The learning loop is using the information generated by
the searching loop to build a model of the quality surface (here: utility landscape),
which allows for estimating the quality of previously unseen points. Notice the two-way
interaction between the two loops: information generated by the searching loop is used
to update the model, while estimations based on the model are used to direct the
search.
Such an iterative model based search procedure, in which a model is used to quickly
pre-assess the generated points, can highly reduce the costs of the tuning session with
respect to uniform sampling. Only parameter vectors that are, based on the model,
expected to perform reasonably well are really tested. Furthermore, after running
them, they are used to update the model. Therefore, if a vector from an area that
looked promising beforehand turned out be be of low quality, the model is updated
accordingly, and will therefore not be selected again. Hence, this approach does not
only contribute to the reduction in costs, it also a natural way to derive a model of the
grand performance landscape, since the procedure is iteratively increasing its accuracy.
However, the fact that the points that pass the model-based test need several
expensive EA runs to establish their real performance still leads to high tuning-costs.
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Archive
Searching 
loop
Learning 
 loop
Model
Figure 14: The generic ‘double loop’ scheme of an intertwined searching
and learning procedure. The searching loop is a generate-and-test
procedure iteratively bulding an archive that contains all visited points
and their quality. The learning loop is iteratively building a model of
the quality surface, based on data in the archive.
Therefore, we have chosen to use a Gaussian filter to reduce the effects of noise when
assessing the performance of a parameter vector. A Gaussian filter is a common method
of reducing noise in spatial data, which does not depend on repetitive testing of the
same point but uses proximity data [66, 25]. Each parameter vector can be evaluated
once rather than being retested, as long as the proximity data is relevant enough.
Furthermore, we adopt an implicit racing approach to determine which of two
selected parameter vectors performs best [92]. The outcome of such a test is either ’A
is better than B’, or ’B is better than A’, or that more data is needed to determine the
order. Therefore, by iteratively increasing the number of data-points, only the minimal
amount of tests are used, needed for comparing the two parameter-vectors.
Finally, the most distinguishing difference between the currently known iterative
model based search procedures and Bonesa is its multi-objective approach. Rather than
optimizing on a single problem or on a weighted sum of performance values [129, 108],
Bonesa uses the Pareto-strength approach from SPEA2 [148] to optimize on a whole
range of different problems in one go. Therefore, one is ultimately not only able to
select the best parameter-values for a single problem, but also for a class of problems.
It is important to note that this approach of multi-problem tuning differs from other
multi-problems approaches [30, 76, 20] by means of the problems that are assessed.
Rather than optimizing over a set of instances of the same type of problem, a true
multi-objective approach allows for assessing instances of completely different problems.
Since such a method terminates with a whole set of parameter-vectors, an experimenter
can choose which of those suits his needs best. For example, certain parameter vectors
could be well-suited for a subset of problems, rather than the whole set. Bonesa can
identify these and deliver a (small) set of good parameter vectors, each with a distinct
subset of covered problems. Such a set of vectors can support a much higher overall
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Figure 15: The outline of the Bonesa algorithm
performance than a single vector, delivered by usual tuners.
These four features form the core ingredients of Bonesa, in particular, of its learning
loop. The searching loop on the other hand uses a straight-forward generate-and-test
approach adopted from REVAC [104].
2.3.2 Learning Loop
The learning loop is iteratively updating the statistics and the prediction model of the
utility landscape, using the set of currently known parameter vectors and corresponding
performances. In each iteration, a new model is built that can be used to:
• Derive the relative distance between two parameter-vectors
• Predict the performance of an unknown parameter vector on each of the problems
• Estimate the cumulative Pareto strength of an unknown parameter vector
2.3.2.1 Relative Distance
In order to predict the utility values for unknown parameter vectors, a common approach
is to model the utility landscape. There are two main approaches for modeling, surface
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modeling and nearest-neighbor classification. The first one fits a model (a regression
model, Kriging model, classification tree, etc.) to the data that can directly be used to
predict the utility values. The second type estimates the utility of a new vector by a
weighted average of the utilities of the closest known neighbors This method is very
robust –for large neighborhood-sizes– even if measurements are very noisy. However,
the problem with this approach is that there is no generic definition of being ‘close to’
a neighbor. In particular, it depends on the size of the sweet spot, i.e., the range where
the good parameter values are. To illuminate this, let us consider two parameters, x
and y, with the same range between 0 and 100. If the good values for parameter x are
all between 50 and 100, then two values for x with a distance of 10 can be considered
‘close’. However, if the good values for parameter y are all between 70 and 71, then
two values for y with a distance of 10 should be considered ‘far’. Therefore, we propose
to use the standardized distance, which is obtained by dividing the distance between
two points on a certain axis by the standard deviation of the parameter values of all
’good vectors’ in the archive A. Here, ‘good vectors’ are defined as vectors that perform
above average on at least one of the problems.
Definition 1 Let GV be the set of l-dimensional ‘good vectors’ from the archive A
and σ¯ its standard deviation vector. Then the standardized distance between two
l-dimensional vectors x¯ and y¯ is:
r(x¯, y¯) =
√
1/l ·∑li=1 ((x¯i − y¯i)/σ¯i)2 (2.3.1)
2.3.2.2 Noise Reduction and Prediction
The quality of a specific parameter vector is defined by the performance of the EA
on a collection of problems P = {p1, . . . , pn}. By the stochastic nature of EAs, this
performance is a noisy observable. In tuning terms, this means that the utility of a
parameter vector x¯ can only be estimated. The usual way of improving these estimates
is to repeat the measurements [142, 73, 139, 47, 34], that is, to do multiple EA runs
using x¯, however, this is clearly an expensive way of gaining more confidence. Therefore,
Bonesa tests each vector only once, and uses Gaussian filtering (or kernel smoother) to
reduce the noise.
The main idea behind this technique is to perform just one run with each parameter
vector x¯ and to improve the confidence by looking at the utilities of similar parameter
vectors in our archive assessed before. In fact, we heavily rely on a form of the strong
causality principle, stating that small changes to a parameter vector cause only small
changes in its utility. This property is true (or at least assumed) in the majority of
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reproductive systems and can be popularized as “the apple does not fall far from its
tree”. In technical terms, this means that the utility of child vectors of x¯ are likely to
have a utility close to that of x¯.
To this end, we use the concept of “perceived similarity”, as proposed in [126]. The
predicted utility uˆx¯,p of a certain parameter vector x¯ ∈ A on problem p is calculated
by a weighted average of the test-results (up) of all vectors (including x¯ itself) in the
archive A on the same problem.
Definition 2 The predicted utility uˆx¯,p of a vector x¯ on problem p is:
uˆx¯,p = (
∑
y¯∈A uy¯,p · ωx¯,y¯)/(
∑
y¯∈A ωx¯,y¯) , where (2.3.2)
ωx¯,y¯ = ec·r(x¯,y¯) ∀ y¯ ∈ A (2.3.3)
The term c is a scaling factor, defined in such a way (Appendix A) that that the average
value of
∑
y¯ ωx¯,y¯ is equal to 50, if the |A| points are random uniformly distributed in a
l-dimensional hypercube. This means that the more points there are in the archive,
the smaller the contribution is of points far from x¯. Note that, since A increases over
time, c also changes each time A is updated. The same approach of similarity based
weighted average can be used to estimate the variance of the utility of x¯ on problem p
and the support (density) ρˆ of x¯.
Definition 3 The predicted variance σˆ2x¯,p of a vector x¯ ∈ A on problem p is:
σˆ2x¯,p = (
∑
y¯∈A (uy¯,p − uˆx¯,p)2 ωx¯,y¯)/((
∑
y¯∈A ωx¯,y¯)− 1) (2.3.4)
Definition 4 The support ρˆ of a vector x¯ ∈ A is calculated using kernel density
estimation:
ρˆx¯ =
∑
y¯∈A ωx¯,y¯ (2.3.5)
Obviously, the same approach can be used to predict the utility, variance, and
support of previously unseen vectors. Namely, the predicted utility uˆz¯ of a certain seen
or previously unseen vector z¯ is derived using Gaussian interpolation over all vectors
in the archive (Equation 2.3.3). The same can be done for the predicted variance
(Equation 2.3.4) and support (Equation 2.3.5).
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2.3.3 Searching Loop
As mentioned before, the task of the searching loop is to provide new vectors and
performance values to the learning loop. The search loop of Bonesa is initialized with
a uniformly randomly generated set of K parameter vectors. For each of them a single
run of the EA to be tuned is executed on each problem from the test-suite, to determine
its utility. Therefore, if the test-suite contains n problems, this yields into a total
number of K · n tests executed in this step. After all tests are finished, the vectors are
added to the archive A together with the utility values obtained by these tests. This
first initial set is fed into the learning loop, and when that is finished, the iterative
search procedure is started.
Each iteration starts with generating k candidate parameter-vectors. Half of them
are generated using the REVAC approach, [104, 127]. To generate one new parameter
vector, for each of the parameters (i = 1, . . . , l) we have to randomly draw a value
xi from the corresponding parameter values in the archive. The second step is to
generate a new parameter value, based on the one drawn from the archive. In Bonesa,
this step is simplified w.r.t. the original REVAC scheme. Instead of calculating the
so-called smoothening interval and drawing a random value from it, we simply add
some Gaussian noise to xi in such a way that the new value is expected to be within
the top 50 closest values. To this end, the level of noise si has to be defined as follows.
si =
√
12 · σ¯i · (Γ(0.5 · l + 1) · (50 · 1/|A|))1/l/
√
pi · |A| (2.3.6)
where σ¯ is the standard deviation vector of the archive A and Γ is the gamma function.
This process is repeated until 0.5· k new parameter vectors are created, the other half
is drawn uniformly random from the parameter space. All of the generated vectors are
then fed into the model, and their quality is predicted based on their Pareto strength.
2.3.3.1 Pareto Strength
In general, the quality of a vector z¯ (seen or unseen) in a multi-objective setting is
based on the notion of Pareto dominance. In our case, parameter vectors must be
compared based on their utility, which is an inherently noisy function. Therefore, we
cannot simply compare the utility of z¯ with that of y¯ on a problem p. Instead we
need to test the hypothesis that the average value of the utility distribution of z¯ on
problem p is higher than the average value of the utility distribution of y¯ on problem
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p. There are various known tests relying on samples from each distribution. However,
Bonesa does not have such samples, because each parameter vector is only tested once.
Therefore, Bonesa uses an adaptation of the Welch’s T-test [143] to compare utilities:
τz¯,y¯,p = (uˆz¯,p − uˆy¯,p)/
√
σˆ2z¯,p/ρˆz¯ + σˆ
2
z¯,p/ρˆz¯ (2.3.7)
νz¯,y¯,p =
(
σˆ2z¯,p/ρˆz¯ + σˆ
2
y¯,p/ρˆy¯
)
σˆ4z¯,p/(ρˆ
2
z¯ · (ρˆz¯ − 1)) + σˆ4y¯,p/(ρˆ2y¯ · (ρˆy¯ − 1)) (2.3.8)
Dz¯,y¯,p = T (−τz¯,y¯,p, νz¯,y¯,p) (2.3.9)
where T is the cumulative t-distribution. If the support for one of the two vectors
is lower than 10, then this test can lead to unreliable results. Therefore we use the
following equations to calculate the D given ρˆx > 10 and ρˆy ≤ 10 :
τz¯,y¯,p = (uˆz¯,p − uˆy¯,p)/
√
σˆ2z¯,p · 2 (2.3.10)
Dz¯,y¯,p = T (−τz¯,y¯,p, 10) (2.3.11)
If both of the two have a support lower than 10, then there is not enough evidence
to decide which dominates the other, and no domination is assumed. In the other cases,
1−Dz¯,y¯,p indicates the level of confidence in the hypothesis that average value of the
utility distribution of z¯ on problem p, is better or equal than the average value of the
utility distribution of y¯ on problem p. If this confidence is higher a certain threshold
1− +, we assume that z¯ is better than y¯ on problem p. The definition of dominance
can therefore naturally be extended to:
Definition 5 A parameter vector z¯ dominates parameter vector y¯ if and only if:
1. ∃p ∈ P : Dz¯,y¯,p ≤ +, and
2. ∀g (g += p) ∈ P : Dy¯,z¯,g > +.
Using this definition of dominance we can define the number of ‘slaves’, the number
of vectors from the archive that are dominated by a vector z¯, as:
66 Chapter 2. Automated Approaches to Parameter Tuning
Definition 6 The number of slaves S(z¯), of any parameter vector z¯ is equal to:
PDp(z¯, y¯) =
{
1 if z¯ dominates y¯
0 if z¯ does not dominate y¯
(2.3.12)
S(z¯) =
∑
y¯∈A
PDp(z¯, y¯) (2.3.13)
Finally, we define the Pareto Strength Sˆ(z¯) [148] as −1 times the sum of the number
slaves over all vectors that dominate z¯ (‘masters’):
Definition 7 The Pareto Strength Q(z¯), of a newly generated parameter vector z¯ is:
PDn(z¯, y¯) =
{ −1 · S(y¯) if z¯ is dominated by y¯
0 if z¯ is not dominated by y¯
(2.3.14)
Q(z¯) =
∑
y¯∈A
PDn(z¯, y¯) (2.3.15)
This means that candidates which are not dominated by any of the vectors in the
archive have a strength of 0, all others have a value lower than zero. The more vectors
from the archive dominate the new candidate, the lower the strength. This makes the
archive gradually move towards the Pareto-front. The Pareto strength can therefore
be used to rank the candidates, much like [122], according to their position on the
multi-problem performance landscape.
Based on this quality indicator, we can select the w vectors, from the set of generated
vector, with the highest Pareto strength. In case of a tie, the candidate with the lowest
support (ρˆ) is preferred. This ensures a sampling bias towards areas with only a few
vectors (low support), which in its turn, raises the support of the vectors in this area
and therefore refines the model. Finally, the set of the w best vectors is tested on each
of the problems and added to the archive. If the maximum number of tests is not yet
reached, a new iteration is started. Observe that by increasing k or lowering w Bonesa
can be made more explorative or exploitative.
Algorithm 1 shows how these components come together.
2.3.4 Validation experiments
For a rigorous evaluation of Bonesa and its derived models, we should apply it to a
combination of an evolutionary algorithm and a test-suite is for which the complete per-
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Algorithm 1: The Bonesa algorithm.
for i ← 1 to M do // Initialisation1
archive[i] ← CreateRandomParameterVectors();2
archive[i].RawQualities[] ← RunAndEvaluate(archive[i], problems);3
i ← M ;4
while maximum budget not reached do // Intertwined Searching and5
Learning
i ← i + 1;6
archive.PredictedQualities[] ← KernelFilterMean(archive, problems);7
archive.PredictedVariances[] ← KernelFilterVariance(archive, problems);8
for j ← 1 to K do // Generate Candidates9
candidates[j] ← DrawFromArchiveDensity(archive) ;10
candidates[j].PredictedQualities[] ← KernelFilterMean(candidates[j],11
problems);
candidates[j].PredictedVariances[] ← KernelFilterVariance(candidates[j],12
problems);
candidates[j].PredictedParetoRank ← CalculateParetoRank(candidates[j],13
archive);
Sort(candidates, candidates.PredictedParetoRank);14
archive[i] ← candidates[1] ;15
archive[i].RawQualities[] ← RunAndEvaluate(archive[i], problems);16
for j ← 1 to i do // Create termination set17
archive[j].ParetoRank ← CalculateParetoRank(archive[j], archive) ;18
if archive[j].ParetoRank == 0 then19
terminationset ← { terminationset, archive[j] };20
formance landscape is known. However, to our knowledge there is no such combination
in evolutionary computing. So to be able to compare the models derived by Bonesa
with the true utility landscape, we have created artificial performance landscapes in
which we can control all aspects. We decided to take the mean best fitness performance
measure (and not the EA speed, or whatever else) to be reflected by the artificial
utility. Furthermore, for the sake of visualizing the results, we have chosen to limit the
test-suite to only two artificial utility landscapes, based on two parameters, leading to
three-dimensional robustness and four-dimensional utility landscapes. The performance
Hp(x¯) of a parameter vector x¯ on an artificial utility-landscape p is defined as:
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Hp(x¯) =
√
((x¯1 −Bp1)/Cp1 )2 + ((x¯1 −Bp2)/Cp2 )2
ε(x¯) = 0.05 · log(4 + x¯1) · (2− x¯2)
Up(x¯) = e−1·Q
p(x¯) +N(0, ε(x¯))
The vectors Bp and Cp can be used to control the landscape. Bp indicates for which
parameter-values the utility (mean best fitness) is optimal. Cp indicates how much
the utility drops when moving away from the optimal vector. Finally, ε controls the
amount of noise that we add to the outcome of each ’run’. This is to include the ”cloud
of repeated runs” (cf. Figure 10) in our artificial test data. In our two landscapes, we
have chosen to make ε dependent on the parameter values of the ’run’. High values for
parameter 2 yield stable results, high values for parameter 1 yield very noisy results.
The values for B and C used in this experiment, are given in Table 6. The setup of
Bonesa is given in Table 7.
Bonesa is incorporated in a Java application that specifically designed with user-
friendliness in mind. The full sourcecode of both the algorithm and application is
available from http://tuning.sourceforge.net and described in Appendix B.
2.3.4.1 Results
The main objective of Bonesa is to provide a cost-efficient method to accurately model
the grand utility landscape. Since this landscape is a high dimensional surface, the
accuracy is illustrated in Figure 16 using several slices. Each subfigure shows the known
and predicted utility (EA performance) for a certain parameter value.
It is clear that the accuracy greatly differs between different areas of the grand
performance landscape. The higher the performance, the better the accuracy as result
Table 6: Setup of
the artificial utility-
landscapes
Parameter Landscape 1 Landscape 2
B1 0.01 0.05
B2 0.50 0.10
C1 0.10 0.10
C2 1.00 1.00
Table 7: Setup of
Bonesa
Parameter Value
K 1000
k 1000
w 10
Dominance + 0.05
Maximum number of tests 4000
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Figure 16: Real utility values (smooth curves) vs. utility values pre-
dicted by the Bonesa-made models (rugged curves).
of the focus of Bonesa on ’promising points’. Figure c) shows an almost perfect fit,
when predicting the performance for the 10% best parameter-values. Furthermore, it
is clear that the tuneability of a parameter also influences the accuracy of the model.
The predictions for parameter 1 are much more accurate near the optimum, than the
predictions for parameter 2. So, the more important a correct parameter-value is,
the better the accuracy of the prediction. Furthermore, since the grand performance
landscape contains a “cloud” around the average performance, we also look at accuracy
in predicting the variance in performance. These results are shown in Figure 17 for
parameter one and problem one. All other graphs are very similar to this one, therefore
omitted here. Figure 16 and 17 demonstrate that Bonesa is able to accurately model
the grand performance landscape, especially in the ‘interesting’ areas.
To assess the efficiency of Bonesa, we inspect the space of all possible performance
values for problem 1 and problem 2, a 2D square with values ranging from 0 to 1 on
both axes, cf. Figure 18. On this square, the Pareto front is indicated by the grey line
representing the optimal performance based on a certain combination of weights for
both problems. The grayscale values of the rest of the plot show the computing time
spent in a given area (black is much time, white is little time). The data exhibited by
Figure 18 shows that Bonesa is able to identify and explore the interesting areas very
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Figure 18:
Illustration of
the search effort
in relation to the
predicted utilities
effectively. 80% of the computing-time is spent in the area close to the Pareto front.
SECTION 2.4
Comparing Tuning Algorithms
2.4.1 Introduction
Tuning algorithms can be compared on all different kinds of aspects, for example how
they do tuning, how well do they do it, how efficient they are etc. One straightforward
approach is to compare them based on our previous taxonomies NI/I − SS/MS &
A/B/C & MR/SA/SC/MB that classify how they approach the tuning problem.
Table 8 shows this comparison for NI/I − SS/MS & A/B/C. Most currently used
methods are multi-stage methods, which makes sense since one if often only interested
in a certain area of the parameter-space. For A/B/C it is somewhat different, namely
all modern (multi-stage) approaches optimize on A and some optimize on B too.
Which type of approach (from MR/SA/SC/MB) does not really seem to influence
this. Except for multi-stage sampling methods, all categories have at least one method
that optimizes on both. But, that is a somewhat misleading conclusion, since an
approach as Iterative F-RACE could also have been classified as a multi-stage sampling
technique with B optimization. Only due to bonds with its ancestor (F-RACE) it has
been classified differently.
Just as I/F-RACE originates from F-RACE, each tuner has its own history and
origin. Some were designed by researchers from the field of system selection [24], others
are influenced by design of experiments [10, 88], or are from the field of evolutionary
computation itself [56]. However, eventually most of them are, in essence, a potpourri
of the different components of the four basic approaches from MR/SA/SC/MB.
Figure 19 and Figure 20 show the general outline of the current state-of-the-art
parameter tuning approaches and for historical commendation also the meta-EA of
Greffenstette. It is based on the same presentation as previously used in Figure 12.
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Table 8: Tuning methods feature comparison as described in taxonomy
NI/I − SS/MS & A/B/C
Described
in Section Method Taxonomy NI/I − SS/MS Taxonomy A/B/C
2.1.3.1
Latin-Square [102] Single Stage A
Taguchi Orthogonal Arrays [138] Single Stage A
2.1.3.1.1
CALIBRA [1] Multi Stage A
Empirical Modelling of Genetic Algorithms [102] Two Stage A
2.1.3.2
Sequential Experiment Designs [118] Single Stage A
Franc¸ois-Lavergne [51] Single Stage A
Logistic Regression [115] Single Stage A
ANOVA [123] Single Stage A
Design of Experiments with Regression Tree [16] Single Stage A
2.1.3.2.1
Coy’s Procedure [30] Multi Stage A
BONESA [132] Multi Stage A&B
Sequential Parameter Optimization (SPO) [10] Multi Stage A
SPO + OCBA [88] Multi Stage A
2.1.3.3
Interactive Analysis [124] Single Stage B
Ranking and Selection [120] Single Stage B
Multiple Comparison Procedures [69] Single Stage B
Sequential indifference-zone selection [86] Single Stage B
Racing [92] Single Stage B
F-RACE [20] Single Stage B
2.1.3.3.1 Iterative F-RACE [8] Multi Stage A&B
2.1.3.4
Meta-Plan [97] Multi Stage A
Meta-Algorithm [56] Multi Stage A
Meta-GA [52] Multi Stage A
Meta-ES [6] Multi Stage A
Meta-CMA-ES [127] Multi Stage A
OPSO [96] Multi Stage A
2.1.3.4.1
FocusedILS [76] Multi Stage A&B
FocusedILS + Adaptive Capping [78] Multi Stage A&B&C
Meta-GA + Racing [147] Multi Stage A&B
REVAC [103] Multi Stage A
REVAC ++ [127] Multi Stage A&B
2.1.3.4.2
Local Unimodal Sampling [109] Multi Stage A
SMAC [75] Multi Stage A&B
SMAC+AC [77] Multi Stage A&B&C
M-FETA [131] Multi Stage A&B
Performance Fronts [37] Multi Stage A
When comparing them to Figure 12 and Figure 13 their similarities are immediately
clear. REVAC++ is essentially as combination of the meta-EA, a sampling approach,
and screening techniques and is, on this higher level presentation, identical to I/F-RACE.
SPO combines a meta-RSM with a model based approach, and BONESA extents this
with REVAC components. Finally, SMAC shows much similarities to REVAC++ and
I/F-RACE; however it is completely different with respect to generating new vectors.
There it looks more like SPO and BONESA, but has an inner local-search loop.
Since each of them consists of these kind of ’building blocks’, comparing them boils
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down to evaluating what the effect is of the different components, on the performance
of the algorithm and the information that can be gathered.
Measuring the information is rather straightforward, it is either absent, complete,
or anything in between depending on the choice of components and their corresponding
characteristics. However, from experience we know that it is hard to draw general
conclusions about the performance of an algorithm based on its characteristics, and
we do not expect tuners to be different. Hence, stating general conclusions is just as
impossible as with comparing any set of ‘ordinary’ algorithms. On the other hand, it is
still interesting to investigate how well they perform on a certain test set, even without
any guarantees about the scope. Therefore, Section 2.4.3 shows such a comparison.
2.4.2 Information Comparison
Our comparison is summarized in Table 9 listing the parameter tuning approaches in
this survey, showing to what extent they are able to:
1. Tune an EA for one or multiple objectives/problems at the same time
2. Tune an EA to be robust to random variations, or at least indicate this kind of
robustness.
3. Indicate the robustness of an EA to changes in parameter values.
4. Tune an EA to be robust to changes in problem specification, or at least indicate
this kind of robustness.
Algorithms are rated varying from ++to - -, and are assigned based on the theoretical
constraints imposed by techniques that are used. For example, algorithms that are
only optimizing on B are generally of limited use to identify the best parameter-vector,
as they depend on an initial static set of vectors. Although they often supply very
accurate information about the whole parameter space, this mainly includes low-quality
areas that might not be interesting. As another example, algorithms for optimizing A
are score negative points in generating models and assessing robustness, because they,
on their turn, are more aimed at finding the best parameter vector. This in contrast to
model based methods (also when combined with optimizing on A) that are specifically
suited for this. In case an algorithm optimizes both on A and B, then the grade is
given based on the main focus of the approach.
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Table 9: Tuning methods feature comparison for scientific testing of
robustness
O
b
je
ct
iv
es
S
ee
d
s
P
a
ra
m
et
er
s
P
ro
b
le
m
s
Described S
in
g
le
/
M
u
lt
i
S
u
cc
es
s
S
ta
b
il
it
y
T
o
le
ra
n
ce
T
u
n
ea
b
il
it
y
A
p
p
li
ca
b
il
it
y
F
a
ll
ib
il
it
y
in Section Method
2.1.3.1
Latin-Square [102] multi - - ! - - - - - - - -
Taguchi Orthogonal Arrays [138] multi - - ! - - - - - - - -
2.1.3.1.1
CALIBRA [1] single ! ! + + - - - -
Empirical Modelling of Genetic Algorithms [102] single ! - + + - - - -
2.1.3.2
Sequential Experiment Designs [118] multi + - ! ! ! !
Franc¸ois-Lavergne [51] multi + - ! ! ! !
Logistic Regression [115] multi + - ! ! ! !
ANOVA [123] multi + - ! ! ! !
Design of Experiments with Regression Tree [16] multi + - ! ! ! !
2.1.3.2.1
Coy’s Procedure [30] single ! - ! ! ! !
BONESA [132] multi ++ + ! ! ++ +
Sequential Parameter Optimization (SPO) [10] single + - ++ ++ + +
SPO + OCBA [88] single + - ++ ++ + +
2.1.3.3
Interactive Analysis [124] single ! ! ! + - - - -
Ranking and Selection [120] single ! ! ! + - - - -
Multiple Comparison Procedures [69] single ! ! ! + - - - -
Sequential indifference-zone selection [86] single ! ! ! + - - - -
Racing [92] single ! ! ! + - - - -
F-RACE [20] single ! ! ! + - - - -
2.1.3.3.1 Iterative F-RACE [8] single ! ! ++ + - - - -
2.1.3.4
Meta-Plan [97] single ! - - - - - - - - -
Meta-Algorithm [56] single ! - - - - - - - - -
Meta-GA [52] single ! - - - - - - - - -
Meta-ES [6] single ! - - - - - - - - -
Meta-CMA-ES [127] single ! - - - - - - - - -
OPSO [96] single ! - - - - - - - - -
2.1.3.4.1
Meta-GA + Racing [147] single - - - - - - - - - -
FocusedILS [76] single - - - - - - - - - -
FocusedILS + Adaptive Capping [78] single - - - - - - - - -
REVAC [103] single ! - ++ + - - - -
REVAC ++ [127] single ! ! ++ + ! !
2.1.3.4.2
Local Unimodal Sampling [109] single ! - - - - - ! !
SMAC [75] single ! - - - - - ! - -to ++
SMAC+AC [77] single - - - - - - - ! - -to ++
M-FETA [131] multi + + ! ! ++ ++
Performance Fronts [37] multi + + - - + +
Algorithms that span multiple columns can optimize/give information on one of the columns at the time
++ excellent quality + good quality ! reasonable quality - poor quality - - very poor quality
In general, methods receive a high grade on the aspects they are designed for and a
low grade on the aspects not taken into account in the algorithm design. For example,
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the influence of A reduction techniques in methods lowers the information about the
tuneability and fallibility, since this requires better information about the ’worst-case’
performance. Especially a meta-RSM, but also a technique such as SMAC, coverge
very fast towards the best area’s, and therefore provide less information about the rest
of the search space. Hence, scoring relatively low on information, but obviously they
are expected to score high on performance. On the other hand, a complete absence of
A reduction techniques also lowers the information, since they provide less information
about the good areas.
The multi-objective methods of course score high on robustness in the problems
space, since they are specifically build for it. The score of SMAC on this, heavily
depends on the amount of characterizing features that are known for the set of problems.
If a lot of them are present, and their influence on the performance is high, using
SMAC can have huge benefits both on information and performance.
Multi-objective methods also score high on robustness regarding success, since they
can optimize on both performance, and the variance of performance. This allows the
user to decide each time the algorithm is run, how those two should be balanced.
These rating are only based on theoretical grounds, and approaches that share the
same rating, can perform very differently on these aspects. The rating should only be
used as an indication of its specialties, rather than a judgment of its absolute quality.
However, we still can conclude that there is no such thing as the best tuner, even without
taking the performance into account. Namely, tuners do not only balance between
performance and information, but also between the different types of information.
Depending on the needs of the researcher, one could be more interesting than the other.
In general, the modern tuners discussed earlier are nicely balanced, but are still leaning
towards a certain direction.
2.4.3 Performance Comparison
If one is out for ‘the best tuner’, comparing parameter tuning methods based on
performance is an obvious approach to choose it. However, anytime when selecting a
‘best’ from a set of alternatives, the question rises: “How to define the best”. Finding
the best evolutionary algorithm for solving real-valued problems is already hard. It
mainly depends on the choice of user preferences (Section 1.2.1): Which functions
does it need to solve, how to measure the performance, are we interested in robust
performance, etc. It is even more difficult when comparing parameter tuners. On
top of these choices, one also needs to define the algorithm that is tuned, and how to
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measure to performance of the tuner itself. Furthermore, the information that can be
gained using a specific tuner can vary widely, and therefore different user preferences
will lead to a different choice for ‘the best tuner’.
Nevertheless, comparing tuners on a specific set of preferences can lead to useful
insights, as will be shown in this section. Without any general claims, we show
on a specific set of functions, that all tuners are able to fine-tune a state-of-the-art
evolutionary algorithm. To show the usefulness of each of the tuners from a performance
point of view, we try to answer the following questions:
1. Which of the tuners performs best when comparing them on the performance on
each function?
2. Can we use the multi-objective approach of Bonesa to identify generalists and
class-specialists that outperform the recommended parameter-values? And what
can we learn from them?
2.4.3.1 Experimental Setup
In this set of experiments we will, due to computational constraints, restrict the set of
tuners in the comparison to five state-of-the-art tuners. These are REVAC++, SPO,
Bonesa, SMAC and I/F-RACE. To make the task for the tuners extra challenging,
we deliberately require the tuners to tune an EA that is hard to improve. Hence, we
have selected the (1,λsm)-CMA-ES [5]. The (1,λ
s
m)-CMA-ES is the general case of the
(1, 2sm)-CMA-ES and (1, 4
s
m)-CMA-ES, that were two top performing algorithms from
the BBOB’10 [110] competition. The (1,λsm)-CMA-ES has six different parameters
(Table 10), of which five are real valued, and one requires integers.
Table 10: The parameters of the (1,λsm)-CMA-ES
Parameter Description Range Default
λ number of children [ 2 10 ] 4
σ the initial coordinate wise standard deviations for the search [ 1 10 ] 2
THF stop if the historical fitness changes are smaller than this [ 0 0.1 ] 1e− 12
TF stop if the fitness change is smaller than this [ 0 0.1 ] 1e− 12
CMACS cumulation constant for step-size [ 0 1 ] 0.5
CMACCOV learning rate for rank-one update [ 0 1 ] 0.1121
Furthermore, to be able to compare the tuned parameter values with parameter
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the BBOB’10 test-suite for the application layer. Since the two (1,λms)-CMA-ES
were submitted to this renowned competition, it can be expected that these are the
best possible parameter-values as determined by an expert. The 25 functions are
supposed to cover a whole range of different problems without favoring certain types
of algorithms. Testing on the whole test-suite of 25 functions is infeasible due to the
computational costs required, therefore we have selected one function from each of the
five categories (Table 11), and used only its 2 dimensional instance. We do not expect
this to influence to outcomes of the tuner comparison much, however obviously does
influence the outcomes of the individual tuner sessions. The rest of the competition is
kept the same as specified: each algorithm (instance) is graded based on the number
of evaluations needed to reach a certain fitness threshold, with a maximum allowed
number of evaluations of 20, 000.
Table 11: BBOB’10 Test-suite: selected problems
Class Function
f1 Separable Sphere
f6 Low or Moderate condition Attractive sector function
f10 High Condition Ellipsoid with monotone x-transformation
f15 Multi-Modal Rastrigin with both x-transformations
f20 Multi-Modal with Weak Global structure Schwefel x · sin(x) with tridiagonal transformation
With the choice of user-preferences (test-suite and performance measures), and
the choice of algorithm fixed, the only choices left are related to the tuning itself. We
allowed each tuner to do 10, 000 tests, such that they are only evaluated based on their
quality of finding good parameter-vectors within a reasonable time-frame (a couple of
days of computational time), rather than finding them fast. Furthermore, since only
Bonesa is specifically built for multi-problem optimization, all tuners (including Bonesa)
were allowed to define a specific parameter vector for each problem, instead of having
a single parameter vector to solve them all. Bonesa has also been run in multi-problem
mode, in which it identified problem-specific parameter-vectors (specialists), a single
robust parameter setting (generalist) and per-class parameter vectors (class-specialists)
1. In terms of the BBOB’10 test-suite, this means that all tuners have a crafting
effort [60] of 0.7, since each parameter vector is specific to each problem. However,
Bonesa is also run with a crafting effort of 0, namely only a single parameter value is
used, or any number in between, specific to the number of selected class-specialists.
The crafting effort (CrE) is defined as:
1Mind that these class-specialist are of different classes, than distinction in the BBOB’10 testsuite.
In fact, they do not even have to obey this distinction, since classes can be defined based upon which
parameter-values can be used to solve them, rather than what the characteristics of the problems are
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CrE = −
K∑
1
nk
k
log(
nk
k
)
where n =
∑K
1 nk is the number of functions in the testbed and nk is the number
of functions where the parameter setting with index k was used, for k = 1, . . . , K.
Since most of the tuners do not use the same number of tests per parameter-vector
(and sometimes only estimate the quality), a validated performance is calculated based
on the mean performance over 100 runs with that specific parameter-vector. This is
then repeated 10 times, such that for each tuner, on each problem, 10 parameter-vectors
are found that are tested 100 times.2
Tables 12, 13, 14, 15 and 16 describe the setup of the tuners, which are the default
parameter values. BONESA and SPO are included twice. As mentioned before,
BONESA has been ran in single-problem and multi-problem mode, and SPO has been
run with and without OCBA. The source code for each of the tuners was provided by
the original authors [132, 10, 8, 127, 75]. Due to computational reasons some of them
are slightly altered to allow parallel computing.
The sourcecode for the (1,λsm)-CMA-ES and BBOB’10 testsuite are both in Matlab
and is the original code used in the competition, as published by Auger et al. [5].
Each of the seven tuners has been ran 10 times, on five different function, therefore
a total of 10 · 7 · 5 · 10.000 runs of the (1,λsm)-CMA-ES are carried out using seven
2.4GHz CentOS octo-core machines with 10Gbit/s connections, resulting in up to 50
parallel threads. The whole experiment took more than a month to finish, excluding
the time needed to setup and configure the tuners.
2.4.3.2 Results
Since most of the tuners are only suited for single-problem tuning, the main comparison
on performance has to be based on the so called ‘specialists’; those parameter vectors
that are specifically designed to solve only a single problem. This indicates how
effectively a tuner is able to search the space of all possible parameter-vectors for that
single one with the best performance.
2The rules of this competition are equal to those in the case study (Section 3.2), and 2009 [127]
comparison. That comparison featured three tuning approaches, that were at that time the state-of-
the-art. Two of these methods are still in this comparison, namely REVAC++ and SPO. Furthermore,
the test-suite is changed. At that time, the CEC 2005 was the most widely used test-suite for numerical
optimization, but is now surpassed by the BBOB’10 test-suite.
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Table 12:
Bonesa Setup
Parameter Value
# Problems 1 and 5
Mean support 50
Minimal support 10
Expected Distance 50
+ 0.05
k/w ratio 10000
Table 13:
REVAC++ Setup
Parameter Value
Population size 100
Selected Points 50
Smoothing 5
Minimum # evaluations 2
Maximum # evaluations 5
Multiplication Factor 1.5
Multiplication Threshold 100
Table 14:
SMAC Setup
Parameter Value
x0 [0]6
max N 5
nInit 1000
Table 15:
SPOT Setup
Parameter Value
Model Kriging
# Initial design points 60
# Samples per point 5 or OCBA
# Candidates 10
Table 16:
I/F -Race Setup
Parameter Value
µ 5
T first 5
T each 1
Statistical test F-test
2.4.3.2.1 Specialists
Figures 21 to 25 show the results of the parameter tuning sessions. The quality of
REVAC++, single-problem Bonesa, I/F -Race, SPOT and SMAC is determined by
doing 100 validation runs using the parameter vector that was returned as ’the best’.
For the multi-problem version of Bonesa, first the specialists are extracted from the
Pareto front for each individual problem, and their performances are then validated
using 100 validation runs. Hence, a specific parameter-vector (specialist) is used for each
problem, but they originate from a single tuning run. In Section 2.4.3.2.2 we discuss
how the multi-problem Bonesa can also be used to identify a generalist parameter
vector, that can be used for all problems.
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Figure 21: Performance comparison based on the average number of
evaluations to success on f1, of the 10 specialists as delivered by the 7
tuners. The dotted line shows the performance using the recommended
parameters.
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Figure 22: Performance comparison based on the average number of
evaluations to success on f6, of the 10 specialists as delivered by the 7
tuners. The dotted line shows the performance using the recommended
parameters.
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Figure 23: Performance comparison based on the average number of
evaluations to success on f10, of the 10 specialists as delivered by the 7
tuners. The dotted line shows the performance using the recommended
parameters.
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Figure 24: Performance comparison based on the average number of
evaluations to success on f15, of the 10 specialists as delivered by the 7
tuners. The dotted line shows the performance using the recommended
parameters.
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Figure 25: Performance comparison based on the average number of
evaluations to success on f20, of the 10 specialists as delivered by the 7
tuners. The dotted line shows the performance using the recommended
parameters.
Remarkably, there are two tuners that significantly outperform all others, on all five
problems (based on a t-test with α = 0.05). Both single-problem Bonesa and SMAC
perform very well, both on performance, and stability. In general, they have the best
performance, and are able to reach this level of performance in most of the runs. Third
are the Bonesa specialists identified in a multi-problem run. Even though the tuning
task is much more complicated, namely the parameter Pareto front needs to be found,
it still manages to identify very good specialists. I/F -Race is also very competitive,
however it is much less stable than SMAC and Bonesa, and even completely fails on f6
(Figure 22).
Both versions of SPOT perform quite reasonably, and it is interesting to note
that OCBA sometimes helps (Figures 22 and 23) finding the good parameter values,
sometimes hinders the search (Figure 24), and sometimes leads to either very good or
very bad performance (Figures 21 and 25). This confirms the results the authors found
on their artificial testbed [14], in which they concluded that OCBA helped in 3 out of
5 problems, which is close to the ratio in our experiments.
It is also interesting that the recommended parameters, as used for the BBOB’10
testsuite, perform very well. On f1 and f6, none of the tuners managed to find a
parameter vector that performs significantly better. However, on f15 and f20, all tuners
(except for REVAC++) identified parameter vectors that perform significantly better,
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at least in one out of 10 tuning runs. The single-problem Bonesa even terminated with
better parameter values in 9 out of 10 runs. The difference between f1 and f6 on the
one hand, and f15 and f20 on the other, is the ‘location’ of the best parameter values,
and more specifically, the parameter values for the restart parameters THF and TF .
Both f1 and f6 are unimodal functions, therefore restarting is unlikely to be beneficial.
However, they only way to prevent restarts is to set both THF and TF to values
smaller than 10−6, which is only 1108% of the search space and very close to the border
of the parameter-space. This probably caused that the tuners did not sample this area
(enough), resulting into a relatively low performance on the easy functions compared
to the recommended parameter vector. Since f15 and f20 are (highly) multimodal they
can benefit from restarts. Although THF and TF are then still very important, their
optimal values are no longer at the edges of the search space, and might therefore be
easier to find. f10 is somewhere in between the unimodal and multi-modal functions,
since it has a very clear general structure, and local optima with only very small bases
of attraction therefore a very strict restarting approach might lead to the best results.
2.4.3.2.2 Generalists
Although the recommended parameter values were very efficient for solving f1, f6 and
even f10, the performance on f15 and f20 left room for improvement by a generalist.
Table 18 shows that Bonesa was indeed, in half of the runs, able to identify a parameter
vector that is a better generalist. In run 5 (for which the parameter values are shown
in Table 17), without losing much performance on f1, f6 and f10. It managed to solve
f15 and f20 in only half of the number of evaluations. Also on run 6, 8 and 10 the
recommended parameter vector is significantly outperformed, while run 1, 4 and 9 are
not significantly better or worse. f6 proved to be the main cause for differences in
performance, since the best AES and the worst AES differ by a factor 10.
Table 17: The best and recommended parameters of the (1,λsm)-CMA-
ES
Parameter Description Range Recommended Best Found
λ number of children [ 2 10 ] 4 9
σ the initial coordinate wise standard deviations for the search [ 1 10 ] 2 8.99
THF stop if the historical fitness changes are smaller than this [ 0 0.1 ] 1e− 12 1.2e− 6
TF stop if the fitness change is smaller than this [ 0 0.1 ] 1e− 12 9.2e− 6
CMACS cumulation constant for step-size [ 0 1 ] 0.5 0.78
CMACCOV learning rate for rank-one update [ 0 1 ] 0.1121 0.96
However, tuning on the total AES of the five functions, is not something that
specifically requires a multi-problem approach such as is implemented in Bonesa.
Although problems can rise when tuning on such an aggregation (see Section 3.1), in
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principle any parameter tuner can be used for this. However, in Section 1.2.2.1 we
already mentioned that it would be interesting to know how many vectors are needed to
solve all the problems from the test-suite. If we can discover that each problem can be
solved by either using parameter vector x¯1 or x¯2, in theory, much better performance
could be reached, with only twice the effort. If algorithm-designers would be able to
provide such a “shortlist” of parameters vectors, algorithm-users would be able to
get much better results with only little effort when compared to only using the single
recommended parameter vector.
Table 18: Multi-problem results for a single generalist vector, the
average number of evaluations to solution and the 95% confidence
interval are given
Run f1 f6 f10 f15 f20 total
recommended 165(± 6.1) 326(± 12.8) 622(± 23.1) 6018(± 1031.7) 4583(± 727.0) 11713 (± 1262)
1 195(± 15.7) 3380(± 589.3) 814(± 107.1) 4182(± 734.5) 3657(± 641.3) 12228(± 1145)
2 267(± 34.2) 3716(± 647.9) 851(± 137.3) 5100(± 982.9) 3241(± 701.3) 13175(± 1378)
3 272(± 36.5) 2278(± 376.6) 1216(± 206.6) 6938(± 1151.7) 4173(± 754.8) 14876(± 1443)
4 216(± 21.1) 2848(± 424.0) 737(± 81.8) 3821(± 598.6) 3148(± 519.8) 10770(± 903)
5 177(± 9.1) 359(± 36.6) 607(± 36.4) 3013(± 570.8) 2312(± 432.8) 6468(± 718)
6 241(± 27.5) 2286(± 427.5) 733(± 83.4) 3924(± 717.8) 3381(± 540.2) 10564(± 999)
7 292(± 34.3) 3767(± 736.1) 1021(± 124.0) 5165(± 924.1) 3605(± 732.8) 13851(± 1396)
8 174(± 16.2) 579(± 80.0) 630(± 62.5) 3622(± 648.6) 2776(± 551.5) 7782(± 858)
9 209(± 17.4) 2647(± 458.4) 677(± 84.8) 4023(± 776.2) 3234(± 627.0) 10790(± 1102)
10 205(± 17.2) 878(± 153.2) 658(± 57.5) 3983(± 749.7) 2936(± 544.8) 8660(± 941)
Therefore, in each multi-problem tuning run we let Bonesa select two parameter
vectors to solve the whole test-suite, rather than only one. Table 19 and Table 20
show these results. Table 19 shows the mean performances and their 95% confidence
intervals for each of the two parameter vectors (a and b) per tuning run as selected by
Bonesa. Table 20 is an aggregation of this, showing the combined strength of the two
class-specialists. It is immediately clear, that the added value of this approach looks
rather limited. In most cases, the pure ‘generalist’ is also selected as one of the two
class-specialists and outperforms the specialist on all problems. However, run 6 shows
the added value of this approach. The first class-specialist solves problem f1 and f6,
not remarkably the two unimodal functions for which we concluded earlier that they
require different parameter values, while the second one is used to solve the multimodal
ones. The total is therefore significantly lower, than by using only a single vector. Also
on run 1, the performance is significantly increased by adding a specialist for solving
f6.
Again we noticed the effect of THF and TF on the performance. The recommended
parameter values (using 1e − 12 for both parameters), significantly outperformed
our class-specialists on f1 and f6. Again, the problem of reaching the edges of the
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Table 19: Multi-problem results of the two class-specialist vectors in
each run, the average number of evaluations to solution and the 95%
confidence interval are given
Run f1 f6 f10 f15 f20 total
recommended 165(± 6.1) 326(± 12.8) 622(± 23.1) 6018(± 1031.7) 4583(± 727.0) 11713 (± 1262)
1a 195(± 15.7) 3380(± 589.3) 814(± 107.1) 4182(± 734.5) 3657(± 641.3) 12228(± 1145)
1b 278(± 35.4) 2415(± 458.9) 927(± 104.5) 5602(± 1124.1) 4139(± 695.5) 13361(± 1403)
2a 217(± 25.1) 4667(± 780.7) 875(± 100.3) 5733(± 1064.1) 3905(± 772.9) 15397(± 1533)
2b 265(± 35.5) 5023(± 886.8) 693(± 59.2) 6951(± 1221.5) 3968(± 725.2) 16900(± 1676)
3a 315(± 48.0) 7161(± 1148.9) 1327(± 195.0) 7583(± 1207.6) 5220(± 1055.0) 21606(± 1983)
3b 252(± 27.8) 941(± 159.1) 1340(± 193.0) 8114(± 1010.1) 5766(± 989.6) 16413(± 1436)
4a 279(± 35.0) 4137(± 720.2) 1037(± 136.8) 5906(± 949.7) 4324(± 868.8) 15683(± 1482)
4b 229(± 25.2) 3166(± 653.0) 1048(± 139.2) 6305(± 956.8) 4731(± 831.1) 15479(± 1433)
5a 177(± 9.1) 359(± 36.6) 608(± 36.4) 3013(± 570.8) 2312(± 432.8) 6468(± 718)
5b 222(± 21.2) 2665(± 514.8) 903(± 122.3) 5210(± 925.3) 3479(± 665.7) 12479(± 1257)
6a 241(± 27.5) 2286(± 427.5) 733(± 83.4) 3924(± 717.8) 3381(± 540.0) 10564(± 999)
6b 177(± 15.5) 1327(± 231.0) 814(± 99.2) 4327(± 804.3) 3569(± 597.1) 10214(± 1033)
7a 292(± 34.3) 3767(± 736.1) 1021(± 124.0) 5165(± 924.1) 3605(± 732.8) 13851(± 1396)
7b 256(± 37.3) 3863(± 737.7) 1120(± 133.7) 6936(± 1048.4) 4087(± 755.7) 16262(± 1495)
8a 174(± 16.2) 579(± 80.0) 630(± 62.5) 3622(± 648.6) 2776(± 551.5) 7783(± 858)
8b 252(± 28.8) 3118(± 547.7) 741(± 74.0) 4123(± 698.1) 3561(± 621.8) 11795(± 1086)
9a 209(± 17.4) 2647(± 458.4) 677(± 84.8) 4023(± 776.2) 3234(± 627.0) 10790(± 1101)
9b 226(± 28.3) 3517(± 653.2) 845(± 98.5) 5219(± 741.9) 3560(± 642.7) 13367(± 1184)
10a 205(± 17.2) 878(± 153.2) 658(± 57.5) 3984(± 749.7) 2936(± 544.8) 8660(± 941)
10b 232(± 34.6) 4588(± 819.6) 1026(± 125.5) 5180(± 943.6) 4000(± 769.7) 15026(± 1474)
search space, made the search for class-specialists nearly impossible. However, the
recommended parameter values indicate that such class-specialist are likely to exist.
To verify this, we used the parameter values found in run 5, that showed excellent
performance on f10, f15 and f20, and replaced their THF and TF values with the
recommended values (Table 22) used during the competition. Table 21 shows the result
of these control runs.
It clearly indicates that we can distinguish two main types of problems, namely
unimodal(f1 and f6) and multimodal (f15 and f20). Although this is not a very novel
insight, it shows the strength of taking a more scientific approach. Rather than just
selecting the best parameter values, we try to get to know our algorithm. Here, for
solving the unimodal problems, THF and TF need to be very small, which effectively
means that restarts are turned off. This obviously makes much sense, because restarting
is only meant to get out of a local optima if the search get stuck. In case of a unimodal
problem, the only optimum is the global one. This confirms the existence of class-
specialists, although Bonesa did not discover them directly, due to the tiny fraction of
the search space with a high quality. However, because this is quite a general rule, it
can be directly applied. Either one knows if it is dealing with a unimodal or multimodal
problem, and selects the corresponding vector, or one just performs 2 separate runs to
determine which one is more suited. In terms of the BBOB’10 competition, this means
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Table 20: Aggregated multi-problem results using two class-specialist
vectors, the average number of evaluations to solution and the 95%
confidence interval are given
Run f1 f6 f10 f15 f20 total
recommended 165(± 6.1) 326(± 12.8) 622(± 23.1) 6018(± 1031.7) 4583(± 727.0) 11713 (± 1262)
1 195(± 15.7) 2415(± 459) 814(± 107.1) 4182(± 734.5) 3657(± 641.3) 11264(± 1083)
2 217(± 25.1) 4666(± 780.7) 875(± 100.3) 5733(± 1064.1) 3905(± 772.9) 15397(± 1533)
3 252(± 27.8) 941(± 159.1) 1327(± 195.0) 7583(± 1207.6) 5220(± 1055.0) 15323(± 1623)
4 229(± 25.2) 3166(± 653.0) 1037(± 136.8) 5906(± 949.7) 4324(± 868.8) 14662(± 1450)
5 177(± 9.1) 359(± 36.6) 607(± 36.4) 3013(± 570.8) 2312(± 432.8) 6468(± 718)
6 177(± 15.5) 1327(± 231.0) 733(± 83.4) 3924(± 717.8) 3381(± 540.2) 9542(± 931)
7 256(± 37.3) 3767(± 736.1) 1021(± 124.0) 5165(± 924.1) 3605(± 732.8) 13814(± 1396)
8 174(± 16.2) 579(± 80.0) 630(± 62.5) 3622(± 648.6) 2776(± 551.5) 7782(± 858)
9 209(± 17.4) 2647(± 458.4) 677(± 84.8) 4023(± 776.2) 3234(± 627.0) 10790(± 1102)
10 205(± 17.2) 878(± 153.2) 658(± 57.5) 3983(± 749.7) 2936(± 544.8) 8660(± 941)
that we were able to beat the (1,λsm)-CMA-ES by itself on each problem, except for f1,
using a crafting effort of 2.
Table 21: The performance of the two class-specialists of the (1,λsm)-
CMA-ES, the average number of evaluations to solution and the 95%
confidence interval are given
Vector f1 f6 f10 f15 f20 total
recommended 165(± 6.1) 326(± 12.8) 622(± 23.1) 6018(± 1031.7) 4583(± 727.0) 11713(± 1262)
Specialist 1 177(± 9.1) 359(± 36.6) 607(± 36.4) 3013(± 570.8) 2312(± 432.8) 6468(± 718)
Specialist 2 166(± 4.6) 304(± 16.7) 576(± 30.4) 3888(± 703.7) 2769(± 459.8) 7704(± 841)
Table 22: The class-specialists of the (1,λsm)-CMA-ES
Parameter Description Sp. 1 Sp. 2
λ number of children 9 9
σ the initial coordinate wise standard deviations for the search 8.99 8.99
THF stop if the historical fitness changes are smaller than this 1.2e− 6 1e− 12
TF stop if the fitness change is smaller than this 9.2e− 6 1e− 12
CMACS cumulation constant for step-size 0.78 0.78
CMACCOV learning rate for rank-one update 0.96 0.96
2.4.3.3 Discussion
Although the comparison on performance as discussed in the previous section has only a
limited scope, the results clearly indicate that Bonesa and SMAC are very well capable
of tuning an algorithm ‘to the max’. That does not necessarily mean that those are the
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best tuners (see Table 23), only that on this specific test-suite, and the (1,λsm)-CMA-ES
as algorithm-to-be-tuned, and these specific ‘rules of the game’, those two found the
best performing parameter vectors. Other aspects such as the information that can be
gained from the tuning session, were disregarded in this performance comparison, since
these mainly depend on the preferences of the user.
One of the aspects that proved to be the most influential on performance, was
the ability to identify the tiny region of the search space with very small values for
THF and TF . Values in that specific area were shown to be superior to all others.
Remarkably Bonesa and SMAC used a different approach for sampling the search space,
but both managed to reach this area where others failed. The 1 + 1 like approach of
SMAC, made sure that the search was pulled towards this area very rapidly. In Bonesa
on the other hand, the search was pushed away from the large values for THF and
TF , allowing for more time to search the other areas.
Although these were the two top performing tuners, in general we can conclude that
most of the tuners discussed here found parameter values that were highly competitive
to the recommended ones, especially on the ‘hard’ problems f15 and f20. However, it is
also clear that even though the current state-of-the-art tuners have specialized methods
to reduce the number of parameter vectors that need to be tested, sometimes the area
containing the best parameter values is only a very small needle, in a very big noisy
haystack. And given these circumstances, all tuners did a very good job, and showed
that you do not need to be an expert in the field to find expert(or better)-quality
parameter values since a tuner can do this for you.
The second question that we stated in the introduction of the comparison was,
if we could use the multi-problem Bonesa for effectively identifying generalists and
class-specialists. With respect to “effectively”, we can be very clear. Even if we
were interested in a specialist, the degradation in performance using a multi-problem
approach is rather limited (confirming the findings in [58]). However, the main strength
of Bonesa is obviously its ability to identify generalists. The generalists that Bonesa
managed to identify showed to be of a superb quality. compared to the recommended
parameter-values, it solved all problems in only half of the number of evaluations.
This shows the nice prospects of such algorithms, even without taking into account
the extra information that can be gained with such an approach. In the end, many
users are after generalists, or class-specialists, rather than specifically problem-tailored
parameter values.
Furthermore, we validated the presence of so called ‘class-specialists’, parameter
vectors that show excellent behavior on a specific subset of the problems, and together
cover all problems. Again the key factor here was the value of THF and TF . We
identified two different classes of problems, namely unimodal and multimodal. This
90 Chapter 2. Automated Approaches to Parameter Tuning
distinction is rather straightforward, and the rules of the BBOB’10 competition would
have allowed for the use of different parameter vectors. Hence, by doing just a simple
multi-problem BONESA run, the algorithm would have performed much better in the
competition. In fact, it would have been the only algorithm (instance) that reached
the top 5 on each of the five functions.
Table 23: A digest of Table 9 showing the tuning capabilities of the
state-of-the art tuners for scientific and competitive testing.
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Method
BONESA (single problem) [132] ++ single + + ! ! + +
BONESA (multi problem) [132] + multi ++ + ! ! ++ +
Sequential Parameter Optimization (SPO) [10] ! single + - ++ ++ + +
SPO + OCBA [88] ! single + - ++ ++ + +
Iterative F-RACE [8] ! single ! ! ++ + - - - -
REVAC ++ [127] - single ! ! ++ + ! !
SMAC [75] ++ single ! - - - - - - -to ++ - -to ++
++ excellent quality + good quality ! reasonable quality - poor quality - - very poor quality
III
CASE STUDIES
“This emphasis on scientific testing requires a new set of norms
for research. It asks that experimental results be evaluated on
the bases of whether they contribute to our understanding,
rather than whether they show that the author’s algorithm can
win a race with the state of the art”
– J.N. Hooker

Case Studies
ABSTRACT
This chapter contains the results of three case studies that are conducted,
each of which had a different goal. The first case is used to illustrate how
parameter tuning can be used in practice for benchmarking and competitive
testing of evolutionary algorithms. It shows that tuners can improve the
‘world champion’ EA in just a couple of days. The second case illustrates
how parameters tuners can be used for a fair comparison of evolutionary
algorithms on a certain testbed. Finally, the last case is use to illustrate
the use of parameter tuners for scientific testing. Using Bonesa, we gained
tremendous insight into a specific algorithm for controlling robots. Insight,
which can help to formulate new research questions and identify possibilities
for improvement of the algorithm, hence we concluded that such a scientific
testing approach is much more valuable than merely identifying the best
possible setting.
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SECTION 3.1
Competitive Testing for
Benchmarking
3.1.1 Introduction
Using algorithmic parameter tuners for competitive testing of EAs offers immediate
benefits, since an EA instance can be obtained with improved EA performance. Here
the gains can be substantial, while the costs are low. In particular, the tuned EA
can greatly outperform the EA based on usual parameter values, while the costs of
a tuning session are by all means acceptable, typically in the range of hours. This
makes algorithmic parameter tuners interesting for practitioners as well as EC scientists
engaged in a performance-based competition (implicitly over a sequence of publications,
or explicitly within a programming contest).
The main objective of this case study is to demonstrate this benefit. To this end, we
carry out an experimental comparison by the usual EC template: “Our EA beats your
EA on an interesting set of test functions”, where the only difference between “our EA”
and “your EA” is that “our EA” is simply “your EA” with tuned parameter values.
To make the demonstration convincing we use an EA that has proved to be very good,
hence hard to improve. To find such an EA we turn to the CEC-2005 contest on real
valued function optimization, take the overall winner (G-CMA-ES) and try to improve
its performance over the whole test suite by tuning it with REVAC. 1
1The rules of this competition are equal to those in the 2009 [127] comparison. That comparison
featured three tuning approaches, that were at that time the state-of-the-art. Two of these methods
are still in this comparison, namely REVAC++ and SPO. Furthermore, the test-suite is changed. At
that time, the CEC 2005 was the most widely used test-suite for numerical optimization, but is now
surpassed by the BBOB’10 test-suite.
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3.1.2 System Description
In this section, we give a general description of the components that instantiate the
three layers as introduced in Chapter 1.1.
3.1.2.1 Application Layer: CEC-2005 Test-suite
We have chosen the 25 benchmark functions provided by Suganthan et al. [137] for
the CEC 2005 Special Session on Real-Parameter Optimization. The 25 functions are
supposed to cover a whole range of different problems without favoring certain types of
algorithms. Functions F1 to F5 of the benchmark are unimodal (U) and F6 to F12 are
basic multimodal. Functions F13 and F14 are expanded multimodal and F15 to F25 are
hybrid multimodal test functions that are constructed by combining multiple standard
test functions. In order to prevent exploitation of problem characteristics as symmetry,
all problems are shifted and many of them are rotated. F4 and F17 are distorted by
the addition of white noise.
The CEC-2005 test-suite specifies that algorithms are allowed 106 fitness evaluations
per problem. Furthermore, for each function a success-threshold is defined. If the
algorithm terminates with a best found fitness value below this threshold, then it is
regarded as ‘successful’. For comparison purposes, we have scaled F6 to F16 and F17 to
F25 in such a way that all functions have a success-threshold of 10−6.
3.1.2.2 Algorithm Layer: G-CMA-ES
As explained in the introduction, we deliberately use an EA that is hard to improve, thus
making the task to our tuner more challenging. Our choice is the overall winner of the
CEC-2005 contest, the so-called G-CMA-ES, a variant of the the CMA-ES from Hansen
[4]. The covariance matrix adaptation evolution strategy (CMA-ES) [62, 63, 64] is an
ES that adapts the full covariance matrix of a normal search (mutation) distribution.
Compared to many other EAs, an important property of the CMA-ES is its invariance
against linear transformations of the search space. We sum up the general principle of
the algorithm in the following and refer to [61] for the details.
Each generation λ children are sampled independently according to a multi-variate
normal distribution. The µ best offspring are recombined into the new mean value #»x ,
using a weighted recombination scheme that inherits most from the best individual
and takes a gradually decreasing amount of information from the worse of the µ best
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offspring. Only initial values for the object variables %x(0) and step sizes σ(0) have to be
set depending on the problem to be solved.
The default population size prescribed for the CMA-ES grows logarithmically, the
corresponding formula reads λ = 4 + a log2(D), where D denotes the dimension of
the search space. On multi-modal functions, the optimal population size λ can be
considerably greater than the default population size [61].
For the restart strategy, CMA-ES is stopped whenever one stopping criterion as
described below is met, and an independent restart is launched with the population
size increased by a factor of d = 2. Hansen and Auger [4] report that for the increasing
factor, values between 1.5 and 5 could be reasonable. To decide when to restart, the
following (default stopping) criteria do apply.
i) Stop if the range of the best objective function values of the last generations is
zero, or the range of these function values and all function values of the recent
generations is below a certain threshold (e).
ii) Stop if the standard deviation of the normal distribution is smaller than a pre-
specified tolerance in all coordinates and the evolution path is smaller than this
tolerance in all components.
iii) Stop if adding a 0.1-standard deviation vector in a principal axis direction of the
covariance matrix does not change the mean value.
iv) Stop if adding 0.2-standard deviation in each coordinate does not change the mean
value.
v) Stop if the condition number of the covariance matrix exceeds a certain threshold.
The distributions of the starting points %x(0) and the initial step-sizes σ(0) are derived
from the problem dependent upper and lower bounds of the initial search region (Lu
and Lb).
Unlike most algorithms, the parameters of the CMA-ES and their default values
are not described as fixed values, but as a function of other parameters and/or problem
characteristics in [61]. This may suggest fewer parameters, however, most of these
functions still contain “magic constants” like the 2 in µ = λ2 . Therefore, we decided to
tune these “magic constants” instead the standard parameters like λ and µ. In this
way, we can use the knowledge of the authors about parameter interactions, without
restricting ourselves to a fixed setup. The parameter-functions and the constants tuned
are summarized in Tables 24 and 25. The ranges are chosen in such a way that we can
be reasonably sure that the good parameter values are included. This setup requires
k = 5 parameters to be tuned.
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Table 24: Parameters, defining formulas, and magic constants of the
G-CMA-ES
Parameter Symb. Defining Magic
formula const.
Offspring size λ λ = 4 + a · log2(n) a
Population size µ µ = λb b
Step size σ σ = c · (Lu − Lb) c
Population multiplication d
Stop Crit. theshold e
Table 25: Setup of the G-CMA-ES. This table summarizes the “magic”
constants introduced in Table 24.
To be tuned Value-range Recommended Value
a [1, 10] 3
b [1, 5] 2
c [0.02, 10] 0.5
d [1, 4] 2
e [0, 0.001] 10−12
Termination 10.000 evals
3.1.3 Experimental Setup
In this study we use REVAC to find the best possible set of parameter-values for the G-
CMA-ES. In the most basic approach, we define the performance of a given EA instance
EA(p¯) by the fitness of the best candidate solution at termination. Consequently, if
the best candidate solution found in a given run of EA(p¯) is s¯∗, then the utility of p¯ is
f(s¯∗). However, in this study, it should not be calculated on a single function, but on
the whole CEC-2005 test-suite.
This optimization contest crisply specifies the metrics used to compare the competing
evolutionary algorithms. The two principal components of these metrics are the test
suite and the EA performance measure. Furthermore, there are rules on technical
details, for instance about the required precision when optimizing the given objective
functions, the number of fitness evaluations EAs are allowed to do, or the number of
independent runs with an EA to calculate its performance. In general, any experimental
comparison between EAs is based on some metric X. Then it is a natural idea to use
this metric X as utility function within the tuner to find an EA that scores well on
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X. In principle, this guarantees that (the parameters of) the EAs are optimized for
the right objectives. Our present study follows this rationale, but makes a number of
practical compromises that amount to using slightly modified version X ′ of the final
comparison metric as utility function during tuning. The modifications are such that
X ′ is in essence the same as X, but it can be calculated much faster.
As for the test suite, the CEC-2005 rules specify that a contestant EA is to be tested
on each of the 25 problems (equally weighted), and is allowed to use D · 104 fitness
evaluations per run per problem, where D is the dimensionality of the given problem.
In order to reduce the time used for tuning, we decided that REVAC calculates utility
values based on D · 103 fitness evaluations only. This reduces the duration of the
tuning sessions at the cost of the quality of information used to guide the tuning
algorithm. Although it is likely that the best possible parameter vector with D · 103
evaluations differs from the best with D · 104 evaluations, our results indicate that the
best parameter vector found also performs well using D · 104 evaluations without the
corresponding tuning costs.
As for the EA performance measures, the official CEC-2005 list contains three of
them,
• MBF,
• SR,
• Rank,
and the rules prescribe that the performance of each EA is to be calculated based on
25 independent runs. In this study, all three performance measures are used to form
utility functions and we tune the G-CMA-ES for each of these independently. This
implies that we perform three complete tuning sessions such that REVAC is using
either of these performance measures to calculate the utility of parameter vectors. For
each of these utility functions it holds that u(%p) of a parameter vector %p is calculated
by running the G-CMA-ES 5 times independently on the whole test suite with the
parameter values in %p. This represents a second modification of the final comparison
metrics meant to deliver computationally cheaper utility functions. Once again, we
deliberately trade quality of information for execution speed, and the results show that
this is not harmful.
To cope with the two notions of algorithm quality (parameter vector quality) we
introduce the term predicted utility and verified utility. Predicted utility stands for the
one used during the tuning session, i.e., during a REVAC run. In general, this is the
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Table 26: REVAC Parameters
Population Size 80
Best Size 40
Smoothing coefficient 10
Repetitions per vector 5
Maximum number of vectors tested 5000
X ′ in the first paragraph of this section; here this is based on D · 103 fitness evaluations
and 5 repetitions. By verified utility we mean the one used for reporting the final
outcomes. In general, this is the X in the paragraph above, and it corresponds to the
ultimate comparison metric behind the given experimental study. Here we use the
official CEC-2005 definitions, based on D · 104 fitness evaluations and 25 repetitions.
To complete this section EA performance measures need to be specified. MBF and
SR are commonly used ones, therefore we omit their definitions. Rank, however, is not
that well known. Conceptually, Rank is a lexicographic ordering based on SR (primary
measure) and MBF (secondary measure) such that the best parameter vector gets
rank 1. An important difference between MBF and SR on the one hand, and Rank
on the other hand is that SR and MBF can be calculated for any parameter vector v
in isolation, while Rank is a relative measure showing how good v is within a set of
vectors V . Technically, given a set V of parameter vectors, the rank R(v) of any v ∈ V
is calculated in two different ways, depending on its SR value:
• if SR(v) > 0, then R(v) equals its SR-based rank in {u ∈ V : SR(u) > 0}
• if SR(v) = 0, then R(v) equals its MBF-based rank in {u ∈ V : SR(u) = 0} plus
|{u ∈ V : SR(u) > 0}|
This definition allows us to calculate rank R for any set of parameter vectors. During
a tuning session with REVAC, the set V is changing over time and at any time t it is
the set of all parameter vectors that have been generated and tested till that time.
With the application layer, algorithm layer, and the definition of utility, we complete
the instantiation the three layers, by stating the REVAC setup (which are the default
settings) in Table 26.
3.1.4 Results
The results from the experiments can be investigated from two different viewpoints,
namely the performance of the best parameter vectors (one for each utility function),
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and the values of the best parameter vectors themselves (again, one for each utility
function).
3.1.4.1 Performance
In this section, we present the outcomes of our experiments by showing the verified
utilities of the three best parameter vectors (one for each utility function) in Table 27,28
and 29, together with the results obtained by using the recommended parameter values
in the G-CMA-ES. From these data it is immediately clear that the performance
measure used for tuning highly influences the utilities. Comparing the outcomes, we
find that for each of our three measures, the best parameter vector is the one that
is tuned on that specific measure. While this is not surprising per se, it is worth
mentioning as it confirms that REVAC is capable of tuning an EA for a specific user
preference, e.g., MBF, SR, or Rank.
It also shows that the recommended parameters that are used in the G-CMA-ES
are very good for solving the ‘easy’ functions, but on ‘hard’ functions they perform far
worse.
From Table 27 we can observe how the choice for Mean Best Fitness as performance
measure has influenced the results. The best found vector does not perform well
on the ‘easy’ functions, hardly reaching values below 10−6. However, on the ‘hard’
functions, especially F15 it outperforms all other vectors. As predicted in section 1.2.2.1,
during tuning it was mainly aimed at improving the MBF on functions with high
objective values, rather than generally improving the MBF. This effect is clearly visible
in Table 28. Furthermore, on hardly any of the problems, the best found fitness
dropped below the success-threshold. The opposite is true for the parameter vector
found by using success-rate as performance measure. On most of the easy functions,
it outperformed the other vectors, and was often able to get the perfect score of 25
successes out of 25 runs. However, on the ‘hard’ functions it performed much worse.
Table 29 shows this ‘all or nothing’ behavior in which it either is the best, or the worst
of the three tuned vectors. The recommended parameters perform reasonably well on
the success-rate, which was one of the main criteria in the evaluation of the CEC-2005
competition.
The parameter vector found by tuning on the rank shows the most constant behavior.
It performs well on the easy functions, and not very bad on the hard functions. What
is also clear from Table 29 is that the small increase in MBF on the hard functions was
enough to compensate for the loss in performance on the ‘easy’ functions. This shows
the effect of using the ranks, rather than the raw performance value.
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Table 27: Results using Mean Best Fitness as performance measure
Parameter Vector AVG F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
Recommended Parameters 7.7e-3 4.5e-15 2.2e-15 0.0e-15 4.5e-15 2.4e-11 4.7e-5 4.7e-7 2.0e-3 9.7e-4 7.9e-4 1.3e-4 8.6e-2
Best found using mean best fitness 2.0e-3 5.6e-7 6.7e-7 5.0e-7 7.9e-7 1.1e-5 4.9e-4 8.2e-5 2.0e-3 1.7e-4 2.0e-4 9.9e-5 4.6e-6
Best found using success-rate 3.0e-3 4.7e-9 5.1e-9 6.2e-9 6.8e-9 2.3e-7 5.8e-8 1.1e-7 2.0e-3 1.1e-4 1.3e-4 6.1e-7 4.0e-5
Best found using rank 2.5e-3 1.1e-7 1.2e-7 1.0e-7 2.0e-7 9.3e-7 1.3e-6 2.6e-7 2.0e-3 1.3e-4 1.2e-4 6.4e-6 2.6e-7
Parameter Vector F13 F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 F24 F25
Default Parameters 8.9e-5 3.4e-4 3.4e-2 1.1e-2 1.0e-3 8.4e-3 7.6e-3 8.2e-3 9.0e-3 7.7e-3 8.3e-3 2.3e-3 4.0e-3
Best found using mean best fitness 6.3e-5 3.3e-4 5.5e-3 6.5e-3 1.0e-3 3.0e-3 3.0e-3 3.0e-3 3.0e-3 7.3e-3 8.7e-3 2.0e-3 4.0e-3
Best found using success-rate 6.0e-5 1.0e-4 2.8e-2 7.8e-3 9.7e-4 3.2e-3 3.2e-3 3.8e-3 4.9e-3 7.2e-3 8.0e-3 2.0e-3 4.0e-3
Best found using rank 6.0e-5 1.5e-4 1.5e-2 7.4e-3 1.0e-3 3.0e-3 3.0e-3 3.0e-3 5.0e-3 7.2e-3 8.1e-3 2.0e-3 4.0e-3
Table 28: Results using Success-rate as performance measure (only
solved functions are shown)
Parameter Vector Problems Solved SR F1 F2 F3 F4 F5 F6 F7 F9 F10 F11 F12 F16
Recommended Parameters 9 29.9 % 25 25 25 25 25 22 24 0 0 7 9 0
Best found by mean best fitness 5 1.4 % 25 22 25 19 0 0 0 0 0 0 2 0
Best found by success-rate 11 37.7 % 25 25 25 25 25 25 25 8 4 25 24 0
Best found by rank 11 29.9 % 25 25 25 25 16 11 25 4 4 0 25 2
Keeping the rules of the CEC-2005 contest in mind, we take the Rank-optimal
parameter vector as our final recommendation, and in Table 30 we compare our best
EA with the overall winner of that contest.
3.1.4.2 Best Parameter Values
The results in the previous section clearly show that the performance measure used
within the tuner highly influences the results on the 25 test problems. The vector
tuned on MBF is focused on a few ‘hard’ problems, while the one tuned on success-
rate is mainly focused on the easy problems. The question rises which parameters
are responsible for these different behaviors. In Table 31 we display the three best
parameter vectors (one for each performance measure) with their verified utility.
The difference between the recommended parameters and the tuned values is clear.
The e-value for the three tuned vectors values are up to 105 times as big, resulting in
much more restarts without losing to much precision. However, to indicate the differ-
Table 29: Results using the rank as performance measure
Parameter Vector AVG F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
Recommended Parameters 2.80 1 1 1 1 1 2 3 1 4 4 2 3
Best found using mean best fitness 2.44 1 4 1 4 4 4 4 1 3 3 4 4
Best found using success-rate 1.60 1 1 1 1 1 1 1 1 1 1 1 2
Best found using rank 1.48 1 1 1 1 3 3 1 1 2 1 3 1
Parameter Vector F13 F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 F24 F25
Recommended Parameters 4 4 4 4 2 4 4 4 4 4 3 4 1
Best found using mean best fitness 3 3 1 2 2 1 1 1 1 3 4 1 1
Best found using success-rate 1 1 3 3 1 3 3 3 3 1 1 1 1
Best found using rank 1 2 2 1 2 1 1 1 2 1 2 1 1
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Table 30: Comparing the original and the REVAC-tuned versions of
the G-CMA-ES. (For MBF and Rank, lower is better.)
Performance over the whole test suite by
EA Mean Best Fitness Success-rate Rank
REVAC-tuned ES 2.5e-3 29.9% 1.48
CEC-2005 winner 7.7e-3 29.9% 2.80
Table 31: Best Parameters Found by REVAC
Default Performance measure used for tuning
value Mean Best Fitness Success-rate Rank
a 3 4.82 4.93 3.61
b 2 2.34 1.31 1.14
c 0.5 0.14 0.55 0.81
d 2 1.13 2.37 1.20
e 10−12 4.0 · 10−4 1.8 · 10−6 2.8 · 10−5
ences between the three tuned vectors, Figure 26 is much more informative. Figure 26
shows the top 1% of all generated vectors in each run, based on the corresponding
utility function. The gray area shows the .05 and .95 quantile of these best performing
parameter values. From these figures, it is immediately clear that e and c highly influ-
ence the MBF. As could be expected, e needs to be large for an optimal performance
based on MBF. This ensures that on ‘hard’ problems as many repetitions as possible
are executed. Secondly, these Figure 26 and Table 31 also show the importance of the
stepsize c, namely only very small values lead to the best MBF performance.
Although hard to see, c and e are also the most influential parameters when tuning
on success-rate and rank. The parameters that are tuned for success-rate are mainly
focused at solving unimodal problems. Therefore, the values for stepsize c and stop-
condition e are quite low in order to gradually climb towards to the success-threshold
without restarts. However, compared to the recommended settings, still many more
restarts are executed. For rank based performance, both e and c are somewhat larger.
This ensures a good fitness on ‘hard’ problems, due to a larger number op repetitions
and a broader search.
Based on these results, we can conclude that there is no such thing as “robust param-
eter values”, because the good parameter values depend strongly on the performance
measure, even for generalist EAs optimized for a large collection of problems.
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Figure 26: The good parameter ranges when using the three different
performance measures. The parameter ranges from Table 25 are scaled
to [0, r]
3.1.5 Discussion
Perhaps the most catchy aspect of this study is the evidence that, using REVAC,
we could improve the ‘world champion’ EA in just a few days, spent on tuning its
parameters. While this can be seen as a nice result itself, it is the far reaching
implications of this case study that form the main message. Namely, this exercise
demonstrates the ease of improving EA performance by using an automated tuning
method. In other words, we have shown that the costs of tuning with our technology
are by all means acceptable. Our case study also gives a hint about the possible gains.
Considering that the ‘world champion’ EA must have been carefully designed and
optimized approximating its best possible performance, the room for possible further
improvements could not be very large. Yet, we succeeded in improving it with ease.
For ‘normal’ EAs that are not pushed to their limits yet, the margins for possible
improvements are expectedly much much bigger, and all our experience with REVAC
indicates that it is possible to realize these improvements. To formulate it simply,
automated tuners are able to find a more competitive setup (possibly for for many EAs
and other meta-heuristics), at acceptable costs.
Our results also indicate that one has to be careful with claims about robust
parameters. In particular, we found that using different EA performance measures
for tuning can lead to different optimal parameter vectors. In other words, REVAC
has disclosed the existence of ‘specialized generalists’, that is, EAs that are generalists
in the sense of performing well on a large set of test problems (rather than on one
problem only), but are specialists in the sense that they perform well only along one
performance measure and not along another one. This shows that the very notion of
robust parameters is questionable. To get more insights into these kind of dynamics,
competitive testing is not sufficient, and more scientific testing is required.
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Finally, the question arises what the outcome of the CEC-2005 competition would
have been, if all of the participants had tuned their algorithm. Definitely, some
algorithms would have benefited more from tuning than others, since it is not likely
that all of them are equally tuneable. The results, hence the final rankings, would have
been most likely different, but without further research it remains an open question
whether we crowned the wrong king.

SECTION 3.2
Competitive Testing for
Comparison
3.2.1 Introduction
In Section 1.3.2 we introduced Figure 27 as an illustration of the contribution of
parameter tuning to competitive testing. We argued that in order to properly compare
two algorithms, both have to be tuned-to-the-max. In the previous section, we concluded
the same: in order to crown the right king, all algorithms should be tuned equally.
Therefore, in this case study we will illustrate this statement by comparing two state-
of-the-art algorithms that were designed for the same purpose, namely winning the
CEC 2005 numerical optimization contest from the previous section.
Obviously, we do not want to redo the entire competition with tuned contestants.
Thus, to keep the computational costs of the experiments within reasonable limits, we
restrict ourselves to one objective function used in the contest and we only tune two
EAs: the overall best (G-CMA-ES) and the best one on the chosen objective function
(SaDe) as reported in [53]. Furthermore, we use REVAC++ rather than standard
REVAC to reduce the computation costs even further. So we will use 1 objective
function and 2 EAs to be tuned by REVAC++.
The first one was declared the winner: the G-CMA-ES. And after winning this
competition, it was used in hundreds [65] of different problems and applications, because
it was “the best”. The second algorithm we evaluate, SaDE, is far less popular, just as
happens to most 2nd places.
Since the G-CMA-ES is already described in the previous section, we will only
introduce SaDE and the objective function to be optimized (application layer), together
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with other details of our experiments in the next section.
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Figure 27: The effect of parameter tuning on competitive testing.
Left: the traditional situation, where the reported EA performance
is an “accidental” point on the scale ranging between worst and best
performance (as determined by the used parameter values). Right:
the improved situation, where the reported EA performance is a near-
optimal point on this scale, belonging to the tuned instance. This
indicates the full potential of the given EA, i.e., how good it can be
with using the right parameter values.
3.2.2 System Description
In this section, we give a general description of the components that instantiate the
three layers as introduced in Section 1.1.
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3.2.2.1 Application Layer: Details of the objective function
As reasonably difficult test case, we selected the shifted expanded Griewank plus
Rosenbrock function (F13) defined by
F8(x) =
D∑
i=1
x2i
4000
−
D∏
i=1
cos(
xi√
i
) + 1
F2(x) =
D−1∑
i=1
(100 · (x2i − xi+1)2 + (xi − 1)2)
F13(x) = F8(F2(z1, z2)) + F8(F2(z2, z3)) + · · ·
+F8(F2(zD−1, zD)) + F8(F2(zD, z1))
z = x− o+ 1
and the shifted global optimum (o) as specified in [137]. In all our experiments the
number of dimensions is D = 10. Note that this function is very highly multimodal.
3.2.2.2 Application Layer: The SaDE Algorithm
SaDE from Qin and Suganthan [114] was ranked second in the CEC 2005 contest on
the set of “solved multimodal problems”, therefore we have selected it to challenge the
G-CMA-ES in this study. SaDE is a self-adaptive variant of the DE algorithm which was
proposed by Storn and Price [136]. It is described in [114] as the combination of two DE
learning strategies. These two learning strategies are chosen to be applied to individuals
in the current population with probability proportional to their previous success rates
to generate potentially good new solutions. Two out of three critical parameters
associated with the original DE algorithm, namely, CR and F, are adaptively changed
instead of taking fixed values to deal with different classes of problems. Another critical
parameter of DE, the population size NP remains a user-specified variable to tackle
problems with different complexity.
The two learning strategies chosen in [114] are:
1. Randomly select candidate solutions according to the update rule
Vi,G = Xr1,G + F · (Xr2,G −Xr3,G)
It is referred to as “rand/1/bin.”
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2. Take the best solutions into account. The corresponding update rule reads
Vi,G = Xi,G + F · (Xbest,g −Xi,g) + F · (Xr1,G −Xr2,G)
It is referred to as “current to best/2/bin.”
Assumed that the probability of applying strategy rand/1/bin to each individual
in the current population is equal to p1, then the probability of applying the other
strategy is p2 = 1 − p1. The initial probabilities are set to 0.5. After evaluation of
all newly generated trial vectors, the number of trial vectors successfully entering the
next generation while generated by the strategy rand/1/bin and the strategy current
to best/2/bin are recorded as ns1 and ns2 respectively. The number of trial vectors
discarded while generated by the strategy rand/1/bin and the strategy current to
best/2/bin are recorded as nf1 and nf2. Those two numbers are accumulated within a
specified number of generations (a value of 50 was chosen in [114]), called the learning
period. This value will be referred to as LearnGen in our experiments (see Tab. 32 and
36). Then, the probability of p1 is updated as
p1 =
ns1 · (ns2 + nf2)
ns2 · (ns1 + nf1) + ns1 · (ns2 + nf2) ,
and p2 is chosen as 1− p1.
[114] used different random values from the interval (0, 2] for F . They are determined
as realizations of a normally distributed random variable with mean 0.5 and standard
deviation 0.3. These values will be referred to as Fmean and Fstd in our experiments
(see Tab. 32 and 36).
The crossover rate (CR) plays an essential role in the original DE algorithm [113],
because it defines the level of variation. Therefore, in [114] the authors accumulated the
previous learning experience within a certain generation interval so as to dynamically
adapt the value of CR to a suitable range. They assumed CR normally distributed as a
random variable with mean CRm and standard deviation 0.1. Initially, CRm was set at
0.5 and different CR values conforming this normal distribution are generated for each
individual in the current population. These CR values for all individuals remain for
several generations (5 in [114]) and then a new set of CR values is generated under the
same normal distribution. During every generation, the CR values associated with trial
vectors successfully entering the next generation are recorded. After a specified number
of generations (25 in [114]), CR has been changed for several times (e.g., 25/5=5 times)
under the same normal distribution with center CRm and standard deviation 0.1. The
mean of normal distribution of CR is recalculated according to all the recorded CR
values corresponding to successful trial vectors during this period. With this new
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Table 32: The parameters of SaDE
Parameter Symbol Value range
Population size NP [2, 200]
LearnGen [2, 200]
Fmean [0.1, 2]
Fstd [0.01, 1]
CRMstd [0.01, 1]
Termination 10.000 evals
normal distribution’s mean and the standard deviation 0.1, the SaDE procedure is
repeated. As a result, the proper CR value range for the current problem can be
learned.
The standard deviation used to determine a realization for the parameter CRm will
be referred to as CRMstd in our experiments (see Table 36).
Parameters used in the SaDE algorithm are summarized in Table 32.
3.2.2.3 Experimental Setup
In the present study we define the performance of a given EA instance EA(p¯) by the
fitness of the best candidate solution at termination. Therefore, if the best candidate
solution found in a given run of EA(p¯) is s¯∗, then the utility of p¯ is f(s¯∗). At this point
it is important to recall that by the stochastic nature of EAs two independent runs of
a given instance EA(p¯) can yield different results, hence different measurement values
for establishing the utility of p¯. Consequently, a number of tests, i.e., runs of EA(p¯),
must be performed for a good estimation of utility. This is, indeed, what REVAC++
does: it performs r repetitions of each run (r is dynamic, depending on racing and
sharpening), thus obtaining r measurements u1(p¯), . . . , ur(p¯), where ui(p¯) = f(s¯i∗) and
s¯i∗ is the best solution vector found in run i of EA(p¯). Therefore the predicted utility
of p¯ based on these r tests is just the mean performance of these runs:
u(p¯) =
1
r
·
∑
ui(p¯).
A complete tuner run therefore involves generating and testing up to A parameter
vectors, with up to B tests (i.e., EA runs) per parameter vector and C fitness evaluations
per test (i.e., per EA run), resulting in a total budget of A ·B · C fitness evaluations.
Different parameter vectors can have predicted utility values based on different
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Table 33: Setup of REVAC++
Parameter Symbol Value
Population Size m 100
Best Size n 50
Smoothing coefficient h 5
Initial no of tests/vector for racing rmin 2
Initial no of tests/vector for sharpening B0 5
Length of stagnation period for sharpening L 200 tests
numbers of tests. This holds for parameter vectors within one tuner run, as well
as for best-of-run vectors over a number of independent tuner runs with the same
EA. To eliminate such differences and to improve the reliability of final utility values,
we perform a validation step with the best-of-run parameter vector, p¯∗, after each
completed REVAC++ run. To this end, we execute 100 extra runs with EA(p¯∗) and
calculate the validated utility v(p¯∗) of p¯∗ by taking the mean of the resulting additional
measurements:
v(p¯∗) =
1
100
·
∑
uj(p¯
∗).
Then the outcome of one tuner run is the best-of-run parameter vector, p¯∗ and its
validated utility. Note that the notions of predicted and validated utility are formally
identical, they are both means of utility values over a number of tests. Thus, the
distinction we make here is not conceptual, but practical, it helps to be accurate about
the experimental results we will present later on: they all concern validated utilities.
The rationale behind this is that the predicted utility should be based on a few runs,
to make tuning fast, while the validated utility should be based on many runs to make
the value reliable.
Finally, because of the stochastic nature of the tuner it is advisable to perform
more than one tuner run, especially if the tuner is aimed at fast convergence towards
a local optima on the utility landscape (such as REVAC++ is doing). Therefore we
have conducted 10 independent repetitions of REVAC++ runs, yielding 10 (possibly
different) best-of-run parameter vectors, p¯∗1, . . . , p¯
∗
10 that we all validate by 100 extra
tests as described in the previous paragraph.
The results presented in the next section are obtained with allowing a maximum of
1000 tests for each tuner.
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Table 34: Mean best fitness (to be minimized) of the G-CMA-ES and
SaDE, with the original and the tuned parameters. Standard deviations
shown within brackets.
G-CMA-ES SaDE
CEC2005 parameters 0.971 [0.318] 1.432 [0.254]
REVAC++ tuned parameters 0.854 [0.239] 1.105 [0.981]
0.975 [0.239] 0.851 [0.235]
1.001 [0.342] 1.105 [0.981]
0.936 [0.244] 0.711 [0.212]
0.952 [0.246] 0.894 [0.228]
0.933 [0.282] 0.969 [0.209]
1.003 [0.340] 1.539 [2.122]
0.887 [0.283] 1.016 [0.217]
1.052 [0.363] 0.723 [0.238]
0.868 [0.275] 0.781 [0.329]
3.2.2.4 Results
Looking at the results from Table 34, we can observe that both EAs, the G-CMA-
ES as well as the SaDE, were much improved by tuning their parameters. The
differences between the CEC2005 benchmark performance and the tuned performance
are significant (tested through unpaired t-tests with α = 0.05), which confirms our
message: automated parameter tuning can greatly improve EA performance—even if
the benchmark to be improved is an EA instance that has been carefully designed by a
human expert.
However, tuning in our case has been problem specific and the obtained parameter
vectors will not improve algorithm behavior on all possible problems. The CEC 2005
competition allowed only for one parameter vector per algorithm, being utilized for all
25 benchmark problems. So two effects merge here: Automated tuning versus human
expert setup, and problem specific parameter values versus generally good (default)
parameter values. Still, the observed performance differences are remarkable, especially
if we take into account that the G-CMA-ES with the default settings is used afterwards
to solve completely different problems, that are most likely not represented in the
CEC-2005 test-suite.
Another interesting observation is that the algorithmically tuned instance of SaDE
outperforms the algorithmically tuned instance of the G-CMA-ES on the given objective
function. Somewhat exaggerating, in fact, taking the liberty to generalize this without
decent experimental support on the other objective functions, this means that SaDE
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Table 35: Parameter values for the G-CMA-ES, the one with the best
performance is in bold
λ µ σ Multipl. Stop Cr.
CEC2005 parameters 10 5 5 2 1e-12
Found by REVAC++ 31 8 3.53 1.5021 0.2665
29 9 2.71 3.8192 0.9090
14 3 2.36 3.4282 0.7437
17 14 3.79 2.5113 0.7088
37 13 3.60 2.1250 0.5831
10 2 3.55 2.5678 0.4616
11 2 3.68 1.1295 0.9310
25 5 2.78 2.5404 0.7437
36 14 3.79 3.9063 0.9229
19 18 4.28 2.4276 0.0010
could have won the CEC 2005 competition, if it had been tuned properly!
It is also interesting to look at the best parameter values the tuners find for the EAs
to be tuned. The values for the parameters of the G-CMA-ES are given in Table 35.
This table shows that the expert values, especially the stop-criteria, greatly differ from
the ones optimized algorithmically. Considering the obtained parameter values with
respect to the allowed parameter ranges, we may however assess that the parameter
vectors are roughly similar. One may conjecture that the G-CMA-ES parameters are
in some sense redundant for this problem: Increasing selection pressure (λ and µ) or
increasing the initial stepsizes (σ) seems to lead to the same performance, as shown by
the first and the last row. Nevertheless, these are only hints to a possible parameter
relationship and could be analyzed further in a more scientific testing approach.
The values for the parameters of SaDE are given in Table 36. In this case, the
difference in performance between the expert (default) value and the tuned values is
even bigger than for the G-CMA-ES. The large spread in performance over the multiple
REVAC runs shows that tuning SaDE is much harder since REVAC often terminates
with rather bad performances. However, on the other hand, the benefits of tuning are
also much higher with respect to the default values.
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Table 36: Parameter values for SaDE, the one with the best perfor-
mance is in bold
NP LearnGen Fmean Fstd CRMstd
CEC2005 parameters 50 25 0.198 0.3 0.1
Found by REVAC++ 7 57 0.348 0.879 0.484
9 33 0.712 0.631 0.482
6 53 0.460 0.699 0.265
8 25 0.466 0.729 0.549
10 15 0.611 0.532 0.446
11 60 0.296 0.679 0.562
5 57 0.538 0.887 0.742
13 70 0.413 0.956 0.677
7 24 0.552 0.869 0.492
8 26 0.416 0.905 0.468
3.2.3 Discussion
Considering the user effort, we can be short: the overhead implied by the use of tuners
can be very limited. That is, given an objective function and an EA for solving it, the
extra work consists of interfacing the (existing) tuner code with the EA, which does
not exceed an hour or two at most. After this, the tuner needs to run unsupervised for
a couple of days in order to optimize the parameter settings. For competitive tuning,
postprocessing the results of the tuner is not necessary, since we were only interested in
a good parameter vectors for the algorithms participating in the ‘competition’. These
can than be used for fair competitive testing of the algorithms tuned to-the-max.

SECTION 3.3
Scientific Testing
3.3.1 Introduction
For many years, so called horse-race-papers [82] have been the dominant type of paper in
the field of evolutionary computing. Authors showed how their algorithm outperformed
some other algorithm on some test-function or test-suite. These papers shed light on
the question ‘whether a certain algorithm instance can outperform another algorithm
instance on a certain problem’. It does not, however, indicate when or why this is the
case, nor does it give an indication of an algorithm’s performance on other problems.
Such research is therefore only of real interest to people that need to deal with the same
specific problem, and need to choose between the same specific algorithm instances.
[68] noted that the fact that an algorithm performs well on a certain problem is no
guarantee that it also works on a different one. Even worse, the fact that a certain set of
parameter values works well on a certain problem gives no indication of its performance
on any other function. Especially since common parameter settings – for instance,
a population size of 100 – tend to be much less robust than assumed. In practice,
such parameter values are mostly selected by conventions (mutation rate should be
low), ad hoc choices (let’s use uniform crossover), and experimental comparisons on a
limited scale (testing combinations of three different crossover rates and three different
mutation rates) rather than based on solid foundations. Until recently, there were not
many workable alternatives for such manual tuning.
However, developments over the last couple of years have resulted in a number of
automated tuning methods and corresponding software packages that enable evolution-
ary computation practitioners to perform a more detailed analysis of the algorithm,
and the appropriate parameter values without much effort.
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It is easy to see that a detailed understanding of algorithm behavior has a great
practical relevance. Understanding the effects of problem characteristics and algorithm
characteristics on algorithm behavior allows users to make well-informed design decisions
regarding the (evolutionary) algorithm they want to use. In general, the two main
factors that are the most interesting for such an analysis are the ones that determine
the quality of an algorithm: performance and robustness.
3.3.2 The (µ + 1) on-line Evolutionary Algorithm
The objective of the study described in this section is to demonstrate a scientific testing
approach by analyzing a relatively new algorithm in a real application (robotics),
namely (µ+ 1) on-line. The (µ+ 1) on-line algorithm as described by [57] and [26]
was devised specifically to provide autonomous adaptation of robot controllers through
on-line, on-board evolution. As the notation indicates, (µ + 1) on-line generates
λ = 1 child per cycle, which then may replace the worst in the population if it achieves
higher fitness. The (µ+ 1) on-line algorithm sports a number of specific features to
handle the idiosyncrasies of on-line evolution of robot controllers. The more important
of these are: re-evaluation and racing.
In on-line evolution, fitness must be evaluated in vivo: the quality of any given
controller can only be determined by actually assigning that controller some runtime
on a robot and see how well the robot performs its tasks. However, different controllers
will be evaluated under different circumstances: any controller’s evaluation will start
wherever and in whatever state the previous evaluation left the robot. To level the
playing field among the genomes that encode the controllers, (µ + 1) on-line re-
evaluates them in the population with a given probability ρ. This means that at every
evolutionary cycle one of two things happens: either a new individual is generated
and evaluated (with probability 1− ρ), or an existing individual is re-evaluated (with
probability ρ).
An often heard criticism of stochastic search methods in general and evolutionary
algorithms in particular is that they are computationally inefficient because they spend
so much time evaluating poor candidate solutions. This is especially painful in the
context of on-line evolution, because the actual performance of the evolving system (the
robot’s controller, in this case) drops when these sub-optimal solutions are evaluated.
To minimize the amount of time spent trying less than promising individuals, [59]
suggested adding racing to (µ+1) on-line. This entails that during a new individual’s
evaluation, intermediate results are compared to the fitnesses of individuals already in
the population to estimate the likelihood that the new individual is good enough to
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beat the worst individual in the population and replace it. If it is fairly certain that
this new individual is going to turn out worse than the worst in the current population,
further evaluation is most likely a waste of time with an elitist replacement scheme
such as (µ+ 1) on-line uses. What exactly ‘fairly certain’ means is determined by
two parameters α and β based on a modified version of the Hoeffding inequality [70].
3.3.3 Experimental Set-up
We use Bonesa to optimize the following (µ+ 1) on-line parameters:
α The significance level of the comparison for racing. α can range from 0 to 1, with 0
disabling racing altogether.
β The second parameter that regulates the strictness of the racing comparisons. This
can range from 0.5 to 2.0.
σ The choice of σ adaptation scheme. In (µ+1) on-line, new individuals are mutated
using a Gaussian mutation with step-size σ. We consider a number of ways to
update σ: two ‘standard’ self-adaptive schemes, where either a single σ for the
whole genome or multiple σs, one for each real-valued gene in the genome, evolve
as additional part of the genome as described by [43, pp. 75–77]. The third
scheme updates σ using the derandomised approach proposed by the authors of
[107], who specifically deem this method useful with small populations. In the
result plots, these schemes are identified as ’ss’, ’ms’ and ’dr’, respectively.
τ The length of an episode during which a controller is given the run of the robot
to evaluate it. To (re-)evaluate an individual, the genome is expressed in the
controller (in this case, the weights of the artificial neural net are set to those
specified in the genome), which then determines the robot’s actions over τ time-
steps, unless evaluation is aborted by the racing procedure. τ can range from
100 to 1200.
Pc The crossover rate. The likelihood of performing recombination of two parents
when producing a new individual. Ranges from 0 to 1.
Bonesa has been run once in both single-problem and once in multi-problem mode,
in order to compare both approaches, and to take full advantage of their strengths. In
single-problem mode, Bonesa should be able to identify ‘specialists’, parameter values
that only work on one particular problem, more effectively since no time is spend on
120 Chapter 3. Case Studies
exploring the good parameter values for the other problems. In principle, this would
mean that the performance of the specialist found by single-problem tuning is better
than the performance of the specialist found by multi-problem tuning.
In multi-problem mode on the other hand, Bonesa terminates with a whole set of
parameter-vectors. An experimenter can choose which of those suits his needs best.
For example, certain parameter vectors could be well-suited for solving a subset of
problems, rather than only a single problem. Most of these “bronze bullets”, would not
have been found with a single-problem approach, since they are always outperformed by
a true specialist on the problem. But “bronze bullets” are often much more interesting
than true specialist because they are more robust. Furthermore, in multi-problem
mode, the range of tested parameter vectors is most likely wider, and therefore provides
more information about the different behaviors of the algorithm.
3.3.4 Four Tasks
To understand how (µ + 1) on-line behaves across a range of problems, we test it
on four tasks, all commonly found in evolutionary robotics literature: phototaxis, fast
forward (or obstacle avoidance), collective patrolling and locomotion.
In all cases, a single trial runs for 10,000 seconds of simulated time; we use time
rather than number of evaluations or generations because we are interested in the
performance of the robots in real time, regardless of how that is achieved by the
evolutionary algorithm. Also note, that the settings for τ, α and β influence the
number of evaluations performed per timespan: lower values of τ obviously increase
the number of evaluations per timespan, just as increasing the strictness of racing
comparisons (by increasing α and β).
3.3.4.1 Phototaxis
Seeking out or tracking a light source is a very straightforward task that has been
addressed by many researchers in evolutionary robotics. In our comparison, we use the
simplest version of phototaxis: robots only have to move towards a stationary light
source and then remain as close to it as possible. The fitness function is simply the
sum of the intensities of received light over time.
The arena is an empty (apart from the ten robots) square with a light source in
the middle: we ignore collisions between robots in these experiments, so the robots’
distance sensors can be ignored.
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3.3.4.2 Fast Forward
Moving in a straight line as fast as possible while avoiding obstacles – also known as
obstacle avoidance – is maybe the most commonly tackled task in evolutionary robotics
research. In a confined environment with obstacles this task implies a trade-off between
avoiding obstacles and maintaining speed and forward movement. The fitness function
we use is based on one described in [106]; it favours robots that are fast and go straight
ahead.
Although fast forward is considered a trivial task, we added some extra difficulty
by using a complicated maze-like arena with tight corners and narrow corridors that fit
only a single robot and sometimes lead to dead ends. This arena structure, combined
with the fact that multiple robots will be simultaneously deployed, makes the task
considerably harder than most commonly seen instances. This additional complexity
is confirmed by results of baseline trials in this arena that [84] reported: the baseline
Braitenberg controllers invariably get stuck after a while.
3.3.4.3 Collective Patrolling
An obvious real-world task for a group of autonomous mobile robots is that of a
distributed sensory network, where the robots have to patrol an area as a group and
detect events that occur periodically. It differs from the previous tasks since it requires
some level of co-ordination: the success of the group depends not only on the efficient
movement of the individual robots but also on the spread of the group across the arena
to maximize the probability of detecting events.
Somehow, robots need to liaise so as not to patrol the same areas. To this end, they
are equipped with a pheromone system: robots continuously drop pheromones (this is
a fixed behaviour and not controlled by the evolved controller) while sensors detect
the local pheromone levels. These pheromone are also used to determine the fitness,
namely the fitness is equal to the sum of the pheromones levels at each grid-point with
some discount if an obstacle is close. This collective patrolling task is described by [93]
where controllers evolve off-line, although in that work the approach to events is more
complicated and the robots use other sensory inputs.
3.3.4.4 Locomotion
The locomotion task differs from the preceding three: it concerns individual robots
that are physically linked together to form an organism that to all intents and purposes
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looks like a single entity. In fact, ten Roombots robots form a four-legged organism as
shown in Fig. 28 that need to coordinate their actions. Although each controls its own
oscillator, they have a common task of moving as fast as possible. The fitness function
Figure 28: Organism for the locomotion task. Each of the five con-
situent modules consists of two spheres. Each module has three degrees
of freedom: it can rotate the two (dark and light) halves of each sphere
and it can rotate the connection between the spheres.
is therefore very straightforward: it simply sums the euclidean distance traveled per
time-step.
This experiment was first described by [29], who used a non-evolutionary stochastic
approximation method, SPSA, to implement on-line adaptation. We refer to that
publication for a more detailed description of the robots and the coupled oscillator
controller.
3.3.5 Results
The objective of this case study is not to prove that tuning leads to good results – that
has been amply illustrated by the previous case studies– but to show the merits of
scientific testing. Nevertheless, we do, of course, look at the performance of the tuned
instances of (µ+ 1) on-line to compare the results of tuning for a specific task with
those of the multi-problem approach.
From Fig. 29, we can see that for three of the four tasks – fast forward, patrolling
and locomotion – multi-problem tuning carries no performance penalty. In fact, the
locomotion performance of the multi-problem runs is often better than that of tuning
specifically for locomotion. For phototaxis, however, the performance is slightly worse
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when tuning for all these four tasks at once – this seems to indicate that phototaxis
requires parameter settings that conflict with the other tasks, something we will see
more proof of later. We also see that parameter vectors that work well for the fast
forward task also work well on locomotion and/or patrolling, but that the converse is
not necessarily true: the highest performance for patrolling is achieved by parameter
vectors with indifferent performance on the fast forward task.
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Figure 29: 2-dimensional projections of the Pareto-front. Each plot
shows the performance of all non-dominated parameter vectors from
the multi-objective run on two tasks. The horizontal and vertical
dotted lines indicate the maximum performance reached when tuning
for that specific task only. In all cases: higher values are better.
An important insight from tuning exercises like these is what parameters matter most
for algorithm performance; for an analysis of the parameter tolerance and tuneability
(Chapter 3.3), we turn to Table 37. That shows the variance of the best performance for
each problem over the range of the parameters. For each of the three σ-strategies, for
example, the best performance achieved with that specific strategy is noted. Table 37
lists the variance of these performances for each specific problem, divided by the
difference between the best and worst achieved performance on that problem. Numerical
parameters binned into 100 intervals prior to this calculation. Thus, large values indicate
a parameter that causes large a fluctuation in performance – that has a large impact.
Using the terminology introduced by [42], such a measure indicates both the tunability
and the tolerance of a parameter.
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It is clear that τ is the most sensitive parameter, since for all of the problems it
has the highest or second-highest variance. This indicates that it needs to be set very
carefully, as it has the biggest influence on the performance. ρ comes in second place,
and Pc on the third place. The σ-adaptation strategy, interestingly, has the least effect
on performance, except in the case of patrolling.
Table 37: The variance of the best performance across possible values
for each of the parameters. The parameter with the highest variance
for each problem is shown in bold, the next highest is underlined. The
higher, the more sensitive the algorithm is to the value of that specific
parameter.
task τ σ ρ Pc α β
fastforward 0.0262110 0.0000177 0.0168660 0.0253330 0.0002089 0.0001982
phototaxis 0.0000622 0.0000010 0.0002482 0.0001162 0.0000287 0.0000371
patrolling 0.0029074 0.0000082 0.0027625 0.0000057 0.0000076 0.0000088
locomotion 0.0000463 0.0000009 0.0000069 0.0000025 0.0000025 0.0000029
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Figure 30: Non-dominated parameter vectors in fast-forward. A cell
shows two entries of each non-dominated parameter vector, for instance
τ vs. ρ in the first column, third row. Each dot indicates a combination
of values that occurs in the non-dominated set.
Figure 30 to 34 shows the make-up of non-dominated parameter vectors in pairs
of parameter values. For single-task experiments (plots 30 to 33), non-domination is
defined as not performing statistically worse (using a Welch-T test with α = 5%) than
the best parameter vector found. For the multi-problem results in Fig. 34, Pareto
dominance is used, in which “better” and “worse” is replaced with “significantly better”
and “significantly worse”.
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Figure 31: Non-dominated parameter vectors in phototaxis. A cell
shows two entries of each non-dominated parameter vector, for instance
τ vs. ρ in the first column, third row. Each dot indicates a combination
of values that occurs in the non-dominated set.
Each dot represents a pair of values in a non-dominated vector; the top-left plot in
each matrix, for instance, shows combinations of σ and τ ; the dots’ vertical position
denotes the σ control scheme (single-step self-adaptive (ss), multi-step self-adaptive
(ms) or the derandomised approach (dr)), their horizontal position shows the τ value.
As an example, consider Fig. 33. In the cell that shows combinations of τ and σ, we
see that σ = 0 is much more prevalent than other values and that the non-dominated
vectors combine that value with low values of τ . This means that, although it hardly
influences the best possible performance level that can be reached (Table 37), it heavily
influences the sensitivity of the other parameters.
The plot for Pc vs α shows a rectangular region that contains the majority of dots;
this indicates that no interaction between these two parameters was found and they
can therefore be set to optimal values independently. This contrasts with a cell like
that of ρ and α in Fig. 30, which shows interaction: there, if ρ is low, α may have any
value and vice versa.
The results from the fast forward task in Fig. 30 show interaction between ρ and
the racing parameters α and β: in those vectors where racing is less strict (low α and
β), re-evaluation is all but turned off (although ρ is never very high for this task).
There are similar interactions between racing and crossover with low values of α and
β occurring only when Pc is almost zero. For this task, the strategy for updating
mutation step-size seems immaterial. Note, that the values for τ are very low: even
the highest values are less than 300, while the full range extends to 1200. Within this
relatively small range of τ values, there is an interesting pattern of interaction with
ρ: the triangular shape of the region containing the value pairs seems to indicate a
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Figure 32: Non-dominated parameter vectors in patrolling. A cell shows
two entries of each non-dominated parameter vector, for instance τ
vs. ρ in the first column, third row. Each dot indicates a combination
of values that occurs in the non-dominated set.
minimum number of new evaluations: if τ is lightly higher, ρ is less as if to compensate
and vice versa.
Phototaxis (Fig. 31) is by far the easiest task that the robots have to learn as borne
out by the number of different non-dominated vectors: many parameter settings lead
to near-optimal behaviour. It is the only task that seems to require – or should we
say allow – lengthy evaluations (note, that the scales differ from problem to problem).
Again, there is evidence of interaction between crossover and racing: racing may be
almost off (low α), but only when Pc is high.
The patrolling task (Fig. 32) is the first to show a clear preference when it comes to
σ-adaptation schemes: the derandomised approach does not occur in the non-dominated
set. In the cases where multi-step adaptation is selected, the crossover rate is very
low. The results for this task show an interaction between τ and ρ similar to that for
fast forward: if one is high (within the small range that occurs in the non-dominated
vectors), the other is low.
The locomotion task is the hardest of the four tasks and it is hard to distinguish
any interactions from Fig. 33. It is clear, though, that τ and ρ are mostly low, that
racing is quite strict and that the σ-adatation scheme is single-step self-adaptation.
Figure 34 shows the non-dominated parameter vectors when optimising settings for
all four tasks at the same time. Here, we see a strong preference for strict racing, but
only if Pc is low. Although there are far fewer points with higher crossover probabilities,
there seems to be a trend to lower values for α and β as Pc increases. All three σ-
adaptation schemes occur, but the derandomised scheme seems to require very specific
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Figure 33: Non-dominated parameter vectors in locomotion. A cell
shows two entries of each non-dominated parameter vector, for instance
τ vs. ρ in the first column, third row. Each dot indicates a combination
of values that occurs in the non-dominated set.
settings for the remaining parameters: the dots for dr are very closely clustered around
specific values for the other parameters.
3.3.6 Discussion
For all tasks except the easy phototaxis task, the best parameter settings tend towards
low values for the re-evaluation rate ρ and evaluation length τ and towards settings
that imply strict comparisons for racing (high α and β). These settings all indicate
that it is preferable to try many points in the search space and not dwell too much on
the effects of noisy or unfair evaluations.
From all this, one might conclude that re-evaluation is not a worthwhile feature
of (µ + 1) on-line. This seems at odds with the findings presented by [26], where
re-evaluation was shown to be beneficial in e-pucks evolving controllers for the fast-
forward task. However, the tests there were conducted with µ = 1, so the population
could not as easily recover from genomes that were unluckily evaluated as very poor.
Also, our experiments did not consider dynamic environments where higher population
diversity could be essential - which in turn might imply a need for higher re-evaluation
rates.
It is possible that errornous evaluations pose less of a problem in our experiments
because the influence of an unrealistically high evaluation is limited: an individual
that actually performs quite poorly may become part of the population, but enough
properly good individuals remain to make sure that sufficient good offspring is generated.
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Figure 34: Non-dominated parameter vectors in multi-problem. A
cell shows two entries of each non-dominated parameter vector, for
instance τ vs. ρ in the first column, third row. Each dot indicates a
combination of values that occurs in the non-dominated set.
Furthermore, if it is selected as parent, its offspring will be cut short by racing (hence the
high values for α and β) and so not even have lasting impact on the robot performance.
This may also explain why Pc is set to low values: crossover increases the likelihood
of such a bad individual contaminating the offspring of good individuals. Moreover,
crossover acts as a macro-mutation [83], so low Pc values lead to a lower population
diversity as illustrated in Fig. 35. This increases the likelihood that when a good
individual is replaced unfairly with a bad one, a copy or at least a very similar individual
remains to continue the blood-line.
We have seen that the phototaxis task requires parameter settings that conflict
with those for the other tasks. We can only hypothesize what makes phototaxis so
different – possibly the fact that it is so easy to solve. Be that as it may, we can
certainly conclude that there is no ‘silver bullet’ parameter vector that yields optimal
(µ + 1) on-line performance for all tasks. Let us restate the vision that underlies
the research into on-line, on-board evolutionary algorithms such as (µ+ 1) on-line:
it is the vision of robots that autonomously adapt to any circumstances, particularly
ones that we cannot foresee. This goal strongly suggests that there is a need for robust
control schemes that allow (µ + 1) on-line or similar algorithms to change their
parameters on the fly and so ensure universal adaptability. However, up to then tuning
can be helpful in identifying which problems can be solved. Apparently fast-forward,
patrolling and locomotion have something in common, since they can be ‘solved’ with
the same parameter values. Hence, tuning can tell us something about the similarity of
problems. This can possibly be used to evaluate the suitability of a certain parameter
vector for a certain problem beforehand.
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Figure 35: Average population diversity over time for 10 runs of the
fast forward task with low and with high Pc. Although the difference
is not spectacular, a high crossover rate seems to increase diversity,
suggesting macro-mutation effects.
Maybe the most important conclusion from this research is a methodological one:
analyzing the make-up of the non-dominated parameter vectors as provided by Bonesa
yields tremendous insight into the tuned algorithm. This insight can help to formulate
new research questions and identify possibilities for improvement of the algorithm.
These results of tuning are much more valuable than merely finding the best possible
setting for some parameter on a particular problem or even on a range of problems.

IV
THE FUTURE OF PARAMETER
TUNING
“It asks scholarly journals to publish studies of algorithms that
are miserably failures when their failure enlightens us”
– J.N. Hooker

The Future of
Parameter Tuning
ABSTRACT
In the this chapter, we discuss possible future use of parameter tuning
methods in different areas. We start by illustrating how it can be used
for numerical optimization of noisy fitness landscapes. Results on the very
challenging and time-expensive Tetris-problem show that on this specific
problem, Bonesa can be used to heavily cut down computational time
without much loss of performance. This indicates its practical use in this
area. Hereafter, we discuss how the strengths of both parameter tuning
and parameter control can be combined in order to create high performing
and problem-tailored algorithms. Furthermore, we make a first attempt
in actually defining such a hybrid, and show that, in contrast to previous
work, this basic problem-tailored control mechanism can outperform tuned
(but static) parameter values.
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SECTION 4.1
The Future of Parameter Tuning
4.1.1 Introduction
Parameter tuning in EC has been a largely ignored issue between the start of evolu-
tionary computing and the mid 00s. However, over the last couple of years, there are
promising developments. Algorithms and software have been developed that made
automated parameter tuning possible, efficient and accessible. Due to the exponentially
growing computer power, and easy access to grids, tuning experiments now take a few
hours to a week, something that Greffestette could only have dreamed about when he
wrote his first meta-evolutionary algorithm [56].
That does not mean that we have now reached the end of tuner development;
people are still inventing new and even more efficient tuners. However, the future
of parameter tuning might be much broader than just tuning the parameters. For
example, SPO has already been applied as problem solver in machine engineering,
aerospace industry, elevator group control, graph drawing, algorithmic chemistry,
technical thermodynamics, agri-environmental policy-switchings, vehicle routing, and
bioinformatics [13]. So rather than just optimizing the parameters, tuners can be much
more widely used to solve real-world problems.
Many real-world applications are, in contrast to most scientific applications of
evolutionary algorithms, non-deterministic. Noise is omnipresent, and sometimes quite
large. Conditions much like the ones faced with parameter tuning. In the next section
we therefore investigate the applicability of tuners for these kind of problems, where
noisy is large and function evaluations are very expensive.
But, that is not the only line of future research that can sprout from parameter
tuning. Ever since the introduction of the distinction, numerous evolutionary computing
135
136 Chapter 4. The Future of Parameter Tuning
scientists and practitioners posed the question: “Which approach is better, parameter
tuning or parameter control?”. An obvious answer would be that both have their own
strength and weaknesses, so general claims about the superiority of one of the two
would be wrong. However, the best static parameter values will never be better than
the best scheme that changes them on the fly. Since, in principle, keeping parameter
values static is just a special case of parameter control in which the parameter values
do not change.
One can therefore ask the question: why would there be a future for parameter
tuning? The reason for this is simple, just as there is no such thing as an evolutionary
algorithm without parameters, control is not a way of getting rid of parameters. Of
course, parameters can be hidden, or can have less influence on the performance,
still they are there, and also these parameters need to be set and will influence the
performance. Still, some problems require specific settings, and an all-purpose problem
solver is just as an illusions as it is now. Furthermore, for most parameters, we have
no idea about how to control them. We might have a gut-feeling, but the whole field
of parameter tuning has already shown how bad our gut-feelings sometimes are.
In Section 4.3.4 we therefore introduce a generic control framework in which
parameter control and parameter tuning work together in order to find very specialized
control-mechanisms for repetitive problems. Their combined strength shows that
parameter tuning is here to stay.
SECTION 4.2
Parameter Tuning and Noisy
Function Optimization
4.2.1 Introduction to Noisy Function Optimization
Noisy function optimization is a subset of problems that is often solved using meta-
heursitics such as evolutionary algorithms. Mathematically, a noisy fitness function
can be described as follows:
F (X) =
∫ ∞
−∞
(f(X) + z) · p(z) dz
With f(X) as the noiseless part of the fitness function, z the additive noise, with
the probability distribution p(z) with an mean value of 0. Optimizing this function
adheres to optimizing f(X) with the constraint that only f(X) + z can be measured.
Many ’real world’ problems are inherently noisy since they depend on approxima-
tions, inaccurate measurements, simulations or the fitness is the result of a stochastic
process. The latter is exactly the same problem as faced with parameter tuning. In
essence, the parameter tuning problem is just a subset of all noisy function problems,
with specific properties:
• Objective function evaluations are computational expensive
• Noise is often very big
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• The fitness-landscape (i.e., utility landscape) may have certain properties, such
as relative smoothness and relatively few local optima that are caused by the
nature of the problem
Handling noise in fitness evaluations is often an important issue in evolutionary
robotics [117] and evolutionary process optimization [48]. The application of EAs in
noisy environments has therefore been the focus of many research papers, of which a
very extensive overview can be found in [81]. The most common method of dealing
with noise, is to enhance a state-of-the art solver for non-noisy problems with specific
noise-operators. Those can be divided into three different approaches[81], namely:
explicit averaging, implicit averaging and modifying selection.
All previously mentioned parameter tuning methods use in some sense, the explicit
averaging approach of repeating measurements, and averaging them to approximate the
performance u(p¯) of a certain parameter-vector p¯ . Implicit averaging methods rely on
the fact that evolutionary algorithms repeatedly sample promising areas of the search
space. As a consequence, by simply using a large population, a generational approach,
and proportional selection, the effect of noise can be canceled, as proved for infinitely
large populations in [100]. The approach is used by BONESA is therefore similar to
this, since it also relies on the strong causality principle to seed a certain promising
area of the search space into the population. Modifying selection is an approach used
by most racing methods, since it adheres to selecting based on confidence intervals,
bounds or hypothesis testing rather than comparing the vanilla averages.
This shows obvious interconnections between parameter tuning methods and noisy
fitness optimization. Therefore, the progress that is made the last couple of years on
parameter tuning methods might be useful in this field, and vice-versa. To evaluate
the effectiveness and merits of both sides, we have selected a very challenging problem
from the field of noisy function optimization to be solved, namely evolving a Tetris
player.
4.2.2 Evolving a Tetris Player
Tetris is a very popular game that, although it has very simple rules, requires a lot
of practice in order to master the game. Designing artificial players has been a great
challenge, mainly since the number of possibles states of the game approaches 1060,
hence approximation strategies has been developed to lower the complexity. Most
current artificial Tetris players are therefore based on an evaluation function that
assigns a numerical value to each possible move of the piece. Given this function, the
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current state of the board and the current piece, the artificial player will choose the
decision that leads to a new state with the highest value. Hence, designing a Tetris
player adheres to designing an appropriate evaluation function.
In [22] an evaluation function has been proposed that performs as well as the
best existing players, and was based on eight different features, that are in essence
measures of a certain state, for example the size of the highest peak, and the number of
holes. Each of these eight features is multiplied with a weight-value and summed. The
higher this sum, the better this state is scored. In order to find the optimal weights
of the evaluation function, they used the current state-of-the-art solver for numerical
optimization, the previously mentioned CMA-ES.
4.2.3 Experiment
In the first set of experiments CMA-ES was ran with 20 restarts, and 1500 different
weight-vectors per start, and each vector was tested 100 times, to establish its ‘true’
performance. They concluded that such an approach was not viable, since it took
“several months”, to finish the experiments. However, they did conclude that “for the
feature set presented here, we have probably obtained the best player and further
improvements will not be significant”, indicating an upper bound of the performance
around 36.3 · 106.
Therefore, in a follow-up experiment, they enhanced CMA-ES with three racing
approaches, namely racing with Hoeffding bounds, Bernstein bounds, and racing with
Tetris bounds [23] in order to determine if it was possible to reach the same level of
quality with less computation effort. In [23], they reported a significant improvement
in the number of evaluations needed, however also concluded that the choice of bound
was highly influencing the effectiveness of the racing approach. The performance of
the best found weight-vector was not affected.
Table 38 shows the scores as reported in [23] without racing, and while using the
different bounds for racing.
It is immediately clear that the Bernstein bound had no effect on the number of eval-
uations, while Tetris bounds, and Hoeffding bounds heavily reduced the computational
time needed.
The same set of experiments has been executed using Bonesa to find the optimal
weight-vector. Table 39 shows the parameter settings of Bonesa that were used, which
are also the default values. Bonesa was restricted to use only 5,000 evaluations.
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Table 38: The mean scores over 100 runs, and the number of evalua-
tions using a CMA-ES with and without racing on the Tetris problem
Strategy Score Confidence Interval Evaluations
No racing 36.3 · 106 ±10% 15,000,000
Bernstein Bounds 36.3 · 106 ±10% 15,000,000
Tetris Bounds 31.5 · 106 ±10% 10,000,000
Hoeffding Bounds 33.2 · 106 ±10% 4,050,000
BONESA 34.9 · 106 ±10% 5,000
Table 39: Bonesa Setup
Parameter Value
Mean Support 50
Minimal support 10
Expected Distance 50
+ 0.05
k/w ratio 10000
The added value of the more elaborate way of dealing with noise by Bonesa is
very clear. The number of evaluations needed to reach an acceptable performance is
much lower, even when we take into account that most probably just a single repeat
would have been enough to reach a reasonable performance using the restart CMA-
ES+racing. In only 5,000 fitness evaluations, Bonesa managed to reach the same level
of performance as the enhanced CMA-ES reached after several million evaluations.
4.2.4 Discussion
In this section we have demonstrated the use of Bonesa, and parameter tuners in
general, for noisy function optimization. Although this is only a single example, we
believe that tuning algorithms can have a big contribution to the field of noisy function
optimization, especially when computational power is the limiting factor, rather than
optimization power. The approach of enhancing a good optimizer with special features
to deal with the noise might not be the best choice is such circumstances.
Not only did Bonesa reached the same level of performance with only a fraction of
the computation power, more importantly, it has been run with the default settings,
in contrast to the CMA-ES. There, the choice of bound heavily influenced the results.
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Using Bernstein bounds for example, had no effect at all. From the fact that BONESA
worked right out of the box, we can conclude that approaching a noisy fitness opti-
mization problem like this, as a parameter tuning problem can lead to great benefits.
Especially if the standard deviation of the fitness has the same order of magnitude as
the fitness itself, like here, racing techniques are likely to spend to much budget on
increasing confidence. Two weight-vectors that are similar are likely to perform similar
too. This means that a racing approach will use the total budget in order to determine
which one is best. Since the CMA-ES, uses relatively small step-sizes, the chance of
having such a race between two very similar vectors is quite hight.
The field of parameter tuning has matured the last couple of years, which resulted
in a large set of sophisticated methods of dealing with this kind of noise, and also
reducing the computational expenses. For noisy fitness optimization problems that
share the same characteristics, such an approach might therefore lead to better results
than approaching it as a numerical optimization problem (with noise).
In the future, we expect more studies along these ideas. On important aspect here,
is to be able to identify beforehand, when to approach a problem as a parameter tuning
problem, and when to approach it as a numerical optimization problem. The noisiness
and computational costs are certainly two main factors, but might not be the only ones.
Nevertheless, the fact that most ’real world’ problems are inherently noisy and often
require much computational power makes parameter tuning methods, like Bonesa, a
very interesting alternative for usage in industrial and commercial applications.

SECTION 4.3
Static vs Adaptive Parameters
4.3.1 Introduction
Ever since the introduction of the distinction, numerous evolutionary computing
scientists and practitioners posed the question: “Which approach is better, parameter
tuning or parameter control?” Quite remarkably, there are hardly any studies trying
to answer this straightforward question.1 In this section we address this very question
and try to find an answer based on experiments.
Parameter tuning and parameter control can be compared based on theoretical
arguments. In principle, parameter control has the advantage that it is capable to
use adequate parameter values in different stages of the search. This capability is
really an advantage, because the run of an EA is an intrinsically dynamic process. It
is intuitively clear –and for some EA parameters theoretically proven– that different
values of parameters might be optimal at different stages of the evolutionary process.
For instance, large mutation steps can be good in the early generations helping the
exploration of the search space and small mutation steps might be needed in the late
generations to help fine-tuning the near-optimal chromosomes. This implies that the
use of static parameters is inherently inferior to changing parameter values on-the-fly
if both are done optimally. Furthermore, theoretically speaking, parameter control
subsumes parameter tuning, in the sense that using constant parameter values can
be seen as a special case of parameter control, where the control policy is simply
keep-this-value.
The conceptual distinction between tuning and control can be lifted if we consider
the control mechanism as an integral part of the EA. In this case the EA and its
1We will discuss existing work in Section 4.3.2.
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Figure 36: Tuning vs control
parameter control mechanism (that may be absent) are considered as one entity.
Furthermore, this composed entity may or may not be tuned before being applied to a
new problem. The resulting matrix of four options is shown in Figure 36.
The combinations in the top row have the advantage of enhanced performance at the
cost of the tuning effort [105]. The options in the left column offer the benefits of time
varying parameter values mentioned above with a trade-off of increased complexity.
Here, we focus on the top left cell of the matrix, i.e., control that is tailored
to a specific problem. Such an approach combines on-line parameter adjustment
(control) and off-line configuration (tuning). The evolutionary algorithm incorporates a
parameter control mechanism (seen as a black box for the moment) but this controller
itself has certain parameters that can be configured for a problem through an off-line
tuning process. This approach can be seen as an alternative to tuning static parameter
values. Instead of spending time to search for good (static) parameter values, the
same effort is spent to make a good calibration of a mechanism that performs on-line
control of these parameters. Such a method has both the advantage of enhanced
performance thanks to varying parameter values, and the possibility to be tuned to a
specific problem (and is therefore most appropriate for repetitive problems). On the
other hand, this mechanism has the same disadvantage as tuning static parameters,
i.e., the need for computational time dedicated to problem tailoring.
In order to achieve this substitution of calibrated control for static tuning, a
suitable control mechanism is required. This controller has to be capable to handle
any parameter and to be tailored to specific problems. The objective of this section is
to introduce such a generic mechanism and to answer the following questions:
• Is such an approach viable?
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• What is the added value of this approach, when compared to static parameter-
values?
• On what kind of feedback from the search process should such a parameter control
mechanism base its decisions?
To answer these questions we conducted experiments using our controller to control
three parameters of a simple evolution strategy: the population size, the generations
gap and the mutation step size.
4.3.2 Related work
Parameter control is an increasingly popular topic in the field of evolutionary algorithms
[90]. The outline of the most commonly used methods is quite similar: one of the
parameter values is altered based on some specific evidence. Most often these methods
are designed for specific parameters. The most popular parameter-specific control
methods focuses on mutation probability [49], mutation step size [116] and operator
selection [135], but methods also exist for the selection pressure [140], the population
size [134], the fitness function [91] and the encoding [125].
The mutation step size of evolution strategies was one of the first parameters that
was considered for control. In the field of Evolution Strategies, controlling the mutation
step size was one of the key ingredients to success. Analysis of the simple corridor and
sphere problems in large dimensions in the early 70’s led to Rechenberg’s 1/5th success
rule that changes the mutation step size, based on the feedback about its success. Not
much later, self-adaptation of σ was introduced. Self-adaptive control is not based on
such deterministic rules to change parameter values. Instead, it encodes σ into the
chromosomes and co-evolves them with the problem parameters. In general, this is
much less interpretable, since the immediate effect on the parameter-values is not very
clear. Furthermore, because in each run these values are ‘relearned’, the information
gained about the appropriate parameter values for different situations, cannot be reused
in another run or another EA. In [85] we show that this cost of learning can lead
to a decreased performance when dealing with a limited amount of time. A control
mechanism using an artificial neural network with specifically learned weights managed
to outperform a self-adapting sigma on most of the problems, clearly indicating the
usefulness of re-usable control schemes in case of repetitive problems.
The control of the population size of evolutionary algorithms has been previously
examined in several works. One approach taken to the population size parameter was
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to eliminate it all together by introducing the notion of individuals’ lifetimes as was
done in GAVaPS [3]. Another approach was to approximate a good population size
on-line: the parameter-less GA [67] automatically performs an on-line search for a
good population size by creating and running populations of progressively larger size.
Direct control of the population size parameter has also been studied deterministically
[87], adaptively [39] and self-adaptively [44].
Some generic control methods for numeric parameters also exist. In [145] an adaptive
mechanism is proposed that works in alternating epochs, first evaluating parameter
values in a limited set and then applying them probabilistically. At the end of every
such pair of epochs, the set of possible parameter values is updated according to some
heuristic rule. In Lee and Takagi [89] an adaptive control mechanism based on fuzzy
logic is proposed. Instantiation of the rule set of the controller is achieved through
an off-line calibration process using a GA. Lee and Takagi concluded that such an
approach was very beneficial and led to a much better performance than using the
fixed parameter values. However, the fixed values used in this study were the ones
commonly used at that time, based on the early work of DeJong, rather than found
using parameter tuning. A two-layer approach to generic numeric control is presented
in [36] and [95]: the lower layer adaptively controls EA parameters driven by an
upper level that enforces a user-defined schedule of diversity or exploration-exploitation
balance (though these are not parameters per se). The algorithm in [95] includes a
built-in learning phase that calibrates the controller to the EA and problem at hand
by associating parameter values to diversity and mean fitness using random samples.
In [36], the lower control level is an adaptive operator selection method that scores
operators according to the diversity-fitness balance they achieve as compared to a
balance dictated by the upper level user defined schedule. However, neither of the
two make a comparison against static parameter-values found using parameter tuning.
There are a few studies do compare control strategies with tuned parameter values
[108, 109, 50, 111] however these typically arrive at a conclusion opposite to that of
[89, 36, 95].
Extensive literature reviews on parameter control can be found in [40] and [33].
4.3.3 Parameter Control Road-map
In this section we present a simple framework for parameter control mechanisms. The
purpose of this framework is not to provide any theoretical grounding or proofs, but to
serve as a road-map that helps in designing and positioning one’s mechanism.
We define a parameter control mechanism as a combination of three components:
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1. A choice of parameters to be controlled(i.e., what is to be controlled).
2. A set of observables that will be the input to the control mechanism (i.e. what
evidence is used).
3. An technique that will map observables to parameter values (i.e., how the control
is performed).
These components are briefly described in the following paragraphs. However, they
are based on the definition of the state of an evolutionary algorithm, which is therefore
introduced first.
4.3.3.1 EA State
We define the state SEA of an evolutionary algorithm as:
SEA = {G, p¯,F} (4.3.1)
where G is the set of all the genomes in the population, p¯ is the vector of current
parameter values, and F is the fitness function.
A triple SEA uniquely specifies the state of the search process for a given evolutionary
algorithm (the design and specific components of the EA need not be included in the
state since they are the same during the whole run) in the sense that SEA fully defines
the search results so far and is the only observable factor that influences the search
process from this point on (though not fully defining it, given the stochastic nature
of EA operators). Time is not part of SEA, as it is irrelevant to the state itself; it
introduces an artificial uniqueness and a property that is unrelated to the evolution.
Of course, state transitions are not deterministic.
4.3.3.2 Parameters
The starting point when designing a control mechanism is the parameter to be controlled
(as well as choices such as when and how often the parameter is updated). The
importance of various parameters and the effect or merit of controlling each of them
are subjects that will not be treated here (we refer to [33]). Instead, here we will
only distinguish between quantitative (e.g., population size, crossover probability) and
qualitative (e.g., recombination operator) parameters.
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4.3.3.3 Observables
The observables are the values that serve as inputs to the controller’s algorithm. Each
observable must originate from the current state SEA of the EA since, as defined above,
it is the only observable factor defining how the search will proceed from this point on.
However, the raw data in the state itself are unwieldy: if we were to control based on
state SEA directly, that would imply that the control algorithm should be able to map
every possible SEA to proper parameter values. Consequently, preprocessing is necessary
to derive some useful abstraction, similar to the practise of dataset preprocessing in the
field of data mining. We define such an observable derivation process as the following
pipeline:
Source→ (Digest)→ (Derivative)→ (History)
Parentheses denote that steps can be bypassed.
i. Source: As stated above, the source of all observables is the current state of the
EA, i.e., the set of all genomes, the current parameter values and the fitness
function.
ii. Digest : A function D(SEA) = v that maps an EA state to a value, e.g., best
fitness or population diversity.
iii. Derivative: Instead of using directly a value v we might be more interested in
its speed or acceleration (e.g. to make the observable independent from the
absolute values of v or to determine the effect of the previous update as the
change observed in the most recent cycle).
iv. History : The last step in defining an observable is maintaining a history of size
W of the value received from the previous step. This step includes a decision
on the sliding window size W and the definition of a function FH(v1, v2, ..., vW )2
that, given the last W values, provides a final value or vector (e.g., the minimum
value, the maximum increase between two consecutive steps, the whole history
as is, etc.).
The above observable derivation is meant to be a conceptual framework and not an
implementation methodology. For example, the current success ratio (in the context
of Rechenberg’s 1/5 rule) can in theory be derived from a state SEA by applying
the selection and variation operators to G and calculating the fitnesses of the results,
though obviously that would be a senseless implementation.
2Notice that indices have no relation to time but merely indicate a sequence of W elements.
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4.3.3.4 Mapping Technique
Any technique that translates a vector of observable values to a vector of parameter
values can be used as an mapping for the control mechanism, e.g. a rule set, an ANN
or a function are all valid candidates. The choice of the proper technique seems to
bear some resemblance to choosing an appropriate machine learning technique given a
specific task or dataset. Whether EA observables display specific characteristics that
make certain biases and representations more suitable is a question that needs to be
investigated. In any case, it is obvious that given the type of parameter controlled (i.e.,
qualitative or quantitative) different techniques are applicable.
Here we distinguish between two main categories of control techniques, regardless
the algorithm and representation used, based on a fundamental characteristic of the
controller: whether it is static or it adapts itself to the evolutionary process.
i. Static: A static controller remains fixed during the run, i.e., given the same
observables input it will always produce the same parameter values output. In
other words, the values produced only depend on the current observables input:
%p = c(%o) and %o1 = %o2 ⇒ c(%o1) = c(%o2)
where %o ∈ O, %p ∈ P are the vectors of observables and parameter values respec-
tively and c : O /→ P is the mapping of the controller.
ii. Dynamic: A dynamic controller changes during the run, i.e., the same observables
input can produce different parameter values output at different times. This
implies that the controller is stateful, and that the values produced depend on
both the current observables input and the controller’s current state:
%p = cp(%o, SC) and S
t+1
C = cS(%ot, S
t
C)
where %o ∈ O, %p ∈ P are the vectors of observables and parameter values,
respectively, SC ∈ S is the state of the controller, and cp : O × S /→ P , cS :
O × S /→ S are the mappings of the controller.
Methods such as the 1/5th rule are clear examples of static controllers. Since
success-rate is a History (iv) of a Digest (ii), it is, together with the current parameter
value σ, part of the EA state. Therefore, given a certain EA state, it always produces
the same next EA state.
According to this classification, a time-scheduled mechanism is, on the other hand,
a trivial case of a dynamic controller; it maintains a changing state (a simple counter)
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but is “blind” to the evolutionary process since it does not use any observables. It
should be noted that we do not consider control mechanisms necessarily as separate
and distinct components; e.g., we classify self-adaptation in ES as a dynamic controller
since it implicitly maintains a state influenced by the evolutionary process.
4.3.4 Generic Control for Numeric Parameters
In this section we present a control mechanism that belongs to the upper left category
of the matrix in Figure 36. This controller can be tailored to specific applications
through an off-line tuning process. Subsequently, it is considered suitable mostly for
repetitive applications. The controller combines the advantage of varying parameter
values, which can lead to increased performance, and the capability to be calibrated to
specific problems. We propose this controller as a possible substitute to tuning static
parameter values: instead of spending a certain amount of time for the search of good
static parameter values for a problem, the same effort can be used to calibrate the
controller for the same parameter and problem.
The controller is required to be generic enough to be able to handle any numeric
parameter and capable of problem-specific calibration and compatible with any evolu-
tionary algorithm. Below we describe such an EA-independent, parameter-independent
and tunable controller based on the framework presented in the previous Section.
4.3.4.1 Parameters
Any numeric parameter can be controlled and the value of a controlled parameter is
updated in each generation. To control a parameter, a range [min,max] of values must
be specified, which will be the output range of the controller.
4.3.4.2 Observables
The observables that we currently use as input to the controller, are based on the
current parameter values, diversity and fitness. However, in principle any observable
that provides useful information about the current state of the algorithm can be used.
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4.3.4.2.1 Fitness based
We use two observables based on fitness. Both use the best fitness digest of the
current population: fB = maxF(g), g ∈ G. The simpler fitness-based observable
fN is just the normalized value of the best fitness found in the current population:
fN = norm(fB), fN ∈ [0, 1]. This observable is only applicable when the bounds
of the fitness function are known. The second fitness-based observable ∆f provides
information about the change of the best fitness observed in the last generations.
Instead of using the derivative step to describe this change, we use a history of length
W and the history function fH(f 1B, ..., f
W
B ) =
fWB −fW/2B
fWB −f1B
. We choose to use this history
setting to measure change instead of the derivative step so to make the controller robust
to shifting and stretching of the fitness landscape.
To summarize the two fitness-based observables are:
fN = norm(fB), fN ∈ [0, 1]
∆f =
fWB − fW/2B
fWB − f 1B
,∆f ∈ [0, 1],W = 100
where fB = maxF(g), g ∈ G. In order to be able to use ∆f from the beginning, the
value of W grows from 2 to 100 with each generation. Notice that these observables
are not used together but are two alternatives.
4.3.4.2.2 Diversity based
Diversity is observed using the Population Diversity Index (PDI) [133] as the digest
function, bypassing derivatives and history. The Population Diversity Index is a
measure that uses an entropy like approach for measuring the genotypic diversity in a
real-valued population. It can identify clusters, and always returns a value between
0 and 1 indicating a fully converged (0), a uniformly distributed (1) population, or
anything in between.
4.3.4.2.3 Current parameter values
The current values of the controlled parameters %pc are also observed and input to the
controller when the ∆f observable is used. The reason is that if changes in fitness are
observed then changes in the parameter value should be output, thus the old value
must be available. Each value in %pc corresponds to the current value of a controlled
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parameter and is normalized to [0, 1] (this is possible because the range of all controlled
parameters is known as described in 4.3.4.1).
Given two choices for observing fitness and the choice to include the diversity
observable or not yields four sets of observables: {fN}, {fN , PDI}, {∆f , %p} and {∆f ,
PDI, %p}.
4.3.4.3 Control Method
As a control method we chose an artificial neural network (NN) as a generic method
for mapping real valued inputs to real valued outputs. We use a simple feed-forward
network without a hidden layer. The structure of the nodes is fixed and the weights
remain static during an EA run and are set by the off-line tuning process. Therefore,
such a controller can be classified as static, since it always produces the same parameter
values if given the same EA state. All inputs are, as defined above, in the range [0, 1].
The weights are tuned w ∈ [−1, 1]. The activation of the neurons is a sigmoid function,
horizontally compressed with a scalar as to reach very close to its asymptotes given a
domain of [0, 1].
When multiple parameter are controlled simultaneously, a separate NN controls
each parameter. If the current parameter values %pc are used as input, then each NN
uses only the value of the corresponding parameter as input. This may oversimplifying
considering parameter interaction but it also simplifies the controller and significantly
decreases the number of weights that need to be calibrated.
4.3.5 Experimental Setup
The experiments presented here are designed as a proof of concept for the viability
of a generic, EA-independent and parameter-independent control mechanism that is
instantiated through an off-line tuning process and targeted to repetitive applications.
This controller is examined as a substitute for using tuned but static parameter values.
The experiments compare the performance of the controller described in the previous
section controlling a simple ES and solving a set of test problems with the performance
of the same ES solving the same problems but with fixed parameter values. For each
test problem, the calibration of the controller and the competing fixed values were
found using the same amount of off-line tuning effort.
Six standard 10-dimensional problems in numeric optimization are used [7]: Sphere,
Corridor, Rosenbrock, Ackley, Rastrigin and Fletcher & Powell.
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4.3.5.1 Evolutionary algorithm and parameters
The EA used, is a simple (µ+ λ) ES with Gaussian mutation. It has no recombination
and uses uniform random parent selection. This EA has three parameters: the
population size µ, the generation gap g = λµ and the mutation step size σ. We run five
distinct experiments controlling each parameter alone, controlling µ and g together
(considering their obvious interaction) and controlling all parameters together. In the
experiments where one of the parameters is not controlled/tuned, that parameter value
is always set to a value chosen based on conventional EC knowledge and intuition (see
Table 40). These values also serve as initial values when a parameter is controlled.
Table 40: Default values of parameters when not controlled or tuned.
µ 10
g 7
σ (Sphere) 0.1, (Corridor) 0.1, (Ackley) 0.6,
(Rosenbrock) 0.04, (Fletcher&Powell) 0.07,
(Rastrigin) 0.1
4.3.5.2 Off-line tuning
Both controller calibrations and fixed values are found through an off-line tuning
process using Bonesa. For each problem, the four versions of the controller (using
the four different observables sets described in 4.3.4.2) are calibrated using Bonesa.
The same tuner, and effort is also spent on finding good static values for the problem,
which adheres to classical parameter tuning. The resulting EAs (with controlled and
static parameters) are run 100 times to validate the outcomes, to fairly compare their
performances. The same experiment is repeated for controlling each of the parameters
individually, µ together with g and all together. The experimental setup is summarized
in Table 41.
4.3.6 Results
Results are shown in Tables 42 to 46. For all tables, bold values denote a performance
that is not significantly worse than the best on that specific problem, while underlined
values denote performance that is significantly better than the EA with static parameter
values for the specific problem. In all cases, significance is verified using a t-test with
95% confidence. Tuning and solving for The Corridor problem failed (e.g., never reached
the optimum) in all cases, so it will be completely disregarded in the subsequent analysis.
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Table 41: Experimental Setup
EA (µ+ λ)-ES with: Gaussian mutation, no recombina-
tion and uniform random parent selection, limit of
10000 evaluations, default parameter values shown
in Table 40
Parameters µ ∈ [0, 1] g ∈ [0, 14] σ ∈ [1, 100] (individually, µ with
g and all together)
Instantiation
Bonesa with a budget of 3000 tests to calibrate
weights wi ∈ [−1, 1]
Problems Sphere, Corridor, Ackley, Rosenbrock, Rastrigin,
Fletcher& Powell
Controller observables {fN}, {fN , PDI}, {∆f , %p}, {∆f , PDI, %p}
4.3.6.1 Performance
Tables 42, 43 and 45 show that attempting to control solely the population size, the
generation gap or their combination was unsuccessful. But, controlling only σ (Table
44) was successful for the controlled EA. It outperforms the static EA on three out of
five problems, while not being significantly worse in the other two.
However, controlling all parameters (Table 46) at the same time, seems to be the
most beneficial; the controlled EA outperforms the static in four problems while it
is not significantly worse in the fifth. Even better (although not shown here), on
most of the problems, the controller using all parameters outperform those for a single
parameter or µ, g combination.
In general, for the EA and problems tested, the controller performs better or at
least as well as the tuned, but static parameter values.
4.3.6.2 Parameter behavior
Analyzing the behavior of the controlled parameters provides some important insight.
Controlling µ and g: As the performance results show (Tables 42, 43 and 45), there
is no improvement when controlling µ and g. In fact, in most cases, the calibration of
control creates controllers that maintain constant parameter values. When controlling
µ alone, controllers maintain a constant value, either set to 1 (Sphere, Ackley and
Rosenbrock), or simply linearly increasing to its maximum (Rastrigin). Similarly,
when controlling g alone, values are kept constant either to its minimum, such that
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Figure 37: Example of the behavior of parameter σ over time (Ackley
problem with {fN}). All values are normalized between 0 and 1.
each generation has only one offspring (Sphere, Ackley, Rosenbrock) or its maximum
(Fletcher & Powell, Rastrigin). Combined control of µ and g shows a different behavior
only in the case of the Rastrigin problem, but this does not result in better performance
(Table 45). These findings could mean that controlling these parameters for the specific
EA and problems does not have an intrinsic value, or that it is very difficult for the
tuning process to find good controller weights.
Controlling σ: A much more interesting behavior is observed in the values of σ. In
most cases, σ shows an increase in the beginning and, subsequently, drops and stabilizes
or oscillates around a value. Such a gradual decrease is a good strategy for climbing a
hill and approximating an optimum. An example of this σ behavior is shown in Figure
37. Of course, a preferable behavior would be to re-increase σ when a population is
stuck in a local optimum. Such a situation can be detected based on the diversity and
∆f observables used; however, this desired behavior does not occur in our results. A
different control strategy was found for the Rastrigin problem as shown in Figure 38: σ
oscillates rapidly while the range of this oscillation seems related to current diversity.
Controlling all combined: Combined control of all parameters produces the best
results, with calibrated controllers generally demonstrating a more complex behavior.
Values of µ still remain mostly constant, but g generally varies for the Ackley, Rastrigin
and Fletcher & Powell problems, but is still kept fixed for the Rosenbrock and Sphere
problems (this is not necessarily a drawback considering that these two problems are
unimodal and can be solved with a (1+1)ES). Control of σ shows a behavior similar to
what is described in the previous paragraph. Representative examples of parameters’
behavior are illustrated in Figures 39 and 39. In both cases µ is set to a constant
value; however, g is controlled according to fN . In each case, σ shows one of the two
behaviors described in the previous paragraph.
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Figure 38: Example of the behavior of parameter σ over time (Rastrigin
problem with {∆f , D, &p}). All values are normalized between 0 and 1.
(a) µ (b) g (c) σ
Figure 39: Example of parameter behavior over time with combined
control (Ackley problem with {fN}). All values are normalized between
0 and 1.
(a) µ (b) g (c) σ
Figure 40: Example of parameter behavior over time with combined
control (Fletcher &Powell problem with {∆f , &p}). All values are
normalized between 0 and 1.
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4.3.6.3 Observables
The best results are acquired using only fitness based observables, either {fN} or {∆f ,
%p}. Between these two we cannot distinguish a clear winner.
Though choosing between fN or ∆f is mostly a matter of feasibility (calculating
normalized fitness is not possible if the bounds of the fitness values are not known
beforehand), including a diversity observable or not is a more fundamental question.
Contrary to our initial expectations, adding diversity to the input does not yield better
performance, even for multimodal problems (including the irregular and asymmetric
Fletcher & Powell function). In fact, keeping all other factors fixed, using diversity as
an input produces a significant improvement only in 2 out of 50 cases.
4.3.6.4 Discussion on Selection
Three important points were observed in the results and analysis of this section:
• the failure to calibrate a meaningful controller for µ,
• the absence of control strategies that increase σ late in the run to escape local
optima,
• the fact that using diversity as an observable does not improve performance even
for multimodal problems.
A plausible assumption is that these points might be due to the survivor selection
used by the ES in the experiments (“plus” selection). All above points are related to
maintaining a diverse population, either by accommodating enough individuals, by
performing enough exploration when necessary or by screening the current status of
diversity. However, using a “plus” selection could negate an effort to increase diversity
since new and “diverse” individuals would be of inferior fitness and, thus, discarded
while newly grown populations would be taken over by the existing best individuals.
4.3.7 Discussion
Based on our results, the questions stated previously can be easily answered. The
main conclusion that can be drawn (although this is only a single example) is that
the generic approach taken in this paper is viable and fruitful. In contrast to previous
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Table 42: Performances results for µ. Bold values denote performance
not significantly different from static, while underlined values mark a
performance significantly better than static (none here).
Sph Crdr Rsbk Ack Rsg F&P
(fN ,D) 0.09607 9.303 4.868 5.75 36.98 7602
(fN ) 0.09607 9.303 4.868 5.75 36.77 6731
(∆f , D, "p) 0.09607 9.303 4.868 5.75 36.98 6408
(∆f ,"p) 0.09607 9.303 4.868 5.75 38.97 5528
Static 0.09901 9.303 4.329 5.776 34.29 1335
Table 43: Performances results for g. Bold values denote performance
not significantly different from static, while underlined values mark a
performance significantly better than static.
Sph Crdr Rsbk Ack Rsg F&P
(fN ,D) 0.1009 9.303 5.115 5.716 55.15 1.113e+04
(fN ) 0.1009 9.303 5.115 5.716 55.15 1.065e+04
(∆f , D, "p) 0.1009 9.303 6.142 5.752 54.4 1.065e+04
(∆f ,"p) 0.1009 9.303 5.115 5.716 55.32 1.065e+04
Static 0.1003 9.303 5.226 5.778 79.35 5770
work, we were able to find a problem-tailored control mechanism that outperforms the
tuned (but static) parameter values for each of the problems. More specific, either
using the best fitness value directly, or the combination of δ fitness and the current
parameter values, outperforms the tuned but static parameter values in most problems.
Inevitably, this conclusion depends on the experimenters design decisions. In our
case, the most important factors (beyond the underlying algorithm itself) are the
following:
• The observables chosen as inputs to the control strategy.
• The parameters to be controlled.
• The technique that maps a vector of observable values to a vector of parameter
values.
Table 44: Performances results for σ. Bold values denote performance
not significantly different from static, while underlined values mark a
performance significantly better than static.
Sph Crdr Rsbk Ack Rsg F&P
(fN ,D) 0.04848 9.303 7.473 0.26 29.06 6848
(fN ) 0.01609 9.303 6.995 0.1085 23.32 5622
(∆f , D, "p) 0.0528 9.303 8.05 0.3153 27.08 6089
(∆f ,"p) 0.0353 9.303 8.111 0.617 25.85 8238
Static 0.05745 9.303 7.066 3.684 37.4 4710
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Table 45: Performances results for µ, g. Bold values denote perfor-
mance not significantly different from static, while underlined values
mark a performance significantly better than static.
Sph Crdr Rsbk Ack Rsg F&P
(fN ,D) 0.09869 9.303 6.89 5.633 38.26 5841
(fN ) 0.09382 9.303 4.789 5.591 38.66 6432
(∆f , D, "p) 0.09869 9.303 6.89 5.633 38.19 4299
(∆f ,"p) 0.09382 9.303 4.789 5.756 36.22 3465
Static 0.09475 9.303 3.834 5.575 34.08 762.3
Table 46: Performances results for all. Bold values denote performance
not significantly different from static, while underlined values mark a
performance significantly better than static.
Sph Crdr Rsbk Ack Rsg F&P
(fN ,D) 1.102 9.303 26.81 3.337 29.28 7824
(fN ) 0.007457 9.303 11.54 0.5488 23.99 5999
(∆f , D, "p) 5.387 9.303 82.6 18.5 36.52 2.055e+05
(∆f ,"p) 0.005169 9.303 7.358 2.275 30.48 2028
Static 0.03565 9.303 7.025 2.024 35.9 2828
Changing either of these can, in principle, lead to a different conclusion. With
respect to the observables chosen, we can conclude that these indeed highly influence
the results. Remarkably, adding diversity as an input appears to have hardly any added
value for controlling σ.
Regarding the future, we expect more studies along these ideas, exploring the other
possible implementations of the most important factors. Most enticing is the possibility
of applying it to other algorithms and applications. If these could be controlled with
the same ease, this opens up the possibilities for a problem tailored and high performing
algorithm for any particular problem.

VCONCLUSIONS
“We have saddled algorithmic researchers with the burden of
exhibiting faster and better algorithms in each paper, while
expecting them to advance our knowledge of algorithms at the
same time. I believe that when researchers are relieved of this
dual responsibility and freed to conduct experiments for the sake
of science, research and development alike will benefit”
– J.N. Hooker

SECTION 5.1
Conclusions
5.1.1 Parameter Tuning and Scientific Testing
in Evolutionary Algorithms
As stated in the introduction of the thesis, there are three main subjects treated in
this thesis: the distinction between competitive and scientific testing and their relation
to user preferences, a survey and comparison of current tuning techniques and the
introduction of two new tuners, and finally an outlook into the future of parameter
tuning. In this section we reconsider all these matters and conclude the thesis by
summarizing the principal message.
Let us begin with recapitulating that parameter tuning in EC has been a largely
ignored issue between the mid 80s and mid 00s. Over the last couple of years, there
are promising developments (tuning related publications and software), but still, in
the current EC practice parameter values are mostly selected by conventions, ad hoc
choices, and very limited experimental comparisons. Even now, some researchers still
believe that using automated approaches to parameter tuning is unnecessary, and just
running a few experiments will give you all the insights you need. To this end, our
main message is that there are well-working alternatives in the form of existing tuning
algorithms for which it has been shown that they can to the tuning job much better
than we can, with moderate costs. More importantly, such a new practice will enable
better founded experimental comparisons, which we call competitive testing.
To illustrate the methodological improvement let us compare the kind of claims
a traditional paper and a tuning-aware paper would make when assessing a new EA
(NEA) by comparing it experimentally to a benchmark EA (BEA). In a traditional
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paper, NEA and BEA are presented by explaining their qualitative parameter values
(operators for selection, variation, population management, etc.), followed by the
specification of the values for their quantitative parameters, say p¯ and q¯, without any
information on why and how p¯ and q¯ are selected. Then the results obtained with
NEA(p¯) and BEA(q¯) are presented to underpin the main findings. These findings are
typically claims about NEA(p¯) being better than BEA(q¯), most often also inferring
that NEA is better than BEA (e.g., that the new crossover in NEA is superior).
Following the new tuning-aware methodology, NEA and BEA are presented and tuned
with the same tuning method spending the same tuning effort X, thus arriving to a
motivated and documented choice for p¯ and q¯. Then the results obtained with NEA(p¯)
and BEA(q¯) are presented to underpin the claim that the practical best of NEA is
better than the practical best of BEA. (Obviously, “practical best” stands for “after
spending effort X on tuning it”.)
Further to improved competitive testing, the wide adoption of parameter tuners
would enable better evolutionary algorithm (and other meta-heuristics) design. As
mentioned before, using tuning algorithms one can not only obtain superior parameter
values, but also much information about problem instances, parameter values, and
algorithm performance. This information can be used to analyze EAs and to obtain a
deeper understanding of them, which we call scientific testing. This is obviously a long
term benefit, but such information is also useful on the short and mid term as it can
serve as empirical evidence to justify design decisions. To illuminate this matter, let us
consider some examples.
In practice, there might be (and in our experience: there is) a group of EA users
who do not have the resources and the willingness to tune an algorithm for their
specific problem. Rather, they are interested in a good EA off-the-shelf. Therefore,
available knowledge about variations of EA performance along the problem-dimension
is particularly interesting for them. If the given problem (instance) can be related to a
known type of problems then the user can make an informed choice for an algorithm
setup with a high performance on that specific type. On the other hand, if the problem
at hand does not belong to a known problem type, or if there is not enough information
on that type, then right choice is a widely applicable (Section 3.3) EA, especially if
its parameters are very tolerant (Section 3.3). This increases the chances that the
untuned instantiation will find good solutions. Yet another case concerns users with
repetitive problems, for example, a parcel delivery company that needs to solve almost
the same problem instance every day. As explained in [43, Chapter 14], the appropriate
algorithm in this case is one that is robust to changes in random seeds, as this increases
the chances that a decent solution will be found every day with a low probability of
making big mistakes. In all these examples, the user depends on the availability of
information about the robustness of EA parameters. Obviously, it is required that data
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obtained by tuning is preserved and made available for analysis. This can be done on
different scales, ranging from one single user (academic or industrial), through a group
of users (research group or R&D department), up to the entire evolutionary computing
community.
Regarding the current state-of-the-art in tuning algorithms, there is good and bad
news. The good news is that most of them are well capable of doing their job. Three
case studies showed the added value of using REVAC, REVAC++ and Bonesa for
competitive and scientific testing. Each of them, and the other state-of-the-art tuners
has its own specialties, some provide better information on tolerance, while others are
specialized in evaluating the applicability of an algorithm. Furthermore, although each
has its own way of dealing with noise, and costly evaluations, if given enough time,
they are capable of finding high performing parameter settings for all problem and
algorithm combinations as shown in the performance comparison. We did however,
observe a slightly better performance over the whole line by SMAC, and the new
tuning algorithm we introduced, Bonesa. Which is remarkable since the latter one was
designed with multi-problem tuning in mind.
Bonesa is, in essence, an iterative model based search procedure much like Sequential
Parameter Optimization [9], or in general, any search method using surrogate models.
Just as SPO, it is based on iteratively build models that are used to pre-assesses the
quality of generated parameter vectors rather than testing them directly. Therefore,
the improved performance of Bonesa with respect to SPO is most likely caused by
the combining it with REVAC, and Gaussian filtering, a new feature in the field
of parameter tuners. In contrast to most other approaches, Bonesa does not use
reevaluation of parameter vectors nor explicit racing techniques, but uses the strong
causality principle, stating that small changes to a parameter vector cause only small
changes in its utility. Together with the modeling capabilities, and its ability to optimize
on multiple objectives, such as as whole test-suite, makes it a very versatile tool for
both scientific and competitive testing.
The bad news for tuners is their current adoption. Currently tuners are mainly used
by the research groups that developed them. It might be argued that this situation
is just a matter of ignorance by the users of evolutionary algorithms, which a change
in attitude could resolve. However, currently most tuners and far from user-friendly,
and setting up a tuning experiment might take more time and worries than users are
willing to invest. Tuners need to work with a minimum user effort and provide the
functionalities to store and present (visualize) all information necessary for a thorough
analysis. The acceptance by the community and the obtainable benefits will be realized
only if tuning methods are available on-line, are user-friendly, and assist the user in
taking a more scientific testing approach.
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Next to the use of tuners in competitive and scientific testing, we foresee their
application also in other fields of research. Noisy function optimization is a field very
close to that of parameter tuning. In essence, parameter tuning is just a subset of it,
with specific characteristics such as big noise and expensive evaluations. Preliminary
results in Section 4.2 show that parameter tuners can be very competitive to the current
state-of-the-art and, on the single problem tested here, can be much more efficient.
The other field of research investigated here is parameter control. Ever since
the introduction of the distinction, numerous evolutionary computing scientists and
practitioners posed the question: “Which approach is better, parameter tuning or
parameter control?” In the fourth chapter of this thesis, we described how parameter
tuning can be used to develop problem-tailed control mechanisms for evolutionary
algorithms. With this in mind, we can answer this simple question with “both”, since
their combination delivered a very powerful problem solver that performed better than
tuning or control could have done on their own. The ease by which both were integrated
in an existing algorithm gives them a very promising future. Parameter values need
no longer to be static, but can be adapted to the specific stage of the algorithm and
the specific problem at hand. For repetitive problems, this might lead to a new era in
evolutionary algorithms.
But maybe the most important outlook is a fundamental one. Scientific testing can
help formulate new research questions, identify possibilities for improvement of the
algorithm, and increase the usability of it for other users. These results of tuning are
much more valuable than merely finding the best possible setting for some parameter
on a particular problem or even on a range of problems. This shift from unfair and
competitive to scientific testing requires not only a change in methodology, but also in
attitude. We need to focus more on getting to know our algorithms, rather than just
developing them. Therefore, we end this thesis with the same hope and expectations
of the future, that Hooker already had in 1995:
“rather than agonize over what are the best parameter settings, one runs
controlled experiments in which many different parameter settings are used
precisely in order to understand their effect on performance.”
– J.N. Hooker


APPENDIX A
The Magic BONESA Constant c
In Section 2.3 the scalar c is used for calculating the similarity ω between two parameter
vectors. There, c was defined as the value that makes the average value of
∑
ω equal
to 50 if m points are random uniformly distributed in a l-dimensional hypercube. Here
we will give our approximation of c given a certain size of the archive m, and certain
number of parameters to be tuned l.
Since the average value should be equal to 50, this means that the expected value
(E(ω)) of the ω of two random points, should be equal to:
E(ω) = (50/m) (A.1)
First, recall that we defined the similarity ωz¯,y¯ as:
ωz¯,y¯ = ec·x(z¯,y¯) (A.2)
with x(z¯, y¯) the normalized [0 1] distance between z¯ and y¯.
Note that the expected value E(ω) given a known c, and two random uniformly
distributed points in a l-dimensional hypercube, is therefore equal to:
E(ω) =
∫ 1
0 e
c·x · F (x) dx (A.3)
In which F (x) is the probability distribution of observing a normalized distance x
between two points in a l-dimensional hypercube. We can roughly approximate this
distribution with the incomplete beta-distribution [32]:
Fa,b(x) =
1
β(a,b) · xa−1 · (1− x)b−1 (A.4)
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with the shape parameters a and b equal to:
ED ≈√(1/6) ∗ l ·√(1/3) · (1 + 2 ·√1− (3/(5 ∗ l)))/√l (A.5)
a = ED ∗ (((ED ∗ (1− ED))/(0.0585/l))− 1) (A.6)
b = (1− ED) ∗ (((ED ∗ (1− ED))/(0.0585/l))− 1) (A.7)
In which ED is an approximation [2] of the expected normalized distance between two
points in a l-dimensional hypercube [0 1]l.
Therefore we need to solve the following equation in order to find c:
(50/m) =
∫ 1
0 e
c·x · 1β(a,b) · xa−1 · (1− x)b−1 dx (A.8)
which can be rewritten to:
(50/m) · β(a, b) = Γ(a)Γ(a) · Γ(b)Γ(b) ·
∫ 1
0 e
c·x · xa−1 · (1− x)b−1 (A.9)
The right hand side of Equation A.9 is known as the hypergeometric 1F1 regularized
function, with parameters a, a+b, and c. And therefore Equation A.9 is equivalent to:
(50/m) · β(a, b) = Γ(a) · Γ(b) ·1 F1(a, a+ b, c)dx (A.10)
Which can be easily solved, since 1F1 is implemented in most mathematical packages
such as Matlab, R, or Mathematica and can be numerically approximated.
APPENDIX B
BONESA: the Toolbox
Bonesa was created to offer a user-friendly alternative to the current parameter tuning
packages. The objective was to allow users to create and start parameter tuning sessions
with only a few clicks and without any additional knowledge or programming skills.
However, Bonesa offers more than just a user-friendly interface to find the best
performing parameter values. In [71] the term scientific testing was introduced, as
opposed to competitive testing. Where competitive testing refers to simply finding the
best parameters for a specific algorithm on a specific problem, scientific tuning refers to
the process of understanding the influence of parameters and the interactions between
parameter-values and the problem at hand. For this, a specific multi-target parameter
tuning algorithm is incorporated that is able to tune on multiple performance measures,
such as speed, quality and performance, and on multiple problems at the same time.
This can be any set of problems, for example a benchmark test suite.
Figure 41: BONESA splash screen
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My means of a wizard, Bonesa will guide you through the setup-process, which
consists of four stages, namely:
i. How can your algorithm be started?
This can either be via the commandline, or directly by calling the run() function
of a Java class.
Figure 42: How can your algorithm be started?
ii. Which parameter needs to be set?
Bonesa can tune any number of parameters, however, these need to be integer or
real valued, and bounded to a region of interest
iii. What need to be optimized?
For example: the performance on problem A, the performance on problem B,
speed, accuracy or all of them at the same time. Since Bonesa is not limited to a
single objective, you can tune on any number of targets.
iv. What is the focus of the session?
The user can choose any value on the gliding scale between focusing on finding
the best parameter values, or exploring the parameter space.
After these are defined, the tuning-procedure can be started. Since parameter-tuning
is a highly parallelizable process, Bonesa allows for distributed execution. For this,
it uses the IBIS framework[141], which is a highly advanced and efficient Java-based
platform for distributed computing. Starting such a distributed session is therefore
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Figure 43: Which parameter needs to be set?
Figure 44: What need to be optimized?
just as easy to setup as a single-machine session, since all copies of the same project
will automatically join an already running session when executed. So with only a
few minutes of work, a whole cluster can be instructed to cooperate in a large-scale
parameter tuning session. And, since Bonesa is purely written in Java, it works
cross-platform and on any common operating system.
Furthermore, machines –for example a desktop-pc– can also be dedicated to simply
monitor the session. This machine will automatically receive the latest information,
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Figure 45: What is the focus of the session?
and can display a whole range of visualizations to show the progress. The standard
package of Bonesa includes a wide variety of graphs and tables to study the performance
landscape of your algorithm. These include robustness and principle component analysis
of the algorithm parameters, confidence intervals of the expected performance, and
other visualizations to illustrate the influence of parameter values on the performance.
However, for those in need of other visualizations, this set is easily extendable by
implementing a Java interface and placing it in the plugins-directory, or by including
R scripts.
Furthermore, if a tuning session is terminated by the user, stop-condition, or is
terminated due to computer-failures, it can be continued at any time without a loss
of progress. In case of a distributed experiment, any computer (except the host) can
even leave (or join) the session without disrupting the process, making it a fast, robust,
easy package for tuning and studying the parameters of any metaheuristic. It has
already been successfully applied in a wide range of fields, from robotics to evolutionary
algorithms, and from data mining to adaptive cruise control, and has shown to be a
very effective tool for both scientific and competitive testing.
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Figure 46: Example of a visualization in BONESA
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waardenzijn,doetmenwetenschappelijkeexperimentenomprecies
vasttekunnenstellenwathuneffectisopdeuitkomst.”
–J.N.Hooker
isalshiervoorstond.DaarginghetomhetaantalroutestussenAenB,hier
omdepercentagesdiegebruiktwordeninhetalgoritme.Hetspreektvoorzich
datwehierduseenzelfdebenaderingkunnengebruiken.Zo’nslimalgoritmeis
daninstaatdeparametersvaneenanderalgoritmeintestellen,zonderdat
algoritmezelfstekennen.Zegaansimpelwegopeenslimmemanierdebeste
mogelijkeparameterwaardenaf.Eendergelijkalgoritmewordtindezethesiseen
automatischeparametertuningalgoritmeoftunergenoemd.Defabrikantvan
hetnavigatiesysteemzoubijvoorbeeldzo’ntunerkunnengebruikenom,voordat
hetsysteemindemarktwordtgezet,debestepercentagestebepalenvanhet
route-plan-algoritme.Indezethesisbeschrijvenwetientallenvanditsoort
automatischeparametertuningalgoritmes,envergelijkenwezeaandehand
vanhunverschillendekwaliteiten.Ookintroducerenwetweenieuwemethoden:
REVAC++enBonesa.Dezelaatsteheefteenaantaluniekekwaliteitendiegeen
vandeanderetunersheeft.Welatendanookhetnutzienvandezekwaliteiten,
entonenaandatBonesabehoorttotdeabsolutetop.
ScientificTesting
Debovenstaandemaniervanparametertuningwordtindezethesiscompeti-
tivetestinggenoemd,omdathetenkelneerkomtopeencompetitietussende
verschillendeparameter-instellingen.Erwordtnietsgeleerdoverhetalgoritme,
aanheteindewetenwenogsteedsnietwaaromietseengoedeinstellingis,
enkeldatheteengoedeinstellingis.Hoewelditvoorsommigetoepassingen
ookhelemaalnietnodigis(eenpaarvoorbeeldendaarvanstaanookindeze
thesis),isdatverrevaneenwetenschappelijkeaanpak.Steldatbijdepublicatie
vanditroute-plan-algoritme,bijvoorbeelddooreenAmerikaansewetenschapper,
wordtvermelddatdebestepercentages5%,94%en1%zijn,hebbenwijdaarin
Nederlanddanwataan?WewillennogsteedssimpelwegvanAnaarB.Hetdoel
verandertniet,duserlijktnietsoptegenomdezepercentagesookinNederland
tegebruiken.Maar,bijnadereinspectievaltdirectdegrotewaardeopvoor
richtingdesnelweggaan:94%.Waaromzoudatzohoogzijn?Watisdaarvan
dereden?
Ditisprecieshetprobleemvancompetitivetesting,erisnietsgeleerdover
deparameters.Detunerisblindaanhetwerkgezet,endepercentageskwamen
ervanzelfuit.Hoeweldataleenheleverbeteringistenopzcihtevangewoon
’mooie’getallengebruiken,ishetnogsteedszeerbeperkt.Alsdemakervan
Nederlandsenavigatiesystemenzomaardezepercentageshadovergenomen,had
hijnamelijkeenheleboelbozeklantengehad.InAmerika,waarmengrote
zalhetnavigatiesysteemjedanaanbevelen.Hierdoorhebjedanweliswaarniet
altijddesnelsteroute(wantdatzoubetekenendatjeprecieselkekeergoed
hebtgekozen),maariniedergevalhebjeweleenbinneneenpaarsecondeneen
redelijkegoederoute.
Eenevolutionairalgoritmewerktzelfsnogietsslimmer.Inplaatsvan
honderdenkerenvanafhetbegintebeginnen,beginteenevolutionairalgoritme
eenaantal,bijvoorbeeld50keervanafhetbegin.Vandeze50gaathijeerst
bekijkenwatdesnelsteroutewas.Dezesnelsteroutegebruikthijalsbasis,om
hopelijkeennogbetereroutetevinden.Deeerstestapisomuitdezeroute
willekeurigeenkruispunttekiezen.Vanafditkruispuntgaatdenieuweroute
afwijkenvandeoude,wanthijkiestspeicifiekeenanderewegdanhijeersthad
gekozen.Ophetmomentdathijdanweereennieuwkruispuntbereikt,doethij
weerprecieshetzelfdealsvoorheen:met50%kansdeenekant,met40%kansde
anderekant,enmet10%kaneenwillekeurige.AlshijuiteindelijkBweerbereikt,
isdathopelijkeensnellereroutedaneerst.Ishetinderdaadeenverbetering,
danneemthijdezenieuwesnelsterouteweeralsbasisvooreennieuwepoging.
Opdezemanierkunjenetzolangdoorgaantotdatjeerweereenpaarhonderd
verschillenderouteszijngeprobeerd.Indemeestegevallenzalditeensnellere
routeopleverendanelkekeervanafAtebeginnen.
ParameterTuning
Hetbovenstaandevoorbeeldvaneennavigatiesysteemiseenmooivoorbeeldvan
dekrachtvanevolutionairealgoritmes,maarditsoortalgoritmeshebbenook
eenbepaaldezwakte.Waaromhebbenwebijvoorbeeldvoor50%,40%en10%
gekozen?Zou40%,30%,30%nietbeterwerken?Of91.3%,4.1%,4.6%?Een
goedantwoordopdievraagisermeestalniet.Overhetalgemeenwordenzulke
getallengewoongekozenomdathetmooierondegetallenzijn,ofomdater10
verschillendepercentageszijngeprobeerdenditnueenmaaldebestewas.Helaas
hangthetsuccesvanhetalgoritmewelheelergafvandezeparameters.Kiesjete
vaakeenwillekeurigeweg,danwordenhetnogalvreemderoutes.Gajetevaak
richtingdesnelweg,danrijjekilometersomalsjeenkelnaarhetwinkelcentrum
wil.Engajetevaakdirectrichtingjedoel,dankomjeterechtopdelangzame
binnenweggetjes,inplaatsvandesnelweg.Omtewetenwatdebestepercentages
zijn,moetjeallemogelijkepercentagesproberenenkijkenwatdebesteis.Het
probleemisdaarbijdateroneindigveelverschillendemogelijkhedenzijn,dus
hetisonmogelijkomzeallemaalaftegaan.
Eenoplettendelezerzounuhebbenopgemerktdatditexactdezelfdezin
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Binnenalgoritmesspelenparametereenbelangrijke,maarvaakonderschatte
rol.Deinstellingenvandeparameterbepalennamelijkingrotematedewerking
endaarmeedeuitkomstvanhetalgoritme.Jezouzelfskunnenstellendatze
bijnabelangrijkerzijndanhetmodelzelf,immerszondergoedeinstellingenwerkt
geenelkealgoritmegoed.Tochwordtdittegenwoordignoggeregeldoverhet
hoofdgezienenrichtmenzichvooralophetontwikkelenvannieuwealgoritmes,
inplaatsvanbetereparameters.Inditproefschriftstaatdanookhethoeen
waaromvanhetinstellenvanparameterscentraal,specifiekbinnenhetvakgebied
evolutionaryalgorithms.Evolutionaryalgorithms,parametertuningenscientific
testingblijkenonlosmakelijkmetelkaarverbonden.
EvolutionaryAlgorithms
Eenevolutionairalgoritmeiseenspecialemaniervoorhetoplossenvanproblemen,
datdoormiddelvanwillekeurigeactieseenoplossingprobeerttevinden.Denk
bijvoorbeeldaaneennavigatiesysteemdatdesnelsteroutemoetvindenvan
AnaarB.Hoeweldatsimpellijkt,aangezienjekuntberekenenhoelangeen
bepaalderouteduurt,ishetbehoorlijkinwikkeldomoptelossen.Hetprobleemis
daarbijdateroneindigveelverschillendemogelijkhedenzijn,dushetisonmogelijk
omzeallemaalaftegaan.Inplaatsdaarvankanjebetereenmanierverzinnen
waardoorjealtijdbinneneenpaarsecondeneenhelesnelle(nietnoodzakelijk
desnelste)routekuntvinden.Eenmogelijkemanierisbijvoorbeeldomroute
vanafhetbeginoptebouwen,dooreerstsimpelwegbijAtebeginnen.Bijde
eerstekruisingdiejetegenkomtkunjevervolgensopeenslimmemanierbepalen
welkevandevierwegenjekiest.Jezoubijvoorbeeldin50%vandegevallen
kunnenkiezenvoordewegdiedegoederichtingopgaat,in40%vandegevallen
tekiezenvoordewegdierichtingeensnelweggaat,enin10%vandegevallen
eenwillekeurigewegtekiezen.Bijdeeerstvolgendekruisingkanjeweerprecies
hetzelfdedoen,enhetzelfdevooralleanderekruisingendiejetegenkomt,net
zolangtotdatjeBhebtbereikt.Eencomputerkaneendergelijkeberekening
binneneenfractievaneensecondedoen,duseristijdgenoegomhetgeheel
eenpaarhonderdkeertedoen.Debestevandiehonderdengevondenroutes


