Without probability theory, we define classes of supermartingales, martingales, and semimartingales in idealized financial markets with continuous price paths. This allows us to establish probability-free versions of a number of standard results in martingale theory, including the DubinsSchwarz theorem, the Girsanov theorem, and results concerning the Itô integral. We also establish the existence of an equity premium and a CAPM relationship in this probability-free setting.
Introduction
We consider a financial market in which a finite number of securities with continuous price paths are traded. We do not make any stochastic assumptions, and our basic definitions are in the spirit of what we call game-theoretic probability (see, e.g., [9] ). This theory's key notion, probability-free superhedging, has been formalized in different ways in the case of continuous time. The definition suggested in [10] is very cautious. Perkowski and Prömel [5] propose a broader definition, making superhedging easier. In this paper we propose an even broader definition of superhedging and use it to define concepts such as continuous martingale, nonnegative supermartingale, etc. This allows us to derive probability-free versions of several standard results of martingale theory. In particular, we will give a simple proof of the Girsanov theorem stated (and proved in a roundabout way) in [13] . At the end of the paper we use our results to give a probability-free treatment of the equity premium and CAPM.
is in C whenever each process X k is in C. A process X is a nonnegative supermartingale if it belongs to the smallest lim inf-closed class of nonnegative processes containing all nonnegative simple capital processes. Intuitively, nonnegative supermartingales are nonnegative capital processes (in fact, they can lose capital as the approximation is in the sense of lim inf).
Remark 2.1. An equivalent definition of the class C of nonnegative supermartingales can be given using transfinite induction on the countable ordinals α (see, e.g., [2] , 0.8). Namely, define C α as follows:
• C 0 is the class of all nonnegative simple capital processes;
• for α > 0, X ∈ C α if and only if there exists a sequence X 1 , X 2 , . . . of processes in C <α := ∪ β<α C β such that (2) holds.
It is easy to check that the class of all nonnegative supermartingales is the union of the nested family C α over all countable ordinals α. The rank of a nonnegative supermartingale X is defined to be the smallest α such that X ∈ C α ; in this case we will also say that X is of rank α.
We call a subset of [0, ∞)×Ω a property of t and ω. We say that a property E of t and ω holds quasi-always (q.a.) if there exists a nonnegative supermartingale X such that X 0 = 1 and, for all t ∈ [0, ∞) and ω ∈ Ω, (t, ω) / ∈ E =⇒ X t (ω) = ∞.
(This implies that the complement of E is evanescent in the sense of its projection onto Ω having zero game-theoretic upper probability, as defined in Section 8 below.) Lemma 2.2. If each property in a countable set of properties of t and ω holds quasi-always, their intersection also holds quasi-always.
Proof. It suffices to notice that a countable convex mixture of nonnegative supermartingales is a nonnegative supermartingale.
A sequence of processes X k converges to a process X uniformly on compacts quasi-always (ucqa) if the property
of t and ω holds quasi-always. If continuous X k converge ucqa to X, we can consider the limit X to be continuous as well; to make this precise, we will extend the notion of a continuous process.
Let ✝ (the cemetery state) be any element outside the real line R. Adapted processes X : [0, ∞)×Ω → R∪{✝} are defined analogously to adapted [−∞, ∞]-valued processes. Let us say that an adapted process X : [0, ∞) × Ω → R ∪ {✝} is a continuous process if
• it takes values in R quasi-always;
• for each ω ∈ Ω, -the set of t ∈ [0, ∞) for which X t (ω) ∈ R contains 0 and is connected; -X t (ω) is continuous as function of t in this set.
(Even though an object that qualifies as a continuous process by this definition does not qualify as a process by our earlier definition, we will sometimes call it a process when there is no danger of confusion.) The effective domain of a continuous process X is defined to be dom X := {(t, ω) | X t (ω) ∈ R}.
A class C of continuous processes is lim-closed if it contains every continuous process X for which there exists a sequence X k of continuous processes in C such that:
A continuous process is a continuous martingale if it is an element of the smallest lim-closed class of continuous processes that contains all simple capital processes. The rank of a continuous martingale is defined as in Remark 2.1.
The following lemma will be useful in establishing that various specific functions τ : Ω → [0, ∞] are stopping times. Lemma 2.3. For any continuous process X, the function
Proof. It suffices to notice that, for each t ∈ [0, ∞),
where ǫ ranges over the positive rational numbers.
Lemma 2.3 does not claim that Σ X itself is a stopping time (it is not in many interesting cases).
A continuous process A is a finite variation continuous process if A 0 (ω) = 0 and the total variation of the function s ∈ [0, t] → A s (ω) is finite for all (t, ω) ∈ dom A. A continuous process X is a continuous semimartingale if there exist a continuous martingale Y and a finite variation continuous process A such that dom X = dom Y = dom A and X = Y + A. We will call such a decomposition X = Y + A of X the standard decomposition, where the article "the" is justified by its uniqueness: see Corollary 8.2 below.
Comparison with measure-theoretic probability
The motivation for our terminology is the analogy with measure-theoretic probability. In this subsection we suppose that S 1 , . . . , S J * are continuous local martingales on a measure-theoretic probability space with a given filtration, whereas S J * +1 , . . . , S J are continuous adapted stochastic processes. Each simple capital process is a local martingale. Since each nonnegative local martingale is a supermartingale ( [7] , p. 123), nonnegative simple capital processes are supermartingales. By the Fatou lemma, lim inf k X k is a supermartingale whenever X k are nonnegative supermartingales:
where 0 ≤ s < t. Therefore, our definition gives a subset of the set of all nonnegative measure-theoretic supermartingales. (We are using the definitions of measure-theoretic supermartingales and martingales that do not impose any continuity conditions, as in [7] , Definition II.1.1.) Let us now check that continuous martingales X, as defined above (but with ✝ replaced by, say, 0), are continuous local martingales in the measure-theoretic setting. Since simple capital processes are continuous local martingales and a limit of a sequence of continuous local martingales that converge in probability uniformly on compact time intervals is always a continuous local martingale ( [1] , Theorem 3.1), it suffices to apply transfinite induction on the rank of X. Notice that we can make all sample paths of X continuous by changing it on a set of measure zero.
Conservatism of continuous martingales
In this section we derive a key technical result of this paper showing that adding a continuous martingale to our market as a new traded security (in addition to the basic price paths S 1 , . . . , S J * ) is its "conservative extension," to use a logical term: it does not increase the supply of nonnegative supermartingales and continuous martingales. But we start from a simpler property: adding a continuous process as a new piece of side information (in addition to the basic information paths S J * +1 , . . . , S J ) is a conservative extension. This property is stated as Theorem 3.1 for nonnegative supermartingales and as Theorem 3.2 for continuous martingales. 
where 
for some nonnegative supermartingales
of lower ranks, the inductive assumption will imply that
is a nonnegative supermartingale in the old market. (The equality = in (6) is easy to check both in the case (t, ω) ∈ dom H, when it follows from (5), and in the case (t, ω) / ∈ dom H, when that equality becomes ∞ = ∞.) Therefore, we are given a nonnegative simple capital process Y in the new market, and our goal is to prove that (4) is a nonnegative supermartingale in the old market. Let (τ 1 , τ 2 , . . .) and (h 1 , h 2 , . . .) be the corresponding stopping times and bets (R J * -valued random vectors). Spelling out the dependence of H on the basic paths, we can consider τ n and h n to be stopping times and random vectors on the sample space Ω of the old market. Namely, we define the counterparts of τ n and h n in the old market as follows:
set τ
• otherwise, set τ ′ n (ω) := ∞;
• in any case, set
where
There is no dependence on the choice of H ′ , the τ ′ n are stopping times, and the h n are τ n -measurable random variables in the old market. All these statements are trivial apart from the measurability of τ ′ n , but the latter can be easily deduced from the fact that our σ-algebra on Ω coincides with the Borel σ-algebra for the uniform topology on the basic paths.
Define Y ′′ as the simple capital process in the old market corresponding to the initial capital Y 0 and the simple trading strategy ((τ Proof of Theorem 3.2. The proof will go along the lines of the proof of Theorem 3.1. Suppose Y is a continuous martingale in the new market (S 1 , . . . , S J , H ′ ). First we reduce the problem to the case where Y is a simple capital process. The inductive step (5)- (6) now is: if
for all (t, (ω, H ′ )) ∈ dom Y for some continuous martingale Y and some continuous martingales Y k of lower ranks than Y in the new market, the inductive assumption (Y k t (ω, H(ω)) being a continuous martingale in the old market for
) is a continuous martingale in the old market. To establish the last statement it suffices to prove that
, and so the equality (9) follows from (8). Next we prove that dom Y ′ holds quasi-always. Let X be a nonnegative supermartingale in the new market such that X 0 = 1 and
) is a nonnegative supermartingale in the old market, and this nonnegative supermartingale witnesses that dom Y ′ holds quasi-always. It remains to consider the case where Y is a simple capital process, and our goal is to prove that (4) is a continuous martingale in the old market. This follows from the effective domain of (4) being dom H and (4) being equal inside dom H to the simple capital process Y ′′ in the old market constructed in the proof of Theorem 3.1 (the construction also works without the assumption that Y is nonnegative). Now we prove the analogues of Theorems 3.1 and 3.2 for the price paths of traded securities; Theorem 3.3 covers nonnegative supermartingales, and Theorem 3.4 is about continuous martingales. 
(cf. (4)) is a nonnegative supermartingale in the old market.
Proof of Theorem 3.3. Suppose Y is a nonnegative supermartingale in the new market (X ′ , S 1 , . . . , S J ). The argument given in Theorem 3.1 (cf. (5)- (6)) shows that it suffices to consider the case where Y is a simple capital process.
Therefore, we are given a nonnegative simple capital process Y in the new market, and our goal is to prove that it is a nonnegative supermartingale in the old market. The continuous martingale X enters the picture in two places: first, it is used when defining the stopping times and bets, and second through the increments of X entering the increments of the capital. (The basic price paths S j , j = 1, . . . , J * , play both roles, while the basic information paths S j , j = J * + 1, . . . , J, only play the first role.) We can use different continuous martingales X ′ and X ′′ for these two roles (X ′ for the first and X ′′ for the second), and we prove the required statement for any X ′ and X ′′ , without assuming X ′ = X ′′ . Theorem 3.1 says that adding X ′ to the market does not change the class of nonnegative supermartingales; therefore, we will ignore X ′ . The rest of the proof will be by transfinite induction on the rank of X ′′ , which from now on we denote simply as X.
Let (τ 1 , τ 2 , . . .) and (h 1 , h 2 , . . .) be Y 's stopping times and bets (R J * +1 -valued random vectors). First we suppose that X is a simple capital process; let its stopping times and bets (this time R J * -valued random vectors) be (τ
For each ω ∈ Ω (i.e., each ω in the sample space for the old market), we can rearrange Finally we apply transfinite induction on the rank of X. Suppose that X is a continuous martingale of rank α and that X = lim k→∞ X k on dom X for continuous martingales X k of ranks less than α. By the inductive assumption, for each k, the simple capital process Y (determined by (τ 1 , τ 2 , . . .) and (h 1 , h 2 , . . .)) applied to the old market extended by adding X k gives a nonnegative supermartingale The interpretation of the statement is the same as for Theorem 3.2 but with (10) in place of (4).
Proof of Theorem 3.4. Suppose Y is a continuous martingale in the new market (X ′ , S 1 , . . . , S J ). As before, it suffices to consider the case where Y is a simple capital process.
We are given a simple capital process Y in the new market, and we need to check that it is a continuous martingale in the old market. As in the proof of Theorem 3.3, we will assume that X is only used for trading and not as information path. In the same proof we showed that Y is a simple capital process in the old market when X is a simple capital process. Next we proceed, as usual, by transfinite induction on the rank of X. Suppose that X is a continuous martingale of rank α and that X = lim k→∞ X k inside dom X for continuous martingales X k of ranks less than α. By the inductive assumption, for each k, 
Itô integration
In this section we combine the definitions and results of [11] and the earlier paper [5] with the conservatism of continuous processes and martingales (Theorems 3.1-3.4). Our exposition follows, to a large degree, [11] . Let H be a continuous process and X be a continuous martingale. In view of Theorems 3.1-3.4, we can assume that H is a basic information path and X is a basic price path, although most of our discussion does not depend on this assumption. (This remark is also applicable to the following sections.) To define the Itô integral of H w.r. to X, we need to partition time with sufficient resolution to see arbitrarily small changes in both H and X. A partition is any increasing sequence T of stopping times 0 = T 0 ≤ T 1 ≤ T 2 ≤ · · · such that lim k→∞ T k (ω) > t holds quasi-always. Let us say that a sequence T 1 , T 2 , . . . of partitions is fine for a continuous process Y if, for all n, k ∈ {1, 2, . . .} and ω ∈ Ω,
One sequence of partitions T 1 , T 2 , . . . that is fine for both H and X is
for k = 1, 2, . . ., where the equality in (11) is regarded as false when H t = ✝ or X t = ✝. (The fact that T n k are stopping times follows from Lemma 2.3.) Given a sequence of partitions T n that is fine for a continuous process H and a continuous martingale X, we set
for all t ∈ [0, ∞).
Theorem 4.1. For any sequence of partitions T n fine for H and X, (H · X) n converge ucqa as n → ∞. The limit will stay the same quasi-always if T n is replaced by another sequence of partitions fine for H and X.
The limit whose existence is asserted in Theorem 4.1 will be denoted (H ·X) s or Proof of Theorem 4.1. The first part of the theorem follows from Theorem 1 in [11] (proved in Section 4 of that paper) in combination with Theorems 3.1-3.4. (Theorem 1 in [11] is a statement about a specific sequence of partitions similar to (11) , but the argument is applicable to any fine sequence.)
To show that the limits coincide quasi-always for two fine, for H and X, sequences T 1 and T 2 of partitions, the argument in the proof of Theorem 1 in [11] should be applied to T Let us now check that the definition of the Itô integral does not depend (quasi-always) on the sequence of partitions T n , provided it is interesting, in some sense, and fine enough. First we give a very simple formal statement, and then discuss the intuition behind it. Corollary 4.3. Let T be a countable set of sequences of partitions. There exists a continuous process H · X such that for any element of T that is fine for H and X, (H · X) n (defined in terms of that element) converges ucqa to that process H · X as n → ∞.
Proof. This follows immediately from Theorem 4.1 and Lemma 2.2.
The application of Corollary 4.3 that we have in mind is that we fix a relatively formal language for talking about stochastic processes (such as the language of Revuz and Yor [7] ). The language allows us to define various sequences of partitions (perhaps referring to H, X, and the basic paths (S 1 , . . . , S J )), such as (11) . There are countably many sentences in the language, and those of them describing sequences of partitions form a countable set which we denote T . Corollary 4.3 then gives us an invariant definition of Itô integral. It is easy to check that our definition of the Itô integral H · X carries over verbatim to the case where X is a continuous semimartingale and the sequence of partitions is assumed to be fine for H and both components of the standard decomposition of X (see Corollary 8.2). Alternatively, we obtain the same result (quasi-always) by setting H · X to H · Y + H · A, where Y + A is the standard decomposition of X and H · A is the Lebesgue-Stiltjes integral.
Covariation and quadratic variation
We start from establishing the existence of the covariation between two continuous martingales, X and Y . The covariation of X and Y can be approximated by
We show that the ucqa limit of [X, Y ] n as n → ∞ exists for fine sequences of partitions, denote it [X, Y ] (or [X, Y ] t (ω) if we need to mention the arguments), and call it the covariation between X and Y .
Lemma 5.1. The ucqa limit of (13) exists for sequences of partitions that are fine for X and Y . Moreover, it satisfies the integration by parts formula
Proof. The stochastic integral (X · Y ) t = t 0 X s dY s was defined in the previous section as the ucqa limit as n → ∞ of
Swapping X and Y we obtain the analogous expression for (Y ·X) t = t 0 Y s dX s . It is easy to check that
Passing to the ucqa limit as n → ∞ we obtain the existence of [X, Y ] and the integration by parts formula (14) .
It is clear from (14) that [X, Y ] is a continuous process. Moreover, the next lemma will show that it is a finite variation continuous process.
Setting Y := X leads to the definition of the quadratic variation [X, X], which we will sometimes abbreviate to [X] . It is clear from the definition (13) that [X] is an increasing and, therefore, finite variation continuous process. The following lemma shows that [X, Y ] is a finite variation continuous process for any continuous martingales X and Y (and, as Lemma 5.3 below will show, even for any continuous semimartingales X and Y ). Proof. The identity ab =
for each n = 1, 2, . . ., and it remains to pass to a ucqa limit as n → ∞.
Let us now extend the notions of covariation and quadratic variation to continuous semimartingales. Again our previous definition of [X, Y ] for continuous martingales carries over to the case of continuous semimartingales X and Y verbatim (using a sequence of partitions that is fine for all components of the standard decompositions of X and Y ), and it is clear that Lemma 5.1 holds for any continuous semimartingales. Quadratic variation can still be defined as
As in measure-theoretic probability, the covariation between two continuous semimartingales only depends on their martingale parts. 
Proof. By the definition (13) of covariation,
Since the first addend (15) in the last sum is [Y, Y ′ ] n t , we are required to show that the other three addends, (16)-(18), converge to zero as n → ∞. The same argument works for all three addends; e.g., (16) tends to zero because
where we have used the fineness of the sequence of partitions and the finite variation of A ′ .
Itô formula
We start from stating the Itô formula for continuous semimartingales.
Theorem 6.1. Let F : R → R be a function of class C 2 and X be a continuous semimartingale. Then
The last integral
s can be understood in the Lebesgue-Stiltjes sense.
Proof. By Taylor's formula, 
Remark 6.3. The requirement that F be twice continuously differentiable can be relaxed for the components for which X i has a special form, such as X i t = t for all t. This, however, will not be needed in this paper.
Doléans exponential and logarithm
The following theorem introduces a game-theoretic analogue of the Doléans exponential. 
we have, by the Itô formula,
is a continuous martingale (by Lemma 4.2).
Remark 7.2. Since ∂F/∂x = F , (20) can be rewritten as the stochastic differential equation
for Y := exp(X − [X]/2); the Doléans exponential is its solution.
Later in this paper we will be given a positive continuous martingale I and will be interested in a continuous martingale L such that I is the Doléans exponential for L; therefore, we are are interested in an inverse operation to taking the Doléans exponential. (See, e.g., [3] , Section II.8a, for a measuretheoretic exposition.)
The Doléans logarithm X of a positive continuous martingale Y can be defined in two different ways: by the Itô integral
and by the more explicit formula
The two definitions are equivalent, but we will only check that (23) 
s , which is easy to check and will be generalized in (38) below.) The first definition (22) shows that the Doléans logarithm of a positive continuous martingale is a continuous martingale. The following theorem summarizes our discussion so far in this section adding a couple of trivial observations. (22) can be rewritten as dY t = Y t dX t and dX t = dY t /Y t , respectively; in this form their similarity is more obvious.
Probability-free Dubins-Schwarz theorem for continuous martingales
In this and next sections we will make two essential steps. First, in this section we will define a general notion of game-theoretic upper probability. So far the only probability-type property that we have used was that of "quasi-always," which is closely connected with events of upper probability zero (as explained later in this section). Second, in the next section we will start discussing using a numéraire different from cash (which has been implicitly used so far). It is shown in [10] that, roughly, a continuous price path can be transformed into a Brownian motion by replacing physical time with quadratic variation. This time we apply this idea in a way that is closer to the classical DubinsSchwarz result, replacing a continuous price path by a continuous martingale and using Theorem 3.3.
The initial value X 0 of a nonnegative supermartingale X is always a constant. Given a functional F : Ω → [0, ∞), we define its upper expectation as
X ranging over the nonnegative supermartingales. The upper probability P(E) of a set E ⊆ Ω is defined as E(1 E ), where 1 E is the indicator function of E. A property of ω ∈ Ω holds almost surely (a.s.) if its complement has upper probability zero. These are standard definitions using cash as numéraire (in the terminology of the next section). As we mentioned earlier, the projection onto Ω of the complement of a property of t and ω that holds q.a. always has upper probability zero.
A time transformation is defined to be a continuous increasing (not necessarily strictly increasing) function f :
be a time-superinvariant F -measurable functional, and let X be a continuous martingale. Then
where W X0 is Brownian motion starting from X 0 .
In (24) we set F (X) := ∞ when X / ∈ C[0, ∞).
Proof. Combine the part ≤ of Theorem 6.3 in [10, technical report] with our Theorem 3.3. The former theorem now simplifies since the initial value of a continuous martingale is a constant; even though that theorem assumes F : ′ has a finite variation over some [0, t] without being constant over that interval. This nonnegative supermartingale Z will tend to ∞ on any continuation of ω| [0,t] 
This means that already Z t (ω) = ∞, since we can extend ω| [0,t] by a constant.
Comparison between game-theoretic and measure-theoretic probability
We again consider the measure-theoretic setting introduced at the end of Section 2. Let us now check that E(F ) ≥ E(F ) for each F -measurable nonnegative functional F : Ω → [0, ∞), which will imply that P(E) ≥ P(E) for each Fmeasurable E ⊆ Ω. (In this sense our definition of upper probability P is not too permissive, unlike the definition ignoring measurability in [12] .) It suffices to prove that, for any nonnegative measure-theoretic supermartingale X with a constant X 0 , lim inf
This can be done using the Fatou lemma: assuming the antecedent,
General numéraires
In this section we fix a positive continuous martingale I : [0, ∞) × Ω → (0, ∞) and use it as our numéraire for measuring capital at time t. The results in the previous sections can be regarded as a special case corresponding to I := 1 (intuitively, using cash as the numéraire). Generalization ("relativization," to use an expression from the theory of computability [8] , Section 9.2) of results with cash as numéraire to general numéraires is easy when only one numéraire is involved, but in the next section, devoted to a probability-free version of Girsanov's theorem, we will see a nontrivial result involving two different numéraires. We start from generalizing the definitions of Section 2. We extend our market by adding another continuous pathS 0 which we will interpret as the unit, "cash," in which the prices S 1 , . . . , S J * are measured. Our old unit S 0 := 1 (which we did not need to mention explicitly) is expressed asS 0 in terms of the new unit. Now we have J * +1 traded securitiesS 0 ,S 1 , . . . ,S J * , whereS j :=S 0 S j for j = 1, . . . , J * . A simple trading strategyḠ now consists of stopping times τ n , as before, and also bounded τ n -measurable R (this property implies that the expression (25) is well defined when t = τ i for some i). Now the strategy determines its (random) initial capital
In the generalized picture we have a symmetry among the J * + 1 traded securities with price paths (S 0 , . . . ,S J * ); we chose to useS 0 as our numéraire but could have chosen any other security with a positive price path (we can always restrict the market in a certain way, such as making a basic price path positive). Let us check that the generalized picture gives the notion of capital, which we will denoteK, that agrees with our original picture. By the condition (26) of being self-financing, the number H n of units of cash chosen at time τ n should satisfyK
which gives
Notice that this is also true for n = 1, in which case we should use (27) rather than (28). Therefore, the capital at time τ n+1 becomes
which in the units ofS 0 , K t :=K t /S 0 (t), becomes
Since this is also true for any t ∈ [τ n , τ n+1 ] in place of τ n+1 , we obtain (1) for all t ≥ τ 1 (where c is the initial capital (27) expressed in units ofS 0 ). For t ≤ τ 1 , we stipulate that the strategy has an initial endowment of c units ofS 0 (where c is a given constant), which makes (1) true for all t ∈ [0, ∞). Let I be any of the securities S j > 0 among S 0 = 1, S 1 , . . . , S J * in the original market (S j being positive is our restriction on the market); in view of Theorems 3.3-3.4 we will later allow I to be any positive continuous martingale. We have just seen that for any simple capital process X (in our original picture with cash S 0 = 1 as the numéraire), the process X/I = XS 0 /S j will be a simple capital process in the picture with I as the numéraire. A simple argument based on transfinite induction shows that this statement can be extended to continuous martingales: for any continuous martingale X, the process X/I will be a continuous martingale in the picture with I as the numéraire; the inductive step is based on the identity
It is also true that, for any nonnegative supermartingale X, the process X/I will be a nonnegative supermartingale in the picture with I as the numéraire; the inductive step is now based on the identity (29) with lim inf in place of lim. We call processes of the type X t (ω)/I t (ω), where X is a nonnegative supermartingale (resp., a continuous martingale) nonnegative I-supermartingales (resp., continuous I-martingales); they are completely analogous to nonnegative supermartingales (resp., continuous martingales) but use I rather than cash as the numéraire. The processes X of the form Y + A, where X is a continuous I-martingale and A is a finite variation continuous process, are continuous Isemimartingales. Whereas the first two notions very much depend on the choice of I, the Girsanov theorem in the next section will show that the notion of a continuous I-semimartingale is invariant.
Itô integration and its applications for a general numéraire
Theorem 4.1 remains true if X is a continuous I-martingale rather than a continuous martingale because it involves the notion of "quasi-always," which is defined in terms of becoming infinitely rich infinitely quickly and so does not depend on the numéraire. It is obvious that Lemma 4.2 remains true if the two entries of "continuous martingale" are replaced by "continuous I-martingale." In Corollary 4.3 we can allow X to be a continuous I-martingale (and in its interpretation we can allow definitions of sequences of partitions to depend on I). Finally, the definition of H · X carries over to continuous I-semimartingales. Notice that H · X does not depend on I.
We have the following corollary of Lemma 5.1. 
Dubins-Schwarz theorem for a general numéraire
Let I be a positive continuous martingale. We define upper I-expectation by E I (F ) := inf X 0 ∀ω ∈ Ω : lim inf
X ranging over the nonnegative supermartingales and F over nonnegative functionals, and specialize it to upper I-probability as P I (E) := E I (1 E ). The definition (30) can be rewritten as E I (F ) = inf X 0 ∀ω ∈ Ω : lim inf t→∞ X t (ω) ≥ F (ω) , X ranging over the nonnegative I-supermartingales.
The results of Section 8 carry over to the case of a general positive continuous martingale I as numéraire. In particular, we have the following version of Theorem 8.1.
The second addend on the right-hand side of (32) is a continuous I-martingale since 1/I t is, and the third addend is a continuous I-martingale since it is zero q.a. (see the argument at the end of the proof of Lemma 5.3); therefore, (31) is also a continuous I-martingale.
The notion of Doléans logarithm allows us to simplify the statement of Theorem 10.1 as follows. 11 Applications to the equity premium and CAPM
In this section we rederive, generalize, and strengthen various results in [13] . Let us fix two positive continuous martingales, S and I. We interpret S as a Corollary 11.3 played an important role in [13] , allowing us to derive analogues of the following two corollaries. It does not play any special role in our current exposition (although it might become important again if we allow jumps in the basic price paths).
The following corollary strengthens Corollary 8.6 of [13] optimizing the inequality in it (see Figure 1 in [13] for an illustration of the difference between the old and new inequalities).
is the special case of Corollary 11.5 corresponding to S = I), which makes (40) equivalent to M S t ≈ Σ S,I t , our game-theoretic CAPM (see, e.g., Corollary 11.5). Therefore, Corollary 11.5 represents the CAPM as a law of the iterated logarithm; similarly, Corollary 11.4 represents it as a central limit theorem.
Conclusion
This paper introduces a probability-free theory of martingales in financial markets with continuous price paths and applies it to the equity premium and CAPM. These are the most obvious directions of further research:
• Allow price paths with jumps.
• Explore the class of continuous martingales, as defined in this paper, as stochastic processes in the situation where S 1 , . . . , S J * are sample paths of measure-theoretic continuous local martingales; in particular, explore conditions under which this class coincides with the class of all continuous local martingales with a deterministic initial value. Similar questions can be asked about nonnegative supermartingales.
