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Toward a Better Syllabus:
Entropy-driven Introspection
for Alternative Lesson Plans
Anestis A. Toptsis
Department of Computer Science and Engineering, York University, Toronto, Canada
Developing a lesson plan (or syllabus) for a course can be
a very time consuming process. Once the instructor has a
pool of topics to be taught in the course, the organization
of those topics in a form that facilitates understandability
by the students as well as efficiency with respect to the
order of presentation can be an elusive task – many times
considered to be an art that distinguishes good from
exceptional teachers. In this paper we present a method
that is helpful in the process of choosing a better lesson
plan, among several alternative lesson plans. We do not
imply that the presented method is a panacea for the
formation of a best lesson plan, however, the method is
useful in situations when several alternative complicated
and lengthy lesson plans may be contemplated for the
purpose of selecting the most viable option. Our method
is based on the notion of entropy, borrowed from infor-
mation theory. It provides a fairly simple and quick way
to decide which one – among several alternative lesson
plans, is a better choice for adoption.
Keywords: education, syllabus, entropy, information
theory
1. Introduction
University level teaching and learning is a com-
plex intellectual and social process, influenced
by a variety of factors such as teacher-student
degree of rapport, teacher’s level of knowledge
and understanding of thematerial, students’mo-
tivation, students’ background, and of course,
the degree of appropriateness of the taught ma-
terial for the target audience and level of un-
derstanding of the taught material. There is a
plethora of literature on the subject of teaching-
learning in higher education, including [1], [2],
[3], [5], [6], [8], [9], [10], [11], [13], [16], [17],
[18], [19], [22], [23]. Notably, the reports cover
issues and establish standards on learning ob-
jects design, representation of course contents
in some standard language such as XML, and
preferred teaching practices.
In this paper we focus on an aspect of one of the
most vital components, the syllabus of a course
and present a method that aids in selecting a
good lesson plan among several alternatives.
By its nature, a course syllabus (or, lesson plan)
plays a key role in determining the quality of a
course. This is because the syllabus is a major
guide of what is presented to the students dur-
ing the entire duration of the course. As such,
there is considerable effort expended in devis-
ing guidelines and constructive suggestions for
implementing a good syllabus. Examples of
such endeavors can be found in [15], [24], [4],
[14], [21]. It is not uncommon that educational
institutions expend significant resources in de-
vising such guidelines, as well as in organiz-
ing seminars for all interested parties involved
in course development and delivery, including
faculty members and teaching assistants. The
work presented here introduces a simple met-
ric of complexity for a syllabus. The metric
can be used to gauge the complexity of a syl-
labus and provide a simple way to compare the
complexities of several alternative syllabi dur-
ing the process of implementing a final lesson
plan for a course. By metric we mean a num-
ber which can be used to determine the relative
complexity of two ormore alternative syllabi for
the same course. By complexity we mean the
degree of difficulty, or confusion (for the stu-
dent and the teacher), or redundancy that may
be embedded in a syllabus. Although the work
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presented here is applicable to any course of
an educational institution, the experience of the
author as a computer science professor points
to a rather strong belief that it applies especially
in computer science courses, due to their high
degree of structure and modularity.
The presented method employs the notion of
entropy from information theory and uses it as
an indicator to guide a teacher’s or course de-
signer’s decision of which among several alter-
natives, could be a better lesson plan for adop-
tion.
In this paper we focus on the syllabus part of a
course. Its purpose is to provide a metric that
can be used to make an educated guess about
the complexity of a syllabus.
The rest of the paper is organized as follows.
In Section 2 we describe the details of setting
up a typical syllabus which is conducive to us-
ing the proposed metric. Then we describe the
metric and examples of its use. In Section 3
we provide examples from a real course typi-
cally taught in the junior/senior level of an un-
dergraduate computer science degree program.
Section 4 provides a discussion of some features
of the proposed method. Section 5 summarizes
our work and discusses further research ideas.
2. Proposed Method
2.1. The Syllabus
Acourse syllabus is typically a collection of top-
ics that will be taught in that course. This list
of topics is usually presented by the instructor
during the beginning of the course and serves as
a guideline of the material that the students are
expected to learn in that course. A syllabus can
Introduction to Computer Science
• History of Computing
• My first Java Program
• Variables
• Branching
• Loops
• Etc
Figure 1. A syllabus with very little detail.
be of varying degrees of detail. Figure 1 shows
parts of a syllabus for an introductory course in
computer science.
Note, a syllabus for the same course may be
expressed in various degrees of detail. The ob-
jective of this paper is neither to recommend any
level of detail over any other level of detail, nor
to speculate on the amount of knowledge that
should be included in any one course. Although
these are important topics, they are outside the
scope and purpose of this paper. Our assump-
tion is that the instructor has decided on a fixed
set of topics to teach in the course and his/her
concern is what could be a “better way” of pre-
senting those topics, as opposed to what topics
he will present. Here, we provide a methodol-
ogy of how an instructor that developed two or
more versions of a syllabus for the same course
can evaluate which one of those syllabi might
be better to follow for teaching the course.
2.2. Instructor-site Syllabus
An instructor-site syllabus (ISS) is a version of
the syllabus such as the one that the instruc-
tor presents to the students, but with the addi-
tional characteristic that the dependency graph
has been created for that syllabus.
Definition 1. An instructor-site syllabus (ISS)
is a set T of topics T1, T2, ..., Tk selected to be
taught in a course.
Definition 2. The dependency graph of an ISS
is a directed graph with a set T of vertices, and
a set of edges E such that
T = {T1, T2, ..., Tk} , Ti ∈ T,
where Ti is a topic and
E =
{
e|e : Ti → Tj
⇔ Tj depends on Ti,
where Ti, Tj ∈ T
}
.
Intuitively, the dependency graph of an ISS T is
a directed graph in which all topics T1, T2, ..., Tk
of T appear as vertices and in which there is an
edge Ti → Tj if and only if the learning of topic
Tj requires prior knowledge of topicTi.
Example 1.
Consider the following ISS (based on Figure 1):
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Topic Content of topic
T1 History of Computing
T2 My First Java Program
T3 Variables
T4 Branching
T5 Loops
The dependency graph DG(ISS) of the above
ISS is shown in Figure 2.
Figure 2. Dependency graph of Example 1.
Example 2.
Consider the following ISS:
Topic Content of topic
T1 History of Computing
T2 Hardware
T3 Software
T4 Variables
T5 Integer variables
T6 Non-integer variables
T7 Branching
T8 If statement
T9 Switch statement
Loops topics omitted since they would clutter the
diagram too much
The dependency graph DG(ISS) of the above
ISS is shown in Figure 3.
Figure 3. Dependency graph of Example 2.
As we see in the above examples, the longer
the syllabus is, the more complex its DG be-
comes. The chosen granularity of topics affects
the complexity of the DG. Example 1 is obvi-
ously a collection of topics which is unlikely to
be part of any university-level course. However,
it should be understood as well that each of the
nodes of the DGs of Examples 1 and 2 above
could be further broken down to subtopics and
that such a breakdown could potentially lead to
nodes of the cognitive and learning level of the
nodes that appear in the Table of Example 1.
2.3. The Complexity Metric
After describing how to construct an ISS, we
now describe a method that can be used to de-
termine the degree of complexity of the given
syllabus. The proposed metric relies on the no-
tion of entropy as described by Shannon [20].
The general idea is that as a system becomes
more complex, its entropy increases. The fun-
damental expression of entropy is
H = −
N∑
i=1
Pi · lg (Pi) (1)
where H is the entropy, Pi is the probabil-
ity of occurrence of an event Xi among a se-
ries of events X1, ...,XN, and lg is logarithm
base 2. Note that the right-hand-side of equal-
ity (1) is always non-negative, since always
N∑
i=1
Pi · lg (Pi) ≤ 0. According to the under-
lying theory of entropy, the higher the value of
H (i.e., the higher the entropy), the more com-
plex (or chaotic, or undesirable) a system is.
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Note, the notion of complexity used here should
not be confused with the complexity which is
sometimes used in the context of evolution the-
ory. In that context, higher complexity typically
refers to systems with higher degrees of both
modularity and integration which, in general, is
considered a desirable condition [7]. Entropy,
in the sense that is presented here, was origi-
nally described by Shannon in his seminal pa-
per that accounts for the birth of information
theory, in 1948. In the information theoretic
context of entropy that we use here, higher de-
grees of entropy imply higher complexity, and
in this context, higher complexity is considered
an undesirable condition. Since its introduction
the information theoretic notion of entropy has
been used in numerous disciplines, including
linguistics and software engineering. Inspired
by the use of entropy-based metrics for software
construction [12] we present a method of how
to develop an entropic complexity metric for a
syllabus. Our method assumes that there is a
syllabus developed for a course and also that
the DG (Dependency graph, as defined in the
previous subsection) of that syllabus is avail-
able.
Definition.
Given a directed graph G, the indegree (ID) of
a node v of G is the number of directed edges
incoming to node v.
Definition.
Given a directed graph G, the outdegree (OD)
of a node v of G is the number of directed edges
outgoing from node v to some other node(s).
Definition.
Given a dependency graph DG for an instructor-
site syllabus ISS (in the sense presented in the
previous subsection), a complexity equivalence
class K in DG is a set of nodes {v1, v2, ..., vm} ⊆
V, in which all nodes have the same indegree,
and all nodes have the same outdegree.
Notice, in the above definition, the indegree is
not necessarily the same as the outdegree. Fig-
ure 4 shows two nodes a and b from a graph DG,
which according to the definition above belong
to the same equivalence class.
The idea is that if two topics in a syllabus (nodes
in DG) are “prerequisites” for the same number
of topics and also those two topics each need the
knowledge of the same number of other topics
Figure 4. Two nodes a and b in the same equivalence
class.
before they can be learned, then those two top-
ics are considered to be of equivalent cognitive
complexity and therefore are placed in the same
equivalence class.
The method of how to calculate the complexity
metric is described in algorithm A, below.
Algorithm A.
1. Traverse the DG of the syllabus and deter-
mine its complexity equivalent classes. Let
C1,C2, ...,Ck be the complexity equivalent
classes.
2. The overall complexity H of the syllabus is
then calculated as
H = −
k∑
i=1
P (Ci) · lg (P (Ci)).
The probabilities P (Ci) in step 2 of algorithm
A represent the frequencies of appearance of
the different equivalence classes. For example,
if P (Ci) = 15% for some class Ci, it means
that topics whose complexity is the complexity
represented by class Ci in the syllabus, occupy
15% of the syllabus.
2.4. Example of Algorithm A
We present an example of the workings of algo-
rithm A to determine the entropy of a syllabus.
A dependency graph and a table with the related
values for Algorithm A are shown in Figure 5
and Table 1, respectively.
Entropy:
H = −
5∑
i=1
P (Ci) · lg (P (Ci)) = 2.252.
Proposed Method
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Figure 5. A dependency graph.
Topic ID OD Equivalency class Ci P (Ci)
T1 - 2 C1 <0,2> = {T1} 1/6
T2 1 1 C2 <1,1> = {T2, T4} 2/6
T3 2 2 C3 <2,2> = {T3} 1/6
T4 1 1 C2 <1,1> = {T2, T4} 2/6
T5 3 - C4 <3,0> = {T5} 1/6
T6 - 1 C5 <0,1> = {T6} 1/6
Table 1. Values related to Algorithm A, for the DG of
Figure 5.
3. Experimenting with a Real Syllabus
In this section we present an example of how the
described complexity metric can serve to sim-
plify a syllabus for a real course in computer
science. Our testbed is an undergraduate course
on Introduction to Database Systems. Such a
course is taught at least once per year at the au-
thor’s department and also is common course at
the 3rd year of most computer science depart-
ments in universities throughout North Amer-
ica. It is considered to be one of the central sub-
jects of knowledge that should be contained in a
computer science curriculum [5]. Typical topics
covered in this course are the ER model, SQL,
relational algebra, database design in terms of
normalization, and topics from transaction pro-
cessing. To illustrate our complexity metric,
we choose the topic of normalization. In pre-
senting the topic of normalization, one of the
central subtopics is the 3NF Synthesis process
(3NFS). This process involves decomposing a
set of given attributes into subsets such that
the relational database schema corresponding
to those subsets forms a database schema that
is in third normal form (3NF), preserves de-
pendencies, and has the lossless join property.
Although it could be helpful, it is not necessary
for the reader to be familiar with the workings of
this process. We have identified that the follow-
ing topics, as shown in Table 2, are necessary
bodies of knowledge in order for a student to
understand the 3NFS process.
Topic Description
T.1.2 3NFS 3NFS: 3NF Synthesis
T.1.2.1 F+ F+: Closure of a set of FDs
T.1.2.2 X+ X+: Closure of a set of attributes
T.1.2.3 LJP LJP: Lossless join property
T.1.2.4 PD PD: Preservation of dependencies
T.1.2.5 MC MC: Minimal cover
T.1.2.3.1 FDD FDD: FD definition
Table 2. Topics in the 3NFS process.
A dependency graph DG of a syllabus corre-
sponding to the above topics is shown in Fig-
ure 6.
Figure 6. Dependency graph for 3NFS syllabus.
Table 3 shows the related values needed for al-
gorithm A, from the graph of Figure 6.
Entropy calculated: H = 2.81
The complexity of this syllabus is therefore
2.81.
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Topic ID OD Equivalence class Ci P (Ci)
3NFS 4 - C1 <4,0> = {3NFS} 1/7
X+ 1 2 C2 <1,2> = {X+} 1/7
F+ 2 2 C3 <2,2> = {F+} 1/7
LJP 1 1 C4 <1,1> = {LJP} 1/7
PD 3 1 C5 <3,1> = {PD} 1/7
MC 2 1 C6 <2,1> = {MC} 1/7
FDD - 6 C7 <0,6> = {FDD} 1/7
Table 3. Related values for Algorithm A.
3.1. Transitive Dependencies
Can we devise a better syllabus? As we observe
in Figure 6, the topic FDD is a prerequisite for
many other topics: MC, F+, X+, LJP, PD,
3NFS. The legitimacy of the dependencies as
listed in Figure 6 is not disputed, however, we
observe that there are several transitive depen-
dencies in Figure 6.
One such transitive dependency is shown in Fig-
ure 7. This transitive dependency means that
knowledge of topic F+ requires knowledge of
topics X+ and FDD; and knowledge of topic
X+ requires knowledge of topic FDD. So in
devising a lesson plan an instructor might opt to
teach the topic FDD first, followed by the topic
X+, followed by F+. In such a case, Figure 7
would become as shown in Figure 8.
Figure 7. Transitive dependency in topics.
Figure 8. Transitive dependency removed.
Figure 9 shows what the DG of Figure 6 be-
comes after some (but not all) of the transitive
dependencies have been removed.
Figure 9. Some transitive dependencies have been
removed.
Table 4 shows the related values needed for al-
gorithm A, from the graph of Figure 9.
Topic/Node ID OD Equivalence class Ci P (Ci)
3NFS 3 − C1< 3, 0 >={3NFS} 1/7
X+ 1 2 C2< 1, 2 >={X+,F+} 2/7
F+ 1 2 C2< 1, 2 >={F+,X+} 2/7
LJP 1 1 C3< 1, 1 >={LJP,MC} 2/7
PD 3 1 C4< 3, 1 >={PD} 1/7
MC 1 1 C3< 1, 1 >={LJP,MC} 2/7
FDD - 3 C5< 0, 3 >={FDD} 1/7
Table 4. Values related to Algorithm A, for the DG of
Figure 9.
Entropy: H = 2.236.
As we see, the entropy of the second syllabus
is decreased from 2.81 in Figure 6 to 2.236 in
Figure 9. This indicates that following a lesson
plan based on the second syllabus rather than
the first one, could make the overall topic of
3NFS more understandable by the students as
well as easier for the instructor to deliver such
a plan. Note, the edge from X+ to PD is not
removed although we have a transitive depen-
dency as shown in Figure 10.
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Figure 10. Transitive dependency.
There are two transitive dependencies left in
Figure 9.
Transitive dependency (I):
Figure 11. Transitive dependency I.
Transitive dependency (II):
Figure 12. Transitive dependency II.
If we remove the dependency shown in Figure
11, then Figure 9 becomes as shown in Figure
13.
Figure 13. Graph of Figure 9 with transitive dependency
(I) removed.
Table 5 shows the related values needed for al-
gorithm A, from the graph of Figure 13.
Topic/Node ID OD Equivalence class Ci P (Ci)
3NFS 3 − C1< 3, 0 >={3NFS} 1/7
X+ 1 1 C2< 1, 1 >={X+,LJP,MC} 3/7
F+ 1 2 C3< 1, 2 >={F+} 1/7
LJP 1 1 C2< 1, 1 >={X+,LJP,MC} 3/7
PD 2 1 C4< 2, 1 >={PD} 1/7
MC 1 1 C2< 1, 1 >={X+,LJP,MC} 3/7
FDD − 3 C5< 0, 3 >={FDD} 1/7
Table 5. Values related to Algorithm A, for the DG of
Figure 13.
Entropy: H = 2.128.
Note that H dropped from H=2.236 in the graph
of Figure 9, to H=2.128 in Figure 13. Note,
removing the dependency shown in Figure 11
caused the dependency shown in Figure 12 to
disappear! So there is no other dependency to
remove from the graph of Figure 9. Further ex-
amination of the graph of Figure 13 reveals that
there are no more dependencies.
3.2. Producing a Final Syllabus
Given the graph shown in Figure 13, how do
we proceed to devise a syllabus? To achieve
this, we perform topological sort on the graph
of Figure 13.
(Topological sort)
1. Identify a node with 0 (zero) indegree.
2. Output this node
3. Remove all the edges that connect this node
to its immediate successor nodes.
4. Repeat (1) (2) (3), until all nodes have been
output.
The output of this topological sort is a syllabus,
i.e., a sequence of topics to be taught in that
sequence. In the case of the graph of Figure 13
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the output of a topological sort is the sequence
FDD, LJP, X+, F+, MC, PD, 3NFS.
Note, however, that a topological sort is mean-
ingful only if the DG is acyclic. In case that the
DG contains a (directed) cycle, the topological
sort leaves out the vertices (topics) that partic-
ipate in that cycle and as a result it produces a
syllabus that does not include all the topics that
need to be taught.
Definition. A reasonable syllabus is a syllabus
in which no two topics are mutual prerequisites.
That is, if T1 and T2 are two topics in a reason-
able syllabus, and T1 is prerequisite knowledge
for T2, then T2 cannot be prerequisite know-
ledge for T1.
Proposition.
If a DG G corresponds to a reasonable syllabus,
then G is acyclic.
Proof.
Let G have a cycle T1→ T2→. . .→ Tk→ T1.
Then the path T1→ T2→. . .→ Tk implies that
T1 is prerequisite knowledge for Tk (1)
Also, the edge Tk→ T1 implies that
Tk is prerequisite knowledge for T1 (2)
(1) and (2) are contradictory in a reasonable
syllabus. Therefore, G is acyclic.
According to the above proposition, a final syl-
labus can be produced by performing topologi-
cal sort on its DG, as long as the syllabus corre-
sponding to that DG is reasonable, i.e., it does
not contain any two topics which are mutual
prerequisites.
4. Discussion
As we saw in the above example, modifying the
DG of a syllabus can lead to lower entropy and
a simpler lesson plan. We have identified a few
DG configurations that produce extremely low
entropies.
DG Configuration A: Chain
In this configuration the learning topics are ar-
ranged in a linear chain, as shown in Figure 14.
Figure 14. Chain configuration.
Topic/Node ID OD Equivalence class Ci P (Ci)
T1 1 - C1 <1,0>= {T1} 1/7
T2 1 1 C2 <1,1>={T2, T3, T4, T5, T6} 5/7
T3 1 1 C2 <1,1>={T2, T3, T4, T5, T6} 5/7
T4 1 1 C2 <1,1>={T2, T3, T4, T5, T6} 5/7
T5 1 1 C2 <1,1>={T2, T3, T4, T5, T6} 5/7
T6 1 1 C2 <1,1>={T2, T3, T4, T5, T6} 5/7
T7 - 1 C3 <0,1>= {T7} 1/7
Table 6. Values related to Algorithm A, for the DG of
Figure 14.
Entropy: H = 1.1488 (very good entropy)
DG configuration B:
1. All-Into-One
2. One-To-All
In these configurations the learning topics are
arranged in such a way that all but one topics
solely contribute to the learning of the one re-
maining topic, as shown in Figure 15, or just
one topic is needed for the learning of several
other topics, as shown in Figure 16.
The DG of Figure 15 has two classes, C1 =
{T1, T2, . . ., T6}, C2 = {T7}, and an en-
tropy H = 0.5917. The DG of Figure 16 has
also two classes, C1= {T1}, C2 = {T2, T3,
. . ., T7}, and the same H = 0.5917. The low
entropies indicate that if some topics can be
taught in this manner, then it could be more
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Figure 15. All-into-one configuration.
Figure 16. One-to-all configuration.
beneficial for the student’s understanding. Ei-
ther of these configurations produces very low
entropy. Of course, not all syllabi exhibit prop-
erties that can be configured in ways shown in
the above configurations. So these configura-
tions are presented here as “extreme” cases and
with the understanding that even if an instruc-
tor identifies such a pattern in the list of topics
to be taught, he/she may still opt not to follow
a lesson plan as indicated by the above figures.
The reason is that such configurations may have
low entropy in terms of structural complexity,
but they tend to produce rather boring teaching
plans. Examples of topics that could subscribe
to the above configurations are learning basic
terminology entries of some area of study.
A best, albeit unrealistic case: note that if the
DG of a syllabus is fully connected as shown in
Figure 17, then its entropy is zero, which is the
best possible value of entropy.
Since in a fully connected DG all nodes have the
same indegree and the same outdegree, there is
only one equivalency class. Because of that,
P (Ci) = 1 and therefore lg(P (Ci)) = 0, which
gives H = 0, the best possible entropy. How-
Figure 17. Unrealistic case for a syllabus.
ever, it should be obvious that such a DG is not
really possible, since such a DG means that ev-
ery topic prerequisites knowledge of every other
topic before it can be learned. Recall, accord-
ing to our definition at the end of Section 3,
this is not a reasonable syllabus. On the other
hand, the low entropy of such a structure may
indicate that repetition in presenting topics dur-
ing a class, may be extremely beneficial for the
students’ understanding and absorption of all
topics. This is something that most teachers of
course know. At the same time, the degree of
repetition that is required by the diagram is most
likely practically unattainable in any classroom
environment.
5. Conclusion and Further Research
Directions
We presented a method for selecting a good les-
son plan among several alternatives. The pre-
sented method employs the notion of entropy
from information theory and uses it as an indi-
cator to guide a teacher’s or course designer’s
decision of which among several alternatives
could be a better lesson plan for adoption. To
the best of our knowledge the use of entropy for
this purpose is novel. Although the notion of
entropy has been utilized in the past as a metric
in software and linguistics contexts, there is no
reported research of entropy utilization for edu-
cational purposes and especially for measuring
syllabus complexity.
Although the presented method is meant to
serve as an indicator that helps choose among
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alternatives rather than as a process of devising a
better lesson plan in the absence of alternatives,
we also identify some occasions when certain
optimizations of an existing plan can produce
a better plan. These are the cases of removal
of transitive dependencies in the lesson plan,
as well as the lesson plan patterns presented in
Section 4.
In the future, based on the same notion of en-
tropy that we use here, we are interested in
developing mechanisms that aid in the devel-
opment of a better lesson plan, instead of only
help selecting one plan among existing alterna-
tives. Also, it would be of interest to investigate
the extent to which the optimizations presented
in Section 4 are beneficial. For example, is it
always beneficial to the overall lesson plan if
part of the plan is converted to the chain model
of Section 4? Note, this is not obvious, since re-
moval and/or addition of edges in the syllabus
graph is typically accompanied by side-effects
to the entropy metric due to the modifications in
the overall structure of the syllabus graph. It is
also of interest to investigate how non-transitive
repetitions in a lesson plan impact its complex-
ity.
Another interesting issue arises from the defini-
tion of alternative lesson plans. In this paper we
consider two lesson plans La and Lb to be alter-
native if they contain the same topics. Based on
this definition, plan La is preferred over plan Lb
if the entropy of La is smaller than the entropy
of Lb. However, on further thought, several
interesting issues arise. Denote by
◦ Sa and Sb: the sets of topics contained in La
and Lb,
◦ |Sa| and |Sb|: the number of topics in La and
Lb,
◦ Ha and Hb: the entropies of La and Lb.
According to the discussion in this paper, if
|Sa| = |Sb| and Ha < Hb, then La is preferable
to Lb. That is, a lesson plan with smaller en-
tropy is preferable to a lesson plan with bigger
entropy, provided that both plans are derived
from the same set of topics. However, if two
plans La and Lb are derived from two different
sets of topics Sa and Sb, then there are three
possible cases for Sa and Sb.
(A) Sa ⊂ Sb, or
(B) Sb ⊂ Sa, or
(C) Sb ∩ Sa = Sc, with Sc 
= Sa and Sc 
= Sb
Cases ( A ) and ( B ) above are similar and they
mean that one syllabus contains more amount of
knowledge than the other syllabus. For exam-
ple, in ( A ), syllabus Sb contains more know-
ledge than syllabus Sa. As such, comparing the
entropies of La and Lb is not an applicable (or,
for that matter, meaningful) measure of com-
parison of the complexities of La and Lb. This
is because the entropy metric described in this
paper assumes that the alternative comparable
lesson plans are derived from the same set of
topics i.e., that for two alternative lesson plans
La and Lb the corresponding sets of topics are
identical. (i.e., Sa = Sb). If Sa ⊂ Sb, then
Sb contains more knowledge than Sa and thus
comparing the entropies of the corresponding
lesson plans is irrelevant. The same comments
apply for cases ( B ) and ( C ). In the last case,
( C ), the corresponding sets of topics Sa and
Sb contain not only different amounts of know-
ledge, but also different kinds of knowledge. It
is interesting to investigate how (and if) les-
son plans that derive from cases such as ( A ),
( B ) and ( C ), compare. However, such re-
search would require the introduction of metrics
beyond the entropy metric that is used here to
compare structural complexities of plans deriv-
ing from the same set of topics. An idea would
be to quantify the amount of knowledge by the
size of the data stream conveyed by any given
plan and then employ error correcting codes,
with the assumption that more corrective effort
means a higher degree of cognitive effort from
the receiving agent (the student, in our case).
At this point, unfortunately, we do not have any
specifics for formulating this problem.
Finally, it is of interest to devise some way to
evaluate the presented method. As it stands the
evaluation is done by the syllabus designer, and
it is thus prone to a human expert’s subjective
opinion. It may be argued that such an evalu-
ation could be very subjective, and we do not
disagree. At the same time, it is pointed out
that the teacher’s evaluation of the lesson plan
is probably the only criterion used during the
long history of lesson planning. Moreover, it
is pointed out that it is also impossible to test
the method in real-life situations; this would
amount to executing several alternative lesson
plans on a real audience and then deciding if
the one favored by the live participants is also
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the one selected by our method! Such an ex-
periment is simply impractical (if not counter-
pedagogical as well) given the time required
to perform such tests, as well as other factors
involved in the teaching process (presentation
ability of the instructor, audience background,
receptive mood, etc).
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