We use the process tensor to set up a framework for quantum (and classical) stochastic thermodynamics based solely on experimentally controllable, but otherwise arbitrary interventions at discrete times. Using standard assumptions about the system-bath dynamics and insights from the repeated interaction framework, we define internal energy, heat, work and entropy at the trajectory level. The validity of the first law (at the trajectory level) and the second law (on average) is established. The theory is further able to smoothly interpolate between a trajectory based and ensemble level description. For a perfectly monitored classical system, our framework yields a different -but equally plausible -definition for stochastic entropy compared to standard stochastic thermodynamics. This difference is rooted in the fact that standard stochastic thermodynamics neglects the entropic costs of the measurements. As a consequence of our novel definitions, we can treat arbitrary (quantum) measurement and feedback control protocols without the need to modify our theory, even in the complicated case where the control operations are time-delayed. While we formulate our results using a quantum mechanical notation, most features are prevalent also classically.
I. INTRODUCTION

A. Brief historical perspective
Many small-scale systems of current interest can be modeled by master, Fokker-Planck or Langevin equations, whose microscopic origin can be classical or quantum in nature. Fundamental as well as practical insights can be obtained by studying their thermodynamic behaviour out of equilibrium, which is well-established for decades if we are interested only in averaged quantities of internal energy, heat, work or entropy [1] [2] [3] [4] [5] [6] .
For classical systems it became clear during the past 25 years that also fluctuations in thermodynamic quantities bear important information and that those fluctuations are constrained by fundamental symmetry relations valid arbitrary far from equilibrium. These symmetry relations are known as fluctuation theorems [7, 8] . For a given realization of a stochastic process an understanding of the fluctuation theorem required to extend the ensemble averaged energetic [9, 10] and entropic [11] description to the level of single stochastic trajectories. The resulting theoretical framework is called stochastic thermodynamics [12, 13] .
Quantum stochastic thermodynamics tries to generalize classical stochastic thermodynamics to systems whose quantum nature cannot be neglected. Obviously, the very definition of a trajectory dependent quantity is nontrivial as any measurement disturbs the system and the meaning of a 'trajectory' is a priori not clear. We note that incomplete and disturbing measurements are also prevalent in classical systems [14] , but exploring their consequences for classical stochastic thermodynamics has raised relatively little attention so far [15] [16] [17] [18] [19] [20] .
Soon after the discovery of classical fluctuation theorems, much effort was devoted to derive fluctuation theorems for quantum systems. A theoretically successful strategy is the two-point measurement approach [21, 22] . It requires to measure the energy and particle number of the system and the bath at the beginning and at the end of the thermodynamic process. Obviously, for a bath with its prosaic 10 23 degrees of freedom such a scheme is not even for a classical system practically feasible. In addition, the resulting statistics for internal energy and work cannot fulfill an averaged first law if the initial state is not diagonal in the energy eigenbasis [23] . Nevertheless, within this approach quantum fluctuation theorems can be derived, which are formally identical to their classical counterpart. Thus, by measuring the whole universe (system plus bath), the two-point measurement approach circumvents the need to define thermodynamic quantities along a specific system trajectory. Alternative approaches based on a single projective measurement [24, 25] or no measurement at all [26, 27] have been also put forward. To conclude, even though those approaches are theoretically powerful, they are experimentally hard to confirm and do not constitute a complete quantum counterpart of classical stochastic thermodynamics: trajectory dependent internal energies or entropies are not defined and the influence of measurements performed on the system are not taken into account.
Exceptions to the above case are quantum systems, whose dynamics can be described by a classical rate master equation in the energy eigenbasis. Provided that the system is observed in the energy eigenbasis without disturbing it, the framework of classical stochastic thermodynamics can be carried over one by one to the quantum situation. This is, for instance, possible in electronic nanostructures made out of quantum dots in the so-called sequential tunneling regime [28] [29] [30] [31] . Trying to adopt the standard definitions to more general quantum dynamics formulated by a rate master equation in a time dependent basis results in definitions for thermodynamic quantities, which are different from the conventional ones [32] , and differences persist even in the semiclassical limit [33] [34] [35] . This further demonstrates the need for a radically different approach to quantum stochastic thermodynamics.
One such approach makes use of the framework of repeated interactions [36] [37] [38] . In there, the role of a static bath is replaced by an external stream of ancilla systems, which are put into contact with the system one by one and are designed to simulate a thermal bath. If the external systems are projectively measured before and after the interaction, a trajectory based formulation of quantum thermodynamics becomes possible similar to classical stochastic thermodynamics. Although such a description yields theoretical insights, in experimental reality a system is usually also in permanent contact with a bath.
An experimentally closer approach uses a theoretical technique, which was discovered in parallel to the first fluctuation theorems in a different field of research, quantum optics, in order to describe the stochastic evolution of a quantum system based on a particular measurement record [39] [40] [41] . Given a particular measurement scheme, the dynamics of the system can be 'unraveled' by describing it in terms of a stochastic Schrödinger or master equation. Combined with this dynamical description, researchers recently applied the ideas of stochastic thermodynamics to such quantum systems [42] [43] [44] [45] [46] [47] ; a completely general picture is, however, still missing. For instance, entropy and entropy production along a single stochastic trajectory were not yet defined (specific fluctuation theorems were studied in Refs. [44, 46, 47] , which also give rise to a notion of entropy production; we will come back to this later on). Furthermore, we are presently still far away from understanding the most general quantum measurement schemes as the above publications focused only on efficient measurements in which the state of the system along a particular trajectory is always pure (an exception is Ref. [43] , which, however, studies only weak measurements). Finally, only simple protocols excluding feedback control have been studied so far (Refs. [43, 44] consider also very simple feedback schemes for specific systems).
Here, we propose an approach to quantum stochastic thermodynamics, which we call operational quantum stochastic thermodynamics. It places the experimenter in the foreground by defining a 'stochastic trajectory' -and the corresponding thermodynamic quantities internal energy, heat, work and entropy along such a trajectory -solely based on experimentally meaningful interventions or control operations of the system dynamics. A specific unravelling scheme as required in previous approaches [42] [43] [44] [45] [46] [47] is not necessary, but can be treated as well. In addition, following the credo 'information is physical' [48] , we depart from standard stochastic thermodynamics by explicitly taking into account the memory of the experimenter. The benefit of this approach is that we can treat arbitrary control operations on the system: this does not only include generalized measurements, but also unitary kicks, state preparations, noise addition, and all kinds of feedback control (even if it is time-delayed). Mathematically, the only requirement is that the interventions are modeled by a completely positive (CP) map acting instantaneously on the system. This is physically necessary: a CP map describes the most general quantum operation and the requirement of an instantaneous action ensures that the experimenter has complete control about the control operation. From a dynamical point of view our system is described by a recently developed tool known as the process tensor [49] [50] [51] [52] [53] (see also Refs. [54] [55] [56] [57] for earlier work in that direction). From a thermodynamic point of view, we will see that the framework of repeated interactions [58] helps us in finding an unambiguous interpretation of the work and heat injected during the control operations.
In the rest of this section we will fix the notation and give a outline of the paper together with a summary of its most important results.
B. Notation
We here summarize the notation used most frequently during the main text. Furthermore, because we believe that the present framework will also be useful to treat classical systems, we provide a 'dictionary' for classical physicists at the end of this section.
The state of some physical system X is described by a density operator ρ X or ρ X (t) if we want to make the time t explicit. The corresponding Hilbert space of the system is denoted by H X and the Hamiltonian by H X , whichin case that it depends on an externally controlled timedependent parameter λ t -is also denoted by H X (λ t ). Furthermore, a few information theoretic concepts will be very helpful. The von Neumann entropy of an arbitary state ρ X is defined as S vN (ρ X ) ≡ −tr X {ρ X ln ρ X }. To characterize the correlations of a bipartite system XY in state ρ XY , we use the always positive mutual information I X:
. It is closely related to the always positive relative entropy D[ρ||σ] ≡ tr{ρ(ln ρ−ln σ)} by noting that I X:
where ρ X/Y ≡ tr Y /X {ρ XY ln ρ XY } denotes the marginal state. Furthermore, we denote superoperators, which map operators onto operators, by calligraphic letters, e.g., U, V, P, etc.
Below, we will see that a stochastic trajectory is specified by a sequence of measurement results or outcomes r n , . . . , r 1 , which were obtained at times t n ≥ · · · ≥ t 1 . The sequence of outcomes will be denoted by r n ≡ (r n , . . . , r 1 ). The state of a system X at time t ≥ t n conditioned on such a sequence will be denoted by ρ X (t, r n ). The ensemble averaged state is given by ρ X (t) = rn p(r n )ρ X (t, r n ) where p(r n ) denotes the probability of obtaining the sequence of outcomes r n . We will also keep this notation for thermodynamic quantities such as internal energy E, heat Q, work W and entropy S (which possibly have additional sub-and superscripts). This means, for instance, that the stochastic internal energy depending on the outcomes r n is denoted by E(t, r n ) whereas the ensemble averaged internal energy is E(t) = rn p(r n )E(t, r n ).
Classically, the state of the system X is not described by a density operator but by a probability vector p X (t) (we only consider finite dimensional systems in this paper). Superoperators U, V, P become simple matrices U, V, P acting on p X (t). Especially, a CP map A becomes a subnormalized stochastic matrix A, i.e., a matrix which fulfills A xy ≥ 0 and x A xy < 1. A completely positive and trace preserving (CPTP) map A becomes an ordinary stochastic matrix A, which fulfills x A xy = 1. A special subset are permutation matrices, which are the classical analogue of unitary operations in quantum mechanics. Furthermore, the concept of the von Neumann entropy naturally translates into the Shannon entropy, denoted by S Sh [p(x)] ≡ − x p(x) ln p(x). Related concepts such as mutual information and relative entropy also have a natural translation in the classical domain.
C. Summary and Outline
We start in Sec. II by briefly reviewing the basics of the process tensor, which sets the stage for understanding the dynamics of a general quantum dynamical process interrupted by experimentally controlled operations. Sec. III then explains how the process tensor fits into the picture of repeated interactions, which helps us to understand the thermodynamics of the process.
Sec. IV is the central section of this paper. After stating our assumptions in Sec. IV A, we consider the stochastic energetics of an open quantum system based on arbitrary control operations in Sec. IV B. Based on the definition of the stochastic internal energy [Eq. (23)] we will derive a first law valid at the trajectory level. To understand the energetic impact of the control operation, we will introduce a work-and heat-like contribution to it [Eqs. (28) and (29)]. In Sec. IV C we then proceed with the entropic considerations. Based on our definition of entropy along a single trajectory [Eq. (36)], we are able to show the validity of the second law of thermodynamics on average.
To conclude the first part of this paper, we have extended classical stochastic thermodynamics to weakly coupled open quantum systems by allowing for arbitrary interventions and feedback control protocols happening at discrete times. Even classically, the thermodynamic impact of, e.g., imprecise or disturbing measurements or arbitrary time delayed feedback control protocols has not been understood so far. The present paper therefore provides a framework to understand a vast variety of systems from a stochastic thermodynamics point of view.
Whereas Secs. II, III and IV should be read together, the remaining part of the paper can be accessed on demand. Sec. V is devoted to understand our operational framework under specific limiting cases and Sec. VI discussed the (im)possibility of alternative approaches and interesting future work. More specifically:
In Sec. V we show how the standard framework of repeated interactions [58] arises in our context (Sec. V A), how the averaged description of quantum thermodynamics [3] [4] [5] [6] is contained in our approach (Sec. V B), under which conditions a simplified thermodynamic framework arises (Sec. V C), how far our framework differs from classical stochastic thermodynamics (Sec. V D), how the two-point measurement approach fits in our language (Sec. V E), and how our framework compares with the one put forward in Ref. [44] and especially debate the meaning of the 'quantum heat' introduced therein (Sec. V F).
Sec. VI is devoted to a discussion why it is necessary to use repeated interactions to obtain an unambiguous thermodynamic framework (Sec. VI A), how far it is possible to formulate our operational approach without the need of any theory input (Sec. VI B), why we have not used a time reversed process to deduce a fluctuation theorem and define an entropy production (Sec. VI C), whether it is possible to consider the limit of continuous weak measurements (Sec. VI D), why our framework is useful to understand time-delayed feedback control (Sec. VI E), how far it is possible to include multiple heat reservoirs in our description (Sec. VI F), and whether it is possible to extend our framework to the strong coupling and non-Markovian situation (Sec. VI G).
II. THE PROCESS TENSOR
The process tensor is a tool to describe arbitrary dynamics of an open quantum system, which can be accessed by an experimental physicist due to arbitrary control operations performed on the system [49] [50] [51] [52] [53] . It is the extension of 'quantum superchannels' [54, 57] to multiple control operations and it is closely related to the very general 'quantum comb' framework studied in Refs. [55, 56] . Here, the terminology 'control operation' is used in a wide sense and could describe any action of an external agent such as measurements, unitary kicks, state preparations, noise addition, feedback control operations, etc. Mathematically, we only require that each control operation is described by a completely positive (CP) map. The basic insight behind the process tensor is to treat those operations as inputs to the quantum stochastic process and not the state of the system itself because the latter can in general not be fully controlled. Notice that also classically one needs to modify the theory of stochastic processes as soon as active interventions are allowed (one then usually talks about 'causal models' [59] ). We now briefly review the basics of the process tensor and we will make use of the framework of quantum operations and quantum measurement theory, see Refs. [60] [61] [62] [63] for introductory texts.
As usual we consider a system S coupled to a bath B described by an arbitrary initial system-bath state ρ SB (t 0 ). The composite system-bath state evolves unitarily up to time t 1 ≥ t 0 according to the Liouville-von Neumann equation
(1) Here, the system Hamiltonian H S might depend on some arbitrary time dependent control protocol λ t , but not the interaction Hamiltonian H SB and the bath Hamiltonian H B . The resulting unitary evolution is described by the superoperator
with the time ordering operator T + .
Then, at time t 1 we interrupt the evolution by a CP operation A(r 1 ), which only acts on the system and yields 'outcome' r 1 (for instance, the result of a projective measurement). Mathematically, we write the operation as
Here, t ± 1 = lim 0 (t 1 ± ) denotes a time shortly after or before t 1 and I B denotes the identity superoperator acting on B. Note that we assume the control operation to happen instantaneously. This does not only simplify the subsequent treatment, but it also ensures that the experimenter has complete control over the operation: if the control operations takes longer, it would also affect the bath and a clear separation of the dynamics into a dynamics induced by the bath or the external agent becomes impossible. The final state of knowlegde after the operationρ SB (t + 1 , r 1 ) can explicitly depend on the outcome r 1 . Since A(r 1 ) is CP, it admits a operator-sum (Kraus) representation of the form
but we do not require it to be trace perserving (TP). For this reason we have used a tilde in Eq. (3) to emphasize that the state is not normalized. The probability to observe outcome r 1 at time t 1 is
Then, the normalized system state after the control operation at time t 1 becomes
Notice that the map A(r 1 )/p(r 1 ) is CPTP, but non-linear in the state ρ S (t − 1 ). It is the quantum analog of Bayes' rule. The average system state is accordingly
This would also correspond to our state of knowledge if we ignore the outcome r 1 . Notice that the average control operation r1 A(r 1 ) is now a CPTP map and can be written as
with r1,α A † α (r 1 )A α (r 1 ) = 1 S . We then iterate the above procedure by letting the joint system-bath state evolve unitarily up to time t 2 ≥ t 1 ,
but this time the unitary operation is allowed to depend on r 1 by changing the control protocol of the system Hamiltonian H S (λ t , r 1 ). This actually corresponds to the simplest form of measurement-based quantum feedback control [62] . Then, at time t 2 we subject the system to another CP control operation A(r 2 |r 1 ), which is also allowed to depend on r 1 and which gives outcome
We can re-iterate the above procedure by letting the external agent interrupt the unitary system-bath evolution at times t n ≥ t n−1 ≥ · · · ≥ t 1 . Let us denote by t an arbitrary time after the n'th but before the (n + 1)'th control operation, i.e., t n+1 > t > t n . The unnormalized state of the system conditioned on the sequence of outcomes r n at such a time t is then given bỹ ρ S (t, r n ) = T[A(r n |r n−1 ), . . . , A(r 1 )] (10) ≡ tr B {U t,n (r n )A(r n |r n−1 ) . . . U 2,1 (r 1 )A(r 1 )U 1,0 ρ SB (t 0 )} .
Here, we have introduced the process tensor T. Its variable inputs are the set of control operations {A(r i |r i−1 )} n i=1 , but not the initial state of the system, the bath or the composite. The trace of the process tensor gives the probability to observe the sequence of outcomes r n , p(r n ) = tr S {T[A(r n |r n−1 ), . . . , A(r 1 )]} (11) such that the normalized state of the system can be written as
The process tensor describes the complete quantum stochastic process on the level of experimentally meaningful but arbitrary interventions and it has a number of desirable properties [49] [50] [51] [52] [53] . First of all, it depends multi-linearly on the set of control operations and thus, deserves the name 'tensor'. As each control operation is a superoperator (a CP map), the process tensor can be thought of as a supersuperoperator. Obviously, the tomographic reconstruction of the process tensor scales quite unfavourably: if the quantum system is d-dimensional, the density matrices has d 2 components 1 and a superoperator has d 4 entries. Thus, for n time steps knowlegde of the full process tensor requires to sample the effect of d 4n linearly independent control operations. Nevertheless, it was conjectured that in most cases the process tensor has an efficient representation in terms of a matrix product state of a many-body quantum system [50] and it can be also defined for an experimentally limited set of control operations [51] . We also remark that knowledge of the process tensor implies knowlegde of the system state ρ S (t − n+1 ; r n ) before each control operation because an informationally complete measurement of the system state at time t n is just one of the possible control operations. Therefore, after tomographic reconstruction of the process tensor, the states ρ S (t ± n+1 ; r n ) are known without uncertainty and do not require any additional theory input.
Furthermore, the process tensor is also CP meaning that for any ancilla system A
where A SA = [A(r n |r n−1 )⊗I A , . . . , A(r 1 )⊗I A ]. It therefore preserves the positivity of the system state even in presence of arbitrary initial system-bath or systemancilla correlations and it removes the dilemma of how to assign a CP map to this situation [50] . As the process tensor is CP, it also admits a generalized operator-sum (Kraus) decomposition [50] . We would like to point out that the process tensor cannot only describe arbitrary non-Markovian processes, but it also yields a general criterion to define quantum Markovianity [49] . This is related to the fact that it is uniquely connected to a generalization of Kolmogorov's extension theorems, which underpins the theory of classical stochastic processes without interventions [52] . Finally, the process tensor can be also 'unraveled' in terms of quantum trajectories [53] .
III. PROCESS TENSOR FROM REPEATED INTERACTIONS
In practise the control operations A(r n |r n−1 ) are implemented by letting the system interact for a short time with an externally prepared apparatus (e.g., a memory or detector). It is the interaction time and the initial state of the apparatus, which can be usually well-controlled experimentally. As we will see here, this insight naturally leads us to the framework of repeated interactions, in which we will model at least parts of the external apparatus explicitly. The motivation behind this framework is not merely a generalized thermodynamic description, which allows to cover a larger class of applications [58] . It , which are triggered by the interaction with an external ancilla system called the unit U (n) (blue circles). Each control operation has an outcome rn, which is recorded in a memory (e.g., a tape of bits) and future control operations are allowed to depend on previous outcomes. The memory for future outcomes is set in a standard state '0'. Also the system Hamiltonian is allowed to depend on rn (not depicted here).
will also help us to formulate an unambiguous, generalized framework of stochastic thermodynamics. Secs. V C and VI A discuss how far it is possible to get rid of the explicit description of the external apparatus.
The main insight of this section rests on Stinespring's theorem [64] , which states that any CPTP map A can be seen as the reduced dynamics of some unitary evolution in an extended space. More precisely, we can always write
where we labeled the additional subsystem by U for 'unit' in view of the thermodynamic framework considered later on and in unison with Ref. [58] . The unit is in an initial state ρ U and V denotes the unitary operator which acts jointly on SU . Furthermore, any non-trace preserving CP map A(r) with outcome r can be modeled as
where P U (r) is an arbitrary (not necessarily rank 1) projector in H U . The collection of projectors is supposed to fulfill the completeness relation r P U (r) = 1 U . Notice that Eq. (14) can be recovered from Eq. (15) either by choosing P U (r) = 1 U or by summing over r. In accordance with our previous superoperator notation, we introduce
such that we can write Eq. (15) in the shorter form
The whole process tensor T[A(r n |r n−1 ), . . . , A(r 1 )] can then be seen as describing the reduced dynamics of a system coupled to a stream of units, which interact sequen-tially 2 at times t n ≥ · · · ≥ t 1 with the system, see Fig. 1 . This constitutes the framework of repeated interactions. 3 Then, the unnormalized joint state of the system and all units, which have interacted with the system up to time t (t n+1 > t > t n ) with outcome r n , can be written as
Except for the unitary system-bath evolution superoperator U (where the subscripts denote time intervals), subscripts are used to denote the Hilbert space on which the respective (super-) operator is acting. In this respect, the joint space of all n units is denoted by U (n). Notice that V SU (n) (r n−1 ) depends on all previous outcomes r n−1 , but due to causality it cannot depend on the n'th outcome r n . The same holds true for the initial state ρ U (n) (r n−1 ) of the n'th unit and also the chosen projection operator P U (n) (r n |r n−1 ) can depend on r n−1 . Therefore, the external agent has all the freedom she needs to engineer a desired control operation A(r n |r n−1 ). By construction, after tracing out the units, we obtain the process tensor for the system T[A(r n |r n−1 ), . . . , A(r 1 )] = tr U (n) {ρ SU (n) (t, r n )}. As it is in most situations obvious from the context which superoperator acts on which object living in which space, we will usually drop the subscripts S, U (n), . . . on superoperators.
IV. GENERALIZED (QUANTUM) STOCHASTIC THERMODYNAMICS
A. Preliminary considerations
The process tensor is a formal object which does not make any assumptions about the bath and the systembath dynamics. On the contrary, the standard framework of quantum thermodynamics relies on a weakly coupled, memoryless and macroscopic bath. The average thermodynamic description of a small system coupled to such an ideal bath is well-established [3] [4] [5] [6] , whereas the trajectory dependent stochastic description is not. In this section we remain within this weak-coupling paradigm (strictly speaking we actually need only a bit weaker conditions, see below) because possible extensions beyond the weak-coupling and Markovian assumption have only recently raised attention (see Sec. VI G). Furthermore, we consider in this section only the case of a single heat reservoir at inverse temperature β. We will discuss how far multiple heat reservoirs can be added in the description in Sec. VI F. Consequently, within the standard paradigm and in absence of any control operations, we know how to define thermodynamic quantities [3] [4] [5] [6] .
Let us focus on the interval (t n−1 , t n ) (excluding the control operations at the boundaries) and let ρ S (t) be the system state at time t ∈ (t n−1 , t n ) (which is later on allowed to depend on r n−1 ). The state functions internal energy and system entropy for an arbitrary system state ρ S (t) are defined as
According to the first law, the change in system energy ∆E
can be split into heat and work, ∆E
Furthermore, the validity of the second law can be also derived and states that the entropy production is always positive: 4
where ∆S
Our goal in the rest of this section is to find definitions of internal energy, work, heat and system entropy along a single trajectory, where a trajectory is defined by the observed sequence of outcomes r n . The sought-after definitions are required to be intuitively meaningful, to fulfill the first law at the trajectory level and the second law on average. Further appeal to our definitions will be added in Sec. V where we will consider various limiting cases.
Note that, after tomoragphic reconstruction of the process tensor (see Sec. II), we know the conditional system states ρ S (t ± n ; r n ) only right before or right after the n'th control operation, but not in between for t n−1 < t < t n .
To compute the work (20) or heat (21) in between two control operations, additional theoretical input is in general required, e.g., by solving the quantum master equation for the system or by other forms of inference. This is the only way to ensure that we recover the standard weak coupling framework of quantum thermodynamics in absence of any control operations (see Sec. V B). Nevertheless, as it increases the computational effort, we present in Sec. VI B possible ways to avoid any additional theory input.
For definiteness, we aim at a stochastic thermodynamic description in the time interval (t n−1 , t n ] starting shortly after the (n − 1)'th control operation and ending shortly after the n'th control operation. The change in any state function X over the complete interval is denoted by ∆X (n] , whereas ∆X (n) denotes the change in (t n−1 , t n ) (excluding the n'th control operation). Changes in the respective time intervals of any quantity which is not a state function are denoted without a delta, i.e., X (n] or X (n) .
B. Stochastic energy and first law
To formulate the first law at the trajectory level correctly, we need to take into account the internal energy of the system and all units. Thus, we define the trajectory dependent internal energy
where H U (i) is the Hamiltonian of unit i. Since the Hamiltonian is additive, it splits into its marginal contributions in the obvious way,
Notice that it is always simple to get rid of the units in the energetic description by assuming that H U (i) ∼ 1 U (i) . However, already the energetic changes of the units can bear some interesting non-trivial features. For instance, it is not sufficient to consider only the actual n'th unit in the energetic balance: in our general theory the energy of previous units can change even though they are physically decoupled from the system. This phenomenon does not necessarily require quantum entanglement and simply occurs because our state of knowlegde about past units U (i < n) can change depending on the outcome r n (see below). In absence of any control operations, the first law simply follows from the preceeding subsection and reads
because the marginal state of the units does not change and hence, ∆E U (i) = 0 for all i. Note that the work W (n) S (r n−1 ) and heat Q (n) S (r n−1 ) depend on previous outcomes r n−1 for two reasons: first, the initial system state ρ S (t + n−1 ; r n−1 ) depends on it, and second, the Hamiltonian H(λ t , r n−1 ) can be a function of it in case we apply feedback control.
The first law during the control operation at time t n is more interesting as the internal energy of both, system and units, can change. In total, the energetic cost δE ctrl of the control operation is defined by
It is not a state function and can be split into a work and heat like contribution, δE ctrl (t n , r n ) = W ctrl (t n , r n−1 ) + Q ctrl (t n , r n ). (27) This splitting stems from the convention we used to implement the control operation A(r n |r n−1 ) in the repeated interaction framework: we first applied the unitary operation V(r n−1 ) to the joint system-unit state and afterwards projectively measured the unit using the operation P(r n ). In general, we therefore use the definitions
with λ n ≡ λ tn . Notice that the work-like contribution does not depend on the actual measurement outcome r n and corresponds to the energetic changes caused by a reversible (unitary) operation. The meaning of the heat injected during the control operation Q ctrl (t n , r n ) will be discussed further below. We also remark that we pay attention to the fact to use the normalized system-unit state always and not the unnormalized one (which we have previously denoted by a tilde). In the following, we will usually suppress the time dependence in the notation for simplicity. Both quantities have some additional important properties. First of all, both can be split additively into changes affecting the system or the unit,
Furthermore, if we use that the marginal state of the previous n − 1 units does not change during the unitary operation V(r n−1 ), we can deduce that the work actually depends only on the energetic changes of the system and the n'th unit,
Finally, we can deduce that the average heat injected into the system is always zero. Specifically,
Note that the last equation implies Q ctrl S (t n ) = rn p(r n )Q ctrl S (r n ) = 0. All other contributions Q ctrl
are on average in general non-zero even for i < n. A simple example for this behaviour is worked out in Appendix A. It also appears to some extend reasonable to call Q ctrl 'heat' because the emergence of a projector P(r n ) requires in a microscopic picture to couple the unit to some macroscopic and classical device, which allows the unit to lose information irreversibly due to dissipation and decoherence [68] . This last phenomenological step in quantum measurement theory is sometimes refered to as the 'Heisenberg cut' [62] . It necessarily entails a certain level of arbitrariness because we do not explicitly model the microscopic interaction between the unit and the final classical environment. It therefore remains unclear how far any notion of temperature is associated to the heat Q ctrl and we will investigate this in the next section further. We also remark that a conceptually similar contribution was called 'quantum heat' in Ref. [44] and we will come back to this point in Sec.V F. To conclude, after adding the first laws with and without control operation together, we obtain for the changes over a complete interval ∆E (n] (34) where we can split the work and heat into W (n] (r n−1 ) = W ctrl (r n−1 ) + W (n) S (r n−1 ) and Q (n] (r n ) = Q ctrl (r n ) + Q (n) S (r n−1 ). If we assume trivial Hamiltonians for the units (H U (i) ∼ 1 U ), we get a first law exclusively in terms of system quantities,
with W
(n]
. For the entropic balance, it will be in general not that simple.
C. Stochastic entropy and second law
To account for all entropic changes, we do not only need to consider the system and all units, but also the entropy of the outcomes r n stored in a classical memory (see Fig. 1 ). This is a crucial point, which distinguishes our theory from standard stochastic thermodynamics where the entropic contribution of the measurement results is neglected (this will play an important role in Sec. V D). In general, however, the process tensor depends explicitly on the knowledge of r n , which cannot be neglected. Furthermore, it is important to also keep the past information of all previous units U (i < n) and outcomes r n−1 because we explicitly allow the current unit and Hamiltonian to depend on all earlier outcomes (this is, for instance, essential if we apply time-delayed feedback control). Thus, we define the stochastic thermodynamic entropy of the process as (36) Note that, even when ρ SU (n) (t, r n ) is in a pure state, we can only evaluate the entropy if we know the probability distribution p(r n ). This requires many sampled trajectories first before actually being able to evaluate S SU (n) (t, r n ) along a single stochastic trajectory. While this might appear awkward at first sight, the same problem appears in the definition of the trajectory dependent entropy in classical stochastic thermodynamics too [11] [12] [13] .
Next, we define the entropy production along a single trajectory over a time interval (t n−1 , t n ] by adding to the change in stochastic entropy the heat flow into the system,
As in classical stochastic thermodynamics, this expression can have either sign, but on average it is always positive as we will show below. Crucially, we have only taken into account the heat accociated with system changes whereas we did not include Q ctrl U (n) in the entropic balance. This will give us the correct result in all limiting cases and, if we use the commonly made assumption that H U (i) ∼ 1 U (i) , we anyway have Q ctrl U (n) = 0 always. Furthermore, as we do not microscopically model the final projective measurement step of the units, it is also unclear which temperature we should associate to heat changes in the units and hence, including Q ctrl
in the second law would necessarily imply some ambiguity. While these are all good a posteriori arguments, the question whether there exist good a priori arguments remains.
To show the positivity of the average entropy production, it is useful to split it into two contributions similar to the first law:
We will now show that the second contribution Σ (n) is positive even along a single trajectory, whereas the first contribution Σ ctrl is positive only on average.
To show Σ (n) (r n−1 ) ≥ 0 we will use Eq. (22), which holds for an arbitrary initial state ρ S (t + n−1 ; r n−1 ), together with the fact that the system evolution in between two control operations can be described by a CPTP map independent of the initial state. This is true within the weak couling paradigm of quantum thermodynamics [3] [4] [5] [6] where the time evolution is governed by a (possible time dependent) master equation in Lindblad-Gorini-Kossakowski-Sudarshan form, but it might also hold in more general cases (cf. Secs. VI B and VI G too). Let us denote the CPTP map by M n = M n (r n−1 ) such that
The inequality Σ (n) (r n−1 ) ≥ 0 can then be derived along the following lines:
First, by using the mutual information I S:U (n) between the system and the stream of units, we can split the change in joint entropies as
Since the marginal state of the units does not change under the action of the CPTP map M n , their entropic contribution cancels out and we can write in short ∆S
S:U (n) (r n−1 ). Let us now add the entropy flow −βQ (n) (r n−1 ) from the bath to the entropy balance. From the second law (22) we can then infer that
The positivity of the right hand side is then guaranteed by contractivity of relative entropy under CPTP maps [69, 70] . More specifically, the following chain of (in)equalities applies [we exceptionally drop the argument of ρ SU (n) = ρ SU (n) (t + n−1 , r n−1 ) here]:
where it was essential that M n acts only on S and not on U (n). This concludes the proof of positivity of Σ (n) (r n−1 ).
Next, we will show that Σ ctrl (r n ) is positive on average. More specifically, we will show that
If this holds, then it also follows that Σ ctrl (t n ) = rn p(r n )Σ ctrl (r n ) ≥ 0. After taking the average and using Eq. (33), we are left with three terms
where S Sh [p(r n |r n−1 )] = − rn p(r n |r n−1 ) ln p(r n |r n−1 ) is the Shannon entropy of the conditional probability p(r n |r n−1 ). 5 The positivity of Σ ctrl (t n , r n−1 ) then follows from a theorem in quantum measurement theory [63, 71, 72] . To explicitly deduce it, we will proof the following (see Theorem 7 in Ref. [63] for a more general version):
Lemma IV.1. Let ρ be an arbitrary state, {P n } n an arbitrary complete set of orthogonal projectors (not necessarily rank 1), V an arbitrary unitary operator, p n = tr{P n V ρV † P n } the probability to obtain outcome n after a unitary operation applied to ρ and ρ (n) = P n U ρU † P n /p n the post-measurement state conditioned on outcome n. Then,
Proof. The von Neumann entropy is invariant under unitary operations, hence S vN (ρ) = S vN (V ρV † ). From Theorem 11.9 in Ref. [61] we also know that
(50) All ρ (n) have support on orthogonal subspaces, hence (cf. Theorem 11.10 in Ref. [61] )
This proves the lemma.
If we rewrite Eq. (49) as
and identify the projectors P n with P(r n ), the probability p n with p(r n |r n−1 ), the initial state ρ with ρ SU (n) (t − n , r n−1 ) and the post-measurement state ρ (n) with ρ SU (n) (t + n , r n ), we can deduce our desired result Σ ctrl (t n , r n−1 ) ≥ 0.
We remark that the use of inequality (49) in quantum thermodynamics is not novel and was probably first exploited in Ref. [73] to show the positivity of the second law for a Maxwell demon employing quantum measurements.
D. Short summary and outlook
We have introduced microscopic definitions of a fluctuating internal energy [Eq. (20) and (21)] we could establish a first law for the entire interval (t n−1 , t n ] [Eq. (34) ] or alone for the control operation [Eq. (26) ] or for the evolution without control [Eq. (25) ]. Similarly, we could split the stochastic entropy production into two parts [Eq. (38) ]. Whereas the part belonging to the evolution without control [Eq. (40) ] was always positive, the entropy production during the control step [Eq. (39) ] can be also negative along a single trajectory, but on average it is always positive [Eq. (45) ].
To get further confidence in our approach, we will consider various limiting cases in the next section. This will also help us to understand the quite technical and abstract constructions used in this section. In particular, we will consider the following limiting cases:
A. The framework of repeated interactions was previously used to establish a generalized thermodynamic framework without considering trajectory dependent quantities [58] . We will see that we can naturally recover this framework within our setting in Sec. V A.
B. For completeness, we will also show in Sec. V B how to recover from our definitions the standard framework of quantum thermodynamics [3] [4] [5] [6] without any control operations.
C. While the repeated interaction framework has guided us in finding the correct thermodynamic definitions, it is interesting to ask under which circumstances we can get rid of the units in the energetic and entropic balances. This can be achieved within our framework under some additional assumptions, which we will work out in Sec. V C.
D. The most established framework is the standard framework of classical stochastic thermodynamics. In Sec. V D we will compare our definitions with the definitions used there and discuss what has to be changed to obtain an identical framework.
E. A successful framework to derive quantum fluctuation theorems is the projective measurement approach mentioned in the introduction. We discuss how far we can reproduce it in Sec. V E. F. One recent approach to quantum stochastic thermodynamics was put forward in Ref. [44] . We will compare our framework with their findings and discuss the nature of 'quantum heat' [44] in Sec. V F.
The paper then closes with additional remarks and by mentioning possible extensions and applications in Sec. VI.
V. LIMITING CASES
A. The conventional repeated interaction framework
The framework of repeated interactions gives rise to a generalized thermodynamic theory by realizing that the stream of external units can act in the most general scenario as a resource of nonequilibrium free energy, which encompasses many previously considered theories [58] (see also Ref. [74] for important earlier work). However, the repeated interaction framework considered previously differs from our framework by avoiding to do any projective measurement on the units.
In order to recover this thermodynamic framework, it is important to realize that a simple ensemble average of the process tensor over the outcomes r n will not do the job. Depending on the state of the system and units and depending on the projectors P(r n ) used, the ensemble averaged state can still differ from the repeated interaction framework where no measurement was applied.
The correct way to recover previous results from our framework is to choose the projector P (r n ) = 1 U throughout. In this case, the process tensor can be written as T[A n , . . . , A 1 ] where A i is a CPTP map acting at time t i . The control operations and hence, also the process tensor, do not depend on any outcome r n anymore. 6 Furthermore, since there are no outcomes recorded anymore, every incoming unit is decorrelated from the previous units.
Our thermodynamic framework of the process tensor is therefore much more general and flexible than the previous framework apart from one important difference. In Ref. [58] the units were allowed to interact with the system for a finite duration whereas we here only consider instantaneous interactions (or more precicely, interaction times where the effect of the bath can be neglected to leading order). From a thermodynamic point of view, this is not necessary. However, to be able to clearly distinguish between control operations on the system and system-bath dynamics, this assumption is necessary (compare with the discussion in Sec. II).
Let us now investigate how the first law changes under the above assumptions. Clearly, no quantity will depend on r n anymore. This implies for instance for the internal energy
6 Alternatively, one could say that each control operation at time t i has only one possible outcome.
This expression still differs from the framework of Ref. [58] where the internal energy of all units U (i < n), which are not interacting with the system, was neglected. However, it is easy to see that these internal energies never enter the first law, and thus, can be indeed neglected. First of all, in absense of any control operations we have from Eq. (25) the energy balance ∆E
as expected. During the control operations, because there is no final projective measurement, Q ctrl (t n ) = 0 and only W ctrl (t n ) can differ from zero. But the work-like contribution only depends on the state of the n'th unit and not on previous units [cf. Eq. (32) ]. Hence, the first law during the control operation becomes W ctrl (t n ) = ∆E S (t n ) + ∆E U (n) (t n ) because the marginal state of all other units does not change. Finally, note that W ctrl (t n ) would be identified in context of Ref. [58] with the switching work W switch required to turn on and off the system-unit interaction. We therefore obtain the same first law over one interaction period (t n−1 , t n ]:
We now turn to the second law. Without any outcomes r n we obtain from Eq. (36) the entropy
Again, this differs from Ref. [58] by explicitly taking into account the joint entropy of all units and the system. To recover Ref. [58] , we start again with the situation without control operation. From Eq. (22) we know that ∆S ≥ 0. Furthermore, we add that we also know that the correlations between the system and all previous units can only decrease, i.e., ∆I (n) S:U (n) ≤ 0 [Eq. (44) ]. Now, during the control operation we have
because the von-Neumann entropy is invariant under unitary transformation. To recover the framework from Ref. [58] it is useful to split the entropies as follows:
We then notice that I SU (n):U (n-1) (t + n ) = I SU (n):U (n-1) (t − n ) because mutual information is invariant under local unitary operations and at time t n the unitary V acts only on SU (n). Furthermore, we can split
n )] because the system and the n'th unit are initially decorrelated. From the conservation of entropy, Eq. (56), we can then deduce
The latter local changes in entropy of the system and unit n were previously identified as part of the entropy production [58] . Thus, we can deduce over a full interaction interval that
which reproduces the generalized second law from Ref. [58] . The reason why the final mutual information between the system and the previous units is discarded in this framework becomes clear by recalling that every unit which has already interacted with the system does not have the chance to interact with the system again. All final mutual information will therefore be lost. This is in contrast to the general framework developed here where it was explicitly allowed that the entire sequence of outcomes r n can influence the system at later times, either through changing the system Hamiltonian, the state of the subsequent units or the interaction between the system and the subsequent units. Under these more general circumstances, the remaining mutual information after the interaction represents a valuable thermodynamic resource, which cannot be neglected.
B. The standard framework of quantum thermodynamics
If we perform no control operations at all, our framework obviously reproduces the standard framework of quantum thermodynamics mentioned at the beginning in Sec. IV A. This fact might seem so obvious that it is not worse to stress. However, similar to Sec. V A, it is important to remark that the standard framework of quantum thermodynamics is not recovered by performing an ensemble average over p(r n ), but by simply deciding not to apply any control operation at all (apart from maybe preparing a certain initial state and reading out the final state). We also want to point out that previous definitions used in quantum stochastic thermodynamics [36] [37] [38] [42] [43] [44] [45] [46] [47] as well as the standard framework of stochastic thermodynamics (see Sec. V D) fail to reproduce the picture without control operations as the definitions used there are intimately linked to a certain measurement procedure.
C. Getting rid of the units in the thermodynamics
We used the external stream of units to guide our thermodynamic analysis along the framework of repeated interactions. Furthermore, in many important realistic situations the units really correspond to physical subsystems. For instance, this is the case for the wellstudied micromaser and other recent experimental setups in quantum optics [75, 76] , in scattering theory where the units are projectiles impinging on a target (the system), in biomolecular processes where the units could be the monomers of a more complex molecule, or for certain mesoscopic devices where tunneling electrons and cooper pairs could be identified as units [77, 78] . Therefore, the framework of repeated interactions allows us to treat a larger class of physically relevant scenarios.
Nevertheless, there are also many scenarios where the exact microscopic nature of the units is not known or hard to model. Furthermore, as also the process tensor relies only on specifying CP maps A(r n |r n−1 ) acting on the system, it is worth to ask whether we can get rid of the sometimes rather artifical units in the thermodynamic description. Energetically, we have already seen that simply setting H U (n) ∼ 1 U for all n cancels out all unit contributions from the first law. To get rid of the units from the entropic considerations, we will need to restrict ourselves to efficient control operations [62, 63] . Efficient control operations are defined by the requirement that they can be written as
as opposed to the more general form (4). They have the specific property that any initially pure state ρ S gets mapped to a pure state again.
To explicitly see that efficient control operations are sufficient to exclude the units from the entropic balance, notice that every efficient control operation can be modeled by an initially pure unit state ρ U (n) = ρ 2 U (n) , followed by an arbitrary unitary operation V (r n−1 ) acting on system and unit, and finally followed by a rank 1 projective measurement using P (r n ) = |r n r n |. This implies ρ S (t + n , r n ) = A(r n |r n−1 )ρ S (t − n , r n−1 ) = r n V(r n−1 )[ρ S (t − n , r n−1 ) ⊗ ρ U (n) ] r n .
Notice that we have kept the dependence of the initial pure unit state as well as the measurement basis {|r n } on the previous outcomes r n−1 implicit for notational simplicity. Furthermore, we add that it is principle possible to construct efficient operations with a mixed initial unit state or a rank n > 1 projective measurement, but the present construction guarantees an efficient operation for any unitary V (r n−1 ). Because we perform a rank 1 projective measurement on the units after each control operation, the unit state is pure and decorrelated from the system after every operation. In fact, the joint state of the system and all units after the control operation is simply ρ SU (n) (t, r n ) = ρ S (t, r n ) ⊗ |r n r n | U (n)
with |r n r n | U (n) ≡ |r n r n | U (n) ⊗ · · · ⊗ |r 1 r 1 | U (1) . The joint entropy for this state becomes
Also before the interaction at time t n , we have
where we used that the initial unit state was pure. Hence, the contribution of the units from the entropic balance completely vanishes. We note that the ensemble averaged system unit state rn p(r n )ρ SU (n) (t, r n ) is in general classically correlated.
To summarize, in case of energetically neutral units and efficient control operations, the stochastic internal energy and entropy can be reduced to
Note, however, that we are still using the external units to model the control operations dynamically. The question as to whether we can get completely rid of the units will be answered in Sec. VI A.
D. Standard classical stochastic thermodynamics
A tacitly made assumption in classical stochastic thermodynamics is the ability to measure perfectly (i.e., without error and without disturbance) the state of the system [12, 13] . For definiteness we here focus on a classical discrete system, which makes random jumps between a finite set of states {s} = {1, . . . , d}. Its dynamics are described by a rate master equation 
Here, p s (t) is the probability to find the system in state s at time t, whose energy we denote by H(s, λ t ) (dropping the subscript S on H). 7 The rate matrix W s,s (λ t ) can depend on an external control parameter λ t . It is required to fulfill the local detailed balance condition
which allows to link energetic changes in the system to entropic changes in the bath. Due to the assumptions of standard stochastic thermodynamics one knows at each time t the state s of the system without any uncertainty 7 Note that we focus here on the standard scenario where we only measure the system, but do not perform any feedback. This implies, e.g., that H(λt) does not depend on the outcomes rn.
(denoted s t in the following). The stochastic energy and entropy at time t is then defined by
where we used a subscript 'ST' to denote definitions used in standard stochastic thermodynamics. Note that the stochastic entropy S ST (s t ) is determined by evaluating the solution of the rate master equation along a particular stochastic trajectory [11] . Work and heat for a sufficiently small time-step dt are defined as 8
Furthermore, using rather complicated algebraic manipulations, one can compute the change of stochastic entropy along a particular trajectory [11] [12] [13] (we will see below that evaluating the quantities in discrete time steps simplifies the algebra significantly). In the resulting expression it is then possible to single out a term related to the entropy production, which -on average -yields the always positive expression
where Our goal is now to show the following: (1) how a perfect, non-disturbing measurement arises in our context;
(2) that we obtain identical expressions for the stochastic heat, work and internal energy in this limit; (3) that we obtain a different expression for stochastic entropy, which yields a different, but meaningful second law; (4) how the entropy production of standard stochastic thermodynamic arises in our context when we change the definition of stochastic entropy.
(1) To obtain a perfect measurement, we take a classical unit with equally many possible states as the system under consideration. The initial state is prepared in a fixed standard state p U = |1 , where here and in the following we will use Dirac notation for simplicity. The 'unitary' operation which correlates the system and the unit at time t n is taken to be the permutation matrix
where S U (s) is the shift-operator acting on the unit U defined by
The action of V on the joint initial state s p s (t)|s, u = 1 , where p s (t) is arbitrary, is 
That is, the state of the system got copied onto the state of U without changing the system state. After the permutation, we then measure the state of the unit in its classical basis |u and obtain the outcome r = u = s ∈ {1, . . . , d} with probability p r (t). We then know that the post-measurment state is |r, r , i.e., the system and unit are in an identical pure state without uncertainty.
To complete point (1), we consider the limit where we measure the system continuously, i.e., in small timesteps dt = t n − t n−1 such that the probability for a jump in each interval is very small: W s,s (λ t )dt
1. Furthermore, we assume that all units are identical and uncorrelated initially, i.e., we consider a pure measurement process without any feedback. In this limit, the sequence of measurement outcomes r n is identical to the state of the units, which is identical to the trajectory taken by the system. This is the essence of a perfect classical and continuous measurement. As a consequence, the state of the system at time t ≥ t + n only depends on the last measurement outcome r n , but not on any of the previous outcomes r n−1 . Furthermore, the state of the system during the interval (t n−1 , t n ] changes from p(t n−1 ; r n−1 ) = |r n−1 at the beginning to p(t − n ; r n−1 ) = |r n−1 + dt s W s,rn−1 (λ t )|s shortly before the control operation and to p(t + n ; r n ) = |r n at the end after the n'th control operation. Below we will identify t n = t and t n−1 = t − dt.
(2) We now turn to the energetic description. As in standard stochastic thermodynamics, we neglect the energetics associated to the memory, that is we set H U ∼ 1 U for all units. This implies that we can replace our stochastic energy E SU (n) (t, r n ) by E S (t, r n ). Then, the stochastic energy at the beginning of the interval is simply H(r n−1 , λ t−dt ) and at the end it reads H(r n , λ t ), which is identical to the definition used in classical stochastic thermodynamics. Furthermore, in absence of control, we obtain from Eq. (20)
which is identical to Eq. (70). 9 Furthermore, the work during the control step, Eq. (28), is zero because the 9 We remark that there is a certain degree of freedom involved in marginal state of the system does not change by application of the permutation matrix (73) . Thus, we conclude that the definition of the total work W (n] (r n−1 ) during one full interval is identical to the definition used in classical stochastic thermodynamics. It remains to look at the change of heat during one full interval Q (n] S (r n , r n−1 ). First of all, from Eq. (21) the heat exchanged during the interval without control becomes
which is different from the definition (71) . However, it is now also important to take into account the heat exchanged during the control step, Eq. (29), in which we update our knowlegde about possible system changes. It is simple to see that this quantity reduces to
such that Q (n] S (r n , r n−1 ) = Q ctrl S (r n , r n−1 ) + Q (n) S (r n−1 ) is identical to the standard definition in classical stochastic thermodynamics. To conclude, our definitions for stochastic internal energy, work and heat are identical to the ones used in classical stochastic thermodynamics.
(3) We now take a look at the entropic balance. The change in stochastic entropy (36) over a full interval becomes ∆S (n] SU (n) (r n , r n−1 ) = − ln p(r n |r n−1 ), (79) where we used that the system and units are after each measurement in a pure state and hence, their entropy vanishes. Furthermore, we used that the system dynamics are Markovian and hence, p(r n |r n−1 ) = p(r n |r n−1 ). The stochastic entropy production (37) over one interval then becomes Σ (n] (r n , r n−1 ) = − ln p(r n |r n−1 )−βQ (n] S (r n , r n−1 ), (80) which can have either sign. As deduced in Sec. IV, it is positive after averaging over p(r n |r n−1 ): Σ (n] (r n−1 ) = rn p(r n |r n−1 )Σ (n] (r n , r n−1 ) = S Sh [p(r n |r n−1 )] − βQ 
Notice that this second law is identical to the conventional one of stochastic thermodynamics if we apply the evaluation of the integral in Eq. (20) . However, this degree of freedom is also there in the identification (70) and (71) and it is only important to stick consistently to one choice.
Eq. (72) to an initially pure state p s (t − dt) = δ s,rn−1 , which implies ∆S ST (t) = S Sh [p(r n |r n−1 )] and Q ST (t) = Q (n] S (r n−1 ). Unfortunately, although S Sh [p(r n |r n−1 )] is infinitesimal small, it is of order O(dt ν ) with ν < 1. Therefore, the rate of entropy production diverges:
Although seldomly stated [67] , this is related to the fact that the Shannon entropy S Sh [p s (t)] is not differentiable when the kernel of p s (t) changes. Furthermore, by averaging Eq. (81) also over p(r n−1 ), we obtain
Here, S Sh (r n |r n−1 ) = rn−1 p(r n−1 )S Sh [p(r n |r n−1 )] denotes the conditional Shannon entropy. This second law is different from the conventional one (72) . Instead of containing the change in Shannon entropy of the system state, it contains the conditional Shannon entropy, which is nothing else than the entropy rate of the stochastic process [79] . Of course, if we devide Eq. (83) by dt, it still diverges. Furthermore, the difference in the two entropy productions is precisely given by
where the 'backward' conditional entropy S Sh (r n−1 |r n ) = rn p(r n )S Sh [p(r n−1 |r n )] is computed via Bayes' rule: p(r n−1 |r n ) = p(r n |r n−1 )p(r n−1 )/p(r n ).
We notice that our novel second law (83) has a transparent physical interpretation. It consists of the entropic change in the reservoir quantified by the Clausius-like term −βQ (n] S plus the change in entropy in our memory for the measurement outcomes. As we measure perfectly and continuously, the rate of information generation in the memory is infinite (in reality, every sampling rate is finite and no divergence arises). Therefore, even in equilibrium where Q (n] S = 0, we will have a positive entropy production Σ (n] > 0 due to the fact that we measure the system and continuously generate information. In stochastic thermodynamics, one instead finds Σ ST = 0 at equilibrium.
The discrepancy of the two second laws is rooted in the fact that standard stochastic thermodynamics keeps the observer out of the contruction. This works well if one perfectly monitors a classical system, but outside this regime problems appear. In fact, trying to replace the quantities in definition (36) by different ones [e.g., p(r n ) by p(r n )] will likely result in a definition, whose associated entropy production is not positive on average in general. Importantly, "information is physical" [48] and much effort was needed to understand Maxwell's demon and other feedback controlled devices within the conventional theory of stochastic thermodynamics. In fact, the theory needed to be modified [80, 81] . These problems are absent in our novel formulation where the information obtained from the measurement is treated on an equal footing with the system under control. Nevertheless, our framework can recover the conventional second law of stochastic thermodynamics, if we redefine entropy in this peculiar limit.
(4) For completeness, we demonstrate how the standard entropy production (72) arises in our context if we replace our definition of entropy by the conventional one (69) . The stochastic entropy production for the conventional definition becomes in our notation − ln p(r n ) + ln p(r n−1 ) − β[H(r n , λ t ) − H(r n−1 , λ t )] (85) and if we average over p(r n ) and use that the measured probabilities are identical to the probabilities of the system, p(r n = s) = p s (t) and p(r n−1 = s) = p s (t − dt), we obtain
This is identical to Eq. (72).
E. The two-point measurement approach
The two-point measurement approach, which is closely related to the theory of full counting statistics, has become the primarily used approach to derive quantum fluctuation relations in various open quantum systems [21, 22, 31] . While theoretically powerful, we already discussed the practical weakness of this approach in the introduction: experimental confirmations have been so far only achieved for work fluctuation relations in isolated systems [25, 82, 83] or in electronic nanocircuits when the electrons behave according to a classical rate master equation [28] [29] [30] .
For completeness we here want to point out that our strategy can reproduce the two-point measurement approach as long as we consider the case of an isolated system, i.e., there is no heat bath present. Alternatively, one could also adopt the point of view that everything that can be measured projectively in an experiment should be defined to be the system because the bath by definition should be an object about which we have only limited control. Whatever the point of view, let us repeat for completeness how the well-known two-point measurement protocol can be realized in our framework.
We consider a (finite) quantum system whose Hamiltonian has the spectral decomposition H(λ t ) = k k (λ t )|k(λ t ) k(λ t )| (as our system is assumed to be isolated, we drop all subscripts S in the notation and we neglect any feedback control). We assume that the system was prepared at time t 0 in a Gibbs state ρ(t 0 ) = e −βH(λ0) /Z(λ 0 ) with Z(λ 0 ) = tr{e −βH(λ0) }, which could be achieved, e.g., by coupling the system to a larger heat bath for times t < t 0 . We then perform the first control operation at time t 1 = t 0 by measuring the system projectively in its energy eigenbasis. This corresponds to an operation
where k (λ 0 ) denotes the measurement outcome (corresponding to r 1 in our previous notation), which is obtained with probability p[ k (λ 0 )] = e −β k (λ0) /Z(λ 0 ). Afterwards, we change the driving protocol λ t in an arbitrary but prescribed way until some time t 2 > t 0 . The state of the system is then
At time t 2 we perform another final projective measurement in the energy eigenbasis of H(λ 2 ) and obtain an outcome (λ 2 ) (corresponding to r 2 ). The probability for the sequence of outcomes is
(89) It is a straightforward exercise to show that this probability distribution implies the quantum version of the classical Jarzynski equality [84] [85] [86] ,
F. Comparison with the framework of Elouard et al. [44] In a recent paper by Eloaurd et al. [44] , a quantum stochastic thermodynamics framework was established for two different scenarios: (1) an isolated, driven system (no heat bath present) starting in a pure state and interrupted by arbitrary projective measurements, and (2) an open quantum system described by a master equation in Lindblad-Gorini-Kossakowski-Sudarshan form where each decoherence channel is monitored with unit detection efficieny. The latter results in a weakly measured quantum system and in both cases, as only efficient measurements are considered, an initially pure state remains pure. The thermodynamics of a simple feedback control protocol was also considered. Thus, the framework introduced here is more general by allowing for arbitrary interventions and feedback control protocols. Nevertheless, it is instructive to compare our approach with the approach from Eloaurd et al. and to clarify the origin of the 'quantum heat' [44] . We will focus only on scenario (1) here.
To reproduce the setting of Ref. [44] , we switch off the bath and consider operations A(r n )ρ S = P (r n )ρ S P (r n ), which is a special case of the limit considered in Sec. V C.
Here, P (r n ) = |r n r n | is an arbitrary rank-1 projector in the system Hilbert space and we assume rn P (r n ) = 1 S as usual. Note that the basis |r n is allowed to change in time (kept implicit in the notation) and does not need to coincide with the eigenbasis of the system Hamiltonian H S (λ t ). We start from a pure state |ψ 0 and at each point in time, the quantum system remains in a pure state |ψ(t; r n ) , which depends only on the last measurement outcome r n as we do not perform any feedback control. 10 Our definition of internal energy is straightforward and coincides with Ref. [44] ,
Furthermore, in between the projective measurements, our definitions of work (20) and heat (21) also coincide:
What differs in our frameworks are the energtic considerations during the measurement step and the second law. We start by repeating the framework of Ref. [44] . To account for the energetic changes during the measurement, they introduce the 'quantum heat'
such that their first law reads ∆E (n] (r n , r n−1 ) = W (n) S (r n−1 ) + Q q (r n , r n−1 ). The terminology quantum heat was justified by the stochastic character of the wavefunction collapse and the fact that Q q (r n , r n−1 ) = 0 if the system is in an energy eigenstate at time t − n and measured in the energy eigenbasis [44] . Nevertheless, the quantum heat does not appear in their second law, which becomes at time t [44] S vN [ρ S (t)] ≥ 0.
Here, ρ S (t) = rn p(r n )|ψ(t; r n ) ψ(t; r n )| denotes the ensemble averaged state (remember that the system starts initially always in the same pure state |ψ 0 with zero entropy). In Ref. [44] the second law is derived from a fluctuation theorem making use of a time-revered process. We will come back to time-reversed protocols and the associated definition of entropy production more generally in Sec. VI C.
We now analyse the same situation with our tools. First of all, to implement a projective measurement in the basis |r n on the system (assumed to be d-dimensional), we can basically follow the same steps as in Sec. V D.
The initial unit state is always taken to be ρ U = |1 1| and the unitary operator is
where the subscripts S and U are made explicit to denote on which Hilbert space the operator is acting. We now consider an arbitrary system state ρ S (t − n ) = rn,r n ρ rn,r n |r n r n | expanded in the measurement basis. After the unitary operation, we are left with the correlated state Vρ S ⊗ ρ U = rn,r n ρ rn,r n |r n S r n | ⊗ |r n U r n |.
Notice that the reduced system state tr U {Vρ S ⊗ ρ U } = rn ρ rn,rn |r n r n | is different from the initial state ρ S (t − n ) unless it was diagonal in the measurement basis. Finally, the measurement is completed by projecting the unit in the measurement basis |r n U . This yields the unnormalized statẽ ρ SU (n) (t + n ; r n ) = |r n U r n |V[ρ S ⊗ ρ U ]|r n U r n | = ρ rn,rn |r n S r n | ⊗ |r n U r n |,
which completes the description of the measurement process.
To look at the energetic changes we specialize to the case where ρ S (t − n ; r n−1 ) = |ψ(t − n ; r n−1 ) ψ(t − n ; r n−1 )| and expand the wavefunction in terms of the measurement basis at time t n , |ψ(t − n ; r n−1 ) = n c n |r n , with coefficients c n = c n (t − n ; r n−1 ). It is then straightforward to compute the work (28) and heat (29) during the control step, which become W ctrl S (r n−1 ) = (100) n,n |c n | 2 δ n,n − c n c * n r n |H S (λ n )|r n , Q ctrl S (r n , r n−1 ) = (101) n δ n,n − |c n | 2 r n |H S (λ n )|r n .
Both are non-zero in general on the trajectory level and both vanish identically when the initial system state is diagonal in the measurement basis (for an initially pure state this means that c n = δ n,n apart from a phase factor). Furthermore, it is easy to confirm that the injected heat vanishes on average, cf. Eq. (33), whereas the work associated to the projective measurement does not. Thus, we reach a very different conclusion compared to Ref. [44] , namely that a projective measurement can be seen on average as a work and not as a heat source. This difference in the interpretation of our results is quite striking because in our splitting of the work-and heat-like contribution in Eqs. (28) and (29) we actually applied the same philosophy as Elouard et al. by identifying the energetic changes caused by the projective measurement in our isolated system-unit space as heat (we just refrained from calling it 'quantum' heat, see below). Thus, we have the following paradox: two different mathematical descriptions, which reproduce identical system dynamics, can produce two different thermodynamic interpretation albeit we apply the same basic definitions in each case. Therefore, it should be stressed that it is only the personal believe of the author that the thermodynamic interpretation we have worked out here is 'superior' to the interpretation put forward in Ref. [44] for two reasons. First or all, albeit it is more complicated, it is also more general (also see the arguments in Sec. VI A). Second, also within the framework of Ref. [44] it is in principle possible to transform away the quantum heat by means of unitary transformations without changing the statistics of the measurement trajectories. This works as follows:
We expand the wavefunction before the n'th measurement in the measurement basis as above, |ψ(t − n ; r n−1 ) = rn c n |r n . Then, in each run of the experiment, we select with probability |c n | 2 (which can be computed theoretically or measured experimentally) a unitary operator U (r n ), which rotates the state of the system shortly before the n'th measurement from |ψ(t − n ; r n−1 ) to |r n = U (r n )|ψ(t − n ; r n−1 ) . This will inject an amount of work r n |H S (λ n )|r n − n,n c n c * n r n |H S (λ t )|r n .
into the system, which precisely equals the quantum heat (94) . We then obtain measurement outcome r n with certainty, but on average it happens with probability |c n | 2 . Thus, this protocol yields identical measurement statistics for r n and an always vanishing quantum heat, but the work cost associated to U (r n ) clearly does not vanish. We also note that, albeit the heat associated to the projective measurement is on average zero in our formalism, their is still an entropic cost associated to the measurement quantified by S Sh [p(r n |r n−1 )]. Furthermore, we refrained from calling Q ctrl S 'quantum heat' as, e.g., it also plays an important part in classical stochastic thermodynamics and cannot be neglected there, cf. Sec. V D.
To end this comparison, we finally note that our second law is also different from the framework of Ref. [44] . Instead of the inequality (95), the accumulated entropy production over all intervals reads in our case
The meaning of this entropy production was already discussed in Sec. V D.
VI. DISCUSSION, EXTENSIONS AND OUTLOOK
In this final section we will present alternative approaches to our framework from Sec. IV and we will explain why we have not used them. Furthermore, we will discuss applications and extensions of our framework, thereby connecting our theory also to other fields of current interest.
A. Getting rid of the units in the dynamics
We have already argued in Sec. V C that -while allowing to treat a larger class of experimentally relevant systems -for certain applications the explicit modeling of the units can be cumbersome as it simply involves additional computational efforts. Furthermore, we have seen in Sec. V F that -even in the case where we got rid of the units in the thermodynamic description -the thermodynamic description can be quite different (even conceptually) from an approach, which is only based on control operations acting on the system [44] . Also other approaches to analyze quantum measurements thermodynamically have been put forward, e.g., in Refs. [87] [88] [89] [90] , without reaching any consensus though.
We here argue that a general quantum stochastic thermodynamic description (including arbitrary measurements) only leads to unambiguous definitions for the work and heat injected during the control operation if we model the external units explicitly. We therefore cannot get rid of the units in the dynamical description for the most general thermodynamic framework.
To support this claim let us consider an arbitrary efficient control operation (see Sec. V C) A(r n |r n−1 )ρ S = A(r n |r n−1 )ρ S A † (r n |r n−1 ).
The polar decomposition theorem allows to write A(r n |r n−1 ) = U (r n )P (r n ) where U (r n ) is a unitary matrix and P (r n ) = A † (r n |r n−1 )A(r n |r n−1 ) a positive Hermitian matrix. This splitting naturally suggests alternative definitions for heat and work during the control operation:
= tr S {H S (λ n , r n )[A(r n |r n−1 ) − P(r n )]ρ S (t − n ; r n−1 )}, where we used a superoperator notation for conciseness. Note that these definitions would coincide with the framework of Ref. [44] in case of projective measurements. Despite being seemingly appealing, they involve two problems: first of all, the author was not able to show that the stochastic entropy production during the control step Σ ctrl (r n ) = S S (t + n , r n ) − S S (t − n , r n ) − βQ ctrl S (r n ), (107) where the thermodynamic entropy S S (t, r n ) is defined in Eq. (66), is on average positive. Second and more importantly, if we use an alternative polar decomposition A(r n ) = P (r n )U (r n ) with P (r n ) = P (r n ) in general, we obtain a different set of definitions for the heat and work exchanged and in general there is no way to judge which polar decomposition is more meaningful. Thus, finding a thermodynamic framework based solely on the control operations seems to involve an unwanted amount of ambiguity even for efficient operations [not to mention the inefficient case where Eq. (4) needs to be decomposed].
In contrast, modeling the control operations with the help of an external stream of units removes the ambiguity. Here, the projective measurement P(r n |r n−1 ) must necessarily act on the unit after the unitary operation V(r n−1 ), which first of all correlates the system and the unit. Of course, one could wonder why there is not an additional unitary acting after the projective measurement, but this could be indeed easily taken into account by an additional control operation. Thus, by using the framework of repeated interaction we arrive at a meaningful decomposition of arbitrary measurement processes.
B. Quantum stochastic thermodynamics without theory input
To set up our framework of quantum stochastic thermodynamics, we needed to be able to know the work (20) and heat (21) exchanged with the bath in between two control operations. Those are path dependent quantities [i.e., they are not determined alone by ρ S (t ± n , r n )] and estimating them requires additional theoretical input. Therefore, one might argue that we do not have a 'complete' quantum stochastic thermodynamics framework in the sense that not all thermodynamic quantities are determined by measurements (or respectively the process tensor) alone. On the other hand, by keeping the definitions (20) and (21), we were able to present a framework, which includes the ensemble averaged description as a limiting case. Nevertheless, we here discuss two possible ways to avoid the use of any theory input.
Without changing any of our general conclusions, one way would be to consider only a specific subset of control protocol λ t . These control protocols consist of a sudden switch of the Hamiltonian after each control operation, i.e., the protocol changes instantaneously from λ n−1 to λ n at time t + n , and after the switch we keep the protocol constant for the rest of the time until the next control operation. Note that the protocol is still allowed to depend on r n , which we have suppressed for notational convenience. Thus, in short we can write that λ t (r n−1 ) = λ n−1 (r n−1 ) if t ∈ (t n−1 , t n ]. Those sets of control protocols are characterized by the fact that the work (20) and heat (21) can be computed without any knowledge about the system state in between two control operations:
tr S {H S (λ n−1 , r n−1 )[ρ S (t − n ; r n−1 ) − ρ S (t + n−1 ; r n−1 )]}. Another way to approach this problem is to try to set up an effective thermodynamic description based solely on knowledge of the dynamical map M n defined in Eq. (41) . Note that the dynamical map can be inferred from knowledge of the process tensor. The very problem of this approach comes from the fact that different physical situations (with different thermodynamic values for W (n) S and Q (n) S ) can give rise to the same dynamical map M n . Thus, if we try to pursue the second way, we will not be able to recover the results from Secs. V A and V B in general. Nevertheless, the author believes that it could be worthwile to pursue this direction because the thermodynamic description of dynamical maps was already investigated before [91] [92] [93] [94] . Especially, for dynamical maps which have additional properties, such as being Gibbs state-preserving, it should be possible to find a meaningful thermodynamic interpretation.
C. Time reversal symmetries and fluctuations theorems
An essential feature of conventional stochastic thermodynamics is the fact that the entropy production along a single trajectory can be linked to the probability of observing the time reversed trajectory, which allows a particular elegant proof of the fluctuation theorem and precisely links the second law of thermodynamics to (breaking of) time reversal symmetry [7, 8, 12, 13, 21, 22] .
In our context, this would mean that every trajectory r n appearing in our 'forward' process has an associated twin trajectory r † n in a suitably chosen 'backward' process. Typically, r † n is just r n observed backwards starting with r n as the first outcome and ending with r 1 . The probabilities for the forward and backward process are denoted by p(r n ) and p † (r † n ). Then, provided that the operation † is an involution and that p † (r † n ) = 0 only if p(r n ) = 0, the following fluctuation theorem follows trivially:
Furthermore, by defining the 'entropy production'
also a 'second law' of the form
follows straightforwardly. Unfortunately, outside the limit of traditional stochastic thermodynamics and the two-point measurement scheme, where forward and backward processes are linked by time reversal symmetry of the underlying Hamiltonian dynamics, the meaning ofΣ(r n ) is quite obscure as there is no unambiguous choice for the backward process. This causes already troubles for perfectly observed classical systems as soon as feedback control is considered as it is not clear whether feedback should be performed in the backward process or not. Especially for time-delayed feedback control (see also Sec. VI E), certain choices can lead to acausal (non-physical) dynamics [95] .
Even without feedback control, the definition of a time reversed general quantum operation bears much ambiguity. Different proposals have been put forward [96, 97] and they or different definitions were used in Refs. [36-38, 44-47, 93] . In addition to this ambiguity, they also only apply to efficient quantum operations (see Sec. V C) and therefore, they cannot be used for our general purposes here.
To conclude, the author believes that it must be possible to express any definition of entropy production solely in terms of forward quantities -at the very end also because it is not even guaranteed that the backward process can be experimentally realized. For certain situations it is clearly beneficial to think in terms of a time reversed process. In the most general case, however, a precise definition of a backward process appears to be too ambiguous at the moment and the meaning of the so deduced 'second law' remain a matter of debate.
D. The limit of continuous measurements
In our formalism we assumed the control operations to happen at a finite and discrete set of times {t k } n k=1 with t n ≥ · · · ≥ t 1 . Some open quantum systems are, however, continuously monitored in time using weak measurements [62, 63, 66, [98] [99] [100] , what was in part already thermodynamically analysed in Refs. [42] [43] [44] [45] [46] [47] . We here point out some general features of weak quantum measurements, how they are incorporated in our thermodynamic framework and how far this differs from the framework in Ref. [43] . We refrain from showing detailed calculations though as it is likely to expect that many results are model specific.
We start by investigating the dynamics of a weakly measured quantum system. In absence of any measurement, we assume that the state of the system changes according to some quantum master equation, denoted in an incremental form by
where L 0 is a generator in Lindblad-Gorini-Kossakowski-Sudarshan form. Such master equations follow, e.g., from the conventional weak-coupling approach of quantum thermodynamics [3] [4] [5] [6] . Now, we decide to weakly measure an arbitrary system observable X at small time steps dt. As in Sec. V D we set t n = t and t n−1 = t − dt. Furthermore, we follow the notation of Ref. [100] with the only difference that we denote the measurement outcome by r n , which now has a continuous range. The measurement operators are
where k denotes the measurement strength. After obtaining outcome r n , the system state changes to (we only consider efficient measurements here)
The probability to obtain outcome r n given the previous measurement record r n−1 is p(r n |r n−1 ) = tr S {A † (r n )A(r n )ρ S (t − ; r n−1 )}. (116) This can be well approximated by [100] p(r n |r n−1 )
where X = tr S {Xρ S (t − ; r n−1 )} is the conditional expectation value of X, which depends on r n−1 . Finally, in the limit dt → 0 one can model the dynamics of the system by a stochastic master equation of the form [100] 
Here, dW (t) denotes a Wiener increment with variance dt and we have kept all dependence on time and the measurement record r n implicit. 11 The sequence of outcomes r n obeys the stochastic process r n = X + (8k) −1/2 dW (t)/dt. We add that it is known how to obtain the limit of continuous measurements from the repeated interaction framework [66, 99] . We now turn to the thermodynamic description, which will depend strongly on the dynamics without measurement L 0 and the chosen observable X. Therefore, we point out only a few general remarks. First of all, as we are applying only efficient control operations, we can get rid of the units in the thermodynamic description by using the results from Sec. V C. In fact, this is also justified by the repeated interaction models studied in Refs. [66, 99] . Then, according to our general framework from Sec. IV, by averaging the entropy production of the time interval (t n−1 , t n ] = (t − dt, t] over p(r n |r n−1 ), we get the always positive quantity Σ (n] (r n−1 ) = (119)
∆S
(n] S (r n−1 ) + S Sh [p(r n |r n−1 )] − βQ (n] S (r n−1 ) ≥ 0. 11 In view of our previous notation we need to set ρ S (t) = ρ S (t + n ; rn) and ρ S (t − dt) = ρ S (t + n−1 ; r n−1 ).
A straightforward, but a little lengthy calculation using Eq. (117) yields
Thus, in the dt → 0 limit the entropy production Σ (n] (r n−1 ) diverges. This makes perfect sense for the microscopic models considered in Refs. [66, 99] : in every time step dt a fresh unit in a pure (zero entropy) state is consumed by writing a finite amount of information on the memory. Notice that the amount of information revealed about the system [the last term in Eq. (120)] is indeed infinitesimal. Finally, we remark that -as long as we do not measure the energy of the system -the measurement will have an impact on the energetic balance, i.e., W ctrl S is in general non-zero on average. This is in contrast to Ref. [43] where Eq. (118) is split into a unitary and non-unitary part and changes of the energy according to the former are identified as work and according to the latter as heat. Despite the fact that the splitting of a master equation in a unitary and non-unitary part is not unique, it is important to note that part of the heat identified in Ref. [43] would be identified as work in our framework. Finally, entropy and entropy production were not studied in Ref. [43] .
E. Time-delayed feedback control
Every feedback control operation involves some timedelay simply due to the fact that it takes time to process the signal. Often, however, one takes the 'Markovian' limit by assuming that the time-delay is negligible [62] . This does not only simplify the computation significantly, but also for many controlled systems it is important to react as fast as possible.
However, there are also many systems in nature, which have some intrinsic (quasi-) periodicity in their dynamics (a simple example is a weakly damped harmonic oscillator) and for them it could be beneficial to wait with the control operation until the system has returned (close) to its original state. Unfortunately, the thermodynamic description of systems subjected to a time-delayed feedback control is very difficult and has been only achieved for certain models [95, [101] [102] [103] [104] . With the present approach, which can take into account arbitrary control operations triggered with or without time-delay, we connect the hope that we will be able to understand the thermodynamics of time-delayed feedback control in general. One important step towards achieving this goal would be to understand the continuous measurement limit better (see Secs. V D and VI D) because the systems investigated in Refs. [95, [101] [102] [103] [104] are continuously monitored and controlled. A detailed investigation of such scenarios is, however, beyond the scope of the present paper.
F. Multiple heat reservoirs
An open problem, partially even in classical stochastic thermodynamics, is the treatment of multiple reservoirs interacting simultaneously with the system. Already the average description in the weak coupling regime can bear surprising difficulties [105] . Furthermore, also in classical stochastic thermodyanmics (cf. Sec. V D) it can happen that multiple reservoirs induce transitions between the same pair of states s and s . Using the notation of Sec. V D, the transition rate typically splits additively into multiple contributions W s,s = ν W (ν) s,s where each W (ν) s,s describes a transition from s to s triggered by the reservoir ν. For a complete thermodynamic description it is necessary to be able to resolve the contributions from the different reservoirs [106] , but if we only observe a transition from state s to s, there is no way to judge whether the jump was caused by reservoir ν or ν .
Classically, a way out of this dilemma is to assume that each transition W s,s can only be caused by a single reservoir ν, for instance by geometrically separating the system into subsystems, where each subsystem interacts only with one reservoir. This is indeed what happens in transport experiments through quantum dots [28, 29] , which always use a double quantum dot as a system where each dot couples only to one reservoir.
Quantum mechanically, it seems in general harder to separate the effect of each reservoir dynamically. At least within the standard approach based on a Born-Markovsecular approximation [3] [4] [5] [6] , the system jumps between energy eigenstates of the composite system which are in general entangled. On the other hand, it was recently also argued that a 'local' approach to the dynamics (where each dissipator in a quantum system acts only on a specific subsystem) is feasible from a thermodynamic point of view [74, 107] . If that is the case, it should be in principle possible to apply our framework to a situation with multiple reservoirs. Investigations in that direction are left for the future.
G. Strongly coupled and non-Markovian systems
So far we have focused our description on weakly coupled and Markovian systems, which still constitute by far the most often investigated systems in quantum thermodynamics. Nevertheless, many systems are not weakly coupled to a bath and can behave strongly non-Markovian. Even the averaged thermodynamic description of such systems is currently only known under certain limiting cases.
Most progress has probably been achieved for a classical system coupled to a single heat reservoir [108] [109] [110] [111] [112] [113] . Based on redefined thermoydnamic quantities for internal energy, heat and entropy [the definition of work remains indeed the same as in Eq. (20) ], it was possible to derive fluctuation theorems for the dissipated work [108, 110] and the entropy production [109, 111, 112] as well as a valid first and second law of thermodynamics [109] [110] [111] [112] [113] . Provided that our control operations do not disturb the system and provided that we do not perform any feedback control (we still allow for incomplete measurements such that the system state after the control operation might not be pure), the formalism developed here can be also applied to the strong coupling situation. The only difference would be that the entropy production (40) in between two measurements during the n'th interval might not be positive (not even on average). However, what will be always positive is the summed up entropy production n =1 Σ ( ) ≥ 0.
We remark that the question how far a negative entropy production Σ ( ) < 0 is linked to non-Markovian dynamics was answered in Ref. [113] . At the moment, it is unclear whether the same definitions (with the modifications for internal energy, heat and entropy as in Refs. [109, [111] [112] [113] ) can be also applied to the situation where the control operations disturb the system or where we perform feedback control. The difficulty in answering this question is rooted in the fact that the strong coupling framework assumes a specific initial state of the bath (which is a conditionally equilibrated state, see Refs. [109, [111] [112] [113] for more details). While it might be reasonable to assume such an initial state at time t 0 , this assumption will be in general not fulfilled at later times t n . If we do not disturb the average dynamics, this does not matter, but if we start to perform arbitrary control operations, it does. A way to avoid this problem is to enlarge the system space by including only those modes of the reservoir which have the strongest influence on the system. Such a strategy was directly or indirectly proposed in Refs. [112, [114] [115] [116] [117] [118] [119] [120] [121] . A simple example for this procedure could be an atom in a high quality cavity. Suppose that we are primarily interested in the (thermo) dynamics of the atom, which we assume to be able to manipulate, e.g., by external laser fields. Unfortunately, the atom will be in general correlated with the cavity field due to a non-negligible coupling. Hence, it will not obey the form of the laws of thermodynamics, which we have presupposed in Sec. IV A. On the other hand, the high quality cavity is only weakly coupled to the outside modes of the electromagnetic field such that the atom together with the cavity can be considered within the conventional framework of Sec. IV A. In general, whenever such an identification is possible (which can also be the case for quite abstract models [114] [115] [116] [118] [119] [120] [121] ), one can try to apply our framework to an enlarged system, which contains the original subsystem of interest. All our definitions and derivations will also hold in this situation. One important difference is, however, that it will be impossible to apply the framework without theory input (cf. Sec. VI B) because the additional degrees of freedom of the bath, which we now model explicitly, will be in general hard to probe experimentally.
Further research in this direction therefore seems necessary such that we eventually obtain a complete framework for quantum stochastic thermodynamics of non-Markovian systems. unit 2 to be trivial. Thus, one is inclined to think that there should never be any energetic cost associated to the second control operation. However, from a subjective or Bayesian point of view of the external agent, it makes sense to associate an energetic cost to it because the second measurement does not only reveal the state of the system S, but also the state of unit 1. If we add everything together, we obtain W ctrl (t 1 ) + Q ctrl (t 2 , 0) = 0, (A13)
which makes perfect sense on the trajectory level. Also note that the first law would be analogous, with Q ctrl (t 2 , r 2 ) simply replaced by Q ctrl (t 1 , r 1 ), if we had performed a projective measurement of unit 1 after the first control operation.
