Variational Bayes (VB) inference is one of the most important algorithms in machine learning and widely used in engineering and industry. However, VB is known to suffer from the problem of local optima. In this Letter, we generalize VB by using quantum mechanics, and propose a new algorithm, which we call quantum annealing variational Bayes (QAVB) inference. We then show that QAVB drastically improve the performance of VB by applying them to a clustering problem described by a Gaussian mixture model. Finally, we discuss an intuitive understanding on how QAVB works well. Introdction.-Machine learning gathers considerable attention in a wide range of fields, and much effort is devoted to develop effective algorithms. Variational Bayes (VB) inference [1-6] is one of the most fundamental methods in machine learning, and widely used for parameter estimation and model selection. In particular, VB has succeeded to compensate some disadvantages of the expectation-maximization (EM) algorithm [5] [6] [7] , which is a well-used approach for maximum likelihood estimation. For example, overfitting, which is often occurred in EM, is greatly moderated in VB. Furthermore, a variant of VB based on classical statistical mechanics, which we call simulated annealing variational Bayes (SAVB) inference in this paper, was proposed [8] and has been getting popular in many fields due to its effectiveness. However, it is also known that VB and SAVB often fail to estimate appropriate parameters of an assumed model depending on prior distributions and initial conditions. In the field of physics, the study of quantum computation and how to exploit it for machine learning are getting popular. For example, while experimentalists are intensively developing quantum machines [9] [10] [11] [12] [13] , theorists are developing quantum error correction schemes [14] [15] [16] [17] [18] and quantum algorithms [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . In particular, the study of quantum annealing (QA) has a history for more than two decades [22] [23] [24] [25] and is still progressing [26] .
Introdction.-Machine learning gathers considerable attention in a wide range of fields, and much effort is devoted to develop effective algorithms. Variational Bayes (VB) inference [1] [2] [3] [4] [5] [6] is one of the most fundamental methods in machine learning, and widely used for parameter estimation and model selection. In particular, VB has succeeded to compensate some disadvantages of the expectation-maximization (EM) algorithm [5] [6] [7] , which is a well-used approach for maximum likelihood estimation. For example, overfitting, which is often occurred in EM, is greatly moderated in VB. Furthermore, a variant of VB based on classical statistical mechanics, which we call simulated annealing variational Bayes (SAVB) inference in this paper, was proposed [8] and has been getting popular in many fields due to its effectiveness. However, it is also known that VB and SAVB often fail to estimate appropriate parameters of an assumed model depending on prior distributions and initial conditions.
In the field of physics, the study of quantum computation and how to exploit it for machine learning are getting popular. For example, while experimentalists are intensively developing quantum machines [9] [10] [11] [12] [13] , theorists are developing quantum error correction schemes [14] [15] [16] [17] [18] and quantum algorithms [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . In particular, the study of quantum annealing (QA) has a history for more than two decades [22] [23] [24] [25] and is still progressing [26] .
In this Letter, by focusing on QA and VB, we devise a quantum-mechanically inspired algorithm that works on a classical computer in practical time and achieves a considerable improvement over VB and SAVB. More specifically, we introduce the mathematical mechanism of quantum fluctuations into VB, and propose a new algorithm, which we call quantum annealing variational Bayes (QAVB) inference. To demonstrate the performance of QAVB, we consider a clustering problem and employ a Gaussian mixture model, which is one of important applications of VB. Then, we see that QAVB succeeds in estimation with high probability while VB and SAVB do not. This fact is noteworthy because our algorithm is one of the few algorithms that can obtain a global optimum of non-convex optimization in practical computational time without using random numbers.
Problem setting of VB.-For preparation of a quantum extension of VB, we briefly review the problem setting of VB [1] [2] [3] [4] [5] [6] . First, we summarize the definitions of variables. Suppose that we have N data points Y obs = {y
, which are independent and identically distributed by the conditional distribution p y,σ|θ (y i , σ i |θ), where y i , σ i , and θ are an observable variable, a hidden variable and a parameter, respectively. Thus, we have
. The joint distribution is also given by 
in the mean field approximation. Here, we have used the Bayes theorem for the derivation of the posterior distribution. Using a variational function q Σ,θ (Σ, θ) that satisfies
which is the KL divergence [30, 31] . In VB, we minimize Eq. (1) in the mean field approximation given by
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Thus, by setting the functional derivatives of Eq. (1) under Eq. (2) with respect to q Σ (Σ) and q θ (θ) equal to 0 and solving for q Σ (Σ) and q θ (θ), we obtain the update equations for Σ and θ:
where q Σ t (Σ) and q θ t (θ) is the distributions of Σ and θ at the t-th iteration [5, 6] .
VB is widely used due to its effectiveness. In some cases, the performance of VB is much better than that of EM [5] [6] [7] , and VB can be directly used for model selection [1] [2] [3] [4] [5] [6] . However, it is also known that the performance of VB heavily depends on initial conditions. To relax this problem, we introduce quantum fluctuations to VB in the rest of this Letter.
Quantum annealing variational Bayes inference.-Here, we formulate a quantum extension of VB. We first define the classical Hamiltonians by p Y,Σ|θ (Y obs , Σ|θ) and p θ pr (θ):
Next, we define operatorsσ i andθ whose eigenvalues are σ i and θ, respectively; that is,σ i andθ satisfyσ i |σ i = σ i |σ i andθ |θ = θ |θ , where |σ i and |θ are eigenstates ofσ i andθ, respectively. In this paper, we assumeσ i andθ are commutative with each other. Using the above definition of |σ i , we also define
and θ in Eqs. (5) and (6) by
andθ, respectively, whereÎ σi denotes the identity operator for the spaces spanned by |σ i . That is, we definê
To introduce quantum fluctuations to VB, we define a Gibbs operator that involves a noncommutative term: (10) for any i [32] . Here,Î θ represents the identity operator for the space spanned by |θ . This Gibbs operator, Eq. (9), involves two annealing parameters β and s, where, in terms of physics, β is regarded as the inverse temperature and s represents the strength of quantum fluctuations. Thus, when s = 0 and β = 1, we re-
Although we consider only the quantization of Σ, the quantization of θ is almost straightforward [33] . Using Eq. (9), we define a quantum extension of the KL divergence [34] by
where
Σ,θ denotes a density operator over Σ and θ that satisfies Tr Σ,θ ρ Σ,θ = 1. In particular, when β = 1, s = 0, andρ is diagonal, the quantum relative entropy, Eq. (11), reduces to the classical KL divergence, Eq. (1).
To derive the update equations, we repeat the almost same procedure of VB; that is, we employ the mean field approximationρ Σ,θ =ρ Σ ⊗ρ θ , whereρ Σ andρ θ represent the density operators for Σ and θ,respectively; then Eq. (11) can be reduced to [35]
Next, by setting the functional derivatives of Eq. (12) with respect to Σ ρ Σ Σ and θ ρ θ θ equal to 0 and solving forρ Σ andρ θ , we obtain the update equa- 
θ∈S θ dθ θ | · | θ , and t stands for the number of iterations. We mention that Tr Σ [·] and Tr θ [·] represent partial traces, and they yield operators on the spaces spanned by |θ and |Σ , respectively. We also note that the subscriptions t and t + 1 in the right-hand sides of Eqs. (13) and (14) depend on implementations of QAVB and the normalization factors of Eqs. (13) and (14) are determined by the condition of density operators
In QAVB, we iterate these two update equations changing the annealing parameters β and s until a termination condition is satisfied. In this algorithm, we obtain density operatorsρ (13) and (14) exactly reduces to the update equations of VB, Eqs. (3) and (4). Finally, we summarize this algorithm in Algo. 1.
Gaussian mixture models.-To see the performance of QAVB, we consider the estimation problem of the parameters and number of clusters of a GMM studied in Ref. [2, 5, 6] . The joint probability distribution of the GMM over an observable variable y i and a hidden variable σ i conditioned by a set of parameters θ is given by
where δ k,σi is the Kronecker delta function, {π k } K k=1
are the mixing coefficients for the GMM, and
) is a Gaussian distribution whose mean and precision, which is the inverse of covariance, are µ k and Λ k , respectively [37] . Here, we have assumed that each hidden variable σ i takes 1, . . . , K; that is,
To simplify the notation, we denote
, and {Λ k } K k=1 by π, µ, and Λ, respectively, and we refer by θ to {π, µ, Λ} collectively.
Taking the logarithm of Eq. (15), we define the Hamiltonian of the GMM for σ i with y = y 
where |σ i = 0 = |σ i = K and |σ i = K + 1 = |σ i = 1 . We note that the form ofĤ σi qu is not limited to the above definition and has arbitrariness in general.
Numerical setup and results.-We assess the performances of three algorithms: QAVB, VB, and SAVB. In this numerical simulation, we use the data set shown in Fig. 1(a) . The number of Gaussian mixtures of the generating model K gen is 10. The means and covaricances of Gaussians are depicted by green crosses and blue lines in Fig. 1(a) , respectively.
There are many candidates for annealing schedules; so, we limit ourselves to some annealing schedules as follows. Let β t and s t be β and s at the t-th iteration, respectively. For QAVB, we vary s t and β t as s t = s 0 × max(1 − t/τ QA1 , 0.0) and
respectively, where s 0 and β 0 are initial values of the annealing schedules, τ QA1 and τ QA2 specify the time scales of the annealing schedules, and max(x, y) gives the maximum of x and y. To visualize how T t := 1/β t and s t behave in the above annealing schedules, we illustrate them in Fig. 1(b) . The reason why we adopt the above annealing schedules will be discussed later. Note that QAVB with s 0 = 0 corresponds to SAVB and SAVB with β 0 = 1 is identical to VB. We show the numerical results of the three algorithms [39] . We set K = 15 hereafter. In Fig. 2(a) , we first compare QAVB and VB by plotting the estimated number of clusters and the posterior log-likelihood, which is given by
To draw Fig. 2(a) , we ran QAVB and VB 1000 times with randomized initialization. For QAVB, we set s 0 = 1.0, β 0 = 30.0, τ QA1 = 450, and τ QA2 = 500. Estimates with the same number of clusters and same posterior loglikelihood are plotted at the same point in Fig. 2(a) . To count trials with the same estimate, we represent them by error bars along the horizontal axis; thus long lines mean that they are frequently obtained in 1000 trials, while short lines mean that they are rarely obtained. Furthermore, the lengths of the error bars are normalized to ten for VB and unity for QAVB. Figure 2(a) shows that, while VB can never find it, all the trials of QAVB attain the best posterior log-likelihood. That is, the success ratio of QAVB is 100.0%. Next, we show the comparison between QAVB and SAVB in Fig. 2(b) . or SAVB, we adopt β t = 1 + (β 0 − 1) × max(1 − t/τ SA , 0.0), because Eq. (18) is not an effective one, and we set β 0 = 0.9 and τ SA = 500. The length of the error bars for SAVB is also normalized to ten as those for VB. Figure 2 (b) also shows that SAVB fails to find the best posterior log likelihood while QAVB finds it [40] . This numerical simulation shows the surprising superiority of QAVB against VB and SAVB, because only QAVB attains the best posterior log-likelihood. Furthermore, the computational cost of QAVB scales linearly against the number of data points N and thus QAVB works well even for large N .
Discussion.-Here, we intuitively discuss the reason why QAVB is superior to VB and SAVB. First, we consider the first iteration of QAVB in the numerical simulation. Then, we havê where |GS is the ground state ofĤ Here, we have assumed that β 0 is sufficiently large and ignored excited states in the approximation (21) . Next, let us turn our attention to the annealing schedules in the numerical simulation, which consists of two parts: 0 ≤ t ≤ τ QA1 and τ QA1 ≤ t ≤ τ QA2 . In the first part, we gradually decrease s to 0 at low temperature. The estimated stateρ In the second part, the temperature increases. In most cases, during the process to increase the temperature of a system, its state relaxes to a unique equilibrium state at β. We therefore expect that, during τ QA1 ≤ t ≤ τ QA2 , ρ (1). In the above discussion, we have used some non-trivial assumptions without proving them mathematically. Then, a rigorous discussion on the dynamics of QAVB is an issue in the future.
Conclusion.-We have presented QAVB by introducing quantum fluctuations into VB. After formulating QAVB, we have shown the numerical simulations, which suggest that QAVB is superior to VB and SAVB, and discussed its mechanism. We consider that our quantization approach for VB can be applied to other algorithms in machine learning and may yield considerable improvements on them. Thus, we believe that our approach opens the door to a new field spreading over physics and machine learning. θ pr . The reason is that, when β is large, a necessary condition of a conjugate prior distribution may be broken. In the case of a GMM, large β breaks a condition of the Wishart distribution, which is the conjugate prior distribution for the inverse of the covariance of a Gaussian function.
[33] An approach to quantize θ is just to addĤ [5, 6] , if the reader is not familiar with it.
[38] When we use the one-hot notation [5, 6] , we can construct an equivalent quantization scheme. 
Here, we do not provide the definitions of the three distributions. If the reader is not familiar with them, see Ref. [5, 6] . Furthermore, we set α 
