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Abstract
Using transient and stationary mathematical heat transfer models including heat conduction, radiation, and radio frequency (RF)
induction heating, we numerically investigate the time evolution of temperature gradients in axisymmetric growth apparatus during the
sublimation growth of silicon carbide (SiC) bulk single crystals by physical vapor transport (PVT) (modified Lely method). Temperature
gradients in the bulk and on the surface of the growing crystal can cause defects. Here, the evolution of these gradients is studied
numerically during the heating, growth, and cooling stages, varying the apparatus design, namely the amount of the source powder
charge as well as the size of the upper blind hole used for cooling of the seed. Our results show that a smaller upper blind hole can reduce
the temperature gradients both in the bulk and on the surface of the crystal without reducing the surface temperature itself.
r 2006 Elsevier B.V. All rights reserved.
PACS: 02.60.Cb; 81.10.Bk; 44.05.+e; 47.27.Te
Keywords: A1. Computer simulation; A1. Heat transfer; A2. Growth from vapor; A2. Single crystal growth; B2. Semiconducting silicon compounds
1. Introduction
Silicon carbide (SiC) is a wide-bandgap semiconductor
used in high-power and high-frequency industrial applica-
tions: SiC serves as substrate material for electronic and
optoelectronic devices such as MOSFETs, thyristors, blue
lasers, and sensors (see Ref. [1] for a recent account of
advances in SiC devices). Its chemical and thermal stability
make SiC an attractive material to be used in high-
temperature applications as well as in intensive-radiation
environments. For an economically viable industrial use of
SiC, growth techniques for large-diameter, low-defect SiC
boules must be available. Recent years have seen steady
improvement (see Ref. [2]) of size and quality of SiC single
crystals grown by sublimation via physical vapor transport
(PVT, also known as the modified Lely method, see e.g.
Refs. [3,4]). However, many problems remain, warranting
further research.
Typically, modern PVT growth systems consist of an
induction-heated graphite crucible containing polycrystal-
line SiC source powder and a single-crystalline SiC seed
(see Fig. 1). The source powder is placed in the hot zone of
the growth apparatus, whereas the seed crystal is cooled by
means of a blind hole, establishing a temperature difference
between source and seed. As the SiC source is kept at a
higher temperature than the cooled SiC seed, sublimation is
encouraged at the source and crystallization is encouraged
at the seed, causing the partial pressures of Si, Si2C, and
SiC2 to be higher in the neighborhood of the source and
lower in the neighborhood of the seed. As the system tries
to equalize the partial pressures, source material is
transported to the seed which grows into the reaction
chamber.
Controlling the temperature distribution in the growth
apparatus is essential for achieving a low-defect growth of
large SiC bulk single crystals. Temperature gradients and
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resulting thermal stresses in the SiC single crystal can cause
defects. Large temperature gradients in the bulk of the
crystal must therefore be avoided during all stages of the
process (heating, growth, cooling). Moreover, temperature
gradients on the growing crystal’s surface can lead to
defects being built into the crystal during growth, where
experimental evidence shows that growth on the seed
crystal can already occur during the heating phase [6]. For
experimental studies supporting the described relationships
between temperature gradients and defects in the as-grown
crystal see, e.g., Refs. [7–9]. However, owing to the high
temperatures, experimental verification of the correlation
between the design of the growth apparatus and the
temperature distribution inside the growth chamber is
extremely difficult and costly. In consequence, the devel-
opment of numerical models and software and their
application to PVT growth of SiC crystals has been an
active field of research in recent years, see, e.g., Refs.
[10–14] and references therein. While temperature fields in
SiC growth systems and their dependence on PVT
apparatus design have been the subject of many, both
transient and stationary, numerical studies (including the
above-quoted papers), the authors are not aware of a
transient numerical investigation of the temperature
gradient evolution including the heating and cooling
stages, even though, as described, reducing temperature
gradients during both heating and cooling as well as at
growth temperature is conducive to reducing crystal
defects. It is the goal of the present paper to numerically
simulate the evolution of the temperature field during the
heating phase, at growth temperature, and during the
cooling phase, assessing how varying the size of the upper
blind hole and the size of the source powder charge can be
used to reduce the temperature gradients.
The paper is organized as follows: In Section 2, we
describe the mathematical model for the heat transfer and
for the induction heating. The employed numerical
methods and the implementation tools are covered in
Section 3. We present our numerical experiments in Section
4, where the general setting is detailed in Section 4.1, and
numerical results analyzing the effect of the size of the
upper blind hole as well as the amount of the source
powder on the evolution of the temperature gradients in
the bulk and on the surface of the SiC seed crystal are
reported on and discussed in Section 4.2.
2. Modeling of heat transfer and induction heating
The numerical results of Section 4 below are based on
our previously published model of transient and stationary
heat transport in induction-heated PVT growth systems
(see Refs. [12,15] and references therein). For the conve-
nience of the reader, we briefly recall the scope and
assumptions of the model as well as the main governing
equations, interface, and boundary conditions. The heat
transport model includes conduction through solid materi-
als as well as through the gas phase as described, for the
transient case, by the heat equations
rmqtem þ div~qm ¼ f m, (1a)
~qm ¼ kmðTÞrT in Om, (1b)
where the index m refers to a material that can be either the
gas phase or a solid component of the growth apparatus,
rm denotes mass density, t denotes time, em denotes
internal energy, ~qm denotes heat flux, f m denotes power
density (per volume) caused in conducting materials due to
induction heating, km denotes thermal conductivity, T
denotes absolute temperature, and Om is the domain of
material m. The stationary heat transport model is
analogous, merely without the time-dependent term in
Eq. (1a). The transient model was used to compute the
time-dependent temperature fields during the heating and
cooling processes. The stationary model was used to
compute temperature fields at growth temperature for
different lengths of the SiC seed crystal as detailed in
Section 4.2. During both heating and cooling, the
temperature field is far from equilibrium, such that the
use of the transient model is essential. However, once
the field has reached a quasi-equilibrium, subsequent
changes are mainly due to the increasing length of the
crystal and the decreasing height of the source powder. The
rate of these changes is in the order of mm/h. Due to this
slow change, the use of the stationary model seems
justified, especially, as the use of the transient model
during this stage would mean frequent remeshing and




















Fig. 1. Setup of growth apparatus according to Ref. [5, Fig. 2].
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It is assumed that the gas phase is made up solely of
argon, which is a reasonable assumption for simulations of
the temperature distribution [16, Section 5]. Then, the
internal energy in the gas phase takes the form
egasðTÞ ¼ 3RT=ð2MArÞ, (2a)
R denoting the gas constant and MAr denoting the
molecular mass of argon. The internal energy of the solid




cmi ðSÞ dS, (2b)
where cmi denotes specific heat and T0 is a reference
temperature. The temperature is assumed to be continuous
throughout the apparatus. To formulate the interface
conditions for the heat flux, let b and b0 denote different
solid components of the growth apparatus. The normal
heat flux is assumed to be continuous on an interface gb;b0
between two solid opaque materials b and b0, i.e. the
interface condition is given by Eq. (3a). If the solid material
b is the semi-transparent SiC single crystal or on an
interface gb0;gas between the solid material b
0 and the gas
phase, one needs to account for radiosity R and for
irradiation J, resulting in interface conditions (3b) and (3c),
respectively.
~q½b ~n½b ¼ ~q½b0 ~n½b on gb;b0 , (3a)
~q½b ~n½b  Rþ J ¼ ~q½b0  ~n½b on gb;b0 , (3b)
~qgas ~ngas  Rþ J ¼ ~q½b ~ngas on gb;gas, (3c)
where ~n½b is the outer unit normal vector to the solid
material b, and ~ngas is the outer unit normal vector to the
gas phase. The radiative quantities R and J are modeled
using the net radiation method for diffuse-gray radiation as
described in Ref. [12, Section 2.5], where a band
approximation model is used to account for the semi-
transparency of the SiC single crystal. The growth
apparatus is considered in a black body environment (e.g.
a large isothermal room) radiating at room temperature
T room, such that outer boundaries emit according to the
Stefan–Boltzmann law:
~q½b ~n½b ¼ s½bðT4  T4roomÞ, (4)
where s ¼ 5:6696 108 W=m2K4 denotes the Boltzmann
radiation constant, and ½b denotes the (temperature-
dependent) emissivity of the surface. On outer boundaries
receiving radiation from other parts of the apparatus, i.e.
on the surfaces of the upper and lower blind hole, the
situation is more complicated. On such boundaries, as in
Eqs. (3b) and (3c), one has to account for radiosity R and
irradiation J, leading to the boundary condition
~q½b ~n½b  Rþ J ¼ 0, (5)
where, as before, the modeling of R and J is as described in
Ref. [12, Section 2.5]. For the two blind holes, we use black
body phantom closures (denoted by Gtop and Gbottom in
Fig. 1) which emit radiation at T room. We thereby allow for
radiative interactions between the open cavities and the
ambient environment, including reflections at the cavity
surfaces.
Induction heating causes eddy currents in the conducting
materials of the growth apparatus, resulting in the heat
sources f m of Eq. (1a) due to the Joule effect. Assuming
axisymmetry of all components of the growth system as
well as of all relevant physical quantities, and, furthermore,
assuming sinusoidal time dependence of the imposed
alternating voltage, the heat sources are computed via an
axisymmetric complex-valued magnetic scalar potential
that is determined as the solution of an elliptic partial
differential equation (see Ref. [12, Section 2.6]). To
prescribe the total heating power, we follow Ref. [17,
Section II], ensuring that the total current is the same in
each coil ring. The distribution of the heat sources is
redetermined in each time step of the transient problem for
the temperature evolution to account for temperature
dependence of the electrical conductivity.
All simulations presented in this article are performed
for an idealized growth apparatus, treating all solid
materials as homogeneous and pure, neglecting effects
such as the sintering of the SiC source powder, changes in
the porosity of the graphite, and Si accumulation in the
insulation.
3. Numerical methods and implementation
For the numerical computations presented in Section
4.2, i.e. for the stationary simulations of the magnetic
scalar potential as well as for the transient and stationary
temperature simulations, a finite volume method is used for
the spatial discretizations of the nonlinear partial differ-
ential equations that arise from the model described in
Section 2. An implicit Euler scheme provides the time
discretization of the temperature evolution equation; only
emissivity terms are evaluated explicitly, i.e. using the
temperature at the previous time step. The used scheme,
including the discretization of nonlocal terms stemming
from the modeling of diffuse-gray radiation, was pre-
viously described in Refs. [15,18]. The convergence of the
scheme has been verified numerically for stationary cases in
Refs. [19,20].
The finite volume discretization of the nonlocal radiation
terms involves the calculation of visibility and view factors.
The method used is based on Ref. [21] and is described in
Ref. [16, Section 4].
The discrete scheme was implemented as part of our
software WIAS-HiTNIHS1 which is based on the program
package pdelib [22]. In particular, pdelib uses the grid
generator Triangle [23] to produce constrained Delaunay
triangulations of the domains, and it uses the sparse matrix
solver PARDISO [24,25] to solve the linear system arising
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All numerical simulations presented in the following
were performed for the growth system [5, Fig. 2] displayed
in Fig. 1, consisting of a container having a radius of 8.4 cm
and a height of 25 cm placed inside of five hollow
rectangular-shaped copper induction rings. Using cylind-
rical coordinates ðr; zÞ, the upper rim of the induction coil is
located at z ¼ 14 cm, and its lower rim is located at
z ¼ 2:0 cm, i.e. 2 cm lower than the lower rim of the rest
of the apparatus (see Fig. 1). The geometric proportions of
the coil rings are provided in Fig. 2.
The material data used for the following numerical
experiments are precisely the data provided in the
appendices of Refs. [16,26,27], respectively. The angular
frequency used for the induction heating is o ¼ 2pf , where
f ¼ 10 kHz.
4.2. Transient numerical investigation of the temperature
gradients
We conduct four series of numerical experiments,
referred to as Experiments (a)–(d) in the following, varying
the amount of the source powder and the size of the upper
blind hole as will be explained in detail below. Each series
consists of two transient and five stationary simulations of
the temperature field in the growth apparatus: a transient
simulation of the heating phase; five stationary simulations
of the growth stage, where the length of the crystal is
increased successively; and a transient simulation of the
cooling phase.
Each transient simulation of the heating phase starts at
T room ¼ 293K. The average total power P is prescribed










where t0 ¼ 0:5 h, t1 ¼ 3:0 h, Pmin ¼ 2 kW, and
Pmax ¼ 7 kW. The same value for Pmax is then used for
each of the five stationary simulations, which we denote by
Dlc ¼ 0, 2.5, 5, 7.5, and 10mm, where Dlc is the amount of
crystal length that is assumed to be added during the
growth phase. At a growth rate of 1mm/h, the five
stationary simulations cover 10 h of growth. As SiC is
added to the seed crystal, the amount of source powder is
reduced. In a rough approximation, we assume that the
mass of SiC added to the crystal equals the mass of SiC by
which the source is diminished. Also assuming that the
height of the source is reduced homogeneously by Dlp,
using the mass densities rc ¼ 3140 kg=m3 and rp ¼
1700 kg=m3 for SiC crystal and source, respectively (see
Ref. [16]), as well as taking into account axisymmetry, one
obtains Dlp ¼ 0:4Dlc. The changes in crystal length and
powder height are depicted in the columns of Fig. 3. In
practice, material is exchanged between the SiC source and
the crucible walls, chemical reactions and phase transitions
result in density changes in the source and Dlp depends on
the radial coordinate. However, accounting for these
effects is beyond the scope of this article. The transient
simulations of the cooling stage use the result of the
corresponding stationary simulation with Dlc ¼ 10mm as
initial condition. Here, the linearly decreasing average total








where t2 ¼ 2:5 h and Pmax ¼ 7 kW.
As stated above, all three stages (heating, growth phase,
cooling) are simulated in each of the four numerical
experiments (a)–(d), varying the amount of the source
powder and the size of the upper blind hole: we consider
two different amounts of source powder, where the larger
amount is 5 times the smaller amount. We employ the
abbreviations powder ¼ 1 and powder ¼ 5 to indicate the
use of the small and large amount of source powder,
respectively. We consider two different sizes for the upper












Fig. 2. Geometric proportions of induction coil rings.
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referred to as hole ¼ 0, and the situation with the larger
hole being referred to as hole ¼ 1. The resulting different
apparatus designs used in the four experiments are depicted
in Fig. 3: we use powder ¼ 1, hole ¼ 1 in Experiment (a);
powder ¼ 5, hole ¼ 1 in Experiment (b); powder ¼ 1,
hole ¼ 0 in Experiment (c); and powder ¼ 5, hole ¼ 0 in
Experiment (d).
As described earlier, controlling the temperature gradi-
ent in the bulk and on the surface of the SiC single crystal is
of particular importance in order to avoid crystal defects in
the as-grown crystal, where large temperature gradients in
the bulk must be avoided throughout heating, growth, and
cooling, while the temperature on the seed’s surface should
be as homogeneous as possible once growth has been
initiated. In each of the considered apparatus designs, the
domain of the SiC seed crystal is the set
Oseed:¼fðr; y; zÞ : 0prp2 cm; 15:8 cm Dlcpzp16:4 cmg,
(8)
and the seed’s surface is the set





























Fig. 3. Apparatus designs for Experiments (a)–(d), where Dlc denotes the change in crystal length during the growth phase. Here, it is also assumed that
the powder height decreases by Dlp ¼ 0:4Dlc (cf. discussion in Section 4.2).
J. Geiser et al. / Journal of Crystal Growth 297 (2006) 20–3224
where, here and in the following, ðr; y; zÞ denote cylindrical
coordinates. The temperature where growth is initiated
depends on the SiC polytype to be grown, but growth is not
expected below 2000K [3,4,6]. Fig. 4 depicts, in Row (1),
the evolution of T seed for Experiments (a)–(d), where T seed
is the temperature on the seed’s surface S at ðr; zÞ ¼
ð0; 15:8 cm DlcÞ (cf. Fig. 1). Comparing the evolution of
T seed with the T seed ¼ 2000K line drawn in Row (1) of
Fig. 4, one concludes that growth does not occur during
the first 2 h of the heating process, and not after 3 h into the
cooling process. Fig. 4 shows that the evolution of T seed is
virtually identical for Experiments (a)–(d). Row (2) of
Fig. 4 provides information on the evolution of the
temperature difference between SiC source and seed
T source  T seed for Experiments (a)–(d), where T source is
the temperature on the source powder’s surface at ðr; zÞ ¼
ð0; 14:6 cm DlpÞ (cf. Fig. 1). It can be seen that the initial
phase is characterized by the temperature being higher at
the seed than at the source. However, as required for the
growth process, T source  T seed becomes positive well
before T seed becomes sufficiently large to initiate growth.
The initial sign change of T source  T seed is related to
radiative heat transfer in the SiC source and in the gas
phase becoming more effective with higher temperatures
(cf. discussion after Eq. (11) below). Even though Fig. 4(2)
shows noticeable differences between (b), (d) (for
powder ¼ 5) as compared to (a), (c) (powder ¼ 1) (the
sign change of T source  T seed occurs some 10min earlier
for Experiments (b), (d); and Experiments (b), (d) show a
spike of T source  T seed during cooling), they should not
have a significant influence on the growth process, as they
occur outside the T seed42000K range.
We now proceed to analyze our numerical results with
respect to the evolution of the temperature gradient both in
the domain of the bulk Oseed and on the surface S of the
SiC crystal. Due to cylindrical symmetry, the temperature
gradient is completely described by its radial and by its
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Fig. 4. Evolution of T seed and of T source  T seed for Experiments (a)–(d), where T seed is the temperature at ðr; zÞ ¼ ð0; 15:8 cm DlcÞ and T source is the
temperature at ðr; zÞ ¼ ð0; 14:6 cmÞ (cf. Fig. 1). Results of transient simulations for heating and cooling stages, results of 5 stationary simulations (linearly
interpolated) for each experiment for the growth stage.
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following, we will sometimes abuse notation and identify
Oseed and S with their respective two-dimensional images
under the projection ðr; y; zÞ7!ðr; zÞ. As the material
properties are discontinuous across the SiC seed crystal’s
boundary qOseed, rT can be discontinuous across qOseed as
well. Thus, on qOseed, we compute the value for rT on the
side of Oseed, i.e. on the side of the seed crystal, and, in
Oseed, we write rT seed instead of rT . In detail, for
ðr; zÞ 2 Oseed, we compute the following approximations:
rT seedðr; zÞ:¼




Tðr; zþ 1mmÞ  Tðr; z 1mmÞ
2mm

with the following modifications on the boundary:
qrT seedð0; zÞ:¼ðTð1mm; zÞ  Tð0; zÞÞ=1mm,
qrT seedð2 cm; zÞ:¼ðTð2 cm; zÞ  Tð1:9 cm; zÞÞ=1mm,
qzT seedðr; 15:8 cm DlcÞ:¼ðTðr; 15:9 cm DlcÞ
 Tðr; 15:8 cm DlcÞÞ=1mm,
qzT seedðr; 16:4 cmÞ:¼ðTðr; 16:4 cmÞ  Tðr; 16:3 cmÞÞ=1mm.
On each triangle of the mesh, the values for T are
computed via affine interpolation according to the values
at the vertices given by the discrete solution to the finite
volume scheme. Inside and within a neighborhood of the
SiC crystal’s domain Oseed, the grid was chosen sufficiently
fine such that the diameter of each triangle was less than
1mm.
In the bulk of the SiC crystal, defects due to thermal
stress will likely be generated at locations of maximal
thermal gradients, where the size of thermal gradients
can be measured by the Euclidian length jrT seedj:¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qrT2seed þ qzT2seed
q
. In Row (1) of Fig. 5, we portray the
evolution of the maximum norm of the temperature
gradient inside Oseed, i.e. of
krT seedkmax:¼maxfjrT seedðr; zÞj : ðr; zÞ 2 Oseedg. (10)
The precise values for six snapshots of krT seedkmax are
provided in Table 1. Fig. 5 also shows the location
ðrmax; zmaxÞ where the maximum occurs, namely the r-
coordinate in Row (2) and the z-coordinate in Row (3),
respectively. Numerically, we determine a triangle, where
jrT seedðr; zÞj is maximal, and we use the center of this
triangle as ðrmax; zmaxÞ. Row (3) of Fig. 5 shows that, for all
four experiments and throughout heating, growth, and
cooling, the maximum of the temperature gradient always
occurs close to the upper surface of the SiC crystal, where it
is attached to the graphite crucible. From Row (2), one can
see that the location of the maximum is consistently close
to the vertical boundary of the crystal, except for the
longest crystal lengths and during the initial cooling stage.
In the latter cases, the maximum is located near the
symmetry axis. Qualitatively, the maximum value of the
temperature gradient proceeds similarly for Experiments
(a)–(d): it increases steadily during the initial heating
process to some 10K/cm, reaching its maximum after 3 h,
i.e. at the time t1, where the heating power has reached its
maximum (cf. Eq. (6)). The value then becomes nearly
stationary at a value close to the maximum. While the
crystal length increases during the growth stage,
krT seedkmax decreases. There is a slight increase during
the initial cooling stage, but values stay well below the
maximum reached during heating. The value of the
maximum then decreases until, after 1.5–2.0 h of cooling,
the maximum is no longer attained near the symmetry axis,
but, once again, near the vertical boundary (see Row (2)).
At this location, the maximum increases until
t ¼ t2 ¼ 2:5 h, which is the time, where the heating power
has been reduced to zero (cf. Eq. (7)). For t4t2, the
maximum decays towards zero.
Quantitatively, Fig. 5, Row (1) and Table 1 display
noteworthy differences between the different experiments:
the maximal value of krT seedkmax reached during the
heating stage is some 2K/cm lower for Experiments (c) and
(d) ðhole ¼ 0Þ than for Experiments (a) and (b) ðhole ¼ 1Þ,
with the lowest value occurring in (c) (powder ¼ 1,
hole ¼ 0). After krT seedkmax has reached its maximum, it
remains some 2–3K/cm lower for Experiments (c) and (d)
as compared to (a) and (b) throughout the remainder of the
heating stage, all the growth stage, and the initial cooling
stage. After 1.5 h of cooling, krT seedkmax becomes almost
identical for all four cases, and the order changes to (a), (c),
(d), (b) (from low to high). However, as krT seedkmax is
overall higher during heating, the differences during the
heating stage can be expected to be more significant.
Figs. 6 and 7 depict the evolution of rT seedðr; zÞ
for ðr; zÞ ¼ ð0; 15:8 cm DlcÞ and for ðr; zÞ ¼ ð1:9 cm;
15:8 cm DlcÞ, respectively, where the radial component
is shown in the first row, the vertical component is shown
in the second row, and the angle fseed between rT seed and
the r ¼ 0 axis is shown in the third row. Moreover, the
precise values for four snapshots of rT seedðr; zÞ at ðr; zÞ ¼
ð0; 15:8 cm DlcÞ and at ðr; zÞ ¼ ð1:9 cm; 15:8 cm DlcÞ are
compiled in Table 2. Fig. 8 depicts the evolution of the L2-
norm of the radial temperature gradient on the seed’s











rjqrTðr; 15:8 cm DlcÞj2 dr
s
. ð11Þ
The results show some common patterns of heat field
evolution present in each of the four experiments as well as
differences caused by the design modifications. We will first
discuss the commonalities before considering the differ-
ences. In each experiment, the heat sources are mainly
concentrated close to the vertical surface of the graphite
crucible in the lower part of the apparatus, due to the low
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position of the induction coil rings (see Fig. 1). During the
initial phase of the heating process, i.e. while the apparatus
is still at low temperatures and radiation has little effect,
the thermal conductivities of the SiC source powder and of
the gas phase are very low as compared to those of the
graphite and of the SiC seed. Thus, originating in the lower
graphite part of the apparatus, upward flowing heat mainly
travels around the SiC powder and the gas phase, reaching
the SiC seed crystal from the upper right-hand graphite
region above the SiC seed. This situation is reflected in
Fig. 7, where both the radial and vertical components of

































































(stationary) Cooling Stage (transient)
Δlc [mm]t [h] t [h]
2 34 5
0 1 2 3 2.5 7.55 1 4
Δlc [mm]t [h] t [h]
2 34 5
0 1 2 3 2.5 7.55 1 4




















Fig. 5. Evolution of the max-norm of the length of the temperature gradient inside the SiC crystal in Row (1) together with the respective location
ðrmax; zmaxÞ, where the maximum occurs: Row (2) shows the r-coordinate and Row (3) shows the z-coordinate (see Eq. (10) and the succeeding discussion).
Results of transient simulations for heating and cooling stages, results of five stationary simulations (linear interpolation in Row (1), piecewise constant
interpolation in Rows (2) and (3)) for each experiment for the growth stage.
Table 1
Six snapshot values of the max-norm krT seedkmax (in K/cm) of the length
of the temperature gradient inside the SiC crystal for Experiments (a)–(d)
(Cf. (10) and Fig. 5, Row (1))
krT seedkmax (K/cm) (a) (b) (c) (d)
theating ¼ 3h 11.5 11.3 9.2 9.4
theating ¼ 6h  Dlc ¼ 0 10.9 10.4 7.9 7.9
Dlc ¼ 5mm 9.0 8.6 5.6 5.3
tcooling ¼ 0  Dlc ¼ 10mm 7.0 7.5 4.8 5.3
tcooling ¼ 2:5h 5.3 7.2 6.2 7.0
tcooling ¼ 5h 0.6 0.7 0.7 0.7
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the first 1.5 h, such that rT seed is initially pointing upward
and to the right (see Fig. 7(3)). The behavior of the radial
gradient qrT seed at ð0; 15:8 cmÞ is similar (Fig. 6(1)), but the
vertical gradient qzT seed at ð0; 15:8 cmÞ is always negative.
This can be explained by the insulating effect of the inner
gas phase in combination with the cooling effect of the
upper blind hole.
As the temperature in the apparatus continues to
increase, so does the radial gradient on the seed’s surface
S (Figs. 6(1), 7(1), 8, Table 2), as the heat continues to flow
from the outside to the inside of the apparatus. However,
as the radiative heat transfer through the gas phase and
through the SiC powder becomes more effective, both
domains become less thermally insulating, such that more
and more heat reaches S from the gas phase, resulting in
the decreasing vertical temperature gradients in Figs. 6(2)
and 7(2). In particular, after some 1.5 h, T source  T seed
becomes positive (Fig. 4(2)), the source becoming warmer
than the seed as is required for the growth process
(cf. discussion after Eq. (9)).
While the seed temperatures established at the end of the
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Fig. 6. Evolution of the temperature gradient rT seed ¼ ðqrT seed; qzT seedÞ inside the seed crystal, taken at the surface at ðr; zÞ ¼ ð0; 15:8 cm DlcÞ for
Experiments (a)–(d); fseed is the angle between rT seed and the r ¼ 0 axis. Results of transient simulations for heating and cooling stages, results of 5
stationary simulations (linearly interpolated) for each experiment for the growth stage.
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the qualitative evolutions of the considered temperature
gradients are quite close for each of the apparatus designs
(a)–(d) as discussed above, we now come to important
quantitative differences in the temperature gradient evolu-
tions. We continue to focus on rT seed on S (Figs. 6 and 7,
Table 2), i.e. on the temperature gradient inside the seed
crystal close to the surface where growth is supposed to
occur. It is reiterated that the goal is to keep rT seed low to
avoid defects due to thermal stress during growth. As
explained after Eq. (9), Fig. 4(1) shows that growth does
not occur during the first 2 h of the heating process. Thus,
we consider t42 h in the following discussion.
Comparing Figs. 6(1), (2), 7(1), (2), and evaluating the
upper part of Table 2, one finds that, at t ¼ 2:5 h, the radial
gradient on S far from the axis (jqrT seedð1:9 cm; 15:8 cmÞj,
Fig. 7(1)) has the largest absolute values, namely 0.6–0.7K/
cm, while jqrT seedð0; 15:8 cmÞj, jqzT seedð0; 15:8 cmÞj,
jqzT seedð1:9 cm; 15:8 cmÞj are all below 0.3K/cm. By
t ¼ 6 h, the values for jqrT seedð1:9 cm; 15:8 cmÞj have
increased to 0.98–1.23K/cm. For the experiments with
the smaller hole, (c), (d), the value is some 0.2K/cm lower
than for the experiments with the larger hole (a), (b). The
size of the powder charge has a much smaller influence on
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Fig. 7. Evolution of the temperature gradient rT seed ¼ ðqrT seed; qzT seedÞ inside the seed crystal, taken at the surface at ðr; zÞ ¼ ð1:9 cm; 15:8 cm DlcÞ for
Experiments (a)–(d); fseed is the angle between rT seed and the r ¼ 0 axis. Results of transient simulations for heating and cooling stages, results of 5
stationary simulations (linearly interpolated) for each experiment for the growth stage.
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temperatures, the size of rT seed on S depends more on the
size of the upper blind hole than on the size of the powder
charge, can also be observed in Figs. 6(1) and (2) as well as
in Table 2. In each case, the gradients are found to be
smaller for the smaller blind hole, which is also confirmed
in Fig. 8, where the radial gradient is integrated over the
entire surface S. In each case, the smallest value is found
for (c) (powder ¼ 1; hole ¼ 0). Since the upper blind hole
is in much closer proximity to the seed crystal than to
the source powder charge, during the heating process,
it is not unexpected that its size has a stronger effect on
the temperature gradients at S. The dominance of
jqrT seedð1:9 cm; 15:8 cm DlcÞj over the other three values
remains true throughout the heating process as well as the
growth stage. However, note from Fig. 6(2) and from the
lower part of Table 2 that, in Experiment (a)
ðpowder ¼ 1; hole ¼ 1Þ, jqzT seedð0; 15:8 cmÞj comes close
to 1K/cm for t44 h, thereby being significantly larger than
for the other three experiments.
During the growth stage, jqrT seedð1:9 cm; 15:8 cm DlcÞj
decreases by some 0.45K/cm for (a), (b) and by some
0.3K/cm for (c), (d). However, the advantage of lower
gradients for the experiments with the smaller hole, (c), (d),
persists, albeit, less prominent. Figs. 6(1), (2) and 7(2) show
that, during the growth stage, jqrT seedð0; 15:8 cm DlcÞj
decrease, jqzT seedð0; 15:8 cm DlcÞj increase, and
jqzT seedð1:9 cm, 15:8 cm DlcÞj decrease, where the detailed
behavior depends on the apparatus designs of Experiments
(a)–(d). During all stages of the growth process as well as
for all experiments, these values are at least 0.2K/cm below
jqrT seedð1:9 cm; 15:8 cm DlcÞj. During the cooling stage,
growth diminishes, and rT seed on S is less significant,
especially, as Figs. 6(1), (2) and 7(1),(2) show that rT seed
on S continues to decrease in all cases, remaining at least
an order of magnitude below krT seedkmax (cf. Fig. 5).
Summarizing the above findings, we note that, for
t42:5 h and throughout the growth stage, the size of
rT seed at S is consistently smaller for the hole ¼ 0
experiments (c), (d), with a slight advantage for (c), i.e.
powder ¼ 1. Moreover, we found that, in all considered
cases, the maximal size of rT seed on S is determined by
jqrT seedð1:9 cm; 15:8 cm DlcÞj. This is in agreement with
the results of Refs. [7,8], where the quality of as-grown
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Table 2
Four snapshot values of the temperature gradient rT seed ¼
ðqrT seed; qzT seedÞ inside the seed crystal, taken at the surface at ðr; zÞ ¼
ð0; 15:8 cm DlcÞ and at ðr; zÞ ¼ ð1:9 cm; 15:8 cm DlcÞ for Experiments
(a)–(d)
Exp. (a) (b) (c) (d)
theating ¼ 2:5h
qrT seedð0; 15:8 cmÞðK=cmÞ 0.11 0.13 0.11 0.11
qzT seedð0; 15:8 cmÞðK=cmÞ 0.28 0.25 0.18 0.21
qrT seedð1:9 cm; 15:8 cmÞðK=cmÞ 0.65 0.68 0.60 0.64
qzT seedð1:9 cm; 15:8 cmÞðK=cmÞ 0.14 0.11 0.08 0.05
Exp.
theating ¼ 6h  Dlc ¼ 0 (a) (b) (c) (d)
qrT seedð0; 15:8 cmÞðK=cmÞ 0.22 0.24 0.15 0.16
qzT seedð0; 15:8 cmÞðK=cmÞ 0.97 0.74 0.54 0.54
qrT seedð1:9 cm; 15:8 cmÞðK=cmÞ 1.23 1.22 0.98 1.00
qzT seedð1:9 cm; 15:8 cmÞðK=cmÞ 0.11 0.13 0.25 0.28
Exp.
Dlc ¼ 5mm (a) (b) (c) (d)
qrT seedð0; 15:8 cm DlcÞðK=cmÞ 0.11 0.11 0.11 0.12
qzT seedð0; 15:8 cm DlcÞðK=cmÞ 0.58 0.58 0.43 0.43
qrT seedð1:9 cm; 15:8 cm DlcÞðK=cmÞ 0.83 0.84 0.74 0.75
qzT seedð1:9 cm; 15:8 cm DlcÞðK=cmÞ 0.35 0.36 0.39 0.43
Exp.
Dlc ¼ 10mm (a) (b) (c) (d)
qrT seedð0; 15:8 cm DlcÞðK=cmÞ 0.07 0.09 0.06 0.07
qzT seedð0; 15:8 cm DlcÞðK=cmÞ 0.38 0.40 0.33 0.34
qrT seedð1:9 cm; 15:8 cm DlcÞðK=cmÞ 0.77 0.79 0.70 0.72































Fig. 8. Evolution of the L2-norm of the radial temperature gradient qrT on the seed’s surface S (see Eq. (11)) for Experiments (a)–(d). Results of transient
simulations for heating and cooling stages, results of five stationary simulations (linearly interpolated) for each experiment for the growth stage.
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crystals was found to be improved by reducing the radial
temperature gradients. However, we also point out that the
radial temperature gradient on S was always less than
1.3K/cm during all our simulations, and, thus, lower than
the 2K/cm that resulted in good-quality crystals according
to Ref. [7].
5. Conclusions
Based on transient and stationary heat transfer models
implemented in the software WIAS-HiTNIHS, the evolu-
tion of temperature fields was simulated for four different
axisymmetric setups of PVT growth systems, varying the
size of the upper blind hole and the amount of the source
powder charge. Transient simulations of the heating and
cooling stages were complemented by stationary simula-
tions of the growth stage. The temperature gradients were
monitored in the bulk and on the growth surface of the SiC
seed crystal, where they are closely related to the quality of
the as-grown crystal. In the bulk, the maximum of the
temperature gradient was always established after some 3 h
into the heating process at some 10K/cm, decreasing
during the growth stage, and remaining lower during
cooling. The maximal temperature gradient in the bulk was
always found close to the upper surface of the SiC crystal,
where it is attached to the graphite crucible. For the
experiments with the smaller blind hole, the maximal value
of the temperature gradient in the bulk was some 2K/cm
smaller throughout the later heating stage, all the growth
stage, and the initial cooling stage. The temperature
gradients on the seed’s growth surface were also found to
increase with time and temperature during heating, then to
decrease during growth and cooling. Their maximal size
was determined by the radial gradients far from the
symmetry axis. These gradients were some 0.3K/cm
smaller for the smaller blind hole. The size of the gradients
was found to depend much less on the size of the powder
charge, but being slightly smaller for the smaller amount of
source powder. The seed temperature established at the end
of the heating process and throughout the growth stage did
not vary significantly with the considered different designs.
This fact is especially noteworthy in the light of Ref. [14],
where temperature-constrained stationary numerical opti-
mizations showed that low radial temperature gradients
can be achieved by reducing the crystal’s temperature.
However, as the growth process requires one to keep the
seed crystal above a certain temperature, adjusting the size
of the upper blind hole can furnish a useful alternative for
further reduction of the radial temperature gradients.
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