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Abstract. This paper targets the automated extraction of components of argumen-
tative information and their relations from natural language text. Moreover, we ad-
dress a current lack of systems to provide complete argumentative structure from
arbitrary natural language text for general usage. We present an argument mining
pipeline as a universally applicable approach for transforming German and English
language texts to graph-based argument representations. We also introduce new
methods for evaluating the results based on existing benchmark argument struc-
tures. Our results show that the generated argument graphs can be beneficial to de-
tect new connections between different statements of an argumentative text. Our
pipeline implementation is publicly available on GitHub.
Keywords. computational argumentation, argument mining, argument graph
construction, argument graph metrics
1. Introduction
Argumentation plays an integral role in many aspects of daily human interaction. Its in-
fluence can be observed in different areas ranging from organizational decision-making
to investigative journalism. People use arguments to form opinions, discuss ideas or
change the views of others. Many resources dealing with argumentation are available,
but the content is mostly unstructured. Due to the current capabilities of modern compu-
tation devices, Computational Argumentation (CA) is a field of increasing interest which
is heavily investigated in the context of Natural Language Processing (NLP). The Re-
CAP project [1] targets the realization of an Argumentation Machine [2] that primarily
operates on the knowledge level by enabling argument-based reasoning. Novel methods
are developed that capture arguments in a robust and scalable manner and make argu-
ment information available to decision makers, journalists and researchers through con-
textualization, representation, and aggregation of argumentation.
While previous work [3,4,5,6] has focused more on individual tasks such as claim
detection [7,8], this paper targets the automated extraction of components of argumenta-
tive information and their relations from natural language text. We address a gap in the
field of argument mining where end-to-end pipelines that generate complex argument
structures for CA are not prevalent. We present an argument mining pipeline that pro-
vides an universally applicable approach for transforming German and English language
texts to graph-based representations [9], which can then be used to examine the argumen-
tative structure both computationally and graphically. We also introduce new methods
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Not all practices and approaches may
have been proven in clinical trials,
so it makes no sense that health
insurance companies should natu-
rally cover alternative medical treat-
ments.
(a) ADUs where the claim is bold
and the premise underlined.
=⇒
Health insurance companies should
naturally cover alternative medical
treatments.
Not all practices and approaches
that are lumped together under this
term may have been proven in
clinical trials,
Default Conflict
Besides many general practitioners
offer such counselling and
treatments in parallel anyway.
Default Inference
(b) Resulting argument graph with
highlighted major claim.
Figure 1. Example of ADUs (a) and the corresponding argument graph (b).
for evaluating the results based on existing benchmark argument structures and present a
new argument graph dataset, which can be shared on request from the authors.
Next, Section 2 serves with necessary foundations to perform argument mining of
graph structures and highlight relevant work in the field of CA. Section 3 describes our
proposed pipeline, while Section 4 is concerned with a systematic evaluation. Section 5
concludes the paper and provides an outlook to further research in this field.
2. Foundations and Related Work
Argumentation, in a formal way, is described as a set of arguments in texts. An argu-
ment consists of a claim and at least one premise. A claim, which represents a contro-
versial statement, can either be supported or attacked by one or multiple premises, which
provide the actual evidence to a claim. Further, the major claim is defined as the claim
that describes the key concept in an argumentative text [4]. Major claims, claims and
premises are considered Argumentative Discourse Units (ADUs) and represent the com-
ponents of argumentation [4]. Additionally, we can represent the stance between two
ADUs as a supporting or attacking directed relation. An argument graph describes a
structured representation of argumentative text [10]. We use a variant of the well-known
Argument Interchange Format (AIF) [11], extended to support the explicit annotation of
a major claim M [12]. Claims, premises and the major claim are represented as infor-
mation nodes (I-nodes) while relations between them are represented by scheme nodes
(S-nodes). The set of nodes V = I∪S is composed of I- and S-nodes. The supporting or
attacking relations are encoded in a set of edges E ⊆ V ×V . Based on this, we define
an argument graph G as the triple G = (V,E,M). To illustrate the connection between
ADUs in a text and I-nodes in a graph, Figure 1 visualizes a potential argument mining
result where natural language text (a) was transformed into an argument graph (b).
We aim at addressing the research gap of a general-use end-to-end pipeline for the
German and English languages by following and extending the approaches of related
work in the field of argumentation. Cabrio and Villata [13] propose argumentation min-
ing from a data-driven perspective in a survey. They further define the central stages of
an argument mining framework: argument extraction and relation prediction. Stab and
Gurevych [4] present an approach for identifying ADUs in persuasive essays with fur-
ther classification into major claim, claims and premises through a multiclass classifier
which was trained on a set of structural, lexical, syntactic and contextual features [8,7,5].
Goudas et al. [6], Wachsmuth et al. [14], and Stab et al. [15] simplified the segmentation
of natural language text into ADUs by considering textual boundaries on the sentence
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level. Argument extraction is the prerequisite for the following central stage of relation
prediction. Many researchers formulate a binary classification problem to distinguish be-
tween supporting and attacking relations, which reduces the inherent complexity of the
task [16]. The predicted relations are then used to construct an argument graph from
the extracted ADUs [13]. To the best of our knowledge, only Stab and Gurevych [4]
addressed a method to link claims with premises within the same paragraph in an ar-
gumentative text. Nguyen and Litman [17] developed an argument mining system for
the purpose of automated essay scoring. Here, a full pipeline was introduced including
the identification of relevant ADUs, the classification of ADUs into major claim, claims
and premises as well as the classification of relations between these ADUs. This system
provides a complete but specialized end-to-end argument mining system only for the
application on the persuasive essay domain.
For training and evaluating argument mining methods, there exists a diverse se-
lection of corpora. Stab et al. [18,19] provide a corpus with 402 annotated persuasive
essays—in the following called PE. Each ADU is labeled with “Premise”, “Claim”, or
“Major Claim” and relationships between them are defined. It consists of 5,740 I-nodes,
5,338 S-nodes and 10,676 edges. Another corpus has been developed by the ReCAP
project [20], consisting of 100 argument graphs. The original texts dealing with edu-
cational issues in Germany are very diverse, ranging from press releases to newspaper
articles. There are 2,533 I-nodes, 2,281 S-nodes and 4,838 edges available.
3. Argument Mining Pipeline
The pipeline introduced by Nguyen and Litman [17] is used as the basis of our pro-
posed architecture and extended by a novel graph construction process. Our pipeline is
designed in a modular way where each step describes an individual and interchangeable
module. We start by addressing (1) argument extraction where input text is segmented
and potential argumentative units are identified. Afterwards, task of (2) relationship type
classification is considered, where extracted units are classified to determine their stance.
After (3) detecting the major claim, (4) an argument graph is constructed.
3.1. Argument Extraction
As a first step, the input text is segmented into sentences [4,20]. Then, multiple types of
features are extracted, derived from Stab and Gurevych [18] as well as Lippi et al. [21],
depicted in Table 1. The basis of the entire approach is the correct identification of
ADUs. Based on these features, the sentences are classified into argumentative and non-
argumentative units. The ADUs are then further categorized into claims and premises
using a separate classifier.
3.2. Relationship Type Classification
To be able to construct an argument graph from a natural language text it is necessary
to consider the task of textual entailment. Here, we assign the relation type between the
identified ADUs [22]. The direction of the inference is only considered from premise to
claim. Due to the complexity of considering a multi-class stance problem and the lack
of training data of more sophisticated argument schemes (e.g., Walton et al. [23]), we
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Table 1. Linguistic features extracted during preprocessing.
Category Features
Structural Punctuation, sentence length and position.
Indicators Claim-premise and first-person indicators.
Syntactic Depth of constituency parse trees, presence of modal verbs, number of
grammatical productions in the parse tree.
Embeddings GloVe sentence embeddings (arithmetic mean of its word vectors).
only train a model to classify attacking and supporting relations. Embeddings are used
as the only feature for this task to focus on semantic information. Based on the model’s
metadata, we detect indifferent results (i.e., results having a classification probability
below a configurable threshold). In this case, the type support is used.
3.3. Major Claim Detection
A very crucial step in the graph generation is locating the major claim. To the best of our
knowledge there are neither pre-trained models nor sufficient training data available, as
each text usually has only one major claim, regardless of its length. This makes machine
learning-based approaches infeasible. The classifier provided by Stab et al. [4] is not
usable as it condenses all classification steps into a single model, which does not fit our
proposed pipeline. Thus, three different heuristics are available:
First Here, the first claim based on the text position is chosen as the major claim. This
is done due to usual text structures where the main argument is often referred to in the
introduction or headline (e.g., Dumani et al. [20] report that 58 of 100 major claims occur
in the first quarter of the text).
Centroid When treating the major claim as the core proposition of the text, we can
assume that it should be very similar to all ADUs. Thus, we can compute the centroid
of all embeddings to estimate the core message. The major claim is then defined as the
ADU with the highest cosine similarity to the centroid.
Pairwise The cross product of all embeddings of the ADUs is used to compute pair-
wise cosine similarity scores. The major claim is defined as having the highest average
similarity to all other ADUs. The rational for this technique is similar to CENTROID.
Probability Again, a cross product of all ADUs is computed. Based on the relationship
classification (see Section 3.2), the major claim is defined as having the highest average
classification probability (except for neutral results). In other words, we select the ADU
where the model shows the highest certainty in all of its predicted relations.
3.4. Graph Construction
Having obtained all necessary argumentative information, we can now construct the
graph. To the best of our knowledge, there is no automatic procedure that links ADUs to
complex graphs. We propose three algorithms to address this task. In all cases, the ADUs
are used as I-nodes and the S-nodes between them are derived from the relationship type
classification. As a simplification, the major claim is always set as the root.
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Flat Tree Our baseline approach is to connect all ADUs as I-nodes to the major claim
using the predicted S-nodes, resulting in a two-layer graph. While not suitable for com-
plex texts, it may still provide sufficient results for smaller ones or single arguments.
ADU Position This technique makes use of typical argument compositions. We assume
that premises belonging to a claim are contained in the same paragraph and thus posi-
tioned in close proximity of the claim in the original text [4]. In the first step, all claim
I-nodes are connected to the major claim using the respective S-nodes. Then, each a
premise I-node is connected to the nearest claim via an S-node. If no claim is detected,
all premise I-nodes are connected directly to the major claim via S-nodes. The resulting
graph consists of at least two and at most three layers.
Pairwise Comparison This method leverages the class probabilities of the relationship
type classification. The basic idea is to draw an edge between ADUs whose relation
probability is above a certain threshold. First of all, tuples of ADUs (a,b) are computed
such that b has the highest relation probability among all possible connections of a. If
multiple ADUs reach the same maximal value, the first one is chosen. Then, a config-
urable lower bound (in our case 0.98) below this maximal probability is defined. Each
ADU that is related to the major claim with a score above the lower bound is connected
as an I-node via a corresponding S-node. If the major claim has no connections after this
step, the ADU that first occurs in the text is used an an I-node and connected to the major
claim. Then, the remaining ADUs are connected iteratively (via S-nodes) to the I-node
where their score is above the lower bound. If there remain ADUs not used after a certain
amount of repetitions, they are connected to the major claim using a support S-node.
4. Experimental Evaluation
In this section we evaluate our end-to-end approach by assessing the resulting argument
graph structures. Moreover, we compare the correspondence of our automatically gener-
ated graph to a given benchmark graph.
4.1. Hypotheses
The following hypotheses, covering all aspects of the pipeline, will be tested in our eval-
uation. H1 Using sentences as an argumentative unit yields a robust approximation of the
manually segmented ADUs. H2 Selecting the major claim using FIRST will result in the
best results as it reflects common argumentation patterns. H3 Using a threshold for the
relationship type classification (i.e., a value above 0.5) will perform best as supporting
arguments occur more often than attacking ones. H4 Using ADU POSITION to construct
graphs will result in the best approximation of the benchmark data due to the use of the
claim-premise information. H5 Providing the pipeline with predefined ADUs will result
in graphs that better reflect the human annotation than end-to-end graphs.
4.2. Experimental Setup and Datasets
The implementation has been done in Python and is available on GitHub1. The software
is able to produce and evaluate two independent graphs: (1) An end-to-end procedure
1https://github.com/ReCAP-UTR/Argument-Graph-Mining, licensed under Apache 2.0.
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that generates an argument graph by processing free-form text, and (2) a procedure that
uses ADUs from the benchmark data directly, skipping the sentence segmentation, ADU
classification and major claim detection. Three datasets are used for the evaluation: Re-
CAP, PE (see Section 2) and a new one created for our tasks. The ReCAP corpus contains
fragments such as headlines and metadata that were removed manually from the input
files. We are using two version of the PE dataset. PE17 is based on Stab et al. [18], con-
verted to our AIF-based graph format. The length of the ADUs differs greatly and is not
in line with our sentence-based segmentation. PE18 is based on Eger et al. [19] and was
transformed by us from word- to sentence-based labels to conform to our segmentation
approach. A major difference is that PE17 has information about relations between ADUs
(i.e., is available as argument graphs), while PE18 only provides the ADUs themselves.
We also explored the open discourse platform Kialo2 due to the availability of much
larger argument graphs (i.e., having more nodes/edges). We limited the vast amount of
potential debates to the 589 ones in the popular collection (as of Jan. 2020), consisting of
190,269 I-nodes, 189,680 S-nodes and 379,360 edges. The data is available in English
on request from the authors and has been translated to German via DeepL3.
4.3. Classification Models
Having detailed the basic evaluation setup, we need to train the models for the ADU,
claim-premise and relationship type classifiers. As classification model for the ADU and
claim - premise classification we chose an ensemble stacking method build from a layer
of a logistic regression, random forest and adaptive boosted decision tree [24] as they
were shown to perform well for those specific tasks [25]. The first layer of classifiers adds
their predictions as feature to the input features and passes them on to the final estimator
which provides the output prediction. For the output layer we chose a extreme gradient
boosted random forest [26]. The ADU model was trained using the PE18 and ReCAP
datasets in their respective native languages (i.e., German for ReCAP and English for
PE18). The native languages were used to mitigate eventual translation errors. The claim-
premise classifier was trained using the PE18 dataset for both languages as it is the only
one that differentiates between claims and premises while also using sentences as units.
To eliminate biases, a 90/10 train/test split has been performed before training, other
ratios were rejected because of the small size of the ReCAP corpus. The models were
trained through a 5-fold stratified cross-validation on the training set and tuned through
a random search. The reported values are results from a single evaluation on the test set.
We observed that the ADU classification reached highly varying results between the
two datasets. We assume that the limited quantity of training data in the ReCAP dataset
is the main reason for the variation. On the more than four times larger essay data we ob-
tained an accuracy score of 0.80 which yields a strong indication of the model’s general-
ization ability. The claim-premise classification unfortunately did not meet expectations
on neither the persuasive essays nor on the ReCAP data. We explain the difference in
predictive power on both datasets due to the fact that the structure of the ReCAP dataset
is too dissimilar to the PE18 dataset on which the models are trained on. In Table 2 we
report accuracy A, precision P, recall R and F1 values for the used models.
2https://www.kialo.com
3https://www.deepl.com
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Table 2. Results of the ADU and claim-premise classification models.
(a) ADU model.
Language A P R F1
English (PE18) 0.80 0.80 1.0 0.89
German (ReCAP) 0.54 0.52 0.66 0.58
(b) Claim-premise model.
Language A P R F1
English (PE18) 0.52 0.52 0.68 0.59
German (PE18) 0.76 0.73 0.13 0.22
Table 3. Accuracy of the relation type classification models.
Language LG KNN RF XGB
English (Kialo) 0.6717 0.6005 0.6530 0.6783
German (Kialo) 0.6638 0.5851 0.6446 0.6677
The training of the relationship type model has been performed using the Kialo
dataset due to the large number of available relations. The data was transformed into
triples x,y,z with x, z being I-nodes y being the S-node connected via edges to them. We
used models of type logistic regression (LG), k-nearest neighbors (KNN), random forest
(RF) and gradient boosting (XGB) for the German and English languages. The triples
were split into 70% training and 30% testing data and achieved the results reported in
Table 3. XGB achieved the highest accuracy for both languages.
4.4. Argument Graph Metrics
To assess the quality of the entire pipeline as well as its individual steps, multiple metrics
are needed. We are not aware of existing measures that enable the verification of our
hypotheses, thus the following section introduces a novel approach. For each element in
the benchmark graph (i.e., I-nodes, S-nodes, major claim and edges), the corresponding
item in the generated graph is determined to compute an agreement.
To compare the ADU segmentation, we need a mapping between the I-nodes of
the benchmark graph Gb and the generated graph Gg. It is based on the Levenshtein
distance [27] dist(ub,vg) between the benchmark I-node ub and the generated I-node vg
and the derived similarity sim(ub,vg) = 1− (dist(ub,vv)/max{|ub|, |vg|}). The mapping
m : ub 7→ vg assigns each I-node of the benchmark graph an I-node of the generated
graph s.t. their similarity is higher than any other combination of I-nodes. A node in the
generated graph cannot be mapped to more than one node in the benchmark graph. In the
case that two generated nodes have the same similarity to the benchmark node, the first
one is selected. If the ADU segmentation between the benchmark and generated graph
differs (e.g., two sentences per ADU in the benchmark and one in the generated graph),
the benchmark node is mapped to the generated node having the highest similarity while
ignoring the other nodes. The I-nodes agreementI is defined by the weighted arithmetic
mean of the similarity between the benchmark I-nodes and their respective mappings.
The major claim agreementM is specified as a binary metric that is 1 if the major claims
are mapped or there is none defined in the benchmark and 0 otherwise.
For the evaluation of S-nodes, we need to consider the surrounding I-nodes, because
S-nodes do not contain textual content that could be used for similarity assessments. We
compute all combinations of connections of the benchmark S-node in(ub)×out(ub) and
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determine individual tuples based on their respective mappings as (m(in),m(out)). Using
this information, it is possible to compare the benchmark S-node with the information
provided by the relationship type classification. The S-node agreementS is then defined
as the number of correctly classified relationships divided by the total number of tuples.
As a last step, the edges need to be considered as well. As they do not contain textual
information, we look at the triple (x,y,z) where x and z represent I-nodes and y an S-
node. Thus, we always look at two edges at a time. The two edges in the benchmark
graph are mapped to their counterparts in the generated graph if they connect the same
I-nodes (as determined by the mapping m). The direction of the edges is not relevant for
this metric. The S-node y is ignored deliberately to mitigate potential errors during earlier
tasks. The edges agreement E is then determined by dividing the number of mapped
edges by the total number of available edges. This metric has to be treated with caution,
because the generation of argument graphs is highly subjective. Even when done by
trained professionals, the inter-annotator agreement is relatively low [20].
Lastly, the computation time T is measured4. We ignore the program initialization
(i.e., loading data from disk to memory) and only consider the relevant processing time.
4.5. Results and Discussion
We will now present the evaluation of the pipeline using the test splits of the ReCAP
dataset in German and both PE corpora in English. After an analysis of the aggregated
scores, an exemplary case will be discussed for each corpus. The ReCAP corpus con-
tains heterogeneous sets of text structures—ranging from newspaper articles to political
proposals—which may cause worse results compared to the more uniform PE datasets.
4.5.1. German ReCAP Corpus
The test set for the ReCAP corpus contains ten texts with benchmark graphs. We get an
I-node agreement I = 0.461 for all possible combinations of parameters. An in-depth
look reveals that in most cases, there were fewer, but larger ADUs in the generated graph
compared to the benchmark. This stands in contrast to the fact that the average ADU
length in the ReCAP corpus is 1.1, indicating mismatches in the definition of a sentence,
for example due to punctuation. It also contradicts H1. Table 4a shows the results of the
three major claim detection approaches. They are very similar, differing only in one case
(as we have exactly one major claim per text). The two best methods CENTROID and
PAIRWISE predicted exactly the same major claims. As FIRST performed worst here, H2
might be rejected. All thresholds for the relationship type classification are depicted in
Table 4b. The best result can be obtained using 1.0 (i.e., the classifier always predicts sup-
port), which means that almost all of the relations in the benchmarks are of the type sup-
port. With such a skewed distribution, this corpus may not be suitable to assess H3, thus
we will postpone it to PE. When comparing end-to-end with preset ADUs, we observe
that the latter one delivers slightly worse performance with all thresholds above 0.6. This
could be caused by the smaller preset ADUs which provide less contextual information
for the classifier. This stands in slight contrast to H5. Lastly, Table 4c shows the three
graph construction methods. As the scores depend on the major claim method, we used
the best approach (i.e., CENTROID/PAIRWISE) for the end-to-end graph. The algorithm
4On a 2019 MacBook Pro with a 2.3 GHz 8-core processor
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Table 4. Aggregated results of the evaluation using the ReCAP corpus.
(a) Major claim meth-
ods.
Method M
CENTROID .200
FIRST .100
PAIRWISE .200
PROBABILITY .100
(b) Relationship type thresholds.
Threshold Se2e Spreset
0.5 .460 .514
0.6 .609 .699
0.7 .845 .792
0.8 .910 .884
0.9 .927 .898
1.0 .937 .902
(c) Graph construction methods
(centroid major claim for end-to-
end graph).
Method Ee2e Epreset
ADU POSITION .064 .166
FLAT TREE .095 .449
PAIRWISE COMP. .054 .296
Wir fordern deshalb bereits seit
Langem, dass in Hamburgs Unterricht
und Prüfungen der Fokus wieder auf
mehr Anspruch und Qualität gelegt
wird."
Noten gefährden Zukunftschancen der
Schüler Anlässlich der Forderung des
Philologenverbands nach strengeren
Bewertungen von Abiturienten
Default Inference
erklärt die Vorsitzende und
bildungspolitische Sprecherin der
FDP Bürgerschaftsfraktion, Anna von
Treuenfels Frowein:
Default Inference
Der erneute Weckruf des
Philologenverbands ist alarmierend:
Default Conflict
Weichgespülte Prüfungen und
Bestnoten für Alle bereiten Schüler
nicht aufs Leben vor.
Default Inference
Spätestens beim Einstieg in den
Beruf oder bei Beginn des Studiums
werden die unverschuldeten
Wissensdezite offensichtlich.
Default Inference
Die kontinuierliche Absenkung von
Anspruch und Qualität der
Schulbildung gefährdet die
Zukunftschancen junger Menschen.
Default Inference
Das geschieht unter Rot Grün auch in
Hamburg, wie zuletzt der öffentliche
Aufschrei der Gymnasialschulleiter
gezeigt hat. So kann es nicht
weitergehen.
Default Conflict
Mit dem Abitur müssen jungen
Menschen statt einer
Studierberechtigung eine echte
Studierbefähigung sowie eine
umfassende Allgemeinbildung
erwerben.
Default Inference
Figure 2. End-to-end graph from the ReCAP corpus generated by using CENTROID major claim, a relationship
type threshold of 0.6 and ADU POSITION to construct the graph, computed in 0.5 seconds.
FLAT TREE delivered the best results across the board, contradicting H4. As expected,
the scores themselves are very low, especially for the end-to-end graph, making manual
examination of individual edges necessary. When comparing the end-to-end graph with
the one using preset ADUs, we notice a major increase in the agreement score. Using the
best method, almost half of the edges were connected correctly, providing support for
H5. This is in large part caused by using the correct major claim as the root node.
In the following, an exemplary end-to-end graph based on the ReCAP corpus—
depicted in Figure 2—is compared to its benchmark. The automatically segmented
ADUs are a bit longer than the benchmark ones, but still give a relatively good I-node
agreement I = 0.710. The major claims are nearly identical and only differ in the
segmentation of the corresponding ADU, giving the agreement M = 1.0. The S-node
matchings also obtain a high agreementS = 0.667. In the benchmark graph, all relations
are of the type support, while there are two attack ones in the generated graph. Despite
having a similar graphical structure, the edges themselves do not match well (i.e., having
the agreement score E = 0.125). They differ in the number of claims/premises as well as
the node the premises are connected to. However, an expert without knowledge about the
benchmark graph assessed the chosen edges as reasonable. Obviously, this is a subjective
assessment that cannot be quantified. The graph with preset ADUs shows better scores:
S = 0.714 and E = 0.429. This can mainly be attributed to the perfect segmentation.
4.5.2. English PE Corpus
For the following evaluation, the test split (see Section 4.3) of the PE corpus is used,
consisting of 40 cases. The results of PE17 are very similar to the findings of the ReCAP
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Amount of control on media
information.
Both sides of the arguments have its
merits.
Default Conflict
Nowadays, one of the most
controversial issues related to mass
media is the correct amount of
control posed on newspapers,
televisions and websites.
Default Inference
One of the strong arguments in
favour of tighter media control is
to limit the violent and sexual
content.
Default Inference
For example, an internet cartoon
comedy called happy tree is
extremely brutal, where the
characters usually have their heads
or limbs tear off.
Default Inference
A few years ago there was a Japanese
game show which involved throwing
cream cakes to the loser.
Default Inference
The major opposing argument is to
protect the safety of citizens.
Default Conflict
Taking the SARS in 2003 as an
example, the Chinese government
limited the amount of information
for public access which therefore
causes numerous deaths.
Default Inference
My personal view is that despite the
emphasis of citizen safety, the
government should regulate the
correct amount of violent and sexual
content and censor the culturally
unsuitable information.
Default Conflict
It is argued that the government
should exercise less restriction on
sharing of media information to
public.
Default Conflict
They have a serious impact on people
in their puberty.
Default Inference
This is actually very
environmentally unfriendly.
Default Conflict
Even so, another perspective on this
is to prevent the citizen from
unnecessary fear and unrest.
Default Conflict
However, I strongly believe that it
should increase the level of control
to protect the public against
inappropriate contents and
unsuitable foreign cultures.
Default Conflict
In other words, the government
should disclose the information to
the media in a timely manner,
especially for disasters and
outbreak of new diseases.
Default Inference
Another supporting reason is that
television companies import foreign
programmes from time to time and
audiences might accept their ideas
which maybe otherwise not welcomed
to local culture.
Default Inference
Default Conflict
Setting up a council to monitor the
media information to the public
could be a practical idea.
Default Inference
Default Conflict
Figure 3. End-to-end graph from the PE18 corpus generated by using FIRST major claim, a relationship type
threshold of 0.6 and and PAIRWISE COMPARISON to construct the graph, computed in 0.7 seconds.
corpus. The I-node agreement I = 0.622 is higher than for the ReCAP graphs, provid-
ing support for H1. CENTROID and PAIRWISE performed best for identifying the major
claim (M = 0.1), contradicting H2. A threshold of 0.9 for the relationship type classi-
fication yields the highest agreements (Se2e = 0.936 and Spreset = 0.912). Again, the
S-node distribution is skewed, but as two different corpora show the same results, we can
accept H3 for certain corpora. The edge agreement scores can be obtained using ADU
POSITION for the end-to-end graph (Ee2e = 0.130) and FLAT TREE for the graph with
preset ADUs (Epreset = 0.274). All graph construction methods performed similarly and
the agreement is relatively low, thus H4 needs to be rejected. The use of preset ADUs
gives a big advantage in the edge agreement with only a small decrease in the S-node
agreement, leading to the final acceptance of H5. Overall, the findings show the robust-
ness of the proposed approach for varying input data. The PE18 dataset gives another
perspective on the pipeline by using sentence-based segmentation. The I-node agreement
I = 0.799 shows a decent approximation of the segmentation, leading to the partial ac-
ceptance of H1 for certain corpora (e.g., essays). The major claim agreementM is 0.125
for CENTROID and PAIRWISE, 0.175 for PROBABILITY and 0.250 for FIRST. As FIRST
was only best in this specific corpus and the values are low overall, we have to reject H2.
Figure 3 shows an example of an end-to-end graph based on the PE18 corpus. The
I-node agreement I = 0.765 is slightly lower than average which is in this case caused
by shorter ADUs compared to the benchmark data. Some of the I-nodes are connected to
multiple other nodes, showing the flexibility offered by the approach PAIRWISE COM-
PARISON (other methods only allow one outgoing edge per I-node). However, the utility
of such complex graphs for analyzing argumentative structures might be disputed.
5. Conclusion and Future Work
In this work, we investigated new methods towards the automated mining of argument
graphs from natural language texts for both English and German. The pipeline success-
fully extends previous approaches [17] by generating even complex graphs as the end
product. Our results show that there are great differences in the resulting graphs based
on the type of input data. For very homogeneous corpora such as PE, the agreement is
very high, but in heterogeneous datasets such as ReCAP, the methods performed poorer.
When looking beyond the goal to approximate a human annotation as much as possible,
the generated graphs might be very beneficial to detect new connections between single
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statements of an argumentative text. Using multiple methods to construct different rep-
resentations from a single text might also help in educating professional annotators by
discussing the strengths and weaknesses of individual cases.
In future work we plan to provide a more flexible approach for segmenting a text into
potential ADUs. A limitation of the current evaluation procedure lies in the edge agree-
ment, which could be tackled by providing multiple benchmark graphs to account for un-
certainty. As the ReCAP corpus makes use of detailed argumentation schemes [23], the
pipeline should be extended make use of them. Finally, we will investigate the potential
use of argument graphs for the task of measuring argument quality [28] in unstructured
texts through the use of argument mining.
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