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Abstract. We present a review of recent analytical and nu-
merical studies of the dynamics of electron and ion holes in
a collisionless plasma. The new results are based on the
class of analytic solutions which were found by Schamel
more than three decades ago, and which here work as initial
conditions to numerical simulations of the dynamics of ion
and electron holes and their interaction with radiation and
the background plasma. Our analytic and numerical stud-
ies reveal that ion holes in an electron-ion plasma can trap
Langmuir waves, due the local electron density depletion as-
sociated with the negative ion hole potential. Since the scale-
length of the ion holes are on a relatively small Debye scale,
the trapped Langmuir waves are Landau damped. We also
find that colliding ion holes accelerate electron streams by
the negative ion hole potentials, and that these streams of
electrons excite Langmuir waves due to a streaming instabil-
ity. In our Vlasov simulation of two colliding ion holes, the
holes survive the collision and after the collision, the elec-
tron distribution becomes flat-topped between the two ion
holes due to the ion hole potentials which work as potential
barriers for low-energy electrons. Our study of the dynam-
ics between electron holes and the ion background reveals
that standing electron holes can be accelerated by the self-
created ion cavity owing to the positive electron hole poten-
tial. Vlasov simulations show that electron holes are repelled
by ion density minima and attracted by ion density maxima.
We also present an extension of Schamel’s theory to relativis-
tically hot plasmas, where the relativistic mass increase of the
accelerated electrons have a dramatic effect on the electron
hole, with an increase in the electron hole potential and in
the width of the electron hole. A study of the interaction be-
tween electromagnetic waves with relativistic electron holes
shows that electromagnetic waves can be both linearly and
nonlinearly trapped in the electron hole, which widens fur-
ther due to the relativistic mass increase and ponderomotive
force in the oscillating electromagnetic field. The results of
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our simulations could be helpful to understand the nonlinear
dynamics of electron and ion holes in space and laboratory
plasmas.
1 Introduction
About a quarter century ago, Schamel (1971, 1972, 1979,
1986; Bujarbarua and Schamel, 1981) presented a theory for
ion and electron holes, where a vortex distribution is assigned
for the trapped particles, and where the integration over the
trapped and untrapped particle species in velocity space gives
the particle number density as a function of the electrostatic
potential. The potential is then calculated self-consistently
from Poisson’s equation. This model has been used in theo-
retical analyses of the existence criteria for the ion and elec-
tron holes (Bujarbarua and Schamel, 1981), and in the anal-
ysis of stability of phase space holes (Schamel, 1982, 1986).
Numerical and theoretical studies of the interaction be-
tween electron and ion holes have been performed by sev-
eral authors. Newman et al. (2001) in their numerical
experiments studied the dynamics and instability of two-
dimensional phase-space tubes, and Daldorff et al. (2001)
investigated the formation and dynamics of ion holes in thee
dimensions. Krasovsky et al. (1999) showed theoretically
and by computer simulations that that electron holes perform
inelastic collisions, and Vetoulis (2001) studied the radia-
tion generation due to bounce resonances in electron holes.
Guio et al. (2003, 2004) have studied numerically the dy-
namics of phase space vortices in a collisionless plasma as
well as the generation of phase space structures by an obsta-
cle in a streaming plasma. Saeki and Genma (1998) studied
the disruption of electron holes in an electron-ion plasma.
The asymptotic nonlinear saturation of electrostatic waves
has been treated both theoretically (Medvedev et al., 1998;
Lancelotti and Dorning, 1998) and numerically (Manfredi,
1997). It has also been pointed out that plasma waves can
be undamped due to particle trapping effects in waves with
arbitrarily small amplitudes (Holloway and Dorning, 1991;
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Schamel, 2000). Theoretical investigations of trapped par-
ticle effects in magnetized plasmas shows that trapped ions
influence strongly ion cyclotron waves (Abbasi et al., 1999).
In laboratory experiments, the formation and dynamics of
solitary electron holes (Saeki et al., 1979; Petraconi and Ma-
cel, 2003) and ion holes (Pe´cseli et al, 1981, 1984, 1987;
Nakamura et al., 1999) as well as accelerated ion holes
(Franck et al., 2001) have been observed. Observations
of broad electrostatic noise (BEN) by the GEOTAIL (Mat-
sumoto et al., 1994) and FAST spacecrafts (Ergun et al.,
1998a, b, 2001) in the auroral acceleration regions have
revealed that BEN is connected to solitary electron BGK
modes/electron holes. Recent observations by the WIND
satellite in the Earth’s bow shock also reveal localized struc-
tures with bipolar electric fields typical for the electron BGK
modes/holes (Bale, 1998, 2002; Hoshino, 2003). The geo-
magnetic field-aligned bipolar electric field pulses associated
with electron phase space holes have also been observed by
the Polar and Cluster spacecrafts in the magnetosheath and
at the Earth’s magnetopause (Cattel et al., 2002; Dombeck
et al., 2001; Pickett et al., 2002, 2004; Drake et al., 2003),
while signatures of ion holes have been observed by the Fast
Auroral Snapshot (FAST) spacecraft (McFadden et al., 2003)
and by the Viking satellite (Bostro¨m, et al., 1988).
The interaction between low-frequency ion-acoustic
waves with high-frequency Langmuir turbulence and elec-
tromagnetic waves was described more than three decades
ago by Hasegawa (1970), Karpman (1971, 1975a, b) and Za-
kharov (1972), in which high-frequency photons and plas-
mons interact nonlinearly with low-frequency ion-acoustic
waves via the ponderomotive force arising due to the spa-
tial gradient of the high-frequency wave intensity. This non-
linear interaction is typically described by the two-fluid and
Poisson-Maxwell equations, and the governing equations ad-
mit the localization of photon and plasmon wavepackets,
leading to the formation of envelope light and Langmuir
wave solitons (Rudakov, 1972; Varma and Rao, 1980; Rao
and Varma, 1982; Schamel, 1977). The latter are composed
of electron/ion density depression which traps photon and
Langmuir wave envelops. Schamel and Maslov (1999) stud-
ied theoretically the contraction of Langmuir waves trapped
in small-amplitude electron holes. Califano and Lontano
(1998) and Wang et al. (1997) studied numerically by Vlasov
simulations the dynamics of finite-amplitude high-frequency
Langmuir waves in an one-dimensional electron-ion plasma,
where wave collapse and heating of the electrons have been
observed. In two and three dimensions, one encounters pho-
ton self-focusing and Langmuir wave collapse (Zakharov,
1972; Shapiro and Shevchenko 1984; Goldman, 1984). The
formation of cavitons has been observed in the ionosphere
(Wong, 1974) as well as in several laboratory experiments
(Ikezi, 1976; Intrator, 1984; Wong, 1975). Yan’kov (1979)
studied the response of kinetic untrapped ions in the Lang-
muir envelope soliton theory, and predicted the formation of
sub ion thermal small-amplitude negative potential wells in
plasmas. On the other hand, Mokhov and Chukbar (1984)
found a Langmuir envelope soliton accompanied with small-
amplitude negative potential well created by localized Lang-
muir wave electric fields in a quasi-neutral plasma with non-
isothermal ions whose temperature is much smaller than the
electron thermal temperature.
Relativistic effects play a very important role in high-
energy laser-plasma experiments (Shukla, 1986; Mont-
gomery, 2001), in plasma based electron and photon accel-
erators (Bingham, 2003; Bingham et al., 2004; Mendonc¸a,
2001), in supernova remnants and in gamma ray bursts (Pi-
ran, 1999), where electrons can be accelerated to relativis-
tic energies by strong electrostatic fields. For short laser
pulse intensities exceeding 1019 W/cm2, electrons in the
laser beam oscillate relativistically. Interactions between in-
tense short laser pulses and background plasma give rise to
a number of nonlinear effects (Mendonc¸a, 2001; Shukla et
al., 1986; Bingham et al., 2003; Bingham, 2004) associ-
ated with relativistic electron mass increase in the electro-
magnetic fields and the plasma density modification due to
relativistic radiation ponderomotive force. In the past, sev-
eral authors presented theoretical (Kaw et al., 1992; Esirke-
pov et al., 1998) and particle-in-cell simulation (Esirkepov et
al., 1998; Bulanov et al., 1999; Farina and Bulanov, 2001;
Naumova et al., 2001) studies of intense electromagnetic en-
velope solitons in a cold plasma where the plasma slow re-
sponse to the electromagnetic waves is modeled by the elec-
tron continuity and relativistic momentum equations, supple-
mented by Poisson’s equation. Experimental observations
(Borghesi et al., 2002) have shown bubble-like structures in
proton images of laser-produced plasmas, which are inter-
preted as remnants of electromagnetic envelope solitons.
In this paper, we present a review of recent theoretical and
numerical results of the interaction between ion and electron
holes with the background plasma. Specifically, we find that
colliding ion holes may lead to non-Maxwellian electron dis-
tributions due to the acceleration of electrons in the negative
ion hole potential, which works as a barrier for the negatively
charged electrons (Eliasson and Shukla, 2004a). Streams of
electrons are accelerated by the colliding ion holes, and these
electron streams can excite high-frequency Langmuir waves
due to a streaming instability. On the other hand, Lang-
muir waves can be trapped in the density cavity of the ion
holes, as described by a nonlinear Schro¨dinger equation for
the Langmuir waves (Shukla and Eliasson, 2003). Numeri-
cal studies show that the trapped Langmuir waves are Lan-
dau damped due to the relatively small Debye-scale of the
ion holes (Eliasson and Shukla, 2004a). We have also stud-
ied the fully nonlinear interaction between electron holes and
oxygen ions by means of a Vlasov simulations (Eliasson and
Shukla, 2004b), where it is found that the large-amplitude
electron hole potential accelerates the ions locally and that
the self-created ion density cavity accelerates the electron
hole, which propagates away from the ion cavity with a con-
stant speed close to half the electron thermal speed. Finally,
we have extended the idea of Schamel to relativistic plasma,
where the trapped and free particles are given by solutions
of the relativistic Vlasov equation. We have studied theoret-
ically and numerically the properties of relativistic electron
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holes, and their interaction with relativistically high ampli-
tude electromagnetic waves.
The article is organized as follows. In Sect. 2, we re-
view the general theory of ion and electron holes based on
Schamel’s solution of the quasi-stationary Vlasov-Poisson
system. The dynamics of ion holes in plasmas and their in-
teraction with high-frequency waves and kinetic electrons is
discussed in Sect. 3. In Sect. 4, we study the dynamics of
electron holes in a plasma with mobile ions. An extension
of Schamel’s theory is presented in Sect. 5, where relativis-
tic electron holes and their interactions with intense electro-
magnetic radiation are studied theoretically and numerically.
Finally, conclusions are drawn in Sect. 6.
2 General theory of ion and electron holes
The dynamics of electrons and ions in an unmagnetized, col-
lisionless plasma is governed by the Vlasov-Poisson system
∂fj
∂t
+ v ∂fj
∂x
− qj
mj
∂ϕ
∂x
∂fj
∂v
= 0, (1)
and
∂2ϕ
∂x2
= −4pi
∑
j
qjnj , (2)
where the number density is
nj =
∫ ∞
−∞
fj dv. (3)
Here fj is the distribution function of the particle species
j (j equals e for electrons and i for ions), mj is the mass,
qe = −e, qi = e, e is the magnitude of the electron charge,
E = −∂ϕ/∂x is the electric field, and ϕ is the electrostatic
potential. In Fig. 1, we have solved numerically the Vlasov
equation for the electrons, while the ions have been assumed
to have a constant density, ni = n0. Here, the initial condi-
tion is a large-amplitude, density-modulated wave, which is
released at t = 0ω−1pe , and which then evolves in time, where
ωpe = (4pin0e2/me)1/2 is the electron plasma frequency and
n0 is the equilibrium electron number density. We see that
at t = 7ω−1pe , some of the electrons have been accelerated by
the self-consistent electrostatic field and have formed streams
in velocity space. At t = 70ω−1pe , the streams of electrons
have mixed further in a complex fashion. Two electron holes
have been created at v ≈ ±3VT e, associated with a deple-
tion of the electron distribution function and a population
of trapped electrons moving with the electron holes. Here,
VT e = (Te/me)1/2 is the electron thermal speed and Te is the
electron temperature.
In order to describe ion and electron holes mathematically,
we look for quasi-stationary structures moving with velocity
v0. In this case, we make the ansatz fj = fj (ξ, v) and ϕ =
ϕ(ξ), where ξ = x − u0t , which transforms the system of
Eqs. (1) and (2) to a new set of equations
(−u0 + v)∂fj
∂ξ
− qj
mj
∂ϕ
∂x
∂fj
∂v
= 0, (4)
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Fig. 1. The electron distribution function at t = 0ω−1pe (left panel),
t = 7ω−1pe (middle panel) and t = 70ω−1pe (lower panel). The initial
distribution function at t = 0ω−1pe is f = n0(me/2piTe)1/2[1 +
0.5 cos(0.5x/rD)] exp(−mev2/2Te).
and
d2ϕ
dξ2
= −4pie
∫ ∞
−∞
(fi − fe) dv. (5)
Equation 4 can be integrated along its particle trajectories, so
that the distribution functions fj are functions of the particle
energy
Ei = mi(v − u0)
2
2
+ eϕ (6)
and
Ee = me(v − u0)
2
2
− eϕ (7)
for ions and electrons, respectively. Here, Ej > 0 corre-
sponds to untrapped particles, while Ej < 0 corresponds to
trapped particles, when ϕ→ 0 at |ξ| =∞.
Electron holes are characterized by a localized positive po-
tential, in which a population of the negatively charged elec-
trons can be trapped. A special class of electron hole solu-
tions can be found by prescribing the distribution function
for the trapped and free electrons (Schamel 1971, 1972),
fe =

ae exp
{
− 1Te
[
±E1/2e +
(
meu
2
0
2
)1/2]2}
, Ee > 0,
ae exp
[
− 1Te
(
βEe + meu
2
0
2
)]
, Ee < 0,
(8)
where ae = n0(me/2piTe)1/2, and β is the trapping param-
eter describing the “temperatures” of the trapped electrons.
Negative values of β, which we are interested in here, leads
to a vortex distributions of the trapped electrons, where the
distribution function is excavated locally. This is illustrated
Fig. 1. The electron distribution function at t = 0ω−1pe (left panel),
t = 7ω−1pe (middle panel) and t = 70ω−1pe (lower panel). The initial
distribution function at t = 0ω−1pe is f = n0(me/2piTe)1/2[1 +
0.5 cos(0.5x/rD)] exp(−mev2/2Te).
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− 1Te
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2
0
2
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− 1
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2
0
2
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Negative values of β, which we are interested in here, leads
to a vortex distributions of the trapped electrons, where the
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Fig. 2. The electron distribution function in velocity space (from
Schamel, 1986). In a frame moving with speed of the the electron
hole, electrons with a velocity |v| < √2φ are trapped. Negative
β corresponds to an excavated vortex distribution, while β = 0
corresponds to a flat (constant) distribution. The velocity v is scaled
by
p
Te/me, and the potential φ by Te/e.
in Figs. 2 and 3 (taken from Schamel, 1976), where electrons
with negative energies are trapped in an excavated region of
the electron distribution function. In the study of electron
holes which are moving much faster than the ion sound speed
(Te/mi)
1/2
, one can assume that the ions form a constant
neutralizing background, ni = n0. We discuss a deviation
from this treatment for the case of standing electron hole in
section 4, where the ion dynamics becomes important and
where the electron holes are accelerated by the self-created
ion density. Integration of the electron distribution function
over velocity space gives the electron density as a function of
the potential, ne(ϕ), which inserted into the Poisson equation
gives an equation for the self-consistent potential (Schamel,
1971, 2000).
Ion holes are characterized by a localized negative poten-
tial, which can trap a population of the ions. Similarly as for
the electron holes, a special class of solutions can be found
by prescribing the ion distribution function for free (Ei > 0)
and trapped (Ei < 0) ions as (Bujarbarua and Schamel, 1981)
fi =

ai exp
{
− 1Ti
[
±E1/2i +
(
miu
2
0
2
)1/2]2}
, Ei > 0,
ai exp
[
− 1Ti
(
αEi + miu
2
0
2
)]
, Ei < 0,
(9)
where ai = n0(mi/2piTi)1/2, Ti is the ion temperature and
α is the trapping parameter which describes the “tempera-
ture” of the trapped ions. We are interested in negative values
on α, giving an excavated vortex distribution of the ions. In
the study of ion holes, the electrons are usually assumed to
be Maxwell-Boltzmann distributed,
fe = n0
(
me
2piTe
)1/2
exp
(
eϕ
Te
− mev
2
2Te
)
, (10)
which simplifies the mathematics somewhat compared to
using an exact solution of the Vlasov equation for elec-
Fig. 3. Particle trajectories in the vicinity of an electron hole
(from Schamel, 1986), for different normalized (by Te) energies
Ee. Trapped electrons have negative energies (Ee < 0), while free
electrons have positive energies (Ee > 0). Here, σ denotes the sign
of the velocities of the free electrons, in a frame moving with the
speed of the electron hole.
trons. We will see, however, in the following section that
the dynamical interaction between ion holes may change
the electron distribution so that it deviates strongly from the
Maxwellian distribution. By integrating the distributions for
the free and trapped ions and the electrons, both the ion and
electron densities can be expressed as functions of the po-
tential, ni(ϕ) and ne(ϕ), respectively. Inserting the parti-
cle number densities into the Poisson equation, one obtains
an equation for the self-consistent potential of the ion hole,
which may be solved analytically by means the Sagdeev-
potential method (Schamel, 1971, 2000), or numerically as
a nonlinear boundary value problem (Eliasson and Shukla,
2004a).
3 The dynamics of ion holes in plasmas
In the present section, we will study some kinetic effects as-
sociated with the interaction between ion holes and the back-
ground electron-ion plasma. Ion holes are associated with
a negative electrostatic potential, which repels the electrons.
Therefore, low-energy electrons can be trapped between two
ion holes, and during collisions between the ion holes, the
low-energy electrons are accelerated to high energies by the
ion hole potential, forming electron streams escaping the two
colliding ion holes. Streams of electrons can excite high-
frequency Langmuir waves due to a streaming instability, and
thus the processes on the slower ion timescale gives rise to
high-frequency waves on an electron timescale. On the other
Fig. 2. The electron distribution function in velocity space (from
Schamel, 1986). In a frame moving with speed of the the electron
hole, electrons with a velocity |v| < √2φ are trapped. Negative
β corresponds to an excavated vortex distribution, while β = 0
corresponds to a flat (constant) distribution. The velocity v is scaled
by
√
Te/me, and the potential φ by Te/e.
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holes which are moving much faster than the ion sound speed
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1/2
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ion density. Integration of the electron distribution function
over velocity space gives the electron density as a function of
the potential, ne(ϕ), which inserted into the Poisson equation
gives an equation for the self-consistent potential (Schamel,
1971, 2000).
Ion holes are characterized by a localized negative poten-
tial, which can trap a population of the ions. Similarly as for
the electron holes, a special class of solutions can be found
by prescribing the ion distribution function for free (Ei > 0)
and trapped (Ei < 0) ions as (Bujarbarua and Schamel, 1981)
fi =
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ai exp
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2
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, Ei < 0,
(9)
where ai = n0(mi/2piTi)1/2, Ti is the ion temperature and α
is the trapping parameter which describes the “temperature”
of the trapped ions. We are interested in negative values on
α, giving an excavated vortex distribution of the ions. In the
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Maxwell-Boltzmann distributed,
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, (10)
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by prescribing the ion distribution function for free (Ei > 0)
and trapped (Ei < 0) ions as (Bujarbarua and Schamel, 1981)
fi =

ai exp
{
− 1Ti
[
±E1/2i +
(
miu
2
0
2
)1/2]2}
, Ei > 0,
ai exp
[
− 1Ti
(
αEi + miu
2
0
2
)]
, Ei < 0,
(9)
where ai = n0(mi/2piTi)1/2, Ti is the ion temperature and
α is the trapping parameter which describes the “tempera-
ture” of the trapped ions. We ar interested in negative values
on α, giving an excavated vortex distribution of the ions. In
the study of ion holes, the electrons are usually assumed to
be Maxwell-Boltzmann distributed,
fe = n0
(
me
2piTe
)1/2
exp
(
eϕ
Te
− mev
2
2Te
)
, (10)
which simplifies the mathematics somewhat compared to
using an exact solution of the Vlasov equation for elec-
Fig. 3. Particle trajectories in the vicinity of an electron hole
(from Schamel, 1986), for different normalized (by Te) energies
Ee. Trapped electrons have negative energies (Ee < 0), while free
electrons have positive energies (Ee > 0). Here, σ denotes the sign
of the velocities of the free electrons, in a frame moving with the
speed of the electron hole.
trons. We will see, however, in the followi section that
the dynamical interaction between ion holes may change
the electro distribut so that it deviates strongly from the
Maxwellian distribution. By integrating the distributions for
the free and trapped ions and the electrons, both the ion and
electron densities can be expressed as functions of the po-
tential, ni(ϕ) and ne(ϕ), respectively. Inserting the parti-
cle number densities into the Poisson equation, one obtains
an equation for the self-consistent potential of the ion hole,
which may be solved analytically by means the Sagdeev-
potential method (Schamel, 1971, 2000), or numerically as
a nonlinear boundary value problem (Eliasson and Shukla,
2004a).
3 Th dynamics of ion hol s in plasmas
In th present section, we will study some kinetic effects as-
sociated with the interaction between ion holes and the back-
ground electron-ion plasma. Ion holes are associated with
a negative electrostatic potential, which repels the electrons.
Therefore, low-energy electrons can be trapped between two
ion holes, and during collisions between the ion holes, the
low-energy electrons are accelerated to high energies by the
ion hole potential, forming electron streams escaping the two
colliding ion holes. Streams of electrons can excite high-
frequency Langmuir waves due to a streaming instability, and
thus the processes on the slower ion timescale gives rise to
high-frequency waves on an electron timescale. On the other
Fig. 3. Particle trajectories in the vicinity of an electron hole
(from Schamel, 1986), for different normalized (by Te) energies
Ee. Trapped electrons have negative energies (Ee < 0), while free
electrons have positiv energies (Ee > 0). Here, σ de otes the sign
of the velocities of the free electrons, in a frame moving with the
speed of the lectron hole.
th dynamical interaction between ion holes may change
the electron distribution so that it deviates strongly from the
Maxwellian distribution. By integrating the distributions for
the free and trapped ions and the electrons, both the ion and
electron densities can be expressed as functions of the po-
tential, ni(ϕ) and ne(ϕ), respectively. Inserting the parti-
cle number densities into the Poisson equation, one obtains
an equation for the self-consistent potential of the ion hole,
which may be solved analytically by means the Sagdeev-
potential method (Schamel, 1971, 2000), or numerically as
a nonlinear boundary value problem (Eliasson and Shukla,
2004a).
3 The dynamics of ion holes in plasmas
In the present section, we will study some kinetic effects as-
sociated with the interaction between ion holes and the back-
ground electron-ion plasma. Ion holes are associated with
a negative electrostatic potential, which repels the electrons.
Therefore, low-energy electrons can be trapped between two
ion holes, and during collisions between the ion holes, the
low-energy electrons are accelerated to high energies by the
ion hole potential, forming electron streams escaping the two
colliding ion holes. Streams of electrons can excite high-
frequency Langmuir waves due to a streaming instability, and
thus the processes on the slower ion timescale gives rise to
hig -freque cy waves on an electron timescale. On the other
hand, ion ho s are ch acterized by a depletion of th elec-
trons, which g ves the possibility that high-frequency Lang-
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hand, ion holes are characterized by a depletion of the elec-
trons, which gives the possibility that high-frequency Lang-
muir waves can be trapped in the ion hole. Clearly, if the
Langmuir waves have a large amplitude, there will be a mod-
ification of the ion hole due to the ponderomotive force act-
ing on the electrons, which are repelled in the direction of
decreasing Langmuir electric field amplitudes. These elec-
trons then change the ion hole potential, as described via the
Poisson equation. Thus, the interaction between the ion holes
with the background plasma gives rise to a multitude of com-
plex phenomena on different timescales, which we will ex-
plore theoretically and numerically in the present section.
In order to investigate the time-dependent dynamics of ion
holes as well as kinetic effects for electrons, we employ a
newly developed code (Eliasson, 2001), which numerically
solves the Vlasov-Poisson system of equations (1) and (2).
The initial conditions for fi is taken as the Schamel distri-
bution (Schamel, 1986) for the free and trapped ions, which
in the rest frame of the bulk plasma is given by Eq. (9). We
use (Shukla and Eliasson, 2003) mi/me = 1836, α = −1.0,
and Te/Ti = 10. The initial condition for the electron dis-
tribution function is taken to be the Maxwell-Boltzmann dis-
tribution, given by Eq. (10). The potential ϕ for the initial
conditions (9) and (10) is obtained by inserting them into
Eq. (5), which is then integrated (Bujarbarua and Schamel,
1981; Shukla and Eliasson, 2003) to obtain the potential ϕ
as a function of x; in practice the integration of Eq. (5) is
performed numerically. The potential thus obtained is then
inserted into Eqs. (9) and (10) to obtain the initial conditions
for the ion and electron distribution functions.
First, we investigate the process of two colliding ion
holes, as shown in Figs. 4–6. Here, rD = VTe/ωpe =
(Te/4pin0e
2)1/2 is the electron Debye length. For the ini-
tial conditions, we considered that the ion holes initially are
well separated in space, and that the interaction between the
ion holes is weak, so that the solutions for the single ion holes
can be matched in space to form an initial condition for the
case with two ion holes. Figure 4 displays the features of the
ion and electron distribution functions for two colliding ion
holes, where initially (upper panels) the left ion hole propa-
gates with the speed u0 = 0.9VTi, where VTi = (Ti/mi)1/2
is the ion thermal speed, and the right ion hole is standing.
The ion and electron distribution functions associated with
the ion holes are shown before collision at times t = 0ω−1pi
(upper panels) and t = 35.9ω−1pi (middle panels), and af-
ter collision at time t = 133ω−1pi (lower panels). The left
panels of Fig. 4 exhibit that the two ion holes undergo col-
lisions without being destroyed, and as can be seen in the
right panels of Fig. 4, the electrons have a strongly non-
Maxwellian flat top distribution in the region between the ion
holes after that the collision has taken place. We have plot-
ted the electron velocity distribution function against v/VTe
at x = 8.0 rD in Fig. 5. We see that the initial Maxwellian
distribution (the upper panel) changes to a distribution with
beams at v ≈ ±0.6VTe (the middle panel) slightly before
collision, and to a flat-top distribution with two maxima after
Fig. 4. The scaled ion distribution function fiVTi/n0 (left panels)
and electron distribution function feVTe/n0 (right panels) of two
colliding ion holes, before the collision at times t = 0ω−1pi (upper
panel) and t = 35.9ω−1pi (middle panel), and after the collision at
t = 133ω−1pi (lower panel). The color bar goes from dark blue
(small values) to dark red (large values).
collision (the lower panel). The reason for the creation of the
flat-topped velocity distribution is that the two ion holes are
associated with negative electrostatic potentials, and the elec-
trons entering the region between the ion holes after collision
must have a large enough kinetic energy to cross the potential
barriers that are set up by the ion holes. The flattening of the
low-velocity region then occurs probably due to repeated re-
flections and slowing down of the trapped electrons against
the two moving potential barriers. On the other hand, we
also observe that before collision, the low-energy population
of electrons are compressed between the ion holes (see the
middle right panel of Fig. 4) and released during collision;
these electrons are then accelerated to form beams of elec-
trons (see the middle panel of Fig. 5) which escape the ion
holes. The energy of the electron beams are then released in
a beam-plasma instability triggering high-frequency plasma
oscillations, as illustrated in Fig. 6 (the left panel) where the
electric field at x = 8.0 rD is plotted as a function of ωpit.
High-frequency plasma oscillations are beginning to be ex-
Fig. 4. The scaled ion distribution function fiVT i/n0 (left panels)
and electron distribution function feVT e/n0 (right panels) of two
colliding ion ho s, before the collision at times t = ω−1
pi
(upper
panel) and t = 35.9ω−1
pi
(middle panel), and after the collision at
t = 133ω−1
pi
(lower panel). The color bar goes from dark blue
(small values) to dark red (large values).
muir waves can be trapped in the ion hole. Clearly, if the
Langmuir waves have a large amplitude, there will be a mod-
ification of the ion hole due to the ponderomotive force act-
ing on the electrons, which are repelled in the direction of
decreasing Langmuir electric field amplitudes. These elec-
trons then change the ion hole potential, as described via the
Poisson equation. Thus, the interaction between the ion holes
with the background plasma gives rise to a multitude of com-
plex phenomena on different timescales, which we will ex-
plore theoretically and numerically in the present section.
In rd r to investigat the time-dependent dynamics of i
hol s as well as kinetic effects for electrons, we employ a
newly developed code (Eliasso , 2001), which umerically
solves the Vla ov-Poisson system of Eqs. (1) and (2). The
initial conditions for fi is taken as the Scham l distributi
(Schamel, 1986) for the fre and trapped ions, which in the
rest frame of the bulk plasma is given by Eq. (9). We use
(Shukla a d Eliasson, 2003) mi/me = 1836, α = −1.0,
and Te/Ti = 10. The initial condition for the electr n dis-
tribution f nction is taken to be the Maxwell-Boltzmann dis-
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Fig. 5. The electron velocity distribution at x = 8 rD , for
t = 0ω−1pi (upper panel), t = 35.9ω−1pi (middle panel) and
t = 133ω−1pi (lower panel).
0 50 100 150
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0 0.5 1 1.5 2 2.5 3
−40
−30
−20
−10
0
10
20
30
40
                        E
 
/(4pi n0 Ti)
1/2 Power spectrum of E (decibel)
ω/ωpe ωpit 
Fig. 6. The electric field at x = 8.0 rD as a function of ωpit (left
panel) and the power spectrum of the electric field as a function of
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cited at time t ≈ 10ω−1pi . The large-amplitude bipolar elec-
tric fields of the ion hole appear as it crosses x = 8.0 rD
at time t ≈ 50–80ω−1pi . By examining the frequency spec-
trum of the electric field (the right panel), we notice that
the high-frequency oscillations have broad frequency spec-
trum which is upshifted compared to the electron plasma fre-
quency. We also have a slightly downshifted frequency band
around ω/ωpe = 0.9, which we may be the frequencies of
Langmuir waves trapped in the ion holes, as described be-
low.
The numerical solutions of the Vlasov-Poisson system
were performed by means of a Fourier transform method
(Eliasson, 2001). We used 500 intervals in x space with the
domain −40 ≤ x/rD ≤ 40 with periodic boundary condi-
tions. We used 300 intervals in velocity space. The elec-
tron and ion speed intervals were in the ranges −15.7 ≤
v/VTe ≤ 15.7 and −0.118 ≤ v/VTe ≤ 0.118, respectively.
The timestep ∆t ≈ 0.013ω−1pe was adapted dynamically to
maintain numerical stability.
3.1 Trapping of Langmuir waves in ion holes
Ion holes are associated with a local depletion of both ions
and electrons, the latter due to the negative ion hole potential.
Clearly, there is a possibility that waves could be trapped
in this plasma density cavity if the surrounding plasma is
overdense so that the waves are prevented from escaping the
cavity. A similar scenario was investigated theoretically by
Schamel and Maslov (1999) for the trapping of Langmuir
waves in small-amplitude electron holes. In the present sec-
tion, we investigate the trapping of Langmuir waves in ion
holes, while in section 5 we consider the trapping of electro-
magnetic waves in electron holes.
We here consider an unmagnetized electron-ion plasma
in the presence of Langmuir waves and large-amplitude ion
holes. At equilibrium, we have ne0 = ni0 = n0, where nj0
is the unperturbed number density of the particle species j
(j equals e for electrons and i for ions). The linear Lang-
muir wave frequency is ω0 =
(
ω2pe + 3k
2
0V
2
Te
)1/2
, where k0
is the wavenumber. Large-amplitude Langmuir waves inter-
acting nonlinearly with ion holes generate Langmuir wave
envelope whose electric field E evolves slowly (in compar-
ison with the electron plasma wave period) according to a
nonlinear Schro¨dinger equation
2iωpe
(
∂
∂t
+ vg
∂
∂x
)
E + 3V 2Te
∂2E
∂x2
+ ω2pe
(
1− ne
n0
)
E
= 0,
(11)
where vg = 3k0V 2Te/ωpe is the group velocity of the Lang-
muir waves. We note that Eq. (11) has been derived by com-
bining the electron continuity and momentum equations as
well as by using Poisson’s equation with fixed ions, and by
retaining the arbitrary large electron number density varia-
tion ne associated with the ion holes in the presence of the
Langmuir wave ponderomotive force. Assuming that the
phase speed of ion holes is much smaller than the electron
thermal speed, we readily obtain from the inertialess elec-
tron equation of motion the electron number density in the
presence of the ponderomotive force of the Langmuir waves.
The result is
ne = n0 exp[τ(φ˜−W 2)], (12)
where τ = Ti/Te, W = |E|/(16pin0Ti)1/2 is the scaled
Langmuir wave envelope, and φ˜ = eϕ/Ti is the scaled elec-
trostatic potential of the ion hole. We note that the W 2-
term in Eq. (12) comes from the averaging of the nonlin-
ear term mevhe∂vhe/∂x over the Langmuir wave period
2pi/ωpe, where vhe ≈ −eEh/meωpe is the high-frequency
electron quiver velocity in the Langmuir wave electric field
Eh = (1/2)E exp(ik0x− iw0t)+complex conjugate.
If the potential has a maximum φ˜max > 0, then there ex-
ist, in general, trapped ions where φ˜ < φ˜max, while at the
Fig. 5. The electron velocity distribution at x = 8 rD , for t =
0ω−1
pi
(upper panel), t = 35.9ω−1
pi
(middle panel) and t = 133ω−1
pi
(lower panel).
tribution, given by Eq. (10). The potential ϕ for the initial
conditions (9) and (10) is obtained by inserting them into
Eq (5), which is then integrated (Bujarbarua and Schamel,
1981; Shukla and Eliasson, 2003) to obtain the potential ϕ
as a function of x; in practice the integration of Eq. (5) is
performed numerically. The potential thus obtained is then
inserted into Eqs. (9) and (10) to obtain the initial conditions
for the ion and electron distribution functions.
First, we investigate the process of two colliding ion
holes, as shown in Figs. 4–6. Here, rD = VT e/ωpe =
(Te/4pin0e2)1/2 is the electron Debye length. For the initial
conditions, we considered that the ion holes initially are well
separated in space, and that the interaction between the ion
holes is weak, so that the solutions for the single ion holes
can be match d in space to form an initial condition for the
case with two i n holes. Figure 4 displays the features of the
ion and electron distribution functions for two colliding ion
holes, where initially (upper panels) the left ion hole propa-
gates with the speed u0 = 0.9VT i , where VT i = (Ti/mi)1/2
is the ion th rmal speed, and the right ion hole s st nding.
The ion and electr distribution function a sociated with
the ion holes are shown befor collision at times t = 0ω−1pi
(upper panels) and t = 35.9ω−1pi (middle panels), and af-
ter collision at time t = 133ω−1pi (lower panels). The left
panels of Fig. 4 exhibit that the two ion holes undergo col-
lisions without being destroyed, and as can be seen in the
right panels of Fig. 4, the electrons have a strongly non-
Maxwellian flat top distribution in the region between the ion
holes after that the collision has taken place. We have plot-
ted the electron velocity distribution function against v/VT e
at x = 8.0 rD in Fig. 5. We see that the initial Maxwellian
distribution (the upper panel) changes to a distribution with
beams at v ≈ ±0.6VT e (the middle panel) slightly before
collision, and to a flat-top distribution with two maxima after
collision (the lower panel). The reason for the creation of the
flat-topped velocity distribution is that the two ion holes are
associated with negative electrostatic potentials, and the elec-
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Fig. 6. The electric field at x = 8.0 rD as a function of ωpit (left
panel) and the power spectrum of the electric field as a function of
ω/ωpe (right panel).
cited at time t ≈ 10ω−1pi . The large-amplitude bipolar elec-
tric fields of the ion hole appear as it crosses x = 8.0 rD
at time t ≈ 50–80ω−1pi . By examining the frequency spec-
trum of the electric field (the right panel), we notice that
the high-frequency oscillations have broad frequency spec-
trum which is upshifted compared to the electron plasma fre-
quency. We also have a slightly downshifted frequency band
around ω/ωpe = 0.9, which we may be the frequencies of
Langmuir waves trapped in the ion holes, as described be-
low.
The numerical solutions of the Vlasov-Poisson system
were performed by means of a Fourier transform method
(Eliasson, 2001). We used 500 intervals in x space with the
domain −40 ≤ x/rD ≤ 40 with periodic boundary condi-
tions. We used 300 intervals in velocity space. The elec-
tron and ion speed intervals were in the ranges −15.7 ≤
v/VTe ≤ 15.7 and −0.118 ≤ v/VTe ≤ 0.118, respectively.
The timestep ∆t ≈ 0.013ω−1pe was adapted dynamically to
maintain numerical stability.
3.1 Trapping of Langmuir waves in ion holes
Ion holes are associated with a local depletion of both ions
and electrons, the latter due to the negative ion hole potential.
Clearly, there is a possibility that waves could be trapped
in this plasma density cavity if the surrounding plasma is
overdense so that the waves are prevented from escaping the
cavity. A similar scenario was investigated theoretically by
Schamel and Maslov (1999) for the trapping of Langmuir
waves in small-amplitude electron holes. In the present sec-
tion, we investigate the trapping of Langmuir waves in ion
holes, while in section 5 we consider the trapping of electro-
magnetic waves in electron holes.
We here consider an unmagnetized electron-ion plasma
in the presence of Langmuir waves and large-amplitude ion
holes. At equilibrium, we have ne0 = ni0 = n0, where nj0
is the unperturbed number density of the particle species j
(j equals e for electrons and i for ions). The linear Lang-
muir wave frequency is ω0 =
(
ω2pe + 3k
2
0V
2
Te
)1/2
, where k0
is the wavenumber. Large-amplitude Langmuir waves inter-
acting nonlinearly with ion holes generate Langmuir wave
envelope whose electric field E evolves slowly (in compar-
ison with the electron plasma wave period) according to a
nonlinear Schro¨dinger equation
2iωpe
(
∂
∂t
+ vg
∂
∂x
)
E + 3V 2Te
∂2E
∂x2
+ ω2pe
(
1− ne
n0
)
E
= 0,
(11)
where vg = 3k0V 2Te/ωpe is the group velocity of the Lang-
muir waves. We note that Eq. (11) has been derived by com-
bining the electron continuity and momentum equations as
well as by using Poisson’s equation with fixed ions, and by
retaining the arbitrary large electron number density varia-
tion ne associated with the ion holes in the presence of the
Langmuir wave ponderomotive force. Assuming that the
phase speed of ion holes is much smaller than the electron
thermal speed, we readily obtain from the inertialess elec-
tron equation of motion the electron number density in the
presence of the ponderomotive force of the Langmuir waves.
The result is
ne = n0 exp[τ(φ˜−W 2)], (12)
where τ = Ti/Te, W = |E|/(16pin0Ti)1/2 is the scaled
Langmuir wave envelope, and φ˜ = eϕ/Ti is the scaled elec-
trostatic potential of the ion hole. We note that the W 2-
term in Eq. (12) comes from the averaging of the nonlin-
ear term mevhe∂vhe/∂x over the Langmuir wave period
2pi/ωpe, where vhe ≈ −eEh/meωpe is the high-frequency
electron quiver velocity in the Langmuir wave electric field
Eh = (1/2)E exp(ik0x− iw0t)+complex conjugate.
If the potential has a maximum φ˜max > 0, then there ex-
ist, in general, trapped ions where φ˜ < φ˜max, while at the
Fig. 6. The electric field at x = 8.0 rD as a function of ωpi t (left
panel) and the power spectrum of the electric field as a function of
ω/ωpe (right panel).
trons entering the region between the ion holes after collision
must have a large enough kinetic energy to cross the potential
barriers that are set up by the ion holes. The flattening of the
low-velocity region then occurs probably due to repeated re-
flections and slowing down of the trapped electrons against
the two moving potential barriers. On the other hand, we
also observe that before collision, the low-energy population
of electrons are compressed between the ion holes (see the
middle right panel of Fig. 4) and released during collision;
these electrons are then accelerated to form beams of elec-
trons (see the middle panel of Fig. 5) which escape the ion
holes. The energy of the electron beams are then released in
a beam-plasma instability triggering high-frequency plasma
oscillations, as illustrated in Fig. 6 (the left panel) where the
electric field at x = 8.0 rD is plotted as a function of ωpi t .
High-frequency plasma oscillations are beginning to be ex-
cited at time t ≈ 10ω−1pi . The large-amplitude bipolar elec-
tric fields of the ion hole appear as it crosses x = 8.0 rD at
time t ≈ 50–80ω−1pi . By examining the frequency spectrum
of the electric field (the right panel), we notice that the high-
frequency oscillations have broad frequency spectrum which
is up-shifted compared to the electron plasma frequency. We
also have a slightly “downshifted” frequency band around
ω/ωpe = 0.9, which we may be the frequencies of Lang-
muir waves trapped in the ion holes, as described below.
The numerical solutions of the Vlasov-Poisson system
were performed by means of a Fourier transform method
(Eliasson, 2001). We used 500 intervals in x space with the
domain −40 ≤ x/rD ≤ 40 with periodic boundary condi-
tions. We used 300 intervals in velocity space. The electron
and ion speed intervals were in the ranges−15.7 ≤ v/VT e ≤
15.7 and −0.118 ≤ v/VT e ≤ 0.118, respectively. The time-
step 1t ≈ 0.013ω−1pe was adapted dynamically to maintain
numerical stability.
3.1 Trapping of Langmuir waves in ion holes
Ion holes are associated with a local depletion of both ions
and electrons, the latter due to the negative ion hole potential.
Clearly, there is a possibility that waves could be trapped
in this plasma density cavity if the surrounding plasma is
overdense so that the waves are prevented from escaping the
cavity. A similar scenario was investigated theoretically by
Schamel and Maslov (1999) for the trapping of Langmuir
waves in small-amplitude electron holes. In the present sec-
tion, we investigate the trapping of Langmuir waves in ion
holes, while in Sect. 5 we consider the trapping of electro-
magnetic waves in electron holes.
We here consider an unmagnetized electron-ion plasma
in the presence of Langmuir waves and large-amplitude ion
holes. At equilibrium, we have ne0 = ni0 = n0, where nj0
is the unperturbed number density of the particle species j
(j equals e for electrons and i for ions). The linear Lang-
muir wave frequency is ω0 =
(
ω2pe + 3k20V 2T e
)1/2
, where k0
is the wavenumber. Large-amplitude Langmuir waves inter-
acting nonlinearly with ion holes generate Langmuir wave
envelope whose electric field E evolves slowly (in compar-
ison with the electron plasma wave period) according to a
nonlinear Schro¨dinger equation
2iωpe
(
∂
∂t
+ vg ∂
∂x
)
E + 3V 2T e
∂2E
∂x2
+ ω2pe
(
1− ne
n0
)
E = 0, (11)
where vg = 3k0V 2T e/ωpe is the group velocity of the Lang-
muir waves. We note that Eq. (11) has been derived by com-
bining the electron continuity and momentum equations as
well as by using Poisson’s equation with fixed ions, and by
retaining the arbitrary large electro number density varia-
tion ne associated with the ion holes in the presence of the
Langmuir wave ponderomotive force. Assuming that the
phase speed of ion holes is much smaller than the electron
thermal sp ed, we readily obtain from the inertialess elec-
tron equation of motion the electron number density in the
presence of the ponderomotive force of the Langmuir waves.
The result is
ne = n0 exp[τ(φ˜ −W 2)], (12)
where τ = Ti/Te, W = |E|/(16pin0Ti)1/2 is the scaled
Langmuir wave envelope, and φ˜ = eϕ/Ti is the scaled
electrostatic potential of the ion hole. We note that the
W 2-term in Eq. (12) comes from the averaging of the non-
linear term mevhe∂vhe/∂x over the Langmuir wave period
2pi/ωpe, where vhe ≈ −eEh/meωpe is the high-frequency
electron quiver velocity in the Langmuir wave electric field
Eh = (1/2)E exp(ik0x − iw0t)+complex conjugate.
If the potential has a maximum φ˜max > 0, then there ex-
ist, in general, trapped ions where φ˜ < φ˜max, while at the
point where φ˜ = φ˜max there are no trapped ions. Similar
to Schamel (1971), we chose at this point a Maxwellian dis-
tribution for the free ions. The ion distribution function as-
sociated with the ion holes can then be obtained by solving
the ion Vlasov equation for free and trapped ions, which have
speeds larger and smaller than [2(φ˜max−φ˜)]1/2, respectively.
The electric potential will turn out to be essentially negative,
with only a small-amplitude positive maximum φ˜max com-
pared to the large-amplitude negative potential well with a
minimum at φ˜min ≡ −ψ . Thus, the potential is restricted by
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−ψ ≤ φ˜ ≤ φ˜max, where ψ plays the role of the amplitude.
Integrating the sum of the free and trapped ion distribution
functions over velocity space, we obtain the ion number den-
sity (Schamel, 1971)
ni = n0 b exp
(
− M
2
i
2
){
I (φ˜max − φ˜)
+κ
(
M2i
2
, φ˜max − φ˜
)
+ 2√
pi |α|WD[
√
α(φ˜ − φ˜max)]
}
, (13)
where Mi = u0/VT i is the Mach number, and u0 is the ion
hole speed. The normalization constant
b = exp
(
M2i
2
){
I (φ˜max)
+κ
(
M2i
2
, φ˜max
)
+ 2√
pi |α|WD[
√
−αφ˜max]
}−1
,
is chosen so that when φ˜ = 0, the total density of ions is
n0. The special functions are defined as (Bujarbarua and
Schamel, 1981)
I (8) = exp(8)[1− erf(√8)],
κ(X,8) = 2√
pi
∫ pi/2
0
√
X cos θ exp(−8 tan2 θ (14)
+X cos2 θ)erf(√X cos θ) dθ,
and the Dawson integral
WD(Z) = exp(−Z2)
∫ Z
0
exp(t2) dt. (15)
We are here mostly interested in negative values of α; how-
ever, for positive α, we use (Abramowitz and Stegun, 1972)
WD(iZ) = i(√pi/2) exp(Z2)erf(Z) (where i =
√−1) and
replace the term (2/
√
pi |α|)WD[
√
α(φ˜ − φ˜max)] in Eq. (13)
by (1/
√
α) exp[−α(φ˜ − φ˜max)]erf[
√
−α(φ˜ − φ˜max)]; we
note especially thatMi = 0, α = 1 leads to a Boltzmann dis-
tribution ni = n0 exp(−φ˜) for the ion number density. The
Langmuir wave ponderomotive force acting on the ions is
weaker by the electron to ion mass ratio in comparison with
the one acting on the electrons, and therefore it is ignored in
Eq. (13). The electron ponderomotive force is transmitted to
ions via the ambipolar potential φ˜, which is determined from
Poisson’s equation
τr2D
∂2φ˜
∂x2
= Ne −Ni, (16)
where Ne = ne/n0 and Ni = ni/n0.
We are interested in quasi-steady state solutions of
Eqs. (11)–(16), which are fully nonlinear. We insert
E(x, t) = W(ξ) exp {i[Kx −2t]} and φ˜ = φ˜(ξ) where
ξ = (x − u0t)/rD , and where W(ξ), K and 2 are assumed
to be real, into Eqs. (11)–(16) and obtain a coupled set of
nonlinear equations
3
∂2W
∂ξ2
− (λ− 1)W −W exp[τ(φ˜ −W 2)] = 0, (17)
and
τ
∂2φ˜
∂ξ2
− exp[τ(φ˜ −W 2)] + b exp
(
− M
2
i
2
)
×{
I (φ˜max − φ˜)+K
[
M2i
2
, φ˜max − φ˜
]
(18)
+ 2√
pi |α|WD[
√
α(φ˜ − φ˜max)]
}
= 0,
where λ = −2ω−1pe2 − 3k2r2D(1 − u20/v2g) = −2ω−1pe2 −
3k2r2D+u20/3V 2T e represents a nonlinear frequency shift. The
system of Eqs. (17) and (19) admits the first integral in the
form of a Hamiltonian
H(W, φ˜;Mi, τ, α, λ) = 3
(
∂W
∂ξ
)2
− τ
2
(
∂φ˜
∂ξ
)2
−(λ− 1)W 2 + 1
τ
{exp[τ (φ˜ −W 2)] − 1}
+b exp
(
− M
2
i
2
)[
P(φ˜max − φ˜, α)
+h
(
M2i
2
, 0, φ˜max − φ˜
)
− 1
]
−H0 = 0, (19)
where in the unperturbed state (|ξ | = ∞) we have used the
boundary conditions W = 0, φ˜ = 0, ∂W/∂ξ = 0, ∂φ˜/∂ξ =
0. The constant
H0=b exp
(
−M
2
i
2
)[
P(φ˜max, α)+h
(
M2i
2
, 0, φ˜max
)
−1
]
is chosen so that H = 0 at |ξ | = ∞. The auxiliary functions
are defined as
P(8, α) = I (8)+ 2
√
8
pi
(1− α−1)
+ 2
α
√
pi |y|WD(
√−8α), (20)
and
h(X, a, b) =
∫ b
a
κ(X,8) d8. (21)
Because we are interested in symmetric solutions defined
by W(ξ) = W(−ξ) and φ˜(ξ) = φ˜(−ξ), the appropriate
boundary conditions at ξ = 0 are W = W0, φ˜ = −ψ ,
∂W/∂ξ = 0, and ∂φ˜/∂ξ = 0. Hence, from Eq. (19) we
have
(λ− 1)W 20 −
1
τ
{exp[τ (−ψ −W 20 )] − 1}
−b exp
(
− M
2
i
2
)[
P(φ˜max + ψ, α) (22)
+h
(
M2i
2
, 0, φ˜max + ψ
)
− 1
]
−H0 = 0,
which shows how the maximum values of W0 and ψ are
related to Mi , φ˜max and λ for given values of τ and α. A
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and
h(X, a, b) =
∫ b
a
κ(X,Φ) dΦ. (22)
Because we are interested in symmetric solutions defined
by W (ξ) = W (−ξ) and φ˜(ξ) = φ˜(−ξ), the appropriate
boundary conditions at ξ = 0 are W = W0, φ˜ = −ψ,
∂W/∂ξ = 0, and ∂φ˜/∂ξ = 0. Hence, from Eq. (20) we
have
(λ− 1)W 20 −
1
τ
{exp[τ(−ψ −W 20 )]− 1}
− b exp
(
− M
2
i
2
)[
P (φ˜max + ψ, α)
+ h
(
M2i
2
, 0, φ˜max + ψ
)
− 1
]
−H0 = 0,
(23)
which shows how the maximum values of W0 and ψ are re-
lated to Mi, φ˜max and λ for given values of τ and α. A
practical application of the Hamiltonian (20) is to check the
correctness of any numerical scheme used to solve Eqs. (18)
and (19), while Eq. (23) depicts the parameter regimes for
the existence of trapped Langmuir waves in ion holes.
In the absence of the Langmuir waves, ion holes are gov-
erned by the energy integral (Sagdeev, 1966)
1
2
(
∂φ˜
∂ξ
)2
+ VS(φ˜;Mi, τ, α) = 0, (24)
where the Sagdeev potential for our purposes with φ˜max = 0
is (Bujarbarua and Schamel, 1981)
VS(φ˜;Mi, τ, α) = −1
τ
{
1
τ
[exp(τ φ˜)− 1]
+ exp
(
− M
2
i
2
)[
P (−φ˜, α) + h
(
M2i
2
, 0,−φ˜
)
− 1
]}
.
(25)
Equation (24), which is obtained from Eq. (20) in the
limit of vanishing Langmuir wave electric fields, determines
the profile of ion holes. The latter exist provided that
VS(φ˜;Mi, τ, α) is negative for φ˜ between zero and −ψ. The
condition VS(−ψ;Mi, τ, α) = 0 gives a relation between ψ
and Mi for given values of α and τ . It turns out that ion holes
without large-amplitude Langmuir waves have only negative
potentials, as pre-assumed earlier.
We have carried out numerical studies of the equations
governing ion holes with and without Langmuir waves for
τ = 0.1 and α = −1.0. First, we consider small-amplitude
Langmuir waves which are not strong enough to modify the
ion hole, but which can be linearly trapped in the electron
density well of the hole. Accordingly, for W 2 ¿ 1 Eq. (18)
turns into a linear eigenvalue problem of the form
3
d2W
dξ2
+ [1− exp(τ φ˜)− λ]W = 0, (26)
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Fig. 7. The ion density (upper panel) and the potential (lower panel)
of ion holes without Langmuir waves (W = 0) for different Mach
numbers Mi, with τ = 0.1 and α = −1.0.
with the eigenvalue λ and the corresponding eigenfunction
W , and where φ˜ is obtained by assuming W = 0 in the solu-
tion of Eq. (19); in the upper and lower panels of Fig. 7, we
display the ion density profiles and the associated ambipo-
lar potentials for different sets of parameters, where the ob-
tained negative potentials are used in the eigenvalue problem
(26). The eigenvalue problem (26) has a continuous spec-
trum for λ < 0, associated with non-localized, propagat-
ing Langmuir wave envelopes W , and a point spectrum for
λ > 0, corresponding to localized, trapped Langmuir wave
envelopes. We have investigated numerically the cases corre-
sponding to four different Mach numbers displayed in Fig. 7,
and found the corresponding positive eigenvalues listed in
the left columns of Table 1, where each eigenvalue λ is as-
sociated to a bell-shaped eigenfunction W . Using k0 = 0
in the definition of λ, we obtain the oscillation frequency
of the trapped Langmuir waves as ω/ωpe = 1 + Θ =
1 − λ/2 + (u0/VTe)2/6 = 1 − λ/2 +M2i τme/6mi. Only
one positive eigenvalue was found for each case, admitting
only the ground states for the Langmuir waves to be linearly
trapped.
Next, we examine the influence of finite-amplitude Lang-
muir waves on the ion hole, in which the fully nonlinear
system of equations (18) and (19) has to be solved numer-
ically, and where we use the same parameters as in the linear
treatment above. The numerical solutions reveal that the ion
hole deepened and widened, admitting the eigenvalue λ to
become larger. We have investigated the special case with a
nonlinear shift of 0.1 of λ, listed in the column with nonlinear
eigenvalues in Table 1, and have found solutions for all cases
except for Mi = 1.4; the numerical solutions are depicted
in Fig. 8. Comparing with Fig. 7, we see that the presence
of trapped finite-amplitude Langmuir waves makes the ion
density depletion both deeper and wider, and the same holds
Fig. 7. The ion density (upper panel) and the potential (lower
panel) of ion holes without Langmuir waves (W = 0) for different
Mach numbers Mi , with τ = 0.1 and α = −1.0.
practical application of the Hamiltonian (19) is to check the
correctness of any numerical scheme used to solve Eqs. (17)
and (19), while Eq. (23) epicts th arameter r gimes for
the existence of trapped Langmuir waves in ion holes.
In the absence of the Langmuir waves, ion holes are gov-
erned by the energy integral (Sagdeev, 1966)
1
2
(
∂φ˜
∂ξ
)2
+ VS(φ˜;Mi, τ, α) = 0, (23)
where the Sagdeev potential for our purposes with φ˜max = 0
is (Bujarbarua and Schamel, 1981)
VS(φ˜;Mi, τ, α) = −1
τ
{
1
τ
[exp(τ φ˜)− 1]
+ exp
(
− M
2
i
2
)[
P(−φ˜, α)+ h
(
M2i
2
, 0,−φ˜
)
− 1
]}
. (24)
Equation (23), which is obtained from Eq. (19) in the
limit of vanishing Langmuir wave electric fields, determines
the profile of ion holes. The latter exist provided that
VS(φ˜;Mi, τ, α) is negative for φ˜ between zero and −ψ . The
condition VS(−ψ;Mi, τ, α) = 0 gives a r l tion betwee ψ
andMi for given values of α and τ . It turns out that i holes
without large-amplitude La gmuir w ves have nly negative
potentials, as pre-assum d arlier.
We have carried out numerical studies of the equations
governing ion holes with and without Langmuir waves for
τ = 0.1 and α = −1.0. First, we consider small-amplitude
Langmuir waves which are not strong enough to modify the
ion hole, but which can be linearly trapped in the electron
density well of the hole. Accordingly, for W 2  1 Eq. (17)
turns into a linear eigenvalue problem of the form
3
d2W
dξ2
+ [1− exp(τ φ˜)− λ]W = 0, (25)
with the eigenvalue λ and the corresponding eigenfunction
W , and where φ˜ is obtained by assuming W = 0 in the solu-
tion of Eq. (19); in the upper and lower panels of Fig. 7, we
display the ion density profiles and the associated ambipolar
potentials for different sets of parameters, where the obtained
negative potentials are used in the eigenvalue problem (25).
The eigenvalue problem (25) has a continuous spectrum
for λ < 0, associated with non-localized, propagating Lang-
muir wave envelopesW , and a point spectrum for λ > 0, cor-
responding to localized, trapped Langmuir wave envelopes.
We have investigated numerically the cases corresponding
to four different Mach numbers displayed in Fig. 7, and
found the corresponding positive eigenvalues listed in the
left columns of Table 1, where each eigenvalue λ is asso-
ciated to a bell-shaped eigenfunction W . Using k0 = 0
in the definition of λ, we obtain the oscillation frequency
of the trapped Langmuir waves as ω/ωpe = 1 + 2 =
1 − λ/2 + (u0/VT e)2/6 = 1 − λ/2 + M2i τme/6mi . Only
one positive eigenvalue was found for each case, admitting
only the ground states for the Langmuir waves to be linearly
trapped.
Next, we examine the influence of finite-amplitude Lang-
muir waves on the ion hole, in which the fully nonlinear sys-
tem of Eqs. (17) and (18) has to be solved numerically, and
where we use the same parameters as in the linear treatment
above. The numerical solutions reveal that the ion hole deep-
ened and widened, admitting the eigenvalue λ to become
larger. We have investigated the special case with a non-
linear shift of 0.1 of λ, listed in the column with nonlinear
eigenvalues in Table 1, and have found solutions for all cases
except for Mi = 1.4; the numerical solutions are depicted
in Fig. 8. Comparing with Fig. 7, we see that the presence
of trapped finite-amplitude Langmuir waves makes the ion
density depletion both deeper and wider, and the same holds
for the ambipolar potential well. The deepening of the am-
bipolar negative potential well is a feature closely related to
the strongly non-isothermal trapped ion distribution function.
For this case, the electrostatic potential had small-amplitude
maxima φ˜max of the order ≈ 10−3 on each side of the ion
hole, and this maximum of the potential increased with in-
creasing Mi .
Physically, the broadening of the ion hole and the enhance-
ment of negative ambipolar potential occur because the pon-
deromotive force of the Langmuir waves locally expels elec-
trons, which pull ions along to maintain the local charge
neutrality. The deficit of the ions in plasmas, in turn, pro-
duces more negative potential within the ion hole that is now
widened and enlarged to trap the localized Langmuir wave
electric field envelope.
In order to investigate the conditions for the existence of
ion holes in the presence of strong Langmuir fields, we nu-
merically solved Eq. (22) for ψ as a function of Mi ; see
Fig. 9. We used the same parameters τ = 0.1 and α = −1.0
as above. Here, we assumed the Langmuir field to be given
as an external parameter (say W0 = 0.8) and with a non-
linear shift that approximately follows the relation λ(Mi) =
0.3 − 0.14 Mi obtained from the fourth column of Table 1.
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Table 1. Theoretical eigenvalues λ and normalized frequencies ω/ωpe for trapped Langmuir waves inside ion holes propagating with
different Mach numbers Mi . Theoretical linear values are compared with numerical values obtained from direct Vlasov simulation (left and
middle columns). Eigenvalues (and frequencies) used in the the nonlinear theoretical treatment of large-amplitude trapped Langmuir wave
envelopes are shown in the right columns.
Mach Linear eigenvalues Frequencies from Nonlinear eigenvalues
number and frequencies Vlasov simulation and frequencies
Mi
1.4
0.9
0.7
0.0
λ ω/ωpe
0.0013 0.999
0.0463 0.977
0.0772 0.961
0.1906 0.905
ω/ωpe = (ωr + iγ )/ωpe
0.98− 0.00i
0.93− 0.03i
λ ω/ωpe
— —
0.1463 0.927
0.1772 0.911
0.2906 0.855
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Fig. 8. The electric field (upper panel), the ion density (middle
panel) and the potential (lower panel) of ion holes in the presence of
large-amplitude Langmuir waves for different Mach numbers Mi,
with τ = 0.1 and α = −1.0.
for the ambipolar potential well. The deepening of the am-
bipolar negative potential well is a feature closely related to
the strongly non-isothermal trapped ion distribution function.
For this case, the electrostatic potential had small-amplitude
maxima φ˜max of the order ≈ 10−3 on each side of the ion
hole, and this maximum of the potential increased with in-
creasing Mi.
Physically, the broadening of the ion hole and the enhance-
ment of negative ambipolar potential occur because the pon-
deromotive force of the Langmuir waves locally expels elec-
trons, which pull ions along to maintain the local charge
neutrality. The deficit of the ions in plasmas, in turn, pro-
0 5 10 15 200
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1.4
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ψ
Mi 
W0=0.8
W0=0.0
Fig. 9. Numerical solutions of Eq. (23), depicting ψ (= −φ˜min)
versus Mi for W0 = 0.0 and W0 = 0.8, with τ = 0.1 and α =
−1.0. We see that the ion hole loaded with the Langmuir wave
electric fields has an upper bound on the Mach number, which is
smaller than the one without the Langmuir wave fields.
duces more negative potential within the ion hole that is now
widened and enlarged to trap the localized Langmuir wave
electric field envelope.
In order to investigate the conditions for the existence of
ion holes in the presence of strong Langmuir fields, we nu-
merically solved Eq. (23) for ψ as a function of Mi; see
Fig. 9. We used the same parameters τ = 0.1 and α = −1.0
as above. Here, we assumed the Langmuir field to be given
as an external parameter (say W0 = 0.8) and with a nonlin-
ear shift that approximately follows the relation λ(Mi) =
0.3 − 0.14 Mi obtained from the fourth column of Table
1. This relation overestimates slightly the Langmuir field
W0 for small Mi and underestimates slightly the field for
the highest Mi; see the upper panel in Fig. 8. We assumed
a maximum potential of φ˜max = 0.003. We found that
for this set of parameters, the solution had an upper bound
Mi = 1.25 for the existence of localized solutions, which is
clearly smaller than the existence in the absence of the Lang-
muir fields. In a more exact mapping of the existence of ion
Fig. 8. The electric field (upper panel), the ion density (middle
panel) and the potential (lower panel) of ion holes in the presence of
large-amplitude Langmuir waves for different Mach numbers Mi ,
with τ = 0.1 and α = −1.0.
This relation overestimates slightly the Langmuir field W0
for small M and underestimates slightly the field for the
highestMi ; see the upper pane in Fig. 8. We assumed max-
imum potential of φ˜max = 0.003. We found that f r this set of
parameters, the solution had an upper bound Mi = 1.25 for
the existence of localize solutions, which is clearly smaller
t an the existence in the absence of the Langmuir fields. In a
more exact mapping of the existence of ion holes, one needs
to explore more carefully the relati ships betw en differ-
ent param ters in Eq. (22), ssibly by solving the system
of Eqs. (17) and (18) for different cases. Furth rmore, the
dynamics of the time-dependen system is not explored her ,
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Fig. 8. The electric field (u per panel), the ion density (mi dle
panel) and the potential (lower panel) of ion holes in the presence of
large-amplitude Langmuir waves for different Mach numbers Mi,
with τ = 0.1 and α = −1.0.
for the ambipolar potential well. The d epening of the am-
bipolar negative potential well is a featur closely related to
the strongly n n-isothermal tra ped i n distribution functi n.
For this case, the electrostatic potential ha small-amplitude
maxima φ˜max f the order ≈ 10−3 on each side of the ion
hole, and his maximum of the potenti l increased with in-
c asing Mi.
Physically, the broadening of the ion hole and th enhance-
ment of negative ambipolar potential o cur because the pon-
deromotive force of the Langmuir waves locally expels elec-
trons, whic pull ions along to maintai the local charge
neutrality. The deficit of the ions in plasmas, in turn, pro-
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Fig. 9. Numerical solutions of Eq. (23), depicting ψ (= −φ˜min)
versus Mi for W0 = 0.0 and W0 = 0.8, with τ = 0.1 and α =
−1.0. We s e that the ion hole loaded with the Langmuir wave
electric fields has an u per bound on the Mach number, which is
smaller than the one withou the Langmuir wave fields.
duces more negative potential within the ion hole that is now
widened and enlarged to trap the localized Langmuir wave
electric field envelope.
In order to investigate the cond tions for the existence of
ion holes in the presence of strong Langmuir fields, we nu-
merically solved Eq. (23) for ψ as a function of Mi; s e
Fig. 9. We used the same parameters τ = 0.1 and α = −1.0
as above. Here, we a sumed the Langmuir field to be given
as an external parameter (say W0 = 0.8) and with a nonlin-
ear shift that a proximately follows the relation λ(Mi) =
0.3 − 0.14 Mi obtained from the fourth column of Table
1. This relation overestimates slightly the Langmuir field
W0 for small Mi and underestimates slightly the field for
the highest Mi; s e the u per panel in Fig. 8. We a sumed
a maximum potential of φ˜max = 0. 03. We found that
for this set of parameters, the solution had an u per bound
Mi = 1.25 for the existence of localized solutions, which is
clearly smaller than the existence in the absence of the Lang-
muir fields. In a more exact ma ping of the existence of ion
Fig. 9. Numerical solutions of Eq. (22), depicting ψ (= −φ˜min)
versus Mi for W0 = 0.0 and W0 = 0.8, with τ = 0.1 and α =
−1.0. We se that the i hole loaded with the Langmuir wave
el ctric fields has an upper bound on the Mach number, which is
smaller than th one without the Langmuir wave fields.
but is studied by direct simulations of the Vlasov-Poisson
system below.
It should be stressed that the properties of the present
Langmuir envelope solitons significantly differ from those
based on Zakharov’s model (1972) which utilizes the fluid
ion response for driven (by the Langmuir wave ponderomo-
tive force) ion-acoustic perturbations and yield subsonic den-
sity depression accompanied with a positive localized am-
bipolar potential structure. Furthermore, consideration of a
Boltzmann ion density distribution, viz. Ni = exp(−φ˜),
would correspond to the case Mi = 0 and α = 1 in Eq. (18).
Here, as shown in Fig. 10, we have a localized Langmuir
wave electric field envelope trapped in a standing ion den-
sity cavity. The corresponding slow ambipolar potential is
positive and localized.
In the nu erical solutions of Eqs. (17) and (18) , the sec-
nd derivatives wer approximated by second-order cen-
tered difference sch m (Isaacs n and Kel er, 1994), and the
values of W and φ˜ w re set to zero at the boundaries of the
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Fig. 10. The Langmuir electric field (upper panel), the ion den-
sity (middle panel) and the potential (lower panel) of a Langmuir
caviton with a Boltzmann ion distribution for Mi = 0, λ = 0.1,
τ = 0.1 and α = 1.0.
holes, one needs to explore more carefully the relationships
between different parameters in Eq. (23), possibly by solv-
ing the system of equations (18) and (19) for different cases.
Furthermore, the dynamics of the time-dependent system is
not explored here, but is studied by direct simulations of the
Vlasov-Poisson system below.
It should be stressed that the properties of the present
Langmuir envelope solitons significantly differ from those
based on Zakharov’s model (1972) which utilizes the fluid
ion response for driven (by the Langmuir wave ponderomo-
tive force) ion-acoustic perturbations and yield subsonic den-
sity depression accompanied with a positive localized am-
bipolar potential structure. Furthermore, consideration of a
Boltzmann ion density distribution, viz. Ni = exp(−φ˜),
would correspond to the case Mi = 0 and α = 1 in Eq. (19).
Here, as shown in Fig. 10, we have a localized Langmuir
wave electric field envelope trapped in a standing ion den-
sity cavity. The corresponding slow ambipolar potential is
positive and localized.
In the numerical solutions of Eqs. (18) and (19), the sec-
ond derivatives were approximated by a second-order cen-
tered difference scheme (Isaacson and Keller, 1994), and the
values of W and φ˜ were set to zero at the boundaries of the
computational domain at ξ = ±40. The resulting nonlinear
system of equations was solved iteratively. We used 2000
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Fig. 11. Normalized Langmuir wave Electric field E/
√
4pin0Ti
(the bipolar electric field has been removed from the data) as a
function of the normalized space x/rD and time ωpet. The Lang-
muir wave is trapped in the ion hole which is initially centered at
x/rD = 0, and moving with the speed Mi = 0 (left panel) and
Mi = 0.9 (right panel).
sampling points to resolve the solution.
3.2 Vlasov simulations of trapped Langmuir waves
In order to explore the dynamics of trapped Langmuir waves
in an ion hole, we have performed a new set of simulations to
study the time-dependence of trapped Langmuir wave elec-
tric fields. The results are displayed in Fig. 11. In these
simulations, the electron density is initially perturbed so that
Langmuir waves are excited around the ion hole centered at
x/rD = 0. We examine the above discussed ion hole with
zero-speed (the left panel) and the ion hole having the speed
Mi = 0.9 (the right panel). Figure 11 shows that Langmuir
waves are trapped in the ion hole, with a maximum wave
amplitude at x/rD = 0. We find that the trapped Langmuir
waves are oscillating with a real frequency slightly lower
than the electron plasma frequency, ωr/ωpe ≈ 0.93 for the
standing ion hole case, and ωr/ωpe ≈ 0.98 for for the mov-
ing ion hole case with Mi = 0.9, which is consistent with the
linear results listed in Table 1. For the standing hole case, the
Langmuir waves are strongly Landau damped, with a damp-
ing rate γ ≈ 0.03ωpe, which is an effect not covered by our
theoretical model which is based on the electron hydrody-
namic model for the Langmuir wave packets. In the moving
ion hole case, the damping is significantly weaker than in the
standing hole case. This can be understood in that the fre-
quency shift is smaller for the moving ion hole case, making
the scalelength larger for the Langmuir wave envelope, re-
sulting in a smaller Landau damping; some distance away
from the ion hole density minimum the potential φ˜ vanishes,
and there the Langmuir wave envelope decreases exponen-
tially with ξ with the scalelength
√
3/λ. A smaller λ leads
to a larger length-scale, resulting in a weaker Landau damp-
ing. In numerical simulations of large-amplitude Langmuir
waves, one has to apply an external pump field to sustain
the Langmuir field at constant amplitude, since the trapped
Langmuir waves are Landau damped. We have observed the
Fig. 10. The Langmuir electric field (upper panel), the ion density
(middle panel) and the potential (lower panel) of a Langmuir cavi-
ton with a Boltzmann ion distribution forMi = 0, λ = 0.1, τ = 0.1
and α = 1.0.
computational domain at ξ = ±40. The resulting nonlinear
system of equations was solved iteratively. We used 2000
sampling points to resolve the solution.
3.2 Vlasov simulations of trapped Langmuir waves
In order to explore the dynamics of trapped Langmuir waves
in an ion hole, we have performed a new set of simulations to
study the time-dependence of trapped Langmuir wave elec-
tric fields. The results are displayed in Fig. 11.
I these simulations, the el ctron density is initially per-
turbed so that Langmuir waves are excited around the ion
hole centered at x/rD = 0. We examine the ab ve discussed
ion hole wi h zero-speed (the lef panel) and the ion h le hav-
ing the speed Mi = 0.9 (the right panel). Figure 11 shows
that Langmuir waves ar trapped in the ion hole, with a max-
imum wave amplitude at x/rD = 0. We find that the trapped
Langmuir waves are oscillating with a re l frequency slightly
lower than the lectron plasma frequency, ωr/ωpe ≈ 0.93
for the sta ing ion hole case, and ωr/ωpe ≈ 0.98 for for
the moving ion hole case with Mi = 0.9, which is consi tent
with the linear results listed in Table 1. For the standing hole
case, the Langmuir waves are strongly Landau damped, with
a damping rate γ ≈ 0.03ωpe, which is an effect not cov-
ered by our theoretical model which is based on the electron
hydrodynamic model for the Langmuir wave packets. In the
moving ion hole case, the damping is significantly weaker
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holes, one needs to explore more carefully the relationships
between different parameters in Eq. (23), possibly by solv-
ing the system of equations (18) and (19) for different cases.
Furthermore, the dynamics of the time-dependent system is
not explored here, but is studied by direct simulations of the
Vlasov-Poisson system below.
It s uld be str ss d that the prop rties of the present
Langmuir envelope solit ns significantly differ from those
based on Zakharov’s mode (1972) which utilizes the fluid
ion response for driven (by the Langmuir wave ponderomo-
tive force) ion-acoustic perturbations and yield subsonic den-
sity depression accompanied with a positive localized am-
bipolar potential structure. Furthermore, consideration of a
Boltzmann ion density distribution, viz. Ni = exp(−φ˜),
would correspond to the case Mi = 0 and α = 1 in Eq. (19).
Here, as shown in Fig. 10, we have a localized Langmuir
wave electric field envelope trapped in a standing ion den-
sity cavity. The corresponding slow ambipolar potential is
positive and localized.
In the numerical solutions of Eqs. (18) and (19), the sec-
ond derivatives were approximated by a second-order cen-
tered difference scheme (Isaacson and Keller, 1994), and the
values of W and φ˜ were set to zero at the boundaries of the
computational domain at ξ = ±40. The resulting nonlinear
system of equations was solved iteratively. We used 2000
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(the bipolar lectric field has been removed from the d ta) as a
function of the normalized space x/rD and time ωpet. The Lang-
muir wave is trapped in the ion hole which is nitially cent red at
x/rD = 0, and moving with the speed Mi = 0 (left panel) and
Mi = 0.9 (right panel).
sampling points to resolve the solution.
3.2 Vlasov simulations of trapped Langmuir waves
In order to explore the dynamics of tra ped Langmuir waves
in an ion hole, we have performed a new set of simulations to
study the time-dependence of tra ped Langmuir wave elec-
tric fields. The results are displayed in Fig. 11. In these
simulations, the electron density is initially perturbed so that
Langmuir waves are excited around the ion hole centered at
x/rD = 0. We examine the above discussed ion hole with
zero-speed (the left panel) and the ion hole having the speed
Mi = 0.9 (the right panel). Figure 11 shows that Langmuir
waves are trapped in the ion hole, with a maximum wave
amplitude at x/rD = 0. We find that the trapped Langmuir
waves are oscillating with a real frequency slightly lower
than the electron plasma frequency, ωr/ωpe ≈ 0.93 for the
standing ion hole case, and ωr/ωpe ≈ 0.98 for for the mov-
ing ion hole case with Mi = 0.9, which is consistent with the
linear results listed in Table 1. For the standing hole case, the
Langmuir waves are strongly Landau damped, with a damp-
ing rate γ ≈ 0.03ωpe, which is an effect not covered by our
theoretical model which is based on the electron hydrody-
namic model for the Langmuir wave packets. In the moving
ion hole case, the damping is significantly weaker than in the
standing hole case. This can be understood in that the fre-
quency shift is smaller for the moving ion hole case, making
the scalelength larger for the Langmuir wave envelope, re-
sulting in a smaller Landau damping; some distance away
from the ion hole density minimum the potential φ˜ vanishes,
and there the Langmuir wave envelope decreases exponen-
tially with ξ with the scalelength
√
3/λ. A smaller λ leads
to a larger length-scale, resulting in a weaker Landau damp-
ing. In numerical simulations of large-amplitude Langmuir
waves, one has to apply an external pump field to sustain
the Langmuir field at constant amplitude, since the trapped
Langmuir waves are Landau damped. We have observed the
Fig. 11. Normalized Langmuir wave Electric field E/
√
4pin0Ti
(the bipolar electric field has been removed from the data) as a
function of the normalized space x/rD and time ωpet . The Lang-
muir wave is trapped in the ion hole which is initially centered at
x/rD = 0, and moving with the speed Mi = 0 (left panel) and
Mi = 0.9 (right panel).
than in the standing hole case. This can be understood in
that the frequency shift is smaller for the moving ion hole
case, making the scalelength larger for the Langmuir wave
envelope, resulting in a smaller Landau damping; some dis-
tance away from the ion hole density minimum the potential
φ˜ vanishes, and there the Langmuir wave envelope decreases
exponentially with ξ with the scalelength
√
3/λ. A smaller
λ leads to a larger length-scale, resulting in a weaker Lan-
dau damping. In numerical simulations of large-amplitude
Langmuir waves, one has to apply an external pump field
to sustain the Langmuir field at constant amplitude, since
the trapped Langmuir waves are Landau damped. We have
observed the following phenomena in Vlasov simulations:
High-intensity Langmuir waves are initially trapped inside
the ion hole. The ion density well associated with the ion
hole deep ned, and the ion density surrounding the ion hole
is depleted. The Langmuir field trapped in the ion hole ac-
celera ed s which orm d propagating electron BGK
waves (electron hole ). We could not observe a clear widen-
ing of t e ion hole pred cted by t eory. Pos ible explana-
tio s of this discr pa cy can be that the electrons are strongly
heated in the simulation, which i creases the temperature ra-
tio τ , leading to a scenario in which the ion hole tends to
b come smaller if other parameters are kept constant (Bu-
j rbarua and Schamel, 1981). Further, the theory does not
predict how p rameters of an io hole changes dynami-
c lly when the amplitude of the trapped Langmuir envelope
change in time.
4 T e dynamics of nonrelativistic electron holes in plas-
mas
In this section, we study the dynamics of nonrelativistic elec-
tron holes in an electron-ion plasma. The shape of the elec-
tron hole is not unique but is strongly dependent on the his-
tory of its creation. In order to investigate the dynamics
of electron holes numerically in a controlled manner, we
use Schamel’s solution of the stationary Vlasov-Poisson sys-
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following phenomena in Vlasov simulations: High-intensity
Langmuir waves are initially trapped inside the ion hole. The
ion density well associated with the ion hole deepened, and
the ion density surrounding the ion hole is depleted. The
Langmuir field trapped in the ion hole accelerated electrons
which formed propagating electron BGK waves (electron
holes). We could not observe a clear widening of the ion
hole predicted by theory. Possible explanations of this dis-
crepancy can be that the electrons are strongly heated in the
simulation, which increases the temperature ratio τ , leading
to a scenario in which the ion hole tends to become smaller if
other parameters are kept constant (Bujarbarua and Schamel,
1981). Further, the theory does not predict how the parame-
ters of an ion hole changes dynamically when the amplitude
of the trapped Langmuir envelope changes in time.
4 The dynamics of nonrelativistic electron holes in plas-
mas
In this section, we study the dynamics of nonrelativistic elec-
tron holes in an electron-ion plasma. The shape of the elec-
tron hole is not unique but is strongly dependent on the his-
tory of its creation. In order to investigate the dynamics
of electron holes numerically in a controlled manner, we
use Schamel’s solution of the stationary Vlasov-Poisson sys-
tem to construct initial conditions for our simulations. The
Schamel solution is well-behaved in the sense that the so-
lution for the distribution function is continuous and that it
goes to a shifted Maxwellian distribution far away from the
electron hole where the electric potential vanishes. Follow-
ing Bujarbarua and Schamel (1981), we prescribe solutions
to the electron Vlasov equation in the form of distributions
of free and trapped electrons, as given in Eq. (8) We here use
mi/me = 29500 for oxygen ions. Integrating the untrapped
and trapped electron distributions over velocity space, we ob-
tain the electron density
Ne = e
−M2
e
/2
[
I(φ) + κ
(
M2e
2
, φ
)
+
2WD[(−βφ)1/2]
(pi|β|)1/2
]
,
(27)
where Me = u0/VTe is the Mach number, u0 is the speed of
the electron hole, and φ = eϕ/Te is the scaled potential. The
special functions I , κ and WD are given in Eqs. (14)–(16),
respectively. Poisson’s equation
r2D
∂2φ
∂x2
= Ne −Ni, (28)
where Ne is given by Eq. (27), is solved as a nonlinear
boundary value problem where φ is set to zero far away
on each side of the electron hole; a central difference ap-
proximation is used for the second derivative in Poisson’s
equation, leading to a system of nonlinear equations, which
is solved iteratively with (a slightly modified) Newton’s
method.
In Fig. 12, we have plotted the electric potential and elec-
tron number density of the electron hole for the case of a
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Fig. 12. The potential (upper panel) and the electron density (lower
panel), associated with a standing electron hole (Me = 0) with
β = −0.7 (solid lines) and β = −0.5 (dash-dotted lines), and a
moving electron hole with Me = 0.5 and β = −0.7 (dashed lines)
in plasmas with fixed ion background (Ni = 1).
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Fig. 13. The electron density (upper left panel), the ion density (up-
per right panel), the electric field (lower left panel) and the potential
(lower right panel) of an initially standing electron hole. The chosen
trapping parameter is β = −0.7.
fixed ion background, viz. Ni = 1. We note that larger val-
ues of Me and |β| give smaller maxima ψ of the potential
and less deep electron density minima, in agreement with
Fig. 3(a) of Bujarbarua and Schamel (1981). The potentials
obtained in Fig. 12 are used to construct the numerical ini-
tial conditions for the electron distribution function of elec-
tron holes (Bujarbarua and Schamel, 1981), to be used in our
Vlasov simulations including the ion dynamics.
In Fig. 13 we show the time development of an elec-
tron hole initially at rest. As the initial condition for
the electron distribution function, we use the parameters
Me = 0 and β = −0.7 (the solid lines in Fig. 12), with
a small local perturbation of the plasma near the electron
hole. The perturbation consisted of a Maxwellian popula-
tion of electrons added to the initial condition for the elec-
tron hole, with the same temperature as the background
Fig. 12. The potential (upper panel) and the electron density (lower
panel), associated with a standing electron hole ( e 0) with
β = −0.7 (solid lines) and β = −0.5 (dash-dotted lines), and a
moving electron hole with Me = 0.5 and β = −0.7 (dashed lines)
in plasmas with fixed ion background (Ni = 1).
tem to construct initial conditions for our simulations. The
Schamel solution is well-behaved in the sense that the so-
lution for the distribution function is continuous and that it
goes to a shifted Maxwellian distribution far away from the
electron hole where the electric potential vanishes. Follow-
ing Bujarbarua and Schamel (1981), we prescribe solutions
to the electron Vlasov equation in the form of distributions of
free and trapped electrons, as given in Eq. (8). We here use
mi/me = 29500 for oxygen ions. Integrating the untrapped
and trapped electron distributions over velocity space, we ob-
tain the electron density
Ne=e−M2e /2
[
I (φ)+κ
(
M2e
2
, φ
)
+2WD[(−βφ)
1/2]
(pi |β|)1/2
]
, (26)
where Me = u0/VT e is the Mach number, u0 is the speed of
the electron hole, and φ = eϕ/Te is the scaled potential. The
special functions I , κ and WD are given in Eqs. (14)–(15),
respectively. Poisson’s equation
r2D
∂2φ
∂x2
= Ne −Ni, (27)
whereNe is given by Eq. (26), is solved as a n nlinear bound-
ary value probl m where φ s set to zero far away on each
side of the electron hole; a centr l difference approximation
is used for the second derivative in Poisson’s equation, lead-
ing to a system of nonlin ar equations, which is s lved it ra-
tively with (a slightly modified) N wton’s method.
In Fig. 12, we have plotted t e electric potential and elec-
tron number density of the electron hole for the case of a
fixed ion background, viz. Ni = 1. We note that larger val-
ues ofMe and |β| give smaller maximaψ of the potential and
less deep electron density minima, in agreement with Fig. 3a
of Bujarbarua and Schamel (1981). The potentials obtained
in Fig. 12 are used to construct the numerical initial condi-
tions for the electron distribution function of electron holes
(Bujarbarua and Schamel, 1981), to be used in our Vlasov
simulations including the ion dynamics.
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following phenomena in Vlasov simulations: High-intensity
Langmuir waves are initially trapped inside the ion hole. The
ion density well associated with the ion hole deepened, and
the ion density surrounding the ion hole is depleted. The
Langmuir field trapped in the ion hole accelerated electrons
which formed propagating electron BGK waves (electron
holes). We could not observe a clear widening of the ion
hole predicted by theory. Possible explanations of this dis-
crepancy can be that the electrons are strongly heated in the
simulation, which increases the temperature ratio τ , leading
to a scenario in which the ion hole tends to become smaller if
other parameters are kept constant (Bujarbarua and Schamel,
1981). Further, the theory does not predict how the parame-
ters of an ion hole changes dynamically when the amplitude
of the trapped Langmuir envelope changes in time.
4 The dynamics of nonrelativistic electron holes in plas-
mas
In this section, we study the dynamics of nonrelativistic elec-
tron holes in an electron-ion plasma. The shape of the elec-
tron hole is not unique but is strongly dependent on the his-
tory of its creation. In order to investigate the dynamics
of electron holes numerically in a controlled manner, we
use Schamel’s solution of the stationary Vlasov-Poisson sys-
tem to construct initial conditions for our simulations. The
Schamel solution is well-behaved in the sense that the so-
lution for the distribution function is continuous and that it
goes to a shifted Maxwellian distribution far away from the
electron hole where the electric potential vanishes. Follow-
ing Bujarbarua and Schamel (1981), we prescribe solutions
to the electron Vlasov equation in the f rm of distribut ons
of free and trapped electrons, as given in Eq. (8) We here use
m /me = 29500 for oxygen ions. Integrating the untrapped
and tr pped electron distributions over velocity space, we ob-
tain the electron density
Ne = e
−M2
e
/2
[
I(φ) + κ
(
M2e
2
, φ
)
+
2WD[(−βφ)1/2]
(pi|β|)1/2
]
,
(27)
where Me = u0/VTe is the Mach n mber, u0 is the speed of
the electron hol , and φ = eϕ/Te is the scaled potential. The
special functions I , κ nd WD are given in Eqs. (14)–(16),
resp ctively. Poisson’s equatio
r2D
∂2φ
∂x2
= Ne −Ni, (28)
where Ne is given by Eq. (27), is solved as a nonlinear
boundary value problem where φ is set to zero far away
on each side of the electron hole; a central difference ap-
proximation is used for the second derivative in Poisson’s
equation, leading to a system of nonlinear equations, which
is solved iteratively with (a slightly modified) Newton’s
method.
In Fig. 12, we h ve plotted the electric potential and elec-
tron number den ity of the electron hole for the case of a
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Fig. 12. The potential (upper panel) and the electron density (lower
panel), associated with a standing electron hole (Me = 0) with
β = −0.7 (solid lines) and β = −0.5 (dash-dotted lines), and a
moving electron hole with Me = 0.5 and β = −0.7 (dashed lines)
in plasmas with fixed ion background (Ni = 1).
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Fig. 13. The electron density (upper left panel), the ion density (up-
per right panel), the electric field (lower left panel) and the potential
(lower right panel) of an initially standing electron hole. The chosen
trapping parameter is β = −0.7.
fixed ion background, viz. Ni = 1. We note that larger val-
ues of Me and |β| give smaller maxima ψ of the potential
and less deep electron density minima, in agreement with
Fig. 3(a) of Bujarbarua and Schamel (1981). The potentials
obtained in Fig. 12 are used to construct the numerical ini-
tial conditions for the electron distribution function of elec-
tron holes (Bujarbarua and Schamel, 1981), to be used in our
Vlasov simulations including the ion dynamics.
In Fig. 13 we show the time development of an elec-
tron hole initially at rest. As the initial condition for
the electron distribution function, we use the parameters
Me = 0 and β = −0.7 (the solid lines in Fig. 12), with
a small local perturbation of the plasma near the electron
hole. The perturbation consisted of a Maxwellian popula-
tion of electrons added to the initial condition for the elec-
tron hole, with the same temperature as the background
Fig. 13. The electron densit ( l -
per right panel), the electric fi l (l ti l
(lower right panel) of an initiall t
trap ing parameter is β 0.7.
In Fig. 13 we show the time development of an elec-
tron hole initially at rest. As the initial condition for
the electron distribution function, we use the parameters
Me = 0 and β = −0.7 (the solid lines in Fig. 12), with
a small local perturbation of the plasma near the electron
hole. The pertur tion consisted of a Maxwellian popula-
tion of electrons added to the initial co dition for the elec-
tron hole, with the same temperature as the background elec-
trons and with the density perturbation of the form δNe =
−0.008 sinh(x/2rD)/ cosh2(x/2rD). The most striking fea-
ture, seen at time t ≈ 130ω−1pe , is that the electron hole “sud-
denly” starts moving in the negative x direction with a Mach
number Me ≈ 0.55. (The direction of the prop gati n de-
pends on the perturbation in the initial condition.) The tran-
sition seems to happen when th ion den ity has formed a
deep enough cavity. When the electron hole has escaped
the ion cavity, the ion density cavity continues to deepen
and an electron density cavity is created at the same place,
neutralizing the plasma. In Fig. 14, we have repeated the
same numerical experiment as in Fig. 13, including the lo-
cal perturbation of the plasma, but with β = −0.5, making
the electron hole larger. In this case, the electron hole starts
moving in the positive x direction at t ≈ 100ω−1pe , also with
a Mach number Me ≈ 0.55. For both the β = −0.7 and
β = −0.5 cases, the potential maximum decreases slightly
during the transition from standing to moving electron holes,
from ψ = 4.5 to ψ = 3.8 and from ψ = 7.8 to ψ = 7.0, re-
spectively. For Me = 0.55, the diagram in Fig. 14a of Bujar-
barua and Schamel (1981) predicts that the trapping parame-
ter has changed to β ≈ −0.67 and β ≈ −0.45, respectively,
for the two cases. We next analyze the distribution of en-
ergy in the system. The total energy is conserved exactly in
the continuous system and to a high degree in our numerical
simulations (Eliasson, 2001), and is distributed between the
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Fig. 14. The electron density (upper left panel), the ion density (up-
per right panel), the electric field (lower left panel) and the potential
(lower right panel) of an initially stationary electron hole. The cho-
sen trapping parameter is β = −0.5.
electrons and with the density perturbation of the form
δNe = −0.008 sinh(x/2rD)/ cosh2(x/2rD). The most
striking feature, seen at time t ≈ 130ω−1pe , is that the elec-
tron hole “suddenly” starts moving in the negative x direc-
tion with a Mach number Me ≈ 0.55. (The direction of the
propagation depends on the perturbation in the initial condi-
tion.) The transition seems to happen when the ion density
has formed a deep enough cavity. When the electron hole
has escaped the ion cavity, the ion density cavity continues to
deepen and an electron density cavity is created at the same
place, neutralizing the plasma. In Fig. 14, we have repeated
the same numerical experiment as in Fig. 13, including the
local perturbation of the plasma, but with β = −0.5, making
the electron hole larger. In this case, the electron hole starts
moving in the positive x direction at t ≈ 100ω−1pe , also with
a Mach number Me ≈ 0.55. For both the β = −0.7 and
β = −0.5 cases, the potential maximum decreases slightly
during the transition from standing to moving electron holes,
from ψ = 4.5 to ψ = 3.8 and from ψ = 7.8 to ψ = 7.0,
respectively. For Me = 0.55, the diagram in Fig. 14(a) of
Bujarbarua and Schamel (1981) predicts that the trapping
parameter has changed to β ≈ −0.67 and β ≈ −0.45, re-
spectively, for the two cases. We next analyze the distri-
bution of energy in the system. The total energy is con-
served exactly in the continuous system and to a high de-
gree in our numerical simulations (Eliasson, 2001), and is
distributed between the kinetic energy of the particles and
the potential energy stored in the electric field. In the up-
per panel of Fig. 15, we have plotted the potential energy
Wpot = (1/2)
∫
E2 dx of the system for the two simulation
runs, as a function of time. Here, most of the potential en-
ergy is stored in the large-amplitude bipolar electric field of
the electron hole, while some potential energy is released in
high-frequency Langmuir waves. We observe a gradual de-
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Fig. 15. The total potential energy Wpot = (1/2)
R
E2dx as a
function of time (upper panels) and the minimum of the electrostatic
potential (lower panels) for β = −0.7 (left panels) and β = −0.5
(right panels), obtained from the model for a stationary electron
hole in the presence of a varying ion density, where the ion density
is obtained from the Vlasov simulations.
crease of the potential energy till the transition time when the
electron hole leaves the ion cavity and the potential energy
performs large fluctuations (t ≈ 130ω−1pe for the β = −0.7
case and t ≈ 100ω−1pe for the β = −0.5 case), whereafter
the potential energy performs high-frequency oscillations at-
tributed to Langmuir waves released in the transition, around
a somewhat smaller constant Wpot attributed to the propa-
gating electron hole bipolar electric field. The slow decrease
of the potential energy in the initial phase indicates that the
positive electrostatic potential of the electron hole acceler-
ates the ions which leave the vicinity of the electron hole.
In a homogeneous ion background, the single, steady-state
electron hole is associated with a positive potential which
traps electrons. Since the positive potential of the electron
hole and the negative potential of the ion cavity are compet-
ing processes, there could be a problem of the existence of
a stationary electron hole if the ion density becomes deep
enough. In our case, the electron hole remains stable but es-
capes the ion cavity. In the lower panel of Fig. 15, we have
taken the ion density Ni obtained in our Vlasov simulation
as an input to Poisson’s equation, which we then solve with
the electron density given by Eq. (27). The potential of the
electron hole is normally positive everywhere when the ions
are fixed background. In the presence of a local ion density
cavity, the potential may have a slightly negative minimum,
and at this point we prescribe a Maxwellian distribution for
the untrapped electrons in the same manner as often done by
Schamel (1971, 1986). We plotted the potential minimum
φmin as a function of time, and found that at t ≈ 170ω−1pe
a part of the potential becomes negative. It seems that the
acceleration of the electron hole occurs at approximately the
same time as a part of the potential for the theoretical model
becomes negative. An alternative way of explaining accel-
Fig. 14. The electron density ( r l ft l), t i sity (up-
per ight panel), the electric fiel (l t tential
(lower right panel) of an initiall t l . e cho-
sen trap ing parameter is β 0.5.
kinetic energy of the particles and the potential energy stored
in the electric field.
In the upper panel of Fig. 15, we have plotted the poten-
tial energy Wpot = (1/2)
∫
E2 dx of the system for the two
simulation runs, as a function of time. Here, most of the
potential energy is stored in the large-amplitude bipolar elec-
tric field of the electron hole, while some potential energy
is released in high-frequency Langmuir waves. We observe
a gradual decrease of the potential energy till the transition
time when the electron hole leaves the ion cavity and the po-
tential energy performs large fluctuations (t ≈ 130ω−1pe for
the β = −0.7 case and t ≈ 100ω−1pe for the β = −0.5 case),
whereafter the potential energy performs high-frequency os-
cillations attributed to Langmuir waves r ased in the ran-
siti n, around a somewhat smaller constant W ot ttributed
to the propagating electron hole bip lar electric field. The
slow decrease of the potential energy in the initial phase in-
dicates t at the positive electrostatic potential of the electron
hole accelerates the ions which leave the vicinity of the elec-
tron hole. In a homogeneous ion b ckgrou d, the single,
steady-state electron hole is associated with a positive poten-
tial which traps electrons. Since the positive potential of the
electron hole and the negative potential of the ion cavity are
competing processes, there could be a problem of the exis-
tence of a stationary electron hole if the ion density becomes
deep enough. In our case, the electron hole remains stable but
escapes the ion cavity. In the lower panel of Fig. 15, we have
taken the ion density Ni obtained in our Vlasov simulation
as an input to Poisson’s equation, which we then solve with
the electron density given by Eq. (26). The potential of the
electron hole is normally positive everywhere when the ions
are fixed background. In the presence of a local ion density
cavity, the potential may have a slightly negative minimum,
and at this point we prescribe a Maxwellian distribution for
the untrapped electrons in the same manner as often done by
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Fig. 14. The electron density (u per left panel), the ion density (up-
per right panel), th lectric field (lower left panel) and the potential
(lower right panel) of an initially stationary electron hole. The cho-
sen tra ping p ram ter is β = −0.5.
electrons and with the density perturbation of the form
δNe = −0. 08 sinh(x/2rD)/ cosh2(x/2rD). The most
striking feature, s en at time t ≈ 130ω−1pe , is that the elec-
tron hole “su denly” starts moving in the negative x direc-
tion with a Mach number Me ≈ 0. 5. (The direction of the
propagation depends on the perturbation in the initial condi-
tion.) The transition s ems to ha pen when the ion density
has formed a d ep enough cavity. When the electron hole
has escaped the ion cavity, the ion density cavity continues to
d epen and an electron density cavity is created at the same
place, neutralizing the plasma. In Fig. 14, we have repeated
the same numerical experiment as in Fig. 13, including the
local perturbation of the plasma, but with β = −0.5, making
the electron hole larger. In this case, the electron hole starts
moving in the positive x direction at t ≈ 100ω−1pe , also with
a Mach number Me ≈ 0.55. For both the β = −0.7 and
β = −0.5 cases, the potential maximum decreases slightly
during the transition from standing to moving electron holes,
from ψ = 4.5 to ψ = 3.8 and from ψ = 7.8 t ψ = 7.0,
respectively. For Me = 0.55, the diagram in Fig. 14(a) of
Bujarb rua and Sc amel (1981) predic s that the trappi g
parameter ha changed to β ≈ −0.67 and β ≈ −0.45, r -
spectively, for the two cas s. We next analyze the distri-
bution of energy in t system. The t tal energy is con-
served exactly in the ontinuous system and to a high de-
gre in our numerical simulations (Eliasson, 2001), and is
distribut d between the kinetic energy the particles and
the potential ergy stored i the electric field. In the up-
per panel f Fig. 15, we have plotted th potential nergy
Wpot = (1/2)
∫
E2 dx of the system for the two simulation
runs, as a function of time. Here, most of the potential en-
ergy is stored in the large-amplitude bipolar electric field of
the electron hole, while some potential energy is released in
high-frequency Langmuir waves. We observe a gradual de-
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Fig. 15. The total potential energy Wpot = (1/2)
R
E2dx as a
function of time (u per panels) and the minimum of th lectros atic
potential (lower panels) for β = −0.7 (left panels) and β = −0.5
(right panels), obtained from the model for a s ationary lectron
hole in the presence of a varying ion density, wh re the ion density
is obtained from the Vlasov simulations.
crease of the potential energy till the trans tion time when the
electron hole leaves the ion cavity and the potential energy
performs large fluctuations (t ≈ 130ω−1pe for the β = −0.7
case and t ≈ 1 0ω−1pe for the β = −0.5 case), wh reafter
the potential energy performs high-frequency oscillations at-
tributed to Langmuir waves r leased in the transition, around
a somewhat smaller constant Wpot attributed to the propa-
gating electron hole bipolar lectric field. The slow decrease
of the potential energy in the initial phase indicates that the
positive electrostatic potential of the electron hole acceler-
ates the ions which leave the vicinity of the electron hole.
In a homogeneous ion background, the single, steady-state
electron hole is associated with a positive potential which
traps electrons. Since the positive potential of the electron
hole and the negative potential of the ion cavity are compet-
ing processes, there could be a problem of the existence of
a stationary electron hole if the ion density becomes deep
enough. In our case, the electron hole remains stable but es-
capes the ion cavity. In the lower panel of Fig. 15, we have
taken the ion density Ni obtained in our Vlasov simulation
as an input to Poisson’s equation, which we then solve with
the electron density given by Eq. (27). The potential of the
electron hole is normally positive everywhere when the ions
are fixed background. In the presence of a local ion density
cavity, the potential may have a slightly negative minimum,
and at this point we prescribe a Maxwellian distribution for
the untrapped electrons in the same manner as often done by
Schamel (1971, 1986). We plotted the potential minimum
φmin as a function of time, and found that at t ≈ 170ω−1pe
a part of the potential becomes negative. It seems that the
acceleration of the electron hole occurs at approximately the
same time as a part of the potential for the theoretical model
becomes negative. An alternative way of explaining accel-
Fig. 15. r ot = (1/2)
∫ 2dx as a
function of ti ( i f the electrostatic
potential (l l . l t a els) and β = −0.5
(right panels), t i fr t l f r stationary electron
hole in the rese ce f a ar i i e sit , ere the ion density
is obtained fro the lasov si ulations.
Schamel (1971, 1986). We plotted the potential minimum
φmin as a function of time, and found that at t ≈ 170ω−1pe
a part of the potential becomes negativ . It seems that the
acceleration of the electron hole occurs at approximately the
same time as a part of the potential for the theoretical model
becomes negative. An alternative way of explaining accel-
erating electron holes is as follows: The positive electron
hole potential starts to reflect low energy ions giving rise to
a local reduction of Ni . After a while, at the center of the
electron hole, the condition φ′′(x) = Ne(x) − Ni(x) < 0
for x near zero is no longer met and the standing structure
ceases to exist. Then the electron hole is accelerated such
that a free ion component exists, giving rise to a free ion den-
sity Nif (x) necessary for the maintenance of the inequality
near the electron hole center. Figure 13 indicates that indeed
Ni(x) = Nif (x) ≈ 1 at the location of the propagating elec-
tron hole.
Finally, we have studied interactions between two el c-
tron holes with each other d with ions in a longer simu-
lation; see Figs. 16 and 17. The electron oles with β =
−0.5 and β = −0.7 were initially plac d a x = −40 rD
and x = 40 rD , respectively. A local electron de sity
p rturbation was take o be Maxwelli n with the density
δNe = −0.08{sinh[(x/rD+40)/2]/ cosh2[(x/rD+40)/2]+
si h[(x/rD−40)/2]/ co h2[(x/rD+−40)/2]}, i.e. the same
pert rbations as in the s gle-hole cases, centered at the two
electron holes. Here, the lectron holes also creates local
ion den ity cavities, and after some time esc pes the density
cavities at the same times as in the single electron hole cases.
This can clearly be s en i Fig. 16, where the two electron
holes start moving at ≈ 100ω−1pe and t ≈ 130ω−1pe , re-
spectively. At t ≈ 170ω−1pe , the two electron holes collide
inelastically and merge into a new electron hole, in accor-
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Fig. 16. The electron density (upper left panel), the ion density
(upper right panel), the electric field (lower left panel), and the po-
tential (lower right panel) of two electron holes initially placed at
x/rD = ±40. The trapping parameter β = −0.5 for the left elec-
tron hole initially placed at x/rD = −40, and β = −0.7 for the
right electron hole placed at x/rD = 40.
erating electron holes is as follows: The positive electron
hole potential starts to reflect low energy ions giving rise to
a local reduction of Ni. After a while, at the center of the
electron hole, the condition φ′′(x) = Ne(x) − Ni(x) < 0
for x near zero is no longer met and the standing structure
ceases to exist. Then the electron hole is accelerated such
that a free ion component exists, giving rise to a free ion den-
sity Nif (x) necessary for the maintenance of the inequality
near the electron hole center. Figure 13 indicates that indeed
Ni(x) = Nif (x) ≈ 1 at the location of the propagating elec-
tron hole.
Finally, we have studied interactions between two elec-
tron holes with each other and with ions in a longer sim-
ulation; see Figs. 16 and 17. The electron holes with
β = −0.5 and β = −0.7 were initially placed at x =
−40 rD and x = 40 rD, respectively. A local electron den-
sity perturbation was taken to be Maxwellian with the den-
sity δNe = −0.08{sinh[(x/rD + 40)/2]/ cosh2[(x/rD +
40)/2]+ sinh[(x/rD +40)/2]/ cosh
2[(x/rD +40)/2]}, i.e.
the same perturbations as in the single-hole cases, centered
at the two electron holes. Here, the electron holes also cre-
ates local ion density cavities, and after some time escapes
the density cavities at the same times as in the single electron
hole cases. This can clearly be seen in Fig. 16, where the two
electron holes start moving at t ≈ 100ω−1pe and t ≈ 130ω−1pe ,
respectively. At t ≈ 170ω−1pe , the two electron holes collide
inelastically and merge into a new electron hole, in accor-
dance with the results of Matsumoto (1994), whereafter the
single electron hole propagates slightly in the positive x di-
rection, and becomes trapped at a local ion density maximum
at x ≈ 30 rD; see the upper right panel of Fig. 16 for the ion
density and the lower right panel for the electron hole po-
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Fig. 17. The electron distribution for two electron holes at t =
0ω−1pe (upper left panel), t = 155ω−1pe (upper right panel), t =
175ω−1pe (middle left panel), t = 251ω−1pe (middle right panel), t =
461ω−1pe (lower left panel) and t = 576ω−1pe (lower right panel).
See the associated densities etc. in Fig. 16. Initially, the left electron
hole (placed at x/rD = −40) has a trapping parameter β = −0.5,
while the right electron hole (placed at x/rD = 40) has β = −0.7.
tential. After t ≈ 400ω−1pe , a new ion density cavity is cre-
ated where the electron hole is centered, and at this time the
electron hole is again accelerated in the negative x direction.
At t ≈ 480ω−1pe , the moving electron hole again encounters
an ion density maximum located at x ≈ −30 rD, where the
electron hole is trapped, performing large oscillations. The
electron phase space density is depicted in Fig. 17: The ini-
tial condition (upper left panel), the two electron holes hav-
ing started moving (upper right panel), collisions between
the two electron holes (middle left panel), the newly created
electron hole trapped at x = 30 rD (middle right panel), and
the electron hole trapped at x = −30 rD (lower panels). We
see that the electron holes remain stable during the accelera-
tion by ion density cavities.
The numerical solutions of the Vlasov-Poisson system
were performed with a Fourier method (Eliasson, 2001).
We used 500 intervals in x space with the domain −40 ≤
x/rD ≤ 40, and 300 intervals in velocity space. The electron
velocity interval was set to −15.7 ≤ v/VTe ≤ 15.7 and the
ion velocity interval was set to −0.118 ≤ v/VTe ≤ 0.118.
The timestep ∆t ≈ 0.013ω−1pe was adapted dynamically to
maintain numerical stability.
5 Relativistic electron holes
In the present section, we develop a theory for the steady
state electron holes in a relativistic plasma. We find that the
properties of the electron holes are dramatically changed by
the relativistic mass increase of the electrons. Our relativis-
tic simulation studies show that strongly relativistic electron
holes are long-lived, and that they survive head-on collisions.
Fig. 16. The electron density (upper left panel), the ion density
(up er right panel), the electri fi l (l r l ft l), the po-
tential (lower right panel) f t l tr l i iti ll laced at
x/rD = ±40. The trapping r left elec-
tron hole initial y plac . for the
right electron hole placed at .
dance with the results of Matsumoto (1994), whereafter the
single electron hole propagates slightly in the positive x di-
rection, and becomes trapped at a local ion density maximum
at x ≈ 30 rD; see the upper right panel of Fig. 16 for the ion
density and the lower right panel for the electron hole po-
tential. After t ≈ 400ω−1pe , a new ion density cavity is cre-
ated where the electron hole is centered, and at this time the
electron hole is again accelerated in the negative x direction.
At t ≈ 480ω−1pe , the moving electron hole again encounters
an ion density maximum located at x ≈ −30 rD , where the
electron hole is trapped, performing large oscillations. The
electron phase space density is depicted in Fig. 17: The ini-
tial condition (upper left panel), the two electron holes hav-
ing started moving (upper right panel), collisions between
the two electron holes (middle left panel), the newly created
electron hole trapped at x = 30 rD (middle right panel), and
the electron hole trapped at x = −30 rD (lower panels). We
see that the electron holes remain stable during the accelera-
tion by ion density cavities.
The num rical s lutions of the Vlas v-Poisson syst m
were performed with a Fouri r method (Eliasson, 2001).
We used 500 intervals in x space wi h the domain −80 ≤
x/rD ≤ 80, and 300 interv ls in velocity space. Th lectron
velocity interval was s t to −15.7 ≤ v/VT e ≤ 15.7 and the
ion velocity interval was set to −0.118 ≤ v/VT e ≤ 0.118.
The time-step 1t 0.013ω−1pe was adapted dynami ally to
maintain numerical stability.
5 Relativistic electron holes
In the present section, we develop a theory for the steady
state electron holes in a relativistic plasma. We find that the
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Fig. 16. The electron density (upper left panel), the ion density
(upper right panel), the electric field (lower left panel), and the po-
tential (lower right panel) of two electron holes initially placed at
x/rD = ±40. The trapping parameter β = −0.5 for the left elec-
tron hole initially placed at x/rD = −40, and β = −0.7 for the
right electron hole placed at x/rD = 40.
erating electron holes is as follows: The positive electron
hole potential starts to reflect low energy ions giving rise to
a local reduction of Ni. After a while, at the center of the
electron hole, the condition φ′′(x) = Ne(x) − Ni(x) < 0
for x near zero is no longer met and the standing structure
ceases to exist. Then the electron hole is accelerated such
that a free ion component exists, giving rise to a free ion den-
sity Nif (x) necessary for the maintenance of the inequality
near the electron hole center. Figure 13 indicates that indeed
Ni(x) = Nif (x) ≈ 1 at the location of the propagating elec-
tron hole.
Finally, we have studied interactions between two elec-
tron holes with each other and with ions in a longer sim-
ulation; see Figs. 16 and 17. The electron holes with
β = −0.5 and β = −0.7 were initially placed at x =
−40 rD and x = 40 rD, respectively. A local electron den-
sity perturbation was taken to be Maxwellian with the den-
sity δNe = −0.08{sinh[(x/rD + 40)/2]/ cosh2[(x/rD +
40)/2]+ sinh[(x/rD +40)/2]/ cosh
2[(x/rD +40)/2]}, i.e.
the same perturbations as in the single-hole cases, centered
at the two electron holes. Here, the electron holes also cre-
ates local ion density cavities, and after some time escapes
the density cavities at the same times as in the single electron
hole cases. This can clearly be seen in Fig. 16, where the two
electron holes start moving at t ≈ 100ω−1pe and t ≈ 130ω−1pe ,
respectively. At t ≈ 170ω−1pe , the two electron holes collide
inelastically and merge into a new electron hole, in accor-
dance with the results of Matsumoto (1994), whereafter the
single electron hole propagates slightly in the positive x di-
rection, and becomes trapp d at a local ion density maximum
at x ≈ 30 rD; see the upper right panel of Fig. 16 for the ion
density and the lower right panel for the electron hole po-
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Fig. 17. The electron distribution for two electron holes at t =
0ω−1pe (upper left panel), t = 155ω−1pe (upper right panel), t =
175ω−1pe (middle left panel), t = 251ω−1pe (middle right panel), t =
461ω−1pe (lower left panel) and t = 576ω−1pe (lower right panel).
See the associated densities etc. in Fig. 16. Initially, the left electron
hole (placed at x/rD = −40) has a trapping parameter β = −0.5,
while the right electron hole (placed at x/rD = 40) has β = −0.7.
tential. After t ≈ 400ω−1pe , a new ion density cavity is cre-
ated where the electron hole is centered, and at this time the
electron hole is again accelerated in the negative x direction.
At t ≈ 480ω−1pe , the moving electron hole again encounters
an ion density maximum located at x ≈ −30 rD, where the
electron hole is trapped, performing large oscillations. The
electron phase space density is depicted in Fig. 17: The ini-
tial condition (upper left panel), the two electron holes hav-
ing started moving (upper right panel), collisions between
the two electron holes (middle left panel), the newly created
electron hole trapped at x = 30 rD (middle right panel), and
the electron hole trapped at x = −30 rD (lower panels). We
see that the electron holes remain stable during the accelera-
tion by ion density cavities.
The numerical solutions of the Vlasov-Poisson system
were performed with a Fourier method (Eliasson, 2001).
We used 500 intervals in x space with the domain −40 ≤
x/rD ≤ 40, and 300 intervals in velocity space. The electron
velocity interval was set to −15.7 ≤ v/VTe ≤ 15.7 and the
ion velocity interval was set to −0.118 ≤ v/VTe ≤ 0.118.
The timestep ∆t ≈ 0.013ω−1pe was adapted dynamically to
maintain numerical stability.
5 Relativistic electron holes
In the present section, we develop a theory for the steady
state electron holes in a relativistic plasma. We find that the
properties of the electron holes are dramatically changed by
the relativistic mass increase of the electrons. Our relativis-
tic simulation studies show that strongly relativistic electron
holes are long-lived, and that they survive head-on collisions.
Fig. 17. l ctron distribution for two electron holes at t
0ω−1pe (upper left panel), t t a el), t
175ω−1pe (middle left panel), t 251 1pe ( iddle right panel), t
461ω−1pe (lower left panel) and t = 576ω−1pe (lower right panel).
See the associated densities etc. in Fig. 16. Initially, the left electron
hole (placed at x/rD = −40) has a trapping parameter β = −0.5,
while the right electron hole (placed at x/rD = 40) has β = −0.7.
properties of the electron holes are dramatically changed by
the relativistic mass increase of the electrons. Our relativis-
tic simulation studies show that strongly relativistic electron
holes are long-lived, and that they survive head-on collisions.
We expect that intense electr n hole potentials can accelerate
electrons to xtremely high energies.
The d mensionless relativis ic Vlasov-P isson system,
where ions are assumed to form neutralizing backgrou d,
is
∂fe
∂t
+ p√
1+ µ2p2
∂fe
∂x
+ ∂φ
∂x
∂fe
∂p
= 0, (28)
and
∂2φ
∂x2
=
∫ ∞
−∞
fe dp − 1, (29)
where µ = VT e/c, the distribution function fe has been
normalized by n0/meVT e, t by ω−1pe , x by rD , the momen-
tum p by VT e, and φ by Te/e. Here, c is the speed of
light in vacuum and the nonrelativistic plasma frequency is
ωpe = (4pin0e2/me)1/2. We (the observer) remain in the
frame of the bulk plasma while the electron hole is moving
with the speed u0. Accordingly, we look for solutions of the
form f (p, ξ) and φ(ξ), where ξ = x −Met , Me = u0/VT e
is th Mach number and u0 is the constant propagation sp ed
of the lectron hole. With this ans tz, the Vlasov-Poisson
syst m (28) and (29) take the form(
−Me + p√
1+ µ2p2
)
∂fe
∂ξ
+ dφ
dξ
∂fe
∂p
= 0, (30)
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and
d2φ
dξ2
=
∫ ∞
−∞
fe dp − 1. (31)
Integrating Eq. (30) along its trajectories, one finds the gen-
eral solution of the form fe = f0(E), where f0 is some func-
tion of one variable and
E = −Mep + 1
µ2
(√
1+ µ2p2 − 1
γ0
)
− φ (32)
is a conserved quantity (energy) along the particle trajecto-
ries. Here, we have denoted γ0 = 1/
√
1− µ20M2e . At the
electron hole, a population of electrons is trapped in a local-
ized positive potential φ, which goes to zero far away from
the electron hole. The energy E has been shifted so that the
trapped electrons have a negative energy, while the untrapped
(free) electrons have a positive energy.
A condition for the untrapped electrons is that far away
from the electron hole, the distribution should connect
smoothly to a Ju¨ttner-Synge distribution (de Groot et al.,
1980), which restricted to one momentum dimension takes
the form
f˜0(p) = a0 exp
[
− 1
µ2
(
√
1+ µ2p2 − 1)
]
, (33)
where the normalization constant is
a0 =
{∫∞
−∞ exp
[
− 1
µ2
(
√
1+ µ2p2 − 1)
]
dp
}−1
= µ exp(−µ−2)2K1(µ−2) ,
and K1 is a modified Bessel function of second kind. The
weakly relativistic limit corresponds to µ  1 so that a0 ≈
(1 + 3µ2/8)−1/√2pi (Gradshteyn and Ryzhik, 1965), and
Eq. (33) converges to a non-relativistic Maxwellian distribu-
tion when µ → 0. In order to impose the above mentioned
condition for the free electrons, we use the solution
fe = f0(E) = f˜0[p˜(E)], E > 0, (34)
where p˜(E) is a function of the energy such that p˜(E) → p
when φ → 0. Such a function can be found with the help of
Eq. (32) by setting
−Mep˜(E)+ 1
µ2
(√
1+ µ2p˜2(E)− 1
γ0
)
= E . (35)
Solving for p˜(E), we have
p˜±(E)=γ 20Me
(
µ2E+ 1
γ0
)
±γ
2
0
µ
√√√√(µ2E+ 1
γ0
)2
− 1
γ 20
, (36)
where p˜+(E) and p˜−(E) correspond to a modified momen-
tum for free electrons on each side of the trapped electron
population in momentum space. Using p˜(E) = p˜+(E) and
p˜(E) = p˜−(E) in Eq. (34), we obtain the distribution func-
tion for the free electrons. In the limit of vanishing energy,
E = 0+, we have p˜±(0) = γ0Me, and the value of the distri-
bution function is
fe|E=0+ = f0(0) = f˜0(γ0Me) = a0 exp
(
−γ0 − 1
µ2
)
, (37)
which should be matched with the distribution function for
the trapped electrons with E = 0 in order to obtain a con-
tinuous distribution function. For the trapped electrons, we
choose a relativistic Maxwell-Boltzmann distribution with a
negative “temperature”, viz.
fe = a0 exp
(
−γ0 − 1
µ2
− βE
)
, E < 0, (38)
leading to a vortex distribution for β < 0, a flat top distri-
bution for β = 0 and a shifted Ju¨ttner-Synge distribution for
β = 1. Clearly, the separatrix between the free and trapped
electron distributions is found where E = 0 in Eq. (32). Solv-
ing for p in Eq. (32) with E = 0, we have
p± = γ 20Me
(
µ2φ+ 1
γ0
)
±γ
2
0
µ
√√√√(µ2φ+ 1
γ0
)2
− 1
γ 20
, (39)
where p−(φ) and p+(φ) constitute the limits between the
trapped and free electron distributions in momentum space.
Using these limits and combining Eqs. (34), (36) and (38),
we can now write the full electron distribution function as
fe=

a0 exp
[
− 1
µ2
(
√
1+µ2p˜2+(E)−1)
]
, p>p+,
a0 exp
[
− γ0−1
µ2
−βE
]
, p−≤p≤p+,
a0 exp
[
− 1
µ2
(
√
1+µ2p˜2−(E)−1)
]
, p<p−,
(40)
where E is given by Eq. (32). Integrating the distribution
function over momentum space we obtain the total elec-
tron density as a function of φ, which is calculated self-
consistently by means of Poisson’s equation (31).
In order to proceed further and to explore the impact of the
relativistic effects on the electron holes for different sets of
parameters, we have solved Poisson’s equation (31) numeri-
cally, where the integration of the trapped and free electron
populations has been done with a sum representation of the
integrals, and Eq. (31) has been solved as a nonlinear bound-
ary value problem where the potential has been set to zero far
away from the electron hole, and the resulting nonlinear sys-
tem of equations have been solved iteratively with a Newton-
like method. An alternative would be to use the so-called po-
tential method (Schamel, 1971). In Fig. 18 we display the
electron hole Mach number Me as a function of the maxi-
mum amplitude ψ of the potential for different values of the
parameter µ. We see that for larger values of µ, the ampli-
tude of the electron holes drastically increases. Note that the
electron hole potential has been normalized by Te/e, so the
curves in Fig. 18 show pure relativistic effects due to the rel-
ativistic mass increase of the electrons. In the non-relativistic
limit (µ = 0), we recover the previous results of Bujarbarua
and Schamel (1981); see their Fig. 1. The profiles of the
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Fig. 18. The Mach number Me of the electron hole as a function
of the maximum amplitude ψ of the electron hole potential φ, for a
constant trapping parameter β = −0.5 and for different values of
µ.
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Fig. 19. The potential (left panel) and electron density (right panel)
of electron holes with a): β = −0.5, µ = 0.4 and Me = 0.2, b):
β = −0.5, µ = 0.2 and Me = 0.2, c): β = −0.5, µ = 0.4 and
Me = 0.7, and d): β = −0.7, µ = 0.4 and Me = 0.2.
where E is given by Eq. (33). Integrating the distribution
function over momentum space we obtain the total elec-
tron density as a function of φ, which is calculated self-
consistently by means of Poisson’s equation (32).
In order to proceed further and to explore the impact of the
relativistic effects on the electron holes for different sets of
parameters, we have solved Poisson’s equation (32) numeri-
cally, where the integration of the trapped and free electron
populations has been done with a sum representation of the
integrals, and Eq. (32) has been solved as a nonlinear bound-
ary value problem where the potential has been set to zero
far away from the electron hole, and the resulting nonlin-
Fig. 20. Phase space plots for electron holes with a): β = −0.5,
µ = 0.4 and Me = 0.2, b): β = −0.5, µ = 0.2 and Me = 0.2, c):
β = −0.5, µ = 0.4 and Me = 0.7, and d): β = −0.7, µ = 0.4
and Me = 0.2, corresponding to the cases a) – d) in Fig. 19.
Fig. 21. Interactions between strongly relativistic electron holes.
Initially, the parameters are µ = 0.4 and β = −0.5 for both holes,
and the left and right holes have the Mach numbers Me = 0.7 and
Me = −0.2, respectively, corresponding to the cases a) and c) in
Figs. 19 and 20. Time intervals are: t = 0 (upper left panel), t = 50
(upper right panel), t = 100 (middle left panel), t = 150 (middle
right panel), t = 200 (lower left panel), and t = 250 (lower right
panel).
ear system of equations have been solved iteratively with a
Newton-like method. An alternative would be to use the so-
called potential method (Schamel, 1971). In Fig. 18 we dis-
play the electron hole Mach number Me as a function of the
maximum amplitude ψ of the potential for different values of
the parameter µ. We see that for larger values of µ, the ampli-
tude of the electron holes drastically increases. Note that the
electron hole potential has been normalized by Te/e, so the
curves in Fig. 18 show pure relativistic effects due to the rel-
Fig. 18. The ach n r e f t l tr l function
of the axi u a lit e of the electron hole potential φ, for
a constant trapping parameter β = 0.5 and for different values of
µ.
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Fig. 18. The Mach number Me of the electron hole as a function
of the maximum amplitude ψ of the electron hole potential φ, for a
constant trapping parameter β = −0.5 and for different values of
µ.
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Fig. 19. The potential (left panel) and electron density (right panel)
of electron holes with a): β = −0.5, µ = 0.4 and Me = 0.2, b):
β = −0.5, µ = 0.2 and Me = 0.2, c): β = −0.5, µ = 0.4 and
Me = 0.7, and d): β = −0.7, µ = 0.4 and Me = 0.2.
where E is given by Eq. (33). Integrating the distribution
function over momentum space we obtain the total elec-
tron density as a function of φ, which is calculated self-
consistently by means of Poisson’s equation (32).
In order to proceed further and to explore the impact of the
relativistic effects on the electron holes for different sets of
parameters, we have solved Poisson’s equation (32) numeri-
cally, where the integration of the trapped and free electron
populations has been done with a sum representation of the
integrals, and Eq. (32) has been solved as a nonlinear bound-
ary value problem where the potential has been set to zero
far away from the electron hole, and the resulting nonlin-
Fig. 20. Phase space plots for electron holes with a): β = −0.5,
µ = 0.4 and Me = 0.2, b): β = −0.5, µ = 0.2 and Me = 0.2, c):
β = −0.5, µ = 0.4 and Me = 0.7, and d): β = −0.7, µ = 0.4
and Me = 0.2, corresponding to the cases a) – d) in Fig. 19.
Fig. 21. Interactions between strongly relativistic electron holes.
Initially, the parameters are µ = 0.4 and β = −0.5 for both holes,
and the left and right holes have the Mach numbers Me = 0.7 and
Me = −0.2, respectively, corresponding to the cases a) and c) in
Figs. 19 and 20. Time intervals are: t = 0 (upper left panel), t = 50
(upper right panel), t = 100 (middle left panel), t = 150 (middle
right panel), t = 200 (lower left panel), and t = 250 (lower right
panel).
ear system of equations have been solved iteratively with a
Newton-like method. An alternative would be to use the so-
called potential method (Schamel, 1971). In Fig. 18 we dis-
play the electron hole Mach number Me as a function of the
maximum amplitude ψ of the potential for different values of
the parameter µ. We see that for larger values of µ, the ampli-
tude of the electron holes drastically increases. Note that the
electron hole potential has been normalized by Te/e, so the
curves in Fig. 18 show pure relativistic effects due to the rel-
Fig. 19. The potential (left panel) and electron density (right panel)
of electron holes with a): β 0.5, µ 0.4 and e 0.2, b):
β = −0.5, µ = 0.2 and e = 0.2, c): β = −0.5, µ = 0.4 and
Me = 0.7, and d): β = −0.7, µ = 0.4 and e = 0.2.
electrostatic potential and the el ctron density are shown in
Fig. 19 for a few sets of parameters. To convert the potential
to Volts, the values of φ should be mul plied by the factor
5.1 × 105 µ2; accordingly, the amplitude of the potential for
th case a) (ψ ≈ 33, µ = 0.4) is ≈ 2.4 × 106 Volts, while
for the case b) (ψ ≈ 9, µ = 0.2) it is ≈ 0.18 × 106 Volts.
The profil s of the electron holes in phase space is shown in
Fig. 20 f r t e same sets of par meters as in Fig. 19. We
hav so ved the Vlasov-Poisson system (28)–(29) and have
investigated interactions between two large-amplitude elec-
tron holes. The results are s wn i Fig. 21. The left hole
has initially the Mach number Me = 0.7 and the right hole
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Fig. 19. The potential (left panel) and electron density (right panel)
of electron holes with a): β = −0.5, µ = 0.4 and Me = 0.2, b):
β = −0.5, µ = 0.2 and Me = 0.2, c): β = −0.5, µ = 0.4 and
Me = 0.7, and d): β = −0.7, µ = 0.4 and Me = 0.2.
where E is given by Eq. (33). Integrating the distribution
function over momentum space we obtain the total elec-
tron density as a function of φ, which is calculated self-
consistently by means of Poisson’s equation (32).
In order to proceed further and to explore the impact of the
relativistic effects on the electron holes for different sets of
parameters, we have solved Poisson’s equation (32) numeri-
cally, where the integration of the tra ped and free lectron
populations has b en done with a sum representation of the
integrals, and Eq. (32) has b en solved as a nonlinear bound-
ary value problem where the potential has b en set to zero
far away from the electron hole, and the resulting nonlin-
Fig. 20. Phase space plots for lectron holes with a): β = −0.5,
µ = 0.4 and Me = 0.2, b): β = −0.5, µ = 0.2 and Me = 0.2, c):
β = −0.5, µ = 0.4 and Me = 0.7, an d): β = −0.7, µ = 0.4
and Me = 0.2, corresponding to the cases a) – d) in Fig. 19.
Fig. 21. Interactions between strongly relativistic electron holes.
Initially, the parameters are µ = 0.4 and β = −0.5 for both holes,
and the left and right holes have the Mach numbers Me = 0.7 and
Me = −0.2, respectively, corresponding to the cases a) and c) in
Figs. 19 and 20. Time intervals are: t = 0 (upper left panel), t = 50
(upper right panel), t = 100 (middle left panel), t = 150 (middle
right panel), t = 200 (lower left panel), and t = 250 (lower right
panel).
ear system of equations have been solved iteratively with a
Newton-like method. An alternative would be to use the so-
called potential method (Schamel, 1971). In Fig. 18 we dis-
play the electron hole Mach number Me as a function of the
maximum amplitude ψ of the potential for diff rent values of
the p ram ter µ. We see that for larger values of µ, the ampli-
tude of th lectron holes drastically increa es. Note that the
lectron hole potential has bee normalized by T /e, so the
curves in Fig. 18 show pure relat vistic effects due to th rel-
Fig. 20. Phase space plots for electr les it a): . ,
µ = 0.4 and e = 0.2, b): β 0.5, 0.2 and e 0.2, c):
β = −0.5, µ = 0.4 and Me = 0.7, and d): β = −0.7, µ = 0.4 and
Me = 0.2, corresponding to the cases a) – d) in Fig. 19.
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where E is giv by Eq. (33). Integrating t e distribution
fu ctio over momentum space e obtain he total lec-
tron d sity s a function of φ, which is calculated self-
consistently by means of Poisson’s equation (32).
In order to proceed furth r and to explore the impact of the
rel tivistic effects on the electron holes for differe t sets of
parameter , w have solved Poisson’s equ tion (32) numeri-
cally, where the integration of the trapped a d free electron
popul tions as been done with a u representation of the
integrals, and Eq. (32) has b n solved s a nonlin ar bound-
ary va ue problem whe e the potential has been set to zero
far away from the electron hole, and the resultin nonlin-
Fig. 20. Phase space plots for electron holes with a): β = −0.5,
µ 0.4 and Me 0.2, b): β = −0.5, µ = 0.2 and Me = 0.2, c):
β = −0.5, µ = 0.4 and Me = 0.7, and d): β = −0.7, µ = 0.4
and Me = 0.2, corresponding to the cases a) – d) in Fig. 19.
Fig. 21. Interactions between strongly relativistic electron holes.
Initially, the parameters are µ = 0.4 and β = −0.5 for both holes,
and the left and right holes have the Mach numbers Me = 0.7 and
Me = −0.2, respectively, corresponding to the cases a) and c) in
Figs. 19 and 20. Time intervals are: t = 0 (upper left panel), t = 50
(upper right panel), t = 100 (middle left panel), t = 150 (middle
right panel), t = 200 (lower left panel), and t = 250 (lower right
panel).
ear system of equatio s have been s lved iteratively with a
Newton-like method. An alternative would be to use the so-
called potential method (Schamel, 1971). In Fig. 18 we dis-
play the electron hole Mach number Me as a function of the
maximum amplitud ψ of the potential for di ferent values of
th param t r µ. We s e th t for larger values of µ, t e ampli-
tude of the electron holes drastically increases. Note that the
electron hole potential has been normalized by Te/e, so the
curves in Fig. 18 show pure relativistic effects due to the rel-
Fig. 21. Interactions bet een strongly relati isti l tr l .
Initial y, the para eters are . . f r t l ,
and the left and right holes t .
Me = −0. , respectively, cor esponding to the cases a)
Figs. 19 and 20. Ti e inter als r : t ( r l
(upper right panel), t 100 ( iddle left l), t i
right panel), t 200 (lo er left panel), a t (l r i
panel).
has a egative Mach numb r M = −0.2, while both h les
have β = −0.5 an µ = 0.4. During head-on collisions,
the wo holes merge and for a new electro h le, w ich
survives through t e rest of the simulation time. As a c m-
parison, shown n Fig. 22, we changed the r lativistic fac-
tor t µ = 0.01, whil keeping th sam trapping param
eter β = −0.5 and t e initial speeds of th holes. In this
case, the electron holes are considerably smaller, and d not
me g as they did in the strongly relativistic a e. The num r
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Fig. 22. Interactions between weakly relativistic electron holes. Ini-
tially, the parameters are µ = 0.01 and β = −0.5 for both holes,
and the left and right holes have the Mach number Me = 0.7 and
Me = −0.2, respectively. Times: t = 0 (upper left panel), t = 50
(upper right panel), t = 100 (middle left panel), t = 150 (middle
right panel), t = 200 (lower left panel) and t = 250 (lower right
panel).
ativistic mass increase of the electrons. In the non-relativistic
limit (µ = 0), we recover the previous results of Bujarbarua
and Schamel (1981); see their Fig. 1. The profiles of the
electrostatic potential and the electron density are shown in
Fig. 19 for a few sets of parameters. To convert the potential
to Volts, the values of φ should be multiplied by the factor
5.1 × 105 µ2; accordingly, the amplitude of the potential for
the case a) (ψ ≈ 33, µ = 0.4) is ≈ 2.4 × 106 Volts, while
for the case b) (ψ ≈ 9, µ = 0.2) it is ≈ 0.18 × 106 Volts.
The profiles of the electron holes in phase space is shown in
Fig. 20 for the same sets of parameters as in Fig. 19. We
have solved the Vlasov-Poisson system (29)–(30) and have
investigated interactions between two large-amplitude elec-
tron holes. The results are shown in Fig. 21. The left hole
has initially the Mach number Me = 0.7 and the right hole
has a negative Mach number Me = −0.2, while both holes
have β = −0.5 and µ = 0.4. During head-on collisions,
the two holes merge and form a new electron hole, which
survives through the rest of the simulation time. As a com-
parison, shown in Fig. 22, we changed the relativistic fac-
tor to µ = 0.01, while keeping the same trapping param-
eter β = −0.5 and the initial speeds of the holes. In this
case, the electron holes are considerably smaller, and do not
merge as they did in the strongly relativistic case. The numer-
ical method used in our simulations was a pseudo-spectral
method to approximate the x-derivatives, a fourth-order com-
pact Pade´ scheme to approximate the p derivative, and the
fourth-order Runge-Kutta method for the time stepping. The
integral over p space in Eq. (30) was done with a simple sum
representation of the integral.
5.1 Trapping of electromagnetic waves in relativistic elec-
tron holes
We here present fully relativistic nonlinear theory and com-
puter simulations for intense electromagnetic envelope soli-
tons in a relativistically hot electron plasma, by adopting the
Maxwell-Poisson-relativistic Vlasov system which accounts
for relativistic electron mass increase in the electromagnetic
fields and the relativistic radiation ponderomotive force, in
addition to trapped electrons which support the driven rela-
tivistic electron holes. The importance of trapped electrons
has also been recognized (Montgomery, 2001) in the context
of stimulated Compton scattering of laser light off electron
quasi-modes in a non-relativistic situation. However, our ob-
jective here is to consider nonlinear interactions between in-
tense electromagnetic waves and relativistic electron holes.
For this purpose, we derive the electromagnetic wave equa-
tion by including the nonlinear current density arising from
the coupling of the relativistic electron quiver velocity and
the density variation of the relativistic electron holes. The
latter are modified by the relativistic ponderomotive force.
We find that such nonlinear interactions between electro-
magnetic waves and relativistic electron holes produce in-
tense electromagnetic envelope solitons composed of local-
ized light wave envelope and large amplitude localized posi-
tive electric potential distributions. The latter may contribute
to accelerating electrons to extremely high energies. We
also present numerical studies of the dynamics of interacting
electromagnetic envelope solitons by means of a fully rela-
tivistic Vlasov simulations. Interesting nonlinear features of
laser light intensification and corresponding density cavita-
tion have been observed.
We present the relevant equations describing the action of
intense laser light on the electrons in a relativistically hot col-
lisionless plasma, as well as the electromagnetic wave equa-
tion accounting for the relativistic mass increase of the elec-
trons and the electron density modification due to the radia-
tion relativistic ponderomotive force (Shukla, 1986)
F = −mec2 ∂γ
∂z
, (42)
where
γ =
(
1 +
p2
m2ec
2
+
e2|A|2
m2ec
4
)1/2
(43)
is the relativistic gamma factor. Here, p is the x component
of the electron momentum, and we have used that the perpen-
dicular (to the x direction) momentum p⊥ = eA/c, whereA
is the vector potential of the circularly polarized electromag-
netic waves. The dynamics of the coupled electromagnetic
waves and relativistic electron holes with immobile ions is
governed by
∂2A
∂t2
− 1
µ2
∂2A
∂x2
+
∫ ∞
−∞
fe
γ
dpA = 0, (44)
∂fe
∂t
+
p
γ
∂fe
∂x
+
∂(φ− γ/µ2)
∂x
∂fe
∂p
= 0, (45)
Fig. 2 . Interactions betwe n weakly relativistic electron holes. I i-
tially, the parameters are µ 0.01 and β 0.5 for both les,
and the left and right holes have the ac e . a
Me = −0.2, respectively. Times: t = 0 (upper left panel), t
(up er right panel), t = 100 (middle left panel), t 50 ( i l
right panel), t = 20 (lower left panel) and t 250 (lo er ri t
panel).
ical method used in our simulations was a pseudo-spectral
method to approximate the x-derivatives, a fourth-order com-
p ct Pade´ scheme to approximate the p derivative, nd the
fourth-order Runge-Kutta method for the time stepping. The
integral over p space in Eq. (29) was done with a simple sum
r presen on f the integral.
5.1 Trapping of lectromagnetic waves in relativistic elec-
tron holes
We here present fully relativistic nonlinear theory and c m-
puter simulations for in ense el ctromagnetic envelope sol -
tons in a relativistically hot elect on plasm , by adopting th
M xwell-Poisson-relati istic Vlasov system which ccounts
for relativistic electron mass increase in the electromagnetic
fields and the r lativistic radiatio ponderomotive force, in
addition to trapped electrons which support the driven rela-
tivistic electron holes. The importance of trapped electr ns
has also been recognized (Montgomery, 2001) in the context
of stimulated Compton scattering of laser light off electron
quasi-modes in a non-relativistic situation. However, our ob-
jective here is to consider nonlinear interactions between in-
tense electromagnetic waves and relativistic electron holes.
For this purpose, we derive the electromagnetic wave equa-
tion by including the nonlinear current density arising from
the coupling of the relativistic electron quiver velocity and
the density variation of the relativistic electron holes. The
latter are modified by the relativistic ponderomotive force.
We find that such nonlinear interactions between electro-
magnetic waves and relativistic electron holes produce in-
tense electromagnetic envelope solitons composed of local-
ized light wave envelope and large amplitude localized posi-
tive electric potential distributions. The latter may contribute
to accelerating electrons to extremely high energies. We
also present numerical studies of the dynamics of interacting
electromagnetic envelope solitons by means of a fully rela-
tivistic Vlasov simulations. Int resting nonlin ar features of
laser light inten ification and orres onding density cavita-
tion have been bserved.
W present the relevant equation describing the action of
intense laser light on the electrons in a relativistically hot col-
lisionless plasma, as well as the electromagnetic wave equ -
tion a coun ing for the relativistic mass increase of the elec-
trons and the electron density modification due to the radia-
tion relativistic ponderomotive force (Shuk a, 1986)
F = −mec2 ∂γ
∂z
, (41)
where
γ =
(
1+ p
2
m2ec
2 +
e2|A|2
m2ec
4
)1/2
(42)
is the relativistic gamma factor. Here, p is the x component
of the electron momentum, and we have used that the perpe -
dicular (to the x dire tion) momentum p⊥ = eA/c, where A
is the vector pot tial of the circularly polarized electromag-
netic waves. The dynamics of the coupled electromagnetic
waves and relativistic electron holes with immobil ions is
govern d by
∂2A
∂t2
− 1
µ2
∂2A
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+
∫ ∞
−∞
fe
γ
dpA = 0, (43)
∂fe
∂t
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+ ∂(φ − γ /µ
2)
∂x
∂fe
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and
∂2φ
∂x2
=
∫ ∞
−∞
fe dp − 1, (45)
where A is normalized by mec/e, φ by Te/e, p by meVT e
and x by rD . We have denoted γ = (1+ µ2p2 + |A|2).
Far away from the relativistic electron hole, where φ =
|A| = 0, the electrons are assumed to obey a Ju¨ttner-Synge
distribution function (de Groot et al., 1980)
f˜0(p) = a0 exp
[
− 1
µ2
(
√
1+ µ2p2 − 1)
]
, (46)
where the normalization constant is
a0 =
{∫∞
−∞ exp
[
− 1
µ2
(√
1+ µ2p2 − 1
)]}−1
= µ exp(−µ−2)2K1(µ−2) .
For the Ju¨ttner-Synge distribution function, the last term in
the left-hand side of Eq. (43) takes the value∫ ∞
−∞
f˜0(p)√
1+ µ2p2 =
K0(µ−2)
K1(µ−2)
≡ 2p, ( 7)
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whereK0 andK1 are the modified Bessel functions of second
kind. The frequency p represents the normalized (by ωpe)
relativistic plasma frequency at equilibrium.
We now investigate the properties of driven relativistic
electron holes which move with a constant speed. Accord-
ingly, we use the ansatz f (p, ξ) for the relativistic electron
distribution function, and assume that φ and |A|2 depend on
ξ only, where ξ = x −Met . Then, Eqs. (44) and (45) take
the form(
−Me + p
γ
)
∂fe
∂ξ
+ ∂(φ − γ /µ
2)
∂ξ
∂fe
∂p
= 0, (48)
and
d2φ
dξ2
=
∫ ∞
−∞
fe dp − 1, (49)
respectively. The general solution of Eq. (48) is fe = f0(E),
where f0 is some function of one variable and
E = −Mep + 1
µ2
(
γ − 1
γ0
)
− φ (50)
is the energy integral. Here, we have denoted γ0 =
1/
√
1− µ2M2e . We note that trapped electrons have negative
energy while untrapped (free) electrons have positive energy.
In in the slowly varying envelope approximation, viz. A =
(1/2)A(x, t)(̂y + îz) exp(−iω0t + ik0x)+ complex conju-
gate, Eq. (43) can be written as
2iω0
(
∂A
∂t
+ vg ∂A
∂x
)
+ 1
µ2
∂2A
∂x2
−
(∫ ∞
−∞
fe
γ
dp −2p
)
A = 0, (51)
where ω0 = (2p + k20/µ2)1/2 is the electromagnetic wave
frequency, vg = k0/µ2ω0 is the group velocity, and γ =√
1+ µ2p2 + |A|2. Introducing A = W(ξ) exp(−i2t +
iKx) into Eq. (51), where W is a real-valued function, we
obtain K = µ2ω0(Me − vg) and
d2W
dξ2
− λW − µ2
(
2 −2p
)
W = 0, (52)
where λ = −2ω0µ22 + µ4ω20(M2e − v2g) represents a non-
linear frequency shift, and the gamma factor becomes γ =√
1+ µ2p2 +W 2. Here, 2 = ∫∞−∞(fe/γ ) dp represents
the square of the local electron plasma frequency that ac-
counts for the relativistic electron mass increase in the elec-
tron hole potential and the electromagnetic wave fields.
A condition for the untrapped electron is that far away
from the relativistic electron hole, the electron distribution
function should smoothly connect to the Ju¨ttner-Synge dis-
tribution function. In order to impose this condition for the
free electrons, we use the solution
fe = f0(E) = f˜0[p˜(E)], E > 0, (53)
where p˜(E) is a function of the energy such that p˜(E) → p
when W → 0 and φ → 0. Such a function can be found
with the help of the energy integral by setting
−Mep˜(E)+ 1
µ2
(√
1+ µ2p˜2(E)− 1
γ0
)
= E . (54)
Solving for p˜(E), we have
p˜±(E) = γ 20Me
(
µ2E + 1
γ0
)
± γ
2
0
µ
√√√√(µ2E + 1
γ0
)2
− 1
γ 20
, (55)
where p˜+(E) and p˜−(E) correspond to a modified momen-
tum for free electrons on each side of the trapped electron
population in momentum space. Using p˜(E) = p˜+(E) and
p˜(E) = p˜−(E) in Eq. (53), we obtain the distribution func-
tion for free electrons. In the limit of vanishing energy,
E = 0+, we have p˜±(0) = γ0Me, and the value of the distri-
bution function is
fe|E=0+=f0(0)=f˜0(γ0Me)=a0 exp
[
−(γ0−1)/µ2
]
, (56)
which should be matched with the distribution function for
the trapped electrons with E = 0 in order to obtain a con-
tinuous distribution function. For the trapped electrons, we
choose a relativistic Maxwell-Boltzmann distribution with a
negative “temperature,” viz.
fe = a0 exp
(
−γ0 − 1
µ2
− βE
)
, E < 0. (57)
The separatrix between the free and trapped electron distri-
butions is found where E = 0 in the energy integral. Solving
for p in the energy integral with E = 0, we have
p±=γ 20Me
(
µ2φ+ 1
γ0
)
±γ
2
0
µ
√√√√(µ2φ+ 1
γ0
)2
−1+W
2
γ 20
, (58)
where p− and p+ constitute the limits between the trapped
and free electron distributions in momentum space. Using
these limits and combining Eqs. (53), (55) and (57), we can
now write
fe=

a0 exp
[
− 1
µ2
(
√
+µ2p˜2+(E)−1)
]
, p>p+,
a0 exp
[
− γ0−1
µ2
−βE
]
, p−≤p≤p+,
a0 exp
[
− 1
µ2
(
√
1+µ2p˜2−(E)−1)
]
, p<p−.
(59)
Integrating the distribution function (59) over the momen-
tum space, we obtain the total electron number density as a
function of φ and W , which are calculated self-consistently
by means of the Poisson and Schro¨dinger equations, respec-
tively.
Figure 23 exhibits the influence of intense electromagnetic
waves on relativistic electron holes, described by the coupled
system of Eqs. (49) and (52). In the Schro¨dinger equation
(52), λ represents the eigenvalue, and the square of the local
electron plasma frequency, 2, enters as a “potential.” We
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Fig. 23. Large-amplitude trapped electromagnetic wave envelope
(upper panel), the potential (second panel), the electron number
density (third panel), and the square of the local electron plasma
frequency (lower panel) for large amplitude electromagnetic waves
with a maximum amplitude of Wmax = 1.5 (solid lines) and
Wmax = 1.0 (dashed lines), and as a comparison a relativistic elec-
tron hole with small-amplitude electromagnetic waves which have
Wmax ¿ 1 (dotted lines). The nonlinear frequency shift for the
Wmax = 1.5 case is λ = 0.099, and for the Wmax = 1.0 case
it is λ = 0.095, to be compared with the small-amplitude case
which has λ = 0.088. Parameters are: Me = 0.7, µ = 0.4, and
β = −0.5.
where p− and p+ constitute the limits between the trapped
and free electron distributions in momentum space. Using
these limits and combining Eqs. (54), (56) and (58), we can
now write
fe =

a0 exp
[
− 1µ2 (
√
1 + µ2p˜2+(E)− 1)
]
, p > p+,
a0 exp
[
−γ0−1µ2 − βE
]
, p− ≤ p ≤ p+,
a0 exp
[
− 1µ2 (
√
1 + µ2p˜2−(E)− 1)
]
, p < p−.
(60)
Integrating the distribution function (60) over the momen-
tum space, we obtain the total electron number density as a
function of φ and W , which are calculated self-consistently
by means of the Poisson and Schro¨dinger equations, respec-
tively.
Figure 23 exhibits the influence of intense electromagnetic
waves on relativistic electron holes, described by the cou-
pled system of equations (50) and (53). In the Schro¨dinger
equation (53), λ represents the eigenvalue, and the square
of the local electron plasma frequency, Ω2, enters as a “po-
tential.” We see that for larger electromagnetic fields W ,
the relativistic electron hole potential φ becomes larger and
the relativistic electron hole wider, admitting larger eigen-
values λ. This can be explained in that the relativistic pon-
deromotive force of localized electromagnetic waves pushes
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Fig. 24. Small-amplitude trapped electromagnetic waves in a rel-
ativistic electron hole. Upper panel: Three eigenstates of trapped
electromagnetic waves, corresponding to the eigenvalues λ1 =
0.088 (solid line), λ2 = 0.053 (dashed line) and λ2 = 0.013 (dash-
dotted line). The parameters used are the same as for the dotted lines
in Fig. 23.
Fig. 25. Phase space plots of the electron distribution function fe
(left panels) and the amplitude of the vector potentialA (right pan-
els) for t = 0, t = 50, t = 125 and t = 162.
the electrons away from the center of the relativistic elec-
tron hole, leading to an increase of the electrostatic potential
distribution and a widening of the relativistic electron hole.
We see that the depletion of the electron density in the rel-
ativistic electron hole is only minimal, while the local elec-
tron plasma frequency Ω is strongly reduced owing to the in-
creased mass of the electrons that are accelerated by the rela-
tivistic electron hole potential. The linear trapping of electro-
magnetic waves in relativistic electron holes is displayed in
Fig. 24, where we have assumed a zero electromagnetic field
(W = 0) in the expression for γ used in Eq. (53) and in the
energy integral. The eigenvalue problem admits a discrete set
of localized eigenfunctions with positive eigenvalues, and in
this case we found two even and one odd eigenfunction cor-
responding to three different eigenvalues. Equation (53) has
been solved as a linear eigenvalue problem for W , where
the amplitude Wmax of the electromagnetic waves was kept
Fig. 23. Large-amplitude trapped electromagnetic wave envelope
(upper panel), the potential (second panel), the electron number
density (third panel), and the square of the local electron plasma
frequency (lower panel) for large amplitude electromagnetic waves
with a maximum amplitude of Wmax = 1.5 (solid lines) and
Wmax = 1.0 (dashed lines), and as a comparison a relativistic elec-
tron hole with small-amplitude electromagnetic waves which have
Wmax  1 (dotted lines). The nonlinear frequency shift for the
Wmax = 1.5 case is λ = 0.099, and for the Wmax = 1.0 case it
is λ = 0.095, to be compared with the small-amplitude case which
has λ = 0.088. Parameters are: Me = 0.7, µ = 0.4, and β = −0.5.18 B. Eliasson and P. K. Shukla: The dynamics of electron and ion holes
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Fig. 23. Large-amplitude trapped electromagnetic wave envelope
(upper panel), the potential (second panel), the electron number
density (third panel), and the square of the local electron plasma
frequency (lower panel) for large amplitude electromagnetic waves
with a maximum amplitude of Wmax = 1.5 (solid lines) and
Wmax = 1.0 (dashed lines), and as a comparison a relativistic elec-
tron hole with small-amplitude electromagnetic waves which have
Wmax ¿ 1 (dotted lines). The nonlinear frequency shift for the
Wmax = 1.5 case is λ = 0.099, and for the Wmax = 1.0 case
it is λ = 0.095, to be compared with the small-amplitude case
which has λ = 0.088. Parameters are: Me = 0.7, µ = 0.4, and
β = −0.5.
where p− and p+ constitute the limits between the trapped
and free electron distributions in momentum space. Using
these limits and combining Eqs. (54), (56) and (58), we can
now write
fe =

a0 exp
[
− 1µ2 (
√
1 + µ2p˜2+(E)− 1)
]
, p > p+,
a0 exp
[
−γ0−1µ2 − βE
]
, p− ≤ p ≤ p+,
a0 exp
[
− 1µ2 (
√
1 + µ2p˜2−(E)− 1)
]
, p < p−.
(60)
Integrating the distribution function (60) over the momen-
tum space, we obtain the total electron number density as a
function of φ and W , which are calculated self-consistently
by means of the Poisson and Schro¨dinger equations, respec-
tively.
Figure 23 exhibits the influence of intense electromagnetic
waves on relativistic electron holes, described by the cou-
pled system of equations (50) and (53). In the Schro¨dinger
equation (53), λ represents the eigenvalue, and the square
of the local electron plasma frequency, Ω2, enters as a “po-
tential.” We see that for larger electromagnetic fields W ,
the relativistic electron hole potential φ becomes larger and
the relativistic electron hole wider, admitting larger eigen-
values λ. This can be explained in that the relativistic pon-
deromotive force of localized electromagnetic waves pushes
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Fig. 24. Small-amplitude trapped electromagnetic waves in a rel-
ativistic electron hole. Upper panel: Three eigenstates of trapped
electrom gn tic waves, corresponding to the eigenvalues λ1 =
0.088 (solid line), λ2 = 0.053 (dashed line) and λ2 = 0.013 (dash-
dotted line). The parameters used are the same as for the dotted lines
in Fig. 23.
Fig. 25. Phase space plots of the electron distribution function fe
(left panels) and the amplitude of the vector potentialA (right pan-
els) for t = 0, t = 50, t = 125 and t = 162.
the electrons away from the center of the relativistic elec-
tron hole, leading to an increase of the electrostatic potential
distribution and a widening of the relativistic electron hole.
We see that the depletion of the electron density in the rel-
ativistic electron hole is only minimal, while the local elec-
tron plasma frequency Ω is strongly reduced owing to the in-
creased mass of the electrons that are accelerated by the rela-
tivistic electron hole potential. The linear trapping of electro-
magnetic waves in relativistic electron holes is displayed in
Fig. 24, where we have assumed a zero electromagnetic field
(W = 0) in the expression for γ used in Eq. (53) and in the
energy integral. The eigenvalue problem admits a discrete set
of localized eigenfunctions with positive eigenvalues, and in
this case we found two even and one odd eigenfunction cor-
responding to three different eigenvalues. Equation (53) has
been solved as a linear eigenvalue problem for W , where
the amplitude Wmax of the electromagnetic waves was kept
Fig. 24. Small-amplitude trapped electromagnetic waves in a rel-
ativistic electron hole. Upper panel: Three eigenstates of trapped
electromagnetic waves, corresponding to the eigenvalues λ1 =
0.088 (solid line), λ2 = 0.053 (dashed line) and λ3 = 0.013 (dash-
dotted line). The parameters used are the same as for the dotted
li es in Fig. 23.
see that for larger electromagnetic fields W , the relativistic
electron hole potential φ becomes larger and the relativistic
electron hole wider, admitting larger eigenvalues λ. This can
be explained in that the relativistic ponderomotive force of
localized electromagnetic waves pushes the electrons away
from the center of the relativistic electron hole, leading to
an increase of the electrostatic potential distribution and a
widening of the relativistic electron hole. We see that the de-
pletion of the electron density in the relativistic electron hole
is only minimal, while the local electron plasma frequency
is strongly reduced owing to the increased mass of the elec-
trons that are accelerated by the relativistic electron hole po-
tential. The linear trapping of electromagnetic waves in rela-
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Fig. 23. Large-amplitude trapped electromagnetic wave envelope
(upper panel), the potential (second panel), the electron number
density (third panel), and the square of the local electron plasma
frequency (lower panel) for large amplitude electromagnetic waves
with a maximum amplitude of Wmax = 1.5 (solid lines) and
Wmax = 1.0 (dashed lines), and as a comparison a relativistic elec-
tron hole with small-amplitude electromagnetic waves which have
Wmax ¿ 1 (dotted lines). The nonlinear frequency shift for the
Wmax = 1.5 case is λ = 0.099, and for the Wmax = 1.0 case
it is λ = 0.095, to be compared with the small-amplitude case
which has λ = 0.088. Parameters are: Me = 0.7, µ = 0.4, and
β = −0.5.
where p− and p+ constitute the limits between the trapped
and free electron distributions in momentum space. Using
these limits and combining Eqs. (54), (56) and (58), we can
now write
fe =

a0 exp
[
− 1µ2 (
√
1 + µ2˜2+(E)− 1)] , p > p+,
a0 exp
[
−γ0−1µ2 − βE
]
, p− ≤ p ≤ p+,
a0 exp
[
− 1µ2 (
√
1 + µ2p˜2−(E)− 1)
]
, p < p−.
(60)
Integrating the distribution function (60) over the momen-
tum space, we obtain the total electron number density a a
function of φ and W , which are calculated self-consistently
by means of the Poisson and Schro¨dinger equations, respec-
tively.
Figure 23 exhibits the influence of intense electromagnetic
waves on relativistic electron holes, described by the cou-
pled system of equations (50) and (53). In the Schro¨dinger
equation (53), λ represents the eigenvalue, and the square
of the local electron plasma frequency, Ω2, enters as a “po-
tential.” We see that for larger electromagnetic fields W ,
the relativistic electron hol potential φ be omes larger and
the relativistic el ctron hole wider, admitting l rger eigen-
values λ. This can be explained in th t the relativistic pon-
deromotive force of localized electrom gnetic waves pushes
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electromagnetic waves, corresponding to the eigenvalues λ1 =
0.088 (solid line), λ2 = 0.053 (dashed line) and λ2 = 0.013 (dash-
dotted line). The parameters used are the same as for the dotted lines
in Fig. 23.
Fig. 25. Phase space plots of the electron distribution function fe
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the electrons away from the center of the relativistic elec-
tron hole, leading to an increase of the electrostatic potential
distribution and a widening of the relativistic electron hole.
We see that the depletion of the electron density in the rel-
ativistic electron hole is only minimal, while the local elec-
tron plasma frequency Ω is strongly reduced owing to the in-
creased mass of the electrons that are accelerated by the rela-
tivistic electron hole potential. The linear trapping of electro-
magnetic waves in relativistic electron holes is displayed in
Fig. 24, where we have assumed a zero electromagnetic field
(W = 0) in the xpression for γ use in Eq. (53) and in the
energy integral. The eigenvalue problem admits a discrete set
of localized eigenfunctions with positive eigenvalues, and in
this case we found two even and one odd eigenfunction cor-
responding to three different eigenvalues. Equation (53) has
be n solved as a linear eigenvalue problem for W , where
the amplitu e Wm x of the electromagnetic waves was kept
Fig. 25. Phase space plots of the electron distribution function fe
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Fig. 26. The amplitude of the vector potential (upper left panel),
potential (upper right panel), squared local plasma frequency (lower
left panel) and electron density (lower right panel) for two co liding
relativisti electr n holes.
fixed, to obtain new values on W and λ. Then, the procedure
of solving for φ and W was repeated until convergence. The
second derivatives were approximated with a seco -order
centered scheme ith the function values set to zero at the
bou aries.
In order to study the dy amics of interacting electromag-
netic envelope solitons composed of lo alized electromag-
netic waves and relativistic electron holes, we have solved the
time-dependent, relativistic Vlasov equation (45) together
with the Schro¨dinger equation (52) numerically. The results
are displayed in Figs. 25 and 26. As an initial condition to the
simulation, we used solutions to the quasi-stationary equa-
tions described above, where the left electron hole initially
has the speed Me = 0.7 and is loaded with electromagnetic
waves with Wmax = 1.5, while the right electron hole has
the speed Me = −0.3, and is loaded with electromagnetic
waves with Wmax = 2.5. Further, we used k0 = vg = 0 in
the initial condition for A and in the solution of Eq. (52). In
Fig. 25 we show the phase space distribution of the electrons
and the electromagnetic field amplitude at different times.
We see that the relativistic electron holes loaded with trapped
electromagnetic waves collide, merge and then split into two
electron holes, while there are a few strongly peaked electro-
magnetic wave envelopes at x ≈ 70 remaining after the split-
ting of the relativistic electron hole, and where a population
of electrons has been accelerated to large energies. The time
development of the electromagnetic wave amplitudes, rela-
tivistic electron hole potential, the squared local plasma fre-
quency and the electron number density is shown in Fig. 26.
We observe collision and splitting of the relativistic electron
holes and the creation of localized electromagnetic solitary
waves at z ≈ 70; clearly visible in the left two panels at
t > 150. The electromagnetic solitary waves are created by
the combined action of the relativistic electron mass increase
and relativistic ponderomotive force of localized electromag-
netic waves, which have been further intensified due to non-
linear interactions where the collapsing relativistic electron
hole has deposited its energy into the plasma.
6 Conclusions
In this paper, we have presented a review of recent findings
related to the dynamics of electron and ion holes in a col-
lisionless plasma. We find that interacting (colliding) ion
holes may create non-Maxwellian electron distributions due
to the acceleration of electrons in the negative ion hole po-
tential. This can create streams of accelerated electrons be-
fore and during the ion hole collisions, and a flat-topped elec-
tron distribution between the ion holes, after collisions. The
accelerated streams of electrons can excite high-frequency
Langmuir waves due to a streaming instability, and Lang-
muir waves can be trapped in the density well of the ion
hole, as described by a nonlinear Schro¨dinger equation for
the Langmuir field, coupled nonlinearly with the Poisson
equation for the slow timescale ion hole potential response.
Electron holes in a plasma with mobile ions show an inter-
esting dynamics when the speed of the electron hole is small
enough. A standing electron hole accelerates locally the ions
due to the positive electron hole potential. The self-created
ion density cavity, on the other hand, accelerates the electron
hole, which leaves the ion cavity and propagates with a con-
stant speed. The propagating electron hole can be trapped at
ion density maxima, where it again accelerates the ions lo-
cally and a new ion density cavity is formed, etc. Thus, both
ion and electron holes show an interesting and complex dy-
namics during their interaction with the background plasma,
with a variety of couplings between fast and slow timescales.
Knowledge of dynamically evolving electron and ion holes
and their interaction with the background plasma is required
for understanding the properties of localized electric pulses
in the Earth’s auroral zone and in the magnetosphere.
We have also presented a theory for relativistic electron
holes and their interactions with high-amplitude electromag-
netic fields, taking into account the relativistic electron mass
increase in a hot plasma. Due to the relativistic effect, the
size of the electron hole as well as the amplitude of the
electron hole potential increase dramatically with increasing
relativistic electron temperature. Large-amplitude electro-
magnetic fields also modify the electron hole owing to the
relativistic ponderomotive force and the electron mass in-
crease due to the relativistic quivering velocity in the high-
frequency electromagnetic fields. Simulation studies of in-
teractions between relativistic electron holes show that they
interact in a complex fashion, and may merge when they col-
lide, resulting in accelerated particles and a release of the
electromagnetic radiation. We stress that the present results
should help to understand the salient features of localized
Fig. 26. The amplitude of the vector potential (upper left panel),
potential (upper righ panel), squared local plasma frequency (lower
left pane ) and electron density (lower right p nel) or two olliding
r lativistic electron h les.
tivistic electron holes is displayed in Fig. 24, where we have
assumed a zero electromagnetic field (W = 0) in the expres-
sion for γ used in Eq. (52) and in the energy integral. The
eigenvalue problem admits a discrete set of localized eigen-
functions with positive eigenvalues, and in this case we found
two even and one odd eigenfunction corresponding to three
different eigenvalues. Equation (52) has been solved as a lin-
ear eigenvalue problem for W , where the amplitude Wmax of
the electromagnetic waves was kept fixed, to obtain new val-
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ues onW and λ. Then, the procedure of solving for φ andW
was repeated until convergence. The second derivatives were
approximated with a second-order centered scheme with the
function values set to zero at the boundaries.
In order to study the dynamics of interacting electromag-
netic envelope solitons composed of localized electromag-
netic waves and relativistic electron holes, we have solved the
time-dependent, relativistic Vlasov equation (44) together
with the Schro¨dinger equation (51) numerically. The results
are displayed in Figs. 25 and 26. As an initial condition to the
simulation, we used solutions to the quasi-stationary equa-
tions described above, where the left electron hole initially
has the speed Me = 0.7 and is loaded with electromagnetic
waves with Wmax = 1.5, while the right electron hole has
the speed Me = −0.3, and is loaded with electromagnetic
waves with Wmax = 2.5. Further, we used k0 = vg = 0 in
the initial condition for A and in the solution of Eq. (51). In
Fig. 25 we show the phase space distribution of the electrons
and the electromagnetic field amplitude at different times.
We see that the relativistic electron holes loaded with trapped
electromagnetic waves collide, merge and then split into two
electron holes, while there are a few strongly peaked electro-
magnetic wave envelopes at x ≈ 70 remaining after the split-
ting of the relativistic electron hole, and where a population
of electrons has been accelerated to large energies. The time
development of the electromagnetic wave amplitudes, rela-
tivistic electron hole potential, the squared local plasma fre-
quency and the electron number density is shown in Fig. 26.
We observe collision and splitting of the relativistic electron
holes and the creation of localized electromagnetic solitary
waves at z ≈ 70; clearly visible in the left two panels at
t > 150. The electromagnetic solitary waves are created by
the combined action of the relativistic electron mass increase
and relativistic ponderomotive force of localized electromag-
netic waves, which have been further intensified due to non-
linear interactions where the collapsing relativistic electron
hole has deposited its energy into the plasma.
6 Conclusions
In this paper, we have presented a review of recent findings
related to the dynamics of electron and ion holes in a col-
lisionless plasma. We find that interacting (colliding) ion
holes may create non-Maxwellian electron distributions due
to the acceleration of electrons in the negative ion hole po-
tential. This can create streams of accelerated electrons be-
fore and during the ion hole collisions, and a flat-topped elec-
tron distribution between the ion holes, after collisions. The
accelerated streams of electrons can excite high-frequency
Langmuir waves due to a streaming instability, and Lang-
muir waves can be trapped in the density well of the ion
hole, as described by a nonlinear Schro¨dinger equation for
the Langmuir field, coupled nonlinearly with the Poisson
equation for the slow timescale ion hole potential response.
Electron holes in a plasma with mobile ions show an inter-
esting dynamics when the speed of the electron hole is small
enough. A standing electron hole accelerates locally the ions
due to the positive electron hole potential. The self-created
ion density cavity, on the other hand, accelerates the electron
hole, which leaves the ion cavity and propagates with a con-
stant speed. The propagating electron hole can be trapped at
ion density maxima, where it again accelerates the ions lo-
cally and a new ion density cavity is formed, etc. Thus, both
ion and electron holes show an interesting and complex dy-
namics during their interaction with the background plasma,
with a variety of couplings between fast and slow timescales.
Knowledge of dynamically evolving electron and ion holes
and their interaction with the background plasma is required
for understanding the properties of localized electric pulses
in the Earth’s auroral zone and in the magnetosphere.
We have also presented a theory for relativistic electron
holes and their interactions with high-amplitude electromag-
netic fields, taking into account the relativistic electron mass
increase in a hot plasma. Due to the relativistic effect, the
size of the electron hole as well as the amplitude of the
electron hole potential increase dramatically with increasing
relativistic electron temperature. Large-amplitude electro-
magnetic fields also modify the electron hole owing to the
relativistic ponderomotive force and the electron mass in-
crease due to the relativistic quivering velocity in the high-
frequency electromagnetic fields. Simulation studies of in-
teractions between relativistic electron holes show that they
interact in a complex fashion, and may merge when they col-
lide, resulting in accelerated particles and a release of the
electromagnetic radiation. We stress that the present results
should help to understand the salient features of localized
intense electromagnetic and electrostatic pulses in relativisti-
cally hot plasmas, such as those in inertial confinement fu-
sion as well as in compact astrophysical objects in which
gamma-ray bursts are produced by acceleration of electrons
to extremely high energies.
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