Abstract. Characterizations of the stability and orthonormality of a multivariate matrix refinable function Φ with arbitrary matrix dilation M are provided in terms of the eigenvalue and 1-eigenvector properties of the restricted transition operator. Under mild conditions, it is shown that the approximation order of Φ is equivalent to the order of the vanishing moment conditions of the matrix refinement mask {Pα}. The restricted transition operator associated with the matrix refinement mask {Pα} is represented by a finite matrix (A Mi−j ) i,j , with A j = |det(M )| −1 κ P κ−j ⊗ Pκ and P κ−j ⊗ Pκ being the Kronecker product of matrices P κ−j and Pκ. The spectral properties of the transition operator are studied. The Sobolev regularity estimate of a matrix refinable function Φ is given in terms of the spectral radius of the restricted transition operator to an invariant subspace. This estimate is analyzed in an example.
Introduction
Let {P α } be a finitely supported r × r matrix sequence. The vectors Φ, rdimensional column functions on R d , considered in this paper are solutions to functional equations of the type Φ = Then P is an r × r matrix with trigonometric polynomial entries. In the Fourier domain, functional equations (1.1) can be written as
Throughout this paper, t A and A * denote the transpose and the Hermitian adjoint of a matrix A respectively.
Equations of type (1.1) or (1.2) are called matrix (vector) refinement equations; the matrix M is called the dilation matrix; P ({P α }) is called the (matrix) refinement mask and any solution Φ of (1.1) is called an (M, P) matrix refinable function (or an (M, P) refinable vector).
For M = 2I r , r ≥ 1, where I r is the r × r identity matrix, the characterizations of the stability and orthonormality of a matrix refinable function Φ were provided in terms of the mask in [26] ; the regularity estimates of Φ were studied in [26] , [19] , and in [3] , [24] for the case d = 1; the existence of the distribution solution of (1.1) and the characterization of the weak stability of solutions of (1.1) were discussed in [21] . In the construction of multivariate wavelets, the dilation matrix M is involved. For r = 1, the characterizations of the stability and orthonormality of Φ, a refinable function with matrix dilation, were proved in terms of the mask in [22] ; the optimal Sobolev regularity estimate of Φ was obtained in [15] . Our goal in this paper is to provide characterizations of the stability, orthonormality and the approximation order of an (M, P) refinable vector Φ in terms of the mask, and give the regularity estimate of Φ in terms of the spectral radius of the restricted transition operator.
Before going further, we introduce some notations used in this paper. Let Z + denote the set of all nonnegative integers, and let Z d + denote the set of all d-tuples of nonnegative integers. We shall adopt the multi-index notations
+ , we shall write α ≤ β and denote β α := β! α!(β − α)! .
where ∂ j = ∂ ∂xj is the partial derivative operator with respect to the jth coordinate, 1 ≤ j ≤ d. Except in some special cases, for ω, ζ ∈ R d we use ζω (not t ζω) to denote their scalar product.
For a finitely supported complex sequence c on Z d , its support is defined by supp c := {β ∈ Z d : c(β) = 0}, and for a finitely supported r × r matrix sequence C on Z d , its support is defined by supp C := supp c ij , where c ij is the (i, j)-entry of C. Throughout this paper, we assume that the matrix refinement mask P satisfies supp{P α } ⊂ [0, N] d for some positive integer N . Let x denote the Euclidean norm in R d , and let dist(x, y) := x − y be the distance between two points x, y ∈ R d . For two subsets S 1 , S 2 of R d , denote dist(S 1 , S 2 ) := inf{dist(x, y) : x ∈ S 1 , y ∈ S 2 }.
For any subset S of R d , denote [S] := S ∩ Z d ; and if S is a finite set of Z d , let |S| denote the number of elements in S.
For j = 1, · · · , r, let e j := (δ j (k)) r k=1 denote the standard unit vectors in R r . In this paper, for an r × 1 vector-valued function or sequence f = t (f 1 , · · · , f r ), when we say that f is in a space on R d or Z d , we mean that every component f i of f is in this space. In particular, f
, i = 1, · · · , r, and we will use the norms
For a matrix A (or an operator A defined on a finite dimensional linear space), we say A satisfies Condition E if ρ(A) ≤ 1, 1 is the unique eigenvalue on the unit circle and 1 is simple (the spectral radius of A is denoted by ρ(A)).
Let M be a fixed dilation matrix with m = |det(M )|. Then the coset spaces
denote the space of all r × r matrix functions with trigonometric polynomial entries. For a given matrix refinement mask P, the transition operator T associated with P is defined on
Assume that the support of the mask {P α } is in [0, N] d , and denote
Recall that a vector-valued function Ψ = t (ψ 1 , · · · , ψ r ) is called stable (orthogonal) if the integer translates of ψ 1 , · · · , ψ r form a Riesz basis (an orthonormal basis) of their closed linear span in L 2 (R). It has been shown that an (M, P) refinable vector Φ is stable if and only if for all ω ∈ T d , G Φ (ω) ≥ cI r for some positive constant c, and that Φ is orthogonal if and only if G Φ (ω) = I r , ω ∈ T d ; see e.g. [6] , [10] , [16] and [23] . Here G Φ (ω) is the Gram matrix of Φ, defined by
In the first part of Section 2, we will show that if the refinement equation (1.1) has a compactly supported solution Φ such that G Φ (ω) < ∞ and det(G Φ (0)) = 0, then P(0) satisfies Condition E. Then we will provide a characterization of the existence of L 2 -solutions of (1.1) under the assumption that P(0) satisfies Condition E. In the last part of Section 2, we will show that the (M, P) refinable vector Φ is stable if and only if the restriction T| H of the transition operator T to H satisfies Condition E and the corresponding 1-eigenvector of T| H is positive (or negative) definite on T d , and show that the (M, P) refinable vector Φ is orthogonal if and only if T| H satisfies Condition E and P is a Conjugate Quadrature Filter (CQF), i.e.
The accuracy order of the (M, P) refinable vector Φ = t (φ 1 , · · · , φ r ) was considered in [11] , [25] and [17] for the case d = 1 and M = (2), in [7] for M = 2I r and in [1] for the multivariate case with arbitrary dilation matrix. In Section 3, we will show that, under mild conditions, Φ provides approximation of order k, k ∈ Z + \{0}, if and only if the matrix refinement mask P satisfies the vanishing moment conditions of order k. We will also determine explicitly the coefficients for the polynomial reproducing under the assumption that the integer shifts of Φ (φ l (· − κ), κ ∈ Z d , l = 1, · · · , r) are linearly independent. Since the spectra (eigenvalues) of a matrix can be computed directly, it is useful in practice to transfer equivalently the restricted operator T| H to be a finite matrix, and therefore transfer the spectral problems of T| H into those of a matrix. We will show in Section 4 that the restricted transition operator T| H is equivalent to the matrix (A Mi−j ) i,j∈ [Ω] , where A j is the r 2 × r 2 matrix given by
and P κ−j ⊗ P κ is the Kronecker product of P κ−j and P κ . We will also consider the spectral property of T in Section 4.
In the last part of this paper, Section 5, we will consider the regularity of the (M, P) refinable vector Φ. An invariant subspace H 0 of H under T is found, and it is shown that Φ is in the Sobolev space W s0− (R d ) for any > 0, where s 0 := − log ρ(T| H 0 )/(2 log λ max ), ρ(T| H 0 ) is the spectral radius of the restriction T| H 0 of T to H 0 and λ max is the spectral radius of the dilation matrix M . This estimate is analyzed in an example.
Stability and orthonormality
In this section, we will provide characterizations of the stability and orthonormality of the refinable vector Φ. We first prove some lemmas.
Proof. Let G be the finite abelian group consisting of
Then χ j (g), j = 0, · · · , m − 1, form the group G, the character group of G. By the orthonormality relation of characters (see [4] ), we have Let Ω denote the domain defined by (1.4) and denote
The proof of the following lemma can be carried out by modifying that of Lemma 3.1 in [15] for the case r = 1. (1.3) and H the space defined by (1.5) .
, there exists some n ∈ Z + such that T n C ∈ H, (iv) the eigenvectors of T corresponding to nonzero eigenvalues belong to H.
Proof. (i) can be obtained similarly to Lemma 3.1 in [15] . Here we verify (ii), (iii) and (iv).
For any
and we have
is an eigenvector of T with corresponding eigenvalue λ 0 = 0, then by (iii), C = λ
Lemma 2.3. Let Φ be a compactly supported (M, P) matrix refinable function and G Φ be its Gram matrix defined by (1.6) .
Proof. By (1.2) and the definitions of T, G Φ , we have
By Lemma 2.2 and the Poisson summation formula,
In (2.6), the transition operator T is defined by (1.3) on the function space consisting of r × r matrix functions with every entry a 2π-periodic function.
We will show that if there is a compactly supported solution Φ of (1.1) satisfying G Φ (ω) < ∞ and det G Φ (0) = 0, then P(0) satisfies Condition E. For this, we first have Proposition 2.4. Let Φ be a compactly supported matrix refinable function of (1.1) and let l be a left (row) eigenvector of an eigenvalue λ 0 of P(0) with
Proof. By (2.6),
Therefore,
This shows (2.7).
We note that if λ 0 is an eigenvalue of P(0) with |λ 0 | ≥ 1 and λ 0 = 1, then for any left λ 0 -eigenvector l of P(0), l Φ(2πβ) = 0 for all β ∈ Z d . By Proposition 2.4, the following proposition can be obtained as in [21] . Its proof is presented here for the sake of completeness.
Proposition 2.5. Let Φ be a compactly supported (M, P) refinable vector with
Proof. Let λ 0 be an eigenvalue of P(0) with |λ 0 | ≥ 1, and l be a corresponding left (row) eigenvector.
On the other hand, since Φ = 0, the spectral radius of P(0) ≥ 1. These two facts imply that if det(G Φ (0)) = 0, then 1 is the only eigenvalue of P(0) on the unit circle with Φ(0) being a corresponding right eigenvector, and all other eigenvalues are in the unit circle. If 1 is not simple, since Φ(0) is a right 1-eigenvector of P(0), then one can find a left (row) 1-eigenvector l of P(0) such that l Φ(0) = 0, which again leads to lG Φ (0)l * = 0. Therefore, 1 has to be a simple eigenvalue of P(0), and hence P(0) satisfies Condition E.
Proposition 2.6. Assume that (1.1) has a compactly supported solution Φ with
satisfies Condition E and satisfies the vanishing moment conditions of order at least one, i.e.
lP(2π
where l is the left 1-eigenvector of P(0).
Proof. By Proposition 2.5, P(0) satisfies Condition E; and by (2.6),
Hence,
By Proposition 2.6, we have the following corollary.
Corollary 2.7. If (1.1) has a compactly supported solution Φ which is stable, then P(0) satisfies Condition E and P satisfies the vanishing moment conditions of order one (2.8).
Here we note that the vanishing moment condition (2.8) is equivalent to
In fact if (2.9) holds, then for any j ∈ Z + , 0 ≤ j ≤ m − 1, by (2.1)
Conversely, if (2.8) holds, then for any
and therefore (2.9) holds. 
In the following we will assume that P(0) satisfies Condition E and let r be the unit right (column) 1-eigenvector of P(0). Let l be the left (row) 1-eigenvector of P(0) with lr = 1. Let U be an r × r inverse matrix such that the first column of U is r and U −1 P(0)U is the Jordan canonical form of P(0) with its (1, 1)-entry 1.
Then, if P(0) satisfies Condition E, Π n converges to Π pointwise with
and any other compactly supported solution Ψ of (1.1) with Ψ(0) = 0 is given by (2.11) . About the convergence of the infinite product [3] , [23] for M = 2I r , and [20] for general dilation matrices M .
By (2.10), we have, for any r × r matrix A,
We will provide in the next proposition a characterization of the existence of L 2 -solutions of (1.1) under the assumption that P(0) satisfies Condition E. For this, we have the following lemma.
Lemma 2.9. For any H
, and any positive integer n,
Proof. The proof of (2.12) can be carried out by induction. In fact for n = 1,
For n ∈ Z + \{0}, assume that (2.12) holds for any positive integers smaller than n; then
Thus the proof by induction is completed. 
Conversely, since the matrix Π n (ω)H( t M −n ω)Π * n (ω) converges pointwise to the matrix
we have
The last inequality follows from the fact that
About the existence of L 2 -solutions of (1.1) for M = 2I r , a similar result was obtained in [21] . For the special case r = 1 and d = 1, this result was given in [28] .
We will use the fact that if (1.1) has a compactly supported solution which is stable, then for any
(2.13) Equation (2.13) can be obtained as in [21] for the case M = 2I r , and we omit the details here.
The next theorem provides a characterization of the stability of the compactly supported (M, P) refinable vector Φ.
Theorem 2.11. The refinement equation (1.1) has a compactly supported solution which is stable if and only if the following conditions hold: (i) the matrix P(0) satisfies Condition E, (ii) for the left (row)
1-eigenvector l of P(0), lP(2π t M −1 η j ) = 0, 1 ≤ j ≤ m−1, (
iii) the restriction transition operator T to H satisfies Condition E, and the corresponding 1-eigenvector is positive (or negative) definite on
Proof. "⇐" Let H 0 ∈ H be the positive definite 1-eigenvector of T. By Proposition 2.10, the solution Φ given by
; then H(ω) ∈ H and TH = H. Since the restriction T| H of T to H satisfies Condition E, H = cH 0 for some positive constant c. Thus G Φ (ω) = cH 0 (ω) > 0, and hence Φ is stable.
"⇒" Let Φ be a compactly supported solution which is stable; then Φ(0) = cr for some nonzero constant c. (i), (ii) follow from Proposition 2.6. To complete the proof of Theorem 2.11, it is enough to show that the restricted operator T| H satisfies Condition E, since G Φ is a positive definite 1-eigenvector of T| H .
Let λ 0 be an eigenvalue of T| H and H be a corresponding eigenvector. Since
the limit lim n→∞ λ n 0 exists. Thus |λ 0 | ≤ 1, and 1 is the only eigenvalue of T| H on the unit circle.
For an eigenvector H of eigenvalue 1 of T| H , denote c 0 = lH(0)l * . Then
Thus H(ω) = c 0 G Φ (ω). This implies that the geometric multiplicity of the eigenvalue 1 of T| H is 1.
Finally we show that 1 is nondegenerate. Otherwise, there exists
On the other hand,
This leads to a contradiction
The next theorem provides a characterization of the orthonormality of the compactly supported (M, P) refinable vector Φ. Proof. "⇐" Since P is a CQF, TI r = I r . Therefore by Proposition 2.10, the compactly supported solution Φ given by (2.11) is in L 2 (R d ). By (iv), G Φ = cI r for some positive constant c, and hence (1.1) has a compactly supported solution which is orthogonal.
"⇒" (ii), (iii) and (iv) follow from the orthonormality of Φ and Theorem 2.11. By the orthonormality of Φ, G Φ (ω) = I r . Thus TI r = I r , i.e.
and hence P is a CQF.
Approximation order
In this section we will consider the approximation order of the matrix refinable function Φ. Throughout this section, we will assume the eigenvalues of the dilation matrix M are nondegenerate.
Let t M be the transpose of M and λ j , j = 1, · · · , r, be the eigenvalues of M .
Then for any
For a compactly supported vector-valued function Ψ = t (ψ 1 , · · · , ψ r ), we denote by S(Ψ) the linear space of all functions of the form
where {c i ( )} ∈Z d are arbitrary sequences on Z d . We say Ψ has accuracy of order k if all polynomials of total degree smaller than k are contained in S(Ψ), i.e. for any β ∈ Z d + , |β| < k, there exist y β,i ( ) such that
where dist here is the L 2 -distance between a function and a subset of
An r × 1 vector-valued function Ψ is said to satisfy the Strang-Fix conditions of order k if there is a finitely supported 1 × r vector-valued sequence {q
About the relations among the orders of accuracy, L 2 -approximation and StrangFix conditions of Ψ, see [13] and the references therein. The next theorem was obtained by Jia (see [13] , [14] ). For a compactly supported (M, P) refinable vector Φ, we will find the L 2 -approximation order of Φ in terms of the mask P. For a given mask P
we say that the refinement mask P satisfies the vanishing moment conditions of order k.
We show in the next theorem that if P satisfies the vanishing moment conditions of order k and Φ ∈ L 
Proof. Let f be the vector-valued function in
where b(ω) is the vector-valued function given by b(ω) = | |<k b e i ω with
We will show that f satisfies the Strang-Fix conditions of order k.
Since
where c is a nonzero constant.
One can check that (3.4) is equivalent to
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the next to last equality is because if
by 2π-periodicity of b(ω), and if j = 0, both sides are zero. So we have by Theorem 4.2 in [7] , the sequence {b } is unique (up to a constant). Hence the vectors l β 0 are also unique. The next theorem will show that, under mild conditions, P satisfying the vanishing moment conditions of order k is also necessary for Φ to provide L 2 -approximation of order k. Proof. The equivalence of (i), (ii) and (iii) is proved in Theorem 3.1 (Jia) . Since det(G Φ (0)) = 0, by Proposition 2.5, P(0) satisfies Condition E. Thus by Remark 3.3 and Theorem 3.2, we know that (iv)⇒ (iii), and we need only to show that (iii)⇒ (iv).
Let {q } be the finitely supported 1 × r vector-valued sequence such that f = ∈Z d q Φ(· − ) satisfies (3.7) with c = 1. Let q(ω) denote the Fourier series of {q }; then f(ω) = q(ω) Φ(ω). We will prove by induction that
which is equivalent to (3.4) with l
Hence for any j ∈ Z + , 0 ≤ j ≤ m − 1, and ∈ Z d ,
Multiplying both sides of (3.10) by Φ * (2π + 2π t M −1 η j ) and summing over ∈ Z d ,
, we have q(0)P(2π t M −1 η j ) = 0, and if j = 0, then we have
On the other hand, since f (2πκ) = δ(κ), κ ∈ Z d , we have q(0) Φ(2πκ) = δ(κ). This again leads to q(0)G Φ (0) = Φ * (0), i.e. q(0) = Φ * (0)G Φ (0) −1 . Therefore we have q(0)P(0) = q(0), and (3.9) is true for β = 0.
For β ∈ Z d + \{0}, |β| < k, assume that (3.9) is true any α < β, α ∈ Z d + . We want to prove that (3.9) holds for β.
and hence for any j ∈ Z + , 0 ≤ j ≤ m − 1, and
By (3.9) for α < β,
If j = 0, then as above we have
. It follows that (3.9) holds for β, so that the proof by induction is completed.
Denote by Φ(x) the bi-infinite column from the integer shifts of Φ:
and by L the bi-infinite matrix
Then the refinement equation (1.1) can be written as
The characterization of the accuracy order of Φ in terms of the eigenvalues and eigenvector structures of the infinite matrix L were studied in [11] , [25] and [17] for the case d = 1. In [1] , a similar characterization of the accuracy order of Φ was obtained based on the ergodic theorem for the multivariate case with arbitrary matrix dilations M (no restriction on the diagonalization on M ), and the coefficients y β,i (κ) for the polynomial reproducing
were determined explicitly. In the rest of this section, under the assumption that the integer shifts (φ i (x − ), 1 ≤ i ≤ r, ∈ Z d ) of Φ are linearly independent, we will determine explicitly the coefficients y β for the polynomial reproducing
where V is the matrix defined by (3.1). 
By the linear independence of the integer shifts of Φ,
By the linear independence of the integer shifts of Φ again,
Finally, we verify (iii). Note that (3.13) can be written equivalently as
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and, in particular, for any j, 0 ≤ j ≤ m − 1,
For any κ ∈ Z d + , |κ| < k, multiplying both side of (3.14) by
and summing over β ≤ κ, one has by (3.12) and
Thus for any
For any s ∈ Z + , 0 ≤ s ≤ m − 1, multiplying both side of (3.15) by e
−2π
t ηsM −1 γj and summing over j = 0, · · · , m − 1, one has by Lemma 2.1,
QINGTANG JIANG
On the other hand, one has
and the proof of (iii) is completed. 
The restricted transition operator
Assume that P is a matrix refinement mask with supp{P α } ⊂ [0, N] d for some positive integer N , and Φ is a compactly supported (M, P) refinable vector. It was shown in Section 2 that to decide whether Φ is stable (orthogonal) or not, we need only to check the properties of the spectra (eigenvalues) and the 1-eigenvector of the restriction T| H of the transition operator T to H, where H is the finite dimensional space defined by (1.5) and T is the transition operator defined by (1.3). It is useful in practice to transfer equivalently the restricted operator T| H to a finite matrix, since eigenvalues and eigenvectors of a finite matrix can be computed directly. In this section, we give the representing matrix T of T| H , and then study the spectral properties of T.
For
transfers the sequence {H } ∈[Ω] into another sequence:
Now let us look at the matrices of the form P κ H t P τ . Let Q = (Q(1), · · · , Q(r)) be an r × r matrix with Q(j) the jth column, and define an r 2 × 1 vector vec(Q) by
Then we have the following lemma.
Lemma 4.1. Let P, Q, H be r × r matrices, then
where Q ⊗ P = (q ij P ) 1≤i,j≤r , the Kronecker product of matrices Q and P . Proof. Let P (i), H(i) denote the ith column of P and H, respectively, and let q ij be the (i, j)-entry of Q. Then the jth column of P H t Q is
About formula (4.1) for more general matrices, one can refer to [12] , and in particular, one has that, for any 1 × r vectors v, u and r × r matrix Q,
where v ⊗ u denotes the Kronecker product of v, u.
For j ∈ Z d , define r 2 × r 2 matrices
and define an (r
Then from (2.5) and (4.1), for any τ ∈ [Ω],
Hence we have By (4.4), v is an eigenvector of T if and only if the matrix-valued function H(ω) in H with vec(H) = v is an eigenvector of T, and furthermore v, H(ω) correspond to the same eigenvalue. Therefore to study the spectral properties of T, we need only to consider those of the matrix T . In the rest of this section, we will discuss the spectral properties of T . In the following, we will assume that the eigenvalues of the dilation matrix M are nondegenerate, and let λ j , 1 ≤ j ≤ d, be the eigenvalues of M . Let V denote the matrix defined by (3.1). We also assume that P satisfies the vanishing moment condition of order k for some positive integer k, i.e. P satisfies (3.4) for some vectors l
If all the numbers λ −β , k ≤ |β| ≤ k + k 0 − 1, are not eigenvalues of P(0) for some
P)(0).
For the case r = 1, since
The coefficients B κ , 1 × r vectors, can be gotten by the following equations:
Thus the vanishing moment conditions (3.4) and (4.5) can be written equivalently in the forms 
the vectors defined by (4.10). Then for any
Proof. By (4.2), for any 
In fact, by (4.4) and Lemma 4.5,
Since for any β, α, γ ∈ Z d + with |β| < k + k 0 and γ ≤ α ≤ β, we have the inequality min(|α|, |β − α − γ|) < k, it follows, from (4.7) and (4.8) 
is the generalized left eigenvector of the eigenvalue 2 −n of T , and hence 2 −n , 0 ≤ n ≤ 2k − 1, are eigenvalues of T (see [5] ). Theorem 4.6 says that for β ∈ Z 
The vectors L
β Ω play an important role in estimating the Sobolev regularity of the refinable vector Φ, which will be done in the next section.
Sobolev regularity estimates
Assume that P ({P α }) is a matrix refinement mask satisfying (3.4) and (4.5) for some positive integers k, k 0 with k 0 ≤ k, and Φ is a compactly supported (M, P) refinable vector. Suppose supp{P α } ⊂ [0, N] d , and let H be the space defined by (1.5) . In this section, we will estimate the Sobolev regularity of Φ in terms of the spectral radius of the restriction of the transition operator T to an invariant subspace H 0 of H. For j ∈ Z + , 1 ≤ j ≤ r, and α ∈ Z The proof of the second formula is similar, and it is omitted here.
Let H 0 be the subspace of H defined by For the next proposition, we need to consider the transition operators on other spaces. Denote N := max(N, k + k 0 ) and
Let H Ω1 denote the space of all r × r matrices with each entry a trigonometric polynomial whose Fourier coefficients are supported in [Ω 1 ], and let T Ω1 denote the operator T restricted to H Ω1 . Then T Ω1 is a linear operator on H Ω1 leaving H Ω1 and H invariant, and the representing matrix of T Ω1 is (λ max ) 2(n+j)s ( + ρ(T| H 0 )) n < ∞.
Therefore Φ ∈ W s (R d ).
Let C γ (R d ) denote the space defined as the following way: if γ = n + γ with n ∈ Z + and 0 ≤ γ < 1, then f ∈ C γ (R d ) if and only if f ∈ C (n) (R d ) and f (n) is transform of Φ is (see [9] ) 
