The paper reports an exact solution for spectral profiles of time-resolved fluorescence following a broad-band excitation producing changes in both the chromophore's dipole moment and the polarizability. The problem is formulated in terms of a two-state chromophore with a bilinear coupling to a Gaussian solvent mode. Closed-form solutions for the time-dependent spectral shift and width are obtained. These two transient spectral moments are sufficient to generate transient, non-Gaussian band-shapes by using the proposed formalism. An approximately linear relation between the normalized shift and width time correlation functions is found. The Stokes shift correlation function is virtually insensitive to the nonlinear solute-solvent effects, in spite of dramatic transient changes in the spectral width. Depending on chromophore's parameters, the transient line shape can be well approximated by a nonstationary Gaussian process or shows clearly non-Gaussian statistics. The model is extended to treat heterogeneous solvent dynamics.
I. INTRODUCTION
Transient fluorescence of polar chromophores in polar liquids arises as a combined effect of the nature of solutesolvent interactions and the dynamics of the nuclear rearrangement of the solvent responsible for the transient response.
1-7 A separation of these two components is not an obvious task, both experimentally and theoretically. The problem is considerably simplified when the solvent response is linear, which is commonly described in the framework of the linear response approximation ͑LRA͒. In this case, the solute-solvent potential is a linear function of a Gaussian, collective solvent mode. Projected on the energy gap between the ground and excited states of the chromophore, the interaction potential only factors the amplitude of the solvent fluctuations, but does not change their statistics. The time-resolved fluorescence ͑TRF͒ experiment then directly probes the dynamics of the pure solvent. 3, 4 Two signatures of the linear response can be singled out. First, the normalized Stokes shift correlation function
coincides with the equilibrium time correlation function
Thus, in the LRA
Here, ⍀(t) is the time-dependent energy gap between the excited and ground states, ⍀ (t) refers to the time-dependent first spectral moment, and ␦⍀(t)ϭ⍀(t)Ϫ⍀ (t). The average in Eq. ͑2͒ is taken over the equilibrium distribution with solute in either the ground (iϭ1) or excited (iϭ2) state. 8 Another manifestation of the linear response is that the second spectral cumulant, the spectral width , is stationary and does not change with time after a broad-band excitation creating the ground state nuclear distribution in the chromophore's excited state, ͑t ͒ϭconst. ͑4͒
The LRA Stokes shift correlation function ͓Eq. ͑3͔͒ is often observed in computer simulations of solvation [8] [9] [10] ͑sys-tems with the strong solute-solvent coupling is a notable exclusion 11 ͒. The situation with the spectral width is not that certain. After years of extensive investigation of the Stokes shift dynamics, 5, 6 there is presently a trend to better understand the dynamics of the spectral width [12] [13] [14] [15] [16] [17] [18] and transient spectra in general. 15, 19, 20 Several TRF [12] [13] [14] [15] [16] [17] and time-resolved phosphorescence 18 studies have reported time-dependent spectral widths. The nonstationary width, conflicting with the LRA prediction of Eq. ͑4͒, is commonly attributed to nonGaussian solvent statistics, either local, responsible for nonlinear solvation, 16 or long-ranged, resulting in dynamic heterogeneities. 18 An alternative explanation of the observed nonstationary spectral widths may be sought in nonlinear solute-solvent coupling generally causing non-Gaussian statistics of the energy gap fluctuations. The present paper is a step toward understanding the fundamental problem of how a nonlinear coupling of the solute to the solvent affects timeresolved spectral line shapes and observable spectral moments. Here we address the following questions: ͑i͒ Do energy gap fluctuations probed by spectroscopy have the same statistics as the solvent fluctuations? ͑ii͒ What is the time dependence of the spectral width that should be expected for a nonlinear solute-solvent coupling? ͑iii͒ What is the relation between the shift and width normalized correlation functions?
We have chosen a particular physical model of a chromophore undergoing an optical excitation that alters both the chromophore's dipole moment and polarizability. This practically important system 10, [21] [22] [23] is characterized by a bilinear solute-solvent coupling generating a nonstationary TRF width. Importantly, the paper reports an exact solution for the time-dependent TRF line shape, I TRF (,t), which allows us to examine critically some commonly used assumptions in the theoretical treatment of TRF signals. In particular, we show that the transient emission line shape is well approximated by a nonstationary Gaussian function with timedependent shift and width 24 when the changes in the chromophore's dipole moment and polarizability have the same sign. In the case of opposite signs of the dipole moment and polarizability changes, TRF line shapes significantly deviate from Gaussians. The time-dependent shift and width usually obtained by treating the nonlinear transient response as dynamics over two displaced parabolic surfaces with different curvatures 25, 26 are not supported by the present exact solution. Specifically, the present calculations show approximately equal shift and width normalized correlation functions in contrast to a quadratic relation of the earlier approximate theories.
2,25,26 Finally, we show that the normalized Stokes shift correlation function is remarkably insensitive to the nonlinear solute-solvent coupling. This function is not, therefore, a good probe of nonlinear coupling effects.
II. TIME-RESOLVED FLUORESCENCE
Consider an idealized experiment in which a broad-band excitation by an infinitely short pulse generates at tϭ0 an excited state population given by the equilibrium distribution of the solvent configurations for the ground-state chromophore. 26 The chromophore's charge distribution is approximated by a point dipole interacting with the solvent reaction field R generated by nuclear displacements in the solvent in response to the chromophore's electric field ͑nuclear reaction field͒. 27 The statistical distribution of the thermally fluctuating nuclear reaction field is responsible for inhomogeneous broadening of optical line shapes. The solute-solvent interaction is assumed to be strong enough to generate a sufficiently broad band with the width such that homogeneous broadening can be neglected, R ӷ1; R is a characteristic relaxation time of the reaction field fluctuations. In the inhomogeneous limit, and assuming long-living excited states, 28 the TRF line shape is given by the following relation: 25, 26, 28 I TRF ͑ ,t ͒ϭ͗␦͑ ⍀͑R͑t ͒͒Ϫ ͒͘ t , ͑5͒
where ͗¯͘ t ϭ ͵¯G2͑ R,t͉R 0 ͒P 1 ͑ R 0 ͒dR dR 0 ,
͑6͒
and P 1 (R 0 ) is the equilibrium distribution of the solvent reaction field for the ground-state ͑subscript iϭ1͒ chromophore. In Eq. ͑6͒, G 2 (R,t͉R 0 ) is the conditional probability density ͑propagator͒ that the chromophore in the excited state ͑subscript iϭ2͒ with the reaction field R 0 at tϭ0 will have the reaction field R at tϭt. The reaction field R at tϭt defines the energy gap ⍀(R(t)) between the excited and ground states that is imposed to be equal to the frequency of the incident light in Eq. ͑5͒. Using the integral representation for the delta function, the TRF line shape can be rewritten in terms of the generating function F(,,t)
͑8͒
where ␤ϭ1/k B T. In the present paper, all energy parameters are expressed in units of frequency (បϭ1). The generating function in Eq. ͑8͒ can be evaluated by performing a cumulant expansion in the transition frequency ⍀(R). When this expansion is truncated after second order, one obtains the Gaussian approximation ͑GA͒ for the generating function that directly leads to an analytical solution for the TRF line shape 25, 26, 28 
Here
with the time-dependent shift, ⍀ (t), and reorganization energy,
͑11͒
The latter defines the time-dependent spectral width (t). Generally, the calculation of ⍀ (t) and (t) requires a certain model for the solute-solvent interaction potential. In the present formulation, it implies that one needs to specify a dependence of ⍀ on R and, additionally, the statistics of R fluctuations. This direct approach to the calculation of the generating function in Eq. ͑8͒ is often circumvented in terms of a phenomenological model considering the nonequilibrium population dynamics over two displaced parabolas with different curvatures ͑two parabolas approximation, TPA͒ as functions of the energy gap ⍀. This approximation breaks the fundamental linear relation between the diabatic free energy surfaces ͑see Discussion below͒, but leads to a simple generic form for the transient spectral shift and reorganization energy 25, 26 
where ⍀ s ϭ⍀ 1 Ϫ⍀ 2 is the steady-state Stokes shift and ⌬ ϭ 1 Ϫ 2 . In Eq. ͑12͒, ⍀ i and i are the steady-state shifts and reorganization energies, respectively,
The TPA in Eq. ͑12͒ assumes different steady-state spectral widths in the ground and excited states. This assumption goes beyond the LRA, in which
The LRA is recovered when ⍀(R) is a linear function of a Gaussian reaction field R. A nonlinear, time-dependent (t) may thus result from three possible scenarios: ͑1͒ ⍀(R) is a nonlinear function of a Gaussian reaction field, ͑2͒ ⍀(R) is a linear function of a non-Gaussian reaction field, and ͑3͒ ⍀(R) is a nonlinear function of a non-Gaussian reaction field. The nuclear reaction field of the solvent is created by participation of many solvent molecules coupled by longranged electrostatic interactions. In accord with the central limit theorem, 29 it usually demonstrates Gaussian statistics, as confirmed by computer simulations. 30 Scenario ͑1͒ is therefore the most likely microscopic reason for the time dependence of the spectral width in optical experiments carried out in high-temperature, dense liquid solvents.
The truncation of the cumulant expansion used in the GA is exact only within the LRA when no change in the reorganization energy occurs, Eq. ͑14͒. The contradictory nature of the TPA is that the predicted time dependence of the reorganization energy ͓Eq. ͑12͔͒ originates from the effects not included in the approximation itself. Practical usefulness of the TPA form for (t) can be tested by comparing the correlation functions for the first ͓Eq. ͑1͔͒ and second
spectral cumulants. According to the TPA ͓Eq. ͑12͔͒,
can be tested against TRF experiments or computer simulations. In fact, nonlinear solvation of dipolar diatomics in hydrogen-bonding solvents 11 was recently attributed to a time progression of the width of an approximately Gaussian distribution of solute's energy gaps. 24 Unfortunately, computer simulations 24 did not provide enough data for testing Eq. ͑16͒. An alternative test of the TPA can be achieved within models that do not rely on a truncation of the energy gap cumulant expansion, thus producing exact solutions for TRF line shapes. Such a solution is presented in the next section for optical transitions in polarizable chromophores when the electronic excitation alters both the dipole moment and the polarizability of the chromophore.
III. POLARIZABLE CHROMOPHORES
We consider an electronic transition m 01 →m 02 , ␣ 01 →␣ 02 altering both the dipole moment, m 0i , and the polarizability, ␣ 0i , of the chromophore. 31 The instantaneous free energies ⍀ i ͓R͔ ͑frequencies͒ of the ground and excited states of the chromophore can be obtained by averaging the system density matrix over the solvent electronic degrees of freedom 32, 33 
where an isotropic dipolar polarizability of the chromophore in each state is assumed. Because the average over the solvent electronic polarization has been already performed in deriving Eq. ͑17͒, the free energies ⍀ np,i contain their gasphase components, as well as free energies of nonpolar solvation by dispersion and induction forces. The self-consistent field of the solvent electronic polarization renormalizes the gas-phase dipole moments and polarizabilities to
where
Here, a e is the linear response coefficient of the electronic solvent polarization such that the equilibrium chemical potential of electronic solvation is ei ϭϪa e f ei m 0i 2 . The linear response coefficient a p in Eq. ͑17͒ refers to dipole solvation by the solvent nuclear modes. The sum aϭa e ϩa p makes for the total solvation coefficient such that the total solvation chemical potential is i ϭϪa f i m 0i 2 , where
From Eq. ͑17͒, the instantaneous transition frequency ⍀(R)ϭ⍀ 2 (R)Ϫ⍀ 1 (R), depending on the solvent nuclear configuration through the reaction field R, is bilinear in R, 
A. TRF line shape
The free energies ⍀ i ͓R͔ in Eq. ͑17͒ are bilinear functions of the field R. The dynamics of R(t) are therefore determined by a three-dimensional Gaussian propagator 2,28,29
and the three-dimensional ͑superscript ''3''͒ Gaussian function is
Also, the equilibrium distribution is
The substitution of Eqs. ͑22͒-͑25͒ into Eqs. ͑6͒ and ͑8͒ leads to Gaussian integrals in R and R 0 . Under the additional assumption that the chromophore's dipoles m 0i are collinear, one obtains for the generating function
In what follows, we will consider light frequencies relative to the transition frequency in a nonpolar solvent, ⍀ np . This corresponds to the frequency shift →ϩ⍀ np . In the calculations based on the generating function F(,,t), we will also omit the weak logarithmic dependence on arising from L(,t). This approximation amounts to the neglect of small ϰk B T terms in the spectral cumulants. The latter can be obtained without dropping the term L(,t) through the derivatives of the generating function (nϾ1)
Calculated relative to ⍀ np , the spectral boundary ⍀ 0 ͑see Sec. III C below͒ in Eq. ͑26͒ is defined in terms of the changes in the solute dipole and polarizability,
The time-dependent solvent reorganization energy in Eq. ͑26͒ is given by the relation
which includes two time-dependent functions, f (t) and ⍀ p (t). 37 The first one defines the time evolution of the force constant of the reaction field fluctuations
The function ⍀ p (t) in Eq. ͑30͒ is the time-dependent change in the solvation free energy by the nuclear solvent degrees of freedom ͑multipolar solvation͒. It is determined by the time evolution of the average projection of the reaction field on the direction of the chromophore's dipole moment, R(t),
where the reaction field time dependence R(t)ϭ2a p m 0 (t) is caused by the transient chromophore's dipole moment
The shift ⍀ p (t) also gives the first spectral moment ⍀ (t) ϭ⍀ p (t) ͑relative to ⍀ np ͒. Finally, the dimensionless parameter ␣(t) in Eq. ͑26͒ refers to the normalized time change in the reaction field force constant
The generating function F(,,t) in Eq. ͑26͒ describes non-Gaussian statistics of the energy gap fluctuations. This is seen, for instance, from the fact that F(,,t) generates an infinite series of spectral cumulants ͓Eq. ͑28͔͒. The origin of the non-Gaussian statistics is the quadratic solute-solvent coupling term ϰ⌬␣ 0 in ⍀(R). When ⌬␣ 0 →0, the function ␣(t) tends to infinity, ␣(t)→ϱ, and F(,,t) can be expanded in powers of /␣(t). This expansion, truncated at second order, leads to the GA in Eq. ͑9͒ with the spectral shift and reorganization energy given by Eqs. ͑33͒ and ͑30͒, respectively.
The GA is not a necessity as an exact solution for the TRF line shape can be obtained by taking into account the whole infinite-order cumulant expansion in the generating function. The integral over in Eq. ͑7͒ with the generating function of the form given by Eq. ͑26͒ was calculated in Ref.
31 for steady-state optical spectra. The procedure is directly generalized to TRF spectra leading to the relation
where I 1 (x) is the modified Bessel function and
A nonzero solution for I TRF (,t) given by Eq. ͑36͒ exists for Ͻ⍀ 0 at ␣(t)Ͼ0 and for Ͼ⍀ 0 at ␣(t)Ͻ0 ͑Sec. III C͒.
31
In the case of fast relaxation of intramolecular vibrational modes, the above equation can be generalized to include the vibrational envelope. For the model of a single vibrational mode with the reorganization energy v and frequency v one obtains (
Transient fluorescence band-shapes calculated from Eq. ͑36͒ are shown in Fig. 1 moments of any order can in fact be derived explicitly from Eq. ͑28͒ and we now turn to the temporal behavior of the first two spectral moments.
B. Spectral moments
Equations ͑30͒ and ͑33͒ indicate that the spectral shift and width are polynomials of the reaction field correlation function 2 (t). The time dependence of the shift is fully defined by the time-dependent solute dipole m 0 (t) ͓Eq. ͑34͔͒, whereas the reorganization energy includes also the function f (t) responsible for the time evolution of the force constant of the reaction field fluctuations. The outcome of the relation between S (t) and S ⍀ (t) then depends on the relative weights of ⍀ p (t) and f (t) in (t) ͓Eq. ͑30͔͒. If f (t) is approximately constant, the main contribution to (t) comes from ⍀ p (t) and one has ͓Figs. 2͑a͒ and 3͑a͔͒
S ͑ t ͒ϭS ⍀ ͑ t ͒. ͑39͒
On the other hand, when ⍀ p (t) does not strongly affect (t), the time dependence of the reorganization energy is predominantly defined by f (t) and Eq. ͑16͒ holds. However, for realistic parameter values, the curve S (t) vs S ⍀ (t) falls closer to the linear trend of Eq. ͑39͒ ͓Figs. 2͑a͒ and 3͑a͔͒. One can conclude that an approximately linear dependence S (t)ӍS ⍀ (t) should be expected in TRF experiments.
The solvent reorganization energy undergoes quite substantial temporal changes when the solute polarizability changes with excitation ͓Figs. 2͑b͒ and 3͑b͔͒. The general result is that (t) increases with time when ⌬␣ 0 Ͼ0 and decreases with time when ⌬␣ 0 Ͻ0. The origin of this effect is twofold. First, and less important, a positive polarizability change causes a decrease in the force constant i of the reaction field fluctuations, leading to a higher reorganization energy i ϰ i Ϫ1 . Second, and more important, the shift ⍀ p (t) directly affects (t) ͓Eq. ͑30͔͒. This contribution is scaled with ⍀ 0 Ϫ1 and is thus proportional to the polarizability change. It is this component that is the main factor producing nonstationary (t) plotted in Figs. 2͑b͒ and 3͑b͒ .
The plots of S ⍀ (t) and (t) versus 2 (t) ͓Figs. 2͑b͒, 2͑c͒, 3͑b͒, and 3͑c͔͒ are also indicators of a nonlinear behavior of the system. This is because ͑neglecting small terms ϰk B T͒
where C 2 (t) ͓Eq. ͑2͔͒ and 2 (t) ͓Eq. ͑23͔͒ are the energy gap and reaction field autocorrelation functions, respectively. Therefore, the plot of S ⍀ (t) vs 2 (t) tests the first condition of the linear behavior, Eq. ͑3͒, and (t) tests the stationary requirement for the spectral width, Eq. ͑4͒. 
is not a sensitive probe of nonlinear solute-solvent coupling effects present in the system. In Eq. ͑41͒, e s ϭ2a p 2 ⌬␣ (⌬mЈ) 2 , ⌬mЈϭ f 2 m 02 Ϫ f 1 m 01 . The examination of Figs. 2͑c͒ and 3͑c͒ shows that the nonlinear correction to the LRA result S ⍀ (t)ϭ 2 (t) ͓second summand in Eq. ͑41͔͒ is small and proportional to the polarizability change. The correction is thus positive for ⌬␣ 0 Ͼ0 and negative for ⌬␣ 0 Ͻ0 ͓Figs. 2͑c͒ and 3͑c͔͒. The deviation from the LRA gets stronger for a chromophore with a small dipole moment change and a large polarizability change ͓cf. Figs. 2͑c͒ and 3͑c͔͒ since the solute-solvent coupling in such cases is dominated by the quadratic term ϰ⌬␣ 0 ͓Eq. ͑21͔͒.
The correlation function S ⍀ (t) is moderately sensitive to changes in the solute polarizability. It shows a slow down with increasing ␣ 02 , as is illustrated in Fig. 4 assuming the Onsager-Debye 3-5 single exponential decay for the reaction field correlation function
Similar changes in the solvation dynamics were previously observed in computer simulations of polar-polarizable chromophores.
10,22
The generating function F(,,t) in Eq. ͑26͒ is defined through two time-dependent functions, (t) and ␣(t). This implies that the first spectral moment can be expressed in terms of these functions as well. The relation is
The frequency ⍀ 0 , which defines the limiting frequency at which light can be absorbed by polarizable chromophores, 31 can be expressed through the first and second steady-state spectral moments
Equations ͑43͒ and ͑44͒ allow one to extract 2 (t) from combined measurements of the transient shift and width. The function ␣(t) Ϫ1 gives f (t) ͓Eq. ͑35͔͒, the normalized correlation function of which is
C. Spectral boundary
The spectral boundary ⍀ 0 , given by Eq. ͑29͒, sets up the upper (⌬␣ 0 Ͼ0) or lower (⌬␣ 0 Ͻ0) limit to the range of light frequencies for which a matching energy gap between the excited and ground state free energy surfaces can be found. Because the free energy surfaces are nonparabolic, a real solution of the equation ϭ⍀(R) does not exist for an arbitrary light frequency . The condition Ͻ⍀ 0 at ⌬␣ 0 Ͼ0 or Ͼ⍀ 0 at ⌬␣ 0 Ͻ0 then establishes the range of frequencies for which transition intensities are nonzero ͑the fluctuation band͒. 31 This result is certainly limited to a bilinear dependence of the system Hamiltonian on the solvent reaction field. Higher order terms due to nonlinear solvation or hyperpolarizability may generate nonzero intensities outside the fluctuations band established by the bilinear model. These effects are outside the scope of the present study and will be considered elsewhere.
The existence of a time-independent spectral boundary ⍀ 0 leads to significantly non-Gaussian line shapes for a certain combination of system parameters. The solvent reorganization energy in Eq. ͑30͒ remains positive only if ⍀ p ϭ⍀ (t)Ͻ⍀ 0 . At ⍀ (t)у⍀ 0 , (t)р0 and no inhomogeneous broadening of the spectral line is generated by the reaction field fluctuations. The equality condition ⍀ (t) ϭ⍀ 0 is fulfilled at the reaction field
The projection of the reaction field on the direction of the solute dipole R(t) is non-negative and R 0 (t) can exist only if ⌬m 0 and ⌬␣ 0 have opposite signs. Although crossing of ⍀ 0 by ⍀ (t) in the process of time evolution is rather improbable, the average frequency ⍀ (t) may become fairly close to ⍀ 0 for a certain combination of parameters. In such cases, the proximity of the spectral boundary considerably distorts transient line shapes that cannot be approximated by Gaussian functions any more, as is illustrated in Fig. 5 .
D. Heterogeneous dynamics
So far the discussion has focused on homogeneous solvent dynamics assuming that each chromophore is solvated by an environment spanning its whole phase space on the time scale of experiment exp . When the relaxation time of the reaction field fluctuations R is higher than exp , as it happens in low-temperature liquids, 39 R is spatially distributed with a distribution density g( R ). The solvent dynamics then becomes heterogeneous and the spectral moments should be averaged over the distribution of relaxation times. The first two spectral cumulants then become
where the superscript ''h'' refers to the average with the
͑49͒
Using the fact that the second summand in Eq. ͑41͒ is a small correction to the first one, the heterogeneous average and variance of the Stokes shift correlation function can be obtained in the first order in e s /⍀ s Ͻ1,
and
where the exponential form for 2 (t) ͓Eq. ͑42͔͒ has been adopted. The use of Eq. ͑39͒ gives expressions for S ⍀ h (t) and h (t) in terms of steady-state spectral moments, the parameter e s /⍀ s , and the correlation function h 2 (t). When e s /⍀ s Ӷ1, one can eliminate the terms with powers of e s /⍀ s and arrive at an expression containing only parameters directly observable from experiment
The heterogeneous ensemble averages h (t) can be generated by using a stretched exponential representation for the Stokes shift correlation function 39, 40 
where h is the effective Stokes shift relaxation time and ␤ h is the stretching exponent. The correlation function S h (t) obtained from Eqs. ͑52͒ and ͑53͒ deviates considerably from the correlation function S ⍀ h (t) indicating different relaxation time scales for the reorganization energy and the Stokes shift ͑Fig. 6͒. The transient ensemble average h (t) calculated from both Eqs. ͑48͒-͑51͒ and Eq. ͑53͒ ͑not shown here͒ goes through a maximum with time, as it has been observed in time-resolved experiments in low-temperature solvents both below 18 and above 41 the glass transition temperature. The maximum is caused by the heterogeneous distribution of transient emission peaks ͓last summand in Eq. ͑52͔͒. This term disappears both at tϭ0 and tϭϱ. Note that e s /⍀ s Ӎ0.03 for the parameters used in Fig. 6 .
IV. DISCUSSION
In this study we present an exact solution for transient emission spectra generated by a broad-band optical excitation of polarizable chromophores. The primary objective of this work was to analyze the consequences of a bilinear coupling of the solute to a collective, Gaussian solvent mode on the dynamics of spectral shift and width. The existence of an exact solution allowed us to analyze approximations commonly adopted in the theoretical analysis of transient spectra. The present study supports the idea that the time evolution of the excited state population may be, in some cases, well described by a nonstationary Gaussian distribution with timedependent shift and width ͑Fig. 1͒. 24 The range of frequencies close to the spectral boundary is, however, characterized by substantially non-Gaussian statistics of energy gap fluctuations. When the average transition frequency approaches the spectral boundary, the TRF line shapes become increasingly non-Gaussian ͑Fig. 5͒.
The exact solution for the TRF line shape obtained here does not support the TPA relations 25, 26 for the transient spectral shift and width. The latter approach describes the time evolution of excited and ground state populations of a twostate chromophore as the Ornstein-Uhlenbeck diffusion 29 over two displaced parabolic free energy surfaces with different curvatures: ͑b͒, and 45 Å 3 ͑c͒. All other solvent and solute parameters are as in Fig. 1 .
where ⌬F 0 is the equilibrium energy gap. From the fundamental point of view, the TPA has a well-known drawback of breaking the linear relation 42, 43 
between the diabatic free energy surfaces given as functions of the energy gap reaction coordinate. This fundamental condition is based on the single assumption of the thermodynamic stability of the collective modes to which the chromophore is coupled 44 and its breakage actually implies that the free energies in Eq. ͑54͒ with 1 2 cannot be derived from any microscopic Hamiltonian model describing a chromophore in a condensed environment. From the practical viewpoint, the TPA results in a particular quadratic relation between the shift and width normalized time correlation functions ͓Eq. ͑16͔͒. The exact solution obtained here never comes close to this prediction and, in most practical cases, an approximate equality of the width and shift normalized correlation functions holds ͓Eq. ͑39͔͒.
The calculations presented in this paper give the dynamics of emission in terms of the correlation function of the reaction field fluctuations. We therefore do not assume any particular form for this function that can be calculated from continuum and molecular theories or extracted from measurements of emission anisotropy. 45 In particular, the use of the infrared spectrum of the frequency-dependent dielectric constant allows one to include the fast, inertial component of the response generating a nonexponential form of the reaction field correlation function. 46, 47 The present theory stresses the fact that, even for the Onsager-Debye single exponential decay of the reaction field correlation function, the shift and width correlation functions should be multiexponential. Given usually quite large changes in the dipolar polarizability with optical excitations for many common dyes, 21, 35, 36 the single exponential reaction field dynamics transforms into a two-exponential response for the shift time correlation function and into a four-exponential response for the width time correlation function.
The present work points to the important distinction between the nonlinear effects observed in the temporal behavior of the spectral shift and width. Whereas quite substantial changes of the spectral width with time, indicative of the nonlinear effects, are observed, the normalized Stokes shift correlation function shows essentially linear behavior. The latter is, therefore, not a good indicator of the nonlinear solute-solvent coupling present in the system and its linear behavior is not sufficient to draw the conclusion about the applicability of the LRA.
Although all calculations here have been performed for a particular physical problem of dipolar electronic transitions in polarizable chromophores, the model can be extended to other systems characterized by a nonlinear solute-solvent coupling. The present model presents an extension of the Q-model, developed to treat thermodynamics of chargetransfer transitions, to time domain phenomena. 44 The Q-model was shown to be isomorphic to nonlinear solvation 44, 48 and conformational dynamics of chargetransfer complexes. 44 A combination of all these factors may be present in real systems. In such cases, the first two experimental spectral moments, representing combined nonlinear effects, can be used as an input for a quantitative analysis of steady state and dynamic band shapes. Broadly speaking, the static 44 and present dynamic Q-models provide a general mathematical framework to analyze phenomena leading to steady state or dynamic changes in the width of the energy gap density of states. The present dynamic theory gives a theoretical tool to treat transient spectra in nonlinear systems. The transient band shape in Eq. ͑36͒ is fully defined by two spectral moments and the time-dependent function ␣(t). These three time-dependent functions are in fact coupled by an additional relation, Eq. ͑43͒. Therefore, measurements of the first and second transient spectral moments are sufficient to build the non-Gaussian, transient band shape in Eq. ͑36͒ without specifying the underlying physical mechanism leading to non-Gaussian statistics.
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