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Chapter 1
Basic Concepts in Quantum Information
Steven M. Girvin
Sloane Physics Laboratory
Yale University
New Haven, CT 06520-8120 USA
steven.girvin@yale.edu
In the last 25 years a new understanding has evolved of the role of information
in quantum mechanics. At the same time there has been tremendous progress
in atomic/optical physics and condensed matter physics, and particularly at the
interface between these two formerly distinct fields, in developing experimental
systems whose quantum states are long-lived and which can be engineered to
perform quantum information processing tasks. These lecture notes will present
a brief introduction to the basic theoretical concepts behind this ‘second quantum
revolution.’ These notes will also provide an introduction to ‘circuit QED.’ In
addition to being a novel test bed for non-linear quantum optics of microwave
electrical circuits which use superconducting qubits as artificial atoms, circuit
QED offers an architecture for constructing quantum information processors.
1. INTRODUCTION and OVERVIEW
Quantum mechanics is now more than 85 years old and is one of the most suc-
cessful theories in all of physics. With this theory we are able to make remark-
ably precise predictions of the outcome of experiments in the microscopic world
of atoms, molecules, photons, and elementary particles. Yet despite this success,
the subject remains shrouded in mystery because quantum phenomena are highly
counter-intuitive to human beings whose intuition is built upon experience in the
macroscopic world. Indeed, the founders of the field struggled mightily to compre-
hend it. Albert Einstein, who made truly fundamental contributions to the theory,
never fully believed it. Ironically this was because he had the deepest understanding
of the counter-intuitive predictions of the theory. In his remarkable ‘EPR’ paper
with Podolsky and Rosen,1 he famously proposed a thought experiment showing
that quantum entanglement produced experimental outcomes that seemed to be
obviously impossible. In an even greater irony, modern experiments based on John
Bell’s analysis of the EPR ‘paradox’ now provide the best proof not only that quan-
tum mechanics is correct, but that reality itself is simply not what we naively think
1
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it is. In the last 25 years we have suddenly and quite unexpectedly come to a deeper
understanding of the role of information in the quantum world. These ideas could
very easily have been understood in 1930 because of the laws of quantum mechan-
ics were known at the time. Yet, because of the counter-intuitive nature of these
concepts, it would be nearly another 60 years before these further implications of
the quantum laws came to be understood. We begin with a high-level ‘executive
summary’ overview of these concepts and ideas which will then be developed in
more detail in later sections.
From the earliest days of the quantum theory, the Heisenberg uncertainty prin-
ciple taught us that certain physical quantities could never be known to arbitrary
precision. This, combined with the genuine randomness of the outcome of certain
measurements, seemed to indicate that somehow we were ‘worse off’ than we had
been in the old world of classical physics. Recently however, we have come to un-
derstand that quantum uncertainty, far from being a ‘bug’, is actually a ‘feature’ in
the program of the universe. Quantum uncertainty and its kin, entanglement, are
actually powerful resources which we can use to great advantage to, encode, decode,
transmit and process information in highly efficient ways that are impossible in the
classical world. In addition to being a profound advance in our understanding of
quantum mechanics, these revolutionary ideas have spurred development of a new
kind of quantum engineering whose goal is to develop working quantum ‘machines.’2
The new ideas that have been developed also have profound applications for pre-
cision measurements and atomic clocks. For example, ordinary atomic clocks keep
track of time by following the evolution of product states of N spins, each precessing
at frequency Ω0:
|Ψ(t)〉 = [|0〉+ e−iΩ0t|1〉]⊗ [|0〉+ e−iΩ0t|1〉]⊗ . . .⊗ [|0〉+ e−iΩ0t|1〉]. (1)
By using maximally entangled states of the form
|Ψ(t)〉 = [|0000 . . .0〉+ e−iNΩ0t|1111 . . .1〉] (2)
one gets a clock which runs N times faster and therefore gains a factor of
√
N in
precision.3,4
1.1. CLASSICAL INFORMATION AND COMPUTATION
For a discussion of the history of ideas in classical and quantum computation, the
reader is directed to the central reference work in the field ‘Quantum Computation
and Quantum Information,’ by Nielsen and Chuang.5 The brief historical discussion
in this and the following section relies heavily on this work.
The theory of computation developed beginning in the 1930’s by Turing, Church
and others, taught us that one can, in principle, construct universal computational
engines which can compute anything that can be computed. (We also learned that
not everything is computable.) Any given ‘Turing machine’ can be programmed
to perfectly emulate the operation of any other computer and compile any other
February 26, 2013 1:10 World Scientific Review Volume - 9.75in x 6.5in SINGAPORE˙SMG˙FOR˙ARXIV˙2013.02.23
S.M. Girvin 3
programming language. Thus one of the founding principles of computer science is
that the actual hardware used in a computation is (formally at least) irrelevant.
A key measure of the difficulty of a computational problem is how the computa-
tional cost scales with the size N of the input data set. Skipping over many essential
details, the main classification distinction is between polynomial and exponential
scaling. For example, solving the Schro¨dinger equation for N electrons (generically)
becomes exponentially harder as N increases. So does the classical problem of the
traveling salesman who has to find an optimal route to visit N cities. Turing’s
ideas taught us that if a problem is exponential on one piece of hardware, it will be
exponential on any piece of hardware. All universal computers are ‘polynomially
equivalent.’ That is, the scaling is the same up to possible factors no stronger than
polynomial in N. It came as a great shock to the world of physicists and computer
scientists that if one could build a computer based on the principles of quantum
mechanics, certain classes of problems would change from exponential to polyno-
mial. That is, not all hardware is equivalent. Peter Shor6 developed a remarkable
stochastic quantum algorithm for finding the prime factors of large integers which
scales only as (lnN)3, an enormous exponential speed up over the fastest known
classical algorithm. [We should be careful to note here that, despite vast effort,
it has not been rigorously proven that this particular example (factoring) is an
exponentially hard problem classically.]
There are several threads leading to the conclusion that quantum hardware
could be very powerful. One thread goes back to Feynman7 who argued in the
1980’s that since the Schro¨dinger equation is hard to solve, perhaps small quantum
systems could be used to simulate other quantum systems of interest. It is felt in
some quarters that Feynman tends to be given a bit too much credit since this idea
did not directly lead to the greater understanding of information and computation
in quantum mechanics. However he definitely did pose the question of whether
quantum hardware is different than classical. There are active attempts underway
today to build ‘quantum simulators’ using optical lattices, trapped ions and other
quantum hardware. This effort flows both from Feynman’s ideas and from the new
ideas of quantum information processing which will be described below.
1.2. Quantum Information
A classical bit is some physical system that has two stable states, 0 and 1. Quantum
bits are quantum systems that have two energy eigenstates |0〉 and |1〉. They derive
their extraordinary power from being able to be in coherent quantum superpositions
of both states. This ‘quantum parallelism’ allows them (in some sense) to be both
0 and 1 at the same time.
One additional point worth discussing before we proceed is the following. Clas-
sical computers dissipate enormous amounts of energy. (The fraction of electrical
power consumed in the U.S. by computers is of order 3% of the total electrical
consumption from all sectors of the economy.) Quantum computers work using co-
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herent quantum superpositions and hence fail if any energy is dissipated during the
computation. That is, the unitary time evolution of a quantum computer is fully
reversible. (I ignore here quantum error correction, described below, in which a
small amount of energy must be dissipated to correct imperfections in the hardware
operation.) In thinking about the thermodynamics of information, Charles H. Ben-
nett8 made a major contribution in 1973 by discovering the concept of reversible
classical computation. He proved that energy dissipation is not inevitable and thus
fully reversible computation is possible in principle. It can be argued that this
unexpected idea helped lay the ground work for quantum information processing
which, as noted, must of necessity be fully reversible.
The first hint that quantum uncertainty might be a ‘feature’ and not a ‘bug,’
came from a remarkably prescient idea of Stephen Wiesner, then a graduate student
at Columbia, sometime around 1968 or 1970. The idea was so revolutionary that
Wiesner was unable to get it published until 1983.9 The idea was that one could
create ‘quantum money’10 with quantum bits for the serial number and this would
make it possible to verify the validity of the serial number, but never duplicate it to
make counterfeit money. This was really the first understanding of the ‘no cloning
theorem’ later formally proved by Wooters and Zurek11 and Dieks.12 The essential
idea is that if we measure the polarization of a two-level system (a quantum bit,
say a spin-1/2 particle), there are always only two possible answers, ±1, no matter
what the state of the qubit is. Thus, the result of our measurement yields only one
classical bit of information. However unless you know what quantization axis to
choose for the measurement, you will most likely destroy the original state during
the measurement process. This is because the result of any measurement of the
polarization of the spin along some axis always shows that the qubit is maximally
polarized with projection ±1 along the axis you chose to measure (as opposed to the
axis along which the state was prepared). The act of measurement itself collapses
the state and so no further information can be acquired about the original state.
Since it takes an infinite number of classical bits to specify the original orientation
of the quantization axis, we cannot learn the quantum state from the one bit of
classical information produced by the measurement. On the other hand, if you
are told what axis to use in the measurement, then you can determine whether
the polarization is +1 or −1 along that axis with complete certainty and without
destroying the state, since the measurement is QND (quantum non-demolition).
Wiesner realized that all this means that one could make a quantum serial
number by randomly choosing the orientation of a spin for each of, say N = 20
qubits. For each qubit the quantization axis could be randomly chosen to be X or
Z and the sign of the polarization along that axis could be chosen randomly to be
±1. The agency that originally created the quantum serial number could verify the
validity of the money by making QND measurements with the correct quantization
axes (which having chosen the quantization axes, it alone knows) thus obtaining the
correct polarizations (if the serial number is not counterfeit), but a counterfeiter
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(who does not have access to the information on the randomly chosen quantization
directions) has a low probability (which turns out to be (3/4)N) of being able to
make a copy of the serial number that would pass inspection by the agency. This
powerful result is a simple consequence of the Heisenberg uncertainty principle and
the fact that the X and Z components of the spin are incompatible observables. As
such it could have been ‘obvious’ to practitioners of quantum mechanics anytime
after about 1930, but it was not understood until 40 years later, and then by only
one person.
Though Wiesner could not initially get his idea published, one person who paid
attention was Charles Bennett,13,14 now at IBM Corporation. Bennett, working
with Gilles Brassard, realized in 1984 that the quantum money idea could be used
create an unbreakable quantum encryption protocol. The only provably secure
encryption technique uses a secret key called a ‘one-time pad.’ The key is a random
string of bits as long as the message to be sent and is used to code and decode the
message. The problem is that the sender and receiver must both have a copy of
the key and it can only be used once. The difficulty of how to secretly transmit
the key to the receiver is identical to the original problem of secretly transmitting
the message to the receiver and is called the ‘key distribution problem.’ Bennett
and Brassard’s so-called BB84 protocol15 for quantum key distribution solves the
problem by transmitting the key as a string of quantum bits (essentially as the serial
number of a piece of quantum money). Because of the no-cloning theorem, it is not
possible for an eavesdropper to read the key and pass it on undisturbed in order
to avoid detection. From this fact, BB84 provides a protocol for insuring that no
eavesdropper has read the key and thus that it is safe to use. The BB84 protocol
was a major breakthrough in our understanding of quantum information and its
transmission. It too was sufficiently revolutionary that the authors had difficulty
getting it published.14 The BB84 protocol and its descendants have led to practical
applications in which quantum key distribution can now be routinely done over long
distances at megahertz bit rates using the polarization modes of individual photons
as the quantum bits. It has been carried out over optical fiber and through the
atmosphere over distances of many tens of kilometers and there are now available
commercial systems based on these ideas. Quantum cryptography is reviewed by
Gisin et al.16
Following up on the idea of quantum key distribution, Bennett and Wiesner
invented the idea of ‘quantum dense coding’.17 Given that measuring a qubit yields
only one classical bit of information, it is not possible to transmit more information
with a single quantum bit than with a single classical bit. However if the sender and
receiver each share one quantum bit from an entangled pair, something remarkable
can occur. There are four standard ‘Bell states’ for an entangled pair (|01〉 ±
|10〉, |00〉 ± |11〉). Suppose that Alice prepares the Bell state |00〉 + |11〉, and then
sends one of the two qubits to Bob. So far, no information has been transmitted,
because if Bob makes a measurement on his qubit, the result is simply random, no
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matter what axis he chooses for his measurement. However (as we show in detail
in a later section), Bob can now perform one of four local unitary operations on
his qubit to either leave the state alone or map it into one of the three other Bell
states. He then sends the qubit back to Alice who can make a joint measurement18
on the two qubits and determine which of the four Bell states results. Since there
are four possibilities, Bob has transmitted two classical bits by simply returning
one quantum bit to Alice.
Another way to illustrate the peculiar power of entanglement is for Alice to
prepare the same Bell state, |00〉 + |11〉. She then transmits the first qubit to
Bob. After that she performs one of four possible local unitary operations on her
remaining qubit to either leave the state alone or map it into one of the three other
Bell states (details will be supplied further below). Alice then sends this second
qubit to Bob who then can measure which of the four states the qubits are in
and hence receive two classical bits of information. This is not surprising since he
has received two qubits. Recall however that Alice did not decide which of the
four ‘messages’ to send until after she had sent the first qubit to Bob. This result
clearly demonstrates the ‘spooky action at a distance’ that bothered Einstein and
has further enhanced our understanding of the novel features of information and
its transmission through quantum channels. Following up on the work of Bennett
and Brassard, Ekert19 proposed use of entangled pairs as a resource for quantum
encryption, though this is not yet a practical technology.
One of the very important applications of these new ideas in quantum informa-
tion is to the numerical solution of the Schro¨dinger equation for strongly correlated
many-body systems. I. Cirac, G. Vidal, F. Verstrate, and others have realized that
quantum information ideas are very helpful in understanding how to efficiently rep-
resent in a classical computer the highly entangled quantum states that occur in
strongly correlated many-body systems. This has led to real breakthroughs in our
understanding and modeling of complex many-body systems.20
1.3. Quantum Algorithms
As Feynman noted, simulating quantum systems on a classical computer is expo-
nentially hard. It is clear that a quantum computer can efficiently simulate certain
quantum systems (e.g. the computer can at least simulate itself, and a piece of
iron can be used to simulate iron!) The next development in going from quantum
information to quantum computation was taken by David Deutsch who posed the
question of whether there is a quantum extension of the Church-Turing idea that
any computation running on a classical computer can be efficiently simulated on a
universal Turing machine. Deutsch asked if there exists a universal quantum simu-
lator which can efficiently simulate any other quantum system. The answer to this
profound question remains unknown, but in 1985 Deutsch21 opened the door to the
world of quantum algorithms. He found a ‘toy’ computational problem that could
be solved on a quantum computer in a manner that is impossible classically. In
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1992 Deutsch and Jozsa22 simplified and extended the earlier result.
The modern formulation of the problem is the following. Consider a function
f(x) whose domain is x = ±1 and whose range is also ±1. There are exactly four
such functions: f1(x) = x, f2(x) = −x, f3(x) = +1, f4(x) = −1. If we measure
f(−1) and f(+1) we acquire two bits of classical information and know which of
the four functions we have. Obviously this requires two evaluations of the func-
tion. Now, notice that the functions can be divided into two classes, balanced (i.e.
f(−1)+f(+1) = 0) and constant (i.e. unbalanced). Since there are only two classes,
finding out which class the function is in means acquiring one classical bit of infor-
mation. However, it still requires two evaluations of the function. Hence classically,
we are required to learn the full function (by making two evaluations) before we can
determine which class it is in. Quantum mechanically we can determine the class
with only a single measurement! The trick is to use the power of quantum superpo-
sitions. By putting x into a superposition of both +1 and −1, a single evaluation
of the function can be used to determine the class (but not which function in the
class since the measurement yields only one bit of classical information).
This idea launched searches for other quantum algorithms. Consider the problem
of finding a particular entry in a large unordered database. (For example imagine
looking for a friend’s phone number in a phone book that was not alphabetically
ordered). Classically there is no faster procedure than simply starting at the be-
ginning and examining the database entries one at a time until the desired entry
is found. On average this requires N/2 ‘looks’ at the database. Lov Grover23,24
found a quantum search algorithm that allows one to find an entry in an unordered
database in only ∼
√
N ‘looks,’ which is a speed up by a factor ∼
√
N over the
classical search. Again, the superposition and uncertainty principles come into play.
A given ‘look’ can actually be a superposition of single looks at every possible entry
at the same time. Since searching is a very generic problem in computer science,
this quantum result is quite significant, even though the speedup is not exponential.
The real excitement came in 1994 when Peter Shor6,25 found efficient quantum
algorithms for the discrete logarithm problem and the Fourier transform problem.
The latter can be used to find the prime factors of large integers and hence break
RSA public key encryption. The classical Fourier transform is defined by the linear
transformation
f˜(k) =
1√
N
N−1∑
j=0
e2πikj/N f(j) (3)
and requires of order N2 operations to evaluate the function f˜ . For the special
case that N = 2n, the Fast Fourier Transform (FFT) algorithm requires only ∼
N lnN = n2n steps, but is still exponential in n. Shor’s quantum Fourier transform
is a unitary transformation in Hilbert space which acts on a state defined by the
function f and produces a new state defined by the function f˜ . Suppose we have
n qubits so that the Hilbert space has dimension 2n. We can use f to define the
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following (unnormalized) state
|Ψ〉 =
2n−1∑
j=0
f(j)|j〉. (4)
The quantum Fourier transform applied to this state is defined by
|Ψ˜〉 = UQFT|Ψ〉 =
2n−1∑
j=0
f˜(j)|j〉. (5)
Remarkably, this operation can be carried out in order n2 steps (more precisely order
n2 lnn ln lnn). This is an exponential speed up over the classical FFT procedure.
The bad news is that being in possession of the quantum state |Ψ˜〉 does not
actually tell you the values of f˜(j). Determining these would in general require
exponentially many measurements. This is because a measurement of which state
the qubits are in randomly yields |j〉 with probability S(j) ≡ |f˜(j)|2. Suppose
however that f is periodic with an integer period and is simple enough that its
spectral density S(j) is strongly peaked at some value of j. Then with only a
few measurements one would find j with high probability and hence the period
could be found. Peter Shor mapped the prime factor problem onto the problem
of finding the period of a certain function and hence made it soluble. This result
caused a sensation and thereafter the field of quantum information and computation
exploded with feverish activity which continues unabated.
With this overview, we are now ready to begin a more detailed discussion. Two
interesting topics which will not be covered in this discussion are quantum walks26
and adiabatic quantum computation.27,28
2. Introduction to Quantum Information
In recent decades there has been a ‘second quantum revolution’ in which we have
come to much (but still not completely) understand the role of information in quan-
tum mechanics. These notes provides only the briefest introduction to a few of the
most basic concepts. For fuller discussions the reader is directed to Nielsen and
Chuang5 and Mermin.29
The bit is the smallest unit of classical information. It represents the informa-
tion we gain when we receive the definitive answer to a yes/no or true/false question
about which we had no prior knowledge. A bit of information, represented math-
ematically as binary digit 0 or 1, can be represented physically inside a computer
in the form of two physical states of a switch (on/off) or the voltage state of some
transistor circuit (high/low). One of the powerful features of this digital (as op-
posed to analog) encoding of information is that it is robust against the presence
of noise as long as the noise is small compared to the difference in signal strength
between the high and low states.
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It is useful to note that there are two possible encodings of a mathematical bit
in a physical bit. The low voltage state can represent 0 and the high voltage state
can represent 1, or we can use the reverse. It does not matter which encoding
we use as long as everyone using the information agrees on it. If two parties are
using opposite encodings, they can still readily translate from one to the other by
performing a NOT operation (which maps 0 to 1 and vice versa) to each bit.
The situation is very different for quantum bits (qubits). A quantum bit is
represented physically by an atom or other quantum system which has a two-state
Hilbert space. For example the state (in Dirac notation) |0〉 could be represented
physically by the atom being in the ground state and the state |1〉 could be rep-
resented by the atom being in its first excited state. (We assume that the other
excited states can be ignored.) All two-state quantum systems are mathematically
equivalent to a spin-1/2 particle in a magnetic field with Hamiltonian
H =
~
2
~ω · σ, (6)
where ~ω is a vector (with units of frequency) representing the strength and direction
of the pseudo magnetic field, and ~σ = (σx, σy, σz) are the Pauli spin matrices. The
transition frequency from ground to excited state is ω ≡ |~ω|. Up to an additive
constant, this form of Hamiltonian is the most general Hermitian operator on the
two-dimensional Hilbert space. That is, the Pauli operators (σx, σy , σz) for the
three components of the ‘spin’ form a basis which spans the set of all possible
operators (ignoring the identity operator). Because they are non-commuting, they
are mutually incompatible and it is not possible to have a simultaneous eigenstate
of more than one of the operators. The most general measurement that can be
made is a ‘Stern-Gerlach’ measurement of the projection of the spin along a single
axis
O = nˆ · ~σ. (7)
Since O2 = 1, the eigenvalues of O are ±1 and such a Stern-Gerlach measurement
yields precisely one classical bit of information telling us whether the spin is aligned
or anti-aligned to the axis nˆ. It is a strange feature of quantum spins that no matter
what axis we choose to measure the spin along, we always find that it is precisely
parallel or antiparallel to that axis.
The ideal Stern-Gerlach measurement is quantum non-demolition (QND), that
is it is repeatable. If we measure (say) σz for an unknown quantum state, the result
will be (possibly randomly) ±1. As long as there are no stray magnetic fields which
cause the spin to precess in between measurementsa, subsequent measurements of
σz will not be random but will instead be identical to the first. If this is followed by
a measurement of (say) σx the result will be completely random and unpredictable
aThat is, a measurement is QND if the operator being measured and its coupling to the measure-
ment apparatus both commute with the system Hamiltonian.
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with +1 and −1 each occuring half the time. However subsequent measurements of
σx will all agree with the first if the measurement is QND.
The spinor eigenfunctions of H are (up to an unimportant global phase factor)
|ψ+〉 =
(
cos θ2e
iϕ/2
sin θ2e
−iϕ/2
)
, (8)
|ψ−〉 =
(− sin θ2eiϕ/2
cos θ2e
−iϕ/2
)
, (9)
where θ and ϕ are respectively the polar and azimuthal angles defining the direction
of ~ω. For the case θ = ϕ = 0, the Hamiltonian reduces to
H0 =
ω
2
σz , (10)
with eigenfunctions that are simply the ‘spin up’ and ‘spin down’ basis states
|0〉 = | ↓〉 =
(
0
1
)
(11)
|1〉 = | ↑〉 =
(
1
0
)
. (12)
Throughout these notes we will use the 0, 1 and the ↓, ↑ notation interchangeably.
We see from the above that, ignoring any overall phase factor, it takes two
real numbers (or equivalently an infinite number of classical bits) to specify the
quantum state of a spin. The huge asymmetry between the infinite number of
classical bits needed to specify a state and the single classical bit we can obtain by
doing a measurement is a key concept in our understanding of quantum information,
quantum encryption and quantum information processing. The act of measurement
collapses the spin state onto the measurement axis and we know exactly what the
state of the spin is after the measurement. However (unless we were told in advance
which axis to use) we have no way of knowing what the actual state of the spin was
before the measurement. This leads us directly to the no-cloning theorem11 which
states that it is impossible make a copy of an unknown quantum state. If we are
given an unknown state the only way we can copy it is to make a measurement to
see what the state is and then orient additional spins to match that state. However
since the state is unknown and we are only allowed to make one measurement, we
are forced to guess which axis to measure along and we cannot guarantee that the
state has not been changed by the act of measurement.
The mathematical version of the argument for the no-cloning theorem is the
following. Let us start with a product state of a qubit in an unknown superposition
state and an ancilla qubit in the |0〉 state
|Ψ〉 = [α|0〉+ β|1〉]⊗ |0〉. (13)
After the cloning operation we desire to have both qubits in the same state
|Ψclone〉 = [α|0〉+ β|1〉]⊗ [α|0〉+ β|1〉] (14)
|Ψclone〉 = α2|00〉+ αβ|10〉+ αβ|01〉+ β2|11〉]. (15)
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The only operations which are physically possible in quantum mechanics are repre-
sented by unitary transformations. Thus we seek a transformation U obeying
|Ψclone〉 = U |Ψ〉. (16)
U is a linear transformation and so it is impossible for it to produce the non-
linear coefficients α2, αβ, β2 that we see above. Hence cloning an unknown state is
impossible. Of course if the state is known, we could use a unitary transformation
U(α, β) that explicitly depends on the known parameters α and β and successfully
achieve cloning. We cannot do so however with a unitary transformation which
does not depend on knowledge of α and β. Thus known states are readily cloned,
but unknown states cannot be. This result will have profound implications for the
encryption of information using quantum states and for quantum error correction.
We can understand the no cloning theorem from another point of view. Quan-
tum bits also encode only a single classical bit (the measurement result), but
unlike the classical case where there are only two possible encoding schemes,
there are an infinity of different quantum encodings defined by the axis nˆ =
(sin θ cosϕ, sin θ sinϕ, cos θ) that was used for the preparation and should be used
for the measurement if the information is to be correctly decoded. For the classical
case, the transformation from one encoding scheme to the other is simply the NOT
operation 0 → 1, 1→ 0. For the quantum case the transformation is a unitary op-
eration which rotates the spin states on the Bloch sphere through the appropriate
angle connecting the old axis nˆ and the new axis nˆ′
Unˆ′nˆ = e
iΘ
2
vˆ·~σ, (17)
where cosΘ = nˆ′ · nˆ defines the angle between the two axes and vˆ = nˆ′×nˆ|nˆ′×nˆ| is the
unit vector perpendicular to the plane formed by the two axes. If we are not given
any information about which of the infinitely many encoding schemes have been
used we cannot reliably decode the information. If we do know the encoding axis nˆ,
the above transformation law will tell us what the results will be for measurements
done in a different ‘decoding’ basis nˆ′. In particular it tells us that if we encode
on the z axis and decode on the x axis the results of the decoding will be totally
random and uncorrelated with the encoding. For example, we can express | ↑〉, | ↓〉,
the ±1 eigenstates of σz as a superposition of the eigenstates of σx
| ↑〉 = 1
2
[| →〉+ | ←〉] (18)
| ↓〉 = 1
2
[| →〉 − | ←〉], (19)
which confirms the statement made above that if we make a σx measurement after
a σz measurement, the results will be ±1 with equal probability. This is distinctly
different than the classical case where, if we accidentally use the wrong decoding
scheme, the results are still deterministic and perfectly correlated with the encoded
data (just backwards with 0 and 1 being interchanged).
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Further below, we will discuss quantum teleportation. This is a process in which
an unknown quantum state is perfectly reproduced at a distant location. This is not
restricted by the no-cloning theorem because the original state is destroyed during
the process of teleportation. For example teleportation could consist of simply
swapping two states
|Ψ〉 = [α|0〉+ β|1〉]⊗ |0〉, (20)
|Ψteleport〉 = |0〉 ⊗ [α|0〉+ β|1〉]. (21)
Because the coefficients α and β enter only linearly, there exists a unitary transfor-
mation which can accomplish this task. We will explore a particular protocol for
how this can be achieved using entangled states further below.
3. Quantum Money and Quantum Encryption
In the 1970’s Steven Wiesner, then a graduate student at Columbia, came up with
the idea of ‘quantum money’ which cannot be counterfeited. This was the very
first idea in a chain of ideas that has led to the revolution in quantum information.
Legend has it that the idea was so far ahead of its time that Wiesner was unable to
get it published until much later.9 He did however discuss it with Charles Bennett
and a decade later it bore fruit in the form of quantum encryption, about which
more below.
The idea of quantum money is essentially based on the no-cloning theorem,
although that theorem was not formally stated and proved until sometime later.11
The idea is to create a serial number using quantum bits which encode a random
string of 0’s and 1’s. The quantum wrinkle is that for each bit, one randomly
selects the Z encoding (nˆ = zˆ) or the X encoding (nˆ = xˆ). Thus the serial number
might look like this: | ↑,→,→, ↓,←,←, . . .〉. Because of the no-cloning theorem,
it is impossible for a counterfeiter to make copies of the money and its quantum
serial number. The counterfeiter would have to guess which measurement to make
(X or Z) on each qubit and would have no way of knowing if she had guessed
correctly. On the other hand, the treasury department could easily verify whether
any given bill is real or counterfeit. If the bill also carries an ordinary classical
serial number that uniquely identifies it, then the treasury department can keep a
(secret) record of the bit value and the quantization (encoding) axis used for each
qubit on that particular bill (labeled by the classical serial number) and so knows
which measurement to make for each one. If for example the first bit is in state | ↑〉,
a Z measurement will always yield the correct value of +1 with no randomness.
If the treasury department uses all the correct measurement orientations and does
not recover the correct measurements then the bill is counterfeit (or the qubits have
decohered!).
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Problem 1. Prove that the probability of a counterfeit ‘copy’ of a bill with an
N qubit quantum serial number succesfully passing the treasury department’s
scrutiny is
(
3
4
)N
. Thus for large N , counterfeiting is very unlikely to succeed.
Hint: in order for a particular bit to fail the test, the counterfeiter must
have chosen the wrong measurement and the treasury has to be unlucky in its
measurement result.
Show that this result remains valid even if the counterfeiter chooses an arbi-
trary pair of orthogonal axes, X ′, Z ′ to make her measurements, as long as
they lie in the same plane as the X,Z axes chosen by Bob and Alice.
3.1. Classical and Quantum Encryption
The only provably secure method of classical encryption is the ‘one-time pad.’ Sup-
pose that Alice has a message which consists of a string of N classical bits. Alice
wishes to send this message to Bob in such a way that Eve cannot eavesdrop on the
communication by intercepting and deciphering the message. A one-time pad is a
string of random bits (also called the encryption ‘key’) whose length is at least as
large as the message. If Bob and Alice each are in possession of identical copies of
the one-time pad then the message can be sent via the following simple protocol.
Let the jth bit in Alice’s message be Mj and the jth bit in the one-time pad be Pj .
Then Alice computes the jth bit in the encrypted message via
Ej =Mj ⊕ Pj , (22)
where ⊕ means addition modulo 2. Essentially this encryption rule means that if
Pj = 0, do nothing to the message bit and if Pj = 1, then flip the message bit.
Because Ej is completely random and uncorrelated with any of the other encrypted
bits, Eve is unable to decipher the message even if she intercepts it during the
transmission to Bob. Bob however is able to decrypt it by the same operation using
the same key (one-time pad)
Dj = Ej ⊕ Pj . (23)
Because Pj ⊕ Pj = 0, we have Dj =Mj and Bob recovers the original message.
In order to work, the key must be as long as the original message, must be
completely random, must be kept secret, and must never be re-used. While perfectly
secure, this method suffers from the so-called ‘key distribution problem.’ Securely
transmitting a one-time pad of length N from Alice to Bob has the same difficulty as
the problem of securely transmitting the original message! Bennett and Brassard15
realized that quantum mechanics provides a solution to this problem. One can
simply distribute the one-time pad as the serial numbers of quantum money!
The so-called BB84 protocol developed by Brassard and Bennett illustrated in
Fig. (1) works as follows. Alice sends a long string of quantum bits to Bob which
have been encoded using randomly selected Z and X encoding (just as for quantum
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money). Bob does not know what the correct measurements are to make so he
guesses randomly. He then announces publicly what measurement axis he chose for
each qubit but keeps secret the measurement results. Typically he will have guessed
correctly about half the time. Alice then publicly states which measurements Bob
performed correctly and Bob discards the others. He now has about half the number
of qubits as before but he knows that he made the correct measurements on them.
Thus he should have the correct bit values for the key. But, how can he be sure
that Eve has not intercepted the message? If she has, she will necessarily corrupt
some of the results before passing them along to Bob (which she must do in order
to conceal her presence). In essence what she is passing along is a counterfeit bill.
How can Bob check that this has or has not occurred? The next step in the protocol
is that Bob selects a subset of size M of the (good) qubit measurement results at
random and publicly announces them. Alice then publicly announces whether Bob
got them right. If he got them right then the probably that Eve was intercepting
the message before passing it on is very low, PM =
(
3
4
)M
and it is safe to use the
remaining results (which are known to both Bob and Alice) as the encryption key.
If the public results do not match, then Eve’s presence has been detected and Alice
and Bob do not proceed with using the corrupted key. (If they did proceed, neither
Eve nor Bob would be able to read the message because the cloned key is necessarily
corrupted with high probability.)
4. Entanglement, Bell States and Superdense Coding and Grover
Search and Teleportation
So far we have discussed only the states of a single qubit. As we shall see, multi-
qubits states will prove to be remarkably rich. A classical register holding N bits,
can be in any one of 2N states. These states can represent, for example, all N -bit
binary numbers from 0 to 2N − 1. For the quantum case we have studied single
qubits which have a Hilbert space spanned by 2 orthogonal states. For N qubits,
we have a Hilbert space which is exponentially large, spanned by 2N orthogonal
basis states. We can label these basis states with binary numbers just as for the
classical case. However in the quantum case, the Hilbert space includes states which
are arbitrary superpositions of all the basis states. While the coefficients for the
amplitudes entering such superpositions are continuous complex numbers, let us,
for simplicity of counting, restrict our attention to coefficients that are ±1 so that
|Ψ〉 = 1√
2N
{ ± |000 . . .000〉 ± |000 . . .001〉 ± |000 . . .010〉 ± |000 . . . 011〉 . . .
± |111 . . .100〉 ± |111 . . .101〉 ± |111 . . .110〉 ± |111 . . . 111〉} (24)
Because we have 2N sign choices (ignoring the fact that the overall sign is irrelevant)
the total number of states is enormously large: 2(2
N ). Thus even using only this
highly restricted set of states, the storage capacity of quantum memories is truly
enormous. While this capacity might be useful at intermediate steps in a quantum
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Fig. 1. BB84 protocol for quantum key distribution. a) Alice sends Bob a series of quantum
bits chosen randomly from among four (non-orthogonal) states: +Z,−Z,+X,−X. b) For each
bit Bob randomly guesses whether to measure Z or X. Approximately half of his guesses are
correct. c) Bob publicly announces which measurements he chose but not the results. Alice tells
him which ones to throw away because he guessed incorrectly. d) Bob publicly announces the
measurement results from a randomly selected subset of M of the remaining bits (indicated by the
extra surrounding boxes). If Alice confirms that all the results are correct, then there is a very
low probability, PM = (3/4)
M that an eavesdropper has intercepted the communication. e) Alice
and Bob know that Bob’s remaining bit measurements agree perfectly with what Alice sent and
these are used to create the key using the mapping: +Z → 1,−Z → 0,+X → 1,−X → 0.
computation, let us never forget that when we readout the memory we always obtain
only N classical bits of information representing which of the 2N measurement basis
states the memory collapses onto.
Let us focus our attention for the moment on the case of N = 2 for which there
are four orthogonal basis states. A separable state is one which can be written as
the product of a state for the first qubit and a state for the second qubit
|Ψ〉 = [α1|0〉+ β1|1〉]⊗ [α2|0〉+ β2|1〉]
= α1α2|00〉+ α1β2|01〉+ β1α2|10〉+ β1β2|11〉. (25)
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An entangled state of two qubitsb is any state which cannot be written in this form.
A convenient basis in which to represent entangled states is the so-called Bell basis
|B0〉 = 1√
2
[| ↑↓〉 − | ↓↑〉] (26)
|B1〉 = 1√
2
[| ↑↓〉+ | ↓↑〉] (27)
|B2〉 = 1√
2
[−| ↑↑〉+ | ↓↓〉] (28)
|B3〉 = 1√
2
[−| ↑↑〉 − | ↓↓〉] . (29)
Each of these is a maximally entangled state, but they are mutually orthogonal and
span the full Hilbert space. Therefore linear superpositions of them can represent
product states. For example,
| ↑〉| ↑〉 = − 1√
2
[|B2〉+ |B3〉] . (30)
Entanglement is very mysterious and entangled states have many peculiar and
counter-intuitive properties. In an entangled state the individual spin components
have zero expectation value and yet the spins are strongly correlated. For example,
〈B0|~σ1|B0〉 = ~0 (31)
〈B0|~σ2|B0〉 = ~0 (32)
〈B0|σx1σx2 |B0〉 = −1 (33)
〈B0|σy1σy2 |B0〉 = −1 (34)
〈B0|σz1σz2 |B0〉 = −1. (35)
This means that the spins have quantum correlations which are stronger than is
possible classically. In particular,
〈B0|~σ1 · ~σ2|B0〉 = −3 (36)
despite the fact that in any single-spin (or product state) |〈~σ〉| ≤ 1.
To explore this further, let us consider the concept of entanglement en-
tropy.20,30–32 In classical statistical mechanics, entropy is a measure of randomness
or disorder. It is proportional to the logarithm of the number of microstates a ther-
modynamic system can be in given the observed macrostate. Formally, the entropy
of a microstate probability distribution {Pk; k = 1, N} is given by
S = −kB
N∑
j=1
Pj lnPj , (37)
(with the convention that 0 ln 0 is replaced by limx→0 x ln x = 0) where kB is the
Boltzmann constant. In the canonical ensemble of statistical mechanics one as-
sumes that all microstates of a given energy are equally likely. If there are N such
bThe concept of entanglement is more difficult to uniquely define and quantify for N > 2 qubits.
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microstates then Pj =
1
N and we obtain S = kB lnN . The logarithmic form is
important because it means that in thermodynamics, the entropy is an extensive
quantity. Thus for example if we have a system consisting of two subparts with N1
and N2 microstates, the total number of microstates is the product NTOT = N1N2
and the probability of a particular joint microstate is Pj =
1
N1N2
, but because of its
logarithmic form, the entropy is the sum of the two entropies: S = S1 + S2.
In information theory, the Shannon entropy of a message drawn from an ensem-
ble of N possible code words is
S = −
N∑
j=1
Pj ln2 Pj , (38)
where Pj is the probability that the message will consist of the jth codeword and
the logarithm is conventionally measured in base 2 so that the entropy (information
content) is measured in bits. For example, if Alice sends Bob a message containing a
single physical bit (a 0 or 1), and the a priori probability of the bit being 0 is P0 =
1
2
and of being 1 is P1 =
1
2 , then S = 1 bit. On the other hand if Bob knows ahead of
time that Alice almost always sends him a 0 (because he knows P0 = 0.999, say),
then there will rarely be a surprise in the message and the Shannon information
entropy (which is a measure of how much Bob learns on average from the message)
is much lower, S = −0.999 ln2 0.999 − 0.001 ln2 0.001 ≈ 0.01 bits. If Alice sends
Bob two messages (drawn from the same or different ensembles of code words) the
logarithmic form guarantees that the total entropy (and hence information content)
is additive, S = S1 + S2. We can connect this to statistical mechanics by noting
that if Bob and Alice both look at a macrostate of a thermodynamics system and
Alice sends Bob the actual microstate, the information content of the message is
precisely the thermodynamic entropy (modulo the factor of the Boltzmann constant
and the change from base e to base 2 in the logarithm.
In quantum mechanics, the concept of the classical probability distribution is
replaced by the density matrix
ρ =
∑
j
Pj |ψj〉〈ψj |. (39)
Here we imagine a situation in which state |ψj〉 in the Hilbert space is drawn at
random from the ensemble with classical probability Pj . Note that the different |ψj〉
are normalized but need not be orthogonal. The ensemble average of any observable
O is given by
〈O〉 = Tr {Oρ}. (40)
Problem 2. Prove the identity in Eq. (40) by computing the trace in some
basis and rearranging the sum on all states so that it becomes an insertion of
the identity. Do not assume that the different |ψj〉 are orthogonal.
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The density matrix for a system with a Hilbert space of dimension M is always
an M ×M positive semi-definite (i.e. having only zero or positive real eigenvalues)
Hermitian matrix with unit trace. In thermal equilibrium, the density matrix is
given by
ρ =
1
Z
e−βH (41)
with Z ≡ Tr e−βH .
For a single spin-1/2, the density matrix has the following convenient general
representation
ρ =
1
2
3∑
j=0
〈Qj〉Qj , (42)
where Q0 = Iˆ , Q1 = σ
x, Q2 = σ
y, Q3 = σ
z and Iˆ is the identity operator. This can
be rewritten
ρ =
1
2
[
Iˆ + 〈~σ〉 · ~σ
]
. (43)
Thus the density matrix for a single spin is determined solely by the spin polarization
of the ensemble. The ensemble could represent a large collection of spins (as in
NMR) or the average results of measuring a single qubit many times (allowing
the qubit to come to equilibrium with its environment before each measurement is
repeated).
Problem 3. Prove the identity in Eq. (43) by first showing that TrQj = 2δj,0
and TrQjQk = 2δj,k.
The analog of the Shannon entropy for a classical probability distribution is the
von Neuman entropy of the density matrix
S = −Tr {ρ ln2 ρ}. (44)
Evaluating the trace in the basis of eigenstates of ~m ·~σ, where ~m = 〈~σ〉 is the Bloch
vector (spin polarization), it is straigtforward to show that
S = −
{
1 +m
2
ln2
[
1 +m
2
]
+
1−m
2
ln2
[
1−m
2
]}
(45)
where m = |~m|. From this it follows that S(m) decreases monotonically from
S(0) = 1 to S(1) = 0. Zero von Neuman entropy means that a system is in a single
pure state
ρ = |φ〉〈φ|, (46)
from which it follows that
ρ2 = ρ (47)
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for a pure state. Equivalently, the density matrix of a pure state has one eigenvalue
of unity and M − 1 zero eigenvalues.
Before turning finally to the concept of entanglement entropy, let us generalize
the above results to the case of two qubits. The density matrix is 4 × 4 and the
analog of Eq. (42) is
ρ =
1
4
3∑
j,k=0
〈Q(1)j Q(2)k 〉Q(1)j Q(2)k , (48)
Problem 4. Prove the identity in Eq. (48) by first showing that TrQ
(a)
j Q
(b)
k =
4δj,kδa,b.
We can get a clear picture of the Bell states by examining the two-spin correlators
〈Q(1)j Q(2)k 〉 in the so-called ‘Pauli bar plot’ for the state |B0〉 shown in Fig. (2). We
see that all the single-spin expectation values vanish. Because of the entanglement,
each spin is on average totally unpolarized. Yet three of the two-spin correlators,
XX,Y Y, ZZ, are all -1 indicating that the two spins are pointing in exactly opposite
directions. This is becasue |B0〉 is the rotationally invariant spin-singlet state.
II IX IY IZ XI YI ZI XX XY XZ YX YY YZ ZX ZY ZZ
-1.0
-0.5
0.5
1.0
Fig. 2. ‘Pauli bar plot’ of one and two spin correlators in the Bell state |B0〉.
With this background, we are now ready to tackle the concept of entanglement
entropy. Consider product state | ↑↑〉 with density matrix
ρ = | ↑↑〉〈↑↑ |. (49)
Suppose now that we only had access to the first qubit and not the second. We
can compute the expectation value of any observable associated with the first qubit
using Eq. (40), but it will be convenient to carry out the trace in two steps, first
over the states of the second qubit state and then over those of the first. We can
do this by defining the so-called ‘reduced density matrix’ for the first spin
ρ¯1 ≡ Tr 2ρ. (50)
This is an ordinary 2× 2 density matrix for the first spin. In this simple case
ρ¯ = Tr 2| ↑↑〉〈↑↑ | = | ↑〉11〈↑ | (51)
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corresponding to a pure state with the first qubit in the up state. In a product
state, individual qubits can be viewed as being separately in their own pure states.
Consider now what happens when we compute the reduced density matrix for
the first qubit in the entangled Bell state |B0〉. This is a pure state with zero
entropy. However computation of the reduced density matrix yields
ρ¯ =
1
2
{| ↑〉〈↑ |+ | ↓〉〈↓ |} = 1
2
(
1 0
0 1
)
, (52)
which is an equal statistical mixture of up and down spin. This has the maximum
possible entropy of 1 bit. Similarly, an observer examining only the second qubit
would see an impure state with the maximum possible entropy. This seems to be at
odds with the overall state of the combined system having zero entropy and being
in a pure state. Indeed if this were a classical system it would be impossible. To
see why consider two identical statistical mechanical systems with entropy S1 = S2.
Normally we expect the entropy of the universe to simply be the sum S1 + S2.
Suppose however that the microstate of system 2 is perfectly correlated with (e.g.
identical to) that of system 1. Thus if we learn which microstate system 1 is in, we
gain no new information when we look at the microstate of system 2 since we can
predict it ahead of time. The entropy of the combined system is just S1, not 2S1.
This reasoning leads us to the realization that classically the entropy of a composite
system cannot be less than the entropy of the component with the largest entropy.
Problem 5. Derive Eq. (52).
The quantum result derived above, that each component has finite entropy but
the overall system has zero entropy is in clear contradiction to the classical resultc.
Evidently there is a kind of ‘negative entropy’ associated with the non-classical cor-
relations which cancels out the entropy of the separate components in an entangled
system. The ‘entanglement entropy’ of a bipartite system which is in a pure state
is defined by von Neumann entropy of the reduced density matrix of each of the
subsystems
SE = S(ρ¯1) = S(ρ¯2). (53)
For the Bell states, SE = 1bit, while for any product state, SE vanishes. Notice
that the fact that we found the polarization of the individual qubits in the Bell state
vanishes is consistent with Eq. (45) which says that the entropy is a maximum when
the polarization vanishes.
Entanglement entropy is one quantitave measure of the entanglement between
two halves of a bipartite system and in recent years has (along with the ‘entangle-
ment spectrum’33) become a valuable theoretical tool in the analysis of correlations
in many-body systems20,30–32 and has even forged connections between condensed
cA situation that Charles Bennett has summarized by stating that ‘A classical house is at least
as dirty as its dirtiest room, but a quantum house can be dirty in every room, yet still perfectly
clean overall.’
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matter physics and quantum gravity.34 It is also clear from the discussion above
that if a qubit in a quantum computer becomes entangled with an external reservoir
due to spurious coupling, the coherence needed to carry out computations is lost.
Entanglement also enters the modern picture of quantum measurement.35–38
In the Stern-Gerlach experiment, one does not measure the spin directly. Rather
the magnetic field gradient entangles spin with position, and then one measures
the position. From the position one infers the spin projection. Suppose that we
start with an initial wave function in which the spin is pointing in some arbitrary
direction
|Ψ〉 = [α| ↑〉+ β| ↓〉]Φ(~r), (54)
where Φ is the initial spatial wave packet of the spin as it approaches the measure-
ment apparatus. After passing through the Stern-Gerlach magnet (which has its
field gradient in the z direction), the up spin component’s trajectory is deflected
upward and the down spin component is deflected downward resulting in
|Ψ〉 = [α| ↑〉Φ↑(~r) + β| ↓〉Φ↓(~r)]. (55)
If the deflection is sufficiently strong that the two spatial states cease to have com-
mon support (Φ↑(~r)Φ↓(~r) = 0 for all ~r), then a measurement of position unambigu-
ously determines the spin projection.d
Notice that prior to the measurement, the reduced density matrix for the spin
degree of freedom is simply
ρ¯ = [α| ↑〉+ β| ↓〉][α∗〈↑ |+ β∗〈↓ |] =
(
α
β
)(
α∗ β∗
)
=
( |α|2 αβ∗
α∗β |β|2
)
. (56)
The non-zero off-diagonal terms (‘cohences’) imply that there will be transverse
components of the spin polarization in addition to the z component
〈σx〉 = Trσxρ¯ = 2Re[α∗β] (57)
〈σy〉 = Trσyρ¯ = 2 Im[α∗β] (58)
〈σz〉 = Trσz ρ¯ = |α|2 − |β|2. (59)
After the spin passes through the magnet, the full density matrix for spin and
position is
ρ(~r, ~r ′) = 〈~r|ρ|~r ′〉 =
( |α|2|Φ↑(~r)Φ∗↑(~r ′) αβ∗Φ↑(~r)Φ∗↓(~r ′)
α∗βΦ∗↑(~r)Φ↓(~r
′) |β|2Φ↓(~r)Φ∗↓(~r ′)
)
. (60)
and the unconditional reduced density matrix for the spin (tracing out the position
by integrating over ~r = ~r ′ and therefore ignoring the measurement result!) yields
ρ¯uc =
( |α|2 αβ∗〈Φ↑|Φ↓〉
α∗β〈Φ↓|Φ↑〉 |β|2
)
. (61)
dTechnically to achieve perfect distinguishability, one only needs a weaker condition, namely that
the two spatial states are orthogonal. However in this more general case you might need to measure
some more complex operator to fully distinguish the two measurement ‘pointer states.’
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We see that as the measurement pointer states become orthogonal, the off-diagonal
elements decay away and the density matrix becomes impure. This phenomenon is
referred to as measurement-induced dephasing. One can show that the rate of de-
phasing is directly equivalent to the rate of information gain in the measurement.37
(We emphasize again however that we are here referring to the ensemble average
over the measurement results which ignores the particular measurement result.)
Instead of averaging over all measurement results, we can ask the following
question: What is the spin density matrix conditioned on the measurement result
being ~R? This is given by
ρ¯c(~R) =
1
P (~R)
〈~R|ρ|~R〉 = 1
P (~R)
(
|α|2|Φ↑(~R)Φ∗↑(~R) αβ∗Φ↑(~R)Φ∗↓(~R)
α∗βΦ∗↑(~R)Φ↓(~R) |β|2Φ↓(~R)Φ∗↓(~R)
)
, (62)
where we have introduced the factor
P (~R) ≡ |α|2|Φ↑(~R)|2 + |β|2|Φ↓(~R)|2, (63)
to satisfy the probability normalization condition Tr ρ¯c(~R) = 1. Notice that P (~R)
is precisely the probability density that the position measurement (unconditioned
on the spin state) will yield the value ~R. This normalization factor also makes
sense because if we ensemble average over all measurement results (weighted by
the probability of occurrence of each measurement result) we correctly recover the
unconditional reduced density matrix of Eq. (61)
ρ¯uc =
∫
d3RP (~R)ρ¯c(~R), (64)
because the normalization factor cancels out.
Remarkably, the reduced density matrix conditioned on the measurement result
corresponds to a pure state. This can be easily seen by noting that we can write the
conditional density matrix in terms of a conditional state vector (wave function)
ρ¯c = |Ψc〉〈Ψc|, (65)
where
|Ψc〉 ≡ 1√
P (~R)
[αc| ↑〉+ βc| ↓〉] , (66)
and the new coefficients depend on the particular measurement result, ~R
αc = αΦ↑(~R) (67)
βc = βΦ↓(~R). (68)
The change in the state induced by the act of measurement is known as the ‘back
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action.’ This change in state modifies the spin polarization
〈σx〉 = 2
P (~R)
Re[α∗cβc] (69)
〈σy〉 = 2
P (~R)
Im[α∗cβc] (70)
〈σz〉 = 1
P (~R)
[
αc|2 − |βc|2
]
. (71)
For a weak measurement Φ↑ and Φ↓ do not differ by much and the backaction is
small. Experimental progress in developing nearly ideal quantum limited amplifiers
is such that it is now possible to directly observe this backaction and how it varies
with the strength of the measurement.39 For a strong measurement, Φ↑ and Φ↓ are
fully separated and have no common support. Thus Φ↑(~R)Φ↓(~R) = 0 and we have
complete collapse of the spin polarization to
〈σx〉 = 0 (72)
〈σy〉 = 0 (73)
〈σz〉 = ±1. (74)
where the sign of 〈σz〉 is determined by ~R and is positive with probability |α|2 and
negative with probability |β|2.
Our discussion so far has been of the entanglement between a spin and the
measurement apparatus pointer. We have seen that a strong measurement of the
pointer variable (which in the example above collapses the pointer variable to a
particular value of ~R) leads to a weak or strong back action on the spin which
partially or completely collapses it to a definite state depending on the degree of
entanglement (the measurement strength). We turn now to further consideration
of the ‘spooky’ correlations in entangled states.
We have already seen for the Bell state |B0〉 that the components of the two
spins are perfectly anti-correlated. Suppose now that Alice prepares two qubits in
this Bell state and then sends one of the two qubits to Bob who is far away (say one
light-year). Alice now chooses to make make a measurement of her qubit projection
along some arbitrary axis nˆ. For simplicity let us say that she chooses the zˆ axis.
Let us further say that her measurement result is −1. Then she immediately knows
that if Bob chooses to measure his qubit along the same axis, his measurement
result will be the opposite, +1. It seems that Alice’s measurement has collapsed
the state of the spins from |B0〉 to | ↓↑〉. This ‘spooky action at a distance’ in
which Alice’s measurement seems to instantaneously change Bob’s distant qubit
was deeply troubling to Einstein.1
Upon reflection one can see that this effect cannot be used (in violation of
special relativity) for superluminal communication. Even if Alice and Bob and
agreed in advance on what axis to use for measurements, Alice has no control over
her measurement result and so cannot use it to signal Bob. It is true that Bob can
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immediately find out what Alice’s measurement result was, but this does not give
Alice the ability to send a message. In fact, suppose that Bob’s clock was off and he
accidentally made his measurement slightly before Alice. Would either he or Alice
be able to tell? The answer is no, because each would see a random result just as
expected. This must be so because in special relativity, the concept of simultaneity
is frame-dependent and not universal.
Things get more interesting when Alice and Bob choose different measurement
axes. Einstein felt that quantum mechanics must somehow not be a complete de-
scription of reality and that there might be ‘hidden variables’ which if they could
be measured would remove the probabilistic nature of the quantum description.
However in 1964 John S. Bell proved a remarkable inequality40 showing that when
Alice and Bob use certain different measurement axes, the correlations between
their measurement results are stronger than any possible classical correlation that
could be induced by (local) hidden variables. Precision experimental measurements
which violate the Bell inequalities are now the strongest proof that quantum me-
chanics is correct and that local hidden variable theories are excluded. Perhaps the
simplest way to understand this result is to consider the CHSH inequality devel-
oped by Clauser, Horn, Shimoni and Holt41 following Bell’s ideas. Consider the
measurement axes shown in Fig. (3). The experiment consists of many trials of
the following protocol. Alice and Bob share a pair of qubits in an entangled state.
Alice randomly chooses to measure the first qubit using X or Z while Bob ran-
domly chooses to measure the second qubit using X ′ or Z ′. After many trials (each
starting with a fresh copy of the entangled state), Alice and Bob compare notes on
their measurement results and compute the following correlation function:
S = 〈XX ′〉+ 〈ZZ ′〉 − 〈XZ ′〉+ 〈ZX ′〉, (75)
which can be rewritten
S = 〈(X + Z)X ′〉 − 〈(X − Z)Z ′〉. (76)
Alice and Bob note that their measurement results are random variables which are
always equal to either +1 or −1. In a particular trial Alice chooses randomly to
measure either X or Z. Surely however, the variable not measured still has a value
of either +1 or −1. If this is true, then either X = Z or X = −Z. Thus either X+Z
vanishes or X − Z vanishes in any given realization of the random variables. The
combination that does not vanish is either +2 or −2. Hence it follows immediately
that S is bounded by the CHSH inequality
− 2 ≤ S ≤ +2. (77)
It turns out however that the quantum correlations between the two spins in
the entangled pair violate this classical bound. They are stronger than can ever be
possible in any classical local hidden variable theory. Because ~σ is a vector we can
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Fig. 3. Measurement axes used by Alice (solid lines) and Bob (dashed lines) in establishing the
Clauser-Horn-Shimoni-Holt (CHSH) inequality.
resolve its form in one basis in terms of the other via
σx
′
=
1√
2
[σz + σx] (78)
σz
′
=
1√
2
[σz − σx]. (79)
Thus we can express S in terms of the ’Pauli bar’ correlations
S =
1√
2
[〈XX +XZ + ZX + ZZ〉 − 〈XZ −XX − ZZ + ZX〉] . (80)
For Bell state |B0〉, these correlations are shown in Fig. (2) and yield
S = −2
√
2, (81)
in clear violation of the CHSH inequality. Strong violations of the CHSH inequality
are routine in modern experiments.e This teaches us that in our quantum world,
observables do not have values if you do not measure them. There are no hidden
variables which determine the random values. The unobserved spin components
simply do not have values. Recall that σx and σz are incompatible observables
and when we choose to measure one, the other remains not merely unknown, but
unknowable.
It is ironic that Einstein’s arguments that quantum mechanics must be incom-
plete because of the spooky properties of entanglement have led to the strongest
experimental tests verifying the quantum theory and falsifying all local hidden vari-
able theories. We are forced to give up the idea that physical observables have
values before they are observed.
4.1. Quantum Dense Coding
We saw above that quantum correlations are strong enough to violate certain clas-
sical bounds, but the spooky action at a distance seemed unable to help us send
eAlthough strictly speaking, there are loopholes associated with imperfections in the detectors and
the fact that Alice and Bob typically do not have a space-like separation.
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signals. Actually it turns out that by using a special ‘quantum dense coding’ pro-
tocol, we can use entanglement to help us transmit information in a way that is
impossible classically.17 As background let us recall that for a single qubit there are
only two orthogonal states which are connected by a rotation of the spin through
an angle of π. For rotation by π around the y axis the unitary rotation operator is
Ryπ = e
−ipi
2
σy = −iσy, (82)
and we map between the two orthogonal states
Ryπ| ↑〉 = +| ↓〉 (83)
Ryπ| ↓〉 = −| ↑〉 (84)
while any other rotation angle simply produces linear general combinations of the
two basis states. For example, for rotation by π/2 we have
Rypi
2
= e−i
pi
4
σy =
1√
2
[1− iσy], (85)
and we have
Rypi
2
| ↑〉 = 1√
2
[| ↑〉+ | ↓〉] = | →〉 (86)
Rypi
2
| ↓〉 = − 1√
2
[| ↑〉 − | ↓〉] = −| ←〉. (87)
These are linearly independent of the starting state but never orthogonal to it except
for the special case of rotation by π.
The situation is very different for two-qubit entangled states. We take as our
basis the four orthogonal Bell states. Suppose that Alice prepares the Bell state
|B0〉 and sends one of the qubits to Bob who is in a distant location. Using a
remarkable protocol called quantum dense coding,17 Alice can now send Bob two
classical bits of information by sending him the remaining qubit. The protocol relies
on the amazing fact that Alice can transform the initial Bell state into any of the
others by purely local operations on her remaining qubit without communicating
with Bob. The four possible unitary operations Alice should perform are I,X, iY, Z
which yield
I|B0〉 = |B0〉 (88)
Z|B0〉 = |B1〉 (89)
X |B0〉 = |B2〉 (90)
iY |B0〉 = |B3〉. (91)
It seems somehow miraculous that without touching Bob’s qubit, Alice can reach
all four orthogonal states by merely rotating her own qubit. This means that there
are four possible two-bit messages Alice can send by associating each with one of
the four operations I,X, iY, Z according to the following
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message operation
00 X
01 I
10 iY
11 Z
After encoding her message by carrying out the appropriate operation on her qubit,
Alice physically transmits her qubit to Bob. Bob then makes a joint measurement
(details provided further below) on the two qubits which tells him which of the four
Bell states he has and thus recovers two classical bits of information even though
Alice sent him only one quantum bit after deciding what the message was. The
pre-positioning of the entangled pair has given them a resource which doubles the
number of classical bits that can be transmitted with one (subsequent) quantum
bit. Of course in total Alice transmitted two qubits to Bob. The key point is that
the first one was sent in advance of deciding what the message was. How weird is
that!?
This remarkable protocol sheds considerable light on the concerns that Einstein
raised in the EPR paradox.1 It shows that the special correlations in Bell states can
be used to communicate information in a novel and efficient way by ‘prepositioning’
entangled pairs shared by Alice and Bob. However causality and the laws of special
relativity are not violated because Alice still has to physically transmit her qubit(s)
to Bob in order to send the information.
The above protocol requires Bob to determine which of the four Bell states he
has. The quantum circuit shown in Fig. (4) uniquely maps each of the Bell states
onto one of the four computational basis states (eigenstates of Z1 and Z2). The first
symbol indicates the CNOT gate which flips the target qubit (in this case qubit 2) if
and only if the control qubit (qubit 1) is in the excited state. This can be explicitly
written in matrix form as
CNOT12 =
σ01 + σ
z
1
2
σx2 +
σ01 − σz1
2
σ02 , (92)
where σ0j is the identity operator for qubit j. The second gate in the circuit (denoted
H) is the Hadamard gate acting on the first qubit
H =
1√
2
[σz + σx]. (93)
The Hadamard gate obeys H2 = 1 and interchanges the X and Z components of a
spin:
H | ↑〉 = | →〉 (94)
H | ↓〉 = | ←〉 (95)
H | →〉 = | ↑〉 (96)
H | ←〉 = | ↓〉 (97)
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H 
Fig. 4. Bell measurement circuit with a CNOT and Hadamard gate. This circuit permits mea-
surement of which Bell state a pair of qubits is in by mapping the states to the basis of eigenstates
of σz1 and σ
z
2 .
Problem 6. Prove the following identities for the circuit shown in Fig. (4)
H1 CNOT12|B0〉 = +|ge〉 (98)
H1 CNOT12|B1〉 = +|ee〉 (99)
H1 CNOT12|B2〉 = −|gg〉 (100)
H1 CNOT12|B3〉 = −|eg〉 (101)
Once Bob has mapped the Bell states onto unique computational basis states,
he makes a separate measure of the state of each qubit thereby gaining two bits of
classical information and effectively reading the message Alice has sent. Note that
the overall sign in front of the basis states produced by the circuit is irrelevant and
not observable in the measurement process. Also note that to create Bell states in
the first place, Alice can simply run the circuit in Fig. (4) backwards.
4.2. No-Cloning Theorem Revisited
Now that we have understood the EPR paradox and communication via quantum
dense coding, we can gain some new insight into the no-cloning theorem. It turns
out that if cloning of an unknown quantum state were possible, then we could use an
entangled pair to communicate information at superluminal speeds in violation of
special relativity. Consider the following protocol. Alice and Bob share an entangled
Bell pair in state |B0〉. Alice chooses to measure her qubit in either the Z basis
or the X basis. The choice she makes defines one classical bit of information. The
result of the measurement collapses the entangled pair into a simple product state.
If Alice chooses the Z basis for her measurement, then Bob’s qubit will be either
| ↑〉 or | ↓〉. If Alice chooses to measure in the X basis, then Bob’s qubit will be
either | →〉 or | ←〉. Bob can distinguish these cases by cloning his qubit to make
many copies. If he measures a large number of copies in the Z basis and always
gets the same answer, he knows that his qubit is almost certainly in a Z eigenstate.
If even a single measurement result is different from the first, he knows his qubit
cannot be in a Z eigenstate and so must be in an X eigenstate. (Of course he could
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also measure a bunch of copies in the X basis and gain the same information.) This
superluminal communication would violate special relativity and hence cloning must
be impossible.
In fact, cloning would make it possible for Alice to transmit an unlimited num-
ber of classical bits using only a single Bell pair. Alice could choose an arbitrary
measurement axis nˆ. The specification of nˆ requires two real numbers (the polar
and azimuthal angles). It would take a very large number of bits to represent these
real numbers to some high accuracy. Now if Bob can make an enormous number of
copies of his qubit, he can divide the copies in three groups and measure the vector
spin polarization 〈~σ〉 to arbitrary accuracy. From this he knows the polarizaton
axis nˆ = ±〈~σ〉 Alice chose (up to an unknown sign since he does not know the sign
of Alice’s measurement result for nˆ · σ). Hence Bob has learned a large number of
classical bits of information. The accuracy (and hence the number of bits) is lim-
ited only by the statistical uncertainties resulting from the fact that his individual
measurement results can be random, but these can be reduced to an arbitrarily low
level with a sufficiently large number of copies of the state.
4.3. Quantum Teleportation
We noted earlier than even though it is impossible to clone an unknown quantum
state, it is possible for Alice to teleport it to Bob as long as her copy of the original
is destroyed in the process.42 Just as for quantum dense coding, teleportation pro-
tocols also take advantage of the power of ‘pre-positioned’ entangled pairs. However
unlike quantum dense coding where Alice ultimately sends her qubit to Bob, tele-
portation only requires Alice to send two classical bits to Bob. A simple protocol is
as follows: Alice creates a |B0〉 Bell state and sends one of the qubits to Bob. Alice
has in her possession an additional qubit in an unknown state
|ψ〉 = α|g〉+ β|e〉 (102)
which she wishes to transmit to Bob. Alice applies the Bell state determination
protocol illustrated in Fig. (4) to determine the joint state of the unknown qubit
and her half of the Bell pair she shares with Bob. She then transmits two classical
bits giving her measurement result to Bob. To see how Bob is able to reconstruct
the initial state, note that we can rewrite the initial state of the three qubits in the
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basis of Bell states for the two qubits that Alice will be measuring as follows
|Ψ〉 = [α|e〉+ β|g〉]|B0〉 (103)
=
1
2
|B0〉[−α|e〉 − β|g〉]
+
1
2
|B1〉[−α|e〉+ β|g〉]
+
1
2
|B2〉[−β|e〉 − α|g〉]
+
1
2
|B3〉[+β|e〉 − α|g〉] (104)
From this representation we see that when Alice tells Bob which Bell state she found,
Bob can find a local unitary operation to perform on his qubit to recover the original
unknown state (up to an irrelevant overall sign). The appropriate operations are
Alice’s Bell state Bob’s operation
|B0〉 X
|B1〉 -iY
|B2〉 I
|B3〉 Z
5. Quantum Error Correction
Now that we understand entanglement, we are in a position to tackle quantum error
correction.
To overcome the deleterious effects of electrical noise, cosmic rays and other
hazards, modern digital computers rely heavily on error correcting codes to store
and correctly retrieve vast quantities of data. Classical error correction works by
introducing extra bits which provide redundant encoding of the information. Error
correction proceeds by measuring the bits and comparing them to the redundant
information in the auxiliary bits. Another benefit of the representation of informa-
tion as discrete bits (with 0 and 1 corresponding to a voltage for example) is that
one can ignore small noise voltages. That is, V = 0.99 volts can be safely assumed
to represent 1 and not 0.
All classical (and quantum) error correction codes are based on the assumption
that the hardware is good enough that errors are rare. The goal is to make them
even rarer. For classical bits there is only one kind of error, namely the bit flip which
maps 0 to 1 or vice versa. We will assume for simplicity that there is probability
p≪ 1 that a bit flip error occurs, and that error occurrences are uncorrelated among
different bits. One of the simplest classical error correction codes to understand
involves repetition and majority rule. Suppose we have a classical bit carrying the
information we wish to protect from error and we have available two ancilla bits
(also subject to errors). The procedure consists copying the state of the first bit
into the two ancilla bits. Thus a ‘logical’ 1 is represented by three ‘physical’ bits
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in state 111, and a ‘logical’ 0 is represented by three ‘physical’ bits in state 000.
Any other physical state is an error state outside of the logical state space. Suppose
now that one of the three physical bits suffers an error. By examining the state
of each bit it is a simple matter to identify the bit which has flipped and is not in
agreement with the ‘majority.’ We then simply flip the minority bit so that it again
agrees with the majority. This procedure succeeds if the number of errors is zero
or one, but it fails if there is more than one error. Of course since we have replaced
one imperfect bit with three imperfect bits, this means that the probability of an
error occurring has increased considerably. For three bits the probability Pn of n
errors is given by
P0 = (1− p)3 (105)
P1 = 3p(1− p)2 (106)
P2 = 3p
2(1− p) (107)
P3 = p
3. (108)
Because our error correction code only fails for two or more physical bit errors the
error probability for our logical qubit is
plogical = P2 + P3 = 3p
2 − 2p3, (109)
If p < 1/2, then the error correction scheme reduces the error rate (instead of
making it worse). If for example p = 10−6, then plogical ∼ 3 × 10−12. Thus the
lower the raw error rate, the greater the improvement. Note however that even at
this low error rate, a petabyte (8× 1015 bit) storage system would have on average
24,000 errors. Futhermore, one would have to buy three petabytes of storage since
2/3 of the disk would be taken up with ancilla bits!
We are now ready to enter the remarkable and magic world of quantum error
correction. Without quantum error correction, quantum computation would be im-
possible and there is a sense in which the fact that error correction is possible is
even more amazing and counter intuitive than the fact of quantum computation
itself. Naively, it would seem that quantum error correction is completely impossi-
ble. The no-cloning theorem does not allow us to copy an unknown state of a qubit
onto ancilla qubits. Furthermore, in order to determine if an error has occurred, we
would have to make a measurement, and the back action (state collapse) from that
measurement would itself produce random unrecoverable errors.
Part of the power of a quantum computer derives from its analog character–
quantum states are described by continuous real (or complex) variables. This raises
the specter that noise and small errors will destroy the extra power of the computer
just as it does for classical analog computers. Remarkably, this is not the case! This
is because the quantum computer also has characteristics that are digital. Recall
that any measurement of the state of qubit always yields a binary result. Amazingly
this makes it possible to perform quantum error correction and keep the calculation
running even on an imperfect and noisy computer. In many ways, this discovery
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(by Shor43,44 and by Steane45,46) is even more profound and unexpected than the
discovery of efficient quantum algorithms that work on ideal computers. For an
introduction to the key concepts behind quantum error correction and fault-tolerant
quantum computation, see the reviews by Raussendorf47 and by Gottesman.48,49
It would seem obvious that quantum error correction is impossible because the
act of measurement to check if there is an error would collapse the state, destroying
any possible quantum superposition information. Remarkably however, one can
encode the information in such a way that the presence of an error can be detected
by measurement, and if the code is sufficiently sophisticated, the error can be cor-
rected, just as in classical computation. Classically, the only error that exists is the
bit flip. Quantum mechanically there are other types of errors (e.g. phase flip, en-
ergy decay, erasure channels, etc.). However codes have been developed5,43–46,48,49
(using a minimum of 5 qubits) which will correct all possible quantum errors. By
concatenating these codes to higher levels of redundancy, even small imperfections
in the error correction process itself can be corrected. Thus quantum superpositions
can in principle be made to last essentially forever even in an imperfect noisy sys-
tem. It is this remarkable insight that makes quantum computation possible. Many
other ideas have been developed to reduce error rates. Alexei Kitaev at Caltech in
particular has developed novel theoretical ideas for topologically protected qubits
which are impervious to local perturbations.50,51 The goal of realizing such topo-
logically protected logical qubits is being actively pursued for trapped ions52,53 and
superconducting qubits.54,55 Certain strongly correlated condensed matter systems
may offer the possibility of realizing non-abelian quasiparticle defects which could
also be used for topologically protected qubits. For a review of this vast field see
Das Sarma et al.56
As an entre´ to this rich field, we will consider a simplified example of one qubit
in some state α|0〉+ β|1〉 plus two ancillary qubits in state |0〉 which we would like
to use to protect the quantum information in the first qubit. As already noted, the
simplest classical error correction code simply replicates the first bit twice and then
uses majority voting to correct for (single) bit flip errors. This procedure fails in the
quantum case because the no-cloning theorem prevents replication of an unknown
qubit state. Thus there does not exist a unitary transformation which takes
[α|0〉+ β|1〉]⊗ |00〉 −→ [α|0〉+ β|1〉]⊗3. (110)
As was mentioned earlier, this is clear from the fact that the above transformation
is not linear in the amplitudes α and β and quantum mechanics is linear. One can
however perform the repetition code transformation:
[α|0〉+ β|1〉]⊗ |00〉 −→ [α|000〉+ β|111〉], (111)
since this is in fact a unitary transformation. Just as in the classical case, these
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three physical qubits form a single logical qubit. The two logical basis states are
|0〉log = |000〉
|1〉log = |111〉. (112)
The analog of the single-qubit Pauli operators for this logical qubit are readily seen
to be
Xlog = X1X2X3
Ylog = iXlogZlog
Zlog = Z1Z2Z3. (113)
We see that this encoding complicates things considerably because now to do even a
simple single logical qubit rotation we have to perform some rather non-trivial three-
qubit joint operations. It is not always easy to achieve an effective Hamiltonian that
can produce such joint operations, but this is an essential price we must pay in order
to carry out quantum error correction.
It turns out that this simple code cannot correct all possible quantum errors,
but only a single type. For specificity, let us take the error operating on our system
to be a single bit flip, either X1, X2, or X3. These three together with the identity
operator, I, constitute the set of operators that produce the four possible error
states of the system we will be able to correctly deal with. Following the formalism
developed by Daniel Gottesman,47–49 let us define two stabilizer operators
S1 = Z1Z2 (114)
S2 = Z2Z3. (115)
These have the nice property that they commute both with each other and with all
three of the logical qubit operators listed in Eq. (113). This means that they can
both be measured simultaneously and that the act of measurement does not destroy
the quantum information stored in any superposition of the two logical qubit states.
Furthermore they each commute or anticommute with the four error operators in
such a way that we can uniquely identify what error (if any) has occurred. Each of
the four possible error states (including no error) is an eigenstate of both stabilizers
with the eigenvalues listed in the table below
error S1 S2
I +1 +1
X1 −1 +1
X2 −1 −1
X3 +1 −1
Thus measurement of the two stabilizers yields two bits of classical information
(called the ‘error syndrome’) which uniquely identify which of the four possible
error states the system is in and allows the experimenter to correct the situation by
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applying the appropriate error operator, I,X1, X2, X3 to the system to cancel the
original error.
We now have our first taste of fantastic power of quantum error correction. We
have however glossed over some important details by assuming that either an error
has occurred or it hasn’t (that is, we have been assuming we are in a definite error
state). At the next level of sophistication we have to recognize that we need to be
able to handle the possibility of a quantum superposition of an error and no error.
After all, in a system described by smoothly evolving superposition amplitudes,
errors can develop continuously. Suppose for example that the correct state of the
three physical qubits is
|Ψ0〉 = α|000〉+ β|111〉, (116)
and that there is some perturbation to the Hamiltonian such that after some time
there is a small amplitude ǫ that error X2 has occurred. Then the state of the
system is
|Ψ〉 = [
√
1− |ǫ|2I + ǫX2]|Ψ0〉. (117)
(The reader may find it instructive to verify that the normalization is correct.)
What happens if we apply our error correction scheme to this state? The mea-
surement of each stabilizer will always yield a binary result, thus illustrating the
dual digital/analog nature of quantum information processing. With probability
P0 = 1 − |ǫ|2, the measurement result will be S1 = S2 = +1. In this case the
state collapses back to the original ideal one and the error is removed! Indeed, the
experimenter has no idea whether ǫ had ever even developed a non-zero value. All
she knows is that if there was an error, it is now gone. This is the essence of the
Zeno effect in quantum mechanics that repeated observation can stop dynamical
evolution. Rarely however (with probability P1 = |ǫ|2) the measurement result will
be S1 = S2 = −1 heralding the presence of an X2 error. The correction protocol
then proceeds as originally described above. Thus error correction still works for
superpositions of no error and one error. A simple extension of this argument shows
that it works for an arbitrary superposition of all four error states.
There remains however one more level of subtlety we have been ignoring. The
above discussion assumed a classical noise source modulating the Hamiltonian pa-
rameters. However in reality, a typical source of error is that one of the physical
qubits becomes entangled with its environment. We generally have no access to
the bath degrees of freedom and so for all intents and purposes, we can trace out
the bath and work with the reduced density matrix of the logical qubit. Clearly
this is generically not a pure state. How can we possibly go from an impure state
(containing the entropy of entanglement with the bath) to the desired pure (zero
entropy) state? Ordinary unitary operations on the logical qubit preserve the en-
tropy so clearly will not work. Fortunately our error correction protocol involves
applying one of four possible unitary operations conditioned on the outcome of the
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measurement of the stabilizers. The wave function collapse associated with the mea-
surement gives us just the non-unitarity we need and the error correction protocol
works even in this case. Effectively we have a Maxwell demon which uses Shan-
non information entropy (from the measurement results) to remove an equivalent
amount of von Neumann entropy from the logical qubit!
To see that the protocol still works, we generalize Eq. (117) to include the bath
|Ψ〉 = [
√
1− |ǫ|2|Ψ0,Bath0〉+ ǫX2]|Ψ0,Bath2〉. (118)
For example, the error could be caused by the second qubit having a coupling to a
bath operator O2 of the form
V2 = g X2O2, (119)
acting for a short time ǫ~/g so that
|Bath2〉 ≈ O2|Bath0〉. (120)
Notice that once the stabilizers have been measured, then either the experimenter
obtained the result S1 = S2 = +1 and the state of the system plus bath collapses
to
|Ψ〉 = |Ψ0,Bath0〉, (121)
or the experimenter obtained the result S1 = S2 = −1 and the state collapses to
|Ψ〉 = X2|Ψ0,Bath2〉. (122)
Both results yield a product state in which the logical qubit is unentangled with
the bath. Hence the algorithm can simply proceed as before and will work.
Problem 7. Compute the Shannon entropy gained by the measurement and
show that it is precisely the entanglement entropy which has been removed
from the system by the act of measurement.
Finally, there is one more twist in this plot. We have so far described a
measurement-based protocol for removing the entropy associated with errors. There
exists another route to the same goal in which purely unitary multi-qubit operations
are used to move the entropy from the logical qubit to some ancillae, and then the
ancillae are reset to the ground state to remove the entropy. The reset operation
could consist, for example, of putting the ancillae in contact with a cold bath and
allowing the qubits to spontaneously and irreversibly decay into the bath. Because
the ancillae are in a mixed state with some probability to be in the excited state
and some to be in the ground state, the bath ends up in a mixed state containing
(or not containing) photons resulting from the decay. Thus the entropy ends up in
the bath. It is important for this process to work that the bath be cold so that the
qubits always relax to the ground state and are never driven to the excited state.
We could if we wished, measure the state of the bath and determine which error (if
any) occurred, but in this protocol, no actions conditioned on the outcome of such
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a measurement are required. The first error correction circuit for superconducting
qubits57 used a minimalist version of such a non-measurement based protocol.
Quantum error correction was first realized experimentally some time ago in
NMR,58 then in trapped ions,59 quantum optics60,61 and more recently in super-
conducting qubits.57 Despite considerable progress,60–64 we have not yet achieved
the goal of a logical qubit which is effectively immortal, but we are moving closer.
6. Introduction to Circuit QED
In the last decade, there has been truly amazing experimental progress in realiz-
ing superconducting electrical circuits which operate at microwave frequencies and
which behave quantum mechanically. These circuits exhibit quantized energy levels
and can be placed in quantum superpositions of these levels. An important com-
ponent of this progress has been the realization that it is extremely useful to apply
the ideas of non-linear quantum optics to such circuits. Quantum electrodynamics
is the study of the effect of quantum fluctuations of the electromagnetic field on
electrons and atoms. Quantum fluctuation effects include spontaneous decay (by
photon emission) of excited atomic states, Lamb shifts of energy levels, etc. The
spectrum and strength of these quantum fluctuations can be modified by engineer-
ing the available electromagnetic modes by placing the system under study in a
cavity. By analogy with this ‘cavity QED’, we will here study ‘circuit QED’. In
addition to being a novel test bed for non-linear quantum optics in a completely
new regime, circuit QED represents an important architecture for implementing the
theoretical ideas about quantum information processing discussed above.
6.1. Electromagnetic Oscillators
The simplest electrical circuit to understand is the LC oscillator illustrated in
Fig. (5). Let us define the node flux variable by the time integral of the voltage65
Φ(t) ≡
∫ t
dτ V (τ). (123)
The relation V (t) = Φ˙(t) shows us (via the Faraday induction relation) that the
node flux is indeed the magnetic flux threading the inductor. The Lagrangian is
therefore
L =
1
2
CΦ˙2 − 1
2L
Φ2, (124)
In this representation, the kinetic energy term in the Lagrangian represents the
electrostatic energy stored in the capacitor and the potential energy term represents
the kinetic (magnetic) energy stored in the electron motion through the inductor.
The momentum canonically conjugate to the flux coordinate is given by
Q =
δL
δΦ˙
= CΦ˙ = CV, (125)
February 26, 2013 1:10 World Scientific Review Volume - 9.75in x 6.5in SINGAPORE˙SMG˙FOR˙ARXIV˙2013.02.23
S.M. Girvin 37
and is the charge on the capacitor. The Hamiltonian is given by
H(Q,Φ) = QΦ˙− L(Φ, Φ˙) = Q
2
2C
+
Φ2
2L
. (126)
This is the Hamiltonian of a simple harmonic oscillator with ‘mass’ C and ‘spring
constant’ 1/L. The resonance frequency is therefore Ω = 1√
LC
as expected.
L C
F
I
Q+
Q-
Fig. 5. Simple LC oscillator whose coordinate is the flux Φ and whose momentum is the charge
Q = CΦ˙ = CV .
We quantize this oscillator by elevating the coordinate and conjugate momentum
to operators obeying the canonical commutation relation
[Qˆ, Φˆ] = −i~. (127)
These operators can in turn be represented in terms of raising and lowering operators
Φˆ = ΦZPF(a+ a
†) (128)
Qˆ = −iQZPF(a− a†) (129)
where the zero-point fluctuations of the flux and charge are given by
ΦZPF ≡
√
~Z
2
(130)
QZPF ≡
√
~
2Z
(131)
and Z ≡
√
L
C is called the characteristic impedance of the resonator. Notice that if
the characteristic impedance on the order of the quantum of resistance h/e2, then
QZPF is on the order of the electron charge and ΦZPF is on the order of the flux
quantum.
To get a better feeling for the meaning of the characteristic impedance consider
the input admittance of the parallel LC resonator
Y (ω) = jωC +
1
jωL
(132)
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where we are using the electrical engineer’s convention for the square root of minus
one: j=-i. This can be rewritten
Y (ω) =
1
jZ
(
Ω
ω
)[
1−
(ω
Ω
)2]
. (133)
We see that the collective mode frequency is determined by the zero of the admit-
tance as a function of frequency and the slope with which the admittance crosses
zero determines the characteristic impedance of the resonance.
With these two quantities in hand, we have everything we need to quantize this
normal mode. The Hamiltonian (ignoring the zero-point energy) is given by the
usual expression
H = ~Ω a†a, (134)
and the physical observables Φˆ and Qˆ are given by Eq. (129). In the case of a general
‘black box’ containing an arbitrary linear (purely reactive) circuit with a single input
port, the admittance at that port will have a series of zeros corresponding to each
internal collective mode as shown in Fig. (fig:Admittance).
We should understand the raising and lowering operators as photon creation
and destruction operators. We are used to thinking of photons in free space, but
here we are in a lumped element circuit. The electric field of the photon mode lives
between the capacitor plates and the magnetic field lives in a physically separate
space inside the inductor. We are also used to seeing photons introduced only in
second-quantized notation. However it can be instructive to use an ordinary first
quantization approach to this simple harmonic oscillator. Since we have chosen the
flux Φ as the coordinate, we can easily write the ground state wave function for the
oscillator as a function of this coordinate
Ψ0(Φ) =
1√
F
e
− Φ2
4Φ2
ZPF (135)
Ψ1(Φ) =
1√
F
Φ
ΦZPF
e
− Φ2
4Φ2
ZPF (136)
(137)
where F ≡
√
2πΦ2ZPF is the normalization factor.
From this first-quantized representation we see that photon Fock states wave
functions have definite reflection parity in Φ and hence Fock states (eigenstates of
photon number) obey 〈n|Φˆ|n〉 = 0. Only a coherent superposition of different Fock
states can have a non-zero expectation value for the flux (or correspondingly, the
electric field). This is consistent with the second-quantized representation of Φˆ in
Eq. (128) which is clearly off-diagonal in photon number. Inspired by the pioneer-
ing experiments of the Paris Rydberg atom cavity QED group38,66,67 and using the
methods of circuit QED, the Schoelkopf group first mapped a coherent superposition
of qubit ground and excited states onto the corresponding coherent superposition
of the zero- and one-photon states of a cavity and then by direct measurement of
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the electric field showed that the phase of the electric field matched the phase of the
qubit superposition and that the average electric field vanished for Fock states.68
Following this achievement the Martinis group engineered remarkably complex ar-
bitrary coherent superpositions of different photon Fock states, illustrating the level
of quantum control that is enabled by the strong atom-photon coupling in circuit
QED.69,70 Very recently the Schoelkopf group taken advantage of the very strong
dispersive coupling between qubit and cavity that can be achieved in circuit QED
to generate large Schro¨dinger cat states for photons.71
The generaliation of Eq. (129) simply involves summing over all the normal
modes
Φˆ =
∑
j
Φ
(j)
ZPF(aj + a
†
j) (138)
Qˆ = −i
∑
j
Q
(j)
ZPF(aj − a†j) (139)
where
Φ
(j)
ZPF ≡
√
~Zj
2
(140)
Q
(j)
ZPF ≡
√
~
2Zj
(141)
involves the impedance Zj of the jth mode as viewed from the input port.
6.2. Superconducting Qubits
In order to go beyond the simple LC harmonic oscillator to create a qubit, we
need a non-linear element to produce anharmonicity in the spectrum. The non-
linear circuit element of choice in superconducting systems is the Josephson tunnel
junction. The first evidence that Josephson tunneling causes the Cooper pair box to
exhibit coherent superpositions of different charge states was obtained by Bouchiat
et al.72 This was followed in 1999 by the pioneering experiment of the NEC group73
demonstrating time-domain control of the quantum state of the CPB using very
rapid control pulses to modulate the offset charge.
The remarkable recent progress in creating superconducting quantum bits and
manipulating their states has been summarized in several reviews.74–82 Nearly 30
years ago Leggett discussed the fundamental issues concerning the collective degrees
of freedom in superconducting electrical circuits and the fact that they themselves
can behave quantum mechanically.83 As noted earlier, the essential collective vari-
able in a Josephson junction84 is the phase difference of the superconducting order
parameter across the junction. The first experimental observation of the quantiza-
tion of the energy levels of the phase ‘particle’ was made by Martinis, Devoret and
Clarke in 1985.85,86
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A number of different qubit designs, illustrated in Fig. (6) and Fig. (7) have
been developed around the Josephson junction including the Cooper pair box
(CPB)72,73,87–92 based on charge, the flux qubit,93–95 and the phase qubit.96,97
Devoret and co-workers have recently introduced the fluxonium qubit98,99 in which
the small Josephson junction is shunted by a very high inductance created from a
string of larger Josephson junctions. Fig. (8) shows an ‘evolutionary phylogeny’ for
these different types of qubits and Fig. (9) classifies them into a ‘periodic table’ of
the ‘elements’ according to the relative size of the Coulomb charging energy, the
Josephson energy and the energy stored in the shunt inductor.
We will will not review here the Hamiltonians of these different types of qubits
and their relative merits in terms of their sensitivity to noise perturbations but
instead focus on the Cooper pair and the so-called ‘transmon qubit’ which holds
the current records for phase coherence time.
U
JL
JC
gC
supercon- 
ducting 
island 
n `
250 Pm 
single
small Al 
JJ
‘antenna’
a) b) 
second island 
or ground 
Fig. 6. a) Cooper pair box qubit (R. Schoelkopf lab) and b) its equivalent circuit showing a
voltage source biasing the box through a coupling (‘gate’) capacitor cg. The cross denotes the
Josephson junction.
6.3. The Cooper Pair Box and the Transmon Qubit
The Cooper pair box (CPB)65 is topologically distinct from the other designs shown
in Fig. (7) in that it has no wire closing the loop around the junction. It consists very
simply of a small antenna whose two halves are connected by a Josephson junction.
The Hamiltonian will be described below. Because the two sides of the junction
are not shunted by an inductor, the number of Cooper pairs transferred through
the junction is a well-defined integer. The integer charge implies the conjugate
phase is compact; that is, in the phase representation, the system obeys periodic
boundary conditions. This implies that charge-based qubits are sensitive to stray
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a) b)g)biasI g) g)c)
Fig. 7. Inductively shunted qubits. a) Phase qubit with a transformer flux bias circuit driven
by current Ibias. Josephson junction is indicated by box with cross. b) Fluxonium qubit. The
shunt inductor has been replaced by an array of a large number of Josephson junctions. The
array junctions are chosen to have a sufficiently large ratio of Josephson energy EJ to charging
energy EC that phase slips can be neglected and the array is a good approximation to a very large
inductor. Flux bias circuit not shown. c) Flux qubit consisting of a superconducting loop with
three Josephson junctions. Flux bias circuit not shown.
RF-SQUID COOPER-PAIR-BOX 
PHASE 
QUBIT 
FLUX 
QUBIT 
QUANTRONIUM 
QUBIT 
TRANSMON 
QUBIT 
FLUXONIUM 
QUBIT 
Superconducting Qubit  
Evolutionary Phylogeny 
Fig. 8. Evolutionary phylogeny of superconducting qubits. (Courtesy M. Devoret.)
electric field noise, but that this can be overcome by putting the Cooper pair box
in the ‘transmon’ regime where the Josephson tunneling energy dominates over the
Coulomb charging energy.91,100
The Lagrangian for the Cooper pair box qubit is similar to that of the LC
oscillator studied above except that unlike the inductor, the energy stored in the
Josephson junction is not quadratic in the flux but rather periodic
L =
1
2
CΣΦ˙
2 + EJ cosϕ, (142)
where CΣ = Cgeom + CJ is the sum of the geometric capacitance of the antenna
plus the Josephson tunnel junction capacitance, and ϕ is the phase difference of the
superconducting order parameter across the Josephson junction and is related to
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in potential
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relative to phase 
fluctuations
Fig. 9. ‘Periodic Table’ of superconducting qubits. EJ is the tunneling Josephson energy, 4EC
is the energy cost to charge the junction with one Cooper pair, and EL/2 is the energy cost to
‘charge’ the shunt inductor with one flux quantum. (Courtesy M. Devoret.)
the usual flux variable by
ϕ = 2π
Φ
Φ0
=
2e
~
Φ, (143)
and Φ0 is the superconducting flux quantum. Because there is no shunting inductor,
the physical state of the Josephson junction is invariant under shifts of the phase of
the order parameter by 2π. Hence ϕ is an angular variable and the wave function
obeys periodic boundary conditions. It is convenient to work with ϕ rather than Φ
and so we write
L =
~
2
8e2
CΣϕ˙
2 + EJ cosϕ. (144)
This is the Lagrangian of a quantum rotor in a gravitational field, where EJ plays
the role of the strength of the gravitational field and CΣ plays the role of the moment
of inertia of the rotor. The angular momentum conjugate to the angle ϕ is
n =
δL
δϕ˙
=
~
2
4e2
CΣϕ˙, (145)
and the quantum Hamiltonian for the rotor may be written
H = 4EC[nˆ− ng]2 − EJ cos ϕˆ, (146)
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and EC ≡ e22CΣ is the charging energy of a single electron (half a Cooper pair)
stored on the total capacitance. nˆ ≡ −i ∂∂ϕ is the integer-valued angular momen-
tum conjugate to the angle ϕ and is the operator representing the integer number
of Cooper pairs that have tunneled through the Josephson junction relative to the
equilibrium classical charge state. Note that we have included in the Hamiltonian
the so-called offset charge ng which represents external bias voltage as shown in
Fig. (6). In addition to any intentionally applied external bias, ng can also contain
random fluctuations due to stray charges jumping around in the underlying sub-
strate or the Josephson junction barrier. It turns out that in the limit EJ ≫ EC
the low frequency noise in the offset charge can be neglected91,100 resulting in very
long coherence times for the transmon qubit and so we will henceforth neglect this
term.
In the limit EJ ≫ EC, the ‘gravitational’ force is very strong and the ‘moment
of inertia’ is very large so the phase angle undergoes only very small quantum
fluctuations around zero. In this limit one can safely expand the cosine in a power
series when studying the low-lying excitations91
H = H0 + V, (147)
H0 = 4ECnˆ
2 +
EJ
2
ϕˆ2, (148)
V = EJ[− 1
4!
ϕˆ4 +
1
6!
ϕˆ6 + . . .] (149)
We see thatH0 is the Hamiltonian of a simple LC harmonic oscillator with frequency
~Ω =
√
8EJEC and with the leading order effect of the Josephson junction being
to play the role of a (relatively large) linear inductor whose energy is quadratic in
the phase (flux) across it. In the limit EJ ≫ EC we are effectively ignoring the fact
that ϕ is an angular variable and taking the harmonic oscillator coordinate ϕ to be
non-compact and imposing vanishing boundary conditions at infinity on the wave
functions. It is this assumption which makes conjugate momentum nˆ continuous
rather than integer-valued and also allows us to neglect the offset charge term.91
Essentially the large charge fluctuations associated with the small phase fluctuations
wash out the discreteness of the charge.
In terms of second quantization, we have
ϕˆ = ϕZPF[b+ b
†] (150)
with ϕZPF =
~Ω
2EJ
. The Hamiltonian becomes
H0 = ~Ωb
†b (151)
V = −α
2
(b+ b†)4 + . . . ≈ −αb†b− α
2
b†b†bb (152)
where we have made the rotating wave approximation in the last term of V . The
anharmonicity is given by91
α ≈ EC (153)
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and the first term in V leads to a small renormalization of the bare transition
frequency
~Ω˜ ≈ ~Ω− EC (154)
The perturbation term V represents the fact that the Josephson energy is not
simply quadratic in flux as in a linear inductor. We are effectively dealing with a
non-linear inductor which causes the system to have the anharmonic spectrum we
need to use it as a qubit. The transition frequency from ground to first excited
state is ~Ω01 = ~Ω˜ while the next transition in the ladder is ~Ω12 = ~Ω01 − EC.
In a typical transmon qubit91,100 with EJ/EC ∼ 50 − 100, this corresponds to a
∼ 3−5% negative anharmonicity of ∼ 200MHz. This anharmonicity is large enough
that smooth microwave pulses with durations on the scale of a few nanoseconds will
be sufficiently frequency selective that leakage into higher levels of the transmon
can be neglected and we can treat it as a two-level qubit.
6.4. Circuit QED: Qubits Coupled to Resonators
We have seen that the presence of the Josephson junction causes the transmon to
become a weakly anharmonic oscillator. If we couple this qubit to a lumped element
LC resonator, a coplanar waveguide resonator or a 3D cavity, we will have a system
analogous to that studied in cavity QED. In this ‘circuit QED’ setup the coupling
to the microwave mode(s) of the resonator can be very strong. Focusing on the case
where only a single mode of the resonator is important and assuming that the qubit
does not strongly perturb the resonator mode, our Hamiltonian becomes
H = ~Ω˜b†b− α
2
b†b†bb+ ~ωra†a+ ~g[a†b+ ab†], (155)
where g represents the transition dipole coupling strength between the qubit and the
resonator. We have noted that the transmon anharmonicity is weak. If despite this,
the coupling to the cavity mode is sufficiently weak relative to the anharmonicity,
g ≪ α, then we can limit our Hilbert space to the ground and first excited states
of the qubit and treat it as a two-level system by making the substitutions
b†b −→ 1 + σ
z
2
(156)
b −→ σ− (157)
b† −→ σ+ (158)
which leads us (up to irrelevant constants and making a rotating wave approxima-
tion) to the standard Jaynes-Cummings Hamiltonian of cavity QED38
H = ~ωra
†a+
~Ω˜
2
σz + ~g[aσ+ + a†σ−]. (159)
In the dispersive limit where the qubit is detuned by a distance ∆ ≫ g from
the cavity, applying a unitary transformation which diagonalizes the Hamiltonian
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to lowest order in g yields the dispersive Hamiltonian38,101
H = ~ωra
†a+
~Ω˜
2
σz + ~χa†aσz. (160)
where the dispersive coupling is given by χ = −g2/∆. We see that the dispersive
coupling causes the frequency of the qubit to depend on the photon occupation of the
cavity102,103 and the frequency of the cavity to depend on the state of the qubit.101
Thus this term permits QND readout of the state of the qubit by measuring the
cavity frequency (e.g. by measuring the phase shift of photons reflected from the
cavity) or QND readout of the state of cavity by measurement of the transition
frequency of the qubit.103
In practice the coupling g ∼ 100 − 200MHz is typically sufficiently strong and
the qubit anharmonicity is sufficiently small that the above derivation (in which
the two-level qubit approximation is made first) is not quantitatively accurate. In
addition the approximation that the cavity mode is not distorted by the presence
of the qubit is often inaccuracte. Nigg et al.104 have developed a much more
careful treatment which does not treat the qubit cavity coupling perturbatively and
explicitly takes advantage of the weak anharmonicity of the qubit(s). This so-called
‘Black Box Quantization’ (BBQ) scheme uses a commercial large-scale numerical
finite-element Maxwell equation solver to (‘exactly’) solve for the normal modes of
the linear system consisting of the cavity strongly coupled to the qubit (treated as
a simple harmonic oscillator by replacing the Josephson cosine term by its leading
quadratic approximation). The normal modes computed this way can be arbitrarily
distorted by strong coupling between the (multiple) cavity modes and the qubit and
thus form a highly efficient basis in which to express the weak anharmonic term in
the Josephson Hamiltonian. The harmonic Hamiltonian for the system treats the
qubit and the cavity modes all on an equal footing and is given by
H0 =
∑
j
~ωja
†
jaj, (161)
where the frequencies of the normal modes are determined by the locations of the
numerically computed of the zeros of the admittance Y (ω) at a port across the
Josephson inductance.
The Josephson phase variable ϕ (or equivalently the flux at a network port de-
fined across the Josephson inductance) can (by analogy with Eq. (138)) be precisely
expressed in terms of the jth normal mode operators as
ϕˆ =
∑
j
ϕ
(j)
ZPF[a
†
j + aj ]. (162)
Because the quadratic term in the expansion of the cosine has already been included
in the harmonic part of the Hamiltonian, the next leading term is
V = −EJ
4!
ϕˆ4 = −EJ
4!


∑
j
ϕ
(j)
ZPF[a
†
j + aj ]


4
. (163)
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Normal ordering and making rotating wave approximations (RWA) leads to correc-
tions to normal mode frequencies analogous to Eq. (154). In addition every mode
develops some anharmonicity (self-Kerr) inherited from the Josephson junction.
The most anharmonic mode can be identified as ‘the qubit’ and the remainder as
‘cavity modes.’ In addition to self-Kerr terms, there will be cross-Kerr terms in
which the frequency of a given mode depends on the occupation numbers of other
modes. The general form of the non-linear Hamiltonian within the RWA is
V =
∑
j
δωj nˆj +
1
2
∑
j,k
χjknˆj nˆk (164)
where nˆj = a
†
jaj is the occupation number operator for the jth mode. At this point
it is now generally safe and accurate to map the most anharmonic component (aka
the qubit) onto a spin-1/2 as done above. The procedure outlined here is much more
accurate than making the two-level approximation first and treating the coupling to
the cavity perturbatively, especially in the case where the anharmonicity is weak and
the coupling g is strong. It should not be forgotten that there may be contributions
from the sixth and higher-order terms in the expansion of the cosine potential which
have been neglected here.
One of the remarkable aspects of circuit QED is that it is easy to reach the
strong-dispersive limit where some elements of the χ matrix are ∼ 101 − 103 times
larger than the line widths of both the qubit and the cavity. This makes it possible
for example to create photon cat states using the self-Kerr non-linearity which the
cavity inherits from the qubit.71 This strong dispersive coupling also opens up a
new toolbox for mapping qubit states onto cavity cat states105 and possibly even
for autonomous error correction using cavity states as memories.106 It is also worth
noting from the form of the cross-Kerr Hamiltonian that both qubits and cavities
can be readily dephased by stray photons hopping into and out of higher cavity
modes that would otherwise be considered irrelevant. Hence very careful filtering
to remove these stray photons is important.
7. Summary
These notes have attempted to convey some of the basic concepts in quantum
information as well as provide a basic introduction to circuit QED. A much more
detailed review of circuit QED is presented in the author’s lecture notes in the
Proceedings of the 2011 Les Houches Summer School on Quantum Machines.2
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