Currently, much experimental effort is being invested in the engineering of phytochromes, a large superfamily of photoreceptor proteins, into fluorescent proteins suitable for bioimaging in the near-infrared regime. In this work, we gain insight into the potential of computational methods to contribute to this development by investigating how well representative quantum chemical methods reproduce recently recorded red-light absorption and emission maxima of synthetic derivatives of the bilin chromophores of phytochromes. Focusing on the performance of time-dependent density functional theory but using also the ab initio CIS(D), CC2 and CASPT2 methods, we explore how various methodological considerations influence computed spectra and find, somewhat surprisingly, that density functionals lacking exact exchange reproduce the experimental measurements with smaller errors than functionals that include exact exchange. Thus, for the important class of chromophores that bilins constitute, the widely established trend that hybrid functionals give more accurate excitation energies than pure functionals does not apply. 
Introduction
The use of genetically encodable fluorescent proteins as molecular imaging tools in biology remains a rapidly evolving field where the paradigm-shifting green fluorescent protein (GFP) from jellyfish [1, 2] has now been accompanied by systems that emit light in most regions of the visible spectrum [3, 4] . To expand the range of possible applications of these tools, however, one area of particular current interest is the engineering of fluorescent proteins with absorption and emission maxima in the nearinfrared window between 650 and 900 nm [5] , which is not easily attained by GFP-like proteins [4] . At such wavelengths, mammalian tissue is more transparent [6] and therefore better amenable to the monitoring of processes like tumor growth and metastasis [7] . Along those lines, a number of near-infrared fluorescent proteins [8−10] have recently been engineered not from GFP-like proteins, but from phytochromes [11] that constitute a large superfamily [12] of red and far-red-absorbing photoreceptor proteins that bind a linear tetrapyrrole (bilin) chromophore. Indeed, using bacteriophytochromes as templates, which is advantageous in that the biliverdin IXα (BV) chromophore of bacteriophytochromes occurs naturally in mammalian tissue, fluorescent proteins with absorption and emission maxima in the 684−701 and 708−719 nm ranges have been reported [8−10] .
As demonstrated by previous studies [13−15] , computational methods can contribute to the design of fluorescent proteins in a number of different ways, such as help identifying factors that influence key properties [3, 4] like absorption and emission wavelengths, extinction coefficients, fluorescence quantum yields, brightness (fluorescence quantum yield × extinction coefficient) and photostabilities. For example, in order for phytochrome-derived fluorescent proteins to find widespread use as imaging tools, an understanding is needed of how the <0.10 fluorescence quantum yields of the aforementioned systems engineered from bacteriophytochromes [8−10] can be improved.
The relatively low fluorescence quantum yields of these systems reflect that phytochromes, being photoreceptor proteins that switch between inactive red-absorbing (Pr) and active far-red-absorbing (Pfr) forms [16, 17] , have evolved [18] to rather maximize their quantum yields for the chromophore photoisomerization that triggers the conversion of Pr into Pfr [19−24] .
In this work, we take advantage of current advances in synthetic bilin chemistry [25] and present a theoretical study that provides valuable insight into the applicability of computational methods in the development of improved fluorescent proteins based on phytochromes. Specifically, we present a systematic investigation of how well different density functional theory (DFT) and ab initio quantum chemical methods reproduce the unique set of experimental absorption and emission maxima of free bilin chromophores in solution recently recorded by Zienicke et al. [25] . These authors were able to overcome the difficulty in measuring the weak fluorescence of bilins [26] by synthesizing sterically locked chromophores in which the competing photoisomerization of the C15=C16 bond is hindered (see Fig. 1 ).
Although a few quantum chemical studies of the UV-vis spectroscopy of bilin chromophores have previously been reported [27−30] , in the (at the time) absence of experimental fluorescence data these mostly focused on absorption features, and also did not extensively compare the performance of different methods. Thus, the present study helps filling an important gap in the existing literature. Furthermore, whereas the previous calculations used experimental spectra of chromophore-protein complexes as reference data [27, 29, 30] , this work uses spectra devoid of any influence from the protein, which allows for a more direct assessment of the quantum chemical accuracy.
Besides being relevant for the further development of phytochrome-derived fluorescent proteins [8−10] , the results of this investigation will also be valuable for computational studies addressing photochemical problems in phytochrome research in their own right, of which deciphering the chromophore photoisomerization mechanism is of particular interest [31−35] .
Finally, it should be emphasized that this study is not concerned with reporting calculations for assessing the applicability of excited-state quantum chemical methods to as wide a range of molecules as possible. Rather, we have chosen to focus on a single class of molecules of broad chemical interest, and to invest all computational efforts in exploring, quite comprehensively, how various methodological considerations influence computed absorption and emission maxima of these particular compounds alone. As such, our work is similar in scope to recent quantum chemical benchmark investigations focusing exclusively on the chromophore of GFP [36, 37] , the original tool for molecular imaging in biology. Given the potential of phytochrome-derived systems to enable new applications of fluorescent proteins and the positive implications that the reported data will have for basic phytochrome research, conducting a study along those lines seems worthwhile.
Computational details
In the experimental reference study [25] , five different locked bilin chromophores with either one (between rings C and D) or two (between both rings C and D and rings A and B) cyclic locks were considered. Furthermore, the absorption and fluorescence measurements were done at both pH = 1 and pH = 7.8 [25] . However, in order to avoid any ambiguity as to the protonation states of the chromophores, this work focuses exclusively on the pH = 1 measurements, which pertain to fully protonated species with net charges of +1. This is also the protonation state in Pr and Pfr phytochromes [38, 39] .
For the locked bilin denoted 15Ea, the difference between the absorption and excitation maxima at pH = 1 is quite large, 0.11 eV [25] . For this reason, this compound was not included in the present calculations. For the other four bilins denoted 5Za15Ea, 5Ea15Ea, 5Zs15Za and 15Za, the absorption and excitation maxima deviate no more than 0.01 eV from each other. These molecules are shown in Fig. 2 and are the ones studied in this work, except that hydrogen atoms were used in place of the C8 and C12 propionic carboxyl groups. In earlier computational studies, these substitutions have been shown to have a minor influence on both the electronic and geometric features of bilin chromophores [33, 40] . Importantly, Fig. 2 displays the chromophores in the actual stereoisomeric forms considered in the calculations, with methine bridges between rings not subjected to a cyclic lock throughout adopting a Zs geometry. This choice is motivated by the experimental observation that ordinary bilins prefer a closed ZsZsZs conformation in solution [16] . Furthermore, although the unlocked BC bridge of 5Za15Ea, 5Ea15Ea, 5Zs15Za allows these chromophores to adopt four different conformations (Zs, Za, Es and Ea) with respect to the BC bridge, and the unlocked AB and BC bridges of 15Za similarly give rise to 16 possible conformations, a previous theoretical study has confirmed that a solution environment favors the stereoisomers shown in Fig. 2 over the alternative ones [41] . This was found to hold true for both cationic and neutral chromophore species [41] , suggesting that the preference of ordinary bilins to adopt a closed conformation in solution [16] extends also to the acidic aqueous solution [25] that this work pertains to. Overall, then, we have not felt the need to explore the conformational preference of the present chromophores by means of, e.g., classical molecular dynamics simulations, which would require a suitable set of non-standard force-field parameters to be derived.
Ground (S 0 ) and excited-state (S 1 , the lowest excited singlet state from which the fluorescence occurs and which dominates the red-absorbing Q band) geometries of the chromophores were first optimized with the B3LYP hybrid density functional in combination with the SVP basis set, using a time-dependent DFT (TD-DFT) formalism [42−44] for the excited-state optimizations. Both sets of geometries were optimized both in the gas phase and with the integral equation formulation of the polarizable continuum model (PCM) [45] to describe solvent effects [25] . To roughly assess whether the use of an implicit-solvation model of this type is appropriate, the PCM optimizations were for some of the chromphores (5Za15Ea, 5Zs15Za and 15Za) also done in the presence of a few explicit water molecules, as shown in Fig. 3 . To explore basis-set effects on the resulting structures, in turn, the gas-phase optimizations were also carried out with three alternative basis sets (all of which are larger than SVP): TZVP, cc-pVDZ and aug-ccpVDZ.
With optimized ground and excited-state structures in hand, obtained in different environments and with different basis sets, absorption and emission maxima were first calculated using TD-DFT at the B3LYP-PCM/cc-pVDZ level of theory. The absorption maxima were computed as vertical S 0 → S 1 excitation energies on ground-state geometries, and the emission maxima as vertical S 1 → S 0 emission energies on excitedstate geometries. For both absorption and emission, solvent effects on the TD-DFT energies were included by means of a state-specific (SS) PCM approach [46, 47] , which for a polar solvent like water is expected to be more accurate than using the conventional linear response (LR) approach [48] . For the sake of comparison, however, absorption maxima were also computed with LR solvation. While the calculation of absorption maxima were done in the non-equilibrium (NEQ) regime where it is assumed that only the solvent electronic ("fast") degrees of freedom have time to respond to the change in chromophore electron density upon excitation, the calculation of emission maxima were performed in the equilibrium (EQ) regime where also the solvent nuclear ("slow") degrees of freedom are equilibrated. This approach accounts for the fact that the geometric excited-state relaxation preceding the emission is a slower process than the initial excitation.
From an analysis that we will return to below of how the environment (gas phase, PCM, or PCM + explicit water molecules) and choice of basis set (SVP, TZVP, ccpVDZ, or aug-cc-pVDZ) for the B3LYP geometry optimizations affect the absorption and emission maxima resulting from the singlepoint calculations just described, the PCM geometries optimized without explicit water molecules and the SVP basis set were then used to obtain further estimates of the spectroscopic parameters by carrying out additional TD-DFT-PCM singlepoint calculations with a set of complimentary density functionals. This set included both a variety of standard functionals based on the generalized gradient approximation (GGA) and functionals [49−52] applicable also in the event that the excited states in question exhibit charge-transfer character, which pose a considerable challenge for standard functionals [43, 53] : BP86, BLYP, PBE (GGAs), τ-HCTH (a meta-GGA), BHHLYP, PBE0 (hybrid GGAs), M06-2X, M06-HF (hybrid meta-GGAs), LC-BLYP, LC-ωPBE, CAM-B3LYP and ωB97X-D (long-range-corrected hybrid GGAs). These calculations were done with three different basis sets: cc-pVDZ, cc-pVTZ and 6-31+G(d,p).
Since the B3LYP/SVP excited-state geometry optimization of the 5Ea15Ea chromophore with PCM failed to converge because of root flipping, the emission maximum of this system was instead estimated by performing calculations at the B3LYP/SVP excited-state geometry optimized in the gas phase, and adding to the resulting energies a correction term to account for the error so introduced. Motivated by the observation in Table 1 (see below) that the PCM-induced spectral shift is of similar magnitude for absorption and emission, the correction term was assigned a value (+0.06 eV) equaling the shift in absorption caused by the PCM-induced change in ground-state geometry of the 5Ea15Ea chromophore.
Although we believe that the favorable cost-performance ratio of TD-DFT is likely to render it the preferred choice of methodology for future computational studies along the lines outlined in the introduction, it is clearly also of interest to assess the performance of alternative excited-state methods that rather include electron correlation effects in an ab initio fashion. To this end, absorption and emission maxima were also computed using on the one hand configuration interaction singles (CIS) with perturbation-theory treatment of doubles corrections (CIS(D)) [54] and approximate coupled-cluster singles and doubles (CC2) [55] , which are among the least costly of such methods, and on the other complete active space second-order perturbation theory (CASPT2) [56] , which also includes static correlation and is widely regarded as one of the most accurate approaches in the field. These calculations were carried out with the ccpVDZ basis set.
The CASPT2 calculations were done in a state-specific fashion on top of two-root (S 0 ,S 1 ) state-average CASSCF wavefunctions, with active spaces comprising 14 electrons distributed over 14 π-orbitals (14e/14o), and with a real level shift of 0.2 Hartree. The corresponding oscillator strengths were computed from CASSCF wavefunctions using the CASSCF state interaction method [57] . Ideally, CASSCF-based treatment of conjugated molecules should include the full π-system in the active space. However, since this is not feasible for the present chromophores, the active space was for each molecule reduced to a more manageable 14e/14o by, following the guidelines of Veryazov et al. [58] , selecting the π-orbitals that a preceding Hartree-Fock calculation placed closest in energy to the highest occupied and lowest unoccupied π-orbitals.
Up until this point, all spectroscopic parameters had been calculated based on B3LYP-derived geometries. To explore how this (standard) choice of method for geometry optimization influences the results, the absorption and emission maxima of the 5Za15Ea chromophore were also calculated based on ground and excited-state geometries optimized with the full range of density functionals used for singlepoint calculations, as specified above.
All calculations were done with the GAUSSIAN 09 [59] , TURBOMOLE 6.3 [60, 61] and MOLCAS 7.8 [62−64] programs. TURBOMOLE 6.3 was used for geometry optimizations with the TZVP, cc-pVDZ and aug-cc-pVDZ basis sets, and for CIS(D) and CC2 calculations with the RICC2 module [65] . MOLCAS 7.8 was used for CASPT2 calculations. GAUSSIAN 09 was used for all other calculations.
Results and discussion

Influence on spectroscopic parameters: Molecular geometries in different environments
In this section, we will briefly outline some results that guided the execution of the calculations to be presented in the subsequent sections, particularly with respect to choosing the environment in which the molecular geometries are most appropriately optimized. Since the aim is more to illustrate how this choice affects the computed transition energies than to validate a specific choice in terms of its accuracy, no comparison will be made with experimental data in this section.
First, we consider the B3LYP-PCM/cc-pVDZ absorption and emission maxima of the locked bilin chromophores given in Table 1 , which were obtained using B3LYP/SVP geometries optimized in three different environments: in the gas phase, with PCM, and with PCM and explicit water molecules. Accordingly, it can be seen that gas-phase geometries yield absorption maxima whose deviations from the absorption maxima based on PCM geometries range from 0.04 eV (the 5Zs15Za chromophore) to a more substantial 0.13 eV (15Za), and that the corresponding differences with respect to emission maxima reach an even greater magnitude of 0.17 eV (15Za). As for also including a few water molecules in the geometry optimizations, the resulting absorption and emission maxima lie consistently within 0.02 eV from those obtained with the "PCM-only" geometries. Based on these findings, it was decided to use geometries optimized with PCM (but without water molecules) for all subsequent calculations. The differences in gas-phase and PCM bond lengths are highlighted in Table S1 Second, we turn to the B3LYP-PCM/cc-pVDZ absorption and emission maxima given in Tables S2 and S3 of the SD, which were calculated on B3LYP geometries reoptimized with larger basis sets than SVP. For the sake of computational efficiency, these optimizations were performed in the gas-phase, thus assuming transferability of the observed basis-set effects to the solution environment. From the calculations, it is found that none of the ways to improve the basis set − changing from double-ζ to triple-ζ quality (TZVP), using a correlation-consistent scheme (cc-pVDZ), or including diffuse functions (aug-cc-pVDZ) − changes the geometries to such an extent that the computed transition energies are notably affected. Indeed, for all chromophores the absorption and emission maxima vary no more than 0.02−0.07 eV with the choice of basis set for the geometry optimizations. Based on these results, all subsequent calculations were carried out using geometries optimized with the SVP basis set.
Influence on spectroscopic parameters: TD-DFT calculations with different functionals
The Q-band absorption and emission maxima computed with TD-DFT are summarized in Tables 2 (5Za15Ea and 5Ea15Ea ) and 3 (5Zs15Za and 15Za). While these calculations were done with the double-ζ cc-pVDZ basis set, the results from complementary calculations with alternative basis sets are given in Tables S4, S5 and S6 of the SD. For all methods, cc-pVDZ yields spectroscopic parameters in close agreement (<0.02 eV) with those obtained with the alternative basis sets. For this reason, we will here focus exclusively on the cc-pVDZ data.
Before discussing these results, however, it should be noted that the procedure to estimate absorption maxima as vertical S 0 → S 1 excitation energies (and hence emission maxima as vertical S 1 → S 0 emission energies) was, in a number of cases, validated by also computing the full UV-vis spectra by convoluting several tens of transitions with Gaussian functions of fixed full width at half maximum (set to the standard value of 0.5 eV [66] ). Thereby, in support of the current procedure, the differences between the Gaussian-convoluted Q-band absorption maxima and the corresponding S 0 → S 1 excitation energies were found to be very small (<0.02 eV).
Focusing initially on the calculations with solvent effects included in a SS fashion [46, 47] , using NEQ solvation for absorption and EQ solvation for emission, it is notable from Tables 2 and 3 that all density functionals give results that, without exception, are blue-shifted relative to the experimental absorption and emission maxima [25] . Overall, for all four chromophores the closest agreement with these values is achieved by the pure GGAs (BP86, BLYP, PBE and τ-HCTH), which deviate by ∼0.15 eV. Among the exactexchange-containing hybrid functionals, the best performers are those that include the smallest fractions of exact exchange − B3LYP (20%) and PBE0 (25%) − which reproduce absorption maxima with an accuracy of ∼0.3 eV and emission maxima with an accuracy of ∼0.2 eV (note that experimental emission maxima are not available for the 5Zs15Za and 15Za chromophores).
Comparing hybrids belonging to the same family of functionals, B3LYP is 0.09−0.18 eV more accurate than BHHLYP (50%), and M06-2X (54%) is 0.02−0.08 eV more accurate than M06-HF (100%). That hybrid functionals tend to overestimate the energies of singlet excited states of organic molecules, and increasingly so with the amount of exact exchange, has been established in one of the most extensive TD-DFT benchmark studies reported to date [67] . However, while the present results are consistent with this finding, the better accuracy here achieved by the pure GGAs than by B3LYP and PBE0 contrasts with the average performances documented in that study. Indeed, among the plethora of functionals considered, it was found that the best performance is shown by hybrids containing around 20% of exact exchange, and that pure GGAs typically red-shift excitation energies by ∼0.3 eV [67] . Thus, the surprising finding that, for the present systems, pure GGAs come closest to experimental data appears to be due to cancellation of errors. At the same time, although there are many potential sources for such an effect, further calculations to be discussed below seem to indicate that two of the more straightforwardly implicated ones − molecular geometries and treatment of solvent effects − are not at play here.
Continuing with the long-range-corrected hybrids (LC-BLYP, LC-ωPBE, CAM-B3LYP and ωB97X-D), which differ from the "global" hybrids by using a growing fraction of exact exchange as the interelectronic distance increases [49, 50, 52] , these blueshift the absorption and emission maxima by ∼0.4−0.5 and ∼0.3 eV, respectively. That the long-range-corrected hybrids for these particular systems are less accurate than the best-performing global hybrids may be testament to the character of the S 1 states, them being singly excited HOMO → LUMO ππ* valence states with similar charge distributions between the pyrrole rings as the corresponding ground states. For such states, there is no need to increase the amount of exact exchange at large interelectronic distances, as is the case for charge-transfer states [43] . Data illustrating the singleexcitation HOMO → LUMO character of the S 1 states are provided in Tables S7, S8 and S9 of the SD.
Besides accuracy in computed absorption and emission maxima, it is also informative to evaluate how well the various functionals reproduce the difference between these two observables − the Stokes shift. Experimentally, the Q bands of the 5Za15Ea and 5Ea15Ea chromophores exhibit small Stokes shifts in the 0.04−0.07 eV range [25] . From Table 2 , it can be seen that also for the Stokes shifts are the best performers the pure GGAs (Stokes shifts in the 0.07−0.10 eV range), followed by B3LYP and PBE0 in one range (0.12−0.16 eV), and the remaining hybrids and long-rangecorrected hybrids in another (0.18−0.25 eV). Despite their overall inferiority to B3LYP and PBE0 for TD-DFT applications [67] , these results lend further credence to the use of pure GGAs for computational studies of bilin chromophores. Of course, the close numerical agreement with the experimental Stokes shifts shown by the pure GGAs is largely a consequence of a fortuitous cancellation of errors. For all four chromophores, the variation in the computed Stokes shifts reflects that the absorption maxima are more sensitive to the choice of functional than the emission maxima. Indeed, as detailed in Tables 2 and 3 , the corresponding standard deviations amount to 0.13−0.15 (SS NEQ absorption maxima) and 0.08−0.09 eV (SS EQ emission maxima).
To investigate whether the tendency of the calculations to overestimate the Stokes shifts is mostly due to the intrinsic performance of the methods, or if the dielectric-continuum description of the solvent is a contributing factor, the absorption and emission maxima of the 5Za15Ea and 5Ea15Ea chromophores were also computed in the gas phase, but with all other technical details unaltered. Thereby, it was found that the Stokes shifts resulting from these calculations (not shown) fall in ranges similar to the aforementioned, PCM-derived Stokes shifts: 0.05−0.08 (pure GGAs), 0.09−0.13 (B3LYP and PBE0) and 0.14−0.21 eV (other hybrids and long-range-corrected hybrids). Hence, the overestimation of the Stokes shifts seems to be mostly of quantum chemical origin.
Another valuable piece of information on the performance of TD-DFT for bilin chromophores can be obtained by analyzing how well the calculations reproduce the experimental differences in absorption maximum between the molecules, which is done in Table S10 of the SD. In part, these differences can be explained by the number of conjugated double bonds in the respective molecule, which is 11 for 5Za15Ea and 5Ea15Ea, and 12 for 5Zs15Za and 15Za. Consequently, the latter molecules absorb at longer wavelengths, and the ability of computational methods to accurately quantify such shifts is a particularly pertinent test of their potential to contribute to the design of phytochrome-derived fluorescent proteins. Continuing to focus on the calculations with solvent effects included in a SS fashion [46, 47] , Table S10 shows that all density functionals reproduce correctly the trend whereby the absorption of the 15Za, 5Za15Ea and 5Ea15Ea chromophores is incrementally blue-shifted relative to that of the longestwavelength-absorbing 5Zs15Za reference species. Furthermore, even quantitatively, all methods perform well, yielding shifts of 0.01−0.03 (15Za), 0.11−0.13 (5Za15Ea) and 0.13−0.16 eV (5Ea15Ea) that closely match the corresponding experimental shifts of 0.07, 0.13 and 0.17 eV, respectively [25] .
Up until this point, the discussion has been concerned with calculations where solvent effects on the TD-DFT energies are included by means of a SS approach. For a polar solvent like water, this is expected to be more accurate than using the conventional LR approach [46, 47] . In this light, it is interesting to note from Tables 2 and 3 that the two schemes give quite different estimates of the absorption maxima of the locked bilin chromophores. In fact, for each chromophore and for every density functional, the LR value is red-shifted relative to the SS value by 0.14−0.20 eV. Accordingly, for these particular systems, the best agreement with experimental data is actually achieved by the been interesting to further compare the two schemes by testing how well the LR approach performs also for emission maxima, this option was not pursued, partly because the experimental reference values are fewer for emission than for absorption, and partly because the main focus of our study is to assess the relative merits of different excitedstate methods. Since there seems to be no reason to believe that the "better" performance of the LR approach for absorption maxima rests on physically motivated grounds [46, 47] , we will, unless otherwise noted, continue to focus the discussion on calculations performed with SS solvation.
Influence on spectroscopic parameters: Ab initio calculations
The ab initio calculations are summarized in Table 4 . As expected, CIS blue-shifts the spectroscopic parameters; absorption maxima by ∼0.8−0.9 eV and emission maxima by As for the CASPT2 results, it is notable that these are further from the experimental values than the CIS(D) and CC2 results, especially in light of the many examples in the literature where CASPT2 performs very well for conjugated molecules [68] and the fact that none of the typical pitfalls − such as the intruder state problem [69] and improper mixing of valence and Rydberg excited states [70] − manifested itself in the calculations. Despite the absence of such effects, the necessity to employ a suboptimal (here 14e/14o) active space and the choice to use the cc-pVDZ basis set (rather than an extended basis set that would better capture correlation effects) are likely to impact negatively on the accuracy of the CASPT2 results. Furthermore, there is also the uncertainty whether SS solvation should be preferred over LR solvation, because with the latter approach the CASPT2 absorption maxima actually show excellent agreement with the experimental data. At any rate, since the aim of the CASPT2 calculations was not to obtain the best possible ab initio estimates of the spectroscopic parameters, but to assess whether the inclusion of double-excitation effects in the theoretical treatment is warranted, efforts to improve these calculations were not prioritized. As can be seen from the CI coefficients and natural-orbital occupation numbers in Table S9 , the CASSCF wavefunctions underlying the CASPT2 calculations clearly suggest that such effects are of minor importance for the S 1 states.
Influence on spectroscopic parameters: Molecular geometries by different density functionals
So far, all spectroscopic parameters have been calculated based on molecular structures optimized with B3LYP, which is a standard approach in contemporary quantum chemistry, at least as far as electronic ground states are concerned. Nonetheless, considering for example the observation in a related study that excitation energies of the conjugated retinal chromophore utilized by rhodopsin photoreceptors vary substantially with the bond lengths [71] , it is of interest to assess how the use of other density functionals for the ground and excited-state geometry optimizations influences the results. To this end, the absorption and emission maxima of the 5Za15Ea chromophore were also calculated based on geometries optimized with the full set of functionals used for TD-DFT singlepoint calculations. These results are presented in Table 5 , and details (bond lengths) of the resulting geometries are collected in Table S11 of the SD.
A number of conclusions can be drawn from the data in Table 5 . First, absorption maxima are more sensitive than emission maxima to the choice of functional for the geometry optimizations, which parallels the observation made earlier with regard to the TD-DFT singlepoint calculations. In fact, for every functional, the absorption shift between the B3LYP ground-state geometry and the ground-state geometry obtained with that particular functional, is larger than the emission shift between the corresponding excited-state geometries. This effect is reflected in the standard deviations, which naturally increase when each calculation is performed at a unique geometry, but increase more pronouncedly for absorption (0.13/0.14 → 0.23 eV) than for emission (0.08 → 0.12 eV).
Second, while using a pure GGA (BP86, BLYP, PBE and τ-HCTH) instead of B3LYP for the geometry optimizations does not impact negatively on the accuracy of the spectroscopic parameters, choosing a global hybrid that contains a larger fraction of exact exchange (BHHLYP, M06-2X and M06-HF) increases the blue shift relative to the experimental absorption maximum by ∼0.1−0.2 eV. The same goes for the long-rangecorrected hybrids (LC-BLYP, CAM-B3LYP and ωB97X-D), which have been demonstrated to sometimes experience problems in simultaneously offering an accurate description of both ground-state properties and excitation energies [72] . Thus, having already noted that they compare favorably with B3LYP and PBE0 in estimating absorption and emission maxima for a common set of B3LYP geometries, pure GGAs seem well-suited for applications to bilin chromophores also in terms of the ground and excited-state equilibrium structures they produce.
Influence on spectroscopic parameters: Possible sources for cancellation of errors
The results in Table 5 seem to eliminate the possibility that the better agreement with experimental spectroscopic parameters achieved by pure GGAs (Tables 2 and 3 ) is due to a fortuitous cancellation of "method" errors in these functionals by errors in molecular structure. Indeed, for the pure GGAs, the variation in spectroscopic parameters with respect to molecular structure is not of a magnitude (≤0.06 eV) that this scenario appears likely. Another scenario is that the method errors are cancelled by the errors attributable to the PCM treatment of the water solvent. To investigate this possibility, absorption maxima of the locked bilin chromophores were also calculated in the gas phase. These calculations are presented in Table 6 , along with the corresponding solvatochromic shifts relative to the gas phase.
Two key observations can be made from Table 6 . First, the variation in solvatochromic shifts between the DFT methods is notably smaller than the variation in gas-phase absorption maxima. This indicates that it is largely intrinsic method features that dictate how well a given functional fares compared to other functionals, and that the better performance of the pure GGAs is not an artifact from the way the solvent is treated. Specifically, taking the 5Za15Ea chromophore as an example, the variation in gas-phase absorption maxima between the DFT methods amounts to 0.28 eV (from 2.03 to 2.31 eV), whereas the estimates of the solvatochromic shifts differ no more than 0.07 (LR NEQ solvation) and 0.09 eV (SS NEQ solvation) from one another. Second, albeit of no consequence for the present discussion, the LR approach favors a distinct red shift that contrasts with the rather negligible shifts predicted by the SS approach.
From the foregoing analysis, we believe that one can disregard the possibility that cancellation of errors originating in molecular structure or treatment of solvent effects plays a decisive role for the observation that pure GGAs reproduce the experimental absorption and emission maxima of the locked bilin chromophores more accurately than what global and long-range-corrected hybrid functionals do. This adds support to our thesis that TD-DFT studies of bilin chromophores may favorably employ pure GGAs, rather than functionals that for a wider spectrum of molecules are known to be more accurate [67] .
Conclusions
In summary, with the overall aim to assess the accuracy of quantum chemical methods for studies of an important group of chromophores underlying the basic photochemistry of phytochromes and highly relevant for the engineering of near-infrared fluorescent proteins [5] , we have investigated how well representative methods reproduce the unique set of Q-band absorption and emission maxima of sterically locked synthetic derivatives of the BV chromophore that Zienicke et al. recently were able to record in aqueous solution [25] . Focusing primarily on the performance of TD-DFT with a range of different density functionals but considering also the ab initio CIS(D), CC2 and CASPT2 methods, and using a PCM description of the solvent, the following conclusions are arrived at.
First, exploring how sensitive computed absorption and emission maxima are to the environment (gas phase, PCM, or PCM with a few explicit water molecules) in which the ground and excited-state geometry optimizations are performed, it is found that the standard procedure comprising structural relaxation in the gas phase followed by singlepoint calculations with PCM produces spectroscopic parameters that in some cases deviate substantially − by up to 0.13 (absorption) and 0.17 eV (emission) − from those obtained by employing PCM also for structural relaxation. Based on this finding, and the further result that including a few explicit water molecules in the geometry optimizations has a marginal effect in this regard, all subsequent calculations made use of PCM geometries.
Second, as for the performance of TD-DFT, it is found that all density functionals blue-shift the spectroscopic parameters relative to the experimental values, but that the closest agreement (∼0.15 eV) with these is achieved by pure GGAs (BP86, BLYP, PBE and τ-HCTH). Thus, the general trend that hybrid functionals containing around 20% of exact exchange, such as B3LYP and PBE0, offer the overall best description of singlet excited states of organic molecules [67] does not apply to bilin chromophores. However, among the global hybrids considered (BHHLYP, B3LYP, PBE0, M06-2X and M06-HF), the best performance is indeed shown by B3LYP and PBE0, which blue-shift absorption and emission maxima by ∼0.3 and ∼0.2 eV, respectively. The long-range-corrected hybrids (LC-BLYP, LC-ωPBE, CAM-B3LYP and ωB97X-D), in turn, are off by ∼0.4−0.5 and ∼0.3 eV. Besides providing more accurate transition energies, pure GGAs also yield better estimates of the Stokes shifts. Specifically, with reference to the 0.04−0.07 eV Stokes shifts observed experimentally for the 5Za15Ea and 5Ea15Ea chromophores [25] , all functionals overestimate these shifts, but the pure GGAs (shifts of 0.07−0.10 eV) less so than B3LYP and PBE0 (0.12−0.16 eV), as well as than the other global hybrids and the long-range-corrected hybrids (0.18−0.25 eV). expensive ab initio procedures for including electron correlation effects in excited states, it is found that these methods are of similar accuracy as B3LYP and PBE0.
Fourth, having exclusively computed spectroscopic parameters based on B3LYP structures of the chromophores, it is observed from complementary calculations on the 5Za15Ea species using ground and excited-state structures optimized with all of the current density functionals, that absorption maxima vary to a greater extent with molecular geometry than emission maxima. Moreover, while the agreement with the experimental absorption maximum is worsened by ∼0.1−0.2 eV by carrying out geometry optimizations with a long-range-corrected hybrid or a global hybrid that includes more exact exchange than B3LYP, using a pure GGA leaves both absorption and emission maxima largely unchanged.
In closing, then, the overall conclusion of this work is that TD-DFT with pure GGAs is a particularly viable choice of methodology for calculating absorption and emission maxima of bilin chromophores, despite the fact that hybrid functionals typically offer better accuracy for TD-DFT studies [67] . This conclusion, which is strengthened by complementary calculations indicating that the evaluation of the relative performances of the methods is not biased by cancellation of errors, suggests that quantum chemical modeling by pure GGAs holds promise for contributing to the development of nearinfrared fluorescent proteins based on phytochromes, and for shedding new light on key photochemical problems in phytochrome research. Of course, to obtain a fuller picture of the adequacy of TD-DFT/GGA for these tasks, it will also be of interest to assess how well such methodology can be integrated in hybrid quantum mechanics/molecular mechanics schemes for studying phytochrome proteins in their entirety, and applies at non-equilibrium chromophore geometries. Recently, we have taken a first step in this direction [73] . 
Appendix A. Supplementary data
Supplementary data associated with this article can be found in the online version. Oscillator strengths in parentheses. b Calculated using SS NEQ solvation. c Calculated using SS EQ solvation. d Geometry optimized using B3LYP/SVP in either the gas phase, with PCM, or with PCM and explicit water molecules as shown in Fig. 3 . e Excited-state geometry optimization failed to converge because of root flipping. − a All transition energies calculated using the cc-pVDZ basis set, PCM, and geometries optimized at the B3LYP-PCM/SVP level of theory. Oscillator strengths in parentheses. HOMO → LUMO CI expansion coefficients from the CIS and CC2 calculations are given in Tables S7 and S8 of the SD. Details of the CASSCF wavefunctions underlying the CASPT2 calculations are given in Table S9 of the SD. b Emission data for the 5Ea15Ea chromophore obtained through extrapolation procedure, as described in the Computational details section. c CIS(D), CC2 and CASPT2 gas-phase calculations with a posteriori solvent corrections computed using CIS. d Experimental value from Ref. [25] . e No reliable estimate obtained because of substantially different reference weights in the CASPT2 S 0 and S 1 calculations. 1.85 a All transition energies calculated using the cc-pVDZ basis set, PCM, and geometries optimized with either B3LYP or the functional used to calculate transition energies in combination with the SVP basis set and PCM. Oscillator strengths in parentheses. b Standard deviation. c Experimental value from Ref. [25] .
Table 6
Gas-phase Q-band absorption maxima (ΔE) and solvatochromic shifts relative to the gas phase (ΔΔE) calculated with different methods (in eV). 
