Introduction
A single fringe pattern is a source of information for a broad range of optical systems. It plays an important role in optical interferometry and 3D shape measurements. There are several approaches known aimed at the extraction of a phase from such data. The most important are methods based on regular phase tracking, an n−dimensional quadrature transform and on the Fourier transform given in Refs. 1, 2, and 3 as an example. These solutions work properly for the data taken mainly with a wide range of interferometric systems. In that case, the mea− sured objects are initially known, so it is possible to configure the system in a way which ensures further correct fringe pat− tern processing. Unfortunately, many of 3D measurement so− lutions are designed to capture the shape of an arbitrary object, so fringe pattern distribution obtained after the measurement is generally unpredictable. A wrong scanning strategy can lead to spurious areas appearing, which means the phase in these points has an incorrect value. The solution presented in this pa− per was created to solve the problem of fringe pattern unpredictability for systems where captured intensity distribution is described by
An exemplary image that requires solving the phase de− termination problem by Eq. (1) is presented in Fig. 1 . It is characterized by a varying fringe period in a range from four up to seventy pixels. In Eq. (1), x,y are the point coordinates in the fringe pattern, I(x,y) is the recorded intensity, a(x,y) represents the intensity of the background, b(x,y) is the fringe amplitude, F(x,y) is the expected phase distribution to be measured, and f 0x denotes the carrier frequency along the x direction. The additive noise usually appearing in such a formula is described by n(x,y). The background intensity could be removed just after registration using a low frequen− cies suppression filter, but it is not required in this case. In Eq. (1), carrier frequency distribution is represented only by its f 0x component because the direction of the fringe pattern in exemplary images is vertical, and in this case f 0y is ne− glected. In the case of horizontal fringes, only f 0y should be taken into account. The reason for this situation is that suc− cessive operations aiming at the determination of the phase distribution F(x,y) are performed in one dimension, namely along the x−axis. Assuming the low noise n(x,y), constant distribution of the background field and the amplitude, it is possible to directly calculate phase distribution.
For that purpose, one of the N−point SCPS methods can be used. The choice of a number of neighbourhood points taken into account during current point processing is not ob− vious and depends on the application. The increase in the number of points ensures higher accuracy, but, on the other hand, requirements as to the constancy of local background field distribution and contrast distribution increase too. In the described solution, the 5−point method with the assumed p/2 phase shift between them was chosen for the reason of low sensitivity on a wide range of possible phase calculation errors [2] . In the form of an equation, it can be expressed as follows
, (2) where s p 2 is the constant shift in the x direction that assures a p/2 phase shift between subsequent points of sampling. The phase ¢¢ F ( , ) x y calculated here is composed of two parts
where the first one is a function of the expected phase distri− bution, the second is a linear phase component which can be removed during the calibration process or later by the best plane fitting to the designated ¢¢ F ( , ) x y . After subtracting the linear phase component from ¢¢
x y , the follow− ing operation must be performed
The correctness of the phase distribution F( , ) x y calcu− lated in this way strongly depends on many factors. The sources of errors are for example unlinearity of the registra− tion process, changes of the background and the contrast in− tensity pattern, as well as wrong assumptions as to the car− rier frequency distribution. While the local background and the local contrast distribution can be treated locally as con− stant ones, the local carrier frequency cannot.
Proposed local fringes period calculation
In order to minimize the influence of carrier frequency fluc− tuation on the calculated phase, a local frequency distribu− tion is determined [4] . The short time Fourier transform (STFT) in x direction is proposed for that purpose [5] 
Here, the factor c(x,y) is defined as
W D (x,y) is described as follows
where the width of the window is defined by D.
The observed spectrum, Eq. (9), is the convolution of I f (y,f x ) by the spectral window W fD (u x ,f x )
I f (u x ,y,f x ) is rendered in Eq. (10) in the following manner
where 
From the complex intensity I fD (u x ,y,f x ), the amplitude A fD (u x ,y,f x ) is calculated in Eq. (12), thus
In the next step, A fD (u x ,y,f x ) distribution is analyzed to determine the local carrier frequency f ox and subsequently the local fringes period w ox . On the basis of the local fringes period, correct points for further SCPS analysis are chosen. This approach is generally correct, however, in the case of arbitrary object measurement with the use of a 3D system it fails to be accurate. In the registered images, being the result of measurement, the range of a fringe period is very wide. Therefore, it may easily happen that a single window is too narrow or too wide to carry out a correct fringe analysis. If the window is too narrow, comparing to the local fringe pe− riod at the Fourier transform with the use of FFT, a spectral leakage appears and a correct calculation of the fringe pe− riod is impossible. When the spatial window is too wide as a result of FFT transform, a spectrum with many peaks is ob− tained. It can be difficult to choose which peak is the correct one in a given situation without any other information. For this reason, three spatial windows are used. Each window is two times larger than the previous one, and the first one is able to hold 32 samples. The data, after applying the FFT transform, are compared in order to reject all frequencies which occurred only in one data set. The final fringe period is presented in the following way where the parameters W 0 (u x ,y), W 1 (u x ,y), and W 2 (u x ,y) are the factors which define the correctness of each of the peri− ods of w oxD (u x ,y), w ox2D (u x ,y), and w ox4D (u x ,y). In the ideal case, when all designated periods are correct, Eq. (13) 
Sample position conversion
s p/2 (x,y) is the real number. The position of a sample is spec− ified by a positive integral number. A typical conversion from a real to an integral number is described by Eqs. (16) and (17)
The symbol of E(x) denotes the largest integral number that does not exceed x. In this case, the ¢¢ F ( , ) x y distribution is given by where I A (m,n,h) and I B (m,n,h) are (19,20)
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and D S (m,n,h) and D B (m,n,h) are
Exemplary results
In the picture below (Fig. 2) , an exemplary result obtained after the processing of the data collected with a 3D measure− ment system is presented. The white line with two circular points on each end de− fines the cross−section of the fringes. The distribution of the fringes in this area is presented in the picture below (Fig. 3) .
On the series of pictures, the cross−section of the un− wrapped phase for three cases of calculation is presented. The phase cross−sections from Figs. (4)-(6) correspond to the cross−section of fringes presented in Fig. 3 . It may be ob− served that the presented method offers better results than the 5−point SPCP method and the FFT method. The phase is free from SCPS phase fluctuation and preserves details, which do not appear in the FFT method.
Unwrapped phases and their cross−sections calculated from the image presented in Fig. 1 . are shown in Fig. 7 .
It is clearly visible that the proposed method gives better results on a global scale, which can be observed in the areas where shape gradients are changing dramatically (the nose area). During a quantitative assessment of this method, a known spherical model has been used for the phase map calculation. The resulting phase maps have been compared with the one obtained with the use of the temporal phase shifting (TPS) method with a 5−point algorithm and a p/2 phase shift. RMS errors calculated as a difference between the model (TPS) phase map and resulting phase maps are equal to 0.18 radian for the proposed method, 0.41 radian for SCPS, and 0.63 radian for FFT, respectively. Obviously, these RMS errors for different methods and their relations are strongly dependent on shape gradients of measured ob− jects and they can range from zero (for planes with a con− stant fringe period) up to very high values.
Conclusions
The presented approach is free from certain disadvantages which are present in the methods based directly on the Fou− rier or the SCPS methods. Unlike in the case of SCPS, phase distribution can be calculated for arbitrary input fringes. Dy− namic determination of local carrier frequency does not al− low one to take wrong samples into calculation. In compari− son with the Fourier method, the described one is fully auto matic and there is no need for the user to define the area of interest on the spectrum distribution. Additionally, there is no risk that a wrong frequency shift would cause errors in designating the final phase map. The application of three different spatial windows together with weight factors mini− mizes the possibility of an incorrect local carrier period determination. The described method is proper for the analysis of data collected from both dynamic and static measurements. The phase after the processing is smooth and fits to be directly unwrapped. For the objects, whose shape is very complex but still continuous, this method offers the best phase values with a minimum RMS error.
