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Some results of Crapo [l, 21 on the Mobius function of a finite partially 
ordered set are treated in a slightly generalized context. Another proof is given 
of Rota’s cross-cut theorem [3]. Furthermore, there the possible values of the 
Mobius function are determined for a finite lattice L with an n-element cross-cut 
(Satz 5): 
EINLEITUNG 
Eine Halbordnung I$(<) hei& lokal endlich, wenn die Intervalle oder 
Quotienten a/b = (X E H : b < x < a} fiir alle a, b E H endliche Mengen 
sind. Der Quotient a/b ist genau dann nichtleer, wenn b < a ist. Die 
Menge der nichtleeren Quotienten von H werde mit Q(H) bezeichnet. Es 
sei $Jj die Menge aller fiber Q(H) et-k&ten komplexwertigen Funktionen. 
Fiir 01, p E 5 ist neben der punktweisen Addition cy + p und der punkt- 
weisen Multiplikation CL/~ das Faltprodukt 
definiert. Dann ist g(+; *) ein Ring, der such (in iiblicher Weise) als 
Algebra tiber dem K&per der komplexen Zahlen aufgefabt werden kann. 
Diese nennt man die Inzidenzalgebra von H. Beziiglich * existiert ein 
Einselement E in 5, namlich 
r(a/b) = 
I 
A 
wenn a = b, 
, sonst. 
Ein 01 E 3 ist beziiglich JF genau dann eine Einheit, wenn m(a/a) # 0 fur 
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alle a E H ist. Im folgenden sei v E 5 durch v(a/b) = 1 fur alle a/b E Q(H) 
erklart. 
Das fur die Anwendungen wichtigste Element der Inzidenzalgebra ist 
die Miibiusfunktion p, welche durch v * p = E definiert ist. Ein effektives 
Verfahren zur Berechnung der Werte der Mobiusfunktion fiir den Fall, 
da13 H ein Verband ist, liefert das “cross-cut theorem” von Rota [3]. 
Dieses wird in 3. erneut bewiesen, wobei der Unterschied zum Rotaschen 
Beweis im wesentlichen nur darin besteht, daB nicht mit einer Galois- 
Verbindung, sondern mit einem Pseudoisomorphismus gearbeitet wird, 
und da13 der Beweis ohne vollstandige Induktion gefiihrt wird. Einer 
Anregung von Rota folgend werden in 4. die mijglichen Werte der Miibius- 
funktion fiir einen endlichen Verband mit einem n-elementigen “cross- 
cut” bestimmt. In 5. und 6. werden einige von Crapo [l] stammende 
Formeln fiir die Mobiusfunktion etwas verallgemeinert, wobei aber 
weniger die Ergebnisse, als vielmehr die Beweismethoden von Interesse 
sein kbnnten. Diese Ergebnisse von Crapo sind kiirzlich von Smith [ll] 
in einen verallgemeinerten Zusammenhang gestellt worden. Smith be- 
trachtet Multiplikationsoperatoren auf einer Tnzidenzalgebra, die durch 
monotone Abbildungen, insbesondere Hiillenoperationen auf Halb- 
ordnungen und Galois-Verbindungen zwischen zwei Halbordnungen 
gegeben sind. (Da diese Operatoren idempotente Elemente der Inzidenzal- 
gebra sind, wird in diesem Zusammenhang die Theorie der Baxter- 
Operatoren interessant; hierzu vergleiche man [4, 51. 
Die Inzidenzalgebra einer lokal endlichen Halbordnung wurde zuerst 
von Ward [12] und Weisner [13] untersucht. AuBer in den bereits zitierten 
Arbeiten wurde sie von Smith [S, 9, IO] behandelt. 
1. Die rekursive Berechnung der Werte der Mobiusfunktion fur 
die Quotienten einer vorgegebenen lokal endlichen Halbordnung H aus 
den Beziehungen 
PW) = 1 fur alle a E H 
und 
fur alle a/b E Q(H) mit b < a 
kann zuweilen sehr schwierig sein. Es liegt nun nahe, nach ordnungstreuen 
Abbildungen von H in eine andere lokal endliche Halbordnung H’ zu 
suchen, bei welcher sich die Werte von TV nicht oder nur in sehr iibersicht- 
lither Weise andern und fiir die Quotienten von H’ sehr leicht zu bestim- 
men sind. Ferner kann man nach einer rekursiven Berechnung der Werte 
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von p suchen, bei welcher zur Bestimmung von p(u/b) nicht fur alle x mit 
b < x < c1 die Werte &z/x) bekannt sein mtissen. 
Es seien H und H’ lokal endliche Halbordnungen und f : H + H’ ein 
Ordnungshomomorphismus. Mit k bezeichne man einen Ordnungshomo- 
morphismus von H in H’, der ganz H auf nur ein Element abbildet. Fi.ir 
a/b E Q(H) sei 
8&/b) = 1;’ wenn f(a) = f(b), 
. sotlst. 
Insbesondere ist 9, = u und 9, = e, wenn f eine Injektion ist. Ftir alle 
a/b E Q(H) und alle x E u/b ist 
so da13 fur alle CL, fi E 5 die Gleichung 
9f(cx * p) = 79fa * s,fi (1) 
gilt. Wegen til(u/u) = 1 fur alle a E H ist auBerdem 
8fE = E. (2) 
Es sei g: H + H” ein weiterer Ordnungshomomorphismus, 8, analog zu 
6, erklirt und Of,s. = E + v - 6,9, . Dann gilt 
SATZ 1. Fiir alle ~11, j3 E $j mit 01 * /3 = E gelten die Beziehungen 
Beweis. Unter Benutzung von (1) und (2) findet man 
(3) 
(4) 
woraus wegen (1) sofort die Gleichungen (3) und (4) folgen. 
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KOROLLAR 1. Ist f ein Ordnungshomomorphismus von H und 
0, = E + v - 8, , so gelten fiir ale 01, /3 E 5 mit 01* p = E die Beziehungen 
Beweis. InSatzlsetzemang=kbzw.f=kundg=J: 
KOROLLAR 2. Ist f ein Ordnunghomomorphismus von H, dann gelten 
ftir die M6biusfunktion folgende Formeln: 
c 
b<r<x<a 
f(Y)<f(a).f(z)-f(a) 
wenn f(b) = f(a), 
wenn f(b) -c f(a); (9) 
c 
b<u<x<a 
f(Y)<f(o).f(s)=f(a) 
c 
b<u<x<:a 
f(b)<f(r)=f(a) 
f(ar)=fM) 
c 
b<v<xCa 
f(b)<f(r)=f(a) 
f(Y)-f(s) 
wenn f(b) = f(a), 
wenn f(b) <f(a). (12) 
Beweis. In (5) und (6) setze man jeweils 01 = V, /? = p beziehungs- 
weise 01 = t.4, /3 = v. 
Formel (11) ist ein Satz von Crapo [l]. Man erhalt vier weitere Formeln 
diesen Typs, wenn man in (7) und (8) jeweils 01 = p, /3 = v setzt. Man 
vergleiche hierzu such die Arbeit [l I] von Smith. 
Fiir das Weitere wird folgende Schreibweise eingefiihrt: 1st C eine 
Teilmenge von H, so bedeute x < C, da13 ein y E C mit x < y existiert. 
Ferner bedeute x 3 C, daD ein y E C mit x > y existiert. Man beachte, 
da13 i.a. die Mengen {x E H: x < C> und {x E H: x > C} nicht disjunkt 
sind. 
Die Formeln in Korollar 2 erlauben schon einige ntitzliche Aussagen 
iiber die Werte der Mobiusfunktion. 
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Beispiel. Es sei C die Menge der Antiatome von a/b E Q(H), ferner 
u, v E H’ mit u < u und fiir x E a/b 
f(x) = 1;; 
wenn x 3 C, 
wenn x < C. 
Aus (10) erhllt man dann 
fur y < C die urn 1 verminderte Anzahl der Antiatome von a/y. Damit 
erhalt man 
c da/v) A.#) = tL@lb). 
walb 
Y<C 
(13) 
Erganzt man y(a/a) = 0 und y(a/y) = 0 fi,ir y E C und setzt 
SJ 44b) = 1 1 
wenn die Lange von a/b hijchstens 1 ist, 
2 sonst, 
dann lautet (13) 
was tiquivalent mit 
oder 
ql=q.L*v 
(14) 
ist. Im Gegensatz zu (13) ist (14) unmittelbar einzusehen, so da/3 (13) 
such ohne Zuhilfenahme der Formel (10) herzuleiten ist. 
2. Es sei nun f: H + H’ ein Ordnungsepimorphismus. Fiir a E H 
und a’ E H’ setze man 
A(a, a’) = {x E H: x < a, f (x) = a’}. 
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Wenn fur ein a E H und alle a’ E H’ mit A(a, a’) # ,U das Supremum 
s,(a’) = s;p A(a, a’) 
existiert und in A(a, a’) liegt, und wenn ferner aus f(x) < a’ und x < a 
stets x < s,(a’) folgt, dann heil3e f ein a-Pseudoisomorphismus. 
Beispiele. Ein Isomorphismus f: H + H’ ist fiir jedes a E H ein 
a-Pseudoisomorphismus. 1st H beschrankt, also H = i/o, f eine Hiillen- 
operation auf H und H’ = f(H) die abgeschlossene Hi.ille von H beztiglich 
f, dann ist f ein i-Pseudoisomorphismus. 
HILFSSATZ 1. Sei f : H + H’ ein Ordnungsepimorphismus der nach 
unten durch o bzw. 0’ beschr&kten Halbordnungen H und H’. Genau dann 
ist f ein a-Pseudoisomorphismus (a E H), wenn ftir alle a’ E H’ mit A(a, a’) 
# @ein b E H derart existiert, da/3 die Beziehung 
gilt. 
a/o n f -l(a’/o’) = b/o (15) 
Beweis. Fiir a E H und a’ E H’ sei A(a, a’) f o und es existiere ein 
b E H mit (15). Dann gibt es also Elemente x E H mit x < a und f (x) = a’, 
und fur jedes solche x gilt x < b, fiir mindestens eines aber x = b. Also 
ist b = s,(a’). 1st nun f (x) < a’ und x < a, so ist x E b/o, also x < s,(a’), 
d.h. fist ein a-Pseudoisomorphismus. -Sei umgekehrt f ein a-Pseudoiso- 
morphismus und A(a, a’) # o . Setzt man b = s,(a’), so sieht man sofort, 
da8 
a/o CT f -l(a’/o’) C b/o. 
1st x E b/o, also x ,< s,(a’), so ist x E a/o und f(x) <f (s,(a’)) = a’, also 
such 
a/o n f -l(a’/o’) 2 b/o. 
SATZ 2. Es seien H und H’ nach unten durch o bzw. o’ beschrcnkt, 
a E H und f : H - H’ ein a-Pseudoisomorphismus. Dann gilt ftir alle 
a’ E H’ mit a’ ,( f (a) 
f(z)=a’ 
Beweis. Sei a’ E H’ und b = s,(a’), also insbesondere f (b) = a’. Nach 
Hilfssatz 1 existiert ~~(0’) und es gilt 
Sb(0’) = s,(o’). (16) 
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Setzt man fur x’ E H’ 
dann gilt 
c /.4x/o) = 2 IM(x’/o’). 
X’<cz’ asA(b.z’) X’iCL’ 
Andrerseits ist 
<(b/O) = E(U’/O’) +,(o’)/o), 
denn fur b = o ist a’ = o’ und (wegen (16)) s,(o’) = o, fur b > o und 
a’ = o’ aber (wegen (16)) ~~(0’) > o. Fur s,(o)) = o folgt also 
1 M(x’/o’) = E(u’/o’) fur alle a’ <f(a), 
d.h. 
s’<a’ 
M(u’/o’) = p(u’/o’) 
Fur s,(o’) > o folgt 
c M(x’/o’) = 0 
X’GU 
d.h. 
M(u’/o’) = 0 
Bemerkung. Die Aussage 
fur alle a’ <f(u). 
fur alle a’ <f(u), 
fur alle a’ <f(u). 
falls ~~(0’) > 0 
stimmt mit dem Theorem 2 von Rota [3] iiberein. Die im folgenden sehr 
niitzliche Aussage von Satz 2 fiir den Fall s,(o’) = o ist in allgemeinerem 
Zusammenhang such von Smith [l 1, Corollary 4 to Theorem 31 bewiesen 
worden. 
3. Im folgenden sei H ein lokal endlicher Verband. Die Verbands- 
operationen werden, wie tiblich, mit v (Supremum) und A (Infimum) 
bezeichnet. 1st A eine endliche Teilmenge von H, so bedeute entsprechend 
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VA das Supremum und A A das Infimum von A. 1st a/b E Q(H) mit 
b < a und C eine Teilmenge von a/b mit den Eigenschaften 
(i) a$Cundb$C, 
(ii) je zwei Elemente von C sind nicht vergleichbar, 
(iii) jede maximale Kette zwischen a und b enthlilt ein Element aus C, 
dann hei& C ein Querschnitt (“cross-cut” [3]) oder eine maximale Antikette 
von a/b. 
Fiir a/b E Q(H), x E a/b und einen Querschnitt C von a/b sei 
A, = {c E c: c < x}, 
B, = {c E C: x < c). 
Durch 
I 
xfiirx=a,x=bundxEC, 
SC(x) = v A, , fur C < x < a, 
A B, , fiir b < x < C, 
ist ein Ordnungshomomorphismus fc : a/b + a/b erklart. Das Bild von 
a/b unter fc werde mit (a/b)c bezeichnet. In (a/b)c ist jedes Element 
Supremum oder Infimum von Elementen aus C. 
SATZ 3. Ist C ein Querschnitt von a/b E Q(H), dann gilt 
Beweis. Die Abbildung 
ist eine Htillenoperation auf a/b. Es ist 
3g,h &lb) = Aaib). 
f(r)=a 
Daher folgt aus Satz 2, wenn man mit (a/b)f die Hiille von a/b beziiglich 
f bezeichnet, 
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Fur A C > b hat (a/b)r nur ein Atom, also ist dann p((u/b),) = 0. Daher 
gilt 
/44b) = I.LWbM 
Fur zueinander duale Quotienten hat p denselben Wert. Durch Anwenden 
obiger Uberlegung auf den zu (a/b)r dualen Quotienten erhalt man also 
die Behauptung des Satzes. 
KOROLLAR. Wenn u/b E Q(H) einen Querschnitt C mit V C/A C # u/b 
besitzt, dunn ist p(u/b) = 0. 
Die Teilmenge A von u/b spunnt u/b auf, wenn V A/h A = u/b ist 
(“spanning subset”). 
SATZ 4. (Cross-Cut Theorem von Rota [3]. Es sei u/b ein endlicher 
Verbund und C ein Querschnitt von u/b. Fiir gunzes k 2 2 sei qK die Anzuhl 
der k-elementigen Teilmengen von C, welche u/b uufspunnen. Dunn ist 
i-LW) = qz - q3 + q4 - q5 +- ... . 
Beweis. Gem513 Satz 3 kann man u/b = (u/b)c voraussetzen. 1st 
c = (Cl ) c2 ,...) c,}, so kann man folgendermaDen einen endlichen 
Verband V(C) definieren: Jeder nichtleeren Teilmenge M von C ordne 
man die Symbole %! und n/r zu, wobei aber {&} = {ci} (i = 1, 2,..., n) sein 
~011. Dann erklare man eine Ordnungsrelation durch 
M,<: genau dann, wenn MI C M , 
3 d M2 genau dann, wenn MI 3 M, . - 
Den so entstandenen Verband V(C) bilde man vermijge 
m> = VM und f(M) = A M - 
auf u/b ub. Dann ist f ein C-Pseudoisomorphismus, denn offensichtlich ist 
f epimorph, die Menge der XE V(C) mit f(X) = x E u/b enthalt ihr 
eigenes Supremum S, und aus f(X) d x folgt X < S, . Satz 2 liefert also 
t4+4 = C PGW). XEV(C) - 
f(X)=a 
Nach dem Korollar zu Satz 3 ist fur X = Ii?? (nur tiber solche X wird 
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wegen f(X) = a summiert) &X/C) = 0, falls f(B) > b ist. Daher gilt 
I-4@) = 1 PGW). 
MP V(C) - 
fm)=a,fLw=b 
Wegen ,u(M/C) = ( -l)l”l folgt die Behauptung. 
Durch geringe Abanderungen im Beweis erhalt man folgende Verallge- 
meinerung von Satz 4: 
Es sei a/b ein endlicher Verband, C ein Querschnitt van a/b und A eine 
Teilmenge von a/b, welche C, aber nicht a und b enthiilt. Fiir ganzes k 2 2 
sei rlc die Anzahl der k-elementigen Teilmengen von A, welche a/b aufspannen. 
Dann ist 
p(a/b) = r2 - r3 + r, - r, +- ... . 
4. Aus Satz 4 erhalt man unmittelbar die Aussage: Hat a/b einen 
Querschnitt mit 1 bzw. 2 bzw. 3 Elementen, so kann p(a/b) nur die Werte 
0 bzw. 0 und 1 bzw. -1, 0, I und 2 annehmen. Rota [3] weist auf das 
Problem hin, all miiglichen Werte von p(a/b) zu bestimmen, falls a/b ein 
Verband mit einem n-elementigen Querschnitt ist. Zur Behandlung diese 
Problems wird zunachst Satz 4 auf eine etwas andere Form gebracht. 
Dazu sei plc die Anzahl der k-Teilmengen von C, welche a/b nicht auf- 
spannen (k = 0, l,..., j Cl). Esistp, = l,p, = I Cl und 
8% + qk = 
ICI 
( 1 k (k = 0, l,..., / C I). (17) 
Ferner gilt fur k = 2, 3,..., ( C ( 
ausp, = 0 folgt pk+l = ... = plcl = 0. (18) 
Die Aussage von Satz 4 lautet nun 
t4alb) = -p. + p1 - p2 
SATZ 5. Ist a/b ein Verband mit 
dann gilt fiir n 2 3 
! n--l \ 
+- ... + (-l)‘C1-‘p,c, . (19) 
einem n-elementigen Querschnitt C, 
i n-l \ 
Der Beweis von Satz 5 stiitzt sich wesentlich auf folgenden Hilfssatz: 
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HILFSSATZ 2. Es sei P,(n) die Menge der r-Teilmengen von (1, 2,..., n}. 
Fiir r 5 [(n - 1)/2] existiert eine Injektion P,(n) +- P,+l(n), die jeder 
r-Teilmenge eine sie umfassende (r + 1)-Teilmenge zuordnet. 
Beweis. Eine Injektion der in Hilfssatz 2 geforderten Art sol1 zuliissig 
heil3en. Fur n = 2, 3, 4 ist Hilfssatz 2 leicht nachzupriifen. Er sei nun fur 
m 5 n - 1 bewiesen. 1st P:‘(n) die Menge der Elemente aus P,(n), die 
1 enthalten und P:‘(n) die Menge derjenigen, die 1 nicht enthalten, dann 
gibt es laut Induktionsvoraussetzung fur 
zulassige Injektionen 
Pp’ (n) -j PpJI (n) und P$’ (n) -+ PzI (n), 
also such eine zulassige Injektion 
P,(n) = P, (n) U Py’ (n) - P(l) (1) r+l (4 U El (4 = PT+l (4. 
Die Behauptung ist also nur noch fur den Fall 
zu beweisen. Da fur ein gerades n die Gleichung 
(2$)=(--l) 
gilt, kann man sich auf ungerade n beschrlnken, d.h. es bleibt nur der Fall 
n = 2r + 1 zu untersuchen. Zur Abktirzung sei N = [(2r + 1)/r]. Die 
Elemente S, , S, ,..., SN von P,+,(2r + 1) kann man als (r + 1)-Teilmengen 
von P,(2r + 1) verstehen, indem man jedes Si als die Menge der r + 1 in 
Si enthaltenen Elemente von P,(2r + 1) auffal3t. Nun sei ‘9I die Inzidenz- 
matrix von {S, , S, ,..., S,} beziiglich P,(2r + 1). Diese ist eine 0 - l- 
Matrix der Ordnung N, die in jeder Zeile und in jeder Spalte genau r + 1 
Einsen enthglt. Nach [6], Theorem 5.3 ist (II: Summe von r + 1 Permuta- 
tionsmatrizen. Jede solche Permutationsmatrix definiert nun eine zulassige 
Injektion P,(2r + 1) -+ P,+,(2r + l), womit Hilfssatz 2 bewiesen ist. 
(Uberdies ist gezeigt, da13 es sogar r + 1 verschiedene zulassige Tnjektionen 
P,(2r + 1) --f P,+,(2r + 1) gibt.) 
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Beweis von Satz 5. Aus Hilfssatz 2 folgt 
ql. = 9r+1 < fiir r 5 [+I, (20) 
denn mit jeder den Verband a/b aufspannenden Teilmenge von C spannt 
jede sie umfassende Teilmenge von C den Verband a/b auf. Desgleichen 
folgt 
Pr 2 Pr+1 fiir 1-2 f, [I (21) 
denn mit jeder den Verband a/b nicht aufspannenden Teilmenge von C 
spannt such jede in ihr enthaltene Teilmenge von C den Verband a/b 
nicht auf. Mit 
erhglt man aus (19), (20) und (21) fur IZ 2 1 
Aal4 = - 6) + (7) - (i) +- ... + (,,; 1> 
+ (92 - q3) + (% - cd + *.* + k2k - q2?s+1) 
- CP2lc+2 - P29+3 - .** 
5 - (3 + 6) - (“2) +- ... + (2,; 1) = G$J* 
Ebenso erhalt man fiir n 1 3 mit 
&lb) = - (z) + (y) - (9 +- *-* - ( Jl) 
+ 92 - (q3 - 94) - **- - (921-l - 921) 
+ (P22+1 - Pzr+z) + -** 
2 - (J + (1) - (“2) +- .-. - (2”1) = - (” 21 I). 
Die in Satz 5 angebenen Schranken werden tatsachlich angenommen. 
Man kann nlmlich ohne Miihe Verbande a/b mit q2k+l = p2r+2 = 0 bzw. 
q2$ = q2c+1 = 0 angeben. 
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5. In den Bezeichnungen von 1. gilt 
SATZ 6. Es seien f und g Ordnungshomomorphismen von H und 
01 ;I: /3 = E (a, /3 E 5). Wenn ftir alle a/b E Q(H) aus g(b) <g(a) die 
Beziehung (9,~ * /3)(a/b) = 0 folgt, dann ist 
Beweis. Aus den Voraussetzungen folgt 
~,(6,~ * B) = fip * 6, 
also 
oder 
was ausgeschrieben mit (22) tibereinstimmt. 
Es sei nun H ein Verband und u E H. Ferner sei fiir x E H 
f(x) = x v u und g(x) = x A u. 
1st g(b) < g(a), so ist insbesondere u < b, also ist 
sup {x E a/b: f(x) = f(b)} > b. 
Nach Satz 6 folgt daraus (rYr c p)(a/b) = 0, so da13 man folgendes Korollar 
zu Satz 6 erhalt: 
KOROLLAR. Ist H ein Verband und u E H, dann gilt 
(23) 
Bemerkung. 1st u E a/b, so erstreckt sich die Summation in (23) iiber 
alle Komplemente x und y von u in a/b mit y < x. In dieser Form ist (23) 
von Crapo [l] bewiesen worden. 
6. In einer ktirzlich erschienenen Arbeit hat Crapo [l] den Satz 
von Rota i.iber die Berechnung der Mobiusfunktion mit Hilfe einer 
Galois-Verbindung verallgemeinert und auf verbandstheoretische und 
582413/3-3 
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geometrische Abzahlungsprobleme angewandt. Dieser offensichtlich sehr 
anwendungsreiche Satz von Crapo sol1 nun in einer etwas anderen Weise 
hergeleitet werden, wobei sich eine leichte Verallgemeinerung desselben 
ergibt. 
Auf der Halbordnung H sei eine Htillenoperation f definiert, die Htille 
von H beziiglich f heilje H. Auf einer weiteren Halbordnung H’ sei eine 
Kohtillenoperation f’ erklart, die Kohi.ille von H’ beztiglich f’ beige H’. 
Ferner seien zwei Ordnungsepimorphismen 
g:H-tH’ 
- 
und g’: H’ --j H 
derart erklart, da13 die Restriktionen 9 von g auf R und g” von g’ auf fri’ 
Isomorphismen von B auf R’ bzw. von Z’ auf H sind, wobei g-r = g’ 
ist. Ferner sei 
f = g’g und f’ = gg’, 
d.h. das Diagramm 
(24) 
ist kommutativ. Die Abbildungen g und g’ stellen also eine Galois- 
Verbindung zwischen H und der zu H’ dualen Halbordnung her. Mit 
p, TV’, p und p’ bezeichne man jeweils die Mijbiusfunktion iiber Q(H), 
QW’), Q(R) und QW’). 
Es sei &’ eine Funktion iiber Q(H’) und 0~’ eine solche iiber Q(H’) derart, 
da8 fur alle U’ E H’ und alle x’ E H’ mit x’ .> U’ die Beziehung 
cu’(x’/?l’) = oi(f’(x’)/d) (25) 
gilt. Ahnlich sei b eine Funktion tiber Q(R) und ,3 eine solche tiber Q(H) 
derart, da13 fur alle u E i? und alle x E H mit x < z: die Beziehung 
PWX, = pcwa (26) 
gilt. Man definiere ferner fur alle x/y E Q(H) 
~‘gw) = ~‘kwlgb4 
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und fur alle Y/y E Q(H) 
p”‘W/Y’) = BWWMY’)). 
Dann gilt folgender Satz: 
SAT2 7. Fiir alle a/b E Q(H) und alle a’/b’ E Q(W) mit a E R und 
g(u) < a’ sowie b’ E F und b < g’(b’) ist 
(a’@ x p * /3)(a/b) = (01’ * p’ * p’)(a’/b’). 
Beweis. Es ist 
(01’~ * p)(al-4 = C a’( s(aYg( YN t.~(Y/x) 
Ymz/X 
= uGzi,, 4sWkW ,I& P(YIX) 
u4 f(!J)=tL 
= \ tar’@ * iWx>, wenn x EIS, 
(0, sonst. 
Tm letzten Schritt wurde Satz 2 angewandt. Wegen g’(b’) = f(b) und 
der Beziehung (26) folgt 
(a’@ * p * P)(ajb) = (6’” * jL * F)(ajg’(b’)). (27) 
Ebenso folgt 
($ .+ Bg’)(x’/b’) = 1:’ * b;;;@;jb’). wenn x’ E B’, 
, 
Wegen g(a) = f’(a’) und der Beziehung (25) folgt 
(a’ * p’ * p’)(a’/b’) = (01’ * p * p’)( g(a)/b’). (28) 
Die Miibiusfunktion hat auf zueinander isomorphen Quotienten gleiche 
Werte. Wegen a/g’(b’) E g(a)/b’ gilt daher 
(2’” * ,ii * fl)(a/g’(b’)) = (01’ * p’ * f@‘)(g(u)/b’), 
so da8 aus (27) und (28) die Behauptung des Satzes folgt. 
KOROLLAR 1. Sind die endlichen und beschr&nkten Halbordnungen 
H = i/o und H’ = i’/o’ durch ein Diagramm der Form (24) miteinander 
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verkniipft, sindferner Funktionen 5 iiber Q(H), 7’ iiber Q(H), y,, iiber H und 
6,’ iiber H’ erkliirt, dann gilt 
c Efl’*v’80’( g(x)) Wy,(x) = *,TH, W&‘(x’) D”*‘y,(g’(x’)). 
XEH 
(V und v’ sind die Funktionen tiber Q(H) bzw. Q(H’), deren Werte stets 
gleich 1 sind.) 
Beweis. Es sei 
Pd4 = D’*%(x) (x E H), 
a,‘(x’) = En’*u’80’(X’) (x’ E H’), 
@lb E Q(H)> 
und 
o’(a’/b’) = c u,,‘(Y) 
x’sa’lb’ 
(a’/b’ E Q(H’)). 
Setzt man ,L? = p c p, also /3(a/b) = p,,(a), und CX’ = 0’ * p’, also 
m’(a’/b’) = q,‘(b’), so sind die Beziehungen (25) und (26) erftillt, da 01’ nur 
von dem Nenner des Quotienten a’/b’ und p nur von dem Zahler des 
Quotienten a/b abhtingt. Aus Satz 7 folgt nun 
also die Behauptung des Korollars. 
Fiir 5 = p und 7’ = TV’ erhalt man aus Korollar 1 einen Satz von 
Crap0 [2]. 
KOROLLAR 2. Seien H und H’ wie in Korollar 1 erkliirt und sei a E H 
und a’ E H’; dann gilt 
1 
Fk’~~)l4 wenn asR, 
zH Ax14 = .&, p’@‘lx’) = ;’ E H und a < da’), 
g(r)=a’ !?‘(x’)=ll 7 sonst. 
Beweis. In Korollar 1 setze man .$ = p, 7’ = p’ und 
Y&4 = $1 
fiir x = a, 
S,‘(x’) = 1;: 
fur x’ = a’, 
sonst, sonst. 
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Dann erhalt man 
Y& Pw4 = &, P’(U’/X’)- 
g(x)=a’ g’(r’)=a 
(29) 
1st a’ $ -tT’ oder a < g’(u’), dann ist die erste Summe leer. Ebenso ist die 
zweite Summe leer, wenn a q! R oder g(u) 6 a’. 1st jedoch a E i7, a’ E p 
und u < g’(u’), also such g(u) < a’, dann ist der gemeinsame Wert der 
Summen in (29) gleich 
wtm4 = iw’/m)- 
Korollar 2 wurde von Crapo [2] bewiesen. Es ist eine Verallgemeinerung 
eines Satzes von Rota [3, Theorem 11, welchen man erhiilt, wenn man 
tiber g’ voraussetzt, da13 genau dann g’(x’) = a gilt, wenn x’ = a’ ist. 
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