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On Robustness Metrics for Learning STL Tasks
Peter Varnai and Dimos V. Dimarogonas1
Abstract—Signal temporal logic (STL) is a powerful tool for
describing complex behaviors for dynamical systems. Among
many approaches, the control problem for systems under STL
task constraints is well suited for learning-based solutions,
because STL is equipped with robustness metrics that quantify
the satisfaction of task specifications and thus serve as useful
rewards. In this work, we examine existing and potential
robustness metrics specifically from the perspective of how
they can aid such learning algorithms. We show that various
desirable properties restrict the form of potential metrics, and
introduce a new one based on the results. The effectiveness
of this new robustness metric for accelerating the learning
procedure is demonstrated through an insightful case study.
I. INTRODUCTION
Formal methods have much potential in the field of
robotics due to the ability of temporal logics to express
rich and complex desired system behaviors. In accordance,
developing control methods for achieving these behaviors has
become an area of increasing research interest. Different tem-
poral logics, such as linear temporal logic (LTL) [1], metric
temporal logic (MTL) [2], or signal temporal logic (STL)
[3], can be used to formulate different types of behavioral
specifications. This has led to a wide array of control ap-
proaches involving guarantees of task satisfaction constraints
through automata-based planning [4], mixed-integer linear
programming [5], or feedback-based control laws [6], among
many others. Recently, reinforcement learning methods have
also been investigated in this context [7]–[9].
Focusing on learning-based approaches, STL is of special
interest; unlike most other temporal logics, it allows def-
initions of robustness metrics associated to the degree of
task satisfaction [10]. These metrics quantify how much a
task is satisfied or violated, and serve as more descriptive
rewards for learning than a simple true/false answer as to
whether task satisfaction is achieved or not. Thus, robustness
metrics can be seen as a general form of reward shaping
for the class of behaviors described by STL specifications.
Reward shaping is well-known to play a crucial role in the
convergence of learning methods [11], which motivates the
study of robustness metrics from such a learning perspective.
Recently, many new extensions of the traditional robust-
ness metric [10] for STL have been introduced in the
literature for various purposes. Examples include discretized
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and cumulative definitions aiming to ease computational
burdens and to smoothen the robustness metric for use in
real-time optimization [12]–[14]. These rely on point-wise
or smooth approximations of the min and max operators in
[10], and do not preserve the desirable property of having
the sign of the metric directly relate to the satisfaction of the
corresponding STL expression. In [15], the authors define a
metric that preserves this so-called soundness property. The
goal therein was to achieve higher robustness against noise
by maximizing their metric instead of the traditional one.
To the extent of the authors’ knowledge, this work is the
first to consider STL robustness metrics explicitly for their
role in accelerating learning procedures. In particular, the
focus is on the so-called shadowing problem of the traditional
robustness metric [10]: the definition of this metric is such
that increasing the robustness of one term in a conjunction
of propositions does not show in the robustness computed
for the conjunction itself. This makes it more difficult for
learning methods to find improvements towards task satis-
faction through exploration. Our main contribution towards
countering this problem is two-fold. First, we provide a
theoretical study of some fundamental limitations involved
in designing any robustness metric that is assumed to satisfy
a set of chosen desirable properties for its role in aiding
learning algorithms. Second, we use the findings to define
a new class of robustness metrics specifically engineered
for aiding exploration. The effectiveness of this new metric
compared to previous ones is demonstrated in a case study.
The rest of the paper is organized as follows. Section
II provides background on STL, its robustness metrics,
and briefly outlines the algorithm used to compare their
performance for aiding learning. Sections III and IV organize
desirable properties for constructing metrics, and examine
the restrictions these impose on them. Section V introduces
a class of robustness metrics oriented towards accelerating
learning, which is demonstrated by a simulation case study
in Section VI. Concluding remarks are given in Section VII.
II. PRELIMINARIES
A. Signal temporal logic (STL)
In STL, the predicates are defined over continuous-time
signals, such as the state x of the system [3]. The logical
predicates µ are either true (⊤) or false (⊥), which is deter-
mined according to a corresponding function hµ : Rn → R
as µ = ⊤ if hµ(x) ≥ 0 and µ = ⊥ otherwise. The predicates
can be recursively combined using Boolean and temporal
operators to form more complex task specifications φ:
φ := ⊤ | µ | ¬φ | φ1 ∧ φ2 | φ1U[a,b]φ2,
where the until operator U[a,b] requires φ1 to hold until φ2
eventually becomes true in the time interval defined by [a, b].
For a formal definition of the STL language semantics, we
refer to [3]. Briefly, satisfaction of an expression (denoted
(x, t)  φ) can be computed recursively using the semantics
(x, t)  µ ⇔ hµ(x(t)) ≥ 0; (x, t)  ¬φ ⇔ ¬((x, t)  φ);
(x, t)  φ1 ∧ φ2 ⇔ (x, t)  φ1 ∧ (x, t)  φ2; and (x, t) 
φ1U[a,b]φ2 ⇔ ∃t1 ∈ [t + a, t + b] such that (x, t1)  φ2
and (x, t2)  φ1 ∀t2 ∈ [t, t1]. Other expressive temporal
operators include eventually and always, whose definition
follows from F[a,b]φ = ⊤U[a,b]φ and G[a,b]φ = ¬F[a,b]¬φ.
B. Robustness metrics for STL
An advantage of STL is that it allows the definition
of different robustness metrics, which give a quantitative
indication of how well a task expression is satisfied. In
this work, we consider spatial robustness metrics for STL,
i.e., metrics which give an indication towards how well the
formula is satisfied given the imposed timing specifications.
There are also notions of time robustness (e.g. [16]), which
quantify the extent to which the timing requirements are met.
The original metric as defined in [10] will be referred to as
the traditional robustness metric and is evaluated as follows
for a selection of operators that are the focus of this work:
ρµ(x, t) = ρµ(x(t)) = hµ(x(t))
ρ¬φ(x, t) = −ρφ(x, t)
ρφ1∧φ2(x, t) = min
(
ρφ1(x, t), ρφ2(x, t)
)
(1)
ρF[a,b]φ(x, t) = max
t′∈[t+a,t+b]
ρφ(x, t′)
ρG[a,b]φ(x, t) = min
t′∈[t+a,t+b]
ρφ(x, t′).
A basic property of this robustness metric is that its sign
gives an explicit indication of whether or not its correspond-
ing STL specification is satisfied. Mathematically, this is
described as the following property [10].
Property 1 (Soundness). A robustness metric is sound if, for
any specification φ, ρφ(x, t) ≥ 0 if and only if the signal x
satisfies φ at time t, i.e., (x, t)  φ.
Most robustness metrics recently defined in the literature
[12]–[14] do not preserve this property in exchange for gains
from a computational or optimization perspective. On the
other hand, the metric [15] was defined using notions of
arithmetic and geometric means in a way such that this
property is preserved. The goal of this so-called AG metric
was to better express robustness of some formulas, e.g., the
conjunction of the set of metrics {1, 1, 1, 1, 1} should receive
a lower robustness score than the set {1, 10, 10, 10, 10},
whereas both achieve a score of 1 using the traditional
definition. Note that this behavior also helps counter the
shadowing problem discussed in the previous section.
C. Guided policy improvement with path integrals (PI2)
PI2 is a reinforcement learning algorithm for solving op-
timal control problems in unknown environments. Following
our recent work regarding its application to satisfying STL
tasks, its guided variant will be used to compare the perfor-
mance of different robustness metrics in terms of accelerating
the learning process. Due to space limitations, here we give
a brief outline of the method, and refer to [17] for details.
Guided PI2 searches for a parameterized policy π(x, t) =
uˆ(x, t) + kθ(t) in order to minimize a user-defined cost
function J(τ) of the system trajectory τ from a given initial
state x0. Here, uˆ(x, t) is a feedback controller used to guide
exploration by aiming to impose given timing constraints,
i.e., funnels ρµi(x(t)) ≥ γ(t), on the evolution of the i =
1, . . . ,M atomic propositions µi composing the STL task
φ. The algorithm seeks to find the feedforward terms kθ(t)
which (locally) minimize J(τ). In its (k)-th iteration, a set of
N parameters are sampled from around the current solution
estimate θ(k), the corresponding controllers’ performances
are evaluated using the cost J(τ), and the θ parameters are
updated towards the more optimal ones. The iterations are
repeated a given number of times or until convergence. In the
context of satisfying φ, the cost function J(τ) is composed of
a cost of interest C(τ) to be minimized and a penalty term
for progressively enforcing task satisfaction by penalizing
negative values of the corresponding robustness ρφ(x, 0).
III. STRUCTURED DEFINITION OF ROBUSTNESS
METRICS
In order to algorithmically calculate the robustness metrics
of complex STL formulas, it is useful to define them in
a recursive manner. This was the case for the traditional
robustness measure (1) given in the previous section; the
expressions for the negation, conjunction, eventually, and al-
ways operators all rely on previously computed robustnesses.
A further desirable property of any robustness metric is for
its value to remain unaltered under invariant changes to STL
formulas themselves. For example, in terms of Boolean truth
value, the expression µ1∧µ2 is equivalent to ¬(¬µ1∨¬µ2).
Computing the robustness using the recursions defined by
either expression should return the same value. Transferring
various properties of STL onto its robustness metrics thus
allows us to establish identities between the operators of the
latter, leading to its definition in a structured manner.
Formally, we introduce the abstract operators N , A, O,
F , and G for negation, conjunction, disjunction, and the
eventually and always operators. We then require the well-
known De Morgan identities of Boolean and temporal logic
to be transferred to the robustness metric itself. Thus,
O(φ1, . . . , φM ) = N (A(N (φ1), . . . ,N (φM )))
implies that the robustness metric must satisfy:
O(ρ1, . . . , ρM ) = N (A(N (ρ1), . . . ,N (ρM ))). (2)
Similarly, between the always and eventually operators, the
identity
F[a,b](φ) = N (G[a,b](N (φ)))
translates to
F[a,b](ρ
φ(x, t)) = N (G[a,b](N (ρ
φ(x, t)))). (3)
Further note that the always operator can be interpreted as a
conjunction over a given time frame, such as in the definition
of the traditional robustness metric (1). Discretizing the
interval [a, b] into i = 1, . . . ,M evenly spaced points ti,
we can define
G[a,b](ρ
φ(x, t)) = lim
M→∞
A(ρφ(x, t+ t1), . . . , ρ
φ(x, t+ tM))
(4)
The identities (2), (3), and (4) allow us to define new ro-
bustness metrics in a structured manner, from the elementary
definitions of the N and A operators. The former can also
be excluded from the design by setting N (ρφ) := −ρφ, a
natural choice for quantifying the satisfaction or violation
of a task symmetrically by the same magnitude robustness
metric. Thus, the operators required to evaluate the robust-
ness of STL formulas recursively can be constructed given
the definition of the single AND operator A, significantly
easing the discussion related to constructing new metrics.
As an example, the arithmetic-geometric mean robustness
metric of [15] (denoted by ‘AG’) can be constructed from:
AAG(ρ1, . . . , ρM ) =
{
1
M
∑M
i=1 max(ρi, 0) if mini ρi ≤ 0,
M
√∏M
i=1(1 + ρi)− 1 otherwise.
(5)
Similarly, the traditional robustness metric (1) can be con-
structed from Atrad(ρ1, . . . , ρM ) = min(ρ1, . . . , ρM ).
Remark 1. For evaluating the always operator using (4),
summations and products in the definition of A are replaced
by integrals and product integrals in the limit M →∞: con-
sidering a time horizon [a, b] with a discretized set of points
t1, . . . , tM ∈ [a, b], we have limM→∞
1
M
∑M
i=1 f(ti) =
1
b−a
∫ b
a
f(t)dt, and for products limM→∞
M
√∏M
i=1 f(ti) =
e
1
b−a
∫
b
a
ln f(t)dt. Such sums and products appear in the AG
metric (5) and the proposed metric (17) as well, though we
keep the discretized form of the definitions for simplicity.
IV. PROPERTIES OF ROBUSTNESS METRICS
Based on the previous section, it is convenient to define
robustness metrics through their AND operator A. In the
following, we examine desirable properties of this operator
from a learning-based perspective, as well as some funda-
mental restrictions that their satisfaction imposes on the form
of the operator itself. In order to be clearer with notation, we
denote the operator for a conjunction of M terms by AM .
A. Desirable properties
We consider desirable properties of the AND operator
from a learning-based perspective, i.e., for the potential role
of robustness metrics as rewards for learning-based methods.
1) First, consider the fundamental Boolean identities of
idempotence and commutativity:
Property 2 (Idempotence, commutativity). The AND op-
erator AM is idempotent and commutative if:
(i) AM (ρ, . . . , ρ) = ρ, and
(ii) for any permutation ki of the integers i = 1, . . . ,M ,
AM (ρi, . . . , ρM ) = AM (ρki , . . . , ρkM ).
Note that associativity is not a fundamental property
we wish to preserve, as it contradicts a later, more de-
sirable property. This is also the reason we define the
AM operator as a function of M operands; e.g., the iden-
tity A3 (ρ1, ρ2, ρ3) = A2 [ρ1,A2(ρ2, ρ3)], whose equivalent
holds for Boolean logic, will not hold in general.
2) Second, from a general optimization perspective, it is
desirable for the operator A to be smooth in order to aid
gradient-based and acceleration methods.
Property 3 (Weak smoothness). AM (ρ1, . . . , ρM ) is weakly
smooth if (i) it is continuous everywhere, and (ii) if its
gradient is continuous for all points for which there are no
two indices i 6= j satisfying ρi = ρj = mink∈{1,...,M} ρk.
Unlike simply requiring smoothness almost everywhere,
this definition expresses the desire for smoothness at points
where there is a unique minimal term. In particular, a special
point of interest is when the robustness metric switches
sign, indicating that the corresponding STL specification has
become true or false. Neither the traditional nor the AG
robustness metrics are smooth at such points.
3) Third, from a learning-based perspective of guiding
towards task satisfaction, it is important to address the
shadowing problem outlined in the introduction. With the
traditional metric AM (ρ1, . . . , ρM ) = min(ρ1, . . . , ρM ), an
increase of any ρi is not seen in the robustness of the con-
junction, unless ρi was the unique minimum of the M terms.
For example, if each ρi = ρ, this behavior is undesired;
the reward should indicate that an increase of any ρi would
at some point be beneficial for increasing the robustness of
the conjunction itself. The shadowing problem thus makes
it difficult for a learning algorithm to find improvements
towards task satisfaction. The mathematical formulation of
tackling the shadowing problem is given as:
Property 4 (Shadow-lifting property). The operator AM
satisfies the shadow-lifting property if, for any ρ 6= 0,
∂AM (ρ1,...,ρi,...,ρM )
∂ρi
∣∣∣
ρ1,...,ρM=ρ
> 0 holds ∀i = 1, . . . ,M .
Considering a set of points ρ1, . . . , ρM = ρ, the robustness
metric of their conjunction using the traditional metric would
only show an increase if all ρi terms increase. On the other
hand, the shadow-lifting property implies that AM (ρ, . . . , ρ)
also increases when making partial progress towards this goal
and increasing only a set of the ρi terms. The more elements
of the conjunction change, the greater increase we see in the
robustness due to the linearity of the partial derivatives. The
AG robustness satisfies the shadow-lifting property; however,
we will see that being too rewarding for positive changes of
the terms in a conjunction has pitfalls related to local minima
in more complex tasks.
Remark 2. The shadow-lifting property prohibits the asso-
ciative property of the AND operator to be satisfied. For
example, if it were, the robustness of the conjunction of the
two sets of robustness metrics {1, 1, 1+ǫ} and {1, 1+ǫ, 1+ǫ}
would be both equivalent to that of {1, 1 + ǫ}, whereas the
second one should be higher.
4) Finally, we consider two additional unclassified prop-
erties that impose natural restrictions on the AND operator.
Property 5 (min/max boundedness). The operator AM is
min/max bounded if it satisfies the inequality
min(ρ1, . . . , ρM ) ≤ AM (ρ1, . . . , ρM ) ≤ max(ρ1, . . . , ρM ).
Property 6 (Scale-invariance). The operator AM is said to
be scale-invariant if, for any α ≥ 0, it satisfies the identity
AM (αρ1, . . . , αρM ) = αAM (ρ1, . . . , ρM ). (6)
The former property is useful for placing fundamental
restrictions on the values of AM (·). The latter is desirable
for the AND function to behave similarly regardless of the
order of magnitude of its robustness metric terms, e.g, in
case we do not know their order of magnitude in advance.
Table I on the right summarizes the properties satisfied by
the traditional and AG robustness metrics.
B. Imposed restrictions
Properties 1-6 impose fundamental restrictions on the form
of the operator AM used for constructing any sought-after
robustness metric. In the following, various propositions
regarding these restrictions are presented in order to motivate
the definition of a new robustness metric in Section V.
Proposition 1. The operator AM cannot be sound, idempo-
tent, and smooth simultaneously.
Proof. Consider the behavior of A2(ρ1, ρ2) for ρ1 = 0 and
ρ2 > 0. By soundness, A2(ρ1, ρ2) must switch sign as ρ1
switches sign; continuity therefore implies A2(0, ρ2) = 0 for
any ρ2 > 0. In particular, A2(0, ρ2) remains 0 when ρ2 →
0+, thus ∂A2(ρ1,ρ2)
∂ρ2
∣∣∣
ρ1,ρ2=0
= 0. The same argument holds
for the partial derivative with respect to ρ1 at this point. For
ǫ→ 0+, in the first-order approximation we must thus have
A2(ǫ, ǫ) =
(
∂A2(ρ1,ρ2)
∂ρ1
+ ∂A2(ρ1,ρ2)
∂ρ2
)
ǫ = 0. This, however,
contradicts A2(ǫ, ǫ) = ǫ implied by idempotence.
The proposition implies that smoothness across the entire
domain is a too strict requirement. As we will see, however,
the operator AM can be weakly smooth. An interesting
question is if the gradient could be continuous at more points
than required by weak smoothness; e.g., one could require
continuity of the gradient at all points except where there
are two indices i, j such that ρi = ρj = mink ρk 6= 0. Note
the added ‘ 6= 0’ condition compared to weak smoothness.
Although the study of this question is outside the scope of
this work, the metric defined in the next section will actually
be smooth at points where all ρi are equal, giving merit to the
idea. The following proposition relates smoothness at such
a key point of interest to the shadow-lifting property.
Proposition 2. Assume the AND operator AM is defined
such that it is smooth and satisfies Property 2. Then, for any
ρ 6= 0, the operator satisfies
∂AM (ρ1, . . . , ρM )
∂ρi
∣∣∣∣
ρ1,...,ρM=ρ
=
1
M
, ∀i = 1, . . . ,M (7)
which is positive and thus implies that Property 4 also holds.
TABLE I: Summary of the discussed properties satisfied by
the two robustness metrics introduced in the literature.
Robustness metric
Property number
1 2 3 4 5 6
traditional [10] ✓ ✓ ✗ ✗ ✓ ✓
AG [15] ✓ ✓ ✗ ✓ ✓ ✗
Proof. If the gradient is continuous, then for any ρ 6= 0 in
the first-order approximation we must have:
lim
ǫ→0
AM (ρ+ ǫ, . . . ,ρ+ ǫ) = AM (ρ, . . . , ρ)
+
∑M
i=1
ǫ
∂AM (ρ1, . . . , ρM )
∂ρi
∣∣∣∣
ρ1,...,ρM=ρ
The idempotence property then implies the equality:
ρ+ ǫ = ρ+ ǫ
∑M
i=1
∂AM (ρ1, . . . , ρM )
∂ρi
∣∣∣∣
ρ1,...,ρM=ρ
must hold. Furthermore, due to commutativity of the vari-
ables, the partial derivatives at ρ1 = . . . = ρM must equal
one another, which implies the desired result (7).
Next, we consider restrictions that weak smoothness im-
poses on the gradient at points where the minimal term in
the conjunction is unique and equal to zero.
Proposition 3. Assume the AND operator AM is defined
such that Properties 1-3 and 5 hold. Then,
∂AM (ρ1, . . . , ρM )
∂ρi
∣∣∣∣
ρi=0, ρj 6=i>0
= 1, ∀i = 1, . . . ,M. (8)
Proof. Consider the case i = 1 without loss of gener-
ality due to the commutative property of AM . As AM
is sound, it must switch from positive to negative as ρ1
switches from positive to negative at points where ρ1 =
0, ρj 6=1 > 0. Therefore, as AM is continuous, we must have
AM (ρ1, . . . , ρM ) = 0 at such points. The partial derivative
∂AM (ρ1,...,ρM )
∂ρi
∣∣∣
ρi=0, ρj 6=i>0
can thus be evaluated as:
lim
ρ1→0
AM (ρ1, . . . , ρM )− 0
ρ1 − 0
= lim
ρ1→0
AM (ρ1, . . . , ρM )
ρ1
(9)
For the limit from below, since ρ1 is the minimal term,
the min/max bound inequality ρ1 ≤ AM (ρ1, . . . , ρM )(< 0)
implies limρ1→0−
AM (ρ1,...,ρM )
ρ1
≤ 1. On the other hand,
taking the limit from above, the inequality (0 <)ρ1 ≤
AM (ρ1, . . . , ρM ) implies limρ1→0+
AM (ρ1,...,ρM )
ρ1
≥ 1. For
weak smoothness, the two limits must match, thus the partial
derivative (8) must be equal to 1 at this point.
Finally, the following proposition relates possible values
AM can take in case scale-invariance is also assumed.
Proposition 4. Assume the AND operator AM is defined
such that Properties 1-3, 5, and 6 hold, and consider without
loss of generality ρ1 6= 0 fixed. Then, the condition (8) on
the partial derivative is satisfied if and only if:
lim
ρ2,...,ρM→∞
AM (ρ1, . . . , ρM ) = ρ1. (10)
Proof. The scale-invariance property allows us to relate the
form of limits given by equations (9) and (10). Let ǫ have the
same sign as ρ1 6= 0, and consider a set of values ρ¯i6=1 > 0.
Using (6) with α := ǫ/ρ1 > 0, one obtains the relation:
ρ1
ǫ
AM (ǫ, ρ¯2, . . . , ρ¯M ) = AM (ρ1, ρ¯2
ρ1
ǫ
, . . . , ¯ρM
ρ1
ǫ
). (11)
For the ‘if’ direction, assuming (10) holds, then for ǫ → 0
the right hand side of this equation becomes ρ1. Dividing
both sides by ρ1 then yields:
lim
ǫ→0
1
ǫ
AM (ǫ, ρ¯2, . . . , ρ¯M ) = 1, (12)
which by definition of the partial derivative implies (8).
Conversely, for the ‘only if‘ direction, assuming (8) holds,
by definition (12) must hold as well. Substituting this into
(11) for ǫ→ 0 shows that now (10) holds, as desired.
Remark 3. Proposition 4 and the shadow-lifting property
imply that any AND operator satisfying Properties 1-6 alto-
gether is non-monotone. This can be seen in the simple case
of considering A2(−1, ρ) as ρ increases from -1 towards
infinity. Initially, the robustness of the conjunction must
increase, but drop back to the minimal element -1 as ρ→∞.
V. NEW ROBUSTNESS METRIC
We introduce a family of robustness metrics following the
imposed restrictions uncovered in the previous section. More
specifically, we construct an AND operator that satisfies all
of Properties 1-6. The construction is such that a parameter
ν > 0 controls how closely the defined metric approaches the
traditional Atrad(ρ1, . . . , ρM ) = mini ρi := ρmin operator.
A. Behavior for ρmin < 0
If ρmin < 0, the conjunction is not satisfied, hence
for soundness and continuity AM (ρ1, . . . , ρM ) must remain
negative and approach 0 as ρmin → 0−. Aiming at a scale-
invariant behavior, let us define:
ρ˜i :=
ρi − ρmin
ρmin
, (13)
which is non-positive (as ρmin < 0) and becomes 0 at ρi =
ρmin. Using this normalized measure, we further define the
effective robustness measures:
ρeffi := ρmine
ρ˜i , (14)
whose purpose is to transform each ρi such that ρ
eff
i is neg-
ative and remains between ρmin and ρi. The AND operator
for ρmin < 0 with parameter ν > 0 is then defined by taking
the weighted average of these effective measures:
AnewM (ρ1, . . . , ρM ) :=
∑M
i=1 ρ
eff
i e
νρ˜i∑M
i=1 e
νρ˜i
, if ρmin < 0. (15)
The weighting function eνρ˜i is such that the weight is 1
for ρi = ρmin and becomes 0 as ρi → ∞; this prop-
erty is motivated by the desire to satisfy the condition
lim
ρi 6=ρmin→∞
AM (ρ1, . . . , ρM ) = ρmin imposed by Proposi-
tion 4. Also note that as ν →∞, the weights eνρ˜i tend to 0
for ρi 6= ρmin because then ρ˜i < 0, and the defined operator
becomes the traditional AtradM = mini ρi metric.
B. Behavior for ρmin > 0
If ρmin > 0, the conjunction is satisfied, hence for sound-
ness and continuity AM (ρ1, . . . , ρM ) must remain positive
and approach 0 as ρmin → 0+. For a structurally scale-
invariant behavior, we again use the normalized measure
defined by (13). As opposed to the previous case, we do
not require an effective measure in order to impose negative
values on the metric, and can readily take the weighted
average of the robustnesses forming the conjunction as:
AnewM (ρ1, . . . , ρM ) :=
∑
i ρie
−νρ˜i∑
i e
−νρ˜i
, if ρmin > 0. (16)
Note that if ρmin > 0, the normalized measures are all
positive, and the exponential weights become 1 for ρi = ρmin
and 0 as ρi →∞, as in the previous case. As before, setting
ν →∞ also reduces (16) to the traditional min operator.
C. Definition
The new robustness measure is defined from (15) and (16)
as:
AnewM (ρ1, . . . , ρM ) =


∑
i ρmine
ρ˜ieνρ˜i∑
i e
νρ˜i
if ρmin < 0,∑
i ρie
−νρ˜i∑
i e
−νρ˜i
if ρmin > 0,
0 if ρmin = 0.
(17)
Sample behaviors of the operator Anew2 (ρ1, ρ2) for different
configurations of the variables ρ1 and ρ2 are depicted in
Figure 1. Note that the illustrated curves are smooth, unlike
in case of the traditional and AG robustness measures.
However, monotonicity is not achieved, as expected from
Theorem 4.
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(a) ρ1 = −1 kept fixed (b) ρ1 = 1 kept fixed
traditional AG new (ν = 1) new (ν = 3)
Fig. 1: Robustness metric of the conjunction A2(ρ1, ρ2) for
the traditional, AG, and newly proposed metrics as a function
of ρ2 for fixed values of ρ1. On the left, the shadow-lifting
property is illustrated as the robustness increases even though
the minimum of the two terms is constant. Note that the
curves corresponding to the proposed metric are smooth.
The introduced robustness metric satisfies each of the
desired Properties 1-6, as shown in the following theorem.
Theorem 1. The AND operator defined by (17) satisfies all
of Properties 1-6.
Proof. Due to space constraints, we prove the theorem for
the definition of AnewM in case mini ρi < 0; the proof for
mini ρi > 0 follows the same pattern.
Properties 1-2: For soundness, we must have AnewM (·) <
0, which follows from ρmin = mini ρi < 0 and the
positiveness of all exponential factors in the definition (15)
of the operator. For idempotence, substituting in ρ1 =
. . . ρM := ρ implies ρmin = ρ, and for all normalized
metrics we have ρ˜i = 0. The expression (15) therefore
reduces to
∑M
i=1 ρ/
∑M
i=1 1 = ρ, as desired. Commutativity
follows from the commutativity of ρmin = mini ρi and from
commutativity of addition.
Property 3: For weak smoothness, we first show that
the operator is continuous. This is clearly the case due
to the continuity of the composing min and exponential
functions when ρmin < 0; furthermore, we must show
AnewM (ρ1, . . . , ρM ) → 0 as ρmin → 0−, since by definition
(17) AnewM (ρ1, . . . , ρM ) = 0 when ρmin = 0. To show this,
note that the effective robustness measures (14) are defined
such that ρmin ≤ ρeffi < 0 ∀i, hence the weighted average
(15) of them will also satisfy these bounds. Thus, when
ρmin → 0−, A
new
M (ρ1, . . . , ρM )→ 0, as desired.
It is clear that the gradient of (15) is smooth whenever
there is a unique index i such that ρi = ρmin < 0 due
to the smoothness of the composing functions. To complete
the proof, we need to show that as ρmin → 0, the left and
right partial derivatives with respect to each ρi become equal.
Proposition 3 implies that the partial derivative with respect
to the minimal term needs to be equal to 1, which will now
be shown for the left side derivative. Indeed, let i be the
unique index for which ρi = mini ρi; then as ρmin → 0−,
all other ρj 6=i > 0 and thus ρ˜j 6=i → −∞ while ρ˜i = 0.
Substituted into the expression (15), AnewM (ρ1, . . . , ρM ) thus
reduces to ρmin = ρi, and the partial derivative is::
lim
ρi→0,ρj 6=i>0
AnewM (ρ1, . . . , ρM )−A
new
M (0, ρ2, . . . , ρM )
ρi − 0
=
=
ρi − 0
ρi
= 1,
as desired. Furthermore, the partial derivative with respect to
the other variables must approach 0 as ρmin → 0−, because
AM (·) ≡ 0 at ρmin = 0. This can be shown by deriving the
expression for these partial derivatives while treating ρi =
ρmin as a constant. Indeed, with respect to a variable ρj ,
j 6= i, one obtains:
∂AM (·)
∂ρj
= e(1+ν)ρ˜j
(1 + ν)(1 +
∑
k 6=i e
νρ˜k)− νeνρ˜j(
1 +
∑
k 6=i e
νρ˜k
)2
(18)
In the limit ρmin → 0−, all ρ˜k → −∞ for any k 6= i, and
thus the above expression becomes 0. This completes the
proof of weak smoothness.
Property 4: For the shadow-lifting property, we show that
when ρ1, . . . , ρM := ρ 6= 0, the partial derivative with
respect to any ρi becomes 1/M > 0. Due to commutativity,
without loss of generality consider limits as ρ1 → ρ, first
from above with ρ1 = ρ + ǫ and ǫ → 0+. Then ρmin = ρ
and each ρ˜j 6=1 = 0, thus:
lim
ǫ→0+
1
ǫ
[AM (ρ+ ǫ, ρ, . . . , ρ)−AM (ρ, . . . , ρ)]
= lim
ǫ→0+
ρ
ǫ
(M − 1) + e(1+ν)
ρ+ǫ−ρ
ρ
(M − 1) + eν
ρ+ǫ−ρ
ρ
−
ρ
ǫ
= lim
ǫ→0+
ρ
ǫ
e(1+ν)
ǫ
ρ − eν
ǫ
ρ
(M − 1) + eν
ǫ
ρ
= lim
ǫ→0+
1
(M − 1) + eν
ǫ
ρ
lim
ǫ→0+
eν
ǫ
ρ lim
ǫ→0+
e
ǫ
ρ − 1
ǫ/ρ
= 1
M
· 1 · 1 = 1
M
.
For the limit from below, with ρ1 = ρ− ǫ and ǫ→ 0+, we
have ρmin = ρ− ǫ and thus following the definition (15):
lim
ǫ→0+
1
ǫ
[AM (ρ− ǫ, ρ, . . . , ρ)−AM (ρ, . . . , ρ)]
= lim
ǫ→0+
ρ− ǫ
ǫ
1 + (M − 1)e(1+ν)
ρ−(ρ−ǫ)
ρ−ǫ
1 + (M − 1)eν
ρ−(ρ−ǫ)
ρ−ǫ
−
ρ
ǫ
.
Following the same steps as previously, this limit can also
be shown to be 1
M
. Since the two limits equal, the partial
derivative exists and is equal to 1/M , as desired.
Property 5: For the boundedness of AM (ρ1, . . . , ρM )
by mini ρi and maxi ρi, note that (15) takes the weighted
average of the terms ρeffi = ρmine
ρi−ρmin
ρmin . As all ρi > ρmin
and ρmin < 0, the exponent is negative and thus each ρ
eff
i ≥
ρmin. Furthermore, by the Bernoulli inequality e
x ≥ 1 + x:
ρeffi = ρmine
ρi−ρmin
ρmin ≤ ρmin(1 +
ρi−ρmin
ρmin
) = ρi ≤ maxj ρj .
The weighted average of the terms ρeffi in (15) must also
adhere to the bounds imposed on them, as was to be shown.
Property 6: Scale-invariance readily follows by substitu-
tion. For any ρi → αρi transformation with α > 0, the
normalized measures ρ˜i remain constant, and the minimal
term becomes ρmin → αρmin. Since the expression (15) is
linear in ρmin (when treating ρ˜i independently), the desired
scale-invariance property follows.
VI. RESULTS
In this section, we compare the performance of various
robustness measures in the context of learning a simple but
instructive task. The task φ is for a single integrator robot
x˙ = u, with ‖u‖2 ≤ 1, to always eventually visit two
nearby regions every 4s until the time horizon T = 10s. The
two goal regions are circular with radius rg = 0.2 and are
centered at xg1 = [1.5 2.5]
T and xg2 = [2.5 1.5]
T. The robot
itself starts from x0 = [2.0 2.0]
T and has an input constraint
‖u‖2 ≤ 1. We aim for a robustness of at least ρ
φ ≥ 0.05, as
well as to minimize C(τ) =
∫ T
0
‖u(t)‖22 dt. The scenario is
simulated for T = 10s with a time step ∆t = 0.02s.
The task is formulated as φ = G[0,6]
(
F[0,4]µ1 ∧ F[0,4]µ2
)
,
where µ1 = (rg − ‖x− xg1‖ > 0) and µ2 = (rg −
‖x− xg2‖ > 0). The minimal robustness requirement im-
plies that the distance to travel from one region to the other is
1.11, slightly more than what is physically possible for the
robot in one second. For this reason, out of two potential
solutions illustrated in Figure 2a, only the green one is
feasible, and its cost can be calculated to be Copt = 2.02.
We employ the guided PI2 method from Section II-C
to solve the described scenario. The algorithm allows the
definition of initial γi(t) funnels to guide the exploration
towards the optimal solution. In particular, we examine three
imposed guides for reaching the target regions, as depicted in
Figure 2b. The three cases are referred to as strong, weak, and
no guidance, respectively. The figure shows the γ1(t) guides
for reaching the goal region 1; the funnels for the second are
defined from
γ1(t)+γ2(t)
2 := γ1(0) as γ2(t) = 2γ1(0)−γ1(t).
We compare the traditional, AG, and newly proposed
robustness metrics in terms of their performance for guiding
learning in context of the outlined scenario. The goal is
to achieve task satisfaction as quickly and consistently as
possible. To this end, the case scenario is solved 25 times
using PI2 for the different configurations of guidance funnels
and robustness metrics. Table II summarizes the percentage
of finding feasible solutions as opposed to infeasible ones
in each case. Figures 3-4 show the convergence of the task
robustness measure ρφ and the achieved cost C(τ) as a
function of the PI2 iteration number for the case of the
successful runs.
Examining the figures, it is clear that the newly defined
robustness measure surpasses both the traditional and AG
metric in terms of accelerating the learning process. Surpris-
ingly, the latter behaves quite poorly, most likely due to the
learning method not being suited for handling discontinuous
costs well. It is important to note here that the metrics and
thus costs are not comparable in terms of their values, but
in terms of when the task becomes satisfied due to the
soundness property. The new metric consistently achieves
task satisfaction 20-25% faster than the traditional metric.
It is also worth discussing the achieved results in terms
of which local minima was found by the algorithm, as
summarized by Table II. In case of strong guidance, all 3
robustness metrics mainly converge to the true solution, al-
though the AG metric sometimes still snaps into an infeasible
one even in this case. With no guidance, the traditional metric
is clearly superior in terms of finding the correct solution,
although it still converges slower than the new metric in
case the latter finds it as well. With a minimal weak initial
nudge in the optimal direction, both the traditional and new
metrics converge to the true optimum in 100% of the runs,
whereas the AG metric does not exhibit such a trend; in fact,
the opposite seems to be the case. We conjecture that this
behavior is caused by the AG metric being too rewarding
for increases in robustness metrics, as seen through Figure
1. Conversely, the new metric rewards small increases of
terms in a conjunction more than very large ones, leading
to an arguably more desired convergence behavior of all the
TABLE II: Percentage of PI2 runs for which feasible solu-
tions were found for the case scenario. The results reflect
25 randomized runs for each configuration of robustness
measure and guidance used to solve the problem.
Robustness metric
Feedback guidance
none weak strong
traditional [10] 84% 100% 100%
AG [15] 48% 28% 92%
new 60% 100% 100%
terms rising more or less together. We emphasize that the
AG metric was designed to be rewarding in order to achieve
higher robustness against noise than the traditional metric.
A final observation is that the proposed metric is able to
achieve improved convergence rates without deviating much
from the traditional robustness metric. This is seen from
Figure 1; the parameter ν = 3.0 was used in the simulation
examples. Thus, the new metric expresses a similar robust-
ness interpretation as the traditional metric. This is opposed
to the AG metric, which expresses the (not necessarily true)
desire to reach and stay at positive robustness states faster
and for a longer period of time. These findings emphasize an
additional possibility of the newly defined metric: ν allows
the user to control how close it approximates the traditional
metric. Varying its value throughout the learning procedure
may lead to further improved results.
0 2 4 6 8 10
−0.5
0
0.5
goal 1
goal 2
t
0 2 4 6 8 10
−2
−1.5
−1
−0.5
0
strong guide
weak guide
no guide
optimal
trajectory
goal 1
t
ρµ1
(a) Out of two potential local minimum solutions for satisfying the
task, the green is feasible and optimal with respect to minimizing
the input energy. The red is not feasible due to actuator constraints.
(b) Evolution of the robustness measure ρµ1(x(t)) for the optimal
trajectory (green), and three γ1(t) guide funnels aiming to enforce
it in a progressively more aggressive manner (blue).
Fig. 2: Illustration of potential solutions and guides to satis-
fying the task outlined for the case study. The robot needs
to visit both goal regions once every 4 seconds throughout
the first 6 seconds of its motion.
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Fig. 3: Convergence of the cost and robustness metrics throughout the PI2 algorithm running under strong, weak, or no
guidance. The results show the distribution of successful runs obtained from 25 sample runs of the algorithm, for the
discussed traditional, AG, and newly proposed robustness metrics. The median task robustness measure ρφ and achieved
cost C are plotted as a function of the PI2 iteration number k. All results, excluding the top and bottom 10%, lie in the
shaded regions. The newly defined metric always converges to near the optimal solution and achieves task satisfaction most
quickly and with least variance. The optimal cost can be calculated as Copt = 2.02.
VII. CONCLUSIONS
In this paper, we presented theoretical results regarding the
form of possible robustness metrics for quantifying the sat-
isfaction of STL tasks. The findings motivated the definition
of a sample new robustness metric, whose improved perfor-
mance for accelerating learning was demonstrated through a
simulation case study. Our preliminary results are promising
and motivate further research into the potential of defining
robustness metrics for their role in general-purpose reward
shaping. Further work on the topic includes a more rigorous
exploration of the properties of potential robustness metrics
and their imposed restrictions on the metric itself, as well
as conducting a thorough simulation study to verify their
superior performance across a wider spectrum of scenarios.
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