Empirical models have been widely and successfully used in device modeling in the past few decades. However, they are becoming increasingly intricate to accurately capture the complex thermal effects in semiconductor devices. Therefore, the aim of this work is to utilize a general dimension-reduction method to quickly and accurately construct large-signal models of semiconductor devices with consideration of thermal effects. In general, the junction voltage dimension is represented by empirical functions, whereas the junction temperature dimension is described by the first-order Taylor series approximation. The final analytical current model is a combination of two independent sets of empirical functions. These functions are constructed from pulsed I-V measurements at different ambient temperatures. The percentages of different components are controlled by the thermal level. Two commercial InGaP/GaAs heterojunction bipolar transistors are investigated to verify the effectiveness of this method. The large-signal models are implemented in Advanced Design System. Excellent agreement is achieved between measurement and simulation of the I-V characteristics, S-parameters, and power sweeps. The dimension reduction method is able to effectively reduce the number of equations and parameters because the temperature dimension is expanded by using a Taylor series. In addition, this method would be applied to the thermal modeling of various devices based on new materials or process technologies. Accordingly, the dimension reduction method is powerful and useful in fast and accurate thermal modeling of microwave semiconductor devices.
I. INTRODUCTION
Heterojunction bipolar transistors (HBTs) are playing a vital role in high-speed and power applications, such as ultrafast circuits, microwave systems, and so on [1] - [5] . Nevertheless, there is a significant increase in the temperature resulting from the power consumption of the semiconductor devices, especially when the devices operate at high current density points in high speed and high power applications or when the devices become thinner. These thermal effects will degrade the performance of the microwave devices. Subsequently, large-signal models that are capable of characterizing with great accuracy the thermal effects are important and The associate editor coordinating the review of this manuscript and approving it for publication was Andrei Muller . significant for the successful and efficient microwave circuit and system designs [6] - [8] .
In the last decades, empirical models for semiconductor devices have been widely and successfully used in industrial applications because of their robustness, great simulation accuracy, and high efficiency [9] - [13] . However, in order to accurately capture the thermal effects in semiconductor devices, the temperature scaling equations in empirical models become increasingly complicated, which unfortunately makes the modeling work quite intricate and timeconsuming. In addition, too many empirical parameters in the model could lead to nonphysical and overfitting problems. It would be difficult to achieve good results beyond the measurement region, especially when limited data sets are used to construct the large-signal models. In comparison with empirical models, physical models are originated from the device operation principle, and they contain more physical parameters and fewer fitting parameters [14] . However, the accuracy and convergence of physical models need to be improved at some operation regions. Therefore, some empirical models are added in physical models, and semiphysical or semi-empirical models are used for accurate modeling [15] . In this work, a simplified AgilentHBT (AHBT) model is used for large-signal modeling. The current and charge models are similar to those in HICUM and VBIC models. However, the dimension reduction method is utilized to simplify temperature scaling equations and decrease the number of related parameters. Complicated thermal effects in microwave semiconductor devices can be quickly and accurately modeled using this method [16] . The core of this method is that the independent variables of a highdimensional function are classified into two parts, and then different dimensions are represented by using different methods. The dimensions with enough measurement data that can be easily modeled are described by empirical functions, whereas the dimensions with limited data that are difficult to handle are characterized by the Taylor expansion.
In comparison to the traditional empirical modeling, the dimension reduction method directly expands empirical current functions instead of temperature-dependent model parameters. The temperature scaling equations and parameters are no longer needed for the model construction because the temperature dimension is expanded using the Taylor series. Therefore, this method takes fewer model parameters and equations for the analytical large-signal model construction. Hence, utilizing this method to capture the thermal effects would effectively shorten the model design time. In addition, this method is able to be applied for the thermal modeling of various devices or circuits based on different semiconductor materials or process technologies, such as LDMOS, GaN HEMTs, and so on [17] . Subsequently, this method would be helpful in realizing the automatic parameter extraction and semiconductor device modeling in the future.
In this paper, the detailed theoretical analyses and the whole modeling procedure are provided. The general dimension reduction approach is illustrated in Section II. The temperature-dependent current model is derived in Section III. In addition, the extraction of bias-independent elements and nonlinear charge models are provided. In Section IV, for verification, the simulated and measured results are compared, including both small-signal and largesignal characteristics. Section V is the conclusion of this paper.
II. DIMENSION REDUCTION METHOD
To begin with, the independent variables of a function or a model are classified into two parts. The highly nonlinear independent variables are in one group, whereas the remaining dimensions that behave monotonic or quasi-linear in the region of interest are in another group. After the classification of variables is finished, the function is represented as
where the vector m is M-dimensional (m = (p 1 , p 2 , · · · , p M )) and the vector n is N-dimensional (n = (q 1 , q 2 , · · · , q N )).
The vector m related dimension is highly nonlinear, and it will be represented by physical or empirical functions. By contrast, the vector n related dimension is quasi-linear in the region of interest, and it will be described by Taylor series expansion. Second, the vector n related dimension is expanded at a quiescent point by using the first-order Taylor series approximation. In most cases, the first-order or second-order Taylor series approximation is utilized because the vector related n dimension exhibits weak nonlinearity over the region of interest, such as the thermal or trapping effects [18] . After Taylor series expansion, the original function is well approximated, and it is given by
where n 1 is the expansion point. h (m, n)| n=n 1 represents the relationship between the function h and the dimension m at the expansion point. It will be described by empirical functions because the state is known or fixed (n = n 1 ).
∇h (m, n)| n=n 1 denotes the Jacobian at the expansion point. The final step in the dimension reduction process is to obtain the expression of the Jacobian at the expansion point. Once the Jacobian is determined, the dimension n is reduced, and the original function is simplified. In fact, the expression of the Jacobian can be obtained from several data sets at different states. At a given state (n = n k ), the function is expressed as h (m, n)| n=n k , where k is a positive integer. For convenience, h (m, n)| n=n k is denoted as h (m, n k ). Then, according to (2) , for k = 2, 3, · · · , K , there are K − 1 equations, and they are as follows:
Rearranging (4) in vector form, we obtain
where A is a (K − 1) × N matrix and b is a vector with K − 1 elements. The expressions are as follows:
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III. LARGE-SIGNAL MODELING OF HBTs
Two commercial 3 µm × 40 µm InGaP/GaAs HBTs are utilized to demonstrate how to use the dimension reduction method to model thermal effects. One HBT is 1-finger, and the other is 2-finger. Fig. 1 shows the microphotograph of the investigated InGaP/GaAs HBT device. Fig. 2 (a) shows the measured current, cut-off frequency (f T ), and maximum frequency of oscillation (f MAX ) of the investigated 1-Finger HBT at room temperature. The f T and f MAX are nearly 50 GHz and 95 GHz at V CE = 1.4 V and I C = 35 mA. In addition, the collector-base, emitter-base, and 3 terminal emittercollector junction breakdown voltages are nearly 25 V, 7 V, and 13 V, respectively (2 µm × 20 µm × 2 HBT at 40 µA). Fig. 3 illustrates the adopted nonlinear equivalent circuit of the investigated HBTs, which is made up of parasitic elements, resistors, current sources, etc. The intrinsic model is bounded by the red dashed box, and the thermal sub-circuit is bounded by the black dotted box. Fig. 4 demonstrates the detailed procedure for the parameter extraction and the nonlinear model construction.
A. BIAS-INDEPENDENT PARAMETER EXTRACTION
The parasitic capacitances (C pbe , C pbc , and C pce ) are extracted from the Y-parameter measurements of the open test structure. Similarly, the parasitic inductances (L pb , L pc , and L pe ) are determined by using the Z-parameters of the short test structure. The small contact resistances are taken into consideration in the extrinsic base, extrinsic collector, and series emitter resistors, which are R bx , R cx , and R e , respectively. These resistances are obtained by using the cold HBT method and the Z parameter method [19] - [22] . The intrinsic base resistance (R bi ) and collector resistance (R ci ) are determined from the measured S-parameters after all parasitic and extrinsic components are de-embedded [23]- [27] . Note that the base resistance affects the device speed and noise behavior, and it is important for the transistors operated at high current densities [28] . In addition, R bi reduces with collector current due to current crowding effects [29] . In this work, the intrinsic base resistance is assumed to be bias-independent, which might affect the simulated f MAX , S-parameters, and output power under high bias conditions. The extracted parameters of 1-finger and 2-finger HBTs are listed in Tables 1 and 2 , respectively. 
B. TEMPERATURE-DEPENDENT CURRENT MODEL
The collector-emitter current (I CE ), base-collector currents (I BCx and I BCi ), and base-emitter currents (I BEx and I BEi ) are dependent on the junction voltages and junction temperature. The junction voltage dimension is highly nonlinear, and thus it is described by empirical functions instead of high-order Taylor series to avoid extrapolation problems. In contrast, the junction temperature dimension tends to behave quasilinear or monotonic in the region of interest. Therefore, it is characterized by the Taylor series to reduce the number of parameters and simplify the modeling work. The first-order Taylor approximation is able to meet the engineering requirements in terms of prediction precision because there is a quasi-linear decrease of the current with the increase of the temperature over the region of interest [30] . Fig. 5 shows that the collector current decreases almost linearly with ambient temperature. In addition, a good agreement is achieved between the measured and modeled results in the region of interest. Therefore, the first-order approximation is adequate, and it is utilized in this work. A second-or higherorder approximation is needed if characteristics at much higher or lower temperatures are investigated.
According to the analyses in Section II, the variables are first classified into two parts as follows:
where V BCx , V BCi , V BEx , and V BEi are junction voltages. T dev represents the junction temperature. T amb is the ambient temperature, R th denotes the thermal resistance, and P diss is the average dissipated power. In this case, the vector n becomes a scalar because only T dev will be expanded. Then the current source is represented by
Applying the Taylor series expansion illustrated in (2), the current function is approximately expressed, which is given by
where n 1 is the quiescent expansion point and ∇I (m, n)| n=n 1 denotes the Jacobian at the expansion point.
In addition, according to (4), at different thermal states n k = T (k) dev , k = 1, 2, · · · , K , the current is expressed as follows:
The dimension to be expanded is 1 in this work, and thus the Jacobian at the expansion point has the dimension of 1 by 1. Therefore, at least two different pulsed I-V measurements, including the data at the quiescent expansion point, are required to determine the expression of the Jacobian and then to finish the dimension reduction process. Hence, short-pulsed I-V measurements at two different ambient temperatures are used for model construction. The pulsed I-V measurement setup is listed in Table 3 .
In general, using pulsed I-V curves to obtain the Jacobian is more of convenience than utilizing DC I-V curves, because the average dissipated power is low, and the self-heating effect is negligible in pulsed measurements. In this work, the ambient temperatures of 25 • C and 125 • C are used as the reference states, and the related pulsed I-V measurements are used for model construction. In fact, all pulsed I-V measurements at two or more arbitrary temperatures in the region of interest are able to be used to determine the expression of the Jacobian.
Substituting the measurement information in Table 3 into (6) and (7), we have
The number of equations equals the dimension of the Jacobian. Therefore, the expression of the Jacobian is obtained by substituting (14) and (15) into (8) , and it is given by
From (16), it is observed that the determined Jacobian is a linear combination of the I-V characteristics at different VOLUME 7, 2019 thermal states (n 1 and n 2 ). Thus, the value of the Jacobian is able to be obtained after the pulsed I-V characteristics at these states are correctly modeled by empirical functions.
After the expression of the Jacobian is determined, the analytical current model with ambient temperature dependence is obtained by substituting (16) and the information in Table 3 into (12), which is given by
The next step for current source modeling is to determine the model parameter values in I (m, n 1 ) and I (m, n 2 ) by using the pulsed I-V measurements at 25 • C and 125 • C, respectively. In this work, the relationship between currents and junction voltages is described by the empirical functions in the AHBT model which is based on the UCSD model and the Gummel-Poon model [31] - [34] . The empirical functions are as follows [35] :
where ABCX and ABEL are utilized to separate the intrinsic and extrinsic current. V T is the thermal voltage.
The parameters in the current model are determined by using the quasi-newton and least-square optimization methods to closely fit the pulsed I-V measurement at ambient temperatures of 25 • C and 125 • C. The optimization is carried out by using the Plot Optimizer in Integrated Circuit Characterization and Analysis Program (IC-CAP) with a Verilog file defining the current model. Note that some model parameters are temperature-independent, and thus they are set to be the same at different temperatures. The obtained current model parameters for the 1-finger and 2-finger HBTs are listed in Tables 4 and 5, respectively. Fig. 6 shows the mesh of the obtained Jacobian coefficient. Fig. 7 and Fig. 8 illustrate the comparison between the measured and simulated pulsed I-V curves under four different temperatures. In fact, the pulsed I-V measurements at 25 • C and 125 • C are utilized for the curve fitting and model parameter determination. The good agreement shows that the model parameters are accurately determined by using optimization techniques. In addition, the designed current models are able to predict with great accuracy the pulsed I-V curves at −30 • C and 85 • C. The current correctly decreases with the increase of the ambient temperature under different bias conditions. Therefore, the effects of the ambient temperature on the HBTs are correctly characterized by using the dimension reduction method. The expansion is valid, and the convergence is guaranteed in a wide range of simulations.
The final step of the current modeling is to model the selfheating effect. Substituting (10) into (17) , the below current model with consideration of thermal effects is obtained.
The average dissipated power equals the product of the collector-emitter voltage and the collector-emitter current. The model parameters in I (m, n 1 ) and I (m, n 2 ) are determined in the previous optimization process. Therefore, the unknown model parameter in (25) is thermal resistance. It is significant to note that the thermal resistance also depends on the junction temperature, which is a vital property of III-V HBTs [36] - [38] . The thermal resistances at different states are obtained using the method in [39] . Fig. 9 (a) illustrates that R th ranges from about 400 K/W at low power dissipation to 550 K/W at high power dissipation. The increase in R th with an increase in temperature is due to the decreasing thermal conductivity with the temperature. It means the assumption of constant thermal conductivity may not hold [40] . As shown in Fig. 9 (b) , the nonlinearity occurs at high power dissipation. The linear model (black dashed line) assuming constant thermal conductivity underestimates the temperature rise when the power dissipation is higher than 0.1 W. Therefore, the temperature dependence of thermal conductivity is considered in this work, and temperaturedependent thermal resistance is modeled by where T nom is the nominal temperature, and it is 27 • C. R thref is obtained from the experimental data at low power dissipation. X th is the temperature exponent, and it is obtained by fitting the extracted thermal resistances at different thermal states. Fig. 9 (a) shows that a good agreement is achieved between the extracted and modeled thermal resistances, and Fig. 9 (b) shows that the nonlinear temperature rise is correctly modeled. The thermal time constant (τ th ) and thermal capacitance (C th ) are obtained from the pulsed I-V measurements with different pulse widths. First, τ th that indicates a time for a transistor to respond to a change is extracted from the graph of normalized difference unit (NDU) versus pulse length [41] . Fig. 10 shows that the estimated thermal time constant is approximately 819 ns when approximately 63.2 percent ( 1 − e −1 × 100%) of the resulting change in the junction temperature has occurred. After τ th is determined, C th is assumed to be temperature-independent, and it is obtained by The determined values of thermal resistances and capacitances are listed in Table 6 .
In this work, the temperature scaling equations and corresponding parameters are no longer needed for the model construction, because the temperature-related dimension is expanded using the first-order Taylor series approximation. As a result, the number of model parameters is reduced by 12 in comparison to the AHBT current model [35] . In addition, thermal modeling based on the dimension reduction method is analytical without any optimization. In the current model construction process, optimization is only used to fit the pulsed I-V curves at each ambient temperature. In each optimization process, the temperature variable in the empirical functions is fixed, and it equals 25 • C or 125 • C. In other words, the empirical functions only have the junction voltage dimension. In contrast, the conventional methods have to handle two dimensions including both the junction voltage dimension and the device temperature dimension in the optimization process.
A scalable model is very important for circuit design. According to the analyses in [42] and [43] , the emitter dimension (emitter length L e or emitter area A e ) could be added into the dimensions to be expanded. Then, the current is approximately expressed by using (2) . For example, the vector n is assumed to be (T dev , L e ) and thus, the Jacobian has the dimension of 1-by-2. Therefore, at least three different reference states are required to obtain the Jacobian (using (8)). The related pulsed I-V measurements are used to obtain all the parameters in the current model. Further studies are required.
C. NONLINEAR CHARGE SOURCE MODEL
Depletion and diffusion charge models are considered to build nonlinear charge models. The base-collector or baseemitter depletion charge models comprise four terms, which are Q jXf , Q jXm , Q jXr , and Q jXcorr . The variable X represents either base-to-emitter or base-to-collector and V X denotes the related junction voltage. The functions are as follows [44] :
The diffusion charges exist only in the intrinsic region, which is different from the depletion charges, because they describe the traverse time along the intrinsic region [45] , [46] . The equations are as follows [47] , [48] :
Q tR = T r I cf (39)
f (x, y, z)
The total extrinsic charges equal the corresponding extrinsic depletion charges, and the total intrinsic charges consist of both the depletion and diffusion components. The details are as follows [49] : 
The determined parameters of the depletion and diffusion charge models for the 1-finger and 2-finger HBTs are listed in Tables 7 and 8 , respectively.
IV. MODEL IMPLEMENTATION AND VERIFICATION
After all parameters are determined, the final large-signal models are built in ADS commercial software. The value ranges of the bias-emitter voltage variables are different at different temperatures, even though the bias conditions are totally the same [44] . Subsequently, the junction voltages are expanded by the first-order Taylor series, and another subcircuit is utilized to obtain the values of the junction voltages at 25 • C (i.e. V (n)| n=n 1 ).
The nonlinear charge source, current source, and selfheating models are implemented by using Symbolically-Defined Devices (SDD) in ADS. Both implicit mode (53) and explicit mode (54) are utilized to define a nonlinear relationship of port voltages and port currents. In addition, a weighting function is used to scale the spectrum of a port current. For example, (54) illustrates the definition of the extrinsic basecollector current and charge. The SDD describes the model in terms of charges and currents, and it automatically generates the derivatives, which is similar to Verilog-A [50]. In addition, it is possible to translate these models into Verilog-A. 
where I CE and I BCx are constructed using (17)- (24) . Extensive comparisons between the simulated and measured results are made to validate the designed large-signal models and to verify the effectiveness of the adopted method. The constructed large-signal models manage to predict with great accuracy both small-signal and large-signal characteristics, including the I-V characteristics from −30 • C to 125 • C, multi-bias S-parameters from 0.1 GHz to 25.1 GHz at 25 • C and 85 • C, and large-signal characteristics from 4.9 GHz to 5.8 GHz at 25 • C. Therefore, the design models are accurate, and the dimension reduction method is feasible and effective. In this work, the large-signal models are mainly used to help design power amplifiers. More measurements are needed if the models are used for some applications involving more severe operating conditions.
A. DC I-V CHARACTERISTICS
As shown in Fig. 11 and Fig. 12 , the nonlinear models manage to predict the static current at four different ambient temperatures. Fig. 13 illustrates the measured and simulated input transfer characteristics. At a fixed ambient temperature, the self-heating effect leads to a decrease in the collector-emitter current with the increase of bias voltages. The current collapse resulting from the self-heating effect is accurately modeled. Therefore, the adopted dimension reduction method is feasible and effective for the thermal modeling of semiconductor devices.
In fact, another expression of the static current source model is obtained by rearranging (25) , which is given by
Equation (57) illustrates that the final current model with consideration of the self-heating effects is a linear combination of two independent sets of I-V expressions (I (m, n 1 ) and I (m, n 2 )). The percentage of each component is determined by the thermal state (T dev ). I (m, n 1 ) dominates the current in the low temperature or power dissipation region, whereas I (m, n 2 ) has an increasing influence on the current with the increase of the ambient temperature or the product of the thermal resistance and the average power dissipation. Fig. 14 and Fig. 15 show that the simulated constant wave S-parameters agree well with the measured results from 0.1 GHz to 25.1 GHz under different bias conditions. In addition, Fig. 16 shows the measured and simulated Y-parameters. The extrinsic and intrinsic parameters are accurately extracted, and the nonlinear current and charge sources are accurately modeled because the small-signal models are derived from the nonlinear current source and charge source. In addition, an excellent agreement is achieved between measurement and simulation at different ambient temperatures. Therefore, the thermal effects on the collector current are successfully captured by using the dimension reduction method. Fig. 17 and Fig. 18 demonstrate the power sweep validation of the 1-finger and 2-finger HBT models at room temperature. The source and load impedances are 50 ohms. The constructed models manage to predict with great accuracy the output power and gain compression from 4.9 GHz to 5.8 GHz. The good agreement between the simulation and measurement verifies the designed nonlinear models with consideration of thermal effects and validates the effectiveness of the dimension reduction method.
B. SMALL SIGNAL CHARACTERISTICS

C. LARGE-SIGNAL CHARACTERISTICS
V. CONCLUSION
In conclusion, the dimension reduction method is utilized in this paper for the quick and accurate thermal modeling of InGaP/GaAs HBTs. Empirical functions are used to describe the relationship between currents and junction voltages, whereas the Taylor series is used to represent the temperature dimension. The large-signal model is implemented in ADS commercial software. A good agreement is achieved between simulation and measurement under different bias and temperature conditions, including pulsed I-V, DC I-V, S-parameters, and power sweeps. The number of temperature scaling equations and related parameters is successfully reduced by using the dimension reduction method. In addition, this method can be effectively applied for the thermal modeling of various devices based on different materials or process technologies, including LDMOS, diodes, and so on. Therefore, the design time could be significantly shortened, and the automatic extraction and modeling could be realized.
APPENDIX
If the N-order Taylor series expansion is applied, the number of the coefficients (i.e., the Jacobian ∇I (m, n)| n=n 1 , Hessian HI (m, n)| n=n 1 , etc.) to be determined is N. For convenience, these coefficients are denoted as J 1 , J 2 , . . . , J N . Then, the current is approximately expressed by I (m, n) ≈ I (m, n)| n=n 1 + (n − n 1 ) 1! · J 1 + (n − n 1 ) 2 2! · J 2 + · · · + (n − n 1 ) N N ! · J N (58)
where m = (V BCx , V BCi , V BEx , V BEi ) and n = T dev . n 1 is the quiescent expansion point. In fact, the number of reference states would increase with the order of approximation, and thus more measurement date and curve fitting at different states are needed. However, it is still convenient to determine the coefficients and model parameters if the order of approximation is not extremely high. All the coefficients in (58) have the dimension of 1-by-1 because only the temperature dimension is expanded. Therefore, at least N+1 different states are required to determine the expression of these coefficients. If the pulsed I-V measurements at N+1 different thermal states are used for determination, for k = 2, 3, · · · , N + 1, the current is expressed as follows:
I (m, n k ) ≈ I (m, n 1 ) + (n k − n 1 ) 1! · J 1 + (n k − n 1 ) 2 2! · J 2 + · · · + (n k − n 1 ) N N ! · J N (59)
Rearranging (59) Then, since the number of the equations is the same as the number of the variables, the coefficients can be quickly and uniquely obtained by
Similarly, the model parameters (i.e., parameters in I (m, n 1 ) , I (m, n 2 ) , · · · , I (m, n N +1 )) can be quickly obtained by using the Plot Optimizer in IC-CAP software. Hence, if the order of approximation is not extremely high, it is still convenient to extract the coefficients and parameters. It would be better to determine individual thermal coefficients if the order of approximation is very high, but the firstor second-order expansion is generally enough for most applications.
