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Abstract
We provide conclusive experimental evidence that zero bias anomaly in the differential resistance
of magnetic tunnel junctions (MTJs) is due to electron-electron interaction (EEI), clarifying a long
standing issue. Magnon effect that caused confusion is now excluded by measuring at low tempera-
tures down to 0.2 K and with reduced AC measurement voltages down to 0.06 mV. The normalized
change of conductance is proportional to ln (eV/kBT ), consistent with the Altshuler-Aronov the-
ory of tunneling that describes the reduction of density of states due to EEI, but inconsistent with
magnetic impurity scattering. The slope of the ln (eV/kBT ) dependence is symmetry dependent:
the slopes for P and AP states are different for coherent tunnel junctions with symmetry filtering,
while nearly the same for those without symmetry filtering (amorphous barriers). This observa-
tion may be helpful for verifying symmetry preserved filtering in search of new coherent tunneling
junctions, and for probing and separating electron Bloch states of different symmetries in other
correlated systems.
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I. INTRODUCTION
The prediction of symmetry-preserved tunneling and the resulting giant tunneling magne-
toresistance (TMR) through crystalline MgO barrier in magnetic tunnel junctions (MTJs)1,2
and its subsequent discovery3,4 represent a major triumph of mean-field theory of electronic
structure.5,6 Nowadays MTJ based on symmetry-preserved tunneling is used for read heads
of hard disk drive and is also proposed for future data storage. The key concept is that
the magnetoresistance (MR) ratio is determined not only by the spin polarization (SP) of
the ferromagnetic electrodes, but also by the matching of symmetries of the Bloch states
tunneling through the barrier. This explains why previously the SP obtained from the band
calculations did not agree with the estimated SP from tunneling experimental results when
interpreted using the traditional Julliere’s model,7 where MR = 2P1P2/(1 − P1P2) is only
determined by the SP of electrodes. The inadequacy of Julliere’s model for spin-dependent
tunneling was first pointed out by MacLaren et al in 19978 and later detailed in the re-
views.6,9
In recent years, half metals which have full SP (P = 1) according to band calculations has
draw a lot attention, especially the Heusler alloys.10 Theoretically with P = 1 the MR ratio
can be infinity. However, it is found even for the half metal full-Heusler Co2FeAl0.5Si0.5
alloys, MR ratio is not ideal when quality of the tunneling barrier or the matching between
the tunneling barrier and the electrodes is not perfect,11 while excellent MR ratio is achieved
when the matching is good.12 Thus coherent tunneling is an indispensable factor to get high
MR ratio.10 While the SP can be directly observed by in situ spin-resovled photoemission
spectroscopy,13 there seems no reliable way to verify the coherent tunneling feature. The
oscillation of TMR as a function of MgO thickness was found in cases when the MR ratio
is large, and thought to be related to coherent tunneling,14 but theoretical investigation
indicates that it requires the presence of nonspecular scattering inside the barrier that tends
to diminish symmetry filtering.15 Here we show by conventional resistance measurement near
zero bias, it might be possible to verify the symmetry selective filtering property.
Resistance measurement near zero bias is not new. In fact the so-called zero bias anomaly
has been found for many systems since 1960’s.16–20 The decrease of MR with increasing bias
was observed and has been intensively investigated as to preserve the MR ratio to higher
bias is critical for practical use. The origin of the decrease of MR is usually explained in
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terms of noninteracting electron picture. For example, the decrease of MR with increasing
bias over the range of a few hundred mV for both AlOx-based
21,22 and MgO-based MTJs23,24
was interpreted as due to inelastic spin non-conserving magnon emission25 or elastic tun-
neling with variations of tunneling transmission and density of states.26 Electron-electron
interaction (EEI) has largely been neglected in the study of MTJs.
In addition to the slow decrease of MR over the range of a few hundred mV, for many
MTJ samples, both P (when the two electrodes are magnetically aligned) and AP (when
the electrodes are magnetically antiparallel) states display an additional resistance cusp
within a few tens of mV near zero bias that becomes sharper at lower temperatures. The
mechanism behind this additional resistance peak, which we specifically refer as zero bias
anomaly (ZBA) here, is a long standing puzzle.27,28 Related to ZBA is the ‘ZB’ peak in the
second derivative of the current-voltage curves, which is also called inelastic electron tunnel-
ing spectroscopy (IETS) and is frequently used to investigate inelastic tunneling processes.
In IETS of MTJs,29–33 the ‘ZB’ peak has been ascribed to various mechanisms, including
magnon excitation,34, magnetic impurity scattering,35 and combination of magnon scattering
and EEI.27 Although some earlier works25,36 did not distinguish between ZBA and magnon
induced reduction of TMR over a much wider bias range, it was later shown theoretically
that interface magnon scattering does not yield sharp peaks at all,37 contradicting the inter-
pretation that the ZBA and the sharp peak in the IETS near zero bias are due to magnon
excitation. More importantly, there have been suggestions that the ZBA may be due to
EEI27,28 but conclusive evidence is lacking.
EEI is just the Coulomb interaction between electrons. As proposed by Altshuler and
Aronov as early as 1979,38–40 and later quoted in the textbook by Abrikosov,41 the exchange
interaction between electrons can cause quantum corrections to the conductivity as well as
density of states. The correction due to the interference of the states has a characteristic time
scale depending on the energy ǫ involved, and depends on the probability of two particles
meeting at the same point, thus on the dimensionality of the systems. Similar arguments
also apply for decoherence etc and the dimension related integral ∼ √ǫ in 3D and ∼ ln (ǫ) in
2D. EEI induced reduction of density of states near the Fermi energy has been demonstrated
to be consistent with the observed ZBA in tunneling measurements in the 80’s.42 and more
recently it is also been considered for cuprates and manganites.43,44 However, study of EEI
effect concentrated mostly outside of MTJs. The lack of the control over the tunneling wave
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FIG. 1. (color online) First (a) and second (b) derivative at 3.6 K in the P (red line, 500 G) and
AP (blue line, -300 G) states. ‘ZB’, ‘M’, and ‘Ph’ peaks in IETS are clearly visible. The maximum
modulation voltage is about 4 mV.
function symmetry in conventional tunnel junctions means that there has not been any
study on whether the EEI effect depends on such symmetry. Symmetry-preserved tunneling
in MTJs provides a unique platform to answer this question and the nearly bias independent
resistance in the parallel state is a big advantage for observing ZBA. Yet one must still first
settle the debate of whether the ZBA is caused by magnons, magnetic impurities, or EEI.
In this work we first show that the ZBA and the ‘ZB’ peak in IETS are indeed caused by
EEI, then demonstrate that the EEI effect depends sensitively on symmetry filtering in the
barrier layer. By performing measurements at subkelvin temperatures and with very small
AC voltages, we show that the ZB peaks move to as low as 0.1 mV where contribution from
magnon excitation can be excluded and extra broadening due to temperature, modulation,
and especially extrinsic noises is minimized. The ZBA is shown to follow the ln (eV/kBT )
dependence with decreasing temperature and bias, consistent with the Altshuler-Aronov
theory of tunneling in the presence of EEI but inconsistent with the magnetic impurity
scattering model. The slope of the ln (eV/kBT ) dependence is different between the P and
AP states, suggesting that Bloch states with different symmetries affect the EEI differently.
Angular dependence of the slope is also consistent with the EEI mechanism and a separate
effect for each incident Bloch wave.
II. METHODS
MgO and AlOx MTJ stacks with the main structures of Ir22Mn78 (10), Co90Fe10 (2.5),
Ru (0.9), Co40Fe40B20 (3), MgO (2.5), Co40Fe40B20 (3) and Co40Fe40B20 (4), AlOx (1),
Co40Fe40B20 (4), Ir22Mn78 (12)(numbers in parentheses indicate nominal thickness in nanome-
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TABLE I. Resistance and MR ratio ((RAP -RP )/RP ) measured at 4 K for both MgO (M2-M5) and
AlOx-based (A1-A2) junctions. SP and SAP are the fitted slopes as shown in Fig.2. Tfit is the
fitted total broadening at 0.2 K with low modulation voltage.
No. M2 M3 M4 M5 A1 A2
RP (kΩ) 2.1 3 0.9 0.4 0.17 0.18
RAP (kΩ) 10 12 3.6 1.1 0.26 0.28
MR (%) 376 300 300 175 53 56
SP 0.0065 0.0064 0.0065 0.0037 0.003 0.0032
SAP 0.0113 0.0113 0.0113 0.0038 0.0039 0.004
TPfit (K) 0.7 0.8
TAPfit (K) 0.8 0.8
ters) were grown with a high vacuum Shamrock cluster deposition tool and an ULVAC
magnetron sputtering system, respectively. Then the stacks were patterned into junctions
with the rectangular shape of 5 × 10 µm2 using ultraviolet (UV) lithography and Ar ion
beam etching. After this step, MgO MTJs were annealed in an in-plane field of 8000 Oe at
350 ◦C for half an hour to define the exchange bias of the antiferromagnetic IrMn layer and
crystallize both the bottom and top CoFeB electrodes. The AlOx MTJs were measured in
the as-grown state. Table I summarizes properties of the measured devices, and all figures
plotted are for one device M3.
First and second derivatives are recorded with an EG&G 7265 digital lock-in ampli-
fier with a home-made DC bias circuit. Devices are cooled in a Leiden CF-450 cryogen
free dilution refrigerator with a base temperature of 11 mK. Results of dV/dI and dI/dV
measurements are checked for consistency. Note that the dip of d2V/d2I measured here is
proportional to a peak in d2I/d2V .45
III. RESULTS AND DISCUSSIONS
A. Differential resistance in a wide range
Figure 1 shows the dV/dI for a typical device M3 at 3.6 K (similar results for AlOx-based
MTJs are shown in Appendix A). Around 20-30 mV there is a broad ‘M’ peak corresponding
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to interface magnon excitations; and around 80 mV a broad ‘Ph’ peak corresponding to MgO
phonon excitation. In the P state the ZBA is very pronounced in the dV/dI plot since the
background is almost flat, while in the AP state it is not as prominent. The background in
the AP state increases almost linearly from -100 to -40 mV, and then forms a bulge between
-40 to -15 mV. From IETS in Fig. 1b, it is clear that this bulge corresponds to the magnon
emission, i.e., the ‘M’ peak, although in the P state it is partially masked by the ‘ZB’ peak
at low bias. The ‘ZB’ peak in the AP state in Fig. 1b is also easier to recognize than that
in Fig. 1a. The above result suggests that to understand ZBA, we should focus on the bias
range below the ‘M’ peak and any broadening effect of the peak should be avoided.
B. Temperature dependence of ZBA
The temperature dependence of the ZBA within ±30 mV in both P and AP states are
shown in Fig. 2a and 2c. We can see the conductance dip becomes deeper as temperature
decreases. In Fig. 2b and 2d, the normalized conductance change ∆G(V )/G(0), where
∆G(V ) = G(V ) − G(0), can be scaled on a single line with ln (eV/kBT ) when thermal
broadening is small (eV/kBT > 1). The scaling is good for temperatures from 16 K to 4 K.
However, at 0.8 K, an elevated temperature Tfit ∼ 1.0 K needs to be assumed to overlap
the data points with others at higher temperatures. And at even lower temperature, Tfit
approaches a constant value (see also Table I). This discrepancy should be due to extra
electromagnetic noises which has the same broadening effect as the modulation voltage. In
this sense the ZBA serves as an internal electron thermometer similar to the case where EEI
correction to conductance is used as an internal thermometer.46
In the AP state, to remove the influence of the background especially at higher tempera-
tures, ∆G(V )/G(0) is derived after a background subtraction as denoted by a dashed line in
Fig. 2c, which is a polynomial fit with points at ±25 mV, ±20 mV, and ±15 mV. The back-
ground may include the band structure effect26 as well as the magnon contribution, and it
is nearly flat at zero bias.47 Then the normalized conductance change is ∆G(V )
G(0)
= G
′(V )−G′(0)
G(0)
,
where G′(V ) = G(V ) − GB(V ), with the subscript ‘B’ denotes background conductance.
The scaling in Fig. 2d is clearly improved after background subtraction although for the
curves at lowest temperatures it doesn’t make much difference.
Similar zero bias logarithmic singularity was previously observed for tunneling spec-
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FIG. 2. (color online) Differential conductance vs bias for P state (a) and AP state (c), and ∆G
vs eV/kBT on a log scale in the P (b) and AP (d) states, where ∆G(V ) = G(V )−G(0). Curves in
the P state are measured with 0.06 mV excitation voltage. An effective temperature Tfit = 1.2 K
is assumed for the 0.8 K curve. The curves in the AP state are measured with 0.1 mV excitation
voltage. And Tfit = 1.1 K and 0.7 K are assumed for the 0.8 K and 0.2 K data. ∆G curves with θ
from 0o (P) to 180o (AP) at 0.2 K are shown in (e), and the angle dependence of fitted slopes and
the resistance are shown in (f). Dashed lines in (b),(d), and (e) are fits using Eq. (1). Dashed line
in (c) is a fit for background subtraction. Dashed line in (d) is a fit based on Eq. (2).
troscopy of various weakly disordered conductors.16,48 For aluminium films with different
extent of disorder42,49 the ZBA can be well described by the EEI induced reduction of den-
sisty of states D. The thermal broadening of the ZBA is similar to the broadening of spectral
lines in tunneling spectroscopy of normal metals, which is about 5.4 kBT for inelastic tun-
neling.50
As explained in Ref. [42] the thin film is considered as quasi 2D when a ≪ LT =
(h¯D/kBT )1/2, where LT is the thermal diffusion length, and upper limit of the diffusion
constant D for a thin film can be estimated as vFa/3, and since vF ∼ 108 cm/sec, a ∼ 3
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nm, D ∼ 10 cm2/sec. So LT ∼ 90(T/1K)−1/2 nm, which is indeed much longer than a
below tens of K. In other words, the electrons interact with each other more frequently in
reduced dimensionality when a is smaller than the characteristic length scale defined by the
EEI energy scale kBT as well as eV (at higher bias there could be a transition from 2D to
3D). The change of tunneling conductance due to EEI is quantitatively described by the
Altshuler-Aronov (AA) theory,40,42
G(V, T )−G(0, T )
G(0, T )
=
e2Rsq
8π2h¯
ln
4πδ
DRsq [Φ2(
eV
kBT
)− Φ2(0)], (1)
where Rsq is the resistance per square of the metal film, δ the thickness of the insulating
barrier, D the diffusion constant (D is used to distinguish from the density of state D),
and Φ2 a integral for 2D as defined in Ref. [42]. The prefactor before the bracket can
be lumped into one parameter S and it is the only fitting parameter. When eV ≫ kBT ,
Eq. (1) approaches S ln eV
kBT
and S is just the slope shown in Fig. 2. Since Rsq = ρ/a, a
the thickness of the metal film, the resistivity ρ = (e2DD)−1, the slope S ∝ Rsq ln(cD),
where c is a constant. To attempt a rough estimation of the slope we assume ρ is about 400
µΩ · cm in Ref. [27], and use D of Fe which is estimated by electronic specific heat listed in
textbook51 to be 1.8× 1023cm−3eV −1. With these values the slope in Eq. (1) is of the order
of 0.01, close to the values listed in Table I.
The slopes observed in the P state (0.0065) and in the AP state (0.0113) are different
for MTJs with MgO barrier, except for one device (M5) with low resistance and low MR
(probably MgO barrier is thin and not fully crystallized). For device M5 both SP and
SAP are close to 0.004, which can be put in the equation
1
0.0065
+ 1
0.0113
= 1
0.0041
, as if ∆1
(dominating in P state) and ∆5 (dominating in AP state) channels are in parallel. The
temperature dependence of resistance and the IETS all suggest M5 is a tunneling device
and there is no pin hole. Thinner barrier may reduce the symmetry filtering effect as the
bottom interface may not be perfect.33 Another observation is that for thin AlOx-based
MTJs, which is believed to be amorphous and has little symmetry filtering effect, SAP and
SP are between 0.003 and 0.004, close to that of device M5. Since the AlOx-based MTJs
were not annealed, the property of CoFeB electrode is different than the case of MgO-based
MTJs, so direct comparison is not feasible although the similarity seems not a coincidence.
In the crystalline MgO case the difference of SP and SAP can be formulated as follows
(For detailed derivations see Appendix B). The conductance of tunneling junctions without
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considering thermal smearing (T=0) can be simplified as
Gσσ′,i =
e2
2h
exp (−κiδ)[Dσ,i,L(0)Dσ′,i,R(−eV ) +
Dσ,i,L(eV )Dσ′,i,R(0)],
where σ is the majority (↑) or minority spin channels (↓), i the ∆1 (i = 1) or ∆5 (i = 5)
symmetry channels (for simplicity we only consider ∆1 and ∆5 for ↑ and ∆5 for ↓), L,R
indicate the left and right electrodes. Considering symmetric junctions (left and right are
indistinguishable), and assume the EEI theory is applicable for each symmetry channel
independent of spin channel
Di(eV )−Di(0)
Di(0)
=
Di(−eV )−Di(0)
Di(0)
= si ln
eV
kBT
.
Then the dependence of the slope on θ, the angle between the magnetic moments in the two
electrodes, S(θ) =
s1 + (s5 − s1)
(
D1(0)
2 exp (−κ1δ)
2D5(0)2 exp (−κ5δ) cos(
θ
2
)2 + 1
)−1
(2)
As shown in Fig. 2f, Eq. (2) gives a good fit for both S(θ) and R(θ) with D1(0)
2 exp (−κ1δ)
D5(0)2 exp (−κ5δ)
= 13,
which suggests that the spin polarization of the tunneling current is 13/15=87% in the P
state. For an amorphous barrier, the CoFe film is not crystallized in the (001) direction so
that k is not well defined. In a rough estimation we can assume randomization of the Bloch
states, so SP ∼ SAP .
C. Comparison with previous investigations
EEI was previously considered in Refs. [28] and [27] for MgO and AlO-based MTJs,
but in both cases a
√
V dependence for 3D limit is used instead of 2D EEI used here (see
Appendix D for comparison). Besides EEI, an alternative explanation for ZBA is magnetic
impurity scattering inside barrier, presumably by diffused Mn or other impurities.35 No Mn
was found in the barrier and this scenario is not consistent with the fact that after annealing
ZBA is reduced.27,52 During the annealing process, the CoFeB layer partially converts to
crystalline (001) CoFe with boron diffused away and this process reduces disorder (Rsq is
smaller), which leads to smaller ZBA following Eq. (1). In the cases of epitaxial Fe/MgO/Fe
MTJs53,54 and Co/MgO/Co MTJs,55 the ‘ZB’ peak is less pronounced suggesting that slight
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FIG. 3. (color online) Conductance change at 0.2 K in the P (a) and AP (b) states within ±3 mV,
to emphasize the small change we redefine ∆G(V ) = G(V )−G(3mV ). For IETS, second harmonic
reading directly from lock-in ((d2V/dI2) · I2AC) are presented in the P (c) and AP (d) states, and
d2V/dI2 (after dividing I2AC) in the P (e) and AP (f) states. Different modulation voltages are
denoted with colors.
lattice mismatch does not introduce as much disorder compared with amorphous CoFeB. In
addition, we found that magnetic impurity scattering does not fit data as well as EEI (cf.
Appendix D).
In previous investigations of MTJs the logarithmic dependence near zero bias can not
be resolved because of large AC modulation voltage (Vm about 2-4 mV in most cases) and
high temperature (≤ 10 K) smeared the features.27,35 The broadening effect due to AC
modulation voltage is specifically shown in Fig. 3 at 0.2 K where thermal broadening is
minimized. Within a bias range of ±3 mV, the conductance dip becomes deeper with lower
Vm, from 0.6 mV to 0.1 mV, order of magnitude smaller than used in previous cases. The
second derivatives in Fig. 3e, 3f show that there is no fixed ‘ZB’ point as presented in previous
works, instead the ‘ZB’ point can be infinitely close to zero with reduced modulation voltage
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if there is no other broadening effect. In fact, for IETS it is already known that the spectral
broadening can be due to AC modulation voltage Vm,
37,56 and the experimental linewidth
can be expressed as Wexp = (W
2
intrinsic +W
2
thermal +W
2
m)
1/2,57,58 with Wthermal = 5.4kBT/e
and Wm = 1.22Vm. Here below 0.8 K, the extra broadening indicated by the saturating Tfit
as the nominal temperature goes down should be due to extrinsic electromagnetic noises (line
frequency noise etc). For AlOx MTJs with lower resistance, the pick up noise power is lower
and Tfit saturates at even lower temperature around 0.4 K. As mentioned earlier, this Tfit
can be considered as the real electronic temperature as calibrated by the quantum correction
to density of states, similar to that calibrated by quantum correction to conductivity,46 and
that by the coulomb blockade effect.59
IV. CONCLUSION
In summary, in transport measurements of MTJs at low temperature and with low mod-
ulation voltage, logarithmic singularity near zero bias is clearly observed and can be well
described by the EEI theory in the weakly disordered quasi 2D limit. The commonly ob-
served ‘ZB’ peak in IETS is shown due to a broadening effect of this logarithmic singularity.
While the slope of ln (eV/kBT ) dependence is almost the same for MTJs without symmetry
filtering (amorphous barriers), different slopes are needed to fit the ln (eV/kBT ) dependence
in the P and AP states in high MR ratio MTJs, indicating that EEI of Bloch states with
different symmetries can be distinguished. The angle dependence of the TMR and of the
slope are also consistent. This finding may be useful to verify symmetry selective filtering
for MTJs based on new Heusler alloys, and may also open a route for probing the EEI in
correlated systems with electronic bands of different symmetries, e.g., SrRuO3 where “the
degree and importance of correlation are still issues”,60and La1−xSrxMnO3 as well as other
perovskite oxides where metal-insulator transition and interface effects are still not fully
understood.44,61,62 Thus, similar ZBA experiments on SrRuO3 and La1−xSrxMnO3 based
MTJs63–66 can also be conducted.
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Appendix A: Detailed results of AlO-based MTJ
As listed in Table 1 of the main text, two AlOx-based MTJ samples are measured. Fig-
ure 4 shows the first and second derivatives for AlOx-based MTJ sample A2 at 3.6 K. Asym-
metric background is observed for the differential conductance and is more pronounced in
the P state. Moreover, in Fig. 4b the ‘M’ peak in the positive bias regime is much smaller
than that in the negative bias regime. And the ‘ZB’ peak is clearly visible in the IETS.
FIG. 4. (color online) First and second derivatives at 3.6 K for sample A1. (a) Differential resistance
in the P (red line) and AP (blue line) states. (b) IETS in the P (red line, left coordinate) and AP
(blue line, right coordinate) states. The maximum modulation voltage is about 0.5 mV.
For AlOx-based MTJs, ∆G(V )/G(0) is derived after a background subtraction in both
the P and AP states, which are denoted by dashed lines with the G(V ) curves in Fig. 5a
and Fig. 5c. The scaling with ln (eV/kT ) and the EEI fittings are shown in Fig. 5b and
Fig. 5d. It should be noted here that the fitted temperature Tfit=0.38 K for the nominal 0.3
K temperature, lower than Tfit=0.8 K for MgO-based MTJ measured at 0.2 K, which could
13
FIG. 5. (color online) Differential conductance vs bias voltage in the P (a) and AP (c) states, and
normalized ∆G vs eV/kT on a log scale in the P (b) and AP (d) states. The dashed lines in (a)
and (c) are fittings for background subtraction. The dashed lines in (b) and (d) are fittings with
2D EEI theory.
be due to reduced extrinsic electromagnetic noise (line frequency etc) by better shielding,
and due to lower resistance of the sample that also helps to reduce the noise voltage.
Appendix B: A simple model for the fitted slopes
Detailed modelling of tunneling can be found in monographs, e.g., see Ref. [67]. Here
we use a simplified model, which neglects the off-normal incident electrons so that there is
no integration over k, and write the current as an integration of the transmission coefficient
over energy,
I =
e
h
∫ µR
µL
∑
σσ′
Tσσ′(E)dE, (B1)
where σ is the majority (↑) or minority (↓) spin channels, L, R indicates the left and right
electrodes, the bias energy eV = µL−µR. For simplicity, let us consider only two symmetry
states, ∆1 and ∆5, and assume that the majority spin channel has both the ∆1 and ∆5
states, and the minority only the ∆5 state. The transmission for each symmetry channel is,
Tσσ′,i(E) = Dσ,i,L(E − µL)Dσ′,i,R(E − µR) exp(−κiδ), (B2)
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where i is the ∆1(i = 1) or ∆1(i = 5) symmetry channels and δ is the barrier thickness. If
one assumes that the ZBA arises from the D factors, then the exponential factor due to the
barrier can be treated as independent of the electron energy, so we have
I =
e
h
∑
σσ′,i
exp(−κiδ)
∫ µR
µL
Dσ,i,L(E − µL)Dσ′,i,R(E − µR)dE. (B3)
The conductance for each spin channel is
Gσσ′,i =
e2
2h
exp(−κiδ)[Dσ,i,L(0)Dσ′,i,R(−eV ) +Dσ,i,L(eV )Dσ′,i,R(0)]. (B4)
Considering symmetric junctions, and assuming that the EEI theory is applicable for each
symmetry channel independent of spin,
Di(eV )−Di(0)
Di(0)
=
Di(−eV )−Di(0)
Di(0)
= si ln
eV
kT
. (B5)
Then for P state,
GP (V ) = G↑↑,1(V ) +G↑↑,5(V ) +G↓↓,5(V ), (B6)
so that ∆GP
GP (0)
=,
D1(0)
2s1 exp(−κ1δ) + 2D5(0)2s5 exp(−κ5δ)
D5(0)2 exp(−κ1δ) + 2D5(0)2 exp(−κ5δ) ln
eV
kT
≈ s1 ln(eV
kT
) (B7)
where we assumed D↑5 = D↓5 = D5. Similarly, for AP state only the ∆5 state can transmit,
GAP (V ) = 2G↑↓,5(V ), (B8)
so that
∆GAP
GAP (0)
= s5 ln(
eV
kT
). (B9)
Clearly, if there is perfect spin filtering, the slopes of the P and AP conductance changes
should be different.
If the magnetic moment in the two electrodes have an angle θ, then to calculate the
conductance we note that the spin part of the wave function from the two electrodes can be
written as,
Ψ↑L = Ψ↑R cos
θ
2
+ Ψ↓R sin
θ
2
, (B10)
and
Ψ↓L = −Ψ↑R sin θ
2
+ Ψ↓R cos
θ
2
. (B11)
15
Thus,
G(V ) =
e2
2h
exp(−κ1δ)[D1(0)D1(−eV ) +D1(eV )D1(0)] cos2 θ
2
+
e2
h
exp(−κ5d)[D5(0)D5(−eV ) +D5(eV )D5(0)], (B12)
The resistance is,
R =
h
e2
1
exp(−κ1δ)[D1(0)]2 cos2 θ2 + 2 exp(−κ5δ)[D5(0)]2
. (B13)
Then the θ dependence of the slope,
S(θ) =
D1(0)
2s1 exp(−κ1δ) cos2 θ2 + 2D5(0)2s5 exp(−κ5δ)
D5(0)2 exp(−κ1δ) cos2 θ2 + 2D5(0)2 exp(−κ5δ)
= s1 + (s5 − s1)[ exp(−κ1σ)D1(0)
2
2 exp(−κ5σ)D5(0)2 cos
2 θ
2
+ 1]−1
= s1 +
2e2
h
exp(−κ5δ)[D5(0)]2(s5 − s1)R. (B14)
Therefore the slope varies linearly with the resistance as the angle is changed. This is
confirmed experimentally, as shown in maintext with fitting parameters: s1 = 0.0052,s5 =
0.0121 and exp(−κ1δ)D1(0)
2
exp(−κ5δ)D5(0)2
=13, which also confirms the slope in the P state SP =
13s1+2s5
15
≈ s1.
The above simplified discussion can be made more realistic by including the ∆2 and ∆2′
states. The result will be more complicated but should not be qualitatively different.
Appendix C: Fitting with magnetic impurity scattering
Although magnetic impurity scattering is conventionally used to fit zero bias conductance
peak,18 it has also been used to fit the peaks in the IETS as shown in Ref. [37]. According
to this model the conductance due to magnetic impurity scattering is
Gimpurity = G2 −G3F (|eV |, T ), (C1)
where G2 can be viewed as a background conductance, and G3F yields the zero bias anomaly.
The function F (|eV |, T ) is defined as
F (E, T ) =
∫ ∞
−∞
g(E ′, T )
∂
∂E ′
f(E ′ − E)dE ′, (C2)
with f(E) the Fermi distribution function and the function
g(E, T ) =
∫ E0
−E0
f(E ′)dE ′
E ′ − E . (C3)
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FIG. 6. (color online) (a) Conductance vs bias for sample M3. Solid lines are fits with Eq. (C1). The
fitted parameters are E0=100 mV, G2=321.5 uS, G3/G2=0.0076. (b) Normalized ∆G vs. eV/kT
for different temperatures. The temperatures in the parentheses are Tfit assumed in Eq. (C1)
An analytical approximation for F (E, T ) is37
F (E, T ) ≈ ln(1 +
E0
kT+E
)
1− kT
E0+0.4E
+ 12(kT )
2
(E0+2.4E)2
. (C4)
With this equation we can fit the data for MgO-based sample M3. In Fig. 6a, elevated
fitting temperatures 4 K, 16 K, 75 K are needed to fit the data at 0.8 K, 3.6 K and 16 K
respectively. In Fig. 6b, when eV/kT > 1 Eq. (C1) gives a linear dependence which bends
down at larger bias, and the slopes are different for different temperatures, inconsistent with
the experimental result. Here E0=100 mV is used according to Ref. [37] and G3, G2, and
Tfit are the fitting parameters. Moreover, in the range 1 > E/kT > 0.1 the fitting curves
are always slightly higher than the experimental data. In contrast, the 2D EEI model gives
a straight line when eV/kT > 1 that fits the data better and does not need higher Tfit in
this temperature range, and in the range 1 > E/kT > 0.1 there is no deviation between the
fit and the data as shown in Fig.2 in the main text.
To understand the discrepancy mentioned above, we note that E0 determines the position
where the curve bends down. Because there is no such bending down in experimental data,
we may assume E0 ≫ E, kT , so that
F (E, T ) ≈ − ln(E + kT ) + ln(E0), (C5)
then
∆G
G(0)
=
1
G2
G3
− ln(E0
kT
)
ln(
E
kT
+ 1), (C6)
which is proportional to ln( E
kT
) when E/kT ≫ 1, similar to the of 2D EEI. But ln( E
kT
+ 1)
clearly deviates from ln( E
kT
) when E/kT ≤ 1. And for fixed G3/G2 the slope changes for
different fitting temperatures as shown in Fig. 6b.
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FIG. 7. (color online) (a) Normalized G vs.
√
V measured at 10 K for different Tann in the P
state, copied from Ref. [27]. (b) The same data fitted with 2D EEI model with different Tfit.
Based on the discussion above, the 2D EEI model fits the data better than the magnetic
impurity scattering model.
Appendix D: 2D EEI fit to data in previous work
EEI was previously considered in Ref. [27]. In their study, the amplitude of the ZBA
decreases with the annealing temperature Tann used to crystallize the CoFeB layers. And
the fitting of ZBA in P state was done for the bias range between 23 and 50 mV with a
√
V
law applicable for 3D EEI. The original figure from Ref. [27] is reproduced in Fig. 7a. Then
in Fig. 7b we show fitting using 2D EEI with the same data digitized from Fig. 7a, with
fitting parameters listed in Table II. It is clear that 2D EEI gives better fits over a wider
bias range.
The slopes in Table II are much larger than those for our MgO junctions (about 0.0065 for
the P state), which could be explained by higher disorder at the interface of their junctions
due to lower Tann. For comparison, Tann for our MTJs is 350
◦C and larger TMR are
observed. In Table II different Tfit higher than the 10 K nominal temperature are required
for samples with different Tann, which could be due to larger modulation voltages used in
previous measurements.
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TABLE II. Fitting parameters according to Eq.(1) in the main text for different annealing tem-
peratures. SP is the fitted slope as shown in Fig. 7b. Tfit is the fitted total broadening
Tann(
◦C) 200 250 300
SP 0.018 0.014 0.012
Tfit(K) 23 19 17
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