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El cómputo paralelo se encuentra en 
continua expansión dada la potencia y la 
velocidad con la que pueden obtenerse 
los resultados. Desafortunadamente, el 
desarrollo de aplicaciones paralelas 
constituye una tarea no trivial, dado que 
involucra una serie de aspectos 
adicionales a los meramente funcionales 
que inciden directamente en la 
eficiencia y en la calidad de los 
resultados esperados, tanto en lo que 
respecta a precisión como a tiempo de 
respuesta. Cuando se trata de un usuario 
no experto, los efectos negativos 
tienden a potenciarse dada la falta de 
experiencia y habilidad para subsanar 
los problemas. Es por ello que esta línea 
de investigación aborda el desarrollo de 
un entorno para el desarrollo automático 
y la sintonización automática de 
aplicaciones paralelas que haga 
transparente el proceso de resolución 
del problema y la paralelización de la 
solución, mediante la instanciación de 
problem solvers. El usuario sólo 
clasifica y especifica el problema a 
resolver, mientras que la herramienta 
encapsula la resolución del problema. 
Como primer paso se trata la clase de 
problemas cuya resolución se lleva a 
cabo mediante algoritmos genéticos 
[Mic92]. 
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La línea de I+D presentada en este 
artículo es coordinada y desarrollada en 
el ámbito del LICPaD (Laboratorio de 
Investigación en Cómputo 
Paralelo/Distribuido) de la Universidad 
Tecnológica Nacional – Facultad 
Regional Mendoza – Departamento de 
____________________________________
                                        PAGINA - 643 -
Ingeniería en Sistemas de Información  
(UTN-FRM-DISI). Dicha línea está 
presente en el proyecto de investigación 
titulado “Desarrollo Automático de 
Aplicaciones Paralelo/Distribuidas 
basadas en Algoritmos Genéticos”, el 
cual cuenta con financiamiento tanto de 




En los últimos años, los avances 
tecnológicos han propiciado un 
acelerado incremento en el rendimiento 
de los sistemas computacionales, 
muchos de ellos basados en algún tipo 
de paralelismo, coadyuvando a la 
creciente demanda de alto rendimiento 
para el tratamiento de problemas de 
gran tamaño y/o complejidad [Buy+99, 
Sta06]. No obstante, las aplicaciones 
para entornos paralelo/distribuidos son 
complejas de diseñar, las herramientas 
de programación paralelo/distribuida 
presentan diversas limitaciones, la 
ejecución de las aplicaciones no 
siempre hace un uso eficiente de los 
recursos computacionales involucrados 
y su optimización o sintonización 
muchas veces está fuera del alcance 
incluso del usuario disciplinar. El 
desarrollo de aplicaciones debe 
realizarse de una forma específica que 
permita su ejecución en un sistema 
paralelo/distribuido, lo que puede 
resultar una tarea complicada 
especialmente para usuarios no expertos 
dado que involucra el uso o aplicación 
de conceptos puramente informáticos 
como por ejemplo la concurrencia, los 
modelos de programación 
paralelo/distribuida (como 
Master/Worker o Pipeline [Mat+04]), 
las comunicaciones y/o diferentes tipos 
de middleware. Además, el desarrollo 
de aplicaciones distribuidas conlleva un 
conjunto de aspectos adicionales a los 
meramente algorítmicos que deben ser 
considerados para obtener un adecuado 
comportamiento, a saber la técnica de 
descomposición, la granularidad, el 
grado de concurrencia, el balanceo de 
carga y la escalabilidad, entre otros 
[Gra+03]. A lo largo de los años han 
surgido diferentes aproximaciones para 
facilitar la tarea del usuario, como la 
utilización de librerías que encapsulan 
primitivas de comunicación (como 
PVM [Gei+94] o MPI [Gro+96, 
Sni+96]) o la utilización de esqueletos 
que implementan patrones de 
comportamiento paralelo [Bac+95, 
Kul01, Mac+02, Ser+02]. Cada una de 
estas opciones ofrece facilidades a 
diferentes niveles pero a la vez 
presentan ciertas restricciones y 
requieren del usuario un cierto grado de 
conocimiento de los conceptos 
relacionados con concurrencia y 
paralelismo para llevar a cabo una 
correcta implementación del programa. 
Algunas aproximaciones afrontan de 
alguna manera el análisis de 
concurrencia para simplificar y/o asistir 
la tarea del usuario no-experto, pero aún 
requieren cierto grado de conocimiento 
y experiencia (como por ejemplo 
[Stu+03, You+92, Ter07]). Si bien estas 
herramientas constituyen un medio para 
mejorar el diseño, no proveen un 
mecanismo explícito para diseñar y/o 
desarrollar programas concurrentes y/o 
paralelos. Esto se debe a que el 
paralelismo que pueda lograrse en un 
programa depende mucho de la 
naturaleza del problema, lo cual 
dificulta la generalización cuando de 
herramientas automáticas se trata. Por 
otro lado, debido a que el rendimiento 
constituye un aspecto clave, tanto la 
calidad de la aplicación creada como el 
comportamiento de la misma en función 
del conjunto de datos de entrada y/o del 
estado del entorno de ejecución deben 
ser contemplados ya que pueden influir 
drásticamente en la utilidad del 
programa. A lo largo de los años se ha 
utilizado una serie de índices para 
evaluar el rendimiento de las 
aplicaciones, tales como el speedup, la 
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escalabilidad, la eficiencia, o el 
balanceo de carga [Wil+05]. Sin 
embargo, tales índices proporcionan una 
ponderación general de alguna 
característica particular del programa, 
pero ninguno proporciona información 
específica ni de utilidad para modificar 
y en consecuencia mejorar el 
comportamiento del programa. Es por 
ello que resulta habitual recurrir al 
proceso de sintonización. El proceso de 
sintonización u optimización es un 
proceso que implica varias fases y que 
permite buscar y solucionar problemas 
concretos en un programa para asegurar 
que no existen cuellos de botella 
durante la ejecución de la aplicación. En 
primer lugar, durante la fase de 
monitorización debe registrarse 
información acerca del comportamiento 
de la aplicación. En segundo lugar se 
ejecuta el análisis de la información. El 
análisis del rendimiento permite hallar 
cuellos de botella, deducir sus causas y 
determinar las acciones necesarias para 
su eliminación. Finalmente, debe 
realizarse la sintonización de la 
aplicación a través de la 
implementación de los cambios 
apropiados en el código para solucionar 
los problemas y mejorar la performance 
[Buy+99]. Aún cuando las herramientas 
existentes para el análisis y 
sintonización de aplicaciones 
representan un importante recurso de 
gran ayuda y utilidad para simplificar y 
asistir de alguna manera la tarea del 
usuario, existe una problemática 
asociada a la amplia variedad de 
opciones, tecnologías y aproximaciones 
tanto para el desarrollo de aplicaciones 
como para la sintonización de las 
mismas. En dicho escenario, el usuario 
continúa necesitando un alto grado de 
conocimiento para decidir cuál o cuáles 
de las herramientas serán las más 
adecuadas según las características de la 
aplicación y el entorno de ejecución. 
Por otro lado, en general cada una de las 
herramientas utiliza un cierto conjunto 
de formalismos propios que el usuario 
se ve obligado a aprender o modificar 
dependiendo de las características 
particulares de cada una de sus 
aplicaciones y de las herramientas que 
sea viable utilizar. Aquel usuario que no 
domina los conceptos de concurrencia y 
paralelismo queda ajeno a todo 
potencial de esta tecnología. En este 
contexto, es clara la necesidad de contar 
con herramientas que integren el 
proceso de desarrollo desde un nivel 
básico juntamente con el proceso de 
sintonización de aplicaciones 
paralelo/distribuidas, de modo que la 
intervención del usuario se vea 
simplificada.  
Por todo lo expuesto, la línea de 
investigación presentada en este trabajo 
abarca dos grandes aspectos de la 
computación paralelo/distribuida: el 
desarrollo y la sintonización 
combinados en un mismo entorno. La 
arquitectura general del entorno se basa 
en tres módulos para cada problem 
solver. En primer lugar, una interface 
con el usuario que de soporte para la 
especificación de la aplicación. El 
segundo módulo o traductor, es 
responsable de traducir la información 
provista por el usuario a fin de 
instanciar el esqueleto del problem 
solver. Finalmente, el módulo de 
sintonización permite incorporar 
capacidades de adaptación de la 
ejecución a la aplicación. La 
sintonización de las aplicaciones 
resultará transparente al usuario, ya que 
durante la etapa de desarrollo –y de 
acuerdo a las especificaciones brindadas 
por el usuario– la aplicación se prepara 
automáticamente para poder ser 
sintonizada de acuerdo a las 
características que presente y al entorno 
de ejecución. 
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La línea de investigación presentada 
en este trabajo posee tres ejes 
principales: el desarrollo automático, la 
sintonización automática y los métodos 
de optimización (o problem solvers).  
En lo que hace al desarrollo automático, 
involucra los aspectos de reutilización y 
generación de código, así como también 
la amigabilidad con el usuario, a fin de 
ofrecer una herramienta de uso sencillo. 
Por su parte, la sintonización automática 
permite dotar a la aplicación paralela 
generada con la capacidad de adaptar su 
ejecución a las condiciones del 
ambiente sin la necesidad de que 
intervenga el usuario. Ambas 
componentes (desarrollo y 
sintonización) dependen del problem 
solver que esté bajo consideración, para 
lo cual se requiere una familiarización 
previa con cada problem solver, de 
manera que se identifique su 
funcionamiento y dependencias, sus 
oportunidades o posibilidades de 
paralelización, y sus problemas de 
rendimiento a ser sintonizados. 
 
Resultados y Objetivos 
 
En la actualidad se cuenta con la 
infraestructura general del entorno. 
Como se ha mencionado anteriormente, 
el primer problem solver abordado ha 
sido el correspondiente a Algoritmos 
Genéticos, para el cual ya se cuenta 
tanto con la interface de usuario como 
con el módulo traductor, y se están 
incorporando las propiedades de 
sintonización automática. Al concluir la 
validación y depuración de los 
desarrollos alcanzados hasta el 
momento, se dará paso al tratamiento, 
diseño y desarrollo de otros problem 
solver que puedan adicionarse  al 
entorno, de modo de ampliar de forma 
incremental su espectro de  
posibilidades para ofrecer soporte a las 
necesidades de los diferentes tipos de 
problemas (como búsqueda tabú, 
simulated annealing, evolución 
diferencial, etc. [Tal09]). 
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Esta línea de investigación cuenta 
con la dirección de la Dra. Paola 
Caymes Scutari y la codirección del Dr. 
Germán Bianchini, quienes llevan 
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planificación, administración y 
desarrollo del proyecto, así como 
también la formación de los alumnos de 
grado y postgrado que integran el 
LICPaD. En lo que hace a estudiantes 
de doctorado del LICPaD, esta línea de 
investigación cuenta con la 
participación de la Lic. María Laura 
Tardivo (cuyo plan de tesis doctoral 
versa específicamente dentro de esta 
línea de investigación) y del Ing. 
Miguel Méndez Garabetti, quienes 
cursan el doctorado en Ciencias de la 
Computación de la Universidad 
Nacional de San Luis, y a partir de abril 
del corriente año se incorporarán al 
programa de becas de CONICET (tipo 
I), realizando sus tareas doctorales en el 
marco del LICPaD. Además, se cuenta 
con la colaboración de tres estudiantes 
de grado de la carrera de Ingeniería en 
Sistemas de Información (Flavia 
Carolina Cía, Héctor Mazzucotelli y 
Diego Diamante) y de un alumno de la 
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