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Abstract. In this paper, a sensitivity study is performed with FireFOAM 2.2.x for a
hot air jet plume impinging onto a ﬂat horizontal ceiling. The plume evolution and
the induced ceiling ﬂow are considered. The inﬂuence of the level of turbulence
imposed at the inlet, in terms of intensity and eddy length scale, is discussed. Also,
the eﬀect of the turbulence model constant is examined. For the case considered, the
best results are obtained when no sub-grid scale (SGS) model is used. If a SGS model
is used, the level of turbulence at the inlet and the choice of the turbulence model
constant are shown to have a signiﬁcant eﬀect on the prediction of plume’s spreading
and the ceiling ﬂow velocity. The eddy length scale at the inﬂow does not have signif-
icant impact on the results. Comparisons with the available experimental data indi-
cate that FireFOAM is capable of predicting the mean velocity-ﬁeld well. In the near
ﬁeld region, an under-estimation of the turbulent velocity ﬂuctuations is observed,
whereas reasonably good agreement is obtained in the far ﬁeld.
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cs Smagorinsky model constant (–)
S Strain rate (s-1)
z Height (m)
r Radial distance (m)
Greek
q Density (kg/m3)
l Dynamic viscosity (kg/(m s))
m Kinematic viscosity (m2/s)
e Turbulent dissipation rate (m2/s3)
dv Viscous sublayer (mm)
dij Kronecker delta (–)
Subscripts
i Inlet
m Maximum
¥ Ambient
t Turbulent
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0 Fluctuations
1. Introduction
In a compartment ﬁre, hot gases rising from a burning fuel travel upwards due to
buoyancy and momentum, impinge onto the ceiling and then spread out radially
as a ceiling jet. The impingement of a hot gas plume or jet on the ceiling is an
important aspect in ﬁre safety engineering due to its inﬂuence on the activation of
ceiling-mounted detection devices and automatic sprinklers. In order to have a
good prediction of ceiling-jet ﬂows, accurate modeling of the turbulent plume
structure is required.
Buoyant plumes have been the subject of various experimental and numerical
studies in the past. Mean and turbulence quantities for a free axi-symmetric hot
air turbulent plume were studied experimentally in [1, 2]. Both the Reynolds Aver-
aged Navier–Stokes (RANS) [3] and the Large Eddy Simulation (LES) approa-
ches [4–9] have been used in simulations of turbulent buoyant plumes. In [10, 11]
a reduced-scale experiment of a hot air plume beneath a ceiling with three diﬀer-
ent convective heat release rates was conducted. Mean and turbulent velocities
were measured in the plume and in the ceiling jet. Substantial work has also been
dedicated to the ceiling jet dynamics, discussing the velocities, temperature rises,
and thicknesses of steady ﬁre-driven ceiling jet ﬂows in [11–15].
It is clear that in the application of LES to turbulent plumes there are many
inﬂuencing factors that can have signiﬁcant eﬀects on the predicted results, such
as the choice of the sub-grid models, the model constants and the imposed inﬂow
boundary conditions. In the present work, LES simulations of a ceiling jet
induced by the impingement of a turbulent hot air jet plume are performed using
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FireFOAM 2.2.x [16] and the results are compared to experimental data. The
objective of this paper is to simulate a turbulent jet plume using LES, aiming at
obtaining a clearer picture of the inﬂuencing factors on the plume’s evolution and
the induced ceiling-jet. Therefore, the structure of the hot air plume and the veloc-
ities near the ceiling at diﬀerent radial locations are numerically investigated by
mainly addressing the inﬂuence of:
1. The inﬂow boundary condition,
2. The size of eddies at the inlet, and
3. The turbulence model constant.
This study is part of a larger research project regarding the investigation of the
interaction between water sprays, plumes and ceiling layer ﬂows [10].
2. Test Case
The case considered is the hot air jet plume experiments carried out by Zhou [10,
11]. They were performed in order to extend the existing studies of the interaction
between hot air plumes and water sprays, speciﬁcally regarding the inﬂuence of
the water sprays on the induced ceiling ﬂows driven by strong plumes (from, e.g.
rack storage ﬁres).
The test consists of a 72 mm diameter nozzle, providing a hot air source, with
an aluminum ceiling plate with dimensions of 1.22 m 9 1.22 m placed at height
590 mm above the nozzle. Hot air with a temperature of 205C is issued through
the nozzle. The ambient temperature is T¥ = 20C. A range of hot airﬂows are
generated by changing the exit velocity and maintaining a constant exit air tem-
perature. The measured convective heat release rates (HRRs) are 1.6 kW, 2.1 kW
and 2.6 kW, corresponding to the maximum exit velocity of 3.3 m/s, 4.2 m/s and
5.3 m/s, respectively. A more detailed description of the experimental set-up can
be found in [10, 11].
The Reynolds number Re ¼ qviDl and Froude number Fr ¼
v2i
gD for the three cases
are also listed in Table 1. Note that for all cases the Froude number is intermedi-
ate compared to typical values for natural ﬁre (order 1 and lower) and momen-
tum-driven jets (where the Froude number can be in the order of 10,000 or
higher) [17].
Table 1
Flow Parameters at the Inlet
D (m) Qconv. (kW) vi,max (m/s) Ti (C) Re Fr
0.072 2.6 5.3 205 11,000 39.8
0.072 2.1 4.2 205 8700 25
0.072 1.6 3.3 205 6800 15.4
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3. Numerical Modeling
FireFOAM (version 2.2.x), is a CFD package based on the OpenFOAM [18] plat-
form. It is an LES code with various models for turbulence, radiation, combus-
tion, and pyrolysis.
In the gas phase, FireFOAM solves the Favre ﬁltered transport equations of
mass, momentum, species and sensible enthalpy:
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where q is the density, u is the velocity, p is the pressure, mt is the turbulent kine-
matic viscosity, gi is the gravitational acceleration, Yk is the mass fraction of spe-
cies k, Dk is the molecular diﬀusivity, hs is the sensible enthalpy, Dth is thermal
diﬀusivity, Prt is turbulent Prandtl number and dij is the Kronecker delta.
Turbulence is modeled by the one-equation eddy viscosity model [19], one of
the most often used turbulence model in FireFOAM, in which a transport equa-
tion for the sub-grid scale kinetic energy, k, is solved:
@ðqkÞ
@t
þr q~ukð Þ ¼ r lþ lt
Sct
 
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The turbulent viscosity, lt, is then calculated as:
lt ¼ qckDk1=2 ð6Þ
where D is the ﬁlter width calculated as the cubic root of the cell volume and ck is
a model parametric taken as constant (e.g., ck = 0.05 [20] or ck = 0.07 [21]).
The production rate of the sub-grid scale kinetic energy, P, is calculated as:
P ¼  2
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The dissipation rate, e, is expressed as:
e ¼ cek3=2D1 ð8Þ
with ce a dimensionless model coeﬃcient (ce = 1.048 [21]).
3.1. Discretization Schemes
A ﬁrst-order implicit scheme is used for temporal discretization. In the convection
terms, a second-order central diﬀerencing for the velocity and a second-order
TVD scheme for the scalars are used. A second-order central diﬀerence
scheme with non-orthogonal corrections is used for the diﬀusion terms [18].
4. Computational Set-Up
The computational domain is 2 m 9 2 m 9 0.734 m. It is extended by 0.4 m at
each side of the ceiling. An ‘open’ boundary condition is employed at the sides,
bottom and the extended parts on top of the computational domain. At the ceil-
ing, a zero gradient boundary condition is applied for the sub-grid scale viscosity
in addition to the no-slip boundary condition for the velocity. Due to the good
grid resolution near the wall, no speciﬁc turbulent wall treatment is considered for
the ceiling B.C.
An unstructured Cartesian computational mesh, shown in Figure 1, is used in
the simulations. It has been generated using OpenFOAM’s mesh generation utility
snappyHexMesh [22]. The total number of cells is 7 million, with 14 cells across
the jet inlet, as shown in Figure 2. This corresponds to a mesh size of 5 mm.
Mesh reﬁnement is applied in the region of the thermal plume and the ceiling
layer ﬂow. The grid is also reﬁned in the region near the ceiling with a minimum
wall-normal spacing of Dz = 2 mm. The numerical simulations are run for 20 s of
real time. Averaging is done over the last 17 s.
Figure 1. Computational mesh.
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No grid sensitivity study is carried out in the present work. Indeed the grid res-
olution is deemed suﬃcient, as illustrated in Sect. 6.1.4. The context of the study
is, in other words, restrained to circumstances where the CFD user chooses a
mesh that is suitable for LES.
5. Inlet Boundary Condition
Based on the test data of Ref. [10], the following velocity proﬁle has been imposed
at the inlet:
v ¼ vm exp  r=0:5Dð Þ10
 
ð9Þ
where Vm is the maximum value (5.3 m/s, 4.2 m/s and 3.3 m/s), r is the radial
location and D is the diameter of the nozzle. Although proﬁle (9) has been mea-
sured at a distance of around 20 mm from the duct exit, it has been imposed at
the inlet here. In doing so, the velocity at the wall of the nozzle is also set to zero.
The method of random spots is used to excite the ﬂow at the inlet [23], in which
velocity ﬂuctuations are superimposed onto the mean velocity based on the idea
of turbulent ﬂow being a motion of turbulent spots of a certain size arising at ran-
dom positions at random times. At each time instant, M spots are randomly
placed in the space, with every ith spot having distribution of a component of the
velocity ﬂuctuationf ðx xðnÞri Þ [23], where xðnÞri is the center of the ith spot. The
velocity ﬂuctuation at the nth time instant vn is calculated as the sum of ﬂuctua-
tions produced by each spot:
vnðxÞ ¼
XM
i¼1
rni f x xðnÞri
 
ð10Þ
where ri 2 [-1, 1] are random numbers and xri is random position of spots.
In order to generate velocity ﬂuctuations at the inlet with this method, three
parameters must be prescribed: (1) the velocity components, (2) the turbulent
stresses, and (3) the eddy length scale.
Figure 2. Inlet patch.
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6. Results and Discussions
An extensive study is carried out ﬁrst for the 2.6 kW hot air jet plume to study the
inﬂuence of diﬀerent parameters on the plume evolution and the induced ceiling
ﬂows. Afterwards, based on the results obtained for the 2.6 kW case, additional sim-
ulations are also discussed for the other two experiments, HRRs = 2.1 and 1.6 kW.
6.1. 2.6 kW Hot Air Jet Plume
6.1.1. Parameter Variation Six simulations have been carried out to study the
eﬀect of the turbulence intensity imposed at the inlet, the turbulence model con-
stant ck and the size of eddies on the plume evolution and the resulting ceiling
ﬂow, as listed in Table 2. For all cases Prt = 0.7. For Case 1, ck has been set to
ck = 0.05 (corresponding to Smagorinsky constant, cs ¼ ck
ﬃﬃﬃ
ck
ce
q 1=2
¼ 0:1 [24]).
For cases 2 to 5, ck = 0.03 has been chosen, corresponding to cs = 0.07. These
values are within the ranges for cs mentioned in the literature [25, 26].
The inﬂuence of the SGS model was further studied in Case 6 where no SGS
model (ck = 0) is used, i.e., using only the numerical dissipation as dissipation for
turbulence. A turbulence intensity of 2% is chosen for the numerical simulations,
based on the experimental data. In Case 2 no perturbations are added, whereas in
Case 5 an intensity of 10% is used, in order to study the eﬀect of imposing higher
ﬂuctuations at the inlet. The size of eddies is chosen to be approximately 7% of
the inlet diameter (6 mm) [25]. The inﬂuence of this parameter is investigated in
Case 4, where the eddy length scale is doubled to 12 mm.
An additional simulation is also carried out with the static Smagorinsky model
(cs = 0.07) and the results are compared to the one-equation eddy viscosity model
(ck = 0.03, corresponding to cs = 0.07). The results are presented in Appendix 1.
6.1.2. Flow Field in the Plume Region The air temperature measurements from the
experiment are only available at 30 mm above the hot air nozzle. A ﬁtting func-
tion is presented in [11] to simulate the temperature proﬁle at this height
T  T0 ¼ ðTm  T0Þ exp ðr=0:57DÞ10
 
ð11Þ
where Tm = 205C and T0 = 20C.
Table 2
Overview of Parameter Variations in the Simulations
Case no. Turbulence intensity Size of eddies ck
1 2% 6 0.05
2 – – 0.03
3 2% 6 0.03
4 2% 12 0.03
5 10% 6 0.03
6 – – 0.0
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The comparison between the ﬁtting curve for the measured averaged tempera-
ture and the predicted results at z = 30 mm are shown in Figure 3. For all cases
the peak value of 205C is well predicted but the proﬁles are slightly narrower
than the measured one.
The evolution of the mean axial velocity along the plume axis is displayed in
Figure 4. For all cases, the global trend is similar to the experiment: a slight
increase in centerline velocity due to buoyancy acceleration, followed by an abrupt
decay due to turbulent mixing with the surrounding air. For Case 1, the break-
down of the plume occurs later due to the higher value of ck, which increases the
SGS viscosity (Eq. (6)) and reduces turbulence in the near-ﬁeld of the plume (see
Figure 6 below). Decreasing ck, results in a faster break-down of the plume. Cases
2-4 provide very similar results: later break-down of the plume compared to the
Figure 3. Mean profiles of the temperature (C) at z = 30 mm.
Figure 4. Evolution of mean vertical velocity (m/s) along the plume
axis. See Table 2 for the specific features for each case.
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experiment and reasonably good agreement with the measured velocity at heights
above 350 mm. Imposing larger eddies at the inlet results in a slightly faster decay
due to somewhat stronger turbulence (Figure 6 below), but the eﬀect is not signiﬁ-
cant. Increasing the turbulence ﬂuctuations to 10% results in a faster break-down
of the plume and therefore lower velocities than the other cases. Case 6, in which
no SGS model is used, also reveals faster break-down of the plume and good
agreement with the measured data especially after heights above 300 mm. Figure 5
presents instantaneous plume temperature contours for Cases 1, 3 and 5, conﬁrm-
ing the above. Figure 6 displays radial proﬁles of averaged axial velocities, the
turbulent radial and axial velocities and the shear stresses at height z = 1D. The
symbols denote experimental data. Figure 6a reveals that for all cases a top-hat
velocity proﬁle with peak value of 5.3 m/s is predicted. The experimental proﬁles
are slightly asymmetric. They are also wider than the calculated ones. This is due
to imposing the experimental velocity proﬁle from z = 20 mm as inlet proﬁle and
setting v = 0 at the wall of the nozzle in the simulations. This inﬂuence was also
observed in the temperature proﬁles (Figure 3).
Figure 6b–d, reveal under-prediction of the turbulent velocities and shear stres-
ses with ck = 0.05 (Case 1). Decreasing ck results in higher values. Again Cases 2-
4 reveal very similar results. As expected, by imposing higher ﬂuctuations (Case
5), higher turbulent velocities and shear stresses are predicted. This is in line with
a faster break-down of the plume, as shown in Figure 4. Using no SGS viscosity
results in signiﬁcantly higher turbulent velocities and shear stresses compared to
the other cases, due to a lower total viscosity near the inlet. Consequently, there is
indeed less damping of the turbulent kinetic energy. Except for Case 1, the turbu-
lent axial velocity ﬂuctuations are well predicted (noticing some over-prediction
for Case 6). However, except for case 6, the radial ﬂuctuations are signiﬁcantly
under-predicted, as are the turbulent shear stresses. In terms of turbulent veloci-
ties4 and turbulent shear stresses, Case 6 (i.e., no SGS model) yields the best
agreement with experiemntal data. As in Figure 4, Case 1 provides the poorest
results, indicating that ck is too high.
Figure 5. Illustration of the plume break-down through instanta-
neous plume temperature contours (K) for (a) Case 1, (b) Case 3, and
(c) Case 5.
Large Eddy Simulations of a Ceiling Jet Induced
Figure 7 presents the same results at z/D = 6. As expected from Figure 4, the
peak mean velocity is under-predicted in Case 5. Cases 2 to 4 and Case 6 lead to
similar mean axial velocity proﬁles, in good agreement with the experimental mea-
surements (although the experimental proﬁles are still wider, as explained above).
Case 1 also reveals similar results (good agreement with the experimental data).
This is however, only by coincidence, since z/D = 6 is the height where the lines
cross in Figure 4. Figures 7b–d indeed conforms that Case 1 provides the poorest
agreement to experimental for turbulence. Again, this is due to the too high ck
value. All other cases yield very similar results, again slightly better agreement for
Case 6 (in particular for the turbulent radial velocity). An over-prediction of
approximately 10, 20 and 17% for the radial and vertical turbulent velocities and
shear stresses, respectively, is observed.
6.1.3. Ceiling Jet Flow Figure 8 depicts the mean ceiling layer horizontal veloci-
ties from z = 490 mm to z = 590 mm at 4 diﬀerent radial locations, r. Similarly
to the experiment, the maximum radial velocity decreases with radial distance
Figure 6. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 1.
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from the center of the ceiling. At r = 100 mm, simulation results are slightly
lower than the experimental data. At r = 200 mm and r = 300 mm, on the other
hand, some over-prediction is observed in the region 550 mm< z< 580 mm. The
maximum velocities for all simulations are lower than the experiments (by approx-
imately 3-11%). For Case 6 at r = 300 mm and r = 400 mm, good agreement
with the maximum velocity is observed, albeit a bit further away from the ceiling.
Similar peak velocities are calculated in Cases 2 to 4. Increasing the turbulence
intensity at the inlet results in a slightly lower velocity near the ceiling. The veloc-
ity reduction due to an increase in ck (Case 1) is more signiﬁcant though: the
increased turbulence near the ceiling (Figure 7) makes the boundary layer thicker.
In line with the above, Case 1 yields the poorest agreement with experimental
data, indicating the too high value for ck.
Figure 9 presents the evolution of the maximum velocities as function of radial
position. The correlations developed by Alpert [27] and Heskestad and Yao [27]
for the prediction of steady ceiling jet ﬂows beneath un-obstructed ceilings are
shown for comparison purposes only. All graphs show the same trend, i.e., the
velocity decreases with radial distance. However, the Froude number for both
Figure 7. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 6.
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experiments in [27] was much lower than here, which explains the lower velocity
values in the correlations. Good agreement between the measured and calculated
velocities. It should, however, be noted that the maximum velocities for the exper-
iment are at z = 587 mm (the highest available measurement point), whereas in
the simulations the maximum occurs at diﬀerent heights. While the experimental
data suggest the thickness of the viscous sublayer to be at most dVmax = 3 mm, in
the simulations this thickness varies, for example in Case 5, from dVmax = 4 mm at
r = 57.6 mm to dVmax = 12 mm at r = 552.6 mm.
6.1.4. LES Resolution The ratio of the turbulent to laminar viscosity lt=l is
shown in Figure 10. The maximum value of the ratio is 2.6, observed in Cases 1
and 5, whereas for the other cases the ratio is below 1. For Case 1, this is due to
the higher value for ck (see Eq. (6)). For Case 5, this is due to the higher level of
turbulent ﬂuctuations at the inlet. Indeed an evolution is observed towards the
values for Cases 2-4 at higher heights. Overall, the added turbulent viscosity from
the turbulence model is of the same order of magnitude as the molecular viscosity
Figure 8. Mean ceiling layer horizontal velocities at different radial
locations: (a) 100 mm, (b) 200 mm, (c) 300 mm, and (d) 400 mm.
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(small inﬂuence of the SGS model), indicating that the LES grid is ﬁne enough to
accurately simulate all cases.
Figure 11 presents the same results along the ceiling at z = 570 mm. The ratio
is the highest for Case 1, as was expected from Figure 10, again due to the higher
value for ck. The other cases reveal similar results with the maximum value of the
ratio less than 1.1 (at the plume’s centerline) and below 0.8 at further radial dis-
tances, again illustrating the good grid resolution.
Figure 9. Comparison of the measured and simulated maximum ceil-
ing velocity. Values from correlations [27] are added for comparison
purposes only. Note: the position of maximum velocity in the experi-
ment is closer to the ceiling than in the simulations.
Figure 10. The ratio of turbulent to laminar viscosity lt=l on the
centerline.
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6.2. 2.1 and 1.6 kW Hot Air Jet Plumes
Additional numerical studies have also been carried out for hot air jet plumes
with convective HRRs of 2.1 kW (vi,max = 4.2 m/s) and 1.6 kW (vi,max = 3.3 m/
Figure 11. Turbulence resolution along the ceiling.
Table 3
Overview of the Simulations
Qconv. (kW) vi,max (m/s) Turbulence intensity Size of eddies ck
2.1 4.2 4% 6 0.03
2.1 4.2 – – 0.0
1.6 3.3 5% 6 0.03
1.6 3.3 – – 0.0
Figure 12. Mean profiles of the temperature (C) at z = 30 mm:
2.1 kW (left), and 1.6 kW (right).
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Figure 13. Evolution of mean vertical velocity (m/s) along the plume
axis: 2.1 kW (left), and 1.6 kW (right).
Figure 14. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 1 for 2.1 kW case.
Large Eddy Simulations of a Ceiling Jet Induced
s). Two sets of simulations are chosen for each case: one with SGS model
(ck = 0.03) and the turbulence intensity taken from the experimental data (similar
to Case 3 in the previous section) and another one without SGS model (ck = 0.0),
in order to investigate whether similar results as the 2.6 kW case will be predicted.
For all simulations, Prt = 0.7 and the size of eddies is set to 6 mm. The list of
simulations is presented in Table 3.
6.2.1. The Plume Region The predicted mean temperature proﬁles at z = 30 mm
and their comparison with the measured temperature (Eq. (11)) for both cases are
shown in Figure 12. The peak temperature is well predicted. However, as
explained before, the proﬁles are slightly narrower than the measured ones.
The evolution of the mean axial velocities is presented in Figure 13. For 2.1 kW
case, using no SGS viscosity at the inlet results in a slightly faster break-down of
the plume and better agreement with the experimental data.
Both cases for the 1.6 kW hot air plume predict the same height for the plume’s
break-down. This is diﬀerent from what was observed in Figure 4. Note, however,
that the turbulence intensity at the inlet, chosen in agreement with experimental
Figure 15. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 1 for 1.6 kW case.
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data, is 2.5 times higher here at the inlet (5% vs. 2%). Figure 4 reveals that an
increase in turbulence intensity leads to faster break-down of the plume, explain-
ing the observation made. The decay of the centerline velocity is better predicted
without SGS model (the decay is too fast with ck = 0.03). Thus, in line with the
above, the results without SGS model are globally in better agreement with exper-
imental data.
The radial proﬁles of averaged axial velocities, the turbulent radial and axial
velocities and shear stresses at z/D = 1 are shown in Figs. 14 and 15, respectively.
Both cases reveal good prediction for the peak mean vertical velocities for
ck = 0.0 and 0.03. Figures 14b–d, and 15b–d reveal higher values of turbulent
velocities and shear stresses with ck = 0, in line with what was observed for the
2.6 kW case. Again, for all cases under-prediction of turbulent velocities and shear
stresses, compared to the experimental data, is observed (except for the vertical
turbulent velocities for ck = 0).
Figures 16 and 17 depict the same results at z/D = 6. A slight over-prediction
of the maximum mean vertical velocities for ck = 0 is seen (Figs. 16 (a) and 17
(a)), in line with Figure 13.
Figure 16. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 6 for 2.1 kW case.
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Except for turbulent radial velocities, no signiﬁcant diﬀerence is observed
between the results for ck = 0 and 0.03 for both jet plumes, as was also the case
for the 2.6 kW jet plume.
6.2.2. Ceiling Jet Flow Figures 18 and 19 present the mean ceiling layer horizon-
tal velocities from z = 490 mm to z = 590 mm at 4 diﬀerent radial locations, r.
The same trend as the experiment is seen in the predicted results: decrease of the
radial velocity with radial distance from the center of the ceiling. In line with the
2.6 kW case, a slight under-prediction of the velocity proﬁle at r = 100 mm for
both plumes is observed. At r = 300 and 400 mm the simulations with ck = 0
reveal higher prediction of the maximum radial velocities and therefore, better
agreement with the experimental data.
7. Conclusions
Large eddy simulations of a thermal jet plume under a horizontal ceiling and the
induced ceiling ﬂow have been performed. The inﬂuence of the turbulence inten-
sity, the size of eddies and the constant used in the SGS eddy viscosity model
Figure 17. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 6 for 1.6 kW case.
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have been examined. For the cases considered, the size of eddies imposed at the
inlet has little inﬂuence on the results. The SGS model constant ck and, to a lesser
extent, imposing high ﬂuctuations at the inlet, are important in the prediction of
the plume’s evolution and the ceiling ﬂow velocities. The value ck = 0.05 is too
high. For the cases considered, the numerical studies without SGS model are in
better agreement with the experimental data. It is stressed that these observations
are made in the context of good grid resolution for LES.
The results demonstrated that FireFOAM is capable of predicting well the
mean values in the plume. The velocity ﬂuctuations and stresses are under-esti-
mated in the near-ﬁeld (z/D = 1) region, whereas reasonably good agreement was
obtained at higher location (z/D = 6).
In the ceiling jet region, the maximum velocity is slightly under-predicted and
the velocity boundary layer thickness is larger than suggested by the experimental
data. In line with the results in the plume region, the results without SGS model
are in best agreement with experimental data for the cases considered (with good
grid resolution), and ck = 0.05 is too high.
The observations made prevail for the three diﬀerent convective heat release
rates considered.
Figure 18. Mean ceiling layer horizontal velocities at different
radial locations: (a) 100 mm, (b) 200 mm, (c) 300 mm, and (d)
400 mm for 2.1 kW case.
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Appendix 1
The ﬁgures in the appendix present the comparison between the measured and pre-
dicted results for the one-equation model (ck = 0.03 corresponding to cs = 0.07) and
the static Smagorinsky model (cs = 0.07) for 2.6 kW case. Figure 20 shows the evolu-
tion of the mean vertical velocity along the plume axis. The radial proﬁles of the aver-
aged axial velocities, the turbulent radial and axial velocities and the shear stresses at
heights z = 1D and z = 6D are displayed in Figures 21 and 22, respectively.
Figure 19. Mean ceiling layer horizontal velocities at different
radial locations: (a) 100 mm, (b) 200 mm, (c) 300 mm, and (d)
400 mm for 1.6 kW case.
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Figure 20. Evolution of mean vertical velocity (m/s) along the plume
axis.
Figure 21. Mean profiles of (a) vertical velocity (m/s), (b) turbulent
radial velocity fluctuation, (c) turbulent vertical velocity fluctuation,
and (d) turbulent shear stresses at z/D = 1.
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