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On a definition of multi-Koszul algebras
Estanislao Herscovich ∗, Andrea Rey †
Abstract
In this article we introduce the notion of multi-Koszul algebra for the case of
a nonnegatively graded connected algebra with a finite number of generators
of degree 1 and with a finite number of relations, as a generalization of the
notion of (generalized) Koszul algebras defined by R. Berger for homogeneous
algebras, which were in turn an extension of Koszul algebras introduced by S.
Priddy. Our definition is in some sense as closest as possible to the one given in
the homogeneous case. Indeed, we give an equivalent description of the new
definition in terms of the Tor (or Ext) groups, similar to the existing one for ho-
mogeneous algebras, and also a complete characterization of the multi-Koszul
property, which derives from the study of some associated homogeneous al-
gebras, providing a very strong link between the new definition and the gen-
eralized Koszul property for the associated homogeneous algebras mentioned
before. We further obtain an explicit description of the Yoneda algebra of a
multi-Koszul algebra. As a consequence, we get that the Yoneda algebra of a
multi-Koszul algebra is generated in degrees 1 and 2, so a K2 algebra in the
sense of T. Cassidy and B. Shelton. We also exhibit several examples and we
provide a minimal graded projective resolution of the algebra A considered as
an A-bimodule, which may be used to compute the Hochschild (co)homology
groups. Finally, we find necessary and sufficient conditions on some (fixed) se-
quences of vector subspaces of the tensor powers of the base space V to obtain
in this case the multi-Koszul property in the case we have relations in only two
degrees.
Mathematics subject classification 2010: 16E05, 16E30, 16E40, 16S37, 16W50.
Keywords: Koszul algebra, Yoneda algebra, homological algebra.
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1 Introduction
Koszul algebras were introduced by S. Priddy in [26], motivated by the article [20]
published by J.-L. Koszul in the 50s. They have been extensively studied in the
last years, in particular due to their applications in representation theory (cf. [3],
[4]), algebraic geometry (cf. [14]), quantum groups (cf. [22]), and combinatorics (cf.
[18]), to mention a few. These algebras are necessarily quadratic, i.e. they are of the
form T (V )/〈R〉, with R ⊆ V ⊗2. R. Berger generalized in [5] the notion of Koszul
algebras (cf. also [17]) to the case of homogeneous algebras, i.e. algebras given
by T (V )/〈R〉, with R ⊆ V ⊗N , for N ≥ 2. They were called generalized Koszul, or
N -Koszul if the mention to the degree of the relations was to be indicated, and the
case N = 2 of the definition introduced by Berger coincides with the one given by
Priddy. The general definition shares a lot of good properties with the one given
by Priddy, justifying the terminology (see for example [5, 8]). In particular, the
Yoneda algebra of an N -Koszul algebra is finitely generated (in degrees 1 and 2),
and its structure is easily computed from that of the original algebra. We would
like to point out that the new class of algebras satisfying the Koszul property of
Berger lacks however of other interesting properties, e.g. they are not closed under
taking duals, or under considering graded Ore extensions, the Yoneda algebra of
an N -Koszul algebra is not formal for N ≥ 3, etc.
On the other hand, several examples of not necessarily homogeneous algebras
which arise in the practice and which share some of the interesting properties of
generalized Koszul algebras lead to the question if there is an analogous definition
of Koszul-like algebra for more general situations. In this article we propose such
a definition for the case of a finitely generated nonnegatively graded connected
algebra which is generated in degree 1 and has a finite number of relations, i.e.
algebras of the form T (V )/〈R〉, where V is a finite dimensional vector space, which
we consider to be in degree 1, and R ⊆ T (V )≥2 is a finite dimensional graded
vector space. They will be called multi-Koszul. Our main goal is to provide such
a class of algebras, which are in some sense the closest possible to the generalized
Koszul algebras, for which the Yoneda algebra is in fact finitely generated and its
structure is directly deduced from that of the original algebra.
The new definition may seem however to be too restrictive (e.g. see Remark
3.24, and Corollary 5.17), and despite the fact that it is probably not the most gen-
eral possible and reasonable extension of the Koszul property for such algebras, all
the nice properties satisfied by it (e.g. Theorem 3.17, Propositions 3.7, 3.12 and 3.21,
Remarks 3.22 and 3.25, and Corollary 3.23) make us believe that any sensible such
general definition of Koszul-like algebra in the general context of graded algebras,
if it exists, should necessarily include our definition as a special case.
This work is partially inspired on the Ph.D. thesis of the second author, but it
considers a more general setting of graded algebras.
The contents of the article are as follows. We start by recalling in Section 2
several well-known definitions and results about the category of graded modules
over a nonnegatively graded connected algebra.
Section 3 is devoted to the definition of multi-Koszul algebras and to prove
some properties for this family of algebras. The first main result, Proposition 3.12
2
(see also Proposition 3.15) gives a (co)homological description of multi-Koszul al-
gebras in term of their Tor (or Ext) groups, which yields a left-right symmetry of
the definition. Then, Theorem 3.17 relates the multi-Koszul property for an algebra
A to the (generalized) Koszul property of some homogeneous algebras associated
to A. Moreover, we also study the associated Yoneda algebra and prove in Corol-
lary 3.23 that multi-Koszul algebras are K2 algebras, in the sense defined by B.
Cassidy and T. Shelton in [13]. We further obtain a description of the A∞-algebra
structure of the corresponding Yoneda algebra (see Remarks 3.22 and 3.25).
Following the ideas of Berger in [5], in Section 4 we construct an A-bimodule
resolution of a multi-Koszul algebra, which can be used in the computation of the
Hochschild (co)homology groups of the algebra.
Finally, in Section 5 we concentrate on the special case of having relations in
only two degrees. We find necessary and sufficient conditions on some (fixed)
sequences of vector subspaces of the tensor powers of the base space V to get
the multi-Koszul property, following the lines of the analysis done in the case of
(generalized) Koszul algebras by Berger (see [5], Section 2, but cf. also [2]). Some
of these subspaces together with their conditions are the ones already found in the
homogeneous case, but these are not equivalent to the multi-Koszul definition, and
in fact new sequences of vector subspaces satisfying more complicated conditions
are introduced in order to obtain the desired definition.
We remark that the notion of multi-Koszul algebras for algebras having rela-
tions in two degrees is completely different from the notion of (p, q)-Koszul rings
given in [10]. On the other hand, it is easily seen that any multi-Koszul algebra
with relations in degrees 2 and d > 2 satisfies the 2-d-Koszul property defined in
[16].
Throughout this article k will denote a field, and all vector spaces will be over
k. Moreover, V will always be a finite dimensional vector space, and A a non-
negatively graded connected (associative) algebra over k (with unit), to which we
will usually just refer as an algebra, with irrelevant ideal A>0 =
⊕
n>0An. The
vector space spanned by a set of elements {vs : s ∈ S}, for some index set S,
will be denoted by spank〈vs : s ∈ S〉 and the ideal I generated by a set of elements
{αs : s ∈ S} of an algebra A will be denoted by 〈αs : s ∈ S〉. We will however
also write the former vector space as 〈vs : s ∈ S〉 to simplify the notation, when we
believe that it clearly denotes a vector space, but if necessary we shall stress that
we mean the vector space spanned by those elements, and not the ideal generated
by them, to avoid confusion. All unadorned tensor products ⊗ will be considered
over k, unless otherwise stated. We shall typically denote the vector space V ⊗n by
V (n), for n ∈ Z, where we follow the convention V (n) = 0, if n < 0, and V (0) = k,
and an elementary tensor v1 ⊗ · · · ⊗ vn ∈ V (n) will be usually written by v1 . . . vn.
2 Preliminaries and basic properties
In this section we shall recall some basic facts about the category of (bounded be-
low) Z-graded modules over a nonnegatively graded connected algebra. We refer
to [11], Exp. 15, or [6] for all the proofs of the mentioned results.
Throughout this section, A will always denote a nonnegatively graded con-
nected algebra of the form A =
⊕
m∈N0
Am, and we shall follow the typical con-
vention Am = 0, form < 0. A Z-graded left (resp., right) A-moduleM =
⊕
n∈ZMn is
a Z-graded vector space together with an left (resp., right) action of A on M such
that AmMn ⊆ Mm+n (resp. MmAn ⊆ Mm+n), and we shall sometimes refer to
them simply as left (resp., right) A-modules. Moreover, since we will mostly deal
with left modules, we will usually omit the adjective and call them just modules (or
graded modules), if it is clear from the context, but we will restore it if it is neces-
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sary. We will denote by A-grMod the abelian category of Z-graded left A-modules,
where the morphisms are the A-linear maps preserving the grading. The space
of morphisms in this category between two graded A-modulesM andM ′ will be
denoted by homA(M,M ′). This category is provided with a shift functor (−)[1] de-
fined by (M [1])n = Mn+1, where the underlying A-module structure ofM [1] is the
same as the one of M , and the action of the morphisms is trivial. We shall also
denote (−)[d] the d-th iteration of the shift functor. The A-moduleM is said to be
left bounded, or also bounded below, if there exists an integer n0 such thatMn = 0 for
all n < n0. Notice that the graded left A-modules which are left bounded form a
full exact subcategory of A-grMod.
If M is a graded left A-module, we may consider the graded right A-module
M#, called the graded dual, which has n-th homogeneous component (M−n)∗,
where (−)∗ denotes the usual dual vector space operation, and if α ∈ Am and
f ∈ (M#)n, then f ·α ∈ (M#)m+n = (M−m−n)∗ is defined by (f ·α)(x) = f(α · x),
for all x ∈ M−m−n. There exists an obvious definition if we start with a graded
right A-module. We will also consider the analogous graded dual construction
(−)# in the category of graded vector spaces. Given gradedA-modulesN andN ′,
we recall the following notation:
HomA(N,N
′) =
⊕
d∈Z
homA(N,N
′[d]).
We remark that, if N is finitely generated, then HomA(N,N ′) = HomA(N,N ′),
where the last morphism space is the usual one for A-modules by forgetting the
gradings (see [24], Cor. 2.4.4).
We say that an objectM inA-grMod is s-concentrated in degrees l1, · · · , ls if there
exist integers l1 < · · · < ls and vector subspaces of M , Ml1 , · · · ,Mls , such that
M = Ml1 ⊕ · · · ⊕Mls . An object M in A-grMod is called s-pure in degrees l1, · · · ,
ls if there exist integers l1 < · · · < ls and graded vector subspacesMl1 , · · · ,Mls of
M where eachMli is concentrated in degree li, such thatM = AMl1 + · · ·+ AMls
and Mli ∩ (AMl1 + · · · + AMli−1) = 0 for all i = 2, . . . , s. In this case, there exists
an isomorphism of graded vector spaces k ⊗A M ≃
⊕s
i=1Mli . If s = 1 we simply
say thatM is a concentrated (respectively, pure) module (cf. [5]).
In both cases, the integers l1, · · · , ls such that Ml1 , · · · ,Mls are nonzero are
uniquely determined whenever M is a nontrivial module. It is clear that every
module which is s-concentrated in degrees l1, · · · , ls is s-pure in degrees l1, · · · , ls,
and that everymodule s-concentrated in degrees l1, · · · , ls is isomorphic to a direct
sum of shifts k[−l1]dimMl1 ⊕ · · · ⊕ k[−ls]dimMls as graded vector spaces.
The following result is the graded version of the Nakayama Lemma.
Lemma 2.1. LetM be a left bounded Z-graded left A-module. If k ⊗A M = 0 thenM is
also trivial.
Proof. See [6], Lemme 1.3 (see also [11], Exp. 15, Prop. 6). 
The A-module M is said to be graded-free if it is isomorphic to a direct sum
of shifs A[−li] of A. We remark that a bounded below Z-graded A-module M
is graded-free if and only if its underlying module (i.e. forgetting the grading)
is free, if and only if it is projective (as a graded module or not), if and only if
TorA• (k,M) = 0, for all • ≥ 1 (or just • = 1). This will follow from the comments
on projective covers. Furthermore, it is easy to see that the graded dual of a pro-
jective graded left (resp., right) A-module is an injective graded right (resp., left)
A-module (see [11], Exp. 15, Prop. 1).
A surjective morphism f : M → M ′ in A-grMod is called essential if for each
morphism g : N → M in A-grMod such that f ◦ g is surjective, then g is also sur-
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jective. As an application of the Nakayama Lemma we have the following result
which characterizes essential surjective maps.
Lemma 2.2. Let f :M →M ′ be a morphism in the category A-grMod.
(i) Suppose thatM ′ is left bounded and that f is surjective and essential. Then 1k⊗A f
is bijective. Moreover, ifM is also left bounded, the converse holds.
(ii) Assume that f is surjective andM is pure in degree l. Then f is essential if and only
if fl :Ml →M
′
l is injective.
Proof. For the first item, see [6], Lemme 1.5 (see also [11], Exp. 15, Prop. 7). For the
second one, see [5], Prop. 2.4. 
In fact, the last item of the previous lemma may be generalized as follows.
Proposition 2.3. Let f ∈ homA(M,M
′) be a surjective morphism. If M is s-pure in
degrees l1, · · · , ls, thenM
′ is also s-pure in degrees l1, · · · , ls. Moreover, f is essential if
and only if the induced morphisms fli :Mli →M
′
li
are injective for 1 ≤ i ≤ s.
Proof. Let m′ ∈ M ′ and m ∈ M be such that f(m) = m′. Since M is s-pure
in degrees l1, · · · , ls, there exist αi ∈ A and mi ∈ Mli for 1 ≤ i ≤ s such that
m =
∑s
i=1 αimi. Therefore, m
′ =
∑s
i=1 αif(mi), where f(mi) ∈ M
′
li
. Thus, M ′ is
s-pure in degrees l1, · · · , ls. By Lemma 2.2, f is essential if and only if the induced
k-linear map
1k ⊗A f : k ⊗A M −→ k ⊗A M
′
is bijective. However, since M and M ′ are s-pure then k ⊗A M and k ⊗A M ′ are
canonically isomorphic to k ⊗Ml1 + · · · + k ⊗Mls and k ⊗M
′
l1
+ · · · + k ⊗M ′ls ,
respectively. Thus, the restrictions to each degree of 1k⊗Af become fli :Mli →M
′
li
for 1 ≤ i ≤ s. 
LetM be a nontrivial object in A-grMod. A projective cover ofM is a pair (P, f)
such that P ∈ A-grMod is projective and f : P → M is an essential surjective
morphism. We remark that every left bounded Z-graded A-module M has a pro-
jective cover, which is unique up to (noncanonical) isomorphism (cf. [11], Exp.
15, Théo. 2). Moreover, given M a bounded below A-module, a projective cover
may be explicitly constructed as follows. SinceM 6= 0, the Nakayama lemma tells
us that M/(A>0 ·M) ≃ k ⊗A M is a nontrivial graded vector space. Consider a
section s of the canonical projection M → M/(A>0 · M) ≃ k ⊗A M . Now, we
define P = A ⊗ (k ⊗A M) together with the A-linear map f : P → M given by
f(α ⊗ v) = αs(v), for α ∈ A and v ∈ k ⊗A M . Using the previous lemma one
directly gets that (P, f) is a projective cover ofM .
We recall that a (graded) projective resolution (P•, d•) of a graded A-module
M is minimal if d0 : P0 → M is a projective cover (or equivalently, it is essen-
tial) and each of the maps Pi → Ker(di−1) induced by di is also essential, for all
i ∈ N. We want to remark the important fact that, by iterating the process of con-
sidering projective covers for bounded below modules, one may easily prove that
any bounded below graded A-module has a minimal projective resolution (see
[6], Théo. 1.11). If the A-module M has a minimal projective resolution (P•, d•),
for any other projective resolution (Q•, d′•) of M , there exists an isomorphism of
(augmented) complexesQ• ≃ P•⊕H•, whereH• is acyclic (see [6], Prop. 2.2). Ad-
ditionally, the assumption on the minimality of the projective resolution implies
that the differential of the induced complex k ⊗A P• vanishes (see [11], Exp. 15,
Prop. 10, or [6], Prop. 2.3), so if (P•, d•) denotes such a minimal projective resolu-
tion, one also easily gets that P• ≃ A ⊗ TorA• (k,M). Combining the results of the
two previous sentences, it is trivial to see that if (Q•, d′•) is a projective resolution
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of a graded A-moduleM having a minimal projective resolution, then the former
is minimal if and only if the induced differential of k ⊗A Q• vanishes. Projective
resolutions in this context formed of finitely generated modules are often referred
to as pure projective resolutions.
If N is left bounded, let (P•, d•) be a (minimal) graded projective resolution of
N . As usual, we denote
ExtiA(N,N
′) = Hi(HomA(P•, N
′)),
extiA(N,N
′) = Hi(homA(P•, N
′)).
Note that extiA(N,N
′) = ExtiA(N,N
′)0 and that if the projective resolution of N is
composed of finitely generated projective A-modules, there is a canonical identifi-
cation Ext•A(N,N
′) ≃ Ext•A(N,N
′). Moreover, using a very simple duality argu-
ment one can see that, if M is a bounded below graded left A-module, then there
is a canonical isomorphism of graded vector spaces
ExtiA(M,k) ≃ Tor
A
i (k,M)
#, (2.1)
for all i ∈ N0 (see [6], Eq. (2.15), but cf. also [11], Exp. 15, Prop. 2).
We end this section by stating the beginning of the minimal projective resolu-
tion of the trivial left A-module k for any nonnegatively graded connected algebra
A. The analogous statements for the trivial right A-module k are immediate. We
know that the minimal projective resolution of the trivial (left) A-module k starts
as
A⊗ V
δ1−→ A
δ0−→ k −→ 0,
where δ0 is the augmentation of the algebra A, V ≃ A>0/(A>0 · A>0) is a vector
space spanned by a minimal set of (homogeneous) generators of A, and δ1 is the
restriction of the product of A (see [11], Exp. 15, end of Section 7). This implies
that A is in fact a quotient of the tensor algebra T (V ). Furthermore, if we set A =
T (V )/I , for I a homogeneous ideal, it is also well-known (and follows easily from
the definition) that Ker(δ1) ≃ I/(I ⊗ V ) (as graded vector spaces), so there is an
isomorphism of graded vector spaces k⊗AKer(δ1) ≃ I/(T (V )>0⊗I+I⊗T (V )>0).
A space of relations R of A is defined to be a graded vector subspace of I which is
isomorphic to I/(T (V )>0 · I + I · T (V )>0) under the canonical projection. Notice
that its Hilbert series is thus uniquely determined, and the same holds for its first
nonvanishing homogeneous component. It is trivially verified that the ideal of
T (V ) generated by R coincides with I . Hence, if R is a space of relations of A,
we have an isomorphism of graded vector spaces k ⊗A Ker(δ1) ≃ R (see [15],
Lemma 1, for complete expressions of the graded vector spaces TorA• (k, k), for • ∈
N0, in terms of I and the irrelevant ideal T (V )>0). Hence, A ⊗ R → Ker(δ1) is
a projective cover, and the beginning of the minimal projective resolution of the
trivial A-module k is of the form
A⊗R
δ2−→ A⊗ V
δ1−→ A
δ0−→ k −→ 0,
where δ2 is induced by the usual map α⊗ v1 . . . vn 7→ αv1 . . . vn−1 ⊗ vn.
3 Multi-Koszul algebras
From now on, A will always denote a finitely generated nonnegatively graded
connected algebra generated in degree 1. This means that there exists a finite di-
mensional vector space V considered to be in degree 1 and a surjective morphism
of graded algebras of the form T (V ) → A, so A ≃ T (V )/I , where I ⊆ T (V ) is
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a homogeneous ideal of T (V ). To avoid redundancy we will always assume that
the vector space V is canonically isomorphic to A>0/(A>0 · A>0) (as graded vec-
tor spaces). Let us denote by R a space of relations of A. We remark that in this
situation, it may be equivalently defined as follows: for each n ≥ 2, letRn be a sub-
space of In such that it is supplementary to In−1⊗V +V ⊗In−1. The graded vector
space R =
⊕
n≥2Rn is clearly a space of relations of A. We may thus suppose that
A = T (V )/〈R〉, for R ⊆ T (V )≥2 a graded vector subspace. We will further assume
that A has a finite number of relations, i.e. that R is finite dimensional, so there ex-
ists a finite subset S of N≥2 such that R = ⊕s∈SRs and Rs ⊆ V (s). We shall say
that such an algebra A = T (V )/I is S-multi-homogeneous, if we want to stress the
degrees of the space of relations of A.
We remark however that the set S ⊆ N≥2 may not be completely determined by
A. If A = T (V )/〈R〉 is S-multi-homogeneous, so R = ⊕s∈SRs, we could consider
any S′ ⊇ S included in N≥2, and by writing R = ⊕s′∈S′Rs′ , where Rs′ = 0 for
s′ ∈ S′\S, wemay also say thatA is S′-multi-homogeneous. Nonetheless, it is easy
to see that the family of all subsets S ⊆ N≥2 such that A is S-multi-homogeneous
contains a unique minimal element S¯ given by all s ∈ N≥2 such that Rs 6= 0.
The previous considerations tell us that, under the previous assumptions, we
may then work in the following concrete setting. We consider a graded algebra
A of the form T (V )/〈R〉, where V is a finite dimensional vector space, considered
to be concentrated in degree 1, and R = ⊕s∈SRs, where Rs ⊆ V (s) and S ⊆ N≥2
is a finite subset. We shall suppose from now on that A satisfies these hypothe-
ses, unless otherwise stated. However, we will sometimes repeat (some of) the
assumptions for emphasis.
Note that the fact that R is a space of relations of A implies the following mini-
mality condition:
Rs
⋂(∑
s∈S
s−t∑
j=0
V (j) ⊗Rt ⊗ V
(s−t−j)
)
= 0. (3.1)
Conversely, given R = ⊕s∈SRs satisfying (3.1), where Rs ⊆ V (s) and S ⊆ N≥2 is a
finite subset, then R is a relation space of the algebra T (V )/〈R〉.
The two-sided graded ideal I =
⊕
n∈Z In generated by R in the tensor algebra
T (V )may be explicitly presented as
In =
∑
s∈S
n−s∑
j=0
V (j) ⊗Rs ⊗ V
(n−s−j).
The homogeneous components of the algebra A are thus given by the vector
spaces An = V (n)/In, for n ∈ N0, and zero for n < 0.
For each s ∈ N≥2, we consider the map ns : N0 → N0 of the form
ns(2l) = sl, ns(2l+ 1) = sl+ 1.
Notice that ns(t+ 2) = ns(t) + s, for all t ∈ N0, and
ns(t+ 1)− ns(t) =
{
1, if t is even,
s− 1, if t is odd.
We shall use these elementary properties, specially in Section 5, without further
mention.
If s ∈ S, we will denote
Jsi =
ns(i)−s⋂
j=0
V (j) ⊗Rs ⊗ V
(ns(i)−s−j),
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for i ≥ 2, and Jsi = V
(i), for i = 0, 1. We remark that the minimality condition
(3.1) implies that Jsi ∩ (V
(j)⊗ Js
′
i′ ⊗V
(ns(i)−ns′ (i
′)−j)) = 0, for all different s, s′ ∈ S,
j = 0, . . . , ns(i)− ns′(i
′), and i, i′ ∈ N≥2 such that ns′(i′) ≤ ns(i).
Moreover, we define
Ji =
⊕
s∈S
Jsi ,
if i ≥ 2, and Ji = V (i), if i = 0, 1. Note that J2 = R.
Definition 3.1. Let A be an S-multi-homogeneous algebra with space of relations R =
⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset of N≥2. We suppose the usual minimality
condition onR. The left multi-Koszul complex (K(A)•, δ•) ofA is defined byK(A)0 =
A,K(A)1 = A⊗V andK(A)i = A⊗Ji for i ≥ 2, together with the differential δ• where
δ1 is induced by the multiplication on A, and, for i ≥ 2,
δi : A⊗ Ji → A⊗ Ji−1
is given by the restriction of the map δˆi : A ⊗ (⊕s∈SV
(ns(i))) → A⊗ (⊕s∈SV
(ns(i−1))),
where
δˆi(α ⊗ vj1 · · · vjns(i)) =
{
αvj1 · · · vjs−1 ⊗ vjs · · · vjns(i) , if i is even,
αvj1 ⊗ vj2 · · · vjns(i) , if i is odd,
for s ∈ S. Notice that δi(A ⊗ J
s
i ) ⊆ A ⊗ J
s
i−1, for i ≥ 3 and s ∈ S. It is clear
that δi+1 ◦ δi = 0, for i ∈ N. We may also consider this complex together with the
augmentation δ0 : K(A)0 → k given by the augmentation of the algebra A, which we may
depict as follows
· · · → K(A)i
δi→ K(A)i−1 → · · · → K(A)1
δ1→ K(A)0
δ0→ k → 0.
Note also that the left multi-Koszul complex ofA is composed of graded-free leftA-modules,
and the differentials are A-linear maps preserving the degree.
We say that A is left multi-Koszul if the (augmented) left multi-Koszul complex of A
provides a projective resolution of the trivial left A-module k, and in this case we may call
the complex the left multi-Koszul resolution for A.
We remark that the left multi-Koszul complex of A coincides with the minimal
projective resolution of the left module k seen at the end of Section 2 up to homo-
logical degree 2. It is clear that the left multi-Koszul resolution for A is minimal
(because the induced differential of the complex k ⊗A K(A)• vanishes) and pro-
jective. It is straightforward to see that an algebra is left multi-Koszul if and only
if its left multi-Koszul complex defined above is acyclic in positive homological
degrees.
Remark 3.2. Since an algebra Amay be regarded to be S-multi-homogeneous for different
subsets S ⊆ N≥2, one may wonder whether the definition of left multi-Koszul algebra
actually depends on the subset S. It is however trivially verified that this is not the case,
i.e. ifA is regarded as S-multi-homogeneous and also S′-multi-homogeneous, then it is left
S-multi-Koszul if and only if it is left S′-multi-Koszul. The same phenomenon also occurs
for the definition of right multi-Koszul property presented in the following remark.
Remark 3.3. There is also an analogous definition of right multi-Koszul complex and
hence of right multi-Koszul algebra. Using the same notation as in the previous def-
inition, the right multi-Koszul complex (K(A)′•, δ
′
•) of A is defined by K(A)
′
0 = A,
K(A)1 = V ⊗ A and K(A)
′
i = Ji ⊗ A, for i ≥ 2, together with the differential δ
′
•
where δ′1 is induced by the multiplication on A, and, for i ≥ 2,
δ′i : Ji ⊗A→ Ji−1 ⊗A
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is given by the restriction of the map δˆ′i : (⊕s∈SV
(ns(i)))⊗ A→ (⊕s∈SV
(ns(i−1)))⊗ A,
where
δˆ′i(vjns(i) · · · vj1 ⊗ α) =
{
vjns(i) · · · vjs ⊗ vjs−1 · · · vj1α, if i is even,
vjns(i) · · · vj2 ⊗ vj1α, if i is odd,
for s ∈ S. We will also consider this complex together with the augmentation δ′0 :
K(A)′0 → k given by the augmentation of the algebra A.
Notice that the right multi-Koszul complex of A coincides with the minimal projective
resolution of the right module k mentioned at the end of Section 2 up to homological degree
2.
We say that A is right multi-Koszul if the (augmented) right multi-Koszul complex
of A provides a projective resolution of the trivial right A-module k, and in this case we
may call the complex the right multi-Koszul resolution for A.
It is easy to check that the right multi-Koszul resolution for A is minimal (because
the induced differential of the complex K(A)′• ⊗A k vanishes) and projective, and that an
algebra is right multi-Koszul if and only if its right multi-Koszul complex defined above is
acyclic in positive homological degrees.
Remark 3.4. Note that the previous definition of left or right multi-Koszul property co-
incides with the corresponding one given in [7], Section 5, if the algebra is homogeneous,
and in principle not to the one given in [5], Definition 2.10. Nonetheless, using [7], Prop.
3, one immediately deduces that for a homogeneous algebra both definitions are equivalent,
implying that such an algebra is multi-Koszul if and only if it is generalized Koszul, and in
fact the left (resp., right) multi-Koszul complex coincides with the (generalized) left (resp.,
right) Koszul complex defined by Priddy if the algebra is quadratic and by Berger if the
algebra is homogeneous.
Remark 3.5. Notice that, for d ∈ N>2, if A is a left {2, d}-multi-Koszul algebra for the
previous definition, then it is in particular a 2-d-Koszul algebra in the sense defined in
[16]. The converse however does not hold (see the algebra B in [12], which is not {2, 3}-
multi-Koszul).
Since the length of a minimal projective resolution of k gives the global dimen-
sion of A, the following proposition is immediate.
Proposition 3.6. LetA = T (V )/〈R〉 be an S-multi-homogeneous algebra (with S a finite
subset of N≥2) such that R =
⊕
s∈S Rs satisfies the minimality condition. If the global
dimension of A is 2, then A is S-multi-Koszul.
We also have the following result, which shows a way to produce (an infinite
number of) examples of multi-Koszul algebras.
Proposition 3.7. Let {Bs : s ∈ S}, where S ⊆ N≥2, be a finite collection of nonneg-
atively graded connected algebras such that Bs is s-Koszul, for each s ∈ S. Then, the
free product (i.e. the coproduct in the category of graded algebras) A =
∐
s∈S B
s of the
collection {Bs : s ∈ S} is a multi-Koszul algebra.
Proof. Let us suppose that Bs = T (Vs)/〈Rs〉, for s ∈ S, is an s-Koszul algebra,
where Rs ⊆ V
(s)
s . By the definition of the free product of the collection {Bs : s ∈
S}, we may consider that A = T (V )/〈R〉, where V = ⊕s∈SVs, and R = ⊕s∈SRs.
The canonical inclusion Bs →֒ A is a morphism of graded algebras, and it makes
A a free graded (left or right) Bs-module.
On the one hand, it is clear that, if s ∈ S,
Jsi =
ns(i)−s⋂
j=0
V (j) ⊗Rs ⊗ V
(ns(i)−s−j) =
ns(i)−s⋂
j=0
V (j)s ⊗Rs ⊗ V
(ns(i)−s−j)
s ,
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for i ≥ 2. We recall that Ji = ⊕s∈SJsi . Moreover, J1 = V = ⊕s∈SVs, and J0 = k. In
fact, if (K(Bs)•, δs•) denotes the Koszul complex of B
s, which is acyclic in positive
homological degrees by assumption, then K(Bs)• = Bs ⊗ Js• . Since A is free as
a Bs-module, we have that A ⊗Bs K(Bs)• = A ⊗ Js• is also acyclic in positive
homological degrees. This can be proved as follows. We consider the convergent
spectral sequence of change of base E2p,q = Tor
Bs
p (A,Hq(K(B
s)•))⇒ Hp+q(A⊗Bs
K(Bs)•) (see [27], Application 5.7.8, where we have used the fact that K(Bs)• is
a bounded below complex of free modules). The exactness of the Koszul complex
of Bs and the freeness of the Bs-module A imply that E2p,q = 0 if (p, q) 6= (0, 0). In
consequence, Hn(A⊗Bs K(Bs)•) = 0, for n ≥ 1.
Since the multi-Koszul complex (K(A)•, δ•) of the algebra A can be decom-
posed as K(A)• = ⊕s∈SA ⊗Bs K(Bs)•, for • ≥ 1, and δ• = ⊕s∈Sδs• for • ≥ 2, the
exactness of A ⊗Bs K(Bs)• in positive homological degrees tells us that K(A)• is
acyclic in homological degrees greater than or equal to 2. On the other hand, the
exactness of the multi-Koszul complex in homological degree 1 is automatically
satisfied for a nonnegatively graded connected algebra. We have thus that K(A)•
is exact in positive homological degrees, so A is multi-Koszul. 
Let A = T (V )/〈Ra〉 and B = T (W )/〈Rb〉 be such that A is a-Koszul, B is
b-Koszul, where we consider V and W to be subspaces of a fixed vector space
U , and the minimality condition for Ra ⊕ Rb ⊆ T (U) is satisfied. Consider the
{a, b}-homogeneous algebra C = T (V ∪ W )/〈Ra, Rb〉. One may wonder if the
previous result could be weakened in order to obtain that C is also multi-Koszul.
As expected, the answer is no, as we may see in the following example.
Example 3.8. Consider the algebras A = k〈x, z〉/〈xz〉 and B = k〈x, y〉/〈y2x〉. It is
direct that A is 2-Koszul, B is 3-Koszul and that the minimality condition for the relation
space spank〈xz, y
2x〉 ⊆ k〈x, y, z〉 holds. The algebra C = k〈x, y, z〉/〈xz, y2x〉 is not
(left) multi-Koszul since k ⊗C Ker(δ2) = spank〈y
2xz〉 6= J33 .
A similar example can be also obtained for V = W in the previous notation. Consider
the algebras A = k〈x, y〉/〈xy〉 and B = k〈x, y〉/〈y2x〉, which are respectively 2-Koszul
and 3-Koszul. The minimality condition for spank〈xy, y
2x〉 ⊆ k〈x, y〉 is satisfied. The
algebra C = k〈x, y〉/〈xy, y2x〉 is however not left multi-Koszul, since k ⊗C Ker(δ2) =
spank〈xy
2x, y2xy〉 but J3 = 0.
Regarding some of the several different equivalent definitions of the (general-
ized) Koszul property for homogeneous algebras, one may wonder for instance if
an S-multi-homogeneous algebra is left multi-Koszul if and only if the trivial A-
module k has a minimal projective resolution (P•, d•) whose i-th projective Pi is
pure in degrees {ns(i) : s ∈ S}, for all i ∈ N0 (cf. [5], Prop. 2.13). Unfortunately,
this proposal is different from the Definition 3.1 (e.g. Example 3.9), and it leads
to several undesirable situations. For instance, if one only asks that the i-th pro-
jective Pi of the minimal projective resolution of the trivial A-module k is pure in
degrees {ns(i) : s ∈ S}, for all i ∈ N0, the differentials of such a minimal projec-
tive resolution may become rather complicated, since the relations may interact in
complicated ways. Furthermore, this (alternative) definition would not be yield to
a proper generalization of the (generalized) Koszul algebras, if we are willing to
have such a definition independent of the index set S in the sense of Remark 3.2
(see the algebra B of the Example 3.10). Moreover, following the ideas of Example
3.10, we see that this alternative definition would also allow lots of bad behaved al-
gebras containing “non-Koszul components”, even in the generalized sense, and in
particular, the Yoneda algebras obtained from this alternative definition will not be
necessarilyK2 (see the algebra A of the Example 3.10). We next list these examples
thus in order to understand better why Definition 3.1 is in some sense reasonable
to avoid the aforementioned phenomena, which we may regard as pathological.
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Example 3.9. Consider the algebra A = k〈x, y, z〉/〈xy, y2z〉. One may easily compute
the minimal projective resolution of the trivial A-module k of the form
0 −→ A⊗ 〈xy2z〉
δ˜3−→ A⊗ 〈xy, y2z〉
δ2−→ A⊗ 〈x, y, z〉
δ1−→ A
δ0−→ k −→ 0,
where the morphisms δi for i = 0, 1, 2 are defined as above, and δ˜3(α⊗xy
2z) = αx⊗y2z.
Note that the i-th projective module is pure in degrees n2(i) and n3(i), for all i ∈ N0.
However, the algebra is not left multi-Koszul, for the conditionKer(δ2)/(A>0 ·Ker(δ2)) =
J23 ⊕ J
3
3 fails.
Example 3.10. Consider the algebras B = k〈x, y, z〉/〈x2y, z2x〉 and C = k〈u〉/〈u4〉. It
is easy to check that C is 4-Koszul whereas B is not 3-Koszul (for instance, because z2x2y
is a minimal generator of degree 5 of the kernel of the second differential). Let A = B ∗k C
be the free product of B and C. There exists a minimal graded projective resolution
· · · → A⊗ 〈un4(i)〉 → · · · → A⊗ 〈u8〉 → A⊗W → A⊗R→ A⊗ V → A→ k→ 0,
where V = spank〈x, y, z, u〉, R = spank〈x
2y, z2x, u4〉, W = spank〈z
2x2y, u5〉 and the
differentials are the obvious ones. This implies that the i-th projective module is pure in
degrees n3(i) and n4(i), for all i ∈ N0. However, k ⊗A Ker(δ2) 6= J
3
3 ⊕ J
4
3 , so A is not
left multi-Koszul.
We note incidentally that, if the algebra B is regarded as an S-multi-homogeneous
algebra for S = {3, 4} (by considering R4 = 0), it satisfies that the trivial left A-module
k has a minimal projective resolution whose i-th projective is pure in degrees n3(i) and
n4(i), for all i ∈ N0.
Before proceeding further wewant to make several comments on the left multi-
Koszul complex of an S-multi-homogeneous algebra A. The obvious statements
for the right multi-Koszul complex trivially hold. First, given i ∈ N0, note that
the map of graded vector spaces Ji+1 → Ker(δi) given by the restriction of δi+1 is
injective. This can be proved as follows. The cases i = 0, 1 are immediate, so we
will suppose that i ≥ 2. In that case, the previous map is the direct sum of the
maps Jsi+1 → Ker(δi) ∩ (A⊗ J
s
i ), for s ∈ S, so the kernel of the former is the direct
sum of the kernel of the previous maps for each s ∈ S. Furthermore, the kernel of
the restriction of δi+1 to Jsi+1 is easily seen to be J
s
i+1 ∩ (Ins(i+1)−ns(i) ⊗ J
s
i ). The
first term of this intersection is included in Rs ⊗ V (ns(i−1)), whereas the second is
included in (∑
s′<s
s−s′∑
j=0
V (j) ⊗Rs′ ⊗ V
(s−s′−j)
)
⊗ V (ns(i−1)),
where we have used that ns(i + 1) − ns(i) < s. The intersection of the last two
vanishes by the minimality condition (3.1), so a fortiori the kernel of the restriction
of δi+1 to Jsi+1 vanishes, which in turn implies the injectivity of the mentioned
morphism Ji+1 → Ker(δi).
For each i ∈ N0, let us now consider the map Ji+1 → k ⊗A Ker(δi) given by the
composition of Ji+1 → Ker(δi) and the canonical projectionKer(δi)→ k⊗AKer(δi).
We claim that this composition is in fact injective if i is even. This can be proved
as follows. By the comments at the end of Section 2, we know that the mentioned
map is in fact an isomorphism for i = 0 (and also for i = 1). We shall suppose thus
that i ≥ 2. As before, the mentioned map can be decomposed as the direct sum of
the corresponding maps of the form Jsi+1 → k ⊗A (Ker(δi) ∩ (A ⊗ J
s
i )), for s ∈ S.
Hence, it suffices to prove the injectivity of each of these components. Since i is
even, the image of the map Jsi+1 → Ker(δi) ∩ (A ⊗ J
s
i ) is contained in V ⊗ J
s
i , so
one sees that the kernel of Jsi+1 → k⊗A (Ker(δi)∩ (A⊗ J
s
i )) vanishes if and only if
Jsi ∩Ker(δi) = 0, which follows from the previous paragraph.
11
On the other hand, if i ≥ 3 is odd, we may state the following fact about the
map Ji+1 → k ⊗A Ker(δi). We know that it can be decomposed as the direct sum
of the maps of the form Jsi+1 → k ⊗A (Ker(δi) ∩ (A ⊗ J
s
i )), for s ∈ S. It suffices
thus to analyse each of these components separately. For i odd, the image of the
map Jsi+1 → Ker(δi) ∩ (A ⊗ J
s
i ) is now contained in V
(s−1) ⊗ Jsi , so one sees that
the kernel of Jsi+1 → k ⊗A (Ker(δi) ∩ (A ⊗ J
s
i )) is nontrivial if and only if there
exists t ≤ s − 2 such that (V (t) ⊗ Jsi ) ∩ Ker(δi) 6= 0, which is equivalent to say
that the graded vector space k⊗A (Ker(δi)∩ (A⊗Jsi )) has nontrivial homogeneous
components of degree strictly less than ns(i+ 1).
This proves the following result.
Lemma 3.11. Let A be an S-multi-homogeneous algebra, with space of relations R =
⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset of N≥2, and let (K(A)•, δ•) be its left multi-
Koszul complex. Given i ∈ N0, the map of graded vector spaces Ji+1 → Ker(δi) given by
the restriction of δi+1 is injective. Consider now the map of graded vector space given by
the composition of the previous morphism and the canonical projection Ker(δi) → k ⊗A
Ker(δi). If i is even or i = 1, it is injective, and if i is odd and i ≥ 3, it is injective if and
only if the graded vector space k⊗A (Ker(δi)∩ (A⊗ J
s
i )) has no nontrivial homogeneous
components of degree strictly less than ns(i+ 1), for all s ∈ S.
The corresponding formulation of the lemma for the right multi-Koszul com-
plex of A is obvious, and we shall refer to the lemma whether we are considering
the left or the right version. We may use the previous lemma in fact to prove the
first main result of this section (cf. [7], Prop. 3):
Proposition 3.12. Let A be an S-multi-homogeneous algebra with space of relations R =
⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset of N≥2. Then A is left (resp., right) multi-
Koszul if and only if there is an isomorphism of graded vector spaces TorAi (k, k) ≃ Ji, for
all i ∈ N0.
Proof. We shall prove the statement for the left multi-Koszul property, since the
right one is analogous. Moreover, we will only show the “if” part, since the con-
verse follows immediately from the minimality of the (left) multi-Koszul complex.
Assume the existence of the isomorphism of graded vector spaces in the state-
ment. We will prove that the left multi-Koszul complex is in fact a minimal pro-
jective resolution of the trivial left A-module k. In fact, we will show that K(A)•
is a minimal projective resolution of k up to homological degree i, for all i ∈ N.
Since the former coincides with such a minimal projective resolution up to homo-
logical degree 2, we suppose that the statement is true for i ≥ 2. By the com-
ments on the construction of projective covers in Section 2 and the assumption
TorAi+1(k, k) ≃ Ji+1, there is an essential surjective morphism of gradedA-modules
hi : A ⊗ Ji+1 → Ker(δi) inducing an isomorphism Ji+1 → k ⊗A Ker(δi). We will
consider two cases. If i = 2, the previous lemma tells us that the composition
J3 →֒ Ker(δ2)։ k ⊗A Ker(δ2),
where the first map is the restriction of δ3, is injective. Hence, the composition
of this map with the inverse of 1k ⊗A h2 is an injective endomorphism of graded
vector spaces of J3, so an isomorphism, since the latter has finite dimension. This
in turn implies that δ3 is in fact a projective cover of Ker(δ2) by Lemma 2.2.
We now assume that i ≥ 3. In this case, since the morphism δi is a direct sum
of its components A ⊗ Jsi → A ⊗ J
s
i−1, for each s ∈ S, we see that the projective
cover of Ker(δi) is the direct sum of the projective covers of each component A ⊗
Jsi → A ⊗ J
s
i−1, for s ∈ S, i.e. it is the direct sum of the graded free A-modules
A ⊗ k ⊗A (Ker(δi) ∩ (A ⊗ J
s
i )), for s ∈ S. By induction on s we easily see that,
for all s ∈ S, the graded vector space k ⊗A (Ker(δi) ∩ (A ⊗ Jsi )) has no nontrivial
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homogeneous components of degree strictly less than ns(i+ 1) and contains Jsi+1,
so by the assumption on the Tor group it coincides with Jsi+1. Wemay now proceed
as in the case i = 2, since by the previous lemma the composition
Ji+1 →֒ Ker(δi)։ k ⊗A Ker(δi),
where the first map is the restriction of δi+1, is injective. Hence, the composition
of this map with the inverse of 1k ⊗A hi is an injective endomorphism of graded
vector spaces of Ji+1, so an isomorphism, since the latter has finite dimension. This
in turn implies that δi+1 is in fact a projective cover of Ker(δi). The proposition is
thus proved. 
We have thus the following direct consequence.
Corollary 3.13. Let A be an S-multi-homogeneous algebra with space of relations R =
⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset of N≥2. Then, A is left S-multi-Koszul if and
only if it is right S-multi-Koszul.
By the previous result, we shall usually say that an algebra A is left S-multi-
Koszul, right S-multi-Koszul, S-multi-Koszul or simply multi-Koszul indiscrimi-
nately.
We may restate the previous results in a slightly differentmanner. Consider the
k-linear endomorphism of T (V ) given by
• τ(1) = 1,
• τ(w1 ⊗ w2 ⊗ · · · ⊗ wn) = wn ⊗ · · · ⊗ w2 ⊗ w1,
for w1, · · · , wn ∈ V and n ≥ 1, which is an anti-isomorphism of algebras, so it
induces an algebra anti-isomorphism
τ¯ : A −→
T (V )
〈τ(R)〉
= A◦.
In other words, it induces an isomorphism between the (usual) opposite algebra
Aop of A and A◦ = T (V )/〈τ(R)〉.
If the relation spaceR satisfies the minimality condition, then the relation space
τ(R) also satisfies it. We shall say thatA◦ is the opposite S-multi-homogeneous algebra
of A.
Corollary 3.14. The algebra A◦ is S-multi-Koszul if and only if A is S-multi-Koszul.
Proof. It is an immediate consequence of Corollary 3.13. 
We now have the following immediate consequence of Proposition 3.12 and the
isomorphism (2.1) for the Yoneda algebra of a multi-homogeneous algebra.
Proposition 3.15. For an S-multi-homogeneous algebra A with space of relations R =
⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset ofN≥2, the following statements are equivalent:
(i) A is multi-Koszul,
(i) ExtiA(k, k) ≃ J
#
i , for all i ∈ N0.
We note that the multi-Koszul resolution for a multi-Koszul algebra A is com-
posed of finitely generated projective A-modules, for each vector space Ji is finite
dimensional, so, by the comments at the end of Section 2, there is a canonical iden-
tification Ext•A(k, k) ≃ Ext
•
A(k, k).
We want now to relate the multi-Koszul property of an multi-homogeneous
algebras with the generalized Koszul property of some associated homogeneous
algebras. We will need the following auxiliary result in the sequel.
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Lemma 3.16. Let A be a nonnegatively graded connected algebra, I ⊆ A>0 be a homoge-
neous ideal, and
L
g
→M
f
→ N
be a sequence of graded (left) A-modules satisfying that f ◦ g = 0. If the sequence
(A/I)⊗A L
1A/I⊗g
−→ (A/I)⊗A M
1A/I⊗f
−→ (A/I)⊗A N
is exact, then the former sequence is also exact.
Proof. We only need to prove thatKer(f) ⊆ Im(g), since the other inclusion follows
from f ◦ g = 0. Moreover, it is also clear that it suffices to show that each homo-
geneous component Ker(f) is included in Im(g), for the morphisms are homoge-
neous of degree zero. Let m ∈ M be a homogeneous element such that f(m) = 0.
This implies that (1A/I ⊗ f)(1⊗m) = 0. We shall prove that there exists l ∈ L such
that g(l) = m.
The exactness of the second sequence tells us that there exists l ∈ L (homo-
geneous and of the same degree as m) such that (1A/I ⊗ g)(1 ⊗ l) = 1 ⊗ m, i.e.
1 ⊗ (m − g(l)) = 0. LetM ′ be the (left) A-submodule ofM generated bym− g(l).
Notice thatM ′ is bounded below, form− g(l) is homogeneous. Hence, we get that
(A/I)⊗A M
′ = 0, and, therefore,
k ⊗A M
′ = (A/A>0)⊗A M
′ = (A/A>0)⊗A/I (A/I)⊗A M
′ = 0.
By the Nakayama Lemma it must be M ′ = 0, so m = g(l). The lemma is thus
proved. 
We shall now state the secondmain result of this section. As usual, r-pdimA(M)
will denote the projective dimension of the right A-moduleM .
Theorem 3.17. Let A = T (V )/〈R〉 be an S-multi-homogeneous algebra with space
of relations R = ⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset of N≥2. We denote by
As = T (V )/〈Rs〉 the associated s-th homogeneous algebra. The following conditions are
equivalent:
(i) A is multi-Koszul.
(ii) For each s ∈ S, we have that As is s-Koszul, r-pdimAs(A) ≤ 1, and Ker(δ2) =
⊕s∈S(Ker(δ2) ∩ (A ⊗ Rs)), where δ2 : A ⊗ R → A ⊗ V is the second differential
of the left multi-Koszul complex of A.
Proof. We shall first prove the implication (i)⇒ (ii). Assume thatA is multi-Koszul,
i.e. the multi-Koszul complex K(A)• of A is acyclic in positive homological de-
grees. Since
Ker(δ2) = Im(δ3) =
⊕
s∈S
(Im(δ3) ∩ (A⊗Rs)) =
⊕
s∈S
(Ker(δ2) ∩ (A⊗Rs)), (3.2)
we get the last condition of item (ii).
We will now show that As is s-Koszul and r-pdimAs(A) ≤ 1, for each s ∈ S.
Let s ∈ S be a fixed index. Consider a subcomplex K(A)s• of the (nonaugmented)
multi-Koszul complex K(A)• of A, given by K(A)s• = A ⊗ J
s
• if • ≥ 2, K(A)
s
• =
K(A)• if • = 0, 1, provided with the induced differential of K(A)•. It is straight-
forward to check that the fact that the multi-Koszul complex K(A)• of A is acyclic
in positive homological degrees implies that the subcomplex K(A)s• is acyclic in
homological degrees greater than or equal to 3. Moreover, using (3.2) and the
exactness of K(A)• in homological degree 2 we also get that K(A)s• is acyclic in
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homological degree 2. As a consequence, we conclude that K(A)s• is acyclic in
homological degrees greater than or equal to 2. Using the evident isomorphism
(K(A)s•, δ•|K(A)s•) ≃ A⊗As (K(A
s)•, δ
s
•) of complexes of graded (left)A
s-modules,
and Lemma 3.16, we get that (K(As)•, δs•) is acyclic in homological degrees greater
than or equal to 2. Since the Koszul complex of an s-homogeneous algebra is
always acyclic in the first homological degree, we conclude that (K(As)•, δs•) is
acyclic in positive homological degrees, so As is s-Koszul.
On the other hand, since As is s-Koszul, (K(As)•, δs•) is a minimal projective
resolution of k in the category of gradedAs-modules. We recall that for a bounded
below graded right As-moduleM , the minimal projective resolution (P•, d•) ofM
in the category of graded right As-modules is of the form P• = TorA
s
• (M,k) ⊗A
s.
Since A is a bounded below (right) As-module, and (K(A)s•, δ•|K(A)s•) ≃ A ⊗As
(K(As)•, δ
s
•) is acyclic in homological degrees greater than or equal to 2, we con-
clude that A has a minimal projective resolution in the category of graded right
As-modules of length at most 1, so r-pdimAs(A) ≤ 1.
We shall now prove the converse implication, i.e. (ii) ⇒ (i). Let us suppose
that for each s ∈ S, we have that As is s-Koszul, r-pdimAs(A) ≤ 1 and Ker(δ2) =
⊕s∈S(Ker(δ2) ∩ (A ⊗ Rs)). Since As is s-Koszul for each s, the Koszul complex
(K(As)•, δ
s
•) is a minimal projective resolution of k in the category of graded A
s-
modules. Moreover, the condition r-pdimAs(A) ≤ 1 together with the previously
seen isomorphisms (K(A)s•, δ•|K(A)s•) ≃ A ⊗As (K(A
s)•, δ
s
•) imply that K(A)
s
• is
acyclic in homological degrees greater than or equal to 2, for each s ∈ S. Since
K(A)• = ⊕s∈SK(A)
s
• for • ≥ 2, and δ• = ⊕s∈Sδ•|K(A)s• , for • ≥ 3, we get that the
multi-Koszul complex is acyclic in homological degrees greater than or equal to 3.
Finally, the last condition of (ii) and the exactness of K(A)s• in homological degree
2 for each s ∈ S imply that
Ker(δ2) =
⊕
s∈S
(Ker(δ2) ∩ (A⊗Rs)) =
⊕
s∈S
(Im(δ3) ∩ (A⊗Rs)) = Im(δ3),
so K(A)• is also acyclic in homological degree 2. Again, since the multi-Koszul
complex of any connected graded algebra is always acyclic in the first homological
degree, we see that (K(A)•, δ•) is acyclic in positive homological degrees, so A is
multi-Koszul. The theorem is thus proved. 
Remark 3.18. Note that the algebras As in the theorem may depend on the choice of the
space of relations R. The abuse of language is however mild, meaning that the statement
holds for any such choice. Moreover, we could have equivalently considered the projective
dimension of the corresponding left module structure of A over As, for each s ∈ S, and the
decomposition property for the differential δ′2 of the right multi-Koszul complex of A.
Remark 3.19. Theorem 3.17 and [5], Thm. 2.11, tell us that if A is an S-multi-Koszul
algebra, then, since each As is s-Koszul, for s ∈ S, we have the distributivity condition on
the triples (Es, F s, Gs) and (Es, F s, (G′)s) for n ≥ ns(j + 2), where
Es = V (n−ns(j)) ⊗ Jsj , F
s = 〈Rs〉n−ns(j) ⊗ V
(ns(j)), for each j ∈ N,
Gs = V (n−ns(j+2)+1) ⊗ 〈Rs〉2s−2 ⊗ V
(ns(j−2)+1), if j is even,
(G′)s = V (n−ns(j+1)) ⊗Rs ⊗ V
(ns(j−1)), if j is odd,
and the so-called extra conditions
(V (s−1) ⊗Rs) ∩ (
s−2∑
j=0
V (j) ⊗Rs ⊗ V
(s−1−j)) ⊆ V (s−2) ⊗ Js3 .
We shall analyse this in more detail in Section 5, for the special case of an algebra with
relations in two degrees.
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Let A = T (V )/〈R〉 be a multi-Koszul algebra. As before, we also denote by
As = T (V )/〈Rs〉 the associated s-th homogeneous algebra, which is Koszul by the
previous theorem, and we consider the canonical surjective morphisms of graded
algebras πs : As → A, for s ∈ S. This allows us to consider any A-module as an
As-module. We furthermore consider the surjective morphisms of graded algebras
ρs : T (V )→ A
s.
Let us denote ιsi : J
s
i → Ji the canonical injection of vector spaces. We recall
that the (left) multi-Koszul complex of A is written as K(A)• = (A ⊗ J•, δ•)•≥0,
and analogously, the (left) Koszul complex of As is written as K(As)• = (As ⊗
Js• , δ
s
•)•≥0. They are considered as augmented complexes if furthermoreK(A)−1 =
k and K(As)−1 = k, for all s ∈ S, respectively, and in fact δ0 : K(A)• → k is a
minimal projective resolution of k in the category of graded (left) A-modules, and
for each s ∈ S, δs0 : K(A
s)• → k is a minimal projective resolution of k in the
category of graded (left) As-modules.
It is well-known that the Koszul complex of the tensor algebra T (V ) is of the
form K(T (V ))0 = T (V ), K(T (V ))1 = T (V ) ⊗ V and K(T (V ))• = 0, if • ≥ 2.
The morphism ∂1 : K(T (V ))1 → K(T (V ))0 is given by the restriction of the
multiplication of T (V ). It is considered as an augmented complex if furthermore
K(T (V ))−1 = k, giving a minimal projective resolution in the category of graded
T (V )-modules via ∂0 : K(T (V ))0 → k defined by the augmentation of T (V ).
In what follows, given a connected nonnegatively graded algebra A, E(A) =
Ext•A(k, k) will denote the associated Yoneda algebra. It is also a connected nonneg-
atively graded algebra with the cohomological degree • and the Yoneda product.
For each s ∈ S, the morphism πs induces in turn the following morphism
Πs• : K(A
s)• → K(A)• of complexes of (left) As-modules defined by Πs• = πs ⊗ ι
s
•.
It is straightforward to check that it commutes with the differential, and in fact
it commutes with the augmentation if we define Πs−1 = 1k. This in turn induces
a morphism ps : HomAs(K(A)•, k) → HomAs(K(As)•, k) of complexes of vector
spaces (the differentials are zero by minimality of the resolutions, (cf. [11], Exp.
15, Prop. 10, or [6], Prop. 2.4). Notice that there are canonical isomorphisms
HomAs(K(A)•, k) = HomA(K(A)•, k) ≃ Ext
•
A(k, k) and also HomA(K(A)•, k) ≃
J∗• . Analogously, we have (J
s
• )
∗ ≃ HomAs(K(A
s)•, k) ≃ Ext
•
As(k, k). In this fash-
ion, we also write ps : Ext•A(k, k) → Ext
•
As(k, k) for the corresponding morphism
of graded vector spaces (with the cohomological degree). By using the previous
identification, we see that ps = ⊕•∈N0(ι
s
•)
∗, so it is surjective.
We claim that in fact the previous morphisms ps are also compatible with the
Yoneda product, so they induce morphisms of graded algebras. This follows from
the fact that the product for the Yoneda algebra of a connected graded algebra B
is induced by the (unique up to homotopy) morphism of augmented complexes
∆•(B) : K(B)• → K(B)• ⊗ K(B)• lifting the identity k → k ≃ k ⊗ k, for
K(B)• the augmented complex associated to a projective resolution of the (left)B-
module k, by the formula α ∪ β = (α⊗ β) ◦∆•(B), for α, β homogeneous cocycles
of HomB(K(B)•, k) representing cohomology classes in Ext•B(k, k). If the projec-
tive resolutionK(B)• is minimal, the identification HomB(K(B)•, k) ≃ Ext•B(k, k)
even simplifies the treatment. In the previous case, by the Comparison Theorem
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2.2.6 and Porism 2.2.7 in [27], we may conclude that the following diagram
K(As)•
∆s•
((PP
PP
PP
PP
PP
PP
Πs•

// k
K(As)• ⊗K(A
s)•
Πs•⊗Π
s
•

88qqqqqqqqqqqq
K(A)•
∆•
((PP
PP
PP
PP
PP
PP
// k
K(A)• ⊗K(A)•
88qqqqqqqqqqqq
commutes up to (unique) homotopy, where ∆• = ∆•(A) and ∆s• = ∆•(A
s). This
immediately implies that ps is compatible with the Yoneda product.
In the same manner, for each s ∈ S, the morphism ρs induces a morphism F s• :
K(T (V ))• → K(A
s)• of complexes of (left) As-modules defined by F s• = ρs ⊗ 1,
if • = 0, 1, and zero for • ≥ 2. Again, it is clear that it commutes with the differ-
ential, and in fact it commutes with the augmentation if we define F s−1 = 1k. It
induces a morphism qs : HomT (V )(K(T (V ))•, k) → HomT (V )(K(As)•, k) of com-
plexes of vector spaces (the differentials are zero by minimality of the resolutions).
There are canonical isomorphisms HomT (V )(K(As)•, k) = HomAs(K(As)•, k) ≃
Ext•As(k, k) ≃ (J
s
• )
∗ and HomT (V )(K(T (V ))•, k) ≃ Ext
•
T (V )(k, k) ≃ k
∗⊕V ∗, where
V ∗ sits in cohomological degree 1 and k∗ in cohomological degree zero. Hence, we
may also write qs : Ext•As(k, k) → Ext
•
T (V )(k, k) for the corresponding morphism
of graded vector spaces (with the cohomological degree). By the previous iden-
tifications we see that qs is given by the projection on the cohomological degrees
less than or equal to 1, so it is surjective. By the same argument as before (or just
regarding the explicit formulas for the Yoneda product given in Proposition 3.1 of
[9]) we see that qs is a morphism of graded algebras.
Remark 3.20. Note that in fact the Yoneda algebra is a functorial construction, where
the definition on the morphisms is as follows (we refer to [21], specially Chapters 1 and
3). Given any morphism of (augmented) algebras A → A′, it induces a morphism of
differential graded coalgebras between their bar constructions B(A) → B(A′) (induced
by the cofreeness property of B(A) and the map of graded vector spaces B(A)→ A′ given
by the composition of the canonical projection B(A) → A and of A → A′), so by taking
graded duals we obtain a morphism of differential graded algebras B(A′)# → B(A)#,
which in turn induces a morphism of graded algebras H•(B(A′)#) → H•(B(A)#), i.e.
a morphism E(A′) → E(A), since the Yoneda algebra of A (resp., A′) coincides with
H•(B(A)#) (resp.,H•(B(A′)#)).
In particular, the morphism πs : A
s → A always induces a morphism of differential
graded algebras Πs : B(A)
# → B(As)#, so a morphism of graded algebras E(A) →
E(As), and we may check that it trivially coincides with the morphism induced by the pre-
viously seen map Πs, by constructing comparison morphisms from the minimal projective
resolutions to the corresponding reduced bar complexes. The same applies to the morphism
ρs : T (V ) → A
s, the induced morphism of differential graded algebras Fs : B(A
s)# →
B(T (V ))# and the consequent map E(As) → E(T (V )). Note also the commutativity
Fs ◦Πs = Fs′ ◦Πs′ , for all s, s
′ ∈ S.
Even though we may have used these constructions to prove all the previous results,
it is however useful to have the explicit form of the maps induced on the Yoneda algebras
coming from the minimal projective resolutions in order to prove the next proposition.
By the explicit expression of the previous morphisms, it is trivial to check that
qs◦ps = qs′ ◦ps′ , for all s, s′ ∈ S. Let us denoteE the inverse limit of the diagram in
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the category of graded algebras given by {qs : E(As) → E(T (V )), for s ∈ S}. By
the universal property of E, and the aforementioned commutativity, there exists
a unique morphism of graded algebras ι : E(A) → E. However, by the explicit
expression of the morphisms ps, for s ∈ S, it is easy to see that E(A) is the in-
verse limit in the category of graded vector spaces of the system {qs : E(As) →
E(T (V )), for s ∈ S}. Since the forgetful functor from the category of graded alge-
bras to the category of graded vector spaces preserves inverse limits, E is also an
inverse limit in the category of graded vector spaces, so a fortiori the morphism ι
is bijective, and hence an isomorphism of graded algebras. This implies the next
result.
Proposition 3.21. The algebraE(A) of a multi-Koszul algebraA is the inverse limit in the
category of graded algebras of the system given by {qs : E(A
s)→ E(T (V )), for s ∈ S}.
Remark 3.22. By the previous result and the explicit characterization of the algebra struc-
ture of the Yoneda algebra of a generalized Koszul algebra given in Proposition 3.1 of [9],
we easily get the Yoneda product of the algebra E(A) for a multi-Koszul algebra.
Again, using the explicit expression of the morphisms ps, and Theorem 4.1 in
[17], we also obtain the following consequence.
Corollary 3.23. The graded algebra E(A) of a multi-Koszul algebra A is generated by
E1(A) = Ext1A(k, k) and E
2(A) = Ext2A(k, k), i.e. it is K2 (in the sense of Cassidy and
Shelton).
Remark 3.24. Contrary to what happens for homogeneous algebras (see [17], Thm. 4.1),
the converse of the previous corollary does not hold in the case of multi-homogeneous alge-
bras (e.g. see the algebra B in [12], which is not {2, 3}-multi-Koszul).
Remark 3.25. We may also use the previous results to obtain a description of the A∞-
algebra structure of the Yoneda algebra of a multi-Koszul algebra as follows (we also refer
to [21]). By the commutative relation stated at the end of Remark 3.20 there exists a map of
differential graded algebras from B(A)∗ to the inverse limit in the category of differential
graded algebras of the system given by {Fs : B(A
s)∗ → B(T (V ))∗, for s ∈ S}. More-
over, by Proposition 3.21, it is in fact a quasi-isomorphism of differential graded algebras,
so it induces a quasi-isomorphism of A∞-algebras from E(A) to the A∞-algebra given by
the cohomology of the inverse limit in the category of differential graded algebras of the sys-
tem {Fs : B(A
s)∗ → B(T (V ))∗, for s ∈ S}. On the other hand, using the Merkulov’s
procedure to obtain a canonical A∞-algebra structure on the homology of a differential
graded algebra (see [23]), it is trivial to see that we may choose the higher multiplications
of the inverse limit such that mn(a1 ⊗ · · · ⊗ an) = 0 if there are indices 1 ≤ i 6= j ≤ n
satisfying that ai ∈ E
di(As) and aj ∈ E
dj (As
′
) for s 6= s′ and di, dj > 1. Further-
more, the restriction of the higher multiplication mn of E(A) to each E(A
s)⊗n is given
by the corresponding Merkulov’s construction of the higher multiplication of E(As), for
each s ∈ S. By [19], Thm. 6.4 and 6.5, we get that the A∞-algebra E(A) is generated
in degree 1, and we may in fact choose the higher multiplications such thatmn vanishes if
n /∈ S ∪ {2}, andms = ms|E(As)⊗s , for s ∈ S \ {2}, is given by the usual expression for
the case of generalized s-Koszul algebras given in the second of the mentioned theorems.
4 Multi-Koszul bimodule resolutions
In this section, we shall construct a minimal projective resolution of a multi-Koszul
algebra A in the category of (graded) A-bimodules, adapting the ideas of [5] (see
also [9]), which is useful to compute its Hochschild (co)homology.
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As usual, we consider A to be an S-multi-homogeneous algebra, for a finite
subset S ⊆ N≥2. We will denote the abelian category of Z-graded left bounded A-
bimodules with degree preserving bimodule morphisms by C. Let Ae = A⊗k Aop
be the enveloping algebra of A. It is well-known that C is naturally isomorphic to
the category of Z-graded left bounded left Ae-modules, so we can use the results
and notations of Section 2 for the graded algebra Ae.
If s ∈ S, we will denote
J¯sm =
m−s⋂
j=0
V (j) ⊗Rs ⊗ V
(m−s−j),
if m ≥ s, and J¯sm = V
(m), if 0 ≤ m < s. Notice that Jsi = J¯
s
ns(i)
, for all i ∈ N0 and
s ∈ S.
For s ∈ S and i ≥ 0 we consider the left A-module K¯L,s(A)i = A ⊗ J¯si and the
A-linear morphism (δL,s)i : K¯L,s(A)i → K¯L,s(A)i−1 induced by α⊗ v1 . . . vi → α ·
v1⊗v2 . . . vi. It is clear that (δL,s)s = 0 and then (K¯L,s(A)•, (δL,s)•) is an s-complex.
Analogously, we consider the s-complex (K¯R,s(A)•, (δR,s)•), where K¯R,s(A)i =
J¯si ⊗ A, and where the differential (δR,s)i : K¯R,s(A)i → K¯R,s(A)i−1 is induced
by vi . . . v1 ⊗ α → vi . . . v2 ⊗ v1 · α. We define K¯L−R,s(A)• as K¯L,s(A)• ⊗ A =
A ⊗ K¯R,s(A)•, which can be regarded as an s-complex of bimodules either with
differential δ′L,s = δL,s ⊗ 1A or δ
′
R,s = 1A ⊗ δR,s. Note also that δ
′
L,s and δ
′
R,s
commute.
We now consider the complex of A-bimodules (KL−R(A)•, (δL−R)•) defined as
follows. We set KL−R(A)0 = A ⊗ A, KL−R(A)1 = A ⊗ V ⊗ A, and KL−R(A)i =⊕
s∈S K¯L,s(A)ns(i) ⊗A, for i ≥ 2, together with the differential (δL−R)• defined as
follows: (δL−R)1(
∑
j αj ⊗ vj ⊗ α
′
j) =
∑
j(αjvj ⊗ α
′
j − αj ⊗ vjα
′
j), for vj ∈ V and
αj , α
′
j ∈ A, and, for i ≥ 2, we set (δL−R)i =
∑
s∈S(δL−R,s)i, where
(δL−R,s)i =


δ′L,s − δ
′
R,s, if i odd,
s−1∑
j=0
(δ′L,s)
j(δ′R,s)
(s−1−j), if i even.
It is clear that (δL−R)i+1 ◦ (δL−R)i = 0, for i ≥ 0, so (KL−R(A)•, (δL−R)•) is indeed
a complex of pure projective A-bimodules. It can be regarded as an augmented
complex for the augmentation (δL−R)0 : KL−R(A)0 → A given by the product of
the algebra. It is called the muti-Koszul bimodule complex of A.
Theorem 4.1. Let A be an S-multi-homogeneous algebra with space of relations R =
⊕s∈SRs, Rs ⊆ V
(s), and S a finite subset of N≥2. The augmented multi-Koszul bimodule
complex
· · · −→ KL−R(A)2
(δL−R)2
−→ KL−R(A)1
(δL−R)1
−→ KL−R(A)0
(δL−R)0
−→ A −→ 0 (4.1)
is exact if and only if A is multi-Koszul.
Proof. We suppose that A is multi-Koszul. Applying the functor (−)⊗A k to (4.1),
we obtain the (augmented) complex (K(A)•, δ•), which is exact when A is multi-
Koszul. Since the A-bimodules KL−R(A)i are graded-free and left bounded for all
i ∈ N0, Lemma 3.16 implies that the complex (4.1) is exact.
Assume now that (4.1) is exact. Let us denote by CR the abelian category of
Z-graded left bounded right A-modules. Since (4.1) is exact, it is a projective res-
olution of A in CR, so, taking into account that A is projective in CR, the complex
(4.1) is homotopically trivial as a complex of objects of graded right A-modules.
Therefore, its image under the functor (−) ⊗A k is a fortiori homotopically trivial
(as a complex of vector spaces). Since this image is the left multi-Koszul complex
of A, it is exact in positive degrees, so A is multi-Koszul. 
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Remark 4.2. If A is multi-Koszul, since there is an obvious isomorphism of complexes of
the form k ⊗Ae KL−R(A)• ≃ k ⊗A K(A)•, having in fact vanishing differential, by the
comments in the antepenultimate paragraph of Section 2 it follows that the complex (4.1)
is a minimal projective resolution of A in C.
Using the previous complex, since the Hochschild homology groups HH•(A)
are isomorphic to TorA
e
• (A,A) (for k is a field), we see that HH•(A) may be com-
puted by H•(A ⊗Ae KL−R(A)•, 1A ⊗ (δL−R)•). In the same way, the Hochschild
cohomology groups HH•(A) are isomorphic to Ext•Ae(A,A), so HH
•(A) can be
computed fromH•(HomAe(KL−R(A)•, A),Hom((δL−R)•, 1A)).
5 Multi-Koszul algebras for relations in two degrees
In this section, we concentrate on the special case of having relations in only two
degrees. We will find necessary and sufficient conditions on some sequences of
vector subspaces of the tensor powers of the base space V to obtain the multi-
Koszul property, in an analogous manner as the case of (generalized) Koszul alge-
bras done by Berger. As expected, several of the subspaces analysed and the condi-
tions involved were already considered by Berger, but new sequences of subspaces
satisfying more involved conditions are introduced in order to obtain the multi-
Koszul definition. This section is somehow long and rather tedious, which seems
to be unavoidable to us, since it includes all detailed computations and analysis of
the mentioned lattices, but their importance justifies in our opinion the extension.
5.1 Preliminaries
We shall proceed as follows. After some preliminaries, we will analyse the con-
struction procedure of a minimal graded projective resolution of the trivial A-
module k. The description of the successive kernels of the differentials in this res-
olution will lead us to several “naturally occurring” sequences of vector subspaces
of tensor powers of V , and we will impose necessary and sufficient conditions on
these lattices to get the multi-Koszul property on the algebra A. The situation is
summarized in Theorem 5.15. We advice the reader that we will use the results of
Section 2, specially the ones concerning the construction of projective covers and
minimal projective resolutions of bounded below graded modules.
Next, we state an easy lemma concerning vector spaces that will be used in the
sequel without much mention.
Lemma 5.1. Let V andW be vector spaces such that V is nontrivial. If V ⊗W = 0, then
W = 0. Also, ifW andW ′ are subspaces of the vector spaces V and V ′, respectively, then
(W ⊗ V ′) ∩ (V ⊗W ′) =W ⊗W ′.
From now on, we fix two integers a and b such that 2 ≤ a < b, Ra and Rb
subspaces of V (a) and V (b), respectively, and R = Ra ⊕Rb. We also assume that R
satisfies the minimality condition (3.1) which implies that k ⊗T (V ) 〈R〉 ≃ Ra ⊕ Rb
as graded vector spaces. The two-sided ideal I = 〈R〉 generated by R in the tensor
algebra T (V ) is given by I =
⊕
n∈Z In, where:
In = 0, if n < a,
In =
n−a∑
j=0
V (j) ⊗Ra ⊗ V
(n−a−j), if a ≤ n < b,
In =
n−a∑
j=0
V (j) ⊗Ra ⊗ V
(n−a−j) +
n−b∑
h=0
V (h) ⊗Rb ⊗ V
(n−b−h), if b ≤ n.
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We recall the fact already stated at the end of Section 2 that for any nonnega-
tively graded connected algebra A = T (V )/〈R〉, where V ≃ A>0/(A>0 · A>0) is
a vector space spanned by a minimal set of (homogeneous) generators of A, and
R is a space of relations of A, the minimal projective resolution of the trivial (left)
A-module k begins as
A⊗R
δ2−→ A⊗ V
δ1−→ A
δ0−→ k −→ 0,
where δ2 is induced by the usual map α ⊗ v1 . . . vn 7→ αv1 . . . vn−1 ⊗ vn. As pre-
viously explained we will deal with the case where V is concentrated in degree 1
and where R is concentrated in degrees a and b.
We also recall the definition of the following vector spaces, both concentrated
in degree n,
J¯an =
n−a⋂
j=0
V (j) ⊗Ra ⊗ V
(n−a−j), for n ≥ a,
J¯bn =
n−b⋂
j=0
V (j) ⊗Rb ⊗ V
(n−b−j), for n ≥ b.
Notice that J¯bm ∩ (V
(m−n) ⊗ J¯an) = 0, for allm ≥ n, by the minimality condition on
R.
5.2 Description of Ker(δ2)
It follows easily from the definition of the map δ2 that the n-th homogeneous com-
ponent of its kernel is
Ker(δ2)n =
(V (n−a) ⊗Ra ⊕ V
(n−b) ⊗Rb) ∩ (In−1 ⊗ V )
In−a ⊗Ra ⊕ In−b ⊗Rb
,
where the direct sums appearing in the right member are due to the minimality
condition on Ra ⊕Rb. Then
(Ker(δ2))n = 0 if n ≤ a and (Ker(δ2))a+1 = J¯aa+1,
so there is an injection J¯aa+1 →֒ k ⊗A Ker(δ2) of graded vector spaces, and thus the
projective cover of Ker(δ2) should include A ⊗ J¯aa+1, and furthermore, by Lemma
3.11, it should also include A⊗ J¯bb+1. It may also include other s-pure modules. We
shall now analyse this situation in more detail.
It is straightforward to see that for n = a+mwith 2 ≤ m ≤ min{a− 1, b− a}
(Ker(δ2))n = (V
(m) ⊗Ra) ∩
(m−1∑
j=0
V (j) ⊗Ra ⊗ V
(m−j)
)
⊇ V (m−1) ⊗ J¯aa+1.
Then, for the same indices as before, we have that (Ker(δ2))n = Am−1 · J¯aa+1 if and
only if
(V (m) ⊗Ra) ∩
(m−1∑
j=0
V (j) ⊗Ra ⊗ V
(m−j)
)
= V (m−1) ⊗ J¯aa+1, (5.1)
where as usual the dot denotes the action of the ring A on (Ker(δ2))a+1 = J¯aa+1.
Note that if (5.1) holds form = a− 1, then for 2 ≤ m ≤ a− 1 and 2 ≤ t ≤ m− 2,
we have that
(V (m) ⊗Ra) ∩
( m−1∑
j=m−t
V (j) ⊗Ra ⊗ V
(m−j)
)
⊆ V (m−1) ⊗ J¯aa+1.
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By Lemma 5.1, we get (5.1) for 2 ≤ m ≤ a− 1.
For n = a+ t = b+ h with 1 ≤ h ≤ 2a− b− 1, (Ker(δ2))n is equal to the image
under the map T (V )⊗R→ A⊗R of
[(V (t) ⊗Ra)⊕ (V
(h) ⊗Rb)] ∩
( t−1∑
j=0
V (j) ⊗Ra ⊗ V
(t−j) +
h−1∑
j′=0
V (j
′) ⊗Rb ⊗ V
(h−j′)
)
,
which contains (V (t−1) ⊗ J¯aa+1) ⊕ (V
(h−1) ⊗ J¯bb+1). Notice again that the last sum
is direct by the minimality condition on R and Lemma 5.1.
Consider now the following relations
(V (l) ⊗Ra) ∩
( l−1∑
j=0
V (j) ⊗Ra ⊗ V
(l−j)
)
= V (l−1) ⊗ J¯aa+1,
(V (h) ⊗Rb) ∩
( h−1∑
j=0
V (j) ⊗Rb ⊗ V
(h−j)
)
= V (h−1) ⊗ J¯bb+1.
(5.2)
With similar arguments as before, the second equation of (5.2) holds for 2 ≤ h ≤
b− 1whenever it holds for h = b− 1. The relations (5.2) for l = a− 1 and h = b− 1
will be called extra conditions and will be abbreviated by e.c. Note also that the
equality in the previous identities is clearly seen to be equivalent to the inclusion
of the left members inside the right ones.
The following standard definition will be generalized afterwards (cf. [25], Ch.
I, §4, Axiom δ).
Definition 5.2. Given t ∈ N, a sequence (E,F1, . . . , Ft) of subspaces of a given vector
space is said to be distributive if
E ∩
( t∑
j=1
Fj
)
=
t∑
j=1
(E ∩ Fj).
Notice that the inclusion of the right member inside the left one always holds.
Proposition 5.3. The e.c. hold if and only if for 2 ≤ m ≤ a − 1 and 2 ≤ h ≤ b − 1 the
triples
(V (m) ⊗Ra, Ra ⊗ V
(m),
m−1∑
j=1
V (j) ⊗Ra ⊗ V
(m−j)),
(V (h) ⊗Rb, Rb ⊗ V
(h),
h−1∑
j=1
V (j) ⊗Rb ⊗ V
(h−j))
are distributive and there are inclusions
(V (m) ⊗ Ra) ∩ (Ra ⊗ V
(m)) ⊆ V (m−1) ⊗Ra ⊗ V,
(V (h) ⊗Rb) ∩ (Rb ⊗ V
(h)) ⊆ V (h−1) ⊗Rb ⊗ V.
Proof. The proof is the same (for each degree a and b) as the one given for homo-
geneous algebras in [5], Prop. 2.5. 
Lemma 5.4. For 2 ≤ m ≤ a− 1 and 2 ≤ h ≤ b− 1, the inclusions
(V (m) ⊗ Ra) ∩ (Ra ⊗ V
(m)) ⊆ V (m−1) ⊗Ra ⊗ V,
(V (h) ⊗Rb) ∩ (Rb ⊗ V
(h)) ⊆ V (h−1) ⊗Rb ⊗ V
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hold if and only if the equalities
(V (m) ⊗Ra) ∩ (Ra ⊗ V
(m)) = J¯aa+m, (V
(h) ⊗Rb) ∩ (Rb ⊗ V
(h)) = J¯bb+h
are satisfied.
Proof. The proof is the same (for each degree a and b) as the one given for homo-
geneous algebras in [5], Lemma 2.6. 
Definition 5.5. Given t, t′ ∈ N, a tuple (E,E′, F1, · · · , Ft, G1, · · · , Gt′) of subspaces of
a given vector space is said (t, t′)-bidistributive if E ∩ E′ = 0 and
(E ⊕ E′) ∩
( t∑
j=1
Fj +
t′∑
j′=1
Gj′
)
=
t∑
j=1
(E ∩ Fj)⊕
t′∑
j′=1
(E′ ∩Gj′ ).
The last identity may be replaced by the equivalent condition given by the inclusion of the
left-hand member in the right one. Note further that (E,E′, F1, · · · , Ft, G1, · · · , Gt′) is
(t, t′)-bidistributive if and only if (E′, E,G1, · · · , Gt′ , F1, · · · , Ft) is (t
′, t)-bidistributive.
We have the following simple characterization of the bidistributivity property.
Lemma 5.6. Given a sequence (E,E′, F1, · · · , Ft, G1, · · · , Gt′) of subspaces of a fixed
vector space satisfying that E ∩ E′ = 0, it is (t, t′)-bidistributive if and only if the
triple (
∑t
j=1 Fj+
∑t′
j′=1Gj′ , E,E
′) and the sequences (E,F1, · · · , Ft, G1, · · · , Gt′) and
(E′, F1, · · · , Ft, G1, · · · , Gt′) are distributive, and there are inclusions
t′∑
j′=1
(E ∩Gj′ ) ⊆
t∑
j=1
(E ∩ Fj),
t∑
j=1
(E′ ∩ Fj) ⊆
t′∑
j′=1
(E′ ∩Gj′ ).
Proof. Suppose that (E,E′, F1, · · · , Ft, G1, · · · , Gt′) is (t, t′)-bidistributive. By the
obvious inclusion
E ∩
( t∑
j=1
Fj +
t′∑
j=1
Gj′
)
⊆ (E ⊕ E′) ∩ (
t∑
j=1
Fj +
t′∑
j=1
Gj′ ),
the bidistributivity property and the fact that E ∩E′ = 0, we see that
E ∩
( t∑
j=1
Fj +
t′∑
j=1
Gj′
)
⊆
t∑
j=1
(E ∩ Fj).
Since the right member of the first inclusion is trivially included in
∑t
j=1(E∩Fj)+∑t′
j′=1(E ∩ Gj′ ), we get the distributivity of the tuple (E,F1, · · · , Ft, G1, · · · , Gt′)
and also the first of the stated inclusions. The distributivity of the other sequence
(E′, F1, · · · , Ft, G1, · · · , Gt′) and the second inclusion follow in the same way. It
remains to prove that the triple (
∑t
j=1 Fj +
∑t′
j′=1Gj′ , E,E
′) is also distributive,
which can be shown as follows. The (t, t′)-bidistributive property tells us that
( t∑
j=1
Fj +
t′∑
j′=1
Gj′
)
∩ (E + E′) =
t∑
j=1
(Fj ∩ E) +
t′∑
j′=1
(Gj′ ∩ E
′).
By the inclusions stated in the lemma and the distributivity of the two already anal-
ysed sequences, we have that the right member of the previous identity coincides
with ( t∑
j=1
Fj +
t′∑
j=1
Gj′
)
∩ E +
( t∑
j=1
Fj +
t′∑
j=1
Gj′
)
∩ E′,
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so the distributivity of the mentioned triple follows.
The converse is immediate. 
The following proposition gives an equivalence in terms of the bidistributivity
and the e.c., to decide when Ker(δ2) is 2-pure in degrees a + 1 and b+ 1 satisfying
that k ⊗A Ker(δ2) ≃ J¯aa+1 ⊕ J¯
b
b+1. The purpose will be then to generalize this
equivalence for the other differentials in the resolution.
Proposition 5.7. The kernel Ker(δ2) is 2-pure in degrees a+ 1 and b+ 1 satisfying that
k ⊗A Ker(δ2) ≃ J¯
a
a+1 ⊕ J¯
b
b+1 if and only if the e.c. hold and, for all n ∈ N0 (or just for
n > a), the tuple (E′, E′′, F ′, G′, F ′′, G′′) is (2, 2)-bidistributive, where:
E′ = V (n−a) ⊗Ra, G
′ =
n−a−1∑
j=n−2a+1
V (j) ⊗Ra ⊗ V
(n−a−j),
F ′ =
n−2a∑
j=0
V (j) ⊗Ra ⊗ V
(n−a−j) +
n−a−b∑
j′=0
V (j
′) ⊗Rb ⊗ V
(n−b−j′),
E′′ = V (n−b) ⊗Rb, G
′′ =
n−b−1∑
j=n−2b+1
V (j) ⊗Rb ⊗ V
(n−b−j),
F ′′ =
n−a−b∑
j=0
V (j) ⊗Ra ⊗ V
(n−a−j) +
n−2b∑
j′=0
V (j
′) ⊗Rb ⊗ V
(n−b−j′).
Proof. We recall that V (j) = 0 for j < 0. Notice also that, for n < b, the bidistributiv-
ity of (E′, E′′, F ′, G′, F ′′, G′′) reduces to the distributivity of the triple (E′, F ′, G′),
where on each subspace all the summands with Rb vanish by (tensor) degree rea-
sons, giving thus similar expressions to the corresponding ones found in [5], Prop.
2.7.
We shall first prove the “if” part of the statement. Note that we have already
showed that
(Ker(δ2))n = Am−1 · J¯
a
a+1 for n = m+ a, with 2 ≤ m ≤ min{a− 1, b− a},
if and only if (5.1) is satisfied. Fix an integer n ≥ min{a, b − a + 1}, even though
the proof also applies to arbitrary n, and suppose that the e.c. and the bidistribu-
tivity condition on the previous tuple hold. We will use the explicit description of
(Ker(δ2))n for arbitrary n given at the beginning of this subsection.
We have that (Ker(δ2))n ⊆ An−a ⊗Ra ⊕An−b ⊗Rb and the subspace
Nn =(V
(n−a) ⊗Ra ⊕ V
(n−b) ⊗Rb)∩
( n−a−1∑
j=0
V (j) ⊗Ra ⊗ V
(n−a−j) +
n−b−1∑
j′=0
V (j
′) ⊗Rb ⊗ V
(n−b−j′)
)
satisfies that
(Ker(δ2))n =
Nn
In−a ⊗Ra ⊕ In−b ⊗Rb
.
Note that (E′ ⊕ E′′) ∩ (F ′ + F ′′ +G′ +G′′) = Nn, and
E′ ∩ F ′ = In−a ⊗Ra, E
′′ ∩ F ′′ = In−b ⊗Rb,
E′ ∩G′ = V (n−a−1) ⊗ J¯aa+1, E
′′ ∩G′′ = V (n−b−1) ⊗ J¯bb+1,
(5.3)
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where the first two equations are always satisfied and last two hold because of the
e.c. The kernel (Ker(δ2))n is then given by
Nn
In−a ⊗Ra ⊕ In−b ⊗Rb
=
(In−a ⊗Ra + V
(n−a−1) ⊗ J¯aa+1)⊕ (In−b ⊗Rb + V
(n−b−1) ⊗ J¯bb+1)
In−a ⊗Ra ⊕ In−b ⊗Rb
≃
In−a ⊗Ra + V
(n−a−1) ⊗ J¯aa+1
In−a ⊗Ra
⊕
In−b ⊗Rb + V
(n−b−1) ⊗ J¯bb+1
In−b ⊗Rb
≃
V (n−a−1) ⊗ J¯aa+1
(V (n−a−1) ⊗ J¯aa+1) ∩ (In−a ⊗Ra)
⊕
V (n−b−1) ⊗ J¯bb+1
(V (n−b−1) ⊗ J¯bb+1) ∩ (In−b ⊗Rb)
,
which is an epimorphic image of
V (n−a−1) ⊗ J¯aa+1
In−a−1 ⊗ J¯aa+1
⊕
V (n−b−1) ⊗ J¯bb+1
In−b−1 ⊗ J¯bb+1
≃ An−a−1 ⊗ J¯
a
a+1 ⊕An−b−1 ⊗ J¯
b
b+1.
This follows from the obvious inclusion In−s−1⊗J¯ss+1 ⊆ (V
(n−s−1)⊗J¯ss+1)∩(In−s⊗
Rs), for s = a, b. We then conclude thatKer(δ2) is 2-pure in degrees a+1 and b+1,
satisfying that k ⊗A Ker(δ2) ≃ J¯aa+1 ⊕ J¯
b
b+1.
Conversely, we assume now that Ker(δ2) is 2-pure in degrees a + 1 and b + 1
such that k⊗AKer(δ2) ≃ J¯aa+1⊕J¯
b
b+1, so (Ker(δ2))n = An−a−1 ·J¯
a
a+1⊕An−b−1 ·J¯
b
b+1.
This implies the existence of the following exact sequence
A⊗ J¯ss+1 → A⊗Rs → A⊗ V,
for s = a, b, where the last map is induced by δ2, and the first one is easily seen
to be induced by the differential δ3 given in the Definition 3.1 of the multi-Koszul
complex of A. By Lemma 3.16, this implies that the following sequence
T (V )/〈Rs〉 ⊗ J¯
s
s+1
δs3→ T (V )/〈Rs〉 ⊗Rs
δs2→ T (V )/〈Rs〉 ⊗ V
is also exact. We note that the morphisms of the previous sequence are those of the
Koszul complex of T (V )/〈Rs〉. This implies thatKer(δs2) is pure in degree s+1, so,
by [5], Prop. 2.7, the e.c. corresponding to s = a, b holds.
We will now prove the bidistributive condition of the tuples in the statement.
In order to do so, consider the following commutative diagram
⊕
s=a,b
V (n−s−1) ⊗ J¯ss+1
In−s−1 ⊗ J¯ss+1
// //
g
    ❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅
⊕
s=a,b
V (n−s−1) ⊗ J¯ss+1 + In−s ⊗Rs
In−s ⊗Rs
M
m
f
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
(
⊕
s=a,b
V (n−s) ⊗Rs) ∩ (In−1 ⊗ V )⊕
s=a,b
In−s ⊗Rs
The domain of g is the homogeneous component of degree n of A⊗ (J¯aa+1 ⊕ J¯
b
b+1),
its codomain is the component of degree n of Ker(δ2) and g is the homogeneous
component of the projective cover, so surjective by the hypotheses. The horizontal
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epimorphism follows from the trivial inclusions In−s−1 ⊗ J¯ss+1 ⊆ (V
(n−s−1) ⊗
J¯ss+1) ∩ (In−s ⊗ Rs) for s = a, b, and the map f is just the canonical inclusion. The
commutativity of the diagram just follows from the construction of the projective
cover of a module. The surjectivity of g yields the surjectivity of f , so it gives
an equality between the domain of f and its codomain. By the e.c., we have that
the last two identities of (5.3) hold, which together with the equality coming from
f , imply the (2, 2)-bidistributivity of the respective tuple. The proposition is thus
proved. 
Remark 5.8. Notice that the spaces of the tuple considered in the previous proposition
depend on n. We will however omit the index to simplify the notation, as in [5].
Remark 5.9. We would like to stress that, contrary to what happens in Proposition 2.7
in [5] for the case of homogeneous algebras, the hypothesis k ⊗A Ker(δ2) ≃ J¯aa+1 ⊕ J¯
b
b+1
cannot be replaced by the weaker condition Ker(δ2) is 2-pure in degrees a + 1 and b + 1
(see the algebra considered in Example 3.9).
On the other hand, even though we may understand the condition k ⊗A Ker(δ2) ≃
J¯aa+1 ⊕ J¯
b
b+1 as stating that the obvious morphism from J¯
a
a+1 ⊕ J¯
b
b+1 to k ⊗A Ker(δ2) is
an isomorphism, Lemma 3.11 tells us that we may consider that it states the existence of
any isomorphism between both spaces, for the vector spaces are finite dimensional.
Remark 5.10. By Lemma 5.6, the bidistributivity condition on the previous proposition
implies the following inclusions
(V (ma) ⊗Ra) ∩
(ma+a−b−1∑
j=0
V
(j)
⊗Rb ⊗ V
(ma+a−b−j)
)
⊆ V
(ma−1) ⊗ J¯
a
a+1 + Ima ⊗Ra,
(V (mb) ⊗Rb) ∩
(mb+b−a−1∑
j=0
V
(j)
⊗Ra ⊗ V
(mb+b−a−j)
)
⊆ V
(mb−1) ⊗ J¯
b
b+1,
for allma,mb ∈ N0 satisfying that b− a+1 ≤ ma ≤ b− 1, and 1 ≤ mb ≤ a− 1. Notice
that the last inclusion would seem more symmetric if we had also written the subspace
Imb⊗Ra, which vanishes because Imb = 0. Furthermore, it is easily seen that the previous
inclusions in fact imply that
E′ ∩ F ′′ ⊆ E′ ∩ F ′ + E′ ∩G′, E′ ∩G′′ ⊆ E′ ∩ F ′ + E′ ∩G′,
E′′ ∩ F ′ ⊆ E′′ ∩ F ′′ + E′′ ∩G′′, E′′ ∩G′ ⊆ E′′ ∩ F ′′ + E′′ ∩G′′,
for the vector spaces E′, E′′, F ′, F ′′, G′ and G′′ defined in the previous proposition.
We end this subsection by stating a result which is analogous to the one existing
for homogeneous algebras.
Proposition 5.11. The e.c. hold for A◦ if and only if A satisfies its e.c.
Proof. The proof is the same (for each degree a and b) as the one given for homo-
geneous algebras in [5], Prop. 4.4. 
5.3 Description of Ker(δi) for i > 2
From now on we assume that Ker(δ2) is 2-pure in degrees a + 1 and b + 1, with
k⊗AKer(δ2) ≃ J¯
a
a+1⊕J¯
b
b+1. Moreover, consider as before δ0 to be the augmentation
of the algebra and δ1 : A⊗V → A to be the restriction of the product of the algebra.
Given i ≥ 3, suppose that δ2, · · · , δi−1 have been defined in such a way that the
canonical injections
g˜j : J¯
a
na(j)
⊕ J¯bnb(j) → Ker(δj−1) ⊆ A⊗ (J¯
a
na(j−1)
⊕ J¯bnb(j−1)), for all 2 ≤ j ≤ i,
26
induce essential surjections gj : A⊗ (J¯ana(j) ⊕ J¯
b
nb(j)
)→ Ker(δj−1), whose coexten-
sions A⊗ (J¯ana(j)⊕ J¯
b
nb(j)
)→ A⊗ (J¯ana(j−1)⊕ J¯
b
nb(j−1)
) are the differentials δj . Then
δi : A ⊗ (J¯
a
na(i)
⊕ J¯bnb(i)) → A ⊗ (J¯
a
na(i−1)
⊕ J¯bnb(i−1)) may be analogously defined
as the coextension of gi. Furthermore, the recursive procedure yields that, if i > 2,
δi : A⊗ (J¯
a
na(i)
⊕ J¯bnb(i)) −→ A⊗ (J¯
a
na(i−1)
⊕ J¯bnb(i−1))
is a direct sum of two components δai ⊕ δ
b
i , where δ
s
i : A⊗ J¯
s
ns(i)
→ A⊗ J¯sns(i−1), for
s = a, b, because each of the morphisms g˜i satisfies the same property, is induced
by the map
α⊗ vj1 · · · vjns(i) 7→
{
αvj1 · · · vjs−1 ⊗ vjs · · · vjns(i) , if i is even,
αvj1 ⊗ vj2 · · · vjns(i) , if i is odd.
Remark 5.12. Note that these morphisms are well-defined even considering their domains
to be V (n−ns(i)) ⊗ J¯sns(i), for s = a, b.
By the previous decomposition of the morphism δi, we have that Ker(δi) =⊕
s=a,b(Ker(δi) ∩ (A⊗ J¯
s
ns(i)
)), where Ker(δi) ∩ (A⊗ J¯sns(i)) = Ker(δ
s
i ), so we may
analyse each direct summand separately. Moreover, from the expression of δsi we
see that
(Ker(δsi ))n =
(V (n−ns(i)) ⊗ J¯sns(i)) ∩ (In−ns(i−1) ⊗ V
(ns(i−1)))
In−ns(i) ⊗ J¯
s
ns(i)
,
for n ∈ N0. On the other hand, we may rewrite In−ns(i−1) ⊗ V
(ns(i−1)) as
In−ns(i) ⊗ V
(ns(i)) +
∑
s′=a,b
n−ns(i−1)−s
′∑
j=n−ns(i)−s′+1
V (j) ⊗Rs′ ⊗ V
(n−s′−j),
where the first term will be denoted by F s, and the summand corresponding to
the index s′ of the second term will be denoted by Gss′ . If we write E
s instead of
V (n−ns(i)) ⊗ J¯sns(i), the numerator of the previous quotient is given by E
s ∩ (F s +
Gsa+G
s
b), for s = a, b. Notice that the spaces considered in the previous paragraph
depend on n and i. We will however omit the indices to simplify the notation.
We remark that the decomposition of the morphism δi immediately implies
that the projective cover ofKer(δi) is the direct sum of the projective covers of each
direct summand Ker(δsi ) for s = a, b. Note that Ker(δ
a
j )n = 0, if n < na(j + 1),
and that Ker(δaj )na(j+1) = J¯
a
na(j+1)
, for j ≤ i, by Lemma 5.4, which is a conse-
quence of the e.c. This immediately implies that there is an injection of J¯ana(j+1)
inside (k ⊗A Ker(δj))na(j+1), given by the composition of the previous injection
J¯ana(j+1) →֒ (Ker(δj))na(j+1) and the canonical projection Ker(δj) → k ⊗A Ker(δj),
for j ≤ i, so the projective cover of Ker(δi) must include A ⊗ J¯ana(i+1). On the
other hand, by Lemma 3.11, the composition of the inclusion J¯bnb(i+1) →֒ Ker(δ
b
i )
with the canonical projection Ker(δbi )→ k ⊗A Ker(δ
b
i ) is injective if and only if the
homogeneous components (k ⊗A Ker(δbi ))n vanish for n < nb(i+ 1).
We remark that the equation
Es ∩ F s = In−ns(i) ⊗ J¯
s
ns(i)
(5.4)
always holds.
Moreover, the e.c. imply that
Es ∩Gss = V
(n−ns(i+1)) ⊗ J¯sns(i+1). (5.5)
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The proof of this fact is somehow implicit in [5], so we give a detailed proof just
for convenience. It suffices to prove the inclusion of the left member inside the
right one, for the other inclusion is direct. Moreover, note that Gss vanishes for
n < ns(i+1), by tensor degree reasons, and the same happens for the right member
of (5.5), so it suffices to prove the identity (or the inclusion) only for n ≥ ns(i + 1).
We start by writing the following trivial identity
Es ∩Gss = E
s ∩ (V (n−ns(i)) ⊗Rs ⊗ V
(ns(i−2))) ∩Gss.
Wemay consider two cases: i odd or i even. If i is odd, then the sum in Gss consists
of only one summand, namely V (n−ns(i)−s+1) ⊗ Rs ⊗ V (ns(i)−1), for ns(i − 1) =
ns(i)− 1. In this case we have that n−ns(i)− s+1 ≥ 0, because n ≥ ns(i+1) and
i is odd. Hence,
Es ∩Gss = E
s ∩ (V (n−ns(i)) ⊗Rs ⊗ V
(ns(i−2))) ∩Gss
= Es ∩
(
V (n−ns(i)−s+1) ⊗
(
(V (s−1) ⊗Rs) ∩ (Rs ⊗ V
(s−1))
)
⊗ V (ns(i−2))
)
= Es ∩
(
V (n−ns(i)−s+1) ⊗ J¯s2s−1 ⊗ V
(ns(i−2))
)
= V (n−ns(i+1)) ⊗ J¯sns(i+1),
wherewe have used in the penultimate equality the identities of Lemma 5.4, which
hold due to the e.c. and Proposition 5.3.
We consider now the case i is even. We point out that in this case n−ns(i)−s+1
may be negative, so the sum is more tedious to handle. In fact, we get that
Es ∩Gss = E
s ∩ (V (n−ns(i)) ⊗Rs ⊗ V
(ns(i−2))) ∩Gss
can be rewritten as
Es ∩
(
V (Max) ⊗
(
(V (min) ⊗Rs) ∩ (
min−1∑
j=0
V (j) ⊗Rs ⊗ V
(min−j))
)
⊗ V (ns(i−2))
)
,
where Max = max{0, n− ns(i) − s + 1} and min = min{n − ns(i), s − 1}. By the
e.c., it further coincides with
Es ∩
(
V (Max) ⊗ (V (min−1) ⊗ J¯ss+1)⊗ V
(ns(i−2))
)
= V (n−ns(i+1)) ⊗ J¯sns(i+1),
and the claim is proved.
Finally, for a couple (s, s′) of different elements in {a, b}, andmax{0, s′−s+1} ≤
m ≤ s′ − 1, we define the following intersection
(V (m) ⊗Rs) ∩
(m+s−s′−1∑
j=0
V (j) ⊗Rs′ ⊗ V
(m+s−s′−j)
)
, (5.6)
that will be denoted by Xs,ms′ .
We claim that we have the following inclusion
Es ∩Gss′ ⊆ E
s ∩
(
V (Max
′) ⊗Xs,min
′
s′ ⊗ V
(ns(i−2))
)
, (5.7)
which is in fact an equality for i even, whereMax′ = max{0, n−ns(i)− s′+1} and
min′ = min{n− ns(i), s
′ − 1}. If i is odd the corresponding equality should be
Es ∩Gss′ = E
s ∩
(
V (n−ns(i)−s
′+1)⊗
(
(V (s
′−1)⊗Rs)∩ (Rs′ ⊗V
(s−1))
)
⊗V (ns(i−2))
)
.
(5.8)
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The proof is parallel to the previous one, but we sketch it for completeness. We
remark that Gss′ vanishes for n < ns(i − 1) + s
′, by tensor degree reasons, so it
suffices to prove the inclusion (and the equality if i is even) only for n ≥ ns(i−1)+
s′.
The first step is to write
Es ∩Gss′ = E
s ∩ (V (n−ns(i)) ⊗Rs ⊗ V
(ns(i−2))) ∩Gss′ .
We now consider two cases: i odd or i even. If i is odd, then the sum inGss′ consists
of only one summand, namely V (n−ns(i)−s
′+1) ⊗ Rs′ ⊗ V
(ns(i)−1), for ns(i − 1) =
ns(i)− 1. In this case we also have n−ns(i)− s′+1 ≥ 0, because n ≥ ns(i− 1)+ s′
and i is odd. So, Es ∩Gss′ can be further rewritten as
Es ∩
(
V (n−ns(i)−s
′+1) ⊗
(
(V (s
′−1) ⊗Rs) ∩ (Rs′ ⊗ V
(s−1))
)
⊗ V (ns(i−2))
)
,
and the equality in (5.8) follows. Moreover, it is trivially included in
Es∩
(
V (n−ns(i)−s
′+1)⊗
(
(V (s
′−1)⊗Rs)∩ (
s−2∑
j=0
V (j)⊗Rs′⊗V
(s−j−1))
)
⊗V (ns(i−2))
)
,
which coincides with Es ∩ (V (n−ns(i)−s
′+1) ⊗Xs,s
′−1
s′ ⊗ V
(ns(i−2))), so the desired
inclusion follows.
We consider now the case i is even, and we remark that in this case n− ns(i)−
s′ + 1 may be negative. In fact, we have that Es ∩ Gss′ can be rewritten as the
intersection of Es with
V (Max
′)⊗
(
(V (min
′)⊗Rs)∩
(min′+s−s′−1∑
j=0
V (j)⊗Rs⊗V
(min′+s−s′−j)
))
⊗V (ns(i−2)).
Hence, by the definition of Xs,ms′ given in (5.6), the equality for i even follows and
the claim is proved.
In fact, for s = b and s′ = a, using the second inclusion of Remark 5.10 (which
follows from the assumption thatKer(δ2) satisfies that k⊗AKer(δ2) ≃ J¯aa+1⊕J¯
b
b+1),
the e.c. and the definition of J¯bnb(i+1), we have that
Eb ∩Gba ⊆ V
(nb(i+1)) ⊗ J¯bnb(i+1). (5.9)
We state the following proposition which generalizes the result for i = 2.
Proposition 5.13. Suppose that for all j such that 2 ≤ j < i, Ker(δj) is 2-pure in
degrees na(j+1) and nb(j+1) satisfying that that k⊗AKer(δj) ≃ J¯
a
na(j+1)
⊕ J¯bnb(j+1).
Then, Ker(δi) is 2-pure in degrees na(i + 1) and nb(i + 1) such that k ⊗A Ker(δi) ≃
J¯ana(i+1) ⊕ J¯
b
nb(i+1)
if and only if the tuples (Es, F s, Gsa, G
s
b) of subspaces defined in this
subsection are distributive for each s ∈ {a, b} and for all n ∈ N0 (or just n ≥ ns(i)), and
we have the following inclusions
Ea ∩
(
X
a,n−na(i)
b ⊗ V
(na(i−2))
)
⊆ V (n−na(i+1)) ⊗ J¯ana(i+1) + In−na(i) ⊗ J¯
a
na(i)
,
for all n ∈ N0 satisfying that na(i − 1) + b ≤ n ≤ na(i) + b − 1 if i is even, and the
inclusion
(V (b−1) ⊗ J¯ana(i)) ∩
(
(V (s
′−1) ⊗Rs) ∩ (Rs′ ⊗ V
(s−1))
)
⊗ V (ns(i−2))
⊆ V (b−a) ⊗ J¯ana(i+1) + Ib−1 ⊗ J¯
a
na(i)
,
if i is odd.
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Proof. We shall first prove the “if” part, so we assume the distributivity of the
mentioned tuples, and the previous inclusions.
We have already seen that
(Ker(δi))n =
⊕
s=a,b
(V (n−ns(i)) ⊗ J¯sns(i)) ∩ (In−ns(i−1) ⊗ V
(ns(i−1)))
In−ns(i) ⊗ J¯
s
ns(i)
.
If we denote the numerator of the summand indexed by s on the right member by
Nsn, we have that
Nsn = E
s ∩ (F s +Gsa +G
s
b) = (E
s ∩ F s) + (Es ∩Gsa) + (E
s ∩Gsb)
= In−ns(i) ⊗ J¯
s
ns(i)
+ V (n−ns(i+1)) ⊗ J¯sns(i+1),
where we have used the distributivity conditions in the second equality, equations
(5.4), (5.5), either (5.7) if i is even, or (5.8) if i is odd, and (5.9), and the inclusions of
the statement. Hence,Ker(δi) is 2-pure in degrees na(i+1) and nb(i+1) satisfying
in fact that k ⊗A Ker(δi) ≃ J¯ana(i+1) ⊕ J¯
b
nb(i+1)
.
Conversely, assume thatKer(δi) is 2-pure in degrees na(i+1) and nb(i+1) such
that k ⊗A Ker(δi) ≃ J¯ana(i+1) ⊕ J¯
b
nb(i+1)
. We will prove the required distributivity
condition and the stated inclusions. Consider the following commutative diagram
for s ∈ {a, b}
V (n−ns(i+1)) ⊗ J¯sns(i+1)
In−ns(i+1) ⊗ J¯
s
ns(i+1)
// //
g
 ❀
❀
❀
❀
❀❀
❀
❀
❀
❀❀
❀
❀
❀
❀
V (n−ns(i+1)) ⊗ J¯sns(i+1) + In−ns(i) ⊗ J¯
s
ns(i)
In−ns(i) ⊗ J¯
s
ns(i)
M
m
f
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇
(V (n−s−1) ⊗ J¯ss+1) ∩ (In−s ⊗ V
(s))
In−s−1 ⊗ J¯ss+1
Notice that the domain of g is the homogeneous component of degree n of A ⊗
J¯sns(i+1), its codomain is the component of degree n of Ker(δ
s
i ) and g is the cor-
responding homogeneous component of the projective cover, so surjective. The
horizontal epimorphism follows from the trivial inclusion
In−ns(i+1) ⊗ J¯
s
ns(i+1)
⊆ (V (n−ns(i+1)) ⊗ J¯sns(i+1)) ∩ (In−ns(i) ⊗ J¯
s
ns(i)
),
and the map f is just the canonical inclusion. The commutativity of the diagram
just follows from the construction of the projective cover of a module. The surjec-
tivity of g yields the surjectivity of f , so the latter is an isomorphism. If we consider
i even and the case na(i − 1) + b ≤ n ≤ na(i) + b − 1, the equality coming from
(5.7) and the identity given by f imply that the inclusions for the even case hold.
On the other hand, if i is odd and we take n = na(i) + b− 1, the equality (5.8) tells
us that the inclusion in the odd case also holds. Finally, the distributivity of the
corresponding tuple also follows from the isomorphism f . The proposition is thus
proved. 
Remark 5.14. In analogous manner to what was stated in Remark 5.9, the condition k⊗A
Ker(δi) ≃ J¯
a
na(i+1)
⊕ J¯bnb(i+1), for i ≥ 3, usually understood as stating that the obvious
morphism from J¯ana(i+1)⊕ J¯
b
nb(i+1)
to k⊗AKer(δi) is an isomorphism, is equivalent to the
weaker condition given by the existence of any isomorphism k ⊗A Ker(δi) ≃ J¯
a
na(i+1)
⊕
J¯bnb(i+1), due to Lemma 3.11 (see also the proof of Proposition 3.12).
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5.4 Main result
We shall summarize in this subsection the main result achieved in the description
of the {a, b}-multi-Koszul property of algebras in terms of lattices of subspaces,
which follows from the previous results proved in the two previous subsections.
Theorem 5.15. Let A = T (V )/〈R〉 be an {a, b}-multi-homogeneous algebra (2 ≤ a < b)
such that Ra ⊕ Rb satisfies the minimality condition. We have thus the following equiva-
lences:
(i) The e.c. are satisfied, we have the following collection of inclusions
Ea ∩
(
X
a,n−na(i)
b ⊗ V
(na(i−2))
)
⊆ V (n−na(i+1)) ⊗ J¯ana(i+1) + In−na(i) ⊗ J¯
a
na(i)
,
for all n ∈ N0 satisfying that na(i− 1)+ b ≤ n ≤ na(i) + b− 1 if i is even, and the
inclusion
(V (b−1) ⊗ J¯ana(i)) ∩
(
(V (s
′−1) ⊗Rs) ∩ (Rs′ ⊗ V
(s−1))
)
⊗ V (ns(i−2))
⊆ V (b−a) ⊗ J¯ana(i+1) + Ib−1 ⊗ J¯
a
na(i)
,
if i is odd, and the tuple (E′, E′′, F ′, G′, F ′′, G′′) considered in Proposition 5.7 is
(2, 2)-bidistributive, and for all i ≥ 3 the tuples (Es, F s, Gsa, G
s
b) of subspaces
defined in the previous Subsection are distributive for each s ∈ {a, b} and for all
n ∈ N0 (or just n ≥ ns(i)).
(ii) A is {a, b}-multi-Koszul.
Proof. The first statement is a consequence of the second one by Propositions 5.7
and 5.13. The converse is also direct, using the mentioned results and taking into
account the recursive process explained in the first paragraph of the previous sub-
section. 
5.5 The monomial case
We shall consider in this subsection an algebra A = T (V )/〈R〉 such that R = Ra ⊕
Rb (2 ≤ a < b) satisfies the minimality condition and it has a basis of monomials.
We shall first recall some definitions. The set of all the subspaces of V will
be denoted by L(V ). It is known that the lattice (L(V ),⊆,+,∩) is modular, i.e.
givenW1,W2,W3 ∈ L(V ), ifW2 ⊆ W1, thenW1 ∩ (W2 +W3) = W2 + (W1 ∩W3).
A sublattice S ⊆ L(V ) is distributive if E ∩ (F + G) = (E ∩ F ) + (E ∩ G) for all
E,F,G ∈ S. Note that this also implies the conditionE+(F∩G) = (E+F )∩(E+G)
(see [25], Ch. I, §4, Thm. 3).
The following result is a first criterion for distributivity.
Proposition 5.16. GivenW1, . . . ,Wn subspaces of V , we consider the sublattice T gen-
erated by W1, · · · ,Wn, i.e. T is the intersection of all the sublattices of L(V ) containing
the subspaces W1, · · · ,Wn. Then T is distributive if and only if there exists a basis B of
V such that Bi = B ∩Wi is a basis of Wi for all 1 ≤ i ≤ n. In this case, we say that B
distributes with respect toW1, · · · ,Wn.
Proof. See [1], Lemma 1.2. 
We may apply the previous result to the situation we are interested in: if R
has a basis of monomials, the sublattice of all vector subspaces of V (n) generated
by V (j) ⊗ Rs ⊗ V (n−s−j), for j = 0, . . . , n − s and s = a, b, is distributive, as
one can deduce by using the basis of V (n) composed of all monomials of (tensor)
degree n. This implies that all the tuples considered in Propositions 5.7 and 5.13 are
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distributive. In fact, using Lemma 5.6 and the comments of Remark 5.10, we get
thatKer(δ2) is 2-pure in degrees a+1 and b+1 such that k⊗AKer(δ2) ≃ J¯aa+1⊕J¯
b
b+1
if and only if the e.c. and the first collection of inclusions of Remark 5.10 hold.
Moreover, we remark that in this case Proposition 5.13 can be rewritten as stating
that, under the same assumptions,Ker(δi) is 2-pure in degreesna(i+1) and nb(i+1)
such that k⊗AKer(δi) ≃ J¯ana(i+1)⊕J¯
b
nb(i+1)
if and only if the tuples (Es, F s, Gsa, G
s
b)
of subspaces defined in that subsection are distributive for each s ∈ {a, b} and for
all n ∈ N0 (or just n ≥ ns(i)). This is due to the fact that the inclusion at the end of
the proposition follows from inclusion (5.7) and the mentioned distributivity. We
have thus proved the following result:
Corollary 5.17. LetA = T (V )/〈R〉 be an {a, b}-multi-homogeneous algebra (2 ≤ a < b)
such thatRa⊕Rb satisfies the minimality condition and it has a basis of monomials. Then,
A is multi-Koszul if and only if the e.c. and the inclusions of Remark 5.10 are satisfied.
Remark 5.18. Note that if the algebra A is monomial the e.c. may be equivalently stated
as an overlapping property on a basis of monomials of the space of relations, as in [5], Prop.
3.8.
Acknowledgements
The second author would like to thank Eduardo Marcos and Andrea Solotar for
interesting comments and suggestions.
References
[1] Jörgen Backelin, A distributiveness property of augmented algebras and some related homological results,
Ph.D. Thesis, Stockholm, 1982.
[2] Jörgen Backelin and Ralf Fröberg, Koszul algebras, Veronese subrings and rings with linear resolutions,
Rev. Roumaine Math. Pures Appl. 30 (1985), no. 2, 85–97.
[3] A. A. Beı˘linson, V. A. Ginsburg, and V. V. Schechtman, Koszul duality, J. Geom. Phys. 5 (1988), no. 3,
317–350.
[4] Alexander Beilinson, Victor Ginzburg, and Wolfgang Soergel, Koszul duality patterns in representa-
tion theory, J. Amer. Math. Soc. 9 (1996), no. 2, 473–527.
[5] Roland Berger, Koszulity for nonquadratic algebras, J. Algebra 239 (2001), no. 2, 705–734. See also
Koszulity for nonquadratic algebras II. Preprint available at arXiv:math/0301172V1 [math.QA].
[6] , La catégorie des modules gradués sur une algèbre graduée (nouvelle version du chapitre 5 d’un
cours de Master 2 á Lyon 1) (2008).
[7] Roland Berger, Michel Dubois-Violette, and Marc Wambst, Homogeneous algebras, J. Algebra 261
(2003), no. 1, 172–185.
[8] Roland Berger and Victor Ginzburg, Higher symplectic reflection algebras and non-homogeneous N -
Koszul property, J. Algebra 304 (2006), no. 1, 577–601.
[9] Roland Berger and Nicolas Marconnet, Koszul and Gorenstein properties for homogeneous algebras,
Algebr. Represent. Theory 9 (2006), no. 1, 67–97.
[10] Sheila Brenner, Michael C. R. Butler, and Alastair D. King, Periodic algebras which are almost Koszul,
Algebr. Represent. Theory 5 (2002), no. 4, 331–367.
[11] Séminaire Henri Cartan, 11e anné: 1958/59. Invariant de Hopf et opérations cohomologiques secondaires,
2e éd. 2 vols. École Normale Supérieure, Secrétariat mathématique, Paris, 1959 (French).
[12] Andrew Conner and Pete Goetz, A∞-algebra structures associated to K2 algebras, J. Algebra 337
(2011), 63–81.
[13] Thomas Cassidy and Brad Shelton, Generalizing the notion of Koszul algebra, Math. Z. 260 (2008),
no. 1, 93–114.
[14] R. Fröberg, Koszul algebras, Advances in commutative ring theory (Fez, 1997), Lecture Notes in
Pure and Appl. Math., vol. 205, Dekker, New York, 1999, pp. 337–350.
32
[15] V. E. Govorov, Dimension and multiplicity of graded algebras, Sibirsk. Mat. Ž. 14 (1973), 1200–1206,
1365 (Russian).
[16] Edward L. Green and E.N.Marcos, d-Koszul algebras, 2-d-determined algebras and 2-d-Koszul algebras,
J. Pure Appl. Algebra 215 (2011), no. 4, 439–449.
[17] E. Green, E Marcos, R. Martínez-Villa, and P. Zhang, D-Koszul algebras, J. Pure and App. Algebra
193 (2004), 141–162.
[18] Phùng Hô Hai and Martin Lorenz, Koszul algebras and the quantum MacMahon master theorem, Bull.
Lond. Math. Soc. 39 (2007), no. 4, 667–676.
[19] Ji-Wei He andDi-Ming Lu,Higher Koszul algebras andA-infinity algebras, J. Algebra 293 (2005), no. 2,
335–362.
[20] Jean-Louis Koszul, Homologie et cohomologie des algèbres de Lie, Bull. Soc. Math. France 78 (1950),
65–127 (French).
[21] Kenji Lefèvre-Hasegawa, sur les A∞-catégories, Ph.D. Thesis, Paris, 2003 (French). Corrections at
http://www.math.jussieu.fr/ keller/lefevre/TheseFinale/corrainf.pdf.
[22] Yu. I. Manin, Some remarks on Koszul algebras and quantum groups, Ann. Inst. Fourier (Grenoble) 37
(1987), no. 4, 191–205 (English, with French summary).
[23] S. A. Merkulov, Strong homotopy algebras of a Kähler manifold, Internat. Math. Res. Notices 3 (1999),
153–164.
[24] Constantin Na˘sta˘sescu and Freddy Van Oystaeyen,Methods of graded rings, Lecture Notes in Math-
ematics, vol. 1836, Springer-Verlag, Berlin, 2004.
[25] Oystein Ore, On the foundation of abstract algebra. I, Ann. of Math. (2) 36 (1935), no. 2, 406–437.
[26] Stewart B. Priddy, Koszul resolutions, Trans. Amer. Math. Soc. 152 (1970), 39–60.
[27] Charles A. Weibel, An introduction to homological algebra, Cambridge Studies in Advanced Mathe-
matics, vol. 38, Cambridge University Press, Cambridge, 1994.
33
