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Coarse-Graining Approach to Infer Mesoscale Interaction Potentials from
Atomistic Interactions for Aggregating Systems
Abstract
A coarse-graining (CG) approach is developed to infer mesoscale interaction potentials in aggregating
systems, resulting in an improved potential of mean force for Langevin dynamics (LD) and Brownian
dynamics (BD) simulations. Starting from the evolution equation for the solute pair correlation function, this
semi-analytical CG approach identifies accurate modeling of the relative acceleration between solute particles
in a solvent bath as a reliable route to predicting the time-evolving structural properties of nonequilibrium
aggregating systems. Noting that the solute–solvent pair correlation function attains a steady state rapidly as
compared to characteristic aggregation time scales, this CG approach derives the effective relative acceleration
between a pair of solute particles in the presence of this steady solute–solvent pair correlation by formally
integrating the solvent force on each solute particle. This results in an improved potential of mean force that
explicitly depends on the solute–solute and solute–solvent pair potentials, with the capability of representing
both solvophilic and solvophobic interactions that give rise to solvation forces. This approach overcomes the
difficulty in specifying the LD/BD potential of mean force in aggregating systems where the solute pair
correlation function evolves in time, and the Kirkwood formulaU(r) = −kBT ln g(r) that is applicable in
equilibrium diffusion problems cannot be used. LD simulations are compared to molecular dynamics (MD)
simulations for a model colloidal system interacting with Lennard-Jones pair potentials to develop and
validate the improved potential of mean force. LD simulations using the improved potential of mean force
predict a solute pair correlation function that is in excellent match with MD in all aggregation regimes,
whereas using the unmodified MD solute–solute pair potential in LD results in a poor match in the reaction-
limited aggregation regime. The improved potential also dramatically improves the predicted extent of
aggregation and evolution of cluster size distributions that exhibit the same self-similar scaling found in MD.
This technique of coarse-graining MD potentials to obtain an improved potential of mean force can be applied
in a general multiscale framework for nonequilibrium systems where the evolution of aggregate structure is
important.
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Coarse-Graining Approach to Infer Mesoscale Interaction Potentials
from Atomistic Interactions for Aggregating Systems
Sergiy Markutsya,† Rodney O. Fox,‡ and Shankar Subramaniam*,†
†Department of Mechanical Engineering, and ‡Department of Chemical and Biological Engineering, Iowa State University, Ames,
Iowa 50011, United States
ABSTRACT: A coarse-graining (CG) approach is developed to infer mesoscale interaction potentials in aggregating systems,
resulting in an improved potential of mean force for Langevin dynamics (LD) and Brownian dynamics (BD) simulations.
Starting from the evolution equation for the solute pair correlation function, this semi-analytical CG approach identiﬁes accurate
modeling of the relative acceleration between solute particles in a solvent bath as a reliable route to predicting the time-evolving
structural properties of nonequilibrium aggregating systems. Noting that the solute−solvent pair correlation function attains a
steady state rapidly as compared to characteristic aggregation time scales, this CG approach derives the eﬀective relative
acceleration between a pair of solute particles in the presence of this steady solute−solvent pair correlation by formally
integrating the solvent force on each solute particle. This results in an improved potential of mean force that explicitly depends
on the solute−solute and solute−solvent pair potentials, with the capability of representing both solvophilic and solvophobic
interactions that give rise to solvation forces. This approach overcomes the diﬃculty in specifying the LD/BD potential of mean
force in aggregating systems where the solute pair correlation function evolves in time, and the Kirkwood formula U(r) = −kBT
ln g(r) that is applicable in equilibrium diﬀusion problems cannot be used. LD simulations are compared to molecular dynamics
(MD) simulations for a model colloidal system interacting with Lennard-Jones pair potentials to develop and validate the
improved potential of mean force. LD simulations using the improved potential of mean force predict a solute pair correlation
function that is in excellent match with MD in all aggregation regimes, whereas using the unmodiﬁed MD solute−solute pair
potential in LD results in a poor match in the reaction-limited aggregation regime. The improved potential also dramatically
improves the predicted extent of aggregation and evolution of cluster size distributions that exhibit the same self-similar scaling
found in MD. This technique of coarse-graining MD potentials to obtain an improved potential of mean force can be applied in a
general multiscale framework for nonequilibrium systems where the evolution of aggregate structure is important.
1. INTRODUCTION
In high-rate methods for nanoparticle synthesis, nuclei that are
formed by turbulent mixing of chemical precursors grow rapidly
by surface addition and aggregation. A fundamental under-
standing of aggregation in colloidal systems is needed to
optimize these methods such that they yield nanoparticle
aggregates of desired size. While a complete characterization of
nanoparticle aggregation will depend on the speciﬁc chemical
precursors and solvent, several general characteristics of the
phenomenon have been studied in a simpliﬁed generic system
of latex nanoparticles1,2 in water destabilized by the addition of
MgCl2 salt. Experiments show the emergence of diﬀerent
aggregate structures depending on the extent of aggregation,
and the duration and intensity of applied shear.1−3 The
structure of aggregates in turn aﬀects the aggregation rate,
resulting in a coupled nonlinear phenomenon. Therefore, a
simulation method used to predict aggregation in colloidal
systems must accurately describe the structure of aggregates.
A variety of simulation approaches have been employed to
study aggregation, ranging from population balance approaches
at the macroscale to molecular dynamics at the microscale
(MD).4 Each level of description represents a trade-oﬀ between
the ﬁdelity with which the physicochemical interactions are
represented and the associated computational cost. Monte
Carlo methods are frequently used to simulate aggregation
because their computational cost scales favorably for large
systems. They are classiﬁed on the basis of the physicochemical
regimes of aggregation that they are intended to describe. In
nonsheared systems, aggregation outcomes emerge from a
dynamic balance between interparticle attractive forces arising
from a solute interaction potential and random thermal
motions that can disrupt this attraction. If on average the
attractive forces dominate, then aggregates or clusters of solute
particles form. Aggregation regimes can be deﬁned in terms of
reaction-diﬀusion terminology based on whether the rate-
limiting step arises from diﬀusion or reaction. Thus, in the
diﬀusion-limited aggregation (DLA) regime, once the aggregat-
ing particles have diﬀused close enough toward each other, they
always stick together and form an aggregate due to strong
attractive forces between them. In the reaction-limited
aggregation (RLA) regime, particles do not always aggregate
every time they come into contact because the sticking
probability is less than 1. At a microscopic level, this can be
due to the presence of a repulsive barrier in the solute
interaction potential. The most commonly used Monte Carlo
(MC) methods to simulate aggregation in colloidal systems are
diﬀusion-limited cluster aggregation (DLCA), ballistic-limited
cluster aggregation (BLCA), and reaction-limited cluster
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aggregation (RLCA).5−11 Models of exact MC as coarse-
grained Monte Carlo (CGMC)12,13 and point ensemble Monte
Carlo (PEMC)14 approaches are successfully used to solve
particle diﬀusion problems and metal-catalyzed reactions.
However, because of their simple sticking probability rules for
cluster formation, the MC-based approaches are not able to
account for rearrangement of aggregates within a cluster due to
thermal motion, or restructuring of the aggregates under shear.
Molecular dynamics simulations yield unparalleled physical
insight into aggregation in colloidal systems and enable
prediction of colloidal structure for diﬀerent colloidal systems
such as systems of solvophilic or solvophobic solute particles
(by the terms solvophilic [solvophobic] we mean the cases
where the solute [A] has a greater [lesser] aﬃnity for the
solvent [B], as characterized by the relative well-depth of the
pairwise interaction potentials; so εAB > εAA corresponds to
solvophilic, while εAB < εAA corresponds to solvophobic).
However, because all of the interparticle forces (solute−solute,
solute−solvent, and solvent−solvent) are represented in MD,
the large proportion of solvent molecules in a dilute system
makes the MD system very large. Also, disparity in solute and
solvent particle size (e.g., latex nanoparticles ∼10−100 ×
10−9 m to water molecules ∼10−10 m) slows the MD
calculations signiﬁcantly because the relatively large nano-
particles have many solvent neighbors whose interactions must
be accounted for.15 The need for a wide dynamic range of
aggregate sizes to reliably extract aggregate statistics also
demands MD simulation of a very large number of particles.
The need for reliable statistical characterization of aggregate
size and structure in aggregation problems motivates us to
examine coarse-graining techniques for molecular dynamics.
Mesoscale methods such as Langevin dynamics (LD) or
Brownian dynamics (BD),17,18 dissipative particle dynamics
(DPD),19,20 and stochastic rotational dynamics (SRD)21 are
established approaches to coarse-graining MD. (We use
Langevin dynamics to denote the approach where a velocity
Langevin equation is solved in addition to the position
evolution equation without assuming rapid momentum
relaxation due to high inertia of the particles. When this
assumption is made to reduce the equation set to a position
equation with a random term, we denote the approach
Brownian dynamics.) However, the predictive capability of
these coarse-graining approaches in aggregation problems
needs to be validated. While the classical problem of the
diﬀusion of large inertial solute particles in a bath of solvent
molecules is what motivated the LD approach, its capability to
accurately predict aggregate structure in colloidal systems is not
established. Langevin and Brownian dynamics are simulation
approaches that are formally obtained by using a projection
operator technique on the MD equations, which eﬀectively
replaces the solute−solvent interactions by frictional and
random forces.17,18 DPD and SRD models account for
solute−solvent interactions more faithfully, with a resultant
increase in their computational expense relative to LD. While
all of these mesoscale methods are orders of magnitude faster
than MD, the cost of SRD and DPD depends on the solute/
solvent volume fraction and size ratios. The cost of LD is
independent of the solute/solvent size ratio, but can depend on
the solute volume fraction if hydrodynamic interactions are
included. Among these mesoscale models, we have chosen the
LD approach for simulating aggregation because it is the most
computationally eﬃcient, while still being capable of represent-
ing aggregate structure. However, because the LD coarse-
graining approach was not originally developed for aggregation
problems, it needs further testing and development.
The LD model requires the speciﬁcation of a potential of
mean force to account for the eﬀect of solvent molecules on
solute interparticle interaction. Typically the LD model is used
in equilibrium systems where the Kirkwood formula22
= −U r k T g r( ) ln ( )AALD B AA
eqm
(1)
is used to specify the potential of mean force. However, for
nonequilibrium aggregating systems, the choice of appropriate
interaction potential between solute particles in the presence of
solvent molecules is not well established. The interaction of a
pair of nanoparticle aggregates in the presence of solvent
molecules has been studied using MD simulations23,24 and
experiment.25 MD simulations by Qin and Fichthorn23,24 show
that the presence of solvent molecules changes the interaction
between an aggregate pair. The nature of this change in the
interaction depends on the geometry and size of the aggregates,
and also very strongly on the solute−solvent interaction
behavior (solvophilic solute particles vs solvophobic particles).
Both MD simulations23,24 and experiments25 point to the
importance of the solute−solvent interaction, and motivate its
introduction into the LD potential of mean force. However, the
results of these studies cannot be directly applied to the LD
potential of mean force because they do not take into account
the statistical distribution of solute and solvent particles. What
is needed is a statistical approach to connect the microscale
solute−solvent interactions to the mesoscale solute−solute
interactions, which is critical to establish sound coarse-graining
procedures for aggregation problems.
There are several coarse-graining methods that are
commonly used to derive an eﬀective potential such as
energy-based coarse-graining, Boltzmann inversion (BI),
iterative Boltzmann inversion (IBI), inverse Monte Carlo
(IMC), and force matching (FM) approaches.26,27 Useful
categorizations of CG methods are based on the target
(structure or thermodynamics) and method of linking (forces,
eﬀective interactive potentials),26 or whether the method is
iterative or non-iterative.27 In the energy-based coarse-graining
approach,28,29 the CG potential is developed to ﬁt free energies
in the system. This method is useful for processes such as lipid
membrane association. However, energy-based coarse-graining
does not guarantee reproduction of the atomistic structure of
the system,26 which is essential for aggregation problems. BI,
IBI, and IMC approaches30−32 are structure-based methods
that reproduce a pre-deﬁned target equilibrium structure
described by a set of radial distribution functions obtained
from full molecular simulations of the reference system. These
approaches are not suited for predicting the time-evolving
structure of an aggregating system. The FM approach33 is used
to reproduce thermodynamic properties of systems at
equilibrium. In this method, the diﬀerence between the
instantaneous CG forces and the forces from full molecular
simulation is minimized using a least-squares ﬁtting procedure.
However, this method does not guarantee an exact
reproduction of local structural properties such as the pair
distribution function, nor is it applicable to time-evolving
nonequilibrium systems. In summary, these existing CG
approaches do not address the problem of time-evolving
structure in nonequilibrium systems, which characterizes
aggregation.
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In this work, we propose a new method for deriving the
potential of mean force for the LD model that accurately
captures aggregation statistics in nonequilibrium systems. The
CG method developed in our work is a non-iterative, semi-
analytical, force-matching method that exploits rapid relaxation
of the solute−solvent pair correlation function to derive an
analytical expression for the eﬀective potential that is used to
predict time-evolving structure (including pair correlation
function) in a nonequilibrium system. In the context of
accurately computing aggregation statistics, we identify the
need for LD to accurately reproduce the solute pair correlation
function. This in turn leads us to derive the evolution of the
second-order density (unnormalized pair correlation function)
corresponding to the MD and LD dynamical equations. This
transport equation for second-order density is used as a route
to improve the LD model based on the relative acceleration
concept. This theoretical basis provides the necessary
connection between microscale and mesoscale interactions for
coarse-graining of aggregating systems.
We propose the LD with improved potential where we
modify the direct interaction between solute particles based on
their MD pair potential by adding a potential that accounts for
the presence of solvent molecules. We computed key
aggregation statistics from MD and compared them to the
standard and LD with improved potential models. The results
show signiﬁcant improvement in LD prediction of solute
particle pair correlation function, dynamic scaling of the cluster
size distribution, and extent of aggregation with the LD with
improved potential.
The rest of this Article is organized as follows. First, we
describe the simulation methods used in this work. The analysis
of solute relative acceleration from the MD simulations allows
us to directly quantify the importance of solute−solvent
interaction. The transport equation for the unnormalized pair
correlation function is used as a route to build the LD with
improved potential. The algorithm for computing the improved
LD potential of mean force that takes into account the
inﬂuence of solvent molecules is then described. Next, the
aggregation statistics calculated from the standard LD method
and LD with improved potential in DLA and RLA regimes are
analyzed and compared to the benchmark MD simulations,
revealing a marked improvement with the new LD model
predictions. Generalization of the approach to other mesoscale
methods, as well as the assumptions and limitations underlying
the LD with improved potential, are then discussed. The
principal conclusions are then summarized.
2. METHODS
We simulate aggregation of solute particles immersed in liquid
solvent using molecular dynamics and Langevin dynamics
models, to assess the accuracy of LD and propose improve-
ments. Direct MD calculation of physical systems (e.g., 20 nm
latex nanoparticles in water16) is computationally prohibitive
even with state-of-the-art numerical implementations because
of the large size separation between solute and solvent
particles.15,34 A model system with solute particles (denoted
particles of type A) and solvent particles (type B) of the same
size (σ = 0.34 nm) is chosen so that MD computations can be
performed in reasonable time. This enables a direct comparison
of LD simulations with MD results for the same system. We
account for the lower mobility of the solute particles relative to
the solvent molecules by assigning them higher mass mA = 2000
amu, as compared to mB = 40 amu for the solvent particles.
Although our model system does not represent the size-
separated case of nanoparticles aggregating in water, it is useful
because it gives insight into a system that would otherwise be
impossible to simulate. In fact, there are colloidal systems with
hydrocarbon solvents such as n-decane where the solvent
molecule size approaches that of nanoparticle clusters.35,36
Furthermore, using molecular dynamics simulations of size-
separated systems with few solute particles, Qin and Fich-
thorn23,24 show that the solvation force for solvophilic particles
when compared to the van der Waals force is important even
when the solute particles are 9 times larger than the solvent
molecules. Results from our model system show that we do
indeed capture these essential solute−solvent interactions that
manifest as solvation forces. This “equi-sized” system would
exhibit a diﬀerent coordination number for the clusters formed
as a result of aggregation. With larger solutes, the collision
cross-section would be larger, even though the diﬀusion
coeﬃcient is kept the same in the “equi-sized” system by
increasing the mass of the solute.
2.1. Molecular Dynamics. In MD, the solute−solute,
solute−solvent, and solvent−solvent interactions are described
by a truncated Lennard-Jones (12-6) potential:
ε σ σ
= =
− ≤
>
αβ αβ
αβ
⎧
⎨
⎪⎪
⎩
⎪⎪
⎡
⎣
⎢⎢
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ij
MD LJ
12 6
cut
cut
(2)
where σ is the particle diameter, rij is the separation between
centers of particles i and j, rcut is the cutoﬀ distance chosen to
be 2.5σ, and εαβ is the potential well-depth between α and β
particles (α,β = A,B). The dimensionless potential well depth is
deﬁned as
ε
ε
̂ =αβ
αβ
k TB ref (3)
where Tref is the reference temperature chosen to be 121 K in
these simulations. The reference temperature and particle size
(σ = 3.4A) were chosen on the basis of the Lennard-Jones
model for liquid argon. The cutoﬀ distance (2.5σ) was chosen
to reduce the total computational time for the MD simulations,
and in this work the magnitude of the interaction force at the
cutoﬀ distance of 2.5σ is only 1.63% of the maximum attractive
force.
Two cases of aggregation are simulated: one in the DLA
regime and one in the RLA regime. These regimes are
identiﬁed by generating a stability map from MD simulations to
delineate diﬀerent aggregation regimes in the ε ̂AA−D̂∞
parameter space. A similar stability map was generated for
Langevin dynamics15 to characterize and eﬃciently probe the
parameter space for aggregating systems. This stability map
reveals whether a system initialized at a given point in the
parameter space will lead to large clusters or not, and it also
gives an estimate of how long the formation of aggregates will
take. In this map, the extent of aggregation ξ (which is deﬁned
as ξ = 1 − M0(t)/M0(0), where M0(t) is the zeroth moment or
total concentration of clusters at time t) is used as a metric to
determine the extent of aggregation in the dimensionless self-
diﬀusion coeﬃcient D̂∞ and dimensionless well-depth εÂA
space. When the extent of aggregation approaches unity, we
identify these regions as belonging to the DLA regime. If the
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extent of aggregation is closer to zero, we identify these regions
as belonging to the RLA regime. As was shown by Markutsya et
al.,15 εÂA > 2 is necessary for signiﬁcant aggregation to occur. A
nondimensional well-depth of 8.0 corresponds to very sticky
particles, while 4.0 corresponds to an aggregating system with
ﬁnite probability of sticking. The dimensionless well-depth
values for solute−solvent interactions were determined using
the Lorentz/Berthelot mixing rule. The dimensionless well-
depth corresponding to these regimes is listed in Table 1. In
both of these systems, the dimensionless number density (n ̂ =
nσ3) is 0.01 for the solute particles, while it is 0.85 for solvent
molecules. All simulations are performed in a cubic domain
with periodic boundary conditions. Each side of the cube is
98.53 σ in particle units, resulting in a total number of solute
particles NA = 10 000, and total number of solvent molecules
NB = 813 218. The number of solute particles A and solvent
molecules B in the MD were chosen to mimic a dilute system
with volume fraction close to conditions in experiments.16
The MD simulations are performed using the LAMMPS38
software package. The MD simulations correspond to the NVT
ensemble, which is appropriate for comparison with the
constant-temperature LD simulations. The initial spatial
conﬁguration of the particles is speciﬁed to ensure no overlaps
between particles. This is accomplished by spatially distributing
the solute particles according to a hard-core Mateŕn point
process,39 and by placing the solvent molecules at FCC lattice
sites. All particles are assigned a Maxwellian velocity
distribution corresponding to the reference temperature.
From this conﬁguration, the system is allowed to evolve and
equilibrate to the initial condition for the aggregation
simulations by allowing particles to interact with a dimension-
less well-depth εα̂β = 1.
2.2. Langevin Dynamics. Langevin dynamics is an
approach to eﬃciently simulate the evolution of solute particles
by modeling the solute−solvent interactions in terms of
frictional and random terms, and through modiﬁcation of the
solute pair potential in the presence of solvent molecules. For
this model system, the relative magnitude of the time scales
corresponding to the frictional and pairwise interaction force
terms requires evolution of the full position and velocity
Langevin equation set for accurate LD simulations.15,17,18 The
LD equations for evolution of the position xi and velocity vi of
the ith solute particle are15,17,18
= tx vd di i (4)
γ γ σ= − + + =
∞
t
m
t i Nv v F Wd d
1
d 2 d , 1, ...,i i
i
i V i
(5)
where mi is the mass of particle i, γ = kBTref/miD∞ is the friction
coeﬃcient, D∞ is the self-diﬀusion coeﬃcient of the solute
particles in solvent at inﬁnite dilution, Fi = −∇rUAALD where UAALD
is the potential of mean force between solute particles in the
presence of solvent, σV∞
2 = kBTref/mi is the stationary velocity
variance, dWi is a Wiener process increment, and N is the total
number of solute particles.
As noted earlier, the speciﬁcation of the appropriate potential
for mean force in aggregating systems is not straightforward
because eq 1 cannot be used when the solute pair correlation
function gAA is evolving in time through states not in
equilibrium. It is useful to decompose UAA
LD as follows:
= + ̃U U UAALD AAMD 2 (6)
where UAA
MD is the potential corresponding to solvent-explicit
MD simulations, and Ũ2 is a correction to account for the
modeled solute−solvent interactions. The simplest choice is to
take UAA
LD = UAA
MD, which corresponds to the solute pair potential
unmodiﬁed by the presence of solvent molecules. This is
identical to the LJ solute pair-potential used in the MD
calculations (eq 2).
The self-diﬀusion coeﬃcient at inﬁnite dilution is a required
input parameter for the LD model. The self-diﬀusion coeﬃcient
is extracted from MD simulation of the corresponding system,
but with only 125 solute particles initially located at minimum
19 σ from each other. This setup satisﬁes an inﬁnite dilution
condition for each individual particle and allows us to obtain
125 multiple independent simulations in one run to improve
statistics. These MD calculations are done in two stages. In the
ﬁrst stage, the system is allowed to equilibrate for
approximately t = 0.89σ2/D∞ where σ
2/D∞ is the diﬀusion
time scale. Over the next t = 0.89σ2/D∞ diﬀusion time scales,
the mean squared displacement of the solute particles is
computed, and the self-diﬀusion coeﬃcient at inﬁnite dilution is
obtained from the expression:
⟨| − | ⟩ = ∞t D tx x( ) (0) 62 (7)
where t is time for which the system has evolved in the second
stage. LD simulations are performed for the same DLA and
RLA cases described in Table 1 using an in-house code for
solving eqs 4 and 5.15
2.3. Aggregation Statistics. Aggregates resulting from the
MD and LD simulations are characterized by calculating the
pair correlation function g(r) and cluster size distribution
(CSD). The pair correlation function g(r), and its Fourier
transform (the structure factor), are useful in characterizing
aggregate structure. The structure factor can also be inferred
from light scattering experiments, and the fractal dimension df
of the aggregates can be extracted from the structure factor.3
The expression for the pair correlation function in a binary
system is
=
⟨ Δ ⟩
Δα βαβ
αβg r
N r r
N n V r r
( )
( , )
( , ) (8)
where ⟨Nαβ(r,Δr)⟩ is the average number of α−β pairs with a β
particle in a shell (r,Δr) separated by r from an α particle, Nα is
the total number of α particles in the system, nβV(r,Δr) is the
expected number of β particles in the shell (r,Δr) with nβ
denoting the number density of β particles, and V(r,Δr) is the
volume of the spherical shell (details are provided in Appendix
A). We use the sample mean over all α particles to estimate the
ensemble average ⟨Nαβ(r,Δr)⟩, leading to the following
estimate for the pair correlation from particle data:
∑≈ Δ Δα β ααβ = αβ
α⎛
⎝
⎜⎜
⎞
⎠
⎟⎟g r N n V r r N N r r( )
1
( , )
1
( , )
i
N
i
1
( )
Table 1. Parameters Used in MD Simulations
aggregation regime εÂA εÂB εB̂B NA NB
DLA 8.0 2.83 1.0 10 000 813 218
RLA 4.0 2.0 1.0 10 000 813 218
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3. RELATIVE ACCELERATION
Because the presence of solute−solvent interaction signiﬁcantly
changes the interaction between solute particles,23,24 we
investigate the evolution of gαβ(r) to gain insight into
developing a better LD potential of mean force. The
position−velocity pair correlation function g(x1,x2,v1,v2,t) is
related to the two-particle density ρ(2)(x1,x2,v1,v2,t) by
ρ =t n g tx x v v x x v v( , , , , ) ( , , , , )(2) 1 2 1 2 2 1 2 1 2 (9)
where n is the number density of particles. This leads us to
consider the evolution of the two-particle density (or
unnormalized pair correlation function) corresponding to the
MD and LD dynamical equations. The two-particle density
ρ(2)(x1,x2,v1,v2,t) is deﬁned as
40
ρ = ⟨ ′ ′⟩t f fx x v v( , , , , )(2) 1 2 1 2 1 2 (10)
where f k′ = ∑i = 1N δ(vk − V(i))δ(xk − X(i)), {X(i),V(i),i = 1,...N}
are the position and velocity of the N particles in the ensemble,
and the product ⟨f1′f 2′⟩ is formed over distinct pairs (j ≠ i) over
all realizations of the multiparticle system. If the ith particle
evolves according to dX(i)/dt = V(i), and dV(i)/dt = A(i), then
the evolution of ρ(2) can be derived from eq 10. Thus, after
diﬀerentiation of eq 10 and with additional assumptions of
statistical homogeneity in both position space as well as velocity
space, the following equation for evolution of ρ(2) is obtained:40
ρ ρ ρ∂
∂
+ ∇ · + ∇ · ⟨Δ | ⟩ =t
t
t
r w
w A r w
( , , )
( ) ( , , ) 0r w
(2)
(2) (2)
(11)
where r = x2 − x1 is the pair-relative separation, w = v2 − v1 is
the pair-relative velocity, and ⟨ΔA|r,w,t⟩ = ⟨A(2)|r,w,t⟩ −
⟨A(1)|r,w,t⟩ is the average relative acceleration. The two-particle
density evolves by a transport equation that contains two terms:
one is a transport term in relative pair-separation space r that
contains the pair-relative velocity w, and the other is a transport
term in pair-relative velocity space w that contains the
conditional expectation of pair-relative acceleration ⟨ΔA|r,w,t⟩.
If the dynamical equations that govern solute particle
evolution corresponding to the LD model (eqs 4 and 5) are
used to derive the evolution of ρAA
(2) implied by LD, then a
Fokker−Planck equation is obtained that is similar to eq 11
(with ⟨ΔA|r,w,t⟩ = −γw + (1/m)⟨ΔF|r,w,t⟩), but with an
additional diﬀusion term 2γσV∞
2
∂
2ρ(2)/∂wk∂wk (summation over
repeated indices implied) on the right-hand side. In the case of
MD, by using the appropriate dynamical equations for particles
(solute particles and solvent molecules), eq 11 can be written
for ρAA
(2), ρBB
(2), and ρAB
(2). Of course, only ρAA
(2) from the MD can be
compared to the Fokker−Planck equation implied by LD.
Comparing the evolution of ρAA
(2) for MD and LD, it is clear
that if the average relative acceleration term ⟨ΔA|r,w,t⟩ is
accurately modeled, then the ρAA
(2) evolution will be identical, but
for the LD diﬀusion term in relative velocity space. (This is
essentially the same idea as force matching in CG methods, but
our expression retains the dependence on conﬁguration r and
relative velocity w.) The average relative acceleration ⟨ΔA|
r,w,t⟩ is conditioned on pair-relative separation r and pair-
relative velocity w, and is diﬃcult to estimate accurately from
simulations because of high statistical error arising from few
samples. It is useful to consider a class of mesoscale models (to
which LD belongs) that decompose this conditional relative
acceleration as
⟨Δ | ⟩ = ⟨Δ | ⟩ + ⟨Δ | ⟩t t tA r w A w A r, , , , (12)
In LD, the term ⟨ΔA|w,t⟩ is modeled as −γw, and the
coeﬃcient 2γσV∞
2 determines the strength of the diﬀusion of ρAA
(2)
in relative velocity space. We provisionally accept this model as
adequate, and note that in any case it does not aﬀect the
conﬁguration statistics that describe spatial structure. We focus
on improved modeling of the remaining term ⟨ΔA|r,t⟩, the
average pair-relative acceleration conditioned on pair separa-
tion.
In both MD and LD, it is useful to decompose the average
relative acceleration ⟨ΔA|r,t⟩ into a direct contribution to the
relative acceleration ⟨ΔAD|r,t⟩ and an indirect part:
⟨Δ | ⟩ = ⟨Δ | ⟩ + ⟨Δ | ⟩t t tA r w A r A r, , , ,D I (13)
In MD, the direct contribution to the relative acceleration
between two solute particles arises from ΔAD = FijMD/mi −
Fji
MD/mj = Fij
MD(1/mi + 1/mj), where mi and mj are the masses of
the ith and jth particles, respectively. The indirect contribution
to relative acceleration arises from the interaction of particles
(1) and (2) with (a) other solute particles and (b) solvent
molecules, as shown in Figure 1. In LD, the direct contribution
to relative acceleration between two solute particles arises from
ΔAD = Fij(1/mi + 1/mj), where Fij is the mean force between
two solute particles in the presence of solvent. The indirect
contribution to relative acceleration in LD arises from the
modeled interaction of particles (1) and (2) with other solute
particles (the presence of solvent is implicit).
Given a model for ULD(r), the potential of mean force in LD,
we can compute the modeled indirect contribution to relative
acceleration and compare this with the corresponding result
from MD where the interactions with solvent are explicitly
represented. Prior to carrying out this comparison, we construct
a simple test to verify the accuracy of our calculation of the
indirect relative acceleration. Details of the test, which verify
our computation of the relative acceleration with approximate
analytic solutions, are given in Appendix C.
Figure 2 shows the indirect average relative acceleration of a
pair of A-type particles due to other A-type particles for both
MD and LD simulations. This indirect average relative
Figure 1. Direct relative acceleration between solute particles (1) and
(2) (solid arrow between particles (1) and (2)) occurs due to their
direct interaction. Indirect relative acceleration between solute
particles (1) and (2) (dashed arrow) occurs (a) in MD due to
interaction of particles (1) and (2) with probe solute particle and
probe solvent molecule p; and (b) in LD due to interaction of particles
(1) and (2) with probe solute particle only.
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acceleration is computed as follows: at any given time instant,
all A−A pairs are binned according to their pair separation
distance r, and the average indirect acceleration between two A-
type particles separated by distance r is computed. This method
for the eﬀective force calculation has already been successfully
used by other researchers.37 We see that the indirect average
relative acceleration calculated from MD and LD simulations
matches closely for systems in the DLA regime (Figure 2a),
whereas they are signiﬁcantly diﬀerent for systems in the RLA
regime (Figure 2b).
To investigate the inﬂuence of solvent particles on the
indirect relative acceleration between a pair of A−A type
particles, we calculate the indirect relative acceleration between
A−A type particles due to the eﬀect of only B-type particles
from MD simulations (Figure 2c,d). Here, we see that in the
DLA regime the magnitude of relative acceleration due to B-
type particles (Figure 2c) is much smaller than the eﬀect of A-
type particles only (Figure 2a). However, in the RLA regime,
the relative acceleration due to A-type particles (Figure 2b, MD
results) and B-type particles (Figure 2d) is of comparable
magnitude. These results lead us to conclude that, although the
eﬀect of solvent is not signiﬁcant in the DLA regime, it must be
accounted for in the RLA regime.
The analytical expression for the indirect relative accel-
eration:
∫
∫
⟨Δ | ⟩ = ⟨ ″ ⟩ ″ ″
− ⟨ ′ ⟩ ′ ′
V
g
V
g
A r A r r r r
A r r r r
1
( , ) ( ) d
1
( , ) ( ) d
I
R
I
R
I
:(2)
:(1)
is derived in Appendix C. This expression is valid for dilute
systems where an approximate expression for conditional three-
particle statistics holds, and it reveals that the indirect average
relative acceleration obtained from MD and LD simulations can
be matched only when both the interaction potential and the
pair correlation function are correctly described by the LD
simulations. We now describe an improved LD potential that
takes into account the presence of solvent molecules.
4. IMPROVED LD MODEL
Because accurate simulation of aggregation using LD requires
the incorporation of solvent eﬀects in the potential of mean
force, an approach to generate an improved LD potential needs
to be developed. The theoretical framework described by
Likos41 is used as a basis to build such an improved potential.
Likos’ theoretical framework for a two-component solute (A)−
solvent (B) system deﬁnes an eﬀective Hamiltonian eff/ that
depends solely on positions and velocities of the solute
particles, and which can be formally related to the full two-
component Hamiltonian / of the system.41 This full two-
component Hamiltonian (in our case deﬁned by the MD) is
= + +AA BB AB/ / / / (14)
Figure 2. Indirect average relative acceleration (IRA) between A−A pairs resulting from: (a,b) A-type particles; and (c,d) B-type particles. MD
simulations (10 000 A-type solute particles and 813 218 B-type solvent particles) as compared to LD model predictions (10 000 A-type solute
particles) at time t ̂ = 86.5: (a,c) DLA regime, εAA/εBB = 8.0; (b,d) RLA regime, εAA/εBB = 4.0. For the isotropic pair potential chosen, only one
component of the indirect relative acceleration ⟨ΔÂI|r⟩ = erΔArI is nonzero, and it is scaled as ΔÂrI = ΔArIσAmA/εAA, with volume scaled as V̂R = VR/
σA
3 .
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where each αβ/ contains the interactions between α-type and
β-type particles only. The eﬀective Hamiltonian eff/ is related
to the full Hamiltonian / by the following expression:
β β− = −exp( ) Tr [exp( )]eff B/ / (15)
where β = 1/kBTref, and TrB is the trace over solvent molecules,
representing the multiple integral over the positions and
momenta of all degrees of freedom of the particles B, which are
solvent molecules in our case. The ﬁnal expression for the
eﬀective Hamiltonian after invoking the pair-potential approx-
imation is41
∑ ∑ ∑= + | − |
+
= = = +M
U n n T
F
p
x x
2
( ; , , )
i
N
i
i
N
j i
N
i jeff
1
2
1 1
eff A B ref
0
1 1 1
/
(16)
which can be thought of as the sum of an eﬀective Hamiltonian
of the N1 solute particles conditional on the solvent macrostate
speciﬁed by the solvent number density nB and the reference
temperature Tref. The volume terms F0 do not depend on the
particle coordinates.41 In the above expression, M, pi, and xi are
the mass, momentum, and position of ith solute particle. The
eﬀective interaction potential Ueff is given by
41
= | − |
= + ̃
U r n n T
U r U r n n T
x x( ; , , )
( ) ( ; , , )
i jeff A B ref
AA 2 A B ref (17)
where UAA represents the direct interaction between solute
particles, and Ũ2 is their interaction mediated by the solvent
molecules (also called the solvation potential), nA and nB are
number densities of solute particles and solvent molecules,
respectively, and Tref is the system reference temperature.
In the context of LD with improved potential, eq 17 tells us
that the UAA potential represents the direct interaction between
solute particles, with the Ũ2 potential accounting for the
interaction between solute particles mediated by solvent
molecules. The direct interaction potential UAA is simply the
MD interaction potential between solute particles UAA
MD. The
solvation potential Ũ2 has been successfully extracted by
diﬀerent researchers.23,24,42 In all of these works, the solvation
potential Ũ2 (or solvation force fs(r)) has been found for a
liquid between two ﬁxed parallel surfaces at separation r,42 or
between two ﬁxed spheres at separation r.23,24 However, to the
best of our knowledge, a model for Ũ2 in dynamic aggregating
systems with a statistical description of solute particles and
solvent has not been proposed yet.
In the present work, we propose the following algorithm for
calculation of Ũ2 based on the hypothesis that the pair
correlation function for the solvent molecules distributed
around solute particle gAB(r′,t) (r′ is the solute−solvent
separation) reaches a steady-state value gAB
ss (r′) over a time
scale that is much smaller than characteristic aggregation time
scales. Indeed, this hypothesis is supported by MD simulations
as shown in Figure 3. Although the pair correlation functions
reach steady values for both DLA and RLA regimes, their
steady-state values gAB
ss (r′) are diﬀerent for each of these
regimes. This steady conﬁguration of solvent molecules relative
to solute particles induces a potential UAB(r′) on each solute
particle, which we model using the Kirkwood formula:
′ = − ′U r k T g r( ) ln ( )AB B ref AB
ss
(18)
We now calculate the relative force between a pair of solute
particles (marked (1) and (2) in Figure 10) induced by this
potential UAB based on the relative acceleration idea introduced
in the previous section. As shown in Appendix C, the average
indirect relative acceleration between the two solute particles
(1) and (2) in Figure 10 separated by r that is induced by the
solute−solvent potential UAB is given by
∫
∫
⟨Δ | ⟩ = ⟨ ″ ⟩ ″| ″
− ⟨ ′ ⟩ ′| ′
V
h
V
h
A r A r r r r r
A r r r r r
1
( , ) ( ) d
1
( , ) ( ) d
I
R
I
R
I
AA AB
:(2)
AB
AB
:(1)
AB
(19)
This equation gives the average indirect relative acceleration
conditional on solute pair separation r, in terms of conditional
three-particle statistics hAB(r″|r) and hAB(r′|r) that are deﬁned
in Appendix C, by integrating out the eﬀect of solvent as shown
in Figure 10. In general, the conditional three-particle statistics
of systems are unknown, but we assume that in a dilute system
hAB(r′|r) and hAB(r′′|r) are well approximated by
′| ≅ ′h gr r r( ) ( )AB AB (20)
″| ≅ ″h gr r r( ) ( )AB AB (21)
This results in the following expression for the indirect relative
acceleration that is completely speciﬁed by the solute−solvent
potential UAB and solute−solvent pair correlation gAB:
Figure 3. Evolution of the pair correlation function gAB(r′̂,t) from MD simulation: (a) DLA regime, εAA/εBB = 8.0; and (b) RLA regime, εAA/εBB =
4.0. Scaled time t ̂ = D∞/σ2.
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where ⟨AAB
I:(k)⟩, k = 1,2 is computed as
σ σ σ σ
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where mA is the mass of solute particles.
Analytical expressions have been derived for the relative
acceleration in the simple 1-D and 2-D test problems shown in
Appendix C. In 1-D the integrals in eq 22 are calculated as
follows. The centers of the pair of solute particles 1 and 2 (each
of size σA) are located at x1 and x2 such that they are separated
by a distance r (see Figure 10). Next, the “probe” solvent
particle p of size σB with center at xp is inserted at all allowable
locations along a line (for the 1-D case) that satisfy the
conditions:
σ σ| ′| = | − | ≥ +r x x 1/2( )p1 A B (25)
σ σ| ″| = | − | ≥ +r x x 1/2( )p2 A B (26)
to exclude overlap of solute and solvent particles. For each
location of the “probe” particle p, the force FAB
(1)(r′) exerted by
the probe particle on solute particle 1 and the force FAB
(2)(r″)
exerted by the probe particle on solute particle 2 are computed
for each set of values r′ and r″ with U = UAB (see eqs 23 and
24). These forces are weighted by the pair correlation function
gAB and integrated according to eq 22, to obtain the average
indirect relative acceleration. By repeating the procedure for
every value of the solute pair separation r over a desired range,
the average indirect relative acceleration is calculated as a
function of solute pair separation. While analytical expressions
can be derived for the relative acceleration in the simple 1-D
and 2-D test problems shown in Appendix C, the 3-D integrals
in eq 22 needed to calculate the relative acceleration in the LD
with improved potential have to be performed numerically.
The relative force between two solute particles induced by
the UAB potential is denoted:
⟨Δ | ⟩ = −∇ ̃m v r n n TA r ( ; , , )I rA AA 2 A B ref
The ﬁnal step is to add the force resulting from this
semianalytical calculation to the direct A−A interaction and
complete the LD speciﬁcation of mean force as
= −∇ = −∇ − ∇ ̃ = −∇ − ∇ ̃U U U U C vF r r r r rAA,effLD AA 2 AA 2 2
(27)
In the above expression, we have modeled the solvation
potential Ũ2(r;nA,nB,Tref) by introducing a model coeﬃcient C2
to relate it to the potential v2̃, such that
̃ = ̃U r n n T C v r n n T( ; , , ) ( ; , , )2 A B ref 2 2 A B ref (28)
where v2̃(r;nA,nB,Tref) is the mean potential between A−A
particles induced by the solute−solvent potential UAB(r′). Since
in this work the LJ potential is used in the MD, the potential
UAA = UAA
MD = UAA
LJ .
The model coeﬃcient C2 is speciﬁed to match the indirect
average relative acceleration for a single solute particle pair. The
indirect average relative acceleration between all pairs of solute
particles at a separation r due to the presence of solvent
molecules is calculated from an MD simulation that explicitly
accounts for the solute−solvent and solvent−solvent inter-
actions. The modeled indirect average relative acceleration for
the solute particle pair is given by −C2∇rv2̃. The coeﬃcient C2
is determined by a least-squares ﬁt of the model to the indirect
average relative acceleration results obtained from MD.
In Figure 4 we compare the improved LD potential Ueff with
the Lennard-Jones potential UAA
LJ and the modeled solvation
potential Ũ2 for two cases: one with εAA/εBB = 4.0 typical of the
RLA regime, and another with εAA/εBB = 8.0 typical of the DLA
regime. In the DLA regime (Figure 4a), the modiﬁcation of the
LD potential due to solvation eﬀects is not signiﬁcant, and the
improved LD potential is very close to the Lennard-Jones
potential. On the other hand, in the RLA regime (Figure 4b),
the modiﬁcation due to solvation eﬀects is signiﬁcant, and the
improved LD potential and the Lennard-Jones potential are
signiﬁcantly diﬀerent. Two interesting features of the improved
LD potential in the RLA regime are worth noting in Figure 4b.
The ﬁrst is that the primary minimum of the improved LD
potential (at r ̂ = 1.1) has a well depth that is less than that of
Figure 4. Comparison of the improved LD potential UAA,eff
LD and modeled solvation potential Ũ2 with the Lennard-Jones potential UAA
LD: (a) DLA
regime, εAA/εBB = 8.0, C2 = 0.51; and (b) RLA regime, εAA/εBB = 4.0, C2 = 3.15.
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the LJ potential. The second is the appearance of a secondary
minimum (at r ̂ = 2.1). These two minima are separated by a
potential barrier. The formation of this secondary minimum is a
characteristic feature of the RLA regime where aggregation
occurs only if the solute particle has suﬃcient energy to
overcome a potential barrier. Because the improved LD
potential is practically identical to the unmodiﬁed MD potential
in the DLA regime, we do not expect the improved LD
potential to change the structure of aggregates signiﬁcantly. In
the DLA regime, the unmodiﬁed MD potential is capable of
capturing aggregate structure, and so we expect that the LD
with improved potential will not deviate signiﬁcantly from these
good results. On the basis of the potentials shown in Figure 4,
we expect that in the RLA regime the improved LD potential
will signiﬁcantly change the predicted aggregate structure. In
this section, we have derived an improved LD potential for
aggregating systems that takes into account the presence of
solvent molecules.
5. RESULTS WITH IMPROVED LD MODEL
Here, we compare the pair correlation function g(r) and cluster
size distribution obtained from Langevin dynamics, improved
Langevin dynamics with the improved LD interparticle force
(eq 27), and MD results for the DLA and RLA systems
described in Table 1 to ascertain if the improved LD potential
gives a better prediction of aggregate structure and other
aggregation statistics. Simulations are evolved to a nondimen-
sional time t ̂ = tD∞/σ2 = 86.5, where σ2/D∞ is the diﬀusion
time scale. The time step is chosen on the basis of a previous
study in which the resolution requirements for accurate
numerical simulation of aggregating systems using LD and
MD were established.15 In Figure 5 we compare the pair
correlation function predicted by the LD with improved
potential, with that from MD simulations, and ﬁnd reasonable
agreement in the DLA regime. There is no signiﬁcant diﬀerence
in the predictions of LD with improved potential from those of
the original LD model in the DLA regime where εAA/εBB = 8.0
(compare Figure 5a with c). Therefore, the LD with improved
potential is as good as the original LD model in the DLA
regime. However, in the RLA regime with εAA/εBB = 4.0, there
is a signiﬁcant improvement in the pair correlation function
predicted by the LD with improved potential (Figure 5b) when
compared to the original LD result (Figure 5d). The LD with
improved potential model’s representation of solvent eﬀects on
the potential of mean force results in an excellent match with
the MD pair correlation function (Figure 5b), whereas the
original LD with the unmodiﬁed MD potential (Lennard-
Jones) resulted in a signiﬁcant diﬀerence in the predicted pair
correlation function (Figure 5d).
The diﬀerence in gAA(r)̂ calculated from MD simulations for
diﬀerent aggregation regimes can be explained by considering
the diﬀerent values of sticking probability for the solute
particles. In the DLA regime, the sticking probability for solute
particles is higher than in the RLA regime. This decrease in
sticking probability in the RLA regime occurs in part due to the
lower well-depth εÂA = 4.0 for pairwise interaction of the solute
particles. In addition, in RLA the solute−solvent interaction is
relatively strong, and therefore solvent particles (B-type
particles) attach to the solute particles (A-type particles).
Therefore, solvent particles can block solute particles from
aggregating because they are of comparable size and the
solute−solute interaction is relatively weak. In contrast, in the
Figure 5. Comparison of gAA(r)̂ predicted by improved LD (with UAA,eff
LD ) model [upper panel (a) and (b)], and LD model [lower panel (c) and (d)]
with corresponding MD result at time t ̂ = 86.5: (a,c) DLA regime, εAA/εBB = 8.0; and (b,d) RLA regime, εAA/εBB = 4.0.
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DLA regime, a strong solute pair potential εÂA = 8.0 is able to
overcome the blockage eﬀects of the B-type particles and large
aggregates are formed. Therefore, the interaction between A-
and B-type particles represented by εÂB plays an important role
in aggregation. In addition, an entropically driven phase
separation may contribute to the diﬀerence in gAA(r)̂ in the
DLA regime and in the RLA regime. In RLA cases also, the
shell of excluded volume due to the repulsive part of the
Lennard-Jones potential around each solute particle A can
eﬀectively exclude the solvent particles (B) when two solute
particles come into contact. This lowers the entropic free
energy.43 Entropic phase separation was observed in the
experiment on depletion-driven self-assembly in binary
suspensions of polystyrene spheres by Hobbie44 when the
volume fraction of small particles ΦS ≥ 0.2. In our study, the
volume fraction of solvent is ΦS = 0.445, and therefore one
would expect entropic phase separation eﬀects in this system.
However, because the solute and solvent particles are of the
same size in our model system, the eﬀect would not be identical
to that observed in previous studies with binary mixtures of
large and small particles.44
Because aggregation is a time-dependent phenomenon, we
also check if the LD with improved potential model’s prediction
of gAA(r,̂t) is accurate at diﬀerent time instants. The absolute
relative error in gAA(r,̂t) between model and MD is integrated
over all r and averaged over three diﬀerent time instants to
quantify temporal accuracy. The maximum error in both RLA
and DLA regimes is 26% for the LD with improved potential.
For comparison, the same error for the original LD model is
600%.
We also compare the normalized cluster size distribution
predicted by LD model with improved potential with that of
MD simulations. The cluster size distribution (CSD) is formed
by calculating the number of clusters Nk that include k
monomers from the steady solute particle positions. Clusters
are deﬁned using the Stillinger criterion that is based purely on
instantaneous physical proximity of the solute particles. When
calculating Nk, we assume that two neighboring solute particles
belong to the same cluster if they are separated by a distance
less than 1.4σ. The cluster sizes Nk are normalized by the zeroth
moment of the cluster size distribution M0(t), which character-
izes the total number of clusters formed at time t. The CSD
predicted by the LD with improved potential agrees very well
with the MD result in both DLA and RLA regimes (see Figure
6a and b), whereas the original LD model does not predict the
CSD well in the RLA regime (see Figure 6d). The
improvement in prediction of the CSD with the improved
LD potential is a signiﬁcant result because the CSD contains
topological information that is not there in the pair correlation
function.
Because in aggregation the CSD evolves in time, it is
worthwhile to examine scaled cluster size distributions
computed using the MD and LD (with unmodiﬁed LJ and
improved potential) using a dynamic scaling relation. In
particular, it has been observed for a very wide range of
aggregation processes that cluster size distributions can be
collapsed by employing the following scaling ansatz:45
ϕ= −
⎛
⎝⎜
⎞
⎠⎟N s
k
s t( )k
2
(29)
where Nk is the concentration of clusters containing k
monomers, s(t) is the mass-averaged particle size, and ϕ is a
scaling function. If eq 29 is valid, then a plot of s2Nk versus k/s
Figure 6. Comparison of the cluster size distribution predicted by improved LD (with UAA,eff
LD ) model [upper panel (a) and (b)], and LD model
[lower panel (c) and (d)] with corresponding MD result at time t ̂ = 86.5: (a,c) DLA regime, εAA/εBB = 8.0; and (b,d) RLA regime, εAA/εBB = 4.0.
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should collapse the cluster size distributions for all suﬃciently
large values of t in the self-preserving regime. Figure 7a and b
shows such plots for the RLA regime case (εÂA = 4.0) using
MD and LD with the unmodiﬁed LJ potential. While the MD
shows a universal scaling for the cluster size according to eq 29,
the same is not evident in the LD with unmodiﬁed potential.
Furthermore, the shapes of the function ϕ are very diﬀerent.
Figure 7c shows the same function ϕ for LD with the improved
potential, and we see a marked improvement in both the
collapse and the comparison with the MD result (Figure 7a).
This is a remarkable justiﬁcation for the validity of the relative
acceleration concept as a basis for generating the improved LD
potential. For the DLA regime case (εÂA = 8.0), Figure 7d and e
shows the same scaled cluster size distrubution plots using MD
and LD with the unmodiﬁed LJ potential similar to results
previously reported in ref 15. In the DLA regime, the scaled
cluster size distributions do appear to fall on universal curves
for both cases when plotted using eq 29, but the shapes of the
scaling functions are clearly diﬀerent. In the DLA regime, the
improved LD potential has a smaller eﬀect on the scaled cluster
size distributions as seen in Figure 7f. While the maximum size
of aggregates compares better with MD using the improved LD
potential, the peak is more enhanced, showing a slight
departure from the MD result. Nevertheless, as Figure 7c and
f shows, the improved LD potential gives a far better agreement
for the scaled cluster size distribution with MD than does the
unmodiﬁed LD potential.
To address the issue of proper time evolution of aggregation
at the coarse-grained level, we have included plots of the extent
of aggregation 0 ≤ ξ < 1, deﬁned as
ξ = − M
M t
1
(0)
( )
0
0 (30)
where M0 is the zeroth moment of the CSD or total
concentration of clusters. Hence, ξ is an aggregation progress
variable that approaches unity as the system mass accumulates
in a single cluster. We plot ξ obtained from MD, unmodiﬁed
LD (LJ), and improved LD simulations for both DLA and RLA
regimes. In the RLA regime, LD with the unmodiﬁed LJ
potential (Figure 8a) predicts a very rapid increase in the extent
of aggregation when compared to MD. However, the improved
LD potential results in a dramatic improvement in the match of
predicted extent of aggregation ξ with MD (Figure 8b). This
establishes that the coarse-graining approach is able to
represent mesoscale time evolution accurately. In the DLA
regime, even LD with the unmodiﬁed LJ potential (Figure 8c)
is reasonably close to the MD result, and we ascribe the
diﬀerence to the simple model for the frictional term. As a
result, even LD with the improved potential shows the same
diﬀerence with MD in the extent of aggregation (Figure 8d).
We now examine the indirect average relative acceleration
between solute particle pairs due to other solute particles,
because this was the quantity that motivated the model
development. The match between the LD with improved
potential and the MD result in both RLA and DLA regimes
(Figure 9a and b) is much better than with the original LD
Figure 7. Normalized cluster size distributions in the RLA regime εÂA/εB̂B = 4.0 [top panel (a)−(c)], and the DLA regime εÂA/εB̂B = 8.0 [bottom
panel (d)−(f)] at diﬀerent times t ̂ = tD∞/σ2 for MD simulations with LJ potential [left column (a) and (d)]; LD simulations with LJ potential
[middle column (b) and (e)]; LD with the UAA,eff
LD potential [right column (c) and (f)].
Industrial & Engineering Chemistry Research Article
dx.doi.org/10.1021/ie3013715 | Ind. Eng. Chem. Res. 2012, 51, 16116−1613416126
model. In the RLA regime, the magnitude of the relative
acceleration and its variation with separation r are much
improved in comparison with that obtained from the original
LD model (Figure 2b). This result establishes the validity of
our modeling approach: that calibrating the eﬀect of solvent on
the average relative acceleration of solute particles, in
conjunction with our semianalytical integration procedure
that accounts for the statistical conﬁguration of solute−solvent
and solute−solute pairs, is a successful route to mesoscale
coarse-graining of MD potentials in aggregating systems.
In summary, comparison of aggregation statistics, the pair
correlation function (gAA(r)̂), the cluster size distribution
(CSD), and the indirect average relative acceleration (⟨ΔAI|r⟩),
predicted by the LD with improved potential with MD
indicates that the improved LD potential developed in this
work is successful in accurately modeling aggregation in a
model system.
6. DISCUSSION
In this section, the broader implications of this new approach to
modeling the potential of mean force between solute particles
in aggregating systems are now discussed. The CG approach we
have developed in this work is substantially diﬀerent from
existing approaches in many ways. While existing CG
approaches apply to structural properties such as RDF of
equilibrium systems, our approach addresses the problem of
Figure 8. Comparison between MD and LD (unmodiﬁed LJ and UAA,eff
LD potential) of the extent of aggregation ξ for RLA regime εÂA/εB̂B = 4.0 [top
panel: (a) and (b)], and DLA regime εÂA/εB̂B = 8.0 [bottom panel: (c) and (d)]. LD simulations with unmodiﬁed LJ potential are compared to MD
in the left column [(a) and (c)], while LD with the UAA,eff
LD potential is compared to MD in the right column [(b) and (d)].
Figure 9. Indirect average relative acceleration between A−A pairs resulting solely from other A particle interactions. LD (with UAA,effLD ) model (10
000 A-type particles) compared with MD simulation (10 000 A-type particles and 813 218 B-type particles) at time t ̂= 86.5: (a) DLA regime εAA/εBB
= 8.0; and (b) RLA regime εAA/εBB = 4.0. The indirect relative acceleration ΔÂrI is deﬁned in the caption of Figure 2.
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nonequilibrium time evolution of structure. Our approach of
deriving the evolution equation for the second-order density
and identifying the conditional relative acceleration gives a
sound physical basis for coarse-graining because it relates the
eﬀective potential to the dynamics of the system (in contrast to
adjustment of equilibrium structure using model coeﬃcients).
Our method results in an analytical form of the correction
potential without ﬁtting parameters that is based on physical
reasoning, and we can interpret the improved potential in terms
of the ratio of solute−solute to solute−solvent interaction
potential well depth. The model coeﬃcient in our approach
only determines the relative strength of the correction but does
not alter the shape of the correction potential. In our approach,
the numerical integration of the probe particle over physical
space to determine the correction term to potential interaction
needs to be performed only once (i.e., it is not an iterative
method).
This new modeling approach establishes a connection
between microscale simulation methods (such as MD) and
mesoscale simulation methods (such as LD) based on the pair
correlation function and relative acceleration. This approach
can be generalized to other mesoscale approaches (e.g., DPD)
and to other aggregation statistics of interest. The LD with
improved potential can be applied to any MD potential (LJ is
only chosen here as a standard example), and it is not limited to
isotropic potentials. The model can be used for both solvophilic
and solvophobic solute particles and is not intrinsically limited
by the number of solute types in the system. However, each of
these generalizations will modify the speciﬁc form of the
improved LD potential of mean force and extension of the
approach described here.
The model is based on the assumption that the solute−
solvent pair correlation attains a steady state on time scales that
are much shorter than aggregation time scales. In other words,
the arrangement of the solvent molecules relative to the solute
does not signiﬁcantly change even when aggregation of solute
particles occurs. Indeed, this hypothesis is supported by MD
simulations as shown in Figure 3. It is conceivable that the
interparticle interactions for some systems may violate this
assumption, and in those cases this model would be
inapplicable. The Kirkwood formula (cf., eq 18) that is used
to infer the solute−solvent potential from the steady-state
solute−solvent pair correlation is strictly valid only for dilute
systems at equilibrium. For higher solvent molecule density,
correction terms to the gAB
ss (r′) need to be introduced.47
However, these would signiﬁcantly complicate the proposed
model. For simplicity, these are neglected. Another assumption
is invoked when the mean force between a pair of solute
particles that is induced by the solute−solvent interaction
potential UAB(r′) is computed. Speciﬁcally, three-particle
densities such as h(r′|r) and h(r″|r) are approximated by
two-particle densities gAB
ss (r′) and gABss (r″), respectively (see
Appendix C for details). This assumption is strictly valid only
for dilute systems. Because key aggregation statistics are well
represented at the level of the two-particle density for low
solute densities, this approach is reasonable, and going to
higher-order closures is probably not warranted. Nevertheless,
the need for a single model constant C2 arises from a
combination of these approximations and the neglect of higher-
order statistics. Future studies may also consider improvement
of the frictional term in LD that aﬀects the rate of aggregation,
by examining the role of the friction coeﬃcient in conjunction
with this improved interaction potential.
7. CONCLUSIONS
We simulated aggregation in a model system using both
molecular dynamics and Langevin dynamics to determine the
accuracy of the LD model using the MD as a benchmark. The
structure of the aggregates is inferred from the solute−particle
pair correlation function. It is found that using the unmodiﬁed
MD solute−solute pair potential in LD results in accurate
prediction of the aggregate structure in the diﬀusion-limited
regime, but not in the reaction-limited regime. This ﬁnding
motivates the development of the LD with improved potential
for the potential of mean force between solute particles. The
transport equation for the solute particle pair correlation
function (or second-order density) informs us that improved
modeling of the relative acceleration between a pair of solute
particles in solvent is necessary for accurate prediction of the
aggregate structure. We propose an improved model for the
potential of mean force in LD by decomposing the relative
acceleration between a pair of solute particles into solute−
solute and solute−solvent interactions. We exploit the fact that
the solute−solvent pair correlation rapidly reaches a steady
state (relative to aggregation time scales), and we approximate
the solute−solvent potential using the standard Kirkwood
formula. The eﬀect of the solute−solvent interaction on solute
relative acceleration is semianalytically computed by integrating
the eﬀect of a test solvent molecule on a pair of solute particles.
Incorporating the eﬀect of the solvent in this manner leads us
to an improved speciﬁcation of the potential of mean force
between solute particles in the LD model. The LD with
improved potential dramatically improves results for the
aggregate structure in both reaction-limited and diﬀusion-
limited regimes. Moreover, the proposed model allows
microscale interactions to be related to mesoscale interactions,
thereby addressing a critical need in multiscale simulation. This
LD with improved potential also gives better prediction of the
cluster size distribution in both regimes. The model has the
capability of representing the eﬀect of solvent on aggregation in
both solvophilic and solvophobic systems.
■ APPENDIX
A. Derivation of Pair Correlation Expression for a Binary
Mixture
Here, we derive the expression for the pair correlation function
gαβ(r),α,β ∈ (A,B) in a binary system that contains two types of
particles A and B whose centers are distributed as statistically
homogeneous and isotropic point ﬁelds. The second factorial
moment measure of a point ﬁeld (see Stoyan and Stoyan39) is
generalized to a binary system with two particle types as
μ × = ⟨ − ⟩α βαβ N N( ) ( )[ ( ) 1]
(2)
1 2 1 2= = = = (31)
where 1= and 2= are sets in physical space, Nα( 1=) is the
number of α particles in region 1= , and Nβ( 2= ) is the number
of β particles in region 2= . The second factorial moment
measure μαβ
(2)( 1= × 2= ) has a density ραβ(2)(x1,x2) such that it can
be written as an integral:
∫ ∫μ ρ× =αβ αβ x x x x( ) ( , ) d d(2) 1 2 (2) 1 2 1 2
1 2
= =
= = (32)
This second-order product density ραβ
(2)(x1,x2) is the un-
normalized pair correlation function.
For a statistically homogeneous point ﬁeld, the second-order
product density ραβ
(2)(x1,x2) depends only on the pair separation
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r = x2 − x1. It is then convenient to transform 1= × 2= to R= ×
r= in (R,r) space with R = (x1 + x2)/2 and ραβ(2)(R,r)J =
ραβ
(2)(x1,x2), where the Jacobian of the transformation J =
|∂(x1,x2)/∂(R,r)| is unity, leading to
∫ ∫
μ μ
ρ
× = ×
=
αβ αβ
αβ R r R r
( ) ( )
( , ) d d
R r
(2)
1 2
(2)
(2)
R r
= = = =
= = (33)
For homogeneous and isotropic point ﬁelds, the second-
order product density ραβ
(2) depends only on the scalar
separation distance r = |r|, and can be written as
ρ = α βαβ αβr n n g r( ) ( )
(2)
(34)
where nα and nβ are the number densities of the α-type and β-
type particles, respectively. Substituting this expression into eq
33, we obtain
∫ ∫μ π× = α βαβ αβn n g r r rR( ) ( )4 d dR r r
(2) 2
R
= =
= (35)
where the integral over r= has been simpliﬁed using a spherical
volume element 4πr2 dr. Noting that
∫⟨ ⟩ =α αN n R( ) dR
R
=
= (36)
and considering the case where r= is a spherical shell with
volume V(r,Δr) = 4πr2Δr, we obtain
μ π× = ⟨ ⟩ Δα βαβ αβN n g r r r( ) ( ) ( )4R r R
(2) 2= = = (37)
provided Δr is smaller than the scale of variation of gαβ(r).
Noting that the equivalent expression for ⟨Nα( 1=)[Nβ( 2= ) −
1⟩ in eq 31 is
μ × = ⟨ − ⟩α βαβ N N( ) ( )[ ( ) 1]R r R r
(2) = = = =
leads to the following estimate for the pair correlation from
particle data:
=
⟨ Δ ⟩
⟨ ⟩ Δα βαβ
αβg r
N r r
N n V r r
( )
( , )
( , ) (38)
where ⟨Nαβ(r,Δr)⟩ is the average number of α−β pairs with a β
particle in a shell (r,Δr) separated by r from an α particle. For
the NVT ensemble considered in these simulations, the total
number of α and β particles is a constant, so it is appropriate to
replace ⟨Nα⟩ in eq 38 by the total number of α particles Nα in
the domain, leading to
=
⟨ Δ ⟩
Δα βαβ
αβg r
N r r
N n V r r
( )
( , )
( , ) (39)
In the computations, we estimate ⟨Nαβ(r,Δr)⟩ as follows. For
the ith α particle, we compute the number of β particles
Nαβ
(i)(r,Δr) whose centers r(j) relative to the α particle are
located at a distance |r(j)|∈ (r,Δr). The average number of such
pairs ⟨N(r,Δr)⟩ is estimated by averaging over all of the α
particles:
∑ Δ
α =
αβ
α
N
N r r
1
( , )
i
N
i
1
( )
Substituting this estimate into eq 39 leads to
∑≈ Δ Δα β ααβ = αβ
α⎛
⎝
⎜⎜
⎞
⎠
⎟⎟g r N n V r r N N r r( )
1
( , )
1
( , )
i
N
i
1
( )
(40)
The remaining factor nβV(r,Δr) in the denominator is simply
the expected number of β particles in the shell (r,Δr).
B. Derivation of the Transport Equation for the
Two-Particle Density ρ(2)
In the Klimontovich approach,48−50 the ensemble of particles is
characterized by a ﬁne-grained density function f1′ that is
deﬁned in a six-dimensional position-velocity space [x,v] as
∑ ∑ δ δ′ ≡ ′ = − −
= =
f t f t tx v x X v V( , , ) ( ( )) ( ( ))
i
N
i
i
N
i i
1
1
1
( )
1
( ) ( )
(41)
where the shortened notation
δ δ′ = − −f t tx X v V( ( )) ( ( ))i i i1
( ) ( ) ( )
is used to represent the delta function associated with the ith
particle. The number of particles in any region ) in [x,v] space
can be obtained by integrating the ﬁne-grained density f1′ as
follows:
∫= ′N f x v( ) d d1) ) (42)
The ensemble average of the Klimontovich ﬁne-grained density
function f1′ is the one-particle density function f, which is
written as
∑
∑ δ δ
= ⟨ ′ ⟩ = ⟨ ′ ⟩
= ⟨ − − ⟩
=
=
f t f f
t t
x v
x X v V
( , , )
( ( )) ( ( ))
i
N
i
i
N
i i
1
1
1
( )
1
( ) ( )
(43)
Integrating the one-particle density over velocity space results
in the number density n(x, t) that forms the basis for the
continuum hydrodynamic description:
∫=n t f tx x v v( , ) ( , , ) d (44)
which in turn can be integrated over physical space to obtain
the expected number of particles:
∫⟨ ⟩ =N n tx x( , ) d (45)
To characterize structural properties such as the pair
correlation function, we need to consider the two-particle
density. The one-point ﬁne-grained density in the Klimontovich
approach can be extended to its two-particle counterpart as
follows:51
∑ ∑ ∑
∑
δ
δ
δ δ
′ ′ = ′ ′ = −
−
× − −
= =
≠
=
=
≠
f f f f t
t
t t
x X
v V
x X v V
( ( ))
( ( ))
( ( )) ( ( ))
i
N
i
j
j i
N
j
i
N
i
i
j
j i
N
j j
1 2
1
1
( )
1
2
( )
1
1
( )
1
( )
1
2
( )
2
( )
(46)
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where [xk,vk,k = 1,2] are the Eulerian coordinates of the
position−velocity phase space for the particle pair. (The
summation over distinct pairs j ≠ i is necessary for the
deﬁnition of the two-particle density, whose integral is the
second factorial measure. If all pairs are included, an atomic
contribution arises in the second moment measure that does
not have a density.39,52) The ensemble average of the two-
particle ﬁne-grained density function f1′f 2′ is the two-particle
density ρ(2)(x1,x2,v1,v2,t), which is deﬁned as
ρ ≡ ⟨ ′ ′ ⟩t f fx x v v( , , , , )(2) 1 2 1 2 1 2 (47)
Integrating the two-particle density over the velocity spaces
results in the unnormalized pair correlation function:
∫ρ ρ=t tx x x x v v v v( , , ) ( , , , , ) d d(2) 1 2 (2) 1 2 1 2 1 2 (48)
which in turn can be integrated over a region ) in physical
space to obtain the second factorial moment measure:
∫ ρ⟨ − ⟩ =N N tx x x x( )[ ( ) 1] ( , , ) d d(2) 1 2 1 2) ) (49)
Substituting eq 46 into eq 47, and diﬀerentiating eq 47 with
respect to time, results in the evolution equation for the two-
particle density ρ(2)(x1,x2,v1,v2,t):
∑ ∑ρ δ
δ δ δ
δ δ δ
δ
δ δ δ
δ
δ δ δ
δ
∂
∂
= − × ∂
∂
−
− − −
− ∂
∂
− − −
−
− ∂
∂
− − −
−
− ∂
∂
− − −
−
= =
≠
t
t t
t t
t t t
t
t t t
t
t t t
t
V
x
x X
v V x X v V
V
x
x X v V x X
v V
A
v
x X v V x X
v V
A
v
x X v V x X
v V
( ( ) [ ( ( ))
( ( )) ( ) ( ( ))]
[ ( ( )) ( ( )) ( ( ))
( ( ))]
[ ( ( )) ( ( )) ( ( ))
( ( ))]
[ ( ( )) ( ( )) ( ( ))
( ( ))])
i
N
j
j i
N
i i
i j j
j i i j
j
i i i j
j
j i i j
j
(2)
1 1
( )
1
1
( )
1
( )
2
( )
2
( )
( )
2
1
( )
1
( )
2
( )
2
( )
( )
1
1
( )
1
( )
2
( )
2
( )
( )
2
1
( )
1
( )
2
( )
2
( )
(50)
where V(i) = ∂X(i)/∂t represents the velocity of the ith particle,
and ∂V(i)/∂t = A(i) = F(i)/m represents the acceleration of the
ith particle. Here, we have used the chain rule and the following
identity:
∂
∂
− = − ∂
∂
−
a
f a b
b
f a b( ) ( )
(51)
Now substituting the relation:
δ δ· − = · −a a b b a b( ) ( ) (52)
in eq 50 leads to
∑ ∑ ∑ ∑
ρ∂
∂
= − ∂
∂
′ ′ − ∂
∂
′ ′
− ∂
∂
⟨ ′ ′ ⟩ − ∂
∂
⟨ ′ ′ ⟩
= =
≠
= =
≠
t
f f f f
f f f f
x
v
x
v
v
A
v
A
[ ] [ ]
i
N
j
j i
N
i i j
i
N
j
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N
j i j
(2)
1
1 1 2
2
2 1 2
1 1 1
( )
1
( )
2
( )
2 1 1
( )
1
( )
2
( )
(53)
We now deﬁne the following functions in phase space:
∑ ∑
ρ
⟨ | ⟩ ≡
⟨ ′ ′ ⟩
= =
≠
t
t
f t f t
A x x v v
x x v v
A x v x v
, , , ,
1
( , , , , )
( , , ) ( , , )
i
N
j
j i
N
i i j
(1)
1 2 1 2 (2)
1 2 1 2
1 1
( )
1
( )
1 1 2
( )
2 2
∑ ∑
ρ
⟨ | ⟩ ≡
⟨ ′ ′ ⟩
= =
≠
t
t
f t f t
A x x v v
x x v v
A x v x v
, , , ,
1
( , , , , )
( , , ) ( , , )
i
N
j
j i
N
j i j
(2)
1 2 1 2 (2)
1 2 1 2
1 1
( )
1
( )
1 1 2
( )
2 2
if ρ(2)(x1,x2,v1,v2,t) > 0, and substituting these deﬁnitions into
eq 53 results in the following evolution equation for ρ(2):
ρ ρ ρ
ρ
ρ
∂
∂
= − ∂
∂
− ∂
∂
− ∂
∂
⟨ | ⟩
− ∂
∂
⟨ | ⟩
t
t
t
x
v
x
v
v
A x x v v
v
A x x v v
( ) ( )
( , , , , )
( , , , , )
(2)
1
1
(2)
2
2
(2)
1
(1)
1 2 1 2
(2)
2
(2)
1 2 1 2
(2)
(54)
Introducing the pair relative separation r = x2 − x1 and the
pair relative velocity w = v2 − v1, and assuming statistical
homogeneity in physical space and velocity space, leads to the
following form for the evolution of the two-particle density:
ρ ρ ρ∂
∂
+ ∂
∂
+ ∂
∂
⟨Δ | ⟩ =
t
t
r
w
w
A r w[ ] [ , ; ] 0
(2)
(2) (2)(1) (2)
(55)
where
⟨Δ | ⟩ = ⟨ | ⟩
− ⟨ | ⟩
t t
t
A r w A x x v v
A x x v v
, ; , , , ,
, , , ,
(2)(1) (2)
1 2 1 2
(1)
1 2 1 2
is the conditionally averaged relative acceleration between
particles 1 and 2. The angle brackets represent averaging over
all three-particle (and higher multiparticle) statistics.
C. Relative Acceleration Calculation
The average relative acceleration between two particles
conditional on their separation r is decomposed into direct
and indirect contributions (cf., eq 13). Assuming pairwise
interactions, an expression for the average indirect relative
acceleration is derived in terms of three-particle statistics. An
approximation for dilute systems is used to derive a closed-form
expression for the indirect relative acceleration conditional on
pair separation as a function of two-particle statistics (pair
correlation function) and the pair potential. Simple 1-D and 2-
D test systems are constructed to compare and verify numerical
simulation results with this closed-form analytical expression.
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The results show an excellent match between the numerical
simulation and the analytical expression, thereby verifying our
numerical simulation. The tests give insight into the nature of
the indirect relative acceleration and also draw attention to
special numerical accuracy requirements for calculating the
same.
We ﬁrst consider a system of identical particles experiencing
pairwise additive interactions through an isotropic pair
potential U(r). The direct relative acceleration between
particles (1) and (2) (see Figure 1), each with mass m and
separated by r = |r|, is simply
⟨Δ | ⟩ = = − ∇
m m
U rA r
F2 2
( )D (2)(1)
Here, we drop the time dependence in the relative acceleration
expressions for simplicity. We seek to derive a similar
expression for the indirect relative acceleration between
particles (1) and (2) conditional on their separation r. Toward
this end, we ﬁrst write out the unconditional average indirect
relative acceleration between particles (1) and (2) in terms of
the conditional average indirect relative acceleration as
∫
∫
α
ρ
α
⟨Δ ⟩ = ⟨Δ | ⟩
= ⟨Δ | ⟩
V
V n
g
A A r r r
A r r r
( ) d
( ) d
I R I
R I
(2)
(2)
2
(2) (56)
where α(2) = N(N − 1). The same unconditional average
indirect relative acceleration can be written in terms of the
acceleration induced by a probe particle p located at xp, on each
particle (1) and (2) as
∫
∫
α
ρ
α
ρ
⟨Δ ⟩ = ⟨ ″ ⟩ ″ ″
− ⟨ ′ ⟩ ′ ′
V
V
A A r r r r r r
A r r r r r r
( , ) ( , ) d d
( , ) ( , ) d d
I R I
R I
(3)
:(2) (3)
(3)
:(1) (3)
(57)
where α(3) = N(N − 1)(N − 2), r″ = x2 − xp, and r′ = x1 − xp as
shown in Figure 10. While this expression is exact for pairwise
interacting systems, it requires knowledge of the three-particle
density term ρ(3)(r′,r), which is unknown in general. Also, to
extract the conditional average indirect relative acceleration
from eq 57, we need to deﬁne appropriate conditional third-
order statistics.
The three-particle density ρ(3)(r′,r) can be normalized to a
three-particle correlation h(r′,r) as ρ(3)(r′,r) = n3h(r′,r),
analogous to the normalization of the two-particle density to
obtain the pair correlation ρ(2)(r) = n2g(r). The three-particle
correlation function h(r′,r) can be expressed in terms of
conditional three-particle statistics h(r′|r) and the pair
correlation function as
′ = ′|h h gr r r r r( , ) ( ) ( ) (58)
Substituting all of these expressions into eq 57, the following
expression for the average indirect relative acceleration
conditional on pair separation results:
∫
∫
⟨Δ | ⟩ = ⟨ ″ ⟩ ″| ″
− ⟨ ′ ⟩ ′| ′
V
h
V
h
A r A r r r r r
A r r r r r
1
( , ) ( ) d
1
( , ) ( ) d
I
R
I
R
I
:(2)
:(1)
(59)
This equation gives the average indirect relative acceleration
conditional on pair separation in terms of conditional three-
particle statistics.
In eq 59 for the average indirect relative acceleration
conditional on pair separation r, the integrals are taken over all
possible separation distances r′ between particle (1) and the
probe particle p, and r″ between particle (2) and probe particle
p, as shown in Figure 10. The limits of integration for r″ and r′
in eq 59 need to respect the geometrical constraint r′ + r = r″,
and to avoid overlaps of the probe particle with (1) and (2) we
must satisfy |r″| > (σ2 + σp)/2, and |r′| > (σ1 + σp)/2 (see Figure
10). We see from eq 59 that for pairwise interactions (assumed
in MD and LD), the presence of the third particle only aﬀects
the limits of integration. In general, the conditional three-
particle statistics of systems are unknown.
To verify our numerical calculation of relative acceleration,
we consider dilute systems where the conditional three-particle
statistics can be approximated such that the conditional average
indirect relative acceleration can be analytically calculated from
the pair correlation function and pair potential. Assume a dilute
system where h(r′|r) and h(r′|r) are approximated by
′| ≅ ′h gr r r( ) ( ) (60)
″| ≅ ″h gr r r( ) ( ) (61)
Equation 19 simpliﬁes to
∫
∫
⟨Δ | ⟩ = ⟨ ″ ⟩ ″ ″
− ⟨ ′ ⟩ ′ ′
V
g
V
g
A r A r r r r
A r r r r
1
( , ) ( ) d
1
( , ) ( ) d
I
R
I
R
I
:(2)
:(1)
(62)
where VR is the volume corresponding to the support
of⟨AI:(k)(r′,r)⟩g(r′) and is typically (8σ)3, and AI:(k)(r′,r) can
be computed as
′ = ′ = − ∇ ′
m m
U rA r r
F r
( , )
( ) 1
( )I k
k
:( )
( )
(63)
where k is 1 or 2, and m is the particle mass. Now eq 62 for the
conditional average indirect relative acceleration can be
calculated analytically for a speciﬁed pair correlation and pair
potential.
A dilute system with dimensionless number density n ̂ = nσd =
0.1 (where d is the dimension of the system) is considered with
spherical particles whose centers are distributed according to a
Mateŕn hard-core point process,39 which has an analytic form
Figure 10. Schematic showing a “probe” solvent molecule p, which can
occupy any point in 3-D space except volumes of solute particles 1 and
2, thus deﬁning the domain of integration for the relative acceleration
calculation.
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for the pair correlation function g(r). Because the analytical
calculations of the average relative acceleration in 3-D
(dimension of the space in which the sphere centers are
distributed) are very challenging, we consider simpler 1-D and
2-D systems. In the 1-D system, sphere centers are distributed
on a line, and in the 2-D system the sphere centers are
distributed in a plane. Particles undergo pairwise interactions
governed by the Lennard-Jones potential eq 2 with potential
well depth ε ̂ = 1.0. The solid lines in both panels of Figure 11
show the analytical result for the conditional average indirect
relative acceleration. Positive values of relative acceleration
indicate that the other particles induce an eﬀective repulsive
force between the pair, while negative values indicate eﬀective
attraction. The eﬀect of dimensionality is seen by comparing
panels (a) and (b) of Figure 11 in the range 1 < r ̂ < 2. The
slightly attractive behavior in the 1-D case for 1 < r ̂ < 2 is a
consequence of the restricted geometric arrangements that are
possible when all three particle centers are distributed on a line
(the probe particle cannot be inserted between particles (1)
and (2) below the minimum separation of r ̂ = 2). On the other
hand, if particles are distributed in a plane (or in 3-D), this
restriction is absent, and the eﬀective force is always repulsive.
For the computations, systems of 150 000 identical particles
in the 1-D case and 823 000 identical particles in the 2-D case
were generated according to the Mateŕn process with hardcore
distance h = σ, and reduced number density n ̂ = 0.1. For each of
the N(N − 1)/2 solute particle pairs separated by r, the indirect
relative acceleration for this pair due to all other N − 2 particles
is calculated (the direct interaction between particles in the pair
is excluded). Subsequently, these data are binned in separation
space r, and the conditional average indirect relative
acceleration ⟨ΔAI|r⟩ is computed as
∑
∑ ∑
⟨Δ | ⟩ = Δ Δ
= Δ Δ
=
= =
nV N
nV N K
A r A r r
A r r
1
( , )
1
( , )
I
R i
N
i
I
R R j
K
i
N
i j
I
1
1 1
,
R
(64)
where N = NR × K, NR is the number of particles found within
the volume VR, K is the number of such multiple independent
samples, and ΔAiI(r,Δr) is the relative acceleration between pair
of particles separated by r with bin size Δr. The summation
over N is interpreted as being partitioned into K independent
sample sets of NR samples each, and hence the double
summation over NR particles and K independent sample sets.
Multiple independent simulations corresponding to diﬀerent
particle conﬁgurations are performed to reduce statistical error.
The results of these computations are shown in Figure 11,
where ⟨ΔÂI|r⟩̂ = ⟨ΔAI|r⟩σm/ε and r ̂ = r/σ. The range of
interaction r ̂ for these computations is larger than the cutoﬀ
distance typically used for the potential calculations as shown in
Figure 11. Excellent agreement is found between VR⟨ΔAI|r⟩
calculated analytically using eq 22 and computed data for 1-D
and 2-D cases using eq 64. These results verify our
computation of the indirect average relative acceleration.
In aggregation problems, the relative acceleration needs to be
computed for a mixture of at least two types of particles. To
verify the computations for a mixture of particles, we randomly
tagged a speciﬁed fraction (29.5% in our test) of particles as
type A particles and the rest as type B particles. The potential
well depth for A−A interactions was varied from that of B−B
interactions such that εAA/εBB = 8. We then computed the
indirect average relative acceleration between A-type particles
due to all other particles. We obtained a good match between
our computed results and the analytical expression, but these
results are not shown here for brevity. However, we do observe
wider spread in the computational data than in the previous
case, which is attributed to the signiﬁcant reduction of the
number of pairs that are involved in the relative acceleration
computation.
These test runs for the indirect average relative acceleration
verify our computations for the pure solvent system of identical
particles as well as for the mixture of diﬀerent types of particles.
Good agreement between computations and the analytical
expression is observed for both 1-D and 2-D cases. When the
relative acceleration is extracted from a mixture, additional
independent simulations are needed to compensate for fewer
samples.
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