The n-qubit concurrence canonical decomposition (CCD) is a generalization of the two-qubit canonical decomposition SU(4) = [SU(2) ⊗ SU(2)]∆[SU(2) ⊗ SU (2)], where ∆ is the commutative group which phases the maximally entangled Bell basis. A prequel manuscript creates the CCD as a particular example of the G = KAK metadecomposition theorem of Lie theory. We hence denote it by SU(2 n ) = KAK. If C n (|ψ ) = | ψ|(−iσ y ) ⊗n |ψ | is the concurrence entanglement monotone, then computations in the K group are symmetries of a related bilinear form and so do not change the concurrence. Hence for a quantum computation v = k 1 ak 2 , analysis of a ∈ A allows one to study one aspect of the entanglement dynamics of the evolution v, i.e. the concurrence dynamics. Note that analysis of such an a ∈ A is simpler than the generic case, since A is a commutative group whose dimension is exponentially less than that of SU(N). In this manuscript, we accomplish three main goals. First, we expand upon the treatment of the odd-qubit case of the sequel, in that we (i) present an algorithm to compute the CCD in case n = 2p − 1 and (ii) characterize the maximal odd-qubit concurrence capacity in terms of convex hulls. Second, we interpret the CCD in terms of a time-reversal symmetry operator, namely the quantum bit flip |ψ → (−iσ y ) ⊗n |ψ . In this context, the CCD allows one to write any unitary evolution as a two-term product of a time-reversal symmetric and anti-symmetric evolution; no Trotterization is required. Finally, we use these constructions to study time-reversal symmetric Hamiltonians. In particular, we show that any |λ in the ground state of such an H must either develop a Kramer's degeneracy or be maximally entangled in the sense that C n (|λ ) = 1. Many time-reversal symmetric Hamiltonians are known to be non-degenerate and so produce maximally concurrent ground states.
I. INTRODUCTION
Interest in quantum computing arises for two main reasons. First, as the size of structures in integrated circuits shrinks, quantum effects become increasingly more important in the design and performance of contemporary computing devices. Indeed, a plausible argument (e.g. (ZCH03)) has been made that quantum considerations will dominate at some point within the next few decades. A second question is a more fundamental study of essential physical limits on computational power. This question leads Feynman to introduce (Fey82) the theoretical construct of the quantum bit (qubit) and to begin the development of quantum computer science. Entanglement is the label which has been generally applied to those properties of quantum-bit states which make them essentially nonlocal, i.e. they cannot be simulated by a classical computer. It is not well-understood, even from the vantage points of pure mathematics, theoretical physics, and theoretical computer science. Gaining a solid understanding of how quantum computers create and exploit entanglement to achieve their quantum-parallel efficiences is thus a fundamental question.
Much work has been done on the entanglement theory of quantum data states, and the axioms of quantum mechanics and the definition of the quantum bit cause most works in this genre to focus on the analysis of complex matrices. Specifically, the one-qubit state space H 1 ∼ = C 2 is the two-dimensional complex Hilbert space equipped with the usual Hermitian inner-product. In analogy to denoting bit values by 0 and 1 in computer science, one often writes H 1 = C{|0 } ⊕ C{|1 }. Entanglement is then a by-product of that axiom of quantum mechanics which demands that the appropriate state-space for n qubits is the n-fold tensor (Kronecker) product of the onequbit state space: H n = ⊗ n 1 H 1 = H 1 ⊗ · · · ⊗ H 1 . A local state |ψ is any state which may be written as ⊗ n j=1 |ψ j for |ψ j ∈ H 1 , while an entangled state is any state which is not local. Every state is a superposition, i.e. vector sum, of local states. For n qubits, {b j } n j=1 ⊂ F 2 a collection of bits, we abbreviate |b 1 ⊗ |b 2 ⊗ · · · |b n = |b 1 b 2 · · · b n .
Then similarly H n = C{|0 · · · 00 } ⊕ C{|0 · · ·01 } ⊕ · · ·⊕ C{|11 · · ·1 }, and a typical example of an entangled state is the Green-Horne-Zeilinger state
This is not a tensor. Physically it corresponds to a quantum state where all n qubits will be observed in the same classical outcome of either 0 or 1, yet each outcome is equally likely. Performing a computation u on the state |GHZ thus achieves a quantum parallelism due to the linear nature of quantum mechanics; the output (1/ √ 2)[ u|00 · · ·0 + u|11 · · · 1 ] is a superposition of the outputs on |00 · · ·0 and |11 · · · 1 . Given the vast number of nonlocal states such as |GHZ , a computer with access to only local data can not simulate a computer manipulating many such entangled states.
Understanding and quantifying entanglement is still the focus of much fundamental research in quantum computing and more generally quantum physics. The basic mathematical tool for studying it is known as an entanglement monotone (Vid00), which is in particular a function on H n which takes values in [0, ∞), vanishes on local states but not identically, and is never increased when |ψ is replaced by (⊗ n j=1 v j )|ψ . Among popular monotones are Meyer's Q-measure (MW02; Bre03), the Schmidt measure (EB01), and certain polynomial invariants (BL01) of eigenvalues of density matrices representing stochastic mixtures of pure data states. However, one naïvely expects that an exponentially growing number of monotones will be required to characterize entanglement, since the nonlinear subset of local states possesses only 2n degrees of freedom within the N = 2 n dimensional vector space H n . Ideally, monotones should be related to entanglement types (DVC01; VDMV02), i.e. equivalence classes of fully entangled states that are not interchangeable under local (one-qubit) computation and measurement. The most basic example is that the 3-qubit type of |GHZ is distinct from |W = (1/ √ 3)[ |001 + |010 + |100 ]. The number of types also seems to grow exponentially as the number of qubits increases, and recently some interesting work (MW02) has been completed relating entanglement types to the singular-variety stratifications of hyperdeterminants.
The particular monotone of interest to us at present is the concurrence monotone. This monotone is introduced in the two-qubit case (HW97) before being generalized to two-qudit systems (RBCHM01) and n-qubits (Won01). As it vanishes when the number of qubits is odd, we introduce a minor generalization in the prequel. Specifically, denote the quantum bit-flip ℧ : H n → H n by ℧|ψ = (−iσ y ) ⊗n |ψ , where the superscript denotes complexconjugate. Note that if we interpret the quantum bit as a spin particle, e.g. |0 = | ↑ and |1 = | ↓ , then ℧ may also be viewed as a time-reversal symmetry operator (Wig59, Ch.26), more precisely a reversal of quantum angular momentum. Then the concurrence bilinear form is the map C n : H n × H n → C given by C n (|ψ , |φ ) = φ|℧|ψ . The concurrence monotone is thus the complex absolute value of the form on the diagonal: C n (|φ ) = |C n (|φ , |φ )|.
The form C n is symmetric for n even and antisymmetric for n odd, which causes vanishing of the monotone but not the form in the odd-qubit case. In terms of entanglement types, one often thinks of concurrence as being 1 on the |GHZ type and vanishing on others, e.g.
The concurrence is also equal to 1 when evaluated on the tensor product of two Green-Horne-Zeilinger states in n/2 qubits. This paper and its prequel build machinery which allows us to consider entanglement dynamics rather than study the entanglement of particular quantum data states. Specifically, we seek to understand how much entanglement a quantum computation may create, and more generally given an evolution (family or path of computations) we wish to understand how entanglement changes over time. We next introduce the concurrence canonical decomposition (CCD) and demonstrate its use in studying the dynamics of the concurrence monotone.
Quantum computations that are closed system evolutions of the n-qubit state space are modelled mathematically by 2 n × 2 n unitary matrices u. Normalizing the global phase by dividing by the 2 n -th root of det u, we have u ∈ SU(2 n ), where SU(N = 2 n ) is the Lie group (continuous matrix group (Hel01)) of determinant-one unitary matrices. Now matrix decompositions valid for all unitary matrices may often be thought of instead as factorizations of the global group SU(N). For the two-qubit case, for example, the canonical decomposition ((CHN03, §II.B) and references) writes any 4 × 4 determinant one unitary as a product of a tensor, a matrix diagonal on the Bell basis, and a tensor. Thus any two-qubit computation is up to local unitaries a relative-phasing of the Bell basis, and one may succintly write SU(4) = [SU(2) ⊗ SU(2)]∆[SU(2) ⊗ SU(2)] for ∆ the Lie subgroup that phases the Bell basis. This two-qubit canonical decomposition has applications in control theory. It is also useful for (i) studying the entanglement capacity of two-qubit operations (ZVSW03), (ii) building efficient (small) quantum circuits in two qubits (BM03; VD03; SBM03), and (iii) classifying which two-qubit computations require fewer than average multiqubit interactions (VD03; SBM03).
Although this is not the original derivation, the two-qubit canonical decomposition is an example of the G = KAK metadecomposition theorem of Lie theory (Hel01, thm8.6, §VII.8). This theorem produces a decomposition of a reductive Lie group G given two further inputs:
• a Cartan involution (Hel01, §X.6.3,pg.518
As is standard, we write g = p ⊕ k for the decomposition of g into the −1 and +1 eigenspace of θ.
• a commutative subalgebra a ⊂ p which is maximal commutative in p.
Label K = exp k, A = exp a, where for linear G ⊂ GL(n, C) the exponential may be interpreted as a matrix exponential. The theorem asserts then that
The canonical decomposition described above is seen to be an example as follows. We abbreviate the computational basis states by collapsing the binary notation in the kets, e.g. |101 = |5 . Then the two-qubit canonical decomposition arises from θ : su(4) → su(4) by θ(X) = (−iσ
We extend this construction to n-qubits.
Then k denotes the +1-eigenspace of θ while p denotes the −1-eigenspace. Finally, in case n is even we define
with A = exp a. In case n odd, we drop the second set:
The concurrence canonical decomposition (CCD) in n-qubits is the resulting matrix decomposition SU(N) = KAK. Note that n may be even or odd.
In the prequel manuscript (BB03), we use coordinate computations to prove that the expression θ(X) of the formula is indeed a Cartan involution and then argue that the a algebra is maximal-commutative in p. Hence, for either n odd or n even, the G = KAK theorem shows that the CCD exists. Still, the algorithm in that work to computes the CCD only in the even qubit case. This manuscript uses the numerical matrix analysis literature to derive an algorithm for the odd-qubit case. We also extend the notion of concurrence capacity to the odd qubit case, as follows. Definition I.2 Let v ∈ SU(N). Then we define the pairwise concurrence capacity κ n (v) and the concurrence capacityκ n (v) as follows, for |φ , |ψ ∈ H n :
1 Some authors only use the term "Cartan involution" in the case that g is a noncompact Lie algebra. In their terminology, this definition of a Cartan involution on the Lie algebra of a compact group, e.g. su(2 n ), is rather the image of a Cartan involution of a noncompact Lie algebra through symmetric duality (g = k⊕ p) ←→ (g dual = k⊕ ip).
Note thatκ n (v) = 0 whenever n is odd, as C n (−, −) is antisymmetric in this case.
One of the central results of the prequel manuscript is a physical interpretation of K = exp(k) for K per Definition I.1. Specifically, K is the symmetry group of the concurrence bilinear form:
This implies directly that for capacities,κ n (k 1 ak 2 ) =κ n (a). Using this fact and extending certain ideas of Zhang et al (ZVSW03), we show that for n even and large, most choices of a cause any v = k 1 ak 2 to have maximal concurrence capacity of 1. Put colloquially, showing that almost always κ(v) = 1 implies most even qubit computations for n = 2p large will map some concurrence 0 state to a maximally concurrent state. The definitions above allow us to generalize their results to odd and hence arbitrary qubits. We prove the following result in this work. 
2. For n either even or odd, any
For any n, we must have
4. Suppose n = 2p − 1 is odd. Then for da the Haar measure on A,
Hence, for most a with v = k 1 ak 2 ∈ SU(2 2p−1 ) for p large, the ancilla-augmented computation (v⊗1 2 ) : H n+1 → H n+1 carries some state of concurrence 0 to some state of concurrence 1. We provide a brief word on the proof.
Given Item 3, Item 4 follows immediately by citing the result of the previous manuscript regarding the even qubit case. However, we use an alternate argument which defines an intrinsic concurrence spectrum in the case that n = 2q − 1 odd. This is slightly more involved than in the even qubit case, roughly because the type AII decompositions of SU(N) described in the prequel are less intuitive than those of type AI. Nonetheless, with effort the notion of a concurrence spectrum and the convex-hull arguments of Zhang et al generalize from two-qubits to n-qubits for n of both parities.
We mention a further application by drawing an analogy to the numerical linear algebra literature. Specifically, let g ∈ Gl(ℓ, C) be any invertible matrix in C ℓ×ℓ , perhaps not unitary. Another output of the G = KAK metadecomposition theorem for G = Gl(ℓ, C), namely the singular value decomposition or SVD, writes g = udv † where d is diagonal, real, positive, u and v are unitary, and dagger denotes the adjoint. Note that any algorithm for the SVD also provides a polar decomposition, since g = (udu † )(uv † ) with udu † Hermitian and uv † unitary. In analogy, the CCD writes any w ∈ SU(N) as w = k 1 ak 2 . Moreover, taking w = (k 1 ak † 1 )(k 1 k 2 ), we shall show that k 1 k 2 = e iH k for H k a Hamiltonian with time-reversal anti-symmetry and k 1 ak † 1 = e iH p for H p a Hamiltonian with time-reversal symmetry. Thus, algorithms for computing the CCD may also be used to write any w ∈ SU(N) as a product of exactly two unitaries with time symmetry and time anti-symmetry; no Trotterization pulsing is required.
Finally, we illustrate some of the power of the techniques contained herein to describe entanglement dynamics and ground state entanglement of time-reversal symmetric Hamiltonians. These interactions arise naturally in a many-body system with nearest neighbor couplings, and the n-concurrence is well suited to quantifying some aspects of the quantum correlations extending across the system. See §VI.
Notation and conventions
We abbreviate N = 2 n throughout. The complex conjugate is denoted using an overline rather than a star. Typically, capital letters denote Lie groups, e.g. SU(N), K, while lower case letters denote unitary operators which are elements of such groups, e.g. u, v. We use the dagger for adjoint (complex-conjugate transpose) and ∈ CP 1 the Bloch sphere, a picture for the data space of a single quantum bit. At right we illustrate the quantum bit flip of |ψ = α|0 + β|1 . Note that |ψ → σ x |ψ does not produce this picture. Moreover, if we interpret the quantum bit as a spin 1 2 particle by |ψ = α| ↑ + β| ↓ , then the quantum bit-flip ℧|ψ is a time-reversal symmetry operator. Specifically, |ψ → (−iσ y )|ψ reverses spin angular-momentum, since [|ψ ] as drawn is taken to be the axis of counter-clockwise rotation. Cf. (Uhl00).
T for transpose; e.g.
We use overlines rather than asterisks in the text to refer to complex conjugates, and notations such as e.g. |7 refer not to the state of a qudit but rather to a multiqubit state, e.g. |111 . Reference to types of Cartan involutions from the Cartan classification ((Hel01, pg.518)) appear in capitals in bold type; e.g. the involution of su(N) by θ(X) = −X T is type AI. Otherwise the notation attempts to conform to (NC00) and (Hel01).
II. TIME-REVERSAL AND THE CONCURRENCE CARTAN INVOLUTION Quantum bit-flips as time-reversal symmetry operators
Consider the one-qubit state-space H 1 , and let |ψ ∈ H 1 be a one-qubit data state. It is tyically implicit that |ψ has Hermitian inner-product one, i.e. ψ|ψ = 1. Moreover, it is also typical to disregard global phases, i.e. to interpret |ψ and e it |ψ as representing the same quantum data for t ∈ R. The reason is that such variations can not be determined by any quantum measurement. For example, the vonNeumann measurements which attempt to observe |ψ in state 0 or 1 have probabilities
Mathematically, we might view the actual quantum data as being the equivalence class [|ψ ] in the complex projective line CP 1 = (C 2 − {0})/(v ∼ re it v). We review the above in order to recall the Bloch sphere, which provides a picture of the data space of one qubit. The Bloch sphere is not the complex plane C 2 ∼ = H 1 but rather a parameterization of CP Now let b ∈ (F 2 ) n be an n-bit string. The typical procedure when quantizing a classical computation is to extend the classical outputs linearly without phases. Thus, a reasonable interpretation of "quantum bit-flip" would be to Definition II.1 We define the quantum bit-flip ℧ : H n → H n to be the R-linear but not C-linear map given by
As suggested by the R-linear comment, this operator ℧ is not a physical proccess. A map Λ : H → H on quantum states ρ ∈ H (which are convex sums of pure states) is said to be physical if the following three criteria are satisfied: (i) linearity Λ(λ 1 ρ 1 + λ 2 ρ 2 ) = λ 1 Λ(ρ 1 ) + λ 2 Λ(ρ 2 ) where λ j ∈ R, (ii) positivity Λ(ρ) = ρ ′ ≥ 0, and (iii) complete positivity. The third criterion requires that if Λ acts on one part of a system residing in composite
Proposition II.2 The bit flip operator ℧ is not physical.

Proof:
The bit flip operator acts on quantum states of n qubits as:
The last equality follows by the Hermiticity of the state ρ, where we assume ρ is written in the same basis as (σ y ) ⊗n . This map is not completely positive as we see by example (see also (Hor01)). Consider the bipartite pure state
At least one eigenvalue of the operator SWAP = ∑ 2 n j,k=0 |k j| ⊗ | j k| is −1 and Nρ ′ AB is unitarily equivalent to SWAP therefore ρ ′ AB 0.
2 The appropriate physical interpretation of the bit flip is as a time-reversal symmetry operator (Wig59, Ch.26) (Got66, pp.314-322). Wigner first defined a generic time-reversal symmetry operator Θ as any R-linear involutive map of the quantum Hilbert space which is antiunitary, i.e. complex anti-linear (Θ(α|ψ 1 + β|ψ 2 ) =ᾱΘ|ψ 1 + βΘ|ψ 2 ) and orthogonal in the induced real inner-product on R 2p ∼ = C p . Generic time-reversal symmetry operators are usually denoted by a capital Θ; we ask the reader's forebearance in distinguishing this from the lower-case θ of the introduction.
Heuristically, such a time-reversal symmetry operator Θ maps the state of system to its motion-reversed state, so that momentum eigenstates transform as Θ|p = −|p . Such an operator should also reverse spin angular momentum. In particular, suppose we view a qubit as a spin 1 2 particle, e.g. with |0 = | ↑ and |1 = | ↓ .
Given a qubit is in a state |ψ ∈ H 1 , the axis about which the quantum spin rotates counterclockwise is the Bloch sphere vector of [|ψ ] as described above. Thus, the appropriate spin-angular momentum time-reversal symmetry operator on a single quantum bit is |ψ → (−iσ y )|ψ . Consequently, as ℧ is a reasonable extension to n qubits, we view ℧ directly as a time-reversal symmetry operator which reverses spin angular momentum.
Note that in terms of Definition II.1, the concurrence form C n (|φ , |ψ ) = φ|℧|ψ . Thus, it is (almost) the component of the vector |φ as projected onto the quantum bit-flip of the vector |ψ , given each is normalized. Antipodal points in the Bloch sphere parameterization of the complex projective line CP 1 correspond to Hermitian-orthogonal states of H 1 . Hence, we obtain a picture demonstrating that
Global Cartan decompositions and time-reversal
Throughout this subsection, we refer to θ(X) = [(−iσ y ) ⊗n ] †X (−iσ y ) ⊗n as the concurrence Cartan involution, where X ∈ su(N); i.e. X = −X † and tr(X) = 0. Per the standard conventions, p denotes the −1 eigenspace of θ while k denotes the +1 eigenspace. Recall the CCD definition also posits K = exp(k).
Definition II.3
Consider H a Hamiltonian on a finite dimensional Hilbert space H ; i.e. H is selfadjoint within
Then H is time-reversal symmetric with respect to Θ iff H = ΘHΘ −1 as elements of End R (H ). A Hamiltonian is time-reversal anti-symmetric with respect to Θ iff H = −ΘHΘ −1 .
Proposition II.4 Let
as the −1 and +1-eigenspaces of θ. Recall the quantum bit-flip ℧|ψ = (−iσ y ) ⊗n |ψ , a time-reversal symmetry operator. Then
• Let H be a traceless Hamiltonian, so that iH ∈ su(N). We further use iH for the appropriate element of End R (H n ) given by multiplication by this matrix. Then θ(iH) = ℧ (iH) ℧ −1 .
• (H has time-reversal symmetry with respect to ℧) ⇐⇒ (iH ∈ p)
• (H has time-reversal anti-symmetry with respect to ℧) ⇐⇒ (iH ∈ k)
Proof: Let τ denote the complex conjugation operator |ψ → |ψ . Then ℧ = τ(−iσ y ) ⊗n , again letting (−iσ y ) ⊗n also denote the linear map multiplying by this matrix in End(H n ). Yet (−iσ y ) ⊗n is real, so equally well
The latter two items follow at once. 2 With the above proposition, we may describe the infinitesimal Cartan decomposition directly in terms of tensors of Pauli operators. To begin, let j be a standin for 0, x, y, and z with σ j = 1 2 in case j = 0 and σ x , σ y , or σ z as appropriate otherwise. A multiindex J = j 1 j 2 · · · j k · · · j n will denote a string of n of these, and J will be said to be nonzero if some Proof: Let j = 0. Then by a case study, (−iσ y ) † (σ j )(−iσ y ) = −σ j . Also, (−iσ y ) † 1(−iσ y ) = 1. Considering the tensors case by case and noting that i = −i completes the proof. 2 We note the following Corollary, which is not mentioned by Bremner et al (BDNB03, thm5 Proof: Let v = k 1 ak 2 be the CCD of v ∈ SU(N). Then in particular v = (k 1 ak † 1 )(k 1 k 2 ), and k 1 k 2 ∈ K, which is defined to be exp k for k the vector space of time anti-symmetric Hamiltonians. Moreover, let a = exp iH for iH ∈ a ⊂ p a time symmetric Hamiltonian. As iH ∈ p, we have
Thus
Remark II.7 Note that the vector space decomposition makes clear any such v may be constructed by a Trotterization procedure. However, the decomposition above requires no such pulsing of the time-symmetric and time-antisymmetric Hamiltonians. 3 Finally, we comment on a degeneracy (eigenvalue multiplicity) which will arise throughout the rest of the manuscript. This property is manifested by the phenomenon of Kramer's degeneracy (Kra30) where the eigenstates of a collection of an odd number of spin 1 2 electrons become doubly degenerate in the exclusive presence of a time-symmetric interaction, such as an electric field. The degeneracy is broken with the introduction of a magnetic field. In terms of an energy Hamiltonian H of the system, the degeneracy corresponds to 2 or greater dimensional eigenspace for energy eigenstates. We next prove that every time-reversal symmetric odd-qubit Hamiltonian has such a Kramer's degeneracy.
Lemma II.8 Suppose that |ψ ∈ H n is an eigenstate of some traceless Hamiltonian H which has time-reversal symmetry, with eigenvalue λ ∈ R. Then the quantum bit-flip ℧|ψ is also an eigenstate of eigenvalue λ.
Proof:
Since iH has time reversal symmetry, θ(iH) = −iH. Thus (−iσ y ) ⊗n (iH) + (iH)(−iσ y ) ⊗n = 0, and taking a complex conjugate produces
Now (iH)|ψ = λ|ψ , and applying Equation 14 produces Proof: Let λ j be some eigenvalue of H. By Lemma II.8, both |λ j and ℧|λ j are energy eigenstates. Should these two states be linearly independent, then λ j is degenerate. If any eigenvalue is non-degenerate, say λ k , then by antiunitarity of ℧, we must have ℧|λ k = e iϕ |λ k for some global phase ϕ. Using C n (|λ k ) = | λ k |℧|λ k | we see that this eigenstate must have concurrence one.
Suppose in particular n = 2p − 1. Then C n (−, −) is antisymmetric and vanishes on the diagonal, implying λ j |℧|λ j = 0 for all j. Consequently, |λ j and ℧|λ j are Hermitian orthogonal and may not be dependent, implying case (i). 2
III. ODD-QUBIT CONCURRENCE CAPACITIES
Recall that in this manuscript, we introduce a pairwise concurrence capacity and denote the original concurrence capacity of the prequel (BB03) with a tilde. Precisely, per Definition I.2:
We next prove Item 1 of Theorem I.3, as it motivates further study of the pairwise capacity. Note that antisymmetry of C n (−, −) in odd qubits reduces this item to the following proposition.
Proposition III.1 Suppose n = 2p is an even number of qubits. Then κ n (v) =κ n (v).
The proof requires a lemma generalizing the expression of Zhang forκ n (v). More generally, it is not convenient to make this argument self-contained, as it relies heavily on even-qubit techniques not otherwise used here. We list the topics in the prequel we exploit in the proof:
• There is an n = 2p qubit entangler E 0 so that for any k ∈ K, E † 0 kE 0 is a real unitary matrix, i.e. orthogonal. The columns of E 0 resemble |GHZ states.
• For this E 0 , any
As d is unitary diagonal, each d j is on the unit circle within C.
• The concurrence spectrum becomes λ c (v) = {d . This is a useful concept, sinceκ 2n (v) = 1 may be proven to be equivalent to 0 being within the convex hull of λ c (v). Here, the convex hull is colloquially the least polygon spanned by the points.
• A corollary (BB03, Scho.2.18) of the symmetry group theorem shows that E 0 also translates between C n (−, −) and a simpler bilinear form:
We now prove the required lemma. 
Lemma III.2 Suppose the number of qubits is even. Let z
•κ n (v) = max {| ∑ N−1 j=0 c 2 j λ j | ; z † 3 z 3 = 1, z T 3 z 3 = 0} • κ n (v) = max {| ∑ N−1 j=0 a j b j λ j | ; z † 1 z 1 = z † 2 z 2 = 1, z T 1 z 2 = 0}
Proof of Lemma III.2:
The first item appears in the prequel (BB03); cf. (ZVSW03). For the second, take vectors z 1 , z 2 and label x = E 0 z 1 , y = E 0 z 2 for x, y per Definition I.2. Then
Moreover, without loss of generality by choice of z 1 , z 2 , and symmetry we may suppose
Then the following equalities hold:
This concludes the proof of the lemma. 
Here, at the inequality we have used (|a j | − |b j |) 2 ≥ 0, equivalently 2|a j b j | ≤ |a j | 2 + |b j | 2 . Label then t 2 = z † 3 z 3 , noting t 2 ≤ 1. Then (t −1 z 3 ) † (t −1 z 3 ) = 1, so by definition ofκ 2p (v) we have
By the squeeze principle, t = 1 and hence κ n (v) =κ n (v). 2
We leave it to the reader to establish that for the pairwise concurrence capacity as with the single-argument capacity of the prequel, κ n (v) = κ n (a) for any CCD v = k 1 ak 2 . Moreover, the phased local-unitary (LU) subgroup satisfies ⊗ n 1 SU(2) ⊂ K for n of either parity per the prequel. Thus, the pairwise capacity (i) generalizes the single-argument capacity of the prequel and (ii) is invariant under local computations. This makes its study of interest, given it is nonvanishing. In fact, Item 3 of Theorem I.3 makes clear it not only is nonvanishing but has an interesting recursive property:
Let n be either even or odd, v ∈ SU(N) an n-qubit computation, and let 1 2 denote the trivial one-qubit computation. Then
We next prove this assertion: Proof of Item 3 of Theorem I.3: We note that in the following argument n may be either even or odd. By compactness of normalized states within H n , choose |φ , |ψ so that κ n (v) = C n (v|φ , v|ψ ) while C n (|φ , |ψ ) = 0.
Consider the (n + 1)-qubit states |φ ⊗ |0 , |ψ ⊗ |1 . Then writing η| = |η T ,
Now (|0 T (−iσ y )|1 ) = 1, so the above expression is [0](1) = 0. A similar argument demonstrates that
whence the result. 2 We finally prove Item 4 of Theorem I.3. The method is not to invoke Item 3 and cite the prequel. Rather, to make this account self-contained and because the relevant preliminary results are of independent interest, we extend the notion of a concurrence capacity and concurrence spectrum to n = 2p − 1 qubits. We begin by making a definition valid in either parity. Definition III.3 Let v ∈ SU(N) be an n-qubit quantum computation, with global phase normalized so that det v = 1. Then in the case that the number of qubits n is either even or odd, the concurrence spectrum λ c (v) is the
We breifly recall how this compares with the definition of the even-qubit concurrence spectrum within the prequel (BB03) . There, the definition states that the concurrence spectrum is the spectrum of (E † 0 vE 0 )(E † 0 vE 0 ) T . One motivation is that if v ∈ K in even qubits, then Ad(E 0 )SO(N) = E 0 [SO(N)]E † 0 = K demands that for any v ∈ K, we must have E † 0 vE 0 orthogonal and the matrix in question above 1 N . Now suppose two invertible matrices A, B have AB and BA diagonalizable. Then their spectra coincide, since AB = B −1 (BA)B. Thus
The latter follows from the characterization ibid. of entanglers, which up to global phase demands EE T = (−iσ y ) ⊗n . Since for n even (−iσ y ) ⊗n is its own adjoint, the two definitions coincide in this case. In fact, the expression of the prequel would produce the same concurrence spectrum were E 0 replaced by any entangler E. Remark III. 4 The new definition of the concurrence spectrum is due to Shende. It arises in a revision of the e-print (SBM03).
3 Now suppose that n = 2p−1 is odd. We next relate the concurrence spectrum to the matrix coefficients of a diagonal matrix at the core of the standard type-AII KAK decomposition, to be denoted SU(N) = Sp(N/2)DSp(N/2). We breifly recall this decomposition, as it plays the same role in the odd-qubit case that the unitary singular value decomposition SU(N) = SO(N) [diag ∩ SU(N)]SO(N) played in the even qubit case. Note also that the following account is expanded from the KAK metadecomposition theorem (Hel01, thm8.6, §VII.8) and a standard choice (Hel01, pg.452) of commutative subalgebra and involution for type AII.
First, recall that the concurrence form C n (−, −) is antisymmetric given n = 2p − 1, and that analogous to the entangler in even qubits there is a real orthogonal finagler matrix given by:
We label throughout J N = (−iσ y ) ⊗ 1 N/2 . Then the following lemma, mentioned but not proven in the prequel, shows that the finagler F 0 defined there allows one to translate between the antisymmetric form C n (−, −) and the more standard form A (|φ , |ψ ) = φ|J N |ψ .
Lemma III.5 Suppose F 0 is the standard finagler (BB03). Then for
Proof: C n (F 0 |φ , F 0 |ψ ) = φ|F T 0 (−iσ y ) ⊗n F 0 |ψ . Now by the characterization (BB03, PropII.14) of finaglers in the prequel,
Now Sp(N/2) is that copy of the symplectic group which embeds within SU(N) as the symmetries of A (−, −), i.e. satisfying A (v|φ , v|ψ ) = A (|φ , |ψ ) for all |φ , |ψ ∈ H n . In block form:
Just as in the even-qubit case one has E 0 SO(N) E † 0 = K 2p , in the odd qubit case the symmetry theorem of the prequel asserts F 0 Sp(N/2) F T 0 = K 2p−1 . Moreover, suppose we label D to be the diagonal subalgebra of SU(N):
Then given a v ∈ SU(2 2p−1 ), it suffices to compute the usual type AII decomposition
Note that a is by this expression diagonal on the states represented by the columns of the matrix F 0 , i.e. images of the computation basis states | j under F 0 . These states are similar to |GHZ states. (counted with multiplicity.)
Lemma III.6 Let n
= 2p − 1 odd. Then for v = (F 0 ω 1 F T 0 )(F 0 dF T 0 )(F 0 ω 2 F T 0 ) the CCD
Proof:
We first note, as in the even qubit discussion, that spec(AB) = spec(BA) when each is invertible and either product is diagonalizable. Thus
Note that we have used the symmetry equation that k T (−iσ y ) ⊗n k = (−iσ y ) ⊗n for any k ∈ K, the finagler characterization that F 0 J N F T 0 = (−iσ y ) ⊗n , and also that the last equality requires d to be repeat diagonal. 2 With this characterization of λ c (v) directly in terms of the odd-qubit CCD, we may now prove the final Item 4 of Theorem I.3. Recall that this asserts that for most a ∈ A given p = (n+1)/2 large, we have κ 2p−1 (v = k 1 ak 2 ) = 1 as p → ∞. We will be able to prove this by generalizing Zhang's two-qubit characterization of maximal entanglement capacity in terms of convex hulls to the odd-qubit case.
Definition III.7 Suppose n = 2p − 1. The reduced concurrence spectrumλ c (v) of v ∈ SU(N) is the set {λ j } N/2−1 j=0 
Proposition III.8 Suppose n = 2p − 1 is an odd number of qubits. Throughout, label
j=0 . Then the following hold.
Proof: The first item folllows from Lemma III.5, substituting x = F 0 z 1 , y = F 0 z 2 into the standard definition. We continue to the next item.
For the second item, we first prove =⇒. If κ n (v) = 1, then we may choose z 1 , z 2 so that
Here, note that the second inequality is an iterate of the following inequality. Using an eigenvalue analysis:
The last inequality in Equation 30 follows from the usual inequality x · y ≤ |x||y| for x, y ∈ R N/2 , in the case
Then we have via the pinched equality above that
Thus there must exist some z ∈ C, zz = 1, so that λ j α j = z|α j |, and moreover ∑ 2 Hence, a similar picture emerges for concurrence capacity one for the even and odd-qubit cases with these definitions. However, note that the number of distinct points on the unit circle will always be an even power of two, due to the Kramer's degeneracy, i.e. the inherent multiplicity in type AII. See Figure 2 for an example of a convex hull in two or three quantum bits.
Corollary III.9 For n = 2p − 1, we have the following:
IV. ODD-QUBIT ALGORITHM: REDUCTION TO A DIAGONALIZATION PROBLEM
In this section, we close a gap left in the prequel. Specifically, we present an algorithm for computing the CCD when the number of qubits is odd. Most of the answer is in fact available in the literature of numerical matrix analysis on Hamiltonian diagonalizations, but the appropriate references are not well-known. A survey (BBV92, pg.439,row4,col12) of all diagonalizations which have appeared in the literature produces the proper reference (DGKW84) .
We now outline the algorithm. Without formally allocating steps for this comment, recall that it suffices to compute the standard type AII KAK decomposition given by SU(N) = Sp(N/2) D Sp(N/2) with D the repeat diagonal subgroup of SU(N). For given v ∈ SU(2 2p−1 ) for which we wish to compute the CCD, suppose we obtain
Before describing this decomposition, we make one new definition. Definition IV.1 Let H ∈ C N×N be Hermitian. Label J N = (−iσ y ) ⊗ 1 N/2 . We say that the Hamiltonian H is J N -skew symmetric iff HJ N − J N H T = 0.
Remark IV.2
In the second diagonalization reference (DGKW84), this is rather referred to by stating that "H has a time-reversal symmetry." Note that this statement is correct for the time-reversal symmetry operator Θ = J N τ where τ is complex conjugation.
Moreover, recall the standard type AII Cartan involution (Hel01, pg.452), given by θ AII (X) = J NX J T N . Label su(N) = p AII ⊕ k AII for the corresponding Cartan decomposition into −1 and +1 eigenspaces respectively. We note that The procedure outlined below for computing the standard SU(N) = KAK decomposition of type AII is strikingly similar to the earlier algorithm proposed for type AI. The only added difficulties are (i) a more complicated formula for p 2 and (ii) a more delicate diagonalization argument for p 2 once computed. To begin, we make the following observation.
Lemma IV.3 Suppose that for v ∈ SU(N), we have v
The above equation holds in particular for p.
) is a group. Thus Thus −J N w T J N w =p 2 , and taking adjoint of each side produces the desired result.
2 With this lemma, we now present the algorithm for computing the standard type AII decomposition.
2. We may write p = exp(iH) for some Hamiltonian H which has time-reversal symmetry in the sense of Dongarra et al, i.e. iH ∈ p AII . Via an eigenspace diagonalization, compute a logarithm of p 2 = exp(2iH). Generically, any logarithm computed in this way lies in p AII . Note that in this step, it is not required that the diagonalizing matrix be symplectic. 
so the unitary matrix can be used to introduce zeros. Choose j between 1 and ℓ and construct a matrix R as the 2ℓ × 2ℓ identity matrix except that entries R ℓ+ j,ℓ+ j = R j, j = a/r and R j,ℓ+ j = −R ℓ+ j,ℓ+ j = −b/r. Then the product RH is equal to H except that the entries in rows j and ℓ + j are changed, and their new values can be determined as
k = 1, . . . , ℓ. Since this product is skew-symmetric Hamiltonian, so is RH, and it can be shown in a similar way that (RH)R † is skew-symmetric Hamiltonian. Thus we can use R as a similarity transformation that preserves the structure.
• Let S be a real orthogonal matrix of dimension n × n. Then
is skew-symmetric Hamiltonian.
Using these matrices, our construction takes ℓ − 1 steps. We describe the first step in detail. The first step places zeros in the first column of the matrix in rows 3 through 2ℓ. To put a zero in position (ℓ + j, 1) ( j = 1, . . . , n), we construct an R matrix involving rows j and ℓ + j. If r 2 j = |A j,1 | 2 + |B j,1 | 2 , then this matrix R j is the identity matrix except that entries R ℓ+ j,ℓ+ j = R j, j = A j,1 /r j and R j,ℓ+ j = −R ℓ+ j,ℓ+ j = −B j,1 /r j . We replace H by (RH)R † and update Q by premultiplying by R j , repeating this for j = 1, . . . , ℓ.
We complete the first step by putting zeros in rows 3 through n of column 1. Note that these elements are now real, since elements 2 through n are just the values r j . Thus we can construct a real orthogonal reflection (Householder) matrix of the form S = I − 2ss T whereŝ = [0, r 2 + r , r 3 , . . . , r n ]
T and s =ŝ/ ŝ . A similarity transformation of H by
produces the required zeros, and Q is updated by premultiplying by this matrix.
Steps 2 through n − 1 are similar; in step k we first put zeros in the B portion of column k using R matrices and then zero elements k + 2 through n of the A portion using a reflection matrix. The final result is that the transformed H has a real tridiagonal matrix T in place of A and A and zeros elsewhere. The QR algorithm is considered to be the algorithm of choice for determining all of the eigenvalues and eigenvectors of a real symmetric tridiagonal matrix. Given a sequence of scalar shifts σ k , this algorithm constructs a sequence of matrices. Let T 0 = T . At the kth step, k = 0, . . . , we compute
where Q k is an orthogonal matrix and R k is upper triangular. This QR factorization can be computed in O(N) operations when T k is tridiagonal by using N − 1 rotations. Then we form
In other words, T k+1 is similar to T k , and by examining the structure of the rotation matrices comprising Q k , it is easy to see that T k+1 is also tridiagonal.
If we choose σ k to be the (2ℓ, 2ℓ) element of T k , then the algorithm is essentially doing a Rayleigh quotient iteration. If this iteration converges, then the off-diagonal element in the last row and column converges to zero cubically. Once it is small enough, we can take σ k as the estimated eigenvalue and work with an (n − 1) × (n − 1) matrix.
The QR algorithm is also related to the power method: if we let Q k = Q 0 . . . Q k and R k = R k . . . R 0 , then we can see that Q k R k = (T − σ k I) . . . (T − σ 0 I), and if all of the shifts are zero, the first column of Q k converges to the eigenvector corresponding to the eigenvalue that is largest in magnitude. Therefore, the first column of T k converges to λ 1 , 0, . . . , 0 linearly if zero shifts are used. It can be shown that if the left eigenvector matrix of T has an LU factorization without pivoting then we also make progress on all of the other eigenvalues. Upon convergence, the columns of X = Q are the eigenvectors of T .
Strategies for determining shifts are a topic of intense investigation; the current best strategy is described in (BBM02). The basic QR algorithm is discussed, for example, in (Wat02) . Implementation of the algorithm requires care, and high quality implementations are available, for example, in LAPack (LAP99). Other codes are available at http://www.netlib.org.
Putting the pieces together
We construct the eigenvector matrices U and V as U = Q † 1 X and V = Q 2 T X. Note that most implementations of the QR algorithm do not guarantee that the eigenvalues are ordered, so a final sort of the eigenvalues and the columns of U and V should be done at the end if desired.
VI. ENTANGLEMENT DYNAMICS OF HAMILTONIANS H, CASE iH ∈ p
In this section we present some results specific to dynamics generated by time-reversal symmetric Hamiltonians and provide some illustrative examples of key ideas established above. We first note that there are many systems endowed with time-reversal symmetric Hamiltonians. In particular, any system with pairwise nearest neighbor coupling between qubits has iH ∈ p. A example of an interaction that occurs in many solid state systems is the Heisenberg XYZ Hamiltonian: with J x,y,z ∈ R where the sum is taken over all nearest neighbor pairs and the boundaries may be fixed or periodic. This particular class of Hamiltonians is of great theoretical interest, for it has been shown to exhibit long range order characterized by an analytic discontinuity in some thermodynamic function of the system parameters near a quantum phase transition (LSM61) . From a quantum information perspective it is important to understand how entangled are the eigenstates of many-body Hamiltonians as well their capacity to generate entanglement beginning with a non-stationary initial state. With regard to the latter issue we observe the following useful fact:
Proposition VI.1 Let p, k be as in Corollary II.5. If iH ∈ p and H ∈ R N×N , then λ c (u = e −iHt ) = {e −2iλ j t } where t ∈ R parameterizes time and λ j ∈ R are the eigenvalues of H.
Proof: By Definition III.3 the concurrence spectrum of the unitary generated by iH, u = e −iHt is λ c (u) = spec[ (−iσ y ) ⊗n † e −iHt (−iσ y ) ⊗n (e −iHt ) T ] = spec(e −iHt e −iH T t ) = spec(e −2iHt ) = { e −2iλ j t ; λ j ∈ spec(H) } These advances are complemented by a deeper understanding of the original inputs to the G = KAK theorem in terms of time-reversal symmetries. In particular, the CCD allows one to write any unitary n-qubit evolution as a product of precisely one time-reversal symmetric and one time-reversal antisymmetric evolution, without Trotterization. Moreover, we see we may interpret repeated eigenvalues of the type AII KAK decomposition on which the odd-qubit CCD is modelled in terms of a Kramer's degeneracy of the n-qubit system. A more careful study of the arguments further shows that for those time-symmetric Hamiltonians in even-qubits which have no degeneracy, the ground state of such Hamiltonians is highly entangled in the sense that it must have a maximal concurrence of 1.
Ongoing work will expand upon our current numerical study of concurrence dynamics, concurrence spectra, and highly concurrent ground states. We also hope for applications of this decomposition in the study of the design of quantum logic circuits.
