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A NONLINEAR STATIONARY PHASE METHOD FOR
OSCILLATORY RIEMANN-HILBERT PROBLEMS
YEN DO
Abstract. We study the asymptotic behavior of oscillatory Riemann-Hilbert
problems arising in the AKNS hierarchy of integrable nonlinear PDE’s. Our
method is based on the Deift-Zhou nonlinear steepest descent method in which
the given Riemann-Hilbert problem localizes to small neighborhoods of station-
ary phase points. In their original work, Deift and Zhou only considered ana-
lytic phase functions. Subsequently Varzugin extended the Deift-Zhou method
to a certain restricted class of non-analytic phase functions. In this paper, we
extend Varzugin’s method to a substantially more general class of non-analytic
phase functions. In our work real variable methods play a key role.
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1. Introduction
In many studies of asymptotical behaviors of nonlinear systems, the following
Riemann-Hilbert problem (RHP) appears: given J an invertible matrix-valued func-
tion on R, we look for a matrix-valued function M(λ) which is analytic on C \ R
and satisfies the following jump condition:
M+(λ) = M−(λ)J(λ), for a.e. λ ∈ R
M±(λ) denote the upper and lower parts of M , with appropriate normalization
at ∞ and non-tangential limits on R (denoted by the same symbols). The jump
matrix J could be thought of as the multiplicative gain of M when moving from
the lower half plane to the upper part.
In this paper, we will be only interested in the 2 × 2 case since this appears in
most of the applications. In the natural L2 setting, the following normalization
conditions are often imposed:
(1) M+(λ) − I ∈ H2(C+), M−(λ) − I ∈ H2(C−),
whereH2(C+) is the complex Hardy spaceH2 of the upper half plane andH2(C−) is
the complex Hardy space H2 of the lower half plane, and I is the identity matrix. It
is not hard to see that these conditions are equivalent to the existence of h ∈ L2(R)
such thatM± = I+C±(h). An overview of L
p Riemann-Hilbert theory is available
in [10].
For many equations in the AKNS hierarchy of integrable nonlinear PDEs, the
jump matrix J has the following oscillatory structure [1]:
J(λ, t) :=
(
1 + p(λ)q(λ) p(λ)e−itθ(λ)
q(λ)eitθ(λ) 1
)
(2)
Here p(λ) and q(λ) are the reflection coefficients of the initial data for the corre-
sponding PDE (often q = ±p), and p, q will be sufficiently smooth with sufficient
decay if the initial data is sufficiently nice (see [33] for further details). The phase
θ is real-valued and depends on the algebraic structure of the current PDE. The
precise technical assumptions on p, q, θ used in this paper will be specified later.
The oscillatory factors e±itθ originate from the evolution of the reflection coeffi-
cients when we let the initial data evolves according to the PDE. Several examples
include θ(λ) = (λ− λ0)2 for NLS and θ(λ) = 4(λ3 − 3λ20λ) for mKdV [1].
In the setting of (1) and (2), the question of interests is the long-time behavior
of the potentials
(3) u(t) = lim
λ→∞
λM12(λ, t)
(and similarly v(t) = limλ→∞ λM21(λ, t)). Here in the limits λ→∞ non-tangentially
in C. In the AKNS setting, the function u(t) recovered from (3) is a constant mul-
tiple of the solution u(x, t) to the respective nonlinear PDE, therefore the above
question corresponds to the long-time behavior u(x, t). We note that the spatial
parameter x in u(x, t) has been encoded in the phase θ and hence it is encoded in
the stationary points {λ : θ′(λ) = 0}, and in this paper the stationary points will
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be assumed constant (see also the technical assumptions on θ and p, q below). This
is the reason why we will simply write u(t) and v(t) instead of u(x, t) and v(x, t).
For simplicity of notation, we’ll often suppress t when writing M in this paper.
Oscillatory RHPs also appear in other settings, in which the structure of the os-
cillatory jump matrix J may be different from (2) and the Riemann-Hilbert solution
may no longer have the L2 normalization (1). For instance, the small-dispersion
limit ǫ→ 0+ of the KdV equation
ut − 6uux + ǫ
2uxxx = 0
corresponds to the large 1/ǫ asymptotics of an oscillatory RHP with a different
L2-normalization [16, 28]. Other examples include the (non L2)Riemann-Hilbert
formulation of Fokas, Its, Kitaev for orthogonal polynomials with varying weights
e−nV (x)dx [14] whose asymptotics plays an important role in random matrix theory
(see [6, 27] and the references therein, for related results involving random matrix
theory and orthogonal polynomials see [24, 23] and the references therein).
The study of long-time behaviors of solutions to nonlinear integrable PDEs goes
back at least to the work of Zakharov and Manakov [32], who were probably the
first to write down a correct formula for the leading asymptotics of u(t) (and v(t))
in the NLS case. Using monodromy theory, Its [19] was able to reduce the RHP
formulation for NLS to a model case, which can then be solved explicitly, giving
the desired asymptotics for u (and v).
Deift and Zhou [9] developed a rigorous nonlinear steepest descent method to
study the oscillatory RHP associated with the mKdV equation. Their argument de-
mands analyticity, at least for θ(λ) (the reflection coefficients can be approximated
by suitable analytic functions [10]). For the mKdV equation there is more than
one stationary point and Deift and Zhou were able to separate their contributions
using an operator formulation for RHPs that goes back to Beals and Coifman [1].
The first work in the non-analytic setting is due to Varzugin [31] in the set-
ting (1,2) for θ with stationary points of first order. Varzugin’s asymptotics was
previously ansatzed by Kitaev [18] using a method of isomonodromic deformation.
The steepest descent method of Deift and Zhou has been extended in various
ways. In their study of the small-dispersion limit of the KdV equation, Deift,
Venakides, and Zhou [7] discovered that the contribution to the asymptotics of the
solution u(x, t, ǫ) recovered from the solution of the corresponding RHP (via a limit
similar to (3)) comes from a family of intervals instead of the isolated stationary
points of the phase in the original RHP. The key idea is to introduce a g-function
such that after conjugating the given RHP with eig(λ)σ3/ǫ where σ3 =
(
1 0
0 −1
)
is
the third Pauli matrix, one arrives at an RHP whose jump matrix
Jnew = e
−iσ3g−(λ)/ǫJolde
iσ3g+(λ)/ǫ
is ready for a steepest descent argument (in Section 4.4 we shall discuss this further).
Furthermore, a systematic procedure for determining the intervals contributing to
the asymptotics of the Riemann-Hilbert problem was also developed. The methods
of Deift, Venakides, Zhou have been successfully applied to the orthogonal polyno-
mial setting [6], which led to deep results in random matrix theory. The argument
however still requires (real) analyticity of the phases of the new oscillatory jump
matrices. In the dispersion KdV setting, this goes back to analyticity of the initial
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data and in the orthogonal polynomial setting it goes back to analyticity of the
underlying weights.
The second extension of the steepest descent method of Deift and Zhou is the
∂-steepest descent method of McLaughlin and Miller, which first appeared in the
orthogonal polynomial setting [26, 27]. The ∂ method follows the general scheme
of the steepest descent argument of Deift-Venakides-Zhou, however non-analytic
data are now continued to the desired contours via the solution of a ∂ equation. In
particular, Green’s theorem (which works for smooth functions) is used as a remedy
for Cauchy’s theorem (which requires analyticity), and the error terms are under
control if appropriate constraints are imposed on the ∂ problem. The ∂-steepest
descent method of McLaughlin and Miller allows for non-analytic phases with two
Lipschitz derivatives near stationary points. In [11], this method was adapted to
the AKNS setting and was used to obtain long-time asymptotics for solutions to
the defocusing NLS, with sharp error bound for initial data in H1,1(R) = {f ∈ L2 :
f ′, xf ∈ L2}.
The main goal of this paper is to further demonstrate that the asymptotics
of oscillatory RHPs can be studied using analogue of real-variable tools from the
linear theory of oscillatory integrals. We shall focus on the L2-normalized RHPs
(1) with oscillatory jump matrix of the form (2) (which corresponds to the study of
long-time behavior of solutions to many nonlinear integrable PDEs), however the
author anticipates applications of the argument developed in this paper to other
settings (especially those mentioned above where nonanalytic data are frequently
encountered). Due to the length and the scope of the current paper, the extent
of the applications of the argument is not fully explored, but we shall discuss the
underlying ideas that can be used for these potential adaptations in Section 4.4.
The analysis used in this paper extends the work of Varzugin [31], and for the
RHP (1, 2) our argument allows for non-analytic phases with a finite number of
stationary points (of arbitrary orders), under fairly minimal regularity assumptions.
To see a simple connection between the setting of (1, 2) and the linear theory of
oscillatory integrals, consider a degenerate situation when q(λ) = 0. In this case,
the oscillatory RHP (1, 2) becomes abelian and can be solved using the Hilbert
transform. Recovering u(t) via the limit (3), we arrive at the linear problem: study
the asymptotics behavior of
∫
p(λ)e−itθ(λ)dλ, and this could be achieved by the
classical stationary phase method [30], which exploits cancellation resulted from
rapid oscillation of e−itθ(λ) away from the stationary points of θ. For this reason,
the presentation of the proof of the main result of this paper will follow the spirit
of the linear stationary phase method and is summarized in Section 2.
In this paper, the following assumptions will be made on θ:
(A) θ is real valued and continuously differentiable, and on the complement of a
finite set of points θ has three locally integrable derivatives.
(B) θ has stationary points λ1, . . . , λN of orders k1, . . . , kN i.e. θ is (kj +1)-time
differentiable near λj and θ
′(λj) = · · · = θ(kj)(λj) = 0 6= θ(kj+1)(λj).
(C) If λ is a stationary point of order k of θ then we require θ(k+1)(x) to be
Ho¨lder continuous at λ with some exponent β > 0, i.e. near λ
θ(k+1)(x) = θ(k+1)(λ) +O(|x − λ|β).
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If k = 1 then we assume θ(3) is integrable near λ in some high Lr, more precisely
r > 1β (by Ho¨lder’s inequality β ≥ 1/r
′, so this is automatic if r > 2). If k = 2 and
p(λ)q(λ) < 0 then we assume θ(3) is Lipschitz near λ.
For convenient, we say that a stationary point λ is focusing if p(λ)q(λ) ≥ 0 and
defocusing if p(λ)q(λ) < 0. We note that (C) is weaker than having two Lips-
chitz derivatives near primary stationary points, which by Rademacher’s theorem
is equivalent to having a bounded θ(3) there. The Lipschitz assumption of θ(3) near
defocusing secondary stationary points can also be weakened to a similar high Lr
integrability condition of θ(4), and is chosen here for simplicity of the argument.
For k, j ∈ Z+ we recall the Sobolev space Hk,j := {f ∈ L2 : f ′, . . . , f (k) ∈
L2, xf, . . . , xjf ∈ L2}.
The general assumption for p, q will be:
(D) p, q ∈ H1,0(R) such that 0 < 1 + p(x)q(x) = O(1), and p, q have sufficiently
decay (which depends on θ).
(E) p, q have two L2 derivatives near every stationary point λ, and if its order
k ≥ 3 then p(λ)q(λ) < 1. If k ≥ 3 or if k = 2 and p(λ)q(λ) < 0 then we require a
third L2 derivative for p, q near λ, and the assumption in (D) will be changed to
p, q ∈ H2,0 overall.
The regularity assumptions on p, q can be improved. For example, if N = 1 and
θ(k1+1) is constant near λ1 (such as in the case of the NLS) then we only need one
L2 derivative for each p and q if λ1 is a primary stationary point or a focusing
secondary stationary point. For a stationary point λ of order k, the requirement
p(λ)q(λ) < 1 may be removed if a certain model RHP associated with stationary
points of order k is better understood; the author plans to revisit this issue in a
future manuscript.
In this paper we will not try to optimize the decay requirements for p and q, this
however could be done for explicit θ.
For convenience of notation, denote
νj = −
1
2π
ln[1 + p(λj)q(λj)], ǫj =
{
0, kj even;
sgn(θ(kj+1)(λj)), kj odd.
Theorem 1.1. ∃t0 such that the RHP (1, 2) has unique solution for t ≥ t0.
Furthermore, as t→∞:
(i) If N = 0 then the recovered potentials u(t) and v(t) satisfies
u(t), v(t) = Oǫ(t
−1+ǫ), ǫ > 0
This can be arbitrarily improved if stronger regularity assumption on p, q, θ are
given;
(ii) If N ≥ 1 then there are dj > 0 such that(
0 u(t)
v(t) 0
)
=
N∑
j=1
[(
0 uj(t)
vj(t) 0
)
+O(t
−( 1kj+1
+dj)
)
]
The contributions of λj are of the form:
uj(t) = Ujp(λj)t
− 1kj+1 exp
(
− i
[
tθ(λj) + αj ln t− 2ωj
])
(4)
vj(t) = Vjq(λj)t
− 1kj+1 exp
(
i
[
tθ(λj) + αj ln t− 2ωj
])
(5)
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here Uj , Vj depend on λj , kj, θ
(kj+1)(λj) and p(λj)q(λj), and Uj, Vj are anti-
complex conjugates, i.e.
Uj = −Vj
while αj , ωj are real numbers and can be explicitly computed by
αj =
2ǫjνj
kj + 1
ωj =
1
2π
∫
D−
ln |λj − y|d ln[1 + pq](y) +
∑
1≤k≤N,λk 6=λj
ǫkνk ln |λj − λk|
(the right-hand side for ωj makes sense if ln(1+ pq) has sufficient decay, say H
1,1,
but ωj still exists under weaker assumption, see Section 6 and in particular (32)).
Notes: 1. Theorem 1.1 is related to a question in [5]. The unique solvability for large
t of our oscillatory RHP can be proved for a larger class of p, q (see Theorem 7.1).
A similar form of the above asymptotics when θ has one primary and one secondary
phase point was previously given as an ansatz by Kitaev [18].
2. Compared to linear theory, there is an extra ln t term in the exponent of the
leading asymptotics of u(t) and v(t). There are also interactions between stationary
points, which can be observed in the definition of ωj .
3. The error estimate O(t
−( 1kj+1
+dj)
) can be made explicit. For instance, if
r = ∞ and β1 = · · · = βN = 1 then we can take dj =
1
2(kj+1)
− ǫ, furthermore if
N = 1 then this can be improved to 1kj+1 − ǫ. In the NLS case, these estimates are
well-known from the work of Deift and Zhou [10].
4. If kj = 1 then Uj (hence Vj) can be computed explicitly (see for instance
[31]):
Uj =
iνj√
|νjθ′′(λj)t|
1√
|p(λj)q(λj)|
exp
( iπǫj
4
+ i arg Γ(iǫjνj)
)
(when p(λj) = 0 or q(λj) = 0 this should be understood in the limiting sense).
1.1. Notational conventions. In this paper, we make the following conventions:
1. Absolute value of a matrix: For any matrix M define |M | = (trM∗M)1/2
and for any matrix valued function A on R define ‖A‖p :=
∥∥|A|∥∥
p
. This makes
the respective Lp space a Banach space for 1 < p < ∞. We’ll abuse notation and
refer to this space also as Lp - it should be clear from the context what is being
referred to. Notice that the above absolute value |.| satisfies the triangle inequality,
furthermore |AB| . |A||B| for any A,B.
2. Action of operators: The action of any operator T on matrices is done entry-
wise. If T is a bounded operator on Lp then it is also bounded as an operator on
the space of 2× 2 matrices having Lp entries, with comparable norm.
3. Differentiability: f is said to be k-time differentiable if f is (k − 1)-time
continuously differentiable and f (k) is locally integrable.
4. Inequalities up to a constant: For two quantities A and B we say A . B
if there exists an absolute constant C > 0 such that |A| ≤ CB. If the constant
C depends on the parameters p1, . . . , pn we shall say that A .p1,...,pn B. In some
situations, when the dependence of C on certain parameters are not important for
the proof or the discussion, we shall abuse notation and suppress those parameters
in writing, in particular if the dependence of C on all the parameters are not im-
portant we will simply write A . B. The implicit constants used in the manuscript
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are not necessarily the same and may differ from line to line. The meaning and
conventions used for & and &p1,...,pn are understood similarly.
5. ∞−, p+, p−: For the sake of brevity of the argument, we shall often write∞−
to denote a finite number that is very large. For any finite number p we shall use
p+ to denote a finite number q > p such that q − p is sufficiently small. Similarly,
p− shall denote a finite number q < p such that p − q is sufficiently small. This
notation will be useful when applying Ho¨lder inequality, for instance we can write
‖fg‖2 ≤ ‖f‖2+‖g‖∞−.
6. Sobolev spaces: For k, j ∈ Z+ we shall denote Hk,j := {f ∈ L2 : f ′, . . . , f (k) ∈
L2, xf, . . . , xjf ∈ L2}.
2. Outline of the proof of Theorem 1.1
In this section, we describe the main ideas used to prove Theorem 1.1.
One fundamental tool that will be used throughout is the operator formulation
by Beals and Coifman for solutions to RHPs. Given a pair of L∞ weights (w−, w+),
Beals and Coifman introduced the following operator [1]
Cwf = C+(fw
−) + C−(fw
+)
here C+ ≡ H+, C− ≡ −H− and H+, H− are respectively the projections into the
complex Hardy space Hp(C+), Hp(C−) of the upper and lower half planes. This
operator can be thought of as a weighted version of the identity operator in the
Hardy decomposition of L2
f = C+(f)− C−(f)
Usually, the pair of weights (w−, w+) is obtained from a factorization of the jump
matrix
J = (I − w−)−1(I + w+)
Except for model cases that will be discussed below, the weights in this paper are in
L2 (in addition to being in L∞). In that case, if 1−Cw is invertible on L2 then the
respective RHP will be uniquely solvable and its solution can be formulated using
Cw [1] (see Section 3). Beals-Coifman’s operator formulation is useful in studying
perturbation and unique solvability of RHPs.
Our proof of Theorem 1.1 will be a sequence of reductions following the spirit of
the classical stationary phase method. In each reduction, we reduce one RHP to
another RHP such that, heuristically, if Theorem 1.1 is true for the new RHP then
it is true for the current RHP. More precisely, we will show that, for t large, unique
solvability of the new RHP implies that of the current RHP, and the respective
potentials u(t), v(t) differ by terms of highly decaying order of t. Note that for
some of the intermediate RHPs that arise during our reductions, the defining limits
for u, v may not exist (most likely the limits in the upper and lower half-planes
don’t agree). Denoting by ∆M the difference between the solutions of the old
and new RHPs, we overcome this issue by showing that the nontangential limits
lim supz→∞
∣∣∣z∆M12(z)∣∣∣ and lim supz→∞ ∣∣∣z∆M21(z)∣∣∣ decay strongly as t → ∞.
Since lim sup is sub-additive, these estimates are sufficient.
We will start from the given oscillatory RHP whose jump matrix is defined in (2)
and finally end up at N model cases. These model cases are similar and a general
study of model cases will be done in Section 10. In particular, there we’ll show the
conclusions of Theorem 1.1 for each of the model cases.
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In many reductions, we will use a variant of Varzugin’s argument [31]. Our
variant will be summarized in two perturbation schemes described in Section 4.
These schemes are useful when the weights are in L2 (in addition to being in L∞),
and they are based on the Beals-Coifman operator formulation. Several technical
estimates will be needed to make these schemes possible; they will be discussed in
Section 5.
For technical reasons, a certain phase-weight relation in (w−, w+) is essential to
our reductions, and a conjugation by a scalar RHP can be used to achieve this rela-
tion. This type of RHP was introduced by Deift and Zhou [9] for a slightly different
purpose, and was also used in [31]. If M solves our initial RHP, σ3 is the third
Pauli matrix, and δ is the solution to the above scalar RHP then the corresponding
RHP for M δ := Mδ−σ3 will have the conjugated jump matrix Jconj = δ
σ3
− Jδ
−σ3
+ .
A good choice of δ will ensure the existence of a factorization of Jconj that gives a
pair of weights (w−, w+) with the desired phase-weight relation.
The first reduction will be localization to small neighborhoods of stationary points.
We say a RHP with a pair of weight (w−, w+) is localized to a set if these weights
are supported on this set. After this reduction, the weights will be supported on a
small neighborhood of λ1, . . . , λN (if θ doesn’t have any stationary points, we can
directly reduce them to (0, 0)). In this reduction the respective potentials u(t), v(t)
differ by terms of high decaying order.
The next reduction will be phase reduction. The given RHP now has already been
localized to a small neighborhood of the stationary points. In each neighborhood,
the phase θ can be approximated by an analytic function (so overall we have a
locally analytic function). Near a stationary point λ of order k, we’ll approximate
θ by the following Taylor approximation:
θ(λ) +
θ(k+1)(λ)
(k + 1)!
(x− λ)k+1
The third reduction will be separation of contributions. To separate the contri-
bution of a stationary point λ0, consider the following setting: Let w0 be the part
of w that is supported near λ0, and w1 = w − w0 the rest. Each pair of weights
wi gives rise to a new normalized L
2-RHP. We’ll show that unique solvability of
the new RHPs imply that of the current RHP, and the current potentials u(t), v(t)
differ the sum of the respective potentials u0(t) + u1(t), v0(t) + v1(t) by terms of
high decaying order.
The separation of contributions is nontrivial in general, as matrix multiplication
is noncommutative. The main idea is to handle commutators that arise when
commuting terms during the calculation. To separate the contribution of λ0, we’ll
use an a priori estimate involving the behavior of the solution to RHPs localized
to small neighborhood of λ0. The a priori estimate will be proved using the same
reductions, i.e. starting from now we will have to show that our reductions will not
harm the validity of these estimates.
For each stationary point, we’ll generally carry out phase reduction before sepa-
rating its contribution. The reason is technical: regarding regularity, the reduction
of above-mentioned a priori estimate is more expensive than the reduction of u, v.
Because two different stationary points might require two different regularity as-
sumptions, we will iterate the phase reduction and contribution separation steps
through the list of stationary points.
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The final reduction will be a reduction to model case. To reduce a localized RHP
with a nice phase Θ(x) = a + bxk+1 to an appropriate model RHP, we will use a
steepest descent argument that goes back to Deift and Zhou [9]. The model RHP
will not have L2 weights (the weights however remain in L∞). This lack of L2
integrability prevents direct applications of Beals-Coifman operator formulation,
and hence our perturbation schemes.
To overcome the above difficulty, the main idea is to reduce the current RHP to
an approximation of the model RHP, which we’ll refer to as the pre-model RHP,
which has L2∩L∞ analytic weights. The sub-reduction to the pre-model RHP can
be done in the same way as before. To reduce the pre-model RHP to the model
RHP, we will follow [10] and exploit analytic continuation to deform the contour R
of our RHPs to the complex plane, such that on the new contour, the pre-model and
model weights have strong decay. This means L2 integrability of the weights will
be available and hence we can use our favorite Beals-Coifman operator formulation.
The second difficulty in our reduction to the model RHP is the fact that the
model weights are no longer localized to a small neighborhood of the current sta-
tionary point. This means the same argument that was used to reduce the a priori
estimates needed in our separation argument will not be directly applicable. The
main idea is to exploit analyticity of the model weights (and the pre-model weights)
to make up for this lack of localization.
Finally, Theorem 1.1 will be verified for the explicit model RHPs that arise as
consequences of the above reductions. For each stationary point, we have one model
RHP. Beals-Coifman techniques can be used in the classical settings, i.e. when
−1 < pq < 1 at the current stationary point. The quadratic non-classical case can
be studied using confluent hypergeometric functions as in [31], and for the cubic
non-classical case we’ll use a result from isomonodromy deformation theory[21].
In every reduction, it will be clear that if the new (i.e. reduced) RHP is uniquely
solvable, then so is the old RHP. Thus, the unique solvability of the model cases
will automatically imply the unique solvability of the given oscillatory RHP. Indeed,
we’ll prove a norm estimate which implies the unique solvability of RHPs. The proof
of this estimate uses the same reductions in the proof of Theorem 1.1.
3. Beals-Coifman operator formulation for RHPs
Given two weight functions w+, w− ∈ L∞, consider the following bounded Beals-
Coifman operator (acting on Lp, 1 < p <∞):
Cwf = C+(fw
−) + C−(fw
+)
Here C+ ≡ H+, C− ≡ −H− and H+, H− are respectively the projections into the
complex Hardy spaces Hp(C+), Hp(C−) of the upper and lower half planes. Cw
can take L∞ input if the weights are also in Lp.
Usually, we’ll be interested in L2 setting where the weights are obtained from a
nice factorization of J :
J(λ) = (I − w−)−1(I + w+), w± ∈ L2 ∩ L∞
The L2 ∩L∞ condition will always be assumed on the weights in this paper, unless
otherwise specified.
Theorem 3.1 (Beals-Coifman). Suppose that w± ∈ L2 ∩ L∞ are obtained from a
factorization of J . If ∃µ ∈ I + L2 satisfying µ = I + Cwµ then the L
2-RHP has a
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solution:
M±(λ) = I + C±(µ(w
+ + w−))(λ)
Proof. Notice that M+ = µ(I + w
+) and M− = µ(I − w
−). 
This theorem only gives us existence. Notice that the functional equation of µ
can be rewritten as:
(I − Cw)(µ− I) = CwI(6)
Thus, if (1 − Cw) is invertible on L2 then (6) always has a solution on L2 (it
is not hard to see that the invertibility of Cw is independent of the choice of the
factorization).
Under mild assumption on the factorizations, the invertibility of (1−Cw) indeed
implies the uniqueness of the solution constructed in the theorem of Beals and Coif-
man. This was observed by Deift and Zhou [10] under the additional assumption
that (I + w+)±1, (I − w−)±1 ∈ L∞.
The following identity (or its variant) will be used frequently in future compu-
tation: If h, g,− 12h(Hg)−
1
2g(Hh) ∈
⋃
1<p<∞ L
p then
C(h)C(g) = C
(
−
1
2
h(Hg)−
1
2
g(Hh)
)
(7)
(H denotes the Hilbert transform). This identity is a consequence of Privalov’s
theorem (see for instance Garnett [15]).
An immediate consequence of (7) is that (under the same assumption on g, h)
C±(h)C±(g) respectively belong to H
p(C±), so vanish under C∓ thanks to the
orthogonality of C+, C−. Note that this orthogonality relies on the fact that R
with the obvious orientation is a complete contour [34], see Section 9 for more
details. Essentially, this means this consequence of (7) remains true if R is replaced
by any complete contour Σ.
As an example, we’ll show the following important lemma in [9] (which was
attributed to Zhou [34]). Let 1 < p < ∞ and let CΦ, CΦ˜ respectively denote L
p
Beals-Coifman operators with L∞ weights (−Φ−,Φ+), (−Φ˜−, Φ˜+) such that
(I +Φ±)(I + Φ˜±) = I
Let w,wΦ be two pairs of L
∞ weights such that:
(I + w+Φ) = (I + w
+)(I +Φ+)
(I − w−Φ ) = (I − w
−)(I +Φ−)
Lemma 3.2. If for some 1 < p1, p2 <∞ we respectively have Φ± ∈ Hp1(C±) and
Φ˜± ∈ Hp2(C±), then the following identities are true on Lp:
1− CwΦ = (1− CΦ) ◦ (1− Cw)(8)
1− Cw = (1− CΦ˜) ◦ (1− CwΦ)(9)
(1− CΦ) ◦ (1− CΦ˜) = 1 = (1− CΦ˜) ◦ (1 − CΦ)(10)
Below, we’ll include a proof of Lemma 3.2 for future reference (which relies on
orthogonality of C+, C−). As we’ll see, L
2 integrability of w (or wΦ) won’t be
needed.
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Proof. The proof of (8) relies on the following identities
(C±h)(x)Φ±(x) = C±
(
(C+h)Φ+ − (C−h)Φ−
)
(x)(11)
for every h ∈ Lp(R), any 1 < p < ∞. Indeed, using boundedness of Φ± we can
always write Φ± = C±(g) for some g ∈ Lp1 with g,Hg ∈ L∞. Now, using (7)
it is not hard to see that (C+h)Φ+ ∈ Hp(C+), (C−h)Φ− ∈ Hp(C−), which easily
implies (11).
The rest of the proof of (8) is simply algebraic. Notice that (8) can be rewritten
as CΦ ◦ Cw = CΦ + Cw − CwΦ . Using the definition of w
±
Φ , it is not hard to see
that the right-hand side of this equation is a Beals-Coifman operator with the pair
of weights
(−w−Φ−,−w
+Φ+)
So essentially we need to understand CΦ ◦ Cw. Fix any f ∈ Lp(R). Observe that
any Beals-Coifman operator Cw can be rewritten in two ways
Cw(f) = fw
− + C−(f(w
− + w+))
= −fw+ + C+(f(w
− + w+)),
note that f(w+ + w−) ∈ Lp. Consequently, (11) and orthogonality of C± imply
C+(Cw(f)(−Φ−)) = −C+(fw
−Φ−)
C−(Cw(f)Φ+) = −C−(fw
+Φ+)
which completes the proof of (8).
The proof of (9) is exactly the same with suitable changes of symbols.
Finally, the first equality in (10) can be viewed as a special case of (8) when the
weights w± are the same as the weights ±Φ˜± (i.e. w
±
Φ ≡ 0). The second equality
in (10) follows by symmetry. 
In some cases, Φ± and Φ˜± may not belong to the above type of Hardy spaces,
but they are still analytic and uniformly bounded on the respective half planes C±.
In that case, the following lemma will be useful:
Lemma 3.3. The conclusion of Lemma 3.2 remains true if we assume Φ± and Φ˜±
are analytic and uniformly bounded on the respective half planes C±.
Proof. The main idea is to directly prove (11) instead of using (7) (which requires
the assumptions in Lemma 3.2 that we want to avoid). The rest of the argument
is exactly the same. To show (11), essentially we want to show that (C±h)Φ± ∈
Hp(C±) for h ∈ L
p. Fix any z ∈ C+. We’ll show by contour integration that
(C+h)(z)Φ+(z) = C
(
(C+h)Φ+
)
(z)(12)
Choose the contour γ to be a semicircle of radius R centered at the origin lying in
the upper half plane. Then for large R,
(C+h)(z)Φ+(z) =
1
2πi
∫ R
−R
(C+h)(x)Φ+(x)
x− z
dx+ contribution of γR
where γR := {Re
iβ : 0 ≤ β ≤ π}. Since p < ∞, to show that the contribution of
γR vanishes as R→∞ it suffices to show that
‖(C+h)(z)Φ+(z)‖Lp(γR) . ‖h‖Lp(R)
12 YEN DO
This is a consequence of the boundedness of Φ+ in the upper half plane and Car-
leson’s measure theorem (see for instance [17]), which gives, for every 1 < p <∞
‖(C+h)(z)‖Lp(γR) . ‖h‖Lp(R)
Consequently, (12) is proved for z ∈ C+. Sending z → R nontangentially, we see
that (C+h)Φ+ ∈ Hp(C+) (observe that the boundedness of Φ+ on R ensures that
(C+h)Φ+ ∈ Lp).
Similarly, (C−h)Φ− ∈ Hp(C−), and (11) can now be deduced easily. 
Remarks: Lemma 3.2 and 3.3 remain true when R is replaced by a complete contour,
and this fact is needed for contour deformation of model RHPs in Section 9. Using
(10), we can show a partial converse to the above observation of Deift and Zhou.
The following proposition is useful when it is possible to construct a nice solution
to (6). Indeed, we are able to do that for model RHPs associated with stationary
points of primary or secondary order. The proposition then implies the unique
solvability of these RHPs.
Proposition 3.1. If (I + w+)±1 and (I − w−)±1 are in L∞(R), and (6) has a
solution µ ∈ I + L2(R) such that both µ and its matrix inverse µ−1 are in L∞(R),
then (1− Cw) is invertible on Lp(R) for any 1 < p <∞. Furthermore,
‖(1− Cw)
−1‖Lp→Lp .p ‖µ‖∞‖µ
−1‖∞
(
‖(I + w+)−1‖∞ + ‖(I − w
−)−1‖∞
)
Proof. Let M± = I + C±
(
(w+ + w−)µ
)
≡ µ(I ± w±) ∈ L∞ as in the theorem of
Beals and Coifman. For any matrix valued f ∈ Lp we have:
(1− Cw)f = C+
(
f(1− w−)
)
+ C−
(
− f(1 + w+)
)
= C+
(
fµ−1M−
)
− C−
(
fµ−1M+
)
= (CM ◦ µ
−1)(f)
here µ±1 act by right multiplications on Lp (these are bounded since µ±1 ∈ L∞);
CM and CM−1 denote Beals-Coifman operators with L
∞ weights (M−,−M+) and
(M−1− ,−M
−1
+ ).
Using Liouville’s theorem, it is not hard to see that det(M) ≡ 1. By (10),
CMCM−1 = CM−1CM = 1
Consequently, (1 − Cw)−1 = µ ◦ CM−1 , and so its norm is controlled by
‖(1− Cw)
−1‖ . ‖µ‖∞‖CM−1‖
. ‖µ‖∞(‖M
−1
+ ‖∞ + ‖M
−1
− ‖∞)
. ‖µ‖∞‖µ
−1‖∞
(
‖(I + w+)−1‖∞ + ‖(I − w
−)−1‖∞
)

4. Localization schemes and essence of the nonlinear stationary
phase method
In this section, we’ll describe the two schemes used to localize our oscillatory
RHP (1,2) to small neighborhood of the stationary points. In Section 4.4 we shall
discuss potential adaptations of these schemes to other oscillatory Riemann-Hilbert
settings.
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Recall that the oscillatory jump matrix is given by (2), with the following canon-
ical factorization:
J =
(
1 pe−itθ
0 1
)(
1 0
qeitθ 1
)
= (I − w−1 )
−1(I + w+1 )(13)
i.e. w−1 =
(
0 pe−itθ
0 0
)
and w+1 =
(
0 0
qeitθ 0
)
. This factorization is not always
suitable for our reductions due to the lack of certain phase-weight relation (a suit-
able scalar RHP is needed to get the right factorization; Section 6 will be devoted to
this discussion), but here we’ll use it to demonstrate the ideas behind our schemes,
avoiding unnecessary technicalities.
Now, a perturbation of p or q leads to a weight perturbation by a term e±itθh.
Such oscillatory term will be decomposed into two components, which are handled
separately using two schemes. We assume throughout that the weights are in L∞∩
L2.
4.1. The direct scheme. The Beals-Coifman formulation suggests that small
changes in the weights won’t have any strong effect on the solution of the RHP
and hence u(t), v(t). Let (∆w−,∆w+) be added to (w−1 , w
+
1 ) to get a new pair of
weights (w−2 , w
+
2 ). The effect on u, v can be quantified by the non-tangential limit
lim supλ→∞ |λ(M1(λ) −M2(λ))| and will be estimated below.
For any pair (w−, w+), for convenience we denote w := w+ + w− and
‖w‖p := ‖w
+‖p + ‖w
−‖p
Hp(w) := ‖C−(w
+)‖p + ‖C+(w
−)‖p
Lemma 4.1. Suppose that w1 is a pair of strictly-triangular weights and ‖w1‖∞ . 1
as t→∞.
(i) Suppose that ‖(1− Cwi)
−1‖L2→L2 . 1 as t→∞ for each i = 1, 2. Then the
effect on u(t), v(t) can be controlled by
‖∆w‖2
(
H2(w2) +H2(w1)
)
+ ‖∆w‖∞H2(w2)H2(w1)
+ |
∫
∆w+w+1 |+ |
∫
∆w−w−1 |(14)
+ lim sup
λ→∞
∣∣λC(∆w)(λ)∣∣
Moreover, ‖µ1 − µ2‖2 . ‖∆w‖2 + ‖∆w‖∞H2(w2).
(ii) Suppose that ‖(1 − Cw1)
−1‖L2→L2 . 1 and ‖(1 − Cw2)
−1‖Lp→Lp .p 1 for
2 ≤ p < ∞ as t → ∞. Then the above estimates remain true if we replace
‖∆w‖∞H2(w2) by ‖∆w‖ 2p
p−2
Hp(w2).
Notes: The third term in (14) is 0 if the matrix structure of w2 resembles that of
w1. In practice, some noise may affect the structure of w2 so it won’t necessarily
be 0, but will be very small for large t.
Proof. (i) Let λ 6∈ R. Write M2(λ) −M1(λ) as
C(µ2w2)− C(µ1w1) = C
(
(µ2 − µ1)w1
)
+ C
(
(µ2 − I)∆w
)
+ C(∆w)
Note that if f ∈ L1 ∩ L2 then limλ→∞ λ(Cf)(λ) = −
1
2πi
∫
f(x)dx assuming non-
tangential limit, and ‖µ2−I‖2 = ‖(1−Cw2)
−1Cw2I‖2 . H2(w2). Thus, by Cauchy-
Schwartz, to show (14) it remains to estimate
∫
(µ2 − µ1)w1.
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Since µ2 − µ1 = C∆wµ2 + Cw1(µ2 − µ1), we get
µ2 − µ1 = (1 − Cw1)
−1C∆wµ2 = C∆wµ2 + Cw1φ
where φ = (1− Cw1)
−1C∆wµ2. Observe that for any sign combination
‖C±(µ2∆w
±)‖2 . ‖∆w‖2 + ‖∆w‖∞‖µ2 − I‖2 . ‖∆w‖2 + ‖∆w‖∞H2(w2).
Thus, ‖φ‖2 can be controlled by the same estimate. Since ‖w1‖∞ . 1, the desired
estimate for µ1 − µ2 follows immediately.
Now, using L2 orthogonality of the two Hardy spaces H2(C+), H2(C−), we can
rewrite
∫
C∆wµ2 w1 as∫
C+(µ2∆w
−)
(
C−(w
+
1 ) + w
−
1
)
+
∫
C−(µ2∆w
+)
(
w+1 + C+(w
−
1 )
)
(15)
Using Cauchy-Schwarz, the contributions of C−(w
+
1 ) in the first integral and of
C+(w
−
1 ) in the second integral are controlled by(
‖∆w‖2 + ‖∆w‖∞H2(w2)
)
H2(w1)
Below we estimate the contribution of w−1 in the first integral of (15). The contri-
bution of w+1 in the second integral can be estimated similarly. Now,∫
C+(µ2∆w
−)w−1 =
∫
µ2∆w
−w−1 +
∫
C−(µ2∆w
−)w−1
=
∫
∆w−w−1 +
∫
(µ2 − I)∆w
−w−1 +
∫
C−(µ2∆w
−)C+(w
−
1 )
The last term can be controlled as before. The second term can be controlled using
Cauchy-Schwarz and ‖w1‖∞ . 1. The eventual estimate is
|
∫
∆w−w−1 |+ ‖∆w‖2H2(w2) +
(
‖∆w‖2 + ‖∆w‖∞H2(w2)
)
H2(w1)
Similarly,
∫
Cw1φ w1 can be estimated by(
‖∆w‖2 + ‖∆w‖∞H2(w2)
)
H2(w1) + |
∫
φw−1 w
−
1 |+ |
∫
φw+1 w
+
1 |
Using strict-triangularity of w1, we have w
−
1 w
−
1 = w
+
1 w
+
1 = 0. This completes the
proof of (i).
(ii) The only difference is in the estimate of ‖C±(µ2∆w±)‖2, where we’ll use
Ho¨lder’s inequality to control it by ‖∆w‖2 + ‖∆w‖ 2p
p−2
‖µ2 − I‖p . ‖∆w‖2 +
‖∆w‖ 2p
p−2
Hp(w2). 
Remarks: 1. The above argument also proves that ‖µ1 − µ2‖2 . ‖C∆wI‖2 +
‖∆w‖∞‖µ2 − I‖2. This is useful if we want to directly exploit oscillation in ∆w.
2. For Hp(w) to decay as t→∞, we’ll see that certain phase-weight relation in
the pair (w−, w+) is desired.
3. The last term lim supλ→∞
∣∣λC(∆w)(λ)∣∣ can be crudely controlled by ‖∆w‖1,
but in our applications ∆w may consist of Hardy components (which might not
even be in L1). In that case, we will exploit cancellation of these terms under the
Cauchy transform.
4. If ‖∆w‖∞ decays as t → ∞ then it suffices to assume uniform boundedness
(as t→∞) of ‖(1−Cw1)
−1‖. For sharp applications we will try to avoid estimates
involving ‖∆w‖∞ because it generally requires stronger regularity assumptions on
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w (hence p, q). This means if applicable (ii) is better than (i). For this reason, we’ll
often use weaker assumptions on the resolvent operators. For instance, in part (ii)
we might change the assumption on (1− Cw2)
−1 to
• (1 − Cw2)
−1 is bounded from Lp+ ∩ Lp to Lp uniformly as t → ∞, for
2 ≤ p <∞.
The above argument then shows that
‖µ1 − µ2‖2 . ‖∆w‖2 + ‖∆w‖ 2q
q−2
(
Hq(w2) +Hq+(w2)
)
and the first two terms in (14) should be adjusted to
‖∆w‖2
(
H2(w2) +H2+(w2) +H2(w1)
)
+ ‖∆w‖ 2q
q−2
(
Hq+(w2) +Hq(w2)
)
H2(w1)
and the eventual effect is only an ǫ in the order of our decay estimates.
4.2. The indirect scheme. The goal of the indirect scheme is to perturb the
weights by large but very well-structured terms. This scheme is intuitively a reverse
process of the direct scheme: instead of modifying the weights, we’ll modify the
Riemann-Hilbert factorization J =M−1− M+ from outside so that
• The leading asymptotics of u(t), v(t) are not destroyed.
• The effect on J is essentially an addition of these large terms to the respec-
tive weights.
Below, we demonstrate this scheme by showing how to perturb w+1 by Φ+ a
large but well-structured term. Typically, Φ+ is an analytic function on C+ which
vanishes as z → ∞ non-tangentially, furthermore its boundary value on R is in
L2 ∩ L∞ and oscillates as t → ∞. It is important that Φ+ continutes analytically
to the upper half-plane if we want to perturb it from the positive weight w+1 . Now,
consider the following normalized L2-Riemann-Hilbert factorization
J˜ =M−1− M˜+
where M˜+ := M(I + Φ+) and J˜ = J(I + Φ+). Typically, the matrix structure
of Φ+ will be similar to that of w
+ (which in our applications will be essentially
strictly-upper or strictly-lower triangular); after all we are only working with the
only non-zero entry of this weight. This implies
J˜ = (I − w−1 )
−1(I + w+1 +Φ+ + w
+
1 Φ+)
≈ (I − w−1 )
−1(I + w+1 +Φ+)
so the essential effect on w+1 is an addition by Φ+. In practice (when we are not
using the canonical factorization (13)) it is possible that the triangular structure
of w1,Φ+ are affected by some “noise” terms (that decay strongly as t → ∞),
but these noise terms are indeed small and can be easily handled by the direct
perturbation scheme.
Now, the effect of this modification on u(t), v(t) can be controlled by
lim sup
z→∞
|z
(
M+(z)− M˜+(z)
)
| = lim sup
z→∞
|zΦ+(z)|
Using Cauchy theorem, the last limit can be written as
lim sup
z→∞
∣∣∣z 1
πi
∫
R
Φ+(x)
x− z
dx
∣∣∣ ≈ 1
π
∣∣∣ ∫
R
Φ+(x)dx
∣∣∣
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which decays as t → ∞ thanks to oscillation of Φ+ on R. The last equation is a
heuristics (since Φ+ may not be in L
1) but it captures the essential idea.
4.3. Combination of two schemes. To perturb the weights by an oscillatory
function h(x)eitΘ(x) (here Θ = ±θ), following [31] we’ll decompose it using the
Hardy decomposition:
h(x)eitΘ(x) = C+(he
itΘ)(x)− C−(he
itΘ)(x)
Under mild assumptions on h’s regularity, it turns out that if Θ′ keeps the same sign
on supp(h) then one Hardy component is small for large t, and can be perturbed
by the first scheme. The remaining term, consequently, inherits the oscillation of
heitΘ but now enjoys analytic continuation to one half-plane. It turns out that to
ensure that this remaining term has continuation to the correct half plane (so that
it can be perturbed by the second scheme), we want to have a certain phase-weight
relation in the pair of weights (w−, w+).
In Section 5 estimates on Hardy components of oscillatory functions are proved,
which then explains the reason why a correct phase-weight relation is desirable.
We make an important observation that in the second scheme, the solution (if
uniquely exists) µ to the basic equation µ = I+Cwµ stays unchanged, thanks to the
formula µ = M+(I + w
+)−1 = M−(I − w−). In the first perturbation scheme, we
have an estimate controlling ‖∆µ‖2. Consequently, during the reductions, ‖∆µ‖2
always remains small. We’ll see later that the above two schemes are analogous to
the two main steps of the steepest descent method of Deift and Zhou: the second
scheme is analogous to a contour deformation and the first scheme is analogous to
a steepest descent estimate on the deformed contour.
4.4. Essence of the nonlinear stationary phase method. In this subsection,
we shall discuss further the underlying ideas of the nonlinear stationary phase
method developed in this paper and how they may be adapted to other oscillatory
Riemann-Hilbert settings, in particular those that have been successfully studied
by the steepest descent methods of Deift, Venakides, Zhou. Successful adaptations
of these ideas will allow us to reduce the analyticity assumptions to fairly weak
regularity assumptions on the relevant Riemann-Hilbert data in these applications.
To understand asymptotics of a given oscillatory RHP, the general strategy is to
exploit the oscillation of oscillatory terms to show that the given RHP converges to a
model RHP as the large parameter goes to∞, and the solution of the limiting model
RHP will provide the desired asymptotics of the quantity of interests. For instance,
in the AKNS setting, if the phase θ has only one stationary point then the limiting
RHP is a local model RHP associated with that stationary point, and when there
are more than one stationary point we have to work a little harder to separate their
contributions. In the small-dispersion KdV and orthogonal polynomial settings, the
limiting RHPs may have a multi-interval configuration, more precisely the jump
matrix will be locally constant [7, 6]. The finiteness of the number of intervals is
implied by real analyticity [7, 6] or certain convexity of relevant Riemann-Hilbert
data [2] and we shall assume this finiteness in subsequent discussions. For these
multi-interval model RHPs, often the contribution of different intervals are not
separated and the usual strategy is to construct an explicit solution for the multi-
interval configuration [6, 7].
The steepest descent methods of Deift, Venakides, Zhou achieve the above con-
vergence through exploiting the strong decay of the oscillating terms in appropriate
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deformation contours. As briefly mentioned in the Introduction section, often the
jump matrix of the given oscillatory RHP may not be ready for the steepest descent
argument. The sense in which the jump matrix is ready is better explained through
an example. Suppose on a subinterval I of the given Riemann-Hilbert contour
(which we assume R for simplicity) the jump matrix J has a factorization
(16) J(λ, ǫ) = v−(λ, ǫ)v(λ, ǫ)v+(λ, ǫ)
where 1/ǫ is the large parameter and v± consists of oscillatory terms eiθ/ǫ that we
want to remove. As part of the Deift-Venakides-Zhou steepest descent scheme, the
contour of the given RHP will be deformed, moving v+ to the upper half plane and
v− to the lower half plane where the oscillating terms decays strongly as 1/ǫ→∞.
Consequently v+ and v− converge to constant matrices as the large parameter goes
to ∞, therefore if lim1/ǫ→∞ v(λ, ǫ) also exists then we can determine exactly the
limiting jump matrix on the current interval I (here we ignore all the endpoint
issues where strong decay is not available and the use of certain parametrix might
be needed).
In the AKNS setting, an function δ solving a scalar RHP is used to conjugate
the given jump matrix
Jnew = e
σ3δ−Jolde
−σ3δ+
and the scalar RHP is chosen so that the new jump matrix is ready for the steepest
descent argument. In the small-dispersion KdV and orthogonal polynomial settings,
this is achieved by more sophisticated versions of δ often referred to as the g-
functions (which goes back at least to [8]).
The g-function for a given oscillatory RHP is often determined by a reverse-
engineering process, as follows. Suppose that eiθ(λ)/ǫ is an oscillatory term in Jnew
that one plans to move from an interval I ⊂ R to a contour in the upper half
plane. In other words in the factorization (16) this oscillatory term would be part
of v+(λ, ǫ). It follows from the Cauchy-Riemann equation that if θ is (real) analytic
then having θ′(λ) > 0 on I will ensure strong decay of eiθ(λ)/ǫ on the new contour as
the large parameter 1/ǫ goes to∞ (this observation goes back at least to [7], see also
the beginning of Section 9 of this paper for a philosophical discussion). Similarly,
if one plans to move eiθ/ǫ to the lower half plane then it is desirable that θ′(λ) < 0
on I. These conditions on the oscillating phases translate back to conditions on g
(there are also other conditions on g, for instance in the factorization (16) of Jnew
we also want v(λ, ǫ) to converge as 1/ǫ→∞, but this is a different issue).
As discussed in the last two subsections, it is essential for the two perturbation
schemes used in this paper that the weights in our Beals-Coifman factorization
have correct phase-weight relation. In Section 5, it will be shown that the correct
phase-weight relation is
(i) The oscillating phase in w+ is locally increasing.
(ii) The oscillating phase in w− is locally decreasing.
(for details see the remarks after the proof of Lemma 5.1). Writing J = (I −
w−)−1(I + w+) ≡ v−v+, one sees that the above phase-weight relation is exactly
the monotonicity required of the phases to ensure the success of the steepest-descent
argument of Deift and Zhou. One can look at this paper from the following angle:
in the AKNS setting, given the setup of the steepest descent argument of Deift
and Zhou, one can prove the desired convergence to model RHPs using the above
two perturbation schemes. In other oscillatory RH settings, given correct phase
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monotonicity in the correct factors of Jnew (which in turn is achieved by the use
of g-functions), one should be able to establish the desired convergence (to the
model RHP) by adapting these two schemes to those settings. In other words, the
only place where the method developed in this paper differs significantly from the
Deift-Venakides-Zhou methodology is in the way one achieves the convergence to
the model RHP, where one exploits the cancellation resulted from rapid oscillation
of the oscillatory terms away from their stationary points/intervals by the use of
real-variable tools.
To apply the two perturbation schemes described in the previous two sections to
other settings, certain adaptations might be required. In settings where the quan-
tity of interests is recovered from the Riemann-Hilbert solution by a limit similar to
(3) (e.g. small-dispersion KdV), the second perturbation scheme should be immedi-
ately applicable provided that certain triangularity are available (which is often the
case). In settings where one is more interested in the asymptotics of certain entries
of the Riemann-Hilbert solution (e.g. orthogonal polynomials), the relative position
of the oscillatory factors and the entries of interests should be taken into account.
For adaptations of the first perturbation scheme, one observes that this scheme
is based on the philosophy that Riemann-Hilbert solutions depend “continuously”
on the corresponding jump matrices, and in the AKNS setting this philosophy is
quantified by the use of the Beals-Coifman operator for normalized L2-RHP. For
applications to other settings, we may have to adapt the Beals-Coifman formu-
lation to RHPs with different normalizations or different factorization structures.
Note that in the implementation of the first scheme in this paper as previously
described, triangularity of the weights has been extensively exploited to minimize
the regularity assumptions on the Riemann-Hilbert data, but it is not essential.
The next section provides the estimates needed for our perturbation schemes.
5. Hardy decomposition of oscillatory functions
Let k ≥ 1. In this section, θ(x) will denote a real valued function such that:
(i) θ is (k − 1)-time continuously differentiable everywhere. On the complement
of a finite set of points, θ has (k + 1) locally integrable derivatives.
(ii) θ has stationary points λ1, . . . , λN of order k1, . . . , kN i.e. θ is (kj + 1)-time
differentiable near λj with θ
′(λj) = · · · = θ(kj)(λj) = 0 6= θ(kj+1)(λj), and θ(kj+1)
is continuous at λj .
The value of k will depend on the actual proposition, but it should be clear from
the context. In this section, we’ll refer to (i,ii) as the two phase conditions. The
assumptions (A), (B) for Theorem 1.1 is for k = 2.
We’ll denote by x1 < · · · < xS the points mentioned in (i).
We’ll need several notions of decay relative to θ. For any k-time differentiable
function f , let fθ,k be the following weighted sum of its derivatives:∑k
β=0 |f
(β)| · wk,β(θ)
where wk,β(θ) :=
∑
αi
|θ′|−(k+α1+···+αk)|θ(2)|α1 . . . |θ(k+1)|αk
here the sum is taken over all nonnegative integers α1, . . . , αk such that
α1 + 2α2 + · · ·+ kαk = k − β(17)
(to avoid the 00 situation, the convention is: if some αj is 0 then the respective
power |θ(j+1)|αj is treated as 1). The terms in the above sum appear naturally when
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we perform integration by parts on certain oscillatory integrals. If asymptotically
θ and its derivatives behave like a polynomial of degree d then wk,β(θ) . |x|β−kd
and we can estimate fθ,k more explicitly. On the other hand, if f is compactly
supported and supported away from the stationary points then
fθ,k . |f(x)θ
(k+1)(x)| +
k∑
β=0
|f (β)(x)|(18)
For any d ∈ R, let D(θ, d, k) be the set of k-time differentiable functions f
satisfying the following two conditions:
• limx→∞(θ′)−1fθ,j(x) = 0 for every 0 ≤ j ≤ k − 1
• |θ′|dfθ,k is integrable at infinity
In particular, every compactly supported function satisfies the decay requirements
D(θ, d, k) for any θ, d.
The next lemma extends Varzugin’s localization principle in [31], here some
modifications are made to allow for less stringent assumptions on θ and for a wider
class of f .
Lemma 5.1. Let 2 ≤ p <∞. Suppose f ∈ L2 is k-time differentiable and supported
in {θ′ ≥ 0} s.t. f, f ′, . . . , f (k−1) vanish on the boundary of {θ′ > 0}. If f has
sufficient decay (say, D(θ, 1− 1p , k)) and vanishes at every endpoint λj ’s of {θ
′ > 0}
with high multiplicity, then
‖C−(fe
itθ)‖p . t
−(k−1+1/p)
If k ≥ 2, this estimate is also true for the endpoint case p =∞.
Remarks: If supp(f) ⊆ {θ′ ≤ 0}, the estimate is true for C+(feitθ) by symmetry.
Proof. We’ll largely follow the argument in [31]. Indeed, we’ll show, ∀2 ≤ p ≤ ∞
‖C−(fe
itθ)‖p .p,θ,k t
−(k−1+1/p)
(∥∥|θ′|1−1/pfθ,k∥∥1 + S∑
n=1
k−1∑
β=0
|f (β)(xn)|
)
(19)
as long as kp′ > 1. Basically, this means for p =∞ we need k ≥ 2, while for p <∞
we only require k ≥ 1, and these are exactly the conditions on k described above.
First, using Hausdorff-Young inequality, for every 2 ≤ p ≤ ∞ we have:
‖C−(fe
itθ)‖Lp(R) . ‖f̂ eitθ(−ξ)‖Lp′ξ ([0,∞))
Indeed, this is the only place the condition 2 ≤ p ≤ ∞ (i.e. 1 ≤ p′ ≤ 2) is really
needed. The rest of this argument works for 1 ≤ p ≤ ∞. This remark will be useful
for future computation, in particular the proof of Lemma 5.8.
For ξ ≥ 0, write f̂ eitθ(−ξ) = (2π)−1
∫∞
−∞
ei(xξ+tθ(x))f(x)dx, which looks like a
standard oscillatory integral, except for the term xξ. This term is however harmless
because for x ∈ supp(f), ξ and θ′(x) are of the same sign and so:
|
d
dx
(xξ + tθ(x))| = |ξ + tθ′(x)| ≥ t|θ′| ≥ 0(20)
Thus, if f behaves nicely on the boundary of {θ′ > 0} (which are essentially sta-
tionary points λj of θ), we expect this integral to decay as t→∞.
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Denote w(x) = ξ + tθ′(x) (we suppress t, ξ in w for simplicity). Let Dw be the
following operator that acts on differentiable functions:
Dwf =
d
dx
( 1
w(x)
f
)
Integration by parts k times gives us:
f̂ eitθ(−ξ) = boundary terms + ik
∫ ∞
−∞
(Dkwf)(x)e
iξx+itθ(x)dx
The boundary terms are evaluations of C(j)w e
iξx+itθ(x)Djwf at various endpoints for
some absolute constant C(j). For 0 ≤ j < k − 1 they are evaluated at ±∞ and
the endpoints of {θ′ ≥ 0}. For j = k − 1 there are also evaluations at x1, . . . , xS
as left/right limits, since θ(k−1) is not differentiable at these points. We’ll see that
the first two types of evaluations vanish, while the last is O(t−(k−1+1/p)) in Lp
′
ξ .
Indeed, the evaluations at endpoints of {θ′ ≥ 0} vanish since f vanishes at λj
with high multiplicity. To show that the evaluations at ±∞ vanish, we will control
these terms by showing
|Djwf | . t
−jfθ,j.(21)
This estimate and the given assumption on decay of f will then give the desired
claim. To prove (21), first notice that every (Djwf)(x) is a linear combination of
f (β)(x) ·
1
w(x)n
w′(x)α1 . . . w(j)(x)αj(22)
with αi ≥ 0, n ≥ 0. Now, our first observation is: ξ no longer appears in the
derivatives of w, indeed w(i) = tθ(i+1). The second observation is
n = j + α1 + · · ·+ αj
This can be easily seen by a scaling symmetry argument: replace w(x) by c · w(x)
and notice that Dncw =
1
cnDw, then do a counting of c. In addition, using a dilation
symmetry argument (i.e. replace the pair (w(x), f(x)) by (w˜(x) := w(cx), f˜ (x) :=
f(cx)) and notice that Dw˜f˜(x) = cDwf(cx)) we can also show that:
j = β + α1 + 2α2 + · · ·+ jαj
Using (20), we then can dominate (22) by
|f (β)| ·
1
|tθ′|n
|tθ(2)|α1 . . . |tθ(j+1)|αj
= t−j |f (β)| ·
1
|θ′|j+α1+···+αj
|θ(2)|α1 . . . |θ(j+1)|αj
Thus, from the definition of fθ,j we get the desired estimate (21). The last task is to
estimate the boundary terms coming from xn, which modulo an absolute constant
are of the form
lim
x→x+n
1
w
eiξx+itθ(x)Dk−1w f(x), and lim
x→x−n
1
w
eiξx+itθ(x)Dk−1w f(x)
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These limits are nontrivial only if θ′(xn) > 0, in which case their L
p′
ξ (R+) norms
can be controlled by the summation over {α1 + · · ·+ αk−1 + β = k − 1} of
|f (β)(xn)|
∥∥∥ |tθ(2)(xn)|α1 . . . |tθ(k+1)(xn)|αk−1
(tθ′(xn) + ξ)k+α1+···+αk−1
∥∥∥
Lp
′
ξ ([0,∞))
.
|f (β)(xn)|tα1+···+αk−1
t
k+α1+···+αk−1−
1
p′
= t−(k−1+
1
p )|f (β)(xn)|.
Note that the condition kp′ > 1 guarantees convergence of the Lp
′
ξ norm.
By Minkowski’s inequality, we can control ‖f̂ eitθ(−ξ)‖
Lp
′
ξ
([0,∞))
by
‖boundary terms‖
Lp
′
ξ ([0,∞))
+ ‖
∫ ∞
−∞
(Dkwf)(x)e
iξx+itθ(x)dx‖
Lp
′
ξ ([0,∞))
. t−(k−1+1/p)
S∑
n=1
k−1∑
β=0
|f (β)(xn)|+
∫ ∞
−∞
‖(Dkwf)(x)‖Lp′ξ ([0,∞))
dx
Using the triangle inequality, ‖(Dkwf)(x)‖Lp′ξ ([0,∞))
can be controlled by:
k∑
β=0
|f (β)(x)|
∑
αi
|tθ(2)(x)|α1 · · · |tθ(k+1)(x)|αk‖
1
(tθ′(x) + ξ)k+α1+···+αk
‖
Lp
′
ξ ([0,∞))
Suppose x ∈ supp(f) is not a stationary points (so θ′(x) > 0). Since kp′ > 1, the
Lp
′
norms in the last sum converge and we can rewrite this sum as
k∑
β=0
|f (β)(x)|
∑
αi
|tθ(2)(x)|α1 · · · |tθ(k+1)(x)|αk
(
p′(k + α1 + · · ·+ αk)− 1
)1/p′
|tθ′(x)|(k+α1+···+αk)−1/p′
.
k∑
β=0
|f (β)(x)|
∑
αi
|θ(2)(x)|α1 · · · |θ(k+1)(x)|αk
t
−(k− 1
p′
)
|θ′(x)|(k+α1+···+αk)−1/p′
= t−(k−1+
1
p )|θ′(x)|1/p
′
fθ,k(x)
Consequently, ‖f̂ eitθ(−ξ)‖
Lp
′
ξ ([0,∞))
is controlled by
t−(k−1+
1
p )
S∑
n=1
k−1∑
β=0
|f (β)(xn)|+
∫ ∞
−∞
t−(k−1+
1
p )|θ′|1/p
′
fθ,k(x)dx
= t−(k−1+
1
p )
( S∑
n=1
k−1∑
β=0
|f (β)(xn)|+
∥∥∥|θ′|1/p′fθ,k∥∥∥
1
)
giving the desired estimates (19).
Clearly if f ∈ D(θ, 1p′ , k) then |θ
′|1/p
′
fθ,k is integrable at ∞, so the L1 in-
tegrability of this term depends on its behavior at the stationary points, where
θ′ = 0. Below, we’ll show that if f vanishes at every λj with high multiplicity, then
|θ′|1/p
′
fθ,k is integrable at λj .
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By a simple application of L’Hospital’s rule, at λj , θ
(n) contributes a zero of
order kj + 1− n for every 1 ≤ n ≤ kj + 1:
lim
x→λj
θ(n)(x)
(x − λj)kj−n+1
=
θ(kj+1)(λj)
(kj + 1− n)!
6= 0
If k ≤ kj , the order at λj of |θ′|−(k+α1+···+αk)+1/p
′
|θ(2)|α1 · · · |θ(k+1)|αk is:
−kj
(
k +
k∑
i=1
αi −
1
p′
)
+
k∑
i=1
(kj − i)αi = β − (1 + kj)k +
kj
p′
using (17). If k > kj , the order at λj of this term is at least that much, as
kj∑
i=1
(kj − i)αi ≥
k∑
i=1
(kj − i)αi
Since θ(k+1) is locally integrable, |θ′|1/p
′
fθ,k is integrable at λj when f “vanishes”
there with high multiplicity. 
Remarks: The above lemma indicates that: to ensure the success of the perturba-
tion schemes in Section 4 we want the following phase-weight relation:
• The oscillating phase of w+ is (locally) increasing.
• The oscillating phase of w− is (locally) decreasing.
To see why, consider for example a perturbation of w+ by feitΘ, where Θ is the
oscillating phase of w+. Decompose according to our schemes
feitΘ = C+(. . . )− C−(. . . )
If Θ is locally increasing then C+(. . . ) is the large and oscillatory term, and it
has analytic continuation to the upper half-plane and can be perturbed from w+
using the indirect scheme. If Θ was locally decreasing then the large term will be
C−(. . . ), and we will not be able to perturb it away from w
+ using our second
scheme because it has analytic continuation to the wrong half-plane.
The canonical factorization (13) may lack this phase-weight relation, as θ′ is
not always positive on R. In Section 6, we’ll use a scalar RHP to get the right
factorization. This scalar RHP is the source of the interaction between stationary
points and the ln t term in the asymptotics in Theorem 1.1. The introduction of
this scalar RHP leads to the following type of functions:
Definition 5.2 (Ak + Bk decomposition). A measurable function Ω(x) has an
Ak +Bk decomposition (with respect to θ) if it is k-time differentiable and has the
following properties:
(i) Boundedness: ‖Ω‖∞ . 1
(ii) Ω(n)(x) . 1 + max1≤j≤N
1
|x−λj|n
for 1 ≤ n ≤ k − 1 while Ω(k)(x) can
be decomposed as Ak(x) + Bk(x), with ‖Ak‖2 .k 1 and |Bk(x)| .k 1 +
max1≤j≤N
1
|x−λj |k
(we understand that max1≤j≤N
1
|x−λj |k
= 0 when θ has no stationary point).
A trivial example is Ω ≡ 1. Observe that if Ω has the above properties then so
does hΩ, for any h ∈ Hk,0. Furthermore, if f ∈ Hk,0 is compactly supported and
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supported away from the stationary points then using local integrability of θ(k+1)
it is not hard to see that
‖(fΩ)θ,k‖1 . ‖f‖Hk,0 .
We’ll sometimes say that a function has an Ak +Bk decomposition on a set. This
means that (i) and (ii) are only required to be true inside that set.
Definition 5.3 (Vanish with multiplicity). A function f vanishes at λ with multi-
plicity m ≥ 0 up to the kth derivative on a neighborhood P of λ if:
(i) f is k-time differentiable on P , and
(ii) f (i)(x) . |x− λ|m−i for any 0 ≤ i ≤ k − 1, and
(iii) ‖(x− λ)k−m−
1
2 f (k)(x)‖L2(P ) . 1.
We’ll say that f vanishes at λ with multiplicity m up to the kth derivative if such
P exists. Note that m is not necessarily an integer and (ii) is trivial if i > m. As
an example, f ∈ H1,0 has multiplicity 0 up to the first derivative. If furthermore
f(λ) = 0 then the multiplicity can be improved to 12 , and if f
′ is also bounded near
λ then the multiplicity can be improved to 1− ǫ.
Lemma 5.4. Let f be k-time differentiable and supported near a stationary point
λ0 of order k0, where it vanishes with multiplicity m up to the k
th derivative. Let
Ω have an Ak +Bk decomposition on this neighborhood.
(i) Let k ≤ k0. Then for 2 ≤ p <∞,
‖C−(χ{θ′≥0}fΩe
itθ)‖p + ‖C+(χ{θ′≤0}fΩe
itθ)‖p
. max(t−(k−1+
1
p ), t
−(m+ 1p )
1
k0+1 ln t)
here ln t can be removed if m+ 1p 6= (k0+1)(k− 1+
1
p ). The estimate remains true
for p =∞ provided that m > 0 and (m+ 1∞ )
1
k0+1
≡ mk0+1 is replaced by
m
k0+1
− ǫ.
(ii) Let k ≥ k0 +1. If θ
(k+1) is Lr integrable near λ0 for some 1 ≤ r ≤ ∞ then the
above estimates remain true after the following adjustments: k0 + 1 is replaced by
k0 + 1 + c(k, p), and if p =∞ then m+
1
p = m is replaced by m− c(k, p). Here
c(k, p) =
{
1
r(k−1+ 1p )
, 2 ≤ p <∞
1
rk , p =∞
(23)
Proof. By translation invariant, we can assume that our stationary point is 0. For
convenience, denote by {|x| . 1} a small neighborhood of 0 where f is supported.
(i) It suffices to show the estimate for the first term on the left hand side.
Non-endpoint case: Assume that 2 ≤ p <∞.
Let ϕ be a C∞ cutoff taking values in [0, 1] such that ϕ(x) = 0 for |x| ≥ 2 and
ϕ(x) = 1 for |x| ≤ 1. Let ǫ > 0 be a small scale.
Let ϕǫ(x) := 1− ϕ(
x
ǫ ) and g := χ{θ′≥0}ϕǫfΩ. Using the triangle inequality and
applying estimate (19) to g, we can control ‖C−(χ{θ′≥0}fΩe
itθ)‖p by:
‖ϕ(
.
ǫ
)fΩ‖p + ‖C−(ge
itθ)‖p
. ǫ1/p sup
|x|≤ǫ
|f(x)|+ t−(k−1+
1
p )
∥∥|θ′|1−1/pgθ,k∥∥1
We’ll optimize the estimate over ǫ (by carefully keeping track of their orders). It
turns out that a good choice of ǫ decays as t→∞, so the assumption “ǫ is small”
is harmless. Note that below p is allowed to be in [1,∞].
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For 0 ≤ β ≤ k, expand g(β)(x) using the product rule and estimate it by
g(β)(x) . |(Ωf)(β)ϕǫ|+
∑
(n,α,γ)∈Sβ
|f (n)Ω(α)ϕ(γ)ǫ |
where Sβ := {(n, α, γ) ∈ Z
3
+ : n+ α+ γ = β, γ > 0}.
Note that supp(ϕǫ) ⊂ {ǫ ≤ |x| . 1}, and for γ > 0 we have ϕ(γ) . ǫ−γ1{ǫ≤|x|≤2ǫ}.
Thus, we can control g(β) by
|(Ωf)(β)|1{ǫ≤|x|.1} +
∑
Sβ
|f (n)Ω(α)|ǫ−γ1{|x|∼ǫ}
The last part of the proof of Lemma 5.1 shows that near 0 the θ-dependent
weights of |g(β)| in the weighted sum |θ′|1−
1
p gθ,k is controlled by
|x|β−(1+k0)k+
k0
p′
notice that the assumption k ≤ k0 implies that θ(k+1) is bounded near 0.
For |x| ∼ ǫ the weight of g(β) is of size ǫβ−(1+k0)k+
k0
p′ , so |θ′|1−1/pgθ,k is controlled
by the summation over 0 ≤ β ≤ k of I(β) + II(β), where
I(β) =
∑
n+α=β
|f (n)Ω(α)||x|β−(1+k0)k+
k0
p′ 1{ǫ≤|x|.1}
II(β) =
∑
Sβ
|f (n)Ω(α)|ǫ−γǫβ−(1+k0)k+
k0
p′ 1{|x|∼ǫ}
By assumption,
f (n)(x) . |x|m−n for 0 ≤ n ≤ k − 1;(24)
and ‖1{|x|.1}x
k−m− 12 f (k)(x)‖L2 . 1
Contribution of I(β): If α < k, n < k then we have a pointwise bound for Ω(α) and
f (n). Thus, the contribution in L1 of the associated term in I(β) is controlled by:∫
ǫ≤|x|.1
|x|m−n−α+β−(1+k0)k+
k0
p′ dx
Since n+ α = β, the above integral is controlled by
O(1) + ǫ
m+1−(1+k0)k+
k0
p′ | ln ǫ|,
where | ln ǫ| is not needed if m+ 1 6= (1 + k0)k −
k0
p′ , which is equivalent to
m+
1
p
6= (k − 1 +
1
p
)(k0 + 1)(25)
and O(1) is needed only when m+1 > (k0+1)k−
k0
p′ , in which case it corresponds to
a positive power of the size of our neighborhood of 0. This means that we can make
this O(1) smaller by making our neighborhood smaller. These comments apply to
similar estimates in the future.
Using Cauchy-Schwarz, the contribution of (n, α) = (k, 0) can be estimated by
‖1{|x|.1}x
k−m− 12 f (k)(x)‖2
(∫
{ǫ≤|x|.1}
x
2(m+ 12−(1+k0)k+
k0
p′
)
dx
) 1
2
which is again controlled by O(1) + ǫ
m+1−(1+k0)k+
k0
p′ | ln ǫ|
1
2 .
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To estimate the contribution of (n, α) = (0, k), we write Ω(k) = Ak + Bk and
notice first that for Bk (which has nice pointwise bound) we can proceed as before.
For Ak (with bounded L
2 norm), by Cauchy-Schwarz∫
|x|.1
|x|k−1|Ak(x)|dx .M 1
Using m+ 1 ≤ (1 + k0)k −
k0
p′ , we can similarly control the contribution of Ak by
sup
ǫ≤|x|.1
|x|m+1−(1+k0)k+
k0
p′ . O(1) + ǫ
m+1−(1+k0)k+
k0
p′
j
Consequently, the contribution of
∑k
β=0 I(β) in L
1 can be controlled by:
O(1) + ǫ
m+1−(1+k0)k+
k0
p′ | ln ǫ|
Contribution of II(β). For any term in II(β) clearly α < k and n < k, so using
(24) and pointwise bounds on derivatives of Ω, we can estimate this term by:
ǫ
−γ+β−(1+k0)k+
k0
p′
∫
|x|∼ǫ
|x|m−n−αdx ≈ ǫm+1−(1+k0)k+
k0
p′
Choice of ǫ. Now, we can estimate ‖C−(χ{θ′≥0}fΩe
itθ)‖p by
ǫ
1
p ǫm + t−(k−1+
1
p )
(
O(1) + ǫ
m+1−(1+k0)k+
k0
p′ | ln ǫ|
)
The optimal choice ǫ = t−
1
k0+1 gives the desired estimate.
Endpoint case: Consider p = ∞ under the extra assumption m > 0 (this forces
f(0) = 0). Note that ‖C−(geitθ)‖∞ can be estimated as before, so the main task is
to estimate:
‖C−(χ{θ′≥0}ϕ(
.
ǫ
)fΩeitθ)‖∞
Let h := χ{θ′≥0}ϕ(
.
ǫ )fΩe
itθ. By standard Sobolev estimates, we have
‖C−(h)‖∞ .q ‖h‖q + ‖h
′‖q ∀1 < q ≤ 2
Since f(0) = 0, it is not hard to see that h is differentiable, with the following
derivative:
χ{θ′≥0}
(1
ǫ
ϕ′(
.
ǫ
)fΩ + ϕ(
.
ǫ
)f ′Ω+ ϕ(
.
ǫj
)fΩ′ + ϕ(
.
ǫ
)fΩtθ′
)
eitθ
Notice that θ′(x) is about the size of |x|k0 for x near 0. Since both h and h′ are
supported on {|x| . ǫ}, using (24) we can control h′(x) by:
1
ǫ
|x|m + |x|m−1 + |x|m|x|−1 + |x|mt|x|k0
. |x|m−1 + tǫm+k0
Using m > 0 and choose q sufficiently close to 1, after integrating we get ‖h′‖q .
ǫm−1+
1
q + tǫm+k0+
1
q . On the other hand, ‖h‖q can be easily controlled by ǫ
m+ 1q .
Consequently
‖h‖q + ‖h
′‖q . ǫ
m−1+ 1q + tǫm+k0+
1
q
The choice ǫ = t−
1
k0+1 gives an overall estimate
‖C−(χ{θ′≥0}fΩe
itθ)‖∞ .q t
−(m−1+ 1q )
1
k0+1 ln t+ t−(k−1)
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now choosing q sufficiently close to 1 we get the desired estimate.
(ii) The proof is similar. The estimate for the weight of g ≡ g(0) will involve
θ(k+1) (which is not assumed bounded) and this has to be estimated more carefully.
Using Ho¨lder’s inequality, for that contribution we can get an estimate of
1 + ǫ
m+ 1
r′
−(k0+1)k+
k0
p′ | ln ǫ|
instead of 1 + ǫ
m+1−(k0+1)k+
k0
p′ | ln ǫ|. Eventually we have an overall estimate of
ǫm+
1
p + t−(k−1+
1
p )
(
1 + ǫ
m+ 1
r′
−(k0+1)k+
k0
p′ | ln ǫ|
)
.
then optimizing over ǫ will give us the desired estimate. The fact that we have 1r′
instead of 1 leads to the adjustment of our decaying order, as compared to (i).
The proof for the endpoint case is entirely similar. 
In the above estimates, notice that (modulo a positive power) the implicit con-
stant for t−(k−1+
1
p ) is proportional to the size of the given neighborhood.
Recall the notation kθ := max{0, k1, . . . , kN} and Hp(w) := ‖C+(w−)‖p +
‖C−(w+)‖p. The following corollaries are consequences of Lemma 5.1 and Lemma 5.4
for (m, k) = (0, 1), (12 , 1).
Corollary 5.5 (Rough estimate). Suppose w± ∈ H1,0 and both Ω1,Ω2 have A1+B1
decompositions, and θ1, θ2 satisfy the two phase conditions for k = 1. If w
± have
sufficient decay at ∞, then for 2 ≤ p <∞
Hp(wΩ) .p t
− 1
p(kθ+1)
for the pair of weights wΩ :=
(
χ{θ′2≤0}w
−Ω2e
itθ2 , χ{θ′1≥0}w
+Ω1e
itθ1
)
. If w± are
compactly supported, the implicit constant is Op
(
‖w+‖H1,0 + ‖w
−‖H1,0
)
Corollary 5.6 (Vanish at stationary points). Let f ∈ H1,0 be supported near a
stationary point λ0 of order k0, where Ω has an A1+B1 decomposition. If f(λ0) = 0
then for 2 ≤ p <∞
‖C−(χ{θ′≥0}fΩe
itθ)‖p + ‖C+(χ{θ′≤0}fΩe
itθ)‖p .p max(t
− 1p , t
−( 12+
1
p )
1
k0+1
+ǫ
)
Taking linear combination of Corollary 5.5, we see that generally Hp(w) decays
as t→∞ if there is a correct phase-weight relation in w = (w−, w+) (now the phase
is allowed to be piece-wisely defined). In that case, if ‖(1−Cw)−1‖Lp→Lp . 1 then
the solution µ to µ = I + Cwµ satisfies:
‖µ− I‖p = ‖(1− Cw)
−1CwI‖p . Hp(w) . t
− 1
p(kθ+1) .
Corollary 5.7 (Almost orthogonality). Assume that Ω±1 ,Ω
±
2 have A1+B1 decom-
positions and θ1, θ2 satisfy the two phase conditions for k = 1. For each j ∈ {1, 2},
consider the restriction to {θ′j ≥ 0} of a pair of compactly supported H
1,0 weights
wj =
(
χ{θ′j≥0}w
−
j e
−itθj , χ{θ′j≥0}w
+
j e
itθj
)
.
If supp(w1) and supp(w2) are disjoint then ∀2 ≤ p <∞, the Lp operators Cw1Ω1 , Cw2Ω1
are almost orthogonal in the sense:
‖Cw1Ω1Cw2Ω2‖Lp→Lp .p t
− 1
p(kθ1
+1) ‖w1‖H1,0‖w2‖H1,0
‖Cw2Ω2Cw1Ω1‖Lp→Lp .p t
− 1
p(kθ2
+1) ‖w1‖H1,0‖w2‖H1,0
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for large t. The implicit constants depend on θ and the support of the weights.
Proof. By symmetry, it suffices to show the first estimate. Let f ∈ Lp. Since w1, w2
have disjoint supports, distance(supp(w1), supp(w2)) & 1 and (Cw2f)(λ) is analytic
at every λ ∈ w1. By Ho¨lder’s inequality, for every n ≥ 0 and λ ∈ supp(w1):
dn
dλn
(Cw2Ω2f)(λ) .
∣∣∣ ∫ f(x)χ{θ′2≥0}w+2 (x)Ω+2 (x)eitθ2
(x− λ)n+1
dx
∣∣∣
+
∣∣∣ ∫ f(x)χ{θ′2≥0}w−2 (x)Ω−2 (x)e−itθ2
(x− λ)n+1
dx
∣∣∣
. ‖f‖p‖w2‖∞
( ∫
|x−λ|&1
1
|x− λ|(n+1)p′
dx
) 1
p′
.n,p ‖f‖p‖w2‖∞
Now applying Corollary 5.5, we have
‖Cw1Ω1(Cw2Ω2f)‖p .p t
− 1p(kθ1+1)
(∥∥w+1 Cw2Ω2f∥∥H1,0 + ∥∥w−1 Cw2Ω2f∥∥H1,0)
.p t
− 1p(kθ1+1) ‖w2‖∞‖w1‖H1,0‖f‖p

Again, by taking linear combination, Corollary 5.7 remains true if there is a
correct phase-weight relation in the pairs of weights w1 and w2.
The next lemma summarizes standard results in linear theory (see for instance
Stein [30]) and is included here for convenience. In this lemma, f have enough
decay to ensure that relevant tail L1 norms are finite.
Lemma 5.8. Let f be k-time differentiable and supported near a stationary point
λ0 where it vanishes with multiplicity m up to the k
th derivative. Let Ω have an
Ak +Bk decomposition on this neighborhood. Then∫
fΩeitθdx .
max(t−k, t
− m+1k0+1 ln t), k ≤ k0
max(t−k, t
− m+1
k0+1+
1
rk ln t), k ≥ k0 + 1
(26)
Corollary 5.9. With the same assumptions as in Lemma 5.8, for any λ0 ∈ C such
that distance(λ0, supp(f)) & 1 we can control C(fΩe
itθ)(λ0) by the same estimate
as in (26).
(write the left-hand side in integral form and apply the result of the lemma.)
Proof of Lemma 5.8. Take a smooth cutoff ϕ as before, we’ll proceed as in the proof
of Lemma 5.4. By translation invariant we can assume that the given stationary
point is 0. Let g(x) =
(
1− ϕ(xǫ )
)
f(x)Ω(x). Using integration by parts, we have:∫
R
fΩeitθdx . ǫ sup
|x|.ǫ
|f(x)Ω(x)| +
∫
R
|Dktθ′g|dx
. ǫ sup
|x|.ǫ
|f(x)|+ t−k‖gθ,k‖1
Then rest of the argument is exactly the same as before, applied to p = 1 (recall that
the condition p ≥ 2 was used in that proof only for Hausdorff-Young inequality).
We then have the desired bound. 
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Recall that in Lemma 4.1 we have two error terms of the form
∫
∆w w1, which
vanish if there is agreement in the triangularity structures of w1 and w2. The
introduction of the scalar RHP in the next section might create some noise in their
triangularity structure, and the next two lemmas will be used to handle these noise.
These lemmas are complex variants of Lemma 5.1 and Lemma 5.4. Below, Γ is a
ray originating from one stationary point that forms a nontrivial angle with the
real line, and Ω has an Ak +Bk decomposition.
Lemma 5.10. Let 1 < p ≤ ∞. If f has k locally integrable derivatives and is
supported away from the stationary points of θ, and f has sufficient decay then
‖C(feitθ)‖Lp(Γ) .p t
−k
Proof. Without loss of generality, suppose that Γ is originated from 0. Let g(x, λ) =
f(x)
x−λ . Using integration by parts we have∫
geitθ . |boundary terms|+ t−k
∫
gθ,k
It is not hard to see that gθ,k is controlled by a weighted sum of the derivatives of
f , where for each 0 ≤ β ≤ k f (β) has the following weight∑
n+β=j≤k
|x− λ|−(n+1)wk,j(θ).
Consequently, by Minkowski’s inequality we have∥∥∥ ∫ gθ,k∥∥∥
Lpλ(Γ)
.
k∑
β=0
∫
|f (β)|
∑
n+β=j≤k
|x|
1
p−n−1wk,j(θ)
which is finite if f has sufficient decay. Note that the condition p > 1 ensures that
the Lpλ(Γ) norms of |x − λ|
−(n+1) are finite for x ∈ supp(f). Also, similar to the
proof of Lemma 5.1, the boundary terms of the integration by parts are either 0 or
can be controlled by the evaluations at x1, . . . , xS of
1
t|θ′|
|Dk−1tθ′ g| . t
−k 1
|θ′|
gθ,k−1
Since x1, . . . , xS are not stationary points, after taking L
p(Γ) in λ these boundary
terms contribute O(t−k). 
Lemma 5.11. Let f has k locally integrable derivatives and is supported near a
stationary point λ0 of order k0. Let f vanish at λ0 with multiplicity m up to the
kth derivative.
(i) If k ≤ k0 then for 1 < p <∞,
‖C(fΩeitθ)‖Lp(Γ) .p max(t
−k, t−(m+
1
p )
1
k0+1 ln t)
(ii) If k ≥ k0 + 1 and θ(k+1) is assumed Lr integrable near λ0 then the estimate
remains true if k0 + 1 is replaced by k0 + 1 +
1
rk .
Proof. By symmetry can assume that λ0 = 0. Take a normalized cutoff function
ϕ which is supported on {|x| ≤ 2} and equals to 1 on {|x| ≤ 1} as usual. Then
decompose f = ϕ( .ǫ )f + (1 − ϕ(
.
ǫ ))f and estimate
‖C(ϕ(
.
ǫ
)fΩeitθ)‖Lp(Γ) . ‖ϕ(
.
ǫ
)fΩeitθ‖Lp(R) . ǫ
1
p+m
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For g := (1− ϕ( .ǫ))f we proceed as in Lemma 5.10 and get an estimate of
t−k
∑
n+β=j≤k
∫
|(Ωf)(β)||x|
1
p−n−1wk,j(θ)
As before, if k ≤ k0 then for every β, the weight of (Ωf)(β) can be estimated by
|x|
1
p−n−1|x|j−(k0+1)k = |x|
1
p+β−1−(k0+1)k
(note that the estimate is independent of the choice of (n, j) as long as they respect
n + β = j ≤ k). Thus, the same argument as before gives the following estimate
for the contribution in L1 of those terms
t−k(1 + ǫ
1
p+m−(k0+1)k)| ln ǫ|
and consequently we will have an overall estimate of
ǫ
1
p+m + t−k(1 + ǫ
1
p+m−(k0+1)k| ln ǫ|)
and the choice ǫ = t
− 1k0+1 gives the desired estimate.
When k > k0, the estimate involving θ
(k+1) has to be done more carefully. This
appears when β = n = 0 and the contribution of the respective term in the overall
estimate can be estimated by
t−k(1 + ǫ
1
p+m−
1
r−(k0+1)k| ln ǫ|)
so again we have an overall estimate of
ǫ
1
p+m + t−k(1 + ǫ
1
p+m−
1
r−(k0+1)k| ln ǫ|)
and the optimal choice is now ǫ = t
− 1
k0+1+
1
rk . 
Note: The endpoint estimate when p = ∞ in Lemma 5.11 can be formulated
and proved similarly, and is left as an exercise. Lemma 5.10 and 5.11 remain true
if Γ ⊂ R provided that there is a nontrivial distance from supp(f) to Γ.
6. Factorizations of the oscillatory jump matrix J(λ, t)
The operator formulation of Beals and Coifman indicates that a good factoriza-
tion of J is crucial to the study of our oscillatory RHP. Intuitively, a good factor-
ization should separate the two terms e±itθ, since they decay in opposite regions.
From Lemma 5.1, we want in our factorization the following behavior:
• The oscillating phase in w− is locally decreasing;
• The oscillating phase in w+ is locally increasing.
In our applications, the phase is either θ or −θ and could be piecewise-defined.
The jump matrix (2) has the following canonical factorization:
J =
(
1 pe−itθ
0 1
)(
1 0
qeitθ 1
)
≡ (I − w−)−1(I + w+)
This factorization has the correct weight-phase behavior on {θ′ ≥ 0} only, thus
extra work is needed when both {θ′ > 0} and {θ′ < 0} are nonempty. Below, we
will discuss an important scalar RHP which will be used to fix this problem.
Let D− = {θ′ < 0}, D+ = {θ′ > 0} and consider the scalar L2-normalized RHP
with the following jump matrix:
(1 + pq)1D− + 1D+(27)
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The existence, boundedness and several important properties of the solution δ of
this RHP will be proved in this section. In particular, its behavior near the sta-
tionary points will be studied. This δ was introduced by Deift and Zhou [9] in their
studies of mKdV and was also used in [31].
We describe how δ can be used to conjugate the jump matrix J(x, t). Indeed,
if M solves (1) then M δ :=Mδ−σ3 ≡M
(
1/δ 0
0 δ
)
solves the normalized L2 RHP
with the following jump matrix (it will be shown that δ is bounded away from 0).
Jconj(x, t) =
(
δ−δ
−1
+ (1 + pq) δ−δ+pe
−itθ
δ−1− δ
−1
+ qe
itθ δ−1− δ+
)
=

(
1 δ−δ+pe
−itθ
0 1
)(
1 0
δ−1− δ
−1
+ qe
itθ 1
)
if x ∈ D+;(
1 0
δ−1− δ
−1
+ qe
itθ 1
)(
1 δ−δ+pe
−itθ
0 1
)
if x ∈ D−
(28)
The factorization (28) has the desired phase-weight relation. It is not hard to
see that the conjugation doesn’t change the unique solvability or the recovered
potentials u(t), v(t). Furthermore, the resolvent operators (1 − Cw)−1 associated
with these RHPs have comparable norms on Lp. The last claim is a consequence
of Lemma 3.3 and the boundedness of δ±. As we’ll see, the above scalar RHP is
the source of the ln t term and the interactions of stationary points in the leading
asymptotics of u(t), v(t) stated in Theorem 1.1.
6.1. Existence and boundedness.
Proposition 6.1. If ln(1 + pq) ∈ L2(R) ∩ L∞(R) is real-valued then the L2-
normalized scalar RHP associated with the jump matrix (27) has unique solution,
given by:
δ±(λ) = expC±(1D− ln(1 + pq))(λ)
This solution is bounded, indeed for every λ ∈ C
ln |δ(λ)| . ‖ ln(1 + pq)‖∞
furthermore
|δ±(x)| =
{
(1 + p(x)q(x))±
1
2 , x ∈ D−
1, x ∈ D+
Proof. Let δ be as in the conclusion of the proposition. The jump relation is
automatic. We only need to show that δ± − 1 belongs to the respective Hardy
spaces H2 of the upper and lower half planes (by symmetry only need to show this
for δ+). This will then easily imply the uniqueness of the solution.
For convenience, denote g = ln(1 + pq)1D− .
Let λ be in the upper half plane, write λ = x + iy with y > 0. Since g is
real-valued,
Re(C+g)(λ) =
1
2π
∫
R
g(u)y
(u − x)2 + y2
du . ‖g‖∞
In particular, this implies that δ+ is bounded:
ln |δ+(z)| = Re(C+g)(λ) . ‖g‖∞
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Now, using the elementary inequality |ez−1| . |z|e|Re(z)| and the above estimate
for Re(C+g)(λ) , we easily have:
‖δ+(x+ iy)− 1‖2 . ‖C+g(.+ iy)‖2 e
c‖g‖∞
. ‖g‖2 e
c‖g‖∞
for some absolute constant c > 0. Thus, δ±(λ) − 1 are bounded and belong to
the respective Hardy spaces. Since g is real-valued, δ(z)δ(z) = 1 for any z ∈
C\D−. Thus, |δ+(x)δ−(x)| = 1 on R. This plus the jump relation show the desired
equalities for |δ±(x)|.
Below we show uniqueness. Suppose δ1(z) is another normalized solution to the
scalar RHP (27). Notice that if we replace g by −g in the above calculation, we
would get δ−1 instead of δ. So δ−1± − 1 are bounded and belong to the respective
Hardy spaces. Now the function m(λ) := δ1(λ)δ
−1(λ) satisfies the jump relation:
m+(x) = m−(x), x ∈ R
Using boundedness of δ−1 and δ1, it is not hard to check that m±(λ) belongs to
the respective Hardy spaces. From there it is clear that m(λ) = 1. 
6.2. Bounds on derivatives of δ. We will prove some results about the behavior
of δ± on R. Part (b) of the next lemma generalizes a result of Deift and Zhou [10],
where it was proved for θ(x) = x2.
From now on we will define Ω0(x) := δ+(x)δ−(x).
Lemma 6.1 (A-B Decomposition Lemma). Assume that ln(1+ pq) ∈ Hk,0. Then,
(a) Ω±10 are k-time differentiable inside R \ ∂D−, and for 1 ≤ n ≤ k − 1:
dn
dxn
(Ω±10 )(x) . 1 +
1
distance(x, ∂D−)n
(29)
(b) d
k
dxk (Ω
±1
0 )(x) can be decomposed into Ak(x) +Bk(x), with
‖Ak‖2 .k 1, |Bk(x)| .k 1 +
1
distance(x, ∂D−)k
Remarks: 1. If θ doesn’t have any stationary points then D− = ∅ or R. In these
cases, our convention in the lemma is ∂D− = ∅ and
1
distance(x,∂D−)
= 0.
2. If ln(1 + pq) is only Hk,0 on a neighborhood of x0 (still L
2 elsewhere), the
above properties remain valid locally. More precisely, we can use a smooth cutoff
centered at x0 to decompose ln(1+pq) into two components, one with high regularity
and supported near x0, and another with low regularity but supported away from
x0. Then notice that the contribution of the low regularity part is bounded if
x ∈ R \ ∂D− is near x0.
Proof. (a) Let g = ln(1 + pq)1D− . Since Ω
±1
0 (x) = e
∓(Hg)(x) are bounded, to show
(29) it suffices to show that (Hg)(x) is k-time differentiable on R \ ∂D−, with
dn
dxn
(Hg)(x) . 1 +
1
distance(x, ∂D−)n
, ∀1 ≤ n ≤ k − 1(30)
If θ doesn’t have any stationary points then g ∈ Hk,0 (and hence Hg ∈ Hk,0), and
(30) follows from a standard Sobolev estimate:
‖f (k)‖∞ . ‖f‖Hk+1,0
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In the rest of the argument, we’ll assume that θ has N ≥ 1 stationary points.
Below, we’ll assume that 1 ≤ n ≤ k unless otherwise specified.
Let ϕ0(y) be a nice C
∞ function supported in [− 12 ,
1
2 ] and equal to 1 in [−
1
4 ,
1
4 ].
Take M > 0 be a small number and consider x 6∈
⋃
α∈∂D−
[α−M,α+M ].
Define ϕ1(y), ϕ2(y) by:
ϕ1(y) =
∑
α∈∂D−
ϕ0(
y − α
M
), ϕ2 = (1− ϕ1)1D−
Notice that ϕ2 is zero near the endpoints of D−, thus it is also C
∞. Decompose
dn
dxn (Hg)(x) into:
I(x) + II(x) ≡
dn
dxn
H(ln(1 + pq)ϕ11D−)(x) +
dn
dxn
H
(
ln(1 + pq)ϕ2
)
(x)(31)
Estimation of II: Since ϕ2 ln(1 + pq) ∈ Hk,0, for all n ≤ k we have
II(x) = H
(
[ln(1 + pq)ϕ2]
(n)
)
(x)
= H
(
ln(1 + pq)(n)ϕ2
)
(x) +
n∑
j=1
(
n
j
)
H
(
ln(1 + pq)(n−j)ϕ
(j)
2
)
(x)
≡ II1(x) + II2(x)
For II2(x): Notice that for any j ≥ 1, we have ϕ
(j)
2 .
1
Mj and supp(ϕ
(j)
2 ) ⊂ {y :
distance(y, ∂D−) ≤M/2}. This means x is outside the support of ϕ
(j)
2 , furthermore
distance(x, supp(ϕ
(j)
2 )) &M.
Thus, we can write every H
(
ln(1 + pq)(n−j)ϕ
(j)
2
)
(x) in the integral form. Since
‖ ln(1 + pq)(n−j)‖∞ . ‖ ln(1 + pq)‖Hn,0 , II2(x) can be controlled by
II2(x) . ‖ ln(1 + pq)‖Hn,0
n∑
j=1
1
M
∫
|ϕ
(j)
2 (y)|dy
. ‖ ln(1 + pq)‖Hn,0
( 1
M
+ · · ·+
1
Mn
)
For II1(x): Notice that ‖II1(x)‖2 . ‖ ln(1 + pq)‖Hn,0 . Thus, even when n = k this
term exists a.e. When n < k we can estimate it pointwise as follows:
II1(x) . ‖ ln(1 + pq)
(n)ϕ2‖H1,0
. ‖ ln(1 + pq)‖Hn+1,0
(
1 +
1
M
)
Estimation of I: Notice that x 6∈ supp(ϕ1), thus
I(x) =
1
πi
∫
D−
(−1)nn! ln(1 + pq)(y)ϕ1(y)
(y − x)n+1
dy
= boundary terms +
1
πi
∫
D−
[
ln(1 + pq)ϕ1
](n)
(y)
y − x
dy
using repeated integration by parts. Here, the boundary terms are of the forms
Ci,n
[
ln(1 + pq)ϕ1
](i)
(α)
(x− α)n−i
, 0 ≤ i ≤ n− 1, α ∈ ∂D−
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Since ϕ1(α) = 1 and ϕ
(j)
1 (α) = 0 for any j ≥ 1, α ∈ ∂D−, these boundary terms
can be controlled by
‖ ln(1 + pq)‖Hn,0(
1
M
+ · · ·+
1
Mn
).
On the other hand, the remaining term
∫
D−
[
ln(1+pq)ϕ1
](n)
(y)/(y−x)dy is easily
controlled in L2 by ‖ ln(1 + pq)‖Hn,0 , even for n = k. When n < k, it can be
estimated a. e. by:
n∑
j=0
∫
D−
| ln(1 + pq)(j)(y)||ϕ
(n−j)
1 (y)|
|y − x|
dy
.
n∑
j=0
‖ ln(1 + pq)‖Hj+1,0
1
M
∫
D−
|ϕ
(n−j)
1 (y)|dy
. ‖ ln(1 + pq)‖Hn+1,0(1 +
1
M
+ · · ·+
1
Mn
)
Consequently, d
n
dxn (Hg)(x) exists for every n ≤ k, and if 1 ≤ n ≤ k − 1 then:
dn
dxn
(Hg)(x) . ‖ ln(1 + pq)‖Hk,0 (1 +
1
Mn
)
for x 6∈
⋃
α∈∂D−
[α−M,α+M ]. Taking M = distance(x, ∂D−)/2 we get (30).
(b) We can use the chain rule to compute d
k
dxk (Ω
±1
0 )(x) as
dk
dxk
(Ω±10 )(x) = ∓Ω0(x)
( dk
dxk
(Hg)(x) + remaining terms
)
≡ Ak +Bk
By a symmetry trick x 7→ cx, it is not hard to see that the remaining terms on
the right-hand side are linear combinations of those (Hg)(i1)(x) . . . (Hg)(ij)(x) with
i1 + · · · + ij = k and 1 ≤ i1, . . . , ij ≤ k − 1. Therefore using part (a) we see that
these terms are bounded by
1 +
1
distance(x, ∂D−)k
This gives the desired bounds for Ak, Bk. 
6.3. Approximation of δ. Compared to the last section, the added assumption
in this section is p, q ∈ H1,0, which makes ln(1 + pq) ∈ H1,0(R). The goal of
this section is to find an approximation for δ at a stationary point λj of θ. Our
approximation will satisfy the following model scalar RHP:
δj+(x) = δj−(x)
(
1Dj+(x) + 1Dj−(x)[1 + p(λj)q(λj)]
)
, x ∈ R,
where Dj± = {x ∈ R : ±θ
′
j(x) > 0}
Here θj(x) := θ(λj)+
θ(kj+1)(λj)
(kj+1)!
(x−λj)kj+1 is the Taylor approximation of θ(x) at
λj .
Notice that we don’t impose any normalization condition for δj , only analyticity
on C \ R is required. Intuitively, the above jump matrix can be seen as a limiting
approximation of the jump matrix of δ, which explains why such δj plays an im-
portant role in modeling RHPs localized to very small neighborhood of λj (where
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p(x), q(x) are essentially p(λj), q(λj) and θ is essentially θj). Note that Dj± can be
seen as the local approximation near λj of D± = {±θ′ > 0}.
A consequence of the result in this section is the existence of such δj so that
along any ray γ originated from λj that forms non trivial angle with R, we’ll have
|δ(z)− δj(z)| . |z − λj |
1
2 , z ∈ γ
The upper bound can be improved to |z − λj |1−ǫ if ln(1 + pq) ∈ H2,0, and the
argument is similar with minor adaptations.
The approximation of δ is based on the approximation of its logarithm, C(1D− ln(1+
pq)). Essentially, if h approximates this logarithm and Re(h) is bounded then by
the mean value theorem
δ − exp(h) . |C(1D− ln(1 + pq))− h|.
For simplicity of notation, we’ll denote p(λj) and q(λj) by pj and qj . Consider
the following triangular function (supported on [−1, 1]):
T (x) =

0, if |x| ≥ 1;
x+ 1, if −1 ≤ x ≤ 0;
−x+ 1, if 0 ≤ x ≤ 1.
(note that T ∈ H1,0, this is also the reason for choosing it triangular). Let c & 1
be such that c < mini6=j |λi − λj | and let Tc(x) := T ((x− λj)/c).
To get a sense of the desired approximation, we’ll compute C(1D− ln(1+pjqj)Tc)(z)
for z ∈ C \ R. Thanks to the constraint on c, we can write it as
ln(1 + pjqj)
2πi
∫
Dj−
Tc(x)
x− z
dx
To compute this integral explicitly, we have to examine Dj−, or equivalently the
relative position of λj within D−. Let ǫ be a function on R that assigns 1 to every
right endpoint, −1 to every left endpoint, and 0 to every interior/exterior point of
D− (note that endpoints of D− are stationary points). Note that for every j, ǫ(λj)
depends only on the parity of kj and the sign of θ
(kj+1)(λj):
ǫ(λj) =
{
0, if kj is even;
sgn(θ(kj+1)(λj)), if kj is odd.
≡ ǫj
Recall that νj := −
1
2π ln[1 + pjqj ]. Consider the first case when ǫ(λj) = 1. Then
the above integral can be rewritten as
iνj
∫ λj
λj−c
x− λj + c
c(x− z)
dx
= iνj
c+ (z − λj + c)[ln(z − λj)− ln(z − λj + c)]
c
= iνj ln(z − λj) + iνj gc(z)
where gc(z) := 1 +
(
(z − λj) ln(z − λj) − (z − λj + c) ln(z − λj + c)
)
/c. It is not
hard to see that
‖g′c(z)‖L2(γ) . 1
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where the implicit constant depends on c and the angle between γ and R (indeed
near λj , g
′
c is . | ln(z − λj)| which is L
p-integrable there, while for large |z − λj |
we can estimate g′c by
1
|z−λj |
). Consequently by Cauchy-Schwarz’s inequality,
|g(z1)− g(z2)| . |z1 − z2|
1/2, ∀z1, z2 ∈ γ
so ∃ limz→λj ,z∈γ g(z), which indeed exists nontangentially (i.e. independent of γ):
lim
z→λj
g(z) = 1− ln c
On the other hand, it is not hard to see that exp(iνj ln(z − λj)) satisfies the de-
sired model jump relation. Thus, the desired approximation for exp
(
C(1D− ln(1+
pjqj)Tc)
)
in this case is:
exp
(
iνj ln(z − λj) + iα
)
for some real number α that can be computed by the following nontangential limit:
α =
1
i
lim
z→λj
(
C[1D− ln(1 + pjqj)Tc](z)− iνj ln(z − λj)
)
When ǫ(λj) = −1, the above argument essentially works, except for one place:
in the computation, we need to choose ln(x − z) as the anti-derivative of 1x−z ,
instead of ln(z − x). This will ensure that the respective gc(z) (which is now
1+
(
(z − λj) ln(z − λj)− (z − λj + c) ln(z − λj + c)
)
/c) has nontangential limit as
z → λj independent of the approaching direction (more precisely, of Im(z − λj)).
Consequently we will have a slightly different approximation
exp
(
− iνj ln(λj − z) + iα
)
, α is defined by a similar limit.
When ǫ(λj) = 0 (i.e. kj is even), there are two possible scenarios: Dj− = ∅
(which corresponds to θ(kj+1)(λj) > 0 or equivalently λj is an exterior point of
D−), or Dj− = R (the opposite case). In the former case, clearly C(1D− ln(1 +
pjqj)Tc)(z) ≡ 0. In the latter case, we can “sum” the above approximations to get
the desired approximation:
exp
(
iνj ln(z − λj)− iνj ln(λj − z) + iα
)
, α is defined by a similar limit.
This can be further simplified using ln(z − λj) − ln(λj − z) = πisgn[Im(z)]. Con-
sequently, the desired approximation of exp
(
C[1D− ln(1 + pjqj)Tc]
)
is of the form
exp(iα+ βj(z)), where
βj(λ) =

0, if λj is an exterior point of D−;
iǫ(λj)νj ln
[
ǫ(λj)(λ− λj)
]
, if λj is an endpoint of D−;
−πνjsgn[Im(λ)]], if λj is an interior point of D−.
α =
1
i
lim
z→λj
(
C[1D− ln(1 + pjqj)Tc](z)− βj(z)
)
In the next proposition, we’ll show that the desired approximation ofC(1D− ln(1+
pq))(z) is of similar form,
δj(z) := exp(iωj + βj(z)),
36 YEN DO
where ωj is defined by the following nontangential limit:
ωj :=
1
i
lim
z→λj
(
C[1D− ln(1 + pq)](z)− βj(z)
)
(32)
Remarks: Clearly, if the limit exists then ωj ∈ R. From there we can easily see that
δj is bounded on C \R. Indeed, the only nontrivial case is when λj is an endpoint
of D−. In that case, ∀λ ∈ C,
|δj(λ)| = exp
(
− ǫ(λj)νj arg[ǫ(λj)(λ− λj)]
)
. exp(‖ ln(1 + pq)‖∞)
Proposition 6.2. Assume p, q, ln(1 + pq) ∈ H1,0 and ln(1 + pq) is real valued.
Then:
(i) The limit defining ωj exists nontangentially.
(ii) ∀ ray γ originated at λj that forms an angle of measure & 1 with R:
|δ(λ) − δj(λ)| . |λ− λj |
1
2
Proof. Let h = ln(1+pq)−Tc. It is good enough to show that limz→λj C(1D−h)(z)
exists nontangentially, and on any such γ, C(1D−h)(z) is Ho¨lder continuous of
exponent 1/2. Indeed, we’ll show that these claims are true for every h ∈ H1,0(R)
such that h(λj) = 0.
Decompose 1D−h as h1 + h2 ≡ 1Dj−h+ 1D−\Dj−h and notice that h1 is in H
1,0
and vanishes at λj , while h2 is in L
2∩L∞ and supported away from λj . We’ll show
the claims for h1 and h2 using these properties.
First, since h1 ∈ H1,0 (so is continuous), the nontangential limits limz→λj (C±h1)(z)
exist and equal to (C±h1)(λj). Since (C+h1)(λj)− (C−h1)(λj) = h1(λj) = 0, these
limits are the same, so limz→λj (Ch1)(z) exists as desired. Furthermore, by a simple
application of Carleson’s measure theorem, we have
‖(Ch1)
′‖L2(γ) = ‖(Ch
′
1)‖L2(γ) . ‖h
′
1‖L2(R)
so by Cauchy-Schwarz (Ch1) is Ho¨lder continuous of exponent 1/2 on γ.
For h2, the fact that h2 is supported away from λj easily implies the existence
of the limit, indeed (Ch2) is now analytic at λj . Again, for the estimate it is good
enough to show that (Ch2)
′ ∈ L2. Using the support condition it is not hard to see
that for z ∈ γ,
(Ch2)
′(z) =
1
2πi
∫
R
h2(x)
(x− z)2
dx
. ‖h2‖∞
1
1 + |z − λj |
notice the implicit constant depends on the angle between γ and R. Consequently,
‖(Ch2)
′(z)‖L2(γ) . ‖h2‖∞
as desired. 
Remarks: When ln(1 + pq) ∈ H1,1, we can compute ωj more explicitly by
1
2π
∫
D−
ln |λj − y|d ln[1 + pq](y) +
∑
1≤k≤N,λk 6=λj
ǫ(λk)ν(λk) ln |λj − λk|(33)
using suitable integration by parts. The condition ln(1 + pq) ∈ H1,1 in particular
ensures that the infinity boundary terms of the partial integration vanish. To see
this it might be convenient to distinguish between values of ǫ(λj).
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7. Unique solvability of oscillatory RHPs
7.1. Unique solvability of the original RHP. In this section, we sketch the
main ideas to show that for t large enough, the RHP (1, 2) is uniquely solvable.
In light of the discussion in Section 3, it suffices to show that for large t there
is a factorization of J(λ, t) = (I − w−(λ, t))−1(I + w+(λ, t)) such that I − Cw is
invertible.
Theorem 7.1. Let θ satisfies (A) and (B) and p,q are continuous and vanish at∞,
with 0 < 1 + pq . 1. Assume that pq < 1 at stationary points of order ≥ 3. Then
there exists a factorization of J(t) such that ‖(I − Cw(t))
−1‖Lr→Lr . 1 uniformly
as t→∞ for r ≥ 2 sufficiently close to 2. If kθ ≤ 2 and pq ≥ 0 at every secondary
stationary point then we allow 2 ≤ r <∞.
Along the reductions used in the proof of Theorem 1.1, Theorem 7.1 can be
proved for a nicer class of p, q, say p, q ∈ C3o ; furthermore for large t the resolvent
norms ‖(1−Cw)−1‖ are bounded by constants depending essentially on the values of
|p| and |q| at stationary points. To extend this to more general p, q, just approximate
them by p1, q1 ∈ C3o such that
• 0 < 1 + p1q1 . 1;
• (p, q) agrees with (p1, q1) at every stationary point;
• p− p1 and q − q1 are uniformly small on R;
and invoke an application of Newman series.
Let p, q ∈ C3o now. Conjugate J using the solution δ to our scalar RHP as in the
last section to get Jconj; this does not affect the conclusion of Theorem 7.1 thanks
to Lemma 3.3. After factorizing the jump matrix Jconj(λ, t) nicely as in Section 6,
we use Lemma 5.1 described in Section 4 to reduce the corresponding weights to
a sufficiently small neighborhood of stationary points. In this reduction, we will
show that for large t and for any 2 ≤ p <∞:
‖(1− Cwold)
−1‖Lp→Lp .p 1 + ‖(1− Cwnew)
−1‖Lp→Lp
Near each stationary point λ0, θ will be reduced to an analytic phase, after that
the contribution of λ0 is separated. Eventually we arrive at a number of simpler
RHPs, one localized to a small neighborhood of each stationary point with a nice
analytic phase. Each such RHP will be further reduced to a model RHP. The
validity of Theorem 7.1 for the model RHPs will be shown separately in Section 10.
For the separation of contribution, let w = w0 + w1 where w0 = (w
−
0 , w
+
0 )
is supported near λ0 and w1 = (w
−
1 , w
+
1 ) is supported near the other stationary
points. The main idea is to use the following parametrix, introduced by Varzugin
[31]:
(I − Cw)(I +
1∑
j=0
Cwj (I − Cwj )
−1) = I −
∑
0≤j 6=n≤1
CwjCwn(I − Cwn)
−1
(I +
1∑
j=0
Cwj (I − Cwj )
−1)(I − Cw) = I −
∑
0≤j 6=n≤1
(I − Cwn)
−1CwjCwn
Thanks to the scalar RHP 27 which places the oscillating terms e±itθ in the right
places, we can apply Corollary 5.7 to see that ‖CwnCwj‖Lp→Lp ’s decay as t → ∞
(whenever n 6= j). This enables the success of the above parametrix.
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7.2. Unique solvability of intermediate RHPs. In our reductions, we want to
ensure that:
Corollary 7.2. If p, q ∈ H1,0 then for large t the intermediate RHPs that appear
as consequences of the reductions are uniquely solvable, with uniformly bounded
resolvent norms (as t→∞) in relevant Lp.
Proof. Thanks to the above parametrix, it suffices to show the resolvent bound for
an RHP associated with a pair of weights (w−, w+) localized to a neighborhood P
of one stationary point. Let φ be a normalized smooth cutoff function supported
on P . Then we can assume
(w−, w+) =

((0 φδ−δ+pe−itθ
0 0
)
,
(
0 0
φδ−1− δ
−1
+ qe
itθ 0
))
, if λ ∈ D+;(( 0 0
φδ−1− δ
−1
+ qe
itθ 0
)
,
(
0 φδ−δ+pe
−itθ
0 0
))
, if λ ∈ D−
Now, approximate p, q by p1, q1 ∈ C3o such that ‖p−p1‖H1,0 and ‖q−q1‖H1,0 are
small, furthermore p and p1 agree at the current stationary point, and so do q and
q1. For δ = e
C(1D− ln(1+pq)), we’ll approximate ln(1 + pq) by h ∈ C3o real valued,
such that they agree at every stationary point and ‖ ln(1+ pq)−h‖H1,0 is small. It
is then not hard to see that δ1 := e
C(1D−h) is close to δ in L∞. Consequently, the
approximated weights (W−,W+) (where p, q, δ are replaced by p1, q1, δ1) is close
to (w−, w+) in L∞.
Now, note that Ω1 = δ1−δ1+ and its inverse have A3+B3 decompositions on P .
The same reductions as in the proof of Theorem 7.1 can be used to show that the
RHP associated with W satisfies the desired resolvent bound, and for large t the
bound depends essentially on the value of |p1|, |q1| at the current stationary point.
Consequently if the above approximation errors are small enough then we get a
comparable resolvent bound for (w−, w+). 
8. Reduction to model cases (I): Localization and phase reduction
In this section and the following section, we will use the localization schemes
described in Section 4 to reduce the RHP (1,2) to a number of model RHPs, at
the expense of modifying the solution and the potentials u(t), v(t) by terms having
sufficient decay as t→∞.
As discussed in Section 6, we first conjugate our RHP (1,2) by the scalar RHP
(27) and end up with the RHP (M δ, Jconj). For simplicity of notation, let P =
Ω0p ≡ δ−δ+p, Q = Ω
−1
0 q ≡ δ
−1
− δ
−1
+ q. From (28), the weights for Jconj are:
(w−, w+) =

((0 Pe−itθ
0 0
)
,
(
0 0
Qeitθ 0
))
, if x ∈ D+;(( 0 0
Qeitθ 0
)
,
(
0 Pe−itθ
0 0
))
, if x ∈ D−
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It is clear that P,Q, ln(1+PQ) are still in L2∩L∞. Indeed, ln(1+PQ) ≡ ln(1+pq).
The reduction order is:
localization to neighborhood of stationary points
↓
reduction of phase
↓
separation of contribution
↓
(Deift-Zhou steepest-descent) reduction to model cases
The middle two reductions are iterated through the list of the stationary points.
In general, the order of these two reductions can be interchanged; we choose the
above order to avoid undesired regularity assumption on θ. Part I (this section)
describes of the first three reductions.
For simplicity, we’ll assume that p, q ∈ Hk,0 with k ≥ 2, but overall it will be
clear from the argument that k ≥ 2 is not always required. In particular, k = 1 is
always allowed in the separation of contributions.
We’ll always assume that p and q and their relevant derivatives have sufficient
decay at ∞.
8.1. Localization to neighborhood of stationary points. The argument used
here will be used as a model for future reductions, and we will often refer to it
whenever the needed proofs are essentially similar.
Let 1 = φ+ + φ− + φ0 be a C
∞ partition of unity, where
(a) 0 ≤ φ+, φ−, φ0 ≤ 1,
(b) φ+, φ− are respectively supported in D+, D−, and
(c) supp(φ0) consists of small disjoint neighborhoods of λ1, . . . , λN , and φ0(x) =
1 for x sufficiently close to any stationary point.
Our goal in this subsection is to reduce P,Q to Pφ0, Qφ0. The new weights are
denoted by w±L and the new solution is denoted by ML.
In the schemes described in Section 4, we decompose ∆w := w − wL using
the Hardy decomposition. Recall the notation Hp(w) = ‖C+(w−)‖p + ‖C−(w+)‖p
for a pair w = (w−, w+). Thanks to correct phase-weight relation, the following
estimates are true for 2 ≤ p <∞:
Hp(1D−∆w), Hp(1D+∆w) . t
−(k−1+ 1p )(34)
When k ≥ 2, p = ∞ is allowed in (34); these L∞ decays will be useful for the
reduction of unique solvability and resolvent bound (i.e. for Theorem 7.1). On
the other hand, if kθ ≤ 2 and there are no defocusing stationary point then the
reduction of u(t), v(t) in this section can be done without requiring these L∞
estimates, consequently k = 1 is allowed.
For simplicity of notation, let weights w±K be defined by
w+K − w
+
L = C−(∆w
+), w−K − w
−
L = C+(∆w
−)
(34) implies that for 2 ≤ p <∞
‖wK − wL‖p . t
−(k−1+ 1p )
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so in principle we can go from wK to wL using the first scheme. To go from w to
wK , in the spirit of the second scheme we introduceM
Φ =M δ(I+Φ), where Φ± are
respectively defined on the upper half and lower half planes of C \ R. Heuristically,
(Φ)+ ≈ −C+(∆w
+) = −C+(1D+∆w
+)− C+(1D−∆w
+) ≡ (Φ1)+ + (Φ2)+
(Φ)− ≈ −C−(∆w
−) = −C−(1D+∆w
−)− C−(1D−∆w
−) ≡ (Φ1)− + (Φ2)−
The triangularity of ((Φ1)−, (Φ1)+) and (∆w
−,∆w+) agree on D+ and disagree
on D− (opposite story for Φ2). Thus, at a time only one term on the right-hand
side has correct triangularity needed for the second scheme. It turns out that, as
t → ∞, the other term is always small: (Φ1)± are small on D− and (Φ2)± are
small on D+. This observation indicates that, modulo small “noise”, the matrix
structure of Φ1 and Φ2 are good enough for our applications.
The simple choice Φ = Φ1 + Φ2 turns out to be inconvenient since it is not
guaranteed that I +Φ is invertible on C \ R. Although when k ≥ 2 this would not
be a problem since it can be shown that Φ is asymptotically strictly-triangular, it
is better to avoid this restriction. A better “superposition” of Φ1,Φ2 is:
Φ = Φ1 +Φ2 +Φ2Φ1(35)
(this has the algebraic advantage that det(I + Φ) = det(I + Φ2) det(I + φ1) = 1
since Φi are strictly triangular.) This choice of Φ goes back to [31] but can be
naturally interpreted as successive applications of the second scheme by Φ2 and Φ1.
The jump matrix for MΦ is:
JΦ = (I +Φ−)
−1J(I +Φ+) = (I − w
−
Φ )
−1(I + w+Φ )
here the weights wΦ are defined via
(I + w+Φ) = (I + w
+)(I +Φ+)
(I − w−Φ ) = (I − w
−)(I +Φ−)
We can compute them explicitly below:
w−Φ = I − (I − w
−)(I +Φ−) = w
− − Φ− + w
−Φ−
w+Φ = (I + w
+)(I +Φ+)− I = w
+ +Φ+ + w
+Φ+
Because of the complication arose from lack of uniform triangularity, wΦ differs wK
by some noise, and the sequence of subreductions will be w → wΦ → wK → wL.
For convenience we group the last two into Proposition 8.2. In the following two
propositions, part (i) should always be viewed as the reduction of Theorem 7.1 for
nice p(x), q(x), while the other parts are for the reduction of u(t), v(t) assuming the
validity of Theorem 7.1 and Corollary 7.2.
Proposition 8.1 (w → wΦ). (i) If k ≥ 2 then for any 1 < p < ∞ the following
estimates are equivalent:
‖(1− Cw)
−1‖Lp→Lp = Op(1) as t→∞
‖(1− CwΦ)
−1‖Lp→Lp = Op(1) as t→∞
(ii) Assume that k ≥ 1 and both resolvent operators exist on L2 (although their
norms may not be uniformly bounded as t→∞). Then
lim sup
λ→∞
|λ(M δ(λ) −MΦ(λ))| . t−k
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Proposition 8.2 (wΦ → wL). (i) If k ≥ 2 then for any 1 < p < ∞ the following
estimates are equivalent:
‖(1− CwL)
−1‖Lp→Lp = Op(1) as t→∞
‖(1− CwΦ)
−1‖Lp→Lp = Op(1) as t→∞
(ii) Suppose that as t → ∞ both (1 − CwL)
−1 and (1 − Cw)−1 are uniformly
bounded on L2. Then for k ≥ 2 we have
lim sup
λ→∞
|λ(MΦ(λ) −ML(λ))| .ǫ t
−(k−1+ 1kθ+1
)+ǫ
(iii) Suppose that as t → ∞ both (1 − CwL)
−1 and (1 − Cw)−1 are uniformly
bounded on Lp for every 2 ≤ p <∞. Then for k ≥ 1 we have
lim sup
λ→∞
|λ(MΦ(λ)−ML(λ))| .ǫ t
−(k− 12+
1
2(kθ+1)
)+ǫ
Recall that by the A-B decomposition lemma, Ω±10 have Ak+Bk decompositions.
Proof of Proposition 8.1. (i) Let Φ˜ = −Φ1 − Φ2 +Φ1Φ2, then
(I + Φ˜)(I +Φ) = (I +Φ)(I + Φ˜) = I
The desired claim is now a consequence of (8),(9), and (10). Here, note that
the L∞(R) norms of Φ± and Φ˜± can be controlled by ‖(Φ1)±‖∞ + ‖(Φ2)±‖∞ +
‖(Φ1)±‖∞‖(Φ2)±‖∞ which are bounded as t→∞ (for k ≥ 2).
(ii) Let k ≥ 1. Oscillation of ∆w ensures that
lim sup
λ→∞
|λC(1D±∆w
±)(λ)| =
1
2π
|
∫
1D±∆w
±(x)dx| . t−k
The above nontangential limits converge thanks to integrability at ∞ of p, q. This
is the only place where this requirement is used and future implicit constants will
not depend on these two L1 norms. The above estimates imply
lim
λ→∞
|λΦj(λ)| . t
−k
Consequently,
lim sup
λ→∞
|λ(M δ(λ) −MΦ(λ))| . lim sup
λ→∞
|λΦ(λ)| . t−k
here recall that limλ→∞M
δ(λ) = I. 
Proof of Proposition 8.2. (i) We’ll show that, for k ≥ 1 and 2 ≤ q <∞,
‖wΦ − wL‖q . t
−(k−1+ 1q )+ǫ,(36)
and if k ≥ 2 then q =∞ is allowed. This will automatically imply (i). We’ll show
the estimate for ‖1D+(w
+
Φ − w
+
L )‖p and the argument for other sign combinations
are entirely similar. Write
1D+(w
+
Φ − w
+
L ) = 1D+(w
+
Φ − w
+) + 1D+(w
+ − w+L )
= 1D+(Φ+ + w
+Φ+) + 1D+∆w
+(37)
Notice that as t → ∞, w+ is uniformly bounded, (Φ1)+ is uniformly bounded
in L∞−, and 1D+(Φ2)+ ≡ −1D+C−(1D−∆w
+) decays like O(t−(k−1+
1
p )) in Lp.
Consequently by Ho¨lder’s inequality, (Φ1)+(Φ2)+ decays like O(t
−(k−1+ 1p )+ǫ) in
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Lp. Substitute Φ+ using (35) we see that the significant terms in 1D+(Φ++w
+Φ+)
are:
1D+(Φ1)+, 1D+w
+(Φ1)+
Now, since both w+, (Φ1)+ has the same strictly-upper-triangular matrix struc-
ture on D+ (this is the way the second perturbation scheme was designed), the
term 1D+w
+(Φ1)+ is effectively 0. Consequently, the main contribution in (37)
comes from
1D+(Φ1)+ + 1D+∆w
+ = 1D+
(
(Φ1)+ + 1D+∆w
+
)
= 1D+
(
− C+(1D+∆w
+) + C+(1D+∆w
+)− C−(1D+∆w
+)
)
= −1D+C−(1D+∆w
+)
which is small Lp. This gives us the desired estimate. When k ≥ 2 the argument
can be repeated and the endpoint case q =∞ is allowed.
(ii) In this part we assume k ≥ 2. By part (i), we also have uniform boundedness
of (1 − CwΦ)
−1 in L2 as t → ∞. Using Lemma 4.1 for w1 = wL and w2 = wΦ, we
can control lim supλ→∞ |λ(M
Φ(λ)−ML(λ))| by:
‖wΦ − wL‖2
(
H2(wΦ) +H2(wL)
)
+ ‖wΦ − wL‖∞H2(wΦ)H2(wL)
+ |
∫
(w+Φ − w
+
L )w
+
L |+ |
∫
(w−Φ − w
−
L )w
−
L |(38)
+ lim sup
λ→∞
∣∣λC(wΦ − wL)(λ)∣∣
First two terms: By Corollary 5.5
H2(wL) . t
− 1
2(kθ+1)
thus using (36) this estimate is also true forH2(wΦ). Consequently, using Lemma 5.1,
the first two terms in (38) are controlled by
t−(k−
1
2 )t
− 1
2(kθ+1) + t−(k−1)t
− 1
2(kθ+1) t
− 1
2(kθ+1) . t
−(k−1+ 1kθ+1
)
recall that kθ := max{0, k1, . . . , kN}).
Two middle terms: We’ll estimate
∫
1D+(w
+
Φ−w
+
L )w
+
L , the other cases can be done
similarly. By triangularity,
1D+(w
+
Φ − w
+
L )w
+
L = 1D+
(
(Φ2)+w
+
L + (Φ1)+(Φ2)+w
+
L + w
+(Φ2)+w
+
L
)
The contribution of 1D+(Φ2)+w
+
L can be decomposed into∫
1D+(Φ2)+C+(w
+
L )−
∫
1D+(Φ2)+C−(w
+
L )
Since (Φ2)+ is small on D+, using Cauchy-Schwarz the second integral is controlled
by t−(k−
1
2 )t
− 1
2(kθ+1) . To estimate the first integral, we’ll use analytic continuation
to C+ and Cauchy theorem. Eventually it suffices to show that along any vertical
ray Γ in C+ originated from arbitrary stationary point,
∫
Γ(Φ2)+C+(w
+
L ) is small.
Using the complex variants of Lemma 5.1 and Lemma 5.4 (i.e. Lemma 5.10 and
Lemma 5.11), this follows easily: in L2(Γ), (Φ2)+ have strong decay and C+(w
+
L )
has some nontrivial decay as t→∞. Thus, by Cauchy-Schwarz we get an estimate
of size
t
−(k+ 1
2(kθ+1)
)
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The contribution of other terms can be estimated similarly. It might be conve-
nient to notice that 1D+w
+(Φ2)+w
+
L has at most one nonzero entry and the above
argument should be applied to that entry.
Last term: We’ll show that
lim sup
λ→∞
|λC(w+Φ − w
+
L )(λ)| . t
−(k− 12+
1
2(kθ+1)
)
the estimate for w−Φ − w
−
L is similar. Now,
w+Φ − w
+
L = (Φ1)+ + (Φ2)+ + other terms
= C+(∆w
+) + other terms
where the other terms are in L1. Notice that C+C− = 0 and C−C− = C−, so
lim sup
λ→∞
∣∣λC(C+(∆w+))(λ)∣∣ = lim sup
λ→∞
∣∣λC+(∆w+)(λ)∣∣
= O(t−k), by linear theory
The other terms are (Φ1)+(Φ2)+, w
+(Φ1)+(Φ2)+, w
+(Φ1)+, w
+(Φ2)+, which are
in L1. Thus,
lim sup
λ→∞
|λC(other terms)(λ)| =
∣∣∣ 1
2π
∫
R
other terms
∣∣∣
By orthogonality, the contribution of (Φ1)+(Φ2)+ in
∫
R
is 0, and the contribution
of w+(Φ1)+(Φ2)+ becomes∫
R
C−(w
+)(Φ1)+(Φ2)+ . H2(w)‖(Φ1)+(Φ2)+‖2
using Cauchy-Schwarz. Since (Φ1)+ is small on D− and (Φ2)+ is small on D+, the
above inequality gives an estimate of size t
− 1
2(kθ+1) t−(k−
1
2 ).
Notice that by triangularity,
∫
1D+w
+(Φ1)+ =
∫
1D−w
+(Φ2)+ = 0. Now, the
argument used to estimate the two middle terms of (38) can be applied to estimate∫
1D−w
+(Φ1)+ and
∫
1D+w
+(Φ2)+. Consequently, we have an estimate of size
t
− 12(kθ+1) t−(k−
1
2 ) for the contribution of w+(Φ1)+ and w
+(Φ2)+.
(iii) Suppose that k ≥ 1 and ‖(1 − CwL)
−1‖Lp→Lp , ‖(1 − Cw)
−1‖Lp→Lp .p 1
(as t → ∞) for any 2 ≤ p < ∞. For p, q ∈ H1,0 with sufficient decay, we’ll have
Φ1,Φ2 ∈ L∞. This allows us to use (8),(9) and (10), but these decay requirements
of p and q will not contribute to the finiteness of the implicit constants.
Under the assumption k ≥ 1, ‖Φ1‖∞,‖Φ2‖∞ are however not known to be uni-
formly bounded as t → ∞. Consequently, we won’t have uniform boundedness
of (1 − CwΦ)
−1 in Lp. On the other hand, we know that Φ1,Φ2 are uniformly
bounded in L∞− as t → ∞. Using (8),(9) and (10), it is then not hard to show
that (1 − CwΦ)
−1 is uniformly bounded from Lp+ ∩ Lp to Lp for any 2 ≤ p < ∞.
This allows us to use a variant of Lemma 4.1 (see the remarks after this lemma for
details).
Now, the same argument as in (ii) can be repeated, where to improve the estimate
of (ii) to
Oǫ(t
−(k− 12+
1
2(kθ+1)
)+ǫ
)
it suffices to show that for 2 ≤ q <∞
‖wΦ − wL‖ 2q
q−2
(
Hq(wL) +Hq+(wL)
)
. t−(k−
1
2−
1
q )
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(after that choosing q sufficiently large will give us the desired estimate). We note
that in other places an ǫ in the decay order might also be lost, one reason is the
lack of an uniform bound as t → ∞ of ‖Φ1‖∞ and ‖Φ2‖∞ (we need to use L∞−
instead of L∞). Now, the above inequality is a consequence of (36). 
Remarks: Let A, B, C respectively be the decay estimates for H2(wL), ‖1D±(wφ−
wL)‖2 and ‖wφ − wL‖∞. Then typically (modulo an ǫ) our argument gives an
overall estimate of AB in part (iii), and an overall estimate of max(AB,A2C) in
part (ii). We’ll always have A = t
− 1
2(kθ+1) , thanks to Corollary 5.5 and the correct
phase-weight relation in our weights.
8.2. Reduction of phase. In this section, we study a RHP localized to a small
neighborhood of the stationary points of θ. Let λ0 be a stationary point of θ.
Below, we’ll show the phase reduction of θ near λ0.
By translation symmetry, assume that λ0 = 0 and is of order k0. Let the weights
of our RHP be denoted by w±. On the neighborhood of 0 where the weights are
supported, approximate θ by
θ(0) +
θ(k0+1)(0)
(k0 + 1)!
xk0+1
and keep the value of θ near other stationary points. Let θ0 denote this approxima-
tion. Without loss of generality we can assume that the portion of supp(w) near 0
is small enough so on a neighborhood of this part θ is (k0 + 1)-time differentiable,
with
θ′(0) = · · · = θ(k0)(0) = 0, θ(k0+1)(0) 6= 0
θ(k0+1)(x) = θ(k0+1)(0) +O(|x|β), β > 0
Below we show how to reduce θ → θ0. The following assumption is required only
if θ 6≡ θ0 in the above neighborhood (since otherwise we don’t need this reduction).
(*) p, q have two L2 derivatives on a neighborhood of 0 if k0 = 1. Three L
2
derivatives are required if k0 ≥ 3, or k0 = 2 and p(0)q(0) < 0.
The regularity assumption on p, q for k0 ≥ 3 may be improved given better
understanding of model RHPs associated with a stationary point of such orders.
More precisely, we don’t know if the corresponding resolvent operator (1 − Cw)
associated with such model RHP is invertible on Lp for large p, therefore in our
direct scheme we need some nontrivial decay for ‖∆w‖∞, which is the source of
this extra requirement. For this reason, if |pq| are very small at a stationary point
of such order then this extra requirement can be removed.
Notice that 0 is also a stationary point of order k0 for θ0: θ
(k0+1)
0 (0) = θ
(k0+1)(0) 6=
0. Furthermore, by L’Hospital’s rule and continuity of θ(k0+1) at 0 we have:
lim
x→0
θ′0(x)
θ′(x)
= · · · = lim
x→0
θ
(k0+1)
0 (x)
θ(k0+1)(x)
= 1
Thus, our neighborhood of 0 can be chosen such that
θ′0(x)
θ′(x) & 1 for every x 6= 0
in this neighborhood. In particular, this means θ(x, s) := sθ0(x)+(1−s)θ(x) has a
stationary phase point at 0 of order k0 for every s ∈ [0, 1]; furthermore, for x near
0, ddxθ(x, s) has the same signs as θ
′(x).
Let w±0 be the weight obtained from w
± after replacing θ by θ0. For simplicity
of notation, let ∆w = w0 − w, which is supported near 0. To reduce from w to
STATIONARY PHASE METHOD FOR OSCILLATORY RHPS 45
w0, we will proceed exactly as in the reduction from w
Φ to wL. For convenient, in
the following propositions we’ll denote by k ≥ 2 the number of L2 derivatives that
p and q are required to have in the assumption (*). The argument of Section 8.1
works once we show the following estimates and its complex variant:
Proposition 8.3. For any sign combinations,
lim sup
λ→∞
|λC
(
1D±∆w
±
)
| . t−(β+1)
1
k0+1
+ǫ
(39)
Furthermore, if k0 > 1 then for 2 ≤ p ≤ ∞
Hp(1D+∆w), Hp(1D−∆w) . max
(
t−(k−2+
1
p ), t
−(β+ 1p )
1
k0+1
+ǫ
)
(40)
If k0 = 1 and θ
(3) is assumed Lr integrable near 0 then the above estimates remains
true after the following adjustments: k0+1 is replaced by k0 +1+ c(2, p), and β is
replaced by β − c(2, p) for 2 ≤ p <∞, or β − 2c(2, p) for p =∞.
Note: c(k, p) is defined in (23). In particular, c(2, 2) = 23r and c(2,∞) =
1
2r . Recall
the assumption (B) on θ, which in particular says that
β >
{
1
r , if k0 = 1
0, if k0 > 1.
The reason for this assumption will be explained shortly.
Proposition 8.4. Let 1 < p <∞. If Γ is a ray originating from a stationary point
that forms a nontrivial angle with R and k0 > 1, then
‖C(1D±∆w)‖Lp(Γ) . max(t
−(k−1), t−(β+
1
p )
1
k0+1
+ǫ)
If k0 = 1 then this estimate has to be adjusted as in Proposition 8.3.
Before proving these propositions, we make some comments. Recall that the
phase reduction and separation of contribution will be iterated through the list of
stationary points. Using the above estimates, the effect on u(t), v(t) can always be
controlled by AB+A2C, where A = t
− 1
2(kθ+1) , B is the estimate for H2(∆w), and C
is the estimate forH∞(∆w), and all we need is L
2 boundedness of (1−Cw)−1, which
is always the case (posteriori). However, if (1−Cw)
−1 is also bounded in Lp for large
p, we can improve this estimate to AB (modulo an ǫ in the decay exponent). For
this reason, if there are more than one stationary point we’ll always start out with
stationary points of order ≥ 3 and defocusing secondary stationary points before the
rest. The main reason is whenever these bad stationary points are involved, we will
not have Lp boundedness, but after separating them out Lp boundedness suddenly
becomes available, which enable us to avoid strong assumptions on regularity of
θ, p, q near the good stationary points.
Below we show that our estimate of the effect on u(t), v(t) can be controlled by
something decay better than t
− 1kθ+1 . If we only use L2 boundedness of (1−Cw)−1
then we’ll have a decay of t
−( 1kθ+1
+d0)+ǫ.
d0 =
β
k0 + 1
> 0
assuming three L2 derivatives of p, q near 0 and boundedness of θ(4). These con-
ditions are satisfied when k0 ≥ 3 or k0 = 2 with p(0)q(0) < 0 by our assumptions;
we note that the boundedness of θ(4) can be changed to some high Lr integrability
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condition similar to the assumption on primary stationary points; but we avoid
doing that here for the sake of simplicity.
On the other hand, if we assume high Lp boundedness of (1 − Cw)−1 then the
effect on u(t), v(t) can be controlled by t
−( 1
2(kθ+1)
+d0)+ǫ, where d0 >
1
2(kθ+1)
. More
specifically, assuming only two L2 derivatives of p, q near 0 we can get
d0 = min(
1
2
, (β +
1
2
)
1
k0 + 1
) >
1
2(k0 + 1)
if k0 > 1. When k0 = 1, if θ
(3) is assumed to be Lr integrable near 0 then
d0 = min
(1
2
, (β +
1
2
−
2
3r
)
1
2 + 23r
)
In this case, using the assumption β > 1r we have
(β +
1
2
−
2
3r
)
1
2 + 23r
) > (
1
2
+
1
3r
)
1
2 + 23r
) ≥
1
4
Consequently, only two L2 derivatives is needed for p, q near 0 if 0 is a good sta-
tionary point (i.e. primary or focusing secondary). On the other hand, in that case
the reduction regarding unique solvability and resolvent bound needs to be looked
at more carefully since we won’t have decay for H∞(∆w) as t → ∞. In this case,
the above assumption on β saves us. Indeed, by (40) we have
H∞(1D±∆w) = O(1) +O(t
−c)
as t→∞ for some c > 0. More specifically,
c =
{
β
k0+1
− ǫ, if k0 > 1;
(β − 1r )
1
2+ 12r
− ǫ, if k0 = 1.
so c > 0. Now, the implicit constant of O(1) is (modulo a positive power) propor-
tional to the size of the current neighborhood. Thus, it can be made arbitrarily
small. For large t, a posteriori the resolvent norm ‖(1 − Cw0)
−1‖ on Lp can be
controlled by an absolute p−constant depending essentially on the values of |p(x)|
and |q(x)| at the stationary points. For p in any given compact subset of [2,∞), if t
is large then unique solvability follows by choosing our neighborhood small enough
and using Newman series. Furthermore, on those Lp we can control ‖(1− Cw)−1‖
by a comparable p-constant, which is good enough for our applications.
Below we’ll prove Proposition 8.3, the proof for Proposition 8.4 is similar. We’ll
use a lemma whose proof is a simple application of Fubini’s theorem:
Lemma 8.1. Let f(x, s) be in L1sH
1,1
x ((0, 1) × R), i.e.
∫ 1
0
‖f(x, s)‖H1,1x ds < ∞.
Then C± and
∫ 1
0 ds commute:(
C±
∫ 1
0
f(., s)ds
)
(y) =
∫ 1
0
(
C±f(., s)
)
(y)ds(41)
Proof of lemma. Since H1,1x ⊂ L
1
x, we know f ∈ L
1
sL
1
x. Fubini’s theorem gives us:
L̂HS(ξ) = 1{±ξ≥0}
1
2π
∫
R
∫ 1
0
f(x, s)e−ixξ dsdx =
∫ 1
0
1{±ξ≥0}f̂(ξ, s)ds
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Similarly (use the above argument for g(ξ, s) := f̂(ξ, s)1{±ξ≥0} ∈ L
1
sL
1
ξ instead
of f(x, s) and the inverse Fourier transform instead of the Fourier transform),
F−1
( ∫ 1
0
g(., s)ds
)
(y) =
∫ 1
0
F−1(g(., s))(y)ds =
∫ 1
0
(
C±f(., s)
)
(y)ds

Proof of Proposition 8.3. To show (40) and (39), we want to estimate the respective
Hardy projection of ∆w. Below we’ll estimate
|C+(1D+∆w
−)| = |C+(1D+φ0P
(
e−itθ − e−itθ0
)
)|,
the other cases are similar. For simplicity we’ll assume that k0 > 1, the case k0 = 1
is entirely similar and the adjustments in this case followed from the corresponding
adjustments in Lemma 5.4. Below we’ll show (40), the argument is entirely similar
for (39).
Write 1D+φ0P
(
e−itθ − e−itθ0
)
as:
it
∫ 1
0
f(x)e−itθ(x,s)1D+(x)Ω0(x)ds
where recall that θ(x, s) = sθ0(x) + (1− s)θ(x) and
f(x) := φ0(x)(θ0(x)− θ(x))p(x)
Note that f(x) is compactly supported, continuously differentiable, furthermore f
vanishes at the endpoint of D+. Thus it is not hard to see that f1D+Ω0 ∈ L
1
sH
1,1
x .
Apply the above lemma, we have
C+
(
φ0P (e
−itθ − e−itθ0)1D+
)
(λ) = it
∫ 1
0
C+
(
1D+f(., s)Ω0e
−itθ(.,s)
)
(λ)ds
Under assumption (*) and by the A-B decomposition lemma, Ω0 has an Ak + Bk
decomposition in a neighborhood of the stationary point 0. Now, f has multiplicity
k0 + 1 + β at 0 up to the k
th derivative. The last claim is a consequence of the
Ho¨lder condition of θ(k0+1) at 0. By Lemma 5.4 we have
‖C+
(
1D+f(., s)Ω0
)
(y)‖p .s max(t
−(k−1+ 1p ), t
−(k0+1+β+
1
p )
1
k0+1 )
= t−1max(t−(k−2+
1
p ), t−(β+
1
p )
1
k0+1 )
Below we’ll show that the dependence on s in the above inequalities are mild, so
that after integrating over s ∈ [0, 1], the implicit constants remain finite.
Since f is compactly supported, the s-dependence of the implicit constants is
originated from the phase dependence weights in the weighted sum fθ,k:
|
d2
dx2
θ(x, s)|α1 · · · |
dk+1
dx2
θ(x, s)|αk
1
| ddxθ(x, s)|
(k+α1+···+αk)−1/p
Since s ∈ [0, 1], we are not concerned about those s’s appearing in the numerators.
For those s’s that appear in the denominator, we note that: our choice of φ0
ensures that on its support, | ddxθ(x, s)| ∼ |θ
′(x)| uniformly over s ∈ [0, 1]. Therefore
we can remove the s-dependence in our estimates and complete the proof of this
proposition. 
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8.3. Separation of contributions. In this section, let λ0 is a stationary point of
order k of θ and w is a pair of weights supported near the stationary points. Let
w0 denote the part of w supported near λ0 and w1 = w − w0 be the remaining.
We’ll assume that both w0, w1 have correct-phase weight relation and the RHPs
associated with w0 and with w1 are uniquely solvable. Furthermore, we assume
quantitative bounds ‖(I − Cwj )
−1‖Lp→Lp . 1 as t→∞ for some 2 ≤ p <∞.
Regarding unique solvability, we’ll prove that
Proposition 8.5. The normalized RHP with weight w = w0 + w1 is uniquely
solvable for large t, indeed
‖(1− Cw)
−1‖Lp→Lp . 1 +
1∑
j=0
‖(1− Cwj )
−1‖Lp→Lp(42)
Proof. To show that I − Cw is invertible for large t, we’ll use the parametrix I +∑1
j=0 Cwj (I − Cwj )
−1 ≡ I +
∑1
j=0(I − Cwj )
−1Cwj , introduced in [31]:
(I − Cw)
(
I +
1∑
j=0
Cwj (I − Cwj )
−1
)
= I −
∑
0≤i6=j≤1
CwiCwj (I − Cwj )
−1
(
I +
1∑
j=0
(I − Cwj )
−1Cwj
)
(I − Cw) = I −
∑
0≤i6=j≤1
(I − Cwj )
−1CwjCwi
By Corollary 5.7, for i 6= j, ‖CwiCwj‖Lp→Lp decays as t→∞:
‖CwiCwj‖Lp→Lp . t
− 1
p(kθ+1)
Thus, for large t we know that
∑
0≤i6=j≤1 CwiCwj (I−Cwj )
−1 and
∑
0≤j 6=i≤1(I−
Cwj )
−1CwjCwi have small norm. Consequently, I − Cw is invertible, and
‖(I − Cw)
−1‖Lp→Lp . ‖I +
1∑
j=0
Cwj (I − Cwj )
−1‖Lp→Lp
. 1 +
1∑
j=0
‖(I − Cwj )
−1‖Lp→Lp

For 0 ≤ j ≤ 1, denote by Mj, µj the respective ingredients of the normalized L2
RHP with weights (w−j , w
+
j ). To separate the contributions of different stationary
points, we’ll need the following a priori estimates:
Lemma 8.2. Assuming that near λ0 the phase θ is of the form a+b(x−λ0)
k+1. As-
sume that locally p, q have two L2 derivatives. Then if P ⊂ R so that distance(P, supp(w0)) &
1 and distance(P, λ0) & 1 then for a.e. λ ∈ P we have:
µ0(λ, t) = I +
(
0 u0(t)λ−λ0
vj(t)
λ−λ0
0
)
+Oǫ(t
− 3
2(k+1)
+ǫ)(43)
Here u0 and v0 are the contribution of λ0 to the leading asymptotics of u(t), v(t),
defined as in Theorem 1.1.
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We note that the above assumption on θ is automatic because at this moment θ
has already been reduced to a nice analytic phase near λ0. Furthermore, if k = 1
then the Lemma remains true for p, q with one L2 derivative. On the other hand,
for purely harmonic analysis interests, the above asymptotics remains true for more
general class of θ, for instance those having three Lipschitz derivatives near λ0 and
satisfying
|θ(k+1)(x)− θ(k+1)(λ0)| . |x− λ0|
β , β >
1
2
(the error term has weaker decay if β < 1), however the main issue here is that the
Lemma requires higher regularity assumptions on p, q to allow for this generality.
Indeed, the phase reduction of this Lemma is fairly expensive, it may require p, q
to have three L2 derivatives near λ0. This is the reason why for every stationary
point we always carry out phase reduction before separating its contribution.
It would be interesting to see if the decay estimate Oǫ(t
− 3
2(k+1)
+ǫ) can be im-
proved to Oǫ(t
− 2k+1+ǫ) assuming enough regularity of p, q. That improvement would
allow us to obtain a stronger decay estimate for the error term in the leading asymp-
totics of u(t) and v(t), when there are more than one stationary point.
The proof of Lemma 8.2 is a sequence of reductions; at the end it will be proved
for the corresponding model RHP associated with λj .
For technical reason, from now on we’ll assume thatlim supλ→∞
(∣∣λ(M0)12(λ, t)∣∣ + ∣∣λ(M0)21(λ, t)∣∣) = Ot(1)
lim supλ→∞
(∣∣λ(M1)12(λ, t)∣∣ + ∣∣λ(M1)21(λ, t)∣∣) = Ot(1)(44)
Since the reduction of u(t), v(t) implies the reduction of these estimates, this as-
sumption is harmless.
Assuming these a priori estimates, we will show below that the leading asymp-
totics of u(t) and v(t) are essentially the sum of the leading asymptotics of u0(t) +
u1(t) and v0(t) + v1(t). As usual, we’ll suppress t for brevity.
Proposition 8.6. Assuming the a priori estimates (43),(44), we have
lim sup
λ→∞
|λ
(
M12(λ)− (M0)12(λ)− (M1)12(λ)
)
| .ǫ t
− 3
2(kθ+1)
+ǫ
(45)
lim sup
λ→∞
|λ
(
M21(λ)− (M0)21(λ)− (M1)21(λ)
)
| .ǫ t
− 3
2(kθ+1)
+ǫ
(46)
Proof. We’ll prove (45, 46) using a similar argument as in [31]. It is not hard to
see that m(λ) :=M1(λ)M0(λ) solves the following normalized RHP:
m+(λ) = m−(λ)Jm(λ, t)
Jm(λ, t) =
(
(I − w−1 )M0,−
)−1(
(I + w+1 )M0,+
)
To show the proposition, we’ll show that as λ→∞ nontangentially{
lim supλ→∞ |λ
(
M(λ)−m(λ)
)
| .ǫ t
− 3
2(kθ+1)
+ǫ
lim supλ→∞ |λ Off
(
m(λ)−M1(λ) −M0(λ)
)
| = 0
Here, for any 2×2 matrix A, we denote by D(A) the diagonal part of A and Off(A)
the off-diagonal part of A. Both D(A) and Off(A) are 2× 2 matrices.
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The first task is to find a suitable factorization for Jm that will help us prove
the first estimate. Recall that M0,± = µ0(I ± w
±
0 ), here
µ0 = I + Cw0µ0
If matrix multiplication was commutative then we would have
(I + w+1 )M0,+ = µ0(I + w
+
0 )(I + w
+
1 ) = µ0(I + w
+
1 + w
+
0 )
thanks to disjoint support, and similarly (I−w−1 )M0,− = µ0(I−w
−
1 −w
−
0 ). However,
we can only estimate ‖µ0 − I‖2 by t
− 1
2(k+1) which is far from the right-hand side
of (45, 46) if k ∼ kθ. Consequently, to effectively compare m with M using weight
comparison (i.e. the first scheme), we don’t want to use the immediate choice
I ± w±m = (I ± w
±
1 )M0,±.
Instead, we’ll use the factorization Jm = (I − w
−
m)
−1(I + w+m), where:
I + w+m := µ
−1
0 (I + w
+
1 )M0,+, I − w
−
m := µ
−1
0 (I − w
−
1 )M0,−
The idea is to somehow cancel out the effect of µ0. Now,
I + w+m = µ
−1
0 (I + w
+
1 )µ0(I + w
+
0 )
= (I + w+1 )(I + w
+
0 ) + µ
−1
0 [w
+
1 , µ0](I + w
+
0 )
= (I + w+) + ∆w+
∆w+ := µ−10 [w
+
1 , µ0](I + w
+
0 ) = µ
−1
0 [w
+
1 , µ0]
because w0 = 0 on the support of w1.
Similarly, I + w+m = (I − w
−) −∆w− where ∆w− := µ−10 [w
−
1 , µ0]. We will see
that with this choice of weights for Jm, we can achieve ‖∆w‖p . t
− 1kθ+1 for any
1 ≤ p ≤ ∞.
From the proof of (14), lim supλ→∞ |λ(M(λ) −m(λ))| can be controlled by
‖∆w‖2H2(w) + ‖µ− µm‖2‖wm‖2 + lim sup
λ→∞
∣∣λC(∆w)(λ)∣∣
≡ X+Y+ Z
Here, ‖µ− µm‖2 can be controlled by
‖C∆wI‖2 + ‖∆w‖∞H2(w)(47)
using ‖(1−Cw)−1‖L2→L2 . 1 (by the previous proposition). Now by Corollary 5.5,
H2(w) . t
− 1
2(kθ+1)
Thus it remains to estimate ∆w. For simplicity of notation, let
µ00(x, t) :=
(
0 u0(t)x−λ0
v0(t)
x−λ0
0
)
= O(t−
1
k+1 )
For λ ∈ supp(w1), we have distance(λ, supp(w0) ∪ {λ0}) & 1, and (43) gives
µ0(λ) = I + µ
0
0(λ) +Oǫ(t
− 32(k+1)+ǫ)(48)
Since detM0(λ) = 1 on R, we have det(µ0) ≡ 1. Thus µ
−1
0 is essentially a rearrange-
ment of entries of µ0 with additional minus signs in appropriate places. Thus, (48)
implies:
µ−10 (λ) = I − µ
0
0(λ) +Oǫ(t
− 3
2(k+1)
+ǫ)(49)
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Now, notice that ∆w is supported on a small set, so using estimates (48, 49) we
have:
∆w± = (I − µ00)[w
±
1 , I + µ
0
0] +Oǫ(t
− 32(k+1)+ǫ)
= [w±1 , µ
0
0] +Oǫ(t
− 3
2(k+1)
+ǫ)
Since w1 and ∆w are supported on small sets, the O(t
− 32(k+1)+ǫ) term remains small
in Lp for any 1 ≤ p ≤ ∞. In particular, ‖∆w‖2, ‖∆w‖∞ . t
− 1k+1 , and thus
X . t
− 3
2(kθ+1)
Y . ‖C∆wI‖2 +O(t
− 3
2(kθ+1) )
Below we’ll estimate ‖C∆wI‖2. Notice that [w
±
1 , µ
0
0] are algebraic sums of terms
like
C(t)w±1 (x,t)
x−λ0
or
w±1 (x,t)C(t)
x−λ0
where C(t) denote matrix valued functions of t (inde-
pendent of x) and have order t−
1
k+1 . In addition, the weights w±1 ’s have the correct
phase-weight relation. Since |x − λ0| & 1 for x ∈ supp(w
±
1 ), Corollary 5.5 now
gives:
‖C∆wI‖2 . |C(t)|t
− 1
2(kθ+1) +Oǫ(t
− 3
2(kθ+1)
+ǫ
) = Oǫ(t
− 3
2(kθ+1)
+ǫ
)
Thus, Y .ǫ t
− 3
2(kθ+1)
+ǫ
. Now to estimate Z notice that ∆w ∈ L1, thus
Z = lim sup
λ→∞
∣∣λ∫ ∞
−∞
∆w(x, t)
x− λ
dx
∣∣ = 1
2π
∣∣ ∫ ∞
−∞
∆w(x, t)dx
∣∣
so using linear theory of oscillatory integrals (see Lemma 5.8) the contribution of
[w±1 , µ
0
0] can be controlled by t
− 1k+1−
1
kθ+1 , here 1k+1 comes from constants like C(t)
and 1kθ+1 is contributed by the respective oscillatory integral. Thus, Z and hence
lim supλ→∞ |λ(M(λ) −m(λ))| can be controlled by t
− 3
2(kθ+1)
+ǫ
.
To finish the proof of our proposition, we need to show the second estimate
lim sup
λ→∞
|λ Off
(
m(λ)−M1(λ) −M0(λ)
)
| = 0(50)
Observe that for any two 2× 2 matrices A,B,
|Off(AB)| = |Off(A)D(B) + D(A)Off(B)|
. |Off(A)||D(B)| + |D(A)||Off(B)|
(50) now follows by applying this inequality for A =M1(λ)−I and B =M0(λ)−I,
noticing
lim
λ→∞
|D(M0(λ) − I)| = lim
λ→∞
|D(M1(λ) − I)| = 0
lim sup
λ→∞
|λOff(M0(λ) − I)| = lim sup
λ→∞
|λOff(M0(λ))| = Ot(1)
lim sup
λ→∞
|λOff(M1(λ) − I)| = lim sup
λ→∞
|λOff(M1(λ))| = Ot(1)

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8.3.1. Reduction of the a priori estimate (43) in Lemma 8.2. For future reference,
we’ll set up a framework to reduce (43) along our reduction of u(t), v(t).
Let µ and µ0 be associated with two pairs of differentiable weights w and w0
that are localized to a given stationary point, which we’ll assume 0 of order k0.
Assume that for each x the triangularity of w(x) and w0(x) agree, which in turn is
invariant on each D+ and D−. For convenient, let ∆µ = µ−µ0 and ∆w = w−w0.
Our setting will be as usual: the restriction on D+, D− of both ∆w
+ and ∆w−
are oscillatory functions of the form feitΘ, where f(0) = 0 and f has one L2
derivative. Since we have already done the phase reduction, in our setting Θ is of
the form a+ bxk0+1, but the argument works for more general phases.
Recall that P is away from {0}∪ supp(w). In this localized case, we’ll also have
distance(P, supp(w0)) & 1
In our final reduction (to model RHPs), the model weights will not be locally sup-
ported. To overcome this, we’ll exploit certain analytic continuation of the model
weights to deform the Riemann-Hilbert contour R. Effectively, this deformation
“moves” P away from the supports of the (deformed) model weights (so that the
current argument can be reused).
Proposition 8.7. If w and w0 have the correct phase-weight relation and are sup-
ported away from P then
‖∆µ‖L∞(P ) . ‖∆µ‖2 + t
− 1
2(k0+1)H2(∆w) + t
− 2k0+1
In applications of this proposition, observe that thanks to the correct phase-
weight relation in w and w0, H2(∆w) can be estimated by t
− 1k0+1
+ǫ
or t
− 3
2(k0+1)
+ǫ
depending on availability of regularity. Also, as a consequence of the reduction
of u(t), v(t), we’ll have an a posteriori estimate for ‖∆µ‖2. To see that, note
that ∆µ ≡ 0 in the second scheme and small for large t in the first scheme, using
Lemma 4.1. Often we’ll have ‖∆µ‖2 = O(t
− 3
2(k0+1)
+ǫ
), which is enough for the
desired reduction.
Proof. Writing ∆µ = C∆wµ0 + Cw∆µ and using Cauchy-Schwarz’s inequality in
the second term, we have:
‖∆µ‖L∞(P ) . ‖C∆wµ0‖L∞(P ) + ‖∆µ‖2‖w‖2(51)
Thus, it comes down to estimating
∥∥C∆wµ0∥∥L∞(P ). Intuitively, we would expect
this term to be small if µ0−I was sufficiently small (in some Lp), since by Lemma 5.8
it is not hard to see that C∆wI is small in L
∞(P ). However, from Lemma 5.4 (more
precisely, Corollary 5.5) it is only known that
‖µ0 − I‖2 . t
− 1
2(k0+1))
which is not enough. To get the desired estimate, the main idea is to exploit the
fact that P is away from {0} ∪ supp(w) ∪ supp(w0).
Now, on P , write C∆wµ0 as
C∆wI + C∆w
(
Cw0µ0
)
= O(t
− 2k0+1 ) + C+
(
Cw0µ0 ∆w
−
)
+ C−
(
Cw0µ0 ∆w
+
)
≡ O(t−
2
k0+1 ) + X + Y
Below we’ll prove that X is small on P ; the proof for Y is similar.
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WriteX = C+(E)+C+(F ), whereE ≡ C+(µ0w
−
0 )∆w
− and F ≡ C−(µ0w
+
0 )∆w
−.
Notice that E and F are not symmetric in general because C+ is being applied to
them. However, if C+(X) is evaluated on P then this symmetry is available as both
E and F are supported away from P .
Keeping in mind that ‖C+(∆w
−)‖2 and ‖C+(∆w
−)‖L∞(P ) are small, we decom-
pose F to establish the appearance of these terms in C+(F ):
F = C−(µ0w
+
0 )C+(∆w
−)− C−(µ0w
+
0 )C−(∆w
−)
= C+(µ0w
+
0 )C+(∆w
−)− µ0w
+
0 C+(∆w
−)− C−(µ0w
+
0 )C−(∆w
−)
Under C+, the last term vanishes, while the first term is unaffected. Using the
distance condition, we can estimate ‖C+(F )‖L∞(P ) by
C+(µ0w
+
0 )C+(∆w
−)− C+
(
(µ0 − I)w
+
0 C+(∆w
−)
)
− C+
(
w+0 C+(∆w
−)
)
= O
(
‖C+(∆w
−)‖L∞(P ) +H2(w0)H2(∆w)
)
− C+
(
w+0 C+(∆w
−)
)
For λ0 ∈ P , let g(x) =
w+0 (x)
x−λ0
. Then
C+(w
+
0 C+(∆w
−))(λ0) =
∫
gC+(∆w
−)
=
∫
C−(g) C+(∆w
−)
. ‖C−(g)‖2 H2(∆w)
Consequently, using the correct phase-weight relation in both w and w0 we have
‖C+(F )‖L∞(P ) . t
− 2k0+1 + t
− 1
2(k0+1)H2(∆w)

9. Reduction to model cases (II): Deift-Zhou’s steepest descent
argument
In this section, we consider a RHP that is localized to a small neighborhood of a
stationary point and has a nice analytic phase. The goal of this section is to reduce
this RHP to a model RHP which will be explicitly studied in Section 10. Without
loss of generality we can assume that this stationary point is 0 and is of order k,
and the phase of this RHP is Θ(x) = a+ bxk+1 for a, b ∈ R, b 6= 0. Let w± denote
the weights of this RHP.
Let δ0(λ) be the local approximation of δ(λ) near 0, and let D− := {Θ′ < 0}
and D+ := {Θ′ > 0}. Recall that δ0 satisfies the following scalar RHP:
δ0+(x) = δ0−(x)
(
1D+(x) + [1 + p0q0]1D−(x)
)
, x ∈ R
here p0 ≡ p(0) and q0 ≡ q(0). Also, D± can be made explicit by considering parity
of k and sign of b; each of them is either ∅, R−, R+, or R \ {0}.
The current pair of weights w = (w−, w+) is of the form
(w−, w+) =

((0 φδ2−pe−itΘ
0 0
)
,
(
0 0
φδ−2+ qe
itΘ 0
))
, if x ∈ D+;(( 0 0
φδ−2−
q
1+pq e
itΘ 0
)
,
(
0 φδ2+
p
1+pq e
−itΘ
0 0
))
, if x ∈ D−
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here φ is a normalized cutoff supported near 0. Note that we implicitly used the
jump relation of δ to write w in the above form. w will be reduced to:
(w−M , w
+
M ) =

((0 δ20−p0e−itΘ
0 0
)
,
(
0 0
δ−20+q0e
itΘ 0
))
, if x ∈ D+;(( 0 0
δ−20−
q0
1+p0q0
eitΘ 0
)
,
(
0 δ20+
p0
1+p0q0
e−itΘ
0 0
))
, if x ∈ D−
Intuitively, this means that as t→∞ the RHP (w−, w+) localizes at 0: φ(x)→ 1,
p(x)→ p0, q(x)→ q0, and δ(x)→ δ0(x).
The main difficulty in the above reduction is the lack of L2 integrability of the
model weights wM , despite the fact that they are still in L
∞. This prevents Beals-
Coifman’s operator formulation which is essential to our perturbation schemes. To
get around this issue, the idea introduced in [9] is to exploit analytic continuation
of wM and deform the model RHP to a suitably chosen contour Γ, on which wM
has strong decay. We note that this approach was not taken by [31].
We’ll use the following adaptation of a notation in [10]: For any continuous f ,
let
[f ](x) =
f(0)
1 + ixN
here N is a large natural number that depends only on k, so that [f ] decays fast
enough on R. Large choice of N in particular ensures the applicability to [f ] of
Lemma 5.1 and related propositions. Intuitively, [f ] is an analytic approximation
at 0 of f that stays in Lp spaces.
For simplicity of notation, let R+ denote [0,∞) and R− denote (−∞, 0]. Consider
Γ0,Γ1,Γ2,Γ3,Γ4,Γ5 six rays originating at 0 such that Γ0 = R+, Γ3 = R− and the
others form small angles with R. More specifically, we will take
Γ1 = e
iαR+, Γ5 = e
−iαR+,
Γ2 = e
−iαR−, Γ4 = e
iαR−
for a sufficiently small α > 0, say α = π3N . Small value of α ensures that [f ](x) is
analytic and decays strongly in the two angles formed by Γ5,Γ1 and Γ2,Γ4.
For any (reasonable) oriented contour Σ, we can define (nontangential) ± bound-
ary values on Σ of a function analytic on C \ Σ using the following standard con-
vention: Along Σ following the local direction, the left side is + and the right side
is −. Consequently, for any f ∈ Lp(Σ), 1 < p <∞, we can define the nontangential
boundary values C±Σ f of the Cauchy operator CΣf .
Let Γ =
⋃5
i=0 Γi. On Γ, we’ll orient Γ0,Γ2,Γ4 outwards (i.e. → ∞), and
Γ1,Γ3,Γ5 inwards (i.e. → 0). In particular, R ⊂ Γ is oriented naturally. This
orientation makes Γ a complete contour in the sense that it divides C into two
(disconnected) regions: one stays entirely on the − side of Γ, and the other stays
entirely on the + side of Γ (it is equivalent to saying that Γ is the common bound-
ary of these regions, clockwise for one and counter-clockwise for the other) [12].
For convenience, we’ll use −Γj to refer to the reverse orientation on Γj, and |Γj |
whenever orientation is not taken in account.
The main advantage of Γ being complete is: the Cauchy operators C±Γ satisfy
standard properties of C±
R
(see for instance, Zhou [34]):
C+Γ − C
−
Γ = I, C
−
Γ C
+
Γ = C
+
Γ C
−
Γ = 0
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For any i 6= j, let Γij ⊂ R2 denote the angle formed by rotating |Γi| counter-
clockwise to |Γj |. With this notation, Γ01 ∪ Γ23 ∪ Γ45 is the + side of Γ, and
Γ12 ∪ Γ34 ∪ Γ50 is the − side of Γ.
The following observation is crucial in the analysis of this section: w+M and w
−
M
have analytic continuation to small angles (pivoted at 0) respectively in the upper
and lower half planes, where they decay strongly. More precisely, w+M can be nicely
continued to {z ∈ C : Argz ∈ (0, πk+1 ) ∪ (π −
π
k+1 , π)} and w
−
M can be nicely
continued to {z ∈ C : Argz ∈ (− πk+1 , 0)∪ (−π,−π+
π
k+1 )}. To verify these claims,
it may be convenience to consider different cases based on the parity of k and the
sign of Θ(k+1)(0).
Intuitively, the above strong decay of the deformed model weights is not a co-
incidence, it is rather expected. If instead of real-variable methods, Lemma 5.4
and Lemma 5.1 were proved using a steepest descent argument (assuming relevant
things were analytic) then this type of decay would be exactly what we need. Given
a complete contour Σ, in order to have C+Σ (w
−) to be small it would be convenient
that w− has a decaying analytic continuation to the − side of Σ. Similarly, for
C−Σ (w
+) to be small we want w+ to have a decaying analytic continuation to the
+ side of the contour. Whenever a pair of weights has these properties, we’ll say
that they are natural. The naturality of our weights are indeed guaranteed by the
correct phase-weight behavior in (w−, w+), which is a consequence of the studies
in Section 5.
The reduction in this section consists of two major steps:
Step 1: Preparation for steepest descent. In this step, we’ll reduce w → w˜M , an
analytic approximation of wM that stays in L
2(R):
((0 δ2−[p]e−itΘ
0 0
)
,
(
0 0
δ−2+ [q]e
itΘ 0
))
, if x ∈ D0+;(( 0 0
δ−2− [
q
1+pq ]e
itΘ 0
)
,
(
0 δ2+[
p
1+pq ]e
−itΘ
0 0
))
, if x ∈ D0−
Step 2: Steepest descent. In this step, we’ll reduce w˜M to the Γ-deformation of
the model RHP associated with wM . To do this we’ll deform the former to Γ. In
this reduction, we largely follow the steepest descent method of Deift and Zhou
[9, 10], with several adaptations to our settings.
9.1. Preparation for steepest descent. Recall that the set P used in (43) is of
distance & 1 from 0. Without loss of generality, we can assume that
distance(P, supp(φ)) & 1
The reduction is broken up into two sub-steps
w → φw˜M → w˜M
In the second sub-step, the localization argument as in Section 8.1 can be used
to control the effect on u(t), v(t) by terms decaying highly as t → ∞; hence the
only task is to prove the reduction of (43); observe that the same argument as in
Section 8.3.1 can not be repeated because w˜M is not localized.
Sub-step 1: (w → φw˜M ). Let ∆w = w−φw˜M . Using the two perturbation schemes
described in Section 4 and implemented in Section 8, the following estimates are
enough for our reduction:
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Proposition 9.1. (i) If p and q has two L2 derivatives near 0 then for any sign
combinations
Hp(1D±∆w) .p t
−(1+ 1p )
1
k+1 ln t, 2 ≤ p <∞(52)
H∞(1D±∆w) .ǫ t
− 1k+1+ǫ ∀ǫ > 0(53)
lim sup
λ→∞
|λC
(
1D±∆w
±
)
| . t−
2
k+1(54)
(ii) If p and q has only one L2 derivative near 0 then (54) remains true, and
Hp(1D±∆w) .p max(t
− 1p , t−(
1
2+
1
p )
1
k+1 ), 2 ≤ p <∞(55)
H∞(1D±∆w) . O(1) +O(t
− 1
2(k+1)
+ǫ)(56)
in (56) the O(1) term is (modulo some positive power) proportional to the size of
supp(φ).
Proof. The above estimates are indeed direct consequences of Lemma 5.4 (in par-
ticular Corollary 5.6) and Lemma 5.8. For instance, we’ll consider the setting in
(i). Each 1D±∆w
± has at most one nonzero entry 1D±Ωfe
itθ, with:
(i) correct monotonicity for θ on the support of this entry;
(ii) f vanishes at 0 with multiplicity 1 up to the second derivative, and
(iii) Ω has an A2 +B2 decomposition.
For example, on D+ the nontrivial entry of ∆w
+
M is
(φδ−2+ q − φδ
−2
+ [q])e
itΘ ≡ Ω−10 φ
(
q − [q]
)
eitΘ
The argument is similar for the setting in (ii), note that the corresponding multi-
plicity will be 12 . 
Using the above proposition, the effect on u(t), v(t) can be controlled byOǫ(t
− 2k+1+ǫ)
if p and q have two L2 derivatives near 0, or Oǫ(t
− 3
2(k+1)
+ǫ) if they have only one
L2 derivative. In the latter case, choosing supp(φ) small enough will ensure that
the reduction doesn’t harm the unique solvability and the corresponding resolvent
bound of the RHP associated with w (see Section 8.2); alternatively we can perform
a suitable approximation as in Corollary 7.2.
Regarding the a priori estimate (43), we’ll use the argument of Section 8.3.1.
Note that this a priori estimate is not needed ifN = 1 (thus one L2 derivative for p, q
near 0 is enough). WhenN > 1, for the reduction of (43) we want ‖∆µ‖2 = t
− 3
2(k+1) ,
and this is satisfied if p and q have two L2 derivatives near 0.
Sub-step 2: (φw˜M to w˜M ). The only thing we have to show is the reduction of (43).
As usual, P denotes a subset of R that is away from 0 and supp(φ), and λ0 is a
generic point in P . The main idea is to exploit analytic continuation, which was
not available for us in Section 8.3.1, to move the weights away from R. Effectively,
this re-establishes the distance condition between P and the support of the weights,
which was essential in our reduction of (43) in the localized case.
Proposition 9.2. If (43) is true for µ (of w˜M ) then it is true for µ (of φw˜M ).
Proof. We’ll use a variant of a steepest descent argument in [31] to show this propo-
sition.
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For simplicity of notation, in this proof the pair of weights w˜M will be simply
denoted as w. Let µ be associated with w, and the solution of this RHP is denoted
by M . We’ll use ∆µ,∆w± to denote the respective differences of two RHPs.
Since distance(P, supp(φw)) & 1, Cauchy-Schwarz’s inequality gives
‖∆µ‖L∞(P ) . ‖C∆wµ‖L∞(P ) + ‖∆µ‖2‖φw‖2 = ‖C∆wµ‖L∞(P ) +O(t
− 3
2(k+1) )
To estimate C∆wµ on P , we’ll write it as C+(µ∆w
−)+C−(µ∆w
+) ≡ X+Y. Below
we’ll prove that ‖X‖L∞(P ) is small; ‖Y‖L∞(P ) can be estimated similarly.
Using µ =M+(I + w
+)−1 =M−(I − w−)−1, an explicit computation gives
1D+µ11 = 1D+M11− = 1D+
(
M11+ − δ
−2
+ [q(1 + pq]e
itΘM12+
)
(57)
1D−µ11 = 1D−M11+ = 1D−
(
M11− + δ
−2
− [q/(1 + pq]e
itΘM12−
)
(58)
Thus, µ111D+ has analytic continuation to a good sector (with pivot at 0) on which
it is normalized to 1 as z →∞ nontangentially. Similar observations can be made
for µ111D− .
Without loss of generality, we can assume that Θ(k+1)(0) > 0. The picture (and
our argument) is reflected across the imaginary axis if Θ(k+1)(0) < 0.
Under this assumption, the continuation sector can be made precise as follows:
(i) k is odd: D+ = R+, D− = R−, and a good continuation sector for µ111D+
is {−π < Argz < π2N }, and a good continuation sector for µ111D− is {0 < Argz <
π + π2N }.
(ii) k is even: D+ = R\ {0}, D− = ∅, and a good continuation sector for µ111D+
is {−π − π2N < Argz <
π
2N }.
Repeating this computation, we’ll deduce similar conclusions for every entry of
µ (one small difference: the diagonal entries converge to 1 in their continuation
sectors, while the off-diagonal entries vanish at ∞).
The computation also reveals that (the restrictions to D± of) different entries
of µ do not always have the same continuation sectors. Since our estimation of X
involves deformation of R by nontrivial angles, the knowledge of the continuation
sector is important. This is the reason why we’ll need to estimate X entry-wise,
unlike our previous argument for the localized case.
An explicit computation, with triangularity taken into account, gives
µ∆w− =
(
µ12∆w
−
211D− µ11∆w
−
121D+
µ22∆w
−
211D− µ21∆w
−
121D+
)
Repeating the above computation (for µ11) on other entries of µ, it is not hard
to see that: in every entry of µ∆w−, the respective restriction of the relevant entry
of µ has a good continuation sector that contains the lower half plane.
Intuitively, when estimating C+(µ∆w
−), this observation allows us to reduce the
respective ∆w−ij1D± to their Hardy projections onto C+ (i.e. C+(∆w
−
ij1D±)) which
are known to be small. Combining this observation with a contour deformation
argument, we will be able to show the desired estimate for X .
Below we’ll estimate X12; detailed computation for other entries can be done
similarly. Let f be the analytic continuation of µ111D+ mentioned above. Then f
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agrees with M11− ∈ 1 +H2(R−) on {Im(z) < 0}, therefore
X12 = C+(f∆w
−
121D+)
= C+(∆w
−
121D+) + C+
(
(f − 1)∆w−121D+
)
= O(t−
2
k+1 ) + C+
(
(f − 1)C+(∆w
−
121D+)
)
Let g = (f − 1)C+(∆w
−
121D+). Consider two cases:
Case 1: k is odd. Then D− = R− and D+ = R+.
Define Γ0+ = Γ1, Γ
0
− = Γ4, and Γ
0 = Γ0+ ∪ Γ
0
−, orientated by increasing order of
the real part. Notice now g has analytic continuation from D+ to {0 < Argz <
π
2N }
and from D− to {−π < Argz < −π +
π
2N } (observe that C+(∆w
−
121D+) is analytic
outside D+). We’ll show that:
Claim: For λ in the upper half plane,
1
2πi
∫
R
g(z)
z − λ
dz =
1
2πi
∫
Γ0
g(z)
z − λ
dz +
{
g(λ) if 0 < Argλ < α;
0 if α < Argλ < π.
Proof of claim. We’ll use contour integration (twice). For R > 0 large, consider
a triangular contour γ consists of three edges: γ1 := [0, R], γ2 := e
iα[0, R], and
γ3 straight line segment connecting R and Re
iα. This contour is oriented counter
clockwise, and
1
2πi
∫
γ
g(z)
z − λ
dz =
{
g(λ) if 0 < Arg(λ) < α;
0 if α < Arg(λ) < π.
We’ll show that the contribution of γ3 vanishes as R → ∞. Indeed, a simple
application of Carleson’s measure theorem (see for instance [17]) shows that: for
any 0 ≤ α ≤ π and h ∈ L2(R), and for ΓR := {R + eiαx : x ∈ [0,∞)} (which
contains γ3):
‖C+(h)‖L2(ΓR) . ‖C+(h)‖H2(C+) ∼ ‖C+(h)‖L2(R)
Consequently, by (57), by the boundedness of δ, and by the fact that the respective
oscillating phase of w˜+ is bounded (indeed it decays) on γ3, we have,
‖f − 1‖L2(γ3) . ‖M˜11+‖L2(R) + ‖M˜12+‖L2(R) . 1
Cauchy-Schwarz’s inequality now gives
‖g‖L1(γ3) . ‖f − 1‖L2(γ3)‖C+(∆
−
121D+)‖L2(γ3) . 1
so as R→∞, the contribution of γ3 becomes zero, and we get
1
2πi
∫ ∞
0
g(z)
z − λ
dz =
1
2πi
∫
Γ0+
g(z)
z − λ
dz +
1
2πi
∫
γ
g(z)
z − λ
dz
Similar argument shows that, for λ in the upper half plane,
1
2πi
∫ 0
−∞
g(z)
z − λ
dz =
1
2πi
∫
Γ0
−
g(z)
z − λ
dz
Adding these two equalities, we get the desired claim. 
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Taking limit of (59) from the upper half plane to any λ0 ∈ P , we have
X12(λ0) = O(t
− 2k+1 ) + g(λ0)1R+ +
1
2πi
∫
Γ0
g(z)
z − λ0
dz
Now, |µ(λ0) − I| . t
− 1k+1 since µ satisfies the a priori estimate (43). Thus, using
the definition of g, we have
g(λ0)1R+ . t
− 1k+1 ‖C+(∆w
−
121D+)‖L∞(P )
. t−
2
k+1
On the other hand, by Cauchy-Schwarz’s inequality,
1
2πi
∫
Γ0
g(z)
z − λ0
dz .
1
|λ0|
‖f − 1‖L2(Γ0)‖C+(∆w
−
121D+)‖L2(Γ0)
. ‖C+(∆w
−
121D+)‖L2(Γ0)
Applying Lemma 5.11, we have
‖C+(∆w
−
121D+)‖L2(Γ0) . t
− 3
2(k+1)
In fact, write ∆w−121D+ = h(x)δ
2
−e
−itΘ(x)1D+ with
h = (1− φ)[p]
Note that δ2− has the A1 +B1 decomposition, 1− φ is smooth and supported away
from 0, thus h vanishes at 0 with multiplicity 1 up to the first derivative. Now
Lemma 5.11 gives us the above estimate.
Case 2: k is even. Then D− = ∅ and D+ = R \ {0}.
In this case, define Γ0+ := Γ1, Γ
0
− := Γ2. The rest of the argument is essentially
the same. Similar contour integration argument gives
1
2πi
∫
R
g(z)
z − λ
dz =
1
2πi
∫
Γ0
g(z)
z − λ
dz +

g(λ), 0 < Argλ < α;
g(λ), π − α < Argλ < π;
0, α < Argλ < π − α.
From there, for λ0 ∈ P we have
X12(λ0) = O(t
− 2k+1 ) + g(λ0) +
1
2πi
∫
Γ0
g(z)
z − λ0
dz
=⇒ X12(λ0) = O(t
− 2k+1 ) +O(‖C+(∆w
−
121D+)‖L2(Γ0))
By Lemma 5.11, ‖C+(∆w
−
121D+)‖L2(Γ0) is small. Eventually X12(λ0) is small. 
9.2. Steepest descent reduction to the Γ-deformed model case. The reduc-
tion consists of two steps:
Deformation of the pre-model RHP to Γ
↓
Reduction to the Γ-deformed model RHP
However, regarding unique solvability and resolvent bounds, we can reduce a step
further to the model RHP wM on R (the undeformed model RHP). The lack of
L2(R) integrability of wM is the main reason that prevents the reduction to this
actual model RHP of the leading asymptotics of u, v and the a priori estimate (43).
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On the other hand, we can still talk about invertibility of 1 − CwM because w
±
M
remains in L∞(R).
The following analogue is very useful to keep in mind:
contour deformation ∼ second perturbation scheme,
reduction on Γ ∼ first perturbation scheme.
We’ll see many similarities which support this intuition, one of which was already
mentioned above: in the first perturbation scheme and in the reduction on Γ, we
estimate the effect on u(t), v(t) by directly estimating the weight differences.
I. Contour deformation
In this section, for simplicity the weights associated with the pre-model RHP
will be denoted as (w−, w+):
(w−, w+) =

((0 δ2−[p]e−itΘ
0 0
)
,
(
0 0
δ−2+ [q]e
itΘ 0
))
, if x ∈ D+;(( 0 0
δ−2− [
q
1+pq ]e
itΘ 0
)
,
(
0 δ2+[
p
1+pq ]e
−itΘ
0 0
))
, if x ∈ D−
Here, δ is the solution to the scalar RHP defined in Section 6, Θ(x) = a+ bxk+1 is
a real valued phase, and D+ = {Θ > 0}, D− = {Θ < 0}.
Our goal in this section is to deform this RHP to the following RHP:
m+(z) = m−(z)jΓ(z), z ∈ Γ
m+ − I ∈ H2(Γ+), m− − I ∈ H2(Γ−)
The jump matrix jΓ is defined on Γ and equals to
(i) I on Γ0 ∪ Γ3; and
(ii) (I + w+)−1 on Γ1 ∪ Γ2; and
(iii) I − w− on Γ4 ∪ Γ5.
Here w± on Γ should be understood as the analytic continuation of the respective
restriction of these weights. For instance, on Γ1, w
+ is the continuation of w+|R+ .
Indeed, if n solves the pre-model RHP (w−, w+) then m(z) := n(z)(I +Φ(z))−1
solves the above RHP, where:
Φ(z) =

0, if z ∈ Γ12 ∪ Γ45;
w+, if z ∈ Γ01 ∪ Γ23;
−w−, if z ∈ Γ50 ∪ Γ34.
(as usual, t is suppressed for simplicity). To see thatm satisfies the L2 normalization
condition, it might be convenient to exploit strong decay of the above Φ (which goes
back to strong decay of the respective oscillating terms e±itΘ). However, as we’ll
see, uniform boundedness of Φ is good enough for this purpose.
Since Γ is complete, the same theory on R is applicable: For a L2 ∩ L∞ factor-
ization jΓ = (I − w
−
Γ )
−1(I + w+Γ ), as long as (1 − CwΓ)
−1 exists on L2(Γ), we can
find a function µΓ on Γ such that µΓ = I + CwΓµΓ, and the above RHP has the
following unique L2 normalized solution:
m±(λ) := I + C
±
Γ (µΓ(w
+
Γ + w
−
Γ ))(λ), λ 6∈ Γ
The following relations also hold ∀z ∈ Γ:
m+(z) = µΓ(I + w
+
Γ ), m−(z) = µΓ(I − w
−
Γ )
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Since w−, w+ ∈ L2 ∩ L1, we can recover u, v from the limit as z → ∞ of zn(z)
along any non-tangential direction in C \R. Our choice of factorization will ensure
that w±Γ ∈ L
∞ ∩ L2 ∩ L1, so we can recover uΓ(t), vΓ(t) by taking limit of zm(z)
as z → ∞ along any non-tangential direction in C \ Γ. Since m(z) and n(z) agree
inside Γ12 ∪ Γ45, we get:
Corollary 9.1. Assuming unique solvability (of both RHPs), the deformation doesn’t
change the recovered potentials u, v of the RHP associated with (w−, w+).
Remarks: 1. The above deformation can be carried out for the model RHP (52).
2. Our second scheme is based on a conjugation of the jump matrix, which
corresponds to a right multiplication on each Riemann-Hilbert factor. This is alge-
braically similar to the above contour deformation; the main difference is that the
deformed and original RHPs are on different contours. Thus, contour deformation
can be seen as a contour extension followed by the second scheme.
To enable contour extension, we’ll show that the invertibility of the respective
1−Cw are not affected when extending the weights to trivially to a larger contour;
furthermore the old and new resolvent norms are comparable.
9.2.1. Contour extension. Our setting is general: Σ = Σ1 ∪ Σ2 is a union of two
oriented contours (intersecting at finitely many points); w = (w+, w−) is a pair of
L∞ weights defined on Σ such that w|Σ2 ≡ 0; CΣ,w and CΣ1,w are Beals-Coifman
operators on Σ and Σ1 respectively. Note that we do not require the weights to be
in L2; this allows us to apply the following proposition to both model and pre-model
weights.
Proposition 9.3 (Contour extension). Let 1 < p < ∞. The invertibility of 1 −
CΣ1,w and 1− CΣ,w respectively on L
p(Σ1) and L
p(Σ) are equivalent, furthermore
the resolvent norms are “comparable” in the sense that the followings are equivalent:
‖(1− CΣ,w)
−1‖Lp(Σ)→Lp(Σ) . 1
‖(1− CΣ1,w)
−1‖Lp(Σ1)→Lp(Σ1) . 1
Proof. (⇒): Suppose that 1 − CΣ,w is invertible on Lp(Σ). Let f ∈ Lp(Σ1) and
F ∈ Lp(Σ) is its trivial extension to Σ. Then ∃G ∈ Lp(Σ) such that (1−CΣ,w)G =
F . Since w is supported on Σ1, we can write
G = F + CΣ,wG = F + CΣ1,w(G|Σ1 )
Letting g = G|Σ1 ∈ L
p(Σ1), we have
(1− CΣ1,w)g = f
so 1 − CΣ1,w is invertible on L
p(Σ1). Furthermore, we can easily show ‖(1 −
CΣ1,w)
−1‖ . ‖(1 − CΣ,w)
−1‖, by noticing ‖g‖Lp(Σ1) ≤ ‖G‖Lp(Σ), ‖F‖Lp(Σ) =
‖f‖Lp(Σ1), and
‖G‖Lp(Σ) ≤ ‖(1− CΣ,w)
−1‖ · ‖F‖Lp(Σ)
(⇐) Now, suppose that 1 − CΣ1,w is invertible on L
p(Σ1). Let F ∈ Lp(Σ) and
f = F |Σ1 . Let g := (1−CΣ1,w)
−1f . If (1−CΣ,w)G = F then similar computations
as before imply that
G(z) =
{
g(z), if z ∈ Σ1;
F (z) +
(
CΣ1,wg
)
(z), if z ∈ Σ2.
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Thus G exists and is unique, furthermore using ‖w‖∞ . 1 we have:
‖G‖Lp(Σ) . ‖g‖Lp(Σ1) + ‖F‖Lp(Σ2) .
(
1 + ‖(1− CΣ1,w)
−1‖
)
‖F‖Lp(Σ)
as desired. 
Remarks: 1. The above proof reveals that if both 1 − CΣ1,w and 1 − CΣ1,w are
invertible and if two functions f ∈ Lp(Σ1) and F ∈ Lp(Σ) agree on Σ1, then(
(1− CΣ1,w)
−1f
)
(z) =
(
(1− CΣ,w)
−1F
)
(z) for any z ∈ Σ1
(note that the left-hand side is in Lp(Σ1) while the right-hand side is in L
p(Σ),
however the above equality is about values on Σ1). Consequently,(
(1− CΣ1,w)
−1CΣ1,wI
)
(z) =
(
(1− CΣ,w)
−1CΣ,wI
)
(z) for any z ∈ Σ1
Thus, if the weights are in L2, the new µ will agree with the old µ on the old
contour, provided that the new contour inherits the orientation of the old contour.
As a corollary, we have
Corollary 9.2. The trivial extension of w from R to Γ doesn’t affect the a priori
estimate (43) (which is an estimate on R).
We’ll take our common contour to be Γ.
9.2.2. Factorization of jΓ. Below, we’ll determine a natural factorization for jΓ.
Let j = (I − w−)−1(I + w+) be the jump matrix associated with w. Inspired by
the second scheme, our factorization of jΓ ≡ (I + Φ−)j(I + Φ+)−1 will be chosen
such that
I +Φ+ = (I + w
+
Γ )
−1(I + w+)
I +Φ− = (I − w
−
Γ )
−1(I − w−).
This will allow us to show the Γ analogue of (8 → 10) (using completeness of Γ),
and hence prove the norm equivalence claim. Detailed computation give:
(w−Γ , w
+
Γ ) =

(0, 0), on Γ0 ∪ Γ3;
(0, (I + w+)−1 − I) ≡ (0,−w+), on Γ1 ∪ Γ2;
(I − (I − w−)−1, 0) ≡ (−w−, 0), on Γ4 ∪ Γ5.
This factorization of jΓ is natural, it is consistent with our intuition that w
+
Γ should
have a decaying analytic continuation to the + side of Γ, while w−Γ should have a
decaying analytic continuation to the − side of Γ (see the discussion near the
beginning of Section 9).
Using the standard relation µ ≡ M+(I + w+)−1 ≡ M−(I − w−)−1, the above
choice of factorization will ensure that conjugation from (the trivial extension to
Γ) j to jΓ leaves µ unchanged.
Corollary 9.3. The contour deformation of the pre-model RHP doesn’t affect the
a priori estimate (43).
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9.2.3. Contour deformation. Now, we are ready to show that our deformation of the
pre-model/model RHPs doesn’t affect the invertibility of the respective resolvent
operator:
Proposition 9.4 (Contour deformation). Let 1 < p <∞.
(i) For large t, if one of 1− CwΓ and 1− Cw is invertible (on the respective L
p
space) then so is the other. In that case, their inverse norms are “comparable” in
the sense that the following bounds are equivalent:
‖(1− CwΓ)
−1‖Lp(Γ)→Lp(Γ) . 1
‖(1− Cw)
−1‖Lp(R)→Lp(R) . 1
(ii) The same conclusions are true for the deformation of the model RHP.
Proof. Note that by Proposition 9.3, it suffices to show Proposition 9.4 for the
extension of the weights to Γ. The following argument will be essentially the same
as in the proof of Lemma 3.3.
(i) We want to show that on Lp(Γ), the invertibility of 1−CΓ,wΓ and 1−CΓ,w are
equivalent and the resolvent norms are comparable. For simplicity, we’ll suppress Γ
when writing these operators. The desired claim is now an immediate consequence
of the following analogue of (8 → 10)
(1 − CΦ) ◦ (1− CwΓ) = 1− Cw
(1− CΦ−1) ◦ (1− Cw) = 1− CwΓ
(1− CΦ) ◦ (1− CΦ−1) = (1− CΦ−1) ◦ (1 − CΦ) = 1
where CΦ is the Beals-Coifman operators on Γ with weights (−Φ−,Φ+), and CΦ−1 is
the Beals-Coifman operators on Γ with weights (I − (I +Φ−)−1, (I +Φ+)−1− I) ≡
(Φ−,−Φ+) (thanks to triangularity). The proof of these identities can be done
similarly, using completeness of Γ and the following analogue of (11): For any
h ∈ Lp(Γ),
(CΓh)(z)Φ(z) = CΓ
(
(C+Γ h)Φ+ − (C
−
Γ h)Φ−
)
(z), z 6∈ Γ(59)
Using (59) and orthogonality of C±Γ , the rest of the argument is purely algebraic,
similar to the proof of (8 → 10).
The key idea in the proof of (59) is to exploit the uniform boundedness of Φ
on C \ Γ (as in the proof of Lemma 3.3) to make up for the lack of “Hardy space
continuation”, plus a contour integration argument.
It suffices to show that for every λ ∈ Γ,
(C+Γ h)(λ)Φ+(λ) = C
+
Γ
(
(C+Γ h)Φ+
)
(λ)
(C−Γ h)(λ)Φ−(λ) = −C
−
Γ
(
(C−Γ h)Φ−
)
(λ)
We’ll only show this for the + sign and for λ ∈ Γ2 ∪ Γ3, the other is similar.
Let z ∈ {π−α < Arg(z) < π}. For any γR positively-oriented triangular contour
with two edges of length R lying on Γ2 and Γ3 (so one vertex is 0), we have
(CΓh)(z)Φ(z) =
1
2πi
∫
γR
(CΓh)(λ)Φ(λ)
λ− z
dλ
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for R sufficiently large. Using Carleson’s measure theorem and boundedness of Φ, it
is not hard to see that the contribution of the other edge of γR (which we’ll denote
by γ˜R) vanishes as R→∞∫
γ˜R
(CΓh)(λ)Φ(λ)
λ− z
dλ . ‖
1
z − λ
‖
Lp
′
λ (γ˜R)
‖h‖Lp(Γ) → 0 as R→∞
Consequently
(CΓh)(z)Φ(z) =
1
2πi
∫
Γ2∪Γ3
(CΓh)(λ)Φ(λ)
λ− z
dλ ≡ CΓ
(
1Γ2∪Γ3(C
+
Γ h)Φ+
)
(z)
Similar argument for similar contours for other connected components of the posi-
tive part of C\Γ) (which will give 0 (on the left-hand side) instead of (CΓh)(z)Φ(z)
because z is outside these components), we obtain
(CΓh)(z)Φ(z) = CΓ
(
(C+Γ h)Φ+
)
(z)
so taking nontangential limit to Γ we get
(C+Γ h)(λ)Φ+(λ) = C
+
Γ
(
(C+Γ h)Φ+
)
(λ)
for λ ∈ Γ2 ∪ Γ3, as desired.
(ii) Similar to (i). 
Remarks: The given proof of (11) uses the fact that Φ± are bounded on R and
at the same time belong to some Hardy spaces of the upper/lower half planes (so
that we can use (7)). This argument can certainly be reapplied to show (59) in
part (i), because in the pre-model case Φ decays uniformly (allowing us to write
Φ = CΓ(Φ+ −Φ−)). However, we avoided that approach because it is not reusable
for the deformation of the model weights of part (ii), where strong decay is not
available for the corresponding Φ.
Alternative proof using equivalence of families of RHPs. We largely follows [10]. As
before, we only prove (i), the argument for (ii) is similar. For any pair of weights
W−,W+ ∈ L∞(Γ), the invertibility of 1−CW on Lp(Γ) is connected to the unique
solvability of the following family of RHP:
m+ = m−(I −W
−)−1(I +W+)
m± − f ∈ Hp(Γ±)
which is parameterized by f ∈ Lp(Γ). Here Hp(Γ±) denotes the complex Hardy
space Hp of the positive/negative component of C \ Γ. Essentially, for a fixed f ,
the above RHP can be reduced to the functional equation
µ = f + CWµ, µ ∈ L
p(Γ)
(m± can be computed from µ by m± = f + C
±
Γ (µ(W
− +W+)) ≡ µ(I ±W±).)
Thus, the unique solvability of the above family is equivalent to the invertibility of
1− CW .
To show that the invertibility of 1 − CwΓ and 1 − Cw are equivalent, we’ll ex-
ploit analyticity of both pairs of weights to conjugate back and forth between the
respective RHP families. Recall the relations
I +Φ+ = (I + w
+
Γ )
−1(I + w+)
I +Φ− = (I − w
−
Γ )
−1(I − w−)
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The extensions of our jump matrices are therefore connected via the conjugation:
j = (I +Φ−)
−1jΓ(I +Φ+)
For any f ∈ Lp(Γ), we’ll transform the RHP normalized to f in the wΓ family,
m+ = m−jΓ, m± ∈ f +Hp(Γ±),
to a RHP in the w family by defining
n+ = m+(I +Φ+), n− = m−(I +Φ−)
(the inverse transformation can be done similarly). Clearly n± satisfies the jump
relation for w, what’s left to show is the existence of some F ∈ Lp(Γ) such that
n± ∈ F + Hp(Γ±), and F depends only on f and the jump matrices. The last
requirement is crucial, it basically ensures that F remains a coefficient (and n is
the variable) of the new RHP; otherwise for any two functions f± ∈ L
p(Γ) we can
always write
f± =
(
C+Γ (f−)− C
−
Γ (f+)
)
+ C±Γ (f+ − f−)(60)
To find F , observe that we can write m± = f + C
±
Γ h for h := mΓ+ − mΓ− ∈
Lp(Γ) (here the completeness of Γ is important, it allows for cancelations C+Γ C
−
Γ =
C−Γ C
+
Γ = 0). Now,
n+ = f(I +Φ+) + C
+
Γ h+ (C
+
Γ h)Φ+
n− = f(I +Φ−) + C
−
Γ h+ (C
−
Γ h)Φ−
Now (59) implies that (C±Γ h)Φ± ∈ H
p(Γ±). Applying (60) to two h-independent
functions fΦ±, we can take
F = f + C+Γ (fΦ−)− C
−
Γ (fΦ+) ≡ (1− CΦ)f
completing our transformation.
Now, as discussed above, the conjugation on Γ from w → wΓ doesn’t alter µ,
just like the second perturbation scheme. We therefore obtain
(1− CwΓ)
−1f = (1− Cw)
−1F = (1 − Cw)
−1(1− CΦ)f
Similarly, the reverse direction gives
(1− Cw)
−1f = (1− CwΓ)
−1(1− CΦ−1)f
and again, these identities complete the proof. 
II. Reduction on Γ. In this section, the deformation of the pre-model weights
will be denoted by w˜Γ and the deformation of the model weights will be denoted
by wΓ.
(w˜−Γ , w˜
+
Γ ) =

(0, 0), on Γ0 ∪ Γ3;
(0,−w˜+M ), on Γ1 ∪ Γ2;
(−w˜−M , 0), on Γ4 ∪ Γ5.
(w−Γ , w
+
Γ ) =

(0, 0), on Γ0 ∪ Γ3;
(0,−w+M ), on Γ1 ∪ Γ2;
(−w−M , 0), on Γ4 ∪ Γ5.
For future reference, we’ll explicitly compute the potentials u˜Γ, v˜Γ associated with
the RHP w˜Γ:(
0 u˜Γ(t)
v˜Γ(t) 0
)
= −
1
2πi
Off
∫
Γ
µ˜Γ(z)(w˜
+
Γ (z) + w˜
−
Γ (z))dz
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here Off(A) stands for the off-diagonal part of any 2× 2 matrix A. Similarly,(
0 uΓ(t)
vΓ(t) 0
)
= −
1
2πi
Off
∫
Γ
µΓ(z)(w
+
Γ (z) + w
−
Γ (z))dz
(notice that the Γ-deformed model weights have strong decay, unlike the original
model weights on R.) Assuming
‖(1− CwΓ)
−1‖L2(Γ)→L2(Γ) . 1,
we can easily show following analogue of the direct perturbation estimate (14):
|
∫
Γ
µ˜Γ(w˜
+
Γ + w˜
−
Γ )−
∫
Γ
µΓ(w
+
Γ + w
−
Γ )|
. ‖w˜Γ − wΓ‖2‖CwΓI‖2 + ‖µ˜Γ − µΓ‖2‖w˜Γ‖2 + ‖w˜Γ − wΓ‖1
here ‖µ˜Γ − µΓ‖2 can be similarly controlled by
‖w˜Γ − wΓ‖2 + ‖w˜Γ − wΓ‖q‖µΓ − I‖ 2q
q−2
, for any 2 < q ≤ ∞
Note that the above norms are taken on Γ. Consequently, for the reduction involving
leading asymptotics of u(t), v(t) from the deformed pre-model RHP to the deformed
model RHP, it suffices to show:
Proposition 9.5 (Weight estimates on Γ). (i) If p and q have one L2 derivative
near 0 then for 1 ≤ p ≤ ∞ and large t:
‖w˜Γ − wΓ‖Lp(Γ) . t
−( 12+
1
p )
1
k+1
‖w˜Γ‖Lp(Γ) + ‖wΓ‖Lp(Γ) . t
− 1
p(k+1)
(ii) If p and q have two L2 derivatives near 0 then the first estimate can be improved
to t−(1+
1
p )
1
k+1+ǫ.
Remarks: Let p = ∞, this proposition implies that for large t the resolvent norms
‖(1− CwΓ)
−1‖ and ‖(1− Cw˜Γ)
−1‖ comparable on any Lq.
Proof. (i) We’ll estimate ‖w˜Γ − wΓ‖Lp(Γ1) below. Contribution of other Γi can be
estimated similarly.
Let θ be the common phase of the weights on Γ1 (θ = ±Θ). Then Im(θ) & |z|k+1
on Γ1 thanks to decaying property of our weights. It suffices to show that on Γ1:(
δ−2+ [q]− δ
−2
0+q(0)
)
eitθ . t−
1
2(k+1) e−ct Imθ
for some absolute constant c > 0 (taking Lp(Γ1) and using a change of variable,
we’ll get the desired estimate).
Since |δ−2+ (z)− δ
−2
0−(z)| . |z|
1
2 on Γ1 (by our previous study of δ), and δ
−2, δ−20
are bounded, we have(
δ−2+ [q]− δ
−2
0+q(0)
)
eitθ = δ−2+ ([q]− q(0))e
itθ + (δ−2+ − δ
−2
0+)q(0)e
itθ
.
(
|z|N + |z|
1
2
)
e−t Imθ(z)
Let u := t
1
k+1 |z|, then on Γ1 we can write tImθ(z) as C(k)uk+1 for some C(k) > 0.
Consequently, we can control the above right-hand side by
t−
1
2(k+1)
(
(uN + u
1
2 )e−
1
2C(k)u
k+1
)
e−
1
2 t Imθ(z)
. t−
1
2(k+1) e−
1
2 t Imθ(z), as desired.
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The estimation of ‖w˜Γ‖p and ‖wΓ‖p can be done similarly. Using boundedness
of δ0 and δ on C, similarly it comes down to showing
‖e−tC|x|
k+1
‖Lp(R) . t
− 1
p(k+1) , C > 0,
which follows by a change of variable.
(ii) Similar argument, note that we can estimate |δ(z)− δ0(z)| by |z|1−ǫ on Γi. 
To sum up, regarding resolvent bounds (i.e bounds on (1−Cw)−1) we completely
reduce our localized RHP to the model RHP with weights w±M , while for asymptotics
of u, v we can reduce it to the Γ-deformed model RHP w±Γ .
Reduction of the a priori estimate (43) on Γ.Notice that our deformation intuitively
pushes every x ∈ R with |x| & 1 away from the supports of the deformed weights,
which lie in Γ \ R. This separation allows us to reapply some ideas from the argu-
ment in Section 8.3.1.
The situation is indeed simpler in our case. Observe that the deformed (model/pre-
model) weights vanishes on R, so for any x ∈ R s.t. |x| & 1 we can write
µΓ(x) = I + CΓ\R(µΓ(w
+
Γ + w
−
Γ ))(x)
µ˜Γ(x) = I + CΓ\R(µ˜Γ(w˜
+
Γ + w˜
−
Γ ))(x)
Assuming boundedness of ‖(1−CwΓ)
−1‖L2(Γ)→L2(Γ) (which will be shown in the
next section), Proposition 9.5 easily implies
‖µΓ − I‖L2(Γ) . t
− 1
2(k+1)
Now, for x ∈ R such that |x| & 1, we can write µ˜Γ(x) − µΓ(x) as
CΓ\R(µ˜Γw˜Γ)(x) − CΓ\R(µΓwΓ)(x)
= CΓ\R((µ˜Γ − µΓ)w˜Γ)(x) + CΓ\R((µΓ − I)(w˜Γ − wΓ))(x) + CΓ\R(w˜Γ − wΓ)(x)
.
1
|x|
(
‖µ˜Γ − µΓ‖L2(Γ)‖w˜Γ‖L2(Γ) + ‖µΓ − I‖L2(Γ)‖w˜Γ − wΓ‖L2(Γ) + ‖w˜Γ − wΓ‖L1(Γ)
)
. t−
3
2(k+1) , as desired.
10. Model Riemann-Hilbert problems
In previous sections, we reduced our oscillatory RHP to the Γ-deformation of N
model RHPs, one for each stationary point. Consider one such model RHP. Modulo
symmetry, we can assume the stationary point is 0 of order k. In this section and
in the following weights, p and q are constants, they are the values of the original
p, q at the given stationary point:
(w−M , w
+
M ) =

((0 δ2−pe−itΘ
0 0
)
,
(
0 0
δ−2+ qe
itΘ 0
))
, if x ∈ D+;(( 0 0
δ−2−
q
1+pq e
itΘ 0
)
,
(
0 δ2+
p
1+pq e
−itΘ
0 0
))
, if x ∈ D−
Here Θ is of the form a+ bxk+1 with a, b ∈ R and
D+ = {x ∈ R : Θ
′(x) > 0}, D− = {x ∈ R : Θ
′(x) < 0},
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δ(z) := exp(iω+ β(z)) is defined on C \R with boundary values δ±(x) on R. Here,
β(λ) =

0, if 0 is an exterior point of D−;
iǫν ln
[
ǫλ
]
, if 0 is an endpoint of D−;
−πνsgn[Im(λ)], if 0 is an interior point of D−.
ǫ =
{
0, if k is even;
sgn (b), if k is odd.
ν = −
1
2π
ln(1 + pq)
and ω is a real number, which we can assumed 0 by incorporating it into p, q. The
deformed weights were naturally chosen to be
(w−Γ (z), w
+
Γ (z)) =

(0, 0), z ∈ Γ0 ∪ Γ3;
(0, analytic cont. of − w+M1R+), z ∈ Γ1;
(0, analytic cont. of − w+M1R−), z ∈ Γ2;
(analytic cont. of w−M1R− , 0), z ∈ Γ4.
(analytic cont. of w−M1R+ , 0), z ∈ Γ5.
These can be made explicit by considering the parity of k and the sign of b.
Our task is to show the boundedness of (1 − CwΓ)
−1 in L2(Γ), the a priori
estimate for µΓ := I + (1 − CwΓ)
−1CwΓI on a set P ⊂ R bounded away from λj ,
and verify the desired asymptotics for those potentials recovered from MΓ. Recall
that the boundedness of (1−CwΓ)
−1 on L2(Γ) is equivalent to the boundedness of
(1− CwM )
−1 on L2(R) as proved in the last section (Proposition 9.4).
Recall that 1 + pq > 0. We’ll divide our analysis into the following cases:
1. Degenerate (or linear) case, when pq = 0.
2. Defocusing case, when −1 < pq < 0 (which corresponds to a defocusing
system [33]: q = −p).
3. Focusing case, when pq > 0.
10.1. Degenerate and defocusing cases. It is probably not too hard to check
the boundedness of (1 − CwM )
−1 in the degenerate case pq = 0, however we’ll
prove the unique solvability of our model RHP in these cases using the following
proposition:
Proposition 10.1 (Resolvent bound). If −1 < pq < 1 then
‖(1− CwM )
−1‖L2(R)→L2(R) .p,q 1
Proof. We call a pair (p, q) “good” if the above conclusion is true. Then the propo-
sition is a consequence of the following two lemmas:
Lemma 10.1. If (p, q) is good then so is (cp, c−1q) for any c > 0.
Lemma 10.2. If |p|, |q| < 1 then (p, q) is good.
First, it is not hard to see that (w−M , w
+
M ) can be written as:
((0 pe−A(t,x)
0 0
)
,
(
0 0
qeA(t,x) 0
))
, if x ∈ D+;(( 0 0
qeA(t,x) 0
)
,
(
0 pe−A(t,x)
0 0
))
, if x ∈ D−
(61)
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where A(t, x) = i
(
tΘ(x) − 2ǫν ln |x|
)
. Note that A is purely imaginary on the
real line, and depends on the product pq rather than individual p, q, so it remains
invariant under the change (p, q)→ (cp, c−1q).
The first lemma now follows from three simple observations:
(i) ∀c > 0, the equality f = (1− CwM )
−1F is equivalent to
cσ3/2fc−σ3/2 =
(
1− Ccσ3/2wMc−σ3/2
)−1(
cσ3/2Fc−σ3/2
)
, σ3 =
(
1 0
0 −1
)
.
(ii) The pair of weights cσ3/2wMc
−σ3/2 can be obtained from the pair of weight
wM if we replace (p, q) by (cp, c
−1q).
(iii) For any g ∈ Lp, the Lp norms of g and cσ3/2gc−σ3/2 are comparable up to
a harmless constant depending on c.
Below we’ll show the second lemma. Observe that the model jump matrix can
be rewritten as
JM = δ
σ3
−
(
1 + pq pe−itΘ
qeitΘ 1
)
δ−σ3+
Using analyticity and uniform boundedness of δ±1, we can use a similar argument
as before (Proposition 9.4) to deform the RHP associated with JM to the RHP
associated with the following jump matrix:
J =
(
1 + pq pe−itΘ
qeitΘ 1
)
More precisely, we can show that ‖(1−CwM )
−1‖L2(R)→L2(R) is comparable to ‖(1−
CWM )
−1‖L2(R)→L2(R), where the L
∞ pair of weights WM is defined by
I +W+M = (I + w
+
M )δ
−σ3
+ , I −W
+
M = (I − w
−
M )δ
−σ3
−
We can also think ofW±M as being obtained from a factorization of J , and recall that
the invertibility and the inverse norm of (1−CWM ) doesn’t depend on the particular
factorization (as long as every factors and their inverses remain bounded). So it
suffices to show the desired bound (on the resolvent norm) for one factorization
only, which we’ll take to be
J =
(
1 pe−itΘ
0 1
)(
1 0
qeitΘ 1
)
≡ (I −W−)−1(I +W+)
i.e. W− =
(
0 pe−itΘ
0 0
)
, W+ =
(
0 0
qeitΘ 0
)
Now assume that |p|, |q| < 1. For any L2 matrix-valued function f = (fij)
2
i,j=1, we
can explicitly compute CW f as
CW f =
(
C−(f12qe
itΘ) C+(f11pe
−itΘ)
C−(f22qe
itΘ) C+(f21pe
−itΘ)
)
Consequently, using the fact that ‖C±‖L2(R)→L2(R) = 1, we have
‖CW f‖2 ≤ max(|p|, |q|)‖f‖2
so 1− CW is invertible on L2(R), with
‖(1− CW )
−1‖L2(R)→L2(R) ≤
1
1−max(|p|, |q|)
as desired. We note that if |pq| are sufficiently small then Lp boundedness is also
true. 
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Remarks: When k = 1 it is possible to show the above resolvent bounds on Lp,
2 ≤ p < ∞ using a suitable hypergeometric function that solves a timeless model
RHP equivalent to the above RHP. This is the approach taken in [9, 10] and [31].
10.1.1. Computation of model potentials. Assuming unique solvability of the model
cases, we’ll show the following result:
Proposition 10.2. The model potentials recovered from MΓ are of the form(
0 uΓ(t)
vΓ(t) 0
)
=
(
0 pUt−
1
k+1 exp(−2∆)
qV t−
1
k+1 exp(2∆) 0
)
with ∆ :=
1
2
ita+
iǫν ln t
k + 1
− iω
for absolute constants U, V depending on pq, b, and k such that U = −V .
Proof. To compute the potentials recovered from MΓ, we’ll make the following
change of variable:
z 7→ ξ = t
1
k+1 z
MΓ 7→ NΓ(ξ) = exp
(
∆σ3
)
MΓ(z) exp
(
−∆σ3
)
here ∆ := 12 ita+
iǫν ln t
k+1 is a t-dependent constant. We’ll abuse notation and use the
same symbol Γ for the respective contour of ξ. Also, D± still denote the respective
sets for ξ.
Then NΓ solves the L
2-normalized RHP on Γ whose weights are analytic con-
tinuation to Γ of the pair (b−M (ξ), b
+
M (ξ)) defined as follows:
((0 pe−A(ξ)
0 0
)
,
(
0 0
qeA(ξ) 0
))
, if ξ ∈ D+;(( 0 0
qeA(ξ) 0
)
,
(
0 pe−A(ξ)
0 0
))
, if ξ ∈ D−
(62)
where A(ξ) = ibξk+1 − 2iǫν ln |ξ|. The analytic continuation rule is exactly as
before, and the deformed jump matrix for ξ is
(b−Γ (ξ), b
+
Γ (ξ)) =

(0, 0), ξ ∈ Γ0 ∪ Γ3;
(0, analytic cont. of − b+M1R+), ξ ∈ Γ1;
(0, analytic cont. of − b+M1R−), ξ ∈ Γ2;
(analytic cont. of − b−M1R− , 0), ξ ∈ Γ4.
(analytic cont. of − b−M1R+ , 0), ξ ∈ Γ5.
(63)
The analytic continuation of A(ξ) from (the respective side of) R to Γ can be
computed explicitly, in particular, we’ll have A(ξ) = −A(ξ) for any ξ ∈ Γ.
The model RHP associated with NΓ is still normalized in L
2(Γ) sense with
L2 ∩ L∞ weights, furthermore it is timeless i.e. the weights are independent of
t. This RHP is clearly uniquely solvable, thanks to the unique solvability of MΓ.
Indeed, the O(1) bound on ‖(1 − CbΓ)
−1‖ can be seen as a particular case of the
same bound on ‖‖(1 − CwM )
−1‖ when t = 1. Consequently, we can recover the
following “potentials” from NΓ by sending ξ →∞ nontangentially in C \ Γ:(
0 UNΓ
VNΓ 0
)
= lim
ξ→∞
ξNΓ(ξ) = −
1
2πi
Off
∫
Γ
µNΓ(ξ)(b
+
Γ (ξ) + b
−
Γ (ξ))dξ(64)
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Note that UNΓ, VNΓ are constants depending only on p, q, k, b (it is not hard to
see that these constants are independent of the contour Γ, as long as the deformed
angle is small enough - anyway our chosen angle depends on k).
Consequently(
0 uΓ(t)
vΓ(t) 0
)
= lim
z→∞
zMΓ(z)
= t−
1
k+1 exp
(
−∆σ3
)
lim
ξ→∞
ξNΓ(ξ) exp
(
∆σ3
)
= t−
1
k+1 exp
(
−∆σ3
)( 0 UNΓ
VNΓ 0
)
exp
(
∆σ3
)
=
(
0 UNΓt
− 1k+1 exp(−2∆)
VNΓt
− 1k+1 exp(2∆) 0
)
To finish up, we’ll show that there exist constants U, V such that
UNΓ = pU, VNΓ = qV,
and U, V depend only on pq, k, b and are anti-complex conjugates:
U = −V
The existence of U, V is indeed natural from (64) and the strict triangular structures
of the weights (where p is always part of the top right and q is always part of the
bottom left entry).
To see that U, V depend on pq (instead of individuals p and q), observe that
∀c ∈ C \ {0}, the transformation (p, q) 7→ (c2p, c−2q) corresponds to the following
changes:
bΓ 7→ c
σ3bΓc
−σ3 , µNΓ 7→ c
σ3µNΓc
−σ3
which imply that the diagonal entries of µNΓ are unaffected, so it leaves U, V
invariant.
Below, we’ll show that U, V are anti-complex conjugates. By (64),
U =
1
2πi
∫
Γ
µ11NΓe
−A(z)g1(z)dz
V =
1
2πi
∫
Γ
µ22NΓe
A(z)g2(z)dz
where g1, g2 take values in {−1, 0, 1} and they depend on D−, D+:
• If D− = R− and D+ = R+ then g1 = 1Γ2 + 1Γ5 , and g2 = 1Γ1 + 1Γ4 .
• If D− = ∅ and D+ = R− ∪ R+ then g2 = 1Γ1 + 1Γ5 and g1 = 1Γ2 + 1Γ4
The remaining cases are similar. By considering all cases it is not hard to see that
g1(ξ) = g2(ξ). Thus, it suffices to show that
µ11NΓ(z) = µ
22
NΓ(z), ∀z ∈ Γ
For simplicity, we’ll suppress the subscript NΓ in µNΓ in our computation. Since
bΓ = 0 on Γ0∪Γ3, the operator CbΓ is technically operating on functions supported
on Γ0 := Γ \ R.
For convenience of notation (which will be explained shortly), we’ll orient Γ0 by
orienting |Γ1|, |Γ4| outwards and |Γ2|, |Γ5| inwards. Then,
CbΓf = CbΓ0 f ∀f ∈ L
p(Γ)
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here CbΓ0 is the Beals-Coifman operators on Γ
0 with the following pair of weights:
(b−Γ0(ξ), b
+
Γ0(ξ)) =

(analytic cont. of b+M1R+ , 0), ξ ∈ Γ1;
(analytic cont. of b+M1R− , 0), ξ ∈ Γ2;
(analytic cont. of − b−M1R− , 0), ξ ∈ Γ4.
(analytic cont. of − b−M1R+ , 0), ξ ∈ Γ5.
As can be seen, b+Γ0 ≡ 0, so it is more notationally convenient to work with CbΓ0 .
This is the main advantage of bΓ0 over bΓ.
Let g : Γ0 → {±1} defined by g = 1Γ1∪Γ2 − 1Γ4∪Γ5 . Unraveling the equality
µ = I + CbΓµ = I + CbΓ0µ we get
µ11 = 1 + qT2µ
12, µ12 = pT1µ
11
µ22 = 1 + pT1µ
21, µ21 = qT2µ
22
where T1, T2 denote the following operators
T1f = C
+
Γ0
(
fe−Ag1g
)
, T2f = C
+
Γ0
(
feAg2g
)
From here it is not hard to see that µ11 = 1+ pqT2T1µ
11 and µ22 = 1+ pqT1T2µ
22.
For any f ∈ Lp(Γ) (1 < p < ∞) we denote by f˜ the function f˜(z) = f(z). We’ll
show that
˜(T1T2f)(z) = (T2T1f˜)(z)(65)
Since pq ∈ R, this equality and uniqueness of µ automatically implies µ˜11 = µ22,
as desired. To see (65), notice that our previous discussion gives A˜ = −A, while
clearly g˜ = −g. Consequently, together with the previous observation g1 = g˜2 we
have
T˜1f(z) = −T2f˜(z), and T˜2f(z) = −T1f˜(z)
for any z ∈ Γ, which easily imply (65). 
10.1.2. A priori estimate for µΓ. We’ll show the following estimate:
Proposition 10.3. For any x ∈ R such that |x| & 1, we have
µΓ(x, t) = I +
(
0 u(t)x
v(t)
x 0
)
+O(t−
2
k+1 )
Proof. We’ll make the same change of variable as in the proof of Proposition 10.2.
z 7→ ξ = t
1
k+1 z
MΓ 7→ NΓ(ξ) = exp
(
σ3∆
)
MΓ(z) exp
(
− σ3∆
)
Under this change of variable the weights will become b±Γ which are defined by (63).
As before, we use the same symbol Γ for the respective contour of ξ (which is really
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a dilation of Γz). Since b
±
Γ = 0 on R = Γ0 ∪ Γ3, ∀ξ0 ∈ R \ {0} we have
µNΓ(ξ0) = I +
1
2πi
∫
Γ\R
µNΓ(ξ)bΓ(ξ)
ξ − ξ0
dξ
= I +
1
2πi
∫
Γ\R µNΓ(ξ)bΓ(ξ)dξ
−ξ0
+
1
2πi
∫
Γ\R
µNΓ(ξ)bΓ(ξ)ξ
ξ0(ξ − ξ0)
dξ
= I +
(
0 UNΓξ0
VNΓ
ξ0
0
)
+O(
1
|ξ0|2
)
notice that, thanks to boundedness of (1− CbΓ)
−1 and strong decay of bΓ,
‖µNΓ(ξ)bΓ(ξ)ξ‖L1ξ(Γ) . ‖µNΓ − I‖L2(Γ)‖ξbΓ‖L2(Γ) + ‖ξbΓ‖L1(Γ) . 1
and the trivial inequality
1
ξ0(ξ − ξ0)
.
1
|ξ0|2
∀ξ ∈ Γ \ R
Finally, recover x from ξ0 we obtain the desired estimate (notice that ∆ is purely
imaginary so multiplication by e±2∆ won’t destroy our error bound). 
10.2. Focusing cases. As mentioned above, the quadratic (focusing) case when
k = 1 can be studied using parabolic cylinder functions, see for instance [31]. In
this section, we’ll discuss the cubic (focusing) case, i.e. when k = 2 and pq > 0.
The main idea is to look at our deformed model RHP as an inverse monodromy
problem (in the sense of Birkhoff [3]) with one irregular singularity at∞ of Poincare´
rank k+1 [22]). Essentially, the solvability of this inverse problem can be understood
by studying the location of the poles of suitable deformation equations, which exist
if k ≥ 2 [13].
In the cubic case (i.e. k = 2), it is classical that these deformation equations form
a system of two Painleve´ II equations, and under the imaginary assumption pq > 0
they can be shown to be free of real poles. This approach and the corresponding
result go back to Its-Novokshenov [21] (see also [4] for a more direct perspective).
To see how to formulate our deformed model RHP as an inverse monodromy
problem, we first repeat the same variable change z 7→ ξ to obtain a timeless
normalized RHP (NΓ, jΓ) with jump matrix jΓ(ξ) = (I − b
−
Γ (ξ))
−1(I + b+Γ (ξ)),
where bΓ are defined by (63). In other words,
jΓ =

I, ξ ∈ Γ0 ∪ Γ3;
analytic cont. of I − b+M1R+ , ξ ∈ Γ1;
analytic cont. of I − b+M1R− , ξ ∈ Γ2;
analytic cont. of I − b−M1R− , ξ ∈ Γ4;
analytic cont. of I − b−M1R+ , ξ ∈ Γ5.
with bM defined by (62). For simplicity of notation, let c =
b
2 .
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If c > 0, using (62) the jump matrix jΓ can be written explicitly as
jΓ =

I, ξ ∈ Γ0 ∪ Γ3;(
1 0
−qe2icξ
k+1
1
)
, ξ ∈ Γ1 ∪ Γ2;(
1 −pe−2icξ
k+1
0 1
)
, ξ ∈ Γ4 ∪ Γ5.
while if c < 0 the picture if essentially reflected across R and can be handled
similarly. So without loss of generality we’ll assume that c > 0. We can think of
our model RHP as a search for a 2× 2 matrix valued function
Ψ(ξ) := NΓ(ξ)e
−icξk+1σ3
analytic in the six sectors formed by Γ with asymptotics e−icξ
k+1σ3 , so that we can
travel from one sector to the other using connection matrix eicξ
k+1σ3jΓ(ξ)e
−icξk+1σ3 .
If we fix the travel direction to be counter clockwise (instead of from the + side
to the − of Γ as we usually do), then we have six connection matrices defined on
Γ0, . . . ,Γ5:
I,
(
1 0
q 1
)
,
(
1 0
−q 1
)
, I,
(
1 −p
0 1
)
,
(
1 p
0 1
)
(observe that Γ1 and Γ5 are oriented inwards while Γ2 and Γ4 are oriented out-
wards). This suggests an inverse monodromy problem in the sense of Birkhoff [3],
although some adaptations will be required. Let Ωk denote the sector:
Ωk = {ξ ∈ C :
(k − 2)π
3
< argz <
kπ
3
}
for each 1 ≤ k ≤ 7. Consider the following set of Stokes matrices
S2l =
(
1 s2l
0 1
)
, S2l−1 =
(
1 0
s2l−1 1
)
, l = 1, 2, 3
satisfying the cyclic relation S1S2 . . . S6 = I (in general the right-hand side is
e−2πiγσ3 for a monodromy exponent γ, but in our case γ will be 0).
Theorem 10.3 (Its-Novokshenov). For all but a discrete subset of x ∈ R, there
exists uniquely a family of (2× 2 matrix valued) functions Ψk(., x) holomorphic in
C, such that Ψk has the following asymptotics inside Ωk
Ψk(ξ, x) = (I +
m1(x)
ξ
+
m2(x)
ξ2
+ . . . )e−i(cξ
3+xξ)σ3
and Ψk are related via Ψk+1(ξ) = Ψk(ξ)Sk in Ωk ∩ Ωk+1 for any 1 ≤ k ≤ 7.
Furthermore, if u(x) := 2m121 (x) and v(x) := 2m
21
1 (x) then u, v satisfy{
uxx = 2u
2v + 4x3c u
vxx = 2v
2u+ 4x3c v
and the above discrete subset of R is exactly the set of real poles of u(x).
Remarks: 1. The above asymptotics should be understood as follows: Given any
strict subsector Ω′k ⊂ Ωk and any sufficiently small neighborhood in C of x, we
have
Ψk(ξ, x)e
i(cξ3+xξ)σ3 − (I +
m1(x)
ξ
+ · · ·+
mn(x)
ξn
) = O(ξ−n−1), n ≥ 0
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More over, this asymptotics is differentiable, i.e. similar bounds are true for the
derivatives of Ψk.
2. The above system of two Painleve´ equations is called the deformation equation
for the respective isomonodromy problem.
Sketch of proof [4, 20]. For convenience, we sketch the proof of the above theorem,
more details can be found in the references. First, using a classical theorem of
Sibuya [29], we can always find a weak solution to the above inverse problem, i.e.
a family Φk satisfying the required properties in a neighborhood of infinity. Fix k.
Using Birkhoff-Grothendieck’s theorem, we can factorize
Φk(ξ) = T
−1
k (ξ)ξ
nkσ3Ψk(ξ)
where nk is a nonnegative integer depending on x, and Tk,Ψk are holomorphic
invertible functions on C \ {0} and C respectively. By a suitable left multiplication
and an appropriate normalization, we can assume that Ψk has an asymptotics of
the form
Ψk(ξ, x) = (I +
m1(x)
ξ
+
m2(x)
ξ2
+ . . . )e−i(cξ
3+xξ−ink ln ξ)σ3(66)
inside Ωk. Here, as a result of the left multiplication, the 12-entry of mj will be
zero for every 1 ≤ j < 2nk. If 2nk > k0 + 1 = 3 it is possible to show that
the formal monodromy exponent nk associated with the above Ψk is exactly 0 by
using a recursive formula of Jimbo, Miwa, and Ueno [22], giving a contradiction.
Consequently, nk = 0 or 1.
On the other hand, using a generalized version of the Birkhoff-Grothendieck the-
orem (initially proved by Malgrange [25], elementary proof given later by Bolibruch
[4]) we can show that nk(x) are the same for all but a discrete set of x ∈ R. This
means for these x’s the monodromy of the associated ODE are the same, hence
using a compatibility condition we can obtain the following deformation system{
uxx = 2u
2v + 4x3c u
vxx = 2v
2u+ 4x3c v
with u(x) := 2m121 (x) and v(x) := 2m
21
1 (x). Using a suitable Schlesinger transfor-
mation and the Painleve´ property of the above system, we can show that the set
of x where nk(x) = 1 are exactly the poles of the above system. Now, for those x
with nk(x) = 0, it is not hard to see that Ψk are exactly what we need. 
To apply this theorem to our case, we first notice that by a symmetry observation
as in the proof of Proposition 10.1, we can assume that p = q. Let Ψk’s satisfy the
conclusion of the above theorem for the following values of S1, . . . , S6:(
1 0
q 1
)
,
(
1 0
0 1
)
,
(
1 0
−q 1
)
,
(
1 −p
0 1
)
,
(
1 0
0 1
)
,
(
1 p
0 1
)
Recall the second Pauli matrix σ2 =
(
0 −i
i 0
)
. Using p = q, we observe that
σ2Skσ2 = S
−1
7−k ∀ 1 ≤ k ≤ 6
Thus, if we define Ψ˜k(ξ) by Ψ˜k(ξ) := σ2Ψ7−k(ξ)σ2 ∀1 ≤ k ≤ 6 and Ψ˜7 ≡ Ψ˜1, then
Ψ˜k also satisfies the conclusion of the theorem. Consequently, Ψ˜k = Ψk, hence
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m1(x) = σ2m1(x)σ2, which implies
u(x) = −v(x) for any x ∈ R.
Thus, u solves the following imaginary Painleve´ II equation:
uxx = −2|u|
2u+
4x
3c
u
By looking at the Laurent series of u, it is clear from the above equation that u
doesn’t have any pole on R. Consequently, the above inverse monodromy problem
is solvable for any real x, in particular for x = 0 (which is what we are interested
in). Since S2 = S5 = I, the asymptotics (66) is true on C+ for Ψ2 ≡ Ψ3, and on
C− for Ψ5 ≡ Ψ6. Now, define NΓ on C \ Γ by
NΓ(ξ)e
−icξk+1σ3 =

Ψ1(ξ), for ξ ∈ Γ50 ∪ Γ01;
Ψ2(ξ), for ξ ∈ Γ12;
Ψ4(ξ), for ξ ∈ Γ23 ∪ Γ34;
Ψ5(ξ), for ξ ∈ Γ45.
It is clear that NΓ satisfies the required jump relation on Γ with jump matrix jΓ,
furthermore using strong decay of NΓ and contour integration, we can easily show
NΓ(ξ) = I + (CΓg)(ξ), for ξ ∈ C \ Γ(67)
here g(x) := NΓ+(x)−NΓ−(x). Clearly g ∈ Lp(Γ) for any 1 < p ≤ ∞. Let µNΓ be
defined on Γ by
µNΓ = NΓ+
(
I + b+Γ
)−1
≡ NΓ−
(
I − b−Γ
)−1
From (67), it is not hard to see that µNΓ satisfies:
µNΓ = I + CbΓµNΓ.
Furthermore, µNΓ ∈ I + Lp(Γ) for any 1 < p ≤ ∞. This is because µNΓ is
asymptotically I + O( 1|ξ| ) and at the same time continuous on Γ. We can recover
µΓ(x, t) from µNΓ(ξ) by
µΓ(x, t) = µNΓ(t
1
k+1x)
Notice that µΓ is invertible as a matrix (indeed its determinant is 1) and µΓ, µ
−1
Γ ∈
L∞(Γ). The invertibility (and boundedness of the inverse) of 1−CwΓ on L
2
x(Γ) now
follow from the Γ analogue of Proposition 3.1, which can be summarized briefly as:
Corollary 10.4. For any 1 < p <∞, 1−CwΓ is invertible on L
p
x(Γ) with bounded
norm:
‖1− CwΓ‖Lpx(Γ)→Lpx(Γ) .p 1
In particular, when t = 1 we have ‖1 − CbΓ‖Lpξ(Γ)→L
p
ξ
(Γ) .p 1. The rest of the
computations (i.e. computing asymptotics of u(t), v(t) and proving the a priori
estimates for µ) can be done exactly as in Section 10.1.1 and Section 10.1.2.
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