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Abstract
We study the theory of integrals in Yetter–Drinfel’d Hopf algebras and use the results to determine
the integrals of Hopf algebras with triangular decomposition.
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1. Introduction
The question whether it is possible to understand the algebra structure of deformed
enveloping algebras in terms of the algebra structure of the three subalgebras appearing in
the triangular decomposition was addressed in [30] (cf. also [31]). For this purpose, one
can use two Hopf-algebraic constructions, the first one of these two being a very general
one that might describe the structure of other Hopf algebras, too. In these constructions,
two of the three components are not ordinary Hopf algebras but Hopf algebras in a certain
twisted sense, that is, Hopf algebras in the category of Yetter–Drinfel’d modules. It is the
purpose of this paper to determine the integrals of Hopf algebras that admit a triangular
decomposition which is similar to the triangular decomposition of deformed enveloping
algebras. For this purpose, we carry out a comprehensive investigation of the properties of
integrals of Yetter–Drinfel’d Hopf algebras.
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424 Y. Sommerhäuser / Journal of Algebra 282 (2004) 423–489The article is organized as follows: In Section 2, we recall some results of D. Fischman,
S. Montgomery, and H.-J. Schneider (cf. [9]) concerning the existence and uniqueness
of integrals in Yetter–Drinfel’d Hopf algebras, as well as the definition of the integral
character and the integral group element. It must be emphasized that these authors have
established these results even under much more general hypotheses. In contrast to their
methods, the proofs in Section 2 are direct analogues of the proofs for ordinary Hopf
algebras. These proofs also carry over directly to more general quasisymmetric categories,
as already observed earlier by V. Lyubashenko (cf. [20,21]). As H.-J. Schneider has pointed
out, these facts are also recalled in an article of Y. Doi (cf. [5]). It should be noted that
important parts of these results have already been shown much earlier by D.E. Radford
(cf. [24]). After this repetition, we study the properties of the modular functions and
elements as well as the properties of the integral character and the integral group element.
In particular, we show that these are central elements in a certain sense.
In Section 3, we lay the abstract foundations that make it easier to understand
the nature of certain maps that arise naturally when considering Yetter–Drinfel’d Hopf
algebras. We recall the notion of a monoidal transformation and contrast it with the
related notion of a ribbon transformation. We exhibit examples for monoidal and ribbon
transformations in the category of Yetter–Drinfel’d modules and explain the effect of the
action of such transformations on Yetter–Drinfel’d Hopf algebras. Two kinds of monoidal
transformations, the modular transformations and the integral transformation, play the
essential role in Section 4, where we introduce the twisted Nakayama automorphisms and
prove an analogue of Radford’s formula for the fourth power of the antipode of a Hopf
algebra in the Yetter–Drinfel’d case.
In Section 5, we determine the integrals of Hopf algebras with triangular decomposition
that arise from the above-mentioned constructions. It turns out to be difficult to determine
the integrals for the first construction, while the integrals of the second construction can
be easily obtained afterwards. These results contain as a special case the formula for
the integrals of the Drinfel’d double construction obtained by D.E. Radford (cf. [25]).
In the last Section 6, we illustrate the theory by considering the example of the
Frobenius–Lusztig kernel of sl(2). The Frobenius–Lusztig kernels of deformed enveloping
algebras were defined by G. Lusztig (cf. [18,19]). Their present name was introduced by
N. Andruskiewitsch and H.-J. Schneider (cf. [1]).
In this article, all vector spaces occurring are defined over a base field K . Propositions,
definitions, and similar items are referenced by the paragraph in which they appear. An
excellent general reference for all topics discussed here is [22].
2. Integrals and Yetter–Drinfel’d modules
2.1. In this preliminary section we give a self-contained exposition of some results of
D. Fischman, S. Montgomery, and H.-J. Schneider (cf. [9]). A similar exposition has been
given by Y. Doi (cf. [5]); furthermore, it should be noted that some of these results were
proved earlier by D.E. Radford (cf. [24]). We do not always give complete proofs; for this,
we refer the reader to [32].
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antipode SH defined over the field K having the comultiplication ∆H and the counit εH .
We use Sweedler’s sigma notation (cf. [36, Section 1.2, p. 10]); however, we omit the
summation sign and the parentheses:
∆H(h) = h1 ⊗ h2.
Recall the notion of a left Yetter–Drinfel’d module (cf. [41], [22, Definition 10.6.10,
p. 213]): This is a left H -comodule V that is also a left H -module satisfying the following
compatibility condition for all h ∈ H and v ∈ V :
h1v
1 ⊗ (h2 → v2)= (h1 → v)1h2 ⊗ (h1 → v)2.
Here we have used the following Sweedler notation for the coaction: δ(v) = v1 ⊗ v2 ∈
H ⊗ V . The arrow → denotes the module action. We also define right Yetter–Drinfel’d
modules, which are the left Yetter–Drinfel’d modules over the opposite and coopposite
Hopf algebra. They are right comodules and right modules that satisfy
(
v1 ← h1
)⊗ v2h2 = (v ← h2)1 ⊗ h1(v ← h2)2.
When we refer to Yetter–Drinfel’d modules in the following, we will mean left Yetter–
Drinfel’d modules unless stated otherwise.
2.2. The tensor product of two Yetter–Drinfel’d modules becomes again a Yetter–Drinfel’d
module if it is endowed with the diagonal module and the codiagonal comodule structure
(cf. [22, Example 10.6.14, p. 213]). The base field K becomes a Yetter–Drinfel’d module
via the trivial module structure h → ζ := εH (h)ζ and the trivial comodule structure
δ(ζ ) := 1H ⊗ ζ . The left Yetter–Drinfel’d modules, and also the right ones, therefore
constitute a monoidal category. But these categories also possess quasisymmetries, or
braidings, which are in the left case given by
σV,W :V ⊗W −→ W ⊗ V, v ⊗w →
(
v1 → w)⊗ v2.
In the case of right Yetter–Drinfel’d modules, the quasisymmetry is given by
σV,W (v ⊗w) = w1 ⊗
(
v ← w2).
These mappings are bijective since H has a bijective antipode.
Since we have the notion of a Hopf algebra inside a quasisymmetric monoidal category
(cf. [28]), we can speak of Yetter–Drinfel’d Hopf algebras.
2.3. There are several elementary operations with Yetter–Drinfel’d modules that will be
needed in the sequel. Since these operations are discussed in [30] and [31], we do not give
details or proofs here.
426 Y. Sommerhäuser / Journal of Algebra 282 (2004) 423–489Lemma. If V is a finite-dimensional left Yetter–Drinfel’d module, then the dual space V ∗
is in a unique way a right Yetter–Drinfel’d module such that the natural pairing
〈· , ·〉 :V × V ∗ → K, (v,f ) → f (v)
is a Yetter–Drinfel’d form (cf. [31, Subsection 2.4, p. 37]), i.e., that we have
(1) 〈h → v,f 〉 = 〈v,f ← h〉;
(2) 〈v,f 1〉f 2 = v1〈v2, f 〉.
The transpose of an H -linear and colinear map between finite-dimensional Yetter–
Drinfel’d modules is linear and colinear. If V and W are finite-dimensional left Yetter–
Drinfel’d modules, then V ∗ ⊗ W∗ is isomorphic to (V ⊗ W)∗ as a right Yetter–Drinfel’d
module via the isomorphism
V ∗ ⊗W∗ → (V ⊗W)∗, f ⊗ g → (v ⊗w → f (v)g(w)).
Up to this isomorphism, the quasisymmetry on V ∗ ⊗ W∗ is the transpose of the
quasisymmetry on V ⊗W . One can express these facts by saying that taking the dual space
is a (nonstrict) quasisymmetric monoidal functor from the category of finite-dimensional
left Yetter–Drinfel’d modules to the category of finite-dimensional right Yetter–Drinfel’d
modules (cf. [11, Definition 2.3, p. 38]). As a consequence, if A is a finite-dimensional
left Yetter–Drinfel’d Hopf algebra, then the dual space B := A∗ is in a unique way a right
Yetter–Drinfel’d Hopf algebra such that the natural pairing described above is a bialgebra
form (cf. [31, Subsection 2.6, p. 37]), i.e., we have
(1) 〈a ⊗ a′,∆B(b)〉 = 〈aa′, b〉,
(2) 〈a, bb′〉 = 〈∆A(a), b ⊗ b′〉,
(3) 〈1A,b〉 = εB(b), 〈a,1B〉 = εA(a)
for all a, a′ ∈ A and b, b′ ∈ B .
2.4. If H is finite-dimensional, the process of dualization can also be applied to H . Namely,
if H is finite-dimensional and V is a left Yetter–Drinfel’d module over H , we know from
[22, Lemma 1.6.4, p. 11] that there is a right H ∗-module structure
V ⊗H ∗ → V, v ⊗ f → (v ← f )
and a right H ∗-comodule structure
δ∗ :V → V ⊗H ∗, v → v(1) ⊗ v(2)
such that the conditions
v ← f = f (v1)v2, v(1)(v(2)(h))= h → v
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following:
Lemma. V is a right Yetter–Drinfel’d module over H ∗.
If H is finite-dimensional, a mapping between two Yetter–Drinfel’d modules is linear
and colinear with respect to H if and only if it is linear and colinear with respect to H ∗.
The dualization process described in this lemma commutes with taking the tensor product
of two Yetter–Drinfel’d modules, and the quasisymmetry on the tensor product is the same
before and after the dualization. This can be expressed by saying that dualization with
respect to H gives rise to a strict quasisymmetric monoidal functor from the category of left
Yetter–Drinfel’d modules over H to right Yetter–Drinfel’d modules over H ∗. Therefore,
a Hopf algebra in the former category remains a Hopf algebra in the latter category.
2.5. Since left Yetter–Drinfel’d modules are the same as right Yetter–Drinfel’d modules
over the opposite and coopposite Hopf algebra, we have:
Lemma.
(1) If A is a left Yetter–Drinfel’d Hopf algebra over H , then the opposite and coopposite
Hopf algebra Aopcop is a right Yetter–Drinfel’d Hopf algebra over H opcop.
(2) If B is a right Yetter–Drinfel’d Hopf algebra over H , then Bop cop is a left Yetter–
Drinfel’d Hopf algebra over H opcop.
The proof is omitted. Another important fact for a Yetter–Drinfel’d Hopf algebra A that
will be used in the sequel is the relation between the antipode SA and the multiplication µA
on the one hand and between the antipode SA and the comultiplication ∆A on the other
hand:
∆A ◦ SA = (SA ⊗ SA) ◦ σA,A ◦∆A, SA ◦µA = µA ◦ σA,A ◦ (SA ⊗ SA).
Also, the antipode preserves the unit and the counit of A. The proofs of these facts are
direct analogues of the proofs for ordinary Hopf algebras.
2.6. We now proceed to explain another operation that can be carried out with Yetter–
Drinfel’d Hopf algebras. In this article, by a character we mean an algebra map to the base
field. The verification of the following proposition is again straightforward and therefore
left to the reader.
Proposition. Suppose that A is a left Yetter–Drinfel’d Hopf algebra over H and that
ω :A → K is an H -linear and colinear character. We have:
(1) A can be regarded in another way as a left Yetter–Drinfel’d Hopf algebra if the
comultiplication is changed to
∆ωA(a) := a1 ⊗ ω(a2)a3
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εωA(a) := ω−1(a), SωA(a) := ω−1(a1)SA(a2)ω−1(a3).
Here we have adopted the notation ω−1(a) := ω(SA(a)). We shall denote A by Aω if
it is endowed with this structure.
(2) The mappings
φ :A→ Aω, a → ω(a1)a2, ψ :A→ Aω, a → a1ω(a2)
are isomorphisms of Yetter–Drinfel’d Hopf algebras.
This proposition of course also holds if H is equal to the base field K; in this case,
Yetter–Drinfel’d Hopf algebras are ordinary Hopf algebras. We therefore see that there is
no essential difference between the counit and an arbitrary character: If one character of an
algebra arises as the counit of a suitable Hopf algebra structure, then every character arises
in this way.
It should be observed that for showing that φ is an algebra map only the linearity of ω is
needed, whereas the fact that ψ is an algebra map follows solely from the colinearity of ω.
This fact will be needed in the sequel.
2.7. Recall that a Frobenius algebra is a finite-dimensional algebra A that admits a
nondegenerate bilinear form 〈· , ·〉 :A ⊗ A → K which is associative in the sense that we
have 〈aa′, a′′〉 = 〈a, a′a′′〉 for all a, a′, and a′′ ∈ A. Such a form obviously can be written as
〈a, a′〉 = f (aa′)
for some linear form f : A → K , which is determined by the bilinear form via f (a) =
〈a,1〉 = 〈1, a〉. This linear form is called the Frobenius homomorphism. We note that this
notion is not related to the same term used in Galois theory.
Suppose that ε :A → K is a character. An element x of A is called a left, respectively
right, integral if it satisfies ax = ε(a)x for all a ∈ A, or xa = ε(a)x in the case of right
integrals. It is easy to see that the left integrals are precisely those elements for which the
left coregular action x → f yields a multiple of the character ε; a similar remark applies
to right integrals. This observation implies (cf. [33, Proposition 3.4, p. 209]):
Proposition. The spaces of left and right integrals for a character of a Frobenius algebra
are one-dimensional. The Frobenius homomorphism does not vanish on nonzero left or
right integrals.
Since the form 〈· , ·〉 is nondegenerate, we can choose dual bases x(1), . . . , x(n) and
y(1), . . . , y(n) satisfying 〈y(i), x(j)〉 = δij . From linear algebra we know that we have
a =∑i〈a, x(i)〉y(i) =∑i〈y(i), a〉x(i) for all a ∈ A. This implies that we have
n∑
ax(i) ⊗ y(i) =
n∑
x(i) ⊗ y(i)a.i=1 i=1
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i x(i) ⊗ y(i) is therefore called the Casimir element of A. It does not depend
on the choice of the dual bases, but of course it does depend on the bilinear form.
2.8. We now proceed to prove the existence of a nonzero integral in every finite-
dimensional Yetter–Drinfel’d Hopf algebra strictly along the lines of the original argument
of R.G. Larson and M.E. Sweedler (cf. [16], see also [22]). It must be emphasized that this
result is not new, but is a special case of a theorem of D. Fischman, S. Montgomery, and
H.-J. Schneider on the one hand and V. Lyubashenko on the other hand (cf. [9,20,21]). We
include the result here for the sake of completeness and because the arguments of the proof
will be needed later on.
The basic ingredient of the proof is the structure theorem for Hopf modules. Recall the
notion of a Hopf module in the category of Yetter–Drinfel’d modules:
Definition. Suppose that A is a left Yetter–Drinfel’d Hopf algebra over H . A right Yetter–
Drinfel’d Hopf module is a left Yetter–Drinfel’d module M that is a right A-module via
φM :M ⊗A → M, m⊗ a → (m a)
and a right A-comodule via
δM :M → M ⊗A, m → m(1) ⊗m(2)
such that φM and δM are H -linear and H -colinear and the following compatibility condi-
tion is satisfied for all m ∈ M and a ∈ A:
(m a)(1) ⊗ (m a)(2) = (m(1) (m(2)1 → a1))⊗m(2)2a2.
The coaction δM should be distinguished from the coaction δ :M → H ⊗M that comes
from the Yetter–Drinfel’d structure. Examples of Yetter–Drinfel’d Hopf modules can be
easily obtained in the following way: If A is a Yetter–Drinfel’d Hopf algebra and V is any
Yetter–Drinfel’d module, then M := V ⊗A becomes a Yetter–Drinfel’d Hopf module with
respect to the structure elements
δM :V ⊗A → (V ⊗A)⊗A, v ⊗ a → v ⊗ a1 ⊗ a2,
φM : (V ⊗A)⊗A → V ⊗A, v ⊗ a ⊗ a′ → v ⊗ aa′.
The structure theorem for Hopf modules now asserts that this is already the general form
of a Yetter–Drinfel’d Hopf module:
Proposition. Suppose that A is a Yetter–Drinfel’d Hopf algebra over H and that M is a
right Yetter–Drinfel’d Hopf module over A. Define the space of coinvariants:
V := McoA = {m ∈ M | δM(m) = m⊗ 1A}.
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p :M → V, m → (m(1) SA(m(2)))
is a projection onto V . Furthermore, the mappings
f :V ⊗A → M, v ⊗ a → (v a),
g :M → V ⊗A, m → p(m(1))⊗m(2)
are linear and colinear with respect to A and H and are mutually inverse to each other.
For the proof, we refer the reader to [32, Proposition 2.8, p. 10] (cf. also [21, Theo-
rem 1.1, p. 281] and [5, Theorem 1, p. 3063]).
2.9. We shall now see that the dual vector space of a finite-dimensional Yetter–Drinfel’d
Hopf algebra A is a Yetter–Drinfel’d Hopf module. We have already seen in Paragraph 2.3
how A∗ becomes a right Yetter–Drinfel’d module over H . By Lemma 2.5, A∗ can be
regarded as a left Yetter–Drinfel’d module over H opcop. Since the antipode yields an iso-
morphism SH :H opcop → H between H opcop and H , we see that there is a unique left
Yetter–Drinfel’d module structure on A∗ such that the natural pairing considered in Para-
graph 2.3 satisfies
〈a,h → f 〉 = 〈S−1H (h) → a,f 〉, f 1〈a,f 2〉= SH (a1)〈a2, f 〉
for all a ∈ A, f ∈ A∗, and h ∈ H . These properties are equivalent to the linearity and the
colinearity of the mappings
evA :A⊗A∗ → K, a ⊗ f → 〈a,f 〉,
dbA :K → A∗ ⊗A, ζ → ζ
n∑
i=1
a(i)∗ ⊗ a(i),
where a(1), . . . , a(n) is a basis of A with dual basis a(1)∗, . . . , a(n)∗.
The Yetter–Drinfel’d Hopf module structure is now determined by the following condi-
tions:
Proposition. There is a unique right action
φA∗ :A∗ ⊗A → A∗, f ⊗ a → (f  a)
of A on A∗ that satisfies
〈a,f  b〉 = 〈aSA(f 1 → b), f 2〉
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δAA∗ : A∗ → A∗ ⊗A, f → f (1) ⊗ f (2)
of A on A∗ that satisfies 〈
a,f (1)
〉
f (2) = a1〈a2, f 〉
for all a ∈ A and f ∈ A∗. With these structures, A∗ is a Yetter–Drinfel’d Hopf module
over A.
Proof. It is obvious that φA∗ and δAA∗ are uniquely determined by these conditions. Since
the compositions
φA∗ = (idA∗ ⊗ evA) ◦ (idA∗ ⊗µA ⊗ idA∗) ◦ (dbA ⊗ SA ⊗ idA∗) ◦ σA∗,A,
δAA∗ = (idA∗ ⊗ idA ⊗ evA) ◦ (idA∗ ⊗∆A ⊗ idA∗) ◦ (dbA ⊗ idA∗)
satisfy these requirements, we see not only that φA∗ and δAA∗ with these properties exist, but
also that they are linear and colinear over H , since they can be written as the composition
of H -linear and colinear maps. Since we have〈
a, (f  b) c
〉= 〈aSA(f 1b1 → c)SA(f 2 → b2), f 3〉
= 〈aSA(f 1 → (bc)), f 2〉= 〈a,f  (bc)〉
for a, b, c ∈ A and f ∈ A∗, we see that A∗ is a right A-module, as the unit element ob-
viously acts as the identity. Also, it is clear that δAA∗ is a coaction; this coaction is just
the usual coregular coaction, which we have already seen in Paragraph 2.3 for H instead
of A. Finally, we have to verify the Yetter–Drinfel’d Hopf module condition. We have for
a, b ∈ A and f ∈ A∗:〈
a,f (1)
(
f (2)1 → b1
)〉
f (2)2b2
= 〈aSA(f (1)1f (2)1 → b1), f (1)2〉f (2)2b2
= 〈aSA(f 1 → b1), f 2(1)〉f 2(2)b2
= (aSA(f 1 → b1))1b2〈(aSA(f 1 → b1))2, f 2〉
= a1
(
a2
1 → (SA(f 1 → b1))1)b2〈a22(SA(f 1 → b1))2, f 2〉
= a1
(
a2
1f 1 → SA
(
b1
1 → b2
))
b3
〈
a2
2(f 2 → SA(b12)), f 3〉
= a1SA
(
a2
1(f 1 → b1)1f 2 → b2)b3〈a22SA((f 1 → b1)2), f 3〉
= a1SA(b2)b3
〈
a2SA
(
f 1 → b1
)
, f 2
〉
= a1〈a2, f  b〉 =
〈
a, (f  b)(1)
〉
(f  b)(2).
Since the pairing is nondegenerate, the compatibility condition holds. 
432 Y. Sommerhäuser / Journal of Algebra 282 (2004) 423–489It should be noted that, as emphasized by Y. Doi (cf. [6, Paragraph 1.5, p. 1884]), this
Hopf module structure deviates from the one considered in [5, Theorem 2, p. 3064].
2.10. We now reach our first goal: to prove the existence and uniqueness of integrals in
finite-dimensional Yetter–Drinfel’d Hopf algebras. Note that the following proposition is
not new; it is (a variant of) [9, Corollary 5.8, p. 4885] (cf. also [24, Section 2, Proposi-
tions 3 and 4, pp. 333–336], [20, Definition 3.3, p. 272], [21, Definition 1.2, p. 288], and
[5, Theorem 3, p. 3066]).
Proposition. Suppose that A is a finite-dimensional left Yetter–Drinfel’d Hopf algebra
over H . Then we have:
(1) There is a nonzero left integral ΛA of A, a nonzero right integral ΓA of A, a nonzero
left integral λA of A∗, and a nonzero right integral ρA of A∗. Such elements satisfy
λA(ΛA) = 0, λA(ΓA) = 0, ρA(ΛA) = 0, ρA(ΓA) = 0.
(2) There is a character ιA :H → K , called the integral character of A, and a grouplike
element gA ∈ H , called the integral group element of A, such that we have
h → ΛA = ιA(h)ΛA, δ(ΛA) = gA ⊗ΛA,
h → ΓA = ιA(h)ΓA, δ(ΓA) = gA ⊗ ΓA,
λA ← h = ιA(h)λA, a1λA
(
a2
)= λA(a)gA,
ρA ← h = ιA(h)ρA, a1ρA
(
a2
)= ρA(a)gA
for every left integral ΛA and right integral ΓA of A and for every left integral λA and
right integral ρA of A∗.
(3) A is a Frobenius algebra with a nonzero right integral ρA of A∗ as Frobenius homo-
morphism. The Casimir element for this Frobenius homomorphism is
ΛA1 ⊗ ι−1A
(
ΛA2
1)SA(ΛA22),
where ΛA is a left integral of A satisfying ρA(ΛA) = 1 and ι−1A = ιA ◦ SH .
(4) The antipode of A is bijective.
Proof. This will be proved in several steps:
(1) Using the right Yetter–Drinfel’d Hopf module structure from Proposition 2.9, we see
that the coinvariants are nothing but the left integrals, since we have for f ∈ A∗ that the
condition f (1) ⊗ f (2) = f ⊗ 1A is the same as the requirement that, for all a ∈ A, we have
〈a,f (1)〉f (2) = 〈a,f 〉1A, which in turn is the same as the condition a1〈a2, f 〉 = 〈a,f 〉1A.
Since the mapping
A∗coA ⊗A → A∗, f ⊗ a → (f  a)
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we have dimA∗coA = 1.
(2) If λA ∈ A∗ is a left integral, then we have for all h ∈ H that λA ← h is again a left
integral:
a1(λA ← h)(a2) = SH (h1)h2 → a1λA(h3 → a2)
= SH (h1) → 1AλA(h2 → a) = 1AλA(h → a).
Since the space of integrals is one-dimensional, we have λA ← h = ιA(h)λA for some
number ιA(h). It is obvious that ιA is an algebra homomorphism.
Now write
δHA∗(λA) =
l∑
j=1
h(j) ⊗ f(j) ∈ H ⊗A∗,
where h(1), . . . , h(l) as well as f(1), . . . , f(l) are linearly independent. Then we have
l∑
j=1
h(j) ⊗ a1〈a2, f(j)〉 = λ1A ⊗ a1
〈
a2, λ
2
A
〉= SH (a21)⊗ a1〈a22, λA〉
= SH
(
a2
1)SH (a11)a12 ⊗ a13〈a22, λA〉
= SH
(
a1
1a2
1)a12 ⊗ a13〈a22, λA〉
= SH
(
a1
)
a21
1 ⊗ a212
〈
a22, λA
〉
= SH
(
a1
)⊗ 1A〈a2, λA〉= l∑
j=1
h(j) ⊗ 1A〈a,f(j)〉.
Since h(1), . . . , h(l) are linearly independent, we can compare coefficients and conclude
that a1f(j)(a2) = 1Af(j)(a). This proves that f(j) is itself a left integral and therefore
must be a multiple a of λA, that is, f(j) = µjλA for some µj ∈ K . If we define g˜A :=∑l
j=1 µjh(j), we see that δHA∗(λA) = g˜A ⊗λA, or equivalently g˜AλA(a) = SH (a1)λA(a2).
The comodule axiom then implies that g˜A is a grouplike element. Now define gA := g˜−1A .
(3) We know from the structure theorem for Yetter–Drinfel’d Hopf modules that, for a
nonzero left integral λA, the map A → A∗, a → (λA a) is bijective. Since we have
〈a′, λA a〉 =
〈
a′SA
(
λ1A → a
)
, λ2A
〉= 〈a′SA(g−1A → a), λA〉,
the bilinear form
A×A → A, (a, a′) → 〈a′SA(g−1 → a), λA〉A
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fore SA is bijective. On the other hand, this implies that also the bilinear form
A×A → A, (a, a′) → λA(aa′)
is nondegenerate, that is, A is a Frobenius algebra with respect to the Frobenius homomor-
phism λA. We therefore conclude from Proposition 2.7 that there is a nonzero left integral
ΛA and a nonzero right integral ΓA that are unique up to scalar multiples and have the prop-
erty that λA(ΛA) = 0, respectively λA(ΓA) = 0. Since we know from Paragraph 2.3 that
A∗ is right Yetter–Drinfel’d Hopf algebra, and therefore from Paragraph 2.5 that A∗opcop
is a left Yetter–Drinfel’d Hopf algebra over H opcop, we conclude that A∗opcop contains a
nonzero left integral ρA, which obviously is a right integral in A∗ that also does not vanish
on the integrals of A. Therefore, the first assertion in the proposition is now proved.
(4) We now proceed to prove the second assertion. We have
λA
(
a(h → ΛA)
)= λA((h2S−1H (h1) → a)(h3 → ΛA))
= (λA ← h2)
((
S−1H (h1) → a
)
ΛA
)
= ιA(h2)εA
(
S−1H (h1) → a
)
λA(ΛA)
= ιA(h)λA(aΛA).
This implies h → ΛA = ιA(h)ΛA, since the bilinear form considered above was nonde-
generate. By a similar calculation, we can show that h → ΓA = ιA(h)ΓA and in turn that
ρA ← h = ιA(h)ρA.
We have already seen the equality a1λA(a2) = gAλA(a). This implies
ΛA
1λA
(
aΛA
2)= SH (a1)a2ΛA1λA(a3ΛA2)= SH (a1)gAλA(a2ΛA)
= εA(a)gAλA(ΛA) = gAλA(aΛA).
Therefore, we have δ(ΛA) = gA ⊗ ΛA. Similarly, we can prove that δ(ΓA) = gA ⊗ ΓA.
The fact that a1ρA(a2) = gAρA(a) can be deduced by applying the preceding arguments
to A∗opcop, which is a left Yetter–Drinfel’d module over H opcop by Lemma 2.3 and
Lemma 2.5.
(5) We shall now prove part (3) of the proposition. Applying the comultiplication to the
equation aΛA = εA(a)ΛA yields
a1
(
a2
1 → ΛA1
)⊗ a22ΛA2 = εA(a)ΛA1 ⊗ΛA2.
We therefore have
εA(a)ΛA1 ⊗ SA(ΛA2) = a1
(
a2
1 → ΛA1
)⊗ SA(a22ΛA2)
= a1
(
a2
1 → ΛA1
)⊗ SA(a22 → ΛA2)SA(a23)
= a1ΛA1 ⊗ SA(ΛA2)SA
(
ιA
(
a2
1)a22).
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sion. If we apply the mapping a → ι−1A (a1)a2 to the second tensorand in this equation, we
get
SA(a)ΛA1 ⊗ ι−1A
(
ΛA2
1)SA(ΛA22)= ΛA1 ⊗ ι−1A (ΛA21)SA(ΛA22)SA(a).
Since the antipode of A is bijective, we can replace SA(a) by a in this equation. We now
have
ρA(aΛA1)ι
−1
A
(
ΛA2
1)SA(ΛA22)= ρA(ΛA1)ι−1A (ΛA21)SA(ΛA22)a = a.
This proves the assertion. 
2.11. The integral character and the integral group element are not totally unrelated: Conju-
gation by the integral group element is the same as coconjugation by the integral character.
Neither, they can be arbitrary characters or grouplike elements; they have to be central
among the other grouplikes. Recall from [22, Example 9.1.4, p. 151] that the characters
are precisely the grouplike elements in the finite dual H ◦ of H .
Theorem. Suppose that ιA and gA are the integral character, respectively the integral
group element, of a finite-dimensional left Yetter–Drinfel’d Hopf algebra A. We have:
(1) ∀h ∈ H : gAhg−1A = ι−1A (h1)h2ιA(h3);
(2) gA ∈ Z(G(H)), the center of G(H);
(3) ιA ∈ Z(G(H ◦)).
Proof. Select a right integral ρA ∈ A∗ and a left integral ΛA ∈ A that satisfy ρA(ΛA) = 1.
The Yetter–Drinfel’d condition implies
(h1 → ΛA)1h2ρA
(
(h1 → ΛA)2
)= h1ΛA1ρA(h2 → ΛA2).
Now the left-hand side is ιA(h1)ΛA1h2ρA(ΛA2) = ιA(h1)gAh2, whereas the right-hand
side is h1gAρA(h2 → ΛA) = h1gAιA(h2). This proves the first assertion. To prove the
second assertion, assume that g ∈ G(H) is a grouplike element. Then we have
gAgg
−1
A = ι−1A (g)gιA(g) = g.
This proves the second statement. The third statement follows from similar considera-
tions. 
2.12. The fact that the space of integrals is one-dimensional leads to the existence of certain
elements that we study now. Suppose that A is a finite-dimensional left Yetter–Drinfel’d
Hopf algebra over H and that ΛA, respectively ΓA, are nonzero left, respectively right,
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right, integrals, and since the spaces of left and right integrals are one-dimensional, we have
ΛAa = αLA(a)ΛA, aΓA = αRA(a)ΓA
for some numbers αLA(a) and α
R
A(a). α
L
A and α
R
A are obviously characters of A that are
independent of the choice of the integrals. They are called the left, respectively the right,
modular functions of A. Dually, if λA, respectively ρA, are nonzero left, respectively right,
integrals of A∗, we have for all a ∈ A
λA(a1)a2 = λA(a)aLA, a1ρA(a2) = ρA(a)aRA
for two grouplike elements aLA and a
R
A of A. These elements are called the left, respectively
right, modular elements of A. Obviously, the modular functions of A are the modular ele-
ments of A∗, whereas the modular elements of A represent the modular functions of A∗ in
the bidual space.
Proposition. Suppose that A is a finite-dimensional left Yetter–Drinfel’d Hopf algebra
over H .
(1) The antipode of A maps left integrals to right integrals and right integrals to left inte-
grals.
(2) αLA and αRA are H -linear and colinear.
(3) aLA and aRA are H -invariant and coinvariant.
(4) aLA = (aRA)−1 and αLA = (αRA)−1, where (αRA)−1 = αRA ◦ SA.
Proof. To prove the first assertion, observe that for a left integral ΛA of A we have
εA(a)SA(ΛA) = SA(aΛA) = SA
(
a1 → ΛA
)
SA
(
a2
)= SA(ΛA)SA(ιA(a1)a2),
where ιA is the integral character from Proposition 2.10. Inserting ι−1A (a1)a2 instead of a
and using the colinearity of εA, we see that SA(ΛA) is a right integral. A similar calculation
shows that the antipode maps right integrals to left integrals.
For the second assertion, we prove that αRA is H -linear:
αRA(h1 → a)ιA(h2)ΓA = (h1 → a)(h2 → ΓA) = h → (aΓA)
= αRA(a)h → ΓA = αRA(a)ιA(h)ΓA
and therefore αRA(h1 → a)ιA(h2) = αRA(a)ιA(h). Convolution multiplication with ι−1A on
both sides yields the H -linearity of αRA . One can show similarly that αRA is also colinear,
and the same is true for αLA. The third assertion is the dualization of the second assertion
to A∗op cop over H opcop using Lemma 2.3 and Lemma 2.5.
It remains to show the fourth assertion. Select a nonzero left integral ΛA in A. Using
the integral group element gA from Proposition 2.10, we calculate:
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(
ΛA
1 → a)SA(ΛA2)= SA(gA → a)SA(ΛA)
= αRA
(
SA(gA → a)
)
SA(ΛA) = αRA
(
SA(a)
)
SA(ΛA).
The assertion about the modular elements is, as above, the dualization of the statement
about the modular functions. 
We note that the H -linearity of the modular functions is also recorded in the work of
Y. Doi (cf. [5, Remark 1, p. 3069], see also [6, Paragraph 1.6, p. 1885]). As the H -linearity
and colinearity of the modular functions is, categorically speaking, the property of being a
morphism to the unit object, the above properties are also a consequence of [3, Lemma 3.5,
p. 124].
2.13. If H is finite-dimensional, there are of course also the modular functions αLH and αRH
as well as the modular elements aLH and aRH of H . The following simple identity relates
them to the integral character and the integral group element:
Proposition. We have αRH (gA)ιA(a
R
H ) = 1.
Proof. Select right integrals ΓH ∈ H and ρH ∈ H ∗ that satisfy ρH (ΓH ) = 1. We know
from Theorem 2.11 that
gAιA(ΓH 1)ΓH 2 = ΓH 1ιA(ΓH 2)gA.
If we apply ρH to this equation, the left-hand side simplifies to
ιA(ΓH 1)ρH (gAΓH 2) = ιA
(
g−1A
)
ιA(gAΓH 1)ρH (gAΓH 2)
= ιA
(
g−1A
)
αRH (gA)ιA(ΓH 1)ρH (ΓH 2)
= ιA
(
g−1A
)
αRH (gA)ιA
(
aRH
)
,
whereas the right-hand side becomes
ρH (ΓH 1gA)ιA(ΓH 2) = ιA
(
g−1A
)
ρH (ΓH 1gA)ιA(ΓH 2gA)
= ιA
(
g−1A
)
ρH (ΓH 1)ιA(ΓH 2) = ιA
(
g−1A
)
.
Multiplication by ιA(gA) yields the assertion. 
2.14. As for ordinary Hopf algebras, there is a version of Maschke’s theorem for Yetter–
Drinfel’d Hopf algebras. This was already observed by D. Fischman, S. Montgomery, and
H.-J. Schneider (cf. [9, Corollary 5.8, p. 4885]); in fact, they proved a more general the-
orem that holds for the subalgebra of coinvariants that arises from a cleft Hopf algebra
surjection. Their proof rests on a nice lemma of M. Koppinen (cf. [13, Proposition 5.2,
p. 442]). The same result was also reproved by Y. Doi (cf. [5, Remark 2, p. 3069]). For the
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stays completely within the framework of the methods developed in this section.
Proposition. Suppose that A is a finite-dimensional left Yetter–Drinfel’d Hopf algebra.
Pick a nonzero left integral ΛA ∈ A. Then the following statements are equivalent:
(1) A is a semisimple algebra;
(2) εA(ΛA) = 0.
In this case, we have ιA = εH , gA = 1H , and αLA = αRA = εA.
Proof. If A is semisimple, then the A-linear map εA : A → K from the left regular A-
module A to the trivial A-module K has a right inverse K → A. This right inverse maps
the unit element of K to a left integral ΛA of A that obviously satisfies εA(ΛA) = 0. For the
converse, suppose that we have a left integral ΛA that satisfies εA(ΛA) = 1. Then we have
ιA(h)εA(ΛA) = εA(h → ΛA) = εH (h)εA(ΛA),
gAεA(ΛA) = ΛA1εA
(
ΛA
2)= 1HεA(ΛA).
In addition, we have αLA(a)εA(ΛA)ΛA = ΛAaΛA = εA(a)εA(ΛA)ΛA. In particular, since
ιA = εH , we have by Proposition 2.10 that ΛA1 ⊗ SA(ΛA2) is a Casimir element. There-
fore, if M is an A-module with submodule N , we can build from a K-linear projection
π :M → N a map
π˜ :M → N, m → ΛA1π
(
SA(ΛA2)m
)
,
which is obviously still a projection but in addition is A-linear:
π˜(am)= ΛA1π
(
SA(ΛA2)am
)= aΛA1π(SA(ΛA2)m)= aπ˜(m).
Therefore, A is semisimple. 
Using Lemma 2.3 and Lemma 2.5, we can easily derive a dualization:
Corollary. Suppose that A is a finite-dimensional left Yetter–Drinfel’d Hopf algebra. Pick
a nonzero right integral ρA ∈ A∗. Then the following statements are equivalent:
(1) A is a cosemisimple coalgebra.
(2) ρA(1A) = 0.
In this case, we have ιA = εH , gA = 1H , and aLA = aRA = 1A.
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3.1. In the further analysis of the properties of integrals in Yetter–Drinfel’d Hopf alge-
bras, we shall encounter several natural transformations between certain quasisymmetric
monoidal functors in the category of Yetter–Drinfel’d modules. Since their properties are
better understood from a more general viewpoint, we include here some basic remarks on
monoidal categories. As our basic example continues to be the category of left Yetter–
Drinfel’d modules considered in the preceding section, we shall also in this section denote
by H a Hopf algebra with bijective antipode.
3.2. Suppose that C and D are quasisymmetric monoidal categories and that F :C →D
and G :C →D are two quasisymmetric monoidal functors (cf. [11, p. 24]). Such functors
come, by definition, along with certain natural transformations
φ2,A,B : FA ⊗FB → F(A⊗B), φ0 : ED → FEC ,
ψ2,A,B :GA⊗GB → G(A⊗B), ψ0 : ED → GEC,
that satisfy their defining conditions (cf. [11]). Here EC and ED denote the neutral objects
of the monoidal categories C and D. We consider two kinds of natural transformations
θ :F → G:
Definition. Suppose that θ :F → G is a natural transformation between quasisymmetric
monoidal functors.
(1) θ is called a monoidal transformation (cf. [11, p. 25]) if the following two diagrams
commute:
FA⊗ FB φ2
θA⊗θB
F (A⊗B)
θA⊗B
GA⊗GB
ψ2
G(A⊗B),
ED
φ0
1ED
FEC
θEC
ED
φ0
GEC .
(2) θ is called a ribbon transformation if the following two diagrams commute:
FA⊗ FB φ2
θA⊗θB
F (A⊗B) FσA,B F (B ⊗A)
θB⊗A
GA⊗GB φ2 G(A⊗B) G(B ⊗A),GσB,A
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φ0
1ED
FEC
θEC
ED
φ0
GEC.
These properties are of course required for all objects A,B ∈ C .
The notion of a ribbon transformation is closely related to the notion of a twist (cf. [11,
Definition 6.1, p. 65]): If F and G are the identity functors, then invertible ribbon transfor-
mations are twists in the category C ′ where σ is replaced by σ−1 (cf. [11, Definition 2.1,
p. 33]).
3.3. In our context, monoidal functors arise in the following way: Suppose that ϕ :H → H
is a Hopf algebra automorphism and that V is a left Yetter–Drinfel’d module over H . Then
we can use this isomorphism to introduce a new Yetter–Drinfel’d module structure on V
in the following way: The new action is given as
h ↪→ v := ϕ(h) → v
and the new coaction is given as
δϕ(v) := ϕ−1
(
v1
)⊗ v2.
If V is regarded as a Yetter–Drinfel’d module in this way, we shall denote it by Vϕ . What
we have established is a functor
Fϕ : HHYD → HHYD, V → Vϕ
on the category of Yetter–Drinfel’d modules that is the identity on morphisms. It is easy to
see that Fϕ is strictly monoidal and strictly quasisymmetric, i.e., we have
Fϕ(V ⊗W) = Fϕ(V )⊗Fϕ(W), Fϕ(σV,W ) = σFϕ(V ),Fϕ(W).
3.4. Now we look at a special case. Suppose that g ∈ H is a grouplike element and that
γ :H → K is a character. We consider the composition
ϕ :H → H, h → γ (h1)gh2g−1γ−1(h3)
of the conjugation by g and the coconjugation by γ−1. It is easy to verify that ϕ is a Hopf
algebra automorphism.
Now suppose that V is a left Yetter–Drinfel’d module over H . We introduce the map
ψV :V → Vϕ, v → γ
(
v1
)
g → v2.
This turns out to be an example for our abstract notion:
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Yetter–Drinfel’d modules to the functor Fϕ .
Proof. We have to prove that ψV is a morphism inside the category, that is, that ψV is
H -linear and colinear:
ψV (h → v) = ϕ(h) → ψV (v), δV
(
ψV (v)
)= ϕ(v1)⊗ψV (v2).
We only prove the first equality and leave the second one as an easy exercise. We have
ψV (h → v) = γ
(
(h → v)1)g → (h → v)2 = γ (h1v1SH (h3))gh2 → v2
= γ (h1)γ
(
v1
)
γ−1(h3)gh2g−1g → v2 = ϕ(h) → ψV (v).
It is immediate that ψ is natural, and the assertion that ψ is monoidal means that we have
ψV⊗W = ψV ⊗ψW , which is also easily verified. 
3.5. We know from [27] that, in general, there is no twist on the category of Yetter–
Drinfel’d modules, and therefore no invertible ribbon transformation from the identity
functor to itself. However, there is a ribbon transformation between the identity functor
and the functor FS2H : It is defined by
θV :V → VS2H , v →
(
SH
(
v1
)→ v2)
for every left Yetter–Drinfel’d module V over H .
Proposition. θ is an invertible ribbon transformation from the identity functor to the func-
tor FS2H
.
Proof. By direct verification, we have
θV (h → v) = S2H (h) → θV (v), δV
(
θV (v)
)= S2H (v1)⊗ θV (v2),
which says that θV is H -linear and colinear. Using this, it is easy to see that
θ−1V (v) = S−2H
(
v1
)→ v2
is the inverse of θV . To prove that θ is a ribbon transformation, that is, that we have
θV ⊗ θW = σW,V ◦ θW⊗V ◦ σV,W ,
is slightly more cumbersome: We have
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(
σV,W (v ⊗w)
)= θW⊗V ((v1 → w)⊗ v2)
= SH
((
v1 → w)1v2)→ ((v1 → w)2 ⊗ v3)
= SH
(
v1w1
)→ ((v2 → w2)⊗ v3)
= (SH (w2)→ w3)⊗ (SH (w1)SH (v1)→ v2)
= θW
(
w2
)⊗ (SH (w1)→ θV (v))= σ−1W,V (θV (v) ⊗ θW (w))
for v ∈ V and w ∈ W . That θ is natural follows directly from the definition. 
3.6. Next, we want to understand how monoidal transformations and ribbon transforma-
tions interact. Suppose that g and g′ are two grouplike elements in H and that γ :H → K
and γ ′ :H → K are two characters, that is, two grouplike elements in the finite dual H ◦.
Then we can form two monoidal transformations ψ and ψ ′ that are given on a fixed left
Yetter–Drinfel’d module V as
ψV :V → V, v →
(
γ
(
v1
)
g → v2), ψ ′V :V → V, v → (γ ′(v1)g′ → v2).
If we consider ψV and ψ ′V only as K-linear maps, then we see that
ψ ′V ◦ψV (v) = γ
(
v1
)
γ ′
((
g → v2)1)(g′ → (g → v2)2)
= γ (v1)γ ′(gv2g−1)(g′g → v3)= (γ γ ′)(v1)(g′g → v2).
Therefore, we have constructed a group homomorphism:
Proposition. G(H ◦)op ×G(H)→ GL(V ), (γ, g) → ψV is a group homomorphism.
In addition, we have to understand the relation between these monoidal transformations
and the ribbon transformation θ as K-linear maps:
Lemma. ψV ◦ θV = θV ◦ψV .
Proof. By the H -linearity and colinearity properties of θV from Proposition 3.5, we have
ψV
(
θV (v)
)= γ (S2H (v1))g → θV (v2)= γ (v1)θV (S−2H (g) → v2)= θV (ψV (v)). 
These results will be used throughout in Section 4.
3.7. If V is finite-dimensional, the ribbon transformation θV admits a simple interpretation
in terms of duality. We have already mentioned in Paragraph 2.9 that we can regard the
dual vector space V ∗ as a left Yetter–Drinfel’d module over H , and we also said there that
the mappings
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dbV :K → V ∗ ⊗ V, ζ → ζ
n∑
i=1
v(i)∗ ⊗ v(i)
are H -linear and colinear, where v(1), . . . , v(n) is a basis of V with dual basis
v(1)∗, . . . , v(n)∗. The canonical isomorphism ξV between V and its bidual space becomes
H -linear and colinear if considered as a map
ξV :VS−2H
→ V ∗∗.
Up to this identification, θV can be built up from the evaluation evV and the coevalua-
tion dbV :
Proposition.
ξV ◦FS−2H
(
θ−1V
)= (idV ∗∗ ⊗ evV ) ◦ (σV,V ∗∗ ⊗ idV ∗) ◦ (idV ⊗dbV ∗).
Proof.
(idV ∗∗ ⊗ evV ) ◦ (σV,V ∗∗ ⊗ idV ∗) ◦ (idV ⊗ dbV ∗)(v)
= (idV ∗∗ ⊗ evV ) ◦ (σV,V ∗∗ ⊗ idV ∗)
(
n∑
i=1
v ⊗ ξV (v(i))⊗ v(i)∗
)
= (idV ∗∗ ⊗ evV )
(
n∑
i=1
v1 → ξV (v(i))⊗ v2 ⊗ v(i)∗
)
= v1 → ξV
(
v2
)= ξV (S−2H (v1)→ v2). 
This proposition makes it possible to depict the ribbon transformations graphically,
a point that was discussed in the work of M. Takeuchi, to which we refer the reader for
further details (cf. [40, Definition 7.5, p. 317], see also [7, Paragraph 14, p. 92]).
3.8. It is remarkable that it is possible to calculate the powers of θV in a unified form. To
derive this formula, we first introduce a peculiar expression: For h ∈ H , define
Pn(h) :=
n∏
k=1
S
2(n−k)+1
H (hk),
where by convention P0(h) = εH (h)1H . In the above formula, the index k in hk denotes a
Sweedler index, that is, the (n− 1)-times iterated coproduct is denoted by⊗nk=1 hk . Using
this, we now can calculate the powers of θV for a left Yetter–Drinfel’d module V in the
following form:
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Proof. We proceed by induction on n, the cases n = 0 and n = 1 being obvious be-
cause we have P1(h) = SH (h). It follows directly from the definition that we have
Pn+1(h) = S2H (Pn(h1))SH (h2). Now we calculate
θn+1V (v) = θV
(
Pn
(
v1
)→ v2)= S2H (Pn(v1))→ θV (v2)
= S2H
(
Pn
(
v1
))
SH
(
v2
)→ v3 = Pn+1(v1)→ v2,
which establishes the inductive step. 
3.9. If H is finite-dimensional, the natural transformations discussed so far can also be un-
derstood from the point of view of the Drinfel’d double construction, and in this way they
become very simple. First, observe that for any Hopf algebra H and any grouplike element
g ∈ H the conjugation by g,
ϕ :H → H, h → ghg−1,
is obviously a Hopf algebra automorphism, and, if we define for every H -module V a
new module structure Vϕ by pullback via ϕ as in Paragraph 3.3, then we obtain a monoidal
functor from the category of all H -modules into itself. Now, if we define for all H -modules
V the map
ψV :V → Vϕ, v → (g → v),
then this is obviously a monoidal transformation from the identity functor on the category
of H -modules to this functor.
We now explain how the monoidal transformations constructed in Paragraph 3.4 can
be understood from this point of view. We shall use the Drinfel’d double construction (cf.
[4, §13], [22, §10.3, p. 187], [25, Section 3]). Let D = D(H cop)cop denote the Drinfel’d
double of the coopposite Hopf algebra H cop with the coopposite coproduct. D, which is
isomorphic to H ∗ ⊗H as a vector space, is a Hopf algebra with multiplication
(p ⊗ h)(p′ ⊗ h′) = (h3 → p′ ← SH (h1))p ⊗ h2h′,
where the arrows denote the coregular actions, comultiplication
∆D(p ⊗ h) = (p1 ⊗ h1)⊗ (p2 ⊗ h2)
unit 1D = εH ⊗ 1H , counit εD(p ⊗ h) = p(1H )εH (h), and antipode
SD(p ⊗ h) =
(
εH ⊗ SH (h)
)(
S−1∗(p) ⊗ 1H
)
.H
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R =
n∑
i=1
(
h(i)∗ ⊗ 1H
)⊗ (εH ⊗ h(i)),
where h(1), . . . , h(n) is a basis of H with dual basis h(1)∗, . . . , h(n)∗.
D is related to our context as follows: It is easy to see that left Yetter–Drinfel’d modules
are the same as D-modules: If V is a left Yetter–Drinfel’d module, then V can be turned
into a D-module via the action
(p ⊗ h) → v := (h → v)2p((h → v)1).
In this way, we obtain a functor from the category of left Yetter–Drinfel’d modules into
the category of left D-modules, which is easily seen to be strictly monoidal, strictly quasi-
symmetric, and an isomorphism of categories (cf. [22, Proposition 10.6.16, p. 214]). Sup-
pose now that we are given a grouplike element g ∈ H and a character γ :H → K . The
element gD := γ ⊗ g = (εH ⊗ g)(γ ⊗ 1H) is a grouplike element of D, and we have
gD → v = γ (v1)g → v2. Therefore, the monoidal transformations considered in Para-
graph 3.4 reduce to the action of grouplike elements considered above.
In a similar fashion, the ribbon transformation θ can be interpreted in terms of D. As
for every quasitriangular Hopf algebra, we get from the R-matrix an element
uD =
n∑
i=1
SD(εH ⊗ h(i))
(
h(i)∗ ⊗ 1H
)= n∑
i=1
(
εH ⊗ SH (h(i))
)(
h(i)∗ ⊗ 1H
)
.
We then have
uD → v =
n∑
i=1
(
SH (h(i)) → v2
)
h(i)∗
(
v1
)= SH (v1)→ v2 = θV (v).
This means that our ribbon transformation coincides with the action of uD . The fact that
θ is a ribbon transformation now turns out to be equivalent to the following well-known
formula (cf. [22, Theorem 10.1.13, Equation (∗), p. 181]):
uD ⊗ uD = ∆D(uD)
(
R21R
)
.
To see this, we write R =∑i a(i) ⊗ b(i). We then have
θV⊗W ◦ σW,V ◦ σV,W (v ⊗w) = uD →
(∑
i,j
(b(i)a(j) → v) ⊗ (a(i)b(j) → w)
)
= (uD → v) ⊗ (uD → w) = (θV ⊗ θW )(v ⊗w).
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ered for Yetter–Drinfel’d Hopf algebras. Here, they lead to algebra automorphisms in the
case of monoidal transformations, and also in the case of ribbon transformations if com-
posed with the square of the antipode:
Proposition. Suppose that g ∈ H is a grouplike element and that γ ∈ H ∗ is a character.
Define
ϕ :H → H, h → γ (h1)gh2g−1γ−1(h3).
Suppose that A is a left Yetter–Drinfel’d Hopf algebra.
(1) Aϕ is again a Yetter–Drinfel’d Hopf algebra with the same multiplication, comultipli-
cation, unit, counit, and antipode.
(2) The map ψA :A → Aϕ , a → (γ (a1)g → a2) is a Yetter–Drinfel’d Hopf algebra iso-
morphism.
(3) S2A ◦ θA is a Yetter–Drinfel’d Hopf algebra homomorphism from A to AS2H .
Proof. The first statement is rather obvious; in fact, it holds for an arbitrary Hopf algebra
automorphism, e.g., for the square of the antipode. To prove the second, we observe first
that ψA commutes with the multiplication µA = µAϕ :
ψA ◦µA = µA ◦ψA⊗A = µA ◦ (ψA ⊗ψA).
Here, the first equality holds because ψ is natural, and the second because ψ is monoidal.
By a similar calculation, it follows that ψA commutes with the comultiplication. It is clear
that it preserves the unit and the counit. Finally, we have ψA ◦ SA = SA ◦ ψA since ψA is
natural. This proves the second statement. For the last statement, observe that we have
θA ◦µA = µA ◦ θA⊗A = µA ◦ (θA ⊗ θA) ◦ σ−2A,A.
Again, the first equality holds because θ is natural, and the second holds because θ is a rib-
bon transformation. From Paragraph 2.5, we know that SA ◦µA = µA ◦ (SA ⊗ SA) ◦ σA,A,
and therefore we have
S2A ◦ θA ◦µA = S2A ◦µA ◦ (θA ⊗ θA) ◦ σ−2A,A = µA ◦
(
S2A ⊗ S2A
) ◦ (θA ⊗ θA).
It follows again by similar calculations that S2A ◦ θA commutes with the comultiplication
and preserves the unit and the counit. It commutes with the antipode since θ is natural. 
3.11. The morphism θA also occurs in the formula for the squared antipode of the Rad-
ford biproduct (cf. [24], [22, Definition 10.6.4, p. 208]). Recall that the Radford biproduct
construction, which is the analogue of the semidirect product for Hopf algebras, assigns to
every Yetter–Drinfel’d Hopf algebra A an ordinary Hopf algebra A⊗H with multiplication
(a ⊗ h)(a′ ⊗ h′) = a(h1 → a′)⊗ h2h′,
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∆(a ⊗ h) = (a1 ⊗ a21h1)⊗ (a22 ⊗ h2),
unit 1A ⊗ 1H , counit εA ⊗ εH , and antipode
SA⊗H (a ⊗ h) =
(
1A ⊗ SH
(
a1h
))(
SA
(
a2
)⊗ 1H ).
We have the following formula for the square of the antipode in A⊗H :
Proposition. S2A⊗H (a ⊗ h) = S2A(θA(a))⊗ S2H (h).
Proof. We have
S2A⊗H (a ⊗ h) = SA⊗H
(
SA
(
a2
)⊗ 1H )SA⊗H (1A ⊗ SH (a1h))
= (1A ⊗ SH (a2))(S2A(a3)⊗ 1H )(1A ⊗ S2H (a1h))
= S2A
(
SH
(
a3
)→ a4)⊗ SH (a2)S2H (a1)S2H (h)
= S2A
(
θA(a)
)⊗ S2H (h),
since the antipode is an algebra antihomomorphism. 
We have to emphasize that the above formula was noted independently and earlier by
N. Andruskiewitsch and H.-J. Schneider (cf. [2, Equation (4.5), p. 438]), who did not use
ribbon transformations, but introduced the homomorphism S2A ◦ θA in this manner by re-
striction of the squared antipode of the Radford biproduct. When A is finite-dimensional,
they also gave a nice formula for the trace of the above homomorphism, which reads in our
terminology as follows:
Tr
(
S2A ◦ θA
)= ρA(1A)εA(ΓA).
Here, ρA ∈ A∗ and ΓA ∈ A are right integrals satisfying ρA(ΓA) = 1. For a proof, we refer
to [2, Theorem 7.3, p. 445].
3.12. Two monoidal transformations that will play an important role in the next section de-
serve special consideration. In fact, the main purpose of this section was to describe their
properties from a more abstract point of view.
Definition. Suppose that V is a left Yetter–Drinfel’d module over H .
(1) If H is finite-dimensional and αRH (respectively aRH ) is the right modular function (re-
spectively modular element), define the right modular transformation as
MRV :V → V 4 , v → αRH
(
v1
)(
aRH → v2
)
.SH
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MLV :V → VS−4H , v → α
L
H
(
v1
)(
aLH → v2
)
,
where αLH (respectively aLH ) denotes the left modular function (respectively modular
element).
(2) If A is a finite-dimensional left Yetter–Drinfel’d Hopf algebra over H with integral
character ιA and integral group element gA, we define the integral transformation as
IV :V → V, v → ιA
(
v1
)(
gA → v2
)
.
It follows from Radford’s formula for the fourth power of the antipode (cf. [23, Proposi-
tion 6, p. 347]) and from Theorem 2.11 that these transformations are H -linear and colin-
ear. We note that a relation of the modular transformations defined here and the modular
transformations considered in [21] is not intended; also, there is no intended relation be-
tween the integral transformations considered here and the integral transformations con-
sidered in analysis.
4. Antipodes and Nakayama automorphisms
4.1. In this section, we prove an analogue for Yetter–Drinfel’d Hopf algebras of the for-
mula of D.E. Radford for the fourth power of the antipode mentioned above. In con-
trast to Radford’s result for ordinary Hopf algebras, the formula involves in the Yetter–
Drinfel’d case the modular and the integral transformations as well as the ribbon transfor-
mation θ considered in the previous section. The proof of the formula follows a proof of
H.-J. Schneider of Radford’s result (cf. [29, Theorem 3.8, p. 33]), which also appears
in Radford’s later work (cf. [26, p. 596]). In order to prove this formula, we introduce
twisted versions of the Nakayama automorphism and derive explicit formulas for them in
terms of the square of the antipode. We also consider the interrelation between the twisted
Nakayama automorphisms, the modular and integral transformations, and the ribbon trans-
formation θ considered in the last section. Along the way, we calculate the eigenvalue of
the squared antipode on an integral.
It should be noted that another version of Radford’s formula for Hopf algebras in quasi-
symmetric categories was given by Yu. Bespalov, T. Kerler, V. Lyubashenko, and V. Turaev
(cf. [3, Theorem 3.6, p. 125]). The relation between both formulas is discussed in Appen-
dix A.1.
In the whole section, A denotes a finite-dimensional left Yetter–Drinfel’d Hopf algebra
over a Hopf algebra H . We assume that the antipode of H is bijective. We shall use the
notation of the preceding sections, in particular for the integral character ιA, the integral
group element gA, and the modular elements and functions aLA, a
R
A , α
L
A, and α
R
A of A.
ρA ∈ A∗ and ΓA ∈ A denote right integrals that satisfy ρA(ΓA) = 1. MRV , MLV , IV , and θV
denote the modular, integral, and the ribbon transformation introduced in Section 3.
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nonzero right integral. Here we shall give two other formulas for this element.
Proposition. The Casimir element for the Frobenius homomorphism ρA is given by
SA
(
g−1A → ΓA1
)
aRA ⊗ ΓA2 = S−1A
(
ΓA2
3)⊗ ιA(ΓA22)(S−1H (ΓA21)→ ΓA1).
Proof. The first element is the Casimir element of ρA because we have
SA
(
g−1A → ΓA1
)
aRAρA(ΓA2a)
= SA
(
SH
(
ΓA
1)→ ΓA21)aRAρA(ΓA22a)= SH (ΓA1)→ (SA(ΓA21)aRAρA(ΓA22a))
= SH
(
ΓA
1)→ (SA(ΓA21)ΓA22(ΓA231 → a1))ρA(ΓA232a2)
= SH
(
ΓA
1)→ (ΓA2 → a1)ρA(ΓA3a2)= a1ρA(ΓAa2)= a.
Here we have used in the second equality the H -invariance of aRA established in Proposi-
tion 2.12. For the second element, observe that
ρA
((
S−1H
(
ΓA2
1)→ ΓA1)a)ιA(ΓA22)ΓA23
= (ρA ← ΓA22)((S−1H (ΓA21)→ ΓA1)a)ΓA23
= ρA
(
ΓA1
(
ΓA2
1 → a))ΓA22 = ρA(ΓA1(ΓA21 → a1))ΓA22a2SA(a3)
= ρA
((
ΓAa1
)
1
)(
ΓAa1
)
2SA(a2) = ρA(ΓAa1)SA(a2) = SA(a).
This proves S−1A (ΓA23)ιA(ΓA22)ρA((S
−1
H (ΓA2
1) → ΓA1)a) = a and therefore establishes
the second formula. 
Note that, if we set H = K , the base field, then Yetter–Drinfel’d Hopf algebras become
ordinary Hopf algebras. In this case, the above proposition reduces to the formula
SA(ΓA1)a
R
A ⊗ ΓA2 = S−1A (ΓA2)⊗ ΓA1.
This version of the formula was proved earlier by D.E. Radford (cf. [26, Theorem 3,
p. 595]).
The above proposition has some simple consequences. We have seen in Proposition 2.12
that the antipode maps left integrals to right integrals and right integrals to left integrals.
Since the space of right integrals is one-dimensional, every right integral is an eigenvector
for the squared antipode. Among other things, we can now tell what the eigenvalue is:
Corollary.
(1) S2A(ΓA) = ιA(gA)2αRA(aRA)ΓA;
(2) ρA(S−1A (ΓA)) = ιA(g−1A );
(3) SA(ΓA) = ιA(gA)αR(aR)ΓA1αR(ΓA2) = ιA(gA)αR(ΓA1)ΓA2.A A A A
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Casimir element given in the above proposition and in Paragraph 2.10. For the last as-
sertion, observe that it follows from Proposition 2.6 and Proposition 2.12 that all three
expressions are right integrals for the character αLA. Since the space of such integrals is
one-dimensional by Proposition 2.7, these elements must be proportional. By applying ρA,
we now see from the preceding assertions that the proportionality constants have been
chosen correctly. 
These formulas are also variants of results that were, in the case of ordinary Hopf alge-
bras, given by D.E. Radford (cf. [23, Proposition 5, p. 344, Corollary 5, p. 345]; see also
[26, Proposition 3, p. 590]).
4.3. By the very definition of a Frobenius algebra, the form
(a, a′) → ρA(aa′)
is nondegenerate. Since for a fixed a ∈ A the mapping a′ → ρA(aa′) is a linear form on A,
there must be an element νA(a) that satisfies
ρA(aa
′) = ρA
(
a′νA(a)
)
for all a′ ∈ A. This determines a mapping νA from A to A that is easily seen to be an
algebra automorphism. It is called the Nakayama automorphism of A.
However, from the viewpoint of quasisymmetric monoidal categories, the above equa-
tion involves a twist of a and a′ that was not chosen to be the twist map inside the category
of Yetter–Drinfel’d modules. It must be expected that the analogous mappings involving
the quasisymmetry of the category also play an important role, perhaps even have nicer
properties. We therefore introduce the twisted Nakayama automorphisms, which exist by
a similar reasoning.
Definition. Suppose that ρA ∈ A∗ is a nonzero right integral.
(1) We define the positively twisted Nakayama automorphism ν+ :A → A to be the unique
map satisfying
ρA
(
aν+(a′)
)= ρA((a1 → a′)a2)
for all a, a′ ∈ A.
(2) We define the negatively twisted Nakayama automorphism ν− :A → A to be the
unique map satisfying
ρA
(
a′ν−(a)
)= ρA(a2(S−1H (a1)→ a′))
for all a, a′ ∈ A.
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Paragraph 2.9 the Yetter–Drinfel’d module structure on A∗ and the maps
evA :A⊗A∗ → K, dbA : K → A∗ ⊗A.
We can turn the base field K into a left Yetter–Drinfel’d module by introducing the module
structure
H ⊗K → K, h⊗ ζ → (h → ζ ) := ιA(h)ζ
and the comodule structure
δ :K → H ⊗K, ζ → gA ⊗ ζ.
Up to isomorphism, this is just the structure on the one-dimensional Yetter–Drinfel’d sub-
module of A spanned by an integral, as we have seen in Paragraph 2.10. We denote K by
KI if this Yetter–Drinfel’d module structure is considered. By Proposition 2.10, ρA is an
H -linear and colinear map from A to KI . If µA denotes the multiplication map of A, the
map
f := (idA∗ ⊗ ρA) ◦ (idA∗ ⊗µA) ◦ (dbA ⊗ idA)
from A to A∗ ⊗KI is H -linear and colinear, since it is the composition of H -linear and co-
linear maps, and it is an isomorphism, since ρA is a Frobenius homomorphism. Similarly,
we have two other maps from A to A∗ ⊗KI , namely
f+ := (idA∗ ⊗ ρA) ◦ (idA∗ ⊗µA) ◦ (idA∗ ⊗ σA,A) ◦ (dbA ⊗ idA),
f− := (idA∗ ⊗ ρA) ◦ (idA∗ ⊗µA) ◦
(
idA∗ ⊗ σ−1A,A
) ◦ (dbA ⊗ idA),
where σ denotes the quasisymmetry in the category of Yetter–Drinfel’d modules. Now an
equivalent way to introduce the twisted Nakayama automorphisms is to say that these are
the unique maps satisfying
f+ = f ◦ ν+, f− = f ◦ ν−.
4.4. We collect some of the elementary properties of the twisted Nakayama automorphisms.
Although they have—in comparison to the ordinary Nakayama automorphism νA—the ad-
vantage of being H -linear and colinear, they are not algebra homomorphisms in general,
but satisfy a kind of doubly twisted multiplicativity, as the antipode or the ribbon transfor-
mation θ .
Proposition.
(1) For all a, a′ ∈ A, we have
ρA
(
ν+(a)ν−(a′)
)= ρA(aa′) = ρA(ν−(a)ν+(a′)).
452 Y. Sommerhäuser / Journal of Algebra 282 (2004) 423–489(2) ν+ and ν− are H -linear and colinear.
(3) The twisted Nakayama automorphisms satisfy
ν+ ◦µA = µA ◦ (ν+ ⊗ ν+) ◦ σ−2A,A, ν− ◦µA = µA ◦ (ν− ⊗ ν−) ◦ σ 2A,A.
(4) ν+ and ν− are bijective.
Proof. Since ν+ = f−1 ◦ f+ and ν− = f−1 ◦ f− are compositions of linear and colinear
maps, the second assertion is obvious. For the first assertion, note that by definition of ν+
and ν− we have
ρA ◦µA ◦ (idA ⊗ ν+) = ρA ◦µA ◦ σA,A, ρA ◦µA ◦ (idA ⊗ ν−) = ρA ◦µA ◦ σ−1A,A.
This implies
ρA ◦µA ◦ (ν+ ⊗ ν−) = ρA ◦µA ◦ σ−1A,A ◦ (ν+ ⊗ idA) = ρA ◦µA ◦ (idA ⊗ ν+) ◦ σ−1A,A
= ρA ◦µA ◦ σA,A ◦ σ−1A,A = ρA ◦µA.
The second equation is of similar difficulty. The fourth assertion follows from the first
assertion, since ρA is a Frobenius homomorphism. Finally, we prove the third assertion.
Again since ρA is a Frobenius homomorphism, it suffices for the first equation to show that
ρA ◦µA ◦ (idA ⊗ ν+) ◦ (idA ⊗µA) ◦ (idA ⊗ σA,A)
= ρA ◦µA ◦ (idA ⊗µA) ◦ (idA ⊗ ν+ ⊗ ν+) ◦
(
idA ⊗ σ−1A,A
)
.
We reduce both sides according to the following recipe: We bring the multiplications to the
left, the quasisymmetries to the right, and eliminate the Nakayama automorphisms. In this
way, the left-hand side can be reduced as follows:
ρA ◦µA ◦ (idA ⊗ ν+) ◦ (idA ⊗µA) ◦ (idA ⊗ σA,A)
= ρA ◦µA ◦ σA,A ◦ (idA ⊗µA) ◦ (idA ⊗ σA,A)
= ρA ◦µA ◦ (µA ⊗ idA) ◦ σA,A⊗A ◦ (idA ⊗ σA,A).
The right-hand side can be treated in a similar way:
ρA ◦µA ◦ (µA ⊗ idA) ◦ (idA ⊗ ν+ ⊗ ν+) ◦
(
idA ⊗ σ−1A,A
)
= ρA ◦µA ◦ σA,A ◦ (µA ⊗ idA) ◦ (idA ⊗ ν+ ⊗ idA) ◦
(
idA ⊗ σ−1A,A
)
= ρA ◦µA ◦ (idA ⊗µA) ◦ σA⊗A,A ◦ (idA ⊗ ν+ ⊗ idA) ◦
(
idA ⊗ σ−1A,A
)
= ρA ◦µA ◦ (µA ⊗ ν+) ◦ σA⊗A,A ◦
(
idA ⊗ σ−1A,A
)
= ρA ◦µA ◦ σA,A ◦ (µA ⊗ idA) ◦ σA⊗A,A ◦
(
idA ⊗ σ−1A,A
)
= ρA ◦µA ◦ (idA ⊗µA) ◦ σA⊗A,A ◦ σA⊗A,A ◦
(
idA ⊗ σ−1
)
.A,A
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σA,A⊗A ◦ (idA ⊗ σA,A) = σA⊗A,A ◦ σA⊗A,A ◦
(
idA ⊗ σ−1A,A
)
,
we see that both sides are equal. The second equation can be shown in exactly the same
way if the quasisymmetries are replaced by their inverses with interchanged subscripts and
the positively twisted Nakayama automorphisms are replaced by the negatively twisted
ones. 
4.5. We now proceed to derive explicit formulas for the twisted Nakayama automorphisms.
We shall need the following lemma, which tells us how the mappings (ρA ◦µA)⊗ idA and
idA ⊗ (ρA ◦µA) are interrelated:
Lemma. For all a, a′ ∈ A, we have
(1) ρA(a2a′2)aRAS−1A (a1 → a′1) = a1ρA(a2a′);
(2) ρA(aa′22)aRAS−1A (S−1H (a′21) → a′1) = g−1A → a1ρA(a2a′).
Proof. First, observe that we have
SA(a1)a
R
AρA(a2a
′) = SA(a1)a2
(
a3
1 → a′1
)
ρA
(
a3
2a′2
)= (a1 → a′1)ρA(a2a′2).
Since the modular elements are invariant and coinvariant by Proposition 2.12, we have
SA(a
L
Aa) = SA(a)aRA , and therefore the first statement follows by applying the inverse an-
tipode. To prove the second statement, observe that by Proposition 2.10 we have
a2a′21 ⊗ ρA
(
a3a′22
)
aRAS
−1
A
(
a1 → a′1
)= gA ⊗ ρA(a2a′2)aRAS−1A (a1 → a′1)
= gA ⊗ a1ρA(a2a′)
and therefore we conclude from Proposition 2.12 that
g−1A → a1ρA(a2a′) = S−1H
(
a2a′21
)→ (ρA(a3a′22)aRAS−1A (a1 → a′1))
= ρA
(
aa′22
)
aRAS
−1
A
(
S−1H
(
a′21
)→ a′1). 
The second formula in the above lemma can be better understood in terms of the cat-
egorically coopposite Hopf algebra Acopp (cf. [31, Subsection 4.3, p. 47]). Acopp has the
same multiplication, unit, and counit as A, but the comultiplication and the antipode of
Acopp are given by
∆
copp
A := σ−1A,A ◦∆A, ScoppA := S−1A .
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where the usual quasisymmetry is replaced by its inverse (cf. [11, Section 2, p. 33]). If we
temporarily use the Sweedler notation ∆coppA (a) = a(1) ⊗ a(2) for the coopposite comulti-
plication, then the second formula takes the form
ρA
(
aa′(1)
)
aRAS
−1
A
(
a′(2)
)= g−1A → a1ρA(a2a′).
We now give the explicit form of the twisted Nakayama automorphisms:
Theorem. For a ∈ A, we have
(1) ν+(I−1A (a))= αRA(a1)S−2A (a2);
(2) ν−(IA(a)) = aLAS2A(a1)aRAαRA(a2).
Proof. Using the form of the Casimir element in Proposition 4.2 and the H -linearity of ν+,
we calculate
ν+(a)= S−1A
(
ΓA2
3)ιA(ΓA22)ρA((S−1H (ΓA21)→ ΓA1)ν+(a))
= S−1A
(
ΓA2
3)(ρA ← ΓA22)((S−1H (ΓA21)→ ΓA1)ν+(a))
= S−1A
(
ΓA2
2)ρA(ΓA1ν+(ΓA21 → a))
= S−1A
(
ΓA2
2)ρA((ΓA11ΓA21 → a)ΓA12).
We conclude
S2A
(
ν+(a)
)= ρA((ΓA1 → a)ΓA21)SA(ΓA22)
= ρA
((
ΓA
1 → a1
)[(
ΓA
2 → a2
)1 → ΓA31])(ΓA2 → a2)2ΓA32SA(ΓA33)
= ρA
((
ΓA
1 → a1
)[(
ΓA
2 → a2
)1 → ΓA3])(ΓA2 → a2)2.
Using Proposition 2.10, this reduces to
S2A
(
ν+(a)
)= ρA((gA → a1)[(gA → a2)1 → ΓA])(gA → a2)2
= ιA
(
(gA → a2)1
)
ρA
(
(gA → a1)ΓA
)
(gA → a2)2
= ιA
(
(gA → a2)1
)
αRA(gA → a1)(gA → a2)2 = ιA
(
a2
1)αRA(a1)gA → a22
= αRA(a1)IA(a2) = αRA
(
IA(a1)
)
IA(a2) = αRA
(
IA(a)1
)
IA(a)2.
In order to prove the second formula, we apply the preceding lemma:
ρA
(
a′2ν−(a)
)
aRAS
−1
A
(
a′1
)= ρA(a2(S−1H (a1)→ a′2))aRAS−1A (a′1)
= ρA
(
a4
(
S−1H
(
a1
)→ a′2))aRAS−1A (a3S−1H (a2)→ a′1)
= a21ρA
(
a22
(
S−1
(
a1
)→ a′)).H
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ι−1A
(
a1
)
a21α
R
A
(
a22
)= aRAS−1A (ΓA1)ρA(ΓA2ν−(a)).
But this implies by Proposition 4.2 that
ι−1A
(
a1
)
aRA
−1S2A
(
g−1A → a21
)
aRAα
R
A
(
a22
)= SA(g−1A → ΓA1)aRAρA(ΓA2ν−(a))= ν−(a),
which says that aLAS
2
A(I
−1
A (a)1)a
R
Aα
R
A(I
−1
A (a)2) = ν−(a). 
4.6. It is natural to ask whether the twisted Nakayama automorphisms and the ordinary
Nakayama automorphism are interrelated. We derive here an explicit formula for the or-
dinary Nakayama automorphism in terms of the negatively twisted one; the correspond-
ing formula for the positively twisted Nakayama automorphism will be derived in Para-
graph 4.8.
Proposition. For all a ∈ A, we have νA(a) = ιA(a1)ν−(θA(a2)).
Proof. We have
ρA
(
a′ν−(a)
)= ρA(a2(S−1H (a1)→ a′))
= ρA
((
S−1H
(
a2
)
S−2H
(
a3
)→ a4)(S−1H (a1)→ a′))
= (ρA ← S−1H (a1))((S−2H (a2)→ a3)a′)
= ι−1A
(
a1
)
ρA
(
θ−1A
(
a2
)
a′
)= ι−1A (a1)ρA(a′νA(θ−1A (a2))).
By nondegeneracy, this implies ν−(a) = ι−1A (a1)νA(θ−1A (a2)), which implies the asser-
tion. 
We note that this proposition enables us to calculate the compatibility of the ordinary
Nakayama automorphism with the action and the coaction. Using the notation
ϕ :H → H, h → S2H
(
g−1A hgA
)= ιA(h1)S2H (h2)ι−1A (h3),
we see that νA is an H -linear and colinear map from A to Aϕ because it is the composition
of the H -linear and colinear mappings
A
ν−−→ A θA−→ AS2H
ψA−−→ Aϕ,
where ψ denotes the monoidal transformation ψA(a)= ιA(a1)a2.
4.7. In order to formulate the above-mentioned analogue of Radford’s formula, we must
consider adjoints of linear maps with respect to the bilinear form that is induced by our
right integral ρA:
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map that satisfies
ρA
(
f (a)a′
)= ρA(af ∗(a′))
for all a, a′ ∈ A. f ∗ will be called the adjoint mapping of f , more precisely the right
adjoint mapping.
The following proposition summarizes the basic properties of the adjunction process:
Proposition. Suppose that f :A→ A is a K-linear map.
(1) If f is an algebra automorphism that is simultaneously a coalgebra automorphism,
then ρA is an eigenvector for the transpose of f , that is, there is ζ ∈ K such that we
have
ρA
(
f (a)
)= ζρA(a)
for all a ∈ A. The adjoint of f is f ∗ = ζf−1.
(2) Suppose that ϕ :H → H is a Hopf algebra automorphism that satisfies ϕ(gA) = gA
and ιA ◦ ϕ = ιA. If f :A → Aϕ is H -linear and colinear, then f ∗ is an H -linear and
colinear map from Aϕ to A.
Proof. We first check that ρA ◦ f is again a right integral:
ρA
(
f (a1)
)
a2 = f−1
(
ρA
(
f (a1)
)
f (a2)
)= f−1(ρA(f (a))1A)= ρA(f (a))1A.
Since the space of right integrals is one-dimensional, there is ζ ∈ K such that ρA(f (a))=
ζρA(a). We now have
ρA
(
f (a)f (a′)
)= ρA(f (aa′))= ζρA(aa′).
Inserting f−1(a′) instead of a′ yields the formula for the adjoint mapping. To prove the
second statement, we carry out the following calculation:
ρA
(
af ∗(h → a′))= ρA(f (a)(h→ a′))= ρA((h2S−1H (h1) → f (a))(h3 → a′))
= ιA(h2)ρA
(
f
(
ϕ−1
(
S−1H (h1)
)→ a)a′)
= ιA
(
ϕ−1(h2)
)
ρA
((
ϕ−1
(
S−1H (h1)
)→ a)f ∗(a′))
= ρA
(
a
(
ϕ−1(h) → f ∗(a′))).
By the nondegeneracy of our bilinear form, we obtain the equation
f ∗(h → a′) = ϕ−1(h) → f ∗(a′).
We leave the verification of the colinearity to the reader. 
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assertion in Proposition 4.4 by saying that ν∗+ = ν−1− and ν∗− = ν−1+ . Similarly, the equa-
tion ρA(νA(a)νA(a′)) = ρA(aa′) can be restated by saying that ν∗A = ν−1A . This enables
us to express, in analogy to Paragraph 4.6, the ordinary Nakayama automorphism by the
positively twisted Nakayama automorphism as follows:
Proposition. νA = ιA(g−1A ) ν+ ◦ θ−1∗A ◦ψA.
Proof. We have seen in Paragraph 4.6 that νA = ν− ◦ θA ◦ ψA, where ψA(a) = ιA(a1)a2.
From Proposition 4.7 we get ψ∗A = ιA(gA)ψ−1A , and therefore inverting the above equation
and taking adjoints yields the assertion. 
Let us denote by
R :A → A, a → a1αRA(a2)
the left coregular action of αRA . Since we have
ρA
(
R(a)R(a′)
)= ρA(a1(a21 → a′1))αRA(a22)αRA(a′2)
= ρA
(
(aa′)1
)
αRA
(
(aa′)2
)= ρA(aa′)
for all a, a′ ∈ A, we see that R∗ = R−1. The following result will be needed in the next
paragraph:
Lemma. The endomorphisms θA, θ∗A, IA, and R commute with each other.
Proof. Since θA is an H -linear and colinear morphism from A to AS2H , it follows from
Proposition 4.7 that θ∗A is an H -linear and colinear morphism from AS2H to A. Therefore,
the naturality of θ implies that θA and θ∗A commute. For the same reason, θA commutes
with IA and R, which are H -linear and colinear endomorphisms of A by Paragraph 2.6
and Paragraph 3.12.
Next, observe that it follows from Proposition 4.7 that I∗A = ιA(gA)2I−1A ; we have al-
ready seen above that R∗ = R−1. Since θA commutes with IA and R, θ∗A commutes with I∗A
and R∗, and therefore with IA and R. Finally, IA commutes with R since αRA is H -linear
and colinear, as we have seen in Proposition 2.12. 
4.9. The main result of this section, an analogue of Radford’s formula for the fourth power
of the antipode, now follows by inserting the formulas for the twisted Nakayama auto-
morphisms obtained in Theorem 4.5 into the two formulas for the ordinary Nakayama
automorphism obtained in Paragraph 4.6 and Paragraph 4.8:
Theorem. For all a ∈ A, we have(
S4A ◦ θ∗A ◦ θA
)
(a)= ιA
(
g−1A
)
αRA(a1)a
R
AI
2
A(a2)a
L
Aα
L
A(a3).
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ν− ◦ θA ◦ψA = νA = ιA
(
g−1A
)
ν+ ◦ θ−1∗A ◦ψA.
This implies ν− ◦ θA ◦ θ∗A = ιA(g−1A )ν+. By Theorem 4.5, we have
ν+(a) = αRA(a1)S−2A
(
IA(a2)
)
, ν−(a) = aLA
(
S2A ◦ I−1A ◦R
)
(a)aRA
and therefore
aLA
(
S4A ◦ I−1A ◦R ◦ θA ◦ θ∗A
)
(a)aRA = ιA
(
g−1A
)
αRA(a1)IA(a2).
By Lemma 4.8, we can reorganize the terms, and the theorem follows. 
Note that, if H = K , the base field, then Yetter–Drinfel’d Hopf algebras are the same
as ordinary Hopf algebras. In this case, θA, θ∗A, and IA are the identity mappings, and the
above formula reduces to
S4A(a) = αRA(a1)aRAa2aLAαLA(a3),
which is just Radford’s well-known formula (cf. [23, Proposition 6, p. 347]).
As we already pointed out in Paragraph 4.1, there is another version of Radford’s for-
mula for Hopf algebras in quasisymmetric categories, which was proved by Yu. Bespalov,
T. Kerler, V. Lyubashenko, and V. Turaev (cf. [3, Theorem 3.6, p. 125]). Both formulas are
closely related; the precise relation is discussed in Appendix A.1.
4.10. There is one point about the above formula that might appear as not completely sat-
isfactory: It involves the adjoint of θA, which is not written down explicitly in terms of
the other structure elements and may not be easily accessible. We now proceed to prove a
second version of Radford’s formula under the additional assumption that also H is finite-
dimensional. Since the formula we are going to prove involves the modular transforma-
tion, which is not defined if H is infinite-dimensional, it is not even possible to write down
the second version of the formula without this assumption. Once again, we need some
preparations. Recall the Radford biproduct construction from Paragraph 3.11. The follow-
ing proposition expresses the modular elements and functions of the Radford biproduct in
terms of the corresponding elements of A and H :
Proposition. Suppose that H is finite-dimensional.
(1) The modular functions of the Radford biproduct are given by
αRA⊗H (a ⊗ h) = αRA(a)ιA(h1)αRH (h2), αLA⊗H (a ⊗ h) = αLA(a)αLH (h1)ι−1A (h2).
(2) The modular elements of the Radford biproduct are given by
aRA⊗H = aRA ⊗ gAaRH , aLA⊗H = aLA ⊗ g−1A aLH .
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left integral of A ⊗ H if ΛA ∈ A and ΛH ∈ H are nonzero left integrals. Using Proposi-
tion 2.12, we now calculate
(
ΛA ⊗ΛH 1ιA(ΛH 2)
)
(a ⊗ h)
= ΛA(ΛH 1 → a)⊗ΛH 2hιA(ΛH 3) = αLA(ΛH 1 → a)ΛA ⊗ΛH 2hιA(ΛH 3)
= αLA(a)ΛA ⊗ΛH 1hιA(ΛH 2) = αLA(a)ΛA ⊗ΛH 1h1ιA(ΛH 2h2)ι−1A (h3)
= αLA(a)ΛA ⊗ΛH 1ιA(ΛH 2)αLH (h1)ι−1A (h2).
This establishes the form of the left modular function. The right modular function may be
derived by a similar calculation using the fact that ΓA ⊗ ΓH is a nonzero right integral of
the Radford biproduct if ΓA ∈ A and ΓH ∈ H are nonzero right integrals, which we know
from [24, Proposition 3, p. 333] or by straightforward verification. Now we turn to the left
modular element. Select nonzero left integrals λA ∈ A∗ and λH ∈ H ∗. Then we know from
[24, Proposition 4, p. 335] that the function
λA⊗H (a ⊗ h) = λA(a)λH (gAh)
is a nonzero left integral in (A⊗H)∗. From this, we obtain
λA⊗H
(
(a ⊗ h)1
)
(a ⊗ h)2 = λA(a1)λH
(
gAa2
1h1
)
a2
2 ⊗ h2 = λA(a)λH (gAh1)aLA ⊗ h2
= λA(a)λH (gAh1)aLA ⊗ g−1A gAh2
= λA(a)λH (gAh)aLA ⊗ g−1A aLH .
This establishes the form of the left modular element. The form of the right modular ele-
ment can be established by a similar calculation using the fact that ρA ⊗ ρH ∈ (A ⊗ H)∗
is a nonzero right integral if ρA ∈ A∗ and ρH ∈ H ∗ are nonzero right integrals. 
We note that a similar formula has appeared earlier in [9, Remark 5.9, p. 4885]. Now
we derive the finite-dimensional form of Radford’s formula:
Theorem. For all a ∈ A, we have
(
S2A ◦ θA
)2
(a) = αRA(a1)aRAIA
(
MRA(a2)
)
aLAα
L
A(a3).
Proof. By Radford’s formula for ordinary Hopf algebras, we have
S4A⊗H (a ⊗ 1H) = αRA⊗H
(
(a ⊗ 1H)1
)
aRA⊗H(a ⊗ 1H)2aLA⊗HαLA⊗H
(
(a ⊗ 1H)3
)
.
We can calculate the left-hand side by Proposition 3.11 and the right-hand side by the
preceding proposition. Using the formula
∆2A⊗H (a ⊗ 1H) =
(
a1 ⊗ a21a31
)⊗ (a22 ⊗ a32)⊗ (a33 ⊗ 1H )
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S4A
(
θ2A(a)
)⊗ 1H
= αRA(a1)ιA
(
a2
1a3
1)αRH (a22a32)(aRA ⊗ gAaRH )(a23 ⊗ a33)(aLA ⊗ g−1A aLH )αLA(a34)
= αRA(a1)ιA
(
a2
1)αRH (a22)(aRA ⊗ gAaRH )(a23 ⊗ 1H )(aLA ⊗ g−1A aLH )αLA(a3)
= αRA(a1)ιA
(
a2
1)αRH (a22)(aRA(gAaRH → a23)aLA ⊗ 1H )αLA(a3)
= αRA(a1)
(
aRAIA
(
MRA(a2)
)
aLA ⊗ 1H
)
αLA(a3),
where the last equality follows from Theorem 2.11 and Proposition 3.6. The consideration
of the A-component yields the assertion. 
4.11. A comparison between both variants of Radford’s formula that we have proved so far
yields an interesting interrelation between the natural transformations that we are consid-
ering:
Proposition. Suppose that H is finite-dimensional. Then we have
θ∗A = ιA
(
g−1A
)
θA ◦MLA ◦ IA.
Proof. Let us temporarily introduce the notation
Ω :A → A, a → aRAaaLA
for the conjugation by aRA and
Ω ′ :A → A, a → αRA(a1)a2αLA(a3)
for the coconjugation by αLA. Then the formulas obtained in Theorem 4.9 and Theorem 4.10
can be written in the form
S4A ◦ θ∗A ◦ θA = ιA
(
g−1A
)
Ω ◦ I 2A ◦Ω ′, S4A ◦ θ2A = Ω ◦ IA ◦MRA ◦Ω ′.
If we multiply the second equation by θ∗A ◦ θ−1A , both expressions become equal and we
see that
MRA ◦Ω ′ ◦ θ∗A ◦ θ−1A = ιA
(
g−1A
)
IA ◦Ω ′.
Since Ω ′ is H -linear and colinear, it commutes with the modular transformation
and the integral transformation by naturality, and therefore the assertion follows from
Lemma 4.8. 
We will give a second proof of this proposition in Appendix A.2.
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5.1. In this section, we study the integrals of two kinds of Hopf algebras that can be con-
structed out of Yetter–Drinfel’d Hopf algebras. However, before we start this discussion,
we put down some general facts that will facilitate the following argumentations. Suppose
that H is a Hopf algebra with bijective antipode and that C is a left H -module coalgebra.
By dualizing the left action, the dual space C∗ becomes a right module algebra. For a grou-
plike element g ∈ C, it makes sense to talk about left and right integrals with respect to g:
A left integral is a linear function λ on C that satisfies
c1λ(c2) = gλ(c)
for all c ∈ C, and right integrals can be defined similarly.
It is easy to make a connection between the invariance properties of the grouplike ele-
ment g and the invariance properties of the integrals:
Lemma. Suppose that g ∈ C is a grouplike element for which there is a nonzero left inte-
gral and a nonzero right integral. Then the following assertions are equivalent:
(1) The grouplike element g is invariant.
(2) The space of left integrals is an H -submodule of C∗.
(3) The space of right integrals is an H -submodule of C∗.
Proof. We show that the first assertion implies the second. If λ ∈ C∗ is a left integral
for g, we have to show that λ.h is again a left integral for all h ∈ H , i.e., that we have
c1λ(h.c2) = gλ(h.c). This holds since we have
c1λ(h.c2) = SH (h1)h2.c1λ(h3.c2) = SH (h1).gλ(h2.c) = gλ(h.c).
Suppose now that the second assertion holds. We then have
gλ(h.c) = h1.c1λ(h2.c2) = h1.gλ(h2.c)
and therefore gλ(h1SH (h2).c) = h1.gλ(h2SH (h3).c). Since we can assume that λ = 0, this
implies h.g = εH (h)g. Therefore, the first assertion holds. By reading these results for the
left H cop-module coalgebra Ccop, it can be seen that the first and the third assertion are
equivalent. 
Now suppose that g ∈ C is an invariant grouplike element for which the space of left
integrals is one-dimensional. If λ ∈ C∗ is a nonzero left integral, we have that λ.h = γ (h)λ
for a character γ : H → K . If f : C → C is a module coalgebra automorphism, it
maps g to an invariant grouplike element g′ := f (g), and if λ ∈ C∗ is a left integral
for g, then λ′ := λ ◦ f−1 is a left integral for g′. Since λ(h.c) = γ (h)λ(c), we also have
λ′(h.c) = λ(f−1(h.c)) = γ (h)λ′(c). Therefore, the characters corresponding to these two
integrals coincide. Of course, right integrals can be discussed in a similar way.
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Drinfel’d bialgebra over a bialgebra H . ∆A (respectively ∆B ) and εA (respectively εB )
denote the comultiplication and the counit. From [30], we recall the notion of a Yetter–
Drinfel’d bialgebra pair:
Definition. A pair (A,B) consisting of a left and a right Yetter–Drinfel’d bialgebra to-
gether with linear mappings ⇀ :B ⊗ A → A, ↼ :B ⊗ A → B , and  :B ⊗ A → H is
called a Yetter–Drinfel’d bialgebra pair if
(1) A is a left B-module via ⇀,
(2) B is a right A-module via ↼,
and the following compatibility conditions are satisfied:
1. Coproduct conditions:
(1) Linearity of the coproducts
∆A(b ⇀ a)=
(
b1
1 ⇀a1
)⊗ (b12 → (b2 ⇀a2))
∆B(b ↼ a)=
(
(b1 ↼a1) ← a21
)⊗ (b2 ↼a22)
(2) Compatibility of the coproduct ∆H and the -operation
∆H(b  a)=
(
b1
1  a1
)
a2
1 ⊗ b12
(
b2  a2
2)
(3) Compatibility of actions and coactions
(
b1
1 ⇀a1
)1
b1
2(b2  a2)⊗
(
b1
1 ⇀a1
)2 = (b11  a1)a21 ⊗ (b12 → (b2 ⇀a22))(
b2 ↼a2
2)1 ⊗ (b1  a1)a21(b2 ↼a22)2 = ((b11 ↼a1)← a21)⊗ b12(b2  a22)
(4) (b1 ⇀a1)⊗ (b2 ↼a2) = (b12 → (b2 ⇀a22))⊗ ((b11 ↼a1) ← a21)
2. Product conditions:
(1) Linearity of the products
b ⇀ (aa′) = (b11 ⇀a1)(b12(b2  a2)a31 → [(b3 ↼a32)⇀a′]),
(bb′)↼ a = ([b ↼ (b′11 ⇀a1)]← b′12(b′2  a2)a31)(b′3 ↼a32).
(2) Compatibility of the products and the -operation
b  (aa′) = (b1  a1)a21
((
b2 ↼a2
2)  a′),
(bb′)  a = (b  (b′11 ⇀a1))b′12(b′2  a2).
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b ⇀ (h → a) = h1 →
(
(b ← h2)⇀ a
)
,
(b ← h)↼ a = (b ↼ (h1 → a))← h2.
(4) Compatibility of the actions and the -operation(
b  (h1 → a)
)
h2 = h1
(
(b ← h2)  a
)
.
3. Unit conditions:
(1) Linearity of the unit maps
b ⇀ 1A = εB(b)1A, 1B ↼ a = εA(a)1B.
(2) Compatibility of the units and the -operation
b  1A = εB(b)1H, 1B  a = εA(a)1H .
4. Counit condition: εH (b  a) = εA(a)εB(b).
These conditions are of course required for all a, a′ ∈ A, b, b′ ∈ B , and h ∈ H .
If A, B , and H possess antipodes, we shall also speak of a Yetter–Drinfel’d Hopf alge-
bra pair. Furthermore, we note that the equation
εA(b ⇀ a)= εB(b)εA(a)= εB(b ↼ a)
is a consequence of condition 2(2) and condition 4 (cf. [31, Subsection 3.6, p. 43]).
It also follows from these conditions that we can introduce a left B-module structure
on A⊗A by defining
b ⇀ (a ⊗ a′) := (b11 ⇀a)⊗ (b12 → (b2 ⇀a′))
for a, a′ ∈ A and b ∈ B . Similarly, we can introduce a right A-module structure on B ⊗B
by defining
(b ⊗ b′)↼ a := ((b ↼ a1) ← a21)⊗ (b′ ↼a22)
for a ∈ A and b, b′ ∈ B . The linearity condition for the coproducts can then be rephrased
by saying that the comultiplication map ∆A :A→ A⊗A is B-linear,
∆A(b ⇀ a) = b ⇀∆A(a)
and that the comultiplication map ∆B :B → B ⊗B is A-linear,
∆B(b ↼ a) = ∆B(b)↼ a.
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pressed in a similar way by using more refined module structures.
5.3. The first construction described in [30] attaches to every Yetter–Drinfel’d bialgebra
pair an ordinary bialgebra in the following way:
Theorem. Given a Yetter–Drinfel’d bialgebra pair, A⊗H ⊗B is a bialgebra with multi-
plication
µ : (A⊗H ⊗B) ⊗ (A⊗H ⊗B) → A⊗H ⊗B,
(a ⊗ h⊗ b)⊗ (a′ ⊗ h′ ⊗ b′)
→ a(h1 → (b11 ⇀a′1))⊗ h2b12(b2  a′2)a′31h′1 ⊗ ((b3 ↼a′32)← h′2)b′,
unit element 1A ⊗ 1H ⊗ 1B , comultiplication
∆ :A⊗H ⊗B → (A⊗H ⊗B)⊗ (A⊗H ⊗B),
a ⊗ h⊗ b → (a1 ⊗ a21h1 ⊗ b11)⊗ (a22 ⊗ h2b12 ⊗ b2),
and counit
ε :A⊗H ⊗B → K, a ⊗ h ⊗ b → εA(a)εH(h)εB(b).
If A, H , and B possess antipodes, then A⊗H ⊗B has the antipode
S(a ⊗ h ⊗ b) = (1A ⊗ 1H ⊗ SB(b1))(1A ⊗ SH (a1hb2)⊗ 1B)(SA(a2)⊗ 1H ⊗ 1B).
Of course, the conditions given in the definition of a Yetter–Drinfel’d bialgebra pair en-
ter here: The coproduct conditions are necessary conditions for the multiplicativity of the
coproduct, while the product conditions are necessary conditions for the associativity of
the product.
The formulas for the multiplication and the comultiplication in this construction are
strictly symmetric. This can be formalized as follows: Consider Bop cop as a left Yetter–
Drinfel’d bialgebra over H opcop and Aop cop as a right Yetter–Drinfel’d bialgebra over
H opcop as in Paragraph 2.5. Introduce a left Aop cop-action on Bop cop via
Aopcop ⊗Bop cop → Bop cop, a ⊗ b → (b ↼ a)
and a right Bop cop-action on Aopcop via a ⊗ b → (b ⇀ a). Furthermore, we can introduce
the mapping
Aopcop ⊗Bop cop → H opcop, a ⊗ b → b  a.
Using these structure elements, we can form Bop cop ⊗H opcop ⊗Aopcop.
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Bop cop ⊗H opcop ⊗Aopcop → (A⊗H ⊗B)op cop, b ⊗ h⊗ a → a ⊗ h⊗ b
is a bialgebra isomorphism.
Proof. This is clear from the definitions; details are given in [30, Paragraph 2.8]. Observe
that it is not even necessary to check the compatibility conditions in the definition of a
Yetter–Drinfel’d bialgebra pair, since, by [31, Subsection 3.10, p. 45], we know that these
are also necessary conditions for Bop cop ⊗ H opcop ⊗ Aop cop being a bialgebra, which is
clear as it is isomorphic to (A⊗H ⊗B)op cop. 
5.4. For the rest of this section, we assume that A and B form a Yetter–Drinfel’d Hopf
algebra pair and that A, B , and H are finite-dimensional. It is easy to see that H ⊗ B ,
considered as a subset of A ⊗ H ⊗ B via the map h ⊗ b → 1A ⊗ h ⊗ b, is a Hopf sub-
algebra of A⊗H ⊗B . The corresponding Hopf algebra structure on H ⊗ B is another
version of the Radford biproduct, namely the one for right Yetter–Drinfel’d Hopf algebras,
in contrast to the version for left Yetter–Drinfel’d Hopf algebras that we have considered
in Paragraph 3.11.
Considering the base field K as a trivial module over the Radford biproduct, we can
form the induced module (A⊗H ⊗B)⊗H⊗B K . Using the bijection
A→ (A⊗H ⊗B) ⊗H⊗B K, a → a ⊗ 1H ⊗ 1B ⊗ 1K,
we get an A⊗H ⊗B-module structure on A, which is given explicitly by
(a ⊗ h⊗ b).a′ = a(h → (b ⇀ a′)).
This module structure has the following additional property:
Proposition. A is an A⊗H ⊗B-module coalgebra.
Proof. We have
∆A
(
(a ⊗ h⊗ b).a′)= a1(a21 → (h → (b ⇀ a′))1)⊗ a22(h → (b ⇀ a′))2
= a1
(
a2
1h1 →
(
b1
1 ⇀a′1
))⊗ a22(h2b12 → (b2 ⇀a′2))
= (a ⊗ h⊗ b)1.a′1 ⊗ (a ⊗ h⊗ b)2.a′2
and therefore the comultiplication of A is A ⊗ H ⊗ B-linear. Moreover, since
εA((a ⊗ h ⊗ b).a′) = ε(a ⊗ h⊗ b)εA(a′), the counit of A is also A⊗H ⊗B-linear. 
By restricting this module structure to the Hopf subalgebra H ⊗ B , A becomes a left
H ⊗ B-module. We can again form the corresponding induced module, which is isomor-
phic to A⊗A via the isomorphism
A⊗A → (A⊗H ⊗B)⊗H⊗B A, a ⊗ a′ → (a ⊗ 1H ⊗ 1B)⊗ a′.
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tion, also as a left B-module. Explicitly, the corresponding module structure is given by
the formula
b ⇀ (a ⊗ a′) = (b11 ⇀a1)⊗ (b12(b2  a2)a31 → [(b3 ↼a32)⇀a′])
for a, a′ ∈ A and b ∈ B . Using this module structure, the linearity condition for the
product of A (condition 2(1)) can be rephrased by saying that the multiplication map
µA :A⊗A→ A is B-linear:
µA
(
b ⇀ (a ⊗ a′))= b ⇀µA(a ⊗ a′).
It follows from Lemma 5.3 that we can also introduce a right A-module structure
on B ⊗B by defining
(b′ ⊗ b)↼ a := ([b′ ↼ (b11 ⇀a1)]← b12(b2  a2)a31)⊗ (b3 ↼a32)
for a ∈ A and b, b′ ∈ B . The linearity condition for the product of B then says that the
multiplication map µB :B ⊗B → B is A-linear:
µB
(
(b ⊗ b′)↼ a)= µB(b ⊗ b′)↼ a.
5.5. As a coalgebra, the Hopf algebra arising from the first construction above is a two-
sided cosmash product (cf. [31, Subsection 3.2, p. 39]). As it turns out, it is much easier to
determine the integrals for this coalgebra structure than for the algebra structure of the first
construction.
Suppose that λA ∈ A∗ and λB ∈ B∗ are left integrals and that ρA ∈ A∗ and ρB ∈ B∗
are right integrals. Recall from Proposition 2.10 that the integral group element gA of A
satisfies
a1λA
(
a2
)= λA(a)gA, a1ρA(a2) = ρA(a)gA.
Using Lemma 2.5, we see that there is also an integral group element for B , i.e., a grouplike
element gB ∈ H that satisfies
λB
(
b1
)
b2 = λB(b)gB, ρB
(
b1
)
b2 = ρB(b)gB.
Proposition.
(1) Suppose that λH ∈ H ∗ is a left integral on H . Then the linear function λ determined by
λ(a ⊗ h ⊗ b) = λA(a)λH (gAh)λB(b)
is a left integral on A⊗H ⊗B .
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by
ρ(a ⊗ h ⊗ b) = ρA(a)ρH (hgB)ρB(b)
is a right integral on A⊗H ⊗B .
Proof. The first assertion follows from the following calculation:
a1 ⊗ a21h1 ⊗ b11 λA
(
a2
2)λH (gAh2b12)λB(b2)
= a1 ⊗ gAh1 ⊗ 1B λA(a2)λH (gAh2)λB(b)
= 1A ⊗ 1H ⊗ 1B λA(a)λH (gAh)λB(b),
where, of course, a ∈ A, b ∈ B , and h ∈ H . The second assertion follows from a similar
calculation. 
Using Corollary 2.14, we have the following consequence:
Corollary. The following statements are equivalent:
(1) A⊗H ⊗B is cosemisimple.
(2) A, H , and B are cosemisimple.
In this case, the integral group elements coincide with the unit: gA = gB = 1H . In addition,
the integral characters coincide with the counit: ιA = ιB = εH .
5.6. We now begin to study the integrals in A ⊗ H ⊗ B . As we will discuss in Para-
graph 5.14, the spaces of integrals of A are, in general, not stable under the action of B .
However, the spaces of integrals of A∗ are stable under the dual right action:
Proposition.
(1) There is an H -linear character γB : B → K such that we have
λA(b ⇀ a)= γB(b)λA(a), ρA(b ⇀ a) = γB(b)ρA(a)
for every left integral λA ∈ A∗ and every right integral ρA ∈ A∗.
(2) There is an H -linear character γA :A → K such that we have
λB(b ↼ a)= γA(a)λB(b), ρB(b ↼ a)= γA(a)ρB(b)
for every left integral λB ∈ B∗ and every right integral ρB ∈ B∗.
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therefore by pullback also a module coalgebra over the Radford biproduct H ⊗ B . Un-
der the action of the Radford biproduct, the unit element 1A is invariant, and therefore
Lemma 5.1 asserts that the space of left integrals of A∗ is stable under the dual right ac-
tion of the Radford biproduct. Since this space is one-dimensional by Proposition 2.7, this
action determines a character of the Radford biproduct. From [24, Equations 2.11, p. 335],
we know that characters of the Radford biproduct H ⊗ B are tensor products of charac-
ters of H and H -linear characters of B . We already know from Proposition 2.10 that the
restriction of this character to H must be ιA; denoting the restriction to B by γB , we see
that γB is an H -linear character that satisfies
λA
(
h → (b ⇀ a))= ιA(h)γB(b)λA(a)
for every left integral λA ∈ A∗ and all a ∈ A, h ∈ H , and b ∈ B .
Left integrals in A∗ are precisely the right integrals corresponding to the grouplike el-
ement aLA. Lemma 5.1 therefore conversely asserts that aLA is invariant under the action of
the Radford biproduct, and especially under the action of B:
b ⇀ aLA = εB(b)aLA.
(Note that the H -invariance of aLA was already shown in Proposition 2.12.) From the lin-
earity condition for the product of A (condition 2(1)), we now see that right multiplication
by aLA is A⊗H ⊗B-linear:
(a ⊗ h⊗ b).(a′aLA)= ((a ⊗ h⊗ b).a′)aLA.
Since the Yetter–Drinfel’d bialgebra axiom, together with the H -invariance of aLA, implies
that
∆A
(
aaLA
)= a1aLA ⊗ a2aLA,
right multiplication by aLA is an A⊗H ⊗B-module coalgebra automorphism, and therefore
its inverse, right multiplication by aRA , is also a module coalgebra automorphism. Now the
last remark in Paragraph 5.1 implies that the left integrals with respect to aRA also form an
H ⊗ B-submodule with respect to the dual right action, and that the corresponding char-
acters are equal. But the left integrals with respect to aRA are precisely the right integrals.
This proves the first assertion. The second assertion follows from the first with the help of
Lemma 5.3. 
We put down one statement from this proof as a result in its own right:
Corollary. Right multiplication by aLA is an A⊗H ⊗B-module coalgebra automorphism.
In particular, aLA is B-invariant and we have
b ⇀
(
aaLA
)= (b ⇀ a)aLA
for all a ∈ A and b ∈ B .
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example, we have (aRBb)↼ a = aRB (b ↼ a) for all a ∈ A and b ∈ B .
5.7. In Paragraph 3.12, we have used the integral character ιA and the integral group ele-
ment gA of A to define the integral transformation on the category of left Yetter–Drinfel’d
modules, which is given on A by the formula IA(a)= ιA(a1)gA → a2. But we can also use
these elements to introduce a monoidal transformation J on the category of right Yetter–
Drinfel’d modules. In the following, we will only need the endomorphism JB : B → B ,
which is given by the formula
JB(b) := ιA
(
b2
)
b1 ← gA.
Proposition. For all b ∈ B , we have
(1) b  aLA = γ−1B (b11)γB(b2)b12;
(2) JB(b)  aRA = γB(b11)γ−1B (b2)b12;
(3) b ↼ aLA = γ−1B (b1)JB(b2)γB(b3).
Proof. Suppose that λA ∈ A∗ is a nonzero left integral and that ρA ∈ A∗ is a nonzero right
integral. From the compatibility of actions and coactions (condition 1(3)), we get
(
b1
1 ⇀a1
)1
b1
2(b2  a2)λA
((
b1
1 ⇀a1
)2)= (b11  a1)a21λA(b12 → (b2 ⇀a22)).
Using the integral group element gA of A, this implies
gAb1
2(b2  aLA)γB(b11)λA(a)= (b11  1A)gAιA(b12)γB(b2)λA(a) = gAγB(b)λA(a)
or γB(b11)b12(b2  a
L
A) = γB(b)1H . Since the convolution inverse of the map b →
γB(b
1)b2 is the map b → γ−1B (b1)b2, where γ−1B (b) = γB(SB(b)), the first assertion fol-
lows.
Using ρA instead of λA in the above argument, we get
gAγB
(
b1
)
b2ρA(a)=
(
b1
1  aRA
)
gAιA
(
b1
2)γB(b2)ρA(a).
Since the modular elements are H -invariant by Proposition 2.12, we get from the compat-
ibility of the actions and the -operation (condition 2(4)) that
gAγB
(
b1
)
b2 = gA
((
b1
1 ← gA
)
 aRA
)
ιA
(
b1
2)γB(b2) = gA(JB(b1)  aRA)γB(b2),
which implies the second assertion by convolution inversion.
The third assertion follows by applying λA to the first tensorand of the last coproduct
condition (condition 1(4)). 
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to define a monoidal transformation on the category of left Yetter–Drinfel’d modules. Al-
though this is slightly ambiguous, we also denote this transformation by J . On A, we have
JA(a) := ιB
(
a1
)
gB → a2.
Lemma 5.3 then gives the following consequence:
Corollary. For all a ∈ A, we have
(1) aRB  a = γA(a1)γ−1A (a22)a21;
(2) aLB  JA(a) = γ−1A (a1)γA(a22)a21;
(3) aRB ⇀ a = γA(a1)JA(a2)γ−1A (a3).
5.8. The fact that the antipode of A⊗H ⊗B is antimultiplicative finds an interesting appli-
cation in the proof of the following lemma, which is the crucial step in the determination
of the integrals of A⊗H ⊗B:
Lemma. Suppose that ΛA ∈ A is a left integral and ρA ∈ A∗ is a right integral such that
ρA(ΛA) = 1. Then we have
ι−1A
(
a1
)
ι−1A
(
b2
)
ρA
(
SA
(
a2
)(
SB
(
b1
)
⇀ΛA
))
= γ−1B
(
b1
1 ↼a1
)
ι−1A
(
b1
2(b2  a2)
)
= γ−1B
((
b2 ↼a2
2)1)ι−1A ((b1  a1)a21(b2 ↼a22)2)
for all a ∈ A and b ∈ B .
Proof. Using the A⊗H ⊗B-module structure on A considered in Paragraph 5.4, we have
S(a ⊗ 1H ⊗ 1B)S(1A ⊗ 1H ⊗ b).a′
= S((1A ⊗ 1H ⊗ b)(a ⊗ 1H ⊗ 1B)).a′
= S((b11 ⇀a1)⊗ b12(b2  a2)a31 ⊗ (b3 ↼a32)).a′
= (1A ⊗ 1H ⊗ SB((b3 ↼a32)1))(
1A ⊗ SH
((
b1
1 ⇀a1
)1
b1
2(b2  a2)a3
1(b3 ↼a32)2)⊗ 1B)(
SA
((
b1
1 ⇀a1
)2)⊗ 1H ⊗ 1B).a′.
Inserting the definition of this module structure, this says that
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(
a1
)→ [SA(a2)(SB(b1)⇀ (SH (b2)→ a′))]
= SB
((
b3 ↼a3
2)1)
⇀
[
SH
((
b1
1 ⇀a1
)1
b1
2(b2  a2)a3
1(b3 ↼a32)2)
→ (SA((b11 ⇀a1)2)a′)].
If we substitute ΛA for a′, the right-hand side of this expression becomes
ι−1A
(
(b1  a1)a2
1(b2 ↼a22)2)(SB((b2 ↼a22)1)⇀ΛA).
If we in addition apply ρA, this reduces to
ι−1A
(
a1
)
ι−1A
(
b2
)
ρA
(
SA
(
a2
)(
SB
(
b1
)
⇀ΛA
))
= γ−1B
((
b2 ↼a2
2)1)ι−1A ((b1  a1)a21(b2 ↼a22)2),
which establishes one equality. The other equality follows from condition 1(3) and the
H -linearity of γB . 
We now introduce the character
ωB :B → K, b → γ−1B
(
b1
)
ι−1A
(
b2
)
.
As γB , this character is the restriction of a character of the Radford biproduct H ⊗B to B ,
namely the restriction of (ιA ⊗ γB)−1(h ⊗ b) = γ−1B (b1)ι−1A (hb2). In particular, ωB is H -
linear, which can, of course, also be verified directly.
Using this character, we can rewrite one part of the above lemma in the form
ι−1A
(
a1
)
ι−1A
(
b2
)
ρA
(
SA
(
a2
)(
SB
(
b1
)
⇀ΛA
))= ωB(b2 ↼a22)ι−1A ((b1  a1)a21).
Moreover, from Proposition 2.6 combined with Lemma 2.5 we get that, if ΛH ∈ H
and ΛB ∈ B are left integrals, then the elements Λ′H := ΛH 1ιA(ΛH 2) and Λ′B :=
ΛB1ω
−1
B (ΛB2) are left integrals with respect to the characters ι
−1
A and ωB . Putting these
facts together, we can establish the main result of this section:
Theorem. Suppose that ΛA ∈ A is a left integral (for the character εA), Λ′H ∈ H is a left
integral for the character ι−1A , and Λ′B ∈ B is a left integral for the character ωB . Then
Λ := ΛA ⊗Λ′H ⊗Λ′B
is a left integral of A⊗H ⊗B .
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is a right integral that satisfies ρA(ΛA) = 1. By Proposition 2.10, we then know that
ΛA1ι
−1
A (ΛA2
1)ρA(SA(ΛA22)a) = a for all a ∈ A. Since
(a ⊗ h⊗ b)(ΛA ⊗Λ′H ⊗Λ′B)
= a(h1 → (b11 ⇀ΛA1))⊗ h2b12(b2  ΛA2)ΛA31Λ′H1
⊗ ((b3 ↼ΛA32)← Λ′H2)Λ′B
= a(h1 → (b11 ⇀ΛA1))⊗ ι−1A (h2b12(b2  ΛA2)ΛA31)Λ′H
⊗ ωB
(
b3 ↼ΛA3
2)Λ′B
= a(h1 → (b11 ⇀ΛA1))⊗ ι−1A (h2b12b22ΛA21)ρA(SA(ΛA22)(
SB
(
b2
1)⇀ΛA))Λ′H ⊗Λ′B
= a(h1 → (b11SB(b21)⇀ΛA))⊗ ι−1A (h2b12b22)Λ′H ⊗Λ′B
= εB(b)a(h1 → ΛA)⊗ ι−1A (h2)Λ′H ⊗Λ′B
= εA(a)εH(h)εB(b)ΛA ⊗Λ′H ⊗Λ′B
the assertion holds. 
Similarly, we can introduce the character
ωA :A → K, a → ι−1B
(
a1
)
γ−1A
(
a2
)
.
This character is again H -linear, and if ΓA ∈ A and ΓH ∈ H are right integrals, then Γ ′A :=
ω−1A (ΓA1)ΓA2 and Γ ′H := ιB(ΓH 1)ΓH 2 are right integrals with respect to the characters ωA
and ι−1B . Using Lemma 5.3, we now get the following consequence of the above theorem:
Corollary. Suppose that Γ ′A ∈ A is a right integral for the character ωA, Γ ′H ∈ H is a right
integral for the character ι−1B , and ΓB ∈ B is a right integral (for the character εB ). Then
Γ := Γ ′A ⊗ Γ ′H ⊗ ΓB is a right integral of A⊗H ⊗B .
It should be noted that the assumption that A, H , and B are finite-dimensional is neces-
sary, since by [37, Corollary 2.7, p. 330] or [36, Chapter V, Exercise 4, p. 108] an infinite-
dimensional Hopf algebra does not contain a nonzero integral.
5.9. The knowledge of the integrals enables us to determine the modular functions and the
modular elements of A ⊗ H ⊗ B . With the help of Proposition 5.5, the determination of
the modular elements is comparatively easy; they are given by the formulas
aLA⊗H⊗B = aLA ⊗ g−1aLHgB ⊗ aLB, aRA⊗H⊗B = aRA ⊗ gAaRHg−1 ⊗ aRB .A B
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following proposition:
Proposition.
(1) The left modular function of A⊗H ⊗B is
αLA⊗H⊗B(a ⊗ h⊗ b)=
(
αLAω
−1
A
)(
a2
)(
αLH ι
−1
A ιB
)(
a1h
)(
αLBωB
)
(b).
(2) The right modular function of A⊗H ⊗B is
αRA⊗H⊗B(a ⊗ h ⊗ b) =
(
ωAα
R
A
)
(a)
(
ιAι
−1
B α
R
H
)(
hb2
)(
ω−1B α
R
B
)(
b1
)
.
Proof. Since the modular functions are characters, it suffices to prove these equations
for the elements of the three subalgebras A, H , and B . As discussed in the preced-
ing paragraph, Λ′B := ΛB1ω−1B (ΛB2) is a left integral with respect to ωB if ΛB ∈ B is
a left integral (with respect to εB ). The argument given there also shows that we have
Λ′Bb = Λ′B(αLBωB)(b). By Theorem 5.8, this implies
αLA⊗H⊗B(1A ⊗ 1H ⊗ b)=
(
αLBωB
)
(b).
By Lemma 5.3, we can apply such formulas to (A⊗H ⊗B)op cop and get a dual version;
in this case, we get αRA⊗H⊗B(a ⊗ 1H ⊗ 1B) = (ωAαRA)(a).
Since ωB is H -linear, we have Λ′B ← h = ΛB1 ← h1ω−1B (ΛB2 ← h2) = Λ′BιB(h).
Furthermore, if ΛH is a left integral of H , we have that Λ′H := ΛH 1ιA(ΛH 2) is a left
integral with respect to the character ι−1A . As above, we have that Λ′Hh = Λ′H(αLH ι−1A )(h).
For the left integral Λ := ΛA ⊗Λ′H ⊗Λ′B , this implies
Λ(1A ⊗ h ⊗ 1B) = ΛA ⊗Λ′Hh1 ⊗
(
Λ′B ← h2
)= ΛαLH (h1)ι−1A (h2)ιB(h3)
and therefore αLA⊗H⊗B(1A ⊗ h ⊗ 1B) = (αLH ι−1A ιB)(h). Dualizing again, we get
αRA⊗H⊗B(1A ⊗ h⊗ 1B) =
(
ιAι
−1
B α
R
H
)
(h).
For the remaining terms, note that ∆A(SA(a)) = SA(a11 → a2) ⊗ SA(a12) implies
αRA⊗H⊗B(SA(a)⊗ 1H ⊗ 1B) = (αLAω−1A )(a). Since the left modular function is the compo-
sition of the right modular function and the antipode, we get
αLA⊗H⊗B(a ⊗ 1H ⊗ 1B) = αRA⊗H⊗B
((
1A ⊗ SH
(
a1
)⊗ 1B)(SA(a2)⊗ 1H ⊗ 1B))
= (αLH ι−1A ιB)(a1)(αLAω−1A )(a2).
The last equation αRA⊗H⊗B(1A ⊗ 1H ⊗ b)= (ω−1B αRB )(b1)(ιAι−1B αRH )(b2) follows by dual-
ization as above. 
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derived, we get the following:
Corollary.
(1) The integral characters ιA and ιB commute.
(2) The integral group elements gA and gB commute.
(3) γA(aLA)γB(aRB ) = ιA(gB)ιB(gA)
Proof. We have just seen that
αLA⊗H⊗B(1A ⊗ h⊗ 1B) =
(
αLH ι
−1
A ιB
)
(h) and
αRA⊗H⊗B(1A ⊗ h⊗ 1B) =
(
ιAι
−1
B α
R
H
)
(h).
Since the left and the right modular function are mutually inverse, we get αLH ι
−1
A ιB =
(ιAι
−1
B α
R
H )
−1 = αLH ιBι−1A , which yields the first assertion.
To prove the second assertion, note that we have seen in Paragraph 5.6 that the modular
elements of A are invariant under the action of B and also that the modular elements of B
are invariant under the action of A. Using the formula b  aLA = γ−1B (b11)γB(b2)b12 from
Proposition 5.7, we see that the elements (1A ⊗ 1H ⊗ aLB) and (aLA ⊗ 1H ⊗ 1B) commute.
Since the modular elements of A and B are also H -invariant (cf. Proposition 2.12), we
see that these elements also commute with elements of the form 1A ⊗ h ⊗ 1B . Since the
antipode of A respectively B maps left modular elements to right modular elements, the
equation S(aRA⊗H⊗B) = aLA⊗H⊗B yields that
aLA ⊗ g−1A aLHgB ⊗ aLB =
(
1A ⊗ 1H ⊗ aLB
)(
1A ⊗ gBaLHg−1A ⊗ 1B
)(
aLA ⊗ 1H ⊗ 1B
)
= aLA ⊗ gBaLHg−1A ⊗ aLB
and therefore we have g−1A aLHgB = gBaLHg−1A . By Radford’s formula for the fourth power
of the antipode (cf. Paragraph 4.9), the modular elements commute with every grouplike
element, which implies the second assertion. The third assertion follows from the equation
b ↼ aLA = γ−1B (b1)JB(b2)γB(b3) proved in Proposition 5.7 by applying a left integral. 
5.10. The presence of the characters γA and γB makes the discussion of the semisimplic-
ity question more difficult than the discussion of the cosemisimplicity question in Para-
graph 5.5. Let us first state the following fact:
Lemma.
(1) If A is cosemisimple, we have γB = εB .
(2) If B is cosemisimple, we have γA = εA.
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is a nonzero right integral. Since
γB(b)ρA(1A) = ρA(b ⇀ 1A) = εB(b)ρA(1A),
the first assertion follows. The second assertion can be proved in a similar way. 
From the description of the integrals given in Paragraph 5.8, we can now infer
when A⊗H ⊗B is semisimple:
Proposition. The following statements are equivalent:
(1) A⊗H ⊗B is semisimple.
(2) A, H , and B are semisimple, and we have γA = εA.
(3) A, H , and B are semisimple, and we have γB = εB .
In this case, the integral characters ιA and ιB of A respectively B coincide with the
counit of H : ιA = ιB = εH . Moreover, the integral group elements coincide with the unit:
gA = gB = 1H .
Proof. Suppose that ΛA ∈ A is a left integral (for the character εA), Λ′H ∈ H is a left
integral for the character ι−1A , and Λ′B ∈ B is a left integral for the character ωB . By
Theorem 5.8, Λ := ΛA ⊗ Λ′H ⊗ Λ′B is a left integral of A ⊗ H ⊗ B . If A ⊗ H ⊗ B
is semisimple, Maschke’s theorem (cf. [22, Theorem 2.2.1, p. 20]) tells that εA(ΛA),
εH (Λ
′
H), and εB(Λ′B) are nonzero. By applying εB to the equation bΛ′B = ωB(b)Λ′B ,
we see that ωB = εB . In a similar way we obtain that ι−1A = εH , and therefore we also have
that γB = εB . Now Proposition 2.14 says that A, H , and B are semisimple. This proves
that the first assertion implies the third.
Conversely, suppose that the third assertion holds. From Proposition 2.14, we see that
the integral characters of A and B coincide with the counit of H and the integral group
elements coincide with the unit of H . This implies that also ωB = εB . Therefore, Λ′H and
Λ′B are ordinary left integrals, and we get ε(Λ) = 0. The equivalence of the first and the
second assertion can be shown similarly by considering right integrals. 
Over fields of characteristic zero, semisimple Hopf algebras are cosemisimple (cf. [15,
Theorem 3.3, p. 276]). Combined with the semisimplicity and cosemisimplicity properties
of Radford biproducts (cf. [24, Section 2, Propositions 3 and 4, pp. 333–336] and Para-
graph 2.14), we can use the above lemma to sharpen the preceding proposition as follows:
Corollary. Suppose that K has characteristic zero. Then the following statements are
equivalent:
(1) A⊗H ⊗B is semisimple.
(2) A, H , and B are semisimple.
As we will discuss in Paragraph 5.12, this assumption on the characteristic cannot be
omitted.
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so-called double crossproduct (cf. [39]). Here A and B are ordinary Hopf algebras acting
on each other via
⇀ :B ⊗A → A, ↼ :B ⊗A → B
such that the following conditions are satisfied:
(1) Linearity of the coproducts
∆A(b ⇀ a)= (b1 ⇀a1)⊗ (b2 ⇀a2) ∆B(b ↼ a)= (b1 ↼a1)⊗ (b2 ↼a2)
(2) Linearity of the products
b ⇀ (aa′) = (b1 ⇀a1)((b2 ↼a2) ⇀ a′)
(bb′) ↼ a = (b ↼ (b′1 ⇀a1))(b′2 ↼a2)
(3) Linearity of the counits
εA(b ⇀ a) = εB(b)εA(a)= εB(b ↼ a)
(4) Linearity of the unit maps
b ⇀ 1A = εB(b)1A 1B ↼ a = εA(a)1B
(5) (b1 ⇀a1) ⊗ (b2 ↼a2) = (b2 ⇀a2)⊗ (b1 ↼a1)
In this situation, A⊗B is a Hopf algebra with multiplication
(a ⊗ b)(a′ ⊗ b′) = a(b1 ⇀a′1)⊗ (b2 ↼a′2)b′,
unit element 1A ⊗ 1B , comultiplication
∆(a ⊗ b)= (a1 ⊗ b1)⊗ (a2 ⊗ b2),
counit ε(a ⊗ b)= εA(a)εB(b), and antipode
S(a ⊗ b) = (1A ⊗ SB(b))(SA(a)⊗ 1B).
We assume here that A and B are finite-dimensional. We have seen in Paragraph 5.4
that A is a module coalgebra over the double crossproduct with respect to the action
(a ⊗ b).a′ := a(b ⇀ a′).
From Paragraph 5.6, we know that there exists a character γB :B → K such that we have
λA(b ⇀ a) = γB(b)λA(a), ρA(b ⇀ a)= γB(b)ρA(a)
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a character γA :A→ K such that we have
λB(b ↼ a) = γA(a)λB(b), ρB(b ↼ a) = γA(a)ρB(b)
for every left integral λB ∈ B∗ and every right integral ρB ∈ B∗. Furthermore, right multi-
plication with a modular element is a module coalgebra automorphism of A, b ⇀ (aaLA) =
(b ⇀ a)aLA, and a similar formula holds for B . We can also describe the actions of the
modular elements:
Corollary. Suppose that ΛA ∈ A and λB ∈ B∗ are left integrals and that ρA ∈ A∗ and
ΓB ∈ B are right integrals that satisfy ρA(ΛA) = 1 and λB(ΓB) = 1. Then we have
(1) aRB ⇀ a = γA(a1)a2γ−1A (a3);
(2) b ↼ aLA = γ−1B (b1)b2γB(b3);
(3) γ−1B (b ↼ a) = ρA(SA(a)(SB(b)⇀ΛA));
(4) γ−1A (b ⇀ a) = λB((ΓB ↼ SA(a))SB(b))
for all a ∈ A and b ∈ B .
Proof. The first assertion follows from Corollary 5.7, the second from Proposition 5.7,
the third from Lemma 5.8, and the fourth follows from the third with the help of
Lemma 5.3. 
It is obvious that, for left integrals λA ∈ A∗ and λB ∈ B∗, the linear form λA ⊗ λB ∈
(A⊗B)∗ is a left integral of the double crossproduct, since the double crossproduct coin-
cides with the ordinary tensor product as a coalgebra. Similarly, if ρA ∈ A∗ and ρB ∈ B∗
are right integrals, then ρA ⊗ ρB ∈ (A⊗B)∗ is a right integral of the double crossproduct.
The modular elements are aLA⊗B = aLA ⊗ aLB and aRA⊗B = aRA ⊗ aRB . For the calculation
of the integrals of A ⊗ B , we first observe that the characters ωA and ωB introduced in
Paragraph 5.8 coincide with γ−1A and γ
−1
B in this situation. As explained there, if ΓA ∈ A
is a right integral and ΛB ∈ B is a left integral, then Γ ′A := γA(ΓA1)ΓA2 is a right integral
with respect to the character γ−1A and Λ′B := ΛB1γB(ΛB2) is a left integral with respect
to the character γ−1B . Combining Theorem 5.8 and Corollary 5.8, we get the following
description for the integrals of the double crossproduct:
Theorem.
(1) Suppose that ΛA ∈ A is a left integral (for the character εA) and Λ′B ∈ B is a left
integral for the character γ−1B . Then Λ := ΛA ⊗ Λ′B is a left integral of the double
crossproduct A⊗B .
(2) Suppose that Γ ′A ∈ A is a right integral for the character γ−1A and ΓB ∈ B is a right
integral (for the character εB ). Then Γ := Γ ′A ⊗ ΓB is a right integral of the double
crossproduct A⊗B .
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αLA⊗B(a ⊗ b)=
(
αLAγA
)
(a)
(
αLBγ
−1
B
)
(b),
αRA⊗B(a ⊗ b)=
(
γ−1A α
R
A
)
(a)
(
γBα
R
B
)
(b).
Finally, Corollary 5.9 states that the characters γA and γB are related to the modular ele-
ments via the condition γA(aLA) = γB(aLB).
5.12. The specialization of the previously obtained results also allows us to treat the semi-
simplicity and the cosemisimplicity question for double crossproducts. It follows from
Corollary 5.5 that the double crossproduct A⊗ B is cosemisimple if and only if A and B
are both cosemisimple; in this case, the characters γA and γB coincide with the counits
by Lemma 5.10. For the semisimplicity question, we have the following consequence of
Proposition 5.10:
Proposition. The following statements are equivalent:
(1) A⊗B is semisimple.
(2) A and B are semisimple, and we have γA = εA.
(3) A and B are semisimple, and we have γB = εB .
As already mentioned in Paragraph 5.10, it is not true in general that A⊗B is semisim-
ple if A and B are semisimple, as the following example, pointed out by R. Farnsteiner,
shows: Suppose that p is an odd prime and that K has characteristic p. It is easy to see
that the space L of upper triangular 2 × 2-matrices with trace zero is closed under taking
commutators and pth powers, and therefore is a restricted Lie subalgebra of the full matrix
algebra (cf. [34, Section 2.1, p. 64]). The elements
h :=
(
1 0
0 −1
)
and x :=
(
0 1
0 0
)
form a basis of L. Since (h+ x)2 is the unit matrix, we have (h+ x)p = h+ x , and there-
fore h and h + x are toral (cf. [34, Section 2.3, p. 79]). We have L = H ⊕ T , where H is
spanned by h and T is spanned by h+x . This means for the restricted universal enveloping
algebras (cf. [34, Section 2.5, p. 90]) that
u(L) ∼= u(H)⊗ u(T ).
By a theorem of G. Hochschild (cf. [34, Theorem 5.5.8, p. 223], [22, Theorem 2.3.3,
p. 23]), a restricted universal enveloping algebra of a finite-dimensional restricted Lie al-
gebra is semisimple if and only if the restricted Lie algebra is a torus (cf. [34, Section 2.4,
p. 86]), i.e., if it is abelian and the image of the p-mapping spans the Lie algebra over K
(cf. [34, Lemma 2.3.2, p. 79]). Therefore, A := u(H) and B := u(T ) are semisimple, but
the double crossproduct u(L) is not, since L is not abelian (cf. [31, Theorem 3.5, p. 45]).
Further details on this example can be found in [34, Section 2.2, p. 72], where also the
assumption that p is odd is avoided by using a different construction.
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We work in the following situation: H is a finite-dimensional commutative and cocommu-
tative Hopf algebra. We assume that A is a finite-dimensional left Yetter–Drinfel’d Hopf
algebra over H . We impose the following main assumption on A: For all a, a′ ∈ A, we
require that
(
a1 → a′)⊗ a2 = a′2 ⊗ (a′1 → a).
We introduce a right Yetter–Drinfel’d Hopf algebra B in the following way: we set B = A∗
as an algebra and as an H -module in the sense of Paragraph 2.3. If δA∗ and ∆A∗ denote the
coaction and comultiplication from Paragraph 2.3 respectively, we define the coaction and
the comultiplication of B by
δB := (idA∗ ⊗ SH ) ◦ δA∗, ∆B := σ−1A∗,A∗ ◦∆A∗,
where σ is the quasisymmetry in the category of right Yetter–Drinfel’d modules. When we
use Sweedler notation, we refer to the structure of B and not to the structure of A∗.
Let 〈· , ·〉A :A ⊗ B → K , a ⊗ b → b(a) denote the natural pairing between a vector
space and its dual. We also use the form
〈· , ·〉B :A⊗B → K, a ⊗ b →
〈
S−1A (a), b
〉
A.
Recall the second construction from [30]:
Proposition. A⊗H ⊗B is a Hopf algebra with comultiplication
∆ :A⊗H ⊗B → (A⊗H ⊗B)⊗ (A⊗H ⊗B),
a ⊗ h⊗ b → (a1 ⊗ a21h1 ⊗ b11)⊗ (a22 ⊗ h2b12 ⊗ b2),
multiplication
µ : (A⊗H ⊗B) ⊗ (A⊗H ⊗B) → A⊗H ⊗B,
(a ⊗ h ⊗ b)⊗ (a′ ⊗ h′ ⊗ b′) → a(h1 → (b11 ⇀a′1))⊗ h2b12(b2  a′2)a′31h′1
⊗ ((b3 ↼a′32)← h′2)b′,
counit
ε :A⊗H ⊗B → K, a ⊗ h⊗ b → εA(a)εH(h)εB(b),
unit 1A ⊗ 1H ⊗ 1B , and antipode
S :A⊗H ⊗B → A⊗H ⊗B,
a ⊗ h⊗ b → (1A ⊗ 1H ⊗ SB(b1))(1A ⊗ SH (a1hb2)⊗ 1B)(SA(a2)⊗ 1H ⊗ 1B),
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b ⇀ a = 〈(SH (a21)→ a1)SA(a3), b〉Ba22,
b ↼ a = 〈a,SB(b1)(b3 ← SH (b22))〉Ab21,
and  is defined as
b  a := 〈a1, b11〉Bb12a21〈a22, b2〉A.
We shall need the following lemma.
Lemma.
(1) Suppose that ΛA (respectively ΓA) is a left (respectively right) integral of A. Then
B → K, b → 〈ΛA,b〉B and B → K, b → 〈ΓA,b〉B
are a left integral and a right integral of B∗, respectively.
(2) Suppose that ΛB (respectively ΓB ) is a left (respectively right) integral of B . Then
A → K, a → 〈a,ΛB〉A and A → K, a → 〈a,ΓB〉A
are a left integral and a right integral of A∗, respectively.
(3) If aLA (respectively aRA ) is the left (respectively right) modular element of A and αLB
(respectively αRB ) is the left (respectively right) modular function of B , we have〈
aLA,b
〉
A= αLB(b),
〈
aRA,b
〉
A = αRB(b).
(4) If aLB (respectively aRB ) is the left (respectively right) modular element of B and αLA
(respectively αRA ) is the left (respectively right) modular function of A, we have〈
a, aLB
〉
B = αLA(a),
〈
a, aRB
〉
B = αRA(a).
Proof. We have by [31, Proposition 4.2, p. 48]:
〈a, b1〉B〈ΛA,b2〉B = 〈aΛA,b〉B = εA(a)〈ΛA,b〉B = 〈a,1B〉B〈ΛA,b〉B.
We conclude b1〈ΛA,b2〉B = 1B〈ΛA,b〉B . The other verifications are similar. 
This lemma enables us to determine how the structures exhibited for the first construc-
tion specialize in the case of the second construction:
Corollary.
(1) γA = αRA , γB = αLB ;
(2) ιA = ιB , gA = g−1;B
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(4) αLA⊗H⊗B = ε = αRA⊗H⊗B .
Proof. Using the notation from above as well as the right adjoint action ↽ from [31,
Subsection 4.6, p. 49], we have
ΓB ↽ b = S−1B
(
b2 ← SH
(
gBb1
2))ΓBb11 = αRB (S−1B (b ← SH (gB)))ΓB = αLB(b)ΓB
for all b ∈ B . Since SB(ΓB) is a left integral by Proposition 2.12, we get from the preced-
ing lemma that the linear form λA ∈ A∗ defined by λA(a) := 〈a,SB(ΓB)〉A = 〈a,ΓB〉B is
a left integral in A∗. From [31, Subsection 4.7, p. 49], we then get
λA(b ⇀ a)= 〈b ⇀ a,ΓB〉B = 〈a,ΓB ↽ b〉B = αLB(b)λA(a).
This says that γB = αLB ; the equation γA = αRA can be shown similarly. By [31, Proposi-
tion 4.2, p. 48], we have
ιA(h)λA(a) = λA(h → a) = 〈h → a,ΓB〉B = 〈a,ΓB ← h〉B = ιB(h)λA(a).
By the same proposition, we have 〈ΛA,ΓB〉B = 〈ΛA,ΓB〉BgAgB . Since we know from
Proposition 2.7 that 〈ΛA,ΓB〉B = 0, this implies gAgB = 1H .
The equation gA → a = ιA(a1)a2 follows from the main assumption by inserting ΛA
for a′; the equation b ← gB = b1ιB(g2) is its dualization with the help of [31, Proposi-
tion 4.2, p. 48]. Since the modular functions are colinear, the first assertion implies that
ωB = αRB and ωA = αLA. The fourth assertion now follows from Proposition 5.9 if we take
into account that the commutativity of H implies that H is unimodular. 
Since A ⊗ H ⊗ B is a two-sided cosmash product, the integrals of (A ⊗ H ⊗ B)∗ are
those given in Proposition 5.5. The integrals of A ⊗ H ⊗ B are given in the following
theorem:
Theorem. Suppose that ΛA is a left integral of A, that ΓB is a right integral of B , and
that Λ′H is a left and right integral of H with respect to the character ι−1A . Then
ΛA ⊗Λ′H ⊗ ΓB
is a left and right integral of A⊗H ⊗B . In particular, A⊗H ⊗B is unimodular.
Proof. Since the left integrals with respect to αRB are precisely the right integrals of B ,
this follows from Theorem 5.8. Note that, since H is commutative and cocommutative,
left integrals of H with respect to any character are also right integrals with respect to this
character. The unimodularity follows from the preceding corollary. 
5.14. The above theorem generalizes a result of D.E. Radford on the integrals of the Drin-
fel’d double construction (cf. [25, Theorem 4, p. 303]). We note that the same result was
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lished). Recall from [31, Subsection 4.18, p. 54] how the Drinfel’d double construction
arises as a special case of the second construction. First, we see from Theorem 5.13 above
that if we set H = K in the second construction, then ΛA ⊗ ΓB is an integral of A ⊗ B ,
where ΛA ∈ A is a left integral and ΓB ∈ B is a right integral. Since A ⊗ B is unimodu-
lar, this remains an integral if we pass to (A ⊗ B)op cop. Following [31], we now have to
interchange the tensorands A and B to obtain the Drinfel’d double of Aop cop. Therefore,
ΓB ⊗ΛA is a two-sided integral of the Drinfel’d double of Aop cop, which implies that an
integral of the Drinfel’d double of A is of the form ΛB ⊗ΓA for a left integral ΛB ∈ B and
a right integral ΓA ∈ A.
The Drinfel’d double provides an example for a phenomenon mentioned in Para-
graph 5.6, namely the fact that the space of left or right integrals of A is not always stable
under the action of B . To explain this, we work in the case H = K of the second construc-
tion, without the passage to Aop cop.
Proposition. The following assertions are equivalent:
(1) The space of left integrals of A is stable under the left coadjoint action.
(2) The fourth power of the antipode of A is the identity.
Proof. Suppose that ΛA is a left integral of A and that ΓB is a right integral of B . We have
seen in Paragraph 5.13 that the linear forms
λA :A→ K, a → 〈a,ΓB〉B and ρB :B → K, b → 〈ΛA,b〉B
are left integrals in A∗, respectively B∗. Whenever b ⇀ ΛA is proportional to ΛA,
we see from Proposition 5.6 by applying λA that we must have b ⇀ ΛA = γB(b)ΛA,
since λA(ΛA) is nonzero by Proposition 2.7. Using the right adjoint action from [31, Sub-
section 4.6, p. 49], we see that
〈b ⇀ΛA,b′〉B = 〈ΛA,b′ ↽b〉B = ρB
(
S−1B (b2)b
′b1
)= ρB(b′b1S−3B (b2))αLB(b3),
where the last step follows from Theorem 4.5. Since ρB is a Frobenius homomorphism by
Proposition 2.10 and since γB = αLB by Corollary 5.13, we see that the first assertion is
equivalent to the condition that b1S−3B (b2) = εB(b)1B , i.e., to the second assertion. 
Of course, there are finite-dimensional Hopf algebras with an antipode of arbitrarily
large order (cf. [38], or Section 6), and therefore situations where the space of left integrals
of A is not stable under the left coadjoint action really occur.
6. The Frobenius–Lusztig kernel of Uq(sl(2))
6.1. To illustrate the techniques developed in the previous section, we calculate in this
section the integral for a finite-dimensional quotient of the deformed enveloping algebra
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m is larger than 2. Note that the existence of a primitive root of unity implies that the
characteristic of the field does not divide its order m. We introduce the number k by
k :=
{
m if m is odd,
m/2 if m is even.
Let G be the cyclic group of order k generated by g. We set H := K[G], the group ring
of G, with its usual Hopf algebra structure, and turn the polynomial algebra K[θ ] over the
indeterminate θ into a left Yetter–Drinfel’d module over H via the module action
g → θn := q2nθn
and the comodule coaction
δK[θ]
(
θn
) := gn ⊗ θn.
It can be verified directly that K[θ ] becomes an algebra in the category of left Yetter–
Drinfel’d modules in this way.
Consider the tensor product algebra K[θ ]⊗K[θ ] formed inside the category of Yetter–
Drinfel’d modules. We introduce a coalgebra structure on K[θ ] by requiring ∆K[θ] to be
the unique algebra homomorphism satisfying
∆K[θ](θ) = θ ⊗ 1 + 1 ⊗ θ.
We define the counit εK[θ] :K[θ ] → K to be the unique algebra homomorphism anni-
hilating θ , and define the antipode SK[θ] :K[θ ] → K[θ ]opp to be the unique algebra ho-
momorphism satisfying SK[θ](θ) = −θ . Here K[θ ]opp means the opposite algebra in the
categorical sense: The multiplication µoppK[θ] of K[θ ]opp is given by
µ
opp
K[θ] :=µK[θ] ◦ σK[θ],K[θ],
where σ is the quasisymmetry from Paragraph 2.2, and the unit of K[θ ]opp is not changed.
Note that, in contrast to Paragraph 4.5, we have used here the ordinary quasisymmetry to
pass to the opposite multiplication, and not its inverse. These morphisms are H -linear and
colinear, and one can verify directly that K[θ ] is a Yetter–Drinfel’d Hopf algebra.
6.2. Consider the principal ideal (θk) generated by θk . It is immediate that this ideal is an
H -submodule and a subcomodule. We repeat briefly why it is also a coideal. It follows
from the Gaussian binomial formula (cf. [17, Paragraph 1.3.5, p. 10]) that
∆K[θ]
(
θn
)= n∑qi(n−i) [n
i
]
θ i ⊗ θn−i .i=0
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as
[
n
0
]
=
[
n
n
]
:= 1,
[
n+ 1
i
]
:= q−i
[
n
i
]
+ qn−i+1
[
n
i − 1
]
.
Since it can be shown (cf. [17, Lemma 34.1.2, p. 265]) that the Gaussian binomial coeffi-
cients
[
k
i
]
vanish for i = 1, . . . , k−1, we have ∆K[θ](θk) = θk ⊗1+1⊗ θk , which proves
that (θk) is a coideal. Since it follows from the form of the antipode in the general case (cf.
[31, Proposition 5.1, p. 56]) or from a simple induction that we have
SK[θ]
(
θn
)= (−1)nqn(n−1)θn
the ideal (θk) is also invariant with respect to the antipode.
The factor algebra A = K[θ ]/(θk) is therefore again a Yetter–Drinfel’d Hopf algebra
over H via the induced structures. It obviously has dimension k over K . We denote the
dual basis of 1, θ, θ2, . . . , θk−1 by p0,p1, . . . , pk−1, thereby using the notation θ also for
the equivalence class of θ in A.
Denote by B the dual of A modified as described in Paragraph 5.13. We can now carry
out the second construction and obtain a Hopf algebra structure on A⊗H ⊗B . We intro-
duce the following elements:
E := θ ⊗ 1H ⊗ 1B, K := 1A ⊗ g ⊗ 1B, F := 1A ⊗ 1H ⊗ p1
q−1 − q .
It is obvious that K is invertible with inverse 1A ⊗ g−1 ⊗ 1B . The following proposition
describes precisely how A⊗H ⊗B arises as a quotient of Uq(sl(2)):
Proposition. The elements E, F , K , and K−1 satisfy
KK−1 = 1 = K−1K,
KE = q2EK, KF = q−2FK,
EF −FE = K −K
−1
q − q−1 ,
Kk = 1, Ek = 0, F k = 0
and this constitutes a presentation of A⊗H ⊗B in terms of generators and relations.
Proof. (1) We show first that the elements E, F , K , and K−1 in fact satisfy the above
relations. Observe that p1 is primitive. The relations are all rather obvious except for the
fourth one. We have
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p1 ↼θ = 〈θ,−p1〉A1B + 〈θ,p1〉A1B = 0,
p1  θ = 〈θ,p1〉Bg−1 + g〈θ,p1〉A = g − g−1.
We therefore can calculate
FE =
(
1A ⊗ 1H ⊗ p1
q−1 − q
)
(θ ⊗ 1H ⊗ 1B)
= θ ⊗ 1H ⊗ p1
q−1 − q + 1A ⊗
(
p1
q−1 − q  θ
)
⊗ 1B = EF + K −K
−1
q−1 − q .
(2) Now suppose that X is the algebra generated by symbols E′, F ′, K ′, and
K ′−1 subject to the above relations. It is clear that we have an algebra morphism
π : X → A⊗H ⊗B . It is obvious from the relations that the elements E′iK ′nF ′j for
0 i, j, n k − 1 generate X as a vector space. On the other hand, the elements EiKnF j
for 0 i, j, n k− 1 form a basis of A⊗H ⊗B by construction. Since a nontrivial linear
relation for the primed system would map to a nontrivial linear relation for the unprimed
system, both must form a basis. Therefore, π is an isomorphism. 
6.3. In order to calculate the integral of A ⊗ H ⊗ B , we must find the integrals of the
components first.
Lemma.
(1) θk−1 is a nonzero left and right integral of A. The integral group element of A is gk−1.
The integral character of A is given by
ιA
(
gn
)= q2n(k−1).
(2) pk−11 is a nonzero left and right integral of B . The integral group element of B
is g−(k−1). The integral character ιB of B is equal to ιA.
(3) The sum ∑ki=1 gi is a left and right integral of H .
Proof. The first and the third assertion are obvious (cf. [22, Example 2.1.2, p. 17]); it
remains to show the second assertion. As we have already pointed out above, we have
∆A
(
θn
)= n∑
i=0
qi(n−i)
[
n
i
]
θ i ⊗ θn−i .
The product of two elements of the dual basis is therefore given by
pipj = qij
[
i + j
i
]
pi+j .
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group element and the integral character follow from Corollary 5.13. 
From Theorem 5.13, we now can obtain immediately the integral of our quotient:
Proposition. The element
k∑
i=1
q2i(k−1)Ek−1KiF k−1
is a nonzero left and right integral of A⊗H ⊗B .
This can of course also be verified directly; this is done in a similar situation in [35,
p. 368].
Appendix A. Further developments
A.1. During the many years in which this article was under review and revision, it was only
available as a preprint (cf. [32]). In the meantime, several other authors have also inves-
tigated the theory of integrals in Yetter–Drinfel’d Hopf algebras. It is the purpose of this
appendix to relate these results.
First, Yu. Bespalov, T. Kerler, V. Lyubashenko, and V. Turaev also derived a formula for
the fourth power of the antipode of a Yetter–Drinfel’d Hopf algebra, even more generally
a formula for a Hopf algebra in a strict rigid quasisymmetric monoidal category with split
idempotents (cf. [3, Theorem 3.6, p. 125]). Their formula involves two morphisms: The
first one, denoted Ω(IntH)H , is called the monodromy for the object of integrals; it coin-
cides with the integral transformation IA in our situation. The second one is denoted by
u0−2 and is defined in a diagrammatic way (cf. [3, Figure 1, p. 118]). Using the ribbon
transformation θ from Paragraph 3.5, this morphism can be expressed as
u0−2 = θTA∗ ◦ θA
as we can see from Proposition 3.7. Here θTA∗ denotes the transpose of the ribbon transfor-
mation θA∗ , where A∗ is considered as a left Yetter–Drinfel’d module as in Paragraph 2.9,
i.e., we have 〈
θTA∗(a), f
〉= 〈a, θA∗(f )〉
for all a ∈ A and f ∈ A∗. Using this, their formula says in our formalism that we have(
S4A ◦ θTA∗ ◦ θA
)
(a)= αRA(a1)aRAIA(a2)aLAαLA(a3)
for all a ∈ A. It is easy to derive this result from the formula given in Theorem 4.9, and
vice versa, once we understand the relation of θTA∗ and θ∗A, which is given in the following
lemma:
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Proof. We use the notation from Paragraph 2.10: ρA ∈ A∗ denotes a nonzero right integral,
ιA : H → K denotes the integral character of A, and gA ∈ H denotes the integral group
element of A. As in Paragraph 3.12, we denote the integral transformation by IA. Consider
the map
β :A→ A∗, a → β(a)
defined by β(a)(a′) = ρA(aa′). It follows from Proposition 2.10 that we have
β(h → a) = ιA(h1)S2H (h2) → β(a), δA∗
(
β(a)
)= g−1A S2H (a1)⊗ β(a2)
for all a ∈ A and h ∈ H . From this, we see that
θA∗
(
β(a)
)= SH (β(a)1)→ β(a)2 = S3H (a1)gA → β(a2)
= ιA
(
g−1A
)
β
(
ιA
(
a2
)
SH
(
a1
)
gA → a3
)= ιA(g−1A )β(θA(IA(a))).
Evaluating both sides on a′ ∈ A yields
ρA
(
aθTA∗(a
′)
)= ιA(g−1A )ρA(θA(IA(a))a′)
or equivalently θTA∗ = ιA(g−1A )I∗A ◦ θ∗A. Since we have I∗A = ιA(gA)2I−1A , as noted in Para-
graph 4.8, the assertion follows. 
We remark that a variant of the composite β ◦ ν−1A was denoted by f in Paragraph 4.3;
this can be used to give a different argument for the linearity properties of β stated above
(cf. Paragraph 4.6).
A.2. If the Hopf algebra H under consideration is finite-dimensional, we have derived in
Paragraph 4.11 the relation θ∗A = ιA(g−1A ) θA ◦MLA ◦ IA by comparing two versions of Rad-
ford’s formula for Yetter–Drinfel’d Hopf algebras. In view of the above lemma, this for-
mula can also be written in the form θTA∗ = θA ◦MLA . These relations, which might appear
a little surprising at the first sight, can be understood from the point of view of the Drin-
fel’d double construction. As explained in Paragraph 3.9, a left Yetter–Drinfel’d module V
can be regarded as a module over D, the coopposite Hopf algebra of the Drinfel’d double
of H cop; the ribbon transformation θV then corresponds to the action of the canonical ele-
ment uD . If we endow the dual vector space V ∗ with the structure of a left Yetter–Drinfel’d
module that was described in Paragraph 2.9, V ∗ of course also becomes a D-module, which
is, however, not precisely the dual in the usual sense, but rather satisfies the relation〈
v, (p ⊗ h) → f 〉= 〈S−1D (p ⊗ h) → v,f 〉
for all v ∈ V and f ∈ V ∗. This implies that we have
θTV ∗(v) = S−1(uD) → vD
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left modular element αLH ⊗ aLH of D (cf. [25, Corollary 7, p. 307]) and since we
have S−1D (uD) = SD(uD) (cf. [22, Proposition 10.1.4, p. 179]), the relation θTV ∗ = θV ◦MLV
seen above in the case V = A can also be obtained as a consequence of the relation
SD(uD) = uD(αLH ⊗ aLH ), which holds by [22, Proposition 10.1.14, p. 183].
A.3. The theory of integrals in Yetter–Drinfel’d Hopf algebras has also been explored in a
number of other directions. Y. Kashina has investigated the question whether the antipode
of a finite-dimensional Yetter–Drinfel’d Hopf algebra has finite order (cf. [12]). As we saw
in Paragraph 3.8, this problem is closely related to the finiteness of the exponent, which she
established in a number of cases. Her work has been amplified by P. Etingof and S. Gelaki,
who also introduced this terminology (cf. [8]).
Furthermore, M. Koppinen has given an analogue of Radford’s formula for the fourth
power of the antipode for so-called double Frobenius algebras (cf. [14]); this generaliza-
tion and the formula for Yetter–Drinfel’d Hopf algebras have been given a unified form
by Y. Doi and M. Takeuchi (cf. [7]). Y. Doi has generalized still another formula, the so-
called second trace formula of R.G. Larson and D.E. Radford, to the Yetter–Drinfel’d case
(cf. [6]).
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