Theoretical accounts of the speed-accuracy trade-off in rapid movement have usually focused on within-movement error detection and correction, and have consistently ignored the possibility that motor-output variability might be predictably related to movement amplitude and movement time. This article presents a theory of motor-output variability that accounts for the relationship among the movement amplitude, movement time, the mass to be moved, and the resulting movement error. Predictions are derived from physical principles; empirical evidence supporting the principles is presented for three movement paradigms (single-aiming responses, reciprocal movements, and rapid-timing tasks); and the theory and data are discussed in terms of past theoretical accounts and future research directions.
acts: the relations among a movement's speed, the movement distance, and the accuracy with which the movement was executed. A major step forward came in 1954 when Fitts presented a now-famous relationship among the movement time (MT), the movement amplitude (A), and the required accuracy (target width, W) in a principle that has since become known as Fitts's law. In the so-called Fitts paradigm, the subject taps alternately between two targets, each of whose width is W, with their centers separated by a distance A, attempting to produce as many taps as possible in a short period of time (e.g., IS sec). Fitts (1954) showed that the relation between A, W, and MT is given by
where a and b are empirically determined constants. Essentially, this equation states that MT is constant for any proportional combination of A and W, and that increasing the movement distance or requiring greater accuracy increases MT. The law thus de-scribes a speed-accuracy trade-off that has been known in general terms for centuries, and includes the variable A that contributes to the movement accuracy in a predictable way. Since 1954, the Fitts principle has been studied in a wide variety of contexts (see Schmidt, Zelaznik, & Frank, 1978 , or Weiford, 1968 , for a review); it will suffice to say here that the law has received a considerable degree of support and nearly no evidence indicating that it may be incorrect. Naturally, there were a number of attempts to explain the mechanisms underlying a law with such strong empirical support, and a number of formalized theoretical accounts emerged. Limitations on space prohibit a discussion of all of these ideas, but perhaps the most widely accepted theory to account for Fitts's law was proposed in 1963 by Grossman and Goodeve (Note 1), later refined and made more accessible by Keele (1968) . The theory, coming as it did from a period dominated by thinking in terms of engineering and cybernetic-control concepts, emphasized the feedback control of movement. According to this idea, a movement is made up of a series of corrections each requiring a constant amount of time and having a constant relative accuracy (i.e., error/ distance). Movements that are longer in distance, or that have smaller targets to which they are aimed, require more movement time because there are more corrections required; thus, movement time is determined by the number of corrections that the subject must make in achieving the target. Keele showed that this notion accounts well for Fitts's law. Keele's derivation proved to be a major source of support for the feedback-based ideas of motor control, and these ideas have enjoyed a great deal of popularity as a result.
It is beyond the scope of this article to review the work related to the Grossman and Goodeve (Note 1) theory (for a brief review, see Schmidt et al., 197fr) , but two lines of thinking have shaken our belief in it recently. First, there is considerable evidence that subjects have a difficult time processing feedback (indicating that a correction for an error in selection should be made) during a movement (Schmidt, 1976) . In reviewing such evidence, one is struck by the consistent conclusion that correcting for errors in response selection (i.e., which require that a new spatial-temporal pattern of movement be initiated) requires at least a reaction time (from 120 to 200 msec); other lines of evidence indicate that such corrections might take considerably longer than 200 msec (see Schmidt, 1976; . Requiring, as the Crossman-Goodeve theory does, that the subject make as many as four or five corrections in a 900-msec movement seems impossible given this body of evidence. Coupled with this evidence about limitations in error correction was the idea that people appear to structure movement sequences in advance and run them off without involvement from peripheral feedback. The idea is not a new one (e.g., Henry & Rogers, 1960; Keele, 1968; Klapp, 197*7a; Lashley, 1917; Schmidt & Russell, 1972) , and these prestructured muscle commands have most commonly been termed the motor program in an apparent analogy to the electronic computer. The evidence about error corrections and feedback processing, together with the recent thinking about motor programs, caused us to search for alternative explanations that would at once be consonant with these lines of evidence and be predictive of the speed-accuracy trade-off.
The alternative we present in this article is based on the ideas that running a motor program results in muscle contractions (in turn, causing a particular pattern of movement), and that the mechanisms involved in this chain of events introduce noise (withinsubject variability). The basis of the theory is an analysis of the role of the motor-output variability (noise) in producing movement inaccuracy and, more importantly, the role of certain movement variables (such as the movement distance, movement time, and mass to be moved) in determining the accuracy of the motor system. Before describing the theory, though, we must turn to a description and rationale of the motor-program notion on which the theory is based.
Motor Programming
According to the usual use of the term, when the subject programs, a set of muscle commands is generated that can cause movement to occur in the absence of peripheral feedback (Keele, THEORY FOR RAPID MOTOR ACTS 417 1968; Klapp, 1977a; Schmidt, 1975 Schmidt, , 1976 . Schmidt (1975 Schmidt ( , 1976 has modified this definition slightly to allow for the use of feedback (primarily associated with the muscle spindles and the gamma loop) to correct for some deviations from the planned pattern of movement (although all such deviations may not be corrected); but the motor-program concept specifically denies that such feedback can be used to change from one pattern to another during the conduct of a single, rapid act (i.e., one with movement time less than about 200 msec). Schmidt (1976) has referred to the correction of an ongoing response without changing the originally denned pattern as a correction for errors in response execution while changing the original pattern in favor of another represents a correction for an error in response selection.
As Schmidt (1976) pointed out, there has been considerable confusion in the literature dealing with the motor-program concept, especially with respect to the use of the term feedback. Behaviorists who have used feedback in relation to the motor program mean that feedback requiring the selection of a new program (stopping of an existing pattern, changing to a new pattern, etc.) cannot be used for approximately 200 msec after the movement has started. There is ample evidence, however, that the motor system uses information from the periphery to control ongoing responses, but these sources of feedback do not seem to be involved in the selection of new responses, only in the control of ongoing ones. Thus, we wish to be clear in saying that feedback (peripheral information) is used in rapid programmed responses, but only in relation to corrections for minor errors in execution. (See Smith, 1978 , for evidence of ongoing modifications.) Note that the Grossman and Goodeve (Note 1) and Keele (1968) models are referring to feedback about an error that requires that a new response (a correction not originally programmed) be initiated to achieve the target; in our terms, this theory implies the use of corrections for errors in response selection.
In rapid movements, in which the movement time is less than the loop time for feedback to cause a change in response selection, motor-program theories specifically deny the Crossman-Goodeve idea that the subject makes feedback-based corrections of the original pattern to achieve a target. When the movement is somewhat longer in time (e.g., between 200 and 500 msec), feedback involvement is clearly possible (see, e.g., Keele & Posner, 1968) , but the subject may or may not use feedback depending on the circumstances surrounding the movement. The present theory will not deal with predicting when, and under what conditions, programmed acts occur when the movement time is greater than 200 msec, so-suffice it to say that we assume that movement can be programmed when the movement times are long. (See Shapiro, 1977 , for additional evidence.) Thus at some point before the response is initiated, the system as a whole must have specified (a) which muscles are to contract, (b) in what order they are to contract, (c) the relative and absolute forces with which they are to contract, and (d) the temporal relations among the contractions (i.e., the phasing).
In keeping with our earlier thinking (e.g., Schmidt, 1975 Schmidt, , 1976 Turvey, 1977) and with the direction provided by recent evidence, we believe that the motor program should be considered as an abstract memory structure containing codes capable of being transformed into patterns of movement. The patterns produced from a given program have certain invariant properties, even though two responses from the same program might have large differences in other respects. Under this view, the program is generalized, so that parameters are required to specify the particular way in which the program is to be executed (see Schmidt, 1975 Schmidt, , 1976 Turvey, 1977) .
A major problem confronting the area of motor behavior today is the discovery of the invariant features of motor responses. If such features can be uncovered, the aspects of a movement that are variable will be taken as parameters of the response. At present, there has been the suggestion that the phasing of a response (i.e., the temporal relationships among various contractions within a movement pattern), as well as the relative forces in the various contractions participating in the movement, may be fundamental TIME Figure 1 . Accelerometer tracing of a 10-cm movement of a stylus to a target. invariant properties of motor programs. However, other viewpoints are available, and the issue is a complex one. The major assumption is that some invariant features of movements exist, and that they are represented in motor programs.
Parallel to the discussion about the invariant properties of movements has been the interest about the nature of the parameters. Various writers have suggested that some of the parameters might be (a) the overall speed of a response (Glencross, 1973; Shapiro, 1977 Shapiro, , 1978 Armstrong, Note 2) , (b) the overall "gain" of the force as it applies to all of the muscles participating in the act, and (c) perhaps certain movement-size variables (that might determine the overall size of a response such as, e.g., the height of handwriting-see Merton, 1972) . Schmidt (1976) has reviewed some of this thinking. There is evidence that particular muscles are not specified in the motor program (e.g., Klapp, 1977b) ; such a conclusion comes also from the observation that we can sign our name on a check or on a blackboard some 10 times larger, both with the same pattern but with different muscles and joints. (Such observations have also led us to suspect that the muscle groups to be used might be a parameter of the response.) The issues about invariant features and parameters are controversial, however, and we do not wish to take a strong stand here about the specific nature of the invariant properties or about the specification of parameters. The major point is that motor programs contain certain invariant features of the movement, and the movements can be produced differently on different occasions by application of different parameters.
It is not coincidental that the most important kinds of responses explained by the present theory are those for which the motorprogram concept has had its strongest support: discrete rapid movement. In the description of the theory that follows, it will be helpful to describe some of the characteristics of one kind of these responses, single aiming responses to a target.
Single-Aiming Movements
One major focus of the present article is the control in the movement of a hand-held stylus directed toward a target. The movements are typically rapid, with movement times of less than 200 msec (although some have movement times as long as SOO msec), and movement distances range from 7.5 to 60 cm. The subject begins with the stylus at rest on a starting switch, accelerates the stylus to the left (for right-handed subjects), and then decelerates it so that the tip of the stylus comes as close as possible to a target. The movement time is measured as the interval between the closure of the switch at the starting position when the stylus leaves until the closure of another switch (in the stylus) when the stylus strikes the target (or the surrounding area).
We attach an accelerometer to the stylus to record the accelerations and decelerations in the major direction of travel (i.e., parallel to the line drawn between the starting position and the target), and the pattern of accelerations is recorded on a polygraph. In Figure 1 , a record of a typical movement, with a movement of 180 msec and a movement distance of 10 cm, is shown. An initial acceleration occurred (a downward deflection of the acceleration curve) that lasted for approximately 90 msec until the curve recrossed the baseline. This was followed by an approximately equal-sized deceleration curve (an upward deflection) that required another 90 msec or so before the curve reached the baseline again. Some other de-celerations followed, represented by continued changes in the wave, but these probably occurred well after the target was struck. The time of closure of the starting switch is indicated by the small oscillations in the initial accelerative wave (the beginning of the "movement time"), and it is interesting to note that there was considerable acceleration (for approximately 20-30 msec) before the movement time began to be recorded. The switch required approximately 2 mm of movement to actuate it, and this 20-30 msec was probably associated with producing this initial amount of movement. In addition, the time of contact with the target board is indicated by the larger spikes near the middle of the decelerative wave (seen at the end of "movement time"); there seemed to be considerable deceleration remaining after the stylus struck the board.
Two things seem important for us to emphasize from these records. First, the measured movement time of 180 msec does not correspond closely with the interval over which acceleration and deceleration were occurring; the movement time was considerably shorter than the entire movement. Second, since all of the deceleration had not occurred by the time the stylus struck the target area, the stylus must have struck the board while it was still moving laterally. Casual observation of the trajectory of these movements would suggest that they follow a roughly parabolic course, attaining maximum height somewhere near the middle of the movement. (Langolf, Chaffin, & Foulke, 1976 , have recorded the trajectories of reciprocal hand movements, and their movements had essentially these characteristics.)
The Theory
Impulse Variability
We return now to a discussion of the pattern of accelerations produced during the single-aiming movements as discussed in a previous section. First, consider only the accelerative portion of the response shown in Figure 1 . The area under the force-time curve for acceleration is termed the impulse for acceleration, and can be thought of as the aggregate of accelerative forces that act in the direction of the movement endpoint.
Since, from Newton's second law, Ft = m-v (i.e., force X time = mass X velocity), and the mass of the limb is constant, the velocity of the movement at the end of acceleration (where the acceleration-time curve crosses the baseline) is proportional to the impulse for acceleration.
1 Doubling the impulse for acceleration produces twice the velocity at the end of acceleration; thus accel « Velotity a(t er accel-
Also, any factors that cause variability in the impulse size, either by changing the force (height) or the time over which the impulse is operating (the length), will cause proportional changes in the variability of the velocity of the movement at the end of acceleration. That is, Equation 3 is particularly important. Since the height of the movement (i.e., perpendicular to the movement direction), as well as the rate of climb and drop, are assumed to be preprogrammed, a movement with a horizontal velocity that is too great (due to variability in the impulse for acceleration) will have traveled too far by the time the elevation drops to zero. Conversely, a movement with a horizontal velocity that is too small will not have traveled far enough by the time the stylus drops to the target surface. Since the variability in the distance traveled is what we (and others dealing with the Fitts paradigm) have labeled the effective target width (W e ), a measure of the accuracy of the response in achieving the target area, it should be clear that W e is directly proportional to the variability in the velocity after acceleration and is, in turn, directly proportional to the variability in the impulse for acceleration. Thus, W e oc cr ImpulsCaccel-
Next, it seems logical to ask about the factors that contribute to the variability in the impulse for acceleration. Such variability can be produced by two basic sources: (a) variability in the height of the force-time Figure 2 . Relationship between the average amount of force produced versus the average withinsubject deviation of forces produced.
curve (i.e., in force) or (b) variability in the width of the force-time curve (i.e., in the time over which the impulse is acting).
Early in the project we suspected that the variability (within subjects over trials) in the force produced is proportional to the force produced, o-Force °c Force.
We also suspected that the within-subject variability of the impulse duration is proportional to the impulse duration, o-Impulse Duration cc Impulse Duration.
Since these two relations are the basis for the theory presented in this article, we turn now to the evidence for these assumptions. In generating the experiments to test the assumptions, we reasoned that the variabilities in force and time can probably be caused by two distinct kinds of sources. First, they can be caused by the subject changing the goal from response to response, so that the variability in a series of responses might be due to changes in what was programmed. Or, the subject may execute the same program over and over on successive trials, but noise in the motor system downstream from the motor program might make the produced output different on different attempts. In the experiments that follow, we attempted to have subjects produce the same goal over a series of trials (with minimal intertrial intervals) so that the variability due to choosing a response in different situations would not be a major component of the variability in our data.
Variability in force.
We conducted two experiments that tested this assumption, one of which is reported briefly in . Basically, subjects exerted essentially isometric forces against a fixed attachment to a strain gauge, and monitored their responses on an oscilloscope. They were instructed to "shoot" the oscilloscope dot to an indicated target line in time to a metronome set at one response per 800 msec. They were cautioned not to adjust the movement while it was in progress, but rather to produce programmed "shots" of movement that would just make the dot reach the target. In the first experiment, there were six forces ranging from .19 to 1.13 kg, and for the second experiment the forces were larger, ranging from 2.2 to 13.9 kg.
The major findings are shown in Figures  2 and 3 . For both experiments, there was a strong linear relation between the withinsubject variability in force and the amount of force produced. For the experiment with smaller forces, the correlations for individual subjects ranged from .91 to .99, with the correlation between the average within-subject variability against the average force produced being .97 for the six points in Figure  2 . The individual subjects' correlations for the second experiment ranged from .84 to .98, and the correlation between the average within-subject variability in force and average force was .99 for the six points shown in Figure 3 . The slopes were nearly identical for the two studies (.061 and .056, respectively) , and the intercepts were nearly identical as well (.015 vs. .016 kg, respectively).
The two experiments together support our assumption that there is a strong linear relation between force and force variability over a wide range of forces. However, there is some doubt as to whether the variables are related proportionally, as there was a nearly constant (.016 kg) nonzero intercept. The reason for the lack of strict proportionality is not clear, but one possible cause is the presence of measurement errors that would simply act to shift the entire line upward. The magnitude of the intercept, however, was quite small, and we felt that the minor deviation from proportionality was not serious enough to prevent us from looking further at the model. We then turned to the second assumption -that the within-subject variability in impulse duration was related to impulse duration.
Variability in impulse duration. We studied the variability in impulse duration by having subjects move a light lever with oscillating elbow flexion and extension movements in time to a metronome set at either 200, 300, 400, or 500 msec/click. Subjects watched the output of their movements on an oscilloscope and attempted to move between two large (8°) target zones, using the zones only as a general indication of the desired movement amplitude; the zones could be positioned so that the overall movement amplitude was 16°, 32°, 48°, or 64°. We recorded the movement trajectories via a potentiometer attached to the axle, and we recorded the forces exerted against the handle via a strain gauge attached as the connecting link between the handle and the lever. The force records thus produced appeared as an impulse for acceleration followed by one for deceleration, and so forth, and appeared to be similar to the record shown in Figure 1 , except continuing for a number of cycles. We recorded the impulse duration as the interval between successive crossings of the zero-force baseline and computed the within-subject variability of the impulse duration as the standard deviation of these values for a series of 40 cycles. Two such bouts were averaged to obtain each measure of the variability of impulse duration. The essential results of this experiment are presented in Figure 4 , where the average impulse variability across five subjects is plotted against the obtained movement time.
The four points at each movement time represent the four amplitudes. The most striking aspect of the data is the strong linear trend between variability in impulse duration and the movement time (which is essentially twice the impulse duration in all cases). For the subjects taken separately, the correlations between impulse variability and movement time ranged from .85 to ,96; and for the 16 data points in Figure 4 , with the different amplitudes considered and the variability averaged across the five subjects, the correlation was .90. In addition, the relation appeared to be a proportional one, with the intercept being nearly 0 (-4 msec) (note that the abscissa in Figure 4 is "broken" Figure 4 . Relationship between the average duration of the impulse and average within-subject standard deviation of the impulse length.
to save space); the slope of the line of best fit was .062.
The data from this experiment provided strong support for the assumption (Equation 6 ) that the variability in the length of the impulse is directly proportional to impulse duration (or to the movement time). These data are not the first to show such effects, however, as Michon (1967) has shown a similar function for repetitive tapping responses, and Gottsdanker (Note 3) has provided data showing that reaction time and its within-subject variability are related nearly linearly (see also Buckolz & Rugins, 1978; Wing & Kristofferson, 1973) . The implication of these findings taken together is that the mechanism that meters out intervals of time during which the musculature contracts is variable, and the amount of variability is directly proportional to the length of the interval of time to be metered out.
Impulse Variability and Movement Variables
Having provided support for Equations 5 and 6, we turn now to an analysis of the role of various movement variables on impulse variability, and hence on W^. We consider the effects of movement amplitude and movement time in the following sections.
Effect oj movement amplitude. Figure S shows hypothetical force-time curves for two movements; both have the same movement time (say 200 msec), but Movement 2 has twice the amplitude of Movement 1. Since, in a fixed movement time, the stylus tip in Movement 2 must cover twice the distance as it does in Movement 1, the velocity at the end of acceleration must be twice as large; by Equation 2, the impulse for acceleration must be twice as large as well. 2 Since the impulse for acceleration can be doubled only by increasing its height (force) for a fixed duration, and the variability in the force is assumed to be directly proportional to the amount of force produced (Equation S), it follows that the variability in the impulse (and hence W K -Equation 4) is directly proportional to the movement amplitude (A), W e a A. (7) Effect of movement time. Now consider the movements represented by the hypothetical force-time curves in Figure 6 . Both of these movements are assumed to have the same movement amplitude, but Movement 1 has twice the movement time of Movement 2. First, if we assume (only for clarity of presentation) that there is no variability in the duration of the impulse (this is, of course, directly contrary to Equation 6) , what are the effects of movement time on the amplitude of the force waves? Since Movement 2 must have twice the velocity of Movement 1 (since the stylus travels the same distance in half the time), its impulse for acceleration must also be twice as large (Equation 2). However, there is only one half the time in Movement 2 to develop an impulse of twice the area, and thus the height of the impulse must be four times as large in Movement 2 as it is in Movement 1. Since the variability in the force produced is directly proportional to the amount of force produced (Equation 5 ), it appears that the variability in the height of the impulse in Movement 2 must be four times that for Movement 1. This argument leads to the conclusion that if there is no variability (within subject, over trials) in the impulse duration, the variability in the height of the impulse, and hence the variability of the impulse itself, will be inversely proportional to the square of the movement time (MT), a Impulse a I/Mr 2 .
Equation 8 is based on the assumption that there is no variability in the duration of the impulse (contrary to Equation 6), and now we need to consider the effect of this source of variability. If we assume (again, only for clarity of presentation) that there is no variability in the height of the impulses in Figure 6 , Equation 6 indicates that the variability in the length of the impulse is directly proportional to the impulse duration, and thus to movement time. Assuming no variability in impulse height, the variability in the impulse is thus proportional to MT, <r Impulse a MT. (9) Apparently, varying the movement time has two opposite effects on the variability of the impulse. Shortening the movement time increases variability in the height of the impulse (by a factor proportional to l/MT 2 ), and at the same time it decreases the impulse variability by reducing the variability in the impulse duration (by a factor directly proportional to MT). Combining these two effects into a single expression, in which both force and time are free to take on variability, we have the impulse variability (and hence W e by Equation 4) being inversely proportional to the movement time (MT),
Amplitude and movement time effects. When we combine the expressions relating W e to amplitude and movement time into a single expression, the result is the basic statement of the theory. Since W K is directly proportional to the amplitude (A; Equation 7) and inversely proportional to MT (Equation 10),
The expression is analogous to (though obviously not equivalent to) the Fitts (1954) expression, in that it provides in a single equation the relationship among the three variables of movement time, movement amplitude, and accuracy. We see the ratio A/MT as a term that quantifies the movement's difficulty, in that moving farther (movement time constant) or in less time (distance constant) results in greater inaccuracy in hitting the aimed-for target. The implications for the speed-accuracy trade-off with the Fitts paradigm should be obvious. If the subject attempts to move a given distance (A) to a target of a fixed width (W) too quickly, W e (the spread of responses about the aimed-for target) will be too great, resulting in too many errors; since a high error rate will be unacceptable to the experimenter, the subject is required to slow down, reducing the ratio of A/MT by increasing MT. Thus, the theory presented here sees the limitations in the subject's capacity to move quickly as an indirect result of the variability produced by the force-and timeproduction mechanisms. This is, of course, considerably different from the Grossman and Goodeve (Note 1) and Keele (1968) models in which the limitations in movement speed are taken to be related to the number of within-movement corrections required to achieve the target.
Evidence from Single-Aiming Movements
The most important prediction of the model is that the effective target width of a series of aiming responses will be proportional to the average velocity of those movements, A/MT. The single-aiming experiments we have done to test this prediction have a number of features in common, and it will be helpful to describe them first.
Single-Aiming Paradigm
Essentially, we treat the movement distance and movement time as independent variables, allowing the error (W e ) to be the single dependent variable; we constrain movement distance by the physical separation of the target from the starting point, and the movement time by providing knowledge of results (KR) in a series of practice trials; and we provide movement-time information to the subject only if he or she falls out of a 10% tolerance band for movement time. (Notice that this procedure is considerably different from the Fitts (19S4) paradigm used to study the same variables; in that paradigm, amplitude is fixed, and movement time and W e [usually scored as percentage of hits] are dependent variables.) A number of movement distances and movement times are selected so that they provide variability in the computed A/MT, and the relationship between the obtained A/MTs and the W e s are investigated. Errors (W e ) are recorded from the holes that the stylus makes when the subject aims at the target, and are coded with colored pens (with five trials per target sheet). Movement times are measured from a millisecond timer triggered by a switch at the start of the movement and stopped by a switch in the stylus.
Long Movement Times
In the first experiment, we used movement times of 200, 300, 400, and 500 msec, hoping to show that the W K -A/MT relation would have generality over a wide range of movement conditions much as Fitts' law has. In combination with these movement times, we used movement distances that ranged from 7.5 to 60 cm, 16 combinations of A/MT resulting from the combination of the amplitudes and movement times. In the first experiment, the target was a line perpendicular to the movement direction, and subjects were instructed to hit the line anywhere along its length; W e s were scored in the dimension parallel to the overall movement as dictated by the model. Three subjects participated in each of the 16 combinations of A and MT on different days, 100 trials per condition. Only those trials that met the movement-time criterion were scored.
The major results of this experiment are shown in Figure 7 , where the average obtained A/MT is plotted against the W e ; the values are plotted for separate values of movement time as well. Taking all of the points, there was a rough, linear relationship between A/MT and W e , but a number of points (especially those with low values of A/MT seemed to detract from the overall relationship. Even so, the correlation between average A/MT and average W e (using the 16 data points in Figure 7 ) was .91. Moreover, the relation appeared to be reasonably close to a proportional one, with a near-zero intercept of .81 mm. Although the data did not appear to be as "clean" as we would have liked to see, they did provide some initial support for the model.
A closer examination of Figure 7 reveals some interesting and unexpected trends. Considering the sets of four points with the same movement times together, there appears to be a reasonably linear trend for each set, with a tendency for an increased slope as the movement times decreased. We subsequently computed the regression equations for each of the movement times separately, and the correlations were .78, .85, .73, and .86 for the 500-, 400-, 300-, and 200-msec movements. The appearance of increased slope and intercept with decreasing movement time was supported statistically; the intercepts were 1.24, 1.49, 2.40, and 3.27, and the slopes were .008, .011, .017, and .021, respectively, as the movement times decreased from 500 to 200 msec. From these data, it was certainly not clear that the W e s were behaving in a way predicted by the theory.
Initially, we had hoped that the W e -A/MT relation would hold for movement times up through 500 msec, and that the relation would provide a good description of the effects of A and MT much as Pitts' law had. But this experiment suggests that our goals were clearly too high. Perhaps this was to be expected, since the model is predicated on the idea that the movements are programmed in advance with no within-movement corrections, and Keele and Posner (1968) have shown clearly that visually based corrections are possible with aiming responses with movement times as short as 260 msec. With long movement times, the subject is free to produce a rapid initial impulse (with a great deal of noise in it), monitor the course of the movement, and issue a correction to at least partially nullify the effects of the noise. The limit of the slope of the A/MT-W K function as the movement time increases should be zero, since the subject should have ample time to correct any impulse-caused errors during the movements. It appeared that the model was not particularly effective in predicting the W e s in these slower movements, and we have subsequently studied more rapid movements where the programming requirements are apparently satisfied.
Short Movement Times
The next experiment used essentially the same procedures as the previous one, except there were three movement times (140, 170, and 200 msec)-all supposedly below the value required for within-movement corrections-and three movement distances (10, 20 , and 30 cm) in a completely crossed design with four subjects. There were more trials used (180) with the 10% error limit on movement times as before. Rather than aiming at a line, the subjects in this experiment aimed at a dot, and we scored errors in both the dimension parallel to the overall movement direction (distance errors) and in the dimension perpendicular to it (direction errors). Figure 8 shows the distance W K s as a joint function of the movement distance and movement time. There was a nearly linear relation between W e and distance at all of the movement times, and increasing the movement times appeared to cause a systematic drop in W e ; both of these effects were statistically reliable, but the interaction between them was not. It is interesting to note that the linear relation between A and W e in these data supports the similar findings in the previous experiment ( Figure 7) .
Distance Errors
The most important aspect of the data, however, was the relation between W e and A/MT, and this plot is shown in Figure 9 . With one or two minor exceptions, there was a strong linear trend between these two variables, and the correlation for the nine data points was .97. The intercept was 2.12 mm, which was similar to the values found in the previous experiment for the 200-and 300-msec movement, and the slope compared favorably as well (.033 vs. .021 for the 200-msec movement times in the previous data). There was a slight tendency for the 200-msec movements to have a somewhat smaller slope (.026) than the remainder of the (faster) movements, and this perhaps suggests that there may be some slight tendency for error corrections in these movements. Perhaps, as Keele and Posner (1968) have suggested, the value of 190 msec is the minimal movement time that allows visually based movement corrections.
Direction errors. Next, we examined the direction errors, computed in the dimension perpendicular to the direction of the overall movement. Figure 10 shows the separate effects of amplitude and movement time on W e for direction, and the plot looks very much like Figure 8 . There was a linear relation between amplitude and direction W e for each of the movement times, and decreasing the movement time appeared to cause systematic elevations in these functions. Both of these effects were statistically reliable, but the interaction term was not. The major difference between the direction and distance W e s was that the average distance W K was about twice that for direction W e , and the slopes and intercepts appeared to be larger for the distance W e s as well.
Again, the most interesting aspect of these data was the relation between the direction W e and the ratio of A and MT. This relation, plotted in Figure 11 , appears to be strongly linear. The correlation between the average A/MT and average direction W e for the points shown in Figure 11 was .98. The slope of the line of best fit was .018 (vs. .033 for the direction W e s), and the intercept was 1.20 (vs. 2.08 mm for the direction M/ e s). 
Strengths and Limitations
Taken together, the linear relationships between the distance and direction W e s and A/MT should be seen as strong support for the model, and they suggest that the model seems to have its strength limited to movements that are rapid and, hence, programmed. The relations were not proportional as predicted by the model, however, and this aspect of the findings was somewhat disturbing. One possibility is that errors in measurement caused the nonzero intercept by adding a constant to all of the data points. We estimated the error in measurement (by scoring the data again and estimating the standard deviation of the differences in scores between the two readings) at .34 mm; this was not sufficient to account for the 2-mm intercept in the direction data. Thus, some of the nonzero intercept is due to measurement errors, but there must be other components as well. small, but our data do not speak to this question. Also, it is possible that the nonzero intercept is caused by noise in the motor system that is not related to the nature of the movement to be made; tremor is one such source of variability that may contribute to the lack of proportionality. Some of our future efforts will be directed at discovering the sources of this nonzero intercept.
Finally, it may be tempting to conclude that the present model has relevance only for movements that are rapid in time. As we have said elsewhere , we do not think so. A working hypothesis we hold at present is that the model holds for movements that do not have feedback-based corrections, and this category, of course, contains movements with short movement times. But it is reasonable to believe that the model might hold also for movements with longer movement times, provided that they are programmed and are not corrected during the response. It is possible that many well-learned responses that require a 500-msec movement might not be monitored at all, and hence the accuracy would be determined by the principles described in this article. After all, in the aiming tasks that we usually study, the subject has but the one goal of hitting the target, and he or she will presumably do whatever is necessary to achieve it; hence, visual monitoring of slower responses seems to be a common strategy. But in other situations in which responses are made in the context of many other events that compete for attention, it is reasonable to think that people program simple responses (even though they be long in time) so that they do not have to attend to them. Also, we certainly cannot attend to all of the parts of the body that are involved in a complex act like pole vaulting, and most of these actions are probably programmed, with their accuracy being determined by the principles described here. We have no evidence on this point as yet, but this notion provides some interesting research directions.
What is the Source of Variability?
Although it is interesting that the model predicts error in direction ( Figure 11 ) as well as in distance (Figure 9 ), this finding is important from another, less obvious, viewpoint. The basic model shows that variability in the endpoint (in the dimension parallel to the direction of the movement) should be proportional to the ratio of A and MT (average velocity of the movement). But in the dimension perpendicular to the direction of movement (i.e., direction errors), the amplitude of the movement is always zero, because the limb covers zero distance in this direction, If the distance is always zero, then the average velocity (again in this orthogonal direction) is zero as well, regardless of the movement time. Hence, a strict application of the model would predict that the effect of movement time on errors in the direction dimension should be zero, since movement time does not affect the average velocity if the distance moved is always zero. The fact that in the previous experiment, the movement time does have predictable effects in the direction dimension should not, however, be seen as a contradiction of the model. Rather, the result, with an additional assumption, may allow us to estimate the sources of variability in these rapid responses.
In single-aiming movements of the type studied here, many muscles operate in combination with appropriate amounts of force to move the stylus along an essentially straight pathway (viewed from above). As mentioned previously, the parameter of force applied to the generalized motor program is thought to control the forces of the various muscles proportionally; making a movement more rapidly would involve applying proportionally more force to each of the muscles for a shorter amount of time. If the relation between the amount of force and the variability in force "resides" within the motor program, then one would expect that decreasing the movement time and requiring proportionally more force to be applied in each of the muscles (with proportional amounts of variability correlated across the various muscles) would result in no increase in the variability in the direction of the movement. Too much force in one muscle would be counteracted by a proportional amount of force in another, resulting in the movement having a straight pathway and no additional error in direction. The fact that decreased movement time increases the variability in the direction dimension tends to argue against this model, and at least some modification is necessary to conceptualize the program's operation in this way.
A Model of the Locus oj Variability
One way to conceptualize the introduction of variability into the motor system is to propose that the variability is added during various processes contributing to movement. The first source of variability might be in program selection, in which errors are produced by selecting a program that is inappropriate for the environmental situation (e.g., selecting a kicking program when a throwing program is required). This source of variability is probably small in our data, as there was virtually no uncertainty about what to do in aiming at the targets, and the targets were fixed for a long series of trials.
A second source of variability might be conceptualized as variability in selecting the parameters for the program. How this parameter-selection variability might be related to the ratio of A/MT is not clear; one possibility is that when the value of the parameter is small, there are relatively fewer values from which to select the proper one than is the case if the parameter had a large value. This notion is similar to the idea used by Fitts (1954) in deriving the information content (or difficulty) of movements that differ in amplitude; if the amplitude is doubled, then there are twice as many amplitudes from which to choose in selecting the proper one. One difference between Fitts's argument and ours is that we do not necessarily believe that amplitude per se is a parameter of movement.
The third source of variability that we can conceptualize is added downstream from the parameter selection. Such variability can be thought of as random (e.g., noise), in the sense that it is uncorrelated across the various muscle groups; one muscle group can have a positively signed noise component while another can have a negatively signed one, and that relation could be reversed on the next trial. Physiologically ; we can imagine that the noise might exist in terms of how the neuronal information to the motor-neuron pool in the cord becomes translated into the activation of a certain number of motor units, which ultimately determines the amount of force produced (Burke & Edgerton, 1975) .
Such a view of the motor-programming processes, although interesting, seems largely untestable because we do not have ready access to measures of the outputs or the variabilities in these stages. However, a twohanded movement paradigm does allow some preliminary tests of this kind of model, and the rationale for it is presented in the next section.
Two-Handed Movement Paradigm
In 1903, Woodworth observed 3 that "it is common knowledge that movements with the left and right hands are easy to execute simultaneously. We need hardly try at all for them to be nearly the same" (p. 97). It is reasonable to extend Woodworth's observations somewhat to suppose that the two hands might be controlled by the same program when executing these simultaneous acts. Kelso, Southard, and Goodman (1979a; 1979b) have provided some evidence for this assertion by showing that simultaneous leftand right-hand aiming responses (mirror images of each other) demonstrated remarkably similar kinematic properties. For example, they found that the time of maximum velocity and acceleration, the initiation time, and the arrival time were very similar, suggesting that there were some invariant features in the behaviors of the two hands. However, the two hands could move simultaneously with different distances or with different heights, suggesting that these aspects of the response were not invariant across hands; but subjects found it very difficult to move the two hands with different movement times, suggesting that this aspect was in some way common to the two hands. In terms of the concept of generalized motor programs, certain invariant features of the movements are determined by the motor program, certain common properties of the twohand movements (e.g. ( the movement time) can be thought of as parameters that are applied to both hands together, and certain other properties of the movements (e.g., their heights or movement distances) can be thought of as parameters applied to each hand separately.
We have used this idea to examine the sources of variability in aiming responses. Essentially, subjects make two simultaneous movements of the two hands to two targets (2-mm dots). The subject moves identical styli like those in our single-aiming situations; but the starting switches are peripheral, and the subjects move to two targets that are directly in front of them, set 10 cm apart. The instructions are to move simultaneously, to achieve a stated movement time, and to attempt to be as accurate as possible in hitting both targets. We record the W e s in the distance and direction dimensions (as we did in the previous experiment), as well as the movement times, for both hands; thus, each trial results in three pairs of scores.
Under this kind of experimental procedure, we can conceptualize the processes leading to a two-handed movement as in Figure 12 . First, there is, program selection, with the possibility of variability resulting from the selection of the wrong motor program. 4 Next, parameters common to the two hands must be provided. From the data of Kelso et al. (1979a Kelso et al. ( , 1979b , it is tempting to suggest that one of these parameters is the overall movement time (since the hands move simultaneously), but we are not certain about this issue. 5 Whatever these common parameters might be, variability in their selection will be evident in the behavior of both hands. Next, parameters are added that determine the specific movement characteristics of the two hands (e.g., the movement heights or amplitudes) while maintaining the invariant features of the movement inherent in the program. The selection of these specific parameters is subject to variability; since the selection processes are thought to be separate for the two limbs, the variability is assumed to be independent between limbs as well. The final source of variability is related to the activation of motor units, such that a given command can result in the production of various muscular forces, and this source of variability is seen as being specific to the limb.
Using as the statistic of primary interest the correlation (computed within subjects 4 We argue that the program is selected first. Klapp (1977b) has shown that the subject can select the program ("dit" vs. "dah") without knowing which muscles to use, and Zelaznik, Shapiro, and Carter (Note 4) have shown that information about which muscle to use cannot be employed while the subject is uncertain about the program to execute. In our terms, muscle selection is a parameter of the response; it must, by definition, be different for the right and left limb. 5 Certain lines of evidence suggest strongly that overall time may be an important parameter of the program (e.g., Shapiro, 1977 Shapiro, , 1978 Armstrong, Note 2) ; but recent studies by Schmidt and McGown (Note 5) have shown that the movement time increases when the movement is suddenly loaded, contrary to the notion that the parameter of time has been specified. It is possible that the parameter common to both limbs is not time per se, but rather a parameter (such as force) from which time is the result. Thanks are due to Kelso (Note 6) for alerting us to this possibility. over trials) between the behaviors of the two hands, we can estimate the relative contribution of the two major subdivisions of variability: (a) variability in program selection or in the selection of parameters common to both limbs and (b) variability in parameters specific to the limbs or in the recruitment of motor units at the spinal level. If the correlation between hands is 1.0 (i.e., the hands each behave similarly on the various trials), then all of the variability in movement outcome is associated with the variability in the selection of programs or of the common parameters, with none of the variability being associated with factors "downstream." However, if the correlation between hands is 0 (i.e., the hands each behave unsystematically different on the various trials), then none of the variability in the movement outcome is associated with variability in the selection of common parameters, and all of the variability has resulted from the later processes. Or, if the correlation is intermediate, for example, .50, our interpretation is that 25% (.SO 2 X 100) of the variability is associated with common-parameter selection (or program selection), and the remaining 75% is associated with specific-parameter selection or in the recruitment of motor units. Thus, we view the size of the between-hands correlation as an index of the extent to which the variability in movement outcomes is caused by central factors (see Figure 12) . We (Schmidt, Marteniuk, & MacKenzie, Note 7) had two subjects perform 180 twohand aiming trials on each of 2 days at each of two movement times (150 and 225 msec, controlled by KR about errors in movement time as in the single-aiming responses); the targets were 20 cm from the starting position. Table 1 contains the average (across days, subjects, and movement times) W K , constant error, and between-hands correlation for the movement time, distance, and direction errors. Before turning to the between-hands correlations, we note a number of findings that are relevant to other aspects of the present theory. For example, there was approximately 24% greater distance W,. for the 150-msec movements (25.3 mm) relative to the 225-msec movements (20.4 mm). In contrast, there was approximately 26% smaller movement-time variability for the 150-msec movements (15.3 msec) in relation to the 225-msec movements (19.4 msec). That the movement-time variability is directly proportional and W e is inversely related to movement time come directly from the model. Not related to the theory, but nevertheless of interest, is the finding that the left hand had approximately 11% greater W K and 6% greater movement-time variability than the right hand; the movements of the two hands were not quite identical as Kelso et al. (1979a Kelso et al. ( , 1979b have suggested.
The most important feature of the data was the between-hands correlation. Considering the movement-time variable, the betweenhands correlation was .83 (ranging from .75 to .87 for the two subjects and movement times). Using the rule defined earlier, our interpretation is that 69% (.83 2 X 100) of the variability in movement times was due to program-or common-parameter-selection factors, whereas only 31% was associated with variability in the subsequent factors.
The picture is quite different for the spatial measures of accuracy, however. For distance errors, the between-hands correlation THEORY FOR RAPID MOTOR ACTS 433 was .09 (ranging from -.01 to .20), suggesting that less than 1% (.09 2 xlOO = .&%) of the observed variability in distance was due to program-or common-parameter selection, whereas over 99% was due to specific-parameter selection or motor-unit recruitment. For direction errors, the correlation was .31 (ranging from .22 to .46) so that about 10% (.31 2 X 100 = 9.6%) of the observed variability was caused by factors specific to the limbs.
Earlier, we suggested that a common parameter (perhaps a timing parameter) must be applied to both limbs simultaneously in order that the two limbs perform the two tasks with similar temporal characteristics. The between-hands correlation for movement time (r = .83) tends to support this view, indicating that about 70% of the variability in time was caused by factors common to the two limbs. That not all of the variability in time was caused by these factors perhaps means that variability "downstream" caused velocity variation and thereby caused some small variation in time. The same argument can be used to explain why not all of the variability in the spatial measures of error (1% and 10% for distance and direction) was associated with the specific limb as the model suggests. Although most of the variability was associated with the particular limb, there was some common-parameter (or program-selection) variability that tended to contribute to spatial inaccuracy in a small way.
Determining whether these interpretations of the two-handed data are correct will have to await future experimentation. But one conclusion seems clear and important: Very little of the variability in the spatial aspects of a single-aiming response is associated with variability in program selection; rather, the variability appears to be caused by variability in the specific-parameter selection or in motor-unit recruitment. Locating the exact source of this later variability could have important implications in understanding motor behavior.
Rapid-Timing Tasks
The next section is concerned with the extent to which the principles outlined in the previous sections-primarily those dealing with impulse variability and programmed movement control-apply to motor responses with goals other than hitting a target. One such task that has been studied in various theoretical contexts is the rapid-timing task, in which the subject attempts to move a slide on a trackway (or, alternatively, a lever rotating on an axle) a given distance or angle in a given time (Schmidt & White, 1972) . Typically, the initial movement from a starting position starts a timer, and tripping a switch after a fixed distance stops it; the subject can follow through past this point, but only the time between the two switches is measured. In our terms, the task is to generate an impulse for acceleration that is of such a size that the limb moves through the required distance in the required time (usually from 100 to 225 msec, depending on the experiment); accuracy is usually measured by the constant and variable errors in the movement time. Thus, to the extent to which variability in the size of the impulse creates variability in the velocity of the movement, there should be a relation between that movement time, the movement amplitude, and the variable error in timing (VE t ). The next section concerns the extension of the model to account for the rapid-timing task.
The Model for Rapid Timing Tasks
In deriving the extension of the model for rapid timing tasks, we rely on many of the assumptions and findings presented earlierin particular, the linear relation between force and the variability in force ( Equation 5). An important physical principle is that if an object is accelerated with a force (F) for some time t (analogous to MT), the velocity (V) after t sec is given by Rafter* sec (12) In addition, also from physical principles, the distance (D) traveled after t sec is given by n rf Jf-t-IM\ -'•'after < sec °c ,r t . \
1^)
Given these two basic principles relating the force and time to the velocity and distance traveled, respectively, we can consider the effect of the two major movement variables under consideration in this article, (a) movement amplitude and (b) movement time. 8 Movement amplitude. Consider a hypothetical example in which the movement-time goal is ISO msec and the movement amplitude (i.e., the distance from the start of the movement to the switch at the end of the movement) is experimentally controlled at 10 or 20 cm. Because the movement-time goal is constant, the 20-cm movement requires that the average velocity be twice that of the 10-cm movement, implying that the impulse for the 20-cm movement must also be twice as large (Equations 2 and 12) . Because the average impulse duration is constant at ISO msec, the only way that the impulse can be doubled is by increasing the amplitude; thus, the impulse variability must also be doubled, since doubling the force doubles the force variability (Equation 5).
Where will the limb be exactly ISO msec after it begins its movement? If there is too much force, the limb will be beyond the end switch (resulting in a movement time of less than 150 msec); if there is too little force, the limb will not yet have reached the end switch (resulting in a movement time greater than ISO msec by the time it does arrive). It can be shown (see the Appendix for a derivation of these principles in statistical terms) that the variability in the distance traveled in ISO msec is directly proportional to the variability in the impulse; this, in turn, is directly proportional to the amplitude of the movement. When the amplitude is doubled, the variability in the location of the limb after exactly 150 msec will be doubled as well. The variability in the distance traveled (after exactly ISO msec) is labeled "W e ." 7 In addition, the velocity after 150 msec (by Equation 12) will be twice as large in the movement with twice the amplitude. The time corresponding to one standard deviation in movement distance is the same for both the 10-and 20-cm movement; the distance yet to be traveled for a 20-cm movement that is one standard deviation too slow is twice that for the 10-cm movement, but the limb is moving twice as fast, so the time to cover twice the distance at twice the rate is the same for both movements. Thus, it follows that the variability in timing (VE t ) for the 20-cm and the 10-cm movements must be the same, and that the VE t is independent of the movement amplitude.
Movement time. Next consider the situation in which the movement is held constant and the movement-time goal is set at 100 or 200 msec. It can be shown (see the Appendix for a formal derivation) that "W f " (i.e., the standard deviation of the locations of the movements at the moment the goal movement time has elapsed) is independent of the movement time and (by the previous section) directly proportional to the amplitude. Therefore, with constant amplitude, the "W e " for a 200-msec movement is the same as that for a 100-msec movement. Because the 100-msec movement has twice the velocity (at the end of the goal movement time) of the 200-msec movement, the time from a movement that is one standard deviation too slow to traverse the remainder of the distance to the end switch will be twice as large in the 200-msec movement as it will be in the 100-msec movement; the "W e s" span the same distance, but the 100-msec movement has twice the velocity, so the time for the 100-msec movement to travel the same distance (i.e., the "W f ") will be half as long. Therefore, the VE t for the 200-msec movement will be twice that for the 100-msec movement; in general, the VEt will be directly proportional to the movement time.
Amplitude and movement time. The two previous paragraphs lead to the general statement about the relation between varia- 6 These principles are defined for forces that are constant over the time of their action, and this is clearly contrary to the sinusoidlike force-time curves that we typically see (see Figure 1) . But as long as we can assume that the shape of the forcetime curve does not change as its height changes (i.e., it remains a sinusoid but with a different amplitude), then the value of F can be thought of as a constant representing the average height of the force-time curve during a single impulse. 7 Quotation marks are used here to distinguish the variability in distance moved after a fixed movement time from We described earlier, which is the variability in the end of a single-aiming response over trials.
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ble error in timing (VE t ) and the movement amplitude and movement time for the rapidtiming task: VE t is directly proportional to the movement time and independent of the movement amplitude. The following sections examine this prediction as well as some of the assumptions behind it.
Empirical Support From Rapid-Timing Tasks
A fundamental assumption of the foregoing derivation was that "W e " (the standard deviation of the movement distance at the moment that the goal movement time has elapsed) is directly proportional to the movement distance and independent of the movement time. We tested this prediction directly as well as the predictions that VE t is directly proportional to movement time and independent of amplitude.
The basic apparatus was a lever that rotated in the horizontal plane via a ball-bearing axle. A strain gauge was attached to the lever, and the sensitive arm of the gauge supported a vertical D-shaped handle. The forces exerted on the handle, as well as the movement of the lever (via a potentiometer attached to the axle), could be recorded on separate channels of a polygraph. A stop was placed on the desk top, and a microswitch was located so that movement of the lever away from the stop (approximately 2 mm) closed the switch and started a millisecond timer. A second microswitch that stopped the timer was operated by a small barrier that was struck by the lever after either 22° or 46° of movement from the stop. Two subjects attempted to move through the barrier (22° or 46°, following through beyond) to produce a movement time of either 125 or 200 msec (in separate conditions); KR about movement time was provided after each response. Each movement condition involved 90 practice trials, followed by 30 additional trials where the forces and excursions were recorded on polygraph paper.
From the polygraph records, we measured the location of the lever at the moment of termination of the goal movement time, and the standard deviation of these distances (the "W e s") were computed. In addition, we measured the height of the force wave at this point in time, and estimated the area of the impulse by assuming that the impulse was represented by a right triangle (observation indicated that nearly every impulsebounded by the initiation of force and the perpendicular line representing the end of the goal movement time-was well approximated by a triangle). We then computed the standard deviation of the impulse size. The variability in timing (VE t ) was estimated as the standard deviation of the movement times.
Spatial errors. The prediction stated earlier was that "W e " should be independent of the movement time and directly proportional to the movement distance, and this experiment provided a test of that prediction by having two levels of movement time and movement distance manipulated. Figure 13 shows the "W e s" as a joint function of amplitude and movement time, averaged across subjects. There was a clear effect of movement amplitude, with the 46° movement having nearly twice the "W e " as the 22° movement. On the other hand, movement time appeared to have nearly no effect on "W e ", with the 125-msec movement having, on the average, only .11° greater "W e " than the 200-msec movement. In addition, movement distance and movement time did not appear to interact, the two lines appearing nearly parallel. These data support the prediction that the major determinant of spatial inaccuracy in a rapidtiming task is the movement amplitude, with movement time having nearly no role.
Timing error. Figure 14 presents a plot of the VE t (averaged across subjects) as a function of movement time and amplitude. There was almost no effect of amplitude, the curves for the two movement times being nearly parallel with zero slope. There was, on the other hand, a clear effect of movement time, VE t being nearly proportional to the movement time, regardless of the movement amplitude employed. These results provided rather strong support for the predictions stated earlier concerning timing errors in rapid-timing tasks. (See also Zelaznik, Shapiro, & Newell, 1978 , who showed that absolute timing error is nearly proportional to movement time.)
Impulse variability. The theory posits a peared to increase with decreased movement time as well, with the 125-msec task having about 30% more impulse variability than the 200-msec task. The two lines showed a slight tendency to diverge as amplitude increased.
A major prediction of the theory was that A/MT and impulse variability should be proportional, and Figure 16 shows the data from Figure IS replotted as a function of A/MT. There was some tendency for the data to plot curvilinearly, but even so the least-squares line of best fit through the points was presented. The correlation between A/MT and impulse variability was .99 and the intercept was S.37 g/sec, somewhat contrary to the expectation that the relation be a proportional one. However, we have seen these deviations from proportionality before in our other experiments and they possibly represent sources of variability not related to A/MT, such as tremor and measurement error. Overall, though, these data are informative relative to the expectation that variability in muscular output is related to the movement difficulty, A/MT.
The Newell et al. experiments . Bearing directly on the questions about the movement amplitude and the VE t are three experiments by Newell, Hoshizaki, Carlton, and Halbert (1979) using the rapid-timing paradigm. They provide considerable support for the present model, and they are discussed in brief form next. With 100-msec movements, Newell et al. manipulated the movement distance at S cm versus IS cm in the first study, and at 2.S cm versus 15 cm in the second. In both experiments, the VE t for the shorter movement was slightly larger than that for the longer movement (11 vs. 9 msec in the first study and 17 vs. 14 msec in the second). These differences seemed very small, and in neither case was the effect of movement distance significant. These two experiments show that the VEt seems to be independent of the movement distance as predicted in the previous section. Newell et al. (1979) next questioned whether the VE t would be affected by the amplitude of the movement if the movement length were reduced even further. In their third experiment, Newell et al. used movement lengths of .75 cm and 5 cm, with the goal movement time being 100 msec as before. They found that the VE t for the .75-cm movement was 23 msec, whereas the VE t for the 5-cm movement was only 8 msec; this difference was significant. Thus, their data suggest that with very short movements for which the average velocity is very low (.075 cm/sec, on the average), the subjects are inconsistent in generating timing movements. It may be that the very small impulses in these slow (with respect to velocity) movements are particularly difficult for the subject to generate consistently. One possibility is that noise unrelated to A/MT is large relative to the size of the impulse when the impulse is small, but becomes insignificant in relation to the impulse size when the impulse is larger, as in movements with longer amplitudes. If this is the case, then the Newell et al. data perhaps suggest a boundary condition for the present model. Below a certain impulse size, the model presented here might not hold due to sources of variability that are uncorrelated with the ratio of A and MT. Certainly, more research is needed in terms of this question.
Summary
Our results, together with the findings of Newell's three experiments (Newell et al., 1979) , provide support for the extension of the model to rapid-timing tasks; except for movements with very small velocities, the VE t has been found to be essentially unrelated to the amplitude of the movement and directly related to the movement time. Incidentally, these basic results are replicated in some other of our experiments dealing with a different issue; they will be reported later in the article. It is important that the idea of impulse variability (and the variables that cause it) can be extended to tasks and movement paradigms different from the singleaiming situation for which it was originally generated.
Although the rapid-timing task has been used in the past primarily to test various theoretical ideas about motor learning (Schmidt & White, 1972) , we feel that the task has a number of features in common with many everyday activities. Responses such as batting a baseball or hitting a tennis ball, as well as responses in which objects are hurled, are similar to the rapid-timing task in that the accelerative impulse is all that is really important, with deceleration occurring after some critical point in the move (e.g., striking the ball or releasing the dart). We feel that these principles, in addition to being fundamental to the understanding of movement control in rapid tasks, have a number of possible areas of application. Along these lines, it is interesting to note that the rapid-timing task is one in which the classical speed-accuracy trade-off does not seem to hold, at least if we define it in terms of the VE t and movement time. 8 Clearly, errors in timing are smaller with decreased movement time. This trend has been observed before (see Schmidt, 1969) , but the data presented here appear to provide more formal evidence of the proportional nature of the relation; in addition, we have now provided a theoretical basis for it.
Reciprocal-Movement Paradigm
In this section, we examine the extent to which the principles denned in previous sections can be of use in predicting effects of amplitude and movement time in a third paradigm, the reciprocal-movement paradigm. Here, the subject makes oscillating movements of a lever in time to a metronome. The responses are displayed as movements of a dot on an oscilloscope; the subject is instructed to move between two wide (8°) target zones, to avoid making corrections, and to use the target zones as estimates of overall movement amplitude only. W e is scored as the standard deviation of the movement endpoints over a series of trials and is studied as a function of movement amplitude and movement time.
We ) recognized a potential drawback in using this paradigm to come to an understanding of the factors contributing to movement accuracy; namely, the errors on a particular move are not only related to the factors that occurred in that move but also are related to errors in space and time that occurred on the previous and subsequent movements. Such a situation does not seem optimal for coming to an understanding of the processes involved in a single response. Nevertheless, we were interested in the possibility that the model presented here might have generality for various movement situations; if it did, the model would be seen as describing movement processes that are perhaps common to much, if not all, motor responding. We begin by deriving the effects of amplitude and movement time on W e .
The Model for Reciprocal Movements
The complete derivation of amplitude and movement-time effects is provided in the Appendix. Conceptually, the idea begins with the expression provided in Equation 13 , that the distance traveled by an object (with constant mass) is proportional to the product of the force acting on it and the square of the time over which it acts. In reciprocal movements, both force and time are free to take on variability simultaneously, with the variability in force directly proportional to A/MT, and the variability in MT being directly proportional to MT. The overall result of this observation is that the MT effects cancel, leaving us with the prediction that the standard deviation of the distance traveled in the accelerative portion of the movement is directly proportional to A and independent of MT. Since the force and time variability effects in the decelerative portion of the movement are assumed to operate in the same way as in the acceleration portion of the movement, the same variables apply to define the variability in distance traveled during deceleration: Distance variability is proportional to A and independent of MT.
The reason that the predictions about A and MT are different from those involving the single-aiming paradigm should be made clear. In the present paradigm, the subject's own muscular action brings the lever to a stop (reversal), so that the decelerative impulse will be the sole determiner of the distance traveled, as in Equation 13 . In the single-aiming paradigm, however, the distance traveled by the stylus will be determined in part by when the limb drops to the plane of the target, making the variability in the vertical component of the movement a partial determiner of the location achieved; the forces that act to stop the single-aiming movement are muscular plus those added by striking the target board while the stylus is still moving horizontally (see Figure 1) .
Empirical Evidence
During the course of studying the relation between impulse duration and its variability (see Figure 6 ), we also collected the movement-endpoint variabilities and the impulse areas and their variabilities. Movement amplitude (16°, 32°, 48°, and 64°) and movement time (200, 300, 400, and 500 msec) were crossed independent variables in this study, which allowed the test of the predictions provided in the previous section. Figure 17 shows W e in the reciprocalmovement task as a joint function of amplitude and movement time. There was a clear effect of amplitude for all of the movement times, and there appeared to be nearly no effect of movement time; except for the 200-msec movements, the amplitude functions appeared to plot together. Amplitude effects were significant, but movement-time effects and the interaction were not. However, the intercept was not zero as predicted by the model, but rather .85°. The result is probably related to the fact that there is a great deal more variability in a single member of a series of responses than is present in singleaiming responses; much of this added variability is probably related to the fact that the responses are not independent, with errors in one response carrying over into the next. Except for this nonzero intercept, though, the data provided strong support for the predictions stated in the previous section.
We also computed the impulse for each of the moves, computed as the areas of the force-time curves (by assuming that they were triangles), and then computed the standard deviation of these values over a series of responses. The theory predicts that the standard deviation of the impulses and W tt should be linearly related (for the various values of A/MT). These plots were generally linear for individual subjects (with correlations ranging from .67 to .84), and the average W c plotted against average impulse variability produced a correlation of .92. This result provided some support for the idea that the impulse variability is a major determiner of W e in the reciprocal-movement task.
Effects of Mass
The fundamental reasons that the amplitude and movement-time variables provide good tests of the model proposed here is that they can be argued from physical principles to provide known effects on impulse height and duration, and hence on the variability of the impulse. There are, of course, other ways to modify the impulse size to determine if the effects of the different impulses are as predicted with respect to the movement accuracy, W e . One that comes quickly to mind is the mass of the object to be moved, since increased mass (for a constant time) requires an increase in the amount of force produced, and should produce proportional increases in the amount of impulse variability as well. In this next section, we first provide a derivation of the effects of mass on movement accuracy. Then we describe four experiments that test some of the predictions with single-aiming, rapid-timing, and reciprocalmovement tasks.
Derivations and Predictions
It is perhaps easiest to begin with Newton's second law, which provides a relation between mass (m), velocity (V), force (F), and time (t):
In the situation involving single-aiming and reciprocal movements, both F and t are free to take on within-subject variability, so that when we take the standard deviation of both sides of Equation 14, we have 
SD(V) = -SD(F)-SD(t),
that SD(P-t) = SD(F) -SD(t).)
Since by Equations 3 and 4, the variability in the impulse is proportional to the variability in the velocity after the impulse has stopped acting, the left term in Equation IS is directly proportional to the PF e in single-aiming movements. Then, from Equation IS, it can be seen that whenever mass is doubled, with the average time being constant (since average movement time is constant), the force produced to move the object the required distance in the movement time must be doubled. Doubling the force doubles the force variability (by Equation S), so that in Equation IS we have twice the mass and twice the force variability; the resultant change in the variability of the velocity of the movement (and hence on W e ) is zero, since the two doubled terms divide out. The prediction, then, is that mass should have no effect on W K in single-aiming movements.
The situation is similar in the derivation for rapid-timing movements. Beginning with Equation 14 again, taking the standard deviation of both sides of the equation results in (16) in this case, t is considered to be a constant that does not contribute to the variability in velocity, since the end of the impulse for acceleration occurs after the movement-time clock has been stopped. For the same reasons as in the argument for single-aiming movements, doubling the mass to be moved results in proportional increases in the force (F) and in the SD (F), and the net effect of the mass on the error in this task (i.e., the VE t ) is zero. Thus a major prediction from the theory is that the mass of the object to be moved (including, of course, the limb) and the accuracy of the response, measured either as W<. (for single-aiming or reciprocal movement tasks) or as VE t for the rapid-timing tasks, are independent.
Empirical Evidence
Single-aiming task. Our initial attempt to examine these predictions about the effects of mass was based on earlier work by Fitts (1954) , who used weighted and unweighted styli with a reciprocal-tapping paradigm (later called the Fitts task), wherein the subject was to tap a stylus alternately between two plates as quickly as possible. Subjects used either a 1-oz. (28 g) or 1-lb. (4S4 g) stylus. There were no differences between the weighted and unweighted stylus in terms of the average movement time, since errors were not systematically affected by the stylus weight. This led to the conclusion that the mass of the stylus did not influence the control processes inherent in rapid hand movements.
Although the data from Fitts (19S4) provided some initial support for our prediction of no mass effects, we were concerned about the study for a number of reasons. First, although the errors were small overall, they did change considerably from condition to condition; though on the one hand, a change of error from 1% to 4% seems small, it represents a four-fold change in error rate that might be related to W K for the task (that was not measured), suggesting that the variability of the movement endpoints was not under good control. Second, as we stated earlier, we have been unhappy with the Fitts paradigm in general as a method to study movement control, and we wanted to determine the effects of mass in situations for which clear predictions could be made. We 9 therefore used styli of different weights, but within a single-aiming paradigm with a KR-controlled movement time of 200 msec. Unlike Fitts's styli, the two were identical in shape, but one was filled with lead shot so that it weighed SOO g, and the unfilled stylus weighed 28 g. Movement time was measured by having a timer stop when the metal stylus tip struck a screen placed under the target sheets. Figure 18 shows W e as a function of three movement distances (10, 20, and 30 cm) for the heavy and light stylus. The data are from the last 140 trials, ignoring 40 preliminary practice trials. There appeared to be no effect of load at the 10-cm distance, but the load-on condition produced systematically greater W e than did the load-off condition as the movement distance increased to 20 and 30 cm. The distance effects in this experiment were clearly significant and in keeping with our earlier data, but the load effects were not quite significant. There was, however, a significant Load X Distance interaction, suggesting that the load was interfering with movement accuracy at the longer movement distances. This effect was clearly contrary to predictions, and it seemed inconsistent with the findings in the Fitts (1954) experiment.
The lack of agreement with predictions could be the result of an error in the theory, a false assumption, or an error in the derivations, but other interpretations are possible. One of these is that some aspect of the heavier stylus increased the variability through increased difficulty in grasping the object firmly. Because the center of mass of the stylus was considerably above the hand, during fast movements the lateral movement of the stylus had to be accompanied by an additional rotational component through the fingers (and even from the wrist) in order to keep the stylus upright. Subjectively, the movement, when done quickly, was difficult, and the stylus became unwieldy under large accelerations; this was not the case with the unweighted stylus. If this observation is correct, it might suggest why the weighted stylus provided increased W e only when the movement distance (and hence acceleration) was large.
This difficulty seemed unavoidable with the single-aiming response, and we searched for another way to test the predictions about the effects of mass. Since we have already shown that the model has validity for the rapid-timing paradigm, we turned to this task to study mass. The difficulties about the stabilization of the mass can be avoided easily with this task, since the mass can be bolted onto the slide or lever to be moved.
Rapid-timing task. We 10 used a linear slide apparatus for the rapid-timing task and either added or did not add a 750-g mass to the slide. We used two target movement times (100 and 200 msec), and gave the subjects 180 trials, with KR provided after each.
The essential results are given in Figure  19 , where VE t is plotted as a function of the movement-time and mass conditions for three 60-trial blocks. As before (see Figure 14) , VE t was nearly proportional to movement time (especially in the last two blocks). But never did there appear to be systematic effects of mass. Both the blocks and movement-time effects were, of course, significant, but the mass effects, and all interactions with mass, were not.
These data failed to provide any evidence that the effect of mass of the object to be moved influenced the VE t . Since this result was predicted from the derivation provided earlier, it was seen as support for the present model. Of course, the support is based on acceptance of the null hypothesis, but the mean effect of load was very small, and in some cases (viz., the first block of trials), the load provided less VE i than the un-25 loaded condition. These findings, although they come from a different task and paradigm than was present in the weighted-stylus study, strengthened the possibility that the effect of mass in that study was an artifact caused by difficulty in stabilizing the stylus in the hand.
Reciprocal-movement task. Because the previous findings for the effect of mass were considered important not only for the model and the predictions but also with respect to application to manual-control situations in which levers are resisted by inertia, we wanted to extend the findings to another paradigm. We had previously shown that the model had validity for the reciprocal-movement situation, and we conducted two experiments to study the effects of mass in these tasks.
1. Varied amplitude. In the first experiment, we used a constant movement time (200 msec, controlled by a metronome), with the experimental variables being the amplitude (16° or 32°) and mass to be moved (750 g added or not added to the lever). As with the other reciprocal-movement studies, we recorded the excursions of the lever and the forces applied to it on stripchart paper, enabling the computation of W e , impulse size, and impulse variability. The major findings from this study are shown in Figure 20 . As in the earlier study (see Figure 17 ), there were large effects of movement amplitude, but there did not appear to be large effects of mass. At the 32°a mplitude, the mass-on condition appeared to have slightly less W e than the mass-off condition, but this was reversed in the 16°c ondition. Overall, the effect of mass was only .05°, which represented change in W K of only 3%. These data did not provide much evidence that the mass was detrimental to movement accuracy and supported the predictions from the model.
It could be argued, however, that the mass was not sufficiently large to produce increases in impulse size, impulse variability, and hence, W c . This notion proved incorrect, however, as the increased mass caused a nearly 400% increase in the impulse size. This large increase in the impulse size represents the change in the overall moment of inertia of the limb-lever system accomplished by having the added mass bolted 38 cm from the center of rotation of the lever. We also measured the impulse variability for these movement conditions, since the model predicts that the impulse variability and impulse size should show similar effects of mass. Increasing the mass produced a 300% increase in the standard deviation of the impulses, and the impulse variability was nearly proportional to the movement amplitude. Thus, the impulse size was increasing by 400% and the impulse variability was increasing by 300% as the mass was added to the limb-lever system, but there was only a 3% increase in W e ; this information lends support to the impotence of the mass effects on movement accuracy.
2. Varied movement time. We conducted essentially the same experiment just described but with the movement time varied (at either 200 or 300 msec) and the movement amplitude fixed at 32°; the 750-g mass was added or not added in the same way as before. Figure 21 shows W e as a function of the movement time and mass conditions. There was a small increase in W c as the mass was added, and the increase appeared to be somewhat larger for the 300-msec than for the 200-msec movement time. It should be noted that this effect was relatively small (about 5% on the average), and was comparable to the 3% change found in the previous experiment. Again, the increased load was accompanied by a 330% increase in impulse size and by a 300% increase in the impulse variability, which argues against the hypothesis that the added mass was not large enough to cause changes in the We$. These data, then, support the previous experiment in suggesting that the effects of mass on movement accuracy are very small.
Mass Effects-Summary
Even though the effects of mass on W e in the rapid-timing paradigm were essentially zero, there were some small, systematic effects of mass in the reciprocal-movement paradigm, and these latter effects were not predictable from the basic theory. It is possible that in these latter conditions, the load created additional problems (other than impulse variability) for the subject, such as making corrections (when they were made) more difficult to execute; these difficulties would not be expected in the rapid-timing paradigm where corrections are theoretically impossible because of the short movement times. But although there were some effects of mass, we are impressed with the fact that they were so consistently small as to be nearly unimportant, either practically or with respect to the predictions from the model.
At first glance, the relative lack of load effects seems to be contrary to our basic thesis that factors increasing the impulse size (and variability) should lead to increased movement error, in direct proportion. The feature that makes these inertial effects different from other increases in impulse size (as from increased amplitude or decreased movement time) is that the mass provides increased resistance to variability in movement. That is, doubling the load doubles the impulse variability, but the limb must move a mass twice as large, so that variability in the impulses does not result in any increase in the variability of the distance moved (i.e., in W e ). This observation is not generally recognized (in fact, it seems to run counter to intuition), and it could have interesting applications when the masses of baseball bats, or of control levers for machinery or vehicles, are considered. Our findings seem to say that mass of the system, probably within limits, is not an important determiner of consistency in human performance.
These generalizations clearly do not apply.
to other forms of resistance, such as friction, viscous resistance, and spring tension. With each of these, increased resistance increases the impulse size and variability, but it does not provide an equal and opposite inertial effect as does added mass. We are in the process of evaluating the model in terms of some of these other forms of resistance (particularly spring resistance) at the present time (Hawkins, Quinn, & Schmidt, Note 8) ; our answers are incomplete, but the experiments could have implications for the design of lever systems in vehicle control and in industry, especially where terminal accuracy or accuracy in movement, time, or speed, are important.
Discussion
In the course of this article, we have provided a great deal of evidence, using a variety of dependent and independent variables, with four different paradigms, and it will be useful to attempt to summarize the principles that have emerged. Unfortunately, the principles are slightly different for the different kinds of movements we have used (underlining the complexity of the human motor system), and we must deal with each of them in turn.
In the single-aiming responses, where some, but not all, of the deceleration of the limb is provided by the subject's own muscular action (the remainder being provided by striking the target area), we have shown the following: The variable error in the subject's endpoints (i.e., W e ) is directly and linearly related to the amplitude of the movement and inversely and linearly related to the movement time. That is, W e is linearly related to the ratio of A to MT.
For the rapid-timing tasks, the subject must provide a movement through a fixed distance (with the follow through) in a certain interval of time. We have shown that the variable error in timing (VE t ) is proportional to the movement time, independent of the movement amplitude and independent of the mass to be moved.
For the reciprocal movements, the subject moves between two targets at a fixed rate, and all of the deceleration of the limb is pro-vided by the subject's own muscular action. We have shown that the variability in movement endpoints (W e ) is linearly and directly related to the movement amplitude, independent of the movement time and independent of the mass to be moved.
We feel that this work is important because the above empirical relationships have been shown to be derivable from two apparently fundamental principles of movement control. These principles are: (a) The variability in the force produced is linearly related to the amount of force produced, and (b) the variability in the intervals of time produced is directly proportional to the amount of time produced. 11 The timing relation has, of course, been shown before (Buckolz & Rugins, 1978; Michon, 1967; Wing & Kristofferson, 1973 ), but we have been unable to find prior evidence about the relationship between force and its variability. Even so, one may not be particularly surprised by the existence of these relations, as they seem to be closely related to the general class of psychophysical principles represented by the Weber-Fechner laws; however, most of these principles describe how the individual deals with the perception of stimuli that are inputs to the system, whereas the relations described here relate to the production of outputs to the environment. It is comforting, if not illuminating, to see that input and output processes seem to follow laws. Perhaps Turvey (1977) is correct in his insistence that perception and action should not be separated indiscriminately.
All we have done in this set of experiments is to combine these two fundamental principles with simple physical principles of motion and some logic to enable us to predict the relations given above. That the set of apparently disparate findings listed earlier in this section can be derived from two rather well-established principles that account for large proportions of the variance in our experiments seems to suggest that we have provided a simple, but powerful, theoretical statement about sources of rapid-movement inaccuracy.
It is clear, however, that the theory as stated earlier in this article is not quite correct. In particular, the theory is based on the proportionality between force and the variability in force; our early work (see Figures 4 and 5) showed that the relation was clearly linear but not quite proportional. (The relation between impulse duration and variability in impulse duration was a proportional one, however.) When we used the proportionality between force and variability in force in deriving the predictions in the various paradigms, the predicted proportionalities between W e and movement amplitude, for example, did not quite hold experimentally, probably because of a slight deviation from proportionality in the forces produced by our subjects.
In terms of accounting for the variance in the empirical data, the problem is a simple one: We add a constant to the relation to account for the nonzero intercept. But in terms of understanding the nature of the motor processes that created the nonzero intercept, the answer is far from clear, and a number of possible explanations exist. First, there is the possibility that measurement error accounts for the intercept (which, in part, it certainly does), but our analyses indicate that the intercept is too large to be accounted for by our estimates of measurement error. Second, there is the possibility that basic physiological noise (such as tremor, or the pulse wave caused by the surge of blood into the muscle) might add a constant amount to the variability of all of the responses, shifting the line upward by some unknown amount. Third, there is a suggestion from some of our work (Hawkins et al., Note 8) that there may be relatively larger variations in the early portions of the impulse while the force is building up to a peak; this notion agrees well with the ideas of Newell et al. (1979) , who also showed that very small impulses seem particularly difficult for the subject to produce consistently.
Whatever the cause, the source of the intercept in our data will (and already has) produce some interesting speculation, but we do not feel that this nonzero intercept de-tracts from our original thesis. With a modification of our original position to include sources of variability uncorrelated with the nature of the movement to be produced, the model says that the observed movementoutput variability is defined by the sum of two components: the noise producing the nonzero intercept plus the variability produced by the variables that we have taken to define the movement difficulty-the movement amplitude or movement time, depending on the paradigm under consideration.
Our evidence seems rather clear that the impulse variability is a major determiner of the accuracy in the simple, rather rapid tasks that we have employed here, but how do these principles relate to slower responses (where feedback corrections are clearly possible) and to Fitts's (1954) law, which accounts for their performance rather well? With respect to responses with movement times longer than 200 msec, and where the movement feedback is monitored as a basis for response corrections, our model does not seem to be able to account very well for the effects of amplitude and movement time. If the movement time is, for example, 1,000 msec, the subject could initiate the response with a very large impulse (with, of course, a great deal of impulse variability), monitor the errors that this variability has produced, and make a correction to hit the target with great accuracy. This reasoning, plus some evidence from Figure 7 , suggests that a boundary condition for the present theory would be movement times of 200 msec, with longer movements having the possibility of within-movement error detection and error correction, perhaps as Grossman and Goodeve (Note 1) and Keele (1968) have suggested. This leaves open the possibility that Fitts's law, which is derivable from feedback principles (see Keele, 1968) , might account for slower responses, and that our model is more effective than Fitts's law for movements whose movement times are less than 200 msec.
However, there is reason to believe that Fitts's law might not account better for all movements with long movement times. Our interpretation of the Grossman and Goodeve (Note 1) model is that the errors that are detected and corrected require attention as the subject is moving (these not being errors in execution, which presumably do not require attention -see Schmidt, 1976) . This seems to imply that when the subjects are not attending to their movements, errors are not corrected; the movement-even if it has long movement time-must then be programmed, and the possibility exists that the principles that govern the rapid programmed acts also govern slower ones as well. When we consider that the majority of the movements occurring in daily life are not attended to by the individual (e.g., movements that do not have stringent accuracy requirements, or the behaviors of the limbs that are not of primary importance), the principles of programming accuracy outlined in this article might have a great deal of relevance-far more than just to movements with short movement times. 12 Another problem in comparing the present findings with those generated within the framework of Fitts's law is that the two associated paradigms are very different. In the Fitts paradigm, the independent variables are movement distance and target width, and movement time and error rate are the dependent variables. In our paradigm, of course, the independent variables are movement amplitude and movement time, with effective target width being the single dependent variable. We have said before (see that the Fitts paradigm has a number of drawbacks in yielding an understanding of how the motor system functions. Repeated taps confound errors on tap n with those on tap « -1, the impulse for stopping tap n is the same as that for starting tap n + 1, and visual feedback is used in these responses to an unkown extent, and to a differential extent depending on the accuracy requirements of the movement and the resulting movement time. Also, there is the difficulty of the trade-off of movement time and movement accuracy, and the typical investigation using the Fitts paradigm does not provide measures of the effective target width, so that movement accuracy may be somewhat out of experimental control. Of course, our reciprocal-movement paradigm shares some of these problems, and we are not very enthusiastic about it for these reasons. The singlemovement paradigm does not have any of these problems, and seems more ideally suited to coming to an understanding of the roles of the various sources of variability. It is not without its critics, however. Welford (Note 11) feels that constraining movement time in the way we have done changes the task considerably from that involved in the Fitts paradigm. He is probably right, but we must ask what the criterion behavior is that we are attempting to simulate in the laboratory situation. We prefer to argue that when subjects make a programmed movement in everyday settings, they do in fact determine the distance and movement time in advance, with the movement's accuracy being the result of these choices. This approach to the problem seems to us to be far more ecologically valid than the situation wherein the subject is told to tap repeatedly between two targets; we cannot think of many movements that have this kind of structure in sport, industry, or other practical settings. The Fitts paradigm has served us very well for a quarter of a century, but we feel that for many reasons paradigms like the one used here can be of greater utility in coming to an understanding of basic motor-control processes.
Finally, we feel that these results have some strong directions for future work. Adams (Note 10) has suggested that we have the initial stages of a more complex model of human movement that can account for a wide variety of movement categories, such as slow movements with and without visual guidance, tracking movements, and rapid discrete movements. Taking as a starting point the thesis proposed at the turn of the century by Woodworth (1899) -that many movements are composed of an initial impulse (which is programmed) followed by feedback-based corrections that achieve the accuracy required-we seem to have provided a model that can govern the accuracy of the programmed portion of such movements. We see such corrections as motor programs, whose output is variable according to the principles described in this article. We would like to be able to combine these relations with principles of error detection and error correction to describe a composite model of movement control. Obviously, we are not very near to this goal at present, but the principles defined here seem to have provided a start.
