Abstract-We examine the general problem of built-in-self-test (BIST) diagnosis in digital logic systems. The BIST diagnosis problem has applications that include identification of erroneous test vectors, faulty scan cells, and faulty items. We develop an abstract model of this problem and show a fundamental correspondence to the well-established subject of combinatorial group testing (CGT) (D. Du and F. K. Hwang, Combinatorial Group Testing and Its Applications, 1994). We exploit this new perspective to 1) link existing BIST diagnosis techniques to CGT techniques and provide further insights into existing diagnosis algorithms, 2) improve the performance of diagnosis algorithms, and 3) develop new techniques to address the BIST diagnosis problem. Using the ISCAS'89 benchmarks, we empirically demonstrate the effectiveness of our proposed techniques over existing BIST diagnosis techniques. The vastness of the CGT literature suggests that further improvements from existing research in CGT may be obtained.
I. INTRODUCTION AND BACKGROUND
A DVANCES in integrated circuit (IC) fabrication technology have enabled integration and electronic devices to reach unprecedented new realms. These advances have also exacerbated the testing problem, since many thousands of test vectors are needed to test newer complex designs. Huge numbers of test vectors can lead to excessive testing time if supplied directly through automatic test equipment (ATE). As a result, built-in-self-test (BIST) has emerged as one of the leading solutions for addressing challenging test problems. BIST offers the promise of low hardware overhead with the clear advantage of at-speed testing.
BIST structures are incorporated into ASIC chips to test their structures. If a chip tests faulty, a diagnosis procedure must be undertaken to identify the source of the fault. In a typical BIST environment, a test pattern generator [e.g., a counter or linear feedback shift register (LFSR)] injects a number of patterns into the scan chain(s). These patterns are applied to the circuit under test, and the circuit's response is captured back into the scan chain(s). The circuit response is then compacted by feeding the output of the scan chain(s) into an LFSR or a multiple-input shift register (MISR) as shown in Fig. 1 . The compacted response stored in the LFSR or MISR is called the test signature. The process of test set application, response capture and compaction is usually referred to as a test session. A fault in the circuit manifests itself by changing the response at a number of scan cells and, hence, in the test signature. Scan cell diagnosis is concerned with identifying the set of scan cells that received faulty (or erroneous) response from within the total set of cells [21] . These cells are typically called faulty despite the fact that they are not themselves faulty but rather capture faulty responses. Once these faulty (or erroneous) scan cells are identified, structural analysis and fault simulation are carried out to determine the possible sites of faults and failing test vectors in the circuit under test [11] , [17] , [19] , [22] , [24] . Scan cell diagnosis is highly challenging since the signature offered by the LFSR or MISR gives little help toward diagnosing the failure. The MISR output is typically interpreted as pass/fail information with little additional value. Some of the challenges in the BIST diagnosis process are as follows: 1) achieving full diagnostic information, i.e., detecting all scan cells that capture erroneous responses; 2) minimizing diagnosis time, since this translates to reduction in total testing time; and 3) minimizing hardware overhead, i.e., the amount of hardware needed to support BIST diagnosis.
Abstractly, the BIST diagnosis process involves a set of items, e.g., scan cells, with some number of these items being faulty. The BIST diagnosis problem seeks to identify all faulty items using the minimum number of tests, i.e., with minimum use of the response compactor (e.g., the MISR in the scanbased BIST). The diagnosis problem can be formally defined as follows.
A. Diagnosis Problem
Given a set M = {m 1 , m 2 , . . . , m n } consisting of n items, identify the subset of all faulty items F ⊆ M , where d = |F | is unknown, using the minimum number of queries to the tester.
We are now ready to introduce the notion of combinatorial group testing (CGT).
B. Combinatorial Group Testing
CGT is a generic class of algorithms that are applied whenever a large number of individuals or items are subjected to the same test [8] . Instead of testing individual items, CGT groups items and then tests the groups. A group tests positive or faulty when at least one item within the group tests positive; otherwise, it is fault free. A CGT experiment requires defining the groups, and a corresponding diagnosis or decoding procedure to infer the status of the items from the status of the groups. Nonadaptive group testing selects the groups a priori, i.e., before the diagnosis procedure, while adaptive group testing uses results from previous tests to guide selection of groups for subsequent tests.
CGT provides a model for the BIST diagnosis problem. While several early results in the field of group testing were obtained at Bell Labs and address the problem of electrical shorts in a set of signal nets in printed circuit boards [6] , [10] , [23] , we are not aware of any other established links between CGT and diagnosis in BIST.
A taxonomy that aligns with the CGT literature classifies BIST diagnosis algorithms into two types: 1) nonadaptive (offline); and 2) adaptive (on-line). In nonadaptive diagnosis, scan cells are partitioned into a number of partitions before carrying out the diagnosis process. During the diagnosis process, a fixed set of test patterns is repetitively applied to each partition. The test patterns' response, captured in the scan cells, is compacted by an LFSR or MISR and compared to the respective faultfree signature. A number of techniques have been suggested in the fault diagnosis literature to specify the partitions. These partitioning techniques are either pseudorandom [20] , [21] or deterministic [3] , [25] .
In adaptive diagnosis, the partitioning is determined as the diagnosis algorithm unfolds, i.e., future partitions are dynamically determined depending upon results of previously tested partitions [2] , [11] , [12] . In [11] , Ghosh-Dastidar et al. suggest partitioning the scan chain into a number of partitions and testing each partition. If a partition tests positive, then each scan cell within the partition is tested. Another approach uses binary search (BS) [12] to adaptively zoom in on the faulty cells within a scan chain by recursively bisecting the scan chain. Other approaches [2] , [4] can be considered as hybrids between adaptive and nonadaptive algorithms. In [2] , the partitions are determined a priori as in nonadaptive diagnosis, but the superposition principle is adaptively used during diagnosis to calculate a partition test response without carrying out the test, potentially reducing the diagnosis time.
In this paper, we show that CGT offers a rich set of techniques to improve solutions to the BIST diagnosis problem. We elucidate how some of the aforementioned BIST diagnosis techniques are reminiscent of CGT techniques. We use this to provide further insights into existing diagnosis techniques and to improve their performance. We also adapt and apply a set of CGT techniques to the BIST diagnosis problem. CGT techniques can further be combined and enhanced by other methods that have been proposed for BIST diagnosis. A number of research directions remain open and offer the prospect of more cost-effective BIST diagnosis solutions as well as new theoretical frameworks. The contributions of this paper can be summarized as follows.
1) We improve the partitioning approach of Ghosh-Dastidar et al. [11] by proposing a method for calculating the partition size. 2) We propose a new algorithm called multistage batching, which extends and generalizes the approach of GhoshDastidar et al. [11] . 3) We extend the BS approach of Ghosh-Dastidar and Touba [12] to benefit from the superposition principle advocated by Bayraktaroglu and Orailoglu [2] . 4) We propose the digging procedure, which outperforms BS in the presence of few faults. 5) We propose a number of new algorithms called jumping, doubling, batched BS, and batched digging, which outperform other algorithms in the presence of a large number of faults. 6) We expose some of the underlying principles behind nonadaptive diagnosis. In the remainder of this paper, Section II gives several new diagnosis techniques as well as a number of improvements to existing methods. Section III assesses the performance of our proposed techniques against existing BIST diagnosis techniques. Finally, Section IV gives our conclusions and a number of directions for future research.
II. NEW AND IMPROVED ALGORITHMS FOR DIAGNOSIS
In this section, we present new algorithms for the BIST diagnosis problem as well as a number of improvements to existing BIST diagnosis algorithms.
A. Batching-Based Methods
Perhaps one of the oldest CGT techniques is batching [7] . To identify the unknown number of d faulty items, the set M of items under test is divided into disjoint, equal-size 
A crucial parameter affecting the success of this algorithm is the value of k. Without loss of generality, assume that n is divisible by k. In this case, the number of queries q(n, k) is given by
The batching technique was proposed independently by Ghosh-Dastidar et al. [11] for the detection of scan cells that capture faulty responses. While the approach in [11] stops short of specifying the batch size k, Dorfman [7] suggests that if n is viewed as continuous, then q(n, k) is minimized when k = n/d. Since we have no a priori knowledge of d, we may assume that d = 1, implying that the optimum batch size is √ n. For one faulty module, this method, which we call one-stage batching, uses 2 √ n queries. A formal description of one-stage batching is given in Fig. 2 . In Fig. 2 and in subsequent algorithm descriptions, we use the function query(·), which, given a set of items S, returns true if one or more items of S are faulty; otherwise, it returns false. Calling this function corresponds to execution of a test session. We also use the term "ordered" only to indicate that items in M are indexed to permit reference to individual items or ranges of items.
A possible enhancement to one-stage batching is as follows [7] , [16] . First, the set M of items under test is divided into disjoint equal-size batches 
and then reapply the same procedure recursively. This procedure can be repeated for any number of stages until the point where all the batches are identified as faulty. In this last case, we query all the items of the batches. We will refer to this approach by multistage batching. With multistage batching, the number of queries q(n) is given by
where To estimate a reasonable value for k i , we investigate the special case of one faulty item, i.e., d = 1. If n is viewed as continuous, then from basic calculus, q(n) is minimized when k = n/d. Hence, we may set
where n i is the total number of items in faulty batches at stage i (n i ≤ dk i ) and k 1 = √ n. We will see in Section III that the multistage strategy offers a considerable reduction in the number of queries compared to the approach of Ghosh-Dastidar et al. [11] . The multistage batching algorithm, which we refer to as MULTISTAGE, is formally described in Fig. 3 .
B. Binary-Search-Based Techniques
Binary Search (BS) may be viewed as the most basic of all adaptive CGT methods [8, p. 128] . The technique was discovered independently by Ghosh-Dastidar and Touba [12] for solving the BIST diagnosis problem. In this basic algorithm, if a faulty set of items S ⊆ M is identified, then S is bisected into two sets S 1 and S 2 , and the BS algorithm is recursively applied to each. S 1 and S 2 are typically called the children of S. As analyzed in both [8] and [12] , the upper bound on the number of queries is 2d(log(n/d) + 1) − 1 for d defective items. BS has good performance for small to moderate values of d (relative to n). However, the algorithm significantly degrades for large values of d, with number of queries approximately ≈ 2n − 1 (i.e., requiring more than n queries). We sketch the BS algorithm in Fig. 4 .
We now improve upon BS in two ways. 1) We apply and extend the superposition principle to be included in BS. Superposition cuts down the number of test sessions required to identify all faulty items. 2) Based on the CGT body of work, we modify the BS algorithm to the digging algorithm. Such modification reduces the number of test sessions in the presence of few fault items. We start by introducing the superposition principle. The superposition principle states that given an LFSR as a signature analyzer and the signature of two sets of items S 1 and S 2 , we can obtain the signature of a new set S 3 by XORing the signatures of S 1 and S 2 , i.e., S 3 = S 1 ⊕ S 2 . S 3 is the set of items that are contained in S 1 and S 2 but not in both. Superposition is utilized by Bayraktarolgu and Orailoglu [2] , [5] to speed up the pseudorandom and deterministic partitioning techniques of [3] , [5] , [20] , and [21] . We improve BS by noticing that if the tester is an LFSR or MISR, then the superposition principle can be applied to BS. Extending the superposition principle to BS works as follows: If a set S is found to be faulty, then S is bisected into two sets S 1 and S 2 . We assume S 1 is tested before S 2 . Since S is faulty, there can be three cases.
1) S 1 is fault free but S 2 is faulty: This case is already handled by traditional BS [12] . Since the diagnosis algorithm finds S 1 to be fault free, it must be the case that S 2 is faulty and, thus, the diagnosis proceeds directly to test the children of S 2 . 2) S 1 is faulty but S 2 is fault free: After having the signature of the set S 1 , the diagnosis algorithm can calculate the signature of S 2 (S ⊕ S 1 ) and compare it to the faultfree response. In this case, the test session associated with testing S 2 is saved by computing its result using the superposition principle. 3) S 1 is faulty and S 2 is faulty: This is similar to case 2), except that the diagnosis technique finds the computed signature of S 2 faulty and, hence, proceeds directly to test its children. Again, the test session associated with testing S 2 is saved by computing it using the superposition principle. Hence, applying the superposition principle to BS saves a test session in each of cases 2) and 3), leading to an overall reduction in the number of test sessions and, correspondingly, the diagnosis time.
The BS algorithm can also be modified in a different way as follows. The digging algorithm can be considered as an improvement to the BS. Digging reduces the number of queries (test sessions), especially for low values of d (faulty items) [8] , [13] . Observe that if there are two defective sets M 1 and M 2 , with M 1 ⊂ M 2 , then the result of a query on M 1 renders the result of the query on M 2 useless. Hence, with BS, there is the potential for many queries to produce no additional information for the diagnosis process. This suggests that once a faulty set of items M f is found, a faulty item m f should be identified from the set. This process is referred to as digging [8] . After the faulty item m f is identified, m f is removed from M f , and digging is resumed on the remaining items. Digging requires d log n queries. For small values of d, digging improves BS, as we confirm in Section III. We present the DIG and DIG-BS (BS with digging) procedures in Figs. 5 and 6. Extending the superposition principle to the digging procedure can be carried out as with the BS procedure.
C. Combination of Batching and Binary Search
One of the main shortcomings of batching algorithms is their relatively poor performance for small and moderate values of d. This is mainly due to the need to query all faulty items in the faulty batches. On the other hand, BS-based algorithms excel for small values of d and rapidly deteriorate as d approaches the total number of items n. Hence, one way to improve results for small and moderate values of d is to start by batching; then, once the faulty batching sets are identified, BS or digging (DIG-BS) may be applied to identify the faulty items within these sets. In this hybrid method, batching is used to initially prune a large portion of the search space, clearing the way for BS to identify the faulty items with fewer queries. We will see below that the proposed strategy outperforms other techniques for a significant range of practical values of d. The batched DIG-BS algorithm is described in Fig. 7 ; a batched BS algorithm based on BS rather than digging may be similarly conceived.
D. Doubling and Jumping
We propose a new BIST diagnosis algorithm based on the works of Bar-Noy et al. [1] . Given that the value of d is [8] unknown, the algorithm attempts to estimate the value of d. If d is small, then the algorithm finds large fault-free sets; otherwise, the algorithm finds small faulty sets. To deliver this functionality, the algorithm tests disjoint sets of sizes 1, 2, 4, . . . , 2 i until a faulty set is found. At this point, the algorithm has identified 2 i − 1 fault-free items and a faulty set of size 2 i , using i tests. The algorithm then identifies a faulty item from the faulty set using BS, which requires i queries. Consequently, the algorithm uses 2i + 1 queries and detects 2 i items (2 i − 1 fault free and 1 faulty). We present this DOUBLING algorithm in Fig. 8 .
An interesting modification to doubling, which is called jumping, is due to [9] . Instead of testing disjoint sets of sizes 1, . . . , 2 i as in doubling, jumping tests sets having sizes 1 + 2, 4 + 8, . . . , 2 i + 2 i+1 until a faulty set is found. Using these "jumps" (i.e., in the ordering of the items), the algorithm identifies fault-free items with i/2 tests instead of i tests. However, a faulty set is of size 3 × 2 i , rather than of size 2 i as in doubling; therefore, it requires more than one query on a subset of size 2 i to reduce the faulty set to either 2 i or to size 2 i+1 with 2 i fault-free items. We do not describe the details of the jumping algorithm here but assess it empirically in Section III and refer the interested reader to [8, p. 134] or [9] .
E. Principle of Nonadaptive Diagnosis Methods
In contrast to adaptive diagnosis, nonadaptive diagnosis partitions the set of scan cells into partitions a priori, that is, before the start of the diagnosis procedure. A fixed test pattern set is then repetitively applied to each partition, and the response captured in these cells is compacted by an LFSR or MISR and compared to the respective fault-free signature. In the scheme of Rajski and Tyszer [20] , [21] , scan cells are initially partitioned pseudorandomly. To identify the faulty cells, the diagnosis algorithm initially assumes that all cells are candidates for being faulty. As the algorithm proceeds by repetitively applying the set of test patterns, all cells that belong to subsets that generate fault-free responses are declared fault-free and dropped from the set of candidate faulty cells. After a predetermined number of repetitive test applications, all the cells that remain in the set of candidate faulty cells are declared faulty. The algorithm, however, does not guarantee that all cells remaining in the fault list are indeed faulty. Bayrktaroglu and Orailoglu [3] observe that minimizing the overlap between different partitions in different tests reduces the number of test repetitions and, hence, reduces the diagnosis time. They propose a deterministic partitioning scheme based on their method of quotient uniform partitioning, where partitions in different tests overlap in exactly one scan cell.
For example, using the uniform quotient remainder method [3] , we construct a deterministic partitioning on a set {m 0 , m 1 , . . . , m 8 } of nine items as shown in Table I . A group is one set of partitions that cover the nine items, i.e., one row in Table I . This method has the property that partitions in different groups share exactly one item [3] and, hence, the minimum possible overlap. In this example, the same test (a fixed set of test patterns) is applied to each partition, and the partitioning can locate at most two defects. Since there are three partitions per group, at least one partition must produce a nonfaulty response [3] . 1 The cells of this fault-free partition are removed from the candidate list and the process is repeated until the candidate faulty list contains only the faulty cells. One impact of CGT on fault diagnosis lies in providing a systematic way to study nonadaptive diagnosis techniques [8] as follows. The general idea is to design a sequence of tests such that for any given set of d faulty items, there is a unique set of tests that detects these faults, i.e., any set of d faults induces a different set of tests with faulty response. By constructing a matching between the set of tests with faulty response and all possible sets of d faulty items, the d faulty items can be identified. Such a sequence of tests is then called d-disjunctive. One method of designing such sequences is called equireplicated pairwise balanced design (EPBD), which is reminiscent of the quotient uniform partitioning technique of Bayraktaroglu and Orailoglu [3] .
For the set of nine items previously pointed out, we can construct a 9 × 9 matrix with the columns representing the possible faulty items and the rows the possible tests. An entry of 1 at the intersection of row i with column j indicates that item j is included in test i. Table II shows such a matrix for the partitioning of Table I. From Table II , we notice the following.
1) There does not exist a pair of items that is included in more than one test. 2) The pairwise of disjunction of any two columns is unique, which implies that no column is a subset of the disjunction of any two other columns, i.e., the matrix is
3) From the first two properties, we conclude that for any pair of faulty items, a distinct set of tests will exhibit a faulty response. The last property leads to faster determination of faulty items, i.e., instead of just iteratively removing items from the candidate fault list until the set of faulty items remain [3] , we can directly match the set of tests that exhibit faulty response with the faulty items.
III. EXPERIMENTAL RESULTS
We empirically assess the aforementioned diagnosis techniques. We compare results of the proposed algorithms against a number of the leading techniques in the diagnosis literature. From the diagnosis literature, we implement most of the recent techniques: the pseudorandom partitioning diagnosis technique of Rajski and Tyszer [20] , [21] ; the deterministic approach of Bayraktaroglu and Orailoglu [3] , [5] ; the linear search approach of Ghosh-Dastidar et al. [11] (with the partition size calculation we earlier proposed); and the BS approach of Ghosh-Dastidar and Touba [12] . We also implement the digging, multistage batching, doubling, and jumping algorithms, as well as the batched digging and batched BS procedures. Furthermore, we implement the same algorithms (whenever applicable) with superposition [2] , [5] to reduce diagnosis time.
In the first set of experiments, we set up an experimental framework similar to that of [2] , [3] , [5] , [12] , and [21] . We assume a scan chain of length n scan cells, and we randomly set d scan cells to be faulty and calculate the number of queries (test sessions) needed to detect all faults. For each value of d, we generate 100 random instances and calculate the average number of queries. The number of queries (test sessions) is directly proportional to the amount of time needed to diagnose the BIST system. Modern scan-based designs feature thousands of scan cells [18] . According to Mitra and Kim [18] , a typical design features a number of scan chains each comprised of about 10 000 scan cells. Due to the primality constraints of Bayraktaroglu and Orailoglu [3] , [5] , we select n to be 10 201 (= 101 × 101) and also collect results for n = 961 [21] , we select the number of partitions to be 128 and 32 for n = 10 201 and n = 961, respectively. For the deterministic partitioning approach of Bayraktaroglu and Orailoglu [3] , [5] , the number of partitions is 101 and 31 for n = 10 201 and n = 961, respectively. Both partitioning techniques are applied until 100% resolution is attained. For the approach of Ghosh-Dastidar et al. [11] (one-stage batching in the CGT literature), we set the partition size to be √ n . We evaluate the aforementioned algorithms without superposition for scan chains of length n = 961 and n = 10 201. Results are tabulated in Table III for n = 961 and in Table IV for n = 10 201. We say that technique A dominates technique B if technique A results in fewer queries than technique B for all numbers of reported faults. From the tables, we make the following observations, some details of which may be specific to values of scan-chain lengths studied.
1) Deterministic partitioning [3] , [5] dominates pseudorandom partitioning [21] with about 15% improvement, which is consistent with results reported in [5] . Both techniques are dominated by BS [12] . We note that the approaches of pseudorandom and deterministic partitioning in [3] , [5] , and [21] are helpful in the case of few faults. As the number of faults increases, these algorithms dynamically adjust the number of partitions to be greater than the number of faults [5] . This leads to a dramatic increase in the number of test sessions.
We examine the effect of large number of faults on the performance of selected algorithms (without superposition) by graphically plotting the number of test sessions versus fault cardinality in Fig. 9(a) and (b) for n = 1000 and n = 10 000 respectively. We plot the results for the multistage batching, jumping, BS, and batched digging (batched DIG-BS) [20] , [21] and the deterministic approach of Bayraktaroglu and Orailoglu [3] , [5] with superposition. We also extend the superposition principle to the BS approach of Ghosh-Dastidar and Touba [12] as explained earlier, and to the proposed approaches of digging and batched digging. 2 Our results are presented in Table VI for n = 961. Comparing to the earlier Table III , we find that superposition improves all algorithms. The magnitude of improvement for pseudorandom partitioning and deterministic partitioning is consistent with the results reported in [3] and [5] . However, for the instance parameters that we study, BS seems to benefit the most from applying the superposition principle, with batched BS following closely in quality of results.
The above experiments assess the performance of various algorithms on randomly generated scan chains for different incidences of faults. However, real benchmarks with real faults tend to generate error sequences that are different in nature from random error sequences. In our second set of experiments, we assess the performance of various algorithms using the ISCAS'89 benchmarks. We conduct the following experiment.
1) Given a benchmark, the automatic test pattern generation (ATPG) tool Atalanta [15] is applied to procure a set of test patterns that detects the stuck-at faults of the given benchmark. 2) For each stuck-at fault, we 1) collect the signature of all test patterns using the fault simulator HOPE [14] and 2) use the various diagnosis algorithms to detect all scan cells (outputs) that received faulty responses.
Experimental results on the ISCAS'89 benchmarks are given in Table VII . In the table, we report the average number of queries that each diagnosis algorithm takes to identify all scan cells capturing faulty responses for all stuck-at faults, i.e., results of just one stuck-at fault are not reported but rather the average result of all stuck-at faults. The average and maximum numbers of scan cells affected by a stuck-at fault are also reported. We observe the following. 1) In real benchmarks, very few cells are typically affected by a fault. This is helpful in selecting which diagnosis algorithm should be used, e.g., digging. 2) Our proposed algorithm, digging, outperforms state-ofthe-art techniques, in all benchmarks but one, by up to 21%. Furthermore, the improvement tends to increase as the benchmark size increases. 3 
IV. CONCLUSION
Our work has addressed the issue of BIST diagnosis and revealed previously unexplored connections to the field of combinatorial group testing (CGT). We show that the BIST diagnosis problem corresponds precisely to the heart of the well-established field of CGT. We improve a number of BIST diagnosis techniques. For example, we propose a modification, digging, to binary search (BS) that reduces the number of test sessions in the presence of a few faults. We also extend the applicability of the superposition principle to other algorithms. We have also proposed extensions to batching algorithms, e.g., one-stage and multistage batching algorithms. We have also demonstrated additional benefits from the combination of two well-known CGT methods, BS and batching. A number of other algorithms, e.g., jumping and doubling, have been proposed and empirically tested. We have conducted an experimental study that compares the various algorithms in an abstract setting and using the practical setting of the ISCAS'89 benchmarks. Our results indicate the competitiveness and effectiveness of the CGT algorithms for BIST diagnosis. The link to CGT may also initiate new methods for BIST diagnosis. We conclude with four possible directions for future work: 1) competitive CGT for theoretical benchmarking of the different diagnosis techniques; 2) nonadaptive diagnosis techniques using binary superimposed codes; 3) special cases of diagnosis wherein the number of faults is known a priori; 4) diagnosis in the presence of unreliable tests, where the query response might be erroneous as with aliasing cases of MISRs.
