Information content of a pool of sequences has been defined in information theory through enthropic measures aimed to capture the amount of variability within sequences. When dealing with biological sequences coding for proteins, a first approach is to align these sequences to estimate the probability of each amino-acid to occur within alignment positions and to combine these values through an "entropy" function whose minimum corresponds to the case where for each position, each amino-acid has the same probability to occur. This model is too restrictive when the purpose is to evaluate sequence constraints that have to be conserved to maintain the function of the proteins under random mutations. In fact, co-evolution of amino-acids appearing in pairs or tuplets of positions in sequences constitutes a fine signal of important structural, functional and mechanical information for protein families. It is clear that classical information theory should be revisited when applied to biological data. A large number of approaches to co-evolution of biological sequences have been developed in the last seven years. We present a few of them, discuss their limitations and some related questions, like the generation of random structures to validate predictions based on co-evolution, which appear crucial for new advances in structural bioinformatics.
Introduction
Protein sequences are chains of amino acids folding into a 3-dimensional structure and forming functionally active organic compounds in the cell. Protein sequences have evolved along billions of years and generated a number of homologous sequences, that is sequences with a same common ancestor, that are found today in genomes of living species. Ancestral sequences mutated through substitution, insertion or deletion of residues. It has been noticed that within a family of homologous protein sequences observed today, not all positions in the sequence have mutated with the same rate and that certain parts of the sequence (typically those playing a structural or functional role for the protein) are more conserved than others. Signals of conservation have been extracted from aligned homologous protein sequences (where the multiple sequence alignment, in short MSA, aims at piling up similar sub-sequences in the best way) from more than forty years. In fact, these signals help to detect important functional or structural properties of proteins. Analysis have been based on the classical notion of information content, and captured numerically the residue variability in a single position of the MSA, by providing a global numerical score representing the entropy of the set of sequences through the combination of local information on alignment positions [25, 14, 2, 41, 47, 32, 33, 48] . Extra information, such as physicochemical properties of the residues and the local preservation of these properties along the MSA were also integrated in the analysis. Numerous interesting predictions of functional interaction sites on the surface of proteins have been obtained [26, 27, 3, 37, 23, 4, 15] . Yet, these methods demonstrated to work well for detecting interaction sites of a protein with other molecules (that is, other proteins, RNA, DNA, small molecules, etc) but not for detecting residues involved in allosteric conformations (these are structural changes affecting the activation or the inactivation of a protein function) or in certain structural features. This biological information is also coded in protein sequences.
The information content of a biological molecule corresponds to the number of sequence constraints that have to be conserved to maintain its function under random mutations [1, 9] . If a protein sequence occurs in the genome of a species, it is likely to be also present in the genomes of phylogenetically close species and that its function is maintained. To study homologous sequences across species through their MSA, means to analyze residue conservation within single alignment positions, but also to analyze pairs, triplets or blocks of positions and check whether they have been mutating in concert or not. In biology, the phenomenon of "parallel" mutation is called co-evolution and experimental evidence supports the idea that this signal is related to structural changes in proteins.
Co-evolution is a measure to describe the impact of functional and structural constraints between residues on a pool of protein sequences. In the last ten years, many different methods have been proposed to study this signal in sequences. In this abstract we shall give an account of some of these computational approaches. The reason for doing this is that a convincing mathematical definition of co-evolution is missing, but several different methods to detect some form of co-evolution are proposed. These methods do not necessarily agree in their results and the computer science community might be interested to pick up the challenge of clearing out this goal by proposing a well founded framework where to decompose biological signals in sequences. Sequences hiding correlations between symbols other than positional conservation, like co-evolution of positions in biological sequences, demand to revisit the classical notion of entropy given in information theory. In [8], a first step has been made to adapt the classical notion of entropy and information content to protein sequences by taking into explicit account the distance tree describing similarity between sequences. By so doing, functional signals are shown to be more sharply detected.
On the methodological level, an original effort could be made in the unification of the approaches towards an appropriate definition of co-evolution and an understanding of the mathematical principles governing it. We shall rapidly discuss the fundamental problem of validating the methods analyzing co-evolution.
