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MAXIMIZING THE EDELMAN-GREENE STATISTIC
GIDON ORELOWITZ
ABSTRACT. The Edelman-Greene statistic of S. Billey-B. Pawlowski measures the ”short-
ness” of the Schur expansion of a Stanley symmetric function. We show that the maximum
value of this statistic on permutations of Coxeter length n is the number of involutions in
the symmetric group Sn, and explicitly describe the permutations that attain this maxi-
mum. Our proof confirms a recent conjecture of C. Monical, B. Pankow, and A. Yong: we
give an explicit combinatorial injection between a certain collections of Edelman-Greene
tableaux and standard Young tableaux.
1. INTRODUCTION
Let Sn be the symmetric group on [n] = {1, 2, . . . , n}. Sn can be embedded in Sn+1 by
the natural inclusion, and from this define S∞ =
⋃∞
n=1 Sn. Let si ∈ S∞ be the simple
transposition swapping i and i + 1. Each w ∈ S∞ is expressible as a product of simple
transpositions; the minimum possible length of such an expression is the Coxeter length
ℓ(w). An expression of length ℓ(w) is a reduced word of w. Let Red(w) be the set of reduced
words of w. A permutation w is totally commutative 1 if there exists si1 . . . siℓ(w) ∈ Red(w)
with |ij − ik| ≥ 2 for all j 6= k.
In their study of Red(w), P. Edelman and C. Greene [3] introduced a family of tableaux.
Fix a partition λ and w ∈ S∞. We say that S is an Edelman-Greene tableau (or EG tableau) of
type (λ, w) if it is a filling of the cells of a Young diagram λ such that the cells are strictly
increasing on rows and columns, and that if the sequence i1, i2, . . . , i|λ| results from read-
ing the tableau top-to-bottom and right-to-left, then si1si2 . . . si|λ| ∈ Red(w). Let EG(λ, w)
be the set of these tableaux. Now,
(1) EG(w) =
∑
λ
aw,λ , where aw,λ = |EG(λ, w)|
is the Edelman-Greene statistic of S. Billey-B. Pawlowski [2].
Define inv(n) to be the number of involutions in Sn, i.e. the number of permutations
w ∈ Sn such that w
2 is the identity permutation.
Theorem 1.
(2) max{EG(w) : w ∈ S∞, ℓ(w) = n} = inv(n)
And the maximum is attained by w ∈ S∞ if and only w is totally commutative.
We offer three comparisons and contrasts with the literature.
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1This is stricter than the definition of the similar sounding fully commutative [10]. For example, 23154 is
fully commutative but not totally commutative.
1
1 3 5 6 → 1 2 3 4
1 2 3 4
2 5
3
→
1 3 5 6
2 7
4
FIGURE 1. Two examples of standardization.
First, B. Pawlowski has proved that E[EG] ≥ (0.072)(1.299)m where the expectation
is taken over w ∈ Sm [7, Theorem 3.2.7]). More recently, C. Monical, B. Pankow, and
A. Yong show that EG(w) is ”typically” exponentially large on Sm [5, Theorem 1.1]. In
comparison, Theorem 1 combined with a standard estimate for inv(n) [4] gives
(3) max{EG(w) : w ∈ S∞, ℓ(w) = n} ∼
(n
e
)n
2 e
√
n
(4e)
1
4
Second, in [6], maximums for the Littlewood-Richardson coefficients and their gen-
eralization, the Kronecker coefficients, were determined. We remark that the aw,λ’s are
also generalizations of the Littlewood-Richardson coefficients; this follows from [1, Corol-
lary 2.4].
Finally, the results of V. Reiner-M. Shimozono [8] (see specifically their Theorem 33)
appear related to ours. Our work does not depend on their paper and is combinatorial
and self-contained.
2. PROOF OF (2)
Our proof of Theorem 1 is based on a specific relationship between EG tableaux and
standard Young tableaux. Recall that a standard Young tableau is a filling of the cells of a
Young diagram λ with the numbers 1 through |λ|, each used exactly once, such that the
cells are strictly increasing along rows and columns. The set of standard Young Tableaux
of shape λ is given by SYT(λ), and denote fλ = |SYT(λ)|.
Figure 1 gives several examples of the well-known standardizationmap std : SSYT(λ)→
SYT(λ), where SSYT(λ) is the (countably infinite) set of semistandard tableaux of shape
λ. Suppose T ∈ SSYT(λ) and ki is the number of i’s appearing in T . Now replace all
1’s in T from left to right by 1, 2, . . . , k1. Then replace all of the (original) 2’s in T by
k1 + 1, k1 + 2, . . . , k1 + k2, etc. The result of this procedure is std(T ).
If we restrict std to the subset of SSYT(λ) consisting of the (finitely many) tableaux
with a given content µ, then it is easy to see that std is an injection. Now, content is not
constant on EG(λ, w). Nevertheless, the conjecture of C. Monical-B. Pankow-A. Yong [5,
Conjecture 3.12] is the following:
Theorem 2. The map std : EG(λ, w)→ SYT(λ) is an injection.
Proof. First, recall that the simple transpositions satisfy:
(4) sisj = sjsi for |i− j| ≥ 2
and
(5) sisi+1si = si+1sisi+1
where (5) is the braid relation. Moreover, Tits’ Lemma states that any reduced word can be
transformed into any other reduced word for the same permutation through a sequence
2
S =
1 2 5 7
2 5 7
4
8
, T =
1 3 5 7
3 5 7
5
8
, std(S) = std(T ) =
1 3 6 8
2 5 7
4
9
sweep(std(S)) =
1 2 3 4
2 3 4
3
5
FIGURE 2. An example of two semistandard Young tableaux and their im-
ages under std and sweep. Note that S and T are not EG tableaux.
of successive transformations (4) and (5). If si1si2 . . . sik ∈ Red(w), define the support of w
as supp(w) = {i1, i2, . . . , ik}.
Lemma 3. supp(w) is well-defined.
Proof. This follows immediately from Tits’ Lemma together with the fact that (4) and (5)
preserve support. 
Lemma 4. For w ∈ S∞, if |a−b| = 1, and there exists a reduced word of w such that all instances
of sa occur before all instances of sb, then the same is true for all reduced words of w.
Proof. This holds by Tits’ Lemma and examining (4) and (5). 
A descent of U ∈ SYT(λ) is a label i such that i−1 is weakly east (and thus strictly north)
of i. Let (x, y) be the matrix coordinates of a cell in U . Denote the label of cell (x, y) in U
by LabelU(x, y). Let the sweep map of U , sweep(U) be the Young tableau of shape λ, and
(6) Labelsweep(U)(x, y) = |{k : 1 ≤ k ≤ LabelU(x, y), k is a descent in U}|+ 1.
Proposition 5. sweep is a map from SYT(λ) to SSYT(λ)
Proof. Fix U ∈ SYT(λ). For a given cell (x, y) in U , LabelU(x, y) < LabelU(x, y + 1), and
so the number of descents less than or equal to LabelU(x, y) is at most the number of
descents less than or equal to LabelU(x, y + 1), and so by the definition of the sweep map,
Labelsweep(U)(x, y) ≤ Labelsweep(U)(x, y + 1).
Additionally, LabelU(x, y) < LabelU(x + 1, y). If none of LabelU(x, y) + 1, LabelU(x, y) +
2, . . . , LabelU(x + 1, y) were descents, then each of those labels would be weakly north-
east of the one before it, so LabelU(x + 1, y) would be weakly northeast of LabelU(x, y).
This contradicts the fact that (x + 1, y) is below (x, y). Therefore, one of LabelU(x, y) +
1, LabelU(x, y) + 2, . . . , LabelU(x + 1, y) is a descent, and so by the definition of the sweep
map, Labelsweep(U)(x, y) < Labelsweep(U)(x+ 1, y).
Thus we have shown that sweep(U) is weakly increasing on rows and strictly increasing
on columns, so it is a semistandard Young tableau of shape λ, and we are done. 
In addition, the ith sweep of U is
(7) sweepi(U) := {(x, y) ∈ λ : Labelsweep(U)(x, y) = i}.
Lemma 6. If U ∈ EG(λ, w) and (x, y), (c, d) ∈ sweepi(std(U)) with y < d for some i, then
LabelU(x, y) ≤ LabelU(c, d).
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Proof. Since (x, y) and (c, d) lie in the same sweep of std(U), and (c, d) is to the right of
(x, y), the definition of sweep says that Labelstd(U)(x, y) < Labelstd(U)(c, d). Therefore, by
the definition of standardization, LabelU(x, y) ≤ LabelU(c, d). 
Lemma 7. If U ∈ EG(λ, w) and LabelU(x, y) = LabelU(c, d), then Labelsweep(std(U))(x, y) =
Labelsweep(std(U))(c, d).
Proof. Without loss of generality, assume that (x, y) is strictly northeast of (c, d). This
means that Labelstd(U)(x, y) > Labelstd(U)(c, d). None of Labelstd(U)(c, d)+1, Labelstd(U)(c, d)+
2, . . . , Labelstd(U)(x, y) will be descents, and so (x, y) and (c, d) will be in the same sweep
of std(U). 
Lemma 8. If U ∈ EG(λ, w) and i < j, then for (x, y) ∈ sweepi(std(U)), (c, d) ∈ sweepj(std(U)),
then LabelU(x, y) < LabelU(c, d).
Proof. Since Labelsweep(std(U))(x, y) = i < j = Labelsweep(std(U))(c, d), it follows from the def-
inition of the sweep map that Labelstd(U)(x, y) < Labelstd(U)(c, d). Hence, by the definition
of standardization, LabelU(x, y) ≤ LabelU(c, d). However, by the contrapositive of Lemma
7, LabelU(x, y) 6= LabelU(c, d), and we are done. 
Now in order to reach a contradiction, assume that there exists S, T ∈ EG(λ, w) such
that S 6= T and std(S) = std(T ). Since S 6= T ,
(8) D := {(x, y) : LabelS(x, y) 6= LabelT (x, y)}
is non-empty. Define L = max{i : sweepi(std(S)) ∩D 6= ∅}. Let
(9) a := max{LabelS(x, y) : (x, y) ∈ D}, and b := max{LabelT (x, y) : (x, y) ∈ D}.
There are two cases to consider: either a = b or a 6= b. For the first case, by definition
there exists (x, y), (c, d) ∈ D be such that LabelS(x, y) = a, and LabelT (c, d) = b. By the
definition of D, LabelT (x, y) 6= LabelS(x, y) = LabelT (c, d). Also, by the definition of b,
LabelT (c, d) = b ≥ LabelT (x, y), and so LabelT (c, d) > LabelT (x, y). By the definition of
standardization, this means that Labelstd(T )(c, d) > Labelstd(T )(x, y). However, similarly,
LabelS(x, y) > LabelS(c, d), which means that Labelstd(S)(x, y) > Labelstd(S)(c, d). However,
this contradicts the fact that std(S) = std(T ), completing the proof in this case.
For the second case (a 6= b), assume without loss of generality that b > a. By Lemma 3,
some cell in S is labeled b as well, so define
(10) B = {(x, y) : LabelS(x, y) = b} and C = min{y : (x, y) ∈ B}.
Claim 9. All cells labeled b in S are also labeled b in T , and there exists at least one cell labeled b
in T that is to the left of column C.
Proof. Since b > a, B ∩D = ∅, and so if (c, d) ∈ B, LabelT (c, d) = b as well. In addition, by
the definition of b there exists some cell (x, y) ∈ D such that LabelT (x, y) = b, so (x, y) 6∈ B.
By Lemma 7, these cells must all be in the same sweep of std(T ). We also know that, since
(x, y) ∈ D, LabelS(x, y) ≤ a < b, so by Lemma 6, (x, y) must lie to the left of all cells in B,
and so it must lie to the left of the column with index C, completing the proof. 
Claim 10. In T , all cells labeled b are in sweepL(std(T )), and all cells labeled a, a + 1, . . . , b in S
are in sweepL(std(S)).
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Proof. By the definition of L, there is some cell (x, y) ∈ sweepL(std(T )) ∩D. By the defini-
tion of b, there exists some cell (c, d) ∈ D such that LabelT (c, d) = b and b ≥ LabelT (x, y),
so by the contrapositive of Lemma 8, Labelsweep(std(T ))(c, d) ≥ Labelsweep(std(T ))(x, y) = L.
However, since (c, d) ∈ D, Labelsweep(std(T ))(c, d) ≤ L, and so Labelsweep(std(T ))(c, d) = L. As
a result, since LabelT (c, d) = b, Lemma 7 implies that all cells labeled b in T must be in
sweepL(std(T )).
By the argument of the previous paragraph (replacing T with S and b with a), all cells
labeled a in S must be in sweepL(std(S)). By Claim 9, any cells in B are labeled b in T as
well. Therefore, since all cells labeled b in T are in sweepL(std(T )), all cells in B are also
in sweepL(std(T )) = sweepL(std(S)). Additionally, the contrapositive of Lemma 8 implies
that any cell labels between a and b in S must occur in sweepL(std(S)) as well, completing
the proof. 
For U ∈ EG(λ, w), let the reading word of U , denoted Red(U), be si1si2 . . . si|λ|, where
i1, i2, . . . , i|λ| is the sequence of labels of U reading from top-to-bottom and right-to-left.
By definition, Red(U) ∈ Red(w).
Claim 11. In all columns with index at least C, no cell can be labeled b− 1 in either S or T .
Proof. a ≤ b−1 < b, so Claim 10 says that all cells labeled b−1 or b in S are in sweepL(std(S)).
By Lemma 6 all cells labeled b − 1 in S must occur strictly to the left of all cells labeled b
in S, which means none of them can be in a column with index at least C.
As a result, all sb−1’s will occur after all sb’s in Red(S), and so by Lemma 4, the same is
true for Red(T ), since we assumed that Red(S),Red(T ) ∈ Red(w). This means that all cells
labeled b−1 in T must occur in some column weakly to the left of the leftmost occurrence
of a cell labeled b in T . By Claim 9, this is strictly to the left of the column indexed C.
Therefore, in all columns with index at least C, no cell can be labeled b − 1 in either S or
T , so the claim is true. 
Define G = (
⋃∞
i=L sweepi(std(S))) ∩ {(x, y) : y ≥ C}.
Claim 12. For all (x, y) ∈ G, LabelS(x, y) = LabelT (x, y) ≥ b.
Proof. Since Claim 10 says that there is a cell in sweepL(std(S)) labeled b in S, every cell in⋃∞
i=L+1 sweepi(std(S)) will have a label larger than b in S by Claim 8. The definition of C
says that all cells in sweepL(std(S)) in a column labeled at least C will have a label of b or
more in S. As a result, all (x, y) ∈ G have LabelS(x, y) ≥ b. Since b > a, none of these cells
are in D, and so they have the same labels in T as well, completing the proof. 
Let si1si2 . . . si|λ| = Red(S) and let sj1sj2 . . . sj|λ| = Red(T ). Let I be the set of all indexes k
such that sik corresponds to a cell (x, y) ∈ G, and letM = max(I). By Claim 12, ik = jk ≥ b
for all k ∈ I . By Claim 11, ia, ja < b− 1 for a ≤ M , a 6∈ I , so sik commutes with sia for all
such a ≤M , a 6∈ I and k ∈ I . Therefore,
(11)
∏
k∈I
sik
∏
a6∈I
sia = Red(S) = Red(T ) =
∏
k∈I
sjk
∏
a6∈I
sja
and so multiplying both sides by (
∏
k∈I sik)
−1 results in
∏
a6∈I sia =
∏
a6∈I sja , and we de-
note the two sides Red(S ′) and Red(T ′) respectively. However, the definition of C says
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that b 6∈ supp(Red(S ′)), but Claim 9 says that b ∈ supp(Red(T ′)). This contradicts Lemma 3,
and we are done. 
To illustrate the above argument, in Figure 2, the squares corresponding to the fourth
and fifth sweeps in S and T are the same, but not for the third sweep, so in this case,
L = 3, b = 5, and C = 2.
This means that, by the fact that S, T ∈ EG(λ, w),
(12) w = s7s5s7s2s5s1s2s4s8 = s7s5s7s3s5s1s3s5s8
and by (4), this can be rewritten this as
(13) w = s7s5s7s5s2s1s2s4s8 = s7s5s7s5s3s1s3s5s8
and multiplying both permutations by s5s7s5s7 on the left results is
(14) s2s1s2s4s8 = s3s1s3s5s8
However, only one of the two permutations has s5 in it, contradicting Lemma 3, and
completing the proof.
Corollary 13.
(15) aw,λ ≤ f
λ
Proof. This is immediate from Theorem 2. 
By Corollary 13,
(16) EG(w) =
∑
|λ|=ℓ(w)
aw,λ ≤
∑
|λ|=ℓ(w)
fλ.
Taking the maximum over all w ∈ S∞ with ℓ(w) = n gives
(17) max{EG(w) : w ∈ S∞, ℓ(w) = n} ≤
∑
|λ|=n
fλ = inv(n)
where the last equality is a consequence of the Schensted correspondence (for example,
in [9], Corollary 7.13.9).
For the other direction of (2), fix n ∈ N and consider wn = s1s3 . . . s2n−1. By inspection,
ℓ(wn) = n and any reordering of s1s3 . . . s2n−1 is also a valid reduced word for wn. There-
fore, for each S ∈ SYT(λ)with |λ| = n, replacing each cell’s label iwith 2i−1 is a bijection
from SYT(λ) to EG(λ, wn), so
(18) fλ = |SYT(λ)| = |EG(λ, wn)| = awn,λ
and as a result,
(19) EG(wn) =
∑
|λ|=n
awn,λ =
∑
|λ|=n
fλ = inv(n)
which proves that (2) is an equality.
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3. CLASSIFICATION OF THE MAXIMIZERS OF (2)
For a Young diagram λ, define w ∈ S∞ to be λ-maximal if aw,λ = fλ. We now classify
which w are λ-maximal for each fixed λ.
Theorem 14. Let λ be a Young diagram, and let w be a permutation.
(1) If λ has only one row, w is λ-maximal if and only if there exists i1 < i2 < · · · < i|λ| such
that w = si|λ|si|λ|−1 . . . si1 .
(2) If λ has only one column, w is λ-maximal if and only if w = si1si2 . . . si|λ| for some
i1 < i2 < · · · < i|λ|.
(3) If λ has more than one row and more than one column, w is λ-maximal if and only if
ℓ(w) = |λ| and w is totally commutative.
Proof. (1) and (2) are trivial by the definition of λ-maximal. Therefore, the rest of this proof
is devoted to proving (3). The reverse direction follows from the following lemma:
Lemma 15. If w is totally commutative, then it is λ-maximal for all |λ| = ℓ(w).
Proof. Let i1, . . . ik be as in the definition of totally commutative. Then by (4),
(20) siσ(1)siσ(2) . . . siσ(ℓ(w)) ∈ Red(w) for all σ ∈ Sℓ(w).
For any T ∈ SYT(λ), replacing the label k with the kth smallest element of supp(w) turns
T into an element T ′ ∈ EG(w, λ). This mapping T 7→ T ′ is clearly an injection, so this and
Corollary 13 combine to say that aw,λ = f
λ. 
The forward direction also requires a lemma.
Lemma 16. If |supp(w)| < ℓ(w), then w is not λ-maximal for any λ.
Proof. Assume for the sake of contradiction that there exists some Young diagram λ such
that w is λ-maximal. Fix an arbitrary U ∈ EG(w, λ). Since |supp(w)| < ℓ(w) = |λ|, there
exists (x, y) and (c, d) such that LabelU(x, y) = LabelU(c, d). Since U is strictly increasing
on rows and columns, without loss of generality (c, d) is strictly northeast of (x, y), and
in particular λ must have more than one row and more than one column. As a result,
Labelstd(U)(x, y) < Labelstd(U)(c, d). This is a contradiction, as then no element of EG(w, λ)
maps to S ∈ SYT(λ), the unique element of SYT(λ) where cells are labeled 1 through |λ|
by going from left to right and top to bottom, but std : EG(w, λ) → SYT(λ) is an injection
between two equally sized finite sets by Theorem 2, so it should be a surjection. 
Let λ have more than one row and more than one column, and assume that w is λ-
maximal. By definition, ℓ(w) = |λ|, and since std : EG(w, λ) → SYT(λ) is an injection
between two finite sets of the same size by Theorem 2, it is a bijection.
By Lemma 16, supp(w) = {i1, i2, . . . , iℓ(w)}, where we can say i1 < i2 < · · · < iℓ(w) with-
out loss of generality. Therefore, std maps the label ik to k and std
−1 maps the label k to ik
for each k. Now assume for the sake of contradiction that w is not totally commutative.
This means thatm := min{j : ij + 1 = ij+1} is finite.
Recall the definition of Red(U) for U ∈ EG(w, λ) from directly before Claim 11.
Claim 17. If T ∈ SYT(λ) is such that sim occurs before sim+1 in Red(std
−1(T )), then sim occurs
before sim+1 in Red(std
−1(T ′)) for all other T ′ ∈ SYT(λ).
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Proof. This follows immediately from Lemma 4 and the fact that each simple transposition
occurs at most once in each element of Red(w). 
There are three cases to consider: m = 1, m = |λ| − 1 and λ is a rectangle, and the case
where neither of the above is true.
Case 1: (m = 1) Let T, T ′ ∈ SYT(λ) be such that LabelT (2, 1) = 2 and LabelT ′(1, 2) = 2. As a
result, because LabelT (1, 1) = LabelT ′(1, 1) = 1, s1 occurs before s2 in Red(std
−1(T )), but s2
occurs before s1 in Red(std
−1(T ′)). This contradicts Claim 17.
Case 2: (m = |λ| − 1 and λ is rectangular) Say that λ is a a× b rectangle so thatm = ab− 1.
Let T, T ′ ∈ SYT(λ) be such that LabelT (a− 1, b) = m and LabelT ′(a, b− 1) = m. As a result,
because LabelT (a, b) = LabelT ′(a, b) = m + 1, sm occurs before sm+1 in Red(std
−1(T )), but
sm+1 occurs before sm in Red(std
−1(T ′)). This once again contradicts Claim 17.
Case 3: (Neither Case 1 nor Case 2) There exists some T ∈ std(λ) such that the cell labeled
m in T (denoted (a, b)) is strictly northeast of the cellm+1 in T (denoted (c, d)). From this,
let T ′ ∈ std(λ) be identical to T except that LabelT ′(a, b) = m+ 1 and LabelT ′(c, d) = m. As
before, sm occurs before sm+1 in Red(std
−1(T )), but sm+1 occurs before sm in Red(std
−1(T ′)),
contradicting Claim 17.
This completes the proof. 
The above theorem allows us to characterize the permutations thatmaximize the Edelman-
Greene statistic.
Corollary 18. EG(w) = inv(ℓ(w)) if and only if w is totally commutative.
Proof. The reverse direction follows from Lemma 15. For the forward direction, consider
three cases, based on the size of ℓ(w). If ℓ(w) = 1, then w is always totally commutative. If
ℓ(w) = 2, then Lemma 16 says that supp(w) = {i1, i2}, and si1si2 = si2si1 , so they commute
and so w is totally commutative. For ℓ(w) ≥ 3, there exists some λ with |λ| = ℓ(w) and λ
having at least two rows and at least two columns. Since EG(w) = inv(ℓ(w)), w must be
λ-maximal, and so by Theorem 14, w must be totally commutative. 
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