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Resumo
As propriedades termodinaˆmicas de um buraco negro sa˜o determinadas pelas propriedades
geome´tricas de seu horizonte de eventos. Um buraco negro extremal possui temperatura zero
e a geometria pro´xima ao seu horizonte se comporta localmente como AdS2 × S2. Com esta
motivac¸a˜o sera˜o discutidos os espac¸os de AdS em detalhes, diferenciando o AdS2 dos espac¸os
AdSn, n ≥ 3. O objetivo deste trabalho e´ estudar esta geometria pro´xima ao horizonte fazendo
experimentos onde observamos o comportamento de uma part´ıcula teste nesta geometria. Sera˜o
abordados aqui o caso de uma part´ıcula pontual cla´ssica e de um campo escalar quaˆntico sem
massa. Uma atenc¸a˜o especial e´ dada para a construc¸a˜o de operadores autoadjuntos atrave´s do
teorema de von Neumann, que desempenha um papel importante para a descric¸a˜o de um espac¸o-
tempo quando testado por um campo quaˆntico. Ale´m disso sera´ discutida uma formulac¸a˜o al-
ternativa da gravitac¸a˜o que se baseia no ca´lculo exterior, generaliza a ac¸a˜o de Einstein-Hilbert
para uma dimensa˜o arbitra´ria e gera equac¸o˜es de campo de primeira ordem.
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Abstract
The thermodinamics properties of a black hole are completely determined by geometrics pro-
perties of its event horizon. An extremal black hole has zero temperature and its near horizon
geometry behaves localy as AdS2×S2. With this motivation will be discussed the AdS spaces in
details, diferentiating the AdS2 from the spaces AdSn, n ≥ 3. The goal of this work is to study
such near horizon geometry by making experiments where we observe the behavior of a test
particle on this geometry. In particular we analyse the case of a classical punctual particle and
of a massless quantum scalar field. Furthermore, it will be discussed an alternative formulation
of gravitation based on the exterior calculus, that generalize the Einstein-Hilbert action for an
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Dois meses apo´s Einstein apresentar a forma final das equac¸o˜es de campo que descrevem a
dinaˆmica de um campo gravitacional em 3+1 dimenso˜es, surgiu a primeira soluc¸a˜o na˜o trivial
dessas equac¸o˜es, encontrada por Schwarzschild. Entre as propriedades desta soluc¸a˜o destacou-se
o fato dela apresentar uma estrutura que, por conter uma regia˜o que confina sinais luminosos,
ficou conhecida pelo nome de buraco negro. Inicialmente houve grande resisteˆncia para aceitar
a existeˆncia destes objetos [12], pore´m com o passar das de´cadas, observac¸o˜es astronoˆmicas
passaram a apontar ind´ıcios de sua existeˆncia. Paralelamente novas soluc¸o˜es das equac¸o˜es de
Einstein tipo buraco negro foram surgindo e junto com elas a necessidade de compreender tanto
as propriedades f´ısicas destes objetos como as matema´ticas que os descrevem.
Nos anos 70 chegou-se a conclusa˜o de que os buracos negros possuem uma termodinaˆmica
associada. Primeiro Bekenstein constatou que um buraco negro deve possuir uma entropia e
pouco tempo depois Hawking provou que um buraco negro emite uma radiac¸a˜o te´rmica. Essas
grandezas termodinaˆmicas sa˜o bem definidas classicamente, pore´m sua explicac¸a˜o exige um
tratamento via mecaˆnica quaˆntica. O que e´ natural pois classicamente um buraco negro e´
proibido de emitir radiac¸a˜o. Existe uma classe de buracos negros que possuem temperatura
zero. Estes buracos negros sa˜o ditos extremais e e´ esta classe particular que sera´ estudada aqui.
Quando estamos pro´ximo ao horizonte de eventos de um buraco negro extremal podemos
mostrar que sua geometria se comporta localmente como o produto AdS2× S2. O espac¸o AdS2
possui propriedades interessantes e ele esta´ presente em outras a´reas da f´ısica teo´rica como as
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dualidades AdS/CFT por exemplo. Pore´m esta geometria pro´xima ao horizonte pode tambe´m
ser vista como AdS3×S1. Todos os espac¸os AdS com dimensa˜o 3 ou maior possuem propriedades
que independem de sua dimensa˜o e isso nos permite classificar todos os espac¸os AdS [9], [10].
Neste trabalho na˜o sera´ discutido a quantizac¸a˜o do campo gravitacional. Vamos descrever
aqui a dinaˆmica de campos quaˆnticos definidos sobre um espac¸o cuja geometria esta´ previamente
fixada. Como a dinaˆmica desses campos sera´ determinada pela equac¸a˜o de Schro¨dinger, ou
Heisenberg, precisamos definir neste contexto uma Hamiltoniana autoadjunta que ira´ determinar
esta dinaˆmica. Em geral definimos este operador como o Laplaciano da variedade que atua
nas func¸o˜es de quadrado integra´vel definidas sobre a variedade [20], [6]. Este operador sera´
hermitiano, pore´m na˜o necessariamente autoadjunto. Discutiremos aqui como construir um
operador autoadjunto a partir de um operador hermitiano e as consequeˆncias associadas a este
processo.
As equac¸o˜es de Einstein sa˜o soluc¸o˜es da extremizac¸a˜o de uma u´nica ac¸a˜o, a menos de ter-
mos de fronteira, em 3+1 dimenso˜es: a ac¸a˜o de Einstein-Hilbert [2]. Existe uma construc¸a˜o
alternativa que generaliza esta ac¸a˜o para qualquer dimensa˜o que chamarei aqui de gravitac¸a˜o de
Lovelock [25]. Esta teoria e´ constru´ıda no fibrado tangente da variedade e se utiliza do ca´lculo
exterior para descrever a geometria do espac¸o. O uso do ca´lculo exterior traz algumas vanta-
gens por exemplo as equac¸o˜es de campo sera˜o equac¸o˜es diferenciais de primeira ordem. Quando
resolvemos estas equac¸o˜es em 2+1 dimenso˜es descobrimos que as u´nicas soluc¸o˜es poss´ıveis das
equac¸o˜es de campo geram um espac¸o de curvatura constante que sera´ Minkowski, dS3 ou AdS3.
Neste contexto sera´ discutida a relac¸a˜o que existe entre gravitac¸a˜o e uma teoria de calibre.
A organizac¸a˜o do trabalho e´ a seguinte. No Cap´ıtulo 2 sera´ discutida a formulac¸a˜o de uma
teoria quaˆntica em uma variedade dotada de uma me´trica com assinatura Lorentziana. Sera´ su-
ficiente discutirmos apenas o campo escalar sem massa. Neste contexto iremos deduzir o efeito
Hawking e motivado por ele sera´ introduzida a termodinaˆmica de um buraco negro. Veremos
como as propriedades do horizonte determinam as grandezas termodinaˆmicas de um buraco ne-
gro e abordaremos treˆs exemplos: Schwarzschild, Reissner-Nordstro¨m e Kerr. O Cap´ıtulo 3 e´
dedicado a formulac¸a˜o da gravitac¸a˜o de Lovelock. Sua construc¸a˜o sera´ feita com detalhes. Neste
contexto sera˜o discutidos o buraco negro BTZ e as teorias de Chern-Simons. No Cap´ıtulo 4 dis-
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cutiremos o espac¸o AdS2 em detalhes. Sera˜o apresentadas suas parametrizac¸o˜es, representac¸a˜o
do seu grupo de isometrias SO(2, 1) e curvas geode´sicas. Veremos que o AdS2 se destaca dos
outros espac¸os AdS de dimenso˜es maiores por apresentar a simetria local de Weyl como uma
simetria adicional. O Cap´ıtulo 5 e´ dedicado a discutir as extenso˜es autoadjuntas de um ope-
rador hermitiano. Sera˜o definidos os ı´ndices de deficieˆncia, que ira˜o classificar os operadores
hermitianos via um procedimento dado pelo teorema de von Neumann. Por fim sera˜o discutidas
algumas aplicac¸o˜es deste procedimento para a descric¸a˜o e classificac¸a˜o de um espac¸o-tempo.
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Cap´ıtulo 2
Termodinaˆmica de buracos negros
O principal objetivo deste cap´ıtulo e´ discutir a formulac¸a˜o da termodinaˆmica dos buracos negros.
Discutiremos a construc¸a˜o de uma teoria de campos quaˆnticos definidos sobre um espac¸o-tempo
curvo, como feito em [1], e veremos que devido a efeitos quaˆnticos um buraco negro irradia um
espectro com temperatura bem definida, esse fenoˆmeno e´ conhecido como efeito Hawking. Moti-
vado por este fato sera˜o apresentadas e analisadas as leis da termodinaˆmica de um buraco negro.
Por fim sera˜o calculadas as grandezas termodinaˆmicas para os buracos negros de Schwarzchild,
Reissner-No¨rdstrom e Kerr.
2.1 Mecaˆnica quaˆntica em um espac¸o curvo
Seja (M, g) uma variedade diferencia´vel n-dimensional dotada de uma me´trica com assinatura
(−,+, ...,+) e derivada covariante ∇µ. Seja φ um campo escalar definido sobre esta variedade.











onde g = det(gµν). O procedimento para obter esta Lagrangeana e´ chamado acoplamento
mı´nimo e equivale a simplesmente substituirmos a me´trica de Minkowski ηµν = (−1,+1, ...,+1)
por gµν(x) e a derivada parcial ∂µ por uma derivada covariante ∇µ na Lagrangeana de Klein-
Gordon. O fator
√−g aparece devido ao fato de que a Lagrangeana e´ uma densidade. A equac¸a˜o
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de movimento que surge da extremizac¸a˜o da ac¸a˜o e´
(2−m2)φ = 0, (2.2)
onde 2 = g





Para quantizar a teoria precisamos promover os campos a operadores que atuam no espac¸o
de Fock. O espac¸o de Fock e´ o espac¸o de todos os estados poss´ıveis do sistema. Em nosso
contexto esses estados estara˜o associados a part´ıculas. Para construir esses estados impomos as
relac¸o˜es de comutac¸a˜o canoˆnicas a tempos iguais:
[φ(~x), φ(~x′)] = 0 (2.4)




Precisamos tambe´m definir um produto interno no espac¸o dos campos. Para isso considere
Σ ∈ M uma superf´ıcie (n-1)-dimensional tipo-espac¸o dotada de uma me´trica induzida γij em
Σ e nµ campo vetorial unita´rio normal a` Σ. Sejam φ1, φ2 dois campos definidos sobre M, o
produto interno entre eles sera´ dado por






Suponha que possamos encontrar um conjunto completo de soluc¸o˜es da equac¸a˜o de movimento
que seja ortonormal pelo produto interno definido acima, ou seja, {fi(x); i ∈ I, (2−m2)fi = 0},
onde I e´ um conjunto indexador e as func¸o˜es f satisfazem




j ) = −δij . (2.8)
Essas func¸o˜es sa˜o ana´logas aos modos de vibrac¸a˜o de um oscilador harmoˆnico e podemos escrever
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onde os operadores a e a† satisfazem




j ] = 0 (2.10)
[ai, a
†
j ] = δij . (2.11)
Note que eles satisfazem relac¸o˜es de comutac¸a˜o iguais a`s dos operadores de criac¸a˜o e destruic¸a˜o
de um oscilador harmoˆnico. Portanto deve existir um estado de va´cuo |0f 〉 tal que ai|0f 〉 =
0, ∀i ∈ I. Todo o espac¸o de estados e´ gerado aplicando sucessivamente operadores tipo a†
neste estado de va´cuo. Dessa forma constru´ımos o espac¸o de Fock, que e´ composto por todos
os estados gerados por aplicac¸o˜es dos a†i em |0f 〉. Aqui o que esta´ sendo criado na˜o sa˜o modos
de vibrac¸a˜o de um oscilador, mas sim estados onde existem um certo nu´mero de part´ıculas no
espac¸o. O nu´mero de part´ıculas associadas ao modo fi e´ dado pelo valor esperado do operador
nf,i = a
†
iai, que chamamos de operador nu´mero. O estado de va´cuo |0f 〉 na˜o possui nenhuma
part´ıcula associada aos modos do conjunto {fi}, pois
〈nf,i〉|0f 〉 = 〈0f |nf,i|0f 〉 = 0. (2.12)
Suponha agora que sejamos capazes de encontrar um outro conjunto completo de soluc¸o˜es
{gi(x); i ∈ I, (2−m2)gi = 0}. Procedendo da mesma forma definimos os operadores de criac¸a˜o













j ] = 0 (2.14)
[bi, b
†
j ] = δij . (2.15)
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Teremos enta˜o um estado de va´cuo |0g〉 tal que bi|0g〉 = 0, ∀i ∈ I e um operador nu´mero
ng,i = b
†
ibi que conta o nu´mero de part´ıculas associadas ao modo gi. E´ de se esperar que os
dois conjuntos completos de soluc¸o˜es se relacionem entre si de alguma forma, pois a equac¸a˜o
de Klein-Gordon e´ uma equac¸a˜o linear. Portanto o conjunto de todas as suas soluc¸o˜es forma
um espac¸o vetorial e os conjuntos {fi} e {gi} definem duas bases poss´ıveis deste espac¸o. Isso
de fato acontece. Bogoliubov mostrou que podemos escrever uma soluc¸a˜o de um conjunto como










(α∗jigi − βjig∗j ), (2.17)





jk − βikβ∗jk) = δij , (2.18)
∑
k
(αikβjk − βikαjk) = 0. (2.19)
Note que






























(α∗ijaj − β∗ija†j). (2.23)
Uma vez que sabemos como os operadores de criac¸a˜o e destruic¸a˜o dos conjuntos {fi} e {gi}
se relacionam podemos avaliar o valor esperado do operador nu´mero referente ao conjunto {gi},
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ng,i, sobre o estado de va´cuo do conjunto {fi}, |0f 〉:






























ij〈0f |0f 〉. (2.24)
Obtemos que, em geral, esse valor esperado sera´ diferente de zero. O que e´ um fato um
tanto quanto surpreendente ja´ que estamos acostumados ao fato de que o nu´mero de part´ıculas
que compo˜e o espac¸o e´ fixo. Neste caso observadores que contam modos de excitac¸a˜o de formas
diferentes va˜o discordar quanto ao conteu´do de part´ıculas do espac¸o.
2.1.1 O efeito Unruh
O efeito Unruh aparece como uma consequeˆncia da equac¸a˜o (2.24), e e´ o fato de um observador
acelerado em um espac¸o de Minkowski observar um espectro te´rmico relacionado ao estado de
va´cuo deste espac¸o. Mesmo considerando um caso muito particular, a deduc¸a˜o que apresenta-
remos aqui ira´ apresentar as ideias principais para a compreensa˜o do fenoˆmeno. Considere o
espac¸o-tempo de Minkowski em duas dimenso˜es nas coordenadas cartesianas (t, x), cuja me´trica
e´ dada por ds2 = −dt2 + dx2. Seja φ(t, x) um campo escalar sem massa definido neste espac¸o-
tempo. A equac¸a˜o de movimento para φ e´ dada pela equac¸a˜o de d’Alambert
(−∂2t + ∂2x)φ = 0. (2.25)
Suas soluc¸o˜es sa˜o ondas planas dadas, a menos de normalizac¸a˜o, por
f±k ∝ e−i(−ωt±kx), (2.26)
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que satisfazem a relac¸a˜o de dispersa˜o k = |ω|. Em termos dos modos fk e seus respectivos
operadores de criac¸a˜o e destruic¸a˜o ak, a
†









Considere um observador acelerado com acelerac¸a˜o constante α que se move ao longo da
curva γ definida por















= (α sinh(ατ), α cosh(ατ)), (2.30)
aµaµ = α
2. (2.31)
De fato γ descreve a trajeto´ria de um observador que se move com acelerac¸a˜o contante. Ale´m
disso x2(τ)− t2(τ) = α−2. Portanto a curva γ e´ uma hipe´rbole. Considere a seguinte mudanc¸a
de coordenadas



















η, ξ ∈ (−∞,∞). (2.35)
A coordenada temporal η e´ proporcional ao tempo pro´prio e a coordenada espacial ξ e´ constante.
Em particular se a = α, teremos η = τ e ξ = 0. As coordenadas (η, ξ) cobrem apenas a regia˜o
(I): x > |t| do espac¸o. Essas coordenadas descrevem um observador de Rindler e nelas a me´trica
fica dada por
ds2 = e2aξ(−dη2 + dξ2). (2.36)
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Note que ∂η e´ um vetor de Killing tipo-tempo. Em termos de (t, x), ∂η = a(x∂t+t∂x). Vemos
enta˜o que se trata do campo vetorial de Killing associado ao boost na direc¸a˜o x. A norma do
vetor de Killing determina o fator de redshift, que nesse caso vale V = eaξ. Assim a acelerac¸a˜o
sentida por esse observador sera´ dada por
k =
√∇µV∇µV = a. (2.37)
As coordenadas (η, ξ) tambe´m podem ser definidas na regia˜o (II): x < −|t|. O que muda




eaξ sinh(aη); x = −1
a
eaξ cosh(aη). (2.38)
Nas coordenadas (η, ξ), a equac¸a˜o de Klein-Gordon para φ fica na forma
2φ = e
−2aξ(−∂2η + ∂2ξ )φ = 0 (2.39)
e admite soluc¸o˜es tipo onda plana
gk(η, ξ) = σe
−iωη+ikξ, (2.40)
onde σ = 1/
√
4piω e´ uma constante de normalizac¸a˜o, que satisfaz a relac¸a˜o de dispersa˜o ω = |k|.
Essa soluc¸a˜o tem frequeˆncia positiva, pois ∂ηgk = −iωgk, e se refere a` regia˜o (I). Para cobrir as












 0, em (I)1√
4piω
eiωη+ikξ, em (II).
Note que quando passamos da regia˜o (I) para a (II), o campo vetorial ∂η muda de sentido, ou seja
(I) → (II) ⇒ ∂η → ∂−η = −∂η. Por isso as func¸o˜es {g(1,2)} sa˜o soluc¸o˜es de frequeˆncia positivas
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nas suas respectivas regio˜es. Ainda {g(1,2)k }, k ∈ R, sa˜o conjuntos completos de soluc¸o˜es da




k que nos permitem




















Considere o vetor unita´rio normal a` superf´ıcie η constante, nµ = (e−aξ, 0). Note que nµ e´
tipo-tempo e que n0
√







k′ ) = δ
ijδ(k − k′); i, j = 1, 2. (2.42)
Das definic¸o˜es de η e ξ, temos que
e−a(η−ξ) =
 a(−t+ x), em (I)a(t− x), em (II),
ea(η+ξ) =
















−iω(η−ξ) = aiω/a(t− x)iω/a = epiω/aeiω/a(−t+ x)iω/a. (2.45)





−piω/ag(2)∗−k ) = a
iω/a(−t+ x)iω/a (2.46)
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que sa˜o extenso˜es anal´ıticas das func¸o˜es g
(1,2)
k , que diferentes destas podem ser expressas pu-













k′ ) = δ
ijδ(k − k′). (2.48)
Podemos enta˜o escrever o campo φ em termos dos modos h
(1,2)
k e dos seus respectivos operadores







































Portanto podemos escrever o operador nu´mero de Rindler n
(1)




k na regia˜o (I) em
termos de c
(1,2)
k . Como os modos h
(1,2) sa˜o expressos apenas em termos de modos com frequeˆncia
positiva em Minkowski, eles devem compartilhar do mesmo va´cuo, ou seja c
(1,2)
k |0M 〉 = 0. Onde
|0M 〉 e´ o va´cuo de Minkowski que satisfaz ai|0M 〉 = 0. Com isso podemos calcular o valor
esperado do nu´mero de part´ıculas com frequeˆncia ω observadas por um observador de Rindler
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no va´cuo de Minkowski:




















〈0M |c(2)−kc(2)†−k |0M 〉
=
1
e2piω/a − 1〈0M |0M 〉. (2.51)









o fato de que estes operadores destroem o va´cuo de Minkowski a` esquerda e a` direita respec-
tivamente e por fim usamos a relac¸a˜o de comutac¸a˜o entre eles. Considerando o estado |0M 〉
normalizado, ou seja 〈0M |0M 〉 = 1, temos que
〈n(1)R (k)〉|0M 〉 =
1
e2piω/a − 1 . (2.52)
Portanto o que um observador de Rindler com acelerac¸a˜o a observa e´ um espectro igual ao da





O fato de que um observador acelerado no va´cuo de Minkowski observa um espectro te´rmico
de part´ıculas e´ chamado efeito Unruh. Isto ocorre porque um observador acelerado tem uma
noc¸a˜o diferente dos modos de frequeˆncia positiva e negativa comparado a um observador inercial.
2.1.2 O efeito Hawking
Considere o espac¸o-tempo descrito pela me´trica de Schwarzschild nas coordenadas esfe´ricas
(t, r, θ, φ), com horizonte de eventos em r = 2GM . Consideraremos dois observadores esta´ticos,
O1 eO2, ondeO1 esta´ muito pro´ximo ao horizonte enquanto queO2 esta´ suficientemente afastado
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do mesmo. Seja r1,2 a coordenada radial de O1,2, tal que
0 < r1 − 2GM  2GM (2.54)
r2  2GM. (2.55)













Vamos assumir que o estado quaˆntico de algum campo escalar φ se parece com o va´cuo de
Minkowski quando observado por um observador em queda livre perto do horizonte de eventos.
O que e´ uma considerac¸a˜o razoa´vel, pois para um observador em queda livre o espac¸o-tempo
se parece exatamente com o espac¸o de Minkowski. Em contrapartida o observador esta´tico em
Schwarzschild desempenha um papel ana´logo ao de um observador acelerado em Minkowski. Esse
argumento se baseia no princ´ıpio da equivaleˆncia, onde um observador esta´tico em um espac¸o
curvo equivale a um observador acelerado em um espac¸o plano, enquanto que um observador
esta´tico em um espac¸o plano equivale a um observador em queda livre num espac¸o curvo. Dessa
forma O1 deve observar, devido ao efeito Unruh, um espectro te´rmico com temperatura T1 =
a1/2pi. Como O2 se encontra suficientemente afastado do horizonte de eventos, nesta regia˜o
assimpto´tica o espac¸o se comporta como Minkowski e portanto na˜o esperamos que ele seja
capaz de observar qualquer radiac¸a˜o devido ao efeito Unruh. Pore´m a radiac¸a˜o observada por









No infinito espacial um observador esta´tico ira´ observar um fluxo de radiac¸a˜o te´rmica proveniente
19












onde k = limr→2GM a(r)V (r) e´ a acelerac¸a˜o da gravidade no horizonte de eventos. Um buraco
negro emite radiac¸a˜o como um corpo negro a uma temperatura proporcional a` acelerac¸a˜o da
gravidade na superf´ıcie do seu horizonte de eventos. Este fenoˆmeno e´ conhecido como efeito
Hawking. A existeˆncia dessa radiac¸a˜o parece um pouco contradito´ria, pois a regia˜o interna ao
horizonte na˜o tem conexa˜o causal com a regia˜o externa e na˜o deveria ser capaz de emitir nada
para seu exterior. Mas se nada escapa de um buraco negro, a pergunta que surge naturalmente
e´: de onde vem essa radiac¸a˜o? Uma explicac¸a˜o plaus´ıvel e´ o fato de que nas proximidades
do horizonte de eventos pode existir processos de criac¸a˜o de pares que resultem na emissa˜o de
part´ıculas que podem alcanc¸ar o infinito espacial, gerando um fluxo de radiac¸a˜o. Resumindo,
constru´ımos uma teoria quaˆntica em um espac¸o-tempo curvo esta´tico e descobrimos que nesta
teoria o numero de part´ıculas que compo˜e o espac¸o-tempo depende do observador. Estudamos o
caso particular de um observador uniformemente acelerado em um espac¸o-tempo plano e vimos
que ele observa um espectro de radiac¸a˜o tipo corpo negro com temperatura bem definida e
proporcional a` sua acelerac¸a˜o, fenoˆmeno conhecido como efeito Unruh. Finalmente usamos
o resultado do efeito Unruh junto com o princ´ıpio da equivaleˆncia da Relatividade Geral no
contexto do buraco negro de Schwarzschild e vimos que ele emite radiac¸a˜o com temperatura
proporcional a` acelerac¸a˜o da gravidade no seu horizonte de eventos - o efeito Hawking.
Uma vez que chegamos a conclusa˜o de que um buraco negro tem uma temperatura bem
definida podemos nos perguntar se podemos associar a` um buraco negro outras grandezas ter-
modinaˆmicas, como entropia por exemplo. A resposta desta pergunta e´ positiva. Faz sentido
falarmos em termodinaˆmica de buracos negros e a pro´xima sec¸a˜o e´ dedicada a isso.
2.2 A termodinaˆmica de um buraco negro
Devido ao “no-hair theorem”[12] toda a geometria cla´ssica de um buraco negro e´ determinada
por exatamente treˆs paraˆmetros: massa, carga e spin. Este teorema faz com que de certa forma
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um buraco negro possa ser visto como um objeto simples. A` primeira vista poder´ıamos inter-
pretar este fato pela observac¸a˜o de um buraco negro como um ana´logo em larga escala de uma
part´ıcula elementar, como um ele´tron, que tambe´m tem todas as suas propriedades determi-
nadas por sua massa, carga e spin. Pore´m essa analogia na˜o se sustenta. A estrutura simples
de um buraco negro esta´ associada na˜o a uma part´ıcula elementar, mas a um ensemble termo-
dinaˆmico. Esta analogia parece fazer mais sentido se pensarmos um buraco negro como uma
estrela composta por um nu´mero muito grande de part´ıculas, apo´s um colapso gravitacional1.
Toda a informac¸a˜o contida inicialmente na estrela devera´ estar contida de alguma forma no
buraco negro resultante. De fato isso acontece. Mostramos anteriormente que um buraco negro
emite radiac¸a˜o com uma temperatura bem definida. Vamos mostrar tambe´m como podemos
definir uma entropia para ele. A interpretac¸a˜o dessa entropia como uma contagem de micro-
estados deve ser discutida no contexto de gravitac¸a˜o quaˆntica, que na˜o sera´ apresentada neste
trabalho. Trataremos o campo gravitacional sempre como um campo cla´ssico cujas equac¸o˜es de
movimento determinam a geometria do espac¸o onde definimos os campos quaˆnticos.
2.2.1 As leis da termodinaˆmica
As leis da termodinaˆmica de um corpo em equil´ıbrio sa˜o resultados de uma se´rie de observac¸o˜es
experimentais e sa˜o enunciadas como postulados. Elas na˜o podem ser deduzidas a partir de
primeiros princ´ıpios. Em contrapartida, as leis da termodinaˆmica de um buraco negro na˜o
tiveram ate´ esse momento observac¸o˜es experimentais. Elas surgem como teoremas acerca da
geometria de um buraco negro e que possuem esta interpretac¸a˜o similar a`s leis da termodinaˆmica.
As leis da termodinaˆmica de um buraco negro sa˜o [2]:
• Lei zero: Em um buraco negro estaciona´rio, a gravidade superficial k e´ constante em todo
o horizonte de eventos, mesmo quando este na˜o possui simetria esfe´rica.
• Primeira lei: Um buraco negro satisfaz dM = (k/8piG)dA+µdQ+ ΩdJ , onde Q e´ a carga
com potencial qu´ımico correspondente µ, e J e´ o spin com potencial qu´ımico correspon-
dente Ω.
1Sabemos que um buraco negro e´ uma objeto complexo, pore´m nesta discussa˜o na˜o esta´ sendo levado em conta
coisas como, por exemplo, as singularidades que eles possuem e que o tornam de fato um objeto complexo.
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• Segunda lei: A a´rea do horizonte de eventos nunca decresce em qualquer processo dinaˆmico,
isto e´, ∆AH ≥ 02.
• Terceira lei: O limite k → 0 na˜o pode ser obtido atrave´s de nenhum processo cont´ınuo.
A associac¸a˜o com a termodinaˆmica que ja´ conhecemos surge naturalmente. Ja´ t´ınhamos
mostrado anteriormente que um buraco negro tem uma temperatura proporcional a` acelerac¸a˜o
da gravidade no horizonte k. Dessa forma a lei zero aponta um buraco negro como um corpo em
equil´ıbrio te´rmico. A primeira lei trata-se da conservac¸a˜o da energia e como estamos discutindo
uma teoria f´ısica e´ fundamental que ela esteja presente. Aqui a energia e´ dada por M , que e´
a massa de Komar [2]. A segunda lei indica que de alguma forma a a´rea do horizonte deve
estar associada com uma entropia para que a analogia com a termodinaˆmica seja estabelecida
de forma completa.
2.2.2 A entropia de Bekenstein-Hawking
A necessidade de atribuir uma entropia a um buraco negro vai ale´m da analogia formal apre-
sentada pela segunda lei da termodinaˆmica. Suponha que, por exemplo, um sistema com uma
entropia S0 caia dentro de um buraco negro. A entropia do universo exterior seria portanto
subtra´ıda de S0. Como nada pode escapar de um buraco negro, essa entropia na˜o poderia ser
recuperada. Portanto a entropia total do universo iria diminuir. Isso entraria em contradic¸a˜o
com a segunda lei da termodinaˆmica, a menos que o buraco negro possua uma entropia. Este
racioc´ınio simples foi apresentado primordialmente por Bekenstein, como resposta a` pergunta de
Wheeler 3 e nos permite concluir que definitivamente um buraco negro deve ter uma entropia.
A segunda lei apresentada acima sugere que esta entropia seja proporcional a` a´rea do horizonte




dA = dE = TdS. (2.60)
2Esta lei se trata do teorema das a´reas de Hawking, que e´ apresentado em [3], cap.9.
3O que acontece com a entropia do universo quando uma x´ıcara de cha´ quente cai dentro de um buraco negro?
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= TdS ⇒ S = A
4G
. (2.61)
A entropia de um buraco negro e´ portanto proporcional a` a´rea de seu horizonte de eventos.
Restaurando as constantes c, }, kB, obtemos uma expressa˜o para a entropia onde aparecem







Existem apenas treˆs paraˆmetros que ira˜o determinar toda a termodinaˆmica de um buraco negro.
Sa˜o eles:
1. A massa do buraco negro4, M .
2. A a´rea do horizonte AH =
∫
Σ
√−gd2x = 4pir2H .
3. A acelerac¸a˜o da gravidade na superf´ıcie do horizonte k.
Note que todos esses paraˆmetros esta˜o associados diretamente ao horizonte de eventos. Va-
mos discutir em seguida a geometria nas proximidades do horizonte e calcular explicitamente a
temperatura e a entropia para alguns buracos negros conhecidos.
2.3 O horizonte de eventos
O horizonte de eventos funciona como uma membrana de uma via apenas, que separa o interior de
um buraco negro do seu exterior. Pelo horizonte, part´ıculas massivas e luminosas podem apenas
passar de fora pra dentro, mas nunca de dentro pra fora. O nome buraco negro se deve ao fato de
que part´ıculas tipo luz na˜o podem ser enviadas de seu interior para o mundo exterior, de modo
que esperamos que a regia˜o interior ao horizonte seja negra. Esta superf´ıcie desempenha um
4Em geral definida pela massa de Komar ou ADM [2], [3], [1].
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papel fundamental na descric¸a˜o desses objetos. Para exemplificar isso considerarei a definic¸a˜o
de um buraco negro apresentada em [12].
Definic¸a˜o: um buraco negro e´ um espac¸o-tempo assintoticamente plano que conte´m uma
regia˜o que na˜o pertence ao cone de luz passado de nenhum ponto do futuro infinito tipo-tempo5.
A fronteira desta regia˜o e´ uma superf´ıcie nula e estaciona´ria chamada horizonte de eventos. A
fatia a` tempo fixo do horizonte de eventos e´ uma esfera S2.
Dessa forma e´ a existeˆncia de um horizonte que define um buraco negro. Em geral o horizonte
‘cobre’ alguma singularidade real do espac¸o-tempo, como e´ o caso de Schwarzschild que veremos
adiante. Ale´m disso observamos anteriormente que todos os treˆs paraˆmetros que definem a ter-
modinaˆmica de um buraco negro esta˜o associados diretamente a` geometria do horizonte. Vamos
agora estudar como se comporta a geometria dos buracos negros de Schwarzschild, Reissner-
Nordstro¨m e Kerr nas proximidades de seus respectivos horizontes de eventos e determinar suas
respectivas temperaturas e entropias.
2.3.1 Schwarzschild
A geometria de Schwarzschild e´ a u´nica soluc¸a˜o das equac¸o˜es de Einstein no va´cuo que descreve
um buraco negro esta´tico, esfericamente sime´trico e sem cargas ele´tricas. Em coordenadas
esfe´ricas (t, r, θ, φ), seu elemento de linha e´ dado por
ds2 = gµνdx







onde M e´ a massa do buraco negro e dΩ2 e´ o elemento de aˆngulo so´lido de uma esfera S2.
Estamos considerando aqui kB = } = c = G = 1. Neste sistema de coordenadas, a me´trica
apresenta duas singularidades. Uma em r = 0. Essa e´ uma singularidade real do espac¸o-
tempo, fato que pode ser verificado com um ca´lculo direto de algum invariante. Por exemplo
RαβµνRαβµν ∝ 1/r6 e´ singular em r = 0. Ja´ r = 2M e´ uma singularidade coordenada que pode
ser removida com uma escolha adequada de coordenadas. A superf´ıcie r = 2M corresponde ao
horizonte de eventos de Schwarzschild. Para verificar que r = 2M trata-se de fato do horizonte
5A pesar desta definic¸a˜o citar apenas o futuro infinito tipo-tempo, uma definic¸a˜o mais precisa inclui tambe´m
o futuro infinito tipo-luz.
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de eventos, pode-se analisar os diagramas de Kruskal ou de Penrose ([2],[3]) que exibem bem
esse fato.
Vamos analisar agora como se comporta a me´trica de Schwarzschild nas proximidades do
horizonte de eventos, visto pelo seu lado exterior. Para isso definimos a coordenada ξ = r− 2M
e analisamos o que acontece no caso em que 0 < r − 2M  2M . Assim temos que dr = dξ e
1− 2Mr = ξ2M . Assim a me´trica fica escrita na forma





dξ2 + 4M2dΩ2. (2.64)
Definimos enta˜o ρ2 = 8Mξ e reescrevemos a me´trica na forma
ds2 = − ρ
2
16M2
dt2 + dρ2 + 4M2dΩ2. (2.65)
A parte (t, ρ) da me´trica e´ ideˆntica a` que descreve um observador uniformemente acelerado
em Minkowski com acelerac¸a˜o k = 1/4M (veja a sec¸a˜o sobre efeito Unruh). Podemos enta˜o
identificar k diretamente com a acelerac¸a˜o da gravidade na superf´ıcie do horizonte de eventos.
Portanto, de acordo com o efeito Hawking, um buraco negro de Schwarzschild com massa M





A soluc¸a˜o de Schwarzschild foi a primeira soluc¸a˜o na˜o trivial das equac¸o˜es de Einstein no
va´cuo a aparecer na literatura e consequentemente a primeira a apresentar um buraco negro.
O raio do horizonte de eventos tambe´m recebe o nome de raio de Schwarzschild, que nesse caso
vale rH = 2M . Como neste caso o horizonte de eventos e´ uma esfera, sua a´rea vale

















que poder´ıamos ter usado para calcular a temperatura do buraco negro e consequentemente a
acelerac¸a˜o gravitacional na superf´ıcie do horizonte de forma mais direta, conhecendo apenas rH .
2.3.2 Reissner-Nordstro¨m
A soluc¸a˜o de Reissner-Nordstro¨m tambe´m descreve um buraco negro esta´tico com simetria
esfe´rica, pore´m com carga ele´trica diferente de zero. Neste caso na˜o temos uma soluc¸a˜o das
equac¸o˜es de Einstein no va´cuo, mas sim uma soluc¸a˜o das equac¸o˜es de Einstein acopladas com









onde Fµν e´ o tensor de Maxwell. Em coordenadas esfe´ricas (t, r, θ, φ), a soluc¸a˜o e´ descrita pela
me´trica












A componente gtt da me´trica se anula para r± = M ±
√
M2 −Q2. O horizonte de eventos
corresponde portanto a r+ = M+
√
M2 −Q2. A soluc¸a˜o de buraco negro so´ e´ admiss´ıvel quando














) + r2dΩ2. (2.72)




, Q2 = r+r−. (2.73)
Uma vez que sabemos o raio do horizonte de eventos, podemos calcular a entropia do buraco
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negro, que sera´ dada por
















M2 −Q2)−Q2) . (2.76)
Dessa vez utilizamos a relac¸a˜o ja´ conhecida da termodinaˆmica, a primeira lei, para calcular
a temperatura sem fazer qualquer ana´lise sobre geometria nas proximidades do horizonte. Vale
ressaltar que isso so´ e´ poss´ıvel porque a massa M do buraco negro, e portanto sua energia,
esta´ fixada. Note que no limite Q = 0 restauramos completamente a soluc¸a˜o de Schwarzschild.
Existe um outro limite interessante quando M2 = Q2. Este limite e´ conhecido como limite
extremal. Neste caso as duas ra´ızes de gtt = 0 coincidem, r+ = r−. Ale´m disso, neste limite
temos que T = 0. Em geral um buraco negro e´ dito extremal quando ele possui temperatura,
ou equivalentemente gravidade superficial no horizonte, igual a zero. Apesar do caso extremal
apresentar T = 0, teremos ainda assim uma entropia na˜o nula6 dada por
S = piM2. (2.77)
Para estudarmos a geometria nas proximidades do horizonte definimos
σ =
2r − r+ − r−











r+ − r−dτ (2.80)
(r − r+)(r − r−) = (r+ − r−)
2
4
(σ2 − 1). (2.81)
6Isto e´ uma consequeˆncia de que T = (∂S/∂M)−1|Q2=M2 , e na˜o ∂/∂M(S|Q2=M2)
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Usando essas equac¸o˜es, tomando-se o caso extremal r+ = r− e depois o limite r → r+ com τ, σ
fixos, obtemos a me´trica na forma
ds2 = r2+
[
− (σ2 − 1)dτ2 + dσ
2




O setor (τ, σ) da me´trica (2.82) e´ uma parametrizac¸a˜o do AdS2, como aparece em [22], e o
dΩ2 e´ o elemento de angulo so´lido de uma 2-esfera. Portanto, no limite pro´ximo ao horizonte
de eventos, a geometria do buraco negro R-N extremal se comporta, localmente, como um
produto AdS2×S2 Buracos negro extremais sempre ira˜o apresentar um geometria tipo AdS2×S2
nas proximidades do seu horizonte. A compreensa˜o deste tipo de buraco negro esta´ associada
diretamente a` estrutura do AdS2, que sera´ discutido em detalhes adiante.
2.3.3 Kerr
Historicamente, a me´trica de Schwarzschild foi a primeira soluc¸a˜o na˜o trivial das equac¸o˜es de
Einstein no va´cuo. A segunda soluc¸a˜o na˜o trivial no va´cuo so´ foi aparecer de´cadas depois e foi
a soluc¸a˜o de Kerr[1]. A soluc¸a˜o de Reissner-Nordstro¨m apareceu antes da de Kerr, pore´m ela
leva em conta a interac¸a˜o do campo gravitacional com o eletromagne´tico. A me´trica de Kerr
descreve um espac¸o-tempo estaciona´rio com simetria axial. Nas coordenadas de Boyer-Linquist,
(t˜, r˜, θ, φ˜), ela e´ dada por







ρ2 =r˜2 + a2 cos2 θ, ∆ = r˜2 − 2Mr˜ + a2,
e2ν =
∆ρ2








A me´trica de Kerr se reduz a de Schwarzchild no limite a = 0, onde temos ∆ = r˜2(1 −
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2M/r˜), ρ2 = r˜2, e2ν = 1− 2M/r˜, e2ψ = r2 sin2 θ. Que quando substitu´ımos na me´trica acima
obtemos o elemento de linha (2.63).
Esta me´trica apresenta singularidade real em ρ = 0 onde RµνσλR
µνσλ diverge [2]. Ale´m
disso temos mais duas singularidades dadas pelas soluc¸o˜es de ∆ = 0, que ocorrem em r˜ = r± =
M ± √M2 − a2. Portanto a me´trica de Kerr e´ um buraco negro com horizonte de eventos em
r+ = M +
√
M2 − a2. Os paraˆmetros M e J = Ma sa˜o respectivamente a massa e o momento
angular do buraco negro. Note que a expressa˜o do raio de Schwarzschild do buraco negro de Kerr
e´ ana´loga a de Reissner-Nordstro¨m, o que muda de uma para a outra e´ que substitu´ımos Q por
a. Consequentemente o buraco negro de Kerr tera´ suas grandezas termodinaˆmicas, temperatura
e entropia, iguais as de Reissner-Nordstro¨m a menos da substituic¸a˜o Q→ a. Podemos concluir
tambe´m que a me´trica de Kerr possui um limite extremal dado por a2 = M2. Vamos analisar
agora a geometria nas proximidades do horizonte de eventos do buraco negro de Kerr extremal.
Para isso definimos a seguinte transformac¸a˜o de coordenadas
(t˜, r˜, θ, φ˜)→ (t, r, θ, φ) (2.85)
r˜ = M + λr, t˜ =
t
λ




Note que no caso extremal o horizonte de eventos se encontra em r = M . Tomaremos este




























































1 + cos2 θ
, (2.92)
onde definimos r20 = 2M
2. Usando as equac¸o˜es (2.88)-(2.92) na me´trica (2.87) obtemos
ds2 =























A me´trica (2.93) descreve o limite pro´ximo ao horizonte do buraco negro de Kerr extremal.
Vamos agora estudar o problema de Kepler num espac¸o tempo de Kerr, ou seja, uma part´ıcula
cla´ssica que vive no plano equatorial θ = pi/2. Vamos fixar r0 = 1, por convenieˆncia e sem perda
de generalidade, e fazer a seguinte mudanc¸a de coordenadas:
(r, t, θ, φ)→ (y, τ, θ, ϕ), (2.94)
r =
√
1 + y2 cos τ + y, (2.95)
t =
√
1 + y2 sin τ
r
, (2.96)
φ = ϕ+ ln
∣∣∣∣ cos τ + y sin τ
1 +
√




(1 + cos2 θ
2
)[







1 + cos2 θ
(dϕ+ ydτ)2. (2.98)
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Note que τ = 0⇒ t = 0, r = y, φ = ϕ. Ale´m disso, se dτ = 0, enta˜o
ds2 =








1 + cos2 θ
dϕ2 > 0. (2.99)
A equac¸a˜o acima mostra que as hiper-superf´ıcies com τ constante sa˜o, de fato, hiper-superf´ıcies
tipo espac¸o. Pore´m o campo vetorial de Killing ∂τ na˜o e´ tipo tempo em todo o espac¸o. Como
∂τ na˜o e´ vetor de Killing tipo tempo em toda a variedade definimos um novo vetor
χ = ∂τ − y∂ϕ, (2.100)
que satisfaz
χ · χ = gµνχµχν
= gττ (χ
τ )2 + gϕϕ(χ
ϕ)2 + gτϕ(χ
τχϕ + χϕχτ )
= −(1 + y2)





1 + cos2 θ
− 4y2 sin
2 θ









1 + cos2 θ
]
< 0. (2.101)
Portanto χ e´ um campo vetorial tipo-tempo que aponta para o futuro em todo o espac¸o.













+ dϕ2 + 2y(dϕdτ + dτdϕ). (2.102)
Seja γ uma geode´sica parametrizada pelo paraˆmetro afim λ em uma vizinhanc¸a com coordenadas
γ(λ) = (τ(λ), y(λ), ϕ(λ)). Seja P o campo vetorial tangente de γ, P = τ˙ ∂τ + y˙∂y + ϕ˙∂ϕ, onde
definimos x˙i ≡ dxi/dλ.
Como ϕ e τ na˜o aparecem explicitamente em (2.98), ∂ϕ e ∂τ sa˜o campos vetoriais de Killing
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e geram, respectivamente, ao longo de γ as seguintes quantidades conservadas:






= 2(ϕ˙+ yτ˙), (2.103)
E ≡ −P · ∂τ








τ˙ − 2yL. (2.104)
As quantidades E e L sa˜o identificados respectivamente como a energia e o momento angular
da part´ıcula que descreve a trajeto´ria γ. Uma vez que λ e´ um paraˆmetro afim, a norma de P
ao longo de γ sera´ constante. Vamos agora considerar aqui uma geode´sica tipo-tempo, de modo
que P · P = −µ2, onde µ e´ constante. Assim
gµνP
µP ν = gττ (P










τ˙ + 2ϕ˙2 +
y˙2
2(1 + y2)
+ 4yτ˙ ϕ˙ = −µ2. (2.106)
Usamos enta˜o as quantidades conservadas L e E definidas pelas equac¸o˜es (2.103) e (2.104)
respectivamente para reescrever a equac¸a˜o acima na forma
y˙2 − 4(E + yL)2 + (1 + y2)(2µ2 + L2) = 0. (2.107)
Como χ e´ tipo tempo e aponta para o futuro em toda a variedade, temos que
−P · χ > 0⇒ E + Ly > 0. (2.108)
Portanto o comportamento assinto´tico da geode´sica fica determinado pela sua energia e
momento angular de acordo com a equac¸a˜o (2.108). A equac¸a˜o (2.107) e´ semelhante a` equac¸a˜o
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de o´rbita el´ıptica obtida no problema de Kepler [4]. Este e´ mais um motivo para dizermos que
temos, neste contexto um problema de Kepler. Lembrando que o problema de Kepler trata uma
part´ıcula no R3 confinada no plano equatorial de um centro de atrac¸a˜o gravitacional sujeita a







onde k e´ uma constante de acoplamento, l2 o quadrado do momento angular, m a massa da
part´ıcula e r a coordenada radial usual. Uma consequeˆncia dessa equac¸a˜o e´ o surgimento de
uma simetria escondida ana´loga a` simetria gerada pelo vetor de Laplace-Runge-Lenz[4] no caso
de Kepler.
Esta simetria merece ser bem estudada neste contexto, em particular as suas consequeˆncias
para o entendimento da entropia do buraco negro de Kerr. Isto na˜o e´ feito neste trabalho, pore´m




Relatividade Geral pode ser escrita a partir de um princ´ıpio variacional onde se constro´i uma
ac¸a˜o invariante por difeomorfismos definida numa variedade diferencia´vel quadridimensional com
assinatura Lorentziana. As equac¸o˜es de campo sa˜o obtidas a partir de um principio de extremo.
Esta ac¸a˜o e´ um funcional do tensor me´trico gµν , seu inverso g
µν e suas derivadas primeiras
∂σgµν e recebe o nome de ac¸a˜o de Einstein-Hilbert (E-H). Aqui sera´ discutido uma construc¸a˜o
alternativa que generaliza a ac¸a˜o de E-H para uma variedade de dimensa˜o arbitra´ria e que
gera equac¸o˜es diferenciais de primeira ordem nos campos [25]. O caso em que D = 2 + 1 sera´
discutido em detalhes. Sera´ discutido tambe´m a construc¸a˜o de teorias de Chern-Simons a partir
desta formulac¸a˜o da gravitac¸a˜o. A ideia principal e´ construir uma formulac¸a˜o Lagrangeana da
gravitac¸a˜o assumindo apenas que o espac¸o-tempo e´ uma variedade diferencia´vel cujo espac¸o
tangente em cada ponto e´ isomorfo a` Minkowski.
Relatividade Geral tem sido, sem du´vidas, a teoria mais consistente que descreve gravitac¸a˜o.
Ela se baseia no princ´ıpio de covariaˆncia geral, que expressa, no contexto da geometria Rie-
manniana, a ideia de que a` priori a f´ısica deve ser independente do estado de movimento do
observador, ou seja, que as equac¸o˜es de movimento na˜o devem mudar de forma quando fazemos
uma mudanc¸a no sistema de coordenadas em que as escrevemos. A generalizac¸a˜o que vamos
apresentar aqui recebe o nome de gravitac¸a˜o de Lovelock e apresenta algumas vantagens em
comparac¸a˜o com a Relatividade Geral.
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3.1 Simetrias de calibre
Covariaˆncia geral e´ uma simetria local, em muitos aspectos parecida com uma simetria de calibre,
como a do electromagnetismo por exemplo. Numa teoria de calibre a interac¸a˜o dos campos com
a mate´ria se da´ atrave´s de uma conexa˜o A que define uma derivada covariante que substitui a
derivada parcial ∂ → ∂+A. Este procedimento tambe´m e´ conhecido como acoplamento mı´nimo.
Em teorias de calibre tipo electromagnetismo a conexa˜o e´ um potencial vetor 1-forma que sofre
a ac¸a˜o de um grupo de calibre G definida por
U ∈ G,A(x)→ A′(x) = U(x)A(x)U−1(x) + U(x)dU−1(x), (3.1)
onde x e´ um ponto da variedade sobre a qual os campos esta˜o definidos, ou seja, um ponto
do espac¸o base e d e´ o operador derivada exterior. A derivada covariante induzida por A e´ o




Este operador e´ bem definido e se transforma de forma homogeˆnea sob a ac¸a˜o do grupo de
calibre G, ou seja,
∇ → U∇U−1. (3.3)
O operador D’Alambertiano obtido a partir dessa derivada covariante define um campo
tensorial 2-forma F que fixa a interac¸a˜o dos campos com a mate´ria. Seja φ um campo escalar,
enta˜o
∇∇φ = Fφ, e (3.4)
F = dA+A ∧A (3.5)
que tem interpretac¸a˜o geome´trica de curvatura. Paralelamente na Relatividade Geral define-se
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a conexa˜o de Christoffel que desempenha um papel ana´logo ao potencial vetor A. A grande
diferenc¸a e´ que numa teoria de calibre as transformac¸o˜es afetam apenas os campos φ(x) →
φ′(x), enquanto que em Relatividade Geral as transformac¸o˜es tambe´m alteram as coordenadas
(paraˆmetros) dos campos φ(x)→ φ′(x′).
3.2 Geometria
A formulac¸a˜o padra˜o da Relatividade Geral assume que o espac¸o-tempo e´ uma variedade quadri-
dimensional com assinatura Lorenziana, com uma conexa˜o que satisfaz a condic¸a˜o de metricidade
∇σgµν = 0. (3.6)
Uma conexa˜o que satisfaz esta propriedade e´ chamada conexa˜o de Christoffel e dizemos que
ela e´ compat´ıvel com a me´trica. As equac¸o˜es de campo sa˜o dadas pelas equac¸o˜es de Einstein e






onde as constantes α1,2 se relacionam com a constante de Newton em quatro dimenso˜es e a




, Λ = − α2
2α1
(3.8)




δµν (R− 2Λ) = 0, (3.9)
que sa˜o as equac¸o˜es de Einstein com constante cosmolo´gica. Essas equac¸o˜es sa˜o as u´nicas que
satisfazem as treˆs propriedades abaixo:
• sa˜o equac¸o˜es tensoriais;
• sa˜o equac¸o˜es diferenciais de no ma´ximo segunda ordem na me´trica ;
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• no limite na˜o relativ´ıstico de campo fraco, elas reproduzem a Gravitac¸a˜o Newtoniana.
Essas propriedades sa˜o de fundamental importaˆncia para teoria. A primeira garante que o
princ´ıpio de covariaˆncia geral e´ obedecido. A segunda nos permite determinar a me´trica atrave´s
de um problema de valor inicial. Ja´ a terceira garante que a teoria e´ consistente com resultados
comprovados experimentalmente, o que mostra que estas equac¸o˜es descrevem corretamente o
campo gravitacional. O objetivo deste cap´ıtulo e´ encontrar a Lagrangeana mais geral que, em
uma variedade diferencia´vel de dimensa˜o arbitra´ria n, gere equac¸o˜es de campo a partir de um
princ´ıpio variacional que satisfac¸a as treˆs propriedades descritas acima.
Uma geometria e´ constru´ıda com base em dois conceitos, a` priori independentes, que pode-
mos associar intuitivamente com as ferramentas ba´sicas da geometria Euclidiana, a re´gua e o
compasso. O compasso representa a noc¸a˜o de distaˆncia. Com um compasso pode-se desenhar
c´ırculos diferentes com centro no mesmo ponto onde os pontos de cada c´ırculo esta˜o a` uma
mesma distancia de seu centro. O objeto matema´tico que sera´ responsa´vel por nos dar uma
noc¸a˜o de distancia chamaremos de me´trica. A re´gua esta´ associada a` noc¸a˜o de paralelismo, se
voceˆ trac¸a uma reta com uma re´gua, e depois trac¸a va´rias retas perpendiculares a ela, essas retas
sera˜o paralelas entre si. O objeto que iremos definir para nos dar esta noc¸a˜o de paralelismo e´
chamado conexa˜o. Apesar de serem conceitos independentes a` priori em alguns casos sera´ fun-
damental impor condic¸o˜es a` conexa˜o para que ela seja completamente definida pela me´trica. Em
geometria diferencial a conexa˜o Γ define univocamente um operador diferencial que transporta
paralelamente um campo vetorial da seguinte forma
uα(x)→ uα||(x) = uα(x+ dx) + Γαβµuβ(x)dxµ
= uα(x) + dxµ(∂µu
α + Γαβµu
β)
⇒ Duα(x) ≡ uα||(x)− uα(x) = dxµ(∂µuα + Γαβµuβ), (3.10)
onde da primeira para a segunda linha expandimos o campo ate´ primeira ordem em Taylor e
em seguida definimos o operador derivada covariante, que atua em um campo vetorial como
∇µuα ≡ ∂µuα + Γαβµuβ. (3.11)
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A atuac¸a˜o da derivada covariante em um tensor tipo (r,s) e´ definida de forma ana´loga onde
temos um termo de conexa˜o com sinal positivo para cada ı´ndice contravariante e um com sinal
negativo para cada ı´ndice covariante [1], [2], [3]. Ale´m da conexa˜o definir um u´nico operador
diferencial que faz esse papel, existe uma u´nica conexa˜o que satisfaz a condic¸a˜o de metricidade
∇µgαβ = 0. (3.12)




gµα(∂νgσα + ∂σgαν − ∂αgνσ). (3.13)
A Conexa˜o de Christoffel e´ um caso particular em que a conexa˜o e´ totalmente definida
pela me´trica e e´ ela que e´ utilizada na Relatividade Geral. Esta discussa˜o pode ser resumida
grosseiramente aos seguintes fatos:
1. Me´trica e conexa˜o sa˜o em principio independentes.
2. A noc¸a˜o de curvatura e´ definida unicamente pela conexa˜o.
3. Me´trica e conexa˜o sa˜o os campos fundamentais para a construc¸a˜o de uma teoria geome´trica.
4. Nos casos em que a me´trica fixa a conexa˜o, ela consequentemente tambe´m fixa a curvatura
e se torna o u´nico campo fundamental da teoria.
Em Relatividade Geral e´ assumida a condic¸a˜o de metricidade e portando a conexa˜o desta
teoria e´ dada pelo s´ımbolo de Christoffel. Ao assumir isso reduz-se a quantidade de cam-
pos independentes presentes na teoria, o que a torna mais simples. Em compensac¸a˜o estamos
restringindo as possibilidades via uma imposic¸a˜o a priori e portanto perdemos generalidade.
Einstein acreditava que esse era um principio que precisava ser assumido para se construir uma
teoria geome´trica de gravitac¸a˜o e assim o fez. Aqui isso na˜o sera´ assumido e trataremos me´trica
e conexa˜o como campos independentes.
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3.3 O formalismo de primeira ordem da gravitac¸a˜o
Depois dessa breve discussa˜o, ja´ temos os elementos necessa´rios para construir a formulac¸a˜o da
gravitac¸a˜o proposta inicialmente. Para isso vamos assumir algumas coisas que sera˜o fundamen-
tais. Considere o espac¸o-tempo como uma variedade diferencia´vel n-dimensionalM, tal que em
cada ponto x ∈ M existe um espac¸o vetorial tangente Tx com assinatura (−,+, ...,+), ou seja,
Tx ∼ R1,n−1. Em numa vizinhanc¸a de x podemos aproximar a variedade por Tx. Existe um
mapa que nos permite representar em Tx tensores definidos em M. Esta relac¸a˜o e´ um isomor-
fismo entre M e a colec¸a˜o de todos os {Tx}, ou seja, da variedade com seu fibrado tangente em
x, representada pelo campo 1-forma ea que chamaremos de vielbeine1. Suas componentes sa˜o





onde os za sa˜o coordenadas de Tx e x
µ sa˜o coordenadas locais do ponto x ∈ M. Essa definic¸a˜o
nos da´ diretamente a relac¸a˜o entre os espac¸amentos em Tx e M:
dza = eaµ(x)dx
µ. (3.15)
A famı´lia eaµ define uma base ortonormal de Tx, que interpretamos fisicamente como um
referencial local em M. Usaremos ı´ndices latinos para representar componentes do espac¸o
tangente e por isso esses ı´ndices se transformam sob a ac¸a˜o do grupo de Lorentz SO(1, n − 1),
enquanto que os ı´ndices gregos indicam componentes da variedade e se transformam sob ac¸a˜o
do grupo de difeomorfismos de M. Tensores contravariantes em M, Πµ1µ2...µn , se relacionam
com tensores contravariantes em Tx, P
a1a2...an , por






Os ı´ndices covariantes se relacionam de forma completamente ana´loga atrave´s do campo inverso
1Em uma variedade quadridimensional o vielbeine recebe o nome de tetrada.
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b . Note que o elemento de linha em Tx e´ dado por
ds2 = ηabdz
adzb, (3.17)







que localmente deve ser igual ao comprimento de arco em M. Portanto o vielbeine induz uma






Por isso dizemos que o vielbeine introduz a noc¸a˜o de distaˆncia, ou seja, ele funciona como
um compasso nesse tipo de construc¸a˜o geome´trica. Ale´m disso, como a me´trica e´ quadra´tica
no vielbeine costumamos dizer que este funciona como a raiz quadrada da me´trica, o que na˜o e´
bem verdade. Pore´m se tomarmos o determinante, obtemos que |g| = e2, onde g = det(gµν) e
e = det(eaµ). Se por um lado o vielbeine determina univocamente a me´trica, por outro lado, dada
uma me´trica existem infinitos vielbeine correspondentes. Pore´m dois vielbeine de Tx sempre se
relacionam por uma transformac¸a˜o de Lorentz. Como uma transformac¸a˜o de Lorentz nada
mais e´ que uma ac¸a˜o de grupo, as o´rbitas desta ac¸a˜o sa˜o classes de equivaleˆncia. Portanto
uma me´trica g determina, na˜o um, mas uma classe de equivaleˆncia de vielbeine. Este fato se
reflete diretamente no numero de componentes independentes dos dois objetos. Enquanto que
o tensor me´trico possui n(n+1)2 componentes independentes, o vielbeine possui n
2. A diferenc¸a
e´ igual, na˜o por coincideˆncia, ao nu´mero de geradores do grupo de Lorentz em n dimenso˜es
n(n−1)
2 . Finalmente podemos dizer que a me´trica determina univocamente o vielbeine mo´dulo
transformac¸o˜es de Lorentz.
Uma vez que introduzimos a noc¸a˜o de distaˆncias, falta introduzir a noc¸a˜o de paralelismo.
Para isso precisamos definir um objeto que seja responsa´vel por transportar paralelamente cam-
pos tensoriais em M. Para definir um operador diferencial na variedade precisamos de uma
conexa˜o que fac¸a com que a estrutura diferencial permanec¸a invariante por transformac¸o˜es de
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Lorentz locais. Esse ponto e´ essencial, pois as transformac¸o˜es de Lorentz agem de forma inde-
pendente em quaisquer dois espac¸os tangentes de pontos vizinhos deM, Tx e Tx+dx por exemplo.
Devido a esse fato, esta conexa˜o recebe o nome de conexa˜o de Lorentz, mas tambe´m e´ conhecida
como conexa˜o de spin. Ale´m disso gostar´ıamos de definir um operador derivada covariante que
preserve o posto e a natureza dos tensores que sofreram sua atuac¸a˜o. Seja φa(x) um vetor de





onde ωabµ e´ a conexa˜o de Lorentz. Para que Dµφ
a se transforme como um vetor e´ necessa´rio
que, sob uma transformac¸a˜o de Lorentz Λ, a conexa˜o se transforme por
ωabµ → ω′abµ = ΛacΛdbωcdµ + Λac∂µΛcb. (3.21)
O transporte paralelo de um campo vetorial e´ definido por
φa||(x)− φa(x) ≡ dxµDµφa(x). (3.22)
A derivada covariante e´ um operador 1-forma e a equac¸a˜o (3.20) e´ expressa intrinsecamente na
forma
Dφa = dφa + ωabφ
b. (3.23)
A generalizac¸a˜o para tensores de postos maiores segue de forma completamente ana´loga a`
geometria Riemmaniana, ou seja, uma conexa˜o para cada ı´ndice do tensor com sinais positivos
para ı´ndices superescritos e negativo para subscritos. O grupo de Lorentz admite dois tensores
invariantes, que sa˜o a me´trica e o s´ımbolo completamente antissime´trico de Levi-Civita. Da
invariaˆncia do tensor me´trico segue que
Dη = 0⇒ ωab + ωba = 0 (3.24)
e portanto a conexa˜o de Lorentz deve ser antissime´trica. A invariaˆncia do simbolo de Levi-Civita
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na˜o nos da´ nenhuma informac¸a˜o adicional.
3.3.1 Candidatos a` Langrangeana
Estamos construindo uma teoria geome´trica de gravitac¸a˜o e os u´nicos candidatos a serem os
campos dinaˆmicos fundamentais da teoria sa˜o o vielbeine ea e a conexa˜o de Lorentz ωab, ambos
campos 1-forma. Num formalismo Lagrangeano a ac¸a˜o deve depender apenas dos campos funda-
mentais e suas derivadas. Como ja´ sabemos quem sa˜o os campos fundamentais, nos resta agora
descobrir que outros elementos podemos adicionar na ac¸a˜o a partir de derivadas desses campos.
Uma das vantagens de trabalhar com formas diferenciais e´ que o operador derivada exterior e´
nilpotente, ou seja, d2 = 0. Vamos testar o que acontece quando atuamos sucessivamente com
o operador derivada covariante em um campo vetorial:
D2φa = D(dφa + ωabφ
b)





b − ωabdφb + ωacdφc + ωacωcbφb





b ≡ Rabφb, (3.25)
nas duas primeiras linhas usamos a definic¸a˜o da derivada covariante, enquanto que na terceira os
termos do meio se cancelaram. Descobrimos enta˜o que quadrado do operador derivada covariante
atua, na˜o como um operador diferencial, mas como um operador multiplicativo. O tensor
Rab ≡ dωab + ωacωcb (3.26)




µ ∧ dxν = Rσρµνeaσeρbdxµ ∧ dxν . (3.27)
Como a composic¸a˜o de operadores diferencias e´ associativa temos diretamente que
DRab = 0. (3.28)
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O u´nico tensor que podemos obter diferenciando o vielbeine e´ a torc¸a˜o, definida por
T a ≡ dea + ωabeb = Dea. (3.29)
Chamamos T a de torc¸a˜o porque ele se relaciona com o tensor de torc¸a˜o da geometria Rie-
manniana de forma direta. Mais tarde mostraremos que podemos escrever suas componentes na
forma
T aµν = (Γ
α
µν − Γανµ)eaα. (3.30)
Com isso esgotamos todas as possibilidades de construir objetos independentes que podera˜o ser
adicionado na ac¸a˜o a partir dos campos fundamentais e suas derivadas. Qualquer outro objeto
podera´ ser escrito como combinac¸a˜o desses que foram apresentados ate´ aqui (esse fato na˜o sera´
demonstrado, mais detalhe em [25]).
Temos enta˜o todos os ingredientes necessa´rios para construir uma ac¸a˜o. Sa˜o eles:
1. ea, ωab os campos dinaˆmicos fundamentais,
2. T a, Rab tensores 2-forma constru´ıdos a partir dos campos fundamentais e suas derivadas,
3. ηab,  tensores invariantes de Lorentz.
3.3.2 O teorema de Lovelock
Uma outra vantagem de utilizar formas diferenciais e´ que elas sa˜o, por construc¸a˜o, invariantes
sob transformac¸o˜es de coordenadas (difeomorfismos). Isso se traduz no fato de na˜o termos
ı´ndices (gregos) de coordenadas expl´ıcitos na sua representac¸a˜o. Os u´nicos ı´ndices livres sa˜o
ı´ndices de Lorentz e e´ com eles que temos que nos preocupar. A ac¸a˜o que queremos deve ser um
escalar de Lorentz, pois a teoria na˜o deve depender de uma escolha espec´ıfica de base dos espac¸os
tangentes. Vale lembrar que queremos que a ac¸a˜o seja invariante, portanto a Lagrangeana na˜o
precisara´ ser necessariamente invariante, ela pode mudar por uma derivada total (termos de
fronteira) sob uma mudanc¸a de coordenadas no espac¸o tangente. Ale´m disso sera˜o exclu´ıdos
da Lagrangeana termos como a me´trica, pois na˜o e´ produto exterior dos campos fundamentais
ou suas derivadas, assim como campos inversos e o dual de Hodge, pois queremos equac¸o˜es de
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primeira ordem nos campos. Esta ac¸a˜o geral que queremos obter foi encontrada por Lovelock e
e´ descrita no teorema abaixo.
Teorema de Lovelock: A ac¸a˜o mais geral da gravitac¸a˜o em n-dimenso˜es que na˜o inclui








onde [n/2] e´ a parte inteira de n/2, os ap’s sa˜o constantes a serem fixadas e
L(n,p) = a1a2...anR
a1a2 ...Ra2p−1a2pea2p+1...ean . (3.32)
Note que cada termo da Lagrangeana de Lovelock e´ uma n-forma em um espac¸o n-dimensional,
este tipo de objeto e´ tambe´m chamado top-forma.
3.4 O caso particular n = 2 + 1
Para exemplificar a utilidade desta construc¸a˜o discutiremos o caso mais simples, pore´m de grande







Discutiremos explicitamente as equac¸o˜es de movimento geradas pela ac¸a˜o (3.33).
3.4.1 Equac¸o˜es de primeira ordem
Para obter as equac¸o˜es de movimento, extremizamos a ac¸a˜o com relac¸a˜o aos campos fundamen-
tais.
i) δeI3 = 0 nos da´ ∫
abc(R
ab + 3eaeb)δec = 0. (3.34)
2Uma discussa˜o sobre os termos de torc¸a˜o que podem ser inclu´ıdos na Lagrangeana e´ apresentada em [26]
3Estas imposic¸o˜es sa˜o postas de modo que as teorias de Lovelock possuam o mesmo numero de graus de




como δec e´ arbitra´rio temos enta˜o que
Rab = −3a1eaeb. (3.35)
Em termos de coordenadas, temos:
Rabµνdx























µ ∧ dxν = −3a1eλaeγb eaµebνdxµ ∧ dxν
Rλγµν = −3a1(δλµδγν − δλν δγµ)
Rµνσρ = −3a1(gµσgνρ − gµρgνσ). (3.37)
O que obtemos enta˜o e´ um espac¸o de curvatura constante. Este sera´ Minkowski, de Sitter-3, dS3,
ou anti-de Sitter-3, AdS3, quando a constante a1 for zero, negativa ou positiva, respectivamente.
O caso de curvatura negativa sera´ analisado em detalhes posteriormente.












T c = Dec = 0. (3.38)
Na terceira linha foi feita uma integrac¸a˜o por partes e usamos o fato de que δωab e´ arbitra´rio.
Obtemos que a torc¸a˜o e´ identicamente nula. Note que aqui a condic¸a˜o de torc¸a˜o nula vem das
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equac¸o˜es de movimento e na˜o de uma imposic¸a˜o.














onde Saµν e´ sime´trico nos ı´ndices µ, ν e T
a
µν sa˜o as componentes da torc¸a˜o, cujas componentes
sa˜o antissime´tricas em µ, ν. Temos enta˜o que














como sabemos que ωabµ e´ uma 1-forma, para que ela se transforme corretamente o lado direito







a parte antissime´trica desta equac¸a˜o nos mostra que, de fato
T aµν = (Γ
α
µν − Γανµ)eaα. (3.43)
Neste caso podemos escrever ωabµ em termos do vielbeine e seu inverso
ωabµ = −eνc∇µecν . (3.44)
Como no nosso caso uma das equac¸o˜es de movimento nos deu que T a = 0, temos que
ωabµ = −eνb (∂µeaν − Γσµνeaσ), (3.45)
onde Γσµν e´ a conexa˜o de Christoffel, que satisfaz a condic¸a˜o de metricidade ∇µgαβ = 0.
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3.4.2 Equac¸o˜es de segunda ordem
Vamos reescrever a ac¸a˜o I3 em termos da me´trica e do escalar de curvatura para obtermos as
equac¸o˜es de segunda ordem na me´trica, equac¸o˜es de Einstein, e analisarmos suas soluc¸o˜es. Note











α ∧ dxβ ∧ dxσ
=
√







onde usamos o fato de que  se transforma, na˜o como um tensor, mas como uma densidade, o
que da´ origem ao termo
√|g|. Ja´ do segundo termo de (3.33), temos que
abce
aebec = 6 det(e)d3x = 6
√
|g|d3x. (3.47)






que e´ a ac¸a˜o de Einstein-Hilbert em sua forma usual, ou seja, escrita em termos de uma densidade
e na˜o de uma top-forma.
As equac¸o˜es de movimento que surgem de extremizar a ac¸a˜o acima com respeito a gµν sa˜o













3.4.3 Ana´lise das soluc¸o˜es
A soluc¸a˜o mais geral das equac¸o˜es (3.48) com simetria axial, nas coordenadas cil´ındricas con-
vencionais (t, r, φ), e´ dada pelo elemento de linha
ds2 = −N2dt2 + dr
2
N2
+ r2(Nφdt+ dφ)2 (3.50)
t ∈ (−∞,∞), r ∈ (0,∞), φ ∈ [0, 2pi), (3.51)
onde o quadrado da func¸a˜o lapso N2 e a func¸a˜o shift Nφ sa˜o dadas respectivamente por







Nφ = − J
2r
. (3.53)
Os paraˆmetros M e J sa˜o constantes de integrac¸a˜o identificados com a massa e o momento
angular, respectivamente. Esta soluc¸a˜o admite uma geometria tipo buraco negro. Note que a













onde identificamos r+ como o raio do horizonte de eventos. A existeˆncia de um buraco negro
requer M > 0 e |J | ≤ Ml. O caso extremal r+ = r− ocorre quando a segunda desigualdade e´
saturada, ou seja, |J | = Ml. Esta soluc¸a˜o e´ ana´loga a` soluc¸a˜o de Kerr em n = 3 + 1. O estado









dr2 + r2dφ2. (3.55)
Neste caso o horizonte de eventos colapsa na origem e temos enta˜o uma singularidade nua.
Chamamos de singularidade nua, uma singularidade que na˜o esta´ protegida por um horizonte
de eventos, como e´ o caso acima. Sabemos que o espectro de buraco negro da soluc¸a˜o ocorre
para M > 0, pore´m vamos analisar um pouco o que acontece quando M ≤ 0. Consideremos o
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caso em que M ∈ (0,−1). Seja α2 = −M, 0 < α2 < 1 e fixe l = 1, a me´trica fica dada por




Aparentemente a me´trica (3.55) na˜o tem nenhuma singularidade, mas vejamos o que acontece
quando estamos pro´ximos da origem. Para r  α, temos




Reescalamos enta˜o as coordenadas
(t, r, φ)→ (τ, ρ, ϕ) = (αt, r/α, αφ), (3.58)
note que τ ∈ (−∞,∞) e ρ ∈ (0,∞) mante´m os mesmos domı´nios de r e t, pore´m a nova
coordenada angular esta´ definida para ϕ ∈ [0, 2piα). Assim a me´trica fica na forma
ds2 = −dτ2 + dρ2 + ρ2 + ρ2dϕ2. (3.59)
O que obtemos e´ uma me´trica Euclidiana com um de´ficit angular de 2pi(1 − α), ou seja,
quando estamos perto da origem o espac¸o tem a geometria de um cone. Neste caso o que
temos e´ uma singularidade coˆnica na origem. Como esta singularidade na˜o esta´ protegida por
um horizonte, ela e´ um singularidade nua. Portanto M ∈ (0,−1) apresenta um cont´ınuo de
singularidades nuas, cujo de´ficit angular vai diminuindo a` medida que M toma valores mais
negativos. Quando atingimos M = −1 a singularidade desaparece completamente. A geometria
se torna AdS3 e o elemento de linha e´ dado por




De forma ana´loga ao M ∈ (0,−1), podemos analisar o caso M < −1. Facilmente vemos que
a me´trica fica escrita da mesma forma, pore´m nesse caso na˜o temos mais um de´ficit angular e
sim um excesso. A nova coordenada angular depois de devidamente reescalada tem o domı´nio
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dado por ϕ ∈ [0, 2pi√−M), tal que √−M > 1. A` medida que M toma valores mais negativos o
excesso angular cresce, mas a soluc¸a˜o na˜o muda de comportamento.
O espectro de soluc¸o˜es com M > −1 e´ descrito na imagem abaixo.
Figura 3.1: Espectro de soluc¸o˜es das equac¸o˜es de Einstein com constante cosmolo´gica Λ = −2/3
em dimensa˜o (2 + 1). Fonte: J. Zanelli and O. Miskovic, [15]. Pequenas modificac¸o˜es de A.
Queiroz.
Na regia˜o J > Ml temos singularidades nuas , o estado de va´cuo esta´ em M = J = 0.
A regia˜o M ∈ (0,−1) com J < −Ml apresenta singularidade coˆnica na origem. O ponto
J = 0,M = −1 e´ o AdS3. Na regia˜o onde M > 0 e Ml > J temos as soluc¸o˜es tipo buraco negro
com horizonte de eventos em r = r+, equac¸a˜o (3.52), onde o limite extremal esta´ em J = Ml.
Na imagem, os termos TD, NS e BH se referem a defeitos topolo´gicos (topological defects),
singularidades nuas (naked singularities) e buracos negros (black holes), respectivamente. Esta
imagem foi extra´ıda de [15].
O buraco negro que descrito por esta soluc¸a˜o e´ o BTZ, que surgiu em [16] e e´ discutido em










Note que no caso extremal J = Ml temos r+ = r−. Temos enta˜o um estado com temperatura
T = 0 e uma entropia na˜o nula S = pil
√
M/8.
3.5 Gravitac¸a˜o de Chern-Simons





tal que I3 =
∫
L3. Fixamos aqui l = 1, portanto a1 = ±1/3, excluindo assim o espac¸o de
Minkowski das poss´ıveis soluc¸o˜es das equac¸o˜es de movimento. Note que






ab ± eaeb)[dec + (dRab)ec]
= abc(R
ab ± eaeb)(dec + ωcfef )
= abc(R
ab ± eaeb)T c, (3.64)
onde usamos o fato de que a Lagrangeana e´ algo que faz sentido apenas dentro de uma integral
para podermos integrar por partes na segunda linha. O que obtemos e´ que a derivada exterior
da Lagrangeana em treˆs dimenso˜es e´ igual a` densidade de Euler em quatro dimenso˜es [25], que
e´ um invariante topolo´gico. Portanto
δ(dL3) = 0. (3.65)
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Como δ e d atuam em espac¸os diferentes, eles comutam. Assim
d(δL3) = 0, (3.66)
ou seja, a Lagrangeana varia por um forma fechada. Se o espac¸o no qual a Lagrangeana esta´
definida for simplesmente conexo, pelo lema de Poincare´ 4 a Lagrangeana ira´ variar por uma
forma exata, ou seja, por uma derivada exterior. Portanto a ac¸a˜o varia por um termo de
superf´ıcie. Ale´m disso, pode-se mostrar que L3 e´ uma Lagrangeana de Chern-Simons para a
conexa˜o do grupo de calibre, ISO(2, 1), SO(2, 2) ou SO(3, 1). Este fato na˜o acontece somente
para treˆs dimenso˜es, pore´m para qualquer espac¸o de dimensa˜o ı´mpar.
Lema: Seja P (F ) uma 2n-forma invariante constru´ıda com um tensor intensidade F =
dA+AA, onde A e´ a conexa˜o para algum grupo de calibre G. Se existir uma (2n-1)-forma, C,
que depende apenas de A e dA, tal que P = dC, enta˜o sob uma transformac¸a˜o de calibre, C
muda por uma forma exata: δC = dΣ, onde Σ e´ uma 2(n-1)-forma.
A (2n-1)-forma C e´ conhecida como a forma de Chern-Simons e pode ser utilizada como uma
Lagrangeana para uma teoria de calibre com conexa˜o A. Vale ressaltar que C na˜o define uma
Lagrangeana invariante, mas sim que varia por um termo de fronteira. Como C varia por uma
derivada total dizemos que C e´ quase-invariante. Uma vez que usamos C como Lagrangeana,
podemos fixar as condic¸o˜es de contorno adequadas de modo que a ac¸a˜o resultante seja invariante
por transformac¸o˜es de calibre. Como, com os ingredientes que dispomos, so´ temos invariantes
topolo´gicos em espac¸os de dimensa˜o par, teremos Lagrangeanas de Chern-Simons apenas em
espac¸os de dimensa˜o ı´mpar. Apesar deste na˜o ser o foco aqui, a construc¸a˜o de teorias de Chern-
Simons aparece como uma das principais motivac¸o˜es de se estudar o formalismo discutido neste
cap´ıtulo.
4O lema de Poincare´ diz que uma forma fechada e´ exata se e somente se a variedade e´ simplesmente conexa.
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Cap´ıtulo 4
Espac¸os de Anti-de Sitter
Espac¸os de Anti-de Sitter (AdS) aparecem em algumas a´reas da f´ısica teo´rica como cosmologia,
buracos negros extremais e dualidades AdS/CFT. Vamos estudar aqui as propriedades destes
espac¸os, em particular para o caso (1+1)-dimensional [23]. Em geral um espac¸o AdSn, onde n e´
a dimensa˜o, tera´ SO(2, n− 1) como grupo de simetria, pore´m no caso n = 2 teremos a simetria
conforme, simetria local de Weyl, como uma simetria adicional. A existeˆncia dessas simetrias
ira˜o nos ajudar a distinguir o caso n = 2 de todos os outros espac¸os com n ≥ 3. O espac¸o
AdS2 sera´ discutido em detalhes, os casos com dimenso˜es maiores tambe´m sera˜o abordados. O
tratamento que daremos aqui sera´ puramente cla´ssico, no sentido de que analisaremos apenas o
comportamento de uma part´ıcula cla´ssica neste espac¸o.
4.1 O caso bidimensional
Considere a seguinte superf´ıcie bidimensional imersa no espac¸o-tempo plano R2,1:
−u2 − v2 + x2 = −l2, (4.1)
ds2 = −du2 − dv2 + dx2. (4.2)
A superf´ıcie descrita pelo v´ınculo acima e´ o espac¸o AdS2, tambe´m chamado de pseudoesfera,
plano hiperbo´lico ou plano de Bolyai-Lobachevsky. Esta superf´ıcie tem curvatura Gaussiana
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negativa constante R = −1/l2. Superf´ıcies com curvatura negativa constante na˜o podem ser
obtidas fixando v´ınculos em um espac¸o de assinatura Euclidiana, portanto temos que usar um
espac¸o de imersa˜o com uma assinatura Lorenziana [23], como foi feito aqui. O pro´ximo passo
para descrever este espac¸o e´ definir conjuntos de coordenadas, cartas, que parametrizem o AdS2.
Aqui sera˜o discutidas as coordenadas que descrevem a extensa˜o global, o disco de Poincare´, o
semiplano de Poincare´ e a faixa. Sera´ mostrado que temos um mapa conforme entre a faixa e o
disco de Poincare´.
4.1.1 Extensa˜o global
Defina as coordenadas α, β na forma
u = l coshα sinβ, (4.3)
v = l coshα cosβ, (4.4)
x = l sinhα, (4.5)
α ∈ (−∞,∞); β ∈ [0, 2pi) (4.6)
que satisfazem o v´ınculo (4.1). Usando essas coordenadas em (4.2) obtemos o elemento de linha
ds2 = l2(dα2 − cosh2 αdβ2). (4.7)
Por convenieˆncia, fixamos l = 1, sem perda de generalidade. Agora no´s estendemos o domı´nio
de β para β ∈ (−∞,∞) e definimos as coordenadas r, t:
t ≡ β, (4.8)
r = sinhα. (4.9)
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Introduzimos na me´trica (4.7) e obtemos




r ∈ (−∞,∞); t ∈ (−∞,∞). (4.11)
As equac¸o˜es (4.10) e (4.11) definem a extensa˜o global do AdS2. O elemento de volume
invariante e´ dado simplesmente por drdt. Estas coordenadas cobrem todo o espac¸o. E´ impor-
tante lembrar que poder´ıamos ter definido AdS2 pelas equac¸o˜es (4.10) e (4.11), pensando ele
intrinsecamente como um espac¸o-tempo curvo bidimensional ao inve´s de um espac¸o-tempo bidi-
mensional imerso em um espac¸o-tempo plano tridimensional como fizemos. As duas construc¸o˜es
do AdS2 sa˜o equivalentes.
4.1.2 O disco de Poincare´
O disco de Poincare´ e´ um modelo do AdS2, ou seja, um conjunto de coordenadas que descreve
algum subconjunto aberto do espac¸o. O disco de Poincare´ e´ ana´logo a` projec¸a˜o estereogra´fica
de uma esfera S2 no espac¸o Euclidiano bidimensional. Partindo-se da extensa˜o global (4.10) e






ρ ∈ [0, 1). (4.13)
Assim a me´trica fica na forma
ds2 =
dρ2 − ρ2dt2
(1− ρ2)2 , (4.14)
que e´ conforme a um disco unita´rio com assinatura Lorentziana. Estas coordenadas cobrem a
regia˜o r ≥ 1 da superf´ıcie e e´ portanto um conjunto de coordenadas local. Os limites r = 1 e
r →∞ sa˜o identificados com ρ→ 0 e ρ→ 1 respectivamente e definem as fronteiras desta carta.
Se fizermos a rotac¸a˜o de Wick t→ iτ obtemos uma me´trica conforme a um disco em R2.
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4.1.3 O semiplano de Poincare´










Essa nova parametrizac¸a˜o cobre apenas a regia˜o u + x > 0 ou u + x < 0, que correspondem
a z > 0 e z < 0, respectivamente. Aqui consideraremos apenas a regia˜o z > 0. Como na˜o ha´
nenhuma restric¸a˜o em γ o espac¸o que estamos descrevendo e´ a parte superior do plano (γ, z).
Esta parametrizac¸a˜o do AdS2 e´ conhecida como o semiplano de Poincare´. O elemento de linha





γ ∈ (−∞,∞) (4.18)
z ∈ (0,∞). (4.19)
4.1.4 A faixa
Utilizando a extensa˜o global do AdS2 definida pelas equac¸o˜es (4.10) e (4.11), definimos a seguinte
transformac¸a˜o de coordenadas (r, t)→ (σ, t):










); t ∈ (−∞,∞). (4.22)
Nestas coordenadas o espac¸o-tempo tem a forma de uma faixa infinita com largura pi. Estas
coordenadas cobrem todo o AdS2 e claramente a me´trica e´ conforme ao espac¸o de Minkowski
1 + 1 dimensional. Os limites r → ±∞ sa˜o identificados com σ → ±pi2 .
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4.1.5 Mapa conforme
Como foi dito anteriormente, o espac¸o AdS2 admite simetria conforme. Vamos agora construir
explicitamente o mapa conforme entre a faixa e o disco de Poincare´. Para isso considere a
transformac¸a˜o [22]:
Λ : (t, σ)→ (τ, ρ), (4.23)








ρ ∈ (0, 1); τ ∈ [0, 2pi). (4.25)
Tomando um diferencial em ambos os lados de (4.24) obtemos
dσ ± dt = λ±(dρ± ρdt), (4.26)
λ± ≡ 1
ρ
[1− tanh2 12(ln ρ± τ)
1 + tanh2 12(ln ρ± τ)
]
, (4.27)
−dt2 + dσ2 = λ+λ−(dρ2 − ρ2dτ2). (4.28)
As equac¸o˜es (4.14) e (4.21) descrevem as me´tricas do disco de Poincare´ e da faixa, respectiva-
mente, que iremos denotar por ds2faixa e ds
2
disco. Usando essas equac¸o˜es em (4.28) obtemos a
relac¸a˜o
ds2faixa = Λ(ρ, τ)ds
2
disco (4.29)




lembrando que σ = σ(ρ, τ) e´ definido pelas equac¸o˜es (4.24). As equac¸o˜es (4.29) e (4.30) mostram
explicitamente que o mapa Λ e´ de fato conforme.
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4.1.6 Geode´sicas
Nesta sec¸a˜o sera˜o discutidas as trajeto´rias de part´ıculas que vivem no espac¸o AdS2. Sera´ con-





t ∈ (−∞,∞), (4.32)
x ∈ (0,∞). (4.33)
Considere o mapa γ : R → Σ, onde Σ e´ um subconjunto aberto do semiplano de Poincare´,
que na˜o inclui a regia˜o x < 0. Considere a parametrizac¸a˜o γ(λ) = (t(λ), x(λ)) onde λ e´ um
paraˆmetro afim, que identificamos como o paraˆmetro de tempo pro´prio de uma part´ıcula que
descreve a trajeto´ria γ(λ). O vetor tangente a esta trajeto´ria e´ dado por P = t˙∂t + x˙∂x, onde o
ponto corresponde a uma derivada com respeito ao paraˆmetro afim λ. Como a me´trica na˜o tem
uma dependeˆncia expl´ıcita em t, enta˜o ∂t e´ um campo vetorial de Killing. Portanto a quantidade
E = −P · ∂t e´ conservada ao longo de γ, ou seja, E = t˙/x2 e´ uma constante do movimento.
Esta quantidade e´ interpretada fisicamente como a energia de uma part´ıcula que descreve a
trajeto´ria γ. Este fato sera´ de grande utilidade para encontrarmos as curvas geode´sicas. Note
que poder´ıamos tentar achar as geode´sicas resolvendo na forc¸a bruta a equac¸a˜o da geode´sica
γ¨µ + Γµνσγ˙
ν γ˙σ = 0, (4.34)
onde Γµνσ sa˜o os s´ımbolos de Christoffel e µ, ν, σ = t, x. Pore´m proceder por este caminho e´ muito
mais trabalhoso, pois o que temos sa˜o equac¸o˜es na˜o lineares de segunda ordem que em geral sa˜o
dif´ıceis de resolver. Como estamos trabalhando com um espac¸o que tem simetrias suficientes,




Uma geode´sica e´ dita tipo-tempo se seu vetor tangente obedece a equac¸a˜o







Geode´sicas tipo-tempo descrevem as trajeto´rias de part´ıculas massivas, como um ele´tron
ou um neˆutron quando tratados classicamente. Esta condic¸a˜o nos da´ uma equac¸a˜o diferencial
ordina´ria de primeira ordem a duas varia´veis. Lembrando que a conservac¸a˜o da energia nos deu a
equac¸a˜o E = t˙/x2, vamos usa´-la para remover uma das varia´veis na equac¸a˜o acima. Escrevendo







E2x2 − 1. (4.37)
Para que x˙ seja real, a trajeto´ria deve ser restrita a regia˜o x ≥ 1/E. As condic¸o˜es iniciais
fixam x(0) e o sinal na equac¸a˜o (4.37), o valor absoluto de x˙(0) e´ determinado por x(0). Vamos
considerar aqui o caso de uma part´ıcula que se move em direc¸a˜o a x = +∞. Portanto vamos
fixar o sinal positivo em (4.37). Fixando a condic¸a˜o inicial x(0)→ 1/E, por valores maiores que
1/E, vamos calcular o intervalo de tempo pro´prio que uma part´ıcula leva ate´ atingir x = +∞.
O intervalo de tempo pro´prio pode ser calculado integrando diretamente a equac¸a˜o diferencial
(4.37) em x, tal que






E2x2 − 1 . (4.38)







E2x2 − 1 . (4.39)
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u2 − 1 (4.40)






Portanto uma part´ıcula massiva em AdS2 atinge o infinito em um intervalo finito de tempo
pro´prio. Este resultado ocorre particularmente em AdS2, para espac¸os de AdS em dimenso˜es
maiores na˜o temos esse tipo de fenoˆmeno. Na verdade vamos mostrar que em espac¸os AdSn, n ≥
3, part´ıculas massivas va˜o oscilar em torno da origem.
Geode´sicas tipo-luz
Uma geode´sica e´ dita tipo-luz quando seu vetor tangente satisfaz a equac¸a˜o
P · P = gµνPµP ν = 0⇒ x˙ = Ex2. (4.43)
Note que neste caso a equac¸a˜o de movimento na˜o impo˜em nenhuma restric¸a˜o no domı´nio de
x. Seguindo um procedimento completamente ana´logo ao que usamos no caso das part´ıculas
tipo-tempo, obtemos o intervalo de tempo pro´prio para uma part´ıcula tipo-luz que parte da













O fato de, neste caso, na˜o termos nenhuma restric¸a˜o adicional no domı´nio de x sera´ impor-
tante para entendermos a generalizac¸a˜o da propriedade de que uma part´ıcula tipo-luz atinge o
infinito espacial em um intervalo finito de tempo pro´prio. Enquanto que o fato de que podemos
construir mapas conformes localmente em AdS2 estara´ associado ao fato de que part´ıculas tipo-
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tempo na˜o podera˜o atingir o infinito em espac¸os AdS de dimenso˜es maiores. Este ponto sera´
discutido em mais detalhes junto com a discussa˜o das geode´sicas em espac¸os AdSn, n ≥ 3.
4.1.7 As isometrias do AdS2
As transformac¸o˜es de SO(2, 1) sempre va˜o mapear o AdS2 nele mesmo, pois elas sa˜o simetrias
das equac¸o˜es (4.1) e (4.2) que definem o AdS2. Portanto o grupo de 2 + 1 dimenso˜es SO(2, 1)
age no AdS2 como uma simetria. Aqui sera´ discutida a representac¸a˜o SU(1, 1) do SO(2, 1),
assim como sua respectiva a´lgebra de Lie, seguindo [21] e [23].
Representac¸a˜o do grupo SO(2, 1)
O grupo SO(2, 1) age no espac¸o de Minkowski 2 + 1 dimensional atrave´s das transformac¸o˜es
de Lorentz. Seja (u, v, x) um evento arbitra´rio. Qualquer transformac¸a˜o do SO(2, 1) pode ser
representada por uma matriz 3×3 que age no espac¸o-tempo por multiplicac¸a˜o de matriz e todas
as transformac¸o˜es sa˜o geradas pelas matrizes:
Rφ0 =

cosφ0 − sinφ0 0
sinφ0 cosφ0 0
0 0 1




0 cosh τ0 sinh τ0
0 sinh τ0 cosh τ0






 , reflexo˜es atrave´s do plano (u,v), (4.47)
que recebem o nome de geradores.
Para construir a representac¸a˜o SU(1, 1), consideraremos o AdS2 como a faixa, constru´ımos





. As coordenadas do cone de luz sa˜o u = ei(t+σ) e v = ei(t−σ). De modo
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 , α, β ∈ C, |α|2 − |β|2 = 1}, (4.49)
definimos sua ac¸a˜o em AdS2 pela transformac¸a˜o projetiva α β
β¯ α¯






= (u′, v′). (4.50)








Portanto esta ac¸a˜o se trata de fato de uma isometria do AdS2. Qualquer elemento do grupo
SU(1, 1) pode ser escrito como uma combinac¸a˜o linear de
kt =






 cosh x2 i sinh x2
−i sinh x2 cosh x2
 , (4.53)
aσ =















(cosh x2 + i sinh x2
cosh x2 − i sinh x2
)
, eit
(cosh x2 − i sinh x2





Identificando x = x(ρ) pela relac¸a˜o
eiρ =
cosh x2 + i sinh
x
2





kt ◦ gx(ρ)) ◦ (1, 1). (4.57)
Como podemos obter qualquer ponto do espac¸o agindo com elementos de grupo em um u´nico
ponto dizemos que o grupo SU(1, 1) age transitivamente em AdS2.
A a´lgebra de Lie de SU(1, 1)
Associada a` representac¸a˜o que discutimos na sec¸a˜o anterior, existe uma a´lgebra de Lie com
geradores (X,Y, Z), dados por
kt = e
tZ , gx = e
xY , aσ = e
σX , (4.58)






 , Y =
 0 i2
− i2 0




que satisfazem as seguintes relac¸o˜es de comutac¸a˜o:
[Z,X] = Y, [Y,Z] = X, [X,Y ] = −Z. (4.60)
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Estas relac¸o˜es de comutac¸a˜o nos da˜o a a´lgebra de Lie do SU(1, 1). Os geradores podem ser




 , σy =
 0 −i
i 0














O sinal negativo em Y e´ responsa´vel por diferenciar a a´lgebra de Lie do SU(1, 1) da do SU(2),
onde a segunda tambe´m e´ gerada por σx, σy, σz. Podemos construir uma representac¸a˜o vetorial
do SU(1, 1), que age no espac¸o de func¸o˜es definidas sobre o AdS2, definindo os geradores:
x = cos t sin ρ∂t + sin t cos ρ∂ρ (4.63)
y = sin t sin ρ∂t − cos t cos ρ∂ρ (4.64)
z = −∂t. (4.65)
Estes geradores satisfazem as mesmas relac¸o˜es de comutac¸a˜o que X,Y, Z. Este fato pode ser
mostrado atrave´s de um ca´lculo direto. Por exemplo
[z, x]f(t, ρ) = (zx− xz)f(t, ρ)
= (−∂t)[cos t sin ρ∂tf(t, ρ) + sin t cos ρ∂ρf(t, ρ)]
− (cos t sin ρ∂t + sin t cos ρ∂ρ)[−∂tf(t, ρ)]
= (sin t sin ρ∂t − cos t cos ρ∂ρ)f(t, ρ)
⇒ [z, x]f(t, ρ) = yf(t, ρ), (4.66)
onde f(t, ρ) e´ uma func¸a˜o teste diferencia´vel. Considere
C = X2 + Y 2 − Z2, (4.67)
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temos enta˜o que:
[C,X] = [C, Y ] = [C,Z] = 0. (4.68)
Como C comuta com todos os geradores, ele e´ o Casimir da a´lgebra de Lie do grupo SU(1, 1).
Note que ele se parece com o quadrado do momento angular, que por sua vez e´ o Casimir do
SO(3). A diferenc¸a mais uma vez se deve a um sinal negativo, desta vez em Z2. Podemos
expressar C em termos da representac¸a˜o vetorial, simplesmente substituindo X,Y, Z por x, y, z.
Assim
Cf(t, ρ) = (x2 + y2 − z2)f = [cos2 ρ(∂2ρ − ∂2t )]f =2AdS2f(t, ρ), (4.69)
onde 2AdS2 e´ o Laplaciano de AdS2. Uma outra representac¸a˜o desta mesma a´lgebra pode ser
constru´ıda em termos de novos geradores, E,F e H, definidos por
E = X − iY, F = −X − iY, H = −2iZ. (4.70)
As relac¸o˜es de comutac¸a˜o entre eles sa˜o
[H,E] = 2E, [H,F ] = −2F, [E,F ] = −H. (4.71)
Note que estas relac¸o˜es de comutac¸a˜o sa˜o muito semelhantes a`s dos operadores L±, Lz que
aparecem na a´lgebra do SO(3). Na representac¸a˜o vetorial, E,F,H ficam na forma
e = x− iy = ie−it(cos ρ∂ρ − i sin ρ∂t), (4.72)
f = −x− iy = ieit(cos ρ∂ρ + i sin ρ∂t), (4.73)
h = −2iz = 2i∂t. (4.74)
A ana´lise da a´lgebra de Lie do grupo de isometrias do AdS2 deixa evidente que este espac¸o
e´ completamente ana´logo a` uma esfera S2, cujo grupo de simetria e´ o SO(3).
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4.2 AdSn, n ≥ 3
Na sec¸a˜o anterior discutimos em detalhes o espac¸o de Anti de-Sitter em duas dimenso˜es, o AdS2.
Agora vamos estudar um espac¸o de Anti de-Sitter em uma dimensa˜o arbitra´ria maior que dois.
A princ´ıpio tentaremos seguir em analogia com o que foi feito no caso de duas dimenso˜es, pore´m
nem tudo podera´ ser generalizado para dimenso˜es maiores. Por exemplo geode´sicas tipo-tempo
na˜o mais encontrara˜o o infinito espacial. Neste caso na˜o faremos uma discussa˜o ta˜o detalhada
do grupo de isometrias como tivemos para AdS2.
4.2.1 Construindo o espac¸o
No caso bidimensional, constru´ımos o espac¸o AdS como um hiperboloide imerso em um espac¸o de
Minkowski com uma dimensa˜o espacial a mais. Vamos seguir em analogia e definir o AdSn como
um hiperboloide imerso em um espac¸o de Minkowski (n+1)-dimensional [9], [10]. Considere a
superf´ıcie em R2,n−1, n ≥ 3, com me´trica





−u2 − v2 +
n−1∑
i=1
x2i = −l2, (4.76)
onde l e´ uma constante fixa. A assinatura do espac¸o de imersa˜o sera´ sempre (−,−,+, ...,+),
ou seja, os dois primeiros sinais sera˜o negativos enquanto que todos os restantes sera˜o positivos.
As equac¸o˜es (4.75) e (4.76) definem o AdSn de forma extr´ınseca, ou seja, como uma superf´ıcie
imersa num espac¸o de dimensa˜o maior. Como estas equac¸o˜es sa˜o invariantes sob ac¸a˜o do grupo
O(2, n− 1), este e´ o grupo de simetria do AdSn.
4.2.2 Parametrizac¸a˜o
Uma vez que definimos o AdSn como uma superf´ıcie imersa em um espac¸o plano, o pro´ximo passo
a seguir e´ parametrizar esta superf´ıcie. As coordenadas que fazem esta func¸a˜o sa˜o escolhidas de
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forma natural. A ideia e´ separar a parte de sinal negativo da parte com sinal positivo, definindo
u = l coshα sinβ, (4.77)
v = l coshα cosβ, (4.78)
xi = Ωil sinhα, (4.79)
n−1∑
i=1
Ω2i = 1, (4.80)
α ∈ (−∞,∞); β ∈ [0, 2pi), (4.81)
onde os Ωi sa˜o aˆngulos que parametrizam uma esfera S
n−2 com raio l sinhα. Estas coordenadas
satisfazem o v´ınculo (4.76) e sa˜o chamadas coordenadas globais de AdSn. Substituindo as
equac¸o˜es (4.77)-(4.80) na me´trica (4.75), obtemos o elemento de linha
ds2 = l2(− cosh2 ρdt2 + dρ2 + sinh2 ρdΩ2Sn−2), (4.82)
onde dΩ2Sn−2 e´ o elemento de aˆngulo so´lido de uma (n-2)-esfera. Por convenieˆncia fixamos l = 1.
Definimos enta˜o as coordenadas (t, r)
t ≡ β, (4.83)
r = l sinhα, (4.84)
e estendemos o domı´nio de t para t ∈ (−∞,∞), obtendo
ds2 = −(r2 + 1)dt2 + dr
2
r2 + 1
+ r2dΩ2Sn−2 , (4.85)
r ∈ (−∞,∞); t ∈ (−∞,∞). (4.86)
O espac¸o resultante e´ a extensa˜o global do AdSn. Note que poder´ıamos ter definido o espac¸o
intrinsecamente pela me´trica (4.85), fixando os domı´nios das coordenadas adequadamente. A
me´trica (4.85) mostra que podemos ver o AdSn como um espac¸o AdS2 onde em cada ponto
(t, r) ∈ AdS2 temos uma esfera Sn−2 de raio r. Ou seja, o AdSn e´ localmente isomorfo a
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AdS2 × Sn−2. A forma desta me´trica tambe´m nos indica que na˜o poderemos mais construir
mapas conformes em AdSn quando n ≥ 3. Isso ocorre pois podemos escalar o setor AdS2 da
me´trica por uma transformac¸a˜o conforme, pore´m o raio da esfera Sn−2 na˜o ira´ se transformar
da mesma forma. Por exemplo o fator (r2 + 1) na˜o ira´ escalar da mesma forma que r2. Pore´m
ainda podemos usar a estrutura conforme do setor AdS2 para construir diagramas causais, pois
neste tipo de construc¸a˜o desconsideramos o espac¸o Sn−2 e analisamos apenas a parte (t, r) da
me´trica.
4.2.3 Geode´sicas
Considere um observador esta´tico O localizado em ρ = ρ0 que emite uma part´ıcula sem momento
angular na direc¸a˜o do infinito espacial. O fato da part´ıcula na˜o ter momento angular se traduz
na sua equac¸a˜o de movimento em Ω˙i = 0, i = 1, 2..., n − 1. Vamos considerar geode´sicas
parametrizadas por um paraˆmetro afim, por exemplo λ, de modo que se φ(xµ(λ)) e´ uma func¸a˜o




Esta part´ıcula ira´ andar pelo espac¸o seguindo alguma curva geode´sica, que iremos descrever
aqui. Vamos procurar curvas geode´sicas sem momento angular utilizando as coordenadas globais
de AdSn definidas acima.
Geode´sicas tipo-luz
Uma geode´sica tipo-luz obedece a condic¸a˜o






Este fato nos da´ diretamente uma equac¸a˜o diferencial de primeira ordem, que podemos integrar
em ρ para obter t = t(ρ). Temos enta˜o que










Note que isto so´ acontece porque estamos analisando um caso muito espec´ıfico de uma
part´ıcula tipo-luz sem momento angular. Se considerarmos o caso de uma part´ıcula tipo-luz
com momento angular arbitra´rio a condic¸a˜o ds2 = 0 nos daria a equac¸a˜o diferencial ordina´ria
na˜o linear com n varia´veis






que na˜o pode ser integrada diretamente. Voltando ao nosso caso particular, o intervalo de tempo






−ds2(ρ′) = cosh ρ0[t(ρ)− t(ρ0)]. (4.91)
Podemos fixar, por convenieˆncia, t(ρ0) = 0. Vamos considerar condic¸o˜es de contorno no
infinito tal que uma part´ıcula tipo-luz seja refletida ao atingi-lo. O infinito espacial funciona
como um espelho perfeito neste caso. O tempo pro´prio medido por O para que a part´ıcula atinja
o infinito e retorne a posic¸a˜o em que foi emitida ρ0 sera´ de
T = 2 lim
ρ→∞ τ(ρ) = 2 cosh ρ0
[




Note que este intervalo e´ sempre finito e independe da dimensa˜o do espac¸o AdS em que
estamos trabalhando. Portanto uma part´ıcula tipo luz sem momento angular em um espac¸o de
AdS de qualquer dimensa˜o atinge o infinito em um intervalo de tempo finito. Este resultado
generaliza o resultado que obtivemos para o caso particular do AdS2.
Geode´sicas tipo-tempo
Para encontrar as geode´sicas tipo-tempo vamos proceder de forma completamente ana´loga a` que
seguimos em AdS2. Definimos P = t˙∂t+ ρ˙∂ρ como sendo o campo vetorial tangente a` geode´sica,
lembrando que estamos considerando Ω˙i = 0. Uma geode´sica tipo-tempo parametrizada por um
paraˆmetro afim ira´ obedecer a equac¸a˜o
P · P = gµνPµP ν = −1, (4.93)
69
que nos da´ a equac¸a˜o diferencial na˜o linear com duas varia´veis
− cosh2 ρt˙2 + ρ˙2 = −1. (4.94)
Como a me´trica na˜o tem nenhuma dependeˆncia expl´ıcita em t, enta˜o ∂t e´ um campo vetorial
de Killing e a quantidade E = −P · ∂t e´ conservada ao longo da geode´sica. Portanto
E = −P · ∂t ⇒ t˙ = E
cosh2 ρ
. (4.95)






A equac¸a˜o (4.96) tem a interpretac¸a˜o f´ısica direta de conservac¸a˜o da energia. Esta equac¸a˜o
traduz o problema de uma part´ıcula massiva sem momento angular em AdSn ao problema de








Pensando dessa forma, a part´ıcula sente um potencial efetivo dado por




Assim a part´ıcula com energia E estara´ confinada na regia˜o
− cosh−1(E) ≤ ρ ≤ cosh−1(E) (4.99)
e na˜o sera´ capaz de alcanc¸ar o infinito. Como o Veff possui um mı´nimo global em ρ = 0, a
part´ıcula ira´ oscilar em torno da origem. Este resultado surge naturalmente quando interpreta-
mos a equac¸a˜o (4.96) como conservac¸a˜o da energia. Uma vez que temos H < 0, esperamos que
sejam permitidos apenas estados de confinamento para o sistema.
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4.3 Concluso˜es
Ao analisarmos um espac¸o AdS de dimensa˜o arbitra´ria n, vimos que localmente ele se comporta
como um produto AdS2 × Sn−2. Isto justifica o fato de termos dado uma atenc¸a˜o especial para
o caso bidimensional, pois de certa forma ele estara´ presente sempre que estudarmos qualquer
espac¸o AdS. Vimos que particularmente em duas dimenso˜es no´s podemos construir mapas
conformes entre diferentes modelos que descrevem o AdS2 e foram dados argumentos que nos
levam a concluir que este fato na˜o pode ser generalizado para dimenso˜es maiores. Ale´m disso
tambe´m e´ uma propriedade particular do caso bidimensional o fato de uma part´ıcula massiva
poder alcanc¸ar o infinito espacial em um intervalo de tempo finito.
Vale lembrar que usamos sistemas de coordenadas diferentes quando estudamos as geode´sicas
para n = 2 e n ≥ 3. A restric¸a˜o que encontramos para n ≥ 3, responsa´vel pelo confinamento
das part´ıculas se traduz no caso bidimensional em r ≥ 1/E, pore´m como em duas dimenso˜es
temos mapas conformes podemos reescalar o espac¸o de modo que a restric¸a˜o se torna x ≥ ,
onde  e´ ta˜o pequeno quanto quisermos. Assim eliminamos completamente a restric¸a˜o original,
lembrando que ao fazer isso ficamos com o problema de definir condic¸o˜es de contorno em x = 0 ou
equivalentemente ρ→∞. A existeˆncia dos mapas conformes em AdS2 desempenham um papel
fundamental na compreensa˜o deste tipo de espac¸o e fazem com que ele ganhe uma importaˆncia
particular em comparac¸a˜o aos espac¸os AdS de dimenso˜es maiores.
A propriedade que e´ comum a qualquer espac¸o de AdS e´ que uma part´ıcula tipo-luz sempre





Operadores autoadjuntos tem uma propriedade de grande utilidade para a f´ısica, seus auto-
valores sa˜o reais e por isso eles sa˜o usados em mecaˆnica quaˆntica representando as grandezas
mensura´veis como o momento de uma part´ıcula por exemplo. Uma vez que um dado operador
e´ autoadjunto ele sera´ consequentemente hermitiano, pore´m a reciproca na˜o e´ necessariamente
verdadeira. Iremos discutir aqui quando um operador hermitiano e´ autoadjunto, seguindo [17].
Quando o operador hermitiano na˜o for autoadjunto, iremos analisar quando podemos usa´-lo
para construir uma extensa˜o autoadjunta.
5.1 Exemplo motivacional: o poc¸o infinito
Vamos considerar um problema cla´ssico da mecaˆnica quaˆntica: uma part´ıcula livre de massa m
num poc¸o de potencial infinito de largura L descrito por
V (x) =
 0, x ∈ (−L/2, L/2)∞, |x| ≥ L2 .
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Para encontrar os estados estaciona´rios resolvemos a equac¸a˜o de auto-valor
Hφ(x) = Eφ(x), (5.1)
onde E e´ o auto-valor de energia, e usualmente exige-se que as func¸o˜es de onda φ(x) se anulam
em L/2 e −L/2. Portanto o operador Hamiltoniano H e´ definido por


























onde dx e´ a medida do espac¸o das func¸o˜es no intervalo [−L/2, L/2], e o produto interno entre







A equac¸a˜o (5.1) tem soluc¸o˜es com paridade bem definida. Sendo as auto-func¸o˜es no intervalo
































onde n e´ um inteiro positivo e ambas as soluc¸o˜es se anulam na regia˜o |x| ≥ L/2. Os conjuntos
{Φn(x)} e {Ψn(x)} formam uma base completa das soluc¸o˜es com paridade ı´mpar e par, respecti-
vamente. Queremos saber se H e´ de fato um operador autoadjunto. Para isso vamos considerar









, |x| ≤ L2
0, |x| ≥ L2 .
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onde os coeficientes bn sa˜o dados por

















(2n− 1)3pi3 . (5.8)
Vamos agora calcular os valores esperados 〈E〉 e 〈E2〉 sob o estado ψ. A probabilidade do
sistema estar no auto-estado φn com energia E
′
n e´ dada por |(φn, ψ)|2 = b2n e portanto o valor














Por outro lado o valor esperado da energia pode ser obtido diretamente por





























Enquanto que avaliando diretamente o valor esperado de H2 sobre o estado ψ temos








(Hψ,Hψ) 6= (ψ,H2ψ)! (5.14)
Ou seja, (H,D(H)) na˜o e´ um operador autoadjunto. O fato de H na˜o ser autoadjunto esta´
associado com as condic¸o˜es de contorno impostas sobre φ(x) e φ¯(x). Gostar´ıamos de encontrar
um meio de definirmos condic¸o˜es de contorno em φ¯ de modo que o operador H seja autoadjunto.
Veremos mais adiante que podemos construir extenso˜es deste operador de modo que estas sejam
auto-adjuntas. Mas antes vamos analisar um outro exemplo que nos indica um caminho para
encontrarmos tais extenso˜es. Desta vez vamos discutir uma part´ıcula livre num intervalo fechado
de comprimento L, x ∈ [0, L], e analisar o operador momento definido por
P = −i} d
dx
(5.15)
D(P ) = {φ, φ′ ∈ L2([0, L]; dx), φ(0) = φ(L) = 0}, (5.16)
onde φ′(x) ≡ dφdx . Sejam ψ(x), φ(x) ∈ D(P ), temos que

























= −i}[ψ¯(L)φ(L)− ψ¯(0)φ(0)] = 0. (5.17)
Na ultima linha usamos o fato de que φ(L) = φ(0) = 0, pois φ(x) ∈ D(P ). Portanto P e´
um operador sime´trico (hermitiano). Pore´m nenhuma condic¸a˜o e´ imposta para ψ¯(0) ou ψ¯(L).
Assim, P na˜o e´ um operador autoadjunto pois P † = −i}(d/dx), apesar de ter a mesma expressa˜o
formal, na˜o atua no mesmo espac¸o que P , ou seja,
D(P †) = {φ, φ′ ∈ L2([0, L]; dx)} 6= D(P ). (5.18)
Note que o adjunto do operador Pλ que atua nas func¸o˜es φ, φ
′ ∈ L2([0, L]) tal que φ(L) = λφ(0)
e´ o operador P †λ = P1/λ¯. Um candidato a` famı´lia de extenso˜es auto-adjuntas de P e´ o operador
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Pθ definido por
Pθ = −i} d
dx
(5.19)
D(Pθ) = {φ, φ′ ∈ L2([0, L]; dx), φ(L) = eiθφ(0)}. (5.20)
Podemos concluir que dado um operador sime´trico, ele na˜o necessariamente sera´ autoadjunto.
Note que antes de possuir qualquer propriedade um operador e´ um mapa entre dois conjuntos,
que no nosso contexto sera˜o iguais, e estes conjuntos fazem parte de sua definic¸a˜o. Por exemplo
o operador momento na˜o e´ definido apenas por P = −i}(d/dx), mas sim por (P,D(P )) como
nas equac¸o˜es (18) e (19). Dois operadores sa˜o iguais se agirem da mesma forma e no mesmo
espac¸o. Um operador e´ sime´trico quando ele e seu adjunto possuem a mesma regra, ou seja,
agem da mesma forma. Isso na˜o implica que eles va˜o agir no mesmo espac¸o de func¸o˜es, o que e´
uma condic¸a˜o necessa´ria para que ele seja autoadjunto.
Em a´lgebra linear de dimensa˜o finita, o fato do operador ser hermitiano implica que ele e´
autoadjunto. Isso decorre do fato de que o espac¸o dual de um espac¸o vetorial de dimensa˜o
finita e´ isomorfo ao espac¸o original. Estamos interessados em descobrir o que pode ser dito dos
operadores sime´tricos que atuam em um espac¸o vetorial de dimensa˜o infinita, que em geral sera´
L2(R) ou L2(I ⊂ R). O ultimo exemplo nos da´ uma intuic¸a˜o deste problema. A resposta dessa
pergunta esta´ diretamente relacionada com as condic¸o˜es de contorno que podemos ou na˜o impor
nas func¸o˜es que sofrem a atuac¸a˜o dos operadores hermitianos. Na sec¸a˜o seguinte vamos definir
rigorosamente os conceitos que estamos discutindo aqui, como o adjunto de um operador por
exemplo, e enunciar o teorema que nos da´ uma resposta completa para a pergunta que foi posta
aqui.
5.2 I´ndices de deficieˆncia e o teorema de Von Neumann
Vamos agora definir alguns conceitos que tera˜o grande importaˆncia para este trabalho.
• Seja H um espac¸o de Hilbert, um operador(A,D(A)) em H e´ dito densamente definido se
o subconjunto D(A) ⊂ H e´ denso em H, ou seja, para cada ψ ∈ H existe uma sequeˆncia
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φn ∈ D(A),∀n que converge em norma para ψ, ou seja, limn→∞ |φn − ψ|2 = 0.1
• Um operador (A,D(A)) e´ dito fechado se {φn} e´ uma sequeˆncia em D(A) tal que se
limn→∞ φn = φ e limn→∞Aφn = ψ enta˜o φ ∈ D(A) e Aφ = ψ.
• Seja H um operador com domı´nio denso D(H) em H. O domı´nio D(H†) e´ o espac¸o de
func¸o˜es ψ tal que a forma linear φ → (ψ,Hφ) e´ cont´ınua para a norma em H. Portanto
deve existir ψ† ∈ H, ψ† ≡ H†ψ tal que (ψ,Hφ) = (ψ†, φ).
• Um operador (H,D(H)) e´ dito sime´trico, ou hermitiano, se ∀φ, ψ ∈ D(H) nos temos
(Hφ,ψ) = (φ,Hψ). Se D(H) e´ denso isso significa que (H†,D(H)) e´ uma extensa˜o de
(H,D(H)).
• O operador H com domı´nio denso D(H) e´ auto adjunto quando H = H† e D(H) = D(H†).
De agora em diante sempre assumiremos que um operador qualquer (A,D(A)) e´ densamente
definido, sime´trico e fechado e que (A†,D(A†)) sera´ seu adjunto. Definimos enta˜o os conjuntos
N+ = {ψ ∈ D(A†), A†ψ = z+ψ, Imz+ > 0} (5.21)
N− = {ψ ∈ D(A†), A†ψ = z−ψ, Imz− < 0}. (5.22)
Os conjuntos N+,N− sa˜o chamados subespac¸os de deficieˆncia, eles sa˜o os subespac¸os de D(A†)
das auto-func¸o˜es de A† cujos auto-valores tem parte imagina´ria positiva e negativa, respecti-
vamente. Os ı´ndices de deficieˆncia sa˜o definidos por n± = dim(N±) e sera˜o sempre expressos
como o par ordenado (n+, n−). Na verdade os ı´ndices de deficieˆncia na˜o dependem da escolha
de z+ e z− e podemos fixar z± = ±iλ, onde λ ∈ R, λ > 0 e´ uma constante utilizada por razo˜es
dimensionais. Por exemplo, no caso do operador momento P = −i}(d/dx), λ tera´ dimensa˜o de
momento.
5.2.1 O teorema de Von Neumann
Teorema: Seja (A,D(A)) um operador com ı´ndices de deficieˆncia (n+, n−). Ha´ treˆs possibili-
dades:
1Esta definic¸a˜o e´ equivalente a dizermos que o fecho de D(A) e´ H, denotamos isso por D(A) = H.
77
1. Se n+ = n− = 0, enta˜o A e´ essencialmente autoadjunto. Esta condic¸a˜o e´ uma consequeˆncia
direta do fato de que um operador autoadjunto admite apenas auto-valores reais.
2. Se n+ = n− = n ≥ 1, enta˜o A na˜o e´ autoadjunto, mas admite uma famı´lia de extenso˜es
autoadjuntas parametrizadas por uma matriz unita´ria n×n, ou seja, n2 paraˆmetros reais.
3. Se n+ 6= n−, enta˜o ale´m de A na˜o ser autoadjunto ele na˜o possui nenhuma extensa˜o
autoadjunta.
Este teorema nos da´ um procedimento natural para tratarmos um dado operador P . Primeiro
precisamos encontrar um domı´nio D(P ) onde P e´ sime´trico e fechado. Depois determinamos
seu adjunto (P †,D(P †)) e computamos seus ı´ndices de deficieˆncia (n+, n−). Se cairmos no caso
1 ou no caso 3 na˜o ha´ nada a ser feito. Se cairmos no caso 2 precisamos encontrar os domı´nios
adequados para determinar as famı´lia de extenso˜es autoadjuntas de P . Para exemplificar as treˆs
possibilidades do teorema de von Neumann, analisaremos o operador momento P = −i}(d/dx)
definido no espac¸o de Hilbert H = L2(I ⊂ R) em treˆs intervalos distintos. Para usarmos o
teorema, primeiro resolvemos a equac¸a˜o
P †ψ±(x) = −i} d
dx
ψ±(x) = ± i}
l
ψ±(x), (5.23)
onde l > 0 e´ uma constante com unidade de distaˆncia e ψ±(x) ∈ D(P ). A soluc¸a˜o geral da




onde os C± sa˜o constantes, em geral fixadas quando exigimos que as func¸o˜es ψ± sejam norma-
lizadas.
• Caso 1: D(P ) = L2(R). Como ψ+(x) /∈ L2(R) e ψ−(x) /∈ L2(R), os ı´ndices de deficieˆncia
sa˜o (0, 0) e portanto, pelo teorema de von Neumann, (P,D(P )) e´ autoadjunto.
• Caso 2: D(P ) = L2(R+). Neste caso temos que ψ+(x) ∈ L2(R+) e ψ−(x) /∈ L2(R+) e
enta˜o os ı´ndices de deficieˆncia sa˜o (1, 0). Estamos portanto no caso em que n+ 6= n− e pelo
teorema de von Neumann na˜o existem extenso˜es auto-adjuntas de (P,D(P )). O que e´ um
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resultado um tanto quanto curioso, pois isso significa que num sistema definido sobre o eixo
real positivo o operador momento definido da forma convencional por P = −i}(d/dx) na˜o
e´ um observa´vel. Podemos estender esses resultados para D(P ) = L2([λ,∞]) e D(P ) =
L2([−∞, α]), onde λ, α ∈ R sa˜o constantes fixadas.
• Caso 3: D(P ) = L2([0, L]). Como estamos em um intervalo finito teremos que ψ±(x) ∈
L2([0, L]) e neste caso os ı´ndices de deficieˆncia sera˜o (1, 1). Portanto (P,D(P )) admite
uma famı´lia de extenso˜es autoadjuntas parametrizada por uma fase, que denotaremos por
eiθ. As extenso˜es auto-adjuntas sa˜o dadas por (Pθ,D(Pθ)), onde
Pθ = −i} d
dx
(5.25)
D(Pθ) = {ψ ∈ L2([0, L]; dx), ψ(L) = eiθψ(0)}. (5.26)
Em particular a extensa˜o com θ = 0 corresponde a` condic¸a˜o de contorno perio´dica en-
quanto que a extensa˜o com θ = pi corresponde a condic¸o˜es de contorno antiperio´dicas, ou
seja, ψ(L) = −ψ(0).
O caso 3 discutido acima pode ser identificado com o problema de uma part´ıcula livre no
c´ırculo S1, para isso identificamos a varia´vel x com a coordenada angular ϕ e fixamos L = 2pi.
Dessa forma o operador momento faz o papel do momento angular da part´ıcula com relac¸a˜o a`
origem, ficamos enta˜o com o operador momento (Pθ,D(Pθ)) definido por
Pθ = −i} d
dϕ
(5.27)
D(Pθ) = {ψ ∈ L2([0, 2pi]; dϕ), ψ(2pi) = eiθψ(0)}. (5.28)
Uma Hamiltoniana geral autoadjunta para este problema sera´ parametrizada por uma matriz
U(1), ou seja, uma fase η = eiθ, θ ∈ [0, 2pi) e definida por




D(H0) = {ψ ∈ L2([0, 2pi]; dϕ), ψ(2pi) = ηψ(0)} (5.30)
79
onde σ e´ uma constante com dimensa˜o de energia. Considere enta˜o a transformac¸a˜o unita´ria
ψ(ϕ)→ (Uη¯ψ)(ϕ) = e−
iθϕ
2pi ψ(ϕ). (5.31)
Note que se ψ ∈ D(H0) ≡ Dη, enta˜o
(Uη¯ψ)(2pi) = e
−iθψ(2pi) = e−iθeiθψ(0) = ψ(0) = (Uη¯ψ)(0), (5.32)
portanto se ψ ∈ Dη enta˜o (Uη¯ψ) ∈ D1, ou seja, a transformac¸a˜o unita´ria Uη¯ mapeia o domı´nio da
extensa˜o autoadjunta H0, Dη, em Uη¯Dη = D1. Basicamente Uη¯ substitui o domı´nio de H0 para
um onde valem condic¸o˜es de contorno perio´dicas sobre as func¸o˜es de onda. Como consequeˆncia
a Hamiltoniana H0 tambe´m se altera, por conjugac¸a˜o, devido a` ac¸a˜o de Uη¯ na seguinte forma









Portanto a transformac¸a˜o Uη¯ mapeia
(H0,Dη)→ (Hη,D1), (5.34)
note que Uη¯ mapeia um operador autoadjunto em outro operador autoadjunto.
O termo θ/2pi presente na nova Hamiltoniana Hη representa um termo topolo´gico. Se pen-
sarmos nas func¸o˜es de onda de D1 como as que descrevem um ele´tron que orbita em um plano
por onde passa um campo magne´tico B podemos associar θ com o fluxo de campo magne´tico
que passa atrave´s do c´ırculo S1. Este termo pode ser visto como associado a uma conexa˜o
em uma teoria de calibre, onde o grupo de calibre e´ o U(1), se pensarmos em uma formulac¸a˜o
Lagrangeana para este problema [24]. Outros exemplos sa˜o abordados em [18].
A pro´xima sec¸a˜o fecha este cap´ıtulo discutindo aplicac¸o˜es do teorema de von Neumann, em
particular como ele surge na descric¸a˜o de singularidades que aparecem em relatividade geral.
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5.3 Aplicac¸o˜es
Vimos no final da sec¸a˜o passada que uma determinada extensa˜o autoadjunta do operador Ha-
miltoniano pode gerar uma teoria de gauge que, no caso que discutimos, esta´ relacionada com
o efeito Aharonov-Bohm. Esta e´ uma das aplicac¸o˜es do formalismo que discutimos nesta sec¸a˜o.
Eu acredito que esta discussa˜o deveria estar presente nos cursos de mecaˆnica quaˆntica por na˜o
exigir uma bagagem matema´tica muito extensa e ser crucial para a construc¸a˜o dos observa´veis
da mecaˆnica quaˆntica, afinal de contas sa˜o eles que os experimentos medem. Pore´m em geral
isto na˜o acontece. Apesar deste to´pico aparecer um pouco fora do foco principal deste trabalho,
que e´ a descric¸a˜o de buracos negros, ele tem uma importaˆncia fundamental nesta discussa˜o e e´
com esta aplicac¸a˜o do teorema de von Neumann que irei encerrar esta dissertac¸a˜o.
5.3.1 Testando singularidades tipo-tempo
Quando discutimos a soluc¸a˜o de Schwarzschild vimos que ela e´ singular em r = 0 e conclu´ımos
que esta singularidade na˜o e´ um defeito no sistema de coordenadas utilizado atrave´s do ca´lculo
de um invariante. O que vamos discutir agora e´ como um observador detecta uma singularidade
em um dado espac¸o-tempo. Para testar uma propriedade do espac¸o-tempo precisamos analisar
o comportamento de uma part´ıcula teste. Precisamos primeiro definir com que tipo de part´ıcula
ou campo vamos utilizar, aqui discutiremos o caso da part´ıcula cla´ssica tipo-tempo e do campo
escalar quaˆntico.
Classicamente dizemos que o espac¸o e´ singular se ele na˜o for geodesicamente completo. Um
espac¸o que na˜o e´ geodesicamente completo admite geode´sicas que terminam em um intervalo
finito de tempo pro´prio. O ponto em que as geode´sicas terminam e´ o ponto singular do espac¸o-
tempo. Esta definic¸a˜o e´ bem razoa´vel uma vez que as geode´sicas descrevem as trajeto´rias das
part´ıculas.
Suponha agora que queremos testar o espac¸o-tempo usando um campo escalar quaˆntico
ao inve´s de uma part´ıcula cla´ssica. Precisamos enta˜o de algum crite´rio que nos diga quando o
espac¸o-tempo sera´ ou na˜o singular neste novo caso. Uma possibilidade e´ calcular o valor esperado
de algum observa´vel e ver se ele diverge em algum ponto do espac¸o-tempo. Aqui vamos seguir
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um caminho diferente, veremos como a classificac¸a˜o de um espac¸o-tempo como singular ou na˜o
esta´ relacionada com o teorema de von Neumann. Vamos definir um espac¸o-tempo como sendo
na˜o singular quando testado por uma part´ıcula(campo) quaˆntica se a evoluc¸a˜o temporal de um
estado qualquer do espac¸o de Fock for definida univocamente. Essa definic¸a˜o e´ ana´loga a que
demos no caso cla´ssico, nas duas situac¸o˜es a presenc¸a de uma singularidade implica em uma
parde de previsibilidade do sistema [20]. Lembrado que em um sistema quaˆntico a dinaˆmica de
um estado e´ determinada pela equac¸a˜o de Schro¨dinger
−i} d
dt
|ψ(t)〉 = H|ψ(t)〉, (5.35)
onde H e´ a Hamiltoniana do sistema e a soluc¸a˜o formal desta equac¸a˜o e´
|ψ(t)〉 = [e i}
∫ t
0 H(s)ds]|ψ(0)〉. (5.36)
O sistema tera´ uma evoluc¸a˜o temporal univocamente definida se o mesmo ocorrer com a
Hamiltoniana. Em geral definimos a Hamiltoniana como sendo proporcional ao Laplaciano do
espac¸o-tempo H ∝ 2 ≡ gµν∇µ∇ν que atua nas func¸o˜es suaves com suporte compacto. Este
operador sera´ sime´trico, pore´m na˜o necessariamente autoadjunto. Devido ao teorema de von
Neumann a Hamiltoniana ira´ admitir extenso˜es autoadjuntas quando seus ı´ndices de deficieˆncia
satisfizerem n+ = n− = n, neste caso teremos n2 famı´lias de extenso˜es auto-adjuntas. A evoluc¸a˜o
do sistema sera´ univocamente definida portanto se H admitir uma u´nica extensa˜o autoadjunta.
Neste caso dizemos que a Hamiltoniana e´ essencialmente autoadjunta.
Se um espac¸o-tempo com uma me´trica g for geodesicamente completo, seu Laplaciano au-
tomaticamente sera´ essencialmente autoadjunto. Portanto, de acordo com as definic¸o˜es que
estamos usando, se um espac¸o-tempo e´ na˜o singular quando testado por uma part´ıcula cla´ssica
ele sera´ tambe´m na˜o singular quando testado por um campo escalar quaˆntico.
Podemos nos perguntar enta˜o se um espac¸o que e´ singular classicamente podera´ ser na˜o
singular quanticamente. Para isso precisamos considerar um espac¸o-tempo que e´ singular clas-
sicamente, definir uma Hamiltoniana neste espac¸o e inferirmos se esta Hamiltoniana sera´ essen-
cialmente autoadjunta. Se sim o espac¸o-tempo sera´ quanticamente na˜o singular. Caso contra´rio
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precisaremos impor condic¸o˜es adicionais para determinar a dinaˆmica de um estado qualquer e
portanto o espac¸o-tempo sera´ singular quanticamente.
Por exemplo, um espac¸o-tempo (n+1)-dimensional com me´trica esfericamente sime´trica, cujo
elemento de linha e´ dado por
ds2 = dr2 +R2(r)dΩ2Sn , (5.37)
onde R(r) ∝ rp pro´ximo da origem sera´ geodesicamente incompleto se p 6= 1. Pore´m para
p ≥ 3/n teremos uma Hamiltoniana que sera´ essencialmente autoadjunta [20]. Portanto todos





Neste trabalho discutimos a termodinaˆmica de buracos negros, definimos um buraco negro como
extremal quando este possui temperatura zero e estudamos detalhadamente a geometria pro´xima
ao seu horizonte de eventos.
No Cap´ıtulo 2 foi constru´ıda, usando o me´todo do acoplamento mı´nimo, uma mecaˆnica
quaˆntica em um espac¸o curvo. Neste contexto, estudamos o campo de Klein-Gordon e mostra-
mos que observadores diferentes podem discordar quanto ao conteu´do de part´ıculas do espac¸o.
Baseando-se neste fato deduzimos o efeito Unruh e em seguida o efeito Hawking, mostrando
assim que um buraco negro emite uma radiac¸a˜o te´rmica com temperatura proporcional a` ace-
lerac¸a˜o da gravidade no seu horizonte de eventos. Analisamos treˆs exemplo: Schwarzschild,
Reissner-Nordstro¨m e Kerr. Os dois u´ltimos sa˜o casos particulares de uma classe de buracos
negros que compartilham a propriedade de terem temperatura zero, ou seja, extremais. Vimos
enta˜o que a geometria pro´xima ao horizonte de eventos destes buracos negros se comportam lo-
calmente como o produto AdS2×S2. Esta abordagem introduto´ria nos leva a algumas discusso˜es
atuais da f´ısica teo´rica de altas energias, como por exemplo construir uma mecaˆnica estat´ıstica
associada a` termodinaˆmica de buracos negros ou construir teorias de campo em espac¸os curvos
com outros tipos de acoplamento e considerando outros tipos de campos.
No Cap´ıtulo 3 constru´ımos uma formulac¸a˜o alternativa da gravitac¸a˜o, que chamei de gra-
vitac¸a˜o de Lovelock. Nesta formulac¸a˜o consideramos a noc¸a˜o de metricidade e de transporte
paralelo como conceitos independentes e usamos as formas diferenciais e o ca´lculo exterior como
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ferramentas ba´sicas da geometria. Isto nos trouxe algumas vantagens pois, por exemplo, as for-
mas diferenciais sa˜o intrinsecamente invariantes sob mudanc¸as de coordenadas e a derivada ex-
terior e´ nilpotente, o que resultou em equac¸o˜es de movimento de primeira ordem. Neste contexto
generalizamos a ac¸a˜o de Einstein-Hilbert para um espac¸o-tempo de dimensa˜o arbitra´ria atrave´s
do teorema de Lovelock. Analisamos o caso particular em treˆs dimenso˜es. Vimos que, neste
caso, a condic¸a˜o de torc¸a˜o nula decorre das equac¸o˜es de movimento para a conexa˜o, enquanto
que equac¸a˜o para o vielbeine nos garante que o espac¸o e´ de curvatura constante. Restauramos
enta˜o a ac¸a˜o de Einstein-Hilbert com constante cosmolo´gica em treˆs dimenso˜es na sua forma
usual e estudamos as soluc¸o˜es das equac¸o˜es de movimento provenientes de sua extremizac¸a˜o.
Apesar de na˜o ter sido discutido em detalhes este formalismo e´ de grande utilidade para as
teorias de Chern-Simons e e´ apontado como um poss´ıvel caminho para se construir uma teoria
quaˆntica de gravitac¸a˜o.
No Cap´ıtulo 4 estudamos detalhadamente os espac¸os de Anti- de Sitter. O espac¸o AdS2
foi estudado com mais detalhes, discutimos sua construc¸a˜o de forma extr´ınseca e intr´ınseca,
algumas de suas parametrizac¸o˜es, seu grupo de simetria, o SO(2, 1), e o comportamento de
geode´sicas tipo-tempo e tipo-luz neste espac¸o. Vimos tambe´m que o AdS2 possui uma simetria
adicional, a simetria local de Weyl. Constru´ımos enta˜o os espac¸os AdSn com n ≥ 3 de forma
extr´ınseca e intr´ınseca, discutimos sua extensa˜o global e o comportamento de geode´sicas tipo-
luz e tipo-tempo sem momento angular nestes espac¸os. Vimos que estas geode´sicas possuem
propriedades que na˜o dependem da dimensa˜o e que estes espac¸os na˜o admitem simetria local
de Weyl. Com isso diferenciamos o espac¸o AdS2 dos espac¸os AdSn com n ≥ 3. Neste trabalho
foi feita apenas uma abordagem cla´ssica, ou seja, usamos curvas geode´sicas para testar estas
geometrias. Um pro´ximo passo e´ estudar uma mecaˆnica quaˆntica em um espac¸o de AdS. Um
dos objetivos futuros e´ mostrar que em AdS2 temos uma mecaˆnica quaˆntica conforme.
No Cap´ıtulo 5 vimos que um dado operador hermitiano que atua em algum espac¸o de Hilbert
na˜o e´ necessariamente autoadjunto. Definimos os ı´ndices de deficieˆncia de um operador (n+, n−)
e, atrave´s do teorema de von Neumann, vimos como podemos usa´-los para classifica´-lo como
autoadjunto ou na˜o e, quando na˜o, quantas extenso˜es autoadjuntas este operador admite. Mos-
tramos enta˜o que para construir extenso˜es autoadjuntas de um operador precisamos especificar
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condic¸o˜es de contorno apropriadas para as func¸o˜es de onda ψ e ψ¯. Trabalhamos o exemplo de
uma part´ıcula livre em um intervalo unidimensional fechado e vimos como as extenso˜es auto-
adjuntas introduzem, neste caso, uma simetria de calibre. Discutimos tambe´m como podemos
usar o teorema de von Neumann para classificar um espac¸o-tempo como singular ou na˜o quando
testado por uma part´ıcula quaˆntica.
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