ABSTRACT Controlling integration failure is one of the major challenges in global software development (GSD) that remains hidden during the development phase and surfaces during the system integration. The integration failures occur as a result of incompatibilities and integration complexities that subsequently lead to delays, extra cost, affect the overall quality, and can even throw the entire GSD project into chaos. A very good understanding of integration failures may help to overcome the integration challenges. The objective of this paper is to explore comprehensively the integration failure factors. This paper thoroughly reviews the available literature. Moreover, the authors have conducted an industrial survey to more closely explore the integration failure factors. This paper largely contributes by devising a detailed taxonomy of 40 integration failure factors. The classification allows to better understand the relationships between the various factors and helps in creating a holistic solution to deal with integration problems in the context of GSD.
I. INTRODUCTION
Global Software Development (GSD) involves participation of different teams from multiple geographical locations. For last two decades, many organizations have moved their development activities to their offshore stations, but their offshore infrastructure is still not mature for it. One of the basic reasons behind that is the inability of remote teams to understand the working of the whole system as a single unit [1] . Project management team finds it very hard to manage large and complex GSD projects across the boundaries [2] .
On the other hand, there is a lack of empirical studies which can provide solutions for different problems faced by the GSD management and team members [3] . The existing studies are specific in nature. The current research is also limited in terms of socio-technical aspects of these projects. According to [4] , in GSD, project management and team members at remote locations follow non-standard or not agreed upon ways of implementing the project in terms of selected locations, collaborative approach, and work items. In addition to it, team members at various locations follow different development standards, processes and quality FIGURE 1. Multi-layer model to address GSD challenges [2] . models which lead to the failure to provide the problem solution [4] - [6] .
According to a survey [7] , 40% offshore projects resulted into failure. Several studies [2] , [8] - [16] highlighted GSD challenges to address the project failure. Another study [2] provided a multi-layer model, as shown in Fig. 1 , to understand GSD challenges effectively.
In addition to the above presented challenges, module integration in GSD projects is considered the most problem driven phase [5] . According to [4] , more than 50% of the GSD projects face integration phase as the most problematic one. Moreover, the alarming aspect of integration problems is the late detection of the problems during GSD lifecycle that results in high cost to fix the problems [19] . Some studies [5] , [18] , [20] , [21] emphasis on integration problems and the results demonstrate that integration problems generally follow a pattern when considering the socio-technical aspects.
In the existing literature, system integration in GSD has attained surprisingly little attention [4] . According to a study [2] , a few studies has focused on the system integration. Moreover, the existing studies related to system integration are limited to specific project context or application and are unable to produce general solutions to cope with system integration issues [1] . This study contributes by exploring possible system integration failure factors experienced during system integration in GSD projects. The taxonomy of these factors is proposed based on the literature review and the industrial survey. The proposed taxonomy classifies the integration failure factors into eight classes based on the underlying causes which lead to the factors The advantage of the proposed taxonomy is that it may help GSD project management teams to stay organized, keep track of processes and identify the problems earlier. Each factor has been assigned to a class based on the main underlying cause. The factors placed together in the same class can help project teams to identify similar failure factors related to the single cause. It simplifies the job to identify the integration failure factors and to devise viable and quick mitigation strategies.
II. RELATED WORK
Ammerlaan [4] described the pitfalls of system integration and testing practices in administrative and technical perspectives. The study highlighted system integration issues which include project delays, lower product quality and increase in project cost. This study also presented the integration strategies along with their characteristics. It was concluded that system integration as other software development phases also required a thorough risk analysis which might help to control system integration problems.
Goltel et al. [11] performed an experiment through a student project by maintaining global software development environment to identify system integration issues. The study argued that there was a need to plan concrete integration strategy at early stages of the project. This study recommended high level dos and don'ts for integration planning and practices.
On the basis of a case study, Herbsleb and Grinter [5] presented integration issues along with communication, coordination and unpredictable problems. According to the study, integration problems can be controlled by establishing an effective communication channel between cross site developers. It is also reported that the task of system integration becomes very difficult due to unrealistic assumptions, dependencies in overall development strategy, unclear assumptions about interface and informal specifications refinement in integration plan. Moreover, the selection of inconsistent technology and different processes across sites make the system integration highly problematic.
Ramaoorthy [1] performed the literature analysis to discover system integration issues. The reported studies are limited to specific applications which do not provide general solutions to resolve integration problems. It is also mentioned that integration issues can be avoided by facilitating integration activities in early stages of a project.
Wolf et al. [13] proposed a prediction model to predict integration build results by using communication structure measures. According to the study, communication among developers play a very important role in order to achieve quality results related to system integration. The study also highlights that it is very hard to determine the failure and success of integration build through individual measures. The results of this study are also limited to single project analysis.
Herbsleb et al. [45] analyzed nine different projects through interview to determine the challenges and benefits of distributed development. The teams which participated in the projects were dispersed in three different geographical locations. Communication and collaboration were identified as one of the major problems during development. Face to face meeting is highlighted as the important and fast means of communication during distributed development. Minimal interaction between cross sites causes an increased frustration between cross site developers and causes hurdles in system integration.
III. RESEARCH METHODOLOGY
The research methodology of this study mainly involves extensive literature review, industrial survey, and concept mapping. The following subsections provide the detailed description.
A. LITERATURE REVIEW
The literature review is conducted based on the guidelines available in [22] . The attempt is to find out all the possible evidences related to integration failure factors observed through either empirical or non-empirical research methods. The relevant literature is searched through the search string. The Boolean 'AND' is used for joining major terms and 'OR' is used for joining alternative terms. The resulting search string is as follows:
((global OR distributed OR multi-site OR remote) AND (software) AND (integration))
The five electronic databases are selected, as suggested by [23] , to acquire quality material from authentic resources in software engineering domain. The electronic resources include IEEE explore, ACM Digital library, Science Direct, Springer Link, and Engineering Village (EiCompendex). The selection criteria include that the selected study must provide VOLUME 6, 2018 the clear evidence of integration failure factor in GSD and every included study must be peer reviewed.
Data extraction strategy is concentrated on three points: i The context of a factor ii The observation source of a factor iii The validation of a factor i.e. validated empirically or by expert opinion or with theoretical reason. The content of factors should also be summarized and reported as it is originally stated in the study. In addition to it, the selection should not be based on the authors' understanding and assumptions. In total, 58 studies relevant to the integration topic are found. Fig. 2 shows the number of studies selected from various databases. Out of 58 selected studies, 52% are case studies, 23% are theoretical reports, 9% are interview-based, 8% are student projects, 6% are experience reports, and 2% are field studies. Fig. 4 shows the types of the selected studies. In total, 96 integration failure factors have been found through the literature review.
B. INDUSTRIAL SURVEY
A total of 11 industrial experts having experience in GSD projects participated in this survey as shown in Table 1 . Out of 11 participants, 6 were project managers and the remaining 5 were team leads. All participants had a Master degree in Computer Science with an average experience of seven years in GSD industry.
The survey was conducted through an open-ended questionnaire in which participants were asked to list the factors that cause failure during integration of functional modules in globally distributed software development projects. In total, 49 failure factors were identified through this survey.
C. FACTOR CONSOLIDATION PROCESS
In total, 145 (96 + 49) integration failure factors were identified through the literature review and industrial survey. The consolidated list of 40 unique integration failure factors was prepared based on the comparative data analysis [24] in two steps, as shown in Fig. 5 . In the first step, the keywords or concepts of the failure factors were compared. If the multiple factors had the same keywords or concepts, they were selected for the consolidation. In the second step, the context of the factors was compared. The factors which contained the same context were consolidated. The reason behind two steps comparative analysis at keywords and context level was that sometime authors used different keywords for the similar factors e.g. ad-hoc communication and informal communication. In addition to this, sometimes authors used almost same keywords for different factors e.g. lack of informal communication due to different time zone and lack of informal communication due to language barrier.
D. CONCEPT MAPPING
The concept mapping technique was followed to define classes and associate each factor to the relevant class. Concept mapping is a technique that explores the relationships between concepts and presents them in a hierarchical or 22230 VOLUME 6, 2018 tree structure [52] . The map begins with a word or concept that is the primary question and the sub-levels are built by using connective terms such as ''leads-to'', ''results-from'', ''is-part-of'' etc.
The definition of classes was based on the key terms of the factors, and the definition of sub-levels (containing factors) was based on ''leads-to'' and ''results-from'' relationships. For example, Class 2 is ''inadequate process planning'' that leads-to ''big bang integration'' and/or ''lack of integration documents and manuals''. In total, eight classes were defined, and the factors were associated with the relevant classes after critically analyzing the context of factors. The classes and the associated factors are presented in the next section.
IV. THE PROPOSED TAXONOMY
All identified factors are not exclusive in terms of the concept areas that they cover. The factors are classified into eight primary classes based on the central focus of each factor. The classes are listed in Table 2 . Fig. 6 represents the proposed taxonomy. The proposed classes and the relevant integration failure factors are presented in the following subsections.
A. CLASS C1: LACK OF COORDINATION BETWEEN REMOTE SITES
The success of any software process depends on the coordination between the team members from the highest order to the lowest. A study [5] suggests that a collocated software team spends an average of 75 minutes daily in informal communication. But in distributed teams, this communication frequency becomes remarkably low. This lack of coordination can take many forms such as uncooperative behavior or lack of awareness about activities on remote sites. Importance of frequent and fruitful communication cannot be ignored in globally distributed teams. A list of relevant factors is given in Table 3 .
1) FACTOR C1-F1: LONG TERM LACK OF AWARENESS ACTIVITIES IN REMOTE SITE
In general, the division of work among various sites is such that any component being developed at one site directly affects the component being developed at another. The continuous awareness regarding products, between sites becomes utmost important. Multiple teams must be aware of updates about the processes, changes in the products, collaborative tool integrations, information regarding potential users of the code, and the integration teams [25] - [28] . According to [27] , communication problems turn into integration problems which lead to defected products.
2) FACTOR C1-F2: UNCOOPERATIVE BEHAVIOR AMONG REMOTE TEAM MEMBERS
According to [12] , when two teams work on a dependent piece of software, one of the teams may sabotage the work of the other by producing a fix that may work only in a specific environment. This causes an integration failure and provokes the other team to rework. The study [32] claims that hiding crucial information results in inconsistencies during the project evolution and failure at the time of integration.
3) FACTORC1-F3: LACK OF COORDINATION BETWEEN REMOTE TEAMS
Ovaska et al. [29] suggests that integration problems are common when remote teams fail to share information about VOLUME 6, 2018 the changes on time. This can lead to delayed product release. It is noted that coordination is required in three key areas: ''technical, process and scheduled events'' [15] . Any shortcoming in terms of coordination between teams can cause technical failures that become apparent at integration phase.
The study [30] highlights that global teams often suffer from ill-formed coordination mechanisms which are essential for facilitation of processes. This creates a social and psychological distance between the team members. Delays in release are frequently caused due to non-communicating teams that are working on the dependent modules. A team or at least one member should be assigned to look over the development status and confirmation to standards to enable seamless integration.
B. CLASS C2: INADEQUATE PROCESS PLANNING
The process planning involves the planning about requirements gathering, analysis techniques and the software model selection. The planning also focuses on the integration methodologies, tools selection, and communication tools and technologies. Prikladnicki et al. [54] discuss the issues with GSD and highlight on a broad level that knowledge management and technical issues need to be dealt with for successful project completion. Inadequate process planning leads to improper management of these issues and ultimately causes the project failure. The factors associated with this class are given in Table 4 .
1) FACTORC2-F1: ASSIGNING UNCLEAR RESPONSIBILITIES AND MISSING INTEGRATION STRATEGY
Quick fixes to patch the problems that arise at the time of integration cause new defects [31] . Sometimes the original developers may not be associated with the project till integration phase which forces the other developers to improvise. In such scenarios, it is helpful to have a plan or strategy for integration that was previously devised. Most often the plan that delegated responsibilities is not available causing serious integration issues [20] .
A surprising cause of failure is the project managers' inability to provide ample time and resources to the planning and execution of integration. This is the result of the mindset that integration is of lesser significance than other software lifecycle phases [4] .
2) FACTORC2-F2: BIG BANG INTEGRATION
Ramamoorthy [1] in his work has studied the effect of large number of teams on integration. The study confirms that highly interdependent or large number of teams are difficult to manage and coordinate. This is a perfect recipe for creating integration problems. Integration is usually done on multiple levels based on module usage such as subsystem and cluster. Without the plan, the integration on every level gives rise to numerous problems -the phenomenon termed as 'big-bang integration problem' [1] .
3) FACTOR C2-F3: UNREALISTIC ASSUMPTIONS AND PREDICTIONS IN INTEGRATION PLAN
Herbsleb and Grinter [5] observed that the initial integration plan based on many unrealistic assumptions about requirements, schedules, and staff issues led to integration failure. Such integration plans could not be followed with the passage of time.
4) FACTORC2-F4: LACK OF INTEGRATION DOCUMENTS AND MANUALS
A thorough and correct process document sets the groundwork for an effective system development and integration, but it is often neglected in terms of maintenance after requirement or design changes. The off-sites are left unaware of the changes and thus are unable to produce valid integration strategy [4] .
5) FACTORC2-F5: NON-OPTIMAL TASK ALLOCATION PATTERNS FOR DISTRIBUTED TEAMS
In GSD, there are often many known and unknown dependencies that exist between modules being developed at distributed sites. The allocation of tasks to inexperienced or incompetent person on ad-hoc basis can lead to mismanagement of resources and problems at time of integration [53] .
6) FACTORC2-F6: INADEQUATE TASK DEPENDENCIES RELATED TO SYSTEMIC PROPERTIES
Systemic properties such as memory footprint and performance budget are inadequately addressed for their dependencies across components being built at remote sites. Not addressing the issue results in duplicated efforts and even conflicting solutions from different teams leading to integration problems [33] .
7) FACTORC2-F7: MODULARIZATION OF WORK
The proper modularization of work can ease the distribution of work across many sites. If the remote teams are unaware of the dependencies between the modules or changes that may have been incorporated into requirements or design at remote sites then it leads to integration problems [34] , [35] . MacGregor et al. [36] report integration problems that occurred due to inefficient distribution of architectural modules to teams distributed across technical and cultural boundaries.
8) FACTORC2-F8: DIFFERENT ASSUMPTIONS ABOUT MODULE FUNCTIONALITY
Designers at different sites may independently design the modules that may lead to problems. As the designers do not understand the complete software, therefore, the interpretation of requirements may be different at various sites that leads to incompatible modules or incorrect functionality [1] , [37] . 
10) FACTORC2-F10: INADEQUATE PROCESS SELECTION
If processes are selected without considering the system or organization, they may lead to integration failure even though they are being followed properly [26] . A common case, that is the distribution of tasks that require frequent informal communication between remote teams, would cause inefficient work progress in large global organizations [26] . According to expert J, another cause of failure is disagreement between teams on engineering or development methodology.
C. CLASS C3: INADEQUATE PROCESS IMPLEMENTATION
The processes are executed successfully when the required resources are readily available. Among these, the most difficult to manage is the human resource. It has been observed that sometimes the process plans are made but are not strictly followed leading to software defects and problems in later stages of the software. Table 5 shows the factors associated with inadequate process implementation. 
1) FACTORC3-F1: LATE DEFECT DETECTION
Defects that may occur due to changes in requirements do not surface until the integration stage. Mostly defects are highlighted when the locally modified components are to be integrated with the components developed at other sites. Any changes done at this stage further delay the project and result in projects full of bugs which are extremely costly to fix [38] .
2) FACTOR C3-F2: LACK OF CONTINUOUS AND ACTIVE MANAGEMENT OF SOFTWARE ARCHITECTURE
Architectural change influences the software on multi-levels and across all modules. It is thus crucial to continuously and actively manage and control any change to the architecture, to have an elaborate representation of it and to communicate the same with all concerned parties [20] .
3) FACTORC3-F3: IGNORANCE OF RIGOROUS UNIT AND INTEGRATION TESTING
The success of integration depends on many previous development phases and activities; testing being one of them. According to expert J, teams should ensure thorough unit testing and integration testing to allow for fault-free integration.
4) FACTORC3-F4: AD-HOC RE-PLANNING
In GSD projects, the practice is to create project and integration plans from the requirements that are initially provided. Problem arises when teams at different sites change the plan or the requirements without fully understanding the effect it may have on dependent objects that are being developed at other sites. Most often these changes are not even communicated to all concerned parties. This can be a disaster at the time of integration [39] .
5) FACTORC3-F5: INCOMPATIBILITIES BETWEEN COMPONENTS
In a study by Bosch and Bosch-Sijtsema [40] , it is noted that component incompatibilities are identified during integration stage. The conflicting attributes of independently developed modules make it difficult to test the end-to-end scenarios. This makes the integration process more time consuming, costly and unpredictable causing major difficulties for all the parties involved.
6) FACTORC3-F6: INFORMAL SPECIFICATIONS REFINEMENT
Any changes brought into the original plan always result in complications later even if these updates are done to refine or improve the original specifications. Most often the updates are not documented thoroughly. Incomplete documentation causes problems for software management and testing. Handling the changes during the integration is a major problem especially if the people who originally worked on the project are no longer available [5] .
7) FACTORC3-F7: DEVIATION FROM AGREED ARCHITECTURAL SPECIFICATIONS
Cataldo et al. [41] discuss an interesting phenomenon called ''architectural drift''. The teams at remote locations deviate from the architecture that is agreed upon and communicated to all teams. Resultantly individual components or subcomponents are not developed based on a single architecture and therefore are not easy to integrate.
8) FACTORC3-F8: BADLY ENGINEERED SOFTWARE
Expert A emphasizes the significance of re-factoring the code by arguing that complex code can be difficult to modify and maintain. Any ill-hearted attempt at it leads to creation of new defects causing delays and resource wastage. Code analysis and architectural information should guide the process of refactoring.
9) FACTORC3-F9: SHARING UNTESTED VERSION OF COMPONENTS USING INTEGRATION CENTRIC APPROACH
Organizations using an integration centric approach rely on integration phase to test various components of the software. By this time, defect detection and resolution has become an expensive problem [40] .
10) FACTORC3-F10: POORLY COMMUNICATED MODULE REQUIREMENTS
According to expert K, ''for any developer to fully understand the requirements, it is necessary that he sees how any particular component fits in the overall picture. The dependencies and constraints can be implemented only when the need is clearly understood. This must be communicated timely to remove the inaccuracy threat.''
D. CLASS C4: COMMUNICATION BARRIERS
Distributed teams' effective communication is crucial for timely product delivery and feature completion. Geographical, cultural and temporal distances affect the trust building among the remote team members. Communication is hindered due to various reasons, most of which are prominent in distributed development as given in Table 6 . 
1) FACTORC4-F1: LACK OF FACE TO FACE MEETING DURING INTEGRATION PROCESS
Lack of face to face meeting during integration process between remote development teams and the team that performs system integration produces a lot of problems during integration process. One of the study [42] states that it is very hard to create harmony in remote teams. To achieve this, project management teams often travel to meet the remote teams [42] . Another study [43] describes that the system integration in many GSD projects is performed either by offshore or outsource team. One of the industrial experts of the study also highlighted the issue that without face to face communication between remote teams, it is very hard to avoid integration problems.
2) FACTORC4-F2: LACK OF INFORMAL AND EXTERNAL COMMUNICATION
Spontaneous, external and informal communication often lack in GSD projects due to teams' remote locations [11] , [27] , [44] , [45] . Because of this problem, team members are often unaware of each other activities. In addition, it is very hard to predict each other's progress especially in terms of task completion. The delayed development at any site can create frustration for other project members [45] .
The team member at remote location often requires informal communication to understand design decision [29] . The formal communication with the help of internet technology cannot make up for the lack of informal communication problems [11] .
3) FACTORC4-F3: COMMUNICATION GAP BETWEEN TEAMS AT DIFFERENT SITES
According to experts D, E, G, H, I and K, team members of different locations often belong to different ethnic backgrounds and cultures. These members usually have different native languages and they communicate with each other in English. Having this situation, they interpret the clearly explained requirements in different ways leading to different implementations. These 'differences' become visible at integration time and may lead to failures.
4) FACTORC4-F4: INADEQUATE UNDERSTANDING OF REQUIREMENTS AND INTERFACE ISSUES
Inadequate understanding of requirements and interface issues is the common reason for the integration failure. Sometimes requirements and interface agreements are interpreted incorrectly. One of the main reasons for this, is that the project members at remote sites have different assumptions about other subsystems. These different assumptions are also believed during unit tests and appear at the time of integration [8] . According to other studies [29] , [32] , the essential details are often missing in interface specification. These details include return values, return type, message type, assumption about performance constraint and input parameters.
Another study [45] concludes that the integration problems which arise due to lack of common understanding in requirement specification remain hidden throughout the development cycle. Expert C also mentions this problem as developers at remote locations often do not have common understanding of requirements and interface specification which leads to serious integration problems.
5) FACTORC4-F5: HIGH TIME ZONE DIFFERENCE
According to studies [27] , [4] and many industrial experts [A, E, G, H, I, K], high time zone difference is one of the main reasons behind the defects that are detected during system integration phase. The experts collectively describe VOLUME 6, 2018 that normally, emails are used to discuss the problems with remote teams and clients in case of offshore development with high time zone difference. During critical stages, the feedback or the problem to be discussed between remote teams often takes more than one-day time.
6) FACTORC4-F6: INCREASE IN NUMBER OF SITES
A study [19] suggests that increase in the number of sites belonging to different countries, increases the likelihood of defects during the system integration. In addition, the increased number of sites leads to more dependencies among the sites that complicates the coordination efforts. The increase in dependencies might stem from multiple sources such as the distribution of roles and responsibilities or technical properties of the system.
E. CLASS C5: POOR RESOURCE MANAGEMENT
Distribution of development teams is challenging in terms of task management with respect to time, tools and technology unifications and integration of various software components. Factors related to poor resource management are presented in Table 7   TABLE 7 . Factors associated with poor resource management.
1) FACTORC5-F1: IMMATURE GLOBAL INFRASTRUCTURE
Immature global infrastructure also affects the integration process in GSD negatively. It includes limited network bandwidth among remote sites, hardware and firmware connectivity, and incomplete hardware configuration in distributed environment. Some studies [45] , [47] highlight this problem by analyzing GSD projects in case of which global infrastructure is not good enough to address distributed environment issues. Sometimes the network bandwidth between remote sites is not capable of handling large amount of data traffic across the network. As a result, the developers at remote locations working on same project face long delays [47] . The experts C and G also point out that different hardware environments invoke integration problems.
2) FACTORC5-F2: INFORMATION OVERLOAD
The information overload can cause integration failure [14] . Due to information overload, people at remote locations often are unable to receive important messages. For instance, in case study [22] , the person responsible for integration sent a notification to the developers at remote locations to keep related files intact. At a remote location, a developer was unable to read that notification due to information overload and made changes to the files that resulted in integration failure.
F. CLASS C6: IMPROPER REQUIREMENTS CHANGE MANAGEMENT
Requirements engineering is an important phase of software development lifecycle. In globally distributed development effort, any changes to requirements need to be communicated to all concerned parties at different sites. Requirements change management is often not given the importance that leads to problems at later stages of software development. In globally distributed teams, the decision power often gets split between the onsite team which most often has a direct communication with the client and an offsite/offshore team. This setting requires more rigorous requirements engineering process and change management process [55] . Table 8 presents the factors associated with improper requirements change management. 
1) FACTORC6-F1: FEATURE ADDITION
During GSD, when new features are added to the system without formal communication to all teams, the features are prone to defects that become apparent during the system integration and testing phase. The added features are not properly documented, communicated, and checked for dependencies and constraints [17] .
2) FACTORC6-F2: LAST TIME CHANGES IN PRODUCT RELEASE
According to expert C, any changes made to a product version that is ready for release often lead to problems due to shortage of time. The effect of changes to other modules is neither carefully studied nor documented or communicated.
3) FACTORC6-F3: RAPIDLY CHANGING REQUIREMENTS AND UNEXPECTED TECHNICAL INTERDEPENDENCIES
A successful integration is achieved when all aspects of software development are considered. Cusumano [48] discusses that integration failure sometimes can be attributed to delays and erroneous shift from design to implementation. Technical interdependencies between distributed modules should be handled carefully. Rapidly changing requirements badly affect the integration process. Underestimating the time and resources needed for integration, in complex systems where many parties are involved, is a classical reason for integration failure [4] .
4) FACTORC6-F4: CHANGE IN REQUIREMENTS REGARDING TECHNOLOGY AND FUNCTIONALITY
Changes to a plan are always costly. Particularly, changing the technology or functionality at later development stages can cause chaos for the integration plan [1] . The system may require major additions in terms of functionalities and even technologies. A change management procedure should be in place to address such scenarios [1] .
G. CLASS C7: INADEQUATE TEAM EXPERTISE
Small teams with little or no experience in GSD can jeopardize the project. The inexperience may be in terms of tool and technology management, or people management. Herbsleb and Grinter [5] recommend that educational trainings for software developers should include team-oriented training with global development perspective. Table 9 highlights the factors related to inadequate team expertise. 
1) FACTORC7-F1: MODULE INCOMPATIBILITIES DUE TO LACK OF TOOL AND TECHNOLOGY KNOWLEDGE
Module incompatibilities occur when we try to integrate modules developed with different technologies by independent teams. Avram et al. [49] document the effects of using two different configuration management tools by teams working on the same software. According to the study, due to unfamiliarity with tools, the teams are required to perform extra work during integration and release. The same has been backed by the experts A, B, E and F. Expert A proposes that by performing dynamic and static code analysis, training developers in different technologies, and conducting peer reviews can mitigate this problem.
2) FACTOR C7-F2: LACK OF REQUIRED KNOWLEDGE AND SKILLS REGARDING INTEGRATION
A successful integration requires the presence of a domain expert at the time of integration. Often integration phase is not given the required importance and a site expert is left out. The integration teams cannot conduct a successful integration in the absence of necessary system and domain expertise [20] . Developers leading the project in the start may also not be available by the time of integration. In some instances, the required expertise towards the end of project are unknown in the beginning of project [4] .
H. CLASS C8: IMPROPER TOOL SELECTION
By essence, distributed development occurs on unconnected locations, which at times leads to presence of different development setup at different sites. The processes being followed at each site can also be different due to various social, political or economic factors. This leads to inconsistencies even in terms of tools being used at different sites. The factors about improper tools selection are given in Table 10 . 
1) FACTORC8-F1: DIFFERENT VERSIONS OF TOOLS
Organizations establish their own work environment and have a set of tools and technologies they work with. In cases of mergers and unions, different working practices are inherited. Software's developed in such environments lead to artifacts that cannot be integrated [50] . As expert F describes that the synchronization between numerous components becomes an acute challenge when development goes global.
2) FACTOR C8-F2: AVOIDING TOOLS AND PROCESSES TO MANAGE AND CONTROL ARCHITECTURE EVOLUTION
Some GSD projects ignore the use of tools for management of processes and changes in requirements and architecture. Rigorous evolutions need a lot of re-work that often leads to teams' unwillingness to control architecture evolution. Following the defined processes, in such circumstances, becomes challenging. All this leads to an inadequate and inappropriate integration strategy [51] .
3) FACTORC8-F3: INAPPROPRIATE DESIGN DOCUMENTATION TECHNOLOGY SELECTION
Developers at multiple sites rely on design documentation for accurate information about what to build. Any document that cannot incorporate the complexities of the requirements or does not reflect later changes can lead to development of incorrect functionalities. Most often this problem arises because of inappropriate technology or tool selection for document management [5] .
V. CONCLUSION
Successful integration is one of the biggest challenges in GSD that is compromised by many factors. The aim of this study is to explore the factors that may cause integration failure during GSD. The study identifies40 unique factors through extensive literature review and survey with GSD industrial experts. The factors cover various aspects of global software development from the beginning of the process to its very end, including factors related to tools and technologies, project management, immature processes and deviations from defined processes.
The proposed taxonomy classifies the integration failure factors into eight classes based on the underlying causes which lead to the failure. The taxonomy includes the classes: lack of coordination between remote sites (C1), inadequate process planning (C2), inadequate process implementation (C3), communication barriers (C4), poor resource management (C5), improper requirements change management (C6), inadequate team expertise (C7), and improper tool selection (C8). This taxonomy allows us to focus more on problem domain rather than the individual factors. It can be VOLUME 6, 2018 very effective to identify integration problems that may help in devising their solution. It may also help to formulate a fruitful integration strategy at early stages of GSD projects. He is also acting as an Assistant Vice-Rector for Technical, Vice President's Office for Quality and Development, KSU. His research areas of interest are multimedia assisted health systems, ambient intelligence, service-oriented architecture, multimedia cloud, sensor-cloud, Internet of Things, big data, mobile cloud, social network, and recommender system. VOLUME 6, 2018 
