from shading have been proposed in the literature for The recovery of depth from defocused images involves calcu-recovering the depth [2] .
INTRODUCTION
The point spread function (PSF) of the blur due to camera parameters was approximated by a circularly symmetric The image of a scene formed by an optical system, such 2D Gaussian function. The defocus operator was recovered as a lens, contains both photometric and geometric infor-through deconvolution in the frequency domain. Since his mation about the scene. Brightness or radiance and chro-initial investigations, a wide variety of related techniques maticity of objects in the scene are part of the photometric have been developed. In [6] , Subbarao proposed a more information, whereas distance and shape are parts of the general method in which he removed the constraint of one geometric information. Recovering the depth of an object image being formed with a pinhole aperture and allowed from a set of images sensed by a camera is an important several camera parameters to be varied simultaneously. problem in computer vision. It is a useful cue, for instance, A Gaussian defocus operator is assumed and the blur is for the purpose of navigation, object recognition, and scene recovered in the frequency domain through inverse filterinterpretation [1] . Various methods such as stereo, depth ing. A rotationally symmetric circular defocus model infrom focus or defocus, structure from motion, and shape stead of a Gaussian blur is assumed in [7] .
In [8] , Pentland et al. perform an inverse filtering in the spatial domain using Parseval's theorem. Hwang et al. in the spatial domain [9] . Subbarao et al. have proposed a scheme that collapses the 2D image into a 1D image sequence and estimates the depth using the Fourier coefficients of the 1D sequence [10] . Bove poses the problem as one of signal estimation in which, given noisy observations of regions of two images, one attempts to recover a good estimate of parameters of the defocusing process responsible for the structured differences between two images [11] . Ens and Lawrence formulate the problem as a regularized deconvolution problem and argue that this can lead to greater accuracy [12] . They consider different sizes of the windows in the two defocused images while obtaining the solution. Surya and Subbarao have proposed a spatial domain approach in [13] . The method approximates that the nature of the resultant filter (e.g., whether it is the image over a local region by a cubic polynomial and linear or non-linear) depends on the choice of the particurecovers the depth using the S transform. Pentland et al. lar SFR. Though numerous SFRs have been discussed in introduce the notion of active depth from defocus [14] in the literature [15] , we shall consider only the complex which a known pattern of light is projected onto the scene spectrogram (CS) and the Wigner distribution (WD) here. and the apparent blurring of the pattern is measured to It may be mentioned here that Gonzalo et al. have used estimate the depth.
the Wigner distribution for space-variant filtering, but In all of the above methods, the depth is assumed to be there was no attempt to identify the blur parameter [16] . constant over a large local region (about 32 ϫ 32 pixels)
Due to the nature of the SFR, the estimate of the depth and the depth is estimated by considering the system to is now available at all points in the image. We shall show be shift-invariant over that local region. But splitting an that the conventional method of estimating the depth from image into independent subimages introduces errors due defocus (such as that of Subbarao [6] ) is just a special case to improper selection of boundary [6] . An image region of both the approaches to be presented here. cannot be analyzed in isolation because, due to blurring, The paper is organized as follows. The theoretical basis the intensity at the border of the region is affected by the of DFD is briefly presented in Section 2. In Section 3, we intensity immediately outside the region. This is also called discuss the block shift-variant blur model for estimating the image overlap problem [6] because the intensity distrithe depth. The concept of space-frequency representation bution produced by adjacent patches of visible surfaces in is discussed in Section 4. The estimation of the blur paramethe scene overlap on the image detector. As will be shown, ter using the complex spectrogram and the Wigner distrithe DFD system is actually a linear but shift-variant system. bution is described in Section 5. Simulations and experiHence, the problem of estimating the blur parameter is mental results with real images are presented in Section one of space-variant (SV) filtering.
6. Section 7 concludes the paper. In this paper, we propose two new approaches for estimating the depth from defocused images. The first ap-
MODELING THE DEFOCUS
proach, called the block shift-variant blur model, attempts to tackle the problem of overlap in PSF over neighboring regions. This model approximates the shift-variant system Fundamental to the concept of recovering the depth by by a block shift-variant system. The image is split into a defocus is the relationship between the focused and the number of blocks of small dimensions (about 13 ϫ 13 defocused images of a scene. In this section, we briefly pixels) within which the blur is assumed to be constant. review the image formation process and describe defoHowever, the blurring parameter is allowed to change over cused images as blurred versions of the focused one. A neighboring blocks.
detailed discussion on this topic can be found in [17] . Figure  In the second approach, we look at the DFD problem 1 shows the geometry of the basic image formation process. in the space-frequency representation (SFR) framework, When a point light source is in focus, all light rays that are since the problem of estimating the blur parameter is one radiated by the object point and intercepted by the lens of space-variant filtering. This difference in outlook of the are refracted by the lens to converge at a point on the DFD problem enables us to work in a more generalized image plane. For a thin lens the relationship between the setup than others have. First, in this framework, we are object distance D, the focal length F l , and the image planeable to derive the relationship governing the two defocused to-lens distance v is given by the lens law 1/D ϩ 1/v ϭ 1/F l . Each point on the object plane is projected onto a images in terms of a space-variant filter. It will be shown single point on the image plane, thus causing a focused
image f (x, y) to be formed on the image plane. When the point light source is not in focus, its image on the image plane is not a point but a circular patch 1 of radius r b . If It is possible to convince oneself that the radius r b of the the distance between the lens and the image plane is v 0 patch is independent of the location of the point on the and the lens aperture is r 0 , then from the lens geometry object plane. given in Fig. 1 , one can show [6] that For the discrete image, the blur radius (also called the blur parameter) in pixels is given by ϭ r b , where Ͼ 0 is a constant that depends on the particulars of the optics initially by an appropriate calibration procedure. Thus
, is a function of the depth at a point. For two different lens where ૺ represents the convolution operation. settings, we get
From (1) and (2), we observe that the PSF is a function of D. Thus, the defocusing system is shift-variant. It may
(1) be assumed to behave like a shift invariant system only for subimages over which D is nearly constant, and this particular assumption has been used by most of the researchers as discussed in the previous section. For the By eliminating D from (1), one can show that 1 ϭ 2 ϩ general situation, where the depth at various points in the ͳ, where and ͳ are constants that depend on the camera scene may be continuously varying, would vary all over parameter settings [6] . the image. Hence, the intensity of the (i, j )th pixel in the The distribution of light energy over the patch, or the defocused image is given by blurring function, can be accurately modeled using physical optics [17] . For a diffraction-limited lens system, the PSF
of the camera system may be approximately modeled [1, 6, 18 , 19] as a circularly symmetric 2D Gaussian function where f (и) is the focused image and h(и; m, n) is the spacevarying PSF at the pixel location (m, n).
3. THE BLOCK SHIFT-VARIANT BLUR MODEL The blurred image of a point is the convolution of its
In this section, we propose a block shift-variant blur focused image and the PSF of the system corresponding to that depth [5] . The defocused image g(i, j ) is given by model [20] that attempts to solve the problem of space-
FIG. 3-Continued
varying PSF over neighboring regions discussed in Section corresponding defocused image due only to the focused subimage f i (m) is denoted by f h i (m). Thus we have 1. An image is partitioned into a number of smaller subimages and the depth (and hence the blur) is assumed to f h i (m) ϭ f i (m) ૺ h i (m). It should be noted here that the observed (blurred) image of the ith focused subimage is be constant over these subimages. But the blur is assumed to be varying over adjacent subimages while recovering not the same as f h i (m). The contribution from neighboring subimages must also be considered while expressing the the blur parameter associated with any subimage. It may be mentioned here that the proposed block shift-variant blurred image.
For simplicity, we assume a toroidal model for the image (BSV) technique is quite different from that of Ens and Lawrence [12] . While they use varying spatial supports in [21] [22] [23] . We define the neighborhood
. . , f iϩJ ͖ where J indicates the two defocused images, they do not consider any spatial interaction of blur among neighboring subimages. The blur order of the neighborhood, i.e., J ϭ 1 for first order and J ϭ 2 for second order. If y i is the defocused image correis assumed to be constant over the entire region of support. The technique proposed here assumes a piecewise constant sponding to the neighborhood N f i limited blur, then variation in the blur parameter.
We consider 1D signals or 1D ''images'' for notational the neighborhood has been ignored.) Let p i (k) ϭ plex conjugate. An N point DFT is taken to account for the effect of circular convolution. Now (4) can be written exp(Ϫj(2ȏ/N)ka i d) where N is the size of the image. Taking the N point discrete Fourier transform (DFT) of both in matrix form as the sides of (3), we get number I of focused subimages, the above scheme becomes computationally intensive. To overcome this problem, the image may be initially partitioned into a number of independent regions. All these partitions are processed independently with the assumption of a toroidal model and the The matrix B is diagonal with entries b ii ϭ p* i (k).
blur parameters are estimated using the above scheme. If Equivalently, from (5), we get M represents the number of such partitions, the saving in computation is of the order of (M log N)/(log(N/M)).
We now proceed to show that the formulations proposed by Pentland [5] or Subbarao [6] are a special case of the above. When the neighborhood is not considered for estiwhere C ϭ (B · A) Ϫ1 . Since A is a circulant matrix it can mating the blur parameter, i.e., J ϭ 0, we have from (3) be inverted efficiently. Further, the matrix C can be pre- (5) is then the computed for a given neighborhood structure. It may be identity matrix. Therefore, in (5), the matrix C ϭ (B · A)
Ϫ1
noted that it is not necessary to assume a toroidal model is a diagonal matrix with entries c ii ϭ p i (k). To estimate a for the image. However, the invertibility of the correspondspecific j (i), we have from (5) that
Assuming the PSF to be Gaussian, it As we are interested in estimating only the blur paramecan be shown that exp(Ϫ⍀
, ters, we attempt to eliminate the focused image f i using the which is the model proposed by Pentland and Subbarao two defocused images. Henceforth, the quantities H i (k), [5, 6] . In this model, the estimate of s(i) (in the contin-Y i (k), and (i) subscripted by another variable j indicate uous domain) is given by
where R is the region in the Ͷ To estimate a specific j (i), we have, from (6), space not contaiing points where
It may be noted here that the order of computation required for this method is only N log d which is much less than
᭙k, j ϭ 1, 2, (7) the requirement of the proposed scheme. However, a significant improvement in accuracy is obtained with the proposed scheme. where c in is the (i, n)th element of the matrix C. If the PSF is assumed to be Gaussian, then by dividing (7) (for j ϭ 2 by j ϭ 1) and equating the square of the magnitude, we get
SPACE-FREQUENCY PROCESSING
Linear space-invariant filtering of a signal x 1 (t) is based where s(i) ϭ 
filter, to obtain a new signal x 2 (t) whose Fourier transform We now pose the problem of estimating s(i) as is the product X 1 (Ͷ)HЈ(Ͷ). An intuitive generalization for performing a space-variant filtering operation on x 1 (t) is to go through similar steps-obtain a space-frequency repmin
. (8) resentation of the signal ⌿ 1 (Ͷ, t) (a space-varying spectrum), multiply it by an arbitrary function HЈ(Ͷ, t) which may be regarded as a space-varying transfer function, then The function in (8) is minimized with respect to s(i) using the gradient descent method. Once s(i) is known, the depth compute the signal x 2 (t) whose space-frequency representation (SFR) is the product ⌿ 2 (Ͷ, t) ϭ ⌿ 1 (Ͷ, t)HЈ(Ͷ, t), D i can be estimated using (1) . Thus, all the values of s(i), i ϭ 0 to I Ϫ 1, can be estimated simultaneously. The above assuming that it exists [24] . We shall now discuss the complex spectrogram and the Wigner distribution, in brief. analysis carries over to the 2D case in a straightforward manner. It turns out that, for the 2D case, the matrix A is
The complex spectrogram (CS) and the Wigner distribution (WD) of a signal x(t) are defined, respectively, by block circulant.
where u w (t) is a chosen window function and u* w (t) represents its complex conjugate. In a sense, the WD is a selfwindowed version of the CS.
The inverse relations for computing x(t) from its CS and WD are, respectively,
where kЈ ϭ ͉u w (0)͉/u* w (0) and kЉ ϭ ͉x(0)͉/x*(0). It may be noted that the signal x(t) can be recovered from its WD only up to an unknown scale factor.
The discrete-space CS and WD are defined, respectively, as 
The ability to generate an SFR of a signal from which the signal can be uniquely recovered (operations analogous The discrete space CS is 2ȏ periodic in ⍀ while the discrete to the Fourier transform) suggests space-variant filtering space WD is ȏ periodic in ⍀ [25]. The pseudo-Wigner by manipulation of the SFR. Let signals x 1 (t) and x 2 (t) be distribution (PWD) is a finite length windowed WD, and such that is defined as
)HЈ(Ͷ, t).
(10)
Using the definition of CS in (10), and after some algebraic manipulations, the input-output relation can be shown u* w (Ϫm) exp(Ϫj2⍀m).
to be
The pseudo-WD is primarily used for computational bene-
The window u w (n) is usually a rectangular one in order to truncate the length of the data. However, any other window may also be used.
where
FIG. 5-Continued
ing spatial kernels hЈ(t, tЈ) and hЉ(t, tЉ) for the CS and the
Thus, the CS space-frequency filter is a linear space-variant
SPACE-VARIANT FILTERING FOR RECOVERING filter with a kernel function hЈ(t, tЈ).

THE DEPTH FROM DEFOCUS
If the signals x 1 (t) and x 2 (t) are such that
In this section, we propose the use of the complex spec-
trogram and the pseudo-Wigner distribution for recovering the depth from defocused images [26] . The estimate of the blur parameter is obtained at all points in the image. then one can show that
Depth Recovery Using the Complex Spectrogram
Let f (t) be the focused image of the scene while g 1 (t) and g 2 (t) be the corresponding defocused images obtained where with different camera parameter settings. As discussed in Section 3, only a single variable t is used to represent the two-dimensional function for notational simplicity. Let
Hence, the WD space-frequency filter is a quadratic filter. It may be noted that for the same HЈ(Ͷ, t), the correspond-and 
For the ith pixel, i.e., n ϭ i, we get C g 2 (⍀) i ϭ where H 1 (Ͷ, t) and H 2 (Ͷ, t) are the space-varying transfer C g 1 (⍀) i H(⍀) i , where C(и) i implies evaluation of the funcfunctions of the DFD system corresponding to the two tion C(⍀, n) at n ϭ i. For the specific case, when the PSF different camera parameter settings. From (11) and (12), is a Gaussian function, we get it follows that C g 2 (Ͷ, t) ϭ C g 1 
(Ͷ, t)H(Ͷ, t), where H(Ͷ, t)
In the discrete space domain, the corresponding expression is given by where s(i) ϭ Fig. 8 is repeated for a very large sensor noise. The SNR is 5 dB.
FIG. 9. The experiment in
FIG. 10.
Results of the estimate of u(i, j ) for the images in Fig. 8 using (a) the BSV model, (b) the CS method, and (c) the PWD method. Fig. 9 when the sensor perturbation is large.
FIG. 11. Results of the estimates of u(i, j ) with the noisy images of
to the blur parameters of the first and the second defocused 5.2. Depth Recovery Using the Wigner Distribution images at the ith pixel. Now, C g j (⍀) i is the Fourier transIn this section, we propose a formulation that uses the form of the function g j (m)u w (m Ϫ i), j ϭ 1, 2. Any suitable pseudo-Wigner distribution (PWD) for estimating the window u w (m) may be used for this study. Thus, one can depth from defocused images. In the Wigner distribution, find the samples of the spectrum C g 2 (⍀) i and C g 1 (⍀) i effi-instead of using an arbitrary window u w (m) to localize the ciently using FFT algorithms. If 2L Ϫ 1 is the length of spectral estimation in space, the data itself is used as the the window u w (и), then one needs to evaluate an NЈ-point window. Let us denote, as in the previous section, DFT where NЈ Ն 2L Ϫ 1 at each pixel. Thus, the problem of estimating s(i) can be posed as
and min
where ⍀(k) is the discrete frequency variable. By using From (14) and (15), we have W g 2 
(Ͷ, t) ϭ W g 1 (Ͷ, t)H(Ͷ, t). the estimated value of s(i) and (1), one can estimate the
The corresponding expression in the discrete space domain depth. The algorithm is repeated for all the pixels in the is given by image. It may be noted that if the window is chosen to be rectangular and if the complex spectrogram is evaluated only for specific values of n, we arrive at the model pro-
posed by Subbarao [6] .
For the ith pixel in the image, we have W g 2 (⍀/2) i ϭ W g 1 (⍀/2) i H(⍀) i . One can find the samples of the spectrum W g 2 (⍀/2) and W g 1 (⍀/2) efficiently using FFT algorithms. Thus, the problem of estimating s(i) can be posed as min
The computational complexity of the PWD is of the order of NЈ(log 2 NЈ ϩ 4) [25] . This complexity is of the same order of magnitude as that of the complex spectrogram.
Once s(i) is estimated, the depth can be estimated as discussed earlier. The algorithm is repeated for all pixels in the image.
EXPERIMENTAL RESULTS
We present results on the recovery of the depth using the block shift-variant (BSV) model, the complex spectrogram (CS), and the pseudo-Wigner distribution (PWD) methods. We also compare the results of the proposed schemes with that of the existing method proposed by Subbarao [6] . In the discussion to follow, the following comments are in order:
• The positive square root of the blur parameter s(i, j) (which is given by 
(i, j)) is denoted by u(i, j).
• For the BSV model, to reduce computation the defocused images were partitioned into regions of size 64 ϫ 64 pixels each and were processed independently. Thus, for an image size of 128 ϫ 128 pixels, the number of partitions M would be 4. A first order neighborhood (J ϭ 1) was chosen for each region.
• The size d ϫ d of each focused subimage was chosen to be 13 ϫ 13 pixels because the maximum value of u(i, j) in our simulations was 2.2 and the area under a Gaussian  FIG. 12 . Two blurred images of a scene consisting of a textured planar curve is negligible beyond Ϯ3.
object, for two different focusing ranges of the camera, are shown.
• When the value of s(i, j) is estimated over all the blocks (subimages) in each of the regions using the BSV model, the estimate of s(i, j) is treated to be the same for all the Note that W g 2 (⍀/2, n), W g 1 (⍀/2, n), and H(⍀, n) are all 2ȏ pixels within a block. periodic functions of ⍀. It is interesting to note that
• For the CS and the PWD methods, the size of the W g j (⍀/2, n) is the Fourier transform of the signal 2g j (n ϩ window was chosen to be 32 ϫ 32 pixels. The blur paramem)g* j (n Ϫ m), j ϭ 1, 2. To bring down the computational ter s(i, j) was estimated at every pixel in the image. complexity, one usually uses the pseudo-Wigner distribu-
• For the existing method, we present results using a tion of window size 2L Ϫ 1. Thus, (16) becomes window of size 13 ϫ 13 pixels to enable comparison with the corresponding estimates given by the BSV model and by using space-frequency representations.
• In all our simulations, the blurring operator was the 2D Gaussian function.
• In all 3D plots, the blur parameter values (or the depth where W g j (и) is given by (9).
FIG. 13.
Estimates of the depth for the scene in Fig. 12 using (a) the BSV model, (b) the CS method, and (c) the PWD method. The depth profile has been plotted only for points lying on the object (i.e., the textured region) and not for points in the background. The planar nature of the object is quite visible from these plots. tively. The actual value of u(i, j) is plotted in Fig. 3a . In the first set of simulations, a binary random-dot pat-
The existing method, the BSV model, the CS, and the tern image was blurred by a 2D Gaussian function with PWD methods were used to estimate the value of u(i, ϭ 1. This was done to obtain a gray level image. The j) from the defocused images. The estimates of u(i, j) image I b was then used as the original focused image. Two corresponding to these methods are plotted in Figs. 3b-3f , space-variant defocused images were generated as follows. respectively. Figures 3d and 3e both correspond to the The first space-variant blurred image was generated by estimate of u(i, j) using the CS method but with a square blurring I b with a space-varying blur of the form 1 (i, j) ϭ window and a Gaussian window (with ϭ 16), respectively.
, where the image The corresponding root mean square (rms) errors are given size is N 1 ϫ N 2 and a and b are constants. The second in the figures. From the plots of Fig. 3 , we note that the defocused image was generated by blurring I b with 2 (i, j) estimates given by the CS, the PWD and the BSV models given by 2 (i, j) ϭ 1 (i, j), where is a constant. Such a are quite accurate. The error in estimation of the blur linear relationship exists between 1 (i, j) and 2 (i, j) when parameter is very large for the existing method compared defocused images of a scene are obtained using different to that for the proposed methods. The SFR based methods values of the camera aperture. The values chosen for the offer higher accuracy compared to that for the BSV model.
The performance of the existing method can be improved various parameters were N 1 ϭ 128, N 2 ϭ 128, a ϭ 1.0, b ϭ From the plots of Fig. 3 , we also note that the estimates given by the CS method are smoother than those given by the PWD method.
In the second set of simulation results, the original Lena image was used as the focused image. This image was then blurred by a discontinuous blur function given by 1 (i, j) ϭ 0.01 for j Ͻ N/2 and 1 (i, j) ϭ 1.0 otherwise, to get the first defocused image. The second defocused image was generated by blurring the Lena image with a step blur given by 2 (i, j) ϭ 1.0 for j Ͻ N/2 and by 2 (i, j) ϭ 2.4 otherwise. Hence, the actual value of u(i, j) was 1.0 for j Ͻ N/2 and 2.2, otherwise. The original Lena image and its defocused versions are shown in Figs. 4a, 4b, and 4c , respectively. The estimates of u(i, j) using the two defocused images were again obtained using the existing method, the BSV model, the CS, and the PWD methods. The corresponding estimates of u(i, j) are plotted in Figs. 5a-5e, respectively. Figures 5c and 5d correspond to the estimates using the CS method with a square window and a Gaussian window (with ϭ 16). From the plots of Fig.  5 , we note that the BSV model, the CS, and the PWD methods are all able to capture the presence of the edge quite well, although the estimates tend to have a large variance. The rms errors for all the methods are quite large due to the presence of discontinuity in the blur function. The performance of the CS method with the Gaussian window is again observed to be better than that with the square window. Hence, the Gaussian window was used in the rest of the simulations. It may be noted that the edge captured by the PWD method is sharper than that given by the CS method.
In the third set of simulation results, we demonstrate the effect on the estimate of the blur parameter due to a reduction in the spectral content of the original focused image. For this purpose, the random-dot pattern in space-variant defocused images were generated from this image using the blur values 1 (i, j) and 2 (i, j) discussed in the first set of simulations. The two defocused images are shown in Figs. 6b and 6c. Using these defocused images, by choosing a window of larger size (about 32 ϫ 32 pixels). the estimates of u(i, j) were obtained using the BSV model, It may be noted here that the BSV model assumes a con-the CS, and the PWD methods. The corresponding estistant depth over d ϫ d pixels only, whereas for the existing mates of u(i, j) are plotted in Figs. 7a-7c , respectively. method the depth is assumed to be constant over the entire From the plots of Fig. 7 , we observe that in comparison size of the window. The performance of the CS method is to their counterparts in Fig. 3 , the estimates are relatively better with the Gaussian window than with the square poor. This example demonstrates the fact that the DFD window. For the PWD method, it was found that its perfor-scheme is quite sensitive to the presence of spectral content mance using the Gaussian window was only marginally in the scene, a fact that has often been stressed by researchbetter compared to using a square window. Hence, only ers in this area [5, 6] . An increase in the rms error for all the plot using the Gaussian window (with ϭ 16) has the methods corroborates this fact.
In the next set of simulations, we look at the effect of been shown for the PWD in the rest of the simulations.
FIG. 15.
Estimates of the depth for the scene (only the textured region) in Fig. 14 using (a) the BSV model, (b) the CS method, and (c) the PWD method. These plots clearly bring out the presence of step discontinuity of depth in the scene.
sensor noise on the accuracy of the estimates of the blur mate of the blur parameter due to the presence of high sensor noise in the data. This is also reflected in an increase parameter. For this purpose, two noisy defocused images with a signal to noise ratio (SNR) of 20 dB were generated in the rms error.
Finally, the performances of the proposed methods were from I b 1 and I b 2 . The noise was assumed to be additive, white Gaussian in nature. The noisy defocused images are tested on a number of real images. Different types of scenes were constructed for this purpose. A Pulnix CCD camera shown in Figs. 8a and 8b. Using these noisy images, the estimates of u(i, j) using the BSV model, the CS, and the with a focal length of 2.5 cm was used to grab the pictures.
The lens aperture was kept constant at an f-number of 4. PWD methods are plotted in Figs. 10a-10c , respectively. From the plots of Fig. 10 , one can note a marginal deterio-In the first experimental setup, the scene consisted of a planar object (with a dot pattern engraved on it to provide ration (the rms error is slightly higher) in the accuracy of the estimates of u(i, j) in comparison to the corresponding some texture). The farthest point on the object was at a distance of 125 cm, while the nearest point was about 115 estimates for the noiseless case given in Fig. 3 . Next, we generate highly noisy, defocused images from I b 1 and I b 2 cm from the camera. The variation in depth was along the horizontal direction. Blurred images of the scene were with a SNR of only 5 dB. The noisy images are shown in Figs. 9a and 9b. Using these noisy images, the estimates taken for two different focusing ranges of 115 and 90 cm, respectively. The corresponding defocused images are of u(i, j) using the BSV model, the CS, and the PWD methods are plotted in Figs. 11a-11c , respectively. From shown in Figs. 12a and 12b . In the following discussion, the depth was estimated only for points lying on the (textured) the plots of Fig. 11 , it is clear that the proposed methods have still been able to capture the variations in depth, object in the two defocused images and not for points belonging to the background. The estimates of the depth though there is a definite loss in the accuracy of the esti-the farthest points on the object were at a distance of 70 and 95 cm from the camera. Blurred images of the scene were taken at focusing ranges of 90 and 120 cm, and the images are shown in Figs. 14a and 14b , respectively. The depth was estimated using the proposed methods and the estimates are plotted in Figs. 15a-15c . From the plots, we note that abrupt variations in the depth of the scene have been well captured. The rms values of the errors obtained in these experiments are 7.43 cm for the BSV, 6.18 cm for the CS, and 6.41 cm for the PWD method. Also, compare the above results to those given in Fig. 5 for a simulated object having a step discontinuity in depth. The step edge becomes slanted due to the window that is needed to compute the local power spectrum.
Defocused images corresponding to another experimental setup are shown in Figs. 16a and 16b. These were taken for focusing ranges of 120 and 90 cm of the camera. The scene consists of two planar objects slanted inward to meet at a vertically oriented straight line. The nearest and the farthest points on the object were at distances of 105 and 120 cm from the camera. The estimates of the depths are plotted in Figs. 17a-17c and are found to be reasonably accurate. A triangular distribution of depth in the scene is quite apparent from these plots. The average ranging error in this study was 6.1% for the proposed methods.
Two defocused images of one more setup are shown in Figs. 18a and 18b . The focusing ranges were 90 and 120 cm. The scene consists of two planes, parallel to the image plane, connected by another slanted plane. A few objects, such as a blade, a key, and a ring, were hung on these planes at different points, marked A, B, and C in Fig. 18 . It may be observed that both of the images are quite blurred, and even the identification of these objects in the images is difficult. The actual and the estimated values of the depth corresponding to the points A, B, and C are given in Table 1 were obtained using the BSV model, the CS, and the PWD 7. CONCLUSIONS methods, and the estimates are plotted in Figs. 13a-13c , respectively. It may be noted here that the camera was coarsely calibrated for the same setting of the camera paIn this paper, we have proposed two new approaches for recovering the depth from defocused images. In the rameters using another object at a known depth. The estimates of the depth were found to be reasonably accurate. approach to recovering depth from defocused images, previous methods assume the depth to be constant over fairly From the plots, the planar nature of the object is quite evident. The rms values of the errors in estimating the large local regions and estimate the depth through inverse filtering by considering the system to be shift-invariant depth for these methods are given in the corresponding plots.
over those local regions. But it is known that analyzing a subimage in isolation introduces errors in the estimate In the second experimental setup, the scene contained abrupt (staircase) variations in the depth. The nearest and because the intensity at the border of the region is affected by the intensity immediately outside the region. The first parameter. The performances of the CS and the PWD methods were found to be more accurate compared to the approach proposed here models the DFD system as a block shift-variant system and incorporates the interaction of BSV model. We also note that the performance of the CS is marginally better than PWD in estimating a smoothly blurring among neighboring subimages in an attempt to solve this problem. In the second approach, we look at varying blur. Simulation results have been presented to demonstrate the sensitivity of the estimate of the blur pathe DFD problem in the space-frequency representation framework. This enables us to work in a more generalized rameter to the spectral content in the scene and to the presence of sensor noise in defocused images. The methods setup than others have. Due to the nature of the SFR, the estimate of the blur parameter is available at all points were shown to perform poorly if there is insufficient spectral content in the scene. The performance of the proposed in the image. In particular, we show that the complex spectrogram and the pseudo-Wigner distribution are likely methods for real images was also found to be quite satisfactory. candidates for recovering the depth from defocused images.
The proposed formulation is amenable to the incorporation of a smoothness constraint on the blur parameter. The performance of all the proposed methods has been demonstrated on both synthetic and real images. Results Because the change in the depth of a scene is usually gradual, this a priori information can be used to improve show that for the same size of the window over which the depth is assumed constant, the proposed BSV model the performance of the proposed methods. Our work is currently directed to this end. outperforms the existing method in estimating the blur 
