The performance of a decision bound model of categorization (Ashliy,J992a;Ashhy & Maddox, in press) is compared with the performance oftwo exemplar models. The first is the generalized context model (e.g., Nosofsky, 1986 Nosofsky, , 1992 and the second is a recently proposed deterministic exemplar model (Ashby & Maddox, in press), which contains the generalized context model as a special case. When the exemplars from each category were normally distributed and the optimal decision bound was linear, the deterministic exemplar model and the decision bound model provided roughly equivalent accounts of the data. When the optimal decision bound was nonlinear, the decision bound model provided a more accurate account of the data than did either exemplar model. When applied to categorization data collected by Nosofsky (1986 Nosofsky ( , 1989 , in which the category exemplars are not normally distributed, the decision bound model provided excellent accounts of the data, in many cases significantly outperforming the exemplar models. The decision bound model was found to be especially successful when (1) single subject analyses were performed, (2) each subject was given relatively extensive training, and (3) the subject's performance was characterized by complex suboptimalities. These results support the hypothesis that the decision bound is of fundamental importance in predicting asymptotic categorization performance and that the decision bound models provide a viable alternative to the currently popular exemplar models of categorization.
The performance of a decision bound model of categorization (Ashliy, J992a; Ashhy & Maddox, in press ) is compared with the performance oftwo exemplar models. The first is the generalized context model (e.g., Nosofsky, 1986 Nosofsky, , 1992 and the second is a recently proposed deterministic exemplar model (Ashby & Maddox, in press ), which contains the generalized context model as a special case. When the exemplars from each category were normally distributed and the optimal decision bound was linear, the deterministic exemplar model and the decision bound model provided roughly equivalent accounts of the data. When the optimal decision bound was nonlinear, the decision bound model provided a more accurate account of the data than did either exemplar model. When applied to categorization data collected by Nosofsky (1986 Nosofsky ( , 1989 , in which the category exemplars are not normally distributed, the decision bound model provided excellent accounts of the data, in many cases significantly outperforming the exemplar models. The decision bound model was found to be especially successful when (1) single subject analyses were performed, (2) each subject was given relatively extensive training, and (3) the subject's performance was characterized by complex suboptimalities. These results support the hypothesis that the decision bound is of fundamental importance in predicting asymptotic categorization performance and that the decision bound models provide a viable alternative to the currently popular exemplar models of categorization.
Decision bound models of categorization (Ashby, 1992a; Ashby & Maddox, in press) assume that the subject learns to assign responses to different regions of perceptual space. When categorizing an object, the subject determines in which region the percept has fallen and then emits the associated response. The decision bound is the partition between competing response regions. In contrast, exemplar models assume that the subject computes the sum of the perceived similarities between the object to be categorized and every exemplar of each relevant category (Medin & Schaffer, 1978; Nosofsky, 1986) . Categorization judgments are assumed to depend on the relative magnitude of these various sums.
This article compares the ability of decision bound and exemplar models to account for categorization response probabilities in seven different experiments. The aim is
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Of the seven experiments, the first five involve categories in which the exemplars are normally distributed along each stimulus dimension and single subject analyses are performed. To date, the GCM only has been applied to data sets in which the category exemplars are not normally distributed, and in only one of these cases (Nosofsky, 1986) have single subject analyses been performed. This article provides the first test of the GCM's ability to account for data from normally distributed categories. The fmal two data sets were reported by Nosofsky (1986 Nosofsky ( , 1989 and involve experiments in which the category exemplars are not normally distributed and only a small number of exemplars were utilized. Three of the
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four categorization conditions are identical in the two studies, and the stimulus dimensions are the same. The main difference between the two studies is that single subject analyses were performed on the Nosofsky (1986) data, and the data were averaged across subjects in the Nosofsky (1989) data.
DECISION BOUND THEORY
Decision bound theory (also called general recognition theory) rests on one critical assumption-namely, that there is trial-by-trial variability in the perceptual information associated with every stimulus. In the case of threshold level stimuli, this assumption dates back to Fechner (1866) and was exploited fully in signal detection theory (Green & Swets, 1966) . However, with the highcontrast stimuli used in most categorization experiments, the assumption might appear more controversial. There are at least two reasons, however, why even in this case, variability in the percept is expected. First, it is well known that the number of photons striking each rod or cone in the retina during presentation of a visual stimulus has trial-by-trial variability. In fact, the number has a Poisson probability distribution (Barlow & Mollon, 1982) , and one characteristic of the Poisson distribution is that its mean equals its variance. Thus, more intense stimuli are associated with greater trial-by-trial variability at the receptor level. Specifically, the standard deviation of the number of photons striking each rod or cone is proportional to the square root of the mean stimulus intensity. Second, the visual system is characterized by high levels of spontaneous activity. For example, ganglion cells in the optic nerve often have spontaneous firing rates of as high as 100 spikes per second.
If this argument is accepted, then a second question to be asked is whether such variability is likely to affect the outcome of categorization judgments. For example, when one is classifying pieces of fruit such as apples or oranges, trial-by-trial variability in perceived color (i.e., in hue) is unlikely to lead to a categorization error. Even if perceptual variability does not affect the outcome of a categorization judgment, however, the existence of such variability has profound effects on the nature of the decision process. For example, in the presence of perceptual variability, the decision problem in a categorization task is identical to the decision problem in an identification task. In both cases, the subject must learn the many different percepts that are associated with each response. As a consequence, a theory of identification that postulates perceptual variability needs no extra structure to account for categorization data. In contrast, the most widely known versions of exemplar theory, including the context model (Medin & Schaffer, 1978) and the generalized context model (Nosofsky, 1986) , postulate a set of decision processes that are unique to the categorization task, To formalize this discussion, consider an identification task with two stimuli, A and B, which differ on two physical dimensions. In this case, stimulus i (i = A or B) can be described by the vector
here v 1 and v
2
, are values of stimulus i on physical dimensions 1 and 2, respectively. Decision bound theory assumes that the subject misperceives the true stimulus coordinates v 1 because of trial-by-trial variability in the percept (i.e., perceptual noise) and because the mapping from the physical space to the perceptual may be nonlinear (e.g., because of response compression during sensory transduction).
1 Denote the subject's mean percept of stimulus i by x-. A natural assumption would be that x, is related to v via a power or log transformation. In either case, the subject's percept of stimulus i is represented by
where e~is a random vector that represents the effects of perceptual noise. 2
Given the Equation 1 model of the perceptual representation, the next step in building a theory of either identification or categorization is to postulate a set of appropriate decision processes. The ability to identify or categorize accurately is of fundamental importance to the survival of every biological organism. Plants must be categorized as edible or poisonous. Faces must be categorized as friend or foe. In fact, every adult has had a massive amount of experience identifying and categorizing objects and events. In addition, much anecdotal evidence testifies to the expertise of humans at categorization and identification. For example, despite years of effort by the artificial intelligence community, humans are far better at categorizing speech sounds or handwritten characters than are the most sophisticated machines.
These facts suggest that a promising method for developing a theory ofhuman decision processes in identification or categorization is to study the decision processes of the optimal classifier-that is, of the device that maximizes identification or categorization accuracy. The optimal classifier has a number of advantages over any biological organism, so humans should not be expected to respond optimally. Nevertheless, one might expect humans to use the same strategy as the optimal classifier does, even if they do not apply that strategy with as much success.
The optimal classifier was first studied by R. A. Fisher more than 50 years ago (Fisher, 1936) and today its behavior is well understood (see, e.g., Fukunaga, 1990; Morrison, 1990) . Consider an identification or categorization experiment with response alternatives A and B. Because of the Poisson nature of light, even the optimal classifier must deal with trial-by-trial variability in the stimulus information. Suppose the stimulus values recorded by the optimal classifier, on trials when stimulus i is presented, are denoted by w 1 . Then the optimal classifier constructs a discriminant function h 0 (w 1 ) and responds A or B according to the rule:
The discriminant function partitions the perceptual space into two response regions. In one region [where h 0 (w~)< 01, response A is given. In the other region [where h 0 (w~)> 0], response B is given. The partition between the two response regions [where h 0 (w~)= 0] is the decision bound. The position and shape of the decision bound depends on the stimulus ensemble and on the exact distribution of noise associated with each stimulus. If the noise is normally distributed and the task involves only two stimuli, the optimal bound is always either a line or a quadratic curve.
3
Although identification and categorization are treated equivalently by the optimal classifier, in practice these two tasks provide insights about different components of processing. Identification experiments are good for studying the distribution of perceptual noise (Ashby & Lee, 1991) . This is because, with confusable stimuli, small changes in the perceptual distributions can have large effects on identification accuracy (Ennis & Ashby, in press ). In contrast, in most categorization experiments, overall accuracy is relatively unaffected by small changes in the perceptual distributions. Most categorization errors occur because the subject incorrectly learned the rule for assigning stimuli to the relevant categories. Thus, categorization experiments are good for testing the hypothesis that subjects use decision bounds.
In many categorization experiments, each category contains only a small number of exemplars (typically fewer than seven). Such a design is not the best for investigating the possibility that subjects use decision bounds, because with such few stimuli, many different bounds will typically yield identical accuracy scores. Ideally, each category would contain an unlimited number of exemplars and competing categories would overlap. In such a case, any change in the decision bound would lead to a change in accuracy.
Ashby and his colleagues (Ashby & Gott, 1988; Ashby & Maddox, 1990 , 1992 have reported the results of a number of categorization experiments in which the exemplars in each category had values on each stimulus dimension that were normally distributed. All experiments involved two categories and stimuli that varied on two dimensions. Representative stimuli are shown in Figure 1 . For example, in an experiment with the circular stimuli, on each trial a random sample is drawn from either the Category A or the Category B (bivariate) normal distribution. This specifies an order pair (v 11 , v 2~) . A circle is then presented with diameter v 1~a nd with a radial line of orientation v 2~. The subject's task is to determine whether the stimulus is a member of Category A or Category B. Feedback is given on each trial. In each experi- ment, Ashby and his colleagues tested whether each subject's A and B responses were best separated by the optimal bound 4 or by a bound predicted by one of several popular categorization models (e.g., prototype, independent decisions, and bilinear models). Although subjects did not respond optimally, the best predictor of the categorization performance of experienced subjects, across all the experiments, was the optimal classifier. When subjects responded differently than the optimal classifier, the bound that best described their performance was always of the same type as the optimal bound. Specifically, when the optimal bound was a quadratic curve, the best-fitting bound was a quadratic curve, and when the optimal bound was linear, the best-fitting bound appeared to be linear. These facts suggest that the notion of a decision bound may have some fundamental importance in human categorization. That is, rather than compute similarity to the category prototypes, or add the similarity to all category exemplars, perhaps subjects behave as the optimal classifier and refer directly to some decision bound. According to this view, experienced categorization (i.e., after the decision bound is learned) is essentially automatic. When faced with a stimulus to categorize, the subject determines the region in which the stimulus representation has fallen and then emits the associated response. Exemplar information is not needed; only a response label is retrieved. This does not mean that exemplar information is unavailable, however, because presumably exemplar information is used to construct the decision bound.
Although the data provide tentative support for the notion of a decision bound, the data also suggest that subjects do not respond optimally. A theory of human categorization must account for the fundamental suboptimalities of human perceptual and cognitive processes.
Decision bound theory assumes that subjects attempt to respond optimally but fail because, unlike the optimal classifier, humans (1) do not know the locations of every exemplar within each category, (2) do not know the true parameters of the perceptual noise distributions, (3) sometimes misremember or misconstruct the decision boundary, and (4) sometimes have an irrational bias against a response alternative.
The first two forms of suboptimality cause the subject to use a decision bound that is different from the optimal bound. Specifically, decision bound theory assumes that rather than using the optimal discriminant function h 0 (x~~) in the Equation 2 decision rule, the subject uses a suboptimal function h(x~1) that is ofthe same functional form as the optimal function (i.e., a quadratic curve when the optimal bound is a quadratic curve, and a line when the optimal bound is linear). The third cause of suboptimal performance in biological organisms is imperfect memory. Trial-by-trial variability in the subject's memory of the decision bound is called criterial noise. In decision bound theory, criterial noise is represented by the random variable e(normally distributed with mean 0 and variance a~), which is assumed to have an additive effect on the discriminant value h(x~~). A final cause of suboptimality is a bias against one (or more) response alternative. A response bias can be modeled by assuming that rather than compare the discriminant value to zero, as in the Equation 2 decision rule, the subject compares it to some value ô. A positive value of ô represents a bias against response alternative B.
In summary, decision boundtheory assumes that rather than use the optimal decision rule of Equation 2, the subject uses the following rule: < ô; then respond A if h(x~~) + e~= o; then guess > ô; then respond B As a consequence, the probabilityof responding A on trials when stimulus i is presented is given by
Several versions of this model can be constructed, depending on the form of the decision bound. In this article, we consider (1) the general quadratic classifier, (2) the general linear classifier, and (3) the optimal decision bound model (not to be confused with the optimal classifier discussed above). The three versions will be only briefly introduced here. More detailed derivations of each of these three models is given in Ashby and Maddox (in In an experiment with normally distributed categories, the optimal classifier uses a quadratic decision bound if stimulus variability within Category A differs from the variability within Category B along any stimulus dimension or if the two categories are characterized by a different set of covariances. The general quadratic classifier assumes that the subject attempts to respond optimally but misestimates some of the category means, variances, or covariances and therefore uses a quadratic decision bound that differs from the optimal.
With the two perceptual dimensions x 1 and x 2 , the decision bound of the general quadratic classifier satisfies h(x 1 ,x 2 ) = a 1 x~+ a 2 x~i+ a 3 x 1 x 2
for some constants a 1 , a 2 , a 3 , b 1 , b 2 , and c 0 . An important property of this model is that the effects of perceptual and criterial noise can be estimated uniquely. Separateestimates of perceptual and criterial noise have been obtained in the past (see, e.g., Nosofsky, 1983) , but these have required a comparison of performance across several different experiments.
Ifthe variability within Category A is equal to the variability within Category B along both dimensions, and if the two categories are characterized by the same covariance, then the decision bound of the optimal classifier is linear. The general linear classifier assumes that the subject makes the inference (perhaps incorrectly) that these conditions are true, so he or she chooses a linear decision bound; but because the category means, variances, and covariance are unknown, a suboptimal linear bound is chosen. The general linear classifier is a special case ofthe general quadratic classifier in which the coefficients a 1 , a 2 , and a 3 in Equation 5 are zero. At this point, decision bound theory makes no assumptions about categorization at the algorithmic level-that is, about the details of how the subject comes to assign responses to regions. There are a number of possibilities.S ome require little computation on the part of the subject. Specifically, it is not necessary for the subject to estimate category means, variances, covariances, or likelihoods, even when responding optimally. In this case, the (3) only requirement is that the subject be able to learn whether a given percept is more likely to have been generated by an exemplar from Category A or B.
EXEMPLAR THEORY Generalized Context Model Exemplar theory (see, e.g., Estes, 1986a Estes, , 1986b Smith & Medin, 1981) assumes that, on each trial of a categorization experiment, the subject performs some sort of global match between the representation of the presented stimulus and the memory representation of every exemplar of each category and chooses a response on the basis of these similarity computations. The assumption that the global matching operation includes all members of each press). category seems viable in the kinds of categorization tasks used in many laboratory experiments, because it is a common experimental practice to construct categories with only four to six exemplars. With natural categories, however, the assumption seems less plausible. For example, when one is deciding that a chicken is a bird, it seems unlikely that one computes the similarity of the chicken in question to every bird one has ever seen. Of course, if performed in parallel, this massive amount of computation may occur, but it certainly disagrees with introspective experience.
Perhaps the most widely known of the exemplar models is the GCM, developed by Medin and Schaffer (1978) and elaborated by Estes (l986a) and Nosofsky (1984 Nosofsky ( , 1986 . According to the GCM, the probability that stimulus i is classified as a member of Category A, P(A I i), is given by
wherej E C., represents all exemplars of Category J,~j,., is the similarity of stimulus i to exemplar j, and j3 is a response bias. The similarity~between a pair of stimuli is assumed to be a monotonically decreasing function of the psychological distance between point representations of the two stimuli. Thus, the GCM assumes no trialby-trial variability in the perceptual representation. The psychological distance between stimuli i andj is given bỹ
where w is the proportion of attention allocated to Dimension 1 and the nonnegative parameter c scales the psychological space. The parameter c can be interpreted as a measure of overall stimulus discriminability and should increase with increased exposure duration or as subjects gain experience with the stimuli (Nosofsky, 1985 (Nosofsky, , 1986 . The exponent r 1 defines the nature of the distance metric. The most popular cases occur when r = 1 (cityblock distance) and when r = 2 (Euclidean distance).
Two specific functions relating psychological distance to similarity are popular. The exponential decay function assumes that the similarity between stimuli i andj is given by (e.g., Ennis, 1988; Nosofsky, l988a; Shepard, 1957 Shepard, , 1964 Shepard, , 1986 Shepard, , 1987 = exp (-d~~) . In contrast, the Gaussian function assumes (e.g., Ennis, 1988; Ennis, Mullen, & Frijters, 1988; Nosofsky, l988a; Shepard, 1986 Shepard, , 1987 Shepard, , 1988 ) that = exp(-d~). In most applications of the GCM, the exponential similarity function is paired with either the city-block or the Euclidean distance metric or else the Gaussian similarity function is paired with the Euclidean metric (e.g., Nosofsky, 1986 Nosofsky, , 1987 . The GCM has accounted successfully for the relationship between identification, categorization, and recognition performance with stimuli constructed from both separable and integral dimensions under a variety of different conditions (see Nosofsky, 1992 , for a review).
A Deterministic Exemplar Model
The act of categorization can be subdivided into two components (see, e.g., Massaro & Friedman, 1990) . The first involves accessing the category information that is assumed relevant to the decision-making process, and the second involves using this information to select a response. The decision bound model and the GCM differ on both of these components. First, the decision bound model assumes that the subject retrieves the response label associated with the region in which the stimulus representation falls, whereas the GCM assumes that the subject performs a global similarity match to all exemplars of each category. Second, the decision bound model assumes a deterministic decision process (i.e., Equation 3), whereas the GCM assumes a probabilistic decision process (i.e., Equation 6) that is described by the similaritychoice model of Luce (1963) and Shepard (1957) . In a deterministic decision process, the subject always gives the same response, given the same perceptual and cognitive information. In a probabilistic process, the perceptual and cognitive information is used to compute theprobability associated with each response alternative. Thus, given the same information, sometimes one response is given and sometimes another. A poor fit of one model relative to the other could be attributed to either component. Thus, it is desirable to investigate a model that differs from both the GCM and the decision bound model on only one of these two components.
Probabilistic versions of the decision bound model could be constructed and so could deterministic versions of exemplar theory. As we will see in the next section, however, the data seem to support a deterministic decision process, and for this reason, it is especially interesting to examine a deterministic version of exemplar theory. Nosofsky (1991) proposed a deterministic exemplar model in which the summed similarity of the probe to all exemplars of each category are compared and the response associated with the highest summed similarity is given. (8) This model, however, does not contain the (3CM as a special case. Ashby and Maddox (in press) proposed a deterministic exemplar model in which the relevant category information is the log of the summed similarity of the probe to all exemplars of each category. Specifically, (9) the model assumes that the subject uses the decision rule
where~represents the summed similarity of stimu-
us ito all members of Category J. The log is important because the resulting model contains the GCM as a special case. With criterial noise and a response bias 5, the Equation 10 decision rule becomes
where the subject is biased against B if S < 0. Now, if ehas a logistic distribution with a mean of 0 and variance al, then the probability of responding A given stimulus i can be shown to equal (Ashby & Maddox, in press )
where Thus, this model is equivalent to the GCM when -y = 1. In other words, the GCM can be interpreted as a deterministic exemplar model in which the criterial noise variance cr~= ir 2 /3.
The 'y parameter indicates whether response selection is more or less variable than is predicted by the GCM.
If -y < 1, the transition from a small value of P(A I i) to a large value is more gradual than is predicted by the (3CM; response selection is too variable. If -y > 1, response selection is less variable than the GCM predicts.
MODEL FITTING AND TESTING
When testing the validity of a model with respect to a particular data set, one must consider two problems. The first is to determine how unknown parameters will be estimated; the second is to determine how well the model describes ("fits") the data. The method ofmaximum likelihood is probably the most powerful method (see Ashby, 1992b; Wickens, 1982) .6 Consider an experiment with Categories A and B and a set of n stimuli, S~,S 2 . . S~.For each stimulus, a particular model predicts the probabilities that the subject will respond A and B, which we denote by P(A I 5) and P(B I 5,), respectively. The results of an experimental session are a set of n responses, r 1 , r 2 , . . ., r,~, where we arbitrarily set r~= 1 if response A was made to stimulus i and r, = 0 if response B was made. According to the model, and assuming that the responses are independent, the likelihood of observing this set of n responses is Maximum likelihood estimates are also convenient when one wishes to evaluate the empirical validity of a model. For example, under the null hypothesis that the model is correct, the statistic G 2 = -2lnL(r) has an asymptotic chi-square distribution with degrees of freedom equal to the number of experimental trials (n) minus the number of free parameters in the model. Rather than assess the absolute ability of a model to account for a set of data, it is often more informative to test whether a more general model fits significantly better than a restricted model. Consider two models, M 1 and M 2 .
) in the sense that M 1 can be derived from M 2 by setting some of the free parameters in M 2
to fixed values. Let G~and G~be the goodness-of-fit values associated with the two models. Because M 1 is a special case of M 2 , note that Gcan never be larger than GL If Model M 1 is correct, the statistic G~-G~has an asymptotic chi-square distribution with degrees of freedom equal to the difference in the number of free parameters between the two models. Using this procedure, one can therefore test whether the extra parameters of the more general model lead to a significant improvement in fit (see Wickens, 1982 , for an excellent overview of parameter estimation and hypothesis testing using the method of maximum likelihood).
The G 2 tests work fine when one model is a special case of the other. For example, G 2 tests can be used to determine whether the extra parameters of the general quadratic classifier provide a "significant" improvement in fit over the general linear classifier. One goal of this article, however, is to test models that are not special cases of one another (i.e., models that are not nested), such as the proposed comparisons between the exemplar and decision bound models. Fortunately, a goodness-of-fit statistic called Akaike's (1974) information criterion (AIC) has been developed that allows comparisons between models that are not nested, such as the exemplar and decision bound models. The AIC statistic, which generalizes the method of maximum likelihood, is defined as
where Nĩs the number of free parameters in Model Mã nd lnLĩs the log likelihood of the data as predicted by Model i after its free parameters have been estimated via maximum likelihood. By including a term that penalizes a model for extra free parameters, one can make a comparison across models with different numbers of parameters. The model that provides the most accurate account of the data is the one with the smallest AIC. (See Sakamoto, Ishiguro, & Kitagawa, 1986 , or Takane & Shibayama, 1992 , for a more thorough discussion of the minimum AJC procedure.)
APPLICATION 1 NORMALLY DISTRIBUTED CATEGORIES
This section reports the results of fitting decision bound and exemplar models to the data from five experiments with normally distributed categories. In each experiment, stimuli like those shown in Figure 1 were used. The dimensions of the rectangles (height and width) have been found to be integral (e.g., Garner, 1974; Wiener-Erlich, 1978) , whereas the dimensions of the circles (size and orientation) have been found to be separable (Garner & Felfoldy, 1970; Shepard, 1964) . In all experiments, each category was defined by a bivariate normal distribution. Such distributions can be described conveniently by their contours of equal likelihood, which are always circles or ellipses. Although the size of each contour is arbitrary, the shape and location conveys important category information. The center of each contour is always the category prototype (i.e., the mean, median, or mode), and the ratio formed by dividing the contour width along Dimension 1 by the width along Dimension 2 is equal to the ratio of the standard deviations along the two dimensions. Finally, the orientation of the principle axis of the elliptical contour provides information about the correlation between the dimensional values.
Data Sets 1 and 2: Linear Optimal Decision Bound
The contours of equal likelihood that describe the categories of the first two data sets are shown in Figure 2 . Note that, in both experiments, variability within each category is equal on the two dimensions, and the values on the two dimensions are uncorrelated. In both experiments, the optimal stimulus bound (represented by the broken line in Figure 2 ) is linear (v 2 = v 1 and v 2 = 450 -v 1 , for the first and second experiments, respectively, where v 1 corresponds to the width or size dimension, and v 2 corresponds to the height or orientation dimension). A subject perfectly using the optimal bound would correctly classify 80% of the stimuli in each experiment. 7
Six subjects participated in each experiment, 3 with the rectangular stimuli (Condition R; see Figure la ) and 3 with the circular stimuli (Condition C; see Figure lb) . At the beginning of every experimental session, each subject was shown the stimulus corresponding to the Category A and Category B distribution means, along with their category labels. Each of these stimuli were presented 5 times each in an alternating fashion, for a total of 10 stimulus presentations. This was followed by 100 trials of practice and then 300 experimental trials. Feedback was given after every trial. Only the experimental trials were included in the subsequent data analyses. The exact experimental methods were identical to those described by Ashby and Maddox (1992, Experiment 3) . All subjects using the circular stimuli completed three experimental sessions. For the rectangular stimuli, 2 subjects from Experiment 1 completed two sessions and 1 subject completed one session, whereas the 3 subjects from Experiment 2 completed four, two, and three sessions, respectively. All subjects achieved at least 75% correct during their last experimental session.
Three decision bound models were fit to the data from each subject's last experimental session: the general linear classifier, the optimal decision bound model, and the gen- eral quadratic classifier. Each model assumed that the amount of perceptual noise did not differ across stimuli or stimulus dimensions. In both experiments, exemplars from each category were presented equally often, so there was no a priori reason to expect a response bias toward either category. Thus, the response bias was set to zero in all three models. The general linear classifier has three free parameters: a slope and intercept parameter that describe the decision bound, and one parameter that represents the combined effect of perceptual and criterial noise.
8 Because the optimal decision bound model uses the decision bound of the optimal classifier, the slope and intercept are constrained by the shape and orientation of the category contours of equal likelihood; thus, the model has only one free parameter, which represents the sum of the perceptual and criterial noise (see Note 8). The generalquadratic classifier has seven parameters: five of the six parameters in Equation 5 (one can be set to 1.0 without loss of generality), a perceptual noise parameter, and a criterial noise parameter.
In both experiments, the optimal classifier uses a linear decision bound, and thus decision bound theory predicts that subjects will use some linear decision bound in both experiments. If the theory is correct, the extra parameters of the general quadratic classifier should lead to no significant improvement in fit. Goodness-of-fit tests ((32) strongly supported this prediction. For 10 of the 12 subjects, the three-parameter general linear classifier and the seven-parameter general quadratic classifier yielded identical G 2 values. For the other 2 subjects (both from Experiment 2), the general quadratic classifier provided a slightly better absolute fit to the data, but in both cases, the improvement in fit was not statistically significant (p > .25). In order to determine the absolute goodnessof-fit of the general linear classifier, G 2 tests were performed between the general linear classifier and the "null" model (i.e., the model that perfectly accounts for the data). For all 12 subjects, the G 2 tests were not statistically significant (p > .25). (In other words, the null hypothesis that the general linear classifier is correct could not be rejected.) In addition, for 9 of the 12 subjects, the fits of the general linear classifier were significantly better (p < .05) than those for the optimal decision bound model. Thus, these analyses strongly support the hypothesis that subjects used a suboptimal decision bound that was of the same form as the optimal bound (in this case, linear). The DEM has four parameters in this application: a scaling parameter c; a bias parameter B and attention parameter w, and the response selection parameter -y (see Equations 7 and 12). The GCM has only the first three of these free parameters (-y = 1 in the GCM). Three versions of each model were tested. One version assumed city-block distance and an exponential decay similarity function; one version assumed Euclidean distance and a Gaussian similarity function; and the third assumed Euclidean distance and an exponential similarity function. Krantz and Tversky (1975) suggested that the perceptual dimensions of rectangles may be shape and area rather than height and width. A transformation from the dimensions of height and width to shape and area is accomplished by rotating the height and width dimensions by 45°.In order to test the shape-area hypothesis, versions of the GCM and DEM that included an additional free parameter corresponding to the degree of rotation were also applied to the data.
9 The resulting models, which we call the
GCM(O) and DEM(O)
, were fitted to the data by using the three distance-similarity function combinations described above. The details of the fitting procedure are described in the Appendix. Of the three distance-similarity function combinations tested, the Euclidean-Gaussian version of the GCM and GCM(O) provided the best account of the data for both the rectangular (8 of 12 cases) and circular (10 of 12 cases) stimuli. The Euclidean-Gaussian version ofthe DEM and DEM(O) provided the best account of the data for the circular stimuli (11 of 12 cases), and the Euclidean-exponential version fitted best for the rectangular stimuli (9 of 12 cases). In general, the fits of the GCM [and GCM(O) ] are worse than those for the DEM [and DEM(O) ]. In fact, the DEM fits better than the GCM(O) for 11 of the 12 subjects, suggesting that the GCM is more improved by the addition of the y parameter (a parameter associated with the decision process) than by the addition of the 0 parameter (a parameter associated with the perceptual process). The poor performance of the (3CM [and GCM(0)] apparently occurs because response selection was less variable than predicted by these models; a fact that is reflected in the estimates of the DEM's y parameter. Table 2 presents the median -y estimates for the best-fitting DEM and DEM(0) from Table 1 . As predicted, in every case the median y 1. The y values are quite large for Data Set 1, espe- cially for the rectangular stimuli. As one might expect, given this result, the difference in goodness of fit between the DEM and GCM(O) is also quite large in Data Set I.
Two important conclusions can be drawn from these data. First, the superior fits of the general linear classifier and the DEM over the (3CM suggest that response selection is less variable than that predicted by the GCM, especially in Data Set 1. Second, when the optimal decision bound is linear, it is difficult to distinguish between the performance of a deterministic exemplar model and a decision bound model that assumes subjects use linear decision bounds in the presence of perceptual and criterial noise.
Data Sets 3-5: Nonlinear Optimal Decision Bound
If the amount of variability along any dimension or if the amount of covariation between any pair of dimensions differs for the two categories, then the optimal bound will be nonlinear (Ashby & Gott, 1988; Morrison, 1990) . To examine the ability of subjects to learn nonlinear decision bounds, Ashby and Maddox (1992) conducted three experiments using normally distributed categories. Both experiments involved two conditions: one with the rectangular stimuli (Condition R; see Figure la ) and one with the circular stimuli (Condition C; see Figure lb ). Four subjects participated in each condition. Each subject completed between three and five experimental sessions.
The contours of equal likelihood used in Data Sets 3-5 (Ashby & Maddox, 1992 , Experiments 1-3) are shown in Figures 3a-3c , respectively. Because the shape and orientation of the Category A and B contours of equal likelihood differ, the optimal bound is highly nonlinear (represented by the broken line in Figures 3a-3c) . A subject perfectly using this bound would correctly classify 90%, 78%, and 90% of the stimuli in Data Sets 3-5, respectively. In contrast, a subject perfectly using the most accurate linear bound would correctly classify 65%, 60%, and 75% of the stimuli in the three experiments, respectively. There were large individual differences in accuracy during the final session, but, for 23 of 24 subjects, accuracy exceeded that predicted by the most accurate linear bound. Accuracy ranged from 68% to 82%, 59% to 73%, and 81% to 91%, for Data Sets 3-5, respectively. Details of the experimental procedure and summary statistics are presented in Ashby and Maddox (1992) and will not be repeated here.
The three decision bound models described in the last section were fitted separately to the data from each subject's first and last experimental sessions. Decision bound theory predicts that the best-fitting model should be the general quadratic classifier because the optimal bounds are all quadratic.
With normally distributed categories, the optimal decision bound model and the general linear classifier are a special case of the general quadratic classifier, so G 2 tests were performed to determine whether the extra parameters of the general quadratic classifier led to a significant improvement in fit. These results, which are re- ported in Table 3 , confirm the superiority of the general quadratic classifier with these data.
There is evidence that 3 subjects in Data Set 3 used linear bounds during their first session, but, for the data from the last session, the general linear classifier is rejected in every case. The superiority of the general quadratic classifier over the optimal decision bound model jects who classified the rectangular and circular stimuli, respectively. The Euclidean-exponential version of the DEM [and DEM(0)} also provided the best fit for 38% suggests that, except for 2 subjects in Data Set 5, the sub-and 44% of the subjects who classified the rectangular jects did not use optimal bounds, and circular stimuli, respectively. Over the three data sets, the best fit clearly is provided Table 4 compares the goodness-of-fit values for the genby the general quadratic classifier. In fact, the null hy-eral quadratic classifier, and the Euclidean-exponential pothesis that this is the correct model could not be rejected version of the (3CM, DEM, GCM(0), and DEM(0). For for any of the subjects in their last session. For the first the data from the first session, the general quadratic classession, the model was rejected only for 3 subjects in sifier fits best in 16 of 24 cases, the DEM [or DEM(0)] In Data Sets 1 and 2, where the optimal decision bound was linear, the general linear classifier fits only slightly better than the DEM [or DEM(0)]. In fact, the average goodness-of-fit value of the general linear classifier was less than 3 AIC points better than the average goodnessof-fit value of the DEM. However, in Data Sets 3-5, where the optimal decision bound is nonlinear, the decision bound model enjoys a clear advantage over the DEM and DEM(0). For the data from the first experimental session, the average goodness-of-fit value of the general quadratic classifier is more than 20 AIC points better than the average value of the DEM [and about 14 AIC points better than the DEM (0)]. For the final experimental session, the general quadratic classifier betters the DEM by about 14 AIC points and the DEM(0) by about 10 AIC points. 10 As with Data Sets I and 2, the (3CM and GCM(0) fits are worse than the DEM [and DEM(0)] fits. However, a closer examination reveals that the largest discrepancy occurs in Data Set 4. One possible explanation for this result is that response selection is less variable in Data Set 4 than in Data Sets 3 and 5. Since larger values of -y are associated with less variability in response selection, this hypothesis predicts that the y values for Data Set 4 should be larger than those for Data Sets 3 and 5. Table 5 presents the median y estimates for the best-fitting DEM and DEM(0) from Table 4 . As predicted, the largest median -y values occurred in Data Set 4. Note also that in 9 of the 12 cases reported in Table 5 , the median y value increased from the first to the last experimental session.
Several important conclusions can be drawn from the quantitative analysis of Application 1. First, the (3CM was consistently outperformed by the DEM and by the decision bound model. Much of this disparity can be attributed to the fact that when the optimal decision bound was linear, response selection was less variable than predicted by the (3CM. When the optimal decision bound was nonlinear, both the (3CM and the DEM were outperformed by the decision bound model. One might ask why the DEM performed more poorly than the decision bound model when the optimal decision bound was nonlinear. One way to answer this question is to compare their respective P(A I x) = .5 contours [i.e., the set of all x for which P(A) = .51, under the assumption that no response bias exists. The points that make up this contour favor the two responsealternatives equally, in other words, they are equivocal with respect to category membership. As a result, we call such a contour the equivocality contour (Ashby & Maddox, in press ). In the decision bound model, the equivocality contour is the unbiased decision bound. In the exemplar model, the equivocality contour is the set of coordinates for which summed similarity to the two categories is equal (i.e., the set of all x satisfying~=~If the equivocality contours for the decision bound model and the exemplar model agree, then the performance of the models should be similar.
Median
As throughout this article, assume that the amount of perceptual noise is constant across all perceptual dimensions and is uncorrelated. Ashby and Maddox (in press; see also Nosofsky, 1990) showed that, under these conditions, there exist parameter values that allow the Euclidean-(3aussian exemplar models to mimic exactly the equivocality contour of the optimal decision bound model (in the perceptual space). Thus, if subjects respond optimally, it should be very difficult to discriminate between decision bound and exemplar models.
Although the equivocality contours for the optimal decision bound model and the Euclidean-Gaussian exemplar models are identical in the case of independent perceptual noise, the decision bound and exemplar models treat suboptimality differently. The exemplar models stress the importance of selective attention (i.e., the stretching and shrinking of the perceptual dimensions), which indirectly affects the equivocality contour. The decision bound model assumes that the subject operates on the decision bound directly. When the optimal bound is linear, as in Data Sets 1 and 2, manipulating attention is essentially equivalent to changing the decision bound slope and intercept. However, if the optimal bound is nonlinear, the effects of manipulating attention will be limited. In this case, the general quadratic classifier is more powerful than the exemplar models. Of course, if the direct action of the subject is one of selective attention, the extra power of the general quadratic classifier (in the form of extra free parameters) is wasted. The success of the generalquadratic classifier in Data Sets 3-5 supports the hypothesis that the decision bound is a fundamental construct of human categorization.
A second conclusion to be drawn from Application 1 is that the decision bound model consistently outperformed the (3CM and DEM. Of course, these results do not falsify exemplar theory. Although we tested an important class of exemplar models, other versions may have been more successful. We can conclude, however, that the decision bound models provide a viable alternative to the exemplar-similarity-based models of categorization.
One weakness of the present analysis is that some rather strong assumptions were needed about the mapping from the stimulus space to the perceptual space. When fitting the (3CM, it is common practice to first collect similarity judgments or identification responses on the stimulus ensemble and then to subject the data to some sort of multidimensional scaling (MDS) analysis. The coordinates of the stimuli from the MDS solution are then assumed to estimate the coordinates of the stimuli in the perceptual space of the categorization task (e.g., Nosofsky, 1986) .T his approach is untenable with normally distributed categories, owing to the unlimited number of exemplars. To test the decision bound model more completely, it is of interest to apply the model to data where this sort of MDSbased analysis was performed. Data of this sort are examined in Application 2, to which we turn now.
APPLICATION 2 NONINORMALLY DISTRIBUTED CATEGORIES
This section compares the performance of the decision bound model with that of the (3CM and DEM at predicting categorization data from experiments in which the category exemplars are not normally distributed and contain only a small number of exemplars. Two data sets collected by Nosofsky (1986 Nosofsky ( , 1989 were chosen. In both cases, the complete stimulus ensemble consisted of 16 circles of the type shown in Figure 1 (constructed by combining factorially 4 levels of each dimension). All categorization conditions involved two categories with four exemplars each. Thus, the training ensemble contained 8 stimuli. Feedback was given on each trial. After categorization accuracy reached a criterion level, the ensemble was enlarged to include all 16 stimuli (the additional 8 stimuli were termed "transfer" stimuli by Nosofsky, 1986) .
In the Nosofsky (1986) experiment, 2 highly practiced subjects participated in a large number of identification sessions, followed by several sessions of categorization. Because decision bound theory is a theory of the performance of individual subjects, these data are highly appropriate as a test of the theory. The second data set (Nosofsky, 1989) , which consists of data averaged across a large number of inexperienced subjects, is less appropriate for testing decision bound theory, but will serve to test the theory's generalizability.
In the Nosofsky experiments (1986 Nosofsky experiments ( , 1989 , decision bound theory predicts that the optimal decision bound is neither a linear nor a quadratic function of the dimensional values. Even so, it seems reasonable to assume that subjects might use linear or quadratic bounds in these experiments. This is because it has been hypothesized that the multivariate normal distribution provides a good model of many natural categories (Ashby, 1992a ; see also Fried & Holyoak, 1984) , and with normally distributed categories, the optimal decision bound is always linear or quadratic. Thus, if humans frequently categorize at nearoptimal levels, they will have much experience with linear and quadratic bounds. Ifso, it makes sense that they would use these bounds when confronted with the artificial categories constructed by Nosofsky (1986 Nosofsky ( , 1989 . We begin by describing the general method used in fitting the various models and then turn to the model comparisons.
General Method
Application of the exemplar models is straightforward. The MDS solution derived from the identification conditions of Nosofsky (1986 Nosofsky ( , 1989 will be used in conjunction with Equations 6, 7, 9, and 12 to generate predicted response probabilities. Following Nosofsky (1986 Nosofsky ( , 1989 , the Euclidean distance metric and Gaussian similarity function are assumed. Two augmented versions of the (3CM and DEM were applied to the data as well. The first, proposed by Ashby and Maddox (in press), allowed for oblique perceptual dimensions. The second allowed the scaling constant c (from Equation 7) to differ for training and transfer stimuli. One hypothesis is that experience with category exemplars increases their perceptual dissimilarity (Nosofsky, 1986) . If so, c should be larger for training than for transfer stimuli. In many cases, the goodness-of-fit values for these two models were worse than those for the standard (3CM and DEM. When the goodness of fit was improved, however, inclusion of these models never affected the qualitative results (see Tables  6 and 9) , so they will not be discussed further.
When applying the decision bound model, the MDS coordinates Nosofsky (1986 Nosofsky ( , 1989 obtained from the identification confusions were used as estimates of the perceptual means (i.e., x, from Equation 1). As in Application 1, perceptual variability was assumed to be constant across dimensions, and to be uncorrelated. Thus, only one perceptual variance parameter was estimated. This is the simplest perceptual representation allowed in decision bound theory, and in light of the results of Ashby and Lee (1991; see Figure 6, p. 161) , it is surely incorrect. We chose this perceptual representation for two reasons. First, Ashby and Perrin (1988) showed that these distributional assumptions produce a dissimilarity metric that is equivalent to the measure used by the (3CM and DEM when equal amounts of attention are allocated to each stimulus dimension (i.e., when w = .5; see Equation 7). Nosofsky (1986 Nosofsky ( , 1989 argued that it is necessary to incorporate selective attention components (at least within the framework of the exemplar-similarity model) in order to predict data from several of the "dimensional" (i.e., size and angle) categorization conditions (Nosofsky, 1986 (Nosofsky, , 1989 see Figures 4-6 in the present paper). This selective attention manifests itself as a stretching of distance relations along the attended dimension, and a shrinking of distance relations along the unattended dimension. Lee (1991, 1992) argue that data in these "dimensional" categorization conditions can be accounted for equally well (at least within a framework of the decision bound model) without postulating any stretching or shrinking of distance relations (i.e., selective attention), but rather by acknowledging the different decision bounds required for identification and categorization. The fact that the decision bound model we propose predicts identical similarity relations as the (3CM with no selective attention allows a test of this hypothesis. Second, such a simple perceptual representation forces the decision bound to account for most of the variance in the data. Therefore, this is a good method for testing the hypothesis that the decision bound is of fundamental importance in predicting asymptotic categorization performance.
Data Set 6: Nosofsky (1986) The stimulus dimensions used by Nosofsky (1986) were the same as those shown in Figure lb , except that only the upper half of the circle and radial line were presented (see Nosofsky, 1989, Figure 2 , for an example). Sixteen stimuli were constructed from the factorial combination of 4 levels of circle size and 4 levels of orientation of the radial line. Two subjects participated in a large number of identification sessions, followed by several sessions of categorization.
In the categorization conditions, 4 stimuli were assigned to Category 1 and a different 4 were assigned to Category 2. During the training phase of the experiment, any of these 8 stimuli could appear on a given trial and corrective feedback was provided following the subject's response. During the transfer phase of the experiment, all 16 stimuli were included, and subjects were given corrective feedback only when a training exemplar was presented. The data of interest are those collected during the transfer phase only.
The following four categorization conditions, illustrated in Figure 4 (ignore the line or curve, which will be discussed later), were utilized. (1) Size: Category 1 exemplars were small in size, whereas Category 2 exemplars were large in size. (2) Criss-cross: Category 1 contained exemplars with large size/small angle or small size/large angle, whereas Category 2 contained exemplars with large size/large angle or small size/small angle. gory 2 contained exemplars that fell above the line. In Figure 4 , each training exemplar is labeled with a 1 or 2, depending on its category membership. Table 6 presents the goodness-of-fit values for the (3CM, DEM, general quadratic classifier, and general linear classifier for each subject and categorization condition. The (3CM provides the best fit for Subject 1 in the dimensional condition, but in the seven other applications, a decision bound model provides the best account of the data, In the criss-cross, interior-exterior, and diagonal conditions, the decision bound model performed substantially better than the (3CM or DEM. In fact, across both subjects, the average fit value in these three conditions was 115.4, 204.2, and 186.4 for the decision bound model, the (3CM, and the DEM, respectively. 12 Table 7 presents the observed probability of responding "1" for each of the 16 stimuli by subject and condition. In addition, the predicted probability of responding "1" is presented below the observed response probabilities for the best-fitting decision bound model, (3CM, and DEM, respectively. Figures 4 and 5 present the MDS coordinates for each stimulus and the decision bound predicted by the best-fitting decision bound model for each subject in each categorization condition.
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Model Fits and Comparisons
The predictions of the three models are most dissimilar for the criss-cross and interior-exterior conditions, so we will examine these conditions in greater detail. For purposes of elaboration, the stimuli can be numbered from 1 to 16. The numbering scheme for the stimuli is presented in Table 8 .
First, consider the interior-exterior condition. Stimuli 3, 5, 12, and 14 are all exemplars of Category 2, and they all have approximately the same similarity relations to the exemplars of Category 1. Therefore, exemplar models predict that accuracy should be nearly equal for these slimuli, a prediction that is not supported by the data. The average accuracy for Stimuli 3, 5, and 12 was 72%, but for Stimulus 14 it was only 50%. As a consequence, the exemplar models failed badly for Stimulus 14. The (3CM predicted an average accuracy to Stimulus 14 of 72%, and the DEM predicted 67%. In contrast, the decision bound model successfully predicted the low accuracy to Stimulus 14. (The decision bound model predicted an average accuracy of 51 %.) It did this by assuming that the decision bound passed close to the mean of the Stimulus 14 perceptual distribution.
Next, consider the criss-cross condition. For each of the transfer stimuli, the two nearest training exemplars are always from the same category, and the average observed probability with which the subjects assigned these stimuli to the same category as these nearest neighbors was .755. The exemplar models can account for these high observed probabilities, but if they do, they must predict that accuracy is near chance for training Stimuli 6, 7, 10, and 11. This is because these stimuli have the property that the two nearest training exemplars are from the contrasting category. Exemplar models predict that if the response probabilities of transfer stimuli are dominated by the category membership of their nearest neighbors, it must make the same predictions for training stimuli. In fact, average accuracy for responses to Stimuli 6, 7, 10, and 11 was 67.5% but the (3CM predicted an average accuracy of only 55.5%. In contrast, the decision bound model predicted an average accuracy for responses to Stimuli 6, 7, 10, and 11 of 65.5%.
These results agree with those from Application 1. When the best-fitting decision bound was linear (or nearly linear), the goodness-of-fit difference between the exemplar and decision bound models was small. However, when the best-fitting decision bound was highly nonlinear (as in the criss-cross and interior-exterior conditions), the decision bound model fitted substantially better than the exemplar models.
There is good evidence that both subjects responded suboptimally in this experiment.
13 Suppose that they used a suboptimal decision bound. The only way the exemplar models can account for this fact is by unifornily expanding or contracting the space (by manipulating the parameter c), by stretching or shrinking one of the perceptual dimensions (by manipulating the attention weight w), or by changing the intercept of the P(A) = .5 contour (by manipulating the responsebias~3). If the subject's bound Note-Rows correspond to stimuli and columns to categorization conditions. Top row: observed probability of responding "1." Second row: predicted probability of responding "1" for the bestfitting decision bound model. Third row: predicted probability of responding "1" for the 0CM. Bottom row: predicted probability of responding "1" for the DEM.
Nosofsky ( Table 8 Numbering Scheme for Stimuli From Application 2, Data Sets 6 and 7 (Nosofsky, 1986 (Nosofsky, , 1989 is linear, these transformations will be effective, but if the bound is highly nonlinear, these transformations will often be too crude.
Data Set 7: Nosofsky (1989) Our final empirical application is to the categorization data collected by Nosofsky (1989) . The stimulus dimensions used by Nosofsky (1989) were identical to those from the 1986 study, although the actual stimuli were somewhat more discriminable. The experimental procedure was the same, but with three important exceptions. First, a large number of subjects were run, and different subjects participated in the identification and categorization conditions. Second, each subject received little training (only one experimental session). Finally, the data were collapsed across subjects. In addition, the interior-exterior condition was replaced with another dimensional condition in which angle was relevant (see Figure 6) .
The fact that the categorization data were averaged across subjects causes problems for the decision bound models, because decision bound theory is a theory of individual categorization performance. The theory assumes that the experienced subject utilizes a fixed decision bound and that trial-by-trial fluctuations in performance are due to the effects of perceptual and criterial noise. If 2 subjects each use a linear bound with a different slope, the averaged data will be inconsistent with any linear (or quadratic) bound. In fact, the averaged data will be consistent with decision bound theory only in the special case in which each subject uses a bound that is a simple intercept shift of the others. In this case, the intercept shifts will be absorbed into the criterial and perceptual noise parameters. In the simpler categorization conditions, such as the dimensional (size and angle) conditions, it seems plausible that subjects will use bounds of the same shape -Nosofsky (1986 -Nosofsky ( , 1989 for the specific size and angle values. .1
Note
ANGLE Table 10
Observed and Predicted Probability of Responding "1" by Subject and Categorization Condition for Nosofsky (1989) but with simple intercept shifts, and so the decision bound models should do better in these conditions than in the criss-cross and diagonal conditions. Certainly, though, we expect performance of the decision bound models to be poorer when the data are averaged across subjects. Table 9 presents the goodness-of-fit values for the (3CM, DEM, general quadratic classifier, and general linear classifier for each categorization condition. The (3CM provides the best fit for the criss-cross and diagonal conditions, and the general linear classifier provides the best fit for the two dimensional (size and angle) conditions. Table 10 presents the observed probability of responding "1" for each of the 16 stimuli by subject and condition. In addition, the predicted probability of responding "1" is presented (below the observed probabilities) for the best-fitting decision bound model (general quadratic classifier or general linear classifier), (3CM, and DEM, respectively. Figure 6 presents the MDS coordinates for each stimulus and the best-fitting decision bound for each categorization condition.
Model Fits and Comparisons
The modeling results for Nosofsky (1989) differ in several important ways from the results for Nosofsky (1986) . First, the DEM never fit the Nosofsky (1989) data better than the (3CM. This result suggests that response selection was neither more nor less variable than predicted by the (3CM. The y values, which ranged from .98 for the angle condition to 1.28 for the criss-cross condition, support this hypothesis. In contrast, the DEM provided a better fit than did the (3CM in several of the Nosofsky (1986) conditions (see Table 6 ). In each of these cases, the -~' values differed considerably from -y = 1 (Subject 1, crisscross, 'y = .21, interior-exterior, -y = 3.07; Subject 2, interior-exterior, -y = 1.57, diagonal, -y = 1.51). In light of these results, it is likely that the Nosofsky (1989) results are due to the small amount of training given each subject, to the fact that the data were averaged across subjects, or to some combination of both.
Second, in each condition, the goodness-of-fit values for the best-fitting exemplar and decision bound models Note-Rows correspond to stimuli and columns to categorization conditions. Top row: observed probability of responding "I." Second row:
predicted probability of responding "1" for the best-fitting decision bound model. Third row: predicted probability of responding "I" for the 0CM. Bottom row: predicted probability of responding "I" for the DEM.
are very similar. The biggest difference occurs in the angle condition, where the goodness-of-fit value of the general linear classifier is 10.1 AIC points better than the goodness-of-fit value of the (3CM. This difference is substantially smaller than the differences observed in the Nosofsky (1986) experiment, where the best and worst AIC values differed by as much as 100 or more points. Third, the exemplar models fit the averaged data from the criss-cross and diagonal conditions (i.e., the Nosofsky, 1989 data) better than the single subject data from these same two conditions (i.e., the Nosofsky, 1986 data). For the decision bound models, however, the fits were similar for the averaged and single subject data sets. For the dimensional (size and angle) conditions, each of the models fit the averaged data about as well as the single subject data. This suggests that in complicated categorization tasks (such as the criss-cross and diagonal conditions), exemplar models may fit data averaged across subjects better than the data of any single subject.
Finally, the fact that the decision bound model accounted for the two dimensional (size and angle) categorization conditions better than the 0CM or DEM supports the claim that, at least within the framework of a decision bound approach to categorization, shifts in the decision bound are more importantthan shifts in selective attention. However, it is possible, as suggested by Nosofsky (1989; see also Ashby & Lee, 1992; Nosofsky & Smith, 1992) , that other decision bound models, which assume selective attention shifts (see Nosofsky, 1989, Figure 7, p. 288 ) might also provide good fits to these data.
SUMMARY AND CONCLUSIONS
The goal of this article was to develop and test a decision bound theory of categorization by: (1) applying the model to data from normal, as well as nonnormally distributed categories, and (2) comparing the performance of the model with a currently popular exemplar model of categorization. In Application 1, the models were fit to data from five categorization experiments (36 subjects total). In every experiment, the category exemplars were normally distributed and each subject was given extensive training. The performance of the decision bound model was compared with the currently popular and widely tested (3CM (see Nosofsky, 1992 , for an extensive review) and with a deterministic exemplar model (DEM; Ashby & Maddox, in press ) that contains the (3CM as a special case, but includes a parameter that allows it to predict data in which response selection is either more or less variable than what is predicted by the 0CM. When the optimal decision bound was linear, the DEM and a decision bound model (the general linear classifier) provided nearly equivalent accounts of the data, and they both significantly outperformed the (3CM. When the optimal decision bound was highly nonlinear, both the (3CM and the DEM were outperformed by a decision bound model that postulated quadratic decision bounds. Taken together, these results suggest (1) that the poor performance of the (3CM is due partly to the fact that it postulates a probabilistic rather than a deterministic decision rule, and (2) that the exemplar models have only a limited ability to account for suboptimal performance. In particular, they are inferior to the decision bound model at accounting for complex suboptimalities.
In Application 2, we began a preliminary investigation of the ability of the decision bound models to account for categorization data in which the exemplars from each category were not normally distributed. When applied to data in which single subjects were given extensive training (Nosofsky, 1986) , the decision bound model provided excellent accounts of the data, and in many cases it significantly outperformed the (3CM and DEM. When applied to data that were averaged across subjects, each of whom received little training, the performance of the decision bound model was still quite impressive, especially when applied to data from conditions in which only one stimulus dimension was relevant.
Future research could extend the present work in a number of directions. First, it would be interesting to expand the type of analysis presented in Application 2 to other categorization conditions and stimulus dimensions. Second, it would be of interest to examine the tradeoff between parameters associated with perceptual and decisional processes. Throughout this article, we assumed a very restricted perceptual representation. Although this was appropriate for the goals of the article and yielded good accounts of the data, it is possible that models with more general perceptual representations might provide better fits to the present data sets and might be necessary to predict data from other experiments, especially those involving highly confusable stimuli. 
NOTES
1. It may be inaccurate to define a nonlinear mapping from the physical space to the perceptual space as a misperception ofthe true dimensional values. Although it is true that a psychophysical mapping ofthis sort may yield a dimensional representation that differs from the physical dimensions of the stimulus, it is generally assumed (e.g., Stevens, 1975 ) that this mapping is one to one. In other words, each set of physical coordinates corresponds to a unique set of perceptual coordinates. Perceptual noise, on the other hand, is assumed to have a one-to-many mapping (i.e., each presentation of the same stimulus yields a unique perceptual effect).
2. Throughout this article we assume that perceptual noise, represented by the random variable e~, is multivariate normally distributed with mean 0 and variance o~,.
3. With normally distributed categories, the optimal decision bound is always quadratic. In 2 dimensions, the general quadratic equation is written h,(w, , and a 3 are zero, h 0 (w 1 ) is linear. 4. In the Ashby and Gott (l988) and Ashby and Maddox (1990) experiments, the optimal bound was linear. In the Ashby and Maddox (1992) experiments, the optimal bound was a quadratic curve.
5. An example is Busemeyer and Myung's (1992) rule competition model, which is composed of two parts. The first is an adaptive network model that describes how individuals choose different types of decision bounds (e.g., linear or quadratic). The second part uses a "hill climbing" algorithm to predict how subjects learn to fine tune their decision rule by adjusting the decision bound parameters.
6. Maximum likelihood estimators have many desirable properties. First, they are always consistent. Second, if an efficient unbiased estimator exists, maximum likelihood estimation will generally find it.
7. When calculating the optimal bound for the circular stimuli, we arbitrarily assumed that one quarter of a semicircle (i.e., ir/4 radian) is psychologically equal to one quarter of the screen width (i.e., 250 pixels). If the subject assumes some other relation between the two dimensions, the optimal bound in the perceptual space will have some nonunit slope (see Ashby & Maddox, 1992 , for a fuller discussion of this point).
8. In the general linear classifier, the separate effects of perceptual and criterial noise cannot be estimated due to the nonidentifiability of these two parameters.
9. This transformation was accomplished by premultiplying the dimensional values by the matrix cos0 -sin 0 w = cos0 sinO 1w hich rotates the perceptual dimensions by 0°. 10. As in Data Sets I and 2, the general quadratic classifier was fit with the response bias parameter b 0, whereas the fits of the exemplar models include a bias parameter. It is possible that the fits of the exemplar models couldbe reduced by upto 2 AIC points ifone assumes no response bias (i.e., = .5). There were two cases in which the fit of the DEM(0) was within 2 AIC points of that for the general quadratic classifier. Refitting the data for these 2 subjects, under the assumption that fi = .5, did not improve the fit.
II. Tversky (1977) and many others have argued that this method of data analysis also involves strong (and, in general, untenable) assumptions about the mapping from the stimulus space to the perceptual space.
12. Because category base rates are equal in these data sets, it is possible, as in Application I, that assuming no response bias could improve the fit of the GCM and DEM. However, even if the bias and attention weight parameters were set equal to .5, the maximum improvement in fit would be 4 AIC points, which would not change any of the qualitative results in Table 6. 13. Ashby and Lee (1991) fitted the optimal decision bound model to these data. Although it performed somewhat better than the 0CM, the optimal model performed morepoorly than the suboptimal decision bound models of Table 6 .
APPENDIX Fitting the Exemplar Models
This appendix describes the specific techniques used in fitting the GCM, GCM(0), DEM, and DEM(0) to Application 1: Data Sets 1-5. Two considerations are important. First, one must determine whether repeated presentations of a given exemplar should lead to independent memory traces (e.g., Hintzman, 1986) or to a single memory trace. Exemplar models that assume independent memory traces are called token exemplar models, whereas those that assume a single memory trace are called type exemplar models. Because token models are frequency sensitive (Nosofsky, 1988b) and are thus more powerful, token exemplar models were fitted to the data. Second, one must decide which exemplars to include in the summed similarity computations. The answer to this question differed for the data from the first and last experimental sessions, so each is dealt with in turn.
First Experimental Session
Each experimental session consisted of5 presentations of the stimulus corresponding tothe Category A and B means (10 presentations total), 100 practice trials, and 300 experimental trials. Although the probability of responding Category A for stimulus i, P(A I i) was estimated for the 300 experimental trials only, it was assumed that a unique memory trace was formed for the 110 exemplars presented during the preexperimental learning sessions, and thus, these were included in the summed similarity computations. When estimating P(A i) on the ith experimental trial, all exemplars presented on Trials 1 through (i -1), as well as those presented during the preexperimental learning sessions, were included in the Equation 6 and 12 sums.
Final Experimental Session
Ideally, when fitting the exemplar models to the data from the last experimental session, one might like to include the memory trace of all exemplars encountered by the subject up to that point in the experiment. By the last trial of a fifth experimental session, however, a subject will have seen 2,049 exemplars. It seems plausible that at some sample size, predictions of the exemplar models will asymptote. The most efficient fitting algorithm uses the smallest sample size after asymptote occurs.
To determine the point at which additional exemplar information provided no improvement in fit, the data from 8 subjects (those with the highest and lowest accuracies from each experiment and each condition of Data Sets 3 and 4) were fit using a procedure where the similarity of stimulus i was taken with respect to all 410 exemplars from the last session. The AIC value for this model was compared with the AIC value for a model where the similarity was taken with respect to the 820 exemplars from the final and penultimate sessions. This procedure was repeated for the three versions of the GCM model (cityblock-exponential, Euclidean-Gaussian, and Euclideanexponential). The difference between the AIC for both methods was computed for each ofthe 24 cases (8 subjects x 3 versions). The mean AIC difference was -.044, the standard deviation was 3.013, and the range was -4.4 to 6. These results suggest exemplar information asymptotes at or before 410 samples, and so the similarity computations were taken with respect to the 410 exemplars during each subject's last experimental session.
The Local Minima Problem
To reduce the possibility of local minima in the exemplar model fits, a grid search ofthe parameter space was conducted.
For the GCM, 10 values of each parameter were chosen. The fit of the model was then recorded at each of these 1,000 (10x 10 x 10) locations, and the parameter values corresponding to the minimum of these 1,000 values were then used as starting values for the minimization routine. Because the 0CM is a special case of the GCM(O) and DEM, the best-fitting values from the GCM were used as starting values for the GCM(O) and DEM in a two-step procedure. First, the best-fitting parameters (c, w, and fi) were held constant, and the .y or 0 parameter (depending on the model) was left free to vary. Once the best fitting 'y or 0 parameter was obtained, all four parameters were left free to vary. A similar procedure was used for the DEM(O), but in this case, the best-fitting parameters from the DEM were used as starting values for the DEM(0) in a two-step procedure.
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