AbstractMelanoma is the deadliest kind of skin cancer. However, it's hard to identify melanoma during its early to mid stages by visual examination. So, there is a call for an automated model which assists in early diagnosis of skin cancer. This paper introduces an enhanced automated computer-aided model for skin diagnosis using deep learning. The model integrates an enhanced segmentation phase for locating the infected lesion of the skin and a Convolution Neural Network (CNN) is designed as a feature extractor. A classifier model has been designed based on multiclass linear Support Vector Machine (SVM) trained with CNN features extracted from the digital skin images dataset. The experimental results show an outstanding performance in the terms of sensitivity, specificity and accuracy compared with others in literature.
I. INTRODUCTION
Melanoma is considered the deadliest form of skin cancer [1] . This is because 75% of deaths associated with melanoma skin cancer [2] . In 2013, it is estimated that 76,690 people will be diagnosed with melanoma and 9,480 people will die of melanoma in the United States [3] . According to the statistical data from the World Health Organization (WHO) [4] , between 2 and 3 million non-melanoma skin cancers and 132,000 melanoma skin cancers occur globally each year. Due to recognizing the increasing in skin cancer, modern medical science is seeking to assist the dermatologists in their diagnosis without the need for special or expensive equipment. This model will help remote patient with fast and accurate diagnosis of their skin case.
The proposed model works by acquiring skin image, then apply some preprocessing techniques to improve the quality of the image and removing the skin parameters which may affect the skin images and will end with missing diagnosis. Improving the image quality by applying one of the morphological technique for thick hair removal. Then use a median filter to remove structure elements and very thin hair. Finally, the image is ready for segment the infected lesion from the skin image. Segmentation is one of the most important phases, Manuscript received June 19, 2016 ; revised September 20, 2016. as the resulting segmented lesion is used as an input to feature extraction and disease classification phases [5] . Existing well known feature including shape, color and texture sets combine many ad-hoc calculations and are unable to easily provide intuitive diagnostic reasoning. This paper presents the design and evaluation of a set of features for objectively detecting melanoma in an intuitive and accurate manner by applying deep feature extraction using pre-trained CNN. The last phase to classify skin infected lesion based on CNN features to train a multiclass SVM classifier.
The paper is organized as follows; Section 2 is a literature review about some of the related work done in computer-aided systems for skin diagnosis. Section 3 defines the deep learning, its functionality and how deep learning is suitable for biomedical applications. Section 4 details about the proposed model and the problem solving methodology. Section 5 presents some experimental results obtained from using the proposed approach and assesses its performance compared to the methods currently used. At last, Section 6 illustrates the conclusion of the paper by summarizing the study and by discussing possible directions for the future research.
II. LITERATURE REVIEW
The automated computer-aided skin diagnosis model is a three stage problem; the skin image capturing serves as input to segmentation phase to locate the infected skin lesion, then input the segmented lesion to feature extraction phase, and then the features extracted are fed into a classifier. The segmentation methods exploited by researchers include; region-based segmentation such as region growing method by automatic initialization of seed points [6] . Also texture segmentation proposed in [7] for locating skin lesion. The features extraction methods exploited by researchers include; set of High-Level Intuitive Features (HLIFs) introduced in [8] .
III. DEEP LEARNING
Deep learning is Machine learning technique that can learn useful features directly from images, text and sound [9] . Deep learning exploits many layers of non-linear information processing for supervised or unsupervised feature extraction and transformation, and for pattern analysis and classification. Deep Learning algorithms are largely motivated by artificial intelligence field, which attempt to emulate the human brain's ability to observe, analyze, learn, and make decisions [9] . Deep learning aims to emulate the hierarchical learning approach of the human brain to directly extract features from unsupervised data without human interference [9] .
The essence of deep learning is to compute hierarchical features or representations of the data, where the higher-level features are defined from lower-level ones. Also standard machine learning techniques don't really work well when applied directly to images because they ignore the structure and composition nature of an image. Deep learning learns and extract features automatically from image [9] . An interesting characteristic of this approach is that feature extraction is also considered as a part of the learning process.
The key to the success of many biomedical imaging processing is the features used to characterize the input images. A major limitation of the features widely used for biomedical imaging processing (such as Haar wavelet and histogram of oriented gradient (HOG)) is their inability to extract and organize salient information from the data. So by using deep learning with its automatically extracted features can solve the limitation of features in biomedical applications.
IV. THE PROPOSED MODEL IMPLEMENTATION
The proposed model seeks to design and develop a computer vision based system for segmentation and classification of skin lesions along with the extraction of discriminating set of features from skin lesions for efficient classification. The overview of the proposed model is shown in the Fig. 1 .
There are many challenges in dealing with the skin digital images that taken from a normal camera as it contains noises such as hair and air bubbles. These noises may lead to inaccuracy of the classification and model will give the wrong predication result. In order to avoid that, images are exposed to various image processing techniques. 
A. Image Enhancement and Preprocessing
Preprocessing is done to remove the background noises such as hair and air bubbles and other noises in the skin image. First use simple morphological closing operation with a disk-shaped structuring element. Based on the assumption that hair segments are thin structures, a simple morphological technique is applied; next, a hair mask is retained by using a global automatically threshold over the image intensity information. Each hair pixel from the resulted mask is replaced by an average mean of the neighbor's pixels as shown in Fig. 2 . Noise elimination and image smoothing done by using median filtering. Median filtering is used for reducing the effect of small organizations like thin hairs and air bubbles and finally ends up with a smooth image as shown in Fig. 3 . 
B. Region of Interest (ROI) Segmentation
Region of Interest (ROI) segmentation is one of the most important tasks in image processing and machine vision. Image segmentation methods can be broadly classified into three categories: Edge-based methods, Region-based methods and Pixel-based direct classification methods. In the proposed system, the pixelbased direct classification method is used for segmentation. This involves three major steps: convert color space, feature extraction and clustering.
1) Convert to HSV color space
Red, Green, Blue or RGB color space is not preferred for color based detection and color analysis because of mixing of color (chrominance) and intensity (luminance) information and its non uniform characteristics. Hue, Saturation, Value or HSV is a color space that describes colors (hue or tint) in terms of their shade (saturation or amount of gray) and their brightness (value or luminance). HSV color space representing color in a way similar to how human perception. The HSV color space provides an intuitive representation and approximates the way in which human perceive. As HSV color space composed of Hue; represents color tone (e.g.: red, pink and blue), Saturation; represents the amount of color (e.g.: bright) and Value; represents the amount of light (e.g.: dark and light). Fig. 4 show the effect of converting RGB skin images to HSV skin image and the corresponding H, S, and V channels. 
2) Texture feature of ROI region
There are two kinds of features that can be extracted from skin images color and texture. Some algorithms use color features only for segmentation. But lesion classification or clustering is difficult when relying solely on color features. Texture segmentation is a spatial arrangement of local intensity attributes which are correlated within areas of the visual scene corresponding to surface regions [10] . People are sensitive to three texture properties: repetition, directionality and complexity this indicated by Lohse [11] . The characteristic of texture repetition can be distinguished by its spatial frequency, and directionality by its orientation. So, texture segmentation requires simultaneous measurements in both the spatial and the spatialfrequency domains [11] . Gabor filters have the ability to perform the multi-resolution decomposition due to its localization both in spatial and spatial-frequency domain. A two dimensional Gabor function g(x,y) and its Fourier transform G(u,v) can be written as:
where , , and W is a constant of the highest frequency in the of the filter bank located at the center frequency of the filter bank [5] . In frequency domain this present a bandpass filter, where the bandwidth of the filter is controlled by the standard deviation of the Gaussian function and center frequency controlled by the frequency of complex sinusoid. There are number of bandpass filters with varying center frequencies, bandwidths, and orientations is bandpass filters, A Gabor filter bank having a number of controlled by the parameters of Gabor wavelets. An input image, when filtered by the set of Gabor wavelets g(x,y) is given as: (3) where is the filter response at the spatial location (x,y), m=1, 2, 3, ……., M is the number of scales and n=1, 2, 3,…….., N is the number of orientations. Manjunath et al. [12] consider that the mean and standard deviation of the magnitude of the filter responses are used to represent the region for classification as he assumed that local image regions are spatially homogeneous [5] . (4) (5) A feature vector is constructed using and components is known as the HT descriptor: 5 shows that the process applied to each channel in HSV color model to extract its texture features. In an image the low frequency components represent contrast and intensity, where as the high frequency components represents edges and sharp details present in the image. After extracting features from the image channels and then clustering of pixels in the feature space to produce the segmented image.
3) Region clustering using K-means The final step in ROI segmentation is using k-means to identify similar groups of pixels based on the texture features. K-means is clustering technique that attempts to find a specific number of clusters (K), which are represented by their centroids. First, select K initial centroids theses represent the temporary means of the clusters, where K here is equal to two (normal skin lesion, infected skin lesion) based on the texture feature evaluated using a Gabor feature extractor. Then the Euclidean distance from each object to each cluster computed, and each object is assigned to the closest cluster. Followed by calculating the new centroid for each cluster. Then repeat the calculation of Euclidean distance and mapping object to appropriate cluster N times where N is number of iteration repeated to minimize error.
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Pseudo code for the k-means clustering algorithm as following:
1. Place K points into the space represented by the objects that are being clustered. These points represent initial group centroids. 2. Assign each object to the group that has the closest centroid. 3. When all objects have been assigned, recalculate the positions of the K centroids. 4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into groups from which the metric to be minimized can be calculated. Fig. 6 shows a simple for segmented image after applying K-means to the extracted texture feature from Gabor filter to correctly segment infected lesion from the original skin image. Which means partitioning an image into different regions of similar textures based on a specified. 
C. Feature Extraction
Feature extraction is one of the most important phases of image processing which requires extensive domain knowledge to help in classification phase. Deep Convolutional Neural Networks (CNNs), a specific type of deep learning algorithm, overcome the problem in traditional machine learning algorithms which required manual feature extraction before the classification process. CNNs not only perform classification, but they can also learn to extract features directly from raw images [10] . CNN provides the flexibility of extracting intrinsic and discriminating features from images which are the most suitable for classification [13] .
CNNs consist of four types of layers are convolution layers, pooling/subsampling layers, non-linear layers, and fully connected layers. The convolution layer of CNN uses multiple learned filters to obtain multiple filter maps detecting low-level filters, and then the pooling layer combines them into higher-level features.
The CNNs used in the proposed model by using a pertained model and adapt it for the proposed system. There are several pre-trained networks that have gained popularity. Most of these have been trained on the ImageNet dataset, which has 1000 object categories and 1.2 million training images [14] . "AlexNet" is one such model and can be downloaded from MatConvNet [15] . AlexNet is CNNs that trained using two different GPUs it has 23 layers, five convolutional layers, three maxpooling layers, and three fully-connected layers. The architecture of this CNN is shown in Fig. 7 . 
1) Convolution layers
Play the role of feature extractor but they are not hand designed. Through the training process the convolution filter kernel weights are decided on. The first convolution layer extracts low-level features like edges, lines, and corners. Higher-level convolution layers extract higherlevel features [16] . First, acquire preprocessed segmented image and resize it to 227×227×3 which represent width, length and the three color channels in RGB color space. Then convolve 96 kernels with the input preprocessed image for for extraction low level features and output 96 sub images of size 55×55. Fig. 8 shows filters learned by Krizhevsky et al. [14] . Each of the 96 filters shown here is of size [11×11×3], and each one is shared by the 55*55 neurons in one depth slice. These kernels attempt to extract the edges and blobs. These 96 kernels divided into two sets each of them 48 kernel run on specific Graphical Processing Unit (GPU) [17] . The first set is coloragnostic and second set is color-specific. . Pattern of 3D convolution [13] . Fig. 9 illustrates the process of 3D convolution, used in CNNs. The input image is of size 227×227× 3 is convolved with 96 kernels, each of size 11×11×3 separately. Convolution of an input segmented image with one kernel produces one output feature, and with 96 kernels independently produces 96 features.
2) Pooling/subsampling layers Makes the feature representations smaller and more manageable. It makes the features robust against noise and distortion. Fig. 10 shows how the pooling layer down-sampling the volume spatially by show the effect of pooling one of the 96 convolved images which generated after first convolution layer. The input volume of size [55×55×96] is pooled with filter size 2, stride 2 into an output volume of size [27×27×96], the depth is preserved. Fig. 11 is an example to illustrate the operation of max pooling as the input is of size 4x4 is divided into four non-overlapping matrices of size 2×2 by choosing the maximum value of the four values in the 2×2 matrix is the output.
3) Non-linear layers CNNs in particular rely on a non-linear "trigger" function to signal distinct identification of likely features on each hidden layer. CNNs may use a variety of specific functions such as rectified linear units (ReLUs) and continuous trigger (non-linear) functions. A ReLU implements the function y = max(x,0), so the input and output sizes of this layer are the same. It increases the nonlinear properties of the decision function and of the overall network without affecting the receptive fields of the convolution layer [18] . ReLU functionality is illustrated in Fig. 12 with its transfer function plotted above the arrow. 
R eLU
A ReLU im plem ents the function y = m ax(x,0 ), so the input and output sizes of this layer are the sam e. It increases the nonlinear properties of the decision function and of the overall netw ork w ithout affecting the receptive fields of the convolution layer. In com parison to the other non-linear functions used in C N N s (e.g., hyperbolic tangent, absolute of hyperbolic tangent, and sigm oid), the advantage of a ReLU is that the netw ork trains m any tim es faster. ReLU functionality is illustrated in Figure 8 , w ith its transfer function plotted above the arrow . The non-linear layer operates elem ent by elem ent in each feature. A continuous trigger function can be hyperbolic tangent (Figure 9 ), absolute of hyperbolic tangent (Figure 10 ), or sigm oid ( Figure 11 ). Figure 12 dem onstrates how non-linearity gets applied elem ent by elem ent.
Us in g C o n vo lu tio n al N eu ral N etw o rk s fo r Im ag e R eco g n itio n Figure 12 . Representation of ReLU functionality [18] .
4) Fully connected layers
In a fully connected layer, all the elements of all the features of the previous layer get used in the calculation of each element of each output feature. Fig. 13 explains how the features in the fully connected layer calculated.
As shown in Fig. 13 the fully connected layer Layer L-1 has two features, each of which is 2x2, Layer L has two features, each having a single element. Each of this single element calculated by defined relation between neurons weight and values in layer L-1. Figure 13 . Processing of a fully connected layer [18] .
Selecting which of deeper layers to choose for feature extraction is a design specific. There are three fully connected layers (fc6, fc7 and fc8) which combine features from all previous layers. Last layer (fc8) for classification purpose. Typically, fc7 is a good place for extracting the features. These features are 4096 calculating from combining the lower level features with connected weights.
D. The Classifier Model Using Support Vector Machine
(SVM) Once features are extracted, a classifier can be trained to classify a test sample as a member of one of the known classes. In this work the images have been classified using linear Support Vector Machine (SVM). SVM is a supervised learning technique that seeks an optimal hyper-plane to separate two classes of samples [19] . SVM performs classification by finding the hyper plane that maximizes the margin between the two classes as shown in Fig. 14 Support vectors are the data points that lie closest to the decision surface. They are the most difficult to classify. The basic idea of support vector machine is to find an optimal hyper-plane for linearly separable patterns. Figure 14 . SVM classification including a hyper plane that maximizes the separating margin between two classes [19] .
SVM have some remarkable characteristics such as, its ability to learn independently of the dimensionality of the feature [19] . This classifier has been chosen due to its robustness, simplicity and does not tend to over fit training data.
V. EXPERIMENTAL ANALYSIS
To evaluate the performance of the proposed model, we conduct a set of experiments by comparing the proposed model to several state-of-the-art skin diagnosis models.
A. Dataset Description
We collect 337 images of skin lesion with ground truth, which were obtained using standard consumer-grade cameras in varying and unconstrained environmental conditions. These images were extracted from two different databases. First dataset from the publicly available online databases Dermatology Information System [20] . The dataset comprises 69 images 43 of them represent melanoma and 26 for not melanoma skin cancer. In Fig. 15 some sample images from the dermis dataset. Second dataset is DermQuest [21] . The dataset comprises 134 images 76 of them represent melanoma and 58 for not melanoma skin cancer. In Fig. 16 some sample images from the dermis dataset. Third dataset for validation the proposed system for multi-class disease. This dataset obtained from DermNet Skin Disease Atlas website [22] which has 27 disease classes. Four classes of skin disease have been selected for system validation. These classes are Melanoma, Basal Cell Carcinoma, Eczema, and Impetigo. The dataset comprises 134 images 72 of them represent melanoma, 64 for Basal Cell Carcinoma, 74 Eczema and 31 for Impetigo skin disease. In Fig. 17 some sample images from the DermNet dataset. Figure 17 . Samples of DermNet dataset, 1st row images for melanoma skin disease, 2nd rows images for basal cell carcinoma skin disease, 3rd row images for eczema skin disease and 4th rows images for impetigo skin disease.
B. Experimental Results
Experiments have been carried out to validate the efficiency of the proposed model. The experiments were carried out on a core i5, 2.3GHz processor with 8GB RAM using MATLAB 9.0. Comparisons with other models have been conducted. To measure the performance of classification, different sets of experiments have been conducted. The performance of the classification is evaluated in terms of classification sensitivity, specificity and accuracy from the confusion matrix of classification. The measures are computed by using the equations described below with the following conventions.TP ( Sensitivity: Is the ability of the test to correctly identify those patients with the disease as given by the equation below.
Specificity: Is the ability of the test to correctly identify those patients without the disease classified as given by the equation below. The proposed system was tested on three different datasets and the performance measures evaluated on each of them. Table I and Table II show the average sensitivity, specificity and accuracy across different datasets of images or for just the melanoma or non-melanoma images. Table III shows the proposed system performance when used for diagnosis multiclass skin disease instead of only binary classification. Table I Shows that the proposed system able to correctly identify all patients with non melanoma disease also can diagnosis 87.5 % of patients with melanoma correctly. Finally, the overall accuracy of the correctly diagnosis patients is 93.75%. Table III Shows that the proposed system can produce high accuracy also when applied to multiclass skin disease. The results show that the proposed system correctly identifies all patients without Melanoma and Eczema diseases. Also, it can correctly identify all patients with the Impetigo disease non melanoma disease also can diagnose. Finally, the melanoma skin disease has the highest accuracy compered with other disease. Table IV and Table V show the performance of the proposed system in comparison with other state of art skin diagnosis systems. Table IV shows that the proposed system has higher performance in terms of accuracy, specificity and sensitivity than Jeffrey Glasister's system which proposed an enhanced system by extracting high level of features. Table V shows that the proposed system has higher performance in terms of accuracy, specificity and sensitivity than Robert Amelard's model which proposed an enhanced system by proposing an enhanced texturebased segmentation then extracting high level of features from the segmented lesion.
VI. CONCLUSION AND FUTURE WORK
In this paper, an enhanced robust model has been proposed for skin diagnosis using skin lesion image obtained from a standard camera. Using CNN as representative and discriminative feature extractor allows the model to represent its diagnosis in the effective solution for automated recognition of skin diseases. On one hand, this would be useful for dermatologists to reduce diagnostic errors and help remote patients to diagnosis and their skin lesion at a reduced cost while reducing over dependence on medical experts. Experimental results indicate that CNN features easily outperform hand-engineered features in terms of better sensitivity, specificity, and accuracy. The results of extensive experimental trials revealed that the proposed model produced a significant improvement of around 11% in diagnostic accuracy compared to the best of the other state of the art computer aided skin diagnosis.
As a further development to the model we are targeting to expand the multi-platform capability through mobile support. Experimenting with datasets of collection from hospitals. Enable doctors from given feedback about classification results.
