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YUKIHIKO NAKATA, NAOYUKI YATSUDA, AND EMIKO ISHIWATA
ABSTRACT. We consider linearised stability of nonlinear dierence equations by investi-
gating location of roots of the associated characteristic equations. The characteristic equa-
tion is given as a polynomial equation with the order determined by the delay in the dif-
ference equation. For some polynomial equations we visualise all the sets of coecients
such that all the roots locate inside the unit circle in the complex plane. The information
can be translated to understand stability of the nonlinear dierence equation in terms of its
original parameters. We present some examples that delay in the dierence equation can
stabilise the equilibrium of the equation.
1. INTRODUCTION: DELAY IN DIFFERENCE EQUATIONS
Let $f$ be a mapping from $\mathbb{R}$ to $\mathbb{R}$ . In the paper [12] the authors consider a dierence
equation with one single delay in a form
(1.1) $x_{n+1}=x_{n}f(x_{n-k}) , n\in \mathbb{N}+,$
where $k\geq 1$ is a positive integer. initial conditions are given as a sequence
$(x_{0},x_{-1}, \ldots,x_{-k})=(p_{0},p_{1}\ldots,p_{k})\in \mathbb{R}^{k+1}.$
One can then compute $x_{1}=p_{0}f(p_{k})$ and recursively construct the solution (as long as
the solution exists in the domain of $f$). The equilibrium of (1.1) is given as a root of the
equation
$1=f(x)$ .
We denote the equilibrium by $x^{*}$ assuming that it exists. If $f$ is a dierentiable function (at
least around the equilibrium), one can linearise equation (1.1) around the equilibrium $x^{*}$ to
get a linear dierence equation:
(1.2) $y_{n+1}=f(x^{*})y_{n}+x^{*}f'(x^{*})y_{n-k}=y_{n}+x^{*}f'(x^{*})y_{n-k}.$
The linearised equation (1.2) leads to the following characteristic equation:
(1.3) $\lambda^{k+1}=\lambda^{k}+x^{*}f'(x^{*})$ ,
which is a polynomial equation of the $(k+1)$ -th order. It is known that the equilibrium
is asymptotically stable if all the roots of the equation (1.3) locate inside the unit circle in
the complex plane (i.e., all the zeros of (1.3) have their magnitude less than one). We refer
[6, 10] as general references for the stability theory of dierence equations.
To be concrete, let us set
$f(x)=\exp\{r(1-x)\}, x\in \mathbb{R}+,$
where $r>0$ . Then equation (1.1) becomes the logistic equation
(1.4) $x_{n+1}=x_{n}\exp\{r(1-x_{n-k})\}.$
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FIGURE 1.1. Stability region for the equilibrium of (1.4). A stable equi-
librium can become unstable as $k$ increases.
We refer [10, 12, 2] for the biological motivation for the dierence equation (1.4). One can
easily see that the equation (1.4) has the equilibrium
$x^{*}=1$
and that linearisation leads to the following characteristic equation:
$\lambda^{k+1}=\lambda^{k}-r.$
In [12] it is shown that the equilibrium is asymptotically stable if
$r<2 \cos\frac{k\pi}{(2k+1)}$
and it is unstable if the converse inequality holds. Since the stable equilibrium becomes
unstable as the parameter of delay $k$ increases, see Figure 1.1, the result derives clich\'e that
delayed negative feedback induces instability.
Does the delay always destabilise dierence equations? Let us consider the following
dierence equation
(1.5) $x_{n+1}=x_{n}\exp[r\{1-\alpha x_{n}-(1-\alpha)x_{n-1}\}],$
where $\alpha\in[0$ , 1 $]$ . Stability of the equilibrium of (1.5) was studied in [14, 2]. Here, using
(1.5) as an example, we would hke to illustrate our approach for stability analysis of non-
linear dierence equation. Step of the analysis is analogue to the one proposed in [4, 3],
where the authors study transcendental equations which are derived from continuous delay
equations describing population dynamics.
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Let us focus on the equation (1.6) in the\abstract" form and, for a moment, we forget the
specication of coecients $(a,b)$ in terms of the original parameters $(r, \alpha)$ given by (1.7).
Our aim is to obtain all the sets of $(a,b)$ (in $\mathbb{R}^{2}$ ) such that all the roots locate inside the unit
circle in the complex plane, which is exactly the stability region in the $(a,b)$ -parameter
plane.
Notice that there exists a root with $|\lambda|=1$ at the boundary of the stability region, due
to the continuity of the roots with respect to the coecients $(a,b)$ . One can immediately
see that if
(1.8) $1+a+b=0$
holds, then equation (1.6) has a root $\lambda=1$ while if
(1.9) $1-a+b=0$
holds, then (1.6) has a root $\lambda=-1$ . Those conditions can be visualised as two lines in
the $(a,b)$ -parameter plane that form a part of stability boundaries in the $(a,b)$ -parameter
plane, see Figure 1.2 (a).
Equation (1.6) of course could have a conjugate pair of complex roots with $|\lambda|=1.$




These equations (1.10) can be easily solved with respect to $(a,b)$ as
(1.11) $(\begin{array}{l}ab\end{array})=(\begin{array}{l}-2cos\omega 1\end{array}), \omega\in(0, \pi)$ .
The equality (1.11) denes a parametric line by $\omega$ in the $(a,b)$ -plane, which one can easily
plot. Along the parametric line given by (1.11), the characteristic equation (1.6) has a root
$\lambda=e^{i\omega}$ (and also $\lambda=e^{-j\omega}$ ), see again Figure 1.2 (a).
Now the $(a,b)$ -parameter plane is decomposed into some regions by those three lines,
where the characteristic equation (1.6) has a root with $|\lambda|=1$ . To determne the stability
region, in each point in the $(a,b)$ -parameter plane, one should count the number of roots
that locate inside/outside the unit circle in $\mathbb{C}$ . In general this can be done by applying
Rouch\'e's theorem as in [5]. For equation (1.6), however, one can easily verify that the
number locating outside the unit circle in $\mathbb{C}$ as in Figure 1.2 (a) by elementary calculations.
See also Theorem 1.$3.4in$ Chapter 1 in [10] for an explicit stability condition derived in a
dierent way applying the Schur-Cohn criterion.
Finally let us interpret the stability region depicted in Figure 1.2 (a) in terms of the
original parameters $(r, \alpha)$ in (1.5). According to (1.7) one can see that (1.8) amounts to
that $r=0$ holds, where the characteristic equation has a root $\lambda=1$ , and that (1.9) amounts
to
$r= \frac{2}{2\alpha-1},$










(a) in the $(a,b)$ -parameter plane
$0$
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(b) in the $(\alpha,r)$ -parameter plane
FIGURE 1.2. Stability region for the characteristic equation (1.4). In (a)
the number of roots that locate outside the unit circle in $\mathbb{C}$ is depicted.
Then one obtains the following curve corresponding to (1.11)
$(\begin{array}{l}r\alpha\end{array})=(\begin{array}{ll}2-2c\circ s \omega\frac{1-2cos\omega}{2-2cos\omega} \end{array}), \omega\in(0, \pi)$ ,
which can be explicitly expressed as
$r= \frac{1}{1-\alpha}.$
Therefore as in Figure 1.2 (b) we can deduce the stability region for the positive equilibrium
of (1.5) in the $(r, \alpha)$ -parameter plane. Figure 1.2 (b) shows that stability threshold for $r$
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changes non-monotonically with respect to $\alpha$ . Unstable equilibrium can become stable by
reducing $\alpha$ from 1 up to -, showing that the term $x_{n-1}$ contributes the stability! We note
that the same gure actually appeared in [2].
2. GENERAL FORMULATION
In this section we would like to generalise the idea described in the previous section.
Our motivation comes from stability analysis of the logistic equation with multiple delays:
(2.1) $x_{n+1}=x_{n}\exp[r\{1-\alpha x_{n}-\beta x_{n-j}-(1-\alpha-\beta)x_{n-k}\}],$
where
$r>0, \alpha\geq 0, \beta\geq 0, \alpha+\beta\leq 1$
and $k$ and $j$ are integers such that $k>j.$
One can easily see that equation (2.1) has the positive equilibrium $x^{*}=1$ . The charac-






To see if all the roots of the polynomial equation (2.2) lie inside the unit circle in $\mathbb{C}$ , one
could apply the Schur-Cohn criterion [10]. The direct application however may require
lengthy calculations to obtain concrete conditions in terms of parameters, which would be
of interest in the context of applications to biological models.
The characteristic equation (2.2) has a quite general form including cases previously
studied in the literature. For example, (2.2) with $b=0$ $(or c=0)$ is studied in the famous
paper [11]. Recently, in the paper [1] the authors formulated an explicit stability condi-
tion for (2.2) with $j=k-1$ , applying the Schur-Cohn criterion. Proving contractivity of
the solution for the nonlinear equation (2.1) involves a lot of computations and derives
sucient conditions for the global stability of the equilibrium, see [13, 16, 15].
Consider the polynomial equation (2.2) in the $(a,b,c)$ -coecient space (instead of the
plane as in Section 1). We make drastic simplication by assuming that $j=1$ holds,
which avoids technical detail but shows interesting stability boundaries. Our rst aim is to
characterise the region
$D:=$ { $(a,b,c)\in \mathbb{R}^{3}$ : Every root of (2.2) locates inside the unit circle in $\mathbb{C}$ }.
Dene
$L_{1}$ $:=$ { $(a,b,c)\in \mathbb{R}^{3}$ : (2.2) has a root $\lambda=1$ },
$L_{-1}$ $:=$ { $(a,b,c)\in \mathbb{R}^{3}$ : (2.2) has a root $\lambda=-1$ }.
One can immediately see that $L_{1}$ and $L_{-1}$ respectively form planes:
$L_{1}=\{(a,b,c)\in \mathbb{R}^{3}:1+a+b+c=0\},$
$L_{-1}=\{(a,b,c)\in \mathbb{R}^{3}$ : $(-1)^{k+1}+a(-1)^{k}+b(-1)^{k-1}+c=0\}.$
We are now interested in
$C:=$ { $(a,b,c)\in \mathbb{R}^{3}$ : (2.2) has a conjugate pair of complex roots with $|\lambda|=1$ }.
36
STABILITY REGION FOR LOGISTIC DIFFERENCE EQUATIONS
Now let us introduce a sucient condition for that every root locate \outside" the unit
circle in $\mathbb{C}$ , i.e., no roots in inside the unit circle in $\mathbb{C}$ . The following result can be easily
proven by using the fundamental theorem of algebra. We omit the proof.
Lemma 1. Let us assume $that|c|\geq 1$ holds. Then equation (2.2) has a root with $|\lambda|\geq 1$
for any $(a, b)\in \mathbb{R}^{2}.$
Thus, to nd the stability region, we can restrict our attention to $c\in(-1,1)$ . We intro-
duce the following result.
Theorem 2. Equation (2.2) has a conjugate pair ofcomplex roots $\lambda=e^{\pm i\omega},$ $\omega\in(0, \pi)$ if
and only if
(2.4) $(\begin{array}{l}ab\end{array})=-\frac{1}{\sin\omega}(-c\sin((k-1)\omega)+\sin(2\omega)c\sin(k\omega)-\sin\omega) , \omega\in(0, \pi)$
holds.
Proof Let us substitute $\lambda=e^{i\omega},$ $\omega\in(0, \pi)$ into (2.2). We then get
$0=\cos((k+1)\omega)+a\cos(k\omega)+b\cos((k-1)\omega)+c,$
$0=\sin((k+1)\omega)+a\sin(k\omega)+b\sin((k-1)\omega)$ .
Then one can get the conclusion by solving the two equations with respect to $a$ and $b.$ $\square$
Then we have ingredients to plot the stability boundary for given $k$ . We present $L_{1},$ $L_{-1}$
and $C$ for several $c\in[-1, 1]$ xing $k$, see Figure 2.1 where $k=2$ and Figure 2.2 where
$k=4$ . The colored region is the exact stability region, which can be detected by the
application of the Rouch\'e's theorem (we omit the detail, see again [5, 3] for the use of
the Rouch\'e's theorem to determine the stability region). In both Figures 2.1 and 2.2 one
can see that the stability region disappears as $c$ becomes $\pm 1$ , cf. Lemma 1. When $k=4,$
the characteristic equation has degree 5 and the stability boundary intersects itself, see the
case that $c=\pm 0.8$ holds. The stability boundary that intersects itself seems to be one of
the interesting properties of the dierence equation with two delays, cf. [9]. One could
of course visualise the stability region in the $(a,b,c)$ -space as a three-dimensional object,
which could also be informative to observe the full structure of the stability region.
What can we now say about stability of the equation (2.1)? To answer the question
we interpret the obtained stability region in the $(a,b,c)$ -space using the mapping (2.3) and
form the stability region in the original parameter space: $(r, \alpha,\beta)$ . Here we do not give a
detailed analysis, but we would like to show that the stability threshold for $r$ can be larger
than the one obtained for the equation (2.1) in Section 1.
Let $k=2$ and we simphfy the equation (2.1) by assuming that
$\beta=\frac{3}{4}(1-\alpha)$
holds. Now equation (2.1) has two parameters: $(r, \alpha)$ . The mapping (2.3) becomes
(2.5a) $a=r\alpha-1,$
(2.5b) $b= \frac{3}{4}r(1-\alpha)$ ,
(2.5c) $c= \frac{1}{4}r(1-\alpha)$ .
Let us interpret Theorem 2 in the $(\alpha,r)$ -parameter plane.
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(d) $c=0$
FIGURE 2.1. Stability region for the characteristic equation (2.2) with
$k=2.$
Corollary 3. Equation (2.2) has a conjugate pair ofcomplex roots $\lambda=e^{\pm i\omega},$ $\omega\in(0, \pi)$
ifand only if
(2.6) $(\begin{array}{l}r\alpha\end{array})=(1-\frac{4^{1-}}{3+2c\circ s\omega}(1-2\cos\frac{\omega_{5}}{3+2\cos\omega})^{-1}2\cos\omega+\frac{5}{3+2cos,\omega+}) , \omega\in(0, \pi)$
holds.
Proof For $k=2$ the set $C$ can be represented by
$(\begin{array}{l}ab\end{array})=(\begin{array}{l}c-2cos\omega-2ccos\omega+1\end{array}) \omega\in(0, \pi)$ .
Using (2.5) one has
$(\begin{array}{l}r\alpha-1\frac{3}{4}r(1-\alpha)\end{array})=(-\frac{1}{2}r(1-\alpha)\cos\omega+1\frac{1}{4}r(1-\alpha)-2\cos\omega) , \omega\in(0, \pi)$ .
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FIGURE 2.2. Stability region for the characteristic equation (2.2) with
$k=4$ . When $c=\pm 0.8$ the curve that represents $C$ intersects itself.
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FIGURE 2.3. Stability region for the equilibrium of (2.1) in the $(\alpha,r)-$
parameter plane. Two curves meet at the point $( \frac{1}{2},8)$ .
We now solve the two equations with respect to $r$ and $\alpha$ . From the second equation we get
$r(1- \alpha)=\frac{1}{\frac{3}{4}+z^{\cos\omega}1}=\frac{4}{3+2\cos\omega}rightarrow r\alpha=r-\frac{4}{3+2\cos\omega}.$
From the rst equation it follows
$r \alpha=\frac{4}{5}+\frac{1}{5}r-\frac{8}{5}\cos\omega.$
From those equations one obtain the expression for $r$ as in (2.6). Then one can get the
expression for $\alpha.$ $\square$
It can be easily seen that equation (2.2) has a root $\lambda=-1$ when
$r= \frac{4}{3\alpha-1}.$
In Figure 2.3 we plot those curves. One can compute that the parametric curve given by
(2.6) starts $at$ the point $(0,4/(2+\sqrt{5}))$ and ends at the point $( \frac{1}{2},8)$ . From the shape
of the curve one can increase $r$ so that a stable equilibrium becomes unstable and then
again becomes stable, for some $\alpha(<\frac{1}{2})$ . As in Figure 1.2 (b) an unstable equilibrium
can become stable as $\alpha$ decreases from 1 to around 0.6 (if $r$ is less than 8). The shape
of the stability boundary shows that delay in the nonlinear dierence equation indeed.can
contribute to stability of the equilibrium, dierently from what one could expect in the
dierence equation with one single delay in Section 1.
Acknowledgement. This paper was written during the rst author's stay at the Bolyai In-
stitute of the University of Szeged in January 2015. The rst author thanks Robert Vajda
for stimulus discussion for characterisation of the stability boundary, which will be pre-
sented elsewhere. The rst author is grateful to Yoshiaki Muroya for introduction of the
research area. $YN$ was supported by by JSPS Fellows, No.268448 of Japan Society for the
Promotion of Science.
40
STABILITY REGION FOR LOGISTIC DIFFERENCE EQUATIONS
REFERENCES
[1] J. \v{C}erm\'ak, J. Jdnsk\'y, P. Kundr\'at, On necessary and sucient conditions for the asymptotlc stability of
higher order linear dierence equations, J. Di. Eq. Appl., 18 (2012) 1781-1800
[2] E.E. Crone, Delayed density dependence and the stability of interacting populations and sub-populations,
Theo. Pop. Bio., 51 (1997) 67-76
[3] O. Diekmann, Ph. Getto, y. Nakata, On the characteristic equation $\lambda=\alpha_{1}+(\alpha_{2}+\alpha_{3}\lambda)e^{-\lambda}$ and its use in
the context of a cell population model (submitted)
[4] O. Diekmann, K. Korvasova, A didactical note on the advantage of using two parameters in Hopf bifurcation
studies, J. Biol. Dyn. 7 Supplement 1 (2013) 21-30
[5] O. Diekmann, S.A. van Gils, S.M.V. Lunel, H.O. Walther, Delay Equations Functional, Complex and Non-
linear Analysis, Springer Verlag (1995)
[6] S.N. Elaydi, An Introduction to Dierence Equations. Third Edition, Undergraduate Texts in Mathematics,
Springer (2005)
[7] M.M. Kipnis, D.A. Komissarova, A note on explicit stability conditions for autonomous higher order dif-
ference equations, J. Di. Eq. Appl. 13 (5) (2007) 457-461.
[8] M.M. Kipnis, I.S. Levitskaya, Stability of delay derence and dierential equations: similarities and dis-
tinctions, Dierence Equations, Special Functions and Orthogonal Polynomials (2005) 315-324.
[9] M.M. Kipms, R.M. Nigmatulin, Stability of the trinomial linear dierence equations with two delays, Au-
tom. and Remote Contro165 (2004) 1710-1723
[10] V.L. Kocic, G. Ladas, Global Behavior of Nonlinear Dierence Equations of Higher Order with Applica-
tions, Math. Appl., 256, Kluwer Academic, Dordrecht (1993)
[11] S.A. Kurukdis, The asymptotic stability of$x_{n+1}-ax_{n}+bx_{n-k}=0$ , J. Math. Anal. Appl., 188 (1994) 719-731.
[12] S. A. Levin, R. M. May, A note on dierence-delay equations, Theor. Pop. Biol., 9 (1976) 178-187.
[13] Y. Nakata, Global asymptotic stability beyond 3/2 type stability for a logistic equation with piecewise
constant arguments, Nonlinear Anal. TMA 73 (2010) 3179-3194
[14] G. Seifert, Certain systems withpiecewise constant feedback controls with a time delay, Dierential Integral
Equations, 6 (1993) 937-947
[15] J.W.H. So, J.S. Yu, Global stability in a logistic equation with piecewise constant arguments, Hokkaido
Math. J., 24 (1995) 269-286
[16] K. Uesugi, Y Muroya, E. Ishiwata, On the global attractivity for alogistic equation with piece-wise constant
arguments, J. Math. Anal. Appl., 294 (2004) 560-580
$E$-mail address: nakata@ms.u-tokyo.ac.jp
(Y. NAKATA) GRADUATE SCHOOL OF MATHEMATICAL SCIENCES, THE UNIVERSITY OF TOKYO, 3-8-1
KOMABA MEGURO-KU, TOKYO 153-8914, JAPAN
(N. YATSUDA, E. ISHIWATA) DEPARTMENT OF MATHEMATICAL INFORMATION SCIENCE, TOKYO UN1-
VERSITY OF SCIENCE, 1-3 KAGURAZAKA, SHINJUKU-KU, TOKYO 162-8601, JAPAN
41
