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Orthogonal Least Squares Algorithm for the
Approximation of a Map and its Derivatives with a
RBF Network
Carlo Drioli and Davide Rocchesso
Abstract— Radial Basis Function Networks (RBFNs) are
used primarily to solve curve-fitting problems and for non-
linear system modeling. Several algorithms are known for
the approximation of a non-linear curve from a sparse data
set by means of RBFNs. However, there are no procedures
that permit to define constrains on the derivatives of the
curve. In this paper, the Orthogonal Least Squares algo-
rithm for the identification of RBFNs is modified to provide
the approximation of a non-linear 1-in 1-out map along with
its derivatives, given a set of training data. The interest on
the derivatives of non-linear functions concerns many identi-
fication and control tasks where the study of system stability
and robustness is addressed. The effectiveness of the pro-
posed algorithm is demonstrated by a study on the stability
of a single loop feedback system.
Keywords— Radial Basis Function Networks, OLS learn-
ing, curve fitting, iterated map stability, nonlinear oscilla-
tors.
I. Introduction
THE Orthogonal Least Squares (OLS) algorithm [1] isone of the most efficient procedures for the training
of Radial Basis Function Networks (RBFN). A RBFN is a
two-layer neural network model especially suited for non-
linear function approximation, and appreciated in the fields
of signal processing [2], [3], non-linear system modeling,
identification and control [4], [5], [6], and time-series pre-
diction [7], [8].
Despite of the fact that in many identification and con-
trol tasks the stability of the identified system depends on
the gradient of the map [9], [10], the problem of efficiently
approximating a non-linear function along with its deriva-
tives seems to be rarely addressed. In [11], [12], some the-
oretical results as well as some application examples are
found that apply to generic feedforward neural networks.
In this paper, an extended version of the OLS algorithm
for the training of 1-in 1-out RBFNs is proposed, which
permits to approximate an unknown function by specify-
ing a set of data points along with its desired first-order
derivatives.
The paper is organized as follows: in Section II, the OLS
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algorithm is reviewed and modified to add control over the
derivative of the function to be approximated. The ex-
tension to higher order derivatives is introduced in Section
III. Application examples in the field of single loop feed-
back systems are given in Section IV. In Section V, the
conclusions are presented.
II. Orthogonal Least Squares Learning
Algorithm
The OLS learning algorithm is traditionally tied to the
parametric identification of RBF networks, a special two-
layer neural network model widely used for the interpola-
tion and modeling of data in multidimensional space. In
the following we will restrict the discussion to the 1-in 1-
out RBFN model, which is a mapping f : R → R of the
form
f(x) = b+
H∑
i=1
wiφ(x,mi), (1)
where x ∈ R is the input variable, φ(·) is a given non-linear
function, b, wi and mi, 1 ≤ i ≤ H , are the parameters, and
H is the number of radial units. The RBFN can be viewed
as a special case of the linear regression model
t(k) = b +
H∑
i=1
wipi(k) + e(k), (2)
where t(k) is the desired k-th output sample, e(k) is the
approximation error, and pi(k) are the regressors, i.e. some
fixed functions of x(k), where x(k) are the input values
corresponding to the desired output values t(k):
pi(k) = φ(x(k),mi). (3)
In its original version, the OLS algorithm is a proce-
dure iteratively selects the best regressors (radial basis
units) from a set of available regressors. This set is com-
posed of a number of regressors equal to the number of
available data, and each regressor is a radial unit cen-
tered on a data point. The selection of radial unit cen-
ters is recognized as the main problem in the paramet-
ric identification of these models, while the choice of the
non-linear function for the radial units does not seem to
be critical. Although gaussian-shaped functions are often
preferred, spline, multi-quadratic and cubic functions are
valid alternatives. Here, we will use the cubic function
φ(x,m) = (‖x − m‖)3, where ‖ · ‖ denotes the euclidean
norm and m denotes the center of the radial unit.
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A. Classic OLS algorithm
Say {x(k), t(k)}, k = 1, 2, ..., N , is the data set given
by N input-output data pairs, which can be organized
in two column vectors x = [x(1) · · ·x(N)]T and t =
[t(1) · · · t(N)]T . The model parameters are given in vectors
m = [m1 · · ·mH ]
T , w = [w1 · · ·wH ]
T and b = [b], where
H is the number of radial units to be used. Arranging the
problem in matrix form we have:
t =
[
P 1
] [ w
b
]
+ e (4)
with
P =
[
p1 · · · pH
]
=


φ(x(1),m1) · · · φ(x(1),mH)
...
. . .
...
φ(x(N),m1) · · · φ(x(N),mH)

 , (5)
where pi = [φ(x(1),mi) . . . φ(x(N),mi)]
T are regressor
vectors forming a set of basis vectors, e = [e(1) · · · e(N)]T
is the identification error, and 1 = [1 . . . 1]T is a unit col-
umn vector of length N . The least squares solution of this
problem satisfies the condition that
t˜ =
[
P 1
] [ w
b
]
(6)
is the projection of t in a vector space spanned by the
regressors. If the regressors are not independent, the con-
tribution of each regressor to the total energy of the desired
output vector is not clear. The OLS algorithm iteratively
selects the best regressors from a set by applying a Gram-
Schmidt orthogonalization, so that the contribution of each
vector of this new orthogonal base can be determined in-
dividually among the available regressors.
B. Modified OLS algorithm
The classic algorithm selects the best set of regressors
from the ones available, and determines the output layer
weights for the identification of the desired in-out map,
but does not explicitly controls the derivative of the func-
tion. We propose to modify this procedure so to permit
to specify the desired value of the function derivative in
each data point. The data set will then be organized in
three vectors x = [x(1) · · ·x(N)]T , t = [t(1) · · · t(N)]T , and
t(1) = [t1(1) · · · t1(N)]
T , x and t being the input-output
pairs and t(1) being the respective derivatives. It has to be
noted that the original OLS algorithm selects each radial
unit from a set of units, each of which is centered on a input
data point. The maximum number of units is then limited
to the number of data points. When we add requirements
on the derivative of the function, a further constraint to the
optimization problem is added, and the number of units to
be selected in order to reach the desired approximation may
be higher then the number of data points. A possible choice
is to augment the input vector with points where there is
no data available, and to build the set of Ne regressors on
this extended vector.
The algorithm can be summarized as follows:
• First step, initialization: the set of regressors for se-
lection is obtained by centering the Ne radial units, and
the error reduction ratio (err) for each regressor vector is
computed. Given the regressor vectors
pi = [φ(x(1), x(i)), ..., φ(x(N), x(i))]
T , 1 ≤ i ≤ Ne, (7)
and defined the first-iteration vectors
u1,i = pi, 1 ≤ i ≤ Ne. (8)
The error reduction ratio associated with the i-th vector is
given by
err1,i = (u
T
1,it)
2/((uT1,iu1,i)(t
T t)). (9)
In a similar way, the regressor vectors for the derivative of
the map are computed:
p
(1)
i = [
∂φ(x(1), x(i))
∂x
· · ·
∂φ(x(N), x(i))
∂x
]T , 1 ≤ i ≤ Ne,
(10)
and the first-iteration vectors are defined:
l1,i = p
(1)
i , 1 ≤ i ≤ Ne. (11)
The error reduction ratio for the derivative is:
grad err1,i = (l
T
1,it
(1))2/((lT1,il1,i)(t
(1)T t(1))), (12)
1 ≤ i ≤ Ne.
The err1,i and grad err1,i represent the error reduction
ratios caused respectively by u1,i and l1,i, and the total
error reduction ratio can be computed by
tot err1,i = λ err1,i + (1− λ) grad err1,i, (13)
where λ weights the importance of the map against its
derivative. The index i1 is then found, so that:
tot err1,i1 = max
i
{tot err1,i, 1 ≤ i ≤ Ne}. (14)
The regressor pi1 giving the largest error reduction ratio is
selected and removed from the set of available regressors.
The corresponding center is added to the set of selected
centers:
u1 = u1,i1 = pi1 ; (15)
l1 = l1,i1 = p
(1)
i1
; (16)
m1 = x(i1). (17)
• h-th iteration, for h = 1, ..., H and H ≤ Ne: the
regressors selected in the previous steps, having indexes
i1, ..., ih−1, have been removed from the set of available re-
gressors. Before computing the error reduction ratio for
each regressor still available, the orthogonalization step is
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performed which makes each regressor orthogonal with re-
spect to those already selected:
uh,i = pi −
h−1∑
j=1
(uTj pi)/(u
T
j uj)uj , i 6= i1, i2, ..., ih−1;
(18)
lh,i = p
(1)
i −
h−1∑
j=1
(lTj p
(1)
i )/(l
T
j lj)lj , i 6= i1, i2, ..., ih−1;
(19)
errh,i = (u
T
h,it)
2/((uTh,iuh,i)(t
T t)), i 6= i1, i2, ..., ih−1;
(20)
grad errh,i = (l
T
h,it
(1))2/((lTh,ilh,i)(t
(1)T t(1))), (21)
i 6= i1, i2, ..., ih−1;
tot errh,i = λerrh,i + (1− λ) grad errh,i, (22)
i 6= i1, i2, ..., ih−1.
As before, the regressor with maximum error reduction ra-
tio is selected and removed from the list of availability, and
its center is added to the set of selected centers:
tot errh,ih = max
i
{ tot errh,i, i 6= i1, i2, ..., ih−1} (23)
uh = uh,ih ; (24)
lh = lh,ih ; (25)
mh = x(ih). (26)
• Final step, computation of output layer weights : once
the H radial units have been positioned, the remaining
w and b parameters can be found with a Moore-Penrose
matrix inversion: let us callPH = [u1u2 · · ·uH ] andP
(1)
H =
[l1l2 · · · lH ] the two sets of selected regressors, and let 1 =
[1 . . . 1]T and 0 = [0 . . . 0]T be two column vectors of length
N . Then we have[
t
t(1)
]
=
[
PH 1
P
(1)
H 0
] [
w
b
]
+ eH (27)
whose solution is[
w
b
]
=
([
PH 1
P
(1)
H 0
])+ [
t
t(1)
]
. (28)
Usually, it is convenient to stop the procedure before the
maximum number of radial units has been reached, as soon
as the identification error is considered to be acceptable. To
this purpose, one can use equation (28) at iteration h to
compute the identification error eh in (27)
1.
1Note that in this case the length of vector w and the number of
columns of matrices P in equation (28) is h instead of H
C. Example
Let us consider, as an example, the fitting of a step-like
data set, where the derivative is arbitrarily constrained.
The data set is shown in Fig. 1, along with the result
of the parametric identification routine. It can be seen
how an unlikely derivative was chosen in the critical zone
to highlight the properties of the model. Fig. 2 shows
the interpolating properties of the resulting RBF Network
when computed on an input interval which is denser than
the original input data set.
0 5 10 15 20 25 30 35 40
−0.5
0
0.5
1
1.5
Function Approximation (40 Data Points,72 Radial Units)
 
O
ut
pu
t: 
−,
  T
ar
ge
t: 
+
0 5 10 15 20 25 30 35 40
−2
0
2
4
Function Derivative Approximation
 
O
ut
pu
t: 
−,
  T
ar
ge
t: 
+
0 5 10 15 20 25 30 35 40
−4
−2
0
2
x 10−10 Identification Errors
input
Function Error  
Derivative Error
Fig. 1
Result of the training procedure applied to the fitting of a
step-like data set (+, upper figure), with arbitrary
derivative constraint (+, middle figure). In upper and
middle figures, + is the desired output and the continuous
line is the actual output. The problem required 72 radial
units to fit 40 data points, with an identification error less
than 10−9 in magnitude.
III. Higher order derivatives
The extension of the algorithm for the identification of a
map and its derivatives of order higher than one is straight-
forward. Given that φ is continuous and has continuous
derivatives up to order r, then the derivatives of order up to
r can be identified for the map f . The data set is organized
in r + 1 vectors x = [x(1) · · ·x(N)]T , t = [t(1) · · · t(N)]T ,
t(1) = [t1(1) · · · t1(N)]
T , ..., t(r) = [tr(1) · · · tr(N)]
T , where
t(i)(k) is the desired i-th derivative for the k-th data point.
In the first step, a different set of regressors can be com-
puted for each derivative order:
pi = [φ(x(1), x(i)), . . . , φ(x(N), x(i))]
T , 1 ≤ i ≤ Ne;
(29)
p
(d)
i = [
∂dφ(x(1), x(i))
∂xd
, · · · ,
∂dφ(x(N), x(i))
∂xd
]T ,
1 ≤ i ≤ Ne, 1 ≤ d ≤ r. (30)
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Interpolation properties of the identified RBF Network:
the output of the model was computed on a input set which
is denser than the original one (x: data set).
If we now call uih−1 , l
(1)
ih−1
,· · · , l
(r)
ih−1
the orthogonalized re-
gressor vectors selected in the (h − 1)-th iteration, in the
h-th iteration the corresponding r + 1 error reduction ra-
tios can be computed similarly to what shown in equa-
tions (18–21), and the total error reduction ratio can then
be computed as the weighted sum of these terms:
uh,i = pi −
h−1∑
j=1
(uTj pi)/(u
T
j uj)uj , i 6= i1, i2, ..., ih−1;
(31)
errh,i = (u
T
h,it)
2/((uTh,iuh,i)(t
T t)), i 6= i1, i2, ..., ih−1;
(32)
l
(d)
h,i = p
(d)
i −
h−1∑
j=1
(lTj p
(d)
i )/(l
T
j lj)lj , i 6= i1, i2, ..., ih−1;
(33)
err
(d)
h,i = (l
(d)
h,i
T
t(d))2/((l
(d)
h,i
T
l
(d)
h,i)(t
(d)T t(d))),
i 6= i1, i2, ..., ih−1; (34)
tot errh,i = λ0errh,i +
r∑
d=1
λderr
(d)
h,i (35)
i 6= i1, i2, ..., ih−1. (36)
The regressors with maximum error reduction ratio are se-
lected and removed from the list of availability, and the
corresponding centers are added to the set of selected cen-
ters:
tot errh,ih = max
i
{ tot errh,i, i 6= i1, i2, ..., ih−1}; (37)
uh = uh,ih ; (38)
l
(d)
h = l
(d)
h,ih
, 1 6 d 6 r; (39)
mh = x(ih). (40)
If we now let


PH = [u1 · · ·uH ]
P
(1)
H = [l
(1)
1 · · · l
(1)
H ]
...
P
(r)
H = [l
(r)
1 · · · l
(r)
H ]
(41)
be the final set of orthogonal regressors obtained from the
selection procedure, we can compute the output layer pa-
rameters by solving the matrix equation


t
t(1)
...
t(r)

 =


PH 1
P
(1)
H 0
...
...
P
(r)
H 0


[
w
b
]
+ e. (42)
IV. Application Examples
The OLS algorithm for the identification of a map and its
derivatives with RBF networks is demonstrated using some
examples from the field of feedback non-linear systems.
A. Single loop feedback system and the Hopf bifurcation
Theorem
The single loop feedback circuit depicted in Fig. 3 is an
example of autonomous non-linear system capable of dif-
ferent dynamical behaviors, such as decaying oscillation,
stable periodic motion (including constant), and chaos. We
will consider the case where G(z) is made of two cascaded
linear elements, i.e. a delay line DL(z) of given length L,
and a low-pass filter H(z). The function f is assumed to
be a three-fixed points smooth function crossing the origin
with slope S1, and having slopes S2 and S3 = S2 in the
other two points (see Fig. 4-a). The topology of fig. 3 is
of particular interest in the field of sound synthesis, for the
physically inspired modeling of musical instruments with
sustained sound [13], [14], and has been object of investi-
gation by the authors for the construction of generalized
musical tone generators [15]. The length of the delay line,
which can be seen as the medium where sound propagates
(such as a flute pipe or a violin string), is inversely propor-
tional to the pitch of the signal generated, and represents
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f(·)
G(z)
Fig. 3
Single loop feedback system
an example of sound control parameter with a clear phys-
ical meaning. The shape of the non-linear map and its
fixed-point derivatives are recognized to be responsible for
the stability of periodic motion, for the spectral content of
the signal, and for the time-constant of transient extinc-
tion. We don’t care here about the shape of the map, and
we focus on the fixed points and their derivatives. The
condition for instability of the fixed point in the origin,
and thus the condition for the system to oscillate, can be
stated in terms of the Nyquist plot of the open loop trans-
fer function G(z) = DL(z)H(z). Say that −q+ j0 denotes
the leftmost intersection point of the Nyquist plot of G(z)
with the real axis. In order to let the system oscillate, a
necessary condition for S1 is S1 < −1/q [14]. A different
role is assumed for the slope S2, which is responsible for
limiting the growth of the system state. To this purpose, a
slope S2 > −1 is needed at some distance from the origin,
in correspondence of the other two fixed points.
As a practical example, a low-pass filter H(z) = 0.4 +
0.3z−1 and a delay length L = 100 samples are consid-
ered. The Nyquist plot of G(z) has the smallest intersec-
tion point with the real axis in −0.7 + j0 which gives a
maximum slope of -1.4286 over which the oscillation will
not occur. The length L = 100 for the delay line gives a
period length Tp = 200, which corresponds to a pitch of
110.25 Hz at a sample rate of 22050 Hz. In Fig. 4, the
time evolution of the system is shown for a map f with
fixed points (0, 0), (−100, 100), (100,−100), for different
values of the slope S1, and for a random initial state in the
range [−0.1, 0.1]. It can be seen that the slope S1 can be
used to drive the system to a periodic steady state and to
control the transient velocity.
The example shown is a particular case of the more gen-
eral Hopf bifurcation theorem [16] in its frequency domain
formulation. It is interesting to point out that the single
loop feedback systems exemplified in [16] are discretized
versions of simple RLC electrical circuits, with at least a
non-linear component (e.g., a tunnel diode). The result is
a feedback scheme as the one in Fig. 3, where G(z) is a
−100 −50 0 50 100
−100
−50
0
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Slope: S1
Slope: S2 Slope: S3
a)
0 2000 4000 6000 8000 10000
−0.1
−0.05
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0 2000 4000 6000 8000 10000
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−50
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100
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−100
−50
0
50
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d)
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Fig. 4
Simulation of the circuit for different values of the
derivative of the fixed point in the origin. a) shapes of the
function f(·) for S1 = −1.4 (dotted line), S1 = −1.65 (dashed
line) and S1 = −2 (dashdotted line). b,c,d) time evolution
from random initial conditions in the three cases. The slope
S2 = −0.1 of the other two fixed points is held constant in
the three cases, and limits the growth of the system
evolution.
second-order IIR transfer function, and no delay lines are
considered in the loop. In these circuits, a stable almost
sinusoidal oscillation is reached, whose frequency and am-
plitude are functions of the second and third derivatives of
the non-linear map f , evaluated in the equilibrium point
(i.e., dc operating point), which is solution of the equation
G(0)f(y)− y = 0.
B. Stability control in feedback systems
Still referring to the closed loop feedback system of Fig.
3, we are now interested in the stabilization of a given
periodic motion. With respect to the case of Section IV-
A, we’re facing the dual situation, where we ignore the
transient part of the process and we’re interested in the
shape of the period of the resulting time series.
Let us call y = [y1, y2, . . . , yTp ]
T the desired period and
assume that the length of the period is even, i.e. Tp = 2L.
For simplicity we consider the case that the filter H(z) is
not present, thus the linear system G(z) is just a delay line
DL(z), which has to be of length L, as seen in the previous
example. The construction of the non-linear map able to
produce the desired periodic waveform is straightforward,
and relies on the training set Y computed using the data
points:
Y = Y1 ∪ Y2, (43)
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where
Y1 =
L⋃
k=1
(yk, yL+k), (44)
and
Y2 =
L⋃
k=1
(yL+k, yk). (45)
In Fig. 5, the computation of the training set from the
desired output process is illustrated, as well as the approx-
imation of the unknown function given by the proposed
algorithm. If the system state is initialized with a half-
1 2 3 4 5 6 7 8
−15
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Time (samples)
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
b) Reconstruction map (training set) 
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Fig. 5
Training data (a) and approximation of the unknown
function f (b, dashed curve). A desired derivative of 0.3 in
magnitude was imposed for all eight data points
period, i.e. is x0 = [y1, y2, . . . , yL]
T , the non-linear map
iteratively computes the other half. The stability and ro-
bustness with respect to additive noise is granted by the
derivative of the map, which has to be less then one in
magnitude. Fig. 6 shows the time evolution of the sys-
tem whose non-linear map data point derivatives are con-
strained to a magnitude of 0.3, and whose evolution is tem-
porarily disturbed with additive noise, with a SNR of 46
dB.
One might be curious about the possibility of reaching
a desired stable periodic motion from a quasi-zero random
state, controlling the slope in the origin as in the previous
example. Despite the fact that the solution appears to
be in the combined use of the skills given in the previous
examples, whether such control would be possible or not
with a time-invariant 1-in 1-out non-linear map, seems to
be a non-trivial problem.
If the filter H(z) is not omitted in G(z), the control
of stability of the single loop feedback system of Fig. 3
can be conveniently approached by studying the Jacobian
matrix J of the map F which describes the state transition
x(n+ 1) = F (x(n)) at every successive time step, x being
0 10 20 30 40 50 60 70 80 90
−15
−10
−5
0
5
10
15
a)
0 10 20 30 40 50 60 70 80
−0.04
−0.02
0
0.02
0.04
b)
time (samples)
Fig. 6
Closed loop system: rejection of additive noise. a) Time
evolution of the system. b) Distance from the target
evolution when noise is added to the loop, from sample 21
to sample 25
the global state of the system. Let the linear element G(z)
be, as before, the cascade of a delay line DL(z) = z
−L of
length L and a low-pass filter H(z). We are interested in
leading the system to a stable periodic motion. In a steady
state situation, the state xL = [x1, x2, . . . , xL]
T of the delay
line undergoes a linear distortion due to the filtering stage.
This is represented by the L-point circular discrete-time
convolution [17]
y˜k = (h⊛ x)k, 1 ≤ k ≤ L . (46)
To restore the original state of the delay line the non-linear
map f can be shaped on the base of a training set given by
equation (43), with
Y1 =
L⋃
i=1
(y˜i, yL+i), (47)
and
Y2 =
L⋃
i=1
(y˜L+i, yi). (48)
In general, the geometric locus given by the training set
Y will not necessarily be a curve of dimension 1, and the
map will need to be unfolded in a higher dimensional space.
We consider here the case where a one-dimensional map is
sufficient to our purposes. If H(z) is a first order FIR filter
with coefficients b1 and b2, the system can be given in its
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state space form as
x(n+ 1) =


0 · · · 0
b1 0 0
0 1 0 0
...
. . .
. . .
...
0 · · · 1 0


x(n) +


f(xL)
b2f(xL)
0
...
0


,
(49)
where x(n) = [x0(n)x1(n) · · ·xL(n)]
T is the global state of
the system at time n.
The Jacobian matrix of the state transition map, evalu-
ated in xˆ = [xˆ0xˆ1 · · · xˆL]
T , is given by
J(xˆ) =


0 · · · d
b1 0 b2d
0 1 0 0
...
. . .
. . .
...
0 · · · 1 0


, (50)
where
d ,
∂f
∂xL
|xL=xˆL . (51)
A periodic orbit [xˆ(n) · · · xˆ(n + 2L − 1)] of period 2L is
asymptotically stable if the Jacobian J has eigenvalues of
magnitude less than one for each point of the periodic orbit.
The eigenvalues of J are the roots of the polynomial zL+1−
b1dz − b2d, and are plotted in Fig. 7 for L = 3, and for
different values of d. The lower and the upper figures refer
to two different low-pass filters H(z).
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Fig. 7
Magnitude of the roots of the polynomial z4 − b1dz − b2d (or
eigenvalues of the Jacobian matrix J) for b1 = b2 = 0.5
(upper figure) and b1 = 0.1, b2 = 0.5 (lower figure).
Let us focus the attention on the case where L = 3 and
H(z) has coefficients b1 = 0.1 and b2 = 0.5. From Fig. 7
it can be seen that J has eigenvalues |λ| < 1 if |d| < 1.667.
Thus, in order to have a stable and noise-robust periodic
solution, the magnitude of the derivative of the map in each
point of the training data must not exceed 1.667.
Usually, a perturbation to the closed loop system is mod-
eled with random noise added to the loop at a given point.
However, it can be of some interest to vary the parameters
of the linear components in the loop such as, for example,
the low-pass filter H(z). This can be useful to control the
spectral content of the resulting time series. The stability
of the whole system is thus investigated by applying, for a
short time window, a perturbation to the filter coefficients
b1 and b2. Fig. 8 shows the reaction of the system to a
random perturbation, with an upper bound in magnitude
of 0.02, occurring at sample time 44 and ending at sample
time 48. It can be seen that the perturbation will be per-
sistent for values of |d| higher than 1.667 (upper figure),
and that it will be rejected for |d| < 1.667 in a time that is
shorter the lower we choose |d| (middle and lower figures).
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Fig. 8
Rejection of a perturbation of the coefficients of the
filter H(z). The perturbation b1 +∆b1, b2 +∆b2, occurring
at sample time 44 and ending at sample time 48, had upper
bound in magnitude |∆bi| ≤ 0.02, i = 1, 2.
V. Conclusions
The use of the Orthogonal Least Squares algorithm to
approximate a non-linear map with arbitrary derivatives
with radial basis function networks has been investigated.
A modified version of the classic OLS algorithm formula-
tion has been proposed, which uses the same orthogonal-
ization approach for both the regressors of the map and the
regressors of its derivatives. The usefulness of the method
has been illustrated on application examples from the field
of control of single loop feedback systems, and we have
stressed the importance of derivatives of the non-linear map
to control important features such as stability, velocity of
transients, and rejection of disturbances.
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