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Abstract
A memory-efficient algorithm for the computation of Principal Component Analysis (PCA)
of large mass spectrometry imaging data sets is presented. Mass Spectrometry Imaging (MSI)
enables two- and three- dimensional overviews of hundreds of unlabeled molecular species
in complex samples such as intact tissue. PCA, in combination with data binning or other
reduction algorithms, has been widely used in the unsupervised processing of MSI data and
as a dimentionality reduction method prior to clustering and spatial segmentation. Standard
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implementations of PCA require the data to be stored in random access memory. This im-
poses an upper limit on the amount of data that can be processed, necessitating a compromise
between the number of pixels and the number of peaks to include. With increasing interest
in multivariate analysis of large 3D multi-slice datasets and ongoing improvements in instru-
mentation, the ability to retain all pixels and many more peaks is increasingly important. We
present a new method which has no limitation on the number of pixels and allows an increased
number of peaks to be retained. The new technique was validated against the MATLAB (The
MathWorks Inc., Natick, Massachusetts) implementation of PCA (princomp) and then used
to reduce, without discarding peaks or pixels, multiple serial sections acquired from a single
mouse brain which was too large to be analysed with princomp. k-means clustering was then
performed on the reduced dataset. We further demonstrate with simulated data of 83 slices,
comprising 20535 pixels per slice and equalling 44 GB of data, that the new method can be
used in combination with existing tools to process an entire organ. MATLAB code implement-
ing the memory efficient PCA algorithm is provided.
Introduction
Matrix assisted laser desorption/ionisation (MALDI) mass spectrometry imaging (MSI) is a sen-
sitive technique allowing localisation and identification of unlabelled molecules in samples. The
technique has been applied to a large range of analytes, such as drugs,1,2 lipids,3,4 peptides,5 pro-
teins6 and metabolites1,2 from many different tissue types, which are often single organ sections.
MSI data are stored as a grid of spectra, where each pixel has an associated mass spectrum. Dis-
tributions of single analytes (single m/z peaks) of interest can be visualised by false colour ion
images, created by assigning the intensity at each pixel to the value of the area under the peak in
the spectrum.
MSI experiments can produce extremely large datasets, for example a 4 cm × 4 cm MALDI
target plate imaged at a pixel size of 100 × 100 µm results in 160k pixels and if 100 kB per
spectrum is assumed (6400 m/z-intensity pairs) then the dataset would be approximately 15.26
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GB. Imaging the same area at high resolution (10 µm)7 would result in over 16M pixels, and a
potential raw data size of approximately 1.49 TB (1529 GB). Several applications require imaging
to be performed on even larger sample areas, such as whole animal sections1,6,8 or 3D volumes.9–17
The data size of a single spectrum is dependent on the mass resolving power of the instrument
and the mass range of interest. Instruments such as the MALDI-FTICR can have mass resolutions
of orders of magnitude greater than that of MALDI-TOF instruments and so when acquiring data
over the same m/z range, can produce significantly more data.2,18,19 A common way to reduce the
size of data stored per spectrum is to store the data as m/z-intensity pairs rather than storing a value
at every possible m/z location to reduce the amount of redundancy. This then introduces a further
variable which determines the size of a single spectrum, the number of species detected (which is,
in turn, a function of the sample type, the ionisation efficiency and/or the degree of fragmentation).
The problem of handling large secondary ion mass spectrometry (SIMS) datasets has been
tackled by compressing the data to ensure that it fits in RAM,20,21 but data size limits will continue
to exist for algorithms which cannot utilise such compression and will again become problematic
as improvements in imaging technology further increase the data size. Alternative data reduction
strategies aim to isolate only peaks of interest and eliminate noise to reduce the amount of un-
informative data used in further analysis.22,23 However, hundreds or thousands of peaks can be
detected, and so further reduction is often necessary. Principal component analysis (PCA) is a
mathematical technique that can be used to solve this problem by reducing dimensionality while
retaining variance within the data.24
When performing PCA via conventional means, the following steps are typically followed.
(i) The dataset (N pixels, M peak intensities) is read into RAM as an N ×M matrix. (ii) The
mean spectrum (over the whole dataset) is subtracted from each spectrum in the dataset. (iii)
Singular value decomposition (SVD) of the data matrix is then performed to determine eigenvalues
and eigenvectors (also referred to as the loadings or coefficients in PCA). (iv) The data are then
projected onto the space defined by the eigenvectors to determine the scores. This is exactly how
the often used implementation of PCA princomp (as supplied by MATLAB Statistics Toolbox)
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is performed. Implementations like these require the data matrix, along with multiple additional
variables which are the same size as the data matrix, to be stored simultaneously in RAM in order
to perform the full calculation. The finite size of RAM can easily be exceeded by the size of
MALDI MSI datasets and this implementation severely restricts the size of the dataset that can be
processed.
The memory limit can be reached through having a large number of peaks, a large number of
pixels, or both and so a tradeoff has to be made that is dependent on the amount of RAM avail-
able for analysis.25 Reducing the m/z dimension is commonly achieved through binning, however
peak detection and alignment is a much more robust method of avoiding the loss of information
while reducing the data.14 Dependent on the size of the data, further reduction can be necessary
prior to multivariate analysis, and so methods of selectively discarding peaks and pixels have also
been developed.23,26 This reduces both spectral (potentially merging peaks) and spatial (poten-
tially merging features) resolution to a point which may be deemed unacceptable.27 An alternative
method to solve the memory issues implicit in PCA is to utilise sparse matrix storage.25 However,
it is entirely possible that a data set in sparse matrix form is still too large to be stored in RAM
and so in these cases some form of data reduction will still be required prior to the sparse storage
such as removing intensity values below a user-defined threshold or performing binning spectrally
or both spatially and spectrally.
All of these data reduction methods do provide a useful temporary solution, but as the move
is made towards high resolution 3D data sets the problem will again return and so algorithms that
are explicitly designed to handle large datasets will become more desirable. The importance of
memory optimised algorithms applied to MSI data was recently commented upon by Alexandrov
and Kobarg 28 .
Clustering techniques are becoming an invaluable tool in the processing and interpretation of
MSI data sets and have been the focus of many recent articles.17,24,28,29 PCA has been shown to be
a useful technique prior to clustering due to the reduced dimensionality and noise suppression,24,29
however if meaningful peaks are discarded during the data reduction step prior to PCA then the
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subsequent clustering process may lose the ability to separate subtly distinct regions. PCA is
also commonly employed as an unsupervised technique to objectively determine trends within the
data,30–35 which again may result in the inability to detect subtly different trends if the initial data
is incomplete. This use of PCA is often considered to be controversial due to the inability to relate
negative principal component loading values to experimental m/z signals and so other multivariate
analysis techniques such as probabilistic latent semantic analysis (pLSA) and non-negative matrix
factorisation (NNMF) have been applied to MSI data.27 However, despite the fact that the workflow
presented is applicable to both uses of PCA, the focus in this work is on the use as a dimensionality
reduction technique only.
An efficient implementation of PCA has been developed for large datasets, stored as databases,
without the requirement for the entire data matrix to be stored in memory at once.36 In this paper
we develop this method for the analysis of MSI data stored in the open mass spectrometry imaging
format imzML.37 We use the new technique to analyse a previously prohibitively large dataset,
multiple mouse brain sections forming a 3D volume, while retaining all detected peaks and all
pixels in the image.
Methods
Detailed materials, sample preparation and mass spectrometry experimental description are given
in the Supporting Information. Briefly, a single rat brain section was coated in α-cyano-4-hydroxycinnamic
acid using an automated matrix deposition system (TM sprayer from HTX Technologies, NC,
U.S.A.)3 and 12 sections of mouse brain were coated in para-Nitroaniline using an artistic air-
brush.38 MALDI MSI data were acquired on a QSTAR Elite QqTOF (AB Sciex, Warrington, UK)
for the single section rat brain image and a QSTAR XL QqTOF (AB Sciex) for the 3D mouse brain
image.
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Data Processing
Data processing was performed using an Intel i7 2600 (3.40 GHz) with 8 GB RAM. All data were
converted from proprietary format to the open mass spectrometry format mzML using AB SCIEX
MS Data Converter beta version 1.1 (AB Sciex). Data in the mzML format was converted to the
open mass spectrometry imaging format imzML using imzMLConverter.39 Further data processing
was performed in MATLAB version 7.12.0.635 with Statistics Toolbox (The MathWorks Inc.,
Natick, Massachusetts). k-means clustering was performed on the first 40 principal components
of the PCA reduced data (explaining 99.14% of the variance). The variance cut-off is an arbitrary
choice, where the assumption is that the remaining 0.86% variance within the dataset is noise.
This value works well in practice, however the noise level should always be underestimated (and
therefore as much variance as possible is retained), to avoid discarding components that capture
information rather than purely noise. The k-means algorithm supplied as part of MATLAB was
used, with k=2...10 (shown in Figure S2) with k=7 selected as optimal.40
The method developed in this paper is based on a technique developed for performing PCA
on large databases,36 where it is frequently impossible to load an entire dataset due to memory
limitations, but is easy to sequentially load the individual data points (spectra, in the case of MSI).
The method is based on the formation of two “summarisation” matrices
L=
N
∑
i=1
x(i) (1)
Q=
N
∑
i=1
x(i)(x(i))T (2)
where the column vector x(i) is the spectrum at the ith pixel and the sums are over the N points
(pixels) in the dataset. From the summarisation matrices, the covariance matrix can be computed
as
Σ=
1
N
Q+
1
N2
LLT . (3)
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The important feature of this formulation is that the summarisation matrices can be formed
incrementally and require only one data point to be in memory. This is especially advantageous
for datasets containing large numbers of pixels. Note that the full covariance matrix must be
constructed and very high-dimensional datasets may still prove to be intractable. For this reason,
we employ peak detection methods in order to reduce the dimensionality of the data. The full
algorithm is presented in Figure 1 and a MATLAB implementation is provided in the Supporting
Information.
Determine peak list
Read in spectrum
Pre-process spectrum
Update summari-
sation matrices
Another
spectrum?
Calculate Σ
Eigendecomposition
of Σ
Loadings calculated
Read in spectrum
Pre-process spectrum
Calculate cur-
rent pixel’s scores
Another
spectrum?
Scores calculated
no
yes
no
yes
Figure 1: Workflow for memory efficient principal component analysis, only requiring a single
spectrum plus the summarisation matrices in RAM at any single point in time.
Description of the Algorithm
With reference to Figure 1, the algorithm can be decomposed into the following steps:
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Determine peak list: For combining and comparing spectra, each spectrum must be on the
same axis. This is often achieved through binning in the m/z domain. In the case of TOF MS,
data are acquired at fixed time intervals which are then converted into the m/z domain, so here
we utilise constant time intervals resulting in m/z intervals which follow a square root function.
To determine the number of time intervals (or bins) each m/z was converted into the time domain
(by calculating the square root of each m/z value due to the square relation between time of flight
and m/z41) and the difference between adjacent time points was calculated. The minimum time
difference was then taken as the time interval at which the detector acquired data. This was then
used to reconstruct a common axis for all spectra acquired during the same imaging experiment.
For data acquired using the QSTAR Elite (AB Sciex) over the m/z range 50-1000, each spectrum
had 130861 time bins. The same process was performed for calculating the time interval of data
acquired on the QSTAR XL. These bins contain a large amount of redundant data (such as zeros
and multiple bins representing a single peak), so to remove this redundancy it was beneficial to
determine a peak list of all possible m/z centroids, which may either correspond to a molecule
or to noise, contained in the data. The peak list was determined from the ‘basepeak spectrum’
(the maximum intensity at each m/z bin within the entire dataset),23 by first smoothing using a
Savitzky-Golay filter (with a window size of 25 time bins) and then performing peak detection
using a second derivative gradient method (described in detail in the Supporting Information).
Read in spectrum: Spectra, consisting of (m/z, intensity) pairs, were accessed sequentially
from the binary portion of the imzML format and loaded into RAM.
Pre-process spectrum: After loading, spectra were zero-filled, so that the axis was linear in
the time domain, and then smoothed using the same Savitzky-Golay filter previously applied to
the basepeak spectrum. The intensity values at each of the m/z locations in the peak list were
extracted.
Update summarisation matrices: The summarisation matrices are updated with the current
spectrum x(i)
L 7→ L+x(i) (4)
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Q 7→Q+x(i)(x(i))T (5)
L and Q have been initialised to zero.
Calculate Σ: Once the summarisation matrices have been updated with all spectra, the covari-
ance matrix can be computed as
Σ=
1
N
Q+
1
N2
LLT (6)
Eigendecomposition of Σ: Eigendecomposition was performed by first reducing the covari-
ance matrix to a tridiagonal matrix followed by QR decomposition of the tridiagonal matrix to
calculate the eigenvalues and eigenvectors.
USUT = Σ (7)
where U contains the eigenvectors (also referred to as the loadings or coefficients in PCA) and the
diagonal of S contains the eigenvalues.
Calculate Scores: The scores of the data points against the principal components are com-
puted point-by-point (only one spectrum is required in memory). The score of the spectrum from
pixel i against principal component j is computed as
si j = (x(i)− LN )
TU j (8)
where U j is the jth column of U (the jth principal component) and L/N is subtracted in order to
mean-centre the data. Score images can then be generated for a principal component of choice by
arranging the score values in the same two dimensional grid as the spectra were collected.
In certain cases, it may be necessary to construct the correlation matrix instead of the covariance
matrix. This is necessary in cases where the variables are on different scales and so is not generally
applicable for MSI data, but may be useful for liquid chromatography ion mobility spectrometry-
mass spectrometry (LC-IMS-MS) data where elution time, drift time and m/z are on different
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axes.42 The correlation matrix ρ can be formed as
ρ = Σ◦ 1
σσT
(9)
where ◦ denotes the element-wise (Hadamard) product of the matrices and σ =√diag(Σ) is a
vector containing the standard deviation of each dimension (peak). Overwriting the covariance
matrix with the correlation matrix will ensure that no extra memory is required and then the sub-
sequent steps of eigendecomposition of ρ (USUT = ρ) and scoring can be followed as described
previously, with Equation 8 replaced by
si j =
[(
x(i)− L
N
)
◦ 1
σ
]T
U j (10)
Numerical Optimisations
We have noted that whilst this method does not require the whole dataset to be loaded simulta-
neously, the full covariance matrix (M×M, where M is the number of peaks) must be formed.
This limits the dimensionality (number of peaks) that can be processed. However, there are several
numerical optimisations that can be made in order to increase this limit. We first observe that in
the computation of Q, the product x(i)(x(i))T is symmetric and hence Q is also symmetric and one
need only compute and store the upper triangular part of Q. The formation of both x(i)(x(i))T and
LLT can be performed element-by-element, updating the relevant variable (Q and Σ respectively),
removing the need to allocate any extra memory for storing temporary variables the same size as
the covariance matrix. Furthermore, the covariance matrix can be computed “in-place” of Q to
further reduce the memory requirements. With the covariance matrix stored in packed triangular
form, the necessary eigendecomposition can be performed first by tridiagonalisation, and then de-
composing with optimised numerical methods from LAPACK designed for this case.43 It is also
possible to discard latter columns of U once the number of principal components (P) to retain has
been determined, reducing U from M×M to M×P.
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Determination of maximum data size
The maximum size of data that could be processed with princomp was determined by selecting
a value for the number of peaks, M, and then iteratively altering the number of pixels, N, (using
binary search) to produce a random data matrix of size N×M and then performing princomp on
the matrix. If this resulted in an ‘Out of Memory’ error then the number of pixels was reduced, oth-
erwise the number of pixels was increased. When the maximum number of pixels was determined
for a specific number of peaks, the number of peaks was altered and the process was repeated.
Image registration and 3D visualisation
Image registration was performed on ion images of m/z 826 using StackReg as part of the Fiji pack-
age (http://fiji.sc/) which was modified to enable exportation of the calculated affine transform. The
affine transform was imported into MATLAB and applied to all image stacks prior to visualisation.
3D data were visualised using vol3d v2 written by Oliver Woodford (http://www.mathworks.com/matlabcentral/fileexchange/22940-
vol3d-v2).
Results and Discussion
Data size limits for PCA performed using princomp on a computer with 8GB RAM are shown
in Figure 2. Assuming a large, high resolution image (of 32M pixels44) is to be processed using
princomp, only 8 peaks could be retained. With such small numbers of peaks, it is feasible to ex-
amine all ion images manually and there is no longer any requirement to reduce the dimensionality
prior to further analysis. Furthermore, and more importantly, reducing a complex dataset to a small
number of peaks will likely discard a significant amount of informative data. For data sizes which
exceed the memory limit, the data must be reduced prior to PCA by discarding some information,
introducing a compromise between the number of pixels and the number of peaks to retain, and is
often remedied through the use of data reduction techniques that discard peaks, pixels or both.23,26
Discarding pixels generally requires some form of prior knowledge about the dataset, specifically
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Figure 2: Data sizes that princomp (MATLAB Statistics Toolbox version 7.12.0.635) can process
using 8GB RAM shown as the area under the curve, demonstrating the compromise between either
number of pixels (or samples) or peaks retained in the mass spectrometry data reduction step. All
combinations of number of peaks and pixels shown can be processed with the new workflow.
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which pixels are relevant. This has the opportunity to introduce analyst bias if the pixel selection
method requires user input to aid the generation of a mask to separate matrix related pixels and
sample related pixels. Discarding peaks is a much more widely accepted form of data reduction,
but dependent on the method used it can introduce the same disadvantages as discarding pixels.
However, it should be noted that if uninteresting or uninformative peaks and pixels can be dis-
carded in an unbiased and correct way then the results of PCA will provide much more insightful
information on the nature of the variations in the data and potentially reveal variation that was
previously masked by the uninformative differences.
An alternative method to reduce the amount of memory required by the PCA algorithm is to
use the NIPALS implementation of PCA.45 This algorithm iteratively calculates the principal com-
ponents in order of largest variance explained and so only the required principal components can
be calculated, reducing computation time and memory requirements. However, the requirement to
store the data matrix as well as the residual matrix (which is the same size as the data matrix) in
memory means that for large datasets this method will still be prohibitive and the proposed method
will still out perform NIPALS in terms of memory savings.
In some cases of MSI, for example small image areas acquired using a high resolution mass
analyser such as FTICR, the number of pixels N can be smaller than the number of detected peaks
M, and it is then possible to perform PCA on the covariance matrix computed from the transpose of
the data matrix XT , giving a covariance matrix of size N×N instead of M×M. The eigenvectors
of the original covariance matrix can then be calculated by multiplying the principal component
vectors by XT . The method presented here can be applied to this calculation in order that the whole
data set need not be loaded into memory, however, this will require a third pass through the data
to do the final multiplication. Such requirements are uncommon in MALDI MSI as typically the
number of pixels greatly exceeds the number of detected peaks, although this case may be more
useful in MS studies where the number of samples is less than that of the detected peaks.
To verify that the new workflow produced the same results as simply using princomp a dataset
with a sufficiently small enough number of pixels and detected peaks was chosen, and the coeffi-
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cients and scores produced were compared. The difference between the two resulting coefficient
matrices is on the order of 10−6 which is a difference on the order of 10−4%. The matrix Q (Equa-
tion 2) summarises XXT , where X is the data matrix36 and any differences between these two
matrices propagate through the algorithm. Such small differences do not significantly affect any
of the observed results; the correlation between any principal component’s coefficients calculated
by the two methods is 1, therefore they describe identical distributions. A visual comparison of
score images produced using both methods is shown in Figure 3 with the memory requirements at
each step of the process shown in Table 1. Although the memory sizes included in Table 1 focus
on the most common case where the number of pixels is larger than the number of peaks, memory
savings will still be achieved in the inverse case but will be less significant. For a system with 8GB
RAM, a dataset with 100000 pixels and assuming the first 50 principal components will be calcu-
lated, the maximum number of peaks that can be included in the proposed workflow is greater than
26000. This is in contrast to the maximum of 2666 peaks included when using princomp shown in
Figure 2.
Verification on large data sets was performed by simulating a full 3D MALDI MSI experiment
by replicating the single section data used previously. Binning the data at 0.2 m/z, the standard bin
width used in BIOMAP (Novartis), resulted in 4751 bins (31 kB per spectrum) and a data size of
744 MB (for 20535 pixels). Only two full slices of this size could be retained and processed using
princomp and 8GB of RAM. Assuming 12 µm sagittal sections are taken of a rat brain of size 2cm x
1cm, the distance between the two full sections would be 325 µm, over which distance the internal
structure can change significantly. Using Fonville et al. 26’s method of selecting informative peaks
reduced the number of bins to 564 (4 kB per spectrum and 88 MB per slice) which would allow
23 sections to be processed, with 30 µm between each section. Clearly acquiring data with higher
lateral, axial or mass resolution would increase the data size, regardless of applying peak picking
or not, and therefore decrease the number of sections that it is possible to process while also
increasing the distance between sections. However use of the proposed method would enable the
entire brain to be processed at any lateral or axial resolution, either with or without discarding
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Table 1: Memory size requirements and the corresponding intermediate variable sizes at each step
of the principal component analysis algorithm using N (number of pixels) = 100000, M (number of
peaks) = 3000 and assuming P (principal components to calculate) = 50 (assuming 99% variance
is explained in the first 50 principal components, however commonly fewer principal components
are required in practice). Steps 1-4) for princomp correspond to steps i-iv) as described in the
introduction and are summarised in the lower table. Steps 1-4) for the proposed method refer to
the named algorithm steps described in the methods section.
Step princomp Memory (MB) Proposed Method Memory (MB)
1) Data matrix (N×M) 2288.82 x(i) (M×1) 0.02
L (M×1) 0.02
Q ([M(M+1)/2]×1) 34.34
2) Data matrix (N×M) 2288.82 L (M×1) 0.02
Mean centred data (N×M) 2288.82 Σ ([M(M+1)/2]×1) 34.34
3) Data matrix (N×M) 2288.82 L (M×1) 0.02
Mean centred data (N×M) 2288.82 Σ ([M(M+1)/2]×1) 34.34
U (N×M) 2288.82 U (M×M) 68.66
S (M×M) 68.66 S (M×1) 0.02
V (M×M) 68.66 Working ([4M−4]×1) 0.09
4) Data matrix (N×M) 2288.82 L (M×1) 0.02
Mean centred data (N×M) 2288.82 Σ ([M(M+1)/2]×1) 34.34
U (N×M) 2288.82 U (M×M) 68.66
S (M×1) 0.02 S (M×1) 0.02
V (M×M) 68.66 Scores (N×P) 38.15
Scores (N×M) 2288.82
Max. RAM Usage (MB) 9223.96 Max. RAM Usage (MB) 141.18
Step princomp Proposed Method
1) Read dataset into RAM ‘Read in spectrum’
Pre-process and reduce if necessary ‘Pre-process spectrum’
‘Update summarisation matrices’
2) Mean center data matrix ‘Calculate Σ’
3) SVD of data matrix ‘Eigendecomposition of Σ’
4) Data matrix projected using eigenvectors ‘Calculate Scores’
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Figure 3: Comparison of principal component score images of a MALDI MS image of a single rat
brain section using princomp (a, b) and the memory efficient PCA method (c, d). a) and c) show
principal component 5 (demonstrating a significant amount of variance between grey and white
matter regions) and b) and d) show principal component 19 (demonstrating that information is still
contained in high principal components). The total difference between the coefficient matrices
(which are used to calculate score images) produced by each method is on the order of 10−6
which is a difference on the order of 10−4%, resulting in a small, but insignificant (and visibly
indistinguishable), difference in the score images.
peaks detected on either binned or raw data acquired using a QSTAR XL or QSTAR Elite over the
mass range of m/z 50-1000, shown in Figure S1.
Following verification, the new methodology was applied to a dataset containing multiple serial
sections taken from a single mouse brain which was too large to be handled with princomp. The
new methodology was used to reduce the 3D dataset without the requirement of discarding peaks
or pixels. Clustering was then performed, using the k-means algorithm (k=7), on the reduced
dataset, revealing 3 clusters on the tissue region and 4 clusters describing the matrix region. All
three clusters in the tissue region are visualised in Figure 6, highlighting white matter in yellow
(including the corpus callosum and arbor vitae), grey matter (including the cerebral cortex) in blue
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and a tissue edge region in red.
Molecules which correlate with each cluster were determined by calculating the Pearson product-
moment correlation coefficient between every image produced at each m/z bin in the raw data and a
binary image of the cluster of interest.17 The distribution of the highest correlating molecules with
each cluster, tentatively identified as PC 36:146 for the white matter (yellow) cluster, PC 32:046
for the grey matter (blue) cluster and haem8 for the tissue edge (red) cluster, in both 2D and 3D
are shown in Figure 5.
The selection of only informative m/z bins26 would have reduced the data set sufficiently to
be analysed with princomp. Clustering with k-means (k=3) on the reduced dataset produced the
same clusters as shown in Figure 6, however a review of the peak lists showed that m/z 616 was
discarded by this reduction method due to the noisy background correlating with the matrix region.
This peak was actually found to contribute significantly to the red cluster in Figure 6. Examination
of ion images of this peak showed that it was found predominantly in a region in which commonly
detected endogenous species were observed to be of unusually low ion counts. This regional
suppression is likely to have been caused by contamination with blood, during either the organ
excision, or sectioning/mounting procedures. This observation would have been difficult to make
without an unsupervised tool such as PCA (specifically one which can handle retention of the entire
peak list), requiring manual inspection of every possible ion image and comparing to the reduced
dataset while considering the anatomy of the sample.
The benefits of applying clustering algorithms to a large (50 GB) 3D kidney dataset have been
described recently.17 The described data contained a very large (512495) number of pixels and
so peak picking was performed prior to clustering to reduce the data sufficiently, which involved
discarding peaks if they appeared in less than 1% of the spectra. An alternative method of data
reduction would be to use the method presented here, which can cope with arbitrarily many pixels,
to reduce the entire dataset of 7677 m/z bins to a small number of principal components that explain
at least 99% of the variance. This would reduce the chance of discarding informative peaks that are
only present in a small, localised feature that is smaller than 1% of the image size (5124 pixels).
17
As such, this work provides new ways to evaluate the effects, suitability and robustness of peak
picking on larger datasets.
Spatial binning25 may be a useful tool for the reduction in memory requirement (as well as
enhancing imaging signal-to-noise and increasing contrast) however this comes at a cost of spatial
detail. For cases where spatial binning is performed solely for the benefit of memory reduction
the method proposed here will prove valuable. A recent article stated that the choice to only re-
tain 650 m/z bins was “a pragmatic desire to use manageable covariance matrices”,47 however the
method presented here has demonstrated that covariance matrices far exceeding 650 m/z bins can
be handled with ease, and use of the proposed method would enable handling of the entire 11280
processed m/z bins. Binning in the m/z domain combined with a sparse data matrix representation
in order to compute PCA on a 3D ToFSIMS dataset was recently described.9 In order to preserve
the sparsity, and therefore the memory reduction achieved, mean centering and scaling were omit-
ted, however the work presented here does not require the entire dataset to be stored in RAM and
so mean centering and scaling can be applied if required.
Figure 4: 3D representation of the three on tissue clusters determined with k-means (k=7) applied
to a MALDI mass spectrometry image of 12 serial sections of mouse brain after being reduced by
PCA (with 99.14% of the variance retained in 40 principal components).
The iterative accessing and processing of the data increases the computation time required to
process each dataset when compared with methods which retain the entire dataset in RAM, like
princomp. However, if the dataset has already been pre-processed and reduced to peak lists, either
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Figure 5: (a-c) Selected ion images which correlate highly with each on tissue cluster distribution
determined from k-means of serial sections, shown in 2D representation. (d-f) 3D representations
of ion images where the alpha channel (transparency) is proportional to the intensity. (a,d) m/z 826
(PC 36:1 [M+K]+). (b,e) m/z 734 (PC 32:0 [M+H]+). (c,f) m/z 616 (haem [M+H]+).
through using automatic data reduction methods described by McDonnell et al. 23 and Fonville
et al. 26 or by manually selecting known peaks,48 then the amount of processing required is re-
duced by eliminating the ‘Pre-process spectrum’ steps from the workflow shown in Figure 1. For
small MSI datasets, where the number of pixels and detected/retained peaks falls below the curve
in Figure 2, standard implementations of PCA will outperform (in terms of speed) the approach
described here. As a comparison, the time required to load, pre-process and perform princomp
on the single rat brain image (shown in Figure 3) was 5.7 minutes whereas the time required to
perform the new methodology was 13.2 minutes. The reason that the time is doubled is due to
the requirement to read in and process the data a second time to calculate the scores. Eliminat-
ing the pre-processing step reduced the time to 2.7 minutes and 8.2 minutes for princomp and the
proposed method respectively. Processing time for the 3D dataset using the proposed method was
24 minutes. Even if the processing time is lengthened, as the size of the data increases (in both
the number of pixels and in mass resolution) the need for data processing routines that can han-
dle increased data sizes becomes more apparent. Furthermore, general purpose programming on
graphical processing units (GPGPU) could be employed to reduce the time taken as the generation
of the summarisation matrices is highly parallelisable.44
This method inherently provides the ability to compute the covariance and correlation matrices
in a more memory efficient way, enabling rapid determination of co-localised m/z peaks on larger
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Table 2: Comparison of the time required to load the MSI data and perform princomp and the
proposed method including and excluding the time taken to pre-process (spectral smoothing and
peak detection) the data. The 2D rat brain image contained 20535 pixels and 564 detected peaks.
The 3D mouse brain image contained 104993 pixels and 3495 detected peaks.
Dataset princomp princomp Proposed Method Proposed Method
(no pre-processing) (no pre-processing)
2D Rat brain 5.7 mins 2.7 mins 13.2 mins 8.2 mins
3D Mouse brain X X 24.0 mins 12.0 mins
data sets than previously reported.49 This type of investigation requires prior knowledge of an m/z
of interest and so would be beneficial in pharmaceutical studies where the m/z of the drug is known
and molecules, such as metabolites, which co-localise with the drug are of specific interest.
Despite this article being focused solely on MSI data, the method presented here can be ap-
plied to any analytical technique that has sufficiently large data such that memory limitations have
become problematic.
Conclusion
Data processing is an essential and extremely challenging aspect of mass spectrometry imaging
research. The highly multivariate nature of the technique poses challenges in both the limits of
data size and the ease of information extraction from imaging experiments. We have presented
a means of handling the complete data without discarding potentially useful information. These
methods will become increasingly important as efforts towards complete and unsupervised review
of large 3D image datasets continues. The memory efficient workflow described here provides,
for the first time, a means of performing PCA on extremely large MS image data. The methods
also allow for a comparison of data reduction techniques and a means of comparing discarded (or
retained) peaks with a complete list. This will facilitate ongoing efforts in the development and
evaluation of data reduction tools and computational techniques for the improved processing and
interpretation of MSI data.
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