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První náznaky moderních optimalizačních metod se datují do první poloviny 19. století,
kdy J. B. J. Fourier studoval podrobně soustavy lineárních rovnic. Svou prací inspiroval
mnohé další matematiky, kteří na jeho poznatky navazovali a rozvíjeli tím nově vznikající
problematiku teorie duality. V roce 1939 L. V. Kantorovich definoval efektivní algoritmus
pro řešení úloh lineárního programování. V roce 1947 jiný matematik G. B. Dantzig přišel
s další takovou metodou zvanou simplexová metoda. Tato metoda je velmi používána a je
stále cílem mnoha studií. Dodnes se simplexová metoda uvádí jako efektivní algoritmus
pro řešení lineárních úloh.
Optimalizace se v průběhu let stala používanou disciplínou v řadě oborů, za zmínku stojí
hlavně ekonomie, logistika, strojírenství a stavebnictví.
Tato práce se zabývá právě úlohami lineárního a nelineárního programování. V následují-
cím textu se nejprve seznámíme se základní teorií těchto úloh, dále jsou uvedeny základní
použité matematické pojmy při jejich řešení, následuje krátké seznámení s programem
GAMS, který je zde využíván jako pomocník při řešení, a poslední kapitolou jsou právě
řešené příklady názorně seřazené podle náročnosti tak, aby byly zajímavé i pro čtenáře,
který se s problematikou optimalizace v inženýrském návrhu setkává poprvé. Tyto pří-
klady jsou volené tak, že obsahují postupně jedno zadání úlohy nelineárního programování
řešenou třemi různými inženýrskými přístupy (viz příklady 5.1, 5.2 a 5.3), následuje je-
den příklad na lineární programování (5.4) a nakonec jsou uvedeny dva složitější příklady
opět na programování nelineární. Ty mají opět podobná zadání. Tedy zadání úlohy 5.6
je rozšířením úlohy 5.5.




Jednoduchým příkladem optimalizační úlohy je hledání maxima nebo minima dané re-
álné funkce a nalezení bodů v definičním oboru této funkce, pro které toto maximum či
minimum nastává.
Optimalizační úloha bývá též označována jako úloha matematického programovaní či ope-
račního výzkumu (např. [9]).
Úlohu matematického programování lze obecně formulovat v tomto tvaru:
min f(x)
za podmínek gi(x) ≤ 0, i = 1, 2, . . . ,m, (2.1)
který budeme nadále nazývat standardním tvarem.
Funkci f : Rn → R nazýváme účelovou funkcí a funkce g1 : Rn → R, . . . , gm : Rn → R
vystupují v tzv. omezeních.
Množina X = {x | g1(x) ≤ 0, . . . , gm(x) ≤ 0} se nazývá množinou přípustných řešení
a bod x ∈ X se nazývá přípustným řešením.
Optimalizační úlohu formulovanou v jiném tvaru lze pomocí vhodných transformací pře-
vést na standardní tvar (2.1).
Například omezení typu −g(x) ≥ 0 lze zapsat jako g(x) ≤ 0,
g(x) ≤ c, kde c je konstanta, jako g(x)− c ≤ 0,
g(x) = 0 jako g(x) ≤ 0 ∧ −g(x) ≤ 0.
Tvar úlohy vzhledem k účelové funkci můžeme upravit následujícím způsobem:
max(f) = −min(−f).
Úlohy matematického programování lze rozdělit dle jejich matematických vlastností, tj.
dle povahy účelové funkce f a funkcí gi vystupujících v omezeních:
- jsou-li tedy funkce f(x) i gi(x) lineární, hovoříme o úloze lineárního programo-
vání (viz [1], [4], [5], [6] a [15]).
- je-li alespoň jedna z těchto funkcí nelineární, hovoříme o úloze nelineárního pro-
gramování (viz [2]).
- speciálním případem nelineárního programování je konvexní programování (viz
[3]), kde funkce f i gi jsou konvexní funkce (Věta 10).
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2.1 ÚLOHY LINEÁRNÍHO PROGRAMOVÁNÍ
2.1 Úlohy lineárního programování
Jak bylo řečeno, úloha lineárního programování (LP) je taková úloha matematického
programování, kde účelová funkce je lineární a taktéž omezující podmínky jsou zadány
ve tvaru lineárních rovnic či nerovnic (viz [15]). Konkrétně ji lze zapsat ve tvaru
min cTx
za podmínek Ax− b ≤ 0, (2.2)
kde A je matice typu m × n a tedy její složky aij, i = 1, 2, . . . ,m a j = 1, 2, . . . , n jsou
konstanty u xj, x = (x1, . . . , xn)T je sloupcový vektor s n řádky a b = (b1, . . . , bm)T je







j=1 aijxj − bi ≤ 0, i = 1, 2, . . . ,m. (2.3)
Úlohy LP se obvykle formulují tak, aby obsahovaly podmínky nezápornosti všech pro-
měnných
xj ≥ 0, j = 1, 2, . . . , n.
Vektor x∗ = (x∗1, . . . , x
∗
n)
T nazveme optimálním řešením nebo taky řešením úlohy (2.2),
pokud má nejmenší funkční hodnotu ze všech vektorů splňujících omezující podmínky,
nebo-li pro každé x takové, že g1(x) ≤ 0, . . . , gm(x) ≤ 0 platí, že f(x) ≥ f(x∗).
Poznámka : O úloze LP tedy mluvíme tehdy, jsou-li účelová funkce f i omezující pod-
mínky gi, i = 1, . . . ,m lineární (odvození viz [15] a [3]), nebo-li pro každé x, y ∈ Rn
a každé α, β ∈ R platí
f(αx+ βy) = αf(x) + βf(y) (2.4)
a zároveň
gi(αx+ βy) = αgi(x) + βgi(y). (2.5)
Rozlišujeme:
• maximalizační a minimalizační úlohu lineárního programování a to tak, řekneme-li,
že chceme účelovou funkci
∑n
j=1 cjxj maximalizovat nebo minimalizovat.
- úlohu lineárního programování v rovnicovém tvaru
n∑
j=1
aijxj − bi = 0.
- úlohu lineárního programování v nerovnicovém tvaru
n∑
j=1
aijxj − bi ≤ 0.
Efektivním a zároveň univerzálním nástrojem k řešení lineárních rovnic je simplexová me-
toda (např. [4]), které se zde však podrobněji nevěnujeme.
Ukázka použití LP je řešení příkladu 5.4 v kapitole 5.
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2.2 ÚLOHY NELINEÁRNÍHO PROGRAMOVÁNÍ
2.2 Úlohy nelineárního programování
Podobně jako u programování lineárního se formuluje úloha nelineárního programování
(NLP). Taková úloha je tedy zadána účelovou funkcí a jednou nebo více omezujícími
podmínkami (viz [2]):
min f(x)
za podmínek gi(x) ≤ 0, i = 1, 2, . . . ,m. (2.6)
Proměnné značíme x = (x1, . . . , xn)T , dále f : Rn → R je účelová funkce, gi : Rn → R,
kde i = 1, 2, . . . , m, jsou tzv. omezující podmínky.
Vektor x∗ = (x∗1, . . . , x
∗
n)
T nazveme optimálním řešením nebo taky řešením úlohy (2.6),
pokud má nejmenší funkční hodnotu ze všech vektorů splňujících omezující podmínky,
nebo-li pro každé x takové, že g1(x) ≤ 0, . . . , gm(x) ≤ 0 platí, že f(x) ≥ f(x∗).
Poznámka: u těchto úloh stejně jako u úloh LP můžeme zadávat úlohy v rovnicovém
i nerovnicovém tvaru (viz kapitola 2.1).
O úloze NLP tedy mluvíme, pokud účelová funkce nebo alespoň jedna omezující pod-
mínka je nelineární (viz [3]).
Pro úlohy NLP neexistuje univerzální metoda jejich řešení. Nebo-li řešení jednoduše vy-
padajícího příkladu s několika málo proměnnými může být docela náročné. Nemluvě o pří-
kladech s několika stovkami proměnných.
Používané algoritmy obvykle konvergují do lokálního extrému (Definice 3 a 4). V někte-
rých aplikacích je toto postačující, v jiných je naopak skutečně podstatné nalézt optimum
globální (Definice 1 a 2).
Lokální optimalizace
Metody lokální optimalizace (viz [3]) mohou být z hlediska hledání řešení rychlé, mohou
využívat diferencovatelnost účelové funkce a omezujících podmínek, jsou široce využívány
v aplikacích (viz [2] a [3]), kde postačuje nalezení lokálního optima. Aplikovatelnost v in-
ženýrských návrzích je například při zlepšování výkonnosti či efektivity konstrukce (např.
[7]). Tyto metody vyžadují počáteční odhad řešení, a ten může podstatně ovlivnit získané
lokální řešení. Řešení úlohy lokálního optima tedy zahrnuje výběr algoritmu řešení, na-
stavením parametrů algoritmu a volbu vhodného počátečního odhadu.
Globální optimalizace
Nalezení globálního optima představuje v obecnosti velmi obtížný úkol (viz [3]). Je-li však
úloha konvexní, je zaručeno, že lokální optimum je zároveň optimem globálním (Věta 3).
Použití metod pro lokální optimalizaci tedy poskytne globální řešení.




Z předchozí kapitoly je zřejmé, že pro hledání optimálních řešení se předpokládá zna-
lost teorie globálních, lokálních a vázaných extrémů. Základní definice a věty nezbytné
pro řešení optimalizačních úloh jsou:
Definice 1 (Globální maximum). Řekneme, že funkce f : Rn → R má v x0 ∈ Rn
globální maximum, jestliže pro všechna x ∈ Rn je f(x) ≤ f(x0).
Definice 2 (Globální minimum). Řekneme, že funkce f : Rn → R má v x0 ∈ Rn
globální minimum, jestliže pro všechna x ∈ Rn je f(x) ≥ f(x0).
Definice 3 (Lokální maximum). Řekneme, že funkce f : Rn → R má v x0 ∈ Rn
lokální maximum, jestliže existuje okolí tohoto bodu O(x0) tak, že pro všechna x ∈ O(x0)
je f(x) ≤ f(x0).
Definice 4 (Lokální minimum). Řekneme, že funkce f : Rn → R má v x0 ∈ Rn lokální
minimum, jestliže existuje okolí tohoto bodu O(x0) tak, že pro všechna x ∈ O(x0) je
f(x) ≥ f(x0).
Definice 5 (Nutná podmínka lokálního extrému). Nutnou podmínkou lokálního
extrému v bodě x0 ∈ Rn rozumíme
f ′x1(x0) = 0, . . . , f
′
xn(x0) = 0.
Body splňující tuto podmínku nazýváme stacionární body.
Definice 6 (Postačující podmínka lokálního extrému). Postačující podmínkou lo-
kálního minima ve stacionárním bodě x0 ∈ Rn je
d2fx0 > 0,
čímž rozumíme pozitivní definitnost kvadratické formy d2fx0 .
Postačující podmínkou lokálního minima ve stacionárním bodě x0 ∈ Rn je také
dfx0 = d
2fx0 = . . . = d
2n−1fx0 = 0,
d2nfx0 > 0, n ∈ N.
Použité diferenciální značení viz [10].
Rozdíl mezi používáním lokálních a globálních metod byl popsán v předchozí kapitole
o NLP.
Následuje definováni extrémů vázaných. Použití této metody velmi usnadňuje řešení úloh,
kde mimo účelovou funkci známe také omezující podmínky ve tvaru např. křivky nebo
plochy, které dále nazýváme tzv. vazbami (viz [11]).
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Definice 7 (Vázané extrémy). Nechť je f:Rm → R. Hledáme lokální extrémy funkce f
na podmnožině Rm určené rovnicemi
h1(x1, . . . , xm) = 0
...
hk(x1, . . . , xm) = 0,
kde h1, . . . , hk jsou tzv. vazby. Tyto hledané extrémy nazýváme vázané (lokální) extrémy.
Sestrojíme Lagrangeovu funkci:
L = f(x1, . . . , xm) + λ1h1(x1, . . . , xm) + . . .+ λkhk(x1, . . . , xm).
L(x1, . . . , xm, λ1, . . . , λk) je tedy funkcí k + m proměnných. Dále najdeme stacionární




1, . . . , λ
0
k). Pro tento
stacionární bod sestrojíme novou funkci Lλ01,...,λ0k(x1, . . . , xm) = L(x1, . . . , xm, λ
0
1, . . . , λ
0
k).
Má-li funkce Lλ01,...,λ0k(x1, . . . , xm) lokální extrém v bodě (x
0
1, . . . , x
0
m), pak f má v tomto
bodě vázaný extrém stejného typu.
Následující věty využíváme při určování existence a jednoznačnosti extrémů.
Věta 1 (1. Weierstrassova věta). Funkce spojitá na uzavřeném intervalu je na tomto
intervalu omezená.
Věta 2 (2. Weierstrassova věta). Funkce spojitá na uzavřeném intervalu nabývá
na tomto intervalu svého maxima a minima.
Definice 8 (Kompaktní množina). Množinu M nazveme kompaktní, jestliže každá
posloupnost v M obsahuje konvergentní podposloupnost.
Věta 3 (O minimu konvexní funkce). Nechť C ⊂ Rn je neprázdná konvexní množina
a f : S → R je konvexní funkce na C. Je-li xmin bodem lokálního minima funkce
f , potom je také bodem globálního minima f . Je-li f ryze konvexní, je toto minimum
izolované a jediné.
V případě konvexní účelové funkce f a konvexní množiny C hovoříme o úloze konvexního
programování a věta říká, že pak nemusíme rozlišovat mezi lokálními a globálními extrémy.
Význam konvexnosti v optimalizační úloze vyplývá z tvrzení Věty 3.
Definice 9 (Konvexní množina). Řekneme, že množina C je konvexní, pokud úsečka
mezi dvěma libovolnými body této množiny C leží celá v C, nebo-li pokud ∀x1, x2 ∈ C
a ∀ θ takové, že 0 ≤ θ ≤ 1 platí
θx1 + (1− θ)x2 ∈ C.
Definice 10 (Konvexní funkce). Řekneme, že fuknce f : Rn → R je konvexní, jestliže
definičním oborem Domf funkce f je konvexní množina a jestliže ∀x,y ∈ Domf a θ tak,
že 0 ≤ θ ≤ 1 platí
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y).
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Pokud platí ostrá nerovnost pro každé body x, y, které jsou různé, hovoříme o ryze
konvexní funkci. Pokud platí opačná nerovnost ≥ respektive >, hovoříme o konkávní,
případně ryze konkávní funkci.
Obrázek 3.1: Geometrický význam Definice 10
Definice 11 (Regulární matice). Řekneme, že matice A = {aij}, i = 1, 2, . . . n,
j = 1, 2, . . .m je regulární, jestliže determinant této matice je různý od nuly.
Regularita matice vystupující v optimalizačním modelu je nezbytná např. pro řešení pří-
kladu 5.4.
Věta 1 a 2, Definice 1 - 7 a 11 jsou čerpány z monografií [10] a [11], Věta 3 a Definice 8
a 9 z monografie [9].
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4 Modelovací systém - GAMS
GAMS (The General Algebraic Modeling System) je program velmi využívaný v oblasti
optimalizace a matematického programování (viz manuál [14]). S vývojem teorie optima-
lizace a operačního výzkumu a samozřejmě výpočetní techniky se začalo vyvíjet i pro-
gramovací prostředí pro řešení těchto složitých optimalizačních úloh. Tento program je
přizpůsoben pro rozsáhlé a komplexní modelování aplikací. Umožňuje uživateli vytvářet
analyticky těžko řešitelné modely, které může posléze upravovat a které tak mohou být
přizpůsobeny novým podmínkám. GAMS byl prvním algebraickým modelovacím jazykem
(AML) a formálně je velmi podobný běžně používaným programovacím jazykům. Modely
jsou popisovány stručnými algebraickými příkazy.
V teto práci se GAMS využívá jako řešič pro lineární a nelineární úlohy. Ve zdrojovém
kódu se definuje, který typ úlohy řešíme, zadávají se známé (skalární) hodnoty, proměnné
(třeba i nezáporné, celočíselné atd.), parametry a samozřejmě také účelová funkce a ome-
zující podmínky.
Velkou výhodou je, že můžeme vypisovat nalezené hodnoty do přehledného textového
souboru.
Ukázkový zdrojový kód optimalizační úlohy v popisovaném prostředí je předveden na ob-
rázku 4.1. Tato úloha je uvedena také jako řešený příklad 5.1.




Uvažujme dlouhé válcové těleso. To si můžeme představit jako trám (krov) kruhového
průřezu s daným průměrem D. Z něj chceme vyřezat však trám obdélníkového průřezu
tak, abychom minimalizovali napětí, které vznikne zatížením trámu. Je tedy třeba navrh-
nout rozměry tohoto průřezu b a h, přičemž víme, že vrcholy obdélníkového průřezu leží
na kružnici charakterizující původní kruhový průřez. Jinými slovy úhlopříčka vzniklého
obdélníku je rovna průměru D.
highhigh
Obrázek 5.1: Průřez optimalizovaného tělesa















vidíme, že úlohu minimalizace napětí můžeme převést na úlohu maximalizace kvadratic-
kého momentu obdélníkového průřezu Jy, protože moment Mo není závislý na navrhova-
ných parametrech b a h. Tuto úlohu lze řešit dvěma způsoby.
• První způsob řešení je pomocí parametrizace:
b
2
= R cosϕ, (5.3)
h
2
= R sinϕ. (5.4)
Dosazením (5.3) a (5.4) do (5.1) a (5.2) dostáváme:
R2 = R2 cos2 ϕ+R2 sin2 ϕ, (5.5)
Jy =





odkud získáme zadání optimalizační úlohy. Protože chceme maximalizovat Jy, kde R
2
6 je
konstanta, tak z rovnice (5.6) dostáváme účelovou funkci (5.7) a z vazební podmínky (5.5)
omezení parametru (5.8). Standardní tvar úlohy tedy je:
max sin3 ϕ cosϕ (5.7)
s podmínkou 0 ≤ ϕ ≤ pi
2
. (5.8)
Maximum účelové funkce zjistíme, když položíme první derivaci účelové funkce rovnu nule
(Definice 5):
y′ = 3 sin2 ϕ cos2 ϕ− sin4 ϕ = sin2 ϕ(3 cos2 ϕ− sin2 ϕ) =
= sin2 ϕ[3 cos2 ϕ− (1− cos2 ϕ)] = sin2 ϕ(4 cos2 ϕ− 1) = 0
⇒ 4 cos2 ϕ = 1⇒ cos2 ϕ = 14




⇒ ϕ = 60◦.
Dosazením do (5.3) a (5.4) dostáváme hledané rozměry b a h:
b
2
= R cos 60 =
1
2
R⇒ b = R,
h
2
























R2 = R2 = P.
V předchozím jsme využili také Vět 1, 2 a 3 uvedených v kapitole 2.
• Druhá možnost řešení je přes tzv. vázaný extrém. U této metody se využívá Lagran-













Zde opět uvažujeme podmínky nezápornosti parametrů:
b ≥ 0, h ≥ 0. (5.11)
Na obrázku 5.2 je blíže vidět zadání úlohy při konkrétně zvoleném R.
Účelová funkce je zadána jako zakřivená plocha a podmínka jako válcová plocha. Hledané
optimum lze definovat jako maximum z množiny společných bodů těchto dvou ploch.
Pokud zde zahrneme i podmínky nezápornosti b a h, tak dostaneme graf z obrázku 5.3.
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5.1 OPTIMALIZACE PRŮŘEZU
Obrázek 5.2: Grafická podoba zadání úlohy
Obrázek 5.3: Grafická podoba zadání úlohy s uvážením podmínek nezápornosti
Tato úloha se dá tedy řešit pomocí Lagrangeovy funkce, kde (5.10) je tzv. vázaný extrém.











Stacionární bod funkce L dostaneme zderivováním této funkce podle b, h, λ a položením






















Vidíme tedy, že toto nalezené řešení se shoduje s prvním řešením, které bylo spočítáno
pomocí parametrizace.
Tento příklad umíme spočítat, resp. není náročné jej spočítat, analyticky. Pro názornost
je však přiloženo řešení v programu GAMS (kapitola 4) a je prezentován také ukázkový
zdrojový kód (Dodatek A).
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5.2 OPTIMALIZACE PRŮŘEZU - PRŮHYB
5.2 Optimalizace průřezu - průhyb
Podobně se řeší také úloha, kde vezmeme stejné těleso délky l a kruhového průřezu o pol-
měru R, na obou koncích podepřeme podporou, zatížíme uprostřed silou F . Úkolem je
opět navrhnout rozměry b a h tak, aby uprostřed tělesa v místě zatížení byl co nejmenší
průhyb.
Obrázek 5.4: Těleso zatížené silou F





kde wF udává průhyb v místě zatížení. Dle zadání chceme tedy tento průhyb wF mini-
malizovat, což jako u předchozího příkladu vede na maximalizaci kvadratického momentu
obdélníkového průřezu Jy, protože právě tento moment Jy je zde jediná proměnná závislá





















kde b, h ≥ 0.
Srovnáním získané úlohy a úlohy z předchozího příkladu zadané pomocí (5.9), (5.10) a
(5.11) je zřejmé, že řešení úlohy 5.2 bude vypadat stejně jako u úlohy 5.1.
21
5.3 OPTIMALIZACE PRŮŘEZU - BEZPEČNOST
5.3 Optimalizace průřezu - bezpečnost
Pokud bychom chtěli předchozí úlohu řešit z hlediska bezpečnosti, tak musíme zřejmě
formulovat zadání jako maximalizaci bezpečnosti [7]. Bezpečnost kk =
σk
σmax
, kde σk je
dané smluvní napětí (konstanta). Čili se opět dá úloha převést na minimalizaci σmax,
kde σmax = MoWo . Zde opět vidíme, že ohybový moment Mo není funkcí proměnných b
a h, kdežto modul průřezu Wo je. Tedy minimální hodnotu σmax dostaneme nalezením
maximální hodnoty Wo.
Obrázek 5.5: Těleso zatížené silou F a průběh napětí v něm




, kde z je vzdálenost kritického místa v průřezu od středu centrál-
ního souřadnicového systému. Na obrázku 5.6 jsou tato místa naznačena.
Obrázek 5.6: Kritická místa v průřezu
Tedy z = h2 . Víme taky, že platí: σmax =
Mo
Wo
























kde b, h ≥ 0. (5.14)
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5.3 OPTIMALIZACE PRŮŘEZU - BEZPEČNOST
Obrázek 5.7: Ukázka takto zadané úlohy
Opět máme dvě možnosti řešení. Tentokrát řešení provedeme už jen pomocí parametrizace:
b
2
= R cosϕ, (5.15)
h
2
= R sinϕ. (5.16)




R3 cosϕ sin2 ϕ (5.17)
s podmínkou 0 ≤ ϕ ≤ pi
2
. (5.18)
Rovnici (5.17) zderivujeme a položíme rovnu nule (viz Definice 5):
−43R3 sinϕ sin2 ϕ+ 43R3 cosϕ2 sinϕ cosϕ = 43R3(2 sinϕ cos2 ϕ− sin3 ϕ) =
= 43R
3 sinϕ(2 cos2 ϕ− 1 + cos2 ϕ) = 0⇒ 3 cos2 ϕ = 1.





⇒ ϕ = 54◦44′.










Přestože tato úloha není opět náročná z hlediska analytického řešení, je přiloženo řešení





Předpokládejme těleso trojúhelníkového tvaru zavěšené na třech prutech ve svých třech
vrcholech. Dále předpokládáme, že známe materiál i rozměry prutů, přičemž pruty mají
různé rozměry. Toto těleso zatížíme silou F o známé velikosti. Našim úkolem bude na-
vrhnout místo tohoto zatížení tak, aby bylo co nejdále od vrcholu A ve směru osy x.
Hmotnost tělesa vzhledem k zatížení je zanedbatelná.
Jednotlivé pruty uvolníme a nahradíme silami dle obrázku 5.8.
Obrázek 5.8: Zavěšené těleso zatížené silou F
Nyní se pokusme sepsat zadání optimalizační úlohy. Nejprve tedy účelová funkce je:
max x. (5.19)
Dále je třeba definovat omezující podmínky. Ze zadání vidíme, že pruty jsou namáhány









≤ ReC . (5.22)
Pro řešení úlohy potřebujeme sestavit následující soustavu rovnic.
Jednu rovnici pro rovnováhu sil. Jednu proto, že všechny síly působí ve směru osy y. Tedy:
FA + FB + FC = F. (5.23)
Dále potřebujeme sestavit dvě rovnice momentové, za vztažný bod volíme hledaný bod
zatížení o souřadnicích [x, y]:
FA(x− Ax) + FB(x−Bx) + FC(x− Cx) = 0, (5.24)
FA(y − Ay) + FB(y −By) + FC(y − Cy) = 0. (5.25)
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5.4 ZAVĚŠENÉ TĚLESO
Získáváme soustavu tří rovnic (5.23)-(5.25) pro tři neznámé FA, FB, FC , pro kterou mů-
žeme sestavit následující matici A:
A =
 1 1 1 Fx− Ax x−Bx x− Cx 0
y − Ay y −By y − Cy 0

Tato matice se dá vyřešit hned několika způsoby. My si zvolíme výpočet pomocí Crame-
rova pravidla. Matici A si přepišme do tvaru, kde se nevyskytují tzv. pravé strany.
B =
 1 1 1x− Ax x−Bx x− Cx
y − Ay y −By y − Cy

Zde vyžadujeme pouze, aby matice B byla regulární (Věta 11).
Na následujícím postupu ukážeme výpočet pro sílu FA, pro síly FB, FC je řešení analogické.
První sloupec matice B, nebo-li sloupec, ve kterém se vyskytují koeficienty příslušné FA,
nahradíme čtvrtým sloupcem matice A, nebo-li sloupcem pravých stran. Tuto vzniklou
matici typu 3× 3 označíme B1.
B1 =
F 1 10 x−Bx x− Cx
0 y −By y − Cy










0 x−Bx x− Cx
0 y −By y − Cy
∣∣∣∣∣∣∣ = F (x−Bx)(y − Cy)− F (x− Cx)(y −By) =




x− Ax x−Bx x− Cx
y − Ay y −By y − Cy
∣∣∣∣∣∣∣ = (x−Bx)(y − Cy) + (x− Cx)(y − Ay) +
+ (x− Ax)(y −By)− (x−Bx)(y − Ay)− (x− Cx)(y −By)− (x− Ax)(y − Cy) =
= AxBy +BxCy + CxAy − AxCy −BxAy − CxBy
Zde vidíme, že detB je konstanta, protože všechny jeho členy vystupující ve výsledném




Dosazením do (5.26) dostaneme:
FA =
F (BxCy + xBy + yCx − CxBy − yBx − xCy)
W
. (5.27)
Obdobně bychom spočítali i FB a FC :
FB =




F (AxBy + xAy + yBx −BxAy − yAx − xBy)
W
. (5.29)
Nyní tedy máme vyjádřeny síly FA, FB a FC jako lineární funkce x. Z účelové funkce (5.19)
a dosazením (5.27)-(5.29) do (5.20)-(5.22) můžeme již úplně definovat optimalizační úlohu:
max x
za podmínek x(By − Cy) + y(Cx −Bx) ≤ ReASA
F
W −BxCy + CxBy,
x(Cy − Ay) + y(Ax − Cx) ≤ ReBSB
F
W − CxAy + AxCy,
x(Ay −By) + y(Bx − Ax) ≤ ReCSC
F
W − AxBy +BxAy,
x, y ≥ 0.
Odtud vidíme, že x a y zde vystupují v lineárním tvaru a je tedy zřejmé, že úloha je




Uvažujme nosník dle obrázku 5.9, který se skládá ze dvou ocelových tyčí. Ty jsou na jed-
nom konci spojeny kloubovým spojem a na druhém konci jsou upevněny rotačními vazbami.
Je třeba navrhnout rozměry nosníku - tj. výšku, tloušťku, střední průměr ocelové trubky
a to tak, aby byl nosník zatížen silou 2W za podmínky jeho minimální přípustné hmot-
nosti. Označme tedy ve shodě s obrázkem 5.9 střední průměr tyče x1, tloušťku x2, výšku
nosníku x3.
Obrázek 5.9: Nosník zatížený silou 2W a průřez jeho tyčemi
Za účelovou funkci volíme hmotnost m:
m = V ρ, (5.30)






)2 − pi(x1 − x2
2
)2 = pi(






1 − 2x1x2 + x22
4
) = pix1x2.
Dosazením do účelové funkce (5.30) dostáváme
m = 2pix1x2ρ
√
s2 + x23. (5.31)
K řešení úlohy (5.31) však potřebujeme sestavit podmínky řešitelnosti:
1. Uvažujeme nezápornost rozměrů x1, x2, x3:
x1, x2, x3 ≥ 0. (5.32)
2. Dále předpokládáme, že prostor, ve kterém se nosník nachazí, je omezený známou
hodnotou (výškou)
x3 ≤ b1. (5.33)
3. Uvažujeme také podmínku, která udává závislost tloušťky na středním průměru




kde tedy b2 je známá hodnota.
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5.5 NOSNÍK




. E je modul pružnosti (známá konstanta), J moment setrvačnosti a L
délka zatíženého tělesa.
J = pi64(D
4 − d4) = pi64 [(x1 + x2)4 − (x1 − x2)4] = . . . = pi8x1x2(x21 + x22).
L =
√











5. Nosník je namáhán tlakem [7]. Toto namáhání tedy nesmí dosáhnout určité meze,
při které nastane trvalá deformace. Platí F
S
≤ Re, kde Re je mez kluzu materiálu, tj.
napětí, při kterém těleso mění své rozměry, aniž by se zvětšovalo zatížení. Do této




, což je průmět silového zatížení do směru osy tyče







Účelová funkce (5.31) a soustava nerovnic (5.33)-(5.36) zadává spolu s podmínkou nezá-























což je minimalizační úloha NLP. Příklad je uveden v knize [2]. V této bakalářské práci je
postup rozveden a řešení je přiloženo v programu GAMS (kapitola 4). Pokusme se nyní
přiblížit sestavování zdrojového kódu tohoto příkladu.
Jak už bylo řečeno, jedná se o úlohu NLP. Proto musíme programu zadat, aby používal
řešič pro tento typ úlohy.
option nlp=conopt;
Dále je třeba definovat programu, co bude vystupovat jako známá hodnota (skalár), para-












x1 stredni prumer trubky;




ucel.. m =e= x1*x2*sqrt(sqr(s)+sqr(x3));
omez1.. x3-b1 =l= 0;
Následující část zdrojového kódu postupně definuje počáteční hodnotu, se kterou program
zahajuje algoritmus, dále že se řeší minimalizace hmotnostim v úloze NLP a poslední část
vytváří výpis optimálního řešení do textového souboru, který obsahuje optimální hodnoty
x1, x2, x3 a m.
x1.l= 10;










Kompletní zdrojový kód je opět přiložen v dodatku (Dodatek D).
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5.6 NOSNÍK - NESYMETRICKÝ
5.6 Nosník - nesymetrický
Nyní vezmeme zadání předchozí úlohy a pokusíme se ho rozšířit z hlediska hledaných
parametrů. Uvažujme tedy podobné zadání jako v předchozím příkladu jen s několika
následujícími rozdíly:
- silové zatížení není v x-ové složce stejně vzdálené od obou vazeb. Tzn. délky prutů
nejsou stejné.
- označme pruty A a B. Každý z prutů může mít jiné průřezové vlastnosti, jsou však
vázány stejnými vazebními podmínkami. Volba materiálu a tím konstanty E, Re, ρ
jsou libovolné.
Obrázek 5.10: Nesymetrický nosník zatížený silou F a průřez jeho prvky
Účelová funkce optimalizační úlohy je stejná jako u předchozího příkladu (5.31) jen s tím




h2 + l2 + pix1Bx2BρB
√
h2 + r2. (5.37)
I některá omezení budou stejná, přesněji analogicky odvozená:
x1A, x2A, x1B, h, r, l ≥ 0, (5.38)








5.6 NOSNÍK - NESYMETRICKÝ
kde (5.38) je podmínka nezápornosti jednotlivých rozměrů, (5.39) je omezení výšky zná-
mou konstantou bh, (5.40) a (5.41) jsou omezení průřezových vlastností také známou
konstantou bs.
Další podmínka byla definována ve tvaru F ≤ Fkrit, kde síla F je síla působící v ose prutu
[7]. K jejímu určení bude třeba uvolnit oba pruty a určit silové účinky.
Obrázek 5.11: Uvolnění prutů A a B
Z prutu A můžeme vyjádřit dvě rovnice silové (v ose x a v ose y) a jednu rovnici momen-
tovou vztaženou k bodu C:
FAx + FCx = 0,
FAy − FCy − αF = 0,
−FAyl + FAxh = 0.
Stejně tak u prutu B:
FBx + FCx = 0,
FBy + FCy − (1− α)F = 0,
FByr − FBxh = 0.
Vyřešením soustavy těchto rovnic získáme
FA =
√









)2 + 1, (5.42)
FB =
√









)2 + 1. (5.43)






























































Poslední podmínka je ve tvaru:
l + r = s. (5.50)
Optimalizační úloha je tedy úplně zadána účelovou funkcí (5.37) a omezujícími podmín-
kami (5.39)-(5.41), (5.46)-5.50) a podmínkou nezápornosti (5.38).
Protože zde opět dostáváme soustavu nelineárních rovnic, která by se řešila velmi pracně,
je řešení přiloženo v GAMSu (kapitola 4) a zdrojový kód v dodatku této práce (Dodatek
E).
Při bližším zkoumání nalezeného řešení je však vidět, že úloha má tendenci odbíhat
ke krajním řešením, řekněme až nežádoucím. Jak takové řešení může vypadat je vidět
na obrázku 5.12.
Obrázek 5.12: Nalezené řešení
Přesněji toto řešení se chová tak, že prut A dle obrázku 5.12 nabývá takových průřezových
vlastností, aby sám udržel zatížení F, prut B naopak má průřezové vlastnosti zvoleny tak,
aby jeho hmotnost byla minimální a byla tak minimální hmotnost, kterou ”přispěje”
k velikosti celkové hmotnosti. Neboli vzdálenosti jsou l = 0, r = s, h = s2 .
Je tedy zřejmé, že není vhodné zadávat úlohu s různými materiálovými a průřezovými
vlastnostmi, a to jak z hlediska výrobního, tak z hlediska konstrukčního.
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6 Závěr
V práci jsou diskutovány optimalizační úlohy řešené na základě znalostí lineárního a ne-
lineárního programování. U jednoduchých úloh jsou provedeny výpočty analyticky i im-
plementací v GAMSu, u úloh složitějších vzhledem k omezeným možnostem jenom již
zmíněnou implementací.
Práce je strukturována tak, aby čtenář nejdříve nahlédl do základní problematiky opti-
malizačních metod, seznámil se s používanými větami a definicemi a také s prostředím
GAMS, které je použito pro implementaci řešených úloh. Poté teprve následují řešené
příklady a zdrojové kódy právě z programu GAMS. Zde je třeba zmínit, že znalost tohoto
či jiného řešiče podobných úloh je nezbytná vzhledem k náročnosti reálných úloh.
Bakalářská práce je zahrnuta do řešení dílčích úkolů projektu MŠMT České republiky čís.
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b šířka trámu, h výška trámu;
Equations
ucel ucelova funkce, omez1;
ucel.. Jy*12 =e= b*h*h*h;
omez1.. sqr(b/2)+sqr(h/2) =e= sqr(R);
model tram /all/;
b.l= 10; h.l=1;






put’ x1 x2 x3’/;
put x1.l:8:2; put x2.l:8:2; put x3.l:8:2;
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b šířka trámu, h výška trámu;
Equations
ucel celova funkce, omez1;
ucel.. Wo*6 =e= b*h*h;
omez1.. sqr(b/2)+sqr(h/2) =e= sqr(R);
model tram /all/;
b.l= 1; h.l=1;






put’ x1 x2 x3’/;
put x1.l:8:2; put x2.l:8:2; put x3.l:8:2;
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Ax /0/, Ay /0/, Bx /16/, By /0/, Cx /8/, Cy /13.856406/, ReA /310/,




x x-ova souradnice, y y-ova souradnice, v vzdalenost;
Equations
ucel ucelova funkce, omez1, omez2, omez3;
ucel.. v =e= x;
omez1.. x*(By-Cy)+y*(Cx-Bx) =l= (ReA*SA*W)/F-Bx*Cy+Cx*By;
omez2.. x*(Cy-Ay)+y*(Ax-Cx) =l= (ReB*SB*W)/F-Cx*Ay+Ax*Cy;











put x.l:8:2; put y.l:8:2;
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x1 stredni prumer trubky, x2 tloustka trubky, x3 vyska konstrukce;
Equations
ucel ucelova funkce, omez1, omez2, omez3, omez4, omez5;
ucel.. m =e= x1*x2*sqrt(sqr(s)+sqr(x3));
omez1.. x3-b1 =l= 0;
omez2.. x1-b2*x2 =l= 0;
omez3.. W*sqrt(sqr(s)+sqr(x3))-b3*x1*x2*x3 =l= 0;
omez4.. W*power(sqrt(sqr(s)+sqr(x3)),3)-b4*x1*x2*x3*(sqr(x1)+sqr(x2)) =l= 0;
omez5.. x1-x2 =g= 0;
model konstrukce /all/;
x1.l= 10; x2.l=1; x3.l=1;
*konstrukce.OPTFILE = 1;
*rtmaxv = 1.e13 ;






put’ x1 x2 x3’/;
put x1.l:8:2; put x2.l:8:2; put x3.l:8:2;
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F /25000/, s /100/, bh /1500/, bS /10/, pi /3.141592654/, EA /2E5/, EB /2E5/,






m hmotnost, FAx sila Ax, FAy sila Ay, FBx sila Bx, FBy sila By, FCx sila Cx,
FCy sila Cy;
Positive variables
x1A stredni prumer trubky A, x2A tloustka trubky A, x1B stredni prumer trubky B,
x2B tloustka trubky B, h vyska konstrukce, r promenna sirky,
l promenna sirky, w koeficient;
Equations
ucel ucelova funkce, omez1, omez2, omez3, omez4, omez5, omez6, omez7, omez8,
omez9, omez10, omez11, omez12, omez13, omez14, omez15, omez16;
ucel.. m =e= pi*roA*x1A*x2A*(sqrt(sqr(h)+sqr(l)))+pi*roB*x1B*x2B*
(sqrt(sqr(h)+sqr(r)));
omez1.. h-bh =l= 0;
omez2.. x1A-bS*x2A =l= 0;





omez6.. (sqrt(sqr(FAx)+sqr(FAy))) =l= ReA*pi*x1A*x2A;
omez7.. (sqrt(sqr(FBx)+sqr(FBy))) =l= ReB*pi*x1B*x2B;
omez8.. l+r =e= s;










w.l=0.01; x1A.l= 10; x2A.l=1; x1B.l= 10; x2B.l=1; h.l=1; r.l=0.1; l.l=0.1;






put’ x1A x2A x1B X2B h r l w.l m.l’/;
put x1A.l:8:2; put x2A.l:8:2; put x1B.l:8:2; put x2B.l:8:2; put h.l:8:2;
put r.l:8:2;
put l.l:8:2; put w.l:8:2; put m.l:8:2;
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