Abstract. We suggest a Hamiltonian formulation for the spin Ruijsenaars-Schneider system in the trigonometric case. Within this interpretation, the phase space is obtained by a quasi-Hamiltonian reduction performed on (the cotangent bundle to) a representation space of a framed Jordan quiver. For arbitrary quivers, analogous varieties were introduced by Crawley-Boevey and Shaw, and their interpretation as quasi-Hamiltonian quotients was given by Van den Bergh. Using Van den Bergh's formalism, we construct commuting Hamiltonian functions on the phase space and identify one of the flows with the spin Ruijsenaars-Schneider system. We then calculate all the Poisson brackets between local coordinates, thus answering an old question of Arutyunov and Frolov. We also construct a complete set of commuting Hamiltonians and integrate all the flows explicitly.
Introduction
The spin Ruijsenaars-Schneider model (RS model) has been introduced by Krichever and Zabrodin [KrZ] as a generalisation of the well-known non-spin model [RS] . It is a system of n particles on the line, with positions q i and spin variables a α i , b α i , where i = 1, . . . , n labels the particles and α = 1, . . . , d labels the internal degrees of freedom. Its equations of motion have the following form (cf. [AF] ):
(1.1a)
(1.1c)
Here f ij = α a α i b α j and V (z) = ζ(z) − ζ(z + γ) where ζ(z) is the Weierstrass ζ-function, γ is a coupling parameter, and q ij := q i − q j . In the equations (1.1a)-(1.1c) it is assumed that α a α i = 1 for all i: it is easy to see that such constraints are preserved by the flow. This reduces the dimension of the phase space to 2nd. The rational and trigonometric (or, rather, hyperbolic) versions are obtained by setting V (z) = z −1 − (z + γ) −1 and V (z) = coth(z) − coth(z + γ), respectively. Note that in [KrZ] the equations are written in 2n + 2nd coordinates, and the above form is obtained after a reduction, see [KrZ, AF] for the details (in the notation of [AF] , our variables a In [KrZ] the above dynamical model was derived by studying solutions of the non-abelian 2D Toda equation. As shown in [KrZ] , the model admits a Lax representation, and its general solution can be expressed in Riemann theta functions. Similar results for the Calogero-Moser model and the KP equation were previously obtained in [GH, Kr1, KBBT] . It is therefore natural to ask for a Hamiltonian formulation of the spin RS model. In the rational case, the answer was given by Arutyunov and Frolov in [AF] . To formulate their result, let us define the antisymmetric bracket (bivector) on the phase space of the system (1.1a)-(1.1c) by the formulas {q i , q j } = 0 , {q i , a Here L ij = fij qij +γ , and δ (i =j) := 1 − δ ij . The above bracket can be viewed on the space of dimension 2nd + n with coordinates q i , a α i , b β j ; it is then easy to check that the ideal generated by the n functions α a α i − 1 is also an ideal with respect to this bracket, and so the bracket restricts onto the phase space of dimension 2nd. With these definitions, it is shown in [AF] that the formulas (1.2a)-(1.2d) define a Poisson bracket on the phase space of dimension 2nd, and the Hamiltonian flow with the Hamiltonian h = i f ii takes the form (1.1a)-(1.1c) with V (z) = z −1 − (z + γ) −1 . Note that the above L = (L ij ) is the Lax matrix of the rational RS model, and h = γ tr L. Arutyunov and Frolov observed that the brackets between L ij admit an r-matrix formulation with the same r-matrix as for the non-spin RS model. This led them to conjecture a similar result in the trigonometric case. However, they were unable to prove that conjecture and to find a Hamiltonian interpretation for that case, i.e. a trigonometric analogue of (1.2a)-(1.2d) remained unknown. One of the main results of this paper is an explicit description of the appropriate brackets between the variables (q i , a α i , b α i ) and a proof of the Arutyunov-Frolov's conjecture as a corollary.
We should mention that a Hamiltonian interpretation of the model (1.1a)-(1.1c) was found by Krichever in [Kr2] within his elegant geometric approach to the systems of Calogero-Moser type. Nonetheless, his formula for the symplectic form (see [Kr2, (3.21) ]) is implicit and, while he constructs the action-angle coordinates, the Poisson brackets between the original variables are not determined. (In the special case of n = 2, the symplectic form has been calculated explicitly [So] .) Another issue is that the symplectic structure in [Kr2] is constructed on a reduced phase space which is obtained by gauging away extra d(d − 1) degrees of freedom. However, such reduction is only valid for d ≤ n. In comparison, our Hamiltonian formulation is given in the original 2nd coordinates, it is completely explicit and remains valid for any d. Another advantage of our approach is that it provides a completion of the original phase space of the trigonometric spin RS model, in the same way as the Calogero-Moser space in [W1] allows coalescence of particles. To this end, we demonstrate the (degenerate) integrability of the system and explicitly integrate all the flows, from which the completeness of the flows is obvious.
Let us say a few words about our methods. In our approach, the phase space of the system is obtained by quasi-Hamiltonian reduction from a representation space of a framed Jordan quiver, using the framework developed in [CBS, VdB1] . This is very natural from the viewpoint of the existing results for the Calogero-Moser [W1, W2, BP, T1, CS] and the (non-spin) RS systems [FR, O, FK1, FK2, CF] . Once a geometric model is correctly identified, the remaining task is to confirm that by calculating the Poisson brackets and flows in suitable local coordinates. This then becomes a natural extension of the methods and results of our previous work [CF] . Note that we work in the holomorphic setting, and so while we refer to the system under consideration as to the trigonometric RS model, there is no actual difference between the trigonometric and hyperbolic versions. The quasi-Hamiltonian reduction framework also offers a nice perspective on the integrability of the system. First, it allows us to establish its degenerate integrability in a very natural way. To further extend it to a Liouville integrable system is a non-trivial problem, which in general does not have a canonical answer. Our solution to this problem can be viewed as an analogue of the Gelfand-Tsetlin integrable system. The paper is organised as follows. Section 2 outlines our main results. In Section 3, we describe all the necessary ingredients for performing quasi-Hamiltonian reduction in the special case of a framed Jordan quiver, including the corresponding representation spaces [CBS] and (double) quasi-Poisson brackets [VdB1] . In Section 4 we describe local coordinates on the constructed quasi-Hamiltonian quotients and express the Poisson brackets in the local coordinates. As a corollary, this provides the Hamiltonian formulation for the spin RS model and proves the conjecture from [AF] . Section 5 is devoted to the integrability of the model. We show that the trigonometric spin RS system is degenerately integrable, and then extend it to a completely integrable system and explicitly integrate all the flows. We also discuss the relationship with the results of Krichever and Zabrodin [KrZ] . Note that in Sections 4, 5 a modification of the spin RS model is also considered, and similar results are obtained for that case. The paper finishes with the appendix containing calculations with the brackets, used in the proofs of our main results.
Main results
In the trigonometric case it is more convenient to work with x i = e 2qi and q = e −2γ , rewriting (1.1a)-(1.1c) in the formẋ
As before, we view the system under the constraint α a α i = 1 for all i = 1, . . . , n, hence the phase space has dimension 2nd. Equations (2.1a)-(2.1c) admit a Lax formulation [KrZ, AF] with the Lax matrix
Arutyunov and Frolov conjectured in [AF] that the brackets between L ij should satisfy the r-matrix formulation of the non-spin trigonometric case [AR, Su, AFM] . Their conjecture can be formulated as follows.
Conjecture 2.1 ( [AF] ). The phase space with coordinates 4b) and such that the Hamiltonian vector field associated with the function h = (1 − q) tr L coincides with (2.1a)-(2.1c).
Remark 2.1. The above formulas are obtained in [AF] from the assumption that the Poisson brackets in the spin and non-spin cases are governed by the same r-matrix. Namely, following [AF] define
where E ij denote the elementary n × n matrices with (E ij ) kl = δ ik δ jl . Then, assuming (2.4a), the relations (2.4b) are equivalent to
where L is the Lax matrix (2.3). See [AF, Section 3] for the details.
Let us now describe the space on which the quasi-Hamiltonian reduction will be performed, postponing a more detailed account to Section 3. Consider the space M whose elements are the matrix data
Here q is a nonzero parameter, and all the factors are assumed invertible. Throughout the paper it will be assumed that q is not a root of unity. The group GL n acts on M and M
For q not a root of unity, the action on M × n,d,q is free and the GIT quotient M × n,d,q // GL n is a smooth affine variety of dimension 2nd, whose coordinate ring is
GLn , i.e. the ring GL n -invariant functions on M × n,d,q . The variety M × n,d,q // GL n is an example of a multiplicative quiver variety. For general quivers, such varieties were introduced by Crawley-Boevey and Shaw in the context of multiplicative preprojective algebras [CBS] (see also [Y] and [BEF, Appendix] ). Van den Bergh [VdB1, VdB2] interpreted them as quasi-Hamiltonian quotients, so by his general result, M × n,d,q // GL n is a Poisson manifold with Poisson bracket induced from a quasi-Poisson bracket on M. Van den Bergh's bracket on M is an anti-symmetric bi-derivation (bivector) defined in coordinates by
In these formulas, o(α, β) denotes the ordering function defined in § 1.1. Note that the bracket does not satisfy the Jacobi identity, but the induced bracket on M × n,d,q // GL n does. This is because the space M × n,d,q with the GL n -action fits into the framework of the quasi-Hamiltonian reduction [AMM, AKSM] , with the left-hand side of (2.6) playing the role of a multiplicative moment map. Thus, the Poisson variety M × n,d,q // GL n is an example of a quasi-Hamiltonian quotient. Our main result can then be stated as follows. We can explain how the above local coordinates are constructed. They appear as a parametrisation of a local slice for the GL n -action on M × n,d,q . Namely, given x i , a 
We also set (W α ) i = a α i . Finally, introduce B α ∈ Mat 1×n with (B α ) i := b α i and define V β ∈ Mat 1×n inductively by
Then it is easy to check that the constructed matrix data X, Z, V α , W α satisfy the moment map equation (2.6).
(To be precise, we need to assume that x i , a 
where o(−, −) is the skew-symmetric pairing defined in § 1.1 and Z ij is defined in (2.9).
These formulas are considerably more complicated than (1.2a)-(1.2d), which is probably why they have not been guessed earlier. The proof of this proposition relies on some fairly long computations performed in Appendix A. Note that the fact that the bracket defined by the formulas (2.10a)-(2.10d) is Poisson is not immediately obvious but follows from the reduction procedure.
On the variety M × n,d,q // GL n we have n algebraically independent functions h k = tr Z k (k = 1, . . . , n), which Poisson commute as a consequence of (2.8a), see Lemma 3.4. The Hamiltonian flow for each of h k is complete and can be explicitly integrated, see § 5.3 below (cf. [RaS] ). Thus, one may view M × n,d,q // GL n as a completed phase space for the trigonometric spin RS system. The following theorem is another main result of this paper. 
This theorem is proved in Section § 5.1. The algebra Q is described as follows. For any k ∈ N,
GLn generated by all t k αβ . We should mention that for the rational spin RS model the degenerate integrability was established by Reshetikhin [Re] . His approach applies to a wider family of spin models related to simple Lie algebras, and potentially may be applicable in the trigonometric case as well (see the concluding remarks in [Re] ). However, the reduction in [Re] is performed on T * G (with G = SL n for the type A model), which is of different dimension compared to our space M. Another important difference is that we consider complexified dynamics, for which the variety M × n,d,q // GL n provides a completed phase space. In Sections 4, 5 we also discuss another integrable system defined by the Hamiltonians h k = tr Y k . This system can be viewed as a modification of the trigonometric spin RS model, and it has similar properties: the Hamiltonian flows are complete and can be explicitly integrated, and we also have a degenerate integrability.
Degenerate integrability is known to be a stronger property than Liouville integrability. In the real smooth setting, it implies that the phase space can be fibred into invariant tori (or more general noncompact fibers) of smaller dimension, see [N, J] . Therefore, it is natural to expect that the above Hamiltonians h i can be extended to a full set of nd commuting Hamiltonians the variety M × n,d,q // GL n . We establish this fact in Section § 5.2. Note that in general such an extension is not canonical. The completely integrable extension that we construct can be viewed as an analogue of the Gelfand-Tsetlin system.
The quasi-Hamiltonian picture
In this section we describe the quasi-Hamiltonian reduction procedure for obtaining a completed phase space for the spin trigonometric RS model. The reduction is performed on a representation space of a framed Jordan quiver, and is an application of the general theory developed by Van den Bergh [VdB1, VdB2] . Following his approach, we first introduce a suitable noncommutative quasi-Hamiltonian algebra; the corresponding geometric objects will arise after passing to representation spaces for this algebra.
3.1. The quasi-Hamiltonian algebra. According to [VdB1] , a quasi-Hamiltonian algebra is a triple consisting of an algebra A, a double bracket { {−, −} } on it, and a multiplicative moment map Φ ∈ A. These must satisfy certain properties which should be regarded as noncommutative analogues of the properties of quasi-Hamiltonian spaces [AMM, AKSM] . In [VdB1, Section 6.7] , it is explained how to associate a quasi-Hamiltonian algebra to any quiver. We will not present Van den Bergh's theory in full detail (see [CF, Section 2] for a brief account sufficient for the purposes of this paper), and simply describe below a particular choice of A, { {−, −} }, Φ that we make.
3.1.1. The algebra A. Consider a framed Jordan quiver Q which has two vertices, 0 and ∞, and arrows, x : 0 → 0, v 1 , . . . , v d : ∞ → 0. ByQ we denote the doubled quiver, which has additional arrows y : 0 → 0 and w 1 , . . . , w d : 0 → ∞. Let CQ be the path algebra of the doubled quiver; it is generated by the idempotents e 0 , e ∞ (representing the zero paths) and the arrows x, y, v α , w α , with the multiplication given by concatenation of paths. We will be writing paths from left to right: e.g., xw α represents a path that starts at 0 and ends at ∞. The element e 0 + e ∞ will be identified with 1. Introduce an algebra A, obtained from CQ by formally inverting the elements 1 + xy, 1 + yx, 1 + w α v α and 1 + v α w α . Below we will also use a further localisation of A, obtained by inverting x; we denote the resulting algebra as A × .
3.1.2. The double bracket. By definition [VdB1] , a double bracket on an algebra A is a map A×A → A⊗A, (a, b) → { {a, b} } which is linear in both arguments and satisfies two properties,
so the first formula replaces the usual antisymmetry. The second formula means that the bracket is a derivation in the second argument, with A ⊗ A viewed as an A-bimodule in the usual way, i.e. with a(u ⊗ v)b = au ⊗ vb. In the quasiHamiltonian setting, this bracket is also required to be quasi-Poisson (we omit the definition, see [VdB1, Section 5] or [CF, Section 2.2] ).
By [VdB1, Section 6.7] , the path algebra CQ of any doubled quiver admits a quasi-Poisson double bracket. In our situation, this bracket takes the following form:
The double bracket depends on a total ordering on the set of arrows ofQ, and our choice corresponds to setting
It is assumed here that the bracket is linear over the subalgebra Ce 0 ⊕ Ce ∞ , that is, { {e 0 , a} } = { {e ∞ , a} } = 0 for all a. The above formulas are obtained by using [CF, Proposition 2.6] ; they completely determine a double bracket on CQ due to (3.1).
It is clear that this bracket uniquely extends to the localised algebras A and A × , defined above. Considering A × , we can introduce z = y + x −1 , and obtain the double brackets
This follows from a direct calculation, or by using [CF, Section 2.5].
3.1.3. The multiplicative moment map. For our choice of a quiver, the multiplicative moment map is the following element Φ = Φ 0 + Φ ∞ , where
Note that the definition of Φ in [VdB1, 6 .7] requires a total ordering onQ, which we take as above. Considering A × , we can use the element z = y + x −1 and write
The defining property [VdB1, 5.1.4 ] of the moment map Φ is that it satisfies
for i = 0, ∞ and any a ∈ A.
3.1.4. Spin elements. Below it will be convenient to pass from v α , w α to the following spin variables:
Note that b α 's admit an inductive definition:
The double bracket can be written in the spin variables, and the only brackets not already among (3.2a)-(3.2g) or (3.3a)-(3.3b) are gathered in the following lemma.
Lemma 3.1. We have
The proof uses the inductive definition (3.8) and is omitted. Note that we can write b α = v α s α−1 where
10) It will also be convenient to introduce φ = xzx −1 z −1 , which can be viewed as the moment map for the quasi-Hamiltonian algebra associated to the subquiverQ 0 ofQ, obtained by deleting the vertex ∞ and all the arrows passing through it. By the properties of the moment map and of the fusion procedure [VdB1, 5.3 .1] we have
for any a ∈ C x ±1 , z ±1 . The above formula can also be verified directly. Another direct calculation using (3.2c) and (3.3b) shows that
We can also obtain all the brackets between s α and the generators of A × .
Lemma 3.2. We have:
See § A.2 for the proof.
3.2. Representation spaces. Both A and A × , equipped with the above { {−, −} } and Φ provide examples of quasi-Hamiltonian algebras in the framework of [VdB1] . A noncommutative analogue of quasiHamiltonian reduction consists in taking the quotient algebras
for a chosen q = q 0 e 0 + q ∞ e ∞ , with q 0 , q ∞ ∈ C × . The algebra Λ q is an example of a multiplicative preprojective algebra [CBS] , while Λ q,× is its localisation. The commutative counterpart is obtained by taking the representation spaces of Λ q or Λ q,× , respectively. Recall that for an algebra A and any N ∈ N, a representation space Rep(A, N ) is the affine scheme that parametrises algebra homomorphisms ̺ : A → Mat N ×N . The ring of functions on Rep(A, N ) is generated by the functions a ij for a ∈ A, i, j = 1, . . . , N defined by a ij (̺) = ̺(a) ij at any point ̺ ∈ Rep(A, N ). The functions a ij are linear in a and satisfy the relations (ab) ij = k a ik b kj . On Rep(A, N ) we have a natural action of GL N , induced by conjugation on Mat N ×N .
To a double bracket { {−, −} } on A, one associates a bracket (antisymmetric biderivation) on Rep(A, N ) as follows [VdB1] :
Here we are using Sweedler notation, abbreviating an element
We have the following important result. With suitable modifications, this result can be applied to quivers, see [VdB1, Proposition 1.7 ]. An additional feature of that case is that representations are sums of vector spaces attached to the vertices, and the arrows are represented by linear maps between corresponding spaces. For example, for the quiver from § 3.1.1, a representation of CQ consists of a vector space V = V 0 ⊕ V ∞ together with linear maps
(the zero paths e 0 , e ∞ are represented by the identity maps on the corresponding spaces). The dimension of a representation is a tuple (dim V 0 , dim V ∞ ). For α ∈ N 2 , we write Rep(CQ,ᾱ) for the space of representations of dimensionᾱ. Our main interest will be in the case when dim V ∞ = 1, so let us consider the spaces Rep(CQ,ᾱ) whereᾱ = (n, 1) with n ≥ 1. By choosing bases in V 0 , V ∞ , we identify points of Rep(CQ,ᾱ) with collections of matrices (X,
Isomorphic representations are related by a change of basis,
Thus, Rep(CQ,ᾱ) is isomorphic to an affine space of dimension 2n 2 + 2nd with the above action of GL n × GL 1 . The double bracket on CQ induces a quasi-Poison bracket on the representation spaces Rep(CQ,ᾱ). It can be calculated by applying the formula (3.15). In doing so one should think of the linear maps X, Y, V α , W α as being represented by block matrices acting on V = V 0 ⊕ V ∞ , and omit trivial brackets that involve zero matrix entries. For example, applying this to (3.2a) gives
This equips Rep(CQ,ᾱ) with a quasi-Poisson bracket. Setting Z = Y + X −1 , we also derive formulas in (2.8a)-(2.8g) in a similar way.
Fixing the value of the moment map Φ to q 0 e 0 + q ∞ e ∞ , we get from (3.4a)-(3.4b) the following equations:
By taking determinants, we obtain (q 0 ) n q ∞ = 1, cf. [CBS, Lemma 1.5] . To simplify the notation, set q 0 = q, q ∞ = q −n , then (3.18b) is automatically implied by (3.18a) and so can be omitted. Thus the level set of the moment map is described by the equation 19) where all the factors are assumed to be invertible. We denote this variety as M n,d,q . Clearly, M n,d,q is a representation space for the algebra Λ q (3.14), seen as a subvariety of Rep(A,ᾱ). Similarly, representation spaces for Λ q,× are given by the equation 20) where 3.17) . Note that the subgroup C × of scalar matrices of the form (λ Id n , λ) acts trivially, and we can identify the action of (GL n × GL 1 ) / C × with the GL n -action given by
We can now introduce the following Calogero-Moser spaces:
These are spin versions of the spaces from [FR, O, CF] , which in their turn are q-analoques of the Calogero-Moser spaces C n from [W1] . For q not a root of unity, the GL n -action on M n,d,q , M We finish this section by a few useful facts about the quasi-Poisson brackets on Rep(CQ,ᾱ). First, according to [VdB1] with any double bracket on an algebra A one associates the bracket {−, −} : A×A → A obtained by composing { {−, −} } with the multiplication m : A ⊗ A → A, that is, 
Here on the left we use the bracket (3.15) on Rep(A, N ), while {a, b} on the right stands for the bracket (3.22) on A. Both formulas are easy corollaries of (3.15), cf. [VdB1, Proposition 7.7 .3].
Lemma 3.4. We have {y
To prove this, note that { {y, y} } = (e 0 ⊗ e 0 )y 2 − y 2 (e 0 ⊗ e 0 ) by (3.2a). We can then use [CF, Lemma A.3 ] with E = {e 0 ⊗ e 0 } to conclude that {y k , y l } = 0. By (3.23b), this implies {tr Y k , tr Y l } = 0. For z the proof is the same.
Local structure
We continue with the notation of Section 3. The local coordinates on the Calogero-Moser space C × n,d,q have already been introduced in Section 2. Below we recall their definition and then calculate the Poisson bracket in these coordinates. 4.1. Local coordinates. Let us rewrite the definition of the variety M × n,d,q using the spin variables (3.7). They are represented by A ∈ Mat n×1 and B ∈ Mat 1×n given by
(4.1) By (3.10), we have
Thus, the equation (3.20) becomes
Therefore, the variety M × n,d,q is formed by the tuples (X, Z, A α , B α ) satisfying (4.3) together with the requirement of invertibility of X, Z and of the expressions (4.2). That is, we assume in (4.3) that
Note that if we set A α = B α = 0 for α > 1 then we are effectively in the non-spin case d = 1. Similarly, by truncating A α , B α for α > 2 gives M × n,2,q , and so on. Thus, we have a chain of inclusions [FR, O, CF] ; in particular, it is shown in [O] that it is connected. For d > 1 it is not known whether C × n,d,q is connected (it is believed to be true). Let C × ⊂ C × n,d,q denote the unique irreducible component containing C × n,1,q . To see its link with the spin trigonometric RS system, we are going to introduce local coordinates on C × . Let h denote the phase space of the trigonometric RS system: this is an affine space of dimension 2nd with coordinates (x i , a
which associates to a point in h the matrices X, Z ∈ Mat n×n , A α ∈ Mat n×1 , B α ∈ Mat 1×n given by The variables x i , σ i can be viewed as local coordinates on the non-spin variety C n,1,q sitting inside C n,d,q . In these local coordinates the matrix Z is given by Z ij = qxj σj xi−qxj . It is equivalent to the Lax matrix in the non-spin case [R] , and its determinant can be easily evaluated using Cauchy formula from which it follows that det Z = 0. The moment map equation (4.3) reduces to q −1 XZX −1 = Z + A 1 B 1 , so the invertibility of Z + A 1 B 1 is automatic. It follows that the conditions (4.4) are satisfied in this case, and so h reg = ∅.
Note that on the space h reg there is a natural S n -action given by τ.
Under ξ, this corresponds to the action (4.5) by the corresponding permutation matrix. Therefore, we have a well-defined map ξ : h reg /S n → C × , and it is easy to see that it is injective. Since h reg and C × are of the same dimension, ξ has dense image, so this gives local coordinates on C × . Now, both C × and h reg /S n are equipped with a bracket: indeed, C × n,d,q is a Poisson manifold, while a bracket on h reg /S n is induced by the S n -invariant bracket (2.10a)-(2.10d). Proof. Consider the functions
Using (4.7), we obtain
A local coordinate system near every point in h reg can be extracted from these functions. Thus, the proposition only needs to be checked for the functions (4.8). This is done in § A.3. To prove this, we may restrict p x , p z on to M × n,1,q . In our discussion of the map ξ above we have seen that X can be chosen generic diagonal, and so the restriction of p x has dense image. Switching the roles of X, Z in the construction of the local coordinates on M × n,1,q , we conclude that Z also takes generic values (here we use that this space is connected). Hence, both p x , p z have dense image when restricted onto M × n,1,q ⊂ M × .
In § A.4 the following result is proved.
Proposition 4.3. The elements
We also have
where V ik is defined by (2.2).
Theorem 2.2 is an immediate consequence.
Remark 4.1. Our approach does not cover the case of the system (1.1a)-(1.1c) with the potential V (z) = coth(z). That particular system was considered in [BH] in relation to affine Toda field theory, see also [Li, Fe] for the geometric treatment. . . , n. In the local coordinates introduced above, the first Hamiltonian looks as follows:
so it is a modification of the Hamiltonian for the spin RS system. Now, if we use tr Y = tr Z − tr X −1
instead of tr Z in (4.10a)-(4.10c) together with (2.10a), we get the following system:
The difference between these and (1.1a)-(1.1c) is due to the additional term in the third equation. In the non-spin case d = 1, this Hamiltonian system first appeared in [I] in relation to the q-KP hierarchy and bispectrality, see also [CF] . It is therefore natural to expect that the system (4.11a)-(4.11c) describes solutions to the multicomponent q-KP hierarchy. We intend to return to this question elsewhere. Let us also mention that the quantum version in the d = 1 case appeared in [BF] , cf. [BEF, Remark 3.25] .
5. Integrability of the system 5.1. Degenerate integrability. In this section we prove that the trigonometric RS system is degenerately integrable, see Theorem 2.4. We will use freely the notation from the previous sections.
Recall that a completely integrable system on a real symplectic manifold M 2n consists of n independent functions H 1 , . . . , H n in involution, i.e. with {H i , H j } = 0 for all i, j. In this situation, according to Liouville-Arnold theorem, generic compact joint level sets of H i are n-dimensional tori, and the Hamiltonian dynamics on each of these tori is quasi-periodic and can be integrated in quadratures. The notion of degenerate integrability [N] generalises this to a situation when there are 1 ≤ k ≤ n independent functions H 1 , . . . , H k in involution, together with a Poisson subalgebra Q ⊂ C ∞ (M 2n ) of dimension 2n − k, such that each of H i Poisson commutes with all of Q. In that case, generic compact joint level sets of the functions in Q are k-dimensional tori, and the dynamics for each H i is quasi-periodic on each of the tori and can be integrated by quadratures. The case k = n corresponds to complete integrability, while the case k = 1 is known as super-integrability. The same definition applies in the case when M 2n is a holomorphic symplectic manifold. See [J] for further details and references.
Let us consider the Calogero-Moser space C Remark 5.1. Here are some special cases of the relations (5.1). For k = l = 0 we have
In particular, for α = β and γ = ǫ we obtain {t Lemma 5.1 shows that the algebra Q is Poisson. The degenerate integrability of h i follows from the following result.
Proposition 5.2. We have h i ∈ Q for all i. The algebra Q is finitely generated and dim Q = 2nd − n.
Proof. The equation (3.20) can be written as
Raising it to power k gives
3) where the dots represent terms of the form
, with a, b, . . . , c ≥ 0. The trace of every such term is easily expressed in terms of t
. Thus, by taking traces in (5.3) we obtain (q −k − 1) tr Z k ∈ Q, i.e. h k ∈ Q. It is now clear that Q is generated by t i αβ with 0 ≤ i ≤ n, since t k αβ = V β Z k W α for k > n can be expressed through those generators by the Cayley-Hamilton theorem and the fact that tr Z j ∈ Q for all j. It remains to calculate the (Krull) dimension of Q. Note that it coincides with the maximal number of algebraically independent elements of Q; this also equals the dimension of the span of df , f ∈ Q at a generic point of C × n,d,q . Since the Poisson bracket on C × n,d,q is non-degenerate and the functions h i are independent, the equations {h i , f } = 0 for f ∈ Q imply that dim Q ≤ 2nd − n. Hence, it is sufficient to show the opposite inequality, dim Q ≥ 2nd − n.
To this end, consider the component
Consider the following GL n -equivariant map:
We claim that generic fibers of π have dimension n. Indeed, take a generic point (X, Z, V α , W α ) in M × , then by Proposition 4.2 Z has simple spectrum, so we may assume it is in diagonal form. Then (5.2) tells us that X puts Z :
If we view elements of Q as functions of Z, V α , W α , then it is straightforward to check that dim Q ≥ 2nd at any point in C n 2 +2nd where Z has simple spectrum and, say, W 1,i = 0. The dimension of Q may drop after restriction onto π(M × ). However, dim π(M × ) ≥ n 2 + 2nd − n, and so π(M × ) ⊂ C n 2 +2nd is of codimension at most n. Thus, the dimension of Q reduces by at most n, that is, dim Q ≥ 2nd − n on π(M × ). As a corollary, dim Q ≥ 2nd − n when viewed on M × . Since the functions in Q are constant along GL n -orbits in M × , the dimension of Q is the same whether viewed on M × or on C × = M × // GL n . We conclude that the span of df , f ∈ Q has dimension ≥ 2nd − n generically on C × , as needed.
Remark 5.3. Similar results are true for the modified spin RS system given by the Hamiltonians h k = tr Y k , k = 1, . . . , n on the variety C n,d,q . Namely, we can set t k αβ := tr(W α V β Y k ) and consider the algebra Q generated by all t k αβ . Then the formulas (5.1) remain true for that case as well. We also have an analogue of Proposition 5.2 proved in the same manner, and so the Hamiltonians h k = tr Y k define a degenerately integrable system on the space C n,d,q .
Algebra of first integrals and Liouville integrability. By Proposition 5.2, the Hamiltonians
. . , n define a degenerately integrable system. More precisely, this is true on a connected component of the space C × n,d,q on which we have the local coordinates ξ : h reg → C × n,d,q . In the real smooth case, any degenerately integrable system can be extended (in a non-canonical way) to a completely integrable system, see [BJ, J] . Therefore, it is natural to expect that there exists a complete set of algebraic first integrals in our case, as well as in the case of the Hamiltonians tr Y i . Since h i Poisson commute with any t k βα = tr(W β V α Z k ), we may look for complementary Hamiltonians inside the algebra Q generated by all t k βα . The algebra Q can be regarded as the algebra of joint first integrals for the Hamiltonians h 1 , . . . , h n .
Before discussing the general case, let us remark on some cases where the complete integrability is easy to establish. The case d = 1 is trivial, since the functions h k , k = 1, . . . , n are enough for integrability. Another case is d = 2, where we can complement the functions h k , k = 1, . . . , n by t k 11 with k = 1 . . . , n. The latter functions Poisson commute with h k and between themselves by Remark 5.1.
Let us now introduce an infinite-dimensional version of the algebra of first integrals. Namely, given d ≥ 1 we define Q d to be the commutative algebra freely generated by the symbols T k βα with α, β ∈ {1, . . . , d} and k ∈ N. These algebras form an increasing chain Q 1 ⊂ Q 2 ⊂ . . . . GLn , it must then hold on Q d due to (5.5). The fact that the resulting Poisson bracket is compatible with the inclusions Q 1 ⊂ Q 2 ⊂ . . . is clear from (5.1).
We can now construct an infinite family of central elements in Q d . For this, let us consider
It is easy to see that for any k, tr S k − tr Z k can be written as a polynomial in t Proposition 5.4. The elements
Proof. According to (5.7), for any fixed n the functions h k,d Poisson commute with all t i βα on Rep(CQ,ᾱ). We then use (5.5) to conclude that H k,d ∈ Z(Q d ). The commutativity of H k,α for all k ∈ N and α = 1, . . . , d is obvious from the inclusions Q β ⊂ Q α for β < α.
The algebra generated by all H k,α can be viewed as a subalgebra of Gelfand-Tsetlin type in Q d . As a corollary, we obtain a completely integrable system on each C Remark 5.4. Strictly speaking, the above result is valid on the connected component C × ⊂ C × n,d,q , see § 4.1. We will ignore this subtlety in the proof below. 
Proof. Let us introduce
S α = (Id n +W α V α ) . . . (Id n +W 1 V 1 )Z , α = 1, . . . , d .
Proof (of the lemma).
It is sufficient to show that for any pairwise distinct z i and generic V α , W α with α < d, one can find V d ∈ C n and X ∈ GL n such that the moment map equation (5.2) is satisfied with Z = diag(z 1 , . . . , z n ) and with W d,i = 1. In its turn, it is enough to find V d so that the matrix
. . , d − 1, we can view S d as a rank-one perturbation of S d−1 . It is then an elementary fact that the eigenvalues of a regular semisimple matrix can be independently perturbed by a small rank-one perturbation, so we are done.
As a consequence of the lemma, we can use the above (z i , v α,i , w α,i ) as part of a local coordinate system of C × n,d,q . We have tr
We therefore may simply view tr Z k and tr S k α with α < d and 1 ≤ k ≤ n as polynomials of (z i , v α,i , w α,i ), and we need to show that these polynomials are functionally independent. We will show that for any α = 1, . . . , d− 1, the polynomials tr Z k and tr S k β with k = 1, . . . , n and β ≤ α are independent. The proof is inductive. For α = 1, we want to prove that tr Z k and tr S k 1 , k = 1, . . . , n, are functionally independent. We have tr S
. ., where the dots represent a polynomial in t l 11
with l < k. Hence it is sufficient to show the functional independence of tr Z k and t k 11 with k = 1, . . . , n. We can do this by looking at 2n × 2n Jacobian matrix J of derivatives of these functions with respect to (z 1 , . . . , z n and v 1,1 , . . . , v 1,n ). This has a block structure The general case is similar: we form a Jacobian matrix of derivatives of tr Z k and tr S k β with respect to the variables z i and v γ,i . It similarly has an upper-triangular block structure, with the n × n blocks J 0 , . . . , J α along the diagonal. By induction, we only need to check that the last block J α is nondegenerate. Its entries are ∂ tr(Sα) k ∂vα,i . To show that it is (generically) nondegenerate, we may choose V β = W β = 0 for all β < α, in which case S α = (1 + V α W α )Z and so this case can be analysed in the same way as for α = 1. This finishes the proof of the theorem.
Explicit integration.
We begin by integrating the flows for the functions h k = tr Z k (and for their analogues, tr Y k ). For h k the formulas are essentially the same as in [RaS] . The main difference is that we work on a completed phase space, and that our flows are intrinsically Hamiltonian.
Proposition 5.7. Let t denote the time flow associated to
1 k tr Z k for any k ∈ N × . Given an initial position (X, Z, V α , W α ) in C × n,d,q ,
the solution at time t is given by
(5.10)
Similarly, if τ denotes the time flow associated to
These flows are complete when viewed on the corresponding Calogero-Moser spaces.
Proof. Let us write the flow corresponding to 1 k tr Z k . Using (3.23a) together with the relations (3.3a)-(3.3b), one obtains the following equations:
which imply (5.10). For the flow corresponding to 1 k tr Y k , the equations can be obtained by the same method leading toẊ
which are integrated by (5.11). Note that the expression for X(τ ) is well-defined even when the matrix Y is singular. The completeness of the flows is now clear, since the evolution described by (5.10) and (5.11) preserves the invertibility of the factors appearing in the moment map equations (3.20) and (3.19), respectively.
We can also integrate all the flows corresponding to the Hamiltonians tr S k α . Note that the matrices S α represent the elements s α (3.10). The function tr S k α defines a vector field on the representation space of A × by the formula (3.23a). This vector field is given explicitly as follows.
Proposition 5.8. The vector field associated to the function tr S k α is given bẏ
We also haveṠ α = 0.
Proof. The first group of relations is obtained by using (3.23a) together with the relations (3.13a)-(3.13d). The fact thatṠ α = 0 follows from {s k α , s α } = 0 which is obtained in the same way as (A.22). The following theorem is an immediate corollary.
Theorem 5.9. Let t denote the time flow associated to
the solution at time t is given by
The flow is complete on C × n,d,q . Remark 5.5. A result similar to Theorem 5.9 can be obtained for Y instead of Z if we consider the analogue of Lemma 3.2 in that case.
5.4. Lax matrix with spectral parameter. Another approach to the integrability of the spin RS system uses a Lax matrix with spectral parameter [KrZ] . In our context, such a Lax matrix is given by
Here η ∈ C is the spectral parameter. Note that S = q −1 XZX −1 due to the moment map equation, thus Z η can be written entirely in terms of X, Z. To see the connection with [KrZ] , we use (4.2) to rewrite S as S = Z + α A α B α . Then Z η takes the form
If Z has the form as in (4.7), Z η can be easily identified with the trigonometric Lax matrix from [KrZ] .
The following result is proved in § A.6.2.
Theorem 5.10. For any µ, η ∈ C and k, l ∈ N, we have that {tr
This implies that if we expand tr Z k η into a series in η, tr Z k η = k i=0 η i r k,i , then {r k,i , r l,j } = 0 for all k, l, i, j. In this way we recover the recipe for constructing first integrals from [KrZ] . We remark that r k,0 = tr Z k , while each r k,i for i > 0 can be rewritten as a product of t k αβ , i.e. they belong to the algebra Q of the first integrals considered above.
Note that the integrals r k,i are not sufficient to construct a completely integrable system on C × n,d,q . Indeed, they all are functions of X, Z and so do not distinguish points of C × n,d,q that have the same X, Z but different V α , W α . Assuming d ≤ n, it follows from the results of [KrZ, Kr2] that the maximum number of independent Poisson commuting Hamiltonians that can be obtained from the r k,i is nd − d(d − 1)/2, which is strictly less than nd.
We can use r k,i to construct a different commutative subalgebra in Q d compared to the subalgebra H d of Gelfand-Tsetlin type constructed above. Namely, just replace all t k αβ by T k αβ in the expression for r k,i . Denote the resulting subalgebra as R d . We do not know whether it can be enlarged to a bigger commutative subalgebra of Q d which would produce a completely integrable system on C × n,d,q . We only note that even if this is possible, the resulting integrable system will be different from the one constructed from the subalgebra H d . To see this, it suffices to check that there are elements in H d and R d that do not commute. One can check, for instance, that {t 1 11 , r k,1 } = 0 in general. Appendix A. Additional materials A.1. Computations with double brackets. We gather some results that we need when performing computations with double brackets in the other appendices.
Firstly, we have noted that if (A, { {−, −} }) is a double quasi-Poisson algebra, its double quasi-Poisson bracket satisfies the cyclic antisymmetry rule { {b, a} } = − { {a, b} }
• and the derivation property { {a,
(This is true for the less restrictive assumption that A has a double bracket.) There is a similar derivation property in the first argument for the inner bimodule structure * , see [VdB1, (2.4) ], which gives { {bc, a} } = { {b, a} } * c + b * { {c, a} } or more explicitly, { {bc,
Secondly, note that from the above properties we get that for any a, b ∈ A where a has an inverse a
Thirdly, if a = a 1 . . . a k and a ′ = a ′ 1 . . . a ′ l are two elements of A written in terms of generators, then the double bracket between them is given by
using the derivation properties as above.
A.2. Proof of Lemma 3.2. We show the claim by descending induction, starting from α = d. So, the first step is to show that
To compute such double brackets, we use the relation s d = (Φ 0 ) −1 φz and obtain
The first term can be calculated with the help of (3.6):
(Note that in the case when a = v β or a = w β , some of the terms in this expression vanish due to e 0 v β = w β e 0 = 0.) The second term in (A.3) is calculated using (3.11)-(3.12), while for the third term we use (3.3a)-(3.3b). Doing this for each of the cases a = x, z, v β , w β verifies (A.2a)-(A.2c). We leave the details to the reader.
For the induction step, introduce u α = (1 + w α v α ) −1 so that s α = u α+1 s α+1 . Therefore,
The second term is given by the induction hypothesis, while we can find the first term using the easily verified formulas
In order to prove (3.13a)-(3.13d), we need to consider the cases a = x, z, v β , w β . We will do the case a = w β , leaving the other cases to the reader.
First, if β ≤ α, we can use (3.13c) and since o(α + 1, β) = −1 we get
Next, if β = α + 1, we still use (3.13c) and find
Finally, if β > α + 1, we need (3.13d) and since o(α + 1, β) = +1 we get
A.3. Proof of Proposition 4.1. Recall that f k := tr(X k ) and g k γǫ = tr(A γ B ǫ X k ). First, we need to compute the Poisson brackets between those functions. We have remarked in § 3.2 that the Poisson bracket {−, −} on C n,d,q is (globally) defined from the corresponding Lie bracket {−, −} on Λ q /[Λ q , Λ q ] by (3.23b). In fact, it is sufficient to compute that bracket in A/[A, A], then projects into Λ q /[Λ q , Λ q ]. Assuming that x is invertible, the same holds in A × . Therefore, we need the following lemma.
Lemma A.1. For any k, l ≥ 1, the following identities hold in
The proof can be seen as a special case of [F, Lemma 3.2] . By taking the traces and using the identity (3.23b), we obtain the Poisson brackets between the functions (f k , g k αβ ). To write them in terms of f k , g k αβ and h
l αǫ , and similar variants.
Lemma A.2. For any α, β = 1, . . . , d and k, l ≥ 1,
Our goal is to show that for the functions (f k , g k γǫ ) generating the ring of functions at a generic point, the following equalities hold
, where we compose with ξ the identities from Lemma A.2 in the left hand sides, and use the expressions (4.9) in the right hand sides. In fact, we will be quite pedantic and prove these identities also after summing over α and/or γ ranging from 1 to d. This allows us to show that the Poisson brackets given in Proposition 4.1 are correct one at a time. Note that in local coordinates, we use ξ
To show that the brackets in (2.10a) are correct, first notice that {x i , x j } = 0 implies ξ * {f k , f l } = {ξ * f k , ξ * f l } as both expressions vanish. Second, recall that by assumption α a α i = 1 for all i. Thus, from {x i , b
, and we get ξ
. To see that we need (2.10d), (2.10c) and (2.10b), we will respectively sum over all values of α and γ, all values of γ and finally not sum at all the functions ξ * {g
, to show that they agree. We get from Lemma A.2 that we can write A.6) .
In the first case, we have to prove
The right-hand side of (A.7) can be read as
Now, the left-hand side of (A.7) can be written from (A.6), after summing over α, γ and using the condition γ a (A.8b)
To reduce this expression further, remark that by definition of the ordering function o(−, −)
after relabelling the indices in the second sum, so that the first term of (A.8b) disappears. Then, write (A.8a) as
so that the sum for i = j can be written as (here we assume k > l, the case k < l is exactly the same)
after relabelling indices to obtain last equality. Finally, let's look at the terms in (A.8c)-(A.8d) with no factor Z ij . They can be written as 1 2 n i,j=1
and if we split the sum α≥ǫ as
and do the same with the sum over γ ≥ β, we get after using the conditions α a α i = 1 (and the same for γ)
Summing together all the terms, we have reduced the left-hand side of (A.7) to the form
This is precisely the right-hand side of (A.7). In the second case, we show
The right-hand side of (A.10) can be read as
after some easy simplifications. To get the left-hand side, we sum (A.6) over γ and we write
where we used an argument similar to (A.9) to rewrite the first line of (A.6) in order to obtain (A.11a). Next, we can write after rearranging terms
where we used again the condition d γ=1 a γ j = 1. It is not hard to see that replacing the terms in (A.11c) and (A.11d) by this last expression gives that (A.10) LHS and (A.10) RHS coincide. In the third case, we need to prove that
By antisymmetry in (2.10c), we can write
so that the right-hand side yields . This is nothing else than (A.6), which is (A.12) LHS as desired.
A.4. Proof of Proposition 4.3. We need the following lemma. (A.14)
Our aim is to reduce some of these thirteen terms, mostly using properties of the ordering function o(−, −). Summing the fourth, sixth and eleventh terms of (A.14) together yields 
