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Abstract 
Recently, an increasingly amount of literature focused on Bayesian computational 
methods to address problems with intractable likelihood. These algorithms are known as 
Approximate Bayesian Computational (ABC) methods. One of the problems of these 
algorithms is that the performance depends on the tuning of some parameters, such as 
the summary statistics, distance and tolerance level. 
To bypass this problem, an alternative method based on empirical likelihood was 
introduced by Mengersen et al. (2013), which can be easily implemented when a set of 
constraints, related with the moments of the distribution, is known. 
However, the choice of the constraints is crucial and sometimes chalenging in the sense 
that it determines the convergence property of the empirical likelihood. To overcome 
this problem, we propose an alternative method based on a bootstrap likelihood 
approach. The method is easy to implement and in some cases it is faster than the other 
approaches. The performance of the algorithm is ilustrated with examples in Population 
Genetics, Time Series and a recent non-explicit bivariate Beta distribution. Finaly, we 
test the method on simulated and real data random fields. 
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Abstract
Recently,anincreasinglyamountofliteraturefocusedonBayesiancomputationalmethods
toaddressproblemswithintractablelikelihood.ThesealgorithmsareknownasApproximate
BayesianComputational(ABC)methods. Oneoftheproblemsofthesealgorithmsisthat
theperformancedependsonthetuningofsomeparameters,suchasthesummarystatistics,
distanceandtolerancelevel.Tobypassthisproblem,Mengersen,PudloandRobert(2013)
introducedanalternativemethodbasedonempiricallikelihood,whichcanbeeasilyimple-
mentedwhenasetofconstraints,relatedwiththemomentsofthedistribution,isknown.
However,thechoiceoftheconstraintsiscrucialandsometimeschalenginginthesensethat
itdeterminestheconvergencepropertyoftheempiricallikelihood.Toovercomethisproblem,
weproposeanalternativemethodbasedonabootstraplikelihoodapproach.Themethodis
easytoimplementandinsomecasesitisfasterthantheotherapproaches.Theperformance
ofthealgorithmisilustratedwithexamplesinPopulationGenetics,TimeSeriesandarecent
non-explicitbivariateBetadistribution,seeArnoldandNg(2011)andCrackelandFlegal
(2014).Finaly,wetestthemethodonsimulatedandrealdatarandomfields.
Keywords: ApproximateBayesianComputationalmethods,bootstraplikelihood,empirical
likelihood,bivariateBetadistribution,populationgenetics
1.Introduction
ThelastdecadehasseenagrowingstreamofliteraturetoaddressBayesianinference
whenthelikelihoodisintractable. Withthewordintractablewemeanthatthelikelihood
functionisanalyticalyinfeasibleorcomputationalyintensive.
Suchlikelihoodsnaturalyariseinmanyresearchareas,forinstanceinPopulationGe-
netics(Beaumontetal.(2002),DrovandiandPettitt(2010)),Epidemics(McKinley,Cook
andDeardon(2009))andHidden Markov Models(Deanetal. (2014)). Thetypicales-
timationapproachisbasedonalgorithmsthatarecustomarycaledapproximateBayesian
computational(ABC)methods.
∗Correspondingauthorat:SchoolofMathematics,StatisticsandActuarialSciencesCornwalisBuilding,
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Despiteofitspopularity,thesealgorithmssuffercalibrationproblems(likesummary
statistics,distance,tolerance)andrecentlysomepapersfocusedonalgorithmsthattryto
bypasssomeofthetuningproblems,seeforinstanceFearnheadandPrangle(2012),Del
Moral,DoucetandJasra(2012)andSissonetal.(2007).
Mengersen,PudloandRobert(2013)proposedanalternativeapproachthatdealswith
thewel-establishedempiricallikelihoodapproximation.Theauthorsapplythemethodina
BayesianframeworktoavoidthechoiceoftheABCparametersand,withtheacronymBCel,
theymeanBayesiancomputationwithempiricallikelihood. Thebasicalgorithmworksin
thefolowingway:Firstly,generateM parametersθifromthepriordistribution.Then,set
theweightωi=Lel(θi|y),whereLel(θi|y)istheempiricallikelihoodofθigiventheobserved
datay. TheoutputofBCelisasampleofsizeM ofparameterswithassociatedweights,
whichoperateasanimportancesamplingoutput. However,thevalidationoftheempirical
likelihooddependsonthechoiceofasetofconstrainsthatensuresconvergence.Ourworkis
inasimilarflavourofMengersen,PudloandRobert(2013).Inparticular,weproposetouse
bootstraplikelihood(Davison,Hinkleyand Worton(1992))insteadofempiricallikelihood
sincethismethodisanautomaticprocedurethatiseasytoimplementanddoesn’trequireto
setanyobjectiveconstrain.Furthermore,astheempiricallikelihood,thebootstraplikelihood
convergestothetruelikelihoodasthenumberofobservationsincreases.
Thebasicbootstraplikelihoodmethod,introducedbyDavison,Hinkleyand Worton
(1992),issummarizedinsection2.Section3isdevotedtothedescriptionofourmethodology
andinsection4themethodologyistestedonseveralexamplessuchasTimeSeries,Population
Genetics,andthebivariateBetadistributionofArnoldandNg(2011).Finaly,wetestthe
methodonsimulatedandrealdatarandomfields.
2. BootstrapLikelihood
Davison,Hinkleyand Worton(1992)usenestedbootstrapcalculationinconjunction
withkernelsmoothingmethodstocalculateestimatesofthedensityofagivenstatisticfor
arangeofparametervalues. Thesedensityestimatesareusedtogeneratevaluesofan
analogueofalikelihoodfunctionbycurve-fittingmethods.Specificaly,thebasicmethodcan
besummarizedasfolows:
•Supposeθistheparameterofinterestandˆθistheparameterestimatedbyitssample
analogue. TakeK bootstrapsamplesofsizen(samesizeastheoriginaldata)to
obtainaseriesofpopulationsP∗1,..,P∗K withparametervaluesθˆ∗1,..,ˆθ∗K (first-level
bootstrap).Iftheparametersdonothaveanexplicitestimator,weestimatethemby
usingnumericalmethods.
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•Forthei-thbootstrapsamplewetakeLsamplesfromP∗i,whereLispreferably1000
(assuggestedinDavison,Hinkleyand Worton(1992)).Foreachsamplecalculatethe
analogueofθ,denotedbyˆθ∗∗ij(second-levelbootstrap).Useadensitykernelestimation
toestimatethedensityofθatpointsθˆ∗i,sayg(ˆθ∗i),thentheKvaluesl(θ∗i)=log[g(ˆθ∗i)]
areobtained.
•Applyasmoothcurve-fittingalgorithmtoobtainthewholelogbootstraplikelihood
curve.
Forsomedependentdata,theoutlinedmethodalsoapplies.Forexample,inregression-
typeproblemsitmaybepossibletowriteyi=η(xi,εi),wheretheerrorsεiareassumed
tohaveacommondistributionF. Thesamebootstrapprocedurecouldbeemployedwith
respecttoεiandbootstrapsamplesarecalculatedasy∗i=η(xi,ε∗i)withε∗iindependently
sampledfromFˆ. Thisisatypicalsituationindynamicmodels,seeforinstance,Example
4.1.
Therelationbetweenempiricallikelihoodandbootstraplikelihoodisalsoexploredfrom
atheoreticalpointofviewinDavison,Hinkleyand Worton(1992).Theyshowthatinthe
caseofanestimatordeterminedbyamonotonicestimatingfunction,standardizedsothat
theleadingtermisoforderone,empiricallikelihoodandbootstraplikelihoodagreetoorder
n−12inthenumberofobservations,n.
Figure1:Theleftfigureisplottedafterthefirsttwostepsintheabovesummarizedmethod.
Basicaly,thefirst-levelbootstrapisforgeneratingthex-axisvaluesandthesecond-level
bootstrapisfortheestimationofthedensityofTatthesecorrespondingx-axisvalues.The
rightfiguredisplaystheestimatedbootstraplikelihoodcurve.
Figure1isanilustrationofthebootstraplikelihoodconstruction.Inthenextsection,
wewilusethebootstraplikelihoodtodevelopanalgorithmtoaddressBayesianinferencein
thespiritofMengersen,PudloandRobert(2013).
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3. Bayesiancomputationviabootstraplikelihood
Ouralgorithmisdescribedinalgorithm1whereBL(θi)denotestheestimationofthe
bootstraplikelihoodinthepointθi
Algorithm1. BayesianComputationviabootstraplikelihood
Estimatethebootstraplikelihoodcurvesofparameterswiththesamples
asdescribedintheprevioussection.
fori=1toM do
1.Generateθifromthepriordistributionπ(·)
2.Settheweightwi=BL(θi)
endfor
TheoutputisasampleofsizeM ofparameterswithassociatedweights,whichoperate
asanimportancesamplingoutput. Thismeansthataposteriorsampleofsimulatedpa-
rametersofsizeNissampledwithreplacementfromtheM parameterswithcorresponding
weightswi’s.Thebootstraplikelihoodapproachalowstodefineanalgorithmwiththesame
structureoftheonedefinedinMengersen,PudloandRobert(2013).Aspointedoutinthe
previousSection,theconvergencerateofthebootstraplikelihoodisthesameoftheempirical
likelihood.Furthermore,incontrastwiththeempiricallikelihoodmethod,thebootstraplike-
lihooddoesn’trequireanysetofsubjectiveconstrainstakingadvantagefromthebootstrap
methodology. Thismakesthealgorithmanautomaticandreliableprocedurewhereonlya
fewparametersneedtobespecified.Anotherbenefitofusingthebootstraplikelihoodinstead
oftheempiricallikelihoodisthattheconstructionofbootstraplikelihoodcouldbedoneonce
andnotateveryiterationastheempiricallikelihood.Thisleadstosignificantimprovement
inthecomputingtimewhendifferentpriorsarecompared.Throughoutthepaper,wewil
denotethealgorithmofMengersen,PudloandRobert(2013)asBCelandouralgorithmas
BCbl.
Asatoyilustrationofthemethod,weapplytheBCblalgorithmtoanormaldistribution
withknownvariance(equalto1).Clearly,theparameterofinterestisthemeanandwecan
seeinFigure2thefittingoftheposteriordistribution.Inthisexperiment,thecomputingtime
ofBCblalgorithmismuchlessthanBCelmethod.Themainreasonisthattheestimation
oftheparameter(samplemeaninthiscase)isexplicitandstraightforward,withoutneedof
numericalestimationalgorithms.
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Figure2:Comparisonofthetrueposterioronthenormalmean(solidlines)withtheempirical
distributionofweightedsimulationsresultingfromBCblalgorithm.Thenormalsamplesizes
are50and75respectively,thenumberofsimulatedθ’sis200.
InthenextSection,theperformanceofthebootstraplikelihoodapproachisexploredin
severalexamples.Inparticular,wewilseehowtomanagetheparameterestimationinthe
nestedbootstrap.Aswewilsee,thisstepofthemethodologycanvarywiththeproblemat
thehand.
4. NumericalIlustration
4.1.DynamicModels
AsmentionedinSection2,onewaytodealwiththedependenceindynamicmodels,is
throughtheapplicationofthebootstrapproceduretotheunobservedi.i.d.residuals.For
example,wetesttheGARCH(1,1)modelwhichhasthefolowingexpression(seeBolerslev
(1986)):
yt=σtt, t∼N(0,1), σ2t=α0+α1y2t−1+β1σ2t−1
undertheconstraintsα0,α1,β1>0andα1+β1<1.AnexponentialExp(1)andaDirichlet
Dirich(1,1,1)priorsareassumed,respectively,onα0and(α1,β1,1−α1−β1).Inorderto
comparewithBCel,wesettheconstrainsfortheempiricallikelihoodasMengersen,Pudloand
Robert(2013).Thenumbersoffirstandsecondlevelofbootstrapreplicatesarerespectively,
K=100andL=1000.Foreachbootstrapreplicateoftimeseries,Rfunctiongarchisused
fortheestimationofparameters. Despitethelackofstabilityofthisfunction,inFigure3
wecanseethattheBCblalgorithmisperformingbetterwithrespecttotheBCelalgorithm
intermofparameterestimation,theabilitytocatchthecorrectrangeofα0,α1andβ1.
Moreover,wecanobservethattheBCblalgorithmproducesestimateswithlessvariability
thantheBCelalgorithm.Finaly,bythepointofviewofthecomputationaltime,wenoted
inourexperimentsthatourapproachisfasterthantheempiricallikelihoodone. Thisis
notsurprisingbecausethebootstraplikelihoodproceduredependsheavilyontheparameter
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estimator.Inthisexample,theRfunctiongarchprovidesafastestimationofthemodel
parametersandconsequentlyabettercomputationaltime.
Figure3:Comparisonofevaluationsofposteriorexpectations.(withtruevaluesindashed
lines)oftheparameters(α0,α1,β1)oftheGARCH(1,1)modelwith300observations.
4.2.PopulationGenetics
Mengersen,PudloandRobert(2013)appliedtheempiricallikelihoodprocedureina
populationgeneticssettingtomodeltheevolutionaryhistoryofspecies.Inthisframework,
itisimportanttobeabletostudythesocaledmicrosatelitedistribution.Specificaly,the
theintra-locuslikelihoodisapproximatedbyaproductoveralpairofgenesinthesample
atagivenlocus.Thek-thlocuslikelihoodisdefinedas
l2 yk|φ =
i<j
l2 yki,ykj|φ
where
l2 yki,ykj|φ =


ρ(θ)|ykj−yki|√1+2θ ifsamedeme
e−τθ√1+2θ
∞
k=−∞ρ(θ)|k|I|yki−ykj|−k(τθ) ifdifferentdeme
WecompareourproposalwithBCelinasimpleexampledescribedinthefirstexperiment
ofMengersen,PudloandRobert(2013),whoseevolutionaryscenarioisdisplayedinFigure
4.Anyway,werefertoMengersen,PudloandRobert(2013)foralthedetailsofthismodel.
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Figure4:Evolutionaryscenarioofgeneticexperiment.
Inthisscenario,therearetwoparametersofinterestτandθ.Specificaly,τisthetimeat
whichthetwopopulationsdivergedinthepastandθ/2isthemutationrateofthemutations
atagivenlocus.Thesimulateddatasetsaremadeoftendiploidindividualsperpopulation
genotypedatfiftyindependentloci. Wefirstcomparethemarginalposteriordistributionof
theparametersθandτbothwiththeBCelandBCblsampler.Figure5suggeststhatBCel
hasdifficultieseliminatingthetailsofbothposteriordistributionsandBCblismoreaccurate
intermsoftheshape.
Figure5: Comparisonofthe marginaldistributionsobtainedbytheBCelandtheBCbl
sampler.ThehistogramissampledusingBCelandthecurveistheresultofBCbl.
Mengersen,PudloandRobert (2013)furthersuggesttheincorporationofempirical
likelihoodintheadaptivemultipleimportancesampling(AMIS)tospeedupthecomputation
inthisexample, meanwhiletoimprovetheperformanceofthebasicBCelalgorithmby
adjustingtheimportanceweights.Thebootstraplikelihoodcouldalsobeincorporatedinthe
sameway.However,Figure6showsthatAMISimprovessubstantialytheresultscomputed
withthebasicBCelsampler,butnotsomuchwithrespecttotheBCblsampler. Evenin
thecaseofτestimation,integrationwithAMISmakestheposteriordistributioncalculated
withBCbldeviatemorefromitstruevalue.ItappearsthatthebasicBCblsamplerisenough
capableofbuildingareasonableposterior.Thissuggeststhatisunnecessarytointroducethe
AMISinthebootstraplikelihoodsetting.
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Figure6:ComparisonoftheBCel−AMISandtheBCbl−AMISsampler.Thehistogram
issampledusingBCel−AMISandthecurveistheresultofBCbl−AMIS.
4.3.BivariateBetadistribution
Inthisexample,weconsidertheapplicationoftheBCbltoparameterestimationforthe
5-parameterbivariatebetadistributionproposedbyArnoldandNg(2011).Thismodelis
anextensionofthe3parameterspecificationofOlkin,Liu(2003),whichonlyalowsfor
positivecorrelation.The5-parametermodelisthusmoreflexibleasitalowsforbothposi-
tiveandnegativecorrelations.However,theincreaseofthenumberofparametersfrom3to
5paysthepriceofnothavingaclosedformforthejointdensityfunction. Toaddressthe
estimationproblem,ArnoldandNg(2011)proposethesocaledmodifiedmaximumlikeli-
hoodestimation(MMLE)approach,whichcombinesMLEforthemarginalswithamethod
ofmomentsestimate. WeusetheMMLEastheestimationapproachineachbootstraplevel
ofthebootstraplikelihoodestimation.
The5-parameterbivariatebetadistribution(X1,X2)canbedescribedasfolows:
X1= U1+U3U1+U3+U4+U5
X2= U2+U4U2+U3+U4+U5
whereUi,i=1,..,5istherandomvariablewithgammadistributionG(αi,1)withshape
parameterα1andscaleparameter1. ThemarginaldistributionsofX1andX2arebeta
distributionswithparameters(α1+α3,α4+α5)and(α2+α4,α3+α5),respectively.
CrackelandFlegal(2014)applytheABCtoaddressparameterinferenceforthebivariate
betadistribution. WecomparetheperformanceofBCel,BCblandABCusingposteriormean
and MSEinthefolowingfourparametersettings,A1=(1,1,1,1,1),A2=(1,2,2,5,0.1),
A3=(5,2,0.5,0.5,1)andA4=(10,10,0.1,0.1,1),basedonthefactthateachparameter
settingrepresentsonekindofcorrelationrelationshipbetweenX1andX2.Severalmoments
ofthemarginalbetadistributionsareknowninArnoldandNg(2011),sotheempirical
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likelihoodiscomputedunderthe momentconstrainsE(X1),E(X21),E(X2),E(X22)and
anotherexpectionwhichisusedin MMLE,E (1−X1)(1−X2)X1X2 . FortheABCconfiguration,
wechoosethesamesufficientsummarystatisticsasCrackelandFlegal(2014),whichare
S1(x)=1n lnx1i,S2(x)=1n ln(1−x1i),S3(x)=1n lnx2i,S4(x)=1n ln(1−x2i)
andS5thePearsoncorrelationbetweenx1andx2. Thedistancefunctionischosenas
ρ(S(˜x),S(˜y)) = 5i=1|Si(˜x)−Si(˜y)|,andthetoleranceissetas0.6onthebalanceof
accuracyandcomputationcost.
Inordertodoapropercomparison,weputagammapriorG(˜αi,1)onparameterαi,
whereα˜iistherealvalueofαi. Thereasonofselectingthis“informative”prioristhatin
someparametersettings,especialyinA4wheretheparametershaslargediscrepancy,the
universalpriorasinCrackelandFlegal(2014)foraltheparametersleadstocatastrophic
estimationresultsforBCelandABC,thusitisnotsoinformativetodoacomparisonunder
thatprior. WealsoobservethatABCandBCelarehighlysensitivetothepriorchoice,while
theeffectofprioronBCblarenotasnoticeable.
Table1:ComparisonofBCbl,BCelandABC
A1=(1,1,1,1,1),r=−0.29 A1=(1,2,2,5,0.1),r=−0.75
BCbl BCel ABC BCbl BCel ABC
Parameter Mean MSE Mean MSE Mean MSE Mean MSE Mean MSE  Mean  MSE
αˆ1 0.886 0.144 1.012 0.160 1.059 0.504 1.022 0.134 0.947 0.125 0.914 0.362
αˆ2 0.934 0.158 0.967 0.211 1.101 0.637 1.611 0.651 1.681 0.684 2.141 1.826
αˆ3 1.123 0.064 1.000 0.073 1.215 0.311 1.926 0.067 1.948 0.066 2.081 0.343
αˆ4 1.193 0.133 1.158 0.135 1.321 0.419 5.190 0.511 5.085 0.493 5.236 3.030
αˆ5 0.908 0.069 0.907 0.092 1.079 0.159 0.028 0.007 0.033 0.007 0.040 0.014
A1=(5,2,0.5,0.5,1),r=0.28 A1=(10,10,0.1,0.1,1),r=0.71
BCbl BCel ABC BCbl BCel ABC
Parameter Mean MSE Mean MSE Mean MSE Mean MSE Mean MSE  Mean  MSE
αˆ1 5.023 0.764 4.916 1.831 5.340 3.840 9.440 2.278 8.914 5.158 10.075 5.995
αˆ2 2.169 0.208 2.162 0.340 2.372 1.372 9.183 2.088 8.858 3.701 9.900 6.227
αˆ3 0.434 0.081 0.555 0.105 0.475 0.187 0.073 0.011 0.175 0.059 0.050 0.015
αˆ4 0.553 0.031 0.496 0.062 0.462 0.114 0.082 0.012 0.153 0.035 0.045 0.016
αˆ5 1.081 0.041 1.073 0.077 1.246 0.163 0.980 0.030 0.998 0.036 1.213 0.094
Wecanseefromtable1thatthreealgorithmsperformmoreorlessthesameinterms
ofbeingabletocapturethetrueparametervalue.ButtheBCblhastheleastMSEinmost
casesandABCtendstogivethelargestMSE.Forexample,Figure7displaystheboxplotsof
althe5parametersevaluatedwithABC,BCblandBCelrespectivelyundertheparameter
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settingA3.
Figure7: Comparisonofevaluationsofposteriorexpectations(withtruevaluesindashed
lines)oftheparameters(α1,α2,α3,α4,α5)ofthebivariatedistributionwith100observations.
4.4.IsingandPotsModel
IsingandPottsmodelsarediscreteGibbsrandomfieldmodelsoriginatinginstatistical
physics,whicharenowwidelyusedinstatisticsforapplicationsinspatialmodeling,image
processing,computationalbiology,andcomputationalneuroscience.Considerthesimplecase
ofarandomfieldwherethepixelsoftheimagexcanonlytaketwocolors(whiteandblack,
say).Let{x=xij:(i,j)∈D}denotetheobservedbinarydata,wherexijisaspinandDis
anM×Nlatticeindexingthespins.TheconditionaldistributionofapixelisthenBernouli,
withtheparameterbeingafunctionofthenumberofneighboringpixelsthathavethesame
value.Itisdefinedas
f(xij=k|xn(i,j))∝exp(βnki,j), β>0, k=0,1
where
nki,j=
l∈n(i,j)
❧xl=k
isthenumberofneighboursofxijwithcolorkandn(i,j)={(i+1,j),(i−1,j),(i,j+
1),(i,j−1)}isthedefinedneighborhoodstructure.InStatisticalMechanics,βisastrictly
positiveparameterwhichcanbeinterpretedastheinverseofthetemperature. TheIsing
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modelisdefinedthroughthesefulconditionals
f(xij=1|xn(i,j))=
exp(βn1i,j)
exp(βn0i,j)+exp(βn1i,j)
andthejointdistributionthereforesatisfies
f(x)∝exp(β
(i,j)∼(i,j)
❧{xij=xij})
wherethesummationistakenoveraltheneighbourpairs.ThePottsmodelisthenatural
extensionoftheIsingModelwheremorethantwocolorsareconsidered,seeMarin,Robert
(2014).
ThenormalizingconstantZ(β)oftheabovedistributiondependsonβanditisonly
availableforverysmallatticesD,whichbecomesamajorobstaclewheninferringonβ.The
maximumpseudo-likelihoodestimator(MPLE)Besag,J.(1977)providesawaytohandle
theproblem. MPLEtakesthevaluethatmaximizesthepseudo-likelihoodfunction
L(β|x)=
M
i=1
N
j=1
f(xij=1|xn(i,j),β)
WewiladoptMPLEastheestimationtooltoconstructthebootstraplikelihoodfor βlater.
Marin,Robert(2014)introduceABCasawaytosimulatetheposteriordistribution β.
However,simulatingadatasetisunfortunatelynon-trivialforMarkovrandomfields,asit
usualyrequiresacertainnumberofstepsofanMCMCsampler.
WecomparetheperformanceofABCandBCblinasimulationdatasetofsize25×25
wherethetrueparameterβissetas0.5.ThesimulationisdoneusingtheGibbssampler,
startingwitharandomconfigurationwitheachspinbeingdrawnindependentlyfrom{0,1},
andtheniteratingfor200Gibbscycles.ThesufficientstatisticSis
S(x)=
(i,j)∼(i,j)
❧{xij=xij}
Forassessingbootstraplikelihood,themovingblockbootstraptechniqueand MPLEare
employed.Topreservethespatialdependencyofthedata,thewindowlengthofthemoving
blockissetas5.Thenumbersofbootstrapreplicatesforthe1stleveland2ndlevelbootstrap
are100and200,respectively.
Figure8showsthattheestimationcarriedwithBCblandABCalgorithmsprovidessimilar
results.ItisworthtomentionthattheBCblhasacomputationalcostwhichislessthan
ABCsincetheGibbssamplingfortheIsingmodelhasacostwhichincreasesquadraticaly
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asthelatticegrows.ThesameproblemariseswithPottsmodelwheremorethantwocolours
areconsidered.
Weconcludethissectionwitharealdataexample.Inparticular,weconsiderasetof
soilphosphatemeasurementscolectedduringtheLaconiaArchaeologicalSurveyinGreece
(year1987).Acompletedescriptionofdatacanbefoundi.e.inBucketal. (1988).This
datasethasbeenanalysedbyusingdifferenttechniques,forinstanceBucketal. (1988)
carriedaBayesianchange-pointanalysistodescribethedataset.Ontheotherhand,Besag
etal.(1991)adoptedaBayesianimageanalysisapproach.Recently,McGroryetal.(2009)
studiedthedatasetwithvariationalBayesmethods.
Inthisapplication,weusethemovingblockbootstrapandMPLEtechniquesinasimilar
wayasthesimulationstudy.Thewindowlengthofthemovingblockissetas8.Thenumbers
ofbootstrapreplicatesforthe1stleveland2ndlevelbootstrapare100and100,respectively.
Thedistributionofvaluesofβisshowninfigure9.Itcanbenoticedthatresultsarequite
similartothoseobtainedintherecentpaperofMcGroryetal.(2009)whouseavariational
Bayesmethod.
Figure8:ComparisonoftheBCbl(curve)withthehistogramofthesimulationsfromABC
algorithmwith104iterationsanda1%quantileonthedifferencebetweenthesufficient
statisticsasitstolerancebound,basedontheuniformpriorU(0,2).
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Figure9:HistogramanddensityestimationofparameterβafterapplyingBCblintheLaconia
Archaeologicaldata.
4.5.Conclusion
Inthispaper,weintroducedabootstraplikelihoodapproachtoaddressinferenceina
Bayesiansetting.Thesamplingschemehasastructurewhichissimilartotherecentwork
of Mengersen,PudloandRobert (2013). Thesetypeofalgorithmscanbeusedasan
alternativetothestandardABCmethodswhendifficultiesariseinsettingtheparameters
(distance,summarystatisticsandtolerancelevel).Inparticular,theempiricallikelihood
approachofMengersen,PudloandRobert(2013)alowstoavoidthisproblembut,onthe
otherhand,requirestochooseasetofconstrains.Differentchoicescouldsensiblyaffectthe
inferenceand,consequently,theparameterestimation.Themainadvantageofthebootstrap
likelihoodapproachisthatitisanautomaticprocedurethatdoesnotrequirethecareful
choiceoftheconstrains.Inthepaper,meritsandproblemsofthenewapproacharediscussed
throughsimulationexperiments.Inparticular,themethodistestedonadynamicmodel,
populationgeneticsandabivariatebetadistribution.Furthermore,inarandomfieldcontext,
anapplicationtorealdataisprovided.
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Appendix
Compositelikelihood
OneofthealternativesofMLEinsidethenestedbootstrapestimationistousetheMax-
imumCompositeLikelihoodEstimator(MCLE).Compositelikelihoodisaninferencefunc-
tionderivedbytheproductofacolectionofsuitablelowdimensionalcomponentlikelihoods,
forinstance,conditionalormarginaldensities. Thedevelopmentofcompositelikelihoodis
generalymotivatedbytheissueofcomputationalfeasibilityarisingintheapplicationof
thelikelihood-basedmethodinhigh-dimensionaldataanalysisandmodelswithcomplicated
structure.Compositelikelihoodinheritsmanyofthegoodpropertiesofinferencebasedon
thefullikelihoodfunction,yetismoreeasilyimplementedwithhigh-dimensionaldatasets.
Thereisawiderangeofapplicationareas,suchasgeostatistics,space-timemodels,time
series,populationgeneticsandsoon.
Lety=(y1,..,yn)bearandomsamplefromYi∼f(yi;θ),whereyi∈Y ⊆Rqand
let{A1(y1),..,A2(y2)}beasetofmarginalorconditionaleventswithassociatedlikelihoods
Lk(θ;yi)∝f(yi∈Ak;θ),thenacompositelikelihoodisdefinedas
LC(θ;y)=
n
i=1
K
k=1
Lk(θ;yi)ωk
whereωkarenon-negativeweights. WhentheeventsAk(yi)aredefinedintermsofpairsof
bivariatemarginaldensitiesfst(yis,yit;θ),theso-caledpairwiselikelihoodisgivenby
LP(θ;y)=
n
i=1
q
s,t=1,s=t
fst(yis,yit;θ)ωst
.
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