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第 1章	 序論	 
1.1	 あらまし	 	 
	 本研究では新しいネットワークアーキテクチャである CCN(Contents-Centric	 
Network:	 コンテンツ中心型ネットワーク)を用いて災害に強いアプリケーションの作
成を行った。また、そのアプリケーションを実際の災害で使用できるかどうかを検証
するためにドローンを用いたフィールド実験を行った。	 
	 このアプリケーションはローカルで使用することの出来る Open	 Street	 Map を用い
てアプリケーション上に地図を表示し、画像・動画ファイル、WebURL	 を各地点にアッ
プロードすることが出来る。そして、各ユーザがそれを共有することで、災害時の助
けとなることを目的としている。	 
	 まず、研究の基礎となる CCN についての説明や、作成したアプリケーションの概
要、使用方法、ドローンを用いた実験方法についてを記す。最後にドローンを使った
フィールド実験の結果について記す。	 
	 
1.2	 研究の背景	 
1.2.1	 インターネットの普及	 
	 
	 世界で最初のコンピュータである ENIAC が 1946 年に開発され、1960 年後半から
1970 年はじめには ARPANET、TELENET などのパケット交換ネットワークが台頭した。
1982 年になると TCP/IP が標準化され、2015 年には 32 億人[1][2][3][4][5][6][7]が
インターネットを使用していており、接続されるデバイスの数は 182 億台[8]にまでの
ぼる。そして、2020 年までには 41 億人[9]が使用し、接続デバイス数は 501 億台[8]
にまで増加されると予想されている。しかしながら、技術的な面では未だに 1970 年頃
の技術に依存している部分が多い。	 
	 それに対して、使用する環境は 50 年の間で大きく変化した。はじめは、一部の研究
者や、大企業のみがコンピュータを持っていたが、現在先進国では、一人一つ以上の
インターネット接続端末を持っていることも珍しくはなくなり、あらゆるものがイン
ターネットにつながり、終始データのやりとりを行う IoT 時代へと突入している。	 
	 また、使用する目的、つまり、やりとりを行うデータの形式も多様化してきてお
り、ファイル転送や、ウェブページの表示のみならず、ソーシャルネットワークの利
用や、オンラインビデオの配信と変化してきている。このような変化によって IP トラ
ヒックも増加していく[10]。図 1.1 に世界におけるインターネットユーザの数の変化
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[1]、図 1.2 に予測される IoT デバイスの数の推移[8]、図 1.3 に予測される月間トラ
ヒック量の推移[10]を示す。	 
	 
	 
図 1.1	 世界におけるインターネットユーザの数の変化	 
引用[1]	 Number	 of	 Internet	 Users(2016)	 -	 Internet	 live	 stats,	 
http://www.internetlivestats.com/internet-users	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図 1.2	 IoT デバイスの数の推移	 
引用[8]	 The	 Internet	 of	 Everything	 Connections	 Counter	 #IoE,	 Cisco	 Visual	 
http://www.slideshare.net/Cisco/ccs-re-ioe-connection-counter1306-v003/1	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図 1.3	 予測される月間 IP トラヒック量の推移	 
引用[10]	 Cisco	 VNI	 Global	 IP	 Traffic	 Forecast	 2015-202	 
http://www.subtel.gob.cl/wp-
content/uploads/2016/08/PPT_SeminarioFO/Cisco_Seminario_FO.pdf	 
	 
	 
1.2.2	 災害時におけるインターネットの利用	 
	 
	 このようにインターネットを用いた、画像・動画などのデータ配信は私達の生活に
密接関わっているばかりでなく、当然災害時にも利用される。災害時の使用目的は、
家族や知人と連絡をとることで安否の確認をしたり、周辺地域の被害状況や避難場所
などを確認するためであるが、特定の地域で、短時間に大量のトラヒックが発生する
ため、Web ページがなかなか表示されなかったり、サーバがダウンしてしまうという
ことが起こりえる。特に大都市圏における災害では、被害を受ける世帯数が多いた
め、その可能性は更に高くなる。また、2 次災害として津波や、火山噴火などが発生
し、基地局が破損し、通信インフラに大きな影響を及ぼすことも考えられる。そこ
で、それに耐えられるような強力なネットワークを構成する必要がある。	 
	 以下に災害発生時のトラヒック推移の例として、2011 年の東日本大震災時の携帯電
話におけるパケットのトラヒック推移[11]を挙げる。図 1.4 に東北地域の推移、図
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1.5 に東京 23 区の推移を示す。これを見てわかるように、震災発生時は通常よりも多
くのトラヒックが発生する。	 
	 
	 
図 1.4	 2011 年の東日本大震災時の携帯電話のパケットのトラヒック推移(東北地域)	 
引用[11]	 総務省	 第	 1	 部	 特集	 ICT	 が導く震災復興・日本再生の道筋,	 
http://www.soumu.go.jp/johotsusintokei/whitepaper/ja/h24/html/nc134210.html	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図 1.5	 2011 年の東日本大震災時の携帯電話のパケットのトラヒック推移(東京 23 区)	 
引用[11]	 総務省	 第	 1	 部	 特集	 ICT	 が導く震災復興・日本再生の道筋,	 
http://www.soumu.go.jp/johotsusintokei/whitepaper/ja/h24/html/nc134210.html	 
	 
	 
1.3	 研究の目的	 
	 そこで、今回コンテンツ中心型ネットワーク(CCN)を利用し、TCP/IP プロトコルで
はなく CCN 独自のプロトコルを用いて情報の共有を図るアプリケーションを作成し
た。災害時に各ユーザが周辺の状況を画像データや動画、WebURL という形で、マップ
による位置情報と共にアップロードし、他のユーザーもそれを閲覧出来る。マップと
いう視覚化された形で情報を閲覧することが出来るため、ただ文章や画像の情報を見
るよりもわかりやすいものとなっている。	 
	 また、ドローンを用いた災害情報共有システムのシミュレーションを行う。このド
ローンはルータとして使用できる他、Wi−Fi を提供する機能を持っており、災害時に
ネットワークサービスが行き渡らないエリアのユーザ同士を繋ぐことが出来る。この
機能と、コンテンツ中心の通信を実現することで、災害時に情報を発信する側がダウ
ンしている際にもユーザがコンテンツを取得することを可能としている。CCN の詳細
に関しては第 2 章で説明する。	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1.4	 本論文の構成	 
	 本論文は以下のような構成になっている。	 
第 2 章	 CCN の概要について説明する。	 
第 3 章	 本論文での提案手法を示す。コンテンツのネーミング方法、データのダウン
ロード方法、アプリケーションの使用方法、ドローンを使った災害情報共有システム
について述べる。	 
第 4 章	 提案手法を元に作成したアプリケーションとドローンを使用し、実際にフィ
ールド実験を行う。	 
第 5 章	 本論文の要点をまとめる。	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第 2章	 先行研究概要	 
2.1	 CCN(コンテンツ中心型ネットーワーク)とは	 
	 インターネットはどこか離れたところと通信しデータを送受信するもので、最初は
2 つのホストの間で通信を行っていた。つまり、「誰」と通信するかを考えていたの
で IP アドレスによってノードを指定するという方法がとられてきた。	 
	 しかし 2017 年現在、人々のインターネットの使い方は昔と比べて大きく変化した。
基本的なインターネットの使い方は、まず検索エンジンを使い、キーワードに応じた
適切な通信相手を抽出してもらい、その中から目的に合ったコンテンツへとアクセス
するというものだ。または、スマートフォンからアプリケーションを使い音楽や、ビ
デオファイルや、SNS へアクセスすることが主となってきている。このように現在の
インターネットは、コンテンツを要求するユーザにとってどこにそのものがあるかは
関係無くなってきている。「誰」ではなく「何」かを求めるようになっている。	 
	 そこでコンテンツ中心の新しいネットワークアーキテクチャである CCN を用いる。
コンテンツ中心型ネットワーク(Contents	 Centric	 Network;CCN)[12]とは、2009 年に
Van	 Jacobson によって提案されたアーキテクチャである。現在は URL を IP アドレス
に変換し、コンテンツプロバイダーにアクセスしているが、CCN ではコンテンツ名で
直接ネットワーク内の目的のコンテンツにアクセスする。以下に CCN の主な特徴を示
す。	 
	 
(1)	 コンテンツ自体に名前が付いている	 
	 IP アドレスをベースにしている TCP/IP とは根本的に異なる通信方法を採用してお
り、データは IP アドレスによってネーミングされな。つまり、どこにコンテンツがあ
るかは考慮していない。コンテンツ中心型のネットワークであるので、位置依存型の
IP アドレスではなく、パケットにコンテンツ名などを書き込み、その情報を元にルー
ティングを行う	 。	 
	 	 
(2)	 コンテンツをキャッシュさせる	 
	 IP	 アドレスではなくコンテンツ	 ID を基本にネットワーク制御を行うものであり、
CCN	 独自のプロトコルである CCN	 プロトコルを用いることによって、従来の	 TCP	 と
は異なりサーバに置いてあるコンテンツを任意の中継ルータにもキャッシングさせる
ことが特徴である。	 
	 クライアントからサーバにコンテンツのリクエストを送信した場合、途中のルータ
が目的コンテンツを保存しており、クライアントに提供することができれば、コンテ
ンツの移動はルータからクライアントまでになり、サーバが直接コンテンツを提供す
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る場合と比べて、ネットワーク全体のトラヒックが削減や、応答時間の短縮が期待で
きる。	 
	 
(3)	 空間的・時間的制約の解消	 
	 上記(2)でコンテンツを任意の場所に配置させることが出来ると説明したが、これに
よってコンテンツの空間的・時間的制約を解消することが出来るのも大きな特徴であ
る。コンテンツをノードにキャッシュさせることによって元のコンテンツを持つサー
バがどこにあるか、稼働しているかどうかは問題ではなくなる。つまり、災害時など
の被害で、サーバまでの経路が通信不可能な場合でもコンテンツがキャッシングされ
ているノードを探せば良いことになる。	 
	 図 2.1 にルータ間の経路が使用不可能になった場合のコンテンツの取得方法の一例
を示す。この図では一部のネットワークが利用不可になっているが、目的となるコン
テンツが同じ場合、ユーザ B はユーザ A が利用したルータ A のキャッシュから取得す
ることが出来る。	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図 2.1	 ノードにキャッシュされているコンテンツを使用する	 
	 
(ⅰ)	 ユーザ A が Interest を送信	 
(ⅱ)	 サーバに目的のコンテンツがあったので Data を返信	 
(ⅲ)	 各中継ルータにキャッシュしていきユーザ A はコンテンツを受け取る	 
(ⅳ)	 ユーザ B が Interest を送信。ルータ間の通信が不可能なのでルータ A に行く。	 
(ⅴ)	 キャッシュされていたものが目的のコンテンツだったので返信。	 
(ⅵ)	 中継ルータにキャッシュし、ユーザ B の元へ Data が送られる。	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2.2	 パケットタイプ	 
	 CCN にはコンテンツ要求メッセージである「Interest」と、応答メッセージ（コン
テンツデータ）である「Data」という 2 つのタイプのパケットが存在する。この 2 つ
のパケットには以下の図 2.2 のように送受信するデータの情報が含まれている。	 
	 
図 2.2	 CCN	 packet	 types[12]	 
	 
	 
	 
2.3	 データ構造	 
	 中継ルータはコンテンツのキャッシュだけでなくコンテンツの発見や、転送などの
役割も果たし、次の 3 つのデータ構造から成り立っている。	 
	 Interest は FIB によって転送されていき、Data を発見すると PIT をたどり、コンテ
ンツ ID に基づく転送が成立する。また、CCN の内部ルータの構造は図 2.4 のようにな
っている。	 
	 
(1)	 CS	 
	 Content	 Store。ルータにコンテンツをキャッシングする。キャッシングの方法は以
下の 4 つがある。	 
	 (i)	 LCE	 
	 	 Leave	 Copy	 Everywhere。通過する全てのルータに対してキャッシュを行う。	 
	 (ii)	 LCD	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 Leave	 Copy	 Down。ヒットしたサーバ(ノード決め方)の	 1	 つ前のノードにのみキ
ャッシュを行う。	 
	 (iii)	 MCD	 
	 	 Move	 Copy	 Down。1	 つ前のノードに対して同じデータをキャシュという形でコピ
ーするのではなく移動させる。	 
	 (iv)	 Prob	 
	 	 コンテンツを経路上に確率	 p	 でコピーする。p=1	 の場合は	 LCD	 と同じ動作にな
る。これらの手法を図にしたものを図	 2.3 に示す。今回のアプリケーションでは	 LCE	 
を採用している。	 
	 
	 
図 2.3	 主なキャッシュの方法	 
	 
	 
13  
(2)	 FIB	 
	 Forwarding	 Information	 Base。Interest を転送するための経路表。	 
	 
(3)	 PIT	 
	 Pending	 Interest	 Table。Data を転送するための経路表（Reverse-path）。	 
	 
	 
図	 2.4	 CCN ルータの内部構造[12]	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2.4	 データの送受信方法	 
	 次に図	 2.5 を用いて、具体的な順序を追って動作を説明していく。	 
(1)	 まず、ユーザ B は CCN プロトコルを用いて自身の CCN のローカルレポジトリにコ
ンテンツをアップロードする。この時にインターネットに接続している必要は無い。	 
(2)	 ユーザ A がコンテンツを欲した場合、まず Interest をルータ A に対して送る。こ
の時ルータ A の FIB を見て次にどのルータへ移動すべきかを決定する。また、コンテ
ンツ発見後に同じ経路を戻ってこられるように PIT に要求したコンテンツ名と、その
要求がどこからやってきたかを記録しておく(今回の場合はユーザ A)。次にルータ B
の FIB を見て経路を決定する。今回はルータ A から要求が来たことを PIT に記録する	 
(3)	 目的のコンテンツを発見すると PIT を参考にしてコンテンツを要求したユーザま
で届ける。	 
(4)	 ルータ A、B を通る際には一時的にコンテンツをキャッシュしておく。	 
(5)	 コンテンツをユーザ A まで届ける。	 
	 
	 
図 2.5	 データの送受信方法	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2.5	 CCN を用いることの利点	 
	 ユーザは目的のコンテンツがルータにキャッシングされている場合は、わざわざサ
ーバまで取りに行く必要が無いためサーバの負担の現象や、応答時間の短縮につなが
る。各端末にキャッシュするという機能は、目的のコンテンツを持っているサーバま
での経路が使用出来ない場合にも有効で、要求したコンテンツが他のノードあれば、
サーバが実際に稼働していなくてもコンテンツを取得することが出来る。これは、ネ
ットワークが切断され使用できないような場合を想定すると大きな利点であるといえ
る。	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第 3章	 提案手法	 
3.1	 アプリケーションの概要	 
	 このアプリケーションでは、地図情報を取得するために Open	 Street	 Map を使用し
ている。アプリケーションそのものが日本全国の地図情報を保持しているため、マッ
プを表示する際にインターネットに接続している必要はなく、CCN を使用することで
アップロードする際もインターネットに接続せずにローカルレポジトリにアップロー
ドすることは可能である。また、地図上の任意の場所にアップロードすることもでき
るが、GPS を用いることで自動で経度緯度を取得することも可能である。災害情報は
テキストメッセージや画像、動画、WebURL	 というフォーマットをとっている[13]。	 
	 
3.1.1	 ネーミング方法	 
	 先頭にはそれが他の情報と区別され、災害情報であることを示すための Message	 
Type が記される。	 ここでは災害情報をアップロードするため「/dinfo」となってい
る。次に地理情報が記されているが、これはリバースジオコーディングの技術を用い
て、GPS から地名などを取得している。例を図 3.1 に示す。この場合は東京都新宿区
の大久保の災害情報であることがわかる。最後に経度・緯度の情報を入れることによ
ってより正確な情報を利用し、各災害情報を区別することが出来る。経度・緯度は、
下 3 桁では正確な位置を特定することが難しく、下 5 桁ではダウンロードの際に時間
がかかるため、下 4 桁までとする。	 
	 
	 
図 3.1	 災害情報のネーミング方法	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3.1.2	 データの検索方法	 
	 表示されている図 3.2 のように地図の左下から右上方向へ、経度・緯度の低い順に
コンテンツがアップロードされているか確認していく。	 
	 
	 
図 3.2	 矢印の様に一つ一つデータがアップロードされているか確認していく	 
	 
3.2	 アプリケーションの使用方法	 
	 まずアプリケーションを起動させると図	 3.3 の様な画面が現れる。左側には現在地
(自分がクリックした場所)の経度・緯度、ファイルをアップロー	 ドするボタン、アッ
プロード時にそのファイルにつける名前の入力欄、現在表	 示している地図の最大・最
小の経度・緯度等が表示されている。	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図 3.3	 起動直後のアプリケーション	 
	 
	 ファイルをアップロードする際は「Browse」ボタンをクリックする。すると	 図 3.4
の様な画面が表示されるので、ファイルを選択し、「Tiele」の欄にフ	 ァイルの名前
を付けてアップロードする。後でアップロードされたファイルを	 開く場合、この時に
設定した名前も一緒に表示されるので、「何時何分の被害状況」など、後で見てもわ
かりやすい名前を付けると良い。ここでは「1 月 10 日 14:37 分火災状況」という名前
でアップロードした。	 
	 アップロードすると図 3.5 のようにその場所に赤いポイントが表示される。また、
他の人がアップロ	 ードされているファイルを見たいときに「Manually	 Download」ボ
タンをクリックするとマップのどの地点にコンテンツがアップロードされているかの
検索が行われ同様に赤いポイントがマップ上に表示される。そのポイントをクリック
すると図 3.6 のように、コンテンツが自分で設定した名前と共に表示される。	 同様に
して動画ファイル、WebURL	 をアップロードした際の挙動を図	 3.7 に示す。	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図 3.4	 アップロードするファイルを選択する	 
	 
	 
図 3.5	 ファイルがアップロードされている場所が表示される	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図 3.6	 アップロードしたファイルをクリックし閲覧する	 
	 
	 
図 3.7	 アップロードした動画ファイルを閲覧する	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3.3	 ドローンを用いた災害情報の共有	 
	 次はドローンと CCN をベースとした災害情報共有システムに関する説明をしてい
く。	 
	 災害発生区域では、TCP/IP ベースのネットワークは使用できなくなってしまうこと
がある。そこで、CCN の強みを生かしつつ、災害時に使用可能なものとするモデルの
一つとして、ドローンを用いた災害情報の共有システムを提案する。ドローンはルー
タとして機能する他、各ノードにネットワークを提供している。また、関係の無いコ
ンテンツの検索を避け、帯域幅の消費を抑えるため、コンテンツに対して生成時間
や、サイズなどの情報を含むメタデータを持たせている。	 
	 この方法では、全てのユーザがコンテンツを求める Consumer、配信する Producer
の役割を担う。	 
	 
	 まず Consumer は、アプリケーション上でどの地域の情報が欲しいか、災害情報共有
アプリケーションの地図の表示範囲を調節し「Manually	 Download」ボタンを押す。ア
プリケーションは、Interest パケットを生成し、ドローンに送信する。ドローンが受
け取ると Interest パケットはそのエリアの全員に送られ、CS にメタコンテンツが存
在するかどうかをチェックする。メタコンテンツが存在する場合は、メタデータのパ
ケットを生成し、Consumer へ送信する。存在しない場合、ドローンは座標情報を含む
コンテンツ名を PIT で検索する。PIT エントリが存在する場合、つまり Interest パケ
ットが重複していた場合、PIT エントリは更新される。そうでない場合、FIB を座標情
報を含むコンテンツ名で検索し、Interest パケットを転送する。	 
	 Producer 側で公開されたデータは座標情報と共に、トライ木の構造でローカルリポ
ジトリに格納されている。格納されているデータの例を図 3.8 に図を示す。Interest
パケットを受け取ると、自身の CS またはローカルリポジトリに該当するコンテンツが
あるかを検索する。見つかった場合メタデータパケットをドローンに送信し、ドロー
ンは CS にキャッシュする。	 
	 Consumer がメタデータパケットを受け取ると、それが要求したものかをチェックす
る。メタデータパケットに目的のコンテンツが含まれている場合、Interest パケット
を送信しダウンロードする。そうでない場合は、残りのコンテンツを破棄する。	 
	 Interest をネットワーク全体に送信しているので、同じコンテンツをアップロード
しているユーザがいた場合、より近い方のユーザのコンテンツを取得してくる。遠い
方のユーザのコンテンツのメタデータも取得はされるが破棄される。	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図 3.8	 ローカルリポジトリに格納されているデータの例	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第 4章	 フィールド実験	 
4.1	 実験環境	 
	 ドローンを用いて災害情報共有のためのフィールド実験を行う[14]。災害が起こっ
た場合のことを想定しているため、基地局は使用出来ないものとする。	 
	 この実験では Consumer を 2 人、Producer を 1 人使用し、各端末のトラヒックを計
測する。実験のトポロジーは図 4.1 に、ドローン、ドローンに装着しているスティッ
クコンピュータ、各端末については表 4.1 に示す。また、各端末には災害情報共有ア
プリケーションが入っている。	 
	 実験の手順を説明していく。まず、Producer が災害情報を 3 つアップロードする。
その後、Consumer1 は Interest を送信する。Producer はデータを返信し、Consumer
は目的のコンテンツであればダウンロードをする。今回は 3 つのうち 1 つのコンテン
ツのみをダウンロードする。次は図 4.1 における右側の図だが、まず Producer の電源
を落とす。次に、他の 2 つの端末と同じネットワークに存在する Consumer2 が、先ほ
ど Consumer1 が要求したものと同じ Interest を送信する。Consumer1 にキャッシュさ
れてあるコンテンツを Consumer2 がダウンロードする。	 
	 
	 
	 
図 4.1	 本実験におけるトポロジー	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端末	 スペック等	 
ドローン	 
型番	 Dji	 F550	 Flame	 Wheel	 Arf	 Kit	 
バッテリー	 LiPo	 4S	 14.8v	 10000mAh	 
重量	 1315g	 
スティックコンピュータ	 
名称・型番	 Intel	 Compute	 Stick	 BOXSTCK1A8LFC	 
OS	 Ubuntu	 14.04	 
CPU	 Atom	 
メモリ	 2GB	 
NIC	 IEEE	 802.11	 a/b/g/n	 wireless	 adapter	 
Consumer×2	 
名称・型番	 Lenovo	 ThinkPad	 x220i	 
OS	 Ubuntu	 14.04	 
CPU	 Intel	 Core	 i3-2310M	 
メモリ	 8GB	 
NIC	 IEEE	 802.11	 a/b/g/n	 wireless	 adapter	 
GPS	 Receiver	 G-STAR	 IV	 
Producer	 
名称・型番	 Lenovo	 ThinkPad	 x240	 
OS	 Ubuntu	 14.04	 
CPU	 Intel	 Core	 i7-4600U	 
メモリ	 8GB	 
NIC	 IEEE	 802.11	 a/b/g/n	 wireless	 adapter	 
GPS	 Receiver	 G-STAR	 IV	 
表4.1	 各端末のスペック	 
	 
	 
図 4.2	 お台場で行ったフィールド実験	 
25  
	 
図 4.3	 実際に使用したドローン	 
	 
4.2	 結果	 
	 図 4.4 では、まず Consumer がアプリケーションの地図の表示範囲のコンテンツを求
めるために Interest をネットワーク全体に送信している。その間もメタデータを
Producer から受け取っており、コンテンツの個数分が Producer から返されている。
その後トラヒックが大きくなっている箇所は、コンテンツをダウンロードしているか
らである。同様に Consumer2 も Interest を送信しコンテンツを取得している。
Consumer2 の Interest の波形が Consumer1 に比べて不安定になっているのは、現場の
風などの影響によるものだと推察される。この実験では Producer を一度ダウンさせ、
他のユーザからコンテンツを取得したが、これは CCN の大きな強みである。	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図 4.4	 各端末におけるトラヒック	 
	 
第 5 章	 まとめ	 
	 
	 本論文では、CCN を用いて災害情報共有アプリケーションを作成し、ドローンを使
ったフィールド実験を行うことで、災害時における情報共有ネットワークの新たな可
能性を模索した。その中で、CCN の強みであるキャッシュ機能を活かして他のユーザ
からコンテンツの取得を試みた。	 
	 第 1 章でも述べた通り、スマートフォンの普及と M2M 通信の多様化により、データ
量は年々増え続け、全てのものがインターネットとつながる時代へと突入してきてい
るため。そのような時代の流れの中で、既存の TCP/IP ではなく CCN を用いた新しい形
の通信に着目し、このような論文を書くに至った。	 
	 改善事項としては、トラヒックの削減や、セキュリティ面の強化が挙げられる。ま
た、複数のドローンを使用し、より広範囲でのシステムの使用も試みたい。	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