Numerical gauge methods for variable density and multi-phase flows by JIA SHUO




(M.Sc., National University of Singapore)
A THESIS SUBMITTED
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF MATHEMATICS
NATIONAL UNIVERSITY OF SINGAPORE
2005
Acknowledgements
I would like to thank my thesis advisor, Assoc. Prof. Wayne Lawton, for his
constant guidance, advice and support. His remarkable dedication to quality re-
search is a strong inspiration. I am very grateful to Prof. Jian-Guo Liu for his
encouragement and valuable discussions. I also want to thank Assoc. Prof. Ping
Lin and Assoc. Prof. Weizhu Bao for their kind help. My sincere thanks must go
to Dr. Hongyan Tang, Dr. Ying Zhang, Suqi Pan and Xiliang Lu for sharing their
mathematical knowledge with me. I would also wish to thank the National Uni-
versity of Singapore for awarding me the Research Scholarship which financially
supported me throughout the period of my Ph.D. candidature.
Finally I would like to dedicate this work to my parents, who love me most in








List of Tables viii
List of Figures ix
1 Introduction 1
1.1 Derivation of the Navier-Stokes Equations . . . . . . . . . . . . . . 3
1.1.1 Conservation of Mass . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Balance of Momentum . . . . . . . . . . . . . . . . . . . . . 5
1.1.3 Conservation of Energy . . . . . . . . . . . . . . . . . . . . . 7
1.1.4 Boussinesq Approximation . . . . . . . . . . . . . . . . . . . 9
1.1.5 The Dimensionless Equations . . . . . . . . . . . . . . . . . 11
1.1.6 The Vorticity and Stream Function . . . . . . . . . . . . . . 12
iii
Contents iv
1.2 Thesis Contribution and Outline . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Numerical Methods for Incompressible Navier-Stokes Equations 16
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Projection Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Projection Method I . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Projection Method II . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Gauge Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Gauge Formulation . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Numerical Approach . . . . . . . . . . . . . . . . . . . . . . 24
2.3.3 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 30
3 Gauge Method for Variable-Density Flows 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Boussinesq Approximation . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 Description of the Scheme . . . . . . . . . . . . . . . . . . . 39
3.2.2 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Variable-Density Flows . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 Variable Density Navier-Stokes Equations . . . . . . . . . . 48
3.3.2 Variable Density Gauge Formulation . . . . . . . . . . . . . 49
3.3.3 Summary of Variable Density Gauge Formulation . . . . . . 56
3.3.4 Comparison with Variable Density Projection Method . . . . 58
3.3.5 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 59
Contents v
4 Gauge Method for Multi-Phase Flows 67
4.1 Multi-Phase Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1.2 Navier-Stokes Equations for Two-Phase Flows . . . . . . . . 69
4.2 Level Set Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1 The Level Set Formulation for Two-Phase Flows . . . . . . . 72
4.2.2 Signed Distance Functions and Reinitialization . . . . . . . . 74
4.3 Variable Density Gauge Formulation for Two-Phase Flows . . . . . 76
4.4 Numerical Implementation . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.1 Thickness of Interfaces . . . . . . . . . . . . . . . . . . . . . 79
4.4.2 Approximation of Surface Tension . . . . . . . . . . . . . . . 80
4.4.3 Reinitialization Procedure . . . . . . . . . . . . . . . . . . . 83
4.4.4 Summary of Numerical Algorithm . . . . . . . . . . . . . . . 84
4.5 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5 Conclusions and Future Work 92
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Bibliography 95
A Stable Condition for the Runge-Kutta Method 102
Summary
In this thesis a new method, which we call the variable density gauge formulation,
for solving variable density incompressible Navier-Stokes equations is proposed and
studied. This formulation is an extension from the conventional gauge formulation
for constant density Navier-Stokes equations. We use the variable density gauge
formulation to develop a fully second-order finite difference scheme on uniform
non-staggered girds. When the surface tension is taken into account, we couple
the variable density gauge formulation with the level set method to numerically
simulate the motion of two immiscible viscous fluids separated by free moving
interface.
After an introduction chapter, we review a few existing numerical methods, projec-
tion method and gauge method, for incompressible Navier-Stokes equations with
constant density. A second-order scheme based on the conventional gauge formula-
tion is described in detail and a few numerical results are given. In chapter 3, the
gauge formulation is extended to Boussinesq flows and a variable density gauge
formulation is derived for variable density flows. We develop a finite difference
scheme to obtain second-order accuracy for velocity, pressure and density based
vi
Summary vii
on the variable density gauge formulation. Several test problems are presented to
show the strength of the variable density gauge formulation in the end of this chap-
ter. In chapter 4, we apply the variable density gauge formulation in multi-phase
flows. We incorporate this gauge formulation with the level set method to obtain a
numerical algorithm to simulate multi-phase flows. We illustrate the performance
of our algorithm by simulating of bubble dynamics. Finally, we discuss issues for
future research.
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Chapter 1
Introduction
Variable density flows refer to fluid flows whose patterns are influenced by density
differences in their fluid system. The density differences may be spatial and/or
temporal. Variable density flows encompass a large number of real life physical
phenomena. For example, free atmosphere convection is controlled by the rate
of change of density with height. The general circulation of the oceans is mainly
driven by salinity and temperature, i.e. density gradient.
Multi-phase flows abound in nature and in our enclosures and devices when there
are two or more immiscible fluids. These flows play an important role in many
natural and industrial processes. One of the frequently encountered instances of
such flows is the rise and deformation of a single bubble in a liquid.
Experimental results are the major source of information about the behavior of the
physical processes. However, owing to the very small physical time and length scale
in variable density and multi-phase flows, the experimental means are extremely
expensive or impossible. The rapid innovations and advances in modern computer
techniques have provided Computational Fluid Dynamics (CFD), which aims at
producing numerical solutions to the governing equations for fluid dynamics, an
opportunity in playing significant role in investigations into variable density and
1
2multi-phase flows. For example, the development of the second-order projection
method for the variable density incompressible Navier-Stokes equations is discussed
in a series paper by Bell and Marcus [5], Puckett et al. [41], and Almgren et al. [1].
For multi-phase flows, the exact positions and shapes of the interfaces separating
the immiscible fluids contribute strongly to the physics of the problem, therefore,
interface tracking/capturing schemes are required. The main existing computa-
tional methods used to solve incompressible multi-phase flow problems include
front tracking methods, boundary integral methods, volume of fluid methods, and
level set methods, see. e.g., [52, 6, 51, 48].
Each of these approaches has its strengths and weaknesses. However, all of the
numerical methods for simulating variable density and multi-phase incompressible
flows have to overcome several intrinsic difficulties, some of which are typical for
any model described by the incompressible Navier-Stokes equations but some are
caused by the presence of a free moving interface. The major difficulties are:
• decoupling velocity and pressure while satisfying the incompressibility con-
straint;
• the absence of natural boundaries and initial pressure conditions;
• discontinuities in density and viscosity across interfaces;
• accurately evaluating and incorporating the influence of the surface tension
into the model;
• locating the correct interface positions;
• mass conservation.
The success of numerical modeling for variable density and multi-phase flows ulti-
mately depends on the treatment of above mentioned difficulties. The focus of this
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thesis is to find efficient and accurate ways of overcoming the difficulties, which has
to result in the development of a reliable computational strategy. The following
two sections derive the Navier-Stokes equations, and summarize the contribution
and outline of this thesis.
1.1 Derivation of the Navier-Stokes Equations
In this section we shall briefly derive the fundamental governing equations, the
Navier-Stokes equations, for incompressible flows based on the conservation law
for mass and Newton’s second law. More details can be found in the classical fluid
dynamics textbook by Chorin and Marsden [15].
The flow of a fluid in an open bounded region Ω ⊂ Rn (n = 2 or 3) with boundary
∂Ω throughout time t ∈ [0,+∞) is characterized by the following quantities:
• u : Ω× [0,+∞)→ Rn velocity field;
• p : Ω× [0,+∞)→ R pressure.
We shall use the standard Euclidean coordinates throughout this thesis. Hence we









denote the Jacobian matrix of u.
For each time t, assume that the fluid has a well-defined mass density ρ(x, t). Thus,
the mass of fluid in Ω at time t is given by∫
Ω
ρ(x, t) dx .
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The assumption that ρ exists is known as the continuum assumption.
For x ∈ Ω, we use ϕ(x, t) to describe the trajectory followed by the particle that is
at point x at time t = 0. We will assume ϕ is smooth enough so ϕ is an invertible
mapping for fixed t. The fluid flow map x 7→ ϕ(x, t) with fixed t advances each
fluid particle from its position at time t = 0 to its position at time t. If Ω0 is a
region in Ω, Ω0














Figure 1.1: Ωt is the image of Ω0 as particles of fluid in Ω0 flow for time t.
definition of the velocity of the fluid, we have
∂
∂t
ϕ(x, t) = u(ϕ(x, t), t) .
In order to simplify the derivation of the Navier-Stokes equations, we introduce
the transport theorem, which shows how the time derivative of an integral over a
domain changing with time may be computed.
Theorem 1.1 (Transport Theorem). For a differentiable scalar function











f +∇ · (fu)
)
(x, t) dx .
For a detailed proof, see [15] p.8-9.
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1.1.1 Conservation of Mass
The conservation of mass states that the mass in Ω0 is preserved, i.e., for all t ≥ 0∫
Ω0
ρ(x, 0) dx =
∫
Ωt
ρ(x, t) dx .








(x, t) dx = 0 ∀Ωt, t ≥ 0 .




+∇ · (ρu) = 0 . (1.1)
It is equivalent to
Dρ
Dt
+ ρ∇ · u = 0, (1.2)
where the operator, D/Dt = ∂/∂t+u·∇, is called material derivative or substantial
derivative. The material derivative specifies the time rate of change of a physical
quantity following a moving fluid element. The equation (1.1) or (1.2) is known as
the continuity equation.
For an incompressible fluid, the density is constant following the fluid, i.e.,Dρ/Dt =
0, which results in the continuity equation (1.2):
∇ · u = 0. (1.3)
1.1.2 Balance of Momentum
Newton’s second law states that the rate of change of momentum of a portion of
the fluid equals the force applied to it. For any continuum, forces acting on a piece
of material are of two types:
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• body forces (e.g., gravity, and Coriolis forces), which exert a force per unit
mass, f(x, t), on the continuum and can be expressed as∫
Ωt
ρ(x, t)f(x, t) dx .
• surface forces (pressure and internal friction), which act directly on the sur-
face of the continuum and may be represented as∫
∂Ωt
σ(x, t) · n dS ,
where σ is the stress tensor and S is the arc length in 2D or area element in
3D.





ρ(x, t)u(x, t) dx =
∫
Ωt
ρ(x, t)f(x, t) dx +
∫
∂Ωt
σ(x, t) · n dS .
Applying the transport theorem to the term on the left dimension by dimension
and the divergence theorem to the second term on the right and using the argument
that the region Ωt is arbitrary, we obtain
∂
∂t









+ u(∇ · u)ρ+ u(u · ∇)ρ
]
+ ρ(u · ∇)u = ρf +∇ · σ , (1.4)
where u · ∇ = u∂x + v∂y + w∂z.





+ ρ(u · ∇)u = ρf +∇ · σ .











σ(x, t) · n dS , (1.5)
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which will be used in Chapter 4.
In this thesis we only consider Newtonian fluids in which the shear stress is pro-
portional to the velocity gradient. Newtonian fluids obey the Stokes assumption:
σ = −pI + τ , (1.6)
τ = λ(∇ · u)I+ 2µD ,
where τ is the deviatoric stress tensor, I is the identity, D = 1
2
[∇u+(∇u)T ] is the
strain tensor , µ is the first coefficient of viscosity, and λ is the second coefficient
of viscosity.




+ ρ(u · ∇)u = −∇p+∇(λ(∇ · u)) +∇ · (2µD) + ρf , (1.7)
where the divergence of a tensor is obtained by applying the divergence operator
to each of its rows, resulting in a vector.
For incompressible flows, Eq. (1.7) becomes
∂u
∂t
+ (u · ∇)u = −1
ρ
(∇p+ 2∇ · (µD)) + f . (1.8)
In the case of incompressible homogenous flows, both µ and λ are constants, and the





+ (u · ∇)u = −1
ρ
∇p+ ν4u+ f ,
∇ · u = 0 ,
(1.9)
where ν = µ/ρ is called the coefficient of kinematic viscosity and 4u is the Lapla-
cian of u.
1.1.3 Conservation of Energy
The conservation of energy means that the rate of change of energy in a portion
of the fluid equals to the net flux of heat into it plus the rate of work done on it
1.1 Derivation of the Navier-Stokes Equations 8





ρE dx = −
∫
∂Ωt
n · q dS +
∫
∂Ωt
n · (σ · u) dS . (1.10)
In Eq. (1.10), q is the heat flux density due to thermal conduction, which satisfies
the Fourier’s law,
q = −k∇T ,
where k is thermal conductivity and T temperature, and E is the total energy per




‖u‖2 − f · u , (1.11)
where 1
2
‖u‖2 is the kinetic energy, and e the internal energy per unit mass.
By using the transport theorem to the term on the left and the divergence theorem




(ρE) +∇ · (ρEu) = ∇ · (k∇T ) +∇ · (σ · u) . (1.12)
This equation could be taken to complete the system of fluid-mechanical equations
of a viscous fluid. It is convenient, however, to put it in another form by trans-
forming it with the aid of the equations of motion. By substituting Eq. (1.11) into
(1.12), and using the continuity equation (1.1) and the Navier-Stokes equation




+ ρu · ∇e+ p∇ · u = ∇ · (k∇T ) + τ : ∇u , (1.13)
where the double dot product of two tensors S and T is defined as S : T =
trace(S · T ). This equation is an expression of the first law of thermodynamics.
Assuming that e depends on at most temperature, and that the specific heat at
constant volume, cv is constant leads to e = e0 + cv(T − T0), where e0 is the
internal energy per unit mass at some reference temperature T0. This and the
1.1 Derivation of the Navier-Stokes Equations 9




+ ρcvu · ∇T = ∇ · (k∇T ) + τ : ∇u ,
which can be further simplified to
∂T
∂t
+ u · ∇T = κ4T (1.14)
by ignoring the effect of viscosity1, assuming that ρ, cv, and k are constants, and
letting κ = k/(ρcv). This is called temperature transport equation which we will
use in the Boussinesq approximation in next section.
1.1.4 Boussinesq Approximation
A broad range of variable density flows have small density variations that can
be modeled using a Boussinesq approximation. In the Boussinesq approximation
density variations are assumed to be sufficiently small so that the density variation
can be ignored everywhere except in the buoyancy, which drives the motion. On the
basis of this approximation for small temperature difference between the bottom
and top of the layer of fluid,
ρ′ = ρ− ρ0 = −α(T − T0) = −αT ′ , (1.15)
where ρ0 is the density of the fluid at the temperature T0 of the bottom of the layer
and α is the thermal expansion coefficient of the fluid. Similarly, let p = p0 + p
′,
and choose p0 such that
p0 = ρ0g · ez = −ρ0gz (1.16)
1The absence of mechanical equilibrium results in the appearance of internal currents in the
fluid, which tend to mix the fluid and bring it to a constant temperature. Such motion in a
gravitational field is called free convection. The viscous term can be shown to be small in free
convection compared with the other terms, and may therefore be omitted.
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where ez is the unit vector in the vertical direction, and g is the gravity (=
(0, 0,−g)T ).
We start by transforming the Navier-Stokes equation, which has, in the presence
of a gravitational field, the form
∂u
∂t
+ (u · ∇)u = −∇p
ρ
+ ν4u+ g . (1.17)


















+ αgT ′ .
With this expression, the Navier-Stokes equation (1.17) becomes
∂u
∂t
+ (u · ∇)u = −∇p
′
ρ0
+ ν4u− αT ′g . (1.19)
Also substituting T = T0 + T
′ into Eq. (1.14) yields
∂T ′
∂t
+ u · ∇T ′ = κ4T ′ . (1.20)
Equations (1.19) and (1.20), together with the continuity equation ∇ · u = 0,




+ (u · ∇)u = −∇p+ ν4u− αT ′g ,
∂T ′
∂t
+ u · ∇T ′ = κ4T ′ ,
∇ · u = 0 ,
(1.21)
by letting p = p′/ρ0.
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1.1.5 The Dimensionless Equations
One of the most important tools in fluid dynamics is scaling of the variables. This
enables one both to simplify the equations by neglecting terms and to use one
calculation or experiment to obtain results for another similar problem.
A characteristic length L and characteristic velocity U are assumed for the partic-

















where the primes denote the dimensionless variables. Substitution of these vari-




+ (u · ∇)u = −∇p+ 1
Re
4u+ f ,
∇ · u = 0 ,
(1.22)
where the dimensionless number Re = LU/ν is known as the Reynolds number.
The physical significance of the Reynolds number is that it can be interpreted as
the ratio of inertial forces to viscous forces. In many circumstances the magnitude
of the Reynolds number serves to characterize the features of the flow field.
Similarly, with the dimensionless temperature and the above dimensionless vari-




+ (u · ∇)u = −∇p+ 1
Re








+ u · ∇T = 1
Re · Pr4T ,
∇ · u = 0 ,
(1.23)
where the Prandtl number Pr is given by Pr = ν/κ, and the Richardson number
is given by Ri = αgT ′L/U2.
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1.1.6 The Vorticity and Stream Function
If the velocity of a fluid is u = (u, v, w), then
ω = ∇× u = (∂yw − ∂zv, ∂zu− ∂xw, ∂xv − ∂yu)
is called the vorticity field of the flow, which in physics is a measure of the local
rotation in the flow field. Especially for two-dimension flow, where u = (u, v, 0),
ω has only one component; ω = (0, 0, ω), where ω = ∂xv − ∂yu .
For two-dimensional incompressible flow, by incompressibility, ∂xu+ ∂yv = 0, and
so from vector calculus there is a scalar function ψ(x, y, t) unique up to an additive
constant such that
u = ∂yψ and v = −∂xψ .
The function ψ is the stream function for fixed t; streamlines lie on level curves of
ψ. The scalar vorticity is now given by
ω = ∂xv − ∂yu = −∂2xψ − ∂2yψ = −∆ψ .
1.2 Thesis Contribution and Outline
1.2.1 Thesis Contribution
The variable density gauge formulation
In this thesis a new method, which we call the variable density gauge formulation,
for solving variable density incompressible Navier-Stokes equations is proposed
and studied. This method can handle quite complicated problems including the
following: Boussinesq flows, in which the variations in density are ignored except
insofar as they give rise to a gravitational force; variable density flows which have
finite amplitude density variations; and multi-phase flows which consist of two or
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multiple immiscible viscous fluids separated by free moving interfaces.
The key idea of this formulation is to modify the definition of the auxiliary field
in the conventional gauge formulation introduced by E and Liu [20] to adapt for
solving the incompressible Navier-Stokes equations with density variations. When
the density becomes constant this formulation reduces to the conventional gauge
formulation. In this thesis, the basic computational framework is finite difference
schemes on uniform non-staggered Cartesian grids. We use centered differences
to obtain a fully second-order scheme for variable density incompressible Navier-
Stokes equations. We believe that the formulation discussed in this thesis can
be used in other computational frameworks such as adaptive methods, or finite
element methods as well.
In the process of implementing the variable density gauge formulation for the
problems discussed in this thesis, we also incorporate the high resolution schemes,
such as ENO (essential non-oscillatory) [44, 45] or WENO (weighted essential non-
oscillatory) [27] scheme, to discretize the hyperbolic continuity equation and the
level set equation; and the level set method for interface tracking.
The application of the variable density gauge formulation
The variable density gauge formulation is successfully applied to several important
fluid dynamic problems.
We apply the gauge formulation to Boussinesq flows directly. Two benchmark
problems, the differentially heated cavity and the evolution of an axisymmetric
thermal, illustrate the performance of the gauge formulation.
We show two examples of variable density flows without surface tension, which are
solved by our variable density gauge formulation. One is an example of Rayleigh-
Taylor instability. We see that the interface of the density is sharply captured by
our method. The other example is to model an air bubble rising in water using
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true physical parameters. The numerical solution shows that our method is robust
for problems with large density density gradients.
When the surface tension is taken into account, the rise and deformation of a single
bubble in a viscous liquid is a typical example of a multi-phase flow. The variable
density gauge formulation is applied to simulate this problem, and the study of
convergence and mass convergence is presented.
1.2.2 Outline
The rest of this thesis is organized as follows.
In chapter 2, we start with a brief overview of main techniques for the numerical
solution of the Navier-Stokes equations with constant density. Details of a second-
order scheme based on the gauge formulation are presented and followed by the
numerical results for the benchmark problem, driven cavity flows, which demon-
strate the advantages of the gauge formulation in section 2.3.
In chapter 3, a straightforward application of the gauge formulation in Boussi-
nesq flows achieves a second-order scheme firstly. The numerical results of two
benchmark problems of Boussinesq flows are presented. Next we carefully derive
the variable density gauge formulation for solving variable density incompressible
Navier-Stokes equations. A second-order scheme using standard central differences
for the momentum equation on a non-staggered gird is developed. Numerical
tests for the variable density Navier-Stokes equations with exact solutions, for the
Rayleigh-Taylor instability, and for the air bubble rising in water demonstrate the
accuracy, efficiency and robustness of the variable density gauge formulation.
Chapter 4 is devoted to the construction of the variable density gauge formula-
tion for multi-phase flows. We use the level set formulation to derive a one-fluid
continuum formulation of Navier-Stokes equations for multi-phase flows in sections
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4.1-4.2. Section 4.3 addresses the application of the variable density gauge formu-
lation in multi-phase flows. The details of numerical implementation, including the
smeared-out Heaviside and delta function methods, surface tension approximation
and reinitialization procedure, are presented in section 4.4. Section 4.5 is devoted
to a single buoyant bubble as a numerical example.
Finally, in Chapter 5 we draw conclusions and discuss some possible directions for
further research.
Chapter 2
Numerical Methods for Incompressible
Navier-Stokes Equations
In this chapter, we review the projection method and gauge method for the incom-
pressible Navier-Stokes equations and present the detailed numerical implementa-
tion based on the gauge formulation. A rather intriguing look at all these methods
was recently presented by Brown et al. [8].
2.1 Introduction
The Navier-Stokes equations (1.9), describing the motion of an incompressible
viscous fluid, with the Dirichlet boundary conditions are
∂u
∂t
+ (u · ∇)u = −∇p + 1
Re
4u+ f , in Ω , (2.1)
∇ · u = 0 , in Ω , (2.2)
u = ub , on ∂Ω , (2.3)
where u = (u, v) in two-dimensional space. We will ignore the body force f here
for simplicity. In order to decouple the computation of u and p, the most obvious
16
2.2 Projection Methods 17
way to obtain an equation for p is to take the divergence of (2.1) and apply (2.2),
which gives a Poisson equation
4p = −∇ · ((u · ∇)u) , (2.4)
replacing the incompressibility constraint. However, there are no natural boundary




both normal and tangential boundary conditions for p are available, and the equa-
tion for p may appear to be overdetermined. In numerical computations, it is often






n · 4u , (2.5)
where n is the unit normal vector, is appropriate for high Reynolds number flows
because the boundary condition is
u · n = 0
for inviscid flows instead of (2.3). But it is still difficult to maintain the consistency
between (2.4) and (2.5) since it is a Neumann problem. Consequently, a few
numerical devices are invented to overcome these difficulties.
2.2 Projection Methods
The projection method introduced by Chorin [12, 13, 14] computes an intermedi-
ate velocity u∗ without regard to the divergence constraint and then projects this
velocity onto the divergence-free subspace based on the Helmohltz-Hodge decom-
position
ut =P[−(u · ∇)u+ 1
Re
4u] ,
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whereP is the operator which projects a vector field onto the space of divergence-
free vector fields with appropriate boundary conditions. The first-order scheme
can be outlined as follows:




+ (un · ∇)un = 1
Re
4u∗ ,
u∗ = ub , on ∂Ω .
(2.6)
Step 2 Find pn+1 as the solution of







= 0 , on ∂Ω .
(2.7)
Step 3 Update un+1
un+1 = u∗ −∆t∇pn+1 .
The projection method is becoming increasingly popular in applications to viscous
incompressible flows at a moderate Reynolds number. Many other different forms
of projection methods were developed after Chorin. We discuss two popular second-
order accurate versions of the projection method in this section.
2.2.1 Projection Method I
Kim and Moin [30] introduced a projection method similar to the first-order scheme
of Chorin. It first solves the intermediate velocity without the pressure gradient
term. It then imposes the incompressibility by solving a Poisson equation. The
method can be written in a semi-discrete form:
2.2 Projection Methods 19




+ [(u · ∇)u]n+1/2 = 1
2Re
4(u∗ + un) ,
u∗ = ub +∆t∇pn , on ∂Ω .
(2.8)
Step 2 Find pn+1 as the solution of







= 0 , on ∂Ω .
(2.9)
Step 3 Update un+1
un+1 = u∗ −∆t∇pn+1 .
The nonlinear convection term [(u · ∇)u]n+1/2 can be treated using the second-
order explicit Adams-Bashforth formula:
[(u · ∇)u]n+1/2 = 3
2
[(u · ∇)u]n − 1
2
[(u · ∇)u]n−1 .
Kim and Moin suggested to apply u∗ = ub + ∆t∇pn in (2.8) at the boundary
instead of u∗ = ub in (2.6). Their computational results indicate second-order
accuracy for the scheme with such modification.






= · · · = ∂p
0
∂n
= 0 on ∂Ω , (2.10)




has O(1) error at the boundary, and this causes u∗ and pn to
have numerical boundary layers [18].
2.2.2 Projection Method II
The second method is the pressure-correction scheme which was first introduced
by Van Kan [53]. Later, Bell et al. used Godunov’s methodology to compute the
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convection term [4]. They extrapolate u at the cell edge from the adjacent cell-
center values using Taylor series expansion in order to find the upwind state. We
outline this projection method in the semi-discrete form as follows:




+ [(u · ∇)u]n+1/2 +∇pn−1/2 = 1
2Re
4(u∗ + un) ,
u∗ = ub , on ∂Ω .
(2.11)
Step 2 Find pn+1/2 as the solution of







= 0 , on ∂Ω .
(2.12)
Step 3 Update un+1
un+1 = u∗ −∆t(∇pn+1/2 −∇pn−1/2) .
These two projection methods impose an artificial boundary condition on p, which
leads to boundary layers, and reduces coverage rate for p [18]. Furthermore, special
discretization schemes have to be used to discretize the pressure Poisson equation
(2.9) or (2.12) to give an exact projection. This greatly limits the simplicity and
flexibility of the projection method. This issue and a careful comparison between
the projection method and the gauge method will be addressed in Section 2.3.
2.3 Gauge Method
Recently, there has been a growing interest in using the gauge formulation to sim-
ulate the motion of incompressible flows. Oseledets [38] rewrote the impressible
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Navier-Stokes equations in terms of an auxiliary field and a gauge variable. But-
tke [9] presented a Lagrangian numerical method for approximating solutions to
incompressible Euler equation based on the gauge formulation proposed by Os-
eledets [38]. Russo and Smereka [42] summarized the different gauge formulations
and found that these various formulations are related by gauge transformations.
E and Liu [20, 22] showed that the gauge formulation of Buttke [9] is weakly well-
posed for inviscid flows and gave a simplified gauge simulation for computing the
incompressible Navier-Stokes equations. Wang and Liu [54] also studied the con-
vergence of the gauge method.
The gauge formulation has several potential advantages: the computed velocity is
naturally divergence-free since it is not a fractional method but results in a set of
consistent equations; the gauge freedom allows one to assign simple and specific
boundary conditions for both the auxiliary field and the gauge field; and the gauge
method can easily be extended to three dimensions.
In this section, we will introduce the gauge formulation, discuss the related issues
for finite difference schemes, and demonstrate the efficiency and accuracy of the
gauge method by several numerical examples.
2.3.1 Gauge Formulation
In simply connected regions, we introduce a new vector field m (= (m,n) in 2D)
which is equivalent to u up to a gradient of a scalar; that is,
m = u+∇φ . (2.13)
An immediate consequence of Eq. (2.13) is that m has the same vorticity (ω =
∇× u) as the velocity. This is commonly known as the Helmohltz-Hodge decom-
position [15]. By the Helmholtz-Hodge Decomposition Theorem [15], the velocity
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u is uniquely determined from m by
u =P(m)
where P is the L2 orthogonal projection operator to the space of divergence-
free vector space with respect to the inner product in L2 defined as (u1,u2) =∫
Ω
u1 · u2 dx for any u1 and u2 from L2(Ω).
Using the vector identity
1
2
∇(u · u) = (u · ∇)u+ u× (∇× u) ,
equation (2.1) can be written as
∂u
∂t











Substituting (2.13) into (2.14) yields
∂m
∂t
















Since φ is arbitrary, the above equation can be written as
∂m
∂t
− u× (∇×m) = ∇Λ+ 1
Re
4m , (2.16)
where Λ is an arbitrary scalar field which we shall call the gauge. We also note
that the pressure p can be recovered from the scalar function φ by enforcing the








u · u− Λ . (2.17)
There are various choices of the gauge. Russo and Smereka [42] summarized the
different formulations as follows:
• zero gauge in [42]: Λ = 0;
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• MP gauge discovered by Maddocks and Pego [37]: Λ = −u ·m+ 1
2
u · u;
• EL gauge introduced by E and Liu [20]: Λ = −1
2
u · u;
• geometric gauge in [9] Λ = −u ·m.
Using the geometric gauge, Oseledets [38] has shown that the Euler equation for
the incompressible fluid has a Hamiltonian structure. Unfortunately, the evolu-
tion equation for m obtained by straightforward extension the geometric gauge
formulation to the incompressible Navier-Stokes equations
∂m
∂t
+ (u · ∇)m+ (∇u)Tm = 1
Re
4m (2.18)
do not work well because equation (2.18) is only weakly well-posed. Weakly well-
posedness is not stable against lower order perturbations [31]. E and Liu [20]
introduced the EL gauge in order to obtain a stable finite difference scheme for
the incompressible Navier-Stokes equations. This numerical scheme appears to be
a promising alternative to the standard projection method. We will refer to it as
the gauge method and discuss the details of this formulation in this note.
With the choice Λ = −1
2
u ·u, the gauge formulation of the incompressible Navier-




+ (u · ∇)u = 1
Re
4m , in Ω ,
4φ = ∇ ·m , in Ω ,
u =m−∇φ , in Ω .
(2.19)







Suitable boundary conditions must be given to close the above system (2.19). A
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key advantage of the gauge method is that no boundary condition is imposed on
p and that we are free to choose a convenient boundary condition for the non-
physical variable φ which, in view of (2.20), we expect to be smoother than p. To
enforce Eq. (2.13) to satisfy the boundary condition u = ub on ∂Ω (either the
normal or the tangential component), we can prescribe either
∂φ
∂n
= 0 , m · n = ub · n , m · τ = ub · τ + ∂φ
∂τ
, on ∂Ω , (2.21)
or
φ = 0 , m · n = ub · n+ ∂φ
∂n
, m · τ = ub · τ , on ∂Ω , (2.22)
where τ is the unit tangent vector. The system (2.19), (2.21) is called the Neumann
gauge formulation and (2.19), (2.22) is called the Dirichlet gauge formulation. In
this note, we will concentrate on the two dimensional Neumann formulation.
2.3.2 Numerical Approach
The Neumann gauge formulation can be easily solved by many numerical tech-
niques, such as finite element [21], spectral element [29], and boundary integral
equation method [26]. We only consider the finite difference method in a rectan-
gular domain here and assume that ∆x = ∆y = h.
Temporal Discretization










4φn+1 = ∇ ·mn+1 , (2.24)
un+1 = mn+1 −∇φn+1 . (2.25)
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If we use the standard second-order centered difference scheme in space for the




≤ 2 , (2.26)
where L is the size of the computational domain. When the Reynolds number is
O(1), we can ignore (2.26) and the numerical scheme (2.23-2.25) works well and is









which comes from the convection term. However, at high Reynolds number, i.e.,
Re 1, the cell Reynolds number constraint (2.26) is quite severe for the grid size.
Although such constraints do disappear if we discretize the convection term also
implicity, this is far too expensive. Since the Navier-Stokes equations are effectively
convection dominated at high Reynolds number, one may discretize the convection
term with the techniques developed in the numerical solutions of hyperbolic equa-
tions or compressible flows to avoid the cell Reynolds number constraint [4, 5].
In [19], E and Liu pointed out that the third- or fourth-order explicit Runge-
Kutta methods coupled with a standard centered difference scheme can remove
the cell Reynolds number constraint since the linear stability region of these meth-
ods contain part of the imaginary axis (also referred to as I-stable). The details
are presented in the Appendix.
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, u3 =P(m3) ;
mn+1 =



















≤ C1 , 8∆t
h2Re
≤ C2 ,
where 0 < C1 ≤ 2.5 and 0 < C2 < 2.85. A common conservative choice is
C1 = 1 and C2 = 2 which we use in our numerical computation. There is no
cell Reynolds number constraint imposed by stability consideration. In particular,
when max(|u|, |v|) hRe ≥ 4C1/C2, the time step ∆t is restricted only by the CFL
condition.
Spatial Discretization
We will use a non-staggered grid (see Figure 2.1) for the spatial discretization.
All the variables are defined at the grid points, i.e., the “◦” points. Since a non-
staggered grid is used, generalization to more complicated systems (e.g., inclusion
of temperature and density) is simplified. In fact, we will use the example of
variable density flows in Chapter 3 as an illustration of the flexibility of the gauge
method on a non-staggered grid.
In our computations, all the spatial derivatives in (2.19) are approximated with
standard second-order central differences. In order to simplify the derivation, a
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Figure 2.1: Non-staggered grid.
few finite difference operators are introduced as follows:
Gxu(x, y) =
u(x+ h, y)− u(x− h, y)
2h
, Gˆxu(x, y) =
u(x+ h/2, y)− u(x− h/2, y)
h
,
and similarly for Gˆy and Gy. With this notation we have the discrete gradient,
divergence and Laplace operator
Ghu = [Gxu,Gyu]
T ,
Dh · u = Gxu+Gyv ,
4hu = (Gˆ2x + Gˆ2y)u .
In the projection methods, comparing Eq. (2.6) with (2.1) yields
u∗ = un+1 +∆t∇pn+1 (2.27)
Due to ∇·un+1, taking the divergence of (2.27) gives the pressure Poisson equation
(2.7) as follows:
∇ · u∗ = ∇ · un+1 +∆t∇ · (∇pn+1)
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On the non-staggered grid, this projection step can be discretized as
Dh · u∗ = Dh · un+1 +∆tDh · (Ghpn+1)




where 4˜h = DhGh is an extended five-point Laplace operator, i.e.,
Dh · (Ghp) = pi+2,j + pi,j+2 + pi−2,j + pi,j−2 − 4pi,j
4h2
,
is not 4h. The stencil of 4˜h looks like Figure 2.2. For the case of homogenous
Neumann boundary condition (2.7), this is easy to extend as required. However,
this results in a set of four completely decoupled stencils (see Figure 2.3). As a
result, (2.28) is solvable up to four constants. Wetton [56] has shown that the errors
on the four decoupled stencils can be different, leading to so-called alternating error
expansions. If we use the discrete Laplace operator 4h instead of 4˜h, there will
exist the spurious checkerboard modes in the kernel of 4h [22]. Almgren et al. [2]
has reported a very special scheme for the pressure Poisson equation to avoid the






Figure 2.2: Stencil of 4˜h. Figure 2.3: The four independent stencils.
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On the other hand, the gauge method is very robust and can provide an easy way of
constructing numerical methods on non-staggered grids because the gauge method
is not a fractional method, (2.19) is a consistent set of PDEs and the computed
velocity is naturally divergence-free.
We use a third-order or fourth-order Runge-Kutta method for time discretization
in all computations of this thesis. Since each stage of the Runge-Kutta method can
be written as a forward Euler step, for simplicity we will present the forward Euler
time discretization in our algorithm description throughout this thesis without
specific statement. The time stepping procedure is as follows:
Time Stepping: Given {uni,j}, {mni,j} and {φni,j} on all grids (i, j ≥ 0).



























On the boundary, e.g., j = 0 (say y = 0) in Figure 2.1, we set
nn+1i, 0 = v
n+1
i, 0 , m
n+1
i, 0 = u
n+1
i, 0 + 2




i+1, 0 − φn−1i−1, 0
2∆x
. (2.30)
From (2.21), mn+1i, 0 should satisfy
mn+1i, 0 = u
n+1
i, 0 +
φn+1i+1, 0 − φn+1i−1, 0
2∆x
.
This equation involves φn+1, which is unknown at the time mn+1i, 0 must be
set. Although unknown, Ghφ
n+1 can be approximated by extrapolating the
values from previous time steps as in (2.30). Brown et al. [8] have shown
that this extrapolation is necessary for the resulting velocity and pressure to
be second-order accurate in the maximum norm.
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Step 2: Compute {φn+1i,j } on all grids (i, j ≥ 0) by solving the Poisson equation
4hφn+1i,j = Dh ·mn+1i,j .




at grid “∗” in Figure 2.1 in the evaluation of 4h. To evaluate Dh ·mn+1 at
the boundary j = 0, we use simple horizontal extrapolation:
mn+1i,−1 = 3m
n+1
i, 0 − 3mn+1i, 1 +mn+1i, 2 .
The Poisson equation is solved by a Fast Poisson Solver [49] using FFT. Thus,
no iterative solvers or stopping criteria are needed.

















4h(φn+1i,j + φni,j) . (2.32)
Note that (2.29-2.32) easily extends with minor modification to the case of 3D flow,
with u = (u, v, w)T ,m = (m,n, q)T , Gh = (Gx, Gy, Gz)
T , and4h = (G˜2x+G˜2y+G˜2z).
Still only one Poisson solver per time step (or RK stage) is required, resulting in a
highly efficient method for 3D computations.
2.3.3 Numerical Examples
In this section we implement the gauge formulation (2.19) with explicit fourth-
order Runge-Kutta in time and centered difference in space on a non-staggered
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grid. Numerical examples are presented to demonstrate the rate of convergence of
the scheme, and good performance of the gauge method on the non-staggered grid.
Accuracy Check
In the first example, we choose the exact solution of the Navier-Stokes equations
as
u(x, y, t) = − cos(t) sin2(pix) sin(2piy)
v(x, y, t) = cos(t) sin(2pix) sin2(piy)
p(x, y, t) = −1
4








cos(t)(2 + cos(pix)) cos(piy) .
(2.33)
In order to ensure that (2.33) is an exact solution of the Navier-Stokes equations
appropriate forcing terms are added. In terms of the gauge method variables, this
solution corresponds to
m(x, y, t) = − cos(t) sin2(pix) sin(2piy)− pi
4
cos(t) sin(pix)(2 + cos(piy))
n(x, y, t) = cos(t) sin(2pix) sin2(piy)− pi
4
cos(t)(2 + sin(pix)) cos(piy)
φ(x, y, t) =
1
4
cos(t)(2 + cos(pix)(2 + cos(piy)) .
The Reynolds number is set to Re = 500 and a uniform time step of ∆t = h/2 is
used corresponding to a CFL number of 1/2 so that the time step size is set by the
convective term. L1, L2 and L∞ errors are calculated at time t = 5.0 for N × N
grids with N equal to 32, 64, 128, and 256.
Table 2.1 summarizes the absolute errors between the numerical solutions and the
exact solutions as well as the divergence of the computed velocity field. Clearly
the gauge method achieves the expected second-order accuracy for u, m, p and
φ as well as the divergence. The order is measured by log(‖E2N‖/‖EN‖), where
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EN is the absolute error at N ×N grids. We will use the same notation for other
examples in this thesis.
Table 2.1: Absolute Errors at Time t = 5.0 for Accuracy Check (Re = 500)
N L1 error Order L2 error Order L∞ error Order
∇ · u 32 8.91E-03 1.11E-02 3.12E-02
64 2.32E-03 1.94 2.85E-03 1.96 7.83E-03 1.99
128 5.93E-04 1.97 7.20E-04 1.98 1.96E-03 2.00
256 1.48E-04 2.00 1.80E-04 2.00 4.89E-04 2.00
u 32 2.08E-03 2.44E-03 5.20E-03
64 5.24E-04 1.99 6.12E-04 2.00 1.30E-03 2.00
128 1.32E-04 1.99 1.53E-04 2.00 3.24E-04 2.00
256 3.29E-05 2.00 3.83E-05 2.00 8.10E-05 2.00
m 32 9.88E-04 1.34E-03 3.32E-03
64 2.47E-04 2.00 3.35E-04 2.00 8.30E-04 2.00
128 6.17E-05 2.00 8.36E-05 2.00 2.08E-04 2.00
256 1.54E-05 2.00 2.09E-05 2.00 5.19E-05 2.00
φ 32 1.62E-03 1.97E-03 4.14E-03
64 4.10E-04 1.98 4.94E-04 1.99 1.04E-03 2.00
128 1.03E-04 1.99 1.24E-04 2.00 2.59E-04 2.00
256 2.58E-05 2.00 3.10E-05 2.00 6.47E-05 2.00
p 32 2.02E-02 2.95E-02 7.44E-02
64 5.44E-03 1.89 7.71E-03 1.94 1.91E-02 1.96
128 1.41E-03 1.95 1.97E-03 1.97 4.84E-03 1.98
256 3.52E-04 2.00 4.92E-04 2.00 1.21E-03 2.00
Driven Cavity Flows
The incompressible viscous flow in a square cavity whose top wall moves with a
uniform velocity in its own has served over and over again as a benchmark problem
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for testing and evaluating numerical techniques, in spite of the two singularities
at its upper corners. The boundary conditions are no-slip conditions (see Figure
2.4). Ghia et al. [24] presented highly accurate benchmark solutions of the steady
driven cavity flow by directly solving the steady Navier-Stokes equations using
the multi-grid method. Here we will faithfully compute the steady solutions by
time-marching to a certain time. Actually the issue of whether the solutions of
the unsteady Navier-Stokes equations converge to the steady state is still an open
question at present.
u = 1 v = 0













Figure 2.4: Geometry of the driven cavity flow.







as an indicator for tracking convergence to an asymptotic state. The criterion of
convergence to steady state is taken to be
|E(un+1)− E(un)|
E(un+1)
≤ 1× 10−8 .
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The asymptotic steady solutions for the driven cavity flow are obtained for Re =
100 at t = 19.2, Re = 400 at t = 49.5, and Re = 1000 at t = 100 on a 128× 128
grid. Figures 2.5 and 2.6 show the velocity profiles for u along x = 1/2 and v along
y = 1/2. The results (“◦”) from Ghia et al. [24] on a 128× 128 grid are overlayed
on these plots. It is clear that the velocity profiles are in excellent agreement.
In Figure 2.7 and 2.8, we show the streamline ψ and vorticity ω contours for the
cavity flow with Re = 10000 at t = 1000. The values of ψ and ω along these
contours are listed in Table 2.2. Figure 2.7 and 2.8 are almost identical to Figure
3 and 4 in [24], except the small oscillations at the upper right corner in Figure
2.8. The cause of the oscillations is that the convection term is dominant when
Reynolds number is large; and it is well known central difference scheme does
not work well for convection equation. We may have to borrow some numerical
techniques from hyperbolic conservation laws to discretize the convection term to
avoid the oscillations. The primary vortex is slight weaker in 2.7 than the one
in [24], but the difference is in a satisfactory range.
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Figure 2.5: Comparison of u along x =
1/2.



























Figure 2.6: Comparison of v along y =
1/2.
Table 2.2: Values for Streamline and Vorticity Contours in Figure 2.7 and 2.8
Stream function ψ Vorticity ω
Contour letter Value of ψ Contour number Value of ψ Contour number Value of ω
b −1.0× 10−7 5 1.0× 10−4 -4 -3.0
c −1.0× 10−5 6 2.5× 10−4 -3 -2.0
d −1.0× 10−4 7 5.0× 10−4 0 0.0
e −1.0× 10−2 8 1.0× 10−3 1 0.5
f −3.0× 10−2 9 1.5× 10−3 2 1.0
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Figure 2.7: Stream function at Re = 10000 and t = 1000.























Figure 2.8: Vorticity at Re = 10000 and t = 1000.
Chapter 3
Gauge Method for Variable-Density Flows
This chapter describes a second-order variable density gauge method for variable
density incompressible Navier-Stokes equations. We extend the gauge formulation
described in Chapter 2 to be suitable for both finite amplitude density variations
and for fluids that are modeled using a Boussinesq approximation. Numerical
studies of the convergence and order of accuracy and simulations for several test
problems are presented.
3.1 Introduction
Flows in which spatial density variation plays an important role are ubiquitous in
nature and technology. On one hand, most work in this field has made use of the
Boussinesq approximation, in which momentum effects due to density variation
are simplified by assuming the fluid density to be constant and introducing the
buoyancy force term due to small density variation in momentum equation, and
the fluid density variation is calculated based on the temperature difference via
a linearized forcing term coupling the energy and momentum equations. On the
37
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other hand, the flow of incompressible fluids with finite amplitude density varia-
tions occurs in widespread applications. Water/air free surface flow is a classical
example, e.g., an air bubble rising in water. Reliable simulation of these types of
flows demands a numerical model with accuracy, and robustness.
In this chapter we will focus on the key elements in our incompressible variable-
density flow solvers. In Section 3.2 we present a straightforward application of
the gauge method developed in Chapter 2 in Boussinesq approximation. Next, in
Section 3.3, we derive a variable density gauge formulation by extending the con-
ventional gauge formulation to variable-density flows, and compare the variable
density gauge formulation with the variable density projection method in [5]. In
both sections, we demonstrate the rate of convergence of the scheme and present a
few interesting numerical simulations to show the robustness of our modified gauge
method.
3.2 Boussinesq Approximation
The dimensionless form of the 2D incompressible Boussinesq equations (1.23) on




+ (u · ∇)u = −∇p+ 1
Re








+ u · ∇T = 1
Re · Pr4T ,
∇ · u = 0 .
(3.1)
For the temperature T we can impose either the Dirichlet boundary
T = Tb on ∂Ω , (3.2)




= Tf on ∂Ω , (3.3)
3.2 Boussinesq Approximation 39
where Tf is a given heat flux. For example, Tf = 0 corresponds to an adiabatic
boundary condition.
3.2.1 Description of the Scheme
The methodology presented in Chapter 2 can be directly applied to the Boussi-
nesq equations by accounting for the temperature transport equation. The gauge




+ (u · ∇)u = 1
Re






4φ = ∇ ·m ,
u = m−∇φ ,
∂T
∂t
+ u · ∇T = 1
Re · Pr4T .
(3.4)
The temperature transport equation is treated as a standard convection-diffusion
equation. It is discretized using the standard second-order central difference scheme
by defining the temperature on the grid point.
The gauge method for the above system (3.1) can be stated in the forward Euler
time discretization as follows.
Time Stepping: Given {uni,j}, {mni,j}, {T ni,j}, and {φni,j} on all grids (i, j ≥ 0).

























4hnni,j +Ri · T ni,j .
On the boundary, e.g., j = 0, we set
nn+1i, 0 = v
n+1
i, 0 , m
n+1
i, 0 = u
n+1
i, 0 + 2




i+1, 0 − φn−1i−1, 0
2∆x
.
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Step 2: Compute {φn+1i,j } on all grids (i, j ≥ 0) by solving the Poisson equation
4hφn+1i,j = Dh ·mn+1i,j .












Step 4: Advance the temperature transport equation one step to obtain T n+1













In the case of a Neumann boundary condition (3.3) for the temperature, the
ghost points, e.g., T ni,−1, are needed to evaluate the spatial derivative on the
boundary. Here we take
T ni,−1 = 2hT
n
f i, 0 + T
n
i,1 .
In our numerical computations, we extend the above algorithm to RK4 scheme,








≤ 1 , ∆t





In this section, we will first demonstrate the rate of convergence of our scheme dis-
cussed in the previous section. To illustrate the performance of the gauge method
on problems modeled under the Boussinesq approximation, we do the numerical
simulation on a benchmark problem, differentially heated cavity, and the evolution
of an axisymmetric thermal.
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Accuracy Check
For the analytical test case, the following unsteady exact solution of the Boussinesq
equations (3.1) in a [−1, 1]× [−1, 1] square domain has been employed:
u(x, y, t) = − sin(2t) cos(pix) sin(piy)
v(x, y, t) = sin(2t) sin(pix) cos(piy)
φ(x, y, t) = −1
4
sin2(2t)(cos(2pix) + cos(2piy))
T (x, y, t) = sin(2t) cos(pix) cos(piy) ,
(3.5)
in which the appropriate forcing terms are applied to the system to ensure that
(3.5) is an exact solution of (3.1).
We take Re = 1000, Pr = 1 and Ri = 1. The computations are performed on a
sequence of grids: 322, 642, 1282, and 2562 until time t = 3.0. The absolute errors
of the u,m, φ and T are listed in Table 3.1, with Neumann boundary conditions for
the temperature imposed. We see that all variables achieve second-order accuracy
in L1, L2 and L∞ norms.
Differentially Heated Cavity: A Benchmark Problem
This section presents a numerical simulation for a differentially heated cavity with
an 8 : 1 aspect ratio at a Rayleigh number (Ra = Pr · Ri · Re2), which is a
benchmark problem of the first MIT conference on Computational Fluid and Solid
Mechanics in June 2001. A detailed description of the problem setup, as well as a
summary of the overall results can be found at [16].
A brief description of the problem is given in Figure 3.1. A buoyancy driven
flow enclosed in a differentially heated tall rectangular cavity, in which the ratio of
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Table 3.1: Absolute Errors at Time t = 3.0 for Boussinesq Flows Accuracy Check
N L1 error Order L2 error Order L∞ error Order
u 32 3.56E-03 2.70E-03 4.83E-03
64 9.09E-04 1.97 6.85E-04 1.98 1.24E-03 1.96
128 2.27E-04 2.00 1.72E-04 1.99 3.15E-04 1.98
256 5.68E-05 2.00 4.31E-05 2.00 7.92E-05 1.99
m 32 8.22E-04 2.01E-03 1.23E-03
64 2.07E-04 1.99 5.03E-04 2.00 3.14E-04 1.97
128 5.21E-05 1.99 1.26E-04 2.00 7.90E-05 1.99
256 1.30E-05 2.00 3.14E-05 2.00 1.98E-05 2.00
φ 32 9.99E-03 7.63E-03 1.12E-02
64 2.53E-03 1.98 1.92E-03 1.99 2.84E-03 1.98
128 6.33E-04 2.00 4.80E-04 2.00 7.20E-04 1.98
256 1.58E-04 2.00 1.20E-04 2.00 1.80E-04 2.00
T 32 2.03E-03 9.32E-04 6.73E-03
64 5.18E-04 1.97 2.38E-04 1.97 1.74E-03 1.95
128 1.30E-04 1.99 6.03E-05 1.98 4.45E-04 1.97
256 3.26E-05 2.00 1.51E-05 2.00 1.12E-04 1.99
height and width is H/W = 8. The boundary conditions for the variables are
u(0, y, t) = 0, T (0, y, t) = 0.5 ;
u(W, y, t) = 0, T (W, y, t) = −0.5 ;
u(x, 0, t) = 0,
∂T
∂n
(x, 0, t) = 0 ;
u(x,H, t) = 0,
∂T
∂n
(x,H, t) = 0 ,
and the initial conditions are
u(x, y, 0) = T (x, y, 0) = φ(x, y, 0) = 0 .
We choose Pr = 0.71, Ri = 1, andRa = 3.4×105 which gives Re =√Ra/(Pr ·Ri) ≈
692. For this parameter set and geometry, after an initial transient period, the flow










Ra = 3.4×105 
Pr = 0.71
Figure 3.1: Schematic of the benchmark problem
exhibits time-periodic behavior. Liu et al. [36] found a final time of T = 1000 suf-
ficient for the flow settle into the periodic regime.
A benchmark simulation using a spectral method was given in [57]. The time his-
tory of the physical data at (0.181, 7.370) and other four points were collect. In our
discritezation, 97×769 equally-spaced grid resolution in [0, 1]× [0, 8], (0.181, 7.370)
is not on the grid point, therefore, the data at (0.181, 7.370) is obtained using bicu-
bic interpolation. Table 3.2 shows that our results and the benchmark data are in
good agreement. Figure 3.2 shows a contour plot of the temperature at t = 1000.
It indicates that the skew symmetry of the physical flow is captured in our sim-
ulation and exactly matches the result using a compact fourth-order scheme in
vorticity-stream formulation by Liu et al. [36]. In Figure 3.3 is shown a time his-
tory of the temperature at (0.181, 7.370) in duration [950,985], which is clearly a
time-periodic behavior.
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Table 3.2: Comparison at reference point (Duration [950,984.11]).
Quantity Average Amplitude Period
u Gauge Method 5.6723E-02 2.7729E-02 3.4127E+00
Benchmark 5.6356E-02 2.7414E-2 3.4115E+00
v Gauge Method 4.6245E-01 3.8952E-02 3.14127E+00
Benchmark 4.6188E-01 3.8603E-02 3.4115E+00
T Gauge Method 2.6551E-01 2.1597E-02 3.4127E+00
Benchmark 2.6548E-01 2.1367E-02 3.4115E+00












Figure 3.2: Contour plot of T at time t = 1000. The levels are (-0.5:0.025:0.5)
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Figure 3.3: Time history of T at (0.181, 7.370) in duration [950,985].
Axisymmetric Thermal
A thermal is a region of self-convection buoyant fluid suddenly released from rest
whose evolution is characterized primarily by entrainment of fluid from the sur-
rounding medium, convective mixing in the interior, and deformation of the inter-
face between the interior and exterior flow fields.
Thermals are found in a variety of settings in nature and technology. Among
these are the formation of cumulus clouds, explosion, and mixing across density
interfaces in the atmosphere and ocean. These are highly unstable flows, accurate
experiments are extremely difficult and the instantaneous flow field cannot be eas-
ily visualized. Numerical simulations of thermals have been carried out by several
investigators (e.g., [5]).
























We simulate the thermals in simple setup: Boussinesq flow with zero velocity ev-
erywhere and the initial temperature










which represents a sphere of hot fluid in cold surroundings. δ is determined by
numerical experiment to be just large enough to negate the effect of a finite grid
on the initialization.
For this calculation, we choose Pr = 0.71, Re = 583, Ri = 1 and δ = 0.05. The
grid resolution is 400 × 600 in region [−2, 2] × [0, 6]. Figure 3.4 contains contour
plots of the temperature at times t = 0.0, 1.0, 2.0, 3.0, 4.0, and 5.0. We see that the
hot fluid curls up and shows its characteristic mushroom shape. Figure 3.5 shows
the contour plot of vorticity at time t = 6.0, which is clearly skew symmetric. Both
phenomena match the numerical results in [5].















































Figure 3.4: (a)-(f) Temperature contours of axisymmetrix thermal at times t = 0.0,
1.0, 2.0, 3.0, 4.0, and 5.0.
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Figure 3.5: Vorticity contours of axisymmetrix thermal at time t = 6.0.
3.3 Variable-Density Flows
We are hereafter concerned with the time-dependent Navier-Stokes equations for
a fluid whose density may vary both in space and time but which is nevertheless
incompressible, in the sense that each fluid particle retains its initial density during
the entire subsequent motion. In the following, the fluid domain Ω is assumed to
be smooth, bounded, and connected in two dimensions.
3.3.1 Variable Density Navier-Stokes Equations
The equations governing the variable density flows consist of the continuity equa-




+ (u · ∇)u = −1
ρ
(∇p+∇ · (µ(∇u+ (∇u)T ))) + f ,
∇ · u = 0 ,
∂ρ
∂t
+ u · ∇ρ = 0 ,
(3.6)
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where µ is allowed to depend on density. In our numerical computations, we take
µ as a function of ρ, i.e., µ(ρ), and use linear interpolation to determine µ for
intermediate values of ρ.
The complete mathematical statement of the problem requires suitable boundary
conditions. For simplicity, we consider homogenous Dirichelt boundary condition




= 0, on ∂Ω .
Later we will see the reason that we choose Neumann boundary condition for
density instead of Dirichelt boundary condition.
3.3.2 Variable Density Gauge Formulation
For developing numerical approximations to this problem, it seems natural to ex-
ploit, as far as possible, the techniques established for the solution of constant
density incompressible Navier-Stokes equations (1.9). For instance, Bell and Mar-
cus [5] developed a high-resolution computational tool for solving the variable den-
sity Navier-Stokes equations, which is a straightforward extension of the second-
order projection method (projection method II in Chapter 2) developed by Bell et
al. [4] for the incompressible Navier-Stokes equations.Since in the last chapter we
have discussed the second-order gauge method, we have attempted to extend its
application to variable density problems.
In the case of constant density flows, the gauge method introduces a new variable,
m = u+∇φ . (3.7)
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Actually, (3.7) is just a special case of (3.8) when ρ = 1. Moreover, the velocity
field u can be recovered by
u =Pρ(m) ,
where Pρ is the L
2 projection operator to the space of divergence-free vector filed
with respect to a density-weighted inner product, and we also have
∇× (ρu) = ∇× (ρm) .
With this simple change, we substitute (3.8) into the variable density Navier-Stokes

















































































Comparing (3.9) with (3.10) gives
∂m
∂t
+ (u · ∇)u = 1
ρ
∇ · (µ(∇m+ (∇m)T )) + f . (3.11)





= ∇ ·m . (3.12)
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With Eq. (3.11) and (3.12), we summarize the gauge method for variable density




+ (u · ∇)u = 1
ρ
∇ · (µ(∇m+ (∇m)T )) + f ,
∂ρ
∂t










Similarly, we can use the modified gauge freedom to assign an unambiguous bound-
ary condition for m and φ as (2.21) and (2.22):
∂φ
∂n




, on ∂Ω , (3.14)
or




, m · τ = 0 , on ∂Ω . (3.15)
We will use the Neumann gauge formulation in our numerical computations since
it provides the information about the normal derivative of φ on the boundary.
We will call this modified gauge formulation as the variable density gauge formu-
lation. The variable density gauge formulation inherits all the advantages of the
gauge formulation for constant density flows:
• The computed velocity is naturally divergence-free;
• The gauge freedom allows to assign simple and specific boundary conditions
for both m and φ.
• It provides an easy way of constructing numerical methods on non-staggered
grids.
• It is easy to extend to three dimension.
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Next we will discuss the detailed numerical scheme to implement the variable
density gauge formulation, and present a few numerical examples to demonstrate
the advantages of this formulation for variable density flows.
Continuity Equation




+ u · ∇ρ = 0 , (3.16)
noting that care must be taken when computing ρ to prevent spurious oscillations
in regions where large density gradients are present. Therefore, we use the robust
and accurate scheme for hyperbolic conservation laws, such as the essential non-
oscillatory (ENO) [44, 45] and weighted essential non-oscillatory (WENO) [27]
spatial scheme.
Consider the one-dimensional continuity equation
∂ρ
∂t
+ uρx = 0 . (3.17)














(ρ−x )i , if ui ≥ 0
(ρ+x )i , if ui < 0
.
We will use ENO or WENO scheme to approximate (ρ−x )i and (ρ
+
x )i. The goal of
ENO is to choose the single approximation with the least error by choosing the
smoothest possible polynomial interpolation of ρ. We first compute the divided
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difference table:
ρ[xi, xi] = ρi
ρ[xi−k, xi+l] = (ρ[xi−k+1, xi+l]− ρ[xi−k, xi+l−1])/(xi+l − xi−k) .
The r-th order ENO scheme is describe as follows:
1. Let Q0(x) = ρ[xi, xi].
2. Do the following steps for k
(1)
min equal to i− 1 and i:























































min = i− 1, (ρ−x )i = d(Qr(x))/dx, otherwise (ρ+x )i = d(Qr(x))/dx.
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Using the finite difference operators defined above, the fifth-order WENO scheme
can be written as
(ρ−x )i = WENO5(D
−
x ρi−2 , D
−
x ρi−1 , D
−
x ρi , D
−
x ρi+1 , D
−
x ρi+2)
(ρ+x )i = WENO5(D
+
x ρi+2 , D
+
x ρi+1 , D
+
x ρi , D
+
x ρi−1 , D
+
x ρi−2) .
The function WENO5(a, b, c, d, e) is defined next.


























which are three potential third-order ENO approximations to (ρ−x )i or (ρ
+
x )i.
• Define three indicators of smoothness:
IS1 = 13(a− 2b+ c)2 + 3(a− 4b+ 3c)2
IS2 = 13(b− 2c+ d)2 + 3(d− b)2
IS3 = 13(c− 2d+ e)2 + 3(3c− 4d+ e)2 .











where  is set to avoid division by zero, e.g.,  = 10−6.
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•
WENO5(a, b, c, d, e) =
α1q1 + α2q2 + α3q3
α1 + α2 + α3
,
which is a convex combination of the approximations q1, q2 and q3. The goal
of WENO is to choose the convex combination weights in order to obtain the
optimal fifth-order accuracy in smooth regions of the flow.
For the multidimensional continuity equation, the ENO or WENO scheme can be
constructed through a dimension by dimension extension of the one-dimensional
ENO or WENO scheme.
Poisson Equation
One of the differences between our new variable density gauge formulation and the
conventional gauge formulation for constant density flows is that we have to solve





= ∇ ·m , (3.18)
which is a variable coefficient elliptic equation. Therefore, the fast Poisson solver by
FFT fails on this problem, and we have to use an iterative scheme for its solution.



































After introducing two finite difference operators,
Exu(x, y) =
u(x+ h/2, y) + u(x− h/2, y)
2
, Eyu(x, y) =
u(x, y + h/2) + u(x, y − h/2)
2
,













= Dh ·mi,j , (3.19)
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If we use the homogenous Neumann boundary condition, i.e., ∂ρ/∂n = 0 on the
boundary, the coefficient matrix in (3.19) is symmetrizable and negative semi-
definite (with a one-dimensional kernel). We solve the system using a precon-
ditioned conjugate gradient iterative method with SSOR (symmetric successive
overrelaxation scheme) as the preconditioner.
3.3.3 Summary of Variable Density Gauge Formulation
We present a complete outline of the use of the variable density gauge formulation
for the variable density Navier-Stokes equations (3.6). For simplicity, we let
M = ∇m+ (∇m)T =

 2mx my + nx
my + nx 2ny

 .
We approximate the components of M at the center of the cell, i.e.,
(mx)i+1/2,j+1/2 = (mi+1,j +mi+1,j+1 −mi,j −mi,j+1)/(2h)
(my)i+1/2,j+1/2 = (mi+1,j+1 −mi+1,j +mi,j+1 −mi,j)/(2h) .
Similar discretizations are used for nx and ny.
The divergence of the stress tensor is computed as follows:
((µMk,l)x)i,j = ((µMk,l)i+1/2,j+1/2 + (µMk,l)i+1/2,j−1/2
− (µMk,l)i−1/2,j+1/2 − (µMk,l)i−1/2,j−1/2)/(2h)
((µMk,l)y)i,j = ((µMk,l)i+1/2,j+1/2 − (µMk,l)i+1/2,j−1/2
+ (µMk,l)i−1/2,j+1/2 − (µMk,l)i−1/2,j−1/2)/(2h) .
Mk,l is the (k, l)th component ofM, where k, l = 1, 2, and we take µ as a function













Finally we summarize the algorithm in a full-discrete form as follows
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Time Stepping: Given {uni,j}, {mni,j}, {ρni,j} and {φni,j} on all grids (i, j ≥ 0).
































+ (fn2 )i,j .
On the boundary, for example, j = 0 (say y = 0), we set
nn+1i, 0 = 0 , m
n+1
i, 0 = 2




i+1, 0 − φn−1i−1, 0
2ρn−1i,0 h
.









y )i,j = 0 ,
where ρnx and ρ
n
y are approximated by ENO or WENO scheme. Note that the
application of ENO or WENO requires the data ρni which lie outside of the
computational domain. These values may be determined from the Neumann
boundary condition ∂ρn/∂n = 0, in which case we take, for example, ρn−1,j =
ρn1,j .















= Dh ·mn+1i,j ,
with a preconditioned conjugate gradient scheme with SSOR as a precondi-




i, 0 − 3mn+1i, 1 +mn+1i, 2 ,
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or derive a problem-dependent condition, for example, symmetric boundary
condition is applied for nn+1 and skew symmetric boundary condition is ap-
plied for mn+1 in the simulation for an axisymmetric air bubble rising in
water,
mn+1−1,j = −mn+11,j nn+1−1,j = nn+11,j .


















We use RK4 time discretization in our computational examples, and the exten-
sion for the forward Euler step as described above to Runge-Kutta methods is
straightforward. The overall scheme is stable under
‖u‖∞∆t
h





3.3.4 Comparison with Variable Density Projection Method
In [5], a variable density projection method was described for solving the variable
density Navier-Stokes equations. The method is a straightforward extension of
the second-order projection method developed by Bell et al. [4]. The algorithm is
described as follows.
Step 1 Update the density using
ρn+1 − ρn
∆t
+ [(u · ∇)ρ]n+1/2 = 0 .
Step 2 Solve for the intermediate velocity field u∗
u∗ − un
∆t
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where L(u) is a standard second-order central difference approximation to
∇ · (µ(∇u+ (∇u)T )), and ρn+1/2 is the average of ρn and ρn+1.
Step 3 Perform the projection




The convection terms, (u · ∇)ρ and (u · ∇)u are approximated at time tn+1/2 to
second-order in space and time using an explicit predictor-corrector scheme. The
discretization in [5]is based on a staggered grid.
Comparing with this variable density projection method, the variable density gauge
formulation has the following advantages:
• p1/2 and pressure boundary conditions are required to be imposed in the vari-
able density projection method; while the variable density gauge formulation
avoids this problem;
• The projection step (Step 3) that exploits the orthogonality of the pressure
gradient with divergence-free velocity fields, in the variable density projection
method, is accomplished via a discrete Galerkin finite difference formulation
in [5] to satisfy a discrete divergence-free constraint; while the computed
velocity in the variable density gauge formulation is naturally divergence-
free since it is not a fractional step method.
3.3.5 Numerical Examples
In this section, several examples are presented that validate the convergence prop-
erties of the second-order variable density gauge method developed in this chapter.
We demonstrate the performance of the methods via numerical results and show
their potential for solving more realistic problems.
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Accuracy Check
We use an analytic solution to (3.6) to demonstrate the rate convergence of our
modified gauge method. The variable density Navier-Stokes equations are aug-
mented with a forcing term in order for the solution to be






sin t)(− sin2 x sin y cos y)






sin t)(sin x cosx sin2 y)






sin t)(2 + cosx)(2 + cos y)






sin t)(2 + cosx)(2 + cos y) .
(3.20)
The computation is performed in a square domain [0, pi]× [0, pi] with various grid
resolution, 32 × 32, 64 × 64, 128 × 128, and 256 × 256. The Reynolds number is
set to Re = pi/ν = 500. A second-order ENO scheme is applied to the continuity
equation to retain the overall scheme to be second-order accurate. Errors are
calculated at time t = 3.0 with uniform time step ∆t = h/2. The errors for u, m,
ρ, φ and ∇ ·u are displayed in Table 3.3 which confirms that our scheme based on
gauge formulation is producing second-order accurate solution for all quantities in
the L1, L2 and L∞ norm.
Rayleigh-Taylor Instability
The Rayleigh-Taylor instability occurs when a heavy fluid is being accelerated into
a light fluid under the gravitational field. This process is generic to a wide range
of physical phenomena, and many numerical simulations have been performed,
e.g., Tryggvason [50] used boundary integral method for inviscid fluid, Bell and
Marcus [5] applied projection method for viscous fluids, and the same calculations
were repeated by means of finite elements and finite volumes in [23] and [25].
We model this problem consisting of two layers of fluid, a heavy fluid on top of a
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Table 3.3: Absolute Errors at Time t = 3.0 for Variable Density Flow Accuracy Check
(Re = 500)
N L1 error Order L2 error Order L∞ error Order
∇ · u 32 1.91E-02 7.39E-03 9.00E-03
64 4.84E-03 1.98 1.86E-03 1.99 2.37E-03 1.93
128 1.23E-03 1.97 4.71E-04 1.98 6.04E-04 1.97
256 3.11E-04 1.98 1.19E-04 1.99 1.57E-04 1.94
u 32 1.23E-02 5.48E-03 4.26E-03
64 3.12E-03 1.98 1.37E-03 2.00 1.11E-03 1.94
128 7.85E-04 1.99 3.43E-04 2.00 2.80E-04 1.99
256 1.97E-04 2.00 8.58E-05 2.00 7.05E-05 1.99
m 32 1.42E-02 6.80E-03 7.67E-03
64 3.60E-03 1.98 1.72E-03 1.99 1.92E-03 2.00
128 9.06E-04 1.99 4.30E-04 2.00 4.78E-04 2.01
256 2.27E-04 2.00 1.08E-04 2.00 1.20E-04 2.00
φ 32 9.85E-03 4.74E-03 4.94E-03
64 2.54E-03 1.96 1.22E-03 1.96 1.29E-03 1.94
128 6.43E-04 1.98 3.07E-04 1.99 3.22E-04 2.00
256 1.62E-04 1.99 7.71E-05 2.00 8.06E-05 2.00
ρ 32 1.89E-02 7.28E-03 5.70E-03
64 4.89E-03 1.95 1.86E-03 1.97 1.40E-03 2.03
128 1.24E-03 1.98 4.69E-04 1.99 3.45E-04 2.02
256 3.14E-04 1.99 1.18E-04 1.99 8.57E-05 2.01
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light fluid, initially at rest in a gravity field. The density ratio is 3 : 1 and is 0.5 as
measured by the Atwood number, which is defined as At = (ρmax − ρmin)/(ρmax +
ρmin). The computational domain is [−d/2, d/2 ]×[−2d, 2d ], and the initial position
of the perturbed interface of the layers is given by






where d is the width of the computational domain. The transition between the
two fluids is regularized by means of the tanh profile as used in [23] and [25]:
ρ(x, y, 0)
ρmin






The governing equations are made dimensionless by using the following reference:
ρmin for density, d for length, d
1/2g−1/2/
√
At for time, where g is the magnitude of
gravity field, and g for gravity. The reference velocity is d1/2g1/2 and the Reynolds
number is defined by Re = ρmind
3/2g1/2/µ. No-slip boundary conditions are applied
to the top and the bottom walls while reflection boundary conditions are imposed
on the two vertical sides. We use a third-order ENO scheme to discretize the
continuity equation.
We assume that the flow field is symmetric along the vertical centerline x = 0,
and only compute a half of the domain. Figure 3.6 shows the evolution of the
interface of the density field for Re = 1000 which use a uniform 100 × 800 grid.
Since the perturbation leads to release of potential energy, the heavy fluid moves
down under the gravitational field and the light fluid is displaced upwards. As
the instability develops, downward-moving dimples are quickly magnified and the
upward-moving light fluid behaves like ’spherical cap bubbles’. Both the positions
and the development of the roll-up structure are comparable to the results in [23]
and [25], for which a projection FEM was used. There are no noticeable differences
between the two sets of results, except our results reveal more detailed roll-up
structure. One thing is worth pointing out. In [23] and [25], a rather small time



































































Figure 3.6: Density profile of the Rayleigh-Taylor instability. Re = 1000; Atwood
number is 0.5 (density ratio = 3). The initial amplitude is 10% of the wavelength.
Density contours shown are 1.4 ≤ ρ ≤ 1.6.
time ∆t = 5 × 10−4 is chosen for the temporal discretization. We choose a fixed
time step ∆t ≈ 7 × 10−3, in order to collect the flow data at a few fixed time
values. In fact, a fixed ∆tˆ is not necessary and adds significantly to the total
computational time. Allowing for a variable time step by monitoring ‖u‖∞ during
the run to determine ∆t resulted in a one-fourth reduction in the total runtime.
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Axisymmetric Air Bubble Rising in Water
The next set of calculations is applied in a large density gradient example. We
present an axisymmetric calculation of an 0.0025m radius air bubble rising in water
using true physical parameters [28]. We assume that the flow field is symmetric
Physical parameters Units(MKS)
Air Density(ρair) 1.161 kg/m
3
Water Density(ρwater) 995.65 kg/m
3
Air Viscosity(µair) 0.0000186 kg-s/m
Water Viscosity(µwater) 0.0007977 kg-s/m
Gravity(g) [0,−9.80665]T m/s2
along the vertical centerline of the bubble. The initial conditions are a zero velocity
field and a density field











which has been disingularized by a tanh profile. We perform the simulation in
[0, 0.01]× [0, 0.03] (in meters) with grid size 257× 769. The continuity equation is
discretized in a third-order ENO scheme.
In the absence of surface tension that is a curvature-dependent effect, no interface
tracking scheme is required. Figure 3.8 shows the evolution of the bubble shape
by plotting the contours of the density at times t = 0.00, 0.02, 0.04, 0.06, 0.08
and 0.10, where we have shown the bottom two-thirds of the flow domain. Figure
3.7 is a closeup of the density at t = 0.08. Aside from the small oscillations, the
numerical solution is almost indistinguishable from the solutions in [28], where a
finite difference scheme based on the local pressure boundary condition is used. It
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Figure 3.7: Air bubble rising in water: Close-up of density contours at time t = 0.08.
is worth noting that the density ratio is approximately 850 between the air bubble
and its surrounding fluid in our simulation. It indicates the good performance of
our variable density gauge formulation on the large density gradient problem.
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Figure 3.8: Air bubble rising in water: Density contours at times t = 0.00, 0.02, 0.04,
0.06, 0.08, and 0.10. Contour levels are (1 25 50 100 : 100 : 1000).
Chapter 4
Gauge Method for Multi-Phase Flows
In this chapter, we apply the variable density gauge formulation derived in Chapter
3 to incompressible multi-phase flows, in which the surface tension is taken into
account. Incorporated with the variable density gauge formulation, we use the
level set method for interface tracking. We consider the motion of air bubbles in
water as a numerical simulation.
4.1 Multi-Phase Flows
4.1.1 Introduction
Multi-phase flows are not only part of our natural environment like volcanic ac-
tivities and air and water pollution, but also are working processes for a variety
of industrial branches like conventional and nuclear power plants, combustion en-
gines, propulsion systems, flows inside the human body, oil and gas production
and transport, chemical industry, biological industry, process technology in metal-
lurgical industry or in food production etc. The list is by far not exhaustive. For
instance everything to do with phase changes is associated with multi-phase flows.
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The industrial use of multi-phase systems requires methods for predicting their
behavior. Zemansky [58] defines a phase as a system or a portion of the system
composed of any number of chemical constituents satisfying the requirements (a)
that it is homogenous and (b) that it has a definite boundary. The phases may
of course be solid, liquid, or gas. In the example of air bubble rising in water,
the gas-liquid flow is considered. Actually, some of the principles and methods for
gas-liquid flow can be applied to other types of two-phase flow.
In two- or multi-phase flow simulations for immiscible flows, the exact positions
and shapes of the interfaces separating the immiscible fluids contribute strongly to
the physics of the problem. The fluids will in general have different densities and
viscosities, and hence discontinuous in density and viscosity occur across interfaces.






Figure 4.1: Example of a configuration involving two fluids 1 and 2, with different
density and viscosity (ρ1, µ1) and (ρ2, µ2) .
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4.1.2 Navier-Stokes Equations for Two-Phase Flows
Let us consider a system of two immiscible incompressible fluids, with the density




(ρ1, µ1) for x in Ω1(t),
(ρ2, µ2) for x in Ω2(t).
(4.1)
We will denote the domain containing the two fluids as Ω = Ω1(t) ∪ Ω2(t), its
boundary as ∂Ω and the interface dividing both fluids as Γ.
The integral equations describing the motions of each fluid are given by the incom-






















σ2 · n dS , ∇ · u2 = 0 , in Ω2(t), (4.3)
where g is the acceleration due to gravity and
σi = −piI+ 2µiDi, i = 1, 2, (4.4)
is the stress tensor and Di the strain tensor defined in page 7.
The fluid interface Γ is impermeable and assuming no mass transfer between the
two fluids yields a continuous velocity condition at the interface,
u1 = u2, on Γ . (4.5)
The tangential stress is continuous across the interface, while the jump of normal
stress along the fluid interface is balanced with the surface tension. The bound-
ary condition for momentum balance at the interface between the two phase is
described by Laplace’s formula [32]
(σ2 − σ1) · n = σκn , (4.6)
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where n is the unit normal vector along the interface pointing outwards from fluid
2 into fluid 1, κ is the mean curvature of the interface, and σ is the coefficient of
surface tension1. The Laplace formula (4.6) clearly indicates that the pressure is
higher in the medium whose surface is convex.
In order to derive a one-fluid continuum formulation of the two-phase flows, we




u1 for x in Ω1,






σ1 for x in Ω1,
σ2 for x in Ω2.
(4.8)















σ1 · n dS +
∫
∂Ω2








Clearly u is a continuous function in Ω due to the continuous condition (4.5) at


















Using the definition of σ (4.8), we have∫
∂Ω1
σ1 · n dS +
∫
∂Ω2
σ2 · n dS =
∫
∂Ω
σ · n dS +
∫
Γ
(σ2 − σ1) · n dS .
1The surface tension coefficient σ can be dependent upon the temperature and impurities. For
instance, the surface tension coefficient for water against air is 0.0728 Newton/meter at 20◦C by
experiments. We assume here that σ is constant
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Applying the divergence theorem on the above equation and using Laplace’s for-
mula (4.6) give us∫
∂Ω1
σ1 · n dS +
∫
∂Ω2
σ2 · n dS =
∫
Ω
∇ · σ dx+
∫
Γ
σκn dS . (4.11)
Note that this should be considered in the sense of distributions since σ is not














ρg dx . (4.12)
In this form, interface boundary conditions are implicitly contained within the
equation of motion. We will assume solid wall boundaries with the no-slip condition
u = 0 on ∂Ω .
4.2 Level Set Formulation
Given an interface Γ bounding a region Ω that may be multiply connected, we wish
to track the evolution of Γ under a velocity field u. The interface is represented as
a zero level set of a Lipschitz continuous function ϕ(x, t), i.e.,
Γ(t) = {x |ϕ(x, t) = 0} .
We take the level set function ϕ positive outside Γ(t) and negative inside Γ(t).
In order to match the zero level set of ϕ with the moving interface, we first require
that the level set value of a particle on the interface with path x(t) must always
be zero, and hence ϕ(x, t) = 0. Then we can obtain the evolution equation of the
level set function ϕ by the chain rule
∂ϕ
∂t
+ u · ∇ϕ = 0 . (4.13)
One advantage of the level set formulation is that the interface is captured by
merely locating the set Γ(t) for which ϕ vanishes for all later time. This eliminates
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the requirement to explicitly track the interface, thereby allowing complex interface
geometries and topological changes (merging and splitting) to be handled naturally.
This idea was introduced by Osher and Sethian [40] and a current state-of-the-art
review can be found in [39].
A second advantage of the level set formulation is that geometric properties of the
interface can easily be determined from the level set function, ϕ. The unit normal











A third advantage of the level set formulation derives from the fact that Eq. (4.13)
is a Hamilton-Jacobi equation. This implies that one spatial dimension ϕ is an
integral of a hyperbolic conservation law. Although such a direct relation does
not exist in multidimensions, numerical schemes can be constructed through a
dimension-by-dimension extension of the one-dimension scheme valid for hyper-
bolic conservation laws. This enables robust and accurate schemes for hyperbolic
conservation laws, such as the ENO or WENO spatial scheme described in Chapter
3 to be used for dicretization of Eq. (4.13) [40, 47, 48].
4.2.1 The Level Set Formulation for Two-Phase Flows
Within each fluid phase, properties such as density and viscosity remain constant.
We therefore let the density and viscosity take up two different values depending
on the sign of ϕ, i.e.,
ρ(ϕ) = ρ1 + (ρ2 − ρ1)H(ϕ) , (4.16)
and
µ(ϕ) = µ1 + (µ2 − µ1)H(ϕ) , (4.17)
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0 if ϕ < 0
1/2 if ϕ = 0
1 if ϕ > 0
.
Chang et al. [10] expressed the surface tension in terms of a singular source function
which is defined by a level set function ϕ. They showed that the surface integral











1 if ϕ = 0 ,
0 otherwise .
.






−∇ · σ − ρ(ϕ)g − σκ(ϕ)δ(ϕ)∇ϕ
)
dx = 0 .




−∇ · σ − ρ(ϕ)g − σκ(ϕ)δ(ϕ)∇ϕ = 0 ,
or equivalently, we substitute (4.4) and (4.17) into the above equation to obtain
∂u
∂t
+ u · ∇u = 1
ρ(ϕ)
(−∇p +∇ · (2µ(ϕ)D) + σκ(ϕ)δ(ϕ)∇ϕ) + g , (4.19)
with the incompressibility constraint
∇ · u = 0 .
This summarizes the derivation of a one-fluid continuum formulation of the two-
phase flow of immiscible and incompressible Newtonian fluids.
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After making Eq. (4.19) dimensionless and replacing primed variables by non-
primed variables we obtain
∂u
∂t









+ g¯ , (4.20)
where g¯ is a unit gravitational force, Re = ρ1LU/µ1 is the Reynolds number, and
Bo = ρ1LU
2/σ is the Bond number indicating the ratio of the inertial force to the
surface tension. The density and viscosity, respectively, are now
ρ(ϕ) = 1 + (ρ2/ρ1 − 1)H(ϕ) and µ(ϕ) = 1 + (µ2/µ1 − 1)H(ϕ) ,
Based on the above formulation, the two-phase flows can be characterized by four
dimensionless parameters, the density ratio ρ2/ρ1, the viscosity ration µ2/µ1, the
Reynolds number and the Bond number.
4.2.2 Signed Distance Functions and Reinitialization
There are different options for choosing the level set function ϕ, but the most
convenient from computational viewpoint choice seems to be the signed distance




−miny∈Γ |x− y| for x ∈ Ω1,
0 for x ∈ Γ,
miny∈Γ |x− y| for x ∈ Ω2.
Since |ϕ(x, t)| is Euclidean distance, the level set function has the following prop-
erty
|∇ϕ| = 1 .
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As an example, we define Γ as the unit circle centered at the origin. We choose
ϕ(x) =
√
x2 + y2 − 1 ,
such that ϕ is the signed distance function, positive outside and negative inside.


















(a) The level set function ϕ(x)












(b) Contours of level set function ϕ(x). Solid con-
tour for ϕ(x) = 0.
Figure 4.2: The level set function ϕ(x) =
√
x2 + y2 − 1. The zero contour is the unit
circle centered at the origin.
It should be noted that while ϕ is initially a distance function the solution of Eq.
(4.13) will no longer be a distance function (i.e. |∇ϕ| 6= 1). Therefore, the level set
function obtained by the solution of Eq. (4.13) may become distorted, which means
that its gradient may become very large or very small around the interface. For
example, steep gradients may occur between two bubbles when they merge, which
makes it difficult to compute surface tension. In order to avoid these problems, it
is necessary to keep ϕ as a distance function at each time step. The procedure is
called reinitialization [11].
There are several methods for reinitialization. One approach, introduced in [48],
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is based on solving the following PDE
∂d
∂τ
= sgn(d0)(1− |∇d|) ,
d(x, 0) = d0(x) ,
(4.21)
where τ is an artificial time and sgn(·) is the one-dimensional signum function.
Let d0 = ϕ(x, t
∗) be the level set function obtained in any time step. The steady-
state solution of Eq. (4.21) is a distance function since |∇d(x, τsteady)| = 1 and
sgn(0) = 0 implies that d(x, τ) has the same zero level set as ϕ(x, t∗). When the
steady-state solution of (4.21) is obtained at τ = τsteady, we simply replace ϕ(x, t
∗)
by d(x, τsteady).
4.3 Variable Density Gauge Formulation for Two-
Phase Flows
In last section, we have shown how the two-phase flow problem given by (4.2),
(4.3), (4.5) and (4.6) can be described using a one-fluid continuum formulation
(4.20). We have also discussed how we can interpret a level set function to identify
the interface and determine local fluid properties such as density and viscosity. The
set of governing equations describing the velocity field, the pressure distribution
and the advection of the level set function can now be summarized as follows
∂u
∂t









+ g¯ , (4.22)
∇ · u = 0 , (4.23)
∂ϕ
∂t
+ u · ∇ϕ = 0 , (4.24)






(∇u+ (∇u)T ) ,
ρ(ϕ) = 1 + (ρ2/ρ1 − 1)H(ϕ) ,




0 if ϕ < 0
1/2 if ϕ = 0





1 if ϕ = 0
0 otherwise
,






The interface between the two fluids is inherently captured by the level set formu-
lation above.





Similarly, substituting (4.25) into (4.22) and retaining the nonlinear terms in their
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Comparing (4.26) with (4.27) gives
∂m
∂t









+ g¯ . (4.28)





= ∇ ·m . (4.29)
With Eq. (4.28) and (4.29), we summarize the variable density gauge method for
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, on ∂Ω . (4.31)
4.4 Numerical Implementation
In this section, we will discuss how we implement the variable density gauge for-
mulation and the level set method for two-phase flows.
4.4.1 Thickness of Interfaces
When solving the two-phase flow problems, large jumps in ρ and µ across the in-
terface may cause numerical instabilities. In order to prevent numerical difficulties,
we will give the interface a thickness as was done in the work of [48]. Numerically,
we replace the sharp Heaviside function H(ϕ) by a smoothed Heaviside function



















if |ϕ| ≤ 
1 if ϕ > 
.
Since the delta function in one spatial dimension is defined as the derivative of the

















if |ϕ| ≤ 
0 otherwise
.
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The smoothed density and viscosity are now given as
ρ(ϕ) = 1 + (ρ2/ρ1 − 1)H(ϕ) , (4.32)
and
µ(ϕ) = 1 + (µ2/µ1 − 1)H(ϕ) . (4.33)
In numerical calculation, the interface thickness is set proportional to the spatial
mesh size,  = αh.
4.4.2 Approximation of Surface Tension
We derive here a discretization of the surface tension force 1
Bo
f , where
f = κ(ϕ)δ(ϕ)∇ϕ .
The curvature in the discrete surface tension term is discretized similarly as by [48].
The discrete gradient of ϕ is approximated in the same way in [7]. For simplicity,








ϕi+1,j + ϕi+1,j+1 − ϕi,j − ϕi,j+12h




The curvature is calculated at cell vertices from the cell-centered normals and is
given by
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where Dh = ExGˆx +EyGˆy is the finite difference approximation to the divergence
operator. And the discrete gradient of ϕ at cell vertices is the average of cell-
centered normals,
∇ϕi,j =
ni+1/2,j+1/2 + ni+1/2,j−1/2 + ni−1/2,j+1/2 + ni−1/2,j−1/2
4
.




As an example, let us consider a circular bubble in static equilibrium (u ≡ 0)
without gravity. Therefore, Eq. (4.22) reduces to Eq. (4.34) and the pressure




By applying the divergence operator to Eq. (4.34) we obtain
4p = 1
Bo
∇ · [κ(ϕ)δ(ϕ)∇ϕ] . (4.35)
We solve it using a fast Poisson solver with a setting Bo = 1,  = 2h and 256×256
mesh on the computational domain [−4, 4]× [−4, 4].
The correct solution is a pressure field that rises from a constant value of pout
outside the bubble to a value of pin = pout +
1
RBo
inside the bubble according
to the Laplace’s formula (4.6), where R is the bubble radius. Figure 4.3 shows
the computed pressure field and the interface location (solid line), i.e., ϕ = 0.
The pressure contours (p = 0.1, 0.3, 0.5, 0.7, 0.9) in Figure 4.4 illustrate the finite
thickness interface (− < ϕ < ) surrounding the bubble, resulting in surface
tension forces that are largest near the zero level set shown in Figure 4.5. Pressure
changes within interface region and Laplace’s formula are well verified. Figure 4.6
shows that the numerically calculated curvature is smoothed within the interface
region along with the exact one, ‘◦’ on the ellipsoid x2
4
+ y2 = 1 (solid line).

















Figure 4.3: Pressure field and interface
location.













Figure 4.4: Contour plots of pressure
field within the interface region.
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These numerical examples show that the numerical scheme described above can
smooth the curvature, surface tension, and pressure within the interface region and
match the analytic results.
4.4.3 Reinitialization Procedure
As pointed out earlier, the level set function will not necessarily remain a distance
function as the front propagates. For large time computations this distortion will
give a nonuniform thickness of the interface over which fluid properties change and
surface tension forces are distributed. Therefore it is very important that the level
set function is maintained as a distance function. That is accomplished by solving
(4.21) to steady state. This operation is repeated after every time step we solve
(4.30).
We can rewrite (4.21) as
∂d
∂τ





which is a unit normal always pointing outwards from the zero level set. Moreover,
the characteristic is given by w since Eq. (4.36) has the form of a convection
equation with velocity w. Hence, the characteristic is propagating away from the
interface with speed one. In other words, d will be reinitialized to a distance
function near the interface first. And since the level set function only needs to be a
distance function near the interface, the convergence can be expected to be reached







4.4 Numerical Implementation 84
where M is the number of grid points within the interface region where |ϕni,j| < ;
or stopping criterion 2, that the reinitialization time reaches a value equal to
the thickness of the interface, is reached.
Since the reinitialization procedure consists of solving a nonlinear hyperbolic equa-
tion (4.36), we will use the fifth-order WENO scheme analogous to the one outlined
in Chapter 3 to discretize ∇ϕ and RK3 temporal scheme. As proposed in [48], we






where the parameter  is on the order of the grid size.
Finally we display the effectiveness of our reinitialization scheme when computing
the signed distance function from an ellipse. We test our scheme on a [−5, 5] ×
[−5, 5] domain with an initial condition [43]











which has both small and large gradients near the zero level set as shown in Figure
4.7. We apply the above numerical scheme for the initial condition (4.37) using a
200×200 grid and ∆τ = 0.5∆x. The results after 0, 10, 25, 50 iterations are shown
in Figure 4.7 starting from the top left and finishing in the lower right. Clearly the
level set function is a signed distance function after 50 iterations without changing
the position of the zero level set (broad solid line).
4.4.4 Summary of Numerical Algorithm
We can now summarize our algorithm.
Time Stepping: Given {uni,j}, {ϕni,j}, {mni,j}, and {φni,j} on all grids (i, j ≥ 0).





















Figure 4.7: The reinitialization results (contours of ϕ = −1 : 0.2 : 1) after 0, 10, 25, 50
iterations.
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y )i,j = 0 ,
where ϕnx and ϕ
n
y are approximated by the fifth-order WENO scheme. These
values lying outside of the computational domain, which are required by
WENO, may be determined from the Neumann boundary condition ∂ϕn/∂n =
0, in which case we take, for example, ϕn−1,j = ϕ
n
1,j .
Step 2 Apply the reinitialization procedure to maintain ϕn+1i,j as the signed dis-





















where dk denotes the solution after k iterations and dnx and d
n
y are obtained
using the fifth-order WENO scheme. When the above procedure has con-
verged to a steady state solution dks (the criterion is reached), the old level
set function is simply replaced by this steady state distance function, i.e.
ϕn+1 = dks .
In our experiments we chose ∆τ = h/10 to avoid numerical blow up.
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where ρni,j = ρ(ϕ
n




i,j) is given by (4.33),















On the boundary, for example, j = 0 (say y = 0), we set
nn+1i, 0 = 0 , m
n+1
i, 0 = 2




i+1, 0 − φn−1i−1, 0
2ρn−1i,0 h
.
Step 4 Take ρn+1i,j and µ
n+1
i,j as
ρn+1i,j = 1 + (ρ2/ρ1 − 1)H(ϕn+1i,j ) ,
µn+1i,j = 1 + (µ2/µ1 − 1)H(ϕn+1i,j ) .















= Dh ·mn+1i,j ,
with a preconditioned conjugate gradient scheme with SSOR as a precondi-
tioner. As described in page 57, either extrapolation or a problem-dependent
boundary condition is used to evaluate the right hand side at the boundary
j = 0.


















We advance in time using fourth-order Runge-Kutta. The new time step is updated
after every time iteration. The new time step ∆tn at tn must satisfy the stability
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condition of RK4 and restriction due to stiff source terms such as surface tension

















In this section we will apply our numerical method developed in this chapter to the
simulation of a single bubble, rising in an initially quiescent fluid due to the effect
of buoyancy. We will assume that the flow is two-dimensional and symmetric about
the axis x = 0. As discussed above, this problem is characterized by four dimen-
sionless parameters, the density ratio, the viscosity ration, the Reynolds number
and the Bond number.
The computational domain is the square box [−4 , 4]× [0 , 8]; the bubble is initially
circular with center (0 , 2); and the initial velocity is zero everywhere in the do-
main.
Figure 4.8 shows the evolution of the bubble shape and of the velocity field, corre-
sponding to the density ratio 1000, viscosity ratio 100, Re = 100, and Bo = 200.
The computations are performed on the 200 × 200 regular grids. For such pa-
rameters the bubble should become “skirted” in accordance with the experimental
observations (see Figure 2.5 in [17]), which can been seen on Figure 4.8. Later, the
skirt breaks off due to the action of the vortices in the bubble wake, and the re-
maining part of the bubble rapidly develops a spherical cap shape. The qualitative
picture of bubble break-up seems to be captured well in Figure 4.8. Our results
also compare well with the numerical results of Sussman et al. [48].
The next group of numerical experiments is devoted to the convergence study. We
take the parameters as in the above case, and compared the solutions corresponding
on grids 100× 100, 200× 200, and 400× 400 at time t = 3.6 (see Figure 4.9).
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Figure 4.8: Evolution of rising bubble with density ratio 1000, viscosity ratio 1000,
Re = 100, and Bo = 200 on 200× 200 grids.
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In order to assess the convergence rate of the velocity, we define the relative error
between successive grids as
EN,2N = |f2N − fN | .
In Table 4.1 the relative errors for the velocity fields are listed, and the convergence
rate for the velocity field is close to second-order.





















Figure 4.9: Convergence test for the bubble shape at time t = 3.6.
Table 4.1: Convergence Study at t = 3.6 and N = 100.
EN,2N E2N,4N Order
u 3.32E-02 1.02E-2 1.70
v 3.45E-02 1.03E-2 1.74
Since we are considering the incompressible flows, the mass (area in 2D) of the
bubble will be conserved in the revolution. The last test is performed using area





where the area over the domain
Ωi,j = {(x, y)|xi−1/2 < x < xi+1/2 and yj−1/2 < y < yj+1/2}
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In Figure 4.10 we plot the relative change of bubble area over time at different
grid resolutions. At time t = 4 the area loss is 0.9% and 0.4% at 200 × 200
and 400× 400 grids respectively. In [46], a constraint was added to minimize the
area error. Comparing with the result in [46] at the same resolution, our result is
acceptable. Actually the poor mass (area) conservation property is a well-known
weakness of the level set method. Figure 4.10 also illustrates the grid convergence
for the area of the bubble.























Figure 4.10: Relative change of bubble area vs. time.
Chapter 5
Conclusions and Future Work
In the previous chapters a CFD methodology for variable density and multi-phase
flows has been employed within a finite difference framework. A variable gauge
formulation for incompressible Navier-Stokes equations has been proposed and an
implementation of it in two dimensions has been presented. In particular, attention
has been given to the simplicity, robustness and accuracy of the methodology. This
chapter concludes the thesis. It contains a summary of conclusions and suggestions
for future work.
5.1 Conclusions
We have presented the variable density gauge formulation that is well suited for
numerical simulation of practical Boussinesq flows, variable density flows and multi-
phase flows. The variable density gauge formulation is an extension of the gauge
formulation for constant density flows to variable density flows. The performance
of the proposed computational approach has been assessed in diverse tests and
benchmark problems. Our numerical results show that the variable density gauge
formulation has the following advantages.
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• The variable density gauge formulation yields a set of consistent equations
such that the computed velocity is naturally divergence-free.
• We can assign simple and specific boundary conditions to the auxiliary and
gauge field. As a result the issue of pressure boundary conditions is elimi-
nated.
• This approach is very robust and avoids to work on staggered grids. Standard
second-order central difference for the momentum equation gives us a fully
second-order accurate, stable and robust numerical algorithm.
• It has good performance on a fixed regular mesh. That is very advantageous
from the viewpoint of both computational reliability and cost-effectiveness,
since the mesh does not have to be reconstructed at each time step, and also
from the viewpoint of implementing efficient preconditioners for the resulting
linear systems.
• It can resolve large density gradients, say water/air, without oscillations.
• This method is easily extendible to the three-dimensional case.
5.2 Future Work
The ideas and techniques developed in this thesis are capable of extension and
warrant further study. We summarize some aspects which can be considered in
future work.
• The variable density gauge formulation can be readily applied to three-
dimensional problems.
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• It is also worthwhile to combine other computational techniques such as
adaptive grids, the finite element method, ect. with the variable density
gauge formulation using complex geometry model.
• Multigrid techniques can be incorporated to solve the variable coefficient
Poisson equation to accelerate convergence as well as to reduce the overall
workload.
• For multi-phase flows, we smooth the solution near the interface in this thesis.
It would be of great interest to derive the jump conditions of the auxiliary
and gauge fields along the interface, and apply a sharp interface method,
for example the immersed interface method [34], to implement the variable
density gauge formulation for multi-phase flows.
Based on the satisfactory performance of the techniques which we have developed
in this thesis, we anticipate that more meaningful computational results can be
achieved in the aforementioned directions.
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Appendix A
Stable Condition for the Runge-Kutta
Method
Consider the convection-diffusion equation where ν is the diffusion coefficient and
a is the wave speed for the convection
ut + aux − νuxx = 0 . (A.1)
Let h be the grid size. When ν = 0, the forward Euler (FE) in time coupled with
second-order central difference in space is unconditionally unstable. With ν > 0,
the FE in time with centered difference in space has the stability constraints
Rc = ah/ν ≤ 2 , ν∆t/h2 ≤ 1/2 ,
where Rc is known as the cell Reynolds number. The cell Reynolds number con-
straint imposes a very strong restriction on the spatial grid size. Even if we dis-
cretize the diffusion term implicitly and keep the convection term explicit, this
constraint still remains since the problem comes from the convection term. The
second-order Runge-Kutta method (RK2) has similar behaviors.
However, numerical experimentation [19] shows that the third- and fourth-order
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Runge-Kutta method (RK3 and RK4) removes the cell Reynolds number con-
straint. Although lack a rigorous theory, a linear stability analysis provides a clue
to this phenomenon [35].
When we develop numerical methods for an ODE, we usually require that the
numerical method is stable for the following scalar linear ODE:
u′ = λu .
The forward Euler scheme for this linear equation is
un+1 = (1 + λ∆t)un .
By letting z = λ∆t, the region of absolute stability is given by
|1 + z| ≤ 1 .
Similarly, the regions of absolute stability for RK2, RK3 and RK4 are given by:
RK2:
∣∣∣∣1 + z + 12!z2
∣∣∣∣ ≤ 1 ;
RK3:
∣∣∣∣1 + z + 12!z2 + 13!z3
∣∣∣∣ ≤ 1 ;
RK4:
∣∣∣∣1 + z + 12!z2 + 13!z3 + 14!z4
∣∣∣∣ ≤ 1 .
Figure A.1 illustrates the regions of absolute stability for FE, RK2, RK3 and RK4.
It is clear that the regions of absolute stability of FE and RK2 do not cover any
part of the imaginary axis. However, the regions of absolute stability of RK3 and
RK4 contain i[−√3,√3] and i[−2√2, 2√2] along the imaginary axis respectively.
Let us consider the following convection-diffusion equation (A.1) again with a pe-
riodic boundary condition u(t, 0) = u(t, 2pi). The solution can be expanded in a
Fourier series, u(x, t) =
∑
k uˆk(t)e
ikx. For each mode uˆk(t) we have
∂tuˆk(t) = (−iak − νk2)uˆk(t)
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Figure A.1: Linear stable regions for FE, RK2, RK3 and RK4.
with λ = iak− νk2. When ν > 0 and small, λ lies on the left-half of the plane, but
very close to the imaginary axis. The similar result exists for the discrete system:
∂tuj = −auj+1 − uj−1
2h
+ ν
uj+1 − 2uj + uj−1
h2
where uj(t) = u(xj , t), xj = jh, for j = 1, . . . , n. Expand the solution of this





















sin2(kh/2) , for k = 1, . . . , n .
The above analysis indicates that both RK3 and RK4 are I-stable time discretiza-
tion schemes, which are stable for centered differences with a suitable time-step
without a constraint on Rc.
