Abstract. We give bounds on the gap functions of the singularities of a cuspidal plane curve of arbitrary genus, generalising recent work of Borodzik and Livingston. We apply these inequalities to unicuspidal curves whose singularity has one Puiseux pair: we prove two identities tying the parameters of the singularity, the genus and the degree of the curve, we improve on some degreemultiplicity asymptotic inequalities; finally, we prove some finiteness results, we construct infinite family of examples, and in some cases we give an almost complete classification.
Introduction
A curve C ⊂ CP 2 is cuspidal if each singular point admits a neighbourhood U such that the intersection of the curve C and the boundary of U is connected. That is to say, this intersection, called the link of the singularity, is a knot.
Our focus will be on unicuspidal curves, that are cuspidal curves with only one singular point. Recently, Borodzik and Livingston studied the rational case, i.e. when the resolution of C is a sphere, and obtained a strong constraint on some coefficients of the Alexander polynomials of the link of the singularity [4] , proving a conjecture of Fernández de Bobadilla, Luengo, Melle-Hernandez and Némethi [2] .
We extend their result to prove an analogous result for arbitrary unicuspidal curves. Theorem 1.1. Suppose C is a cuspidal curve of degree d and genus g with one singular point; let I be the gap function associated to the singularity. Then for every −1 ≤ j ≤ d − 2 and every 0 ≤ k ≤ g integers we have:
There is generalisation for curves with more cusps, stated as Theorem 5.3 below.
We then turn to the numerical study of 1-unicuspidal curves, i.e. curves with one cusp singularity that has only one Puiseux pair (that is, its link is a torus knot rather than an iterated torus knot). Theorem 1.2 imposes strong restrictions on pairs (a, b) that can be realised as Puiseux pairs of the singularity of a plane unicuspidal curve of genus g, in the spirit of [1] . In particular, we obtain the following two corollaries. Corollary 1.3. For infinitely many genera g there are only finitely many 1-unicuspidal, genus-g curves.
The second corollary is a degree-multiplicity inequality in the spirit of Matsuoka-Sakai [7] and Orevkov [10] . For convenience let φ denote the golden ratio φ = Remark 1.5. The case g = 0 is excluded in Theorem 1.2: singularities of 1-unicuspidal rational curves have been classified in [1] , and the result doesn't hold in this case. However, applying Theorem 1.1 (which, as pointed out above, is the main theorem of [4] ) we can recover the four infinite families of singularities obtained in [1] (see Remarks 6.11 and 6.18) . The proof of Theorem 1.2 relies almost exclusively on Theorem 1.1, except when g = 1. In that case, Theorem 1.1 alone can't exclude the family (a, b) = (l, 9l + 1) with d = 3l (Case VII in the proof of Proposition 6.2). This family can be excluded using an inequality due to Orevkov [10] , as pointed out by Borodzik, Hedden and Livingston [3] (see also Remark 1.8 below). Remark 1.6. Corollary 1.4 in particular shows that an analogue of Orevkov's asymptotic inequality between the multiplicity and the degree holds true for any fixed genus g ≥ 1 in the special case of 1-unicuspidal curves. Even more surprisingly, in the 1-unicuspidal case, for any fixed genus g an asymptotic inequality in the opposite direction holds as well.
Finally, we construct an infinite family of 1-unicuspidal curve for each triangular genus. We set up some notation first. Given an integer Moreover, if g = k(k − 1)/2 is divisible by 3 and 2g − 1 is a prime, then any 1-unicuspidal curve of genus g and sufficiently large degree has one of the singularities listed above. Remark 1.8. Upon finishing this manuscript, we learned that Theorem 1.1 was independently proved by Maciej Borodzik, Matthew Hedden and Charles Livingston [3] . The applications they have, however, are different: they classify singular curves of genus 1 having degree larger than 33 and one cusp with one Puiseux pair.
Organisation of the paper. In Section 2 we recall some notation regarding complex plane curves and their singularities; in Section 3 we review the topological setup, and in Section 4 we review some necessary background in Heegaard Floer homology and work out some auxiliary computations. Sections 5 and 6 are devoted to the proofs of Theorems 1.1 and 1.2 respectively. Section 7 is a short trip in number theory, where we study the solutions of Equation (1.2) . Finally, we prove Theorem 1.7 and give some examples in Section 8.
Recall that the zero-set of a nonzero homogeneous polynomial f ∈ C[x, y, z] gives rise to a plane curve C = V (f ) ⊂ CP 2 . The set where the gradient of f vanishes along C is called the singular set, which is a discrete set provided f has no multiple components. The degree of the curve C is the degree of the polynomial f .
Consider a small ball B centered at a point p ∈ C. The link of C at a point p is the isotopy class of the intersection ∂B ∩ C, that is the isotopy class of a link in S 3 . We say that the singularity is a cusp if such intersection is nontrivial and connected, i.e. it is a knot K. In this case, the Milnor number δ of the singularity is the Seifert genus of the knot K.
Given a singular point p, we consider the set Γ ⊂ Z defined as follows: Γ is the set of local multiplicities of intersections of complex curves with C at p. It's easy to see that Γ is closed under addition and contains 0, and is called the semigroup of the singularity. We denote with G = Z \ Γ the set of gaps of the semigroup Γ.
Associated to the semigroup Γ are the semigroup counting function R and the gap counting function I, defined by For example, for every singularity we have that R 1 = 1. Moreover, it is always the case that max G = δ − 1, so that I m = 0 if m ≥ δ, and that R δ = δ/2.
Later we will also use the notation I(m) instead of I m for convenience.
Recall from [4, Lemma 6 .2] that we have
as a corollary of the symmetry property of the semigroup. Every germ of curve singularity can be parametrised, in an appropriate chart, by a function t → (t a , t b 1 +· · ·+t bm ), where a < b 1 < · · · < b m are positive integers such that gcd(a, b 1 , . . . , b k ) does not divide b k+1 for every 0 ≤ k ≤ m − 1 and gcd(a, b 1 , . . . , b m ) = 1. We will say that the singularity has one Puiseux pair if m = 1, and we will say that the singular point is of type (a, b).
Example 2.1. When the singularity is of type (a, b) the link of the singularity is isotopic to a torus knot T (a, b). The semigroup of the singularity in this case is generated by a and b: these are the multiplicities of intersection of C with the coordinate planes in the chart given above, where C is defined by the equation
Topology
Let C ⊂ CP 2 be a cuspidal curve of degree d and genus g, and let p 1 , . . . , p n be its singular points. Denote with K i and δ i the link and the Milnor number of the singularity at p i respectively. Recall that the degree-genus formula yields
. We want to give a handle description of a regular neighbourhood N of C and its complement −W , i.e. W = −(CP 2 \ Int N ). This will in turn give a surgery description for the boundary Y of W : Y = ∂N = ∂W .
For each i fix a small 4-ball neighourhood B i of p i in CP 2 . The intersection ∂B i ∩ C is isotopic to the link K i of the singular point p i ; in particular, we will just let K i denote this intersection. Now fix a regular 3-ball neighbourhood • there are only n 0-handles B i ∩ C and one 2-handle;
• there are 2g 1-handles, whose feet q 1 , q 1 , . . . , q 2g , q 2g land in K 1 ∩ D; • the order of the points q i , q i along the arc K 1 ∩D is q 1 , q 2 , q 1 , q 2 , . . . q 2g−1 , q 2g , q 2g−1 , q 2g ; • there are n − 1 1-handles whose feet land in the union of the discs D i . Now, fix a regular neighbourhood U of the union of B and the cores of the 1-handles of the decomposition. Notice that U is a 4-dimensional 1-handlebody, and therefore ∂U is diffeomorphic to # 2g
Denote with K the connected sum of the knots K i , K = K 1 # . . . #K n , and with δ its Seifert genus, which is equal to δ i .
Lemma 3.1. The 4-manifold N is obtained from U by attaching a single 2-handle along the connected sum of K ⊂ S 3 and the Borromean knot K B in # 2g S 1 × S 2 (described below), with framing d 2 .
The Borromean knot K B in # 2g S 1 × S 2 is described by the following Kirby diagram. It is the boundary of the surface F × { * } inside (a smoothing of) the boundary of F × D 2 , where F is the compact, once punctured surface of genus g and * is a point on ∂D 2 .
Proof. Call S, S 1 , . . . S n the boundaries of the 3-balls D, D 1 , . . . , D n respectively; these are n+1 2-spheres in the 3-manifold ∂U . S, S 2 , . . . , S n separate ∂U into several pieces: several 3-balls
. Moreover, C ∩ ∂U intersects each of the spheres S, S 1 , . . . S n in two points, therefore the exhibiting a decomposition of the attaching curve of the 2-handle as a connected sums of knots K 1 , . . . K n in ∂B 1 , . . . , ∂B n and a knot K in # 2g S 1 × S 2 . By definition, each knot K i is the link of the singularity of C at p i . The knot K is easily seen to be the Borromean knot. In fact, K is the boundary of C \ B, which is a once punctured surface of genus g, and a neighbourhood of C \ B inside CP 2 is diffeomorphic to (C \ B) × D 2 . The framing is determined by the self-intersection of a surface which is homologous to C, hence it's d 2 .
In what follow, we will simply write H * (−) instead of H * (−; Z).
Proof. The 3-manifold Y is obtained as d
2 -surgery along a nullhomologous knot in # 2g S 1 × S 2 , therefore its first homology is Z/d 2 Z ⊕ Z 2g . Let's now apply the Mayer-Vietoris long exact sequence to the triple (CP 2 , N, W ), seen as unoriented 4-manifolds. Since N retracts onto C, H * (N ) = H * (C) and the map H 2 (N ) → H 2 (CP 2 ) induced by the inclusion is multiplication by d, where we identify H 2 (N ) with Z by mapping [C] to 1, and we identify H 2 (CP 2 ) with Z by mapping the hyperplane class H to 1. Also, notice that every smooth representative of a class in H 2 (W ) is disjoint from C, therefore it intersects H trivially: it follows that the inclusion W → CP 2 induces the trivial map H 2 (W ) → H 2 (CP 2 ) and that b ± 2 (W ) = 0. From the Mayer-Vietoris long exact sequence we get the following exact sequences:
where L is the cokernel of the map
. From the first line we deduce that H 3 (W ) = 0.
The remarks on the maps
More precisely, we can see that H 2 (W ) is generated by embedded tori (of square 0, called rim tori), each of which projects onto an essential curve in C under the projection N → C.
Finally, the map H 1 (Y ) → H 1 (N ) restricts to an isomorphism on the free part of H 1 (Y ); let T ⊂ H 1 (Y ) be the torsion; we have another exact sequence:
from which the last claim follows.
The following lemma deals with the extension of spin c structures from Y to W . The proof of [4, Lemma 3.1] applies verbatim here, and we refer the reader to it. 
Heegaard Floer homology
Let's consider a closed, oriented spin [14, 15, 11] . Here F is the field with two elements F = Z/2Z.
The pair (Y, t) is said to have standard HF ∞ if
where the action by H on the right-hand side is given by contraction.
There is a canonical map π : HF ∞ (Y, t) → HF + (Y, t) that allows us to associate two numbers to a torsion spin c 3-manifold with standard HF ∞ .
Definition 4.1. The correction term d(Y, t) of a torsion spin c 3-manifold (Y, t) is the minimal degree of an element in im(π).
The bottom-most correction term d b (Y, t) of (Y, t) is the minimal degree of an element in π(K H ), where K H is the kernel of the action by H on HF ∞ (Y, t).
The following theorem is due to Ozsváth and Szabó. • W is negative semi-definite;
the following inequality holds: We introduce some more notation. Given a knot K, we associate to it a family of integers {V m } defined as follows [9, 17] . For every fixed m, the quantity Proposition 4.5. Using the notation and the constants from the previous section, we can compute the bottom-most correction terms of ±Y :
Let's recall some definitions and results from [13, Section 4] . Consider a nullhomologous knot K in a closed 3-manifold Y , and let C = CF K ∞ (K) be its knot Floer homology complex. For every integer m, we have two quotient complexes:
• the big complex
Graphically, the big complex corresponds to the three "non-negative" quadrants with vertex in (0, m), and the small complex corresponds to the "positive" quadrant with vertex in (0, m).
It's proven in [16, 13] that, for sufficiently large n, the complexes C b m and C s m compute the Floer homology of (Y n (K), t m ) and (Y −n (K), t m ) respectively, with a degree shift. Moreover, this isomorphism respects the action of
We are going to apply these results to (
and its mirror: the 3-manifold Y is obtained as +d 2 -surgery along K, while −Y is obtained as −d
2 -surgery along m(K). Notice that the Borromean knot is amphicheiral, so the mirror of
. Recall that the knot Floer homology of a connected sum is the tensor product of the knot Floer homology of the two knots. Also, the knot Floer homology of K B as an H 1 (# 2g S 1 × S 2 ; Z)-module has been computed in [11] (compare also with [17] ).
In fact, CF K
, where Σ is a genusg surface and we identify H 1 (# 2g S 1 × S 2 ; Z) with H 1 (Σ; Z). The action of an element γ ∈ H 1 (Σ; Z) is the following:
where ι γ denotes contraction. An easy check shows that the kernel of the action of
. Notice that each of the summands x I = i∈I⊂{0,..,g} a i ∧ b i appears with nonzero coefficient in x, and that the elements x I with |I| = k span a nontrivial subspace Z k of C{0, −g + 2k}.
We can now turn to the proof of Proposition 4.5.
Proof. Notice that d
2 is larger than 2δ+2g = 2g(K)+2g, since 2g+2δ
2 > 2g(K) is a "sufficiently large" framing, in the sense that the "large surgeries" results mentioned above apply (see [13, Remark 4.3] ).
We are interested in the kernel of the H 1 -action on the big complex C b m for K and the small complex C s m for m(K). We start with proving the first equality. Let C = CF K ∞ (K); any element in C ⊗ Z k lies in the kernel of the action of H 1 (Σ; Z), since H 1 (Σ; Z) only acts on CF K ∞ (K B ). We want to compute the minimal degree of any element in
going to be the minimum of all these numbers, up to shifts.
Notice that
is isomorphic, as a graded module, to C b m+g−2k , with the degree shifted by 2k − g. In particular, the minimal degree in this subgroup is 2k − g − 2V m+g−2k , and the minimal overall degree is the minimum of these quantities, taken over all 0 ≤ k ≤ g. The first equality now follows from the degree-shift by d − (m) [12] .
Let now C denote the complex CF K ∞ (m(K)), and C s m be the m-th small complex associated to C ⊗ CF K ∞ (K B ). We now compute the minimal degree of a nontorsion element in C {i ≥ 0, j ≥ m}, and we defer the proof to the end of the section. More precisely,
On the other hand, correction terms change sign when reversing the orientation, so we have
from which the lemma follows.
Proof of the main theorem
Recall from Section 2 the connection between the gap function I, the semigroup-counting function R, and the function V that computes the correction terms for positive surgeries, associated to the link of a singularity.
For every integer m, we have
where δ is the Milnor number of the singularity. Borodzik and Livingston explained in [4] what happens when K is a connected sum of links of singularities. We introduce their notation: this will allow us to state and a prove the generalisation of Theorem 1.1 for arbitrary cuspidal curves.
. Given two function I, I : Z → Z bounded from below, we denote with I I the infimum convolution of I and I :
The property of the infimum convolution that is most relevant to us is the following refinement of the relation (5.1) above.
n be the gap functions associated to the links K 1 , . . . , K n of n cuspidal singularities. Let K = # i K i and δ = δ i , where δ i is the Milnor number of K i . Finally, let V be the function that computes the correction terms associated to K.
We get the following generalisation of Theorem 1.1:
Theorem 5.3. Let C be a genus-g curve with n cusps, and let I 1 , . . . , I
n be the gap counting functions associated to its singularities. Then for every −1 ≤ j ≤ d − 2 and for every 0 ≤ k ≤ g we have
Proof. Notice that both W and −W fulfil the hypotheses of Theorem 4.2: in fact, b ± 2 (W ) = 0, so both W and −W are negative semi-definite; moreover, H 1 (W ; Z) is trivial (by the universal coefficient theorem) so the restriction map
is standard in any torsion spin c structure t, thanks to Lemma 4.3.
Notice that the image of the restriction map Spin Finally, let's observe that when m = hd we have
We now apply Theorem 4.2 to (W, s h ) and its boundary (Y, t hd ). The left-hand side of the inequality (4.1) vanishes, since b ± 2 (W ) = 0; also, b 1 (Y ) = 2g, therefore we get:
Applying it to −(W, s h ) and its boundary −(Y, t hd ) we get:
In particular, for every h, k in the relevant ranges we have:
Rephrasing it in terms of the function I = I 1 · · · I n , we get:
As many of the examples and applications become more transparent in the language of semigroup counting function R m introduced earlier, we rephrase the result in terms of this function as well.
Remark 5.4. The inequalities in Theorem 1.1 are equivalent to the following inequalities:
for every j = −1, 0, . . . , d − 2 and k = 0, . . . , g.
Unicuspidal curves with one Puiseux pair
In this section we fix a positive integer g and we restrict ourselves to unicuspidal curves of genus g whose singularity has only one Puiseux pair; we denote the pair with (a, b), and say that the curve is (a, b)-unicuspidal. The degree-genus formula gives us the following identity:
This also means that, once we fix g, the pair (a, b) determines uniquely the degree d (unless g = 0 and (a, b) = (1, 1), in which case we have no singularity).
Definition 6.1. We say that a pair (a, b) (with a < b) is a candidate (to be the Puiseux pair of a unicuspidal genus g curve) if a and b are coprime and there is a positive integer d such that (6.1) holds. If the corresponding semigroup counting function R satisfies (5.4) for all possible values of j and k, we say that the pair (a, b) is an admissible candidate.
We are going to say that a certain property holds for almost all elements in a set if there are finitely many elements for which it doesn't hold. Theorem 1.2 is a consequence of the following two propositions. Recall that we fixed the genus g ≥ 1 of the curves we consider. Proposition 6.2. If g ≥ 1, then for almost all admissible candidates (a, b) the ratio b/a lies in the interval (6, 7).
Remark 6.4. We note here that in the proof of Proposition 6.2 we use recent work of [3] to exclude the family (a, b) = (l, 9l + 1) in the case g = 1.
Proof of Theorem 1.2. Combining the two propositions above, we get that almost all admissible pairs (a, b) satisfy a + b = 3d. If we substitute 3d = a + b in the degree-genus formula (6.1) we readily obtain Equation (1.2).
We prove Proposition 6.2 in Subsection 6.1 and Proposition 6.3 in Subsection 6.2. We now turn to the proof of the corollaries stated in the introduction.
Proof of Corollary 1.3. If g ≡ 2 or g ≡ 4 modulo 5, the congruence x 2 ≡ 4(2g −1) (mod 5) has no solution, since 2 and 3 are not quadratic residues modulo 5. Hence Equation 1.2 has no solution.
We actually classify the genera g such that Equation 1.2 has a solution (a, b) with a, b coprime. This is done in Section 7 below.
Proof of Corollary 1.4. Plugging the relation b = 3d − a into (6.1) we get that for almost all pairs
Recall that a is the multiplicity of the singularity, i.e. the local intersection multiplicity of the singular branch with a generic line through the singular point. Therefore, due to Bézout's theorem, it can not be larger than d. So from the above equation one can compute
6.1. The proof of Proposition 6.2. Before diving into the actual proof, we set up some notation and some preliminaries. We are going to denote with N the set of non-negative integers, N = {0, 1, . . . }. Recall that the semigroup Γ ⊂ N associated to the singularity with Puiseux pair (a, b) is generated by a and b: Γ = a, b . For any positive integer n let us denote by Γ(n) the n-th smallest element (with respect to the natural ordering of integers) of the semigroup Γ; for example, Γ(1) is always 0 and Γ (2) is always a.
We introduce the notation ∆ j for the triangular number
. Setting k = 0 and using the lower bound in (5.4), for every j = 0, 1, . . . , d − 2 we get the inequalities:
while setting k = g and using the upper bound, for every j = 0, 1, . . . , d− 2 we get:
Every semigroup element can be expressed as ub + va for some nonnegative integers u and v. Writing Γ(∆ j ) = ub + va, ( j ) reads ub/j + va/j ≤ d, and substituting this into the degree-genus formula (6.1) we get:
Analogously, if we write Γ(∆ j + 1) = ub + va, ( j ) reads ub/j + va/j ≤ d, and substituting this into (6.1) we get:
Equations (6.2) and (6.3) give a prescribed region for admissible candidate pairs (a, b); since the two inequalities are quadratic in a and b, the boundary of such regions is a conic, typically a hyperbola. We are interested in the equation of the asymptotes of these hyperbolae, especially their slope. This motivates the following definition. Remark 6.6. In this language, the Matsuoka-Sakai inequality means that d/m 3 and Orevkov's sharper result means that d/m φ 2 , for pairs (m, d) coming from rational cuspidal curves. Notice that these results hold without any restrictions on the number of cusps and the Puiseux pairs.
We now compute the slopes and equations of asymptotes of region boundaries arising from (6.2) and (6.3).
and let ((a n , b n )) n≥1 be a sequence of pairs of nonnegative integers with a n → ∞.
If almost all pairs (a n , b n ) belong to D then:
On the other hand, if almost all pairs (a n , b n ) don't belong to D, then:
Proof. If p = 0, the conic has a vertical asymptote; the other asymptote is defined by the equation (qx + c 1 )(qx + c 2 ) = (y − 1)(x − 1) + c 3 and has slope q 2 , from which we immediately obtain that b n /a n q 2 if almost all pairs (a n , b n ) are in D, and b n /a n q 2 if almost all pairs are outside D.
A similar argument applies when p = 0. In this case, both asymptotes are non-vertical and their slopes are the solutions of the equation p 2 λ 2 + (2pq − 1)λ + q 2 = 0, which are precisely λ ± . The analysis of the two cases is straightforward.
Remark 6.8. In some cases we will need to compute the optimal constant C (in terms of p, q, c 1 , c 2 , c 3 ) such that for any ε > 0 for almost all pairs (a, b) satisfying the assumptions of the lemma, at least one of the following inequality holds (for appropriate values of the parameters):
Rather than a priori computing the explicit constant, we will do it only when needed.
We set out to prove that b/a lies in the interval (6, 7) for almost all candidates (a, b).
Lemma 6.9. For every M > 0 there are finitely many admissible candidates with a < M .
Proof. Suppose that there are infinitely many admissible candidates with a < M . Then for infinitely many candidates b > 3M > 3a holds. From Equation (6.1) it follows that d > 3M + 2g for infinitely many candidates; if b > 3a, however, the fourth semigroup element is 3a.
By ( 1 ), we get 3a > d − 2g > 3M , contradicting the assumption a < M .
We handle the problem in seven cases, depending on the integer part of b/a. The general pattern of the proof in each case is the following. First, we choose an appropriate j and we determine u and v such that Γ(∆ j ) = ub+va (respectively Γ(∆ j +1) = ub+va). We then apply ( j ) (resp. ( j )) to get a quadratic inequality of type (6.2) (resp. (6.3)). Finally, we apply Lemma 6.7 to obtain asymptotic inequalities of the type αa + C − ε < b < βa + C + ε.
In most of the cases, α and β will be rational. If needed, we repeat the above process and choose new values of j to get better estimates, until we get estimates with α = β, i.e. we arrive to a bound of type
with some constants r, s, C 1 , C 2 , where r and s are integers and C 1 and C 2 might depend on g. That is, we have an asymptotic equality rather than two asymptotic inequalities.
By doing so, we reduce each case to a finite number of possible linear relations between a and b, that is, relations of form ra + C = sb with integral coefficients.
As soon as we have such a relation, we can ask the following question: is it possible for a pair (a, b) satisfying this relation to be a candidate in the sense of Definiton 6.1? Solving the degree-genus formula (6.1) as a quadratic equation in d, we see that there is an integral solution for d if and only if 4(a − 1)(b − 1) + 8g + 1 = K 2 , where we write K instead of (2d − 3). Plugging in the linear relation between a and b, we can show that the equation has very few solutions.
Proof of Proposition 6.2. Case I:
2 ). Plugging into the degree-genus formula we obtain
and this is possible for infinitely many a only if g = 0.
Case II:
and this equation has infinitely many solutions only if g = 0.
Case III: 4 < b/a ≤ 5. Choose j = 2 and apply ( 2 ): we obtain
and this is not possible for infinitely many a for any nonnegative g, as 8g − 3 = 0.
Case IV: 5 < b/a ≤ 6. Choose j = 2; using ( 2 ), we have that 5a = Γ(∆ 2 ) ≤ 2d, hence b/a 25/4 > 6, so there are at most finitely many admissible pairs (a, b) in this case.
Case V: 7 < b/a ≤ 8. This needs a longer examination. First choose j = 3, and apply ( 3 ): this yields 8a = Γ(∆ 3 ) ≤ 3d, from which we obtain (6.4) 64a/9 + 1/9 − ε < b.
Set j = 4 and notice that 11a = Γ(∆ 4 + 1); using ( 4 ) we prove that b/a (11/4)
2 . We will now compare 2b with 15a. Assume first 2b > 15a. Then from ( 7 ) we get 2b+4a = Γ(∆ 7 +1) > 7d − 2g, hence √ 17, combining the two asymptotic inequalities we just obtained, we proved that there are only finitely many admissible pairs (a, b) in this subcase.
So we can assume 2b < 15a. Again, from ( 7 ) we get 19a = Γ(
Claim 6.10. 2b + 7a = Γ(45).
Proof. Notice that the elements preceding 2b + 7a are exactly the following: 0, a, . . . , 21a; b, b + a, . . . , b + 14a; 2b, 2b + a, . . . , 2b + 6a, as 2b + 7a < 3b and 2b + 7a < 22a. . In particular, we can assume b/a < 22/3, and hence 6b + 2a < 3b + 24a. This means that elements 44a, b + 37a, 2b + 30a, 3b + 23a, 4b + 16a, 5b + 9a, 6b + 2a all precede 3b + 24a. So ub + va < 3b + 24a if 7u + v ≤ 44. There are 168 semigroup elements of this form. In addition, elements 45a < b + 38a < 2b + 31a also precede 3b + 24a. So 3b + 24a is at least the 172nd semigroup element. Using ( 17 ) we get
Coupled with (6.4), this means that 64a + 1 − ε ≤ 9b ≤ 64a + C for some constant C. Thus, for any given positive integer k and for any sufficiently large a, ( 6k+17 ) reads 3b + (16k + 24)a = Γ(∆ 6k+17 + 1) > (6k + 17)d − 2g, which shows that 9b ≤ 64a + 96g + 6k + 17 6k + 1 + ε.
The constant term on the right-hand side tends 1 as k → ∞; combining the last equation with (6.4), we see that 64a + 1 = 9b for almost all admissible pairs in this case. Plugging into the degree-genus formula (6.1) we get:
and this has finitely many solutions a, as 72g − 40 = 0.
Case VI:
This is not possible for infinitely many a for any nonnegative g as 72g − 40 = 0.
Case VII: 9 < b/a. Choose j = 1; by ( 1 ) we get 3a = Γ(
2 . So we obtained 9a < b < 9a + C, and from this it is not hard to see that for any positive integer k for every sufficiently large a (and b) we have Γ(∆ 6k+4 + 1) = (18k + 12)a, leading via ( 6k+4 ) to (18k + 12)a > (6k
+ ε. The upper bound tends to 9a+1+ε as k → ∞, so we have 9a+1 = b for almost all pairs in this case.
4(a−1)9a+8g +1 = K 2 ⇔ (6a−3) 2 +8g −8 = K 2 , which is possible for infinitely many a only if g = 1. This last family is excluded in [3] .
This concludes the proof.
Remark 6.11. Notice that we used the assumption g ≥ 1 only in Cases I and II. If g = 0, from the proof above we get that almost all admissible candidates (a, b) satisfying b/a / ∈ (6, 7) are either of the form (a, b) = (l, l + 1) for some l ≥ 2 or of the form (a, b) = (l, 4l − 1) for some l ≥ 2.
These are the infinite families . The Fibonacci numbers are defined by recurrence as F 0 = 0, F 1 = 1, F n+1 = F n + F n−1 ; more explicitly, one can write
We collect in the following proposition some useful identities about the Fibonacci sequence, easily proved either by induction or by substituting the explicit formula above.
Proposition 6.12. The following identities hold for any integers k ≥ 2 and any l ≥ 1:
In this subsection, (a, b) will always denote a pair such that 6 < b/a < 7. We want to prove that an admissible pair (a, b) and the corresponding degree d are tied by the relation a + b = 3d, with at most finitely many exceptions.
In the course of the proof, we will state several lemmas, systematically postponing their proof to Subsection 6.3. One easily verifies that for every D ≥ 1 the hyperbola γ D determined (via (6.1)) by a + b = 3d − D lies below γ 0 in the relevant region {2 ≥ a < b}.
As a + b ≤ 3d, we only need show that only finitely many admissible pairs satisfy a + b < 3d. It will turn out that the line b = φ 4 a plays a crucial role in the proof. We divide the region below it into infinitely many sectors cut out by lines of slope F 
Recall that we want to prove that there are in fact only finitely many admissible candidates such that a + b ≤ 3d − 1. Notice that all pairs (a, b) satisfying a + b ≤ 3d − 1 and (6.1) lie on or below γ 1 , which has an asymptote (in the relevant region {0 < a < b}) with equation
To end the proof, we need one final lemma.
Lemma 6.17. For each l ≥ 2 there is a constant C l (which further depends on g) such that for every admissible candidate (a, b) ∈ S * l :
Moreover, (C l ) l is a decreasing sequence converging to 0. Now we can show that almost all admissible candidates lie above the line b = φ 4 a − 1. This is obviously true for pairs such that b ≥ φ 4 a. To So almost all admissible candidates are in sectors S l with l > l 0 . For these, by Lemma 6.17, the inequality φ 4 a − b < C l 0 < 1 holds. Notice that for g ≥ 1 the relevant branch (i.e. the branch falling into the sector {0 < a < b}) of the hyperbola γ 1 lies above its asymptote, and recall that the latter has equation We proved that almost all admissible candidates with a + b < 3d lie on or below γ 1 and above the line C = 1, and as these two intersect by the choice of l 0 , almost all admissible candidates not satisfying (1.2) lie in a bounded region a ≤ a 1,1 = 2g and b ≤ b 1,1 .
Therefore, almost all admissible candidates satisfy a + b = 3d.
Remark 6.18. In fact, we used the assumption g ≥ 1 only twice: in the proof of Lemma 6.15 and in the final argument about the shape of γ 0 and γ 1 . If g = 0, one can make the following changes to the proof above:
• The pairs listed in Lemma 6.15 are admissible candidates; in fact, 1-unicuspidal curves with those singularities exist: these are families (c) and (d) of [1, Theorem 1.1].
• The asymptote of γ 0 still has equation b = φ 4 a, but γ 0 now lies below it. So it is enough to deal with pairs below this line. The asymptote of γ 1 also remains b = φ 4 a − 2φ 2 / √ 5, but again, the relevant branch of γ 1 will lie below it.
• Lemma 6.17 still holds. By the same choice of l 0 , we obtain that almost all admissible pairs besides those enumerated in Lemma 6.15 must lie on γ 0 . A solution of a Pell equation (cf. [1, Section 5]) shows that the only candidates on γ 0 are already among those enumerated in Lemma 6.15. In this way, we get the two remaining infinite families in the rational case (see Remark 6.11 above).
Technical proofs.
In this subsection we deal with all the lemmas stated above. The following claim will be useful in the proof of several lemmas.
Claim 6.19. Assume that we have three reduced fractions
and set P = m 2 n 1 − m 1 n 2 . Then
Proof. Write b = λ 1 m 1 + λ 2 m 2 and a = λ 1 n 1 + λ 2 n 2 . Since b/a falls between the two endpoints, λ 1 > 0 and λ 2 > 0. As m 2 n 1 − m 1 n 2 = P , due to Cramer's rule, the coefficients can be written in a form λ 1 = 1 /P and λ 2 = 2 /P , for some integers 1 and 2 , not necessarily coprime with P . Since they are also positive, 1 ≥ 1 and 2 ≥ 1, so b ≥ (m 1 + m 2 )/P and a ≥ (n 1 + n 2 )/P .
Proof of Lemma 6.14. Apply ( 2 ): 5a = Γ(∆ 2 ) ≤ 2d from which (via Lemma 6.7 and Remark 6.8) 25a/4 − 1/4 − ε < b < 25a/4. Therefore, for almost all admissible candidates 4b = 25a − 1 holds. For the candidates lying on this line, however, 5a = 2d can not hold, as then a would be even; a contradiction. So actually 5a ≤ 2d − 1, but the hyperbola determined by 5a ≤ 2d − 1 already intersects the line 4b = 25a − 1, providing for a the following upper bound: a ≤ 4g/5 + 1/5. In general, solving (6.1) as a quadratic equation for d, one sees that for a given g, (a, b) is a candidate if and only if 4(a−1)(b−1)+8g +1 = K 2 for some integer K (namely, K = 2d−3). Using the identity above, however, we get that this is equivalent to
and the latter has only finitely many solutions if g = 0.
Before the proof of Lemma 6.16, we need some preparation. 
(where l ≥ 2). Then a > F 2l−1 and (a − 1)(b − 1) ≥
Proof. Together with
we are going to prove that (6.14)
In fact, the above two inequalities imply that
, where the last inequality follows from
We split the proof in four cases:
(i) Using Equation (6.5), we get that, in the notation of Claim 6.19,
, so via Claim 6.19 we immediately obtain (6.14) and (6.13).
(ii) If b/a < (F 2 2l+1 + 2)/F 2 2l−1 , using Claim 6.19, we compute P = F 2l−1 , hence (6.14) and (6.13) both hold (the estimate for b is much larger than needed).
(iii) When b/a = (F 2 2l+1 + 2)/F 2 2l−1 , (6.14) reads:
which follows from rearranging
On the other hand, the inequality (6.13) is obvious.
(iv) If (F 2 2l+1 + 2)/F 2 2l−1 < b/a, then using Claim 6.19, we get P = 1. This leads to
2l−1 > F 2l−1 + 1, Which show both (6.14) and (6.13).
In particular, the above claim says that for a pair (a, b) ∈ S * l the assumptions of the next Lemma 6.21 hold automatically.
Lemma 6.21. If for an admissible candidate (a, b) we have
2 < b/a, then one of the following two inequalities hold:
Proof. The key point is that due to the assumption F 2l+1 ≤ d − 2 we can apply ( F 2l+1 ). We count how many semigroup elements ub + va can precede F 2l+3 a. Since we assumed (F 2l+1 /F 2l−1 )
2 < b/a, we can prove that ub + va > F 2l+3 a as soon as uF Denote the set of these pairs by H l and its cardinality by N l . Notice that the pair (u, v) = (0, F 2l+3 ) in H l corresponds to F 2l+3 a. Later, it will be important that (u, v) = (F 2l−1 , 0) ∈ H l as well (see (6.5)), i.e. the corresponding element, F 2l−1 b can precede F 2l+3 a. Proof. Notice that N l is the number of integral lattice points on the boundary or in the interior of the triangle T with vertices (0, 0), (0, F 2l+3 ) and (F 2l+3
, 0) (use (6.5)). We will count the integral lattice points in the interior or on the boundary of a smaller triangle T with integral vertex coordinates (0, 0), (0, F 2l+3 ) and (F 2l−1 , 0) instead. This number will be N l as well, as there is no lattice point in the closure of the difference T \ T , since fractions 
To prove the above fact, use Claim 6.19 and notice that P = F 2l+3 F Since F 2l−1 and F 2l+3 are coprime, there are no lattice point on the hypotenuse of the triangle T other than the endpoints. In this way,
(F 2l−1 + 1)(F 2l+3 + 1) (half of the number of the lattice points in the appropriate closed rectangle, plus one endpoint of the hypotenuse), which, using (6.6) further equals 1 +
This means that at most ∆ F 2l+1 semigroup elements can precede
If F 2l+3 a was not the (∆ F 2l+1 + 1)-th, then by ( F 2l+1 ), we would have
that is the first inequality we were looking for. On the other hand, if F 2l+3 a is the (∆ F 2l+1 +1)th element, i.e. F 2l+3 a = Γ(∆ F 2l+1 + 1), then all the semigroup elements corresponding to integer pairs in H l have to be smaller than F 2l+3 a (except of course F 2l+3 a itself). In particular, F 2l−1 b < F 2l+3 a (equality here can not hold for a > F 2l−1 due to coprimality), so F 2l−1 b is at most the ∆ F 2l+1 -th element. In this case, applying ( F 2l+1 ) we have
Thus the proof of Lemma 6.21 is completed.
Proof of Lemma 6.16. First notice that both estimates are true for (a, b) = (F 2l−1 , F 2l+3 ), therefore we can assume that (a, b) ∈ S * l , thus we can apply Claim 6.20 and Lemma 6.21.
Assume that for an admissible candidate (a, b) in the l-th sector the first inequality of Lemma 6.21 holds: that is, the quantity r = F 2l+1 d − F 2l+3 a is non-negative. Let s = F 
The upper bound given in (6.11) is a generous upper estimate for both of the above bounds.
If the second case of Lemma 6.21 holds, introduce notations s = F Proof of Lemma 6.17. We use Lemma 6.16. When (6.11) holds, using (6.8) we can write:
On the other hand, when (6.12) holds, using (6.9) we can write:
A generalised Pell equation
This section is a short trip in number theory, in which we introduce some notation and study the solvability of the generalised Pell equation
as n varies among the integers. In particular, we will be determining the values of n for which there exists a solution (x, y) to (♤ n ) where x and y are coprime. We will work in the ring O = O K of integers of the real quadratic field K = Q( √ 5); there is an automorphism on K, that we call conjugation and denote with α → α, that is obtained by restricting the automorphism of K (as a Q-algebra) that maps
2 the norm of α; notice that if N (α) is prime, then α itself is prime. The element φ ∈ O has norm −1, hence it's a unit.
We begin by collecting some well-known facts. (See, for example, [6] , especially Corollary 2 in Chapter 2, Theorems 25, 26 in Chapter 3.) Theorem 7.1. The ring O has the following properties:
• O is generated (as a ring) by φ, i.e. O = Z[φ];
• O is an Euclidean ring, and in particular it is a principal ideal domain (PID); • the group of units O * of O is isomorphic to Z ⊕ Z/2Z, and the isomorphism maps φ to (1, 0) and −1 to (0, 1); in particular, elements with norm 1 are of the form ±φ 2h for some integer h.
, whose additive group is isomorphic to Z 2 , in what follows we will frequently identify a pair of integers (x, y) with the algebraic integer x + y √ 5. In particular, we will identify a solution of Equation (♤ n ) with the associated element of O.
Theorem 7.2. Given a prime p ∈ Z, consider the ideal P = pO:
• P is prime if and only if p ≡ ±2 (mod 5);
• P = Q 2 for some prime ideal Q ⊂ O if and only if p = 5; • P = QQ for two distinct prime ideals Q, Q ⊂ O if and only if p ≡ ±1 (mod 5); moreover, in this case Q = Q.
In particular, since O is a PID, the ideal Q above is generated by an element α ∈ O, whose norm N (α) is ±p. Since N (φ) = −1 and φ is a unit, we can assume that N (α) = p. Claim 7.3. The ideal Q is generated by an element in the subring Z[
Proof. Write α = u + vφ. If v is even, there is nothing to prove; therefore, let's suppose that v is odd. If u is even, consider α = φα:
Analogously, if u is odd, consider α = φα:
In particular, for every prime p ≡ 0, ±1 (mod 5) we have found two integers x, y ∈ Z such that x 2 − 5y 2 = p. We let α p = x + y √ 5 and we call it a fundamental solution of the generalised Pell (♤ p ). If p = 5, we also have that α p and α p are coprime.
We now turn to the existence of solutions to the generalised Pell equation (♤ n ). We will need the following lemma.
Lemma 7.4. Let q be an odd prime, q ≡ ±2 (mod 5). If q divides n and x 2 − 5y 2 = n, then q divides both x and y.
Proof. Observe that, since q divides n, q | x if and only if q | y. The equation x 2 − 5y 2 ≡ 0 (mod q) has a nonzero solution if and only if 5 is a quadratic residue. Applying quadratic reciprocity we get: 5 q = (−1)
hence we have a solution if and only if q ≡ 0, ±1 (mod 5). On the other hand, if q ≡ ±2, the only solution is trivial, therefore q divides x and y.
Proposition 7.5. Equation (♤ n ) has a solution if and only if all prime factors of n that are congruent to ±2 modulo 5 appear with an even exponent.
Proof. We prove that the condition is necessary, first. Suppose that there is an integer n and a prime p ≡ ±2 such that the p-adic valuation v p (n) is odd and (♤ n ) has a solution (x, y). Up to multiplying n with the solution (2, 1), we can suppose that n is positive, and that it is minimal among all positive integers having this property. Lemma 7.4 implies that p divides both x and y, hence (x/p, y/p) is a solution of (x/p) 2 − 5(y/p) 2 = n/p 2 , and v p (n/p 2 ) is still odd, thus contradicting the minimality of n.
We now prove that the condition is sufficient. If (x 0 , y 0 ) is a solution of Equation (♤ n ), then (kx 0 , ky 0 ) is a solution of Equation (♤ k 2 n ). Therefore, it's enough to find a solution of Equation (♤ n ) when n is squarefree. In particular, n is a product of distinct primes that are congruent to 0 or ±1 mod 5.
For every prime p we have produced an algebraic integer
Finally, we refine the last proposition to get coprime solutions. We will call (x, y) a coprime solution of (♤ n ) if gcd(x, y) = 1. Proposition 7.6. Equation (♤ n ) has a coprime solution (x, y) if and only if n = an where a ∈ {1, 4, 5, 20} and n has no prime factors congruent to 0 or ±2 mod 5.
Proof. Recall that, in order to have an integral solution, all primes that are congruent to ±2 modulo 5 have to appear with an even exponent.
We first prove that if 8 divides n and there are no coprime solutions of (♤ n ). In fact, if there was such a solution, x and y would both be odd. Then
That is to say, if (♤ n ) has a coprime solution, either n is odd or n = 4m for some odd integer m. We now prove that if 25 divides n, there are no coprime solutions. In fact, if 25 divides n, then 5 divides x, hence x = 5x 1 . Dividing by 5, we get the equation 5x 2 1 − y 2 = 5, from which 5 divides y. This means that if (♤ n ) has a coprime solution, 25 doesn't divide n.
On the other hand, there are coprime solutions when n = 4 and n = 5, namely (3, 1) and (5, 2). Lemma 7.4 rules out all odd primes in the factorisation of n that are congruent to ±2 modulo 5.
We now prove that if p ≡ ±1 (mod 5) is a prime and n = p k is a power of p, then (♤ n ) has a coprime solution: consider a fundamental solution (x 1
The same kind of argument shows that multiplying together fundamental solutions associated to each of the powers of primes
we get coprime solutions of the original equation.
Remark 7.7. We can actually say more, by looking at the proof of Proposition 7.6. In what follows, denote with ω(n ) the number of distinct prime factors of n . We proved that we can construct a solution of (♤ n ) by multiplying together fundamental solutions associated to the prime divisors of n . Now suppose that p 2 divides n for some prime p, and that we choose to use the two fundamental solutions α p and α p to produce a solution of (♤ n ). Recall that, by assumption, p is an odd prime (congruent to ±1 modulo 5).
This means that we are considering the number α n = α p · α p · β for some β ∈ O. But α p · α p = p, and in particular p divides α n in O. That is, α n = p · β; since p > 2 is odd, if we write 2α n = x + y √ 5, then x and y are both divisible by p, and in particular the solution we obtain is not coprime.
Therefore, if we want to obtain a coprime solution, the only choice we have is to use either α v p or α v p , where v is the exponent of p in the factorisation of n; moreover, since p = 5, α p and α p are coprime, hence distinct choices give distinct solutions. In particular, we obtain exactly 2 ω(n ) different solutions up to multiplication by powers of ±φ 2 ; up to conjugation and units, we get Ω := 2 ω(n )−1 different solutions.
Definition 7.8. We call the set {β 1 , . . . , β Ω } described above a set of fundamental solutions of Equation (♤ n ).
We now recall that we are actually looking for solutions of Equation (1.2) with gcd(a, b) = 1. Definition 7.9. We say that a pair (a, b) with a < b of positive integers corresponds to an integer solution (x, y) of the Pell equation x 2 −5y 2 = 4(2g − 1) if x = (7b − 2a)/3 and y = b. In this case we also say that (a, b) corresponds to the element ζ = x + y √ 5 ∈ O.
Notice that if (a, b) corresponds to (x, y), y is an integer, and x 2 = 4(2g − 1) + 5y 2 , hence x is an integer, too. That is, 3 divides 7b − 2a. , where x = 2x 0 , y = 2y 0 . Let's look at case (i) first. Given coprime integers x, y with x 2 −5y 2 = 4(2g − 1) such that 3 y, we get the pair (a, b) with a = ±(7y − 3x)/2. Since b is odd in this case, so is y, and parity considerations imply that so is x. Hence a is automatically an integer. Notice that, in this case, (a, b) corresponds to α 4 · β ∈ O for some β ∈ O, where α 4 = 2 · φ 2 . In case (ii), given coprime integers x 0 , y 0 such that x Summing up, each coprime solution of Equation (1.2) corresponds to ±2φ
2h (x 0 + y 0 √ 5) for some integer h, where (x 0 , y 0 ) is a coprime solution of x 2 − 5y 2 = 2g − 1. Out of these, we select the ones for which the second coordinate is not divisible by 3.
We now examine what happens when 3|y. Suppose that x + y √ 5 has norm N (x + y √ 5) ≡ 2 (mod 3): since 2 is not a quadratic residue mod 3, then 3 does not divide y. On the other hand, suppose that N (x + y √ 5) ≡ 1 (mod 3): in this case there are solutions with y ≡ 0 (mod 3), and this subset of solutions is acted upon by
Likewise, the subset of solutions with y ≡ 0 (mod 3) is acted upon by φ 4 , and multiplication by φ 2 takes one family to the other. We collect all results about coprime solutions of Equation (1.2) in the following proposition. Proposition 7.10. Let F be a set of fundamental solutions of Equation (♤ 4(2g−1) ). If (a, b) is a coprime solution of Equation (1.2), then (a, b) corresponds to either ±2φ 2h β or ±2φ 2h β for some β ∈ F. Conversely, given a fundamental solution β ∈ F:
• if 2g−1 ≡ 1 (mod 3), then both ±2φ 2h β and ±2φ 2h β correspond to coprime solutions of (1.2);
• if 2g − 1 ≡ 2 (mod 3), then either both ±2φ 2h β and ±2φ 2h β correspond to coprime solutions of (1.2) for all even values of h, or they both do for all odd values of h.
The second half of the statement above can be thought of in the following way: for every g there are Ω families of solutions (up to sign and conjugation), and in each family any two members differ by a power of φ 2 ; if 2g − 1 is congruent to 2 modulo 3, this power is always an even power, i.e. a power of φ 4 .
Remark 7.11. In particular, if 2g − 1 is prime, Ω = 1, hence for any two coprime solutions (a, b), (a , b ) of Equation (1.2) there is an integer h such that the corresponding elements ζ, ζ ∈ O satisfy ζ = ±φ 2h ζ or ζ = φ 2h ζ . Moreover, if 2g − 1 ≡ 2 (mod 3), then h is even.
Recall that we are interested in triangular numbers, which correspond to genera of smooth plane curves, and that we are going to construct curves of triangular genus (Theorem 1.7).
Example 7.12. Let k be an integer, and define g as g := k(k − 1)/2 and n := 2g−1 = k(k−1)−1. Notice that n has no prime factors congruent to ±2 modulo 5, by Proposition 7.6: in fact, 4n + 5 = (2k − 1)
2 , hence (2k − 1, 1) is a coprime solution of Equation (♤ 4n ).
For small triangular numbers, the number Ω of fundamental solutions is often 1. In fact, the smallest case in which Ω > 1 is g = 105, when 2g − 1 = 209 = 11 · 19; we then have two integers α, β ∈ O with N (α) = 11, N (β) = 19, and these give rise to the two fundamental solutions α · β and α · β, and these correspond to two distinct families of coprime solutions of (♤ 4(2g−1) ).
Examples and applications
8.1. Cremona transformations and the proof of Theorem 1.7. In this subsection we examine the question which solutions of the generalized Pell equation (1.2) are realizable by 1-unicuspidal curves.
We use a construction due to Orevkov [10] (see also [3, Proposition 9.12] ). Let N be a nodal cubic; denote by B 1 and B 2 the two smooth local branches at the node. We define a birational transformation f 1 : CP 2 CP 2 as follows. Blow up seven points infinitely close to the node of N at branch B 1 ; then, in the resulting configuration of divisors, blow down the proper transform of N and six more exceptional divisors. The birational map f 2 is defined analogously, only we blow up at points on the branch B 2 instead of B 1 . In both cases, after the last blow-down, the image of the exceptional divisor appearing at the first blow-up will be a nodal cubic, and we denote them as N 1 and N 2 respectively [10, Section 6] .
To state the main result, we introduce some terminology.
Definition 8.1. Let N be a nodal cubic with node p, and denote with B 1 , B 2 the two branches of N at the point p. We say that an (a, b)-unicuspidal curve C of degree d sweeps N if:
(1) the cusp of C is at p;
(2) the branch of C at p has intersection multiplicity a with B 1 and b with B 2 ; (3) the only intersection point of C and N is p.
In the definition above we also allow a = 1, in which case C is smooth and (a, b) is not a Puiseux pair in the usual sense.
Notice that Bézout's Theorem implies that, assuming (1) and (2) in the definition above, (3) is equivalent to the condition a + b = 3d.
Before stating the main result of this section, we set up some notation and recall some classical facts about how Puiseux pairs behave under blowing up and blowing down.
Given two curves C 1 and C 2 in a surface X and a point r ∈ X, denote with (C 1 · C 2 ) r the local intersection multiplicity of C 1 and C 2 at r. We use the same notation when C 1 and C 2 are just local curve branches rather than curves.
Similarly as above, in the following lemma we allow any pair (a, b) to have a = 1, i.e. we allow cases when the branch is in fact smooth. . Let σ : X → C 2 be the blow-up of C 2 at a point q with exceptional divisor E; let C and B be a local irreducible singular branch and a smooth local branch at q respectively, with strict transforms C and B; let T be a smooth curve branch in X intersecting E transversely. Denote with p the intersection point of C with E.
If C has one Puiseux pair (a, b) at q, then C has a singularity at p of type:
In both cases, (E · C) p = a and ( B · C) p = (B · C) q − a. If C has one Puiseux pair (a, b) at p, then C has a singularity at q of the following type:
The main result of this section is the following: Proposition 8.3. Let C be a (a, b)-unicuspidal curve of genus g and degree d = (a + b)/3 that sweeps the nodal cubic N ; suppose that (a, b) corresponds to ζ = x + y √ 5 ∈ O (in the sense of Definition 7.9). Let f 1 , f 2 be the rational transformations associated to N , and N 1 and N 2 be the associated nodal cubics, as described above. Then:
Proof. Using the previous lemma, it is not hard to follow what happens with a Puiseux pair (a, b) under the blow-ups and blow-downs giving the birational transformations f 1 , f 2 . Notice that we can assume the inequality 2a < b when we consider f 1 and inequality 13a < 2b when we consider f 2 (these are needed to conveniently analyse the occurring blowing ups and blowing downs). In fact, as soon as a + b = 3d, the ratio b/a is larger than φ 4 , which is larger than both 13/2 and 2. In this case, (a, b) is a solution of (6.1), and the corresponding pair (x, y) is a solution of the equation
Notice also that in the third case, i.e. when applying f 2 to a (a, b)-unicuspidal curve with b > 7a, the proof differs slightly according to whether b < 8a or b ≥ 8a; in both cases, however, the final outcome is (b − 7a, 7b − 48a). First, we prove that there exists a smooth local curve branch of degree at most d having local intersection multiplicity 3d with N at its node. To show this, we will work in the affine chart z = 1 of CP 2 . N ⊂ CP 2 has a parametrisation with [t : s] ∈ CP 1 as follows:
Therefore, in the affine chart with coordinates x and y around (0, 0),
is a parametrisation of the horizontal branch of N at its node, mapping t = 0 to the node. For simplicity, while working in this chart, we denote by h the polynomial x 3 + y 3 − xy as well. We claim that there exists a polynomial f d (x, y) of degree d such that it has local intersection multiplicity 3d with N at its node and it is smooth at that point. Set
and notice that these polynomials have the above properties: the order of t in the expansion of f 1 (x(t), y(t)) is 2, and the coefficient of t 2 is 1; and the order of t in the expansion of f 2 (x(t), y(t)) is 5, and the coefficient of t 5 is 1. Let c 1 = c 2 = 1. For n ≥ 3, define recursively the pair (f n , c n ) as follows:
and let c n denote the coefficient of t 3n−1 in the expansion of f n (x(t), y(t)).
Claim 8.6. For any integer n ≥ 1, the following hold:
(1) f n (x, y) is a polynomial of degree n. If the coefficient of x i y j in f n is nonzero, then i + 2j ≡ 2 (mod 3). The coefficient of the monomial y in f n is nonzero.
(2) The order of t in the expansion of f n (x(t), y(t)) is 3n − 1; in particular, c n = 0.
Proof. We prove this by induction on n. Both properties can be easily checked for n = 1, 2. Assume we know the claim for f n−1 and f n−2 , and let's prove it for f n . For an integer m, let Q m (t) be defined by f m (x(t), y(t))/t 3m−1 ; the inductive hypothesis tells us that Q n−1 and Q n−2 are power series satisfying Q n−1 (0) = c n−1 = 0 and Q n−2 (0) = c n−2 = 0.
All the properties in (1) are obvious from the definition; for the non-vanishing of y use the fact that c n−2 = 0.
For (2), write
First, we prove that a m = 0 for m ≤ 3n − 2. As all powers of t in the expansion of x(t) are congruent to 1 (mod 3) and all powers of t in the expansion of y(t) are congruent to 2 (mod 3), using part (1) we immediately get that a m = 0 if m ≡ 2 (mod 3). Therefore, it is enough to show that a m = 0 for m ≡ 2 (mod 3) with m ≤ 3n − 4. From the definition of f n and the inductive hypothesis, we have
where P (t) is the power series associated to (1+ t 3 ) −2 . Therefore, there is indeed no power t m in the above expansion for m ≤ 3n − 4. Assume now that t 3n−1 vanishes as well, i.e. c n = 0. This would mean that f n has local intersection multiplicity at least 3n with the parametrized branch of N , therefore (due to the other branch at the node), intersection multiplicity at least 3n + 1 with the cubic N altogether. As the degree of f n is n, from Bézout's theorem, it follows that h divides f n . But this is impossible, as y has non-zero coefficient in f n ; a contradiction.
Therefore, f n has local intersection multiplicity 3n − 1 with one branch of the node of N , so intersection multiplicity 3n with the node of N altogether.
Thus, we have proved the claim for f n .
Remark 8.7. Numerical evidence indicates that c n is in fact 1 for every n ≥ 1. However, this is not needed in the argument.
In this way, we have proven the existence of a local germ f d with the above properties. We will also denote with f d the homogenisation of the germ. The curve C d = {f d = 0} has degree d, is reduced and it intersects N only at the node with multiplicity 3d. However, it may have singular points away from [0 :
Recall that we have defined two polynomials f 1 and have f 2 of degrees 1 and 2 respectively, whose zero sets are curves that sweep N at the node. Suppose now that d > 2. For a non-negative integer m let g m be the Fermat polynomial g m = x m + y m + z m , defining the Fermat curve {g m = 0}.
Consider the linear pencil generated by f d and h · g d−3 , that is, consider the family of curves Notice also that the intersection multiplicity of both generators of the pencil with N is at least 3d, so for all member of the pencil the intersection multiplicity is at least 3d. In particular, the generic member of the pencil is the curve C we are looking for.
Proof of Theorem 1.7. By Lemma 8.5 we can find a smooth curve C 1 of degree d = k + 1 and genus g = k(k − 1)/2 that sweeps a nodal cubic N .
Notice that, since C 1 is smooth, the 'Puiseux pair' of the singularity at the node is (1, 3k + 2): the second component of the pair is the order of tangency with the other branch of N at its node; this fits together with Definition 8.1.
Define inductively 
Set now C 0 = f 2 (C 1 ). As above, define inductively C j = f 1 (C j−1 ) for j ≥ 1. Then by Proposition 8.3 and the recursive relation for L k n , we see that
As noted in Remark 7.11, if 2g − 1 is a prime congruent to 2 modulo 3, then all solutions of the Pell-type equation (1.2) correspond to the ones listed in Theorem 1.7. Together with Theorem 1.2, this implies that for such genera we have constructed examples corresponding to almost all singularities of 1-unicuspidal curves.
Remark 8.8. Set ζ = (7k + 4) + (3k + 2) √ 5, corresponding to the 'cusp' of C 1 , which is of type (1, 3k + 2). From Proposition 8.3 we see that the curves constructed above correspond to (ζφ 4n ) + for all integers n except −1 and −2.
Example 8.9. Let's consider the case g = 6. According to Remark 8.8, for every n = −1, −2 we constructed a singular genus-6 curve with a cusp of type corresponding to (φ 4n (32 + 14 √ 5)) + ∈ O. Notice that, since g is divisible by 3, the elements (φ 4n+2 (32+14 √ 5)) + , too, correspond to solutions of Equation (1.2). Question 8.10. Is it the case that for almost all n the elements
correspond to the Puiseux pair of a 1-unicuspidal curve C n ?
Observe that, in order to show that, it would be sufficient to find a (a, b)-unicuspidal curve C n that sweeps a nodal cubic N , where (a, b) corresponds to (φ 4n+2 (32 + 14 √ 5)) + , and use the Orevkov trick as in the proof of Theorem 1.7.
Notice also that, since 2g − 1 = 11 is a prime, together with the previous construction, this would realise almost all possible Puiseux pairs for this genus (see Remark 7.11) Example 8.11. Let's consider the case g = 10. As seen in Remark 8.8, we constructed a family of curves, each with a singularity corresponding to (φ 4n (39 + 17 √ 5)) + ∈ O for any n = −1, −2.
Since 2g−1 = 19 is a prime congruent to 1 modulo 3, by Remark 7.11 all the solutions of the Pell equation which can correspond to possible Puiseux pairs are in the set {(ζφ 4n ) + : n ∈ Z}. So we constructed all but finitely many 1-unicuspidal genus 10 curves (up to equisingularity).
Similar arguments apply as soon as g is a triangular number such that 2g −1 is a prime greater than 5. That is, if 2g −1 is congruent to 1 modulo 3, then Theorem 1.7 produces almost all 1-unicuspidal curves of genus g, up to equisingularity.
If, on the other hand, 2g − 1 is congruent to −1 modulo 3, Theorem 1.7 only provides explicit examples of 1-unicuspidal curves corresponding to half of the solutions of Equation 1.2. We have a natural generalisation of Question 8.10 above:
Question 8.12. Let g > 3 be a triangular number such that 2g − 1 is a prime congruent to −1 modulo 3. Is it the case that for almost all coprime solutions (a, b) of Equation 1.2 there exists a (a, b)-unicuspidal curve of genus g? Example 8.13. For g = 1 and g = 3 some unusual things happen, as 2g − 1 is 1 in the first case, and 5 in the second.
If g = 1, we can start with (a, b) = (1, 8) corresponding to ζ = 18 + 8 √ 5. We get that there exist curves corresponding to (ζφ 4n ) + for any n ∈ Z, except n = −1 (yielding ζφ −4 = 3 + √ 5) and n = −2 (yielding ζφ −8 = 3 − √ 5). However, now (ζφ 4n ) + = (ζφ −4(n−3) ) + , so the set of possible Puiseux pairs is indexed by N rather than Z.
If g = 3, we can start with (a, b) = (1, 11) corresponding to ζ = 25 + 11 √ 5. We get that there exist curves corresponding to (ζφ 4n ) + for any n ∈ Z, except n = −1 (yielding ζφ −4 = 5 + √ 5) and n = −2 (yielding ζφ −8 = 10 − 4 √ 5). Now although 5 ≡ −1 modulo 3 and ζφ 2 = 65 + 29 √ 5 (so 3 does not divide y here), we do not get another family of solutions, as ζφ 2 = 65 + 29 √ 5 = ζφ −12 .
Example 8.14. The smallest non-triangular g for which we have infinitely many coprime solutions of the Pell equation is g = 16. By Proposition 7.10, all coprime solutions of Equation 1.2 correspond to (2φ 4n (57 + 25 √ 5)) + , n ∈ Z.
The natural question to ask in this setting is the following:
Question 8.15. Is it the case that for every g, almost all coprime solutions (a, b) of Equation (1.2) are realised by a (a, b)-unicuspidal curve of genus g?
More examples.
In the next two examples, we exhibit 1-unicuspidal genus-g curves for each genus g ≥ 2 (except g = 3). These curves are of minimal degree d min among all curves with the given singularity, but d min is not the minimal degree for which the degree-genus formula (6.1) has a solution. Also, in both cases, a + b is not 3d, thus yielding examples of curves (for infinitely many g) not covered by the identity of Theorem 1.2.
Example 8.16. Consider the projective curve C p defined by the equation
for p ≥ 2, and p not divisible by 3. This is a unicuspidal curve of degree d = p + 3 and genus g = p + 2. The cusp has a torus knot of type (p, p + 3). This local type is always a candidate with d = p + 2 as well; in this case g = 1, but Equation (5.4) obstructs the existence of such curves (set j = 1 and k = 0 and notice that R d+1 = R p+3 = #[0, p + 3) = 2 < 3, as the semigroup is generated by two elements p and p + 3).
Notice that in this case a + b = 2p + 3, while 3d = 3(p + 3).
In fact, for certain local types, Theorem 1.1 can exclude arbitrarily many candidate degrees as well, as the next example shows. Notice that in all the examples above, a + b < 3d. The next example shows that there are infinitely many 1-unicuspidal curves with a + b > 3d as well.
Example 8.19. For any positive integer n > 2, there exists a (3n, 21n + 1)-unicuspidal curve of degree d = 8n and genus (n − 1)(n − 2)/2. To construct such curves, consider a smooth curve of degree n touching a nodal cubic in one single point outside its node (with local intersection multiplicity 3n). By Lemma 8.20 stated below, such curve C n exists. Apply Orevkov's Cremona transformation f associated with this nodal cubic, as described in Subsection 8.1. Then one can check that the curve f (C n ) will have degree and cusp type as described above, therefore, a + b = 24n + 1 > 24n = 3d. Notice that applying f again yields a unicuspidal curve whose singularity has more than one Puiseux pair. The following natural question arises. The same question can be asked for exceptional curves with a+b > 3d and a + b < 3d.
From the proof of Theorem 1.2 and Example 8.16 it follows that the exponent we are looking for is between 1 and 2.
