A derivation of the principal algorithms and an analysis of the performance of the two most important passive location systems for stationary transmitters, hyperbolic location systems and directionfinding location systems, are presented. The concentration ellipse, the circular error probability, and the geometric dilution of precision are defined and related to the location-system and received-signal characteristics. Doppler and other passive location systems are briefly discussed. 
Hyperbolic location systems, often called time difference of arrival (TDOA) systems, locate a transmitter by processing signal arrival-time measurements at three or more stations. The measurements at the various stations are sent to a station that is designated the master station and does the processing. The arrival-time measurements at two stations are combined to produce a relative arrival time that, in the absence of noise and interference, restricts the possible transmitter location to a hyperboloid with the two stations as foci. Transmitter location is estimated from the intersections of three or more independently generated hyperboloids determined from at least four stations. If the transmitter and the stations lie in the same plane, location is estimated from the intersections of two or more hyperbolas determined from three or more stations. Fig. 1 illustrates two hyperbolas, each of which has two branches, derived from measurements at three stations. The two hyperbolas have two points of intersection. The resulting location ambiguity may be resolved by using a priori information about the location, bearing measurements at one or more of the stations, or a fourth station to generate an additional hyperbola. Fig. 2 depicts an aircraft with a direction-finding location system that makes bearing measurements at three different points in its trajectory. The intersection of two bearing lines provides an estimate of the location of the transmitter, which may be on the surface of the Earth or airborne. In the presence of noise, more than two bearing lines will not intersect at a single point. However, the appropriate processing allows an improved estimate of the transmitter position.
The following three sections of this paper present the basic methods of estimation applicable to transmitter location and determine the accuracy of suitable estimators. Sections 5 and 6, respectively, consider passive location systems using arrival-time and bearing measurements. Section 7 summarizes the use of Doppler information. Since the next three sections provide the theoretical framework for the statistical analysis of any passive location system, the reader who is only interested in the applications may wish to omit this material, referring to it as necessary while reading Sections 5-7. Minimization of Q(x) is a reasonable criterion for determination of an estimator even when the additive error cannot be assumed to be Gaussian. In Combining (5) and (6) gives Q(x) = (r -GX)TN-1(rl -Gx) (8) where (3) rl = r -f(xo) + Gxo.
(9) To determine the necessary condition for the estimator x that minimizes Q(x), we calculate the gradient of Q(x), defined by
Oxn (10) and then solve for the x such that VxQ(x) = 0. From its definition, N is a symmetric matrix; that is, NT = N.
Since (N-1)T = (NT)', it follows that (N-)T = N-, which implies that N`is a symmetric matrix. Therefore, V,Q(x) {x=x = 2GTN-Gx -2GTN-1r = 0.
(1 1)
We assume that the matrix GTN-'G is nonsingular. Thus the solution of (11) is 
:X0 Substituting (2) into (12) and rearranging terms, the expression for x can be written in the form Let P denote the covariance matrix of x^. Equation (14) yields
The diagonal elements of P give the variances of the errors in the estimated components of x. Since P is part of the estimator given by (12), one can compute both estimate and covariance simultaneously. If n is zero-mean Gaussian, the maximum likelihood or least squares estimator for the linearized model is the same as the minimum variance unbiased estimator [3] .
The measurement error vector n is assumed to encompass all the contributions to error, including uncertainties in the system or physical parameters, such as the station coordinates or the speed of propagation. If q is a vector of the parameters, then the measurement vector r can often be expressed as r -fl(x,q) + ni denote the assumed value of q. If qo is sufficiently close to q, then a Taylor series expansion yields fl (x,q) -fl(x,qo) + G1(q -qo) (18) where G, is the matrix of derivatives with respect to q evaluated at q0. Equation (2) where K is a constant that determines the size of the ndimensional region enclosed by the surface. In two dimensions, the surface is an ellipse; in three dimensions, it is an ellipsoid; in the general case of n dimensions, it may be considered a hyperellipsoid. Unless P is a diagonal matrix, the principal axes of the hyperellipsoids are not aligned with the coordinate axes. The probability that x lies inside the hyperellipsoid of (22) Since ATA = I and the determinant of the product of matrices is equal to the product of the determinants of the matrices, the determinant of AT, which is the Jacobian of the transformation, is unity. Substituting (28) and (29) into (25) and (26) yields
where F( ) is the gamma function. Therefore, the differential volume between p and p + dp is n TT i1/2 pnl-I dv = + dp 1f(n/2 + 1) (34) (35) (36) and (33) can be reduced to n V For(K) =22(n/2 + 1) J pn1 exp-P2 )dp. (37) For n = 1, 2, and 3, this integral can be expressed in simpler terms:
where the error function is defined by 2
Equation (40) 
A change of coordinates shows that
where VJ(1) is the volume of a unit hypersphere.
Straightforward calculations give V,(l) = 2, V2(1) = TT where the "volumes" are a length and an area, respectively. We define the sets (42) corresponding to probability Pe is defined to be the (42) particular hyperellipsoid for which Pe is the probability that x lies inside it. Thus the concentration ellipsoid is a multidimensional measure of accuracy for an unbiased estimator.
(43)
A scalar measure of estimator accuracy is the rootmean-square error Er, which is defined by
Expanding (51) For n -3, Fubini's theorem for interchanging the order of integrations [5] and a change of coordinates in (42) give
Jdx3 dxn
Equation (43) and further coordinate changes yield 
We can express V1(1) in terms of a compact formula by using the properties of the gamma function: F(t + 1) = tF(t); F(l) = 1; r(l/2) = A/;. We obtain F(n/2 + 1) n = 1, 2,....
Combining (43) and (50) 
the signal velocity is c and if Di is the propagation path length between the transmitter and station i, then Suppose that we seek to estimate both to and the column vector R, with components x, y, and z, that specifies the transmitter position. Equation (76) has the form of (2) with r = t,f(x) = to1 + Dic, n = E, and x = [to x y zIT. For Assuming that n = HE has a Gaussian distribution, (54), (55), (73) , and (100)-(103) give the CEP in terms of the bearing angles and the arrival-time variances. For a fixed deployment of stations, the locus of transmitter positions with a constant value of the CEP can be determined numerically. For this purpose, the equations may be expressed in terms of the Cartesian coordinates by using (98) and it is assumed that the reference point coincides with the transmitter position with negligible error so that Doi = DDi. In Fig. 9 , the stations form a nonlinear array with for cx = 0. Only the first quadrant is displayed because of the symmetry of the loci. Fig. 7 assumes n = 2, which corresponds to free-space propagation. 
VI. LOCATION USING BEARING MEASUREMENTS
The bearing measurements of passive direction-finding systems at two or more stations or points along an aircraft trajectory can be combined by a direction-finding location system to produce an estimate of transmitter position. The transmitted signal may be received at a station by line-ofsight propagation or after atmospheric reflection at a known altitude. A single bearing angle may be measured at each station of the location system. Alternatively, separate azimuth and elevation angle measurements, possibly made by orthogonal interferometers, can be used to determine transmitter position. In the absence of noise and interference, bearing lines from two or more stations will intersect to determine a unique location. In the presence of noise, more than two bearing lines will not intersect at a single point, as illustrated for a planar configuration in Fig. 10 . Consequently, processing is required to determine the optimal position estimate. Let 0i denote the bearing angle measured at station i relative to a baseline in a three-dimensional coordinate system defined so that the x axis is parallel to the baseline, as shown in Fig. 11 . If the coordinates of the station are In Fig. 11 , the azimuth angle X)i is defined in the plane passing through the transmitter and perpendi_ular to the z axis. It is positive in the counterclockwise direction relative to the positive x axis. If the elevation angle p)i of the station relative to the transmitter is known approximately or is estimated by a suitable means, such as a vertical interferometer, then 4)i may be calculated using the geometrical relation cos 0i = cos 4)i cos 4)i (114) which is easily derived from Fig. 11 . If 4ii is sufficiently small, the measured bearing is well approximated by the azimuth, which is defined by
In most applications, the transmitter is known to lie on the surface of the Earth or at a fixed altitude so that z, is known and does not have to be estimated. Equation (1 15) is used in the estimation of the (x,,y,). The use of this equation is equivalent to the representation of the threedimensional problem by a two-dimensional model. In the model, the transmitter and the stations are assumed to lie in the same plane so that the azimuths are identical to the bearings. If the transmitter and the stations actually lie on the Earth's surface, the model is an idealization that neglects the curvature of the surface. Two-dimensional position estimation using bearing information is often called triangulation.
We consider in detail the estimation of the twodimensional column vector R having components x and y. Line-of-sight propagation is assumed. The measured bearing angle X)i and the measurement error ni satisfy 4)i = fi(R) + ni, 3)
In analogy to (89), the GDOP associated with an unbiased estimator and a direction-finding location system is defined as Consider a linear array of three stations with coordinates (0, -L/2), (0,0), and (O,L12). Each station has an interferometer with omnidirectional antennas pointing in the direction of the positive x axis. Let tJ6L denote the value of ur,,i when Doi = L and 0i = 0.
Assuming that CUL, n, and a are identical for all three stations and that the lower bound of inequality (142) concentration ellipses than similarly deployed hyperbolic location systems. This feature may be a significant factor in selecting the appropriate location systems for specific applications.
In Fig. 16 , the stations form a nonlinear array with coordinates (0, -L/2), (-L/2,0), and (O,L/2). A comparison with Fig. 9 indicates that the adverse effect of the nonlinear configuration is usually less for directionfinding systems than for hyperbolic systems. (161) where La is the average transmitted frequency and Di(tj), i, j = 1, 2, is the distance of receiver i from the transmitter at time j. The right-hand sides of ( 160) To accommodate a moving transmitter, the observation interval can be decreased so that the transmitter is nearly stationary during the interval and points on the trajectory can be located. However, decreases in the observation interval eventually lead to unacceptably large estimation errors, and other methods must be adopted. If the trajectory can be described by a low-order polynomial in time and if a sufficient number of stations or measurements are available, it is possible to estimate the coefficients by expanding the dimension of the estimator x. Alternatively, if the differential equations of motion are known, Kalman filters can be used to track the transmitter movement [10, 1 11. However, the implementation complexity of a passive location system with Kalman filters is usually considerably greater than that of a hyperbolic or direction-finding location system for stationary transmitters.
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