This paper focuses on a novel bias-free least squares (BFLS) parameter estimation approach which has recently received attention in the system identi cation and control literature. First the BFLS parameter estimator is derived in a more general setting than in the original works. Then the paper goes to show that any BFLS parameter estimator can be exactly realized in the well-studied class of weighted instrumental-variable (WIV) estimators. The paper also includes a comparative performance study of the unweighted estimators in the BFLS and IV classes.
Introduction
A new approach to parameter estimation of linear time-series and systems has been popularized in a series of recent papers in the systems control literature. See 1]{ 4] and 5]. The subject approach is based on a rather ingenious idea of bias elimination from the least-squares parameter estimator. For easy reference we shall refer to this Bias-Free Least Squares approach by using the abbreviation BFLS.
The present paper rst derives the BFLS parameter estimator in a more general and simpler manner than in the original work (This is done in Section 2). Then it goes to establish the somewhat unexpected result that BFLS is nothing but a member of the class of Weighted Instrumental-Variable (WIV) estimators (Section 3). For general descriptions of and results on the latter class we refer the reader to 5]{ 10]. The paper ends with a numerical study which compares the estimation performance corresponding to the unweighted members of the BFLS and WIV classes.
BFLS parameter estimator
Consider a discrete-time signal or system described by the following so-called pseudo-linear regression equation ( 9] , 10]): y(t) = ' T (t)a + v(t) (2:1) In the above equation: t = 1; 2; 3; : : : is the normalized discrete-time variable; fy(t) and '(t)g t=1;2;::: are observed scalar and, respectively, vector variables; fv(t)g is a noise sequence; the superscript T denotes transposition; and a is the unknown n 1 vector which is to be estimated from the observed samples, fy(t); '(t)g N t=1 (2:2) Hereafter N denotes the number of available data samples, and n = dim(a).
Generally '(t) is correlated with the noise term v(t) in (2.1), E '(t)v(t)] 6 = 0 Let (t) denote a (m + n)-vector which has the following properties.
P1. The last m elements of (t) are uncorrelated with v(t):
where is an unknown n-vector.
P2. There exists a known matrix H, of dimensions (m + n) n, so that '(t) = H T (t); rank(H) = n (2:5) Note that the term? ?1 ^ ^ ] T appearing in the rst equality of equation (2.24) above, is the LS estimate of which is generally biased (whenever 6 = 0).
To proceed, the following additional notation is required: 3 BFLS is a member of the WIV class Let z(t) denote the vector made from the last m elements of (t). Since z(t) is uncorrelated with v(t) by P1 one can get rid of the noise term from equation (2.1) simply by premultiplying (2.1) with z(t) and taking expectation. If we let G denote the following matrix At rst glance, the BFLS estimate of a, (2.28) , and the IV estimate, (3.4), appear to be quite di erent from one another. In spite of this appearance, it is shown in the following thatâ BFLS is nothing but a member of the WIV class, corresponding to a certain choice of the weighting matrix W IV in (3.4). Table 1 . In the paper, the poles and zeros which are well inside the unit circle are called weak while those close to the unit circle strong. It is assumed that N = 4000 samples of the signal have been observed in each case, and the goal is to estimate the AR parameter fa i g 4 i=1 by using both the unweighted BFLS and the unweighted IV estimator (See (3.16) and (3.17) above, respectively). Since the data are not pre ltered, also for the sake of computational simplicity, it follows that the vector (t) is given by According to Theorem 1, the asymptotic covariance ofâ BFLS can be obtained by setting W IV =Ŝ ?T W LSŜ ?1 in (4.3) . In what follows, tr Cov(â)] is used as a synthetic indicator of the statistical accuracy of an estimatorâ of the vector a.
The theoretical accuracy of the BFLS and IV estimators of a has been evaluated, as a function of m, in the cases corrresponding to the ARMA signals introduced previously. The resulting curves are shown in Figure 2 , along with the empirical values of tr Cov(â)] obtained from 100 independent simulation runs. The theoretical asymptotic covariance ofâ was computed by averaging over the covariance matrices obtained from (4.3) in each data realization. There is a rather good agreement between theory and simulations for the case of IV method (except for ARMA1 process). In the case of BFLS method, this agreement is worse. It is more or less acceptable for small values of m. One of the explanations of this fact can be that the number of the data used is not su cient enough for the asymptotic result to hold. One can see that the IV method outperforms the BFLS method in all the cases considered. This is especially clear in the case of ARMA processes with strong poles. In the case of weak poles, the di erence in performance of the methods under discussion is not so severe. SinceB in (.8) is just one of the many solutions to (.9), the IV and the BFLS estimates are special cases of the general estimate (.7). In the following example, another type of BFLS estimate (di erent from (2.28)) is shown to be a special case of (.7).
Example: Another BFLS estimate Consequently, the new BFLS estimate (.14) is another member of the general class of estimates (.7),(.9) introduced previously.
Next, it is shown that the optimally weighted IV estimate has the minimum asymptotic covariance matrix in the general class of estimates (.7), (.9). The asymptotic covariance estimate of the generic estimate (.7) (with a generalB satisfying (.9)) is easily derived as follows. Let However, the inequality (.24) is evidently true and hence the proof that the optimally-weighted IV method is unbeatable in the fairly general class of estimation methods (.7), (.9) is concluded.
