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Introduction
First mathematical approaches to tackle problems in the theory of ho-
mogenization started in the 1960’s, [81, 91, 128, 129]. The problem is the
following: We are given a physical model of something heterogeneous, e.g.
the description of ﬂow in a porous medium or the description of electro-
dynamic behavior of a heterogeneous conductor. Now, to ﬁnd a solution
of the respective equations is very diﬃcult in practice. The reason for
this is that the heterogeneities are likely to occur on a very small scale.
Those heterogeneities go along with rapid oscillations of some coeﬃcients
that are used to describe the physical behavior. Thus, precise (numeri-
cal) computations take a lot of eﬀort or are beyond the capabilities of the
calculating devices. The main interest, however, is the behavior on a com-
paratively large scale. That is why one seeks a replacement for the initial
equations that approximates the behavior of the physical problem. This
replacement can be achieved by performing a limiting process, i.e. letting
the small scale tend to zero. The equations the limiting process leads to
are then often called homogenized equations and the coeﬃcients therein
are called effective coefficients. The aim of this thesis is to give a Hilbert
space approach to homogenization, more insight into the rules of homog-
enization and concrete formulas for computing the eﬀective coeﬃcients.
We will now give a more mathematical description of the homogenization
process:
The ﬁrst question is how the limit »the small scale tends to zero« can be
performed. There are many possibilities to make this precise. One may
let the large scale tend to inﬁnity, while leaving the small scale constant.
ix
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This is done in [44, 107, 45, 76, 145, 85]. We also refer to the monograph
[54]. However, it is also possible to directly perform the limit »the small
scale tends to zero«. We describe the latter using the following easy
example: Let a ∈ L∞(R), a ≧ c > 0 for some c ∈ R and let f ∈ L2(R). A
small scale can occur in the following way: Let a(m) be the multiplication
operator associated with a in L2(R), i.e.
a(m) : L2(R)→ L2(R) : f 7→ (x 7→ a(x)f(x)).
The small scale of the multiplication operator is realized by considering
a(mε ) where ε > 0 is »small«. Equivalently, we may consider a(m·n) where
n ∈ N is »big«. Thus, we consider the following problem for n ∈ N,
a(m · n)un = f, (∗)
where un ∈ L2(R) is chosen suitably. First, we have to understand the
behavior of the sequence (a(m · n))n as n tends to inﬁnity. A known
result about this question states that if a is periodic, the sequence (x 7→
a(x · n))n tends to the integral average over the period in the weak*
topology of L∞(R), cf. [57] Theorem 1.5, [46] Theorem 2.6 or Theorem
2.4.1 in this thesis. In the non-periodic case, we have at least convergence
of a subsequence in the weak* topology of L∞(R), cf. Theorem A.1.8. A
sequence of L∞-elements *-weakly converges if and only if the sequence
of the respective multiplication operators converges in the weak operator
topology of L(L2(R)). Thus, there is no harm in considering (a(m · n))n
in L(L2(R)) instead of (x 7→ a(x · n))n in L∞(R), where the ﬁrst space
is endowed with the weak operator topology and the second one with
the weak* topology. Even by knowing the behavior of (a(m · n))n (at
least for a subsequence), we still have the question of how to perform the
limit in (∗) for n → ∞. What is the behavior of (un)n? For the sake of
simplicity, we may assume a to be periodic on [0, 1], i.e. for every k ∈ Z
and a.e. x ∈ R, we have a(x+ k) = a(x). The periodicity of a implies the
x
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periodicity of 1/a. Thus, we have
un =
1
a(m · n)f ⇀
∫
[0,1]
1
a(x)
dxf (n→∞) weakly in L2(R).
Hence, (un)n weakly converges to the solution u ∈ L2(R) of the equation∫
[0,1]
1
a(x)
dx

−1
u = f.
Note that in general (
∫
[0,1]
1
a(x) dx)
−1 6= ∫[0,1] a(x) dx, cf. Example 2.2.6.
The more general situation of homogenization is more complicated. How-
ever, the reader may keep the above example as a simple reference case
in mind.
The general situation we wish to consider is the following: Given a se-
quence of operators1
(An : D(An) j H → H)n,
acting in a Hilbert space H and a right-hand side f ∈ H. For example,
the operators An can be diﬀerential operators having bounded coeﬃcients
of the form discussed in the above example. For n ∈ N, let un ∈ D(An)
be such that
Anun = f. (∗∗)
Before studying the limit behavior as n tends to inﬁnity, we have to ensure
that un exists, is uniquely determined and its dependence on the data f
is continuous in a suitable sense, in other words (∗∗) is well-posed. Based
on the well-posedness of (∗∗) it is then possible to study homogenization,
i.e. it is possible to study the behavior of An and un as n tends to inﬁnity.
1Note that the following approach also includes multi-scale problems, see e.g. [25, 20,
85, 84].
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The situation we are confronted with is that we know the behavior of
the coeﬃcients of An but a priori we do not know any behavior of the
operators An itself. Moreover, we do not know much about the sequence
(un)n. One may hope that
(i) (An)n converges in a suitable sense to a linear operator A : D(A) j
H → H having a »similar« form as the operators An and
(ii) (un)n converges in some sense to a u ∈ H. In applications, the
convergence of (un)n will be the weak convergence in H.
Furthermore, the respective limits should be such that the equation
Au = f
holds. For particular cases, there are many answers to this question pro-
posed in the literature and numerous notions of convergence satisfy these
requirements.
A popular formal method to study homogenization is the method of
asymptotic expansions, which was ﬁrst used by engineers and physicists,
cf. the survey paper [126] and the references therein. Later on, this method
was properly justiﬁed and is part of a standard textbook on homogeniza-
tion [25], see also the monograph [22]. A method, which is related to
the method of asymptotic expansion, is the one introduced by Nguetseng
and Allaire, see [8, 112]: the so-called two-scale convergence. Starting in
1989, the two-scale convergence technique was very successfully applied to
many problems in mathematical physics, see [33] for the stationary case,
[32, 27, 33] for the non-stationary case with time-independent coeﬃcients
and [33, 50, 49, 51, 144] for the non-stationary case with time-dependent
coeﬃcients. With the two-scale convergence it is also possible to treat
non-linear problems ([28, 33]). See also [33, 107, 108, 109, 15, 30] for pos-
sible generalizations of the two-scale convergence and its dual notion, the
method of unfolding. For the latter, we also refer to [85]. See also [97],
where a guide to the literature on two-scale convergence is attached.
xii
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Tartar and Murat ([131, 106, 136]) introduced H-convergence in order
to study homogenization for elliptic problems. The latter notion helped
to understand homogenization problems not only for elliptic problems
([106, 80, 79, 70, 63, 72]) but also for parabolic ([58]) and hyperbolic
equations ([135]). The study of H-convergence goes along with the main
ingredient the so-called div− curl−lemma or the notion of compensated
compactness, which asserts under which circumstances it is possible to
perform the limit in a product of two weakly converging sequences in an
appropriate topology ([105, 56]). This is a very delicate issue also leading
to so-called H-measures introduced by Tartar ([133]) or microlocal defect
measures introduced by G’erard ([75]), see [73] and the references therein.
See also [40] for H-convergence with a parameter.
Another notion which turned out to be very powerful and is indeed related
to H-convergence is the notion of G-convergence. G-convergence was
introduced by Spagnolo ([128, 129]). The »G« stands for Green’s function
and it can be described via the convergence of the respective Green’s
function for the operators An, i.e. abstractly speaking the convergence of
the inverses of the operators An. A detailed survey on G-convergence can
be found in [151]. For examples and G-convergence techniques, we also
refer to [113, 149, 21, 93, 42, 43, 150, 100, 61, 130, 29, 37]. The latter
references also contain non-linear examples.
If it is possible to write (∗∗) in a variational form, this leads to the notion
of Γ-convergence. This type of homogenization technique is designed for
sequences of positive, not necessarily linear, functionals. Now, the ques-
tion is whether the integrands of the variational functionals are formed
in a way such that the limit exists in a certain sense and whether the
respective limit gives rise to a variational functional. This notion was
developed by De Giorgi and Franzoni in [60]. A short introduction to
this subject may be found in [35] or a more detailed one in [102]. With
Γ-convergence, it is possible to treat (non-linear) elliptic problems, e.g.
[36, 143, 104, 1, 18, 34].
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It is also possible to consider spectral aspects of the sequence of operators
in question ([9, 13]). Considering the respective point spectrum this leads
to the method of Bloch-wave homogenization, see e.g. [10, 11, 12, 54, 55,
53, 145, 14, 38].
The existence of a limit operator A, however, is by far not enough. The
computation of the homogenized operator is another important issue in
homogenization theory, which in general can be very diﬃcult. For ex-
ample, the consideration of H-convergence gives not a completely satis-
fying answer ([46] Theorem 5.10 or [70]). As it can be seen already from
the example above the homogenized problem is in general not unique,
also see [25]. Moreover, even for the case of ordinary diﬀerential equa-
tions it is non-trivial to explicitly derive the homogenized equation, since
the derivation relies on a compactness result using Young measures, see
[134, 132, 95, 96, 88, 87] for the derivation of the homogenized equation
and see [86, 23] for the fundamental theorem of Young, utilized in this
context. A Young measure approach is also possible for partial diﬀerential
equations ([69]) or so-called multi-scale homogenization ([16]).
Another important issue of homogenization theory is the so-called G-
closure ([98, 99, 122, 4]), i.e. given a set of operators, the question is,
whether this set is closed under homogenization.
In this thesis, we want to construct a general framework for linear homog-
enization problems, that allows us to treat a large class of both ordinary
and partial (integro-)diﬀerential equations and systems thereof. In the
case of ordinary (integro-)diﬀerential equations a delay term may be in-
cluded as well. We will not derive a local problem, as it occurs mostly in
the methods mentioned above to derive the homogenized equations, e.g.
[25, 46]. Moreover, we will prove that a certain class of integro-diﬀerential
operators is closed under the homogenization process.
The methods used in this thesis rely on recent developments in the the-
ory of linear partial diﬀerential equations. In [120], it is shown that
many equations in mathematical physics can be handled within a uni-
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ﬁed framework. That is to say, well-posedness results for a large class of
equations in mathematical physics are accessible with a unifying Hilbert
space approach. Simultaneously, a common structure of all the respective
equations can be observed. This class will be referred to as evolutionary
equations. Observing the common structure of those equations helps us
to transfer homogenization to the framework of evolutionary equations.
The thesis is organized as follows. Chapter 1 is devoted to state and prove
results for the solution theory of evolutionary equations. This chapter
sums up the mathematical concepts stated and developed in [120] and
gives full proofs of the respective results. A detailed description of the
shape of material laws occurring in evolutionary equations will be given
in the last part of that chapter. In Chapter 2, we will establish a topology
on material laws and we will give the abstract homogenization results of
(partial) (integro-)diﬀerential equations, which is the main achievement
in this thesis. In this general form those results are entirely new. A
main feature of the method presented in Chapter 2 is that it is possible
to directly compute the eﬀective coeﬃcients (at least, in some periodic
setting) without solving a local problem. In the last chapter, we will
apply the results achieved in Chapter 2. Discussing an ODE example
ﬁrst, we will give a new proof for a result established by Tartar ([134]).
We are able to compute explicitly the integral kernel of the memory term
occurring in the homogenized problem. The second example in Chapter
3 shows how easily our method applies to the rather complicated piezo-
electro-magnetic equations, with non-local-in-time material law.
Without further notice, the underlying scalar ﬁeld of all vector spaces con-
sidered in this thesis is the ﬁeld of complex numbers. Any inner product
is anti-linear in the ﬁrst component.
xv
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1 Solution Theory for
Evolutionary Equations
The main result in this chapter, Theorem 1.4.2, is due to [120]. This chap-
ter serves as a starting point for our approach to homogenization, since we
establish a well-posedness result for evolutionary equations. Using this,
we are in the position to study sequences of evolutionary equations and
sequences of respective solutions. In order to state and prove the well-
posedness result in Section 1.4, we need a couple of deﬁnitions. That is
why we start with a brief repetition of Sobolev lattices in Section 1.1. In
this framework, we will take into account the notion of causality and not
only focus on the conditions of Hadamard, i.e. existence, uniqueness and
continuous dependence on the data see also [121]. Causality will be intro-
duced in Section 1.2. Moreover, the Theorem of Paley-Wiener is stated
and proved. This theorem serves us to characterize causality. A ﬁrst step
to deﬁne evolutionary equations is done in Section 1.3. Furthermore, the
notion of material laws is introduced. This is a very important notion,
since our approach to homogenization is to study the behavior of evolu-
tionary equations under varying material laws, cf. Chapter 2. Section 1.5
gives a representation result on material laws, that asserts that special
types of material laws are convolutions.
1
1 Solution Theory for Evolutionary Equations
1.1 Sobolev Lattices and Examples
The rich structure of Sobolev lattices is intensively used in Chapter 2.
The framework of Sobolev lattices extends the concept of Sobolev chains
to families of linear operators. This can be done via tensor product con-
struction. Thus, the notion of Sobolev lattices combines some results of
Sections B.2 and B.3 in order to generalize the action of more than one
unbounded operator initially deﬁned in the same Hilbert space. In view
of Examples B.3.4 and B.3.18, Sobolev lattices can be seen as an abstract
distribution theory with functions depending on more than one variable.
We focus, however, only on the case of Sobolev lattices of two operators.
See [121, 94, 138] for Sobolev lattices of more than one operator. This
restriction does not cause any harm, since in our situation of evolutionary
equations the time derivative, cf. Example 1.1.6, forms the ﬁrst operator
and the spatial derivatives are summed up in a block operator matrix
which forms the second operator, as we shall see later on, e.g. Example
1.4.6 or [120]. We present the concepts and results given in [121, 117, 138].
Theorem B.3.20 indicates that commuting properties may become impor-
tant if dealing with Sobolev chains. Before we formulate an observation
concerning commutativity of linear operators, we need the following deﬁ-
nition.
Definition. Let A : D(A) j H → H, B : D(B) j H → H be closed,
linear operators such that 0 ∈ ρ(A)∩ρ(B). A and B are called commuting
if A−1B−1 = B−1A−1.
1.1.1 Lemma. Let A : D(A) j H → H, B : D(B) j H → H be
closed, linear operators with 0 ∈ ρ(A) ∩ ρ(B). The following properties
are equivalent:
(i) A and B are commuting,
(ii) B−1A j AB−1 and A−1B j BA−1,
(iii) AB = BA.
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Proof. »(i)⇒(ii)«: The equation
A−1B−1A = B−1A−1A = B−1|D(A)
implies B−1[D(A)] j D(A) and AB−1|D(A) = B−1A. Hence, B−1A j
AB−1. Analogously, we get A−1B j BA−1.
»(ii)⇒(iii)«: Let x ∈ D(BA). Then Ax ∈ D(B) and x = A−1Ax ∈ D(B).
We have
Bx = BA−1Ax = A−1BAx ∈ D(A).
The latter implies ABx = AA−1BAx = BAx. Hence, BA j AB. Analo-
gously, we get AB j BA.
»(iii)⇒(i)«: Let x ∈ H. Then we have A−1B−1x ∈ D(BA) = D(AB)
and
ABA−1B−1x = BAA−1B−1x = x⇒ A−1B−1x = B−1A−1x.
With the theory developed in Section B.2, we have the following very
important example of commuting operators:
1.1.2 Example. Let H1, H2 be Hilbert spaces. Let A : D(A) j H1 →
H1, B : D(B) j H2 → H2 be closed, linear operators such that 0 ∈
ρ(A) ∩ ρ(B). Then A ⊗ IH2 and IH1 ⊗ B are commuting. Indeed, from
Theorem B.2.10 it follows that 0 ∈ ρ(A)∩ρ(B) = ρ(A⊗IH2)∩ρ(IH1⊗B).
Furthermore, we have
(A⊗ IH2)−1 = A−1 ⊗ IH2 and (IH1 ⊗B)−1 = IH1 ⊗B−1.
For (φ, ψ) ∈ H1 ×H2, this yields
(A−1 ⊗ IH2)(IH1 ⊗B−1)(φ⊗ ψ)
= A−1φ⊗B−1ψ = (IH1 ⊗B−1)(A−1 ⊗ IH2)(φ⊗ ψ).
By continuity and linearity of A−1 ⊗ IH2 and IH1 ⊗ B−1, we get the
assertion.
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Definition. Let H,K be Hilbert spaces. Let A : D(A) j H → H,B :
D(B) j K → K be densely deﬁned, closed, linear operators such that
0 ∈ ρ(A)∩ ρ(B) with respective Sobolev chains (Hn(A))n and (Kn(B))n,
see Section B.3. The family
(Hn,k(A,B))(n,k)∈Z2 := (Hn(A)⊗Kk(B))(n,k)∈Z2
is called Sobolev lattice associated with (A,B).
1.1.3 Remarks. (i) The term »lattice« is justiﬁed by identifying the lat-
tice (Z×Z,≦) with ((Hn,k(A,B))(n,k)∈Z2 , ←֓).
(ii) Adopting the notation of Section B.3, we want to deﬁne the extended
operators A−∞ and B−∞ on the whole Sobolev lattice associated
with (A,B). This is done by using tensor products of operators.
With the help of Theorems B.3.8 and B.3.16, we deduce that
(A⊗ I)−∞ :=
⋃
n,k∈Z
Ak ⊗ IKn(B)
is a well-deﬁned operator from
⋃
n,k∈ZHk(A) ⊗ Kn(B) into itself,
where Ak : Hk+1(A) j Hk(A)→ Hk(A) denotes the extension of A
to Hk(A) for all k ∈ Z, cf. Theorem B.3.15. Furthermore, note that,
for n, k ∈ Z, the mapping
Ak ⊗ IKn(B)
= (A⊗ I)−∞ ∩ ((Hk(A)⊗Kn(B))⊕ (Hk(A)⊗Kn(B))) .
is a closed, linear operator. Analogously, we deﬁne the extension
of B. We note that in applications the expressions (A ⊗ I)−∞ and
(I ⊗B)−∞ are denoted by A and B.
Before we look at particular examples, we introduce the Fourier transform:
Definition (Fourier transform). For φ ∈ C∞c (R), we deﬁne F : C∞c (R) j
L2(R)→ L2(R) by
Fφ :=
R ∋ x 7→ 1√
2π
∫
R
e−ixyφ(y) dy
 .
The operator F is called Fourier transform.
4
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1.1.4 Remark. We have that
F : C∞c (R) j L2(R)→ L2(R) : φ 7→ Fφ
is a linear isometry with dense range, cf. [59]. Therefore, we can extend F
to a unitary mapping from L2(R) into L2(R), for which we use the same
symbol. We call F the Fourier transform.
Definition (Exponential weighting function). Let ν ∈ R. For φ ∈
C∞c (R), we deﬁne
exp(−νm)φ := (x 7→ exp(−νx)φ(x)) .
Note that exp(−νm)[C∞c (R)] = C∞c (R). Therefore, we can extend
exp(−νm) : C∞c (R) j L2(R, exp(−2νx) dx)
:= {ψ ∈ L1,loc(R); (x 7→ exp(−νx)ψ(x)) ∈ L2(R)} → L2(R)
to an isometric mapping from L2(R, exp(−2νx) dx) onto L2(R), where
the ﬁrst space is endowed with the norm
|ψ|ν,0 :=
∫
R
|ψ(x)|2 exp(−2νx) dx
 12 .
The inverse of exp(−νm) is given by exp(νm).
1.1.5 Remark. We have that exp(−νm) extends to a unitary mapping.
We may combine the Fourier transform and the exponential weighting
function. This yields the Fourier-Laplace transform: For ν ∈ R, we deﬁne
Lν := F exp(−νm). Note that one can also interpret the Fourier-Laplace
transform as the complex extension of the Fourier transform, i.e. for all
φ ∈ C∞c (R), we have
φˆ(x− iν) := (Fφ)(x− iν) = (F exp(−νm)φ)(x) (x ∈ R).
1.1.6 Example (Time derivative). Let ν > 0. We extend Example B.2.1:
Let ∂ be the operator from Example B.2.1 deﬁned in L2(R), i.e. the closure
of the operator
C∞c (R) j L2(R)→ L2(R) : φ 7→ φ′.
5
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Recall that ∂ is skew-selfadjoint. Furthermore, one can show ([121])
−i∂ = F∗mF ,
where m denotes the multiplication by the argument operator,
m : D(m) := {f ∈ L2(R);x 7→ xf(x) ∈ L2(R)} j L2(R)
→ L2(R) : φ 7→ (x 7→ xφ(x)).
Deﬁne
1
i
∂ν := exp(νm)
1
i
∂ exp(−νm).
Basic Hilbert space theory gives that −i∂ν is self-adjoint in the weighted
Hilbert space L2(R, exp(−2νx) dx), since it is unitarily equivalent to −i∂.
Furthermore, an easy calculation shows that (∂ν + ν)φ = ∂φ for all φ ∈
C∞c (R). The operator ∂ν + ν depends on the choice of ν, but since it
coincides with ∂ on C∞c (R), which is both dense in L2(R, exp(−2νx) dx)
and L2(R) and since C
∞
c (R) is a core for both the operators ∂ν+ν and ∂,
we simply write ∂0 := ∂ν + ν. Nonetheless, we have to keep in mind that
the domain of ∂0 depends on ν. Note that ∂0 is continuously invertible. Its
inverse ∂−10 has norm less than or equal 1/ν. We are now in the position
to deﬁne the Sobolev chain associated with ∂0, for which we write
(Hν,k)k∈Z := (Hk(∂0))k∈Z = (Hk(∂ν + ν))k∈Z.
1.1.7 Remark. Let ν > 0, t ∈ R. For φ ∈ C∞c (R), an easy calculation
shows that
∂−10 φ(t) =
t∫
−∞
φ(ξ) dξ.
1.1.8 Example. Let ν > 0. The operator
im : D(m) j L2(R)→ L2(R) : f 7→ (x 7→ ixf(x))
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is skew-selfadjoint. Hence, we have 0 ∈ ρ(im+ ν). We may construct the
Sobolev chain associated with im+ ν. Since C∞c (R) is dense in L2(R) =
H0(im + ν), it is dense in Hk(im + ν) for all k ∈ Z, cf. Theorem B.3.8.
Thus, we have that Hk(im+ ν) is the completion of C
∞
c (R) with respect
to the norm φ 7→ ∣∣(im+ ν)kφ∣∣
L2(R)
. Hence,
Hk(im+ ν) = {f ∈ L1,loc(R);
∫
R
|ix+ ν|2k |f(x)|2 dx <∞}
=: L2(R; (ix+ ν)
2k dx).
We deﬁne for k ∈ Z and f ∈ Hk(im+ ν), g ∈ H−k(im+ ν)
〈f, g〉H0(im+ν) :=
∫
R
f(x)∗g(x) dx.
The latter is well-deﬁned. Indeed, the Cauchy-Schwartz inequality implies∫
R
|f(x)| |g(x)| dx
2
=
∫
R
∣∣∣f(x)(ix+ ν)k∣∣∣ ∣∣∣(ix+ ν)−kg(x)∣∣∣ dx
2
≦
∫
R
|f(x)|2 |ix+ ν|2k dx
∫
R
|g(x)|2 |(ix+ ν)|−2k dx.
1.1.9 Remark. Since ∂0 and im+ ν are unitarily equivalent (see Example
1.1.6), we may extend the Fourier-Laplace transform Lν unitarily to the
extent of both Sobolev chains (Hν,k)k and (Hk(im + ν))k, as it is done
in Remark B.3.21. Moreover, we will extend L∗ν in the same way. We
will use the same name for the respective extensions. With this, we may
deﬁne for k ∈ Z and f ∈ Hk(∂0), g ∈ H−k(∂0):
〈f, g〉Hν,0 := 〈Lνf,Lνg〉H0(im+ν).
As we have seen, the spaces of the Sobolev chain associated with im+ ν
contain (equivalence classes of) proper functions. We now give a promi-
nent example that the latter fact does not hold for (Hν,k)k.
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1.1.10 Example (Dirac-distribution). Let ν > 0. We deﬁne δ0 :=
(
√
2π)−1L∗ν 1 ∈ Hν,−1. For φ ∈ C∞c (R), we have
〈δ0, φ〉 =〈 1√
2π
L∗ν 1, φ〉
=
1√
2π
〈1,Lνφ〉
=
1√
2π
∫
R
φˆ(y − iν) dy
=
1√
2π
e0ν
∫
R
ei0yφˆ(y − iν) dy
=L∗ν(φˆ(· − iν))(0) = φ(0).
The next example is the abstract version of Example B.2.1 and thus, the
respective Sobolev chain forms an abstract version of the Sobolev chain
described in the consecutively constructed Examples B.3.4, B.3.7, B.3.10,
B.3.12 and B.3.18. In [120], it is shown that this operator appropriately
models the spatial derivatives in some evolutionary equation, see Exam-
ples 1.4.6 and 1.4.8 or Section 3.2.
1.1.11 Example (Skew-selfadjoint operator). Let H be a Hilbert space,
and let A : D(A) j H → H be a skew-selfadjoint operator. Then ±1 ∈
ρ(A), see A.2.5. We consider the Sobolev chain associated with A+1 and
abbreviate Hk,A := Hk(A+ 1) for all k ∈ Z.
Finally, we may deﬁne the Sobolev lattice in which we want to describe
evolutionary equations.
1.1.12 Example (Sobolev lattice). Following Examples 1.1.6 and 1.1.11,
we give our main example for a Sobolev lattice: Let H be a Hilbert space.
Let A : D(A) j H → H be a skew-selfadjoint operator and ν > 0. The
family (Hn,k(∂0, A))n,k∈Z = (Hν,n⊗Hk,A)n,k∈Z is a Sobolev lattice. Note
that the operators ∂0 and A are interpreted as a union of tensor products
of operators in the sense of Remark 1.1.3(ii).
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1.2 Causality and the Theorem of Paley-Wiener
Basically, the notion of causality expresses a certain behavior of the so-
lution, it says that the solution is zero as long as the right hand side is.
Making this precise and giving a method to prove causality this is the
aim of this section. The method of proof is provided by the Theorem of
Paley-Wiener.
Definition (Time support). Let H be a Hilbert space and let f be a
linear functional from C∞c (R)
a⊗ H to C. For Ω j R open, we deﬁne
f |Ω = 0 :⇐⇒ ∀φ ∈ C∞c (R), ψ ∈ H : sptφ j Ω⇒ f(φ⊗ ψ) = 0.
The time support spt0 f of f is given by
spt0 f := R \
⋃
{Ω j R; Ω open, f |Ω = 0}.
1.2.1 Remark. Let ν ∈ R, g ∈ Hν,0 ⊗H. spt0 g is to be understood with
the help of the identiﬁcation
g : C∞c (R)
a⊗ H → C : φ 7→ 〈g, φ〉ν,0.
Having deﬁned the time-support, we deﬁne causality for mappings from
Hν,0 ⊗H into itself, where H denotes a Hilbert space.
We state the deﬁnition of causality given in [89].
Definition (Causality). Let ν > 0, H be a Hilbert space. A mapping
W : D(W ) j Hν,0 ⊗H → Hν,0 ⊗H is called causal if for all φ ∈ D(W )
the following holds true
∀a ∈ R : 1(−∞,a)(m)W (φ) = 1(−∞,a)(m)W (1(−∞,a)(m)φ).
1.2.2 Remarks. (i) In particular, it follows that 1(−∞,a)(m)[D(W )] j
D(W ), for any causal mapping W as it was already noted in [89].
(ii) The reason why we gave this deﬁnition of causality is that it is
independent of linearity or continuity of the operator W . Moreover,
it is formulated in a strictly operator theoretic language.
9
1 Solution Theory for Evolutionary Equations
In view of the last remark, we may, however, give the following criterion
for causal mappings W ∈ L(Hν,0 ⊗H).
1.2.3 Lemma. Let ν > 0, H be a Hilbert space and W ∈ L(Hν,0 ⊗H).
The following statements are equivalent:
(i) W is causal;
(ii) for all g ∈ Hν,0 ⊗H, we have
inf spt0 g ≦ inf spt0W (g);
(iii) for all g ∈ C∞c (R)
a⊗ H, we have
inf spt0 g ≦ inf spt0W (g).
Proof. »(i)⇒(ii)«: Let g ∈ Hν,0 ⊗ H, a := inf spt0 g. Without loss of
generality we may assume that −∞ < a <∞. We have2 1[a,∞)(m)g = g.
Hence, by assumption,
1(−∞,a)(m)W (g) = 1(−∞,a)(m)W (1[a,∞)(m)g)
= 1(−∞,a)(m)W ((1R(m)− 1(−∞,a)(m))g)
= 1(−∞,a)(m)(W (g)−W (1(−∞,a)(m))g) = 0.
Thus, inf spt0W (g) ≧ a.
»(ii)⇒(iii)«: Trivial.
»(iii)⇒(i)«: Let g ∈ Hν,0 ⊗ H, a ∈ R. Choose a sequence (gn)n in
C∞c (R)
a⊗ H such that gn → g in Hν,0 ⊗ H as n → ∞. For n ∈ N, we
may choose φn, ψn ∈ C∞c (R) such that
φn(x) =
1, −n+ 1n ≦ x ≦ a− 1n ,0, x ≦ −n ∨ x ≧ a,
ψn(x) =
1, a ≦ x ≦ n− 1n ,0, x ≧ n ∨ x ≦ a− 1n ,
2Recall (Φ(m)φ)(x) = Φ(x)φ(x) for x ∈ R, φ ∈ C∞c (R),Φ ∈ L∞(R). We may identify
Φ(m) ∈ L(Hν,0) with Φ(m)⊗ IH .
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with 0 ≦ φn ≦ 1, 0 ≦ ψn ≦ 1. We have for n, k ∈ N
inf spt0 φn(m)gk ≦ a−
1
n
≦ inf spt0 ψn(m)gk ≦ inf spt0W (ψn(m)gk).
Thus, for n→∞ and by continuity of W , we have for all k ∈ N
inf spt0 1(−∞,a)(m)gk ≦ a ≦ inf spt0W (1[a,∞)(m)gk).
Hence, for k →∞
inf spt0 1(−∞,a)(m)g ≦ a ≦ inf spt0W (1[a,∞)(m)g).
Consequently, 1(−∞,a)(m)W (1[a,∞)(m)g) = 0.
1.2.4 Remark. The Condition (iii) in the above lemma serves as a deﬁni-
tion for causality in [120].
From Lemma 1.2.3, we see that a characterization of functions with time
support bounded below is useful in order to show causality. The desired
characterization is provided by the Paley-Wiener Theorem 1.2.5. Before
we turn to the prove, we introduce the Hardy-Lebesgue space.
Definition. The vector space
HL := {f : R− iR>0 → C; f analytic,
f(· − iε) ∈ L2(R) (ε > 0), sup
ε>0
|f(· − iε)|L2(R) <∞}
equipped with the norm
HL ∋ f 7→ sup
ε>0
|f(· − iε)|L2(R)
is called Hardy-Lebesgue space.
Analogously to [120], we slightly rephrase the concepts and results of
[148, 115]. Furthermore, we give a full proof of the theorem of Paley-
Wiener in the form given below, which is adopted from the proof in [148]
and [116], with some minor changes. A proof of the following theorem
may also be found in [124].
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1.2.5 Theorem (Paley-Wiener). The mapping
P : L2(R>0)→ HL : f 7→ (z 7→ L− Im zf(Re z))
is an isometric isomorphism. Furthermore, its inverse is given by
W : HL→ L2(R>0) : f 7→ L∗0 lim
ε→0+
(R ∋ x 7→ f(x− iε)),
where the limit is taken in L2(R).
Proof. P is well-defined and isometric: Let f ∈ L2(R>0). Deﬁne
g := (R− iR>0 ∋ z 7→ L− Im zf(Re z) ∈ C).
The latter is well-deﬁned. Indeed, for λ ∈ R, ε > 0, we have
g(λ− iε) =(Lεf)(λ)
=(F exp(−εm)f)(λ)
=
1√
2π
∞∫
0
e−iλse−εsf(s) ds,
1R>0 exp(−ε·) ∈ L2(R) and f ∈ L2(R>0) imply e−εmf ∈ L1(R>0) and
so the mapping e−iλme−εmf lies in L1(R>0). Furthermore, the above
calculation reveals, for z ∈ R− iR>0,
g(z) =
1√
2π
∞∫
0
e−izsf(s) ds.
For ε > 0, z ∈ R−iR>ε and h ∈ BC(0, ε/2)\{0}, the mean-value theorem
implies for all s > 0:∣∣∣∣1h(exp(−i(z + h)s)− exp(−izs))
∣∣∣∣ ≦ s exp(−ε2s).
Note that (s 7→ 1R>0(s)s exp(− ε2s)) ∈ L2(R>0) (ε > 0). This implies,
using Lebesgue’s dominated convergence theorem,
g′(z) =
1√
2π
∞∫
0
(−is) exp(−izs)f(s) ds.
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Hence, g is analytic. For ε > 0, we compute
|g(· − iε)|L2(R) = |F exp(−εm)f |L2(R)
= |exp(−εm)f |L2(R) ≦ |f |L2(R) .
Thus, g ∈ HL. The latter inequality also implies, using Lebesgue’s dom-
inated convergence theorem again,
exp(−εm)f ε→0+−→ f.
Hence, P is isometric.
W is well-defined: Let g ∈ HL. Let (εn)n be a sequence in R>0 tending
to zero as n→∞. By deﬁnition, we have
|g(· − iεn)|L2(R) ≦ |g|HL (n ∈ N).
Choose a subsequence of (εn)n, for which we use the same name, such
that (g(· − iεn))n weakly converges in L2(R). Deﬁne
F := lim
n→∞
g(· − iεn).
In the next step, we show the following formula: For z ∈ C with Im z 6= 0,
we have
1
2πi
∫
R
F (x)
z − x dx = g˜(z) :=
g(z), Im z < 0,0, Im z > 0. (1.1)
For x ∈ R, t > 0, we deﬁne G(x, t) := g(x− it). Let δ > 0. The mapping
(x 7→ ∫ δ0 |G(x, t)|2 dt) lies in L1(R). Indeed, using Tonelli’s theorem, we
have ∫
R
δ∫
0
|G(x, t)|2 dt dx =
δ∫
0
∫
R
|G(x, t)|2 dx dt
=
δ∫
0
∫
R
|g(x− it)|2 dx dt
≦ |g|2
HL
δ.
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Hence,
∫
R\[−N,N ]
δ∫
0
|G(x, t)|2 dt dx N→∞−→ 0.
The latter implies
∀δ > 0 ∀γ > 0 ∀N ∈ N ∃x, y ∈ R>N :
max

δ∫
0
|G(x, t)|2 dt,
δ∫
0
|G(−y, t)|2 dt
 ≦ γ. (1.2)
Let z ∈ C\{ζ ∈ C; Im ζ = 0}. Let t1, t2 > 0 be so such that t1 < |Im z| /2
and |Im z| < t2. By (1.2), there are sequences (xk)k and (yk)k in R>0
with xk, yk
k→∞−→ ∞ such that
t2∫
0
|G(xk, t)|2 dt,
t2∫
0
|G(−yk, t)|2 dt k→∞−→ 0.
Assume k0 ∈ N such that
−yk < Re z < xk (k ≧ k0).
For k ≧ k0, we deﬁne Γk to be the sum of the paths
[t1, t2] ∋ t 7→ −yk − it, [−yk, xk] ∋ x 7→ x− it2,
[−t2,−t1] ∋ t 7→ xk + it, [−xk, yk] ∋ x 7→ −x− it1.
Note that Γk is a closed rectangular. Therefore, Cauchy’s integral theorem
implies for k ≧ k0
g˜(z) =
1
2πi
∫
Γk
g(ζ)
ζ − z dζ.
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For k ≧ k0, this implies
g˜(z) =
1
2πi
∫
Γk
g(ζ)
ζ − z dζ
=− 1
2π
t2∫
t1
G(−yk, t)
−yk − it− z dt+
1
2πi
xk∫
−yk
G(x, t2)
x− it2 − z dx
+
1
2π
−t1∫
−t2
G(xk,−t)
xk + it− z dt−
1
2πi
yk∫
−xk
G(−x, t1)
−x− it1 − z dx.
(1.3)
We want to let k → ∞ in the above equation. In order to do this, we
investigate the ﬁrst two terms on the right-hand side. The other two terms
are dealt with similarly. For k ≧ k0, we have
 1
2π
t2∫
t1
|G(−yk, t)|
|yk + it+ z| dt
2
≦
1
4π2
t2∫
0
|G(−yk, t)|2 dt
t2∫
t1
1
|yk + it+ z|2
dt
k→∞−→ 0,
and, by dominated convergence,
1
2πi
xk∫
−yk
G(x, t2)
x− it2 − z dx
k→∞−→ 1
2πi
∞∫
−∞
G(x, t2)
x− it2 − z dx.
This yields, letting k →∞ in (1.3),
g˜(z) =
1
2πi
∞∫
−∞
G(x, t2)
x− it2 − z dx−
1
2πi
∞∫
−∞
G(−x, t1)
−x− it1 − z dx. (1.4)
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Since
∣∣∣∣∣∣ 12πi
∫
R
G(x, t2)
x− it2 − z dx
∣∣∣∣∣∣
2
≦
1
4π2
∫
R
|g(x− it2)|√
(t2 + Im z)2 + (x− Re z)2
dx
2
≦
1
4π2
∫
R
1
(t2 + Im z)2 + x2
dx
∫
R
|g(x− it2)|2 dx
≦
1
4π2(t2 + Im z)
∫
R
1
1 + u2
du |g|2
HL
=
1
4π(t2 + Im z)
|g|2
HL
,
we may let t2 →∞ in (1.4). Hence,
g˜(z) =
1
2πi
∫
R
G(x, t1)
z − x+ it1 dx.
Furthermore, we have
∫
R
G(x, t1)
z − x+ it1 dx =
∫
R
(
1
z∗ − x− it1
)∗
G(x, t1) dx
=
∫
R
(
1
z∗ − x
)∗
G(x, t1) dx
+
∫
R
(
1
z∗ − x− it1 −
1
z∗ − x
)∗
G(x, t1) dx.
(1.5)
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We can estimate the second term on the right-hand side of (1.5) as follows∣∣∣∣∣∣
∫
R
(
1
z∗ − x− it1 −
1
z∗ − x
)∗
G(x, t1) dx
∣∣∣∣∣∣
2
≦ |g|2
HL
∫
R
∣∣∣∣( 1z∗ − x− it1 − 1z∗ − x
)∣∣∣∣2 dx
≦ |g|2
HL
∫
R
(
t1
|z∗ − x− it1| |z∗ − x|
)2
dx
≦ |g|2
HL
t21
∫
R
1
((Im z/2)2 + x2)((Im z)2 + x2)
dx.
We deduce that if t1 → 0, then the second term of the right-hand side of
(1.5) tends to 0. Replacing t1 by (εn)n, we conclude
1
2πi
∫
R
F (x)
z − x dx =
1
2πi
〈
1
z∗ − · , F
〉
=
1
2πi
lim
n→∞
〈
1
z∗ − · , g(· − iεn)
〉
=
1
2πi
lim
n→∞
∫
R
(
1
z∗ − x
)∗
G(x, εn) dx = g˜(z).
This is the claimed Equality (1.1).
We show that F∗F ∈ L2(R>0). One easily veriﬁes that
F
(
1√
2π
1R<0 exp(iz
∗·)
)
(x) =
1
2πi
1
z∗ − x
holds (z ∈ {ζ ∈ C; Im ζ > 0}, x ∈ R). Hence,(
1
2πi
F∗ 1
z∗ − ·
)
(x) =
1√
2π
1R<0(x) exp(iz
∗x)
=
1√
2π
1R<0(x) exp(iRe zx) exp(Im zx)
for all z ∈ {ζ ∈ C; Im ζ > 0} and x ∈ R. Using (1.1), we get for z ∈ C
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with Im z > 0:
0 =
〈
1
2πi
1
z∗ − · , F
〉
=
〈
1
2πi
F∗ 1
z∗ − · ,F
∗F
〉
=
〈
1√
2π
1R<0 exp(i(·)Re z) exp((·) Im z),F∗F
〉
=
1√
2π
∫
R<0
e−ixRe zex Im z(F∗F )(x) dx.
Hence, for all y > 0,
0 = F(exp(my)1R<0(m)F∗F )
Thus, 1R<0(m)F∗F = 0 and F∗F ∈ L2(R>0). Now, we prove that
g(· − iε) ε→0+−→ F in L2(R).
Let z ∈ C with Im z < 0. Using (1.1), we get
g(z) =
1
2πi
∫
R
F (x)
z − x dx+
1
2πi
∫
R
F (x)
x− z∗ dx
=
1
2πi
∫
R
(−F (x))x− z
∗ + z − x
|z − x|2 dx
=
Im z
π
∫
R
−F (x)
(Re z − x)2 + (Im z)2 dx
=− Im z
π
∫
R
F (x+Re z)
x2 + (Im z)2
dx.
Note that
− Im z
π
∫
R
1
x2 + (Im z)2
dx = 1.
This implies for a.e. x ∈ R and for ε > 0
|g(x− iε)− F (x)| ≦ ε
π
∫
R
|F (s+ x)− F (x)|
s2 + ε2
ds.
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Integrating the square of the latter inequality over R and deﬁning τ(s) :=∫
R
|F (s+ x)− F (x)|2 dx for all s ∈ R, we get∫
R
|g(x− iε)− F (x)|2 dx
≦
ε2
π2
∫
R
∫
R
|F (s+ x)− F (x)|
(s2 + ε2)
1
2
+ 1
2
ds
2 dx
≦
ε2
π2
∫
R
∫
R
1
s2 + ε2
ds
∫
R
|F (s+ x)− F (x)|2
s2 + ε2
ds dx
=
ε
π
∫
R
∫
R
|F (s+ x)− F (x)|2
s2 + ε2
ds dx
=
ε
π
∫
R
τ(s)
s2 + ε2
ds.
Since the map R→ L2(R) : s 7→ F (·+ s) is continuous, we have τ(s)→ 0
as s→ 0. Moreover, we have 0 ≦ τ(s) ≦ 4 |F |2L2(R) (s ∈ R). Observe that
for ε > 0, we have
ε
π
∫
R
τ(s)
s2 + ε2
ds =
1
π
∫
R
τ(εt)
1 + t2
dt
ε→0+−→ 0,
by dominated convergence.
W is injective: Since F is L2(R)-isometric and W is linear, it suﬃces to
show the following implication for g ∈ HL
lim
ε→0+
|g(· − iε)|L2(R) = 0⇒ g = 0.
Let g ∈ HL such that limε→0+ |g(· − iε)|L2(R) = 0. Using (1.1), we deduce
for z ∈ R− iR>0
g(z) =
∫
R
limε→0+ g(x− iε)
z − x dx = 0.
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P is bijective: Let f ∈ L2(R>0). Then we have
WPf =W(R− iR>0 ∋ λ− iε 7→ Lεf(λ))
=F∗( lim
ε→0+
Lεf)
= lim
ε→0+
F∗F exp(−εm)f
= lim
ε→0+
exp(−εm)f = f,
where we used Lebesgue’s dominated convergence theorem for the last
equality. This implies WP = IL2(R>0). Let now be g ∈ HL. This implies
Wg =WPWg.
Since W is injective, the assertion follows.
From Theorem 1.2.5, we have the following immediate corollary.
1.2.6 Corollary. Let H be a Hilbert space. The Hardy-Lebesgue space
HL is a Hilbert space, if endowed with the scalar product
HL×HL ∋ (φ, ψ) 7→ 〈Wφ,Wψ〉L2(R) ∈ C.
The operator P is unitary and we have P∗ =W. Furthermore, P ⊗ IH is
unitary and we have (P ⊗ IH)∗ =W ⊗ IH .
Proof. This is an immediate consequence of Theorems 1.2.5, B.2.10 and
B.2.9.
1.3 Material Laws and Evolutionary Expressions
Theorem 1.2.5 features a connection between causality and analyticity.
Therefore, if a mapping is causal, one might also expect some analytic-
ity properties. This expectation motivates the assumptions made in the
following deﬁnition of material laws. Material laws will form the pro-
totype of causal mappings and the central concept of this thesis, as we
20
1.3 Material Laws and Evolutionary Expressions
shall see later. We need the notion of material laws to deﬁne evolutionary
equations and to formulate the respective limiting processes in the next
chapter. The term material law is motivated by the considerations in
[120]. This will become more clear in the sequel, when we discuss some
examples.
Definition (Material laws). LetH1, H2 be Hilbert spaces, r, c > 0, E j C
open. By M(E,H1, H2), we denote the set of all bounded and analytic
mappings
M : E → L(H1, H2).
If H1 = H2, we simply write M(E,H1). A map M ∈ M(BC(r, r), H1) is
called (c)-material law if for all z ∈ BC(r, r) we have
Re z−1M(z) ≧ c.
The set of all (c)-material laws is denoted by
Mc(BC(r, r), H1) := {M : BC(r, r)→ L(H1);M (c)-material law}.
A subset B jM(E,H1, H2) is called bounded if
sup{‖M(z)‖H1→H2 ; z ∈ E,M ∈ B} <∞.
A sequence (Mn)n∈N in M(E,H1, H2) is called bounded if {Mn;n ∈ N}
is a bounded subset of M(E,H1, H2).
Definition. Let H be a Hilbert space, ν > 0, r > 1/(2ν). For M ∈
M(B(r, r), H), we deﬁne the following functional calculus3 for the oper-
ator ∂−10 in Hν,0 ⊗ H, via the vector-valued Fourier-Laplace transform
Lν := Lν ⊗ IH :
M(∂−10 ) := L
∗
νM
(
1
im+ ν
)
Lν .
3Note that 1
im+ν
has the following operator-valued functional calculus: For φ ∈
L2(R)⊗H, we have
M
(
1
im+ ν
)
φ =
(
x 7→M
(
1
ix+ ν
)
φ(x)
)
.
Here it is important to observe that B(r, r) → iR +R>1/(2r) : z 7→ z
−1 is homeo-
morphic.
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An important example of analytic functions of ∂−10 is the time shift.
1.3.1 Example. Let h ∈ R, ν > 0. Deﬁne the time shift
τh := L
∗
ν exp(h(im+ ν))Lν .
For φ ∈ C∞c (R)
a⊗ H we have:
τhφ = L
∗
ν exp(h(im+ ν))Lνφ
= L∗ν exp(h(im+ ν))
x 7→ 1√
2π
∫
R
e−ixye−νyφ(y) dy

= L∗ν
x 7→ 1√
2π
∫
R
eixh+hνe−ixye−νyφ(y) dy

= L∗ν
x 7→ 1√
2π
∫
R
e−ix(y−h)e−ν(y−h)φ(y) dy

= L∗ν
x 7→ 1√
2π
∫
R
e−ixye−νyφ(y + h) dy

= φ(·+ h).
We also see that M(∂−10 )τh = τhM(∂
−1
0 ) for all the mappings M ∈
M(B(r, r), H). Note that for negative values of h, we have
τh ∈M(B(r, r), H), where r > 1/(2ν). For h < 0, the operator τh is also
called delay operator.
We will now show that material laws are causal.
1.3.2 Lemma. Let r > 0 and let M ∈ M(B(r, r), H). For ν > 1/(2r),
the operator
M(∂−10 ) : Hν,0 ⊗H → Hν,0 ⊗H
is continuous and causal. The equation
∂−10 M(∂
−1
0 ) = M(∂
−1
0 )∂
−1
0
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holds true. Moreover, for µ ≧ ν and g ∈ Hν,0 ⊗H ∩Hµ,0 ⊗H, we have
L
∗
νM
(
1
im+ ν
)
Lνg = L
∗
µM
(
1
im+ µ
)
Lµg (1.6)
Proof. Let ν > 1/(2r). For f ∈ Hν,0 ⊗H, we have∣∣M(∂−10 )f ∣∣Hν,0⊗H =
∣∣∣∣L∗νM ( 1im+ ν
)
Lνf
∣∣∣∣
Hν,0⊗H
=
∣∣∣∣M ( 1im+ ν
)
Lνf
∣∣∣∣
L2(R)⊗H
≦ sup
z∈B(r,r)
‖M(z)‖ |Lνf |L2(R)⊗H
= sup
z∈B(r,r)
‖M(z)‖ |f |Hν,0⊗H .
Let h ∈ R. With the help of Example 1.3.1, i.e. the equation τhM(∂−10 ) =
M(∂−10 )τh, and Lemma 1.2.3, it suﬃces to prove causality for functions
f ∈ C∞c (R)
a⊗ H such that
inf spt0 f = 0.
We have (P ⊗ IH)(exp(−νm)f) = (R − iR>0 ∋ z 7→ Lν−Im zf(Re z)) ∈
HL⊗H. The map
R− iR>0 ∋ z 7→M
(
1
iRe z + ν − Im z
)
(Lν−Im zf)(Re z)
lies inHL⊗H, sinceM is analytic and bounded. This implies, by Theorem
1.2.5, that
L
∗
0
(
R ∋ t 7→M
(
1
it+ ν
)
(Lνf)(t)
)
is an element of L2(R>0)⊗H. Thus,
M(∂−10 )f = L
∗
νM
(
1
im+ ν
)
Lνf
= exp(νm)L∗0M
(
1
im+ ν
)
Lνf ∈ Hν,0 ⊗H
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and inf spt0M(∂
−1
0 )f ≧ 0.
Now, we show ∂−10 M(∂
−1
0 ) = M(∂
−1
0 )∂
−1
0 . Let f ∈ C∞c (R)
a⊗ H. We
have
∂−10 M(∂
−1
0 )f = L
∗
ν
(
1
im+ ν
⊗ IH
)
LνL
∗
νM
(
1
im+ ν
)
Lνf
= L∗ν
(
1
im+ ν
⊗ IH
)
M
(
1
im+ ν
)
Lνf
= L∗ν
(
t 7→
(
1
it+ ν
)
M
(
1
it+ ν
)
(Lνf)(t)
)
= L∗ν
(
t 7→M
(
1
it+ ν
)(
1
it+ ν
)
(Lνf)(t)
)
= L∗νM
(
1
im+ ν
)(
1
im+ ν
⊗ IH
)
Lνf
= M(∂−10 )∂
−1
0 f.
Moreover, deﬁne Tν := L
∗
νM
(
1
im+ν
)
Lν , Tµ := L
∗
µM
(
1
im+µ
)
Lµ and
ν0 := 1/(2r). For φ ∈ L2(R>0)⊗H and ε > 0 we write φˆ(·−iε) := Lεφ(·).
Observe that L∗εφˆ(· − iε) = φ holds for all φ ∈ L2(R>0) and ε > 0.
We ﬁrst prove (1.6) for g ∈ C∞c (R)
a⊗ H with inf spt0 g ≧ 0: We have
that
R− iR>0 ∋ x− iξ 7→gˆ(x− iξ − iν0)
=
1√
2π
∫
spt0 g
e−ixy−(ξ+ν0)yg(y) dy
lies in HL⊗H. Since M is bounded and analytic we conclude
Φ :=
(
R− iR>0 ∋x− iξ 7→
M
(
1
i(x− iξ) + ν0
)
gˆ(x− iξ − iν0)
)
∈ HL⊗H.
By the corollary of the Paley-Wiener theorem 1.2.6, we deduce the exis-
tence of ψ ∈ L2(R>0)⊗H such that for all x− iξ ∈ R− iR>0
Φ(x− iξ) = ψˆ(x− iξ).
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For ε1 := ν − ν0, ε2 := µ− ν0 the equation
L
∗
ε1ψˆ(· − iε1) = ψ = L∗ε2ψˆ(· − iε2)
holds true. Since
L
∗
ε1ψˆ(· − iε1) = L∗ε1Φ(· − iε1) = L∗ν−ν0M
(
1
im+ ν
)
gˆ(m− iν),
Equation (1.6) holds true for g ∈ C∞c (R)
a⊗ H with inf spt0 g ≧ 0. Now,
we may only assume g ∈ Hν,0 ⊗ H such that inf spt0 g > −∞. Take a
sequence (gn)n in C
∞
c (R)
a⊗ H such that inf spt0 gn ≧ inf spt0 g−1/n and
gn → g in Hν,0⊗H as n→∞. In particular, we have gn → g in Hµ,0⊗H
as n→∞. Observe that by causality of Tν , we have
inf spt0(Tνg) ≧ inf spt0 g > −∞.
Hence, Tνg ∈ Hµ,0 ⊗H. For n ∈ N, it holds (use time-translation invari-
ance, see Example 1.3.1)
Tνgn = Tµgn.
Moreover, Tνgn → Tνg in Hν,0⊗H as n→∞. By causality, we also have
Tνgn → Tνg in Hµ,0 ⊗ H as n → ∞. By continuity of Tµ, we deduce
(1.6) for g ∈ Hν,0 ⊗ H with inf spt0 g > −∞. For the general case, i.e.,
g ∈ Hν,0 ⊗H ∩Hµ,0 ⊗H, we argue in the following way: For n ∈ N, we
have
Tν 1(−n,∞)(m)g = Tµ 1(−n,∞)(m)g. (1.7)
By dominated convergence, we have 1(−n,∞)(m)g → g as n→∞ inHν,0⊗
H and Hµ,0 ⊗ H. Thus, Tν 1(−n,∞)(m)g → Tνg and Tµ 1(−n,∞)(m)g →
Tµg as n → ∞ in Hν,0 ⊗ H and Hµ,0 ⊗ H, respectively. By the Fischer
Riesz theorem, we assume without loss of generality that the sequences
(Tν 1(−n,∞)(m)g)n and (Tµ 1(−n,∞)(m)g)n converge pointwise almost ev-
erywhere. From Equation (1.7), we deduce that Tνg = Tµg.
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1.3.3 Remark. This lemma in combination with Theorem B.3.20 yields
the following: We may extend M(∂−10 ) to the whole Sobolev chain, i.e. to
the set
⋃
k∈ZHν,k ⊗H. We will re-use the name for this extension.
We ﬁnally deﬁne the notion of evolutionary expressions.
Definition (Evolutionary expressions). Let H be a Hilbert space, c > 0,
k ∈ Z and ν > 0, r > 1/(2ν). Let M ∈ Mc(B(r, r), H) and let A :
D(A) j H → H be a densely deﬁned, closed, linear operator. The formal
sum ∂0M(∂
−1
0 ) +A is called evolutionary expression.
1.3.4 Remark. Note that (∂0M(∂
−1
0 ) + A) is, a-priori, to be interpreted
as the operator (∂0⊗ IH)M(∂−10 ) + IHν,0 ⊗A on the domain Hν,1⊗H1,A.
Being a sum of two unbounded operators, it is by no means clear whether
this operator is closable. This needs closer investigation. We will show,
however, that ∂0M(∂
−1
0 ) + A is indeed closable. This will be part of the
next section.
1.4 Well-posedness of Evolutionary Equations
Before we ﬁnally state and prove the desired well-posedness result (for the
case A skew-selfadjoint), we provide a lemma which will come in handy
in the proof of the succeeding theorem. It deals among other things with
the issue of closability of a sum of two unbounded operators as mentioned
above. This lemma was communicated to the author by R. Picard.
1.4.1 Lemma. Let H be a Hilbert space. Let A : D(A) j H → H,
B : D(B) j H → H be linear, closable and densely defined operators
such that both A + B and A∗ + B∗ are densely defined. Let (Pn)n∈N
be a sequence of orthogonal projections in H such that Pn ≦ Pm for all
n,m ∈ N with n ≦ m and Pn → IH in the strong operator topology τs
as n → ∞. Furthermore, assume that PnA j APn, PnB j BPn and
PnBPn ∈ L(H). Then, we have
(PnAPn)
∗ = PnA
∗Pn, (PnBPn)
∗ = PnB
∗Pn, n ∈ N.
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Moreover, we have
A∗ +B∗ = (A+B)∗
=
(
H k D((A+B)∗) ∋ x 7→ lim
n→∞
(Pn(A+B)Pn)
∗x ∈ H
)
.
Proof. Let y ∈ D(A∗). For x ∈ D(A) and n ∈ N, we have
〈Ax, Pny〉 = 〈PnAx, y〉 = 〈APnx, y〉 = 〈Pnx,A∗y〉 = 〈x, PnA∗y〉.
Thus, Pny ∈ D(A∗) and A∗Pny = PnA∗y. Hence, PnA∗ j A∗Pn. Analo-
gously, we ﬁnd PnB
∗ j B∗Pn for all n ∈ N.
For x ∈ D(B), y ∈ H, n ∈ N, we have
〈x, (PnBPn)∗y〉 = 〈(PnBPn)x, y〉 = 〈PnBx, y〉 = 〈Bx,Pny〉.
Thus, Pny ∈ D(B∗) and B∗Pny = (PnBPn)∗y for all y ∈ H. Hence, for
n ∈ N,
〈x, (PnBPn)∗y〉 = 〈x,B∗Pny〉 = 〈x,B∗PnPny〉 = 〈x, PnB∗Pny〉.
By denseness of D(B), we have (PnBPn)
∗ = PnB
∗Pn (n ∈ N).
Now, we show (PnAPn)
∗ = PnA
∗Pn for all n ∈ N.
For y ∈ D(A∗ +B∗) and x ∈ D(A+B), we have
〈(A+B)x, y〉 = 〈Ax+Bx, y〉 = 〈x,A∗y +B∗y〉 = 〈x, (A∗ +B∗)y〉.
Thus, (A∗ +B∗) j (A+B)∗.
Note that for x ∈ H = D(PnBPn), we have Pnx ∈ D(B). Thus,
PnBPnx = BPnx for all n ∈ N. In particular, the latter implies that
if x ∈ D(PnAPn), then x = Pnx ∈ D(B). Thus, Pnx ∈ D(A+ B) for all
n ∈ N. Let y ∈ D(A∗+B∗). Using Pn(A+B) j (A+B)Pn, we conclude
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for n ∈ N and x ∈ D(PnAPn)
〈x, Pn(A+B)∗y〉 =〈Pnx, (A+B)∗y〉
=〈(A+B)Pnx, y〉
=〈Pn(A+B)Pnx, y〉
=〈PnAPnx+ PnBPnx, y〉
=〈PnAPnx, y〉+ 〈x, PnB∗Pny〉.
Hence, for n ∈ N
y ∈ D((PnAPn)∗) and (PnAPn)∗y = Pn(A+B)∗y − PnB∗Pny,
i.e.
Pn(A+B)
∗ j (PnAPn)
∗ + PnB
∗Pn (n ∈ N). (1.8)
Furthermore, for n ∈ N, we have the following equivalences
z ∈ D((PnAPn)∗Pn), (PnAPn)∗Pnz = h
⇐⇒ Pnz ∈ D((PnAPn)∗), (PnAPn)∗Pnz = h
⇐⇒ ∀x ∈ D(PnAPn) : 〈PnAPnx, Pnz〉 = 〈x, h〉
⇐⇒ ∀x ∈ D(PnAPn) : 〈PnAPnx, z〉 = 〈x, h〉
⇐⇒ z ∈ D((PnAPn)∗), (PnAPn)∗z = h.
Thus, (PnAPn)
∗Pn = (PnAPn)
∗ for n ∈ N. It follows from Relation (1.8)
Pn(A+B)
∗Pn j ((PnAPn)
∗ + PnB
∗Pn)Pn
= (PnAPn)
∗ + PnB
∗Pn (n ∈ N).
Consequently, using (A∗ +B∗) j (A+B)∗, we deduce for n ∈ N
PnA
∗Pn + PnB
∗Pn = Pn(A
∗ +B∗)Pn
j Pn(A+B)
∗Pn j (PnAPn)
∗ + PnB
∗Pn.
Hence, PnA
∗Pn j (PnAPn)∗ for all n ∈ N.
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Let n ∈ N and let y ∈ D((PnAPn)∗). For x ∈ D(PnAPn), we have
〈PnAPnx, y〉 = 〈x, (PnAPn)∗y〉.
Therefore, for x ∈ D(A), we get
〈Ax, Pny〉 = 〈PnAx, y〉 = 〈PnAPnx, y〉 = 〈x, (PnAPn)∗y〉.
Thus, Pny ∈ D(A∗) and A∗Pny = (PnAPn)∗y. Moreover, for x ∈ D(A),
we have
〈x, (PnAPn)∗y〉 = 〈PnAPnx, y〉 = 〈Pnx,A∗Pny〉 = 〈x, PnA∗Pny〉.
Hence, (PnAPn)
∗ j PnA∗Pn. Summarizing, we get (PnAPn)∗ = PnA∗Pn.
With the latter equality, using Relation (1.8), we deduce for n ∈ N
Pn(A+B)
∗ j PnA
∗Pn + PnB
∗Pn = A
∗Pn +B
∗Pn = (A
∗ +B∗)Pn.
Thus, for z ∈ D((A+B)∗) and n ∈ N, we have
Pn(A+B)
∗z = (A∗ +B∗)Pnz.
Since Pn → IH in τs as n → ∞ and A∗ + B∗ is closable, we have z ∈
D((A∗ +B∗)) and
A∗ +B∗z = (A+B)∗z.
This implies A∗ +B∗ k (A + B)∗. We have shown the other inclusion
above. For the last asserted equation, note that since PnBPn is bounded
for every n ∈ N, we have
(Pn(A+B)Pn)
∗ = (PnAPn + PnBPn)
∗
= (PnAPn)
∗ + (PnBPn)
∗
= PnA
∗Pn + PnB
∗Pn
= (A∗ +B∗)Pn (n ∈ N).
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Now, having done most of the required work, we can show the following
well-posedness result.
1.4.2 Theorem ([120]). Let H be a Hilbert space, c, ν0 > 0, r > 1/(2ν0),
M ∈ Mc(BC(r, r), H) and let A : D(A) j H → H be a skew-selfadjoint
operator. Then for ν > ν0 the operator Sν := (∂0M(∂
−1
0 ) +A)
−1 : Hν,0⊗
H0,A → Hν,0 ⊗H0,A is well-defined, continuous and causal. We have∥∥∥(∂0M(∂−10 ) +A)−1∥∥∥ ≦ 1/c.
Furthermore, we have for µ ≧ ν and f ∈ Hν,0 ⊗H ∩Hµ,0 ⊗H
Sνf = Sµf.
Proof. We ﬁrst prove continuity of Sν on (∂0M(∂
−1
0 ) + A)[Hν,1 ⊗H1,A].
This is straightforward, since for φ ∈ Hν,1 ⊗H1,A, we have∣∣(∂0M(∂−10 ) +A)φ∣∣Hν,0⊗H |φ|Hν,0⊗H
≧ Re〈φ, (∂0M(∂−10 ) +A)φ〉
= Re〈φ, ∂0M(∂−10 )φ〉
= Re
〈
Lνφ, (im+ ν)M
(
1
im+ ν
)
Lνφ
〉
≧ c〈Lνφ,Lνφ〉 = c〈φ, φ〉.
The same argument applies to (∂∗0M(∂
−1
0 )
∗−A)[Hν,1⊗H1,A]. This yields∥∥∥(∂0M(∂−10 ) +A)|−1Hν,1⊗H1,A∥∥∥ ,∥∥∥(∂∗0M(∂−10 )∗ −A)|−1Hν,1⊗H1,A∥∥∥ ≦ 1c .
In order to conclude D(Sν) = Hν,0⊗H, we have to show that the operator
(∂0M(∂
−1
0 ) +A)|Hν,1⊗H1,A
has dense range. Using the explicit spectral representation and hence the
functional calculus for the selfadjoint operator −i∂ν , we deﬁne for n ∈ N
Hν,0,n := 1[−n,n](−i∂ν)[Hν,0] = (L∗ν 1[−n,n](m)Lν)[Hν,0].
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Note that Hν,0,n is a Hilbert space, since it is the range of an orthogonal
projection. Moreover, we have
Hν,0 ⊗H =
⋃
n∈N
Hν,0,n ⊗H.
For n ∈ N, we have that
∂0;n : Hν,0,n → Hν,0,n : φ 7→ ∂0φ
is a well-deﬁned and continuous operator with ‖∂0;n‖ ≦
√
n2 + ν2. Indeed,
we have for f ∈ Hν,0,n
|∂0;nf | =
∣∣∂0(1[−n,n](−i∂ν)f)∣∣
=
∣∣∂0L∗ν 1[−n,n](m)Lνf ∣∣
=
∣∣L∗ν(im+ ν)1[−n,n](m)Lνf ∣∣
=
∣∣(im+ ν)1[−n,n](m)Lνf ∣∣
≦
√
n2 + ν2 |f | .
Observe that for the choice of (∂0⊗IH)M(∂−10 ) in the place of B, IHν,0⊗A
in the place of A and 1[−n,n](m) in the place of Pn for all n ∈ N, we are
in the situation of Lemma 1.4.1. Thus,
(∂0;nM(∂
−1
0 ) +A)
∗ = (∂0;nM(∂
−1
0 ))
∗ +A∗
= M(∂−10 )
∗∂∗0;n −A
= ∂∗0;nM(∂
−1
0 )
∗ −A.
We have already shown that ∂∗0;nM(∂
−1
0 )
∗−A has only trivial null-space.
Hence, for n ∈ N
Hν,0,n ⊗H = N(∂∗0;nM(∂−10 )∗ −A)⊕R(∂0;nM(∂−10 ) +A)
= {0} ⊕R(∂0;nM(∂−10 ) +A).
Note that R(∂0;nM(∂
−1
0 ) + A) is closed by the bounded invertibility of
∂0;nM(∂
−1
0 ) + A, the continuity of ∂0;nM(∂
−1
0 ) and the closedness of A.
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Thus,
⋃
n∈N
Hν,0,n ⊗H =
⋃
n∈N
R(∂0;nM(∂
−1
0 ) +A)
j(∂0M(∂
−1
0 ) +A)[Hν,1 ⊗H1,A].
With the help of Lemma 1.3.2 it remains to show that the mapping
M : B(r, r) ∋ z 7→ (z−1M(z) +A)−1 ∈ L(H)
is analytic and bounded. Note that z−1M(z) + A is a bijective operator
from D(A) to H, since z−1M(z) ∈ L(H) and Re z−1M(z) ≧ c for all z ∈
B(r, r). Moreover, we have
∥∥(z−1M(z) +A)−1∥∥ ≦ 1/c for all z ∈ B(r, r).
Thus, M is bounded. In order to deduce that M is analytic, observe the
following. Let z1, z2 ∈ B(r, r), z1 6= z2. Then, we have
‖M(z1)−M(z2)‖ =
∥∥(z−11 M(z1) +A)−1 − (z−12 M(z2) +A)−1∥∥
= ‖(z−11 M(z1) +A)−1(z−12 M(z2) +A
− z−11 M(z1)−A)(z−12 M(z2) +A)−1‖
= ‖(z−11 M(z1) +A)−1(z−12 M(z2)
− z−11 M(z1))(z−12 M(z2) +A)−1‖
≦ sup
z∈B(r,r)
∥∥(z−1M(z) +A)−1∥∥2
· ∥∥z−12 M(z2)− z−11 M(z1)∥∥→ 0,
for z1 → z2. Thus, M is continuous. Moreover,
M(z1)−M(z2)
z1 − z2 =
(z−11 M(z1) +A)
−1 − (z−12 M(z2) +A)−1
z1 − z2
= (z−11 M(z1) +A)
−1
· 1
z1 − z2 (z
−1
2 M(z2)− z−11 M(z1))
· (z−12 M(z2) +A)−1
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→ −(z−12 M(z2) +A)−1
· (ξ 7→ ξ−1M(ξ))′(z2)
· (z−12 M(z2) +A)−1,
for z1 → z2. Hence, M is analytic.
Definition. Let ν > 0. Let ∂0M(∂
−1
0 )+A be an evolutionary expression,
where A is a skew-selfadjoint operator in some Hilbert space H. We will
call an equation of the form
(∂0M(∂
−1
0 ) +A)u = f,
for some u, f ∈ ⋃k∈ZHν,k ⊗H, an evolutionary equation (for u).
1.4.3 Remarks. Since we invoke the theory of Sobolev lattices of commut-
ing linear operators, we may drop the bar in the above deﬁnition. Note
that this consideration has the following subtlety: Let u ∈ Hν,0 ⊗H, f ∈
Hν,0 ⊗H, such that
(∂0M(∂
−1
0 ) +A)u = f.
In general, we cannot conclude u ∈ D(A) and u ∈ D(∂0). However, we
may deduce, by Lemma B.3.14,
∂0M(∂
−1
0 )u ∈ Hν,−1 ⊗H and Au ∈ Hν,0 ⊗H−1,A.
1.4.4 Remark. We may also formulate initial value problems for evolu-
tionary equations. This is done in [119, 121] and can be carried out
by extending the solution operator to Hν,−1 ⊗ H, which is possible by
Lemma 1.3.2 and Theorem 1.4.2. Furthermore, note that it is possible
to use Lemma 1.4.1 for more general situations: The condition on A to
be skew-selfadjoint can be relaxed. In order to avoid technicalities in the
proof for the solution theory and since our approach to homogenization
is restricted to skew-selfadjoint operators A, we did not present a more
general version of the solution theory here.
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We give some examples for evolutionary expressions that lead to well-
posed problems in the sense of Theorem 1.4.2.
1.4.5 Example (Ordinary diﬀerential equation). Consider a linear ordi-
nary diﬀerential equation in a Hilbert space, i.e. formally ∂0u = Bu where
B is a bounded, linear operator in some Hilbert space H. If ν > 2 ‖B‖+1,
then for M(∂−10 ) = 1 − ∂−10 B and A = 0 the expression ∂0M(∂−10 ) is
an evolutionary expression (note that ν > ν0 ≧ 2 ‖B‖ + 1 implies that
M ∈ M1(B( 12ν0 , 12ν0 ), H)). A special case for this is the following: Let
Ω j RN be measurable and a ∈ L∞(Ω). Then, for ν > 2 |a|L∞(Ω) + 1, we
have that
∂0 + a(mˆ) = ∂0(1 + ∂
−1
0 a(mˆ))
is an evolutionary expression, where
a(mˆ)φ = ((t, x) 7→ a(x)u(t, x)) (φ ∈ Hν,0 ⊗ L2(Ω)).
In order to show that evolutionary expressions may also arise in partial
diﬀerential equations, we need some deﬁnitions.
Definition. Let Ω j Rn be an open set. We deﬁne
d˜ivc :C
∞
c (Ω)
n j
n⊕
k=1
L2(Ω)→ L2(Ω)
φ = (φ1, . . . , φn)
T 7→
n∑
k=1
∂kφk,
where ∂k denotes the derivative with respect to the k’th variable (k ∈
{1, . . . , n}). Furthermore, deﬁne
g˜radc :C
∞
c (Ω) j L2(Ω)→
n⊕
k=1
L2(Ω)
φ 7→ (∂1φ, . . . , ∂nφ)T .
Moreover, let div := −
(
g˜radc
)∗
, grad := −
(
d˜ivc
)∗
, divc := − grad∗ and
gradc := −div∗.
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1.4.6 Example (Wave and heat equation). Let Ω j Rn be open and let
ν > 1, r > 1/(2ν). Let A ∈
{( 0 divc
grad 0
)
,
(
0 div
gradc 0
)}
. With the
choice of A we model diﬀerent boundary conditions, see [121]. Consider
the following diﬀerential expression
∂0P + (I − P )−A, (1.9)
where P ∈ L(L2(Ω)n+1) is an orthogonal projection. Since A is skew-
selfadjoint and z 7→ M(z) := P + z(I − P ) ∈ M1(B(r, r), L2(Ω)n+1),
Expression (1.9) is an evolutionary expression. Note that for the special
case P = I, Expression (1.9) corresponds to the wave equation and for
the choice of P = IL2(Ω) ⊕ 0L2(Ω)n→L2(Ω)n , which is understood to be
the identity in the ﬁrst component and the zero-operator in the latter n
components, Expression (1.9) corresponds to the heat equation.
Our main example in homogenization of partial diﬀerential equations will
form the equations for piezo-electro-magnetism. For studying Maxwell’s
equation, which form a part of the equations in piezo-electro-magnetism,
we have to deﬁne the operators curl and curlc.
Definition. Let Ω j R3 be an open set. We deﬁne
c˜urlc :C
∞
c (Ω)
3 j
3⊕
k=1
L2(Ω)→
3⊕
k=1
L2(Ω)
φ =

φ1
φ2
φ3
 7→

∂2φ3 − ∂3φ2
∂3φ1 − ∂1φ3
∂1φ2 − ∂2φ1
 .
Deﬁne curl :=
(
c˜urlc
)∗
and curlc := curl
∗.
1.4.7 Remark. For φ ∈ L2(Ω)3, the condition φ ∈ D(curlc) is a general-
ization of φ having a vanishing normal component, see [121].
Thus, the evolutionary expression belonging to Maxwell’s equations read
as follows.
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1.4.8 Example (Maxwell’s equations). Let Ω j R3 be an open set,
c, ν > 0, r > 1/(2ν). Let M ∈Mc(B(r, r), L2(Ω)6). Then, the expression
∂0M(∂
−1
0 ) +
(
0 curl
− curlc 0
)
is an evolutionary expression.
Note that regarding the shape of M(∂−10 ), we are able to handle quite
general material laws. For example, a general form of Maxwell’s equation
includes anisotropic media with memory eﬀects ([24]). The corresponding
constitutive relations belong to our class of admissible material laws. In
order to see this, however, it is necessary to study the possible shape of
material laws in a little bit more detail. We will focus on that in the next
section.
1.5 On Convolutions and Material Laws
In this section, we will show a representation result that asserts that
special analytic functions of ∂−10 are convolutions. Note that for φ, ψ ∈
C∞c (R), the convolution φ ∗ ψ is given by
φ ∗ ψ :=
x 7→ ∫
R
φ(y)ψ(x− y) dy
 .
As one immediately veriﬁes, we have, for φ, ψ ∈ C∞c (R) and ν > 0,
Lν(φ ∗ ψ) =
√
2πL∗νLνφLνψ =
√
2πL∗νFφ(m− iν)Lνψ.
We generalize the notion of convolution in two ways. First, we deﬁne a
convolution on the whole Sobolev chain. For any k ∈ N, we set
Ff(· − iν) := fˆ(· − iν) := Lνf
for every f ∈ Hν,k, where we regard the Fourier-Laplace transform as
complex extension of the Fourier transform (Remark 1.1.5). Since the
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Fourier-Laplace transform is extended to the whole Sobolev lattices of the
operators ∂0 and im+ ν, we have the following immediate generalization.
Definition (Convolution operator). Let ν > 0. Let f ∈ Hν,k for some
k ∈ Z. We deﬁne the operator
f∗ :=
√
2πL∗ν(Ff)(m− iν)Lν .
f∗ is called the convolution associated with f .
1.5.1 Remarks. (i) Note that one deduces with a similar reasoning as
in Theorem 1.2.5 that
(Ff) : R− iR>0 → C : x− iλ 7→ (Ff)(x− iλ)
is analytic if f ∈ Hν,0 and inf spt0 f > −∞.
(ii) f∗ is a continuous operator from Hν,0 into itself if Lνf is a bounded
function. Note that this includes the Dirac-distribution, see Example
1.1.10, where we have Lνδ0 = Lν(
√
2π)−1L∗ν 1 = (
√
2π)−1 1.
(iii) The convolution operator is a function of ∂−10 . Indeed, we have
f∗ =
√
2πL∗ν(Ff)(m− iν)Lν
=
√
2πL∗ν(Ff)(−i(im+ ν))Lν
=
√
2πL∗ν(Ff)(−i((im+ ν)−1)−1)Lν
=
√
2π(Ff)(−i(∂−10 )−1).
(iv) Regarding the latter, we may see that the operator ∂−10 can be ex-
pressed as a convolution: We immediately deduce, by Remark 1.1.7,
that for g ∈ C∞c (R), we have
∂−10 g(t) = (1[0,∞) ∗g)(t) (t ∈ R).
The shape of material laws in evolutionary expressions, however, is more
general. General material laws M(∂−10 ) do not ﬁt in the scheme above.
Therefore, we extend the notion of convolutions to operator-valued con-
volutions. Since the operator M(∂−10 ) is deﬁned in some weighted space,
we ﬁrst generalize the exponential weighting function.
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Definition (Exponential weighting function). Let ν ∈ R. Let X be a
Banach space. For φ ∈ C∞c (R;X), we deﬁne
exp(−νm)φ := (x 7→ exp(−νx)φ(x)) .
Note that exp(−νm)[C∞c (R;X)] = C∞c (R;X). This implies there is a
unique continuous extension
exp(−νm)X : L1(R, exp(−νx) dx;X)→ L1(R;X)
of exp(−νm) to an isometric mapping from
L1(R, exp(−νx) dx;X)
:= {ψ ∈ L1,loc(R;X); (x 7→ exp(−νx)ψ(x)) ∈ L1(R;X)}
onto L1(R;X) where the ﬁrst space is endowed with the norm
|ψ|ν,X :=
∫
R
|ψ(x)| exp(−νx) dx.
The inverse of exp(−νm)X is given by exp(νm)X .
Definition (Convolution). Let H be a Hilbert space and K be a function
in L1(R, exp(−νx) dx;L(H)). For g ∈ C∞c (R)
a⊗ H, we deﬁne
K ∗ g :=
R ∋ x 7→ ∫
R
K(x− y)g(y) dy ∈ H

The mapping K is also called convolution kernel.
We ﬁrst show that K∗ can be extended to a continuous operator from
Hν,0 ⊗H into itself.
1.5.2 Lemma (Young’s inequality). Let ν > 0, g ∈ C∞c (R)
a⊗ H. Let
K be a convolution kernel in L1(R, exp(−νx) dx;L(H)). Then K ∗ g ∈
Hν,0 ⊗H and we have
|K ∗ g|Hν,0⊗H ≦ |K|L1(R,exp(−νx) dx;L(H)) |g|Hν,0⊗H .
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Proof. We ﬁrst show measurability of the map R ∋ y 7→ K(x−y)g(y) ∈ H
for almost every x ∈ R. Let (gn)n be a sequence in S(R;H) converging
almost everywhere to g. Then, for almost every x ∈ R, the map
R ∋ y 7→ K(x− y)gn(y) ∈ H
is a sum of measurable functions. Therefore, it is measurable. Further-
more, it converges pointwise almost everywhere to R ∋ y 7→ K(x−y)g(y)
as n tends to inﬁnity, since K(x) ∈ L(H) for a.e. x ∈ R. The asserted
inequality can be seen in the following way. We have
∫
R
∣∣∣∣∣∣
∫
R
K(x− y)g(y) dy
∣∣∣∣∣∣
2
e−2νx dx
≦
∫
R
∫
R
|K(x− y)| |g(y)| e−νx dy
2 dx
=
∫
R
∫
R
|K(x− y)| e−ν(x−y) |g(y)| e−νy dy
2 dx
≦
∫
R
∫
R
|K(x− y)| e−ν(x−y) dy
·
∫
R
|K(x− y)| e−ν(x−y)e−2νy |g(y)|2 dy dx
= |K|
∫
R
∫
R
|K(x− y)| e−ν(x−y) dx e−2νy |g(y)|2 dy = |K|2 |g|2 .
It remains to prove thatK∗g is measurable. Observe that for any bounded
interval I ⊂ R and φ ∈ H, we have that the mapping
R ∋ x 7→
∫
R
K(x− y)1I(y)φ dy =
∫
I
K(x− y)φ dy
is continuous by Lebesgue’s dominated convergence theorem. By linearity
of K(x), for a.e. x ∈ R, this implies that for any simple function f ∈
S(R;H) the mapping K ∗ f is measurable. Let (gn)n be a sequence in
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S(R;H) such that gn → g in Hν,0 ⊗H and such that there is a bounded
interval I ⊂ R and c > 0 with (x 7→ |gn(x)|) ≦ c1I almost everywhere.
Furthermore, for a.e. x ∈ R, we have c |K(x− ·)|1I ∈ L1(R). For a.e.
x ∈ R, we have K(x− y)gn(y)→ K(x− y)g(y) for a.e. y ∈ R as n→∞.
Thus, Lebesgue’s dominated convergence theorem implies for a.e. x ∈ R∫
R
K(x− y)gn(y) dy →
∫
R
K(x− y)g(y) dy.
That means, we have found a sequence of measurable functions that con-
verges a.e. to K ∗ g.
1.5.3 Remark. With the latter lemma, we continuously extend the opera-
tor K∗ to Hν,0⊗H for all K ∈ L1(R, exp(−νx) dx;L(H)). We will re-use
its name.
In order to give a representation result for material laws representable as
a convolution with a proper integral kernel, we need the notion of the
vector-valued Fourier-Laplace transform.
Definition (Fourier-Laplace transform). Let X be a Banach space. De-
ﬁne GX : L1(R;X)→ Cb(R;X) by
GXφ :=
R ∋ x 7→ 1√
2π
∫
R
eixyφ(y) dy
 (φ ∈ L1(R;X)).
The operator GX is called inverse (X-valued) Fourier transform. Conse-
quently, we deﬁne the inverse (X-valued) Fourier-Laplace transform by
Nν,X := exp(νm)XGX .
1.5.4 Remark. The operator GX is well-deﬁned as one can easily deduce
using Lebesgue’s dominated convergence theorem for the Bochner inte-
gral.
1.5.5 Lemma. Let X be a Banach space. Let g ∈ L1(R;X) ∩ C1(R;X)
such that g′ ∈ L1(R;X). Then, we have
GX(g
′) = (x 7→ (−ix)GXg(x)).
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Proof. Note that for h1 ∈ C1b (R) and h2 ∈ C1(R;X)∩L1(R;X) such that
h′2 ∈ L1(R;X) we have∫
R
h′1(x)h2(x) dx = −
∫
R
h1(x)h
′
2(x) dx.
In order to see the latter, it suﬃces to prove∫
R
h′(x) dx = 0 (h ∈ C1(R;X) ∩ L1(R;X), h′ ∈ L1(R;X)).
Take f ∈ C1c (R) such that f = 1 on B(0, 1). For k ∈ N, deﬁne fk :=
f(·/k). Then, for k ∈ N, we have for h ∈ C1(R;X) ∩ L1(R;X) with
h′ ∈ L1(R;X)
0 =
∫
R
(fkh)
′(x) dx
=
∫
R
f ′k(x)h(x) dx+
∫
R
fk(x)h
′(x) dx
k→∞−→
∫
R
h′(x) dx.
Using this, we have
(Gg′)(x) =
1√
2π
∫
R
g′(y)eixy dy
=
1√
2π
∫
R
(−ix)g(y)eixy dy.
Finally, we may give our representation result.
1.5.6 Theorem. Let H be a Hilbert space, r > 0, ν > 1/(2r) and let
M : B(r, r)→ L(H) be bounded and analytic. Assume that the mappings
R ∋ x 7→ (ix+ ν)2M
(
1
ix+ ν
)
∈ L(H),
M ′ and M ′′ are bounded mappings from R to L(H). Then there is
K ∈ L1(R, exp(−νx) dx;L(H)) ∩ C(R;L(H))
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such that for all g ∈ Hν,0 ⊗H, we have
L
∗
νM
(
1
im+ ν
)
Lνg =
1√
2π
K ∗ g. (1.10)
Furthermore, a possible choice for K is Nν,L(H)M(
1
i·+ν ).
Proof. Since x 7→ (ix + ν)2M( 1ix+ν ) is bounded, we have M( 1i·+ν ) ∈
L1(R;L(H)). Deﬁne
K := Nν,L(H)M
(
1
i ·+ν
)
∈ Cb(R;L(H)).
We show that K ∈ L1(R, exp(−νx) dx;L(H)). This amounts to prove
that GL(H)M(
1
i·+ν ) ∈ L1(R;L(H)). This, however, follows from Lemma
1.5.5. Indeed, for all x ∈ R, we have
(ix)2GL(H)M
(
1
i ·+ν
)
(x)
= GL(H)
(
M ′′
(
1
i ·+ν
)
1
(i ·+ν)2 +M
′
(
1
i ·+ν
) −2
(i ·+ν)3
)
(x).
Thus,
x 7→ (ix)2GL(H)M
(
1
i ·+ν
)
(x) ∈ Cb(R;L(H)).
Now, we show Equality (1.10). Let g = f ⊗ φ where f ∈ C∞c (R), φ ∈ H.
Beforehand, note that Lνf ∈ L1(R). Indeed, Lν(∂20f) = (im+ ν)2Lνf ∈
Cb(R). Therefore, the mapping
x 7→ (Lνf)(x)M
(
1
ix+ ν
)
φ
is in L1(R;H), since M is bounded. Hence, we may express L
∗
ν(x 7→
M( 1ix+ν )(Lνf)(x)φ) with an integral representation. For a.e. x ∈ R, we
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have
L
∗
νM
(
1
im+ ν
)
Lν(f ⊗ φ)(x)
= L∗νM
(
1
im+ ν
)y 7→ 1√
2π
∫
R
e−iyze−νzf(z)φ dz
 (x)
= L∗ν
y 7→ 1√
2π
∫
R
e−iyze−νzf(z)M
(
1
iy + ν
)
φ dz
 (x)
=
1
2π
∫
R
∫
R
eixyexνe−iyze−νzf(z)M
(
1
iy + ν
)
φ dz dy
=
1
2π
∫
R
∫
R
eiy(x−z)eν(x−z)M
(
1
iy + ν
)
f(z)φ dz dy
=
1√
2π
∫
R
Nν,L(H)M
(
1
i ·+ν
)
(x− z)f(z)φ dz
=
1√
2π
K ∗ (f ⊗ φ)(x),
where we used Fubini’s theorem for the Bochner integral A.3.5 and The-
orem A.3.3. By linearity and continuity of the operators L∗νM(
1
im+ν )Lν
and K∗ in Hν,0 ⊗H, we get the asserted Equality (1.10).
1.5.7 Remark. Let ε > 0. The above conditions imposed on M are satis-
ﬁed if M is an element of M(B(0, ε), H) and r ∈ (0, ε/2). Let ν > 1/2r.
Since M is analytic, there is a sequence (Ak)k∈N0 in L(H) such that, for
every z ∈ B(0, ε), we have the following absolutely convergent series
M(z) =
∞∑
k=0
zkAk = A0 + zA1 + z
2
∞∑
k=0
zkAk+2.
Hence,
M(∂−10 ) = IHν,0 ⊗A0 + ∂−10 ⊗A1
+ ∂−20
∞∑
k=0
(∂−k0 ⊗ IH)(IHν,0 ⊗Ak+2).
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By Theorem 1.5.6 and Remark 1.5.1(iv), there is
K ∈ L1(R, exp(−νx) dx;L(H)) ∩ C(R;L(H))
such that
M(∂−10 ) =IHν,0 ⊗A0 + (1[0,∞) ∗)⊗A1 +K∗
=IHν,0 ⊗A0 + (t 7→ 1[0,∞)(t)A1) ∗+K∗
=IHν,0 ⊗A0 + ((t 7→ 1[0,∞)(t)A1) +K) ∗ .
Thus, there is L ∈ L1(R, exp(−νx) dx;L(H)) such that
M(∂−10 ) = IHν,0 ⊗A0 + L ∗ .
Let us brieﬂy summarize our ﬁndings concerning the shape of material
laws that are included in the solution theory for evolutionary equations
(Theorem 1.4.2). Let H be a Hilbert space. Let c, r1 > 0 and M ∈
Mc(B(r1, r1), H). If there is an ε > 0 and N ∈ M(B(0, ε), H) such
that N |B(r1,r1) = M then M can be represented by a convolution kernel,
according to Theorem 1.5.6. Note that this case corresponds to the 0-
analytic case in [120]. A diﬀerent situation of the latter is the delay
operator, i.e. τh from Example 1.3.1 where h < 0 is given. We may
multiply with a bounded coeﬃcient B ∈ L(H) in the space variables, i.e.
consider
MB(∂
−1
0 ) := 1 + ∂
−1
0 τh(IHν,0 ⊗B)
as an operator in Hν,0 ⊗ H where ν > 0 such that ν ≧ ‖B‖ + 1. Let
r > 1/(2ν). ThenMB ∈M1(B(r, r), H). Indeed, we have, for z ∈ B(r, r),
Re z−1MB(z) ≧ ν − ‖B‖
∣∣∣ehν∣∣∣
≧ ν − ‖B‖ ≧ 1.
Thus, MB(∂
−1
0 ) leads to the evolutionary expression ∂0 + τh(IHν,0 ⊗ B).
Therefore, we see that the solution theory in Theorem 1.4.2 also cov-
ers several equations with delay. Since linear combinations with posi-
tive coeﬃcients of (c)-material laws are (c)-material laws again, Theorem
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1.4.2 covers a wide class of (integro-)(partial-)diﬀerential equations with
or without delay.
In the next chapter, we will study limiting processes in this class of equa-
tions. In the light of this section, it will turn out that our approach covers
homogenization of ordinary (integro-)diﬀerential equations with delay and
hyperbolic type partial diﬀerential equations with a memory term.
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46
2 Limiting Processes in
Evolutionary Equations
In this chapter we want to formulate our abstract approach to homog-
enization. For this we will deﬁne a topology on material laws, which
will turn out to be appropriate for studying homogenization problems.
We choose to use this topology because of the following considerations.
Some notions of convergences mentioned in the introduction, i.e. Γ-, H- or
two-scale convergence, are rather diﬃcult to generalize to the framework
of evolutionary equations. This is because those types of convergences
rely on variational principles (Γ-convergence), particular forms of the un-
bounded operators (H-convergence) or the form of the Hilbert space (two-
scale convergence). The philosophy of limiting evolutionary equations, we
present here, is somewhat diﬀerent: Since the spatial operator is thought
to be constant4, we model homogenization by varying the material law,
in a sense we describe below. Our approach will be diﬀerent to the notion
of G-convergence as well, nonetheless, we will ﬁnd some connections to
this notion of convergence. We will comment on those relationships when
they occur.
This chapter is organized as follows. In the ﬁrst section, we will de-
ﬁne a topology on material laws and we will show some basic properties.
A fundamental tool to study the topology on material laws will be the
framework of vector-valued analytic functions, which was developed in
4Note that this approach excludes geometric homogenization, see e.g. [47, 48, 41, 5,
7, 6].
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the ﬁrst chapter. The second and the third section will concentrate on
limiting processes in evolutionary equations, which will then be applied
to homogenization problems in the next chapter.
2.1 Topological Structure of Material Laws
We seek a topology that reﬂects the main convergences studied in homog-
enization. Since one is interested in integral means of certain bounded
coeﬃcients, the topology to generalize to a Hilbert space setting is the
weak* topology on L∞. Having this in mind, we realize the important
role of periodic coeﬃcients, cf. the Theorems 2.4.3 and 2.4.1. A natural
generalization of L∞-coeﬃcients are bounded linear operators on some
L2-space. Hence, the generalized topology of bounded linear operators is
the weak operator topology. Furthermore, the topology on material laws
should respect analyticity in some sense. Taking all this into account a
natural deﬁnition is the following.
Definition (Topology on material laws). Let H1, H2 be Hilbert spaces,
E j C open. The set A(E) of all analytic functions f : E → C endowed
with the compact open topology, i.e. uniform convergence on compact sets,
yields a topological space which we shall denote again by A(E). Let τM
be the initial topology on M(E,H1, H2), cf. Section A.1, such that the
mappings
Φφ,ψ :M(E,H1, H2)→ A(E) : M 7→ (z 7→ 〈ψ,M(z)φ〉)
are continuous for φ ∈ H1, ψ ∈ H2. We re-utilize the nameM(E,H1, H2)
for the topological space (M(E,H1, H2), τM).
2.1.1 Remark. The topology τM is precisely the topology induced by uni-
form convergence on compact sets in the weak operator topology.
As a ﬁrst result, we get the closedness of the space of (c)-material laws.
2.1.2 Proposition. Let H be a Hilbert space. Let r, c > 0 and let E j C
be open with B(r, r) j E. Then Mc(BC(r, r), H) ∩M(E,H) is a closed
subset of M(E,H).
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Proof. For φ ∈ H, z ∈ BC(r, r), the mapping
Rφ,z :M(E,H)→ R : M 7→ Re〈φ, z−1M(z)φ〉
is continuous. Hence,
Mc(B(r, r), H) ∩M(E,H) =
⋂
φ∈H,z∈BC(r,r)
R−1φ,z[[c,∞)]
is closed.
Common homogenization techniques rely heavily on some type of com-
pactness, see e.g. [132, 134, 95, 96, 144, 85, 83]. This fact is reﬂected in the
following theorem. Some compactness results on spaces of vector-valued
continuous functions can also be found in e.g. [125, 92] and the references
therein. The situation simpliﬁes if we restrict ourselves to the topology
of the space of material laws.
2.1.3 Theorem (Sequential compactness). Let H1 and H2 be separable
Hilbert spaces, E j C open. Let B jM(E,H1, H2) be bounded. Then B
is relatively sequentially compact.
Proof. Let (Mn)n∈N be a sequence in B. Let Dj jℵ0 Hj be dense (j ∈
{1, 2}). For φ ∈ H1, ψ ∈ H2, the sequence (〈ψ,Mn(·)φ〉)n∈N is a bounded
sequence of holomorphic functions. Hence for any φ ∈ H1 and ψ ∈ H2,
there is a convergent subsequence of (〈ψ,Mn(·)φ〉)n∈N, by Theorem A.4.6.
By a diagonal procedure, we may choose a subsequence (not relabeled) of
(Mn)n such that for all φ ∈ D1, ψ ∈ D2 the sequence (〈ψ,Mn(·)φ〉)n∈N
converges. For z ∈ E, the sequence
(H1 ⊕H2 ∋ (φ, ψ) 7→ 〈ψ,Mn(z)φ〉 ∈ C)n
converges on the dense subset D1 × D2 j H1 ⊕ H2, is bounded and
sesquilinear. Proposition A.1.5 implies that the sequence converges for
every φ ∈ H1, ψ ∈ H2. By the Riesz-Fréchet representation theorem
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A.2.2 for z ∈ E, there is a linear operator M(z) ∈ L(H1, H2) such that
for all φ ∈ H1 and ψ ∈ H2, we have
lim
n→∞
〈ψ,Mn(z)φ〉 = 〈ψ,M(z)φ〉.
For any (φ, ψ) ∈ D1 ×D2, the map z 7→ 〈φ,M(z)ψ〉 is analytic. Further-
more, M is bounded. Thus, E ∋ z 7→ M(z) ∈ L(H1, H2) is analytic, by
Corollary A.4.5.
2.1.4 Corollary. Let H1 and H2 be separable Hilbert spaces. Let B be
a bounded and closed subset of M(E,H1, H2). Then B is sequentially
complete.
Proof. Clear.
2.1.5 Remarks. (i) In Theorem 2.1.3 it is possible to show a compact-
ness result for bounded subsets of M(E,H1, H2) without the as-
sumption that both H1 and H2 are separable: Let B be a bounded
and closed subset of M(E,H1, H2). The topology on B is induced
by the mappings Φφ,ψ, (φ, ψ) ∈ H1 ×H2. Since bounded subsets of
A(E) are relatively compact, the topological space B is compact by
Tychonoﬀ’s theorem A.1.4, if we have shown that M(E,H1, H2) j∏
(φ,ψ)∈H1×H2
A(E) is closed. Thereby, we endow the latter space
with the product topology. The closedness of M(E,H1, H2), how-
ever, can be seen by using similar arguments as in the proof above.
For applications it is better to have sequential compactness instead
of compactness. Furthermore, the proof of Theorem 2.1.3 gives a
more concrete construction principle of the accumulation point.
(ii) In the situation of Theorem 2.1.3 the set B is even metrizable, since
the relative topology on B is induced by a countable family of semi-
norms. Indeed, let Di jℵ0 Hi be dense (i ∈ {1, 2}) and let (Kn)n
be a sequence of compact subsets of E such that
⋃
n∈NKn = E.
Then the relative topology on B is induced by the countable family
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(pn,φ,ψ)n∈N,φ∈D1,ψ∈D2 , where for n ∈ N, φ ∈ D1, ψ ∈ D2, we denote
pn,φ,ψ : M 7→ sup{|〈ψ,M(z)φ〉| ; z ∈ Kn}.
(iii) Note that any convergent sequence in M(E,H1, H2) is bounded in
M(F,H1, H2), where F j E is an open set such that F is com-
pact and F j E. Indeed, let (Mn)n be a convergent sequence in
M(E,H1, H2) with limit M . Then, (z 7→ 〈φ,Mn(z)ψ〉)n uniformly
converges on F . Assuming (Mn)n is unbounded in M(F,H1, H2),
we may choose a sequence (xn)n in F such that ‖Mn(xn)‖ → ∞ as
n→∞. Applying the uniform boundedness principle twice, we de-
duce the existence of φ ∈ H1, ψ ∈ H2 such that |〈ψ,Mn(xn)φ〉| → ∞
as n → ∞. Since F j E is compact, the convergence of (Mn)n in
M(E,H1, H2) yields the following contradiction
0 = lim sup
n→∞
sup
z∈F
|〈ψ, (Mn(z)−M(z))φ〉|
≧ lim sup
n→∞
|〈ψ,Mn(xn)φ〉| − sup
z∈F
|〈ψ,M(z)φ〉| =∞.
We conclude this section with two lemmas that build a bridge from conver-
gence of material laws to convergence in the weak operator topology. The
ﬁrst one is about the coeﬃcients in the respective power series expansions
of a convergent sequence of material laws. The second one asserts that
the sequence (Mn(∂
−1
0 ))n itself converges in the weak operator topology
if (z 7→ Mn(z))n is a convergent sequence in M(B(r, r), H). Both of the
two lemmas will be needed heavily in the following.
2.1.6 Lemma. Let H be a Hilbert space, E j C be an open disc with
centre z and let (Mn)n = (
∑∞
k=0(· − z)kAnk)n be a convergent sequence
in M(E,H). Denote M its limit ∑∞k=0(· − z)kAk. Then Ank → Ak as
n→∞ in the weak operator topology τw of L(H) for all k ∈ N.
Proof. Let k ∈ N. We have, for some γ being a circle around z in E with
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indγ(z) = 1, for n ∈ N,
Ank =
M
(k)
n (z)
k!
=
1
2πi
∫
γ
Mn(ζ)
(ζ − z)k+1 dζ
τw,n→∞−→ 1
2πi
∫
γ
M(ζ)
(ζ − z)k+1 dζ = Ak.
2.1.7 Lemma. Let H be a Hilbert space, r > 0. Let (Mn)n be a bounded
and convergent sequence in M(B(r, r), H) and M ∈ M(B(r, r), H) be
the respective limit. Then (Mn(∂
−1
0 ))n converges to M(∂
−1
0 ) in the weak
operator topology of L(Hν,0 ⊗H), where ν > 1/(2r).
Proof. Since the mapping Lν is unitary it suﬃces to show that the se-
quence of analytic mappings (Mn((im+ ν)
−1))n converges in the weak
operator topology to M((im+ ν)−1). This can be seen as follows. Ob-
serve that the set
D := {1A φ;φ ∈ H,A j R bounded and measurable}
is total in L2(R) ⊗ H. Let 1A φ,1B ψ ∈ D and deﬁne K := A ∩B to
be the closure of the intersection of the measurable sets A and B. Then
K is compact. The mapping T : iR + R>1/(2r) → BC(r, r) : z 7→ z−1 is
continuous, thus L := T [i[K]+ν] j BC(r, r) is compact as well. Since we
have uniform convergence of (Φφ,ψ(Mn))n on L, we conclude
〈1A φ,Mn((im+ ν)−1)1B ψ〉
=
∫
R
1A(t)1B(t)〈φ,Mn((it+ ν)−1)ψ〉 dt
=
∫
A∩B
〈φ,Mn((it+ ν)−1)ψ〉 dt
n→∞−→
∫
A∩B
〈φ,M((it+ ν)−1)ψ〉 dt = 〈1A φ,Mn((im+ ν)−1)1B ψ〉.
The boundedness of (Mn((im+ ν)
−1))n∈N yields the assertion.
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2.2 Evolutionary Equations with A=0
This section is devoted to our ﬁrst homogenization results. We consider
the case of ordinary diﬀerential equations. Moreover, in view of Section
1.5 and Example 1.3.1, we also discuss linear integro-diﬀerential equations
with delay. The main theorem in this section asserts that the class of
evolutionary equations with A = 0 is closed in the topology of material
laws. Therefore, we will study sequences of (c)-material laws (Mn)n and
the corresponding solutions (un)n of the associated evolutionary equation
with A = 0,
∂0Mn(∂
−1
0 )un = f, (2.1)
where the right hand side is given. This gives more insight in the homog-
enization of linear ordinary diﬀerential equations, as we will show in the
next chapter.
In order to prove the main result of this section, we need the next lemma
and the succeeding theorem. Both of these statements reﬂect the following
technical diﬃculty: Let H be a Hilbert space, (Tn)n a sequence in L(H)
and (un)n a sequence in H. Assume that there are T ∈ L(H) and u ∈ H
such that Tn
τw→ T and un ⇀ u for n→∞ in L(H) and H, respectively. In
general, we cannot deduce Tnun ⇀ Tu as n→∞. The latter is illustrated
by the following example.
2.2.1 Example. Consider the sequence (un)n∈N := (x 7→ sin(2πnx))n∈N
in L2(0, 1). We can deduce directly or with the help of Theorem 2.4.1
that for any v ∈ L1(0, 1) and for n ∈ N we have
1∫
0
sin(2πnx)v(x) dx
n→∞−→
1∫
0
sin(2πx) dx
1∫
0
v(x) dx = 0.
(2.2)
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For the particular choice of v ∈ L2(0, 1) in (2.2), we deduce that un ⇀ 0
in L2(0, 1) as n → ∞. We deﬁne Tn : L2(0, 1) → L2(0, 1) : φ 7→ (x 7→
sin(nx)φ(x)) for n ∈ N. We deduce from (2.2) that Tn τw→ 0 in L(L2(0, 1))
as n→∞. Realizing 1(0,1) ∈ L2(0, 1), we deduce for n ∈ N
〈1(0,1), Tnun〉 =
1∫
0
sin2(2πnx) dx =
1
2
6= 0.
Thus, (Tnun)n does not weakly converge to 0.
Taking this problem into account, we have to develop diﬀerent approaches
to deduce any limiting behavior of (2.1). As the very ﬁrst example in the
introduction suggests, it becomes important to study inverse operators.
2.2.2 Lemma. Let H be a Hilbert space, M ∈ L(H), c > 0. Assume
ReM ≧ c. Then M is continuously invertible,
∥∥M−1∥∥ ≦ 1/c and we
have
ReM−1 ≧
c
‖M‖2 .
Proof. Obviously, M 6= 0. Let φ ∈ H. We have
|φ| |Mφ| ≧ |Re〈Mφ,φ〉| = |〈ReMφ,φ〉| ≧ c〈φ, φ〉.
The latter implies that M−1 is continuous. On the other hand a similar
reasoning yields
|φ| |M∗φ| ≧ c〈φ, φ〉.
Hence, R(M)⊥ = N(M∗) = {0}. Therefore, M−1 ∈ L(H) and ∥∥M−1∥∥ ≦
1/c. Let ψ ∈ H be such that Mψ = φ. From
|φ| = ∣∣MM−1φ∣∣ ≦ ‖M‖ ∣∣M−1φ∣∣ ,
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we ﬁnally deduce
〈2ReM−1φ, φ〉 = 〈M−1Mψ,Mψ〉+ 〈Mψ,M−1Mψ〉
= 〈2ReMψ,ψ〉
≧ 2c〈ψ,ψ〉
= 2c〈M−1φ,M−1φ〉
≧ 2
c
‖M‖2 〈φ, φ〉.
With the help of the last lemma, we show the following theorem. It will
come in handy if we want to show well-posedness for the limit as n→∞
in (2.1).
2.2.3 Theorem. Let H be a separable Hilbert space, r, c > 0. Let
(Mn)n∈N be a bounded sequence of (c)-material laws. Additionally, as-
sume that ReMn(z) ≧ c for all z ∈ B(r, r), n ∈ N. Then (z 7→Mn(z)−1)n
is bounded in M(BC(r, r), H). For the number
d :=
c3
sup{‖Mn(z)‖2 ;n ∈ N, z ∈ B(r, r)}
> 0,
if L ∈M(BC(r, r), H) denotes the limit of any convergent subsequence of
(z 7→Mn(z)−1)n, we have z 7→ L(z)−1 ∈Md(BC(r, r), H).
Proof. Since ReMn(z) ≧ c for all z ∈ B(r, r), n ∈ N, we conclude with
the help of Lemma 2.2.2 that
sup
{∥∥Mn(z)−1∥∥H→H ; z ∈ B(r, r), n ∈ N} ≦ 1c . (2.3)
Hence, the boundedness follows. Furthermore, z 7→Mn(z)−1 is analytic as
a composition of analytic mappings for all n ∈ N. Let L ∈M(B(r, r), H)
be the limit of any convergent subsequence of (z 7→ Mn(z)−1)n. We set
C := sup{‖Mn(z)‖2 ;n ∈ N, z ∈ B(r, r)}. Now, Lemma 2.2.2 implies
ReMn(z)
−1 ≧
c
C
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and
Re zMn(z)
−1 ≧
c
sup{‖z−1Mn(z)‖2 ;n ∈ N}
,
for all z ∈ B(r, r), n ∈ N. Hence,
ReL(z) ≧
c
C
and
Re zL(z) ≧
c
sup{‖z−1Mn(z)‖2 ;n ∈ N}
≧
c
|z−1|2C .
The map z 7→ L(z)−1 is uniformly bounded with upper bound C/c, by
the ﬁrst inequality. From the latter inequality and Lemma 2.2.2 applied
to M = zL(z), we deduce
Re z−1L(z)−1 ≧
c
C |z−1|2
1
‖zL(z)‖2
≧
c3
C
= d > 0,
where we used Inequality (2.3) to get the upper bound 1/c for
sup{‖L(z)‖ ; z ∈ BC(r, r)}.
We ﬁnally show a ﬁrst result on limiting evolutionary equations with
A = 0. Before we state the result, recall the following version of the
weak-strong principle, see e.g. [46]. For a Hilbert space H the following
holds. If (Tn)n is a sequence in L(H), that converges in the weak operator
topology τw to T ∈ L(H) and (fn)n is a sequence in H, which (strongly)
converges to f ∈ H, then Tnfn ⇀ Tf in H as n→∞. Later on, we will
give a more general version of this principle. Recognizing this easy version
of the weak-strong-principle, we are in position to slightly generalize the
model case (2.1):
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2.2.4 Theorem (Limiting of evolutionary equations with A = 0). Let
H be a separable Hilbert space, r, c > 0, ν > 1/(2r). Let (Mn)n∈N
be a bounded sequence of (c)-material laws. Additionally, assume that
ReMn(z) ≧ c for all z ∈ B(r, r) and n ∈ N. Let (fn)n be a convergent
sequence in Hν,−1 ⊗ H with limit f ∈ Hν,−1 ⊗ H. For n ∈ N, let un be
the unique solution of the equation
∂0Mn(∂
−1
0 )un = fn.
Then there is a subsequence (unk)k∈N of (un)n which weakly converges to
some u ∈ Hν,0 ⊗H. Moreover, there exist d > 0 and a (d)-material law
M such that u is the unique solution of
∂0M(∂
−1
0 )u = f.
Moreover, we have M =
(
limk→∞(z 7→Mnk(z)−1)
)−1
where the limit is
taken in M(B(r, r), H).
Proof. With the help of Lemma 2.2.2, we can apply Theorem 2.1.3 to (z 7→
Mn(z)
−1)n. Therefore, we may choose a subsequence of (z 7→Mn(z)−1)n,
denoted by (z 7→ Mnk(z)−1)k, which converges to L ∈ M(BC(r, r), H).
According to Corollary 2.2.3, there is d > 0 such that
z 7→ L(z)−1 ∈Md(BC(r, r), H).
Moreover, using Lemma 2.1.7, we have the following weak convergence in
Hν,0 ⊗H as k →∞:
u :↼ unk = Mnk(∂
−1
0 )
−1∂−10 fnk ⇀ L(∂
−1
0 )∂
−1
0 f
This implies that the equation
∂0L(∂
−1
0 )
−1u = f
holds on Hν,−1 ⊗ H. Furthermore, the asserted equation for computing
M holds.
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2.2.5 Remarks. (i) Note that one may formulate the latter result in the
following way: With the notion of G-convergence given in [151], we
have established sequential compactness with respect to this type
of convergence of the operators of the form ∂0M(∂
−1
0 ) with suitable
M as in Theorem 2.2.4. One may also view the result of Theorem
2.2.4 in the following way: The sequence of solution operators has
a subsequence which converges in the weak operator topology of
L(Hν,0 ⊗H).
(ii) Moreover, Theorem 2.2.4 tells us that (integro-)diﬀerential equa-
tions (with delay) in the form of Theorem 2.2.4 are closed under
homogenization processes.
A subclass of those material laws, that is also closed under homoge-
nization, are the constants in the space Mc(B(r, r), H): Let (An)n
be a bounded sequence in L(H) such that there exists c > 0 with
An ≧ c for all n ∈ N. Consider the following diﬀerential equation
in Hν,0 ⊗H. Let f ∈ Hν,−1 ⊗H. For n ∈ N, let un ∈ Hν,0 ⊗H be
such that
∂0Anun = f.
Using Theorem 2.2.4, we deduce the existence of a weakly convergent
subsequence (unk)k of (un)n such that the respective limit u satisﬁes
∂0Au = f,
where we have
A =
(
lim
k→∞
(z 7→ A−1nk )
)−1
=
(
τw − lim
n→∞
A−1nk
)−1
.
Thus, a G-closure-like question, see e.g. [122] and also [98, 99, 4], is
answered.
(iii) Note that the formula for computingM in the above theorem cannot
be simpliﬁed to limn→∞Mn = M . This is due to the fact that, unless
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H is ﬁnite-dimensional, to invert operators is not continuous in the
weak operator topology, as Example 2.2.6 indicates.
2.2.6 Example. Let ν > 0. Consider the mapping
a =
⋃
k∈Z
{
(
x,1[0, 1
2
)(x− k) + 21[ 1
2
,1](x− k)
)
;x ∈ [k, k+1)} j R×R
as a multiplication operator in L2(R), i.e. for φ ∈ C∞c (R), we deﬁne
a(n · m1)φ := (x 7→ a(nx)φ(x)) for n ∈ N. Note that a(x + k) = a(x)
for all x ∈ R and k ∈ Z. Let f ∈ Hν,0 ⊗ L2(R). For n ∈ N, let
un ∈ Hν,0 ⊗ L2(R) be the unique solution of the equation
(∂0∂
−1
0 a(n ·m1) + iI)un = (a(n ·m1) + iI)un = f. (2.4)
The operator iI is skew-selfadjoint in L2(R). By Theorem 2.4.1, we have
that (a(n ·m1))n is convergent in the weak operator topology of L2(R).
Observe that
un = (a(n·) + iI)−1f n→∞−→
1∫
0
(a(x) + i)−1 dxf =: u.
We integrate
1∫
0
(a(x) + i)−1 dx =
1
2
(1 + i)−1 +
1
2
(2 + i)−1.
Inverting the latter equation yields 1∫
0
(a(x) + i)−1 dx
−1 = (1
2
(1 + i)−1 +
1
2
(2 + i)−1
)−1
=
18
13
+
14
13
i.
Hence, u satisﬁes
lim
n→∞
(a(n ·m1) + iI)u =
(
3
2
+ iI
)
u 6=
(
18
13
+
14
13
i
)
u = f.
2.2.7 Remark. For A = iI and ∂−10 a(n·m1) = Mn(∂−10 ) the latter example
may be written in the form
∂0Mn(∂
−1
0 ) +A (2.5)
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for all n ∈ N. In the proof of the solution theory for evolutionary ex-
pressions it is important that Mn is a (c)-material law for suitable c > 0
and that A is skew-selfadjoint. The proof of the solution theory and the
operator norm of the inverse of ∂0Mn(∂
−1
0 ) + A is independent of A as
long as A is skew-selfadjoint. Therefore, it seems to be reasonable to use
the results of this section to deduce the limit-behavior of (2.5) for n→∞
in the following way. Hoping the limiting operator of (2.4) is of the same
type as in (2.4), namely, »bounded real valued multiplication operator
plus skew-selfadjoint operator iI«, and it can be computed with a similar
technique as in this section, one might guess that the limit u satisﬁes

∫
[0,1]
1
a(x)
dx

−1
+ iI
u = f.
As we have seen this is also wrong because

∫
[0,1]
1
a(x)
dx

−1
+ iI
 = (1
2
+
1
4
)−1
+ iI
=
4
3
+ iI
6=
(
18
13
+
14
13
i
)
.
That is why skew-selfadjointness of the operator A in evolutionary ex-
pressions is not suﬃcient to deduce any such limiting behavior. In the
next section, we will study assumptions on the material law and the (un-
bounded) skew-selfadjoint operator A in evolutionary equations, that will
allow us to deduce the limiting behavior of a sequence of solutions to
evolutionary equations. The unboundedness of A will play a crucial role.
Moreover, the formula for the limiting equation becomes more compli-
cated.
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2.3 Evolutionary Equations with A
skew-selfadjoint
In this section, we want to study sequences of (c)-material laws (Mn)n
and the corresponding solutions (un)n to evolutionary equations
(∂0Mn(∂
−1
0 ) +A)un = f, (2.6)
where A is a skew-selfadjoint operator in some Hilbert space H. We want
to ﬁnd criteria on (Mn)n and A such that as n tends to inﬁnity we have
that (un)n weakly converges to some u and there exists a (c)−material
law M with
(∂0M(∂
−1
0 ) +A)u = f.
In this case, we want to ﬁnd explicit formulas of how to compute M .
The strategy to ﬁnd such criteria is as follows. Using elementary regularity
theory in Sobolev lattices, we will recognize the necessity to study (time-)
pointwise behavior of solutions of evolutionary equations. We will do this
in the ﬁrst part of this section. The ﬁrst major step is to state and prove
Theorem 2.3.3, which is an analogue to the weak-strong principle used in
homogenization, see e.g. [46]. The second part of this section is concerned
with the behavior of (2.6) as n → ∞. With increasing complexity, we
will ﬁnally show Theorem 2.3.14, which forms our main homogenization
result for partial diﬀerential equations. An abstract version of this will be
Theorem 2.3.10. The Lemmas 2.3.12 and 2.3.13 are used to deduce that
the assumptions on the material laws in Theorem 2.3.10 are satisﬁed for
reasonable assumptions on the material laws in Theorem 2.3.14.
In view of the study of (time-)pointwise behavior, we need the following
deﬁnition.
Definition. Let H be a Hilbert space, ν > 0. We deﬁne
Cν(R;H) := {φ ∈ C(R;H); sup
t∈R
|exp(−νt)φ(t)|H <∞}.
We endow Cν(R;H) with the norm |·|Cν : φ 7→ supt∈R |exp(−νt)φ(t)|H .
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2.3.1 Remarks. (i) The pair (Cν(R;H), |·|Cν ) is a Banach space. Fur-
thermore, we have the continuous embedding
ι : Hν,1 ⊗H → Cν(R;H) : φ 7→ φ,
with norm less than or equal to 1/
√
2ν.
(ii) Let t ∈ R. The mapping δt : Cν(R;H) → H : φ 7→ φ(t) is continu-
ous. Moreover, we have
‖δt‖Cν(R;H)→H ≦ exp(νt)
and consequently ‖δt‖Hν,1⊗H→H ≦ exp(νt)/
√
2ν. With the help of
Examples 1.1.10 and 1.3.1, the norm inequality is also easy to see,
since we have (δt : Hν,1 ⊗H → H) = δ0 ◦ τt.
In order to prove our version of the weak-strong principle, we will need
the next lemma, that states how to compute the point evaluation of an
integrated function.
2.3.2 Lemma. Let H be a Hilbert space, ν > 0. Then, we have for
f ∈ Hν,0 ⊗H
∂−10 f(t) =
t∫
−∞
f(ξ) dξ (t ∈ R).
Moreover, if (fn)n in Hν,1⊗H is bounded and converges pointwise to some
f ∈ Hν,1 ⊗H, we have
∂−10 fn(t)
n→∞−→ ∂−10 f(t),
for all t ∈ R.
Proof. Let t ∈ R. We deﬁne
It : Hν,0 ⊗H → H : f 7→
t∫
−∞
f(ξ) dξ
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We ﬁrst show that It is well-deﬁned and continuous. Let f ∈ Hν,0 ⊗H.
Since f : R→ H is measurable, we have to show that the integral of the
modulus is ﬁnite t∫
−∞
|f(ξ)|H dξ
2 =
 t∫
−∞
|f(ξ)|H exp(−νξ) exp(νξ) dξ
2
≦
t∫
−∞
|f(ξ)|2H exp(−2νξ) dξ
t∫
−∞
exp(2νξ) dξ
≦
exp(2νt)
2ν
|f |2Hν,0⊗H .
Since |Itf |2H ≦
(∫ t
−∞ |f(ξ)|H dξ
)2
, the consideration above also shows
the continuity of It. This implies
It|
C∞c (R)
a
⊗H
= ∂−10 (·)(t)|C∞c (R) a⊗H ,
by Remark 1.1.7 and the construction of the tensor product of operators
(Section B.2).
Let (fn)n in Hν,1 ⊗ H be bounded and pointwise convergent to some
f ∈ Hν,1 ⊗ H. By the Sobolev embedding theorem, the sequence (fn)n
is bounded in Cν(R;H). Therefore, there is C > 0 such that for all
n ∈ N, ξ ∈ R, we have C ≧ |exp(−νξ)fn(ξ)|H . This implies, for all
n ∈ N,
(ξ 7→ 1(−∞,t)(ξ) |fn(ξ)|H)
≦ (ξ 7→ 1(−∞,t)(ξ)C exp(νξ)) ∈ L1(−∞, t).
By Lebesgue’s dominated convergence theorem, we conclude
∂−10 fn(t) =
t∫
−∞
fn(ξ) dξ
n→∞−→
t∫
−∞
f(ξ) dξ = ∂−10 f(t).
We are now in the position to formulate the ﬁrst major step in this section,
i.e. our version of the weak-strong principle:
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2.3.3 Theorem (Weak-strong principle). Let H be a Hilbert space, ε >
0, (Mn)n be a convergent sequence in M(BC(0, ε), H) and let M be the
respective limit in M(BC(0, ε), H). Then, for ν > 2/ε and any bounded
sequence (vn)n∈N in Hν,1⊗H and v ∈ Hν,1⊗H such that vn(t) n→∞−→ v(t)
in H for all t ∈ R we have
w − lim
n→∞
(Mn(∂
−1
0 )vn)(t) = (M(∂
−1
0 )v)(t) in H,
for all t ∈ R.
Proof. Let ν > 2/ε. SinceMn andM are analytic in 0, there are sequences
(Ank)k∈N0 and (Ak)k∈N0 in L(H) such that we may expand Mn and M
into absolutely convergent power series (Remark A.4.4(ii))
Mn =
∞∑
k=0
(·)kAnk and M =
∞∑
k=0
(·)kAk for all n ∈ N.
Let (vn)n∈N be a bounded sequence in Hν,1 ⊗H, v ∈ Hν,1 ⊗H such that
vn(t)→ v(t) in H for all t ∈ R.
Let t ∈ R be ﬁxed for the following. Since
∞∑
k=0
Ank∂
−k
0 vn ∈ Hν,1 ⊗H,
we can apply the Sobolev embedding theorem in order to obtain
δt
(
∞∑
k=0
Ank∂
−k
0 vn
)
=
∞∑
k=0
δt(Ank∂
−k
0 vn) =
∞∑
k=0
Ank(∂
−k
0 vn)(t). (2.7)
Since (vn)n is bounded and pointwise convergent, we have, by Lemma
2.3.2, that ∂−k0 vn(t)
n→∞−→ ∂−k0 v(t) for k ∈ N0. This, however, implies
together with Lemma 2.1.6
Ank∂
−k
0 vn(t) ⇀ Ak∂
−k
0 v(t) in H
as n → ∞ for all k ∈ N0. In order to apply Lebesgue’s dominated
convergence theorem in (2.7), we seek an estimate for the expression
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∣∣∣Ank∂−k0 vn(t)∣∣∣
H
. Deﬁne
C := sup{‖Mn(z)‖H→H ; z ∈ BC(0,
2
3
ε), n ∈ N},
which is ﬁnite by Remark 2.1.5(iii). Let γ be a circle around 0 with radius
ε/2 and indγ(0) = 1. Cauchy’s integral formula implies for n ∈ N, k ∈ N0
‖Ank‖H→H =
∥∥∥∥∥∥ 12πi
∫
γ
Mn(ζ)
ζk+1
dζ
∥∥∥∥∥∥
H→H
≦ C
(
2
ε
)k
.
For n ∈ N, k ∈ N0, we have
∣∣∣Ank∂−k0 vn(t)∣∣∣
H
≦
exp(νt)√
2ν
∣∣∣Ank∂−k0 vn∣∣∣
Hν,1⊗H
≦
exp(νt)√
2ν
‖Ank‖H→H
∣∣∣∂−k0 vn∣∣∣
Hν,1⊗H
≦
exp(νt)√
2ν
C
(
2
ε
)k ∣∣∣∂−k0 vn∣∣∣
Hν,1⊗H
≦
exp(νt)√
2ν
C
(
2
ε
)k (1
ν
)k
sup
n∈N
|vn|Hν,1⊗H
= D
(
2
εν
)k
,
where D > 0 is chosen suitably. We applied
∥∥∂−10 ∥∥Hν,0→Hν,0 ≦ 1ν (Ex-
ample 1.1.6), ∂−10 ⊗ IH = (∂0 ⊗ IH)−1 (Theorem B.2.10),
∥∥∂−10 ⊗ IH∥∥ =∥∥∂−10 ∥∥ ,∥∥IHν,0 ⊗Ank∥∥ = ‖Ank‖ (Theorem B.2.6) and ∥∥∂−10 ∥∥Hν,1→Hν,1 ≦∥∥∂−10 ∥∥Hν,0→Hν,0 (Theorem B.3.20) in the above computation. Note that
D
∞∑
k=1
(
2
εν
)k
<∞.
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For φ ∈ H, applying Lebesgue’s dominated convergence theorem, we get
〈φ,Mn(∂−10 )vn(t)〉 =
〈
φ,
∞∑
k=0
Ank(∂
−k
0 vn)(t)
〉
=
∞∑
k=0
〈φ,Ank(∂−k0 vn)(t)〉
n→∞−→
∞∑
k=0
〈φ,Ak(∂−k0 v)(t)〉 = 〈φ,M(∂−10 )v(t)〉.
In the situation of (2.6), Theorem 2.3.6 gives a ﬁrst criterion on (Mn)n and
A in order to describe the limiting behavior of the evolutionary equation
(2.6). In the respective proof, the weak-strong principle helps us to deduce
the limiting behavior of a product. However, in order to apply the weak-
strong principle, we have to maintain (time-)pointwise strong convergence
of a sequence of solutions of (2.6). The latter is done by assuming A to
have compact resolvent. Thinking H1 to be the domain of A endowed
with the graph norm, the next lemma shows how to deduce from A having
compact resolvent (time-)pointwise strong convergence.
2.3.4 Lemma. Let H,H1 be Hilbert spaces such that H1 →֒ H is compact
and let k ∈ N0. Let (un)n be a weakly convergent sequence in Hν,−k⊗H1.
If u ∈ Hν,−k ⊗ H1 denotes the respective limit, then (∂−k−10 un)(t) n→∞−→
(∂−k−10 u)(t) in H for all t ∈ R.
Proof. Let t ∈ R. We have the following chain of continuous mappings
Hν,−k ⊗H1
∂−k−10−→ Hν,1 ⊗H1 δt→ H1 →֒ H.
Since the latter map is compact, weakly convergent sequences are mapped
into strongly convergent sequences. This implies
∂−k−10 un(t) = δt∂
−k−1
0 un
n→∞−→ δt∂−k−10 u = ∂−k−10 u(t) in H.
Before ﬁnally stating and proving Theorem 2.3.6, we state the following
elementary (regularity) lemma on Sobolev chains.
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2.3.5 Lemma. Let H be a Hilbert space. Let A : D(A) j H → H be a
densely defined, closed linear operator, such that ρ(A) 6= ∅. Let λ ∈ ρ(A)
and u ∈ H0(A− λ). If Au ∈ H0(A− λ), then u ∈ H1(A− λ).
Proof. We have u = (A− λ)−1(A− λ)u ∈ H1(A− λ).
2.3.6 Theorem (Limiting of evolutionary equations with A skew-selfad-
joint). Let H be a Hilbert space, c, ε > 0. Let (Mn)n be a convergent se-
quence in M(BC(0, ε), H) with limit M ∈M(BC(0, ε), H). Furthermore,
assume that (Mn)n is a sequence in Mc(BC(r, r), H) for some r ∈ (0, ε)
(hence, for every r′ ∈ (0, r)). For ν > max{2ε , 12r}, the following holds:
Let A : D(A) j H → H be a skew-selfadjoint operator such that the
embedding (D(A), |·|A) →֒ (H, |·|H) is compact. Then, we have
(∂0Mn(∂
−1
0 ) +A)
−1 τw,n→∞−→ (∂0M(∂−10 ) +A)−1 in L(Hν,−1 ⊗H).
Proof. We underscore that in this proof we shall invoke heavily the theory
of Sobolev lattices and thus the extensions of the operators ∂0 and A to
the whole lattice, cf. Remarks 1.1.3 and 1.4.3. Moreover, we use the
corresponding extensions for the material law operators Mn(∂
−1
0 ) and its
limit M(∂−10 ), see also Remark 1.3.3.
By Proposition 2.1.2, we conclude that M is a (c)−material law for all
0 < r′ < r. Let f ∈ Hν,−1 ⊗H. For n ∈ N, we deﬁne
un := (∂0Mn(∂
−1
0 ) +A)
−1f.
The sequence (un)n is bounded in Hν,−1 ⊗ H and, in particular, it is
bounded in Hν,−2 ⊗H, by Theorem B.3.8. There is a weakly convergent
subsequence (unk)k in Hν,−1⊗H. Deﬁne u := w− limk→∞ unk ∈ Hν,−1⊗
H. By Remark 1.4.3, in Hν,−2 ⊗H−1,A we have the equality
∂0Mn(∂
−1
0 )un +Aun = f.
Since un ∈ Hν,−1 ⊗H (n ∈ N), we have for n ∈ N
Aun = −∂0Mn(∂−10 )un + f ∈ Hν,−2 ⊗H. (2.8)
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Lemma 2.3.5 implies un ∈ Hν,−2⊗H1,A for all n ∈ N. Recalling that ∂−10 ∩
((Hν,−2⊗H)⊕(Hν,−1⊗H)) is unitary by Theorem B.3.11 and (Mn(∂−10 ))n
is bounded by the choice of ν and Remark 2.1.5(iii), we estimate
|Aun|Hν,−2⊗H ≦ sup
n∈N
∥∥Mn(∂−10 )∥∥ sup
n∈N
|un|Hν,−1⊗H + |f |Hν,−2⊗H <∞.
We may choose a weakly convergent subsequence (Aunk(l))l∈N of the se-
quence (Aunk)k∈N in Hν,−2 ⊗H. The weak closedness of
A ∩ (Hν,−2 ⊗H)⊕ (Hν,−2 ⊗H),
cf. Remark 1.1.3(ii), implies u ∈ Hν,−2 ⊗H1,A and
w − lim
l→∞
Aunk(l) = Au ∈ Hν,−2 ⊗H.
We apply ∂−40 to Equation (2.8) for every n ∈ N. This implies
∂−40 Aun = −Mn(∂−10 )∂−30 un + ∂−40 f ∈ Hν,1 ⊗H. (2.9)
For the latter, we need the following equation to hold
∂−40 ∂0Mn(∂
−1
0 )v = Mn(∂
−1
0 )∂
−3
0 v (v ∈ Hν,−2 ⊗H,n ∈ N). (2.10)
Indeed, for n ∈ N, v ∈ Hν,−2 ⊗ H, we have, by Remark 1.3.3, that
Mn(∂
−1
0 )v lies in Hν,−2⊗H. Since ∂0∩((Hν,−2⊗H)⊕(Hν,−3⊗H)) is uni-
tary, by Theorem B.3.11, with inverse ∂−10 ∩ ((Hν,−3⊗H)⊕ (Hν,−2⊗H)),
we have
∂−30 ∂
−1
0 ∂0Mn(∂
−1
0 )v = ∂
−3
0 Mn(∂
−1
0 )v (v ∈ Hν,−2 ⊗H,n ∈ N).
By continuity of ∂−30 andMn(∂
−1
0 ) as operators from Hν,−2⊗H into itself
and by Lemma 1.3.2, we deduce that Equality (2.10) holds.
We apply Lemma 2.3.4 to the Hilbert spaces H1,A = (D(A), |·|A) and
(H, |·|H) and the weakly convergent sequence (unk)k in Hν,−2 ⊗ H1,A.
Thus, we deduce the pointwise convergence of (∂−30 unk)k in H. This, in
turn, implies (use Theorem 2.3.3) the weak convergence of
−
(
Mnk(l)(∂
−1
0 )∂
−3
0 unk(l)
)
(t) ⇀ − (M(∂−10 )∂−30 u) (t) in H,
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as l→∞. The weak limit of Equation (2.9) in H as l→∞ for the index
subsequence (nk(l))l yields that for every t ∈ R, we have
∂−40 Au(t) = −M(∂−10 )∂−30 u(t) + ∂−40 f(t). (2.11)
Note that the sequence (∂−40 Aunk(l))l weakly converges in Hν,1⊗H. Thus,
for every t ∈ R, we have that the sequence
(δt(∂
−4
0 Aunk(l)))l = ((∂
−4
0 Aunk(l))(t))l
weakly converges in H, since δt maps weakly convergent sequences to
weakly convergent sequences. In Hν,1 ⊗H Equation (2.11) reads
∂−40 Au = −M(∂−10 )∂−30 u+ ∂−40 f.
Hence, the equality
∂−40 (∂0M(∂
−1
0 ) +A)u = ∂
−4
0 f
holds in Hν,1 ⊗H. This implies that
(∂0M(∂
−1
0 ) +A)u = f (2.12)
holds in Hν,−3 ⊗H. Since f ∈ Hν,−1 ⊗H, by Theorem 1.4.2, there exists
v ∈ Hν,−1 ⊗H such that
(∂0M(∂
−1
0 ) +A)v = f.
But Hν,−1 ⊗H j Hν,−3 ⊗H (Theorem B.3.8), therefore we have u = v
and u is uniquely determined by (2.12).
Thus, we have shown that any subsequence of (un)n in Hν,−1 ⊗ H con-
tains a subsequence, which weakly converges to u. Hence, (un)n weakly
converges to u ∈ Hν,−1 ⊗H. Thus,
(∂0Mn(∂
−1
0 ) +A)
−1f ⇀ (∂0M(∂
−1
0 ) +A)
−1f
as n→∞. This yields the assertion.
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The latter theorem is a mere structural result. We shall give a more
detailed version in the following theorem. The reader familiar with the
notion of G−convergence in the sense of [151] might think of this result
as a version of G−convergence.
2.3.7 Theorem. Assume the hypotheses of Theorem 2.3.6 to be satisfied.
Let ν > max{2ε , 12r} and A : D(A) j H → H be a skew-selfadjoint
operator such that (D(A), |·|A) →֒ (H, |·|H) is compact. Let (fn)n be a
weakly converging sequence in Hν,−1 ⊗ H with limit f . For n ∈ N, let
un ∈ Hν,−1 ⊗H be the unique solution of
(∂0Mn(∂
−1
0 ) +A)un = fn.
Then (un)n weakly converges to some u ∈ Hν,−1 ⊗H such that
(∂0M(∂
−1
0 ) +A)u = f.
Moreover, ∂−30 un(t)
n→∞−→ ∂−30 u(t) in H for all t ∈ R.
Proof. The proof is similar to the proof of the previous theorem. Note
that the sequence (fn)n is bounded inHν,−1⊗H, by the Banach-Steinhaus
theorem A.1.6. For n ∈ N, we have
un = (∂0Mn(∂
−1
0 ) +A)
−1fn.
This implies the boundedness of (un)n in Hν,−1 ⊗H. Furthermore, by
Aun = −∂0Mn(∂−10 )un + fn,
we conclude the boundedness of (Aun)n in H−2,ν ⊗H and un ∈ Hν,−2 ⊗
H1,A for n ∈ N. Without loss of generality, we may assume that the
sequences (un)n and (Aun)n weakly converge in Hν,−2⊗H. Deﬁne un ⇀:
u as n→∞. By the weak closedness of A, we get u ∈ Hν,−2 ⊗H1,A and
Aun ⇀ Au as n → ∞. With the help of Lemma 2.3.4, we conclude the
pointwise convergence of (∂−30 un)n in H. For n ∈ N, we have
∂−40 Aun(t) = −Mn(∂−10 )∂−30 un(t) + ∂−40 fn(t) (t ∈ R).
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Performing the limit n→∞, we get for all t ∈ R
∂−40 Au(t) = −M(∂−10 )∂−30 u(t) + ∂−40 f(t).
Hence, the equality
∂−40 (∂0M(∂
−1
0 ) +A)u = ∂
−4
0 f.
holds in Hν,1 ⊗ H. Analogously to the proof of the previous theorem,
we conclude with Theorem 1.4.2 that the limit of (un)n is uniquely de-
termined in Hν,−1 ⊗ H. Moreover, in the same manner as in Theorem
2.3.6 we conclude that the sequence (un)n weakly converges to u without
choosing subsequences.
2.3.8 Remark. If we investigate the proof of the above theorem, we see
that the weakly converging sequence (fn)n in Hν,−1⊗H could be replaced
by any weakly converging sequence in Hν,k⊗H for any k ∈ Z. We would
obtain that the weak limit u of (un)n in Hν,k ⊗H satisﬁes
(∂0M(∂
−1
0 ) +A)u = f
in Hν,k ⊗H.
Since the assumption imposed on (Mn)n and A in the above theorems are
not satisﬁed in many interesting cases, we may only assume that A|N(A)⊥
N(A)⊥
has compact resolvent. To study this assumption in more detail, we ﬁrst
consider coupled systems of evolutionary equations, to which we will re-
duce the case of A|N(A)⊥
N(A)⊥
having compact resolvent. Note that this is a
sort of abstract approach to the »div-curl-lemma«, see e.g. [39, 136, 105].
This abstract approach is needed, since there is no analogue to div or curl
in the theory of abstract (unbounded) operators in Hilbert space. How-
ever, before coming to our main homogenization result Theorem 2.3.14, we
provide the very helpful Theorem 2.3.10. The latter theorem essentially
combines Theorems 2.2.4 and 2.3.6.
The proof of Theorem 2.3.10 requires an elementary lemma on Sobolev
chains, which is proved by using a standard sub-subsequence argument.
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2.3.9 Lemma. Let H be a Hilbert space, C be a densely defined, closed,
linear operator with 0 ∈ ρ(C) and (Hk(C))k be the Sobolev chain asso-
ciated with C and k ∈ Z, n ∈ N. Let (um)m be a bounded sequence in
Hk+n(C) such that (um)m weakly converges in Hk(C) to u ∈ Hk(C).
Then u ∈ Hk+n(C) and (um)m weakly converges to u in Hk+n(C).
Proof. Since (um)m is bounded inHk+n(C), we may choose a subsequence
(uml)l that weakly converges in Hk+n(C) to some v ∈ Hk+n(C). Thus,
by Theorem B.3.8, we have the weak convergence of (uml)l in Hk(C) to
v. By uniqueness of the limit, we get u = v ∈ Hk+n(C) and the desired
convergence result.
Now, the fundamental theorem for our homogenization result in partial
diﬀerential equations may be stated. Note that in the following theorem
the underlying Hilbert space will be the orthogonal sum H = H1 ⊕H2 of
the two Hilbert spaces H1 and H2. Any B ∈ L(H2, H1) is identiﬁed with
the block operator matrix
(
0H1→H1 B
0H1→H2 0H2→H2
)
where 0X→Y denotes the
mapping that assigns to every x ∈ X the image 0 ∈ Y . Consequently, any
C ∈ L(H1, H2) is identiﬁed with
(
0H1→H1 0H2→H1
C 0H2→H2
)
. Thus, for E j C
open, we identify M(E,H1, H2) jM(E,H) as a closed subset.
2.3.10 Theorem (Coupled systems). Let H1 and H2 be separable Hilbert
spaces, c, ε, r > 0 and define H := H1 ⊕H2. For bounded sequences
(M11,n)n in M(B(0, ε), H1), (M12,n)n in M(B(0, ε), H2, H1),
(M21,n)n in M(B(0, ε), H1, H2), (M22,n)n in M(B(0, ε), H2)
satisfying for all n ∈ N and z ∈ B(0, ε)
(i) M22,n ∈Mc(B(r, r), H2),
(ii) ReM22,n(z) ≧ c > 0 and
(iii) z 7→M11,n(z)−M12,n(z)M22,n(z)−1M21,n(z) ∈
M(B(0, ε), H1) ∩Mc(B(r, r), H1),
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we have for ν > ν0 > max{2ε , 12r} the following.
Let A : D(A) j H1 → H1 be a skew-selfadjoint operator such that
(D(A), |·|A) →֒ (H1, |·|H1) is compact and f1 ∈ Hν,−1 ⊗H1, f2 ∈ Hν,−1 ⊗
H2. For n ∈ N let u1,n ∈ Hν,−1 ⊗H1, u2,n ∈ Hν,−1 ⊗H2 be such that(
∂0
(
M11,n(∂
−1
0 ) M12,n(∂
−1
0 )
M21,n(∂
−1
0 ) M22,n(∂
−1
0 )
)
+
(
A 0
0 0
))(
u1,n
u2,n
)
=
(
f1
f2
)
. (2.13)
Then there is a weakly convergent subsequence of (u1,n ⊕ u2,n)n in the
space (Hν,−1 ⊗H1)⊕ (Hν,−1 ⊗H2) such that its limit u = u1 ⊕ u2 is the
unique solution of(
∂0
(
MI(∂
−1
0 ) 0
L(∂−10 )
−1MII(∂
−1
0 ) L(∂
−1
0 )
−1
)
+
(
A 0
0 0
))(
u1
u2
)
=
(
f1 − g
f2
)
,
where, modulo subsequences, we have
MI := lim
n→∞
(z 7→M11,n(z))
− lim
n→∞
(z 7→M12,n(z)M22,n(z)−1M21,n(z)),
MII := lim
n→∞
(z 7→M22,n(z)−1M21,n(z)),
L := lim
n→∞
(z 7→M22,n(z)−1) in M
(
B
(
1
2ν0
,
1
2ν0
)
, H
)
and
g := w − lim
n→∞
M12,n(∂
−1
0 )M22,n(∂
−1
0 )
−1f2 in Hν,−1 ⊗H.
Proof. For n ∈ N, we multiply equation (2.13) from the left by(
1 −M12,n(∂−10 )M22,n(∂−10 )−1
0 1
)
,
and this yields(
∂0
(
M11,n(∂
−1
0 )−M12,n(∂
−1
0 )M22,n(∂
−1
0 )
−1M21,n(∂
−1
0 ) 0
M21,n(∂
−1
0 ) M22,n(∂
−1
0 )
)
+
(
A 0
0 0
) ) ( u1,n
u2,n
)
=
(
f1−M12,n(∂
−1
0 )M22,n(∂
−1
0 )
−1f2
f2
)
. (2.14)
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Choosing convergent subsequences of
(M11,n)n,
(z 7→M12,n(z)M22,n(z)−1M21,n(z))n and
(z 7→M12,n(z)M22,n(z)−1)n,
with indices (nk)k, we may now apply Theorem 2.3.7 to the ﬁrst block row
equation of (2.14). Let u1 be the limit of (u1,nk)k. By Theorem 2.3.7, we
have the strong convergence of (∂−30 u1,nk(t))k in H1. This implies, after
choosing convergent subsequences of
(z 7→M22,nk(z)−1M21,nk(z))k and (z 7→M22,nk(z)−1)k,
with indices (nk(l))l, and using Theorem 2.3.3, the following convergence:
M22,nk(l)(∂
−1
0 )
−1M21,nk(l)(∂
−1
0 )∂
−3
0 u1,nk(l)(t)
l→∞−→ lim
l→∞
(M22,nk(l)(∂
−1
0 )
−1M21,nk(l)(∂
−1
0 ))∂
−3
0 u1(t),
for every t ∈ R. For l ∈ N, the second block row equation of (2.14) reads
u2,nk(l) = ∂
−1
0 M22,nk(l)(∂
−1
0 )
−1f2
−M22,nk(l)(∂−10 )−1M21,nk(l)(∂−10 )u1,nk(l) .
Applying ∂−30 to the latter equation, we have for t ∈ R and l ∈ N
∂−30 u2,nk(l)(t) = (∂
−3
0 ∂
−1
0 M22,nk(l)(∂
−1
0 )
−1f2)(t)
− (M22,nk(l)(∂−10 )−1M21,nk(l)(∂−10 )∂−30 u1,nk(l))(t).
Thus, letting l→∞, we have for t ∈ R
∂−30 u2(t) :=
(
∂−30 ∂
−1
0 L(∂
−1
0 )f2
)
(t)
−
(
lim
l→∞
(
M22,nk(l)(∂
−1
0 )
−1M21,nk(l)(∂
−1
0 )
)
∂−30 u1
)
(t). (2.15)
Now, u = u1⊕u2 satisﬁes the asserted equation. The solution u is unique.
Indeed, since MI ∈ Mc(B(r, r), H1), by Proposition 2.1.2, the operator
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∂0MI(∂
−1
0 ) + A is continuously invertible, by Theorem 1.4.2. Thus, the
uniqueness of u1 ∈ Hν,−1 ⊗ H1 follows. Moreover, since ∂0L(∂0)−1 is
continuously invertible by Theorem 2.2.4, we have
∂0L(∂
−1
0 )
−1MII(∂
−1
0 )u1 + ∂0L(∂
−1
0 )
−1u2 = f2.
Hence,
u2 = (∂0L(∂
−1
0 )
−1)−1f2 −MII(∂−10 )u1 ∈ Hν,−1 ⊗H1.
Thus, the uniqueness of u2 follows. It remains to show that (u2,nk(l))l
weakly converges to u2 in Hν,−1 ⊗ H2. We have that (∂−30 u2,nk(l)(t))l
weakly converges in H2 for every t ∈ R. Furthermore, it holds ∂−30 u2 ∈
Hν,1 ⊗H2, see Equation (2.15). Since (∂−30 u2,nk(l))l is bounded in Hν,1 ⊗
H2, there exists a weakly convergent subsequence (∂
−3
0 u2,nk(l)(m))m. For
every t ∈ R the mapping δt maps weakly convergent sequences to weakly
convergent sequences, thus
w − lim
m→∞
δt∂
−3
0 u2,nk(l)(m) = w − liml→∞ δt∂
−3
0 u2,nk(l) = δt∂
−3
0 u2.
Hence, (∂−30 u2,nk(l))l itself weakly converges. Thus, (u2,nk(l))l weakly con-
verges in Hν,−2⊗H2 to u2, since ∂30 : Hν,1⊗H2 → Hν,−2⊗H2 is unitary,
by Theorem B.3.11. Since (u2,nk(l))l is bounded in Hν,−1 ⊗H2, applying
Lemma 2.3.9 concludes the proof.
2.3.11 Remark. An additional driving term like −g on the right-hand-side
also occurs in the homogenization of Maxwell’s equations in [144], where
the author applied two-scale convergence methods. A similar eﬀect can
also be observed in the derivation of a homogenized wave equation in [64].
The method of applying div in order to cancel out the curl-term, which
was also used in [144], will be presented in its abstract form in Theorem
2.3.14.
The next two lemmas will help us to show that for suitable assumptions
on (Mn)n the conditions of the latter theorem are satisﬁed.
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2.3.12 Lemma. Let H be a Hilbert space and B ∈ L(H) with B ≧ c > 0.
Let P ∈ L(H) be an orthogonal projection. Define Q := I −P . Then, for
φ ∈ H, the inequality
〈(PBP − PBQ(QBQ)−1QBP )φ, φ〉 ≧ c〈Pφ, Pφ〉
holds true where QBQ is interpreted as (QBQ)|R(Q)R(Q) = (QBQ)∩ (R(Q)⊕
R(Q)).
Proof. We have(
PBP−PBQ(QBQ)−1QBP 0
0 QBQ
)
=
(
1 −PBQ(QBQ)−1
0 1
)(
PBP PBQ
QBP QBQ
)(
1 0
−(QBQ)−1QBP 1
)
.
Note that(
1 −PBQ(QBQ)−1
0 1
)∗
=
(
1 0
−(QBQ)−1QBP 1
)
holds. Furthermore, observe that we have
c ≦ B =
(
PBP PBQ
QBP QBQ
)
.
Hence, for φ ∈ H, we conclude
〈(PBP − PBQ(QBQ)−1QBP )φ, φ〉
= 〈(PBP − PBQ(QBQ)−1QBP )φ, Pφ〉
=
〈(
PBP−PBQ(QBQ)−1QBP 0
0 QBQ
) (
Pφ
0
)
,
(
Pφ
0
)〉
=
〈(
1 −PBQ(QBQ)−1
0 1
)(
PBP PBQ
QBP QBQ
)(
1 0
−(QBQ)−1QBP 1
) (
Pφ
0
)
,
(
Pφ
0
)〉
=
〈(
PBP PBQ
QBP QBQ
)(
1 0
−(QBQ)−1QBP 1
) (
Pφ
0
)
,
(
1 0
−(QBQ)−1QBP 1
) (
Pφ
0
)〉
=
〈(
PBP PBQ
QBP QBQ
)(
Pφ
−(QBQ)−1QBPφ
)
,
(
Pφ
−(QBQ)−1QBPφ
)〉
≧ c
(
|Pφ|2H +
∣∣(QBQ)−1QBPφ∣∣2
H
)
≧ c〈Pφ, Pφ〉.
In order to treat more general material laws, we need the following per-
turbation result.
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2.3.13 Lemma. Let H be a Hilbert space, ε, c > 0. Let B ∈ L(H) be
selfadjoint with B ≧ c and M+ ∈M(B(0, ε), H). Define
M(z) := B + zM+(z) (z ∈ B(0, ε)).
Set C := sup{‖M+(z)‖ ; z ∈ B(0, ε)}. Let P ∈ L(H) be an orthogonal
projection, Q := I − P and ε′ > 0 such that ε′ < min{ε, 1, 12 cC }. Then
there is Mˆ ∈M(B(0, ε′), R(P )) such that for all z ∈ B(0, ε′), we have
Re
(
PM(z)P − PM(z)Q((QM(z)Q)|R(Q)R(Q))−1QM(z)P
)
=
PBP − PBQ
(
(QBQ)|R(Q)R(Q)
)−1
QBP +Re(zMˆ(z))
and the following estimate holds true
∥∥∥Mˆ(z)∥∥∥ ≦ ‖B‖κ(1 + C
c
+ κ
)
+C
(
1 +
(
C
c
+ κ
)2)
=: E(‖B‖ , C, c),
where κ := 3
(
‖B‖
c + 1
)
C
c .
Proof. We deﬁne the following abbreviations:
M11 :=
(
z 7→ (PM(z)P )|R(P )R(P )
)
, M12 :=
(
z 7→ (PM(z)Q)|R(P )R(Q)
)
,
M21 :=
(
z 7→ (QM(z)P )|R(Q)R(P )
)
, M22 :=
(
z 7→ (QM(z)Q)|R(Q)R(Q)
)
.
Set BQ := (QBQ)|R(Q)R(Q). Note that BQ is selfadjoint and continuously
invertible and that
∥∥∥B−1Q ∥∥∥ ≦ 1c , by Lemma 2.2.2. Let z ∈ B(0, ε′). Since
ε′ < 12
c
C , the operator M22(z) is invertible. Indeed, let φ ∈ R(Q), then
we have
Re〈φ,M22(z)φ〉 =Re〈Qφ,BQφ〉+Re〈Qφ, zM+(z)Qφ〉
≧c〈φ, φ〉 − ε′C〈φ, φ〉
≧
c
2
〈φ, φ〉.
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Abbreviating M+(z)Q := (QM
+(z)Q)|R(Q)R(Q), we get
M22(z)
−1 = (BQ + zM
+(z)Q)
−1 = (BQ(I + zB
−1
Q M
+(z)Q))
−1
=
∞∑
k=0
zk(−B−1Q M+(z)Q)kB−1Q
= B−1Q +
∞∑
k=1
zk(−B−1Q M+(z)Q)kB−1Q .
We observe the following decomposition(
M11(z)−M12(z)M22(z)−1M21(z) 0
0 M22(z)
)
=
(
1 −M12(z)M22(z)−1
0 1
)(
M11(z) M12(z)
M21(z) M22(z)
)(
1 0
−M22(z)−1M21(z) 1
)
.
This implies for φ ∈ R(P )
〈φ, (M11(z)−M12(z)M22(z)−1M21(z))φ〉
=
〈(
M11(z) M12(z)
M21(z) M22(z)
)(
1 0
−M22(z)−1M21(z) 1
) (
φ
0
)
,(
1 0
−(M22(z)−1)∗M12(z)∗ 1
) (
φ
0
) 〉
. (2.16)
We expand −M22(z)−1M21(z) and −(M22(z)−1)∗M12(z)∗ into power se-
ries:
−M22(z)−1M21(z)
= −
(
B−1Q +
∞∑
k=1
zk(−B−1Q M+(z)Q)kB−1Q
)
(QBP + zQM+(z)P )
= −B−1Q QBP + zM+21(z),
where
M+21(z) =−
∞∑
k=1
zk−1(−B−1Q M+(z)Q)kB−1Q QBP
−
∞∑
k=1
zk(−B−1Q M+(z)Q)kB−1Q QM+(z)P
−B−1Q QM+(z)P
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and
− (M22(z)−1)∗M12(z)∗
= −
(
B−1Q +B
−1
Q
∞∑
k=1
(z∗)k(−M+(z)∗QB−1Q )k
)
(PBQ+ zPM+(z)Q)∗
= −B−1Q QBP + z∗M+12(z),
where
M+12(z) =−B−1Q
∞∑
k=1
(z∗)k−1(−M+(z)∗QB−1Q )kQBP
−B−1Q
∞∑
k=1
(z∗)k(−M+(z)∗QB−1Q )kQM+(z)∗P
−B−1Q QM+(z)∗P.
We need to estimate
∥∥M+21(z)∥∥ and ∥∥M+12(z)∥∥. We get
max{∥∥M+21(z)∥∥ ,∥∥M+12(z)∥∥}
≦
∞∑
k=1
|z|k−1
(
C
c
)k ‖B‖
c
+
∞∑
k=1
|z|k
(
C
c
)kC
c
+
C
c
≦
∞∑
k=0
∣∣ε′∣∣k (C
c
)k+1 ‖B‖
c
+
∞∑
k=0
∣∣ε′∣∣k (C
c
)kC
c
+
C
c
≦
∞∑
k=0
(
1
2
)kC
c
‖B‖
c
+
∞∑
k=0
(
1
2
)kC
c
+
C
c
≦ 3
(‖B‖
c
+ 1
)
C
c
= κ.
(2.17)
From Equation (2.16), we deduce
Re〈φ, (M11(z)−M12(z)M22(z)−1M21(z))φ〉
= Re
〈(
M11(z) M12(z)
M21(z) M22(z)
)(
1 0
−B−1Q QBP+zM
+
21(z) 1
) (
φ
0
)
,(
1 0
−B−1Q QBP+zM
+
12(z) 1
) (
φ
0
) 〉
.
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The latter equals
Re
〈(
PBP PBQ
QBP BQ
)(
1 0
−B−1Q QBP+zM
+
21(z) 1
) (
φ
0
)
,(
1 0
−B−1Q QBP+zM
+
12(z) 1
) (
φ
0
) 〉
+Re
〈
zM+(z)
(
1 0
−B−1Q QBP+zM
+
21(z) 1
) (
φ
0
)
,(
1 0
−B−1Q QBP+zM
+
12(z) 1
) (
φ
0
) 〉
= Re
〈(
PBP PBQ
QBP BQ
)(
φ
−B−1Q QBPφ+zM
+
21(z)φ
)
,(
φ
−B−1Q QBPφ+zM
+
12(z)φ
)〉
+Re
〈
zM+(z)
(
φ
−B−1Q QBPφ+zM
+
21(z)φ
)
,
(
φ
−B−1Q QBPφ+zM
+
12(z)φ
)〉
.
Furthermore, we observe that the latter equals
Re
〈(
PBPφ−PBQB−1Q QBPφ+PBQzM
+
21(z)φ
QBPφ−BQB
−1
Q QBPφ+BQzM
+
21(z)φ
)
,
(
φ
−B−1Q QBPφ+zM
+
12(z)φ
)〉
+Re
〈
zM+(z)
(
φ
−B−1Q QBPφ+zM
+
21(z)φ
)
,
(
φ
−B−1Q QBPφ+zM
+
12(z)φ
)〉
= Re〈PBPφ− PBQB−1Q QBPφ+ PBQzM+21(z)φ, φ〉
+Re〈BQzM+21(z)φ,−B−1Q QBPφ+ zM+12(z)φ〉
+Re
〈
zM+(z)
(
φ
−B−1Q QBPφ+zM
+
21(z)φ
)
,
(
φ
−B−1Q QBPφ+zM
+
12(z)φ
)〉
.
To conclude the proof, we estimate
Re〈PBQzM+21(z)φ, φ〉
+Re〈BQzM+21(z)φ,−B−1Q QBPφ+ zM+12(z)φ〉
+Re
〈
zM+(z)
(
φ
−B−1Q QBPφ+zM
+
21(z)φ
)
,
(
φ
−B−1Q QBPφ+zM
+
12(z)φ
)〉
.
(2.18)
This, however, is straightforward. An upper bound for the modulus of
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(2.18) is the following
|z| ‖B‖κ |φ|2
+ |z| ‖B‖κ
(
C
c
+ |z|κ
)
|φ|2
+ |z|C |φ|2
(
1 +
∥∥∥B−1Q QBP + zM+21(z)∥∥∥∥∥∥B−1Q QBP + zM+12(z)∥∥∥)
≦ |z| |φ|2
(
‖B‖κ
(
1 +
C
c
+ |z|κ
)
+ C
(
1 +
(
C
c
+ |z|κ
)2))
.
Finally, we come to the main theorem. This theorem will serve to treat
many concrete homogenization problems. In the case of partial diﬀerential
equations, we cover hyperbolic type problems. A treatment of hyperbolic
problems with explicitly time dependent coeﬃcients may be found in [52,
17]. We do not treat that case here, but as we shall exemplify in the
next chapter we study a large class of evolutionary equations which is not
included in [52, 17], as one easily deduces from Section 1.5.
2.3.14 Theorem. Let H be a separable Hilbert space, ε, c > 0. Let (M+n )n
be a bounded sequence inM(B(0, ε), H). Let (Bn)n be a bounded sequence
in L(H) such that Bn ∈ L(H) is self-adjoint and Bn ≧ c for all n ∈ N.
Define Mn(z) := Bn + zM
+
n (z) for all z ∈ B(0, ε). Then there is ν0 ≧ 0
such that for ν > ν0, the following holds true:
Let A : D(A) j H → H be skew-selfadjoint and P : H → H be the
orthogonal projection on N(A)⊥, Q := I−P . Assume that the embedding
(D(PAP ), |·|A) →֒ (N(A)⊥, |·|H) is compact. Let f ∈ Hν,−1 ⊗ H. Let
un ∈ Hν,−1 ⊗H be the unique solution of
(∂0Mn(∂
−1
0 ) +A)un = f. (2.19)
Then, modulo subsequences, (un)n weakly converges to u ∈ Hν,−1 ⊗H. u
satisfies
(∂0N(∂
−1
0 ) +A)u = Pf − f1,
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where
z 7→ N(z) = MI(z) +MII(0)∗MII(z) +MII(0)∗ +MII(z) +Q,
with
MI := lim
n→∞
(z 7→ PMn(z)P )
− lim
n→∞
(z 7→ PMn(z)Q(QMn(z)Q)−1QMn(z)P ),
MII := lim
n→∞
(z 7→ (QMn(z)Q)−1QMn(z)P ),
L := lim
n→∞
(z 7→ (QMn(z)Q)−1)
and
f1 :=w − lim
n→∞
(PMn(∂
−1
0 )Q)(QMn(∂
−1
0 )Q)
−1Qf
− (MII(0)∗ +Q)L(∂−10 )Qf.
Moreover, there is d > 0 and ν1 ≧ ν such that N ∈Md(B( 12ν1 , 12ν1 ), H).
Proof. Set C := max{{‖M+n (z)‖ ; z ∈ B(0, ε), n ∈ N}, c}. We deﬁne
K := supn∈N ‖Bn‖ and
ν0 := max{2
ε
,
2
c
max{E(K,C, c), c}, 1, 2C
c
}.
Let ν > ν0, r :=
1
2ν0
. Well-posedness of (2.19) follows from Theorem 1.4.2
with the help of the inequality
Re〈φ, z−1Mn(z)φ〉 =Re〈φ, z−1(Bn + zM+n (z))φ〉
=Re〈φ, z−1Bnφ〉+Re〈φ,M+n (z)φ〉
≧cν〈φ, φ〉 − C〈φ, φ〉 ≧ C〈φ, φ〉,
for all φ ∈ H and z ∈ B(r, r). Now, we write Equation (2.19) as a system.
From
(∂0(P +Q)Mn(∂
−1
0 )(P +Q) + (P +Q)A(P +Q))un = (P +Q)f,
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we deduce(
∂0
(
PMn(∂
−1
0 )P PMn(∂
−1
0 )Q
QMn(∂
−1
0 )P QMn(∂
−1
0 )Q
)
+
(
PAP 0
0 0
))(
Pun
Qun
)
=
(
Pf
Qf
)
.
Note that P and Q commutes with A, cf. A.2.5. We want to apply The-
orem 2.3.10 to the Hilbert spaces R(P ) = H1, R(Q) = H2, the operator
families
M11,n =
(
z 7→ PMn(z)P |R(P )R(P )
)
, M12,n =
(
z 7→ PMn(z)Q|R(P )R(Q)
)
,
M21,n =
(
z 7→ QMn(z)P |R(Q)R(P )
)
, M22,n =
(
z 7→ QMn(z)Q|R(Q)R(Q)
)
and A˜ : D(PAP ) j H1 → H1 as the skew-selfadjoint operator with
compact resolvent. In order to do so, we have to check whether the
hypotheses in Theorem 2.3.10 are satisﬁed. By assumption, clearly, A˜
satisﬁes the compactness condition. Furthermore, the boundedness and
analyticity conditions are trivially fulﬁlled. The Conditions (i), (ii), (iii),
however, need a closer investigation.
Condition (i): Let φ ∈ H2. We have for n ∈ N, z ∈ B(r, r):
Re〈z−1M22,n(z)φ, φ〉 = Re〈Qz−1Mn(z)φ,Qφ〉 ≧ c |Qφ|2 = c |φ|2H2 .
Condition (ii): Note that we have
ReMn(z) ≧
c
2
for all n ∈ N. Thus, Condition (ii) is satisﬁed.
Condition (iii): The choice of r and Lemma 2.3.13 together with Lemma
2.3.12 imply that Condition (iii) of Theorem 2.3.10 is also satisﬁed. In-
deed, apply, for n ∈ N, Lemma 2.3.13 to Mn and the projections P and
Q. Let Mˆn be a corresponding analytic mapping, which is estimated in
Lemma 2.3.13. Thus, for n ∈ N and z ∈ B(r, r) the estimate∥∥∥Mˆn(z)∥∥∥ ≦ E(K,C, c)
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holds true. Therefore, applying Lemma 2.3.12, we get for n ∈ N and
z ∈ B(r, r):
Re z−1(M11,n(z)−M12,n(z)M22,n(z)−1M21,n(z))
≧ (PBnP − PBnQ(QBnQ)−1QBP )Re z−1 −
∥∥∥Mˆn(z)∥∥∥
≧ cν0 − E(K,C, c)
≧ c
2
c
max{E(K,C, c), c} −max{E(K,C, c), c}
≧ max{E(K,C, c), c}.
We compute N and f1. With the help of Theorem 2.3.10, we deduce the
existence of a weakly convergent subsequence (not relabeled) in Hν,−1⊗H
of (un)n such that the respective limit u ∈ Hν,−1 ⊗H satisﬁes(
∂0
(
MI(∂
−1
0 ) 0
L(∂−10 )
−1MII(∂
−1
0 ) L(∂
−1
0 )
−1
)
+
(
A˜ 0
0 0
))(
Pu
Qu
)
=
(
Pf − g
Qf
)
,
(2.20)
with
g := w − lim
n→∞
M12,n(∂
−1
0 )M22,n(∂
−1
0 )
−1Qf in Hν,−1 ⊗H.
We multiply the second row of Equation (2.20) by L(∂−10 ). Hence,(
∂0
(
MI(∂
−1
0 ) 0
MII(∂
−1
0 ) Q
)
+
(
A˜ 0
0 0
))(
Pu
Qu
)
=
(
Pf − g
L(∂−10 )Qf
)
.
The latter is equivalent to
(
∂0
(
MI(0) 0
MII(0) Q
)
+
(
∂0(MI(∂
−1
0 )−MI(0)) 0
∂0(MII(∂
−1
0 )−MII(0)) 0
)
+
(
A˜ 0
0 0
))(Pu
Qu
)
=
(
Pf − g
L(∂−10 )Qf
)
.
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Performing a Gauss step by adding MII(0)
∗ times the second row to the
ﬁrst, we get
(
∂0
(
MI(0) +MII(0)
∗MII(0) MII(0)
∗
MII(0) Q
)
+
(
∂0(MI(∂
−1
0 )−MI(0) +MII(0)∗∂0(MII(∂−10 )−MII(0)) 0
∂0(MII(∂
−1
0 )−MII(0)) 0
)
+
(
A˜ 0
0 0
))(Pu
Qu
)
=
(
Pf − g +MII(0)∗L(∂−10 )Qf
L(∂−10 )Qf
)
.
It is left to show that N ∈ Md(B( 12ν1 , 12ν1 ), H) for suitable d, ν1 > 0. By
Lemma 2.3.12 we have MI(0) ≧ cP . Hence, the operator
(
MI(0) 0
0 Q
)
is strictly positive deﬁnite. Thus, the strict positive deﬁniteness of
(
MI(0) +MII(0)
∗MII(0) MII(0)
∗
MII(0) Q
)
=
(
P MII(0)
∗
0 Q
)(
MI(0) 0
0 Q
)(
P 0
MII(0) Q
)
follows from the strict positive deﬁniteness of
(
P MII(0)
∗
0 Q
)(
P 0
MII(0) Q
)
.
The caseMII(0) = 0 being trivial, we may assumeMII(0) 6= 0 and choose
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δ ∈ (1, 1 + 1/ ‖MII(0)‖). For (φ, ψ) ∈ R(P )⊕R(Q), we have〈(
P 0
MII(0) Q
)(
φ
ψ
)
,
(
P 0
MII(0) Q
)(
φ
ψ
)〉
= |φ|2 + |MII(0)φ+ ψ|2
= |φ|2 + 2Re〈MII(0)φ, ψ〉+ |MII(0)φ|2 + |ψ|2
≧ |φ|2 − δ |MII(0)φ|2 − 1
δ
|ψ|2 + |MII(0)φ|2 + |ψ|2
= (1− 1
δ
) |ψ|2 + (1− δ) |MII(0)φ|2 + |φ|2
≧ (1− 1
δ
) |ψ|2 + (1 + (1− δ) ‖MII(0)‖) |φ|2 .
Realizing that ∂0(MI(∂
−1
0 ) − MI(0)) is representable as a power series
expansion
∑∞
k=0Wk∂
−k
0 for suitable (Wk)k∈N0 in L(H), we conclude that
z 7→ N(z) =
(
MI(0) +MII(0)
∗MII(0) MII(0)
∗
MII(0) Q
)
+
(
(MI(z)−MI(0)) +MII(0)∗(MII(z)−MII(0)) 0
(MII(z)−MII(0)) 0
)
is an element of Md(B( 12ν1 , 12ν1 ), H) for suitable d > 0 and ν1 ≧ ν.
Having proved the main convergence theorem, we will focus on a special
case of material laws in the next section.
2.4 Periodic Material Laws as a Special Case
Sequences of periodic material laws, which we shall deﬁne in this section,
are a particular instance of our general considerations. The main feature
of this particular class is that both the sequence itself and the sequence
of the inverses are convergent. Not in all but in some of the limiting
processes, which we considered in the previous sections, we thus can im-
mediately show uniqueness of the limit u and directly compute the limit
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equation without extracting subsequences. But note that our method is
not restricted to periodic material laws.
Let N ∈ N. We state the deﬁnition of periodicity given in [25]. For this
section, we deﬁne
Y := (0, 1)N j RN .
Definition (Periodic mappings). Let K ∈ N. Let p : RN → CK . p is
called (Y -)periodic if
∀x ∈ RN , j ∈ {1, . . . , N} : p(x+ ej) = p(x),
where ej = (δij)i∈{1,...,N}, j ∈ {1, . . . , N}. If p ∈ L∞(RN ;CK), the mean
value M(p) of p is given by
M(p) :=
∫
Y
p(x) dx.
We have the following well-known theorem, which is a special case of
results in [57, 46]. Since we focus here on bounded coeﬃcients, the proofs
given there simplify drastically. Therefore, we give a proof of the result
for this particular situation.
2.4.1 Theorem. Let p ∈ L∞(RN ) be a Y−periodic map. Then
pk := p(k·) k→∞−→ M(p) *-weakly in L∞(RN ).
Proof. Note that the sequence (p(k·))k is bounded in L∞(RN ). Thus, it
suﬃces to show that for any bounded interval I we have∫
I
pk(x)−M(p) dx k→∞−→ 0.
Let a = (a1, . . . , aN ), b = (b1, . . . , bN ) ∈ RN such that I := (a1, b1)×· · ·×
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(aN , bN ) j RN is a non-empty interval. We have5∫
I
pk(x)−M(p) dx =
∫
a+(b−a)Y
p(kx)−M(p) dx
=
1
kN
∫
ka+k(b−a)Y
p(x)−M(p) dx
=
1
kN
∫
ka+⌊k(b−a)⌋Y
p(x)−M(p) dx
+
1
kN
∫
ka+(k(b−a)−⌊k(b−a)⌋)Y
p(x)−M(p) dx.
Using the periodicity assumption on p, we obtain∫
I
pk(x)−M(p) dx =(⌊k(b− a)⌋)
1
kN
∫
Y
p(x)−M(p) dx
+
1
kN
∫
ka+(k(b−a)−⌊k(b−a)⌋)Y
p(x)−M(p) dx
=
1
kN
∫
ka+(k(b−a)−⌊k(b−a)⌋)Y
p(x)−M(p) dx.
Again by periodicity, the sequence( ∫
ka+(k(b−a)−⌊k(b−a)⌋)Y
|p(x)−M(p)| dx
)
k
is bounded. Hence,∫
I
pk(x)−M(p) dx→ 0 (k →∞).
5Here, we use the following notations 1 := (1, . . . , 1) ∈ RN and we set for x ∈ R, y =
(y1, . . . , yN ) ∈ R
N , α = (α1, . . . , αN ) ∈ N
N
0
⌊x⌋ := max{z ∈ Z; z ≦ x},
⌊y⌋ := (⌊y1⌋, . . . , ⌊yN⌋),
yY := (0, y1)× · · · × (0, yN ),
y
α := yα11 · · · y
αN
N .
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To give a deﬁnition of periodic material laws with values in L(H), where
H is a Hilbert space, we need to restrict ourselves to a rather special case
of a Hilbert space, namely H = L2(Ω) with Ω j RN open.
Definition (Periodic material laws). Let N,K ∈ N, E j C be open. A
material law M ∈ M(E,⊕Kj=1 L2(Ω)) is said to be periodic, if, for every
z ∈ E, there is a Y -periodic map f(z) ∈ L∞(RN ;CK × CK) such that
M(z) = f(z)(mˆ), where mˆ := (m1, . . . ,mN ) denotes the multiplication
by the argument operator in
⊕K
j=1 L2(Ω).
2.4.2 Remark. We may also think of M : E × RN → CK×K to be a
bounded mapping such that M(z, ·) is Y -periodic and M(·, x) is holomor-
phic for all z ∈ E, x ∈ RN .
The key-property of periodic material laws is their convergence behavior.
This is the content of the next theorem, which is a consequence of Theorem
2.4.1.
2.4.3 Theorem. Let K,N ∈ N, E j C, Ω j RN be open subsets and
M ∈ M(E,⊕Kj=1 L2(Ω)) be periodic. Let f represent M as in the above
definition of periodic material laws. For n ∈ N define Mn := (z 7→
f(z)(nmˆ)). Then
Mn
n→∞−→ M(M) := (z 7→ M((x 7→ f(z)(x)))) in M
E, K⊕
j=1
L2(Ω)
 .
Proof. Identifying any g ∈ L∞(RN ;CK×K) with g(mˆ) ∈ L(
⊕K
j=1 L2(Ω)),
we consider the operator
M˜ :{M : E → L∞(RN ;CK×K);M bounded, analytic}
jM
E, K⊕
j=1
L2(Ω)
→M(E,CK)
M 7→
z 7→ ∫
Y
M(z)(x) dx
 .
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Note that M˜ is well-deﬁned, since
L∞(R
N ;CK×K) ∋ g 7→
∫
Y
g(y) dy ∈ CK×K
is linear and continuous. Therefore, both M˜(M) and M are analytic,
and in particular locally uniformly continuous. Let ε > 0 and z0 ∈ E,
δ > 0 such that B[z0, δ] j E. There exists δ′ > 0 such that for all
z1, z2 ∈ B[z0, δ] with |z1 − z2| < δ′, we have
max{‖M(z1)−M(z2)‖ ,
∥∥∥M˜(M)(z1)− M˜(M)(z2)∥∥∥} < ε.
Choose F jfin B[z0, δ] such that
⋃
z∈F B(z, δ
′) k B[z0, δ]. According to
Theorem 2.4.1, there is n0 ∈ N such that for all n ≧ n0 and z ∈ F , we
have ∣∣∣∣∣∣
∫
RN
〈(f(z)(ny)−M(f(z))) g(y), h(y)〉
CK
dy
∣∣∣∣∣∣ < ε
for all g, h ∈ L2(RN ;CK). Let z ∈ B[z0, δ] and z1 ∈ F such that |z − z1| <
δ′. For n ≧ n0, g, h ∈ L2(RN ;CK), we have∣∣∣∣∣∣
∫
RN
〈(f(z)(ny)−M(f(z))) g(y), h(y)〉 dy
∣∣∣∣∣∣
≦
∣∣∣∣∣∣
∫
RN
〈(f(z)(ny)− f(z1)(ny)) g(y), h(y)〉 dy
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
RN
〈(f(z1)(ny)−M(f(z1))) g(y), h(y)〉 dy
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
RN
〈(M(f(z1))−M(f(z))) g(y), h(y)〉 dy
∣∣∣∣∣∣
≦ |f(z)− f(z1)|∞ |g|L2(RN ;CK) |h|L2(RN ;CK) + ε
+ |M(f(z1))−M(f(z))|∞ |g|L2(RN ;CK) |h|L2(RN ;CK)
≦ ε
(
2 |g|L2(RN ;CK) |h|L2(RN ;CK) + 1
)
.
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2.4.4 Example. Consider Example 1.4.5 with a periodic. The solution
operator to the respective ordinary diﬀerential equation constitutes a pe-
riodic material law. This particular type of diﬀerential equations is dis-
cussed in the ﬁrst part of the following chapter. Note that material laws
arising from solution operators of ordinary diﬀerential equations can oc-
cur in evolutionary expressions with A not equal to zero, cf. [120] Section
3.4.
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This chapter is devoted to applications of the theory developed in the
previous parts. We compare our results with some results given in recent
literature. As it was done in Chapter 2, we will study the case of ordinary
diﬀerential equations ﬁrst. After doing so, we will show how our methods
apply to the equations of piezo-electro-magnetism. We will not discuss
applications to multi-scale convergence in this thesis, but note that our
methods apply to this case as well (Since we have discussed general se-
quences of material laws, the multi-scale case is indeed included).
3.1 Homogenization of Ordinary Differential
Equations
In this section we will study a rather elementary ordinary diﬀerential
equation. This problem was, among other things, considered in [132,
134]. In [95, 96] similar problems were discussed. The main point in
those derivations was that, starting initially with a sequence of ordinary
diﬀerential equations, the homogenized equation is an integro-diﬀerential
equation. In our approach the very reason for this is that computing
the inverse is not continuous in the weak operator topology. The setting
of the problem is the following. Let N ∈ N, Ω j RN open and (an)n
be a bounded sequence in L∞(R
N ). For ν > 2 supn |an| + 1 and f ∈
Hν,0⊗L2(Ω), we consider the sequence (un)n of solutions to the equation
(∂0 + an(mˆ))un = f in Hν,0 ⊗ L2(Ω), n ∈ N, (3.1)
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where an(mˆ)φ = ((t, x) 7→ an(x)φ(t, x)) for any φ ∈ Hν,0 ⊗ L2(Ω). Well-
posedness of this problem was already shown in Example 1.4.5. In order
to keep the exposition of how our methods work very transparent, we only
focus on problems of type (3.1). To explain the derivation of the result
of Tartar in [134], we need the following theorem. See also [139] and the
references therein for a more detailed description of Young measures.
3.1.1 Theorem (Fundamental theorem of Young). Let I j RN be mea-
surable. Let (an)n be a bounded sequence in L∞(I) of real valued functions.
Then there is a subsequence (ank)k of (an)n and a family of probability
measures (µx)x such that
(i) sptµx j
⋃
n∈N an[I] for a.e x ∈ I,
(ii) for all f ∈ C0(RN ;R), we have
f ◦ ank k→∞−→ f :=
x 7→ ∫
R
f(y) dµx(y)
 *-weakly in L∞(I).
Proof. See [23, 86].
3.1.2 Remark. One can use this theorem to describe the limit behavior of
a continuous function composed with the sequence (an)n. This helps in
calculating integral kernels of some convolution term, which arises from
the limiting process of homogenization:
3.1.3 Theorem (Theorem 1.2 in [134]). Let Ω j RN open and let (an)n
be a bounded sequence in L∞(Ω) of positive functions, which *-weakly
converges to a ∈ L∞(Ω), ν > 2 supn |an| + 1, T > 0. For n ∈ N, let
un ∈ Hν,0 ⊗ L2(Ω) be the solution of
(∂0 + an(mˆ))un = f,
where f ∈ Hν,0 ⊗ L2(Ω) such that spt0 f j (0,∞). Then there is a
subsequence of (un)n converging weakly to some u in L2(0, T ) ⊗ L2(Ω)
and an integral kernel K : (0, T )× Ω → R such that u is the (restriction
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of the) solution of
∂0u+ a0(mˆ)u−
t 7→ t∫
0
K(·, t− s)u(s, ·) ds
 = f.
Proof. See [134, 132, 88, 95, 96] for techniques used in the proof.
Before we present a proof with our methods, we want to emphasize that
convolutions will not occur if considering ∂0an(mˆ)un = f instead. The
latter is shown in Remark 2.2.5(ii). Furthermore, this feature carries over
to the case of partial diﬀerential equations, i.e., when A 6= 0.
Now, we will come to the proof of Theorem 3.1.3. In the original proof
it was crucial to know the notion of Young-measures in order to compute
the integral kernel above. With the methods developed in the previous
chapter the derivation of the homogenized equation follows directly. From
Theorem 2.2.4, we immediately deduce by choosing an appropriate sub-
sequence that u satisﬁes
∂0
(
τw − lim
n→∞
(1 + ∂−10 an(mˆ))
−1
)−1
u = f.
Using Lemma 2.1.6, we may compute τw − limn→∞(1 + ∂−10 an(mˆ))−1
τw − lim
n→∞
(1 + ∂−10 an(mˆ))
−1 =τw − lim
n→∞
∞∑
k=0
(−1)k(∂−10 )kan(mˆ)k
=
∞∑
k=0
(−1)k∂−k0 τw − limn→∞ an(mˆ)
k.
For k ∈ N0, deﬁne τw − limn→∞ an(mˆ)k =: Ak(mˆ). Thus,
τw − lim
n→∞
(1 + ∂−10 an(mˆ))
−1 =
∞∑
k=0
∂−k0 (−1)kAk(mˆ).
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For ν > 0 large enough, we have(
∞∑
k=0
∂−k0 Ak(mˆ)
)−1
=
(
1 + ∂−10
∞∑
k=1
∂−k+10 (−1)kAk(mˆ)
)−1
=
∞∑
l=0
(−1)l∂−l0
(
∞∑
k=1
∂−k+10 (−1)kAk(mˆ)
)l
=
(
1 + ∂−10 A1(mˆ) + ∂
−2
0 (A1(mˆ)
2 −A2(mˆ))
+ ∂−30
∞∑
k=0
∂−k0 Bk(mˆ)
)
,
where (Bk(mˆ))k∈N0 is chosen suitably. With the help of Remark 1.5.7,
we deduce the existence of K ∈ L1(R, exp(−νx) dx;L(L2(Ω))) such that
u satisﬁes
∂0u+A1(mˆ)u+
1√
2π
K ∗ u = f.
3.1.4 Remarks. (i) The strategy of choosing subsequences of the L∞-
coeﬃcients in [134] and in our proof are closely related. Let (an)n
be a bounded sequence in L∞(R). Then in [134] a subsequence of
(an)n is chosen according to Theorem 3.1.1, i.e. such that for any
continuous function f ∈ C(R;R), the sequence (f ◦an)n is *-weakly
convergent in L∞(R). In our approach, we seek a subsequence of
(an)n such that for any function fk : x 7→ xk, the sequence (fk ◦an)n
is *-weakly convergent in L∞(R) (k ∈ N).
(ii) Note that if a ∈ L∞(RN ) is periodic and an = a(n·), the mappings
Ak and thus the mappings Bk are constant functions.
3.2 Homogenization for Piezo-Electro-Magnetism
The theory of limiting evolutionary equations covers a large class of hyper-
bolic type partial diﬀerential equations. In particular, homogenization of
equations such as Maxwell’s equations or the equations of elasticity may
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be considered. Moreover, a coupling of those equations is possible. This
yields the equations of piezo-electro-magnetism. For more physical insight
of the equations combining elastic eﬀects and electromagnetic waves see
[101] or [103].
The homogenization of stationary equations of elasticity may be found
in [105, 80] and the non-stationary case may be found in [127]. A non-
linear case is treated in [110, 111, 3], where the two-scale convergence
method was used. Homogenization has also been studied for Maxwell’s
equations, e.g. in [144, 24, 137]. In [24] a case is treated which allows more
general material laws than in [144]. In [144] the homogenized equation was
derived by the two-scale convergence method. An important ingredient
used in both [24] and [137] was a version of the div-curl-lemma, which
we do not use here. In our approach, the structure of the operators of
vector calculus is exploited, by using compact embedding results. The
material laws treated in [127, 144, 24, 137] are nevertheless a special case
of the material laws we treat here, as one can easily see from the results
in Section 1.5. In particular, they also include »chiral and bi-isotropic
media, uniaxial dielectric-magnetic media, uniaxial bianisotropic media,
gyrotropic media, biaxial anisotropic media, biaxial bianisotropic media
and general anisotropic media« ([24]). Those media are covered not only
for Maxwell’s equations but also for piezo-electro-magnetism.
Showing how our method works, we have to deﬁne the operators involved
in the equations for piezo-electro-magnetism: Let Ω j R3 be an open
set. Having deﬁned the operators curl and curlc in Chapter 1, we will
now deﬁne the symmetrized gradient and its adjoint. For this we have to
establish a suitable Hilbert space.
Definition. Let Ω j R3 be measurable. Let Hsym(Ω) be the vector space
of L2(Ω)-valued selfadjoint 3× 3 matrices, i.e.
Hsym(Ω) := {Φ ∈ L2(Ω)3×3; for a.e. x ∈ Ω : Φ(x)∗ = Φ(x)}.
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Endowing Hsym(Ω) with the inner product
Hsym(Ω)×Hsym(Ω) ∋ (Φ,Ψ) 7→
∫
Ω
trace(Φ(x)∗Ψ(x)) dx
the space Hsym(Ω) becomes a Hilbert space.
Definition. With
D˜ivc :Hsym(Ω) ∩ C∞c (Ω)3×3 j Hsym(Ω)→ L2(Ω)3
(Tjk)(j,k)∈{1,2,3}2 7→
 3∑
j=1
∂kTjk

k∈{1,2,3}
and
G˜radc :C
∞
c (Ω)
3 j L2(Ω)
3 → Hsym(Ω)
(Φk)k∈{1,2,3} 7→
1
2
(
(∂kΦj)(j,k)∈{1,2,3}2 + (∂kΦj)(k,j)∈{1,2,3}2
)
,
we deﬁne Div := −
(
G˜radc
)∗
,Grad := −
(
D˜ivc
)∗
,Divc := −Grad∗ and
Gradc := −Div∗.
For piezo-electro-magnetism, the spatial operator is then deﬁned for ex-
ample as
APEM :=

0 Div 0 0
Gradc 0 0 0
0 0 0 curl
0 0 − curlc 0

or
APEM :=

0 Divc 0 0
Grad 0 0 0
0 0 0 curl
0 0 − curlc 0
 ,
depending on the boundary conditions that one wants to impose. Note
that more general boundary conditions are also admitted as long as skew-
selfadjointness is obtained. In either of the above cases we do have that
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APEM is skew-selfadjoint. Let c, ε > 0,
M ∈M(B(0, ε), L2(Ω)3 ⊕Hsym(Ω)⊕ L2(Ω)3 ⊕ L2(Ω)3),
N ∈ L(L2(Ω)3 ⊕Hsym(Ω)⊕ L2(Ω)3 ⊕ L2(Ω)3),
such that N ≧ c. Then the diﬀerential expression associated to the equa-
tions of piezo-electro-magnetism is the following, cf. [120],
∂0N +M(∂
−1
0 ) +APEM. (3.2)
Depending on the shape ofM(∂−10 ) andN , we model full coupling between
Maxwell’s equations and the equations modeling elasticity. Moreover, as
it was shown in Section 1.5, also integro-diﬀerential coupling terms are
included. Deﬁning
HPEM(Ω) := L2(Ω)
3 ⊕Hsym(Ω)⊕ L2(Ω)3 ⊕ L2(Ω)3,
we shall show the following homogenization result which corresponds to
the non-periodic situation. In the case of piezo-electro-magnetism, we
do not know, whether a direct computation of the homogenized equa-
tions without further assumptions but periodicity of the material law
is possible. The very reason for this is that the null-space of APEM is
inﬁnite-dimensional, otherwise it would be a straightforward consequence
of the Theorems 2.4.3 and 2.3.6. However, every limit material law is of
a particular form:
3.2.1 Theorem (Homogenization of piezo-electro-magnetism). Let Ω j
R3 be open such that
(D(PAPEMP ), |·|APEM) →֒ (N(APEM)⊥, |·|HPEM(Ω))
is compact, c, ε > 0. Let (Nn)n∈N be a bounded sequence of selfadjoint
operators in L(HPEM(Ω)) such that Nn ≧ c for all n ∈ N and (Mn)n
a bounded sequence in M(B(0, ε), HPEM(Ω)). For n ∈ N define Kn :=
Nn + ∂
−1
0 Mn(∂
−1
0 ). There is ν0 > 0 such that for ν ≧ ν0 we have: Let
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f ∈ Hν,−1 ⊗ HPEM(Ω) and (un)n be the sequence in Hν,−1 ⊗ HPEM(Ω)
such that
(∂0Nn +Mn(∂
−1
0 ) +APEM)un = f (n ∈ N).
Then there is a weakly convergent subsequence of (un)n such that the re-
spective limit u ∈ Hν,−1 ⊗HPEM(Ω) is the solution of the following equa-
tion
(∂0K(∂
−1
0 ) +APEM)u = Pf − f1,
where K ∈ M(B(0, ε), HPEM(Ω)) can be computed, for that subsequence,
in the following way
z 7→ K(z) = MI(z) +MII(0)∗MII(z) +MII(0)∗ +MII(z) +Q,
with
MI := lim
n→∞
(z 7→ PKn(z)P )
− lim
n→∞
(z 7→ PKn(z)Q(QKn(z)Q)−1QKn(z)P ),
MII := lim
n→∞
(z 7→ (QKn(z)Q)−1QKn(z)P ),
L := lim
n→∞
(z 7→ (QKn(z)Q)−1)
and
f1 :=w − lim
n→∞
(PKn(∂
−1
0 )Q)(QKn(∂
−1
0 )Q)
−1Qf
− (MII(0)∗ +Q)L(∂−10 )Qf.
Here, P ∈ L(HPEM(Ω)) denotes the orthogonal projection of HPEM(Ω)
onto the space N(APEM)
⊥ and Q := I − P . Moreover, there is d > 0 and
ν1 ≧ ν such that K ∈Md(B( 12ν1 , 12ν1 ), H).
Proof. This is an immediate consequence of Theorem 2.3.14.
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Remark. The compact embedding property can be enforced by posing
suitable assumptions on Ω. For this note that the skew-selfadjoint oper-
ator APEM is a block operator matrix of the operators
AE :=
(
0 Div
Gradc 0
)
and AM :=
(
0 curl
− curlc 0
)
.
Some results on the compactness of
(D(AM) ∩N(AM)⊥, |·|AM) →֒ (L2(Ω)6, |·|L2(Ω)6)
can be found in [118, 147]. In [141] it is shown that under suitable as-
sumptions on Ω the embedding
(D(Grad), |·|Grad) →֒ (L2(Ω)3, |·|L2(Ω)3)
is compact. In order to get the compact embedding for the operator AE
and thus for APEM, one needs the following observation.
3.2.2 Lemma. Let H1, H2 be two Hilbert spaces, C : D(C) j H1 → H2
be a densely defined, closed, linear operator. Assume that (D(C), |·|C) →֒
(H1, |·|H1) is compact. Then (D(C∗) ∩ N(C∗)⊥, |·|C∗) →֒ (H2, |·|H2) is
compact.
Proof. The proof rests on the theorem of the polar decomposition A.2.4
for densely deﬁned, closed operators. We use the notation of A.2.4. We
have
C = U |C| , (3.3)
where U : R(C∗) → H1 is a linear isometry from R(C∗) to R(C). Note
that by Equation (3.3), we see that
V : R(C∗)→ R(C) : x 7→ Ux
is a linear isometry with dense range, where we consider R(C∗) and R(C)
as subspaces ofH1 andH2, respectively. Thus, V is unitary. Furthermore,
we have V −1x = U∗x for all x ∈ N(C∗)⊥ = R(C).
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Let (xn)n be a bounded sequence in (D(C
∗) ∩N(C∗)⊥, |·|C∗). Adjoining
Equation (3.3) yields that (U∗xn)n is a bounded sequence inD(|C|). Since
D(|C|) = D(C), we may choose a convergent subsequence of (U∗xn)n, for
which we use the same name. Since V is unitary, we have that (V U∗xn)n
also converges strongly and thus,
(xn)n = (V V
−1xn)n = (V U
∗xn)n
strongly converges.
3.3 Concluding Remarks
We developed a new way to view homogenization in the context of evo-
lutionary equations in the sense of [120]. By introducing a topology on
material laws, we were able to prove homogenization results without the
assumptions of periodicity or almost periodicity or anything similar. Fur-
thermore, with our abstract approach it is possible to compute the ho-
mogenized equations, even if one considers multi-scale homogenization
problems. Using the rich structure of evolutionary equations, we also
gave a method of how to compute the integral kernel of a homogenized
ordinary diﬀerential equation, without invoking the theory of Young mea-
sures. In the case of partial diﬀerential equations, we did not need to
invoke so-called »local problems«(e.g. [144]), but were able to describe
the structure of the homogenized coeﬃcients. We have indicated that our
results cover a large class of hyperbolic type equations. Moreover, well-
posedness of the homogenized problems follows directly by construction
and we neither made an ansatz for the homogenized problems nor did
we assume any asymptotic expansions. Furthermore, we exempliﬁed our
methods with the equations of piezo-electro-magnetism.
In conclusion we note that there are of course a number of open prob-
lems. Here we would like to mention speciﬁcally the need for corrector
type results and the desirable extension to more general classes for the
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spatial operator A, such as maximal monotone relation, in order to attain
homogenization results for non-linear evolutionary problems and evolu-
tionary diﬀerential inclusions. However, such further development will be
left to future work.
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A.1 Topology and Normed Spaces
See [65, 31] for basic concepts of topology. For normed spaces and oper-
ators therein, we refer to the standard textbooks on functional analysis
[148, 123, 146, 90]. In the whole section let I,X, Y,Xι for ι ∈ I be non-
empty sets.
Definition. Let T j P(X). The set T is called topology (on X) if the
following conditions are satisﬁed
(i) for any F jfin T , we have
⋂{A;A ∈ F} ∈ T ,
(ii) for any A j T , we have ⋃{A;A ∈ A} ∈ T .
The pair (X, T ) is called topological space. The elements of T are called
(T -)open. A set A j X, such that ∁A ∈ T is called (T -)closed.
A.1.1 Remarks. (i) If the topology T is clear from the context we refer
X to be the topological space
(ii) For F = ∅ in Condition (i), we have X ∈ T and for A = ∅ in
Condition (ii), we have ∅ ∈ T .
(iii) Furthermore, we immediately conclude that if T is a set of topologies
on X, then
⋂
T is a topology on X.
Definition. Let (X, T ), (Y,S) be topological spaces. Let f : X → Y .
We call f continuous if
∀A ∈ S : f−1[A] ∈ T .
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Moreover if X = Y , we deﬁne the following: The topology T is coarser
than S (T is finer than S) if IX : (X,S)→ (X, T ) (IX : (X, T )→ (X,S))
is continuous.
Remark. Any mapping f : X → Y is continuous if T = P(X) (the ﬁnest
topology on X) or if S = {Y, ∅} (the coarsest topology on Y ).
Definition. Let ((Xι,Sι))ι be a family of topological spaces. Let (X, T )
be a topological space. Let fι : X → Xι for all ι ∈ I. We say T is the
initial topology for the mappings (fι)ι if T is the coarsest topology such
that fι is continuous (ι ∈ I).
A.1.2 Theorem. Let (X, T ), (Y,S), (Xι, Tι) for ι ∈ I be topological spaces.
Let g : Y → X, fι : X → Xι for ι ∈ I and let T be the initial topology for
the mappings (fι)ι. Then g is continuous if and only if for all ι ∈ I the
map fι ◦ g is continuous.
Remark. For any family (fι)ι of mappings fι : X → Xι for ι ∈ I there is a
uniquely determined topology T on X, such that T is the initial topology
for (fι)ι.
A.1.3 Example. Let X,Y be normed spaces. Let X ′, Y ′ be the respec-
tive sets of all linear and continuous functionals.
(i) The initial topology σ(X,X ′) on X for (〈·, x′〉)x′∈X′ is called the
weak topology on X.
(ii) The initial topology σ(X ′, X) on X ′ for (〈x, ·〉)x∈X is called the
weak* topology on X.
(iii) The initial topology τs on L(X,Y ) for (·x)x∈X is called the strong
operator topology on L(X,Y ).
(iv) The initial topology τw on L(X,Y ) for (〈y, ·x〉)x∈X,y′∈Y ′ is called the
weak operator topology on L(X,Y ).
Note that (L(X,Y ), σ(L(X,Y ), L(X,Y )′)) is ﬁner than (L(X,Y ), τw).
Definition. Let (X, T ) be a topological space. Then (X, T ) is called
compact if
(i) for every x, y ∈ X such that x 6= y there are Vx, Vy ∈ T such that
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x ∈ Vx, y ∈ Vy and Vx ∩ Vy = ∅;
(ii) for every U j T such that ⋃U = X there is F jfin U such that⋃F = X
A.1.4 Theorem (Tychonoﬀ). Let ((Xι, Tι))ι be a family of compact topo-
logical spaces. Then the space
∏
ι∈I Xι is compact, if endowed with the
product topology, i.e. the initial topology on
∏
ι∈I Xι induced by the pro-
jections
fι :
∏
κ∈I
Xκ → Xι : (xκ)κ∈I 7→ xι,
for ι ∈ I.
A very useful result in the theory of Banach spaces is the following:
A.1.5 Proposition. Let X,Y be Banach spaces. Let D j X be a total
subset. Let (Tn)n∈N be a sequence in L(X,Y ), such that
(i) (Tn)n is bounded, i.e. supn∈N ‖Tn‖ <∞,
(ii) (Tnx)n is convergent for every x ∈ D.
Then (Tnx)n converges for every x ∈ X. Furthermore,
T : X → Y : x 7→ lim
n→∞
Tnx
is a continuous linear operator.
A.1.6 Theorem (Banach-Steinhaus). Let X,Y be Banach spaces. Let
F j L(X,Y ) such that for all x ∈ X, we have
sup{|Tx|Y ;T ∈ F} <∞.
Then
sup{‖T‖ ;T ∈ F} <∞.
A.1.7 Theorem (Banach-Alaoglu). Let X be a normed space. Then6
(BX′ , BX′ ∩ σ(X ′, X)) is compact.
6Note that BX′ ∩ σ(X
′, X) is the set
{U j P(X ′); ∃V ∈ σ(X ′, X) : U = BX′ ∩ V }
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A.1.8 Theorem. Let X be a separable normed space. Then (BX′ , BX′ ∩
σ(X ′, X)) is metrizable.
A.1.9 Example. Let I j R be open. The weak* topology on L∞(I) is
the intitial topology such that the mappings
L∞(I) ∋ a 7→
∫
I
af dλ
are continuous, for f ∈ L1(I).
A.2 Hilbert Spaces
We summarize some well-known facts in Hilbert space theory.
Definition. Let H1, H2 be Hilbert spaces. Let A j H1⊕H2. The adjoint
A∗ of A is given by
A∗ := −(A−1)⊥.
Definition. Let H be a Hilbert space. The dual H∗ is deﬁned by
H∗ := L(H,C),
where we endow H∗ with the linear structure (αφ)(ψ) := α∗φ(ψ) for
α ∈ C, φ ∈ H∗, ψ ∈ H.
A.2.1 Theorem (Riesz representation). Let H be a Hilbert space. For
φ ∈ H, we define Rφ ∈ H∗ via
Rφ(ψ) := 〈φ, ψ〉 (ψ ∈ H).
We have |φ|H = |Rφ|H∗ . The map H ∋ φ→ Rφ ∈ H∗ is unitary.
A.2.2 Corollary (Riesz-Fréchet). Let H1, H2 be Hilbert spaces. Let a :
H1 ×H2 → C be a bounded, sesquilinear functional, i.e.
(i) for all φ ∈ H1, a(φ, ·) is linear,
(ii) for all ψ ∈ H2, a(·, ψ) is anti-linear,
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(iii) there is C > 0 such that for all φ ∈ H1, ψ ∈ H2, we have |a(φ, ψ)| ≦
C |φ|H1 |ψ|H2.
Then there is a unique A ∈ L(H1, H2) such that for all φ ∈ H1, ψ ∈ H2,
we have
〈Aφ,ψ〉 = a(φ, ψ).
A.2.3 Theorem. Let H1, H2 be Hilbert spaces. Let A : D(A) j H1 → H2
be a densely defined, linear operator. Then we have
H1 = N(A)⊕R(A∗) and H2 = N(A∗)⊕R(A).
A.2.4 Theorem (Polar decomposition). Let H1, H2 be Hilbert spaces.
Let C j H1⊕H2 be a closed, densely defined, linear operator. Then there
is an isometry U : R(C∗)→ H2 from R(C∗) to R(C) such that
C = U |C| ,
where |C| := √C∗C.
A.2.5 Theorem. Let H be a Hilbert space. Let A : D(A) j H → H be
selfadjoint. Then σ(A) j R. Moreover, if P ∈ L(H) is the orthogonal
projection onto N(A)⊥ and Q := I − P , then
(P +Q)A(P +Q) = PAP.
A.3 Bochner Integral
We summarize some facts of the Bochner integral, see [62, 82, 67, 19] for
more properties of the Bochner integral. Let (Ω,Σ, µ) be a measure space,
X a Banach space. Deﬁne
S(Ω;X) := lin{Ω ∋ ω 7→ 1A(ω)x;A ∈ Σ, µ(A) <∞, x ∈ X},
the set of X-valued step functions.
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Definition. Let (Ω,Σ, µ) be a measure space, X a Banach space. A map
f : Ω→ X is called µ-measurable if there is a sequence (fn)n in S(Ω;X),
such that fn(ω)→ f(ω) as n→∞ for µ-almost every ω ∈ Ω. Denote
L(Ω;X) := {f : Ω→ X; f measurable}.
Remark. Note that, if Ω j Rn and Σ = B(Rn), the Borel-σ-algebra, then
any continuous function f : Ω→ X is measurable.
On L(Ω;X) we deﬁne the equivalence relation:
f ∼ g :⇐⇒ µ([f 6= g]) = 0.
We set
L0(Ω;X) := L(Ω;X)/∼.
For f ∈ L0(Ω;X) deﬁne
|f |L1(Ω;X) :=
∫
Ω
|f(ω)|X dµ(ω).
Consequently, deﬁne L1(Ω;X) := {f ∈ L0(Ω;X); |f |L1(Ω;X) <∞}.
A.3.1 Theorem ([19]). (L1(Ω;X), |·|L1(Ω;X)) is a Banach space.
A.3.2 Theorem (Lebesgue’s dominated convergence theorem, [19]). Let
(fn)n be a sequence in L1(Ω;X). Let f : Ω → X be a mapping such that
fn(ω) → f(ω) (n → ∞) for almost every ω ∈ Ω. Assume that there is
g ∈ L1(Ω) such that |fn|X ≦ g. Then f ∈ L1(Ω;X) and fn → f(n→∞)
in L1(Ω;X).
For f =
∑
A∈F 1A(·)xA ∈ S(Ω;X), where F jfin Σ, we deﬁne∫
Ω
f dµ :=
∑
A∈F
µ(A)xA.
For f ∈ S(Ω;X), we have∣∣∣∣∣∣
∫
Ω
f dµ
∣∣∣∣∣∣ ≦
∫
Ω
|f |X dµ = |f |L1(Ω;X) .
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Thus,∫
Ω
: S(Ω;X) j L1(Ω;X)→ X
continuously extends to a unique linear operator, for which we use the
same name.
A.3.3 Theorem ([19]). Let Y be a Banach space. Let A ∈ L(X,Y ).
Then, for all f ∈ L1(Ω;X) we have ω 7→ Af(ω) ∈ L1(Ω;Y ) and∫
Ω
Af(ω) dµ(ω) = A
∫
Ω
f(ω) dµ(ω).
A.3.4 Theorem. C∞c (R;X) is dense in L1(R;X).
A.3.5 Theorem (Fubini’s Theorem, [19]). Let Ω1 j RN , Ω2 j RM be
measurable sets, X Banach space. Let f : Ω1 × Ω2 → X be measurable.
Assume that∫
Ω1
∫
Ω2
|f(x, y)| dy dx <∞.
Then f ∈ L1(Ω1 × Ω2;X) and∫
Ω1×Ω2
f(x, y) d(x, y) =
∫
Ω1
∫
Ω2
f(x, y) dy dx =
∫
Ω2
∫
Ω1
f(x, y) dx dy.
A.4 Vector-valued Holomorphic Functions
Throughout this section, let X denote a complex Banach space and let
Ω j C be an open set. The aim of this section is to characterize the notion
of holomorphy for a vector-valued function. In combination with Theorem
A.4.6 this will become important in Chapter 2. That is, the results in this
section are used to show a compactness result for operator-valued analytic
functions, cf. Theorem 2.1.3.
In our presentation of vector-valued holomorphic functions, we follow
[140].
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Definition. A function f : Ω→ X is called
(i) holomorphic, if f is diﬀerentiable,
(ii) scalarly holomorphic, if x′ ◦ f is holomorphic for all x′ ∈ X ′,
(iii) analytic, if f can be represented as a power series in a neighborhood
of each point of Ω.
The equivalence of (i) and (ii) is known as Dunford’s theorem, [66].
A.4.1 Remark. As in the scalar case, it is possible to show the following:
Let f : Ω → X be holomorphic, z ∈ Ω. Let γ be a circle in Ω, such that
indγ(z) = 1. For n ∈ N0, Cauchy’s integral formulas hold, i.e.
f (n)(z) =
n!
2πi
∫
γ
f(ζ)
(ζ − z)n+1 dζ.
Definition. Let D j X ′. D is called separating (for X) if
∀x ∈ X : (∀x′ ∈ D : x′(x) = 0)⇒ x = 0.
D is called norming (for X) if
|x|X = sup{
∣∣x′(x)∣∣ ;x′ ∈ D, ∣∣x′∣∣ ≦ 1}.
Note that any norming set is also separating. For later use, i.e. for Corol-
lary A.4.5, we give the following example of a norming set for L(H1, H2),
where H1 and H2 are Hilbert spaces.
A.4.2 Example. Let H1, H2 be Hilbert spaces and let Di j Hi be dense
(i ∈ {1, 2}). For (φ, ψ) ∈ H1 × H2, we deﬁne the continuous linear
functional
ℓφ,ψ : L(H1, H2) ∋M 7→ 〈ψ,Mφ〉 ∈ C.
Note that |ℓφ,ψ|L(H1,H2)′ ≦ |φ| |ψ| holds. Via (φ, ψ) 7→ ℓφ,ψ, the setD1×D2
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is norming for L(H1, H2). Indeed, let M ∈ L(H). Then
‖M‖ =sup{|Mφ| ;φ ∈ BH1} = sup{|Mφ| ;φ ∈ BH1 ∩D1}
=sup{|〈ψ,Mφ〉| ;φ ∈ BH1 ∩D1, ψ ∈ BH2 ∩D2}
≦ sup{|ℓφ,ψ(M)| ; (φ, ψ) ∈ D1 ×D2, |ℓφ,ψ|L(H1,H2)′ ≦ 1}
≦ ‖M‖ .
We may now state and prove a characterization result for vector-valued
holomorphic functions.
A.4.3 Theorem. Let f : Ω → X. Then the following statements are
equivalent:
(i) f is holomorphic;
(ii) f is scalarly holomorphic;
(iii) f is locally bounded, and there exists a norming subset D j X ′ such
that x′ ◦ f is holomorphic for all x′ ∈ D;
(iv) f is continuous, and there exists a separating subset D j X ′ such
that x′ ◦ f is holomorphic for all x′ ∈ D;
(v) f is analytic.
Proof. »(i)⇒ (ii)«: Clear.
»(ii)⇒ (iii)«: With the help of the uniform boundedness principle, A.1.6,
this is clear.
»(iii) ⇒ (iv)«: Let z0 ∈ Ω, r > 0, such that B[z0, r] j Ω. Let M :=
sup{|f(ζ)| ; |ζ| = r}, which is ﬁnite, since f is locally bounded. Let z1, z2 ∈
B[z0, r/2]. For x
′ ∈ D, we have
x′(f(z1))− x′(f(z2)) = 1
2πi
∫
|ζ−z0|=r
(
x′(f(ζ))
ζ − z1 −
x′(f(ζ))
ζ − z2
)
dζ
=
1
2πi
∫
|ζ−z0|=r
x′(f(ζ))
(
1
ζ − z1 −
1
ζ − z2
)
dζ.
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Since |ζ − zj | ≧ r/2, for all ζ ∈ C with |ζ − z0| = r (j ∈ {1, 2}), we have∣∣x′(f(z1))− x′(f(z2))∣∣ ≦ 1
2π
2πrM
∣∣x′∣∣ sup
|ζ−z0|=r
∣∣∣∣ z1 − z2(ζ − z1)(ζ − z2)
∣∣∣∣
≦rM
∣∣x′∣∣ 4
r2
|z1 − z2| .
Consequently, since D is norming,
|f(z1)− f(z2)| ≦ 4M
r
|z1 − z2| .
»(iv) ⇒ (v)«: Let z0 ∈ Ω. Without loss of generality, we may assume
z0 = 0. Let r > 0 such that B[0, r] j Ω. For n ∈ N0 deﬁne
an :=
1
2πi
∫
|ζ|=r
f(ζ)
ζn+1
dζ.
Let M := sup{|f(ζ)| ; |ζ| = r}. Note that M < ∞, by assumption on
f . Furthermore, we have |an| ≦ M/(rn) for all n ∈ N0. In particular,
lim supn→∞ |an|
1
n ≦ 1/r. Thus, the radius of convergence of
g(z) :=
∞∑
n=0
znan
is greater or equal than r. The holomorphy of x′ ◦f for all x′ ∈ D implies,
for all z ∈ B(0, r), x′ ∈ D,
x′(g(z)) =
∞∑
n=0
zn
n!
n!
2πi
∫
|ζ|=r
x′(f(ζ))
ζn+1
dζ = (x′ ◦ f)(z).
Since D is separating, we get g(z) = f(z) for all z ∈ B(0, r).
»(v)⇒ (i)«: Clear.
A.4.4 Remarks. (i) A further weakening of Theorem A.4.3 is possible:
Local boundedness of f and holomorphy of x′ ◦ f for x′ contained in
a separating set D j X ′ suﬃces in order to imply holomorphy of f .
This is due to K.-G. Grosse-Erdmann, [77, 78]. See [140] for a short
proof, which itself is due to Arendt and Nikolski.
114
A.4 Vector-valued Holomorphic Functions
(ii) Let z0 ∈ Ω. Let r > 0 be such that B[z0, r] j Ω. As a consequence
of Theorem A.4.3, we can expand a holomorphic f : Ω → X into a
power series around z0 ∈ Ω, i.e. f =
∑∞
k=0(·−z0)kak, where (ak)k∈N0
is a uniquely determined sequence in X. From the scalar case, we
deduce
ak =
1
2πi
∫
|ζ−z0|=r
f(ζ)
(ζ − z0)k+1 dζ (k ∈ N0).
Theorem A.4.3 implies the desired characterization for operator-valued
analytic functions:
A.4.5 Corollary. Let H1, H2 be Hilbert spaces, Di j Hi dense (i ∈
{1, 2}). Let M : Ω → L(H1, H2). Then the following properties are
equivalent:
(i) M is holomorphic;
(ii) M is locally bounded, and for all (φ, ψ) ∈ D1 × D2 the mapping
Ω ∋ z 7→ 〈φ, f(z)ψ〉 is holomorphic.
Proof. By Example A.4.2, the set D1×D2 is norming for L(H1, H2). The
assertion follows from Theorem A.4.3.
Theorem 2.1.3, however, cannot be achieved without the following well-
known compactness result. This is provided by Montel’s Theorem. A
proof of this result can be found in many textbooks on complex analysis,
e.g. [71].
A.4.6 Theorem (Montel’s Theorem). Let fn : Ω → C be holomorphic
(n ∈ N) and let the sequence (fn)n be locally bounded. Then there is a
subsequence (fnk)k of (fn)n and f : Ω → C such that for all compact
K j Ω, we have
fnk |K → f |K uniformly as k →∞.
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B Functional Analytic
Background of Sobolev
Lattices
B.1 Tensor Products of Hilbert Spaces
Recall the construction of the Hilbert space tensor product, see e.g. [142]:
Let H1, H2 be two Hilbert spaces. For φ ∈ H1, ψ ∈ H2, we deﬁne the
mapping
φ⊗ ψ : H1 ×H2 → C : (x, y) 7→ 〈φ, x〉〈ψ, y〉.
Deﬁne, for α ∈ C, φ ∈ H1, ψ ∈ H2
αφ⊗ ψ : H1 ×H2 → C : (x, y) 7→ α∗〈φ, x〉〈ψ, y〉.
We deﬁne the set
H1
a⊗ H2 := lin{φ⊗ ψ;φ ∈ H1, ψ ∈ H2}.
The Hilbert space tensor product is the completion of H1
a⊗ H2 with
respect to the metric induced by the scalar product, which itself is the
linear extension of
〈φ1⊗ψ1, φ2⊗ψ2〉
H1
a
⊗H2
:= 〈φ1, φ2〉〈ψ1, ψ2〉 (φ1, φ2 ∈ H1, ψ1, ψ2 ∈ H2)
to H1
a⊗ H2. Note that if H1 = L2(µ) for some measure µ on a measure
space (Ω,Σ, µ), we have
L2(µ)⊗H2 ∼= L2(µ;H2).
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If (Ω,Σ, µ) = (R,B(Rn), fλ) for some strictly positive locally bounded
function, we have
C∞c (R)
a⊗ H = lin{t 7→ φ(t)ψ;φ ∈ C∞c (R), ψ ∈ H}.
B.1.1 Theorem. Let H1, H2 be Hilbert spaces. Let D1, D2 be total subsets
of H1, H2, respectively. Then
D1
a× D2 := {φ⊗ ψ;φ ∈ D1, ψ ∈ D2}
is a total subset of H1 ⊗H2. In particular, if o1 and o2 are complete or-
thonormal subsets of H1 and H2 respectively. Then o1
a× o2 is a complete
orthonormal subset of H1 ⊗H2.
B.2 Tensor Products of Linear Operators
Tensor products of linear operators form the basic concept in the theory
developed in Section 1.1 and Chapter 1.
Our main concern will be the extension of an operator A to the Hilbert
space tensor product of two Hilbert spaces: Take a Hilbert space H, some
measure space (Ω,Σ, µ) and a closed linear operator A : D(A) j H → H.
We will explain the operator A in the tensor product of H and L2(µ).
Since L2(µ)⊗H ∼= L2(µ;H), we establish the operator A in the space of
H-valued L2(µ) – functions. Consequently, Theorems B.2.10 and B.2.9 are
the most important results in this section. Tensor product constructions
may also be seen as an abstract approach to partial derivatives:
B.2.1 Example. Deﬁne
∂˜ : C∞c (R) j L2(R)→ L2(R) : φ 7→ φ′.
The closure of ∂˜ is denoted by ∂. It is well-known that −i∂ is a self-adjoint
operator, see e.g. [138]. Now, if H = L2(µ) = L2(R) and A = ∂, then the
extension of ∂ to the Hilbert space L2(R;L2(R)) ∼= L2(R2) is the partial
derivative with respect to the second variable.
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We follow [121, 117, 138] in our presentation. At ﬁrst, let us introduce
the algebraic tensor product.
Definition. Let H11, H12, H21, H22 be Hilbert spaces. Let A : D(A) j
H11 → H12, B : D(B) j H21 → H22 be linear operators. Deﬁne the
relation
A
a⊗ B j (H11 ⊗H21)⊕ (H12 ⊗H22)
as the linear extension7 of φ⊗ψ 7→ Aφ⊗Bψ for all φ ∈ D(A), ψ ∈ D(B).
We call A
a⊗ B the algebraic tensor product of A and B.
B.2.2 Remark. Considering the derivative ∂ on L2(R) (Example B.2.1),
the respective extension to L2(R;L2(R)) in the sense of the algebraic
tensor product is given by IL2(R)
a⊗ ∂, i.e. for φ, ψ ∈ C∞c (R), we have
(IL2(R)
a⊗ ∂)(φ⊗ ψ) = φ⊗ ψ′
∼= (x 7→ φ(x)ψ′)
∼= ((x, y) 7→ φ(x)ψ′(y)).
For this example it might be easy to show that IL2(R)
a⊗ ∂ is indeed a
well-deﬁned linear operator. In the general situation this is not obvious.
Therefore, we will show in the next theorem that A
a⊗ B is a well-deﬁned
mapping from H11 ⊗H21 into H12 ⊗H22.
B.2.3 Theorem. Let H11, H12, H21 and H22 be Hilbert spaces. Let A :
D(A) j H11 → H12, B : D(B) j H21 → H22 be linear operators. Then
A
a⊗ B is a linear operator.
Proof. Before we prove the assertion, we note the following: Let F,G be
ﬁnite sets. Let (φj)j∈F and (ψj)j∈G be linearly independent families in
H11 and H21, respectively. Let (αj,k)(j,k)∈F×G in C. Then αj = 0 ((j, k) ∈
7Note that this is the same as to say that
A
a
⊗ B := lin{(φ⊗ ψ,Aφ⊗Bψ);φ ∈ D(A), ψ ∈ D(B)}.
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F × G) if ∑(j,k)∈F×G αj,kφj ⊗ ψk = 0. Indeed, the latter equality is
equivalent to8〈 ∑
(j,k)∈F×G
αj,k〈φj , x〉∗ψk, y
〉
= 0 ((x, y) ∈ H11 ×H12)
or 〈∑
k∈G
∑
j∈F
αj,k〈φj , x〉∗ψk, y
〉
= 0 ((x, y) ∈ H11 ×H12).
This implies∑
j∈F
αj,k〈φj , x〉∗ = 0 (x ∈ H11, k ∈ G).
Hence,
∑
(j,k)∈F×G αj,kφj = 0 and αj,k = 0 ((j, k) ∈ F ×G).
We have to show, that
∑m
i=1 αiAφi ⊗ Bψi = 0 if 0 =
∑m
i=1 αiφi ⊗
ψi ∈ D(A)
a⊗ D(B). Let F,G j {1, . . . ,m} such that (φj)j∈F and
(ψj)j∈G are maximal, linearly independent subfamilies of (φj)j∈{1,...,m}
and (ψj)j∈{1,...,m}, respectively. If F or G is empty, we are done. There-
fore, we assume both sets not to be empty. There are families of complex
numbers (ai,j)j∈F , (bi,j)j∈G such that
φi =
∑
j∈F
ai,jφj and ψi =
∑
j∈G
bi,jψj (i ∈ {1, . . . ,m}).
From
0 =
m∑
i=1
αiφi ⊗ ψi
=
m∑
i=1
∑
j∈F
∑
k∈G
αiai,jbi,kφj ⊗ ψk
=
∑
(j,k)∈F×G
m∑
i=1
αiai,jbi,kφj ⊗ ψk
8Recall the linear structure on the Hilbert space tensor product, cf. Section B.1.
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and the choice of F and G, we conclude with the help of the note at the
beginning of the proof for (j, k) ∈ F ×G:
0 =
m∑
i=1
αiai,jbi,k.
By linearity of A and B, this implies
0 =
m∑
i=1
∑
j∈F
∑
k∈G
αiai,jbi,kAφj ⊗Bψk =
m∑
i=1
αiAφi ⊗Bψi.
In general, the operator A
a⊗ B is not closed. For example, assume A and
B to be continuous operators on some Hilbert space. In Theorem B.2.6,
we will show that A
a⊗ B is continuous. By Theorem B.1.1, the domain
of A
a⊗ B is dense but in general the respective operator is not left total.
Therefore, for the deﬁnition of the tensor product of two operators, we
need to take closures:
Definition. Let H11, H12, H21, H22 be Hilbert spaces. Let A : D(A) j
H11 → H12, B : D(B) j H21 → H22 be linear operators. If A
a⊗ B is
closable, deﬁne
A⊗B := A a⊗ B.
We call A⊗B the tensor product of A and B.
The aim of the next lemma is to give a criterion for closability of the
algebraic tensor product. It turns out that for reasonable assumptions on
the operators A and B the algebraic tensor product is indeed a closable
operator. But note that for our later (spectral) analysis of tensor products
of linear operators we need a diﬀerent criterion, cf. Theorem B.2.8.
B.2.4 Lemma. Let H11, H12, H21, H22 be Hilbert spaces. Let A : D(A) j
H11 → H12, B : D(B) j H21 → H22 be densely defined, closable, linear
operators. Then A
a⊗ B is densely defined and we have A∗ a⊗ B∗ j (A a⊗
B)∗. In particular, A
a⊗ B is closable.
121
B Functional Analytic Background of Sobolev Lattices
Proof. It is clear by Theorem B.1.1, that A
a⊗ B is densely deﬁned. Let
F jfin D(A∗)×D(B∗), G jfin D(A)×D(B). Let φ :=
∑
(φ1,φ2)∈F
φ1⊗φ2,
ψ :=
∑
(ψ1,ψ2)∈G
ψ1 ⊗ ψ2. We have
〈(A a⊗ B)ψ, φ〉 =
∑
(φ1,φ2)∈F
∑
(ψ1,ψ2)∈G
〈Aψ1 ⊗Bψ2, φ1 ⊗ φ2〉
=
∑
(φ1,φ2)∈F
∑
(ψ1,ψ2)∈G
〈Aψ1, φ1〉〈Bψ2, φ2〉
=
∑
(φ1,φ2)∈F
∑
(ψ1,ψ2)∈G
〈ψ1, A∗φ1〉〈ψ2, B∗φ2〉
= 〈ψ, (A∗ a⊗ B∗)φ〉.
This implies A∗
a⊗ B∗ j (A a⊗ B)∗. Consequently,
A
a⊗ B j A a⊗ B = A∗∗ a⊗ B∗∗ j (A∗ a⊗ B∗)∗.
The latter operator is closed. Hence, A
a⊗ B is closable.
B.2.5 Remark. We also have A∗ ⊗ B∗ j (A a⊗ B)∗. Hence, A ⊗ B j
(A∗ ⊗B∗)∗.
In particular, the latter lemma says that the tensor product of two con-
tinuous operators A ∈ L(H11, H12), B ∈ L(H21, H22) is well-deﬁned. We
will now show, that A⊗B is continuous and that the norm of the tensor
product equals the product of the norms.
B.2.6 Theorem. Let H11, H12, H21, H22 be Hilbert spaces and let A,B be
linear continuous operators in L(H11, H12) and L(H21, H22), respectively.
Then A⊗B ∈ L(H11⊗H21, H12⊗H22). Furthermore, we have ‖A⊗B‖ =
‖A‖ ‖B‖.
Proof. Choose complete orthonormal sets oij j Hij , for i, j ∈ {1, 2}. Let
F jfin H11 ×H12. Deﬁne x :=
∑
(φ,ψ)∈F φ ⊗ ψ. For (φ, ψ) ∈ F , there is
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((αφk , α
ψ
j ))k,j∈N in C× C and ((ζk, ξj))k,j∈N in o11 × o21 such that
x =
∑
(φ,ψ)∈F
φ⊗ ψ =
∑
(φ,ψ)∈F
∑
k,j∈N
αφkα
ψ
j ζk ⊗ ξj
=
∑
k,j∈N
∑
(φ,ψ)∈F
αφkα
ψ
j ζk ⊗ ξj .
For k, j ∈ N, we deﬁne βk,j :=
∑
(φ,ψ)∈F α
φ
kα
ψ
j . We get
x =
∑
k,j∈N
βk,jζk ⊗ ξj .
Let y ∈ H12
a⊗ H22. We conclude the existence of sequences (σs)s∈N in
o12, (τt)t∈N in o22 and (γs,t)s,t∈N in C, such that
y =
∑
s,t∈N
γs,tσs ⊗ τt.
By continuity of A and B, we get
|〈(A⊗B)x, y〉|2 =
∣∣∣∣∣∣
∑
k,j,s,t∈N
βk,jAζk ⊗Bξj(γs,tσs, τt)
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∑
k,j,s,t∈N
β∗k,j〈Aζk, γs,tσs〉〈Bξj , τt〉
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∑
k,j,s,t∈N
β∗k,jγs,t〈Aζk, σs〉〈Bξj , τt〉
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∑
k,j,s,t∈N
β∗k,j〈Aζk, σs〉(γ∗s,t〈B∗τt, ξj〉)∗
∣∣∣∣∣∣
2
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=
∣∣∣∣∣∣
∑
j,s∈N
〈A
∑
k∈N
βk,jζk, σs〉(〈B∗
∑
t∈N
γs,tτt, ξj〉)∗
∣∣∣∣∣∣
2
≦
∑
j,s∈N
∣∣∣∣∣〈A∑
k∈N
βk,jζk, σs〉
∣∣∣∣∣
2∑
j,s∈N
∣∣∣∣∣〈B∗∑
t∈N
γs,tτt, ξj〉
∣∣∣∣∣
2
=
∑
j∈N
∣∣∣∣∣A∑
k∈N
βk,jζk
∣∣∣∣∣
2∑
s∈N
∣∣∣∣∣B∗∑
t∈N
γs,tτt
∣∣∣∣∣
2
≦ ‖A‖2 ‖B∗‖2
∑
j∈N
∣∣∣∣∣∑
k∈N
βk,jζk
∣∣∣∣∣
2∑
s∈N
∣∣∣∣∣∑
t∈N
γs,tτt
∣∣∣∣∣
2
= ‖A‖2 ‖B‖2
∑
j,k∈N
|βk,j |2
∑
s,t∈N
|γs,t|2
= ‖A‖2 ‖B‖2 |x|2 |y|2 .
The latter implies,
|(A⊗B)x| ≦ ‖A‖ ‖B‖ |x| .
Since H11
a⊗ H21 is dense in H11 ⊗H21, continuity of A⊗B follows. Let
(φn)n and (ψn)n be sequences in SH11 and SH21 , respectively, such that
|Aφn| → ‖A‖ and |Bψn| → ‖B‖ as n tends to inﬁnity. Hence,
|(A⊗B)(φn ⊗ ψn)|2 = 〈Aφn, Aφn〉〈Bψn, Bψn〉
→ ‖A‖2 ‖B‖2 (n→∞).
Since φn ⊗ ψn ∈ SH11⊗H21 for all n ∈ N, the assertion follows.
In the last part of this section, we study properties of operators of the
form I ⊗A or A⊗ I, where I is the identity in some Hilbert space H and
A is a closable operator. These operators are precisely the extensions of
the operator A to the tensor product of two Hilbert spaces. For this, see
Example B.2.1 and Remark B.2.2. It will turn out that the properties
of A ⊗ I or I ⊗ A and the properties of A are essentially the same, e.g.
if A is self-adjoint so is A ⊗ I (Theorem B.2.9) or if A is closed then
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the respective spectra coincide (Theorem B.2.10). Before showing those
results, we have to prove that both I ⊗ A and A⊗ I are well-deﬁned. In
other words, we have to establish a closability criterion for operators of
the type I
a⊗ A or A a⊗ I. This criterion will particularly be needed in the
proof of Theorem B.2.10. The next lemma is needed for the succeeding
closability criterion.
B.2.7 Lemma. Let H1, H2 be Hilbert spaces. Let oi j Hi be complete
orthonormal sets (i ∈ {1, 2}). Then for all x ∈ H1 ⊗ H2, there are
mappings f : o1 → H2, g : o2 → H1 such that both {φ ∈ o1; f(φ) 6= 0}
and {ψ ∈ o2; g(ψ) 6= 0} are countable and such that the equalities
x =
∑
φ∈o1
φ⊗ f(φ) =
∑
ψ∈o2
g(ψ)⊗ ψ
hold. The mappings f and g are uniquely determined.
Proof. Let x ∈ H1 ⊗H2. By Theorem B.1.1, the set
o := {φ⊗ ψ;φ ∈ o1, ψ ∈ o2} j H1 ⊗H2
is a complete orthonormal set. Hence, there is a uniquely determined map
h : o→ C such that {η ∈ o;h(η) 6= 0} is countable and
x =
∑
η∈o
h(η)η.
Deﬁne f(φ) :=
∑
{ψ;φ⊗ψ∈o} h(φ⊗ ψ)ψ (φ ∈ o1). We have
x =
∑
η∈o
h(η)η =
∑
φ∈o1
∑
ψ∈o2
h(φ⊗ ψ)φ⊗ ψ
=
∑
φ∈o1
φ⊗
 ∑
{ψ;φ⊗ψ∈o}
h(φ⊗ ψ)ψ
 = ∑
φ∈o1
φ⊗ f(φ).
f is uniquely determined. Indeed, from
0 =
∑
φ∈o1
φ⊗ f(φ),
125
B Functional Analytic Background of Sobolev Lattices
we deduce
0 = 〈
∑
φ∈o1
φ⊗ f(φ),
∑
γ∈o1
γ ⊗ f(γ)〉
=
∑
φ∈o1
∑
γ∈o1
〈γ, φ〉〈f(γ), f(φ)〉 =
∑
φ∈o1
〈f(φ), f(φ)〉.
Hence, f(φ) = 0 (φ ∈ o1). We can apply the same reasoning to prove the
second assertion.
Despite the desired closability criterion, we also need a way to compute
the action of I ⊗ A. The latter is important for the proof of Theorem
B.2.10.
B.2.8 Theorem. Let H,H1, H2 be Hilbert spaces. Let A : D(A) j H1 →
H2 be a closable, linear operator. Then A
a⊗ IH and IH
a⊗ A are closable.
Moreover, for x ∈ D(IH ⊗A) j H ⊗H1, there is a complete orthonormal
set ox j H, such that x admits the representation x =
∑
φ∈ox
φ ⊗ f(φ),
where f : ox → H1 is such that f(φ) ∈ D(A) (φ ∈ ox). We have
(IH ⊗A)x =
∑
φ∈ox
φ⊗Af(φ).
Analogously, for x ∈ D(A⊗IH) j H1⊗H, there is a complete orthonormal
set ox j H such that x =
∑
ψ∈ox g(ψ) ⊗ ψ, where g : ox → H1 is such
that g(ψ) ∈ D(A) (ψ ∈ ox). The following equation holds true
(A⊗ IH)x =
∑
ψ∈ox
Ag(ψ)⊗ ψ.
Proof. We only show the assertions for IH
a⊗ A (and (IH ⊗ A)): Let
(xn)n be a convergent sequence in D(A
a⊗ IH) with limit x such that
(A
a⊗ IH)xn →: y ∈ H2⊗H as n→∞. By deﬁnition, for n ∈ N there are
ﬁnite sets Fn jfin H ×D(A) such that xn =
∑
(φ,ψ)∈Fn
φ⊗ ψ. Let o j H
be a complete orthonormal set such that
{φ ∈ H;∃ψ ∈ D(A), n ∈ N : (φ, ψ) ∈ Fn} j lin o.
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For n ∈ N, we therefore get mappings fn : o → D(A) such that the set
{φ ∈ o; fn(φ) 6= 0} is ﬁnite and
xn =
∑
φ∈o
φ⊗ fn(φ)
holds. By Lemma B.2.7, there is a mapping f : o→ H1 such that
x =
∑
φ∈o
φ⊗ f(φ).
Moreover,∑
φ∈o
φ⊗ (f(φ)− fn(φ)) = x− xn n→∞−→ 0.
Applying the uniqueness result in Lemma B.2.7, we conclude that
fn(φ)
n→∞−→ f(φ) in H1 (φ ∈ o).
Again with the help of Lemma B.2.7, we deduce that there is a mapping
g : o→ H2 such that
y =
∑
φ∈o
φ⊗ g(φ).
We have∑
φ∈o
φ⊗Afn(φ) = (IH
a⊗ A)
∑
φ∈o
φ⊗ fn(φ)
= (IH
a⊗ A)xn
n→∞−→ y =
∑
φ∈o
φ⊗ g(φ).
This implies Afn(φ)
n→∞−→ g(φ) for all φ ∈ o. By closability of A, this
implies f(φ) ∈ D(A) and Af(φ) = g(φ) (φ ∈ o). For the special case
x = 0, we deduce for all φ ∈ o that fn(φ) n→∞−→ 0 = f(φ). Hence, g(φ) = 0
(φ ∈ o). Thus, y = 0. Consequently closability of IH
a⊗ A follows. In the
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general case we deduce that x ∈ D(IH ⊗A) and (IH ⊗A)x = y hold true.
Hence,
(IH ⊗A)x = y =
∑
φ∈o
φ⊗ g(φ) =
∑
φ∈o
φ⊗Af(φ)
= (IH ⊗A)
∑
φ∈o
φ⊗ f(φ).
The next theorem helps us to deduce self-adjointness and to compute
adjoints of operators extended to a tensor product. Its basic content is
that the two operations adjoining operators and extending operators to a
tensor product may be interchanged without consequences on the result.
In particular, in view of the (skew-selfadjoint) operator ∂ in L2(R) as in
Example B.2.1, the following theorem asserts that the extended operator
I ⊗ ∂ is skew-selfadjoint as well.
B.2.9 Theorem. Let H,H1, H2 be Hilbert spaces. Let A : D(A) j H1 →
H2 be densely defined and closed. Then we have
(IH ⊗A)∗ = IH ⊗ (A∗) and (A⊗ IH)∗ = (A∗)⊗ IH .
Proof. Let o j H be a complete orthonormal set. We have IH ⊗ (A∗) j
(IH ⊗ A)∗ by Remark B.2.5. Let x ∈ D((IH ⊗ A)∗). There are uniquely
determined maps f : o → H2, g : o → H1 such that the orthonormal set
o˜ := {φ ∈ o; f(φ) 6= 0 ∨ g(φ) 6= 0} is countable and
x =
∑
φ∈o
φ⊗ f(φ) and (IH ⊗A)∗x =
∑
φ∈o
φ⊗ g(φ).
Let ψ ∈ o, y ∈ D(A). Then we have
〈(I ⊗A)(ψ ⊗ y),
∑
φ∈o
φ⊗ f(φ)〉 = 〈ψ ⊗ y,
∑
φ∈o
φ⊗ g(φ)〉.
This yields
〈Ay, f(ψ)〉 = 〈y, g(ψ)〉 (ψ ∈ o, y ∈ D(A)).
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We read oﬀ: f(ψ) ∈ D(A∗), A∗f(ψ) = g(ψ). Let (φi)i∈N be an enumera-
tion of o˜. For n ∈ N, we have
xn :=
n∑
i=1
φi ⊗ f(φi) ∈ D(I ⊗ (A∗))
and
(I ⊗A∗)xn =
n∑
i=1
φi ⊗ g(φi).
We have xn → x as n → ∞ and ((I ⊗ (A∗))xn)n is convergent. The
closedness of I ⊗ (A∗) implies the assertion. The second equation follows
with a similar reasoning.
The latter theorem allows us to neglect brackets, e.g.
(IH ⊗A)∗ = IH ⊗ (A∗) = IH ⊗A∗.
We close this section with the fact that the spectrum of a closed linear
operator A in some Hilbert space H remains unchanged if considering
IH⊗A instead of A ({0} ⊂ H Hilbert space). More importantly, we show
a formula for the inverses of extended operators, that relates the inverse
of the extended operator to the tensor product of the inverse with the
identity.
B.2.10 Theorem. Let H,H1 be Hilbert spaces such that H ⊃ {0}. Let
A : D(A) j H1 → H1 be a closed linear operator. Then we have
σ(A⊗ IH) = σ(A) = σ(IH ⊗A).
Furthermore, if λ ∈ C \ σp(A), then
(λ−A)−1⊗IH = (λ−A⊗IH)−1 and IH⊗ (λ−A)−1 = (λ−IH⊗A)−1
Proof. We only show σ(A⊗ IH) = σ(A) and (λ−A)−1 ⊗ IH = (λ−A⊗
IH)
−1 for all λ ∈ C \ σp(A).
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Let λ ∈ C. To begin with, we show that λIH1 ⊗ IH −A⊗ IH is injective if
and only if λIH1 −A is injective. Let x ∈ D(A⊗ IH). By Theorem B.2.8,
there is a complete orthonormal set o j H and a map f : o→ D(A) such
that
x =
∑
φ∈o
f(φ)⊗ φ, f [o] j D(A) and (A⊗ IH)x =
∑
φ∈o
Af(φ)⊗ φ.
Now, if (λIH1 ⊗ IH −A⊗ IH)x = 0, we have
0 = (λIH1 ⊗ IH −A⊗ IH)x
= λIH1 ⊗ IHx−A⊗ IHx
=
∑
φ∈o
λf(φ)⊗ φ−A⊗ IH
∑
φ∈o
f(φ)⊗ φ
=
∑
φ∈o
(λ−A)f(φ)⊗ φ.
By uniqueness of the latter representation, i.e. Lemma B.2.7, it follows
(λ−A)f(φ) = 0 (φ ∈ o). Hence, (λ−A) is not injective if λIH1⊗IH−A⊗IH
is not injective. Conversely, if (λ−A)ψ = 0 for some ψ ∈ D(A) \ {0}, we
have for φ ∈ o:
(λIH1 ⊗ IH −A⊗ IH)ψ ⊗ φ = (λ−A)ψ ⊗ φ = 0.
Hence, σp(A) = σp(A⊗ IH).
From now on, we assume λ /∈ σp(A). Note that in this case the operator
(λ−A)−1 a⊗ IH is closable9 by Theorem B.2.8. By deﬁnition, the set
Dλ :=(λIH1 ⊗ IH −A⊗ IH)[D(A)
a⊗ H]
=(λ−A)⊗ IH [D(A)
a⊗ H]
is a core for both the operators (λIH1⊗IH−A⊗IH)−1 and (λ−A)−1⊗IH .
Since
(λIH1 ⊗ IH −A⊗ IH)−1|Dλ = (λ−A)−1 ⊗ IH |Dλ ,
9In this situation Lemma B.2.4 is not applicable, since λ may belong to the residual
spectrum. Thus, (λ−A)−1 is not densely defined in general.
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we have, by closedness of A:
(λIH1 ⊗ IH −A⊗ IH)−1 = (λ−A)−1 ⊗ IH .
The latter equality implies: R(λIH1 ⊗ IH − A ⊗ IH) is dense in H1 ⊗H
if and only if R(λIH1 −A) is dense in H1.
Finally, we show that (λIH1 −A)−1 is bounded if and only if the operator
(λIH1 ⊗ IH −A⊗ IH)−1 is bounded. Assume (λIH1 ⊗ IH −A⊗ IH)−1 to
be bounded. Let ψ ∈ D((λ−A)−1), φ ∈ SH . Then we have∣∣(λ−A)−1ψ∣∣ = ∣∣(λ−A)−1ψ ⊗ φ∣∣
=
∣∣(λIH1 ⊗ IH −A⊗ IH)−1ψ ⊗ φ∣∣
≦
∥∥(λIH1 ⊗ IH −A⊗ IH)−1∥∥ |ψ ⊗ φ|
=
∥∥(λIH1 ⊗ IH −A⊗ IH)−1∥∥ |ψ| .
Hence,∥∥(λ−A)−1∥∥ ≦ ∥∥(λIH1 ⊗ IH −A⊗ IH)−1∥∥ .
Conversely, assume (λ−A)−1 to be bounded. By Theorem B.2.6, it follows∥∥(λIH1 ⊗ IH −A⊗ IH)−1∥∥ = ∥∥(λ−A)−1 ⊗ IH∥∥ = ∥∥(λ−A)−1∥∥ .
B.3 Sobolev Chains
In our approach of studying limiting processes in evolutionary equations,
we use the notions of Sobolev chains and Sobolev lattices. In the litera-
ture one might ﬁnd also the notions of »rigged Hilbert space«, »Gelfand
triple«, »extended Hilbert space«, »countably Hilbertian space«, »scales
of Hilbert spaces« »Sobolev towers« or »extrapolation spaces«, cf. [119].
All those notions express similar ideas of the theory presented in this the-
sis. The general framework or parts of it can be found in [74, 114]. A sur-
vey on the topic can be found in [94], more recent sources are [26, 68, 121]
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or [119]. The core of the latter constructions is to generalize the action
of an operator C in some Hilbert space. To do this, we use similar ideas
as in the theory of distributions, cf. e.g. [2]. Thus, one may also view
Sobolev chains as an abstract distribution theory. The most important
statements, that are used in the next chapter are the Theorems B.3.8,
B.3.9, B.3.16 and Lemma B.3.14. We follow [121, 119, 138]. To start
with, we show the following lemma:
B.3.1 Lemma. Let H1, H2 be Hilbert spaces, such that
10 H1 →֒ H2.
Then H∗2 →֒ H∗1 .
Proof. Let j : H1 →֒ H2. The projection theorem implies
H1 = N(j)⊕R(j∗) = R(j∗).
Furthermore, we have
H2 = N(j
∗)⊕R(j) = N(j∗)⊕H2.
Hence, j∗ : H2 →֒ H1. Composing this mapping with the unitary Riesz-
mappings R1 : H1 → H∗1 and R2 : H2 → H∗2 , we have the desired
embedding
R1j
∗R∗2 : H
∗
2 →֒ H∗1 .
Definition (Gelfand triplet). A triplet (H1, H,H2) of Hilbert spaces is
called Gelfand triplet, if H2 →֒ H and H →֒ H1.
B.3.2 Remark. In the situation of Lemma B.3.1, we may identifyH1 = H
∗
1
via the Riesz mapping. Thus Lemma B.3.1 reads as follows: If H1 →֒ H
then (H∗1 , H,H1) is a Gelfand triplet.
Definition. Let H be a Hilbert space. Let C : D(C) j H → H be a
densely deﬁned, closed, linear operator such that 0 ∈ ρ(C). H1(C) is the
vector space D(C) endowed with the scalar product (φ, ψ) 7→ 〈Cφ,Cψ〉H .
Moreover, deﬁne H−1(C) := H1(C
∗)∗.
10Note that H1 →֒ H2 means that there is a continuous, injective mapping j : H1 →
H2, such that R(j) is dense in H2. With this mapping, we may also identify
H1 j H2.
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B.3.3 Remarks. (i) Note that if 0 ∈ ρ(C), we have 0 ∈ ρ(C∗).
(ii) The mapping (φ, ψ) 7→ 〈Cφ,Cψ〉H is indeed a scalar product, since
0 ∈ ρ(C). Furthermore, the norm in H1(C) is equivalent to the
graph norm of C. Therefore, H1(C) is a Hilbert space.
B.3.4 Example (Continuation of Example B.2.1). We want to emphasize
that we develop an abstract distribution theory. Take the derivative ∂ in
L2(R), cf. Example B.2.1. Since ∂ is skew-selfadjoint we have that ∂ + 1
is a densely deﬁned, closed, linear operator with 0 ∈ ρ(∂ + 1). Thus,
H1(∂+1) is the space of weakly diﬀerentiable functions, cf. e.g. [2]. Indeed,
the norm on H1(∂ + 1) is equivalent to f 7→
√
|f |2L2(R) + |∂f |2L2(R): we
have for all f ∈ H1(∂ + 1)
|∂f + f | |f | ≧ Re〈∂f + f, f〉 = 〈f, f〉 = |f |2 .
Hence,
|f |+ |∂f | ≦ |∂f + f |+ |∂f + f |+ |f |
≦ 2 |∂f |+ 3 |f | ≦ 3(|f |+ |∂f |).
Wemay give an example for φ ∈ H−1(∂+1). For this note thatH1(∂+1) =
H1(−∂ + 1). Let g ∈ L2(R). Deﬁne
φ : H1(∂ + 1)→ C : f 7→ (−
∫
R
g(x)∂f(x) dx).
We have φ ∈ H−1(∂ + 1). Furthermore, note that φ is the distributional
derivative of g.
B.3.5 Lemma. Let H be a Hilbert space. Let C : D(C) j H → H be
a densely defined, closed linear operator such that 0 ∈ ρ(C). Then the
triplet (H−1(C), H,H1(C)) is a Gelfand triplet.
Proof. By assumption, we have H1(C) →֒ H. Analogously, we have
H1(C
∗) →֒ H. Thus, by Lemma B.3.1, H∗ →֒ H1(C∗)∗ = H−1(C).
This shows the assertion.
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In the light of Example B.3.4, with the present theory, we can only con-
sider the ﬁrst order derivative in the distributional sense. Therefore, we
want to apply Lemma B.3.5 to powers of C. Thus, we have to show,
whether the hypotheses of Lemma B.3.5 are satisﬁed for Cn. This is the
content of the next theorem.
B.3.6 Theorem. Let H be a Hilbert space, C : D(C) j H → H be a
densely defined, closed, linear operator with 0 ∈ ρ(C). Then, for n ∈ N0,
the operator Cn is closed, densely defined and we have 0 ∈ ρ(Cn).
Proof. We prove by induction on n ∈ N0. The assertion is obvious for
n = 0.
Let n ∈ N. Assume the statement to hold for all k ∈ N0, such that k ≦ n.
Cn+1 is densely deﬁned: It suﬃces to show that D(Cn+1) is dense in
D(Cn). Let x ∈ D(Cn). Let (xk)k∈N be a sequence in D(C) such that
xk
k→∞−→ Cnx. By hypothesis, we have 0 ∈ ρ(Cn) ∩ ρ(C). Hence, for
k ∈ N,
D(Cn+1) ∋ (C−1)nxk = (Cn)−1xk k→∞−→ (Cn)−1Cnx = x ∈ D(Cn).
Cn+1 is closed: Let (xk)k be a sequence in D(C
n+1), such that (xk)k and
(Cn+1xk)k are convergent in H. Let x and y be the respective limits.
Thus,
Cn+1C−1xk = C
nxk = C
−1Cn+1xk
k→∞−→ C−1y,
by continuity of C−1. Hence, by closedness of Cn, we have x ∈ D(Cn)
and Cnx = C−1y. Consequently, x ∈ D(Cn+1) and Cn+1x = y.
Cn+1 is injective since both C and Cn are injective. Cn+1 is surjective:
Let y ∈ H. By hypothesis, there is x ∈ D(Cn) such that Cnx = C−1y.
Hence, x ∈ D(Cn+1) and Cn+1x = y.
Definition (Long Sobolev chain). Let H be a Hilbert space, C : D(C) j
H → H be a densely deﬁned, closed, linear operator with 0 ∈ ρ(C). For
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n ∈ N deﬁne Hn(C) := H1(Cn), H−n(C) := H−1(Cn). Deﬁne H0(C) :=
H = H∗. The sequence (Hk(C))k∈Z is called Sobolev chain (associated
with C).
B.3.7 Example (Continuation of Example B.3.4). An easy computation
reveals thatHn(∂+1), for n ∈ N is precisely the space of square integrable
function with square integrable derivative up to order n. The correspond-
ing negative indices contain distributional derivatives up to order n, as it
is exempliﬁed in Example B.3.4. Thus, the greater the index of a member
of the Sobolev chain the higher is the regularity of the respective elements.
By construction, we have Hn(C) →֒ H →֒ H−n(C). We need the next
theorem to deduce a relationship between Hk(C) and Hn(C) for n, k ∈ Z.
In view of our leading example, we deduce with the help of the next the-
orem a relationship between the spaces of weakly diﬀerentiable function
and their respective duals.
B.3.8 Theorem. Let H be a Hilbert space, C : D(C) j H → H be a
densely defined, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z be
the Sobolev chain associated with C. Then we have for k ∈ Z, n ∈ N:
Hk+n(C) →֒ Hk(C).
Proof. Note that C∗ is densely deﬁned and closed such that 0 ∈ ρ(C∗).
Using Lemma B.3.1, we therefore get the assertion, if we show that
Hn+1(C) →֒ Hn(C) holds true for all n ∈ N0. The case n = 0 is a
consequence of Lemma B.3.5. Let n ∈ N. We ﬁrst show denseness of the
embedding: Let x ∈ Hn+1(C). By assumption on C, there is a sequence
(xk)k∈N in D(C) such that xk
k→∞−→ Cnx in H. Since∣∣C−nxk − x∣∣Hn(C) = |xk − Cnx|H → 0 (k →∞)
and C−nxk ∈ Hn+1(C), denseness follows.
Let x ∈ Hn+1(C). Then we have
|x|Hn(C) = |Cnx|H =
∣∣C−1Cn+1x∣∣
H
≦
∥∥C−1∥∥ ∣∣Cn+1x∣∣
H
=
∥∥C−1∥∥ |x|Hn+1(C) .
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In view of Theorem B.3.8, we will identify Hk+n(C) as a subset of Hk(C)
for all k ∈ Z, n ∈ N. Considering ∂+1 (Example B.3.7), this identiﬁcation
seems to be reasonable. Moreover, we deduce that Hk+n(C) is dense in
Hk(C) for all k ∈ Z, n ∈ N. The next theorem contains a formula for
computing the norm for »nice« elements in spaces with negative index.
This will turn out to be very fruitful in the later analysis of Sobolev chains.
B.3.9 Theorem. Let H be a Hilbert space. Let C : D(C) j H → H be
a densely defined, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z
be the Sobolev chain associated with C. Then for all x ∈ H, n ∈ N, we
have
|x|H−n(C) =
∣∣C−nx∣∣
H
.
Proof. Using 0 ∈ ρ(C∗) and Theorem B.3.6 to deduce 0 ∈ ρ((C∗)n) (n ∈
N), we conclude for n ∈ N:
|x|H−n(C) =sup{|x(y)| ; y ∈ SHn(C∗)}
=sup{|〈x, y〉| ; y ∈ Hn(C∗), (C∗)ny ∈ SH}
=sup{∣∣〈x, (C∗)−n(C∗)ny〉∣∣ ; y ∈ Hn(C∗), (C∗)ny ∈ SH}
=sup{∣∣〈C−nx, (C∗)ny〉∣∣ ; y ∈ Hn(C∗), (C∗)ny ∈ SH}
=sup{∣∣〈C−nx, y〉∣∣ ; y ∈ SH} = ∣∣C−nx∣∣H .
We have thus established dense embeddings from Hk+n(C) into Hk(C)
for k ∈ Z, n ∈ N. With the latter theorem we deduce that H−n(C) is
given as the completion of H with respect to the norm |C−n·|. In special
cases this can even be relaxed:
B.3.10 Example (Continuation of Example B.3.7). Let k ∈ Z. It is well-
known that C∞c (R) is dense in L2(R). Since L2(R) is dense in Hk(∂+1),
the vector space C∞c (R) is dense in Hk(∂ + 1). Thus, the distributional
derivative φ of g ∈ L2(R) explained in Example B.3.4 could also have
been deﬁned in the following way
φ : C∞c (R)→ C : f 7→ (−
∫
R
g(x)f ′(x) dx).
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Note that if there is ψ ∈ L2(R) such that φ(f) =
∫
R
ψ(x)f(x) dx for all
f ∈ C∞c (R), then ψ = ∂g. Thus, g ∈ H1(∂ + 1).
Independently – whether there is such ψ ∈ L2(R) in Example B.3.7 or
not – the functional φ is a well-deﬁned element of H−1(∂ +1). Moreover,
we realized in Example B.3.4 that φ deﬁnes the distributional derivative
of g. The operator ∂ + 1, however, is not deﬁned for g ∈ L2(R) \D(∂).
That is why, we seek a possibility to extend the operator ∂ + 1 to the
whole of L2(R) and also to spaces with negative index. Concerning this
problem, we give a ﬁrst answer in the abstract Sobolev chain setting.
B.3.11 Theorem. Let H be a Hilbert space, C : D(C) j H → H be a
densely defined, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z be
the Sobolev chain associated with C. Then the operator
C˜k+1,k : D(C
|k|+1) j Hk+1(C)→ Hk(C) : x 7→ Cx
has a unique continuous extension from Hk+1(C) onto Hk(C) for all k ∈
Z. For all k ∈ Z, the respective extensions are unitary.
Proof. Let n ∈ N0, x ∈ Hn(C). Then C−1x ∈ D(Cn+1). Thus,
C˜n+1,nC
−1x = CC−1x = x.
Hence, C˜n+1,n is onto. Furthermore, for x ∈ Hn+1(C), we have∣∣∣C˜n+1,nx∣∣∣
Hn(C)
= |Cx|Hn(C) =
∣∣Cn+1x∣∣
H
= |x|Hn+1(C) .
Thus, C˜n+1,n is unitary.
For negative indices it suﬃces to show that the operator C˜−n+1,−n is
isometric, densely deﬁned and has dense range. Theorem B.3.8 shows
that both the sets D(C˜−n+1,−n) and R(C˜−n+1,−n) = Hn(C) are dense in
H−n+1(C) and H−n(C), respectively. For x ∈ D(Cn+1), we deduce, using
Theorem B.3.9,∣∣∣C˜−n+1,−nx∣∣∣
H−n(x)
=
∣∣C−nCx∣∣
H
=
∣∣C−n+1x∣∣
H
= |x|H−n+1(C) .
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We again exemplify this construction with the case C = ∂ + 1.
B.3.12 Example (Continuation of Example B.3.10). Let g ∈ L2(R) and
φ as in Example B.3.4. We will compute (∂ + 1)0,−1g. Let (gn)n∈N in
D(∂ + 1) such that gn → g as n → ∞ in H0(∂ + 1) = L2(R). Let
f ∈ H1(∂ + 1). For n ∈ N, we have∫
R
(∂ + 1)gn(x)f(x) dx =
∫
R
(∂gn)(x)f(x) dx+
∫
R
gn(x)f(x) dx
=
∫
R
gn(x)(∂ + 1)f(x) dx
→ φ(f) +
∫
R
g(x)f(x) dx (n→∞).
Thus,
(∂ + 1)0,−1g − 〈g∗, ·〉L2(R) = φ.
Hence, the operator
∂0,−1 : g 7→ (∂ + 1)0,−1g − 〈g∗, ·〉
describes the distributional derivative of L2(R) functions. Note that this
can also be seen in the following way:
∂0,−1 : L2(R) ∋ g 7→ (∂ + 1)0,−1g − IH−1(∂+1)g∗,
where we used the Riesz identiﬁcation.
Composing the constructed unitary mappings, we may deﬁne operators
that will allow us to map from Hk(C) to Hj(C) unitarily. In other words,
with Example B.3.12, we are also in the position to explain higher distri-
butional derivatives.
Definition. Let H be a Hilbert space, C : D(C) j H → H be a densely
deﬁned, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z be the
Sobolev chain associated with C. We deﬁne Ck+1,k := C˜k+1,k for all
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k ∈ Z. For k, j ∈ Z, we deﬁne
Ck,j :=

Cj+1,jCj+2,j+1 · · ·Ck,k−1, for k > j,
(Cj,j−1)
∗(Cj−1,j−2)
∗ · · · (Ck+1,k)∗, for k < j,
IHk(C), for k = j.
B.3.13 Remark. By Theorem B.3.11, the operator Ck,j : Hk(C)→ Hj(C)
is unitary (k, j ∈ Z). Furthermore, the equality (Ck,j)∗ = Cj,k holds true
for all k, j ∈ Z.
We have thus generalized the action of C to the members of the Sobolev
chain. The next diﬃculty to overcome is to show the consistency of those
generalizations, i.e. to prove Theorem B.3.16. Though being an auxil-
iary result for Theorem B.3.16, the next lemma is interesting on its own.
Considering Example B.3.12, we may view this lemma as a generalized
version of the fact that if f is a C1-map then f ′ is only continuous and not
diﬀerentiable in general. We also use this lemma in order to have a quan-
titative description of the loss of regularity, when applying an unbounded
operator within the framework of Sobolev chains.
B.3.14 Lemma. Let H be a Hilbert space, C : D(C) j H → H be a
densely defined, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z be
the Sobolev chain associated with C. Let m ∈ N0. Then for all k ∈ Z, x ∈
Hm(C), we have
C0,kx ∈ Hm+k(C).
Proof. Let n ∈ N0, x ∈ Hm(C). Then
C0,nx = C
−nx ∈ D(Cn+m) = Hn+m(C).
For the case of negative indices we deduce in the following way: By
Theorem B.3.8, we may choose a sequence (xk)k∈N in D(C
n+m) such
that xk → x in Hm(C) as k → ∞. By Theorem B.3.11, we have
Cnxk = C0,−nxk
k→∞−→ C0,−nx ∈ H−n(C). Using Theorem B.3.9, we
139
B Functional Analytic Background of Sobolev Lattices
conclude for k, j ∈ N:
|Cnxk − Cnxj |H−n+m(C) =
∣∣C−n+mCn(xk − xj)∣∣H
= |Cm(xk − xj)|H
= |xk − xj |Hm(C) → 0 (k, j →∞).
Deﬁne v := limk→∞C
nxk ∈ H−n+m(C). By Theorem B.3.8, we have
H−n+m(C) →֒ H−n(C). Thus C0,−nx = v ∈ H−n+m(C).
Before proving Theorem B.3.16, we need the following theorem. This
theorem describes the operator C, if considered within one member of the
Sobolev chain. This gives a realization of the unbounded operator deﬁned
in the Sobolev chain.
B.3.15 Theorem. Let H be a Hilbert space, C : D(C) j H → H be a
densely defined, closed, linear operator, with 0 ∈ ρ(C). Let (Hk(C))k∈Z
be the Sobolev chain associated with C. For k ∈ Z the operator
Ck : Hk+1(C) j Hk(C)→ Hk(C) : x 7→ Ck+1,kx
is unitarily equivalent to C, i.e. we have Ck = C0,kCCk,0. In particular,
Ck is densely defined and closed and we have ρ(Ck) = ρ(C).
Proof. Let n ∈ N0.
Firstly, we show Cn = C0,nCCn,0: For x ∈ Hn+1(C), we have Cn,0x =
Cnx ∈ D(C). Consequently, CCn,0x ∈ H and x ∈ D(C0,nCCn,0), for all
x ∈ Hn+1(C). Thus, D(C0,nCCn,0) j Hn(C). Let x ∈ D(C0,nCCn,0).
We have Cnx = Cn,0x ∈ D(C) and therefore we get x ∈ D(Cn+1) =
Hn+1(C). Thus,
Cnx = Cn+1,nx = Cx = C
−nCCnx = C0,nCCn,0x.
Now, we show C−n = C0,−nCC−n,0: Observe, that C−n is closed. Indeed,
let (xk)k∈N in H−n+1(C) such that both (xk)k∈N and (C−nxk)k∈N are
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convergent in H−n(C). Let x
′ and y′ be the respective limits. Since
C−n+1,−n is surjective by Theorem B.3.11, this yields w ∈ H−n+1(C)
such that y′ = C−n+1,−nw. Using the Theorems B.3.11 and B.3.8, we
conclude
|xk − w|H−n+1(C) = |C−n+1,−nxk − C−n+1,−nw|H−n(C)
=
∣∣C−nxk − y′∣∣H−n(C) k→∞−→ 0
and
|xk − w|H−n(C)
k→∞−→ 0.
Thus, x′ = w ∈ D(C−n), C−nx′ = C−nw = C−n+1,−nw = y′. Hence, C−n
is closed.
For x ∈ Hn+1(C), we have
C−nx = C−n+1,−nx = Cx = C
nCC−nx = C0,−nCC−n,0x.
This implies C−n|Hn+1(C) = C0,−nCC−n,0|Hn+1(C). It remains to show
that Hn+1(C) is both a core for C−n and C0,−nCC−n,0:
Hn+1(C) is a core for C−n: Let x
′ ∈ D(C−n). By Theorem B.3.8, there
is a sequence (xk)k∈N in Hn+1 such that xk
k→∞−→ x′ in H−n+1(C). In
particular, we have xk
k→∞−→ x′ in H−n(C), by Theorem B.3.8. Moreover,
using Theorem B.3.11, we have∣∣C−nxk − C−nx′∣∣H−n(C) = ∣∣C−n+1,−nxk − C−n+1,−nx′∣∣H−n(C)
=
∣∣xk − x′∣∣H−n+1(C) k→∞−→ 0.
Since C−n is closed, we get x ∈ D(C−n|Hn+1(C)) and C−n|Hn+1(C)x′ =
C−nx.
Hn+1(C) is a core for C0,−nCC−n,0: Being unitarily equivalent to a closed
operator, C0,−nCC−n,0 is closed. Let x ∈ D(C0,−nCC−n,0). We have
C−n,0x ∈ H1(C). Therefore, by Lemma B.3.14, we conclude
x = C0,−nC−n,0x ∈ H−n+1(C).
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By Theorem B.3.8, we may choose a sequence (xk)k∈N in Hn+1(C) such
that xk
k→∞−→ x in H−n+1(C). The Theorems B.3.8 and B.3.11 imply
C−n,0xk
k→∞−→ C−n,0x in H. Furthermore, for k, j ∈ N, Theorem B.3.9
implies
|CC−n,0xk − CC−n,0xj |H =
∣∣C−n+1(xk − xj)∣∣H
= |xk − xj |H−n+1(C)
j,k→∞−→ 0.
From the closedness of C, we deduce CC−n,0xk
k→∞−→ CC−n,0x in H.
Finally, by Theorem B.3.11,
C0,−nCC−n,0xk
k→∞−→ C0,−nCC−n,0x in H−n(C).
Thus, by closedness of C0,−nCC−n,0, we have that Hn+1(C) is a core for
C0,−nCC−n,0.
Now, we are in the position to prove the desired consistency result:
B.3.16 Theorem. Let H be a Hilbert space. Let C : D(C) j H → H be
a densely defined, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z
be the Sobolev chain associated with C. Then we have Ck j Ck−1 for all
k ∈ Z.
Proof. Let n ∈ N0. From Theorem B.3.15, we deduce for x ∈ Hn+1(C) =
D(Cn):
Cnx = C0,nCCn,0x = C
−nCCnx
= Cx = C−n+1CCn−1x
= C0,n−1CCn−1,0x = Cn−1x.
Thus, Cn j Cn−1.
Let now additionally be n > 0. Let x ∈ H−n+1(C) = D(C−n). By
Theorem B.3.8, we may choose a sequence (xk)k∈N in Hn+1(C) such
that xk
k→∞−→ x in H−n+1(C). We apply Theorem B.3.11, this yields
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C−n,0xk
k→∞−→ C−n,0x and C−n−1,0xk k→∞−→ C−n−1,0x in H. Using the
Theorems B.3.9 and B.3.8, we conclude for k, j ∈ N:
|CC−n,0xk − CC−n,0xj |H =
∣∣CC−n(xk − xj)∣∣H
=
∣∣C−n+1(xk − xj)∣∣
= |xk − xj |H−n+1
j,k→∞−→ 0
and
|CC−n−1,0xk − CC−n−1,0xj |H = |xk − xj |H−n(C) .
Thus, Theorem B.3.11 implies the convergence of (C0,−nCC−n,0xk)k∈N
and (C0,−n−1CC−n−1,0xk)k in H−n(C) and H−n−1(C) respectively. Now,
Theorem B.3.15 implies
C−nxk
k→∞−→ C−nx in H−n(C)
and
C−n−1xk
k→∞−→ C−n−1x in H−n−1(C).
Since, by Theorem B.3.8, (C−nxk)k converges in H−n−1(C), it thus suf-
ﬁces to show C−nxk = C−n−1xk for all k ∈ N. The latter, however, may
be seen using Theorem B.3.15 in the following way: Let k ∈ N. Then we
have
C−nxk =C0,−nCC−n,0xk = C
nCC−nxk
=Cxk = C
n+1CC−n−1xk
=C0,−n−1CC−n−1,0xk = C−n−1xk.
Thus, C−n j C−n−1.
With the consistency theorem B.3.16, we can give the following deﬁnition.
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Definition. Let H be a Hilbert space, C : D(C) j H → H be a densely
deﬁned, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k be the
Sobolev chain associated with C. We deﬁne
C−∞ :=
⋃
k∈Z
Ck.
Furthermore, deﬁne the vector spaces
H−∞(C) :=
⋃
k∈Z
Hk(C) and H∞(C) :=
⋂
k∈Z
Hk(C).
B.3.17 Remark. By Theorem B.3.16, C−∞ is a well-deﬁned mapping from
H−∞(C) into itself. Since C−∞ is the extension of C to the whole of
H−∞(C), we will identify C with C−∞, if it comes in handy.
B.3.18 Example (Continuation of Example B.3.12). For the case C =
(∂ + 1), the operator
∂−∞ := (∂ + 1)−∞ −
⋃
k∈Z
IHk(∂+1)
is well-deﬁned, by the above. The space H−∞(∂+1) can be viewed as the
space, which contains L2-functions and there distributional derivatives of
all orders.
In Example B.3.10, we have seen that C∞c (R) is dense in Hk(∂+1) for all
k ∈ Z. There is a very useful abstract result for such a denseness result
in the framework of Sobolev chains:
B.3.19 Theorem. Let H be a Hilbert space. Let C : D(C) j H → H be
a densely defined, closed, linear operator with 0 ∈ ρ(C). Let (Hk(C))k∈Z
be the Sobolev chain associated with C. Then H∞(C) is dense in Hk(C)
for all k ∈ Z.
Proof. In the proof we will make extensive use of Theorem B.3.8. There-
fore, we will not refer to it in the sequel. Note that it suﬃces to show the
assertion for k = 0.
144
B.3 Sobolev Chains
Let x ∈ H, ε > 0. Deﬁne y0 := x. Choose y1 ∈ H1(C) such that
|y0 − y1|H0(C) ≦
ε
2
.
We recursively choose a sequence (yn)n in H: We assume that yj ∈ Hj(C)
has been chosen (j ∈ {0, . . . , n}). Then choose yn+1 ∈ Hn+1(C), such that
|yn − yn+1|Hn(C) ≦
ε
2n+1 ‖C−1‖n .
For n ∈ N0, we have
|yn − yn+1|H0(C) =
∣∣C−nCn(yn − yn+1)∣∣H0(C)
≦
∥∥C−1∥∥n |yn − yn+1|Hn(C) ≦ ε2n+1 .
Furthermore, for n ∈ N0,
|y0 − yn+1|H ≦
n∑
j=0
|yj − yj+1|H ≦ ε.
Let m ∈ N0, l ∈ N. For n ∈ N>m, we have
|yn+l − yn|Hm(C) ≦
l−1∑
j=0
|yn+j − yn+j+1|Hm(C)
=
l−1∑
j=0
∣∣Cm−n−jCn+j−m(yn+j − yn+j+1)∣∣Hm(C)
≦
l−1∑
j=0
∥∥C−1∥∥n+j−m |yn+j − yn+j+1|Hn+j(C)
≦
l−1∑
j=0
∥∥C−1∥∥n+j−m ε
2n+j+1 ‖C−1‖n+j
=
∥∥C−1∥∥m ε2−n n→∞−→ 0.
This implies (yn+m)n∈N is a Cauchy-sequence in Hm(C) (m ∈ N0). Thus,
using Theorem B.3.6, we may deﬁne for m ∈ N0:
zm := lim
n→∞
yn+m ∈ Hm(C).
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Since yn+m+1
n→∞−→ zm+1 inHm+1(C), we therefore conclude zm = zm+1 ∈
Hm+1(C), for all m ∈ N0. Hence, z0 ∈ H∞(C). Furthermore,
|z0 − x|H = limn→∞ |yn − y0|H ≦ ε.
Using the latter result, we may show the following very important exten-
sion theorem for continuous linear operators.
B.3.20 Theorem. Let H be a Hilbert space, C : D(C) j H → H be
a densely defined, closed, linear operator with 0 ∈ ρ(C), (Hk(C))k∈Z be
the Sobolev chain associated with C and A ∈ L(H) be a continuous, lin-
ear operator, such that AC−1 = C−1A. Then there is a unique con-
tinuous extension of A to Hk(C) into itself for any k ∈ Z. Moreover,
‖A‖Hk(C)→Hk(C) ≦ ‖A‖H→H (k ∈ Z).
Proof. Let n ∈ N. For x ∈ D(Cn), we have
Ax = AC−nCnx = C−nACnx ∈ D(C).
Hence, A[H∞(C)] j H∞(C). Furthermore, we have for x ∈ H∞(C):
|Ax|Hn(C) = |CnAx|H =
∣∣CnAC−nCnx∣∣
H
=
∣∣CnC−nACnx∣∣
H
= |ACnx|H
≦ ‖A‖H→H |Cnx|H = ‖A‖H→H |x|Hn(C)
and, using Theorem B.3.9,
|Ax|H−n(C) =
∣∣C−nAx∣∣
H0(C)
=
∣∣AC−nx∣∣
H
≦ ‖A‖H→H
∣∣C−nx∣∣
H
= ‖A‖H→H |x|H−n(C) .
Theorem B.3.19 implies the assertion.
B.3.21 Remark. In Example B.3.18, the operator ∂+1 was explained in the
whole chain (Hk(∂ + 1))k∈Z. Furthermore, we realized that H−∞(∂ + 1)
contains generalized functions. It is rather diﬃcult to work with those
functions. That is why, we introduce the Fourier-Laplace transform in
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Section 1.1, which transfers diﬀerentiation to multiplication by the argu-
ment. Now, both the derivative and the multiplication by the argument
operator, cf. Examples 1.1.6, give rise to Sobolev chains. In order to map
from one chain to the other, we observe the following.
Let A and B be two densely deﬁned, closed, linear operators deﬁned on
Hilbert spaces H and J , respectively, which are unitarily equivalent, i.e.
∃U : H → J unitary: A = U∗BU.
If 0 ∈ ρ(A) ∩ ρ(B) then the corresponding Sobolev chains (Hk(A))k and
(Jk(B))k are unitarily equivalent in the sense that there is a unique ex-
tension Uˆ of U as an operator from H−∞(A) to H−∞(B) such that
Uˆ ∩Hk(A)⊕ Jk(B)
is unitary. It suﬃces to prove that U [H∞(A)] = J∞(B) and that we have
Ak = U∗BkU for all k ∈ Z. The latter implies the preceding assertion.
Hence, we only show the equality involving the powers of the respec-
tive operators. Furthermore, since A−1 = (U∗BU)−1 = U−1(U∗B)−1 =
U∗B−1U , it suﬃces to prove the latter for k ∈ N0. This, however, can be
seen by induction on k. The basis of induction, k = 0, being trivial, we
have
Ak+1 = AkA = U∗BkUU∗BU = U∗Bk+1U,
for k ∈ N, which proves the assertion.
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