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It is shown that minimum distance decoding of linear codes is accomplished by 
generating all codewords corresponding to all information sets utilizing the 
corresponding received coordinates. This was previously shown for the special case 
of maximum distance separable codes. It is shown that for codes over moderate or 
larger sized fields this method is more effective than that of generating all 
codewords. 
I. INTRODUCTION 
In a previous paper (Mandelbaum, 1979) it was shown that all maximum 
distance separable codes can be completely decoded by the method of 
votetaking or the equivalent method of preselection of codewords and 
correlation with the received vector. In this paper it is shown how the 
method of preselection and correlation can be extended to other linear codes. 
This method can be thought of as the limiting case or generalization of 
permutation decoding (MacWilliams, 1964). It is shown how the set of all 
codewords generated by all information sets using the corresponding received 
coordinates contains the codeword nearest he received vector. 
It is indicated that this method of preselection and correlation can be 
useful only when the transmitted symbol size q is of fairly large order 
(q > 2). For binary and codes of fairly small symbol size, the total number 
of unique codewords eems to be smaller than the total number of codewords 
generated (many of which may be duplicated) by utilizing all information 
sets and the received vector. 
It is shown that votetaking will in general not yield in equal number the 
codewords closest to the received vector if there is more than one such 
codeword at the same distance from the received vector. 
II. COMPLETE DECODING OF L INEAR CODES 
Consider an (n, k) linear code C. Let y be a received vector such that 
y = .Y + e, where )7 is a member of C and e is any noise vector that is not a 
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member of C. Then y = )7' + v, where v is a coset leader or coset leaders (if 
more than one exists) from a unique coset. Then )7' is understood to be the 
closest codeword(s) to y. Thus, )7' can be obtained (in principle) from y. The 
most general known method (Berlekamp et aL, 1978) of obtaining )7' and 
thus achieving nearest neighbor decoding is the generation of all code words 
and comparison to y. However, the following shows that the generation of 
code words from information sets has the same result and is more efficient in 
certain cases. 
An information set is a set of k integers that designate k independent 
columns of the generating matrix G. 
LEMMA 1. All coset leaders have weight not greater than n - k. 
Proof Supose there exists a coset leader v with weight wt(v)> n -  k. 
Then any k independent columns of the generator matrix G can be used as 
an information set I and therefore at least one coordinate index of I 
corresponds to a nonzero coordinate of v. Thus, we can generate a nonzero 
codeword c' of C using as the coordinates of I, the corresponding coor- 
dinates of v. Then v - e' is the same coset as v and has weight not greater 
than n -  k since v and c' agree in at least k positions, i.e., the coordinates 
indexed by L Therefore there is a contradiction. 
Thus, since all correctable rrors have weight less than n -  k + 1, there 
are at least k coordinates that are error free. The following arguments answer 
the question as to whether the correct codeword can be regenerated from 
such a situation. 
LEMMA 2. I f  a coset leader v contains nonzero coordinates indexed by 
the set of integers M, then the set of coordinates not indexed by M contains 
at least one information set. 
Proof Define J to be the complement of M with respect o n, i.e., J 
contains the coordinate indices not in M. Assume there is no information set 
indexed by J. Let J '  be the largest set of independent columns indexed by J. 
Then to form an information set containing J, one or more columns 
independent of J '  indexed by M must be chosen. Let these columns be 
indexed by M', where M' is contained in M. Then the union of J '  and M' 
forms a set of indices for an information set. Let a codeword w be formed by 
this information set where ,the coordinates corresponding to J' are zero and 
the coordinates corresponding to M' are the same as the corresponding 
nonzero coordinates of v. It should be noted that the coordinates 
corresponding to the index set J - - J '  are also zero since the corresponding 
columns of G are dependent on the columns indexed by J'. Then v - w is a 
member of the same coset as v and has less weight since v - w is zero on M' 
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and J. Thus, v -w is the coset leader rather than v thus giving a 
contradiction, and J does contain an information set. 
As a result, if y = )7 + v, where v is a coset leader, then by Lemma 2 there 
is at least one information set of coordinates from 37' which has not been 
affected by the nonzero coordinates of v, i.e., these coordinates are the same 
in y as in 37'. Since v is a coset leader, 37' will be the closest codeword to y. 
Thus a method of complete decoding is to generate all codewords from all 
information sets (which we call preselection) and correlate them with y, the 
received vector. To do this all combinations of independent sets of k columns 
of G are utilized to generate codewords using the k corresponding received 
coordinates of y. As a result, we have: 
THEOREM. Nearest neighbor decoding of  any linear code can be accom- 
plished by preselection and correlation. 
III. COMPARISONS 
Assume that most e' errors can occur in the transmission of codewords 
from a code C. If  such a distorted vector is received "choose" an information 
set J such that all errors are confined to the complement of J. A codeword w 
can be generated from the received vector y using J. Then w - y has weight 
less than e' + 1 and is a coset leader. If, however, a coordinate indexed by J 
is in error, then w - y has weight greater than e' if e' ~ t = [ (d -  1)/2], 
where d is the minimum distance of C, (Kolesnik and Mironchikov, 1968). 
Thus, if a list of information sets {I1,12, .... If} can be found so that all errors 
of weight not greater than e' are contained in the complement of at least one 
of the I,., then generalized permutation decoding can be achieved. If certain 
allowable errors have weight e '> (d -1 ) /2  then a codeword wi must be 
generated by the coordinates of y corresponding to more (or every) infor- 
mation sets I t. Then the transmitted codeword 5 is assumed to be the w i such 
that y - w i is a minimum. Thus in general at most (~) - N r codewords are 
generated, where N, is the number of dependent sets of k columns of G. 
Many of these generated codewords are identical, in fact, for maximum 
distance separable codes, the codeword 37 that occurs most is such that 
d(37, y) is a minimum over all codewords. If there are two or more 
codewords equidistant from the received vector y, then these codewords are 
generated equally often for a minimum distance separable (MDS) code (see 
Mandelbaum ( 19 79)). 
It is now shown that this property does not hold in general for linear 
codes. This is shown by a counterexample. Let the (6, 2) code C be given by 
the generating matrix G: 
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0 , 1) 
1 1 0 1 1 ' 
Then the codewords are (000000) ,  (101111) ,  (011011) ,  
(110100) .  Assume that (000000)  is transmitted and the vector 
(011000)  is received. Examination of G shows that there are 11 infor- 
mation sets out of a possible 6!/4! 2t = 15. The following codewords are 
generated using the information sets from the received vector: 
(0 0 0 0 0 0) (four times) 
(0 1 1 0 1 1) (five times) 
(1 1 0 1 0 0) (two times). 
Then the coset containing (011000)  also contains (000011) ,  
(110111)  and (101100) .  Thus there are two coset leaders of weight 
two. From above it is seen that the codewords corresponding to these leaders 
are not produced equally often, contrary to the case with an MDS code. 
Other such examples have been found of two coset leaders of minimum 
weight such that two codewords at the same minimum distance from the 
received vector are produced from the information sets unequally in number. 
However, no example has been found of a code where a codeword further in 
distance from the received vector is reproduced more often than the 
codeword closest to the received vector. A futile computer search has been 
conducted with short binary codes for a code with such a property. 
I1~ is conjectured that votetaking for linear codes will always give at least 
one of the codewords closest in distance to the received vector even if this 
codeword is not the one originally transmitted. It is conjectured that 
codewords corresponding to the coset leaders will be the highest on the list 
of votegetters even if these codewords receive an unequal number of votes. 
However, this property may be quite difficult to prove. 
IV. IMPLEMENTATION 
For certain classes of codes the generation of all codewords is a more 
efficient process for complete decoding than the generation of codewords 
from all combinations of coordinates corresponding to all information sets. 
For a binary (n, k) code there are 2 k codewords. This is always a smaller 
number than (~). For 
(n )_  n, _ (n -k+ 1), 
k k! (n - k)t k! 
and since (n -  k + 1)! is the product of k consecutive integers it is divisible 
by kt. However, for codes with symbols from GF(q), where q is fairly large, 
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the method of preselection and correlation may be more economical. 
Suppose one needed a code with symbols from GF(9) and of length n' = 15 
which corrected at least t = 2 errors. We can use the primitive BCH (or 
Gorenstein-Zierler) code of natural length n = 92-  1 = 80 and shorten it. 
Let fl be a primitive root of x 8 -- 1 = 0. Since the appropriate cyclotomic 
cosets are (1, 9); (2, 18); (3, 27); (4, 36) the redundancy needed for/3, f12, f12, 
/~4 to be roots of every codeword is r= n ' -k= 8. Then k= 7 and 
k ) = ( = 6435. Thus, a maximum of 6435 codewords must be generated 
so that complete decoding is achieved. Note that some of the (17) 
combinations of k columns will not be independent since this is not a 
maximum distance separable code. On the other hand, the total number of 
codewords is 97 = 59,049, which is larger than 6435. Thus it is seen that the 
set formed from information sets contains only a fraction of the total number 
of codewords for this situation. 
As another example, consider a generalized BCH code over GF(8) of 
desired length n '= 20 which corrects t = 4 errors. Then this code can be a 
shorted version of the primitive code of natural length n = 82 - 1 = 63 with 
redundancy of n ' -k=8 symbols. Then k= 12 and (~0)= 125970. For 
comparison, 812=236~6.87X 101°. As a result the total number of 
codewords is more than five orders of magnitude larger than the number of 
codewords generated from all information sets. 
It is seen that the upper bound (~) of the number of information sets is 
relatively small when either k or n -  k is small in comparison with n since 
(7`)= (~"-k) and (~,)> (~,) when h > h'. Thus, this method of complete 
decoding may be particularly attractive for very high rate codes when 
(7,) = (n-"k) is relatively small and qk is quite large. 
To generate a codeword with the received coordinates corresponding to 
the information set L the generator matrix G must be transformed by row 
operations into a row reduced echelon matrix in which each column 
corresponding to a member of I contains a one and all the other entries zero. 
Berlekamp (1968) shows how this can be accomplished in a efficient 
manner. For a set of k columns not corresponding to an information set, this 
method will result in two or more identical columns. Algorithms for 
generating all combinations (7,) are given in Wells (1971). 
When cyclic codes are decoded with this method, the property that any 
cyclic shift of a codeword yields another codeword results in a more efficient 
way of preselection and correlation. For any cyclic shift of an information 
set is another information set. Then all information sets can be described by 
certain cyclotomic cosets of weight k modulo 2 " -  1 (for an (n, k) cyclic 
code of natural ength n). That is, in such a coset the k one's represent the k 
independent columns of G. Thus the information sets can be totally described 
by the coset representatives of such a subset of cyclotomic osets. 
The proposed method might have application to coded one-way 
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communication from space or planetary probes, etc., where decoding can 
take place in nonreal time. 
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