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Several types of entropy of fuzzy variables or fuzzy sets have been given in the literature in
order to measure the degree of uncertainty. In order to measure the degree of uncertainty
of fuzzy vectors, a new definition of entropy of fuzzy vectors is proposed. Some properties
are then investigated and the relations between the entropy of fuzzy variables and fuzzy
vectors are discussed.
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1. Introduction
The concept of fuzzy set was initiated by Zadeh [1] in 1965 via membership function. As a mathematical framework,
possibility theory was proposed by Zadeh [2] in 1978 to measure fuzzy events. Since then, it has been developed by many
researchers such as Nahmias [3], Yager [4], Dubois [5]. However, the possibility measure has no self-duality property. For
the reason that a self-dual measure is absolutely needed in both theory and practice, Liu and Liu [6] presented a credibility
measure in 2002, and an axiomatic foundation for credibility theory was constructed in Liu [7]. From then on, credibility
theory became a new branch of mathematics to study the behavior of fuzzy phenomena. A survey of credibility theory can
be found in Liu [8]. In credibility theory, a fuzzy variable is defined as a function from a credibility space to the set of real
numbers. Similarly, an n-dimensional fuzzy vector is defined as a function froma credibility space to the set of n-dimensional
real vectors. As for a fuzzy variable, two important concepts are expected value and variance, given by Liu and Liu [6]. These
have been widely used in many fields. For the up-to-date credibility theory, the interested reader may consult the book [9].
Entropy is a measurement of the degree of uncertainty. Up to now, several types of entropy of fuzzy sets were proposed.
But the first wasmade in 1968 by Zadeh [10], who introduced aweighted Shannon entropy. In 1972, Deluca and Termini [11]
defined the entropy of a fuzzy set by using Shannon function, in which the variable in the Shannon function was replaced
with membership degrees of elements. Kaufmann [12] suggested that the entropy of a fuzzy set can be measured through
the distance between the fuzzy set and its nearest crisp set. Then, Knopfmacher [13] and Loo [14] generalized the entropies
proposed by Deluca and Termini and Kaufumann. By using the distance of the fuzzy set and its complement, Yager [15]
presented another kind of entropy in 1979. Higashi and Klir [16] extended the concept of entropy proposed by Yager [15].
The entropy introduced byKosko [17]was defined as the ratio of the distance between a fuzzy set and its nearest and furthest
crisp sets. Besides, there is a lot of literature concerning the definition of entropy of fuzzy set and its applications such as Pal
and Pal [18,19], Bhandari and Pal [20], Yager [21,22].
But those entropies mentioned above describe the uncertainty resulting from the difficulty in deciding whether or not
an element belongs to a set, i.e. they measured the degree of uncertainty resulting from linguistic vagueness. When a
∗ Corresponding author at: Department of Mathematical Sciences, Tsinghua University, Beijing 100084, China.
E-mail address: youcl05@mails.tsinghua.edu.cn (C. You).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.03.014
C. You, M. Wen / Computers and Mathematics with Applications 56 (2008) 1626–1633 1627
fuzzy variable is considered, the uncertainty results from the difficulty in predicting the specified value that the fuzzy
variable will take, i.e. the uncertainty results from information deficiency. In fact, we always hope that the degree of
uncertainty is minimum when the fuzzy variable degenerates to a crisp number, and is maximum when the fuzzy variable
is an equipossible one. In order to characterize the degree of this uncertainty, based on credibility theory, Li and Liu [23]
introduced a definition of entropy. For a detailed survey of entropy of fuzzy variables, interested readers can refer to Liu [24].
For a fuzzy variable, in some circumstance, we cannot get the membership function definitely, but the expected value may
be obtained easily. In this case, to estimate the membership function, following the idea of maximum entropy principle
proposed by Jaynes [25], we can choose the membership function which makes the entropy obtain the maximum value.
Applying this rule, the maximum entropy membership function of a continuous fuzzy variable was found by Li and Liu [26],
You and Gao [27] found the maximum entropy membership function of a discrete case.
When there exist several fuzzy factors in real problems, we should make use of fuzzy vector to character such a fuzzy
phenomenon. Though the components of a fuzzy vector are fuzzy variables, the degree of uncertainty of a fuzzy vector can
not be embodied by the degree of uncertainty of fuzzy variables only. The measurement of the uncertainty of a fuzzy vector
should also comply with the rule that the uncertainty is minimumwhen the fuzzy vector degenerates to a crisp vector, and
is maximum when the fuzzy vector is an equipossible one. To measure the degree of uncertainty of fuzzy vectors, a new
type of entropy, the entropy of fuzzy vectors, is necessary to be introduced.
Since the components of a fuzzy vector are certainly fuzzy variables, the entropy of fuzzy vectors is an extension of the
entropy of fuzzy variables. In Section 2, we will recall some basic concepts and results of credibility theory as preliminary. A
definition of entropy of discrete fuzzy vectors is proposed in Section 3, and some properties are studied in detail. In Section 4,
a definition of entropy of continuous fuzzy vectors is presented. Finally, in Section 5, a brief summary is given.
2. Preliminaries
Credibility measure is a set function with properties of normality, monotonicity, self-duality and maximality. The
credibility of a fuzzy event can be computed by membership function.
Let ξ be a fuzzy variable with membership function µ. We have the following credibility inversion theorem
Cr{ξ ∈ B} = 1
2
(
sup
x∈B
µ(x)+ 1− sup
x∈Bc
µ(x)
)
(1)
for any set B of real numbers.
The expected value of ξwas defined as
E[ξ] =
∫ +∞
0
Cr{ξ ≥ r}dr −
∫ 0
−∞
Cr{ξ ≤ r}dr
provided that at least one of the two integrals is finite. The variance is V[ξ] = E[(ξ− E[ξ])2].
A fuzzy variable ξ is said to be discrete if there exists a countable sequence {x1, x2, . . .} such that Cr{ξ 6= x1, ξ 6= x2, . . .} =
0, i.e. the membership function of ξ takes nonzero values at a countable set of points. Furthermore, a fuzzy variable ξ is said
to be simple if there exists a finite sequence {x1, x2, . . . , xn} such that Cr{ξ 6= x1, ξ 6= x2, . . . , ξ 6= xn} = 0. Equivalently, the
membership function of ξ takes nonzero values at a finite number of points. A fuzzy variable ξ is said to be continuous if
Cr{ξ = x} is a continuous function of x. That is to say, the membership function µ(x) is a continuous function of x.
Let ξ be a simple fuzzy variable taking values in {x1, x2, . . . , xn}. Then the entropy of ξ is defined by Li and Liu [23] as
H[ξ] =
n∑
i=1
S(Cr{ξ = xi}), (2)
where S(t) = −t ln t − (1 − t) ln(1 − t). It is easy to see that the function S(t) is symmetrical about t = 0.5, with strictly
increasing interval [0, 0.5] and strictly decreasing interval [0.5, 1]. Furthermore, S(t) reaches its unique maximum ln 2 at
t = 0.5. Li and Liu [23] obtained that H[ξ] ≥ 0 and equality holds if and only if ξ is essentially a crisp number. In this case,
there is no uncertainty. They also proved thatH[ξ] ≤ n ln 2 and equality holds if and only if ξ is an equipossible fuzzy variable.
In this case, there is no preference among all the values that the fuzzy variable will take.
Let ξ be a continuous fuzzy variable with membership function µ(x). Its entropy is defined by Li and Liu [23] as
H[ξ] =
∫ +∞
−∞
S(Cr{ξ = x})dx, (3)
where S(t) = −t ln t − (1− t) ln(1− t). Equivalently, the entropy is
H[ξ] = −
∫ ∞
−∞
(
µ(x)
2
ln
µ(x)
2
+
(
1− µ(x)
2
)
ln
(
1− µ(x)
2
))
dx. (4)
They deduced that H[ξ] > 0 and H[ξ] ≤ (b− a) ln 2, if ξ is a continuous fuzzy variable taking values on the interval [a, b].
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The independence of fuzzy variables is important in applications. Thus many authors have discussed this problem from
different angles, such as Zadeh [2], Nahmias [3], Yager [28], Liu [7], Liu and Gao [29], and Li and Liu [30]. Here we use the
definition given by Liu and Gao [29]. That is, the fuzzy variables ξ1, ξ2, . . . , ξm are said to be independent if
Cr
{
m⋂
i=1
{ξi ∈ Bi}
}
= min
1≤i≤mCr{ξi ∈ Bi} (5)
for any sets of B1, B2, . . . , Bm ofR.
It has been presented that ξ = (ξ1, ξ2, . . . , ξm) is a fuzzy vector if and only if ξ1, ξ2, . . . , ξm are fuzzy variables. Letµi and
µ be the membership functions of fuzzy variables ξi, i = 1, 2, . . . ,m and fuzzy vector (ξ1, ξ2, . . . , ξm), respectively. Then
ξ1, ξ2, . . . , ξm are independent if and only if
µ(x1, x2, . . . , xm) = min
1≤i≤mµi(xi) (6)
for any real numbers x1, x2, . . . , xm.
Analogous to fuzzy variables, we have the following definitions.
Definition 2.1. A fuzzy vector ξ = (ξ1, ξ2, . . . , ξm) is said to be discrete if ξ1, ξ2, . . . , ξm are discrete fuzzy variables.
Definition 2.2. A fuzzy vector ξ = (ξ1, ξ2, . . . , ξm) is said to be continuous if Cr{ξ = x} is a continuous function of x on Rm.
Remark 2.1. If ξ = (ξ1, ξ2, . . . , ξm) is a continuous fuzzy vector, then ξi are continuous fuzzy variables for i = 1, 2, . . . ,m.
3. Entropy of discrete fuzzy vectors
As we know, the entropy proposed by Li and Liu [23] is zero when the fuzzy variable degenerates to a crisp number, and
is maximum when the fuzzy variable is an equipossible one. Similarly, we hope that the entropy is zero when the fuzzy
vector degenerates to a crisp vector, and is maximum when the fuzzy vector takes all the values in the same credibility.
Since the components of a fuzzy vector are fuzzy variables, the entropy of fuzzy vectors should have similar properties as
that of fuzzy variables.
Based on credibility theory, the definition of entropy of fuzzy variables can be extended to arbitrary fuzzy vectors.
Definition 3.1. Let ξ be a fuzzy vector taking values in the vector set {x1, x2, . . .}. Then the entropy of ξ is defined as
H[ξ ] =
∞∑
i=1
S(Cr{ξ = xi}). (7)
Definition 3.1 states that the entropy of fuzzy vectors has symmetry property. It is clear that the entropy of fuzzy vectors
depends only on the number of values and their credibilities and does not depend on the actual values that the fuzzy vector
takes.
Remark 3.1. Let ξj be fuzzy variables taking values in {x(j)1 , x(j)2 , . . .}, j = 1, 2, . . . ,m, respectively. Then the entropy of
ξ = (ξ1, ξ2, . . . , ξm) can be written as
H[ξ ] = ∑
i1,i2,...,im
S
(
Cr{ξ1 = x(1)i1 , ξ2 = x(2)i2 , . . . , ξm = x(m)im }
)
, (8)
where ij ∈ {1, 2, . . .}, j = 1, 2, . . . ,m. In particular, if ξj are fuzzy variables taking values in {x(j)1 , x(j)2 , . . . , x(j)nj }, j = 1, 2, . . . ,m,
respectively, then the entropy of ξ is
H[ξ ] =
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
S
(
Cr{ξ1 = x(1)i1 , ξ2 = x(2)i2 , . . . , ξm = x(m)im }
)
.
Theorem 3.1. Let ξj be fuzzy variables taking values in {x(j)1 , x(j)2 , . . .}, j = 1, 2, . . . ,m. If ξ1, ξ2, . . . , ξm are independent fuzzy
variables, the entropy of ξ = (ξ1, ξ2, . . . , ξm) is
H[ξ ] = ∑
i1,i2,...,im
S
(
min
1≤j≤mCr{ξj = x
(j)
ij
}
)
. (9)
Proof. The theorem follows directly from Definition 3.1 and the independence of ξ1, ξ2, . . . , ξm. 
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It is easy to see that the entropy of fuzzy vectors also has nonnegative property, and H[ξ ] = 0 if and only if ξ is a crisp
vector. In other words, H[ξ ] = 0 if and only if ξj are crisp numbers, for j = 1, 2, . . . ,m.
A fuzzy vector ξ is called an equipossible one if its membership function µ(x) ≡ 1 for any x in the range of ξ .
Theorem 3.2 (Maximality). Let ξj be fuzzy variables taking nj values for j = 1, 2, . . . ,m, respectively. Denote ξ =
(ξ1, ξ2, . . . , ξm). Then the entropy
H[ξ ] ≤
(
m∏
j=1
nj
)
ln 2
and the equality holds if and only if ξ is an equipossible fuzzy vector.
Proof. For convenience, we suppose that ξj takes values in {x(j)1 , x(j)2 , . . . , x(j)nj } for j = 1, 2, . . . ,m, respectively. Since the
function S(t) reaches its maximum ln 2 at t = 0.5,
H[ξ ] =
n1∑
i1=1
n2∑
i2=1
· · ·
nm∑
im=1
S(Cr{ξ1 = x(1)i1 , ξ2 = x(2)i2 , . . . , ξm = x(m)im }) ≤
(
m∏
j=1
nj
)
ln 2
and equality holds if and only if Cr{ξ1 = x(1)i1 , ξ2 = x(2)i2 , . . . , ξm = x(m)im } = 0.5, for ij = 1, 2, . . . , nj, j = 1, 2, . . . ,m. That is to
say µ(ξ1 = x(1)i1 , ξ2 = x(2)i2 , . . . , ξm = x(m)im ) ≡ 1. 
This property coincides with that of fuzzy variables.
If ξ1, ξ2, . . . , ξn are independent fuzzy variables, Theorem 3.2 can be written as follows:
Theorem 3.3. Let ξj be independent fuzzy variables take nj values for j = 1, 2, . . . ,m, respectively. Denote ξ = (ξ1, ξ2, . . . , ξm).
Then H[ξ ] =
(∏m
j=1 nj
)
ln 2 if and only if ξj are all equipossible fuzzy variables.
Proof. For convenience, we suppose that ξj takes values in {x(j)1 , x(j)2 , . . . , x(j)nj } for j = 1, 2, . . . ,m, respectively. It follows from
Theorem 3.2 and the independence of ξ1, ξ2, . . . , ξm that H[ξ ] = (∏mj=1 nj) ln 2 if and only if
min
1≤j≤mCr{ξj = x
(j)
ij
} = 0.5
for all j, which is equivalent to Cr{ξj = x(j)ij } = 0.5, ij = 1, 2, . . . , nj, j = 1, 2, . . . ,m. That is, ξj are all equipossible fuzzy
variables. 
Theorem 3.2 states that the entropy of fuzzy vectors reaches its maximum value when all the basic fuzzy events
have equal credibilities of occurrence. Furthermore, if the components of a fuzzy vector are independent, it follows from
Theorem 3.3 that there is no preference among all the values that the components could take.
Remark 3.2. Let ξj be fuzzy variables taking nj values for j = 1, 2, . . . ,m, respectively, and let ξ1, ξ2, . . . , ξm be independent
fuzzy variables. Write ξ = (ξ1, ξ2, . . . , ξm). Letting H[ξk] = max1≤i≤m H[ξi], it is not sure that
H[ξ ] ≤
 m∏
j=1,j6=k
nj
 max
1≤i≤m
H[ξi],
which will be illustrated by Example 3.1.
Example 3.1. Let ξ = (ξ1, ξ2) be a fuzzy vector, and let ξ1, ξ2 be fuzzy variables with membership functions
µ1(x) ≡ 1.0 on x = 1 or x = 2,
and
µ2(x) =

0.6, if x = 4
1.0, if x = 5
0.4, if x = 6,
respectively. It follows from equality (6) that the membership function of ξ = (ξ1, ξ2) is
µ(x) =

0.6, if x = (1, 4)
1.0, if x = (1, 5)
0.4, if x = (1, 6)
0.6, if x = (2, 4)
1.0, if x = (2, 5)
0.4, if x = (2, 6).
1630 C. You, M. Wen / Computers and Mathematics with Applications 56 (2008) 1626–1633
Therefore
2(H[ξ1] ∨ H[ξ2]) = 2H[ξ2] < 3.5, H[ξ ] = 2S(0.3)+ 2S(0.5)+ 2S(0.2) > 3.5.
i.e.
H[ξ ] > 2H[ξ2] = 2(H[ξ1] ∨ H[ξ2]).
Theorem 3.4. Let ξ = (ξ1, ξ2 . . . , ξm), and let ξ1, ξ2, . . . , ξm be independent fuzzy variables. Then
H[ξ ] ≥
m∑
j=1
H[ξj].
Proof. For convenience, we suppose that ξj takes values in {x(j)1 , x(j)2 , . . . , x(j)nj } for j = 1, 2, . . . ,m, respectively. Let Cr{ξk =
x(k)ik ′ } = max1≤j≤ni Cr{ξk = x
(k)
j } for each ξk. Without loss of generality, we assume that
Cr{ξ1 = x(1)i1 ′ } ≥ Cr{ξ2 = x
(2)
i2
′ } ≥ · · · ≥ Cr{ξm = x(m)im ′ } ≥ 0.5.
Then there exist x(1)i1∗ , x
(2)
i2
∗ , . . . , x
(m)
im∗ such that
Cr{ξj = x(j)ij∗ } = 1− Cr{ξj = x(j)ij ′ } ≤ 0.5
for j = 1, 2, . . . ,m, by using the credibility extension condition. Thus
H[ξ ] = ∑
i1,i2,...,im
S(Cr{ξ1 = x(1)i1 , ξ2 = x(2)i2 , . . . , ξm = x(m)im })
≥
nm∑
j=1
S(Cr{ξ1 = x(1)i1 ′ , ξ2 = x
(2)
i2
′ , . . . , ξm = x(m)j })
+
m−1∑
k=1
nk∑
j=1,j6=i′k
S(Cr{ξ1 = x(1)i1 ′ , ξ2 = x
(2)
i2
′ , . . . , ξk = x(k)j , . . . , ξm = x(m)im ′ })
+
m−1∑
k=1
S(Cr{ξ1 = x(1)i1 ′ , ξ2 = x
(2)
i2
′ , . . . , ξk−1 = x(k−1)ik−1 ′ , ξk = x
(k)
ik
∗ , . . . , ξm = x(m)im∗ })
≥
nm∑
j=1
S(Cr{ξm = x(m)j })+
m−1∑
k=1
nk∑
j=1,j6=i′k
S(Cr{ξk = x(k)j })+
m−1∑
k=1
S(Cr{ξk = x(k)ik∗ })
≥ H[ξm] +
m−1∑
k=1
H[ξk]
=
m∑
j=1
H[ξj].
Then the theorem is proved. 
Example 3.2. Let ξ1 be a fuzzy variable and ξ2 a crisp number. Then H[ξ ] = H[ξ1] + H[ξ2], which indicates that the equality
holds in Theorem 3.4. In Example 3.1,
H[ξ ] = 2S(0.3)+ 2S(0.5)+ 2S(0.2) > 2S(0.5)+ 2S(0.3)+ S(0.2) = H[ξ1] + H[ξ2].
That is, the strict inequality in Theorem 3.4 can be obtained.
Theorem 3.5. Let ξ be a discrete fuzzy vector, and let f : Rm → R be a function. Then
H[f (ξ)] ≤ H[ξ ].
Proof. Suppose that ξ takes values in vector set {x1, x2, . . .}. If f is a one to one mapping, then
H[f (ξ)] =
∞∑
j=1
S(Cr{f (ξ) = f (xj)}) =
∞∑
j=1
S(Cr{ξ = xj}) = H[ξ ].
Next, we prove H[f (ξ)] ≤ H[ξ ] if f is not a one to one mapping.
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Step 1: If there exists xi 6= xj such that f (xi) = f (xj), f (xk) 6= f (xi) for all k 6= i, j and f (xk) 6= f (xl) for k 6= l, where k, l 6= i, j.
Then
H[f (ξ)] = ∑
k6=i,j
S(Cr{f (ξ) = f (xk)})+ S(Cr{f (ξ) = f (xi)})
= ∑
k 6=i,j
S(Cr{ξ = xk})+ S(Cr{{ξ = xi} ∪ {ξ = xj}}).
Without loss of generality, we assume that Cr{ξ = xi} ≥ Cr{ξ = xj}.
Case 1: If Cr{ξ = xi} < 0.5, we have
H[f (ξ)] = ∑
k6=i,j
S(Cr{ξ = xk})+ S(Cr{ξ = xi}) ≤ H[ξ ]
by using maximality Axiom of credibility measure.
Case 2: If Cr{ξ = xi} ≥ 0.5, then
H[f (ξ)] = ∑
k6=i,j
S(Cr{ξ = xk})+ S(Cr{{ξ = xi} ∪ {ξ = xj}})
= ∑
k 6=i,j
S(Cr{ξ = xk})+ S(1− Cr{{ξ = xi} ∪ {ξ = xj}})
≤ ∑
k 6=i,j
S(Cr{ξ = xk})+ S(Cr{ξ = xi})
≤ H[ξ ].
Step 2: Otherwise, in a similar way, we can prove that H[f (ξ)] ≤ H[ξ ].
Then the theorem is proved. 
Example 3.3. The strict inequality may be obtained in Theorem 3.5. For example, take ξ = (ξ1, ξ2) and ξ1, ξ2 to be fuzzy
variables with membership functions
µ1(x) =
{
0.6, if x = 1
1.0, if x = −1, µ2(x) =
{
0.4, if x = 1
1.0, if x = 2,
respectively. Then the membership function of ξ is
µ(x) =

0.4, if x = (1, 1)
0.6, if x = (1, 2)
0.4, if x = (−1, 1)
1.0, if x = (−1, 2).
Letting f (x1, x2) = x21 + x22, the membership function of f (ξ) is
µ(x) =
{
0.4, if x = 5
1.0, if x = 1.
Therefore, H[f (ξ)] = S(0.2)+ S(0.8) = 2S(0.2) < 2S(0.2)+ 2S(0.3) = H[ξ ].
4. Entropy of continuous fuzzy vectors
When a continuous fuzzy vector is considered, all the values that the fuzzy vector could takes are uncountably infinite.
Thus, the definition of entropy of discrete case can be extended by using the integral form.
Definition 4.1. Let ξ = (ξ1, ξ2, . . . , ξm) be a continuous fuzzy vector. Then the entropy of ξ is defined by
H[ξ ] =
∫
Rm
S(Cr{ξ = x})dx (10)
if it exists on Rm.
Remark 4.1. Let ξ = (ξ1, ξ2, . . . , ξm) be a continuous fuzzy vector. Then
H[ξ ] =
∫
R
∫
R
· · ·
∫
R
S(Cr{ξ1 = x1, ξ2 = x2, . . . , ξm = xm})dx1dx2 · · · dxm. (11)
Furthermore, if ξ1, ξ2, . . . , ξm are independent fuzzy variables, the entropy of ξ is
H[ξ ] =
∫
R
∫
R
· · ·
∫
R
S
(
min
1≤i≤mCr{ξi = xi}
)
dx1dx2 · · · dxm. (12)
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Remark 4.2. If ξ is an m-dimensional continuous fuzzy vector with membership function µ, we have Cr{ξ = x} = µ(x)/2.
Thus,
H[ξ ] = −
∫
Rm
(
µ(x)
2
ln
µ(x)
2
+
(
1− µ(x)
2
)
ln
(
1− µ(x)
2
))
dx. (13)
In particular, if the components of ξ are independent fuzzy variables with membership functions µi, i = 1, 2, . . . ,m, then
(13) can be rewritten only by replacing µ(x)with min1≤i≤m µi(xi).
Theorem 4.1. Let ξ = (ξ1, ξ2, . . . , ξm) be a continuous fuzzy vector, and let ξi take values on the interval [a, b], for i =
1, 2, . . . ,m. We have
0 < H[ξ ] ≤ (b− a)m ln 2 (14)
and equality in the right side of (14) holds if and only if ξ is an equipossible fuzzy vector.
Proof. The theorem can be easily obtained from the fact that S(t) is a positive function when 0 < t < 1 and reaches its
maximum ln 2 at t = 0.5. 
In particular, if the components of a fuzzy vector are independent fuzzy variables, we get the following theorem.
Theorem 4.2. Let ξ = (ξ1, ξ2, . . . , ξm) be a continuous fuzzy vector, and let ξi be independent fuzzy variables take values on the
interval [a, b] for i = 1, 2, . . . ,m. Then H[ξ ] = (b− a)m ln 2 if and only if ξi are all equipossible fuzzy variables.
Proof. It follows from the independence of ξ1, ξ2, . . . , ξm that ξ is an equipossible fuzzy vector if and only if ξ1, ξ2, . . . , ξm
are all equipossible fuzzy variables. Hence the theorem is obtained from Theorem 4.1. 
Theorem 4.3. Let ξ and η be two continuous fuzzy vectorswithmembership functionsµ(x) and ν(x), respectively. If µ(x) ≤ ν(x)
for all x, then 0 < H[ξ ] ≤ H[η]. Furthermore, if there exists x0 such that µ(x0) < ν(x0), then H[ξ ] < H[η].
Proof. The proof is similar as that of fuzzy variable. 
While, for a continuous fuzzy vector, H[f (ξ)] ≤ H[ξ ] is not true, which is different from that of discrete case. It can be
illustrated by Example 4.1.
Example 4.1. Let ξ = (ξ1, ξ2) be a continuous fuzzy vector. Assume that ξ1, ξ2 are two independent triangular fuzzy
variables (0, 1, 2) and (1, 2, 3). Take f (x1, x2) = x1 + x2. Then ξ1 + ξ2 is still a triangular fuzzy variable (1, 3, 5). Thus,
H[f (ξ)] = 2, H[ξ ] = 2/3. That is, H[f (ξ)] > H[ξ ].
Example 4.1 also states that H[ξ ] ≥ ∑mi=1 H[ξi] is not true, which is a difference between the entropy of discrete fuzzy
vectors and that of continuous case.
5. Conclusions
Entropy is a widely used word in many fields such as information science and management science. Due to the wide use
of the entropy and the uncertainty of the world, a concept of entropy for fuzzy vectors was presented. Then some properties
were discussed. This paper has contributed to the research area of credibility theory and entropy optimization.
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