Abstract-Detecting essential multiprotein modules that change infrequently during evolution is a challenging algorithmic task that is important for understanding the structure, function, and evolution of the biological cell. In this paper, we define a measure of modularity for interactomes and present a linear-time algorithm, Produles, for detecting multiprotein modularity conserved during evolution that improves on the running time of previous algorithms for related problems and offers desirable theoretical guarantees. We present a biologically motivated graph theoretic set of evaluation measures complementary to previous evaluation measures, demonstrate that Produles exhibits good performance by all measures, and describe certain recurrent anomalies in the performance of previous algorithms that are not detected by previous measures. Consideration of the newly defined measures and algorithm performance on these measures leads to useful insights on the nature of interactomics data and the goals of previous and current algorithms. Through randomization experiments, we demonstrate that conserved modularity is a defining characteristic of interactomes. Computational experiments on current experimentally derived interactomes for Homo sapiens and Drosophila melanogaster, combining results across algorithms, show that nearly 10 percent of current interactome proteins participate in multiprotein modules with good evidence in the protein interaction data of being conserved between human and Drosophila.
Ç

INTRODUCTION
I NTERACTIONS between proteins in many organisms have been mapped, yielding large protein interaction networks, or interactomes [1] . The present paper continues a stream of scientific investigation focusing on conservation of modular structure of the cell, such as protein signaling pathways and multiprotein complexes, across organisms during evolution, with the premise that such structure can be described in terms of graph theoretic properties in the interactomes [2] , [3] , [4] , [5] , [6] . This stream of investigation has led to many successes, discovering conserved modularity across a wide range of evolutionary distances. However, there remain many challenges, such as running time, potential false positive predictions of conservation, coherence of predicted conserved modules, and absence of a comprehensive collection of evaluation measures.
Biological systems tend to be modular, and, thus, evolvable [7] . In an interactome, each meaningful protein interaction places an evolutionary constraint on the protein interactants. Evolution of cells would be severely restricted if interactomes were complete graphs with each interaction being essential for biological viability. Modularity allows each module to evolve with limited dependence on the evolution of other modules.
In this paper, we propose a definition of modularity for interactomes. We present an algorithm, Produles, designed to detect modular regions conserved during evolution.
Produles runs in linear time in the size of the input and is efficient in practice while yielding exceptionally good results. Through computational experiments on current experimentally derived interactomes for Homo sapiens and Drosophila melanogaster, we find good evidence that nearly 10 percent of the interactome proteins participate in multiprotein modules that have been conserved across this evolutionary distance, and we demonstrate significance of these results.
Some previous algorithms for related problems, including NetworkBlast [3] and Graemlin [5] , use a scoring function that is a sum of multiple scores: one score based on protein sequence similarity, and one score from each organism based on the density of interactions among the module proteins for that organism. These algorithms use a greedy search on this scoring function to find conserved modules. Due to the additivity, module pairs similar to the diagrams in Fig. 1 may receive high scores and be reported as conserved.
Good module boundaries are important for the modules that are returned by an algorithm. Fig. 1(a) illustrates the situation in which module boundaries may not be well defined as there is no evidence in the protein interaction data that the various components belong in the same module.
Evidence of conservation in the interaction data across organisms is essential for modules claimed by an algorithm to be conserved during evolution. Homologous proteins may be reorganized during evolution into multiprotein modules that differ both in composition and in function across organisms [8] . Due to the additivity of the scoring function for some previous algorithms, including NetworkBlast and Graemlin, in the interaction densities across organisms, a very dense network in one organism can be reported as conserved with homologous proteins in another organism that have zero or few interactions among them. In this case, as illustrated in Fig. 1(b) , the interaction data does not support a claim of module conservation across the given organisms.
Produles is an important step to address these issues. Produles runs in linear time, scaling better than Match-andSplit [6] and MaWISh [4] , and does not exhibit the recurrent anomalies that result from the additivity of the scoring function across organisms and data sources that forms the basis for NetworkBlast and Graemlin.
Demonstrating in Section 6 that existing evaluation measures are insufficient for a thorough comparison of algorithms and their goals, in Section 4 we present a collection of biologically motivated graph theoretic evaluation measures complementary to previous evaluation measures. These measures clearly elucidate the strengths and weaknesses of each approach. Results from computational experiments show that the approach we propose based on modularity detects multiprotein modules with good evidence of conservation. These measures lead to useful insights on the goals of various algorithms and illuminate characteristics of current interactomics data sets presented and discussed in Sections 6 and 7.
Form of Study Data
An interactome is an undirected graph G ¼ ðV ; EÞ, where V is a set of proteins and ðv 1 ; v 2 Þ 2 E if and only if protein v 1 is found to interact with protein v 2 . In this study, the input is restricted to a pair of interactomes, G i ¼ ðV i ; E i Þ, for i 2 f1; 2g, and protein sequence similarity values,
þ , defined only for the most sequence similar pairs of proteins appearing in the interactomes. In this study, h is derived from BLAST [9] E-values. As BLAST E-values change when the order of the interactomes is reversed, h is defined with the rule
where Eðv 1 ; v 2 Þ is the minimum BLAST E-value for v 1 2 V 1 , v 2 2 V 2 when v 1 is tested for homology against the database formed by V 2 . An algorithm using this data as input is general to any pair of interactomes, including those for newly studied organisms.
MODULARITY
A modular system consists of parts organized in such a way that strong interactions occur within each group or module, but parts belonging to different modules interact only weakly [10] . Following this, a natural definition of multiprotein modularity recognizes that proteins within a module are more likely to interact with each other than to interact with proteins outside of the module. Let G ¼ ðV ; EÞ be an interactome. A multiprotein module is a set of proteins M & V such that jMj ( jV j and M has a large value of
where EðMÞ is the set of interactions with both interactants in M, and cutðM; V nMÞ is the set of interactions spanning M and V nM. Of the interactions involving proteins in M, the fraction contained entirely within M is given by ðMÞ. This definition of modularity is similar, but not identical, to the recent definition of -module [11] . The conductance of a set of vertices in a graph is defined as ÈðMÞ ¼ jcutðM; V nMÞj jcutðM; V nMÞj þ 2 minðjEðMÞj; jEðV nMÞjÞ :
When jEðMÞj jEðV nMÞj, as for all applications in this study,
Thus, when searching for relatively small modules in a large interactome, minimizing conductance is equivalent to maximizing modularity. This relationship allows us to modify powerful algorithms from theoretical computer science designed for minimizing conductance [12] , [13] . It has previously been shown that conductance in protein interaction networks is negatively correlated with functional coherence [14] , in agreement with our findings in Section 6.
Modularity and Degree Bounds
Assuming we are searching for modules of size at most b with modularity at least d, the vertices in any such module have bounded degree. Let ðuÞ be the degree of u in G. Algorithms that are additive across the interaction and sequence data may predict module (a) to be conserved due to high sequence similarity. In this case, the module boundaries are not well defined, most likely containing portions of multiple modules that have no relation with each other. Algorithms that are additive in the interactions across organisms may predict module (b) to be conserved though there is no evidence for module conservation across the organisms in the protein interaction data. satisfies the bound ðuÞ < ðb À 1Þð1 þ dÞ=d.
Thus, As ðMÞ ! d,
The motivation for the restriction ðMÞ > ðMnfugÞ is that when searching for modules with high modularity, there can be proteins with such high degrees that it always improves the modularity to remove them from the module. Proof. Consider a module M of size b that induces a clique in an underlying graph G. Of these vertices, only two, u and v, are incident on edges that extend outside of the clique. Let
for ! 0 > 0 chosen so that ðuÞ and ðvÞ are integers. To see that ðvÞ > b À 1, implying that v can indeed be in the clique with at least one edge extending outside of the clique, examine the equivalent claim:
which is equivalent to d bÀ2 b , as seen by expanding and solving for d. Then,
where in both cases the second equation follows from the first by multiplying numerator and denominator by 2d and simplifying.
It remains to show that can be taken arbitrarily small while maintaining integrality of ðuÞ and ðvÞ. Let
By rearrangement, we have
so it suffices to show that 0 ðuÞ
are integers by choosing d appropriately. Let
for k integer and sufficiently large. Then,
are both integers for b odd if k is chosen so that 2k À 1 is a multiple of b À 2. That is, , which is unlikely to be the case for applications in this paper, a second bound
that holds for all d > 0, is tight, and, similarly, cannot be further tightened by requiring connectivity of M or Mnfug in the underlying graph.
Hierarchy of Modularity
When an algorithm detects conserved multiprotein modules that share proteins, these modules can be combined into a larger composite module. Whenever this union takes place, the following theorem shows that the modularity of the composite module is at least as large as the minimum modularity of the modules being combined. 
The final inequality follows from the lemma
for a; b ! 0 and c; d > 0; which can be proved by observing that
which cannot both be true. t u A hierarchy of modularity consists of larger conserved modules composed of smaller conserved modules while maintaining a desired minimum modularity for all modules at all levels of the hierarchy. 
where I is the identity matrix. W is a lazy random walk transition matrix that with probability 1=2 remains at the current vertex and with probability 1=2 randomly walks to an adjacent vertex. A PageRank vector is a row vector solution prð; sÞ to the equation
where 2 ð0; 1, and s is a row vector distribution on the vertices of the graph. Define the distribution that places all mass at vertex v,
PageRank vector is a weighted sum of the probability distributions obtained by taking a sequence of lazy random walk steps starting from v, where the weight placed on the distribution obtained after t walk steps decreases exponentially in t [12] . Let p be a distribution on the vertices of G, and let the vertices be sorted in descending order by pðvÞ=ðvÞ, the frequency of v in distribution p normalized by the stationary distribution of an unrestricted random walk. Let S j ðpÞ be the set of the first j vertices after sorting. For j 2 f1; . . . ; jV jg, the set S j ðpÞ is called a sweep set [12] .
PageRank-Nibble consists of computing an approximate Page-Rank vector with s ¼ v , defined as aprð; s; rÞ ¼ 4 prð; sÞ À prð; rÞ;
where r is a residual vector defined below, and then returning the sweep set S j ðaprð; v ; rÞÞ with minimum conductance [12] . From the definition, if p is a vector that satisfies p þ prð; rÞ ¼ prð; v Þ, then p ¼ aprð; v ; rÞ. Thus, 0 ¼ aprð; v ; v Þ. After initializing p 1 ¼ 0, r 1 ¼ v , the approximation aprð; v ; rÞ to prð; v Þ is improved iteratively. Each iteration, called a push operation, chooses an arbitrary vertex u such that r i ðuÞ=ðuÞ ! . Then p iþ1 ¼ p i and r iþ1 ¼ r i , except for the following changes:
. r iþ1 ðvÞ ¼ r i ðvÞ þ ð1 À Þr i ðuÞ=ð2ðuÞÞ for each v such that ðu; vÞ 2 E, in which r i ðuÞ probability is sent to p iþ1 ðuÞ, and the remaining ð1 À Þr i ðuÞ probability is redistributed in r iþ1 using a single lazy random walk step [12] .
Each push operation maintains the invariant [12] 
When no additional pushes can be performed, the final residual vector r satisfies max u2V rðuÞ ðuÞ < :
The running time for computing aprð; v ; rÞ is Oð1=ðÞÞ [12] . If and are set to constants, reasonable given their meanings, and if only the first b sweep sets are considered, the algorithm runs in constant time. Ensuring the degrees of the vertices satisfy the bound in Theorem 1, we do not consider sweep sets that contain vertices with degree ðb À 1Þð1 þ dÞ=d or greater, and we also require connectivity in the underlying graph.
Greedy Algorithm
To verify that PageRank-Nibble returns modules with near-optimal modularity, we use a greedy algorithm that grows a module by adding the neighboring protein that confers greatest improvement to the modularity. By considering only proteins that satisfy the degree bound from Theorem 1, the algorithm runs in time Oðb 3 =dÞ. Though this algorithm is slow, comparing its results with the faster PageRank-Nibble increases our confidence in PageRank-Nibble. Our studies show that PageRankNibble performs best in the minimum amount of time relative to this greedy algorithm and to Nibble [13] , so Produles uses PageRank-Nibble by default and in the remainder of this study.
Algorithm to Detect Conservation
The algorithm begins by finding a multiprotein module,
with high modularity in G 1 using a modularity maximization algorithm such as those described in Section 3.1. Let H T ðMÞ ¼ fv j 9 u 2 M such that hðu; vÞ T g:
Modules corresponding to the connected components of the subgraph of G 2 induced by H T ðMÞ are candidates for conservation with M. Let these modules be
If the following are true:
where a is a lower bound on size, b is an upper bound on size, c is a size balance parameter, and d is a lower bound on desired modularity, and if R T ðM; N i Þ yields a connected induced subgraph of G 1 , then we report the pair ðR T ðM; N i Þ; N i Þ as a conserved multiprotein module. Each protein is used exactly once as a starting vertex for the modularity maximization algorithm. A counter is maintained for each protein in G 1 . When a protein is placed in a module by the modularity maximization algorithm, the counter for the protein is incremented. Each counter has maximum value e for some constant e. The modularity maximization algorithm is restricted to search over proteins with counter value less than e. If a protein in G 1 is reported to be in a conserved module, the counter for the protein is set to e=2 in order to reduce module overlap. Furthermore, interactions in the subgraphs induced by the module are marked, preventing these interactions from being used in future searches by the modularity maximization algorithm. When all proteins in G 1 have been used as starting vertices, the roles of G 1 and G 2 are reversed, and the entire process is repeated.
Refinement of Large Connected Components
A module, M & V 1 , may contain proteins that are homologous to a large number of proteins, S V 2 , and S may form a large connected induced subgraph in G 2 . In many cases, the size of S cannot reasonably be explained by duplication of module proteins after divergence from the most recent common ancestor. Two reasons explain the majority of this phenomenon. First, proteins may share peripheral domains that cause protein homology detection algorithms to detect proteins only partially homologous, which may interact with module proteins, either genuinely or due to artifacts from experimental assays such as yeast two-hybrid. Second, paralogous modules that may be kept separate by the cell, performing different functions, contain homologous proteins, leading proteins in paralogous modules to be incorrectly detected as interacting. Refinement of large connected components aims to remove partially homologous proteins and to separate paralogous modules.
A first approach is to consider biconnected components rather than connected components. If paralogous modules are connected only loosely by bridges, they can be separated using biconnected components.
As a second approach, we design a heuristic algorithm that requires time linear in the size of the subgraph induced by S. The algorithm proceeds by iterations. At each iteration, each subgraph protein, u 2 S V 2 , records the difference between the modularity of the subgraphs induced by S and Snfug. Each module protein, v 2 M & V 1 , is assigned a distinct color and transfers its color to all homologous proteins in S. Of the proteins in S with the most frequent color, half are removed, precisely those that individually benefit the modularity least. The algorithm iterates for a maximum of b 2 iterations, ensuring that a subgraph of size 2 b can be separated into modules of size at most b. After each iteration, tests are performed for connected components and biconnected components that can reasonably be reported as conserved according to the tests in Section 3.2.
Proof of Linear Running Time
Each value of hðv; ÁÞ for v 2 V is considered only when constructing H T ðMÞ for fM : v 2 Mg, so each value of hðv; ÁÞ is considered at most e times. If v is stored at each vertex in H T ðMÞ when constructing H T ðMÞ, then constructing R T ðM; N i Þ is a union of vertex lists and does not require additional considerations of hðv; ÁÞ values. As for all v 2 V 1 , After finding H T ðMÞ, it is necessary to compute N 1 ; N 2 ; . . . ; N k . This can be problematic if any of the vertices in H T ðMÞ have large degree, which could conceivably be as large as jV 2 j À 1. However, as we desire N i such that ðN i Þ ! d and jN i j b, which ideally do not contain any vertex u such that ðN i nfugÞ > ðN i Þ, we can discard, by Theorem 1, any vertex v 2 H T ðMÞ with degree in G 2 of ðb À 1Þð1 þ dÞ=d or greater. A modified depth-first search that transitions only among vertices in H T ðMÞ is then used to compute N 1 ; N 2 ; . . . ; N k . This requires time
all of these depth-first searches over the full run of the algorithm require time
For a given M, constructing all R T ðM; N i Þ by a union of lists stored at the vertices in the N i requires time Oð P i jN i jb log bÞ ¼ OðjH T ðMÞjÞ. Testing for connectivity of a single R T ðM; N i Þ with a modified depth-first search that transitions only among vertices in R T ðM; N i Þ requires constant time as jR T ðM; N i Þj b and as each vertex in M has degree bounded by ðb À 1Þð1 þ dÞ=d. All of these constructions and depth-first searches over the full run of the algorithm can be completed in time Oð P M jH T ðMÞjÞ ¼ OðjhðÁ; ÁÞjÞ.
C o m p u t i n g t h e m o d u l a r i t y o f m o d u l e U 2 fN i ; R T ðM; N i Þg requires computing the sum of degrees of the vertices in U and the number of edges with both endpoints in U. These can be computed in constant time when jUj b as each vertex in U has degree bounded by ðb À 1Þð1 þ dÞ=d.
The refinement heuristic requires time OðjH T ðMÞjÞ per iteration maintaining overall linear time. Attaining this time complexity requires using a linear-time median selection algorithm. A fast randomized median selection algorithm yields expected linear time whereas the medianof-medians algorithm [15] ensures worst-case linear time. Computing biconnected components maintains the same time complexity as connected components by using a classic algorithm [16] .
EVALUATION MEASURES
In this section, we present a set of biologically motivated graph theoretic measures that illuminate the characteristics and goals of various algorithms and qualities of the interactomics data. Five goals arising from these measures are presented with comments on when they may not be attained.
Output and Coverage
The algorithms return output that can be expressed as follows:
Definition 1 (Algorithm Output). Let k pairs of conserved modules returned by an algorithm be
Definition 2 (Proteome Coverage). Let
where U i is the set of proteins from V i that are part of conserved modules. Let
Definition 3 (Module Size). Let SðMÞ ¼ jMj.
Overlap
Algorithms differ in the amount and nature of module pair overlap allowed in the algorithm output. Three measures of overlap illuminate these characteristics.
A value of O i max ¼ x implies that no module pair j 6 ¼ i exists that covers more than fraction x of each module in module pair i.
Definition 6 (Cardinality Overlap). Let
Together, O 
Evidence for Claim of Conservation
These measures address the situation diagrammed in Fig. 1(b) . 
Definition 7 (Filled Module
where f 2 f; S; Á; Cg.
Definition 11 (Module Difference). Let
Goal 2 (Evidence of Module Conservation). C d , C a , and Á d should be reasonably low to provide evidence for the claim of module conservation across organisms. This may be problematic for algorithms based on models that are additive in the interaction densities across organisms.
Ancestral Multiprotein Modules
By grouping homologous proteins, this measure focuses on the number of sequence dissimilar proteins that participate in the module, presumably proteins with diverse origins and functions.
Definition 12 (Module Homology Graph). Let
where, for Goal 3 (Reasonable Number of Ancestral Proteins). jM a j is a measure of the number of sequence dissimilar proteins and should be reasonably large for multiprotein modules containing proteins with diverse origins and functions.
Interaction Level Model of Evolution
This collection of measures examines agreement of conserved modules with an interaction level evolutionary model that includes interaction formation and divergence, protein duplication and divergence, and protein loss.
Definition 15 (Relationship Disagreement). Let p; q 2 M a , where p ¼ ðP 1 ; P 2 Þ, q ¼ ðQ 1 ; Q 2 Þ. For i; j 2 f1; 2g, relationship disagreement means there is an interaction in G i between some p 0 2 P i and some q 0 2 Q i , but no interaction in G j between any p 00 2 P j with any q 00 2 Q j . Let RðM 1 ; M 2 Þ be the number of relationship disagreements.
Definition 16 (Relationship Evolution). Let
the fraction of possible relationship disagreements.
Definition 17 (Ancestral Module Projection
Definition 18 (Number of Protein Duplications). Let
Definition 19 (Protein Duplication Evolution). Let
the fraction of possible protein duplications.
Definition 20 (Number of Protein Losses). Let
Definition 21 (Protein Loss Evolution). Let
the fraction of possible protein losses.
Goal 4 (Interaction Level Evolutionary Signal). E r , E d
, and E ' should be reasonably low to detect an interaction level signal of evolutionary conservation. Unfortunately, conserved natural modules, even those that have been highly studied, may not satisfy this goal in current interactomics data sets due to artifacts in the way the data is collected and stored, leading to large amounts of noise at the individual interaction level. Furthermore, it has been proposed that there is not much selective pressure at the individual interaction level [8] , which, if true, may lead to genuinely high E r scores in natural conserved modules. The high value of E d in the conserved modules found by numerous algorithms, as shown in Section 6.2, may reflect characteristics of modules in interactomes, such as a tendency to contain homologous domains that facilitate protein interactions in the modules [8] .
Quality of Module Boundaries
This measure addresses the situation diagrammed in Fig. 1(a) .
Definition 22 (Ancestral Protein Projection).
For ancestral protein p ¼ ðP 1 ; P 2 Þ, P i is the projection of p on M i for i 2 f1; 2g.
Definition 23 (Ancestral Components).
Let CðM a Þ be the number of connected components in a graph with vertex set M a , where an edge is defined between two ancestral proteins p; q 2 M a if any protein in the projection of p on M i interacts with any protein in the projection of q on M i , for some i 2 f1; 2g.
Goal 5 (Single Ancestral Component). Any value of
CðM a Þ > 1 implies that the module pair is not well defined as there is no evidence that the various ancestral components belong in the same module.
E r SCORES AT RANDOM
Let M 1 and M 2 be modules with densities ÁðM 1 Þ and ÁðM 2 Þ generated uniformly at random so that the probability of an edge between any two proteins p; q 2 M i is ÁðM i Þ. The average size of an ancestral protein is ðjM 1 j þ jM 2 jÞ=jM a j. Let x ¼ ðjM 1 j þ jM 2 jÞ=ð2jM a jÞ. Suppose for simplicity that all ancestral proteins have size 2x with x proteins from each interactome and that Á ¼ ÁðM 1 Þ ¼ ÁðM 2 Þ. Then, for p; q 2 M a , the probability of an interactome having no interaction between p and q is ð1 À ÁÞ . The probability of neither interactome having an interaction between p and q is ðð1 À ÁÞ 2 . The probability of an interactome having an interaction between p and q is 1 À ð1 À ÁÞ x 2 and the probability of both interactomes having an interaction between p and q is ð1 À ð1 À ÁÞ 2 . Thus, the probability of a disagreement in the relationship between p and q is gðxÞ ¼ 1 À ðð1 À ÁÞ 
EXPERIMENTS AND RESULTS
Experiments
Produles, NetworkBlast-M [18] , Match-and-Split [6] , and MaWISh [4] were applied to iRefIndex [19] Fig. 2 , all of which were assigned NetworkBlast-M quality scores, the set of modules for each hthreshold with highest NetworkBlast-M quality scores of the same size as the set returned by Produles was extracted and included in the comparisons.
The evaluation was performed on the module pairs returned having between 7 and 40 proteins per organism. This removes a significant fraction of the output from Match-and-Split and MaWISh that consists of subgraphs with two or three proteins, single edges or triangles, and it removes four large module pairs from MaWISh at threshold h ¼ 10 À30 with modules of size up to 78 proteins. This has little effect on NetworkBlast-M for which more than 99 percent of its modules have between 7 and 15 proteins per organism. Restricting the analysis to this size range allows meaningful comparison of the algorithms according to the various evaluation measures without the statistics being affected by very large or very small modules.
Graemlin has 19 network-specific parameters over a wide range of values, and together with the authors of Graemlin, we were unable to find settings that would yield results for the networks in this study. Graemlin 2.0 [20] was designed to address the parameter choice problem faced by Graemlin but requires data outside the scope of this study and presently has issues with usability.
Detailed Evaluation of Algorithms
In Fig. 2 , the linear running time of Produles is seen to be very desirable. Match-and-Split could not complete on the data set with 29,598 homologous protein pairs and MaWISh could not complete on the data set with 54,012 homologous protein pairs after running for more than 12 hours. Fig. 3 shows that after restricting the output to modules having between 7 and 40 proteins per organism, the average sizes of modules from all algorithms are similar, though NetworkBlast-M has less variance in its size distribution than the other algorithms.
GO biological process enrichment was computed for all modules, separately for each organism, using Ontologizer [21] with Bonferroni correction for multiple hypothesis testing at 0.05 significance level. Fig. 4 shows that all algorithms perform similarly with Produles slightly outperforming MaWISh and NetworkBlast-M when considering full output sets, whereas NetworkBlast-M slightly outperforms Produles at some h-thresholds when considering only its top scoring sets. Fig. 2 shows that the top scoring sets from NetworkBlast-M at the higher h-thresholds have slightly more than half the coverage of Produles. Fig. 4 shows that Produles returns modules with highest modularity followed by the top scoring sets from NetworkBlast-M. This indicates that modularity is correlated with GO enrichment. In Section 6.5, we show that several modules returned by Produles without GO enrichment at Bonferroni corrected 0.1 significance are biologically meaningful, demonstrating that conserved modularity is highly correlated with biological function. In Section 6.5, we describe how GO enrichment analysis may fail to report enrichment for biologically meaningful modules. More results from GO enrichment are given in Fig. 6 , including the percent enriched at Bonferroni corrected 0.1 significance. Comparing with the results for 0.05 significance in Fig. 4 demonstrates that choosing an arbitrary threshold can lead to changes in relative performance, for example, the relative performance of MaWISh. In Fig. 6 , we display average Bonferroni corrected GO enrichment p-values in a form that is independent of a threshold, calling the measures GE a and GE d , extending the definitions of module average and module difference, Definitions 10 and 11 in Section 4.3, to include GO enrichment p-values. Fig. 5 shows that NetworkBlast-M produces many overlapping module pairs which appear in many cases to be similar to sliding a window across the modules. Produles focuses on optimizing module boundaries by using the definition of modularity and requiring evidence of module conservation in the interaction data, leading to lower overlap. Fig. 7 shows that MaWISh, uniquely among the algorithms studied, produces modules with low E r score due to its scoring model that rewards matching graph topologies. Using the random model in Section 5, estimating x % ðaverage S a =average jM a jÞ % 2 using Fig. 3 and Á % Á a 2 ½0:2; 0:5 using Fig. 9 , Table 1 shows that only MaWISh has an E r score significantly lower than expected by the random model. All algorithms yield modules with large values of E d , indicating that natural modules may include many proteins with homologous regions. None of the algorithms considered allow protein losses so E ' is zero for all algorithms.
Both Match-and-Split and Produles guarantee that C a ¼ CðM a Þ ¼ 1 and C d ¼ 0. Fig. 8 shows that MaWISh and NetworkBlast-M have high average values of CðM a Þ, returning many modules similar to the diagram in Fig. 1(a). Figs. 8 and 9 show that NetworkBlast-M has large values of C a , C d , and Á d , due to additivity of its scoring model in the interaction densities across organisms. NetworkBlast-M frequently aligns a dense module in one organism with a module that has zero or few interactions in the other organism. As indicated by Figs. 8 and 9, for many of these, similar to the diagram in Fig. 1(b) , the interaction data does not support a claim of conservation.
Hierarchy of Modularity
To investigate the hierarchy of modularity, all module pairs from Produles with threshold h ¼ 10 À9 were combined into composite modules. When two conserved modules had overlapping proteins in both interactomes, they were combined. Nineteen nonoverlapping composite modules were formed. The largest of these composite modules consists of 611 proteins in D. melanogaster and 843 proteins in H. sapiens with a modularity of ¼ 0:19 in D. melanogaster and ¼ 0:18 in H. sapiens. This conserved modular hierarchy from the largest conserved composite module contains 6.3 percent of the proteins in D. melanogaster and 6.7 percent of the proteins in H. sapiens with jM a j ¼ 182.
Modularity in Random Graphs
To examine the extent of conserved modularity in the current interactomes for H. sapiens and D. melanogaster, both interactomes were randomized while keeping protein sequence similarities fixed. The randomization step consisted of swapping the endpoints of a pair of edges chosen randomly without replacement. More precisely, if ðu 1 ; u 2 Þ; ðu 3 ; u 4 Þ are two randomly chosen edges in an interactome, these edges are replaced by the edges ðu 1 ; u 4 Þ; ðu 3 ; u 2 Þ unless the four endpoints are not distinct. This randomization maintains the degree of each vertex in the interactome. After all edges in the interactomes were randomized, the various algorithms for conserved module detection were applied to the resulting randomized graphs. With values of d ! 0:05, Produles did not report any conserved module pairs in the random graphs. All other algorithms reported potential conserved modules in the random graphs but none with minfðM 1 Þ; ðM 2 Þg ! 0:05 and S a ! 7. MaWISh with threshold h ¼ 10 À30 reported 838 potential conserved modules in the random graphs, but none with a ! 0:04 and S a ! 7. Match-and-Split with threshold h ¼ 10 À80 reported five potential conserved modules in the random graphs, but none with S a ! 7 or with a ! 0:04. NetworkBlast-M with threshold h ¼ 10
À9
reported 107 potential conserved module pairs in the random graphs with average S a ¼ 13:89, the same size range as reported on the real interactomes. For these results from NetworkBlast-M, average a was only 0.03. This comparison with random graphs indicates that conserved modularity is a defining characteristic of interactomes.
Multiprotein Modules without GO Enrichment
As shown in Fig. 6 , when run with h ¼ 10 À9 , approximately 3 percent of multiprotein modules returned by Produles do not have GO enrichment at Bonferroni corrected 0.1 significance. This corresponds to eight multiprotein modules without significant GO enrichment. Most of these are multiprotein modules reported in the literature with boundaries very well detected by Produles. This section examines four of these conserved modules.
The four conserved modules we examine are from a recent experimental study [22] that compared the p53 family of tumor suppressor genes in H. sapiens with Dmp53, the sole p53-like protein in Drosophila. Through independent experiments in both organisms, coimmunoprecipitation in human and in vitro pull-down in Drosophila, this study found a collection of conserved proteins that interact with the p53 family in human and with Dmp53, indicating that Dmp53 has p53-like function. The h value for Dmp53 with human p73, the member of the p53 family central in the human modules, is h ¼ 10 À11 , so these conserved modules are not detected by algorithms at lower h thresholds. These modules are not detected by NetworkBlast-M presumably because they have density at most ÁðMÞ ¼ 0:18 despite having modularity as high as a ¼ 0:08. Additional RNAi experiments confirmed function of select module proteins in growth arrest of cancer cells indicating function of these modules in tumor suppression [22] . It is possible that these annotations have not yet been propagated to GO due to the recency of the study.
These four overlapping modules were combined into a composite module consisting of 22 proteins in H. sapiens and 25 proteins in D. melanogaster. This composite module has a ¼ 0:08. Six interactions are from other studies and allow us to make predictions to refine the interaction topology of the coimmunoprecipitated complexes. We report here one example. Among the proteins found to coimmunoprecipitate with the p53 family are Asp/ASPM and Sqh/MYL9 [22] . The proteins Asp/ASPM regulate mitotic spindle formation in Drosophila and human, respectively. The proteins Sqh/MYL9 are myosin regulatory light chains in Drosophila and human, respectively, that have retained their ability to bind calcium. Indeed, Sqh/MYL9 are homologous to calmodulin. A yeast two-hybrid study found that Asp directly binds to calmodulin [23] . This indicates that Asp/ASPM may directly bind to Sqh/MYL9, which is why they were coimmunoprecipitated together, and that at most one binds directly to the p53 family.
Through analyses such as these and detailed follow-up direct interaction experiments, it may be possible to refine results from coimmunoprecipitation experiments to determine interaction topologies, which may allow an improved interaction level signal of evolutionary conservation in the form of lower E r scores. Fig. 2 . The y-axis, from left to right, is the average a , the average d , and the percent of modules enriched at 0.05 significance after Bonferroni correction.
Extent of Conserved Modularity
To examine comprehensively the extent of conserved modularity in the current interactomes for H. sapiens and D. melanogaster, all modules from NetworkBlast-M with threshold h ¼ 10 À9 that satisfied C a ¼ CðM a Þ ¼ 1 and minfðM 1 Þ; ðM 2 Þg ! 0:05, a total of 30 module pairs, were examined. The coverage was C ¼ 0:03 with average modularity a ¼ 0:08. As shown in Fig. 2 , Produles detected coverage of C ¼ 0:09 in conserved modules with C a ¼ CðM a Þ ¼ 1 and minfðM 1 Þ; ðM 2 Þg ! 0:05, with average a ¼ 0:10. When the sets detected by Produles and NetworkBlast-M were combined, the coverage remained C ¼ 0:09 with a small increase in coverage, showing that the conserved modules detected by Produles contained nearly all proteins from the conserved modules detected by NetworkBlast-M. Comparing with Section 6.4 on random graphs, this shows that approximately 9 percent of interactome proteins, 9.6 percent in human and 8.9 percent in Drosophila, are included in conserved multiprotein modules with good evidence of conservation between the organisms. This can be compared with the number of proteins that have detectable sequence homology between the organisms, which at threshold h ¼ 10 À9 , includes 55 percent of interactome proteins in human and 60 percent of interactome proteins in Drosophila.
DISCUSSION
Modularity versus Density
Modularity indicates relatively dense regions separable from the rest of the graph. Density alone does not consider separability of dense regions. Several algorithms for related problems search for dense subgraphs [3] , [5] , [18] . Some recent studies on related problems, [11] , [14] , explicitly or implicitly are based on modularity.
Produles as Multiple Validation of Modularity
Produles requires validation of modularity by independent experiments across organisms. This validation depends on the existence of separate experiments across organisms. In earlier studies, [24] , [25] , we were not aware that iRefIndex included a small percentage of interactions that were computationally derived by interolog prediction. This led to the detection by Produles of isomorphic subgraphs from interolog prediction with low E r scores. After removing the interactions predicted by interolog prediction, the E r scores increased to the levels reported in this study.
Interaction Level Evolutionary Signal
Unfortunately, in current interactomics data sets, due to artifacts in the way experiments are performed and recorded, we may not see a strong evolutionary signal of similar ancestral protein relationships or similar graph topologies. Coimmunoprecipitation experiments are often considered more reliable than other assays, but in terms of the evolutionary signal at the individual interaction level, they are among the noisiest. A central protein may not directly interact with all proteins that are coimmunoprecipitated with it. Rather the interactions may be mediated by other proteins in the coimmunoprecipitated cluster. The true graph topology may be a linear path or some other topology rather than the star graph usually recorded in the interaction databases. This causes the interaction level signal of evolutionary conservation to be weak. However, as shown in this study, the module level signal of evolutionary conservation remains strong. As experimental coverage improves, guided by analysis techniques such as those described in Section 6.5, the interaction topologies may be improved, yielding lower E r scores in conserved modules. Fig. 2 . The y-axis, from left to right, is the average E r , the average E d , and the average E ' . Fig. 6 . Comparison of GO enrichment. The x-axis is as in Fig. 2 . The y-axis, from left to right, is the percent of modules enriched at 0.1 significance after Bonferroni correction, the log of the average GO enrichment p-value averaged across organisms, and the log of the average difference in GO enrichment p-values between organisms.
Complementarity of Algorithms
Each algorithm examined in this study has different goals, and they can be considered complementary to each other. MaWISh may be useful when looking for regions with similar graph topologies and low E r . These regions may be less noisy due to maintenance of an interaction level evolutionary signal, but often do not coincide with natural module boundaries. NetworkBlast-M may be useful when desiring a very large set of potential conserved modules that are frequently very dense in one of the organisms, may not have evidence of conservation in the protein interaction data, and may have CðM a Þ > 1. Match-and-Split and Produles may be useful when desiring guarantees such as C a ¼ CðM a Þ ¼ 1. Match-and-Split is ideal when desiring a very high quality set of conserved modules with minimal overlap and when it is acceptable to expend large amounts of running time on small data sets. Produles is ideal for detecting conserved module boundaries using evidence from multiple validation in independent experiments across organisms, for fast running time with good scaling properties, and for examining the extent of conserved modularity in current interactomes. Produles is especially useful for detecting conservation of multiprotein modules that are not particularly dense.
EXTENSIONS
Three or More Interactomes
Detecting multiprotein modularity conserved across three or more interactomes requires only minor modification and maintains running time linear in the size of the input. Note that the size of the input is quadratic in the number of interactomes. Modularity maximization algorithms are applied to each interactome to find natural modules. After computing connected components on homologous proteins in the other interactomes and refining the resulting subgraphs as described in Section 3.3, the original module and all refinements are reported if they pass the requirements in Section 3.2. The proof of running time in Section 3.4 extends without difficulty.
Weighted Interactomes
If desiring to focus on modules that preferentially incorporate particular interactions, weights can be assigned to the interactions. This has been used, for example, by NetworkBlast [3] , to focus on interactions among proteins that have been found not only to interact but also to be coexpressed. The definition of modularity in this study is easily extended to weighted interactomes by using weight sums rather than edge counts in the definition of . If the weights are bounded from below, which is usually the case due to thresholding, a variant of Theorem 1 for weighted graphs holds, and the proof of linear running time follows.
Weights can also be used to count the number of independent experiments that report a given interaction. This is a form of multiple validation on the same proteins in the same organism. A disadvantage of this approach is its implicit down-weighting of interactions in regions of newly studied proteins that are frequently regions of greatest interest. Produles implicitly enforces multiple validation from independent experiments across organisms and across the various interactions in the module to increase confidence in a higher level signal of conserved modularity, making Produles ideal for noisy and newly generated interactomics data sets.
CONCLUSION
We present a definition of modularity for interactomes, a linear-time algorithm to detect conserved multiprotein modularity, and a new set of evaluation measures with associated goals. The measures introduced are sensitive to important issues not addressed by previous measures, and together provide a framework for analyzing the goals, characteristics, and performance of algorithms for this Fig. 9 . Comparison of density and density balance. The x-axis is as in Fig. 2 . The y-axis, from left to right, is the average Á a and average Á d . Fig. 8 . Comparison of module boundaries. The x-axis is as in Fig. 2 . The y-axis, from left to right, is the average C a , average C d , and average CðM a Þ.
important problem. Several algorithms are examined in depth. Conserved modularity is shown to be a defining characteristic of interactomes. Nearly 10 percent of proteins in current interactomes for Homo sapiens and Drosophila melanogaster are included in conserved multiprotein modules with good evidence for conservation. 
