Wolff potentials and local behaviour of solutions to measure data
  elliptic problems with Orlicz growth by Chlebicka, Iwona et al.
ar
X
iv
:2
00
6.
02
17
2v
1 
 [m
ath
.A
P]
  3
 Ju
n 2
02
0
WOLFF POTENTIALS AND LOCAL BEHAVIOUR
OF SOLUTIONS TO MEASURE DATA ELLIPTIC PROBLEMS
WITH ORLICZ GROWTH
IWONA CHLEBICKA, FLAVIA GIANNETTI, AND ANNA ZATORSKA-GOLDSTEIN
Abstract. We establish pointwise estimates expressed in terms of a nonlin-
ear potential of a generalized Wolff type for A-superharmonic functions with
nonlinear operator A : Ω × Rn → Rn having measurable dependence on the
spacial variable and Orlicz growth with respect to the last variable. The result
is sharp as the same potential controls bounds from above and from below.
Applying it we provide a bunch of precise regularity results including conti-
nuity and Hölder continuity for solutions to problems involving measures that
satisfies conditions expressed in the natural scales. Finally, we give a variant
of Hedberg–Wolff theorem on characterization of the dual of the Orlicz space.
1. Introduction
Potential estimates are well-established and precise tools in analysis of measure
data nonlinear elliptic partial differential equations [41]. Being influenced by [37,38]
settling the nonlinear potential theory for p-superharmonic functions related to the
Dirichlet problem −∆pu = −div(|Du|
p−2Du) = 0, 1 < p < ∞, and noticing the
special place of Orlicz growth measure data problems in recent nonlinear analysis [5,
7, 13, 16, 27, 48, 51], we aim at developing nonstandard growth version of pointwise
estimates involving suitably generalized potential of the Wolff type. The estimates
are powerful and have multiple new regularity consequences for local behaviour
of very weak solutions to problems involving measure data that satisfy conditions
expressed in the relevant scales of generalized Lorentz, Marcinkiewicz, or Morrey
type. On the other hand, as an another application of the potential estimates
we provide the proof of Orlicz version of Hedberg–Wolff Theorem yielding full
characterization of the natural dual space to the space of solutions by the means of
the Wolff potential.
Let us stress a few highlights. We treat whole the range of doubling growths
within one attempt. In particular, subquadratic and superquadratic cases are in-
cluded. In turn, we cover the case of p-Laplacian, 1 < p < ∞, possibly with
measurable coefficients, but unlike the classical studies [34,37] the operator we con-
sider is not assumed to enjoy homogeneity of a form A(x, kξ) = |k|p−2kA(x, ξ).
Consequently, our class of solutions is not invariant with respect to scalar multipli-
cation. We do not follow the scheme of the proof of [37], [46] nor [44]. Our main
inspirations are [40,58] and [41]. The tools of potential analysis used extensively in
the proof have been elaborated lately in [22] for A-superharmonic problems with
more general growth of Musielak-Orlicz type.
We investigate A-superharmonic functions and A-supersolutions to measure data
problem built upon (1), see Assumption (A) in Section 2. The subtlety in distigu-
ishing these types of functions is exposed in detail in Sections 3.5 and 3.6. Briefly,
A-superharmonic functions are defined by the Comparison Principle with respect
to a family of continuous solutions to −divA(x,Du) = 0 for A : Ω × Rn → Rn,
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such that x 7→ A(x, ·) is merely measurable and bounded, whereas ξ 7→ A(·, ξ) is
continuous and governed by a doubling Orlicz function. Our main model is
(1) − div
(
a(x)
G(|Du|)
|Du|2
Du
)
= µ in Ω,
where a ∈ L∞(Ω) is separated from zero, µ is a nonnegative measure, and G ∈
∆2 ∩ ∇2. Consequently, we cover the case of p-Laplacian when Gp(s) = s
p, for
every p > 1, together with operators governed by the Zygmund-type functions
Gp,α(s) = s
p logα(1 + s), p > 1, α ≥ 0. Notice that whole the analysis can be
provided in the same way for local superminimisers of variational problem
w 7→ G(w) =
∫
Ω
a(x)G(|Dw|) dx.
Let us remark that since weak solutions does not have to exist for arbitrary
measure datum, we employ a notion of very weak solutions obtained by an approx-
imation. The definition coincides with SOLA (Solutions Obtained as a Limit of
Approximation) introduced in [10] except for the use of truncations (17) as in [8],
which broadens the class of admissible solutions. See Section 3.5 for the precise
definition of this notion of very weak solutions, [27] for the existence and basic reg-
ularity, and [1,18,21] for related existence results. Such solutions can be unbounded
if the measure concentrates (see Corollary 2.4 and Remark 2.6 for examples), though
still one can provide pointwise estimates by a relevant potential from above and be-
low. In our study we include the celebrated case of p-superharmonic functions, for
which Wolff-potential estimates were provided by Kilpeläinen and Malý in [37, 38]
and reproved in [40]. In fact, it is established that a p-superharmonic function u
satisfies an estimate
(2) 1cW
µu
p (x0, R) ≤ u(x0) ≤ c
(
inf
B(x0,R)
u+Wµup (x0, R)
)
for some c = c(n, p)
with so-called Wolff potential
Wµup (x0, R) =
∫ R
0
(
rp−nµu(B(x0, r))
) 1
p−1
dr
r
=
∫ R
0
(
µu(B(x0, r))
rn−1
) 1
p−1
dr.
In the linear case (p = 2) estimates (2) retrieve the classical Riesz potential bounds.
Potentials of this type are investigated since [33, 49] stemming from studies on
Wiener criterion for p-Laplacian. See [41] for an overview, [35,37,38,45] for results of
fundamental meaning for the theory, [2,9,34] for well-present background, and [53,
54] for further consequences of Wolff potential estimates in the theory of existence.
The preeminent role of estimates of a form (2) is played in the regularity theory.
See [37, 38] for the classical results embraced and extended in Section 2.2.
The theorem of Hedberg and Wolff proven first in [35] characterizes the dual to
the Orlicz-Sobolev space. In fact, it yields that for a nonnegative measure compactly
supported in Ω it holds that
(3) µ ∈W−1,p
′
(Ω) if and only if
∫
Ω
Wµp (x,R) dµ(x) <∞ for some R > 0.
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Since our goal is to provide estimates of a type (2) and a version of (3) for
a possibly broad class of degenerate operators, let us give an overview on related
results available with relaxed growth. The first generalization of [37] to the weighted
case has been elaborated in [50]. Wolff-potential estimates for the problems stated
in the variable exponent setting are provided and applied further in regularity
theory [4,6,44]. Potential estimates imply local regularity of solutions, for a different
approach than the mentioned one see [25].
The statements of our results can be found in Section 2. Theorem 1 yields a result
generalizing (2). Namely, for A-superharmonic functions related to distributional
solutions to (1), we get estimates of a form (2) with the use of the following version
of Wolff potential
(4) WµuG (x0, R) =
∫ R
0
g−1
(
µu(B(x0, r))
rn−1
)
dr,
where g(s) = G′(s) (where for p-Laplace case we have g(s) = 1ps
p−1 = (sp)′. Fur-
ther, in Section 2.2 we present a bunch of regularity consequences of these potential
estimates. In particular, we find conditions on the measure datum formulated in
the natural scales generalizing Morrey, Lorentz, and Marcinkiewicz scales, which
ensure continuity or Hölder continuity of A-superharmonic functions essentially ex-
tending the known ones [15,60]. For precision the conditions are kept fully instrinsic
– at no stage we compare the growth to the polynomial one. Our second accom-
plishment is Theorem 2 given in Section 2.3 and yielding the nonstandard growth
version of theorem of Hedberg and Wolff. It states that for a nonnegative measure
µ compactly supported in Ω it holds that
µ ∈ (W 1,G0 (Ω))
′ if and only if
∫
Ω
WµG(x,R) dµ(x) <∞ for some R > 0.
Similar result to our upper pointwise bound from Theorem 1 (generalizing (2))
for related variational problem exposing Orlicz growth was provided by Malý [46].
Let us stress that not only we prove both lower and upper bounds, but also we
infer multiple consequences of our main result. Moreover, we use completely other
arguments than engaged in [46]. We also do not follow the classical way of [37],
nor ideas of [44] provided for the variable exponent counterpart of p-Laplacian. In
fact, for the method of our reasoning the most influential was later proof provided
by Korte and Kuusi [40] based on the ideas by Trudinger and Wang [58]. Similar
scheme was later used also in [31, 42]. This approach requires a basic toolkit of
potential analysis provided in [22].
Apart from multiple sharp local regularity consequences of Theorem 1 given in
Section 2, this result can be used further to prove so-called Wiener criterion giv-
ing necessary and sufficient geometric conditions for boundary points to guarantee
continuity up to the boundary whenever boundary values are continuous at that
point, see [38]. On the other hand, since Wolff potential estimates can be used also
to infer gradient regularity for measure data problems [28, 29, 41, 52], it would be
worth to study them in the context of Orlicz-growth problems and to compare to
the known ones, cf. [5, 7, 11, 12, 17, 19, 59]. Favorable versions of Theorems 1 and 2
in the generality of [22] would be also very interesting.
The paper is organized as follows. Our assumptions, main results and their
consequences in local behaviour of A-superharmonic functions are presented in
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Section 2. Section 3 is devoted to notation and information on the settings, as
well as recalling the basal information on the nonstandard growth potential theory.
Section 4 contains the proof of the potential estimates of Theorem 1, whereas
Section 5 gives the proof of the Hedberg–Wolff theorem.
2. The main result and its consequences
2.1. The statement of the problem and the main result. Let us give the
details about the problem we study. A-superharmonic functions are defined in
Section 3.5 by the Comparison Principle with respect to A-harmonic functions, i.e.
continuous solutions to
(5) − divA(x,Du) = 0
with a vector field satisfying the following conditions.
Assumption (A). Given a bounded open set Ω ⊂ Rn, n ≥ 2, let us consider
a Carathéodory’s function A : Ω× Rn → Rn, which is monotone, that is
(A(x, ξ) −A(x, η)) · (ξ − η) > 0 for every ξ 6= η.
We suppose that A satisfies growth and coercivity conditions expressed by the
means of a doubling N -function G ∈ C1(0,∞) i.e. a nonnegative, increasing, and
convex function such that G ∈ ∆2 ∩ ∇2. Namely, we assume that
(6)
{
cA1 G(|ξ|) ≤ A(x, ξ) · ξ,
|A(x, ξ)| ≤ cA2 g(|ξ|),
where g is the derivative of G and cA1 , c
A
2 > 0 are absolute constants. We collect all
parameters of the problem as data = data(iG, sG, c
A
1 , c
A
2 ).
Definitions of very weak solutions called ‘approximable solutions’, A-
supersolutions, A-harmonic functions etc. are given below the introduction to the
functional setting, that is in Section 3.5. In Section 3.6 we explain in what sense
an A-superharmonic function generates a measure.
Wolff potential estimates. Our main accomplishment is the following pointwise es-
timate.
Theorem 1. Suppose a vector field A : Ω × Rn → Rn satisfies Assumption (A)
with an N -function G ∈ ∆2 ∩∇2. Assume further that u is a nonnegative function
being A-superharmonic and finite a.e. in B(x0, RW) ⋐ Ω for some RW ∈ (0, RH),
where RH is as in Proposition 3.22. If µu is generated by u, then for R ∈ (0, RW/2)
we have
CL (W
µu
G (x0, R)−R) ≤ u(x0) ≤ CU
(
inf
B(x0,R)
u(x) +WµuG (x0, R) +R
)
(7)
with CL, CU > 0 depending only on data and n.
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A remarkable point here is to realize that the same potential controls both es-
timates, so it cannot be replaced by any other smaller potential. In turn, the
estimate (7) is essentially sharp. Note also that it is not essential that on the right-
hand side we have infimum of u. Without loss of the strength of the result it could
be substituted by some other finite quantity.
Potential estimates are known to be an efficient tool to bring precise information
on the local behaviour of solutions. We refer to [41] for clearly presented overview of
consequences of estimates like (7) in studies on p-superharmonic functions. Below
we present applications of Theorem 1 in the regularity theory and in the proof of
the Hedberg–Wolff Theorem for operators of general growth.
2.2. Local behaviour of solutions to measure data problems. In this section
we investigate the great deal of powerful consequences of Theorem 1 in the regularity
of A-superharmonic functions related to ‘approximable solutions’ u to a measure
data problems
−divA(x,Du) = µ ≥ 0,
see Sections 3.5 and 3.6. Note that the conditions are expressed in the very natural
scales and the results were not known in this generality before.
Let us start with the following trivial remark.
Corollary 2.1. Under Assumption (A) suppose u is a nonnegative A-
superharmonic function in Ω and µu := −divA(x,Du) in the sense of distribu-
tions. Then u is locally bounded if and only if WµG(·, R) is locally bounded for all
sufficiently small R.
Note that smallness of the potential is equivalent to continuity of the solution.
Corollary 2.2. Under Assumption (A) suppose u is a nonnegative A-
superharmonic and finite a.e. in Ω and µu := −divA(x,Du) in the sense of dis-
tributions. Then u is continuous in x0 if and only if for every ε > 0 there exists
r > 0, such that WµuG (x, r) < ε whenever x ∈ B(x0, r).
Proof. We suppose that u is continuous in x0. Let us fix ε and choose r ∈ (0, ε),
such that |u − u(x0)| < εCL in B(x0, 4r) ⋐ Ω. Set B = B(x, r) for some x ∈
B(x0, r). We observe that (u− infB u) is a nonnegative, A-superharmonic function
and µu = µ(u−infB u) (see Section 3.6), so we can apply Theorem 1 to get
WµuG (x, r) ≤
1
CL
(u(x)− inf
B
u) + r = u(x)−u(x0)CL +
u(x0)−infB u
CL
+ r ≤ 3ε.
On the other hand, for the reverse suppose u(x0) < ∞. Since u is lower semi-
continuous, for any ε > 0 we may choose r ∈ (0, ε) such that u > u(x0) − ε
in B(x0, 4r). Moreover, (u − u(x0) + ε) is A-superharmonic in B(x0, 4r) and
generates the same measure as u. Observe that for every x ∈ B(x0, r) we have
B(x0, r) ⊂ B(x, 2r) ⊂ B(x0, 4r). Then function (u−u(x0)+ ε) is A-superharmonic
in B(x, 2r), thus for every x ∈ B(x0, r) we infer
0 < u(x)− u(x0) + ε ≤ CU
(
inf
B(x,2r)
(u − u(x0) + ε) + 2r +W
µu
G (x, 2r)
)
≤ CU
(
inf
B(x0,r)
(u− u(x0) + ε) + 2r +W
µu
G (x, 2r)
)
≤ CU (0 + 3)ε,
which ends the proof. 
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Corollary 2.2 has the following direct consequence.
Remark 2.3. If u and v are nonnegative andA-superharmonic in Ω, u is continuous
in x0 ∈ Ω, and for some absolute constant c > 0 it holds µv ≤ cµu, then v is also
continuous in x0.
Let us concentrate on the estimate on the counterpart of the fundamental solu-
tion, retrieving the optimal conditions in the power-growth case, see Remark 2.6.
Corollary 2.4. Under Assumption (A) suppose u is a nonnegative A-
superharmonic function in B(x0, RW) ⋐ Ω, such that −divA(x,Du) = µu = δx0 in
the sense of distributions. Assume further that x is close to x0, namely such that
for r = |x − x0| there holds Br = B(x, r) ⊂ B(x, 2r) ⊂ B(x0, RW/4). Then there
exists c = c(data, n) > 0, such that
c−1
(∫ 2r
r
g−1
(
s1−n
)
ds− r
)
≤ u(x) ≤ c
(∫ 2r
r
g−1
(
s1−n
)
ds+ inf
B2r
u+ r
)
.
If additionally G is so fast in infinity that
(8)
∫
0
g−1
(
s1−n
)
ds <∞,
then u ∈ L∞(Br). This bound is optimal.
Proof. Since u is A-superharmonic in B(x, 2r), we have by Theorem 1
C (WµuG (x, 2r) − 2r) ≤ u(x) ≤ C
(
inf
B2r
u(x) +WµuG (x, 2r) + 2r
)
.
On the other hand, recalling that µu = δx0 , we get
WµuG (x, 2r) =
∫ 2r
r
g−1
(
s1−n
)
ds
and hence the estimate from the claim follows.
Assumption (8) is precisely the one ensuring optimal embedding of Orlicz-Sobolev
spaces into L∞ or into the space of continuous bounded functions, see [23, 24, 26].
Indeed, it suffices to recall that g−1(t) ≃ g˜(t) and G˜(t) ≃ g˜(t)t to get for 0 < a < b
that
∫ b
a
g−1(s1−n) ds ≃
∫ b
a
g˜(s1−n) ds ≃
∫ b
a
G˜(s1−n)sn−1 ds ≃
∫ a1−n
b1−n
G˜(t)
t1+n′
dt.
Therefore, (8) is equivalent to
∫ ∞ G˜(t)
t1+n′
dt <∞.

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Remark 2.5. If (8) holds, then any bounded Radon measure µu ∈ (W
1,G
0 (Ω))
′
being the natural dual space to the one that the solutions to −divA(x,Du) = µu
live in. As a matter of fact, then the distributional solutions are weak solutions
and the classical regularity theory provide more information by completely other
strong tools.
Remark 2.6. When G(t) ≃ tp, 1 < p < ∞, by Corollary 2.4 we retrieve the
classical estimates for the fundamental solution to p-Laplace equation −∆pu = δ0.
In fact, if u is a nonnegative A-superharmonic function satisfying −divA(x,Du) =
−div
(
a(x)|Du|p−2Du
)
= δ0 in the sense of distributions for 0 < a ∈ L
∞(Ω) sepa-
rated from zero, then
c−1|x|−
n−p
p−1 ≤ u(x) ≤ c
(
|x|−
n−p
p−1 + inf
B(x,2|x|)
u
)
when 1 < p < n,
c−1 log |x| ≤ u(x) ≤ c
(
log |x|+ inf
B(x,2|x|)
u
)
when p = n,
u(x) ≤ c when p > n.
Moreover, similarly Corollary 2.4 has one less precise, but more direct consequence
for the general growth operators expressed by the use of indices iG, sG defined
in (19) for which it holds (20). In fact, when iG 6= n 6= sG we have
c−1|x|
−
n−sG
sG−1 ≤ u(x) ≤ c(|x|
−
n−iG
iG−1 + inf
B(x,2|x|)
u).
The above remark can be sharply extended to the Zygmund case.
Remark 2.7. Suppose that 1 < p < n, α ∈ R, 0 < a ∈ L∞(Ω) separated from
zero, and u is a nonnegative A-superharmonic function in Ω, such that
(9) − divA(x,Du) = −div
(
a(x)|Du|p−2 logα(e + |Du|)Du
)
= δ0
in the sense of distributions. Then
c−1|x|−
n−p
p−1 log−
α
p−1 (e + |x|) ≤ u(x) ≤ c
(
|x|−
n−p
p−1 log−
α
p−1 (e + |x|) + inf
B(x,2|x|)
u
)
.
We can infer local continuity of a solution if the datum belongs to a generalized
Lorentz space. This fact has the best possible consequence in the p-Laplace case,
see Remark 2.9. Note that this result is meaningful only when G grows so slowly
that (8) is violated, cf. [24] and Remark 2.5 above.
Corollary 2.8. Under Assumption (A) suppose u is a nonnegative A-
superharmonic function in Ω and Fu := −divA(x,Du) in the sense of distributions.
If Fu satisfies
(10)
∫ ∞
0
t
1
n g−1
(
t
1
n
∣∣{x ∈ Ω0 : |Fu(x)| > t}∣∣) dt
t
<∞
for Ω0 ⋐ Ω, then u ∈ C(Ω0).
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Proof. Since Ω0 can be covered by a finite number of balls, it suffices to provide the
estimates in the localized case only. Set x ∈ Ω0, Rk = 2
1−kR and Bk = B(x,Rk) ⋐
B(x,RW/2) for k = 0, 1, . . . . As Fu is taken in a place of a measure in Theorem 1,
with a slight abuse of notation we will write Fu(B(x,Rk)) =
∫
Bk
Fu(y) dy. We
notice that we have
WFuG (x,R) =
∞∑
k=1
∫ Rk
Rk+1
g−1
(
Fu(B(x, r))
r
)
dr .
∞∑
k=1
Rkg
−1
(
Fu(B(x,Rk))
Rk
)
.
To estimate the series we employ the decreasing rearrangement F ∗u of Fu and its
maximal rearrangement F ∗∗u . When wn is the volume of the unit ball, we have that
Fu(B(x,Rk))
Rn−1k
=
1
Rn−1k
∫
B(x,Rk)
Fu(y) dy
≤ wnRk
∫ wnRnk
0
F ∗u (t) dt = wnRk F
∗∗
u (wnR
n
k ) .
Then we have
Rkg
−1
(
Fu(B(x,Rk))
Rn−1k
)
. Rkg
−1 (wnRk F
∗∗
u (wnR
n
k ))(11)
.
∫ wnRnk−1
wnRnk
ρ
1
n g−1
(
ρ
1
n F ∗∗u (ρ)
) dρ
ρ
with implicit constants independent of k. Therefore
sup
x∈Ω0
WFuG (x,R) .
∞∑
k=1
∫ wnRnk−1
wnRnk
ρ
1
n
−1g−1
(
ρ
1
n F ∗∗u (ρ)
) dρ
ρ
=
∫ wnRn
0
ρ
1
n g−1
(
ρ
1
n F ∗∗u (ρ)
) dρ
ρ
.
By the uniform estimate and assumption on Fu, we get the uniform convergence
of WµuG (x,R) to zero for x ∈ Ω0 as R → 0. Then Corollary 2.2 gives the desired
continuity of u in every point of Ω0. 
By Corollary 2.8 we retrieve the following classical result.
Remark 2.9. If u is a nonnegative A-superharmonic function satisfying
−divA(x,Du) = −div
(
a(x)|Du|p−2Du
)
= Fu in the sense of distributions for
p > 1 and 0 < a ∈ L∞(Ω) separated from zero and Fu belongs locally to the
Lorentz space
L(np ,
1
p−1 )(Ω) =
{
f is measurable :
∫ ∞
0
(
t
p
n |{x ∈ Ω : |f(x)| > t}|
) 1
p−1 dt
t
<∞
}
,
then u is continuous.
WOLFF POTENTIALS IN ELLIPTIC PROBLEMS WITH ORLICZ GROWTH 9
We can extend the above remark to the Zygmund case.
Remark 2.10. Suppose that 1 < p < n, α ∈ R, 0 < a ∈ L∞(Ω) separated from
zero, and u is a nonnegativeA-superharmonic function in Ω, such that (9) is satisfied
in the sense of distributions. Observe that in this case g−1(λ) ≃ λ
1
p−1 log−
α
p−1 (e+λ).
If Fu satisfies (10), then u is continuous.
A density condition for a measure expressed in the relevant generalized Morrey-
type scale is equivalent to Hölder continuity of the solution to measure data prob-
lem. Namely, we consider the class of measures for which there exist positive
constants c = c(data, n) > 0 and θ ∈ (0, 1) such that
(12) µu,θ(B(x, r)) ≤ cr
n−1g(rθ−1) ≃ rn−θG(rθ−1)
for each B(x, r) with B(x, 2r) ⋐ Ω and r < min{1, RW/2}. This condition is
a natural Orlicz version of the related one from [14,37, 39, 55] and the one used to
characterize removable sets for Hölder continuous solutions, cf. [20]. Notice that
for p-growth problems (12) reads as µu,θ(B(x, r)) ≤ cr
n−p+θ(p−1).
Corollary 2.11. Under Assumption (A) suppose u is a nonnegative A-
superharmonic function in Ω and µu := −divA(x,Du) in the sense of distributions.
Assume further that u ∈ C0,θloc (Ω) with certain θ ∈ (0, 1), then there exists a constant
c = c(data, n) > 0, such that µu = µu,θ satisfies the density condition (12).
Proof. Set x ∈ B(x, r) ⊂ B(x, 2r) ⋐ Ω with r < min{1, RW/2}. We observe that
u− infB(x,2r) u is A-superharmonic, so we can use lower estimate from Theorem 1
to conclude with
g−1
(
µ(x, r)
rn−1
)
≤ c
∫ 2r
r
g−1
(
µ(x, s)
sn−1
)
ds ≤
c
r
(
u(x)− inf
B(x,2r)
u+ r
)
≤ crθ−1
equivalent to (12). 
Corollary 2.12. Under Assumption (A) suppose that u is a nonnegative A-
superharmonic function finite a.e. in B(x0, 4r) ⋐ Ω with r < RW/2, µu,θ :=
−divA(x,Du) in the sense of distributions, and µu,θ satisfies density condition (12)
with certain θ ∈ (0, 1). Then for some c = c(data, n)
sup
B(x0,r)
u ≤ c
(
inf
B(x0,r)
u+ rθ
)
and, consequently, u is locally Hölder continuous.
Proof. Let us fix arbitrary x ∈ B(x0, r). Then one has B(x0, r) ⊂ B(x, 2r) ⊂
B(x0, 4r). By the upper estimate from Theorem 1 we get
u(x) ≤ CU
(
inf
B(x,2r)
u+ 2r +
∫ 2r
0
g−1
(
c
sn−1g(sθ−1)
sn−1
)
ds
)
≤ c
(
inf
B(x0,r)
u+ rθ
)
.
We take supremum over B(x0, r) on the both sides of the inequality above and get
the inequality from the claim. Further by classical iteration as in [34, Chapter 6]
or [30, Chapter 6], we get Hölder continuity of u. 
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Specializing Corollaries 2.11 and 2.12, we have the following results.
Remark 2.13. Suppose u is a nonnegative A-superharmonic function satisfying
−divA(x,Du) = −div
(
a(x)|Du|p−2Du
)
= µu in the sense of distributions for p > 1
and 0 < a ∈ L∞(Ω) separated from zero. Assume further that u ∈ C0,θloc (Ω) with
certain θ ∈ (0, 1), then µu satisfies
(13) µu(B(x, r)) ≤ cr
n−p+θ(p−1)
for some c > 0, θ ∈ (0, 1) and all sufficiently small r > 0. On the other hand, if (13),
then u is locally Hölder continuous.
Remark 2.14. Suppose u is a nonnegative A-superharmonic function satisfying
(9) in the sense of distributions for p > 1, α ∈ R, and 0 < a ∈ L∞(Ω) separated
from zero. Assume further that u ∈ C0,θloc (Ω) with certain θ ∈ (0, 1), then µu satisfies
(14) µu(B(x, r)) ≤ cr
n−p+θ(p−1) logα(e + rθ−1)
for some c > 0, θ ∈ (0, 1) and all sufficiently small r > 0. On the other hand, if (14),
then u is locally Hölder continuous.
The sufficient condition for (12) and, in turn, for the Hölder continuity of the
solution is to assume that µu = Fu belongs to a relevant Marcinkiewicz-type space.
This fact has the best possible consequence in the p-Laplace case, see Remark 2.17.
Corollary 2.15. Suppose u is a nonnegative A-superharmonic function satisfying
−divA(x,Du) = µu = Fu in the sense of distributions, and Fu belongs locally to
the Marcinkiewicz-type space L(ψ,∞)(Ω) with ψ−1(1/λ) = λ−
1
n g
(
λ
θ−1
n
)
for some
θ ∈ (0, 1), i.e. the maximal rearrangement F ∗∗u of Fu satisfies
sup
λ∈(0,|Ω0|)
(
F ∗∗u (λ)
λ−
1
n g
(
λ
θ−1
n
)) <∞
for Ω0 ⋐ Ω, then u is locally Hölder continuous.
Proof. By (11) and the assumption we get that
rg−1
(
Fu(B(x, r))
rn−1
)
≤ crθ,
which is equivalent to (12). By Corollary 2.12 we get Hölder continuity of u. 
Remark 2.16. If u is a nonnegative A-superharmonic function in Ω satisfy-
ing −divA(x,Du) = −div
(
a(x)|Du|p−2Du
)
= Fu in the sense of distributions
for p > 1 and 0 < a ∈ L∞(Ω) separated from zero, and Fu belongs lo-
cally to the Marcinkiewicz space L( np+θ(p−1) ,∞)(Ω) for some θ ∈ (0, 1), i.e.
supλ>0
(
λ
n
p+θ(p−1)
∣∣{x ∈ Ω0 : Fu(x) > λ}|) <∞ for Ω0 ⋐ Ω, then u is locally Hölder
continuous.
Remark 2.17. When G(t) ≃ tp logα(e + t), 1 < p < n, α ∈ R, and u is a nonneg-
ative A-superharmonic function satisfying (9) with µu = Fu, such that
sup
λ>0
(
λ
n
p+θ(p−1) log−
α(1−θ)
p+θ(p−1) (e + λ
n
1−θ )
∣∣{x ∈ Ω0 : Fu(x) > λ}|) <∞
for Ω0 ⋐ Ω, then u is locally Hölder continuous.
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2.3. Hedberg–Wolff Theorem. As the icing on the cake we present the general
growth version of the theorem by Hedberg and Wolff. Let us refer to [35] for the
classical formulation and proof, later proof in [2], and the variable exponent version
elaborated in [44]. Our proof applies the estimates from Theorem 1 and is given in
Section 5.
Theorem 2. Let µ be a nonnegative bounded Radon measure compactly supported
in bounded open set Ω ⊂ Rn. Then
(15) µ ∈ (W 1,G0 (Ω))
′
if and only if
(16)
∫
Ω
WµG(x,R) dµ(x) <∞ for some R > 0.
3. Preliminaries
3.1. Notation. In the following we shall adopt the customary convention of de-
noting by c a constant that may vary from line to line. Sometimes to skip rewriting
a constant, we use .. By a ≃ b, we mean a . b and b . a. By BR we shall denote
a ball usually skipping prescribing its center, when its is not important. Then by
cBR = BcR we mean then a ball with the same center as BR, but with rescaled
radius cR. We make use of symmetric truncation on level k > 0, Tk : R → R,
defined as follows
(17) Tk(s) =
{
s |s| ≤ k,
k s|s| |s| ≥ k.
With U ⊂ Rn being a measurable set with finite and positive n-dimensional
Lebesgue measure |U | > 0, and with f : U → Rk, k ≥ 1 being a measurable
map, by ∫
U
f(x) dx =
1
|U |
∫
U
f(x) dx
we mean the integral average of f over U . By C0,γ(U), γ ∈ (0, 1], we mean the
family of Hölder continuous functions, i.e. those measurable functions f : U → R
for which
[f ]0,γ := sup
x,y∈U,
x 6=y
|f(x)− f(y)|
|x− y|γ
<∞.
To compute the examples we employ the decreasing rearrangement f∗ : [0,∞) →
[0,∞] of a measurable function f : Ω → R being the unique right-continuous,
non-increasing function equidistributed with f , namely,
f∗(s) = inf{t ≥ 0 : |{|f | > t}| ≤ s} for s ≥ 0,
and the maximal rearrangement defined as follows
f∗∗(s) =
∫ s
0
f∗(t) dt and f∗∗(0) = f∗(0).
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3.2. N-functions. Basic reference for this section is [56].
We assume that a function G : [0,∞) → [0,∞) is an N -function if it is convex,
vanishes only at 0, and satisfies the additional growth conditions
lim
t→0
G(t)
t
= 0 and lim
t→∞
G(t)
t
=∞ .
In the convex analysis an important role is played by G˜ – the defined below com-
plementary function (called also the Young conjugate, or the Legendre transform)
to a function G : [0,∞)→ [0,∞). It is given by the following formula
G˜(t) := sup
s>0
(s · t−G(s)).
In the general growth case Young’s inequality reads as inequality
(18) st ≤ G(s) + G˜(t) for all s, t ≥ 0.
We say that a function G : [0,∞) → [0,∞) satisfies ∆2-condition if there exist
c∆2 , s0 > 0 such that G(2s) ≤ c∆2G(s) for s > s0. It describes the speed and
regularity of the growth. We say that G satisfy ∇2-condition if G˜ ∈ ∆2. Note
that it is possible that G satisfies only one of the conditions ∆2/∇2. For instance,
when G(s) = (1 + |s|) log(1 + |s|) − |s|, its complementary function is G˜(s) =
exp(|s|)− |s| − 1. Then G ∈ ∆2 and G˜ 6∈ ∆2.
See [56, Section 2.3, Theorem 3] for equivalence of various definitions of this
condition. In particular, G ∈ ∆2 ∩ ∇2 if and only if
(19) 1 < iG = inf
t>0
tg(t)
G(t)
≤ sup
t>0
tg(t)
G(t)
= sG <∞,
where g(s) = G′(s). This assumption implies a comparison with power-type func-
tions i.e.
(20)
G(t)
tiG
is non-decreasing and
G(t)
tsG
is non-increasing.
Lemma 3.1. If G ∈ ∆2 ∩ ∇2, then
g(t)t ≃ G(t) and G˜(g(t)) ≃ G(t)
with the constants depending only on the growth indexes of G, that is iG and sG.
Moreover, then g−1(2s) ≤ cg−1(s) with c = c(iG, sG).
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3.3. Orlicz spaces. Basic reference for this section is [3].
We study the solutions to PDEs in the Orlicz-Sobolev spaces equipped with a
modular function G ∈ C1(0,∞) - a strictly increasing and convex function such
that G(0) = 0 and satisfying (19). Let us define a modular
̺G,U (u) =
∫
U
G(|u|) dx.
Definition 3.2 (Orlicz-Sobolev space). For any bounded Ω ⊂ Rn, by Orlicz space
LG(Ω) we understand the space of measurable functions endowed with the Luxem-
burg norm
||f ||LG(Ω) = inf
{
λ > 0 : ̺G,Ω
(
1
λ |f |
)
≤ 1
}
.
We define the Orlicz-Sobolev space W 1,G(Ω) as follows
W 1,G(Ω) =
{
f ∈ W 1,1loc (Ω) : |f |, |Df | ∈ L
G(Ω)
}
,
where the gradient is understood in the distributional sense, endowed with the norm
‖f‖W 1,G(Ω) = inf
{
λ > 0 : ̺G,Ω
(
1
λ |f |
)
+ ̺G,Ω
(
1
λ |Df |
)
≤ 1
}
and by W 1,G0 (Ω) we denote a closure of C
∞
0 (Ω) under the above norm.
Lemma 3.3. For any N -function G we have that ‖f‖LG(Ω) ≤ ̺G,Ω(|f |) + 1. If
additionally G ∈ ∆2 ∩ ∇2, then ̺G,Ω (|f |) is bounded if and only if f ∈ L
G(Ω).
The counterpart of the Hölder inequality in this setting reads
(21) ‖fg‖L1(Ω) ≤ 2‖f‖LG(Ω)‖g‖LG˜(Ω) for all f ∈ L
G(Ω), g ∈ LG˜(Ω).
Remark 3.4. [3] Since condition (19) imposed on G implies G, G˜ ∈ ∆2, the
Orlicz-Sobolev space W 1,G(Ω) we deal with is separable and reflexive.
Proposition 3.5. [5, 47] For G ∈ C1(0,∞), such that G ∈ ∆2 ∩ ∇2 and there
exists a constant c = c(n, iG, sG), such that
∫
BR
G
(
|f |
R
)
dx ≤ c
∫
BR
G (|Df |) dx for every f ∈ W 1,G0 (BR).
Remark 3.6. If Tku ∈ W
1,G(Ω) for every k > 0, then there exists a unique
measurable function Zu : Ω → R
n such that D(Tt(u)) = 1{|u|<t}Zu a.e. in Ω, for
every t > 0, see [8, Lemma 2.1]. For u ∈ W 1,G(Ω), we have Zu = Du a.e. in Ω.
Thus, we call Zu the generalized gradient of u and, abusing the notation, for u such
that Tku ∈W
1,G(Ω) for every k > 0 we write simply Du instead of Zu. In all cases
this notation means Du = limk→∞D(Tku).
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3.4. The operator. We notice that in such regime the operator AG acting as
〈AGu, φ〉 :=
∫
Ω
A(x,Du) ·Dφdx for φ ∈ C∞0 (Ω)
is well defined on a reflexive and separable Banach space W 1,G(Ω) and
AG(W
1,G(Ω)) ⊂ (W 1,G(Ω))′. Indeed, when u ∈ W 1,G(Ω) and φ ∈ C∞0 (Ω), growth
conditions (6), Hölder’s inequality (21), and Lemma 3.1 justify that
|〈AGu, φ〉| ≤ c
∫
Ω
G(|Du|)
|Du|
|Dφ| dx ≤ c
∥∥∥∥G(|Du|)|Du|
∥∥∥∥
LG˜(·)(Ω)
‖Dφ‖LG(Ω)
≤ c‖Du‖LG(Ω)‖Dφ‖LG(Ω) ≤ c‖φ‖W 1,G(Ω).
3.5. Solutions, approximable solutions, A-supersolutions and A-harmonic
functions. All the problems are considered under Assumption (A), see Section 2.
For a problem
(22)
{
−divA(x,Du) = µ in Ω,
u = 0 on ∂Ω.
a function u ∈W 1,Gloc (Ω) is called its weak solution if
(23)
∫
Ω
A(x,Du) ·Dφdx =
∫
Ω
φdµ(x) for every φ ∈ C∞0 (Ω).
Recall that W 1,G0 (Ω) is separable and by its very definition C
∞
0 (Ω) is dense.
Remark 3.7 (Existence and uniqueness of weak solutions). For µ ∈ (W 1,G0 (Ω))
′,
due to the strict monotonicity of the operator, there exists a unique weak solution
to (22). Indeed, by density argument we infer that (23) actually holds for all
φ ∈ W 1,G0 (Ω).
A continuous function u ∈ W 1,Gloc (Ω) is an A-harmonic function in an open set Ω
if it is a (weak) solution to the equation −divA(x,Du) = 0. As a direct consequence
of [20, Theorem 2] we infer the following.
Proposition 3.8 (Existence of A-harmonic functions). Under Assumption (A)
if Ω is bounded and w ∈ W 1,G(Ω) ∩ C(Ω), then there exists a unique solution
u ∈W 1,G(Ω) ∩ C(Ω) to problem
{
−divA(x,Du) = 0 in Ω,
u− w ∈ W 1,G0 (Ω).
Moreover, for every E ⋐ Ω we have ‖u‖L∞(E) ≤ c(data, ‖Du‖LG(Ω)).
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We call a function u ∈ W 1,Gloc (Ω) a (weak) A-supersolution to (5)
if −divA(x,Du) ≥ 0 weakly in Ω, that is
∫
Ω
A(x,Du) ·Dφdx ≥ 0 for all 0 ≤ φ ∈ C∞0 (Ω)
and a (weak) A-subsolution if −divA(x,Du) ≤ 0 weakly in Ω, that is
(24)
∫
Ω
A(x,Du) ·Dφdx ≤ 0 for all 0 ≤ φ ∈ C∞0 (Ω).
For characterizing A-supersolutions as solutions to measure data problems we need
to recall that due to [57, Théorème V] a nonnegative distribution is a nonnegative
measure. As a consequence, we can state what follows.
Lemma 3.9. If a function u ∈ W 1,Gloc (Ω) is an A-supersolution to (5), then there
exits a nonnegative measure µu ∈ (W
1,G
0 (Ω))
′, such that (22) holds with µu being
a nonnegative Radon measure, that is
∫
Ω
A(x,Du) ·Dφdx =
∫
Ω
φdµu(x) for all 0 ≤ φ ∈ C
∞
0 (Ω).
Obviously, for arbitrary measure one cannot expect the weak solutions to (22)
to exist, but there is a suitable notion of solutions we can employ here. They are
called ‘approximable’, built like SOLA but involving the use of trucations (17). We
define them as in [27].
A function u, such that Tsu ∈ W
1,G
loc (Ω) for every s > 0, is called an ‘approximable
solution’ to the Dirichlet problem (22) with a given bounded Radon measure µ, if
there exists a sequence {fk}k ⊂ L
1(Ω) converging weakly-∗ to µ in the space of
measures, i.e.
lim
k→∞
∫
Ω
φ fk dx =
∫
Ω
φdµ for every φ ∈ C0(Ω)
and a sequence of weak solutions {uk}k ⊂W
1,G
0 (Ω) to problem (22) with µ replaced
by fk, satisfying uk → u a.e. in Ω.
Remark 3.10 (Existence and uniqueness of ‘approximable solutions’). Due to [27]
an ‘approximable solution’ exists for every bounded Radon measure µ and then
A(x,Duk)→ A(x,Du) a.e. in Ω with generalized gradient, cf. Remark 3.6. When
the datum is absolutely continuous with respect to Lebesgue’s measure the solutions
not only exist, but they are also proven to be unique.
Let us additionally comment that the use of truncations in the definition of
‘approximable solutions’ make us independent of typical restrictions for the growth
of the operator from below (we do not need to assume p > 2 − 1n ). Indeed, a very
weak solution obtained as a limit of approximation may not have a locally integrable
distributional gradient, but its trucation is W 1,1loc -regular.
The classes of A-superharmonic and A-subharmonic functions are defined by the
Comparison Principle.
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Definition 3.11. We say that a lower semicontinuous function u is A-
superharmonic if for any K ⋐ Ω and any A-harmonic h ∈ C(K) in K, u ≥ h
on ∂K implies u ≥ h in K. We say that an upper semicontinuous function u is
A-subharmonic if (−u) is A-superharmonic.
Note that we do not assume for the definition that A-superharmonic function is
finite a.e., though it is assumed in the hypotheses of our main theorems.
Directly from the definition we see that functions min{u, v} and a1u + a2 are
A-superharmonic provided u and v are and a1, a2 ∈ R, a1 ≥ 0.
We have the following relations between A-superharmonic functions and A-
supersolutions.
Lemma 3.12 (Lemma 4.4, [22]). If u is a continuous A-supersolution, then it is
A-superharmonic.
Lemma 3.13 (Lemma 4.6, [22]). If u is A-superharmonic in Ω and locally bounded
from above, then u ∈W 1,Gloc (Ω) and u is A-supersolution in Ω.
Note that within our regime g = G′ is strictly increasing, but not necessarily
convex. Although in general g does not generate the Orlicz space and does not
support Poincaré inequality, we still can define modular ̺g,Ω and by its means
describe fine properties of A-harmonic functions. When G is growing slowly, one
cannot expect uniform integrability of gradients of truncations of solutions, but we
can substitute it with the following result.
Remark 3.14. Due to [22, Remark 4.13] we have that A-superharmonic function
u which is finite a.e. has a generalized gradient. Moreover, by [27, Lemma 4.5]
or [22, Lemma 4.12] there exists a function ζD : [0, |Ω|] → [0,∞), such that
lims→0+ ζD(s) = 0 and for every measurable set E ⊂ B it holds that, such that
̺g,E(|Du|) ≤ ζD(|E|).
Consequently, we can cover any set compactly included in our domain with finite
number of balls of equal radius and such that ̺g,B(|Du|) ≤ 1.
Actually, the solution is also integrable composed with g.
Remark 3.15. As a consequence of [27, Lemma 4.5 (a) and (b)] for an ‘approx-
imable solution’ u to (22) we have that there exists a function ζ : [0, |Ω|] → [0,∞)
not depending on approximate problems, such that lims→0+ ζ(s) = 0 and for every
measurable set E ⊂ B0 it holds that
∫
E
g(|u|) dx < ζ(|E|).
In particular, it implies that g(|u|) ∈ L1(Ω). In turn, also |u|iG−1 ∈ L1(Ω) with
iG − 1 > 0, but it does not follow that u ∈ L
1(Ω) if iG − 1 < 1.
3.6. A-superharmonic functions generate measures. Lemma 3.9 yields that
an A-supersolution is a solution to a measure data problem. With A-superharmonic
functions a situation is a bit more subtle. In general an A-superharmonic function
does not have to belong to W 1,1loc (Ω), it is only a limit of {Tku} ⊂ W
1,G
loc (Ω) being
A-supersolutions (see Lemma 3.13). Nonetheless by [22, Remark 4.13] generalized
gradient of u, in the sense of Remark 3.6, is well-defined. Henceforth, we have the
following observation.
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Proposition 3.16. Suppose that u is A-superharmonic and finite a.e. in Ω, then
there is a nonnegative Radon measure µu on Ω, such that∫
Ω
A(x,Du) ·Dφdx =
∫
Ω
φdµu(x) for every φ ∈ C
∞
0 (Ω).
Recall that µu as a nonnegative distribution is a nonnegative measure.
3.7. Auxiliary results from Orlicz potential theory. In this section we present
results of [22] specified to our case.
Lemma 3.17 (Lemma 3.5, [22]). Let u ∈ W 1,Gloc (Ω) be an A-supersolution, and
v ∈ W 1,Gloc (Ω) be an A-subsolution. If min(u− v) ∈ W
1,G
0 (Ω), then u ≥ v a.e. in Ω.
As a direct consequence of comparison with v ≡ 0 solving −divA(x,Dv) = 0, we
have the following conclusion.
Remark 3.18. A-supersolutions are nonnegative a.e.
Proposition 3.19 (Harnack’s Principle, Theorem 2, [22]). Suppose that ui, i =
1, 2, . . ., are A-superharmonic and finite a.e. in Ω. If the sequence {ui} is non-
decreasing then the limit function u = limi→∞ ui is A-superharmonic or infinite
in Ω. Furthermore, if ui, i = 1, 2, . . ., are nonnegative, then up to a subsequence
also Dui → Du a.e. in {u <∞}, where ‘D’ stands for the generalized gradient.
Proposition 3.20 (Minimum Principle, Theorem 4, [22]). Suppose u is A-
superharmonic and finite a.e. in Ω. If E ⋐ Ω a connected open subset of Ω,
then
inf
E
u = inf
∂E
u.
Proposition 3.21 (Corollary 4.15, [22]). Suppose u is A-subharmonic and finite
a.e. in Ω. If E ⋐ Ω a connected open subset of Ω, then
sup
E
u = sup
∂E
u.
Recall that by Remark 3.14, we can cover a compact set included in our domain
with finite number of balls B of equal radius and such that ̺g,B(Du) ≤ 1, so
without any loss of generality we can state a favorable Harnack’s inequality over
such small balls.
Proposition 3.22 (Harnack’s inequality, Theorem 1, [22]). For a nonnegative func-
tion u which is A-harmonic in a connected set Ω there exist RH = RH(n) > 0 and
C = C(data, n, RH , ess supBRH
u) > 0, such that
(25) sup
BR
u ≤ C(inf
BR
u+R)
for all R ∈ (0, RH ] provided B3R ⋐ Ω and ̺g,B3R(|Du|) ≤ 1.
Inequality (25) was provided first for solutions to problems with Orlicz growth
with a constant dependent on supBR u, see [43]. For superquasiminimizers a similar
result is given in [32], but the proof for Orlicz A-harmonic functions was not proven
before [22].
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Proposition 3.23 (Corollary 4.17, [22]). Suppose u is A-harmonic in B 3
2R
\BR,
then there exist RH , C > 0 from Proposition 3.22, such that
sup
∂B 4
3
R
u ≤ C( inf
∂B 4
3
R
u+ 2R)
for all R ∈ (0, RH ] provided B3R ⋐ Ω and ̺g,B3R(|Du|) ≤ 1.
Since an A-supersolution is always a superminimizer (see [22, Lemma 3.7]), we
can specify [32, Theorem 4.3] in the following way.
Proposition 3.24 (Weak Harnack estimate for A-supersolutions). Suppose u ∈
W 1,Gloc (Ω) is a nonnegative A-supersolution. Then for RH(n) > 0, s0 = s0(data, n),
and c = c(data, n) > 0, such that
(∫
B2R
us0 dx
) 1
s0
≤ c (ess infBRu+R) ,
for all R ∈ (0, RH ] provided B3R ⋐ Ω and ̺g,B3R(Du) ≤ 1.
3.8. Properties of the Poisson modification. The Poisson modification of an
A-superharmonic function in a regular set E carries the idea of local smoothing of
A-superharmonic functions. A boundary point is called regular if at this point the
boundary value of any Orlicz-Sobolev function is attained not only in the Sobolev
sense but also pointwise. See [32] for the result (in the generalized Orlicz case)
that if the complement of Ω is locally fat at x0 ∈ ∂Ω in the capacity sense, then
x0 is regular. A set is called regular if all of its boundary points are regular. In
particular, polyhedra, balls BR and annuli BR \BεR, ε ∈ (0, 1) are regular.
Let us consider a function u, which is A-superharmonic and finite a.e. in Ω and
a open set E ⋐ Ω with regular E. We define
uE = inf{v : v is A-superharmonic in E and lim inf
y→x
v(y) ≥ u(x) for each x ∈ ∂E}
and the Poisson modification of u in E by
(26) P (u,E) =
{
u in Ω \ E,
uE in E.
The Poisson modification has the following nice properties.
Proposition 3.25 (Theorem 3, [22]). If u is A-superharmonic and finite a.e. in
Ω, then its Poisson modification P (u,E) is A-superharmonic in Ω, A-harmonic in
E, and P (u,E) ≤ u in Ω.
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3.9. Caccioppoli-type estimate.
Proposition 3.26. Suppose v ∈ W 1,G0 (Ω) is a nonnegative A-subsolution and
a cutoff function η ∈ C∞0 (B2R) is such that 1BR ≤ η ≤ 1B2R and |Dη| ≤ c/R. For
any q ≥ sG there exists c > 0, such that
(27)
∫
B2R
G(|Dv|)ηq dx ≤ c
∫
B2R
G (v|Dη|) dx.
Proof. We test (24) with ξ = ηqv to get
∫
Ω
A(x,Dv) ·Dv ηq dx ≤ −q
∫
Ω
A(x,Dv) ·Dη ηq−1v dx.
Therefore, due to coercivity of A and the Cauchy-Schwartz inequality we have
∫
B2R
G(|Dv|)ηq dx ≤ c
∫
B2R
g(|Dv|)|Dη|ηq−1v dx =: K
Noting that q is large enough to satisfy s′G ≥ q
′, we have in turn that G˜(ηq−1t) ≤
cηqG˜(t) and
G˜(ηq−1g(t)) ≤ cηqG˜(g(t)) ≤ cηqG(t).
Then, using Young inequality (18) applied to the integrand of K we get
K ≤ ε
∫
B2R
G˜(ηq−1|Dv|) dx+ cε
∫
B2R
G (v|Dη|) dx
≤ εc
∫
B2R
ηqG(|Dv|) dx + cε
∫
B2R
G (v|Dη|) dx
with arbitrary ε < 1. Choosing ε small enough to absorb the term, and noticing
that 1BR ≤ η ≤ 1B2R , we obtain (27). 
4. Main proof
The organization of this section is as follows. Subsection 4.1 provides a bunch
of remarks on our proof. In Subsection 4.2 we prove the lower bound, while in
Subsection 4.3 the upper bound.
4.1. Reductions and remarks on the proof. Our main steps follow the scheme
of [40,58] and essentially employ nonstandard growth potential theory tools coming
from recent paper [22] presented in Section 3.7.
We justify here that without loss of generality of the result itself, we can signifi-
cantly simplify our proof. Namely, it is enough to prove Theorem 1 for continuous
A-supersolutions. We recall that Section 3.6 explains how an A-superharmonic
function generates a measure µu.
To motivate that in our proof u can be assumed to be continuous let us remark
that it is lower semicontinuous by the very definition of an A-superharmonic func-
tion. To find approximation from below by continuous functions we proceed as in
20 IWONA CHLEBICKA, FLAVIA GIANNETTI, AND ANNA ZATORSKA-GOLDSTEIN
the proofs of [22, Proposition 4.5 and Lemma 4.6]. Let us consider a nondecreas-
ing sequence {φj}j of Lipschitz functions converging pointwise to u. Considering
the Dirichlet problems with nonnegative obstacles φj , j = 1, 2, . . . , and boundary
datum u, we get the sequence {uj}j of nonnegative continuous A-supersolutions
converging to u pointwise with Duj → Du a.e. for some non-relabelled subse-
quence and generalized gradient ‘D’. For well-posedness and basic properties of the
obstacle problem see [20, Section 4] and [36]. By Lemma 3.17, the sequence {uj}
is nondecreasing. Then for every j, we have that {Tkuj}k is a nondecreasing se-
quence of continuous functions converging to uj and by Lemma 3.9 they generate a
sequence of measures {µTkuj}k ⊂ (W
1,G
0 (Ω))
′. Note that {µTkuj}k locally converge
weakly-∗ to µuj . Indeed, uj is locally bounded and therefore, by Proposition 3.26,
we infer that {̺G,Ω′(|DTkuj|)}k is uniformly bounded for every Ω
′ ⋐ Ω. Then by
Lemma 3.3, we get that {Tkuj}k is locally uniformly bounded in W
1,G
0 (Ω) and,
consequently, we may pass to its (non-relabelled) weakly convergent subsequence.
Thus, when we fix arbitrary ξ ∈ W 1,G0 (Ω) with supp ξ ⋐ Ω, then reasoning as
in [22, Lemma 4.6], we have
lim
k→∞
∫
Ω
ξ dµTkuj = lim
k→∞
∫
Ω
A(x,DTkuj) ·Dξ dx
=
∫
Ω
A(x,Duj) ·Dξ dx =
∫
Ω
ξ dµuj .
Choosing diagonally subsequence of {Tkuj}k,j , we get a nondecreasing sequence
{ui}i of continuous and bounded A-supersolutions converging pointwise to u and
such that Dui → Du a.e. in Ω. Then the corresponding measures µui locally
converge weakly-∗ to µu.
Lower bound. We note that
µu(B(x0, r)) ≤ lim inf
i→∞
µui(B(x0, r)).
When we take R as in the hypothesis and ε≪ R we have
WµuG (x0, R) ≤
∫ R+ε
0
g−1
(
µu(B(x0, r))
rn−1
)
dr.
By making use of the above facts, Fatou’s lemma, and finally sending ε→ 0 we get
the upper estimate.
Upper bound. We use analogous arguments and observation that
lim sup
i→∞
µui(B(x0, r)) ≤ µu(B(x0, r)).
4.2. Proof of lower bound in Theorem 1. In Section 4.1 we motivate that it
is enough to prove (7) for u being continuous and bounded A-supersolutions.
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Proof. Fix R ∈ (0, RW/2), then B(x0, 2R) ⋐ Ω. We set
(28) Rk = 2
1−kR and Bk = B(x0, Rk), k = 0, 1, . . . .
Since u is an A-supersolution, then by Lemma 3.9 there exists a nonnegative mea-
sure µu ∈ (W
1,G
0 )
′(Bk) such that
−divA(x,Du) = µu ≥ 0.
Then having θk ∈ C
∞
0 (
5
4Bk+1) such that 1Bk+1 ≤ θk ≤ 1 54Bk+1 , we set
µwk := θkµu in Bk.
Note that
(29) µwk(Bk+1) = µu(Bk+1).
Moreover, we have µwk ∈ (W
1,G
0 )
′(Bk). Therefore, there exists wk ∈ W
1,G
0 (Bk)
being a weak solution to
(30) − divA(x,Dwk) = µwk in Bk.
Since wk is an A-supersolution, by Comparison Principle (Lemma 3.17) we get that
wk ≥ 0. Taking into account the support of θk, we notice that wk is A-harmonic
in Bk \
5
4Bk+1. Let us note that
(wk − u+min
∂Bk
u)+ ∈W
1,G
0 (Bk).
By testing the equations for u and for wk against this function and then subtracting,
we arrive at
0 ≤
∫
Bk
(wk − u+min
∂Bk
u)+ dµu −
∫
Bk
(wk − u+min
∂Bk
u)+ dµwk
=
∫
Bk
(
A(x,Du)−A(x,Dwk)
)
·D(wk − u+min
∂Bk
u)+ dx
= −
∫
Bk∩{wk−u+min∂Bk u≥0}
(
A(x,Du)−A(x,Dwk)
)
·
(
Du−Dwk
)
dx ≤ 0,
where the last inequality follows from the monotonicity of A. In turn, we directly
infer that D(wk − u+min∂Bk u)+ = 0 in Bk, so
(31) wk ≤ u−min
∂Bk
u in Bk.
Take any
φ ∈ C∞0 (Bk) such that 1 23Bk ≤ φ ≤ 1Bk and |Dφ| ≤ c/Rk.
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Then by Maximum Principle (Proposition 3.21) for wk being A-harmonic in
suppDφ
(32) wk(x) = min{wk(x), max
∂ 23Bk
wk} in suppDφ
and by Minimum Principle
min
∂ 23Bk
wk ≤ min{wk(x), max
∂ 23Bk
wk}.(33)
Recall that min∂ 23Bk wk + Rk > 0. Taking into account (29), (33) and extending
the domain of integration one can estimate
I0 :=
(
min
∂ 23Bk
wk +Rk
)
µu(Bk+1)
=
(
min
∂ 23Bk
wk +Rk
)
µwk(Bk+1)
≤
∫
Bk
(min{wk(x), max
∂ 23Bk
wk}+Rk)φ
q dµwk(x) =: I1
Take any q ≥ sG. Since
(
(min{wk(x),max∂ 23Bk wk}+Rk)φ
q
)
∈ W 1,G0 (Bk), it is an
admissible test function in (30), we have
I1 =
∫
Bk
A(x,Dwk) ·D
(
(min{wk(x), max
∂ 23Bk
wk}+Rk)φ
q
)
dx
=
∫
Bk∩
{
wk≤max∂ 2
3
Bk
wk
}A(x,Dwk) ·D((min{wk(x), max
∂ 23Bk
wk}+Rk)φ
q
)
dx
=
∫
Bk∩{wk≤max∂ 2
3
Bk
wk}
A(x,Dwk) ·D
(
(wk +Rk)φ
q
)
dx
=
∫
Bk∩{wk≤max∂ 2
3
Bk
wk}
A(x,Dwk) ·Dwk φ
q dx
+ q
∫
Bk∩{wk≤max∂ 2
3
Bk
wk}
A(x,Dwk) ·Dφφ
q−1 (wk +Rk) dx =: I2,
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where we used (32). By Schwartz inequality and growth conditions and Lemma 3.1,
we get
I2 ≤
∫
Bk∩
{
wk≤max∂ 2
3
Bk
wk
} |A(x,Dwk)| |Dwk|φq dx
+ q
∫
Bk∩
{
wk≤max∂ 2
3
Bk
wk
} |A(x,Dwk)| |Dφ|φq−1|min{wk(x), max
∂ 23Bk
wk}+Rk| dx
≤ c
∫
Bk∩
{
wk≤max∂ 2
3
Bk
wk
}G(|Dwk|)φq dx
+ c
∫
Bk
g(|D(min{wk(x), max
∂ 23Bk
wk})|) |Dφ|φ
q−1|min{wk(x), max
∂ 23Bk
wk}+Rk| dx
≤ c
∫
Bk
G(|D(min{wk(x), max
∂ 23Bk
wk})|)φ
q dx
+ c
∫
Bk
g(|D(min{wk(x), max
∂ 23Bk
wk})|)φ
q−1
(
max
∂ 23Bk
wk +Rk
)
|Dφ| dx
=: I13 + I
2
3 .
To estimate I13 we note that min{wk,max∂ 23 wk} is A-supersolution, so
(
max
∂ 23
wk −min
{
wk,max
∂ 23
wk
})
is a nonnegative A-subsolution,
and hence by Caccioppoli estimate (Proposition 3.26) for this function we get
I13 = c
∫
Bk
G(|D(min{wk(x), max
∂ 23Bk
wk})|)φ
q dx
= c
∫
Bk
G(|D(max
∂ 23Bk
wk −min{wk(x), max
∂ 23Bk
wk})|)φ
q dx
≤ c
∫
Bk
G((max
∂ 23Bk
wk −min{wk(x), max
∂ 23Bk
wk} )|Dφ|) dx
≤ c
∫
suppDφ
G
(
max∂ 23Bk wk
Rk
)
dx =: I14 ,
where we used also doubling properties of G. As wk is A-harmonic on suppDφ, we
can use the Harnack inequality (Proposition 3.23) to finally end with
I14 ≤ c
∫
suppDφ
G
(
min∂ 23Bk wk +Rk
Rk
)
dx ≤ cRnkG
(
min∂ 23Bk wk +Rk
Rk
)
=: I15 .
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In order to estimate I23 , we use Young’s inequality, arguments contained in the
proof of Proposition 3.26, and Lemma 3.1 to get
I23 = c
∫
Bk
g(|D(max
∂ 23Bk
wk −min{wk(x), max
∂ 23Bk
wk})|)φ
q−1
(
max
∂ 23Bk
wk +Rk
)
|Dφ| dx
≤ c
∫
Bk
G˜
(
g
(
|D(max
∂ 23Bk
wk −min{wk(x), max
∂ 23Bk
wk})|
)
φq−1
)
dx
+ c
∫
Bk
G
(
(max
∂ 23Bk
wk +Rk) |Dφ|
)
dx,
≤ c
∫
Bk
G
(
|D(max
∂ 23Bk
wk −min{wk(x), max
∂ 23Bk
wk})|
)
φq dx
+ c
∫
Bk
G
(
(max
∂ 23Bk
wk +Rk) |Dφ|
)
dx =: I24 ,
Then, as in the case I13 ≤ I
1
5 above, by Propositions 3.26 and 3.23, we obtain
I24 ≤ c
∫
suppDφ
G
(
min∂ 23Bk wk +Rk
Rk
)
dx ≤ cRnkG
(
min∂ 23Bk wk +Rk
Rk
)
= c I15 .
Summing it up, we get I1 ≤ I
1
3 + I
2
3 ≤ c¯ I
1
5 , which by Lemma 3.1 implies
µu(Bk+1) ≤ cR
n−1
k
Rk
min∂ 23Bk wk +Rk
G
(
min∂ 23Bk wk +Rk
Rk
)
≤ cRn−1k g
(
min∂ 23Bk wk +Rk
Rk
)
.
In (31) we noticed that wk ≤ u−min∂Bk u in Bk, so we have
µu(Bk+1) ≤ cR
n−1
k g
(
min∂Bk+1 u−min∂Bk u+Rk
Rk
)
and finally
(34) Rkg
−1
(
µu(Bk+1)
Rn−1k
)
≤ c( min
∂Bk+1
u−min
∂Bk
u+Rk).
Having Rj as in (28) we estimate∫ R
0
g−1
(
µu(B(x0, r))
rn−1
)
dr =
∞∑
j=1
∫ Rj
Rj+1
g−1
(
µu(B(x0, r))
rn−1
)
dr
≤
∞∑
j=1
∫ Rj
Rj+1
g−1
(
µ(B(x0, Rj))
Rn−1j+1
)
dr
≤
∞∑
j=1
(Rj −Rj+1)g
−1
(
4n−1µu(Bj)
Rn−1j−1
)
≤ c
∞∑
j=1
Rj−1
4
g−1
(
µu(Bj)
Rn−1j−1
)
.(35)
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Therefore by (34) we get
∫ R
0
g−1
(
µu(B(x0, r))
rn−1
)
dr ≤
∞∑
j=1
c
4
(min
∂BRj
u− min
∂BRj−1
u+Rj−1)
= c( lim
k→∞
min
∂BRk
u+R).
On the other hand, Minimum Principle from Proposition 3.20 for u being A-
supersolution in Bk+1 yields
min
∂Bk+1
u = min
Bk+1
u ≤ u(x0) .
Therefore, recalling the definition of WµuG given in (4), we can conclude with
CL(W
µu
G (x,R)−R) ≤ u(x0), CL = CL(data, n),
which ends the proof of the lower bound in (7). 
4.3. Proof of upper bound in Theorem 1. Let us remind that in Section 4.1
we motivate that it is enough to prove (7) for u being continuous and bounded
A-supersolutions.
The main idea of the proof of the upper bound is to modify u to be a weak solution
in a countable union of disjoint annuli shrinking to the reference point x0. In fact,
we construct a Poisson’s modification of u over a family of annuli, see Section 3.8
for its basic properties. The corresponding measure in each annulus concentrates
on the boundary of the particular annulus, but in a way we can control, since the
measure corresponding to the new solution stays also in the dual ofW 1,G(B(x0, R)).
Since being a solution is a local property, we are equipped with a priori estimates
for weak solutions in each annulus.
Proof. Let us remind that Section 4.1 explains that we may assume that function u
is an A-supersolution. Our aim now is to compare u with its Poisson modification.
As previously let us fix R ∈ (0, RW/2), so B(x0, 2R) ⋐ Ω. We set again
(36) Rk = 2
1−kR and Bk = B(x0, Rk), k = 0, 1, . . . .
Step 1. Construction of relevant Poisson’s modification. Namely, we modify u
in the union of annuli around a chosen point x0 in the following way. We denote
ω =
∞⋃
k=1
(
(32Bk) \Bk
)
.
Further, we define a Poisson modification v = P (u, ω), see (26), and we use Propo-
sition 3.25 to have that
(37)
{
v is A-harmonic in ω,
v = u otherwise.
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Note that v is continuous, because of continuity of u, and moreover it is an A-
supersolution in B(x0, 2R). Then by Lemma 3.9 there exists µv ≥ 0, such that
−divA(x,Dv) = µv in B(x0, 2R).
Furthermore, we observe that
(38) µv(Bk) = µu(Bk) for k = 0, 1, . . . .
Indeed, when we take φ ∈ C∞0 (Bk) such that 1K ≤ φ ≤ 1Bk for some compact
K ⊃ 32Bk+1, we get∫
Bk
φdµu −
∫
Bk
φdµv =
∫
Bk
(A(x,Du)−A(x,Dv)) ·Dφdx = 0.
The final equality above results from the fact that u = v on the support of Dφ. By
exhausting Bk with such K, we get (38).
Step 2. Comparison. Let us consider wk ∈W
1,G
0 (
4
3Bk+1) solving
−divA(x,Dwk) = µv in
4
3Bk+1 for k = 0, 1, . . . .
The measure µv belongs to (W
1,G
0 (
4
3Bk+1))
′, so such wk exists for every k and
(39) µwk
(
4
3Bk+1
)
= µv
(
4
3Bk+1
)
.
Moreover, by Remark 3.18 wk ≥ 0. Note wk is A-harmonic in the neighbourhood
of ∂ 43Bk+1, so it takes continuously zero boundary value on ∂
4
3Bk+1. Moreover,(
v − max
∂ 43Bk+1
v − wk
)
+
∈ W 1,G0 (
4
3Bk+1),
so it can be used as a test function in equations for v, as well as for wk. By
subtracting them we get
∫{
v−max
∂ 4
3
Bk+1
v≥wk
} (A(x,Dv) −A(x,Dwk)) ·D(v − wk) dx = 0.
Consequently, by the strong monotonicity of the operator, we get that
D(v − max
∂ 43Bk+1
v − wk)+ = 0
and therefore
(40) v − max
∂ 43Bk+1
v < wk in
4
3Bk+1 .
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We have that
(41) µ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}(4
3Bk+1
)
= µwk
(
4
3Bk+1
)
= µv
(
4
3Bk+1
)
,
Indeed, let us notice that
µ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}( 4
3Bk+1
)
= sup
K⊂ 43Bk+1
µ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}(K).
Then taking any φK ∈ C
∞
0 (
4
3Bk+1), such that 1K ≤ φK ≤ 1 43Bk+1 , we get
sup
K⊂ 43Bk+1
µ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}(K)
= sup
K⊂ 43Bk+1
∫
4
3Bk+1
φK dµ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}
= sup
K⊂ 43Bk+1
∫
4
3Bk+1
A
(
x,D
(
min
{
wk, min
∂ 43Bk+2
wk+Rk
}))
·DφK dx
= sup
K⊂ 43Bk+1
∫
4
3Bk+1
A(x,Dwk) ·DφK dx
= sup
K⊂ 43Bk+1
∫
4
3Bk+1
φK dµwk = µwk
(
4
3Bk+1
)
.
We justify the second equality above by the fact that wk ∈ W
1,G
0 (
4
3Bk+1), whereas
the third one by recalling that wk takes zero boundary value on ∂
4
3Bk+1 also con-
tinuously. When we sum it up, to get (41) it only suffices to remind (39).
Further, by (41), remembering that Rk is a positive constant, and by approxi-
mating wk by an admissible test function we obtain that
J0 :=
(
min
∂ 43Bk+2
wk +Rk
)
µv
(
4
3Bk+1
)
=
(
min
∂ 43Bk+2
wk +Rk
)
µ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}( 4
3Bk+1
)
≥
∫
4
3Bk+1
(
min
{
wk, min
∂ 43Bk+2
wk
}
+Rk
)
dµ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}
≥
∫
4
3Bk+1
(
min
{
wk, min
∂ 43Bk+2
wk
})
dµ
min
{
wk,min∂ 4
3
Bk+2
wk+Rk
}
≥
∫
4
3Bk+1
A
(
x,Dmin
{
wk, min
∂ 43Bk+2
wk
})
·Dmin
{
wk, min
∂ 43Bk+2
wk
}
dx
=
∫
4
3Bk+1
A
(
x,D
(
min
{
wk, min
∂ 43Bk+2
wk
}
+Rk
)
·D
(
min
{
wk, min
∂ 43Bk+2
wk
}
+Rk
)
dx
=: J1.
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Using growth conditions, Poincaré inequality from Proposition 3.5, Minimum Prin-
ciple (Proposition 3.20) for wk, and finally in the last line noticing that we integrate
the constant function, we get
J1 ≥ c
∫
4
3Bk+1
G
(∣∣∣∣∣D(min{wk, min∂ 43Bk+2 wk}+Rk
)∣∣∣∣∣
)
dx
≥ c
∫
4
3Bk+2
G
(
min∂ 43Bk+2 wk +Rk
Rk
)
dx
= cRnk G
(
min∂ 43Bk+2 wk +Rk
Rk
)
=: J2.
Since J0 ≥ J2 and min∂ 43Bk+2 wk + Rk > 0, Lemma 3.1 and Harnack inequality
(Proposition 3.22) give
µv
(
4
3Bk+1
)
≥ cRn−1k g
(
min∂ 43Bk+2 wk +Rk
Rk
)
≥ cRn−1k g
(
max∂ 43Bk+2 wk
Rk
)
,
which is equivalent to
max
∂ 43Bk+2
wk ≤ cRk g
−1
µv
(
4
3Bk+1
)
Rn−1k
 .
Having (40) and (38), we may conclude from the above display that
max
∂ 43Bk+2
v − max
∂ 43Bk+1
v ≤ cRk g
−1
(
µu(Bk)
Rn−1k
)
.
Summing both sides from k = 2 to infinity, we obtain
(42) lim sup
k→∞
max
∂ 43Bk+2
v ≤ max
∂ 43B3
v + c
∞∑
k=2
Rk g
−1
(
µu(Bk)
Rn−1k
)
.
Since v is A-harmonic and nonnegative in 32B3 \ B3, Harnack’s inequality from
Proposition 3.23, properties of Poisson’s modification of Proposition 3.25,give
(43) J3 := max
∂ 43B3
v ≤ c
(
min
∂ 43B3
v +R
)
≤ c
(
min
∂ 43B3
u+R
)
= c
(
inf
4
3B3
u+R
)
=: J4 ,
where the last equality is due to Minimum Principle from Proposition 3.20. We
observe now that 43B3 =
4
3B(x0, 2
1−3R) = 13B(x0, R). We fix s > 0 to be chosen in
the next line and by scaling argument we have
inf
4
3B3
u+R =
(
inf
1
3B(x0,R)
us
) 1
s
+ R ≤ c
(∫
1
6B(x0,R)
us dx
) 1
s
+R

≤ c
(∫
B(x0,R)
us dx
) 1
s
+R
 .
WOLFF POTENTIALS IN ELLIPTIC PROBLEMS WITH ORLICZ GROWTH 29
Therefore, taking any s = s0 > 0 admissible in the weak Harnack inequality from
Proposition 3.24 for nonnegative A-supersolution u we can continue estimates (43)
to get
J4 = c
(
inf
4
3B3
u+R
)
≤ c
((∫
B(x0,R)
us0 dx
) 1
s0
+R
)
≤ c
(
inf
B(x0,R)
u+R
)
=: J5 .(44)
To estimate u(x0) we use lower semicontinuity of u, the fact that u = v in Ω \ ω
due to (37), Comparison Principle of Lemma 3.17, estimate (42), and J3 ≤ J5
by (43)-(44). Altogether we have that
u(x0) ≤ lim
k→∞
inf
Bk\
3
2Bk+1
u = lim
k→∞
inf
Bk\
3
2Bk+1
v
≤ lim sup
k→∞
max
∂ 43Bk+2
v ≤ max
∂ 43B3
v + c
∞∑
k=2
Rk g
−1
(
µu(Bk)
Rn−1k
)
≤ c
(
inf
B(x0,R)
u+R
)
+ c
∞∑
k=2
Rk g
−1
(
2n−1µu(Bk)
Rn−1k−1
)
≤ c
(
inf
B(x0,R)
u+R
)
+ c
∞∑
k=2
(Rk−1 −Rk) g
−1
(
µu(Bk)
Rn−1k−1
)
.
Then recalling (36) and the definition of WµuG given in (4), we get
u(x0) ≤ c
(
inf
B(x0,R)
u+R
)
+ c
∫ R
0
g−1
(
µu(B(x0, r))
rn−1
)
dr
= c
(
inf
B(x0,R)
u+R+WµuG (B(x0, R))
)
,
which ends the proof of the upper bound in (7). 
5. Hedberg-Wolff Theorem
Having potential estimates from Theorem 1, we are in position to prove Theo-
rem 2.
Proof of Theorem 2. We start with proving implication (16) =⇒ (15) and later on
show the converse. For this proof we need to study solutions to an auxiliary equation
involving the special instance of the operator. Namely, we setA(x, ξ) = ξG(|ξ|)/|ξ|2
and thereby we consider
(45) − div
(G(|Du|)
|Du|2
Du
)
= µ in Ω.
Step 1. We assume that
∫
ΩW
µ
G(x,R) dµ(x) < ∞ for some R > 0 and aim at
proving that µ ∈ (W 1,G0 (Ω))
′. We start with µ supported in a small ball and then
we use the partition of unity to cover suppµ.
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In what follows we suppose that suppµ ⊂ B(x0, R0/5) ⊂ B(x0, R0) =: B0 ⋐ Ω
for some x0 ∈ suppµ and R0 ∈ (0, RW/2) small enough for Theorem 1 to hold.
Further we pick any R < R0/5 and for j = 1, 2, . . . we define
(46) Kj = {x ∈ suppµ : W
µ
G(x,R) ≤ j} and µj = µ1Kj .
Since WµG is lower semicontinuous, sets Kj are compact. For every j there exists
a nonnegative A-superharmonic function uj , such that Tkuj ∈ W
1,G
0 (Ω), being
a solution to
(47) − divA(x,Duj) = µj in B0
in the approximable sense, see Remark 3.10 for the existence and Remark 3.18 for
the nonnegativeness. Since {µj} is nondecreasing, by the Comparison Principle
(Lemma 3.17), the sequence {uj} is nondecreasing. Our aim is now to prove local
boundedness of uj in B0.
Note that
(48) uj is A-harmonic in Ω \ suppµj ,
i.e. a solution to −divA(x,Duj) = 0 in this set and it is continuous due to
Proposition 3.8. Therefore, uj is locally bounded in Ω \ suppµj . In particular,
sup∂B(x0,R0/5) uj =: cj <∞.
By Theorem 1 we have the existence of CU = CU (data, n) > 0 such that for
R < R0/5
(49) uj(x) ≤ CU
(
inf
B(x,R)
uj +W
µj
G (x,R) +R
)
for x ∈ B(x0, R0/5).
By Remark 3.15 there exists a function ζ : [0, |Ω|] → [0,∞), such that
lims→0+ ζ(s) = 0 and for every measurable set E ⊂ B0 it holds that∫
E
g(u) dx < ζ(|E|)
for ‘approximable solution’ u to (45). Taking into account that µj = µ1Kj we infer
that ∫
E
g(uj) dx < ζ(|E|)
and consequently there exists C > 0 independent of j such that
(50) g−1
(∫
B0
g(uj) dx
)
< C.
Note that for x ∈ B(x0, R0/5) and R < R0/5, we have B := B(x,R) ⊂ B0.
Therefore, by (50) we have
inf
B
uj = g
−1
(
inf
B
g(uj)
)
≤ cg−1
(∫
B
g(uj) dx
)
(51)
≤ cg−1
(∫
B0
g(uj) dx
)
< C.
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Furthermore, using (49), (50) and (51) we get for x ∈ B(x0, R0/5) that
(52) uj(x) ≤ CU (C +W
µ
G(x,R) + R0)
and consequently, uj is bounded in B and because of (48) it is also locally bounded
in B0 and in Ω. Hence, by Lemma 3.13 uj is an A-supersolution and it belongs to
W 1,Gloc (Ω). Then by Lemma 3.9 it follows that µj ∈ (W
1,G
0 (Ω))
′ and, consequently,
uj ∈ W
1,G
0 (Ω).
As {uj} is nondecreasing, Harnack’s Principle (Proposition 3.19) ensures in par-
ticular that its pointwise bound is A-superharmonic. Note that (52) gives uniform
bound sup∂B(x0,R0/5) uj < c. Since uj ∈W
1,G
0 (Ω), it can be used as a test function
in (47) with A as in (45). Thus by (47), (46), (52), (48) and finally (16), we have∫
B0
G(|Duj |) dx =
∫
B0
uj dµj(x) ≤
∫
B0
uj dµ(x)
≤
∫
B(x0,R0/5)
uj dµ(x) +
∫
B0\suppµj
uj dµ(x)
≤ c
(∫
B(x0,R0/5)
WµG(x,R) dµ(x) + 1
)
<∞,
where c = c(data, n) > 0 does not depend on j. Since G ∈ ∆2 ∩ ∇2, Lemma 3.3
implies that the sequence of norms is also uniformly bounded, that is there exists
c = c(data, n) such that
(53) sup
j
‖ |Duj| ‖LG(B0) = c <∞.
By testing (47) with operator A(x, ξ) = ξG(|ξ|)/|ξ|2 against arbitrary η ∈ C∞0 (Ω),
Hölder’s inequality (21), Lemma 3.1, and (53) we get∣∣∣∣∫
Ω
η dµ
∣∣∣∣ = lim sup
j→∞
∣∣∣∣∫
B0
η dµj
∣∣∣∣ = lim sup
j→∞
∣∣∣∣∫
B0
G(|Duj |)
|Duj |2
Duj ·Dη dx
∣∣∣∣
≤ 2 lim sup
j→∞
∥∥∥∥G(|Duj |)|Duj |
∥∥∥∥
LG˜(B0)
‖Dη‖LG(B0)
≤ c lim sup
j→∞
‖ |Duj | ‖LG(B0) ‖ |Dη| ‖LG(B0)
≤ c‖η‖W 1,G(Ω).
Thus µ ∈ (W 1,G0 (Ω))
′ when suppµ ⊂ B(x0, R0/5).
In the general case, we use partition of unity to decompose
µ =
i0∑
i=1
µ(i), i0 <∞,
where for every i it holds µ(i) ≥ 0 and suppµ(i) ⊂ B(xi, R0/5). Since∫
Ω
Wµ
(i)
G (x,R) dµ
(i) ≤
∫
Ω
WµG(x,R) dµ <∞,
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we obtained above that µ(i) ∈ (W 1,G0 (Ω))
′ for every i. Hence, we have the final
conclusion that µ ∈ (W 1,G0 (Ω))
′.
Step 2. We assume that µ ∈ (W 1,G0 (Ω))
′ and justify that then it follows∫
ΩW
µ
G(x,R) dµ(x) <∞.
Remark 3.7 explains that for such a measure there exists a unique weak solution
u ∈ W 1,G0 (Ω) to equation −divA(x,Du) = µ in Ω. Therefore, we can test the
solution against u to get
∫
Ω
u dµ =
∫
Ω
A(x,Du) ·Dudx =
∫
Ω
G(|Du|) dx <∞.
Since WµG is lower semicontinuous, it is also µ-measurable. If now R <
1
2RW , then
for fixed x ∈ suppµ, by lower bound from Theorem 1 we have that there exists
c = c(data, n), such that
WµG(x,R) ≤ c
(
u(x) +R
)
.
We conclude the proof upon integrating both sides of the above estimate. 
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