Background
==========

The advent of short-read DNA sequencing has resulted in super-exponential growth in the quantity of available sequencing data. Along with a dramatic increase in the number of assembled reference genomes for different species, much recent effort has been focused on defining the sequence variants - such as SNPs and insertions/deletions ('indels') - between individuals of the same species. The focus of many such studies is the resolution of haplotypes \[[@B1]\], which specify which variant bases are inherited together on contiguous DNA. Despite this interest in determining the phasing of polymorphisms, short read lengths complicate the resolution of haplotypes: adjacent polymorphisms must be sequenced in the same molecule to be included in the same haplotype. Several elegant approaches can overcome this difficulty, including the coupling of pedigree analysis with sequencing data \[[@B2],[@B3]\] and, more recently, various methods of spatially partitioning whole homologous chromosomes - via microdissection \[[@B4]\], microfluidic device \[[@B5]\], or dilution \[[@B6]-[@B10]\] - such that they can be separately barcoded, amplified, and sequenced before assembly into barcode-defined haplotypes.

Most of the effort in haplotype discovery has focused on humans; thus, there are few phased genomes available in other multiploid model organisms. Knowing the phasing information in model organisms, however - for example, those that are single-celled, have compact genomes, double rapidly, and are easily manipulated genetically - is useful for a variety of reasons, including ease of measurement of allele-specific phenomena in different genetic backgrounds and observation of homolog-specific evolution on laboratory timescales. *Candida albicans* is a model fungal pathogen that almost exclusively exists in a diploid state and does not achieve genome diversity via a typical meiotic cycle with frequent recombination. Instead, it employs one of two strategies, both involving mating and whole chromosome loss, where the order of these events is inverted. First, in the so-called 'parasexual cycle' \[[@B11]\], two diploids of opposite mating type can mate to yield a tetraploid, and then return to the diploid state via chromosome loss, a process that can occasionally result in homozygosis of single chromosomes \[[@B12],[@B13]\]. Alternatively, a recent report revealed that chromosome loss can occur first to generate a mating-competent haploid, which can subsequently mate to restore the diploid state \[[@B14]\]. Importantly, both mating options occur rarely in *C. albicans*, and both leave the homologs largely intact. Thus, the phasing of polymorphisms in *C. albicans* has fewer entropic, degenerating forces than in most other organisms, making the assembly of its phased genome particularly desirable.

Extensive sequencing of *C. albicans* and many closely related *Candida* species has yielded important insight into the pathogenicity of *C. albicans*\[[@B15]\], as well as a host of valuable whole-genome assemblies. The first official release of the *C. albicans* genome, Assembly 19, was partially diploid and identified thousands of polymorphisms using low-coverage Sanger sequencing, but had long haploid spans and did not assemble the genome into full chromosomes \[[@B16]\]. The next major release, Assembly 21 \[[@B17]\], assembled contigs into whole chromosomes but was a reftig-based assembly, that is, the alleles present within a given chromosome were equally likely to have originated from one of the two haplotypes (Figure [1](#F1){ref-type="fig"}A). The first attempt at phasing the genome involved using microarrays to probe 38,000 SNPs identified in the low-coverage assemblies \[[@B18]\]. Here we advance the genome-phasing effort by using next-generation sequencing. Our nearly 100-fold improvement in coverage relative to prior assemblies nearly doubles the number of high-confidence SNPs and indels that could be assigned to their respective homologs. This increase in phasing resolution within our diploid genome assembly permits more sensitive analysis of allele-specific phenomena and provides insight into genome architecture and evolution.

![**Sequencing of strains that contain homozygous regions can resolve genome phasing. (A)** Schematic illustrating the ambiguous phasing of two adjacent SNPs from chromosome 3 of *C. albicans* genome Assembly 21. **(B)** Idealized panel of strains to resolve phasing. The wild-type (WT) strain is heterozygous for all eight chromosomes, having both the A homolog in green, and the B homolog in blue. Additional strains to sequence were selected to be homozygous for the indicated chromosomes. **(C)** One phasing option from **(A)** can be excluded by sequencing the '3AA' strain, since all reads are effectively from the A allele, pairing the T and C; SNPs on the B allele are inferred. **(D)** Illustration of how to calculate the max-to-sum ratio, with a SNP position highlighted in orange. **(E**, **F)** Histograms of max-to-sum ratios for all positions across chromosome 5 in wild type **(E)** and the '5AA' strain **(F)**; bars are in linear space, and the line plot is in log space.](gb-2013-14-9-r97-1){#F1}

Results
=======

SNP identification from deep sequencing of wild-type and homozygous strains
---------------------------------------------------------------------------

To resolve polymorphism phasing in *C. albicans*, we performed deep sequencing on genomic DNA prepared from a panel of nine strains, including wild-type SC5314 and eight related strains, each known to be homozygous for one of the eight *C. albicans* chromosomes (Figure [1](#F1){ref-type="fig"}B). Our approach involved three steps: identification of polymorphisms in the strains that are heterozygous for a chromosome, resolution of one of the haplotypes (that is, either the A or B homolog) via direct sequencing of the corresponding homozygous strain (Figure [1](#F1){ref-type="fig"}C, top), and finally inference of the sequence of the opposite haplotype (Figure [1](#F1){ref-type="fig"}C, bottom). The inference step for the opposite homolog was likely unavoidable, since certain chromosomes are thought to contain recessive lethal alleles and have not been observed in a homozygous state \[[@B14]\]. For each strain, we generated approximately 40 million reads (that is, paired-end reads of 20 million DNA fragments), with 36 nucleotides sequenced per read, giving approximately 100-fold coverage per base ((40e6 reads) × (36 nucleotides/read)/(14,324,316 nucleotides/genome) \~ 100). Since multiple strains are heterozygous for each chromosome, on average we had 700-fold coverage of heterozygous data for each base.

Since we had such high coverage at each position, we identified SNPs *de novo* from our sequencing data, without consideration of SNPs previously reported. We first aligned all reads - irrespective of their paired-end counterpart - to the Assembly 21 genome, using the three-mismatch maximum allowed by BowtieV1.0 \[[@B19]\]. We were concerned that a densely polymorphic region (that is, more than three SNPs in a 36 nucleotide window) could be spuriously reported as being devoid of SNPs since any read reporting \>3 SNPs would fail to align to the haploid reference. To address this issue, for any read that initially failed to align, we checked to see if its paired end successfully aligned and, if so, searched within the empirical fragment size (200 to 800 nucleotides; Additional file [1](#S1){ref-type="supplementary-material"}: Figure S1) of the aligned position for a best match (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S2A). For this best-match search, we allowed up to 6 mismatches (that is, we required ≥30 nucleotide perfect match) and found that approximately 50% of initially unaligned reads could now be mapped to the genome (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S2B). This strategy dramatically increased the number of densely polymorphic regions we identified (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S2C).

After aligning reads to the reference, we tabulated the number of counts for each base (that is, A,T,G,C) at each position across the genome (Figure [1](#F1){ref-type="fig"}D, top). Next, at each position we calculated the max-to-sum ratio, which is the maximum number of counts among the four bases divided by the sum of all counts (Figure [1](#F1){ref-type="fig"}D, bottom). Non-polymorphic positions are characterized by max-to-sum ratios near 1.0, whereas a typical SNP should have a max-to-sum ratio of approximately 0.5, assuming that the two homologs are sequenced comparably. Empirical data generated from the wild-type strain supported the use of the max-to-sum ratio in SNP identification: in a histogram of max-to-sum ratios for each position across chromosome 5, there was clear separation between the approximately 99.5% of positions that were non-polymorphic with max-to-sum ratios in excess of 0.9 (Figure [1](#F1){ref-type="fig"}E) and the approximately 0.5% with max-to-sum ratios near 0.5 (Figure [1](#F1){ref-type="fig"}E). To confirm that the peak near 0.5 was composed of heterozygous SNPs, we compiled a similar histogram for data from the '5AA' strain, which is homozygous for chromosome 5 and found that the peak near 0.5 disappeared (Figure [1](#F1){ref-type="fig"}F).

Regions of unexpected homozygosity enhanced our SNP-identification procedure. Our initial strategy (Figure [1](#F1){ref-type="fig"}B) assumed that the only homozygous regions in our panel of strains were the chromosomes selected to be homozygous. Indeed, when we compared the number of SNPs per chromosome identified in wild type versus each of the selected strains, we found that the chromosomes selected to be homozygous had very low SNP numbers (Figure [2](#F2){ref-type="fig"}A, dark-green shading on diagonal). However, we also observed considerably lower SNP density on chromosomes in many other strains (Figure [2](#F2){ref-type="fig"}A, off-diagonal green shading). When we looked further at the density of homozygosity as a function of position along the chromosome (Figure [2](#F2){ref-type="fig"}B), it became clear that many strains were homozygous not only for the selected chromosome, but also for other entire chromosomes, or megabase-scale segments of chromosomes. Appropriately specifying these unexpected regions of homozygosity - rather than simply implementing our strategy from Figure [1](#F1){ref-type="fig"}B - both avoided corruption of our SNP-finding signal in ostensibly heterozygous regions and enhanced our ability to resolve SNP phasing in homozygous regions.

![**Pooling reads across heterozygous and homozygous regions clearly identified SNPs. (A)** For each homozygous strain independently, the number of positions with max-to-sum ratio \<0.7 were considered 'putative SNPs'; the total number of putative SNPs on each chromosome was called SNPs~*homo*~, and this number was divided by the corresponding value for wild type; to avoid confusion, the plotted number is the minimum of this quotient and 100%. **(B)** Putative SNP locations were identified in the wild-type strain, and the corresponding positions in homozygous strains were investigated for SNP status: if a putative SNP position from wild type was not a SNP in the indicated strain, it was shaded green (or pink, depending on the allele), whereas if both were SNPs, the latter was shaded white. **(C)** Scatterplot of max-to-sum ratios in heterozygous and homozygous regions for every position in the genome. Histograms at top and right show the distribution of data on each perpendicular axis as indicated, with bars in linear space and lines in log space. **(D)** The number of unphased SNPs in non-overlapping 50 kb windows tiled across the genome, with telomere and centromere locations as indicated.](gb-2013-14-9-r97-2){#F2}

The length-scale of our phasing results is on the order of whole chromosomes. Interestingly, for the entirety of chromosome 5 and nearly a megabase of chromosome 3, at least one strain was homozygous for the opposite homolog as the other(s) (Figure [2](#F2){ref-type="fig"}B, pink shading). In fact, for the entire length of chromosome 5, the '5AA' and '7AA' strains report perfectly opposed SNP phasing - for example, where the heterozygous data indicate an A/C SNP, the '5AA' and '7AA' strains report exclusively A and C, respectively. The absence of observing the opposite homolog for other chromosomes (for example, 2, 6, 7, R, and so on) is consistent with other reports suggesting that the opposite homologs contain recessive lethal mutations \[[@B14]\]. The fact that we did not observe frequent phase switching (that is, short spans of adjacent pink and green stretches) across chromosomes homozygous in multiple strains (for example, first half of chromosome 2) also suggests that the phasing persists for whole chromosomes and is not interrupted by random intermixing between homologs.

Across the whole genome, we identified a total of 69,688 SNPs and were able to phase 94.4% of them. After separately pooling homozygous and heterozygous counts at each position based on Figure [2](#F2){ref-type="fig"}B, we made a scatterplot of max-to-sum ratios (Figure [2](#F2){ref-type="fig"}C). For each base, we measured the Euclidean distance in max-to-sum ratio units from the lower-right corner (that is, *\[1.0,0.5\]*). Positions with distance \<0.195 - where the marginal true- and false-positive rates are equal (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S3) - were called phased SNPs. Positions outside of this boundary but with heterozygous max-to-sum ratio \<0.695 were called unphased SNPs. We found that unphased SNPs were primarily confined to telomeric and centromeric regions (Figure [2](#F2){ref-type="fig"}D), consistent with high repeat density in these locations, which would compromise read alignment.

Our study appreciably revises and expands the number of SNPs in the laboratory standard *C. albicans* SC5314 strain. We succeeded in mapping 98.25% (54,858) of the previously identified SNP positions from the contig-based coordinates of Assembly 19 into the chromosomes of Assembly 21. Of these, 75% (41,298) were corroborated and phased in this study. The average heterozygous max-to-sum ratio of the remaining 25% that were not confirmed as SNPs was 0.92, strongly suggesting that these positions are not polymorphic but were perhaps misidentified as such due to the lower coverage of previous assemblies. The 69,688 total SNPs we identified here thus represent an increase of nearly 69% (69,688/41,298 \~ 1.69) in the number of known SNPs.

An independent test of phasing fidelity confirms our results. Since paired-end fragments necessarily originate from a contiguous DNA molecule, they are properly phased by definition. Thus, we assessed the validity of our phasing method - which treats each nucleotide position independently of all others - by determining the consistency in phasing across all SNP positions included in the 72 nucleotides (2 ends × 36 nucleotides/end = 72 nucleotides) sequenced in each set of paired-end reads. We found that 94% of SNPs were part of a paired-end molecule in which both ends had SNPs, suggesting that this assay to compare phasing at opposing paired ends was nearly exhaustive. Of these, 99.8% of SNPs were consistently phased between the two paired ends. Further, the molecules with phasing disparity between the two ends were highly localized in a few positions in the genome, nearly all corresponding to adhesion genes of the ALS family (for example, *ALS2*, *ALS4*, and *ALS9*), which are largely identical but divergent enough to complicate read-mapping and SNP resolution \[[@B20]\].

SNP phasing facilitates detection of allele-specific effects
------------------------------------------------------------

SNP phasing increases the precision with which allele-specific phenomena, such as allele-specific messenger RNA expression, can be measured. Using an RNA-seq dataset generated from the wild-type SC5314 strain grown in rich media \[[@B21]\], we mapped reads to our phased genome assembly. Reads that overlapped SNP positions were further interrogated to determine whether the SNP base corresponded to the A or B allele. The number of SNP-containing reads across the entire gene was summed based on their allelic origin, and the two allele-specific sums were compared. A representative gene, orf19.238, displaying a nearly two-fold allele-specific bias is shown in Figure [3](#F3){ref-type="fig"}A. There are eight distinct SNP windows across orf19.238, and the number of B-specific reads exceeds the A-specific reads across every SNP window (Figure [3](#F3){ref-type="fig"}A, top). This corroboration of bias across multiple SNPs in the same gene is a critical tool in assessing allele-specific effects \[[@B22]-[@B24]\] and was one of our primary motivations for increasing the phasing resolution over previous efforts \[[@B18]\]. In total, SNP-containing reads mapped to 427 different nucleotide positions across the gene, and since extreme count values at single positions could dominate the allele-specific signal, we used bootstrapping to determine a confidence interval in the fold-change measurement. In each of 10,000 simulations, we calculated the fold change of allele bias using counts from 427 positions selected randomly and with replacement from the empirical set of SNP-containing positions. This bootstrap analysis suggests that the fold-change difference is almost certainly in excess of 40% (Figure [3](#F3){ref-type="fig"}B) and is most likely 77% (2^0.82^ = 1.77).

![**Allele-specific bias in transcription is evident from pooling reads across phased SNPs. (A**, **C)** orf19.238 **(A)** and orf19.3556 **(C)** have 8 and 11 non-overlapping regions, respectively, where RNA-seq reads include SNPs and can be attributed to either allele A in purple, or allele B in green. The bar graphs at top quantify the number of reads per SNP region, with the line graph at bottom indicating read density in a 20 nucleotide sliding window across each region. The density of reads lacking SNP information is indicated in gray. For visual clarity, the x-axis is nonlinear, such that SNP regions show data at every nucleotide, and non-SNP regions show data every 10 nucleotides. **(B**, **D)** Allele-specific biases for orf19.238 **(B)** and orf19.3556 **(D)**, where histograms reflect the results from 10,000 bootstrap iterations. **(D)** The gray histogram shows how randomly permuting the phasing masks allele-specific bias, and the 'max phasing' line indicates the bias calculated if the maximum and minimum values for each bar in the top of **(C)** were attributed to allele B and allele A, respectively.](gb-2013-14-9-r97-3){#F3}

By pooling reads across many SNPs, small but significant allele-specific biases are detectable. There are 11 SNP windows across orf19.3556, and summing reads across SNP windows indicates a 30% bias in expression of the B allele over the A allele (Figure [3](#F3){ref-type="fig"}C), with the entirety of the bootstrap distribution above zero fold change (Figure [3](#F3){ref-type="fig"}D). Bias toward the B allele is evident across seven of the SNP windows but not all: if allele-specific expression were calculated by pooling the maximum and minimum read counts, respectively, across all SNP windows, the result would overestimate the true allelic bias by almost 50% (Figure [3](#F3){ref-type="fig"}D, red line). As expected, in the absence of phasing information (Figure [3](#F3){ref-type="fig"}D, gray histogram) there is no allelic bias. Thus, the phased genome enables highly sensitive and accurate determination of allele-specific effects.

In addition to their utility in detecting allele-specific expression, certain SNPs can also cause allele-specific effects themselves. For instance, 198 alleles have premature termination codons (PTCs) relative to their partner alleles (see Additional file [2](#S2){ref-type="supplementary-material"} for gene-by-gene characteristics in the phased assembly). PTCs are concentrated near the 5′ and 3′ ends of the coding sequence (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S4), perhaps since alleles of intermediate length could yield dominant-negative proteins that confer a selective disadvantage. Since PTCs can elicit nonsense-mediated decay (NMD) \[[@B25]\], we investigated whether alleles with PTCs were less abundant in the RNA-seq dataset \[[@B21]\] than their counterpart alleles. Based on strict criteria (see Methods), we compiled a list of NMD-candidate genes and found that 73% (16/22) had an allelic expression bias of 20% or greater, and 75% (12/16) of those with a bias had fewer reads from the PTC-containing allele than from the allele without a PTC (Additional file [1](#S1){ref-type="supplementary-material"}: Table S1). These data are consistent with NMD, though further experiments would be required to establish this link conclusively.

Indels accumulate in the repeat sequences of promoters
------------------------------------------------------

We identified and phased 6,103 short indels in the *C. albicans* genome. All reads that failed to align to the reference using software that disallowed gaps were later re-aligned using gap-permitting software (see Methods). We tabulated the gap positions into a genome-wide histogram, identifying thousands of putative indel positions in the genome, many with hundreds of reads supporting an indel (Figure [4](#F4){ref-type="fig"}A). As with SNPs, we separately considered reads from homozygous and heterozygous regions, designating reads as 'reference' if they matched the reference allele in Assembly 21 and 'indel' if they contained a gap relative to the reference. Our expectation was that a true indel should satisfy the following criteria: (1) have a max-to-sum ratio for reference versus indel counts near 1.0 in homozygous regions and 0.5 in heterozygous regions (Figure [4](#F4){ref-type="fig"}B), and (2) have a high number of reads comparably distributed between the Watson and Crick strands in support of the indel (Figure [4](#F4){ref-type="fig"}C). Since the rectilinear distance from *\[1.0,0.5\]* to each indel's position in the scatter is effectively the sum of two exponentials - one each from the homozygous and heterozygous distributions (Figure [4](#F4){ref-type="fig"}C, top and right histograms) - the histogram of all such distances is well fit by a gamma distribution, with spurious background captured by addition of a Gaussian (Figure [4](#F4){ref-type="fig"}D). The cutoff distance for valid indels was chosen to yield a 5% false discovery rate, giving 6,103 indels in total. As with the phasing of SNPs, we independently validated the phasing of indels by ensuring that there was phasing coherence between paired-end reads where one end had an indel and the other had at least one indel or SNP.

![**Indels are enriched in repeat sequences upstream of genes. (A)** Close-up of 10 kb region of chromosome 1 containing several positions where hundreds of reads deviate from the reference in support of an indel. **(B)** Expected values for max-to-sum ratios of 'reference' and 'indel' reads in heterozygous and homozygous regions. **(C)** Scatterplot of max-to-sum ratios in heterozygous and homozygous regions for every putative indel in the genome. Histograms at top and right show the distribution of data on each perpendicular axis as indicated. The color of each point is based on the legend, where W and C indicate reads from the Watson and Crick strands, respectively. **(D)** The cutoff for indel designation, indicated in red, has a 5% false discovery rate (FDR), based on fitting the sum of gamma and Gaussian distributions, which reflect the true and false indels, respectively. The histogram in green considered only points with homozygous max-to-sum ratios \<1.0 and rectilinear distances of 0.6 or less from the point *\[1.0,0.5\]*. **(E)** Indel density as a function of indel size and distance from the start codon. Density values were normalized to account for the fact that not all coding or intergenic regions span 1,000 nucleotides. **(F)** Indels are strongly enriched in repeat sequences. **(G)** Indels are not a sequencing artifact. The average size reported by all reads supporting an indel was calculated and then compiled into a histogram representing all indels. Random sequencing errors would have yielded density at non-integer values and, more importantly, around zero.](gb-2013-14-9-r97-4){#F4}

Indels are not uniformly distributed across the genome and have a strong bias for repeat sequences. As expected, indels of size ±1 and ±2 are largely excluded from coding regions (Figure [4](#F4){ref-type="fig"}E), since these would disrupt the polypeptide reading frame. The same is not true of ±3 indels, which are only slightly depleted in coding versus noncoding regions. Strikingly, however, we observed strong enrichment for ±1 and ±2 indels in the first several hundred bases immediately upstream of coding regions, consistent with a higher rate of indels occurring in the regulatory regions of genes. In eukaryotes, these regulatory regions are populated with repeat sequences that help to exclude nucleosomes \[[@B26],[@B27]\]. Consistent with other reports \[[@B28],[@B29]\], we found that indels are highly enriched in repeat sequences (Figure [4](#F4){ref-type="fig"}F), which act as the substrate for nearly 70% of all indels identified.

Since indels in the repeats of promoters could affect gene expression via their role in nucleosome positioning, we tested whether indel density in the promoter correlated with allelic bias from the RNA-seq data \[[@B21]\], but we found no relationship. Two related factors could explain this lack of correlation: (1) short changes in repeat length (for example, the one-nucleotide and two-nucleotide indels that predominate in the *C. albicans* genome) are expected to yield minor expression effects (\<20%) based on fluorescence reporter systems that isolated their relative contribution \[[@B27]\], and (2) rather than being isolated, the effect of indels in our assay for allelic bias is instead convolved with the allelic bias imparted by SNPs, which are required to detect allele-specific expression from RNA-seq data in the first place.

The indels identified were not artifacts of systematic errors in the sequencing of repeats. We plotted the average indel length reported by all reads at each validated indel position and summarized the results in a histogram (Figure [4](#F4){ref-type="fig"}G). If random errors in repeat-sequence length accounted for the observed indels, then we would expect a broad normal distribution centered at each integer value (with a peak also at length zero). However, we observed sharp peaks like delta functions at each integer, indicating that the hundreds of individual reads typically revealing each indel frequently all report the same indel length, supporting the validity of our indel identification.

Indels cluster along the genome, especially near replication origins
--------------------------------------------------------------------

Indels are not uniformly distributed throughout the genome. This clustering of indels is conspicuous in a genome-wide string indicating indel positions with an 'X' and each likely indel substrate (that is, mono-, di-, and tri-nucleotide repeats of length 8+) with a dash ('--' in Figure [5](#F5){ref-type="fig"}A). If 'X' positions were randomly scattered throughout this binary string, the separation of indels - measured in '--' units - would be exponential, but we instead observed a kinked exponential curve (Figure [5](#F5){ref-type="fig"}B). To identify indel-dense regions systematically, we implemented a simple two-state hidden Markov model ('HMM'; Figure [5](#F5){ref-type="fig"}C(i)), where the probability of indels in 'dense' regions is three times that in 'sparse' spans. We selected the HMM parameters such that indel spacing within dense regions was exponential (Figure [5](#F5){ref-type="fig"}B inset), suggesting that there are not additional levels of clustering in 'dense' regions that the HMM fails to capture. Surprisingly, 93% of indels are in 'dense' spans, yet the collective length of these spans comprises only 45% of the genome (Figure [5](#F5){ref-type="fig"}C(ii)). While the indel-dense regions contain nearly 50% more SNPs and repeat sequences than sparse regions, indels in dense regions outnumber those in sparse regions by more than five-fold. Based on the increased indel propensity we observed in regulatory regions (Figure [4](#F4){ref-type="fig"}E), we postulated that dense regions may disproportionately include regulatory regions. However, dense and sparse regions contained comparable levels of coding bases (and, by proxy, their adjacent regulatory DNA; Figure [5](#F5){ref-type="fig"}D). The amount of coding DNA would be a bad proxy for regulatory DNA if indel-dense spans were so short that they separated regulatory regions from their coding DNA, but we found that indel-dense spans were approximately 8.5 kb on average and often \>20 kb (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S5), thereby including many genes and their coupled regulatory elements.

![**Indels are clustered throughout the genome. (A)** A representative multikilobase span, where 'X' indicates an indel and dashes signify non-polymorphic repeat sequences. **(B)** The number of '--' characters between each indel ('X') was counted across the genome and compiled into a histogram in purple. In gray, the exponential distribution expected based on the observed indel probability and assuming random dispersion of indels. Inset: the analogous plot for 'dense' regions identified by the hidden Markov model (HMM). **(C)** (i) Schematic of the HMM used to distinguish indel-dense from indel-sparse regions. (ii) Fractional share of total indels (left) and number of bases in the genome (right) present in 'dense' (blue) and 'sparse' (red) regions. **(D)** Relative enrichment of three different sequence features between 'dense' and 'sparse' regions. Error bars indicate ±S.E.M. across regions, propagated through division. **(E)** The indel concentration, measured as indels-per-repeat sequence, in 7.5 kb windows centered at replication origins was calculated as a function of replication-origin offset (that is, 0 kb is the native origin location). Step size is 1 kb, and the average value across three adjacent windows is plotted. **(F)** The total number of repeat sequences present in non-overlapping 1 kb windows centered at replication origins.](gb-2013-14-9-r97-5){#F5}

Indels and their substrates (that is, repeat sequences) are enriched near replication origins. We measured indel density in 7.5 kb windows surrounding the 142 high-confidence replication origins mapped across the *C. albicans* genome \[[@B30]\] (Figure [5](#F5){ref-type="fig"}E). Indel density peaked at the native origin locations but fell nearly 10% when the origin positions were offset *in silico*. Interestingly, the density of repeat sequences also peaks near replication origins and decays to baseline levels within a few kilobases (Figure [5](#F5){ref-type="fig"}F). Indeed, the rate of indels per repeat sequence is approximately 20% irrespective of replication-origin proximity, suggesting that the peak in indel density is largely a result of high repeat-sequence density. However, since repeats themselves can arise from serial insertions throughout evolution, the interplay between indels and repeats at replication origins is likely complex.

A one-parameter model predicts repeat sequence abundance from indel rate
------------------------------------------------------------------------

We further explored the relationship between indels and repeat sequences by investigating the correspondence between the indel rate and the abundance of repeat sequences throughout the genome. We plotted the indel rate as a function of repeat length and noticed a dramatic increase when the repeat contains between five and seven units, reaching a maximum within three to five additional repeat units (Figure [6](#F6){ref-type="fig"}A). A sharp change in slope near five to seven repeat units was also evident in the log-abundance of genomic repeat sequences as a function of length (Figure [6](#F6){ref-type="fig"}B-D, gray traces). The fact that the plots of both the indel rate and repeat-sequence abundance have dramatic changes at similar repeat lengths suggested that a direct causative relationship exists between the two quantities. Since the traces of repeat-unit abundance appeared to be locally linear in logarithmic space, we envisioned a simple multiplicative model for repeat abundance based on the indel rate:

$$R_{n} = R_{1}\mspace{9mu}*{\prod\limits_{i = 1}^{n - 1}\left\lbrack {p\left( R \right) + \alpha\mspace{9mu}*I_{R}\left( n \right)} \right\rbrack}$$

where *R*~*n*~ is the number of repeats of length *n* across the genome, *p(R)* is the probability of a single repeat unit (for example, the frequency of adenine nucleotides in the genome), *I*~*R*~*(n)* is the observed indel rate for repeats of length *n*, and *α* is a scalar multiplier of the indel rate. For short repeats, indels are rare (*I*~*R*~*(n)* \~ 0), so the model predicts that the number of repeats is unbiased, dominated simply by the random probability of incorporating a single repeat unit, *p(R)*. However, once the indel rate rises, it modulates the probability of adding more repeat units: for positive values of *α*, longer repeats are more favored than random, as we observed in *C. albicans*.

![**One-parameter model reveals strong relationship between indel rate and repeat-sequence abundance. (A)** Indel rate as a function of repeat length is plotted, with coloring indicating the inserted or deleted nucleotides as shown in the legend. Repeat length is the average of the 'reference' and 'indel' read lengths; thus, for single-base indels, repeat length is '*x*.5' for integer values of *x*. **(B**-**E)** Gray dotted lines show repeat-sequence abundance as a function of length for A:T homopolymers **(B**, **E)** G:C homopolymers **(C)**, and AT:TA dyad-repeats **(D)**. The colored lines show the lowest-error model fit based on the indel rates in **(A)**, with error and *α* values specified. To prevent overfitting at low repeat-length values, error is calculated as the average squared deviation in log space, not linear space. **(F)** Abundance of A:T homopolymers as a function of length in various indicated organisms. A histogram was generated for each species independently; to facilitate comparisons among species, the data were then normalized such that the abundance at length 3 is 1.0 and then scaled - to adjust for differences in genomic A:T content - such that the abundance at length 6 is 0.75. The dashed line indicates where *α* = 0.](gb-2013-14-9-r97-6){#F6}

This one-parameter model fits well with the data when the indel rate specifies single-unit changes. For instance, the model matches well to the abundance of homopolymers consisting of As or Ts when *I*~*R*~*(n)* was the indel rate for single units (Figure [6](#F6){ref-type="fig"}A, B, blue trace). The same was true for homopolymers of G and C (Figure [6](#F6){ref-type="fig"}C), though the model is not limited to homopolymers, since it corresponds well to the abundance of dyad repeats (for example, 'ATATATATAT') when *I*~*R*~*(n)* was the indel rate for AT or TA dyads (purple trace, Figure [6](#F6){ref-type="fig"}A, D). Each fit had a different value of *α*, though all were positive and of a similar order of magnitude, ranging from 1.8 to 4.5. The assumption of single-unit changes was an important feature of the model, since there was no value of *α* such that the indel rate for two-unit changes (for example, 'AA' or 'TT'; Figure [6](#F6){ref-type="fig"}A, yellow trace) led to a good model fit (Figure [6](#F6){ref-type="fig"}E). Collectively, our model is consistent with the overabundance of long repeats in the genome arising from single-unit plasticity that is ultimately biased toward insertions over deletions (that is, positive *α*). Strikingly, positive *α* values are common across a broad range of species, but only in eukaryotes, not in prokaryotes (Figure [6](#F6){ref-type="fig"}F; see Discussion).

Discussion
==========

Here we report the assembly of a completely phased diploid genome sequence for the standard *C. albicans* laboratory reference strain. We extensively revised the number of SNPs from prior assemblies \[[@B16],[@B17]\], in total phasing 65,787 SNPs resulting in a nearly two-fold improvement in haplotype resolution over array-based efforts \[[@B18]\]. This increase in phasing resolution facilitates the detection of allele-specific phenomena by allowing comparison of allele-specific reads across multiple SNPs and subsequent pooling of the signal. Finally, we additionally identified and phased 6,103 short indels, finding that their distribution throughout the genome is significantly non-uniform.

A fully phased diploid genome for a unicellular model organism like *C. albicans* has the potential to greatly advance our ability to identify sequence determinants underlying various cellular phenomena involving nucleic acids (for example, nucleosome positioning, expression levels, secondary structure, and so on). Such determinants can be elucidated because measuring differences between thousands of allelic pairs provides a broad scope of sequence variants while simultaneously facilitating the attribution of expression differences to particular sequence features. In other words, since each allelic pair has only a few polymorphisms, phenomenological deviations between alleles can be more easily attributed to specific sequence features than is possible when comparing totally different genes. Due to the technical difficulties associated with mapping haplotypes, allele-specific measurements have predominantly relied on inbred strains or unnatural hybrid diploid organisms, where viable haploids could be sequenced prior to hybrid construction such that the respective haplotypes were known \[[@B22],[@B31]-[@B33]\]. Since *C. albicans* is a natural organism that is almost exclusively diploid and frequently heterozygous, its alleles may have evolved complex and physiologically relevant interactions that would not have developed in a multi-species hybrid or highly inbred population.

We found that indels are spatially clustered throughout the genome, with nearly 93% of indels in multikilobase spans that collectively comprise only 45% of the genome. In that both indel-dense and indel-sparse regions contain a similar level of coding sequence, it seems unlikely that the disparity in indels arises from gross differences in sequence context (for example, coding sequences versus telomeres). We speculate that these spans could result from regions undergoing loss-of-heterozygosity (LOH) events, which are frequently observed in *C. albicans*; however, such events typically involve whole chromosomes (or, at the very least, large chromosomal regions), and it thus remains unclear whether there is an alternative LOH mechanism that occurs on a shorter length scale that can effectively erase indels through homozygosis.

The subtle increase in indel and repeat-sequence density that we observe near replication origins poses an interesting conundrum. In particular, it is not actually clear whether indels are favored near replication origins over an evolutionary timescale. At first, it seems that there are simply more indels near origins because there are also more repeats, arguing that indels have no higher propensity to occur near origins than elsewhere. However, since indels may be the driving force behind the creation of repeats in the first place - a possibility reinforced by our one-parameter model - indels may indeed be more likely near origins. For instance, one could imagine that a DNA polymerase prone to introducing indels is not as processive as ordinary polymerases, thus leading to an indel bias (and potentially a repeat bias) near origins. Ultimately, it is nontrivial to resolve this problem since the LOH events that occur in *C. albicans* erase indels but preserve repeats.

Due to their role in positioning nucleosomes and relevance to human disease, long repeats in eukaryotic genomes have been the topic of many experimental and quantitative modeling studies \[[@B26],[@B29],[@B34]-[@B36]\]. Here we find that a very simple model based on the indel rate for single repeat units can predict the abundance of repeats across the *C. albicans* genome. Though we cannot exclude the possibility that this correspondence is purely coincidental, it seems unlikely that one of the few mechanisms that locally alters the length of DNA (that is, indels) is not involved in the generation of DNA sequences whose length is the chief determinant of their function (that is, repeats). A causative relationship is further supported by the correlation between sharp increases in the indel rate and marked increases in repeat abundance for both homopolymers and dyad repeats.

Interestingly, repeat abundance in nearly all eukaryotes we investigated (including *C. albicans* and *Saccharomyces cerevisiae*) suggests that the net effect of indels is to lengthen repeats (that is, the indel-rate multiplier *α* is positive) (Figure [6](#F6){ref-type="fig"}F). The simplest explanation of this observation is that insertions occur more frequently than deletions. However, at least in *S. cerevisiae*, where the balance between insertions and deletions has been explored directly \[[@B28],[@B29],[@B37]\], deletions far outnumber insertions over laboratory timescales. It is likely that the difference in timescales explains this paradox: the observed evolutionary bias is a convolution of both mechanistic forces in the short term and selective biases in the long term; thus, while deletions may occur more frequently than insertions, selection could favor insertions, leading to their preferential fixation over time. It is also possible that the selective force stems largely from nucleosome positioning, since the prokaryotes we explored lack both nucleosomes and, critically, an overabundance of long repeats (Figure [6](#F6){ref-type="fig"}F). In fact, the *Escherichia coli* and *Synechococcus elongatus* genomes have far fewer long repeats than expected by chance (that is, they have negative *α* values; Figure [6](#F6){ref-type="fig"}F), consistent with a mechanistic bias toward deletions that is not countered by an opposing selective bias toward insertions. Further insight into the molecular determinants of the sign and magnitude of *α* may be gained by analyzing *Candida guilliermondii*, which is the only organism we found with *α* near zero. Since the *Candida* species other than *C. albicans* in Figure [6](#F6){ref-type="fig"}F were all sequenced by the same institute \[[@B15]\], we do not expect that the observation of *α* \~ 0 for *C. guilliermondii* is an artifact of the sequencing platform. The next two nearest neighbors in the *Candida* phylogeny - *Debaryomyces hansenii* and *Candida lusitaniae* - may be additionally informative, as they have progressively higher *α* values, with *α* in *D. hansenii* slightly below the range of *α* values in other eukaryotes and *α* in *C. lusitaniae* within the range.

Conclusions
===========

We have shown that the fully phased *C. albicans* genome reveals phenomena that are both expected, such as allele-specific expression, and unexpected, such as indel clustering. We anticipate that the higher degree of genomic resolution provided here will empower not only future researchers of this important model organism, but also those who study allele-specific traits and expression characteristics more generally.

Methods
=======

Strains
-------

In addition to the SC5314 wild-type strain, the following homozygosed strains - all from \[[@B38]\] and generously provided by Judith Berman - were sequenced: AF9318-1 (1AA), AF3990 (2AA), RBY_10-10 (3AA), RBY_E-6 (4AA), AF4448_SC5314_MTLa (5AA), RBY10-12 (6AA), RBY_9-3sm (7AA), YJB10699 (RAA), and YJB10698 (RBB). Sequencing and SNP detection on the ostensibly 'RBB' strain revealed that it was not, in fact, homozygous for the B homolog of chromosome R (Figure [2](#F2){ref-type="fig"}A, B); nonetheless, the extra sequencing information from this strain enhanced polymorphism identification.

Library preparation and sequencing
----------------------------------

Genomic DNA was prepared from saturated overnight cultures from single colonies grown in YPD. Cell pellets were ruptured by vortexing with glass beads; DNA was extracted using phenol/chloroform/isoamylalcohol (25:24:1) and then precipitated in isopropanol and sodium acetate. After ethanol washing, DNA was resuspended in TE + RNase. Library construction methods were previously described \[[@B39]\]. Libraries were sequenced with a 36 nucleotide paired-end kit on an Illumina Genome Analyzer IIx.

Read alignment
--------------

For SNP identification, reads were mapped to the Assembly 21 reference genome using Bowtie (v1.0) \[[@B19]\], allowing up to three mismatches. Reads that failed to align using Bowtie were subsequently reprocessed using custom scripts written in PHP. Specifically, a localized best-match alignment was performed on unaligned reads with a paired-end read that aligned correctly (Additional file [1](#S1){ref-type="supplementary-material"}: Figure S2A). The localized alignment on the unaligned read was performed at all offsets within a window 200 to 800 bases away from the correctly aligned position of the paired end. If the unaligned read matched at least 30 bases (that is, no more than 6 mismatches) at a single offset and did not match more than 18 bases at any other offset in the window, then the read was designated as having aligned at the given offset. For indel identification, the reads that failed to align using both Bowtie and the window strategy described above were remapped using BWA (v0.5.9-r16) \[[@B40]\]. Raw sequencing data are available from the NIH SRA (BioProject SRP022363).

Allele-specific expression analysis
-----------------------------------

Reads from \[[@B21]\] - accession number SRA020929, runs SRR060102, SRR060124, SRR060125, SRR060126, SRR060099, SRR060100, SRR060101, SRR064145, and SRR064146 - were mapped to the phased genome assembly (see Additional files [3](#S3){ref-type="supplementary-material"} and [4](#S4){ref-type="supplementary-material"} for FASTA files) using Bowtie and allowing three mismatches. Custom software written in C parsed the alignment file, finding reads that contained SNPs and designating them based on whether they mapped to the A or B allele. Reads that mapped within 100 nucleotides upstream of a gene's start codon and 100 nucleotides downstream of its stop codon were attributed to that gene (see Additional file [2](#S2){ref-type="supplementary-material"} for allele-specific expression counts for all alleles). Candidates for NMD analysis were selected based on the following criteria: (1) to avoid potential gene-start annotation errors at the 5′ end, the length of the shorter allele must be at least 20% of the longer allele; (2) to ensure that the downstream sequence elements that help to elicit NMD \[[@B41]\] are present, the length of the shorter allele must be less than 80% of the length of the longer allele; (3) to ensure that both alleles are expressed, each must have at least five allele-specific reads in the RNA-seq dataset; (4) to exclude dubious ORFs from assembly 21, the reading frame must start with ATG or a near-cognate start codon (for example, AGG, ACG, and so on).

Hidden Markov model
-------------------

The two-state HMM (Figure [5](#F5){ref-type="fig"}) was fit using an implementation of the Viterbi algorithm \[[@B42]\] in Python.

Abbreviations
=============

HMM: Hidden Markov model; indel: Insertion/deletion; LOH: Loss-of-heterozygosity; NMD: Nonsense-mediated decay; ORF: Open reading frame; PTC: Premature termination codon; SNP: Single-nucleotide polymorphism.
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