Bacteriophages use a variety of strategies to secure their continued existence and proliferation. Most prominently, virulent phages are purely lytic, whereas temperate phages are capable of choosing between lytic or lysogenic developmental paths. Here we apply game-theoretic bet-hedging strategy described by Kelly to derive the optimal fraction of phage population that should enter the relative safety of the lysogenic state. We introduce the concept of a "well-temperate" phage, whose optimized strategy results in the best long-term growth rate. We find that this strategy prescribes lysogenization frequency equal to the probability that lysis fails to give subsequent proliferation. We also predict sharp transitions between optimal virulent, temperate, and dormant (purely lysogenic) strategies as a function of environmental, ecological, and biophysical parameters of the system. Virulent strategy works best for phages with stable capsids, large diversity of hosts, and access to multiple independent environments reachable by diffusion. Conversely, temperate or dormant strategies are favored when the environment is subject to frequent and severe temporal fluctuations. Finally, we derive the fitness advantage of the temperate over virulent strategy in terms of a relative information entropy.
Introduction
Bacteria and their predators, bacteriophages [1, 2] , are the most abundant and dynamic part of the biosphere [3, 4] . Phages lead a risky lifestyle [5, 6, 7, 8] and as a consequence local populations of individual phage species routinely experience extreme fluctuations caused by changes in availability of hosts capable of supporting lytic development of the phage [10, 9] . In real ecosystems these fluctuations may be caused e.g. by the lack of nutrients for hosts, development of host resistance, and interference from competing phages or other bacterial predators.
Phages deal with challenges using a variety of strategies [5, 6, 8] . One popular strategy adopted by virulent phages is to always kill and lyse their host resulting in release of 100-1000 progeny phages [1] . The viability of such purely lytic lifestyle is critically dependent on phages ability to reach susceptible hosts [5, 11, 12, 13, 10, 14, 15] because free phage particles have a finite lifetime [14] . In contrast, temperate phages following the infection of a bacterium can opt for transition to the lysogenic state where the future fate of the incorporated prophage is aligned with its host bacterium [2, 16, 7] . Some phages choose an intermediate path, not killing bacteria but constantly producing new phage particles at an ongoing recurrent cost for the growth of the host [17] . Yet other infectious agents acts as plasmids or episomes [18, 19] that never venture outside their hosts and are transmitted from bacterium to bacterium by conjugation. Campbell [5] considered viability of the purely lytic strategy, noting that it was sustainable only when the host was the fastest growing bacteria in the local environment. Thus, any changes in the environment affecting the ranking of fast growing bacteria will likely impact local success of the lytic strategy.
Lysogenic state of temperate phages allows them to weather out severe downturns in environmental conditions. However it comes at a cost of reducing the size of the fast growing lytic subpopulation. It is hence plausible that temperate phages should try to optimize the ratio of their population in lytic and lysogenic states in order to achieve the maximal long-term growth rate. To quantify this process we consider a local phage population living in a fluctuating environment characterized by sudden unpredictable downturns, a scenario inspired by the classical paper by Kelly [20] on application of information theory to gambling. Like gamblers [20] or financial investors [21] phages must decided what part of their population "capital" to allocate to a "risky" lytic state with the potential of growth but also subject to a significant risk of collapse. The rest of the population "capital" will be allocated to a relatively safe lysogenic state. Here we aim to quantify the parameters of the optimal or "well-temperate" phage strategy and compare its pros and cons to a purely virulent strategy using the simple bet-hedging calculation developed by Kelly [20] . Our analysis goes beyond optimization of the outcome of infection by an individual phage, and instead considers the optimal strategy on the scale of the local population of a given species of phage. This basic shift from individual to group optimization is necessary to understand stochastic nature of lysis-lysogeny decision making [22] .
The Kelly-optimal frequency of lysogeny Consider a local phage population that grows or declines in fluctuating environmental conditions. The environment is assumed to randomly switch between "good" conditions that favor multiplicative growth of the lytic sub-population and "bad" conditions when lytic subpopulation collapses. Rapid growth during good conditions is quantified by the amplification factor Ω > 1. We assume bad conditions to be transient events of indefinite duration that occur with probability p ≪ 1. Temperate phages in our model have no control over their environment or detailed predictive knowledge of when the environment turns bad. However, they are free to choose what fraction x of their population will be preserved in the lysogenic state.
In the simplest scenario we assume that the lysogenic subpopulation is fully protected from extreme changes in the environment and does not change with time. The lytic subpopulation is invested into a "risky asset" subject to substantial and unpredictable multiplicative fluctuations. The expected value of the (logarithmic) growth rate Λ of the entire phage population in our model is given by
The first term is the logarithmic growth rate under good conditions when the lytic fraction 1 − x is multiplied by Ω, while the lysogenic subpopulation x remains unchanged. The second term is the logarithmic growth rate under bad conditions when only phages in the lysogenic state survive. Later on we will relax our requirement that the entire lytic population has to die off during bad times. The growth rate considered above weights the logarithms of multiplicative growth factors of the entire phage population under two conditions with their respective probabilities of occurrence. Maximization of Λ with respect to x secures the long-term optimal growth rate [20] . This should not be confused with optimization of the expected population growth after only one growth cycle. Such short-term average would always favor purely lytic strategy with x = 0 provided that (1 − p)Ω > 1. The last condition is almost always fulfilled since during "good" times Ω approaches the average burst size which is substantially larger than one offspring per phage. On the other hand, following purely lytic strategy for a long time would almost certainly bring the population to the total collapse. In contrast to its short-term counterpart, the long-term logarithmic growth rate Λ(x) usually reaches its maximum at some x * between 0 and 1. In the economics literature it is referred to as Kellyoptimal investment ratio [20] . It describes the optimal fraction of capital that a prudent long-term investor should keep in relatively safe financial assets such as bonds while investing the rest in more risky assets such as stocks [21] . In our biological interpretation x * corresponds to the optimal fraction of phage population in lysogenic state. At the Kelly-optimum the derivative of Λ with respect to x is equal to zero, which is realized at
We want to highlight the approximation employed in Eq.1, where "bad-times" are treated as singular events of undetermined duration. We employ this approximation because phages are in fact unable to adjust x during bad times. Indeed, for most phages the lysogenic state represents a long term commitment that can be broken only due to rare stochastic fluctuations or as a part of regulated response to excessive DNA damage of the host. In contrast, during good times phages can usually adjust their investment ratio x on a timescale of one generation. Indeed, the good-times growth ratio Ω is usually substantially larger than one, which means that the vast majority of phages were created during the previous time-step. Thus, lysogenization frequency at a given "good" time-step effectively determines the fraction x of the entire lysogenic subpopulation.
As described by Kussell, Leibler and collaborators in their pioneering series of papers [23, 24 ] a clonal population of organisms with two distinct states such as e.g. normal and persistor phenotypes of bacteria [23] can optimize their growth by either adjusting the two rates of stochastic transitions between these states or by actively initiating these transitions in response to changes in the environment perceived by sensory and regulatory subsystems. Phages are known to combine stochastic and regulated strategies for entry and exit from lysogeny in response to a variety of external and internal signals [16, 26] including the strategy of increasing lysogenization frequency [27, 25] in response to reduced burst size for bacteria in starved or stationary state [28, ?, 30]. In this study we do not dwell upon what strategy would work best in keeping the lytic fraction of the population as close as possible to its Kelly-optimal value x * . Instead we concentrate on how x * itself depends on environmental fluctuations. In supplementary materials we show that in the case of stochastic entry to lysogeny the optimal rate of transition from lytic to lysogenic states is r * = x * (Ω − 1)/Ω = p which in fact is in agreement with its value calculated by [23, 24] when Ω >> 1.
Transition between optimal virulent, temperate, and dormant strategies To simplify our calculations, above we assumed that during bad times the lytic phage population is completely eliminated and that lysogenic subpopulation does not grow. Both assumptions can be relaxed by assuming a small but finite multiplicative ratio ω < 1 of resulting in exponential decay of the lytic population during bad times. We also introduce an arbitrary growth ratio λ of the lysogenic subpopulation (equal to the growth rate of their bacterial hosts). Furthermore, we can now distinguish between lysogenic growth for bacteria under good and bad conditions denoted by λg and λ b correspondingly. In this case the logarithmic growth rate of the entire phage population is given by Λ(x) = (1 − p) · log(Ω(1 − x) + λgx) + p · log(ω(1 − x) + λ b x) and the Kelly-optimal lysogenic fraction is:
The important new result is the existence of a finite threshold for transition between purely lytic (virulent) and mixed lytic-lysogenic (temperate) strategies of phages. Assuming (quite realistically) that p ≪ 1, Ω ≫ λg, and ω ≪ λ b one gets x * = p − ω/λ b . Thus purely virulent strategy with x * = 0 would be optimal when the probability of collapse p is smaller than ω/λ b -the relative growth disadvantage of lytic over lysogenic states during bad times:
or rephrased, lysis is superior when probability for disaster (p) is smaller than the probability to be eliminated when the disaster actually occur (ω). On the opposite end of the spectra the growth advantage of the lytic over the lysogenic state under good conditions shrinks as Ω is decreased until it becomes comparable to λg. In this case phages (as smart investors) should allocate progressively larger portion of their population "capital" to the safety of lysogenic state. For pΩ/(Ω − λg) ≥ 1 the Kelly-optimal lysogenic fraction is equal to 1 instructing phages to all but abandon the lytic growth e.g. by transferring their genomes to plasmids. In between these two extremes, for moderate likelihood of bad times p, and substantial lytic growth rate during good times Ω, the temperate strategy will win. A "well-temperate phage" from our title is the one whose lysogenization frequency within the duration of a lytic burst cycle is approximately equal to the likelihood of the lytic population collapse.
The plot of the Kelly-optimal lysogenic fraction x * as a function of the probability p and ω -the severity of population collapse during bad times is shown in Fig. 5 .
Multiple independent environments connected by diffusion favor virulent over temperate phages
The distinction between "good" and "bad" times in our model is somewhat artificial. In a real ecological system phage population can experience a broad spectrum of growth rates Ω. The long-term logarithmic growth rate in this case is given by log(Ω(1 − x) + x) . Here again for simplicity we set the lysogenic growth rates λ = 1. Ω now covers the whole range of conditions from exponential growth (Ω > 1) to exponential collapse (Ω < 1) of the population. In supplementary materials we demonstrate that a unique Kelly-optimal lysogenic fraction 0 < x * < 1 exists if and only if
Here Ω and 1/Ω denote average values of Ω and 1/Ω correspondingly in a fluctuating environmental conditions such that lytic growth ratio Ω at every time interval is independently drawn from some probability distribution. When Ω ≤ 1 there is no growth advantage of being lytic and hence the rational choice for the entire phage population is to go lysogenic: x * = 1. On the other hand, when 1/Ω < 1 the small growth rate during difficult times dominating this average is not bad enough to justify even marginal investment into safety of the lysogenic state. Hence the entire phage population in this case should go lytic: x * = 0. Among other factors the choice between virulent and temperate strategies depends on phages' ability to reach independent, spatially separated environments by the virtue of diffusion. In general fast diffusion favors the virulent strategy. For example, simulations of the model of Ref. [33] show that populations of virulent phages are sustained only at boundaries between different environments. Similarly an investment portfolio consisting of several independently fluctuating assets reduces investor's risk exposure and increases the growth rate of his/her capital [31] . This would diminish the importance of hedging in safe assets at some point making it unnecessary. For phage populations, as diffusion rate and consequently the number of reachable environments increases, hedging in lysogenic state starts becoming redundant and one eventually expects purely lytic (virulent) strategy to win over any temperate strategy. To quantify this common sense prediction we consider the model in which a given environment is connected by diffusion to several other statistically identical environments. Lytic growth rates in each of these environments are assumed to be uncorrelated with each other. We further assume that at every time interval the diffusion transfers a fraction γ ≪ 1 of the phage population to other environments. In the opposite direction diffusion supplements local population with phages transferred from other environments. One can show (see SI for more details) that in the presence of diffusion fluctuating growth rate Ω is replaced byΩ = Ω(1 − γ) + γ Ω which limits the severity of lytic population collapse during bad times to be no worse than γ Ω . Above we assumed that the number of environments is so large that the mean growth rate across all environments is very close to its temporal average Ω . Deviations from this assumption for small number of connected environments will increase importance of hedging in lysogenic state and thus shift competition between optimal strategies away from purely virulent state and towards temperate state. One can show (see SI) that diffusion simply offsets Kelly-optimal lysogenic fraction by γ Ω . For our two-state model (good vs bad times) Kellyoptimal value in the presence of diffusion is approximately given by
Here we assumed ω ≪ 1, p ≪ 1, ω ≪ 1, and γ ≪ 1 and λg = λ b = 1. Fig. 3 shows that the virulent strategy is always optimal for strong enough diffusion constant γ connecting sufficiently large number of environments.
Discussion
Optimal behavior of phages with respect to lytic-lysogenic transition depends on a number of extrinsic and intrinsic parameters such as phages' burst size, host range, availability, and susceptibility, frequency and severity of lytic population collapses upon changes in environmental conditions, and finally phages' ability to diffuse across multiple environments within their lifetime as an infectious particle. The key predictions are: 1) The purely virulent phage strategy is superior when probability of lytic population collapse is small, collapse itself is mild, or when phage particles can stay infectious for a long time (as is the case e.g. for the T1 phage).
2) The temperate phage strategy becomes superior when bad times come more frequently and when lytic sub-population collapse during such times is more severe. Temperate strategy is also favored by the environmental limits imposed on the maximal lytic growth rate. In fact we predict that a "well-temperate" phage should lysogenize with the frequency that is close to the probability of growth environment collapse. Notice that this probability is independent on the duration of each bad time interval. Our analysis also suggests that the transition between optimal temperate and virulent strategies in response to environmental changes is sharp. In contrast to earlier theoretical studies and numerical models that focused on dynamics and sustainability of the virulent [?, 11, 29, ?, 30, 33] and the temperate strategy [30] each by themselves, the focus of study is to compare and contrast them to each other in order to determine which strategy works best in a fluctuating environment.
Our analysis only considered a single optimal lysogenization frequency that does not depend on the environment. This forced the phage population to prepare for the impending catastrophe throughout good growth conditions. In reality, phages collect information about the environment each time they infects a new host. For λ-phages collect information about nutritional state of the host [27, 25] and simultaneous multiplicity infection of other λ-phages [16, 25, 26 ]. This information is subsequently processed by the phage to make lysis-vs-lysogeny decision that is in qualitative agreement with our predictions. That is to say, lysogenization frequency is known to increase for phages infecting starved or multiple-infected hosts which both signal a reduced rate of lytic phage growth.
Last but not least our analysis suggests a simple explanation of why virulent mutants of temperate phages are unsustainable: given that mutant phage has an identical risk profile to its temperate predecessor, a virulent offspring would systematically lose in the long term. In fact we could exactly calculate the fitness advantage s > 0 of the Kelly-optimal strategy over purely virulent strategy by comparing their long-term logarithmic growth rates. For our two-state model one gets a concise expression for s in terms of the relative entropy (Kullback-Leibler divergence SK−L) (similar yet distinct from its previous appearances in Ref. [20] by Kelly and Ref. [24] ) by Kussell and Leibler):
The general expression for q is given in the SI. In the limit of rapid growth during good times, it can be approximately written as the ratio between lytic and lysogenic growth rates during bad times: q = ω λ b
. Kullback-Leibler entropy is the measure of the information lost when q is used to approximate p. Phage's decision to go virulent is optimal provided p is equal to q = ω/λ b . Indeed, in this case Kelly formula gives x * = 0. However, if p is larger than phage's estimate of it must pay the fitness price given by KullbackLeibler information loss formula.
Sustainable transitions between virulent and temperate phages should accordingly be suppressed by the need to mutate both intrinsic parameters affecting lysogenization frequency and the genomic region of the phage responsible for entry into or maintenance of the lysogenic state. Such transition would presumably need multiple simultaneous genomic modifications and therefore should be unlikely. The prediction of strong fitness barrier between virulent and temperate strategies is consistent with the empirical observation that all currently known virulent and temperate phages appear to be evolutionarily unrelated. Supplementary materials: Kelly-optimal ratio for general two-state environmental model. In the general version of the two-state environmental model the longterm logarithm growth rate is given by Λ(
Taking the derivative with respect to x and setting it to 0 results in the following equation for
which can be further simplified to
Grouping the terms with x * on one side one arrives at the following expression for Kelly-optimal lysogenic fraction:
Calculation of lysogenization frequency needed to get Kellyoptimal lysogenic fraction during growth.One way phages can keep the lysogenic fraction of population at or near Kelly-optimal value x * = pΩ/(Ω − 1) is by adjusting the rate r of transition from lytic to lysogenic state of newly infected bacteria. To derive the rate r * corresponding to Kelly-optimal lysogenic fraction we consider (1 − x * )N lytic phages and x * · N lysogenic phages at the beginning of a time interval favorable for growth. At the end of this interval the number of lytic phages will grow to become (1 − r * )Ω(1 − x * )N , while the lysogenic population will expand to include the newly lysogenized phages: x * N + r * Ω(1 − x * )N . In order for the ratio between lytic and lysogenic fraction to remain
The final answer can be also written in an alternative notation if one recalls that the average duration of good conditions tg in our system is given by 1/p. Thus r
It is interesting to note that the same result was been obtained by Kussell and collaborators [23, 24] based on a rather different set of assumptions about environmental time-series.
Kelly-optimal lysogenic ratio for continuous distribution of growth rates. In a discrete-time model where the growth ratio Ω(t) at every time step t is independently drawn from the distribution π(Ω) the long-term logarithmic growth rate is given by
The Kelly-optimal lysogenic ratio x * is determined by solving
Note that the second derivative of Λ(x) equal to
is always negative. The boundary conditions are given by dΛ/dx|x=0 = (1−Ω)/Ω = 1/Ω −1 and dΛ/dx|x=1 = 1− Ω . Thus, as long as 1/Ω − 1 > 0 and 1 − Ω < 0 a unique solution for Kelly-optimal lysogenic fraction x * between 0 and 1 exists. When Ω ≤ 1 there is no growth advantage (yet all the risks) of being lytic and hence the optimal state for the phage population is to be 100% lysogenic: x * = 1. On the other hand when 1/Ω < 1 the growth rate during bad times dominating this average is not bad enough to justify even marginal "safety net investment" into the lysogenic state. Hence the optimal strategy for phage population in this case is to be 100% lytic:
A more concise way to write the equation for Kelly-optimal lysogenic ratio is
This is exact equation which for x * ≪ 1 can be further simplified to the first order in x * as
[ 15 ]
Kelly-optimal lysogenic ratio in the presence of diffusion. Here we consider the case where diffusion connects a given environment to N independent yet statistically identical environments, implying that the growth ratios Ωi in each of these environments labelled by i are uncorrelated with each other. We assume that at every time-step the interval diffusion transfers a fraction γ ≪ 1 of the total phage population to other environments. In return the local population gains γΩ (N) phages from other environments, where
is the average growth across all accessible environments. We furthermore assume that the number N of independent environments that phages can explore by diffusion is sufficiently large so that
, where δΩ (N) ≪ Ω in the first approximation can be ignored. The growth ratio of a given environment is thus approximately given by Ω(1 − γ) + γ Ω and the Kelly optimal ratio is determined by Eq. 14 which in this case reads:
In the first order of small parameters x * and γ one gets 1 Ω + γ Ω + x * π(Ω)dΩ = 1 − x * − γ .
[ 16 ]
This equation is very similar to the Eq. 15 except that x * in the denominator of the Eq. 15 is replaced with the sum x * + Ω γ and x * in the right hand side of the Eq. 15 is replaced with the sum x * + γ . This suggests that the main role of diffusion coefficient γ is to offset the lysogenic ratio towards zero.
For the two-state environmental model we can analytically find the Kelly-optimum x * in the presence of diffusion. To do this one substitutes Ω(1 − γ) + γ Ω instead of Ω and ω(1 − γ) + γ Ω instead of ω in the equation 9. In the limit p ≪ 1, ω ≪ 1, and γ ≪ 1 to the first order in these small parameters one gets
which for λg = λ b = 1 becomes Eq. 17 in the main text. Recalling, that according to Eq. 9
one can further simplify the expression for s to be exactly equal to
whereω is a shorthand forω
Perhaps the most concise expression for s is in terms of the KullbackLeibler relative entropy SK−L between bimodal probability distributions p and q:
where the "probability" 0 < q < 1 is given by the ratio In the limit Ω ≫ λg one can further approximate
