123
which can be assumed as the rate at the beginning of the 21 st century. However, other rates can be estimated from different numerical methods and different ranges of data, namely, from a sequential to demonstrate the increased rate of change and therefore to enable the SLR acceleration evaluation 
141
the projection uncertainty estimation can also be derived to model the probability distribution error 142 and the respective confidence intervals.
143
To derive absolute projections from relative SLR, for the sake of tectonic dynamics and glacial
144
GIA, the vertical velocity of the region must be estimated. There are two sources of information that
145
can be used to perform such transformation, data from the Cascais EUREF permanent GNSS station 146 and estimations resulting from the comparison between global and local MSL rates. However,
147
because of different rate values retrieved from GPS time series, due its short data series (only 17 148 years), the most reliable estimate comes from the rate difference obtained relatively to the GMSL 149 models when neo-tectonic studies are considered as a reference.
150
By accessing the web, two regional data series were obtained for this study. Data for a region 
155
The reason not to include data from other TG, with longer time series, available in the region,
156
namely, Lagos in south Portugal, and Vigo and La Corunha in northern Spain, is related with the lack series analysis. However, in future studies, efforts should be made to allow its use.
159

Methods of MSL Projection
160
To derive a projection model for 21 st century, the SLR is generally assumed to be accelerated, by
161
observing an increasing rate starting from the initial velocity at reference time. Therefore, a 2 nd order 162 polynomial function is used for the purpose, by the Eq. (1), where t represents the time interval in years,
163
starting from 2000 (considered the reference year, t 0 ).
based on MSL data series. Therefore, the empirical models will only depend on the data used and on 167 the method applied for the parameter's estimation. Since these parameters are unknowns of an 168 undetermined problem, due to data redundancy, any estimation returns a possible solution for the SLR 169 projection models, depending on the method, type of data, time scale and resolution. Hence, the final
170
SLR projections are probabilistic rather than deterministic models based on physical basics. 
Considering two consecutive time intervals (t1, t2), and applying a LR to both, two slope
178
estimations are obtained, corresponding to the two consecutives rates of an accelerated SLR (r1, r2).
179
Then, by applying a numerical derivative by finite differences to the estimated rates, the SLR 180 acceleration is then obtained by Equation 3.
The 
Applying a smoothing moving average to the obtained SLR velocity time series, then a linear 199 regression enables the estimation of the acceleration by its own first derivative.
200
Since the different SLR accelerated methods, applied to different MSL data sets, return different 
218
The basic principle of the relationship between coastal vertical velocities and relative SLR is
219
ruled by the fact that if land is moving up (uplifting) the relative SLR is slower and if land is moving 220 down (subsidence) the relative SLR is faster than absolute rates. Knowing, by geological hypothesis,
221
that Iberia Peninsula southwest coast is uplifting, relative SLR at Cascais should be lower than
222
absolute SLR given by global models or regional satellite altimetry anomalies. 
237
The difference between the relative SLR series of Cascais TG and a reliable GMSL, obtained 
SLR Rates
268
The current SLR rate estimation f can be derived from most recent Cascais MSL data, either using 
297
The datasets used for the acceleration estimations, listed in 
307
The different acceleration estimations, presented on Table 3 , along with the respective rates
308
(initial velocities in the Table 4 ) are used to model relative SLR projections for the 21 st century through Table 3 ). Finally, the Mod.FC_3 is divided into two sub-models: a model (a) in 337 which the acceleration was computed by finite differences of two consecutive SLR rates estimated by 
341
East North Atlantic region near WCPM (in Table 3 ). 
356
Due to this fact, each empirical model estimation has an associated uncertainty, specifically a certain 357 probability to occur or a certain probability to be exceeded. Furthermore, given a PDF for the 2100
358
SLR one can determine the exceeding probability of a certain SLR projection by its cumulative density 359 function (CDF, the percentile function).
360
Considering all the acceleration estimations listed in the Table 3 , and the respective initial SLR 361 velocities in year 2000 (Table 4 ), a set of central SLR estimation can be derived and projection can be 362 calculated from 2000 to 2100. Based on the general uncertainty propagation, the probability range of 363 each centered estimation may be applied to any future time period, such as epoch 2100. Figure 6 364
shows the case of model Mod.FC_2b with extreme limits of probability (95% of confidence interval),
365
superimposed with the respective PDF at epoch 2100 estimated by the uncertainty propagation. As
366
it is shown in Figure 6 , with a 2.5% and a 97.5% probability propagation, this calculation can be done 367 for the propagation of any level of probability. 
373
From each of the seven estimated projection models ( Figure 5 ) an ensemble of n projected SLR 374 probability curves, with a 5% of interval, varying from 5 to 95%, with additional tail probabilities of 
393
Based on the PDF for the projected MSL at epoch 2100, the exceeding probability for each central 394 projection can be computed. Table 4 lists the exceeding probability of empirical SLR projections, 
411
To convert the ensemble of relative SLR to absolute SLR, to be comparable with IPCC RCP 
421
with the local vertical velocity removed, corresponding to a discrete set of percentiles, from 1 to 99%, or the 422 probability of not be exceeded.
424
The probabilistic SLR projections shown in Figure 10 , can be compared to any global or regional 425 model in order to estimate the respective exceeding probability. For instance, the SLR of RCP4. 
