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The local cohomology of an extended BRST differential which includes global N=1 supersym-
metry and Poincare´ transformations is completely and explicitly computed in four-dimensional su-
persymmetric gauge theories with super-Yang-Mills multiplets, chiral matter multiplets and linear
multiplets containing 2-form gauge potentials. In particular we determine to first order all N=1
supersymmetric and Poincare´ invariant consistent deformations of these theories that preserve the
N=1 supersymmetry algebra on-shell modulo gauge transformations, and all Poincare´ invariant can-
didate gauge and supersymmetry anomalies. When the Yang-Mills gauge group is semisimple and
no linear multiplets are present, we find that all such deformations can be constructed from stan-
dard superspace integrals and preserve the supersymmetry transformations in a formulation with
auxiliary fields, and the candidate anomalies are exhausted by supersymmetric generalizations of
the well-known chiral anomalies. In the general case there are additional deformations and can-
didate anomalies which are relevant especially to the deformation of free theories and the general
classification of interaction terms in supersymmetric field theories.
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1. INTRODUCTION
This work closes a gap in the analysis of four-dimensional globally supersymmetric gauge theories by deriving
completely the local cohomology of an extended BRST differential which includes N=1 supersymmetry and the
Poincare´ symmetries in addition to the standard ingredients related to the gauge symmetries and the field equations.
We analyse theories with super-Yang-Mills multiplets for all compact gauge groups, chiral matter multiplets in linear
representation of these groups, and linear multiplets containing 2-form gauge potentials. In particular this includes
super-Yang-Mills theories with arbitrarily many Abelian gauge fields, and free supersymmetric theories with any
number of vector gauge fields and 2-form gauge potentials. The extended BRST differential involves thus constant
ghosts for N=1 supersymmetry and the Poincare´ symmetries, ghost fields for the gauge symmetries, ghost-for-ghost
fields for the reducible gauge symmetries of the 2-form gauge potentials, and antifields for the field equations, Noether
identities and reducibility relations between the Noether operators.
Until now the cohomology under study was only examined for super-Yang-Mills theories (with chiral matter mul-
tiplets but without linear multiplets) in the restricted space of functionals with integrands of mass dimension four or
smaller than four1 and ghost numbers zero or one [1,2]. The restrictions on the space of functionals were motivated
by applications in the context of renormalization of power counting renormalizable theories. These applications are
no longer the only arena of interest for BRST cohomological investigations: local BRST cohomology is now applied
also in nonrenormalizable and effective field theories [3,4], in the analysis of local conservation laws (characteristic
cohomology) [5], and in particular in the study of consistent deformations of classical field theories [6]2. Our analysis
covers these applications because we shall compute the cohomology in the space of all local functionals, without
restrictions on the dimension or ghost number.
The paper has been organized as follows. In section 2 we specify the theories under study and the extended
BRST differential. In section 3 we define the cohomological problem and relate it to other useful cohomological
groups. In section 4 we introduce suitable variables to compute the cohomology efficiently. In section 5 we discuss the
extended BRST transformations of these variables and derive a related graded commutator algebra which is of crucial
importance for the cohomology. The cohomology and the main steps of the computation are presented in section
6, the results most important for algebraic renormalization, anomalies and consistent deformations in section 7. In
section 8 we comment on the cohomology in negative ghost numbers. In section 9 we show that our results do not
depend on the formulation of supersymmetry used here, and in section 10 we discuss to which extend they depend
on the Lagrangian. The main text ends with a brief conclusion in section 11 and is supplemented by two appendices,
the first of which contains conventions and notation (in particular a list of frequently used functions and operators
can be found here), while the second outlines proofs of lemmas given in the main text.
2. FIELD CONTENT, LAGRANGIAN, EXTENDED BRST TRANSFORMATIONS
We denote the super Yang-Mills multiplets by Aiµ, λ
i
α, the chiral multiplets by ϕ
s, χsα, and the linear multiplets
by φa, Baµν , ψ
a
α. The index i of the super Yang-Mills multiplets refers to a basis of a reductive (= semisimple plus
Abelian) Lie algebra gYM whose semisimple part (if any) is compact (gYM is otherwise arbitrary; its semisimple or
Abelian part may vanish). We shall assume that this basis of gYM has been chosen such that the Cartan-Killing
metric on the semisimple part of gYM is proportional to the unit matrix. The index s of the chiral multiplets refers
to a representation of gYM (which may be trivial, see below). The index a of the linear multiplets is not related
to gYM. The Yang-Mills ghost fields are denoted by C
i, the ghost fields of the Baµν by Q
a
µ and the corresponding
ghost-for-ghost fields by Ra. Furthermore we introduce antifields for all these fields and constant ghosts cµ, cµν and
ξα for global spacetime translations, Lorentz transformations and supersymmetry transformations, respectively:
fields: {ΦA} = {Aiµ, λ
i
α, λ¯
i
α˙, C
i, φa, Baµν , ψ
a
α, ψ¯
a
α˙, Q
a
µ, R
a, ϕs, ϕ¯s, χ
s
α, χ¯sα˙}
antifields: {Φ∗A} = {A
∗µ
i , λ
∗α
i , λ¯
∗α˙
i , C
∗
i , φ
∗
a, B
∗µν
a , ψ
∗α
a , ψ¯
∗α˙
a , Q
∗µ
a , R
∗
a, ϕ
∗
s , ϕ¯
∗s, χ∗αs , χ¯
∗sα˙}
constant ghosts: {cµ, ξα, ξ¯α˙, cµν}.
1We refer here to the dimension assignments given in Eq. (B.4).
2The classification of consistent deformations is particularly interesting for free theories because it yields the possible interaction
terms that can be added to these theories in a manner consistent with the gauge symmetries, N=1 supersymmetry and Poincare´
invariance.
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λiα, ψ
a
α and χ
s
α are the components of complex Weyl spinor fields, λ¯
i
α˙, ψ¯
a
α˙ and χ¯sα˙ denote their complex conjugates.
ϕs are complex scalar fields, ϕ¯s their complex conjugates.
3 Aiµ, φ
a, Baµν , C
i, Qaµ and R
a are real fields. The Poincare´
ghosts cµ and cµ
ν are real, the supersymmetry ghosts ξα are constant complex Weyl spinors, ξ¯α˙ is the complex
conjugate of ξα. According to our conventions, the antifield Φ¯∗ of the complex conjugate of a field Φ is related to the
complex conjugate Φ∗ of the antifield of Φ according to:
Φ¯∗ = −Φ∗. (2.1)
In particular the antifields of real fields are thus purely imaginary. Baµν , B
∗µν
a and c
µν are antisymmetric in their
spacetime indices:
Baµν = −B
a
νµ, B
∗µν
a = −B
∗νµ
a , c
µν = −cνµ.
The Grassmann parities |ΦA| of the fields and constant ghosts are (one has |ΦA| = |Φ¯A|):
|Aiµ| = |φ
a| = |Baµν | = |ϕ
s| = |Ra| = |ξα| = 0,
|λiα| = |ψ
a
α| = |χ
s
α| = |C
i| = |Qaµ| = |c
µ| = |cµ
ν | = 1.
The ghost numbers of the fields and constant ghosts are
gh(Aiµ) = gh(λ
i
α) = gh(B
a
µν) = gh(φ
a) = gh(ψaα) = gh(ϕ
s) = gh(χsα) = 0
gh(Ci) = gh(Qaµ) = gh(c
µ) = gh(cµ
ν) = 1
gh(Ra) = 2.
The Grassmann parity of an antifield is opposite to the Grassmann parity of the corresponding field, and the ghost
numbers of a field and its antifield add up to −1,
|Φ∗A| = |Φ
A|+ 1 (mod 2), gh(Φ∗A) = −1− gh(Φ
A).
To avoid the writing of indices we shall occasionally use the notation ϕ, χ, φ, Bµν , ψ, ψ¯, Qµ, R, ϕ¯
∗, χ¯∗ for “column
vectors” with entries ϕs, . . . , χ¯∗s. Analgously ϕ∗, χ∗, φ∗, B∗µν , ψ∗, ψ¯∗, Q∗µ, R∗, ϕ¯, χ¯ denote “row vectors” with
entries ϕ∗s, . . . , χ¯s. Transposition of such vectors is denoted by ( )
t. The Lie algebra gYM is represented on ϕ and χ
by antihermitian matrices4 Ti with real structure constants fij
k,
T †i = −Ti, [Ti, Tj] = fij
kTk .
We shall compute the cohomology explicitly for the following simple Lagrangians (the results for more general La-
grangians are discussed in section 10):
L =− 14 δijF
i
µνF
jµν + i2 δij(∇µλ¯
iσ¯µλj − λ¯iσ¯µ∇µλ
j)
+ 12 ∂µφ
t∂µφ− 12 H
t
µH
µ + i2 (∂µψ¯
tσ¯µψ − ψ¯tσ¯µ∂µψ)
+∇µϕ¯∇
µϕ+ i4 (∇µχ¯σ¯
µχ− χ¯σ¯µ∇µχ)
+ 12 δ
ij(ϕ¯Tiϕ)(ϕ¯Tjϕ) + ϕ¯Tiχλ
i − λ¯iχ¯Tiϕ (2.2)
where the field strengths F iµν and H
µ and the covariant derivatives ∇µ are:
F iµν = ∂µA
i
ν − ∂νA
i
µ + fjk
iAjµA
k
ν (2.3)
Hµ = 12 ε
µνρσ∂νBρσ (2.4)
∇µλ
i = ∂µλ
i + fjk
iAjµλ
k, ∇µλ¯
i = ∂µλ¯
i + fjk
iAjµλ¯
k (2.5)
∇µϕ = ∂µϕ+A
i
µTiϕ, ∇µϕ¯ = ∂µϕ¯−A
i
µϕ¯Ti (2.6)
∇µχ = ∂µχ+A
i
µTiχ, ∇µχ¯ = ∂µχ¯−A
i
µχ¯Ti. (2.7)
3For a complex field, the field and its complex conjugate are treated as independent variables (instead of the real and imaginary
part).
4Our analysis covers arbitrary antihermitian representations {Ti}, including trivial ones. Actually the use of antihermitian rep-
resentations is not essential and only made to simplify the notation. All results hold analogously also for other representations.
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The extended BRST transformations of the fields and constant ghosts are:
sextA
i
µ = ∂µC
i + fjk
iAjµC
k + cˆν∂νA
i
µ − cµ
νAiν − iξσµλ¯
i + iλiσµξ¯ (2.8)
sextλ
i
α = −fjk
iCjλkα + cˆ
µ∂µλ
i
α −
1
2 c
µν(σµνλ
i)α − δ
ijξα(ϕ¯Tjϕ+ λ
∗
j ξ + ξ¯λ¯
∗
j ) + (σ
µνξ)αF
i
µν (2.9)
sextφ = cˆ
µ∂µφ+ ξψ + ψ¯ξ¯ (2.10)
sextBµν = ∂νQµ − ∂µQν + cˆ
ρ∂ρBµν − cµ
ρBρν − cν
ρBµρ + 2ξσµνψ − 2ψ¯σ¯µν ξ¯ (2.11)
sextψα = cˆ
µ∂µψα −
1
2 c
µν(σµνψ)α + (σ
µξ¯)α(Hµ − i∂µφ) (2.12)
sextϕ = −C
iTiϕ+ cˆ
µ∂µϕ+ ξχ (2.13)
sextχα = −C
iTiχα + cˆ
µ∂µχα −
1
2 c
µν(σµνχ)α − 4ξαξ¯χ¯
∗ − 2i(σµξ¯)α∇µϕ (2.14)
sextC
i = 12 fkj
iCjCk + cˆµ∂µC
i − 2iξσµξ¯Aiµ (2.15)
sextQµ = i∂µR+ cˆ
ν∂νQµ − cµ
νQν − 2iξσ
ν ξ¯Bµν + 2iξσµξ¯φ (2.16)
sextR = cˆ
µ∂µR− 2ξσ
µξ¯Qµ (2.17)
sextc
µ = cν
µcν + 2iξσµξ¯ (2.18)
sextcν
µ = −cν
ρcρ
µ (2.19)
sextξ
α = 12 c
µν(ξσµν )
α (2.20)
sextξ¯
α˙ = − 12 c
µν(σ¯µν ξ¯)
α˙ (2.21)
where
cˆµ = cµ − xνcν
µ. (2.22)
The transformations of the complex conjugate fields are obtained from those given above according to
sextΦ¯ = (−)
|Φ| sextΦ.
The extended BRST transformations of the antifields are obtained according to:
sextΦ
∗
A =
∂ˆRLext
∂ˆΦA
(2.23)
Lext = L− (sextΦ
N )|Φ∗=0Φ
∗
N +
1
2 δ
ij(λ∗i ξ + ξ¯λ¯
∗
i )(λ
∗
j ξ + ξ¯λ¯
∗
j ) + 4χ
∗ξ ξ¯χ¯∗ (2.24)
where ∂ˆR/∂ˆΦA is the Euler-Lagrange right derivative with respect to ΦA. The extended BRST transformations of
derivatives of the fields and antifields are obtained from those of the fields and antifields simply by prolongation, i.e.,
by using
[sext, ∂µ] = 0.
By construction sext squares to zero on all fields, antifields and constant ghosts,
s2ext = 0.
Comment: The terms in (2.15), (2.16) and (2.18) which are bilinear in the supersymmetry ghosts reflect that
the commutators of supersymmetry transformations contain gauge transformations and spacetime translations. In
addition these commutators contain terms which vanish only on-shell. This is reflected by the antifield dependent
terms in the extended BRST transformations (2.9) and (2.14). Schematically one has
[susy transformation, susy transformation] ≈ translation + gauge transformation
where ≈ is equality on-shell, defined according to
X ≈ Y :⇔ X − Y =
∑
k
Zµ1...µkA∂µ1 . . . ∂µk
∂ˆRL
∂ˆΦA
.
[Here X , Y and Zµ1...µkA may depend on the fields and their derivatives; Zµ1...µkA∂µ1 . . . ∂µk ∂ˆ
RL/∂ˆΦA vanishes on-
shell, i.e., for all solutions of the fields equations, because L does not depend on ghosts]. The Poincare´, supersymmetry
and gauge transformations form thus an “open algebra” according to standard terminology. By introducing additional
fields one may “close” and simplify the algebra, but this is irrelevant to the cohomology, see section 9.
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3. COHOMOLOGICAL PROBLEM AND DESCENT EQUATIONS
The primary goal is the determination of the local cohomological groups Hg,4(sext|d), i.e., the cohomology of sext
modulo the exterior derivative d = dxµ∂µ in the space of local 4-forms with ghost numbers g. Unless differently
specified, the term “local p-forms” is in this paper reserved for exterior p-forms dxµ1 . . . dxµpωµ1...µp (the differentials
are treated as Grassmann odd quantities) where ωµ1...µp can depend on the fields, antifields, their derivatives, constant
ghosts and explicitly on the spacetime coordinates such that the overall number of derivatives of fields and antifields
is finite, without further restriction on this number or on the order of derivatives that may occur5. The precise
mathematical setting of the cohomological problem is made in the jet spaces associated to the fields and antifields,
see [7] (the constant ghosts are just added as local coordinates of these jet spaces). The cocycles of Hg,4(sext|d) are
local 4-forms with ghost number g, denoted by ωg,4, which are sext-closed up to d-exact forms dω
g+1,3 where ωg+1,3
is a local 3-form with ghost number g + 1,
sextω
g,4 + dωg+1,3 = 0. (3.1)
Coboundaries of Hg,4(sext|d) are local 4-forms ω
g,4 = sextω
g−1,4 + dωg,3, where ωg−1,4 and ωg,3 are local forms with
form-degree and ghost number indicated by their superscripts.
As usual, (3.1) implies descent equations for sext and d which relate H
∗,4(sext|d) to H(sext) and H(sext + d), the
cohomologies of sext and (sext + d) in the space of local forms (see section 9 of [7] for a general discussion). In the
present case these relations are very direct. To describe them precisely, we define the space F of local functions
(0-forms) that depend on the cµ and xµ only via the combinations cˆµ = cµ − xνcν
µ, and the space E of polynomials
in the constant ghosts,
F := {f(cˆµ, ξα, ξ¯α˙, cµν ,ΦA,Φ∗A, ∂µΦ
A, ∂µΦ
∗
A, ∂µ∂νΦ
A, ∂µ∂νΦ
∗
A, . . . )} (3.2)
E := {f(cµ, ξα, ξ¯α˙, cµν)}. (3.3)
F is mapped by sext to itself (sextF ⊆ F), because the sext-transformations of all fields, antifields, their derivatives
and of the variables cˆµ, ξα, ξ¯α˙, cµν are contained in F: sext acts on all these variables according to sext = cˆ
µ∂µ + . . .
where the nonwritten terms do not involve cµ or xµ. In particular, this holds for sextcˆ
µ:
sextcˆ
µ = cˆν∂ν cˆ
µ + 2iξσµξ¯ = −cˆνcν
µ + 2iξσµξ¯. (3.4)
Since E is also mapped by sext to itself (sextE ⊆ E), both the cohomology H(sext,F) of sext in F and the cohomology
H(sext,E) of sext in E are well-defined. The relation between H
∗,4(sext|d), H(sext + d) and H(sext,F) can now be
described as follows:
Lemma 3.1 H(sext,F), H(sext + d) and H
∗,4(sext|d)⊕H(sext,E) are isomorphic:
Hg(sext,F) ≃ H
g(sext + d) ≃ H
g−4,4(sext|d)⊕H
g(sext,E), (3.5)
where the degree g in Hg(sext,F), H
g(sext,E) and H
g,4(sext|d) is the ghost number, while in H
g(sext+d) it is the sum
of the ghost number and the form-degree. The representatives of Hg(sext+d) can be obtained from those of H
g(sext,F)
by substituting cµ + dxµ for cµ, the representatives of Hg,4(sext|d) are the 4-forms contained in the representatives of
Hg+4(sext + d)/H
g+4(sext,E).
Comments: a) We shall compute H(sext,F) and derive H
∗,4(sext|d) from it according to the lemma. The repre-
sentatives of Hg+4(sext + d) are the solutions of the descent equations (see proof of the lemma).
b) The relations between H∗,4(sext|d), H(sext + d) and H(sext,F) are much simpler than the relations between
H∗,4(s|d), H(s+ d) and H(s) where s is the standard (non-extended) BRST differential for the theories under study.
The reason is that sext and sext + d are directly related because sext contains the spacetime translations (sext + d
arises on all fields and antifields from sext by substituting c
µ + dxµ for cµ). As a consequence H(sext,F) contains
already the complete structure of the descent equations for sext and d. In contrast, s and s+ d are truly different and
the descent equations for s and d are only contained in H(s+ d) but not in H(s). Hence, H(sext,F) is more similar
to H(s+ d) than to H(s). In particular, cˆµ plays in H(sext,F) a role similar to dx
µ in H(s+ d) (apart from the fact
5When dealing with a more complicated Lagrangian than (2.2) (especially with an effective Lagrangian), one may have to
adapt the definition of local forms to the Lagrangian, see section 10.
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that sextcˆ
µ does not vanish, in contrast to (s+d)dxµ). This role of cˆµ is also similar to the role of the diffeomorphism
ghosts in gravitational theories, see [8,9].
c) As a side remark, which is related to the previous comment, I note that H(sext) (the cohomology of sext in the
space of all local forms rather than only in F) and H∗,p(sext|d) for all p > 0 (rather than only for p = 4) can also be
directly derived from H(sext,F). The nontrivial representatives of H(sext) are linear combinations of the nontrivial
representatives of H(sext,F) with coefficients that are ordinary differential forms ω(dx, x) on R
4 (independent of fields,
antifields or constant ghosts) which can be assumed not to be d-exact. The nontrivial representatives of H∗,p(sext|d)
for p > 0 are linear combinations of nontrivial representatives of H(sext) with form-degree p (“solutions with a trivial
descent”) and of the p-form part contained in nontrivial representatives of H(sext + d)/H(sext,E) (“solutions with a
non-trivial descent”). This can be proved as analogous results in Einstein-Yang-Mills theory, see section 6 of [9] (the
role of the space A in [9] is now taken by F, the role of the diffeomorphism ghosts by the cˆµ). Note that for p = 4 the
statement on H∗,p(sext|d) is in agreement with lemma 3.1 because 4-forms ω(dx, x) are d-exact in R
4.
d) A gauge fixing need not be specified because it does not affect the cohomology (see, e.g., sections 2.6 and 2.7 of
[7]).
4. CHANGE OF VARIABLES
To compute H(sext,F) we shall follow a strategy [10,11] based on new jet coordinates u
ℓ, vℓ and wI which satisfy
sextu
ℓ = vℓ, sextw
I = rI(w). (4.1)
The important requirement here is that rI(w) is a function of the w’s only. To construct such jet coordinates we use
operations ∂++ , ∂
+
− , ∂
−
+ , ∂
−
− which are defined as follows [12]: let Z
m
n be a Lorentz-irreducible multiplet of fields or
antifields with m undotted and n dotted spinor indices,
Zmn ≡ {Z
α˙1···α˙m
α1···αn } , Z
α˙1···α˙m
α1···αn = Z
(α˙1···α˙m)
(α1···αn)
;
we define ∂++ , ∂
+
− , ∂
−
+ , ∂
−
− and ✷ according to
∂++Z
m
n ≡ {∂
(α˙0
(α0
Z
α˙1···α˙m)
α1···αn)
}
∂−+Z
m
n ≡ {m∂α˙m(α0Z
α˙1···α˙m
α1···αn)
}
∂+−Z
m
n ≡ {n ∂
αn(α˙0Z
α˙1···α˙m)
α1···αn }
∂−−Z
m
n ≡ {mn∂
αn
α˙m
Zα˙1···α˙mα1···αn }
✷Zmn ≡ {∂µ∂
µZα˙1···α˙mα1···αn } = {
1
2 ∂ββ˙∂
β˙βZα˙1···α˙mα1···αn }. (4.2)
Using these operations and the notation
A ≡ {Aiα˙α}, B
(+) ≡ {σµναβB
a
µν}, B
(−) ≡ {σ¯µνα˙β˙Baµν}, H ≡ {H
aα˙
α}, Q ≡ {Q
aα˙
α} etc,
6
we define the following jet variables uℓ, vℓ, wI(0):
{uℓ} =
∞⋃
p=0
∞⋃
q=0
(
✷
p(∂++ )
qA ∪ ✷p∂−−A
∪ ✷p(∂++)
qC∗
∪ ✷p(∂++)
qA∗ ∪ ✷p(∂++)
q∂+−A
∗ ∪ ✷p(∂++)
q∂−+A
∗
∪ ✷p(∂++)
qλ∗ ∪✷p(∂++)
q∂+−λ
∗ ∪ ✷p(∂++)
qλ¯∗ ∪ ✷p(∂++)
q∂−+ λ¯
∗
∪ ✷p(∂++)
qB(+) ∪ ✷p(∂++ )
qB(−) ∪ ✷p(∂++)
q∂−+B
(−)
∪ ✷p(∂++)
qQ ∪✷p∂−−Q
∪ ✷p(∂++)
qR∗
∪ ✷p(∂++)
qQ∗ ∪ ✷p(∂++)
q∂+−Q
∗ ∪ ✷p(∂++)
q∂−+Q
∗
∪ ✷p(∂++)
q∂−+B
∗(−)
∪ ✷p(∂++)
qφ∗
∪ ✷p(∂++)
qψ∗ ∪ ✷p(∂++ )
q∂+−ψ
∗ ∪ ✷p(∂++)
qψ¯∗ ∪ ✷p(∂++)
q∂−+ ψ¯
∗
∪ ✷p(∂++)
qϕ∗ ∪✷p(∂++)
qϕ¯∗
∪ ✷p(∂++)
qχ∗ ∪ ✷p(∂++)
q∂+−χ
∗ ∪ ✷p(∂++)
qχ¯∗ ∪✷p(∂++)
q∂−+ χ¯
∗
)
(4.3)
{vℓ} ={sextu
ℓ} (4.4)
{wI(0)} ={C,R, cˆ
µ, cµν (µ < ν), ξα, ξ¯α˙}
∪
∞⋃
q=0
(
(∂++)
q∂−+A ∪ (∂
+
+)
q∂+−A ∪ (∂
+
+)
qλ ∪ (∂++)
qλ¯
∪ (∂++)
qH ∪ (∂++)
qφ ∪ (∂++)
qψ ∪ (∂++)
qψ¯
∪ (∂++)
qϕ ∪ (∂++)
qϕ¯ ∪ (∂++)
qχ ∪ (∂++)
qχ¯
)
. (4.5)
Lemma 4.1 The u’s, w(0)’s and the linearized v’s form a basis of the vector space (over C) spanned by the fields,
antifields, all their independent derivatives and the cˆµ, cµν , ξα, ξ¯α˙.
This implies that the u’s, v’s and w(0)’s can be used as new jet coordinates substituting for the fields, antifields,
their derivatives and constant ghosts. They do not have the desired quality (4.1) but can be extended to variables
with this quality by means of an algorithm given in [11]:
Lemma 4.2 The algorithm described in section 2 of [11] completes the wI(0) to local functions w
I such that (4.1)
holds.
(4.1) will allow us to compute the cohomology solely in terms of the w’s (see section 6 b). We introduce the following
notation for them:
{wI} ={Cˆ, Rˆ, cˆµ, cµν (µ < ν), ξα, ξ¯α˙} ∪ {Tˆ τ}
{Tˆ τ} =
∞⋃
q=0
(
(∇ˆ++)
qFˆ (+) ∪ (∇ˆ++)
qFˆ (−) ∪ (∇ˆ++)
qλˆ ∪ (∇ˆ++)
q ¯ˆλ
∪ (∇ˆ++)
qHˆ ∪ (∇ˆ++)
qφ ∪ (∇ˆ++)
qψˆ ∪ (∇ˆ++)
q ¯ˆψ
∪ (∇ˆ++)
qϕ ∪ (∇ˆ++)
qϕ¯ ∪ (∇ˆ++)
qχˆ ∪ (∇ˆ++)
q ¯ˆχ
)
. (4.6)
with an obvious correspondence to the variables in (4.5) [Fˆ (±) corresponds to ∂∓±A]. The Tˆ ’s may be called generalized
tensor fields because their antifield independent parts are ordinary gauge covariant tensor fields. In addition they
contain terms which depend on antifields such that sextw
I contains no terms that vanish on-shell. The ∇ˆµ can be
viewed as generalizations of the ordinary covariant derivatives ∇µ and are related to the latter as follows: the antifield
independent part of ∇ˆµf(Tˆ ) coincides on-shell with ∇µ acting on the antifield independent part of f(Tˆ ):
[
∇ˆµf(Tˆ )
]
Φ∗=0
≈ ∇µ
[
f(Tˆ )
]
Φ∗=0
. (4.7)
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For instance, the antifield independent part of ∇ˆµ∇ˆνφ is (∂µ∂ν −
1
4 ηµν✷)φ. The explicit form of the Tˆ ’s in terms of
the original variables (fields, antifields, their derivatives and the constant ghosts) is somewhat involved. Fortunately
we need not compute them explicitly to perform the cohomological analysis because their existence is guaranteed by
lemma 4.2, and their extended BRST transformations can be directly obtained from the transformations of the w(0)’s
as we shall see in the following section. Nevertheless, for later purpose and to illustrate the structure of the new
variables, we list a few w’s explicitly:
Cˆi = Ci +Aiµcˆ
µ (4.8)
Rˆ = R+ iQµcˆ
µ + i2 Bµν cˆ
ν cˆµ (4.9)
λˆiα = λ
i
α −
i
4 δ
ij cˆµ(σµλ¯
∗
j )α (4.10)
Fˆ
i(+)
αβ = σ
µν
αβF
i
µν − 2δ
ijξ(αλ
∗
β)j +
2
3 δ
ij cˆµσµναβA
∗ν
j −
1
6 δ
ij cˆµcˆνσµναβC
∗
j (4.11)
Fˆ
i(−)
α˙β˙
= σ¯µν
α˙β˙
F iµν − 2δ
ij ξ¯(α˙λ¯
∗
β˙)j
+ 23 δ
ij cˆµσ¯µνα˙β˙A
∗ν
j −
1
6 δ
ij cˆµcˆν σ¯µνα˙β˙C
∗
j (4.12)
ψˆaα = ψ
a
α −
i
4 δ
abcˆµ(σµψ¯
∗
b )α (4.13)
Hˆaµ = H
a
µ +
3
4 δ
ab(ψ∗bσµξ¯ − ξσµψ¯
∗
b )− εµνρσδ
ab(12 cˆ
νB∗ρσb +
1
6 cˆ
ν cˆρQ∗σb −
i
24 cˆ
ν cˆρcˆσR∗b ) (4.14)
∇ˆµφ
a = ∂µφ
a + 14 δ
ab(iξσµψ¯
∗
b + iψ
∗
bσµξ¯ − cˆµφ
∗
b) (4.15)
χˆα = χα −
i
2 cˆ
µ(σµχ¯
∗)α (4.16)
∇ˆµϕ = ∇µϕ+
i
2 ξσµχ¯
∗ − 14 cˆµϕ¯
∗. (4.17)
Fˆ i(+) and Fˆ i(−) are the Lorentz irreducible parts of generalized Yang-Mills field strengths given by
Fˆ iµν =
1
2 (Fˆ
i(+)
αβ σ
αβ
µν + Fˆ
i(−)
α˙β˙
σ¯α˙β˙µν )
= F iµν + δ
ij(ξσµνλ
∗
j + λ¯
∗
j σ¯µν ξ¯ +
1
3 cˆµA
∗
jν −
1
3 cˆνA
∗
jµ −
1
6 cˆµcˆνC
∗
j ). (4.18)
5. GAUGE COVARIANT ALGEBRA
By construction the extended BRST transformations of the w’s can be expressed solely in terms of the w’s again,
see eq. (4.1). As explained in [10], this is related to a graded commutator algebra which is realized on the Tˆ ’s.
The cohomology of sext can be interpreted as the cohomology associated with this algebra (similiar to Lie algebra
cohomology – in fact one may view it as a generalization of Lie algebra cohomology, see remark at the end of this
section). We shall now discuss the extended BRST transformations of the w’s and the corresponding algebra because
these will be of crucial importance for the solution of the cohomological problem under study.
The extended BRST transformations of the w’s can be directly obtained from the extended BRST transformations
of the w(0)’s:
Lemma 5.1 ( [11]) The extended BRST transformations of the w’s are given by sextw
I = rI(w) with rI the same
function as in sextw
I
(0) = r
I(w(0)) +O(1) where O(1) collects all terms that are at least linear in the u’s and v’s.
This lemma is very useful because it allows one to derive the extended BRST transformations of the w’s without
having to compute these variables and their extended BRST transformations explicitly (as remarked and demonstrated
in section 4, the explicit structure of the w’s is quite involved). The proof of the lemma was given in [11] and will not
be repeated here. It is a consequence of the algorithm used to construct the w’s (see lemma 4.2). For later purpose
and to illustrate the lemma let us apply it to derive sextCˆ
i. We start from sextC
i given by (2.15) and use that (2.8)
gives ∂µC
i = iξσµλ¯
i − iλiσµξ¯ − cˆ
ν∂[νA
i
µ] +O(1). This yields
sextC
i = 12 fkj
iCjCk + icˆµ(ξσµλ¯
i − λiσµξ¯) + cˆ
µcˆν∂µA
i
ν +O(1).
Applying now lemma 5.1 we conclude
sextCˆ
i = 12 fkj
iCˆjCˆk + icˆµ(ξσµ
¯ˆ
λi − λˆiσµξ¯) +
1
2 cˆ
µcˆν Fˆ iµν . (5.1)
When one verifies this result directly using (4.8) and the extended BRST transformations given in section 2, one finds
that (5.1) actually contains no antifield dependent terms, i.e., all antifield dependent terms (coming from
¯ˆ
λi, λˆi and
Fˆ iµν) cancel out exactly on the right hand side of (5.1).
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Analogously one can derive sextRˆ starting from sextR given by eq. (2.17) and using that (2.16) gives ∂µR =
icˆν∂[νQµ] − 2ξσµξ¯φ+O(1) and that (2.11) gives ∂[νQµ] = −
1
2 cˆ
ρ∂[ρBµν] − ξσµνψ + ψ¯σ¯µν ξ¯ +O(1). One obtains
sextR = −2cˆ
µξσµξ¯φ− icˆ
µcˆν(ξσµνψ − ψ¯σ¯µν ξ¯)−
i
2 cˆ
µcˆν cˆρ∂µBνρ +O(1).
Using also (2.4) in the form ∂[µBνρ] = (1/3)εµνρσH
σ, one concludes
sextRˆ = −2cˆ
µξσµξ¯φ− icˆ
µcˆν(ξσµν ψˆ −
¯ˆ
ψσ¯µν ξ¯)−
i
6 cˆ
µcˆν cˆρεµνρσHˆ
σ. (5.2)
Again, the antifield dependent terms on the right hand side cancel out exactly.
To derive the graded commutator algebra we proceed as in [10] and use that {wI} decomposes into subsets of
variables with ghost numbers 2, 1 and 0, respectively. Those with ghost number 2 are the Rˆa, those with ghost
number 0 are the Tˆ τ and those with ghost number 1 are the Cˆi, cˆµ, cµν , ξα, ξ¯α˙ which we denote collectively by CM
now,
{CM} = {Cˆi, cˆµ, cµν (µ < ν), ξα, ξ¯α˙}. (5.3)
Since sextTˆ
τ has ghost number 1 and since there are no w’s with negative ghost numbers, we conclude from eq. (4.1)
that sextTˆ
τ is a linear combination of the C’s with coefficients that are functions of the Tˆ ’s:
sextTˆ
τ = CMRτM (Tˆ ). (5.4)
Moreover, since the Tˆ τ are independent variables, we can define operators ∆M on the space of functions of the Tˆ ’s
through
∆M := R
τ
M (Tˆ )
∂
∂Tˆ τ
. (5.5)
Using these operators, we can express the extended BRST transformation of any function of the Tˆ ’s according to
sextf(Tˆ ) = C
M∆Mf(Tˆ ) . (5.6)
By construction the ∆M are graded derivations acting on the space of functions of the Tˆ ’s. For these graded derivations
we introduce the following notation:
{∆M} = {δi, ∇ˆµ, lµν ,Dα, D¯α˙}, (5.7)
so that
sextf(Tˆ ) = (Cˆ
iδi + cˆ
µ∇ˆµ +
1
2 c
µν lµν + ξ
αDα + ξ¯
α˙D¯α˙)f(Tˆ ). (5.8)
The δi and lµν are linearly realized on the generalized tensor fields and represent the Lie algebras of the Yang-Mills
gauge group and the Lorentz group as indicated by the indices of the Tˆ ’s, for instance:
δiFˆ
j(+) = −fik
jFˆ k(+), δiφ = 0, δiϕ = −Tiϕ,
lµν λˆ
i
α = −(σµν λˆ
i)α, lµνφ = 0, lµν∇ˆρφ = ηρν∇ˆµφ− ηρµ∇ˆνφ.
In contrast, ∇ˆµ, Dα and D¯α˙ are nonlinearly realized, see comment b) below.
Lemma 5.2 The graded commutator algebra of the graded derivations (5.7) reads
[∇ˆµ, ∇ˆν ] = −Fˆ
i
µνδi
[Dα, ∇ˆµ] = i(σµ
¯ˆ
λi)αδi, [D¯α˙, ∇ˆµ] = −i(λˆ
iσµ)αδi
{Dα, D¯α˙} = −2iσ
µ
αα˙∇ˆµ, {Dα,Dβ} = {D¯α˙, D¯β˙} = 0
[δi, ∇ˆµ] = [δi,Dα] = [δi, D¯α˙] = 0
[lµν , ∇ˆρ] = ηρν∇ˆµ − ηρµ∇ˆν , [lµν ,Dα] = −σµνα
βDβ , [lµν , D¯α˙] = σ¯µν
β˙
α˙D¯β˙
[δi, δj ] = fij
kδk, [lµν , lρσ] = ηρν lµσ + ησν lρµ − (µ↔ ν), [δi, lµν ] = 0. (5.9)
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Comments: a) Notice that (5.9) is not a graded Lie algebra because [∇ˆµ, ∇ˆν ], [Dα, ∇ˆµ] and [D¯α˙, ∇ˆµ] involve
structure functions rather than structure constants. (5.9) may thus be rightly called a generalization of a (graded)
Lie algebra and the cohomology of sext a generalization of (graded) Lie algebra cohomology.
b) In order to avoid possible confusion, I stress that Dα and D¯α˙ do not act in a superspace but are algebraically
defined on the generalized tensor fields. The Dα-transformations of λˆ, Fˆ
(+), φ, ψˆ, Hˆ , ϕ, χˆ and their complex conjugates
are spelled out explicitly in appendix A. From these one may derive theDα-transformations of the first and higher order
∇ˆ-derivatives of these fields by means of the algebra (5.9) [e.g., Dα∇ˆµ
¯ˆ
λiα˙ = ([Dα, ∇ˆµ]+∇ˆµDα)
¯ˆ
λiα˙ = −i(σµ
¯ˆ
λj)αfjk
i ¯ˆλkα˙].
The D¯α˙-transformations can be obtained from the Dα-transformations by complex conjugation.
6. COMPUTATION OF THE COHOMOLOGY
a. Cohomology for small ghost numbers
As a first cohomological result we shall now derive the cohomological groups Hg,4(sext|d) and H
g+4(sext,F) for
g < −1. These groups can be straightforwardly obtained from corresponding cohomological groups of the so-called
Koszul-Tate differential6 δ modulo d. δ is part of sext and arises in the decomposition of sext according to the antifield
number (af). The antifield number is defined according to standard conventions: R∗a has antifield number 3, C
∗
i and
Q∗µa have antifield number 2, all other antifields have antifield number 1, the fields Φ
A and the constant ghosts have
antifield number 0. The extended BRST differential decomposes into three pieces with antifield numbers −1, 0 and
1, respectively, with δ the piece with antifield number −1:
sext = δ + γext + sext,1, af(δ) = −1, af(γext) = 0, af(sext,1) = 1. (6.1)
The δ-transformations of the fields, constant ghosts and antifields are:
δΦA = δcµ = δξα = δξ¯α˙ = δcµν = 0,
δΦ∗A =
∂ˆRL
∂ˆΦA
for Φ∗A ∈ {A
∗µ
i , λ
∗α
i , λ¯
∗α˙
i , φ
∗
a, B
∗µν
a , ψ
∗α
a , ψ¯
∗α˙
a , ϕ
∗
s , ϕ¯
∗s, χ∗αs , χ¯
∗sα˙},
δR∗a = i ∂µQ
∗µ
a , δQ
∗µ
a = 2∂νB
∗νµ
a , δC
∗
i = −∇µA
∗µ
i +
∑
ΦA 6∈{Aiµ}
Φ∗AδiΦ
A. (6.2)
Notice that the constant ghosts are inert to both δ and d. Therefore the cohomological groups H(δ|d) are the same
as in the case of the non-extended BRST cohomology except that the representatives can depend arbitrarily on the
constant ghosts.
Lemma 6.1 Cohomology H4k(δ|d) for antifield numbers k > 1:
δω4k + dω
3
k−1 = 0 ⇒ ω
4
k ∼


0 for k > 3
ka(c, ξ, ξ¯)R∗a d
4x for k = 3
[kif (c, ξ, ξ¯)C∗if + k
[ab](c, ξ, ξ¯)fab] d
4x for k = 2,
fab = Q
∗µ
[a Hb]µ −
1
2 εµνρσB
∗µν
a B
∗ρσ
b , (6.3)
where ∼ is equivalence in H(δ|d) (ω4k ∼ ω
4
k + δω
4
k+1 + dω
3
k), if runs over those Abelian elements of gYM under which
all matter fields are uncharged, the k(c, ξ, ξ¯)’s are arbitrary functions of the constant ghosts, and we used the notation
Haµ := δabH
b
µ. The 4-forms R
∗
ad
4x, C∗ifd
4x and fabd
4x, a < b, are nontrivial and inequivalent in H(δ|d):
ka(c, ξ, ξ¯)R∗a ∼ 0 ⇒ k
a = 0; (6.4)
[kif (c, ξ, ξ¯)C∗if + k
[ab](c, ξ, ξ¯)fab] d
4x ∼ 0 ⇒ kif = k[ab] = 0. (6.5)
6We are dealing here with the standard Koszul-Tate differential, trivially extended to the constant ghosts. It must not be
confused with the extended Koszul-Tate differential introduced in [13] which acts also on “global antifields” conjugate to the
constant ghosts.
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Using lemma 6.1, it is straightforward to prove the following result:
Lemma 6.2 Cohomology Hg,4(sext|d) for ghost numbers g < −1:
sextω
g,4 + dωg−1,3 = 0 ⇒ ωg,4 ∼


0 for g < −3
kaR∗a d
4x for g = −3
(kifC∗if + k
[ab]f ′ab) d
4x for g = −2,
f ′ab = Q
∗µ
[a (Hb]µ + ψ
∗
b]σµξ¯ − ξσµψ¯
∗
b])−
1
2 εµνρσB
∗µν
a B
∗ρσ
b +R
∗
[a(ψ¯b]ξ¯ − ξψb]), (6.6)
where ∼ is equivalence in H(sext|d) (ω
g,4 ∼ ωg,4 + sextω
g−1,4 + dωg,3), if runs over those Abelian elements of gYM
under which all matter fields are uncharged, and ka, kif and k[ab] are complex numbers. The 4-forms R∗ad
4x, C∗ifd
4x
and f ′abd
4x, a < b, are nontrivial and inequivalent in H(sext|d):
kaR∗a d
4x ∼ 0 ⇒ ka = 0; (6.7)
(kifC∗if + k
[ab]f ′ab) d
4x ∼ 0 ⇒ kif = k[ab] = 0. (6.8)
Using the relation between Hg,4(sext|d) and H
g+4(sext,F) (see section 3) it is now immediate to derive H
g(sext,F)
for ghost numbers smaller than 3:
Lemma 6.3 Cohomology Hg(sext,F) for ghost numbers g < 3:
sextf
g = 0 ⇒ fg ∼


0 for g < 0
k for g = 0
kaH˜
a for g = 1
kif F˜
if + 12 k[ab]H˜
aH˜b for g = 2,
H˜a = i(
¯ˆ
ψaξ¯ − ξψˆa) + cˆµHˆaµ,
F˜ if = cˆµ(ξσµ
¯ˆ
λif + λˆifσµξ¯) +
1
4 cˆ
µcˆνεµνρσFˆ
ifρσ , (6.9)
where ∼ is equivalence in H(sext,F) (f
g ∼ fg + sextf
g−1 with fg, fg−1 ∈ F), if runs over those Abelian elements of
gYM under which all matter fields are uncharged, and k, ka, kif and k[ab] are complex numbers. The cocycles 1, H˜
a,
F˜ if and H˜aH˜b, a < b, are nontrivial and inequivalent in H(sext,F):
k ∼ 0 ⇒ k = 0; (6.10)
kaH˜
a ∼ 0 ⇒ ka = 0; (6.11)
kif F˜
if + 12 k[ab]H˜
aH˜b ∼ 0 ⇒ kif = k[ab] = 0. (6.12)
Comment: In n-dimensional theories, the representatives of Hnn−p(δ|d) are related through descent equations for
δ and d to conserved local p-forms (i.e., p-forms which do not depend on antifields and satisfy dωp ≈ 0) representing
the so-called characteristic cohomology of the field equations [5]. Therefore one can conclude from lemmas 6.1 and
6.2 that H−3,4(sext|d) and H
−2,4(sext|d) are isomorphic to the characteristic cohomology in form-degrees p = 1 and
p = 2, respectively, and that the latter is represented by the 1-forms ⋆dBa and the 2-forms ⋆dAif and (⋆dBa)(⋆dBb)
where ⋆ denotes Hodge-dualization and Aif = dxµAifµ and B
a = (1/2)dxµdxνBaµν . We also observe that H
0(sext,F),
H1(sext,F) and H
2(sext,F) are isomorphic to the characteristic cohomology in form-degrees p = 0, p = 1 and p = 2,
respectively. We shall see that a similar result does not hold for p = 3, cf. section 8.
b. Elimination of trivial pairs
To compute Hg(sext,F) for ghost numbers g ≥ 3 we use the jet-coordinates u
ℓ, vℓ, wI given in section 4. Thanks to
Eq. (4.1), the jet-variables uℓ and vℓ form trivial pairs in the terminology of [10] and drop from (the nontrivial part
of) H(sext,F):
Lemma 6.4 H(sext,F) is isomorphic to the cohomology of sext in the space W of local functions of the variables w
I
listed in Eq. (4.6):
H(sext,F) ≃ H(sext,W), W = {f(w)}.
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c. Decomposition of the cohomological problem
To compute H(sext,W), we use the counting operator N for the variables Cˆ
i, cµν and Rˆa as a filtration,
N = Cˆi
∂
∂Cˆi
+ 12 c
µν ∂
∂cµν
+ Rˆa
∂
∂Rˆa
.
sext decomposes inW into three parts with N -degrees 1, 0 and −1 which we denote by slie, ssusy and scurv, respectively:
sextf(w) = (slie + ssusy + scurv)f(w)
[N, slie] = slie, [N, ssusy] = 0, [N, scurv] = −scurv
slie =
1
2 fkj
iCˆjCˆk
∂
∂Cˆi
− cν
ρcρ
µ ∂
∂cνµ
+ cν
µcˆν
∂
∂cˆµ
+ 12 c
µν(ξσµν)
α ∂
∂ξα
− 12 c
µν(σ¯µν ξ¯)
α˙ ∂
∂ξ¯α˙
+ (Cˆiδi +
1
2 c
µν lµν)Tˆ
τ ∂
∂Tˆ τ
ssusy = 2iξσ
µξ¯
∂
∂cˆµ
+ (cˆµ∇ˆµ + ξ
αDα + ξ¯
α˙D¯α˙)Tˆ
τ ∂
∂Tˆ τ
scurv = F
i ∂
∂Cˆi
+Ha
∂
∂Rˆa
(6.13)
where we introduced
F i = icˆµ(ξσµ
¯ˆ
λi − λˆiσµξ¯) +
1
2 cˆ
µcˆνFˆ iµν (6.14)
Ha = −2cˆµξσµξ¯φ
a − icˆµcˆν(ξσµν ψˆ
a −
¯ˆ
ψaσ¯µν ξ¯)−
i
6 cˆ
µcˆν cˆρεµνρσHˆ
aσ. (6.15)
s2ext = 0 decomposes under the N -degree according to:
s2lie = s
2
curv = {slie, ssusy} = {scurv, ssusy} = 0, {slie, scurv}+ s
2
susy = 0. (6.16)
Let us denote by fm the piece with N -degree m of a function f ∈ W, and by m and m the highest and lowest
N -degrees contained in f , respectively7. The cocycle condition sextf(w) = 0 in H(sext,W) decomposes into:
sliefm = 0 (6.17)
ssusyfm + sliefm−1 = 0 (6.18)
scurvfm + ssusyfm−1 + sliefm−2 = 0 (6.19)
...
scurvfm = 0. (6.20)
d. Lie algebra cohomology
(6.17) shows that fm is a cocycle of slie. We can assume that it is not a coboundary of slie because otherwise we
could remove it from the sext-cocycle f(w) without changing the cohomology class of the latter (if fm = sliehm−1, one
replaces f with f − sexthm−1 which is equivalent to f in H(sext,W)). Hence, fm can be assumed to be a nontrivial
representative of the cohomology of slie in W which we denote by H(slie,W). This cohomology is well-known: it is
the Lie algebra cohomology of g = gYM + so(1, 3), with g represented on the local functions of cˆ
µ, ξα, ξ¯α˙ and Tˆ τ .
This cohomology is generated by so-called primitive elements θr constructed of the Cˆ
i and cµν , g-invariant functions
7We can always assume that m is finite because it is bounded by the ghost number of f (recall that there are no w’s with
negative ghost number).
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of the cˆµ, ξα, ξ¯α˙ and Tˆ τ , and linearly independent polynomials in the Rˆa (notice that the Rˆa are inert to slie). The
θ’s correspond one-to-one to the independent Casimir operators of g. The index r of the θ’s runs thus from 1 to
rank(g) = rank(gYM) + 2. The θ’s of gYM can be constructed by means of suitable matrix representations {T
(r)
i } of
gYM (the superscript (r) of T
(r)
i indicates that the respective representation may depend on the value of r):
θr = (−)
m(r)−1m(r)!(m(r) − 1)!
(2m(r) − 1)!
trr(Cˆ
2m(r)−1), Cˆ = CˆiT
(r)
i , r = 1, . . . , rank(gYM), (6.21)
where m(r) is the order of the corresponding Casimir operator of gYM. The θ’s with m(r) = 1 can be taken to coincide
with the Abelian Cˆ’s by choosing T
(r)
i = 1 for one of the Abelian elements of gYM and T
(r)
i = 0 for all other elements.
We denote the Abelian Cˆ’s by CˆiA :
{θr : m(r) = 1} = {Cˆ
iA} = {Abelian Cˆ’s}. (6.22)
so(1, 3) contributes two additional θ’s with m(r) = 2 (“Lorentz-θ’s”):
θrank(gYM)+1 = cµ
νcν
ρcρ
µ, θrank(gYM)+2 = εµνρσc
µνcρλcλ
σ. (6.23)
We denote the space of g-invariant local functions of the cˆµ, ξα, ξ¯α˙ and Tˆ τ by Tinv,
Tinv = {f(cˆ, ξ, ξ¯, Tˆ ) : δif(cˆ, ξ, ξ¯, Tˆ ) = 0, lµνf(cˆ, ξ, ξ¯, Tˆ ) = 0}. (6.24)
H(slie,W) can now be described as follows:
slief(w) = 0 ⇔ f(w) = slieh(w) + f
ΓPΓ(θ, Rˆ), f
Γ ∈ Tinv; (6.25)
fΓPΓ(θ, Rˆ) = slieh(w), f
Γ ∈ Tinv ⇒ f
Γ = 0, (6.26)
where {PΓ(θ, Rˆ)} is a basis of the monomials in the θr and Rˆ
a. As mentioned above, this expresses the Lie algebra
cohomology of g, with representation space given by the local functions of the cˆµ, ξα, ξ¯α˙ and Tˆ τ . It is a well-known
result, see, e.g., section 8 of [7], and implies directly the following:
Lemma 6.5 The piece with highest N -degree of a representative f of H(sext,W) can be assumed to be of the form
fm = f
ΓmPΓm(θ, Rˆ), ssusyf
Γm = 0, fΓm 6= ssusyg
Γm , fΓm , gΓm ∈ Tinv, (6.27)
where {PΓm(θ, Rˆ)} = {PΓ(θ, Rˆ) : NPΓ(θ, Rˆ) = mPΓ(θ, Rˆ)}.
e. Supersymmetry algebra cohomology
(6.27) shows that the functions fΓm are representatives of the cohomology of ssusy in the space Tinv. We denote this
cohomology by H(ssusy,Tinv). It is indeed well-defined because ssusy squares to zero on all functions in Tinv: according
to (6.16) one has s2susyf = −{slie, scurv}f which vanishes for f ∈ Tinv because one has slief = 0 and scurvf = 0 for
f ∈ Tinv by definition of Tinv. In particular one has
f ∈ Tinv ⇒ ssusyf = sextf, (6.28)
and thus
H(ssusy,Tinv) = H(sext,Tinv). (6.29)
The following lemma describes this cohomology and is a key result of the computation.
Lemma 6.6 Cohomology H(ssusy,Tinv):
(i) The general solution of the cocycle condition in Hg(ssusy,Tinv) for the various ghost numbers g is:
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ssusyf
g = 0, fg ∈ Tinv ⇔ f
g ∼


k for g = 0
kaH˜
a for g = 1
kif F˜
if + 12 k[ab]H˜
aH˜b + kiAF
iA for g = 2
OR(Tˆ ) for g = 3
PΩ1 + P¯Ω¯2 for g = 4
0 for g ≥ 5
O = 4cˆµξσµξ¯ − 4Ξµν(ξσ
µνD + ξ¯σ¯µνD¯)− i2 Ξµσ
µ
αα˙[D
α, D¯α˙]
P = −16Ξµν ξ¯σ¯
µν ξ¯ − 4i Ξµξ¯σ¯
µD + ΞD2
Ξµν = −
1
4 εµνρσ cˆ
ρcˆσ, Ξµ = −
1
6 εµνρσ cˆ
ν cˆρcˆσ, Ξ = − 124 εµνρσ cˆ
µcˆν cˆρcˆσ
R(Tˆ ) ∈ Tinv, D
2R(Tˆ ) = D¯2R(Tˆ ) = 0
Ωi = Ai(ϕ, λˆ) + D¯
2Bi(Tˆ ), Ai(ϕ, λˆ), Bi(Tˆ ) ∈ Tinv (i = 1, 2), (6.30)
where ∼ is equivalence in H(ssusy,Tinv) (f
g ∼ fg+ssusyf
g−1 with fg, fg−1 ∈ Tinv), iA runs over all Abelian elements
of gYM and F
iA are the Abelian F ’s (6.14), k, ka, kif , kab and kiA are complex numbers, we used the notation
D2 = DαDα, D¯
2 = D¯α˙D¯
α˙, [Dα, D¯α˙] = DαD¯α˙ − D¯α˙Dα and other notation as in lemma 6.3. The functions Ai(ϕ, λˆ)
depend only on the undifferentiated ϕs and λˆi but not on any (generalized covariant) derivatives thereof.
(ii) The cocycles 1, H˜a, F˜ if , H˜aH˜b, a < b, and F iA are nontrivial and inequivalent in H(ssusy,Tinv), a cocycle
OR(Tˆ ) is trivial in H(ssusy,Tinv) iff R(Tˆ ) = DΩ1 + D¯Ω¯2 for some functions Ω
α
i = A
α
i (ϕ, λˆ) + D¯
2Bαi (Tˆ ) (i = 1, 2),
and a cocycle PΩ1+ P¯Ω¯2 is trivial in H(ssusy,Tinv) iff both Ω1 = D¯
2X(Tˆ ) and Ω¯2 = −D
2X(Tˆ ) for some (the same!)
function X(Tˆ ) ∈ Tinv:
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k ∼ 0 ⇔ k = 0;
kaH˜
a ∼ 0 ⇔ ka = 0;
kif F˜
if + 12 k[ab]H˜
aH˜b + kiAF
iA ∼ 0 ⇔ kif = k[ab] = kiA = 0;
OR(Tˆ ) ∼ 0 ⇔ R(Tˆ ) = DΩ1 + D¯Ω¯2, Ω
α
i = A
α
i (ϕ, λˆ) + D¯
2Bαi (Tˆ );
PΩ1 + P¯Ω¯2 ∼ 0 ⇔ [Ω1 = D¯
2X(Tˆ ) ∧ Ω¯2 = −D
2X(Tˆ )]. (6.31)
Comments: a) In section 6 a we found that the cohomology groups H0(sext,F), H
1(sext,F) and H
2(sext,F) are
isomorphic to the characteristic cohomology in form-degrees 0, 1 and 2, respectively (see comments at the end of that
section). A similar result holds for H0(ssusy,Tinv), H
1(ssusy,Tinv) and H
2(ssusy,Tinv): they are isomorphic to the
gauge invariant characteristic cohomology (characteristic cohomology in the space of gauge invariant local forms) in
form-degrees 0, 1 and 2, respectively. Indeed one can show as in [14,15] that the latter is in form-degrees 0, 1 and 2
represented by:
p = 0 : ω0 = k; (6.32)
p = 1 : ω1 = ka ⋆ dB
a; (6.33)
p = 2 : ω2 = kif ⋆ dA
if + 12 k[ab](⋆dB
a)(⋆dBb) + kiAdA
iA . (6.34)
b) Notice that the lemma characterizes the cohomology in ghost number 3 through functions R(Tˆ ) ∈ Tinv which
satisfy D2R(Tˆ ) = D¯2R(Tˆ ) = 0 and are determined up to contributions of the form DΩ1+ D¯Ω¯2 with Ω
α
i = A
α
i (ϕ, λˆ)+
D¯2Bαi (Tˆ ) [such contributions can be dropped because of part (ii) of the lemma]. I have not determined the general
solution to these conditions (which appears to be a rather involved problem) but would like to add the following
comments concerning this result.
The simplest nontrivial functions R(Tˆ ) are complex numbers, i.e., R(Tˆ ) = k ∈ C with k 6= 0. They yield field
independent representatives with ghost number 3 given by
4k cˆµξσµξ¯. (6.35)
8Ω1 = D¯
2X ∧ Ω¯2 = −D
2X is equivalent to A1 = 0 ∧ A2 = 0 ∧ D¯
2B1 = D¯
2X ∧ D2B2 = −D
2X because no function A(ϕ, λˆ) is
of the form D¯2(. . . ).
14
All other representatives OR(Tˆ ) contain gauge invariant conserved currents jµ given by the antifield independent
parts of (1/2)σ¯µαα˙[D
α, D¯α˙]R(Tˆ ),
jµ =
[
1
2 σ¯
µ
αα˙[D
α, D¯α˙]R(Tˆ )
]
Φ∗=0
. (6.36)
That these currents are indeed conserved can be directly verified by means of the algebra (5.9) which implies, for all
δi-invariant functions f(Tˆ ):
δif(Tˆ ) = 0 ⇒ [D
2, D¯2]f(Tˆ ) = −4i∇ˆαα˙[D
α, D¯α˙]f(Tˆ ). (6.37)
Specializing this formula to R(Tˆ ), it yields 0 = ∇ˆαα˙[D
α, D¯α˙]R(Tˆ ) because of D2R(Tˆ ) = D¯2R(Tˆ ) = 0. Owing to (4.7)
and the gauge invariance of jµ (which follows from R(Tˆ ) ∈ Tinv), this implies that j
µ is indeed conserved:
0 ≈ ∇µj
µ = ∂µj
µ. (6.38)
jµ gives thus rise to a cocycle ω3 = (1/6)dxµdxνdxρεµνρσj
σ of the gauge invariant characteristic cohomology in
form-degree 3. One can show that this 3-form is trivial in the gauge invariant characteristic cohomology iff OR(Tˆ )
is in H(ssusy,Tinv) equivalent to a function (6.35).
9 Hence, except for the field independent representatives (6.35),
nontrivial functions OR(Tˆ ) correspond to representatives of the gauge invariant characteristic cohomology in form-
degree 3. However, this correspondence is not one-to-one as it is not surjective: there are representatives of the gauge
invariant characteristic cohomology in form-degree 3 which do not have a counterpart in H3(ssusy,Tinv). In particular
the Noether currents of supersymmetry and Poincare´ symmetry (and also those of other conformal symmetries) do not
correspond to representatives of H3(ssusy,Tinv) as one can already deduce from the fact that these Noether currents
are not contravariant Lorentz-vector fields (note that jµ in (6.36) is a contravariant Lorentz-vector field since R(Tˆ ) is
Lorentz-invariant owing to R(Tˆ ) ∈ Tinv).
The “generic” representatives of the gauge invariant characteristic cohomology in form-degree 3 involve gauge in-
variant Noether currents, i.e., they correspond to nontrivial global symmetries of the Lagrangian by Noethers first
theorem [16]. In addition there are representatives which are trivial in the characteristic cohomology but neverthe-
less nontrivial in the gauge invariant characteristic cohomology [accordingly the corresponding functions OR(Tˆ ) are
nontrivial in H3(sext,Tinv) but trivial in H
3(sext,F)]. These are exhausted by the 3-forms dB
a and (dAiA)(⋆dBa),
as can be shown as analogous results in [15,7], and do have counterparts in H3(ssusy,Tinv): dB
a and (dAiA)(⋆dBa)
correspond to functions R(Tˆ ) given by φa and the imaginary part of λˆiA ψˆa + (1/2)φaDλˆiA , respectively:
R(Tˆ ) = − 12 kaφ
a ⇒ OR(Tˆ ) = kaH
a, jµ = kaH
aµ, (6.39)
R(Tˆ ) = kiAa(−iλˆ
iA ψˆa + i
¯ˆ
λiA
¯ˆ
ψa − iφaDλˆiA ) ⇒
jµ ≈ kiAa[−2ε
µνρσF iAνρH
a
σ + 4∂ν(F
iAνµφa + λiAσµνψa + λ¯iA σ¯µν ψ¯a)]. (6.40)
Examples of representatives containing nontrivial Noether currents arise from functions R(Tˆ ) that are linear combi-
nations of the real parts of λˆif ψˆa:
R(Tˆ ) = 12 kifa(λˆ
if ψˆa +
¯ˆ
λif
¯ˆ
ψa) ⇒
jµ ≈ kifa[2F
ifµνHaν + ∂ν(ε
νµρσF iAρσφ
a + 2iλiAσµνψa − 2iλ¯iA σ¯µν ψ¯a)]. (6.41)
This contains indeed the Noether currents kifaF
ifµνHaν of nontrivial global symmetries generated by
∆Aifµ = kifaH
a
µ, ∆B
a
µν =
1
2 kifa εµνρσF
ifρσ , ∆(other fields) = 0. (6.42)
9Using part (ii) of lemma 6.6, the algebra (5.9), and Eq. (4.7), it is straightforward to verify that O[R(Tˆ ) − k] ∼ 0 implies
jµ ≈ ∂νS
νµ with Sνµ = 4i(DσνµΩ1+D¯σ¯
µνΩ¯2) for some gauge invariant Ω
α
i = A
α
i (ϕ, λˆ)+D¯
2Bαi (Tˆ ). Hence, OR(Tˆ ) ∼ 4k cˆ
µξσµξ¯
implies the triviality of ω3 in the gauge invariant characteristic cohomology (ω3 ≈ dω2 with ω2 = 1
4
dxµdxνεµνρσS
ρσ). The
proof of the reversed implication is more involved. Let me just note that one can prove it using the descent equations, by
showing that the triviality of ω3 in the gauge invariant characteristic cohomology implies that the cocycle of (sext + d) which
arises from OR(Tˆ ) (see section 3) is trivial, up to a function (6.35), in the cohomology of (sext+d) on gauge invariant functions
that do not depend on the ghost fields (treating the antifields as gauge covariant quantities).
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c) Almost all representatives of H(ssusy,Tinv) depend on antifields because the generalized tensor fields Tˆ
τ involve
antifields, see section 4. Exceptions are the field independent representatives (these are the constants k for g = 0,
the representatives (6.35) for g = 3, and the representatives PΩ1 + P¯Ω¯2 with Ωi = ki ∈ C for g = 4), and the
representatives kaH
a, see (6.39) (Ha does not depend on antifields). In addition there are a few representatives
PΩ1+P¯Ω¯2 from which the antifield dependence can be removed by subtracting trivial terms, see equation (B.70). The
antifield dependence of all other representatives cannot be removed as a consequence of the fact that the commutator
algebra of supersymmetry and gauge transformations closes only on-shell. However, this changes when one uses the
formulation with the standard auxiliary fields in which the commutator algebra closes off-shell (cf. section 9). In that
formulation, every representative PΩ1+ P¯Ω¯2 can be brought in a form that does not depend on antifields. The reason
is that, when one uses the auxiliary fields, the algebra (5.9) has an off-shell counterpart which is realized on standard
gauge covariant tensor fields (rather than on the generalized tensor fields Tˆ τ) and arises from (5.9) by substituting
∇µ, λ
i
α, λ¯
i
α˙ and F
i
µν for their hatted counterparts. In the formulation with auxiliary fields, H
4(ssusy,Tinv) can thus be
represented by functions PΩ1(T ) + P¯Ω¯2(T ) with Ωi(T ) = Ai(ϕ, λ) + D¯
2Bi(T ) ∈ Tinv (i = 1, 2) where Dα and D¯α˙ are
now realized on the ordinary tensor fields T τ . The antifield dependence of other representatives of H(ssusy,Tinv) (with
g < 4) can not be removed by the use of auxiliary fields because of their relation to the characteristic cohomology of
the field equations which is not affected by the use of auxiliary fields.
d) The results for g ≥ 3 in lemma 6.6 follow from the “QDS-structure” of the supersymmetry multiplets formed
by the Tˆ τ , see proof of the lemma. These results are thus not restricted to the theories studied here but apply
analogously to models with more general Lagrangian, or even with different field content, as long as the models have
QDS-structure.
f. Completion and result of the computation
So far we have determined the part with highest N -degree of the possible representatives of H(sext,F) by analysing
equations (6.17) and (6.18) which involve only slie and ssusy. We have found that this part can be assumed to be of the
form fΓPΓ(θ, Rˆ) where the f
Γ are representatives of H(ssusy,Tinv) given by lemma 6.6. To complete the computation
of H(sext,F) we have to examine which functions f
ΓPΓ(θ, Rˆ) can be completed to (inequivalent) solutions of the
remaining equations (6.19) through (6.20) involving scurv in addition to slie and ssusy. For this purpose the following
result is helpful:
Lemma 6.7 ( [17]) (i) There is no nonvanishing sext-closed function with degree 4 in the cˆ
µ.
(ii) Let f = f3 + f4 be an sext-cocycle where f3 and f4 have degree 3 and 4 in the cˆ
µ, respectively. Then f is the
sext-variation of a function η4 with degree 4 in the cˆ
µ; η4 is unique
10 and the solution of δ−η4 = f3 with δ− as in
(B.30).
Furthermore it is extremely useful to complete the θr of the semisimple part of the Yang-Mills group to corresponding
“super-Chern-Simons functions” qˆr given by:
qˆr = m(r)
∫ 1
0
dt trr(CˆF
m(r)−1
t ) if m(r) > 3, (6.43)
qˆr = trr[CˆF
2 − 12 Cˆ
3F + 110 Cˆ
5 + 3i Ξ (ξλˆ
¯ˆ
λ
¯ˆ
λ + ξ¯
¯ˆ
λλˆλˆ)] if m(r) = 3, (6.44)
qˆr = trr(CˆF −
1
3 Cˆ
3) if m(r) = 2 and r ≤ rank(gYM), (6.45)
with Cˆ and {T
(r)
i } as in (6.21), and
λˆα = λˆ
i
αT
(r)
i ,
¯ˆ
λα˙ =
¯ˆ
λiα˙T
(r)
i , F = F
iT
(r)
i , Ft = tF + (t
2 − t)Cˆ2. (6.46)
The qˆ’s satisfy qˆr = θr + . . . and the qˆ’s in (6.43) and (6.44) are sext-cocycles (in contrast to (6.45)):
Lemma 6.8 The super-Chern-Simons functions (6.43) and (6.44) are sext-closed:
sextqˆr = 0 for m(r) ≥ 3. (6.47)
10This does not exclude that there are functions g which are not entirely of degree 4 in the cˆµ and satisfy f = sextg.
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Using lemmas 6.6, 6.7 and 6.8 and results on the standard (non-extended) BRST-cohomology one derives the
following lemma containing the result of the cohomological analysis:
Lemma 6.9 The representatives of H(sext,F) can be grouped into seven types:
sext f = 0, f ∈ F ⇔ f =
(7)∑
(i)=(1)
f (i) + sext h, h ∈ F,
f (1) = P (1)(qˆ, θL) where
∂P (1)(qˆ, θL)
∂qˆr
= 0 if m(r) = 2, (6.48)
f (2) =
{
H˜a +
∑
r:m(r)=2
Xar
∂
∂qˆr
}
P (2)a (qˆ, θL),
Xar = (
1
8 φ
aP − i Ξµξ¯σ¯
µψˆa + 12 Ξ ψˆ
aD) trr(λˆλˆ)− (i Ξµξψˆ
a + 12 Ξ Hˆ
a
µ) trr(λˆσ
µ ¯ˆλ) + c.c., (6.49)
f (3) =
{
H˜aRˆb +X [ab] +
∑
r:m(r)=2
X [ar Rˆ
b] ∂
∂qˆr
}
P
(3)
[ab](qˆ, θL),
X [ab] = 2i Ξµν(ξσ
µν ψˆ − ξ¯σ¯µν
¯ˆ
ψ)[aφb] + Ξµ(iφ[a∇ˆµφ
b] − ψˆ[aσµ
¯ˆ
ψb]), (6.50)
f (4) =
{
F˜ if +X [ifjf ]
∂
∂Cˆjf
+X ifa
∂
∂Rˆa
+
∑
r:m(r)=2
X ifr
∂
∂qˆr
}∂P (4)(qˆ, Cˆfree, θL, Rˆ)
∂Cˆif
,
X [ifjf ] = −i Ξµλˆ
[ifσµ
¯ˆ
λjf ], X ifa = Ξµλˆ
ifσµξ¯φa + iΞ λˆifψa − c.c.,
X ifr = Ξ ξ¯
¯ˆ
λif trr(λˆλˆ) + 2Ξ λˆ
if trr(λˆ
¯ˆ
λξ¯) + c.c., (6.51)
f (5) =
{
H˜aH˜b +
∑
r:m(r)=2
X [ab]r
∂
∂qˆr
+X [ab]c
∂
∂Rˆc
+X [ab](cd)
∂2
∂Rˆd∂Rˆc
}
P
(5)
[ab](qˆ, θL, Rˆ),
X [ab]r = {
i
8 φ
[a ¯ˆψb]ξ¯ P + 12 Ξµ ξ¯σ¯
µψˆ[a(
¯ˆ
ψξ¯ − ξψˆ)b] + Ξµ ξ¯σ¯
µν ξ¯ ψˆ[a(H + i∇ˆφ)b]ν
+ i4 Ξ [2Hˆ
[a
µ ψˆ
b]σµξ¯ + (ξψˆ − 3
¯ˆ
ψξ¯)[aψˆb]D + φ[a(Hˆ + i∇ˆφ)b]µ ξ¯σ¯
µD]} trr(λˆλˆ)
+ {Ξµ ξψˆ
[a(ξψˆ −
¯ˆ
ψξ¯)b] + 2i Ξ ξψˆ[aHˆb]µ } trr(
¯ˆ
λσ¯µλˆ) + c.c.,
X [ab]c = Ξµν{2ξσ
µνψˆ[a ξψˆb]φc + ξσµ
¯ˆ
ψ[aψˆb]σν ξ¯φc − 2ξσµνξ φ[aψˆb]ψˆc − 2ξσν ξ¯φ[a
¯ˆ
ψb]σ¯µψˆc}
+ Ξµ{−2iξσ
µνψˆ[aHˆb]ν φ
c + ξψˆ[a∇ˆµφb]φc + i2 ξσ
µD¯(φ[aψˆb]ψˆc)
+ i2 φ
[a(ξD + ξ¯D¯)(
¯ˆ
ψb]σ¯µψˆc) + i2 ξσ
µ ¯ˆψ[aψˆb]ψˆc}
+ Ξ { 12 ψˆ
[aσµ
¯ˆ
ψb]Hˆcµ − ψˆ
cσµ
¯ˆ
ψ[aHˆb]µ
+ i2 (Hˆ
µ[aφb]∇ˆµφ
c − Hˆµcφ[a∇ˆµφ
b] − φcHˆµ[a∇ˆµφ
b])} − c.c.,
X [ab](cd) = 2i Ξ (
¯ˆ
ψaξ¯
¯ˆ
ψbξ¯ φcφd − φ[a
¯ˆ
ψb]ξ¯ ξψˆ(cφd))− c.c., (6.52)
f (6) =
{
(ORΓ(Tˆ )) +XΓiA
∂
∂CˆiA
+
∑
r:m(r)=2
XΓr
∂
∂qˆr
+XΓa
∂
∂Rˆa
}
PΓ(qˆ, CˆAbel, θL, Rˆ),
XΓiA = {−2i Ξµ λˆ
iAσµξ¯ + 12 Ξ (Dλˆ
iA ) + 2Ξ λˆiAD − c.c.}RΓ(Tˆ ),
XΓr = 8ΞR
Γ(Tˆ ) trr(ξλ
¯ˆ
λξ¯), XΓa = 2i Ξ (ψ¯aξ¯ − ξψa + φaξD + φaξ¯D¯)RΓ(Tˆ ), (6.53)
f (7) =
{
(PΩΓ1 + P¯Ω¯
Γ
2 ) + 8Ξ (
¯ˆ
λiA ξ¯ΩΓ1 + ξλˆ
iA Ω¯Γ2 )
∂
∂CˆiA
}
PΓ(qˆ, CˆAbel, θL, Rˆ), (6.54)
where θL, CˆAbel and Cˆfree denote collectively the Lorentz-θ’s (6.23), the Abelian Cˆ’s, and the Cˆ
if , respectively, c.c.
denotes complex conjugation when {T
(r)
i } is antihermitian
11, and other notation is as in lemmas 6.3 and 6.6. In
11If {T
(r)
i } is not antihermitian, then +c.c. denotes the addition of terms that were the complex conjugation if {T
(r)
i } was
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particular, RΓ(Tˆ ), ΩΓ1 and Ω¯
Γ
2 are functions as R(Tˆ ), Ω1 and Ω¯2 in (6.30), respectively, and can be assumed not to
be of the trivial form given in (6.31).
7. CONSISTENT DEFORMATIONS, COUNTERTERMS AND ANOMALIES
We shall now discuss the results for the cohomological groupsH0,4(sext|d) andH
1,4(sext|d) because of their relevance
to algebraic renormalization and consistent deformations. In algebraic renormalization,H0,4(sext|d) yields the possible
counterterms that are Poincare´ invariant, gauge invariant and N=1 supersymmetric on-shell, and H1,4(sext|d) provides
the Poincare´ invariant candidate gauge and supersymmetry anomalies to lowest nontrivial order, cf. [18,4,7].
The other applications concern the Poincare´ invariant and N=1 supersymmetric consistent deformations of the
classical theories. In this context a deformation is called consistent if it is a continuous deformation12 of the Lagrangian
and its gauge symmetries such that the deformed Lagrangian is invariant under the deformed gauge transformations
up to a total divergence. A deformation is considered trivial when it can be removed through field redefinitions.
Such deformations of n-dimensional gauge theories are completely controlled by H0,n(s|d) and H1,n(s|d) where n
is the spacetime dimension and s is the standard (non-extended) BRST differential [6,19]. In particular, H0,n(s|d)
provides the nontrivial deformations to first order in the deformation parameters, while H1,n(s|d) yields all possible
restrictions or obstructions to the extendability of the deformations to second and all higher orders. Analogously the
cohomology groups H0,n(sext|d) and H
1,n(sext|d) of an extended BRST differential for gauge and global symmetries
control those consistent deformations that are invariant under the global symmetry transformations contained in sext,
where these transformations may get nontrivially deformed but their commutator algebra does not change on-shell
modulo gauge transformations. The latter statement on the algebra of the global symmetries holds because this
algebra is encoded in the extended BRST-transformations of the constant ghosts. Representatives of H0,n(sext|d) do
not contain terms that would modify the extended BRST-transformations of the constant ghosts because they do
not involve “global antifields” conjugate to the constant ghosts13. Hence, H0,n(sext|d) yields only deformations that
preserve the algebra of the global symmetries contained in sext (in contrast, the algebra of the gauge transformations
may get nontrivially deformed). The consistent deformations which arise from our results on H0,4(sext|d) are thus
precisely those which are Poincare´ invariant and N=1 supersymmetric, where the supersymmetry transformations
may get nontrivially deformed but their algebra is still the standard N=1 supersymmetry algebra (on-shell, modulo
gauge transformations). In view of the results derived in [21] it is unlikely that there are more general physically
reasonable deformations (which change nontrivially the N=1 supersymmetry algebra) but this question is beyond the
scope of this work.
We shall now spell out explicitly the antifield independent parts of the representatives of H0,4(sext|d). These give
the first order deformations of the Lagrangian, and the possible counterterms to the Lagrangian that are invariant, at
least on-shell, under the gauge, Lorentz and supersymmetry transformations up to total divergences (the parts with
antifield numbers 1 and 2 of the representatives of H0,4(sext|d) yield the corresponding first order deformations of, and
counterterms to, the symmetry transformations and their commutator algebra, respectively). As explained in section
3, the representatives of H0,4(sext|d) are obtained from those of H
4(sext,F) by substituting c
µ + dxµ for cµ and then
picking the 4-form of the resultant expression. The representatives of H4(sext,F) are obtained from lemma 6.9 by
selecting from among the functions f (i) those with ghost number 4.14 Up to trivial terms, the antifield independent
part of the general representative of H0,4(sext|d) is:
antihermitian (i.e., using −T
(r)
i in place of T
(r)†
i ).
12A deformation is called continuous if it is a formal power series in deformation parameters.
13See [13] for the concept of such antifields, and [20] for a discussion of deformations of the global symmetry algebra in the
framework of the extended antifield formalism.
14There are no functions f (1) or f (3) with ghost number 4. The functions f (2) with ghost number 4 arise from polynomials P
(2)
a
that are linear combinations kraqˆr of the qˆr with m(r) = 2 and of the Lorentz-θ’s where, however, only k
r
aqˆr yields deformations
and counterterms of the Lagrangian, symmetry transformations and their algebra (the representatives with Lorentz-θ’s have
antifield number 3). The functions f (4), f (5), f (6), and f (7) with ghost number 4 arise from P (4) = (1/6)k[if jfkf ]Cˆ
if Cˆjf Cˆkf −
ikifaCˆ
if Rˆa, P
(5)
[ab] = ik[ab]cRˆ
c, PΓ = −iCˆ
iA , and PΓ = 1 respectively, where we introduced cosmetic factors 1/6 and ±i.
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ω0,4|Φ∗=0 = d
4x
( (1)
L CM +
(1)
L SYM +
(1)
L St +
(1)
L FT +
(1)
LNoe,CM′,CS,FI +
(1)
L generic
)
(1)
L CM=
∑
r:m(r)=2
kra
{
Haµ trr[ε
µνρσ(Aν∂ρAσ +
2
3 AνAρAσ)− λσ
µλ¯]
+ φa trr[−
1
2 FµνF
µν + i∇µλσ
µλ¯− iλσµ∇µλ¯−
1
4 (Dλ)
2]
− trr[(ψ
aσµνλ+ ψ¯aσ¯µν λ¯)Fµν −
i
2 (ψ
aλ+ ψ¯aλ¯)Dλ]
}
(7.1)
(1)
L SYM= k[if jfkf ](−
1
2 A
if
µA
jf
ν F
kfµν + iλifσµλ¯jfAkfµ ) (7.2)
(1)
L St= kifa(
1
2 F
ifµνBaµν + λ
ifψa + λ¯if ψ¯a) (7.3)
(1)
L FT= k[ab]c
[
1
2 ε
µνρσHaµH
b
νB
c
ρσ −H
µaφb∂µφ
c +Hµcφa∂µφ
b + φcHµa∂µφ
b
+ iψaσµψ¯bHcµ + i(ψ
aσµψ¯c − ψcσµψ¯a)Hbµ
]
(7.4)
(1)
LNoe,CM′,CS,FI= (
1
2 A
iA
µ σ¯
µαα˙[Dα, D¯α˙]− i(Dλ
iA )− 2iλiAD + 2iλ¯iAD¯)RiA(T ) (7.5)
(1)
L generic= D
2[A1(ϕ, λ) + D¯
2B1(T )] + D¯
2[A¯2(ϕ¯, λ¯) +D
2B¯2(T )] (7.6)
where the k’s are complex numbers, RiA(Tˆ ), Ai(ϕ, λˆ) and Bi(Tˆ ) are functions as in lemma 6.6, T
τ , DαT
τ , D¯α˙T
τ
denote the antifield independent parts of Tˆ τ , DαTˆ
τ , D¯α˙Tˆ
τ , respectively, [Dα, D¯α˙] is the commutator of Dα and D¯α˙,
and Aµ, λ, λ¯ are matrices constructed from the gauge fields and gauginos:
T τ = Tˆ τ |Φ∗=0, DαT
τ = (DαTˆ
τ )|Φ∗=0, D¯α˙T
τ = (D¯α˙Tˆ
τ )|Φ∗=0, [Dα, D¯α˙] = DαD¯α˙ − D¯α˙Dα,
Aµ = A
i
µT
(r)
i , λα = λ
i
αT
(r)
i , λ¯α˙ = λ¯
i
α˙T
(r)
i . (7.7)
Analogously one obtains the representatives of H1,4(sext|d) from the functions f
(i) with ghost number 5 given in
lemma 6.9. The antifield independent parts of these representatives are (the superscripts indicate from which f (i)
they derive):
A(1) =
∑
r:m(r)=3
kr trr
{
Cd(AdA + 12 A
3) + i(ξσ λ¯+ λσξ¯)(AdA + (dA)A+ 32 A
3) + 3i d4x (ξ¯λ¯ λλ + ξλ λ¯λ¯)
}
(7.8)
A(4a) = k[if jfkf lf ]
{
1
2 (⋆F
if )AjfAkfClf + 16 (ξσλ¯
if − λifσξ¯)AjfAkfAlf + i d4xλifσµλ¯jfAkfµ C
lf
}
(7.9)
A(4b) =
∑
r:m(r)=2
krif
{
(⋆F if ) trr(CdA + iAξσλ¯ + iAλσξ¯) + (ξσλ¯
if − λifσξ¯) trr(AdA +
2
3 A
3)
+d4x
[
ξ¯λ¯if trr(λλ) + 2λ
if trr(λλ¯ξ¯) + c.c.
]}
(7.10)
A(4c) = k[ifjf ]a
{
(⋆F if )(AjfQa + CjfBa) + (ξσλ¯if − λifσξ¯)AjfBa
+d4x ( i2 λ
ifσµλ¯jfQaµ + iλ
ifσµξ¯Ajfµ − λ
ifψaCjf + c.c.)
}
(7.11)
A(5) =
∑
r:m(r)=2
kr[ab]
{
(⋆dBa)(⋆dBb) trr(CdA + iAξσλ¯+ iAλσξ¯) + 2i(⋆dB
a)(ψ¯bξ¯ − ξψb) trr(AdA +
2
3 A
3)
+d4x
[
2i ψ¯aξ¯ Hbµ trr(λσ
µλ¯) + Pab trr(λλ) + c.c.
]}
with Pab = i8 φ
a ψ¯bξ¯D2 + i4 φ
a(Hµ + i∂µφ)
b ξ¯σ¯µD + i4 (ξψ
a − 3ψ¯aξ¯)ψbD + i2 H
a
µ ψ
bσµξ¯ (7.12)
A(6a) = d4x
{
1
4 C
iAAjAαα˙ [D
α, D¯α˙] + 2iAiAµ A
jA
ν ξσ
µνD − 2iCiAλjAD
− i2 C
iA(DλjA ) + 2ξσµλ¯iAAjAµ + c.c.
}
R[iAjA](T ) (7.13)
A(6b) = d4x
{
1
4 Q
a
αα˙ [D
α, D¯α˙] + 4iBaµν ξσ
µνD − 2i ξψa + 2iφa ξD + c.c.
}
Ra(T ) (7.14)
A(7) = d4x
(
CiAD2 − 4iAiAµ ξ¯σ¯
µD + 8λ¯iA ξ¯
) [
AiA(ϕ, λ) + D¯
2BiA(T )
]
+ d4x
(
CiA D¯2 + 4iAiAµ ξσ
µD¯ + 8ξλiA
) [
A′iA(ϕ¯, λ¯) +D
2B′iA(T )
]
(7.15)
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where R[iAjA](Tˆ ) and Ra(Tˆ ) are functions as R(Tˆ ) in lemma 6.6, AiA(ϕ, λ), BiA(T ), A
′
iA
(ϕ¯, λ¯), B′iA(T ) are gauge
invariant and Lorentz invariant functions, c.c. is used as in lemma 6.9, and
C = CiT
(r)
i , Q
a = dxµQaµ, σαα˙ = dx
µσµαα˙, A
i = dxµAiµ, A = A
iT
(r)
i , (7.16)
⋆ F i = 14 dx
µdxνεµνρσF
iρσ , Ba = 12 dx
µdxνBaµν , ⋆dB
a = dxµHaµ. (7.17)
We leave it to the reader to work out the antifield dependent terms of the representatives of H0,4(sext|d) and
H1,4(sext|d) and add the following comments:
a)
(1)
L CM contains “Chapline-Manton” couplings between the 2-form gauge potentials and non-Abelian Chern-Simons
3-forms of the type frequently encountered in supergravity models, see, e.g., [22–25].
b)
(1)
L SYM contains the cubic interaction vertices of standard super-Yang-Mills theories. In particular it gives rise
to deformations of free supersymmetric gauge theories to standard non-Abelian super-Yang-Mills theories, with the
coefficients k[if jfkf ] becoming the structure constants of the non-Abelian gauge group (the Jacobi identity for the
structure constants arises at second order of the deformation, cf. [26]; see also comment h) below).
c)
(1)
L St gives rise to the supersymmetric version of the Stueckelberg mechanism [27] for 2-form gauge potentials.
d)
(1)
L FT contains the trilinear vertices ε
µνρσHaµH
b
νB
c
ρσ of “Freedman-Townsend models” [28,29]. In particular it
yields deformations of gauge theories for free linear multiplets to supersymmetric Freedman-Townsend models as
derived in [30–32].
e) One may distinguish four different types of functions
(1)
LNoe,CM′,CS,FI, depending on the functions RiA(T ) they
involve. The simplest choice is RiA(T ) = kiA ∈ C. It yields Fayet-Iliopoulos terms [33]:
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(1)
L FI= −ikiADλ
iA . (7.18)
All other choices lead to terms containing couplings AiAµ j
µ
iA
of Abelian gauge fields to conserved currents jµiA =
(1/2)σ¯µαα˙[D
α, D¯α˙]RiA(T ), cf. comment b) in section 6 e. Generically these conserved currents are nontrivial Noether
currents (up to trivial currents). The only exceptions are the currents which arise from RiA(T ) = −
1
2 kiAaφ
a +
kiAjAa(−iλ
jAψa + iλ¯jA ψ¯a − iφaDλjA), see (6.39) and the text before that equation. These RiA ’s yield Chern-Simons
type couplings between Abelian gauge fields and the 2-form gauge potentials, and Chapline-Manton couplings of the
2-form gauge potentials to Abelian Chern-Simons 3-forms:
(1)
L CS= kiAaA
iA
µ H
aµ + · · · = 12 kiAaε
µνρσAiAµ ∂νB
a
ρσ + . . . (7.19)
(1)
L CM′= −2kiAjAaε
µνρσAiAµ F
jA
νρH
a
σ + . . . (7.20)
An example for a deformation involving a nontrivial Noether current arises from RiA(T ) =
1
2 kiAifa(λ
ifψa + λ¯if ψ¯a)
which yields
(1)
LNoe= 2kiAifaA
iA
µ F
ifµνHaν + . . . (7.21)
Supersymmetric models with these interaction vertices were constructed in [32].
f) The invariants (7.6) have been termed “generic” because there are infinitely many of them, with arbitrarily high
mass dimensions. For instance, an invariant with mass dimension 8 arises from a constribution trr(λλλ¯λ¯) to B1,
D2D¯2trr(λλλ¯λ¯) = trr(16FµνFρσF
µρF νσ − 4FµνFρσF
µνF ρσ + . . . ). (7.22)
In the formulation with the standard auxiliary fields (see section 9), all invariants (7.6) can be written as off-shell
invariants, cf. comment c) in section 6 e. Hence, in that formulation deformations (7.6) preserve the form of the
supersymmetry and gauge transformations. Notice also that they can be written as standard superspace integrals in
a superfield formulation (D2 and D¯2 then turn into superspace integrals
∫
d2θ and
∫
d2θ¯).
15In the formulation with auxiliary fields DλiA is proportional to the auxiliary field DiA , cf. section 9.
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g) (7.8) is a supersymmetric generalization of the non-Abelian chiral anomalies. Remarkably it is not accompanied
by antifield dependent terms, i.e., it is already a complete representative of H1,4(sext|d), whether or not one uses
auxiliary fields (alternative forms and discussions of supersymmetric non-Abelian chiral anomalies can be found in
[34–52,2,53–55]). I note that (7.8) has a direct generalization in supergravity [17,12].
h) (7.9), (7.10) and (7.11) are present only when the Yang-Mills gauge group contains Abelian gauge symmetries
under which all matter fields are uncharged. They are unlikely to represent anomalies of quantum theories but give
important restrictions to consistent deformations at higher orders in the deformation parameters. In particular (7.9)
enforces at second order that the coefficients k[ifjfkf ] in (7.2) satisfy the Jacobi identity for structure constants of a
Lie algebra, cf. [26].
i) (7.12) may be viewed as an analogue with ghost number 1 of non-Abelian Chapline-Manton type couplings (7.1).
j) (7.13) is the analogue with ghost number 1 of the couplings (7.5). Owing to the antisymmetry of R[iAjA](T )
these representatives exist only if the Yang-Mills gauge group contains at least two Abelian factors. As in the case
of the couplings (7.5) one may distinguish between different types of representatives (7.13), depending on the choice
of R[iAjA](T ). The simplest choice is R[iAjA](T ) = k[iAjA] ∈ C and gives the analogue with ghost number 1 of the
Fayet-Iliopoulos terms (7.18):
k[iAjA]
[
−iCiADλjA + 2(ξσµλ¯iA + λiAσµξ¯)AjAµ
]
d4x. (7.23)
All other choices yield representatives containing conserved currents given by (6.39), (6.40) or Noether currents such
as in (6.41). The representatives arising from (6.39) do not contain antifields and are somewhat reminiscent of chiral
anomalies because they read
k[iAjA]aC
iAAjAdBa + . . . (7.24)
The representatives arising from (6.40) may be viewed as an analogue with ghost number 1 of Abelian Chapline-
Manton type couplings (7.20). They read:
k[iAjA]kAaC
iAAjA(dAkA )(⋆dBa) + . . . (7.25)
The representatives containing the currents (6.41) read
k[iAjA]ifaC
iAAjA (⋆dAif )(⋆dBa) + . . . (7.26)
k) Similarly there are several types of representatives (7.14). The simplest arise from Ra(T ) = ka ∈ C and read
2i ka(ψ¯
aξ¯ − ξψa) d4x. (7.27)
The other representatives (7.14) involve conserved currents and are of the form
d4x (Qaµj
µ
a + . . . ), j
µ
a =
1
2 σ
µ
αα˙[D
α, D¯α˙]Ra(T ). (7.28)
Again, one may distinguish between representatives containing the currents (6.39), (6.40), or Noether currents such
as in (6.41). Those with the currents (6.39) are not accompanied by antifields and explicitly given by (one can assume
kab = k[ab] because the part with k(ab) is trivial):
k[ab]
[
QadBb − iBaµν(ξσ
µνψb + ξ¯σ¯µν ψ¯b)d4x+ 2iφa(ξψb − ψ¯bξ¯)d4x
]
. (7.29)
l) The representatives (7.15) are the counterparts with ghost number 1 of the invariants (7.6). The simplest
nontrivial representatives (7.15) arise from AiA = kiA ∈ C, A
′
iA
= k′iA ∈ C, BiA = B
′
iA
= 0. They read
8(kiAξλ
iA + k′iA λ¯
iA ξ¯) d4x. (7.30)
Significant representatives (7.15) are in particular the supersymmetric generalizations of Abelian chiral anomalies.
They arise from AiA(ϕ, λ) = −ik
r
iA
trr(λλ) − ik(iAjAkA)λ
jAλkA , A′iA(ϕ¯, λ¯) = ik
r
iA
trr(λ¯λ¯) + ik(iAjAkA)λ¯
jA λ¯kA , BiA =
B′iA = 0. This yields supersymmetrized Abelian chiral anomalies in a form as in Eq. (5.14) of [1]. By adding a
coboundary of H1,4(sext|d) to these anomalies, they can be brought to a form analogous to (7.8) as can be inferred
from (B.70).
m) Notice: when the Yang-Mills gauge group is semisimple and no linear multiplets are present, (7.6) and (7.8)
exhaust the nontrivial representatives of H0,4(sext|d) and H
1,4(sext|d), respectively. Indeed, all other representatives
require that the Yang-Mills gauge group contains Abelian factors or that linear multiplets are present. Recall that the
representatives (7.6) can be written as off-shell invariants when one uses the auxiliary fields, see item f). Hence, these
off-shell invariants provide all Lorentz-invariant and N=1 supersymmetric deformations of standard super-Yang-Mills
theories with semisimple gauge group (to all orders!).
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8. REMARKS ON THE COHOMOLOGY IN NEGATIVE GHOST NUMBERS
In [5] it was shown that the standard (non-extended) BRST cohomological groups Hp−n,n(s|d) in n-dimensional
theories for negative ghost numbers are isomorphic to the characteristic cohomology in form-degree p (0 < p < n)
whose representatives are conserved local p-forms (dωp ≈ 0). The cohomological groups Hp−4,4(sext|d), 0 < p < 4,
have a similar interpretation: they correspond to conserved local p-forms that are invariant under N=1 supersymmetry
and Poincare´ transformations up to trivially conserved p-forms. To show this we use that each representative of
Hp−4,4(sext|d) is related through the descent equations for sext and d to a local p-form ω
0,p with ghost number 0
which satisfies sextω
−1,p+1 + dω0,p = 0 and sextω
0,p + dω1,p−1 = 0 (see proof of lemma 3.1). The parts of these
equations with antifield number 0 read (see section 6 a for the notation):
δω−1,p+11 + dω
0,p
0 = 0 ⇔ dω
0,p
0 ≈ 0 (8.1)
γextω
0,p
0 + δω
0,p
1 + dω
1,p−1
0 = 0 ⇔ γextω
0,p
0 ≈ −dω
1,p−1
0 , (8.2)
where subscripts denote the antifield numbers (ωg,pk is the part with antifield number k contained in ω
g,p). Notice that
ω0,p0 has vanishing ghost and antifield number and thus does not depend on ghost fields, constant ghosts or antifields.
(8.1) shows that it is conserved. Furthermore it is gauge invariant, N=1 supersymmetric and Poincare´ invariant up to
trivially conserved p-forms. This is seen from (8.2) because γext contains the gauge transformations (with ghost fields
in place of gauge parameters), the N=1 supersymmetry transformations and the Poincare´ transformations (multiplied
by the corresponding constant ghosts, respectively).
Moreover ω0,p0 is trivial in the characteristic cohomology (ω
0,p
0 ≈ dω
0,p−1
0 ) iff the corresponding representative of
Hp−4,4(sext|d) is trivial in the cohomology of sext modulo d. For p < 3 we had seen this already in section 6 a where
we found that H−3,4(sext|d) and H
−2,4(sext|d) are isomorphic to the characteristic cohomology in form-degrees 1 and
2, respectively. For p = 3 the assertion can be proved by the arguments used in the proof of lemma 6.2: one finds that
the part ω−1,41 of a nontrivial representative of H
−1,4(sext|d) is a nontrivial representative of H
4
1 (δ|d)
16. As shown
in [5], it thus corresponds to a nontrivial global symmetry and, via descent equations for δ and d, to a nontrivial
conserved 3-form containing the Noether current of this global symmetry17. Hence, all nontrivial representatives
of H−1,4(sext|d) correspond to nontrivial global symmetries of the action and nontrivial conserved currents. These
currents are N=1 supersymmetric and Poincare´ invariant up to trivial conserved currents (see discussion above).
Accordingly the global symmetries corresponding to representatives of H−1,4(sext|d) commute on-shell with the N=1
supersymmetry transformations and the Poincare´ transformations up to gauge transformations18.
H−3,4(sext|d) and H
−2,4(sext|d) were already given in lemma 6.2. H
−1,4(sext|d) can be obtained from H
3(sext,F)
which has three types of representatives as one infers from lemma 6.9: f (3) with P
(3)
[ab] = k[ab] ∈ C which correspond
to the global symmetries of the action under rotations acting on the indices a of the linear multiplets, f (4) with
P (4) = (1/2)kifjf Cˆ
if Cˆjf (kif jf ∈ C) which correspond to the global symmetries under rotations of the indices if , and
f (6) = OR(Tˆ ) where, however, (6.35), (6.39) and (6.40) do not yield nontrivial representatives of H−1,4(sext|d) [(6.35)
does not correspond to any representatives of H−1,4(sext|d) because it is field independent, while (6.39) and (6.40)
are trivial in H3(sext,F) though nontrivial in H
3(sext,Tinv)].
Comments: a) We just observed that the representatives of H−1,4(sext|d) correspond to nontrivial conserved
currents that are N=1 supersymmetric and Poincare´ invariant up to trivially conserved currents, and to the corre-
sponding global symmetries which commute on-shell with the N=1 supersymmetry transformations and the Poincare´
transformations up to gauge transformations. However, the correspondence is not one-to-one because there are con-
served currents and global symmetries of this type which have no counterpart in H−1,4(sext|d). Indeed, consider the
currents jµa = ∂µφa. They are the Noether currents of the global symmetries under constant shifts of the φa. These
shift symmetries are evidently nontrivial. Furthermore they commute with all N=1 supersymmetry and Poincare´
16Applying the arguments in the proof of lemma 6.2 to the case g = −1 one finds that the nontrivial representatives have
k = 1 (but not k = 2 or k = 3 because there are no Lorentz-invariant homogeneous polynomials of degree 1 or 2 in the constant
ghosts).
17In this context a global symmetry is called trivial if it equals a gauge transformation (in general with field dependent
parameters) on-shell. A conserved current jµ is called trivial if jµ ≈ ∂νS
νµ for some local functions Sνµ = −Sµν .
18Let ∆A be (infinitesimal) global symmetry transformations and j
µ
A the corresponding conserved currents. One has ∆Aj
µ
B ∼
jµ[A,B] where j
µ
[A,B] is the Noether current of [∆A,∆B ] and ∼ is equality up to trivial currents [56,57]. Furthermore a current
is trivial iff the corresponding global symmetry is trivial [5].
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transformations. Accordingly their currents are conserved, nontrivial, and both N=1 supersymmetric and Poincare´
invariant up to trivial currents, respectively. Nevertheless they do not give rise to representatives of H−1,4(sext|d).
This can be seen in various ways. One way is the following: the corresponding representatives of H3(sext,F) would
have dimension −1 and be linear in the fields of the linear multiplets (this follows from the structure of the shift
symmetries and their currents), and would thus inevitably have to be proportional to Oφa; however, Oφa is trivial
in H3(sext,F) for one has Oφ
a = −2Ha = −2sextRˆ
a. Another way is based on the algebraic structure which is
associated to the local BRST cohomology and described in section 3 of [13]. In the present case this algebra links the
representatives of H−1,4(s|d) corresponding to super-Poincare´ symmetries and the symmetries under constant shifts
of the φ’s to the representatives R∗ad
4x of H−3,4(s|d) in a nontrivial way (owing to the presence of φ-dependent gauge
transformations in the commutator of two supersymmetry transformations on Bµν) which obstructs the existence of
representatives of H−1,4(sext|d) corresponding to the shift symmetries.
b) The p-forms ω0,p mentioned above, which are related through the descent equations to the representatives of
Hp−4,4(sext|d) for 0 < p < 4, make up a complete set of field dependent representatives of H
0,p(sext|d) for p < 4.
This can be inferred from comment c) in section 3 using the result that H0(sext,F) is represented just by a number
(the latter result follows from lemma 6.9, a number being a solution f (1)).
9. OTHER FORMULATIONS OF SUPERSYMMETRY
In this section it is shown that our cohomological results do not depend on the chosen formulation of supersym-
metry. Alternative well-known formulations with auxiliary fields or linearly realized supersymmetry (in particular,
the standard superspace formulation) lead to exactly the same results. The reason is that the additional fields and
antifields which occur in these formulations give only rise to trivial pairs and thus do not contribute nontrivially to
the cohomology, cf. section 6 b.
a. Formulation with auxiliary fields
Let us first discuss the formulation with the standard auxiliary fields so that the commutator algebra of the Poincare´,
supersymmetry and gauge transformations closes off-shell. These auxiliary fields are real fields Di for the super-Yang-
Mills multiplets and complex fields F s for the chiral multiplets. The formulation with these fields differs from the one
used here through the following changes as compared to section 2:
1. Field content: one adds the fields Di, F s, F¯s and their antifields D
∗
i , F
∗
s , F¯
∗s.
2. Lagrangian:
L =− 14 δijF
i
µνF
jµν + i2 δij(∇µλ¯
iσ¯µλj − λ¯iσ¯µ∇µλ
j) + 12 δijD
iDj
+ 12 ∂µφ
t∂µφ− 12 H
t
µH
µ + i2 (∂µψ¯
tσ¯µψ − ψ¯tσ¯µ∂µψ)
+∇µϕ¯∇
µϕ+ i4 (∇µχ¯σ¯
µχ− χ¯σ¯µ∇µχ) +
1
4 F¯F
+ iDiϕ¯Tiϕ+ ϕ¯Tiχλ
i − λ¯iχ¯Tiϕ. (9.1)
3. Extended BRST transformations of the fields: the only changes are in the transformations of λα, χα and their
complex conjugates, and the addition of the extended BRST-transformations of the auxiliary fields:
sextλ
i
α =− fjk
iCjλkα + cˆ
µ∂µλ
i
α −
1
2 c
µν(σµνλ
i)α − iξαD
i + (σµνξ)αF
i
µν
sextD
i =− fjk
iCjDk + cˆµ∂µD
i + ξσµ∇µλ¯
i +∇µλ
iσµξ¯
sextχα =− C
iTiχα + cˆ
µ∂µχα −
1
2 c
µν(σµνχ)α + ξαF − 2i(σ
µξ¯)α∇µϕ
sextF =− C
iTiF + cˆ
µ∂µF − 2i∇µχσ
µξ¯ + 4λ¯iξ¯Tiϕ. (9.2)
4. The extended BRST-transformations of the antifields are according to (2.23) obtained from an extended La-
grangian which is now given by
Lext = L− (sextΦ
N )Φ∗N . (9.3)
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The passage from the formulation with auxiliary fields to the formulation without auxiliary fields is done by elimination
of the auxiliary fields using the solution of their “extended equations of motion” derived from Lext and setting the
antifields D∗i , F
∗
s , F¯
∗
s to zero. This amounts to the following identifications:
Di ≡ −iδij(ϕ¯Tjϕ+ λ
∗
jξ + ξ¯λ¯
∗
j ), D
∗
i ≡ 0,
F ≡ −4ξ¯χ¯∗, F¯ ≡ 4χ∗ξ, F ∗ ≡ 0 ≡ F¯ ∗. (9.4)
These identifications reproduce the formulae given in section 2 und turn representatives of the cohomologiesH(sext,F)
and H(sext|d) in the formulation with the auxiliary fields into representatives of the same cohomologies in the formu-
lation without auxiliary fields (see, e.g., section 15 of [5]). From the cohomological perspective, this reflects that the
auxiliary fields and their antifields give only rise to trivial pairs (see section 6 b). These trivial pairs are (D∗i , sextD
∗
i ),
(F ∗s , sextF
∗
s ), (F¯
∗
s , sextF¯
∗
s ) and all their derivatives, for one has:
sextD
∗
i = δijD
j + i (ϕ¯Tiϕ+ λ
∗
i ξ + ξ¯λ¯
∗
i ) + C
jfji
kD∗k + cˆ
µ∂µD
∗
i
sextF
∗ = 14 F¯ − χ
∗ξ + CiF ∗Ti + cˆ
µ∂µF
∗
sextF¯
∗ = 14 F + ξ¯χ¯
∗ − CiTiF¯
∗ + cˆµ∂µF¯
∗. (9.5)
b. Formulation with linearly realized supersymmetry
The standard formulation with linearly realized supersymmetry (often formulated in superspace) uses complete
real vector multiplets in place of only the gauge potentials and the gauginos, and a higher gauge symmetry which
gives rise to additional ghost fields. The linearized additional gauge transformations shift the additional fields of
the vector multiplets by additional gauge parameters. As a consequence, the extended BRST transformations act
on these fields as nonlinearly extended shift transformations involving the additional ghost fields. The extended
BRST transformations of the antifields of the additional ghost fields are nonlinearly extended shift transformations
involving the antifields of the additional fields of the vector multiplets. Hence, all additional fields, antifields and
their derivatives give only rise to trivial pairs. Elimination of these trivial pairs reproduces the familiar Wess-Zumino
gauged models described in section 9 a. If one also removes the auxiliary fields as outlined there, one ends up precisely
with the formulation as in section 2. Let us show this explicitly for the Abelian case with one vector multiplet and
one chiral matter multiplet (linear multiplets need not be considered here because supersymmetry is already linearly
realized on them). We denote the fields of the vector multiplet by V , ζα, Z, A
′
µ, λ
′
α and D
′ and those of the chiral
multiplet by ϕ′, χ′α and F
′, where V , A′µ and D
′ are real fields, while the other fields are complex. The ghost fields
are denoted by Λ, Γα and Σ and are all complex (they form a chiral supersymmetry multiplet). The extended BRST
transformations of these fields are
sextV = i(Λ − Λ¯) + ξζ + ζ¯ ξ¯ + cˆ
µ∂µV
sextζα = Γα + cˆ
µ∂µζα −
1
2 c
µν(σµνζ)α − (σ
µξ¯)α(A
′
µ + i∂µV )− ξαZ
sextZ = Σ + cˆ
µ∂µZ + 2i∂µζσ
µξ¯ + 2iλ¯′ξ¯
sextA
′
µ = −∂µ(Λ + Λ¯) + cˆ
ν∂νA
′
µ − cµ
νA′ν − i ξσµλ¯
′ + iλ′σµξ¯ + i∂µ(ξζ − ζ¯ ξ¯)
sextλ
′
α = cˆ
µ∂µλ
′
α −
1
2 c
µν(σµνλ
′)α − iξαD
′ + 2(σµνξ)α∂µA
′
ν
sextD
′ = cˆµ∂µD
′ + ξσµ∂µλ¯
′ + ∂µλ
′σµξ¯.
sextϕ
′ = −2iΛϕ′ + cˆµ∂µϕ
′ + ξχ′
sextχ
′
α = −2iΛχ
′
α − 2Γαϕ
′ + cˆµ∂µχ
′
α −
1
2 c
µν(σµνχ
′)α − 2i(σ
µξ¯)α∂µϕ
′ + ξαF
′
sextF
′ = −2iΛF ′ + 2Γχ′ + 2Σϕ′ + cˆµ∂µF
′ − 2i∂µχ
′σµξ¯
sextΛ = cˆ
µ∂µΛ + iξΓ
sextΓα = cˆ
µ∂µΓα −
1
2 c
µν(σµνΓ)α + ξαΣ− 2(σ
µξ¯)α∂µΛ
sextΣ = cˆ
µ∂µΣ− 2i∂µΓσ
µξ¯. (9.6)
The presence of the shift terms i(Λ − Λ¯), Γα and Σ in sextV , sextζα and sextZ implies that (V, sextV ), (ζα, sextζα),
(Z, sextZ) and their derivatives form indeed trivial pairs. The same holds of course for (ζ¯α˙, sextζ¯α˙), (Z¯, sextZ¯) and
their derivatives. It is straightforward to verify that the following identifications reproduce the sext-transformations
of Aµ, ϕ, λ, D, χ, F and C given in (2.8), (2.13), (9.2) and (2.15) for the Abelian case (with C
iTiϕ ≡ −iCϕ etc):
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Aµ = A
′
µ, λα = λ
′
α, D = D
′, C = −Λ− Λ¯ + iξζ − iζ¯ ξ¯,
ϕ = eV ϕ′, χα = e
V (χ′α + 2ζαϕ
′), F = eV (F ′ − 2Zϕ′ − 2ζχ′ − 2ζζϕ′). (9.7)
The antifields of the additional fields give also only rise to trivial pairs, as one has
sextΛ
∗ = iV ∗ + ∂µA
∗µ′ + 2∂µΓ
∗σµξ¯ − 2i(ϕ∗′ϕ′ + χ∗′χ′ + F ∗′F ′)
sextΓ
∗α = −ζ∗α − iξαΛ∗ − 2i∂µΣ
∗σµξ¯ + 2ϕ′χ∗α′ + 2χα′F ∗′
sextΣ
∗ = Z∗ + Γ∗ξ + 2ϕ′F ∗′. (9.8)
The non-Abelian case is analogous except that the extended BRST transformations of the fields receive further
nonlinear contributions, and, as a consequence, the relation of primed and unprimed fields becomes more complicated
(in particular Aµ, λ and D do not coincide anymore with their primed counterparts).
10. OTHER LAGRANGIANS
Even though our analysis was performed for Lagrangians (2.2), it is not restricted to these. In particular it applies
analogously to more general Lagrangians which are of the form (7.6) in the formulation with auxiliary fields (with Dα
and D¯α˙ realized off-shell on ordinary tensor fields, cf. comment c) in section 6 e), such as
L = D2[Gij(ϕ)λ
iλj + P (ϕ) + D¯2K(ϕ, ϕ¯, φ)] + c.c. (10.1)
where Gij(ϕ)λ
iλj , P (ϕ) and K(ϕ, ϕ¯, φ) are gauge invariant functions. (10.1) is a generalization of the Lagrangian
(2.2) which is still at most quadratic in derivatives but in general not power counting renormalizable as it contains
terms such as (Gij(ϕ) + c.c.)F
i
µνF
jµν . The special choice Gij(ϕ) = δij/16, P (ϕ) = 0 and K(ϕ, ϕ¯, φ) = (ϕ¯ϕ−φ
tφ)/32
reproduces the Lagrangians (2.2) after elimination of the auxiliary fields, up to a total divergence. Let us briefly
indicate how one can apply our analysis and results to such models or even more general Lagrangians (7.6) containing
terms with more than two derivatives such as (7.22), assuming that supersymmetry is not spontaneously broken (see
comment below) and that the field equations satisfy the standard regularity conditions (see [7]):
(i) The extended BRST transformations of the fields and constant ghosts are as in section 9 a when one uses the
formulation with auxiliary fields (recall that the deformations (7.6) do not change the gauge or supersymmetry
transformations when one uses the formulation with the auxiliary fields, cf. comment f) in section 7).
(ii) The extended BRST transformations of the antifields contain the Euler-Lagrange derivatives of the Lagrangian
with respect to the corresponding fields and are thus more involved than in the simple models (2.2). As a
consequence the explicit form of the w-variables (see section 4) changes. A subset of these variables even may
fail to be local in the strict sense of section 3 (because the algorithm [11] may not terminate anymore). This
failure of locality does not happen for Lagrangians (10.1)19 but it will generically happen for more general
Lagrangians. In order to apply our analysis in the latter case one must relax the definition of local functions and
forms accordingly. In particular this is necessary and natural when dealing with effective Lagrangians containing
terms such as (7.22) multiplied by free parameters (coupling constants). One may then use the definition that
local functions and forms are formal power series in the free parameters, with each term of the series local in
the strict sense, cf. the remarks on effective theories in [7].
(iii) The descent equations and lemma 3.1 hold also in the generalized models.
(iv) The gauge covariant algebra (5.9) does not change because it reflects the extended BRST transformations of
the ghosts which do not change.
(v) The structure of the cohomological groups presented in section 6 a does not change because sextR
∗
a and sextC
∗
if
do not change (this follows from the fact that the gauge transformations do not change). However, fab, f
′
ab, H˜
a
and F˜ if can receive additional terms because of changes of the field equations.
19Lemma 4.2 still holds for these Lagrangians but the proof of the lemma is more involved than for the simple Lagrangians
(2.2). Without going into detail I note that one may use the derivative order of the variables (rather than their dimension) to
prove that the algorithm [11] terminates for Lagrangians (10.1).
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(vi) Subsections 6 b, 6 c and 6 d evidently apply also to the generalized models.
(vii) H(ssusy,Tinv) is still given by lemma 6.6, except for the possible modifications of H˜
a and F˜ if mentioned above.
Indeed, the results for g ≤ 2 derive as before from the results in section 6 a and from Eq. (B.29) which holds
also in the generalized models (the proof of that equation applies also to the generalized models). The results
for g ≥ 3 are solely based on the algebra (5.9) and the structure of the supersymmetry multiplets which do not
change.
(viii) Lemmas 6.7 and 6.8 apply without modifications also to the generalized models.
(ix) The possible changes of lemma 6.9 are induced by the modifications of H˜a and F˜ if mentioned above and concern
the representatives f (2), f (3), f (4) and f (5). f (2) and f (5) have counterparts also in the generalized models but
their explicit form changes when H˜a receives additional terms (the additional terms cause changes of the X-
functions occurring in f (2) and f (5); the existence of these representatives is still guaranteed by the vanishing
of Hg(ssusy,Tinv) for g > 4). The existence and precise form of representatives f
(3) and f (4) depends on the
modifications of H˜a and F˜ if and varies from case to case. However, the modifications of f (3) do not concern
consistent deformations, counterterms or anomalies because there are no representatives f (3) with ghost numbers
4 or 5. The representatives f (4) are mainly of interest for the deformation of free theories with Lagrangians of
the form (2.2).
Comment: In models with spontaneously broken supersymmetry the goldstino fields and their extended BRST
transformations form trivial pairs (the extended BRST transformations of the goldstino fields substitute for the
constant supersymmetry ghosts in the new jet coordinates {uℓ, vℓ, wI}). As a consequence the structure of the
extended BRST cohomology is essentially the same as its non-supersymmetric counterpart, provided one relaxes
the definition of local functions and forms suitably, if necessary (see remarks above). The representatives of the
cohomology are supersymmetrizations of their counterparts in the non-supersymmetric cohomology, similarly to the
supersymmetrized actions constructed in [58–60].
11. CONCLUSION
The major advances of our analysis as compared to previous work are: (i) we have computed the cohomology in
the space of all local forms rather than only in the restricted space of forms with bounded power-counting dimension;
(ii) we have included linear multiplets in addition to super Yang-Mills multiplets and chiral multiplets. Furthermore
we have computed the cohomology for all ghost numbers even though the results for Hg,4(sext|d), g > 1 are currently
only of mathematical interest as no physical interpretation of these cohomological groups is known to date. Let us
briefly summarize the results for the cohomological groups H0,4(sext|d) and H
1,4(sext|d) which are most important
for algebraic renormalization, candidate anomalies and supersymmetric consistent deformations of the models under
study.
The results are particularly simple when the Yang-Mills gauge group is semisimple and no linear multiplets are
present: then all representatives of H0,4(sext|d) can be written in the form (7.6) (times the volume element, and
up to antifield dependent terms in the formulation without auxiliary fields), and the representatives of H1,4(sext|d)
are exhausted by (7.8) (up to cohomologically trivial terms, respectively). Hence, for semisimple gauge group and
in absence of linear multiplets, (i) all Poincare´ invariant and N=1 supersymmetric consistent deformations of the
action which preserve the N=1 supersymmetry algebra on-shell modulo gauge transformations can be constructed
from standard superspace integrals and preserve the form of the gauge transformations and N=1 supersymmetry
transformations when one uses the auxiliary fields (accordingly in the formulation without auxiliary fields only the
supersymmetry transformations of the fermion fields get deformed as one sees by elimination of the auxiliary fields);
(ii) all counterterms that are gauge invariant, Poincare´ invariant and N=1 supersymmetric at least on-shell can be
written even as off-shell invariants by means of the auxiliary fields and are constructible from standard superspace
integrals; (iii) the consistent Poincare´ invariant candidate gauge and supersymmetry anomalies are exhausted by
supersymmetric generalizations of the well-known non-Abelian chiral anomalies and these can be written in the
universal form (7.8) whether or not one uses the auxiliary fields. These results are not restricted to Lagrangians
(2.2) but apply also to a general class of Lagrangians and in particular to effective super-Yang-Mills theories with
semisimple gauge group, see section 10.
When the Yang-Mills gauge group contains Abelian factors or when linear multiplets are present, there are a number
of additional cohomology classes of H0,4(sext|d) and H
1,4(sext|d) whose representatives cannot be written as in (7.6)
or (7.8). We have computed them explicitly for the simple Lagrangians (2.2) because they are particularly relevant to
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the general classification of supersymmetric consistent interactions which naturally starts off from free models with
Lagrangians (2.2). The antifield independent parts of the additional representatives are given in equations (7.1)–(7.5)
and (7.9)–(7.15). From among these only the candidate anomalies (7.15) and a few special solutions are off-shell
invariants or can be written as off-shell invariants by means of the auxiliary fields. The special off-shell solutions are
particular representatives (7.5) given by the Fayet-Iliopoulos terms (7.18) and the Chern-Simons type representatives
(7.19), analogous representatives (7.13) with ghost number 1 given in (7.23) and (7.24), and particular representatives
(7.14) given in (7.27) and (7.29). All other functions (7.1)–(7.5) and forms (7.9)–(7.14) are accompanied by antifield
dependent terms and may look somewhat different when one uses a more general Lagrangian (some of them might
even disappear), cf. section 10. The interaction terms contained in (7.1)–(7.5) include, among other things, Yang-
Mills, Freedman-Townsend and Chapline-Manton vertices, and Noether couplings of gauge fields to gauge invariant
conserved currents that are supersymmetric up to trivial currents.
Finally we remark that the results derived in this paper are characteristic of theories with a particular supersym-
metry multiplet structure on tensor fields which we have termed “QDS structure” (see [61] and proof of lemma 6.6).
Indeed, when one reviews the derivation of the results one observes that, essentially, they can be put down to three
central ingredients: the characteristic cohomology of the field equations in form-degrees smaller than 3 (see section
6 a), standard Lie algebra cohomology (see section 6 d), and what we have termed supersymmetry algebra cohomology
(see section 6 e). While the characteristic cohomology and Lie algebra cohomology are not affected by the supersym-
metry multiplet structure, this structure is decisive for the supersymmetry algebra cohomology. The QDS structure
underlies the results for ghost numbers larger than 2 in lemma 6.6 and these results hold analogously for all models
with QDS structure as can be inferred from the proof of the lemma.
APPENDIX A: CONVENTIONS AND USEFUL FORMULAE
Minkowski metric, ε-tensors:
ηµν = diag(1,−1,−1,−1), ε
µνρσ = ε[µνρσ], ε0123 = 1,
εαβ = −εβα, εα˙β˙ = −εβ˙α˙, ε12 = ε1˙2˙ = 1,
εαγε
γβ = δβα = diag(1, 1), εα˙γ˙ε
γ˙β˙ = δβ˙α˙ = diag(1, 1)
σ-matrices:
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
σ¯µ α˙α = εα˙β˙εαβσµ
ββ˙
, σµν = 14 (σ
µσ¯ν − σν σ¯µ), σ¯µν = 14 (σ¯
µσν − σ¯νσµ)
Raising, lowering, contraction of spinor indices:
ψα = εαβψ
β , ψα = εαβψβ , ψ¯α˙ = εα˙β˙ψ¯
β˙ , ψ¯α˙ = εα˙β˙ψ¯β˙ , ψχ = ψ
αχα, ψ¯χ¯ = ψ¯α˙χ¯
α˙
Lorentz vector indices in spinor notation:
Vαα˙ = σ
µ
αα˙Vµ
Grassmann parity:
|X α˙1...α˙mα1...αn | = m+ n+ gh(X) + form-degree(X) (mod 2)
Complex conjugation:
XY = (−)|X| |Y |X¯ Y¯
Hodge dual:
⋆(dxµ1 . . . dxµp) = 1(n−p)! dx
ν1 . . . dxνn−pεν1...νn−p
µ1...µp
Symmetrization and antisymmetrization of indices:
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T(a1...an) =
1
n!
∑
π∈Sn
Tapi(1)...api(n) , T[a1...an] =
1
n!
∑
π∈Sn
(−)sign(π)Tapi(1)...api(n)
Frequently used functions and operators:
Ξµν = −
1
4 εµνρσ cˆ
ρcˆσ, Ξµ = −
1
6 εµνρσ cˆ
ν cˆρcˆσ, Ξ = − 124 εµνρσ cˆ
µcˆν cˆρcˆσ
Θ = cˆµξσµξ¯, ϑ
α = cˆµ(ξ¯σ¯µ)
α, ϑ¯α˙ = cˆµ(σ¯µξ)
α˙
Cˆi = Ci +Aiµcˆ
µ
Rˆ = R+ iQµcˆ
µ + i2 Bµν cˆ
ν cˆµ
H˜a = i(
¯ˆ
ψaξ¯ − ξψˆa) + cˆµHˆaµ
= i(ψ¯aξ¯ − ξψa) + cˆµHaµ + δ
ab(ϑψ∗b − ψ¯
∗
b ϑ¯+ 2ΞµνB
∗µν
b − ΞµQ
∗µ
b − i ΞR
∗
b )
F˜ if = cˆµ(ξσµ
¯ˆ
λif + λˆifσµξ¯) +
1
4 cˆ
µcˆνεµνρσFˆ
ifρσ
= ϑλif − λ¯if ϑ¯− ΞµνF
ifµν + δifjf (−2Ξµν ξσ
µνλ∗jf − 2Ξµν λ¯
∗
jf
σ¯µν ξ¯ + ΞµA
∗µ
jf
+ ΞC∗jf )
F i = icˆµ(ξσµ
¯ˆ
λi − λˆiσµξ¯) +
1
2 cˆ
µcˆν Fˆ iµν
= −iϑλi − iϑ¯λ¯i + 12 cˆ
µcˆνF iµν
Ha = −2cˆµξσµξ¯φ
a − icˆµcˆν(ξσµν ψˆ
a −
¯ˆ
ψaσ¯µν ξ¯)−
i
6 cˆ
µcˆν cˆρεµνρσHˆ
aσ
= −2Θφa + 2Ξµν (ξσ
µνψa + ψ¯aσ¯µν ξ¯)− i ΞµH
aµ
O = 4Θ− 4Ξµν(ξσ
µνD + ξ¯σ¯µνD¯)− i2 Ξµσ
µ
αα˙[D
α, D¯α˙]
P = −16Ξµν ξ¯σ¯
µν ξ¯ − 4i Ξµ ξ¯σ¯
µD + ΞD2 = 4iϑϑ− 4i Ξµξ¯σ¯
µD + ΞD2
Dα-transformations:
Dαλˆ
i
β = −Fˆ
i(+)
αβ + εαβ δ
ij ϕ¯Tjϕ, Dα
¯ˆ
λi
β˙
= 0, DαFˆ
i(+)
βγ = −2δ
ij εα(β ϕ¯Tjχˆγ), DαFˆ
i(−)
β˙γ˙
= −2i∇ˆα(β˙
¯ˆ
λiγ˙)
Dαφ = ψˆα, Dαψˆβ = 0, Dα
¯ˆ
ψβ˙ = −Hˆαβ˙ − i∇ˆαβ˙φ, DαHˆβ
β˙ = −i∇ˆ(α
β˙ψβ)
Dαϕ = χˆα, Dαϕ¯ = 0, Dαχˆβ = 0, Dα ¯ˆχβ˙ = −2i∇ˆαβ˙ϕ¯
APPENDIX B: PROOFS OF THE LEMMAS
Proof of lemma 3.1: First we show that (3.1) implies descent equations of the standard form:
sextω
g,4 + dωg+1,3 = 0, sextω
g+1,3 + dωg+2,2 = 0, . . . sextω
g+4−m,m = 0, (B.1)
for some local forms ωg+4−p,p and some form-degree m which is not a priori known but turns out to be necessarily
0 whenever ωg,4 is nontrivial (see below). The descent equations follow from the so-called algebraic Poincare´ lemma
(cf. section 4.5 of [7]) which describes the cohomology H(d) (locally) in the jet space associated with the fields,
antifields and the constant ghosts. It states that Hp(d) vanishes locally20 in form-degrees p = 1, 2, 3 and that
H0(d) is represented by constants which means in the present case that H0(d) is given by E, the vector space
of polynomials in the constant ghosts. One derives (B.1) in the usual manner: acting with sext on an equation
sextω
g+4−p,p + dωg+5−p,p−1 = 0 gives d(sextω
g+5−p,p−1) = 0. If p− 1 > 0, the algebraic Poincare´ lemma guarantees
that there is a local form ωg+6−p,p−2 such that sextω
g+5−p,p−1 + dωg+6−p,p−2 = 0. If p − 1 = 0, then the algebraic
Poincare´ lemma alone only allows one to conclude sextω
g+4,0 = M for some M ∈ E. Nevertheless, one can assume
M = 0 without loss of generality, for the following reason: an sext-exact function which depends only on the constant
ghosts is necessarily the sext-transformation of a function which also depends only on the constant ghosts because the
sext-transformations of the fields and antifields do not contain parts depending only on the constant ghosts; hence,
20Global aspects are left out of consideration in this work. They may be studied along the lines of [62,9].
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sextω
g+4,0 =M implies M = sextN for some N ∈ E. The descent equations (B.1) then hold with ω
g+4,0−N in place
of ωg+4,0 as one has sext(ω
g+4,0 −N) = 0 and sextω
g+3,1 + d(ωg+4,0 −N) = 0.
H(sext + d) enters in the usual manner by writing (B.1) into the compact form
(sext + d)ω˜ = 0, ω˜ =
4∑
p=m
ωg+4−p,p. (B.2)
Using standard arguments (see [63,10,7]) one deduces that H(sext + d) is isomorphic to H
∗,4(sext|d)⊕H(sext,E).
The isomorphism between H(sext+d) and H(sext,F) rests on the fact that (sext+d) arises from sext on all variables
except for xµ simply through the substitution cµ → cµ + dxµ.21 Apart from this substitution, the only difference
between (sext+d) and sext is that one has (sext+d)x
µ = dxµ but sextx
µ = 0. However, this difference does not matter
because xµ drops essentially from H(sext+ d). This is seen after changing variables from c
µ to c˜µ = cµ+ dxµ− xνcν
µ
(with all other variables left unchanged). Using the new variables, (xµ, dxµ) become trivial pairs which drop from
H(sext + d) by the standard arguments (see section 6 b) because the x
µ and dxµ form “(sext + d)-doublets” due to
(sext+ d)x
µ = dxµ, and the (sext+ d)-transformations of the other variables do not involve x
µ or dxµ when expressed
in terms of the new variables (one has sext + d = c˜
µ∂µ + . . . , except on x
µ).
Hence, one has H(sext + d) ≃ H(sext + d, F˜) where F˜ is the analog of F, with c˜
µ in place of cˆµ. The isomorphism
H(sext + d, F˜) ≃ H(sext,F) is now evident, since (sext + d) acts in F˜ exactly in the same manner as sext acts in F
(modulo the substitution c˜µ → cˆµ).
Proof of lemma 4.1: [∂µ, ∂ν ] = 0 implies the following identities:
[∂++ , ∂
−
+ ]Z
m
n = [∂
+
+ , ∂
+
− ]Z
m
n = [∂
−
− , ∂
−
+ ]Z
m
n = [∂
−
− , ∂
+
− ]Z
m
n = 0,
[∂++ , ∂
−
− ]Z
m
n = (m+ n+ 2)✷Z
m
n ,
[∂+− , ∂
−
+ ]Z
m
n = (m− n)✷Z
m
n ,
∂−+∂
+
−Z
m
n =
1
2 n(m+ 2)✷Z
m
n + ∂
+
+∂
−
−Z
m
n , (B.3)
These identities can be used to construct a basis for the derivatives of a field or antifield: every kth order derivative
can be expressed as a linear combination of the components of polynomials of degree k in the operations ∂++ , ∂
+
− , ∂
−
+ ,
∂−− applied to the field or antifield; using (B.3) one can construct an appropriate basis of these polynomials; the u’s,
linearized v’s, and w(0)’s just provide such a basis for the derivatives of all fields and antifields. For instance, consider
a scalar field φ and its antifield φ∗. Using (B.3) one verifies straightforwardly that bases for all derivatives of φ and φ∗
are ∪p,q✷
p(∂++ )
qφ and ∪p,q✷
p(∂++)
qφ∗, respectively. ∪p,q✷
p(∂++)
qφ∗ is contained in {uℓ}. One has sextφ
∗ = −✷φ+ . . .
and thus sext✷
p(∂++)
qφ∗ = −✷p+1(∂++ )
qφ + . . . . Hence the set of the linearized variables vℓ = sextu
ℓ contains a basis
for all derivatives of φ except for the (∂++)
qφ. The latter are contained in {wI(0)}. Analogous arguments apply to the
other fields and antifields, see [12] for further details.
Proof of lemma 4.2: We only need to prove that the algorithm in section 2 of [11] produces w’s that are local
functions (eq. (4.1) holds by the algorithm). This can be done along the lines of section 3 of [11] using the following
dimension assignments:
X R, cˆµ ξ C,Qµ, c
µν Aµ, Bµν , φ, ϕ, ∂µ λ, ψ, χ Φ
∗
A
dim(X) −1 −1/2 0 1 3/2 4− dim(ΦA).
(B.4)
With these assignments we have: (i) sext has dimension 0, (ii) all u’s, v’s, w(0)’s with non-positive dimension have
positive ghost numbers and dimensions ≥ −1, (iii) all u’s, v’s, w(0)’s with negative ghost numbers have dimensions
≥ 5/2. Because of (i) and since sext has ghost number 1, each w-variable constructed by means of the algorithm in
[11] has a definite dimension and a definite ghost number. Properties (ii) and (iii) imply that there are only finitely
many monomials in the u’s, v’s and w(0)’s with a given dimension and a given ghost number. Hence, each w-variable
21This is a direct consequence of the presence of spacetime translations in sext: sext contains the translational piece c
µ∂µ
(except on xµ) and thus (sext + d) contains (c
µ + dxµ)∂µ.
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is a finite sum of such monomials and thus a local function.
Proof of lemma 5.2: s2ext = 0 and (5.6) imply
0 = s2extf(Tˆ ) = (sextC
M )∆Mf(Tˆ ) + (−)
|M|+1CMCN∆N∆Mf(Tˆ )
= (sextC
M )∆Mf(Tˆ ) +
1
2 (−)
|M|+1CMCN [∆N ,∆M}f(Tˆ ) (B.5)
where |M | is the Grassmann parity of ∆M and [ , } is the graded commutator:
[∆N ,∆M} := ∆N∆M − (−)
|N | |M|∆M∆N .
The transformations of the C’s have the form
sextC
P = 12 (−)
|M|+1CMCNFNM
P (Tˆ ) (B.6)
for functions FNM
P (Tˆ ) which can be read off from (5.1), (3.4), (2.19), (2.20) and (2.21). Since (B.5) holds for all
functions f(Tˆ ) and since the CM are independent variables, we conclude
[∆N ,∆M} = −FNM
P (Tˆ )∆P . (B.7)
This yields (5.9) when spelled out explicitly.
Proof of lemma 6.1: The lemma is proved exactly as the corresponding results in [5] (see also [15]). We shall
therefore only sketch the basic ideas and refer to [5] for details.
The results for k > 3 follow from the general theorems 8.3, or 10.1 and 10.2 in [5] because the models under study
have Cauchy order 3 and reducibility order 1 in the terminology used there (the proofs of these theorems given in
[5] apply also in presence of the constant ghosts because the latter are inert to both δ and d). To prove the results
for k = 3 and k = 2 we first consider the linearized theory and derive H4k(δ
(0)|d) for k = 3 and k = 2 where δ(0) is
the Koszul-Tate differential of the linearized models (the δ(0)-transformations arise from (6.2) by linearization). The
cocycle condition in H4k(δ
(0)|d) is δ(0)ω4k + dω
3
k−1 = 0 and reads in dual notation
δ(0)fk + ∂µf
µ
k−1 = 0, (B.8)
where we used ω4k = d
4xfk and ω
3
k−1 = (1/6)dx
µdxνdxρεµνρσf
σ
k−1, i.e., fk and f
σ
k−1 are local functions (rather than
forms) with antifield number k and k − 1, respectively. One now considers the Euler-Lagrange derivatives of (B.8)
with respect to the various fields and antifields. In particular, the Euler-Lagrange derivatives with respect to R∗a,
Q∗µa , B
∗µν
a , B
a
µν , C
∗
i and A
∗µ
i yield the following equations, respectively:
δ(0)
∂ˆfk
∂ˆR∗a
= 0 (B.9)
δ(0)
∂ˆfk
∂ˆQ∗µa
= i ∂µ
∂ˆfk
∂ˆR∗a
(B.10)
δ(0)
∂ˆfk
∂ˆB∗µνa
= −∂µ
∂ˆfk
∂ˆQ∗νa
+ ∂ν
∂ˆfk
∂ˆQ∗µa
(B.11)
δ(0)
∂ˆfk
∂ˆBaµν
= 14 δab ε
µνρσερ
λκτ∂σ∂λ
∂ˆfk
∂ˆB∗κτb
(B.12)
δ(0)
∂ˆfk
∂ˆC∗i
= 0 (B.13)
δ(0)
∂ˆfk
∂ˆA∗µi
= ∂µ
∂ˆfk
∂ˆC∗i
. (B.14)
We discuss first the case k = 3. ∂ˆf3/∂ˆR
∗
a has antifield number 0, i.e., it does not depend on antifields. (B.9) is thus
trivially satisfied and imposes no condition in the case k = 3. ∂ˆf3/∂ˆQ
∗µ
a has antifield number 1 and thus δ
(0)∂ˆf3/∂ˆQ
∗µ
a
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vanishes on-shell in the linearized theory. Hence (B.10) imposes ∂µ(∂ˆf3/∂ˆR
∗
a) ≈
(0) 0 where ≈(0) is equality on-shell
in the linearized theory, i.e., ∂ˆf3/∂ˆR
∗
a are cocycles of the characteristic cohomology (= cohomology of d on-shell) of
the linearized theory in form-degree 0. According to theorems 8.1 and 8.2 of [5] (or theorem 6.2 of [7]), the vanishing
of H44 (δ
(0)|d) implies that the characteristic cohomology of the linearized theory is in form-degree 0 represented just
by constants, which in our case are functions of the constant ghosts. This gives
∂ˆf3
∂ˆR∗a
= ka(c, ξ, ξ¯) + δ(0)ga1 , (B.15)
for some local functions ga1 with antifield number 1. Using (B.15) in (B.10) and proceeding then as in section 9 of [5],
one eventually obtains
f3 = k
a(c, ξ, ξ¯)R∗a + δ
(0)g4 + ∂µg
µ
3 , (B.16)
for some local functions g4 and g
µ
3 with antifield numbers 4 and 3, respectively. Hence, H
4
3 (δ
(0)|d) is represented
just by the 4-forms ka(c, ξ, ξ¯)R∗ad
4x. Owing to δR∗a = δ
(0)R∗a, this result for H
4
3 (δ
(0)|d) extends straightforwardly to
H43 (δ|d) which proves the assertion in (6.3) for k = 3.
The case k = 2 can be treated analogously. ∂ˆf2/∂ˆR
∗
a vanishes (f2 has antifield number 2 and thus cannot depend on
R∗a) while ∂ˆf2/∂ˆQ
∗µ
a and ∂ˆf2/∂ˆC
∗
i do not depend on antifields. Hence (B.9), (B.10) and (B.13) are trivially satisfied
and impose no condition for k = 2. (B.14) imposes that ∂ˆf2/∂ˆC
∗
i are cocycles of the characteristic cohomology of the
linearized theory in form-degree 0. Analogously to (B.15) we conclude
∂ˆf2
∂ˆC∗i
= ki(c, ξ, ξ¯) + δ(0)gi1 , (B.17)
for some local functions gi1 with antifield number 1. (B.11) imposes that dx
µ∂ˆf2/∂ˆQ
∗µ
a are cocycles of the characteristic
cohomology of the linearized theory in form-degree 1. The latter is isomorphic to H43 (δ
(0)|d) and this isomorphism is
established through descent equations for δ(0) and d (again, see theorems 8.1 and 8.2 of [5] or theorem 6.2 of [7], and
the proofs of these theorems). Using the result for H43 (δ
(0)|d) which we just derived and the fact that the descent
equations for δ(0) and d relate R∗ad
4x to the 1-forms dxµHaµ, we conclude
∂ˆf2
∂ˆQ∗µa
= kab(c, ξ, ξ¯)Hbµ + δ
(0)gaµ,1 + ∂µg
a
0 , (B.18)
for some local functions gaµ,1 and g
a
0 with antifield numbers 1 and 0, respectively. Inserting (B.18) in (B.11) and using
that ∂µHaν − ∂νHaµ = εµνρσδ
(0)B∗ρσa , one obtains from (B.11) (owing to the acyclicity of δ
(0) in positive antifield
numbers, see, e.g., section 5 of [7]):
∂ˆf2
∂ˆB∗µνa
= −kab(c, ξ, ξ¯)εµνρσB
∗ρσ
b − ∂µg
a
ν,1 + ∂νg
a
µ,1 + δ
(0)gaµν,2 , (B.19)
for some local functions gaµν,2 with antifield number 2. Using (B.19) in (B.12), the latter gives (again owing to the
acyclicity of δ(0) in positive antifield numbers):
∂ˆf2
∂ˆBaµν
= 12 δab k
bcεµνρσ∂σQ
∗
cρ −
3
2 δab ∂ρ∂
[ρgµν]b,2 + δ
(0)gµνa,3 , (B.20)
for some local functions gµνa,3 with antifield number 3. Using (B.17) through (B.20) and proceeding then as in section
9 of [5], one obtains
f2 = k
i(c, ξ, ξ¯)C∗i +
1
2 [k
ab(c, ξ, ξ¯)− kba(c, ξ, ξ¯)]Q∗µa Hbµ
− 12 k
ab(c, ξ, ξ¯)εµνρσB
∗µν
a B
∗ρσ
b + δ
(0)g3 + ∂µg
µ
2 , (B.21)
for some local functions g3 and g
µ
2 with antifield numbers 3 and 2, respectively. Hence, H
4
2 (δ
(0)|d) is represented by
the 4-forms ki(c, ξ, ξ¯)C∗i d
4x and k[ab](c, ξ, ξ¯)fabd
4x with fab as given in the lemma. k
[ab](c, ξ, ξ¯)fabd
4x is a cocycle of
H42 (δ|d) owing to δQ
∗µ
a = δ
(0)Q∗µa and δB
∗µν
a = δ
(0)B∗µνa . In contrast, δ
(0)C∗i and δC
∗
i do not coincide except for
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i = if . The nonlinear terms in δC
∗
i for other i obstruct the completability of these terms to cocycles of H
4
2 (δ|d), see
section 13 of [5]. This yields the result for k = 2 asserted in (6.3).
To prove (6.4) we take the Euler-Lagrange derivative of R∗ak
a(c, ξ, ξ¯) = δg4 + ∂µg
µ
3 (which is equivalent to
R∗ak
a(c, ξ, ξ¯)d4x ∼ 0) with respect to R∗a. The result is
ka(c, ξ, ξ¯) = −δ
∂ˆg4
∂ˆR∗a
. (B.22)
The presence of δ implies that the right hand side contains only terms that are at least linear in fields or antifields,
unless it vanishes. Hence both sides of (B.22) must vanish which gives ka(c, ξ, ξ¯) = 0.
(6.5) can be proved in an analogous manner. The Euler-Lagrange derivatives of C∗ifk
if (c, ξ, ξ¯) + fabk
[ab](c, ξ, ξ¯) =
δg3 + ∂µg
µ
2 with respect to C
∗
if
and Q∗µa read, respectively:
kif (c, ξ, ξ¯) = δ
∂ˆg3
∂ˆC∗if
, (B.23)
Hbµk
[ab](c, ξ, ξ¯) = δ
∂ˆg3
∂ˆQ∗µa
− i ∂µ
∂ˆg3
∂ˆR∗a
. (B.24)
(B.23) implies kif (c, ξ, ξ¯) = 0 by the same arguments as in the text after (B.22). (B.24) states that the 1-forms
dxµHbµk
[ab](c, ξ, ξ¯) are trivial in the characteristic cohomology. This is equivalent to the statement that the 4-forms
d4xR∗bk
[ab](c, ξ, ξ¯) are trivial in H43 (δ|d), see text before (B.18). Using (6.4), which we have already proved, we thus
conclude from (B.24) that the k[ab](c, ξ, ξ¯) vanish.
Proof of lemma 6.2: We decompose the cocycle condition sextω
g,4 + dωg−1,3 = 0 into pieces with different
antifield numbers. This gives
δωg,4k + dω
g−1,3
k−1 = 0, γextω
g,4
k + δω
g,4
k+1 + dω
g−1,3
k = 0, . . . (B.25)
where ωg,4k and ω
g−1,3
k are the pieces with antifield number k contained in ω
g,4 and ωg−1,3, respectively, and k is the
smallest antifield number which occurs in the decomposition of ωg,4. The first equation in (B.25) states that ωg,4k is
a cocycle of H4k(δ|d). Without loss of generality we can assume that it is nontrivial in H
4
k(δ|d) because otherwise we
could remove it from ωg,4 by subtracting a coboundary of Hg,4(sext|d) from it (if ω
g,4
k = δω
g−1,4
k+1 + dω
g,3
k , consider
ωg,4 − sextω
g−1,4
k+1 − dω
g,3
k ). Now, if g < −3, then k > 3 (the antifield number of a form cannot be smaller than minus
its ghost number). Since H4k(δ|d) vanishes for k > 3 according to lemma 6.1, we conclude that H
g,4(sext|d) vanishes
for g < −3. This yields the result for g < −3 in (6.6). If g = −3, then k ≥ 3 and lemma 6.1 implies that we can
assume that k = 3 and that ω−3,43 is a linear combination of the 4-forms R
∗
ad
4x with numerical coefficients (constant
ghosts cannot occur in these coefficients for g = −3 because R∗a has ghost number −3). Since R
∗
ad
4x is a cocycle
not only of H(δ|d) but also of H(sext|d) (owing to sextR
∗
a = (δ + cˆ
µ∂µ)R
∗
a = ∂µ(iQ
∗µ
a + cˆ
µR∗a)), this yields the result
for g = −3 in (6.6). If g = −2, then k ≥ 2. Now lemma 6.1 leaves two possibilities, k = 2 or k = 3. In the case
k = 2 it implies that ω−2,42 is a linear combination of the 4-forms C
∗
if
d4x and fabd
4x with numerical coefficients (as
C∗if and fab have ghost number −2). One may now verify by direct computation that f
′
abd
4x completes fabd
4x to a
cocycle of H(sext|d). C
∗
if
d4x is already a cocycle of H(sext|d) (owing to sextC
∗
if
= (δ+ cˆµ∂µ)C
∗
if
= ∂µ(−A
∗µ
if
+ cˆµC∗if )).
In the case g = −2, k = 3 we conclude from lemma 6.1 that ω−2,43 is a linear combination of the 4-forms R
∗
ad
4x
with coefficients ka(c, ξ, ξ¯) that are linear combinations of the constant ghosts. Owing to γextR
∗
a = ∂µ(cˆ
µR∗a), the
second equation in (B.25) imposes [γextk
a(c, ξ, ξ¯)]R∗ad
4x = δ(. . . ) + d(. . . ), i.e., the triviality of [γextk
a(c, ξ, ξ¯)]R∗ad
4x
in H(δ|d). This implies γextk
a(c, ξ, ξ¯) = 0 according to (6.4) because γextk
a(c, ξ, ξ¯) is again a function of the constant
ghosts. γextk
a(c, ξ, ξ¯) = 0 implies ka(c, ξ, ξ¯) = 0 since no linear combination of the constant ghosts is γext-closed as
can be easily verified directly [or deduced from the Lie algebra cohomology of the Lorentz group, as γext contains the
Lorentz transformations; see also section 6 d]. This completes the proof of (6.6).
To prove (6.7) we use that kaR∗ad
4x ∼ 0 is equivalent to kaR∗a = sextf + ∂µf
µ (for some f and fµ) and take the
Euler-Lagrange derivative of the latter equation with respect to R∗a. This gives
ka = −sext
∂ˆf
∂ˆR∗a
+ cˆµ∂µ
∂ˆf
∂ˆR∗a
− 2ξσµξ¯
∂ˆf
∂ˆQ∗µa
. (B.26)
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All terms on the right hand side depend on fields, antifields or constant ghosts while the left hand side is a pure
number. Hence both sides of (B.26) must vanish and we conclude ka = 0.
(6.8) can be proved analogously by taking the Euler-Lagrange derivatives of the equation kifC∗if + k
[ab]f ′ab =
sextf + ∂µf
µ with respect to C∗if and Q
∗µ
a , respectively. This gives
kif = sext
∂ˆf
∂ˆC∗if
− cˆµ∂µ
∂ˆf
∂ˆC∗if
+ 2i ξσµξ¯
∂ˆf
∂ˆA∗µif
(B.27)
k[ab]Hµb = sext
∂ˆf
∂ˆQ∗µa
− cˆν∂ν
∂ˆf
∂ˆQ∗µa
+ cµ
ν ∂ˆf
∂ˆQ∗νa
− i ∂µ
∂ˆf
∂ˆR∗a
+ 2i ξσν ξ¯
∂ˆf
∂ˆB∗µνa
. (B.28)
(B.27) implies kif = 0 by the same arguments as the text after (B.26). Now consider (B.28). The ghost-independent
part of that equation is of the form k[ab]Hµb = δ(. . . ) + ∂µ(. . . ) which implies k
[ab] = 0 by the same arguments as in
the text after (B.24).
Proof of lemma 6.3: We use that Hg(sext,F) is isomorphic to H
g−4,4(sext|d) ⊕ H
g(sext,E), where the rep-
resentatives of Hg−4,4(sext|d) and H
g(sext,F) are related through descent equations for sext and d, see lemma 3.1
and its proof. According to lemma 6.2, Hg−4,4(sext|d) is represented for g < 3 by linear combinations of R
∗
ad
4x,
C∗i d
4x and f ′abd
4x. These 4-forms are related through descent equations for sext and d to the 0-forms iH˜
bδab, F˜
jf δif jf
and (1/2)H˜cH˜dδcaδdb, respectively, as can be verified by direct computation. The contributions of H(sext|d) to the
cohomology groups Hg(sext,F), g < 3, are thus representatives kaH˜
a (for g = 1), and kif F˜
if + (1/2)k[ab]H˜
aH˜b (for
g = 2). The contribution of H(sext,E) is exhausted by complex numbers for g = 0. The reason is that sext contains
the Lorentz transformations which enforces that representatives of H(sext,E) be Lorentz-invariant (as the Lie algebra
cohomology of the Lorentz-algebra enters here, see section 6 d for details); however it is impossible to build nonva-
nishing Lorentz-invariants with ghost number 1 or 2 in E owing to the Grassmann gradings of the constant ghosts
(in particular, cˆµcˆµ and ξ
αξα vanish). This leaves us with H
0(sext,E) which is evidently represented just by complex
numbers because functions in E with ghost number 0 are pure numbers. This ends the proof since E does not contain
polynomials with negative ghost numbers.
Proof of lemma 6.4: The proof is standard and uses a contracting homotopy ̺ for the u’s and v’s. ̺ is defined
in the space of functions f(u, v, w) according to
̺f(u, v, w) =
∫ 1
0
dt
t
uℓ
∂f(tu, tv, w)
∂vℓ
.
Owing to (4.1), one has
{sext, ̺}f(u, v, w) =
∫ 1
0
dt
t
[
uℓ
∂
∂uℓ
+ vℓ
∂
∂vℓ
]
f(tu, tv, w) = f(u, v, w)− f(0, 0, w).
This implies
sextf(u, v, w) = 0 ⇒ f(u, v, w) = f(0, 0, w) + sext̺f(u, v, w),
i.e., only the piece f(0, 0, w) contained in an sext-cocycle f(u, v, w) can be nontrivial. Owing to f(0, 0, w) ∈ W and
sextW ⊂W (the latter follows from (4.1)), one concludes H(sext,F) ≃ H(sext,W).
Proof of lemma 6.5: Since coboundaries of slie can be removed from fm (see text at the beginning of section
6 d), we conclude from (6.25) that we can assume fm = f
ΓmPΓm(θ, Rˆ) for some f
Γm ∈ Tinv. Using this in Eq. (6.18)
we obtain (ssusyf
Γm)PΓm(θ, Rˆ) + sliefm−1 = 0. The latter implies ssusyf
Γm = 0 for all fΓm because of (6.26) (since
fΓm ∈ Tinv implies ssusyf
Γm ∈ Tinv). Assume now that f
Γm = ssusyg for one of the f
Γm and some g ∈ Tinv. Then
this fΓm can be removed from fm by the redefinition f − sext[gPΓm(θ, Rˆ)] (this redefinition only removes the piece
with fΓm from fm and modifies in addition fm−1). Hence we can indeed assume without loss of generality that
fΓm 6= ssusyg
Γm for all fΓm .
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Proof of lemma 6.6: The proof is based on methods and results developed in [61] and [12]. Therefore we shall
only sketch the main line of reasoning and refer for details to the respective sections and equations in these works.
(i) The results (6.30) for g = 0, 1, 2 arise as follows. Owing to (6.28), nontrivial representatives of Hg(sext,F) which
are in Tinv are also nontrivial representatives of H
g(ssusy,Tinv). For g = 0, 1, 2 these are given by lemma 6.3. In
addition Hg(ssusy,Tinv) contains functions f ∈ Tinv which are trivial in H
g(sext,F) but nontrivial in H
g(ssusy,Tinv):
f = sextβ for some β, but not for any β ∈ Tinv. For g < 3, the latter are exhausted by (linear combinations of) the
Abelian F ’s, up to trivial terms:
f = sextβ, f ∈ Tinv, β ∈ F ⇒ f =


0 if g = 0
sextβ
′, β′ ∈ Tinv if g = 1
kiAF
iA + sextβ
′, β′ ∈ Tinv if g = 2.
(B.29)
This can be proved as an analogous result in appendix D of [12]. The basic ideas are as follows. One can assume
β ∈ W, see lemma 6.4. The result (B.29) for g = 0 simply reflects that W contains no function with negative ghost
number, i.e., there is no β with ghost number −1. The result (B.29) for g = 1 holds because functions in W with
ghost number 0 can only depend on the Tˆ ’s which implies β = β(Tˆ ) ∈ Tinv. The result (B.29) for g = 2 is obtained
by differentiation of f = sextβ with respect to Cˆ
i or cµν which yields sext(∂β/∂Cˆ
i) = 0 and sext(∂β/∂c
µν) = 0,
without loss of generality (see [12]). Using now lemma 6.3 and that ∂β/∂Cˆi and ∂β/∂cµν have ghost number 0 in the
case g = 2, one concludes that these expressions are complex numbers, and thus β = k′iCˆ
i + k′µνc
µν + β′(cˆ, ξ, ξ¯, Tˆ ).
f = sextβ ∈ Tinv implies then k
′
i = 0 unless δi is Abelian, k
′
µν = 0, and β
′ ∈ Tinv.
The results (6.30) for g ≥ 3 are derived using a decomposition of the cocycle condition ssusyf = 0 with respect to
the degree in the translation ghosts cˆµ (“cˆ-degree”). ssusy decomposes into pieces δ−, δ0, δ+ with cˆ-degrees −1, 0, 1,
respectively, where δ0 consists of two differentials b and b¯ that involve ξ and ξ¯, respectively:
ssusy = δ− + δ0 + δ+, δ0 = b+ b¯,
δ− = 2iξσ
µξ¯
∂
∂cˆµ
, b = ξαDα , b¯ = ξ¯
α˙D¯α˙ , δ+ = cˆ
µ∇ˆµ . (B.30)
Here Dα, D¯α˙ and ∇ˆµ act nontrivially only on the Tˆ ’s. To prove the results (6.30) for g ≥ 3 one only needs the
cohomology of δ−, and the cohomologies of b and b¯ in certain spaces specified below. The cohomology of δ− was given
in eq. (6.5) of [61] (see also [64]); it reads:
δ−f(cˆ, ξ, ξ¯) = 0 ⇔ f(cˆ, ξ, ξ¯) = P (ϑ¯, ξ) +Q(ϑ, ξ¯) + ΘM + δ−g(cˆ, ξ, ξ¯),
Θ = cˆµξσµξ¯, ϑ
α = cˆµ(ξ¯σ¯µ)
α, ϑ¯α˙ = cˆµ(σ¯µξ)
α˙, (B.31)
where nonvanishing P (ϑ¯, ξ), Q(ϑ, ξ¯) and ΘM are nontrivial in H(δ−). This result holds in the space of all polynomials
in the cˆµ, ξα, ξ¯α˙, irrespectively of whether or not they are Lorentz-invariant. Of course, it holds analogously in the
space of polynomials that can also depend on the Tˆ ’s because the latter are inert to δ− (in that space (B.31) thus
holds with f , P , Q, M , g depending also on the Tˆ ’s). The cohomology of b¯ is needed in the space of local functions
of the ξ¯α˙ and Tˆ τ which are invariant under sl(2,C)-transformations of the dotted spinor indices22. This cohomology
is given by
b¯f(ξ¯, Tˆ ) = l¯α˙β˙f(ξ¯, Tˆ ) = 0 ⇔ f(ξ¯, Tˆ ) = A(ϕ, λˆ) + D¯
2B(Tˆ ) + b¯g(ξ¯, Tˆ ),
l¯α˙β˙B(Tˆ ) = l¯α˙β˙g(ξ¯, Tˆ ) = 0, (B.32)
where l¯α˙β˙ = −
1
2 σ¯
µν
α˙β˙
lµν generates the sl(2,C)-transformations of the dotted spinor indices (l¯α˙β˙ψ¯γ˙ = −εγ˙(α˙ψ¯β˙) etc.).
(B.32) can be derived from its linearized version which concerns the cohomology of the operator b¯0 = ξ¯
α˙D¯α˙ involving
only the linear part D¯α˙ of D¯α˙ (i.e., D¯α˙Tˆ
τ is the part of D¯α˙Tˆ
τ which is linear in the Tˆ ’s; e.g., one has D¯α˙
¯ˆ
λi
β˙
=
−Fˆ
i(−)
α˙β˙
+ εα˙β˙δ
ij ϕ¯Tjϕ and thus D¯α˙
¯ˆ
λi
β˙
= −Fˆ
i(−)
α˙β˙
) and is given by:
22b¯ is indeed a differential because of b¯2 = (1/2)ξ¯α˙ξ¯β˙{D¯α˙, D¯β˙} = 0 which follows from (5.9).
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b¯0f(ξ¯, Tˆ ) = l¯α˙β˙f(ξ¯, Tˆ ) = 0 ⇔ f(ξ¯, Tˆ ) = A(ϕ, λˆ) + D¯
2B(Tˆ ) + b¯0g(ξ¯, Tˆ ),
l¯α˙β˙B(Tˆ ) = l¯α˙β˙g(ξ¯, Tˆ ) = 0. (B.33)
This follows from eq. (6.8) of [61] because the D¯α˙-representation on the Tˆ
τ has QDS structure in the terminology used
there: indeed, the D¯α˙-representation decomposes into the singlets ϕ
s and λˆi and infinitely many (D)-doublets given
by ((∇ˆ++)
q ¯ˆλi,−(∇ˆ++)
qFˆ i(−)), ((∇ˆ++)
qFˆ i(+), 2i(∇ˆ++)
q+1λˆi), ((∇ˆ++)
qφa, (∇ˆ++)
q ¯ˆψa), ((∇ˆ++)
qψˆa, (∇ˆ++)
qHˆa − i(∇ˆ++)
q+1φa),
((∇ˆ++)
qϕ¯s, (∇ˆ++)
q ¯ˆχs), ((∇ˆ++)
qχˆs,−2i(∇ˆ++)
q+1ϕs) (where q = 0, 1, . . . ). (B.32) follows straightforwardly from (B.33)
by a standard argument: let f be a b¯-cocycle; one can decompose f according to f =
∑
k≥k0
fk into parts fk with
definite degree k in the Tˆ ’s where k0 denotes the lowest nonvanishing degree of the decomposition; b¯f = 0 implies
b¯0fk0 = 0; (B.33) implies fk0 = Ak0(ϕ, λˆ)+ D¯
2Bk0(Tˆ )+ b¯0gk0(ξ¯, Tˆ ) for some Ak0(ϕ, λˆ), Bk0(Tˆ ) and gk0(ξ¯, Tˆ ) that are
l¯α˙β˙-invariant; one now considers f
′ = f − Ak0(ϕ, λˆ) − D¯
2Bk0(Tˆ ) − b¯gk0(ξ¯, Tˆ ); by construction f
′ is b¯-invariant and
its decomposition starts at some degree k′0 > k0; one repeats the arguments for f
′ and goes on until one has proved
(B.32) with A = Ak0 +Ak′0 + . . . , B = Bk0 +Bk′0 + . . . and g = gk0 + gk′0 + . . .
Armed with (B.31) and (B.32), one can prove the results (6.30) for g ≥ 4 as in section 6 of [61] (the arguments
used in [61] go through in Tinv because all relevant operations used there commute with the δi) and for g = 3 as the
corresponding result in appendix E of [12].
(ii) The nontriviality and inequivalence of the cocycles 1, H˜a, F˜ if and H˜aH˜b, a < b, in H(ssusy,Tinv) follows
already from (6.10), (6.11) and (6.12). The nontriviality and inequivalence of the F iA in H(ssusy,Tinv) can be
shown as the corresponding result in appendix E of [12]. That F iA is not equivalent to F˜ if or H˜aH˜b can be
deduced from its sext-exactness, F
iA = sextCˆ
iA : kif F˜
if + 12 kabH˜
aH˜b + kiAF
iA = ssusyω for some ω ∈ Tinv implies
kif F˜
if + 12 kabH˜
aH˜b = sext(ω − kiA Cˆ
iA) and thus kif = k[ab] = 0 by (6.12). This proves the assertion on the cocycles
1, H˜a, F˜ if , H˜aH˜b and F iA in part (ii).
Next we shall prove the assertion on OR(Tˆ ). Assume that OR(Tˆ ) = ssusyω for some ω ∈ Tinv. Notice that
ω is defined only up to the addition of ssusy-cocycles in Tinv. In particular we are free to add terms ssusyf with
f ∈ Tinv to ω (owing to s
2
susyf = 0 for f ∈ Tinv). Since ω has ghost number 2 in this case, it decomposes into
ω0 + ω1 + ω2 where subscripts indicate the cˆ-degree. One has ω0 = ξ
αξβωαβ(Tˆ ) + ξ
αξ¯α˙ωαα˙(Tˆ ) + ξ¯
α˙ξ¯β˙ωα˙β˙(Tˆ ). The
part of OR(Tˆ ) = ssusyω with cˆ-degree 0 reads 0 = δ0ω0 + δ−ω1. This gives in particular b¯[ξ¯
α˙ξ¯β˙ωα˙β˙(Tˆ )] = 0. (B.32)
implies thus ξ¯α˙ξ¯β˙ωα˙β˙(Tˆ ) = b¯η for some η = ξ¯
α˙ηα˙(Tˆ ) ∈ Tinv. Without loss of generality one can thus set ωα˙β˙(Tˆ ) to
zero because the latter can be removed by subtracting ssusyη from ω. Analogously one concludes that one can also
set ωαβ(Tˆ ) to zero. One is then left with ω0 = ξ
αξ¯α˙ωαα˙(Tˆ ) which can also be set to zero because it can be removed
from ω by adding ssusya with a = (i/4)cˆ
αα˙ωαα˙(Tˆ ). Hence, one can assume ω = ω1 + ω2 with δ−ω1 = 0. Using (B.31)
and that ω has ghost number 2, one concludes ω1 = 8ϑΩ1 + 8ϑ¯Ω¯2 for some functions Ω
α
1 and Ω¯
α˙
2 of the Tˆ ’s that
are gauge invariant and transform under Lorentz transformations as indicated by their indices [ω1 cannot contain a
δ−-exact piece because it has ghost number 2 and cˆ-degree 1 and thus depends linearly on the supersymmetry ghosts
whereas δ−-exact terms depend at least quadratically on them]. The part of OR(Tˆ ) = ssusyω with cˆ-degree 1 reads
4ΘR(Tˆ ) = δ0ω1 + δ−ω2. This gives in particular b¯Ω
α
1 = 0. Using (B.32) one concludes Ω
α
1 = A
α
1 (ϕ, λˆ) + D¯
2Bα1 (Tˆ )
for some functions Aα1 (ϕ, λˆ) and B
α
1 (Tˆ ). Analogously one concludes Ω¯
α˙
2 (T ) = A¯
α˙
2 (ϕ¯,
¯ˆ
λ) + D2B¯α˙2 (Tˆ ). Using this in
4ΘR(Tˆ ) = δ0ω1+ δ−ω2 one obtains 4ΘR(Tˆ )+8ϑbΩ1+8ϑ¯b¯Ω¯2 = δ−ω2. By means of the δ−-cohomology one concludes
R(Tˆ ) = DΩ1+D¯Ω¯2 and ω2 = −icˆαα˙cˆ
α˙
βD
αΩβ1−icˆ
α
α˙cˆαβ˙D¯
α˙Ω¯β˙2 [ω2 cannot contain a δ−-exact piece because it has ghost
number 2 and cˆ-degree 2 and thus does not depend on the supersymmetry ghosts]. Conversely, R(Tˆ ) = DΩ1 + D¯Ω¯2
with Ωα1 and Ω¯
α˙
2 as above implies OR(Tˆ ) = ssusy(ω1 + ω2) with ω1 and ω2 as above.
The assertion on PΩ1+ P¯Ω¯2 is proved in an analogous manner by decomposing the equation PΩ1 + P¯Ω¯2 = ssusyω
into parts with different cˆ-degrees. The parts with cˆ-degree 0 and 1 read 0 = δ0ω0+δ−ω1 and 0 = δ+ω0+δ0ω1+δ−ω2,
respectively. As in the investigation of the case G = 3 in [12] one concludes from these equations that, up to trivial
terms, one has ω0 = 0, ω1 = 32ΘX(T ), ω2 = 8icˆ
α˙α(ϑ¯α˙Dα + ϑαD¯α˙)X for some X = X(Tˆ ) ∈ Tinv. Using this in the
equation with cˆ-degree 2 contained in PΩ1 + P¯Ω¯2 = ssusyω, one obtains 4iϑϑ(Ω1 − D¯
2X) − 4iϑ¯ϑ¯(Ω¯2 + D
2X) =
−8iϑαϑ¯α˙[D
α, D¯α˙]X + δ−ω3. By means of the δ−-cohomology one concludes Ω1 = D¯
2X , Ω¯2 = −D
2X and
ω3 = −4i Ξαα˙[D
α, D¯α˙]X . Furthermore, using the algebra (5.9), one verifies that sext(ω1+ω2+ω3) = (PD¯
2−P¯D2)X
and concludes that PΩ1 + P¯Ω¯2 = ssusyω is indeed equivalent to Ω1 = D¯
2X , Ω¯2 = −D
2X (I note that one has
ω1 + ω2 + ω3 = 8OX).
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Proof of lemma 6.7: (i) sextf4 = 0 implies δ−f4 = 0 because δ− is the only part of sext that lowers the cˆ-degree.
(B.31) implies that the cohomology of δ− is trivial for cˆ-degrees larger than 2 because ϑ
α and ϑ¯α˙ are anticommuting
quantities. We conclude that f4 is δ−-exact, i.e., f4 = δ−η5. This implies f4 = 0 because η5 has cˆ-degree 5 and thus
vanishes.
(ii) Existence of η4: sext(f3 + f4) = 0 implies δ−f3 = 0, from which we conclude f3 = δ−η4 by means of (B.31).
Consider now f ′ := f3 + f4 − sextη4: it is an sext-closed function with cˆ-degree 4. By means of part (i) we conclude
that f ′ vanishes and thus that f3 + f4 = sextη4. Uniqueness of η4: f3 + f4 = sextη4 and f3 + f4 = sextη
′
4 imply
sext(η4 − η
′
4) = 0 and thus η4 − η
′
4 = 0 according to part (i).
Proof of lemma 6.8: We first recall the well-known Chern-Simons-polynomials qr(A,F ) =
m(r)
∫ 1
0 dt trr(AF
m(r)−1
t ) with Ft = tF + (t
2 − t)A2 for Yang-Mills connection forms A and the curvature forms
F = dA + A2. They satisfy dqr(A,F ) = trrF
m(r), see, e.g., [65]. Now, written in terms of matrices, eq. (5.1) reads
sextCˆ = −Cˆ
2 + F which arises from F = dA + A2 by substituting sext, Cˆ and F for d, A and F , respectively. The
action of sext on polynomials in the Cˆ and F is thus isomorphic to the action of d on polynomials in the A and F
(this statement refers to the free differential algebras of Cˆ’s and F ’s, and A’s and F ’s, respectively). We conclude
sextqr(Cˆ,F) = trrF
m(r), qr(Cˆ,F) = m(r)
∫ 1
0
dt trr(CˆF
m(r)−1
t ), (B.34)
for all r = 1, . . . , rank(gYM). We shall now show that trrF
m(r) vanishes for m(r) > 3. This follows from the explicit
form of F : eq. (6.14) gives
F = Fˆ − iϑλˆ− iϑ¯
¯ˆ
λ, Fˆ = 12 cˆ
µcˆνFˆ iµνT
(r)
i , (B.35)
with ϑα and ϑ¯α˙ as in (B.31). Since ϑα and ϑ¯α˙ have cˆ-degree 1, trrF
m(r) contains only terms with cˆ-degree ≥ m(r). In
particular it thus vanishes for m(r) > 4 (since the spacetime dimension is 4 and the translation ghosts anticommute).
For m(r) = 4 one obtains:
trrF
4 = trr(ϑλˆ+ ϑ¯
¯ˆ
λ)4. (B.36)
Since the ϑα and ϑ¯α˙ are four anticommuting quantities, (B.36) is proportional to the product of all these four quantities
and thus to ϑϑϑ¯ϑ¯. The latter object has cˆ-degree 4, is bilinear both in the ξ’s and the ξ¯’s, and Lorentz-invariant;
hence it is proportional to Ξξξξ¯ξ¯ which vanishes owing to ξξ = ξ¯ξ¯ = 0 (as the supersymmetry ghosts commute). We
conclude that (B.36) vanishes and thus
trrF
m(r) = 0 for m(r) ≥ 4. (B.37)
Eqs. (B.34) and (B.37) yield sextqˆr = 0 for m(r) ≥ 4.
For m(r) = 3, (B.34) gives explicitly:
sext [trr(CˆF
2 − 12 Cˆ
3F + 110 Cˆ
5)] = trrF
3. (B.38)
Evaluation of the right hand side gives, using (B.35) and the facts that ϑα and ϑ¯α˙ anticommute and have cˆ-degree 1:
trrF
3 = f3 + f4,
f3 = i trr(ϑλˆ+ ϑ¯
¯ˆ
λ)3 = − 3i2 trr(ϑ¯ϑ¯ ϑλˆ
¯ˆ
λ
¯ˆ
λ+ ϑϑ ϑ¯
¯ˆ
λ λˆλˆ), (B.39)
where f4 has cˆ-degree 4. Owing to sext(trrF
3) = 0 (which follows from (B.38) because of s2ext = 0), we can apply part
(ii) of lemma 6.7 to (B.39) and conclude:
trrF
3 = sext [−3i Ξ trr(ξλˆ
¯ˆ
λ
¯ˆ
λ+ ξ¯
¯ˆ
λλˆλˆ)], (B.40)
where we used that
δ−(2 Ξ ξ
α) = ϑ¯ϑ¯ϑα, δ−(2 Ξ ξ¯α˙) = ϑϑϑ¯α˙ (B.41)
which can be directly verified. Eqs. (B.38) and (B.40) yield sextqˆr = 0 for m(r) = 3 with qˆr as in (6.44).
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Proof of lemma 6.9: Let us first describe the general strategy of the proof. The derivation of the lemma starts
off from our result that the part fm of an sext-cocycle takes the form f
ΓPΓ(θ, Rˆ) where f
Γ are representatives of
H(ssusy,Tinv) given by lemma 6.6. The seven types of representatives given in the lemma correspond to different
representatives fΓ of H(ssusy,Tinv). The proof of the lemma comprises two aspects: (i) determination of those func-
tions fΓPΓ(θ, Rˆ) which can be completed to inequivalent sext-cocycles; (ii) explicit computation of these sext-cocycles.
These two aspects can be treated largely independently, i.e., basically one can carry out (i) without sophisticated
computation. The computations (ii) concern above all the explicit determination of the X-functions given in the
lemma and are partly quite involved. We shall only sketch the computation of the functions Xar . The other X ’s can
be analogously derived.
(i) is carried out using results derived above, in particular lemma 6.6 (which implies already the existence of
X-functions with the desired properties as we shall show in the course of the proof), and results on the standard (non-
extended) BRST cohomology. The latter can be employed here because sext includes the standard (non-extended)
BRST differential s (the s-transformations arise from the sext-transformations by setting all constant ghosts c
µ, cµν ,
ξα, ξ¯α˙ to zero). A necessary condition for a function f ∈ F to be an sext-cocycle is thus that it gives a solution
to “complete” descent equations for s and d (where “complete” means descent equations involving a volume form)
after setting cµν , ξα and ξ¯α˙ to zero and substituting dxµ for cµ (the reason is that the substitution cµ → cµ + dxµ
promotes an sext-cocycle to an (sext + d)-cocycle, i.e., to a solution of complete descent equations for sext and d, see
section 3). In particular this implies that a function fΓPΓ(θ, Rˆ) cannot be completed to an sext-cocycle if there is
no corresponding solution of complete descent equtions for s and d. Actually this statement can be refined because
the relevant descent equations for s and d are those in the subspace of Poincare´ invariant forms23 with an arbitrary
dependence on the Lorentz-θ’s24 (for the argument applies equally to an extended BRST-differential which involves
the Poincare´ transformations in addition to s and arises from sext by setting only the constant supersymmetry ghosts
to zero).
We shall now spell out the arguments more specifically, and separately for the various types of representatives:
(1) The representatives f (1) arise from functions kΓPΓ(θ, Rˆ) with complex numbers k
Γ, i.e., they involve the constant
representatives of H(ssusy,Tinv) (g = 0 in Eq. (6.30)). Functions P (θ, Rˆ) give rise to solutions of complete non-
supersymmetric descent equations in four dimensions only if they do not depend on the Abelian Cˆ’s, nor on the
Yang-Mills-θ’s with m(r) = 2, nor on the Rˆ’s. The reason is that Abelian ghosts, R’s or Yang-Mills-θ’s with
m(r) = 2 lead to obstructions to the “lift”25 of 0-forms P (θC , θL, R) to solutions of complete descent equations
where the θC ’s are the Yang-Mills-θ’s with C’s in place of Cˆ’s (i.e., (θC)r ∝ trrC
2m(r)−1): if P depends on Abelian
ghosts, the obstruction is encountered at form-degree 2 and given by F iA∂P (θC , θL, R)/∂C
iA where F iA = dAiA
with AiA = dxµAiAµ ; if P does not depend on Abelian ghosts but on R’s, the obstruction is encountered at form-
degree 3 and given by −iHa∂P (θC , θL, R)/∂R
a where Ha = dBa with Ba = (1/2)dxµdxνBaµν ; if P neither
depends on Abelian ghosts nor on R’s but on Yang-Mills-θ’s with m(r) = 2, the obstruction is encountered at
form-degree 4 and given by
∑
r:m(r)=2 trrF
2 ∂P (θC , θL)/∂(θC)r where F = dA + A
2, A = dxµAiµT
(r)
i . Hence,
in order that P can be lifted to a complete solution of the non-supersymmetric descent equations, it must only
depend on the θ’s with m(r) > 2 or the Lorentz-θ’s. Since the former can be completed to sext-invariant qˆ’s,
see lemma 6.8, and the latter are already sext-invariant, one arrives at the representatives f
(1).
(2,3) The representatives f (2) and f (3) arise from functions kΓa H˜
aPΓ(θ, Rˆ) with complex numbers k
Γ
a , i.e., they involve
the representatives H˜a ofH(ssusy,Tinv). These functions give rise to Poincare´ invariant solutions of the complete
non-supersymmetric descent equations in four dimensions only if they do not depend on the Abelian Cˆ’s and at
most linearly on the Rˆ’s through terms H˜aP
(2)
a (θ)+ H˜ [aRˆb]P
(3)
[ab](θ). This can be shown by arguments analogous
to those used in section 13 of [7] where the standard BRST cohomology for free Abelian gauge fields was
investigated. The latter leads, among other things, to the BRST-invariant forms ⋆F IPI(C) where F
I = dAI
are Abelian field strength 2-forms, ⋆F I their Hodge duals and PI(C) polynomials in the Abelian ghosts. The
requirement that such forms can be lifted to Poincare´ invariant solutions of complete descent equations leads to
23Poincare´ invariance of a p-form dxµ1 . . . dxµpω[µ1...µp] means here that the coefficient functions ω[µ1...µp] do not depend
explicitly on the spacetime coordinates and transform covariantly under Lorentz transformations according to their indices
[µ1 . . . µp].
24Since the Lorentz-θ’s are sext-closed and d-closed, they can appear arbitrarily in the solutions of the descent equations.
25See section 9.3 of [7] for the terminology and a general discussion of “lifts” in the context of descent equations.
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the equation ∂(IPJ)(C) = 0 whose general solution is PI(C) = ∂IP (C) where ∂I = ∂/∂C
I , see Eqs. (13.18) and
(13.19) of [7]. The standard BRST cohomology for the theories under study contains, among other things, the
BRST invariant forms ⋆HaPa(R, θC , θL). The requirement that such forms can be lifted to Poincare´ invariant
solutions of complete descent equations in four dimensions leads analogously to ∂(aPb)(R, θC , θL) = 0 and
∂iAPa(R, θC , θL) = 0 where ∂a = ∂/∂R
a and ∂iA = ∂/∂C
iA (otherwise the lift would be obstructed at form-
degree 3 by F iA ⋆ Ha∂iAPa(R, θC , θL) or at form-degree 4 by H
a ⋆ Hb∂aPb(R, θC , θL)). Now, in contrast to the
CI , the Ra are commuting variables and thus the general solution to the first condition, which has the structure
of Killing vector equations in a flat space with coordinates Ra, is Pa(R, θC , θL) = P
(2)
a (θC , θL) + Rˆ
bP
(3)
[ab](θC , θL)
while the second condition imposes in addition that P
(2)
a and P
(3)
[ab] do not depend on the Abelian ghosts. Let
us now separately show how this leads to the representatives f (2) and f (3).
f (2) derives from H˜aP
(2)
a (θ). Completing the Yang-Mills-θ’s to the qˆ’s yields H˜aP
(2)
a (qˆ, θL) (as P
(2)
a (θ) does not
depend on the Abelian Cˆ’s). Since the H˜ ’s, qˆ’s with m(r) > 2 and Lorentz-θ’s are sext-invariant, one has
sext
[
H˜aP (2)a (qˆ, θL)
]
= −H˜a
∑
r:m(r)=2
trr(F
2)
∂P
(2)
a (qˆ, θL)
∂qˆr
(B.42)
where we used that sextqˆr = trrF
2 for m(r) = 2. The functions H˜a trr(F
2) which occur on the right hand side
of (B.42) are sext-closed elements of Tinv with ghost number 5. According to lemma 6.6 they are thus sext-exact
in Tinv, i.e., there are functions X
a
r such that
H˜a trr(F
2) = sextX
a
r , X
a
r ∈ Tinv. (B.43)
Such functions are given explicitly in the lemma. Of course, they are determined only up to sext-cocycles in
Tinv. However, this arbitrariness is irrelevant because adding such sext-cocycles to X
a
r results at most in adding
a solution f (7) and an sext-coboundary to f
(2) [since Xar has ghost number 4, lemma 6.6 implies that it is
determined up to an sext-cocycle of the form PΩ
a
r,1 + P¯Ω¯
a
r,2 + sexth
a
r (with h
a
r ∈ Tinv) which gives rise to a
representative f (7) up to an sext-coboundary, see item (7) below]
26. The explicit computation of functions Xar
is sketched at the end of the proof. Using (B.43), the right hand side of (B.42) gives
−H˜a
∑
r:m(r)=2
trr(F
2)
∂P
(2)
a (qˆ, θL)
∂qˆr
= −
∑
r:m(r)=2
(sextX
a
r )
∂P
(2)
a (qˆ, θL)
∂qˆr
= −sext
∑
r:m(r)=2
Xar
∂P
(2)
a (qˆ, θL)
∂qˆr
+
∑
r:m(r)=2
r′:m(r′)=2
Xar trr′(F
2)
∂2P
(2)
a (qˆ, θL)
∂qˆr′∂qˆr
. (B.44)
Since both Xar and trr′(F
2) contain only terms with cˆ-degrees ≥ 2, the last term in (B.44) has cˆ-degree 4.
Combining (B.42) and (B.44) and using part (i) of lemma 6.7, one concludes that this term vanishes and that
f (2) is sext-closed:
sextf
(2) =
∑
r:m(r)=2
r′:m(r′)=2
Xar trr′(F
2)
∂2P
(2)
a (qˆ, θL)
∂qˆr′∂qˆr
= 0. (B.45)
f (3) derives similarly from H˜aRˆbP
(3)
[ab](θ). Again, we complete the Yang-Mills-θ’s in P
(3)
[ab] to the qˆ’s and compute
the sext-variation of the resultant function:
sext
[
H˜aRˆbP
(3)
[ab](qˆ, θL)
]
= −
[
H˜ [aHb] + H˜ [aRˆb]
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
P
(3)
[ab](qˆ, θL). (B.46)
26For analogous reasons the arbitrariness in the X’s occurring in other representatives does not matter.
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The function H˜ [aHb] is an sext-closed element of Tinv with ghost number 4. According to lemma 6.6 it could
only be nontrivial in Tinv if it were equivalent to a function of the form PΩ1 + P¯Ω¯2. However, this is not the
case: H˜ [aHb] is quadratic in the fields of the linear multiplets and has dimension 0 (using dimension assignments
as in the proof of lemma 4.2); hence, in order to be equivalent to a function PΩ1+ P¯Ω¯2, Ω1 or Ω2 would have to
be given by D¯2B(Tˆ ) where B(Tˆ ) would be quadratic in the fields of the linear multiplets and have dimension 2;
hence B(Tˆ ) would be a bilinear function in the φa; however, owing to the antisymmetry of H˜ [aHb] in the indices
a and b, this bilinear function would have to be proportional to φ[aφb] which vanishes since the φ’s commute.
Hence, the functions H˜ [aHb] are sext-exact in Tinv, i.e., there are functions X
[ab] ∈ Tinv such that
H˜ [aHb] = sextX
[ab], X [ab] ∈ Tinv. (B.47)
Such functions are given explicitly in the lemma. Using (B.47) and (B.43), the right hand side of (B.46) gives
−
[
H˜ [aHb] + H˜ [aRˆb]
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
P
(3)
[ab](qˆ, θL)
= −
[
(sextX
[ab]) +
∑
r:m(r)=2
(sextX
[a
r )Rˆ
b] ∂
∂qˆr
]
P
(3)
[ab](qˆ, θL)
= −sext
{[
X [ab] +
∑
r:m(r)=2
X [ar Rˆ
b] ∂
∂qˆr
]
P
(3)
[ab](qˆ, θL)
}
+ Z(3), (B.48)
where
Z(3) =
∑
r:m(r)=2
[−X [ab] trr(F
2) +X [ar H
b]]
∂P
(3)
[ab](qˆ, θL)
∂qˆr
+
∑
r:m(r)=2
r′:m(r′)=2
X [ar Rˆ
b] trr′(F
2)
∂2P
(3)
[ab](qˆ, θL)
∂qˆr′∂qˆr
. (B.49)
It is easy to verify that Z(3) has cˆ-degree 4 (in particular the term with cˆ-degree 3 in X
[a
r Hb] vanishes as it is
proportional to φ[aφb]). Analogously to (B.45), we thus conclude from (B.46) and (B.48), using again part (i)
of lemma 6.7:
sextf
(3) = Z(3) = 0. (B.50)
(4) The representatives f (4) arise from functions kΓif F˜
ifPΓ(θ, Rˆ) with complex numbers k
Γ
if
, i.e., they involve the
representatives F˜ if of H(ssusy,Tinv). These functions give rise to solutions of complete non-supersymmetric
Poincare´ invariant descent equations in four dimensions only if they are of the form F˜ if∂P (4)(θ, Rˆ)/∂Cˆif where
P (4)(θ, Rˆ) can depend on all θ’s except for those Abelian Cˆ’s which are not contained in {Cˆif}, see section 13
of [7] and section 8 of [14] (and also the brief discussion in item (2,3) above). Proceeding as in item (2,3), one
obtains
sext
[
F˜ if
∂P (4)(qˆ, Cˆfree, θL, Rˆ)
∂Cˆif
]
=
F˜ if
[
F jf
∂
∂Cˆjf
+Ha
∂
∂Rˆa
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]∂P (4)(qˆ, Cˆfree, θL, Rˆ)
∂Cˆif
. (B.51)
Notice that the first term on the right hand side actually contains only the antisymmetrized products F˜ [ifF jf ]
because ∂2P (4)/∂Cˆjf∂Cˆif is antisymmetric in if and jf owing to the odd Grassmann parity of the Cˆ’s. Using
lemma 6.6 one concludes that the sext-closed functions F˜
[ifF jf ], F˜ ifHa and F˜ if trr(F
2) which occur in (B.51) are
sext-exact in Tinv: F˜
ifHa and F˜ if trr(F
2) have ghost number 5 and 6, respectively, and are therefore sext-exact
in Tinv by the result of lemma 6.6 for g ≥ 5; the sext-exactness of F˜
[ifF jf ] in Tinv is seen using arguments as
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in the text after Eq. (B.46): F˜ [ifF jf ] has ghost number 4 and dimension 0 and is quadratic in the Tˆ ’s of the
super-Yang-Mills multiplets which implies that it cannot be equivalent to a function PΩ1+ P¯Ω¯2 because Ω1 or
Ω2 would have to be proportional to λˆ
[if λˆjf ] which vanishes. Hence lemma 6.6 implies that there are functions
X [ifjf ], X ifa and X ifr such that
F˜ [ifF jf ] = −sextX
[ifjf ], X [ifjf ] ∈ Tinv ,
F˜ ifHa = −sextX
ifa, X ifa ∈ Tinv ,
F˜ if trr(F
2) = −sextX
if
r , X
if
r ∈ Tinv .
(B.52)
Such functions are explicitly given in the lemma. Using the same reasoning that led us to Eqs. (B.45) and (B.50)
one concludes from (B.51) and (B.52) by means of part (i) of lemma 6.7 that f (4) is sext-closed:
sextf
(4) = 0. (B.53)
(5) The representatives f (5) arise from functions kΓabH˜
aH˜bPΓ(θ, Rˆ) with complex numbers k
Γ
ab, i.e., they involve
the representatives H˜aH˜b of H(ssusy,Tinv). In order to give rise to Poincare´ invariant solutions of the complete
non-supersymmetric descent equations, these functions must not involve Abelian Cˆ’s because otherwise the lifts
of the BRST invariant 2-forms kΓab(⋆H
a)(⋆Hb)PΓ(θC , CAbel, θL, Rˆ) to Poincare´ invariant solutions of the descent
equations were obstructed by the 4-forms kΓab(⋆H
a)(⋆Hb)F iA∂PΓ(θC , CAbel, θL, Rˆ)/∂C
iA . This leaves us in this
case with functions H˜aH˜bP
(5)
[ab](θ, Rˆ) where P
(5)
[ab](θ, Rˆ) does not depend on Abelian Cˆ’s. The antisymmetry of
P
(5)
[ab] in a and b is due to the fact that the H˜ ’s anticommute since they are Grassmann odd. Substituting the
qˆ’s for the corresponding θ’s and computing the sext-variation of the resultant function gives
sext
[
H˜aH˜bP
(5)
[ab](qˆ, θL, Rˆ)
]
= H˜aH˜b
[
Hc
∂
∂Rˆc
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
P
(5)
[ab](qˆ, θL, Rˆ). (B.54)
The functions H˜aH˜bHc and H˜aH˜b trr(F
2) are sext-closed elements of Tinv with ghost numbers 5 and 6, respec-
tively. Using lemma 6.6 we conclude that they are sext-exact in Tinv. Hence there are functions X
[ab]c and X
[ab]
r
such that
H˜aH˜bHc = −sextX
[ab]c, H˜aH˜b trr(F
2) = −sextX
[ab]
r , X
[ab]c, X [ab]r ∈ Tinv . (B.55)
Such functions are explicitly given in the lemma. Using (B.55), we obtain:
H˜aH˜b
[
Hc
∂
∂Rˆc
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
P
(5)
[ab](qˆ, θL, Rˆ)
= −
[
(sextX
[ab]c)
∂
∂Rˆc
+
∑
r:m(r)=2
(sextX
[ab]
r )
∂
∂qˆr
]
P
(5)
[ab](qˆ, θL, Rˆ)
= −sext
[
X [ab]c
∂P
(5)
[ab](qˆ, θL, Rˆ)
∂Rˆc
+
∑
r:m(r)=2
X [ab]r
∂P
(5)
[ab](qˆ, θL, Rˆ)
∂qˆr
]
+ Z(5), (B.56)
where
Z(5) = X [ab]c sext
∂P
(5)
[ab](qˆ, θL, Rˆ)
∂Rˆc
−
∑
r:m(r)=2
X [ab]r sext
∂P
(5)
[ab](qˆ, θL, Rˆ)
∂qˆr
. (B.57)
Z(5) contains only terms with cˆ-degrees 3 and 4 because X [ab]c and X
[ab]
r contain only terms with cˆ-degrees
≥ 2 and the sext-variations in (B.57) contain only terms with cˆ-degrees ≥ 1. Furthermore Z
(5) is sext-closed
because it is sext-exact as one sees from (B.56) and (B.54). According to part (ii) of lemma 6.7, Z
(5) is thus
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the sext-variation of a function with cˆ-degree 4 whose δ−-variation is equal to the part of Z
(5) with cˆ-degree 3.
Explicitly one obtains
Z(5) = −sext
[
X [ab](cd)
∂2P
(5)
[ab](qˆ, θL, Rˆ)
∂Rˆd∂Rˆc
]
, (B.58)
with X [ab](cd) as given in the lemma. (B.54), (B.56) and (B.58) show that f (5) is sext-closed:
sextf
(5) = 0. (B.59)
(6) The representatives f (6) arise from functions (ORΓ(Tˆ ))PΓ(θ, Rˆ), i.e., they involve representatives OR(Tˆ ) of
H(ssusy,Tinv). Substituting the qˆ’s for the corresponding θ’s and computing the sext-variation of the resultant
function gives
sext
[
(ORΓ(Tˆ ))PΓ(qˆ, CˆAbel, θL, Rˆ)
]
=
−(ORΓ(Tˆ ))
[
F iA
∂
∂CˆiA
+Ha
∂
∂Rˆa
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
PΓ(qˆ, CˆAbel, θL, Rˆ). (B.60)
(ORΓ(Tˆ ))F iA , (ORΓ(Tˆ ))Ha and (ORΓ(Tˆ )) trr(F
2) are sext-closed elements of Tinv with ghost numbers 5, 6
and 7, respectively. According to lemma 6.6 they are thus sext-exact in Tinv, i.e. there are functions X
ΓiA , XΓa
and XΓr such that
(ORΓ(Tˆ ))F iA = sextX
ΓiA , XΓiA ∈ Tinv ,
(ORΓ(Tˆ ))Ha = sextX
Γa, XΓa ∈ Tinv ,
(ORΓ(Tˆ )) trr(F
2) = sextX
Γ
r , X
Γ
r ∈ Tinv .
(B.61)
Such functions are explicitly given in the lemma. Using the same reasoning that led us to Eqs. (B.45) and (B.50)
one concludes from (B.60) and (B.61) by means of part (i) of lemma 6.7 that f (6) is sext-closed:
sextf
(6) = 0. (B.62)
(7) The representatives f (7) arise from functions (PΩΓ1+P¯Ω¯
Γ
2 )PΓ(θ, Rˆ), i.e., they involve representatives (PΩ1+P¯Ω¯2)
of H(ssusy,Tinv). Proceeding as in item (6) we obtain
sext
[
(PΩΓ1 + P¯Ω¯
Γ
2 )PΓ(qˆ, CˆAbel, θL, Rˆ)
]
=
(PΩΓ1 + P¯Ω¯
Γ
2 )
[
F iA
∂
∂CˆiA
+Ha
∂
∂Rˆa
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
PΓ(qˆ, CˆAbel, θL, Rˆ). (B.63)
(B.63) contains only terms with cˆ-degrees 3 and 4 because PΩΓ1 + P¯Ω¯
Γ
2 , F
iA , Ha and trr(F
2) contain only terms
with cˆ-degrees ≥ 2, 1, 1 and 2, respectively. The terms with cˆ-degree 2 in PΩ1+ P¯Ω¯2 are 4i(ϑϑΩ1− ϑ¯ϑ¯Ω¯2), the
terms with cˆ-degree 1 in F iA and Ha are −i(ϑλˆ+ ϑ¯
¯ˆ
λ)iA and −2Θφa, respectively. Owing to Θ = ϑξ = ξ¯ϑ¯ and
ϑαϑβϑγ = ϑ¯α˙ϑ¯β˙ ϑ¯γ˙ = 0 (the latter holds since the ϑα and ϑ¯α˙ anticommute) the terms with cˆ-degree 3 in (B.63)
are
f3 = 4(ϑϑΩ
Γ
1 ϑ¯
¯ˆ
λiA − ϑ¯ϑ¯Ω¯Γ2ϑλˆ
iA)
∂PΓ(θC , R)
∂CiA
.
Part (ii) of lemma 6.7 implies thus that (B.63) is the sext-variation of the function with cˆ-degree 4 whose
δ−-variation equals f3. Using (B.41) it is easy to identify this function:
f3 = −δ−
[
8Ξ (
¯ˆ
λiA ξ¯ΩΓ1 + ξλˆ
iA Ω¯Γ2 )
∂PΓ(θC , R)
∂CiA
]
= −δ−
[
8Ξ (
¯ˆ
λiA ξ¯ΩΓ1 + ξλˆ
iA Ω¯Γ2 )
∂PΓ(qˆ, CˆAbel, θL, Rˆ)
∂CˆiA
]
. (B.64)
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Hence we conclude from (B.63), (B.64) and part (ii) of lemma 6.7 that f (7) is sext-closed:
sextf
(7) = 0. (B.65)
(8) The cocycles which arise from functions kΓiAF
iAPΓ(θ, Rˆ) containing the representatives F
iA of H(ssusy,Tinv) are
equivalent to linear combinations of representatives f (6) and f (7), as will be now shown. The lift of the BRST-
invariant 2-form F iAPiA (θC , θL, R) to a Poincare´ invariant solution of complete non-supersymmetric descent
equations in four dimensions is obstructed by the 4-form F iAF jA∂jAPiA(θC , θL, R) where ∂iA = ∂/∂C
iA . This
obstruction is absent only if ∂(jAPiA)(θC , θL, R) = 0. The general solution to this condition is PiA(θC , θL, R) =
∂iAP (θC , θL, R), see section 13.2.2 of [7]. Hence functions k
Γ
iA
F iAPΓ(θ, Rˆ) can give rise to sext-cocycles only if
they are of the form F iA∂P (θ, Rˆ)/∂CˆiA . Proceeding as in the other cases, one obtains
sext
[
F iA
∂P (qˆ, CˆAbel, θL, Rˆ)
∂CˆiA
]
=
F iA
[
Ha
∂
∂Rˆa
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]∂P (qˆ, CˆAbel, θL, Rˆ)
∂CˆiA
. (B.66)
The functions F iAHa and F iA trr(F
2) are sext-coycles in Tinv with ghost numbers 5 and 6, respectively, and
thus sext-exact in Tinv according to lemma 6.6. Hence there are functions X
iAa and X iAr such that
F iAHa = −sextX
iAa, F iA trr(F
2) = −sextX
iA
r , X
iAa, X iAr ∈ Tinv. (B.67)
Owing to Ha = −(1/2)Oφa, the first equation in (B.67) is just a special case of the first equation in (B.61).
X iAa can thus be obtained from XΓiA by choosing RΓ(T ) ≡ φa/2. The computation of X iAr is very similar to
the computation of the functions X ifr which satisfy the last equation in (B.52). One obtains
X iAa = −i Ξµ λˆ
iAσµξ¯ φa + Ξ(14 φ
aDλˆiA + λˆiA ψˆa)− c.c.,
X iAr = −i Ξ [
¯ˆ
λiA ξ¯ trr(λˆλˆ) + 2λˆ
iAα trr(λˆα
¯ˆ
λξ¯)] + c.c. (B.68)
Proceeding as in items (2,3) and (4), one obtains sext-cocycles f
(8):
sextf
(8) = 0, f (8) =
[
F iA +X iAa
∂
∂Rˆa
+
∑
r:m(r)=2
X iAr
∂
∂qˆr
]∂P (qˆ, CˆAbel, θL, Rˆ)
∂CˆiA
. (B.69)
To show that f (8) is equivalent to a linear combination of representatives f (6) and f (7), as we have asserted
above, we shall use the following relation:
trr(F
2) = − i8 P trr(λˆλˆ) +
i
8 P¯ trr(
¯ˆ
λ
¯ˆ
λ) + sext
[
Ξµ trr(λˆσ
µ ¯ˆλ)
]
. (B.70)
Furthermore we recall that one has
sextP (qˆ, CˆAbel, θL, Rˆ) =[
F iA
∂
∂CˆiA
+Ha
∂
∂Rˆa
+
∑
r:m(r)=2
trr(F
2)
∂
∂qˆr
]
P (qˆ, CˆAbel, θL, Rˆ). (B.71)
(B.69), (B.70) and (B.71) give [one may use part (i) of lemma 6.7 to verify this]:
f (8) − sext
[
P (qˆ, CˆAbel, θL, Rˆ)−
∑
r:m(r)=2
Ξµ trr(λˆσ
µ ¯ˆλ)
∂P (qˆ, CˆAbel, θL, Rˆ)
∂qˆr
]
=
[
−Ha +X iAa
∂
∂CˆiA
+
∑
r:m(r)=2
Y ar
∂
∂qˆr
+ Y ab
∂
∂Rˆb
]∂P (qˆ, CˆAbel, θL, Rˆ)
∂Rˆa
+
∑
r:m(r)=2
[
{ i8 P trr(λˆλˆ)−
i
8 P¯ trr(
¯ˆ
λ
¯ˆ
λ)} + Y iAr
∂
∂CˆiA
]∂P (qˆ, CˆAbel, θL, Rˆ)
∂qˆr
, (B.72)
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where
Y ar = 4Ξφ
a trr(ξλ
¯ˆ
λξ¯), Y ab = iΞφb(ξψˆa −
¯ˆ
ψaξ¯),
Y iAr = iΞ {
¯ˆ
λiA ξ¯ trr(λˆλˆ)− ξλˆ
iA trr(
¯ˆ
λ
¯ˆ
λ)}.
Recall that {PΓ(θ, Rˆ)} denotes a basis for the monomials in the θ’s and Rˆ’s. Hence one has
∂P (θ, Rˆ)
∂Rˆa
= kΓaPΓ(θ, Rˆ),
∂P (θ, Rˆ)
∂θr
= krΓPΓ(θ, Rˆ)
for some complex numbers kΓa and k
rΓ. (B.72) shows explicitly that f (8) is indeed equivalent to a linear
combination of representatives f (6) and f (7) arising from the particular choices
RΓ(Tˆ ) = 12 k
Γ
aφ
a, ΩΓ1 =
∑
r:m(r)=2
i
8 k
rΓ trr(λˆλˆ), Ω¯
Γ
2 = −
∑
r:m(r)=2
i
8 k
rΓ trr(
¯ˆ
λ
¯ˆ
λ).
(9) To illustrate the derivation of the X-functions, let me finally describe in some detail how one derives Xar
satisfying (B.43). (6.9) and (B.35) yield
H˜a trr(F
2) = (i
¯ˆ
ψξ¯ − iξψˆ + cˆµHˆµ)
a trr(Fˆ − iϑλˆ− iϑ¯
¯ˆ
λ)2. (B.73)
We start from the terms with lowest cˆ-degree in this expression. They have cˆ-degree 2 and are given by
−i(
¯ˆ
ψξ¯ − ξψˆ)a trr(ϑλˆ + ϑ¯
¯ˆ
λ)2
= −i(
¯ˆ
ψξ¯ − ξψˆ)a [− 12 ϑϑ trr(λˆλˆ) + 2ϑ
αϑ¯α˙ trr(λˆα
¯ˆ
λα˙)−
1
2 ϑ¯ϑ¯ trr(
¯ˆ
λ
¯ˆ
λ)]. (B.74)
(B.74) is δ−-closed since it is the term of lowest cˆ-degree of an sext-cocycle. The δ−-cohomology (B.31) shows that
it contains precisely two terms which are not δ−-exact. These are (i/2)
¯ˆ
ψaξ¯ϑϑ trr(λˆλˆ) and (−i/2)ξψˆ
aϑ¯ϑ¯ trr(
¯ˆ
λ
¯ˆ
λ)
which are easily seen to be b¯-exact and b-exact, respectively (owing to bφ = ξψˆ, b¯φ =
¯ˆ
ψξ¯, b
¯ˆ
λ = b¯λˆ = 0). Using
that one has sextf = (δ− + b+ b¯+ cˆ
µ∇ˆµ)f for f ∈ Tinv, we can thus write these terms as
i
2
¯ˆ
ψaξ¯ϑϑ trr(λˆλˆ) = (sext − b− cˆ
µ∇ˆµ) [
i
2 ϑϑφ
a trr(λˆλˆ)],
− i2 ξψˆ
aϑ¯ϑ¯ trr(
¯ˆ
λ
¯ˆ
λ) = (sext − b¯− cˆ
µ∇ˆµ) [−
i
2 ϑ¯ϑ¯φ
a trr(
¯ˆ
λ
¯ˆ
λ)]. (B.75)
Using (B.75) in (B.73), one obtains
H˜a trr(F
2)− sextX
a
r,2 = f
a
r,2 + f
a
r,3 + f
a
r,4 (B.76)
Xar,2 =
i
2 ϑϑφ
a trr(λˆλˆ)−
i
2 ϑ¯ϑ¯φ
a trr(
¯ˆ
λ
¯ˆ
λ), (B.77)
where far,2, f
a
r,3 and f
a
r,4 have cˆ-degree 2, 3 and 4, respectively, and f
a
r,2 is δ−-exact, i.e., there is some X
a
r,3 such
that
δ−X
a
r,3 = f
a
r,2 . (B.78)
[Of course, Xar,3 is only defined up to the δ−-variation of some function with cˆ-degree 4.] Explicitly one obtains:
far,2 = i ξψˆ
a [− 12 ϑϑ trr(λˆλˆ) + 2ϑ
αϑ¯α˙ trr(λˆα
¯ˆ
λα˙)]−
i
2 ϑϑ b [φ
a trr(λˆλˆ)] + c.c.
= i ξψˆa [−ϑϑ trr(λˆλˆ) + 2ϑ
αϑ¯α˙ trr(λˆα
¯ˆ
λα˙)]−
i
2 ϑϑφ
a ξD trr(λˆλˆ) + c.c.
Xar,3 = −i Ξµ(ξ¯σ¯
µψˆa + 12 φ
a ξ¯σ¯µD) trr(λˆλˆ)− i Ξµ ξψˆ
a trr(λˆσ
µ ¯ˆλ) + c.c. (B.79)
Using (B.78) in (B.76), one obtains
H˜a trr(F
2)− sext(X
a
r,2 +X
a
r,3) = f˜
a
r,3 + f˜
a
r,4 , (B.80)
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where f˜ar,3 = f
a
r,3 − (b+ b¯)X
a
r,3 and f˜
a
r,4 = f
a
r,4 − cˆ
µ∇ˆµX
a
r,3. (B.80) is an sext-closed sum of terms with cˆ-degrees
3 and 4. According to part (ii) of lemma 6.7 it is thus the sext-variation of a function X
a
r,4 with cˆ-degree 4 that
fulfills δ−X
a
r,4 = f˜
a
r,3. We conclude that
H˜a trr(F
2)− sext(X
a
r,2 +X
a
r,3) = sextX
a
r,4 , (B.81)
where δ−X
a
r,4 = f˜
a
r,3. The explicit computation gives
Xar,4 = Ξ(
1
2 ψˆ
aD + 18 φ
aD2) trr(λˆλˆ)−
1
2 Ξ Hˆ
a
µ trr(λˆσ
µ ¯ˆλ) + c.c. (B.82)
(B.81) yields Xar = X
a
r,2 +X
a
r,3 +X
a
r,4.
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