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We develop a consistent analytic approach to determine the conditions under which slow roll
inflation can arise when the inflaton is the same scalar field that is responsible for the bounce in
Loop Quantum Cosmology (LQC). We find that the requirement that the energy density of the field
is fixed at the bounce having to match a critical density has important consequences for the future
evolution of the field. Initially we consider the case of a generic potential which has a minimum, and
we find different scenarios depending on the initial velocity of the field and whether it begins life
in a kinetic energy or potential energy dominated part of its energy density. For chaotic potentials
that start in a kinetic dominated regime, we find an initial phase of superinflation independent of
the shape of the potential followed by a damping phase which slows the inflaton down, forcing it
to turnaround and naturally enter a phase of slow-roll inflation. If we begin in a potential energy
dominated regime, then the inflaton undergoes a period where the corrections present in LQC damp
its evolution once again forcing the field to turnaround and enter a phase of slow-roll inflation.
On the other hand we show for Starobinsky inflation that inflation never occurs when we begin
in a potential energy dominated regime. What we would normally call potential dominated in
traditional Starobinsky inflation where the field lives in its plateau regime, for the case of LQC this
corresponds to being in a kinetic energy dominated regime. The requirement that damping slows
the field down sufficiently to enter slow roll places tighter constraints on the initial value of the
field for successful inflation than in the conventional case. Comparing our analytic results to the
published numerical ones, we find remarkable agreement especially when we consider the different
epochs that are involved. In particular the values of key observables obtained from our analytical
and the published numerical solutions are in excellent agreement, opening up the possibility of using
our results to obtain analytic results for the evolution of the density perturbations in these models.
PACS numbers:
I. INTRODUCTION
The Inflationary paradigm [1] is regarded by many (but not everyone [2]) as providing the most promising description
of the early universe, in particular through the generation of quantum fluctuations in the inflaton field which by
coupling to the spatial curvature of the universe act as seeds for the observed anisotropies in the cosmic microwave
background (CMB) [3] and the large scale structure of our universe [4]. Usually based on the assumption of quantum
fields propagating on a classical spacetime described by General Relativity (GR), the current formulation fails to
account for how inflation may arise when we want to extend the analysis into regimes where we would like to resolve
the primordial singularity [5]. This of course is tricky territory and the best we have to go on at the moment are models
describing such a regime, models which themselves contain a number of assumptions. In this paper, we will look at
inflation arising in a class of such models, bouncing cosmologies, and ask the question how do the conditions associated
with the bounce affect the background evolution of the inflaton field compared to the usual situation without a bounce.
There are a number of approaches to a quantum theory of gravity, of which some include bouncing regimes.
Of many tasks they have to satisfy, two include resolving the initial singularity, whilst also allowing slow-roll inflation
to naturally arise (if indeed it does). Various cosmological inflation models have been proposed in the context of
String/M-theory[6–10] (see also [11, 12] for recent discussions on the possible problems facing inflation model building
in the context of the string swampland), but far fewer examples exist showing how it can be embedded in say Loop
Quantum Gravity (LQG)[13]. The latter is a background independent theory which uses polymer techniques to
quantize the Hamiltonian of GR but written in terms of holonomy and triad variables. This gives rise to the Gauss,
Diffeomorphism and Hamiltonian constraint operators which are quantum analogues of Einstein’s equations. A
reduction of LQG known as Loop Quantum Cosmology(LQC)[14–16] is obtained by reducing GR to its cosmological
degrees of freedom before quantising with LQG techniques - in some sense it is akin to the mini-superspace analogue
of LQG. The simplicity of the equations associated with LQC has led to a great deal of work in the subject - for
a couple of nice recent discussions see [5, 16]. The Hamiltonian constraint associated with LQC can be thought of
as describing the quantum evolution of a ‘dressed metric’ for the background cosmology associated with the early
universe. An effective or semi-classical description was developed in [17], which showed how a connection could be
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equation contains an additional negative ρ2 term (where ρ is the total energy density of any matter present in the
Universe), which causes the contracting universe to undergo a Big Bounce (at t = 0) as soon as a critical density of
matter is reached. At the level of the perturbations in the system, the dressed metric approach has been developed
to describe the evolution of perturbations on LQC spacetimes [18]. If the background state is sharply peaked and
there is no quantum backreaction of the perturbations on the background then a modified Mukhanov-Sasaki equation
including quantum corrections is obtained.
To summarise, in LQC, and in more general bouncing cosmologies, we have an effective Friedmann and Klein-Gordon
equation subject to the constraint that the energy density at the bounce is fixed. These equations describe the
journey of an inflaton field in the effective LQC spacetime, which has been studied numerically for the cases of
quadratic [19] and Starobinsky[20] potentials for the inflaton field, as well as for the case of power law potentials of
the form φn where n < 2 [21]. Recently there has been interest in understanding the nature of inflation in a class of
modified LQC models which emerge by keeping the Lorentzian term explicit in the Hamiltonian constraint [22, 23].
There is an important aspect of our assumptions that should be briefly discussed. As we shall shortly see,
the precise solutions depend on a constant number known as the Barbero-Immirzi parameter, whose precise value is
a matter for some debate (see the review of Perez [24] for details). In particular it is crucial to the existence of the
particular bounce solution we will discuss in the paper. However, there are alternative approaches to LQG in which
the assumption can be removed. For example in [25] this is done by using a conformal or scaling symmetry and leads
to a new loop quantization arising from a conformally generalized Holst action principle with no Barbero-Immirzi
ambiguity. In the context of our work, the result is interesting because in the case of these scaling invariant
cosmologies, inflation can naturally occur, for example see [26].
In this paper, within the context of LQC, we consider analytically the evolution of the inflaton field from the
initial bounce in a number of interesting potentials, comparing our findings where appropriate to the published
numerical results of Refs. [19] and [20]. We find that the specific evolution depends on which of the terms are
dominating the energy density as we emerge from the bounce. In particular we develop analytic techniques to
describe the field’s evolution and approach to slow roll for situations where the initial inflaton energy density is
dominated by either its potential or kinetic terms. What makes things a bit different in the case of these bouncing
models is that there is a constraint on the total energy density of the inflaton field at the bounce, and this has an
impact on its subsequent evolution. Our goal is to describe the circumstances under which slow roll inflation takes
place for these different initial conditions including the number of e-folds we can expect as a function of the potentials
we consider. Comparisons with published numerical results of Refs [19] and [20], will show how our analytic solutions
provide excellent approximations to their numerical solutions.
The rest of the paper is as follows: in section II we establish the basic framework used to consider the evolu-
tion of the universe including a scalar field through a LQC bounce. In section III we consider the case of a generic
inflaton potential which admits slow roll solutions, and we develop analytic solutions to describe the evolution of the
inflaton field in situations which are either initially kinetic energy (KE) or potential energy (PE) dominated at the
bounce. In the former we show the onset of a superinflation regime as we leave the bounce and the field evolves up
the scalar field potential, followed by damping, turnaround (where the potential energy is dominating) and finally
entry into the slow roll regime as the field begins to roll back down the potential. In the latter, we see an initial
period of damping where the quantum gravity induced terms slow the field down into a slow roll inflating epoch. In
both situations, we will see that LQC or a similar bouncing model where the energy density is bounded at the bounce
provides a viable explanation for the pre-inflationary regime and a smooth transition to the standard inflationary
regime. In section IV we reproduce the numerical results of [19, 20] and compare them with our analytic solutions for
three classes of inflationary potentials, a quadratic chaotic potential, the Starobinsky potential (associated with R2
inflation) and the quartic chaotic model. In each case we identify the epoch when the different regimes are reached
and provide details of the field evolution at those epochs, showing how well the approximations work. Finally we
conclude in section V.
A note on conventions: we will work in the units h¯ = c = 1. We explicitly keep mPl in the equations. Also
we will assume that there is no cosmological constant and that the universe is spatially flat i.e. Λ = 0 = k. A
subscript ’B’ denotes at the bounce.
3II. THE FRAMEWORK
We assume a spatially flat Friedmann Robertson Walker spacetime with metric
ds2 = −dt2 + a2(t)(dx2 + dy2 + dz2) (1)
where a(t) is the scale factor. Now in LQC the key equations that describe the evolution of the scalar field φ(t) and
a(t) are the effective Friedman equation with holonomy corrections and the Klein Gordon equation [17]
H2 =
8π
3m2Pl
ρ
(
1− ρ
ρc
)
(2)
φ¨+ 3Hφ˙+ V ′(φ) = 0 (3)
where H = a˙/a is the Hubble parameter (a˙ ≡ da/dt), ρ = φ˙22 + V (φ) is the total energy density of what will become
the inflaton field with potential V (φ) and V ′(φ) ≡ dV/dφ. We will be considering the case where this is the only
contribution to the energy density, which is justified in the regimes where we expect inflation to occur. The energy
density satisfies the constraint 0 ≤ ρ ≤ ρc where ρc =
√
3
32pi2γ3m
4
Pl ≈ 0.41m4Pl is the critical density and γ ≈ 0.2375 is
the Barbero-Immirzi parameter.
Before we go on to discuss the physics of these equations, a few words of justification for their use is in order. In
particular the dramatic modification of the usual Friedmann equation as seen in equation (2), where an extra term
has appeared on the right hand side involving the square of the energy density. It arises from the way in which
quantization occurs in LQG. The theory uses polymer techniques to quantize the Hamiltonian of GR but it is written
in terms of holonomy and triad variables. This is in contrast to the usual Wheeler DeWitt quantization approach
(see [13, 27] for details). In terms of the holonomy and triad variables, new Gauss, Diffeomorphism and Hamiltonian
constraint operators are obtained which are quantum analogues of Einstein’s equations, and we can think of this as the
evolution equations associated with a quantum geometry. LQC emerges as a truncation of the full LQG, by reducing
GR to its cosmological degrees of freedom before quantising with the holonomy techniques of LQG (see [14–16] for
details). In particular the associated Hamiltonian constraint can be interpreted as the quantum evolution of a ‘dressed
metric’ for the background cosmology associated with the early universe. An effective or semi-classical description
was developed in [17] and in it they showed that a connection could be made with the standard classical Friedmann
equation by effectively moving the quantum geometry effect to the right side of the equation where it manifests itself
as an additional negative ρ2 term. The implication for cosmology is huge, especially in the high curvature (early
universe regime) as it causes the contracting universe to undergo a Big Bounce (at t = 0) as soon as a critical density
of matter is reached.
A second aspect that we should discuss is the particular value we have associated with the Barbero-Immirzi pa-
rameter, namely γ ≈ 0.2375. The chosen value was initially discussed by Meissner in [28]. It was chosen to match a
state-counting calculation of the black hole entropy to the Bekenstein-Hawking entropy and was used in the work of
Refs. [19, 20] which are the results we are comparing our work to. However, we should point out that since Meissner’s
calculation, the LQG community have derived new state-sum constructions, in which the Bekenstein-Hawking entropy
can be obtained by any value of the Barbero-Immirzi parameter (for a discussion see section IV G of Perez’s review
[24]). In that case, there is no distinguished real value that emerges from these new state-sum constructions, as
opposed to mathematical simplicity arguments for the imaginary values ±i. We will not be attempting to go into the
regime of imaginary Barbero-Immirzi parameters here. Relaxing the value of the parameter from that of Meissner
does not seem to have received systematic attention in the LQC literature, and we will not embark on a systematic
quantitative analysis of this question, however, as the results depend smoothly on the parameter in at least some
neighbourhood of the Meissner value, the results will not undergo qualitative changes under small real changes in the
parameter.
At the bounce, the density is maximum ρ = ρc (H = 0) and from there on it monotonically decreases with time.
This implies that the values of φ and φ˙ will be initially bounded at the bounce, and we can find ourselves in (i)
Kinetic dominated, (ii) Potential dominated or of course (iii) in a regime where the energy is equally distributed
between the two. We will concentrate here on the case of either Kinetic or Potential energy domination initially. It
turns out that these regimes provide an excellent approximation even when the two contributions are of the same
order. For each case there are two more possibilities, the initial velocity of the field can be positive or negative
sending the field to either larger or smaller values of φ.
4Thus there are four ways in which the inflaton can move on a potential depending on its initial conditions
and the symmetries of the potential. We will be describing them in detail but here we give a brief overview of the
key features. Recall, a subscript B denotes the value at the bounce, and we are considering the case of symmetric
chaotic models (such as m2φ2, λφ4) unless otherwise stated.
1. KEB ≫ PEB with φB > 0 or φB < 0 and φ˙B > 0 : the inflaton begins life in a KE dominated regime and we
see that superinflation occurs as H increases from zero to a maximum value and the scale factor increases as
a(t) ≈ (1 + 4πρct2/m2Pl) during this period. The phase draws to a close as the PE becomes comparable to the
KE eventually matching it. As the field continues slowing down, we enter a PE dominated regime in which the
inflaton slows down as it is damped eventually reaching the turnaround point (φ˙ = 0). It reverses direction and
soon enters the standard slow-roll regime from which the observed density fluctuations emerge. The symmetry
of the situation means it also applies to the case where φB < 0 or φB > 0 and φ˙B < 0. It can also occur in the
Starobinsky model, for φB < 0 and φ˙B > 0. We see this type of behaviour in Tables I, III and V.
2. KEB ≫ PEB with φB > 0 and φ˙B < 0 : same as the case above but now the inflaton starts life moving in
the opposite direction. It will again go through the superinflation regime, gradually slow down and enter a PE
dominated regime but in contrast to the previous case it will now lead to slow-roll without the inflaton turning
around. In particular we will see this occurring in Starobinsky inflation in Table IV. This situation also applies
to the Chaotic potential case where φB < 0 and φ˙B > 0 as seen in Tables II and VI.
3. PEB ≫ KEB with φB > 0 and φ˙B > 0 : the inflaton starts life in a PE dominated regime and begins to slow
down as its PE grows. Eventually it stops and turns around entering a slow-roll regime. This situation also
applies to the case where φB < 0 and φ˙B < 0. It is noteworthy that we do not see this regime in the Starobinsky
model as can seen in Table III.
4. PEB ≫ KEB with φB > 0 and φ˙B < 0 : the inflaton again starts life in a PE dominated regime but with its
velocity in the opposite direction. Depending on the magnitude of φ˙B, we enter a period of ordinary chaotic
inflation, and the field enters a slow-roll phase without the need of turning around. This situation also applies
to the case where φB < 0 and φ˙B > 0. Once again we will see that this cannot occur in the Starobinsky model
as seen in Table IV. Inflation in that case always emerges out of the KE dominated regime.
Before we conclude this section we would like to discuss the pivot point which allows us to connect theory with
observations. Whether solving the system numerically or analytically, knowing how the fluctuations behave on a
particular length scale where an observation is made allows us to normalise the theory and thereby determine an
underlying parameter of the model such as a mass scale or self coupling. The largest observable mode of the CMB is
k∗ = 0.002Mpc−1 and this in turn gives the value of the amplitude of scalar perturbations asAs = (2.474±0.116)×10−9
and the spectral index ns = 0.9645 ± 0.0062 [3, 29]. In potential driven slow roll inflation, the slow roll parameter
is given by ǫV =
m2Pl
16pi
(
V ′
V
)2
(which is related to the Hubble slow roll parameter ǫH = − H˙H2 ). The number of e-folds
between times ti and tf are given in terms of the scale factor a(t) as N = ln
a(tf )
a(ti)
=
∫ tf
ti
Hdt ≃ − 8pi
m2
Pl
∫ φf
φi
(
V (φ)
V ′(φ)
)
dφ.
Using these values and the number of e-folds N∗ from the time when the k∗ mode exited the horizon to the end of
slow-roll inflation defined by ǫV = 1, one can determine the value of say the mass parameter in the quadratic chaotic
potential and the observables (ǫV ∗, H∗, φ∗, φ˙∗) at the time when the pivot mode exited the horizon (58 e-foldings before
the end of inflation) as is discussed in [20]. As an example for the case of the quadratic potential V (φ) = 12m
2φ2, we
find φ∗ = ±3.15mPl and m = 1.21× 10−6mPl.
III. THE DIFFERENT PHASES OF EVOLUTION
We now begin a detailed analysis of the dynamics associated with the various scenarios outlined in section II. Initially
this will be in a model independent way, whereas in section IV we will specialise to three popular models.
A. Kinetic Energy Domination at the Bounce:
PEB
ρc
≪ 1
2
1. The Superinflation Regime
As we leave the bounce we do so with the KE dominating over the PE of φ, i.e. φ˙
2
2 ≫ V (φ). Hence the total energy
ρ ≈ φ˙22 . We also initially assume that φ¨≫ V ′(φ) which is consistent with being dominated by the KE. It follows that
5equations (2) and (3) in this regime become:
H2 =
4πφ˙2
3m2Pl
(
1− φ˙
2
2ρc
)
(4)
φ¨+ 3Hφ˙ = 0 (5)
Following [19, 30], these equations can be solved exactly. With initial conditions (ρ, φ˙, φ) = (ρc,±
√
2ρc, φB) at t = 0,
we obtain :
φ˙(t) = ±
√
2ρc√
1 + 24πρct2/m2Pl
(6)
φ(t) = φB ± mPl√
12π
sinh−1
(√
24πρct
mPl
)
(7)
where the ± sign results from the choice of the initial field velocity at the bounce (Note that this solution was also
obtained earlier for the case of V (φ) = 0 [31]). Equations (6) and (7) lead to an early period of superinflation just
after the bounce, where, independently of the form of the potential V (φ) because we are in the KE dominated
regime, the scale factor behaves as a(t) = (1+ 24πρct
2/m2Pl)
1/6 with inflation (a¨ > 0) lasting until t < (16πρc)
− 1
2mPl
(corresponding to of order 0.2 e-foldings). During this period the Hubble parameter rapidly increases from zero at
the bounce to a maximum value of (2πρc/(3m
2
Pl))
1/2 in a time t = (24πρc)
−1/2mPl ≈ 0.18 Planck seconds, before it
begins to decrease again. This is of course in contrast to potential driven slow roll inflation, where H ∼ const during
inflation. As stated earlier, because we are in a KE dominated regime, our result is independent of the form of the
potential, although we do assume it is regular everywhere.
To a first approximation the KE dominated regime lasts until the kinetic and potential energies are equal.
Although of course not strictly true, the fact that the fields evolve quickly to this regime suggests it should be a good
approximation, and we confirm that below. Therefore we can substitute for φ and φ˙ from equations (6-7) to yield the
time teq, when φ˙
2
eq = 2V (φeq) for a given potential V (φ). A similar approach to establishing the onset of equilibrium
has been adopted in [32]. As an example, for the case of a quadratic inflaton potential (12m
2φ2), we see from Table I,
with φB = 1.06mPl, at teq, the value of (φ, φ˙) predicted by Equations. (6-7) is (3.19mPl, 3.86× 10−6m2Pl) as opposed
to the values obtained using the full numerical solutions [19], (3.16mPl, 3.82 × 10−6m2Pl) with percentage errors of
(0.95, 1.05). The total number of e-foldings up to this period is between N ∼ 4 − 5 [19, 20]. We will see that this is
true for all the potentials we use, giving us confidence in the way we discuss the end of superinflation and the onset
of the damping regime. As a further justification of the validity of the approximation we have just made, defining the
temporal average of a quantity A(t) by 〈A〉 = 1teq
∫ teq
0 A(t)dt, we find numerically that
〈V (φ)〉
〈φ˙2/2〉 is of order 10
−6 − 10−7
for all the potentials in this regime and moreover 〈φ¨〉 : 〈3Hφ˙〉 : 〈V ′〉 is 1 : 1 : 10−7 for quadratic/quartic potentials
and 1 : 1 : 10−9 for the Starobinsky potential, thereby confirming the validity of our assumption that φ¨ ≫ V ′(φ) up
to teq. The end of this regime gives us (φeq, φ˙eq) at the equilibrium point which serves as the initial condition for the
next phase, the damping phase.
2. The Damping Regime
As we enter the regime where the KE is comparable to the PE, the KE is dropping rapidly compared to the potential
contribution and the overall combined energy density is dropping quickly compared to the bounce density ρc. As a
result, we rapidly enter a regime where we are potential dominated, 2V (φ) ≫ φ˙2, and we can drop the correction
term ρρc in the modified Friedmann equation (2), which now becomes
H2 =
8π
3m2Pl
V (φ) (8)
Given that the field has slowed down, we don’t expect it to travel far before it stops and turns around. Therefore
we can obtain an accurate estimate of this period by perturbing the field around its equilibirum values (φeq, φ˙eq) and
6working to leading order as
V (φ) = V (φeq) + (φ − φeq)V ′(φeq) +O(φ − φeq)2 (9)
V ′(φ) = V ′(φeq) + (φ− φeq)V ′′(φeq) +O(φ− φeq)2 (10)
Substituting Eqns (9 - 10) into Eqns (8) and (3), and expanding to linear order in φ(t), we obtain after defining
ψ(t) ≡ φ(t) + (V ′(φeq)− φeqV ′′(φeq))/V ′′(φeq), (11)
ψ¨ + αψ˙ + βψ = 0 (12)
where for simplicity we have introduced α =
√
24πV (φeq)/m2Pl and β = V
′′(φeq). This is the equation for a damped
harmonic oscillator and has a general solution:
ψ = Ae−λ+t +Be−λ−t (13)
where A and B are constants and λ± are given by
2λ± = α±
√
α2 − 4β. (14)
We can determine the coefficients A and B from the initial conditions namely the known values of (φeq, φ˙eq) or
equivalently (ψeq, ψ˙eq) at t = 0 (where we have reset the time coordinate so that t = 0 now corresponds to the onset
of the damping regime). For completeness we obtain
A =
λ−ψeq + ψ˙eq
λ− − λ+ , B = −
(λ+ψeq + ψ˙eq)
λ− − λ+ . (15)
The solution we have obtained in Eqns (13-15) is remarkably accurate considering the approximations we have made.
Once again, considering the example of the quadratic potential with φB = 1.06mPl, we can predict the time tturn
when the inflaton turns around by differentiating Eqn (13) and solving ψ˙ = 0. In particular we find that
tturn =
1
λ+ − λ− ln
(
ψeq + ψ˙eq/λ−
ψeq + ψ˙eq/λ+
)
(16)
For the case where ψ˙eq > 0, we obtain φturn = 3.32mPl which should be compared with the numerical solution of
φturn = 3.27mPl (a 1.5% error). It follows from Eqn. (16) that if ψ˙eq < 0, then there will not be a turn around regime.
This can easily be seen by recalling that λ+ > λ−, hence for the case ψ˙eq < 0, we obtain the inconsistent result
that tturn < 0, hence it can not happen. Returning to the case of ψ˙eq > 0, a similar level of accuracy holds for the
other potentials. To justify the approximations we have made (dropping the KE term in the Friedmann constraint
Eqn (8) yet keeping all the terms in the Klein Gordon equation (3)) we once again look at the averages 〈φ˙
2/2〉
〈V (φ)〉 and
〈φ¨〉 : 〈3Hφ˙〉 : 〈V ′(φ)〉. For all potentials we investigated the former is around 0.05 implying that on average the KE
density makes up only 5 percent of the total energy density. For the latter case we find 1 : 1 : 0.05 for Starobinsky
(φB = 3.67mPl), 2.72 : 1.72 : 1 for quadratic (φB = 1.06mPl) and 2 : 2 : 1 for the quartic potential (φB = 2.35mPl).
In other words apart from arguably the Starobinsky case, all the terms are of the same magnitude which justifies
retaining all three terms in Eqn. (3).
As the field slows down, we eventually reach a situation where its acceleration φ¨ vanishes, and this marks
the end of the damping regime. Numerically this is not so easy to determine and so we look for the condition∣∣ φ¨
3Hφ˙
∣∣ = 0.01 to occur the first time after the equilibrium point, using it as a mark of the end of the damping and
the onset of the slow roll regime. The value of φ¨ is simply determined from the continuity Eqn (3) and the Hubble
parameter H from the Friedmann constraint Eqn (2). At this point the value of φSRA, φ˙SRA serves as the initial
conditions for the Slow-Roll regime, and of course can be determined analytically from our solutions (13-15) when∣∣ φ¨
3Hφ˙
∣∣ = 0.01. We have checked that our results are not sensitive to the precise value 0.01, it just has to be a lot
smaller than unity.
73. The Slow-Roll Regime
As we leave the damping regime the only change is that we now have φ¨ ≈ 0, hence the Friedmann and continuity
equations become
H2 =
8π
3m2Pl
V (φ) (17)
3Hφ˙+ V ′(φ) = 0 (18)
which are in fact the standard slow-roll equations. We can eliminate the Hubble parameter in Eqn (18) and solve for
φ˙ yielding:
φ˙ =
−mPlV ′(φ)√
24πV (φ)
(19)
which can be further integrated to determine the evolution of φ once we specify V (φ), using the slow-roll point
evaluated at the end of the damping regime (φSRA, φ˙SRA) as our initial condition.
Given that, we then know the value of φ∗, and we can estimate the values of observables at any point in the
slow-roll regime such as the pivot-point. It is important to note from all the Tables I - IV that if the slow-roll starts
before/at the pivot point, then slow-roll inflation compatible with observations will be achieved. It is only in those
cases do we apply Eqn. (19) for the pivot-point.
B. Potential Energy Domination at the Bounce :
PEB
ρc
≫
1
2
1. The Damping Regime
In this case we come out of the bounce straight into a PE dominated regime with ρ ≃ V (φ) ≤ ρc. In such a case the
quantum gravity motivated correction to the Friedmann equation is important and Eqn.(2) becomes:
H2 =
8π
3m2Pl
V (φ)
[
1− V (φ)
ρc
]
. (20)
The fact we are in a PE dominated regime implies the velocity of the field is small, φ˙2 ≪ 2V (φ). We can take the
same approach as we did with the damping regime in section IIIA, namely we can Taylor expand the potential to
linear order but this time around the point φ ≃ φB. This results in a similar set of equations to (12-15) but with
α =
√
24piV (φB)
m2
Pl
(
1− V (φB)ρc
)
, β = V ′′(φB) and ψ(t) ≡ φ(t) + (V ′(φB) − φBV ′′(φB))/V ′′(φB). The coefficients A and
B are now obtained from the initial conditions (φB, φ˙B) or equivalently (ψB, ψ˙B) at t = 0 (where we have reset the
time coordinate so that t = 0 now corresponds to the onset of this damping regime) and are given by
A =
λ−ψB + ψ˙B
λ− − λ+ , B = −
(λ+ψB + ψ˙B)
λ− − λ+ (21)
2. The Slow-Roll Regime
Following the damping regime, the field evolves as in section IIIA in that it slows down eventually stopping and enters
the slow roll regime defined by
∣∣ φ¨
3Hφ˙
∣∣ = 0.01. It leads to an equation similar to (19) but with the holonomy correction
factor in the denominator,
φ˙ =
−mPlV ′(φ)√
24πV (φ)
(
1− V (φ)ρc
) (22)
the extra term being there because of the fact that the slow-roll starts very close to the bounce and thus there is
hardly any change in the value of the potential i.e. the value of potential at the slow-roll point is still very close to
the critical energy density. The evolution then follows in a manner similar to that described in section IIIA 3.
8IV. COMPARISON OF ANALYTIC VERSUS NUMERICAL SOLUTIONS
Having established the key dynamical regions and associated equations which can take us from the bounce through
to the onset of inflation in a model independent way, we now turn our attention to the case of three particularly
popular inflation potentials, namely the quadratic and quartic chaotic potentials as well as the Starobinsky potential.
Although the chaotic potentials are tightly constrained by the Planck data [3], they provide an excellent testbed for
our approach. We will compare our analytic solutions with the exact numerical solutions obtained in [19, 20] and
show how close they are to each other throughout the evolution (for earlier work on inflationary attractors with m2φ2
potentials in LQC see Ref [33] and also Ref [34]).
A. Quadratic : V (φ) = 1
2
m2φ2
The fact that the quadratic potential is symmetric means it has potentially interesting observable features for both
positive and negative values of φB. Applying the procedure discussed in [20] we obtain the values of the mass
parameter in the potential as well as the conditions at the pivot point which we remind the reader is 58 efoldings
before the end of inflation, to be compatible with observations of the anisotropies in the CMB: m = 1.21× 10−6mPl,
φ∗ = ±3.15mPl, φ˙∗ = ∓1.97× 10−7m2Pl and φend = 0.282mPl.
In Tables I-II we compare our analytic solutions with the published numerical results. Table I corresponds to
φB > 0 and Table II corresponds to φB < 0, and in both cases we begin in a KE dominated regime with φ˙B > 0.
Considering Table I, since we are KE dominated at the bounce, the inflaton begins its evolution close to the bottom
of the potential φB ≃ 0 with positive velocity φ˙B =
√
2(ρc − V (φB)) ≈ 9.05 × 10−1m2Pl and starts to move up its
potential. In this regime it undergoes superinflation which ends at ρ = ρc/2 (recall this is when H˙ = 0) where we
can use Eqns. (6-7) to determine the values (φ, φ˙, t) which we denote as ’End of SI’ in the tables. As can be seen
from Table I the values of φ(t), φ˙(t) and other observables obtained analytically in the different epochs of evolution
are close to the ones obtained numerically, although of course, due to the nature of our approximations, differences
do emerge. They are most prominent at the end of the Superinflation phase, where we approach the equilibrium point.
For φB = 1.06mPl in Table I we use the condition φ˙
2
eq = 2V (φeq) to find the time at which KE=PE and
then substitute the corresponding teq into Eqns. (6) and (7) to obtain (φeq , φ˙eq) = (3.19mPl, 3.86× 10−6m2Pl) which
as can be seen agrees very well with the numerical evolution.
Turning now to the damping phase, in Eqn. (12), we find α =
√
24πVeq/m2Pl = (m/mPl)
√
12πφeq =
2.4 × 10−5mPl and β = V ′′(φeq) = 1.5 × 10−12m2Pl which yield the damping roots in Eqn. (14),
(λ+, λ−) = (−2.36 × 10−5mPl,−6.20 × 10−8mPl). Now we can use Eqn. (13) and the initial conditions
(φeq , φ˙eq) to obtain the leading contribution to the damped solution
φ(t) = (−0.17mPl)e−2.36×10
−5mPlt + (3.36mPl)e
−6.20×10−8mPlt, (23)
where as usual we have reset the time so that t = 0 corresponds to the initial condition at equality. To find the
turnaround point we set φ˙(t) = 0 to obtain tTurn = 1.26×105m−1Pl which in Eqn. (23) yields φTurn = 3.32mPl whereas
numerically we obtain from the fourth block of Table I, φTurn = 3.27mPl, which is in excellent agreement.
To find the slow-roll point we demand
∣∣ φ¨
3Hφ˙
∣∣ = 0.01 the first time it happens after turnaround. Using
Eqn. (23) we obtain (φ, φ˙) = (3.31mPl,−1.95 × 10−7m2Pl) compared to the numerical result in Table I which
is (3.25mPl,−1.95 × 10−7m2Pl), again with excellent agreement. One technical point worth mentioning is that
although we look for its absolute value, the sign of φ¨
3Hφ˙
can be either positive or negative. It turns out that for
Table I we have the positive sign whereas for Table II we have the negative sign for the start of the slow roll regime.
It is a nice feature of our analytic treatment that we not only match the numerical values for the observables but
also their sign, hence the physics of the system. Another physical feature that is described by our analytic treatment
is the point where φ¨ = 0. In the case where φB > 0, φ˙B > 0, hence is moving up the potential (as in Table I)
this condition is indeed satisfied, however in the case where φB > 0, φ˙B < 0, hence is moving down the potential
(as in Table II), this condition is never reached. This is why we use the less constraining condition
∣∣ φ¨
3Hφ˙
∣∣ = 0.01
to detemine the onset of slow roll. Considering the results in Table I, we see that for φB = 1.06mPl we obtain
φSRA = 3.31mPl > φ∗ = 3.15mPl, thus the regime where the slow-roll is compatible with observations is satisfied
9and we can use Eqn. (19) to determine the key observables in the slow-roll regime. For example we find that the
inflaton velocity at the pivot point is φ˙ = −(mmPl)/
√
12π = −1.97 × 10−7m2Pl. The situation for the results in
Table II is similar except that now the inflaton simply starts rolling down the hill from the beginning and thus after
the equilibrium point, it never turns around, instead approaching slow-roll directly. Here again the analytics agree
with the published numerics to within a percent or so.
Once we have calculated φ and φ˙ we can determine the Hubble parameter H and φ¨ in the relevant regimes
by using the equations of motion appropriate to those regimes, In particular we can obtain H from Eqn. (2) and φ¨
from Eqn. (3) by substituting in the appropriate solutions for φ and φ˙.
Event φA/mPl φ˙A/m
2
Pl tAmPl φN/mPl ˙φN/m
2
Pl tNmPl
i. Bounce 0.800 9.05 × 10−1 0 0.800 9.05 × 10−1 0
End of SI 0.943 6.40 × 10−1 1.80 × 10−1 0.943 6.40 × 10−1 1.80 × 10−1
KE = PE 2.94 3.56 × 10−6 4.58 × 104 2.91 3.52 × 10−6 4.04 × 104
Turn 3.08 0 1.79 × 105 3.03 0 1.65 × 105
Slow-Roll 3.06 −1.95 × 10−7 3.15 × 105 2.99 −1.95× 10−7 3.71 × 105
∗ TFE TFE TFE TFE TFE TFE
ii. Bounce 0.898 9.05 × 10−1 0 0.898 9.05 × 10−1 0
End of SI 1.04 6.40 × 10−1 1.80 × 10−1 1.04 6.40 × 10−1 1.80 × 10−1
KE = PE 3.03 3.67 × 10−6 4.44 × 104 3.00 3.63 × 10−6 3.91 × 104
Turn 3.17 0 1.75 × 105 3.12 0 1.62 × 105
Slow-Roll 3.15 −1.95 × 10−7 3.08 × 105 3.09 −1.95× 10−7 3.61 × 105
∗ 3.15 −1.97 × 10−7 3.11 × 105 TFE TFE TFE
iii. Bounce 0.961 9.05 × 10−1 0 0.961 9.05 × 10−1 0
End of SI 1.10 6.40 × 10−1 1.80 × 10−1 1.10 6.40 × 10−1 1.80 × 10−1
KE = PE 3.09 3.74 × 10−6 4.35 × 104 3.06 3.70 × 10−6 3.84 × 104
Turn 3.23 0 1.72 × 105 3.18 0 1.59 × 105
Slow-Roll 3.21 −1.95 × 10−7 3.03 × 105 3.15 −1.95× 10−7 3.55 × 105
∗ 3.15 −1.97 × 10−7 6.13 × 105 3.15 −1.95× 10−7 3.56 × 105
iv. Bounce 1.06 9.05 × 10−1 0 1.06 9.05 × 10−1 0
End of SI 1.20 6.40 × 10−1 1.80 × 10−1 1.20 6.40 × 10−1 1.80 × 10−1
KE = PE 3.19 3.86 × 10−6 4.22 × 104 3.16 3.82 × 10−6 3.73 × 104
Turn 3.32 0 1.68 × 105 3.27 0 1.56 × 105
Slow-Roll 3.31 −1.95 × 10−7 2.96 × 105 3.25 −1.95× 10−7 3.46 × 105
∗ 3.15 −1.97 × 10−7 1.11 × 106 3.15 −1.97× 10−7 8.33 × 105
TABLE I: Comparison of Analytic (A) and Numerical (N) [19] results for the evolution of observables for KE dominated cases
with φB > 0 for a quadratic potential, V (φ) =
1
2
m2φ2 where m = 1.21 × 10−6mPl. Each block (labelled i – iv) represents
an initial condition at the bounce and each row within a block represents an event in ascending order: Bounce, End of
Superinflation, Equilibrium, Turnaround, Slow-roll and Pivot point. An observationally consistent period of slow-roll happens
when φB ≥ 0.898mPl for the analytic and φB ≥ 0.961mPl for the numerical simulations. TFE means too few e-foldings
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Event φA/mPl φ˙A/m
2
Pl tAmPl φN/mPl ˙φN/m
2
Pl tNmPl
i. Bounce −5.40 9.05 × 10−1 0 −5.40 9.05 × 10−1 0
End of SI −5.26 6.40 × 10−1 1.80 × 10−1 −5.26 6.40 × 10−1 1.80 × 10−1
KE = PE −3.28 3.97 × 10−6 4.11 × 104 −3.31 4.00 × 10−6 3.62 × 104
Slow-Roll −3.08 1.99 × 10−7 2.74 × 105 −3.11 1.99 × 10−7 3.47 × 105
∗ TFE TFE TFE TFE TFE TFE
ii. Bounce −5.44 9.05 × 10−1 0 −5.44 9.05 × 10−1 0
End of SI −5.30 6.40 × 10−1 1.80 × 10−1 −5.30 6.40 × 10−1 1.80 × 10−1
KE = PE −3.32 4.02 × 10−6 4.05 × 104 −3.35 4.05 × 10−6 3.57 × 104
Slow-Roll −3.12 1.99 × 10−7 2.71 × 105 −3.15 1.99 × 10−7 3.43 × 105
∗ TFE TFE TFE −3.15 1.98 × 10−7 3.57 × 105
iii. Bounce −5.47 9.05 × 10−1 0 −5.47 9.05 × 10−1 0
End of SI −5.33 6.40 × 10−1 1.80 × 10−1 −5.33 6.40 × 10−1 1.80 × 10−1
KE = PE −3.35 4.05 × 10−6 4.02 × 104 −3.38 4.09 × 10−6 3.54 × 104
Slow-Roll −3.15 1.99 × 10−7 2.70 × 105 −3.18 1.99 × 10−7 3.40 × 105
∗ −3.15 1.97 × 10−7 2.85 × 105 −3.15 1.97 × 10−7 5.17 × 106
iv. Bounce −5.50 9.05 × 10−1 0 −5.50 9.05 × 10−1 0
End of SI −5.36 6.40 × 10−1 1.80 × 10−1 −5.36 6.40 × 10−1 1.80 × 10−1
KE = PE −3.38 4.09 × 10−6 3.98 × 104 −3.41 4.13 × 10−6 3.51 × 104
Slow-Roll −3.18 1.99 × 10−7 2.68 × 105 −3.22 1.99 × 10−7 3.38 × 105
∗ −3.15 1.97 × 10−7 4.20 × 105 −3.15 1.97 × 10−7 6.76 × 105
TABLE II: Comparison of Analytic (A) and Numerical (N) [19] results for the evolution of observables for KE dominated
cases with φB < 0 for a quadratic potential, V (φ) =
1
2
m2φ2 where m = 1.21 × 10−6mPl. Each block (labelled i – iv)
represents an initial condition at the bounce and each row within a block represents an event in ascending order: Bounce,
End of Superinflation, Equilibrium, Slow-roll and Pivot point. An observationally consistent period of slow-roll happens when
φB ≤ −5.47mPl for the analytic and φB ≤ −5.44mPl for the numerical simulations. TFE means too few e-foldings
It is worth noting that there is a difference between the analytic and numerical results when we ask what is the
minimum value φ can have at the bounce that will lead to an observationally consistent period of slow roll inflation.
We see from Table I (φB > 0) that analytically we obtain successful evolution for φB ≥ 0.898mPl, whereas numerically
it is φB ≥ 0.961mPl. From Table II (φB < 0), the corresponding numbers are φB ≤ −5.47mPl and φB ≤ −5.44mPl
respectively. The difference in these values is a reflection on the approximations being used to obtain the analytic
solutions and is to be expected. In actual fact the values are very close to one another (within 6% and 0.5% for
the two cases), and the real purpose of the analytic approach is to demonstrate how the different regimes can be
described and connected to one another for a given initial bounce.
In these tables we have not shown any PE dominated cases because in those situations the behaviour is very
much as in slow roll inflation. In particular, for the case where φB > 0, φ˙B > 0 the field hardly evolves from the
bounce point to turnaround to the slow-roll point. As an example, if at the bounce φB = 6 × 105mPl then at the
turnaround point we will have φTurn = φB + 1.00mPl which is a change of 1.7 × 10−4 percent. Thus the inflaton
hardly moves and this agrees with the numerics as is discussed in [19]. The same is true for the field if initially
φB < 0, φ˙B > 0 or φB > 0, φ˙B < 0. The field immediately enters a period of slow roll inflation and standard slow roll
inflation continues.
B. Starobinsky : V (φ) =
3M2m2
Pl
32pi
(
1− e
−
√
16pi
3m2
Pl
φ
)2
Unlike the quadratic potential, the Starobinsky potential is not even: close to the origin it behaves quadratically,
for large positive values of φ it asymptotes to a constant, and for large negative values it grows exponentially with
φ. Applying the procedure presented in [20] we obtain identical values for both the mass parameter in the potential
and the necessary conditions at the pivot point to be compatible with observations as: M = 2.51 × 10−6mPl,
φ∗ = 1.08mPl, φ˙∗ = −4.80× 10−9m2Pl and φend = 0.187mPl .
Our numerical and analytical results are summarised in Table III (φ˙B > 0) and Table IV (φ˙B < 0). Blocks
(ii-iv) in both tables are for the case when we are KE dominated at the bounce and block (i) in both tables
are for the PE dominated case. The KE dominated regimes in both tables are very similar to that discussed
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in section IVA. In particular (considering Table III) the inflaton starts at the bounce, undergoes superinflation
and reaches the equilibrium point. For example if φB = −1.37mPl with φ˙B > 0, then using Eqns. (6) and
(7) we obtain (φeq , φ˙eq, teq) = (1.06mPl, 6.09 × 10−7m2Pl, 2.67 × 105m−1Pl ) which agrees with the numerical re-
sult (1.03mPl, 6.04 × 10−7m2Pl, 2.37 × 105m−1Pl ). Using these as the initial conditions for the damping phase we
again calculate the damping roots λ+ and λ− in Eqn. (14), and thus obtain the damped solution for φ(t) in
Eqn. (13). This predicts the turnaround to happen at φTurn = 1.22mPl, remarkably close again to the numerical
prediction of φTurn = 1.17mPl. Similarly for the slow-roll point we use the condition
∣∣ φ¨
3Hφ˙
∣∣ = 0.01 to find tSRA
which when substituted into Eqn. (19) determines the initial values of the field at the start of slow-roll to be
(φ, φ˙) = (1.08mPl,−4.81 × 10−9m2Pl) compared to the numerical values of (1.16mPl,−3.48 × 10−9m2Pl). We may
use Eqn. (19) to predict the observables at the pivot point if the slow-roll starts by the time we reach it (i.e. if
φSRA ≥ φ∗). One might ask can we obtain the usual slow roll related inflation associated with Starobinsky inflation,
when we include the constraints arising from the initial bounce? The answer is yes, as can be seen from Table IV,
but there are some subtleties. The numerical solutions show that slow roll inflation can occur for φB > 3.63mPl, and
the analytic approximations have it at φB > 3.68mPl, close but not quite the same. There is a crucial difference
between ordinary slow roll inflation and inflation arising in LQC here. In the former case, we can begin on the
plateau of the potential and be in the slow roll regime. Inflation can begin almost immediately in such a situation
for φ > φ∗ = 1.08mPl with 58 e-foldings of inflation. However in the case of LQC, the bounce takes place into a KE
dominated regime. The field begins to evolve down its potential and needs to lose this large KE before it can enter
a slow roll regime. This implies that φB must be large enough in order to enable the field to lose that KE before
entering slow roll. We find that this implies φB > 3.68mPl. One final comment related to the results here, is that the
discrepancy between the analytic and numerical evaluations in the velocities at the onset of slow-roll are a reflection
of the approximations that have been made.
Now let us discuss the PE dominated cases which correspond to block (i) in Tables III and IV. As can be
seen we have φB = −3.47mPl and φB = −3.39mPl respectively. In principle we could apply the techniques discussed
in section III B but these are not very helpful in determining whether or not they lead to a period of slow-roll.
Instead, we introduce a new approach to determine the solutions in this regime. Considering initially the case of
φ˙B > 0 (i.e. Table III), we have φB = −3.47mPl. Using the superinflation-assisted damping solution presented
after Eqn. (20), we find at the end of superinflation (φ, φ˙) = (−3.28mPl, 0.484m2Pl), while the numerical results
give (−3.25mPl, 0.520m2Pl). By the time this stage is reached, we are entering a regime where the total energy
density becomes negligible with respect to the critical density ρ ≪ ρc. This then allows us to make use of the
scaling behaviour of φ in this regime, and obtain accurate solutions for its evolution. To see this we note that when
φ = −3.28mPl, the potential can be accurately approximated by V (φ) = 3M
2m2Pl
32pi
(
1 − e
−
√
16pi
3m2
Pl
φ)2 ≈ V0e−2bφ where
V0 =
3M2m2Pl
32pi and b =
√
16pi
3m2
Pl
. In this regime, since ρ≪ ρc, Eqn. (2) becomes
H =
√
8πV0
3m2Pl
e−bφ
√
1 +
φ˙2
2V (φ)
(24)
and Eqn (3) yields
φ¨+ 3
√
8πV0
3m2Pl
√
1 +
φ˙2
2V (φ)
e−bφφ˙− 2bV0e−2bφ = 0 (25)
The crucial observation is that in this regime φ satisfies the following equation
φ˙ = γe−bφ (26)
where γ = const. This can be seen by substituting Eqn. (26) into Eqn. (25) with V (φ) = V0e
−2bφ yielding an algebraic
equation for γ
−γ2b+
√
24πV0
m2Pl
√
1 +
γ2
2V0
γ − 2bV0 = 0 (27)
whose solution is γ = 5.48× 10−7m2Pl given that M = 2.51× 10−6mPl for this case. Given the initial condition that
φ(t = 0) = φi = −3.28mPl (once again we reset the time coordinate), the solution to Eqn. (26) is
φ(t) =
1
b
ln(ebφi + γbt) (28)
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It is worth pointing out that this PE dominated regime is in itself not an inflationary one. This can be seen quickly
by recalling that inflation means a¨ > 0, or equivalently H˙ +H2 > 0. It follows from Eqns. (24), (26) and (27) that
H˙ + H2 < 0 in this scaling regime. Using Eqn. (26) we can determine the value of φ when we are at equilibrium
with φ˙2/2 = V (φ). Care needs to be taken at this point, as we need to use the full potential V (φ) = V0(1− e−bφ)2 to
obtain the estimate,
φeq(t) =
1
b
ln

1−
√
γ2
2V0

 (29)
In particular we obtain the equilibrium point (φeq , φ˙eq, teq) = (−0.55mPl, 5.19 × 10−6m2Pl, 4.70 × 104m−1Pl ) which is
remarkably close to the exact numerical values (−0.55mPl, 5.14 × 10−6m2Pl, 4.70 × 104m−1Pl ). We can estimate when
the solution begins to break down, by considering when the approximation for V (φ) begins to break down. This is
when e−bφbr ≃ 2 or φbr ≃ −0.169mPl. It turns out that the breakdown of this scaling regime corresponds to the onset
of KE domination as the field begins to probe the minimum of its potential. We can solve the system in that regime
too. Once again recalling that we are in the regime ρ≪ ρc, from Eqn. (2) we have
H =
√
4π
3m2Pl
φ˙ (30)
Similarly Eqn (3) becomes
φ¨+ 3Hφ˙ = 0 (31)
with solution
φ(t) = φ(0) +
mPl√
12π
ln
(
1 +
2
√
12πγt
mPl
)
(32)
We have used as our initial conditions the values just obtained at the break down point, namely φ(0) = − ln 2b and
φ˙(0) = 2γ (resetting t=0 again in this regime). This solution should be valid as φ passes through its origin and we
use it to estimate when the KE and PE are once again equal on the other side of the potential. Equating the two
(recall we use the full V (φ)) we find that at this equilibrium point, (φ, φ˙) = (0.101mPl, 2.08× 10−7m2Pl) as opposed
to the numerical result (0.093mPl, 1.93× 10−7m2Pl) a result accurate to within 8%.
This now supplies us with the initial conditions required as we move into the damped regime which we have
discussed in section IIIA 2. We are interested in the value of φ when it turns around, i.e. φ˙ = 0, as we need to
compare it to the pivot point φ∗ = 1.08mPl. Using Eqns. (11)-(15), with (φeq, φ˙eq) = (0.101mPl, 2.08 × 10−7m2Pl)
we find that the inflaton field turns around at φ = 0.141mPl (again remarkably close to the numerical result of
φ = 0.127mPl) i.e. well before it could reach φ∗ = 1.08mPl. Thus in this case slow-roll will never happen, a result
which is consistent with the numerical simulations.
We now consider the case of φ˙B < 0 (i.e.Table IV). In this case we have φB = −3.39mPl and we start by
going uphill in the potential. The maximum height allowed (by the condition ρ ≤ ρc) is φ = −3.47mPl which is
found in this PE dominated regime by equating the Starobinsky potential to the critical energy density. We want
to estimate the height reached and to do this we make use of the fact that at the bounce H = 0, and just after the
bounce φ˙ ∼ 0, as it travels up the potential slowing eventually reaching its turn around value, hence for the first
few Planck seconds after the bounce the friction term in Eqn. (3), namely 3Hφ˙ ∼ 0. This implies that over this
short period, the energy is approximately conserved such that 12 φ˙
2 + V (φ) = ρc. Moreover, given that at the bounce
φB = −3.39mPl, once again we can say that the potential is well approximated by V (φ) = V0
(
1− e−bφ)2 ≈ V0e−2bφ.
It then follows that
φ˙ = −
√
2ρc − 2V0e−2bφ (33)
which can be integrated to yield
φ(t) =
1
b
ln
(√
V0
ρc
cosh
[
cosh−1
(√
ρc
V0
ebφi
)
−
√
2ρcb t
])
(34)
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where φi ≡ φ(t = 0) is the initial value for the field which in this case is the value at the bounce, namely
φi = φB = −3.39mPl. From Eqn. (33) we see that turnaround (φ˙ = 0) occurs when φTurn = 12b ln(V0ρc ) = −3.47mPl,
which compares favourably with the numerical result φ = −3.46mPl, showing that the approximation of no friction
works well as the field evolves up the potential. Once turn around is reached, φ begins to evolve down the potential
again, and soon we are in a similar position to the situation just described where we entered the scaling regime
described in Eqn. (26). Given that this applies to φ = −3.39mPl (but now φ˙ > 0) we see immediately that
we are in the same scenario as before and we are unable to reach the required pivot point value φ∗ before the
evolution turns around again, a result consistent with the numerical simulations of [20] as seen in block (i) of Table IV.
We conclude with the result that in general for PE dominated cases of the Starobinsky potential we are un-
able to obtain standard slow-roll inflation (a similar conclusion has been reached for the same potential in a class of
modified LQC models in Ref [23]), but recall that we can obtain the standard slow roll behaviour as long as we start
in the KE dominated regime with larger values of φB , as can be seen in Table IV.
Event φA/mPl φ˙A/m
2
Pl tAmPl φN/mPl ˙φN/m
2
Pl tNmPl
i. Bounce −3.47 5.07 × 10−2 0 −3.47 5.07× 10−2 0
End of SI −3.28 4.84 × 10−1 0.41 −3.25 5.20× 10−1 0.46
KE = PE −0.55 5.19 × 10−6 4.70 × 104 −0.55 5.14× 10−6 4.70 × 104
End of Scaling −0.169 1.10 × 10−6 2.22 × 105 −0.169 1.062 × 10−6 2.25 × 105
KE=PE 0.101 2.08 × 10−7 8.55 × 105 0.093 1.93× 10−7 7.64 × 105
Turn 0.141 0 1.27 × 106 0.127 0 1.15 × 106
∗ TFE TFE TFE TFE TFE TFE
ii. Bounce −1.45 9.05 × 10−1 0 −1.45 9.05× 10−1 0
End of SI −1.31 6.40 × 10−1 1.80 × 10−1 −1.31 6.40× 10−1 1.80 × 10−1
KE = PE 0.98 6.08 × 10−7 2.68 × 105 0.95 6.01× 10−7 2.38 × 105
Turn 1.14 0 1.73 × 106 1.08 0 1.49 × 106
Slow-Roll 1.00 −6.80 × 10−9 4.30 × 106 1.08 −4.88× 10−9 2.91 × 106
∗ TFE TFE TFE 1.08 −4.85× 10−9 2.76 × 106
iii. Bounce −1.41 9.05 × 10−1 0 −1.41 9.05× 10−1 0
End of SI −1.27 6.40 × 10−1 1.80 × 10−1 −1.27 6.40× 10−1 1.80 × 10−1
KE = PE 1.02 6.08 × 10−7 2.68 × 105 0.99 6.02× 10−7 2.38 × 105
Turn 1.18 0 1.77 × 106 1.12 0 1.53 × 106
Slow-Roll 1.04 −5.71 × 10−9 3.88 × 107 1.12 −4.12× 10−9 2.92 × 106
∗ TFE TFE TFE 1.08 −4.89× 10−9 1.20 × 107
iv. Bounce −1.37 9.05 × 10−1 0 −1.37 9.05× 10−1 0
End of SI −1.23 6.40 × 10−1 1.80 × 10−1 −1.23 6.40× 10−1 1.80 × 10−1
KE = PE 1.06 6.09 × 10−7 2.67 × 105 1.03 6.04× 10−7 2.37 × 105
Turn 1.22 0 1.81 × 106 1.17 0 1.57 × 106
Slow-Roll 1.08 −4.81 × 10−9 4.52 × 107 1.16 −3.48× 10−9 2.93 × 107
∗ 1.08 −4.92 × 10−9 4.58 × 107 1.08 −4.89× 10−9 2.28 × 107
TABLE III: Comparison of Analytic (A) and Numerical (N) [20] results for the evolution of observables with φ˙B > 0 for the
Starobinsky potential. The last three blocks (ii-iv) are KE dominated cases wherein each row represents an event in ascending
order: Bounce, End of Superinflation, Equilibrium, Turnaround, Slow-roll and Pivot point. The first block (i) is for the PE
dominated case and contains more rows representing more events. In particular ‘End of Scaling’ refers to when the solution
Eqn. (26) breaks down. It does not lead to the desired slow-roll, which instead only occurs in the KE dominated regime with
φB ≥ −1.37mPl for the analytic and φB ≥ −1.45mPl for the numerical cases. TFE means too few e-foldings
14
Event φA/mPl φ˙A/m
2
Pl tAmPl φN/mPl ˙φN/m
2
Pl tNmPl
i. Bounce −3.39 −6.29 × 10−1 0 −3.39 −6.29× 10−1 0
Turn −3.47 0 2.31 × 10−1 −3.46 0 2.18 × 10−1
Scaling −3.40 6.04 × 10−1 4.48 × 10−1 −3.40 4.95× 10−1 4.39 × 10−1
KE = PE −0.55 5.19 × 10−6 4.70 × 104 −0.55 5.14× 10−6 4.70 × 104
End of Scaling −0.169 1.10 × 10−6 2.22 × 105 −0.169 1.062 × 10−6 2.25 × 105
KE=PE 0.101 2.08 × 10−7 8.55 × 105 0.093 1.93× 10−7 7.64 × 105
Turn 0.141 0 1.27 × 106 0.127 0 1.15 × 106
∗ TFE TFE TFE TFE TFE TFE
ii. Bounce 3.63 −9.05 × 10−1 0 3.63 −9.05× 10−1 0
End of SI 3.49 −6.40 × 10−1 1.80 × 10−1 3.49 −6.40× 10−1 1.80 × 10−1
KE = PE 1.20 −6.09 × 10−7 2.67 × 105 1.23 −6.09× 10−7 2.36 × 105
Slow-Roll 1.03 −6.02 × 10−9 1.97 × 106 1.08 −4.97× 10−9 2.59 × 106
∗ TFE TFE TFE 1.08 −4.97× 10−9 2.58 × 107
iii. Bounce 3.67 −9.05 × 10−1 0 3.67 −9.05× 10−1 0
End of SI 3.53 −6.40 × 10−1 1.80 × 10−1 3.53 −6.40× 10−1 1.80 × 10−1
KE = PE 1.24 −6.09 × 10−7 2.67 × 105 1.27 −6.10× 10−7 2.35 × 105
Slow-Roll 1.07 −5.09 × 10−9 2.03 × 106 1.12 −4.19× 10−9 2.64 × 106
∗ TFE TFE TFE 1.08 −4.89× 10−9 1.19 × 107
iv. Bounce 3.68 −9.05 × 10−1 0 3.68 −9.05× 10−1 0
End of SI 3.54 −6.40 × 10−1 1.80 × 10−1 3.54 −6.40× 10−1 1.80 × 10−1
KE = PE 1.25 −6.10 × 10−7 2.67 × 105 1.28 −6.10× 10−7 2.35 × 105
Slow-Roll 1.08 −4.88 × 10−9 2.03 × 106 1.13 −4.02× 10−9 2.66 × 106
∗ 1.08 −4.92 × 10−9 2.90 × 106 1.08 −4.89× 10−9 1.44 × 107
TABLE IV: Comparison of Analytic (A) and Numerical (N) [20] results for the evolution of observables for the case φ˙B < 0
for the Starobinsky potential. The last three blocks (ii-iv) are KE dominated cases wherein each row represents an event in
ascending order: Bounce, End of Superinflation, Equilibrium, Turnaround, Slow-roll and Pivot point. The first block (i) is for
the PE dominated case and contains more rows representing more events. In particular ‘Scaling’ refers to when the solution
Eqn. (26) holds and ‘End of Scaling’ to when it breaks down. It does not lead to the desired slow-roll, which instead only
occurs in the KE dominated regime with φB ≥ 3.68mPl for the analytic and φB ≥ 3.63mPl for the numerical cases. TFE means
too few e-foldings
C. V (φ) = λφ4
The basic behaviour of the inflaton field for a quartic potential is very similar to that of the quadratic potential (both
for KE and PE dominated cases at the bounce). Thus using the procedure outlined in [20] we get the values of λ in
the potential and observables at the pivot point compatible with observations as: λ = 3.97× 10−14, φ∗ = ±4.406mPl,
φ˙∗ = ∓4.03× 10−7m2Pl and φend = 0.5642mPl.
Tables V and VI describe the KE dominated cases at the bounce while the PE dominated cases are not in-
cluded for the same reason as in the quadratic case i.e. the inflaton hardly moves from one point to another,
hence the analytic and numerical results agree completely with one another, and usual slow roll inflation oc-
curs. In Table V, consider the case φB = 2.35mPl with φ˙B ≈ 0.905m2Pl. Using Eqns. (6-7), at the end of
the period of superinflation we determine (φ, φ˙) = (2.49mPl, 6.40 × 10−1m2Pl), matching exactly the numerical
result. Equating the kinetic and potential energies of the inflaton, the equilibrium point is then determined to be
(φeq , φ˙eq) = (4.42mPl, 5.50×10−6m2Pl) with percentage errors (0.7, 1.3) compared to the numerical result. These equi-
librium results serve as the initial conditions for the damping phase. Following the analysis of section IIIA 2 we find
the value of φTurn at the turnaround point to be 4.55mPl compared to φTurn = 4.50mPl obtained numerically, again
showing excellent agreement. Similar agreement emerges for the slow-roll point, (φ, φ˙) = (4.52mPl,−4.10× 10−7m2Pl)
(analytical) compared to (4.46mPl,−4.04 × 10−7m2Pl) (numerical). In this case, since φSRA > φ∗ = 4.406mPl,
it means that slow-roll is ocurring in a regime compatible with observations and we can use Eqn. (19) to deter-
mine the inflaton speed at the pivot point φ˙ = −
√
2λm2
Pl
3pi φ∗ = −4.04×10−7m2Pl, exactly matching the numerical result.
As with the quadratic potential, the critical value of φB which ensures an observationally consistent period of
slow roll differs slightly between the analytic and numerical cases. From Table V (φB > 0) we have φB ≥ 2.23mPl
(analytically) and φB ≥ 2.30mPl (numerically). In Table VI (φB < 0) we have φB ≤ −6.67mPl (analytically) and
15
φB ≤ −6.66mPl (numerically). However, given the approximations that had to be made in obtaining the analytic
solutions, the consistency of the two approaches is very encouraging.
Event φA/mPl φ˙A/m
2
Pl tAmPl φN/mPl ˙φN/m
2
Pl tNmPl
i. Bounce 2.20 9.05 × 10−1 0 2.20 9.05 × 10−1 0
End of SI 2.34 6.40 × 10−1 1.80 × 10−1 2.34 6.40 × 10−1 1.80 × 10−1
KE = PE 4.28 5.16 × 10−6 3.16 × 104 4.25 5.09 × 10−6 2.79 × 104
Turn 4.41 0 1.13 × 105 4.36 0 1.04 × 105
Slow-Roll 4.38 −3.97 × 10−7 2.00 × 105 4.32 −3.91× 10−7 2.38 × 105
∗ TFE TFE TFE TFE TFE TFE
ii. Bounce 2.23 9.05 × 10−1 0 2.23 9.05 × 10−1 0
End of SI 2.37 6.40 × 10−1 1.80 × 10−1 2.37 6.40 × 10−1 1.80 × 10−1
KE = PE 4.31 5.23 × 10−6 3.11 × 104 4.28 5.15 × 10−6 2.75 × 104
Turn 4.44 0 1.12 × 105 4.39 0 1.03 × 105
Slow-Roll 4.41 −4.00 × 10−7 1.98 × 105 4.35 −3.94× 10−7 2.35 × 105
∗ 4.406 −4.04 × 10−7 2.12 × 105 TFE TFE TFE
iii. Bounce 2.30 9.05 × 10−1 0 2.30 9.05 × 10−1 0
End of SI 2.44 6.40 × 10−1 1.80 × 10−1 2.44 6.40 × 10−1 1.80 × 10−1
KE = PE 4.37 5.39 × 10−6 3.02 × 104 4.34 5.31 × 10−6 2.67 × 104
Turn 4.50 0 1.09 × 105 4.45 0 1.00 × 105
Slow-Roll 4.48 −4.06 × 10−7 1.93 × 105 4.41 −4.00× 10−7 2.89 × 105
∗ 4.406 −4.04 × 10−7 3.68 × 105 4.406 −4.02× 10−7 2.47 × 105
iv. Bounce 2.35 9.05 × 10−1 0 2.35 9.05 × 10−1 0
End of SI 2.49 6.40 × 10−1 1.80 × 10−1 2.49 6.40 × 10−1 1.80 × 10−1
KE = PE 4.42 5.50 × 10−6 2.96 × 104 4.39 5.43 × 10−6 2.61 × 104
Turn 4.55 0 1.07 × 105 4.50 0 9.86 × 104
Slow-Roll 4.52 −4.10 × 10−7 1.89 × 105 4.46 −4.04× 10−7 2.24 × 105
∗ 4.406 −4.04 × 10−7 4.79 × 105 4.406 −4.04× 10−7 3.58 × 105
TABLE V: Comparison of Analytic (A) and Numerical (N) results for the evolution of observables for KE dominated cases
with φB > 0 for a quartic potential, V (φ) = λφ
4 where λ = 3.97 × 10−14. Each block (i-iv) represents an initial condition at
the bounce and each row within a block represents an event in ascending order: Bounce, End of Superinflation, Equilibrium,
Turnaround, Slow-roll and Pivot point. An observationally consistent period of slow-roll happens when φB ≥ 2.23mPl for the
analytic and φB ≥ 2.30mPl for the numerical simulations. TFE means too few e-foldings
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Event φA/mPl φ˙A/m
2
Pl tAmPl φN/mPl ˙φN/m
2
Pl tNmPl
i. Bounce −6.60 9.05 × 10−1 0 −6.60 9.05 × 10−1 0
End of SI −6.46 6.40 × 10−1 1.80 × 10−1 −6.46 6.40 × 10−1 1.80 × 10−1
KE = PE −4.54 5.81 × 10−6 2.80 × 104 −4.57 5.88 × 10−6 2.47 × 104
Slow-Roll −4.33 4.01 × 10−7 1.40 × 105 −4.35 4.02 × 10−7 2.40 × 105
∗ TFE TFE TFE TFE TFE TFE
ii. Bounce −6.66 9.05 × 10−1 0 −6.66 9.05 × 10−1 0
End of SI −6.52 6.40 × 10−1 1.80 × 10−1 −6.52 6.40 × 10−1 1.80 × 10−1
KE = PE −4.60 5.97 × 10−6 2.73 × 104 −4.63 6.05 × 10−6 2.40 × 104
Slow-Roll −4.40 4.07 × 10−7 1.37 × 105 −4.41 4.08 × 10−7 2.34 × 105
∗ TFE TFE TFE −4.406 4.06 × 10−7 2.54 × 105
iii. Bounce −6.67 9.05 × 10−1 0 −6.67 9.05 × 10−1 0
End of SI −6.53 6.40 × 10−1 1.80 × 10−1 −6.53 6.40 × 10−1 1.80 × 10−1
KE = PE −4.61 6.00 × 10−6 2.71 × 104 −4.64 6.08 × 10−6 2.39 × 104
Slow-Roll −4.41 4.08 × 10−7 1.37 × 105 −4.42 4.09 × 10−7 2.33 × 105
∗ −4.406 4.04 × 10−7 1.49 × 105 −4.406 4.05 × 10−7 2.80 × 105
iv. Bounce −6.70 9.05 × 10−1 0 −6.70 9.05 × 10−1 0
End of SI −6.56 6.40 × 10−1 1.80 × 10−1 −6.56 6.40 × 10−1 1.80 × 10−1
KE = PE −4.65 6.09 × 10−6 2.68 × 104 −4.68 6.17 × 10−6 2.36 × 104
Slow-Roll −4.44 4.11 × 10−7 1.35 × 105 −4.46 4.12 × 10−7 2.29 × 105
∗ −4.406 4.04 × 10−7 2.27 × 105 −4.406 4.04 × 10−7 3.57 × 106
TABLE VI: Comparison of Analytic (A) and Numerical (N) results for the evolution of observables for KE dominated cases
with φB < 0 for a quartic potential, V (φ) = λφ
4 where λ = 3.97 × 10−14. Each block (i-iv) represents an initial condition at
the bounce and each row within a block represents an event in ascending order: Bounce, End of Superinflation, Equilibrium,
Slow-roll and Pivot point. An observationally consistent period of slow-roll happens when φB ≤ −6.67mPl for the analytic and
φB ≤ −6.66mPl for the numerical simulations. TFE means too few e-foldings
V. CONCLUSION
In this paper we have revisited the interesting question of how does slow roll inflation emerge after the bounce
in LQC? In particular we have sought to provide an accurate analytic treatment to complement and understand
the numerical results presented for the case of a quadratic inflaton potential in [19] and the Starobinsky potential
in [20]. We have also included the case of the quartic potential. Remarkably we can obtain excellent analytic
agreement compared to the numerical solutions of the full non-linear evolution equations of LQC. Our approach has
been to solve in different regimes and match solutions between those regimes. In particular we have divided the
entire evolution of the inflaton from the initial bounce onwards into regimes dominated by different physical effects,
allowing us to use suitable approximations in these regimes to obtain analytic solutions. For example in the case of
the Starobinsky potential we were able to use the scaling behaviour of scalar fields in the presence of exponential
potentials [35, 36] and in braneworld settings [37] to allow us to accurately solve for the evolution of the field showing
that slow roll does not occur in the PE dominated regime when φB < 0. In all the cases studied our results can then
be directly compared to the numerical results for the same initial bounce, and these are presented in Tables I-VI.
The results are very encouraging, the bounds we obtain analytically on the critical value the inflaton field must have
at the bounce for there to be a successful period of slow roll inflation matches the numerical values to within 6%, and
the subsequent evolution of φ and φ˙ are matched to within 5% as can be seen in the tables. It is not obvious that
this should have occurred given the different regimes of evolution the inflaton field experiences from super inflation
just after the bounce, through to a damping regime as it climbs up the potential, a turn around followed by a slow
roll regime. Our analysis works for both the cases where the fields energy is dominated at the bounce by either the
Kinetic Energy of the field or its Potential Energy. For both the quadratic and quartic cases there are successful
solutions in both regimes, whereas for the Starobinsky potential we find that if the field is initially dominated by its
potential energy (with φB < 0), then we find there is no successful slow roll period, whereas it can be found in the
Kinetic Energy dominated regime as seen in Table IV.
There are a number of directions that we could take this analysis. The first is to consider the wide class of
potentials available for the inflaton and see how they map onto the initial conditions provided by LQC, which in
effect places a constraint on the allowed values of the field and its velocity as it emerges from the bounce (see
for example [21]). A second would be to consider applying these techniques to the class of modified LQC models
considered recently in Refs. [22, 23]. A third direction would be to see how these analytic solutions could help in
the calculations of the density perturbations associated with the inflaton field. For example the Mukhanov-Sasaki
17
equation applied to LQC can be written as [18]
Q¨k + 3HQ˙k +
k2 + U(t)
a2
Qk = 0 (35)
T¨k + 3HT˙k +
k2
a2
Tk = 0 (36)
where U(t) = a2
(
f2V (φ) + 2fV,φ(φ) + V,φφ(φ)
)
is a time dependent scalar potential and f =
√
24piφ˙
mPl
√
ρ . Here the
Mukhanov-Sasaki variables Qk(t) and Tk(t) denote scalar and tensor perturbations in momentum space for a mode k
respectively. They are functions of the proper time. Given that U(t) is a function of φ and φ˙, we are in a position to
apply our analytic expressions for them, and in doing so in principle to obtain analytic solutions for Qk(t) and Tk(t)
applicable in the various regimes of validity of our solutions. The results can then be compared with the full numerical
solutions, but with the clear advantage that comes hand in hand with having analytic solutions to fully understand
the physics of a situation. One aim would be to obtain an analytical understanding for arbitrary potentials of the
suppression in the power spectrum calculated on large scales which are seen numerically in the context of LQC. If
this happens then we will have an analytic way of understanding how LQC leads to different results compared to
standard inflation, and possibly of testing the paradigm. Similar work has been discussed in [38] and [32].
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