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Abstract
The simulation of sound generating flows in complex geometries requires accurate numerical methods that are
non-dissipative and stable, and well-posed boundary conditions. A structured mesh approach is often desired for a
higher-order discretization that better uses the provided grids, but at the expense complex geometry capabilities. One
solution is to use an overset mesh based discretization where locally structured meshes are globally assembled in an
unstructured manner. This article discusses recent advancements in overset, also called Chimera, methods concerning
boundary conditions, parallel methods for overset grid management, and stable and accurate interpolation between
grids. Several examples are given, some of which include moving grids.
Keywords: boundary conditions, overset meshes, provable stability
1. Introduction
Early studies of sound generation and propagation fall into two diﬀerent classes: (1) fundamental studies of
geometrically simple flows, and (2) engineering studies of geometrically complex flows. While there are likely many
reasons for this division, the two most apparent concern the state of numerical methods and boundary conditions at the
time of the simulations. In the jet noise community, the two-dimensional shear layer study of Colonius et al. [1] and
the heated, supersonic three-dimensional jet of Estivales & Gamet [2] are examples of the first and second category,
respectively. Continued demands for reduced acoustic radiation from existing engineering systems motivate bridging
the geometric complexity gap between the two categories, and the series of increasingly complex computational
aeroacoustic benchmarks [3, 4, 5, 6] echo this trend and the need to ensure that new algorithms are well tested and
verified.
Thus there has been increased focus on including as much geometric complexity into the simulations as can be
reasonable given computational resource limitations. Noise prediction from commercial aircraft landing gear [7]
and from axisymmetric jet nozzles with chevrons [8] are two pacing examples. These examples also illustrate the
points of view being taken regarding how one should approach complex geometries. In the first example an existing
code using an unstructured discretization was modified to reduce the numerical dissipation inherent in upwind-based
schemes while still retaining stable solutions. In the second example a multi-block structured code used neighboring
overlapping blocks and data were passed between them using interpolation; the underlying numerical scheme was
non-dissipative with filtering for regularization. Unstructured methods are also seeing significant improvement [9, 10,
11, 12].
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Methods based on structured grids are more easily able to use higher order discretizations which reduces the
number of grid points required to resolve a flow feature of interest and, hence, the required number of points necessary
in an unsteady three-dimensional simulation by an order of magnitude or more compared to second order methods
[13]. Single block implementations, where only one grid is used, have limited capability to model complex geometries
even when grid blanking and curvilinear coordinates are used. Multi-block implementations, where more than one
grid is used, have improved geometry modeling capabilities at the expense of determining the communication between
the blocks. Traditional multi-block codes require that the intergrid interfaces match. Overset-based multi-block codes,
on the other hand, do not require interface matching and are capable of more complex geometries. They also oﬀer
advantages for moving grid problems that are not possible with traditional multi-block codes in that the grids may be
in relative motion without restriction.
The overset method, also termed the Chimera1 method, can be considered a locally structured–globally unstruc-
tured approach where multiple, independent grids are assembled and data are passed between them. The earliest
known numerical application was for the solution of elliptic partial diﬀerential equations [14], though early fluid sim-
ulations using a Chimera approach followed soon thereafter [15, 16]. This article describes recent developments in
improving numerical algorithms for overset methods.
1.1. Issues relevant to complex geometries on overset structured meshes
As with other high-order methods, boundary conditions remain an active area of research. Further, overset codes
present unique challenges to ensure that their behavior is predictable and accurate. Because the grids need not match
one has to determine how the individual grids overlap. One must allow the data from one grid to be passed to another
in a meaningful and stable manner for general nonlinear problems. If the grids are in relative motion then the inter-grid
mappings are functions of time and the communication links must be updated as part of the solution. Thus there are
the following issues that aﬀect codes based on overset meshes: (1) well-posed boundary conditions and their accuracy,
(2) management of overset grids, and (3) stable and accurate exchange of data between grids.
The latter two topics are discussed below while a detailed presentation concerning the first item can be found in
Ref. [17]. Examples are given throughout the text.
2. Management of overset grids
Determination of the grid overlap and establishing the inter-grid communication links is a unique aspect of
Chimera-based methods and has been the focus of a number of studies, primarily for static grids and several grid
assembly codes currently are available. The flow solvers Overflow [18] and Beggar [19] have internal overset grid
assembly capability; however, this capability is not easily accessible to third party flow-solvers. PEGASUS [20, 21]
has been successfully incorporated within a loosely integrated simulation framework and applied to moving grid sim-
ulations [22, 23], although information is shared between the fluid solver and PEGASUS through the file-system. In
practice, PEGASUS can also require significant user-input. For both structured and unstructured grids SUGGAR and
DiRTlib have been employed to solve a wide range of moving grid problems where the grid motion is known a priori
[24], or prescribed by a 6DOF library as demonstrated in Reference [25]. For complex configurations, however, SUG-
GAR may require significant independent user setup and further user interaction to iteratively modify the hole-cutting
parameters within a trial and error stage [26]. SUGGAR++, the successor of SUGGAR currently under-development,
utilizes a direct hole-cutting method [27] and improves the automation, robustness and eﬃciency of SUGGAR [26].
However, if the geometry is not watertight or complete, the flood/fill process employed by the direct hole-cutting
method can leak out and erroneously mark background grid points as discussed in References [26, 27].
For moving grid simulations, the grid assembly process is iteratively invoked by the flow solver at each timestep
to transfer the solution from one grid to another. In a parallel setting grids are distributed to several processors and,
consequently, this operation can be both communication- and computation-intensive. It is thus crucial that the grid
assembly step is both robust and eﬃcient. Generally, the grid assembly operation is broken down to four main steps:
(1) establish inter-grid communication, (2) hole-cutting, (3) donor-receiver pair search, (4) interpolation.
1The term ‘Chimera’ is derived from the Greek mythological creature of the same name described as “a thing of immortal make, not human,
lion-fronted and snake behind, a goat in the middle” by Homer in the Illiad.
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The following sections describe in more detail each of the steps of the grid assembly phase and the algorithms
implemented in the author’s in-house code.
2.1. Establish Inter-Grid Communication
The first and most important step in the algorithm is to establish the inter-grid communication information. This
information identifies the overlapping grid regions within a given overlapping grid system SN = {G1,G2, ...,GN}
distributed to a number of processors. Each overlapping grid region,Ri j, is approximated by an axis-aligned bounding
box computed as the bounding box intersection of two colliding grids, Ri j = B(Gi) ∩ B(G j), where i, j ∈ {1,N}. Ri j
is used in subsequent steps of the grid assembly process to minimize the search-space wherein for each mesh point to
receive data a corresponding donor cell is identified.
The primary steps employed in this portion of the algorithm are outlined below:
1. Each process, Pi, computes the bounding boxes of each grid it owns B(Gk),∀k ∈ S xii .
2. Using collective communication, all the grid bounding boxes are distributed to all processes. Each process
stores the grid bounding boxes in the matrix B where each row number, i, corresponds to an MPI process rank
and each column, j corresponds to the bounding box of the jth grid owned by process Pi.
3. Each process, Pi, performs pair-wise bounding box collision of all the bounding boxes it owns with all other
bounding boxes. ∀B(i, j) collide with ∀B(i, k) where, B(i, j) and B(i, k) correspond to bounding boxes of two
diﬀerent grids.
4. If B(i, j) and B(i, k) collide, then compute the intersection Ri j =B(i, j) ∩ B(i, k). Ri j is stored in the remote-
connectivity list or local-connectivity list accordingly.
2.2. Hole Cutting
The overset grid system must be processed to form a composite grid where the solution from one grid is linked to
the solution of another overlapping grid. Given the inter-grid connectivity, the next step is to identify the mesh points
of the background grid that are inside a body, i.e., a feature grid, and need to be excluded from computation. These
points are identified by marking them as hole points. In addition, the mesh points surrounding the hole points that
are within a user-supplied fringe become receivers. Similarly, the surrounding fringe points of the feature grid are
marked as receivers as well. The fringe boundaries form the region at which the solution will be transfered from one
grid to another. The process of marking the hole points and identifying the fringe boundaries is formally known as
hole cutting.
To facilitate marking hole points and fringe points an integer-valued array, historically known as IBLANK, is
used. Traditionally, the IBLANK array consists of three possible values or states: {0, −N, 1}. In order to provide more
fine-grained control to the user, support for periodic domains and partitioned grids, the traditional IBLANK definition
is extended to facilitate more states.
During the setup stage of the problem, the user is required to supply as input to the code the list of grids that can
be cut, e.g., the background grid, and the list of feature grids that will be used to cut other grids. The main steps for
the hole cutting procedure are outlined below:
1. IBLANK Initialization: The IBLANK of the background grid mesh points on partition boundaries or periodic
boundaries must be set to INTERNALBNDRY or PERIODICBNDRY accordingly. This is crucial since the hole
cutting procedure requires the geometry to be water-tight. Similarly, the IBLANK state of the nodes within a
user-supplied fringe (distance from the boundary) of the feature grid is set to STRICTRCV (3) and the remaining
nodes (or cells) of the feature grid are set to the STRICTDONOR (2) IBLANK state. By this approach, the solution
transfer from the background grid to the feature grid is restricted to the desired fringe points of the feature grid.
2. Background Grid Hole-Cut Region Identification: Next, the intersection region, Ri j, of the feature grid and
background grid is used to identify the portion of the background grid that is cut by the feature grid. By
this approach, the search space for hole-cutting is minimized only to the corresponding overlapping region and
there is no need to process the entire background grid.
3. Cutting Surface Extraction: The elements of the feature grid, e.g., see Figure 1, that consist of one or more
nodes in the outer-boundary are extracted and are distributed to the processes(es) that own the corresponding
background grid(s) that need to be hole-cut. The surrounding elements allow for a discrete representation of
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(a) (b)
Figure 1: Sample results for the spatial decomposition used for marking the background grid mesh points that intersect with the cutting surface
M(S). (a)M(S) of a stator grid depicted in green and the mesh points representing the imprinted boundary are shown in red. (b)M(S) of a rotor
grid depicted in blue and the mesh points representing the imprinted boundary are shown in red.
the surface, denoted by M(S), that cuts the background grid, and facilitates in identifying and marking the
intersecting background grid cells.
4. Imprint Cutting Surface: The mesh points of the background grid within the region Ri j that intersect withM(S)
are marked by setting the IBLANK state to STRICTDONOR. This marking in eﬀect imprints the cutting surface
to the background grid. For example, Figures 1(a) and 1(b) illustrate the cutting surfaces of the stator and rotor
grids respectively as well as the imprinted boundary in red. In addition, to further improve the performance of
this step, spatial decomposition by an oct-tree [28, 29] is employed as illustrated in the figures.
5. Flood/Fill Interior: Lastly, a flood/fill operation, similar to the one described in Reference [27], is employed
to mask the background grid interior nodes (or cells). Interior nodes that are within a user-supplied fringe in
respect to the cutting surfaceM(S) are set to STRICTRCV (3). All other interior nodes are turned oﬀ by setting
the IBLANK state to VOID. It is crucial that imprinted surface is water-tight for the flood/fill process to be
robust. For periodic domains or grids that are partitioned to several processors however, the imprinted surface
may not be water-tight. For this reason, the flood/fill operation employed in the current implementation takes
into account periodic boundaries and internal boundaries identified by marking the IBLANK mask as indicated
in step 1.
(a) (b)
Figure 2: Hole cutting results using the 2-D rotor-stator 3-grid configuration. (a) The background grid after the hole cutting and donor-receiver pair
search operations are complete. (b) Sample spatial decomposition employed for the donor-receiver search.
2.3. Donor-Receiver Pair Search
The next step after hole-cutting is to identify the donor-receiver pairs for each overlapping grid pair where the
solution will be exchanged. This solution exchange is achieved by identifying a corresponding donor cell from
which the solution is interpolated to the corresponding receiving mesh point. In the present implementation, a second
order Lagrangian interpolation scheme is used for the solution transfer. Thus, for node-centered data, identifying a
single donor cell is suﬃcient for computing the interpolation weights. The present implementation does not support
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cell-centered data explicitly. Instead, cell centered data are transfered to the nodes in a pre-processing step using a
neighbor-averaging scheme. The benefit of this approach is that it allows for transparent use of the current donor-
search algorithm without requiring special treatment for cell-centered data. A short-coming of the neighbor-averaging
scheme however, is that it is not fully conservative which, may increase the error in the data transfer. More advanced
techniques for dealing with cell-centered data are ongoing but are beyond the scope of this paper. The flow-solver
used in this work is node-based and hence the focus of the paper is on node-based data instead.
A critical aspect of the donor-receiver search algorithm is eﬃciency. For a given receiver point, ri, identifying the
corresponding donor-cell, ci, amounts to searching the cells of the donor grid for a cell that contains the receiver point
in query. The search space of the algorithm is restricted to the intersecting region Ri j. Further acceleration of the
search is realized using spatial decomposition in a similar fashion to the hole-cutting procedure. Figure 2(b) shows
sample spatial decomposition of the rotor grid.
The primary steps in this process are the following:
1. For each overlapping grid pair, (Gi,G j), the candidate receiver pointsets P ji and Pij are extracted.
2. ∀pk ∈ P ji , the IBLANK of pk ∈ Gi is initialized to ORPHAN. This is done primarily for keeping track of the mesh
points for which a candidate donor cell has not been found.
3. Each pointset P ji is sent to the donor grid G j. In addition, the donor grid may be owned by the same process or
a remote process.
4. ∀pk ∈ P ji , the donor grid G j is searched, as described earlier, and the set of corresponding donor cells, Cij is
constructed such that ∀pk ∈ P ji that a donor cell was found ∃ck ∈ Cij.
5. Lastly, ∀pk ∈ P ji : ∃ck ∈ Cij the IBLANK of pk ∈ Gi is updated to -j to reflect that the receiver point pk is
receiving data from grid G j.
Identification of the donor cell ck for a given receiver point pk in step 4 requires finding the cell ck that contains
the point pk. In the present implementation, a cell agnostic approach[30] is employed which enables the use of
the current algorithm to diﬀerent types of grids, i.e., structured, unstructured, mixed element in both 2-D and 3-D
dimensions transparently. The cell agnostic approach uses the iterative Newton-Raphson technique to evaluate the
cell iso-parametric interpolation functions Φi, i ∈ {1,N} where N is the total number of nodes for the given cell ck,
for the parametric coordinates (ξ, η, ζ). If the parametric coordinates are within the cell, i.e., 0 ≤ χ ≤ 1,∀χ ∈ {ξ, η, ζ}
then the point ck is valid donor cell for pk and the donor-receiver pair (ck, pk) is formed. The cell’s parametric center
is used as the initial guess to the Newton-Raphson (ξc, ηc, ζc) which converges quadratically. In practice however, the
Newton-Raphson technique converges in just a few iterations.
2.3.1. Performance Improvements for Searching
By observation it is easy to see that consecutive donor-cells are spatially close together. Thus, spatial caching is
employed to pre-fetch the donor-cells for the upcoming queries and exploit locality to improve the performance. Once
a donor-cell is found, its neighbors are cached into a search-pool of candidate donor cells. Consecutive queries then
first look at the search-pool for a donor-cell and only resort to the nominal spatial search if a donor-cell is not found
in the search-pool.
The present cache implementation employs a Least-Recently-Used (LRU) donor-cell insertion/eviction policy
implemented using a doubly linked-list. New cache entries are always placed in the beginning of the cache. Moreover,
if there is a cache hit, it is moved to the beginning of the cache. That way, the most recently used cells and their
neighbors are always in the beginning of the cache to exploit locality while the least recently used cells are at the end.
Using a doubly linked-list as the underlying data-structure enables the use of pointers to implement in constant time
all cache insertion and eviction operations. However, searching the cache is currently an O(N) operation and care
must be taken in choosing the cache size. Future work is focused in improving the cache-access-time by employing
more frequent cache-purging as well as reducing the computational complexity to (O(log(N)).
The performance benefits from caching are illustrated using a three-grid system of the Wing-Store configuration,
shown in Figure 3, where the store undergoes vertical motion in the negative-z direction. Figure 3(c) shows the
execution times to find the donor-cells of the corresponding points on the outer-boundary of the store grid for ten
iterations. As it is illustrated when no caching is employed the execution time increases at each iteration since
no previous history is used and it is reduces when the store reaches the coarser regions of the background grid.
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(a) (b) (c)
Figure 3: Sample results from the Wing-Store separation moving grid configuration. (a) Initial state of the Wing-Store configuration (b) Wing-Store
after two iterations. (c) Graph of execution times per iteration. The red, the blue and orange curves indicate the execution times for each iteration
when no caching, cache-size-factor: 0.0025 and cache-size-factor: 0.00015 are employed respectively.
In contrast, when caching is employed, the performance is drastically improved even for the first iteration and for
consecutive iterations it is drastically reduced. It is expected that logarithmic access to the cache as well as a more
sophisticated cache eviction policy will yield additional improvements.
2.4. Interpolation
The last step in the grid assembly process is interpolation of the solution from the donor cell ck ∈ G j to the
corresponding receiver point pk ∈ Gi. The interpolation step utilizes the pre-computed natural coordinates (ξ, η, ζ)
of pk to compute the interpolation weights Wi = Φ(ξ, η, ζ), i.e., the interpolation weights are given by evaluating
the cell interpolation functions at the natural coordinates of point pk. Then, the value at the point is interpolated by
multiplying the solution at the nodes of the donor cell, fi, i ∈ [1,N], where N is the total number of nodes of the
the cell ck, with the corresponding computed interpolation weights. The actual interpolation equation is given by
finterp =
∑N
i=1Wi fi. Note that this is formally second-order accurate; extension to higher-order, e.g., using Hermite
cell interpolation functions, is straightforward. Further details on inter-grid data transfer is given in Section 3 below.
2.5. 2-D Linear Cascade Fan-Rotor System
The primary demonstration consists of a 2-D linear cascade model corresponding to a 75% span cut of the 22-inch
SDT fan tested in the 9′ × 15′ acoustic wind tunnel facility at NASA Glenn. The system consists of three grids as
depicted in Figure 4.
The simulation simulation proceeds with the rotor grid moving upwards along the y-direction. An approach
condition of (7809 RPM 62% power) was used. At this condition, the linear speed of the rotor corresponds to a local
Mach number M = 0.56. To account for the y-periodic motion of the rotor through the implied infinite linear cascade
array of the background mesh, a fourth grid was added to the system. The fourth grid is an exact copy of the rotor
grid and moves at the same velocity. The main purpose of the fourth grid is to facilitate the periodic wrapping of the
rotor grid moving passed the background grid. The grids were further partitioned and distributed to 64 processors for
this computation.
A sample flow field is illustrated in Figures 4(a),(b) using the magnitude of the z-vorticity |ωz| = |∂v/∂x − ∂u/∂y|
to highlight the boundary layers and wakes stemming from the blades. Note the grid-to-grid exchange from the
boundary layers shedding from the rotor and stator grids. The rotor wake is approximately one chord away from the
stator’s leading edge. As the rotor moves, the rotor wake is transfered to the background grid and the trailing vortices
propagate and impact the stator. In both cases, there is no distortion visible in the transfer.
The total time spent for grid-to-grid data transfer was approximately 0.060s for a single iteration. A relatively
small fraction of the total execution time per iteration. For 50 time steps the total execution time is approximately 60s
out of which 5s are used for grid-to-grid transfer. In total, for the 50 time steps, 9% of the time of the computation
is used for grid assembly using the algorithms presented earlier without any special caching of data for the following
iterations. The two most time-consuming steps of the grid assembly algorithm employed in this work are the hole-
cutting and donor-receiver search procedures. The execution break-down for these procedures for a single iteration is
summarized as: Hole-cutting (0.021 s), Donor-Receiver Search (0.034 s), Inviscid Fluxes (0.019 s).
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(a) (b)
Figure 4: Z-vorticity magnitude plots and density distribution plots for the 2-D linear cascade model of the fan-rotor system. (a) Sample Z-vorticity
snapshot. (b) Z-vorticity snapshot after the trailing edge of the rotor reaches the stator, showing the grid-to-grid exchange of the wake.
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3. Provably stable exchange of data between overset grids
In the preceding section it was discussed how to eﬃciently transfer data between grids in an overset mesh frame-
work, with particular attention paid to parallel eﬃciency. Now attention is turned to what data should be transferred.
Previous work onmulti-block solution transfer focused on ensuring conservation across the blocks by transforming
the overlapped interface into a patched interface (see, for example, Wang [31]). Most Chimera-based codes, however,
interpolate the conservative flow variables and ‘over-write’ the receiving points with the donated values (using the
terminology of the previous section), much like an injection-based boundary condition. It is known, however, that
injection boundary conditions can lead to instabilities, especially when using high-order non-dissipative numerical
methods [32]. How to stably couple overset grids has received little attention though Reference [32] suggests that it
can be done. In the tradition multi-block setting, where grids share faces but do not overlap, recent work has shown
how to stably pass data [33]; when one of the grids is unstructured one may use the method of Reference [34].
To this end, discussion turns to the simple one-dimensional advection equation and a provably stable chimera
interpolation methodology is derived. Results on systems of equations in more than one dimension follow with some
increase in complexity and are to be presented elsewhere.
3.1. Stable Chimera Method for the Advection Equation in One Dimension
Consider the continuous system
ut = −ux, u(x, 0) = g(x), u(0, t) = f (t). (1)
on a bounded domain [−1, 1] discretized such that the left half of the domain, x ∈ [−1, 0] contains the nodes x1 to xN1
and the right half y ∈ [−a, 1] with the nodes y1 to yN2 (see Fig. 5(a)) where xi = (i − 1)hL − 1 and yi = (i − 1)hR − a
and hR = 1/N1 and hL = (1 + a)/N2 is the grid spacing in the left and right domains, respectively.
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Let PL, QL, PR, and QR, be two pairs of SBP matrices. The two domain formulation for a right-moving, unit speed
wave is
d
dt
[
vL
vR
]
=
[ −P−1L QL − τ1sLsTL
τ2P−1R sRI
T −P−1R QR − τ1sRsTR
] [
vL
vR
]
+
[
τ1g(t)sR
0
]
. (2)
This system will be Lyapunov stable if τ1 ≥ 12 and τ2 ≥ 12 . To see this note that the system matrix is block lower
diagonal and hence its eigenvalue spectrum lies in the left-half plane since the individual left and right domains are
energy stable following Reference [35].
To show convergence, one must show that the system is Lyaponuv stable as {N1,N2} → ∞. To do this, consider
the following assumptions
1. τ1 ≥ 12 and τ2 > 12
2. The left vector SBP matrices are of orderm. Specifically, for the true solution, for all t > 0,
∥∥∥uˆx − PLQ−1L uˆ∥∥∥PL ≤
C1hmL
3. The right SBP matrices are of order n:
∥∥∥uˆx − PRQ−1R uˆ∥∥∥PR ≤ C2hnR
4. The interpolation I has the following properties
(a) It is accurate of order p:
∣∣∣u(y1, t) − ITuˆL∣∣∣ ≤ C3hpL
(b) There exists a constant C such that
√
ITI < C for all M.
Also define a constant S =
√
τ22/(2τ2 − 1). The requirements on I will be true if the interpolation is polynomial-based
with support on a bounded number of points, but other choices are possible.
The main result of this section is:
Theorem 3.1. The above method is order m accurate on the left domain and order min{m − 1/2, n, p} on the right
domain ∥∥∥eL(t f )∥∥∥HL = t fC1hmL , ∥∥∥eR(t f )∥∥∥HR = t fC3hnR + S √t f
(
C3h
p
L +
CC1hmL√
hR
)
. (3)
With the above theorem one also has the important corollary
Corollary 3.2. Assume that one refines the mesh in such a way that hRhL is a constant. Let h = hL and r = min(m −
1
2 , n, p). Then ∥∥∥eL(t f )∥∥∥HL = O(hm), ∥∥∥eR(t f )∥∥∥HR = O(hr). (4)
To prove this consider first the left domain, which is is independent of the right system. A simple error estimate
gives
∥∥∥eL(t f )∥∥∥HL ≤ t fC1hmL . For the right domain, first break apart ITvL into several pieces as ITvL = IT (uˆL + eL) =
u(y1, t) + einterp + ITeL. Now consider three subproblems
w˙ = −P−1R QRw − τ2P−1R sR(w1(t) − u(y1, t)), subject to w(0) = uˆ(0) (5)
y˙ = −P−1R Quy − τ2P−1R sR(y1(t) − einterp), subject to y(0) = 0 (6)
z˙ = P−1R QRz − τ2P−1R sR(z1(t) − ITeL), subject to v(0) = 0 (7)
By linearity vR = w+y+z. The total error in the right domain is the error in w plus the results of the last two problems
eR = ew + y + z. Finally, one can show that
∥∥∥ew(t f )∥∥∥PR ≤ T fC2hnR, ∥∥∥y(T f )∥∥∥PR ≤
√
T f
τ2
(2τ − 1) max
(
|einterp|
)
= S
√
T f
(
C3h
p
L
)
,
∥∥∥z(T f )∥∥∥PR ≤
√
T f
τ2
(2τ − 1) max
(
|ITeL|
)
≤ S √T f
√
ITI
μ2hR
max
(∥∥∥eL∥∥∥
PR
)
= S
√
T f
μ2hR
CC1h
m
L (8)
Putting it all together yields, with
∥∥∥eR∥∥∥
PL
= ‖ew + y + z‖PL ≤ ‖ew‖PL + ‖y‖PL + ‖z‖PL , the stated result.
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Using these results one has a Lyaponuv stable method wherein the stability is defined for the Cauchy problem as
limt→∞ u(t) = 0, which is a weaker form of stability than ‘energy stable’ where d||w||2H/dt ≤ 0∀t and where ||w||2H =
wTHw for norm H. Proving that Chimera schemes are energy stable is challenging, and only preliminary results are
available. The diﬃculty stems from the overlap itself where the solution may exist on two grids simultaneously. An
example is given in Fig. 5 where the two domain advection problem is solved with a Gaussian pulse initial condition.
As the pulse straddles the overlap, the energy in the norm H = diag(PL PR) increases for a brief period such that in this
norm the scheme is not energy stable. By the Lyaponuv theorem it is known that for every Lyaponuv stable system
there exists at least one norm H˜ in which the energy is strictly decreasing; computing one of these norms gives the
right image in Fig. 5.
When multi-dimensional systems of equations one cannot use the proof method given above because one cannot
prove that the system is Lyaponov stable. Instead one must find the norm H˜ and the interpolation I simultaneously to
ensure energy stability.
4. Summary
In this article three aspects of numerical procedures were examined in the view of codes based on the overset
methods: (1) boundary conditions, (2) overset mesh management, and (3) stable interpolation. Of these items the
latter two are unique to overset methods but their utility is based on the degree to which stable boundary conditions
can be applied. For robust and accurate predictions of sound generating flows to be possible, methodologies for all
three items must be present, and this article summarizes recent work towards that aim. In particular, it was found
that (1) SAT-based boundary conditions are provably stable and more accurate that standard Poinsot-Lele boundary
conditions for complex geometry situations, (2) the eﬃcient, parallel mesh management capability described within
brings complex geometry problemswith moving components within reach using high-ordermethods, and (3) provably
stable interpolation between overset grids adds significant robustness without sacrificing accuracy.
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