Shallit and Wang showed that the automatic complexity A(x) ≥ n/13 for almost all x ∈ {0, 1} n . They also stated that Holger Petersen had informed them that the constant 13 can be reduced to 7. Here we show that it can be reduced to 2 + ǫ for any ǫ > 0.
Introduction
Turing machines model human reasoning, but finite automata are more realistic, imposing a memory limit. The automatic complexity of Shallit and Wang [8] is the minimal number of states of an automaton accepting only a given word among its equal-length peers. Here we show that for binary words this complexity has a similar incompressibility phenomenon as that of Kolmogorov complexity for Turing machines, first discovered by Solomonoff and Kolmogorov in the 1960s [5, 6, 10, 11] .
In the theory of algorithmic randomness the Levin-Schnorr Theorem says that a sequence X ∈ {0, 1} ω is Martin-Löf random iff K(X ↾ n) ≥ + n. Here we show an analogue of one direction, that most words x ∈ {0, 1} n satisfy A N (x)/(n/2) ≥ (1 − ǫ). However, since it concerns finite words, ours is rather an analogue of the result that most words are incompressible in terms of Kolmogorov complexity C.
Incompressibility
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Similarly, we have:
Lemma 1 (Solomonoff, Kolmogorov) . At least 2 n − (2 n−k − 1) words of length n have C(σ) ≥ n − k.
Proof. For each word with C(σ) < n − k we use up one of the 2 n−k − 1 many possible descriptions.
As automatic complexity is a kind of length-conditional complexity, it is worth noting that the same argument works word-for-word for length-conditional complexity (we are only ever considering words of length n).
Almost all words of a given length
Shallit and Wang's paper includes the following line of reasoning:
Theorem 2 (Shallit and Wang). C(x) ≤ 12A(x) + 18 + 3 log 2 (|x|) for all x.
They mention without singling it out as a lemma the following result.
Lemma 3. C(x) ≥ |x| − log 2 |x| for almost all x.
And they deduce:
Theorem 4 (Shallit and Wang). A(x) ≥ n/13 for almost all x ∈ {0, 1} n .
They did not give a definition of "almost all", so we give it here. It is also known as "natural density 1".
Definition 5. A set of strings S ⊆ {0, 1}
* contains almost all x ∈ {0, 1} n if lim n→∞ |S ∩ {0, 1} n |/2 n = 1.
Proof of Lemma 3.
It is immediate from Lemma 1 that C(x) ≥ |x| − log 2 |x| for at least 2 n − (2 n−log 2 n − 1) words of length n. Thus the limiting frequency is
Our main result Theorem 27 is that for all ǫ > 0, A(x) ≥ n/(2+ǫ) for almost all words x ∈ {0, 1} n . And one way of expressing the Solomonoff-Kolmogorov result is: Proposition 6. For each ǫ > 0, the following statement holds: C(x) ≥ |x|(1−ǫ) for almost all x ∈ {0, 1} n .
Alphabet size
If we allow the alphabet size to vary with n and be larger than n then clearly almost all words will be square-free and hence have A N (x) = ⌊n/2⌋ + 1. Thus the unanswered questions are about the case of a binary alphabet specifically.
In the limit we can consider our alphabet to be R, then clearly the squarefree words (x 1 , . . . , x n ) ∈ R n have full Lebesgue measure for each n. However the non-square-free words have positive Hausdorff dimension, in fact in the limit as n → ∞ the Hausdorff dimension is 1.
For automatic complexity q = 1, the Hausdorff dimension is 1 for words of length n.
For q = 2 the Hausdorff dimension of words of the form x n−1 y, x, y ∈ R is 2, and so is that of (xy) n and xy n−1 . In general the number of edges is the Hausdorff dimension here. Perhaps it is a hint that edge complexity is more natural than state complexity in the nondeterministic setting.
Adding cycles in the Kleene-Brouwer ordering
Automatic complexity, introduced by Shallit and Wang [8] , is an automatabased and length-conditional analogue of Sipser's CD complexity [9] which is in turn a computable analogue of the noncomputable Kolmogorov complexity. The nondeterministic case was taken up by Hyde and Kjos-Hanssen [2] , who gave a table of the number of words of length n of a given complexity q for n ≤ 23.
Beros, Kjos-Hanssen and Yogi [1] narrowed down the possible automata that are needed to witness nondeterministic automatic complexity: they must have planar digraphs, in fact their digraphs are trees of cycles in a certain sense.
We recall our basic notion. Instead of lumps we may consider directed cycles that are minimal in that no edge is repeated in the cycle. There is a subtree of ω <ω whose nodes are such cycles, giving an order of traversal as well. The order is depth-first. Let f s (σ) for σ ∈ ω <ω be the directed cycle at σ in the tree at stage s, if defined.
Example 10. In Figure 1 
The only solution is x = 1, y = 1, z = 1, and w = 2. Figure 1 shows the correspondence between times, states, and the tree of lumps. The final tree f 22 is
Remark 11. For comparison with the code at [3] , for Example 10 the Python script reports saveU nique = 5 and q ≥ 9, and indeed the Fundamental Inequality then says 2q
Definition 12. A chain of trees of lumps is by definition an automaton that is either a tree of lumps, or becomes a tree of lumps by adding, a transition from the final state to the start state, thus creating a new mother lump (base lump).

Theorem 13 ([1]). Consider the version of automatic complexity where the transition functions are not required to be total.
1 The digraphs representing the witnessing automata are chains of trees of lumps.
As an example, for the length 22 word 0 5 10 5 1 6 010 3 , we have the witnessing automaton in Figure 1 .
Proof of Theorem 13. Consider the sequence of states visited during processing of a unique accepted word x of length n. Let us call the first visited state 0, the next distinct state 1, and so on. (So for example the permitted state sequences of length 3 are only 000, 001, 010, 011, 012.) Step-by-step generation of trees of lumps for Figure 1 .
Then the state sequence starts 0, 1, . . . , q, q+1, . . . , q where q is the first state that is visited twice. Now the claim is that there will never, at a later point in the state sequence, be a transition (an edge) q 1 ,q 2 such that q 2 occurs within the lump generated by the cycle q, q + 1, . . . , q and such that the transition q 1 , q 2 does not occur in that lump. Indeed, otherwise our state sequence would start 0, 1, . . . , q, . . . , q 2 first , . . . , q, . . . , q 1 , q 2 second and then there is a second accepting path of the same length where the first and second segments are switched.
Consequently, the path can only return to states that are not yet in any lumps. This leaves only two choices whenever we decide to create a new edge leading to a previously visited state:
• Case 1. Go back to a state that was first visited after the last completed lump so far seen, or
• Case 2. Go back to a state that was first visited at some earlier time, before some of the lumps so far seen started (and in general after some of them were complete).
This gives a tree of lumps where each new lump either (Case 1) creates a new sibling for the previous lump, or (Case 2) creates a new parent for a final segment of the so far seen top-level siblings. In this tree of lumps, only the leaves (the lumps that are not anybody's parents) can be traversed more than once by the uniquely accepted path of length n.
So if the first lump created is l 1 then next we can have two cases:
In Case 1, l 1 and l 2 are siblings ordered from first to second. In Case 2, → denotes is a child of, which by definition is the same as sub-digraph. Now for the third lump l 3 , we have only the following possibilities:
0 → l 3 , 00 → l 2 , 000 → l 1 In Subcase 1.2, l 1 and l 3 are siblings and l 2 is a child of l 3 . In Subcase 1.3, l 3 is a common parent of l 1 and l 2 . In Subcase 2.1, l 3 is a new sibling for l 2 , and l 2 still has l 1 as its child. In Subcase 2.2, l 3 is a parent of l 2 .
Let us denote concatenation by ⌢ so that 3, 6 ⌢ 4, 4 = 3, 6, 4, 4 . The general pattern is that the only possibilities when constructing l k+1 are (i) that l k+1 = f new ( j+1 ) where l k = f old ( j ) and f old ( j+1 ) is undefined; this happens when the new cycle that is formed has no children; or (ii) that l k+1 = f new ( i ) for some i, where f old ( i ) is defined, and
for all j ≥ 0 and τ for which the latter is defined. 
and t(n) is defined but s(n) is undefined (i.e. t properly extends s), or
• both s(n) and t(n) are defined, t(n) < s(n), and t ↾ n = s ↾ n.
Here, the notation t ↾ n refers to the prefix of t up to but not including t(n).
In the finite tree case, which we are in, the KB ordering if often called post-order tree traversal.
Example 16. The state sequence 01234567345673456720 has the structure of Subcase 2.2, with l 1 being the lump generated from 345673, l 2 being generated from 23456734567345672, and l 3 being generated from the whole sequence 01234567345673456720. The corresponding automaton is shown in an online tool 2 .
A fundamental inequality
Theorem 17. In Theorem 13, the states that are not part of leaves of the tree are visited at most twice.
Proof. By the uniqueness of path. If an internal node η of the tree is visited three times t 1 , t 2 , t 3 then a leaf (witnessing that η was internal) is visited either between t 1 , t 2 or between t 2 , t 3 (or later if there are even more visits to η). But then that very visit can be moved instead to the other interval (making one interval longer and the other shorter) showing the non-uniquenss of path. (and by [1] there is such a witnessing set) in x, we have
Consequently,
(ii) if no set of strongly disjoint powers satisfying the uniqueness condition for Proof. If the complexity of a word is low then in particular there is such a tree structure with few states that accepts our word. By Theorem 17, if the complexity is strictly below n/2 then if we look at the powers exposed at the leaves of the tree, x α1 1 , . . . , x αm m , then all the reduction in number of states to below n/2 must come from them. In other words, there are strongly disjoint (meaning they are not adjacent) fractional powers x α1 1 , . . . , x αm m in the word x such that, recalling that there are n + 1 times to be assigned to states, and noting that each of the q − m i=1 |x i | other states can each be visited at most twice, there must be at least
times when we are occupied with the leaf powers.
Let L be the number of times when we are occupied with the leaf powers and N be the number of times we are occupied with other states. So N + L = n + 1.
Rearranging this,
Example 20. Note that we do need the m term for our calculation in (1) . Consider the case x = 0 n . We have
Without the m term it becomes
which is false, as we have A N (0 n ) = 1.
Example 21. Note that for x = 00, if we declare that there are no useful powers then we get 2q ≥ 2 + 1 and q ≥ 2. On the other and if we declare that α 1 = 2 is a useful power then we get 2q ≥ 2 + 1 − 1 which makes more sense. So for x = 00, we get a contribution to m even though there is none for (α i − 2)|x i |.
Example 21 show that a square can be useful even though it contributes nothing to (α i − 2)|x i |. On the other hand a power 1 + ǫ where ǫ < 2 cannot be useful, as it contributes 1 to m but contributes a negative amount greater or equal to 1 to (α i − 2)|x i |.
Note that the leaf powers should be strongly disjoint: separated by at least one bit. But they can be just squares; they do not need to have exponent strictly greater than 2.
The α i may also be assumed to be the unique solutions to the corresponding diophantine equation. Let us formally consider our digraphs to be sets of edges.
Planarity
Lemma 23. Let (u, v) be an edge added at stage t + 1 during the tracing out of an automatic complexity witnessing digraph G n by a witnessing path, so that The idea of savings is that an automaton may try to exploit the powers x αi i by reusing edges s many times.
Either v is not used in
To use our lower bound to say something about the complexity of a random word: if we do not use uniqueness at all we can say very little as for instance 01101001 has savings from 11 and 00. If we use uniqueness, however, we can at least say that each possible cycle length occurs in only one term of the equation. And then, since only powers 1 + ǫ for ǫ ≥ 1 are really useful, we can say that the length of the cycle must be only at most log n since otherwise such a high power is unlikely to occur. And then the length of the saving part from a single power is at most log n. So total savings should be at most (log n)
2 . So 2q ≥ n + 1 − log n − log 2 n or q ≥ n/2 − 1 2 log 2 n roughly speaking. This closely matches a LFSR (linear feedback shift register) result [4] , incidentally. Instead of attacking the problematic question of how log n many high-probability events intersect, we shall use the union bound P(∪ n A n ) ≤ n P(A n ).
In Theorem 27 we are inspired by an argument due to Anthony Quas [7] . Consider the word 0011010. Focusing on the 1010 segment, and calling the positions of the word 0, . . . , 7, we can say that position m = 5 starts a run with lookback amount k of length 2. Namely, the second "10" looks back at the previous "10" to form "1010".
Definition 26. Position m starts a run with lookback amount k of length t in the word x = x 1 . . . x n , where x i ∈ {0, 1}, if x m+1+u = x m+1+u−k for each 0 ≤ u < t.
Theorem 27. For almost all x, A N (x)/(n/2) → 1. That is, for all ǫ > 0 there is an n 0 such that for all n ≥ n 0 , if x of length n is chosen randomly then |A N (x)/(n 2 ) − 1| < ǫ with probability at least 1 − ǫ.
Proof. The probability that some position 1 ≤ m ≤ n starts a run with lookback amount 1 ≤ k ≤ m of length d log 2 n is by the union bound at most By uniqueness we only allow one power for each base length at most (or else we could "trade" one cycles for another in a distinct path).
Moreover, we do not at all need to consider base lengths that are used for a power strictly less than 2, by Theorem 19(iii), i.e., we do not need to consider fractional runs with base length > d log 2 n (although they of course exist) such as the run of 0110 in 01100 of power 1.25.
Thus, with high probability the total savings can at most be number of base lengths to consider×max savings from a single run ≤ (d log 2 n) 2 .
