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The development of sensible microscopic models is essential to elucidate the normal-state and
superconducting properties of the iron-based superconductors. Because these materials are mostly
metallic, a good starting point is an effective low-energy model that captures the electronic states
near the Fermi level and their interactions. However, in contrast to cuprates, iron-based high-Tc
compounds are multi-orbital systems with Hubbard and Hund interactions, resulting in a rather
involved 10-orbital lattice model. Here we review different minimal models that have been proposed
to unveil the universal features of these systems. We first review minimal models defined solely in
the orbital basis, which focus on a particular subspace of orbitals, or solely in the band basis, which
rely only on the geometry of the Fermi surface. The former, while providing important qualitative
insight into the role of the orbital degrees of freedom, do not distinguish between high-energy and
low-energy sectors and, for this reason, generally do not go beyond mean-field. The latter allow
one to go beyond mean-field and investigate the interplay between superconducting and magnetic
orders as well as Ising-nematic order. However, they cannot capture orbital-dependent features like
spontaneous orbital order. We then review recent proposals for a minimal model that operates in
the band basis but fully incorporates the orbital composition and symmetries of the low-energy
excitations. We discuss the results of the renormalization group study of such a model, particularly
of the interplay between superconductivity, magnetism, and spontaneous orbital order, and compare
theoretical predictions with experiments on iron pnictides and chalcogenides. We also discuss the
impact of the glide-plane symmetry on the low-energy models, highlighting the key role played by
the spin-orbit coupling.
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I. INTRODUCTION
The discovery of a rich family of iron-based super-
conductors (FeSC) with a variety of different chemi-
cal compositions [1, 2], such as LaFeAsO (1111 mate-
rial), BaFe2As2 (122 material), NaFeAs (111 material),
and FeSe (11 material), opened a new route to study
high-temperature superconductivity. Similarly to high-
Tc cuprates, which are made of coupled CuO2 layers,
FeSC are also layered systems made of coupled FeAs lay-
ers. In both cases, the Cu and Fe atoms form a simple
square lattice.
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Figure 1. Schematic phase diagram of electron-doped (Co-
doped) and hole-doped (K-doped) BaFe2As2, displaying
stripe spin-density wave (SDW) order, nematic order, and
superconductivity (SC).
The phase diagrams of FeSC are also quite similar to
those of the cuprates. Although details of the phase dia-
grams vary between different families of FeSC, most ma-
terials display the key features shown in Fig. 1 (for re-
views, see [3–6]). Specifically, the parent compounds of
most (but not all) FeSC are magnetically ordered metals.
In most cases, the magnetic order is of a stripe type – i.e.
spins are ferromagnetically aligned in one direction in the
Fe plane and antiferromagnetically aligned in the other.
This is usually known as the (0, pi)/(pi, 0) spin-density
wave (SDW) state. Upon hole or electron doping, or
upon substitution of one pnictide atom by another, mag-
netic order goes away and a dome of superconductivity
emerges. In addition, there is a region on the phase dia-
gram where the system displays nematic order, in which
the C4 lattice rotation symmetry is spontaneously bro-
ken (C4 is the point group symmetry associated with a
square, whereas C2 is the point group symmetry asso-
ciated with a rectangle). The nematic order naturally
coexists with the stripe magnetic order and in some sys-
tems also coexists with superconductivity [7].
Despite the similarities in their phase diagrams, there
are important differences between the cuprates and FeSC.
The most pronounced difference is that the low-energy
electronic states of the cuprates arise from Cu2+, which
is in a 3d9 electronic configuration, while in the FeSC
the low-energy states arise from Fe2+, which is in a 3d6
configuration. One immediate consequence of this differ-
ence is that parent compounds of the cuprates are Mott
insulators, while parent compounds of FeSC are metals.
The relevance of metallicity of FeSC has been discussed
in earlier reviews and we will not dwell on this [8–10]. In
this review we focus on another immediate consequence
of the difference between 3d9 and 3d6 electronic config-
urations, namely the fact that the 3d6 configuration in-
volves five 3d orbitals – dxz, dyz, dxy, dx2−y2 , and d3z2−r2 ,
while 3d9 configuration contains a single dx2−y2 orbital.
This brings important consequences for microscopic mod-
els constructed to describe 3d9 and 3d6 systems.
In a free space, the five 3d orbitals are all degenerate.
In a crystalline environment the degeneracy is lifted, and
the energy levels are split into two subsets, t2g and eg,
with three and two orbitals, respectively: dxz, dyz, and
dxy for t2g and dx2−y2 and d3z2−r2 for eg (the subscript
g implies that the states are symmetric under inversion).
In some multi-orbital systems, such as the manganites
(3d5) and the cobaltates (3d7), the crystal-field splitting
is large, and this allows one to focus on only one sub-
set. In FeSC the situation is more subtle because the
As/Se positions alternate between the ones above and
below the center of the Fe plaquettes, as shown in Fig.
2. Because of such puckering of the As/Se atoms, the
crystalline environment experienced by Fe atoms is some-
what in between a tetrahedral one, in which the energy
of the t2g orbitals is higher than that of the eg orbitals,
and a tetragonal one, in which the energy of the t2g or-
bitals is lower (see Fig. 2 and Ref. [11]). As a result,
the crystal splitting between the orbitals is weakened in
FeSC and, consequently, all five d-orbitals must be kept
in the kinetic energy Hamiltonian:
H0 =
∑
ij,µν
∑
σ
tµi,νjd
†
µ,iσdν,jσ (1)
Here d†µ,iσ creates an electron at site i and orbital µ
(µ = 1, ..., 5) with spin σ, and tµi,νj are hopping am-
plitudes. The diagonal terms describe the dispersions
of electrons from separate orbitals, whereas the non-
diagonal terms account for the hopping from one orbital
to the other. The latter give rise to hybridization of the
eigenstates from different orbitals. The hopping param-
eters tµi,νj can either be directly fit to the band disper-
sions obtained in first-principle calculations [12, 13] or
calculated in a perturbative Slater-Koster approach as
functions of the distance between Fe and As [14]. In the
former case, one usually needs several-neighbors hopping
parameters to achieve a good fit, which makes the fitting
procedure itself involved. In the latter, one has to rely
on first principle calculations to get several parameters
which are inputs for the Slater-Koster approach.
Both diagonal and non-diagonal tµi,νj between differ-
ent sites i and j result from either a direct hopping from
one Fe site to the other, or indirect hopping via As/Se.
Because of the two non-equivalent position of the As/Se
atoms with respect to the Fe plane, the fundamental pe-
riod in the Fe plane is the distance between next-nearest-
neighbor Fe atoms, i.e. the crystallographic unit cell
must contain two Fe atoms. Thus, to respect all sym-
metries of the lattice, the kinetic energy must include
ten Fe orbitals [15, 16].
Because H0 is not diagonal in the orbital basis, one
invariably needs to diagonalize 10 × 10 matrices in the
orbital space to obtain quasiparticle dispersions. The
diagonalization yields a 10-band non-interacting Hamil-
tonian
H0 =
N∑
m=1
εm (k) c
†
m,kσcm,kσ (2)
3Figure 2. (upper panel) Schematic crystal structure of an
FeAs or FeSe plane, displaying the puckering of the As/Se
atoms above and below the square Fe plane. (lower panel)
The crystal field splittings of the 3d eg (red) and t2g (blue)
orbitals from a tetragonal and a tetrahedral environment (see
also Ref. [11]).
where c†m,kσ creates an electron in band m with momen-
tum k and spin σ. The band and orbital operators are
related by the matrix elements associated with the diag-
onalization of H0, amµ (k) ≡ 〈mk | µ〉
cm,kσ =
∑
µ
amµ (k) dµ,kσ (3)
Although diagonalizing 10×10 matrices is numerically
straightforward, it becomes difficult to gain qualitative
understanding and insights into the problem once inter-
actions are included, even if the Coulomb interaction is
heavily screened and can be approximated as a local one.
In the cuprates, the interaction between electrons from
a single orbital is fully described by the Hubbard repul-
sion U . In FeSC, there are at least four onsite interaction
terms involving 3d electrons [12, 17, 18]:
Hint = U
∑
i,µ
nµ,i↑nµ,i↓ + J
∑
i,µ<ν
∑
σ,σ′
d†µ,iσd
†
ν,iσ′dµ,iσ′dν,iσ
+ U ′
∑
i,µ<ν
nµ,inν,i + J
′ ∑
iµ 6=ν
d†µ,i↑d
†
µ,i↓dν,i↓dν,i↑ (4)
Here U is the usual Hubbard repulsion between elec-
trons on the same orbitals, U ′ is the onsite repulsion be-
tween electrons on different orbitals, J is the Hund’s ex-
change that tends to align spins at different orbitals, and
J ′ is another exchange term, often called the pair-hoping
term. The presence of four different interactions enlarges
the parameter space and makes calculations much more
involved.
Several works attempted to simplify the U,U ′, J, J ′
model by invoking rotational invariance to argue that
the interaction must be expressed in terms of the squares
of the total number and the total spin of 3d-electrons
on a given site,
∑
µ,α d
†
µ,iαdµ,iα and
∑
µ,α d
†
µ,iα~σαβdµ,iβ ,
respectively. This would reduce the number of indepen-
dent interaction terms in the Hamiltonian to two via the
relationships U ′ = U − 2J and J ′ = J . However, this
would be true if As/Se states were irrelevant. This is not
the case in FeSC because the hopping from one Fe site to
the other partly goes through As/Se atoms. These As/Se
states must then be included also in the interaction term.
They are high-energy states (around 5 eV away from the
Fermi level) and one can integrate them out for studies of
the physics at much smaller scales, related to magnetism,
superconductivity, and electronic nematic order. But by
integrating out As/Se states, one breaks spin rotational
invariance of the 3d orbitals, and, as a result, breaks the
relations U ′ = U−2J and J ′ = J . Besides, by integrating
high-energy parts of the spectra of the Fe 3d orbitals, one
necessarily generates interactions between neighboring Fe
sites. This additionally breaks the relations between U ′
and U − 2J and between J ′ and J .
All these complications raise the important question of
whether one can construct a sensible and simpler minimal
microscopic model to capture the low-energy physics of
the FeSC without the need for 10×10 (or 5×5) matrices
and a large number of interaction terms. In this review,
we discuss microscopic models that have been proposed
and solved to understand distinct aspects of the FeSC.
We will highlight the advantages of these models and
their drawbacks.
In Section II we discuss approximate orbital models
with a smaller number of 3d Fe orbitals and review the
computations done solely in terms of orbital operators.
In Section III we discuss the models which use the experi-
mental knowledge of the location of the Fermi surfaces as
an input and analyze the effects of the interactions in the
band basis, without referring to the orbital content of the
excitations. In Section IV we discuss works in which the
analysis of the instabilities is done in the band basis, but
the interactions in all channels are constructed from the
orbital basis and retain the full memory about the orbital
4content of the low-energy states. We review RPA studies
of magnetically-mediated pairing interaction and discuss
recent works on the interplay between superconductivity,
magnetism, and a spontaneous orbital order. We discuss
the minimal model for the analysis of the competing or-
ders and show the results of the renormalization group
(RG) study of such a model.
The models in Sections II-IV are constructed in the 1-
Fe unit cell and as such neglect the Fe-As/Se hybridiza-
tion. In Section V we analyze the consequences of this
approximation and discuss extensions of these models to
the 2-Fe unit cell. We first show how the dispersions
change if we just convert from 1-Fe to 2-Fe basis, then
briefly discuss the effect of additional terms with momen-
tum transfer (pi, pi) in H0 and Hint, which originate from
the actual non-equivalence of neighboring Fe cells in 1-
Fe basis, and then discuss the role of spin-orbit coupling.
We present concluding remarks in Section VI.
The main points of this comparative analysis are the
following:
• Approximate orbital models (hereafter called
orbital-basis models) with two and three orbitals
are attractively simple and offer interesting insights
into the orbital physics of FeSCs. However, be-
cause the analysis in the orbital basis does not rely
on the presence of the Fermi surface, it necessar-
ily involves excitations with all momenta. It turns
out that the three-band model correctly captures
the low-energy sector of the full five-orbital model,
but cannot correctly describe how the excitations
evolve from one low-energy sector to the other. The
minimum model which correctly describes both the
low-energy sectors and the evolution of excitations
between them must involve at least four orbitals.
• Multi-band models (hereafter called band-basis
models) with phenomenologically-derived interac-
tions between low-energy electronic states offer an
appealing and simple framework to study super-
conductivity and magnetism, the interplay between
the two, and vestigial Ising-nematic order caused
by magnetic fluctuations. They ignore, however,
the orbital content of the low-energy states, and as
such they are generally blind to phenomena involv-
ing orbital physics.
• The models which operate in the band basis but
use the full knowledge of the orbital content of
the low-energy excitations (hereafter called orbital-
projected band models) seem to be the most
promising ones. These models include three or-
bitals (dxz, dyz, and dxy), from which the low-
energy excitations are constructed, and the inter-
actions between low-energy states contain angle-
dependent prefactors that reflect the orbital com-
position of the Fermi surfaces. The full model
of this kind still contains too many coupling con-
stants, but most of the physics is captured already
by simplified models with a smaller number of cou-
plings.
• The phenomena associated with the sizable spin-
orbit coupling of the FeSC can only be captured in
the 2-Fe unit cell. The orbital-projected band mod-
els can naturally be extended to this case without
the need to double the number of terms in the ki-
netic part of the Hamiltonian.
Throughout this review we assume that none of the low-
energy electronic states is localized by interactions. We
believe this is a sensible starting point, as most of the
FeSC are metals, with a pronounced Drude peak in the
AC conductivity (see, for instance, [19]). This does not
imply that we consider weak coupling. Rather, in the
analysis of band models in Sections III and IV we as-
sume that the renormalizations by high-energy electronic
states change the “band masses” and the offset energies
of low-energy excitations, and modify the residues Zi of
low-energy states, while keeping these excitations coher-
ent. The renormalized dispersion parameters can be ex-
tracted from the experimental data on the electronic dis-
persion, and the residues Zi can be incorporated into the
interactions. This indeed changes the values of the bare
interaction terms, but we will see that the interactions
flow under RG (renormalization group) towards universal
values, independent on the bare ones. The actual (mea-
sured) electronic excitations do indeed have a finite life-
time 1/τ . Our assumptions imply that the dominant con-
tribution to 1/τ for each low-energy fermion comes from
the processes involving only low-energy states, i.e., 1/τ
is not an input but rather has to be determined within
the low-energy analysis.
Alternative low-energy models have been proposed
based on Heisenberg or Kugel-Khomskii type Hamilto-
nians [20–23], which effectively assume that the system
is an insulator. The argument here is that, while FeSC do
display the metallic behavior at low temperatures, some
orbitals may be either localized or near localization [24–
27]. Because of space constraints, we will not discuss
these models further in the present review. We also will
not discuss here an interesting concept that the Hund’s
interaction J plays an important role in promoting bad
metallic (but still metallic) behavior up to large values
of the Hubbard U [28–34]. As we said, in the next three
sections we discuss the electronic structure and the inter-
play between superconductivity, magnetism, and nematic
order within the 1-Fe unit cell, i.e., we restrict ourselves
to the five-orbital model (N = 5). Physically, this as-
sumption implies that we neglect terms in the Hamilto-
nian with momentum transfer (pi, pi) and also neglect the
spin-orbit interaction.
II. ORBITAL-BASIS MODELS
In this section we focus on approximate models de-
fined and analyzed in the orbital basis. We first discuss
5the non-interacting part of the Hamiltonian H0, and in-
vestigate whether it is possible to restrict the number of
orbitals to 2 or 3 and keep the symmetry constraints in-
tact. We then briefly review the studies of interactions
in the orbital basis.
A. Non-interacting Hamiltonian
We discuss the full 5-orbital model in subsection IIA 1
and discuss the models that restrict the number of or-
bitals to 2 and 3 in Subsections IIA 2 and IIA 3, respec-
tively. We remind that the goal to analyze models with
smaller number of orbitals is to simplify the analysis in
order to gain qualitative understanding and insights into
the issue of competing instabilities, once interactions are
included.
1. Five-orbital model
The non-interacting part of the Hamiltonian of the
five-orbital model is given by H0 in Eq. (1). Taking
its Fourier transform gives:
H0 =
∑
µν
[µν (k)− µ¯δµν ] d†µ,kσdν,kσ (5)
where µ¯ is the chemical potential. The explicit expres-
sions for the tight-binding dispersions µν (k) with hop-
ping up to fourth-neighbors are given in Appendix A,
together with the values of the tight-binding parameters
of Ref. [12] (see Table I).
In Fig. 3, we show the band dispersion and the Fermi
surfaces corresponding to the parameters for LaFeAsO
from Ref. [18]. The Fermi surfaces are colored according
to which orbital gives the largest spectral weight, the
latter being defined by the matrix element |amµ (k)|2 in
Eq. (3). Along the Fermi surface, we have k = kF and
|amµ (k)| = |amµ (θ)|, where θ is the angle with respect
to kx. The Fermi surface is composed of small pockets
centered at high-symmetry points of the Brillouin zone
(BZ), namely Γ = (0, 0), X = (pi, 0), Y = (0, pi), and
M = (pi, pi) (all momenta hereafter are given in units of
1/a, where a is the length of the corresponding unit cell).
There are two hole-like bands that cross the Fermi level
near the Γ point, giving rise to two hole pockets h1 and
h2. As shown in Fig. 4, the angle-dependent spectral
weights |ahiµ (θ)|2 on these Fermi pockets mostly come
from the dxz and dyz orbitals. Similarly, two electron-like
bands cross the Fermi level near the X and Y points, giv-
ing rise to two electron pockets eX and eY . The spectral
weight on the pocket eX is dominated by the dyz and
dxy orbitals, whereas the spectral weight on the pocket
eY is dominated by dxz and dxy. Tetragonal symmetry
enforces the following conditions, which can be readily
observed in the figure:
∣∣aeXdyz (θ)∣∣2 = |aeY dxz (θ + pi/2)|2∣∣aeXdxy (θ)∣∣2 = ∣∣aeY dxy (θ + pi/2)∣∣2 (6)
An additional hole-pocket hM crosses the Fermi level
near the M point. Its spectral weight is almost entirely
due to the dxy orbital, as shown in the figure. Inspection
of the band dispersion reveals that the top of this hole-
like band is very close to the Fermi level, and that small
changes in the crystal lattice parameters or in the chem-
ical potential may make it sink below the Fermi level,
effectively erasing the corresponding Fermi pocket [35].
Thus, the presence of this third hole pocket is rather ma-
terial dependent. It is absent in NaFeAs and FeSe, but
present in BaFe2As2 and LiFeAs. Note that, while all
hole pockets must have C4-symmetric shapes, the elec-
tron pockets have C2 symmetric shapes, which are re-
lated to each other by a pi/2 rotation.
This generic Fermi surface can be tuned by changes
in the chemical potential, which is achieved via electron
doping (such as Co-doped NaFeAs) or hole doping (such
as Na-doped BaFe2As2), see Refs. [36, 37]. For suffi-
ciently electron-doped systems, such as K1−yFe2−xSe2
and electrostatically gated FeSe, the hole pockets dis-
appear and only electron pockets remain. Analogously,
for systems with strong hole doping, such as K-doped
BaFe2As2, the electron pockets disappear and only hole
pockets are left. Isovalent substitution, achieved e.g. via
gradual replacement of As by P or Fe by Ru in 122 sys-
tems, alters the Fermi surface due to the changes in the
crystal lattice parameters (more prominently the Fe-As
distance) and also by the disorder potential which isova-
lent substitution introduces to the system.
2. Two-orbital model
It is clear from Fig. 3 that not all five orbitals con-
tribute equally to the low-energy states near the Fermi
energy. In fact, the Fermi surface states are made almost
exclusively from dxz, dyz, and dxy orbitals (see Figs. 3
and 4). One can then conjecture that at least some of
the physics of FeSC can be understood within a simpli-
fied model with only this subset of orbitals. Raghu et
al. assumed, on top of this, that the hopping via the
dxy orbital could be integrated out and absorbed into
next-nearest-neighbor hopping terms involving dxz and
dyz orbitals [38]. They proposed the effective two-orbital
model:
H0 =
∑
µν=xz,yz
[µν (k)− µ¯δµν ] d†µ,kσdν,kσ (7)
with tight-binding parameters (see Table II in Appendix
A):
xx,xz (k) = −2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky
yz,yz (k) = −2t2 cos kx − 2t1 cos ky − 4t3 cos kx cos ky
xz,yz (k) = yz,xz (k) = −4t4 sin kx sin ky (8)
6Figure 3. Tight-binding dispersion of Ref. [18] and the resulting Fermi surface in the 1-Fe BZ. The bands are colored according
to the orbital that contributes the largest spectral weight.
Figure 4. Orbital spectral weight |amµ (θ)|2 of each Fermi surface as function of the angle θ measured relative to the kx axis.
The color code is the same as in Fig. 3.
Fig. 5 shows the corresponding band dispersion and
the Fermi surfaces. In contrast to the 5-orbital model,
one of the two dxz/dyz hole pockets is centered at the
M point instead of the Γ point. Such an artifact of the
2-orbital model was not originally considered to be prob-
lematic because in the true crystallographic unit cell, con-
taining two Fe atoms, the M point is folded onto the Γ
point, restoring the existence of two hole pockets at the
center of the BZ.
The simplicity of the 2-orbital model, which can be
conveniently written in terms of Pauli matrices in the
orbital space, led to many studies about the electronic
properties and instabilities of this model [40–48]. De-
spite its appeal, there are issues with this model that go
beyond the incorrect position of one of the hole pockets.
Most importantly, the 2-orbital model does not respect
all the symmetries of the FeAs plane – in particular, the
symmetry related to a translation by
(
1
2 ,
1
2
)
followed by
a mirror reflection with respect to the xy plane. As ex-
plained in Ref. [49], the two hole pockets formed by the
dxz and dyz orbitals must be odd under this symmetry,
whereas in the 2-orbital model only one of the pockets is
odd. The absence of the dxy orbital is also a potential
issue, as it has been argued to play an important role in
certain FeSC [29, 50, 51].
3. Three-orbital model
A possible way to remedy the issues of the 2-orbital
model is to include the third orbital that contributes sig-
nificantly to the spectral weight of the low-energy states,
namely the dxy orbital. The corresponding 3-orbital
model is described by [52, 53]
H0 =
∑
µν=xz,yz,xy
[µν (k)− µ¯δµν ] d†µ,kσdν,kσ (9)
with the tight-binding dispersions (see Table III in Ap-
pendix A):
xz,xz (k) = −2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky
yz,yz (k) = −2t2 cos kx − 2t1 cos ky − 4t3 cos kx cos ky
xy,xy (k) = −2t5 (cos kx + cos ky)− 4t6 cos kx cos ky + ∆CF
(10)
as well as:
xz,yz (k) = −4t4 sin kx sin ky
xz,xy (k) = −2it7 sin kx − 4it8 sin kx cos ky
yz,xy (k) = −2it7 sin ky − 4it8 sin ky cos kx (11)
7Figure 5. Two-orbital model of Ref. [38]: band dispersion
(upper panel) and the Fermi surface (lower panel). In the
latter, the Fermi surface is colored according to the orbital
that contributes the largest spectral weight (red for dxz and
green for dyz). The tight-binding parameter used here are
those from Ref. [39].
where ∆CF is the crystal field splitting. Note that
µν (k) = 
∗
νµ (k). Although more complex than the
2-orbital model, the 3-orbital model is still much sim-
pler than the 5-orbital one, and may be conveniently ex-
pressed in terms of the eight 3× 3 Gell-Mann matrices.
The main issue with restricting the orbitals to the t2g
subspace (i.e. dxz, dyz, and dxy) is the presence of an
additional, spurious Fermi surface pocket due to the lack
of hybridization with the eg orbitals (dx2−y2 and dz2)
[49, 52]. To illustrate this point, we consider again the
5-orbital model of Fig. 3 but turn off the hybridization
between the t2g and eg orbitals. The result, shown in
Fig. 6, reveals an additional hole-like pocket near the M
point due to the fact that one of the (hybridized) eg bands
and the dxz/dyz-dominated band cross the Fermi level. A
comparison with Fig. 3 shows that it is the hybridization
between this eg band and the dxz/dyz band that prevents
both bands from crossing the Fermi level. This clearly
indicates that all five orbitals are necessary to obtain the
correct geometry of the Fermi pockets, despite the fact
that the low-energy states in the correct geometry are
Figure 6. The five-orbital model of Fig. 3 with the hybridiza-
tion between the t2g orbitals (dxz, dyz, dxy) and the eg orbitals
(dx2−y2 , dz2) turned off. The orbital color code is the same
as Fig. 3. The absence of hybridization leads to a spurious
crossing of one of the t2g bands at the Fermi level (highlighted
area).
composed only from t2g orbitals.
This generic difficulty with the 3-orbital model can be
overcome by changing the tight-binding parameters in
Eq. 5 to alter the ordering of the bands at the M point.
In particular, one can move the dxz/dyz bands below the
Fermi level at the M point, while keeping the dxy band
atM above the Fermi level [53]. As a result, the spurious
Fermi pocket is removed, as shown in Fig. 7. While this
alternative is appealing, it cannot capture the dxy hole
pocket at theM point without reintroducing the spurious
dxz/dyz pocket around M .
B. Order parameters
The order parameters whose condensation leads to
density-waves, superconductivity, and orbital order, are
bilinear combinations of fermions in the particle-hole and
particle-particle channels, either with zero transferred
momentum (or total momentum, in the case of super-
conductivity), or with a finite momentum. In general,
each order parameter is a 5 × 5 matrix in the orbital
space [12, 53–55]. The CDW and SDW order parameters
are
∆µνCDW,j(k) = d
†
µ,kαδαβdν,k+Qjβ + h.c.
∆µνiCDW,j(k) = id
†
µ,kαδαβdν,k+Qjβ + h.c.
∆µνSDW,j(k) = d
†
µ,kασαβdν,k+Qjβ + h.c.
∆µνiSDW,j(k) = id
†
µ,kασαβdν,k+Qjβ + h.c. (12)
where µ, ν label the orbitals and j = X,Y , with QX =
(pi, 0) and QY = (0, pi). SC order parameters for spin-
singlet pairing with zero center-of-mass pair momentum
are defined for a given k according to
∆µνSC(k) = d
†
µ,kα
(
iσyαβ
)
d†ν,−kβfSC(k) + h.c. (13)
8Figure 7. Three-orbital model of Ref. [53]: band dispersion
(upper panel) and Fermi surface (lower panel). In the latter,
the Fermi surface is colored according to the orbital that con-
tributes the largest spectral weight (red for dxz, blue for dxy,
and green for dyz).
where fSC(k) is an even function of k that has the full lat-
tice symmetry, but can change sign between, e.g., k = 0
and k = (0, pi)/(pi, 0). Out of these order parameters one
can construct the combinations that transform as A1g,
B1g, B2g, and A2g irreducible representations of the D4h
group. For instance, ∆xz,xzSC + ∆
yz,yz
SC belongs to the A1g
representation, while ∆xz,xzSC −∆yz,yzSC belongs to the B1g
representation. These two are often called s-wave and d-
wave, by analogy with isotropic systems. Alternatively,
one can classify linear combinations of the order parame-
ters in the orbital basis as orbitally in-phase and orbitally
anti-phase [56, 57]
The eigenfunctions from each representation can be
further classified into sub-classes depending on how
fSC(k) evolves between the high-symmetry points (0, 0),
(0, pi)/(pi, 0), and (pi, pi). These symmetry points coincide
with the center of hole and electron pockets, but their
presence is not explicitly emphasized in the analysis in
the orbital basis. The two most known sub-classes, called
“plus-plus” and “plus-minus” [17, 58–60], correspond to
fSC(0) = fSC(0, pi) = fSC(pi, 0) = fSC(pi, pi) (plus-plus)
and fSC(0) = fSC(pi, pi) = −fSC(0, pi) = −fSC(pi, 0)
(plus-minus). In the A1g (B1g) channels, these subclasses
are called s++ ( d++) and s+− (d+−), respectively.
Orbital order is an instability in the charge channel.
It gives rise to a CDW if the order parameter has a fi-
nite momentum, in which case the corresponding order
parameter is a particular combination of the terms from
Eq. 12. Orbital order with zero momentum emerges as
a Pomeranchuk instability, and the corresponding order
parameter is given by
∆µνPOM(k) = d
†
µ,kαδαβdν,kβfPOM(k) (14)
Similarly to superconductivity, one can form linear
combinations of ∆µνPOM(k) that transform as the A1g,
B1g, B2g, and A2g irreducible representations of the D4h
space group. In particular, ∆xz,xz+∆yz,yz belongs to the
A1g representation, ∆xz,xz − ∆yz,yz belongs to the B1g
representation, ∆xz,yz + ∆yz,xz belongs to the B2g rep-
resentation, and ∆xz,yz −∆yz,xz belongs to the A2g rep-
resentation. In the literature, ferro-orbital order [22, 61–
65] is usually associated with the B1g order parameter
∆xz,xz −∆yz,yz. Again, each representation can be fur-
ther classified into sub-classes, depending on the symme-
try properties of fPOM(k). The notations “plus-plus” and
“plus-minus” apply to the cases fPOM(0) = fPOM(0, pi) =
fPOM(pi, 0) and fPOM(0) = −fPOM(0, pi) = −fPOM(pi, 0),
respectively. In real space, plus-plus B1g (i.e. d-wave)
order is on-site ferro-orbital order, while plus-minus or-
der is a bond order. An s-wave charge order with zero
momentum (s++ or s+−) does not break any symme-
try and therefore does not represent a true order pa-
rameter since the mean values of ∆xz,xz + ∆yz,yz are
non-zero at any temperature. Fluctuations in the s++
Pomeranchuk channel are frozen due to the constraint
of a constant occupation number (Luttinger’s theorem).
Fluctuations in the s+− Pomeranchuk channel, however,
are not frozen, and the corresponding susceptibility can
sharply increase around a certain temperature, mimick-
ing the development of a true order parameter. The d-
wave Pomeranchuk order parameter, on the other hand,
can develop spontaneously, and its condensation breaks
the tetragonal symmetry of the system (i.e. the x and
y spatial directions become inequivalent), but preserves
the translational symmetry.
C. Interaction effects
As we discussed above, the main goal of the studies of
the effects of interactions in the orbital basis is to un-
derstand the ordered states which we just introduced,
namely magnetism, superconductivity, and orbital order,
without focusing a priori on the low-energy states near
the Fermi pockets. Another goal of these studies is to
find how strong the effects leading to electron localization
are, and how these effects differentiate between distinct
orbitals.
Nearly all studies of the interaction effects in FeSC
within the orbital basis depart from the onsite interaction
9Hamiltonian from Eq. (4), with inter-orbital and intra-
orbital terms, and use mean-field (RPA) self-consistent
analysis. For magnetism, such an analysis revealed mag-
netic instabilities towards a SDW order with momenta
QX or QY , as well as a subleading instability towards a
Neel order with QM = (pi, pi) [12, 40, 54, 66–69]. The se-
lection of magnetic order – i.e. whether both QX and QY
are condensed in a double-Q tetragonal state, or a single-
Q stripe phase is stabilized – has only been considered
more recently, for instance via unrestricted Hartree-Fock
calculations [54]. Although for a wide range of parame-
ters the magnetic ground state is stripe-like (single-Q),
and therefore breaks tetragonal symmetry, hole-doped
systems have been shown to display double-Q tetrag-
onal magnetic states, consistent with what is observed
experimentally [70–72]. In another set of studies of SDW
order within the orbital basis, robust nodes in the SDW
gap have been found, which give rise to “Dirac-like” band
dispersions in the magnetically ordered state [41, 73, 74].
RPA calculations have also been employed to study
the onset of on-site ferro-orbital order characterized by
unequal occupations of the dxz and dyz orbitals [44, 45,
65]. A spontaneous ferro-orbital order is found within
RPA, but only if 2U ′ − J > U , i.e., when inter-orbital
U ′ is substantially strong. For smaller U ′ ferro-orbital
order does not develop. We return to this issue in Sec.
IV, where we question the validity of RPA for such an
analysis.
The main issue with orbital-basis models is that they
do not distinguish high-energy and low-energy states,
which makes it difficult to implement methods beyond
RPA within this approach. The proposed modification
of RPA relies on the assumption that magnetism comes
from electronic states at higher energies and can be rea-
sonably well captured within RPA in the orbital ba-
sis, while superconductivity and nematic order originate
from interactions between low-energy fermions, medi-
ated by already developed magnetic fluctuations. Along
these lines, several groups used RPA in the orbital ba-
sis to obtain the magnetic susceptibility, and then fo-
cused on the low-energy sector to study magnetically-
mediated superconductivity within BCS theory (Refs.
[8, 12, 17, 18, 66, 75]) or magnetically-mediated nematic-
ity [76, 77]. We will come back to these RPA studies in
Section IV.
A different approach to superconductivity is based on
models mixing localized spins interacting with itinerant
electrons [20, 21, 78]. One idea promoted by some of
these studies is that the SC gap is present everywhere in
the BZ and its momentum-dependence closely follows one
of the C4 symmetric lattice functions, e.g., cos kx+cos ky
[79]. This is very far from BCS theory, in which the gap
is confined to the Fermi surface, because only there the
pairing interaction can be logarithmically enhanced. We
believe that the presence of a robust SC gap everywhere
on the Fermi surface is highly unlikely in the first place
because the interactions in FeSC are not overly strong,
otherwise these systems would not display a metallic be-
havior. Another possibility studied in orbital-basis mod-
els [46, 56, 80] is an exotic pairing involving the combi-
nation of orbital and SC degrees of freedom.
III. BAND-BASIS MODELS
We now discuss an alternative approach, which starts
directly from the band-basis representation and treats
the band states as the fundamental low-energy states in-
stead of expressing them as linear combinations of or-
bital states d†µ,kσ. In the band representation, the non-
interacting Hamiltonian is diagonal in band indices and
describes excitations near hole and electron pockets:
H0 =
5∑
m=1
εm (k) c
†
m,kσcm,kσ (15)
The band dispersions are parametrized as simple tight-
binding or parabolic dispersions, according to the sym-
metries imposed by the positions of the centers of the
various Fermi pockets, with no reference to their or-
bital content. The interacting Hamiltonian contains all
possible interactions between these low-energy electronic
states. These interactions were argued to contain angle-
dependent terms, but in band-basis models these angle
dependencies are imposed by the underlying C4 symme-
try and the locations of the Fermi pockets, rather than
the orbital content of the excitations [81]. For example,
all pairing interactions contain cos 4nθ dependencies, be-
cause these angular dependencies are consistent with C4
symmetry. The pairing interactions involving states near
the electron pockets, however, also contain cos (4n+ 2)θ
terms, because the center of the electron pockets are not
along the diagonal directions in the 1-Fe BZ.
We emphasize that these band-basis models cannot be
described as the low-energy versions of the orbital-basis
models from Section (II), expressed in a different basis.
In particular, these band models cannot describe orbital
order simply because they do not distinguish between
different orbitals. We will discuss the proper low-energy
models later, in Section IV.
Band models were quite successful in the description of
SDW and SC orders and the interplay between them [11,
59, 82–85]. This success implies that, while the orbital
composition of the low-energy states does play some role
for magnetism and superconductivity, it does not provide
the crucial ingredient for these two orders, as opposed to
orbital order.
Band-based models are constructed to capture the low-
energy states near the Fermi surfaces and their appli-
cation to FeSCs is based on the assumption that not
only superconductivity but also SDW magnetism are
low-energy phenomena. Namely, SDW magnetism is
viewed as the result of near-nesting between hole-like and
electron-like bands. In this respect, the reasonings for
band-basis models and for orbital-basis models are dif-
ferent.
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Because only low energies are involved in band-basis
models, one can go beyond RPA and, e.g., analyze the
interplay not only between long-range SDW and SC or-
ders but also between SC and SDW fluctuations. An-
other advantage of band-basis models is that they can be
straightforwardly extended to analyze composite Ising-
nematic order [86–88], which is related to the order pa-
rameter manifold of stripe SDW magnetism rather than
with the orbital composition of the excitations.
This discussion raises the question of whether it may
be more appropriate to use the band basis to describe
magnetism and superconductivity in FeSC [74]. In this
section we briefly review the results of the models con-
ceived entirely in the band basis. As in the previous
section, we first discuss the non-interacting Hamiltonian,
then introduce the order parameters, and then include
interactions to discuss the instabilities of these models at
the mean-field level and beyond it.
A. Non-interacting Hamiltonian
As discussed above, a generic FeSC contains two small
hole pockets at the Γ point, two electron pockets at X
and Y points with similar sizes, and may also contain an-
other hole pocket at the M point. The tetragonal sym-
metry requires that the hole pockets must be C4 sym-
metric (i.e. invariant under a 90◦ rotation), since they
are centered at either the center or the corner of the BZ,
whereas the electron pockets only need to be C2 symmet-
ric (i.e. invariant under a 180◦ rotation), since they are
centered at the sides of the BZ. Note that the two elec-
tron pockets are related to each other by a 90◦ rotation.
Also, because the pockets are assumed to be small, their
band dispersions can be expanded in powers of the rela-
tive momentum with respect to the center of the pockets,
in which case one can assume parabolic dispersions.
Under these conditions, one can write an effective 5-
band model for electronic states residing near the hole
and electron pockets. Here, we focus on a simplified
model containing three bands [85, 86] – one central hole
pocket and two elliptical electron pockets centered at the
X and Y points, as shown in Fig. 8. The motivation to
neglect the M hole pocket is because it is not generically
present in all compounds [27]. The restriction to a single
hole-pocket at the Γ point is less justified, but the argu-
ment is that in general one hole pocket has better nesting
with the electron pockets than the other [85].
The non-interacting Hamiltonian of the 3-band model
is written as:
H0 =
∑
k
εh (k) c
†
h,kσch,kσ
+
∑
k,i=X,Y
εei (k + Qi) c
†
ei,k+Qiσ
cei,k+Qiσ (16)
with parabolic band dispersions:
(p,0)
G
Y
X
Q
X =
(0,p)Q
Y =
Figure 8. The effective three-band model: in the 1-Fe BZ, a
circular hole pocket (blue) is centered at Γ, whereas ellipti-
cal electron pockets (red) are centered at X and Y . Figure
adapted from Ref. [86].
εh (k) = εh,0 − k
2
2m
− µ
εeX (k + QX) = −εe,0 +
k2x
2mx
+
k2y
2my
− µ
εeY (k + QY ) = −εe,0 +
k2x
2my
+
k2y
2mx
− µ (17)
Similarly, one can consider effective tight-binding dis-
persions for each band, as done in Refs. [87, 89]. The
main advantage of the parabolic dispersions is their sim-
plicity and convenience for analytical calculations. Here-
after, we simplify the notation by leaving it implicit that
the momenta of the electron-like states are measured rel-
ative to the respective Qi.
One of the goals of the band-basis models is to re-
late SDW magnetism to nesting properties of the band
structure, as manifested in Fig. 8. Perfect nesting re-
quires εh (k) = −εei (k + Qi), which is clearly not the
case for the real materials, as the hole and electron pock-
ets do not have identical shapes. Instead, the FeSC
usually display pairs of points satisfying the condition
εh (khs) = εei (khs + Qi) = 0 – the so-called hot spots.
Yet, the hypothetical limit of perfect nesting is very
useful to gain insight into the generic properties of the
model, as we will show latter. In this regard, it is use-
ful to consider an alternative parametrization of the band
dispersions in terms of the angle θ measured with respect
to the kx axis [84]:
εh (k) = −εk
εeX (k + QX) = εk − (δµ + δm cos 2θ)
εeY (k + QY ) = εk − (δµ − δm cos 2θ) (18)
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The parameter δµ is proportional to the sum of the
chemical potential and the offset between the top of
the hole pocket and the bottom of the electron pocket,
whereas the parameter δm is proportional to the ellip-
ticity of the electron pockets. The condition for perfect
nesting is δµ = δm = 0. This parametrization is conve-
nient because the expansion near perfect nesting can be
performed in powers of these two parameters.
B. Order parameters
Before discussing the effects of interactions we intro-
duce different order parameters in the band basis. To
avoid lengthy formulas, we focus on the 3-band model.
The existence of the nesting vectors QX and QY allows
one to introduce several density-wave order parameters
involving fermions from the electron and hole pockets
[11, 59, 82, 90]. We define:
∆CDW,j(k) ∝ c†h,kαδαβcej ,k+Qjβ + h.c.
∆iCDW,j(k) ∝ ic†h,kαδαβcej ,k+Qjβ + h.c.
∆SDW,j(k) ∝ c†h,kασαβcej ,k+Qjβ + h.c.
∆iSDW,j(k) ∝ ic†h,kασαβcej ,k+Qjβ + h.c. (19)
where j = X, Y and ch, cej label fermionic opera-
tors near hole and electron pockets. The order pa-
rameters ∆CDW,j and ∆SDW,j describe charge and spin
density-waves (CDW and SDW, respectively) with trans-
ferred momenta Qj , whereas ∆iCDW,j and ∆iSDW,j de-
scribe charge-current (iCDW) and spin-current (iSDW)
density-waves. It is also useful to introduce the order
parameters with momentum QX + QY = (pi, pi), which
involve fermions from the two electron pockets, e.g., the
Neel order parameter:
∆Neel(k) ∝ c†eX ,k+QXασαβceY ,k+QY β + h.c. (20)
However, because the two electron pockets are not
nested, the instabilities at momentum QX +QY are sub-
leading to the ones at momenta QX and QY , at least at
weak coupling.
We also introduce the SC order parameters. In prin-
ciple, they have angular dependencies already in the
band basis due to the locations and symmetries of the
Fermi surfaces. In some cases, this dependence can even
lead to accidental nodes, particularly on electron pockets
[81, 84, 91–94]. We will not dwell into this issue here and
focus instead on the angle-independent parts of SC order
parameters. It is useful to define the order parameters
for each pocket:
∆h(k) ∝ ch,−k↓ch,k↑ + h.c.
∆eX (k) ∝ ceX ,−k−QX↓ceX ,k+QX↑ + h.c.
∆eY (k) ∝ ceY ,−k−QY ↓ceY ,k+QY ↑ + h.c. (21)
Each SC order parameter ∆ (often called the gap func-
tion) has an amplitude and a phase. We define all gaps
such that in the ordered state they have the same global
phase and will not consider phase fluctuations. Because
the system has tetragonal symmetry, the three gap func-
tions can be recast in terms of three different combina-
tions, two of which transform as A1g (s-wave) represen-
tation, and one as B1g (d-wave) representation [95]:
∆s++ = sin Ψ ∆h +
cos Ψ√
2
(∆eX + ∆eY )
∆s+− = cos Ψ ∆h − sin Ψ√
2
(∆eX + ∆eY )
∆d =
1√
2
(∆eX −∆eY ) (22)
The mixing angle Ψ depends on the strength of the
pairing interactions V1 between the h and the eX/Y pock-
ets and V2 between the eX and eY pockets according to:
tan Ψ =
√
8V 21 + V
2
2 − V2
2
√
2V1
(23)
The interpretation of these three SC order parameters
is straightforward: in the s++-wave state the gap func-
tions on different pockets all have the same sign; in the
s+−-state the gaps on the hole and on the electron pock-
ets have different signs; and in the d-wave state the gaps
on the two electron pockets have opposite signs. Note
that the absence of the d-wave component on the hole
pockets is just the result of our neglect of the angular de-
pendencies. In reality, a d-wave gap on the hole pocket
behaves as cos 2θ.
One can also define Pomeranchuk order parameters at
zero momentum transfer Q = 0. In the charge channel
we have
∆hPOM(k) ∝ c†h,kαδαβch,kβ + h.c.
∆XPOM(k) ∝ c†eX ,k+QXαδαβceX ,k+QXβ + h.c.
∆YPOM(k) ∝ c†eY ,k+QY αδαβceY ,k+QY β + h.c. (24)
The development of a non-zero∑
k
〈
∆XPOM(k)−∆YPOM(k)
〉
breaks C4 lattice rota-
tional symmetry down to C2 and gives rise to nematic
order [86], which in the band-only model is not identified
with any orbital order, but still gives rise to a d-wave
distortion of the electron Fermi surfaces. Another
possibility is the appearance of s+− Pomeranchuk order
with
∑
k
〈
∆XPOM(k) + ∆
Y
POM(k)
〉
and
∑
k
〈
∆hPOM(k)
〉
with opposite signs. This leads to either shrinking or
expansion of the sizes of both hole and electron pockets,
such that the total number of charge carriers is preserved
[96, 97]. Like we said, an order parameter of this kind
does not break any symmetry and is generally non-zero
at any temperature, but it can be strongly enhanced
around a particular temperature.
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C. Interaction effects
The interactions in the band-basis model are not nec-
essarily given by on-site terms only. Instead, they include
all possible interactions involving pairs of fermions from
the same or from different bands. As a result, the number
of interaction terms increases with the number of bands.
For the three-band model introduced above, there are
eight distinct interaction terms [81]:
Hint = U1
∑
i
c†hαc
†
eiβ
ceiβchα + U2
∑
i
c†hαc
†
eiβ
chβceiα
+
U3
2
∑
i
(
c†hαc
†
hβceiβceiα + h.c.
)
+
U4
2
∑
i
c†eiαc
†
eiβ
ceiβceiα +
U5
2
∑
c†hαc
†
hβchβchα
+ U6
∑
c†eXαc
†
eY β
ceY βceXα + U7
∑
c†eXαc
†
eY β
ceXβceY α
+
U8
2
∑(
c†eXαc
†
eXβ
ceY βceY α + h.c.
)
(25)
These terms correspond to density-density interactions
(U1, U4, U5, U6), spin-exchange interactions (U2, U7),
and pair-hopping interactions (U3, U8), all of which have
purely electronic origin. These interactions should be
viewed as input parameters rather than the combinations
of Hubbard and Hund interactions from Eq. (4). The
reasoning is that Hubbard and Hund interaction terms
become angle-dependent once we transform from orbital
to band basis, due to the matrix elements of Eq. (5),
while Ui in Eq. (25) are taken to be angle-independent.
We will come back to this point in Section IV.
1. Renormalization Group (RG) analysis: the basics
As we discussed above, the advantage of using the band
basis is that one can focus on the low-energy sector and
go beyond mean-field (RPA) analysis. To do this, in
this and next Sections we apply the RG technique. The
RG machinery (either numerical functional RG or ana-
lytical parquet RG) allows one to analyze how different
interaction channels compete with each other as one pro-
gressively integrates out fermions with higher energies,
starting from the upper energy cutoff Λ of the low-energy
sector (loosely defined as the scale at which corrections
to the parabolic dispersion near the X, Y , and Γ points
become substantial) and moving down in energy [59, 98–
101]. The couplings in different interaction channels all
evolve in this process. The flow of the couplings is de-
scribed by a set of differential equations
dUi(L)
dL
= aijkUj(L)Uk(L) (26)
where L ≡ log (ΛE ) is a running RG variable, which in-
creases as the energy E decreases away from the cutoff Λ.
The running interactions Ui are all functions of L. An in-
stability develops at a critical RG scale Lc = log Λ/Ec, at
which at least some of the couplings diverge. The critical
temperature for the instability is of the order of Ec.
One of the goals of the RG analysis is to verify whether
the low-energy behavior of a system is universal, i.e.,
that the running couplings tend to the same values un-
der RG for different initial interactions. In the cases we
discuss below, some couplings diverge upon approaching
the scale Lc, but their ratios tend to finite, fixed values
(the value of Lc itself does depend on the bare values of
the interactions). In RG language, this is called a fixed
trajectory. There can be more than one fixed trajectory,
in which case each has a finite basin of attraction in the
parameter space of initial interactions. For each fixed
trajectory, one can find with certainty what is the lead-
ing and the subleading instability in the system.
To select what kind of order develops at L = Lc, one
needs to move the RG analysis to the next level and
obtain the RG equations for the flow of the vertices in
different instability channels, Γj . Each vertex is renor-
malized by a particular combination of the interactions
Ui. For the channels in which the vertex renormaliza-
tions are logarithmical, like SC or SDW, vertex renormal-
izations are given by the series of ladder diagrams with
either particle-hole or particle-particle bubble in every
cross-section, and with interactions treated as the run-
ning ones. To logarithmical accuracy the summation of
these diagrams is equivalent to solving the differential
equations
dΓj
dL
= Γju
j (27)
where uj is a dimensionless coupling in the channel j
(the combination of UiNi, where Ni is of the order of the
density of states NF ). The susceptibilities χj are given
by bubble diagrams with Γj in the vertices and obey
dχj
dL
= Γ2j (28)
Solving Eq. (27) with the RG solution for uj as an input,
substituting the result into (28) and solving for χj(L),
one obtains χj(L) ∝ 1/(Lc − L)αj . In general, the ex-
ponents αj are all different. The channel in which αj
has the largest value is the leading candidate among the
logarithmical channels to develop an order below the in-
stability.
We will see, however, that the situation in at least
some FeSC is more involved because the susceptibil-
ity in initially non-logarithmical channels, like Pomer-
anchuk channels, also flows with L due to renormaliza-
tions that involve the running couplings Ui(L). We will
show that the corresponding susceptibilities scale with L
as χj(L) ∝ 1/(Lc − L). If αj in the leading logarith-
mical channel is smaller than one, the susceptibilities in
the Pomeranchuk channels diverge with a higher expo-
nent. In this situation, the system may actually develop
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a Pomeranchuk order below the instability. We discuss
this in more detail in Sec. IVC4.
The advantage of the RG approach over mean-field ap-
proaches, such as RPA, is that it allows one to analyze
mutual feedbacks between fluctuations in different chan-
nels (e.g., how superconducting fluctuations modify SDW
fluctuations, which in turn contribute to the pairing in-
teraction). The drawback of RG is that it is, by construc-
tion, a weak-coupling analysis. Moreover, the selection
of diagrams which are included into RG analysis is jus-
tified only if vertex renormalizations in the particle-hole
channel (associated with density-wave instabilities) are
logarithmic at some transferred momentum, like in the
Cooper channel (associated with the superconducting in-
stabilities). In FeSC, this condition is generally satis-
fied because renormalizations in the particle-hole chan-
nel with transfer momenta QX and/or QY involve elec-
tronic states from hole-like and electron-like bands, and
a particle-hole bubble made of fermions from a hole and
an electron band depends logarithmically of the exter-
nal frequency, much like a Cooper bubble. But this only
holds at energies larger than |δm| and |δµ| in Eq. 18,
i.e. RG can be rigorously justified down to the lowest
energies only at perfect nesting. Away from perfect nest-
ing, the parquet RG flow of the couplings towards one or
another fixed trajectory holds between the upper cutoff
of the low-energy theory and, roughly, the largest Fermi
energy, EF . At E < EF different channels no longer
“talk” to each other. If the scale L = Lc falls into this
range, the selection of the leading instability can be fully
described within parquet RG. If the RG scale L reaches
LF = log Λ/EF before the instability develops, parquet
RG allows one to determine the values of the running
couplings at L = LF . At smaller energies (larger L) one
can use, e.g., RPA with these couplings as inputs. For a
recent approach to extend RG equations to L→ LF see
Ref. [102].
2. Two-band model
To analyze how interactions select between different
density-wave and SC instabilities, we first consider a
toy two-band model with one hole and one of the two
electron pockets, i.e. we consider SDW and CDW orders
with a single ordering vector. This model is blind to
d-wave superconductivity and d−wave Pomeranchuk
order, yet it offers interesting insights into the interplay
between SDW, iCDW, and s+− superconductivity.
In terms of the interactions, this toy model has five
couplings U1 − U5, while U6 = U7 = U8 = 0.
Perfect nesting, EF = 0
We first consider the limit of perfect nesting,
δµ = δm = 0 in Eq. (18), when both hole and electron
bands just touch the Fermi level: e,h = ±k2/(2m). The
masses will be absorbed into dimensional couplings. For
0.0 0.5 1.0 1.5 2.0 2.5 3.0
u1/u3
−1
−0.5
0
0.5
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Figure 9. RG flows of the two-band model in the
(
u1
u3
, u4
u3
)
plane. The fixed point is shown in blue. Figure from Ref.
[59].
free fermions, the susceptibilities in the SDW and CDW
channels with real and imaginary order parameters and
in s++ and s+− SC channels are all degenerate and scale
as χ0 ∝ ln (Λ/T ), where Λ is the bandwidth. Once the
interactions from Eq.(25) are included, this degeneracy
is lifted. Within RPA, different susceptibilities become
χj = χ0/ (1− Γjχ0), where [59]:
ΓSDW = U1 + U3 ; ΓiSDW = U1 − U3
ΓCDW = U1 − U3 − 2U2 ; ΓiCDW = U1 + U3 − 2U2
Γs+− = −U4 + U3 ; Γs++ = −U4 − U3 (29)
When all Ui are equal (Hubbard model in the band
basis), the leading instability within RPA is towards
SDW magnetism. The interaction in the SC s++ chan-
nel is repulsive, and the one in the s+− channel vanishes
(Γs+− = 0, Γs++ < 0).
We now apply RG. We we do not give the details of this
calculation, and just list the results. The reader inter-
ested in details is referred to the relevant literature [59].
There is one stable fixed trajectory for positive (repul-
sive) interactions U1 − U5. All interactions diverge near
L = Lc, but their ratios tend to finite values. Specif-
ically, the dimensionless uj = UjNF , where NF is the
density of states, evolve near L = Lc as u1 ∝ 1/(Lc−L),
u1/u3 = −u4/u3 = −u5/u3 = 1/
√
5, and u2/u3 = 0.
Fig. 9 illustrates the RG flow in the
(
u1
u3
, u4u3
)
plane,
highlighting the stable fixed point
(
1√
5
,− 1√
5
)
.
We now analyze use the running couplings ui as inputs
and analyze the flow of the vertices and susceptibilities in
different channels. Solving Eqs. (27) and (28) we obtain
that the susceptibilities in the SDW, iCDW, and s+− SC
channel diverge as 1/(L0 − L)α with the same exponent
α = (
√
5 − 2)/3 = 0.08, while susceptibilities in the
iSDW, CDW, and s++ SC channel do not diverge. The
outcome is that the system has an emergent enhanced
O(6) symmetry – the three order parameters form a
6-dimensional super-vector N = (∆SDW, ∆s+− , ∆iCDW)
[59, 103]. This has important implications for the
competition between superconductivity and SDW, as we
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discuss below.
Away from perfect nesting, finite EF .
At non-zero EF (and hence non-zero δµ and, in
general, also δm), the parquet RG flow discussed above
holds as long as the running energy is larger than
EF , i.e. as long as L < LF . For L > LF , the RG
equations change as the six different channels decouple.
In most FeSC, the largest Fermi energy is about 100
meV, while Λ is of order of eV. Thus, even though
EF  Λ, it is likely that LF < Lc, implying that the
instability is not really reached within parquet RG. At
L = LF , the coupling in the SDW channel is the largest,
and the ones in iCDW and s+− channels are smaller
(Refs. [59, 81]). At L > LF , the only channel in which
interactions continue to grow logarithmically is the s+−
SC channel, while the couplings in SDW and iCDW
channels eventually saturate. If the superconducting
uSC(L) is already attractive at L = LF and is close
to uSDW , s+− superconductivity is the most likely
outcome. If uSDW (LF ) is large while the other uj are
smaller, the system likely develops SDW order, and if
all uj are small at L = LF and the SC interaction is
repulsive, the system likely remains a metal down to
T = 0 (see Fig. 10). For some initial input param-
eters, the system may also develop iCDW order [90, 104].
Ginzburg-Landau free energy
Within the two-band model one can study the
interplay between s+− superconductivity and SDW
at E < EF in more detail by deriving the Ginzburg-
Landau free energy for the coupled s+− and SDW order
parameters ∆s+− and ∆SDW. This is accomplished by
performing a Hubbard-Stratonovich transformation of
the interaction terms in Eq. (25) in the SDW and s+−
channels. One can then integrate out the electronic
degrees of freedom and expand in powers of the two
order parameters. This yields [83, 84, 105]:
F (∆s+− ,∆SDW) =
as
2
∆2s+− +
us
4
∆4s+−+
am
2
∆2SDW +
um
4
∆4SDW +
γ
2
∆2s+−∆
2
SDW (30)
All Ginzburg-Landau coefficients are given microscop-
ically in terms of the band dispersions (17) and the ef-
fective SDW and s+− SC interactions (see Refs. [83, 84]
for details). Despite the fact that γ > 0, indicating that
the two orders compete with each other, they coexist mi-
croscopically if γ <
√
usum. Otherwise, if γ >
√
usum,
the SDW and s+− SC states phase-separate as the tran-
sition from one phase to the other is first-order. Thus, it
is convenient to define the parameter g¯ ≡ γ −√usum.
The microscopic calculation reveals that, for perfect
nesting, g¯ = 0, i.e. the system is at the edge between
coexistence and phase separation [105]. In this case, it
is clear that the free energy near the multi-critical point
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Figure 10. RG flow of the SDW (red/dashed curve) and s+−
SC (green/solid curve) vertices for the two-band model; (a)
denotes the case LF > Lc, whereas (b) denotes the case LF <
Lc. Figure from Ref. [81].
has an emergent O (5) symmetry, since only the combi-
nation
(
∆2s+− + ∆
2
SDW
)
appears in Eq. (30). This is an-
other manifestation of the degeneracy between SDW and
s+− SC at perfect nesting. Deviations from perfect nest-
ing may tip the balance to either g¯ < 0 (promoting mi-
croscopic coexistence) or g¯ > 0 (promoting macroscopic
phase separation), as shown in Fig. 11.
3. Three-band model
Despite all the interesting insights offered by the
2-band model, it has a major drawback: by considering
the coupling between one hole- and one electron-pocket
only, it assumes that the selected magnetic order has
a single ordering vector and is therefore insensitive to
spontaneous tetragonal symmetry breaking, which is
present in the phase diagram of the FeSC (see Fig. 1).
The tetragonal symmetry breaking can be captured
within the 3-band model as there are two possibilities
for SDW order there, with ordering vectors QX and QY .
A spontaneous selection of one of these orders breaks C4
symmetry down to C2.
15
g u/10-1
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s (nested bands) s
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s) (( )
Figure 11. Schematic representation of the fate of the com-
peting SC and SDW orders in the two-band model: for per-
fect nesting, s+− is at the verge of microscopic coexistence
or macroscopic phase separation with SDW (g¯ = 0), whereas
s++ is deep in the phase-separation region (g¯ > 0). Devia-
tions from perfect nesting may take the s+− state to either
regime, whereas s++ remains in the phase-separation region.
Figure adapted from Ref. [105].
RG analysis
We first briefly discuss how the RG results of
the 2-band model are modified in the 3-band case [81].
Again, we just quote the results and refer to Ref. [81]
for details. Similarly to the 2-band case, one finds a
divergence of the vertices ΓSDW and Γs+− at a finite
running coupling Lc ≡ log
(
Λ
Ec
)
. However, in contrast
to the 2-band model, where the two instabilities are
degenerate, here us
+−
becomes larger than uSDW as the
instability is approached, as shown in Fig. 12. This
happens by purely geometrical reasons (two electron
pockets instead of one). As a result, s+− superconduc-
tivity wins over SDW even in the case of perfect nesting.
The situation however changes if the Fermi energy is not
small, i.e. if LF < Lc. Then, the leading instability is
given by whichever vertex is larger at the scale LF . As
shown in the same figure, for large enough Fermi energy
values, the leading instability becomes the SDW and not
the SC one [81].
To complete the RG analysis, one should use the
results for the flow of the couplings and compute the
susceptibilities in the SDW and SC channels, and also in
the channels with Q = 0 order. This analysis shows that
not only s+− superconductivity wins over SDW, but
also that the growth of the SDW susceptibility is halted
due to the negative feedback effect from increasing SC
fluctuations. It also shows that the susceptibilities in the
Q = 0 channels for the order parameters in Eq. (24),
which either break C4 symmetry down to C2 (leading to
a nematic order) or simultaneously shrink/expand hole
and electron pockets, grow with larger exponents than
the SC susceptibility. Thus, these Q = 0 orders may
occur before superconductivity, if the system parameters
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Figure 12. RG flows of the s+− SC (green/solid) and SDW
(red/dashed) vertices for the three-band model for different
values of the ratio LF /Lc. Figure from Ref. [81].
allow the RG flow run long enough. We will not focus
on this physics here but discuss it in detail in Sec. IV
where we include the orbital composition of the Fermi
pockets.
The selection of the magnetic order
An important question is which type of magnetic
order is selected, if the SDW instability occurs prior to
superconductivity. Because there are two possible SDW
order parameters, ∆SDW,X and ∆SDW,Y , with two
different ordering vectors, QX and QY , there are two
possibilities for the magnetically ordered state: either
both order parameters condense simultaneously, giving
rise to a double-Q magnetic phase, or only one of the
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order parameters condense, giving rise to a single-Q
stripe magnetic phase [54, 85, 87, 106–109]. This issue
has important implications for the onset of nematic
order, as we will discuss shortly. The selection of the
magnetic order cannot be determined coming from the
magnetically-disordered phase because the susceptibili-
ties χQX and χQY are identical in this regime. To select
the type of SDW order one needs to go into the ordered
phase and analyze quartic couplings between the two
magnetic order parameters ∆SDW,X and ∆SDW,Y .
To do this, one can derive the Ginzburg-Landau free
energy for ∆SDW,X and ∆SDW,Y from the low-energy
fermionic model. The procedure is similar to the one
described above to study the competition between mag-
netism and superconductivity. Here we only focus on the
SDW component. The interacting terms in Eq. (25) are
decoupled in the SDW channel via appropriate Hubbard-
Stratonovich transformations. After integrating out the
electronic degrees of freedom in the partition function
and expanding in powers of the order parameters, we
obtain the magnetic free energy (the SDW subscript is
omitted for simplicity) [86]:
F [∆X ,∆Y ] =
a
2
(
∆2X + ∆
2
Y
)
+
u
4
(
∆2X + ∆
2
Y
)2
− g
4
(
∆2X −∆2Y
)2
+ w (∆X ·∆Y )2 (31)
Before discussing the values of the Ginzburg-Landau
coefficients obtained from the microscopic model, we dis-
cuss the possible ground states of Eq. (31). The first two
terms depend only on the combination
(
∆2X + ∆
2
Y
)
, and
therefore do not distinguish between single-Q or double-
Q phases. The last two terms do: g > 0 favors a state in
which either ∆X or ∆Y vanish (single-Q), whereas g < 0
favors a state in which ∆X = ∆Y (double-Q). Within
the double-Q subspace, w > 0 favors the configuration
in which ∆X ⊥ ∆Y , whereas w < 0 favors the configu-
ration in which ∆X ‖∆Y .
Fig. 13 shows the complete phase diagram in the (g, w)
plane, together with the depictions of different ground
states in real space [110]. For g > max (0,−w), the
system develops a stripe-type magnetic state in which
either ∆X 6= 0 or ∆Y 6= 0. As it is apparent in the
figure, this states breaks the C4 tetragonal symmetry
of the system down to orthorhombic C2. For g < −w
and w < 0, the ground state is the so-called charge-spin
density-wave (CSDW) [109], characterized by ∆X = ∆Y
and ∆X ‖ ∆Y . This is a double-Q state that preserves
the tetragonal symmetry of the system and displays a
non-uniform magnetization in the Fe sites. Finally, for
g < 0 and w > 0, the magnetic configuration is a non-
collinear one, called a spin-vortex crystal (SVC) [109],
in which ∆X = ∆Y and ∆X ⊥ ∆Y . This is another
double-Q state that preserves the tetragonal symmetry.
The Ginzburg-Landau coefficients u, g, and w are ex-
pressed via fermionic propagators and depend on the
band dispersions of the underlying fermionic model. The
terms u and g are given by [86]:
Figure 13. Phase diagram of the SDW free energy (31)
displaying the double-Q spin-vortex crystal and charge-spin
density-wave phases, as well as the stripe single-Q phase. Fig-
ure adapted from Ref. [110].
u =
1
2
∑
n
ˆ
d2k
(2pi)
2 G
2
h,k (GeX ,k +GeY ,k)
2
g = −1
2
∑
n
ˆ
d2k
(2pi)
2 G
2
h,k (GeX ,k −GeY ,k)2 (32)
where G−1j,k = iωn− εj,k is the free-fermion Green’s func-
tion of band j. The coefficient w vanishes due to phase
space and momentum conservation constraints.
For perfect nesting, g = 0, since GeX ,k = GeY ,k. In
this case, the magnetic ground state manifold has a
larger O(6) symmetry, because only the combination(
∆2X + ∆
2
Y
)
appears in the free energy. Small devia-
tions from perfect nesting yield g > 0, which implies
the existence of a single-Q stripe magnetic state, as
observed experimentally. Stronger deviations from
perfect nesting, however, may change the sign of g and
promote a double-Q phase, as shown in Ref. [108].
Experimentally, tetragonal double-Q phases have been
recently observed in hole-doped FeSC [70–72]. Note
that, within this model, w = 0 and the two types of
double-Q phases are degenerate. To lift this degeneracy,
one needs to include effects beyond those arising from
the electronic structure. In particular, residual interac-
tions in Eq. (25) that do not contribute to the SDW
instability favor w > 0 (and therefore a spin-vortex
crystal) [85, 108] whereas coupling to disorder favors
w < 0 (and hence a charge-spin density-wave) [111].
Recent Mossbauer experiments have shown that, at least
in some of the compounds where the double-Q phase
has been reported, it is of the charge-spin density-wave
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type [72].
Ising-nematic order
The 3-band model also offers a suitable platform to
study the onset of nematic order [19, 112–120], by which
we mean the order which breaks C4 symmetry down to C2
but does not break spin-rotational symmetry. In the case
where the magnetic ground state is the single-Q stripe
one (g > 0), the system actually has a doubly-degenerate
ground state corresponding to either ∆Y = 0 (QX order)
or ∆X = 0 (QY order). In the former, the stripes are par-
allel to the y axis, whereas in the latter they are parallel
to the x axis. Therefore, these two ground states are
not related by an overall rotation of the spins, but rather
by a 90◦ rotation. As a result, the ground state mani-
fold in the g > 0 case is O(3) × Z2, with O(3) referring
to the spin-rotational symmetry and Z2 to the tetrago-
nal symmetry of the system. In a mean-field approach
both symmetries are broken simultaneously, but fluctua-
tions in general suppress the continuous O(3) symmetry-
breaking transition to lower temperatures than the dis-
crete Z2 symmetry-breaking transition, particularly in
anisotropic layered systems. As a result, there appears
an intermediate phase where the Z2 symmetry is broken
(i.e. the system is orthorhombic) but the O(3) symme-
try is preserved (i.e. the system is paramagnetic). In
other words, the stripe SDW phase melts in two stages,
giving rise to an intermediate phase with O(3) symme-
try restored but Z2 broken [7, 86, 121–126]. In analogy
with liquid crystals, the stripe SDW phase can be viewed
as a smectic phase and the intermediate Z2 phase as a
nematic phase.
The spin-driven nematic order parameter ϕ (also often
called Ising-nematic order parameter to underline that it
breaks Z2 symmetry) is a composite operator made out
of products of two SDW order parameters.
ϕ ∝ ∆2X −∆2Y (33)
When the mean value of ϕ is non-zero, the tetrago-
nal symmetry is broken, because magnetic fluctuations
around QX become larger or smaller than magnetic fluc-
tuations around QY , as shown in Fig. 14.
The properties of the nematic phase can be obtained
directly from the microscopically-derived free energy (31)
by either computing the susceptibility for the ϕ field
within RPA, or using bosonic RG or large-N . We
refer the interested reader to the relevant literature
[7, 86, 122, 123, 127].
The calculation of the static nematic susceptibility
within RPA yields [125]:
χnem =
´
k
χ2SDW (k)
1− g ´
k
χ2SDW (k)
(34)
where we introduced the notation k = (ωn,k). To un-
derstand the meaning of this expression, consider that
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Figure 14. Schematic representation of the nematic phase
promoted by the partial melting of the stripe SDW state.
Below the nematic transition temperature Tnem but above the
magnetic transition temperature Tmag, the inelastic magnetic
peaks become different around QX = (pi, 0) and QY = (0, pi).
Figure adapted from Ref. [86].
the system is approaching an SDW transition from high
temperatures. At the SDW transition, the quantity´
k
χ2SDW (k) must diverge. However, before it diverges, it
will reach the value 1/g, no matter how small g is, as long
as g > 0. Thus, χnem →∞ before χSDW →∞. The close
relationship between these two transitions is evident: if
the magnetic transition temperature is suppressed, then´
k
χ2SDW (k) will only reach the value 1/g at a lower tem-
perature. Because of this, the nematic transition line
follows the magnetic transition line, in agreement with
the experimental phase diagrams of most FeSC (except
for FeSe, see next section).
Note that in more sophisticated RG or large-N ap-
proaches, the nematic transition is not always a second
order transition. It can be first-order, with a jump in ϕ
from zero to a finite value. Furthermore, in some cases
the jump in ϕ triggers the magnetic order, giving rise to a
simultaneous first-order magnetic-nematic transition (see
Ref. [86] for details).
As for the interplay between superconductivity and
SDW, the 3-band model reveals a new ingredient absent
in the 2-band model. Similarly to the 2-band model (see
Eq. (30)), we can derive from the microscopic model
the Ginzburg-Landau free energy for the magnetic (∆X ,
∆Y ) and SC (∆s+− , ∆s++ , ∆d) order parameters. The
competition between SDW and superconductivity is still
present, as the biquadratic couplings ∆2s+−∆
2
X/Y have
positive coefficients. But besides this, a new coupling
appears in the free energy [95, 128]:
F˜ = λ (∆∗s+−∆d + ∆s+−∆
∗
d)
(
∆2X −∆2Y
)
(35)
This term can be interpreted as a trilinear coupling be-
tween the s+− and d-wave SC order parameters and the
nematic order parameter. The consequences of this term
are interesting: an obvious one is that long-range ne-
matic order leads to an admixture of the s+− and d-wave
gaps. This is not unexpected, since in the orthorhombic
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Figure 15. Interplay between d-wave and s+−-wave supercon-
ductivity as function of the intensity of nematic fluctuations
(χnem): for weak nematic fluctuations, the coexistence state
s ± id breaks time-reversal symmetry, whereas for moderate
fluctuations, the coexistence state s±d breaks tetragonal sym-
metry.
phase these two gaps no longer belong to different irre-
ducible representations. What is more interesting is that
Tc can actually increase in the presence of nematic order,
because the pairing frustration between s+− or d-wave
is lifted by long-range nematic order [95, 129]. This is
particularly relevant when s+− and d-wave channels are
nearly degenerate [12, 130]. Analogously, if the system
condenses in a single-Q stripe phase, the suppression of
Tc due to the competition between SDW and supercon-
ductivity may be alleviated by this effect. This is to be
contrasted with the case of a double-Q phase, in which
∆2X = ∆
2
Y , and the term (35) does not contribute to an
energy gain [131].
Even in the tetragonal phase, where there is no long-
range nematic order, the trilinear coupling (35) can be-
come important – as long as the s+− and d-wave SC
states have comparable energies and nematic fluctuations
are strong. After integrating out nematic fluctuations,
we find that nematic fluctuations promote an effective
attraction between the s+− and d-wave channels. As
a result, an exotic nematic-SC state s ± d that spon-
taneously breaks tetragonal symmetry can be stabilized
[95, 132] instead of the s± id state that would appear in
the absence of nematic fluctuations [133], see Fig. 15.
To summarize, the analysis of the 2-band and 3-band
models reveal that, despite their simplicity, they offer
deep insights into the rich physics of the FeSC, particu-
larly the interplay between SDW and SC orders, the se-
lection of SDW order by fluctuations, and vestigial Ising-
nematic order. The main drawback of the band models
is the neglect of orbital degrees of freedom, e.g. band
models cannot describe the phenomena associated with
spontaneous orbital order. They also cannot detect spe-
cific orbital-induced features in the SDW and SC phases,
such as nodal SDW and orbital anti-phase pairing state.
IV. ORBITAL-PROJECTED BAND MODELS
We now discuss recent works that aim to capture the
low-energy physics of FeSC by focusing on band excita-
tions near the Fermi surface, while fully keeping the or-
bital content of these excitations [49, 55, 97]. The inputs
for this approach are the Fermi surface geometry (the lo-
cation of the Fermi surfaces near Γ, X, Y , and M points
in the 1-Fe BZ) and the fact that the excitations near
the Fermi surfaces are composed predominantly of three
orbitals – dxz, dyz, and dxy. The electronic states near
each pocket are treated as separate excitations, as in the
band-basis approach of the previous section. However,
the interactions between the low-energy electronic states
are not treated phenomenologically. Instead, they are
obtained directly from the underlying orbital model and
contain information about the orbital composition of the
low-energy states via the orbital-band matrix elements
from Eq (3).
As discussed above, with the dxz, dyz, and dxy orbitals,
one can successfully describe the low-energy sector of the
electronic dispersion, but one cannot describe the disper-
sions over the whole BZ. Accordingly, the restriction to
states near the Fermi pockets is justified if the excitations
with momenta far from the high-symmetry points of the
BZ have high enough energy and do not contribute to
the low-energy physics. This generally requires all Fermi
pockets to be small and all excitations at, say, half the
distance between different pockets, to be high in energy.
The first condition is satisfied in most FeSC, particularly
the ones with only two hole and two electron pockets.
The second condition needs to be verified for each spe-
cific material as some bands remain rather flat between
the Γ-centered hole pockets and the X-and Y -centered
electron pockets.
In the discussion below we assume that the conditions
for the separation into low-energy states near the pockets
and high-energy states between the pockets are met and
analyze how the orbital content of the excitations affects
the hierarchy of instabilities towards SC, density-wave,
and orbital orders.
A. Non-interacting Hamiltonian
There are different ways to construct low-energy exci-
tations near the Fermi pockets. One way is to exploit
the properties of the P4/nmm space group of a single
FeAs layer and construct the minimal model using the
Luttinger’s method of invariants [49]. The free parame-
ters of the non-interacting part of the model can then be
extracted from the fit to first-principle calculations. An-
other way is to start directly from the five-orbital model
of Eq. (5)
H0 =
∑
µν
[µν − µ¯δµν ] (k) d†kµσdkνσ (36)
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where µν (k) is the 5 × 5 dispersion matrix, and re-
strict µν (k) to the subspace of dxz, dyz, and dxy or-
bitals that dominate the low-energy states near the de-
sired high-symmetry point [55, 97]. Expanding near each
high-symmetry point and diagonalizing the quadratic
Hamiltonian, one obtains the dispersion of low-energy
excitations in the band basis. In this case, the band
dispersion parameters are given in terms of the origi-
nal tight-binding parameters of the orbital model. The
drawback of this procedure is that the actual low-energy
dispersions, extracted from ARPES experiments, gener-
ally differ from the ones obtained from the truncated
tight-binding model due to interaction-driven renormal-
izations involving high-energy states [96, 134]. According
to ARPES, such renormalizations change the hopping pa-
rameters by orbital-dependent numerical factors, which
range between one and three in most of FeSC, but can
be as high as seven [135]. In other words, to obtain the
actual low-energy dispersion from the underlying 5 × 5
orbital model, one has to integrate out high-energy states
(including the ones from the other orbitals) rather than
just neglect them. It is therefore more convenient to fit
the expansion parameters to the experiments rather than
to first-principle calculations.
We start by considering the region near the Γ point.
As shown previously in Fig. 4, the spectral weight of the
low-energy states arises mainly from the dxz and dyz or-
bitals. In the absence of spin-orbit coupling, these two or-
bitals are degenerate at the Γ point, i.e., xz,xz(k = 0) =
yz,yz(k = 0) and xz,yz(k = 0) = 0. The degeneracy is
exact and stems from the fact that in group theoretical
language dxz and dyz states form the two-dimensional Eg
irreducible representation of the D4h group. Introducing
the spinor
ψΓ,k =
(
dyz,kσ
−dxz,kσ,
)
(37)
one can write the kinetic energy part of the Hamiltonian
as
H0,Γ =
∑
k
ψ†Γ,khΓ (k)ψΓ,k (38)
To obtain the elements of the 2× 2 matrix hΓ (k) one
can either expand the 2 × 2 matrix µν (k) for small k
(with µ, ν = dxz, dyz) or write down all the trigonometric
invariants that satisfy the symmetry property that one
orbital transforms into the other under a rotation by pi/2.
In both cases, we obtain [49, 55]
hΓ(k) =(
Γ +
k2
2mΓ
+ bk2 cos 2θ ck2 sin 2θ
ck2 sin 2θ Γ +
k2
2mΓ
− bk2 cos 2θ
)
⊗ σ0
(39)
where the Pauli matrix σ0 refers to the spin space and
the angle θ is measured with respect to the kx axis. The
parameters Γ, mΓ, b, and c could be related to the tight-
binding parameters of µν(k). However, due to the rea-
sons discussed above, they should better be understood
as input parameters that can be obtained from fits to
ARPES data. The Hamiltonian is diagonalized by trans-
forming to hole-band operators ch1,kσ and ch2,kσ via the
rotation
ch1,kσ = cos θkdxz,kσ − sin θkdyz,kσ
ch2,kσ = cos θkdyz,kσ + sin θkdxz,kσ (40)
The Hamiltonian in the band basis is:
H0,Γ =
∑
i=1,2
∑
kσi
εhi (k) c
†
hi,kσ
chi,kσ (41)
where
εh1,2 (k) = Γ +
k2
2mΓ
∓ k2
√
b2 cos2 θ + c2 sin2 θ (42)
The angle θk is related to the polar angle θ by:
tan 2θk =
c
b
tan 2θ (43)
The two angles satisfy a simple relationship when c2 =
b2. Then θk = −sign (c) θ if b < 0 and θk = sign (c) θ+ pi2
if b > 0. In either case, the condition c2 = b2 implies that
the dispersions εh1,2 (k) are isotropic, i.e. the two hole
Fermi surfaces are circles of different radii:
εh1,2 (k) = Γ +
k2
2m1,2
(44)
with:
m1,2 =
mΓ
1∓ 2 |c|mΓ (45)
Consider now the momentum range near the X pocket.
The low-energy orbital excitations in this region are com-
posed out of dyz and dxy orbitals (see Fig. 4 above). By
this reason, we can restrict the analysis to the 2× 2 sub-
space spanned by the dyz and dxy orbitals and express
the kinetic energy in the orbital space in terms of a spinor
ψX,k =
(
dyz,k+QXσ
dxy,k+QXσ
)
(46)
as
H0,X =
∑
k
ψ†X,khX (k)ψX,k (47)
Note that k in hX (k) is measured relative to QX . The
elements of the matrix hX(k) obey certain symmetry con-
ditions, which can also be obtained by expanding the 2×2
matrix µν (k) for small k + QX (with µ, ν = dyz, dxy)
[49, 55]:
hX(k) =(
1 +
k2
2m1
− a1k2 cos 2θ −2ivk sin θ
2ivk sin θ 3 +
k2
2m3
− a3k2 cos 2θ
)
⊗ σ0
(48)
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Because the non-diagonal terms in hX(k) are imagi-
nary, the transformation to band operators involves com-
plex factors
ceX1,k+QXσ = cos θkdyz,k+QXσ − i sin θkdxy,k+QXσ
ceX2,k+QXσ = cos θkdxy,k+QXσ − i sin θkdyz,k+QXσ.
(49)
The diagonal Hamiltonian in the band basis is
H0,X =
∑
kσi
εeXi (k + QX) c
†
eXi,k+QXσ
ceXi,k+QXσ (50)
where
εeX1,X2 (k + QX) =
A1 +A3
2
(51)
±
√(
A1 −A3
2
)2
+ 4k2v2 sin2 θ
Here, A1 = 1 + k2/(2m1)− a1k2 cos 2θ and A3 = 3 +
k2/(2m3) − a3k2 cos 2θ are the diagonal elements of the
matrix hX(k). The angle θk+QX is related to the polar
angle θ by
tan 2θk+QX =
4vk sin 2θ
A1 −A3 (52)
Out of the two dispersions in (51), only one crosses
the Fermi level. Let us first consider the angles θ =
0, pi, for which the hybridization between the dxy and dyz
orbitals vanishes. ARPES measurements show that at
k = 0 (i.e. at the X point) both A1 and A3 are negative
and the dxy orbital has a lower energy, i.e. A3 < A1
[136, 137]. However, for k = kF , the band that crosses
the Fermi level has a pure dxy character. As a result,
A3 < A1 for k = 0 and A3 > A1 for k = kF and θ =
0, pi. Consequently, the band that crosses the Fermi level
at these angles must be εeX1 (k) =
(
A1+A3
2
)
+
∣∣A1−A3
2
∣∣,
which interpolates between pure dyz character at k = 0
(A3 < A1) and pure dxy character at k = kF (A3 > A1).
For any other value of θ, the dyz and dxy orbital
dispersions become hybridized. By continuity, the dis-
persion which crosses the Fermi level must be εeX1 (k).
Hereafter, we drop the subscript and denote this disper-
sion by εeX (k) and the corresponding band operator by
ceX ,k+QXσ. The second dispersion εeX2 (k) does not cross
the Fermi level and we assume that it does not belong to
the low-energy sector.
Similarly, for the electron pocket at Y we consider the
2×2 subspace spanned by the dxz and dxy orbitals, define
the spinor:
ψY,k =
(
dxz,k+QY σ
dxy,k+QY σ
)
(53)
and write the kinetic energy as
H0,Y =
∑
k
ψ†Y,khY (k)ψY,k (54)
with
hY (k) =(
1 +
k2
2m1
+ a1k
2 cos 2θ −2ivk cos θ
2ivk cos θ 3 +
k2
2m3
+ a3k
2 cos 2θ
)
⊗ σ0
(55)
The dispersion that crosses the Fermi level is
εeY (k + QY ) = εeY 1 (k + QY ) =
A¯1 + A¯3
2
+
√(
A¯1 − A¯3
2
)2
+ 4k2v2 cos2 θ. (56)
where A¯1 = 1 + k2/(2m1) + a1k2 cos 2θ and A¯3 = 3 +
k2/(2m3)+a3k
2 cos 2θ are diagonal components of hY (k).
We label the corresponding band operator as ceY ,k+QY σ.
Combining Eqs. (38), (47), and (54), we obtain the
the free-fermion part of the low-energy Hamiltonian:
H0 =
∑
k
Ψ†k
[
Hˆ0(k)− µ1ˆ
]
Ψk (57)
where Ψk is the enlarged spinor
Ψk =
 ψY,kψX,k
ψΓ,k
 (58)
and the Hamiltonian in the matrix form is
Hˆ0(k) =
hY (k) 0 00 hX(k) 0
0 0 hΓ(k)
 (59)
Fig. 16 shows the resulting Fermi surfaces from this
model. For this figure, the input parameters were ob-
tained from the fit to first-principle calculations [49] (see
Table IV in Appendix A; higher-order off-diagonal terms
have been included to yield a better looking Fermi sur-
face). As discussed above, alternatively one can treat Γ,
1, 3, mΓ, m1, m3, a1, a3, b, c, and v as input parameters
and obtain them from fits to ARPES data. The advan-
tage of this last procedure is that it deals with the actual
measured dispersion and hence includes all regular renor-
malizations from high-energy fermions, which shrink and
move the bands [34, 50, 96]. Note also that although the
number of input parameters (11 total) is not small, it is
still much smaller than the number of input parameters
for the full-fledged five-orbital model from Sec. IIA 1
We emphasize that the model presented here is not
equivalent to the 3-orbital model which we considered in
Sec. II. To be more precise, the 3-orbital model consid-
ered here describes the low-energy sector of the lattice
model made out of dxz, dyz, and dxy orbitals near points
Γ, X, and Y . We remind that the 3-orbital lattice model
has additional Fermi surfaces, not observed in the exper-
iments. In the present analysis we take as an input the
fact that additional Fermi surfaces are eliminated by the
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Figure 16. Fermi surface of the orbital-projected band model
in the 1-Fe Brillouin zone.
hybridization between the t2g and eg subsets, and focus
on the experimentally-observed Fermi surface geometry.
If the Fermi surface geometry is such that there exists
an additional hole pocket at theM point, the analysis can
be straightforwardly extended to include it. Because this
pocket is made out of the dxy orbital, we just introduce
an additional operator ψM,k ≡ dxy,k+QX+QY σ and write
an additional kinetic energy term:
H0,M =
∑
k
ψ†M,khM (k)ψM,k (60)
with
hM (k) = M +
k2
2mM
− bMk4 sin2 2θ (61)
With this extra term, the free-fermion Hamiltonian de-
scribes all five Fermi pockets in terms of three distinct
orbital states.
B. Order parameters
The order parameters can be defined either in the or-
bital or in the band basis, similarly to how it was done in
the previous two sections. The difference with respect to
the purely orbital models is that now the momenta are
confined to the vicinity of the Γ, X, Y , and M points.
Consequently, some order parameters that seem differ-
ent when viewed in the full BZ become indistinguishable
(see below). Conversely, the difference with respect to
the purely band models is that now the order parame-
ters do depend on the angles along the Fermi pockets
due to variation of the orbital content of the low-energy
excitations. The order parameters can be straightfor-
wardly converted from one basis to the other using the
transformations from Eqs. (40) and (49). The full list of
potential order parameters is rather long, and for brief-
ness we list below only the order parameters composed
of combinations of dxz and dyz orbitals.
1. SDW and CDW orders
There are four possible order parameters describing
SDW order with momenta QX and QY [97]:
∆SDW,Y (k) = d
†
xz,k+QY α
σαβdxz,kβ + h.c.
∆SDW,X(k) = d
†
yz,k+QXα
σαβdyz,kβ + h.c.
∆iSDW,Y (k) = id
†
xzk+QY σ
σαβdxzkβ + h.c.
∆iSDW,X(k) = id
†
yzk+QXσ
dyzkσ + h.c. (62)
The momentum k is assumed to be small, what implies
that the relevant electronic states are near the Γ and the
X or Y points. These order parameters are diagonal in
the orbital index, and correspond to real SDW or imagi-
nary SDW (i.e. spin-current density-wave). In addition,
there are four possible orbital off-diagonal SDW order
parameters:
∆¯SDW,Y (k) = d
†
xz,k+QY α
σαβdyz,kβ + h.c.
∆¯SDW,X(k) = d
†
yz,k+QXα
σαβdxz,kβ + h.c.
∆¯iSDW,Y (k) = id
†
xz,k+QY α
σαβdyz,kβ + h.c.
∆¯iSDW,X(k) = id
†
yz,k+QXα
σαβdxz,kβ + h.c. (63)
In the band basis, these order parameters are bilin-
ear combinations of ch,kσ and ceX ,k+QXσ or ch,kσ and
ceY ,k+QY σ. Below we consider the effects of interactions
for the simplified model with electron pockets consisting
entirely of dxz and dyz orbitals. For this model, we obtain
in the band basis:
∆SDW,Y/X(k) = c
†
h1/2,kα
σαβceY/X ,k+QY/Xβ cos θ
± c†h2/1,kασαβceY/X ,k+QY/Xβ sin θ + h.c.
∆¯SDW,Y/X(k) = c
†
h2/1,kα
σαβceY/X ,k+QY/Xβ cos θ
∓ c†h1/2,kασαβceY/X ,k+QY/Xβ sin θ + h.c.
(64)
where the upper sign is for Y and the lower for X. The
expressions for the imaginary SDW order parameters are
analogous. CDW order parameters can be constructed
by just replacing σαβ → δαβ in the expressions above.
2. SC order
We consider only spin-singlet pairing. There are four
possible pairing channels with non-zero order parameters:
A1g, B1g, B2g, and A2g. The order parameter in the
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A2g channel vanishes under simultaneous interchange of
orbital indices and spin projections. The A1g, B1g, and
B2g order parameters in the orbital basis are [97]:
∆A1e = dxz,k+QY ↑dxz,−k−QY ↓ + dyz,k+QX↑dyz,−k−QX↓
∆A1h = dxz,k↑dxz,−k↓ + dyz,k↑dyz,−k↓
∆B1e = dxz,k+QY ↑dxz,−k−QY ↓ − dyz,k+QX↑dyz,−k−QX↓
∆B1h = dxz,k↑dxz,−k↓ − dyz,k↑dyz,−k↓
∆B2e = 0
∆B2h = dxz,k↑dyz,−k↓ + dyz,k↑dxz,−k↓ (65)
In the band basis, these order parameters become:
∆A1e = ceY ,k+QY ↑ceY ,−k−QY ↓ + ceX ,k+QX↑ceX ,−k−QX↓
∆A1h = ch1,k↑ch1,−k↓ + ch2,k↑ch2,−k↓
∆B1e = ceY ,k+QY ↑ceY ,−k−QY ↓ − ceX ,k+QX↑ceX ,−k−QX↓
∆B1h = (ch1,k↑ch1,−k↓ − ch2,k↑ch2,−k↓) cos 2θ
+ (ch1,k↑ch2,−k↓ − ch2,k↑ch1,−k↓) sin 2θ
∆B2e = 0
∆B2h = (ch2,k↑ch2,−k↓ − ch1,k↑ch1,−k↓) sin 2θ
+ (ch1,k↑ch2,−k↓ + ch2,k↑ch1,−k↓) cos 2θ (66)
For non-circular hole pockets, there are additional or-
der parameters in each representation. They have the
same structure as the ones above, but contain additional
powers of C4-symmetric factors cos 4θ either on the hole
or on the electron pockets. When the dxy orbital content
on the two electron pockets is included, certain gaps ac-
quire additional contributions that depend on the angle
along the electron pockets as cos(4n + 2)θ. These addi-
tional terms, when large enough, give rise to the emer-
gence of accidental nodes in an s−wave gap [81, 138].
3. Q = 0 orbital order
As discussed in Sec. II, the order parameters with zero
momentum transfer in the particle-hole charge channel
are
∆POM,µµ′ = d
†
µσdµ′σ (67)
where µ, µ′ = xz, yz and the summation over spin in-
dices is assumed. We label the corresponding combina-
tions near the hole and the electron pockets as ∆eµµ′ and
∆hµµ′ . The bilinear combinations, which are even under
inversion, can be classified by irreducible representations
of the D4h group. The most relevant ones for comparison
with experiments are in the A1g and B1g channels [97]:
∆ePOM,A1g/B1g = d
†
xz,k+QY σ
dxz,k+QY σ
± d†yz,k+QXσdyz,k+QXσ
∆hPOM,A1g/B1g = d
†
xz,kσdxz,kσ ± d†yz,kσdyz,kσ (68)
In the band basis, they become
∆ePOM,A1g = c
†
eY ,k+QY σ
ceY ,k+QY σ + c
†
eX ,k+QXσ
ceX ,k+QXσ
∆hPOM,A1g = c
†
h1,kσ
ch1,kσ + c
†
h2,kσ
ch2,kσ
∆ePOM,B1g = c
†
eY ,k+QY σ
ceY ,k+QY σ − c†eX ,k+QXσceX ,k+QXσ
∆hPOM,B1g =
(
c†h1,kσch1,kσ − c
†
h2,kσ
ch2,kσ
)
cos 2θ
+
(
c†h1,kσch2,kσ + c
†
h2,kσ
ch1,kσ
)
sin 2θ (69)
The order parameters in the band basis describe the
distortions of the Fermi surface and can be classified
as Pomeranchuk order parameters in either the s-wave
(A1g) or d-wave (B1g) channels. In general, there is no
requirement that ∆ePOM,A1g/B1g and ∆
h
POM,A1g/B1g
are
the same. To make this point explicit, we introduce sym-
metric and antisymmetric combinations of ∆ej and ∆hj in
different irreducible channels. In analogy to the SC case,
we label these combinations “plus-plus” and “plus-minus”:
∆++s,POM = ∆
e
POM,A1g + ∆
h
POM,A1g
∆+−s,POM = ∆
e
POM,A1g −∆hPOM,A1g
∆++d,POM = ∆
e
POM,B1g + ∆
h
POM,B1g
∆+−d,POM = ∆
e
POM,B1g −∆hPOM,B1g (70)
The average value
〈
∆++s,POM
〉
is never zero and just re-
flects the fact that the chemical potential varies with the
interaction. A non-zero average
〈
∆+−s,POM
〉
accounts for
an interaction-driven simultaneous shrinking (or expan-
sion) of hole and electron pockets that does not affect
charge conservation (see Fig. 17). Because this order
parameter does not break any symmetry of the system,
it is generally non-zero at any temperature [96, 134], as
we discussed in Sec. II B. Yet, the susceptibility towards
an s+− Pomeranchuk instability may have a strong tem-
perature dependence. This seems to be the case for FeSe
and, possibly, other materials [135, 139, 140].
On the other hand, the onset of either
〈
∆++d,POM
〉
or〈
∆+−d,POM
〉
does break tetragonal symmetry, distorting
the hole Fermi pockets into ellipses and changing the rel-
ative sizes of the two electron pockets (see Fig. 17). As
a result, these two order parameters can only appear be-
low a particular temperature Tnem. Because the two are
not orthogonal to each other, both are generally non-zero
below Tnem. An equivalent way to state this is to define
the d-wave Pomeranchuk order parameter in the orbital
basis as
∆d,POM(k) =
(
d†xz,kσdxz,kσ − d†yz,kσd†yz,kσ
)
f(k) (71)
By construction, f(QX) = f(QY ) = f(Q). The non-
equivalence of the B1g order parameters on the hole and
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Figure 17. Pomeranchuk instabilities of the orbital-projected
band model. Below the d-wave Pomeranchuk transition tem-
perature, the originally circular hole pockets (dashed lines)
are distorted into ellipses of opposite ellipticities (solid red
lines), whereas the two electron pockets become inequivalent
(solid blue lines). A non-zero s+−-wave Pomeranchuk order
parameter shrinks or expands all Fermi pockets equally, keep-
ing the occupation number constant.
on the electron pockets implies that, in general, f(0) 6=
f(Q). Although the momentum range is confined to the
vicinities of the Γ and X/Y points, one can still argue
that in real space such an order parameter has on-site
and bond components (between nearest neighbors, and,
in general, also further neighbors). If f(0) ≈ f(Q), i.e.,
∆++d,POM  ∆+−d,POM, the on-site component is the largest,
whereas if ∆++d,POM  ∆+−d,POM, the bond component is
the dominant one.
Other forms of d-wave orbital order have been pro-
posed [141, 142], but in the low-energy sector they are
indistinguishable from the ones we introduced here – of
course, as long as these order parameters do not mix the
d-wave and s-wave symmetries, which remain strictly or-
thogonal within the model we discuss in this section due
to the tetragonal symmetry of the system. To illustrate
this, consider the d-wave orbital order with zero trans-
ferred momentum proposed in Ref. [141]:
∆¯d,POM =
(
d†xz,kαdxz,kα + d
†
yz,kαd
†
yz,kα
)
(cos kx − cos ky)
(72)
One can readily verify that, if one restricts it to the
low-energy sector, such an order parameter is the same
as those in Eqs. (68) - (70), and it corresponds to ∆hB1g 
∆eB1g , i.e. ∆
++
d,POM ≈ ∆+−d,POM.
C. Interaction effects
We now turn to the analysis of the role of interactions.
As before, our goal is to understand what kind of instabil-
ity (if any) develops in the system upon lowering the tem-
perature, and whether different orders can coexist at the
lowest temperature. We briefly review three approaches.
Two fall into the “spin-fluctuation scenario”. The first is
based on RPA and is not, strictly speaking, a low-energy
approach. The second is a semi-phenomenological ap-
proach based on the low-energy spin-fluctuation model.
The third approach is a low-energy one, based on RG.
We consider these three approaches separately.
1. RPA approach
This approach follows a similar analysis previously
done for cuprate superconductors [75]. Its main goal is to
understand the origin of SC pairing and the interplay be-
tween different pairing channels. The idea is to start with
the full orbital model (no low-energy expansion) with
on-site Hubbard and Hund interactions, split the inter-
action into the spin and charge channels, and use RPA
to compute the effective spin-mediated pairing interac-
tion between the electrons [12, 17, 18, 35, 91, 143, 144].
This procedure is uncontrolled but is generally justified
on physics grounds because magnetism and superconduc-
tivity are close to each other on the phase diagram. The
effective, magnetically-mediated pairing interaction can
then be decomposed into different pairing channels and
analyzed separately within each channel. This last anal-
ysis is done within the low-energy subset, by taking the
pairing interaction as static but assuming that the upper
cutoff for the pairing is much smaller than the bandwidth.
The RPA approach has been reviewed before [8, 75]
and here we will just provide a brief description of the
solution of the pairing problem with spin-mediated in-
teraction. The pairing problem can be analyzed either
numerically, by solving a large-size matrix equation for
the eigenvalues in each pairing channel using the actual
tight-binding band structure, or analytically. The an-
alytical approach is based on the assumption that the
pairing interaction Γlm(k,−k; p − p) ≡ Γlm(k, p), where
l,m label Fermi pockets, can be approximated by the
lowest-order harmonics in the angular expansion, i.e., by
the products of the terms that we listed in Eq. (66) (one
for k, another for p), and the terms with cos 2θ depen-
dence along the electron pockets [145]. We show in Fig.
18 the comparison between the harmonic expansion and
the actual interaction, showing that the two are close.
Accordingly, we approximate Γlm(k, p) as
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Γhihj (θh, θ
′
h) = Uhihj + U˜hihj cos 2θh cos 2θ
′
h
Γhiej (θ, θe) = Uhie(1± 2αhie cos 2θe) + U˜hie(±1 + 2α˜h1e cos 2θe) cos 2θh
Γeiei(θe, θ
′
e) = Uee [1± 2αee(cos 2θe + cos 2θ′e) + 4βee cos 2θe cos 2θ′e] + U˜ee
[
1± 2α˜ee(cos 2θe + cos 2θ′e) + 4β˜ee cos 2θe cos 2θ′e
]
Γe1e2(θe, θ
′
e) = Uee [1 + 2αee(cos 2θe − cos 2θ′e)− 4βee cos 2θe cos 2θ′e] + U˜ee
[
−1− 2α˜ee(cos 2θe − cos 2θ′e) + 4β˜ee cos 2θe cos 2θ′e
]
(73)
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Angle/(2pi)
I
n
t
e
r
a
c
t
io
ns
h2 − x
(a) h1
h2
e1
e2
Figure 18. The pairing interactions Γh2α (0, θ) involving the
Fermi pocket h2 at the Fermi momentum corresponding to
θh2 = 0 and the Fermi pocket α = h1, h2, eX , eY at the Fermi
momentum corresponding to the polar angle θ. Solid lines
are the leading angular harmonic approximations in Eq. (73)
whereas the symbols are the RPA results. Figure from Ref.
[145].
Here the upper sign is for the electron pocket at Y
(pocket eY ) and the lower sign is for the electron pocket
at X (pocket eX). The indices i, j = 1, 2 for the hole
pockets and Y,X for the electron pockets. The angles θh
and θe are along hole and electron pockets, respectively.
The coefficients are obtained by matching this
Γlm(k, p) to the full RPA expression for spin-mediated
pairing interaction. Once the prefactors are known,
the pairing problem can be easily analyzed analytically
within BCS theory. One cannot obtain the SC transition
temperature Tc in this way, because the pairing interac-
tion is taken as static, but one can compare eigenvalues
in different channels. The first instability will be in the
channel with the largest eigenvalue, at least at weak cou-
pling.
Using this RPA-based spin-fluctuation approach, one
can compare the eigenvalues in the s++, s+−, dx2−y2 and
dxy channels and also analyze the angular dependence
of the gap function (the eigenfunction) corresponding to
the largest eigenvalue. One also can analyze how many
channels are attractive. In general, one finds that the
leading SC instability is towards an s+− state, but that
the d-wave state is very close in energy [12, 145, 146]. The
same approach can be adapted to study pairing mediated
by orbital fluctuations, if somehow the interaction in the
CDW channel becomes attractive. The CDW-mediated
interaction generally leads to superconducting instability
in the s++ channel [60, 147].
The RPA approach clearly has advantages but also has
its limitations. By construction, it analyzes the develop-
ment of superconductivity prior to SDW magnetism, i.e.
it does not address the issue of coexistence of magnetism
and superconductivity (although the RPA approach can
be modified to include this). It also neglects the feed-
back effect from SC fluctuations on the magnetic propa-
gator. Finally, the approach has been designed to study
only pairing and cannot be straightforwardly modified to
study orbital order.
2. Spin-fermion model
An alternative reasoning is to abandon RPA and treat
the static part of the magnetically-mediated interaction
as an input for the low-energy model, with parameters
taken from the experiment. The dynamical part of the
magnetically-mediated interaction comes from fermions
with low energies, and can be explicitly computed within
the low-energy sector. One then use the full dynamical
interaction to obtain Tc.
Such an approach has been applied to the cuprates
and, more generally, to systems with interaction medi-
ated by near-critical soft fluctuations (for a review, see
Ref. [148]). In cases where the bosonic dynamics is domi-
nated by Landau damping, bosons can be viewed as slow
compared to fermions. In this situation, one can use
Eliashberg theory to compute Tc and also the fermionic
self-energy. Whether the same holds for FeSC needs fur-
ther analysis because the bosonic dynamics is more com-
plex than Landau damping due to the fact that both
hole-like and electron-like excitations are present.
3. RG analysis
A third approach is to treat magnetism, superconduc-
tivity, and orbital order on equal footing and use the RG
25
technique described in Section IIIA to study the hierar-
chy of instabilities caused by interactions.
In contrast to the purely band-basis model discussed in
that section, the orbital-projected band model contains
information about the orbital content of the low-energy
states. As a result, besides CDW, SDW, and SC, one
can also study within RG the onset of orbital orders of
different types [97].
One unavoidable complication is that the number
of symmetry-allowed couplings between the low-energy
states of the orbital-projected model is much larger than
that in the purely band model. There, the maximum
number of couplings was 8. Here the number of cou-
plings for a generic model with two hole and two elec-
tron pockets made out of dxz, dyz, and dxy orbitals is 30
[49]. Once the dxy pocket at the M point is added, the
number grows to 40. These are also much larger numbers
than the number of parameters U,U ′, J, J ′ in the onsite
interaction Hamiltonian, Eq. (4). As we discussed in
Sec. III C 1, the additional couplings can be viewed as
interactions between Fe atoms on different sites.
The existence of 30 (or even 40) distinct couplings,
which all flow under RG, complicates the analysis but
also raises questions about the validity of RPA (or mean-
field) approaches, which neglect the fact that the actual
number of distinct couplings is much larger than those
four in Eq. (4) – or, equivalently, that interactions be-
tween orbitals at nearest and further neighbors must be
included into the theory, even if they are not present at
the bare level. We argue below that non-onsite interac-
tions are fundamental to describe the low-energy physics
of FeSC.
To illustrate how the RG approach works and how its
results differ from RPA, we consider below the simplified
model in which the partial dxy content of the X and Y
electron pockets is neglected, i.e. we identify the electron
pockets centered at X as purely dyz and the one centered
at Y as purely dxz. To avoid repeating the RG analysis of
the band models, we focus on the novel aspect of the RG
analysis of the orbital-projected model, namely on the
possibility that spontaneous orbital order may be a com-
petitor to SDW and SC. Specifically, we discuss whether
one can obtain attraction in the orbital channel despite
starting with purely repulsive interactions, and, if this is
the case, whether orbital order can become the leading
instability of the system. For details of this calculation
we refer to Ref. [97].
4. RG for the 4-pocket model without dxy orbital
contribution
Without the dxy contribution, the electron-pocket op-
erators cei,k+Qiσ are pure orbital operators:
ceX ,k+QXσ = dyz,k+QXσ
ceY ,k+QY σ = dxz,k+QY σ (74)
and the kinetic energy near the X and Y points is given
by:
H0,X =
∑
kσ
εeX (k + QX) c
†
eX ,k+QXσ
ceX ,k+QXσ
H0,Y =
∑
kσ
εeY (k + QY ) c
†
eY ,k+QY σ
ceY ,k+QY σ (75)
with effective band dispersions:
εeX (k + QX) = −εe,0 +
k2x
2mx
+
k2y
2my
εeY (k + QX) = −εe,0 +
k2x
2my
+
k2y
2mx
(76)
The kinetic energy operator H0,Γ, presented in Eq.
(41), remains unchanged because it does not have con-
tributions from the dxy orbital. To write down Hint,
we assemble all distinct interactions between low-energy
fermions in the orbital basis. One can verify that there
are 14 distinct electronic interactions involving the low-
energy dxz/dyz orbital states near Γ, X, and Y . We
present all 14 in the formula below, where for simplicity
of notation the momentum index is omitted and d˜ oper-
ators are shorthand notations for d˜yz,σ ≡ dyz,k+QXσ and
d˜xz,σ ≡ dxz,k+QY σ:
26
Hint =U1
∑[
d˜†xz,σd˜xz,σd
†
xz,σ′dxz,σ′ + d˜
†
yz,σd˜yz,σd
†
yz,σ′dyz,σ′
]
+ U¯1
∑[
d˜†yz,σd˜yz,σd
†
xz,σ′dxz,σ′ + d˜
†
xz,σd˜xz,σd
†
yz,σ′dyz,σ′
]
+U2
∑[
d˜†xz,σdxz,σd
†
xz,σ′ d˜xz,σ′ + d˜
†
yz,σdyz,σd
†
yz,σ′ d˜yz,σ′
]
+ U¯2
∑[
d˜†xz,σdyz,σd
†
yz,σ′ d˜xz,σ′ + d˜
†
yz,σdxz,σd
†
xz,σ′ d˜yz,σ′
]
+
U3
2
∑[
d˜†xz,σdxz,σd˜
†
xz,σ′dxz,σ′ + d˜
†
yz,σdyz,σd˜
†
yz,σ′dyz,σ′
]
+
U¯3
2
∑[
d˜†xz,σdyz,σd˜
†
xz,σ′dyz,σ′ + d˜
†
yz,σdxz,σd˜
†
yz,σ′dxz,σ′
]
+ h.c.
+
U4
2
∑[
d†xz,σdxz,σd
†
xz,σ′dxz,σ′ + d
†
yz,σdyz,σd
†
yz,σ′dyz,σ′
]
+
U¯4
2
∑[
d†xz,σdyz,σd
†
xz,σ′dyz,σ′ + d
†
yz,σdxz,σd
†
yz,σ′dxz,σ′
]
+U˜4
∑
d†xz,σdxz,σd
†
yz,σ′dyz,σ′ +
˜˜U4
∑
d†xz,σdyz,σd
†
yz,σ′dxz,σ′
+
U5
2
∑[
d˜†xz,σd˜xz,σd˜
†
xz,σ′ d˜xz,σ′ + d˜
†
yz,σd˜yz,σd˜
†
yz,σ′ d˜yz,σ′
]
+
U¯5
2
∑[
d˜†xz,σd˜yz,σd˜
†
xz,σ′ d˜yz,σ′ + d˜
†
yz,σd˜xz,σd˜
†
yz,σ′ d˜xz,σ′
]
+U˜5
∑
d˜†xz,σd˜xz,σd˜
†
yz,σ′ d˜yz,σ′ +
˜˜U5
∑
d˜†xz,σd˜yz,σd˜
†
yz,σ′ d˜xz,σ′ (77)
If one departs from the model of Eq. (4) with only
onsite interactions, the initial (bare) values of all 14 cou-
plings are expressed in terms of U , U ′, J , and J ′:
U1 = U2 = U3 = U4 = U5 = U,
U¯1 = U˜4 = U˜5 = U
′,
U¯2 =
˜˜U4 =
˜˜U5 = J,
U¯3 = U¯4 = U¯5 = J
′ (78)
However, as we said, different couplings evolve differently
under RG. This can be interpreted as if the system gen-
erates interactions between dxz and dyz orbitals at neigh-
boring sites.
Because the non-interacting Hamiltonian H0 is diago-
nal in the band basis, it is useful to change the interacting
part Hint to the band basis as well. From Eqs. (40) and
(74), it is clear that the effect of this change of basis is to
dress the interactions with form factors that depend on
the position at the Fermi pockets, i.e. to induce angle-
dependent interactions enforced by the orbital contents of
the Fermi pockets. Note in passing that the total number
of different terms in the band basis is 152. They are clus-
tered into 14 combinations and each combination flows
as a whole under RG.
Before we discuss the results of the RG analysis,
we briefly review the results of a mean-field approach.
Within mean-field, different channels do not talk to each
other and the susceptibility in each channel behaves as
χj(T ) =
χj,0(T )
1− Γjχj,0(T ) (79)
where j labels different channels: SDW, CDW, SC,
Pomeranchuk, etc (positive Γj implies attraction). For
the orbital-projected model with onsite interactions only,
the couplings in the SDW, s+− SC and d-wave Pomer-
anchuk channels are
ΓSDW = 2U, ΓSC = 0, ΓPOM = 2U
′ − U − J (80)
We see that coupling in the s+− SC channel vanishes,
while the one in SDW channel is attractive and strong.
The coupling in the Pomeranchuk channel is attractive
if 2U ′ > U + J (or U > 5J if we further impose spin-
rotational invariance, U ′ = U − 2J). Given that the
susceptibility in the SDW channel is logarithmically en-
hanced and the one in the Pomeranchuk channel is just
the density of states, it is obvious that SDW is the lead-
ing instability within mean-field.
We now turn to the RG analysis, which was formally
explained above in Section III C 1. It turns out that
for positive (repulsive) Ui in Eq. (77), there exists one
stable fixed trajectory. Along this trajectory, the inter-
actions ˜˜U4,5 and U˜4,5 flow to zero, whereas U¯i and Ui
(i = 1, ..., 5) keep increasing and diverge at the same
scale Lc = log
(
Λ
Ec
)
. The ratios of the couplings ap-
proach universal numbers on a fixed trajectory, no mat-
ter what these ratios are at the bare level. In particular,
in our case we obtain U¯i = Ui (i = 1, ..., 5) and universal
values for the ratios Ui/U1. All couplings flow as
Ui (L) , U¯i (L) ∼ 1
Lc − L (81)
We emphasize again that this result implies that com-
monly neglected non-onsite interactions become sizable
and relevant.
The running couplings near the fixed trajectory are
then used as inputs to compute the fully renormalized
vertices in different channels and the corresponding sus-
ceptibilities χj . These calculations show that the suscep-
tibilities in the s+− SC channel, the SDW channel, and
the d-wave Pomeranchuk channel behave as [97]:
χj ∼ 1
(Lc − L)αj (82)
In Fig. 19, we show the behavior of the exponents
αj as functions of the ratio between the electron- and
hole-pocket masses. Across the entire parameter space
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Figure 19. RG results from Ref. [97] for the orbital-projected
band model showing the behavior of the susceptibility expo-
nents defined in Eq. (82) as function of the ratio between the
hole pocket mass mh and the electron pocket mass me.
αPOM > αSC > 0 > αSDW, implying that at the energy
scale Ec the leading instability is in the d-wave Pomer-
anchuk channel, towards a spontaneous orbital order.
The SC susceptibility also diverges, albeit with a smaller
exponent, implying that the instability in this channel is
the subleading one. Interestingly, because αSDW < 0, the
SDW susceptibility saturates and does not diverge at Ec,
despite the fact that this susceptibility is the largest at
the beginning of the RG flow.
A natural question that arises from these results is why
the leading instability is towards orbital order despite the
facts that the free-electron susceptibility χPOM,0 has no
logarithmic divergence and the bare interaction ΓPOM is
generally not attractive. The short answer is that the
attractive interaction in this channel can be viewed as
mediated by magnetic fluctuations, like the attraction in
s+− SC channel. In other words, magnetic fluctuations
develop first in the process of the RG flow, and mediate
an attractive interaction, which grows logarithmically as
high-energy fluctuations get progressively integrated out
and completely overcomes the bare interactions in both
s+− SC and d-wave Pomeranchuk channels. We see that
the mechanisms for attraction in the Pomeranchuk and
in the s+− SC channel are quite similar.
The magnetically-mediated attractive interaction in
the pairing channel also develops within RPA, and in
this respect RG and RPA approaches describe the same
physics. However, within RPA, one would always find the
leading instability to be in the SC channel because the
bare SC susceptibility grows logarithmically, while the
bare Pomeranchuk susceptibility is just a constant. In
contrast, the RG treatment goes farther than RPA and
shows that, once the SC channel becomes attractive, it
starts competing with the SDW channel, and, as a result
of the competition, the tendency towards instabilities in
both channels is reduced. This in practice implies that
the exponents αSC and αSDW become smaller than one
(which is their mean-field values), and that αSDW even
changes sign and becomes negative. Because the suscep-
tibility in the Pomeranchuk channel is non-logarithmic,
this channel competes much less with the other two chan-
nels. As a consequence, the exponent αPOM remains
equal to one. Such an intricate interplay between differ-
ent channels illustrates the usefulness of unbiased meth-
ods such as RG.
An important point to note is that this result does not
imply that in all cases the leading instability of the sys-
tem is the Pomeranchuk one. As we explained previously
in Section III, once E reaches the scale of the largest
Fermi energy, i.e. L reaches LF ≡ log
(
Λ
EF
)
, different
instability channels decouple and the RG scheme breaks
down. The most important point for our discussion is
that χPOM freezes out at L = LF , while the suscepti-
bilities in the SC and SDW channels continue to grow
(the SDW susceptibility eventually also freezes out due
to non-perfect nesting, but at a much larger L). Because
χPOM is only enhanced very close to Lc [97], in systems
where the ratio EF /Λ is moderate, such as the 122, 1111,
and 111 FeSC compounds, the RG flow is likely to stop
before the Pomeranchuk channel becomes relevant. As a
result, one basically recovers the results of the band-basis
models of Section III, in that only SC and SDW channels
are relevant. In this case, a nematic phase can only arise
via a partial melting of the SDW stripe phase, as we dis-
cussed in Section III C 3. On the other hand, in systems
where EF /Λ is small, and EF and Ec are comparable, the
leading instability of the system is in the d-wave Pomer-
anchuk channel, the SC instability is the subleading one,
and the SDW instability does not develop. In this case,
nematicity is a result of spontaneous orbital order.
This general behavior agrees with the phase diagram
of FeSe, where nematic order arises in the presence of
weak magnetic fluctuations, and in the absence of long-
range magnetic order [136, 149, 150]. Once pressure is
applied and EF /Λ necessarily increases for at least one
pocket, the system crosses over to a typical iron-pnictide
like behavior, with nematic order preempting a stripe
SDW phase [151, 152].
Besides the SDW, SC, and d-wave Pomeranchuk insta-
bilities, another susceptibility of the system that diverges
at Lc within the one-loop RG analysis is in the s+−-wave
Pomeranchuk channel (see also [153]). For the model of
Eq. (77), a more accurate analysis [97] shows that this
susceptibility actually diverges at a larger energy (equiv-
alent to a higher temperature) than the one in the d-wave
channel. As we already said, the divergence of the sus-
ceptibility in the s+− Pomeranchuk channel is an artifact
of the one-loop RG, since in reality the s+− Pomeranchuk
order parameter is non-zero at all temperatures. Yet, the
RG analysis shows that the magnitude of the s+− order
parameter strongly increases around the temperature at
which the corresponding susceptibility diverges in RG.
The analysis in Ref. [96] reveals a self-energy contribu-
tion that favors a shift between the top of the hole band
and the bottom of the electron band such that the areas
of both Fermi pockets decrease. Combined with the RG
result, this implies that as temperature decreases, the
system should show a significant temperature-dependent
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shrinking of both hole-like and electron-like Fermi pock-
ets.
5. Inclusion of the dxy orbital contribution and 5-pocket
model
To incorporate the dxy orbital into the previous anal-
ysis, we assume first that the M -point hole pocket is
absent (for instance, it is sunk below the Fermi level, as
in the 111 and 11 materials). Then the only difference
with respect to the model analyzed above is the pres-
ence of dxy spectral weight on the electron pockets. In
the hypothetical case in which these electron pockets are
entirely of dxy character, i.e. ceX ,k+QXσ ≡ dxy,k+QXσ
and ceY ,k+QY σ ≡ dxy,k+QY σ, the number of interactions
remains 14, and the RG analysis yields the same results
as for dxz/dyz electron pockets [97]. Because the results
of the RG study are identical in the two limits, we ex-
pect them to hold in a generic situation in which electron
pockets have both dxy and dyz/dxy spectral weight.
The only additional effect introduced by the dxy orbital
is that the nematic order now has two components – one
is the orbital order component nxz−nyz, and the other is
nXxy−nYxy, which is the difference between the dxy-orbital
charge densities at the X and Y electron pockets. The
latter is not associated with any type of orbital order, but
rather with the fact that the two electron pockets are lo-
cated at non-diagonal X and Y points in the Brillouin
zone. This second component can be interpreted as a C4-
symmetry breaking anisotropy of the hoppings between
nearest-neighbor dxy orbitals. It is closely related to the
d-wave Pomeranchuk order in the pure 3-band model (see
the discussion in Section III C 3). While the orbital order
component of the nematic order parameter splits the on-
site energies of the dxz and dyz orbitals at the Γ, X, and
Y points, the hopping anisotropy component splits the
equivalence between the energy levels of the dxy orbitals
at the X and Y points. In general, both components are
present, and their ratio depends on the details of the RG
flow [137, 154].
We now include the fifth Fermi pocket, namely, the
dxy hole-pocket at M . An interesting issue is whether
this leads to qualitatively new behavior. A recent anal-
ysis argues that the main results remain the same [154].
Specifically, there are several stable and “almost stable”
fixed trajectories, each with its own basin of attraction in
the parameters space. If the system parameters are such
that the RG flow extends down to the lowest energy, the
leading instability for each fixed trajectory is towards or-
bital order, the SC instability is the subleading one, and
the SDW susceptibility does not diverge. If the system
parameters are such that the RG flow is halted at higher
energies, the system develops either SDW or SC order.
The nematic order parameter generally has two compo-
nents, one describing orbital order and another one the
breaking of C4 symmetry within the subset of dxy or-
bitals.
Nevertheless, the analysis of the RG flow for the
orbital-projected 5-pocket model shows a new feature.
Depending on the initial parameters, the system flows at
low energies either into the “phase A”, where the largest
interactions are within the subset of the two Γ hole pock-
ets and the two X, Y electron pockets, or into the “phase
B”, where the largest interactions are within the subset
of theM hole pocket and the two X, Y electron pockets.
Such a separation has been proposed earlier for LiFeAs
[57], but for a different reason, related to the topology of
the Fermi surfaces. This separation opens up the possi-
bility for novel s+− superconducting states, such as the
orbital anti-phase state [56], in which the gap function
on the M hole pocket has opposite sign with respect to
the gaps on the Γ hole pockets.
The separation between the A and B phases can also
provide interesting insight into the selection of magnetic
order – i.e. whether it is stripe-like (single-Q) or double-
Q. If we consider only intra-orbital magnetism, we can
generally define two magnetic order parameters for each
set (the hermitian conjugate in each expression is left
implicit for simplicity of notation):
∆ASDW,X(k) ≡∆A,X ∝ d†yz,kασαβdyz,k+QXβ
∆ASDW,Y (k) ≡∆A,Y ∝ d†xz,kασαβdxz,k+QY β
∆BSDW,X(k) ≡∆B,Xd†xy,k+QX+QY ασαβdxy,k+QY β
∆BSDW,Y (k) ≡∆B,Y ∝ d†xy,k+QX+QY ασαβdxy,k+QXβ
(83)
The total free energy can then be written as
F = FA + FB + FAB (84)
The terms FA and FB are given by the same expression
as in Eq. (31):
Fj =
aj
2
(
∆2j,X + ∆
2
j,Y
)
+
uj
4
(
∆2j,X + ∆
2
j,Y
)2
− gj
4
(
∆2j,X −∆2j,Y
)2
+ wj (∆j,X ·∆j,Y )2 (85)
with j = A,B. The sign of gj determines whether
the ground state is single-Q, gj > 0 (and therefore or-
thorhombic), or double-Q, gj < 0 (and therefore tetrag-
onal). Expansions near the perfect nesting limit show
that gA < 0 whereas gB > 0. That gB > 0 can be un-
derstood within the 3-band only model of Sec. III C 3
(see also Ref. [76], which includes the orbital content of
the Fermi surface). To see that gA < 0, one has to in-
clude explicitly the matrix elements associated with the
change from orbital to band basis [155]. Because gA and
gB have different signs, the two “phases” favor different
magnetic states: the phase A favors a double-Q SDW
phase and the phase B favors a single-Q phase. A simi-
lar observation was put forward by numerical evaluation
of the elements of the rank-4 nematic tensor in the full
five-orbital model [77].
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Which of the two types of SDW order is developed by
the system depends on the strength of the biquadratic
coupling in the mixed term:
FAB = λ
(
∆2A,X −∆2A,Y
) (
∆2B,X −∆2B,Y
)
+ (· · · ) (86)
This term in generally renormalizes gA and gB . In par-
ticular, if nematic fluctuations arising from B are strong
enough, they change the sign of gA and stabilize the
single-Q phase, even if the M hole pocket rests below
the Fermi level. While the complete analysis is more in-
volved, this simple reasoning already reveals the key role
played by the dxy orbitals in promoting the experimen-
tally observed stripe SDW phase.
D. Ising-nematic order vs orbital order
In the previous subsections we identified two possible
microscopic mechanisms for nematic order – a sponta-
neous Pomeranchuk instability for small EF /Λ and a par-
tial melting of stripe SDW (a spin-driven Ising-nematic
order) for larger EF /Λ. Although these two scenarios
may appear completely different, this is actually not the
case because both orders develop due to magnetic fluc-
tuations.
We illustrate this point in Fig. 20. The fundamental
mechanism by which the exchange of magnetic fluctu-
ations promotes attraction in the d-wave Pomeranchuk
channel is via the Aslamazov-Larkin diagram of Fig. 20a
[7, 88, 125, 156]. This is one of the diagrams that de-
termine the RG flow of the susceptibility in the d−wave
Pomeranchuk channel. A ladder series of these diagrams
yields a nematic instability. The composition of the lad-
der series, however, depends on how we interpret the fun-
damental diagram in Fig. 20a [157].
Near a magnetic instability, the energy scale associated
with the magnetic propagator (wavy lines in the diagram)
is much smaller than the energy scale associated with the
electronic degrees of freedom. In this case, the triangular
diagrams in Fig. 20a, which involve only electronic prop-
agators, can be replaced by a constant. By the same rea-
son, the electronic propagators in higher-order diagrams
can be assembled into effective interactions between low-
energy magnetic fluctuations (Fig. 20b). An infinite lad-
der series resulting from the interactions between mag-
netic fluctuations can then be summed up, yielding a
nematic susceptibility of the form of Eq. (34). When the
SDW ground state is stripe-like (g > 0 in Eq. (34)), the
nematic susceptibility diverges before the bare magnetic
susceptibility. This is the mechanism in which nematic
order appears as an Ising-nematic order.
Far from a magnetic instability, however, the energy
scale associated with magnetic fluctuations can become
larger than EF . If this is the case, then the electronic de-
grees of freedom should be viewed as the lowest-energy
excitations. As a result, magnetic fluctuations can be
integrated out, what in practice implies that the inter-
nal part of the diagram in Fig. 20a, which involves the
χmag
≈
+ +!
≈
+ +!
(a) 
χmag
(b) 
(c) 
χmag
−1 << EF
EF << χmag−1
B1gB1g
Figure 20. (a) Schematic Aslamazov-Larkin diagram repre-
senting the attraction in the Pomeranchuk channel promoted
by the exchange of magnetic fluctuations. Solid lines repre-
sent electronic propagators, wavy lines denote the magnetic
propagator, and the dots in the vertices refer to B1g form fac-
tors. (b) In the case where the energy scale of the magnetic
fluctuations is much smaller than the energy scale of the elec-
tronic states, the triangular diagrams involving the electron
propagators can be replaced by an effective vertex. The ne-
matic susceptibility is obtained by summing the ladder series
in which magnetic fluctuations interact via square diagrams
formed by higher-energy electronic propagators. (c) In the
case where the energy scale of the electronic states is much
smaller than the energy scale of the magnetic fluctuations,
the square diagram involving the two magnetic propagators
can be replaced by an effective attractive interaction. The ne-
matic susceptibility is obtained by summing the correspond-
ing ladder series.
two magnetic propagators, can be replaced by an effec-
tive attractive 4-fermion interaction in the d-wave Pomer-
anchuk channel ( Fig. 20c). An infinite ladder series of
such terms then gives rise to an instability, which can
be naturally identified as the development of a sponta-
neous Pomeranchuk instability arising from this effective
attractive interaction. This is the mechanism by which
nematic order arises via a spontaneous orbital order.
V. 1-FE VERSUS 2-FE UNIT CELLS
Up to this point our analysis of the low-energy mi-
croscopic model for the FeAs plane focused on the BZ
formed by the in-plane Fe square lattice – the so-called
1-Fe BZ. The puckering of the As atoms, whose posi-
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Figure 21. (left panel) The puckering of the As atoms above
(green dots) and below (blue dots) the plane containing the
Fe atoms (black dots) increase the size of the unit cell from 1
Fe atom (solid lines, x, y coordinates) to 2 Fe atoms (dashed
lines, X, Y coordinates). (right panel) The unfolded (kx, ky)
BZ referring to the 1-Fe unit cell (solid lines) and the folded
(Kx, Ky) BZ referring to the 2-Fe unit cell (dashed lines).
Figure from Ref. [55].
tions at the center of the Fe plaquettes alternate between
above and below the Fe plane, changes the situation sig-
nificantly. As we mentioned in the Introduction, one of
the effects of the As puckering is to suppress the crystal
field splittings between different orbitals and to promote
a strong hybridization between them [11]. More impor-
tantly, however, the existence of two inequivalent sites
for the As atoms enhances the size of the FeAs crystallo-
graphic unit cell to that containing 2 Fe atoms, see Fig.
21 [15, 16].
The first effect of the doubling of the unit cell is that
one has to half the BZ and, consequently, fold the Fermi
surface accordingly. Let the unfolded 1-Fe BZ be de-
scribed by the coordinate system (kx, ky), and the folded
2-Fe BZ by (Kx,Ky). The momenta of each zone are
then related by a trivial 45◦ rotation:
Kx = kx − ky
Ky = kx + ky (87)
where the momentum in the unfolded zone is measured
in units of the inverse lattice constant of the 1-Fe unit
cell, 1/a, whereas the momentum in the folded zone is
measured in units of the the inverse lattice constant of
the 2-Fe unit cell, 1/
(√
2a
)
. Hereafter we denote with
symbols with a bar high-symmetry points of the folded
BZ. Using Eq. (87), we find M¯ = X = Y and Γ¯ = Γ =
M .
The band-structure folding resulting from the halving
of the BZ is shown schematically in Fig. 22. To obtain
the folded Fermi surface, one makes a copy of the original
Fermi surface (in red in Fig. 22) and translates it by the
folding vector Qfold = (pi, pi) (in blue in Fig. 22). Besides
the 45◦ degree rotation, the main effect of the folding is
to move the two electron pockets to M¯ and the third hole
pocket to Γ¯.
Because M¯ = X = Y , another consequence of the
doubling of the unit cell is that the two magnetic or-
G X
Y
M
G
M
Figure 22. Schematics for the folding of the 1-Fe BZ (solid
line) onto the 2-Fe BZ (dashed line). The red Fermi pockets
correspond to the original ones in the 1-Fe BZ, whereas the
blue Fermi pockets correspond to the original ones translated
by the folding vector Qfold = (pi, pi). The folded zone, rotated
by 45◦ in the right panel for better visualization, contains
both the original and translated pockets.
m
1
m
2
x
y
j>0 j<0
Figure 23. Nematic order in the 2-Fe unit cell: different signs
of the nematic order parameter ϕ correspond to different rel-
ative orientations of the spins of the two Fe atoms (red and
blue) in the same unit cell. Figure from Ref. [125].
dering vectors QX = (pi, 0) and QY = (0, pi) in the un-
folded zone are mapped onto the same ordering vector
QM¯ = (pi, pi) of the folded zone. Therefore, nematic or-
der, which in the 1-Fe unit cell is related to the compe-
tition between QX and QY SDW orders, is more con-
veniently associated, in the 2-Fe unit cell, with the rela-
tive orientation of the spins of the two Fe atoms inside
the same unit cell (see Fig. 23) [122, 125]. Similarly,
the fact that Γ¯ = Γ = M implies that any instability
involving QM = (pi, pi) ordering in the unfolded zone be-
comes an intra-unit cell order, without additional trans-
lational symmetry breaking. As a result, Neel-type SDW
order becomes more difficult to be observed experimen-
tally since the ordering vector coincides with a lattice
Bragg peak.
The band folding is also accompanied by important
effects that affect both the electronic dispersion as well
as the instabilities of the system. These effects arise from
terms in the Hamiltonian that couple electronic states
separated by momentum Qfold = (pi, pi). In the non-
interacting level, two terms in the Hamiltonian become
particularly important in the 2-Fe folded zone: the first
one corresponds to the hybridization between states at
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the X and Y pockets:
Hhyb =
∑
k
fhyb (k) c
†
eX ,k+QXσ
ceY ,k+QY σ + h.c. (88)
As shown in Refs. [94, 158], this term arises from the
hybridization between Fe 3d states and As 2p states. The
momentum dependence of fhyb (k) is a consequence of
the orbital content of the Fermi surface, and vanishes
along the diagonals of the folded BZ. The (pi, pi) terms
also appear in the interacting part of the Hamiltonian.
The second non-interacting term corresponds to the
atomic spin-orbit coupling (SOC), which connects states
at the X and Y pockets according to HSOC = λL · S. In
terms of the orbital operators, it corresponds to [49]
HSOC = i
2
λ
∑
k
d†xz,k+QY ασ
x
αβdxy,k+QXβ + h.c.
+
i
2
λ
∑
k
d†xy,k+QY ασ
y
αβdyz,k+QXβ + h.c. (89)
In contrast to the hybridization term in Eq. (88), the
SOC splits the folded electron pockets into two separate
electron pockets – an inner one, of mostly dxz and dyz
character, and an outer one, of mostly dxy character.
Besides these two non-interacting terms, interactions in-
volving momentum transfer Qfold = (pi, pi) also couple
the states at the X and Y pockets.
Below, we discuss how the models presented in the
previous sections need to be modified to account for the
doubling of the Fe unit cell.
A. Orbital-basis models
We start with the models defined in the orbital basis
only (Section II): in the 2-Fe BZ, one has to consider ten
Fe 3d orbitals (assuming that the six As 2p orbitals can
be integrated out). The general structure of the non-
interacting Hamiltonian, in the folded zone, can be ex-
pressed by introducing the operator [15]:
φK =
(
φ1,K
φ2,K
)
(90)
where φi,K is a 5-component operator consisting of the
orbital-basis operators d(i)j,kσ, with j = xz, yz, x
2 −
y2, xy, z2 (the orbitals remain labeled with respect to
the coordinate system of the 1-Fe BZ). In this notation,
the non-interacting Hamiltonian assumes the form:
H0 =
∑
k
φ†K
(
Hˆ11 (K) Hˆ12 (K)
Hˆ∗12 (K) Hˆ
∗
11 (K)
)
φK (91)
where Hˆi1i2 are 5 × 5 matrices. We refrain here from
giving the full expressions for these tight-binding disper-
sions, which can be found in Ref. [15].
If terms that couple φ1,K and φ2,K are present, like
those in Eqs. (88) and (89), then one has no choice but
to work with the full ten-orbital model. However, if these
specific interactions are absent, it is possible to “unfold”
the 2-Fe BZ using a glide-plane symmetry of the FeAs
plane. Indeed, the space group of a single FeAs plane is
the non-symmorphic P4/nmm group, which contains a
glide-plane symmetry corresponding to a translation by
T =
(
1
2 ,
1
2
)
in the 2-Fe unit cell followed by a reflection
σz with respect the xy plane. Inspection of Fig. 21 shows
that indeed under this sequence of operations the lattice
is mapped back onto itself.
The key point is that the dx2−y2 , dxy, and dz2 orbitals
are even under the reflection σz, while the orbitals dxz
and dyz are odd. Consequently, because the two Fe sites
in the same unit cell are related by a T =
(
1
2 ,
1
2
)
trans-
lation, the dxz and dyz orbitals change sign from one of
these Fe sites to the other. As a result, one can use
the eigenvalues of the operator Tσz to diagonalize the
Hamiltonian and express the electronic states in terms of
a pseudocrystal momentum k˜. The orbital states d˜µ,k˜σ
with pseudocrystal momentum k˜ are related to the or-
bital states dµ,kσ with momentum k in the unfolded BZ
according to [52]:
d˜µ,k˜σ =
{
dµ,kσ , µ even
dµ,k+Qfoldσ , µ odd
(92)
where Qfold = (pi, pi). Therefore, most of the results ob-
tained in the studies of the orbital models defined in the
unfolded zone can be directly translated to results in the
actual crystallographic zone by means of the pseudocrys-
tal momentum. Such a procedure has been implemented
in different works [52, 80, 159–162], highlighting the im-
portance of the glide-plane symmetry in the properties of
the electronic spectrum (particularly the spectral weight
of the electron pockets observed by ARPES) and of the
SC state (such as the role of the so-called η-pairing).
We emphasize that this analysis is restricted to a single
FeAs plane. The real materials, however, consist of many
coupled layers. In the materials whose unit cells contain
a single FeAs plane, such as the 1111 (e.g. LaFeAsO),
the 111 (e.g. NaFeAs), and the 11 (e.g. FeSe) com-
pounds, the stacking of the FeAs planes is such that the
three-dimensional crystallographic unit cell retains the
P4/nmm space group. As a result, even after including
the kz dispersion, this approach to describe the tight-
binding dispersions in the full BZ remains essentially the
same [49]. The situation is however different in the 122
(e.g. BaFe2As2) compounds, because their unit cell be-
comes body-centered tetragonal, instead of simple tetrag-
onal. As a result, the space group of the crystallographic
unit cell is I4/mmm, which is symmorphic. In this case,
the “folding vector” changes from Qfold = (pi, pi, 0) to
Qfold = (pi, pi, pi), which has important consequences for
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the kz dispersion of the different Fermi pockets [163].
The effect of the inter-layer coupling to the properties of
the FeSC is important [66], but is beyond the scope of
this review in which we consider only the case of a single
FeAs layer effectively uncoupled from the other layers.
B. Orbital-projected band models
One of the advantages of the orbital-projected band
models of Section IV is that they can be generalized in
a straightforward way to the 2-Fe BZ, without having to
include additional electronic states. This is in contrast to
the orbital-basis models, in which the number of orbitals
double when going from the 1-Fe unit cell to the 2-Fe
unit cell.
The reason for this behavior stems from the proper-
ties of the P4/nmm space group describing the single
FeAs plane. As discussed in details in Ref. [49], the
non-symmorphic nature of this group implies that, while
the irreducible representations at the Γ¯ point are essen-
tially the same as those of the standard D4h group, the
irreducible representations at the M¯ point must all be
two-dimensional. As a result, all electronic states at the
M¯ point must be doubly-degenerate and form doublets,
and the electronic instabilities must be classified accord-
ing to these irreducible representations (for details, see
Ref. [49]).
Physically, this double-degeneracy at the M¯ point is
manifested in the tight-binding dispersions of the 1-Fe
BZ by the fact that xx (QY ) = yy (QX) and xy (QY ) =
xy (QX). These doublets can be expressed as spinors
ψM¯1 and ψM¯3 (following the notation of Ref. [49]) formed
by combinations of the spinors ψX and ψY defined in
Subsection IVC5:
ψM¯1,k+QM¯ =
(
cxz,k+Q2σ
cyz,k+Q1σ
)
ψM¯3,k+QM¯ =
(
cxy,k+Q2σ
cxy,k+Q1σ
)
(93)
Note, however, that the block-diagonal non-interacting
Hamiltonian in Eq. (59) remains unchanged. To obtain
the band structure and Fermi surfaces in the folded zone,
one only needs to change the coordinates according to
Eq. (87). Fig. 24 presents both the band dispersions
and the Fermi pockets for this model in the folded zone.
The meaning of the parameters 1 and 3 in Eqs. (47)
and (54) is now evident: they are nothing but the ener-
gies of the two doublets at the M¯ point. Interestingly,
these orbital-projected band models have generally three
doublets: two of them arising from the M¯1 and M¯3 two-
dimensional irreducible representations at the M¯ point
and one arising from the Eg two-dimensional irreducible
representation at the Γ¯ point. These three doublets form
the two Γ hole pockets and the two X, Y electron pockets
in the unfolded zone. On the other hand, the additional
Figure 24. Band dispersion (upper panel) and Fermi surface
(lower panel) of the orbital-projected band model in the folded
BZ associated with the 2-Fe unit cell. Figure from Ref. [55].
hole pocket at theM point of the unfolded zone does not
form a doublet, as it belongs to the one-dimensional B1g
irreducible representation at the Γ¯ point.
The advantages offered by the orbital-projected band
model when dealing with the 2-Fe BZ become even more
clear when one considers the effect of the spin-orbit cou-
pling (SOC). As we discussed above, the pseudocrystal
approach of the orbital-basis models works well as long as
the glide-plane symmetry is kept intact, i.e. when there
are no terms coupling states of the two different Fe sites
of the unit cell. However, the atomic-like SOC alters this
scenario, as it couples the dxy states of one Fe site with
the dxz/yz states of the other Fe site of the unit cell via
the σx and σy spin operators, see Eq. (89) above.
To account for SOC in the orbital-basis model, one
has to work with 10 × 10 matrices. On the other hand,
in the orbital-projected band model, the SOC introduces
off-diagonal terms into the non-interacting Hamiltonian
(59) without increasing the number of low-energy degrees
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of freedom. In particular, one finds [49, 164]:
HSOC =
∑
k
Ψ†kHˆSOC(k)Ψk , (94)
with:
HˆSOC(k) =
 0 hSOCM (k) 0(hSOCM (k))† 0 0
0 0 hSOCΓ (k)
 (95)
and 4× 4 matrices:
hSOCΓ (k) =
1
2
λ (τy ⊗ σz) (96)
hSOCM (k) =
i
2
λ
(
τ+ ⊗ σx + τ− ⊗ σy)
Here, τ± = 12 (τ
x ± iτy) and the Pauli matrices σ re-
fer to spin space, whereas τ refer to spinor space. The
SOC has very important consequences for the electronic
properties of the FeSC. While it splits the degeneracy
between the dxz and dyz orbitals at the Γ¯ point, it pre-
serves the doublets at the M¯ point. This feature allows
one to distinguish signatures of nematic order and SOC
in the ARPES spectrum of the FeSC [164]. Note in this
regard that the typical SOC observed experimentally is
λ ∼ 10 meV [135], which is roughly of the same order as
the band splittings due to SDW, SC, and orbital order.
Thus, a consistent description of the normal state of the
FeSC must account for the SOC.
The classification of the pairing states also change, as
components identified with singlet and triplet pairing mix
(although the Kramers degeneracy of the electronic states
is kept intact by SOC) [49]. Finally, the SOC causes
a spin anisotropy, which selects different magnetization
directions for the different types of SDW order [55].
VI. CONCLUDING REMARKS
In this work we reviewed the hierarchy of potential
instabilities in FeSC by analyzing different low-energy
models. We focused primarily on the interplay between
superconductivity, SDW order, Q = 0 charge Pomer-
anchuk order (often associated with orbital order), and
Ising-nematic spin order. The last two orders break C4
symmetry and lead to the phase dubbed nematic. We
considered three sets of models: (i) Purely orbital mod-
els, in which all computations are performed within the
orbital basis without separation into contributions from
low-energy and high-energy sectors. (ii) Band models, in
which the instabilities are viewed as coming from states
near the Fermi surface, but the orbital composition of the
Fermi surfaces is neglected. (iii) Orbital-projected band
models, in which the analysis is restricted to low ener-
gies, but the orbital composition of the Fermi pockets is
fully embraced. In our view, the last class of models are
the most promising ones due to their simplicity and due
to the separation between high-energy and low-energy
states.
The orbital-projected band models involve three or-
bitals (dxz, dyz, and dxy) from which the low-energy ex-
citations are constructed. The interactions between low-
energy states contain angle-dependent prefactors that re-
flect the orbital composition of the Fermi surfaces. The
full five-pocket orbital-projected model is rather involved
and contains 40 distinct coupling constants. The anal-
ysis involving the RG technique, however, yields similar
results in different approximated orbital-projected band
models. Namely, at intermediate energies, magnetic fluc-
tuations are the strongest. These fluctuations give rise
to attractive interactions in s+− and d-wave supercon-
ducting channels, as well as in s+− and d-wave Pomer-
anchuk channels. Once interactions in these two channels
become attractive, SC fluctuations compete with mag-
netic fluctuations and eventually win over them, while
Pomeranchuk fluctuations develop with little competition
with SDW. The final outcome, i.e. which order develops
first, depends on the details of the electronic dispersion.
For certain system parameters, the leading symmetry-
breaking instability is in the Q = 0 d-wave Pomeranchuk
channel, which gives rise to spontaneous orbital order,
the subleading instability is in the SC channel, and SDW
order does not develop. For other system parameters,
however, the leading instability is either SDW or super-
conductivity, while spontaneous orbital order does not
develop. In this last case, the nematic order is a vestigial
order of the stripe SDW state.
We also discussed the description of the physics in the
1-Fe and 2-Fe BZ, and the importance of the sizable
spin-orbit coupling, which significantly affects the normal
state and superconducting state properties. We argued
that the orbital-projected models are very convenient to
study the problem in the crystallographic 2Fe BZ, as they
do not require the inclusion of additional electronic de-
grees of freedom. This is in contrast to orbital-basis mod-
els, in which the number of electronic degrees of freedom
doubles.
We believe that the approach we reviewed in this paper
is a promising framework to obtain a unified description
of different Fe-based superconductors.
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Appendix A: Band dispersion parameters
Here we explicitly present band dispersion parameters for selected models discussed in the main text.
1. Five-orbital model
We use the same notation of the Graser et al [12]. Note that in Fig. 3 of the main text, we used the parameters
of the model of Ikeda et al., which contains many more neighbor hoppings [18]. The tight binding parametrization is
given by:
xz,xz (k) = 
(0)
xz + 2t
11
x cos kx + 2t
11
y cos ky + 4t
11
xy cos kx cos ky + 2t
11
xx (cos 2kx − cos 2ky)
+ 4t11xxy cos 2kx cos ky + 4t
11
xyy cos kx cos 2ky + 4t
11
xxyy cos 2kx cos 2ky ,
yz,yz (k) = 
(0)
yz + 2t
11
y cos kx + 2t
11
x cos ky + 4t
11
xy cos kx cos ky − 2t11xx (cos 2kx − cos 2ky)
+ 4t11xyy cos 2kx cos ky + 4t
11
xxy cos kx cos 2ky + 4t
11
xxyy cos 2kx cos 2ky ,
x2−y2,x2−y2 (k) = 
(0)
x2−y2 + 2t
33
x (cos kx + cos ky) + 4t
33
xy cos kx cos ky + 2t
33
xx (cos 2kx + cos 2ky) ,
xy,xy (k) = 
(0)
xy + 2t
44
x (cos kx + cos ky) + 4t
44
xy cos kx cos ky + 2t
44
xx (cos 2kx + cos 2ky)
+ 4t44xxy (cos 2kx cos ky + cos kx cos 2ky) + 4t
44
xxyy cos 2kx cos 2ky ,
z2,z2 (k) = 
(0)
z2 + 2t
55
x (cos kx + cos ky) + 2t
55
xx (cos 2kx cos 2ky)
+ 4t55xxy (cos 2kx cos ky + cos kx cos 2ky) + 4t
55
xxyy cos 2kx cos 2ky ,
xz,yz (k) = −4t12xy sin kx sin ky − 4t12xxy (sin 2kx sin ky + sin kx sin 2ky)− 4t12xxyy sin 2kx sin 2ky ,
xz,x2−y2 (k) = i2t13x sin ky + i4t
13
xy cos kx sin ky − i4t13xxy (cos kx sin 2ky − cos 2kx sin ky) ,
xz,xy (k) = i2t
14
x sin kx + i4t
14
xy sin kx cos ky + i4t
14
xxy sin 2kx cos ky ,
xz,z2 (k) = i2t
15
x sin ky − i4t15xy cos kx sin ky − i4t15xxyy cos 2kx sin 2ky ,
yz,x2−y2 (k) = −i2t13x sin kx − i4t13xy sin kx cos ky + i4t13xxy (sin 2kx cos ky − sin kx cos 2ky) ,
yz,xy (k) = i2t
14
x sin ky + i4t
14
xy cos kx sin ky + i4t
14
xxy cos kx sin 2ky ,
yz,z2 (k) = i2t
15
x sin kx − i4t15xy sin kx cos ky − i4t15xxyy sin 2kx cos 2ky ,
x2−y2,xy (k) = 4t34xxy (sin kx sin 2ky − sin 2kx sin ky) ,
x2−y2,z2 (k) = 2t35x (cos kx − cos ky) + 4t35xxy (cos 2kx cos ky − cos kx cos 2ky) ,
xy,z2 (k) = 4t
45
xy sin kx sin ky + 4t
45
xxyy sin 2kx sin 2ky (A1)
The tight-binding hopping parameters from Graser et al. are given in Table I. For an occupation number of 6, the
onsite energies are given by: (0)xz = 
(0)
yz = 130 meV, 
(0)
x2−y2 = −220 meV, (0)xy = 300 meV, and (0)z2 = −211 meV.
2. Two-orbital model
The band dispersion in the two orbital model by Raghu et al. is [38]:
xx (k) = −2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky
yy (k) = −2t2 cos kx − 2t1 cos ky − 4t3 cos kx cos ky
xy (k) = −4t4 sin kx sin ky (A2)
35
tµνα α = x α = y α = xy α = xx α = xxy α = xyy α = xxyy
(µ, ν) = (xz, xz) −140 −400 280 20 −35 5 35
(µ, ν) =
(
x2 − y2, x2 − y2) 350 " −105 −20 " " "
(µ, ν) = (xy, xy) " " 150 −30 −30 " −30
(µ, ν) =
(
z2, z2
) " " " −40 20 " −10
(µ, ν) = (xz, yz) " " 50 " −15 " 35
(µ, ν) =
(
xz, x2 − y2) −354 " 99 " 21 " "
(µ, ν) = (xz, xy) 339 " 14 " 28 " "
(µ, ν) =
(
xz, z2
) −198 " −85 " " " −14
(µ, ν) =
(
x2 − y2, xy) " " " " −10 " "
(µ, ν) =
(
x2 − y2, z2) −300 " " " −20 " "
(µ, ν) =
(
xy, z2
) " " −150 " " " 10
Table I. Tight-binding hopping parameters (in meV) for the 5-orbital of Eq. (A1).
The tight-binding parameters used in Fig. 5 are taken from Ref. [39] and shown in Table II. For an occupation
number of 2, the chemical potential is µ = 550 meV.
t1 t2 t3 t4
−330 385 −234 −260
Table II. Tight-binding hopping parameters (in meV) for the 2-orbital model of Eq. (A2).
3. Three-orbital model
The band dispersion in the three orbital model by Daghofer et al. is [53]:
xz,xz (k) = −2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky
yz,yz (k) = −2t2 cos kx − 2t1 cos ky − 4t3 cos kx cos ky
xy,xy (k) = −2t5 (cos kx + cos ky)− 4t6 cos kx cos ky + ∆CF
xz,yz (k) = −4t4 sin kx sin ky
xz,xy (k) = −2it7 sin kx − 4it8 sin kx cos ky
yz,xy (k) = −2it7 sin ky − 4it8 sin ky cos kx (A3)
The tight-binding parameters are shown in Table II. For an occupation number of 4, the chemical potential is
µ = 212 meV and the crystal field splitting is ∆CF = 400 meV.
t1 t2 t3 t4 t5 t6 t7 t8
−60 −20 −30 10 −200 −300 200 −100
Table III. Tight-binding hopping parameters (in meV) for the 3-orbital model of Eq. (A2).
4. Orbital-projected band model
The band dispersion in the model by Vafek et al. is described in terms of the non-interacting Hamiltonian [49]:
Hˆ0(k) =
hY (k) 0 00 hX(k) 0
0 0 hΓ(k)
 (A4)
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with:
hY (k) =
(
1 +
k2
2m1
+ a1k
2 cos 2θ −ivY (k)
ivY (k) 3 +
k2
2m3
+ a3k
2 cos 2θ
)
⊗ σ0
hX(k) =
(
1 +
k2
2m1
− a1k2 cos 2θ −ivX(k)
ivX(k) 3 +
k2
2m3
− a3k2 cos 2θ
)
⊗ σ0
hΓ(k) =
(
Γ +
k2
2mΓ
+ bk2 cos 2θ ck2 sin 2θ
ck2 sin 2θ Γ +
k2
2mΓ
− bk2 cos 2θ
)
⊗ σ0 (A5)
and:
vX(k) =2k sin θ
[
v + p1k
2(2 + cos 2θ)− p2k2 cos 2θ
]
vY (k) =2k cos θ
[
v + p1k
2(2− cos 2θ) + p2k2 cos 2θ
]
(A6)
Here, k is given in units of the inverse lattice constant of the 1-Fe unit cell. To obtain a better description of the
Fermi surface, cubic terms are included in vX and vY , while in the discussion in the main text we considered only
linear terms. All the figures in the main text refer to the dispersions with the cubic terms present. The dispersion
parameters are presented in Table IV. The chemical potential is set to µ = 0.
Γ 1 3
1
2mΓ
1
2m1
1
2m3
a1 a3 b c v p1 p2
132 −400 −647 −368 298 634 419 −533 56.5 124.6 −243 −40 10
Table IV. Band dispersion parameters (in meV) for the band-orbital model of Eq. (A5).
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