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An exciting application of robots is using multi-robot systems to accomplish complex tasks. Harnessing
the productive capacity of multi-robot systems requires enabling robots to safely and efficiently navigate
their environment both individually and in formation as a team. These teams, however, may have robots
with constraints on their motion and each robot may be different in terms of speed and maneuverability.
This thesis addresses the development of motion planning algorithms for robot teams that account for
motion constraints and heterogeneity in maximum speeds. The problem studied is, given a team of
robots and a set of unlabeled goal locations, assign each robot to a goal location and generate collisionfree trajectories to these goal locations. This problem was also studied in the context of maneuvering and
changing formations.
The first contribution is a motion planning algorithm for teams of robots with minimum turning radius
constraints. This algorithm provides completeness and collision avoidance guarantees while being
computationally tractable -- both key features for coordinating large teams of robots. The second
contribution builds on the first by developing a motion planning algorithm for a team of fixed-wing aircraft
in formation flight. The algorithm allows a team of aircraft to maintain a specified formation as well as
the ability to change formation during flight and on demand, while also providing collision avoidance
guarantees. The third contribution extends the results to teams of robots with heterogeneous speeds. By
accounting for the speed capabilities of each robot, this algorithm also enables rapid formation
transitions that are faster than the transitions that would occur using traditional solutions that apply to
robots with homogeneous speed capabilities. Specifically, an algorithm was proposed that designs
collision-free transitions by solving a linear bottleneck assignment problem (LBAP). The theory and
resulting guarantees in this dissertation are empirically verified through a combination of computer
simulations and experiments using multi-robot teams in the laboratory and in large field experiments with
industry partners.
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ABSTRACT
COORDINATING MULTI-ROBOT TEAMS IN THE PRESENCE OF MOTION
CONSTRAINTS AND HETEROGENEITY
Michael J. Whitzer
Vijay Kumar
An exciting application of robots is using multi-robot systems to accomplish complex
tasks. Harnessing the productive capacity of multi-robot systems requires enabling robots
to safely and efficiently navigate their environment both individually and in formation as a
team. These teams, however, may have robots with constraints on their motion and each
robot may be different in terms of speed and maneuverability.
This thesis addresses the development of motion planning algorithms for robot teams
that account for motion constraints and heterogeneity in maximum speeds. The problem
studied is, given a team of robots and a set of unlabeled goal locations, assign each robot to
a goal location and generate collision-free trajectories to these goal locations. This problem
was also studied in the context of maneuvering and changing formations.
The first contribution is a motion planning algorithm for teams of robots with minimum
turning radius constraints. This algorithm provides completeness and collision avoidance
guarantees while being computationally tractable – both key features for coordinating large
teams of robots. The second contribution builds on the first by developing a motion planning algorithm for a team of fixed-wing aircraft in formation flight. The algorithm allows a
team of aircraft to maintain a specified formation as well as the ability to change formation
during flight and on demand, while also providing collision avoidance guarantees. The third
contribution extends the results to teams of robots with heterogeneous speeds. By accounting for the speed capabilities of each robot, this algorithm also enables rapid formation
transitions that are faster than the transitions that would occur using traditional solutions
that apply to robots with homogeneous speed capabilities. Specifically, an algorithm was
proposed that designs collision-free transitions by solving a linear bottleneck assignment
problem (LBAP). The theory and resulting guarantees in this dissertation are empirically
vi

verified through a combination of computer simulations and experiments using multi-robot
teams in the laboratory and in large field experiments with industry partners.
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Chapter 1

Introduction
The dramatic technological advancements in the past few decades have had a tremendous
impact on the field of robotics. These advancements include more accessible and affordable
mechatronic components, increased computation power, as well as improved sensing and
perception capabilities. In addition to this, the size of these respective technologies has
decreased significantly, and with the advent of three-dimensional printing, the time taken
from design concept to working prototype has been drastically reduced. These advancements
and others have contributed to the ever widening application space of robotics.
Robotics has had an indelible influence in several application areas including e-commerce,
entertainment, and exploration. The rise of online shopping has created the need for more
efficient and rapid delivery services. Robotics has met this need through automated fulfillment centers that utilize unmanned ground vehicles (UGVs) to retrieve items from large
tightly packed warehouses where the items are then prepared for shipment [1]. Once shipped,
some companies have utilized unmanned aerial vehicles (UAVs) to deliver these packages to
their destinations [2]. These UAVs have also been used in entertainment, lighting up the
sky with brilliant aerial displays [3] [4]. Additionally, UAVs have enabled new and exciting
ways to view the world through capturing remarkable aerial images and videos that were not
previously possible without the use of large and expensive equipment or helicopters [5] [6].
Robotics is also helping to expand our frontiers of exploration by enabling the investiga-
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tion of other planets such as Mars using Mars Exploration Rovers (MER) [7] [8]. Similarly,
autonomous underwater vehicles (AUVs) are being used to explore uncharted territories
in ocean depths [9] [10]. In addition to the applications mentioned here, there are a variety of other applications ranging from transportation [11] [12], manufacturing [13] [14],
agriculture [15] [16] and medicine [17] [18], where robotics is making a notable impact.
The use of robotics offers a wide range of benefits including safety, efficiency, reliability,
and autonomy. These benefits are seen, for example, in the use of robots for the inspection of
nuclear power plants after natural disasters [19] [20]. Applications such as this are allowing
the inspection of areas that are too dangerous for humans to access. With regard to efficiency,
the use of UAVs for the damage and wear inspection of penstocks has been investigated [21].
The current process is highly inefficient because it involves the construction of large networks
of scaffolding to enable humans to visually assess the walls of the pipes [22]. This difficult
process can be replaced by a UAV that autonomously navigates the inside of penstocks while
using an array of cameras to identify any cracks or imperfections.
Robotics applications, such as the exploration and inspection tasks mentioned above,
often only use a single robot to accomplish the desired objective. This robot is generally a
highly sophisticated platform with a suite of onboard computing and sensing capabilities,
however, they are predominantly very expensive. Additionally, if the platform experiences
any issues or ceases to function properly, the desired task can no longer be accomplished.
Multi-robot systems, on the other hand, enable the use of multiple inexpensive and less capable robots to complete a mission. These systems remove the single point of failure constraint
of single robot systems by distributing capabilities across the multi-robot team. As a result,
multi-robot systems are able to more efficiently, and thus more quickly, accomplish large
complex tasks. While removing some of the limitations of single robot systems, multi-robot
systems present a new set of challenges, including the coordination and formation control of
large teams of robots. This dissertation addresses these challenges by developing algorithms
for the safe coordination and maneuvering of multi-robot teams in the presence of motion
constraints and heterogeneity.
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Many forms of the multi-robot coordination problem have been previously investigated.
One such problem is the assignment of individual robots to goal destinations (interchangeable
robots), followed by the generation of navigation plans to reach these destinations while
ensuring there are no collisions. One such method for solving this problem was presented
in [23] for teams of robots in obstacle-free environments. Solutions to this problem in the
presence of obstacles are found in [24] and [25], which ensure collision avoidance through the
use of prioritization techniques. The coordination of robots when each robot has a specific
goal destination (non-interchangeable robots) has also been studied and solutions presented
in [26], [27] and [28]. These solutions focus on homogeneous teams of robots, however,
solutions exist for problems involving heterogeneous teams. Some of these solutions include
[29] and [30] that solve the multi-robot coordination problem for teams of robots that consist
of different robot types.
The formation control of teams of robots is another challenge of multi-robot systems
and has been well studied. Three typical methods used to solve this problem are the leaderfollower, virtual-structure, and behavior-based approaches. In the leader-follower approach,
follower robots try to maintain the formation by controlling their position relative to a
leader(s). Work that utilizes this technique in environments with obstacles can be found
in [31] and [32]. A decentralized leader-follower technique that utilizes shape vectors to
maintain and change formations can be found in [33]. In the virtual structure approach,
robots try to maintain their position in the formation relative to a virtual shape. This
approach first appeared in [34], and was adopted by [35] to coordinate the motion of a
group of spacecraft. The work presented in [36] also demonstrates the virtual-structure
technique applied to a team of fixed-wing aircraft. Lastly, in the behavior-based approach,
several motor scheme are defined that represent different behavioral responses to sensor
inputs. The overall behavior of each robot is the result of the weighted sum of the vectors
generated by each scheme given the current sensory input. Examples of motor scheme
found in [37] to maneuver a small group of mobile robots in formation include move-togoal, avoid-static-obstacle, avoid-robot and maintain-formation. Another work that utilizes
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a behavior-bashed approach to maneuver a group of mobile robots is found in [38] where
the group is transitioned through a sequence of formation patterns.
While the previous work presents solutions to some of the problems in multi-robot coordination and formation control, there are still a number of challenges that have not been
addressed. One such challenge is the development of a computationally tractable solution for
the coordination of interchangeable robots in the presence of kinematic motion constraints.
An example of this would be the assignment and trajectory generation for teams of carlike robots with orientation and minimum turning radius constraints. Another challenge
is the ability for a user to specify a desired formation of robots and have the formation
change on-demand. Additionally, the formation control problem has not been well studied
for heterogeneous teams of robots. This heterogeneity could arise from a number of sources
including teams of robots having various maximum speed capabilities.
This thesis addresses some of the challenges mentioned above through the work presented
in the following chapters. In Chapter 2, a unifying framework is presented that links the
fields of multi-robot motion planning and formation control. Chapter 3 then presents some
background and a detailed literature review outlining the latest developments in these fields.
This review is followed by a description in Chapter 4 of a multi-robot coordination algorithm
that safely navigates teams of robots with kinematic motion constraints from start to goal
locations. An application of algorithms like that presented in Chapter 4 is demonstrated in
Chapter 5 for in-flight and on-demand formation changes for a team of fixed-wing aircraft.
This method is further developed to enable teams of holonomic robots with heterogeneous
maximum speeds to maneuver and rapidly change formation and is presented in Chapter 6.
Lastly, conclusions and future work from this thesis are discussed in Chapter 7.
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Chapter 2

Preliminaries
The contents of this chapter will lay the foundation for the problem solutions that will be
demonstrated in subsequent chapters. These problems span the fields of both multi-robot
motion planning and formation control. A unifying framework for the classification of these
problems will now be presented.
The classification developed here joins the fields of multi-robot motion planning and
formation control into a single problem space; the manipulation and motion of multi-robot
configurations. Framing the problem in this way provides a tool for investigating how
techniques of one area of work can support another. The way this is done is through
the definition of configuration classes. These classes link the multi-robot motion planning
and formation control solution approaches into a single framework. This framework covers
solution approaches for both fields and thus encompasses possible problems in these fields by
capturing the representation of each problem’s basic structure. This representation provides
a tool for configuration generation, maintenance, transition, and collision avoidance [39].

2.1

Problem Framework

The problems in this dissertation will be defined by the 2-tuple (or ordered pair) representation
hCR (t), Wi,
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(2.1)

where CR (t) defines the configuration of the multi-robot system, and W is the world. It is
important to note that the definition of a configuration varies with time, t. The time varying
nature of CR (t) is a result of the potential for configuration transitions and its application
to multi-robot motion planning and formation control. A configuration transition is defined
as a change from one configuraiton to another, where a configuration is either a defined set
of distinct points or a shape defined by a closed curve or surface (formally defined below).
Removing the dependence on t for CR (t) would result in a static configuration.
The configuration of the multi-robot system, CR (t), is a tuple that contains any combination of the following; system state X(t) with respect to W, shape S(t), configuration
reference coordinate xc (t), and/or system state Xc (t) with respect to xc (t). Note that the
time dependence can be removed from any of these variables if it is static in time. The
system state X(t) is defined with respect to W, with the exception of the time dependence,
and represents distinct locations for each robot; X(t) = [x1 (t), . . . , xN (t)]> where an example of a possible robot state could be xi (t) = [xi (t), yi (t), θi (t)]> for the ith-robot in a 2D
world (W = R2 ). The system state Xc (t) is defined in the same way as X(t), but the robot
locations are with respect to xc (t) (defined below). The shape, S(t), is a closed curve when
W = R2 , or a closed surface when W = R3 , that contains all of the robots in a particular
configuration, either in or on S(t). The shape may be known or unknown, and the robots
that make up the shape may be static or dynamic, in the sense that they may be in constant
motion in or on S(t). Lastly, the configuration reference coordinate, xc (t), is the state of a
configuration if the configuration were viewed as a large rigid body.
The variable definitions above can be used to define four classes of CR (t). These classes
are
Class 1:

CR (t) = hX(t)i

Class 2:

CR (t) = hXc (t), xc (t)i

Class 3:

CR (t) = hS(t), xc (t)i

Class 4:

CR (t) = hS(t), xc (t), Xc (t)i.

Class 1 specifies configurations that are completely defined by the system’s state, X(t),
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which are distinct locations that each robot occupies (see Figure 2.1a). This class is used
to describe multi-robot motion planning problems. A configuration transition in this class
is defined by the motion of robots from initial distinct starting locations to a set of final
distinct goal locations (see Figure 2.1b).
Class 2 defines configurations that are distinct points, Xc (t), with respect to a configuration reference point, xc (t) (see Figure 2.2a). This configuration reference point enables
the motion of the entire configuration as the reference point moves in the world, analogous
to the motion of robots in formation (see Figure 2.2b). A configuration transition in this
class, when xc is constant with time, corresponds to robots going from distinct inital to
distinct final locations that are referenced to xc . For example, it is a transition from Xc (0)
to Xc (1) when Xc (0) 6= Xc (1) for t ∈ [0, 1] and for constant xc (see Figure 2.2c). When
Xc (t) and xc (t) are not constant in time, the configuration transitions and moves in the
world (see Figure 2.2d). This is analogous to a transition of formations in the formation
control of multi-robot teams.
Class 3 is similar to Class 2, however, the configuration is no longer defined by distinct
locations, but is instead defined by a shape, S(t). As seen in Figure 2.3a and 2.3c, the
robots in this class of configurations can either be in or on S(t). Configuration transitions in
Class 3 occur when, for example, the shape S(0) is changed to S(1), where S(0) 6= S(1) for
t ∈ [0, 1] (see Figure 2.3b and 2.3d). The motion of configurations in this class are the same
as those described above for Class 2. Similarly, the configuration definition and transition
for Class 4 configurations are the same as Class 3, however, the robots are now in constant
motion according to Xc (t) (see Figure 2.4a and 2.4b).
A framework has now been established that defines problems involving the movement of
multi-robot teams (i.e., see Eq. (2.1)). The types of problems that fit this framework are
those in the fields of multi-robot motion planning and formation control, as will be seen in
this dissertation. This framework can now be used to systematically evaluate the literature
with regard to problems in these respective fields.

7

Class 1

(a) CR = hXi

(b) CR (t) = hX(t)i

Figure 2.1: Class 1 (a.) configuration definition and (b.) configuration transition.

Class 2

(a) CR = hXc , xc i

(b) CR (t) = hXc , xc (t)i

(c) CR (t) = hXc (t), xc i

(d) CR (t) = hXc (t), xc (t)i

Figure 2.2: Class 2 configuration definition and transitions. (a.) A static configuration. (b.)
Static configuration definition that translates with xc (t). (c.) Configuration transition with static
xc . (d.) Configuration transition that translates with xc (t).
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Class 3

(a) CR = hS, xc i

(b) CR (t) = hS(t), xc i

(c) CR = hS, xc i

(d) CR (t) = hS(t), xc i

Figure 2.3: Class 3 configuration definition and transitions. (a.) Static configuration with robots
in S. (b.) Configuration transition with robots in S(t). (c.) Static configuration with robots on S.
(d.) Configuration transition with robots on S(t).

Class 4

(a) CR (t) = hS, xc , Xc (t)i

(b) CR (t) = hS, xc , Xc (t)i

Figure 2.4: Class 4 configuration definitions for configurations with robots that are in constant
motion (specified by Xc (t)) (a.) in S and (b.) on S.
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Chapter 3

Literature Review
In this chapter, some background will be given on motion planning before exploring previous
work related to this thesis. The background will first introduce single robot motion planning
and the environments in which these systems navigate, followed by a discussion of multirobot motion planning. For both systems, common approaches and multiple methods to
solving these problems will be presented. These common approaches and methods will then
be explored in the context of the previous work pertaining to the substance of this thesis.

3.1

Background

For the applications discussed above, the ability to safely navigate robots from starting locations to goal locations is essential. A number of methods have been developed to accomplish
this task for both single and multi-robot systems. A great reference that discusses some of
these methods in detail can be found in the path planning book by LaValle [40]. Loosely
following the notion from LaValle’s book, a description of single robot motion planning will
now be explored.

3.1.1

Single Robot Motion Planning

The sinlge robot motion planning problem involves finding a path for a robot through an
environment (or world). The world the robot will navigate in will be defined as W, and can
either be 2D (W = R2 ) or 3D (W = R3 ). This world can be free of obstacles, or contain
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obstacles that are represented by an obstacle region defined as O ⊂ W. When dynamic
obstacles are present, the obstacle region is defined by O(t) ⊂ W. The state of the robot,
with rigid body A ⊂ W, will be denoted by x ∈ X, where X is the set of all possible states
of the robot known as the state space.
The manifold that contains the set of all possible transformations of the robot’s state
is called the configuration space (C-space), defined as C. The configuration of a robot is
denoted by q where A(q) represents the area of W that is occupied by the robot. The area
of W occupied by obstacles in the C-space is
C obs = {q ∈ C|A(q) ∩ O =
6 ∅}.

(3.1)

From this, the free-space that the robot is able to safely navigate is found to be C f ree =
C \ C obst . With the free-space defined, the problem described earlier of finding a path from
a start location to a goal location can now be stated as; find a path γ : [0, 1] → C f ree such
that γ(0) = qI and γ(1) = qG where qI ∈ C f ree and qG ∈ C f ree are the initial and final
configurations of the robot, respectively.
Sample-based planning methods can be used to solve this problem. These methods allow solutions to be generated quickly for difficult problems because they remove the need to
explicitly model C obs . These planners instead sample the C-space, C, to build connectivity
graphs of C f ree that can then be used to find paths from one location to another [41]. The
disadvantage of these planners, however, is that they offer weaker guarantees on completeness. Completeness is a characteristic of an algorithm that describes its ability to find a
solution. A complete algorithm will find a solution in finite time if one exists. If a solution
does not exist, the algorithm will report that this is the case.
Some methods of sample-based planning include discretization and searching methods [42] [43], rapidly exploring random trees (RRT) [44], and sampling-based roadmaps [45] [46].
While these methods are path planning methods for single robot systems, some of the techniques, such as discretization and searching methods, can be used for multi-robot path
planning problems.
11

3.1.2

Multi-Robot Motion Planning

This dissertation involves the motion planning of multi-robot systems. Instead of having
a single robot, there are now multiple robots Ai each with state, xi , and C-space, C i , for
i ∈ {1, . . . , N }. The state space X is now the Cartesian product
X = C1 × C2 × . . . × CN .

(3.2)

The additional robots in W give rise to another obstacle in C obs . The new obstacle for any
given robot now includes the other robots in the environment; robot-to-robot collisions must
be avoided. The obstacle region is now defined as

X obs =

N
[

!

!
X iobs

i=1

[

[

X ij
obs ,

(3.3)

ij,i6=j

in X where
6 ∅},
X iobs = {x ∈ X|Ai (qi ) ∩ O =

(3.4)

i i
j j
X ij
obs = {x ∈ X|A (q ) ∩ A (q ) 6= ∅}.

(3.5)

and

Note that (3.4) and (3.5) describe the robot-obstacle collisions and robot-robot collisions,
respectively.
The problem now becomes that of finding safe time parameterized paths, γ i (t), from
each robot’s initial location to a final location; γ i (t) is the ith-robots path. Safety here
means
||γ i (t) − γ j (t)||2 > Ri + Rj ,

(3.6)

for all t ∈ [0, 1] and i, j ∈ {1, . . . , N } with i 6= j, where Ri is the radius of a ball containing
Ai of the ith-robot.
Working with multi-robot systems adds additional challenges to the motion planning
problem that are not present in the single robot case presented above. Before taking a look
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at some of these challenges, let us first look at two of the typical approaches to solving the
multi-robot motion planning problem; the coupled and decoupled approaches. In the coupled
approach, the C-space of every robot is combined to form one larger dimensional C-space for
a higher dimensional robot that is representative of the whole team. An optimal path for the
single higher dimensional robot can then be planned using methods like the discretization
and searching method described above [42] [43], and the resulting path converted back to
the individual robot paths. Methods like this are optimal and complete, however, while the
joint C-space grows linearly with the number of robots, the search space grows exponentially
with the number of robots [40].
The second common approach to solving multi-robot path planning problems is the
decoupled approach. In the decoupled approach, the paths of each robot to their goal
locations are found without considering the paths of any other robot. Once each path is
found, techniques such as prioritization or velocity profiling can be used to ensure collisions
are avoided. When using the prioritization technique, robots of higher priority are allowed
to execute their paths before lower priority robots [25]. When using the velocity profiling
technique, if a collision arises from the initial path planning phase, the velocities of the
robots involved are adjusted in order to prevent the collision from occurring [24]. While
decoupled approaches are practical for many applications, guarantees on completeness are
generally lost.
The coupled and decoupled approaches to the multi-robot planning problem can be used
to address some of the challenges of working with multi-robot systems. Having multiple
robots, as opposed to a single agent, opens the opportunity to have more than one robot
type. A team composed of multiple robot types is called a heterogeneous team, while a
team composed of the same robot type is called a homogeneous team. Robot types can be
differentiated in several ways, from what color each robot is, to the potential for each robot
to have different dynamic constraints. Examples of possible dynamic constraints include
whether the robots are holonomic or nonholonomic. If the differential model of a system is
completely integrable, the system is holonomic. If the differential model of a system is not
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completely integrable, the system is nonholonomic. This dissertation will utilize and develop
algorithms for both holonomic and nonholonomic robots in homogeneous and heterogeneous
teams.
Another challenge that arises when working with multi-robot systems is whether the
start and goal locations of the robots are labeled or unlabeled. When a system has labeled
start and goal locations, each robot must go to a specific goal (non-interchangeable robots).
The inverse of this is the unlabeled case when any robot can go to any goal (interchangeable
robots) and part of the motion planning problem is deciding who should go where. This
dissertation seeks to answer the question of who goes where, as well as various combinations
of the aforementioned challenges of multi-robot motion planning.

3.2
3.2.1

Related Work
Multi-Robot Motion Planning

Recall the challenges of the multi-robot motion planning problems described above. These
problems are encompassed in Class 1 for they have configurations that are defined as distinct
locations and have configuration transitions that involve finding paths from one set of distinct
locations to another. To address the unlabeled motion planning of homogenous teams of
holonomic robots in an obstacle-free W (O = ∅), [23] presents the concurrent assignment and
planning of trajectories (CAPT) algorithm. This algorithm is complete and simultaneously
assigns robots to goal locations, minimizing the sum of squared distances, while generating
optimal time-parameterized trajectories for all robots in the system. In order to account
for when O =
6 ∅, [25] assigns robots to minimize the maximum distance traveled, and
utilizes prioritization to ensure collision avoidance where robots of higher priority begin
executing their trajectories before robots of lower priority. Similarly, in order to allow all
robots to arrive at their goal locations as fast as possible while maintaining collision-free
guarantees, [24] utilizes prioritization in conjunction with robot velocity profiling. Related to
this, [47] seeks an assignment that minimizes the total path length (sum of the path lengths
of each robot) while avoiding collisions by having robots stray from their desired paths
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when necessary. Lastly, [48] presents a solution to this problem using complex polynomials
to represent C for unlabeled robot formations. They then use this representation to guide
robots to permutation-invariant goal configurations (formations).
To address the labeled multi-robot motion planning of homogeneous teams of holonomic
robots in an obstacle-free W (O = ∅), [27] presents a collision-free solution that uses the
CAPT algorithm. This work constructs holding patterns that labeled robots are intermediately assigned to using CAPT in order to avoid collisions while traveling to their specified
goal locations. The use of these holding patterns is utilized and further developed in [26]
for teams of robots with general nth-order dynamics. A solution to labeled multi-robot
motion planning problem using velocity profiling for homogeneous teams of robots with
kinodynamic constraints is presented in [49]. This solution utilizes mixed integer linear
programming (MILP) to coordinate robots to specific goal locations and was successfully
demonstrated on 12 car-like robots. Car-like robots were also used in [28] which solves this
problem using reciprocal collision avoidance. Reciprocal collision avoidance was also used
to solve this problem in [50]. Another collision avoidance method that can be used for the
labeled motion planning problem is found in [51] that studies the shortest collision-avoidance
motion for two discs. Finally, rule-based methods have been used to solve this problem [52],
as well as subdimensional expansion [53], that utilizes both the coupled and decoupled motion planning approaches to reduce the computational complexity of the solution.
In addition to the homogeneous multi-robot motion planning problem, the heterogeneous
multi-robot motion planning problem as been investigated as well. The method presented
in [54] combines an aerial robot and ground vehicle to optimize delivery routes. The ground
vehicle was used to transport the aerial robot over long distances, while the aerial robot
would complete the final phase of the delivery. The work presented in [55] demonstrates a
method in which robots and humans coordinate to complete an objective. Additionally, the
work in [29] demonstrates a method that solves the multi-robot motion planning problem for
large heterogeneous teams. To the best of the author’s knowledge, their method is the first
to efficiently solve this problem for large heterogeneous teams. This method allows coordi-
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nation between robots of various types and sizes, including both ground and aerial systems.
Lastly, [56] presents a work on diversity-enhanced autonomy in robot teams (DART). This
work is a novel paradigm that seeks to utilize diversity to more efficiently and effectively
solve problems related to multi-robot systems. The focus of [56] is that diversity can be
used to better enable multi-robot system solutions to work in uncertain and unstructured
environments.

3.2.2

Formation Control

The problems that encompass Class 2 are those involving the formation control of multirobot teams. Three traditional approaches to solving Class 2 problems are the leaderfollower, virtual structure, and behavior-based approaches. A leader-follower method was
used in [57] for a homogeneous team of nonholonomic robots navigating in a world with
obstacles. Formation transitions were possible by using techniques from graph theory. Similar leader-follower methods can be found in [32] and [31] where local sensing is used for
the maintenance and transition of formations. A decentralized leader-follower approach for
a homogeneous team of robots is presented in [58] that utilizes shape vectors to maintain
formation. This method is expanded in [33] to allow for time varying shape vectors, making
configuration transitions possible. A solution that utilizes virtual leaders and that demonstrates stable formation manipulation can be found in [59]. A virtual structures approach,
on the other hand, was used for the formation flight of a homogeneous team of fixed-wing
aircraft in [36]. The use of virtual structures first appeared in [34] and was later adopted
in [35] to coordinate a team of spacecraft. Lastly, a behavior-based approach was used
in [37] to maneuver a small group of mobile robots in formation. Another work that used a
behavior-based approach to transition a team of mobile robots through different formation
patters is found in [38].
Class 3 and Class 4 problems involve the definition of a shape, S(t), that specifies the
configuration. Methods where robots are static either in or on S(t) are classified as Class 3. A
method in which robots utilized decentralized controllers to form the boundary of one shape
to the boundary of another can be found in [60]. The work presented in [61] demonstrates
16

an example of when it is desired that robots consume or fill a defined shape. This method
utilizes Voronoi tessellations and Lloyd’s algorithm, in combination with decentralized multirobot assignment [62] and collision avoidance methods to achieve this. A method in which a
shape is used to define the configuration that a swarm of robots is to maintain their position
within is presented in [63]. This shape, and its morphing, is used to navigate a swarm of
robots in an environment with obstacles.
The set of Class 4 problems include those that have a shape, S(t), that defines the
configuration of the robots, however, the robots in this class are not static within or on S(t).
The robots in this class of problems are either moving inside or along S(t). Examples of
two solutions to problems that involve teams of homogeneous robots that constantly circle
along the perimeter of a desired shape, that can change with time, are found in [64] and [65].
The shape of the configuration in these examples was known, however, this is not always
the case. Work has been done in [66] and [67] where the boundary of an unknown shape
is traversed by a team of homogeneous robots. The goal in these solutions is to track the
boundary of the configuration to determine how it is evolving over time.
In addition to the homogeneous formation control solutions described above, some work
has been done in the area of formation control for heterogeneous multi-robot teams. The
work in [68] presents a leader-follower formation control approach for heterogeneous teams of
robots. The heterogeneity in [68] resulted from having a single sophisticated leader followed
by less sophisticated follower robots. In a similar manner, [69] presents a leader-follower
technique where the leader has different dynamics than the followers. A work where it
is assumed that the agents in the multi-robot team have different dynamics is presented
in [70]. This paper investigated the formation feasibility problem for heterogeneous multirobot teams. Lastly, [71] presents a formation control method for a team that consists of
independent and dependent robots. The independent robots in the formation are able to
globally localize themselves, while the dependent robots utilized the independent robots for
localization.
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Chapter 4

Multi-Robot Motion Planning with
Motion Constraints
This chapter presents a solution to the class 1 multi-robot motion planning problem for
teams of Dubins cars. This problem is, given a team of Dubins cars and a set of unlabeled
goal locations, assign each Dubins car to a goal location and generate collision-free trajectories to these goal locations. This work is currently only concerned about getting each Dubins
car to a goal location, not with having it arrive with any specific orientation; in other words,
this work considers oriented starts and orientation-free goals. The trajectories must satisfy
the kinematic constraints on the motion of each Dubins car, while also ensuring that there
are no collisions. These kinematic constraints include the orientation and minimum turning
radius of the Dubins cars.
This chapter is concerned about developing a solution to this problem that is computationally tractable. For this reason, a solution is presented that concurrently solves the
assignment and planning of trajectories for teams of Dubins cars (DC-CAPT). Coupling the
assignment and trajectory planning subproblems allows for a more combinatorially efficient
solution. Additionally, it will be shown that collision avoidance in this coupled solution can
be ensured through the use of a geometric constraint on the initial set-up of the Dubins cars
and goals.
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There are a number of challenges to solving the problem presented in this chapter. The
kinematic constraints on the Dubins cars’ motion often prevent it from moving directly
toward its goal. As a result, a Dubins car may have to turn completely around, making
large deviations from a straight-line path, in order to maneuver in the direction of the goal.
Additionally, Dubins curves (as will be presented below) are piecewise nonlinear curves which
make deriving analytical results challenging. Lastly, the length and path of Dubins curves
are dependant on the Dubins car’s orientation and Euclidean distance to the goal. This
makes the trajectories from a robot to each goal unique. Thus when considering more than
one Dubins car, acquiring an assignment and planning collision-free trajectories becomes
nontrivial.
The chapter is divided into the following sections. Section 4.1 lays the foundation for
the mathematical notation used in the body of the chapter, and Section 4.2 presents the
problem definition. Section 4.3 elaborates on the approach using Dubins curves and provides
the theoretical underpinnings for the results. The effectiveness of the algorithm presented in
this chapter is then demonstrated through simulations and experiments for teams of Dubins
cars. The results from these simulations and experiments are shown in Section 4.4. Lastly,
conclusions and future work are presented in Section 4.6.

4.1

Preliminaries

This section presents the notational foundation for the solution presented in this chapter
for the assignment of Dubins cars. It is important to note that while the kinematic model
presented here is for car-like nonholonomic robots (Dubins car), DC-CAPT is applicable to
the class of nonholonomic robots whose trajectories are constrained by a minimum curvature.
The notation used in this chapter is analogous to that found in [23]. A 2-dimensional
Euclidean space is considered where there are N homogeneous Dubins cars of radius R, and
M goal locations. The state of the ith Dubins car is given as xi (t) ∈ SE(2) for i = {1, . . . N }
and



pi (t)
xi (t) = 
,
θi (t)
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where at time t, pi (t) = [ xi (t), y i (t)] > defines the location of the Dubins car and θi (t) ∈
[0, 2π) is its orientation (see Figure 4.1). When a distinction is needed between the location
of a robot on a linear trajectory and the location of a robot on a Dubins curve, pL
i (t) and
pD
i (t) will be used, respectively.
The jth goal location is denoted as gj ∈ R2 for j = {1 . . . M } such that
 
xj 
gj =   .
yj
The state vector, X(t) ∈ SE(2)N , of the system of Dubins cars is
X(t) = [ x1 (t)> , x2 (t)> , . . . xN (t)> ] > .
while the goal state vector, G ∈ R2M , is
>
> >
G = [ g>
1 , g2 , . . . gM ] .

The assignment matrix, φ ∈ RN ×M that assigns robots to goals is

φij =




1 if robot i is assigned to goal j

(4.1)



0 otherwise.
In order to ensure that all Dubins cars (or goals) are assigned, the following conditions
should hold
φ> φ = IM

if N ≥ M ,

>

(4.2)

if N ≤ M .

φφ = IN

In the case where N = M , IN = IM is the identity matrix. DC-CAPT finds trajectories
γ(t) : [t0 , tf ] → SE(2)N ,
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where t0 and tf are the initial and final times, respectively. The initial conditions at t0 are
defined as
X(t0 ) = [ x1 (t0 )> , x2 (t0 )> , . . . xN (t0 )> ] > ,

(4.3)

where the initial orientation of each robot will be denoted as αi = θi (t0 ). Similarly, the goal
conditions at tf are
Φ> γ(tf ) = G if N ≥ M ,
γ(tf ) = ΦG

(4.4)

if N < M ,

where Φ = φ ⊗ I3 is the expanded assignment matrix, with ⊗ representing the Kronecker
product. Note that pi (tf ) = gj for the ith robot assigned to jth goal.
The kinematic model, assuming no slip, for a Dubins car is captured by the bicycle
model:





ẋi (t)
cos(θi (t))




ẏ (t) = v i  sin(θ (t)) 
i

 i 





1
tan
ψ
θ̇i (t)
i
bi

(4.5)

where v i , bi and ψ i are the linear velocity, wheelbase and steering angle of the ith Dubins
car, respectively. In this chapter, it is assumed that the Dubins cars travel at constant
speed, however, individual Dubins car speeds may differ.
The necessary and sufficient condition to assure collision avoidance is

δ ij (t) =k pj (t) − pi (t) k> 2R, ∀i, j ∈ {1, . . . , N },

(4.6)

for t ∈ [t0 , tf ]. Lastly, note that time is normalized such that t0 = 0 and tf = 1, thus
t ∈ [0, 1].

4.1.1

Dubins Curves

Dubins curves are used because they offer optimal trajectories between two poses, and provide approximations for more sophisticated vehicles. They are bounded-curvature shortestpath curves [40] [72] that are composed of two motion primitives; turning (C) and going
straight (S). These motion primitives make up the sets of curves written as CSC or CCC,
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Figure 4.1: A Dubins car executing a turning motion primitive (C) with minimum turning radius,
ρi .

Figure 4.2: CS Dubins curves connecting an oriented start and a orientation-free goal for various
initial orientations, αi , and moments in time, t.

however, this work will only be concerned with the subset of curves written as CS.1 This
is because this work is only concerned about getting each Dubins car to a goal location,
not with having it arrive with any specific orientation; oriented starts with orientation-free
goals. Examples of CS curves can be seen in Figure 4.2 for various starting orientations and
fixed start and goal locations.
The set of CS curves can be classified into two curves represented by D = {RS, LS},
where RS represents right-straight curves, and LS represents left-straight curves. The
turning motion primitive (C) is constrained by a minimum turning radius, ρi (see Figure 4.1).
In this chapter it is assumed that all Dubins cars have equal turning radii, therefore, ρi = ρ.
Additionally, the nondimensionalized turning radius will be denoted by ρ̂ = ρ/R.
1

The CCC Dubins curves, and its subset of CC curves, will not be considered in this work.
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The length of each Dubins curve in D between pi (t0 ) and gj is the sum of the lengths
of each motion primitive. The length of the turning motion primitive (C) is cij (lij , αi ), and
the length of the straight motion primitive (S) is sij (lij , αi ), where lij = ||pi (t0 ) − gj ||,
is the Euclidean distance between the ith Dubins car’s starting location and the jth goal.
Therefore, the total length of a CS Dubins curve is Lij (lij , αi ) = cij (lij , αi ) + sij (lij , αi ).

4.2

Problem Definition

The problem in this chapter considers the assignment and trajectory generation of teams
of Dubins cars to unlabeled goal locations. A solution is sought that is computationally
tractable and that satisfies the kinematic constraints of Dubins cars while ensuring there
are no collisions. To solve this problem, DC-CAPT concurrently solves the assignment and
trajectory generation subproblems through
minimize
φ

subject to

PN PM
i=0

j=0 φij Jij

(4.1): Valid assignments
(4.2): Full resource utilization
(4.3): Initial conditions
(4.4): Terminal conditions
(4.5): Robot capabilities
(4.6): Collision avoidance,
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(4.7)

for some cost Jij under the following assumptions:
(A1) All robots are homogeneous and interchangeable.
(A2) Robots are car-like and represented as discs
of radius R and have turning radius ρ.
(A3) The environment is obstacle-free.
(A4) All robots have perfect knowledge of their state
and there are no errors in actuation.
(A5) xi (t0 ) and gj are placed with separation distance
∆ apart:

k pi (t0 ) − pj (t0 ) k> ∆, ∀i 6= j ∈ {1, . . . N } , and
k gi − gj k> ∆, ∀i 6= j ∈ {1, . . . , M } , and

(4.8)

k pi (t0 ) − gj k> ∆, ∀i ∈ {1, . . . , N }, j ∈ {1, . . . , M }.
In this work, a solution to (4.7) is sought where the trajectories are Dubins curves that connect oriented starts with orientation-free goals. As noted earlier, this work builds upon [23]
where collision avoidance for the optimal assignment (discussed later) was made possible
by finding a safe separation distance ∆. As in [23], the assignment specifies the optimal
trajectories, γ ∗ (t), because they are deterministic given start and goal states. The focus
of this chapter will be to find a safe separation distance ∆ such that collision avoidance is
guaranteed. The theory used to find this ∆ will be simplified by specifying that all Dubins
cars must simultaneously arrive at their assigned goals. This is a valid specification given
that synchronization is imperative for multi-robot applications such as formation control, as
was mentioned earlier.
Definition 1 (Collision-Free Assignment). A collision-free assignment is an assignment of
N Dubins cars with starting states xi (t0 ), radius R, and turning radius ρ, to M goal locations
gj , where i ∈ {1 . . . N } and j ∈ {1 . . . M }, such that all paths satisfy (4.6) when considering
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the simultaneous arrival of Dubins cars at their assigned goals.
The solution to (4.7) is ensured to be collision-free by solving the challenge presented in
Problem 1 below.
Problem 1. Given a set of N Dubins cars of radius R with a turning constraint ρ, find a
separation distance ∆ that guarantees collision-free assignment for the simultaneous arrival
of Dubins cars to their assigned goals while satisfying (4.7).
The solution to Problem 1 is challenging due to the kinematic constraints of Dubins cars.
The reachability set at a given time t is no longer a single location along a line connecting
the start pi (t0 ) and goal gj as in [23]. The reachability set is now a range of possible Dubins
car states xi (t) that depend on αi and lij , making it difficult to ensure collision avoidance.
Additionally, these Dubins curve trajectories are piecewise nonlinear curves which make
finding a closed-form solution to Problem 1 nontrivial.
Although this work builds upon the results of [23] to find a similar separation distance
constraint (∆), the development to find ∆ given the above challenges makes this work nonincremental. The methodology used to find bounds on ∆ addresses the challenges mentioned
herein and is outlined below.

4.3

Methodology

This section outlines the various components and development of the DC-CAPT algorithm.
First, the optimal assignment is shown for which the minimum distance between two holonomic robots executing linear trajectories at any moment in time is found. An inflated robot
radius is then found and used to derive an analytical expression that defines a sufficient condition for ∆. This is then used as an upper bound in a method that utilizes a time-varying
inflated robot radius to find an even tighter bound on ∆.

4.3.1

Optimal Assignment

The optimal assignment chosen for DC-CAPT is the one that minimizes the sum of the
squared Euclidean distances between the oriented starts and orientation-free goal locations.
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This is the same assignment used in CAPT [23], and thus this work is able to build upon
the results of [23] to develop the solution herein.
The optimal assignment is found by first constructing a distance matrix, D, that stores
the ith Dubins car’s squared Euclidean distance to the jth goal;

Dij = l2ij .

This is then used in
φ∗ = arg min
φ

N X
M
X

φij Dij

(4.9)

i=0 j=0

to find the optimal assignment, φ∗ . This optimization problem can be solved using the
Hungarian algorithm in O(N 3 ) time [73].

4.3.2

Minimum Holonomic Robot Proximity Throughout Linear Trajectory Execution

It was shown in Lemma 3.2 of [23] that optimal assignments (robot i assigned to goal i, and
robot j assigned to goal j) satisfy
w>
ij uij ≥ 0
L
L
L
where wij = pL
j (tf ) − pi (tf ) and uij = pj (t0 ) − pi (t0 ). This result was used to find

the closest distance between two holonomic robots executing linear trajectories; this occurs
when w>
ij uij = 0. The squared distance between these robots for t ∈ [0, 1] was shown in [23]
to be
L
2
2
||pL
j (t) − pi (t)|| = a − 2t(a − b) + t (a − 2b + c),

(4.10)

>
>
where a = u>
ij uij , b = wij uij , and c = wij wij . The desired collision avoidance constraint
L
from (4.6) is ||pL
j (t) − pi (t)||> 2R, and is shown in [23] to be achieved for t ∈ [0, 1] when
√
a > 8R2 , b = 0 and c > 8R2 (worst case), and thus ∆ > 2 2R. This means that two

holonomic robots executing linear trajectories between starts and goals will not get closer
√
than 2R from one another for t ∈ [0, 1] if ∆ > 2 2R.
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Lemma 1. Robots executing linear trajectories for an optimal assignment will satisfy

L
||pL
j (t) − pi (t)||> ∆

p
1 − 2t + 2t2 ∀ t ∈ [0, 1].

(4.11)

Proof. Using the worst case parameters a > 8R2 , b = 0 and c > 8R2 in (4.10) gives
L
2
2
2
||pL
j (t) − pi (t)|| = ∆ (1 − 2t + 2t ),

It must be shown for any a, b and c, and for all t ∈ [0, 1], that the following holds;
a − 2t(a − b) + t2 (a − 2b + c) > ∆2 (1 − 2t + 2t2 ) ∀ t ∈ [0, 1].

(4.12)

Rearranging the above inequality gives

(a − ∆2 ) − 2t(a − b − ∆2 ) + t2 (a − 2b + c − 2∆2 ) > 0 ∀ t ∈ [0, 1],
which is true if the discriminant is negative;

b2 − (a − ∆2 )(c − ∆2 ) < 0.
To determine if this is valid, it is important to ensure that t ∈ [0, 1], leading to
0≤

a − b − ∆2
≤ 1,
a − 2b + c − 2∆2

where it can be seen that a − 2b + c ≥ 2∆2 . This leads to the constraints a − ∆2 ≥ b and
c − ∆2 ≥ b, which when applied to the discriminant, shows that it is negative for any a, b
and c because
b2 ≤ (a − ∆2 )(c − ∆2 ).
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Therefore, (4.12) holds and thus taking the square root of both sides gives

L
||pL
j (t) − pi (t)||> ∆

4.3.3

p
1 − 2t + 2t2 ∀ t ∈ [0, 1].

Inflated Robot Radius

If the motion of a Dubins car can be approximated as a holonomic robot executing a linear
trajectory, the results above can be used to ensure collision avoidance for teams of Dubins
cars. This approximation is done through the use of an inflated robot radius, R̃ (defined
below). This inflated robot radius is then used to find an analytical expression for ∆ that
guarantees the collision-free execution of the optimal assignment.
Definition 2 (Inflated Robot Radius). Consider two robots where one executes a Dubins
curve with position denoted by pD (t), and the other executes a linear trajectory with position
denoted by pL (t), for time t ∈ [0, 1]. These robots start and finish their executions at the
same locations and same time.2 The inflated robot radius is then a bound R̃ such that
R + kpL (t) − pD (t)k≤ R̃ for all start and goal states, and all t.
Any robot executing a Dubins car trajectory between an oriented start and an orientationfree goal location stays within a disc of radius R̃ that moves along a linear trajectory between
the same start and goal. This means that a Dubins car can be approximated as a holonomic
robot of radius R̃ that executes a linear trajectory. The results found in [23] for CAPT can
then be used to establish the following theorem.
√
√
Theorem 1. If ∆ > 2 2R̃, with R̃ = ρ π 2 + 4 + R, then any optimal assignment is safely
executed by Dubins cars of true radius R and turning radius ρ.
Proof. In order to find R̃, the maximum deviation of a Dubins curve from a straight line
trajectory between a start and goal will be found.
Consider the starting state (0, 0, α) and goal location (l, 0) with the xy-coordinate system
oriented such that the x-axis is in line with the goal. The deviations of a Dubins curve from a
2

Subscripts i and j are not used on variables when doing analysis on a specific start and goal pair.
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straight-line trajectory between this start and goal will be described by x̃(t) = pL (t)−pD (t),
where x̃(t) = [ x̃x (t), x̃y (t)] > . Here pD (t) represents the position of a Dubins car on the
turning portion (C) of a CS Dubins curve.3 This is the only portion of the Dubins curve
that matters in the analysis used to find R̃. This is because R̃ represents the worst case
deviation of a Dubins curve from a straight-line trajectory. During C a Dubins car can
travel opposite the direction of a linear robot before heading in the direction of the goal,
therefore maximizing the deviation from a straight-line trajectory. During S the Dubins car
is always heading in the direction of the goal.
Maximizing the x and y components of x̃(t) is captured by

Rx = maximize|x̃x (t)| and Ry = maximize|x̃y (t)|.
t

(4.13)

t

To find Rx , note that the x-coordinates of the linear robot and the Dubins car between the
start and goal are

L

tL
− sin α −
ρ

D

x (t) = tl and x (t) = ρ

!

!
+ sin α ,

where L = L(l, α). Plugging xL (t) and xD (t) into x̃(t) gives

x̃x (t) = tl − ρ

tL
− sin α −
ρ

!

!
+ sin α .

(4.14)

Taking the derivative of x̃x (t) with respect to t, setting this equal to zero, solving for t, and
then plugging this back into (4.14) gives

l
α − cos−1
x̃x (t) = ρ
L

l
L

!!

v
u
u
+ t1 −

which has a maximum value of Rx = πρ when α = π and as
3

l
L

!2

l
L

!
− sin α ,

→ 1.

CS Dubins curves are symmetric about the axis that is collinear with the line connecting a start and
goal, so the analysis will be restricted in this work to RS Dubins curves. The same analysis holds for LS
Dubins curves.
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Finding Ry follows the same procedure where x̃(t) gives
tL
x̃y (t) = −ρ cos α −
ρ

!

!
− cos α .

(4.15)

Taking the derivative of x̃y (t) with respect to t, setting this equal to zero, solving for t, and
then plugging this back into (4.15) gives a maximum value of Ry = 2ρ when α = π.
q
Given Rx and Ry , R̃ can be found through R̃ = Rx2 + Ry2 + R, and thus
p
R̃ = ρ π 2 + 4 + R.

(4.16)

√
This R̃ can then be used in ∆ > 2 2R̃ to guarantee the safe execution of any optimal
assignment given the results from [23].
The above provides a closed-form expression for R̃ and a collision avoidance guarantee
for the concurrent assignment and trajectory planning of teams of Dubins cars. It should
√
be noted, however, that 2 2R̃ provides a conservative bound on ∆. This is because the
deviation of a Dubins car from a straight-line trajectory is a time varying value. The result
in (4.16) is constant for all t ∈ [0, 1], therefore for some times, it is going to be conservative.
Hence this over conservativeness is reduced by using a time-varying inflated radius.

4.3.4

Time-Varying Inflated Robot Radius

A time-varying inflated robot radius, R̃(t), represents the maximum deviation of a Dubins
car from a straight-line trajectory at a particular time t ∈ [0, 1]. It represents the worst case
scenario at time t, and must satisfy the following definition.
Definition 3 (Time-Varying Inflated Robot Radius). Consider a robot executing a Dubins
curve with position denoted by pD (t), and a robot executing a linear trajectory with position
denoted by pL (t), for time t ∈ [0, 1]. These robots start and finish their executions at the
same locations and same time. The time-varying inflated robot radius is then a bound R̃(t)
such that R + kpL (t) − pD (t)k≤ R̃(t) for all start and goal states at a particular time t.

30

Any robot executing a Dubins car trajectory between an oriented start and an orientationfree goal location stays inside a disc of radius R̃(t) that is moving along a linear trajectory
between the same start and goal. This means that at time t, the radius of a holonomic
robot executing a linear trajectory would have to be at least R̃(t) to contain any location a
Dubins car could be in at the same time t.
In order to find R̃(t) at time t, it will assumed for now that ∆ is known. Additionally,
given the piecewise nonlinear nature of Dubins curves, R̃(t) must be found along the turning
(C) and straight (S) portions, depending on the value of t. It was numerically found that
α = π is the worst case configuration for all values of t, results in the maximum amount of
turning, and thus this is the orientation used to find R̃(t).
The optimization problem used to find R̃(t) is thus
R̃(t)

= max R̄(t, l)

Subject to

∆≤l

for
R̄(t, l) =

l




R̄C (t, l) + R


R̄S (t, l) + R

(4.17)

if t ∈ [0, tC (l)]
otherwise,

where R̄C (t, l) represents the maximum deviation of a Dubins car from a straight-line trajectory along the turning (C) portion and is defined as
s
R̄C (t, l) =



l2 t2

+ 2lρt sin

tL
ρ




−

2ρ2


cos

tL
ρ




−1 ,

and R̄S (t, l) represents this maximum deviation along the straight (S) portion and is defined
as
1−t
R̄S (t, l) =
1 − tC (l)

s

 


 2
c
l2 2
c
− ρ sin
−l+
+ ρ − ρ cos
,
ρ
L
ρ

with c = c(l, π) = ρ(π + 2 tan−1 (ρ/l)) and L = L(l, π) = l + c(l, π) (derived from the
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geometry of a CS Dubins curve when α = π), and tC (l) = c(l, π)/L(l, π) is the maximum
possible time on the turning portion (C).

4.3.5

Compute Separation Distance, ∆

Now that a way to find R̃(t) at a particular time t is known, a tighter ∆ than that presented
in Theorem 1 is able to be found. This tighter ∆ will be found using the bisection method,
which will compute ∆ within a specified error bound. The minimum bound used in the
bisection method is ∆min = 4ρ + 2R, which is the physical limit on the proximity between
two Dubins curves. This physical limit ensures that two Dubins cars cannot turn into one
√
another. The maximum bound used is ∆max = 2 2R̃, which is the analytical result found
in Theorem 1. The method will search over values of ∆ between ∆min and ∆max , find
L
R̃(t)∀t ∈ [0, 1], and compute the error e(t) = ||pL
j (t) − pi (t)||−2R̃(t)∀t ∈ [0, 1]. The process

stops when 0 < e(t) < , where  > 0 is a desired error value.
Theorem 2. Given an error value  > 0, if (4.8) is satisfied, where ∆ is found using the
bisection method, then any optimal assignment is guaranteed to be collision-free.
Proof. From Lemma 1, the minimum distance between holonomic robots executing linear
trajectories is known to satisfy (4.11). How to find R̃(t) for any time t ∈ [0, 1] is also
known from Section 4.3.4. Given a Dubins car of radius R, R̃(t) describes the radius of
a holonomic robot executing a linear trajectory that contains any possible location of the
Dubins car at time t. This can be used with (4.6) to give the collision avoidance constraint
L
L
L
||pL
j (t) − pi (t)||> 2R̃(t) for t ∈ [0, 1]. Re-arranging this leads to ||pj (t) − pi (t)||−2R̃(t) > 0

for t ∈ [0, 1], which is the constraint used in the bisection method to find ∆. The ∆
found using the bisection method must satisfy this constraint to be selected, and therefore
guarantees collision avoidance for the optimal assignment of teams of Dubins cars.

4.4

Results

This section demonstrates the validity of DC-CAPT through various simulations and experiments. The relationship between Dubins car collisions and separation distance ∆ is shown,

32

as well as the effects of turning radius ρ on ∆. Simulations were also run for teams of Dubins
cars, and another application space of DC-CAPT is demonstrated through experiments with
a group of quadrotors.

4.4.1

Numerical Results

The relationship between Dubins car collisions and ∆ is seen in Figure 4.3 for an example
when ρ = 0.5 and R = 1. This data was generated by taking 10,000 random samples of
√
√
starts and goals for ∆ from 2 2R to 2 2R̃ in increments of 0.1. These randomly sampled
starts and goals were for two robots such that b = w>
ij uij = 0 (see Section 4.3.2). It can be
seen that as ∆ increases, the number of collisions decreases. The upper and lower bounds on
∆ are shown in the figure, along with an empirically derived separation distance labeled ∆e ,
and a separation distance generated using DC-CAPT labeled ∆∗ . Even though ∆e < ∆∗ ,
there are no guarantees that collisions do not occur for ∆e < ∆ < ∆∗ . The ∆∗ generated
using the method described in this chapter is guaranteed to generate collision-free optimal
assignments.
The effects of the turning radius ρ on ∆ is shown in Figure 4.4. An approximately linear
ˆ (where ∆
ˆ = ∆/R). It also shows that the difference
relationship is shown between ρ̂ and ∆
ˆ e and ∆
ˆ ∗ decreases with decreasing ρ̂ (conversely, it increases with increasing ρ̂).
between ∆
ˆ e shows that a linearly increasing ∆
ˆ is approximately the best that can
The linear trend of ∆
ˆ e and ∆
ˆ ∗ are diverging, the
be done with regards to increasing ρ̂. Additionally, although ∆
ˆ ∗ /∆
ˆ e ) remains approximately constant with increasing ρ̂.
conservativeness (i.e., the ratio ∆

4.4.2

Illustrative Examples

Simulations were run for a team of five Dubins cars using the MORSE simulator. This
demonstrated the effectiveness of DC-CAPT to navigate Dubins cars to goal locations while
ensuring collision avoidance. An example of an assignment and trajectories for five Dubins
cars can be seen in Figure 4.5a.
Another application space for DC-CAPT is demonstrated through real-robot experiments. DC-CAPT is implemented for a team of three quadrotors using visual inertial
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Figure 4.3: The number of Dubins car collisions as a function of ∆. Each ∆ was run for 10,000
trials with ρ = 0.5 and R = 1.

odomotery (VIO) for position tracking and navigation (see Figure 4.5b). In order to ensure
constant speed object detection, Dubins curves can be used between starts and goals. The
quadrotors in the experiment were able to safely navigate to their assigned goal locations.

4.5

Discussion

As discussed earlier, finding a tight bound on ∆ for teams of Dubins cars that ensures
inherent collision avoidance of the optimal assignment is nontrivial. This is due to a number
of factors, including the kinematic constraints of Dubins cars, the piecewise nonlinear nature
of Dubins curves, and the coupling between the initial orientation αi , the distance to the
goal lij , and the length and path of Dubins curves.
The ∆ found using the method described in this chapter is slightly conservative. This is
because the reachability set of a Dubins curve at a particular point in time t is approximated
as a circle in this work. Approximating the reachability set in this way allows the approach in
this work to be agnostic to the relative orientations of the robot assignments. This, however,
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ˆ as a function of the nondimensional turning radius (ρ̂). ∆
ˆ ∗ is the
Figure 4.4: Nondimensional ∆
e
ˆ
ˆ
bound generated by DC-CAPT, while ∆ is the empirically acquired ∆.

(a) Simulation

(b) Experiment

Figure 4.5: (a.) Example assignment and trajectories for five Dubins cars used in simulation and
(b.) a demonstration of the experiment using three quadrotors.

causes the method in this chapter to keep the Dubins cars farther apart than necessary.

4.6

Conclusion

This chapter has shown a method for the concurrent assignment and planning of trajectories for teams of Dubins cars (DC-CAPT) that guarantees collision avoidance. This work
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builds upon the results of [23] to find a geometric constraint (safe separation distance), ∆,
that provides this collision-free assignment guarantee. DC-CAPT utilizes Dubins curves as
optimal trajectories and an inflated time-varying radius to ensure that all Dubins cars are
safe during the execution of their trajectories. Furthermore, the solution in this chapter is
computationally tractable, having complexity O(N 3 ). Lastly, this methodology is applicable
to the case when there are oriented goals, which is a topic of future work.
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Chapter 5

Formation Control for Teams of
Fixed-Wing Aircraft
This chapter presents a Class 2 algorithm for the in-flight formation control of a team of
fixed-wing aerial vehicles. A sequence of waypoints describing a reference trajectory is given,
around which the robot trajectories need to be computed. The novelty in this method is that
it allows on-demand formation changes. The Concurrent Assignment and Planning of Trajectories (CAPT) [23] algorithm is used to determine optimal goal assignment for formation
changes, and computes collision-free linear trajectories in a local tangent coordinate system.
Transformations are then defined between the time-parameterized family of local tangent
coordinates to the global coordinates in order to determine the trajectories of individual
robots in the formation.
Formations are controlled and maintained using a feedback (PD) controller based on a
master-slave (leader-follower) framework. This differs from previous methods, for the Slaves
in this case do not need the full pose of the Master for formation flight. Additionally, this
method enables formations to be commanded during mission flight.
In Section 5.1, a detailed description of the formation flight algorithm is given. The
tangent coordinate system, and assignment and trajectory planning are presented here. The
algorithms were implemented for simulation and experimental testing. The implementation
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of the algorithms on a Stalker XE platform, and the platform’s specifications, are presented
in Section 5.2. The simulation and experimental results are presented in Section 5.3. In
the simulation environment, weather and communication stresses were introduced to test
the robustness of the algorithms. From the results of the testing, conclusions are made and
further improvements are discussed in Section 5.4.

5.1

Algorithm Description

The problem of online formation control for a team of fixed-wing aerial vehicles is considered,
where the team as a whole needs to follow a desired trajectory described in terms of given
waypoints. Waypoints are defined as points in a global frame, ai ∈ R3G (where, R3G refers to
the global coordinate frame with basis vectors {eX , eY , eZ }). The waypoints are provided
as input to the system to define the reference trajectory around which the aircraft need to
maintain/change formation during flight.
The team needs to maintain a desired formation around the given reference trajectory,
and may need to change formation at different points in time or on demand.

5.1.1

Reference Trajectory Construction

Given w waypoints, ai ∈ R3G , i = 1, 2, · · · , w, a basis spline (B-spline) [74] is fit to form a
reference trajectory. The initial parameterization for the B-spline is chosen such that the
difference between the parameter values between two consecutive waypoints is proportional
to the Euclidean distance between the points. In particular, if λi , i = 0, 1, . . . , w are the
1 Pi
parameter values at the w waypoints ai , setting λ0 = 0 and λi = vavg
j=1 kaj − aj−1 k2 , i =
1, . . . , w, where vavg is the desired average speed of the formation.1 The parameters, λi , are
then normalized to obtain new parameters, τi =

λi
λw ,

such that at the boundary waypoints,

τ0 = 0 and τw = 1. Using this parameter, three smooth reference B-spline curves are fit
for each of the global coordinates of the reference trajectory: [xref (τ ), y ref (τ ), z ref (τ )]T =
rref (τ ) such that rref (τi ) = ai , and rref : [0, 1) → R3G describes the reference trajectory (see
Figure 5.1).
1

Chordal normalized by vavg to approximate time.
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τ3 = 1

τ2
τ1
eZ

eY
eX

τ0 = 0

Figure 5.1: Waypoints (blue spheres) are used to form the reference trajectory (solid black line).
The time-parameterization of the B-spline trajectory is labeled for each waypoint. Additionally, the
compact representation of the B-spline trajectory in the form of control points is shown (red circles
and red lines).

5.1.2

Tangent Coordinate System

Formations for the team of robots are defined in a local coordinate system – the tangent
coordinate system. In this section this coordinate system and transformations of points
in it to and from the global coordinates are described. At each point on the trajectory
a coordinate frame is attached with one coordinate axis tangent to the trajectory at the
points.
In particular, a tangent coordinate system is defined using coordinate axes parallel to
the following vectors:

T(τ ) =

drref
dτ

N(τ ) = T(τ ) × −g
B(τ ) = N(τ ) × T(τ )

(5.1)

where, T(τ ) is the tangent to the reference trajectory, g = −geZ is the acceleration due to
gravity, N(τ ) is the normal to the plane containing the tangent and the vertical direction,
and B(τ ) is the bi-normal vector.
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The tangent coordinate system is illustrated in Figure 5.2. Note that the tangent coordinate system has its origin on the reference trajectory at aτ . A basis for the tangent
coordinate system is thus defined using the unit vectors

eT (τ ) =

T(τ )
N(τ )
B(τ )
, eN (τ ) =
, eB (τ ) =
kT(τ )k
kN(τ )k
kB(τ )k

(5.2)

This tangent coordinate frame attached at aref
is referred to as R3τ . A common alterτ

Figure 5.2: Tangent coordinate system; {eT , eN , eB }.

native for this coordinate system would have been the the Frenet-Serret (tangent-normal)
coordinates [75]. However, one drawback of Frenet-Serret coordinates, in which one of the
coordinate axes points along

d2 rref
,
dτ 2

is that this axis changes orientation very rapidly at

points of inflection. This is undesirable when defining formations and planning trajectories,
since trajectories can have points of inflection. The basis for the tangent coordinate system
described above, on the other hand, changes smoothly with τ for a smooth reference trajectory. This method, however, assumes that the reference trajectory does not go vertically up
or down (since the cross product of N(τ ) with g would result in 0 in that case). This is a
reasonable assumption for fixed-wing aircraft relevant to this application.2
2

Current state of the art unmanned aerial systems (UAS) are limited in flight path angle to magnitudes
significantly less than zenith or nadir.
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The orthogonal rotation matrix M(τ ) ∈ R3×3 is defined,




M(τ ) = eT (τ ) eN (τ ) eB(τ )

(5.3)

so that the transformation between the local tangent frame and the global frame, fτ : R3τ →
R3G , is given by,

 
 
 
X
x
 
 
x
 
 
 
 Y  = fτ y  = M(τ ) y  + rref (τ )
 
 
 
 
 
 
Z
z
z

(5.4)

where, [x, y, z]T is the coordinate of a point (a robot in the formation) in the local tangent
coordinate system, and [X, Y, Z]T is the corresponding coordinate in the global frame. This
transformation function is used to compute the trajectories of the robots in the global
coordinate frame from their local formation description.

5.1.3

Assignment and Trajectory Planning in Local Coordinates

The tangent coordinate frame is the frame in which all formations and formation changes
are described. A formation (of N robots) at a point aref
on the trajectory is defined as
τ
an unordered set of m points in the local coordinate frame, R3τ (see Figure 5.3a). Given
an initial formation xi ∈ R3τ(1) , i = 1, 2, . . . , N , andaf inalf ormationg_j ∈ R3τ(2) , j =
1, 2, . . . , N , without an explicit assignment of robots to goals, in this section the problem
of the assignment of robots to goals is addressed, and constructing their trajectories in the
local coordinate frame. The local coordinate frame will be referred to in general as R3L .
The Concurrent Assignment and Planning of Trajectories (CAPT) algorithm described
in [23] is used for assigning robots to goal locations, and planning collision free trajectories
in the local coordinates to those locations.
Given the initial formation x1 , x2 , · · · , xN and the final formation g1 , g2 , · · · , gN , in the
local coordinates as described above, the CAPT algorithm computes optimal goal assignments for the robots with straight line segment trajectories in the local coordinates. CAPT
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does this by solving the optimization problem

minimize
φ

N X
N
X
j=1 i=1

φij k xi − gj k2

(5.5)

where φ ∈ RN ×N is the assignment matrix with φij = 1 if the robot at xi is assigned to gj ,
and φij = 0 otherwise. This optimization problem is solved using the Hungarian algorithm,
which is briefly described next for the sake of completeness.
The Hungarian algorithm employs a reduction process on the distance matrix, Dij =
kxi − gj k2 . This reduction process involves minimizing each element of the distance matrix,
Dij , through row and column operations. These row and column operations involve adding
and subtracting minimum row and column elements, resulting in entries where Dij = 0.
When this occurs in non-conflicting rows/columns (i.e. unique j for each i), the algorithm
terminates, and the assignment matrix, φij , can be determined. This is done by searching
the reduced distance matrix for Dij = 0, such that for each i there is a unique j. When this
is the case, φij = 1, otherwise, φij = 0.
When formations are not commanded, the assignment is trivial. That is, all local coordinates prior to τ(i) assign each xi to itself (xi 7→ xi ). Similarly, all local coordinates beyond
τ(i+1) assign gj 7→ gj . τ(i) and τ(i+1) are defined below.

5.1.4

Robot Trajectories in Global Coordinates

At the end of the CAPT algorithm, the matrix φ has exactly one 1 in each row/column,
and 0 everywhere else. For the ith column let j(i) denote the row in which there is a 1.
Additionally note that τ(1) is the parameter corresponding to the instant when a formation
change is requested, and τ(2) is when the new formation is attained. While τ(1) is based on an
external input/command, the duration of the formation transition, τ(2) − τ(1) , is determined
using a heuristic function based on the required formation change, xi 7→ gj(i) , and the flight
dynamics (steeper climbs of the aircraft in a formation change requiring more transition
time).
The above definitions give us the goal assignments, xi 7→ gj(i) , i = 1, 2, · · · , N , with
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eB

l2(τ(2)) = g4

l2(τ(k))
l1(τ(1)) = x1

l3(τ(2)) = g1

l3(τ(k))

.
l2(τ(1)) = x2
l1(τ(k))

eN
l3(τ(1)) = x3
l4(τ(k))

l1(τ(2)) = g2

l4(τ(1)) = x4

l4(τ(2)) = g3

(a)

τ(2)

τ(k)
eZ

τ(1)

eY
eX

(b)

Figure 5.3: Formation position assignment using the Hungarian Algorithm. Formations defined
in R3L ; green diamonds are the current formation, red diamonds are the desired formation, and blue
diamonds are the formation at τ(k) . This is only a two-dimensional example; formations are defined
in three-dimensions ({eT , eN , eB }).
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straight line segment trajectories, lr : [τ(1) , τ(2) ] → R3L , r = 1, . . . , N , for each of the N
robots, connecting their current locations xi to the assigned goal locations, gj(i) . Strictly
speaking, the point lr (τ ) is a point in the tangent coordinate frame R3τ , with li (τ(1) ) = xi ∈
R3τ(1) and li (τ(2) ) = gj(i) ∈ R3τ(2) .
The transformation function parameterized by τ is then used to transform the local
straight line trajectories to the global robot trajectories, rr : [τ(1) , τ(2) ] → R3G , as follows:
rr (τ ) = M(τ ) lr (τ ) + rref (τ )

(5.6)

for r = 0, . . . , N , for N robots.

5.1.5

Syncronize to Initial Formation (Sync-to-Formation)

Prior to executing the reference trajectory, the robots are placed in holding patterns. From
these holding patterns, the algorithm generates trajectories γi (η) for each robot for simultaneous arrival at the rally line (see Figure 5.4). The rally line is defined as the first desired
formation of the reference trajectory and is located at the first waypoint, a0 . As a result of
the robots flying in asynchronous holding patterns, the initial position of the trajectory is
not known prior to running the algorithm.
When the algorithm runs, the CAPT algorithm is used to find each robots position on
the rally line. Each trajectory starts at the initial position of the robot and finishes at
its assigned point on the rally line. The total trajectory distance, dtot
i , for each robot is
computed from their initial position to their rally line point
tang
dtot
+ darc
i = di
i

(5.7)

where dtang
and darc
are the distances from the tangent point to the rally line point, and
i
i
the arc length from the initial position to the tangent point, respectively.
The maximum distance, dtot
max , is determined in order to find the number of times, ζi ,
robots closer to their respective rally line points, should continue around their holding
pattern before exiting (at the tangent point) toward the rally line. For example, in Figure 5.4,
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tot
dtot
max = d1 , therefore ζ1 = 0; ζ4 = 0, while ζ2 > 0 and ζ3 > 0. This enables the robots to

plan trajectories that are more dynamically suitable for the aircraft.

Figure 5.4: Sync-to-Formation B-spline trajectories from the initial position to the rally line for
synchronous arrival.

Trajectories, γ i (η) ∈ R3G , for each robot are formed by fitting B-splines, parameterized
by η ∈ [0, 1), to the points listed in Figure 5.4. The initial position is the first point in γ i (η),
and the last points are points on ri to ensure tangential entry to the rally line. The number
of times the holding pattern points are fit depends on ζi .

5.1.6

Spline Description

A toolbox was developed to compute B-splines and their related parameters. A convention of
using a uniform clamped knot sequence was adopted for flexibility and numerical robustness
for these tools. Quartic splines are used to represent paths because they are the minimal
order to capture the dynamics of the aircraft [76]. For formation flight, a toolbox was
developed which includes the following types of computations:
1. Compute basis functions for quartic clamped B-splines and their derivatives
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2. Compute a three-dimensional B-spline curve to approximate a dense set of points that
define a path
3. Compute the parameter of a B-spline associated with an arbitrary point (closest point
on the spline from a user specified position)
4. Compute arc-length of a B-spline as function of its parameter
5. Compute the location on a spline x meters ahead in arc-length
The algorithm used is based on work by Li [77] and Zhang and Feng [78], and arc-length
parameterization is approximated using [79].
Basis functions used to compute the splines are calculated using a matrix formulation
that iterates on polynomial degree, as derived by Mørken and Lyche [74]. For minimum
computational complexity with favorable numerical stability, even integer knot spacing is
used for the splines with clamped endpoints3 . Uniform knot spacing elsewhere evenly distributes the basis functions, which permits variations in curvature to be replicated anywhere
throughout the entire curve.

5.2
5.2.1

Implementation
Feedback Control

The assignment and trajectory planning, and Sync-to-Formation algorithms, use the GSL
Interpolation Library to generate trajectories. Each path is then fit with a B-spline for
subsequent computations made on-board each aircraft, since the GSL package does not
expose its solution in a compact format. The compact form used is that of control points
(see Figure 5.1), which are determined using a least-squares solution to minimize error with
respect to a dense set of path points from the GSL solution. Once spline control points have
been derived, this format is used locally on each aircraft to close the guidance and control
loop for formation flight.
3

Clamped endpoints means the spline will interpolate the first and last of the defining set of points. To
accomplish this, the first and last knot values are repeated d + 1 times (d is the degree of the function) so
that the value of the first basis function is 1.0 when the parameter, τ , is zero and the last basis function is
also 1.0 in value when τ is 1.0.
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Control points are beneficial because they can be easily communicated between aircraft.
Communication of flight paths to each aircraft is required only when the mission is planned
or when the user interrupts a plan to inject a new formation. Once flight paths have been
received by the aircrafts, the only required communication for formation flight is a regularly
updated value of the Master’s spline parameter (also called an index ) associated with its
current position. If a Slave is not at the same parameter as the Master on their spline, the
error in their position is used in a proportional-derivative (PD) speed controller to allow the
Slave to change speed to maintain the formation. That is,

δs = kp ep + kd ev

(5.8)

where δs the the change in speed, kp and kd are the proportional and derivative gains, and
ep and ev are the position and velocity errors, respectively. Errors are defined as
ep = ||ri (τ ) − Xi ||
ev =

prev
ecur
p − ep
tcur − tprev

(5.9)

and eprev
, and tcur and tprev , are the
where Xi is the current position of robot i in R3G , ecur
p
p
current and previous error and time, respectively.
In order to compute the error, the aircraft’s proximity to its planned path must be
computed (spatially and temporally). This is done by finding the inner product of the
vector drawn from the actual position to the commanded path and the tangent vector of
the commanded path.4 The inner product is zero when the vector from actual position to
commanded path is normal to the path. This is done using a gradient descent type root
solver, and is the criterion used to identify the current index of a aircraft with respect to its
command. This geometry is illustrated on Figure 5.5 for reference.
Having located a point on the commanded path associated with the actual position of
each aircraft, the autopilot used a dynamic waypoint at a fixed offset in arc-length ahead
4

The tangent vector at a specific point on the spline path identifies the direction of the velocity vector
for that point.

47

Figure 5.5: The inner product of the vector from aircraft location to the tangent vector of the
corresponding position on the commanded path is zero.

of the actual position. This was computed by noting the arc-length value of the desired
lookahead point, computing the parameter associated with this arc-length, and finally using
the parameter to calculate the waypoint itself.

5.2.2

Formation Changing

Now that the trajectories and formation maintenance have been presented, formation changing will be discussed. The algorithm has two ways in which a formation can be commanded:
a loaded file or a graphical user interface (GUI).
1. A file can be input to the system that contains all of the formations, as well as the τ
that each formation is desired. The algorithm will read this file and plan trajectories
that satisfy the desired formation parameterization along the trajectory.
2. Following the definition of a reference trajectory, a GUI can be used to change formations in-flight and on demand. The algorithm can re-plan all trajectories from the
initial to final waypoint defining the reference trajectory, while maintaining the history
of all trajectories, and thus all previous formations.
The GUI was used during the flight test experiment using the Stalker XE platform.
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5.2.3

Platform

Lockheed Martin provided four Stalker XE Small Unmanned Aerial Systems (SUAS) to
serve as demonstration platforms for the algorithms and methods described in this chapter.
The Stalker XE is a fixed-wing aircraft with a 12 foot wingspan capable of flying as heavy
as 28 lbs. Its relevant dimensions are shown in Figure 5.6.

Figure 5.6: Dimensions of the Lockheed Martin Stalker XE Small Unmanned Aerial System.

The aircraft has multiple power source configurations, ranging from a 90 minute battery
up to an eight hour fuel cell. The four hour battery configuration was used for flight testing
and demonstrations at Dugway Proving Ground (DPG.)
The Stalker XE has a network-based avionics architecture, in addition to the custom
autopilot, each platform was equipped with a mission computer to run the formation flight
algorithms and the standard electro-optical imaging turret. The waypoint command mode of
the Stalkers’ autopilot was used here; the algorithm periodically generates waypoints on the
spline a fixed distance (400 ft) in front of the UAS. This results in the aircraft consistently
chasing a moving waypoint (colloquially referred to as the ’carrot-on-a-stick’ approach.)
Finally, each aircraft carries a Persistent Systems Wave Relay mobile ad-hoc network
(MANET) data link. This allows for reliable communication between aircraft, ground stations, and engineering laptops.
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5.3
5.3.1

Results
Simulation

The simulation environment consisted of four Stalker XE six-degree-of-freedom (6DOF)
models each with autopilot and mission computer hardware-in-the-loop (HIL). There were
two types of communication buses active in the setup: one modeled the on-aircraft network
(i.e. the network that connects internal subsystems on an aircraft) for each aircraft, and the
other modeled RF communication between the aircraft, ground stations, and engineering
laptops. A hardware network emulator was used for the RF communication bus in order to
closely model expected data link performance.
All four Stalker XE 6DOF models flew missions in the same virtual environment. The
team developed templates for weather and communication issues based on years of experience
flying at DPG. The templates were developed with levels of severity, which the team pulled
from to develop scenarios that were used to stress test the performance of the algorithms to
ensure mission success in the flight test experiment. The templates for surface wind speed
are shown in Table 5.1a, and the templates for communications quality are shown in Table
5.1b.
Table 5.1: Simulation conditions for surface wind, and communications quality.

Category

Templates
Vacuum

Standard

Rough

(<5000 ft)

0 ft/s

10 ft/s

25 ft/s

Mid. MSL (5000-7000 ft)

0 ft/s

20 ft/s

35 ft/s

High MSL

0 ft/s

30 ft/s

51 ft/s

Low MSL

(>7000 ft)
(a)

Category

Templates
Vacuum

Standard

Rough

Bandwidth

15 Mb/s

4 Mb/s

768 Kb/s

Delay

15 ms

40 ms

100 ms

Packet Loss

0%

5%

50%

(b)
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5.3.2

Experimental Results

In this section, the Master is the aircraft whose parameteriztion the Slaves will control on in
order to maintain the desired formation. All experiments were completed with one Master
and three Slave aircraft (i.e. Slave 1, Slave 2, and Slave 3).
Six flight tests were conducted from November 17 to November 19, 2015 at DPG. The
4 Stalker XEs were placed into loiter orbits with 650 ft radii, 5 km away from the first
reference waypoint (the location of the rally line). Two unique sets of reference waypoints
were used throughout flight testing. Although having different lengths and altitude profiles,
both sets of reference waypoints defined flight paths characterized by a straightaway followed
by a wide 180 degree turn leading into an additional straightaway. Figure 5.7a shows the
reference trajectory waypoints with B-spline fits for Flights 1-4. Figure 5.7b shows the
reference trajectory waypoints with B-spline fits for Flights 5-6.
The reference waypoints for Flights 1-4 were co-altitude, while Flights 5-6 included 500
feet fluctuations in altitudes and were meant to stress the algorithms, executing formation
changes amidst climbs and descents. Over the course of the 6 Flights, 7 unique formation
geometries were flown. Figure 5.8 shows the formations and Table 5.2 lists the sequence
of formation changes executed during each flight. Table 5.3 lists the total duration of each
flight from mission start to the end of the defined path.
Table 5.2: Formations flown across all experimental runs.

Flight

Form. A

Form. B

Form. C

Form. D

1

Abreast

-

-

-

2

Abreast

-

-

-

3

Abreast

Goose

-

-

4

Abreast

Triangle

-

-

5

Abreast

Diamond

Serial

Diamond

6

Abreast

Diamond

Serial

Echelon

To evaluate the synchronization of the team, the distance ahead or behind a UAS’s
intended position on its B-spline is considered. This value is defined here as ∆T and is
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(a)

(b)

Figure 5.7: Reference trajectory waypoints with B-spline fit.

calculated in part by obtaining the vector that joins a given UAS’s intended position on its
B-spline to its actual reported position. By calculating the projection of this vector onto a
vector tangent to the B-spline at the point of the UAS’s intended position, the value of ∆T
is obtained. Figure 5.9 displays ∆T for all robots during the Sync-to-Formation phase of
Flight 3.
In this particular flight, Slave 2 trailed its intended position leading up to the rally line,
and the flight logs indicate that its throttle was set at the upper limit (66 ft/s.). Slaves 1
and 2 did close in on their intended position but exhibited oscillatory behavior about their
intended position. This is a translation of the oscillation occurring in the speed controller
as it overshoots its mark, then attempts to compensate by altering the pitch of the aircraft.
As can be seen in Table 5.4, Flights 1, 3, 5, and 6 achieved reasonable formation syn-
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Figure 5.8: Formation definitions and aircraft position offsets.
Table 5.3: Flight day and run time from mission start to end of defined path.

Flight

Day

Run Time (min)

1

1

23

2

1

22

3

2

21

4

2

22

5

3

40

6

3

40

chronization by the time the Master reached the rally line. With an average speed of 58
feet per second, the team was in sync to within roughly 2.5 seconds for these flights. It was
observed that variations in starting position had a significant impact on the synchronization of the team at the rally line. In Flight 1, all UAS had similar positions in their loiter
orbits when the mission began, as can be seen in Figure 5.10a. This resulted in the flight
paths that lead to the rally line being very close in length, putting little stress on the speed
controller and dynamic range of Stalker XE platform. In Flight 5, the Master and Slave 2
are approximately 180 degrees out of phase with Slaves 1 and 3 (shown in Figure 5.10b).
These phase offsets caused a significant difference in the lengths of the flight paths leading
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Figure 5.9: ∆T during the Sync-to-Formation phase of Flight 3.
Table 5.4: Maximum value of |∆T | among Slaves at the time the Master reached the rally line.

Flight

|∆T |max (ft)

1

72

2

1051

3

146

4

750

5

144

6

139

to the rally line. With the Master flying at a constant speed of 58 feet per second, the burden
was placed on Slave 1 and 3 to slow down and allow the Master and Slave 2 to catch up.
The dynamic speed range of Stalker XE platform was as limiting factor in this case as Slave
3 was not able to decrease its speed sufficiently, ultimately arriving at the rally line 750 feet
ahead of the Master. Under these circumstances, the only controllable factor available to
improve synchronization is to move the starting positions further away from the rally line,
allowing for more time to overcome the position deltas.
In Flights 3 through 6, formation changes were executed shortly after the Master crossed
the rally line. After a formation change command is received, new B-spline control points
are calculated, providing a path from the current formation to the commanded formation.
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Figure 5.11 shows the planned trajectories, actual positions, and intended positions of all
four UAS immediately after receiving a Goose formation change command. The intended
and actual positions of all UAS 140 seconds after receiving the command are shown in the
lower portion of Figure 5.11.
When changing from one formation to another, significant differences between formation
geometries require the UAS to make up substantial deltas between intended and actual
positions. Figure 5.12 shows the ∆T values associated with the formation change highlighted
in Figure 5.11, beginning with the time immediately following a Goose formation change
command and ending 140 seconds later. Slave 1 is assigned to the point position, which is
1000 feet ahead of the closest UAS, and rapidly falls behind its new intended position and
must speed up to reacquire synchronization. As the flight continues, the UAS continue to
reduce the relative error between their intended and actual positions.

5.4

Conclusion

An algorithm was developed for the formation flight of a team of fixed-wing aircraft given a
sequence of waypoints. The algorithm enables formations to be commanded in-flight and on
demand. The waypoints were first fit with a parameterized B-spline to form the reference
trajectory. The reference trajectory was then used to find a tangent coordinate system (local
coordinates) in which formations were defined, and aircraft assignments were made using the
CAPT algorithm. Finally, robot trajectories in the local coordinates were transformed to the
global coordinates. The Sync-to-Formation algorithm was also presented for simultaneous
arrival at a rally line.
These algorithms were successfully tested in simulation and on four Lockheed Martin
Stalker XE SUAS. Computations were all completed on-board the Stalkers, and a PD speed
controller on each aircraft was used to maintain formation. Many flights were demonstrated,
including trajectories with various altitude changes, and during which multiple formations
were commanded.
Future work includes trajectory planning and replanning techniques that account for the
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dynamics of the aircraft. Such replanning techniques include trajectory curvature correction
and forced formation position assignment. Additionally, the speed controller should be
improved to better maintain the structure of formations.
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(a)

(b)

Figure 5.10: Starting positions and flight paths leading to the rally line for Flights 1 and 4.
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Figure 5.11: Goose formation change after the rally line during Flight 3.

Figure 5.12: ∆T during the formation change from Abreast to Goose in Flight 3.
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Chapter 6

Formation Control for Heterogeneous
Teams
The class 2 problem involving formation control for heterogeneous teams of robots is the
focus of this chapter. To solve this problem, a method was developed that reduces the
formation control problem to an assignment and trajectory generation problem. This is
done by assuming linear trajectories in the tangent reference frame as was seen earlier for
the fixed-wing formation control solution described above in Chapter 5. Similar to the
fixed-wing formation control solution, trajectory generation will be done in this chapter by
defining transformations between the tangent reference frame and the global reference frame.
As a result of using linear trajectories in the tangent reference frame, collision checking for
the global trajectories is greatly simplified.
The problem addressed in this chapter is, given a team of robots with heterogeneous
maximum speed capabilities, control the team as a formation while respecting the kinematic constraints of all robots. It is important that this heterogeneous formation also has
the ability to transition formations. This transition may need to be initiated (triggered)
at a particular point in order to avoid colliding with an obstacle while ensuring that all
robots are able to feasibly transition formation. This chapter develops a method to find this
transition trigger point which is dependent on the specific composition of a given hetero-
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geneous team. The methodology below utilizes motion planning techniques to control the
heterogeneous team in formation, while allowing for rapid, safe, and kinematically feasible
formation transitions.
This work can be used to approximate and take inspiration from heterogeneous formations found in nature and modern day civilization. These formations include the motion of
ants who operate with a hierarchical structure, as well as the motion of traffic on highways.
Additionally, this work can be used to approximate aerial or naval fleets maneuvering for
various missions such as surveillance, reconnaissance, or search and rescue.
This chapter is organized into the following sections. Section 6.1 presents a detailed look
at the problem this chapter addresses. This is then followed by a description in Section 6.2
of the method developed to solve this problem. This method is then compared to a number
of other approaches that assume a homogeneous team for which the results are shown in
Section 6.3. Finally, conclusions and future work are given in Section 6.4.

6.1

Problem Definition

We consider a team of N holonomic robots moving in formation, each having their position
denoted by xi (t) ∈ R3 for time t ∈ [0, T ] where T is the total mission time and i ∈ IN =
{1 · · · N }. These robots have first-order dynamics;
ẋi (t) = ui (t)

(6.1)

with input ui (t) ∈ R3 .
Let B denote a formation-fixed reference frame (the local tangent reference frame) with
origin G and unit vectors {b̂1 , b̂2 , b̂3 } (see Figure 6.1). This frame translates and rotates
according to a pre-specified trajectory

rref (t) : [0, T ] → SE(3).

(6.2)

This trajectory is known as the reference trajectory and describes the motion of the team
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Figure 6.1: The global reference frame with origin O and the tangent reference frame with origin
G. Also seen are the reference trajectory and robot trajectory.

around which the robots must maintain and change formation. The reference trajectory
is defined in I, the global (i.e. inertial) reference frame with origin O and unit vectors
{X̂, Ŷ, Ẑ}. A more detailed description of the reference trajectory can be found in Section 6.2.1 below.
Formation shapes are denoted as

P(t) = [p1 (t) · · · pN (t)],

(6.3)

where pi (t) ∈ R3 is the ith-position in formation P(t) defined in B; a discrete location along
rref (t). It may be necessary for this formation shape to transition to another shape in order
to avoid collisions with the environment or to complete a specific objective (e.g. expand
coverage). This new desired formation shape is denoted as

des
Pdes (t) = [pdes
1 (t) · · · pN (t)],

(6.4)

3
des (t) defined in B.
where pdes
j (t) ∈ R is the jth-position in formation P

The transitions between the current and desired formation shapes are unspecified. We
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want to find robot trajectories
ri (t) : [0, T ] → R3 ,

(6.5)

that transition between these formation shapes while respecting three conditions.
First, ri (t) must respect the speed constraint of each robot (feasibility), i.e.,

||ui (t)||2 ≤ v̄i ,

(6.6)

where v̄i ∈ R+ is the maximum speed constraint of robot i. Note that this maximum speed
constraint is the source of heterogeneity in the team because each robot does not necessarily
have the same maximum speed constraint; there can be n different species (maximum speed
constraints) where n ≤ N . The number of robots in each species is captured by the set
M ∈ {m1 , m2 , . . . , mn } where mk is the number of robots of species k with maximum speed
V̄k .
Second, they must avoid collisions (safety), i.e.,
kxi (t) − xj (t)k> 2R, ∀t and i, j ∈ IN

(6.7)

kxi (t) − xk> R, ∀t and i ∈ IN , x ∈ O
where R is the robot radius, and O = {o1 · · · om } is a set of obstacles.
Lastly, we want to maintain the current formation shape, P(t), as long as possible before
initiating a formation transition (rapid). This constraint is motivated by the potentially
limited sensing range of robots in the formation to detect and transition around obstacles
in the environment. Additionally, changing formations may not be desirable and thus the
current formation shape should be maintained as long as possible.
The value of t along rref (t) that enables a formation transition that is feasible, safe and
rapid will be denoted as the transition trigger point (ttrigger ).
Problem 2. Given N robots with n heterogeneous speed constraints, v̄i , reference path,
rref (t), and desired formation, Pdes (t), design robot trajectories from initial formation, P(t),
to Pdes (t) that are feasible, safe and rapid.
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Figure 6.2: A heterogeneous team of robots (N = 4 and n = 2) moving in formation P(t) along
reference trajectory rref (t) and approaching a narrow passageway.

An example highlighting the importance of solving this problem is shown in Figure 6.2.
In this figure N = 4 and n = 2. The square formation P(t) is moving along the reference
path rref (t) while approaching a narrow passageway. In order to avoid a collision with the
obstacle, the formation must transition to a new formation that can fit through the passage
(e.g. a straight line formation). In order to guarantee collision avoidance between robots,
and between robots and the environment, the formation transition must be initiated by the
time it reaches a trigger point (denoted by the gold star in the figure), a point that must
be determined specifically for this heterogeneous team as a function of the joint kinematic
constraints. The next section will show how to find this point for any team of holonomic
robots with heterogeneous maximum speed constraints.

6.2

Methodology

To solve Problem 2, we propose a solution that formulates the formation control problem
as an assignment and trajectory generation problem. Given initial and desired formations,
the method in this chapter first leverages linear trajectories in B between these formation
positions to generate individual robot trajectories in I. The maximum velocities required
to execute these robot trajectories are then used in a linear bottleneck assignment problem
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(LBAP) formulation to determine where each robot should go in the desired formation. This
is solved using a multi-robot motion planning algorithm we developed that is complete and
guarantees collision avoidance.

6.2.1

Trajectory Generation

Before describing how robot trajectories are generated, it is important to describe how the
reference trajectory is found. This reference trajectory is used to define a formation-fixed
reference frame (the local tangent reference frame), which is then used to generate robot
trajectories.
Reference Trajectory
The reference trajectory, rref (t), is the desired trajectory that the formation origin is to
take. It serves as the backbone of the formation around which formation maintenance and
transitions occur. Given that the reference trajectory enables the formation to navigate
through an obstacle filled environment, it can be found using a number of methods. Some of
these methods include rapidly-exploring random trees (RRT), Dijkstra/A∗ or combinatorial
roadmaps.
As noted above, rref (t) defines the trajectory that the formation-fixed frame B translates
and rotates along. This frame has origin G on rref (t) and unit vectors {b̂1 , b̂2 , b̂3 } that are
defined as;
b̂1 (t) = ṙref (t)/||ṙref (t)||,
b̂2 (t) = b̂1 (t) × Ẑ,

(6.8)

b̂3 (t) = b̂2 (t) × b̂1 (t).
These unit vectors are then used to construct the orthogonal rotation matrix, I RB (t) ∈ R3×3 ,
I

RB (t) = [b̂1 (t), b̂2 (t), b̂3 (t)],

(6.9)

that defines rotations from B to I. This orthogonal rotation matrix is then used to design
trajectories from the position of each robot in the current formation to positions in the
desired formation. How this is done will now be discussed in detail in the section below.
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Robot Trajectories
Robot trajectories are designed by utilizing B to define the position of each robot in the
formation as pi (t(1) ) ∈ R3 at the current instant t(1) . Similarly, positions in the desired
3
formation are specified with respect to B as pdes
j (t(2) ) ∈ R at some future time t(2) that is

the instant the desired formation must be achieved. Note that the time used to transition
formations is t(2) − t(1) . Finding the minimum time required to transition from a current to
a desired formation will be described in Section 6.2.3.
In order generate a trajectory for robot i to transition from pi (t) to pdes
j (t), a linear
trajectory, lij (t) ∈ R3 , is first designed connecting these two positions in B. This linear
trajectory is parameterized such that lij (t(1) ) = pi (t(1) ) and lij (t(2) ) = pdes
j (t(2) ).
Now that a linear trajectory is defined in B to transition from pi (t) to pdes
j (t), it can be
used to define robot i’s global trajectory during the formation transition as

ri (t) = lij (t) + rref (t).
Letting rij/G (t) = lij (t) for notational clarity gives
ri (t) = rij/G (t) + rref (t).

(6.10)

where rij/G (t) is the position of robot i with respect to G and measured relative to B. Taking
the derivative of (6.10) to find the velocity of robot i gives
vi (t) =I ΩB (t) × rij/G (t) + (ṙij/G (t))B + ṙref (t).

(6.11)

where I ΩB (t) is the angular velocity of B measured from I and (ṙij/G (t))B is the velocity of
robot i with respect to G as measured relative to B. It should be noted that the parameters
rij/G (t) and (ṙij/G (t))B depend on the jth position in the desired formation where the ith
robot is transitioning. It should also be noted that I RB (t) can be used to rotate vectors in
B to I. Since the formation transition is constrained to linear trajectories lij (t) in the body
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frame, the problem of determining where each robot should transition to in the desired
formation reduces to solving an assignment problem. This assignment problem will be
discussed in more detail below in Section 6.2.2. Another benefit of using linear trajectories
in the body frame for formation transitions is that it allows for a quick and simplified way
of checking for collisions. If the linear trajectories in B are collision-free, the resulting global
trajectories in I will be collision-free. Given the method for finding robot trajectories just
described, how to assign robots to positions in the desired formation will now be shown.

6.2.2

Assignment Method

In this section, the heterogeneous multi-robot assignment method developed to solve Problem 2 will be described.
Given N robots and N goal locations, the linear bottleneck assignment problem (LBAP)
involves finding an assignment of robots to goal locations that minimizes the maximum cost
of assignment
min max φij cij ,
φ

i,j

(6.12)

where cij is the cost of assigning robot i to goal j with i, j ∈ IN , and where

φij =




1 if robot i is assigned to formation position j

(6.13)



0 otherwise.
This means that the solution to the LBAP minimizes the maximum cost of an assignment.
Note that each i is assigned to a unique j, therefore
φ> φ = I N .

(6.14)

The problem of determining where each robot in the current formation should transition
to in the desired formation can be formulated as an LBAP. In order to ensure that transitioning from one formation to another is done as quickly as possible given the constraints
on the system, the maximum ratio

vi (t)
v̄i

for robot i should be minimized. This is because
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vi (t)
v̄i

< 1 means that robot i is not traveling at its maximum speed ( viv̄(t)
= 1 when vi (t) = v̄i )
i

and thus it has the potential to maneuver faster. If all robots in the formation have their
maximum

vi (t)
v̄i

< 1, the transition trigger point (ttrigger ) has the potential to be moved later

in time resulting in a faster transition (this will be discussed below). The maximum ratio
vi (t)
v̄i

for robot i is defined as
Jij = max
t

vi (t)
,
v̄i

(6.15)

where Jij ∈ [0, 1] to ensure feasibility. Here a value of Jij = 1 means that the robot is being
commanded to its maximum potential. Conversely, Jij = 0 corresponds to a stopped robot.
It is important to note that vi (t) depends on what jth position robot i is transitioning to
in the desired formation (see (6.11)). The LBAP to determine where each robot should
transition to in the desired formation can now be written as
φ∗ = arg min max φij Jij
φ

subject to

ij

Eq. (6.13): Valid assignment
Eq. (6.14): Full resource utilization
Eq. (6.3): Initial condition
Eq. (6.4): Final condition
Eq. (6.1): Robot capabilities
Eq. (6.7): Collision avoidance
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(6.16)

under the following assumptions:
A1 For a fixed φ, all ri (t) are deterministic.
A2 Robots are discs of radius R and are
heterogeneous in their maximum speed constraints.
A3 The convex hull of the current and desired
formations in B are obstacle-free.
A4 Robots are fully actuated with no actuation error
and perfect state knowledge.
A5 Robot positions in the current and desired
formations in B are separated by a specified
minimum distance.
A6 A feasible transition exists.
The LBAP in (6.16) can be solved in a number of ways. In this chapter, we will solve the
LBAP utilizing the threshold algorithm. The threshold algorithm on its own, however, does
not ensure that all of the constraints in (6.16) are satisfied. To solve (6.16) satisfying all of
the constraints, we developed Algorithm 1; a complete algorithm that guarantees collision
avoidance between robots.

68

Algorithm 1 Assignment Method
Result: Collision-Free Assignment
1

Compute Jij for each start-goal pair.

2

Use threshold algorithm to identify bottleneck cost, Jijbot .

3

Enumerate all possible assignments (all perfect matchings), E, for Jijbot .

4

Check if any of the enumerated assignments, E, are collision-free between robots.

5

if No then

6
7
8
9

Find next fastest bottleneck and repeat lines 2-4.
else
return Collision-Free Assignment
end

In Algorithm 1, line 1 first computes the cost, Jij , of assigning robot i to goal j for every
pair of starts and goals. The threshold algorithm is then used to find the bottleneck cost,
Jijbot (line 2); the smallest Jij such that every robot can be assigned to a goal location. The
set, E, of all possible assignments given this bottleneck cost, Jijbot , is then found (line 3).
These assignments are checked for possible inter-robot collisions (line 4), and if collisions are
present (line 5), than lines 2-4 must be repeated to find the next smallest bottleneck cost
(line 6). If no collisions are found, than the set of possible assignments is returned (line 8),
and the algorithm is completed.
The algorithm just described is complete and guarantees collision avoidance by utilizing
assumption A5 above. This assumption states that the current and desired formations in
B are separated by a minimum distance. In [23], which describes the CAPT algorithm, it
was found that if the minimum distance between the starting locations and the minimum
√
distance between the goal locations is ∆ > 2 2R, than the assignment that minimizes the
sum of squared distances between starts and goals is guaranteed to be collision-free. This
means that if the robot positions in P(t) and the desired robot positions in Pdes (t) each
√
satisfy ∆ > 2 2R, then it is known that a collision-free assignment exists. This means that
in the worst case, the assignment generated by Algorithm 1 will give the same assignment as
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CAPT. Given that CAPT is a complete algorithm that guarantees collision avoidance, and
the fact that Algorithm 1 generates the CAPT assignment in the worst case, Algorithm 1
is complete and guarantees collision avoidance.

6.2.3

Trigger Point

Now that robot trajectory generation (Section 6.2.1) and the assignment of robots to positions in the desired formation (Section 6.2.2) have been shown, the determination of the
transition trigger point will now be discussed. The transition trigger point is defined as the
point where a formation transition must occur in order to ensure feasible robot trajectories.
This trigger point can be viewed as the minimum sensing range that the robots in the formation must have in order to detect an obstacle and transition formations to avoid a collision
(see Figure 6.2).
The trigger point, ttrigger , can be found utilizing the bisection method. In the problem
definition, the current formation P(t) at the current time tcurr is known. The desired
formation Pdes (t) and the time tdes when the formation must be achieved is also known.
Given tcurr and tdes , we can use these as the maximum (tmax = tcurr ) and minimum (tmin =
tdes ) bounds in the bisection method. It is important to note that while tcurr < tdes , the
transition time is maximized when the tcurr is the transition trigger point, and minimized
when tdes is the transition trigger point.
The trigger point is found when the approximate error, (K), of the solution is below
a desired threshold where K is the number of iterations of the bisection method. Since
the range that the bisection method searches over is bounded, [tcurr , tdes ], the approximate
maximum error is
max((K)) = tmin − tmax .
Given that this interval is halved at every iteration, the approximate error at iteration K
is (K) = (tmin − tmax )/2K . This means that the number of iterations needed to achieve a
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desired approximate error (K) ≈ 0.001 is
K = log2 ((tmin − tmax )/0.001).
Note that the time needed to transition formations (i.e the transition time) is

Ttrans = tdes − ttrigger .

6.3

(6.17)

Results

In order to analyze the effectiveness of the heterogeneous multi-robot assignment method
presented in this chapter, comparisons will be made to solutions that assume a homogeneous
team. The CAPT algorithm is the first homogeneous method used to compare against. This
will be done for various robot team sizes, as well as for varying degrees of heterogeneity.
Following this, a comparison will be made with a method that treats the robots as a homogeneous team by minimizing the maximum distance traveled by each robot. The comparisons
motioned will be done for both static and moving tangent reference frames, as will be discussed in more detail below.
In order to properly compare these solutions for various heterogeneous teams, it is important to have a way to measure the heterogeneity of a given team. To measure the
heterogeneity of each team, the hierarchic social entropy method proposed by Balch in [80]
will be used. This measure is defined as
Z
S(R) =

∞

H(R, h)dh

(6.18)

0

where H(R, h), defined as
H(R, h) = −

n
X
mk
k=1

N

log2

mk
N

(6.19)

is the simple social entropy of the system of N robots captured by R with n number of
species where the proportion of robots in species k is
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mk
N ,

and h is a clustering parameter

used to determine the difference between species. The simple social entropy term in (6.19)
is an application of Shannon’s information entropy formulation [81] to heterogeneous robot
teams. It should be noted that the measure in (6.18) captures the number of robots in each
species and how different each species is. Also note that for homogeneous teams, the simple
social entropy term is zero (H(R, h) = 0), which is what we would expect from a measure
of heterogeneity.
In many of the results below (as will be discussed), there are two species of robots (n = 2;
a fast species and a slow species) and there are equal number of robots in each species. It
was stated in [80] that H(R, h) is maximized when the number of robots in each species
of a heterogeneous team is equalized. We can see that for the two species case that this
means that H(R, h) = 1, which when applied to (6.18) causes the hierarchic social entropy to
reduce to S(R) = v̄f − v̄s , where v̄f and v̄s are the fast and slow maximum speed capabilities,
respectively. This will be important when observing the results presented below.
The comparisons below measure the percentage of transition time saved using the heterogeneous method presented in this chapter over using a homogeneous method (Tsavings ). As
stated earlier, the transition time is the time required to change from an initial (or current)
formation to a desired formation, while satisfying the safety and feasibility requirements
described above. The percentage of transition time saved can be written as

Tsavings = 1 −

Ttrans,hetero
,
Ttrans,homo

(6.20)

where Tsavings ∈ [0, 1] (simply multiply by 100 to get the percentage value), Ttrans,hetero is the
transition time that results from using this chapter’s heterogeneous method and Ttrans,homo
is the transition time that results from using a homogeneous method.

6.3.1

Test Setups

As mentioned above, the heterogeneous multi-robot assignment method is compared to
solutions that assume a homogeneous team. This comparison is done through multiple tests
that were run in simulation. These tests compare the formation transition times of the
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various approaches in both static and moving tangent frames (B). The test described first
in this section describe formation transitions in a static tangent frame (vG = 0). This test is
the standard multi-robot motion planning problem described by the set of class 1 problems
presented above. This problem involves assignment and trajectory planning for teams of
robots from start locations to goal locations.
The test described next involves teams of robots maneuvering in formation and thus they
involve a moving tangent frame (vG > 0). This test studies the ability for the formation to
transition to a new desired formation, and does so by finding the transition trigger point. The
moving tangent frame test is described by the class 2 problems discussed above; formations
defined in a tangent frame and maneuvering and transitioning as a unit.
There are a number of parameters that have a direct impact on the performance of any
given heterogeneous formation of robots and must be considered when studying formation
transitions. Some of these parameters include the total number of robots, the number of
species, and the number of robots in each species. Other parameters include the maximum
speed capabilities of the robots in each species and the reference trajectory (reference speed
and path). Lastly, the initial and desired formations affect the team’s ability to transition
from one formation to the other. The details of the static and moving tangent frame tests
with regard to these parameters will be given below.
Static Tangent Frame (vG (t) = 0)
The static tangent frame test represents the class 1 problem where the focus is to plan
collision-free trajectories from start locations to goal locations (initial formation and desired
formation, respectively). For this test, random start and goal locations are generated for
various trials. It should be noted that the minimum distance between start locations, goal
locations, and start and goal locations is ∆. For each trial (each set of start and goal
locations), linear trajectories are used to navigate robots to their assigned destinations. An
example of this can be seen in Figure 6.3 where robots (circles) execute linear trajectories to
their assigned goals (stars). Note that the robots are different colors. This is because each
color represents a different robot species, and thus a different maximum speed capability
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for the robots in that species. Robots of the same color are the same species and thus have
the same maximum speed capability. In Figure 6.3 we see that n = 3 because there are fast
(red circles), medium (green circles) and slow (blue circles) species of robots.
The results below are presented for a variety of team sizes, as well as for teams with
various numbers of species. For most of the results, however, n = 2 where half of the team
is fast and the other half is slow. The number of slow robots is ms and the number of fast
robots is mf , and therefore for the case just described ms = mf . Additionally, the fast
species maximum speed capability is v̄f and the slow species maximum speed capability
is v̄s . These speed capabilities of the different species are normalized with respect to the
slowest robot capability so that v̄s = 1.0 m/s. This allows us to fairly compare a team
where v̄s = 5 m/s and v̄f = 10 m/s with a team that has v̄s = 15 m/s and v̄f = 30 m/s.
In both cases one species is two times faster than the other (conversely, one species is two
times slower than the other). The results below are for v̄s = 1.0 m/s and v̄f ∈ [1.0, 10.0]
m/s when n = 2 where N = {4, 6, 8}. Also, 1000 trials were run for each S(R) tested where
S(R) ∈ [0.0, 9.0].
As noted, the start and goal locations for the various trials are randomly generated.
These various trials are compared using the formation transition time; the time needed for
the team of robots to transition from their initial formation (starting locations) to their
assigned desired formation (goal locations). This allows us to determine the efficiency of
the algorithm presented in this chapter to assign heterogeneous teams of robots compared
to simply treating the team as if all of the robots had the same capabilities (as is the case
for a homogeneous team). It should be noted that all of the tests presented here are done
for W = R2 .
Moving Tangent Frame (vG (t) > 0)
The set of moving tangent frame tests represent the class 2 problem discussed above where
the focus is to maneuver a team of robots in formation while allowing for formation transitions (see Figure 6.4). These tests are run for linear reference trajectories, rref (t), that are
40 m long in R2 with reference speed, vG = 0.95 m/s. Similar to the static local frame tests
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Figure 6.3: Static tangent frame test setup.

discussed above, random initial and desired formations were generated for 1000 trials per
S(R) tested for S(R) ∈ [0.0, 9.0]. This was done for various team sizes, N ∈ {4, 6, 8} and
n = 2 (unless stated otherwise) where vs = 1.0 m/s and vf = [1.0, 10.0] m/s.
As was done for the static local frame tests, the initial and desired formations for the
various trials are randomly generated and satisfy the minimum separation distance (∆) constraint defined above. These various trials are also compared using the formation transition
time; the time needed for the team of robots to transition from the initial formation to the
desired formation. This formation transition time is determined by the transition trigger
point, which is the latest possible moment the formation is able to transition while ensuring
feasibility and safety. This allows the determination of the efficiency of the method in this
chapter to enable formations of heterogeneous multi-robot teams to transition formations
compared to simply treating the team as if all of the robots had the same capabilities (as
is the case for a homogeneous team). It should be noted that all of the tests presented here
are done for W = R2 .

6.3.2

Comparison to CAPT

In order to understand the performance of the method presented in this chapter in relation
to methods that consider homogeneous teams, we first compared the heterogeneous method
to the CAPT algorithm. As noted earlier, the CAPT algorithm is a computationally efficient
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Figure 6.4: Moving tangent frame test setup.

algorithm for assigning holonomic robots to goal locations in an obstacle-free environment.
This method was utilized in Chapter 5 to enable a team of fixed-wing aircraft to maneuver
and change formation in-flight and on-demand. In a similar manner, CAPT will be applied
here to enable a heterogeneous team of robots to transition formations. The performance
of using CAPT for formation transitions of heterogeneous teams will be compared to the
performance of using the method described in this chapter. This comparison will be done for
both the static tangent frame and moving tangent frame cases, as described in Section 6.3.1,
and will be the focus of this section.
Static Tangent Frame Tests
As seen in Figure 6.3, the static tangent frame test involves various trials with random start
and goal formations where the objective is to assign and generate trajectories of robots to
goal locations (see Static Tangent Frame under Section 6.3.1). These trails were first run
for n = 2 where each species had an equal number of robots (ms = mf ). The results for
various levels of heterogeneity can be seen in Figure 6.5. This figure shows the average
formation transition time savings of using the heterogeneous method in this chapter over
using CAPT (solid lines), as well as the maximum and minimum transition time savings
(dashed lines). These results are shown for S(R) ∈ [0.0, 9.0], as well as for a more focused
look at S(R) ∈ [0.0, 1.0]. From this figure it can be seen that the method in this chapter
resulted in transition times that were approximately 15% faster on average (see Figure 6.5a).
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These average transition time savings seem to plateau around S(R) > 1.0. For this reason,
a more detailed look is given for S(R) ∈ [0.0, 1.0] in Figure 6.5b.
It can be seen that the performance benefit (transition time savings) increases as the
team becomes more heterogeneous (increasing measure of heterogeneity). This result is
expected given that CAPT assumes a homogeneous team, and thus does not take into
account the various capabilities of the robots when assigning robots to goal locations. The
method presented in this chapter, however, does incorporate the capabilities of the robots
into the assignment solution, and thus results in faster transition times when compared to
CAPT. From Figure 6.5, it can also be seen that the maximum and minimum transition
time savings are approximately 75% and 0%, respectively. This shows that there are some
formation configurations where the method in this chapter provides a significant transition
time benefit, while for other configurations there is no benefit observed. It is important to
note that by construction, the method in this chapter’s lower bound performance is that of
CAPT; this is due to assumption (A5) as was discussed above in Section 6.2.
Note also that the maximum and minimum transition time savings are consistent across
the various team sizes (N ∈ {4, 6, 8}). This suggests that the maximum and minimum
transition time savings that could result are not dependent on the size of the heterogeneous
team. The average transition time savings values, however, suggest that it is more likely to
achieve significant transition time savings the larger the team. This can be seen from the
fact that the average transition time savings for N = 8 is greater than N = 6 and N = 4,
while the maximum and minimum transition time values are relatively the same across the
various team sizes. We will now investigate this further by observing the distribution of the
results from the various trails.
While the results presented in Figure 6.5 demonstrate the average, maximum and minimum transition time savings of using the heterogeneous method in this chapter over CAPT,
it does not show the distribution of the results. In other words, Figure 6.5 does not give
a sense of how often the various transition time savings are observed. This information is
captured in the box plots in Figure 6.6. Before diving into what these results are showing,
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.5: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over CAPT for various N and S(R) for the static tangent frame
tests. The maximum and minimum transition times are also presented (dashed lines). The average
transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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a brief overview of how to read the box plots in Figure 6.6 will be given.
The box plots in Figure 6.6 demonstrate the distribution of the data for the various
measures of heterogeneity tested. For a given measure of heterogeneity, the yellow line in
the box represents the median of the data. The bottom of the green box below this median
line represents the first quartile (Q1), also known as the 25th percentile. Note that 25% of
the data is contained in the box between the yellow median line and the bottom of the green
box. The top of the box above the median line represents the third quartile (Q3), or the 75th
percentile. This box above the median line contains another 25% of the data. The end of
the bottom whisker represents the minimum value, or Q1-1.5IQR where IQR=Q3-Q1 is the
interquartile range (IQR). This means that from the bottom of the box below the median
line, to the bottom whisker is approximately 25% of the data. Similarly, from the top of the
box above the median line to the top whisker is another 25% of the data and the top of this
whisker represents the maximum value which is Q3+1.5IQR. The black circles seen above
(or below) the whiskers represent outliers, which are not outliers in the sense that they are
bad measurements. They are outliers in the sense that they are valid measurements that
happen to represent a very small percentage of the data recorded (approximately 0.35% of
the data above the maximum whisker and 0.35% below the bottom whisker).
Now that a description of how to interpret the results in Figure 6.6 has been given, a
deeper look will now be taken at what this figure communicates. Note that Figure 6.6a
presents S(R) ∈ [0.0, 9.0], while Figure 6.6b presents a more focused look at S(R) ∈
[0.0, 1.0]. The same trend seen in Figure 6.5 regarding the average transition time savings of using the method in this chapter over CAPT can be seen in Figure 6.6 with respect
to the median value. Also, note that the maximum and minimum values that were represented in Figure 6.5 can be seen in Figure 6.6 as outliers or maximum whisker values, and
are relatively the same across all team sizes (N ∈ {4, 6, 8}) as was noted earlier. Using
Figure 6.6a as an example, it can be seen that while the maximum and minimum transition
time savings are independent of team size, the distribution of the data is different across
team sizes.
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.6: Distribution of the results for the percentage transition time saved using the heterogeneous assignment method in this chapter over CAPT for various N and S(R) for the static tangent
frame tests. The transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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From Figure 6.6, it can be seen that high transition time savings occur more frequently
the larger the team is. This can be seen from Figure 6.6 in two ways. First, the number
of outliers decreases as the team size increases. Given that outliers are valid measurements
that represent a very small percentage of the data recorded, the reduction in the number of
outliers as N increases shows that the recorded measurements at these high transition time
savings values occurs more often (thus they no longer are outliers). Second, the median
value increases with increasing N . This suggests that a larger fraction of the data has
transition time savings larger than this median value. Remember, however, that the data
shows that the maximum amount of transition time savings is independent of the team size.
The likelihood of observing significant transition time savings using the method presented
in this chapter over CAPT increases as the team size increases. This makes sense since the
larger the team size is, the more assignments there are, and thus the more important it
is to account for the capabilities of the individual robots in the heterogeneous team when
generating these assignments.
The results in Figure 6.6a show that the transition time savings values seem to plateau
for S(R) > 1.0 for each of the team sizes tested. For this reason, a more focused look at
S(R) ∈ [0.0, 1.0] is shown in Figure 6.6b. First taking a look at Figure 6.6a, it can be seen
that for S(R) > 1.0 and N = 4, approximately 25% of the trials observed transition time
savings of 15% or greater. For S(R) > 1.0 and N = 6, approximately 50% of the trials
observed transition time savings of 10% or greater (25% of the data had transition time
savings that were 25% or greater). Lastly, for S(R) > 1.0 and N = 8, approximately 50% of
the trials observed transition time savings of 15% or greater (25% of the data had transition
time savings that were 30% or greater). For each team size tested, the maximum transition
time savings was approximately 75%, and the distribution of the results shows that there
are many formation configurations where significant transition time savings were observed.
Given that the results seemed to plateau for S(R) > 1, Figure 6.6b shows a closer look
at S(R) ∈ [0.0, 1.0]. From this figure it can be seen that there is a steady increase in
the transition time savings observed using the method in this chapter over CAPT as the
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team became more heterogeneous. It is important to note that Figure 6.6b presents very
low measures of heterogeneity, yet there are still formation configurations where significant
transition time savings were observed. This means that there are formation configurations
where even though the robot capabilities are not much different from one anther, it is still
important to account for their individual capabilities when assigning robots to positions
in the desired formation when transitioning formations. Upwards of 40% transition time
savings is observed for measures of heterogeneity as low as S(R) = 0.44. It should be noted
that CAPT is not a minimum time solution and therefore the method presented in this
chapter still shows transition time saves over using CAPT even when S(R) = 0.0.
Moving Tangent Frame Tests
The previous results shown were for the static tangent frame case that represents the class
1 problem where robots are assigned to goal locations and trajectories are generated for the
robots to reach these locations. Now we will take a look at the class 2 problem where the
robots are moving in formation and transitioning formations (moving tangent frame). In
these tests the goal is to find the transition trigger point; the latest time where the formation
can transition while ensuring feasibility to achieve the desired formation at the desired time.
Remember that the transition trigger point can be related to the minimum sensing distance
necessary in order for the formation to avoid collisions with the environment. The transition
trigger point is also required when desiring to maintain a given formation and only transition
when absolutely necessary.
Similar to what was presented earlier for the static tangent frame tests, the average
transition time savings of using the method presented in this chapter over CAPT when there
is a moving tangent frame is presented in Figure 6.7. This figure shows that the average
transition time savings increases with increasing heterogeneity, and seems to plateau for
S(R) > 1.0 to about 25% (see Figure 6.7a). This figure also shows that the maximum and
minimum transition time savings for the moving local frame test results are approximately
95% and 0.0%, respectively. It can be seen that there are some formation configurations
where no time is saved using the method in this chapter over CAPT. On the other hand,
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there are formation configurations where the transition is able to occur 95% faster using the
method in this chapter over CAPT. It should be noted that the same trend regarding the
relationship between maximum (and minimum) transition time savings and the team size
can also be seen in the moving tangent frame data. From Figure 6.7a it can be observed
that the maximum and minimum transition time savings are independent of the team size.
This is also seen for low measures of heterogeneity, which will be discussed next.
A more detailed look at the average transition time savings for very low measures of
heterogeneity (S(R) ∈ [0.0, 1.0]) are shown in Figure 6.7b. From this figure, it can be seen
that the average transition time savings increases steadily with increasing heterogeneity.
Additionally, it can be seen that very high formation transition time savings can occur even
for very low measures of heterogeneity; transition time savings of approximately 80% when
S(R) = 0.44. The distribution of this moving tangent frame test data will now be presented.
Figure 6.8 shows the distribution of the data through the use of box plots. From this
figure it can be seen again that the maximum and minimum transition time savings are
independent of team size. These maximum and minimum transition time savings are approximately 85% and 0%, respectively. It is also seen that the median value increases, and
the number of outliers decreases, with increasing team size. This shows once again that
significant transition time savings occur more often the larger the team size. Figure 6.8a
shows the transition time savings for S(R) ∈ [0.0, 9.0], where the median value plateaus is
approximately 0% for N = 4, 12% for N = 6, and 20% for N = 8. Figure 6.8b shows the
transition time savings for S(R) ∈ [0.0, 1.0] where once again it is seen that high transition
time savings are seen even for low measures of heterogeneity. It can be seen from Figure 6.8b
that the transition time savings increases with increasing heterogeneity.
Unequal Partition of Species (ms 6= mf )
Given that the method in this chapter has been compared to CAPT for the case when n = 2
where the team is equally partitioned between the fast and slow robot species (ms = mf ),
the case when the team is not equally partitioned will now be shown. Figures 6.9 and 6.10
show the static tangent frame and moving tangent frame test results for N = 6, respectively.
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.7: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over CAPT for various N and S(R) for the moving tangent frame
tests. The maximum and minimum transition times are also presented (dashed lines). The average
transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.8: Distribution of the results for the percentage transition time saved using the heterogeneous assignment method in this chapter over CAPT for various N and S(R) for the moving tangent
frame tests. The transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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These figures show two different sets of tests: 1. when there are more fast robots than slow
robots, ms < mf (left), and 2. when there are more slow robots than fast robots, ms > mf
(right). The static tangent frame tests in Figures 6.9 show that the average transition time
savings is greater when there are more fast robots than slow robots. The average transition
time savings when there are more fast robots than slow robots plateaus at approximately
15%, and when there are more slow robots than fast robots it plateaus at approximately
10%. This difference can be attributed to the fact that when there are more fast robots than
slow robots, the slow robots’ assigned locations in the desired formation can greatly affect
the time required to transition formations. This means that not considering the individual
robot capabilities when performing a formation transition can cause a slow robot to be
assigned to a location in the desired formation that limits the time required for the team to
transition formations. When there are more slow robots than fast, the assignment of each
individual slow robot does not have a great effect on the transition time because there are
other slow robots that may be limiting the formation transition time (the presence of fast
robots does not have as great an impact when there are more slow robots than fast robots).
This same trend can be seen for the moving local frame test results seen in Figure 6.10.
Number of Species n > 2
The previous tests were generated for teams where n = 2; the teams had a fast species and
a slow species. Now it will be shown what happens when n > 2. This will be done using
the same static tangent frame tests and moving tangent frame tests described above. The
team size tested is N = 8 for the cases when n = 3 and n = 4.
For the case when n = 3, given that the maximum speed capability of species k is V̄k ,
the three maximum speed capabilities are set such that V̄1 < V̄2 < V̄3 . As was the case
earlier, the maximum speed capabilities of the different species are normalized with respect
to the slowest robot capability so that V̄1 = 1.0. Additionally, the fastest maximum speed
capability is such that V̄3 ∈ [1.0, 10.0] for the various trials. Lastly, the maximum speed
capability for species 2 was set to V̄2 = (V̄1 + V̄3 )/2, which is the average of the slowest and
fastest maximum speed capabilities. It is important to note that the number of robots of
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.9: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over CAPT for N = 6 and various S(R) for the static tangent frame
tests. The case when ms < mf is seen on the left and the case when ms > mf is seen on the
right. The maximum and minimum transition times are also presented (dashed lines). The average
transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.10: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over CAPT for N = 6 and various S(R) for the moving tangent frame
tests. The case when ms < mf is seen on the left and the case when ms > mf is seen on the
right. The maximum and minimum transition times are also presented (dashed lines). The average
transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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each species is m1 = 2, m2 = 4, and m3 = 2.
The results for when N = 8 and n = 3 can be seen on the left side of Figure 6.11. The
results shown on the left side of Figure 6.11a present the static tangent frame tests, while the
results shown on the left side of Figure 6.11b present the moving tangent frame tests. When
comparing these results to those presented in Figure 6.5 for N = 8 when n = 2, it can be
seen that the results are similar for the same measures of heterogeneity, despite having more
(or less) species. The average transition time savings using for this team of robots where
N = 8 and n = 3 is approximately 20% with maximum transition time savings around 80%
for the static tangent frame tests. For the moving tangent frame tests, the average transition
time savings is approximately 25% with a maximum transition time savings around 90%.
For the case when n = 4, the four maximum speed capabilities are set such that V̄1 <
V̄2 < V̄3 < V̄4 . The maximum speed capabilities of the different species are also normalized
with respect to the slowest robot capability so that V̄1 = 1.0. The fastest maximum speed
capability is now V̄4 ∈ [1.0, 10.0] for the various trials. Additionally, the maximum speed
capabilities of species 2 and 3 are V̄2 = (V̄4 − V̄1 )(1/3) + V̄1 and V̄3 = (V̄4 − V̄1 )(2/3) + V̄1 ,
respectively. It should also be noted that the number of robots of each species is equally
partitioned such that m1 = 2, m2 = 2, m3 = 2, and m4 = 2.
The results for when N = 8 and n = 4 can be seen on the right side of Figure 6.11. The
results shown on the right side of Figure 6.11a present the static tangent frame tests, while
the results shown on the right side of Figure 6.11b present the moving tangent frame tests.
When comparing these results to the results shown for the cases when n = 2 and n = 3 for
N = 8, it can be seen that the transition time savings are similar. The average transition
time savings for this team of robots where N = 8 and n = 4 is approximately 20% with
maximum transition time savings around 85% for the static tangent frame tests. For the
moving tangent frame tests, the average transition time savings is approximately 25% with
a maximum transition time savings around 90%.
The similarity in the transition time savings between the cases when n = 2, n = 3, and
n = 4 for N = 8 is a very interesting result because it shows that for the same measure of
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heterogeneity, independent of the number of species, the resulting transition time savings
are similar. This may indicate that the slowest maximum speed capability is the limiting
factor in the teams ability to transition formations.

6.3.3

Comparison to Min Max Distance Solution

In addition to comparing the method in this chapter to CAPT, a comparison was also
made to a method that minimizes the maximum distance of each robot to their assigned
locations in the desired formation (min max distance method). This min max distance
method treats the multi-robot team as a homogeneous formation; it does not take into
account the individual robot capabilities. The same tests described in Section 6.3.1, and
used in Section 6.3.2 above, were used to compare the method in this chapter to the min
max distance method. When comparing the methods using the static tangent frame, the
min max distance method minimizes the maximum distance of a robot to a goal location
in the desired formation. In the moving tangent frame case, the min max distance method
minimizes the maximum distance a robot must travel from their initial formation location
to their assigned desired formation location. The static tangent frame test results will now
be presented.
Static Tangent Frame Tests
The average transition time savings using the method in this chapter over using the min
max distance method for the static tangent frame tests can be seen in Figure 6.12. Similar
to what was seen previously, Figure 6.12 shows that the average transition time savings
increases with increasing heterogeneity. From Figure 6.12a it can be seen that the results
plateau yet again for S(R) > 1.0 and that the approximate average maximum and minimum
transition time savings are 70% and 0%, respectively. It can also be seen that the average
transition time savings is slightly higher the larger the robot team (discussed above). This
is because formation transitions where significant transition time savings are observed occur
more frequently the larger the team size. Additionally, Figure 6.12b shows a more focused
look at S(R) ∈ [0.0, 1.0] where it is seen that significant transition time savings are ob-
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(a) Static Tangent Frame Tests

(b) Moving Tangent Frame Tests

Figure 6.11: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over CAPT for N = 8 and various S(R), ms , and mf . The maximum
and minimum transition times are also presented (dashed lines). The average transition time savings
are shown for the (a) static tangent frame tests and (b) moving tangent frame tests.
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served even for low measures of heterogeneity; approximately 30% for S(R) = 0.44. The
distribution of these static tangent frame tests will now be discussed.
The distribution of the static tangent frame test results are shown in Figure 6.13. From
this figure it can be seen that the transition time savings increases with increasing heterogeneity, and also that the median transition time savings increases with increasing heterogeneity and increasing team size. The increase in the median value, and the decrease in the
number of outliers as team size increases shows that it is more likely to observe a formation
transition where significant transition time savings are observed the larger the team size.
Figure 6.13a shows the distribution of the static tangent frame results for S(R) ∈ [0.0, 9.0].
It can be seen that the median value for N = 4 is 0%, for N = 6 is 12%, and for N = 8 is
18%. A closer look at low measures of heterogeneity can be seen in Figure 6.13b. This figure
shows that large transition time savings occur often even for low measures of heterogeneity.
Moving Tangent Frame Tests
In addition to the static tangent frame test, the method in this chapter was compared to the
min max distance method using the moving tangent frame test. The average transition time
savings when the team is maneuvering as a formation can be observed in Figure 6.14. The
average transition time savings increases with increasing heterogeneity, and the maximum
and minimum transition time savings are approximately 85% and 0%, respectively (see
Figure 6.14a). As was seen earlier, the maximum transition time savings plateaus for S(R) >
1.0. A more focused look at low measures of heterogeneity can observed in Figure 6.14b,
where it is seen that significant transition time savings occur even for low measures of
heterogeneity.
The distribution of the moving tangent frame test data is shown in Figure 6.15. This
figure shows that significant transition time savings occur frequently when using the method
in this chapter over the min max distance method. This can be seen in that median transition
time savings for N = 4 is approximately 10%, for N = 6 it is approximately 30%, and for
N = 8 it is approximately 40%. Additionally, Figure 6.15a shows that for N = 8, over
75% of the results had approximately 5% or greater transition time savings. It can also be
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.12: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over the min max distance method for various N and S(R) for the static
tangent frame tests. The maximum and minimum transition times are also presented (dashed lines).
The average transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.13: Distribution of the results for the percentage transition time saved using the heterogeneous assignment method in this chapter over the min max distance method for various N and S(R)
for the static tangent frame tests. The transition time savings are shown for (a) S(R) ∈ [0.0, 9.0]
and (b) S(R) ∈ [0.0, 1.0].
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.14: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over the min max distance method for various N and S(R) for
the moving tangent frame tests. The maximum and minimum transition times are also presented
(dashed lines). The average transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b)
S(R) ∈ [0.0, 1.0].
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seen from Figure 6.15b that significant transition time savings occur frequently even for low
measures of heterogeneity.
Unequal Partition of Species (ms 6= mf )
The results up to this point have been for N = 6 and n = 2 where ms = mf . The case
when the number of slow robots and the number of fast robots is not equal will now be
discussed. These cases can be seen for the static tangent frame and moving tangent frame
in Figures 6.16 and 6.17. These figures show two different sets of tests: 1. when there are
more fast robots than slow robots, ms < mf (left), and 2. when there are more slow robots
than fast robots, ms > mf (right). Similar to what was found for the CAPT comparisons
above, the average transition time savings increases with increasing heterogeneity, and the
case when ms < mf plateaus at a slightly higher average transition time savings than when
ms > mf . The average transition time savings for the static tangent frame tests plateaus at
approximately 20% when ms < mf and 10% when ms > mf . For the moving tangent frame
test, the average transition time savings is a little higher, showing steady values around
approximately 38% savings for ms < mf and 25% savings for ms > mf .
Number of Species n > 2
The previous tests were generated for teams where n = 2; the teams had a fast species and
a slow species. Now it will be shown what happens when n > 2. This will be done using
the same static tangent frame tests and moving tangent frame tests described above. The
team size tested is N = 8 for the cases when n = 3 and n = 4.
The maximum speed capabilities for the case when n = 3 and n = 4 are the same as those
described above for the comparison to CAPT. That is, V̄1 = 1.0 is the slowest maximum
speed constraint and V̄3 ∈ [1.0, 10.0] when n = 3, and V̄1 = 1.0 and V̄4 ∈ [1.0, 10.0] when
n = 4. Additionally, the number of robots in each species for the cases when n = 3 and
n = 4 are also the same as was described before. For the case when n = 3, the distribution
of robots is m1 = 2, m2 = 4, m3 = 2. For the case when n = 4, the distribution of robots is
m1 = 2, m2 = 2, m3 = 2, and m4 = 2.
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.15: Distribution of the results for the percentage transition time saved using the heterogeneous assignment method in this chapter over the min max distance method for various N and S(R)
for the moving tangent frame tests. The transition time savings are shown for (a) S(R) ∈ [0.0, 9.0]
and (b) S(R) ∈ [0.0, 1.0].
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.16: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over the min max distance method for N = 6 and various S(R) for the
static tangent frame tests. The case when ms < mf is seen on the left and the case when ms > mf
is seen on the right. The maximum and minimum transition times are also presented (dashed lines).
The average transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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(a) S(R) ∈ [0.0, 9.0]

(b) S(R) ∈ [0.0, 1.0]

Figure 6.17: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over the min max distance method for N = 6 and various S(R) for the
moving tangent frame tests. The case when ms < mf is seen on the left and the case when ms > mf
is seen on the right. The maximum and minimum transition times are also presented (dashed lines).
The average transition time savings are shown for (a) S(R) ∈ [0.0, 9.0] and (b) S(R) ∈ [0.0, 1.0].
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The results for when N = 8 and n = 3 can be seen on the left side of Figure 6.18. The
results shown on the left side of Figure 6.18a present the static tangent frame tests, while
the results shown on the left side of Figure 6.18b present the moving tangent frame tests.
When comparing these results to those presented in Figure 6.12 for N = 8 when n = 2, it
can be seen that when there are more species the average transition time is slightly higher.
The average transition time savings when N = 8 and n = 3 is approximately 25% with
maximum transition time savings around 80% for the static tangent frame tests. For the
moving tangent frame tests, the average transition time savings is approximately 40% with
a maximum transition time savings around 90%.
The results for when N = 8 and n = 4 can be seen on the right side of Figure 6.18. The
results shown on the right side of Figure 6.18a present the static tangent frame tests, while
the results shown on the right side of Figure 6.18b present the moving tangent frame tests.
When comparing these results to the results shown for the cases when n = 2 in Figure 6.14,
it can be seen that the n = 4 case has a slight increase in the transition time savings.
Compared to the case when n = 3, it can be seen that the transition time savings for when
n = 3 and n = 4 are similar to one another. The average transition time savings when N = 8
and n = 4 is approximately 25% with maximum transition time savings around 85% for the
static tangent frame tests. For the moving tangent frame tests, the average transition time
savings is approximately 40% with a maximum transition time savings around 90%.
It was noted that the cases when n = 3 and when n = 4 observed an increase in the
transition time savings over the case when n = 2. This is a result of how the min max
distance method assigns robots to positions in the desired formation and will be discussed
below in Section 6.3.5.

6.3.4

Computation Time

It has been shown that the method in this chapter has the opportunity to provide significant transition time savings over simply using CAPT or the min max distance method to
transition formations of heterogeneous robot teams. These performance benefits, however,
come at a cost of computation time and limited scaling. The average computation time
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(a) Static Tangent Frame Tests

(b) Moving Tangent Frame Tests

Figure 6.18: Average percentage transition time saved (solid line) using the heterogeneous assignment method in this chapter over the min max distance method for N = 8 and various S(R), ms ,
and mf . The maximum and minimum transition times are also presented (dashed lines). The average transition time savings are shown for the (a) static tangent frame tests and (b) moving tangent
frame tests.
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for 100 trials per N ∈ {2, 4, 6, 8, 10} using CAPT, the min max distance method, and the
heterogeneous method in this chapter can be seen in Figure 6.19 for both the static tangent
frame tests (see Figure 6.19a) and moving tangent frame tests (see Figure 6.19b). From this
figure, it can be seen that the computation time using any method increases as the number
of robots in the team increases. This increase, however, is much more dramatic using the
method in this chapter than CAPT. When N = 10, the method in this chapter takes significantly longer to find a solution than CAPT. The computation time of the min max distance
method is comparable to the method in this chapter because both find a solution in the
same way except with different cost functions. The distribution of the data used to generate
Figure 6.19 can be seen in Figure 6.20. Figure 6.20a presents the static tangent frame computation time results while Figure 6.20b presents the moving tangent frame computation
time results.
These results demonstrate that the method presented in this chapter does not scale well
with the number of robots. This is because the perfect matching enumeration step of the
heterogeneous multi-robot assignment algorithm (line 3 in Algorithm 1) takes significantly
longer to complete the larger the robot team. As a result, the method presented in this
chapter is currently better suited for smaller teams of robots. When considering large teams
of robots and the computation time needed to find a solution, it is more advantageous to
use a method such as CAPT at the expense of performance.

6.3.5

CAPT and Min Max Distance Comparison

Comparisons to CAPT and the min max distance method with the heterogeneous method in
this chapter have been presented. A comparison will now be made between the CAPT and
min max distance method results. Comparing Figures 6.5 to 6.11 and Figures 6.12 to 6.18
shows that the min max distance method comparisons observed slightly higher transition
time savings than the CAPT comparisons. This does not necessarily seem intuitive at first,
however, taking a closer look at the underlying assignments, it can be seen why this is in
fact the case.
A simple two robot assignment problem is presented in Figure 6.21. The CAPT as102

(a) Static Tangent Frame Tests

(b) Moving Tangent Frame Tests

Figure 6.19: Average computation time for CAPT, the min max distance method, and the heterogeneous assignment method in this chapter for the (a) static tangent frame tests and the (b) moving
tangent frame tests.

103

(a) Static Tangent Frame Tests

(b) Moving Tangent Frame Tests

Figure 6.20: Distribution of computation time for CAPT, the min max distance method, and the
heterogeneous assignment method in this chapter for the (a) static tangent frame tests and the (b)
moving tangent frame tests.
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Figure 6.21: Robot assignment comparison between CAPT and the min max distance method for
the case when N = 2.

signment is indicated by the solid lines, while the min max assignment is indicated by the
dashed lines. From this it can be seen that the min max distance method causes the slower
robot to travel a longer distance in order to minimize the maximum distance travel by any
robot in the team. As a result of this, the min max distance assignment takes more time to
transition formations. It is important to note that if the team were homogeneous, the min
max distance assignment would transition faster than the CAPT assignment. From this it
can be seen that it is more advantageous with regards to transition time to use the min max
distance method over CAPT for assigning homogeneous teams. This is supported by the
homogeneous results (S(R) = 0.0) of Figures 6.12 to 6.18.
When considering heterogeneous teams, the min max distance method can cause slow
robots to travel longer distances, and thus result in longer formation transition times than
CAPT. This is the reason for the higher transition time savings are seen for the min max
distance comparisons shown in Section 6.3.3. This is also the reason higher transition time
savings were observed when the number species was increased for the min max distance
method comparisons (the cases when n > 2).
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6.4

Conclusions

This chapter described a formation control method for heterogeneous teams of holonomic
robots. The heterogeneity in this chapter was a result of the robots having different maximum speed capabilities. A method was described that reduces the formation control problem
to an assignment and trajectory generation problem. This was done by considering linear
trajectories in the tangent reference frame that moved with the formation.
Various tests were run that compared the method developed in this chapter to other
methods that assume a homogeneous team. These homogeneous methods were CAPT and
a min max distance method. Tests were run for both static and moving tangent frame
cases, and the performance benefit was measured by observing the formation transition time
savings of using the method presented here compared to the homogeneous methods. From
the results it can be seen that the amount of transition time savings increased with increasing
heterogeneity. It was also seen that the method presented here has the opportunity of offering
formation transitions that are 75% faster in the static tangent frame case, and 85% faster
in the moving tangent frame case, than the homogeneous methods used for comparison.
The results suggest that the method in this chapter provides significant performance
benefits for a large portion of the trials conducted. This performance benefit, however, comes
at the cost of computation time. The results above suggested that the method presented in
here takes longer to find a solution than using CAPT. Additionally, the computation time
increases with the number of robots in the team, and this increase in computation time is
more severe for the method presented here than for CAPT. It was seen that the computation
time comparison to the min max distance solution is similar to the method in this chapter,
which is consistent with the fact that the same methodology is used to find each solution;
the only difference between these methods is the cost function.
The computation time results suggest that there is a trade off between performance and
computation time. This demonstrates that the method presented in this chapter does not
scale well with the number of robots. This is because of the step in Algorithm 1 involves
enumerating all perfect matchings for a given threshold cost, which takes more time to
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compute the more robots there are. While the method presented in this chapter is currently
more suitable for smaller formations of robots, this suitability will extend to larger teams
as computation capabilities improve in the future.
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Chapter 7

Conclusion and Future Work
This thesis focuses on the safe coordination and maneuvering of multi-robot systems in the
presence of motion constraints and heterogeneity. This problem is an important area of
study due to its widespread impact on applications ranging from autonomous car navigation to naval fleet maneuvering. There are several challenges that arise when working with
multi-robot systems, particularly when the robots have constraints on their motion. These
constraints can include limits on the minimum turning radius of a robot or varying bounds
on the maximum speed capability of robots in the team. Constraints such as these make
it challenging to generate trajectories for each robot such that inter-robot collisions are
avoided. These challenges can result from the coupling between the robots’ state and the
path generated to maneuver within an environment. This thesis contributes to our understanding of how to overcome these challenges by investigating multi-robot motion planning
for teams of Dubins cars, formation control for teams of fixed-wing aircraft, and formation
control for teams of holonomic robots with heterogeneous maximum speed capabilities.
The first problem studied in this thesis focused on multi-robot motion planning in the
presence of motion constraints. The robots used were Dubins cars and the problem was,
given a team of Dubins cars and a set of unlabeled goal locations, assign each Dubins car to
a goal location and generate collision-free trajectories to these goal locations. The optimal
trajectories used in this work were Dubins curves, which are bounded-curvature shortest path
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curves between two poses. It is important to note that this work focused on Dubins curves
between oriented starts and orientation-free goals. Given that there were N robots, finding
collision-free Dubins curves for all robots from starts to goals is nontrivial. This is because
Dubins curves are piecewise nonlinear curves whose length and path are dependant on the
Dubins car’s orientation and the Euclidean distance to the goal. Additionally, the minimum
turning constraint on the Dubins cars’ motion often prevent it from moving directly toward
its goal.
To solve this problem, a geometric constraint was used that guaranteed collision avoidance for the optimal assignment. This geometric constraint is a minimum bound on the
separation distance between start and goal locations. This thesis proved that such a geometric constraint exists for teams of Dubins cars and provided both analytical and numerical
methods for finding this constraint. Both of these methods utilized an inflated robot radius approximation of a Dubins car. It was found in this thesis that the motion of Dubins
cars between oriented starts and orientation-free goals can be approximated as a holonomic
robot of radius R̃ executing a linear trajectory. That is, any robot executing a Dubins curve
between an oriented start and an orientation-free goal stays within a disc of radius R̃ that
moves along a linear trajectory between the same start and goal.
The use of the geometric constraint described above, and the fact that Dubins curves
are deterministic given the start and goal poses, the assignment and trajectory generation
subproblems are able to be solved concurrently. The algorithm developed to solve this
problem in this thesis is called the Concurrent Assignment and Planning of Trajectories
Algorithm for teams of Dubins Cars (DC-CAPT). This concurrent assignment and trajectory
planning problem can be solved using the Hungarian algorithm, which finds a solution in
polynomial time. As a result, DC-CAPT is suitable for assignment and trajectory planning
for large teams of Dubins cars. To validate DC-CAPT, the algorithm was run in both
simulation and a real robot experiment for teams of various size.
The application of multi-robot motion planning techniques to coordinate teams of motion constrained robots was also applied to the formation flight of fixed-wing aircraft. An
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algorithm was developed in this thesis that enabled a team of fixed-wing aircraft to have
in-flight and on-demand formation changes. This algorithm also provided a simplistic means
of controlling individual aircraft in the formation based on their current locations relative
to a reference trajectory instead of the complete pose and orientation of a leader.
In order to generate individual aircraft trajectories, a reference trajectory was used that
served as the backbone of the formation. This reference trajectory was generated by fitting
a basis spline (B-spline) to specified waypoints. It is around this reference trajectory that
aircraft needed to maintain/change formation during flight. From this reference trajectory, a
tangent coordinate system was found from which an orthogonal rotation matrix was derived
and used to generate individual aircraft trajectories. Additionally, it is in this tangent
coordinate system that CAPT from [23] was used to assign aircraft in the current formation
to positions in a desired formation for formation changes. Utilizing CAPT for formation
changes enabled the generated aircraft trajectories to be collision-free; the collision-free
tangent coordinate system trajectories resulting from CAPT are guaranteed to generate
collision-free global trajectories.
In addition to the algorithm above, an important contribution of this work was the large
real robot experiments that were conducted. This algorithm was tested on Department
of Defense (DoD) production aircraft with all computation occurring on-board. Lockheed
Martin provided four Stalker XE Small Unmanned Aerial Systems (SUAS) to serve as the
demonstration platforms for the algorithm described in this thesis. These aircraft were flown
at Dugway Proving Ground (DPG) for two unique reference trajectories during which several
formation changes were commanded during mission execution. It should also be noted that
prior to these experiments, the algorithm was tested using a simulation environment provided
by Lockheed Martin with hardware-in-the-loop (HIL). These simulations stress tested the
algorithm by running it for various communication and wind conditions.
This thesis took a further look at formation control for multi-robot teams by studying
formations of heterogeneous teams of robots. The multi-robot systems considered were
teams of holonomic robots consisting of various species. These species were differentiated
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based on their maximum speed capability. This means that the maximum speed capability
served as the source of heterogeneity in the team. The problem considered was, given a team
of robots with heterogeneous maximum speed capabilities, control the team as a formation
while respecting the kinematic constraints of all robots.
Similar to the solution described above for the formation flight of teams of fixed-wing
aircraft, this thesis solved this heterogeneous formation control problem by reducing the
problem to an assignment and trajectory generation problem. To solve the assignment
problem, a heterogeneous mutli-robot assignment algorithm was developed. By accounting
for the speed capabilities of each robot, this algorithm enabled rapid formation transitions
that were faster than the transitions that would occur using traditional solutions that apply to robots with homogeneous speed capabilities. Specifically, the algorithm that was
developed designed collision-free transitions by solving a linear bottleneck assignment problem (LBAP). In addition to generating collision-free transitions, the algorithm developed in
this thesis found the transition trigger point for the heterogeneous team; the latest possible
point along the reference trajectory that the formation can safely and feasible transition
formations. Essentially, the transition trigger point can be compared to a minimum sensing
range that ensures the formation is able to safely transition to avoid collisions with the
environment.
The algorithm developed in this thesis to control a formation of heterogeneous robots was
compared against the CAPT algorithm and a min max distance method. These comparisons
were done in a static tangent frame and a moving tangent frame, as well as for varying
degrees of heterogeneity and team composition. The results from these tests showed that
the heterogeneous method in this thesis resulted in significant performance benefits over the
homogeneous methods used for comparison. Some initial and final formations resulted in the
the method in this thesis providing approximately 95% faster transitions than traditional
homogeneous methods. It was also found that min max distance methods, while allowing
rapid formation transitions for homogeneous teams, are not advantageous when applied to
heterogeneous teams.
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There are many future research directions the work in this thesis can be expended to
investigate. Some of these future directions include finding a tighter geometric bound for
the DC-CAPT algorithm. The analytical and numerical methods found for deriving the
geometric constraint are conservative. A method that potentially considers the reachability
set of Dubins curves may be able to find a tighter bound that provides the same guarantees
as DC-CAPT. Another direction of future work includes finding a distributed solution for the
DC-CAPT algorithm. This would remove the requirement that all start and goal locations
must be known in order to find a solution.
When considering the results found in this thesis regarding formation control for teams
of fixed-wing aircraft, future work includes trajectory planning and replanning techniques
that account for the dynamics of the aircraft. Such replanning techniques include trajectory
curvature correction when robots in the formation are commanded to execute trajectories
that violate their dynamic constraints. The work in this thesis assumed that human operators would select reference trajectories and formations that did not cause robots maneuver
beyond their capabilities. Additionally, with regards to heterogeneous formations, future
work includes an investigation into the effects of having agents maneuvering in formation
with time-varying velocity constraints. Imagine a heterogeneous formation that consists of
both human and robot agents. In formations such as these, it is important to know how
human fatigue during mission execution effects the formation maneuverability.
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