Genetic programming (GP) is a powerful classification technique. It is interpretable and it can dynamically build very complex expressions that maximize or minimize some fitness functions. It has a capacity to model very complex problems in the area of Machine Learning, Data Mining and Pattern Recognition. Nevertheless, GP has a high computational complexity time. On the other side, data standardization is one of the most important pre-processing steps in machine learning. The purpose of this step is to unify the scale of all input features to have equal contribution to the model. The objective of this paper is to investigate the influence of input data standardization methods on GP, and how it affects its prediction accuracy. Six different methods of input data standardization were checked in order to determine which one allows to achieve the most accurate result with lowest computational cost. The simulations have been implemented on ten benchmarked datasets with three different scenarios (varying the population size and number of generations). The results showed that the computational efficiency of GP is highly enhanced when coupled with some standardization methods, specifically Min-Max method for scenario I and Vector method for scenario II, and scenario III. Whereas, Manhattan and Z-Score methods had the worst results for all three scenarios.
INTRODUCTION
Data classification techniques deal with creating classifiers which allocate a label to data. These techniques use the existing data in order to produce these classifiers, and once created, the classifiers are applied to new unseen data. Various techniques have been applied to data classification, including statistical methods such as Bayesian and regression methods, and evolutionary algorithms such as genetic programming algorithms.
Genetic programming is inspired by nature. It has often been used to solve data classification problems and has been successful in producing good classifiers (Jabeen and Baig, 2010) . Despite the large number of studies which have addressed data classification by using genetic programming, it is apparent from the literature that there are still certain areas of research which have not been explored. These areas represent the rationale behind this paper. The primary objective of this paper is to investigate the influence of input data standardization methods on the performance genetic programming in the domain of data classification.
To achieve this goal, six different input standardization methods are applied on ten benchmark datasets obtained from the University of California Irvine (UCI), Machine Learning Repository before applying GP. The results show that applying standardization methods on data plays an important role in effecting the performance of GP, where standardization methods encourage the high accuracy and accelerate the learning process.
The rest of the paper is organized as follows: Section 2 provides an overview of related research that applies data standardization for different applications, Section 3 provides an overview about genetic programming. Section 4 provides a description of the different standardization methods that are used through this paper. Section 5 presents and discusses the obtained results. Finally, the conclusion is settled in the Section 6.
RELATED WORK
Data preprocessing is a very important step that should be done before running any data mining task. One of these methods is data standardization, which has an effect on the performance of applied algorithms. researchers have been studying this effect using different algorithms, and on different applications.
In (Anysz et al., 2016) , the authors studied the effect of six data standardization methods applied on data before using Artificial Neural Network (ANN) to classify the data. The results of their research showed that two standardization methods decreased the errors achieved by ANN. They also suggested that similar to tunning ANN parameters for the targeted problem, some work should be done for data standardization to choose the best method that suits the problem.
The authors of (Wang and Zhang, 2009 ) analyzed the effect of applying four data standardization methods on the results of fuzzy clustering, which were used for analyzing the spatial distribution of water resources carrying capacity of 17 regions in Shandong Province, China. The data has four numerical features, describing the water resources. The results suggest to use two methods which are: maximum value standardization method and mean value standardization method.
Another research that tested data standardization with water related data was proposed in (Cao et al., 1999) . The authors used multivariate approach to analyze the river water quality. They tested two standardization approaches, and found that they did not work well for this type of problems, therefore, they proposed a new data standardization methods that includes water quality standards which achieved better results compared to other tested approaches.
The research of (Griffith et al., 2016) compared two standardization methods across number of scenarios to examine the types of heterogeneity using three datasets. The researchers found that methods of standardization and the population characteristics had only a small influence on heterogeneity.
This paper is differentiated that it studies the effect of using data standardization on GP accuracy. Moreover, it studies the effect of combining data standardization with different GP parameters (population size and number of maximum generations). It also uses six data standardization methods applied on ten benchmarked datasets. 
GENETIC PROGRAMMING
Genetic Programming (GP) is an evolutionary algorithm which is inspired by the principles of Darwinian evolution theory and natural selection (Koza, 1992) . GP is domain-independent modeling technique that automatically solves problems without having to tell the computer explicitly how to do it. (Koza, 1991) . GP it is commonly referred to as symbolic regression or symbolic classification according to the task that it performs. The concept of GP was first introduced by John Koza in (Koza, 1991) .
GP algorithms works iteratively as an evolutionary cycle, evolving a population of computer programs or models represented as symbolic tree expressions. Traditionally the evolved models are LISP programs. Since GP automatically evolves both the structure and the parameters of the mathematical model, LISP gives GP more flexibility to handle data and structures that can be easily manipulated and evaluated. For example, the simple expression: ((X + cos(Y )) − (3 × Z)) is represented as shown in Figure  1 .
In Figure 2 , we show the evolutionary process of GP. In more details, the cycle is described as follows:
• Initialization: the GP cycle starts by generating an initial population of random computer programs (also known as individuals) using a predefined function set and a terminal set.
• Fitness Evaluation: the fitness value for each individual is computed based on a defined measurement.
• Selection: based on the fitness values of the individual, some of these individuals are chosen for reproduction. Selection is done using some selection mechanism (i.e; Tournament selection).
• Reproduction:in this process, different reproduction operators are applied in order to generate new individuals. These operators usually include crossover, mutation and elitism. Crossover operator swaps two randomly chosen sub-parts in two randomly chosen individuals. Mutation operator selects a random point in an individual and replaces the part under this point with a new generated sub-part. Elitism selects some best individuals and copies them to next generation without any modification.
• Termination: the evolutionary cycle of the GP algorithm stops iterating when an individual with a required fitness value is found or the predefined maximum number of iterations is reached.
ACCURACY CALCULATION FOR DIFFERENT STANDARDIZATION METHODS APPLIED FOR GP INPUT DATA
In this section a description of the standardization methods and an evaluation measure that are used in this paper is provided.
Standardization Methods Applied to GP Input Data
Six different standardization methods were applied to original data sets (Kaftanowicz and Krzemiński, 2015; Zavadskas and Turskis, 2008; Altman, 1968) . Table 1 shows the nomenclature used in equations. A i i element of a given data type after standardization A oi i element of a given data type before standardization n number of elements of a given data type (i vary from 1 → n)
• Vector standardization
(1)
• Manhattan standardization
• Maximum linear standardization
• Weitendorf' s linear standardization
• Peldschus nonlinear standardization
Accuracy Metric
Since the data sets are nearly balanced, accuracy classification rate or accuracy is the main evaluation measure that is used to assess the performance of the symbolic GP on different standardization methods. Accuracy is defined as the sum of the number of true positives and true negatives divided by the total number of examples (where # means "number of", and TP stands for True Positive, etc.):
where the accuracy is calculated based on test part of data only.
EXPERIMENTS AND RESULTS
The details of the data sets description, experiments environment, GP parameters, and the results are discussed in the following subsections.
Data Sets Description
To study the effect of input data standardization methods on GP, 10 binary and nearly balanced data sets were obtained from the University of California at Irvine (UCI) machine learning repository (Dheeru and Karra Taniskidou, 2017) . These data sets were selected as they have varying characteristics, in order to study the effect of the standardization methods on GP on different scales of problem complexity. Moreover, some of the data sets (4 out of 10) are considered large data sets, as they have more than 10 features (Beyer et al., 1999; Kanevski et al., 2008) . It is worth mentioning that many of these data sets have been used in the literature for testing symbolic GP. The data sets are described in Table 2 in terms of number of classes, number of features, number of data points, and data set type after removing irreverent features and missing values.
Experiments Environment
HeuristicLab version 3.3 is used to perform all symbolic GP experiments (Wagner et al., 2014) . All experiments are conducted on a PC with Windows 7 Ultimate 64 bit Operating System, an Intel(R) Core(TM) i7 − 4500U CPU with 8 GB RAM memory.
As a training and testing methodology, a simple split method is used, where each data set is divided into two parts with ratio 65% : 35% for training and testing respectively. In order to obtain statistically meaningful result, each experiment is repeated 30 times independently, then the average of the results and the standard deviation are reported.
Regarding the GP parameters which were used throughout all the experiments in this paper, they are listed in Table 3 . These parameters were determined empirically through trial runs.
Results
In this paper, all experiments are concerned with applying GP on 10 different data sets and using six different standardization methods. The experiments are divided into three scenarios according to the population size and the maximum generations parameters of GP. In the first scenario, the population size and maximum generation are set to 50 and 100 respectively. In the second scenario, the population size and maximum generation are changed to 100 and 200 respectively. The population size and maximum generation are modified to 200 and 500 respectively in the third scenario. The details of all scenarios are given in the following Scenario I Table 4 shows the average accuracy and standard deviation for GP based on six different data standardization methods when the population size is 50 and maximum generation is 100. It is noticeable that the results of GP based on standardization methods show higher accuracy and smaller standard deviation values for most of the data sets (nine out of ten) than without standardization which supports the stability and robustness of GP based on standardization methods. It is clear that, there is a significance difference in average accuracy when using the standardization methods. Moreover, the accuracy decreases when using Manhattan and Z-score methods.
Rank test was used to provide an overall summary for the influence of different standardization methods on GP. It is used to rank the different standardization methods applied to 10 data sets. Table 5 shows the results of the rank test. It shows that the GP based on Min-Max obtains the best rank (lower is better). This confirms the ability of the GP based on Min-Max to obtain better accuracy with less number of iterations. Table 6 shows the average accuracy and standard deviation for GP based on six different data standardization methods when the population size is 100 and maximum generation is 200. It is noticeable that the the results of GP based on standardization methods show higher accuracy and smaller standard deviation values for most of the data sets (eight out of ten), which supports the stability and robustness of GP based on standardization methods. It is clear that, the effect of standardization methods on GP was reduced. Moreover, the accuracy decreases when using Manhattan and Z-score.
Scenario II
Rank test was used to provide an overall summary for the influence of different standardization methods on GP. It is used to rank the different standardization methods applied to 10 data sets. Table 7 shows the results of the rank test. It shows that the GP based on Vector obtains the best rank (lower is better). This confirms the ability of the GP based on Vector to obtain better accuracy with less number of iterations. Table 8 shows the average accuracy and standard deviation for GP based on six different data standardization methods when the population size is 200 and maximum generation is 500. It is clear that, the effect of standardization methods on GP is not noticeable. Also, using the Manhattan and Z-score standardization methods does not improve the accuracy of GP. Moreover, the accuracy decreases when using Manhattan and Z-score. Rank test was used to provide an overall summary for the influence of different standardization methods on GP. It is used to rank the different standardization methods applied to 10 data sets. Table 9 shows the results of the rank test. It shows that the GP based on Vector obtains the best rank (lower is better). This confirms the ability of the GP based on Vector to obtain better accuracy with less number of iterations.
Scenario III
Overall, the results showed that the GP based on Vector and Min-max standardization methods are the best. This confirms the ability of the GP based on Vector and Min-Max to obtain better accuracy with fewer number of iterations. As a conclusion, The factors that influence the performance of GP at lower population size and lower maximum number of generations are the size of the data set and standardization method. Also, GP requires more iterations and larger population size if no standardization method was applied.
CONCLUSIONS
The goal of this paper is to investigate the influence of data standardization on the accuracy of GP classification. To achieve this goal, three scenarios have been implemented and tested using six different standardization methods based on ten datasets. The three scenarios differ in the number of population and number of maximum generation, where scenario I has small settings and scenario III has the largest settings. The results of the simulations showed that by using data standardization with GP can achieve higher accuracy rates than GP without data standardization. More specifically, by using standardization methods, GP managed to achieved higher results with fewer iterations and smaller population size. The best results are obtained when using Min-Max and Vector methods. Whereas, Manhattan and Z-Score methods achieved worst accuracy results. Based on the three scenarios, it can be inferred that data standardization improve the classification accuracy of the generated GP trees.
Our future work includes testing the effect of other GP parameters in combination with data standardization, and testing the usage of GP for specific real problems with data standardization and without.
