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Abstract 
 
Impacts of porosity variations through porous deposits with chimneys where wick boiling contributes to 
bulk of heat transfer, on thermal performance, solute concentration levels and particle number density 
distribution are examined through a two-dimensional model. The multi-physics model is described by a 
coupled system of a thermal model, a momentum transfer model, a solute concentration transport 
model and a particle transport and absorption model. Various appropriate numerical methods were 
developed to solve each of these models. Porosity variations were found to have significant impacts on 
peaking local solute and particle number concentrations within the deposits. This accentuates neutron 
flux absorption and hence reduces the flux in local vicinity and furthers axially offset anomalous effects 
of power generated within the core. The peaking values may also be aggravating corrosion locally over 
the cladding elements. The particle deposition model developed here gives insight towards how the 
particles are generally packed around the chimney and how the local porosity evolves and varies. It was 
found that local porosity within the deposits tends to be low near the chimney walls and is generally 
increasing while moving away from the walls. Local Nickel Ferrite absorption within the crud is 
estimated using this model and results obtained from Particle Assembly/Constrained Expansion (PACE) 
models. The rate of absorption of these particles is hugely affected by the non-uniformity of the porous 
deposits. The estimated values approach observed values when the porous deposits are treated with 
locally varying porosities rather than when they’re with a generally uniform porosity. 
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1. Introduction 
Pressurized Water Reactors (PWR’s)usually use light water as primary coolant which typically enters 
reactor cores at about 275 °C and gets heated up to about 315 °C as it flows up the heating elements. 
Despite the high operating temperatures of the coolant, PWRs are designed to keep the bulk coolant 
remain liquid due to the high pressure (typically 155 bar with corresponding critical temperature of 
about 374 °C) maintained within the core. Although typically design parameters hold the majority of the 
bulk coolant to continue to remain in liquid state through the operation, sometimes vapor packets are 
formed in the top region of the core on the heating elements. This is caused due to sub-cooled nucleate 
boiling induced by the crud deposits in the region where local conditions reach saturation conditions 
and cause the coolant to vaporize.  
CRUD (Chalk River Unidentified Deposits) is usually found deposited within core elements, especially on 
the heating elements. These are observed to be made primarily of oxides of iron and nickel formed 
through different accumulation mechanisms of said suspended particles formed from corrosion and 
erosion of internal piping layers in the primary loop. These crud formations on the heating elements 
tend to have various physical impacts on the performance of the heating elements. 
A number of currently operated PWRs experience crud deposition over fuel pins in the sub-cooled 
boiling region within the core, which results in an axial power shifting (Axial Offset Anomaly), and in 
many cases this phenomena leads to power ‘down rating’ by as much as thirty percent and a significant 
loss of revenue for the utility. Lack of proper tools to predict and/or monitor this crud formation and 
corresponding performance downgrading continues to be a challenge in the industry and is the cause 
for not being able to accurately estimate power design safety margins. 
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Fig.1.1: Sub-Cooling region in the PWR core [1.1][1.2] 
Mechanism of Crud formation and Occurrence of AOA: 
1. Impurities in the coolant form deposits on the surface of the cladding in selected locations. 
Majority of these impurities come from internal corrosion of plant systems, especially from 
internal corrosion of piping systems. 
2. Sub-cooled nucleate boiling occurs at the cladding surface in the upper half of the core where 
impurities have formed a porous layer. This furthers the crud formation as follows: i. the 
phenomenon increases the thickness of the porous deposits as the implosion of the bubbles 
causes accumulation of the suspended impurities on the surface and ii. the vapor bubbles 
formed through this boiling escape the nucleation sites by forming small chimneys through 
these deposits and this creates a driving mechanism that results in the coolant being filtered 
through the porous deposits which evaporates at the wall of the chimneys leaving behind the 
less volatile solute over and within the porous deposits, making the crud thicker and less porous. 
3. An important result due to the presence of the crud is the hold-up of boron along the cladding 
wall. The crud formation results in Boron accumulation around the cladding in the upper regions 
of the core where sub-cooled boiling occurs due to the coolant driving mechanism briefly 
described above. This layer of boron absorbs neutrons emitted from the fuel pins in the region 
and thereby the neutron flux available for thermal fission. The presence of the porous crud 
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along with its chimneys in the sub-cooled boiling region also alters the heat transfer mechanics 
from the fuel pin to the coolant. [6] Consequently, the lower half of the core is observed to have 
a larger operating power, while the upper half having a lower power. Thus, this shifting of power 
release towards the lower end of the vessel, known as the Axial Offset Anomaly (AOA), is a 
direct result of crud formation and is prominent in Pressurized Water Reactors. This Axial Offset 
Anomaly leads to a variety of economic penalties through loss of shutdown margin and also 
power reduction (almost 10% loss) [7][8][9].  
 
Fig.1.2: Shifting of power profile due to boron held up in crud 
 
 
Fig.1.3: Porous Deposits on Fuel Pin[3] 
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The presence of crud over heating elements is also known to accelerate the corrosion of the cladding 
materials. Also, the crud could cause a possible significant safety issue through held-up Boron release 
during power transients and scrams. The boron hold-up tends to be so within the crud only for as long 
as sub-cooled nuclear boiling is occurring in the chimneys within the crud. If SNB shuts down, although 
the crud tends to retain its structural properties, accumulated held-up concentrations of the boron falls 
for they diffuse out back into the bulk coolant from within the crud. The wick-boiling model shows the 
presence of boron concentration gradients across the crud and this gradient drives the held-up boron to 
diffuse outwards back into the coolant. During equilibrium, this diffusion rate of held-up boron is equal 
to the rate of boron influx into the crud through driven convection of the solvent as described above. 
Data from Callaway shows this held-up boron could accumulate to more than a kilogram in mass within 
the crud layer (Table.1.1). In the event of a power transient that results in downgrade of power, the sub-
cooled boiling levels could drop significantly and this results in said equilibrium being offset through 
reduction/nullification of the convection part. But the held-up boron would continue to diffuse back into 
the coolant from the crud surrounding the cladding. This could cause a significant increase in reactivity 
within the upper half of the core and would be a serious safety issue. 
 
 
Table.1.1: Callaway Cycle 9 at 8000 MWD/MTU[16] 
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Objectives: 
1. To develop a numerical or analytical thermal model accounting for porosity variations of the 
crud describing its heat transfer mechanics under the working conditions of a PWR.  The model 
shall be developed using Darcy’s equation by dividing the control volume into regions of uniform 
porosity. 
2. To develop a numerical or analytical multi-phase pressure model accounting for the crud’s 
porosity variations to describe the fluid flow from the bulk coolant into the crud and out of it via 
the chimneys in vapor form. This model shall also be developed from scratch using similar 
techniques used for the thermal model. The chimney’s pressure problem could be solved with 
the method used by Chin Pan, or also by accounting for the porosity variations of the crud wall 
surrounding the chimney. 
3. To develop a numerical solute concentration distribution model accounting for the crud’s 
porosity variations that would be useful in describing local concentrations of various solutes in 
solution form held up within the crud. This model would also be helpful in pointing out if there is 
any solute precipitation within the crud. Also the increased solute concentrations tend to impact 
the boiling point of the solvent (coolant) within the crud and hence affect the heat transfer and 
fluid flow mechanics within the crud. Thus this model is iterated with the first two models until 
sufficient convergence criterion is satisfied. This feedback effect is only critical if the boiling 
point elevation at the chimney wall is high enough. 
4. To develop a particle transport and absorption model describing the concentrations of various 
suspended impurities from the bulk coolant through the crud. This model is not only developed 
for varying porosities but also for particles of different size groups and compositions. The model 
shall describe the rate at which voids within the porous bed get filled/less porous during the 
burn up cycle. This model would thus be helpful in estimating the rate at which porosities of the 
crud tends to evolve with time. It also could be modified accordingly to accommodate for 
thickness growth rate of the crud. 
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2. Literature Review 
2.1 Steady State Diffusion in Porous Media:  
Mass diffusion occurs mainly due to concentration gradient, but could also be driven by temperature 
and pressure gradients. A general expression for diffusion flux of a species (1) in another species (2) 
could be given by: 
𝑗𝑥 = −𝐷𝑒
𝜕𝐶
𝜕𝑥
−
𝜌𝐷𝑇
𝑇
𝜕𝑇
𝜕𝑥
−
𝜌𝐷𝑝
𝑝
𝜕𝑝
𝜕𝑥
 
-(Eq.2.0) 
Ignoring the temperature gradients and pressure gradients, the dominant diffusion mechanics is the 
concentration gradient driven diffusion (Eq.2.1). The diffusion mechanics in water saturated porous 
media is different when the solute particles sizes are of finite sizes that are comparable with the pore 
diameter. The diffusion of particles in a porous media is hindered by: 
1. the tortuous nature of the pores,  
2. the diminished  cross-sectional area available for diffusion and  
3. (possibly) the pore sizes.  
Under steady state conditions the mass flux depends on the concentration gradient and is expressed by 
Fick's 1st law: 
𝑗𝑥 = −𝐷𝑒
𝜕𝐶
𝜕𝑥
 
-(Eq.2.1) 
Where:  
𝐶 = solute concentration in the pore [M L-3] under water-saturated conditions.  
𝐷𝑒= effective diffusion coefficient [L
2 t-1] and is defined as: 
𝐷𝑒 =
𝐷𝑎𝑞𝜖𝑡𝛿
𝜏𝑓
 
-(Eq.2.2) 
𝜏𝑓= Lithologic factor
[2.1.4] accounting for tortuosity (>1) 
𝛿 = constrictivity(≤1) 
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𝜖𝑡= Effective transport-through porosity which accounts for reduced cross-sectional area available for 
diffusion within pore space (where no solids diffuse) 
𝐷𝑎𝑞= Diffusion coefficient in media without any crud 
 
Note that 𝜖𝑡 could be lesser than the overall porosity of the medium if there are small pores that are not 
accessible to the solute particles (either due to size exclusion or due to blind or dead-end pores) [2.1.1]. 
 
Knudsen Diffusion: Diffusion in water-saturated media generally depends on intermolecular collisions 
(water molecules-solute molecules). The random-walk lengths of the particles considered here, are 
characterized by their mean free path Λ, which is the average distance travelled between collisions. This 
holds true only when the dimensions of the pores are large compared to Λ. Thus Knudsen diffusion is 
negligible in this case. The Knudsen number is used to handle diffusion occurring within the porous 
media[2.1.2]. 
𝐾𝑛 =
Λ
𝑑𝑝
 
-(Eq.2.3) 
Where 𝐾𝑛= Knudsen number 
Λ= Mean free path 
𝑑𝑝= pore diameter 
𝐾𝑛 is typically very small for dissolved solutes in porous water-saturated medium as Λ is in the orders of 
molecular diameter of the solute, while 𝑑𝑝 is typically in nanometers scale. 
 
Steric Hindrance: The effective diffusion coefficient 𝐷𝑒 could be reduced in narrow water-saturated 
pores due to an increased drag force acting between the diffusing particles and solvent. This increase in 
drag force is in-turn due to the increase in the viscosity of the solvent caused by the proximity of the 
pore walls [2.1.3]. This is significant in porous medium with very narrow pore throats that tend to constrict 
the passage of particles. The constrictivity factor δ, which accounts for this effect is also known as steric 
hindrance effect, is quantified as follows (Eq.2.5-2.8) [2.1.5] [2.1.6] [2.1.7] [2.1.8]. 
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λ𝑝 =
𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟
𝑝𝑜𝑟𝑒 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟
 
-(Eq.2.4) 
𝛿 = (1 − λ𝑝)
2
(1 − 2.104λ𝑝 + 2.09λ𝑝
3 − 0.95λ𝑝
5) 
-(Eq.2.5) 
𝛿 = (1 − λ𝑝)
4
 
-(Eq.2.6) 
𝛿 = 𝑒−4.6λ𝑝 
-(Eq.2.7) 
𝛿 = 1.03𝑒−4.5λ𝑝 
-(Eq.2.8) 
Equations (Eq.2.5) & (Eq.2.6) are used for steady state diffusion of organic solutes through membranes, 
cellophane sheets, mica, etc. by Renkin(1954) [2.1.5] and Beck & Schultz (1970) [2.1.6] while (Eq.2.7) & 
(Eq.2.8) are based on studies of aromatic and non-aromatic compounds diffusing transiently in silica-
alumina beads (Satterfield et. al., 1973) [2.1.7] and poly-aromatic compounds diffusion in 
alumina(Chantong et. Al.,1983) [2.1.8]. 
Although equations (Eq.2.5) - (Eq.2.8) were derived from different systems, they agree with each other 
quite well (Fig.2.1). As expected, the constrictivity factor 𝛿 is very close to 1 when λ𝑝 is very low.  
 
(Fig.2.1): Constrictivity vs relative pore size[2.1.9] 
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Tortuosity: The Lithologic factor 𝜏𝑓 in equation (Eq.2.2) accounts for the geometry of the pores and is 
defined as follows: 
𝜏𝑓 = (
𝑙𝑒
𝑙
)
2
> 1 
-(Eq.2.9) 
Where 
𝑙𝑒=average path length traversed by particles diffusing through pore 
𝑙=shortest distance between start and end points of diffusing particle through pore 
 
The capillaric model in a porous medium assumes a lot of parallel pores within the medium. Each of 
these pores increase the volume of pores by a factor of 𝑙𝑒/𝑙. But due to these, the number of pores 
within the medium also increases by a factor of 𝑙𝑒/𝑙. Thus 𝜏𝑓 is a square of (𝑙𝑒/𝑙) in the definition for 𝐷𝑒 
in equation (Eq.2.2) [2.1.10] 
Thermodiffusion: A system with a uniform concentration might still have diffusion across due to 
difference in temperature. This effect is known as ‘thermal diffusion’ or ‘thermodiffusion’ [2.1.11]. The 
inverse of thermodiffusion effect also occurs, where in heat transfer occurs in a uniform temperature 
field because of concentration diffusion of a fluid. This effect is known as ‘diffusion thermoeffect’. A 
liquid thermodiffusion is known as ‘Soret effect’ [2.1.11]. A first order expression for thermodiffusion ratio 
𝑘𝑇 (species 1 in phase 2) is given by Chapman and Cowling 
[2.1.12].  
𝑘𝑇 =
𝐷𝑇
𝐷12
= 5(𝐶 − 1)
𝑠1
𝑛1
𝑛1 + 𝑛2
− 𝑠2
𝑛2
𝑛1 + 𝑛2
𝑄1
𝑛1
𝑛2
+ 𝑄2
𝑛2
𝑛1
+ 𝑄12
 
-(Eq.2.10) 
Where 
𝑠1 = 𝑚1
2𝐸1 − 3𝑚2(𝑚2 −𝑚1) + 4𝑚1𝑚2𝐴 
𝑄1 =
𝑚1
𝑚1 +𝑚2
𝐸1[6𝑚2
2 + (5 − 4𝐵)𝑚1
2 + 8𝑚1𝑚2𝐴] 
𝑄12 = 3(𝑚1
2 −𝑚2
2) + 4𝑚1𝑚2𝐴(11 − 4𝐵) + 2𝑚1𝑚2𝐸1𝐸2 
For a rigid elastic spherical molecule, 
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𝐴 =
2
5
 
𝐵 =
3
5
 
𝐶 =
6
5
 
Barodiffusion: ‘Barodiffusion’, also known as ‘Pressure diffusion’, is the phenomenon of relative 
diffusion of molecules occurring due to pressure gradients. For a mixture of ideal gases, barodiffusion 
coefficient (species 1 in phase 2) is given by[2.1.13] [2.1.14]: 
𝑘𝑝 =
𝐷𝑝
𝐷12
= (𝑚2 −𝑚1)𝑐(1 − 𝑐)(
1 − 𝑐
𝑚2
+
𝑐
𝑚1
) 
-(Eq.2.11) 
Note that barodiffusion process is different from transport or advection where solute particles are 
moved because of movement of solvent. Thus in a single fluid there is no barodiffusion phenomenon 
and the coefficient 𝑘𝑝 vanishes. For a mixture, the coefficient can be positive or negative depending on 
molecular properties of the diffusing particles. Heavier molecules tend to go to regions of higher 
pressure. According to equation (Eq.2.0), barodiffusion is smaller than concentration diffusion by a 
factor of
𝑘𝑝(
∆𝑝
𝑝
)
∆c
. 
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2.2 CRUD Formation:  
Crud (Chalk River Unidentified Deposits) is the deposition on the fuel cladding surfaces of corrosion 
products formed from out-of-core systems in the primary loop. These products are typically dissolved 
ions or solid particles transported onto the cladding surfaces due to bulk coolant movement in the 
primary loop. Primary positive ion species in these are Fe and Ni ions resulting from corrosion of internal 
lining materials such as steel pipes, etc. The crud is in constant interaction with the coolant, exchanging 
bulk fluid and other species via pressure driven transport and diffusion. Other mechanisms may also be 
involved in this crud-coolant interaction. Crud also can release some of its accumulated products back 
into the coolant, whenever there is a shift in the equilibrium due to changing conditions within the core 
[2.2.1].  
Crud deposits within PWR’s occur mostly near the upper end of the core, where sub-cooled nucleate 
boiling is prevalent [2.2.2]. The crud mostly consists of non-stoichiometric NixFe3-xO4 where x typically 
takes the value 0.25 [2.2.3]. Table.2.1 lists a study performed on crud by Bergmann [2.2.2]. Note that the 
study on the crud was performed on stored (wet or dry stored) fuel rods well after their lifecycle during 
when they may have been exposed to all sorts of contaminations. The crud’s properties might well have 
altered during this course from what it was while in operating conditions. 
 
Table.2.1 Characteristics of a crud[2.2.2] 
Crud is formed from either the deposition of suspended solid corrosion particles that circulate in the 
reactor systems or the deposition of ions formed off the corrosion products via ‘deposition and dry-out’ 
mechanism. Crud particles are mostly made up of hematite (Fe2O3) particles when piping is made of 
steel components [2.2.12]. 
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Hematite particles (Fe2O3) deposition on cladding surface is dictated by van der Waals attraction and 
electrostatic double layer interaction between the particles and the cladding surface. There may also be 
other forces involved that may be acting on the particles (e.g. Gravitational force, drag and lift forces), 
each of which are described as follows. 
Gravitational force  𝐹𝑔 = 
𝜋
6
𝑑𝑝
3(𝜌𝑝 − 𝜌𝑓)𝑔               (Eq.2.12) 
Van der Waals force  𝐹𝑣 = 
𝐴𝑑𝑝
12 𝐻2
                          (Eq.2.13) 
Tangential Drag force  𝐹𝑑 =  𝑓𝑐𝑑𝑅𝑒𝑝 (
1
2
𝜌𝑓𝑢
2)
𝜋𝑑𝑝
2
4
              (Eq.2.14) 
Here, Particle Reynolds number 𝑅𝑒𝑝 =
𝑢𝑑𝑝𝜌𝑓
𝜂
               (Eq.2.15) 
Lift forces acting on particles at the crud-coolant interface may be insignificant compared to the drag 
forces acting on them, but they may be significant in taking the particles away from the crud back into 
the coolant after the particle has detached from the crud layer [2.2.5] [2.2.6]. For the particle dimensions 
under consideration for the reactor conditions, the lift forces are considered negligible and ignored. 
Surface charge of solid particles is formed from hydration of the particle surface followed by adsorption 
of H3O
+/OH- ions or the dissociation of the hydroxide on the hydrated surface [2.2.1]. When these 
‘charged’ surfaces of the suspended particles approach close to the clad surface a favorable potential 
aids in the interaction and deposition of the particles onto the surface[2.2.7]. Deposition conditions are 
favorable when the interacting surfaces have opposite charges. Maroto[2.2.8] and Parks [2.2.9] show this is 
the case for ZrO2 (negative charge) and Fe2O3 (positive charge) for neutral pH (Fig.2.2).  
 
 
(Fig.2.2): Total Potential (Vr) as a function of distance between ZrO2 surface and Fe2O3 particles of 
different sizes [2.2.10] 
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Although (Fig.2.2) shows favorable potential for the deposition of hematite particles on clean ZrO2 
surface, this information alone is insufficient to understand the growth and furthering of the crud layers 
after the surface is covered. Further growth of the crud would require interactions between hematite 
particles from the suspension and those in the crud layer. The attraction between hematite particles 
becomes significant when the particles get close to each other (< 50 ?̇?) (Fig.2.3), thus allowing further 
growth of crud thickness through collide-stick mechanism. However, a shallow potential well at the 
depositions also means the agglomerated particles would tend to separate back. Also the figure infers 
difficulties for larger particles to agglomerate, which was shown not be the case by Kawaguchi [2.2.10]. 
Experimental results in laboratory simulations of reactor flow environments (absent irradiation effects) 
were presented by Kawaguchi, et al. [2.2.10] describing the dependence of deposition rates (𝑅𝐹𝑒2𝑂3) of 
Fe2O3 from various parameters involved in the process (Fig.2.4-2.10). 
 
(Fig.2.3): Total Potential (Vr) between Fe2O3 particles as a function of distance
[2.2.10] 
 
(Fig.2.4): Time dependence of deposition rate of Fe2O3 of diameter 0.5 μm at a concentration of 1ppm. 
Water flow conditions were fixed at 453K and 1.1 x 10-3 m/s [2.2.10] 
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(Fig.2.5): Fe2O3 deposition dependence on bulk Fe2O3 particles concentration, with particle diameter 
fixed at 0.5 μm and a heat flux of 6 W/cm2 for a duration of 4 hours. Water flow conditions were fixed at 
453K and 1.1 x 10-3 m/s [2.2.10] 
 
(Fig.2.6): Fe2O3 Deposition rate dependence on Heat flux with particle concentration at 1ppm and water 
flow conditions were fixed at 453K and 1.1 x 10-3 m/s [2.2.10] 
 
(Fig.2.7): Fe2O3 Deposition rate dependence on particle diameter. Particle concentration was fixed at 
1ppm and heat flux at 10 W/cm2, while flow conditions were 453K and 1.1 x 10-3 m/s [2.2.10] 
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(Fig.2.8): Deposition dependence on coolant flow rate [2.2.7] 
 
(Fig.2.9): Fe2O3 Deposition rate dependence on pH of the bulk
 [2.2.10] [2.2.7] 
 
(Fig.2.10): Total interaction energy (VT) dependence on pH for various fixed separation distance between 
Fe2O3 particle and heating wall
 [2.2.7]. 
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Another of the main phases in the fuel crud in reactor core is Ferrite. Ferrite particles are ferromagnetic 
unlike hematite, thus introducing an interesting mechanism in adhesion of these particles within the 
crud. These ferrites usually exist within the primary loop as either 0.1 μm or 1 μm sized particles. When 
these ferrite particles form into the crud, they create a magnetic field in the region, consequently aiding 
in the adhesion process. Not only does this magnetic field further ferrite deposition onto the crud, but 
also furthers crystal growth within crud layer [2.2.1]. 
 
Magnetic adhesive force  𝐹𝑚 ≈ 
1
5
𝜇𝑜
𝜇−1
𝜇+1
𝑀2𝑑𝑝
2              (Eq.2.16) 
Here, 𝜇𝑜= vacuum permeability; 𝜇=relative permeability of medium 
𝑀=magnetization of the sphere 
Rodliffe’s[2.2.6]  calculation reveals the different forces acting on suspended particles under reactor 
chemical conditions. The size of the particles determines which of the three forces the dominant one is. 
Magnetite and Nickel ferrite particles (0.01-1 μm ranges) may well exhibit magnetic forces that could be 
more dominant than van der Waal’s forces [2.2.6].  
 
(Fig.2.11): Gravitational, van der Waal’s and magnetic forces under reactor chemistry simulations [2.2.6]. 
The ζ-potential acts against these adhesive forces, by helping the stability of the dispersed particles in 
the coolant, and thus against deposition onto the crud. A higher ζ-potential (>50 mV) can counter the 
van der Waal’s forces consequently inhibiting crud deposition. Only low ζ-potential (<10mV) allow van 
der Waal’s forces to overcome the electrostatic double layer repulsive forces around the particles [2.2.6]. 
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Another notable observation is the stability of small particles (<1μm) against re-suspension in the 
absence of double-layer repulsion in typical reactor flow conditions over the surface. Particles of larger 
dimensions (<100μm) would also remain stable as long as corresponding ζ-potential is less than 200-400 
mV in PWR conditions [2.2.6]. 
Studies on formation kinetics of nickel ferrite from various iron oxides and hematite based compounds 
in high temperature water by Nishino et al. [2.2.11] show quick formation of NiFe2O4 from γ-FeOOH at 
488K in the first 20 minutes, but this rate of formation slows with time (Fig.2.12-2.13). The slowing of 
formation is because, after the initial formation of the crud over the clean surface, the process becomes 
diffusion-controlled where Ni+2 ions need to diffuse through the ferrite shell before reacting with the 
hematite within.  
 
Fig.2.12: Ferrite conversion rate dependence on temperature [2.2.11] 
 
Fig.2.13: Ferrite conversion rate with time for varying pH [2.2.11] 
 
Evaluating total potential of interaction could be used to find sticking probability between particles for 
different pH, particle sizes, and other physical conditions [2.2.13]. The total interaction potential could be 
expressed as follows [2.2.13]. 
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𝑉 = 𝑉𝑣𝑑𝑤 + 𝑉𝑒𝑙𝑒𝑐𝑡 + 𝑉𝑠𝑡𝑒𝑟𝑖𝑐+𝑉𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑎𝑙 
-(Eq.2.17) 
Van der Waal’s potential between a spherical particle of radius 𝑟ℎ and a planar surface at a distance 𝑥 is 
given by [2.2.14]: 
𝑉𝑣𝑑𝑤 = −
𝐴
6
[𝑙𝑛
𝑥
𝑥 + 2𝑟ℎ
+ 
2𝑟ℎ(𝑥 + 𝑟ℎ)
𝑥(𝑥 + 2𝑟ℎ)
] 
-(Eq.2.18) 
Where the Hamaker’s constant 𝐴 is given by 
𝐴 = (√𝐴ℎ −√𝐴𝑤)(√𝐴𝑠 −√𝐴𝑤) 
-(Eq.2.19) 
Here subscripts ℎ,𝑤 & 𝑠 correspond to particle, solvent and surface respectively.  
In case of two spherical particles of same radius, van der Waal’s potential is given by: 
𝑉𝑣𝑑𝑤 = −
𝐴
6
[𝑙𝑛
𝑥(𝑥 + 4𝑟ℎ)
(𝑥 + 2𝑟ℎ)2
+ 
2𝑟ℎ
2
𝑥(𝑥 + 4𝑟ℎ)
+
2𝑟ℎ
2
(𝑥 + 2𝑟ℎ)2
] 
-(Eq.2.20) 
 
Materials Vacuum (A/10-20J) Water (A/10-20J) 
Water 4.0 - 
Hematite 6 2 
Magnetite 7 2.2 
 
Table.2.2: Hamaker’s constants for some materials [2.2.15] 
 
Electrostatic Potential: Metallic oxide suspensions and surfaces tend to get hydroxylated in water, 
leading to positively or negatively charged surfaces (depending on pH/ionic concentrations) over them. 
The pH at which the surface charge becomes neutral (zero) is known as Point of Zero Charge (PZC). 
Measurement of electrostatic potential could be approximated using ζ-potential. A double layer (Stern 
layer) model was given by Guoy-Chapman to calculate the ζ-potential. Here the Poisson equation for ζ-
potential is written as follows: 
∇2𝜓 = −
2𝑧𝑒𝑛𝑜
𝜀
sinh (
𝑧𝑒𝜓
𝑘𝑇
) 
-(Eq.2.21) 
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At low ionic concentrations, sinh x approaches x. Thus (Eq.2.21) could be re-written as: 
∇2𝜓 = 𝜅2𝜓 
-(Eq.2.22) 
Where 𝜅2 =
𝑒2𝑧2𝑛
𝜀𝑘𝑇
 is the inverse squared Debye length. 
 
 
 
 
Fig.2.14: Diffusion Double layer model [2.2.16] 
Hogg [2.2.17] conceptualized that potential between double layers is equal to change of free energy of the 
double layers when they’re brought together from infinity. With this the double layer potential was 
calculated as: 
𝑉𝑟 = 𝜋𝜀𝑟ℎ[(𝜓ℎ + 𝜓𝑠)
2𝑙𝑛(1 + 𝑒−𝜅𝑥) + (𝜓ℎ − 𝜓𝑠)
2𝑙𝑛(1 − 𝑒−𝜅𝑥)] 
-(Eq.2.23) 
Using the same method, the overall potential of a system of hematite particles and stainless steel balls 
were also calculated [2.2.13] [2.2.18]. ζ-potentials for different particle sizes at various pH conditions were 
provided by Bindra [2.2.19] and others[2.2.7]  [2.2.20] (Table.2.3, Fig.2.15). 
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Table.2.3: ζ-potentials for particle-surface deposition systems [2.2.7][2.2.19][2.2.20] 
 
Fig.2.15: ζ-potentials for Hematite particle deposition system [2.2.19] 
Attachment Kinetics: Experiments on deposition measurements of magnetite particles on Incoloy-800 
surfaces proved deposition kinetics is highly dependent on solution pH[2.2.20]. It was observed that 
deposition rate maximizes when pH of the solution lies between Iso-Electric Potential values of the 
particles and the surface (Fig.2.16). 
 
Fig.2.16: Hypothetical Zeta-Potentials for particles and surfaces to demonstrate maximum deposition 
range. 
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A simple first-order kinetics relation between wall flux and rate of deposition could be given as follows 
[2.2.21]: 
𝐽𝑠𝑢𝑟𝑓 = 𝐷∇𝐶 +
𝐶𝐷
𝑘𝑇
∇𝑉𝑡 = 𝐾𝑎𝐶 
-(Eq.2.24) 
𝑉𝑡 is the sum of van der Waal potential and electrostatic potentials. This leads to the attachment rate 
coefficient 𝐾𝑎  
𝐾𝑎 = 𝐷 [∫ 𝑒
𝑉𝑡−𝑉𝑡(𝛿𝑓)
𝑘𝑇 𝑑𝑦
𝛿𝑓
𝑦𝑐𝑝
]
−1
 
-(Eq.2.25) 
Here: 𝛿𝑓  is the interaction force boundary layer thickness which is roughly equal to the Debye radius, a 
measure of columbic screening. As hydrodynamics become significant at close proximities during 
interactions between colloids and surfaces, a simplified hydrodynamic factor is introduced. 
𝑔(𝐻) = 1 +
𝑦
𝑟ℎ
 
-(Eq.2.26) 
Thus (Eq.2.25) reduces to, 
𝐾𝑎 = 𝐷 [∫ 𝑔(𝐻)𝑒
𝑉𝑡−𝑉𝑡(𝛿𝑓)
𝑘𝑇 𝑑𝑦
𝛿𝑓
𝑦𝑐𝑝
]
−1
 
-(Eq.2.27) 
This value holds accurate especially for particles of sizes ranging from 0.1 to 1μm. 
𝐷 is the colloidal diffusion co-efficient which could be given by Stokes-Einstein relation. 
𝐷 =
𝑘𝑇
6𝜋𝜂𝑟ℎ
 
 -(Eq.2.28) 
But in the process involved here, diffusivity tends to change with particle concentration. Diffusivity of 
colloids relates to osmotic pressure 𝛱 as: 
𝐷 =
1
6𝜋𝜂𝑟ℎ
(
𝜕𝛱
𝜕𝐶
)
𝑇
 
-(Eq.2.29) 
𝛱 = 𝐶𝑘𝑇 
-(Eq.2.30) 
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A more generalized relation for diffusivity and osmotic pressure is[2.2.22]: 
𝐷 = 𝐷𝑜𝐾(𝜙)(
𝜕𝜙𝑍(𝜙)
𝜕𝜙
)
𝑇
 
-(Eq.2.31) 
𝑖𝑛 𝑤ℎ𝑖𝑐ℎ 𝜙 is the volumetric fraction of particles in the suspension. Here 𝐾(𝜙), the sedimentation 
factor, is given by the empirical relation: 
𝐾(𝜙) = (1 − 𝜙)5.4 
-(Eq.2.32) 
𝑍 represents the compressibility factor which relates to the volume fraction as[2.2.23]: 
𝑍(𝜙) =
1 + 𝜙 + 𝜙2 − 𝜙3
(1 − 𝜙)3
 
-(Eq.2.33) 
2.2.1 Size of Particles- PACE Model: 
 A recent PACE model (Particle Assembly/Constrained Expansion model) developed by Brenner et al. 
[2.2.24] studies the stability of metal oxide agglomerates by comparing calculated surface free energy of 
formation and the free energy of formation of the bulk. 
 
Fig.2.17:  Nickel ferrite stability and structure: Gray and black lines correspond to pH of 7.2 and 7.6, respectively. (A) Solid line (left axis) is the 
free energy of formation for the surface of nickel ferrite [2.2.26]. Dotted lines (right axis) are the free energy of formation for bulk nickel ferrite. 
(B) Solid lines are calculated octahedral particle sizes with the minimum total free energy of formation. Dotted lines are the free energy of 
formation per unit volume for the different particle sizes. The dashed line is the free energy of formation per unit volume for the PACE 
structure. 
A sum of the surface area energy and the bulk energy terms yields a minimum energy of formation of 
the particle as a function of size for different temperatures. At PWR coolant operation conditions, the 
minimum occurs at a size of about 50 nm. As temperatures fall, the magnitude of minimum free energy 
as well as the radius corresponding to said minimum free energy fall as well (Fig.2.18) [2.2.25]. 
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Fig.2.18: Change in free energy of formation of an octahedral nickel ferrite particle in solution from 
dissolved ions as a function of the characteristic length at different water temperatures [2.2.25]. 
 
The PACE model explains several key features of the CRUD structure and stability including: 
 The presence of nickel ferrite in PWR CRUD, even though it is not a component of the pipes. 
 The processes that maintain CRUD porosity at given higher temperatures. 
 The particle-like structure of nickel ferrite in CRUD. 
 The lower porosity of the CRUD near cladding surfaces compared to that near the coolant. 
 
 
 
Fig.2.19: Properties of the PACE porous CRUD model. Dashed and dotted lines (which correspond to the 
right axis) are the free energy of formation per unit volume for porous nickel ferrite CRUD and bulk 
nickel ferrite, respectively. The solid line (corresponding to the left axis) is the porosity of the structure 
[2.2.24]. 
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2.3 Deep Bed Filtration Models: 
Deep bed filtration (DBF) is generally the term used to refer the process of particles from suspensions 
depositing at different locations within a porous medium [2.2.28]. A review of efforts by many on models 
developed to predict and analyze DBF has been presented by Tien and Payatakes [2.2.27]. Such models are 
generally classified as: 
 Empirical Models [2.2.29] [2.2.30] [2.2.31] 
 Trajectory Analysis Models[2.2.32] 
 Stochastic Models [2.2.33] [2.2.34] [2.2.35] 
 Network Models[2.2.36] [2.2.28] 
Rege and Fogler[2.2.28] estimate that the probability of a particle travelling through a pore to be captured 
within it  is given by {4 [(
𝜗𝑎
𝑅0
)
2
− (
𝜗𝑎
𝑅0
)
3
] + (
𝜗𝑎
𝑅0
)
4
} 
-(Eq.2.34) 
 
Here, 𝑎 is the particle radius, 𝑅0 is the pore radius and 𝜗 is the lumped parameter that accounts for 
various forces and other parameters involved in the process. Fig.2.20 shows how these values are 
related. 
 
 
Fig.2.20: Particle capture probability [2.2.28] 
The parameter 𝜗 depends on local fluid velocity and fluid critical velocity but for low local fluid velocity, 
they are independent of local velocity and depend on ionic conditions only. 
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Happel and Brenner [2.2.37] calculated the pressure drop increase due to a particle capture as: 
Δ𝑃𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 =
12𝜂𝑎𝑈0
𝑅0
2 [1 − (1 −
𝑎
𝑅0
)
2
]
2
𝐾1 
-(Eq.2.35) 
Where, 
𝐾1 =
1 − (
2
3)(
𝑎
𝑅0
)
2
− 0.202(
𝑎
𝑅0
)
5
1 − 2.1 (
𝑎
𝑅0
) − 2.09 (
𝑎
𝑅0
)
3
− 1.71 (
𝑎
𝑅0
)
5
+ 0.73 (
𝑎
𝑅0
)
6 
-(Eq.2.36) 
Total pressure drop across a pore is given as: 
Δ𝑃𝑡𝑜𝑡𝑎𝑙 = Δ𝑃𝑐𝑙𝑒𝑎𝑛𝑡𝑢𝑏𝑒 + Δ𝑃𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 
-(Eq.2.37) 
The new effective radius after 𝑁 particles have been deposited is given by: 
1
𝑅𝑛𝑒𝑤
4 =
1
𝑅0
4 + 0.1875∑
𝑎𝑖
𝐿
[1 − (1 − (
𝑎
𝑅0
))
2
]
2
𝑁
𝑖=1
𝐾1 
-(Eq.2.38) 
 
Nomenclatures: 
𝑓 Geometry factor accounting for the distance from the surface to the particle’s atoms 
𝑐𝑑 Drag coefficient 
𝜌𝑓 Fluid density 
𝜌𝑝 Particle density 
𝑢 Averaged fluid velocity over the particle’s projected area 
𝜂 Viscosity of the fluid 
𝐴 Hamaker’s constant 
𝜓ℎ Particle ζ-potential 
𝜓𝑠 Surface ζ-potential 
𝜀 Permittivity 
𝑈0 Centerline fluid velocity 
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2.4 Wick Boiling Model 
2.4.1 Thermal Evaluation: 
The heat transferred from the heating surface to the coolant through the crud deposit has a very 
complicated mechanism that can best be explained using the Wick-Boiling model[2.4.1]. Different factors 
play major roles towards the heat transfer mechanism in the sub-cooled boiling region. The sub-cooling 
level, chimney population density, porosity of the porous shell, system pressure and crud thickness are 
some of the more important factors that control the heat transfer. The fact that this local heat transfer 
is related to the physical properties of the crud (porosity and thickness), can be used to determine the 
porosity and thickness of the crud.  The detailed Wick-Boiling model developed by Chin Pan[2.4.1] presents 
relationships between these factors and the heat transferred through the crud.  The following sections 
outline the dependency of the Heat Transfer and Concentration distribution within the crud on its 
chimney population density, porosity and thickness. 
2.4.1.1 Effect of Chimney population on Heat transfer: 
An increase in the population density of chimneys results in a decrease in the area occupied by the 
porous shell part of the crud around the chimneys. The relation is better understood through the graph 
representing the relation between Chimney population density and area of porous crud. Here, ‘H’ is the 
normalized cell radius, while the normalized radius of the chimney is equal to 1. 
 
Fig.2.21: Effect of chimney population density on the ratio of cross section area of porous shell and 
chimney. [2.4.1] 
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Heat is transferred from the heating surface to the coolant through both these chimneys and the 
surrounding porous shell, although via different mechanisms (Latent heat energy transport in chimneys 
and conduction in porous shell). Obviously the amount of heat transferred through either of them is 
directly proportional to the respective cross sectional area. A decrease in the porous shell area results in 
a decrease in amount of heat being conducted through the shell. This also results in an increase in the 
fraction of energy removed through latent heat energy transport via the chimneys as shown in Fig.2.22.  
 
Fig.2.22: Fraction of energy transfer via latent energy transport at the chimney wall for various chimney 
population densities. [2.4.1] 
 
Since latent heat transport can carry effectively a lot more energy from the wall to the coolant than that 
by heat conduction through the porous shell, increasing the population density helps in a larger heat 
transfer from the wall to the coolant resulting in decreasing of wall superheat (Fig.2.23). 
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Fig.2.23: Effect of chimney population on the maximum wall superheat. [2.4.1] 
 
Increasing the population density of chimneys results in a decrease in the radial velocity component due 
to the increase in evaporative surface area (inner chimney wall area) available as shown in Fig.2.24 
 
Fig.2.24: Radial velocity magnitude at the chimney wall for various chimney population densities. [2.4.1] 
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2.4.1.2 Effect of Porosity on Heat Transfer:  
The main mode of heat transfer through the porous shell part of the crud is conduction while latent heat  
transport dominates in the chimneys. Studies were previously conducted by Cohen[2.4.2] who used a basic 
model (Fig.2.25)with which he was able to calculate a rough estimate of the temperature profile Tδ to 
understand the relationship between porosity, thickness and heat transfer through the crud.  
 
-(Eq.2.39) 
where 
      
-(Eq.2.40) 
 
 
Fig.2.25: Model used by P. Cohen[2.4.2] 
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The effective thermal conductivity of a porous shell saturated with water can be evaluated using the 
Maxwell formula. This value increases with a decrease in porosity. Fig.2.26 shows the fraction of heat 
removed through latent energy transport at chimney wall varying with porosity.  An important thing to 
be noted here is that, in a porous shell, conduction occurs simultaneously in two materials: (a) the solid 
part of the crud and (b) the coolant that fills the voids within the porous crud. With higher porosity, 
more coolant is available for conduction across the crud than the solid, while at lower porosities more of 
the solid part is available than the liquid  due to the reduction in void spaces within the crud. Generally 
these solids (that is mostly composed of corroded metallic particles) have better conductivity than the 
liquid coolant. Thus lowering porosity results in an increase in effective thermal conductivity across the 
shell. 
+ 
Fig.2.26: Fraction of energy transfer via latent energy transport at the chimney wall for various 
porosities of the porous shell. [2.4.1] 
Crud deposits with high porosity (with constant chimney population density) have higher maximum wall 
superheats due to their lower effective conductivities as depicted in Fig.2.27. Also formation of new 
chimneys can be easier for deposits with higher porosity. 
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Fig.2.27: Effect of porosity on the maximum wall superheat.[2.4.1] 
2.4.1.3 Effect of Crud Thickness on Wall Superheat: 
Crud thickness tends to influence the wall superheat through two competing mechanisms: (a) by 
changing the heat transfer properties between the coolant and the wall through altered heat transfer 
mechanisms and (b) by holding up boric acid and consequently lowering the heat generated from within 
the fuel elements. 
From observations made on fuel elements near the top of PWR cores, crud thickness varies from 6.5 to 
1200 mg/dm2 (corresponding to 0.5 to 100 µm) depending on coolant chemistry[2.4.3] (Fig.2.28). Many 
investigations regarding the importance of crud thickness towards total heat transfer has been 
conducted over the years.  
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Fig.2.28: Crud deposition in PWR Cores [2.4.3] 
The effect of crud thickness on maximum wall super heat is shown in Fig.2.29. 
 
Fig.2.29: Effect of crud thickness on the wall superheat. [2.4.1] 
 
2.4.1.3.a Effects through heat transfer conductivity changes: 
Heat energy gets transferred from the heating element to the coolant through the crud through 
conduction and transport. The crud’s porous structure is primarily composed of metals and metallic 
oxides that have high conductivity. Increasing crud’s thickness would result in decreased conductivity 
due to the larger resistance across. This would result in higher wall temperatures.  
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2.4.1.3.b Effects through latent heat transport changes: 
Sub-cooled boiling regions generally tend to have a better heat transfer rate than in other regions within 
the core, because heat is not only being conducted across the crud, but is also being carried to the 
coolant in the form of latent heat stored in the outgoing vapor. Once the vapor exits the chimney, it 
cools down and finally collapses into the coolant releasing all of the latent heat it had carried into the 
coolant. The transfer of energy through latent heat remains dominant as long as the power generation 
remains below the critical heat flux. Change in thickness of the crud doesn’t affect this mechanism 
significantly as the time taken for the vapor to travel across the chimney into the coolant is negligible. 
The combined effects of both these effects are noted in Fig.2.29. 
 
2.4.1.3.c Effect through boron hold up: 
Crud thickness also influences wall superheat in a more important but indirect manner: by dictating the 
boron hold up. Section 2.4.2.3 would provide a better comprehension on the relevance of crud thickness 
towards local boron hold up concentrations. This boron concentration tends to decrease the net local 
neutron flux available for fission, resulting in lower heat generation on the fuel elements and hence 
consequently tends to lower the wall superheat.  
It is noted that maximum solute concentration of held up Boron is expected to have an exponential 
relationship with thickness of the crud. Increasing the crud thickness significantly increases the boron 
hold up concentrations exponentially. 
Thus from the above two discussions, we note that crud thickness tends to both increase and decrease 
because of different mechanisms involved. Which of the mechanisms dominates more would be 
determined by other factors such as crud chemistry, bulk boron concentration in the coolant etc. 
Generally, it is noted that if both the mechanisms are considered wall superheat tends to fall 
significantly with increasing crud thickness in sub-cooled boiling regions as the boron hold up 
mechanism (2.4.1.3.c) influences much more than the other mechanism. 
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2.4.2 Solute Concentration:  
Solute concentration varies along the thickness of the porous crud with higher concentrations near the 
wall and lower concentrations near the coolant side. It also varies locally, with higher hold up 
concentrations near the chimney walls. The solute concentration is held up at a continuous equilibrium 
between solute transport and solute diffusion. The maximum solute concentration, which is expected at 
the base of the crud, increases with increase in crud thickness. Thus this value varies along the axis of 
the upper half of the core as the crud thickness also varies axially. A better understanding of this factor’s 
dependency on the physical and geometric properties of the crud would help towards understanding 
the local boron hold up and also towards determining the same.  
2.4.2.1 Effect of Chimney Population Density: The maximum concentration factor in the porous deposits 
increase with an increase in chimney population density as shown in Fig.2.30. Increasing the chimney 
population density reduces the area available for the back diffusion of the held up boron. It also 
simultaneously increases the vapor flow rate in the chimneys and boiling off of the solvent near the 
chimney walls, resulting in more solute being left behind in the crud. Both these contribute towards the 
increase of maximum solute concentration. [2.4.1] 
 
 
Fig.2.30: Effect of chimney population density on the maximum solute concentration factor. [2.4.1] 
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2.4.2.2 Effect of Porosity: Fig.2.31 sums up the effect of porosity on maximum concentration factor as 
presented by Chin Pan [2.4.1]. Change of porosity is significant towards changes in solute concentration 
especially at lower values of ε. The decrease in porosity increases the amount of solid conducting 
particles in the crud, leading to more surface contact area between the solution in the voids and the rest 
of the crud. This enhances the heat conducted into the solvent and increases vaporization of solvent 
resulting in increase in solute concentration. 
 
Fig.2.31: Effect of porosity on the maximum concentration factor. [2.4.1] 
 
Coupling of heat and mass transports has significant effects on solute concentration especially at lower 
concentrations as noted from the figure. 
2.4.2.3 Effect of Crud thickness: Maximum concentration level increases exponentially with crud 
thickness. This is more because of the longer diffusion path length that needs to be covered by the 
solute to diffuse out of the crud. It results in a significant increase of the maximum solute concentration 
near the heating surface of the crud. Picone et al. also observed the significance of crud thickness in 
their experiments.[2.4.4] 
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Fig.2.32 Effect of crud thickness on the maximum solute concentration factor with T(z=δ) = Tsat    
[2.4.1] 
 
 
Fig.2.33: Effect of crud thickness on the maximum solute concentration factor with a convective 
boundary condition at the coolant crud interface. [2.4.1] 
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2.4.2.4 Precipitation of Boric Acid: Precipitation of boric acid is possible especially within the crud near 
the heating wall where hold up concentrations of the compound is high. If the concentration the solute 
exceeds beyond the solubility limit, precipitation occurs and the solute separates from the solution. 
Boric acid in the precipitate form involves different physics from the part that’s being held up in the 
solution form within the crud. Time taken for the precipitate to dissolve back in the solution is much 
longer when compared with the mean diffusion time for held up boron and this dissolution can only 
occur if the held-up boron concentration in the neighborhood falls below the solubility limit. Hence it 
continues to remain there as a precipitate tending to occupy the lower levels of the crud. This 
precipitate has a major impact towards AOA in a more lasting manner than that by the held-up part. For 
example, when the reactor is scrammed, the held-up boron diffuses back into the bulk coolant from the 
crud in a matter of seconds while the precipitated boron dissolves very slowly. Hence, when scrammed, 
the AOA would not completely disappear if there is precipitated boric acid entrapped within the crud. 
Thus AOA related data obtained after a reactor scram would help identify the properties and amount of 
precipitate within the crud. 
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3. MODEL: 
3.0 Description of Problem: 
 
The objective of this problem is to re-work the wick-boiling model described by Chin Pan [] to 
accommodate for porosity variation along the crud. The problem is divided into four stages: 1. Solving 
the fluid mechanics. 2. Solving the energy equation. 3. Solving the concentration transport equation. 4. 
Solving the porosity variation method. In this part we deal the first stage, the fluid mechanics solution 
of the problem. This could be done by two methods: First: by solving the problem directly from the 
governing fluid mechanics equations accommodating for the porosity to be a dependent or 
independent variable along the crud’s location. Second: by dividing the crud region into set number of 
regions and fixing the porosity to be a constant within each of these regions. Though the porosity value 
varies within the crud over all, it still remains a constant within each of these regions (or ‘cells’ as we 
designate it hence forth). This allows us to use Darcy’s equations and formulate an easier-to-handle 
Laplace Equation to solve for the fluid mechanics rather than having to solve the Navier-Stoke’s 
equation with the varying porosity to begin with. We use non-dimensionalized variables and then 
formulate the Darcy’s equations for each cell within our required geometry. The boundary conditions 
governing the problem are framed followed by interface conditions along the boundaries of each cell.   
 
Fig.3.1: Wick-Boiling Model used to describe porous crud deposits[4][6] 
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Fig.3.2: Dividing of the non-uniformly porous crud into cells of uniform porosity for solution 
 
3.1 Energy Problem 
3.1.1 Analytical Solution: 
Temperature distribution across the porous crud could be modelled with a simple 2-D heat conduction 
and convection model. The transport of the liquid phase through the porous media leads to the 
convection of heat energy carried within the liquid. Further analysis show that the conduction part of 
the heat-transport is much greater than that from the liquid convection. Hence is it justified to ignore 
the convection part of the heat transport in the heat governing equation [3.1.1]. Doing so allows the 
treatment of the thermal conduction problem to be handled as a single phase conduction problem with 
a locally changing conductivity depending on the porosity, rather than having to handle it as multi-phase 
problem it actually is. This simplification thus reduces the governing equation for the heat transport to: 
∇2𝑇 = 0 
(Eq.3.1) 
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Non-dimensionalization: 
In order to solve the thermal problem, the temperature is normalized as follows. 
𝜃 =
𝑇 − 𝑇𝑠𝑎𝑡
∆𝑇𝑤
 
(Eq.3.2) 
Where, ∆𝑇𝑤is the temperature difference across the crud if the sides were insulated and heat flow was 
only across the thickness of the crud. 
∆𝑇𝑤 = ?̈?1
𝛿
𝐾𝑚
 
(Eq.3.3) 
Here 𝐾𝑚 is the modified conductivity of the crud accounting for the overall porosity variation given as: 
𝐾𝑚 = ?̈?1
𝛿
(𝑟𝑚𝑎𝑥 − 𝑟𝑚𝑖𝑛)
∫
𝑑𝑟
𝑇(𝑟, 𝑧 = 0) − 𝑇𝑠𝑎𝑡
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
 
(Eq.3.4) 
While calculating 𝐾𝑚, the values of T are first generated by solving the Laplacian equation (Eq.3.1) with 
adiabatic boundary conditions on the left (crud-chimney boundary) and the right (crud-symmetry) sides 
of the crud. A saturated boundary condition at the top end of the crud (the crud-bulk fluid boundary) is 
set. Once 𝐾𝑚& ∆𝑇𝑤are obtained, 𝜃, the normalized temperature can be defined as in (Eq.3.2). 
This yields us a non-dimensionalized governing equation for the temperature as: 
∇2𝜃(𝑁,𝑀) = 0 
(Eq.3.3) 
 
𝐾(𝑁,𝑀) varies with porosity of the cell which is given through Maxwellian relation for porous 
deposits[3.1.1]. 
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A general solution for 𝜃 could be given as: 
𝜃(𝑁,𝑀)(𝜂, 𝜉) = ∑ {[ 𝐸𝐿  (𝑁,𝑀)
𝑛 𝐼𝐿𝑜(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂) + 𝐸𝑅  (𝑁,𝑀)
𝑛 𝐼𝑅𝑜(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂) ]𝑐𝑜𝑠 (
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀))
∞
𝑛=1
+
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))
𝑒𝑘𝑉𝑛Δ𝜉 𝐴𝑟⁄
 [ 𝐸𝑇 (𝑁,𝑀)
𝑛 𝑐𝑜𝑠ℎ (
𝑘𝑉𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)) + 𝐸𝐵 (𝑁,𝑀)
𝑛 𝑠𝑖𝑛ℎ (
𝑘𝑉𝑛
𝐴𝑟
(𝜉𝑀+1 − 𝜉))]} 
(Eq.3.4) 
Here,  
𝐼𝐿𝑜(𝑘𝐻𝑛, 𝜂𝛼 , 𝜂) =
𝐼𝑜(𝑘𝐻𝑛𝜂)
𝐼𝑜(𝑘𝐻𝑛𝜂𝛼)
−
𝐾𝑜(𝑘𝐻𝑛𝜂)
𝐾𝑜(𝑘𝐻𝑛𝜂𝛼)
 
(Eq.3.1) 
 
𝐼𝑅𝑜(𝑘𝐻𝑛, 𝜂𝛼 , 𝜂) =
𝐼𝑜(𝑘𝐻𝑛𝜂)
𝐼1(𝑘𝐻𝑛𝜂𝛼)
+
𝐾𝑜(𝑘𝐻𝑛𝜂)
𝐾1(𝑘𝐻𝑛𝜂𝛼)
 
(Eq.3.5) 
𝐼𝐿1(𝑘𝐻𝑛, 𝜂𝛼 , 𝜂) =
𝜕𝐼𝐿𝑜(𝑘𝐻𝑛, 𝜂𝛼 , 𝜂)
𝜕𝜂
 
(Eq.3.6) 
𝐼𝑅1(𝑘𝐻𝑛, 𝜂𝛼 , 𝜂) =
𝜕𝐼𝑅𝑜(𝑘𝐻𝑛, 𝜂𝛼 , 𝜂)
𝜕𝜂
 
(Eq.3.7)  
𝑘𝐻𝑛 = (𝑛 −
1
2
)
𝜋𝐴𝑟
Δ𝜉
 
(Eq.3.8) 
𝑘𝑉𝑛 =
𝛾𝑛
Δ𝜉
 
(Eq.3.9) 
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Boundary Conditions: 
i. Crud-Bulk Fluid interface: 
Assuming a Saturated Boundary condition at 𝑧 = 𝑧𝑚𝑎𝑥 
𝑇(𝑟, 𝑧 = 𝑧𝑚𝑎𝑥) = 𝑇𝑠𝑎𝑡 
(Eq.3.10) 
  
𝜃(𝜂, 𝜉 = 1) = 0 
(Eq.3.11) 
 
ii. Crud-Heating element interface: 
?̈?1 = −𝐾(𝑁,1) (
𝜕𝑇
𝜕𝑧
)
𝑟,𝑧=0
 
(Eq.3.12) 
(
𝜕𝜃(𝑁,1)
𝜕𝜂
)
(𝜂,𝜉=0)
= −
𝐾𝑚
𝐾(𝑁,1)
 
(Eq.3.13) 
 
 
iii. Crud symmetry condition:  
(
𝜕𝑇
𝜕𝑟
)
𝑟=𝑟𝑚𝑎𝑥,𝑧
= 0 
(Eq.3.14) 
(
𝜕𝜃(𝑁𝑚𝑎𝑥,𝑀)
𝜕𝜂
)
(𝜂=𝐻,𝜉)
= 0 
(Eq.3.15) 
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iv. Crud-Chimney interface: 
  
−𝐾(1,𝑀) (
𝜕𝑇
𝜕𝑟
)
𝑟=𝑟𝑚𝑖𝑛,𝑧
= −ℎ𝑒(𝑇1,𝑗 − 𝑇𝑠𝑎𝑡) 
(Eq.3.16) 
(
𝜕𝜃(1,𝑀)
𝜕𝑟
)
(𝜂=1,𝜉)
= 𝐵𝑖𝑐𝑀 𝜃(1,𝑀)(𝜂 = 1, 𝜉) 
(Eq.3.17) 
Interface Conditions: 
i.  
𝜃(𝑁−1,𝑀)(𝜂 = 𝜂𝑁 , 𝜉) = 𝜃(𝑁,𝑀)(𝜂 = 𝜂𝑁 , 𝜉) 
(Eq.3.18) 
 
[ 𝐸𝐿  (𝑁,𝑀)
𝑛 𝐼𝐿𝑜(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂𝑁) + 𝐸𝑅 (𝑁,𝑀)
𝑛 𝐼𝑅𝑜(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂𝑁) − 𝐸𝑅 (𝑁−1,𝑀)
𝑛 𝐼𝐿𝑜(𝑘𝐻𝑛, 𝜂𝑁−1, 𝜂𝑁)]
∆𝜉
2
+ ∑ 𝐴𝑟
𝐽0(𝑘𝑣𝑚∆𝜂)
𝑒(
𝑘𝑣𝑚∆𝜉
𝐴𝑟⁄ )
∞
𝑚=1
[ 𝐸𝑇  
(−1)𝑛+1𝑘𝐻𝑛
(𝑘𝑣𝑚
2 + 𝑘𝐻𝑛
2 )(𝑁,𝑀)
𝑚 + 𝐸𝐵  
𝑘𝑉𝑚
(𝑘𝑣𝑚
2 + 𝑘𝐻𝑛
2 )(𝑁,𝑀)
𝑚 ] cosh (
𝑘𝑉𝑚Δ𝜉
𝐴𝑟
) = 0 
∀ 𝑁𝜖(2, 𝑁𝑚𝑎𝑥),𝑀𝜖(1,𝑀𝑚𝑎𝑥) 
 (Eq.3.19) 
ii.  
−𝐾(𝑁−1,𝑀)
𝜕𝜃(𝑁−1,𝑀)
𝜕𝜂
(𝜂 = 𝜂𝑁, 𝜉) = −𝐾(𝑁,𝑀)
𝜕𝜃(𝑁,𝑀)
𝜕𝜂
(𝜂 = 𝜂𝑁 , 𝜉) 
(Eq.3.20) 
[ 𝐸𝐿𝐾(𝑁−1,𝑀) (𝑁−1,𝑀)
𝑛 𝐼𝐿1(𝑘𝐻𝑛, 𝜂𝑁, 𝜂𝑁) − 𝐸𝑅𝐾(𝑁,𝑀) (𝑁,𝑀)
𝑛 𝐼𝐿1(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂𝑁)
+ 𝐸𝑅 𝐾(𝑁−1,𝑀)(𝑁−1,𝑀)
𝑛 𝐼𝑅1(𝑘𝐻𝑛, 𝜂𝑁−1, 𝜂𝑁)] 
𝑘𝐻𝑛∆𝜉
2
 
+ ∑  𝐾(𝑁−1,𝑀)
𝐴𝑟 𝑘𝑉𝑚
(𝑘𝑣𝑚
2 + 𝑘𝐻𝑛
2 )
𝐽1(𝛾𝑚)
𝑒(
𝑘𝑣𝑚∆𝜉
𝐴𝑟⁄ )
∞
𝑚=1
[ 𝐸𝑇 (−1)
𝑛+1𝑘𝐻𝑛(𝑁,𝑀)
𝑚 + 𝐸𝐵𝑘𝑉𝑚 (𝑁,𝑀)
𝑚 ]  cosh (
𝑘𝑉𝑚Δ𝜉
𝐴𝑟
) = 0 
∀ 𝑁𝜖(2, 𝑁𝑚𝑎𝑥),𝑀𝜖(1,𝑀𝑚𝑎𝑥) 
 (Eq.3.21) 
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iii.  
𝜃(𝑁,𝑀−1)(𝜂, 𝜉 = 𝜉𝑀) = 𝜃(𝑁,𝑀)(𝜂, 𝜉 = 𝜉𝑀) 
(Eq.3.22) 
𝐽1
2(𝛾𝑚)
2𝑒(
𝑘𝑣𝑚∆𝜉
𝐴𝑟⁄ )
[ 𝐸𝑇 + (𝑁,𝑀)
𝑛 𝐸𝐵 sinh (
𝑘𝑉𝑛Δ𝜉
𝐴𝑟
) − (𝑁,𝑀)
𝑛 𝐸𝑇 cosh (
𝑘𝑉𝑛Δ𝜉
𝐴𝑟
) (𝑁,𝑀−1)
𝑛 ]
+ ∑ { 𝐸𝐿  (𝑁,𝑀)
𝑚 ∫ (
𝜂 − 𝜂𝑁
Δ𝜂
 𝐽0 (𝛾𝑛
𝜂 − 𝜂𝑁
Δ𝜂
) 𝐼𝐿0(𝑘𝐻𝑚, 𝜂𝑁+1, 𝜂)𝑑 (
𝜂 − 𝜂𝑁
Δ𝜂
))
𝜂𝑁+ Δη
𝜂𝑁
∞
𝑚=1
+ 𝐸𝑅 (𝑁,𝑀)
𝑚 ∫ (
𝜂 − 𝜂𝑁
Δ𝜂
 𝐽0 (𝛾𝑛
𝜂 − 𝜂𝑁
Δ𝜂
) 𝐼𝑅0(𝑘𝐻𝑚, 𝜂𝑁 , 𝜂)𝑑 (
𝜂 − 𝜂𝑁
Δ𝜂
))
𝜂𝑁+ Δη
𝜂𝑁
} = 0 
∀ 𝑁𝜖(1, 𝑁𝑚𝑎𝑥),𝑀𝜖(2,𝑀𝑚𝑎𝑥) 
 (Eq.3.23) 
 
iv. −𝐾(𝑁,𝑀−1)
𝜕𝜃(𝑁,𝑀−1)
𝜕𝜉
(𝜂, 𝜉 = 𝜉𝑀) = −𝐾(𝑁,𝑀)
𝜕𝜃(𝑁,𝑀)
𝜕𝜉
(𝜂, 𝜉 = 𝜉𝑀) 
(Eq.3.24) 
𝐽1
2(𝛾𝑚)
2𝑒(
𝑘𝑣𝑚∆𝜉
𝐴𝑟⁄ )
[ 𝐸𝑇 + (𝑁,𝑀)
𝑛 𝐸𝐵 sinh (
𝑘𝑉𝑛Δ𝜉
𝐴𝑟
) − (𝑁,𝑀)
𝑛 𝐸𝑇 cosh (
𝑘𝑉𝑛Δ𝜉
𝐴𝑟
) (𝑁,𝑀−1)
𝑛 ]
+ ∑ { 𝐸𝐿  (𝑁,𝑀)
𝑚 ∫ (
𝜂 − 𝜂𝑁
Δ𝜂
 𝐽0 (𝛾𝑛
𝜂 − 𝜂𝑁
Δ𝜂
) 𝐼𝐿0(𝑘𝐻𝑚, 𝜂𝑁+1, 𝜂)𝑑 (
𝜂 − 𝜂𝑁
Δ𝜂
))
𝜂𝑁+ Δη
𝜂𝑁
∞
𝑚=1
+ 𝐸𝑅 (𝑁,𝑀)
𝑚 ∫ (
𝜂 − 𝜂𝑁
Δ𝜂
 𝐽0 (𝛾𝑛
𝜂 − 𝜂𝑁
Δ𝜂
) 𝐼𝑅0(𝑘𝐻𝑚, 𝜂𝑁 , 𝜂)𝑑 (
𝜂 − 𝜂𝑁
Δ𝜂
))
𝜂𝑁+ Δη
𝜂𝑁
} = 0 
∀ 𝑁𝜖(1, 𝑁𝑚𝑎𝑥),𝑀𝜖(2,𝑀𝑚𝑎𝑥) 
 (Eq.3.25) 
 
References: 
[3.1.1] C. Pan ‘Wick boiling in Porous Deposits with Chimneys’ Ph.D Thesis, UIUC 1986 
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3.1.2 Numerical Solution 
∇2𝑇 = 0 
(Eq.3.26) 
1
𝑟
𝜕
𝜕𝑟
𝑟 
𝜕𝑇
𝜕𝑟
+ 
𝜕2𝑇
𝜕𝑧2
= 0 
(Eq.3.27) 
Central Differencing 
(
𝜕𝑇
𝜕𝑟
)
𝑖,𝑗
= 
𝑇𝑖+1,𝑗 − 𝑇𝑖−1,𝑗
2∆𝑟
 
(Eq.3.28) 
(
𝜕𝑇
𝜕𝑧
)
𝑖,𝑗
= 
𝑇𝑖,𝑗+1 − 𝑇𝑖,𝑗−1
2∆𝑧
 
(Eq.3.29) 
(
1
𝑟
𝜕
𝜕𝑟
𝑟 
𝜕𝑇
𝜕𝑟
)
𝑖,𝑗
=
1
𝑟𝑖
𝜕
𝜕𝑟
[
𝑟𝑒𝑇𝑒 − 𝑟𝑤𝑇𝑤
∆𝑟
] 
=
1
𝑟𝑖∆𝑟
{𝑟𝑒 [
𝑇𝑖+1,𝑗 − 𝑇𝑖,𝑗
∆𝑟
] − 𝑟𝑤 [
𝑇𝑖,𝑗 − 𝑇𝑖−1,𝑗
∆𝑟
]} 
(
1
𝑟
𝜕
𝜕𝑟
𝑟 
𝜕𝑇
𝜕𝑟
)
𝑖,𝑗
=
𝑇𝑖+1,𝑗 − 2𝑇𝑖,𝑗 + 𝑇𝑖−1,𝑗
∆𝑟2
+
(𝑇𝑖+1,𝑗 − 𝑇𝑖−1,𝑗)
2𝑟𝑖∆𝑟
 
(Eq.3.30) 
𝜕2𝑇
𝜕𝑧2
=
𝑇𝑖,𝑗+1 − 2𝑇𝑖,𝑗 + 𝑇𝑖,𝑗−1
∆𝑧2
 
(Eq.3.31) 
𝑇𝑖+1,𝑗 − 2𝑇𝑖,𝑗 + 𝑇𝑖−1,𝑗
∆𝑟2
+
(𝑇𝑖+1,𝑗 − 𝑇𝑖−1,𝑗)
2𝑟𝑖∆𝑟
+
𝑇𝑖,𝑗+1 − 2𝑇𝑖,𝑗 + 𝑇𝑖,𝑗−1
∆𝑧2
= 0 
(Eq.3.32) 
 
 
51 
 
𝑇𝑖,𝑗 [
2
∆𝑟2
+
2
∆𝑧2
] = 𝑇𝑖+1,𝑗 [
1
∆𝑟2
+
1
2𝑟𝑖∆𝑟
] + 𝑇𝑖−1,𝑗 [
1
∆𝑟2
−
1
2𝑟𝑖∆𝑟
] + 𝑇𝑖,𝑗+1 [
1
∆𝑧2
] + 𝑇𝑖,𝑗−1 [
1
∆𝑧2
] 
(Eq.3.33) 
Boundary Conditions: 
v. Crud-Bulk Fluid interface: 
A) If Saturated Boundary condition at 𝑧 = 𝑧𝑚𝑎𝑥 
𝑇(𝑟, 𝑧 = 𝑧𝑚𝑎𝑥) = 𝑇𝑠𝑎𝑡 
(Eq.3.34) 
𝑇𝑖,𝐽𝑚𝑎𝑥 = 𝑇𝑠𝑎𝑡 
(Eq.3.35) 
 
       B) If Convective Boundary condition at 𝑧 = 𝑧𝑚𝑎𝑥 
 (Eq.3.36) 
−𝐾(𝑁,𝑀𝑚𝑎𝑥) (
𝜕𝑇
𝜕𝑧
)
𝑟,𝑧=𝑧𝑚𝑖𝑛
= −ℎ𝑐(𝑇𝑖,𝑗𝑚𝑎𝑥 − 𝑇𝑠𝑎𝑡) 
(Eq.3.37) 
 
vi. Crud-Heating element interface: 
?̈?1 = −𝐾(𝑁,1) (
𝜕𝑇
𝜕𝑧
)
𝑟,𝑧=0
 
(Eq.3.38) 
 
𝑇𝑖,1 = 𝑇𝑖,2 +
?̈?1∆𝑧
𝐾(𝑁,1)
 
(Eq.3.39) 
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vii. Crud symmetry condition:  
(
𝜕𝑇
𝜕𝑟
)
𝑟=𝑟𝑚𝑎𝑥,𝑧
= 0 
(Eq.3.40) 
𝑇𝐼𝑚𝑎𝑥,𝑗 = 𝑇𝐼𝑚𝑎𝑥−1,𝑗 
(Eq.3.41) 
viii. Crud-Chimney interface: 
  
−𝐾(1,𝑀) (
𝜕𝑇
𝜕𝑟
)
𝑟=𝑟𝑚𝑖𝑛,𝑧
= −ℎ𝑒(𝑇1,𝑗 − 𝑇𝑠𝑎𝑡) 
(Eq.3.42) 
𝑇1,𝑗 =
𝑇2,𝑗 + 𝑇𝑠𝑎𝑡 
ℎ𝑒∆𝑟
𝐾(1,𝑀)
1 +
ℎ𝑒∆𝑟
𝐾(1,𝑀)
 
(Eq.3.43) 
 
Cell Interface Conditions: 
Left-Right Cell Interface 
 
−𝐾(𝑁,𝑀) (
𝜕𝑇
𝜕𝑟
)
𝑟,𝑧
= −𝐾(𝑁+1,𝑀) (
𝜕𝑇
𝜕𝑟
)
𝑟,𝑧
 
(Eq.3.44) 
𝑇𝑖,𝑗 =
𝐾(𝑁,𝑀)𝑇𝑖−1,𝑗 +𝐾(𝑁+1,𝑀)𝑇𝑖+1,𝑗
𝐾(𝑁,𝑀) +𝐾(𝑁+1,𝑀)
 
(Eq.3.45) 
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Top-Bottom Cell Interface 
 
−𝐾(𝑁,𝑀) (
𝜕𝑇
𝜕𝑧
)
𝑟,𝑧
= −𝐾(𝑁,𝑀+1) (
𝜕𝑇
𝜕𝑧
)
𝑟,𝑧
 
(Eq.3.46) 
𝑇𝑖,𝑗 =
𝐾(𝑁,𝑀)𝑇𝑖,𝑗−1 +𝐾(𝑁,𝑀+1)𝑇𝑖,𝑗+1
𝐾(𝑁,𝑀) +𝐾(𝑁,𝑀+1)
 
(Eq.3.47) 
 
S.O.R. Method: 
(Eq.3.33) gives us 
 
𝑇𝑖,𝑗 [
2
∆𝑟2
+
2
∆𝑧2
] = 𝑇𝑖+1,𝑗 [
1
∆𝑟2
+
1
2𝑟𝑖∆𝑟
] + 𝑇𝑖−1,𝑗 [
1
∆𝑟2
−
1
2𝑟𝑖∆𝑟
] + 𝑇𝑖,𝑗+1 [
1
∆𝑧2
] + 𝑇𝑖,𝑗−1 [
1
∆𝑧2
] 
This can be rewritten as: 
𝑇𝑖,𝑗 = 𝑇𝑖,𝑗 + 
𝜔𝑇
[
2
∆𝑟2
+
2
∆𝑧2
]
{𝑇𝑖+1,𝑗 [
1
∆𝑟2
+
1
2𝑟𝑖∆𝑟
] + 𝑇𝑖−1,𝑗 [
1
∆𝑟2
−
1
2𝑟𝑖∆𝑟
] + 𝑇𝑖,𝑗+1 [
1
∆𝑧2
] + 𝑇𝑖,𝑗−1 [
1
∆𝑧2
]
− 𝑇𝑖,𝑗 [
2
∆𝑟2
+
2
∆𝑧2
]} 
(Eq.3.48) 
Where 𝜔𝑇can be any value in the range: 1 ≤ 𝜔𝑇 < 2. Note that when 𝜔𝑇 = 1, (Eq.3.48) reduces to 
(Eq.3.33). 
Selecting optimal 𝜔𝑇 = 𝜔𝑇 : The optimal value for 𝜔𝑇 for which the solutions for (Eq.3.48) converge 
fastest can be found out through trial and error methods. The value of 𝜔𝑇 depends on the mesh size. 
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3.2 Momentum Problem 
1. Governing Equations: 
Equation of Motion: Darcy’s Equation: 
 r-direction: 
𝜕𝑃𝑙
∗
𝜕𝜂
=  
1
𝑅𝑒𝑚
𝑢𝑙
∗ 
(Eq.3.49) 
 
 z-direction: 
𝜕𝑃𝑙
∗
𝜕𝜉
=  
1
𝐴𝑟 𝑅𝑒𝑚
𝑣𝑙
∗ 
(Eq.3.50) 
   𝑃𝑙
∗ = 
𝑃𝑠 − 𝑃𝑙
𝜌𝑙   𝑈𝑙
2  
𝑢𝑙
∗ = 
1
𝑈𝑙
 𝑢𝑙 
𝑣𝑙
∗ = 
1
𝑈𝑙
 𝑣𝑙  
 
Continuity equation: 
1
𝜂
 
𝜕 (𝜂 𝑢𝑙
∗)
𝜕𝜂
+ 𝐴𝑟 
𝜕𝑣𝑙
∗
𝜕𝜉
= 0 
(Eq.3.51) 
Modified Reynolds’ number 𝑅𝑒𝑚 
𝑅𝑒𝑚 = 
𝑈𝑙  𝜅
𝜐𝑙  𝑟𝑣
 
 
Kozeny-Carman equation for computing permeability in a porous medium: 
𝜅 =  
𝜖3 𝑑𝑝
2
150 (1 − 𝜖)2
 
(Eq.3.52) 
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Combining (Eq.3.49), (Eq.3.50) and (Eq.3.51) we get: 
 
∇2 𝑃𝑙
∗ = 0  
(Eq.3.53) 
 
∇2 =   
1
𝜂
 
𝜕 
𝜕𝜂
(𝜂 
𝜕 
𝜕𝜂
 ) + 𝐴𝑟 
𝜕2
𝜕𝜉2
 
(Eq.3.54) 
 
2. Boundary Conditions: 
 
i. At Chimney-Crud wall interface (𝜂 = 1) 
𝑢𝑙(𝑟 = 𝑟𝑣) =  − 
𝑗(𝑧)
𝜌𝑙
  
(Eq.3.55) 
(
𝜕𝑃𝑙
∗
𝜕𝜂
)
𝜂=1
= − 
𝑗∗(𝜉)
𝑅𝑒𝑚
 
(Eq.3.56) 
𝑗∗(𝜉) =  
𝑗(𝑧)
𝜌𝑙  𝑈𝑙
 
(Eq.3.57) 
Note that curvature on chimney wall is ignored and shall be ignored in energy and concentration 
equations as well while computing wall conditions. 
ii. At cell boundary (𝜂 =
𝑟𝑜
𝑟𝑣
= 𝐻)     
(
𝜕𝑃𝑙
∗
𝜕𝜂
)
𝜂=𝐻
=  0 
(Eq.3.58) 
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iii. At Crud-Heating surface interface (𝜉 = 0) 
(
𝜕𝑃𝑙
∗
𝜕𝜉
)
𝜉=0
=  0 
(Eq.3.59) 
iv. At Coolant-Crud interface (𝜉 = 1) 
𝑃𝑙
∗(𝜉 = 1) = 0 
(Eq.3.60) 
3. Interface Conditions: 
At Left-Right interfaces 
 Pressure Continuity: 
𝑃𝑙
∗
(𝑁 − 1,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉) =
𝑃𝑙
∗
(𝑁,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉) 
∀ N ϵ [ 2, Nmax]; M ϵ [ 1,Mmax] (Eq.3.61) 
 Momentum Continuity: 
( 𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀 − 1)
)
𝜕
𝜕𝜂
(
𝑃𝑙
∗
(𝑁 − 1,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉)) =  (
𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀)
)
𝜕
𝜕𝜂
(
𝑃𝑙
∗
(𝑁,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉)) 
∀ N ϵ [ 2, Nmax]; M ϵ [ 1,Mmax] (Eq.3.62) 
 
At Top-Bottom interfaces 
 Pressure Continuity: 
𝑃𝑙
∗
(𝑁,𝑀 − 1)
(𝜂, 𝜉 = 𝜉𝑀) =
𝑃𝑙
∗
(𝑁,𝑀)
(𝜂, 𝜉 = 𝜉𝑀) 
∀ N ϵ [ 1, Nmax]; M ϵ [ 2,Mmax] (Eq.3.63) 
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 Momentum Continuity: 
( 𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀 − 1)
)
𝜕
𝜕𝜉
(
𝑃𝑙
∗
(𝑁,𝑀 − 1)
(𝜂, 𝜉 = 𝜉𝑀)) =  (
𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀)
)
𝜕
𝜕𝜉
(
𝑃𝑙
∗
(𝑁,𝑀)
(𝜂, 𝜉 = 𝜉𝑀)) 
∀ N ϵ [ 1, Nmax]; M ϵ [ 2,Mmax] (Eq.3.64) 
4. Global mass balance: 
The net mass of solvent/coolant liquid evaporating from the crud into the chimney through the 
crud-chimney intersection wall is conserved and thus is equal to the bulk mass of fluid entering 
the crud from the bulk fluid via the crud-bulk fluid interface. This global mass requires, 
∫ 𝜂𝑣𝑙
∗𝑑𝜂
𝜂=𝐻
𝜂=1
+∫ 𝑢𝑙
∗𝑑𝜉
𝜉=1
𝜉=0
= 0 
(Eq.3.65) 
3.2.1 Analytical Solution 
(Eq.3.53) ≫  
 
∇2𝑃𝑙
∗
(𝑁,𝑀)
= 0  
In order to solve the Laplacian equation for any of the cells within the crud region, we divide the 
pressure term into four terms (𝑃𝐿, 𝑃𝑅, 𝑃𝑇 , 𝑃𝐵) with different boundary conditions, the sum of which 
would add up to that of the original local non-dimensional pressure term 𝑃𝑙
∗.  
𝑃𝑙
∗
(𝑁,𝑀)
=
𝑃𝐿
(𝑁,𝑀)
+
𝑃𝑅
(𝑁,𝑀)
+
𝑃𝑇
(𝑁,𝑀)
+ 
𝑃𝐵
(𝑁,𝑀)
 
∀ N ϵ [ 1, Nmax]; M ϵ [ 1,Mmax] (Eq.3.66) 
 
Looking into any cell (N,M) within the crud, we rewrite (Eq.3.53) as follows. 
∇2𝑃𝑙
∗
(𝑁,𝑀)
=
∇2𝑃𝐿
(𝑁,𝑀)
+
∇2𝑃𝑅
(𝑁,𝑀)
+
∇2𝑃𝑇
(𝑁,𝑀)
+ 
∇2𝑃𝐵
(𝑁,𝑀)
= 0 
∀ N ϵ [ 1, Nmax]; M ϵ [ 1,Mmax] (Eq.3.67) 
 
 
 
58 
 
We phrase the boundary conditions and governing equation for each of the (𝑃𝐿, 𝑃𝑅, 𝑃𝑇 , 𝑃𝐵) terms so that 
the sum of them results in that of the 𝑃𝑙
∗ equations. Selecting appropriate boundary conditions for the 
(𝑃𝐿, 𝑃𝑅, 𝑃𝑇 , 𝑃𝐵) makes it easier to handle the wall conditions {(Eq.3.56), (Eq.3.58), (Eq.3.59)& (Eq.3.60)}. It 
is shown as below: 
i. 𝑃𝐿: ∀ N ϵ [ 1, Nmax]; M ϵ [ 1,Mmax] 
∇2𝑃𝐿
(𝑁,𝑀)
= 0 
(Eq.3.68) 
𝜕
𝜕𝜉
𝑃𝐿
(𝑁,𝑀)
(𝜂, 𝜉 =  𝜉𝑀) = 0 
(Eq.3.69)  
𝜕
𝜕𝜂
𝑃𝐿
(𝑁,𝑀)
(𝜂 = 𝜂𝑁+1, 𝜉) = 0 
(Eq.3.70) 
𝑃𝐿
(𝑁,𝑀)
(𝜂, 𝜉 =  𝜉𝑀+1) = 0 
(Eq.3.71) 
 
These equations yield solution for 𝑃𝐿 as : 
 
𝑃𝐿
(𝑁,𝑀)
(𝜂, 𝜉) = ∑
𝐶𝐿𝑛
(𝑁,𝑀)
{
𝐾1(𝑘𝐻𝑛𝜂𝑁+1)
𝐼1(𝑘𝐻𝑛𝜂𝑁+1)
𝐼0(𝑘𝐻𝑛𝜂) + 𝐾0(𝑘𝐻𝑛𝜂)}
∞
𝑛=1
cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀) 
(Eq.3.72) 
Where eigenvalues 𝑘𝐻𝑛 are given by: 
𝑘𝐻𝑛 = (𝑛 −
1
2
)
𝜋𝐴𝑟
Δ𝜉
 
∀ n ϵ [ 1, ∞](Eq.3.73) 
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ii. 𝑃𝑅: ∀ N ϵ [ 1, Nmax]; M ϵ [ 1,Mmax] 
∇2𝑃𝑅
(𝑁,𝑀)
= 0 
(Eq.3.74) 
𝜕
𝜕𝜉
𝑃𝑅
(𝑁,𝑀)
(𝜂, 𝜉 =  𝜉𝑀) = 0 
(Eq.3.75)  
𝜕
𝜕𝜂
𝑃𝑅
(𝑁,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉) = 0 
(Eq.3.76) 
𝑃𝑅
(𝑁,𝑀)
(𝜂, 𝜉 =  𝜉𝑀+1) = 0 
(Eq.3.77) 
 
These equations yield solution for 𝑃𝑅 as : 
 
𝑃𝑅
(𝑁,𝑀)
(𝜂, 𝜉) = ∑
𝐶𝑅𝑛
(𝑁,𝑀)
{
𝐾1(𝑘𝐻𝑛𝜂𝑁)
𝐼1(𝑘𝐻𝑛𝜂𝑁)
𝐼0(𝑘𝐻𝑛𝜂) + 𝐾0(𝑘𝐻𝑛𝜂)}
∞
𝑛=1
cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀) 
(Eq.3.78) 
Where eigenvalues 𝑘𝐻𝑛 are given by: 
𝑘𝐻𝑛 = (𝑛 −
1
2
)
𝜋𝐴𝑟
Δ𝜉
 
∀ n ϵ [ 1, ∞](Eq.3.79) 
 
iii. 𝑃𝐵: ∀ N ϵ [ 1, Nmax]; M ϵ [ 1,Mmax] 
∇2𝑃𝐵
(𝑁,𝑀)
= 0 
 (Eq.3.80) 
𝜕
𝜕𝜂
𝑃𝐵
(𝑁,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉) = 0 
(Eq.3.81)  
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𝜕
𝜕𝜂
𝑃𝐵
(𝑁,𝑀)
(𝜂 = 𝜂𝑁+1, 𝜉) = 0 
(Eq.3.82) 
𝑃𝐵
(𝑁,𝑀)
(𝜂, 𝜉 =  𝜉𝑀+1) = 0 
(Eq.3.83) 
 
These equations yield solution for 𝑃𝐵 as : 
 
𝑃𝐵
(𝑁,𝑀)
(𝜂, 𝜉) = ∑
?̃?𝐵𝑛
(𝑁,𝑀)
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁)) sinh
𝑘𝑉𝑛
𝐴𝑟
(𝜉𝑀+1 − 𝜉)
∞
𝑛=1
 
(Eq.3.84) 
Where eigenvalues 𝑘𝑉𝑛 are given by:  
𝑘𝑉𝑛 = 
Λ𝑛
Δ𝜂
 
∀ n ϵ [ 1, ∞](Eq.3.85) 
Where Λ𝑛 are such that: 
𝐽1(Λ𝑛) = 0 
(Eq.3.86) 
The sinh term here diverges with increasing n. To avoid the divergence problem we rewrite the series 
solution as follows. 
𝑃𝐵
(𝑁,𝑀)
(𝜂, 𝜉) = ∑
𝐶𝐵𝑛
(𝑁,𝑀)
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))
sinh
𝑘𝑉𝑛
𝐴𝑟 (𝜉𝑀+1 − 𝜉)
𝑒
𝑘𝑉𝑛
𝐴𝑟
∞
𝑛=1
 
(Eq.3.87) 
The modification of the constant of coefficient makes the series into a convergent series. 
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iv. 𝑃𝑇: ∀ N ϵ [ 1, Nmax]; M ϵ [ 1,Mmax] 
∇2𝑃𝑇
(𝑁,𝑀)
= 0 
 (Eq.3.88) 
𝜕
𝜕𝜂
𝑃𝑇
(𝑁,𝑀)
(𝜂 = 𝜂𝑁 , 𝜉) = 0 
(Eq.3.89)  
𝜕
𝜕𝜂
𝑃𝑇
(𝑁,𝑀)
(𝜂 = 𝜂𝑁+1, 𝜉) = 0 
(Eq.3.90) 
𝜕
𝜕𝜂
𝑃𝑇
(𝑁,𝑀)
(𝜂, 𝜉 =  𝜉𝑀) = 0 
(Eq.3.91) 
These equations yield solution for 𝑃𝑇 as : 
𝑃𝑇
(𝑁,𝑀)
(𝜂, 𝜉) = ∑
?̃?𝑇𝑛
(𝑁,𝑀)
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁)) cosh
𝑘𝑉𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)
∞
𝑛=1
 
(Eq.3.92) 
The cosh term here diverges with increasing n as well. As before, we do a similar modification to the 
same term as well to nullify any divergence issue we may face during solving the problem. 
𝑃𝑇
(𝑁,𝑀)
(𝜂, 𝜉) = ∑
𝐶𝑇𝑛
(𝑁,𝑀)
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))
cosh
𝑘𝑉𝑛
𝐴𝑟 (𝜉 − 𝜉𝑀)
𝑒
𝑘𝑉𝑛
𝐴𝑟
∞
𝑛=1
 
(Eq.3.93) 
 
General Solution: 
(Eq.3.65) ≫ 
𝑃𝑙
∗
(𝑁,𝑀)
=
𝑃𝐿
(𝑁,𝑀)
+
𝑃𝑅
(𝑁,𝑀)
+
𝑃𝑇
(𝑁,𝑀)
+ 
𝑃𝐵
(𝑁,𝑀)
 
(Eq.3.94) 
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𝑃𝑙
∗(𝜂, 𝜉)
(𝑁,𝑀)
=  ∑ [{
𝐶𝐿𝑛
(𝑁,𝑀)
{
𝐾1(𝑘𝐻𝑛𝜂𝑁+1)
𝐼1(𝑘𝐻𝑛𝜂𝑁+1)
𝐼0(𝑘𝐻𝑛𝜂) + 𝐾0(𝑘𝐻𝑛𝜂)}
∞
𝑛=1
+ 
𝐶𝑅𝑛
(𝑁,𝑀)
{
𝐾1(𝑘𝐻𝑛𝜂𝑁)
𝐼1(𝑘𝐻𝑛𝜂𝑁)
𝐼0(𝑘𝐻𝑛𝜂) + 𝐾0(𝑘𝐻𝑛𝜂)}} cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)    
+  𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))   {
𝐶𝐵𝑛
(𝑁,𝑀)
sinh
𝑘𝑉𝑛
𝐴𝑟 (𝜉𝑀+1 − 𝜉)
𝑒
𝑘𝑉𝑛
𝐴𝑟
  
+ 
𝐶𝑇𝑛
(𝑁,𝑀)
cosh
𝑘𝑉𝑛
𝐴𝑟 (𝜉 − 𝜉𝑀)
𝑒
𝑘𝑉𝑛
𝐴𝑟
}] 
(Eq.3.95) 
If we denote  
𝐼0̅(𝛼, 𝜂1, 𝜂2) =
𝐾1(𝛼𝜂1)
𝐼1(𝛼𝜂1)
𝐼0(𝛼𝜂2) + 𝐾0(𝛼𝜂2) 
(Eq.3.96) 
And,  
𝐼1̅(𝛼, 𝜂1, 𝜂2) =
𝐾1(𝛼𝜂1)
𝐼1(𝛼𝜂1)
𝐼1(𝛼𝜂2) − 𝐾1(𝛼𝜂2) 
(Eq.3.97) 
Then General solution reduces to: 
𝑃𝑙
∗(𝜂, 𝜉)
(𝑁,𝑀)
=  ∑ [{
𝐶𝐿𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂) +
𝐶𝑅𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂)} cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)    
∞
𝑛=1
+  𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))   {
𝐶𝐵𝑛
(𝑁,𝑀)
sinh
𝑘𝑉𝑛
𝐴𝑟 (𝜉𝑀+1 − 𝜉)
𝑒
𝑘𝑉𝑛
𝐴𝑟
  +  
𝐶𝑇𝑛
(𝑁,𝑀)
cosh
𝑘𝑉𝑛
𝐴𝑟 (𝜉 − 𝜉𝑀)
𝑒
𝑘𝑉𝑛
𝐴𝑟
}] 
(Eq.3.98) 
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5. Inference from Boundary Conditions: 
(Eq.3.56) ≫ 
(
𝜕𝑃𝑙
∗
𝜕𝜂
)
𝜂=1
= − 
𝑗∗(𝜉)
𝑅𝑒𝑚
 
(Eq.3.99) 
∑
𝐶𝐿𝑛
(1,𝑀)
 
∞
𝑛=1
𝑘𝐻𝑛 𝐼1̅(𝑘𝐻𝑛, 𝜂2, 𝜂1) cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀) = − 
𝑗∗(𝜉)
𝑅𝑒𝑚
(1,𝑀)
 
(Eq.3.100) 
𝐶𝐿𝑛
(1,𝑀)
=  
−2
𝑅𝑒𝑚
(1,𝑀)
𝑘𝐻𝑛 𝐼1̅(𝑘𝐻𝑛, 𝜂2, 𝜂1)
∫ 𝑗∗(𝜉)
𝜉𝑀+ Δ𝜉
0
cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)𝑑 𝜉 
∀ M ϵ [ 1,Mmax](Eq.3.101)  
 
(Eq.3.58) ≫ 
𝐶𝑅𝑛
(𝑁𝑚𝑎𝑥,𝑀)
= 0 
∀ M ϵ [ 1,Mmax](Eq.3.102) 
 (Eq.3.59) ≫ 
𝐶𝐵𝑛
(𝑁, 1)
= 0 
∀ N ϵ [ 1,Nmax](Eq.3.103) 
 (Eq.3.60) ≫ 
𝐶𝑇𝑛
(𝑁,𝑀𝑚𝑎𝑥)
= 0 
∀ N ϵ [ 1,Nmax](Eq.3.104) 
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6. Inference from Interface Conditions: 
 (Eq.3.61) ≫   
∑[{
𝐶𝐿𝑛
(𝑁 − 1,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂𝑁) − 
𝐶𝐿𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂𝑁) + 
𝐶𝑅𝑛
(𝑁 − 1,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁−1, 𝜂𝑁)
∞
𝑛=1
− 
𝐶𝑅𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂𝑁)} cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)  
+ {(
𝐶𝐵𝑛
(𝑁 − 1,𝑀)
𝐽0(𝑘𝑉𝑛Δ𝜂) − 
𝐶𝐵𝑛
(𝑁,𝑀)
)
sinh
𝑘𝑉𝑛
𝐴𝑟 (𝜉𝑀+1 − 𝜉)
𝑒
𝑘𝑉𝑛
𝐴𝑟
+ (
𝐶𝑇𝑛
(𝑁 − 1,𝑀)
𝐽0(𝑘𝑉𝑛Δ𝜂) − 
𝐶𝑇𝑛
(𝑁,𝑀)
)
cosh
𝑘𝑉𝑛
𝐴𝑟 (𝜉 − 𝜉𝑀 )
𝑒
𝑘𝑉𝑛
𝐴𝑟
}] = 0 
∀ N ϵ [ 2, Nmax]; M ϵ [ 1,Mmax](Eq.3.105)  
(Eq.3.62) ≫   
𝐶𝑅𝑛
(𝑁 − 1,𝑀)
𝜖
2
3𝑅𝑒𝑚
(𝑁 − 1,𝑀)
𝐼1̅(𝑘𝐻𝑛, 𝜂𝑁−1, 𝜂𝑁) − 
𝐶𝐿𝑛
(𝑁,𝑀)
𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀)
𝐼1̅(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂𝑁) = 0 
∀ N ϵ [ 2, Nmax]; M ϵ [ 1,Mmax](Eq.3.106)  
 
(Eq.3.63) ≫ 
∑[{
𝐶𝑇𝑛
(𝑁,𝑀 − 1)
cosh
𝑘𝑉𝑛
𝐴𝑟
Δ𝜉  − 
𝐶𝐵𝑛
(𝑁,𝑀)
sinh
𝑘𝑉𝑛
𝐴𝑟
Δ𝜉 − 
𝐶𝑇𝑛
(𝑁,𝑀)
} 
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))
𝑒
𝑘𝑉𝑛
𝐴𝑟
 
∞
𝑛=1
− 
𝐶𝐿𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂)  − 
𝐶𝑅𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁, 𝜂) ] = 0 
∀ N ϵ [ 1, Nmax]; M ϵ [ 2,Mmax](Eq.3.107) 
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(Eq.3.64) ≫ 
∑[{
𝐶𝐿𝑛
(𝑁,𝑀 − 1)
𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀 − 1)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂) + 
𝐶𝑅𝑛
(𝑁,𝑀 − 1)
𝜖
2
3𝑅𝑒𝑚
(𝑁,𝑀 − 1)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂)} 
𝑘𝐻𝑛
𝐴𝑟
(−1)𝑛
∞
𝑛=1
+ {
𝐶𝐵𝑛
(𝑁,𝑀 − 1)
+
𝐶𝑇𝑛
(𝑁,𝑀 − 1)
sinh
𝑘𝑉𝑛
𝐴𝑟
Δ𝜉
− 
𝐶𝐵𝑛
(𝑁,𝑀)
cosh
𝑘𝑉𝑛
𝐴𝑟
Δ𝜉 
𝐶𝐵𝑛
(𝑁,𝑀 − 1)
}
𝑘𝑉𝑛
𝐴𝑟
 
𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))
𝑒
𝑘𝑉𝑛
𝐴𝑟
 ] = 0 
∀ N ϵ [ 1, Nmax]; M ϵ [ 2,Mmax](Eq.3.108) 
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7. Matrix formulation and modifications done to make sure series solutions converge.1 
 [C] nmaxNmaxMmax   X 1          = 𝐶𝑇(𝑛=1)
(𝑁 = 1,𝑀 = 1)
 
 𝐶𝐵(𝑛=1)
(𝑁 = 1,𝑀 = 1)
 
 𝐶𝑅(𝑛=1)
(𝑁 = 1,𝑀 = 1)
 
 𝐶𝐿(𝑛=1)
(𝑁 = 1,𝑀 = 1)
 
 𝐶𝑇(𝑛=1)
(𝑁 = 1,𝑀 = 2)
 
 … 
 𝐶𝐿(𝑛=1)
(𝑁 = 1,𝑀 = 2)
 
 𝐶𝑇(𝑛=1)
(𝑁 = 1,𝑀 = 3)
 
 … 
 𝐶𝐿(𝑛=1)
(𝑁 = 1,𝑀 = 3)
 
 … 
 𝐶𝐿(𝑛=1)
(𝑁 = 1,𝑀 = 𝑀𝑚𝑎𝑥)
 
 𝐶𝑇(𝑛=1)
(𝑁 = 2,𝑀 = 1)
 
 𝐶𝐵(𝑛=1)
(𝑁 = 2,𝑀 = 1)
 
 𝐶𝑅(𝑛=1)
(𝑁 = 2,𝑀 = 1)
 
 𝐶𝐿(𝑛=1)
(𝑁 = 2,𝑀 = 1)
 
 𝐶𝑇(𝑛=1)
(𝑁 = 2,𝑀 = 2)
 
 … 
 𝐶𝐿(𝑛=1)
(𝑁 = 𝑁𝑚𝑎𝑥 , 𝑀 = 𝑀𝑚𝑎𝑥)
 
 𝐶𝑇(𝑛=2)
(𝑁 = 1,𝑀 = 1)
 
 … 
 𝐶𝐿(𝑛=2)
(𝑁 = 1,𝑀 = 1)
 
 𝐶𝑇(𝑛=2)
(𝑁 = 1,𝑀 = 2)
 
 … 
 𝐶𝐿(𝑛=2)
(𝑁 = 𝑁𝑚𝑎𝑥 , 𝑀 = 𝑀𝑚𝑎𝑥)
 
 𝐶𝑇(𝑛=3)
(𝑁 = 1,𝑀 = 1)
 
 … 
 𝐶𝐿(𝑛=𝑛𝑚𝑎𝑥)
(𝑁 = 𝑁𝑚𝑎𝑥 , 𝑀 = 𝑀𝑚𝑎𝑥)
 
(Eq.3.109) 
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(Eq.3.100), (Eq.3.101), (Eq.3.102), (Eq.3.103), (Eq.3.104), (Eq.3.105), (Eq.3.106)& (Eq.3.107) gives a total 
of 4 𝑛𝑚𝑎𝑥𝑁𝑚𝑎𝑥𝑀𝑚𝑎𝑥 equations relating all the unknowns 𝐶𝑇𝑛, 𝐶𝐵𝑛, 𝐶𝑅𝑛& 𝐶𝐿𝑛. The equations are 
rewritten in matrix product form as follows: nmaxNmaxMmax X  nmaxNmaxMmax 
⟦𝐴⟧    [𝐶] =  [𝐵] 
(Eq.3.110) 
Where[𝐶] & [𝐵] are one dimensional matrices with nmaxNmaxMmax elements representing the 
coefficients 𝐶𝑇𝑛, 𝐶𝐵𝑛, 𝐶𝑅𝑛& 𝐶𝐿𝑛 and RHS of said equations. ⟦𝐴⟧ is a square operating matrix of 
nmaxNmaxMmax X nmaxNmaxMmax dimension. In each of these equations, we choose a fixed value for 
unknowns  𝜂 & 𝜉 at the corresponding boundary being dealt with. The equation (Eq.3.109) is solved 
using matrix inversion technique. 
 
 [𝐶] =  ⟦𝐴⟧−1[𝐵] 
(Eq.3.111) 
This yields us the solutions for the coefficients 𝐶𝑇𝑛, 𝐶𝐵𝑛, 𝐶𝑅𝑛& 𝐶𝐿𝑛 from which the solution for the entire 
pressure problem can be obtained from (Eq.3.97). 
 
𝑃𝑙
∗(𝜂, 𝜉)
(𝑁,𝑀)
=  ∑ [{
𝐶𝐿𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁+1, 𝜂) +
𝐶𝑅𝑛
(𝑁,𝑀)
𝐼0̅(𝑘𝐻𝑛, 𝜂𝑁 , 𝜂)} cos
𝑘𝐻𝑛
𝐴𝑟
(𝜉 − 𝜉𝑀)    
∞
𝑛=1
+  𝐽0(𝑘𝑉𝑛(𝜂 − 𝜂𝑁))   {
𝐶𝐵𝑛
(𝑁,𝑀)
sinh
𝑘𝑉𝑛
𝐴𝑟 (𝜉𝑀+1 − 𝜉)
𝑒
𝑘𝑉𝑛
𝐴𝑟
  +  
𝐶𝑇𝑛
(𝑁,𝑀)
cosh
𝑘𝑉𝑛
𝐴𝑟 (𝜉 − 𝜉𝑀)
𝑒
𝑘𝑉𝑛
𝐴𝑟
}] 
 
References: 
L.A. Spielman, S.K. Friedlander, Role of the electrical double layer in particle deposition by 
convective diffusion, J. Colloid Interface Sci. 1 (1974) 46. 
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3.2.2 Numerical Solution 
Define: 𝑅(𝑁,𝑀) = (
𝜅
𝜇
)
(𝑁,𝑀)
 
∇2𝑃 = 0 
(Eq.3.112) 
1
𝑟
𝜕
𝜕𝑟
𝑟 
𝜕𝑃
𝜕𝑟
+ 
𝜕2𝑃
𝜕𝑧2
= 0 
(Eq.3.113) 
Central Differencing 
(
𝜕𝑃
𝜕𝑟
)
𝑖,𝑗
= 
𝑃𝑖+1,𝑗 − 𝑃𝑖−1,𝑗
2∆𝑟
 
(Eq.3.114) 
 
(
𝜕𝑃
𝜕𝑧
)
𝑖,𝑗
= 
𝑃𝑖,𝑗+1 − 𝑃𝑖,𝑗−1
2∆𝑧
 
(Eq.3.115) 
(
1
𝑟
𝜕
𝜕𝑟
𝑟 
𝜕𝑃
𝜕𝑟
)
𝑖,𝑗
=
1
𝑟𝑖
𝜕
𝜕𝑟
[
𝑟𝑒𝑃𝑒 − 𝑟𝑤𝑃𝑤
∆𝑟
] 
=
1
𝑟𝑖∆𝑟
{𝑟𝑒 [
𝑃𝑖+1,𝑗 − 𝑃𝑖,𝑗
∆𝑟
] − 𝑟𝑤 [
𝑃𝑖,𝑗 − 𝑃𝑖−1,𝑗
∆𝑟
]} 
(
1
𝑟
𝜕
𝜕𝑟
𝑟 
𝜕𝑃
𝜕𝑟
)
𝑖,𝑗
=
𝑃𝑖+1,𝑗 − 2𝑃𝑖,𝑗 + 𝑃𝑖−1,𝑗
∆𝑟2
+
(𝑃𝑖+1,𝑗 − 𝑃𝑖−1,𝑗)
2𝑟𝑖∆𝑟
 
(Eq.3.116) 
𝜕2𝑃
𝜕𝑧2
=
𝑃𝑖,𝑗+1 − 2𝑃𝑖,𝑗 + 𝑃𝑖,𝑗−1
∆𝑧2
 
(Eq.3.117) 
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𝑃𝑖+1,𝑗 − 2𝑃𝑖,𝑗 + 𝑃𝑖−1,𝑗
∆𝑟2
+
(𝑃𝑖+1,𝑗 − 𝑃𝑖−1,𝑗)
2𝑟𝑖∆𝑟
+
𝑃𝑖,𝑗+1 − 2𝑃𝑖,𝑗 + 𝑃𝑖,𝑗−1
∆𝑧2
= 0 
(Eq.3.118) 
𝑃𝑖,𝑗 [
2
∆𝑟2
+
2
∆𝑧2
] = 𝑃𝑖+1,𝑗 [
1
∆𝑟2
+
1
2𝑟𝑖∆𝑟
] + 𝑃𝑖−1,𝑗 [
1
∆𝑟2
−
1
2𝑟𝑖∆𝑟
] + 𝑃𝑖,𝑗+1 [
1
∆𝑧2
] + 𝑃𝑖,𝑗−1 [
1
∆𝑧2
] 
(Eq.3.119) 
Boundary Conditions: 
ix. Crud-Bulk Fluid interface: 
𝑃(𝑟, 𝑧 = 𝑧𝑚𝑎𝑥) = 𝑃𝑠𝑦𝑠𝑡𝑒𝑚 
(Eq.3.120) 
𝑃𝑖,𝐽𝑚𝑎𝑥 = 𝑃𝑠𝑦𝑠𝑡𝑒𝑚 
 
(Eq.3.121) 
 
 
x. Crud-Heating element interface: 
(
𝜕𝑃
𝜕𝑧
)
𝑟,𝑧=0
= 0 
(Eq.3.122) 
 
𝑃𝑖,1 = 𝑃𝑖,2 
(Eq.3.123) 
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xi. Crud symmetry condition:  
(
𝜕𝑃
𝜕𝑟
)
𝑟=𝑟𝑚𝑎𝑥 ,𝑧
= 0 
(Eq.3.124) 
𝑃𝐼𝑚𝑎𝑥,𝑗 = 𝑃𝐼𝑚𝑎𝑥−1,𝑗 
(Eq.3.125) 
xii. Crud-Chimney interface: 
  
−𝑅(1,𝑀) (
𝜕𝑃
𝜕𝑟
)
𝑟=𝑟𝑚𝑖𝑛,𝑧
= −
𝑗(𝑧)
𝜌
 
(Eq.3.126) 
𝑃1,𝑗 = 𝑃2,𝑗 −
𝑗𝑗∆𝑟
𝜌𝑅(1,𝑀)
 
(Eq.3.127) 
 
Cell Interface Conditions: 
Left-Right Cell Interface 
 
−𝑅(𝑁,𝑀) (
𝜕𝑃
𝜕𝑟
)
𝑟,𝑧
= −𝑅(𝑁+1,𝑀) (
𝜕𝑃
𝜕𝑟
)
𝑟,𝑧
 
(Eq.3.128) 
𝑃𝑖,𝑗 =
𝑅(𝑁,𝑀)𝑃𝑖−1,𝑗 + 𝑅(𝑁+1,𝑀)𝑃𝑖+1,𝑗
𝑅(𝑁,𝑀) + 𝑅(𝑁+1,𝑀)
 
(Eq.3.129) 
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Top-Bottom Cell Interface 
 
−𝑅(𝑁,𝑀) (
𝜕𝑃
𝜕𝑧
)
𝑟,𝑧
= −𝑅(𝑁,𝑀+1) (
𝜕𝑃
𝜕𝑧
)
𝑟,𝑧
 
(Eq.3.130) 
𝑃𝑖,𝑗 =
𝑅(𝑁,𝑀)𝑃𝑖,𝑗−1 + 𝑅(𝑁,𝑀+1)𝑃𝑖,𝑗+1
𝑅(𝑁,𝑀) + 𝑅(𝑁,𝑀+1)
 
(Eq.3.131) 
 
S.O.R. Method: 
(Eq.3.119) gives us 
 
𝑃𝑖,𝑗 [
2
∆𝑟2
+
2
∆𝑧2
] = 𝑃𝑖+1,𝑗 [
1
∆𝑟2
+
1
2𝑟𝑖∆𝑟
] + 𝑃𝑖−1,𝑗 [
1
∆𝑟2
−
1
2𝑟𝑖∆𝑟
] + 𝑃𝑖,𝑗+1 [
1
∆𝑧2
] + 𝑃𝑖,𝑗−1 [
1
∆𝑧2
] 
This can be rewritten as: 
𝑃𝑖,𝑗 = 𝑃𝑖,𝑗 + 
𝜔𝑃
[
2
∆𝑟2
+
2
∆𝑧2
]
{𝑃𝑖+1,𝑗 [
1
∆𝑟2
+
1
2𝑟𝑖∆𝑟
] + 𝑃𝑖−1,𝑗 [
1
∆𝑟2
−
1
2𝑟𝑖∆𝑟
] + 𝑃𝑖,𝑗+1 [
1
∆𝑧2
] + 𝑃𝑖,𝑗−1 [
1
∆𝑧2
] − 𝑃𝑖,𝑗 [
2
∆𝑟2
+
2
∆𝑧2
]} 
(Eq.3.132) 
Where 𝜔𝑃can be any value in the range: 1 ≤ 𝜔𝑃 < 2. Note that when 𝜔𝑃 = 1, (Eq.3.132) reduces to 
(Eq.3.119). 
Selecting optimal 𝜔𝑃 = 𝜔𝑃 : The optimal value for 𝜔𝑃 for which the solutions for (Eq.3.132) converge 
fastest can be found out through trial and error methods. The value of 𝜔𝑃 depends on the mesh size. 
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3.3 Solute Concentration Problem 
Transport of solutes: The governing equation for the solute transport could be framed with some simple 
assumptions as stated: 
1. The solute is considered to be infinitely soluble in the medium and thus no precipitation occurs 
within the crud. 
2. The solute diffusion only occurs through the solvent medium and no diffusion occurs through 
the solid phase of the medium. 
3. There are no reactions between the solute and the crud nor are there any reactions between 
the solute and the heating surface. 
The axial and radial components of the solute flux could be represented using -(Eq.2.0) as: 
r-component: 
𝑗𝑠𝑟 = −𝐷𝑒
𝜕𝑆
𝜕𝑟
−
𝜌𝐷𝑇
𝑇
𝜕𝑇
𝜕𝑟
−
𝜌𝐷𝑝
𝑝
𝜕𝑝
𝜕𝑟
+ 𝑢𝑙𝑆 
-(Eq.3.133) 
z-component: 
𝑗𝑠𝑧 = −𝐷𝑒
𝜕𝑆
𝜕𝑧
−
𝜌𝐷𝑇
𝑇
𝜕𝑇
𝜕𝑧
−
𝜌𝐷𝑝
𝑝
𝜕𝑝
𝜕𝑧
+ 𝑣𝑙𝑆 
-(Eq.3.134) 
In equations (Eq.3.133) & (Eq.3.134), the first term represents the concentration diffusion, the second 
represents the temperature gradient diffusion (Soret effect), the third represents pressure gradient 
diffusion and the fourth shows the convection or transport of solute due to solvent movement. 
Diffusions due to temperature and pressure gradients are not as dominant as the other two and could 
be ignored. Thus we end up with: 
r-component: 
𝑗𝑠𝑟 = −𝐷
𝜕𝑆
𝜕𝑟
+ 𝑢𝑙𝑆 
-(Eq.3.135) 
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z-component: 
𝑗𝑠𝑧 = −𝐷
𝜕𝑆
𝜕𝑧
+ 𝑣𝑙𝑆 
-(Eq.3.136) 
Note that D here, the diffusion coefficient, is dependent on the local porosity and tortuosity as 
mentioned in (Eq.2.2). 
The normalized conservation equation for the solute concentration reduces as follows: 
∇2𝜙(𝑁,𝑀) = 𝑃𝑒𝑚(𝑁,𝑀) [
1
𝜂
𝜕(𝜂𝑢𝑙
∗𝜙(𝑁,𝑀))
𝜕𝜂
+ 𝐴𝑟
𝜕(𝑣𝑙
∗𝜙(𝑁,𝑀))
𝜕𝜉
] 
-(Eq.3.137) 
𝑃𝑒𝑚(𝑁,𝑀) =
𝑈𝑙𝑟𝑣
𝐷(𝑁,𝑀)
 
-(Eq.3.138) 
 
𝑃𝑒𝑚(𝑁,𝑀) is the Peclet number based on chimney radius in the (N,M) cell. 
Boundary Conditions 
i. Vanishing radial flux at the chimney wall (η=1) 
  
𝑗𝑠𝑟(𝑟 = 𝑟𝑚𝑖𝑛, 𝑧) =  −𝐷
𝜕𝑆
𝜕𝑟
+ 𝑢𝑙𝑆 = 0 
-(Eq.3.139) 
−(
𝜕𝜙(𝑁=1,𝑀)
𝜕𝜂
)
𝜂=1
+ 𝑃𝑒𝑚(𝑁=1,𝑀) 𝑢𝑙
∗(𝜂 = 1, 𝜉)𝜙(𝑁=1,𝑀)(𝜂 = 1) = 0 
  -(Eq.3.140) 
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 (Eq.3.140) is framed with the assumption that solute is non-volatile. If the solute was volatile as is the 
case with boric acid, then a volatility factor Vs is introduced as follows into the boundary condition. 
(
𝜕𝜙(𝑁=1,𝑀)
𝜕𝜂
)
𝜂=1
+ 𝑃𝑒𝑚(𝑁=1,𝑀)  𝑗
∗(𝜉) 𝜙(𝑁=1,𝑀)(𝜂 = 1) = 𝑉𝑠𝑃𝑒𝑚(𝑁=1,𝑀)  𝑗
∗(𝜉) 𝜙(𝑁=1,𝑀)(𝜂 = 1) 
  -(Eq.3.141) 
Note that, 
𝑗∗(𝜉) = −𝑢𝑙
∗(𝜂 = 1, 𝜉) 
  -(Eq.3.142) 
 
ii. Symmetry wall condition(η=H) 
(
𝜕𝜙(𝑁=𝑁𝑚𝑎𝑥,𝑀)
𝜕𝜂
)
𝜂=𝐻
= 0 
  -(Eq.3.143) 
 
iii. Vanishing axial flux at heating surface (ξ=0) 
(
𝜕𝜙(𝑁,𝑀=1)
𝜕𝜉
)
𝜉=0
= 0 
  -(Eq.3.144) 
 
iv. Coolant crud interface (ξ=1) 
(
𝜕𝜙(𝑁,𝑀=𝑀𝑚𝑎𝑥)
𝜕𝜉
)
𝜉=1
= 1 
  -(Eq.3.145) 
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Interface conditions: 
For each interface between cells within the crud, apart from the solute concentration continuity, we 
also relate the radial and axial solute flux continuity across the interfaces. This yields us the following 
conditions: 
i. Left-Right interface: 
(−𝐷
𝜕𝑆
𝜕𝑟
+ 𝑢𝑙𝑆)
𝐿𝑒𝑓𝑡
= (−𝐷
𝜕𝑆
𝜕𝑟
+ 𝑢𝑙𝑆)
𝑅𝑖𝑔ℎ𝑡
 
  -(Eq.3.146) 
(−
1
𝑃𝑒𝑚(𝑁=?̃?−1,𝑀)
(
𝜕𝜙(𝑁=?̃?−1,𝑀)
𝜕𝜂
)
𝜂=𝜂?̃?
+ 𝑢𝑙
∗𝜙(𝑁=?̃?−1,𝑀)(𝜂 = 𝜂?̃? , 𝜉))
=  (−
1
𝑃𝑒𝑚(𝑁=?̃?,𝑀)
(
𝜕𝜙(𝑁=?̃?,𝑀)
𝜕𝜂
)
𝜂=𝜂?̃?
+ 𝑢𝑙
∗𝜙(𝑁=?̃?,𝑀)(𝜂 = 𝜂?̃? , 𝜉)) 
∀?̃? ∈  (2,𝑁𝑚𝑎𝑥) 
-(Eq.3.147) 
 
Note here 𝜂 = 𝜂1 = 1 & 𝜂 = 𝜂𝑁𝑚𝑎𝑥+1 = 𝐻. Each of the 𝜂?̃? denotes the radial interfaces between the 
cells. Similarly, 𝜉 = 𝜉1 = 0 & 𝜉 = 𝜉𝑀𝑚𝑎𝑥+1 = 1 and each of the 𝜉?̃? denotes the axial interfaces between 
the cells. 
ii. Top-bottom interface: 
(−𝐷
𝜕𝑆
𝜕𝑧
+ 𝑣𝑙𝑆)
𝑇𝑜𝑝
= (−𝐷
𝜕𝑆
𝜕𝑧
+ 𝑣𝑙𝑆)
𝐵𝑜𝑡𝑡𝑜𝑚
 
-(Eq.3.148) 
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(−
1
𝑃𝑒𝑚(𝑁,𝑀=?̃?−1)
(
𝜕𝜙(𝑁,𝑀=?̃?−1)
𝜕𝜉
)
𝜉=𝜉?̃?
+ 𝑣𝑙
∗𝜙(𝑁,𝑀=?̃?−1)(𝜂, 𝜉 = 𝜉?̃?))
=  (−
1
𝑃𝑒𝑚(𝑁,𝑀=?̃?)
(
𝜕𝜙(𝑁,𝑀=?̃?)
𝜕𝜉
)
𝜉=𝜉?̃?
+ 𝑣𝑙
∗𝜙(𝑁,𝑀=?̃?)(𝜉 = 𝜉?̃?)) 
∀?̃? ∈  (2,𝑀𝑚𝑎𝑥) 
-(Eq.3.149) 
 
Solution: 
The solution method used here is close to what Pan[3.5] used in his work. The method applied for solving 
 (Eq.3.141) involves dividing 𝜙 into an one dimensional axially-dependent part 𝜙0 and a two-
dimensional part 𝜙1.  
𝜙(𝜂, 𝜉) = 𝜙0(𝜉) + 𝜙1(𝜂, 𝜉) 
-(Eq.3.150) 
Solution for 𝜙0 
𝑑2𝜙0
𝑑𝜉2
−
𝑃𝑒𝑚̅̅ ̅̅ ̅̅ (𝑀)
𝐴𝑟
𝑑(𝑣𝑙
∗̅̅ ̅𝜙0)
𝑑𝜉
= 0 
-(Eq.3.151) 
Boundary conditions for  𝜙0 are set as: 
(
𝑑(𝜙0)
𝑑𝜉
)
𝜉=0
= 0 
-(Eq.3.152) 
𝜙0(𝜉 = 1) = 1 
-(Eq.3.153) 
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Selecting and fixing M for a particular value, (Eq.3.151) can be rewritten as: 
𝑑(𝜙0)
𝑑𝜉
−
𝑃𝑒𝑚̅̅ ̅̅ ̅̅ (𝑀)
𝐴𝑟
𝑣𝑙
∗̅̅ ̅𝜙0 = 0 
-(Eq.3.154) 
Using central numerical technique we can write (Eq.3.154) as: 
𝜙0(𝑗+1) − 𝜙0(𝑗)
Δ𝜉
−
𝑃𝑒𝑚̅̅ ̅̅ ̅̅ (𝑀)
𝐴𝑟
𝑣𝑙
∗̅̅ ̅
(𝑗)
𝜙0(𝑗) = 0 
-(Eq.3.155) 
Which gives us, 
𝜙0(𝑗) =
𝐴𝑟𝜙0(𝑗+1)
Δ𝜉 (𝐴𝑟 + 𝑃𝑒𝑚̅̅ ̅̅ ̅̅ (𝑀)𝑣𝑙
∗̅̅ ̅
(𝑗)
)
 
∀𝑗 ∈  (2, 𝑗𝑚𝑎𝑥 − 1) 
-(Eq.3.156) 
𝜙0(𝑗=𝑗𝑚𝑎𝑥)
= 1 
-(Eq.3.157) 
𝜙0(𝑗=1) = 𝜙0(𝑗=2) 
-(Eq.3.158) 
Solution to 𝜙0 is obtained by solving equations (Eq.3.156) - (Eq.3.158) until they converge to a fixed 
solution. 
Solution for 𝜙1: The governing equation for 𝜙1 reduces to: 
∇2𝜙1(𝑁,𝑀) − 𝑃𝑒𝑚(𝑁,𝑀) [
1
𝜂
𝜕 (𝜂𝑢𝑙
∗𝜙1(𝑁,𝑀))
𝜕𝜂
+ 𝐴𝑟
𝜕 (𝑣𝑙
∗𝜙1(𝑁,𝑀))
𝜕𝜉
] − Φ(𝜂, 𝜉) = 0 
-(Eq.3.159) 
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Where Φ(𝜂, 𝜉) is given by: 
Φ(𝜂, 𝜉) = 𝐴𝑟 (𝑃𝑒𝑚(𝑁,𝑀)𝑣𝑙
∗ − 𝑃𝑒𝑚̅̅ ̅̅ ̅̅ (𝑀)𝑣𝑙
∗̅̅ ̅)
𝑑𝜙0
𝑑𝜉
− 𝐴𝑟𝑃𝑒𝑚̅̅ ̅̅ ̅̅ (𝑀)𝜙0
𝑑𝑣𝑙
∗̅̅ ̅
𝑑𝜉
 
-(Eq.3.160) 
Note that 𝜙, Φ and 𝜙1 will depend on cells (𝑁,𝑀) while 𝜙0 depends only on M and not on N. General 
numerical solution and solving method for (Eq.3.159) is provided by Pan[3.5].  After discretizing the crud, 
any node could be represented generally in the following format: 
𝜙1(𝑖,𝑗)
𝑘+1 = 𝜙1(𝑖,𝑗)
𝑘 +
ω𝑠
𝐷5
[𝐷1𝜙1(𝑖+1,𝑗)
𝑘 + 𝐷2𝜙1(𝑖−1,𝑗)
𝑘 + 𝐷3𝜙1(𝑖,𝑗+1)
𝑘 + 𝐷4𝜙1(𝑖,𝑗−1)
𝑘 − 𝐷5𝜙1(𝑖,𝑗)
𝑘 + 𝐷6] 
-(Eq.3.161) 
Here k denotes the iteration counter and ω𝑠 denotes the ‘relaxation-factor’. ω𝑠 can vary from 
1 ≤ ω𝑠 < 2 and ω𝑠 takes the value ω̅𝑠 , the optimal relaxation-factor, for the iteration process to 
converge fastest. The actual value of ω̅𝑠 is computed by trial and error method. The technique used 
here is generally referred to the Successive Over-Relaxation method and was well documented by 
Pan[3.5]. 
A faster converging series could be represented when most recently available data are used. This leads 
to modifying (Eq.3.161) as follows: 
𝜙1(𝑖,𝑗)
𝑘+1 = 𝜙1(𝑖,𝑗)
𝑘 +
ω𝑠
𝐷5
[𝐷1𝜙1(𝑖+1,𝑗)
𝑘 + 𝐷2𝜙1(𝑖−1,𝑗)
𝑘+1 + 𝐷3𝜙1(𝑖,𝑗+1)
𝑘 + 𝐷4𝜙1(𝑖,𝑗−1)
𝑘+1 − 𝐷5𝜙1(𝑖,𝑗)
𝑘 + 𝐷6] 
-(Eq.3.162) 
For an internal node(𝑖, 𝑗), we have: 
𝐷1 = 1 +
∆𝜂
2𝜂𝑖
− 𝑃𝑒𝑚(𝑁,𝑀)
∆𝜂
𝜂𝑖
(𝑃𝑁((𝜂𝑢∗)𝑒)) 
-(Eq.3.163) 
𝐷2 = 1 −
∆𝜂
2𝜂𝑖
+ 𝑃𝑒𝑚(𝑁,𝑀)
∆𝜂
𝜂𝑖
(𝑃𝑃((𝜂𝑢∗)𝑤)) 
-(Eq.3.164) 
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𝐷3 = 𝐴𝑟
2𝐵𝐸2 − 𝑃𝑒𝑚(𝑁,𝑀)𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑁((𝑣
∗)𝑛)) 
-(Eq.3.165) 
𝐷4 = 𝐴𝑟
2𝐵𝐸2 + 𝑃𝑒𝑚(𝑁,𝑀)𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑃((𝑣
∗)𝑠)) 
-(Eq.3.166) 
𝐷5 = 2 + 2𝐴𝑟
2𝐵𝐸2 + 𝑃𝑒𝑚(𝑁,𝑀) [
∆𝜂
𝜂𝑖
{(𝑃𝑃((𝜂𝑢∗)𝑒)) − (𝑃𝑁((𝜂𝑢
∗)𝑤))}
+ 𝐴𝑟𝐵𝐸∆𝜂{(𝑃𝑃((𝑣∗)𝑛)) − (𝑃𝑁((𝑣
∗)𝑠))}] 
-(Eq.3.167) 
𝐷6 = − Φ(𝑖,𝑗)(∆𝜂)
2 
-(Eq.3.168) 
 
For a node on the chimney wall (𝜂 = 1), (𝑖 = 1) 
 
𝐷1 =
1
1 +
∆𝜂
4
[2 + ∆𝜂 − 2𝑃𝑒𝑚(1,𝑀)∆𝜂(𝑃𝑁((𝜂𝑢
∗)𝑒))] 
-(Eq.3.169) 
𝐷2 = 0 
-(Eq.3.170) 
𝐷3 = 𝐴𝑟
2𝐵𝐸2 − 𝑃𝑒𝑚(1,𝑀)𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑁((𝑣
∗)𝑛)) 
-(Eq.3.171) 
𝐷4 = 𝐴𝑟
2𝐵𝐸2 + 𝑃𝑒𝑚(1,𝑀)𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑃((𝑣
∗)𝑠)) 
-(Eq.3.172) 
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𝐷5 =
1
1 +
∆𝜂
4
[2 + ∆𝜂 + 2𝑃𝑒𝑚(1,𝑀)∆𝜂(𝑃𝑃((𝜂𝑢
∗)𝑒))] + 2𝐴𝑟
2𝐵𝐸2  
+ 𝑃𝑒𝑚(1,𝑀)𝐴𝑟𝐵𝐸∆𝜂[(𝑃𝑃((𝑣
∗)𝑛)) − (𝑃𝑁((𝑣
∗)𝑠))] 
-(Eq.3.173) 
𝐷6 = − Φ(1,𝑗)(∆𝜂)
2 +
2∆𝜂
1 +
∆𝜂
4
𝑃𝑒𝑚(1,𝑀)(𝑗
∗𝜙0)𝑗 
-(Eq.3.174) 
𝑃𝑃(𝑥) =
1
2
(𝑥 + |𝑥|) 
-(Eq.3.175) 
𝑃𝑁(𝑥) =
1
2
(𝑥 − |𝑥|) 
-(Eq.3.176) 
(𝜂𝑢∗)𝑒 =
1
2
[(𝜂𝑢∗)(𝑖,𝑗) + (𝜂𝑢
∗)(𝑖+1,𝑗)] 
-(Eq.3.177) 
 
(𝜂𝑢∗)𝑤 =
1
2
[(𝜂𝑢∗)(𝑖,𝑗) + (𝜂𝑢
∗)(𝑖−1,𝑗)] 
-(Eq.3.178) 
(𝑣∗)𝑛 =
1
2
[(𝑣∗)(𝑖,𝑗) + (𝑣
∗)(𝑖,𝑗+1)] 
-(Eq.3.179) 
(𝑣∗)𝑠 =
1
2
[(𝑣∗)(𝑖,𝑗) + (𝑣
∗)(𝑖,𝑗−1)] 
-(Eq.3.180) 
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BE =
∆𝜂
∆𝜉
 
-(Eq.3.181) 
The other boundary conditions for 𝜙1 can be written as: 
Crud-Bulk coolant boundary condition: 
𝜙1(𝑖,𝑗=𝑗𝑚𝑎𝑥) = 0 
-(Eq.3.182) 
Crud-Heating surface boundary condition: 
𝜙1(𝑖,𝑗=1) = 𝜙1(𝑖,𝑗=2) 
-(Eq.3.183) 
Crud radial symmetry boundary condition: 
𝜙1(𝑖=𝑖𝑚𝑎𝑥,𝑗) = 𝜙1(𝑖=𝑖𝑚𝑎𝑥−1,𝑗) 
-(Eq.3.184) 
Interface conditions: 
At left-right cell interface (𝑖 = 𝑖)̃, we have: 
1
𝑃𝑒𝑚(𝑁,𝑀)
(
𝜕𝜙
𝜕𝜂
)
(𝑖=?̃?,𝑗)
− 𝑢𝑙
∗𝜙(𝑖 = 𝑖,̃ 𝑗) =
1
𝑃𝑒𝑚(𝑁+1,𝑀)
(
𝜕𝜙
𝜕𝜂
)
(𝑖=?̃?,𝑗)
− 𝑢𝑙
∗𝜙(𝑖 = 𝑖,̃ 𝑗) 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.185) 
1
𝑃𝑒𝑚(𝑁,𝑀)
(
𝜙(𝑖=?̃?,𝑗) − 𝜙(𝑖=?̃?−1,𝑗)
Δ𝜂
) − 𝑅𝑒𝑚(𝑁,𝑀)
𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
Δ𝜂
𝜙(𝑖 = 𝑖̃, 𝑗)
=
1
𝑃𝑒𝑚(𝑁+1,𝑀)
(
𝜙(𝑖=?̃?+1,𝑗) − 𝜙(𝑖=?̃?,𝑗)
Δ𝜂
) − 𝑅𝑒𝑚(𝑁+1,𝑀)
𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
Δ𝜂
𝜙(𝑖 = 𝑖̃, 𝑗) 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.186) 
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𝜙(𝑖=?̃?,𝑗) =
[
𝜙(𝑖=?̃?−1,𝑗)
𝑃𝑒𝑚(𝑁,𝑀)
+
𝜙(𝑖=?̃?+1,𝑗)
𝑃𝑒𝑚(𝑁+1,𝑀)
]
[
1
𝑃𝑒𝑚(𝑁,𝑀)
+
1
𝑃𝑒𝑚(𝑁+1,𝑀)
− 𝑅𝑒𝑚(𝑁,𝑀) (𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
) + 𝑅𝑒𝑚(𝑁+1,𝑀) (𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
)]
 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.187) 
Thus, 
𝜙1(𝑖=?̃?,𝑗) =
[
𝜙1(𝑖=?̃?−1,𝑗)
𝑃𝑒𝑚(𝑁,𝑀)
+
𝜙1(𝑖=?̃?+1,𝑗)
𝑃𝑒𝑚(𝑁+1,𝑀)
] + 𝜙0(𝑗) [𝑅𝑒𝑚(𝑁,𝑀) (𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
) − 𝑅𝑒𝑚(𝑁+1,𝑀) (𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
)]
[
1
𝑃𝑒𝑚(𝑁,𝑀)
+
1
𝑃𝑒𝑚(𝑁+1,𝑀)
− 𝑅𝑒𝑚(𝑁,𝑀) (𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
) + 𝑅𝑒𝑚(𝑁+1,𝑀) (𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
)]
 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.188) 
For a more simplified condition, if we assume 𝑢𝑙
∗ remains a constant on either side of the interface, then 
we yield a simple interface condition as: 
𝜙1(𝑖=?̃?,𝑗) =
𝑃𝑒𝑚(𝑁,𝑀)𝜙1(𝑖=?̃?+1,𝑗) + 𝑃𝑒𝑚(𝑁+1,𝑀)𝜙1(𝑖=?̃?−1,𝑗)
(𝑃𝑒𝑚(𝑁,𝑀) + 𝑃𝑒𝑚(𝑁+1,𝑀))
 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.189) 
Similarly for top-bottom interfaces (𝑗 = 𝑗̃), we have a simplified relation as follows: 
𝜙1(𝑖,𝑗=?̃?) =
[𝑃𝑒𝑚(𝑁,𝑀)𝜙1(𝑖,𝑗=?̃?+1) + 𝑃𝑒𝑚(𝑁,𝑀+1)𝜙1(𝑖,𝑗=?̃?−1) − 𝑃𝑒𝑚(𝑁,𝑀) (𝜙0(𝑗=?̃?+1) −𝜙0(𝑗=?̃?)) + 𝑃𝑒𝑚(𝑁,𝑀+1) (𝜙0(𝑗=?̃?) − 𝜙0(𝑗=?̃?−1))]
[𝑃𝑒𝑚(𝑁,𝑀) + 𝑃𝑒𝑚(𝑁,𝑀+1)]
 
∀𝑀 ∈ (1,𝑀𝑚𝑎𝑥 − 1) -(Eq.3.190) 
 
 
 
 
 
 
 
83 
 
3.4 Particles Transport and Deposition: 
The objective of this section is twofold:  
1. To develop a model describing the transport of particles and suspensions from the bulk coolant 
into the porous bed. 
2. To describe the local deposition rates of the particles and suspensions from the bulk coolant 
onto the porous bed based on the transport model developed from the first section. 
Mössbauer spectra analysis on various crud samples carried out by Sawicki[3.1] shows NiFe2O4 as the 
biggest part of crud composition. Most cases show Nickel Ferrite contributing to atleast 70% of the crud 
by weight. This Nickel Ferrite tends to exist in particle form but when entering the crud they tend to 
agglomerate and adhere onto the crud forming dendrite like structures leading to further growth of the 
crud itself. Nickel Ferrite formed within the crud is generally non-stoichiometric in nature and better 
expressed as NixFe3-xO4 with 0<x<1. Although Nickel Ferrites aren’t present within the system’s primary 
loop structures, their formation is explained more clearly using models developed by Brenner et. al. [3.3]. 
The PACE model uses the free energy of formation for surface and the free energy of formation of the 
bulk of Nickel Ferrites to estimate the size of the Nickel Ferrite particles at which they’re most stable at 
through different temperatures within the crud. The sizes of these particles are dependent on the pH 
and the local temperatures. Although the PACE model considers the particle to take the shape of an 
octahedron, we use the described approach to compute the size of the Nickel Ferrite but assume the 
particles to be of spherical shape. 
An empirical relationship for the formation energies are formed assuming fixed pH of 7.6. 
Δ𝐺𝐵(𝑇) = (1.328 × 10
9) − (1.419 × 107)(𝑇 − 520) 
 
-(Eq.3.191) 
Where Δ𝐺𝐵 is the bulk energy of formation in J m
-3 
Δ𝐺𝑆(𝑇) = −7.7 + (6 × 10
−4)(𝑇 − 520) 
-(Eq.3.192) 
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Δ𝐺𝑆 is the free energy of formation of the surface in J m
-2 
If we assume a spherical shape for the particles, then we have most stable radius of the particle as: 
𝑟𝑜(𝑇) = −
2Δ𝐺𝑆(𝑇)
Δ𝐺𝐵(𝑇)
=
15.4 − (12 × 10−4)(𝑇 − 520)
(1.328 × 109) − (1.419 × 107)(𝑇 − 520)
 
-(Eq.3.193) 
Total free energy of formation for a particle of radius r at temperature T is given as: 
Δ𝐺𝑡𝑜𝑡 = 4𝜋 [Δ𝐺𝑆𝑟
2 + Δ𝐺𝐵
𝑟3
3
] 
-(Eq.3.194) 
 
Rate of change of particle density in a control volume = Diffusion rate into the control volume – 
transport of particles via convection through solvent movement out of control volume per unit volume + 
net increase in particles density due to agglomeration/break-down from/into other particles of different 
size – particle density removal rate via reaction into crud 
Let 𝑛𝑘 denote the particle density of size group k 
𝜕𝑛𝑘
𝜕𝑡
= ∇. (𝐷(𝑁,𝑀)
𝑘 ∇𝑛𝑘) − ∇. (𝑉𝑙𝑛
𝑘) + 𝑆1 − 𝑆2 − ?̅?𝑘 
-(Eq.3.195) 
𝑆1 is source term where particles are added onto the size group from either bigger particles breaking 
down into appropriate sized particles or when two smaller particles combine to form a particle onto this 
group. 
𝑆2 is the sink term where particles from the size group are removed either via breaking down  into 
smaller particles or if the particles combine with other particles to form larger particles.  
𝑅1 is the rate at which particles are removed from the size group because of reaction with crud or other 
materials within. 
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(Eq.3.195) could be rewritten as : 
𝜕𝑛𝑘
𝜕𝑡
= ∇. (𝐷(𝑁,𝑀)
𝑘 ∇𝑛𝑘) − ∇. (𝑉𝑙𝑛
𝑘) +
1
2
∑ 𝐽𝑖𝑗
𝑘−1
𝑖=1
𝑗=𝑘−𝑖
−∑𝐽𝑖𝑘
∞
𝑖=1
+∑𝑏(𝑗𝑘)𝑛
𝑗+𝑘
∞
𝑗=1
−∑(1 + 𝛿(𝑗,𝑘−𝑗))𝑏(𝑗,𝑘−𝑗)𝑛
𝑘
𝑘−1
𝑗=1
− ?̅?𝑘 
-(Eq.3.196) 
Where 𝐽𝑖𝑗 is the rate of formation of particle of size (𝑖 + 𝑗) from particles of sizes 𝑖 and 𝑗 respectively. It 
could depend on a variety of factors but most consistently it depends on the concentrations of size 
groups 𝑖 and 𝑗 respectively. Agglomeration is a mass-conserving yet number-reducing process that tends 
to shift the overall particle distribution towards larger size groups [3.2]. Essentially the process reduces 
the overall surface area of the particles. There are different mechanisms for agglomeration each of 
which has its own formation or agglomeration rate and dependency factors. The most significant of 
these mechanisms include: i. Brownian agglomeration which occurs due to the random walk of these 
particles resulting in collisions between each of them and subsequent adhesion. ii. Gravitational 
agglomeration which is a result of collisions occurring due to differences in terminal velocities of 
particles of different size groups. iii. Turbulent agglomeration which occurs due to shear or inertial 
collisions occurring due to fluid turbulence. iv. Electrostatic agglomeration occurs due to ionic double 
layer forming around the particles suspended in fluid, attracting each other and adhering. Each of these 
mechanisms have different properties on which their agglomeration rate depends on, but most 
significantly they all depend on either one or both of the colliding particles’ number densities.  
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Details for each of these rate dependencies on the concerned mechanisms are listed out in [3.2]. A simpler 
relation is formed based on the following reasoning: 
a. The rate of a reaction occurring depends on the concentration of one or more of the reactant particles 
colliding together. The reaction rate is limited by the lower of the two colliding particle densities. 
b. The rate of reaction also depends on the difference in the stabilities of the reactants and the products. 
Usually for chemical reactions in equilibrium, the stabilities are usually expressed by free energy of 
formation of the reactants and the products.  
c. The rate of reaction also depends on other factors that dictate probabilities of collisions between 
particles including projected cross sectional areas of particles determined by shapes and sizes of 
particles, pH of the solution etc. 
Appropriate dependencies are chosen for each of these agglomeration/breakdown mechanisms to determine 
their reaction rates. 
 
𝜕𝑛𝑘
𝜕𝑡
= ∇. (𝐷(𝑁,𝑀)
𝑘 ∇𝑛𝑘) − ∇. (𝑉𝑙𝑛
𝑘) + Ψ̅𝑘 + Υ̅𝑘 − Λ̅𝑘 
-(Eq.3.197) 
 
Ψ̅𝑘is the net rate of change of particle density of size group k due to agglomeration processes. Υ̅𝑘 is the net rate 
of change of particle density of size group k due to breakdown processes. 
At steady state, 
𝜕𝑛𝑘
𝜕𝑡
= ∇. (𝐷(𝑁,𝑀)
𝑘 ∇𝑛𝑘) − ∇. (𝑉𝑙𝑛
𝑘) + Ψ̅𝑘 + Υ̅𝑘 − Λ̅𝑘 = 0 
-(Eq.3.198) 
Λ̅𝑘, the rate of reduction in particle density due to them reacting with and becoming part of the crud structure, 
is generally very slow when in comparison with the time-scale of the remaining processes. Hence, it is 
justifiable to ignore Λ̅𝑘 from equation (Eq.3.198). Thus (Eq.3.198) reduces to, 
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∇. (𝐷(𝑁,𝑀)
𝑘 ∇𝑛𝑘) − ∇. (𝑉𝑙𝑛
𝑘) = −Ψ̅𝑘 − Υ̅𝑘 
-(Eq.3.199) 
Normalizing (Eq.3.199) by defining 𝜁 as: 
𝜁𝑘 =
𝑛𝑘
𝑛𝑏𝑢𝑙𝑘
𝑘  
-(Eq.3.200) 
Reduces (Eq.3.199) to: 
∇2𝜁(𝑁,𝑀)
𝑘 − 𝑃𝑒𝑝(𝑁,𝑀)
𝑘 [
1
𝜂
𝜕(𝜂𝑢𝑙
∗𝜁(𝑁,𝑀)
𝑘 )
𝜕𝜂
+ 𝐴𝑟
𝜕(𝑣𝑙
∗𝜁(𝑁,𝑀)
𝑘 )
𝜕𝜉
] = −Ψ𝑘 − Υ𝑘 
-(Eq.3.201) 
𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
=
𝑈𝑙𝑟𝑣
𝐷(𝑁,𝑀)
𝑘  
-(Eq.3.202) 
 
Boundary conditions and interface conditions are similar to those that were given solute diffusion 
problem. They are as follows. 
Boundary conditions: 
v. Vanishing radial flux at the chimney wall (η=1) 
  
𝑗𝑠𝑟
𝑘
(𝑁,𝑀)
(𝑟 = 𝑟𝑚𝑖𝑛, 𝑧) =  −𝐷(𝑁,𝑀)
𝑘 𝜕𝑛
𝑘
𝜕𝑟
+ 𝑢𝑙𝑛
𝑘 = 0 
-(Eq.3.203) 
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−(
𝜕𝜁(𝑁=1,𝑀)
𝑘
𝜕𝜂
)
𝜂=1
+ 𝑃𝑒𝑝
𝑘
(𝑁=1,𝑀)
 𝑢𝑙
∗(𝜂 = 1, 𝜉)𝜁(𝑁=1,𝑀)
𝑘 (𝜂 = 1) = 0 
-(Eq.3.204)  
Note that, 
𝑗∗(𝜉) = −𝑢𝑙
∗(𝜂 = 1, 𝜉) 
-(Eq.3.205) 
 
vi. Symmetry wall condition(η=H) 
(
𝜕𝜁(𝑁=𝑁𝑚𝑎𝑥,𝑀)
𝑘
𝜕𝜂
)
𝜂=𝐻
= 0 
-(Eq.3.206) 
 
vii. Vanishing axial flux at heating surface (ξ=0) 
(
𝜕𝜁(𝑁,𝑀=1)
𝑘
𝜕𝜉
)
𝜉=0
= 0 
-(Eq.3.207) 
 This boundary condition is justified as long as there isn’t any chemical reaction/adsorption of 
the particles onto the heating surface. If there are, then the flux isn’t zero but is equal to reaction rate as 
given below.  
(
𝜕𝜁(𝑁,𝑀=1)
𝑘
𝜕𝜉
)
𝜉=0
= −Κ𝜁(𝑁,𝑀=1)
𝑘  
-(Eq.3.208) 
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viii. Coolant crud interface (ξ=1) 
(
𝜕𝜁(𝑁,𝑀=𝑀𝑚𝑎𝑥)
𝑘
𝜕𝜉
)
𝜉=1
= 1 
-(Eq.3.209) 
Interface conditions: 
For each interface between cells within the crud, apart from the solute concentration continuity, we 
also relate the radial and axial solute flux continuity across the interfaces. This yields us the following 
conditions: 𝑁 = ?̃? − 1,𝑀 
iii. Left-Right interface: 
(−𝐷𝑘
𝜕𝑛𝑘
𝜕𝑟
+ 𝑢𝑙𝑛
𝑘)
𝐿𝑒𝑓𝑡
= (−𝐷𝑘
𝜕𝑛𝑘
𝜕𝑟
+ 𝑢𝑙𝑛
𝑘)
𝑅𝑖𝑔ℎ𝑡
 
-(Eq.3.210) 
(−
1
𝑃𝑒𝑝
𝑘
(𝑁=?̃?−1,𝑀)
(
𝜕𝜁( 𝑁=?̃?−1,𝑀)
𝑘
𝜕𝜂
)
𝜂=𝜂?̃?
+ 𝑢𝑙
∗𝜁( 𝑁=?̃?−1,𝑀)
𝑘 (𝜂 = 𝜂?̃? , 𝜉))
=  (−
1
𝑃𝑒𝑝
𝑘
(𝑁=?̃?,𝑀)
(
𝜕𝜁( 𝑁=?̃?−1,𝑀)
𝑘
𝜕𝜂
)
𝜂=𝜂?̃?
+ 𝑢𝑙
∗𝜁( 𝑁=?̃?−1,𝑀)
𝑘 (𝜂 = 𝜂?̃? , 𝜉)) 
∀?̃? ∈  (2, 𝑁𝑚𝑎𝑥) -(Eq.3.211) 
 
iv. Top-bottom interface: 
(−𝐷𝑘
𝜕𝑛𝑘
𝜕𝑧
+ 𝑣𝑙𝑛
𝑘)
𝑇𝑜𝑝
= (−𝐷𝑘
𝜕𝑛𝑘
𝜕𝑧
+ 𝑣𝑙𝑛
𝑘)
𝐵𝑜𝑡𝑡𝑜𝑚
 
-(Eq.3.212) 
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(−
1
𝑃𝑒𝑝
𝑘
(𝑁,𝑀=?̃?−1)
(
𝜕𝜁( 𝑁,𝑀=?̃?−1)
𝑘
𝜕𝜉
)
𝜉=𝜉?̃?
+ 𝑣𝑙
∗𝜁( 𝑁,𝑀=?̃?−1)
𝑘 (𝜂, 𝜉 = 𝜉?̃?))
=  (−
1
𝑃𝑒𝑝
𝑘
(𝑁,𝑀=?̃?)
(
𝜕𝜁( 𝑁,𝑀=?̃?)
𝑘
𝜕𝜉
)
𝜉=𝜉?̃?
+ 𝑣𝑙
∗𝜁( 𝑁,𝑀=?̃?)
𝑘 (𝜉 = 𝜉?̃?)) 
∀?̃? ∈  (2,𝑀𝑚𝑎𝑥) -(Eq.3.213) 
 
Solution: 
The solution method employed here is similar to the one used to solve the solute diffusion equation 
earlier. First we divide𝜁 into an one dimensional axially-dependent part 𝜁0 and a two-dimensional part 
𝜁1.  
𝜁(𝜂, 𝜉) = 𝜁0(𝜂) + 𝜁1(𝜂, 𝜉) 
-(Eq.3.214) 
Solution for 𝜁0 
𝑑2𝜁0
𝑘
𝑑𝜉2
−
𝑃𝑒𝑝
𝑘̅̅ ̅̅ ̅
(𝑀)
𝐴𝑟
𝑑(𝑣𝑙
∗̅̅ ̅𝜁0
𝑘)
𝑑𝜉
= 0 
-(Eq.3.215) 
Boundary conditions for  𝜁0
𝑘 are set as: 
(
𝑑(𝜁0
𝑘)
𝑑𝜉
)
𝜉=0
= 0 
-(Eq.3.216) 
 
𝜁0
𝑘(𝜉 = 1) = 1 
-(Eq.3.217) 
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Selecting and fixing M for a particular value, (Eq.3.213) can be rewritten as: 
𝑑(𝜁0
𝑘)
𝑑𝜉
−
𝑃𝑒𝑝
𝑘̅̅ ̅̅ ̅
(𝑀)
𝐴𝑟
𝑣𝑙
∗̅̅ ̅𝜁0
𝑘 = 0 
-(Eq.3.218) 
Using central numerical technique we can write (Eq.3.216) as: 
𝜁0
𝑘
(𝑗+1)
− 𝜁0
𝑘
(𝑗)
Δ𝜉
−
𝑃𝑒𝑝
𝑘̅̅ ̅̅ ̅
(𝑀)
𝐴𝑟
𝑣𝑙
∗̅̅ ̅
(𝑗)
𝜁0
𝑘
(𝑗)
= 0 
-(Eq.3.219) 
Which gives us, 
𝜁0
𝑘
(𝑗)
=
𝐴𝑟𝜁0
𝑘
(𝑗+1)
Δ𝜉 (𝐴𝑟 + 𝑃𝑒𝑝
𝑘̅̅ ̅̅ ̅
(𝑀)
𝑣𝑙
∗̅̅ ̅
(𝑗)
)
 
∀𝑗 ∈  (2, 𝑗𝑚𝑎𝑥 − 1) 
-(Eq.3.220) 
𝜁0
𝑘
(𝑗=𝑗𝑚𝑎𝑥)
= 1 
-(Eq.3.221) 
𝜁0
𝑘
(𝑗=1)
= 𝜁0
𝑘
(𝑗=2)
 
-(Eq.3.222) 
Solution to 𝜁0
𝑘 is obtained by solving equations (Eq.3.218) - (Eq.3.220) until they converge to a fixed 
solution. 
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Solution for 𝜁1
𝑘: 
The governing equation for 𝜁1
𝑘 reduces to:  
∇2𝜁1
𝑘
(𝑁,𝑀)
− 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
[
1
𝜂
𝜕 (𝜂𝑢𝑙
∗𝜁1
𝑘
(𝑁,𝑀)
)
𝜕𝜂
+ 𝐴𝑟
𝜕 (𝑣𝑙
∗𝜁1
𝑘
(𝑁,𝑀)
)
𝜕𝜉
] − Ζ𝑘(𝜂, 𝜉) = 0 
-(Eq.3.223) 
Where Ζ𝑘(𝜂, 𝜉) is given by 
Ζ𝑘(𝜂, 𝜉) = 𝐴𝑟 (𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
𝑣𝑙
∗ − 𝑃𝑒𝑝
𝑘̅̅ ̅̅ ̅
(𝑀)
𝑣𝑙
∗̅̅ ̅)
𝑑𝜁0
𝑘
𝑑𝜉
− 𝐴𝑟𝑃𝑒𝑝
𝑘̅̅ ̅̅ ̅
(𝑀)
𝜁0
𝑘
𝑑𝑣𝑙
∗̅̅ ̅
𝑑𝜉
− Ψ𝑘 − Υ𝑘 
-(Eq.3.224) 
Note that 𝜁𝑘, Ζ𝑘 and 𝜁1
𝑘: will depend on cells (𝑁,𝑀) while 𝜁0
𝑘 depends only on M and not on N. 
 
 
After discretizing the crud, any node could be represented generally in the following format: 
(𝜁1
𝑘)
(𝑖,𝑗)
𝑠+1
= (𝜁1
𝑘)
(𝑖,𝑗)
𝑠
+
ω𝑐
𝐷5
[𝐷1(𝜁1
𝑘)
(𝑖+1,𝑗)
𝑠
+ 𝐷2(𝜁1
𝑘)
(𝑖−1,𝑗)
𝑠
+ 𝐷3(𝜁1
𝑘)
(𝑖,𝑗+1)
𝑠
+ 𝐷4(𝜁1
𝑘)
(𝑖,𝑗−1)
𝑠
− 𝐷5(𝜁1
𝑘)
(𝑖,𝑗)
𝑠
+𝐷6] 
-(Eq.3.225) 
Here k denotes the iteration counter and ω𝑠 denotes the ‘relaxation-factor’. ω𝑐 can vary from 
1 ≤ ω𝑐 < 2 and ω𝑐 takes the value ω̅𝑐 (computed by trial and error method) , the optimal relaxation-
factor, for the iteration process to converge fastest.  
A faster converging series could be represented when most recently available data are used. This leads 
to modifying (Eq.3.223) as follows: 
(𝜁1
𝑘)
(𝑖,𝑗)
𝑠+1
= (𝜁1
𝑘)
(𝑖,𝑗)
𝑠
+
ω𝑐
𝐷5
[𝐷1(𝜁1
𝑘)
(𝑖+1,𝑗)
𝑠
+𝐷2(𝜁1
𝑘)
(𝑖−1,𝑗)
𝑠+1
+ 𝐷3(𝜁1
𝑘)
(𝑖,𝑗+1)
𝑘𝑠
+ 𝐷4(𝜁1
𝑘)
(𝑖,𝑗−1)
𝑠+1
−𝐷5(𝜁1
𝑘)
(𝑖,𝑗)
𝑠
+ 𝐷6] 
-(Eq.3.226) 
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For an internal node(𝑖, 𝑗), we have: 
𝐷1 = 1 +
∆𝜂
2𝜂𝑖
− 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
∆𝜂
𝜂𝑖
(𝑃𝑁((𝜂𝑢∗)𝑒)) 
-(Eq.3.227) 
𝐷2 = 1 −
∆𝜂
2𝜂𝑖
+ 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
∆𝜂
𝜂𝑖
(𝑃𝑃((𝜂𝑢∗)𝑤)) 
-(Eq.3.228) 
𝐷3 = 𝐴𝑟
2𝐵𝐸2 − 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑁((𝑣∗)𝑛)) 
-(Eq.3.229) 
𝐷4 = 𝐴𝑟
2𝐵𝐸2 + 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑃((𝑣∗)𝑠)) 
-(Eq.3.230) 
𝐷5 = 2 + 2𝐴𝑟
2𝐵𝐸2 + 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
[
∆𝜂
𝜂𝑖
{(𝑃𝑃((𝜂𝑢∗)𝑒)) − (𝑃𝑁((𝜂𝑢
∗)𝑤))}
+ 𝐴𝑟𝐵𝐸∆𝜂{(𝑃𝑃((𝑣∗)𝑛)) − (𝑃𝑁((𝑣
∗)𝑠))}] 
-(Eq.3.231) 
𝐷6 = − Ζ
𝑘
(𝑖,𝑗)(∆𝜂)
2 
-(Eq.3.232) 
 
For a node on the chimney wall (𝜂 = 1), (𝑖 = 1) 
 
𝐷1 =
1
1 +
∆𝜂
4
[2 + ∆𝜂 − 2𝑃𝑒𝑝
𝑘
(1,𝑀)
∆𝜂(𝑃𝑁((𝜂𝑢∗)𝑒))] 
-(Eq.3.233) 
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𝐷2 = 0 
-(Eq.3.234) 
𝐷3 = 𝐴𝑟
2𝐵𝐸2 − 𝑃𝑒𝑝
𝑘
(1,𝑀)
𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑁((𝑣∗)𝑛)) 
-(Eq.3.235) 
𝐷4 = 𝐴𝑟
2𝐵𝐸2 + 𝑃𝑒𝑝
𝑘
(1,𝑀)
𝐴𝑟𝐵𝐸∆𝜂(𝑃𝑃((𝑣∗)𝑠)) 
-(Eq.3.236) 
𝐷5 =
1
1 +
∆𝜂
4
[2 + ∆𝜂 + 2𝑃𝑒𝑝
𝑘
(1,𝑀)
∆𝜂(𝑃𝑃((𝜂𝑢∗)𝑒))] + 2𝐴𝑟
2𝐵𝐸2  
+ 𝑃𝑒𝑝
𝑘
(1,𝑀)
𝐴𝑟𝐵𝐸∆𝜂[(𝑃𝑃((𝑣∗)𝑛)) − (𝑃𝑁((𝑣
∗)𝑠))] 
-(Eq.3.237) 
𝐷6 = − Ζ
𝑘
(1,𝑗)(∆𝜂)
2 +
2∆𝜂
1 +
∆𝜂
4
𝑃𝑒𝑝
𝑘
(1,𝑀)
(𝑗∗𝜙0)𝑗 
-(Eq.3.238) 
Here, 
(𝜂𝑢∗)𝑒 =
1
2
[(𝜂𝑢∗)(𝑖,𝑗) + (𝜂𝑢
∗)(𝑖+1,𝑗)] 
-(Eq.3.239) 
 
(𝜂𝑢∗)𝑤 =
1
2
[(𝜂𝑢∗)(𝑖,𝑗) + (𝜂𝑢
∗)(𝑖−1,𝑗)] 
-(Eq.3.240) 
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(𝑣∗)𝑛 =
1
2
[(𝑣∗)(𝑖,𝑗) + (𝑣
∗)(𝑖,𝑗+1)] 
-(Eq.3.241) 
(𝑣∗)𝑠 =
1
2
[(𝑣∗)(𝑖,𝑗) + (𝑣
∗)(𝑖,𝑗−1)] 
-(Eq.3.242) 
BE =
∆𝜂
∆𝜉
 
-(Eq.3.243) 
The other boundary conditions for (𝜁1
𝑘) can be written as: 
Crud-Bulk coolant boundary condition: 
(𝜁1
𝑘)
(𝑖,𝑗=𝑗𝑚𝑎𝑥)
= 0 
-(Eq.3.244) 
Crud-Heating surface boundary condition: 
(𝜁1
𝑘)
(𝑖,𝑗=1)
= (𝜁1
𝑘)
(𝑖,𝑗=2)
 
-(Eq.3.245) 
Crud radial symmetry boundary condition: 
(𝜁1
𝑘)
(𝑖=𝑖𝑚𝑎𝑥,𝑗)
= (𝜁1
𝑘)
(𝑖=𝑖𝑚𝑎𝑥−1,𝑗)
 
-(Eq.3.246) 
Interface conditions: 
At left-right cell interface (𝑖 = 𝑖)̃, we have: 
1
𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
(
𝜕𝜁𝑘
𝜕𝜂
)
(𝑖=?̃?,𝑗)
− 𝑢𝑙
∗𝜁𝑘(𝑖 = 𝑖,̃ 𝑗) =
1
𝑃𝑒𝑝
𝑘
(𝑁+1,𝑀)
(
𝜕𝜁𝑘
𝜕𝜂
)
(𝑖=?̃?,𝑗)
− 𝑢𝑙
∗𝜁𝑘(𝑖 = 𝑖̃, 𝑗) 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.247) 
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1
𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
(
𝜁𝑘(𝑖=?̃?,𝑗) − 𝜁
𝑘
(𝑖=?̃?−1,𝑗)
Δ𝜂
) − 𝑅𝑒𝑚(𝑁,𝑀)
𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
Δ𝜂
𝜁𝑘(𝑖 = 𝑖,̃ 𝑗)
=
1
𝑃𝑒𝑝
𝑘
(𝑁+1,𝑀)
(
𝜁𝑘(𝑖=?̃?+1,𝑗) − 𝜁
𝑘
(𝑖=?̃?,𝑗)
Δ𝜂
) − 𝑅𝑒𝑚(𝑁+1,𝑀)
𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
Δ𝜂
𝜁𝑘(𝑖 = 𝑖,̃ 𝑗) 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.248) 
𝜁𝑘(𝑖=?̃?,𝑗) =
[
𝜁𝑘(𝑖=?̃?−1,𝑗)
𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
+
𝜁𝑘(𝑖=?̃?+1,𝑗)
𝑃𝑒𝑝
𝑘
(𝑁+1,𝑀)
]
[
1
𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
+
1
𝑃𝑒𝑝
𝑘
(𝑁+1,𝑀)
− 𝑅𝑒𝑚(𝑁,𝑀) (𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
) + 𝑅𝑒𝑚(𝑁+1,𝑀) (𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
)]
 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.249) 
Thus, 
𝜁1
𝑘
(𝑖=?̃?,𝑗)
=
[
𝜁1
𝑘
(𝑖=?̃?−1,𝑗)
𝑃𝑒𝑝𝑘(𝑁,𝑀)
+
𝜁1
𝑘
(𝑖=?̃?+1,𝑗)
𝑃𝑒𝑝𝑘(𝑁+1,𝑀)
] + 𝜁0
𝑘
(𝑗)
[𝑅𝑒𝑚(𝑁,𝑀) (𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
) − 𝑅𝑒𝑚(𝑁+1,𝑀) (𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
)]
[
1
𝑃𝑒𝑝𝑘(𝑁,𝑀)
+
1
𝑃𝑒𝑝𝑘(𝑁+1,𝑀)
− 𝑅𝑒𝑚(𝑁,𝑀) (𝑃𝑙
∗
(𝑖=?̃?,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?−1,𝑗)
) + 𝑅𝑒𝑚(𝑁+1,𝑀) (𝑃𝑙
∗
(𝑖=?̃?+1,𝑗)
− 𝑃𝑙
∗
(𝑖=?̃?,𝑗)
)]
 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.250) 
For a more simplified condition, if we assume 𝑢𝑙
∗ remains a constant on either side of the interface, then 
we yield a simple interface condition as: 
𝜁1
𝑘
(𝑖=?̃?,𝑗)
=
𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
𝜁1
𝑘
(𝑖=?̃?+1,𝑗)
+ 𝑃𝑒𝑝
𝑘
(𝑁+1,𝑀)
𝜁1
𝑘
(𝑖=?̃?−1,𝑗)
(𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
+ 𝑃𝑒𝑝
𝑘
(𝑁+1,𝑀)
)
 
∀𝑁 ∈ (1,𝑁𝑚𝑎𝑥 − 1) -(Eq.3.251) 
Similarly for top-bottom interfaces (𝑗 = 𝑗̃), we have a simplified relation as follows: 
𝜁1
𝑘
(𝑖,𝑗=?̃?)
=
[𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
𝜁1
𝑘
(𝑖,𝑗=?̃?+1)
+ 𝑃𝑒𝑝
𝑘
(𝑁,𝑀+1)
𝜁1
𝑘
(𝑖,𝑗=?̃?−1)
− 𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
(𝜁0
𝑘
(𝑗=?̃?+1)
− 𝜁0
𝑘
(𝑗=?̃?)
) + 𝑃𝑒𝑝
𝑘
(𝑁,𝑀+1)
(𝜁0
𝑘
(𝑗=?̃?)
− 𝜁0
𝑘
(𝑗=?̃?−1)
)]
[𝑃𝑒𝑝
𝑘
(𝑁,𝑀)
+ 𝑃𝑒𝑝
𝑘
(𝑁,𝑀+1)
]
 
∀𝑀 ∈ (1,𝑀𝑚𝑎𝑥 − 1) -(Eq.3.252) 
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 (Eq.3.226) gives a set of k equations where k takes size group numbers with the range 1 ≤ 𝑘 ≤ 𝑙𝑚𝑎𝑥. 𝑠 here 
denotes the iteration number while (𝑖, 𝑗) denotes the node numbers. 
The equation (Eq.3.226) is iterated for all 1 ≤ 𝑘 ≤ 𝑙𝑚𝑎𝑥 over the entire spatial nodes until the solutions 
converge. The results are the normalized number density distribution of the different size groups of the 
particle. 
Plugging is generally the term used to describe the process when a particle of a radius larger than that of a pore 
is attempting to force itself through the pore and ends up blocking the pore pathway for any of the other 
particles. In this model presented here, pluggings are not accounted for as the particle dimensions we’re 
dealing with are generally much smaller than that of the pores. However once sufficient particles get absorbed 
into the crud as pores get more and more filled up, the void radii drop and chances of plugging becomes more 
eminent. This phenomenon leads to more packing of crud at the lower layers leading to a higher porosity 
gradient through its thickness. 
If, in a pore of radius 𝑅0, we assume the fluid velocity profile to be parabolic, then the velocity profile in the 
pore is computed to be  
𝑢(𝑖,𝑗)(𝑟𝑟) = 2𝑢(𝑖,𝑗) (1 −
𝑟𝑟
2
𝑅0
2) 
-(Eq.3.253) 
And centerline velocity is given as: 
?̇?(𝑖,𝑗)(𝑟𝑝 = 0) = 2𝑢(𝑖,𝑗) 
-(Eq.3.254) 
Note that 𝑢(𝑖,𝑗) here denotes the speed of fluid computed from the pressure problem at nodes (𝑖, 𝑗). 
If we define 𝜃 such that 𝜃𝑎 denotes the limiting boundary thickness from the pore boundary for the particle to 
interact with the crud, then the total flux of particles interacting within the pore is given by: 
𝜚 = 4𝑢(𝑖,𝑗)𝑛𝑏𝑢𝑙𝑘
𝑘 𝜁𝑘(𝑖,𝑗) (
𝑅0
2 − (𝜃𝑎)2
4𝑅0
2 ) 
-(Eq.3.255) 
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Probability of the interacting flux to get absorbed into the crud is given by Bindra [3.5] as: 
𝑝𝑎𝑡𝑡 =
1
∫ 𝑒
[(𝑉𝑡(𝑥)−𝑉𝑡(𝛿𝑓)) 𝑘𝑇⁄ ]𝑑𝑥
𝛿𝑓
(𝜃𝑎)
 
-(Eq.3.256) 
Thus the absorption rate of particles into the crud after deep bed filtration is given by 
Λ̅𝑘𝑝𝑒𝑟 𝑝𝑜𝑟𝑒 = 𝜚𝑝𝑎𝑡𝑡 
-(Eq.3.257) 
 
After 𝑁 particles have been deposited, the new pore radius is given by Rege et. al. [3.4]. 
𝑅𝑛𝑒𝑤 = [
1
𝑅0
4 + 0.1875∑
𝑎𝑖
𝐿
{1 − (1 −
𝑎𝑖
𝑅0
)
2
}
2
𝐾1
𝑁
𝑖=1
]
−1 4⁄
 
-(Eq.3.258) 
Where 𝐾1 is given by (Eq.2.36). 𝑎𝑖  denotes the deposited particle’s radius. Modified porosity is given by: 
𝜖𝑛𝑒𝑤(𝑖,𝑗) =
𝜖0(𝑖,𝑗)
𝑅0
3 [
1
𝑅0
4 + 0.1875∑
𝑎𝑖
𝐿
{1 − (1 −
𝑎𝑖
𝑅0
)
2
}
2
𝐾1
𝑁
𝑖=1
]
−3 4⁄
 
The length of the pore 𝐿 could be replaced by the radius of the pore, 𝑅0, as they both are expected to be in the 
same order. 
In order to obtain a more complete description of the porosity the same process could be repeated for all 
colloids, not just for the Nickel ferrite particles. The same model could also be extended to obtain the crud 
thickness evolution. However the thickness evolution is not purely dominated by the filtration-plugging 
mechanism as bubble implosion mechanics have an important say in the deposition rate at the top of the crud 
especially during the crud initiation period when the clean surface of the heating elements are exposed to the 
bulk coolant. The crud initiation process is largely dominated by the bubble implosion mechanics as described 
by Hitesh Bindra’s model [3.6].   
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3.5 Flow Charts 
Flow Chart.3.1Algorithm used in Pan’s Wick-boiling model for unit chimney cell 
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Flow Chart.3.2 Algorithm to accommodate and evaluate porosity variations within the crud 
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4. Results and Analysis 
 
4.1 Sample Case 
Property Unit Value 
Physical Constants 
𝜌𝑙 𝑘𝑔 𝑚
−3 5.92 × 102 
𝜌𝑣 𝑘𝑔 𝑚
−3 9.94 × 101 
𝜇𝑙  𝑘𝑔 𝑚
−1𝑠−1 6.78 × 10−5 
𝜇𝑣 𝑘𝑔 𝑚
−1𝑠−1 2.30 × 10−5 
𝜎 𝑁 𝑚−1 4.65 × 10−3 
𝐻𝑓𝑔 𝐽 𝑘𝑔
−1 9.67 × 105 
ℎ𝑒 𝑊 𝑚
−2𝐾−1 5.53 × 106 
Non-Dimensional factors 
𝐴𝑟  0.1 
𝑓  0.94 
Table.4.1:  Selected uniform/mean porosity for the sample cases: 0.72 
 
M˅              N˃ 1 2 3 
1 0.5285     0.6826     0.8367 
2 0.6026     0.7196     0.8367 
3 0.6767     0.7567     0.8367 
Table.4.2 Selected porosity distribution for the 3 by 3 celled sample case: 
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Looking at temperature distributions (Plots 4.2.1) for the sample cases and comparing them clearly 
shows that peaking temperatures occurring within the crud are much higher in case of uniform 
porosities, while those of non-uniform porosity case are is slightly lower.  The areas near the lower end 
of the crud at the crud-heating element interface tend to have much higher temperatures than that at 
the crud-bulk coolant interface. Comparing the temperature distribution profiles at the crud-heating 
element interface between the two cases, it is observed that the temperatures are much lower near the 
chimney for that of the non-uniform porosity case in comparison to the other one. This could be 
explained due to the transport of bulk fluid within the crud changing due to the alterations of the 
porosity. Transport of fluid tends to be slightly higher at the bottom left corner of the crud in the non-
uniform porosity case than that in the uniform porosity case. This leads to a more efficient transfer of 
heat energy in the non-uniform porosity case than the latter. Because the effective conductivity K near 
the chimney base is much higher than (as a result of the porosity variations) that near symmetry line, 
temperatures around this region is much lower for the power transfer rate from the heating element 
into the crud when compared with the other end of the crud base. 
Plots 4.2.3 and 4.2.4 show the water flux from the crud into the chimney through the chimney wall for 
uniformly porous crud and a non-uniformly porous crud case respectively. Once again we notice that the 
peaking flux occurs at intersection of the base of the chimney and the heating wall of the crud. 
Comparing the two plots also shows the peaking value is higher in the case of the non-uniformly porous 
crud. The change of slope of the plot is also shaper in 4.2.4 while 4.2.3 is gentler. This implies that bulk 
of the transferred wall flux in the lower sections occurs a lot more in 4.2.4 than that in 4.2.3 while that in 
upper sections are lower in 4.2.4 than that in 4.2.3. The sharp steps in 4.2.4 are because of the sharp 
jumps in the porosity from cell to cell. This kind of jump won’t be observed in real life scenarios as the 
porosity variations don’t tend to be as sharp as assumed here and are more gradual across the entire 
crud. Obviously this would imply an innate error in the results presented in 4.2.4. However one should 
note that these results are more accurate than the ones presented in 4.2.3. More accurate solutions 
could be obtained by increasing the number of cells within the crud problem here. For a complete and 
accurate solution, the porosity variation should be treated as a continuously varying variable across the 
crud. Solving this would be more challenging and computationally demanding- the very reason why the 
problem is treated with discrete porosities here. 
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This rise in peak wall flux is a consequence of the porosity effect on the thermal behavior in the crud. 
This consequently results in the change in the pressure problem and the fluid flow within the crud as 
shown in 4.2.5, 4.2.6 & 4.2.7. The lowest pressure in 4.2.5 and 4.2.6 occurs at the intersection between 
the chimney base and the heating element-crud boundary. The value of the lowest pressure is lower in 
case of 4.2.6 than that in 4.2.5. This, as mentioned before, is obviously a consequence of the shift in 
porosity profiles. Eq.3.51 describes the cause of this relation between the porosity and the pressure 
values. Porosity decrease results in decrease in permeability of the porous medium. This consequently 
modifies the modified Reynolds’s number as it is directly proportional to the permeability. The pressure 
solution Eq.3.98 is inversely dependent on the local modified Reynolds’ number. They are reflected on 
the 
𝐶𝐿𝑛
(𝑁,𝑀)
,
𝐶𝑅𝑛
(𝑁,𝑀)
,
𝐶𝑇𝑛
(𝑁,𝑀)
& 
𝐶𝐵𝑛
(𝑁,𝑀)
 shown in Eq.3.98.  
Figures 4.2.8 and 4.2.9 are solute concentration distributions across the crud for uniform porosity and 
non-uniform porosity cases. The concentration of the solute relates exponentially to the porosity as 
seen in Eq.3.154. As the porosity lowers, the concentration values spike exponentially. This explains the 
high levels of solute concentrations inside the crud. The shifting of the peak values in 4.2.9 from 4.2.8 
shows the importance of treating the solute concentration distribution problem without ignoring local 
porosity variations. The solute concentration values are a direct consequence of local porosity 
dependence on concentration as well as its impacts on the thermal and pressure problems. The impacts 
of the shifting of the fluid flow on the concentration transport are added onto the concentration 
distribution problem and thus porosity variations not only affect it through the Peclet’s number but also 
through the shifts in local velocity.  
Fig.4.2.10 shows particle number density distributions for different particle groups across the crud. The 
particle number densities have similar behavior to that of solute concentrations with a few differences. 
The particles do have an exponential dependence towards porosity similar to that of solute 
concentrations as noticed from Fig.4.2.11. However, particles have the ability to shift in size moving into 
another size group by either agglomeration (with similar or different size groups) or disassociation into 
smaller groups.  At steady state, any group has a constant rate of agglomeration and dissociation. 
Another difference is the dependence of Peclet’s number to the particle densities (discussed in Future 
work). The overall behavior of particle distribution across the crud is similar to the solute concentration 
distribution as long as the peaking number density values remain comparatively low. Though the 
number densities of the bigger particles are comparatively lower than those of the smaller particles, 
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they do contribute significant mass and volume of particles into the crud. Each of these particles has 
different absorption rates into the crud which are all computed. Thus we can see the net absorbed mass 
distribution for each particle size group in Fig.4.2.12 and Fig.4.2.13. The absorbed mass calculations 
were performed for an increase of the overall crud mass by roughly 4%. We note that the mass 
absorption is generally at its highest near the lower chimney walls. Thus the observations justify the 
previous assumptions that porosities tend to be lower near and around the chimney wall sections of the 
crud. Fig.4.2.14 - Fig.4.2.16 stand proof to said claim. The total mass absorbed is a sum of all the 
particles absorbed into the crud. Similar observations are made for the non-uniform porosity case as 
well. The particles tend to accumulate more at the chimney base-crud regions with a higher peaking 
value than that of a uniformly porous case (Fig.4.2.17-Fig.4.2.18 & Fig.4.2.10-Fig.4.2.11). Similar increase 
in peak -absorbed mass value was observed in non-uniform porous case as well (Fig.4.2.19 & Fig.4.2.20). 
Consequently this results in much larger decrease of porosities in this case than in the previous case. 
This is observed clearly from Fig.4.2.22- Fig.4.2.24. For the mass of the crud to increase purely through 
the absorption of Nickel Ferrite particles by about 4% takes 29.1474 days. Note that there may be other 
factors contributing to the increase of the crud’s over all mass as well like absorption of other particles 
than Nickel Ferrites, and also through crud thickness increments through deposition via bubble 
implosion-deposition mechanics described in Hithesh Bindra’s model [5.6]. 
Thus one can conclude that non-uniform porous crud accelerates the absorption and fall of porosity 
near the lower the base of the chimney, resulting in further increase of the non-uniformity in porosity of 
the crud itself. On the whole, this conclusively proves the non-uniformity of porosity within the crud 
layers and the importance of factoring this into calculations regarding the crud itself. 
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4.2.1 Temperature Distribution for Sample Case with Uniform Porosity ϵ=0.72 
 
 
Fig.4.1: Temperature distribution for uniform porosity 
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4.2.2 Temperature Distribution for Sample Case with Non-Uniform Porosity with Mean Porosity at 
ϵmean=0.72 
 
 
Fig.4.2: Temperature distribution for non- uniform porosity 
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4.2.3 Chimney Wall Flux for Uniform Porosity: 
 
 
Fig.4.3: Chimney Wall Flux for Uniform Porosity 
4.2.4 Chimney Wall Flux for Non-Uniform Porosity: 
 
Fig.4.4: Chimney Wall Flux for Non-Uniform Porosity 
 
 
109 
 
4.2.5 Pressure Distribution Inside Crud for Uniform Porosity: 
 
 
Fig.4.5: Pressure distribution for uniform porosity 
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4.2.6 Pressure Distribution Inside Crud for Non-Uniform Porosity Distribution: 
 
Fig.4.6: Pressure distribution for non-uniform porosity 
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4.2.7 Velocity Fields Inside the Crud: 
 
Fig.4.7: Velocity fields for uniform porosity 
 
Fig.4.8: Velocity fields for non-uniform porosity 
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4.2.8 Solute Concentration Distribution for Uniform Porosity: 
 
 
Fig.4.9: Solute Concentration distribution for uniform porosity 
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4.2.9 Solute Concentration Distribution for Non-Uniform Porosity: 
 
 
Fig.4.10: Solute Concentration distribution for non-uniform porosity 
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4.2.10  Particle Distribution for Uniform Porosity: 
 
Fig.4.11: Particle distribution for uniform porosity 
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4.2.11  Semilog Particle Distribution for Uniform Porosity: 
 
Fig.4.12: Semilog particle distribution for uniform porosity 
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4.2.12 Absorbed Mass Distribution Across the Crud for Uniform Porosity: 
 
Fig.4.13: Absorbed mass distribution for uniform porosity 
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4.2.13 Semilog Absorbed Mass Distribution Across the Crud for Uniform Porosity: 
 
 
Fig.4.14: Semilog absorbed mass distribution for uniform porosity 
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4.2.14 Porosity Profile Before Absorption of Particles for a Uniform Porosity Profile Case: 
 
Fig.4.15: Porosity profile before absorption for a uniform porosity profile case 
4.2.15 Porosity Profile After Absorption of Particles for a Uniform Porosity Profile Case: 
 
Fig.4.16: Porosity profile after absorption for a uniform porosity profile case 
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4.2.16 Decrease in Porosity After Absorption of Particles from the Start for a Uniform Porosity Profile 
Case: 
 
Fig.4.17: Decrease in porosity after absorption of particles for a uniform porosity profile case 
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4.2.17  Particle Distribution for Non-Uniform Porosity: 
 
Fig.4.18: Particle distribution for non-uniform porosity 
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4.2.18 Semilog Particle Distribution for Non-Uniform Porosity: 
 
Fig.4.19: Semilog particle distribution for non-uniform porosity 
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4.2.19 Absorbed Mass Distribution Across the Crud for Non-Uniform Porosity: 
 
Fig.4.20: Absorbed mass distribution for non-uniform porosity 
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4.2.20 Semilog Absorbed Mass Distribution Across the Crud for Non-Uniform Porosity: 
 
Fig.4.21: Semilog absorbed mass distribution for non-uniform porosity 
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4.2.21 Porosity Profile Before Absorption of Particles for a Non-Uniform Porosity Profile Case: 
 
Fig.4.22: Porosity profile before absorption for a non-uniform porosity profile case 
4.2.22 Porosity Profile After Absorption of Particles for a Non-Uniform Porosity Profile Case: 
 
Fig.4.23: Porosity profile before absorption for a non-uniform porosity profile case 
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4.2.23 Decrease in Porosity After Absorption of Particles from the Start for a Non-Uniform Porosity 
Profile Case: 
 
Fig.4.24: Decrease in porosity after absorption from the start for a non-uniform porosity profile  
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5. Conclusions and Future Work: 
The primary objective of this work was to study, analyze and predict the dynamic performance of a crud 
during operation. The objective was to be achieved by developing a computational tool that could 
simulate and analyze the crud properties remotely during online operation. The tool would handle 
various physics models of the crud during sub-cooled nucleate boiling and estimate solute hold-up, crud 
composition, porosity and thickness evolution of the crud over the lifetime of the fuel etc. The model 
would also have the ability to analyze and predict the movement and accumulation of solutes and 
particles through the crud layers remotely without disturbing operations. This would be achieved by 
studying and modeling in detail the thermodynamics, coolant transport mechanics, solute transport and 
diffusion mechanics, particle transport mechanics, various physical absorption/adsorption mechanics 
and other related chemical reactions involved within the crud.  
The tool developed here would treat the porosity to be anisotropic and non-uniform across the crud in 
order to understand the importance of such porosity variations towards different physics models 
applied to understand crud performance. The tool also is designed to understand and predict how the 
porosity profile evolves and changes locally and temporally based on operating conditions. This model is 
also developed to have an idea of how the crud’s structure and local chemical composition would be 
expected to evolve with fuel cycle.  
For the model to handle the different local porosities across the crud, the control volume is divided into 
different zones (or ‘cells’ as termed in this work) of fixed porosities. Governing equations are framed for 
each of these cells with fixed porosities within them, and appropriate boundary conditions and cell-
interface conditions are framed to handle different physical attributes of the crud, including a thermal 
model, a solute diffusion model, a pressure model, a particle transport model. The models are coupled 
whenever needed and iterated repeatedly towards convergence.  
Each of these models are coupled and solved both analytically and numerically to compare between the 
efficiency of these two solving methods. It was found out that the numerical solution method for this 
problem is far more efficient in terms of computing time and solution accuracy when compared to its 
counterpart. The analytical solution uses advantage of being able to separate the function involved in 
the Laplace equations into independent functions along the axial and radial axes. Corresponding series 
solutions are generated by using Eigen functions. Eigen values and Eigen constants are calculated based 
on boundary conditions and interface conditions governing the differential equation.  
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The solutions are required to be modified a little for special cases like those involved in solving for the 
cells lying on the boundary of the control volume. Solving of these models analytically involve solving of 
matrices through matrix inversion techniques. Some of the Bessel functions involved in the solution of 
these equations which arise in the form of Eigen functions, increase exponentially in value as we 
increase the number of terms in the series solutions (due to increased values of the Eigen values). These 
increased values cause instabilities and inaccuracies during matrix inversions, making the whole process 
less feasible and limits the possibility of increasing the accuracy of the solutions by increasing the 
number of terms in the Eigen series. Certain built-in features to generate Bessel functions could be used 
but computation time for these are high in Matlab. The same was not the case for FORTRAN compilers 
as was demonstrated in earlier works. Such costs limit the highest accuracy possible for analytical 
method at an optimal computation cost. 
Numerical solution techniques on the other hand can be used to attain any degree of accuracy but 
computation costs increase significantly to attain that. These numerical methods also give the flexibility 
of being able to handle much finer cells without much loss of computation time/power while reducing 
errors generated due to interface conditions handling sharp changes in porosities. Different 
discretization techniques were again applied to search for the most optimal method and central 
differencing techniques were found to best fit the requirements. Apart from the general errors due to 
loss of accuracy involved in discretization, some inaccuracies arise due to interface conditions. The grid 
size can be increased as per our accuracy requirements and is only limited by computation costs. The 
central differencing technique is preferred here, and convergence is obtained faster using Successive 
Over-Relaxation (SOR) technique. Optimal SOR values are selected using trial and error methods. Most 
of the results presented in this study were solved using said numerical techniques.  
Solutions for the model are obtained for cases of uniform porosity, and non-uniformly varying porosity 
and compared. The uniform porosity case also serves as a bench mark to validate with previously 
developed models.  
Energy models catalog the difference in peaking temperatures due to the treatment of porosity as non-
uniform from that of uniform. They also show a much more efficient transfer of energy from the heating 
element into the crud in cases of non-uniformly porous deposits than that of uniformly porous deposits. 
The primary mode of heat transfer shifts from conduction/convection to heat transport via latent heat 
energy of the boiling solvent bubbles via the chimneys.  
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Pressure models also depict peaking water flux differences between the two cases due to subtle 
differences in pressure gradients. While solving the pressure problem, the temporal variations due to 
the fast growing and imploding bubble at the chimney mouth are treated to have a constant pressure 
although, in reality, this is not the case. Computational challenges limit us into treating the varying 
bubble radii to be constants. This consequently affects the surface tension across the vapor-liquid 
interface which would also vary with temperature. This in-turn reflects on the pressure distribution of 
the vapor through the axis of the chimney which would, in reality, be shifting quickly depending on the 
radii of the imploding bubbles. However for simplicity all these variations are treated to be negligible 
and handled as temporally independent.  
Solute concentrations are far more dependent on the non-uniformity of the porosity as depicted by the 
model results. The concentrations of solutes across the crud have an exponential dependence towards 
local porosity as depicted in Fig.4.9 and Fig.4.10. Increments in solute hold up concentrations imply that 
variations in porosity cannot be ignored. This shows the increase in concentrations of held-up boric acid 
within the lower layers of the crud consequently resulting in crud-induced axial offset anomaly of power 
within the core. This has heavy impacts on the neutronics, the fuel life cycle and core thermodynamics.  
Particle number densities also have an exponential dependence towards crud porosity similar to that of 
solute concentrations. Each size group of different particles is assigned corresponding governing particle 
transport equations with unique diffusion and transport properties. Some of these properties are 
directly dependent on the porosity, temperature and other local physical conditions. The governing 
equations also account for particle removal and creation rates by transforming into particles of another 
group through corresponding particle dissociation terms and association terms. Particles may also be 
created and destroyed through chemical reactions or absorption. The equations are then solved 
numerically and the solutions generated give different particle number density distributions for different 
size groups. There are some errors that are generated at the interface conditions due to the sharp 
changes in porosity. These errors are significant especially at the interfaces near the chimney base-crud 
interfaces where number densities tend to peak. Computation costs for solving this are almost similar to 
that of solute concentration model, except for the fact that here we need to solve a system of governing 
differential equations while in the solute diffusion model we had only one governing equation to solve 
for.  
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The particle number densities are highly dependent on the local porosity as they have an exponential 
dependence towards the factor as well and the results from the solutions affirm this claim.  
For computing the effective attachment or absorption rates of these distributed particles into the crud, 
various absorption mechanisms have to be understood qualitatively for corresponding particles.  
The primary scope of this work is to assess local deposition rates of Nickel Ferrites as they tend to be a 
dominant constituent of the crud. Experimental analysis[5.1] show Nickel Ferrites tend to exist in non-
stoichiometric form within the crud. The code used here could be modified to accommodate for the 
non-stoichiometric nature of the nickel ferrites. Although a main component of the crud, Nickel Ferrites 
are not the only component of the crud. Other than NiFe2O4, the crud was found to contain Ni2FeBO5, 
FeOOH and other Fe-bearing compounds and alloys. The code could also be extended to predict 
deposition rates of such other particles as well so long as the appropriate constants are modified. 
Certain particles might have different deposition mechanisms like magnetic adhesion etc. which also 
would need to be accounted for. The choice of Ferrites helps demonstrate the functionality of the tool 
to be able to track, estimate and predict particle concentrations within the code with the model 
developed here. Previous work done on absorption and formation rates/mechanisms of Ferrites in PWR 
operating conditions were considered in approaching the absorption rates that are used in the model.  
The particle absorption model for the crud is then developed by combining the particle number density 
model along with computed absorption rates. This enables us to predict the temporal and spatial 
changes in local porosity due to the absorption of Ferrites within the crud during operating conditions. 
Note that although the changes in porosity predicted here are not complete, as absorption of all types 
of particles present within the crud/core need to be accounted for. The estimates are within reasonable 
proximity of the original values as Ferrites are the major constituent within the crud. The results also 
form evidence that local porosity values dictate heavily the local absorption rates within the crud as well 
as the evolution of the crud structure and composition with time. Results also show that the crud is very 
highly packed and less porous near the chimney base-crud interface than most of the other regions.  
The solute concentration models could also be extended to account for multiple solutes other than just 
LiOH as done with this work. Boric acid would be of particular interest as they are used as control shims 
inside a PWR code. Work done by Jaiswal[5.2] could be modified and combined with the code to obtain 
more accurate estimates of boric acid hold-up concentrations within the crud.  
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Consequent crud-induced power shifting (CIPS) due to boric acid hold-ups could also be determined 
with a neutronics module connected to the algorithm. This work would be an improvement in the 
accuracy of the results obtained as the porosity variations would also be accounted for in said 
modifications. Transient analysis could also be performed in predicting the formation rate of crud over 
the life cycle of the fuel rods.    
Adding said neutronics module would also help in accurate back calculations from power-shifting to 
measure crud thickness and growth rate. The feedback effects occurring due to the neutronics being 
altered by the presence of higher boric acid concentrations within the crud would influence the 
hydraulics and heat transfer mechanics between the heating elements and the bulk coolants by 
affecting the crud physics. Another module that could also be incorporated into this work, is adding a 
growth rate mechanism. This module should accommodate mechanisms shown by Bindra’s model[5.6] as 
well as the growth rate due to accumulation and adhesion of particles at the upper (coolant-crud 
interface) layers of the crud. This module could also be included within the core to obtain complete and 
overall estimates within the core. 
Hydrothermal synthesis of bonaccordite (nickel-iron borate, Ni2FeBO5) is known to occur within the crud 
as revealed from analysis conducted by Sawicki[5.1]. Previous studies of such flakes from Callaway fuel 
hints towards the presence of Bonacordite, a compound very rich in Boron, in the crud’s middle layers 
[5.4][5.5]. Though conditions do not always favor their formation, bonaccordite is insoluble and hence tend 
to remain within the solid structures of the crud. This means boron which is predominantly in the 
solution (boric acid) form, tends to take up a more permanent and lasting form by crystallizing into the 
crud.  
Naturally occurring Boron has only 19.9 % of B10 isotope, while the rest is composed of B11. Only B10 
isotope is efficient at absorbing thermal neutrons as indicated above, producing stable Li7 in the process. 
                              0n
1 (0.0253eV) + 5B
10                 2He
4 + 3Li
7          … xS=3837b 
This naturally leads to depletion of B10 isotopic concentration from the Boron compounds in the core, 
while enriching Li7 isotopic concentration in the same. The continuous conversion of B10 into Li7 also 
results in a shift in the pH of the core (albeit very small). This change in pH and isotopic concentrations 
of said elements within the core forms a good handle to measure amount of Boron that have undergone 
(n,α) transformations.  
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This rate of boron burn up within the core is directly dependent on the amount of boron that is being 
present within the core as well as the intensity of neutron flux it is exposed to. Hence the greater the 
boron concentrations within the core, greater the boron burn up and vice versa.  
The presence of SNB-induced boron hide out can lead to a very large quantity of boron trapped within 
the crud layers, thereby increasing the total amount of boron present within the core. This would lead a 
faster depletion of B10 isotope concentrations than in the case when there is no hide-out. Thus by 
observing the isotopic concentrations of Boron, Lithium and also the pH meter, it is possible to point out 
amount of boron hide out (if any) occurring in the crud. Given that B10 isotope has a large absorption 
cross section for thermal neutrons while B11 doesn’t, an isotopic analysis of the crud obtained from crud 
flakes collected after a cycle would reveal the time and corresponding conditions that aided the 
formation of bonaccordite layers. If accurate conditions for their formation are obtained, bonaccordite 
formation rate could also be predicted with the model presented here. The sensitivity and accuracy of 
this method, however, requires further study especially as external addition of compounds may tend to 
distort the small variations that need to be measured accurately for this method. 
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6. APPENDIX: Evaluation of Chimney Pressure Distribution Down the Steam Chimney 
In order to calculate the flux through the chimney wall, we will need an estimate of vapor pressure 
distribution within the chimney. Work done by Yuan and Finkelstein[6.1] helps us get a good estimate of 
required values in the chimneys. A brief explanation of the method described below, shows it is almost 
similar to that used by Pan[6.2] but for the modifications that account for the changes in porosity through 
the crud’s thickness.  
The pressure distribution has no variation within the chimney along the r-direction but only along the z-
direction. Inorder to evaluate this, the whole chimney is divided into (Mmaxmmax) regions as shown. Any 
of these sections (region j) will have the following mass fluxes:  
i- Mvj flowing into the j
th section from the j-1th section.  
ii- Mvj+1 flowing out of the j
th section into the j+1th section.  
iii- Wall flux coming into or out of the regions through chimney-crud wall depending on 
whether there is condensation or evaporation occurring at the chimney walls. 
Continuity of mass flux at the chimney-crud wall results in a velocity profile 𝑢𝑣(𝑧) along the r-direction 
into/ from the wall as follows: 
𝑢𝑣(𝑧) = −𝑅𝑙𝑣𝑈𝑙𝑗
∗(𝜉) 
-(Eq.A.1) 
Where 𝑅𝑙𝑣 = 
𝜌𝑙
𝜌𝑣
 is the ratio of the densities of the liquid to vapor phase of the solvent/coolant.  
Thus, for jth node at the crud-chimney wall, the radial vapor velocity becomes: 
𝑢𝑣𝑗 = −𝑅𝑙𝑣𝑈𝑙𝑗𝑗
∗ 
-(Eq.A.2) 
 
 
 
For the jth region in the chimney, the average radial vapor velocity at the wall could be simplified as 
 
 
133 
 
𝑢𝑣𝑗 = 
𝑢𝑣𝑗 + 𝑢𝑣𝑗+1
2
 
𝑢𝑣𝑗 = −𝑅𝑙𝑣𝑈𝑙
𝑗𝑗
∗ + 𝑗𝑗+1
∗
2
 
-(Eq.A.3) 
The radial Reynold’s number 𝑅𝑒𝑟𝑗  for the vapor in the j
th region is: 
𝑅𝑒𝑟𝑗 = 
−𝜌𝑣𝑟𝑣𝑢𝑣𝐽
𝜇𝑣
 
-(Eq.A.4) 
 
Mass flow rate 𝑀𝑣𝑗 at the j
th node is given by: 
𝑀𝑣𝑗 = {
0 , 𝑖𝑓 𝑗 = 1
−2𝜋𝑟𝑣𝛿𝑢𝑣1𝜉 , 𝑖𝑓 𝑗 = 2
𝑀𝑣𝑗−1 − 2𝜋𝑟𝑣𝛿𝑢𝑣𝐽−1𝑑𝜉 , 𝑖𝑓 𝑗 > 2
} 
-(Eq.A.5) 
Pressure at top end of the chimney is given by 
𝑃𝑁𝑚𝑎𝑥𝑚𝑚𝑎𝑥+1 = 𝑃𝑜 = 𝑃𝑠 + 
2σ
r𝑚
 
-(Eq.A.6) 
𝑑𝑃
𝑑𝑧
=  
{
 
 
 
 −
8𝜇?̇?
𝜋𝜌𝑟𝑝
4 [1 +
3
4
𝑅𝑒𝑟 −
11
270
𝑅𝑒𝑟
2 +⋯] , 𝑖𝑓 |𝑅𝑒𝑟| ≪ 1
−
𝑠?̇?
4𝜌𝑟𝑝
4
𝑑?̇?
𝑑𝑧
, 𝑖𝑓 |𝑅𝑒𝑟| ≫ 1
}
 
 
 
 
 
-(Eq.A.7) 
 
Where 𝑠 = {
1 𝑓𝑜𝑟 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛/𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛
4
𝜋2⁄ 𝑓𝑜𝑟 𝑠𝑢𝑐𝑡𝑖𝑜𝑛/𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛
} 
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-(Eq.A.8) 
Applying Equation (Eq.A.7) over the region and integrating it over the same gives: 
𝑃𝑣(𝜉)
=
{
 
 
 
 𝑃𝑜 −
8𝜇𝑣𝛿
𝜋𝜌𝑣𝑟𝑣
4 [1 +
3
4
𝑅𝑒𝑟𝑗 −
11
270
𝑅𝑒𝑟𝑗
2 +⋯] [𝑀𝑣𝑗𝜉 − 2𝜋𝑟𝑣𝛿𝜌𝑣𝑢𝑣𝑗𝜉 (
𝜉
2
− 𝜉𝑗)] + 𝐶(𝑗) , 𝑖𝑓 |𝑅𝑒𝑟| ≪ 1
𝑃𝑜 +
𝑠𝜋
2𝑟𝑣
3 𝑢𝑣𝑗 [𝑀𝑣𝑗𝜉 − 2𝜋𝑟𝑣𝛿𝜌𝑣𝑢𝑣𝑗𝜉 (
𝜉
2
− 𝜉𝑗)] + 𝐶(𝑗) , 𝑖𝑓 |𝑅𝑒𝑟| ≫ 1
}
 
 
 
 
 
-(Eq.A.9) 
𝑃𝑣𝑗 =
{
 
 
 
 𝑃𝑜 −
8𝜇𝑣𝛿
𝜋𝜌𝑣𝑟𝑣
4 [1 +
3
4
𝑅𝑒𝑟𝑗 −
11
270
𝑅𝑒𝑟𝑗
2 +⋯] [𝑀𝑣𝑗𝜉𝑗 + 2𝜋𝑟𝑣𝛿𝜌𝑣𝑢𝑣𝑗 (
𝜉𝑗
2
2
)] + 𝐶(𝑗) , 𝑖𝑓 |𝑅𝑒𝑟| ≪ 1
𝑃𝑜 +
𝑠𝜋
2𝑟𝑣
3 𝑢𝑣𝑗 [𝑀𝑣𝑗𝜉𝑗 + 2𝜋𝑟𝑣𝛿𝜌𝑣𝑢𝑣𝑗 (
𝜉𝑗
2
2
)] + 𝐶(𝑗) , 𝑖𝑓 |𝑅𝑒𝑟| ≫ 1
}
 
 
 
 
 
-(Eq.A.10) 
𝑃𝑣𝑗+1
=
{
 
 
 
 𝑃𝑜 −
8𝜇𝑣𝛿
𝜋𝜌𝑣𝑟𝑣
4 [1 +
3
4
𝑅𝑒𝑟𝑗 −
11
270
𝑅𝑒𝑟𝑗
2 +⋯] [𝑀𝑣𝑗𝜉𝑗+1 − 2𝜋𝑟𝑣𝛿𝜌𝑣𝑢𝑣𝑗𝜉𝑗+1 (
𝜉𝑗+1
2
− 𝜉𝑗)] + 𝐶(𝑗) , 𝑖𝑓 |𝑅𝑒𝑟| ≪ 1
𝑃𝑜 +
𝑠𝜋
2𝑟𝑣
3 𝑢𝑣𝑗 [𝑀𝑣𝑗𝜉𝑗+1 − 2𝜋𝑟𝑣𝛿𝜌𝑣𝑢𝑣𝑗𝜉𝑗+1 (
𝜉𝑗+1
2
− 𝜉𝑗)] + 𝐶(𝑗) , 𝑖𝑓 |𝑅𝑒𝑟| ≫ 1
}
 
 
 
 
 
-(Eq.A.11)  
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Fig.A.1. Vapor Chimney discretization for solving vapor pressure distribution within the chimneys 
Calculating C(j): 
The value of C(j=Mmaxmmax + 1) can be calculated using the pressure value at the chimney mouth which is 
given by: 
𝑃𝑜 = 𝑃𝑠 + 
2𝜎
𝑟𝑚
 
-(Eq.A.12) 
Applying this condition into (Eq.A.11) for j+1 = Mmaxmmax + 1, yields the value of C(j= Mmaxmmax). From 
this obtained value of CMmax mmax, we can obtain Pv Mmax mmax) through (Eq.A.10) with j= Mmaxmmax. Using 
continuity of pressure at the interface of the jth section and the j-1th section, we can obtain similarly 
using (Eq.A.11) and (Eq.A.10) C(j-1) and so on. Thus the values of C are calculated downwards one 
section at a time. This would yield the complete solutions for the pressure distribution across the 
chimney. 
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7. Nomenclatures 
 
Note: All units are in SI unless specified otherwise 
Physical quantities: 
𝑇 Local temperature within the crud 
∆𝑇𝑤 temperature difference across the crud if the sides were insulated and heat flow was only 
across the thickness of the crud 
?̈?1 Heat flux per unit area from heating element into base of crud 
𝑇𝑠𝑎𝑡 Saturation temperature 
𝛿 Thickness of crud 
𝐾𝑚 The modified conductivity of the crud accounting for the overall porosity variation 
𝑟 Radial coordinate of node from center of chimney 
𝑧 Axial coordinate of node from heating element-crud interface 
𝑟𝑚𝑖𝑛 Radius of chimney 
𝑟𝑚𝑎𝑥 Radial coordinate of radial symmetry location from center of chimney 
𝑧𝑚𝑎𝑥 Thickness of crud 
∆𝑟 Radial node thickness 
∆𝑧 Axial node thickness 
𝑃𝑙  Local Pressure 
𝑑𝑝  Diameter of porous particulate 
𝑟𝑣 Chimney radius 
𝑈𝑙  Bulk coolant velocity 
𝑆 Solute concentration 
𝑛𝑘 Number density of particles of size group k 
𝜚 the total flux of particles interacting within the pore 
𝜌𝑙 Coolant density in liquid form 
𝜌𝑣 Coolant density in vapor form 
𝐻𝑓𝑔 Latent heat energy of vaporization 
ℎ𝑒 Heat transfer coefficient at Chimney wall-crud interface 
ℎ𝑐 Heat transfer coefficient at coolant-crud interface 
𝜎 Surface tension 
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𝜇𝑙  Dynamic liquid viscosity 
𝜇𝑣 Dynamic vapor viscosity 
 
 
Non-dimensional quantities and scripts 
N Radial Cell id  
M Axial cell id 
i Radial node id 
j Axial node id 
n Radial node id within cell 
m Axial node id within cell 
k Particle size group 
Nmax Maximum number of radial cells 
Mmax Maximum number of axial cells 
Imax Maximum number of radial nodes through crud 
Jmax Maximum number of axial nodes through crud 
nmax Maximum number of radial nodes within a cell 
mmax Maximum number of axial nodes within a cell 
lmax Maximum number of particle size groups 
𝜂 Non-dimensional radial coordinate value 
𝜉 Non-dimensional axial coordinate value 
𝜃 Non-dimensionalized local temperature 
𝑃𝑙
∗ Non-dimensionalized local pressure 
𝜔 Over-relaxation factor 
𝑅𝑒 Reynold’s number 
𝜖 Porosity 
𝐴𝑟 Aspect Ratio 
BE Aspect ratio of control volume 
𝐵𝑖 Biot number 
𝜅 Permeability 
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𝑃𝑒 Peclet Number 
𝜙 Non-dimensionalized solute concentration 
𝜁 Non-dimensionalized particle number density 
𝑝𝑎𝑡𝑡 Probability of the interacting flux to get absorbed into the crud 
  
  
 
 
 
 
 
 
 
 
