Abstract. We give an asymptotic for the number of strongly unimodal sequences of weight n, denoted u * (n) with error of size O(n 1+ ). The result relies on an identity expressing the generating function for u * (n) as a mixed mock modular form.
Introduction
A unimodal sequence of weight n is a sequence of integers {d 1 , d 2 , · · · , d m } such that (1) m j=1 d j = n (2) For some j we have
A strongly unimodal sequence of weight n is a sequence with condition (2) replaced by: for some j we have
For example, the sequence of binomial coefficients { n j } n j=0 is unimodal of weight 2 n . Moreover, { n j } n j=0 is strongly unimodal if and only if n is even. Likewise, the Eulerian numbers of the first and second kind (see [12] p. 294), and both the (unsigned) Stirling numbers of the first and second kind, as well as many more of the named finite sequences of positive integers are unimodal. See Stanley's articles [19, 20] for a survey of some of the many places that unimodal sequences arise.
Let u(n) be the number of unimodal sequences of weight n. Then u(4) = 8. They are {1, 1, 1, 1}, {1, 1, 2}, {1, 2, 1}, {2, 1, 1}, {2, 2}, {1, 3}, {3, 1}, and {4}. Additionally, we have u(5) = 15, since all 16 compositions of 5 form unimodal sequences except {2, 1, 2}. Similarly, let u * (n) be the number of strongly unimodal sequences of weight n. Then u * (4) = 4. Indeed, of the eight unimodal sequences of weight 4, {1, 1, 1, 1}, {1, 1, 2}, {2, 1, 1}, and {2, 2} are not strongly unimodal.
We answer the following questions in this paper.
Question. How many unimodal (resp. strongly unimodal) sequences are there of weight n?
Auluck [4] and Wright [23, 24] proved asymptotics for u(n). The strongest is Theorem 2 of [24] which gives (1.1) u(n) = 1 (12n − 1) We have the following description of the leading order aysmptotic behavior.
Modular forms and mock theta functions (see below for a definition) have played an important role in the combinatorics of partitions and compositions. See Ono's surveys [15, 16] and the references therein for many such instances. For modular forms and mock theta functions it is often possible to obtain exact formulas for Fourier coefficients, rather than asymptotics as in Theorem 1.1. See, for instance, the work of Bringmann and Ono [10] . Theorem 1.1 is derived by first relating the generating function for the sequence {u * (n)} ∞ n=1 , denoted U * (q) = ∞ n=1 u * (n)q n , to a mixed mock modular form. The pseudo-modular properties of mixed mock modular forms are more complicated than those of usual mock theta functions, but using a version of the circle method developed by Bringmann and Mahlburg they can be exploited to obtain the strong asymptotics for u * (n). Corollary 1.2 follows from straightforward asymptotic analysis of the integral I 0,1 . The reader should refer to a second paper of Bringmann and Mahlburg [7] where they apply the saddle point method to obtain similar expansions of asymptotic main terms in more general situations.
As is to be expected when dealing with enumerating sequences with restrictions summing to n the theory of partitions, and thus modular forms, play a role in counting unimodal sequences. Denote the generating function for {u(n)} ∞ n=1 by U (q) := ∞ n=1 u(n)q n . A unimodal sequence may be described by a pair of partitions (λ, µ) of size a and b, respectively, with a + b = n. Hence, we would expect that U (q) is closely related to the generating function for pairs of partitions, namely
where (x) n = (x; q) n := n j=1 (1−xq j ) for n ∈ N∪{∞}. However, due to the ambiguity in the 'pivot' of the sequence such pairs over-count the number of unimodal sequences. An inclusion-exclusion argument yields
(see Corollary 2.5.3 of Stanley's book [21] ). The Dedekind-eta function, η(z) = q 1 24 (q) ∞ with q := e 2πiz for z ∈ H, is a weight 1/2 modular form. Asymptotics for u(n) follow from the modular properties for (q) −2 ∞ . Similarly, a strongly unimodal sequence is nearly characterized by a pair of partitions. A pair of partitions (λ, µ) into distinct parts will define a strongly unimodal sequence as long as the maximal parts of each partition are not equal. There is additional over-counting when one of the partitions is trivial. Thus u(n) defined by n≥0 u(n)q n := (−q) 2
will be slightly larger than twice u * (n), since each strongly unimodal sequence is counted twice depending on which partition contains the maximum value. The next theorem demonstrates that the relationship between U * (q) and the nearly modular object (−q) 2 ∞ is much more sophisticated than the analogous relationship for U (q).
q n 2 (−q) 2 n be Ramanujan's 3rd order mock theta function. Then
where
1+q n is a mock theta function.
Remark. Andrews (Theorem 1 of [3] ) recently proved a similar identity with f (q) and F (q) replaced by a different pair of mock theta functions. Namely, he established
q n 2 (q;q 2 )n is one of Ramanujan's third order mock theta functions, see p. 62 of [22] , and α(q) = ∞ n=0
appears in Ramanujan's lost notebook and has been termed a second order mock theta function by McIntosh [14] .
Following Zagier [25] , a mock theta function is a q-series H(q) = ∞ n=0 a n q n such that there exists a rational number λ and a unary theta function of weight 3/2, g(z) = n∈Q + b n q n , such that h(z) = q λ H(q) + g * (z) is a non-holomorphic modular form of weight 1/2, where
2 e −u du, the incomplete gamma function. The function (−q) 2 ∞ F (q) is referred to as a mixed mock modular form as it is the product of a modular function and a mock theta function.
A comparison of the asymptotic in Theorem 1.2 to that of the related partition generating function is in order. The circle method and some asymptotic analysis (see Section 6) gives
Hence the leading order term differs from the asymptotic of Theorem 1.2 exactly by a factor of 2. Moreover, the second polynomial term for
8π ≈ 0.03460, while the analogous term for u * (n) is negative, namely − 2π 2 +9 2 6 π ≈ −0.14293. This difference reflects the fact that pairs of partitions may have equal largest part, and thus not describe a strongly unimodal sequence.
Background and Proof of Theorem 1.3
In this section we define and describe some basic automorphic forms, including the mock theta functions from Zwegers' landmark thesis [26] . We also prove Theorem 1.3.
The Lerch sum is defined by
is the Jacobi Theta function. The Jacobi Theta function satisfies the triple product identity
with ζ = e 2πiv . Zwegers proved that this function can be completed to a non-holomorphic automorphic form. The non-holomorphic "correction" requires the definition
where for positive real x we let β(x) :=
satisfies elliptic and modular transformation laws (see Theorem 1.11 of [26] ). Consequentially, for suitable u, v ∈ Q + Qz Zwegers showed that µ(u, v; z) is a mock theta function (see [25] .) Finally, define the Mordell-type integral by
The proof of Theorem 1.3 relies on the following identity of Choi [11] (Theorem 4)
with a = e 2πiu and b = e 2πiv .
Proof of Theorem 1.3. It is clear that
where we have used (2.2) in the penultimate equality.
Transformation Properties of U * (q)
In this section we develop the asymptotic properties of the generating function U * (q). These will be used in combination with the circle method to establish the asymptotics for u * (n). Throughout this section we will freely reference Zwegers' thesis [26] which contains the transformation properties of µ(u, v; z) and R(u; z) (see also [17] and [25] ).
We let 0 ≤ h ≤ k with (h, k) = 1. Moreover we denote by [a] b the inverse of a modulo b, and we allow this notation to (implicitly) extend to higher moduli, and also (implicitly) assume any legal divisibility properties. In other words, we freely assume that [a] b can be replaced by [a] bc for any c such that (a, c) = 1 and d | [a] b for any d such that (b, d) = 1. We will also make the explicit choices
Recall, the Dedekind-eta function is defined by η(z) := q 1 24
It is known that [2] 
where β is defined by
Remark. It is often more common to define
Note that we must be careful when picking the representative of the inverse of −h modulo k, as
Proposition 3.1. Using the notation from above we have
Proof. From Theorem 1.11 of [26] we have
Applying Proposition 2.3 of [5] and then Proposition 1.10 of [26] we have
The first claim of the theorem follows from the identity
A similar argument is established in the proof of Proposition 2.7 of [8] , see that result for more details. Briefly, returning to (3.4) and substituting the most recent derivations we see that all of the other functions are meromorphic in z. Each of these functions has an expansion of the form n∈Q\{0} a(n)Γ 1 2 ; 4π |n| y q −n with Γ(a; x) := ∞ x e −t t a−1 dt the incomplete Gamma Function. Thus they must cancel.
The transformation formulas for the η-quotient follows from (3.1) and
which also follows from (3.1) and η(z + 1) = e πi 12 η(z)
To apply the circle method we will need the asymptotic behavior of these functions. Proposition 3.2. In the notation from above, if 2 | k
Proof. For the η-quotients we use the following asymptotics
which are each derived using the product form of η(z). We use (3.2) when 2 | k to obtain
Similarly, we use (3.2) when 2 k to obtain
kh .
For the remainder of the proof we set τ :=
z and q = e 2πiτ . We use Proposition 1.4 of [26] freely in the following calculations. In the case 2 | k to obtain
.
ROBERT C. RHOADES
In the case 2 k, recall we have assumed that 2 | [−h] k , then we have
We have the following lemma for the asymptotics of Ramanujan's mock theta function f (q).
In the case 2 k we have
Proof. The claim for 2 | k follows from (2.7) and (3.6) of [6] . The case 2 k we use (2.9) of [6] .
With the above calculation in hand we give the asymptotic expansion for 4U * (q).
Proof. First, in the case 2 | k we use (3.2) and observe that 
where we have used H γ,
[−h] k k and Proposition 3.3 we have
For 2 k we have
. We simplify this expression by using e πi 12k
Proof of Theorem 1.1
In this section we compute an asymptotic for u * (n). We follow a circle method argument used by Bringmann and Mahlburg [6] (see also [9] ) to calculate an asymptotic for coefficients of mixed mock theta functions.
By Cauchy's theorem we have
where C is an arbitrary path inside the unit circle that loops around 0 in the counterclockwise direction. We choose the circle with radius r = e −π/N 2 with N := n 1 2 , and use the parameterization q = e −2π/N 2 +2πit with 0 ≤ t ≤ 1. As usual in the circle method, we define
,
are adjacent Farey fractions in the Farey sequence of order N := n 1 2 . So
decompose the path of integration into paths along the Farey arcs
For convenience we group the terms by the divisibility of k and write
where Σ j denotes the sum over all terms 0 ≤ h < k ≤ N with (h, k) = 1 and (2, k) = j. Throughout the remainder of this paper we abbreviate the summation conditions in (4.1) by h,k .
Estimation of Σ 2 . Applying Propositions 3.4 we have
Using Re
, we can bound the big-O term by O(n 1+ ).
4.2.
Estimation of Σ 1 . To treat Σ 1 we will have to deal with the integrals
To treat this case we begin with a pair of lemmas to simplify this integral. Throughout this section k is assumed to be odd and r :=
Lemma 4.1. With z and as in the definition of Σ 1 we have
Proof. We have
dx.
Using the fact that −
where we have used Re (z) = k n . This concludes the proof.
With this result in hand we give an evaluation of the integral mentioned at the start of this subsection. Define the following Bessel-type function
We follow the proof of Proposition 3.2 of [6] closely.
Lemma 4.2. With the notation from above
Proof. For notational convenience set r :
2 . We symmetrize to see that the desired integral is equal to the following at the cost of an error which is O(N −1 )
(24n−1)z+
where we have used Φ = i (24n−1)z+
We change variables Z = π 12k
k is the radius of the circle Γ and (γ) denotes the straight line with real part equal to γ. We apply the identity
Therefore with an error of O(N −1 ) our original integral is equal to
We return to the calculation of Σ 1 . Applying Proposition 3.4 we have
The big-O term can be estimated as in the estimation of Σ 2 using the fact that H r; 
Thus we obtain
The theorem follows by using I 1
I ,k (m).
Proof of Corollary 1.2
In this section we derive Corollary 1.2. The proof has two steps. We first give a result which isolates the term k = 1 of Theorem 1.1 as giving the main exponential contribution for u * (n). We then give an asymptotic series expansion for I 0,1 (m). It should be noted that Bringmann and Mahlburg recently applied the saddle point method to derive asymptotic expansions for all I ,k (see Lemma 4.1 of [7] ).
We have I ,k (24n − 1) is approximately
as n → ∞. Applying Proposition 5.2 of [6] or the stronger Lemma 4.1 of [7] , for instance, we see that I ,k (24n − 1) is asymptotic to √ 24n−1 . Consequentially, we see that the main contribution to u * (n) in the sum approximating u * (n) comes from k = 1 and = 0. We derive a more precise asymptotic expansion for I 0,1 (m). We have
To simplify notation we define
The following result gives the asymptotic expansion for this integral and thus I 0,1 (m). In this case the complex analytic machinery from [7] is unnecessary. 
. Next we Taylor expand f y as a function of 
Each term
x 2 dx may be estimated by applying 
Pairs of Partitions into Distinct Parts
In this section we give an analysis of the number of partition pairs (λ, µ) where the number of size of λ plus the size of µ is n. Call the number of such pairs u(n). As mentioned in the introduction u(n) is slightly larger than twice u * (n). We have n≥0 u(n)q n = q η(2z) η(z)
2
. As in the calculation of the asymptotic for u * (n) we may apply the circle method. The following lemma follows from Proposition 3.2 and (3.3).
Lemma 6.2. For 0 ≤ h < k with (h, k) = 1 and k ≥ 1 we have U e (
Using this expansion and the following integral evaluation (see [13] for details) Using I ν (y) ≈ e y √ 2πy
gives the claimed asymptotic for u(n).
