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SKEW PRODUCT DYNAMICAL SYSTEMS, ELLIS GROUPS AND
TOPOLOGICAL CENTRE
A. JABBARI AND H. R. E. VISHKI
Abstract. In this paper, a general construction of a skew product dynamical system,
for which the skew product dynamical system studied by Hahn is a special case, is given.
Then the ergodic and topological properties (of a special type) of our newly defined
systems (called Milnes type systems) are investigated. It is shown that the Milnes type
systems are actually natural extensions of dynamical systems corresponding to some
special distal functions. Finally, the topological centre of the Ellis group of any skew
product dynamical system is calculated.
1. Introduction
In his well-known work [8], Hahn studied ergodic and topological properties of dynam-
ical systems (X, T ) in which X = Gk and T : X → X is defined by
T (x1, x2, . . . , xk) = (γ0 + x1, x1 + x2, . . . , xk−1 + xk)
where k = 1, 2, 3, . . . or k = ∞ and G is a compact monothetic group with generator
γ0, that is, G is a compact group and the subgroup generated by γ0 is dense in G (so
G is abelian). He called (X, T ) a skew product dynamical system. Among other things,
Hahn [8] showed that if the dual group of G has no element of finite order, then (X, T ) is
a (distal) minimal dynamical system which is also uniquely ergodic. Such transformations
on the torus were first studied by Anzai in [1], and the question of strict ergodicity of
these transformations on the torus was studied by Furstenberg [7].
Also Milnes [11, Example 3] studied a different (kind of skew product) dynamical system
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on the 4-torus defined as
T (x, y, z, u) = (λ4x, λ6x3y, λ4x3y2z, λxyzu)
where λ is an irrational (i.e. non-root of unity) element of the unit circle.
In this paper, a general construction of a skew product dynamical system is given. It
is shown that Hahn’s type skew product dynamical systems [8] and also the Milnes dy-
namical system on the 4-torus [11] are special cases of our definition of a skew product
system, (see section 3 for the definition and results). Then, in section 4, we examine
the ergodic and topological properties of Milnes type skew product dynamical systems.
These skew product systems, on the finite dimensional tori, are actually extensions of the
dynamical systems corresponding to the functions n→ λn
k
on the integers (Theorem 5.3).
Also section 5 is devoted to a generalization of a result of E. Salehi [16] on the unique
ergodicity of the functions n → λn
k
(k ∈ N, λ ∈ T) on the additive group of integers by
using the unique ergodicity of Milnes type skew product systems.
An interesting problem concerning any compact right topological semigroup is charac-
terizing its topological centre. Such semigroups in topological dynamics arise naturally
in two examples. First, semigroup compactifications of any semitopological semigroup,
and second, the enveloping semigroups of flows. In either case, there are rather few situ-
ations in which the corresponding topological centre is calculated explicitly. We refer the
interested reader to [10], [14] or, in general, [4] for some interesting results on the first
case. For the latter case, there is a nice result due to Namioka [13] which computes the
topological centre of the Ellis group of a dynamical system on the 2-torus. Section 6 of
this paper is devoted to the study of the Ellis groups of Hahn’s type and Milnes type
skew product dynamical systems and their topological centres. In particular, our results
generalize Namioka’s result.
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2. Preliminaries
For the background materials and notations we follow Berglund et al. [2] as much as
possible. For a semigroup S, the right translation ρt and the left translation λs on S are
defined by ρt(s) = st = λs(t), (s, t ∈ S). A semigroup S, equipped with a topology, is
said to be right topological if all of the right translations are continuous, semitopological
if all of the left and right translations are continuous. If S is a right topological semigroup
then the set Λ(S) = {s ∈ S : λs is continuous} is called the topological centre of S.
By a flow (S,X) we mean a semitopological semigroup S and a compact Hausdorff
space X in which there exists a mapping S × X → X, (s, x) 7→ sx such that for all
s, t ∈ S and x ∈ X , (st)x = s(tx) and ex = x if S has an identity e, and the mapping
εs : X → X , x 7→ sx is continuous for each s ∈ S. If (S,X) is a flow, then the closure
of the set {εs : X → X : s ∈ S} in X
X , with the relativization of the product topology
from XX , is a compact right topological semigroup under the composition operator. This
closure is denoted by Σ(S,X), or simply Σ if there is no risk of confusion, and is called
the enveloping semigroup of the flow. It is obvious from the definition that Λ(Σ(S,X))
always contains the set {εs : s ∈ S}. The idea of enveloping semigroup was introduced
by Ellis [6]. It was also proved by Ellis [5] that the enveloping semigroup of a flow (S,X)
is a group if and only if (S,X) is distal, that is, limα sαx = limα sαy for some net {sα} in
S and for some x, y ∈ X implies that x = y. The enveloping semigroup of a distal flow is
called the Ellis group of the flow. A flow (S,X) is called minimal if the orbit closure of
each point is dense in X .
The next proposition is a crucial tool in the characterization of the topological centre of
the Ellis group corresponding to any minimal flow, and is used in section 6 to characterize
the topological centre of the Ellis groups of skew product dynamical systems.
Proposition 2.1. Let (S,X) be a minimal flow, then the set Σc of all continuous elements
of Σ coincides with Λ(Σ).
Proof. Obviously Σc ⊆ Λ(Σ). Let σ ∈ Λ(Σ), x ∈ X and let {xα} be a net in X such that
xα → x. We have to show that σ(xα) → σ(x). Since X is minimal Σx = X , hence for
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each α there exists τα ∈ Σ such that ταx = xα. By taking a convergent subnet of τα if
necessary, we may assume that τα → τ ∈ Σ; it follows that ταx→ τx. On the other hand
ταx = xα → x, hence τx = x. Since σ ∈ Λ(Σ), σxα = σ(ταx) = σ ◦ τα(x) → σ ◦ τ(x) =
σ(τx) = σx, as required. 
A dynamical system is a pair (X, T ) where X is a compact Hausdorff space and T is a
homeomorphism from X onto X . Obviously, if (X, T ) is a dynamical system, then (Z, X)
is a flow with the action (n, x) 7→ T n(x), for n ∈ Z and x ∈ X . Hence (X, T ) is called
minimal (distal) if the corresponding flow (Z, X) is minimal (distal).
A dynamical system (X, T ) is called uniquely ergodic if there exists a unique T -invariant
positive probability measure µ on X . A minimal uniquely ergodic dynamical system is
called strictly ergodic. A sequence {xn} in X is said to be uniformly distributed if for all
x ∈ X and for each f ∈ C(X), limN→∞
1
N
∑N−1
n=0 f(T
n(x)) =
∫
X
fdµ.
The following two theorems due to Weyl [17] and Oxtoby [15] will be used in section 4
to prove the minimality and unique ergodicity of the Milnes type skew product dynamical
systems.
Theorem 2.2 (Weyl). Let p(z) = a0 + a1z + · · · + ak−1z
k−1 + akz
k be a polynomial of
degree k with real coefficients. If for some j, 1 ≤ j ≤ k, aj is irrational, then:
N∑
n=0
exp(p(n)) = ◦(N)
uniformly in a0, a1, . . . , ak−1.
For an interesting proof of the following theorem see [8].
Theorem 2.3 (Oxtoby). Let (X, T ) be a minimal dynamical system. If for each f ∈ C(X)
lim
N→∞
1
N
N−1∑
n=0
f(T n(x))
exists uniformly in x, then (X, T ) is strictly ergodic.
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3. The construction of skew product dynamical systems
If {Ji : i ≥ 0} is a sequence of non-zero real numbers with J0 = 1, define J(i, 0) = 1
and J(i, 1) = Ji−1 for i ≥ 1 and
J(i, l) = Ji−1Ji−2 · · ·Ji−l/(J1J2 · · ·Jl−1) for i ≥ l ≥ 2.
Let Q0 = 1 and for each i ≥ 1, let Qi(n) be a polynomial which satisfies the following
equation:
(3.0.1)
i∑
j=l
J(i−l, j−l)Qi−j(1)Qj−l(n−1) = Qi−l(n) for all i ≥ l ≥ 0 and for all n ∈ N
For example if for each i, Ji = 1, then it is enough to take Qi(n) =
1
i!
n(n−1) · · · (n− i+1)
for i ≤ n and Qi(n) = 0 elsewhere. Also if for each i, Ji = i+ 1, then Qi(n) = n
i satisfies
the cited equation. Now we are ready to make our main construction:
Definition 3.1. Let {Ji : i ≥ 0} be a sequence of non-zero real numbers with J0 = 1
and let Qi(n) be polynomials satisfying 3.0.1 such that for 0 ≤ j ≤ i ≤ k one has
J(k − j, i − j)Qi−j(1) ∈ Z. Let k ∈ N, let G be a compact monothetic group with
generator γ0. Put X = G
k and define T : X → X by
T (x1, x2, . . . , xk) = (y1, y2, . . . , yk)
where for each i = 1, 2, . . . , k
(3.0.2) yi = J(k, i)Qi(1)γ0 +
i∑
j=1
J(k − j, i− j)Qi−j(1)xj
Then (X, T ) is called a skew product dynamical system.
Two types of skew product systems. (i) For each i ≥ 0 let Ji = 1. Let Qi(n) =
1
i!
n(n − 1) · · · (n − i + 1) for 1 ≤ i ≤ n and Qi(n) = 0 for i > n. Then it is easily seen
that (in 3.0.2) y1 = γ0 + x1 and yi = xi−1 + xi for i ≥ 2. Hence we get the Hahn’s skew
product transformation:
T (x1, x2, . . . , xk) = (γ0 + x1, x1 + x2, . . . , xk−1 + xk).
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In this paper we refer to such systems as Hahn’s type skew product systems. In this case
k =∞ is also possible.
(ii) For each i ≥ 0 let Ji = i + 1 and let Qi(n) = n
i. Some computation reveals that for
each l ≤ i, J(i, l) = (il) and so if T (x1, x2, . . . , xk) = (y1, y2, . . . , yk), then
y1 = kγ0 + x1
y2 = (
k
2)γ0 + (
k−1
1 )x1 + x2
...
yi = (
k
i )γ0 +
∑i
j=1(
k−j
i−j )xj
...
yk = γ0 +
∑k
j=1 xj .
In this case we call (X, T ) a Milnes type skew product transformation, just because for
k = 4 and G = T one has T (x1, x2, x3, x4) = (λ
4x1, λ
6x31x2, λ
4x31x
2
2x3, λx1x2x3x4) which is
nothing but the Milnes dynamical system.
4. Milnes type skew product dynamical systems
The results and methods of this section are based on those of Hahn [8]. Unless otherwise
stated, (X, T ) denotes a Milnes type skew product dynamical system with the base group
G, where G is a compact monothetic group with generator γ0. The following theorem is
the main result of this section.
Theorem 4.1. If the dual group of G has no element of finite order, then
(i) For each x in X the points T n(x), (n = 1, 2, 3, . . .) are uniformly distributed in X,
in particular (X, T ) is minimal.
(ii) (X, T ) is strictly ergodic.
To prove our main Theorem we need to mention some preliminaries.
Lemma 4.2. Let n ∈ Z. Then for x = (x1, x2, . . . , xk) in X, T
n(x1, x2, . . . , xk) =
(y1,n, y2,n, . . . , yk,n), where for each i = 1, 2, . . . , k, yi,n = (
k
i )n
iγ0 +
∑i
j=1(
k−j
i−j )n
i−jxj.
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Proof. We prove the result for positive integers by induction, the general result will be
then observed easily. Clearly the result holds for n = 1. Let n 6= 1 be a natural number
and assume that for each x = (x1, x2, . . . , xk) in X , T
n−1(x) = (y1,n−1, y2,n−1, . . . , yk,n−1),
in which yi,n−1 = (
k
i )(n− 1)
iγ0 +
∑i
j=1(
k−j
i−j )(n− 1)
i−jxj for each i = 1, 2, . . . , k. Let x =
(x1, x2, . . . , xk), so T
n(x) = T (T n−1(x)) = T (y1,n−1, y2,n−1, . . . , yk,n−1) := (w1, w2, . . . , wk),
hence for each i = 1, 2, . . . , k
wi = (
k
i )γ0 +
i∑
j=1
(k−ji−j )yj,n−1
= (ki )γ0 +
i∑
j=1
(k−ji−j )[(
k
j )(n− 1)
jγ0 +
j∑
l=1
(k−lj−l)(n− 1)
j−lxl]
= (ki )γ0 +
i∑
j=1
(k−ji−j )(
k
j )(n− 1)
jγ0 +
i∑
j=1
j∑
l=1
(k−ji−j )(
k−l
j−l)(n− 1)
j−lxl
= [
i∑
j=0
(k−ji−j )(
k
j )(n− 1)
j ]γ0 +
i∑
l=1
i∑
j=l
(k−ji−j )(
k−l
j−l)(n− 1)
j−lxl
= [
i∑
j=0
(ki )(
i
j)(n− 1)
j ]γ0 +
i∑
l=1
i∑
j=l
(k−li−l )(
i−l
j−l)(n− 1)
j−lxl, ((
k−j
i−j )(
k−l
j−l) = (
k−l
i−l )(
i−l
j−l))
= (ki )[
i∑
j=0
(ij)(n− 1)
j ]γ0 +
i∑
l=1
(k−li−l )[
i∑
j=l
(i−lj−l)(n− 1)
j−l]xl
= (ki )n
iγ0 +
i∑
l=1
(k−li−l )n
i−lxl, (
i∑
j=l
(i−lj−l)(n− 1)
j−l = ni−l).
The lemma is now established. 
Remark 4.3. If (X, T ) is any skew product dynamical system, then with the same method
as in the above Lemma, and the notations of section 3, one may show that: For n ∈ Z
and x = (x1, x2, . . . , xk) in X , T
n(x1, x2, . . . , xk) = (y1,n, y2,n, . . . , yk,n), where for each
i = 1, 2, . . . , k, yi,n = J(k, i)Qi(n)γ0 +
∑i
j=1 J(k − j, i− j)Qi−j(n)xj .
Corollary 4.4. (X, T ) is distal.
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Proof. Let (x1, x2, . . . , xk) and (x
′
1, x
′
2, . . . , x
′
k) be members of X such that
lim
α
Tmα(x1, x2, . . . , xk) = lim
α
Tmα(x
′
1, x
′
2, . . . , x
′
k)
for some net {mα} in Z. Then from Lemma 4.2 for each i = 1, 2, . . . , k we obtain
lim
α
[(ki )m
i
αγ0 +
i∑
j=1
(k−ji−j )m
i−j
α xj ] = lim
α
[(ki )m
i
αγ0 +
i∑
j=1
(k−ji−j )m
i−j
α x
′
j ].
Let i = 1, then limα kmαγ0 + x1 = limα kmαγ0 + x
′
1, hence x1 = x
′
1. Now let 1 ≤
l < k and assume that we have already shown that xj = x
′
j for j = 1, 2, . . . , l. We
will show that xl+1 = x
′
l+1. Take i = l + 1 in the above equation, then we obtain
limα (
k
l+1)m
l+1
α γ0 + xl+1 = limα (
k
l+1)m
l+1
α γ0 + x
′
l+1. Hence xl+1 = x
′
l+1. It follows by
induction that (x1, x2, . . . , xk) = (x
′
1, x
′
2, . . . , x
′
k) that is, (X, T ) is distal. 
For each x in X , T (x) = γ + U(x) where γ = (kγ0, (
k
2)γ0, (
k
3)γ0 . . . , γ0) and U is the
homomorphism on X defined by U = T −γ. Hence T n = ((k1)nγ0, (
k
2)n
2γ0, . . . , n
kγ0)+U
n,
for all n ∈ Z. Let Gˆ and Xˆ denote the dual groups of G and X , respectively. And let Tˆ
and Uˆ denote the corresponding dual transformations of T and U , respectively.
Lemma 4.5. For each η = (η1, η2, . . . , ηk) ∈ Xˆ and n ∈ Z;
(i) Uˆn(η) = (ζ1,n, ζ2,n, . . . , ζk,n) where ζj,n =
∏k
i=j ηi
(k−ji−j )n
i−j
for j = 1, 2, . . . , k.
(ii) Tˆ n(η) = η((k1)nγ0, (
k
2)n
2γ0, . . . , n
kγ0)Uˆ
n(η).
Proof. (i) Let x ∈ X and let U(x) = (z1, z2, . . . , zk), then zi =
∑i
j=1(
k−j
i−j )xj . Now we
have Uˆ(η)(x) = η(Ux) = η1(z1)η2(z2) · · ·ηk(zk) = η1(x1)η2((
k−1
1 )x1 + x2) · · · ηk(x1 + x2 +
. . . + xk) = ζ1(x1)ζ2(x2) · · · ζk(xk) where ζj =
∏k
i=j ηi
(k−ji−j ) for j = 1, 2, . . . , k. Hence the
result holds for n = 1. The general result holds by induction. (ii) follows from (i) and the
formulas preceding the lemma. 
Let µ be the Haar measure on X . To prove our result on the unique ergodicity of
(X, T ), we first show that (X, T ) is ergodic provided Gˆ has no (non-trivial) element of
finite order:
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Theorem 4.6. If the character group of G has no element of finite order, then (X, µ, T )
is ergodic.
Proof. Assume that Gˆ has no element of finite order, and that (X, µ, T ) is not ergodic.
Hence by [9, Corollary 3] Uˆnη = η for some positive integer n and for some non-trivial char-
acter η ∈ Xˆ . Let η = (η1, η2, . . . , ηk) in which ηi ∈ Gˆ, then for each x = (x1, x2, . . . , xk)
in X , η(x) = η1(x1)η2(x2) · · · ηk(xk). By Lemma 4.5 (i) the equation Uˆ
nη = η implies
that ηk−1η
n
k = ηk−1. Since Gˆ has no element of finite order, ηk ≡ 1. Now by downward
induction assume that for some i with 2 < i ≤ k, ηi ≡ ηi+1 ≡ · · · ≡ ηk ≡ 1. From
Uˆnη = η we conclude that ηi−2η
(k−i+1)n
i−1 ≡ ηi−2. Since Gˆ has no element of finite order
we get ηi−1 ≡ 1, so that by induction η2 ≡ η3 ≡ · · · ≡ ηk ≡ 1. It remains to show that
η1 ≡ 1. By [9, Theorem 4] it follows that for at least one η for which Uˆ
nη = η we have
Tˆ nη = η. Hence by Lemma 4.5 (ii) we have η = Tˆ nη = ηkn1 (γ0)η. Now using the facts that
the subgroup generated by γ0 is dense in G and that Gˆ has no element of finite order we
derive that η1 ≡ 1. Hence η ≡ 1 which is a contradiction to the fact that η is non-trivial.
So (X, µ, T ) is ergodic. 
Lemma 4.7. If Gˆ has no element of finite order, then for each f ∈ C(X)
lim
N→∞
1
N
N−1∑
n=0
f(T n(x))
exists uniformly in x.
Proof. Let f ∈ C(X). Since Xˆ is dense in C(X), assume, without loss of generality, that
f ∈ Xˆ . Then f = (f1, f2, . . . , fk) where fi ∈ Gˆ for i = 1, 2, . . . , k. That is, for each x =
(x1, x2, . . . , xk) in X , f(x) = f1(x1)f2(x2) · · ·fk(xk). To examine the values f(T
n(x)) =
f(y1,n, y2,n, . . . , yk,n), where yi,n = (
k
i )n
iγ0 +
∑i
j=1(
k−j
i−j )n
i−jxj for i = 1, 2, . . . , k, let
fi(xj) = exp(φi(xj))
fi(γ0) = exp(αi)
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in which 0 ≤ φi(xj) < 1 and 0 ≤ αi < 1 for i, j = 1, 2, . . . , k. Then
f(T n(x)) = f1(y1,n)f2(y2,n) · · · fk(yk,n).
Since
fi(yi,n) = fi((
k
i )n
iγ0 +
i∑
j=1
(k−ji−j )n
i−jxj)
= exp((ki )n
iαi +
i∑
j=1
(k−ji−j )n
i−jφi(xj))
therefore we have
f(T n(x)) = exp(
k∑
i=1
(ki )n
iγ0 +
k∑
i=1
i∑
j=1
(k−ji−j )n
i−jφi(xj))
= exp(q(n))
where
q(n) =
k∑
i=1
(ki )n
iγ0 +
k∑
i=1
i∑
j=1
(k−ji−j )n
i−jφi(xj).
Suppose that f 6= 1 and choose j such that 1 ≤ j ≤ k, fj 6= 1 and fj+1 = fj+2 = . . . = fk =
1. Then q(n) is of order j and the leading coefficient in q(n) equals to (kj )αj . Since fj is not
of finite order and since the subgroup generated by γ0 is dense in G, exp(αj) is not of finite
order, that is, αj is irrational, so is (
k
j )αj. Let q(n) = a0 + a1n+ · · ·+ aj−1n
j−1 + (kj )αjn
j .
Then by Theorem 2.2,
N−1∑
n=0
f(T n(x)) =
N−1∑
n=0
exp(q(n)) = ◦(N)
uniformly in a0, a1, . . . , aj−1. Since these ai are combinations of φl(xi),
∑N−1
n=0 f(T
n(x)) =
◦(N) uniformly in x. This proves the Lemma. 
Now we are ready to prove the main result of this section:
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Proof of Theorem 4.1. (i) Since (X, µ, T ) is ergodic (Theorem 4.6), by the ergodic
Theorem for each f ∈ C(X)
lim
N→∞
1
N
N−1∑
n=0
f(T n(x)) =
∫
X
fdµ
for almost all x in X . But it follows from Lemma 4.7 that for each f ∈ C(X)
lim
N→∞
1
N
N−1∑
n=0
f(T n(x)) := f ∗(x)
exists uniformly in x. So that f ∗ is continuous. On the other hand by the above equations
f ∗ is constant almost everywhere, hence the continuity of f ∗ implies that
lim
N→∞
1
N
N−1∑
n=0
f(T n(x)) =
∫
X
fdµ
for all x in X . Hence for each x in X the points T n(x) (n = 1, 2, 3, . . .) are uniformly
distributed (and so dense) in X , that is, (X, T ) is minimal.
(ii) Since (X, T ) is minimal and Gˆ has no element of finite order, the result follows from
Lemma 4.7 and Theorem 2.3.
Remark 4.8. As a matter of fact, all the results of this section could be generalized to
arbitrary skew product dynamical systems. We avoided doing this just because of the
huge calculations needed.
5. Some consequences
In this section, among other things, we deduce a simple proof for the unique ergodicity
of a class of functions on integers by using the unique ergodicity of Milnes type skew
product systems (Theorem 4.1 (ii)). Also we show that Milnes type systems are natural
extensions of dynamical systems corresponding to some special functions.
To this end, consider the homeomorphism V : l∞(Z) → l∞(Z) defined by V (f)(n) =
f(n + 1) (for f ∈ l∞(Z)), called the shift operator. For each f ∈ l∞(Z), let Xf be the
pointwise closure of the set {V n(f): n ∈ Z} in l∞(Z). Since on a bounded subset of
l∞(Z) the weak∗- topology coincides with the topology of pointwise convergence on Z,
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Xf is compact with the pointwise topology. If we denote the restriction of V to Xf by V
again, then the pair (Xf , V ) defines a dynamical system. A function f ∈ l
∞(Z) is called
uniquely ergodic if its corresponding dynamical system (Xf , V ) is uniquely ergodic.
The following proposition was first proved in [16], but for the sake of completeness, we
give the proof here.
Proposition 5.1. Let (X, T ) be a strictly ergodic dynamical system. Define ∆ : C(X)×
X → l∞(Z) by ∆(F, x)(n) = F (T n(x)). Then any element in the range of ∆ is uniquely
ergodic.
Proof. Let x0 ∈ X and F ∈ C(X), and let f = ∆(F, x0). Define ϕ : X → l
∞(Z)
by ϕ(x)(n) = F (T nx). Then ϕ(x0) = f , and ϕ(Tx)(n) = F (T
n(Tx)) = F (T n+1x) =
ϕ(x)(n + 1) = V (ϕ(x))(n), that is, ϕT = V ϕ. Hence ϕ is a flow homomorphism. Since
(X, T ) is minimal, ϕ(X) = Xf . It follows that f is uniquely ergodic, as claimed. 
Using Proposition 5.1 we derive a simple proof for the next result which is due to
Salehi [16] when G = T.
Corollary 5.2. Let G be a compact monothetic group with generator γ0 such that Gˆ has
no element of finite order, then for every continuous character χ on G and for each k ∈ N
the function f(n) = χ(nkγ0) is uniquely ergodic. In particular for each m in Z and for
each irrational element λ in T, the function f(n) = λmn
k
is uniquely ergodic.
Proof. Let X = Gk and let (X, T ) be a Milnes type skew product dynamical system
with the base group G, then by Theorem 4.1 (X, T ) is strictly ergodic. Now T n(0) =
(knγ0, (
k
2)n
2γ0, . . . , n
kγ0). Let χ ∈ Gˆ and use Proposition 5.1 with x0 = 0 and the function
F defined by F (x1, x2, . . . , xk) = χ(xk). Then ∆(F, 0) = f , where f(n) = χ(n
kγ0). For
the special case, let G = T, χ = m and γ0 = λ, and use the first part. 
Let X = Tk, let λ ∈ T and consider the mapping f : n 7→ λn
k
on Z. Let the mapping
Γ : X → TZ be defined by
Γ(x1, x2, . . . , xk)(n) = f(n)x
nk−1
1 x
nk−2
2 · · ·x
n
k−1xk
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where (x1, x2, . . . , xk) ∈ X and n ∈ Z. With these hypotheses we have the next result:
Theorem 5.3. Let (X, T ) be a Milnes type skew product dynamical system with the base
group G = T. If λ ∈ T is irrational, then Range(Γ) = Xf , and Γ : (X, T ) → (Xf , V ) is
a homomorphism, that is V Γ = ΓT and so Xf is a factor of T
k.
Proof. Since λ is irrational, by Theorem 4.1 (X, T ) is minimal and hence the points
(λkn, λ(
k
2
)n2 , . . . , λn
k
) = T n(1, 1, . . . , 1) (n = 1, 2, 3, . . .) are dense in X . Now some compu-
tation reveals that Range(Γ) = Xf and also V Γ = ΓT . 
Remarks 5.4. (a) The mapping Γ : (X, T ) → (Xf , V ) in Theorem 5.3 is not necessarily
one-to-one, for example if k = 3, then Γ(−1,−1, 1) = Γ(1, 1, 1) because for each n, n2+n
is divisible by 2.
(b) Since any factor of any distal dynamical system is again distal, it follows from
Theorem 5.3 and Corollary 4.4 that for each k ∈ N and for each λ ∈ T the function
f : n 7→ λn
k
is a distal function, (note that if λ is not irrational, then f is periodic and so
distal). This result is due to Namioka [12].
6. Ellis Groups of skew product systems
In this section, unless otherwise stated, (X, T ) denotes a Milnes type skew product
dynamical system with the base group G and generator γ0 such that Gˆ has no element
of finite order, 1 6= k ∈ N, Σ is the Ellis group of (X, T ) and E = E(G) (with its usual
topology) is the (compact) set of all (not necessarily continuous) endomorphisms of G.
If τ = limα T
mα ∈ Σ, then (passing to a subnet, if necessary) one may assume that for
each t in G and for i = 1, 2, . . . , k − 1:
lim
α
Tm
i
α(t) = θi(t)
and
lim
α
Tm
k
αγ0 = u
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If x = (x1, x2, . . . , xk) ∈ X and τx = (y1, y2, . . . , yk), then by Lemma 4.2 (with θ0 = idG
in mind) for i = 1, 2, . . . , k − 1:
yi = θi((
k
i )γ0)
i∏
j=1
θi−j((
k−j
i−j )xj)
and
yk = u
k∏
j=1
θk−j(xj)
Hence each τ in Σ corresponds to a k-fold (θ1, θ2, . . . , θk−1, u) in E
k−1×G. In the following
Lemma it is shown that this correspondence is in fact an embedding isomorphism, in which
the product in Ek−1 ×G is as follows:
If τ ∼= (θ1, . . . , θk−1, u) and τ
′ ∼= (θ
′
1, . . . , θ
′
k−1, u
′
), then τ
′
τ ∼= (φ1, . . . , φk−1, z), where for
each i = 1, 2, . . . , k − 1, φi =
∏i
j=0 (
i
j)(θ
′
i−joθj), and z = u
′
∏k−1
j=1 (
k
j )θ
′
k−j ◦ θj(γ0)u. For
more information on these products see [11] and [13].
The main theme of this section is to prove the following theorem which characterizes
the topological centre of Σ. Our method is partly similar to Example 3 in [11]. In what
follows, for each n in Z, by n( ) we mean the endomorphism x 7→ nx in E(G).
Theorem 6.1. If G is a connected monothetic Lie group, then under the identification
given above:
Λ(Σ) = {(n( ), n2( ), . . . , nk−1( ), u) ∈ Σ : n ∈ Z and u ∈ G} ⊂ Ek−1 ×G.
To prove this theorem, we need to mention some preliminaries and lemmas:
Lemma 6.2. Define Θ : Σ → Ek−1 × G by Θ(τ) = (θ1, θ2, . . . , θk−1, u) where τ ∈ Σ and
θ1, θ2, . . . , θk−1, u are as above. Then Θ is an embedding isomorphism of Σ into E
k−1×G.
Proof. Θ is well-defined. In fact, if for nets {mα} and {m
′
β}, τ = limα T
mα, τ
′
=
limβ T
m
′
β are members of Σ and τ = τ
′
, we have to show that the associated ele-
ments Θ(τ) = (θ1, . . . , θk−1, u) and Θ(τ
′
) = (θ
′
1, . . . , θ
′
k−1, u
′
) coincide in Ek−1 × G. If
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x = (x1, x2, . . . , xk) ∈ X , then τ(x) = τ
′
(x), hence
u
k∏
j=1
θk−j(xj) = u
′
k∏
j=1
θ
′
k−j(xj)
By taking x = 0, we obtain u = u
′
. Now let 1 ≤ l ≤ k−1 and let (x1, x2, . . . , xk) ∈ X such
that xl is an arbitrary element of G and for each i 6= l, xi = 0, the identity of G. Then it
follows that uθk−l(xl) = u
′
θ
′
k−l(xl). But u = u
′
hence θk−l = θ
′
k−l and Θ is well-defined.
That Θ is a group isomorphism is clear from the formula. To prove that Θ is continuous,
let τβ → τ in Σ. Let (x1, x2, ..., xk) ∈ X and let τβ(x1, x2, ..., xk) = (y1,β, y2,β, ..., yk,β)
and τ(x1, x2, ..., xk) = (y1, y2, ..., yk). If for each β, Θ(τβ) = (θ1,β, ..., θ(k−1),β , uβ) and
Θ(τ) = (θ1, ..., θk−1, u), then yk,β = uβ
∏k
j=1 θk−j,β(xj), for all β, and yk = u
∏k
j=1 θk−j(xj).
If we take xj = 0, for all j = 1, 2, ..., k, then since yk,β → yk, we get uβ → u. Again let
1 ≤ l ≤ k − 1 and let (x1, x2, . . . , xk) ∈ X such that xl is an arbitrary element of G and
for each i 6= l, xi = 0, then since yk,β → yk and uβ → u we have θk−l,β → θk−l. Therefore
Θ is an embedding isomorphism, as claimed. 
Lemma 6.3. Let τ ∈ Λ(Σ) and let Θ(τ) = (θ1, . . . , θk−1, u), where Θ, θ1, θ2, . . . , θk−1 and
u are as in Lemma 6.2, then for each i = 1, 2, . . . , k − 1, θi is continuous.
Proof. Let {tα} be a net in G and let tα → t ∈ G. Fix 1 ≤ i < k. For each α let xα
(resp. x) be the element of X in which all of its coordinates are equal to 0 except its ith
coordinate which is equal to tα (resp. t). Then xα → x in X . Let τ = limβ T
mβ ∈ Λ(Σ)
and let Θ(τ) = (θ1, ..., θk−1, u). Assume that for each α, τ(xα) = (z1,α, z2,α, ..., zk,α) and
τ(x) = (z1, z2, ..., zk). Since (X, T ) is minimal (Theorem 4.1 (i)) by Proposition 2.1 τ
is continuous. Hence for each j = 1, 2, . . . , k, zj,α → zj , in particular, zk,α → zk. But
zk,α = (limβ T
mk
βγ0)θk−i(tα) and zk = (limβ T
mk
βγ0)θk−i(t), hence θk−i(tα) → θk−i(t), that
is, θk−i is continuous and the lemma is proved. 
Proof of Theorem 6.1. Since G is a connected monothetic Lie group it is isomorphic (as
a Lie group) to a torus Tm for some m (see [3]). Hence Gˆ has no elements of finite order,
therefore by Theorem 4.1 (i) (X, T ) is minimal. Now it follows from Proposition 2.1 that
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Λ(Σ) = Σc. To prove the theorem let τ = limα T
mα be in Λ(Σ) and let the mapping
Θ : Σ→ Ek−1 ×G be defined as in Lemma 6.2 and let Θ(τ) = (θ1, ..., θk−1, u). Hence by
Lemma 6.3 and the above results, θj is continuous for each j = 1, 2, . . . , k−1. Consider θj
as an endomorphism on Tm. Then θj(η1, η2, . . . , ηm) = (fj(η1), fj(η2), . . . , fj(ηm)) where
fj(η) = limα η
m
j
α for all η in T. The continuity of θj implies that fj ∈ E(T) is continuous,
hence fj = ( )
nj for some nj in Z, and so θj = nj( ) on G. We will show that for
every j = 2, ..., k − 1, nj( ) = n
j
1( ) on G. Fix p as a non-zero integer. Then for
η = exp(1
p
), f1(η) = limα(η)
mα = (η)n1 , hence mα = n1 (mod. p), eventually. Thus for
each j = 2, ..., k−1, mjα = n
j
1 (mod. p), eventually. Therefore limα exp(
1
p
mjα) = exp(
1
p
nj1).
It follows that for each integer q with 0 < q < p one has limα exp(
q
p
mjα) = exp(
q
p
nj1). On
the other hand limα exp(
q
p
mjα) = θj(exp
q
p
). Thus exp( q
p
)n
j
1 = exp( q
p
)nj . Since ( )n
j
1 and
( )nj are both continuous functions on T and the set {exp( q
p
) : p, q are positive integers,
0 < q < p} is dense in T we have ( )n
j
1 = ( )nj . Thus fj = ( )
n
j
1 and so θj = n
j
1( ). The
latter means that τ = (n1( ), n
2
1( ), . . . , n
k−1
1 , u). To prove the converse inclusion, assume
that τ = (n( ), n2( ), ..., nk−1( ), u) ∈ Σ for some n ∈ Z and u ∈ G, then the continuity
of nj( ) for j = 1, 2, . . . , k − 1 implies that τ is continuous, hence (by Proposition 2.1)
τ ∈ Λ(Σ), and the theorem is proved.
Remarks 6.4. (a) Let (X, T ) denote a Hahn’s type skew product system. It would be
interesting to investigate the Ellis group Σ and Λ(Σ) of the finite (i.e. k <∞) or infinite
(i.e. k =∞) skew product system (X, T ). Hahn [8] proved that if the base group G has
no element of finite order, then (X, T ) is a (distal) minimal dynamical system which is
also uniquely ergodic. It is readily proved by induction that for each n in Z and for each
(x1, x2, . . . , xk) ∈ X
T n(x1, x2, . . . , xk) = (y1,n, y2,n, . . . , yk,n)
where for each j = 1, 2, . . . k
yj,n = pj(n)γ0 + pj−1(n)x1 + pj−2(n)x2 + · · ·+ p1(n)xj−1 + xj
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in which pj(n) =
1
j!
n(n − 1) · · · (n − j + 1). The same formulas work for the case in
which k = ∞. Let Σ be the Ellis group corresponding to (X, T ). If τ ∈ Σ and for
some net {mα} in Z, τ = limα T
mα then by what we already discussed: if k < ∞, then
τ corresponds to an element (θ1, θ2, . . . , θk−1, u) in E
k−1 × G, and if k = ∞, then τ
corresponds to (θ1, θ2, θ3, . . .) ∈
∏
∞
j=1Ej in which for all j, Ej = E(G) and for all t ∈ G,
θj(t) = limα pj(mα)t (with θ0 = idG in mind), and u = limα pk(mα)γ0. It is not hard to
verify that under this correspondence if τ ∼= (θ1, . . . , θk−1, u) and τ
′ ∼= (θ
′
1, . . . , θ
′
k−1, u
′
),
then τ
′
τ ∼= (φ1, . . . , φk−1, z), where for each i = 1, 2, . . . , k − 1, φi =
∏i
j=0 θ
′
i−joθj and
z = u
′
∏k−1
j=1 θ
′
k−joθj(γ0)u. Similarly for the case k = ∞ if τ
∼= (θ1, θ2, θ3, . . .) and τ
′ ∼=
(θ
′
1, θ
′
2, θ
′
3, . . .), then τ
′
τ ∼= (φ1, φ2, φ3, . . .), where for each i, φi =
∏i
j=0 θ
′
i−joθj . With the
same methods as in Lemmas 6.2 and 6.3 one may easily verify that if k < ∞, then the
mapping Θ : Σ→ Ek−1 ×G defined by Θ
′
(τ) = (θ1, θ2, . . . , θk−1, u) where θ1, θ2, . . . , θk−1
and u are as above, is an embedding isomorphism, and if k = ∞, then the mapping
Θ : Σ →
∏
∞
j=1E, τ 7→ (θ1, θ2, θ3, . . .) is an embedding isomorphism. Also if τ ∈ Λ(Σ),
then θi is continuous for each i = 1, 2, . . . , k − 1, (and for all i, if k =∞).
Now with the method of Theorem 6.1 one may observe that if (X, T ) is a finite or
infinite Hahn’s type skew product dynamical system with the base group G which is a
connected monothetic Lie group, then under the identifications given above:
(i) If k <∞, then
Λ(Σ) = {(p1(n)( ), p2(n)( ), . . . , pk−1(n)( ), u) ∈ Σ : n ∈ Z and u ∈ G}
(ii) If k =∞, then Λ(Σ) ≡ Z.
(b) In part (a) let k=2. Let G = T and let γ0 ∈ T be irrational. Namioka [13] proved
that for this case Σ ∼= E(T) × T and characterized the topological centre of Σ explicitly.
In fact, he showed that Λ(Σ) ∼= Z × T = {(( )n, u) : n ∈ Z and u ∈ T}. So our results
generalize Namioka’s example. Also, as discussed in [13] for the case k = 3 in part (a),
Σ is not isomorphic to the whole space E(T) × E(T) × T. So it would be interesting to
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determine which part of Ek−1×G is covered by Σ (and also by Σ in Theorem 6.1). There
is a conjecture due to Milnes [11] concerning this problem for the case when G = T and
k = 4 in Theorem 6.1.
(c) We do not know whether for an arbitrary k ∈ N,
Λ(Σ(X, TM)) ∼= {(n( ), n
2( ), . . . , nk−1( ), u) : n ∈ Z, u ∈ G} and
Λ(Σ(X, TH)) ∼= {(p1(n)( ), p2(n)( ), . . . , pk−1(n)( ), u) : n ∈ Z, u ∈ G}
where (X, TM ) and (X, TH) denote any Milnes type and Hahn’s type skew product dy-
namical system, respectively. To decide this using Theorem 6.1 and part (a), we have to
characterize for which pairs (n, u) in Z×G, one has (n( ), n2( ), . . . , nk−1( ), u) ∈ Σ(X, TM )
and (p1(n)( ), p2(n)( ), . . . , pk−1(n)( ), u) ∈ Σ(X, TH), respectively. Of course (by part (b)
and a similar method for Σ(X, TM)) if k = 2 and G = T, then the answer to both ques-
tions is affirmative. Hence another question arises:
Is it true that if k <∞, then Λ(Σ(X, TM )) 6= Z 6= Λ(Σ(X, TH))?
Note however that, as stated in part (a), for the case k =∞ we have Λ(Σ(X, TH)) ≡ Z.
(d) Following similar methods for the Ellis groups of Hahn and Milnes type systems,
one may show that if (X, T ) is any skew product dynamical system with the base group
G which is a connected monothetic Lie group, then with our notations of section 3:
Λ(Σ(X, T )) ∼= {(Q1(n)( ), Q2(n)( ), . . . , Qk−1(n)( ), u) ∈ Σ(X, T ) : n ∈ Z, u ∈ G}·
And also the product in Σ(X, T ) is given as follows: If τ ∼= (θ1, . . . , θk−1, u) and τ
′ ∼=
(θ
′
1, . . . , θ
′
k−1, u
′
), then τ
′
τ ∼= (φ1, . . . , φk−1, z), where for each i = 1, 2, . . . , k − 1, φi =∏i
j=0 J(i, j)θ
′
i−joθj and z = u
′
∏k−1
j=1 J(k, j)θ
′
k−joθj(γ0)u. (See also [11, Theorem 1].)
(e) The mapping Γ : (X, T ) → (Xf , V ) in Theorem 5.3 induces a continuous homo-
morphism from Σ onto the Ellis group Σ(Z, Xf ) of (Xf , V ) (which is not necessarily
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an isomorphism). We believe that it is worth characterizing the topological centre of
Σ(Z, Xf ).
Acknowledgments
The first author would like to thank the Department of Mathematics and Statistics
of the Alberta University in Canada for their hospitality during his sabbatical leaves in
Alberta University, where this work was accomplished, especially he would like to express
his gratitude to Professor Anthony Lau for his encouragement and support through his
NSERC grant A-7679. Also the authors would like to thank Professor Isaac Namioka for
his very many contributions to this work.
References
[1] H. Anzai, Ergodic skew transformations on the torus, Osaka Math. J. 3, 83-99 (1951).
[2] J. F. Berglund, H. D. Junghenn and P. Milnes, Analysis on semigroups : Function spaces, Compact-
ifications, Representations, Wiley, New York, 1989.
[3] J. J. Duistermaat and J. A. C. Kolk, Lie Groups, Springer 2000.
[4] H. G. Dales and A. T. M. Lau, The second duals of Beurling algebras, Mem. Amer. Math. Soc. 177,
No. 836 (2005).
[5] R. Ellis, Distal dynamical systems, Pacific J. Math. 8 (1958), 401-405.
[6] R. Ellis, A semigroup associated with a dynamical system, Trans. Amer. Math. Soc. 94 (1960), 272-
281.
[7] H. Furstenberg, Strict ergodicity and transformations of the torus, Amer. J. Math. 83 (1961) 573-601.
[8] F. Hahn, Skew product transformations and the algebras generated by exp(p(n)), Illinois J. Math. 9
(1965), 178-190.
[9] F. Hahn, On affine transformations of compact abelian groups. Amer. J. Math. 85 (1963), 428-446.
[10] A. T. Lau and J. S. Pym, The topological centre of a compactification of a locally compact group,
Math. Z. 219 (1995), 567-579.
[11] P. Milnes, Ellis groups and group extensions, Houston J. Math. 12, No. 1, (1986), 87-108.
[12] I. Namioka, Affine flows and distal points, Math. Z. 184 (1983), 259-269.
[13] I. Namioka, Ellis groups and compact right topological groups, Contemporary Mathematics, 26
(1984), 295-300.
20 A. JABBARI AND H. R. E. VISHKI
[14] M. Neufang, On a conjecture by Ghahramani-Lau and related problems concerning topological cen-
tres, J. Functional Analysis, 224 (2005) 217-229.
[15] J. C. Oxtoby, Ergodic sets, Bull. Amer. math. Soc. 58 (1952), 116-136.
[16] E. Salehi, Distal functions and unique ergodicity, Trans. Amer. Math. Soc. 323, No. 2, (1991), 703-
713.
[17] H. Weyl, Uber die Gleichverteilung von Zahlen mod. Eins., Math. Ann. 77 (1916), 313-352.
Department of Mathematics, Ferdowsi University, P. O. Box 1159, Mashhad 91775,
Iran
E-mail address : shahzadeh@math.um.ac.ir
Department of Mathematics, Ferdowsi University, P. O. Box 1159, Mashhad 91775,
Iran; Centre of Excellence in Analysis on Algebraic Structures (CEAAS), Ferdowsi
University of Mashhad, Iran.
E-mail address : vishki@ferdowsi.um.ac.ir
