Formally exact quantum mechanical expressions for cumulative transition matrix elements jk (,E)ϭ ͚ n ͗ j͉ ͉E,,n Ϫ ͗͘E,,n Ϫ ͉ ͉k͘, central to one photon coherent control scenarios of photodissociation, are derived. The resultant approach bypasses the need for solving the complete state-to-state quantum mechanical reactive scattering problem to obtain control results. These exact expressions are implemented both quantum mechanically and via a semiclassical initial value representation method to investigate coherent control in the generic photodissociation of a triatomic into more than one product. The semiclassical approach is shown to provide an accurate description of bimolecular control in this system.
I. INTRODUCTION
Developing new laser techniques for controlling the quantum dynamics of polyatomic systems is one of the important challenges in modern photochemistry. The most successful of these approaches is coherent control, 1,2 where quantum interference effects are manipulated to alter the dynamics. With coherent control having been demonstrated both computationally and experimentally for simple photodissociation reactions, the challenges ahead range from investigating yield control in complex molecular environments to demonstrating routes to new products in realistic polyatomic reactions.
Progress in coherent control relies heavily on theoretical and computational approaches which allow an understanding of the dominant interference phenomena and provide a means of designing new control scenarios. However, such approaches are currently restricted to small systems, a limitation of modern computational quantum mechanics. The purpose of this paper is to develop an efficient and rigorous semiclassical approach to simulate coherent control scenarios to allow applications to larger molecular systems. We focus on coherent control scenarios involving interference via one photon routes. This includes controlled photodissociation via bichromatic coherent control 3 or weak field pump-dump schemes. 4 We consider photodissociation from an initial bound state ͉i͘ to the final continuum state ͉E,,n Ϫ ͘. Here, E,,n denote the total energy, arrangement channel and internal quantum numbers of the product state with which the continuum state ͉E,,n Ϫ ͘ correlates. In coherent control of photodissociation involving one photon routes, the probability of forming a desired product is a sum of terms, some corresponding to the direct photodissociation of a bound state ͉k͘ of the form kk ϭ ͚ n ͗k͉ ͉E,,n Ϫ ͗͘E,,n Ϫ ͉ ͉k͘, and some to terms of the form jk ϭ ͚ n ͗ j͉ ͉E,,n Ϫ ͘ ϫ͗E,,n Ϫ ͉ ͉k͘. The latter correspond to interference between one photon absorption routes to the continuum from level ͉ j͘ and from level ͉k͘. Both of these terms involve a sum over all final states. It therefore appears that obtaining jk requires solving the scattering problem at the complete state-to-state level, a task which becomes increasingly difficult as the size of the system increases. In this paper we show that this is not the case, i.e., that a direct method for obtaining these terms, based on a correlation function approach, considerably simplifies this computation.
In particular, in this paper we make two contributions towards the goal of developing useful methods for coherent control computations. First, we develop formally exact quantum expressions for cumulative transition matrix elements that circumvent the need to solve the reactive scattering problem at the complete state-to-state level. Second, we implement this approach semiclassically via the initial value representation ͑SC-IVR͒ to examine a specific control scenario, bichromatic control, on a ͑collinear͒ polyatomic problem dissociating to two chemically distinct products, and show that the results are in very good agreement with exact quantum computations.
In recent years, there has been a rebirth of interest in the SC-IVR approach, a method originally due to Miller, 5 as a means of including quantum effects in molecular dynamics. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] However, to date, the only SC-IVR application to coherent control is our recent study of bichromatic coherent control of nonadiabatic ICN photodissociation. 22 In that work, the SC-IVR was shown capable of reproducing both amplitudes and phases of the i j in an approach that required solving the full scattering problem at the asymptotic state-to-state level. The resultant semiclassical photofragmentation ratios were found to be in good agreement with quantum simulations. Here we extend this approach, dealing with a reactive photodissociation problem via the ''direct'' implementation procedure of the SC-IVR for computations of cumulative transition matrix elements.
The paper is organized as follows: In Sec. II, and the Appendix, we review the bichromatic coherent control scenario and derive formally exact expressions for the cumulative transition matrix elements. Sections III and IV describe procedures to implement these expressions in terms of the SC-IVR, and also in terms of exact quantum mechanical methods based on the split-operator propagation scheme. 23 Section V evaluates these expressions for a simple example of unimolecular decomposition, and compares the semiclassical results with full quantum mechanical simulations. The Appendix contains a derivation of an important expression for the projection operator onto fixed total energy and specific product channel. Section VI contains a summary and conclusions.
II. COHERENT CONTROL IN A CONTINUUM STATE
We consider bichromatic coherent control 3 in the unimolecular decomposition reaction of a generic polyatomic molecular system ABC that photodissociates according to
Here ϭ1,2 denotes the final arrangement and n denotes the internal states of the product. The molecule ABC is prepared in an initial superposition state,
͑2.2͒
where ͉⌽ g ͘ is the ground electronic state wave function, and ͉ j͘ is the nuclear eigenstate of energy E j associated with excitation in the jth vibrational state. The system is subsequently photo-excited with two CW lasers with a total electric field (t),
where the field amplitudes j and k are time independent vectors of length ͉ j ͉, and ͉ k ͉. The quantities j and k , in Eq. ͑2.3͒, are the phases of the two CW fields. If the frequencies j and k are chosen such that ប k ϩE k ϭប j ϩE j ϭE, then both ͉ j͘ and ͉k͘ are raised by the laser field to continuum states ͉E,,n Ϫ ͘ of an electronic excited state with energy E. These two photoexcitation routes interfere with one another, and assuming that the field is sufficiently weak to allow the use of first order perturbation theory, the relative probability ratio R(,Ј,E), of producing product in arrangement channel to that in arrangement Ј, at energy E, is given by
Here, x is the ratio of controllable parameters x ϭ͉(c k ͉ k ͉)/(c j ͉ j ͉)͉, and ⌽ jk (,E) is the phase of the cumulative transition matrix element jk (,E),
͑2.5͒
where ͉⌿ 0 ( j)͘ϵ ͉ j͘, and is the dipole operator along the direction of the field. Note that the off-diagonal jk manifest the interference between components of the continuum wave function which are excited by independent coherent excitation pathways. Equations ͑2.4͒ and ͑2.5͒ show that the relative product yields can be experimentally controlled by changing either the composition of the initial superposition state, or the relative phase or amplitude associated with the photoexcitation laser pulses. Essentially all simulations to date have computed the cumulative transition matrix elements j,k (,E), according to Eq. ͑2.5͒, after solving first the timeindependent scattering problem at the complete state-to-state level. The only exception to this has been our recent study of ICN coherent control, 22 where the photodissociation process was described in the time dependent picture, and the transition matrix elements were computed according to
͑2.6͒
Here ͉E,,n o ͘ are the asymptotic states associated with photofragments that are in product channel , at energy E, and internal state n. The quantities ͉⌿ t ( j)͘ and ͉⌿ t (k)͘ result from time evolving ͉⌿ 0 ( j)͘ and ͉⌿ 0 (k)͘ according to the excited state Hamiltonian Ĥ . Hence, all methods implemented to date have required resolution into individual product states. We wish to derive an expression that allows the determination of jk without the need to compute dynamics into each product channel. To do so we first rewrite Eq. ͑2.5͒. The Appendix shows that the sum in brackets, in Eq. ͑2.5͒, can be written as
͑2.8͒
Here, P is the projection operator onto asymptotic product channel , defined as
and, h (R) is a function of the dissociating bond length R, associated with asymptotic channel . Specifically, h (R) is one on the right of the dividing surface RϭR and zero on the left ͑see Fig. 1͒ . Substituting Eq. ͑2.9͒ into Eq. ͑2.8͒, gives that j,k (,E) can be computed according to
with Eϭប, i.e., as the Fourier transform of the survival amplitude j,k (,t),
Here, ͉⌿ 0 ( j)͘ is defined according to
͑2.12͒
and is the wave packet component of the initial state ͉⌿ 0 ( j)͘ that correlates with the asymptotic product channel . Semiclassical and quantum mechanical calculations, reported in Sec. V, are essentially straightforward implementations of Eq. ͑2.10͒, where the survival amplitudes j,k (,t) are obtained according to Eqs. ͑2.11͒ and ͑2.12͒. These equations provide an efficient procedure to obtain cumulative transition matrix elements, solely in terms of survival amplitudes. These survival amplitudes are expected to decay quite rapidly during the early time relaxation process in the continuum state, since the initially interacting constituents of the system separate from one another according to alternative reaction pathways, and cease to interact thereafter.
Finally, two comments are in order. First, we note that Eq. ͑2.10͒ provides the useful computational check that
when both ⌿ 0 ( j) and ⌿ 0 (k) are real functions. Here Im͓͔ denotes the imaginary part function of its argument. Equation ͑2.13͒ follows from noting that, according to Eq. ͑2.10͒, the sum
is real, since
͑2.15͒
when ⌿ 0 ( j) and ⌿ 0 (k) are real wave functions with j k, and always when jϭk. Here the survival amplitudes j,k (t) ͓Eq. ͑2.15͔͒, are defined as
Second, we note that the survival amplitudes j,k (,t) could also be computed in terms of the flux through the dividing surface, RϭR , according to the time average over motion
where F , in Eq. ͑2.17͒, is the flux operator defined as
͑2.18͒
Equation ͑2.17͒ follows from Eqs. ͑2.11͒ and ͑2.12͒, by noting that
͑2.19͒
A semiclassical procedure for implementing Eq. ͑2.17͒ is presented in Sec. IV B.
III. QUANTUM MECHANICAL APPROACH
The quantum mechanical procedure to compute jk (E,) in terms of Eqs. ͑2.10͒, ͑2.11͒, and ͑2.12͒, requires the propagation of each wave packet component ͉⌿ 0 (k)͘ and ͉⌿ 0 ( j)͘ which comprise the initial superposition state. We do so in accord with the standard split-operator propagation scheme. 23 Computations of survival amplitudes j,k (,t) involve projections of the time evolved wave packet ͉⌿ t (k)͘ onto FIG. 1. Excited state potential-energy surface for unimolecular dissociation ͓Eq. ͑2.1͔͒. Here, rϭr BC and Rϭr AB ϩr BC m C /(m C ϩm B ), are the Jacobi coordinates associated with the vibrational and translational coordinates, respectively, in photofragmentation channel ϭ2. Shown are the dividing surfaces RϭR 1 and RϭR 2 , the asymptotic cuts S 1 and S 2 in the free interaction regions, and the position of the absorbing potential ⑀ 2 that would absorb the wave packet components ⌿ t 1 (1) and ⌿ t 1 (2) that correlate with asymptotic product channel ϭ1. Also shown are contour plots for the modulus of the initial wave packet, ⌿ 0 (1), that results from photoexcitation of the ground vibrational state, and the time evolved wave packet components ⌿ t 1 (1) and ⌿ t 2 (1) at tϭ40 fs after photoexcitation of the system. the initial state component ͉⌿ 0 ( j)͘ that correlates with asymptotic product channel . To compute ͉⌿ 0 ( j)͘ we replace the infinite time limit, in Eq. ͑2.11͒, by a finite propagation time, ,
The quantity ͉⌿ 0 ( j)͘ is obtained, according to Eq. ͑3.1͒, by propagating ͉⌿ 0 ( j)͘ forward for time , applying h and then propagating the resultant wave packet backwards in time for time . Doing so only requires evolving the initial state ͉⌿ 0 ( j)͘ for the minimum time after which there is no significant overlap between the wave packet component exiting in channel and the wave packet components associated with the other photofragmentation channels. Note that can be much shorter than the relaxation time necessary to reach the asymptotic noninteracting region.
The result of this procedure to prepare ͉⌿ 0 ( j)͘, is to absorb completely those wave packet components that do not correlate with the asymptotic product state . This preparation of ͉⌿ 0 ( j)͘ can also be performed according to
by performing the forward propagation in the presence of an appropriate absorbing potential, ⑀ . [24] [25] [26] [27] Note, that here we take advantage of the underlying simplicity of photodissociation dynamics in the continuum state, where the system cannot recross back to the interaction region after reaching a specific product region. The absorbing potential is chosen to be zero in the interaction region where the relevant dynamics for determining the survival amplitude occurs, and is ''switched on'' to absorb the product in the region of products that do not correlate with channel ͑see Fig. 1͒ . The finite propagation time , in Eq. ͑3.2͒, can then be chosen as the minimum propagation time ͑in the presence of the absorbing potential͒, necessary to absorb all wave packet components that do not correlate with the asymptotic product state .
IV. SEMICLASSICAL APPROACH
Section IV A describes a semiclassical procedure to compute the cumulative transition matrix elements jk (E,) in terms of Eq. ͑2.10͒, where the survival amplitudes j,k (,t) are obtained according to Eqs. ͑2.11͒ and ͑2.12͒. Section IV B describes a semiclassical procedure to compute the survival amplitudes j,k (,t), according to Eq. ͑2.17͒, in terms of the flux through a dividing surface along the dissociative coordinate.
A. Absorbing boundary: Semiclassical implementation of Eqs. "2.10… and "2.11…
The semiclassical implementation of Eq. ͑2.10͒, is quite straightforward. The survival amplitudes j,k (,t) are computed, by writing Eq. ͑2.12͒ in the form of Eq. ͑3.2͒, according to
and the three time evolution operators, in Eq. ͑4.1͒, are combined into one overall SC-IVR time propagation, according to
where the exponential damping factor e Ϫ⑀ , arising from the absorbing potential, 28 is written in terms of normal mode coordinates and momenta, q and p, respectively. V͑q͒, in Eq. ͑4.7͒, is the dissociative excited state potential energy that describes the photodissociation reaction for the generic molecule ABC. The pre-exponential factor in the integrand of Eq. ͑4.2͒ is given by
where M is a linear combination of components of the monodromy matrix,
͑4.9͒
where ␥( j) are the constant parameters in the coherent states,
͑4.10͒
and similarly for ͗q͉q 0 ,p 0 ͘.
The various time dependent partial derivatives are obtained by numerically integrating the following equations for the stability matrix
where zϭp 0 or q 0 .
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B. Flux evaluation: Semiclassical implementation of Eq. "2.17…
The first term on the r.h.s. of Eq. ͑2.17͒ can be computed according to the standard implementation of the SC-IVR for computations of survival amplitudes. Also, in general, this term can be neglected since the dividing surface of h can be chosen sufficiently far from the Franck-Condon region. The discussion that follows concerns practical aspects of the semiclassical implementation of Eq. ͑2.17͒ and disregards the first term on the r.h.s of Eq. ͑2.17͒.
The second term in Eq. ͑2.17͒ can also be written in the form
Using the Herman-Kluk, 29 or coherent state IVR for the time evolution operator, jk (,tЈ) becomes a double phase space average over initial conditions for the time average over motion,
The integration variables (p 0 ,q 0 ) and (p 0 Ј ,q 0 Ј), in Eq. ͑4.12͒, are the initial conditions for pairs of classical trajectories. Propagating first a trajectory that evolves according to q t Ј ϩt ϵq t Ј ϩt (p 0 ,q 0 ) and p t Ј ϩt ϵp t Ј ϩt (p 0 ,q 0 ), the time average over motion could be evaluated while one is computing the second trajectory of each pair, q t Јϵq t (p 0 Ј ,q 0 Ј), and pЈ t ϵp t (pЈ 0 ,qЈ 0 ). Doing the t integral, in Eq. ͑4.12͒, thus would not entail any extra effort in the calculation, other than storing the time dependent quantities associated with the first trajectory. Also, the structure of Eq. ͑4.12͒ allows doing the calculation for many different values of tЈ, i.e., all from the same set of trajectories. We have found, however, that the implementation of this method is not as efficient as the implementation procedure described in Sec. IV A, where survival amplitudes are obtained from the very early time relaxation dynamics. Hence, we utilize below the method of Sec. IV A. The direct semiclassical procedure described in this section, however, has the advantage that could be easily generalized to simulate coherent control in the presence of nonadiabatic photodissociation dynamics, as formulated in terms of the Meyer-Miller Hamiltoninan. 31, 22 
V. RESULTS
Results are presented in two sections after describing the specific model Hamiltonian and the initial state in Sec. V A; Sec. V B compares the semiclassical results for survival amplitudes and transition matrix elements to the corresponding cumulative, and state-to-state resolved quantum mechanical results. Section V C then presents our semiclassical results of bichromatic coherent control, after photoexcitation of an initial superposition state to various final energy states in the continuum, and compares them to the corresponding full quantum mechanical calculations.
Semiclassical results are converged with 5ϫ10 5 trajectories, integrated using the standard fourth-order RungeKutta algorithm, 32 according to the parallel programming model described in Ref. 6 . Trajectories are initialized through Monte Carlo sampling of coordinates and momenta according to localized phase space distributions, determined by the coherent state transform of the initial wave packet components. This excited state population is created under the artifice that the photolysis event promotes molecules instantaneously from the ground electronic state to the optically allowed excited state that is resonant with the excitation wavelength.
A. Model Hamiltonian and initial state
The nuclear wave function that represents the initial population in the excited electronic state is assumed to be
where H j is a Hermite polynomial of degree j. The coordinates q(1) and q(2), in Eq. ͑5.1͒, are the symmetric and antisymmetric stretching normal modes of the ABC molecule. The initial state for the control studies, introduced in Eq. ͑2.2͒, involves a linear superposition of vibrational states with jϭ0 and jϭ1. The transition dipole that couples the ground and excited electronic states is assumed to be independent of nuclear coordinates ͑Condon approximation͒.
We examine a simple collinear model for photodissociation where the ground electronic state potential energy surface is defined as a sum of two Morse potentials, 
where, ␣ h ϭ90, and x h ϭ0.44643.
33
All forces and second derivatives necessary for integrating the equations of motion are calculated using finite difference expressions. Full quantum mechanical results are obtained using the fast Fourier transform ͑FFT͒ method with an extended grid of 1024 points in both the r and R Jacobi coordinates, defined in the range of coordinates ͉RϪ9.5 a.u.͉Ͻ3 a.u. and ͉rϪ6 a.u͉Ͻ3 a.u. Figure 2 compares the semiclassical results ͑solid lines͒, with the corresponding full quantum mechanical results ͑dashes͒ for the modulus, real, and imaginary parts of survival amplitudes 12 (), 11 (), and 22 (), with ϭ͑1,2͒, as a function of time. Panels ͑a͒, ͑b͒, and ͑c͒ correspond to photodissociation channel ϭ2, while panels ͑d͒, ͑e͒, and ͑f͒ show the corresponding quantities for channel ϭ1. The comparison shows that the semiclassical survival amplitudes are in excellent agreement with quantum mechanical results; so good, in fact, that the dashed and solid lines often overlap. Figure 2 shows that both the diagonal and off-diagonal survival amplitudes decay for this particular model system within 7 fs (ϳ290 a.u.͒. This relaxation time is significantly shorter than the time necessary to reach the asymptotic noninteracting region at ϳ40 fs after photoexcitation of the system. Figure 2 also shows a significant difference between the diagonal and the off-diagonal survival amplitudes; while 11 (ϭ1,2) and 11 (ϭ1,2) are symmetric relative to tϭ0, and satisfy the condition that j j (,t)ϭ j j *(,Ϫt), the offdiagonal survival amplitudes jk (ϭ1,2) are slightly asymmetric relative to tϭ0. For example, note that the maximum of ͉ jk (ϭ1,2)͉ at positive times is slightly higher than the maximum at negative times. This asymmetry results from an asymmetric potential energy surface, and makes its Fourier transform 12 a complex quantity with nonzero real and imaginary parts. Figure 3 shows the comparison of semiclassical ͑solid lines͒, and quantum mechanical ͑dashes͒ results for the real ͓panel ͑a͔͒ and imaginary ͓panel ͑b͔͒ parts of 12 (ϭ1,2). 12 (ϭ1,2), as a function of the total energy E in the continuum state, obtained according to the semiclassical method ͑solid lines͒, the quantum state-resolved ͑dashes͒ approach, and quantum cumulative ͑broken dashes͒ methodology. Although one can see small differences, both the modulus and the phase of the cumulative transition matrix elements obtained semiclassically are in very good agreement with full quantum mechanical simulations over the whole energy range. The semiclassical results are able to reproduce the correct shape of ͉ 12 (ϭ1,2)͉, and the position of the amplitude nodes as a function of E, as well as the energy dependence of the phase ⌽ 12 (ϭ1,2)͉, that is found to be in almost quantitative agreement with full quantum mechanical calculations in both photofragmentation channels. Figure 3 shows that the most important features of 12 (ϭ1,2) include the energy position of the node, the quality of the node ͑the amplitude does not totally vanish at the node͒, and the change in sign of 12 (ϭ1,2) when going through the energy node (⌬⌽ 12 ϭϩ/Ϫ). These features can be understood in terms of the symmetry properties of the product of the two wave packet components that contribute to 12 (ϭ1,2) at each n, as defined by Eq. ͑2.6͒. The comparison of real and imaginary parts shows more clearly the level of agreement between the quantum and semiclassical results for a model system where the imaginary parts of 12 (ϭ1,2) are much smaller than the real parts throughout the whole energy range. Figure 4 compares the semiclassical results ͑solid lines͒ for the diagonal cumulative matrix elements 11 (ϭ1,2) ͓see panel ͑a͔͒, and 22 (ϭ1,2) ͓see panel ͑b͔͒, with the corresponding state-resolved ͓dashes͔, and cumulative ͑bro-ken dashes͒ quantum mechanical results. One sees that with the exception of small deviations there is almost quantitative agreement between semiclassical and full quantum mechanical calculations of the cumulative transition amplitudes associated with ground and excited vibrational states, for both photodissociation channels. Figure 5 shows the percentage product yields 100 ϫA/(AϩC), obtained from Eq. ͑2.4͒, after photodissociation in the continuum. Bichromatic coherent control is simulated for an initial superposition of vibrational states with quantum numbers ϭ1 and ϭ2, respectively. Figure 5 compares the SC ͑solid lines͒ and full quantum mechanical ͑dashed lines͒ results obtained at various photoexcitation energies. Percentage product yields are presented in the form of contour plots for the photoexcitation energies indicated in panels ͑a͒-͑f͒, as a function of both the relative pulse phase parameter, ⌰ 1 -⌰ 2 , and the relative amplitude S ϭ(c 1 2 1 2 /(c 2 2 2 2 ϩc 1 2 1 2 ). Figure 5 shows that the model system considered herein is particularly challenging, since the relative product yields change only moderately as a function of the relative phase parameter. However, the overall comparison between SC and full quantum dynamics simulations of coherent control, indicates that the structure of the diagrams, the trend in these structures with photoexcitation energy, and the range of quantum mechanical product yields, are reproduced by the semiclassical calculations within an error of approximately 1%-5%.
B. Survival amplitudes and transition matrix elements
3, also compares of the modulus ͉ 12 (ϭ1,2)͉ ͓see panel ͑c͔͒, and phase ⌽ 12 (ϭ1,2) ͓panel ͑d͔͒ of the cumulative transition matrix elements
C. Coherent control of photofragmentation product yields
At the lowest photoexcitation energy ͓see panel ͑a͔͒, there is maximum control at Sр0.5, where the production of A can be reduced from 50% to 40%, by changing the relative phase parameter from 0°to 180°. At higher values of S ͑when S→1), the semiclassical and full quantum mechanical product yields still agree with one another within an error of 1%-5%, and show a qualitatively different behavior from that observed at smaller values of S. The major difference to note is that the degree of yield control becomes only weakly dependent on the relative phase parameter, ⌰ 1 -⌰ 2 at larger S, and is therefore no longer possible to control the final outcome of the chemical reaction via interference effects.
At higher photoexcitation energies ͓panel ͑b͔͒ the SC and full quantum mechanical product yields again agree within about 1%-5% error and show a diagram structure as a function of controllable parameters that is completely different from the diagram obtained at lower photoexcitation energies. The degree of yield control is found to be maximum in the 0.9рSр1.0 range, where the production of A can be reduced from more than 45% to less than 35% by changing the relative phases from about 0°to 180°.
At even higher photoexcitation energies ͓panel ͑c͔͒ the contour diagram is once again totally different from the diagrams obtained at lower photoexcitation energies, however, the SC and full quantum mechanical calculations agree in predicting that a maximum degree of yield control can be achieved in the 0.9рSр1.0 range. Within this range of relative amplitude parameter the production of A is less than 38%, at approximately 30°, and can be increased to more than 45%, by changing the relative phases to the 280°-300°r ange.
Coherent control vanishes when the final energy is Ͼ 3.0 eV ͓panel ͑f͔͒. Panel ͑f͒ shows than SC and full quantum calculations agree in predicting that there is practically no coherent control at this particular final energy, in terms of contour lines of percentage yields that agree within 1%-5% error. Finally, at intermediate photoexcitation energies ͓panels ͑d͒ and ͑e͔͒, SC and full quantum mechanical calculations agree once again with one another within the same error range and predict that moderate coherence control is recovered.
VI. CONCLUSIONS
In this article we have derived formally exact quantum mechanical expressions for cumulative transition matrix elements, and we have shown that these expressions provide a useful means for simulating one photon control scenarios, such as bichromatic control of an initial superposition state, without having to solve the complete state-to-state quantum mechanical reactive scattering problem.
We have shown how to implement these exact quantum mechanical expressions both quantum mechanically, and semiclassically by using an initial value representation method, in order to investigate quantum control in a generic reaction that describes unimolecular decomposition into more than one possible product.
We have demonstrated the capabilities of the semiclassical approach by comparing the semiclassical results to full quantum mechanical calculations of photofragmentation product yields, as controlled by the relative pulse phase, and the relative amplitude parameters. We have shown that semiclassical results, obtained through quantization of the classical Hamiltonian, according to the Herman-Kluk SC-IVR methodology, together with stationary phase MC methods, were able to reproduce the correct structure of the relative product yield diagrams for various different photoexcitation energies. These results demonstrate that the cumulative SC-IVR methodology, developed in this paper, is an efficient and reliable approach to describe laser induced quantum interferences between alternative photodissociation pathways.
According to the present implementation, semiclassical simulations of coherent control require only the evaluation of survival amplitudes. The SC-IVR has already been successfully implemented for computing survival amplitudes, associated with diagonal transition matrix elements, for systems of up to 35 coupled degrees of freedom. 10 Therefore, one expects that the computational method developed in this paper should be a tractable and reliable approach for simulating coherent control in systems of high dimensionality. Such work is in progress.
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APPENDIX: DERIVATION OF EQ. "3.6…
In this Appendix we show that
where the spatial projection operator P is defined as 
͑A4͒
First, we insert the delta function ␦(Ĥ ϪE), into Eq.
͑A1͒, according to
͑A5͒
and then we evoke time-dependent scattering theory 35 to express the scattering states ͉E,,n 
͑A10͒
Equation ͑A9͒ involves the sum over a complete set in the space of the vibrational coordinate. However, the translational scattering wavefunctions are not complete, since they cover only the range of positive momenta. In order to com-plete the integration range in Eq. ͑A9͒, we introduce the step function h (K), defined as 1͑0͒ for positive͑negative͒ values of its argument, and obtain 
͑A15͒
noting that P 2 ϭ P , and that P and ␦(Ĥ ϪE) commute. Comment: The procedure described in Sec. IV A, is more efficient than a more standard ''forward-backward'' approach, such as j,k ͑,t͒ϭ͑2ប͒ ϪN ͵ Ϫϱ ϱ dp s ͑2ip s ͒ Ϫ1 ͵ dp 0 ͵ dq 0 ϫe iS t (p 0 ,q 0 )/ប C t ͑ p 0 ,q 0 ͒ϫ͗⌿ 0 ͑ j ͉͒p t ,q t ͘ ϫ͗p 0 ,q 0 ͉⌿ 0 ͑ k ͒͘, ͑A16͒
where the partial contribution of a single trajectory would require forward propagation from the initial phase point (p 0 ,q 0 ) to the resulting phase point (p ,q ) at time , then a ''momentum jump'' at time , Note that in contrast to Eq. ͑4.2͒, the integrand in Eq. ͑A16͒ does not include any damping factor. Therefore, according to Eq. ͑A16͒, all contributions of trajectories that do not photodissociate into channel would have to be cancelled out through destructive interference.
