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ABSTRACT
The distribution of galaxies in optical diagnostic diagrams can provide information
about their physical parameters when compared with ionization models under proper
assumptions. By using a sample of central emitting regions from the MaNGA survey,
we find evidence of the existence of upper boundaries for narrow-line regions (NLRs)
of active galactic nuclei (AGN) in optical BPT diagrams, especially in the diagrams in-
volving [S II]λλ6716, 6731/Hα. Photoionization models can well reproduce the bound-
aries as a consequence of the decrease of [S II]λλ6716, 6731/Hα and [O III]λ5007/Hβ
ratios at very high metallicity. Whilst the exact location of the upper boundary in
the [S II] BPT diagram only weakly depends on the electron density of the ionized
cloud and the secondary nitrogen prescription, its dependence on the shapes of the
input SEDs is much stronger. This allows us to constrain the power-law index of the
AGN SED between 1 Ryd and ∼ 100 Ryd to be less than or equal to −1.40 ± 0.05.
The coverage of the photoionization models in the [N II] BPT diagram has a stronger
dependence on the electron density and the secondary nitrogen prescription. With the
density constrained by the [S II] doublet ratio and the input SED constrained by the
[S II] BPT diagram, we find that the extent of the data in the [N II] BPT diagram
favors those prescriptions with high N/O ratios. Although shock-ionized cloud can pro-
duce similar line ratios as those by photoionization, the resulting shapes of the upper
boundaries, if exist, would likely be different from those of a photoionizing origin.
Key words: galaxies: active – galaxies: nuclei – galaxies: Seyfert
1 INTRODUCTION
Optical diagnostic diagrams (hereafter BPT) are useful tools
to discriminate different photoionization sources for galax-
ies when optical spectra are available (Baldwin et al. 1981;
Veilleux & Osterbrock 1987). A typical BPT diagnostic
sorts galaxies into three categories: H II regions, compos-
ite regions, and AGNs (for the [N II]-based BPT diagnostic,
cf. Kewley et al. 2001, Kauffmann et al. 2003b), or star-
forming (SF) regions, low-ionization nuclear emission-line
regions (LINERs, cf. Heckman 1980) and Seyferts (for the
[S II]- or [O I]-based BPT diagnostic, cf. Kewley et al. 2006).
Different parts of galaxies occupy specific regions on the di-
agrams, with H II and SF regions lying on the lower left,
Seyferts taking up the space on the upper right, LINERs oc-
? Contact e-mail: xji243@uky.edu
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cupying the lower right and composite regions sitting in the
middle. By comparing observational data with the predic-
tions from photoionization models, people have established
a theoretical basis for the existence of the SF loci in opti-
cal diagnostic diagrams (e.g. Baldwin et al. 1981; Veilleux
& Osterbrock 1987; Dopita et al. 2000; Kewley et al. 2001).
This provides a way to put constraints on physical param-
eters like gas-phase metallicity or ionization parameter for
SF regions (Dopita et al. 2000; Kewley & Dopita 2002). An
interesting feature of the SF regions is that it has an upper
boundary on all BPT diagrams. This upper boundary was
both confirmed observationally by Kauffmann et al. (2003b)
with SDSS data, and theoretically by Kewley et al. (2001)
with modeling of extreme starburst galaxies. The commonly
accepted explanation for the existence of the boundary is
that the drop of electron temperature becomes more impor-
tant at higher metallicity, which will subsequently lower the
© 2020 The Authors
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strength of collisional excited lines like [N II]λλ6548, 6583
and [S II]λλ6716, 6731.
For other regions on the BPT diagrams, however, less is
known about how their physical parameters are connected
with their positions on the planes. One of the reasons is
that ionization sources other than photons from young OB
stars play an important role in these regions. The physics of
such regions is not yet fully understood. Active galactic nu-
clei (AGN) with different ionizing powers have been consid-
ered as the primary driven engines for Seyferts and LINERs
(Kewley et al. 2006; Ho 2008). However it has been shown by
many studies that LINER-like spectra do not always indicate
a nuclear origin (Sarzi et al. 2006; Cid Fernandes et al. 2010,
2011; Yan & Blanton 2012; Singh et al. 2013; Belfiore et al.
2016; Hsieh et al. 2017). Post-AGB stars (Binette et al. 1994)
as well as shocks (Dopita & Sutherland 1995) and turbulent
mixings (Slavin et al. 1993) might play an important role
in creating LINER-like spectra. They could all contribute in
some degree, while the weight of each component might well
change for different galaxies or different locations inside one
galaxy. Therefore in the rest of the paper we call LINER-
like regions LI(N)ERs. Despite all these difficulties, it is of
great significance to establish a match between the theoret-
ical models and positions of Seyferts and LI(N)ERs in BPT
diagrams. This will result in easily accessible and reliable
calibrators for chemical abundance and other important pa-
rameters for these regions (Storchi-Bergmann et al. 1998).
This approach will inherit the advantages of BPT diagnos-
tics: only involving strong optical lines and not sensitive to
dust extinction, which is usually another parameter difficult
to estimate for these regions.
There have been various attempts to understand the
AGN region with modelling of ionized gas. The simplest and
most direct approach is to assume a photoionization domi-
nated scenario. Other ionizing sources can be evaluated later
as independent components. Many models have been pro-
vided to reproduce the line-ratio distribution of the narrow-
line regions (NLRs), among which the dusty, ionization pres-
sure dominated photoionization model seems promising and
is in good agreement with the observations (Groves et al.
2004a; Richardson et al. 2014; Feltre et al. 2016). Under
this assumption, it is natural to expect that AGN regions
may also have upper boundaries as H II regions do in normal
BPT diagrams. And Groves et al. (2004b) did find that their
models would result in degeneracy at both high metallicity
and high ionization parameter. Though it remains a ques-
tion whether the observed AGNs ever reach such regime of
the parameter space. The AGN boundary, if exists, could
serve as a starting baseline to calibrate the ionized gas in
the two dimensional parameter space of gas-phase metallic-
ity and ionization parameter, provided we understand how
other physical parameters might influence its position on the
diagnostic plane. Conversely one can use the observational
boundary of a sample of AGN ionized clouds to interpret
the properties of underlying AGNs by matching this bound-
ary with the theoretical ones. But so far no detailed dis-
cussion has been made about how this boundary can come
into being and what physical interpretation can be made.
In this paper we try to demonstrate the following points:
the observational data indicate the existence of upper-right
boundaries for AGN regions in the [S II] and [N II] BPT
diagrams; the boundaries match quite well the predictions
of photoionization models; we can use this boundary to put
constraints on some physical parameters of AGN regions.
The paper is organized as the following. In Section 2 we
describe the observational data. In Section 3 we show our
sample selection criteria and sample distribution. In Section
4 we present the photoionization models we use and discuss
the physical meanings of the AGN boundary. In section 5 we
briefly discuss shock models as a possible contributor and
the difficulties with the [O I] BPT diagram. We summarize
our results and present our conclusions in Section 6.
Throughout this paper, we assume a ΛCDM model with
H0 = 70 km s−1Mpc−1, Ωm = 0.3 and ΩΛ = 0.7. All magni-
tudes are given in the AB system.
2 OBSERVATIONAL DATA
We draw our sample from the eighth internal data release
of Mapping Nearby Galaxies at Apache Point Observatory
survey (MaNGA; Bundy et al. 2015; Yan et al. 2016b), the
MaNGA Product Launch 8 (MPL-8), which includes obser-
vations of 6507 galaxies. MaNGA is part of the Sloan Digital
Sky Survey IV (Blanton et al. 2017) and is by far the largest
integral field spectroscopy (IFS) survey, aiming at obtaining
spatially resolved spectral information of ∼ 10000 galaxies
with <z> ∼ 0.03 by 2020 (Wake et al. 2017). MaNGA uses
the 2.5 m Sloan Telescope (Gunn et al. 2006) and Baryon Os-
cillation Spectroscopy Survey (BOSS) Spectrographs (Smee
et al. 2013) for observation. The light is fed to the dual-
beam BOSS spectrographs through fiber bundles. The re-
sulting wavelength coverage is from 3600 A˚ to 10300 A˚, with
a median spectral resulution R ∼ 2000. To achieve uniform
spatial coverage for various galaxies, MaNGA adopts hexag-
onal fiber bundles with five different sizes, with the long-axis
diameter ranging from 12′′ to 32′′, corresponding to 19-,
37-, 61-, 91-, and 127-fiber units, respectively (Drory et al.
2015). Flux calibration is done using another set of mini-
bundles (Yan et al. 2016a). The raw data are reconstructed
into 3D data cubes by the Data Reduction Pipeline (DRP;
Law et al. 2016), and the final spaxel size is ∼ 0′′. 5 × 0′′. 5.
By contrast, the median FWHM of MaNGA’s point spread
function (PSF) is ∼ 2′′. 5 (Law et al. 2015).
A data analysis pipeline (DAP; Westfall et al. 2019;
Belfiore et al. 2019) has been developed to automatically
process the reduced MaNGA spectra, providing maps of spa-
tially resolved physical quantities. DAP utilizes pPXF (Cap-
pellari & Emsellem 2004; Cappellari 2017) to perform the
fitting of stellar continuum and the emission lines in a muti-
stage procedure. First, the stellar kinematics is determined
using Voronoi binned data (Cappellari & Copin 2003). Then,
with the kinematics fixed, we fit the spectrum in each spaxel
to a combination of the stellar-continuum templates and the
emission-line templates. The velocities of all emission lines
are tied together while the velocity dispersions of different
lines are allowed to vary independtly, except for the pair of
lines in each doublet.
3 BOUNDARIES OF AGN REGIONS
In this work we adopt the DAP products for our analysis.
Our primary goal is to obtain a representative sample of
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spaxels from emission-line galaxy nuclei to study the distri-
bution of AGN-powered line ratios. The selection procedure
should be independent of the BPT diagnostics and should
avoid contaminations from ionization sources unrelated with
an AGN. Thus, we apply the following selection criteria.
(i) We select only spaxels from the nuclear region
to reduce contamination from non-AGN-powered ionizng
sources. Quantitatively we require R / Re < 0.3, where Re
is the elliptical Petrosian effective semi-major axis of the
galaxy measured in the SDSS r band from the NASA-Sloan
Atlas 1(NSA; Blanton et al. 2011). For different galaxies in
our sample, this corresponds to 0.4 − 4.0 kpc. We also try
generating a sample using a cut based on the FWHM of the
MaNGA PSF in the SDSS r band, requiring R < FWHM /
2. This sample yields the same result and most importantly
the same boundary, despite that the sample size is nearly
halved. Therefore, we choose the first cut in this paper in
order to present a more statistically significant result.
(ii) We require good emission line detections and select
only spaxels with signal-to-noise ratio (SNR) greater than 3
in all of the followng lines [S II]λλ6716, 6731, [N II]λ6583,
[O III]λ5007, Hα, and Hβ.
(iii) We select only spaxels with strong emssion lines to
reduce the contamination from LI(N)ERs with non-AGN
origins. We adopt the value of 3 A˚ for the equivalent width of
Hα line as a lower limit (Cid Fernandes et al. 2011; Belfiore
et al. 2016). do Nascimento et al. (2019) suggests a more
stringent cut of 5 A˚. We have repeated our analysis using
the more stringent threshold and found that the conclusions
do not change.
(iv) Spaxels should have relatively old stellar population
to minimize the contamination of ionization by hot young
stars. We require all spaxels in our sample to have Dn(4000)
> 1.8, where Dn(4000) is defined by Balogh et al. (1999) as
the ratio of the average flux densities in two narrow con-
tinuum bands: 3850 - 3950 and 4000 - 4100 A˚, integrated
following the formula given by Bruzual (1983). Using the
stellar population synthesis model provided by Bruzual &
Charlot (2003) (hereafter BC03), it is found that for a single-
burst star formation history with solar metallicity described
by BC03, this cut selects ages older than 3 Gyr (Kauffmann
et al. 2003a). This criterion will inevitably remove some true
AGNs which are mixed with noticeable star formations. But
we want our sample to be as pure as possible to locate the
pure AGN sequence. We do find that a number of Seyferts
are removed by the cut, which will be discussed in Section
4.4.
Using these criteria, we end up with 4378 spaxels from
262 different galaxies, within which 122 galaxies contributes
more than 10 spaxels each. Fig. 1 shows the distribution of
our sample spaxels on both [S II]- and [N II]-based BPT
diagrams. In the [S II] BPT diagram, the spaxels occupy
all three regions with most of them classified as LI(N)ERs.
There are two boundaries visible on the plane: one lies in the
upper right while the other lies in the lower right. By eye we
can pick two straight lines in Fig. 1 which trace these bound-
aries. They can be written analytically as the following. For
1 http://www.nsatlas.org
the upper right boundary, we have
log([O III] 5007/Hβ) = −2.1log([S II] 6716, 6731/Hα) + 1.1,
(1)
and for the lower right boundary:
log([O III] 5007/Hβ) = 1.5log([S II] 6716, 6731/Hα). (2)
Eq. 1 has a good agreement with what we find later with
photoionization models, where the intercept lies in a range
from 0.90 to 1.00. The small difference from the observed
boundary could be due to measurement uncertainties.
In the [N II] BPT diagram, the majority of our sample
spaxels are classified as AGN or Composite regions. Unlike
the case in the [S II] BPT diagram, the distribution of the
points at the upper right of the plane has more scattering.
Hardly can one pick out a sharp boundary there.
Before we start to analyze the distribution of our sam-
ple, we would like to demonstrate that the obvious upper
right boundary in the [S II] BPT diagram is real, rather than
due to poor data quality or selection effects. One might ex-
pect if the measurement of Hβ line becomes less and less re-
liable towards the upper-right direction, an apparent bound-
ary could emerge due to our cut in the SNR. Fig. 2 shows
the overall data quality of the measurement of the Hβ line
in our sample. The median SNR of the Hβ line is 14. The
16th-percentile and the 84th-percentile of the distribution
of fractional differences between the summed fluxes and the
Gaussian fluxes are −15% and 11%, respectively. Basically,
most of spaxels have strong lines that are way above the
selection cuts. We also investigate the behavior of the SNR
of Hβ line as one moves towards this upper boundary. Fig. 3
shows that there is no obvious decreasing trend for the SNR
of Hβ line towards the upper boundary in the [S II] BPT dia-
gram, which further rules out the possibility of the boundary
being caused by selection effects. The Hβ line is supposed to
be the weakest emission line among the lines we use, espe-
cially for those points near the boundary. As a sanity check,
we also perform a similar analysis on [O III]λ5007. In this
case, the SNR is neither deceasing nor staying constant, but
increasing towards the boundary. The summed fluxes and
Gaussian fluxes have even better agreement. These results
further ensure that the measurement of emission line ratios
are accurate near the boundary. Note that in the [S II] BPT
diagram, there are a few spaxels that surpass both bound-
aries and lie far right on the plane. The emission lines of
these spaxels have obvious broad-line components and are
not properly fitted by the DAP. Therefore we discard these
spaxels in the following analyses. Aware of the potential in-
fluence from the broadline components to the fitting of the
narrow emission lines for the rest of our sample, we com-
pared the fitted Gaussian flux of the [N II]-Hα triplet to the
directly summed flux of the three lines. The results show
good consistency, which means that our single-component
fitting can well recover the total flux in the great majority
of cases.
We will demonstrate that AGN photoionization models
provide a good explanation for the data distribution in BPT
diagrams in Section 4. And in Section 5 we will explore the
possibility of shock-ionization models.
MNRAS 000, 1–18 (2020)
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Figure 1. Distribution of sample spaxels on optical BPT diagrams. Left panel: [S II]-based BPT diagram. The two demarcation lines are
Kewley extreme starburst line (Ke01) which separate star-forming regions from AGN regions and Kewley et al. (2006) line (Ke06) which
separate Seyfert regions from LI(N)ER regions. Right panel: [N II]-based BPT diagram. The dashed line is the empirical Kauffmann
et al. (2003b) line (Ka03) which separate H II regions from composite regions. And the solid line is the Kewley extreme starburst line.
The upper-right and lower-right boundaries we identify in the [S II] BPT diagram are outlined by the dot-dashed line and the dotted
line, respectively. There is no clear boundary in the [N II] BPT diagram.
Figure 2. Data quality of the Hβ line. Upper panel: Distribu-
tion of signal to noise ratios of the Hβ line in our sample. The
median value is 14. Lower panel: Fractional difference between
the Gaussian flux and the summed flux of the Hβ line (which is
defined as (FGaussian − Fsummed)/FGaussian) versus the SNR. Error
bars indicate the standard deviation for each bin.
4 PHOTOIONIZATION MODELS
We use CLOUDY (cf. Ferland et al. 2017) to generate a series
of photoionzation models for our analyses. There are several
common assumptions for these models: 1. Constant gas pres-
sure throughout the cloud; 2. Dust grains with typical ISM
abundance (which will scale with the gas-phase metallicity of
the cloud); 3. Metal depletion onto dust grains based on the
Figure 3. SNR of the Hβ line versus the ‘distance’ to the upper
right boundary. The horizontal axis indicates the distance to a
line parallel to the upper boundary in the [S II] BPT diagram.
The upper boundary has a value of 2.1 log([S II] 6716, 6731/Hα)
+ log([O III] 5007/Hβ) ∼ 1.1.
values from Jenkins (1987) and Cowie & Songaila (1986); 4.
Cosmic ray background of the local Universe. Note that be-
cause of the existence of metal depletion, the final gas-phase
metallicity would be different from the initial one.
For each model, we vary the gas phase metallicity (oxy-
gen abundance) from subsolar (− 0.75 dex, or 0.178 Z,
where the solar values are taken from Grevesse et al. 2010)
to supersolar value (+ 0.75 dex, or 5.62 Z). All metals ex-
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cept carbon and nitrogen simply scale with the oxygen abun-
dance. Nitrogen has a secondary origin and thus has a more
complicated prescription. By default we use the nitrogen
abundance prescription adopted by Groves et al. (2004a),
which comes from fitting a compilation of H II regions and
nuclear starburst galaxies from Mouhcine & Contini (2002)
and Kennicutt et al. (2003). This presciption can be written
as
N/O = 10−1.6 + 102.33+log(O/H). (3)
The carbon abundance is set to be always 0.6 dex larger
than the nitrogen abundance, as in the case of the solar
abundance. Besides, we also consider the primary produc-
tion of helium, which follows the equation in Dopita et al.
(2002):
He / H = 0.0737 + 0.024 · Z / Z  . (4)
We note that there is no common agreement on the choice of
the nitrogen prescription. By the end of this section we will
compare different formulations of the secondary elements
and their results. Otherwise we will assume the above equa-
tions when setting up the models.
For the ionization parameter, which is defined as q ≡
log(Φion/nHc), where Φion is the flux of photons with energy
greater than 1 Ryd at the illuminated face of the cloud,
we vary the value from - 4.5 to - 2.0. Observationally, the
NLRs of Seyferts show small variation in line ratios such as
[N II]λλ6548, 6583, [S II]λλ6716, 6731, and [O III]λ5007/Hβ
(Ve´ron-Cetty & Ve´ron 2000). And as we will see, a natural
interpretation of the photoionzation models is that the q
parameter of Seyferts rarely exceeds − 2.0. However, Groves
et al. (2004b) argues that this could be an illusion due to
the stagnation of line ratios at high q. We will go back to
this issue later in this section.
Previous studies show that both metallicity and ioniza-
tion parameter are unlikely to change much within 1 Re of
a single galaxy in the nearby universe (Sa´nchez et al. 2014;
Belfiore et al. 2017; Poetrodjojo et al. 2018). So one would
expect different galaxies occupy different regions within the
model grids. As an example, a typical low-luminosity AGN
like a LINER would have a metallicity above solar and a pho-
toionization parameter of ∼ −3.5 (Ferland & Netzer 1983; Ho
et al. 1993). We can see that our sample spaxels have a rel-
atively broad distribution in the BPT diagrams. This could
be a result of varying intrinsic metallicities and ionization
parameters. Alternatively, it can be explained by mixings of
different ionization sources, i.e. an AGN-SF composite. We
will check the plausibility of this scenario later.
In order to investigate the influence of each input pa-
rameter on the final model grids, we vary the following pa-
rameters in our models:
(i) Density of hydrogen. Typical NLRs have nH & 102 −
103 cm−3 (Ho 2008), and in most cases we can assume that
for the line-emitting regions inside the clouds, the electron
density is approximately the same as the hydrogen density:
ne ≈ nH. Still, to account for all possible scenarios, we set
four density values for comparison: log(nH/cm
−3) = 1, 2, 3,
4.
(ii) Input spectral energy distribution (SED). A typical
Seyfert has an SED consisting of a radio component due to
synchrotron radiation, an IR excess caused by re-emission of
dust grains, a UV bump representing the disk component,
an soft X-ray excess and finally a power-law component most
noticeable in hard X-ray (Shields 1978; Malkan & Sargent
1982; Done et al. 2007; Ho 2008; Miniutti et al. 2009). For
practical usage, most often a featureless power-law compo-
nent combined with cut-offs in low and high energy ends
is good enough to derive sensible results. Here, we consider
both SEDs of a composite type and those of a power-law
type. The composite SEDs we use are based on the model
described by Ferland (2006) and Richardson et al. (2014).
And the power-law SEDs we adopt have two different set-
ups: one is from the built-in command of CLOUDY (Ferland
2006), and the other is similar to the one adopted by Groves
et al. (2004a). We postpone the detailed description of these
SEDs to Section 4.2.
(iii) Production of secondary elements. BPT diagnostic is
based on emission line ratios and thus is sensitive to extra
production of elements. Net yield of nitrogen from the CNO
cycle in pre-enriched stars could have a non-negligible im-
pact on the [N II]-based BPT diagnostics. Besides, the cool-
ing effects from extra nitrogen and carbon might also change
the loci of the upper boundary of AGN regions on all BPT
diagrams. By the same token, the primary production of he-
lium could also contribute to the cooling and thus shape the
boundary. The formation of the latter is relatively certain
than the former, as the actual contributors and procedure
of the secondary elements are still under debate (Henry et al.
2000). Nevertheless, we have compared different methods to
take the secondary elements into account. They all show a
similar behavior but to different degrees. We put the detailed
discussion in the corresponding subsection.
In Table. 1 we give a summary of the models we use. In
general, as we will see, the photoinoization model grids tend
to fold themselves and produce degeneracy at high metal-
licity, regardless of the ionization parameter. This behav-
ior resembles the well studied model grids of the H II re-
gion, which explains theoretically the existence of its upper
boundary (Ke01 and Ka03 lines). So we would expect the
similar physics is behind this phenomenon, despite happen-
ing in a new parameter regime. Qualitatively, the fact that
this boundary is higher than the H II boundary can be ex-
plained by the same reason why AGN regions are higher
in BPT diagrams than H II regions: forbidden lines like
[N II]λλ6548, 6583 and [S II]λλ6716, 6731 are created by
the collisionally excited N+ and S+. These ions are mostly
found in the partially ionized region of hydrogen in the cloud,
where they can coexist with hot electrons in large number.
The radial extent of this partially ionized region hinges on
the hardness of the ionizing spectrum. Therefore, a harder
SED like one of AGN would presumably produce a higher
ratio of [N II]λ6583/Hα and [S II]λλ6716, 6731/Hα than that
produced by a softer SED like one of OB stars.
If we can make a quantitative connection between the
position of the upper boundary in BPT diagrams with cer-
tain set of physical parameters, we may, by analogy to what
people have done to H II regions, go back to constrain the
input parameters for observational data. This is our main
goal of this paper.
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Table 1. Photoionization model set
Parameter Values
q − 4.5, − 4.0, − 3.5, − 3.0, − 2.5, − 2.0 (also − 1.5, − 1.0, − 0.5, 0.0 for some models)
log (Z / Z) − 0.75, − 0.50, − 0.25, 0.0, 0.25, 0.50, 0.75
log (ne / cm−3) 1.0, 2.0, 3.0, 4.0
Ionizing SED Composite SED, Power-law SED (α = − 1.2, − 1.4, − 1.7, − 2.0)
Nitrogen prescription No secondary N, Dopita13 prescription, Nicholls17 prescription, Groves04 prescription
Figure 4. Photoionization grids generated by CLOUDY with different hydrogen densities in the [S II] and [N II] BPT diagrams. Densities
used for the models range from 10 cm−3 to 104 cm−3. The input SED for these grids is a composite AGN SED with an accretion disk
temperature of 4.2 × 105 K, an optical to X-ray ratio αox = −1.35, a UV slope of −0.3, and an X-ray slope of −1.0. For each constant
metallicity (or ionization parameter) line of the model grid with the highest density (in red), the value of the parameter is shown beside
the line. Part of the model with the lowest density (in blue) is not plotted, which is subject to very low temperature and produces line
ratios unrealistically low and sensitive to the stopping criteria of CLOUDY. This happens at the highest metallicity, log(Z/Z) = 0.75.
4.1 Impact of hydrogen density
Fig. 4 shows the photoionization grids with different hydro-
gen densities in both [S II] and [N II] BPT diagrams. Inter-
estingly, almost all model grids seem to fold themselves at
very high metallicity, starting around Z = 1.78 Z (Z =
(O/H) = 10−3.31, cf. Grevesse et al. 2010), creating an up-
per right boundary on both BPT diagrams. Without further
tuning of input parameters, the upper boundaries of model
grids already lie very close to that shown by the MaNGA
data. Still this boundary has dependence upon the hydrogen
density to some degree.
In the low density regime (1cm−3 < nH < 1000cm−3),
the positions of the grids are very similar to each other in
the [S II] BPT diagram, which only moves upwards slightly
as the density increases. In the [N II] BPT diagram, how-
ever, the effect of increasing density is more obvious. As
density becomes even higher and reach 104cm−3, the grids
on the [S II] BPT diagram start to move leftwards: while the
[O III]λ 5007/Hβ keeps rising, the [S II]λλ 6716, 6731/Hα
has a conspicuous decrease. Meanwhile, the grids on the
[N II] BPT diagram keep on going upper-rightwards. The
behavior of the model grids can be qualitatively explained
by the different critical densities of forbidden lines, above
which the line strength would drop significantly due to the
effect of collisional de-excitation. The [S II]λλ 6716, 6731
have the smallest critical density of 2 × 103 cm−3, while the
[N II]λ 6583 and [O III]λ 5007 have critical densities of 6.6
× 104 and 7 × 105 respectively. Within the range of density
we consider, only the [S II] doublet will surpass its critical
density and show obvious drop in line intensities.
Generally speaking the NLRs can have a broad distribu-
tion of electron densities from 1 cm−3 to 104 cm−3. But there
are few cases where the density is below 1 cm−3 or exceeds
103 cm−3, which means in the ordinary density regime the
photoionization model grids only have a weak dependence on
the density. To further verify this point, we estimate the elec-
tron density of our sample galaxy spaxels using the [S II]λ
6716 / [S II]λ 6731 ratio, assuming a constant electron tem-
perature of 104 K. Our result shows that the median value
of [S II]λ 6716 / [S II]λ 6731 is 1.31 for our sample. The 16
percentile and 86 percentile values are 1.05 and 1.65, respec-
tively. Using the nebular.temden routine (De Robertis et al.
1987; Shaw & Dufour 1995) in PyRAF, we roughly estimate
the electron densities of our sample spaxels (within 1 σ) to
range from < 10 cm−3 to 4.9 × 102 cm−3, with a median
value of 110 cm−3. This range is close to what we have ex-
pected of NLRs despite some systematic errors that might
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Figure 5. The ratios of [S II] doublet of our sample spaxels (grey
points) and two CLOUDY models with different densities (100 cm−3
for green star symbols and 1000 cm−3 for orange star symbols),
as a function of the analog distance in the upper right direction
in the [N II] BPT diagram.
come along with temperature variation. In Fig. 5 we plot the
[S II] doublet ratios versus the analog distance measured in
the upper right direction in the [N II] BPT diagram for our
sample and photoionization models. The [S II] doublet ratio
shows a slightly decreasing trend towards the upper right
direction in the [N II] BPT diagram, which implies a small
increase in the electron density. If we look at the ratios of
[S II] doublet directly from our CLOUDY models, however, the
model with a density of 100 cm−3 is in best agreement with
the median of our data. Therefore, in the following calcu-
lation we will always assume a density of 100 cm−3 to best
represent our data.
4.2 Impact of varying AGN SED
A typical AGN SED can be decomposed into five parts with
increasing energy: a possible radio component from syn-
chrotron emission in the jet, an IR component produced by
dusts, a big blue bump from the accretion disk, a soft X-ray
excess, and a power-law component which is most noticeable
at hard X-ray (Shields 1978; Malkan & Sargent 1982; Done
et al. 2007; Ho 2008; Miniutti et al. 2009). It is often con-
venient to describe the whole continuum with an analytical
function:
Fν = ν
αuv exp(−hν/kTBB)exp(−kTIR/hν) + aναx, (5)
where αuv determines the UV slope and αx the X-ray slope.
TBB sets the location of the big blue bump while TIR sets
an infrared cutoff for it. The coefficient a determines the
optical-to-X-ray slope αox, which is not explicitly shown in
this equation. At low energy the last term would be omitted
while at high energy Fν would be assumed to be proportional
to ν−2.
In Fig. 4 we use an AGN SED of this type, similar to the
optimal SED that Richardson et al. (2014) adopted, with αuv
= −0.3, αx = −1.0, αox = −1.35, TBB = 4.2×105 K and TIR =
1.58×103 K. Fig. 6 shows the shape of such a continuum. To
Figure 6. The shape of the composite AGN SED we use as input
for CLOUDY. The vertical axis has not been scaled.
Table 2. Model SED summary
Groves04 CLOUDY
hν (Ryd) d logFν/d logν hν (Ryd) d logFν/d logν
1.00 × 10−4 + 2.00 1.00 × 10−8 + 2.50
9.115 × 10−3 − 0.50 9.115 × 10−3 − 2.0 ∼ − 1.2
0.36 − 2.0 ∼ − 1.2 3676. − 2.00
91.35 − 7.40 × 106 −
vary the AGN SED, one can change the weight of different
parts, which will result in a large number of combinations.
Observationally, people have found that the big blue
bump does not necessary exist especially for LI(N)ERs (Ho
2008). The optical-to-UV slope αuv can vary from −1 to
−2.5 for low luminosity AGNs and becomes around −0.5 to
−0.7 for luminous AGNs (Vanden Berk et al. 2001; Shang
et al. 2005). Also the optical-to-X-ray slope αox might vary
among AGNs, with high luminosity AGN like quasars and
Seyferts having αox ≈ −1.4 ∼ −1.2 and low luminosity AGN
like LI(N)ERs having αox < −1.0 (Beckman et al. 1993;
Mushotzky & Wandel 1989).
For practical usage, one usually wants to isolate the part
in the AGN SED that is most relevant to the problem. In
most cases a single power-law component can well represent
the influence of energy input from AGN since it character-
izes the ionizing energy regime ( > 1 Ryd) in the spectrum.
Certainly one would also need to specify the low and high
energy cutoffs while using a single power-law SED in order
to avoid unphysical conditions.
People have used different energy cutoffs for their
power-law SEDs for different reasons. Here we apply both
the one that is adopted in Groves et al. (2004b) and the
one that is built in the CLOUDY code (Ferland 2006). The
setting of the input SED is summarized in Fig. 7 and Ta-
ble. 2. Basically the CLOUDY type SEDs have a wider energy
range. Whereas both sets of SEDs have accounted for the
MNRAS 000, 1–18 (2020)
8 X. Ji et al.
Figure 7. Input AGN SEDs for photoionization models that are
used by Groves et al. (2004b) and CLOUDY code, respectively. The
intensity (vertical axis) of each set of SEDs is intentionally shifted
for convenience of comparison. Each SED is divided into three
segments. There are four different power-law slopes (or α) at the
high energy end for Groves’s SED: − 1.2, − 1.4, − 1.7, and − 2.0.
For the SED used by CLOUDY’s table powerlaw command, we vary
the power-law slope in the intermediate energy range.
self-absorbed synchrotron radiation at the low energy end
by using a steep slope, CLOUDY type SEDs go much further
into the high energy domain and use a fixed power-law slope
for the high energy end.
Despite the fact that the two sets of power-law SEDs
use different low and high energy slopes and cut off at dif-
ferent energies, they yield very similar results. Fig. 8 show
the grids generated by different input SEDs in both [S II]
and [N II] BPT diagrams. As the power-law component be-
comes flatter, or equivalently as the SED becomes harder,
boundaries of model grids are shifted towards the upper-
right direction, implying increases in all four line-ratios at
high metallicity. The behavior of output model grids with
different SEDs can be explained as the change of the rela-
tive strength of collisional excited lines and recombination
lines of hydrogen. The key feature, the hardness of the spec-
tra, is roughly determined by the shape of the input SED
between 1 Ryd and 100 Ryd. This explains why two SEDs
with very different forms can produce similar output grids.
By comparing Fig. 4 with Fig. 8, one can see that a power-
law SED yields a nearly identical model grid to that pro-
duced by a much more complicated SED. The model grids
with composite SED in Fig. 4 can be well approximated
by a power-law SED with a power-law index of ∼ − 1.5. A
small but discernible difference, however, does occur at very
high metallicity and ionization parameter, where the power-
law SEDs with flat power-law indices seem to be distorted.
This actually is the feature of degeneracy at high ionization
parameter, as we will see later. Model grids from a power-
law SED and a composite SED we use here would begin to
deviate from each other significantly at very high q value,
although both would have degeneracy.
Judging from the [S II] BPT diagram, an input Groves
type SED with a high energy slope of − 1.4 matches the
data best. This is consistent with the case of a CLOUDY type
SED of which the middle energy slope is − 1.4. While for
the [N II] BPT diagram, it is hard to constrain the shape
of SED as there is no well defined boundary. Since we have
shown that the hydrogen density has barely any effect on
the position of the upper-right boundary, we can constrain
the power-law index of a typical AGN to be ∼ − 1.4 using
the distribution of MaNGA spaxels in the [S II] BPT di-
agram. The measurement errors of the four emission lines
near the observed boundary introduce a 1σ uncertainty of
0.020 dex in determining the position of this boundary (A
correction factor of 1.25 has been applied using the MaNGA
repeat observations; cf. Belfiore et al. 2019). The correspond-
ing uncertainty in the power-law slope of the input SED is
approximately 0.05. In Fig. 9 we plot the allowed region for
the boundary. One caveat is that the intrinsic variation of
the AGN SED (if larger than the range we derive) might blur
the distribution of the data points in the [S II] BPT diagram.
We can only constrain the hardest SED in our sample with
this upper-right boundary. It is possible that there are some
softer SEDs having lower boundaries that are hidden inside
the AGN sequence we see in BPT diagrams. But since there
is no obvious piling up of the data points except at the lo-
cation of the upper-right boundary, we think the impact of
this intrinsic variation should be small.
4.3 Impact of secondary elements
Nitrogen, as a secondary element, does not simply scale with
the oxygen abundance like many others. And since it is used
in the [N II] BPT diagnostics, it is likely that the secondary
nitrogen can have non-negligible effects on the model grids.
How to calculate the amount of secondary nitrogen, how-
ever, remains debated. Nitrogen is produced by the CNO
cycle inside massive and intermediate-mass stars. While the
secondary nitrogen mainly comes from the initial oxygen and
carbon incorporated into a star at its formation, the primary
nitrogen is created through oxygen and carbon newly formed
inside the star, and thus is independent of the initial chemi-
cal abundance. Therefore, one would expect the contribution
from secondary nitrogen becomes more and more important
as metallicty increases. Ideally the final N/O would be pro-
portional to C/H as well as O/H for a secondary origin of
nitrogen. However the stellar evolution and the release of the
nitrogen into the ISM could have dependence on metallicity,
thus complicating the situation (Henry et al. 2000).
Here we compare three different ways to account for the
secondary elements. The first one is our default prescrip-
tion taken from Groves et al. (2004a) (hereafter Groves04).
Eq. 3 describes how the nitrogen to oxygen ratio changes
with metallicity according to this prescription.
The second nitrogen prescription we compare here
comes from Nicholls et al. (2017) (hereafter Nicholls17).
They use an equation with a similar form to express the
relation between nitrogen abundance and metallicity:
N/O = 10−1.732 + 102.19+log(O/H). (6)
One can see that this prescription provides both lower pri-
mary nitrogen abundance (indicated by the first term), and
lower secondary nitrogen abundance (indicated by the sec-
ond term) at fixed metallicity.
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Figure 8. Photoionization grids generated by different input AGN power-law SEDs. Upper panels: Groves’ type SEDs. Lower panels:
CLOUDY type SEDs. The ranges of metallicity and ionization parameter are the same as in the previous plots. Part of the model with the
softest SED (in blue) is not plotted, which is subject to very low temperature and produces line ratios unrealistically low and sensitive
to the stopping criteria of CLOUDY. This happens at the highest metallicity, log(Z/Z) = 0.75.
The third nitrogen prescription we choose is from Do-
pita et al. (2013) (hereafter Dopita13). They obtain the re-
lation with a set of observational data from van Zee et al.
(1998). Here we refit the relation using the data points pro-
vided by Dopita et al. (2013) with a quadratic function:
N/O = 0.0096 + 72 ·O/H + 1.46 × 104 · (O/H)2. (7)
This method gives the smallest N/O at all metallicities
among the three methods.
A comparison of these three nitrogen prescriptions is
shown in Fig. 10. The effect of metal depletion has been
tuned to be the same for all three methods. Thus any dis-
crepancy in the output should directly result from the initial
abundance setting. Since for now we are chiefly concerned
with the upper-right part of the models in BPT diagrams,
where metallicity is sufficiently high, we expect the result-
ing differences are mainly determined by the parts of these
curves with log(O/H) + 12 & 9.0.
For another important secondary element, carbon, we
set its abundance to be always 0.6 dex larger than the ni-
trogen abundance for the first two sets of models, following
the observational data in Garnett et al. (2004), resulting in
a constant C/N. For the third set of models, however, we
require log(C/N) = 1.03 dex, in order to be consistent with
Dopita et al. (2013).
Besides these three prescriptions, people have come up
with many other relations with different data sets (e.g. Vila
Costas & Edmunds 1993; Storchi-Bergmann et al. 1998;
Schaefer et al. 2020). Among these relations, the Dopita13
and Groves04 relations appear as lower and upper bounds,
respectively. While the Nicholls17 relation appears as a me-
dian one. We note that the exact relations could depend
on the properties of galaxies or regions. Nevertheless, these
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Figure 9. Allowed positions for the upper-right boundary in the
[S II] BPT diagram given the measurement uncertainties of emis-
sion lines, as is shown in the shaded blue. This region corresponds
to a variation in the power-law index close to 0.05 for the input
SED.
Figure 10. Comparison of three different nitrogen prescriptions
used in this paper. The solar abundance is indicated by the star
symbol.
three prescriptions already cover a large range in the allowed
region of the parameter space spanned by N/O and O/H ra-
tios.
Note that we use these three methods as the input re-
lations, but the output relations could be different, as our
photoionization models include metal depletion process. So
what Fig. 11 shows are the pre-depletion prescriptions. In
our models oxygen depletes, but not nitrogen. We expect
the post-depletion N/O vs. metallicity curves to be system-
atically higher than the pre-depletion ones.
In Fig. 11, we plot model grids with and without sec-
ondary elements. In the [S II] BPT diagram, it can be seen
that the influence of secondary elements is modest. Near the
upper-right boundary, models with secondary elements give
slightly smaller values of [S II]λλ 6716, 6731 / Hα, while the
differences in [O III]λ 5007 / Hβ are even smaller. Extra cool-
ing brought by secondary elements at high metallicity might
lead to this small effect. To verify this point, we check the
electron temperature near the upper-right boundary, where
Z ≈ 1.78 Z. It turns out that including secondary elements
do lower the overall electron temperature, but the relative
change in temperature is quite small, ranging from 1 % to 2
% from high ionization parameter to low ionization param-
eter.
In the [N II] BPT diagram, the effect is much more
conspicuous. Being a secondary element itself, the extra ni-
trogen has shifted the boundary greatly towards the right.
With the secondary nitrogen, the degeneracy at very high
metallicity Z ≈ 1.78 Z is removed, as the model grids are
stretched horizontally. We can not identify a clear sign of
an upper-right boundary in this case. This explains why the
distribution of data points in the [N II] BPT diagram seems
less compact than that in the [S II] BPT diagram, for the
spaxels are only loosely bounded by a very high boundary on
the plane. Models with larger overall nitrogen abundance are
able to enclose more data points distributed on the upper-
right position. Among all three models, the one with the
Groves04 nitrogen prescription can explain the most data in
our sample, making it the best-fitting model. Still it is worth
noting that the difference between this model and the model
using the Nicholls17 relation is very small. A possible expla-
nation for the differences between the three models is that
the Groves04 relation is obtained with a sample including
starburst nuclei, which might be more suitable to describe
our data drawn from the center of galaxies. Belfiore et al.
(2017) suggests a positive correlation between the overall
scale of the N/O vs. O/H relation and the total stellar mass
of a galaxy. Similar effects might take place for regions in-
side a single galaxy with larger stellar mass densities, like
the nuclear region, if we consider that the star formation
history could vary inside a galaxy.
The non-folding feature of the model grids on the [N II]
BPT diagram could be useful for the determination of metal-
licity. However, the behavior of nitrogen at the median to low
metallicity end significantly influences the calibration. As we
can see in the right panel of Fig. 11, the Dopita13 method
would predict systematically larger metallicity compared
with the other methods. Even larger discrepancy would oc-
cur if one compares the predictions from the [S II] BPT
diagram and the [N II] BPT diagram. Fig. 12 compares the
predictions of ionization parameter and metallicity using a
Groves04 type model grid. The predictions of ionization pa-
rameter shows much better consistency compared with those
of metallicity. By eye it is obvious that in the [S II] BPT
diagram, even the lowest metallicity cannot bound all the
spaxels. One possible explanation is that the lower spax-
els in our sample have more contamination from non-AGN
sources, and the impact is more significant in the [S II] BPT
diagram. Another factor that could contribute to the dis-
crepancy is the variation of N/O among galaxies. Belfiore
et al. (2017) and Schaefer et al. (2020) have shown that the
relationship between N/O and metallicity has dependency
on global properties of galaxies like stellar masses and star
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Figure 11. Photoionization models with and without secondary elements. The hydrogen density is set to be 102 cm−3. And the input
SED is a power-law SED with a power-law index of − 1.4 (A Groves’ type).
Figure 12. Predictions of ionization parameter (left panel) and metallicity (right panel) using a Groves04 type model grid in [S II]
and [N II] BPT diagram respetively. The histograms show the normalized density distribution of our sample spaxels. The model grid is
interpolated so that the ionization parameter q ranges from − 4.5 to − 2.0 with a step size of 0.25 dex, and the metallicity log (Z / Z)
ranges from − 0.75 to 0.75 with a step size of 0.125 dex. For each spaxel and for each diagram, we find the nearest node of the model on
the BPT plane and use the corresponding values as the predictions.
formation efficiencies. If the lower spaxels on the [N II] BPT
diagram have higher N/O ratios than those prescribed by
these relations at the low metallicity end, the tension be-
tween the two diagrams could be partly solved. Still this ar-
gument alone cannot fully settle the issue and further analy-
ses with the sample spaxels are needed. Later in this section
we will combine the [S II] and [N II] BPT diagrams to show
that the first scenario is more likely to be the case.
4.4 Behavior at high ionization parameter
Using the code, MAPPINGS III, Groves et al. (2004b) noticed
that for a dusty and isobaric cloud, its emission line ratios
would display degeneracy when the ionization parameter ex-
ceeds − 2.0. In Fig. 13 we show their results as well as what
we obtain from CLOUDY (with different input SEDs) when
the high ionization parameter regime is included.
It is clear that all models shown in Fig. 13 have upper-
left boundaries as a result of degeneracy in line ratios at the
high q regime. Besides, it is interesting that the position of
this boundary is also sensitive to the shape of the photoion-
ization source. However, unlike the case of the upper-right
boundary, a composite SED would produce a remarkably dif-
ferent upper-left boundary from that generated by a power-
law SED with an index of − 1.4, making this regime a poten-
tial complement to better discriminate different SEDs. One
remaining question is that whether this regime is adequately
populated with the current data we have. Our sample does
not fully populate the Seyfert region as we enforce large
Dn(4000) during the sample selection. And with the current
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BPT diagrams it is hard to tell if a continuous distribution
exists in the upper-left direction.
In Fig. 14 we add spaxels with 1.5 < Dn(4000) ≤ 1.8 into
the two kinds of BPT diagrams. Solely judging from the [S II]
BPT diagram, the CLOUDY model with a power-law index of
−1.4 fits the data best, as the spaxels are well confined by
the upper-left boundary. The CLOUDY model with a compos-
ite SED also bounds the data points well, despite that the
upper left boundary is a little more leftwards. Turning to the
[N II] BPT diagrams, while both power-law models can still
enclose all data points, the other two models miss a number
of points at high metallicity and ionization parameter. This
time in the case of a CLOUDY model with a power-law SED,
the data points do not hit the upper left boundary. Thus, it
is less likely that there is a continuous distribution towards
the regime with very high ionization parameter.
We investigate the [O III]/[O II] vs. [N II]/[O II] dia-
gram in Fig. 15, of which the line ratios serve as good in-
dicators of ionization parameter and metallicity. Since these
combinations are sensitive to dust extinction, we use a red-
dening vector with AV = 1 to indicate the direction of po-
tential shift due to dust. Again we include all spaxels with
Dn(4000) > 1.5. In this diagram our photoionization models
do not exhibit upper-right boundaries. Instead they produce
upper boundaries, folding themselves at high [O III]/[O II]
values. A small number of data points exceed the rightmost
iso-metallicity lines with the highest metallicity. They are
likely to be affected by the dust as their trails follow the
reddening vector. In addition, the measurement errors in
[O II] doublets can also contribute to the shift. The bulk of
the sample tend to cluster around q ≈ -3.5, which is consis-
tent with our analysis with the [S II] and [N II] diagrams.
Above this, we have small clusters of spaxels distributed
closer to the upper boundary set by the two CLOUDY models.
However, there is an obvious gap between the data with
the highest [O III]/[O II] ratio and the point where the
grid wraps around, especially after the extinction correc-
tion. This means there are few spaxels that ever reach a
high enough ionization parameter for the [O III]/[O II] ratio
to wrap around. Otherwise, we would expect to see a con-
tinuous distribution up to an upper boundary and a pilling
up of data points there. The fact we do not see this means
the high q regime is not reached in a significant fraction of
cases, at least in the MaNGA sample. Inspecting higher ex-
citation lines could help the identification of high q spaxels,
but this is beyond the scope of this work. Nevertheless it is
of great significance if one can have a compilation of Seyfert
data points confirmed having high q, which will not only
place extra constraints on the input parameters such as the
shape of SED, but also test the implicit assumptions made
in different photoionization codes.
4.5 Photoionization models in three-dimensional
space
If we only consider model grids seen in the [N II] and [S II]
BPT diagrams, ideally they should be projections of a con-
tinuous surface to two-dimensional space. One might ask
when viewed in the three-dimensional space formed by log
([N II] λ 6584 / Hα), log ([S II] λλ 6716, 6731 / Hα) and
log ([O III] λ 5007 / Hβ), if the surface would provide extra
constraint or show disagreement with the 2D results.
In Fig. 16 we plot a rotating 3D BPT diagram with our
sample and two different model surfaces. We notice that,
although having some overlaps in 2D diagrams, the AGN
surface and SF surface is clearly separated in the 3D line
ratio space, implying the latter may be more powerful in
identifying obscure cases. We can now view the original [N II]
and [S II] BPT diagrams as two specific projections of this
3D one. For the [N II] projection, the AGN surface is almost
face-on, so there is no well-defined boundary in this diagram.
While in the [S II] projection, the AGN surface is nearly
edge-on, causing the wrapping of the model to become very
obvious in this diagram. This gives rise to the upper-right
boundary we see.
With this diagram, we can check how well model sur-
faces match the data. The data points lie close to the AGN
surface near the upper-right boundary we defined in the 2D
BPT diagrams. Moving away from this surface, our sam-
ple forms a trail extending to the SF surface. This behavior
provides support for our previous suspicion about the con-
tamination of SF for the lower points in BPT diagrams. If
that only the data points near the AGN surface are pure
NLRs, then the true distribution of metallicity should be
much narrower than what we see in Fig. 12. Since the AGN
surface is more parallel to the [O III]/Hβ axis, which is a
proxy of the ionization parameter, the prediction for this
parameter should be more reliable. The trail begins where
our model predicts a low ionization parameter. This can be
qualitatively explained by the fact that the influence of the
central AGN should get weaker when the ionizing power de-
creases. If this scenario is true, then the lower tail of our
sample does not really have low metallicity as indicated by
the 2D AGN models. This picture is consistent with the idea
that the NLRs are overall metal rich. It is worth noting that
the transitioning trail is not a straight line. Its lower end
does not directly reach the SF surface. Instead, it becomes
gradually tangential to the high metallicity part of the SF
surface. Note that we have applied a cut in Dn(4000) for our
sample, which might put a limit on the amount of SF we
can have and thus cause this tangential behavior.
We see that combining the [S II] and [N II] BPT di-
agrams to perform a 3D analysis brings extra information
that is hidden in the 2D cases. The requirement for the data
to follow the surface can put tighter constraints on models. It
is also possible that the degeneracy between different ioniz-
ing models in the 2D BPT diagrams is a result of projection
effect and thus does not exist in the 3D line ratio space. Ide-
ally if we consider more sets of line ratios simultaneously,
more information is included and the diagnostics should be-
come more accurate. However, as we have discussed before,
the physical origins of different lines might differ dramati-
cally. Thus one need to be cautious not to misinterpret the
data when adding more lines. Nevertheless, it would be in-
teresting to apply this analysis to other ionizing sources in
future works.
5 SHOCKS AS AN IONIZING SOURCE
5.1 Shock models in the [S II] BPT diagram
Apart from photonionization, shocks are often considered as
an important ionizing source especially for LI(N)ERs. We
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Figure 13. Photoionzation model grids reaching high ionization parameters. Four sets of model grids are displayed, from left to right,
they are: (1) Model grids generated by MAPPINGS III with a power-law SED of which the index is − 1.4; (2) Model grids generated by
CLOUDY with a composite AGN SED of which the parameter set is identical to what we use previously; (3) CLOUDY model grids with a
power-law SED of which the power-law index is − 1.2; (4) CLOUDY model grids with a power-law SED of which the power-law index is −
1.4. The form of power-law SED used here is Groves’ type. For CLOUDY models, q ranges from − 4.5 to 0.0, while Z ranges from 0.178 Z
to 5.62 Z (-0.75 to 0.75 for log (Z / Z)). For MAPPINGS III models, q ranges from − 4.0 to 0.0, and Z ranges from 0.25 Z to 4.0 Z.
Figure 14. Same as Fig. 13, despite that spaxles with 1.5 < Dn(4000) ≤ 1.8 are included, which are shown in red. While the spaxels with
Dn(4000) > 1.8 are plotted as blue contours.
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Figure 15. [O III] λ 5007/[O II] λλ 3727, 3729 versus [N II] λ6584/[O II] λλ 3727, 3729 diagram. Three different models from different
codes and input SEDs are shown here: Red grid: CLOUDY model with a power-law index of − 1.2; Black grid: CLOUDY model with a
power-law index of − 1.4; Blue grid: MAPPINGS III model with a power-law index of − 1.4. The background data points have Dn(4000)
> 1.5. On the left panel, the data are not extinction-corrected, and the reddening vector is indicated by the arrow. On the right panel,
we do the extinction correction based on Balmer decrements, assuming an intrinsic Hα/Hβ ratio of 2.86.
use a series of shock models from Allen et al. (2008) based
on the MAPPINGS III code and compare them with both our
MaNGA sample and photoionization models.
In Fig. 17, we consider shock models with fixed metal-
licity (solar) but varied input hydrogen density (0.01 cm−3
∼ 1000 cm−3). To make a fair comparison with the observa-
tional data as well as photoionization models, we calculate
the output or post-shock density using the resulting line ra-
tio [S II]λ 6716 / [S II]λ 6731, assuming a constant electron
temperature of 104 K. Due to the compression by shocks, the
post-shock densities are in general ∼ 102 times higher than
the pre-shock densities. So for a shock dominated cloud with
density around 100 cm−3 to 1000 cm−3, the corresponding
pre-shock densities range from 1 cm−3 to 10 cm−3. From
Fig. 17 we can see that these shock models could produce
very similar line ratios as pure photoionization models. So
one cannot simply rule out the possibility of shock ioniza-
tion.
An interesting question is whether shock models have
an upper right boundary in the BPT diagrams as do pho-
toionization models. In the case of photoionization, we see
that as metallicity increases, line ratios first increase, and
then stop increasing at the boundary. After that, line ratios
start to decrease as metallicity increases. Unlike photoion-
ization grids, the shock grids we use have extra dependence
on velocity as well as magnetic field strength, making its
shape much more complicated. Nevertheless, we can focus
on the central location of the grids for a given metallicity.
In Fig. 18, we compare shock models with four differ-
ent metallicities. In both BPT diagrams, grids with higher
metallicities are systematically shifted towards the upper-
right direction. While from subsolar (SMC and LMC) to so-
lar metallicity, the change in the location of the grid is very
conspicuous, from solar to supersolar metallicity, the change
is considerably smaller. So one might expect the shock grids
to stop moving towards the upper right at higher metallicity,
creating a boundary. But this boundary, if exists, is unlikely
to be as good a match to the data as that of a photoion-
izing origin, as the shock model at the highest metallicity
seems to exhibit a different slope from that of the observed
boundary. The behavior of the shock grids indicates that
the existence of an upper-right boundary in BPT diagrams
could be more fundamental than the ionization mechanism,
but the detailed shape of this boundary depends on the ion-
ization mechanism. Evidently our current data disfavour a
shock dominated scenario.
5.2 Shock models in the [O I] BPT diagram
So far we have mainly focused on the behaviour of our mod-
els in the [S II] and [N II] BPT diagrams, while leaving out
the [O I] BPT diagram, which is another widely used dia-
gram in optical. Fig.19 shows our photoionzation models as
well as data points in this diagram. The data points are se-
lected from MPL-8 with the additional requirement that the
S/N of [O I]λ6300 is greater than 3. Evidently there is large
discrepancy between the data and the models preferred by
the other two diagrams. All three power-law models miss
a number of spaxels at the top. The rightmost data points
are also difficult to explain. In three of the four models, the
rightmost data points can only be covered by models with
ionizationparameters, q, greater than − 2.0, which are ot
likely given our previous analyses. As a conclusion, none of
these models is fully consistent with the data points in the
[O I] BPT diagram. Increasing the electron density can shift
the model grids rightwards as the [O I] λ 6300 line has a
high critical density, making the composite SED model fit
the data better. But this would bring in inconsistency with
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Figure 16. A 3D BPT diagram viewed at an elevation angle
of 30 degrees. Our sample are shown as black points. An AGN
model with a power-law index of − 1.4 is displayed in grey. By
comparison, a SF model with a input SED of a zero-age SSP
with solar metallicity (from BC03, cf. Bruzual & Charlot 2003)
is displayed in blue. The q of the SF model varies from − 4.5 to
− 2.0, and the log(Z / Z) of the SF model varies from − 2.3
to 0.75. The parameter space of the AGN model is the same as
our default setting. We also interpolate the grids to smooth both
surfaces. Click on this image in a PDF viewer to make it stop
rotating.
the results we get from the other two BPT diagrams as well
as the calculation of electron densities of our sample. So it
seems our models will inevitablely fail after taking the [O I]
diagnostic into account.
We note that there is a caveat associated with the cal-
culation of the strength of [O I] λ 6300 emission line: The
spatial location of [O I] emitting region makes it sensitive to
shocks and non-equilibrium heating happening at the ioniza-
tion front (Dopita et al. 2013). Therefore one should be cau-
tious while trying to put this diagnostics in comparison with
photoionzation models. One related question is whether this
discrepancy implies the presence of shock ionization. For the
shock models we have from MAPPINGS III, the answer seems
to be no, as shock models with different densities all tend
to miss some spaxels at the top as photoionzation models
do. In Fig. 19, we include the shock model with a pre-shock
density of 1 cm−3. The grid is more rightwards rather than
upwards compared with the photoionzation grids. As a re-
sult, the discrepancy would remain even if we include both
models.
6 SUMMARY AND CONCLUSIONS
We investigate the AGN regions in optical BPT diagrams
with 4378 spaxels from the centers of 262 different galaxies
in the MaNGA survey, which display a upper right boundary
in the [S II] diagnostic diagram. The boundary is not caused
by selection cuts on emission lines as even the weakest line,
Hβ, has decent SNR at the boundary. Therefore, there has to
be a physical origin associated with this boundary. Similar
to the case of the curved boundary in BPT diagrams for SF
regions, photoionization models of AGN naturally predict
such a boundary matching the shape of the observed one.
The detection of this boundary in MaNGA data can put
strong constrains on the shape of AGN SED.
Using photoionization models produced by the CLOUDY
code as well as MAPPINGS III code, we examine the depen-
dence of the position of the boundary on electron density,
input SED, and secondary element abundances. We reach
the following conclusions:
(i) Our data in the [S II] BPT diagram shows a clear
boundary. The position of this boundary is insensitive to
electron density and the prescription of the secondary ele-
ments. But it is very sensitive to the shape of the SED. By
matching the boundary to the data, we can constrain the
upper limit of the SED power-law slope to be 1.40 ± 0.05.
We can also describe this boundary with a combination of
two line ratios: log ([O III] λ 5007 / Hβ) = − 2.1 log ([S II]
λλ 6716, 6731 / Hα) + (0.90 ∼ 1.00). We note that the
exact location of this boundary could well depend on how
one would define it given the distribution of the data. Also
the variation of the intrinsic physical parameters might in-
troduce extra uncertainties to the location of the boundary.
A composite SED can produce a very similar upper-right
boundary, but its behaviour at the high ionization parame-
ter regime is significantly different from power-law models.
(ii) There is no clear sign of a boundary in the [N II]
BPT diagram. The coverage of the photoionization models
in the [N II] BPT diagram, however, is sensitive to the elec-
tron density, the shape of the input SED, and the nitrogen
prescription. By comparing the [S II] doublet ratios of our
data with the model predictions, we are able to constrain
the median density of our data to be around 100 cm3. With
both the density and the shape of the SED fixed, models
with nitrogen prescriptions yielding high N/O ratios, like
the Groves04 prescription, are favored by our data.
(iii) Using a least square method to derive ionization pa-
rameter and metallicity with both [S II] and [N II] diagrams
for our sample, we find good agreement in the former pre-
dictions but large discrepancy in the latter. Since the inclu-
sion of the secondary nitrogen causes the model grids on the
[N II] BPT diagram to stretch horizontally, the metallicity
derived based on this diagram tend to be super-solar, seem-
ingly more compatible with typical NLRs in the nearby Uni-
verse. Contamination from star formation can have larger
impact on the [S II] diagnostics and contribute to the dis-
crepancy. N/O variation due to some evolutionary factors
might be another minor contributor. If the two commonly
used BPT diagrams, [N II] and [S II] diagrams, are com-
bined into a 3D diagnostic, some degeneracy seen in the 2D
diagnostics no longer exists. A specific model would mani-
fest itself as a 2D surface embedded in the 3D space. We see
that our data exhibit a transition from the AGN surface to
the SF surface, indicating the existence of SF contamination
with increasing importance. This scenario is consistent with
the metallicity expectation for the typical NLRs.
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Figure 17. Shock models with different input hydrogen density (0.01 cm−3 ∼ 1000 cm−3) in the [S II] BPT diagram. Blue dashed lines
are iso-velocity lines and purple dashed lines are iso-magnetic field parameter (B/n1/2) lines. Shock velocities vary from 100 km/s to
1000 km/s. And the magnetic field parameter varies from 10−4 to 10 µG cm3/2. Metallicity is assumed be solar in all cases. Grey data
points are sample spaxels from MaNGA. Grey background grids are from the photoionization model with a power-law SED of which the
power-law index is − 1.4.
(iv) Degeneracy at high ionization parameter happens for
all our models, indicating the existence of another upper
boundary. However our data points do not exhibit a contin-
uous distribution throughout the regime where q > − 2.0,
indicating the lack of high ionization points in our sample.
Extra constraints can be applied to the detailed shape of the
SED if there are more high q data points.
(v) We also check the possibility of shock ionization. We
find that shock models can result in similar line ratios as
those from pure photoionzation models. After adding the
metallicity dimension, it is possible that the shock models
are also bounded by upper-right boundaries on BPT line-
ratio planes. However, judging from the shape of the model
grids, the shock boundaries, if exist, would not match the
observed boundary as well as the photoionization models do.
To further verify this point we need to explore shock models
in a larger parameter space, most importantly with higher
metallicity.
(vi) Lastly, the other commonly used optical BPT diag-
nostics, [O I] diagnostic, shows inconsistency with our pho-
toionzation models. The photoionzation calculation of [O I] λ
6300 might suffer from missing non-thermal heating sources.
Though being a possible heating source in the ionization
front, shocks alone cannot resolve the tension in the [O I]
diagnostic.
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