Abstract-We consider a system, containing a library of multiple files and a general memoryless communication network through which a server is connected to multiple users, each equipped with a local isolated cache of certain size that can be used to store part of the library. Each user will ask for one of the files in the library, which needs to be delivered by the server through the intermediate communication network. The objective is to design the cache placement (without prior knowledge of users' future requests) and the delivery phase in order to minimize the (normalized) delivery delay. We assume that the delivery phase consists of two steps: (1) generation of a set of multicast messages at the server, one for each subset of users, and (2) delivery of the multicast messages to the users.
I. INTRODUCTION
We consider a system with a server and multiple users, where the server has access to a library of files (e.g., movies). Each user is equipped with an isolated cache of certain size which can be used to store parts of the library. The server is connected to the users via an arbitrary memoryless communication network that could be consisting of multiple relays (wireline or wireless). This represents a general cache network which encompasses the network configurations studied in several prior works, including bottleneck [1] , multiserver [2] , combination [3] , [4] , and tree [5] cache networks. The system operates in two phases. In the first phase, called the prefetching phase, each cache is populated up to its limited size from the contents of the library. This phase is followed by a delivery phase, where each user reveals its request for a file in the library. Afterwards, the delivery strategy consists of generating a set of multicast messages at the server, one for each subset of users, and then delivering the generated multicast messages to the users through the intermediate communication network.
Our main result is to demonstrate that there exists a universal scheme for cache placement at the users and multicast message generation at the server, which is independent of the underlying communication network between the server and the users and is approximately optimal for all cache network configurations (in terms of the delivery delay). Especially, we show that the prefetching and multicast message generation which take place assuming the existence of a bottleneck link (see [5] ) are approximately optimal for all network configurations. Note that although we do not know how to optimally use the communication network between the server and the users for multicast messages delivery, as opposed to the special case of shared bottleneck link, we still show that the corresponding prefetching and delivery are approximately optimal.
The importance of our result lies in the fact that a separation between caching and multicast message generation on one hand, and delivering the multicast messages to the users on the other hand is approximately optimal. This is particularly important since most cache networks are time-varying and dynamic. Hence, it is critical to rely on a scheme which is oblivious to such variations. Our result suggests that the proposed universal scheme performs almost as well as any other scheme with a priori knowledge of all network dynamics.
To prove the main result, we propose a universal scheme for cache placement and multicast message generation, inspired by the decentralized coded caching scheme presented in [5] for bottleneck link networks, and characterize its achievable normalized delivery delay (as a function of the mutlicast capacity region of the underlying network). We then provide an outer bound on the normalized delivery delay of any scheme with full knowledge of the communication network between the server and the users, where we first bound the normalized delivery delay for any fixed set of user demands and then relax worst-case to average demands to obtain a lower bound on the optimal normalized delivery delay. Finally, via optimizing the rates over the multicast capacity region of the network, we show that the normalized delivery delay achievable by our proposed universal scheme is within a constant factor of the outer bound, hence establishing our main result.
II. SYSTEM MODEL AND MOTIVATING EXAMPLES

A. System Model and Problem Formulation
Consider a system with a server S and assume that each user is equipped with a cache memory of size MF bits which can be used to cache parts of the library at the users. The server is connected to the users through an arbitrary memoryless communication network consisting of m relays
, with the channel model given by an arbitrary transition probability p(y H1 , ..., y Hm , y D1 , ..., y D K |x S , x H1 , ..., x Hm ), where for each node j, X j represents the input alphabet and Y j represents the output alphabet, x S ∈ X S and (x H1 , ..., x Hm ) ∈ X H1 × ... × X Hm respectively denote the channel input by the server and the relays, and
respectively denote the channel output to the relays and the users. This represents a general cache network model where the caches are located at the edge of the network and it includes bottleneck [1] , multiserver [2] , combinatorial [3] , [4] , and tree [5] cache networks. An example of such a system model with K = 3 users is illustrated in Figure 1 .
The system operates in two phases: Prefetching Phase: In this phase, each user
, caches a subset of bits from the library, denoted by Q i , such that |Q i | ≤ MF . We restrict our attention to uncoded prefetching in which each user is allowed to cache any subset of the bits of the files in the library in an uncoded manner.
Delivery Phase: In this phase, each user D i , i ∈ [K], will reveal its request for a file W di from the library. After the
T is revealed, the delivery strategy consists of the following:
• Multicast message generation:
1 at the server, and
• Multicast message delivery: Implementing an encoder at the server and decoders at the users, and a relaying strategy for each relay, so that for each subset D ⊆ ∅ [K], the message V D is multicast to the users {D i } i∈D . The multicast messages are generated such that if they are successfully delivered, each user D i , i ∈ [K], will be able to decode its desired file W di based on its cache contents Q i and its decoded multicast messages {V D } i∈D . In order to deliver the multicast messages, the server selects a multicast rate tuple 1 
For two sets A and B, A ⊆ ∅ B is equivalent to
from the multicast capacity region C, which is defined as follows. 
Therefore, the optimal normalized delivery delay, denoted by T * , is achieved by the prefetching and delivery strategies which minimize the maximum delivery delay across all possible demands for sufficiently large F ; i.e.,
The goal is, given a communication network between the server and the users and the cache capacity of each user, to design the cache placement and the delivery strategy in order to minimize the delivery delay.
B. Motivating Examples
In this section, we first present two examples to motivate a universal scheme for cache networks. In particular, we consider a system with N = 3 files
the server and the users, we consider two different scenarios in the following examples, for each of which we present prefetching and delivery schemes tailored to the communication network between the server and the users. We will then present a universal scheme which is applicable to both network configurations and achieves the optimal normalized delivery delay in both of the examples. Example 1 (Shared bottleneck link). Consider the communication network illustrated in Figure 2 -a, in which all the three users receive the same signal which is transmitted by the server through a shared bottleneck link. This is the same model considered in [1] , which suggests that the prefetching and delivery phases can be done as follows:
• Prefetching phase: We break each file W n , n ∈ {1, 2, 3}, to three disjoint subfiles {W n,1 , W n,2 , W n,3 } each of size
• Delivery phase: Without loss of generality, suppose that users D 1 , D 2 and D 3 request files A, B and C, respectively. The server multicasts the following messages over the shared bottleneck link.
where ⊕ denotes the bitwise XOR operator Assuming a multicast capacity of 1 for the shared bottleneck link, this scheme achieves a normalized delivery delay of 1. Moreover, as demonstrated in [6] , the aforementioned prefetching and delivery phases lead to the optimal normalized delivery delay in this communication network. Figure 2 -b, in which the server can send distinct signals to each of the users via separate orthogonal links. The prefetching and delivery phases can be done as follows:
Example 2 (Orthogonal links). Consider the communication network in
• Prefetching phase: Each user caches the first 
Assuming a capacity of 1 for each of the orthogonal links, this scheme achieves a normalized delivery delay of . Moreover, in this communication network, a simple cut-set outer bound would show that the aforementioned prefetching and delivery phases lead to the optimal normalized delivery delay.
The schemes presented in Examples 1 and 2 were each tailored to the structure of the corresponding communication network. However, quite interestingly, we can use the same prefetching and multicast message generation that we presented in Example 1 for the case of orthogonal links communication network in Example 2 as well. Namely, the prefetching can be done similarly to (1) and in the delivery phase, we send useful coded messages over each of the orthogonal links. In particular, we generate the multicast messages as in (2)- (4). The total size of the message delivered to each user is 2F 3 , hence this scheme also achieves the optimal normalized delivery delay of 2 3 in Example 2. Motivated by the above examples, the question that we attempt to answer in this paper is whether the scheme that is optimal under the assumption of existence of a bottleneck link is also universally optimal for all network configurations in terms of the normalized delivery delay. Our main result, which we state in the next section, is to provide an affirmative answer to this question.
III. MAIN RESULT AND ITS IMPLICATIONS In this section, we state the main result of the paper and its implications. Motivated by Examples 1 and 2, we define a universal scheme as follows.
Definition 2. A universal scheme is a cache placement and multicast message generation scheme which is only a function of the number of files N , the number of users K and the cache size at each user M , and is independent of the communication network between the server and the users.
As mentioned in Section II-B, our main result is to show that there exists a universal scheme, based on the assumption of existence of a shared bottleneck link, which is approximately optimal for all cache network configurations (i.e., K, N, M ) in terms of the normalizd delivery delay. We state this result formally in the following theorem. Theorem 1. There exists a universal scheme with an achievable normalized delivery delay of T UNIVERSAL satisfying 1 24
which implies that the universal scheme is within a factor of 24 optimal in terms of the normalized delivery delay. Remark 1. In order to prove Theorem 1, we demonstrate that the prefetching and multicast message generation which takes place assuming that there exists a bottleneck link is approximately optimal for all network configurations; i.e., its achievable normalized delivery delay is always within a factor of 24 of the optimal normalized delivery delay T * . The description of the scheme and its achievable delay will be presented in Section IV-A. Note that even though we do not know how to use the communication network between the server and the users optimally in order to deliver the multicast 2017 IEEE International Symposium on Information Theory (ISIT) messages, as opposed to the special case of shared bottleneck link, we still show that the corresponding prefetching and delivery is approximately optimal. Remark 2. Theorem 1 essentially demonstrates that a separation between caching and multicast message generation on one hand, and delivering the multicast messages to the users on the other hand is approximately optimal. As mentioned before, this separation is practically important since it shows that caching and multicast message generation can be done without knowledge of the underlying communication network. Such a scheme admits a layered solution, where caching and multicast message generation are done in, for example, the application layer and delivering the generated multicast messages is done in the network and link layers. Our result shows that such a layered solution does not violate the optimality. Remark 3. There has been a surge of recent works on cache networks considering various topologies for the communication network between the server and the users, such as bottleneck [1] , multiserver [2] , combinatorial [3] , [4] , and tree [5] cache networks. Theorem 1 implies that under an uncoded prefetching and two-phase delivery assumption (multicast message generation at the server and delivery to the users), there exists a universal scheme which is approximately optimal regardless of the structure of the communication network between the server and the users, hence providing an approximately optimal result for all the aforementioned network configurations.
IV. PROOF OF THEOREM 1
In order to prove Theorem 1, our goal is to show that the universal scheme that is based on the assumption of existence of a shared bottleneck link is approximately optimal for all network configurations. To that end, we first describe the universal scheme and derive its achievable normalized delivery delay. We will then derive an outer bound on the optimal normalized delivery delay and we will show that the normalized delivery delay achieved by our universal scheme is within a factor of 24 of the outer bound.
A. Description of the Universal Scheme
In this section, we describe our universal scheme based on the decentralized algorithm in [5] . In particular, the details of the prefetching and delivery phases are as follows.
• Prefetching phase: In this phase, each user caches 
This suggests that for any n ∈ [N ], the size of W n,D only depends on the size of D. Based on this observation,
are revealed, the server generates the multicast messages as follows.
As shown in [5] , for any subset D ⊆ ∅ [K], the total size of the multicast messages, each of which is useful for at least one user in D is equal to
implying that the normalized delivery delay achieved by our universal scheme, denoted by T UNIVERSAL , can be written as
B. Approximate Optimality of the Universal Scheme
In this section, we first provide an outer bound on the optimal normalized delivery delay through two steps, where we first bound the normalized delivery delay for any fixed user demands and then we relax the worst-case demands to average demands in order to derive an outer bound on the optimal normalized delivery delay. Afterwards, via optimizing the rates over the multicast capacity region, we demonstrate that the normalized delivery delay achieved by our proposed universal scheme is within a factor of 24 of the outer bound.
1) Bounding the Normalized Delivery Delay for Each Demand Vector:
We start the proof of the outer bound by the following lemma which provides lower bounds on the normalized delivery delay for any set of user demands.
Lemma 1. Consider a demand vector
T and a multicast rate tuple (R 
