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INTRODUCTION
Grid computing is viewed as the next phase of distributed computing. Built on Internet standards, it enables organizations to share computing and information resources across departments and organizational boundaries in a secure and highly efficient manner.
Many Grid users have a high demand of computing power to solve large scale problems such as material structure simulation, weather forecasting, fluid dynamic simulation, etc. Alongside a vast number of single-program applications, which has only one sequential or parallel program, there exist many applications requiring the co-process of many programs following a strict processing order. Since those applications are executed on the Grid, they are called Grid-based workflows.
Traditionally, to run the application, scientific users submit it to a Grid system and the system tries to execute it as soon as possible (Deelman et al, 2004) . However, that best-effort mechanism is not suitable when users are industry corporations, such as BMW or Volvo which want run dynamic fluid simulation to help produce cars. These users need a continually concurrent result at a specific time, hence requiring that the application must be run during a specific period. Because they are commercial users, they are willing to pay for the results to be on time. This requirement must be agreed on by both users and the Grid system before the application is executed and can be done legally by a Service Level Agreement (SLA) because its purpose is to identify the shared goals and objectives of the concerned parties.
A good SLA is important as it sets boundaries and expectations for the subsequent aspects of a service provision. An SLA clearly defines what the user wants and what the provider promises to supply, helping to reduce the chances of disappointing the customer. The provider's promises also help the system stay focused on customer requirements and assure that the internal processes move in the proper direction. As an SLA describes a clear, measurable standard of performance, internal objectives become clear, measurable, and quantifiable. An SLA also defines penalties, thereby allowing the customer to understand that the service provider truly believes in its ability to achieve the performance levels set. It makes the relationship clear and positive, establishes the expectations between the consumer and the provider, and defines their relationship.
One of the core problems in running a Grid-based workflow within an SLA context is how to map sub-jobs of the workflow to Grid resources. An automated mapping is necessary as it frees users from the tedious job of assigning sub-jobs to resources under many constraints such as workflow integrity, on time conditions, optimal conditions and so on. Additionally, a good mapping mechanism will help users save money and increase the efficiency of using Grid resources. In particular, the SLA context requires that the mapping mechanism must satisfy two main criteria.
-The algorithm must ensure finishing the workflow execution on time. This criterion is quite clear because it is the main reason for an SLA system to exist.
The criterion imposes that the underlying Grid infrastructure must be High Performance Computing Centers and the resources must be reserved.
-The algorithm must optimize the running cost. This criterion is derived from the business aspect of an SLA. If a customer wants to use a service, he must pay for it and therefore has the right to an appropriate quality.
The workflow, the resource configurations, and the goal influenced by the SLA context define a complicated mapping problem. This chapter will present related concepts and a mechanism, which includes several sub optimization algorithms, to map sub-jobs of the workflow to the Grid resources within an SLA context, thus satisfying the specific user's runtime requirement and optimizing the cost. At present, the size of the Grid is still small. For example, the Distributed European Infrastructure for Supercomputing Applications (DEISA) includes only 11 sites. Based on that, a distributed mapping model for very large size Grid is not an urgent requirement at present and thus not focused on. The goal of this work is to provide a fast and effective response solution while ensuring the QoS for customers, reducing the overhead of the workflow execution time and encouraging the utilization of the services.
The chapter is organized as follows. Section 2 describes the related concepts. Section 3 presents the problem statement and Section 4 describes the algorithm. Section 5 describes the performance evaluation and section 6 concludes with a short summary.
BASIC CONCEPTS

Service Level Agreement
The main purpose of an Information Technology organization is to provide a computing service which satisfies the customers' business requirements. To achieve this, the organization needs to understand those requirements and to evaluate its own capability of providing the service and of measuring the service delivered. To realize this process, the service and level of delivery required must be identified and agreed between the organization and its users. This is usually done by Service Level Agreements (SLAs), which are contracts developed jointly by the organization and the customers.
An SLA identifies the agreed upon services to be provided to a customer so as to ensure that they meet the customer's requirements. A common SLA contains the following components: -Parties joining the agreement which is made between the service provider and the service user. The two participants should exist as individuals, either by name or by title and both sides must sign the document.
-Type and the time window of the service to be provided. The SLA must state clearly which service will be provided and the time window during which the service is provided to the user. In fact, there are a lot of system components contributing to the type definition of the service. They can be the number of processors, processor speed, amount of memory, communication library, and so forth.
-The guaranty of the provider to provide the appropriate service and performance.
The SLA must state clearly how well the service will be provided to the user as Quality of Service. Penalties must also be figured out if a certain QoS cannot be satisfied.
-The cost of the service. Business users wishing to use any service have to pay for it with the cost depending on the quantity of service usage and how long the user uses it.
-The measurement method and reporting mechanism. The SLA defines which parameters will be measured and the method of measuring. Data collected from the monitoring procedure are important as they help both the user and provider check the validity of the SLA.
Grid-based workflow
Workflows received enormous attention in the databases and information systems research and development community (Georgakopoulos et al, 1995) . According to the definition from the Workflow Management Coalition (WfMC) (Fischer, 2004 ), a workflow is "The automation of a business process, in whole or parts, where documents, information or tasks are passed from one participant to another to be processed, according to a set of procedural rules." Although business workflows have great influence on research and development, another class of workflows emerges naturally in sophisticated scientific problem-solving environments called Grid-based workflow. A Grid-based workflow differs slightly from the WfMC definition as it concentrates on intensive computation and data analyzing but not on the business process. A Grid-based workflow is characterized by following features (Singh and Vouk, 1997 ).
-A Grid-based workflow usually includes many applications which perform data analysis tasks. However, those applications, which are also called sub-jobs, are not executed freely but in a strict sequence.
-A sub-job in the Grid-based workflow depends tightly on the output data from the previous sub-job. With incorrect input data, the sub-job will produce a wrong result and damage the result of the whole workflow.
-Sub-jobs in the Grid-based workflow are usually computationally intensive tasks, which can be sequential or parallel programs and require long runtime.
-Grid-based workflows usually require powerful computing facilities such as super computers or cluster on which to run.
Obviously, that the Grid-based workflow and the business workflow have the same primary characteristic as they both have a procedure that applies a specific computation into selected data based on certain rules. Each Grid-based workflow is defined by three main factors.
-Tasks. A task in the Grid-based workflow is a sub-job, i.e., a specific program doing a specific function. Within a Grid-based workflow, a sub-job can be a sequential program or a parallel program and usually has a long running period and needs powerful computing resources. Each sub-job requires specific resources for the running process such as operating system (OS), amount of storage, CPU, memory, etc.
-Control aspect. The control aspect describes the structure and the sequence in processing of sub-jobs in the workflow.
-Information aspect. The information aspect of the Grid-based workflow is presented by data transmissions. The dependency among sub-jobs can also be identified by the data transmission task. A sub-job is executed to produce a number of output data, which become the input data for the next sub-job in the sequence. These data must be transferred to the place where the next sub-job is executed. Within a Grid-based workflow, the quantity of data to be transferred between two sub-jobs varies from several KB to a hundred GB depending on the type of application and its scope.
Most of existing Grid-based workflows (Ludtke et al, 1999 , Berriman et al, 2003 , Lovas et al, 2004 can be presented under Directed Acyclic Graph (DAG) form so only the DAG workflow is considered in this chapter. Figure 1 presents a sample of a workflow as a material for presentation. The user specifies the required resources needed to run each sub-job, the data transfer between sub-jobs, the estimated runtime of sub-jobs, and the expected runtime of the entire workflow. In more detail, we will look at a concrete example, a simple Grid workflow as presented in Figure 1 . The main requirement of this workflow is described as follows:
-Each sub-job having different resource requirements of hardware and software configurations. Important parameters such as the number of CPUs, the size of storage, the number of experts, and the estimated runtime for each sub-job in the workflow are described in Table 1 .
-The number above each edge describes the number of data to be transferred between sub-jobs. The distinguishing characteristic of the workflow description within an SLA context lies in the time factor. Each sub-job must have its estimated runtime correlative with the specific resource configuration on which to run. Thus, the sub-job can be run on dedicated resources within a reserved time frame to ensure the QoS (this is the runtime period). The practical Grid workload usually has a fixed input data pattern.
For example, the weather forecasting workflow is executed day by day and finishes within a constant period of time since all data has been collected (Lovas et al, 2004 ).
This characteristic is the basis for estimating the Grid workload's runtime (Spooner et al, 2003) , and the runtime period of a sub-job can be estimated from statistical data.
The user usually runs a sub-job many times with different resource configurations and different amount of input data before integrating it to the workflow. The data from these running is a dependable source for estimating future runtimes. If these parameters exceed the pre-determined limitation, the SLA will be violated. Within the SLA context, the resources are reserved over time. If a sub-job runs out of an estimated time period, it will occupy the resource of another reserved sub-job, a situation which is not permitted in an SLA system.
The time is computed in slots with each slot equaling a specific period of real time, from 3 to 5 minutes. We use the slot concept because we do not want to have arbitrary start and stop time of a sub-job. Moreover, a delay of 3 minutes also has little significance for the customer. It is noted that a sub-job of the workflow can be either a sequential program or a parallel program and that the data to be transferred among sub-jobs can be very large.
Grid resource
The computational Grid includes many High Performance Computing Centers (HPCCs). Sub-jobs of the workflow will be executed in HPCCs as it brings many important advantages:
-Only these HPCCs can handle the high computing demand of scientific applications.
-The cluster or super computer in an HPCC is relatively stable and well maintained. This is an important feature so as to ensure finishing the sub-job within a specific period of time.
-The HPCCs usually connect to the worldwide network by high speed links, whose broad bandwidth makes the data transfer among sub-jobs easier and faster. If two output-input-dependent sub-jobs are executed under the same RMS, it is assumed that the time used for the data transfer equals zero, and assumption can be made since all compute nodes in a cluster usually use a shared storage system like NFS or DFS. In all other cases, it is assumed that a specific amount of data will be transferred within a specific period of time, thus requiring the reservation of bandwidth.
The link capacity between two local RMSs is determined as the average capacity between two sites in the network, which has a different value with each different RMS couple. Whenever a data transfer task is on a link, the available period on the link will be determined. During that specified period, the task can use the whole bandwidth, and other tasks must wait. Using this principle, the bandwidth reservation profile of a link will look similar to the one depicted in Figure 3 . A more precise model with bandwidth estimation (Wolski, 2003) can be used to determine the bandwidth within a specific time period instead of the average value. In both cases, the main mechanism remains unchanged.
FORMAL PROBLEM STATEMENT
The formal specification of the described problem includes the following elements:
-Let R be the set of Grid RMSs. This set includes a finite number of RMSs, which provide static information about controlled resources and the current reservations/assignments.
-Let S be the set of sub-jobs in a given workflow including all sub-jobs with the current resource and deadline requirements.
-Let E be the set of edges in the workflow, which express the dependency between the sub-jobs and the necessity for data transfers between the sub-jobs.
-Let K i be the set of resource candidates of sub-job s i . This set includes all RMSs,
Based on the given input, a feasible and possibly optimal solution is sought, allowing the most efficient mapping of the workflow in a Grid environment with respect to the given global deadline. The required solution is a set defined in Formula 1.
If the solution does not have start_slot for each s i , it becomes a configuration as defined in Formula 2.
A feasible solution must satisfy following conditions:
The finished time of the workflow must be smaller or equal to the expected deadline of the user.
-Criterion 2: All K i ≠∅. There is at least one RMS in the candidate set of each sub-job.
-Criterion 3: The dependencies of the sub-jobs are resolved and the execution order remains unchanged.
-Criterion 4: The capacity of an RMS must equal or be greater than the requirement at any time slot. Each RMS provides a profile of currently available resources and can run many sub-jobs of a single flow both sequentially and in parallel. Those sub-jobs which run on the same RMS form a profile of resource requirement. With each RMS r j running sub-jobs of the Grid workflow, and with each time slot in the profile of available resources and profile of resource requirements, the number of available resources must be larger than the resource requirement.
-Criterion 5: The data transmission task e ki from sub-job s k to sub-job s i must take place in dedicated time slots on the link between the RMS running sub-job s k to the RMS running sub-job s i . e ki ∈ E.
In the next phase, the feasible solution with the lowest cost is sought. The cost C of running a Grid workflow is defined in Formula 3. It is the sum of four factors: the cost of using the CPU, the cost of using the storage, the cost of using the experts' knowledge, and finally the expense for transferring data between the resources involved. 
C=
If two dependent sub-jobs run on the same RMS, the cost of transferring data from the previous sub-job to the later sub-job is neglected.
The ability to find a good solution depends mainly on the resource state at the expected period when the workflow runs. During that period, if the number of free resources in the profile is large, there are a lot of feasible solutions and we can choose the cheapest one. But if the number of free resources in the profile is small, simply finding out a feasible solution is difficult. Thus, a good mapping mechanism should be able to find out an inexpensive solution when there is a wealth of free resources and to be able to uncover a feasible solution when there are few free resources in the Grid.
Supposing the Grid system has m RMSs, which can satisfy the requirement of n subjobs in a workflow. As an RMS can run several sub-jobs at a time, finding out the optimal solution needs m n loops. It can easily be shown that the optimal mapping of the workflow to the Grid RMS as described above is an NP hard problem.
From the above description, though, we can see that this is a scheduling problem and that it has many distinguished characteristics.
-An RMS can handle many sub-jobs of the workflow simultaneously. The RMS supports resource reservation.
-A sub-job is a parallel application.
-The destination of the problem is optimizing the cost. The user imposes some strict requirements on the Grid system and pays for the appropriately received service. It is obvious that the user prefers top service at the lowest possible cost.
The expense of running a workflow includes the cost of using computation resources and the cost of transferring data among sub-jobs.
Many other previous works (Deelman et al, 2004 , Lovas et al, 2004 have the same
Grid-based workflow model as we have. But there are no resource reservations and the goal is to optimize the runtime. Some works about supporting QoS for the Gridbased workflows such as (McGough et al, 2005 , Zeng et al, 2004 , Brandic et al, 2005 use resource reservation infrastructure and have the goal of optimizing the cost.
However, they assume a workflow with many sub-jobs, which are sequential programs, and a Grid resource service handling one sub-job at a time. Other related works such as the job shop scheduling problem (JSSP), and the multiprocessor scheduling precedence-constrained task graph problem have similar context with (McGough et al, 2005 , Zeng et al, 2004 , Brandic et al, 2005 but without resource reservation. Moreover, they aim at optimizing the runtime. All above works depend tightly on the characteristics of workload, resource and goal. Thus, adapting them to our problem faces many difficulties concerning poor quality, long runtime or inapplicable (Quan, 2006) .
As no previous work has a similar context, we describe here a strategy to handle the requirements. An efficient mapping mechanism will satisfy those preferences and also increase the efficiency of using Grid resources.
ALGORITHMS
The mapping mechanism includes three sub-algorithms. The L-Map algorithm finds the cost optimal mapping solution for a light workflow in which the amount of data to be transferred among sub-jobs is not much (L stands for light). The H-Map algorithm finds the cost optimal mapping solution for heavy workflows in which the amount of data to be transferred among sub-jobs is large (H stands for heavy). The w-Tabu algorithm finds the runtime optimal solution for both cases of workflows (w stands for workflow). algorithms have a relatively short runtime and can uncover good quality mapping solutions as in ( Quan, 2006, Quan and Altmann, 2007) . The following sections will describe each algorithm in detail.
w-Tabu algorithm
The main purpose of the w-Tabu algorithm is to find out a feasible solution when there are few free Grid resources. This destination is equal to finding a solution with the minimal finished time. Within the SLA context as defined in section 2, the finished time of the workflow depends on the reservation state of the resources in the RMSs, the bandwidth among RMSs, and the bandwidth reservation state. It is easy to show that this task is an NP hard problem. Although the problem has the same destination as most of the existing algorithm mapping a DAG to resources (Deelman et al, 2004) , the defined context is different from all other contexts appearing in the literature. Thus, a dedicated algorithm is necessary. We proposed a mapping strategy as depicted in Figure 5 . This algorithm has proven to be better than the application of Min-min, Max-min, Suffer, GRASP, w-DCP to the problem as described in (Quan, 2006) . Firstly, a set of referent configurations is created. Then we use a specific module to improve the quality of each configuration as much as possible with the best configuration being selected. This strategy looks similar to an abstract of a long term local search such as Tabu search, Grasp, SA and so on. However, a detailed description makes our algorithm distinguishable from them.
a) Generating reference solution set
Each configuration from the reference configurations set can be thought of as the starting point for a local search so it should be spread as widely as possible throughout the searching space. To satisfy the space spreading requirement, the number of the same map sub-job:RMS between two configurations must be as small as possible. The number of the member in the reference set depends on the number of available RMSs and the number of sub-jobs. During the process of generating a reference solution set, each candidate RMS of a sub-job has a co-relative assign_number to count the times that RMS is assigned to the sub-job. During the process of building a reference configuration, we use a similar set to store all defined configurations having at least a map sub-job:RMS similar to one in the creating configuration. The algorithm is defined in Figure 6 . While building a configuration with each sub-job in the workflow, we select the RMS in the set of candidate RMSs, which create a minimal number of similar sub-job:RMS with other configurations in the similar set. After that, we increase the assign_number of the selected RMS. If this value is larger than 1, meaning that the RMS were assigned to the sub-job more than one time, there must exist configurations that contain the same sub-job:RMS and thus satisfy the similar condition. We search these configurations in the reference set which have not been in the similar set, and then add them to the similar set. When finished, the configuration is put to the reference set.
After all reference configurations have been defined, we use a specific procedure to refine each of the configuration as much as possible.
b) Solution improvement algorithm
To improve the quality of a configuration, for this problem we use a specific procedure based on short term Tabu search. We use Tabu Search because it can also play the role of a local search but with a wider search area. Besides the standard components of Tabu Search, there are some components specific to the workflow problems.
The neighborhood set structure
One of the most important concepts of Tabu Search as well as local search is the neighborhood set structure. A configuration can also be presented as a vector. The index of the vector represents the sub-job, and the value of the element represents the RMS. With a configuration a, a=a 1 a 2 . . .a n | with all a i ⊂ K i , we generate n*(m-1) configurations a' as in Figure \ref{fig436} . We change the value of x i to each and every value in the candidate list which is different from the present value. Each change results in a new configuration. After that we have set A, |A|=n*(m-1). A is the set of neighborhoods of a configuration. A detailed neighborhood set for the case of our example is presented in Figure 7 . The assigning sequence of the workflow When the RMS executed each sub-job, the bandwidth among sub-jobs was determined, the next task is to locate a time slot to run sub-job in the specified RMS.
At this point, the assigning sequence of the workflow becomes important. The sequence of determining runtime for sub-jobs of the workflow in an RMS can also affect the final finished time of the workflow, especially when there are many subjobs in the same RMS.
In general, to ensure the integrity of the workflow, sub-jobs in the workflow are assigned based on the sequence of the data processing. However, that principal does not cover the case of a set of sub-jobs, which have the same priority in data sequence and do not depend on each other. To examine the problem, we determine the earliest and the latest start time of each sub-jobs of the workflow under an ideal condition.
The time period for data transfer among sub-jobs is computed by dividing the amount of data to a fixed bandwidth. The earliest and latest start and stop time for each subjob and data transfer depends only on the workflow topology and the runtime of subjobs but not the resources context. These parameters can be determined using conventional graph algorithms. A sample of these data for the workflow in Figure 1 , in which the number above each link represents the number of time slots for data transfer, is presented in Table 3 . The ability of finding a suitable resource slot to run a sub-job depends on the number of resources free during the valid running period. From the graph, we can see sub-job 1 and sub-job 3 as having the same priority in the data sequence. However, sub-job 1 can start at max time slot 28 while sub-job 3 can start at max time slot 58 without affecting the finished time of workflow. Suppose that two sub-jobs are mapped to run in the same RMS and the RMS can run one sub-job at a time. If sub-job 3 is assigned first and in the worst case at time slot 58, sub-job 1 will be run from time slot 92, thus the workflow will be late a minimum of 64 time slots. If sub-job 1 is assigned first at time slot 28, sub-job 3 can be run at time slot 73 and the workflow will be late by 15 time slots. Here we can see the latest time factor is the main parameter for evaluating the full effect of the sequential assigning decision. It can be seen through the affection, mapping sub-job having the smaller latest start time first will make the lateness less. Thus, the latest start time value determined as above can be used to determine the assigning sequence. The sub-job having the smaller latest start time will be assigned earlier. This procedure will satisfy Criterion 3.
Computing the timetable procedure
The algorithm to compute the timetable is presented in Figure 9 . As the w-Tabu algorithm applies both for light workflow and heavy workflow, determining the parameter for each case cannot be the same. With light workflow, the end time of the data transfer equals the time slot after the end of the correlative source sub-job. With a heavy workflow, the end time of data transfer is determined by searching the bandwidth reservation profile. This procedure will satisfy Criteria 4 and 5. 
With each sub-job k following the assign sequence { Determine set of assigned sub-jobs Q, which having output data transfer to the sub-job k With each sub-job i in Q { min_st_tran=end_time of sub-job i +1 If heavy weight workflow { Search in reservation profile of link between RMS running sub-job k and RMS running sub-job i to determine start and end time of data transfer task with the start time
The modified Tabu Search procedure
In the normal Tabu search, in each move iteration, we will try assigning each sub-job s i ⊂ S with each RMS r j in the candidate set K i and use the procedure in Figure 9 to compute the runtime and then check for overall improvement and select the best one.
This method is not efficient as it requires a lot of time for computing the runtime of the workflow which is not a simple procedure. We will improve the method by proposing a new neighborhood with two comments. In one iteration, we can move only one sub-job to one RMS. If the sub-job does not belong to the critical path, after the movement, the old critical path will have a very low probability of being shortened and the finished time of the workflow will have a low probability of improvement. Thus, we concentrate only on sub-jobs in the critical path. With a defined solution and runtime table, the critical path of a workflow is defined with the algorithm in Figure 10 .
We start with the last sub-job determined. The next sub-job of the critical path will have the latest finish data transferred to the previously determined sub-job. The process continues until the next sub-job is equal to first sub-job. With two comments and other remaining procedures similar to the standard Tabu search, we build the overall improvement procedure as presented in Figure 12 . Figure 12 : Configuration improvement algorithm in w-Tabu
H-Map algorithm
The H-Map algorithm maps heavy workflow to the Grid RMSs. As the data to be transferred among sub-jobs in the workflow are huge, to ensure the deadline of the workflow, it is necessary to reserve bandwidth. In this case, the time to do a data transmission task becomes unpredictable as it depends on the bandwidth and the reservation profile of the link, which varies from link to link. The variety in the completion time of the data transmission task makes the total runtime of the workflow also flexible. The goal of the H-Map algorithm is to find out a solution which ensures Criteria 1-5, and is as inexpensive as possible. The overall H-Map algorithm is presented in Figure 13 and has proven to be better than the application of standard metaheuristics such as Tabu Search, Simulated Annealing, Iterated Local Search, Guided Local Search, Genetic Algorithm, Estimation of Distribution Algorithm to the problem as described in (Quan, 2006) . the set will gradually be refined to have better quality solutions. The refining process stops when the solutions in the set cannot be improved more and we have the final set C*. The best solution in C* will be output as the result of the algorithm. The following sections will describe in detail each procedure in the algorithm.
a) Constructing the set of initial configurations
The purpose of this algorithm is to create a set of initial configurations which will be distributed widely over the search space.
Step 0: With each sub-job s i , we sort the RMSs in the candidate set K i according to the cost they need to run s i , computed according to Formula 3. The configuration space of the sample now can be presented in Figure 14 and Table 4 . In Figure 14 , the RMSs lying along the axis of each sub-job have a cost increasing in the direction from inside out. The line connecting each point in every sub-job axis will form a configuration. Figure 14 presents 3 configurations with an increasing index in the direction from inside to outside. Figure 14 also presents the cost distribution of the configuration space according to Formula 3. The configuration in the outer layers has a greater cost than those the inner layers. The cost of the configuration lying between two layers is greater than the cost of the inner layer and smaller than the cost of the outer layer. Sj_ID  RMS  RMS  RMS  sj0  R1  R3  R2  sj1  R1  R2  R3  sj2  R2  R1  R3  sj3  R3  R1  R2  sj4  R3  R2  R1  sj5  R2  R3  R1  sj6 R1 R3 R2
Step 1: We pick the first configuration as the first layer in the configuration space.
The determined configuration can be presented as a vector. The index of the vector represents the sub-job, and the value of the element represents the RMS. The first configuration in our example is presented in Figure 15 . Although this has minimal cost according to Formula 3, we cannot be sure that it is the optimal solution. The real cost of a configuration must consider the neglected cost of data transmission when two sequential sub-jobs are in the same RMS. Step 2: We construct the other configurations by following a process similar to the one described in Figure 16 . The second solution is the second layer of the configuration space. Then we create a solution having a cost located between layer 1 and layer 2 by combining the first and the second configurations. To do this, we take the p first elements from the first vector configuration and then the p second elements from the second vector configuration and repeat until we have n elements to form the third one. Thus, we get (n/2) elements from the first vector configuration and (n/2) other elements from the second one. Combining in this way will ensure the target configuration of having a greater difference in cost according to Formula 3 compared to the source configurations. This process continues until the final layer is reached.
Thus, we have in total 2*(m-1) configurations and we can ensure that the set of initial configurations is distributed over the search space according to cost criteria. Step 3: We check Criteria 4 and 5 of all 2*m-1 configurations. To verify Criteria 4
and 5, we have to determine the timetable for all sub-jobs of the workflow. The procedure to determine the timetable of the workflow is similar to the one described in Figure 9 . If some of them do not satisfy the Criteria 4 and 5 requirement, we construct more so as to have enough 2*m-1 configurations. To do the construction, we change the value of p parameter in the range from 1 to (n/2) in step 2 to create the new configuration.
After this phase we have set C o including maximum (2m-1) valid configurations.
b) Improving solution quality algorithm
To improve the quality of the solutions, we use the neighborhood structure as described in Section 4.1 and Figure 7 . Call A the set of neighborhood of a configuration. The procedure to find the highest quality solution includes the following steps.
Step 1: ∀ a ⊂ A , calculate cost(a) and timetable(a), pick a* with the smallest cost(a*) and satisfy Criterion 2, put a* to set C 1 . The detailed technique of this step is described in Figure 17 . We consider only the configuration having a smaller cost than the present configuration. Therefore, instead of computing the cost and the timetable of all configurations in the neighborhood set, we compute only the cost of them. All the cheaper configurations are stored in a sorted list. And then we compute the timetable of cheaper configurations along the list to find the first feasible configuration. This technique helps to decrease much of the algorithm's runtime.
Step 2: Repeat step 1 with all a ⊂ C o to form C 1 .
Step 3: Repeat step 1 to 2 until C t =C t-1 .
Step 4: C t ≡ C*. Pick the best configuration of C*.
L-Map algorithm
The key difference between the light workflow and the heavy workflow is the communication. HPCCs are usually inter-connected by a broadband link greater than 100Mbps. The length of one time slot in our system is between 2 and 5 minutes. Thus, the amount of data transferred through a link within one time slot can range from 1.2GB to 3GB. Since we assume less than 10MB of data transfer between sub-jobs (workflows with light communications), the data transfer can easily be performed within one time slot (right after the sub-job had finished its calculation) without affecting any other communication between two RMSs. As the number of data to be transferred between sub-jobs in the workflow is very small, we can omit the cost of data transfer. Thus, the cost C of a Grid workflow is defined in Formula 3 which is the sum of the charge of using: (1) the CPU, (2) the storage and (3) the expert knowledge.
The light communication can help us ignore the complexities in time and cost caused by data transfer. Thus, we could apply a specific technique to improve the speed and the quality of the mapping algorithm. In this section, we present an algorithm called L-Map to map light communication workflows onto the grid RMSs (L -stands for light). The goal of the L-Map algorithm is to find a solution which satisfies Criterion 1-5 and is as inexpensive as possible. The overall L-Map algorithm to map DAG to resources is presented in Figure 18 . The main idea of the algorithm is to find out a high quality and feasible solution. Starting from this solution, we limit the solution space and use local search to find intensively in this space the best feasible solution.
This algorithm has proven to be better than the application of H-map, DBC, Genetic Algorithm to the problem as described in (Quan and Altmann, 2007) .
The following sections will describe in detail each procedure in the algorithm. Step 0: With each sub-job s i , we sort the RMSs in the candidate set K i according to the cost of running s i computed according to Formula 3 but neglecting the cost of data transfer. The RMS having the lower cost to run the sub-job is located at the lower position. The solution space of the sample is presented in Figure 20 . Each box RMSRt represents the RMS and the runtime of the sub-job in this RMS. Step 2: As the runtime of each sub-job in the determined RMS was defined and the time to do data transfer is fixed, we can compute the earliest start time and the latest stop time of each sub-job using the conventional graph algorithm. In the case of our example, assume that the user wants the workflow to be started at time slot 10 and stopped at time slot 85, the earliest-latest timetable is presented in Table 5 . Step 3: From the data of the earliest-latest timetable, with each RMS appearing in the configuration and each type of reserved resource in the RMS, we build the resource reservation profile. In this step, the runtime of the sub-job is computed from the earliest start time to the latest stop time. The built profiles could have many conflict periods in which the number of required resource is greater than the available resource. If we do not resolve those periods, we will not have a feasible solution. In this algorithm, CPUs, storage, experts are considered in the same way. Each resource has its own reservation profile. The characters of each profile are very similar to each other. In order to have a feasible solution, we have to resolve the conflict in three profiles. As they are very similar to each other, in this paper, we only present the CPU profile to demonstrate the idea. In our example, only RMS1 appears in the configuration. The CPU reservation profile of the RMS 1 is presented in Figure 22 . Step 4: There are many sub-jobs joining the conflict period. If we move sub-jobs out of it, the conflict rate will be reduced. This movement is performed by adjusting the earliest start time or the latest stop time of the sub-jobs and thus, the sub-jobs are moved out of the conflict period. One possible solution is shown in Figure 23 (a) , where either the latest stop time of sub-job1 is set to t1 or the earliest start time of sub-job2 is set to t2. The second way is to adjust two sub-jobs simultaneously as depicted in Figure 23 (b) . A necessary prerequisite here is that, after adjustment, the latest stop time minus the earliest start time of the sub-job is greater than its runtime. Step 5: We adjust the earliest start time and latest stop time of the sub-jobs relating with the moved sub-jobs to ensure the integrity of the workflow. Then we repeat step 3 and 4 until we cannot adjust the sub-jobs further. In our example, after this phase, the CPU reservation profile of RMS 1 is presented in Figure 24 . Step 6: If after the adjusting phase, there are still some conflict periods, we have to move some sub-jobs contributing to the conflict to other RMSs. The resources in the RMS having the conflict period should be allocated as much as possible so that the cost for using resources will be kept to a minimum. This is a knapsack problem, which is known to be NP-hard. Therefore, we use an algorithm as presented in Figure   25 . This algorithm ensures that the remaining free resources after the filling phase is always smaller than the smallest sub-job. If a sub-job cannot be moved to another RMS, we can deduce that the Grid resource is busy and thus w-Tabu algorithm is invoked. If the w-Tabu cannot find an initial feasible solution, the algorithm will stop. Step 7: As we have a new configuration, the process from step 3 to step 6 is repeated until there is no conflict period. After this phase, we have a feasible candidate solution as depicted in Figure 27 . Suppose that each sub-job has m candidate RMSs. Suppose that in the feasible solution, the RMS has the highest ranking at k. Thus, with each sub-job, we remove all its candidate RMSs having rank greater than k. The process applied to our example is presented in Figure 28 . We limit the solution space in this way for two reasons. Therefore, the ability to have high quality solutions in this area is extremely likely and should be considered intensively. In contrast, the higher area of the solution space contains expensive solutions for sub-jobs and thus, the ability to have a high quality solution in this area is very unlikely. For that reason, to save the computation time, we can by pass this area.
-The selected solution space contains at least one feasible solution. Thus, we can be sure that with this new solution space we can always uncover an equal or better solution than the previously found one.
c) Creating the set of initial configurations
The set of initial configurations should be distributed over the solution space as widely as possible. Therefore, we create the new configuration by shifting onward the first feasible solution. Suppose each sub-job having k candidate RMSs, then we will shift (k-1) times to create (k-1) configurations. Thus, there are k configurations in the initial set including the found feasible solution. For our example, the procedure is expressed in Figure 29 . It is noted that in this step, a configuration can be either feasible or unfeasible. A local search procedure is used to find a feasible solution and to improve the quality of the solution as far as possible starting from a configuration in the initial set. The overall local search procedure is presented in Figure 30 . If the initial configuration is feasible, we then consider only configurations having less cost than the present solution. Therefore, instead of computing the cost and the timetable of all configurations in the neighborhood set at the same time, we only compute the cost of each configuration individually. All the configurations are stored in a sorted list. We then compute the timetable of the less expensive configurations along the list to find the first feasible configuration. This technique helps reduce the algorithm's runtime significantly as the computation timetable procedure takes a significant time to be completed. The computation timetable procedure is the one in Figure 9 .
The time to perform the local search procedure varies depending on the number of invoking module computing timetable. If this number is small the computing time will be short and vice versa.
PERFORMANCE EXPERIMENT
The performance experiment is done by simulation to check for the quality of the mapping algorithms. The hardware and software used in the experiments is rather standard and simple (Pentium 4 2,8Ghz, 2GB RAM, Linux Redhat 9.0, MySQL). The whole simulation program is implemented in C/C++. We generated several scenarios with different workflow configurations and different RMS configurations to be compatible with the ability of the comparing algorithms. The goal of the experiment is to measure the feasibility, the quality of the solution, and the time needed for the computation.
w-Tabu algorithm performance
We employed all the ideas in the recently appearing literature related to mapping workflow to Grid resource with the same destination to minimize the finished time and adapted them to our problem. Those algorithms include w-DCP, Grasp, minmin, maxmin, and suffer (Quan, 2006) . To compare the quality of all the described algorithms above, we generated 18 different workflows which:
-Have different topologies.
-Have a different number of sub-jobs. The number of sub-jobs is in the range 7-32.
-Have different sub-job specifications.
-Have different amounts of data transfer. The amount of data transfer is in the range from several hundred MB to several GB.
In the algorithms, the number of the sub-job is the most important factor to the execution time of the algorithm. We also stop at 32 sub-jobs for a workflow because as far as we know, with our model of parallel task sub-job, most existing Grid-based workflows include only 10-20 sub-jobs. Thus, we believe that our workload configuration can simulate accurately the requirement of real problems. Those workflows will be mapped to 20 RMSs with different resource configurations and different resource reservation contexts. The workflows are mapped by 6 algorithms w-Tabu, w-DCP, Grasp, minmin, maxmin, and suffer. The finished time and the runtime of solutions generated by each algorithm correlative with each workflow are recorded.
The experimental data shows that all algorithms need few seconds to find out the solutions. The overall quality comparison among algorithms is depicted in Figure 31 .
The graph presents the average relative values of the solution's finished time created by different algorithms. From Figure 31 , it can be seen that our algorithm outperforms all other algorithms. The experiment results show that the H-Map algorithm finds out equal or higher quality solutions within a much shorter runtime than other algorithms in most cases.
With small-scale problems, some metaheuristics using local search such as ILS, GLS, and EDA find out equal results with the H-Map and better than the SA or GA. But with large-scale problems, they have an exponential runtime with unsatisfactory results.
L-Map algorithm performance
In this experiment, the resource configurations are similar to those in the above From the results, we can see that the L-Map algorithm created higher quality solutions than all comparing algorithms. Compares to H-Map and GS algorithms, the quality of L-Map algorithm is slightly better but the runtime is significantly smaller. The cost difference between solutions found by the L-Map algorithm and the DBC algorithm is small in absolute value. However, when we examine the difference within a business context and a business model, it will have significant meaning. From the business point of view, the broker does the mapping and the income is more important than the total cost of running the workflow. Assuming that the workflow execution service counts for 5% of the total running cost, the broker using the L-map algorithm will have the income 6% higher than the broker using the DBC algorithm. Moreover, experimenting the negotiation period of the SLA workflow with Web service technology, each negotiation round took a minute or more, mainly for user checking the differences in SLA content. Thus, in our opinion, the runtime of the L-Map algorithm is well acceptable in practical with just few seconds. 
