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SUMMARY
To design structures using state-of-the-art materials like composites and metamaterials,
we need predictive tools that are capable of taking into account the phenomena occurring
at different length scales. However, the upscaling of nonlinear mesoscale behavior to per-
form system-level predictions is intractable when using conventional modeling techniques.
Other methods like multiscale finite elements are capable of solving arbitrary problems,
but they tend to be computationally expensive because they rely on detailed models of the
element’s internal displacement field. We propose a method that utilizes machine learn-
ing to generate a direct relationship between the element’s state and its forces, skipping
altogether the complex and unnecessary task of finding its internal displacements. To gen-
erate our model, we choose an existing finite element formulation, extract data from an
instance of that element, and feed that data to the machine learning algorithm. The result
is an approximated model of the element that can be used in the same context. Unlike
most data-driven techniques applied to individual elements, our method is not tied to any
particular machine learning algorithm, and it does not impose any restriction on the solver
of choice. In addition, we guarantee that our elements are physically accurate by enforcing
frame indifference and conservation of linear and angular momentum. Our results indicate
that this can considerably reduce the error of the method and the computational cost of




For centuries, scientists and engineers have relied on experimental techniques to charac-
terize the effective mechanical properties of materials. These properties, when paired with
appropriate constitutive models, traditionally serve as the basis for any engineering-level
mechanics of materials analysis. Such effective behavior is usually dominated by a single
fundamental aspect, which is the microstructure of the material. That is, the expressions
for the driving forces that dictate the evolution of the state variables depends on the con-
figuration of the material constituents at smaller scales (e.g. the micro scale). The process
of generating macroscopic properties and constitutive laws from the microstructure of the
material is called homogenization. As a simple example, consider a tensile test on a metal.
We know that the effective properties of most metals depends on the microstructure, and
that their effective behavior is considerably different than the behavior of the crystals that
constitute it. But unless we are interested in micro-scale features, we can stretch the metal
and perform other physical experiments to measure its effective properties and directly
use them in our mathematical models of the structure. We can think of this process as an
experimental form of homogenization.
Modern methodologies, however, tend to replace this phenomenological approach with
a combination of homogenization schemes and micromechanical models. The hope is that
these multi-scale approaches could minimize empiricism and lead to a more fundamen-
tal understanding of the relationship between process, microstructure, and performance in
the material development cycle. Most common approaches in this area fall within the fol-
lowing categories: mathematical homogenization, micromechanically-inspired constitutive
modeling, and computational homogenization. The first approach usually deals with either
linear problems, or with nonlinear problems under very specific material and microstruc-
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tural assumptions, e.g. incompressive hyperelastic materials with rigid inclusions [1, 2].
The second approach is usually constrained to very rigid sets of assumptions regarding the
microstructure, e.g., the presence of slip planes and directions in crystal plasticity (Taylor
model [3]), periodic cracks (Deshpande-Evans damage model for ceramics [4]), dilute con-
centration of voids (Gurson-type plasticity models [5]), etc. The final approach comprises
a large variety of computational homogenization schemes, which includes concurrent mul-
tiscale modeling [6]. These schemes have the ability to handle arbitrary microstructures
in the nonlinear and history-dependent regimes, but usually at a prohibitive computational
cost [7, 8, 9]. A representative volume element (RVE) of the microstructure has to be built
for every quadrature point of the finite element model, and solved for every time step of the
simulation. Some decoupled variants have been proposed in order to reduce the computa-
tional cost (e.g: micro-macro decoupling schemes [10], Nonuniform Transformation Field
Analysis[11]) but they are only applicable to a narrow range of problems.
Following a homogenized approach is not technically a necessity, and one could use
high performance computing to create massive numerical models of the structure that con-
sider each feature of the microstructure. Unfortunately, such approach does not scale well
and the computational resources required for realistic structures is so prohibitive, it lacks
any practical use. A more reasonable alternative to perform homogenization at the element
level using a specialized finite element formulation. There is a large variety of methods in
this category, including the global-local methods [12], residual free bubbles [13, 14], the
variational multiscale method [15], the discontinuous enrichment method [16, 17], meth-
ods based on partition of unity and the generalized finite element method [18, 19, 20],
and multi-scale methods [21, 22]. All these methods share a common trait: they expand
or modify the set of shape functions to better fit the particular problem. However, those
methods differ in their assumptions about the underlying solution. In the most basic cases,
a known handbook solution is used to enrich the basis. This is the typical scenario when
using the extended finite element method for crack propagation [23]. In some other cases
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the methods are used in conjunction with assumptions over the distribution of features,
such as periodicity or volume representation. While additional assumptions tend to con-
siderably restrict the number of applicable problems, the resulting methods tend to have a
better computational performance. That is, the knowledge of the particular problem is used
as an advantage to optimize the calculations. Element formulations that make few or no
assumptions are applicable to more problems but it is difficult to generate the same level of
computational efficiency.
To increase the chances of success, it is best to learn from the particular problem un-
der consideration before attempting to solve it. Unfortunately, some problems are beyond
human comprehension or their range of applications is too narrow to be worth studying in
detail. Cases involving large amounts of variables, high levels of uncertainty, and rapid
change in behavior are among the typical scenarios. A possible solution in those cases is to
use machine learning to automatically generate a model using data from past experiences.
The number of applications of machine learning is extensive and includes self-driving cars,
high-frequency trading, house price estimation, and search engines, to name a few [24].
Computational mechanics is not the exception. Machine learning has been used to for-
mulate multiscale elements [25, 26], to enhance the performance of traditional elements
[27], to extract constitutive manifolds [28, 29] and to produce a data-driven solver [30]. In
fact, some linear methods based on the application of unit displacements can be reinter-
preted as models based on linear regression (see example in Section 3.2.1). A problem in
all these data-driven methods is that their formulation is intimately related with a particular
learning method, and in many cases they involve custom solvers or intrusive techniques.
This imposes limits on the learning algorithm, the numerical solver for the system, or both.
For example, the formulation of the data-driven solver mentioned above implicitly uses a
k-nearest neighbors algorithm with a single neighbor, and changing that algorithm could
potentially alter the method.
In this work, we propose to use surrogate modeling to reduce the computational cost
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of multi-scale element formulations . That is, we use a machine learning algorithm on
data extracted from finite elements or RVEs to build a computationally cheaper approxi-
mation to those elements. By separating the element behavior, the learning process, and
the solution method, we are able to infer the element model using any learning algorithm,
assemble the system of equations using traditional techniques, and solve the generated sys-
tem using any black-box solver. We also propose several techniques to make effective use
of surrogate modeling on element data, including the use of corotational coordinates and
the enforcement of physical constraints on the internal forces.
The rest of the thesis is organized in the following way. In Chapter 2 we discuss the
challenges of multi-scale modeling and develop a family of finite elements particularly
well suited for that kind of problem. In Chapter 3, we develop our approach for using
machine learning to generate efficient approximations of exsiting multi-scale formulations.
We consider approaches that deal with multi-scale variants of the finite element method,
as well as computational homogenization schemes. In addition, we show how to apply
our method to effectively solve problems that involve geometric nonlinearity and history-
dependent material nonlinearity. We conclude this thesis in Chapter 4 by summarizing our
main findings and defining future directions for our research.
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CHAPTER 2
MULTI-SCALE FINITE ELEMENT MODELS
Multi-scale problems are challenging to solve because the difference between the smallest
and largest features in a model have a strong impact on the conditioning number of its
stiffness. Attempting to represent all scales of the model using traditional finite elements
could lead to computationally expensive matrix inversions, and, in the case of dynamic
problems, small time increments.
Our work in this chapter is based on the Multi-scale Finite Element Method (MsFEM)
[21] and the Geometric Multi-scale Finite Element Method (GMsFEM) [31, 32]. These
two approaches deal with multi-scale phenomena using local solutions within the domain
of each element to generate the shape functions. Those solutions represent the displace-
ment field inside the element when a unit displacement is applied at a single node and the
remaining nodes are fixed. In the case of GMsFEM, each solution is obtained by means
of a fine-scale finite element model that uses an auxiliary mesh within the domain of the
element. That is, the approach is similar to the traditional Guyan-Irons reduction [33, 34]
applied on each auxiliary mesh, with the additional enforcement of inter-element compati-
bility.
In this chapter, we present an extension to the GMsFEM formulation to better predict
the dynamic response of heterogeneous materials and structures. In our approach, we en-
rich the set of GMsFEM shape functions with a number of vibration normal modes. By
doing this, the method allows us to resolve wavelengths shorter than the macro-element
size, as well as the effect of internal element features (e.g. inclusions, cracks, etc.) on
those frequencies, which has been shown to be a limitation of GMsFEM [35]. Vibration
modes are calculated over the domain of each element under fixed boundary conditions,
as described in the next section. This scheme for obtaining shape functions resembles
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the Craig-Bampton method [36, 34], however here it is applied to individual elements in-
stead of being utilized for reducing the order of structural components. This approach,
as demonstrated in subsequent sections, provides a higher degree of control over the FE
mesh resolution, helping to avoid the excessively small stable time increments usually in-
curred by the presence of small geometric features. Moreover, the previously mentioned
ill-conditioning problems are entirely avoided.
This chapter is organized as follows. First we introduce the formulation of our modal-
based multi-scale finite elements in section 2.1. Then we apply that method to different
wave propagation problems in section 2.2. We use those models to measure the perfor-
mance of our method with respect to traditional finite elements.
2.1 Formulation
Consider a wave propagation problem in a continuous media defined through the differen-
tial equation
K[u(x, t)] +M[ü(x, t)] = q(x, t) (2.1)
where K andM are spatial differential operators specific to each kind of problem, u(x, t)
is the displacement field, x is the position in the domain Ω of the problem, t ∈ [0, T ] is the
time, q(x, t) is a forcing term, and a dot over a variable indicates a derivative over time.
We want to find a solution u(x, t) of this differential equation that satisfies the boundary
condition B[u(x, t)] = 0 over the boundary of the domain Γ.
Applying the conventional procedures for finite elements [37, 38], the domain can be
discretized into a non-overlapping union of elements that constitute a mesh. The domain
of an element e is denoted Ωe and its boundary is denoted Γe. By then employing the weak
formulation, an approximate solution ũ(x, t) can be obtained for each domain Ωe
ũ(x, t) = h(x)u(t) (2.2)
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where h(x) is a matrix of size d bym, with d the dimension of the problem,m = n·d, and n
the number of nodes, and u(t) is a vector of length m containing all the degrees of freedom
corresponding to the displacement of the nodes. In our approach, we add to this definition
another matrix h̄(x) and the degrees of freedom ū, which correspond to enrichment terms.
The resulting approximate solution is
ũ(x, t) = h(x)u(t) + h̄(x)ū(t) (2.3)
where h̄(x) is a matrix of size d by p, with p is the number of enrichment functions, and
ū(t) is a vector containing the additional p degrees of freedom. The approximation (2.3)
may be written in the compact form
ũ(x, t) = H(x)ue(t) (2.4)
where all the degrees of freedom are grouped into a single vector ue(t) = [ūT (t),uT(t)]T,





We restrict the functions h̄ij(x) to be zero valued over Γe to preserve continuity across
element boundaries independently of the value of ū, that is, h̄ij(x) = 0 ∀ x ∈ Γe. Hence-
forth, we refer to the functions h̄ij(x) as interior shape functions and to the functions hij(x)
as boundary shape functions.
The boundary shape functions are meant to provide some representation of the field for
any specified displacements on Γe. They can be traditional FE shape functions, or more
elaborated shape functions as in the case of GMsFEM. The interior shape functions can
be added to the standard set of boundary shape functions to enrich this basis. Fig. 2.1
shows an example of a particular choice of boundary and interior shape functions for a
two-dimensional element.
For the class of stress wave propagation problems considered in this paper, we propose
to adopt the GMsFEM shape functions proposed by Casadei et al. [32] as boundary shape
7
Figure 2.1: Schematics of boundary (top row) and interior (bottom row) shape functions
for a square element without internal features. The former represent the deformed configu-
ration for unit displacement of the nodes while the latter represents the natural modes of its
fine scale model. The vertical axis reflects the corresponding value of the shape functions
over the domain.
functions and analytical and/or numerically computed elemental eigenmodes as interior
shape functions. Henceforth, we will refer to our proposed method as Modal-Based Finite
Element Method (MFEM). Our choice of splitting the approximating base between interior
and boundary shape functions resembles the residual free bubble finite element method,
in the sense that the interior shape functions could also be regarded as bubbles. However,
there is a critical difference: in the RBF method, the number of bubbles equals the number
of basis functions used to span the piecewise polynomial defined in the global element
[39], whereas in our approach we can adopt as many natural modes as needed to resolve
the required vibration frequencies for the problem at hand.
2.1.1 Boundary shape functions
We propose to use GMsFEM shape functions as boundary shape functions. Consider an
element e, the shape functions for this element are built using an auxiliary mesh over the
domain Ωe of the element, which is called fine scale mesh. The element e may contain
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as many nodes as desired on its boundary in the same way as a traditional element. Each
node on the element e should coincide with a node on the corresponding fine scale mesh.
The nodes in the fine scale mesh that coincide with the nodes in the element e are called
coarse scale nodes. The GMsFEM shape functions associated with a particular coarse
scale node correspond to the static deformed configuration of the fine scale mesh when a
unit displacement is imposed to that node and the other coarse scale nodes remain fixed in
space.
Let us consider a problem where the element e contains nc coarse grain nodes on its
boundary and nf fine scale nodes within the element domain. The equilibrium equations
when imposing a unit displacement to one of the coarse scale nodes may be written as
[K]{U}k = {F}k (2.5)
where [K] is the stiffness matrix, {U}k is the vector of displacements, {F}k is the vector
of forces, and the subscript k ∈ [1,mc] denotes the particular loading condition, where
mc = nc · d is the number of DOF for the coarse grain nodes. All the mc systems can be
written in compact form using
[K][U ] = [F ] (2.6)
where [U ] and [F ] are matrices in which the k-th column contains the vectors {U}k and
{F}k, respectively. Hence, the matrices [U ] and [F ] have dimensions of mf by mc where
mf = nf · d is the total number of DOFs for the fine-scale mesh. Then, the equations
(2.6) may be rearranged, placing in the first mc rows the equations corresponding to the
degrees of freedom of the coarse scale nodes. To make the effect of this rearrangement











where the coarse scale degrees of freedom are denoted with the letter b and the remaining
degrees of freedom with the letter i. Since for each load case one coarse scale degree of
freedom is equal to 1 and the remaining ones are equal to 0, the upper part of the dis-
placement matrix, [Ub], containing these values, is the identity matrix. The value of the
remaining unknown degrees of freedom are contained in [Ui]. The forces applied to the
coarse scale nodes are also unknowns and contained in [Fb], while the forces applied to the










In order to construct the shape functions we are interested only in the resulting deformed
configuration of the system, hence we need only solve for [Ui] using
Ui = −K−1ii Kbi (2.9)
where each column in [Ui] represents the values of the fine scale degrees of freedom asso-
ciated with one of the shape functions.
In general, the number of shape functions associated with each node is equal to the
dimension of the model. A more detailed analysis of the procedure, including conditions
to ensure conformity of the solution, can be found in the work by Casadei et al. [32]. In the
next Section we show how to enrich the basis to include extra information that might have
been lost during the condensation of the interior degrees of freedom.
2.1.2 Interior shape functions
Consider an element e with domain Ωe and boundary Γe. We propose to adopt the natural
modes of the portion of the structure with domain Ωe as interior shape functions of the
element e. For problems under consideration, the natural modes φ(x) are defined as the
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vectors that satisfy the eigenproblem
K[φ(x)] = λM[φ(x)] (2.10)
for x ∈ Ωe and subject to the boundary condition φi(x, t) = 0 for all x ∈ Γe. Because of
the particular choice of boundary conditions, the resulting natural modes are local to each
element.
Using these natural modes as interior shape functions provides many advantages. First,
they can span the complete space of solutions. Therefore, there is always a sufficiently
large number of modes that can give a good approximation to the solution of the problem
under consideration, granted that the boundary shape functions are properly chosen. In
addition, when comparing with other high order schemes, our approach has the advantage
that the natural modes are always related to the problem under consideration, and therefore,
they may contain information about physical features such us heterogeneities and cracks.
It is worth mentioning that one of the inconveniences of working with natural modes
is that, in most cases, analytical solutions are not known and numerical results are compu-
tationally expensive. However, in our approach, the geometry assigned to each element is
usually very simple, and solutions over their domains are known for many kinds of prob-
lems. In particular, we are interested in solutions for fixed boundary conditions, which are
usually some of the simplest to obtain.
In cases in which an analytical solution is not known, e.g., for elements with irregular
shape or internal features, a numerical solution can be employed. In this case, the numerical
solution of the natural modes is calculated only over a very small part of the domain,
which corresponds to the domain of each MFEM element (Ωe). Since these calculations
are performed on an element by element basis, the computational cost of this procedure is
linear over the total number of elements. This numerical solution can be obtained using
the same fine scale mesh previously used for obtaining the boundary shape functions. In
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this case, care must be taken regarding the quality of the underlying mesh, which should be
appropriate for its use within a traditional finite element framework. For example, it should
be appropriate for finding the eigenmodes of the element under consideration. Thus, as a
general rule, highly distorted elements must be avoided in the fine scale mesh.
While these concepts are similar to those proposed by Efendiev et al. [40], there are
some key differences. In their work, each eigenvalue problem is defined over the neigh-
borhood of the nodes and Newmann boundary conditions are applied. As a consequence,
continuity must be enforced across the boundaries of the elements by employing XFEM
procedures. However, the shape functions that are associated with any two nodes of an
element contain similar information over the domain of that element. Thus, the resulting
matrices might be ill conditioned. These undesired effects do not appear in our approach.
2.2 Case studies
In this Section, we apply our method to a set of selected problems. First, we focus on one-
dimensional problems for which metrics to evaluate the performance of the method are
easy to define. Then, we shift our attention to the simulation of wave propagation on a two-
dimensional periodic elastic domain with a notch, and show that our method is particularly
well suited to modeling this kind of problem.
2.2.1 Wave propagation in one-dimensional bars
We conduct different numerical tests on one-dimensional bars to highlight the performance
of the proposed method. In the first test, we consider the problem of stress wave propa-
gation over a uniform bar, and provide some insights into the accuracy of the method. In
the second test, we consider the problem of stress wave propagation over a notched bar,
and provide some understanding on the effects of small features and the fine-scale mesh.
Finally, we investigate the performance of the method with respect to integration in time.
In all one-dimensional cases considered in this Section, the simulation domain Ω is
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[0, L], where L is the length of a bar. For time marching, we use a central difference time








M = ρA(x) (2.12)
where A(x) is the cross-sectional area of the bar, and E and ρ are the elastic modulus and
the density of the material respectively. Thus, the elemental stiffness matrix Ke and mass




























h̄(x)1, . . . , h̄(x)p, h(x)1, h(x)2
] (2.15)
are defined following the same ordering as for ue in (2.4). Also, the maximum index of the
boundary shape functions mc is already chosen to be 2 to avoid the addition of unnecessary
(and maybe redundant) functions.
Uniform bar
Let us consider the long bar shown in Fig. 2.2. A longitudinal pulse is applied to one of its
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Figure 2.2: Schematic of a uniform bar of length L with a displacement u0(t) applied at
the left boundary.










: 0 ≤ t ≤ t0
0 : t0 < t
, (2.16)
where t is the time and uM a constant. The natural modes for fixed boundary conditions are
known [41] and equal to h̄i(x) = sin(iπx), with i = 1, 2, . . . , p, for the natural domain of
the element Ωe = [0, 1]. Therefore, a fine-scale mesh is not necessary to obtain the interior
shape functions. Further, the static deformed configuration of the bar for unit displacement
at one boundary and fixed displacement at the other, is linear. Hence, two linear functions
can be used as boundary shape functions. The selected set of shape functions is shown in
Fig. 2.3.
The model is composed ofN identical elements of lengthL/N , each of them containing
p natural modes and the two boundary shape functions. For the sake of simplicity, the time
increments are chosen to be at most 1/20 of the stable time increment of the equivalent
traditional finite element. The effects of the proposed method on the stable time increment
are studied later in this Section.
The maximum relative error in the elastic energy of the bar is used to compare the
































Figure 2.3: Shape functions for a uniform bar element. The boundary shape functions
(dashed lines) correspond to the static deformed configuration when a unit displacement is
applied at one of the tips. The interior shape functions (solid lines) are the natural modes
of of the bar.





















E/ρ is the speed of sound in the bar. Finally, Pe(t) is the estimation of the





In the previous equation, K is the stiffness matrix of the assembled model, u(t) the
vector containing all the degrees of freedom of the model, t refers to a time instant during
the simulation, and tf is the total simulation time, in this case chosen to be equal to 6t0.
Note that after the instant in which t = t0, the elastic energy of the bar should remain
constant. For this reason, the value of P does not depend on the time t. In this way, the
measured error is easy to interpret, and we avoid division by a value of the energy close to
zero at the beginning of the analysis.
Results are summarized in Fig. 2.4, where the maximum relative error in the elastic
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Figure 2.4: Maximum relative error in the elastic energy for the different models of the
uniform bar as function of the ratio η between the the length of the element and the length
of the pulse. Solid lines are for curves with the same amount of added modes per element,
and dashed lines connect models with the same total number of degrees of freedom for
comparison purposes.





where Le is the length of the elements and Lp = t0
√
E/ρ is the length of the pulse prop-
agated through the bar. In traditional FEM, we require η  1 for accurate results. The
solid lines in Fig. 2.4 are simulations with the same number of enrichment functions (i.e.
number of modes). To provide a sense of computational cost, we added dotted lines to the
same plot connecting those models containing the same total number of degrees of freedom
(interior plus boundary ones for all elements in the models).
Results of this test indicate that, for most cases, the error is considerably reduced by
choosing a higher number of modes while keeping a constant number of degrees of free-
dom. This trend is broken in the vicinity of η = 0.25, where the error starts to increase with
η, as the model loses the ability to represent the corresponding waves. That is, for η larger
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than 1 the length of the wave would be shorter than the element itself. Considering that the
structure of the resulting elemental matrices is similar for all cases, the lines with constant
degrees of freedom can provide a comparison of the computational cost for elements with
different values of p during the time marching scheme. Note that the curves for a constant
number of modes converge at the same rate. This behavior is because the only difference
between points on the same solid line is the number of elements. Consequently, the behav-
ior of the solid curves is similar than that of traditional finite elements (the line in the plot
corresponding to 0 modes.)
Bar with a notch
To illustrate the behavior of the proposed scheme for non-homogeneous cases, let us con-
sider a bar of length L where a portion of the bar of length h = L/10, has a reduction of
50% in the cross-sectional area, see Fig. 2.5. The imposed displacements are the same as in
the previous case, but this time, a model with only one MFEM element containing p modes
is compared with a model containing N traditional finite elements.
The analytical solution to the eigenvalue problem is not trivial this time. Thus, numer-
ical solutions are used instead to compute the interior shape functions. A refined standard
finite element mesh is created over the domain of the desired element Ωe. Denoting by Kf
and Mf the stiffness and mass matrices of the refined model, the interior shape functions
correspond then to the solutions φi of the eigenproblem Kfφi − ω2iMfφi = 0, where the
components of the φi vector at the tips are prescribed to be zero. A limited set of the result-
ing shape functions is shown in Fig. 2.6 for illustration purposes. The figure also displays
the corresponding boundary shape functions, obtained in this case through the GMsFEM
formulation.
The maximum relative error εu in the displacement field of the bar is adopted to compare
17
Figure 2.5: Schematic of a notched bar with a displacement u0(t) applied at the left bound-
ary.

























Figure 2.6: Shape functions for a notched bar element. The boundary shape functions
(dashed lines) correspond to the static deformed configuration when a unit displacement is
applied at one of the tips. The interior shape functions (solid lines) are the natural modes
of the traditional finite element model that corresponds to the fine scale mesh.








where t0, and tf are as defined in the previous Section, ũ(t) is the approximate solution for
the case under consideration, and u(t) is a reference solution computed through a highly
refined standard finite element model.
In this reference model, we use the same time integration scheme as in the MFEM
approach, as well as time increments that are smaller than 1/20 of the stable time incre-































Figure 2.7: Maximum relative error of the displacement field for models with different
amount of fine-scale elements per mode (epm), as a function of the total number of degrees
of freedom.
compared for different mesh densities.
The maximum relative error εu in the displacement field is plotted as a function of
the number of degrees of freedom in Fig. 2.7. In the plot, the different lines correspond
to simulations with the same number of fine-scale elements per number of modes. For
example, if 4 modes are used to enrich the element, and we use 10 fine-scale elements to
compute them, then we say that we use 2.5 fine-scale elements per mode. This approach
provides a good measure of how well the fine-scale mesh can represent the natural modes of
a single enriched element. When the amount of fine-scale elements per mode is increased,
the estimation of the natural modes used as shape functions gets closer to the real natural
modes of the domain under consideration.
We note that, even though in this Section we focus on the case of a single MFEM ele-
ment for analysis purposes, a more detailed model could contain multiple such elements. In
that case, the resultant elemental matrices would have a similar structure to those obtained
through the standard finite element method. Furthermore, the corresponding eigenvalue
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problems determining the interior shape functions would need to be solved over indepen-
dent elemental regions. These regions, in general, would be much smaller than the overall
size of the problem under consideration. Therefore, the comparison given in Fig. 2.7, using
the number of degrees of freedom, can be related to the efficiency of an element when it is
included in a large model.
The results show that MFEM provides an increase in precision with respect to standard
finite elements for the particular problems considered. From the smooth bar simulations,
Fig. 2.4, we showed that for most cases, the error is considerably reduced by choosing a
higher number of modes while keeping a constant number of degrees of freedom. From
the simulations of a notched bar, Fig. 2.7, we show that for a constant number of degrees
of freedom, the results improve when the density of the fine scale mesh is increased. This
improvement can be performed up to a converged value of the error, and these converged
values show a higher rate of convergence than regular finite elements.
Stable time increment using MFEM
In the previous examples, the integration time steps are small compared to the stable time
increment of the time marching scheme, and the error is a converged value over those
time increments. In real implementations, however, this is generally not the case. Time
increments are usually chosen closer to the stable limit of the integration algorithm in order
to reduce the total number of increments in simulations. Different finite element methods
generate different stable time increments, which in turn affect the computational cost of a
particular approach. This difference in stable time increments must be accounted for when
comparing different methods.
In calculations, we adopt a central difference time integration scheme. Consequently,
the stable time increment is given by ∆ts = 2/ωmax, where ωmax is the maximum natural
frequency of the system. In the case of our proposed elements, there are two competing
conditions that induce the stable time increment. One of them is induced by the resolution
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Figure 2.8: Stable time increments for a bar with a notch of length h and 50% reduction of
the cross-sectional area.
provided by the coarse scale nodes and can be easily estimated using traditional techniques,
i.e., ∆ts1 = Le/c, where Le is the shortest distance between coarse scale nodes of the el-
ement, and c is the speed of sound on the material under consideration. The other one is
given by the resolution inside the element, or element order. In our approach, when the
natural modes are obtained, we also obtain the associated natural frequencies of the ele-
ment. The maximum of those natural frequencies ωmax induces a stable time increment
∆ts2 = 2/ωmax. In calculations, we then adopt the smallest time increment of those com-
peting conditions, i.e., ∆ts = min(∆ts1,∆ts2).
Fig. 2.8 shows the stable time increments for the notched bar simulations, as considered
in Sect. 2.2.1, as a function of the system degrees of freedom. The plot shows curves for
simulations using traditional linear FE (• symbols) and simulations using MFEM (× sym-
bols) with the modal shape functions used in 2.2.1. Further, here we consider simulations
with a varying notch length h. For MFEM simulations, we chose the fine-scale mesh such
that there are 20 fine-scale elements per mode.
When discretizing the notched bar with traditional finite elements, the notch length h
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limits the size of the shortest element in the mesh to be at most of length h, that is Le ≤ h.
Hence, this short element leads to a stable time increment that is equal to or smaller than
h/c, where c is the speed of sound in the material of the bar. Thus, for cases in which the
notch size h is considerably smaller than the overall length of the structureL, the stable time
increment is significantly reduced. This is observed for the linear models (• symbols) in
Fig. 2.8, where as the number of degrees of freedom is reduced (by using larger elements),
the stable time increment reaches a constant value, set by the size of the notch h, where at
least one element must be of size h.
On MFEM elements, the number of DOFs is directly related to the amount of modes in-
cluded. Also, modes are added to elements starting from their lowest natural frequency and
moving up in the frequency domain. Consequently, as shown in Fig. 2.8 (× symbols), the
stable time step for MFEM elements is reduced as we increase the number of DOFs. This
indicates that there is a price associated to the highest resolution of the method obtained
as more modes are introduced, which is reflected in a reduction of the stable time step. It
is worth mentioning, however, that this might not be necessarily a problem, as explained
below.
For problems with small features as compared to the overall component size, the finite
element mesh far away from those features tends to be much larger than the feature’s size.
This mesh size, in turn, determines the highest vibration frequency the model can handle.
Thus, even if the shortest wavelengths are resolved by a locally refined FEM mesh, they
would be filtered out by the rest of the model. From an engineering perspective, when
considering this kind of problems, we are usually interested on the effect of those small
features in the frequency range resolved by the average mesh size. It is precisely for this
kind of situations that our approach is well suited: natural modes can be chosen up to the
maximum frequency resolved by the FEM mesh, thus not affecting the stable time step.
At the same time, these modes are computed accounting for the presence of small features
within the element domain, thus reflecting their effect on the frequency range of interest.
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In this range, the stable time step of MFEM elements is insensitive to the size of small
features, and only dependent of the maximum enrichment frequency included.
2.2.2 Stress wave propagation in a two-dimensional periodic elastic domain
Stress wave propagation in two- and three-dimensional metamaterials is an active research
topic [42, 43, 44, 45]. From the numerical point of view, most studies rely on the tra-
ditional Finite Element Method, which has proven to be adequate for problems involving
relatively homogeneous materials. That might not be the case for composites and metama-
terials, where the distribution of inclusions or voids could lead to small geometric scales
that require a large number of small elements in the model. The example presented in
this Section shows how our approach can be utilized to efficiently simulate this kind of
multi-scale problems.
Let us consider a two-dimensional problem consisting of a plate 0.6m long and 3mm
thick, made of an isotropic material and in plane strain conditions. For two-dimensional





































where E is the elastic modulus, ν is the Poisson’s ratio, and ρ is the density of the












where H(x) is a matrix containing the shape functions, B(x) is a matrix containing
the derivatives of H(x), C is the stiffness of the material in plane strain conditions and h
is the thickness of the plate in the out of plane direction. However, when all of the shape
functions are described as deformed configurations of a fine scale mesh, we can use the
procedure developed in [32] obtaining Ke and Me from the following equations
Ke = NKfNT (2.26)
Me = NMfNT (2.27)
where Kf and Mf are the stiffness and mass matrices of the fine scale mesh, and N
is a matrix that relates the degrees of freedom of the multi-scale element d and the vector
containing the displacements of the nodes in the fine scale mesh df . Since N is a linear
mapping we can write
df = Nd (2.28)
That is, in our problem, each column of N contains the displacements for all the nodes
of the fine scale mesh associated with a particular shape function of the coarse-scale el-
ement. Some of those shape functions are the GMsFEM shape functions described in
Section 2.1.1 and the remaining ones are local natural modes. Those natural modes are
obtained in the same way than in Section 2.2.1, where we use Kfφi − ω2iMfφi = 0.
For the particular problem under consideration, a portion of the structure is composed






Figure 2.9: Geometry of an elastic plate structure containing a periodic domain and a V-
shaped notch. The periodic domain consists of a uniform array of circular holes. The notch
cuts through 4 rows of holes and ends in one of them.
voids of radius 0.1mm with a uniform spacing of 0.5mm. This array of voids is embedded
within the homogeneous plate material and placed at the center of the plate. At the center
of this region, there is a notch starting at the free surface and propagating through plate
to a depth of 1.5mm. The geometry of the structure is shown in Fig. 2.9. We confine the
location of the periodic domain to a small region at the center of the plate to keep the finite
element model (used for comparison) within a reasonable size.
We want to study the combined effects of a periodic domain and a notch on the 2-
dimensional propagation of stress waves within the plate. The structure is composed of
steel, with an elastic modulus of 200GPa, Poisson ratio of 0.3 and density of 7800kg/m3. A
uniform pressure is applied on the left side of the plate as a narrow band signal consisting
of a five cycle tone burst of 400kHz in a Hanning window. Under these conditions only
the s0 mode is excited, as it is the only symmetric mode that can exist at that frequency
[46]. An antisymmetric mode a0 could also exist at that frequency, but the symmetry of
the applied load leads to a pure symmetric excitation.
The problem is studied using a very refined FEM mesh which serves as a reference so-
lution, and comparisons are made with solutions obtained through GMsFEM and MFEM
respectively. The mesh upon which all models are based on is shown in Fig. 2.10. In the
periodic domain, the mesh is unstructured with at least 8 nodes on the perimeter of each
void. The remainder of the structure possesses a structured mesh with square elements
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Figure 2.10: Mesh corresponding to the central portion of the structure. On the sides of the
Multi-scale element we show a portion of the traditional finite element mesh in the uniform
section of the plate. The part of the structure not shown in this figure follows the same
uniform mesh pattern.
of 0.5mm size. The only actual difference in the mesh of the three models is that the el-
ements in the shaded area are replaced by a single multi-scale element in the GMsFEM
and MFEM cases. The multi-scale element in the GMsFEM and MFEM models use the
traditional elements they have replaced as the fine-scale mesh, and the highlighted nodes
in Fig. 2.10 as their coarse-scale nodes. For both the GMsFEM and MFEM models, inte-
gration over the multi-scale element domain is performed through quadrature points placed
over the elements of the fine-scale mesh. Consequently, the associated cost of spatial nu-
merical integration is the same across the 3 models under consideration. The number of
modes added to the multi-scale element basis is 64, some of them shown in Fig. 2.11 for
illustration purposes. As a consequence, the degrees of freedom in the periodic domain are
reduced from 19028 to only 98 in the MFEM element and 34 in the GMsFEM one. More
important than a reduction in the number of degrees of freedom, the use of the multi-scale
element increases the stable time step by a factor of 25, significantly reducing the tempo-
ral integration computational cost associated to this model. Note that our approach reduces
this on-line computational cost at the expense of an off-line computation of the eigenmodes
of the element. This trade-off is highly dependent on the problem at hand and has to be
considered by the analyst.
Fig. 2.12 illustrates the shape of the waves before, during and after the interaction with
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Figure 2.11: Example of selected interior shape functions. Each figure displays a natural
mode of the fine scale model within the multi-scale element.
the notch. In addition, Fig. 2.13 shows the horizontal displacements on nodes uniformly
distributed over the top surface as a function of time, computed using FEM (solid line) and
MFEM (dashed line) on the left figure, and FEM (solid line) and GMsFEM (dashed line)
on the right figure. It can be observed that when the wave hits the notch at approximately
t = 60µs, it splits into the symmetric and antisymmetric components of the reflected and
transmitted waves. The antisymmetric waves can be identified in this plot because they
travel at lower speed than the symmetric components. The speed of each wave can be
obtained by measuring the time required to travel the distance between two sensors in the
plot. This is also intuitively observed in the plot as the slope of a line connecting contiguous
pulses corresponding to the same wave.
Since the multi-scale finite element model uses a basis that is a subspace of the FEM,
the best possible scenario is when they produce the same output. The results shown in
Fig. 2.13 indicate that MFEM correctly captures the behavior of the FEM with the advan-
tage of larger time increments. As previously mentioned, the time increments of MFEM
are approximately 25 times larger than in the FEM for this particular problem. As was
anticipated in the previous Section, using MFEM helped to filter the high frequencies of
the model to allow the use of larger time increments. Since the larger traditional elements
in most parts of the model cannot capture the high frequencies that might be introduced
through the input or when the wave hits the notch, any additional filtering of those frequen-
cies in the multi-scale element does not have a significant effect in the model overall.
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Figure 2.12: Horizontal displacement of the structure produced by the different waves.
The results obtained using FEM are compared with those using GMsFEM and MFEM. (a)
Complete structure describing the plotted sections in figures b, c, d and e. (b) Incident wave
traveling from left to right at 50µs. (c) Displacement field produced during the interaction
of the waves with the periodic domain and the notch at 66µs. (d) and (e) Transmitted and
Reflected waves respectively at 90µs. Note that there is an antisymmetric component of the
wave on the left of figure (d) and on the right of figure (e) Since these antisymmetric com-
ponents travel at slower speeds than their symmetric counterparts they trail the symmetric
waves.
Finally, it can be seen both in Figs. 2.12 and 2.13 that the GMsFEM model fails to
capture the response of the system. This is mainly due to the fact that the frequency of
interest is characterized by a wavelength that is shorter than the GMsFEM element itself.
This example makes clear how the proposed approach improves the enriching technique
introduced through GMsFEM for problems involving wavelengths shorter than the multi-
scale element. As discussed in Section 2.2.1, a larger time step is attained by incorporating
modes up to the frequency of interest. These modes do not attempt to resolve the wave-
lengths of the fine scale elements used to capture the internal features, in which case there
would be no gain in the time step, but to capture the impact of those features on frequencies






















































Figure 2.13: Cascade plots of the displacement as function of time for FEM, GMsFEM,
and MFEM. Each line corresponds to the axial displacement observed at a node on the
top surface of the plate, at the labeled position from the left tip. The figures show (a) a
comparison between MFEM and a reference FEM model, and (b) a comparison between




In the previous chapter, we developed a simple technique for multi-scale modeling based
on projections of the finite element space in a fine-scale mesh onto a subspace formed
with chosen solutions. The main limitation of the method is that it uses solutions to the
linearized problem, which may be ineffective in a general and non-linear setting.
In this chapter we follow a different approach and we propose to reduce the computa-
tional cost of the fine-scale model by using surrogate modeling. The idea is to extract data
from the multi-scale elements and use a machine learning algorithm (see section 3.1) to
obtain an approximated and computationally cheaper model of that element. Since individ-
ual elements usually have a small dimension, our approach makes effective use of current
machine learning algorithms. We also address some inefficiencies of learning directly from
finite element data by using corotational coordinates and enforcing physical constraints on
the internal forces.
This chapter is organized as follows. We first give an overview of machine learning in
section 3.1. Then we define the formulation of our method in section 3.2, and provide a
simple example of a linear regression model. In section 3.3, we apply our method to two
non-linear problems: a 3D truss structure, and a 2D non-linear multi-scale structure. Here
we study the behavior of the method and test its performance. Finally, in section 3.5 we
show how to apply our method in a history dependent scenario.
3.1 Overview of machine learning
In our method, we use regression to generate models using finite element data. Regression
is a category of machine learning that estimates the relationship between some input vari-
ables and one or more numeric outputs. Other categories include classification, where the
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output variable is a label, and unsupervised learning, where there is no output variable in
the data and the objective is to find patterns or regularities in the input.
In broad terms, a machine learning method uses an optimization algorithm to find the
parameters θ of a function g(·) that minimizes the approximation error E(·) over a set of
values D. In the case of regression, the dataset is in the form D = {xi, ri}Nsi=1, where Ns
is the number of samples, xi is an input of arbitrary dimension in a system, and ri ∈ Rm
is its output. The family of functions g(x|θ) produces particular functions (or hypothesis)
for different values of θ. For example, if g(x|θ) are the polynomials of a particular order,
then θ are its coefficients. The error function defines the distance between an output value
in the data set ri and the output produced by the approximated model g(xi|θ). Each partic-
ular machine learning method contains its own error function and optimization algorithm.
The optimization process over the data D is known as model training, and it produces the
optimal parameters θm. Those values define a model g(x|θm) that we can use to predict the
output corresponding to any input value x.
There is a large variety of machine learning methods including ridge regression, lasso
regression, k-nearest neighbors, support vector machines, Gaussian processes, neural net-
works, decision trees, and ensemble methods (which combine different models). Most
methods also allow the user to choose a number of values called hyperparameters, which
give control over some aspects of the method’s behavior. The books in references [47,
24] provide a good introduction to the topic, and the article in reference [48] provides an
overview of the methods used in optimization from an aerospace engineering perspective.
For completeness, we provide below a basic description of the methods used in this work,
which are ordinary least squares regression, support vector regression, Gaussian process re-
gression and neural networks. Some of these methods produce only single outputs (ri ∈ R)
in most implementations. In those cases, we can still produce multiple outputs by simply
producing multiple machine learning models, one per output component.
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3.1.1 Linear Regression
Linear regression is one of the simplest and most popular machine learning methods, and
it is very natural to most engineers because it can be interpreted as an extension to linear
interpolation. In the case of regression, we have more points than degrees of freedom, so
we fit them in approximated form to obtain the function g(x|θ) = θTx, where θ ∈ Rn is a
weight vector, and x ∈ Rn is the input vector. In order to simplify the notation we consider
the constant term in this function by assuming that the first component of x is always equal





and we can solve for its minimum using
θm = (X
TX)−1XTR
where θm is the value of θ that minimizes the error, X is a matrix whose i-th row is the
vector xi, and R is a vector whose i-th component is ri.
Linear regression can also fit nonlinear functions (e.g. higher order polynomials or
trigonometric functions) if a mapping is applied to the vector x. In that case, the approx-
imation function is given by g(x|θ) = θTf(x), where θ ∈ Rp and f(x) is any desired
feature mapping from Rn to Rp. Note that the unit value in the first component of xi is no
longer necessary because one of the components of f(x) can be independent of the input.
Predictions made with this method have a computational cost of O(p).
3.1.2 Support Vector Regression
Another popular and simple method is support vector regression. This method is character-
ized by its error function E(D, θ) =
∑Ns
i=1 eε(r
i, g(xi|θ)), where eε(·) is the ε-insensitive
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0, if |ri − g(xi|θ)| < ε
|ri − g(xi|θ)| − ε, otherwise
where ε is a hyperparameter that determines a region in the input space where the error
function is insensitive to the data. Any sample that falls within that area can be dropped
and, as a result, the weight vector in the model is sparse. This error function is minimized
by solving a convex optimization problem. In addition, since the feature mappings only
appear inside inner products, for some particular feature maps we can obtain the inner
product directly and without explicitly applying the mapping. Thus, the method allows us
to map our features into high-dimensional spaces or even infinite-dimensional spaces. This
procedure is called a kernel trick in the machine learning literature. We refer the interested
reader to references [47, 24] for further details on its implementation. Predictions made
with this method have a computational cost of O(νNs), where ν is the sparsity of the
weight vector. Consequently, the method allows us to choose the balance between the error
dictated by ε and the computational cost dictated by ν.
3.1.3 Gaussian process regression
A stochastic process is an indexed collection of random variables. A Gaussian process is a
stochastic process in which every finite subset of the collection has a Gaussian distribution.
We can describe a Gaussian process as
f(x) ∼ GP (m(x), κ(x, x′)) (3.1)
where m(x) is the mean function and κ(x, x′) is the covariance function or kernel. Given
these two functions, the Gaussian process is completely determined.
There are many commonly used kernels, including the squared exponential covari-
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ance function, the rational quadratic covariance function, piecewise polinomial covariance
functions of compact support, and covariance functions from the Matérn class. In this










where l is the characteristic length of the process. This parameter gives an idea of how
many times the function crosses a particular output level on a given input interval. All the
kernels mentioned above also have a simlilarly defined characteristic length property.
For a finite set of points x, the function value f at those locations will have a Gaussian
joint distribution
p(f |x) = N (f |µ,K) (3.3)
where Kij = κ(xi, xj) and µi = m(xi).
We can use the last expression and the properties of the gaussian distribution to perform
a regression. Given the data D = {xi, f i}Nsi=1 and some values x∗ for which we want to












where µ∗ = m(x∗), µ = m(x), K∗∗ = K(x∗, x∗), K∗ = K(x, x∗) and K = K(x, x).
Since f , x and x∗ are known, this can be rewritten as
p(f ∗|f, x, x∗) = N (f ∗|µ∗ +K∗TK−1(f − µ), K∗∗ −K∗TK−1K∗) (3.5)
One of the main advantages of this approach is that we not only obtain an estimation for
the value of the function, but also its probability distribution. Later in this chapter, this will
allow us to draw sample functions or realizations from it, something that is not possible
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with most of the competing alternatives.
This overview only contained the minimal information we needed later in this article,
but we recommend to the interested reader to check references [47, 49]. Those books
provide a more detailed analysis of the method and show the effect of the chosen covariance
function, how to deal with noisy datasets, and how to optimize parameters in the covariance
function to minimize the error, among other topics.
3.1.4 Neural Networks
Neural networks are a powerful machine learning method that allow us to choose the ar-
chitecture of the model. In this article we use a particular version of the method called
recurrent neural networks, which is useful for sequence to sequence problems. To explain
its structure we will first explain a more traditional type of model called feedforward neural
networks, and then extend it to the recurrent version.
Feedforward neural networks
Traditional feedforward neural networks take the input vector and consecutively apply a
sequence of functions to obtain the output vector. These functions are called layers and
they have the form gl(x) = σl(K lx + bl) where xl is input vector of that layer, σl(·) is
a predetermined function called activation function, K l and bl are a matrix and a vector
containing the training parameters, and l ∈ {1, ..., lf} is the layer number. The dimension
of the layer output yl can be different from the dimension of the layer input xl. The output
of a particular layer is the input of the next layer, meaning that yl−1 = xl. The hyperparam-
eters in this method are the number of layers, the activation function of each layer, the size
of the output at each layer, and the parameters associated with the optimization algorithm
(explained below), among others.
We show an example of a feedforward neural network in Fig 3.1. In that graph, the




















Figure 3.1: Example of a feedforward neural network with three layers. Each node repre-












j are the trainable parameters in
node j of layer l, and xl are the inputs for the layer.







This particular example represents a common case where the nodes in a layer are connected
to all the nodes in the next layer (the matrix K l is dense), but this is not always the case.
Once the error metric is chosen, the model is usually trained using gradient descent or
one of its varieties. In those methods, a portion of the training samples (a batch) is used to
estimate the gradient of the error with respect to the parameters. Then the parameters are
updated in the direction of the steepest descent. For example, in the most basic scenario we
use
∆κ = η∇E(κ)
where ∆κ is ther change in the weights, η is a hyperparameter called learning rate andE(κ)
is the error given the current weights κ. In this case, κ contains all the parameters in the K l
matrices and the bl vectors. The most frequently used variations add some momentum to
the update rule and use adaptive parameters. To train the model, we perform many of those
iterations and go through all the batches in the dataset several times. Each of those passes
through the dataset is called epoch.
The most-efficient known way to produce the gradient is backpropagation, which al-
lows us to compute the required derivatives layer by layer, from the output layer to the first
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layer. This algorithm is a special case of automatic differentiation[50] and is a cornerstone


























j . To use them, we first perform a forward pass
through the network to obtain the zlj and y
l
j values at all layers. Second, we compute the
analytical derivative of the error function with respect to the output parameters ∂E/∂ylfj ,






Third, we use Equation 3.6 to obtain δlj for all the layers, starting from the last layer to the
first layer. Finally, we use Equations 3.7 and 3.8 to compute the derivatives of the error
with respect to the trainable parameters. For more information on backpropagation, we
refer the reader to the book in Reference [51], which contains a more detailed and general
description of the algorithm.
One of the downsides of feedforward neural networks is that they are not appropriate
for sequence to sequence problems. Their output has a fixed length and they do not take
into account the input sequence order. For example, if we train a network that predicts the
output at a single instant and apply it consecutively to obtain the sequence, the result will
likely be poor because the model does not have a memory and it could not use information




In recurrent neural networks, the flow of information is not restricted to move from the
input layer to the output layer. This is usually represented through connections that feed
output values of a layer into the input of earlier layers or into its own input. We can observe
a simple example of a recurrent network in Figure 3.2, where the second layer feeds its
output to the next layer and onto itself. If we feed the model with a sequence of inputs



















Figure 3.2: Example of a recurrent neural network with three layers. The operations on
the nodes are similar to those in a feedforward network except that each the outputs of the
recurrent layer are also used as input in the next time increment.
Unfortunately, just feeding the output of a layer into its input vector leads to short
memory spans and models with that configuration have very limited applicability. More
recently, a number of recurrent layers were developed to handle this kind of problems.
In this work we will use a version called long short-term memory (LSTM), which has a
dedicated memory cell whose information is controlled by a number of gates. Those gates
have weights that allow the model to learn how to control the flow of information in and
out of the memory.
Training the recurrent neural network is similar to feedforward neural networks, except
that each sample consists of a sequence of vectors for the input and another for the output.
In addition, to apply the backpropagation algorithm, the libraries need to first expand or
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unroll the network, generating a copy of the network for each time increment and con-
necting the inputs and outputs of consecutive instances. Then, the weights and biases in
the network are trained using traditional backpropagation on the unrolled network. This
whole process is called backpropagation through time. In figure 3.3, we show a simplified
recurrent neural network before and after unrolling it. The unrolled network only displays
the first three time increments, but subsequent ones would continue with the same pattern.
In the figure, the hi values represent the hidden state in the network and h0 is the specified
initial state. The xi and yi values are the inputs and outputs at time increment i. In practice,


















Figure 3.3: Example of a simplified recurrent neural network and an unrolled version of
the same network. hi represents the hidden variables in the model, and xi and yi its inputs
and outputs, respectively.
3.2 Formulation
Consider a problem in a domain Ω ⊂ Rd that is split into n non-overlapping elements Ωe
such that Ω = ∪Ωe. Within each element we approximate a field of interest u(X, t) ∈ RD
with a function of the element’s degrees of freedom φe ∈ RNe , where X ∈ Ωe is the
position and t ∈ [0, T ] ⊂ R is the time. The degrees of freedom usually consist of the
components of u(X, t) at some points XIe ∈ Ωe called nodes, but they may contain other
values such as rotations or parameters associated with other fields. For example, in a tra-
ditional (total Lagrangian) finite element formulation in solid mechanics, the displacement
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where me is the number of nodes in the element, uIe(t) ∈ Rd is the displacement at
node I , and N Ie (X) ∈ R is a chosen interpolation function for node I , usually polynomial.
In this case, φe contains the values of all uIe.
By using the approximation to the field u(X, t), we discretize the system and reduce
the number of variables to a finite number. The elements in this discrete system produce
forces fe ∈ RNe that act on the values φe and depend on the particular type of problem and
formulation. They are forces in a generalized sense and can have components of different
types as long as they are complementary to φe. For example, if a component of φe is a
rotation, its corresponding force component will actually be a moment.
The elements in the model usually have nodes in common with their neighbors (ele-
ments sharing a portion of their boundary), and they interact with each other through the
nodal parameters in those shared nodes. However, they do not interact in a direct form with
non-neighboring elements.
We can assemble the global system of equations, which involves a relation between the
element’s forces and some derivative of the global degrees of freedom. For example, in







Aefe(λe) = f(φ, φ̇, t)
where φ ∈ RN contains all the degrees of freedom in the model, including the vectors
φe. The input vector λe contains all the parameters and values within element e that affect
the force fe and may include φe, its time derivative φ̇e, the nodal positions XIe , the material
properties, internal features of the element, and any other type of information about that
element. The matrix M ∈ RN×N is a mass term, which is usually diagonal in dynamic
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problems and is zero in static ones. The assembly mapAe (usually represented as a boolean
matrix) acts on fe and produces a vector of size N that corresponds with the global degrees
of freedom. Finally, the vector f(φ, φ̇, t) ∈ RN represents the external forces.
Although the forces in the element depend on a large number of variables and param-
eters, it is common to think of λe as a vector that only contains terms that change over
time or from element to element. In fact, for most traditional elements we think of fe as
a function that only depends on the degrees of freedom φe. Since the remaining variables
are invariant, there is a choice on whether to include them on the definition of λe or not.
If some values are not included, we can instead write the force function as fµe (λe) where
µ is a vector that contains the values excluded from λe. For example, if the elements in
a model share the same material, we can consider the material properties a constant, and
exclude them from λe. If a number of elements in the model have the same shape, we can
exclude the geometric properties associated with those elements from their λe vector. The
information about the excluded properties would be part of µ and it would implicitly be
part of the function fµe (λe). To simplify the notation, the µ term will be omitted in the rest
of the manuscript.
We say that a number of elements are of the same type if two conditions are met: the
parameters included in their input λe are the same, and the forces fe produced by those
elements are the same given the same input. Given this definition of element type, the
selection of information included in λe has an effect on the resulting element types in a
model. For example, assume that all the elements in the truss structure from Figure 3 are
the same except for their initial length. If we include the initial and the current lengths in
λe, we can use a single function to obtain the axial force for any element in the structure,
and we get only one element type in the model. If λe only contains the current length, the
information about the initial length can be embedded into the force function fe. Since the
force function used for each element length is different, we would get one element type per
element length.
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Given a group of elements of the same type, we propose to replace their individual
functions fe(λe) for a common surrogate model f̄e(λe). That is, we obtain a function
f̄e(λe) by training a machine learning algorithm with a dataset extracted from one or more
elements of that type, and use it to predict the internal forces of all the elements in that
group.
The elements used to produce that dataset do not need to belong to the particular finite
element model, but they do need to share the element type. In this way we can train a model
beforehand and apply it on multiple different problems.













any element of the chosen type. The particular values of λie are chosen depending on the
kind of problem, the element type, the learning algorithm, and the tolerable error. This set
of input values is known as a sampling plan, and it is chosen to ensure that the domain
where the model is expected to work is sampled with sufficient density. An entire chapter
dedicated to this topic can be found in [52], where they discuss several strategies including
stratified random sampling and maximin latin hypercubes.
Unfortunately, training the machine learning model directly on the data De is likely
to yield poor results in most cases. A common reason is that the components of λe may
originate from parameters of a different nature, and their orders of magnitude may depend,
among other things, on the choice of system of units. Since most error metrics do not take
this into account, the components with a wider range of values have a stronger effect on the
resulting error, and as a consequence, they govern the behavior of the trained model. To
solve this issue we can simply scale each component in the dataset so that all features have
a similar order of magnitude or variance. This process is known as feature scaling. We
42
also show in Section 3.2.2 that we can reduce the dimensionality and size of the sample by
using corotational coordinates. This in turn reduces the computational cost of training and
prediction, but doing so requires us to apply some mappings on the dataset.
We represent operations on the data De through the mappings Tλe(·) and Tfe(·), which







e). A model f̂e trained the with the set D̂e takes λ̂e = Tλe(λe)
as input and produces an output that must be converted to forces fe using f̄g = T−1fe (f̂e).
Thus, we can write
f̄e(λe) = T
−1
fe ◦ f̂e ◦ Tλe(λe)
We define a smart element as an element that approximates the internal forces fe using
a surrogate model f̄e(λe), and a smart model as an assembly of finite elements containing
one or more smart elements. We also define base element as the element or model that
generated the dataset De.
Throughout the remainder of this work, we use a total Lagrangian formulation [53] and
the displacement field as the field of interest. However, the method is equally applicable to
any other formulation and type of problem.
3.2.1 Example: GMsFEM vs Linear Regression
In this section, we illustrate our method through a simple linear regression example. In
addition, this analysis will support our earlier claim stating that methods based on the
application of unit displacements can be reinterpreted as a linear regression model. To do
this, we first describe the geometric multiscale finite element method [54], and then we
obtain an identical result using linear regression.
The geometric multiscale finite element method is an intuitive and simple linear model
for multiscale structures that makes no assumptions over the distribution of geometric fea-
tures in the small scale. The method obtains the shape functions using a fine-scale finite
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element model within each element. Those shape functions are described using a linear
transformation over the coarse scale nodes. That is,
uf = Tφe
where uf is the vector containing the displacements in the fine-scale model, φe contains
the displacements at the coarse scale nodes, and T is a transformation matrix.
Coarse scale node
Constrained node
Figure 3.4: Example of a geometric multiscale finite element with the fine-scale model
represented as a mesh in its interior.
Figure 3.5: Example of shape functions used in the geometric multiscale finite element
method.
From the nodes at the boundary of the fine-scale mesh, some are selected as the coarse
scale nodes of the element (see Figure 3.4). The remaining nodes at the boundary are
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constrained according to some pre-established relationship so they automatically satisfy
compatibility with neighboring elements. For example, they can be interpolated with poly-
nomials from the coarse scale nodes. The remaining fine-scale nodal positions or displace-
ments are obtained under the assumption that the dynamic forces in the fine scale are small.
Since the boundary is already established we can simply solve the static system to obtain
the displacements uf .
Given that the system is linear, the transformation matrix T is obtained column by
column by applying a unit value on a single degree of freedom of the coarse scale. That
is, for φe equal to a vector with value 1 in the i-th row and 0 everywhere else, we obtain a
fine-scale displacement vector uf that is the solution of the fine-scale model and use it as
the i-th column of T . Two of such solutions are shown in Figure 3.5. Once this procedure is




where Kf is the stiffness matrix of the fine-scale model.
Obtaining the matrix T is useful since it describes the displacements of the fine-scale
mesh, but in many cases, only the value at the coarse scale nodes is necessary and storing
a large matrix per element can generate storage problems. In this case, a smart element
can directly obtain the element stiffness matrix. For that purpose, we generate a linearly
independent sample De = {φie, f ie}
Ns
i=1 where Ns is equal to the number of degrees of
freedom of the element Ne. Each case in the sample is the solution of a static problem
in the fine-scale model with forces applied only on the coarse scale nodes. Those applied
forces f ie can be arbitrary as long as they form a linearly independent set. The solution
to the fine-scale model yields the displacement at all nodes, including the displacement at
the coarse scale nodes φie. Since we have Ne samples for Ne degrees of freedom, linear
regression produces a matrix Ke that perfectly predicts the sample. Since the problem
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is linear, it also predicts correctly the forces for any other displacement and the stiffness
matrix matches exactly the one obtained through Expression 3.9.
3.2.2 Introducing physical considerations
In this section, we show two ways to increase the performance of smart elements in me-
chanical systems. In the first case, we use corotational displacements to reduce the input
dimension and the sample size, and in the second we enforce constraints in the output of
the model to reduce the error and the dimension of the output. We make substantial use of
these techniques in the case studies from Section 3.3.
Corotational displacements
In mechanical systems, the rigid body motion of a deformed structure does not affect its
stresses, only their orientation. Many nonlinear finite elements reflect this behavior, and
their internal forces are independent of the rigid body motion when measured in a refer-
ence frame that rotates with the element (its corotational reference frame). Thus, we can
calculate the same internal forces using only the information from the deformation com-
ponent of the displacement. Later in this section, we discuss the potential benefits of this
idea.
We can decompose the displacement variables uIe of the element into a rigid body com-








The rigid body motion of an element is determined from its translation uet and its rota-
tion, which can be described as a rotation matrix Re. The rotation matrix R at a particular
point in the element can be obtained using the polar decomposition of the deformation
gradient F [55]. However, the deformation gradient in most elements changes from point
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to point, which means that we can define the rotation of the element in many different
ways. For example, we can use the rotation at the center of the element or an average value
taken from a number of points [56], or we can derive it from geometric considerations [57].
The translation uet can also be defined in different ways. We can use the displacement at
the center of the element, the average displacement of the nodes, or a weighted average
displacement over some other points in the element (for example, the integration points).
Once we know the rotation matrix Re and the translation uet of the element, we can
decompose the displacements. The expression of this decomposition depends on the order
in which we perform the deformation, the rotation, and the translation. Assuming that we
use that order we can obtain the corotational displacement using (adapted from [57])
uIed = Re(u
I
e − uet +XIe −Xec)− (XIe −Xec) (3.10)
whereXec is the center of the element, and we also assume it to be the center of the rotation.
We can define Xec as the average of the nodal positions XIe or the geometric center of the
element.
If necessary, we can use this last result to obtain the rigid body component from uIer =
uIe − uIed. But as we mentioned earlier, the internal forces produced by the element in the
corotational reference frame are usually independent of these values, and we can ignore
them.
One advantage of using corotational displacements in the input is that, by construc-
tion, the resulting smart elements exactly satisfy frame indifference. Otherwise, frame
indifference could only be achieved by approximation because the components of the out-
put generated by a single output machine learning library are not directly related, and the
components of the error, which are random, are not necessarily frame indifferent. Using
corotational displacements also considerably reduces the computational cost of training
and prediction for the machine learning model because it helps us reduce the dimension of
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the input and the number of training samples.
We can reduce the dimension of the input because the corotational displacements uIer
are linearly dependent. To prove this, consider a vector φed of size Ne = dme that contains
all the components of the corotational displacements uIed. To completely determine the
rigid body motion of the element we need Ner independent parameters (which is 3 for 2D
problems and 6 for 3D problems). Given Ned = Ne − Ner values of φed, the remaining
ones can be obtained by assuming that the rigid body component of φed is zero. Thus, we
can discard any Ner components from φed without losing information.
In addition to reducing the dimension of the input, using the corotational displacements
drastically reduces the number of samples required for training. Since the rigid body mo-
tion of the element is unbounded, a sample of uIe needs to cover a large range of possible
displacements. At the same time, a comparatively small change in its values can lead to
large deformations, meaning that we need a high density of training samples. Satisfying
both requirements is computationally prohibitive because it would lead to a large sample
size. On the other hand, using the corotational displacements as input is computationally
sound because the material behavior restricts the range of deformation. That range is much
smaller than the range for the rigid body motion, and the resulting number of samples is
reduced proportionally.
If the internal forces do depend on the rigid body motion, it is still best to decompose
the displacement into a rigid body motion part and a deformation part so that we can pass
both sets of values as inputs in λ̂e. Then we can use feature scaling so that both components
have similar ranges of values, and thus the same opportunity to affect the internal forces in
the machine learning model.
A consequence of using the corotational displacements is that the resulting forces will
be in the corotational reference frame. To obtain the forces in the fixed reference frame we
only need to apply the inverse rotation RTe to the forces predicted by the machine learning
model f̂e. This step corresponds to the mapping T−1fe .
48
Equilibrium of internal forces
Although the internal forces in an element fe must satisfy equilibrium, the errors from the
surrogate models may induce small spurious total forces and moments. The sum of those
small values over a large number of similar elements could lead to a total spurious force
or moment of significant magnitude and considerably affect the results. Thus, it is usually
best to enforce internal equilibrium of the smart elements.
In mechanical systems the equilibrium is dictated by a zero sum of internal forces and
moments. We write this kind of relationship in a generic form using
Rie(fe) = 0 (3.11)
where Rie is some known function of the internal forces, i = 1, . . . , qe, and qe is the number
of relationships. We say that an element is balanced if it satisfies these relationships.
A simple way to eliminate the out-of-balance forces and moments is to discard qe values
from the force f̂e and obtain them solving the qe equations from Expression 3.11. The
positive consequences are that we no longer need to train models corresponding to the
discarded components, and we need to predict fewer force components. We used this
procedure in the case study from Section 3.3.1.
Alternatively, we can train and predict all components of the output fe, and use the
extra information to reduce the error in the model. Assuming that the forces f̄e contain an
error ēe ∈ RNe , we can write
Rie(f̄e + ēe) = 0
for i = 1, . . . , qe. We cannot solve this system of equations because the number of un-
knowns Ne is larger than the number of equations qe. However, we can make some as-
sumptions over ēe and obtain an approximate solution. For example, we can assume that ēe
is a linear combination of qe chosen forces ēei, which may represent uniformly distributed
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where αi are the unknown coefficients. We used this procedure in the case study from
Section 3.3.2.
Other alternatives we can use to balance the forces are finding the force ēe with the
smallest magnitude that satisfies the constraints, or projecting the force f̄e onto the subspace
of forces that satisfy the constraints. If f̂e are the corotational forces, we can discard qe
random components and replace them with the solutions to Expression 3.11, repeat the
procedure a number of times, and take the average of all the results. However, all the
variants presented in this section achieve the same goal: to guarantee that the element
satisfies conservation of linear and angular momentum.
3.3 Case studies
In this section, we provide two example applications for smart elements. In the first case we
solve a 3D truss structure using smart elements and compare the results with another data-
driven method from the literature [30]. In the second one, we solve a 2D continuous beam
with voids in the material and compare the behavior induced by different machine learning
algorithms. Both cases extensively use the techniques and considerations explained in the
previous section.
3.3.1 3D truss structure
In this case study, we follow a static 3D truss problem suggested by Kirchdoerfer et al. [30].
The structure is composed of cubic truss cells of size 1m and its configuration is given in
Figure 3.6 together with its loads and imposed displacements. The bars in the structure
have a cross-sectional area of 0.001m2 and a hyperelastic material with the stress-strain
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Figure 3.6: Example truss structure with its applied loads and imposed displacements.
To solve the system we use smart elements in a corotational formulation. That is, the
stretching of the bar and the axial force are measured in a reference frame that rotates with
the bar. We then obtain the nodal forces by extracting the components of the axial force
into the global reference frame. We compare the results with a traditional finite element
model that is also corotational and with the same definition than the base element. In both
cases, we solve the system using a Newton-Raphson solver. We obtain the tangent stiffness
matrix for the smart elements using the approximated numerical derivative of the nodal
forces [58].
The corotational formulation of the truss elements implicitly follows the ideas from
Section 3.2.2 and uses only the information of the displacement variables that affects the













































Figure 3.7: Stress-strain relationship of the material in the truss structure. Adapted from
Kirchdoefer et. al. [30].
is given by
∆Le = Le − L0e = ||x2e − x1e|| − ||X2e −X1e ||
where Le and L0e are the current and initial length of bar e, and xIe ∈ R3 and XIe ∈ R3 are
the current and initial position of the nodes, respectively.
Assuming that the displacements of the bar in the corotational frame ûIe ∈ R are mea-
sured from the center of the element, we can also write
∆Le = û
2
e − û1e = 2û2e = −2û1e
Thus, we can associate the state in the 3D model with the displacements in the local frame.
For our smart element we use λ̂e = [1000∆Le, L0e]
T , where we apply a scaling factor
of 1000 to ∆Le, so that both inputs have similar orders of magnitude. This selection of λ̂e
is not the most efficient one, and ∆L/L0 as a single input would yield a better result in this
particular problem. However, our choice is more generic (for example, if the bars could
buckle we would need the length) and our intent is to show that the elements can learn the
appropriate behavior from the data.
On a similar note, the force obtained for each base element is also in its corotational
frame (we obtain only the axial force). Thus, that value already corresponds to the mapped
52
value f̂e, and we only need to describe the inverse transformation T−1fe . In this case, that
inverse decomposes the axial force predicted by the machine learning model into the nodal





where f Ie ∈ R3 is the nodal force in the global reference frame applied to node I , f Ia ∈ R
is the axial forces applied to that node, and I = 1, 2.
However, as we explain in Section 3.2.2, if the machine learning model predicts the
force f Ia on both nodes, they may not be equal in magnitude. Thus it is best to predict only
one of them (we chose f 2a ), and use the internal force equilibrium relationship in the local












where f̂e = f 2a .
In this particular case, we obtain the forces in the smart element using support vector re-
gression (SVR) with a kernel based on radial basis functions (RBF). The main hyperparam-
eters are then C and γ, which define a penalty parameter for the error function and the coef-
ficient in the radial basis function, respectively. The SVR models are trained using a sample
generated from independent and identically distributed values of L0 and ∆L. Each value is
extracted from a uniform distribution with L0 ∼ U(0.5, 2) and ∆L ∼ U(−0.006, 0.006).
The exact values of the hyperparameters γ and C are usually not important and there
is a range of values that yields models with similar performances. To find a reasonable
pair we perform a grid search using the R2 score of each model against an independent test
sample of sizeN = 10000. In Figure 3.8, we show heatmaps with those scores for different
values of ε and N , together with a number that indicates the sparsity of the system. Smaller
sparsity ratios lower the computational cost for force predictions.
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This problem is deterministic, so there is no risk of overfitting the model, and increasing
the value of C improves the resulting score in all cases. Since increasing C also increases
the computational cost of training, we limit its value to a maximum of 1e5 in the subsequent
analysis. The practical implication of this limit is that the optimal value of C is equal
to 1e5 in all of our deterministic scenarios. The results from the grid search also show
that the optimal γ is independent of ε, but it increases with N . However, for cases with
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Figure 3.8: Heatmaps for hyperparameter fine tuning. The colormap indicates the R2 score
for a test dataset of size 10000 and the value inside each box indicates the sparsity of the
solution. The R2 values have been limited to a minimum of 0 in the color visualization.
In this particular problem, the loads produce a maximum displacement of approxi-
mately 6 cm and a maximum stress equal to 42.2MPa. While that distance is not large
enough to produce large rotations in the structure, the use of corotational elements is still
recommended in our formulation because of the reasons described in section 3.2.2. We
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show the error in the truss structure in Figure 3.9 for three different values of ε and as a
function of the number of points in the sample N . Each plot contains different curves for
γ while C is fixed and equal to 1e5 in all cases. The metric is the root mean square (RMS)











where m is the number of elements and the r superscript indicates that it belongs to the
reference traditional finite element model. We also note that in this case the stress produced




















































































































Figure 3.9: RMS Error of the stress in the structure for different values of ε and γ depending
on the size of the training sample N . Each point represents the average over the converged
models obtained from 10 different training samples.
From these figures, we can draw some conclusions even though many are evident from
the typical behavior of SVR. As expected, the error is reduced with the number of sam-
ples. The convergence rate with fixed γ tends to be small, so increasing the number of
samples requires increasing γ for better convergence. For the cases with a small number of
samples and large γ, there are areas in the domain of the input that are far from all points
in the sample according to the error function. As a consequence, those models tend to
underperform.
We also found that the value of ε imposes a limit on the minimum error that can be
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achieved because the loss function is not sensitive to any error smaller than ε during train-
ing. For this particular problem small values of ε lead to smaller errors, but they also















































































































Figure 3.10: Comparison of the RMS Error of the stress in the structure εσRMS for smart el-
ements (SE) and data-driven computational mechanics (DDCM) as function of the training
sample size N . The output in the training samples have a normally distributed error with a
standard deviation σf . Each point in the plot represents the average error from 10 models
with different training samples.
In Figure 3.10 we show the error in the structure when the forces in the training sample
have a normally distributed error with a standard deviation σf . The smart elements used in
that case have hyperparameters C = 1e5, γ = 2 and ε = 1000. We also show in the same
figure the error obtained using the method proposed by Kirchdoerfer et al.[30], which is
named data-driven computational mechanics. Their method has a hyperparameter Ce that
defines their error function. Since it is not possible to use traditional testing to obtain a
reasonable value for that hyperparameter, we tested a number of cases and present here the
one that yields the smallest error in the structure, which is Ce = 1e10.
We found that our method produces a smaller error than its data-driven counterpart by
at least an order of magnitude, while remaining less susceptible to errors in the training
sample. Comparing with Figure 3.9 we can also see that choosing different values of ε and
γ could reduce the error in the smart elements even further, but doing so would increase
the computational cost. For example, Figure 3.8 indicates that for N = 3200 and γ = 1,
the prediction cost is reduced by a factor of 8 by choosing ε = 1000 instead of ε = 10.
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We believe that the method by Kirchdoerfer et al. could achieve similar levels of error
than ours when combined with a constitutive manifold construction like the one proposed
by Ibañez et. al.[28]. However, the main advantage of our method remains in its simplic-
ity. We use traditional finite element solvers and techniques in combination with simple,
publicly available and popular machine learning libraries [59] to achieve solutions that are
acceptable for most engineering applications.
3.3.2 Nonlinear Multiscale problem
In this case study, we focus on the multiscale finite element method for nonlinear problems
formulated by Efendiev et al. [22]. This method is similar to the geometric multiscale finite
element method introduced in Section 3.2.1 in the sense that it uses a fine-scale model to
determine the deformation within the element. It is possible but not required to use the
finite element method to obtain the fine-scale solution. One difference, however, is that the
test functions in this case are traditional polynomial shape functions. The method works
for nonlinear models, but it requires the solution of the nonlinear static fine-scale problem
within each element for each iteration step. In the case of a large number of elements in
a dynamic simulation with a large number of time steps, the computational cost becomes
prohibitive. We can use smart elements to produce an approximated model with a reduced
computational cost.
We study a simple 2D structure in plane strain shown in Figure 3.11. It is a rectangular
beam of size 10 cm by 5 cm with a uniform array of circular holes of diameter 0.4 cm
separated by a distance equal to 1 cm. The material of the structure is Neo-Hookean, which



















Figure 3.11: A short bar used in example 3.3.2. It contains a uniform array of 5 by 10 holes
of diameter 0.4 cm. The mesh corresponding to this geometry does not contain the holes
since they are considered part of the fine scale.
C, J = det(F ) is the Jacobian of the deformation tensor F , µ is the shear modulus of the
material and κ is the bulk modulus of the material. The particular material properties for
our model are µ = 0.9091MPa and κ = 0.8333MPa, which correspond to E = 2MPa
and ν = 0.1.
The model is dynamic and undamped, and is initially at rest. We solve the system
using an explicit central difference solver from the initial time t0 = 0 s to the end time
tmax = 0.5 s.
We compare a multiscale finite element (MsFE) model with smart element models that
use a MsFE as their base element. The coarse scale mesh in the MsFE is composed by a
grid of square elements with side length 1 cm, and they have the fine-scale mesh from Ex-
ample 3.2.1, which is shown in Figure 3.4. The fine-scale mesh is composed of traditional
quadrilateral 2D elements with bilinear shape functions. The smart elements only possess
a coarse scale mesh, which matches that of the MsFE model.
We test three different load cases. In all the scenarios the bottom of the beam is clamped
and a non-follower load is distributed uniformly over the top surface of the beam. In Case
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t=0 s t=0.25 s t=0.5 s
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Figure 3.12: Comparison of the deformed configuration of a multiscale finite element
model and a smart model for the three load cases in three different time instants. The
first is displayed as a colored surface while the latter is displayed as a black wireframe.
The shown smart model corresponds to ordinary polynomial regression of order 6 (Ord
6). Note that in the figure the exact MsFE solutions and the smart element solutions are
superimposed.
1 the load has a magnitude of 2.5 kN and is applied in the direction of [1,−1]T . In Case 2
the load has a magnitude of 20 kN and is in the direction [0, 1]T . In Case 3 the load has a
magnitude of 20 kN and is in the direction [0,−1]T . In addition, in Case 3 we constrain the
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lateral movement of the sides of the beam to avoid bifurcations in the solution. We apply
the loads over a time interval starting at t0 and ending at tload = 0.4 s with a magnitude
varying according to
P (τ) = Pmaxτ
3 ∗ (10− 15τ + 6τ 2) (3.12)
Where P (τ) is the magnitude of the load as a function of a non-dimensional time τ =
t/tloads, and Pmax is the maximum load magnitude for the particular load case. After
t = tload the magnitude of the load remains constant and equal to Pmax. Note that this load
distribution is smooth in the sense that both the first and second derivatives are continuous
everywhere. For simplicity, we use non-dimensional magnitudes and assume that they
correspond to meters for distances and Newtons for forces.
For this particular problem, the input vector λe of the smart elements contains only the
nodal displacements. It is not necessary to include other information because all other pa-
rameters are the same across elements. With the exception of linear regression models, we
consider only corotational elements and we use all 8 components of the corotational dis-
placement as the input vector λ̂e. To calculate the rotation, we apply a polar decomposition
to the deformation gradient at the center of the element, which we obtain using the bilinear
test functions of the base element. We also use the average nodal position as the center of
the element and the average nodal displacement as the translation of the element. Then we
use Expression 3.10 to obtain the corotational displacements.
We analyze cases with and without balanced internal forces: in the former, we use
the predicted nodal forces directly; in the latter, we subtract the out-of-balance forces and
moments from the predicted nodal forces to enforce equilibrium. To achieve it, we assume
that the error ēe is a linear combination of 3 vectors, as described in Section 3.2.2. Two
of the vectors correspond to forces equal to [1, 0]T and [0, 1]T applied to all nodes in the
element. The third vector represents a moment in counter-clockwise direction generated
with two pairs of opposite forces, each one applied on a pair of opposite nodes.
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We test linear regression models that correspond to ordinary least squares regression
of order 1. Their samples are of size 8 and contain nodal displacements extracted from a
uniform distribution ui ∼ U(−1e−6, 1e−6) as the input, and the resulting nodal forces on
a single MsFE as the outputs. Since these displacements are small, the induced rotations are
also small and the material behaves linearly for practical purposes. From each linear model,
we produce a corotational and a non-corotational element. The only difference in both cases
is the input vector during prediction, which contains the corotational displacements uIed for
the former, and the displacements uIe for the latter. We can use a model trained with non-
corotational displacements within an element that is corotational because the rotations and
displacements in the training sample are small.
We also test a variety of nonlinear corotational models based on support vector re-
gression, ordinary least squares regression of order 6, and a combination of SVR and lin-
ear regression. Their samples are of size 10000 and contain corotational displacements
as inputs and the corresponding forces in a MsFE as outputs. To generate the data, we
obtain the nodal displacements in a fixed reference frame using a uniform distribution
ui ∼ U(−5e−3, 5e−3), and extract the corotational displacements from those values. The
outputs are the nodal forces of the MsFE for those corotational displacements.
The polynomials in the ordinary least squares regression models do not possess an in-
dependent term to avoid non-zero forces at zero displacement. In the case of SVR we use
radial basis functions as the kernel, and ε = 20, C = 1e5 and γ = 1e4 as the hyperparam-
eters. The mixed models use the corotational linear regression model to obtain the forces
when ||λe|| < 4e−4 and the SVR model to obtain the forces when ||λe|| > 8e−4. The
transition when 4e−4 < ||λe|| < 8e−4 is given by
fi = f
L
i (λe) ∗ (1− P (τ)) + fSV Ri (λe) ∗ P (τ) (3.13)
where fi, fLi and f
SV R
i are the forces predicted by the mixed model, the linear regres-
sion model, and the SVR model, respectively, τ = (||λe|| − 4e−4)/4e−4, and P (τ) is
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given by equation 3.12 using Pmax = 1.
We generate 10 data samples for linear regression models and 10 data samples for
other models, and reuse them for the different load scenarios and learning algorithms. We












where umax = maxt(maxi(||uri (t)||)), and ui(t) and uri (t) are the vectors containing
the displacements at node i and time t in the smart model and the reference MsFE model,
respectively. We show the deformed configuration of the models for some selected time
instants in Figure 3.12, and the results comparing the error on the different smart elements
in Figure 3.13. Although the problem is dynamic, we point out that the stress waves in
the model are much larger than the element length. As such, the dynamic effects inside
the fine scale are negligible, and the assumptions made in MsFEM hold valid for this par-
ticular problem. It is worth mentioning that the same would apply to any traditional FEM
formulation.
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Figure 3.13: Maximum Relative Error εumax in the displacements for different smart element
types and load scenarios.
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As expected, the linear regression model (Ord 1 L) produces large errors. In particular,
the bending case involves large rotations which lead to artificial volume changes in the
elements. The corotational version of that same model (Ord 1) solves the problem of finite
rotations and the resulting error is very small for bending, but the error remains unchanged
in the other cases. Without considering the smart elements with balanced internal forces,
the one that produces the smallest error is the ordinary regression with polynomials of
order 6 (Ord 6). In general, SVR performs poorly because the error in the predicted forces
of the elements is absolute and not relative. That means that the models have an initial out-
of-balance force that is instantly applied to the structure. Since the model is undamped,
the vibrations generated at the beginning of the simulation remain throughout the entire
simulation. Although the mixed linear-SVR model (Mix) solves that issue, its error remains
larger than in ordinary regression of order 6. One of the main advantages of this mixed
element is that for small deformations the force prediction cost is the same than for ordinary
regression of order 1, which is considerably lower than both SVR and higher order ordinary
regression. While balancing the internal nodal forces produces improvements in all the
models tested, it has the greatest effect on the SVR-based models. In those cases, we
observe similar error than in ordinary regression of order 6, and at the same time, a much
lower variance. That means that the SVR balanced models (SVR B and Mix B) are more
independent of the particular training sample and produce more predictable levels of error.
In addition to the reduced computational cost, smart elements present one additional
advantage with respect to their base element. When obtaining the static solution to the fine-
scale problem in a MsFE, it is possible that the model does not converge. If the amount of
elements in the coarse scale model is large, ensuring that all fine-scale models converge for
large deformations is difficult. Smart elements tend to be more stable because, once trained,
they do not need to solve the fine-scale problem. If the base element fails during the sample
generation, that particular training case can be discarded and the behavior during prediction
is estimated from other training cases in the proximity.
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A more generic smart element
The example in the previous section considers only displacements as inputs of the smart
element. Now we solve a problem with the same structure, loads and material properties
(µ = 0.9091MPa and κ = 0.8333MPa) as in the previous section, but we consider a
more generic smart element whose inputs also include the material properties µ and κ. That
is, the smart element now automatically works for a range of material properties. We extract
the displacements from the same probability distribution used in the previous case, and the
material properties from the uniform distributions µ ∼ U(5e5, 5e6) and κ ∼ U(5e5, 5e6).
Since the displacements and the material properties possess different orders of magnitude,
we scale all the components of the input vector λe so that they fit in the range [−1, 1].
Finally, since the number of components is larger than in the previous section, we increase
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Figure 3.14: Comparison of the Maximum Relative Error εumax in the displacements of the
smart elements when including or excluding consideration of the material properties in the
input vector.
In this case we only consider an SVR model and a balanced SVR model with hyper-
parameters ε = 20, γ = 0.5, and C = 2e4. We generated the models using 10 different
samples and tested the resulting 10 models in all 3 load scenarios. The results are shown in
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Figure 3.14, where we compare the error with some of the previous models. As expected,
the observed error and variance are slightly larger than for the SVR models that did not
consider the material properties as inputs. In the particular case of the non-balanced ele-
ment, the increase in error over the already poor performance of SVR means that the smart
element does not perform significantly better than in the linear regression case. In the case
of balanced elements, the increase in error and its variance is not significant and the ele-
ment (SVR MB) considerably outperforms the linear regression model. In summary, we
see that by simply increasing the sample size, we can obtain a smart element that works for
a range of material properties without sacrificing much in terms of accuracy or precision.
3.4 Application to material modeling
Although the technique we developed was originally intended only to model finite ele-
ments, we can also apply it to material modeling. Consider the less general case of either a
triangular finite element or the case of a material point in a homogenized multi-scale finite
element. In the former case, if the shape functions are linear, then the strain field is constant
throughout the element. In the latter, the fine scale model at each integration point is eval-
uated as if the strain surrounding it is uniform. Those two cases are just examples where
the state of the material is a single strain value that has a one to one correspondence to the
deformation components of the displacement in the model ued. That is, we can generate
a reversible map ε(ued), where ε are the strains. Note also that the number of ued compo-
nents is always equal to the number of strain components. In the same way, the number of
independent components of the force vector in the element model has the same length than
the stress components, and we can find a reversible map from one to the other. This means
that if we can find a surrogate model for such an element f̂e(ued) and the mappings from
the strains to the displacements ued(ε), and from the forces to the stresses σ(f̂e), we can
also produce a surrogate material model σ̄(ε) = σ ◦ f̂e ◦ ued(ε).
Producing such a surrogate material model can be useful, but we can also achieve a
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similar result in a much easier way. If we produce the mappings ε(ued) and σ(f̂e), we can
modify the dataset D = {uied, f̂ i}
Ns
i=1 from the previous sections to generate another set
Dm = {εi, σi}Nsi=1, where εi = ε(uied) and σi = σ(f̂ i). Then we can train the machine
learning model using this new dataset to directly obtain a surrogate for the material. In
some cases, we can also produce the values of σi in the dataset directly and without having
to first obtain the nodal forces. We show an example of this process in Section 3.5.3 where
we analyze a history dependent multi-scale material model.
3.5 History dependent problems
In previous sections, we used machine learning methods to predict the forces of finite ele-
ments using information from their current state. Through examples, we demonstrated that
for many problems that approach provides excellent results. In this section we expand that
concept to consider the history of the element’s state. This will allow us to solve history
dependent problems in a more effective way.
Our objective in this section is the same than in the rest of the thesis. We want to obtain
the forces that drive the degrees of freedom of an element. Those degrees of freedom are
a chosen subset of values from the state of the element, which contains all the information
in the domain of the element. For example, the state of the element may contain the dis-
tribution of displacement, strain, stress, plastic deformation, damage, temperature, and any
other field or information iside that domain, and the degrees of freedom could be just a finite
number of those strain values. In history-independent problems, a particular value of the
degrees of freedom produces a unique value for the driving forces, and it is assumed that all
other information in the domain of that element can be obtained as function of the degrees
of freedom. In history-dependent problems, the situation is more complex. The expression
of the driving forces may depend on an arbitrary amount of information from the entire
state of the element. That information is usually problem dependent, and it is frequently
difficult to figure what kind of information is relevant. For example, in the case of an RVE
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that has an elastoplastic matrix with stiff particles, the average stress in the element depends
on the distribution of plastic deformation in the entire domain. We can extract some mea-
sures of that plastic deformation, but this should be done carefully as we may lose relevant
information in the process. As a consequence, for many history-dependent problems we
cannot directly apply our method from Section 3.2. Doing so would require us to carefully
study the particular problem at hand and to make specific assumptions about the element
response. This is against the philosophy of our method because we would need a new for-
mulation for each particular problem. Even assuming that we do know how to choose the
relevant properties, if they are a large number, they would be expensive to predict using
machine learning, and predicting them would be wasteful because that information is not
necessarily relevant to the user.
Although we cannot obtain the driving forces just from the current values of the degrees
of freedom, we could use the history of those values to perform a simulation of the element
up to its current state and extract any desired information. Continuing with the previous
example of an RVE, if we knew the history of the strain imposed to the cell, we could
replicate the experiment by generating an undeformed cell and imposing those strains to its
boundary. As a result we would reach the current configuration of the element and we could
extract any desired measure of the plastic deformation. This means that the information of
the problem description together with the history of the degrees of freedom contains all the
information about the current state of the element.
Next in this section, we propose to use the history of the degrees of freedom or a subset
of that sequence as the input of our smart elements. This kind of input has enough informa-
tion to predict the driving forces even in history-dependent problems. More interestingly,
we will show later in this chapter that this method allows us to recover localization infor-
mation from multiscale problems, something that is lost in homogenization alternatives.
In addition, we will show ways to systematically generate the necessary data and suggest
machine learning algorithms that are appropriate for this kind of problem.
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3.5.1 Method
Assume that we possess a computationally-expensive history-dependent finite element (FE)
or representative volume element (RVE) type that we want to work with. If the finite
element model that contains them is large, the use of those high-fidelity elements may be
prohibitive, and we would like to reduce their computational cost. In particular, we want to
follow the ideas from Section 3.2 and use a surrogate model to achieve our objective. That
is, given a function that produces the element’s driving forces, we would like to extract
data from that function and use the data to train a machine learning model. That machine
learning model should be a computationally-cheaper approximation of the driving force
function of the high-fidelity element.
In this particular case, we are dealing with a history-dependent problem so we need
to consider the time t into account. We use a discrete time sequence ts = {ti}Nti=0, where
ti ∈ R increases with the time index i ∈ N. The vector containing DOFs of the element
at time ti is xi ∈ Rnx which includes the displacements or strains depending on whether
we are considering a FE or a RVE, respectively. In addition, that vector can contain any
other known state variable or parameter that we deem important. The driving forces for the
DOFs of the element at time ti are given by yi ∈ Rny . Since we are considering a history
dependent problem, yi is a function of the sequence of inputs up to that instant {xj}ij=0.
This means that every yi function is different because the length of their input sequence
increases with time.
After consecutively applying each input sequence {xj}ij=0 to its corresponding driving
force function yi for all time increments, what we obtain is a sequence of input vectors x =
{xj}Ntj=0 and a sequence of output vectors y = {yj}
Nt
j=0. These two sequences represent the
complete history of our element, and when compared with the data from previous sections,
they are equivalent to a single input-output pair (x, y). To train a machine learning model
we a need dataset that contains many of those pairs, which we usually represent as D =
{xk, yk}Nsk=1 where xk and yk are particular instances of the sequences x and y, respecitvely.
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If the input sequence xk is random, we say that each pair (xk, yk) is a realization of the
process. In next section, we present a way to generate random input sequences xk assuming
that they are realizations of a Gaussian process (see Section 3.1.3).
What we now need is to form the output sequence yk that corresponds to that input
sequence xk. The only way to generate such data is to actually generate the specified high-
fidelity element, perform the history dependent simulation from time t0 to tNt and to track
the variables that form our output vector yki . In that simulation, we need to impose our input
vector xki onto the state of the element. Since there is no interaction with external sources,
our input vector contains enough information to perform a single-element simulation. The
output variables can be variables at the macro level, such as average stress, but they can
also correspond to local information such as the maximum von Mises stress or plastic
deformation. In fact, we can store as output any variable that can be measured during the
simulation.
Once we produced the dataset D, we need to train the smart element, which is the
surrogate of the high-fidelity element. However, since the length of the input sequence
changes over time, using conventional machine learning methods is not efective and it is
better to use specialized techniques that take into account temporal information. Problems
where we have a sequence of inputs and we want to produce a sequence of outputs are
called sequence-to-sequence. At the time of this writing, the dominant machine learning
method for sequence-to-sequence problems is recurrent neural networks (see Section 3.2),
but in principle we could use any specialized method. Training a recurrent model is similar
to training a conventional one in the sense that we provide them a dataset in order to produce
a function ȳ(x). The difference is that in this case, the function has a number of hidden
parameters or a memory, which makes it behave as if the i-th call to that function is an
approximation to yi(xi). The configuration of the particular machine learning model is
problem dependent, so we provide later a simple example to illustrate the process in Section
3.5.3.
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3.5.2 Input sequence generation
In the previous section, we proposed to use the history of the DOFs of the elements as
the input of our smart elements and recurrent neural networks as their machine learning
algorithm for history dependent problems. In this section we show how to generate those
input sequences for the training dataset.
The input in our sequence-to-sequence problem is simply a sequence of vectors that
represents the evolution of the DOFs of our model over time. That is, given a sequence of
time instants ts = {ti}Nti=0, we need a sequence of vectors xs = {xi}
Nt
i=0 where xi ∈ Rnx are
the DOFs at time ti. In addition, we want these sequences to be representative of possible
deformation paths of our elements. This means that the values at different instants of time
are not independent, and the closer two instants are, the more correlated their values should
be.
We propose to generate the sequence xs by assuming that it belongs to a Gaussian
process x(t) ∼ GP (m(t), κ(t, t′)), and to use the known properties of the state variables
to specify the characteristics of the process. Those characteristics are the mean function
m(t), the covariance function κ(t, t′) and its characteristic length, the amplitude of the
process, and the initial conditions of the system. In our particular problem, the state vector
contains the strains or displacements of our system, and we need to choose accordingly.
Once the process is defined, we can choose any desired time sequence ts and produce a
realization of the process by evaluating it at those time increments to produce xs. Next, we
describe how to choose each of the characteristics of our Gaussian process.
First, we need to specify the mean function and the covariance function of the process.
Unless we have knowledge about the expected average movement of the system, we can
safely assume that the mean function m(t) is zero. This does not mean that the vectors xs
that we produce have an average value of zero, only that its expected value is zero at any
instant. The covariance function is the most important decision because it determines the
kind of behavior our process has. We can choose any of the typical functions mentioned in
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Section 3.1.3, or any other function that we believe is a good fit. For example, if we believe
that the system has a smooth behavior, then a squared exponential covariance function
could be a good fit. Since we are assuming a particular covariance function, it is a good
idea to test that the realizations of the process are consistent with the possible behavior of
xs.
After we define the covariance function, we need to define its hyperparameters. In
most of the typical cases, they possess a property called characteristic length. To define
its value we can look at the number of expected deformation cycles in the simulations
we want to perform. For example, if the kind of simulation we need is not cyclic, the
covariance function could have a characteristic length that is in the same order of magnitude
than the simulation length tNt . If the state variables may perform several cycles, then the
characteristic length should be considerably shorter than the simulation so that the variables
have an opportunity to perform several cycles.
Another hyperparameter that we need to define is the amplitude of the process, which
defines the spread of the possible values in the function. We know that for any single time
instant ti the distribution of the state xi is Gaussian and that its standard deviation is given
by the covariance function. Thus, we can define the amplitude of the process to ensure
that with some desired probability, our sample does not reach the maximum value allowed
on the state variables. For example, if the state of the system is defined by the strains, we
could choose that with 99% probability, our system is below the ultimate strain.
Using a Gaussian process with the previous distribution is still not sufficient since we
also need to specify the initial conditions. The easiest way to enforce those constraints on
the process is to use the Gaussian process regression detailed in Section 3.1.3. If the initial
condition of the system is a particular value x0, we can use the data D = {0, x0} and fit
our system using Expression 3.5. If we need to also constrain the derivative of the state
variable, we can do so approximately by specifying another point slightly before the initial
time. For example, assuming that we want to have a derivative and initial value of zero we
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could fit the pairs {0, 0} and {−ts, 0}, where ts is much shorter than the simulation time.
We show an example of this procedure in Section 3.5.3, where we generate the sequence
of macroscopic strains that are applied to the fine-scale model in a multi-scale material.
If the initial conditions are complex and the suggested method does not work, one can
simply draw samples from the original distribution, and only keep the cases that fit our
desired constraints. This procedure is innefficient, and it is unlikely to yield samples that
satisfy our constraints with precision, so we should only use it as a last resort.
Finally, if we desire to have a rich set of samples that represent the behavior of the sys-
tem under many different circumstances, we can simply produce them using a combination
of sources. We could select a number of covariance functions and designate each of them
to a proportion of the samples, and then use probability distributions over their parameters
so that the samples represent a wide range of situations.
3.5.3 Example: Multi-scale Material
In this problem, we study a simple material model that homogenizes the plane strain fine-
scale finite element model from Figure 3.15. Just like with any other material model, given
the strain, we want to obtain the corresponding stress. The strain is an input imposed by
the surrounding material onto to the cell boundary, and the stress is the average value over
the fine-scale model. To enforce the specified strain value, we constrain the boundary of
the finite element model so that its nodes follow the imposed strain. For this particular
problem, we are also interested in the values of the maximum plastic equivalent strain and
the maximum von Mises stress in the fine-scale model.
The fine-scale problem structure is defined on a square domain of side length ls = 2mm
and possesses a particle of stiff material embedded into a softer matrix. The matrix has an
elastic perfectly-plastic material [60] with elastic modulus Em = 100MPa, Poisson’s ratio
νm = 0.1, and yield stress σym = 0.5MPa. The particle has a circular shape with radius
rp = 0.6mm, and its material is elastic, with elastic modulusEp = 500MPa, and Poisson’s
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Figure 3.15: Illustration of a 2D plane strain finite element mesh. It contains two materials:
a soft elastoplastic matrix (red) and a stiffer elastic particle (blue).
ratio νp = 0.3. Our objective is to generate a dataset extracted from that fine-scale model
and to train a surrogate machine learning model using that data.
To simulate the interior of the fine-scale model we use an explicit central difference
solver. Although this problem is history dependent, for low-frequency loads it is not rate
dependent. This means that we can use a dimensionless time scale, and rescale it to the de-
sired magnitude when necessary. The dimensionless time for this problem is τ = t/tchar,
where t is the time and tchar is the characteristic length of the process. Using a dimen-
sionless time scale is not only convenient in this procedure, but also more efficient. If we
perform simulations of the fine-scale model using the same time scale as for the coarse-
scale model, and we use an explicit central difference solver for the fine scale, we would
be required to take an extremely large number of time increments. The reason is that the
total simulation time is dominated by the requirements of the coarse-scale, but the fine-
scale time increments are much shorter than the coarse-scale time increments. By using
a dimensionless time, we can simply perform the fine-scale simulation using the shortest
simulation time that does not produce oscillations from dynamic effects.
The first step is to generate the sequence of strains for each data sample using the pro-
cedure from Section 3.5.2. We use an independent Gaussian process for each component
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of the strain and assume that the coarse-scale model is loaded slowly, meaning that our
imposed strains over the material do not have high-frequency components. This assump-
tion lead us to choose a squared exponential covariance function for the Gaussian process.
Since we are working with dimensionless time, the characteristic time scale of the input is
1, and the total simulation time is 4. For simplicity, we choose that the strain components
have the same amplitude, which is equal to the yield strain ey = sy/E. We could have, for
example, chosen a smaller magnitude for the shear component. In addition, we constrain
the Gaussian processes using an initial value and a first time derivative equal to zero so that
the fine-scale model is initially undeformed and at rest. We generate 10000 such samples
for the training dataset and 2000 for validation.
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Figure 3.16: Example of input and output sequences for a single sample in the training set.
(left) Input sequences. The curves represent the average strain components (e11, e22, e12)
as a function of the time. (right) Output sequences. The curves represent the average stress
components (s11, s22, s12), the maximum equivalent plastic strain (pe) and the maximum
von Mises stress (mises) as a function of the time.
The next step is to use each generated input sequence (the strains) to simulate the fine-
scale finite element model described above, and then extract the desired output values from
the resulting deformed configuration. In this particular problem, we need to extract the
average stress, the maximum von Mises stress, and the maximum equivalent plastic strain.
As a result, the output vector for each instant in the output sequence has length five. The
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number of time increments on each simulation depends on the conditional stability of the
central difference solver. In this case, that number is larger than what we need to train
the machine learning model, so we extract 51 uniformly distributed data points over the
simulation span. Once we obtain the output sequences we normalize both the input and
ouput components. For the input, we normalize the standard deviation to 1. For the output,
we normalize the standard deviation of the average stresses to 1 and the standard deviation
of the other components to 0.1. Having a low error in the stress values is critical for
obtaining accurate results when using the neural network as a surrogate material in other
simulations. The other components of the output do not need to be as accurate because
they would not affect the deformation of the coarse-scale model and are only used for post-
processing and failure analysis. This unbalanced normalization allows us to spend to more
resources on reducing the error of the most important output variables while producing a

























Figure 3.17: Error of recurrent neural networks trained on material data for different layer
sizes and number of training epochs. In all cases, the error indicated for epoch i represents
the best score achieved during training until that epoch.
For the machine learning model, we generate a number of recurrent neural networks
consisting of three LSTM layers followed by a linear time-distributed fully-connected feed-
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forward layer. All the LSTM layers in a given model have the same sizeNL, and we choose
different values for that size in order to analyze the behavior of the layer size on the error.
The final layer has size 5 which is equal to the output size. We choose a mean squared error
metric and optimize the model using Adam, which is an adaptive gradient descent method
[61]. We train the model using with mini-batches of size 20 and performed a total of 800
epochs (passes over the entire dataset) so that we can compare the effect of the training
epochs on the error.
In Figure 3.17, we show the error of our neural networks on a test dataset of size 2000
for all the different layer sizes and a varying number of training epochs. In all of the cases,
the error over the test set is similar to the error on the training set (not shown in the plot),
thus they do not indicate overfitting. The plot shows that we can considerably reduce the
prediction error by increasing either the layer size or the number of epochs, but because
of their diminishing returns, the optimal solution given a specific training cost should be
achieved by increasing a combination of both. On the other hand, from the perspective of
computational prediction cost, it is always better to increase the number of epochs than the
layer size because that cost is only dependent on the latter. We also show some examples
of the output values on test data and compare them with their prediction in Figures 3.18
and 3.19 for the case with layer size 400 and trained over the 800 epochs. Those plots
show that the behavior of all output variables is predicted with great accuracy. From a
practical perspective, the error in the average stress is small enough to be acceptable for
most applications. The relative error in the other components is perceivable, but they are
capable of showing the behavior trends, and they could be a reasonable choice in many
circumstances including failure analysis.
In conclusion, recurrent neural networks are a promising method for generating accu-
rate surrogate models for history dependent multi-scale materials. The main additional
difficulty is the need to generate input sequences instead of input values, but we were able



















































































































































































































































































































































































































































































Figure 3.19: Selected output components for test samples 3 and 4 compared with the ma-
chine learning prediction.
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cessfully predicted the output variables of interest, including localized information from
the fine-scale model that is usually lost in homogenization methods.
3.5.4 Example: Multiscale Beam
In this section, we demonstrate the use of recurrent neural networks for history dependent
problems by studying a multi-scale 2D beam. The structure has height 0.2m and width
0.1m and it has the metamaterial described in the previous section. That is, the material is
formed by a uniform array of particles embedded in a softer matrix whose cell is shown in
Figure 3.15.
In this particular problem, we solve the structure using a mesh with square elements of
side length 2cm and using the simple material model described in the previous example.
We compare the results with a finite element model using a surrogate material obtained
using recurrent neural networks. This neural network has 3 LSTM layers of size 200 and
it is trained for 800 epochs. The only difference with the recurrent model of layer size 200
from the previous section is that in this case, we trained it using 1001 datapoints per sample
instead of 51.
The structure is clamped at the bottom and it has an instantaneous transversal load
uniformly distributed over the top surface with a magnitude of 4kN/m. Although the
material is nonlinear, we did not consider geometric nonlinearity in this example. To solve
the system we use a central difference explicit solver using time increments of length 5e−
6s.
In Figure 3.20, we show the two finite element solutions at the instant of maximum
displacement during the first period. The maximum error in the displacement is 0.5% which
is low enough not to be perceivable to the naked eye in that image. Since the displacements
depend on the stresses of the material model, this also indicates that the error in the stress
output of the surrogate is low.
In Figure 3.21, we compare the state and outputs of the elements in the two finite
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Figure 3.20: Comparison of the maximum von Mises stress in the fine scale of two mul-
tiscale finite element models. (right) Nonlinear multiscale finite element. (left) Surrogate
model using recurrent neural networks. The displacement has been scaled 10 times for
visualization purposes in both cases.
element models at the time instant of maximum displacement. One of them contains the
high-fidelity multi-scale material model that we use as the baseline, and the other one
contains the surrogate material model that we trained using recurrent neural networks. We
observe a high correlation of the variables on the two models and a very small error in
all the cases. In particular, the stress s11 and strain e11 have an extremely low error.
The other components of the stress and strain have a larger relative error because they are
affected by the dominant longitudinal magnitudes in the structure. The two bottom plots
correspond to the maximum equivalent plastic strain and the maximum von Mises stress
in the fine scale. Those variables also show remarkable accuracy, especially considering
that they correspond to locations in the fine scale that may change over time. This is a
valuable achievement because, at least to our knowledge, no other reduced-order technique
can provide such information for arbitrary problems.
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Figure 3.21: Comparison of the values observed on the elements of two multi-scale finite
element models. One posseses a mutli-scale material that contains a high-fidelity (HF) fine-
scale model, and the other posseses a surrogate material generated using machine learning




In the first part of this work, we presented a versatile finite element method aimed at mod-
eling wave propagation in multi-scale structures. In our method, we split the set of shape
functions into two subsets. On one side, the boundary shape functions provide a non-trivial
solution at the boundaries and ensure continuity across elements. On the other, the inte-
rior shape functions provide a systematic way to control the stable time increments and to
include the effects of heterogeneities and small features through the use of natural modes.
We showed that boundary shape functions can be easily obtained though well established
GMsFEM procedures, and that the interior shape functions can be obtained (1) analytically
for simple configurations, and (2) through a modal analysis over the GMsFEM auxiliary
mesh for more challenging geometries.
We tested the performance and convergence properties of the method through a series
of selected problems. The results indicate that for wave propagation problems our method
outperforms traditional FEM. More precisely, our method produced a smaller error for the
same number of degrees of freedom, and its stable time increments were larger under the
presence of small features.
We also provided an example application, where we used our method to study wave
propagation on a two-dimensional periodic elastic domain. This kind of problem was par-
ticularly well suited for our approach due to the large difference between element sizes
within the model. Consequently, our results were in very close agreement with those ob-
tained through a traditional finite element model, but at a much lower computational cost.
This modal-based approach is similar to many other projection based reduced-order
models, but we adapted it into a formulation of finite elements in which we can increase the
amount of detail by including a larger amount of natural modes. Unfortunately, these modes
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are only related to the linearized problem and a large number of them may be required
in non-linear cases. Other projection based approaches struggle for the same reason: it
is difficult to find or calculate a subspace that can represent every possible solution, and
defining them in real time may be computationally expensive.
To address this issue, we proposed in the second part of our work a finite element
method that focuses on finding a direct relationship between the inputs and outputs of its
elements, thus avoiding the more complex tasks of finding the internal displacement field
or performing numerical iterations. To achieve this goal, we first extracted data from an
existing finite element and then fed that data to a machine learning algorithm to produce
an approximate model of the element. This process is known as surrogate modeling, and
it allows us to reduce the computational cost of a function at the expense of error in the
output. We named the approximated models smart elements.
We also proposed two ways to improve the performance of the method. First, we
showed that removing the rigid body component out of the displacement variables can
considerably reduce the sample size and, consequently, the computational cost. Second,
we used the internal equilibrium relationships on the elements to reduce the computational
error. An additional consequence of these techniques is that our elements satisfy, by con-
struction, frame indifference and conservation of linear and angular momentum. Although
the selected physical constraint was given by the equilibrium equations, other relationships
could also be used. For example, in some problems we could use dissipation relationships
or other energy constraints to restrict the output of the smart elements. Using such con-
straints could further reduce the error in the internal forces of the elements and ensure that
none of the desired physical relationships are violated.
Another strength of our method is that the learning algorithm is arbitrary. We can
choose it depending on the particular type of problem to produce elements that fit a par-
ticular need. However, once trained, a smart element can be applied to many different
scenarios without having to train the element again. We showed that it is possible to com-
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bine different machine learning algorithms in one smart element to take advantage of each
one’s strengths. Modern machine learning techniques could take this a step further and
produce general-use smart elements that are pre-trained for a variety of problem types.
We also demonstrated the use of the method through two in-depth study cases. In the
first one, we solved a nonlinear 3D truss structure for varying levels of error in the element
data, and we compared the results with a leading data-driven approach. These results in-
dicate that our method produced accurate results even in the most challenging conditions:
high sample error and low computational cost. In the second case, we solved a dynamic
nonlinear 2D continuous multiscale structure under three different load scenarios. Here,
we compared the effect of different machine learning algorithms on the smart elements,
and we tested the effectiveness of load balancing. The results indicate that our method
can produce low levels of error as long as the learning algorithm is appropriate for the
particular case, and that the load balancing can considerably reduce the average and the
variance of the error. We then solved the same problem using a smart element that was
trained beforehand for a range of values in its material properties. This case served as an
extra validation case and supported our idea of implementing general-use smart elements.
A similar approach could be followed to pre-train the elements for other properties, such
as geometric parameters or volume fraction.
The main downside in our method is that intermediate magnitudes of interest such as
stresses and strains are not obtained during the evaluation of nodal forces. However, in
most cases, these values can be obtained in a post-processing stage like in the example
from Section 3.3.1. If that is not the case, a simple alternative is to add those variables of
interest to the output of the training sample, so that they are predicted together with the
forces. Since those values are only required on a small proportion of the solution steps,
those components only need to be predicted on a small number of time increments.
Finally, we also showed how to apply our method in the case of history dependent
problems. In those cases, one of the additional challenges is to be able to produce input
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data. We proposed the use of Gaussian processes to generate the input sequences, and to
use recurrent neural networks to model the sequence to sequence dataset generated in the
element or material simulations. We demonstrated these techniques through two simple
multiscale examples, and we showed that the proposed solution produces accurate results.
In addition, our model was able to recover localized information for any desired variable
of interest in the fine scale of the model.
In summary, we produced a method that uses machine learning algorithms to analyze
data from existing finite element formulations and produce smart elements that closely
replicate their behavior. Smart finite elements can be used in the same way than any other
element (regular or multiscale). That is, they can be assembled using traditional techniques,
and in conjunction with any conventional solver. As a result, we produced a flexible method
that can reduce the computational cost of a variety of complex finite element formulations
without sacrificing much in terms of accuracy.
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[28] R. Ibañez, D. Borzacchiello, J. V. Aguado, E. Abisset-Chavanne, E. Cueto, P. Lade-
veze, and F. Chinesta, “Data-driven non-linear elasticity: Constitutive manifold con-
struction and problem discretization,” Computational Mechanics, pp. 1–14, 2017.
[29] R. Ibañez, E. Abisset-Chavanne, J. V. Aguado, D. Gonzalez, E. Cueto, and F. Chinesta,
“A manifold learning approach to data-driven computational elasticity and inelastic-
ity,” Archives of Computational Methods in Engineering, vol. 25, no. 1, pp. 47–57,
2018.
[30] T. Kirchdoerfer and M. Ortiz, “Data-driven computational mechanics,” Computer
Methods in Applied Mechanics and Engineering, vol. 304, pp. 81–101, 2016.
[31] F. Casadei and M. Ruzzene, “Application of the multi-scale finite element method to
wave propagation problems in damaged structures,” Health Monitoring of Structural
and Biological Systems, vol. 7984, 2011.
[32] F. Casadei, J. J. Rimoli, and M. Ruzzene, “A geometric multiscale finite element
method for the dynamic analysis of heterogeneous solids,” Comput. Methods Appl.
Mech. Eng., vol. 263, pp. 56–70, 2012.
[33] R. J. Guyan, “Reduction of stiffness and mass matrices,” AIAA journal, vol. 3, no. 2,
p. 380, 1964.
[34] R. R. Craig and A. J. Kurdila, Fundamentals of Structural Dynamics. John Wiley
and Sons, 2006.
88
[35] F. Casadei, J. Rimoli, and M. Ruzzene, “Multiscale finite element analysis of wave
propagation in periodic solids,” Finite Elements in Analysis and Design, vol. 108,
pp. 81–95, 2016.
[36] R. J. C. Jr. and M. C. C. Bampton, “Coupling of substructures for dynamic analyses,”
AIAA journal, vol. 6, no. 7, pp. 1313–1319, 1968.
[37] K. J. Bathe, Finite Element Procedures. Prentice Hall, 1996.
[38] R. D. Cook, D. S. Malkus, M. E. Plesha, and R. J. Witt, Concepts and Applications
of Finite Element Analysis. John Wiley & Sons, 2007, ISBN: 0470088214.
[39] L. P. Franca and A. P. Macedo, “A two-level finite element method and its appli-
cation to the helmholtz equation,” International Journal for Numerical Methods in
Engineering, vol. 43, no. 1, pp. 23–32, 1998.
[40] Y. Efendiev, J. Galvis, and X. H. Wu, “Multiscale finite element methods for high-
contrast problems using local spectral basis functions,” Journal of Computational
Phisics, vol. 230, no. 4, pp. 937–955, 2011.
[41] R. R. Craig, Structural Dynamics. John Wiley and Sons, 1981.
[42] F. Casadei and J. J. Rimoli, “Anisotropy-induced broadband stress wave steering
in periodic lattices,” International Journal of Solids and Structures, vol. 50, no. 9,
pp. 1402–1414, 2013.
[43] P. Celli and S. Gonella, “Low-frequency spatial wave manipulation via phononic
crystals with relaxed cell symmetry,” Journal of Applied Physics, vol. 115, no. 10,
p. 103 502, 2014.
[44] X. N. Liu, G. K. Hu, G. L. Huang, and C. T. Sun, “An elastic metamaterial with
simultaneously negative mass density and bulk modulus,” Applied physics letters,
vol. 98, no. 25, 251907, 2011.
[45] M. Schaeffer and M. Ruzzene, “Wave propagation in multistable magneto-elastic
lattices,” International Journal of Solids and Structures, vol. 56, pp. 78–95, 2015.
[46] M. J. S. Lowe and O. Diligent, “Low-frequency reflection characteristics of the s0
lamb wave from a rectangular notch in a plate,” The Journal of the Acoustical Society
of America, vol. 111, pp. 64–74, 2001.
[47] K. P. Murphy, “Machine learning: A probabilistic perspective,” 2012.
[48] A. I. Forrester and A. J. Keane, “Recent advances in surrogate-based optimization,”
Progress in Aerospace Sciences, vol. 45, no. 1-3, pp. 50–79, 2009.
89
[49] C. K. Williams and C. E. Rasmussen, Gaussian processes for machine learning, 3.
MIT Press Cambridge, MA, 2006, vol. 2.
[50] A. G. Baydin, B. A. Pearlmutter, A. A. Radul, and J. M. Siskind, “Automatic differ-
entiation in machine learning: A survey,” Journal of Marchine Learning Research,
vol. 18, pp. 1–43, 2018.
[51] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. MIT Press, 2016, http:
//www.deeplearningbook.org.
[52] A. Forrester, A. Keane, et al., Engineering design via surrogate modelling: a prac-
tical guide. John Wiley & Sons, 2008.
[53] T. Belytschko, W. K. Liu, B. Moran, and K. Elkhodary, Nonlinear finite elements for
continua and structures. John wiley & sons, 2013.
[54] F Casadei, J. Rimoli, and M Ruzzene, “A geometric multiscale finite element method
for the dynamic analysis of heterogeneous solids,” Computer Methods in Applied
Mechanics and Engineering, vol. 263, pp. 56–70, 2013.
[55] A. F. Bower, Applied mechanics of solids. CRC press, 2009.
[56] A. Mota, W. Sun, J. T. Ostien, J. W. Foulk, and K. N. Long, “Lie-group interpolation
and variational recovery for internal variables,” Computational Mechanics, vol. 52,
no. 6, pp. 1281–1299, 2013.
[57] J.-M. Battini, “A non-linear corotational 4-node plane element,” Mechanics Re-
search Communications, vol. 35, no. 6, pp. 408 –413, 2008.
[58] C. Kelley, Iterative Methods for Linear and Nonlinear Equations. Society for Indus-
trial and Applied Mathematics, 1995. eprint: http://epubs.siam.org/doi/
pdf/10.1137/1.9781611970944.
[59] C.-C. Chang and C.-J. Lin, “LIBSVM: A library for support vector machines,” ACM
Transactions on Intelligent Systems and Technology, vol. 2, 27:1–27:27, 3 2011,
Software available at http://www.csie.ntu.edu.tw/˜cjlin/libsvm.
[60] J. C. Simo and T. J. Hughes, Computational inelasticity. Springer Science & Busi-
ness Media, 2006, vol. 7.
[61] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv
preprint arXiv:1412.6980, 2014.
90
