Abstract
Introduction
Tracking articulated motion in images is an important problem, especially when the research of video-based human sensing has been advocated to achieve such emerging applications as perceptual interfaces [20] , smart video surveillance [8] and automatic video footage [4] , etc.
The problem involves the localization and identification of a set of linked but articulated subparts. Inheriting all the difficulties from single object tracking, the problem of tracking articulated body has to tackle some special challenges. One of these is the complexity incurred by the degrees of freedom of the articulated body.
Different from multiple target tracking where the motion of each subpart is independent of others, the physical links among different subparts reinforce motion constrains upon these articulated subparts. We can have an intuitive comparison of these two cases by the configuration space which is the joint motion space of the set of subparts. If the motion of subparts are independent, then configuration space will enjoy a nice property that the motion of each subpart stays in a linear subspace which is orthogonal to the subspaces corresponding to other subparts. Thus, independent trackers can be used to track independent multiple targets and the complexity is almost linear w.r.t. the number of targets. However, when the subparts are physically linked, the configuration space will not have such a nice orthogonality and factorization property of subspaces. Thus, the high dimensionality seems unavoidable, which is generally associated with the exponential increase of computation due to the curse of dimensionality.
Various approaches have been investigated to alleviate this challenge (see Section 2 for details), such as dynamic programming [18] , annealed sampling [6] , partitioned sampling [15, 16] , eigenspace tracking [1] , hybrid Monte Carlo filtering [5] , etc. Different from these approaches, in this paper, we propose a novel solution based on a dynamic Markov network model and variational mean field approximations. The proposed dynamic Markov network embeds the subparts constraints in an undirected graphical model (i.e., a Markov network) associated with image observation processes, thus the model serves as a generative model for the articulated motion. Due to the dense connections in the graph, exact analysis is complicated and intractable. When we perform an analysis based on variational mean field method, tight approximation can be achieved while the computational complexity is significantly reduced. At each time instance, the mean field solution is achieved through efficient Monte Carlo algorithm. And based on that, we design a mean field sequential Monte Carlo for articulated body tracking. Extensive experiments show the effectiveness and efficiency of the proposed approach.
Related Work
There is a substantial literature on articulated motion analysis, and many different approaches have been investigated. For all these methods, three important issues should be addressed: the representations for articulated objects, the computational paradigms, and the way of reducing computation.
Basically, there could be two types of choices for articulated object representations. One employs joint angles [3, 13, 17, 16, 21] , while the other uses the collection of the motion of all subparts. Of course, the first representation is non-redundant and reflects the degrees of freedom of the articulated motion directly, while the second one is highly redundant. However, due to the independence of the joint angles, the first method may suffer from an irreducible dilemma since the intrinsic dimensionality is probably reached. In this sense, the motion estimation problem can be posed as an unconstrained optimization in a high dimensional space (if we do not consider the natural motion constrain as in [21] ). On the other hand, if the articulated motion is redundantly described by the individual motion of the subparts, each subpart may be solved individually, and then projected to the constrained space. Thus, it corresponds to a constrained optimization problem in a high dimensional space. By taking advantage of the structure of such a redundant representation, efficient solutions can be found as in this paper.
There are also different computational paradigms for articulated motion analysis. It could be deterministic or probabilistic. Deterministic methods generally formulate the problem as a parameter estimation problem based on nonlinear programming techniques, and then differential approach can be taken [17, 3, 13] . Thus, the difficulty of local minima exists. A probabilistic approach formulates the motion analysis problem as a Bayesian inference problem, where particle-based Monte Carlo strategies provide flexible but intensive computing frameworks. In general, the number of particles needed will increase exponentially with the increase of the dimensionality.
Therefore, it is crucial to reduce the computation. Different schemes have been investigated to reduce the number of particles. For example, the annealed particle filtering method performs a coarse-to-fine layered search [6] , partitioned sampling is in the spirit of coordinate descent and preforms a hierarchical sampling [15, 16] . Both methods work with high dimensional probability spaces. Different from these methods, this paper presents a mean field Monte Carlo (MFMC) algorithm in which a set of low dimensional particle filters interact with each other to solve a high dimensional problem collaboratively.
The Representation of an Articulated Body
We denote the motion of each individual subpart by x i , which can be the parameters of an affine motion. The motion of an articulated body is the concatenation X = x 1 : : : x M ]. Certainly, it is highly redundant. The image observation associated with x k is denoted by z k , which could be the detected edges of the shape contour of the subpart, and the collective image observation of the entire articulated body is Z = z 1 : : : z M ]. An important task is to infer the posterior p(XjZ).
Figure 1: The Markov Network for an articulated body.
As shown in Figure 1 , a mixture of undirected and directed graphical model can be used to characterize the generative process. The hidden layer is an undirected graph Given the undirected graph of X, p(X) can be modelled as a Gibbs distribution and can be factorized as:
where c is a clique in the set of cliques C of the undirected graph, X c is the set of hidden nodes associated with the clique and c (X c ) is the probability of this clique, and Z c is a normalization term or the partition function. Although Z c is difficult to compute, we do not compute it, since a Monte Carlo method will be used as shown in later sections. The model accommodates two types of cliques: the first order clique, i.e., i 2 C 1 = V , and second order clique, i.e., (i j ) 2 C 2 = E , where C = C 1 S C 2 . The associated is denoted by i and ij , respectively. Thus, Eq. 1 can also be written as: (2) where i (x i ) provides a local prior for x i , and ij (x i x j ) presents the constraints between the neighborhood nodes x i and x j . In other words, i (x i ) predicates a prior for the ith part, while ij (x i x j ) reinforces the constraints between the i-th part and the j -th part. As a specific example, it can be modelled as:
where D(x i x j ) = u i (x i ) u j (x j ), and u i (x i ) and u j (x j ) are shown in Figure 2 . Given a x i , its local observation z i is independent of other articulated parts. Thus, we have:
The problem of great interest is to infer the posterior p(x i jZ). An intuition is that the posterior of x i should be affected by three factors: its local prior i , its local evidence z i , and the constraints reinforced by its neighborhood through ij . This intuition will become clearer in Section 4.
Since the exact analysis of such a model is complicated and involves heavy computation, it is more plausible to have an approximate but efficient solution.
Mean Field Approximation
Variational analysis provides an approximate method for analyzing the model [12, 11] . The core idea of variational approximation is to find an optimal variational distribution q(X) that approximates the posterior distribution p(XjZ), such that the Kullback-Leibler (KL) divergence of these two distributions is minimized, i.e.,
Selecting a good class of variational distributions q would largely ease the difficulties, but it requires substantial creativity [12] . Here, we adopt a fully factorized form for simplicity:
where q i (x i ) is an independent distribution of the hidden node x i . Then, H (q) = P i H (q i ), where H (q) is the entropy of q(X), and H (q i ) is the entropy of q(x i ). Then, the KL-divergence can be written as: (6) where E q jx i ] is the conditional expectation given x i w.r.t. q(X), and log p(Z) is the data likelihood, which is a constant. To search for a set of q i to minimize Eq. 6, since each q i is constrained to be a valid distribution function, we should construct a Lagrangian for each q i :
Setting the derivative to zero, it is easy to see the solution to this constrained optimization problem is a set of fixed point equations:
where E q log p(X Z)jx i ] is the conditional expectation given x i , Z i is a partition function for normalization, and 1 i M . The iterative updating of q i (x i ) will monotonically decrease the KL-divergence, and eventually reach an equilibrium. These updating equations are called mean field equations.
Moreover, the factorization of p(X) in Eq. 2 enables further simplification of the mean field equations in Eq. 8. It is easy to show that:
where Z 0 i is a constant, and N(i) is the neighborhood of the subpart i. From Eq. 9, the intuition stated at the end of Section 3 is more pronounced: the variational belief of a subpart x i is determined by three factors: the local conditional likelihood p i (z i jx i ), the local prior i (x i ), and the beliefs of the neighborhood subparts x N (i) (we call it neighborhood prior). This is illustrated in Figure 3 . Thus,we can treat the term p i (z i jx i ) i (x i ) as an analogue as the local belief, and treat the term M i (x i ) as an analogue to the "message" [7] propagated through the nearby subpart of x i in the belief propagation approach, but the computation of M i (x i ) here is easier. In addition, we can clearly see from this equation that the computation is significantly reduced by avoiding multi-dimensional integrals, since Eq. 9 involves only one dimensional integrals.
Mean Field Monte Carlo (MFMC)
In this section, we propose a Monte Carlo method to implement the mean field updating as discussed in Section 4. We call this method Mean Field Monte Carlo (MFMC).
Once the mean field updating converges to a fixed point, then the set of optimal variational distributions q(x i ), where i = 1 : : : M , is obtained and can be treated as the optimal approximation to the posterior density p(x i jZ).
To make the presentation clear, here we use a 2-link body as an example. W.l.g., we use i and j to index the two linked subparts, and we use k to index the mean field iteration. At the k 1-th iteration, for each subpart, a set of particle is maintained to represent the variational distribution, i.e.,
where s and denote the sample and the weight respectively. Then at the next iteration, we perform the following steps according to Eq. 9:
2. calculating the "message" from j: m
3. Performing observation for each particle s
4. Re-weighting the particles by:
and normalize to produce fs
5.
Performing the same steps for j according to Eq. 9. And then increase k for next mean field updating. After the k-th iteration, we end up with:
After several iterations, the distribution will reach an equilibrium. For a subpart which is linked to multiple subparts, the only difference is in the 2nd step of calculating "messages",
which sums over all "messages" passed from the neighbors N(i) (i.e., the Markov blanket) of x i .
Since x i describes the motion of a subpart, its image observation z i should be a function of x i , i.e., p(z i jx i ) is in fact p(z i (x i )jx i ). Since p(z i jx i ) will be used to re-weight the belief (or the posterior density) of x i , the locations of the particles fs (n) i g will affect the faith of approximating the belief by the set of particles, if the ratio of valid particles is not satisfactory (meaning that a small portion of the particles dominates the re-weighting). To enhance the ratio of valid particles, we use importance sampling technique [14] to place the particles to "better" locations. The only modification on the above mean field Monte Carlo (MFMC) is on the first step: instead of sampling the local prior (x i ) directly to produce fs (n) i 1g N n=1 , we draw samples fs (n) i 1g N n=1 from an importance density g(x i ).
After weight compensation, the set of re-weighted particle still a properly weighted set for the density (x i ), i.e.,
The selection of importance density can be arbitrary. Here we give an specific example by using a two-link (where i and j are connected subparts). To generate samples for i (x i ), we find the means s i and s j from the two particle sets. After identifying the point u j on s j and the median axis L i of s i (see Figure 4) , we sample u 
Similar importance densities can be easily constructed for a subpart which is linked to multiple subparts. The use of importance sampling techniques greatly enhances the robustness of the mean field Monte Carlo algorithms.
Sudderth et al [19] and Isard [9] have independently developed algorithms for the interactions among multiple particle sets. Their methods are based on belief propagation, while our method on probabilistic variational analysis and mean field iterations.
Dynamic Markov Network and Sequential Mean Field Monte Carlo
Section 4 and Section 5 describe the mean field approximation and mean field Monte Carlo at one time instance. They can be easily modified for tracking. When considering multiple time instances, the model becomes a dynamic Markov network, as shown in Figure 5 . Denote Once X consists of a number of articulated parts, the increase of dimensionality will incur exponential increase of computation. The advantage of mean field approximation is that it decouples different parts, and transforms the problem of exponential complexity to a simpler problem close to linear complexity. The constraint reinforcement needs some computation as a cost, but it is not significant.
At time instance t, mean field approximation finds a variational distribution q i t (x i ) to approximate p(x i t jZ t ) for the i-th subpart. The mean field equation can be written as:
Comparing Eq. 10 to Eq. 9, we clearly see that the predication density R p(x i t jx i t 1 )q i t 1 (x i ) in Eq. 10 of a dynamic Markov network plays the same role as i (x i ) in Eq. 9. Thus, at time instance t, the variational belief of the i-th subpart is also determined by three factors: the local evidence, the predication prior from previous time frame, and the belief of the neighborhood subparts.
Therefore, the sequential mean field Monte Carlo can be obtained by modifying the mean field Monte Carlo algorithm in Section 5. At the first step, instead of sampling from i (x i ), we should sample the prediction prior instead.
Suppose at t 1, q i t 1 (x i ) is represented by:
The, we can use the following steps to replace the 1st step in the mean field Monte Carlo algorithm in Section 5:
1.a Re-sampling from q i t 1 (x i ) for fe s Impressive results have been achieved and reported in Section 7.
We have a rough comparison on the computational complexity of the proposed approach with the original Condensation algorithm with joint angle representation.
Assume the articulated body consists of M subparts, each of which contribute one DoF, and assume a number of T particles are needed for tracking one subpart. In addition, we assume when one more DoF is added, Condensation needs P T particles to work. Through our experiments, 10 is reasonable for P . In our mean field Monte Carlo, we denote the number of mean field iteration by K , which is 5 in our experiments. In both methods, the most intensive computation is on calculating image observation, while the extra computation induced by M i (x i ) in Eq. 9 is negligible. Thus, the complexity of our method is O(T K M ), while Condensation has O(T P M 1 ) which is much larger than the proposed mean field Monte Carlo algorithm. In addition, MFMC is different from the partitioned sampling (PS) method [15, 16] , although both can reduce the exponential complexity. (1) PS applies to centralized models with independent dimensions, while MFMC can handle various HDMs including articulation, deformation and multi-motion; (2) PS uses one high-dimensional particle filter, while MFMC use a network of low-dimensional but collaborative particle filters; (3) PS is hierarchical and uni-directional, while MFMC is networked and multidirectional.
Results
We performed extensive experiments on articulated body with different DoFs, and obtained impressive results as reported in this section.
Experimental Setup
Our experiments mainly concerned about 2D tracking. Thus we adopted a cardboard model where each subpart in the articulated body is represented by a planar object, and thus the state of x i is the parameters of a 2D affine transform. The motion model p(x i t jx i t 1 ) is a standard 2nd order const acceleration model for each subpart. Although the motion model can be learned, we preset the parameters for simplicity.
The observation model p(z i jx i ) is also an important factor in tracking. We used two types of visual cues: edge and intensity. We adopted the same method in CONDENSA-TION [10, 2] for edge observation, where a set of independent measurement lines were used to measure the likelihood of detected edge points. In addition, since the articulated targets were human body parts and the skin or clothes on the body parts are similar, we also used the intensity clue and assumed the distribution of the intensity of a subpart be a Gaussian distribution. The mean and variance of the Gaussian density was trained for each individual subpart.
Results of MFMC Iteration
To verify if the mean field updating does converge and to check if it is functioning as expected, we collected the intermediate results on MFMC iteration. Two examples are shown in Figure 6 and Figure 7 . The upper half shows an example of a 2-part arm, and the lower half 3-part finger. In both cases, the estimates of the first five iterations are shown. Before the iteration, the initial status was quite unpleasant. But after a couple of mean field iteration, the estimates settled down on the right positions as expected. From our experiments, most iterations converged in less than five times.
Various Articulated Objects
To demonstrate the effectiveness, efficiency and scalability, we performed experiments on various articulated objects of difference DoFs, including a 2-part arm, 3-part finger, 6-part upper body, and 10-part full body 1 .
The first test sequence is a 2-part arm, which consists of two subparts: upper arm and lower arm. The sequence consists of 441 frames. The lower arm presents larger motion than upper arm in the testing sequence. The MFMC algorithm performed excellently due to the constraint reinforcement. Sample frames are shown in Figure 8 .
We compared the results from MFMC with multiple independent trackers (MiT). Although there are only two subparts, MiT did not produce satisfactory results, since either one had risks to lose track and there were no other constraints to get it back except image observations, and MiT hardly produced plausible results satisfying the physical link constraints. Some frames of MiT are shown in Figure 9 .
The second test sequence is on a 3-part finger and consists of 182 frames. As expected, MFMC produced very robust and stable result. Sample frames are shown in Figure 10 .
The third test sequence is on a 6-part upper body, where complex arm motions present as well as global movement of the torso and head. The sequence consists of 834 frames. Although the articulation is quite complicated, it did not fail MFMC. Sample frames are shown in Figure 11 . The most complicated test sequence we have experimented is the 10-part full body motion, and sequence has 368 frames. Arms and legs are the most articulated body parts, and they present significant motion. None of our run of MiT succeeded, because a leg was easy to get lost and never be able to come back. Sample frames of MiT are shown in Figure 12 .
When MFMC was applied, the tracking result was still very stable unlike MiT. Through subjective evaluation, the tracking quality did not decrease due to the increase of the complexity of the articulation. Sample frames are shown in Figure 13 .
The MFMC algorithm runs on a single processor PC of 2.0GHz running WindowXP. We did not perform code optimization. For all these experiments, the number of mean field iteration was set to 5. The number of particles for each part and the frame rates are shown in Table 1 . 
Discussion and Conclusions
Tracking articulated objects is a challenging problem, since the increase of number of subparts and the physical connection constraints of them would potentially incur high dimensionality, and fail tracking algorithms developed for single target. Thus, algorithms with close to linear complexity would have much better scalability. In this paper, we propose a collaborative approach to achieve such a goal. Instead of using the joint angle representation which is irreducible, we adopt a highly redundant representation for articulated body, i.e., represent individual subpart by its own motion parameters, but reinforce the constraints of different subparts by a Markov network. Variational analysis is performed for approximated analysis of this graphical model. Interestingly, a set of fixed point equations (i.e., the mean field equations) is found, which suggests a collaborative solution to the problem through interaction with neighborhood subparts and through iterations. Then a mean field Monte Carlo (MFMC) algorithm is designed to achieve effective computation. Considering motion, we propose a dynamic Markov network model and MFMC is extended to a sequential MFMC algorithm for tracking. Extensive experiments demonstrate the applicability of the proposed methods. One of the future work is to extend the algorithm to 3D. Since self-occlusion seems a severe issue for articulated motion, another possible direction is to design collaborative algorithms for solving the occlusion problem. 
