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Abstract
A natural connection between rational functions of several real or complex vari-
ables, and subspace collections is explored. A new class of function, superfunctions,
are introduced which are the counterpart to functions at the level of subspace col-
lections. Operations on subspace collections are found to correspond to various
operations on rational functions, such as addition, multiplication and substitution.
It is established that every rational matrix valued function which is homogeneous
of degree 1 can be generated from an appropriate, but not necessarily unique, sub-
space collection: the mapping from subspace collections to rational functions is
onto, but not one to one. For some applications superfunctions may be more im-
portant than functions, as they incorporate more information about the physical
problem, yet can be manipulated in much the same way as functions. Previously
subspace collections had been introduced when there was an inner product on the
vector (or Hilbert) space, and appropriate subspaces were mutually orthogonal. In
that setting certain normalization and reduction operations on subspace collections
led to a continued fraction expansion of the associated function, which allowed one
to bound the function in terms of a set of weight matrices and normalization ma-
trices that are derived from series expansions. Here we also initiate the theory of
normalization and reduction operations, appropriate when there is no inner product
on the space.
1 Introduction
This Chapter 7 of the book ”Extending the Theory of Composites to other Areas of Sci-
ence”, edited by Graeme W. Milton, is concerned with developing the theory of subspace
collections, particularly nonorthogonal subspace collections. Subspace collections have a
rich algebraic structure, and a close connection with rational functions of several real or
complex variables. Here we are interested in three types of subspace collections: first,
finite dimensional vector spaces H that have the decomposition
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (1.1)
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which we call a Z(n) subspace collection; second finite dimensional vector spaces K (over
the real or complex numbers) that have the decomposition
K = E ⊕ J = V ⊕ P1 ⊕ P2 ⊕ · · · ⊕ Pn, (1.2)
which we call a Y (n) subspace collection, where the E and J entering (1.2) are not to be
confused with the subspaces E and J entering (1.1); and third finite dimensional vector
spaces K (over the real or complex numbers) that have the decomposition
K = E ⊕ J = VI ⊕ VO ⊕ P1 ⊕ P2 ⊕ · · · ⊕ Pn, (1.3)
which we call a superfunction F s(n). In a superfunction the space VI and the space
VO are called the input and output subspaces respectively, and they have the same
dimension. For superfunctions we require the technical condition that for any choice of
vectors EI ,JI ∈ VI and EO,JO ∈ VO there exist vectors E ∈ E and J ∈ J such that
EI = ΠIE, JI = ΠIJ, EO = ΠOE, JO = ΠOJ. (1.4)
As we will see there is a very close direct connection between a superfunction F s(n)
and a Y (n) subspace collections, and also many connections between them and Z(n)
subspace collections. All are intertwined and that is the beauty of the theory. Z(3) and
Y (2) subspace collections, and superfunctions F s(1) can be visualized in 3-dimensional
space, and examples of these are given Figure 1.
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Figure 1: Shown in (a) is an example of a Z(3) subspace collection, in (b) a Y (2) subspace
collection, and in (c) a superfunction F s(1). The rays denote one-dimensional subspaces:
they should really be drawn as lines, but for clarity they are drawn as rays and should
be extended in the opposite direction as the ray. The circles, which look like ellipses as
they are tilted, represent two-dimensional subspaces.
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One reason Y (n) subspace collections, Z(n) subspaces collections, and superfunctions
F s(n) are important is because they arise in many physical problems. For examples in
network theory and in the theory of the effective moduli of composite materials, see
the review in Chapter 2 of this book (Milton 2016) and Milton (2002). There are also
many other physical problems where subspace collections arise as is apparent in Chapters
1,3,8,9, 12, 13, and 14 of this book (Milton 2016). In physics applications the subspaces
are usually orthogonal with respect to some inner product on the space H or K but as
this chapter shows the theory of them can be developed without reference to an inner
product. This generalization is important to make contact between general rational
functions of complex variables, thus extending the notion of a function: hence the name
superfunction. The generalization is also important for applications, such as speeding
up numerical methods for calculating the fields that solve the problem: we will see an
example of this in the next chapter.
Solution 
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Figure 2: Two routes to solving a physical problem formulated in terms of subspace col-
lections. It is suggested that the route on the right may result in a better approximation
as more information is kept.
It may very well be the case that superfunctions become more important than func-
tions in some applications, as suggested by the flow chart of Figure 2. The reason is
that when one extracts the function from a superfunction, which we will see how to do
shortly, one generally loses information that is contained in a superfunction. For exam-
ple, in the context of physical problems where there is an inner product on the space
this information may came in the form of a series expansion for the fields up to a given
order, and from this series expansion one can extract the “weight matrices” and “normal-
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ization matrices”, introduced by Milton and Golden (1985) and Milton (1987a, 1987b).
These matrices basically encode the information about the “angles” between the various
subspaces (when there is an inner product). One can then develop a continued fraction
expansion for the function associated with the superfunction, with the normalization
factors and weight matrices that enter it at each level having the property that they are
positive semidefinite, with the weight matrices summing to one. Truncating the contin-
ued fraction gives approximations to the function, that are similar in some respects the
diagonal Pade´ approximants, and in fact give bounds on the function if the truncation is
done appropriately. The information contained in the weight matrices and normalization
matrices, cannot in general be recovered (at least when n ≥ 4) from the series expansion
of the associated function. (Although one can potentially determine these matrices from
the series expansion of the functions associated with coupled field problems, as shown
in Chapter 9 of this book (Milton 2016)). This theory was established by Milton and
Golden (1985) and Milton (1987a, 1987b, 1991). (see also Chapters 19, 20 and 29 in
Milton (2002)) for the case of Z(n) subspace collections, for any integer n ≥ 1. In this
paper develop the basic theory of subspace collections in the case where there is no inner
product on the vector space H or K. We also make the first steps towards generating
continued fraction expansions in the case where there is no inner product on the vector
space H or K.
Let us first suppose V and U are one-dimensional. We will see that there are generally
homogeneous (of degree 1) rational functions Y (z1, z2, . . . , zn) and Z(z1, z2, . . . , zn) (over
the real or complex numbers) of degree 1 that are associated respectively with these
Y (n) and Z(n) subspace collections, where Z(z1, z2, . . . , zn) satisfies the additional con-
straint that Z(1, 1, . . . , 1) = 1. Conversely, we will see that given any rational functions
Y (z1, z2, . . . , zn) and Z(z1, z2, . . . , zn) with these properties, then there exists at least one
subspace collection realizing these functions as its associated function. There are also
operations on these subspace collections that correspond to operations on the associated
function, such as substitution.
For superfunctions the simplest case is when the input and output spaces VI and VO
are one-dimensional. Then with a specific basis for VI and VO the corresponding func-
tion F(z1, z2, . . . , zn) is 2 by 2 matrix valued with the elements F11(z1, z2, . . . , zn) and
F22(z1, z2, . . . , zn) being homogeneous of degree zero, the element F12(z1, z2, . . . , zn) be-
ing homogeneous of degree minus 1, and F21(z1, z2, . . . , zn) being homogeneous of degree
1. There are operations on superfunctions that correspond to addition, multiplication and
forming an inverse (and hence division) of the associated functions. So superfunctions
form an algebra. Also one can do substitutions at the level of subspace collections. Ac-
tually the operation of addition of superfunctions are naturally done with the associated
Y -problem, although one could equally do them with the associated inverse Y -problem
(where the spaces E and J are interchanged). Thus there is an inherent ambiguity of how
one wants to define addition of superfunctions. The definitions of addition, multiplica-
tion. and substitution of subspace collections may seem a little complicated and abstract,
yet they are the exact counterpart of similar operations one may do on multiterminal
electrical networks, and they do produce the corresponding action on the associated func-
tions. (In fact it was thinking about electrical circuits which guided the construction of
these operations in a more general setting).
When V and U have dimension greater than 1, then Y (z1, z2, . . . , zn) and Z(z1, z2, . . . , zn)
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get replaced by linear operator valued functions Y(z1, z2, . . . , zn) and Z(z1, z2, . . . , zn)
which map V to V and U to U respectively. Similarly, the function F(z1, z2, . . . , zn)
should really be thought of as a linear operator mapping VI to VO
The original motivation for studying subspace collections, and their associated func-
tions, arose from the study of the effective conductivity tensor Z of periodic com-
posite materials. For a composite with n isotropic phases, with scalar conductivities
z1, z2, . . . , zn, the effective conductivity tensor was found to be a homogeneous (of de-
gree 1) analytic function Z(z1, z2, . . . , zn) of the component conductivities with positive
definite imaginary part when the component conductivities have positive imaginary part
[Bergman 1978; Milton 1979, 1981a, Golden and Papanicolaou 1983] (see also Chapter
18 of Milton (2002)). It was also recognized (Milton 1987a, 1990) that the problem of
determining the effective conductivity function could be formulated in terms of three mu-
tually orthogonal spaces in the Hilbert space H of square integrable functions: namely
the space U of constant fields, the space E of periodic square integrable electric fields
(having zero curl), and the space J of square integrable current fields (having zero di-
vergence), and if the composite had n isotropic phases, with conductivities z1, z2, . . . , zn,
then it was also natural to decompose H into the direct sum of n mutually orthogonal
subspaces P1,P2, . . . ,Pn where Pi consists of those square integrable fields which are
nonzero only within component i. This formulation, in terms of a Z(n) subspace col-
lection, evolved out of earlier Hilbert space formulations of the problem (Fokin 1982;
Kohler and Papanicolaou 1982; Papanicolaou and Varadhan 1982; Golden and Papan-
icolaou 1983; Kantor and Bergman 1984; Dell’Antonio, Figari, and Orlandi 1986) and
can easily be extended to the elastic, thermoelastic, piezoelectric, and poroelastic equa-
tions of multiphase and polycrystalline materials (see, for example, Chapter 12 in Milton
(2002)). The formulation has proved to be particularly important in the theory of exact
relations of composite materials (Grabovsky 1998; Grabovsky and Sage 1998: Grabovsky
and Milton 1998; Grabovsky, Milton, and Sage 2000; Grabovsky 2004) (see also Chapter
17 in Milton (2002)) where one seeks microstructure independent relations satisfied by
effective tensors. For two-dimensional polycrystals a complete correspondence was estab-
lished between subspace collections and a representative class of multiple rank laminate
polycrystal geometries (Clark and Milton 1994), thus showing that the subspace collec-
tion of any two-dimensional polycrystal, with any configuration of crystal grains, could
be approximated arbitrarily closely by the subspace collection of one of these multiple
rank laminate polycrystal geometries.
Curiously the connection between Z(n) subspace collections and the effective conduc-
tivity allowed the effective conductivity function Z(z1, z2, . . . , zn) to be expanded as a new
type of continued fraction, involving matrices of increasing dimension as one proceeds
down the continued fraction when n > 2 (Milton 1987a, 1987b, 1991; see also Chapters
19, 20 and 29 in Milton 2002). The coefficients in the weight and normalization matri-
ces entering the continued fraction can be expressed in terms of inner products between
fields that enter the series expansion of the solution field in a nearly homogeneous medium
(with all the conductivities z1, z2, . . . , zn being close to one another). One application of
the continued fraction expansion has been to obtain bounds on the diagonal elements of
the complex effective conductivity tensor of a three phase conducting composite, with
complex conductivities z1, z2 and z3, that were tighter than bounds obtained by any
other method (see figure 4 in Milton 1987b). This procedure essentially extended to
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multivariate functions the procedure, using successive fractional linear transformations,
that was used to obtain bounds (Baker, Jr. 1969) on the values in the complex plane
that Stieltjes functions! can take when a finite number of Taylor series coefficients are
known (see also Golden and Papanicolaou 1983; Bergman 1986) where essentially the
same transformation is used to derive bounds on the complex dielectric constant of two
component media using series expansion coefficients, as noted in the appendix in Milton
1986, and see Milton 1981b, where the same set of bounds is derived using a different
procedure, namely the method of variation of poles and zeros.)
In the case n = 2 the continued fraction reduces to a usual continued fraction expan-
sion, like those continued fractions associated with Pade´ approximants (see Chapter 4 of
Part I of Baker, Jr. and Graves-Morris 1981). Y (n) subspace collections enter, for exam-
ple, if one eliminates from the Hilbert space the constant fields and then reformulates the
conductivity equations in terms of the remaining fields: the driving fields are then fields
which are constant in each phase, but have zero average value (see Chapter 19 in Milton
2002 and references therein). The interrelationship between Z(n) subspace collections
and Y (n) subspace collections is what gives rise to these novel continued fractions.
Finite dimensional Z(n) and Y (n) subspace collections also arise naturally in the
study of the effective resistance of electrical circuits constructed from n types of resistors
having conductances z1, z2, . . . zn (see Chapter 20 in Milton 2002). This is not surprising
as periodic resistor networks can be seen as discrete approximations to conducting com-
posite materials (see, for example, Milton 1981a and Figure 8.5(a) in this book Milton
2016). Figure 3 illustrates a discrete network of impedances, and gives an indication of
the physical meaning of the Z(n) and Y (n) subspace collections in this context.
In this figure, the vector space H is 6-dimensional, and is the direct sum of the two-
dimensional space P1 consisting of fields that are nonzero only along the resistors c1z1
and c3z1; the two-dimensional space P2 consisting of fields that are nonzero only along
the resistors c2z2 and c5z2; and the one-dimensional space P3 consisting of fields that are
nonzero only along the resistor c4z3. The response of the network, when one terminal is
grounded (with zero voltage) is a 3 × 3 matrix. When it acts on the vector, having as
elements the voltages at the three remaining terminals, it gives the three currents flowing
through these terminals. The 3× 3 matrix valued function Z(z1, z2, z3) gives the matrix
valued response relative to the response when z1 = z2 = z3 = 1. Now, let us imagine all
the resistors, or impedances, in (a) are on one side of the circuit board, with the terminals
being conducting posts that penetrate the board. On the other side of the board these
posts are connected to a tree-like graph of batteries (or alternating current sources if
the fields vary sinusoidally in time) shown in (b). The three fields in these batteries
constitute the space V . The Y (3) subspace collection contains fields on both sides of
the board, in K = H ⊕ V . The associated 3 × 3 matrix valued Y -function Y(z1, z2, z3)
gives the current going through the three batteries, in response to the voltages across
them. Note that Y(z1, z2, z3) is not diagonal: a voltage across one battery, sends current
through the other two batteries, even when they have zero voltage across them.
Superfunctions are a natural generalization of multiport electrical circuits with input
ports and output ports, as illustrated in Figure 4. The function F gives the currents and
potential drops across the output batteries/resistors that are generated in response to
currents and potential drops across the input batteries. Note that the networks associated
with superfunctions automatically satisfy the “port condition” that the net flow of current
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Figure 3: Shown in (a) is a 4 terminal electrical network, which is representative of a Z(3)
subspace collection. Here the ci are real positive scaling constants: the conductance of
each element is cjzk where zk is real or complex (when z is complex we should refer to cjzk
as an admittance rather than as a conductance). Complex values of z are appropriate
when the applied potentials vary sinusoidally with time, and some of the impedence
elements are capacitors or inductors. Figure (b) shows the batteries on the back side of
the circuit board, representing the space V , which combined with the resistors on the
front side is representative of a Y (3) subspace collection. The Y -function Y(z1, z2, z3)
gives the current going through the three batteries, in response to the voltages across
them.
from the input terminals to the output terminals is zero.
In this chapter we show that the connection between finite dimensional Z(n) and
Y (n) subspace collections and homogeneous (degree 1) operator valued rational functions
Y(z1, z2, . . . , zn) and Z(z1, z2, . . . , zn) persists even when the subspaces in each decom-
position are not necessarily mutually orthogonal, and indeed even in the absence of an
inner product (on the space H or K). The results developed in (Milton, 1987a, 1987b,
1991 and in Chapters 19, 20 and 29 of Milton, 2002) are extended to the case where there
is no inner product. Accordingly some steps in the analysis, and some assumptions, need
to be revised. In this more general setting we can generate, from an appropriate Z(n)
subspace collection, any desired scalar valued rational function Z(z1, z2, . . . , zn) satisfying
the homogeneity property Z(1, 1, . . . , 1) = 1.
It is to be emphasized that subspace collections, with the associated rules for addition,
multiplication and substitution, are algebraic objects in their own right: there is no need
to think of the associated analytic functions (that are in general operator valued), except
that the correspondence makes it easier to think about subspace collections. The resistor
network examples of Y (n) subspace collections made it possible for me to see how the
operations of addition, multiplication and substitution of subspace collections should be
defined in the general case.
My belief is that the geometrical structure of subspace collections (and in particular
superfunctions) will be reflected in the algebraic geometrical structure of their associated
rational functions. If this is the case, understanding the topological features of subspace
collections might shed light on the geometrical features of algebraic varieties. While this
paper does not directly address this issue, it sheds the first light on the relation between
finite dimensional subspace collections and rational functions of several complex vari-
ables, in the case where the subspaces are not mutually orthogonal, and it introduces
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Figure 4: Shown in (a) is a 5 terminal electrical network, which is representative of a
Z(3) subspace collection. Here the ci are real positive scaling constants: the admittance
of each element is cjzk where zk is real or complex. Figure (b) shows the batteries on the
back side of the circuit board, representing the space V , which is divided into the input
space VI , consisting of those vectors in K that are nonzero only in the batteries I1 and
I2 and the output space VO, consisting of those vectors in K that are nonzero only in the
batteries/resistors 01 and 02. Figure (c) shows a 6 terminal electrical network, and the
naturally associated subspace V represented by the batteries in Figure (d). To convert
this to a problem where the dimension of V is even we remove the battery at the top,
and accordingly reduce the dimension of both V and J by one. Figure (e) shows the
input space VI , consisting of those vectors that are nonzero only in the batteries I1 and
I2 and the output space VO, consisting of those vectors in K that are nonzero only in the
batteries/resistors 01 and 02.
superfunctions. The functions derived from superfunctions are well studied and have
widespread applications in signal processing, control theory, network synthesis and de-
sign, and in optics, acoustics and elastodynamics (usually in layered media), where they
are called a variety of names including transfer matrices, transmission matrices, transfer
functions, system functions, and network functions. In these contexts it is the function
that is studied, but people do not think of the superfunction. I thank Aaron Welters and
Mihai Putinar for drawing my attention to the connection between transfer functions
and response functions (such the effective conductivity tensor of composites).
We remark that for Z(3) orthogonal subspace collections, with U being one-dimensional,
it is still an open and intriguing question as to whether there could be a one-to-one corre-
spondence between them (assuming they are pruned as described in Section 15 and mod-
ulo trivial equivalences between subspace collections) and scalar functions Z(z1, z2, z3)
satisfying the homogeneity, Herglotz and normalization properties. The Z-problem de-
scribed the next section provides a nonlinear map from the Z(3) orthogonal subspace
collection to an associated scalar function Z(z1, z2, z3) satisfying the homogeneity, Her-
glotz and normalization properties, but the question is whether one can uniquely re-
cover the pruned subspace collection, modulo trivial equivalences, given only the function
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Z(z1, z2, z3)? The intriguing counting argument given in Section 29.2 of Milton (2002)
suggests the possibility of a one-to-one correspondence. There is a similar counting ar-
gument for nonorthogonal subspace collections given in Section 18, but in this case we
will see in an explicit example that a one-to-one correspondence does not hold.
2 Subspace collections and their associated functions
Let K be a vector space which has a decomposition into two different direct sums of
subspaces
K = E ⊕ J = V ⊕H, (2.1)
where H itself is a direct sum of n subspaces
H = P1 ⊕ P2 ⊕ · · · ⊕ Pn. (2.2)
Any vector K ∈ K has a unique decomposition into component vectors,
K = E + J = v + H, H = P1 + P2 + · · ·+ Pn, (2.3)
each in the associated subspaces:
E ∈ E , J ∈ J , v ∈ V , H ∈ H, Pi ∈ Pi for i = 1, 2, . . . , n. (2.4)
This decomposition serves to define projection operators Γ1 and Γ2 onto E and J , projec-
tion operators Π1 and Π2 onto V and H, and projection operators Λi onto the subspaces
Pi. By definition we have
E = Γ1K, J = Γ2K, v = Π1K, H = Π2K, Pi = ΛiK. (2.5)
Associated with this subspace collection is an linear operator valued function Y(z1, z2, . . . , zn)
acting on the space V , which is a homogeneous function of degree 1 of the n complex
variables z1, z2, . . . , zn. To obtain the function we take each field E1 ∈ V and look for
vectors J and E that solve the equations
E ∈ E , J ∈ J , J2 = LE2, where J2 = Π2J, E2 = Π2E, (2.6)
with E1 = Π1E, where
L =
n∑
i=1
ziΛi. (2.7)
We call this problem the Y -problem. The associated operator Y, by definition, governs
the linear relation
J1 = −YE1, where J1 = Π1J. (2.8)
A necessary condition for J1 to be uniquely defined given E1 is that
V ∩ J = 0, (2.9)
since if J and E solve (2.6) so too will J + v and E, for any v ∈ V ∩ J . The inverse
Y -problem is to solve (2.6) for each field J1 = Π1J ∈ V . A necessary condition for E1 to
be uniquely defined given J1 is that
V ∩ E = 0. (2.10)
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If v1,v2, . . . ,vm is a basis of V , then the operator Y can be represented by a matrix, the
Y -matrix, also denoted by Y with elements Yik such that
Yvk =
m∑
i=1
Yikvi. (2.11)
If m is even and V has the decomposition
V = VI ⊕ VO, (2.12)
where VI and VO have the same dimension (m/2) then we have a superfunction F s. The
superfunction is the collection of subspaces and there is a function F associated with it.
The fields E1 and J1 have the unique decomposition
E1 = E
I + EO, J1 = J
I + JO, (2.13)
with
EI ,JI ∈ VI , EO,JO ∈ VO, (2.14)
where the superscripts I and O refer to input and output respectively. We write
EI = ΠIE1, E
O = ΠOE1, J
I = ΠIJ1, J
O = ΠOJ1, (2.15)
which defines the projections ΠI and ΠO onto the input and output spaces. Now the
relation (2.8) can be written as(
JI
JO
)
=
(
YII YIO
YOI YOO
)(
EI
EO
)
, (2.16)
and manipulated into the form (
EO
JO
)
= F
(
EI
JI
)
, (2.17)
which defines the linear operator valued function
F =
(
FEE FEJ
FJE FJJ
)
=
( −(YIO)−1YII −(YIO)−1
[YOO(YIO)−1YII −YOI ] YOO(YIO)−1
)
, (2.18)
which, provided the operator YIO is nonsingular, is the function associated with the
superfunction. This relation can be inverted to yield Y in terms of F,
Y =
(
(FEJ)−1FEE −(FEJ)−1
[FJJ(FEJ)−1FEE − FJE] −FJJ(FEJ)−1
)
, (2.19)
provided the operator FEJ can be inverted. The superfunction problem is for given input
fields EI and JI to find fields E and J that solve the Y -problem (2.6) and (2.7), with
ΠIE = EI and ΠIJ = JI . It may happen that the superfunction problem has a solution
when the Y -problem does not (this happens when FEJ is singular), and conversely the
Y -problem may have a solution when the superfunction problem does not (this happens
when YIO is singular).
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Another association between subspace collections and functions comes if a vector
space H has the decomposition
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (2.20)
where E and J are not to be confused with the spaces in (2.1). Any vector H ∈ H has
a unique decomposition into component vectors,
H = u + E + J = P1 + P2 + · · ·+ Pn, (2.21)
each in the associated subspaces:
u ∈ U , E ∈ E , J ∈ J , Pi ∈ Pi for i = 1, 2, . . . , n. (2.22)
This decomposition serves to define projection operators Γ0, Γ1 and Γ2 onto U , E and
J , and projection operators Λi onto the subspaces Pi. Associated with this subspace
collection is an linear operator valued function Z(z1, z2, . . . , zn) acting on the space U ,
which is a homogeneous function of degree 1 of the n complex variables z1, z2, . . . , zn. To
obtain the function we take each vector e ∈ U and look for vectors j, J and E that solve
the equations
j ∈ U , E ∈ E , J ∈ J , j + J = L(e + E), where L =
n∑
i=1
ziΛi. (2.23)
We call this problem the Z-problem. The associated operator Z, by definition, governs
the linear relation
j = Ze. (2.24)
If u1,u2, . . . ,um is a basis of U , then the operator Z can be represented by a matrix, also
denoted by Z with elements Zik such that
Zuk =
m∑
i=1
Zikui. (2.25)
When z1 = z2 = · · · = zn = 1 (2.23) has the trivial solution
j = e, J = E = 0, (2.26)
and so we deduce that
Z(1, 1, . . . , 1) = I. (2.27)
The inverse Z-problem is to solve the equations (2.23) for each given vector j ∈ U .
3 Some simple examples
Consider a Y (n) subspace collection
K = E ⊕ J = V ⊕ P1 ⊕ P2 ⊕ · · · ⊕ Pn, (3.1)
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where E ,V ,P1,P2, . . .Pn are all one-dimensional, and J is n-dimensional. Choose, as
our basis for K, n + 1 vectors p0 ∈ V , and pi ∈ Pi, i = 1, 2, . . . n. Vectors E ∈ E and
J ∈ J can be expanded in this basis:
E =
n∑
i=0
Eipi, J =
n∑
i=0
Jipi. (3.2)
The relation Π2J = LΠ2E implies
Ji = ziE1. (3.3)
Let us suppose that E0 = 1. Then E1 and E2 are determined by the orientation of the
one-dimensional subspace E with respect to the subspaces V ,P1,P2, . . .Pn. Also since J
has codimension 1, there exist constants W0,W1, . . .Wn, determined by the orientation
of the n-dimensional subspace J with respect to the subspaces V ,P1,P2, . . .Pn such that
n∑
i=0
WiJi = 0. (3.4)
Let us suppose that W0 = 1. Then we have
J0 = −
n∑
i=1
WiJi = −
n∑
i=1
WiEizi, (3.5)
which since E0 = 1 implies J0 = −Y E0, with
Y =
n∑
i=1
αizi, where αi = WiEi. (3.6)
As the Ei and Wi are arbitrary constants, we see that Y can be any linear combination
of the zi. In particular, with W1E1 = 1 and WiEi = 0 when i 6= 1 we obtain
Y = z1. (3.7)
As a second example consider a Y (1) subspace collection
K = E ⊕ J = V ⊕ P1, (3.8)
where all the spaces E , J , V , and P1 are all two-dimensional. Choose as our basis
for K two vectors p1 and p2 in V and two vectors p3 and p4 in P1. Then since E is
two-dimensional, there generically exist constants e13, e14, e23 and e24 such that
p1 + e13p3 + e14p4 ∈ E , p2 + e23p3 + e24p4 ∈ E . (3.9)
Also since J is two-dimensional, there generically exist constants j31, j32, j41 and j42 such
that
p3 + j31p1 + j32p2 ∈ J , p4 + j41p1 + e42p2 ∈ J . (3.10)
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So the Y -problem is solved with vectors
E = p1 + e13p3 + e14p4,
E1 = p1, E2 = e13p3 + e14p4,
J2 = z1(e13p3 + e14p4),
J = z1[e13(p3 + j31p1 + j32p2) + e14(p4 + j41p1 + e42p2)],
J1 = z1[(e13j31 + e14j41)p1 + (e13j32 + e42j42)p2, (3.11)
and is also solved with vectors
E = p2 + e23p3 + e24p4,
E1 = p2, E2 = e23p3 + e24p4,
J2 = z1(e23p3 + e24p4),
J = z1[e23(p3 + j31p1 + j32p2) + e24(p4 + j41p1 + e42p2)],
J1 = z1[(e23j31 + e24j41)p1 + (e23j32 + e24j42)p2. (3.12)
From these equations in follows that Y(z1) in this basis is the 2 by 2 matrix
Y(z1) = z1A, with A =
(
a11 a12
a21 a22
)
, (3.13)
where
a11 = e13j31 + e14j41, a12 = e13j32 + e42j42,
a21 = e23j31 + e24j41, a22 = e23j32 + e24j42. (3.14)
As the coefficients e13, e14, e23, e24, j31, j32, j41 and j42 can be any complex numbers we
desire it follows that we can realize any desired complex matrix A. By taking VI to be
the one-dimensional space spanned by p1 and taking VO to be the one-dimensional space
spanned by p2 we obtain a superfunction Y
S where the associated function takes the
form
F(z1) =
(
b11 b12/z1
b21z1 b22
)
, (3.15)
in which the parameters b11, b12, b21 and b22 can be any complex numbers we choose.
As a third example consider a Z(2) subspace collection
H = U ⊕ E ⊕ J = P1 ⊕ P2, (3.16)
where the subspaces U , E ,J and P2 are all one-dimensional, while P1 is two-dimensional.
Choose, as our basis for H, 3 vectors U0 ∈ U , E0 ∈ E and J0 ∈ J , and take a vector P
as a basis for P2. The coefficients PU , PE and PJ in the expansion
P = PUU0 + PEE0 + PJJ0 (3.17)
determine the orientation of P2 with respect to the subspaces U , E and J . In the basis
U0, E0, and J0 the equations
e + E = Q + αP, j + J = z1Q + z2αP, (3.18)
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with
e, j ∈ U , E ∈ E , J ∈ J , Q ∈ P1, (3.19)
take the form  eE
0
 =
QUQE
QJ
+ α
PUPE
PJ
 ,
j0
J
 = z1
QUQE
QJ
+ z2α
PUPE
PJ
 , (3.20)
and since Q ∈ P1 there exist constants WU , WE and WJ , which determine the orientation
of P1 with respect to U , E and J , such that
WUQU +WEQE +WJQJ = 0. (3.21)
Hence we obtain the equations
WUe+WEE = α(WUPU +WEPE +WJPJ) ≡ αW ·P,
0 = z1(E − αPE) + z2αPE,
j = z1(e− αPU) + z2αPU . (3.22)
Eliminating E and α from these equations gives j = Ze, with
Z = z1 +
(z2 − z1)WUPU
W ·P +WEPE(z2 − z1)/z1 . (3.23)
In particular if the subspaces are oriented so that
W ·P = WEPE = −WUPU , (3.24)
then (3.23) gives
Z = z21/z2, (3.25)
which with z2 = 1 produces the function z
2
1 and with z1 = 1 produces the function 1/z2.
Also, with WEPE = 0 we obtain
Z = z1 +
(z2 − z1)WUPU
W ·P , (3.26)
which is a “weighted average” of z1 and z2, Z = w1z1 + w2z2 with “weights” w1 and w2
that sum to 1 but which are not necessarily positive, nor even real.
4 Formulas for the associated functions
Following Section 12.8 of Milton (2002) a formula for the effective tensor Z results by
applying the operator Γ0 + Γ2 (which projects on the space U ⊕ J ) to both sides of the
constitutive law e + E = L−1(j + J). Solving the resulting equation,
e = (Γ0 + Γ2)L
−1(Γ0 + Γ2)(j + J), (4.1)
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for j + J gives
j + J = [(Γ0 + Γ2)L
−1(Γ0 + Γ2)]−1e, (4.2)
where the last inverse is to be taken on the subspace U ⊕ J . By applying Γ0 to both
sides of this equation we see that
Z = Γ0[(Γ0 + Γ2)L
−1(Γ0 + Γ2)]−1Γ0, (4.3)
which is the result given in (12.59) of Milton (2002).
Another formula for Z follows from noting that for any arbitrary constant z0 6= 0,
[z0I− Γ1(L− z0I)](e + E) = z0e + z0E− Γ1J− z0Γ1E = z0e. (4.4)
Solving this for e + E gives
e + E = z0[z0I− Γ1(L− z0I)]−1e, (4.5)
and applying Γ0L to both sides yields
j = z0Γ0L[z0I− Γ1(L− z0I)]−1e. (4.6)
Thus we have a formula for the Z operator,
Z = z0Γ0L[z0I−Γ1(L− z0I)]−1Γ0 = z0Γ0 + z0Γ0(L− z0I)[z0I−Γ1(L− z0I)]−1Γ0, (4.7)
where we have used the identity
Γ0 = z0Γ0[z0I− Γ1(L− z0I)]−1Γ0, (4.8)
obtained by applying Γ0 to both sides of (4.5). This formula (4.7) is a special case of the
formula (12.60) given in Milton (2002), and is well known in different contexts (Kro¨ner
1977).
To obtain a formula for Y notice that (2.6) and (2.8) imply that
0 = Γ2E
′ = Γ2E1 + Γ2E2 = Γ2E1 + Γ2L−1Π2Γ2J′, (4.9)
where the inverse of L is to be taken on the subspace H. Solving for J′ gives
J′ = −(Γ2L−1Π2Γ2)−1Γ2E1, (4.10)
where the inverse is to be taken on the subspace J . Then by applying Π1 to both sides
of this equation and equating Π1J
′ = J1 with −YE1 we obtain the desired formula
Y = Π1Γ2(Γ2L
−1Π2Γ2)−1Γ2Π1, (4.11)
for Y, as given in formula (19.29) of Milton (2002).
Another formula for Y is obtained by taking an arbitrary constant z0 6= 0, and
defining
P′ = J′ − z0E′. (4.12)
Applying Γ1 to both sides of (4.12) gives
Γ1P
′ = −z0E′ = −z0(E1 + E2), (4.13)
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and applying Π2 to both sides of (4.13) gives
Π2P
′ = J2 − z0E2 = (L− z0I)E2. (4.14)
Combining these results we see that P′ satisfies
[Γ1 + z0(L− z0I)−1Π1]P′ = −z0E1. (4.15)
Assuming that the operator [Γ1 + z0(L− z0I)−1Π1] is nonsingular this gives
P′ = −z0[Γ1 + z0(L− z0I)−1Π1]−1E1. (4.16)
Applying Π1 = I−Π2 to both sides yields
J1 − z0E1 = −(Y + z0I)E1 = −z0Γ1[Γ1 + z0(L− z0I)−1Π1]−1E1 (4.17)
As this holds for all E1 ∈ V we obtain the formula
Y = −z0Π1 + z0Γ1[Γ1 + z0(L− z0I)−1Π1]−1Π1 (4.18)
which is a special case of the formula (19.37) obtained in Section 19.5 of Milton (2002).
5 Multiplying superfunctions
Multiplying superfunctions is similar the way electrical circuits, each with 2m terminal
can be combined. An example is shown in Figure 5.
Suppose we have two superfunctions, (F s)′ and (F s)′′:
K′ = E ′ ⊕ J ′ = (VI)′ ⊕ (VO)′ ⊕H′ with H′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′j,
K′′ = E ′′ ⊕ J ′′ = (VI)′′ ⊕ (VO)′′ ⊕H′′ with H′′ = P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′k , (5.1)
where the spaces (VI)′, (VO)′, (VI)′′, (VO)′′ all have the same dimension m. To take their
product one needs to first find two nonsingular linear operators ME and MJ which map
(VO)′ to (VI)′′. The resulting product superfunction
F s = (F s)′ ×M (F s)′′, (5.2)
is the subspace collection
K = E ⊕ J = (VI)′ ⊕ (VO)′′ ⊕H, (5.3)
where
H = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′j ⊕ P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′′k , (5.4)
and the operator L acting on H is
L =
j∑
i=1
z′iΛ
′
i +
k∑
`=1
z′′`Λ
′′
` , (5.5)
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Figure 5: Multiplying superfunctions is like hooking networks, with an equal number
of input and output terminals, together in series. Shown in (a) and (b) are 6 terminal
electrical networks, each (along with their respective tree-like battery configurations on
the opposite side of the circuit board that are not shown here) represent a superfunction
as the terminals have been divided into input terminals (I ′1, I
′
2, and I
′
3 for the circuit
(a), and I ′′1 , I
′′
2 , and I
′′
3 for the circuit (b)) and output terminals (O
′
1, O
′
2, and O
′
3 for
the circuit (a), and O′′1 , O
′′
2 , and O
′′
3 for the circuit (b)). The product superfunction is
the 6 terminal electrical network (along with its tree-like battery configurations on the
opposite side of the circuit board ) shown in (c). Note there is some flexibility in how one
multiplies superfunctions: instead of connecting the terminals O′i with I
′′
i for i = 1, 2, 3,
one could for example, connect O′1,O
′
2, and O
′
3 with any permutation of I
′′
1 , I
′′
2 and I
′′
3 .
This is why, when taking a product, one needs to specify the maps (ME and MJ) one is
using between the output space of one superfunction, and the input space of the second
superfunction by which one is multiplying it.
in which Λ′i and Λ
′′
` are the projections onto P ′i and P ′′` . A vector E is in E if and only
if we can find vectors
E′ = (EI)′ + (EO)′ + E′2 ∈ E ′,
E′′ = (EI)′′ + (EO)′′ + E′′2 ∈ E ′′, (5.6)
such that
(EI)′′ = ME(EO)′, E = (EI)′ + (EO)′′ + E′2 + E
′′
2, (5.7)
with
(EI)′ ∈ (VI)′, (EO)′ ∈ (VO)′, E′2 ∈ H′, (EI)′′ ∈ (VI)′′, (EO)′′ ∈ (VO)′′, E′′2 ∈ H′′.
(5.8)
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A vector J is in J if and only if we can find vectors
J′ = (JI)′ + (JO)′ + J′2 ∈ J ′,
J′′ = (JI)′′ + (JO)′′ + J′′2 ∈ J ′′, (5.9)
such that
(JI)′′ = MJ(JO)′, J = (JI)′ + (JO)′′ + J′2 + J
′′
2, (5.10)
with
(JI)′ ∈ (VI)′, (JO)′ ∈ (VO)′, J′2 ∈ H′, (JI)′′ ∈ (VI)′′, (JO)′′ ∈ (VO)′′, J′′2 ∈ H′′.
(5.11)
To ensure that the two spaces E and J are independent we need to make the technical
assumption that ME and MJ are chosen so that the operator A mapping (VO)′ to (VI)′′,
defined by
A = ME(ΠO)′Γ′1 − (ΠI)′′Γ′′1[ME(ΠO)′Γ′1 + MJ(ΠO)′Γ′2], (5.12)
is nonsingular (i.e. the null–space of the operator contains only the zero vector). Our
aim is to show that if A is nonsingular and
E = (EI)′+(EO)′′+E′2+E
′′
2 = J = (J
I)′+(JO)′′+J′2+J
′′
2, with E ∈ E , J ∈ J (5.13)
then E = J = 0. First note that by resolving (5.13) into components in the spaces (VI)′,
(VI)′′, H′, and H′′ we obtain
(EI)′ = (JI)′, (EO)′′ = (JO)′′, E′2 = J
′
2, E
′′
2 = J
′′
2. (5.14)
Also since E ∈ E and J ∈ J there exist vectors (EO)′, (JO)′ ∈ (VO)′ and (EI)′′, (JI)′′ ∈
(VI)′′ such that (5.6) and (5.9) hold. Since E ′ ∩ J ′ = {0} and E ′′ ∩ J ′′ = {0} it follows
that
P ≡ (EO)′ − (JO)′ = E′ − J′ 6= 0 or E′ = J′ = 0, (5.15)
and
Q ≡ (EI)′′ − (JI)′′ = E′′ − J′′ 6= 0 or E′′ = J′′ = 0. (5.16)
Now we have
(ΠO)′Γ′1P = (Π
O)′E′ = (EO)′, (ΠO)′Γ′2P = −(ΠO)′J′ = −(JO)′
(ΠI)′′Γ′′1Q = (Π
I)′′E′′ = (EI)′′, (ΠI)′′Γ′′2Q = −(ΠI)′′J′′ = −(JI)′′. (5.17)
Since (EI)′′ = ME(EO)′ and (JI)′′ = MJ(JO)′ we get from the first pair of equations in
(5.17) the result that
(EI)′′ = ME(ΠO)′Γ′1P, (J
I)′′ = −MJ(ΠO)′Γ′2P, (5.18)
which implies
Q = [ME(ΠO)′Γ′1 + M
J(ΠO)′Γ′2]P. (5.19)
Substituting this back in the second pair of equations in (5.17), and using (5.18), gives
(ΠI)′′Γ′′1[M
E(ΠO)′Γ′1 + M
J(ΠO)′Γ′2]P = M
E(ΠO)′Γ′1P
(ΠI)′′Γ′′2[M
E(ΠO)′Γ′1 + M
J(ΠO)′Γ′2]P = M
J(ΠO)′Γ′2P. (5.20)
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These two equations are not independent since by adding them we obtain
[ME(ΠO)′Γ′1 + M
J(ΠO)′Γ′2]P = M
E(ΠO)′Γ′1P + M
J(ΠO)′Γ′2P (5.21)
which is obviously satisfied. Also the first equation in (5.20) says P is in the null space
of A, which by our assumption implies P = 0. Then (5.19) implies Q = 0 and this rules
out the first possibilities in (5.15) and (5.16), implying E′ = J′ = 0 and E′′ = J′′ = 0.
We conclude that E = J = 0.
To check that the space E ⊕ J spans (VI)′ ⊕ (VO)′′ ⊕ H , we just need to count
dimensions. The dimension of the space on the right is 2m+dim(H). The dimension of
E according to (5.6) is dim(E ′)+dim(E ′′) less m because of the m constraints (EI)′′ =
ME(EO)′. Similarly the dimension of J is dim(J ′)+dim(J ′′)-m. Adding these up, we
get the dimension of E ⊕J is dimK′+dimK′′-2m=2m+dim(H′)+dim(H′)=2m+dim(H).
Let F′ and F′ be the functions associated with the superfunctions (F s)′ and (F s)′′.
Given operators
L′ =
j∑
i=1
z′iΛ
′
i, L
′′ =
k∑
i=1
z′′i Λ
′′
i , (5.22)
where Λ′i projects onto P ′i and Λ′′i projects onto P ′′i , and given input fields (EI)′ and
(JI)′ we can calculate (
(EO)′
(JO)′
)
= F′
(
(EI)′
(JI)′
)
,
(EI)′ = ME(EO)′′, (JI)′ = MJ(JO)′′,(
(EO)′′
(JO)′′
)
= F′′
(
(EI)′′
(JI)′′
)
. (5.23)
From the knowledge of (EO)′ and (EI)′, and of (EO)′′ and (EI)′′, we can calculate the
fields E′, E′′, J′, and J′′ of the form (5.6) and (5.9) solving the Y ′ problem and the Y ′′
problem:
E′ ∈ E ′, J′ ∈ J ′, J′1 = L′E′1,
E′′ ∈ E ′′, J′′ ∈ J ′′, J′′1 = L′′E′′1. (5.24)
Then the fields E and J given by (5.7) and (5.10) solve the Y problem in the space K,
and the function associated to the superfunction F s is given by the product rule
F = F′
(
ME 0
0 MJ
)
F′′. (5.25)
Let us choose a basis (vI1)
′′, (vI2)
′′, . . . (vIm)
′′ for (VI)′′, choose a basis (vO1 )′′, (vO2 )′′, . . . (vOm)′′
for (VO)′′, take ME(vO1 )′′,ME(vO2 )′′, . . .ME(vOm)′′ as our basis for (VI)′, and choose a ba-
sis (vO1 )
′, (vO2 )
′, . . . (vOm)
′ for (VO)′. Then the operator ME is represented as the identity
matrix in the basis. Let us also choose the operator MJ so it is represented by minus
the identity matrix in this basis. Then in this basis the relation (5.25) takes the form
F = F′
(
I 0
0 −I
)
F′′. (5.26)
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Note that we could have avoided this slightly awkward multiplication rule if we had
replaced the definition (2.17) of the associated function by(
EO
−JO
)
= F
(
EI
JI
)
. (5.27)
Then the multiplication rule (with this choice of ME and MJ) would have become simply
F = F′F′′. We chose not to do this in the interest of preserving the symmetric roles of
the spaces E and J in the definition of the function associated with the superfunction.
In passing, let us suppose there is an inner product on the vector spacesK′ andK”, and
that the sets of spaces {E ′,J ′}, {(VI)′, (VO)′,P ′1,P ′2, . . . ,P ′j}, {E ′′,J ′′}, {(VI)′′, (VO)′′,P ′′1 ,P ′′2 , . . . ,P ′′k}
all contain mutually orthogonal spaces. For any two fields
P = PI + PO + P′ + P′′, Q = QI + QO + Q′ + Q′′, (5.28)
in the vector space K, with
PI ,QI ∈ (VI)′, PO,QO ∈ (VO)′′, P′,Q′ ∈ H′, P′′,Q′′ ∈ H′′, (5.29)
let us define the inner product of them to be
(P,Q) = (PI ,QI)′ + (PO,QO)′′ + (P′,Q′)′ + (P′′,Q′′)′′, (5.30)
in which ( , )′ and ( , )′′ denote the inner product on the spaces K′ and K′′ respectively. It
is immediately clear from this definition that the subspaces (VI)′, (VO)′′, P ′1, P ′2, . . .,P ′j,
P ′′1 , P ′′2 , . . ., P ′′k are mutually orthogonal in the new superfunction. Now take a field
E ∈ E and J ∈ J . By the definition of these subspaces there must exist fields E′ ∈ E ′
and E′′ ∈ E ′′ such that (5.6) to (5.8) hold, and fields J′ ∈ J ′, J′′ ∈ J ′′ such that (5.9) to
(5.11) hold. Consequently we have
(J,E) = (J′ + J′′ − (JO)′ − (JI)′′,E′ + E′′ − (EO)′ − (EI)′′)
= ((JO)′, (EO)′)′ + ((JI)′′, (EI)′′)′′ − (J′, (EO)′)′ − (J′′, (EI)′′)′′ − ((JO)′,E′)′ − ((JI)′′,E′′)′′
= −((JO)′, (EO)′)′ − ((JI)′′, (EI)′′)′′
= −((JO)′, (EO)′)′ − (MJ(JO)′,ME(EO)′)′′
= −((JO)′, (EO)′)′ − ((ME)†MJ(JO)′, (EO)′)′, (5.31)
in which (ME)† is the adjoint of ME. So we see that the spaces J and E will be
orthogonal if we choose
(ME)†MJ = −I. (5.32)
Note that the orthogonality of the spaces J and E immediately implies that they have
no nonzero vector in their intersection.
In the case of nonorthogonal subspace collections, we are free to choose the maps
ME and MJ that map (VO)′ to (VI)′′, so long as they and the map A are nonsingular.
However, in view of (5.32), it would be quite natural to restrict our definition of multipli-
cation by requiring that MJ = −ME, i.e. one can pick a nonsingular map M mapping
(VO)′ to (VI)′′ and set
ME = M, MJ = −M. (5.33)
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With this choice, subtracting the equations in (5.20) gives
(ΠI)′′(Γ′′1 − Γ′′2)M(ΠO)′(Γ′1 − Γ′2)P = MP (5.34)
Returning to the case where the subspaces are orthogonal, (5.32) is satisfied if MM† =
−I. An alternative way to see that J and E have no nonzero vector in their intersection
is as follows. Choose an orthonormal basis (vO1 )
′, (vO2 )
′, . . . (vOm)
′ for (VO)′ and take
ME = −MJ as a map such that ME(vO1 )′,ME(vO2 )′, . . .ME(vOm)′ form an orthonormal
basis for (VI)′′. Then the operator ME is represented as the identity matrix in the basis,
andMJ is represented by −I. Now, recalling the definition of the norm |Q| = (Q,Q)1/2
of a vector Q recall that the action of the operators (ΠO)′, (ΠI)′′ cannot increase the
norm of a vector, while Γ′1 − Γ′2 and Γ′′1 − Γ′′2 preserve the norm (as can be seen if we
take a basis where these are diagonal). Hence (5.34) can be satisfied only when there is
a P ∈ (VO)′ such that
(Γ′1 − Γ′2)P ∈ (VO)′ (Γ′′1 − Γ′′2)MP ∈ (VI)′′. (5.35)
Then as Γ′1 + Γ
′
2 = I and Γ
′′
1 + Γ
′′
2 = I we obtain
(Γ′1 + Γ
′
2)P ∈ (VO)′ (Γ′′1 + Γ′′2)MP ∈ (VI)′′. (5.36)
Adding and substracting (5.35) and (5.36) then implies
Γ′1P ∈ (VO)′, Γ′2P ∈ (VO)′, Γ′′1P ∈ (VI)′′, Γ′′2P ∈ (VI)′′ (5.37)
which is excluded by our assumption that V ′ has no vector in common with E ′ or J ′ and
that V ′′ has no vector in common with E ′′ or J ′′.
6 Multiplicative identity superfunctions
Suppose we are given nonsingular maps ME and MJ which map the m-dimensional space
(VO)′ to the m-dimensional space (VI)′′. Let K′′ denote the 2m-dimensional space
K′′ = (VO)′ ⊕ (VI)′′. (6.1)
Within this space define E ′′ as the subspace consisting of all vectors of the form E =
v + (ME)−1v with v ∈ (VI)′′ and define J ′′ as the subspace consisting of all vectors of
the form J = w +(MJ)−1w with w ∈ (VI)′′. If these subspaces have a vector in common
then
v + (ME)−1v = w + (MJ)−1w, i.e., v −w = (MJ)−1w − (ME)−1v. (6.2)
In this last equation the fields on the left and on the right lie respectively in (VI)′′ and
(VO)′. As the intersection of these subspaces consists of only the zero vector, we conclude
that both sides must be zero, i.e. w = v and
u ≡= (ME)−1v = (MJ)−1v (6.3)
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Thus, MEu = v = Mju and if we assume that MJ −ME is nonsingular, then 0 =
u = v = w. So under this assumption the subspaces have only the zero vector in their
intersection. Then, since they each have dimension m we conclude that
K′′ = (VO)′ ⊕ (VI)′′ = E ′′ ⊕ J ′′, (6.4)
which defines a superfunction (F s)′′ in which H is empty.
We now look at the associated superfunction problem. As the space H is empty, if
we are given vectors EI and JI in the input space (VI)′′ the superfunction problem then
consists of finding vectors EO and JO in the output space (VO)′ such that
EI + EO ∈ E ′′, JI + JO ∈ J ′′. (6.5)
From our definition of the subspaces E ′′ and J ′′ we immediately see that the superfunction
problem is solved with fields
E0 = (ME)−1EI , J0 = (MJ)−1JI , (6.6)
implying, through (2.17), that the associated function is
F′′ =
(
(ME)−1 0
0 MJ
−1
)
. (6.7)
So if we take another superfunction (F s)′ and multiply it by this superfunction (F s)′′,
the product rule (5.25) implies that the resulting superfunction F s has the associated
function
F = F′. (6.8)
We conclude that this superfunction (F s)′′ is the multiplicative identity, when multipli-
cation is defined with the maps ME and MJ .
7 Addition of Y -subspace collections and embeddings
Adding superfunctions is similar the way electrical circuits, each with n terminals can be
combined. An example is shown in Figure 6.
Suppose we have Y (j) and Y (k) subspace collections:
K′ = E ′ ⊕ J ′ = V ′ ⊕H′ with H′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′j,
K′′ = E ′′ ⊕ J ′′ = V ′′ ⊕H′′ with H′′ = P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′k , (7.1)
where the spaces V ′ and V ′′ have the same dimension n. To define the sum of the
subspace collections we need to introduce another n-dimensional space V and nonsingular
operators S′ and S′′ which respectively map V ′ and V ′′ to V . Then the sum of the subspace
collections
K = K′ +{S′,S′′} K′′ (7.2)
is the subspace collection
K = E ⊕ J = V ⊕H, (7.3)
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Figure 6: Adding Y -subspace collections is like hooking networks together in parallel.
The 4 terminal networks in (a) and (b), each representing (along with their respective
tree-like battery configurations on the opposite side of the circuit board that are not
shown here) Y (3) and Y (2) subspace collections, are added together to form the 4 ter-
minal network in (c) which is a Y (4) subspace collection. Note that the circuit in (b)
is really only a 3 terminal network, so it has been embedded in a 4 terminal network
(with no electrical connections to the 4th terminal). Also note there is some flexibility in
how one adds together these subspace collections: we connected the terminals A′, B′, C ′,
and D′, to respectively the terminals A′′, B′′, C ′′, and D′′, but we could have connected
them to any permutation of these terminals. This flexibility is reflected in the need to
introduce nonsingular operators S′ and S′′ which respectively map V ′ and V ′′ to V , before
addition can defined.
where
H = H′ ⊕H′′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′j ⊕ P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′k . (7.4)
Here a field E = E1 + E2, with E1 ∈ V and E2 ∈ H, is in E if and only if there exist
fields
E′ = E′1 + E
′
2 ∈ E ′, E′′ = E′′1 + E′′2 ∈ E ′′, (7.5)
with
E′1 ∈ V ′, E′2 ∈ H′, E′′1 ∈ V ′′, E′′2 ∈ H′′, (7.6)
such that
S′E′1 = S
′′E′′1 = E1. (7.7)
Also a field J = J1 + J2, with J1 ∈ V and J2 ∈ H, is in J if and only if there exist fields
J′ = J′1 + J
′
2 ∈ E ′, J′′ = J′′1 + J′′2 ∈ E ′′, (7.8)
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with
J′1 ∈ V ′, J′2 ∈ H′, J′′1 ∈ V ′′, J′′2 ∈ H′′, (7.9)
such that
S′J′1 + S
′′J′′1 = J1. (7.10)
So given E1 ∈ V , we let E′1 = (S′)−1E and E′′1 = (S′′)−1E1, and we solve the Y -problem in
each of the two subspace collections Y (j) and Y (k), finding fields satisfying (7.5), (7.6),
(7.8), and (7.9) with
J′2 = L
′E2, J′′2 = L
′′E′′2, (7.11)
where
L′ =
j∑
i=1
z′iΛ
′
i, L
′′ =
k∑
i=1
z′′i Λ
′′
i , (7.12)
and Λ′i projects onto P ′i while Λ′′i projects onto P ′′i . Hence we have
J2 = J
′
2 + J
′′
2 = L(E
′
2 + E
′′
2), with L = L
′ + L′′. (7.13)
Then (7.10) implies
J1 = S
′J′1 + S
′′J′′1 = S
′Y′E′1 + S
′′Y′′E′′1 = YE1, (7.14)
where
Y = S′Y′(S′)−1 + S′′Y′′(S′′)−1. (7.15)
If we have a basis v1,v2, . . . ,vn for V , then it is natural to take (S′)−1v1, (S′)−1v2, . . .,
(S′)−1vn as a basis for V ′, and to take (S′′)−1v1, (S′′)−1v2, . . ., (S′′)−1vn as a basis for V ′′.
Then the operators S′ and S′′ are represented by identity matrices, and in these bases
(7.15) becomes Y = Y′ + Y′′.
In the case where either or both of the subspaces V ′ and V ′′ have dimension less than
the dimension n of the subspace V we can first do an embedding. For example suppose
V ′ has dimension n′ < n. Then let W ′ be a space of dimension n − n′. Construct the
subspace collection
K˜′ = E˜ ′ ⊕ J ′ = V˜ ′ ⊕H′, (7.16)
where
V˜ ′ = V ′ ⊕W ′, E˜ ′ = E ′ ⊕W ′. (7.17)
Then given a field E˜′1 ∈ V˜ ′ we can express it as a sum E′1 + W′ with E′1 ∈ V ′ and
W′ ∈ W ′. We write E′1 = ΨE˜′1 where Ψ is the projection onto V ′. Given this E′1 and
solving the Y -problem associated with K′ we obtain fields E′ and J′ satisfying
E′ = E′1 + E
′
2 ∈ E ′, E′1 ∈ V ′, E′2 ∈ H′,
J′ = J′1 + J
′
2 ∈ J ′, J′1 ∈ V ′, J′2 = LE2 ∈ H. (7.18)
It follows that the Y -problem in the space K˜′ is solved with fields
E˜′ = W + E′ = W + E′1 + E
′
2, and J
′ = J′1 + J
′
2 with J
′
2 = LE2, (7.19)
implying that
J′1 = −YE′1 = −YΨE˜′1. (7.20)
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We conclude that the new Y -problem has an operator Y˜ = YΨ, i.e. its range is not
the whole space V˜ ′ but only at most the subspace V ′. After making such embeddings to
ensure that V ′ and V ′′ (or rather V˜ ′ and V˜ ′′ have the same dimension as the dimension n
of the subspace V , we are then free to add them.
The additive zero is easy to find. Let us consider the degenerate subspace collection
K′′ = E ′′ = V ′′ (7.21)
Clearly H′′ contains only the zero vector, and we are forced to choose L′′ = 0. Given
E1 ∈ V ′′. The Y -problem is solved with vectors
E′′ = E1, E1 = J1 = J2 = J = 0. (7.22)
Implying the associated Y -operator Y is zero: thus the subspace collection (7.21) is the
additive zero. Note that this subspace collection does not satisfy the property E ′′⋂V ′′ = 0
which is needed for the inverse of Y to exist, which is not surprising since Y = 0 has no
inverse.
Now suppose we have a subspace collection
K′ = E ′ ⊕ J ′ = V ′ ⊕H′ with H′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′j, (7.23)
with associated operator Y′(z′1, z
′
2, . . . , z
′
n) when
L′ =
j∑
i=1
z′iΛ
′
i. (7.24)
It is clear that if we replace L′ by
L′ = −
j∑
i=1
z′iΛ
′
i, (7.25)
then the solution to the Y -problem will give the Y-operator
Y(−z′1,−z′2, . . . ,−z′n) = −Y(z′1, z′2, . . . , z′n), (7.26)
where to obtain this last identity we have used the homogeneity of the function. Since
adding (7.26) to the associated operator Y′(z′1, z
′
2, . . . , z
′
n) we started with gives zero, it
is tempting to conclude that we have found the additive inverse. However the function
(7.26) is not the Y-operator valued function of z′1, z
′
2, . . . , z
′
n associated with the subspace
collection (7.23), whose definition does not allow us to choose L′ of the form (7.25). This
is made more clear in the case where we have an orthogonal subspace collection since then
the imaginary part of (V,Y(z′1, z
′
2, . . . , z
′
n)V) is generally positive when z
′
1, z
′
2, . . . , z
′
n all
have positive imaginary parts, and −Y(z′1, z′2, . . . , z′n) then does not share this Herglotz
property. So the additive inverse of an orthogonal subspace collection should typically
not be an orthogonal subspace collection. We will find the proper additive inverse in
section 12.
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Figure 7: Substitution of Y - and Z-subspace collections is like replacing all resistors of
one type by a compound network. If one takes a subspace collection, as, for example,
represented by the 4-terminal network in (a) and replaces z1 by the network in (b), where
k1 + (1/k2 + 1/k3)
−1 = 1, to ensure this replacement does effect the resistance when
z1 = z4 = z5 = 1, one obtains the subspace collection as represented by the 4-terminal
network in (c).
8 Substitution of subspace collections
Another familiar operation that we can do with rational functions is to make substitu-
tions. Substitution of one subspace collection in another is similar to the way it can be
done in electrical circuits. An example is shown in figure 7. Thus if Y(z1, z2, . . . , zn) is
a m × m matrix-valued homogeneous function of degree one and Z ′(z′1, z′2, . . . , z′p) is a
scalar-valued function, say normalized with
Z ′(1, 1, . . . , 1) = 1, (8.1)
then
Y′′(z′1, z
′
2, . . . , z
′
p, z2, . . . , zn) = Y(Z(z
′
1, z
′
2, . . . , z
′
p), z2, . . . , zn) (8.2)
will be another m×m matrix-valued homogeneous function of degree one. What is the
analogous operation on subspace collections? It is natural to expect there should be one,
just as in a network of n types of resistors one can replace each resistor of type 1 with a
network of p other resistors.
Extending the treatment given in Section 29.1 of Milton (2002) let us suppose that
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we are given a Y (n)-subspace collection
K = E ⊕ J = V ⊕ P1 ⊕ P2 ⊕ · · · ⊕ Pn, (8.3)
and a (3, p)-subspace collection
H′ = U ′ ⊕ E ′ ⊕ J ′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′p, (8.4)
in which V ism-dimensional and U ′ is one-dimensional. Let Y(z1, z2, . . . , zn) and Z ′(z′1, z′2, . . . , z′p)
denote the functions associated with these subspace collections. We take as our new
(2, n+ p)-subspace collection,
K′′ = E ′′ ⊕ J ′′ = V ′′ ⊕ P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′n, (8.5)
where
E ′′ = (E ⊗ U ′)⊕ (P1 ⊗ E ′), J ′′ = (J ⊗ U ′)⊕ (P1 ⊗ J ′), (8.6)
and
V ′′ = V ⊗ U ′,
P ′′i = P1 ⊗ P ′i for 1 ≤ i ≤ p,
= Pi+1−p ⊗ U ′ for p+ 1 ≤ i ≤ n+ p− 1. (8.7)
in which ⊗ denotes the operation of taking the tensor product of two subspaces. Vectors
in the space
K′′ = E ′′ ⊕ J ′′ = (K ⊗ U ′)⊕ (P1 ⊗ (E ′ ⊕ J ′)) (8.8)
spanned by these subspaces are represented as a pair [P, u′] added to a linear combination
of pairs of the form [P1, P
′], where P ∈ K, u′ ∈ U ′, P1 ∈ P1, and P′ ∈ E ′ ⊕ J ′.
Now define
H = P1 ⊕ P2 ⊕ · · · ⊕ Pn,
H′′ = P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′n, (8.9)
and suppose that we are given solutions to the equations
J2 =
n∑
i=1
ziΛiE2 with E1 + E2 ∈ E , J1 + J2 ∈ J , E1,J1 ∈ V , E2,J2 ∈ H,
j′ + J′ =
n∑
j=1
z′jΛ
′
j(e
′ + E′) with e′, j′ ∈ U ′, E′ ∈ E ′, J′ ∈ J ′,
(8.10)
where
z1 = Z(z
′
1, z
′
2, . . . , z
′
p), (8.11)
while Λi and Λ
′
j are the projections onto Pi and P ′j. Let us introduce
Pi = ΛiE2, P
′
j = Λ
′
j(e
′ + E′), (8.12)
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and set
z′′i = z
′
i for 1 ≤ i ≤ p,
= zi+1−p for p+ 1 ≤ i ≤ n+ p− 1. (8.13)
Then, in the new subspace collection, the vectors
E′′1 = [E1, e
′] ∈ V ′′, E′′2 = [E2, e′] + [P1, E′],
J′′1 = [J1, e
′] ∈ V ′′, J′′2 = [J2, e′] + [P1, J′] (8.14)
satisfy
E′′1 + E
′′
2 ∈ E ′′, J′′1 + J′′2 ∈ J ′′. (8.15)
Additionally, we have
E′′2 = [
n∑
i=1
Pi, e
′]− [P1, e′] + [P1,
p∑
i=1
P′i] =
n+p−1∑
i=1
P′′i ∈ H′′, (8.16)
where
P′′i = [P1, P
′
i] for 1 ≤ i ≤ p,
= [Pi+1−p, e′] for p+ 1 ≤ i ≤ n+ p− 1 (8.17)
satisfies P′′i ∈ P ′′i . Similarly, and using the fact implied by (8.11) that j′ = Ze′ = z1e′,
we have
J′′2 = [
n∑
i=1
ziPi, e
′]− [P1, j′] + [P1,
p∑
i=1
z′iP
′
i] =
n+p−1∑
i=1
z′′i P
′′
i ∈ H′′. (8.18)
Given a basis v1,v2, . . . ,vm for V and a vector u′ in U ′ it is natural to take (v1,u′),(v2,u′),
. . ., (vm,u
′) as our basis for V ′′. Choosing e′ so that e′ = u′, it is evident that
Y(Z ′(z′1, z
′
2, . . . , z
′
p), z2, . . . , zn) is the matrix-valued function associated the new subspace
collection, represented in these bases.
There is a similar subspace operation corresponding to substituting the Z-function
Z ′(z′1, z
′
2, . . . , z
′
p) into another Z-function Z(z1, z2, . . . , zn) to obtain
Z′′(z′1, z
′
2, . . . , z
′
p, z2, . . . , zn) = Z(Z(z
′
1, z
′
2, . . . , z
′
p), z2, . . . , zn). (8.19)
Given a Z(n)-subspace collection
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (8.20)
and a (3, p)-subspace collection
H′ = U ′ ⊕ E ′ ⊕ J ′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′p, (8.21)
in which U is m-dimensional and U ′ is one-dimensional, we take as our new (3, n+p−1)-
subspace collection,
K′′ = U ′′ ⊕ E ′′ ⊕ J ′′ = P ′′1 ⊕ P ′′2 ⊕ · · · ⊕ P ′′n, (8.22)
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where
U ′′ = U ⊗ U ′, E ′′ = (E ⊗ U ′)⊕ (P1 ⊗ E ′), J ′′ = (J ⊗ U ′)⊕ (P1 ⊗ J ′), (8.23)
and
P ′′i = P1 ⊗ P ′i for 1 ≤ i ≤ p,
= Pi+1−p ⊗ U ′ for p+ 1 ≤ i ≤ n+ p− 1. (8.24)
Suppose that we are given solutions to the equations
j + J =
n∑
i=1
ziΛi(e + E) with e, j ∈ U , E ∈ E , J ∈ J ,
j′ + J′ =
n∑
j=1
z′jΛ
′
j(e
′ + E′) with e′, j′ ∈ U ′, E′ ∈ E ′, J′ ∈ J ′,
(8.25)
where z1 = Z(z
′
1, z
′
2, . . . , z
′
p), while Λi and Λ
′
j are the projections onto Pi and P ′j. Let us
introduce
Pi = Λi(e + E), P
′
j = Λ
′
j(e
′ + E′),
and define z′′i by (8.13), and P
′′
i ∈ P ′′i by (8.17). In the new subspace collection, the
vectors
e′′ = [e, e′] ∈ U ′′, E′′ = [E, e′] + [P1, E′] ∈ E ′′,
j′′ = [j, e′] ∈ U ′′, J′′ = [J, e′] + [P1, J′] ∈ J ′′ (8.26)
satisfy
e′′ + E′′ = [
n∑
i=1
Pi, e
′] + [P1,
p∑
j=1
P′j]− [P1, e′]
= [
n∑
i=2
Pi, e
′] + [P1,
p∑
j=1
P′j]
=
n+p−1∑
i=1
P′′i , (8.27)
and, using (8.11),
j′′ + J′′ = [
n∑
i=1
ziPi, e
′] + [P1,
p∑
j=1
z′iP
′
j]− [P1, j′]
= [
n∑
i=2
ziPi, e
′] + [P1,
p∑
j=1
z′iP
′
j]
=
n+p−1∑
i=1
z′′i P
′′
i . (8.28)
Given a basis u1,u2, . . . ,um for U and a vector u′ in U ′ it is natural to take (u1,u′),(u2,u′),
. . ., (um,u
′) as our basis for U ′′. Choosing e′ so that e′ = u′, it is evident from (8.26) that
Z(Z ′(z′1, z
′
2, . . . , z
′
p), z2, . . . , zn) is the matrix-valued function associated the new subspace
collection, represented in these bases.
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9 Some other elementary operations on subspace col-
lections
A further operation we can do on functions Y(z1, z2, . . . , zn) while retaining the homo-
geneity of degree 1 in the variables z1, z2, . . . , zn is to replace the function by [Y(1/z1, 1/z2, . . . , 1/zn)]
−1.
The analogous operation on the associated Y (n)-subspace collection is to interchange the
subspaces E and J . Similarly in a Z(n) subspace collection, interchanging the subspaces
E and J corresponds to replacing Z(z1, z2, . . . , zn) by [Z(1/z1, 1/z2, . . . , 1/zn)]−1, as noted
in Section 29.1 of Milton (2002). We call such a transformation a duality transformation.
As a consequence of the duality transformation (4.3) immediately implies the formula
Z−1 = Γ0[(Γ0 + Γ1)L(Γ0 + Γ1)]−1Γ0. (9.1)
One simple thing we can do in a function is set zj = zk: the analogous operation in a
subspace collection is to replace Pj ⊕ Pk by a single subspace.
Another elementary operation we can do on a Z(n) subspace collection is as follows.
Let U be expressed as the direct sum
U = U ′ ⊕W , (9.2)
which defines the projection Φ onto U ′. We now take as our subspace collection
H = U ′ ⊕ E ⊕ J ′ = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (9.3)
where
J ′ = J ⊕W . (9.4)
Then any solution to the Z-problem (2.23) with e ∈ U ′ immediately generates a solution
to the Z-problem associated with the subspace collection (9.3):
j′ ∈ U ′, E ∈ E , J′ ∈ J ′, j′ + J′ = L(e + E), (9.5)
where
L =
n∑
i=1
ziΛi, j
′ = Φj, J′ = J + (I−Φ)j, (9.6)
which ensures that
j + J = j′ + J′ and (I−Φ)j ∈ W . (9.7)
Hence the new subspace collection has a Z-operator
Z′ = ΦZ, (9.8)
when applied to fields in U ′.
10 Realizing any Y -matrix with elements that are
rational functions of degree 1
Given any homogeneous rational function of degree 1,
Z(z1, z2, . . . , zn) =
p(z1, z2, . . . , zn)
q(z1, z2, . . . , zn)
, (10.1)
30
satisfying the normalization Z(1, 1, . . . , 1) = 1 where p(z1, z2, . . . , zn) and q(z1, z2, . . . , zn)
are homogeneous polynomials of degree k and k − 1 respectively, where k is a positive
integer, our first goal is to find a Z(n) subspace collection
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (10.2)
where U is one-dimensional which has Z(z1, z2, . . . , zn) as its associated function. Without
loss of generality we could set zn =1, and then p(z1, z2, . . . , zn−1, 1) and q(z1, z2, . . . , zn−1, 1)
are just arbitrary polynomials of the n− 1 variables z1, z2, . . . , zn−1. Also without loss of
generality we can assume
p(1, 1, . . . , 1) = q(1, 1, . . . , 1) = 1. (10.3)
The first step is to realize Z(z1, z2, 1) = z1z2 as an associated Z-function. Note that
(3.25) implies we can realize
Z(z1, 1) = z
2
1 , (10.4)
and (3.26) implies we can realize
Z(z1, z2) = cz1 + (1− c)z2, (10.5)
for any constant c. Hence, by substitution we can realize
Z(z1, z2, 1) = 9(2z1/3 + z2/3)
2/8− (2z1 − z2)2/8 = z1z2. (10.6)
Making further substitutions, we can realize any product of the variables
Z(z1, z2, . . . , zn−1, 1) = z
a1
1 z
a2
2 . . . z
an−1
n−1 , (10.7)
where the ai are nonnegative integers. By repeated substitution in (10.5) we can realize
any linear combination of such terms with coefficients summing to 1. Thus we can realize
the polynomials p(z1, z2, . . . , zn−1, 1) and q(z1, z2, . . . , zn−1, 1).
Furthermore (3.25), with the roles of z1 and z2 interchanged, implies we can realize
Z(z1, 1) = 1/z1, (10.8)
which by substitution into (10.6) implies we can realize
Z(z1, z2, 1) = z2/z1. (10.9)
Substituting p(z1, z2, . . . , zn−1, 1) for z2 and q(z1, z2, . . . , zn−1, 1) for z1 we see we can find
a subspace collection which realizes
Z(z1, z2, . . . , zn−1, 1) =
p(z1, z2, . . . , zn−1, 1)
q(z1, z2, . . . , zn−1, 1)
(10.10)
as its associated Z-function when zn = 1. When zn is not 1, the subspace collection will
by homogeneity realize the function (10.1).
Now from (3.13) we can realize
Y(z1) =
(
a11z1 0
0 0
)
, (10.11)
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and realize
Y(z2) =
(
0 a12z2
0 0
)
. (10.12)
By substitution of subspace collections, we can realize any Y -matrix where in the above
formulae z1 and z2 are replaced by any normalized rational homogeneous functions of
degree 1 (normalized in the sense that they take the value 1 when all variables take the
value 1). Finally, by making suitable embeddings and adding subspace collections we can
realize any Y -matrix with elements that are homogeneous rational functions of degree 1:
(10.11) with the appropriate substitutions realizes each diagonal element, while (10.12)
with the appropriate substitutions realizes each off-diagonal element.
11 Extension operations on subspace collections
Let us suppose we have a Z(n) subspace collection
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (11.1)
where U is m-dimensional. Let V be another m-dimensional space, and consider the
space
K = V ⊕H. (11.2)
Suppose there is a nonsingular mapping T from U to V . Define the subspace E˜ to consist
of all vectors spanned by u + Tu as u varies in U . Define J˜ to consist of all vectors
spanned by u−Tu as u varies in U . Clearly we have
V ⊕ U = E˜ ⊕ J˜ , (11.3)
and consequently we obtain the Y (n) subspace collection
K = E ′ ⊕ J ′ = V ⊕ P1 ⊕ P2 ⊕ · · · ⊕ Pn, (11.4)
in which
E ′ = E˜ ⊕ E , J ′ = J˜ ⊕ J . (11.5)
Furthermore given vectors satisfying
j + J = L(e + E), E ∈ E , J ∈ J , e, j ∈ U , (11.6)
where
j = Ze, L =
n∑
`=1
ziΛi, (11.7)
we can set
E2 = e + E ∈ H, E1 = Te ∈ V , J2 = j + J ∈ H, J1 = −Tj. (11.8)
Then we have
E1 + E2 = Te + e + E ∈ E ′, J1 + J2 = −Tj + j + J ∈ J ′, (11.9)
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and
J1 = −YE1, with Y = TZT−1. (11.10)
Given a basis u1,u2, . . . ,um for U , with respect to which the matrix valued function
Z(z1, z2, . . . , zn) is defined, it is natural to take Tu1,Tu2, . . . ,Tum as our basis for V .
Then T is represented by the identity matrix, and the functions Z(z1, z2, . . . , zn) and
Y(z1, z2, . . . , zn) are identical. We call the subspace collection (11.4) the extension of the
subspace collection (11.1).
12 Reference transformations and additive inverses
Given the impedance network illustrated in Figure 3 we are free the change the scaling
constants ci assigned to each bond to new constants c
′
i and accordingly replace zi with
z′i = zici/c
′
i without changing the overall electrical response of the network. Analogously,
given a homogeneous rational function Y(z1, z2, . . . , zn) of degree one, an operation which
preserves the homogeneity is obviously to multiply the variables by constants to obtain
the function
Y′(z′1, z
′
2, . . . , z
′
n) = Y(d1z
′
1, d2z
′
2, . . . , dnz
′
n). (12.1)
The associated operation on the Y (n) subspace collection (E ,J ) and (V ,P1,P2, . . . ,Pn)
is found by generalizing the analysis given after (29.3) in Milton (2002) and is as follows.
Given nonzero (possibly complex) constants cEi and c
J
i , i = 1, . . . , n we introduce the
linear transformations
ψE(P) = Π1P +
n∑
i=1
cEi ΛiP, ψ
J(P) = Π1P +
n∑
i=1
cJi ΛiP, (12.2)
on fields P ∈ K, where Λ1 is the projection onto P1. These transformations leave the
subspaces V and Pi invariant. Define the spaces
E ′ = ψE(E) and J ′ = ψJ(J ). (12.3)
These will have the same dimension as E and J respectively. To see this, suppose
ψE(E) = ψE(E′) for some E,E′ ∈ E . Then ψE(E − E′) = 0 and since (12.2) implies
ψE(P) = 0 only when P = 0 we conclude that E = E′. We need to make the technical
assumption that
ψE(E) 6= ψJ(J), for all nonzero E ∈ E ,J ∈ J , (12.4)
to ensure E ′ and J ′ have no nonzero vector in common. A more insightful meaning to
the condition (12.4) is given in the next section.
Let (E ′,J ′) and (V ,P1,P2, . . . ,Pn) be our new subspace collection. Given a solution
to the equations
E ∈ E , J ∈ J , (I−Π1)J =
n∑
i=1
ziΛiE, (12.5)
in the original subspace collection, in which Π1 is the projection onto V , the fields
E′ = ψE(E) and J′ = ψJ(J) will be a solution to the equations
E′ ∈ E ′, J′ ∈ J ′, (I−Π1)J′ =
n∑
i=1
z′iΛiE
′, (12.6)
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in the new subspace collection with
z′i = zic
J
i /c
E
i . (12.7)
Since Π1E
′ = Π1E and Π1J′ = Π1J, it follows that the Y-tensor functions of the two
subspace collections are related by (12.1) where
di = c
E
i /c
J
i . (12.8)
In particular, if we choose cEi = −cJi for all i we obtain di = −1. Then using the
homogeneity of the function Y(z1, z2, . . . , zn) we see that
Y′(z′1, z
′
2, . . . , z
′
n) = Y(−z′1,−z′2, . . . ,−z′n) = −Y(z′1, z′2, . . . , z′n). (12.9)
So if to another subspace collection, with an associated function Y′′(z1, z2, . . . , zn), we
add this new subspace collection according to the prescription given in Section 7, then it
produces a subspace collection with an associated Y -function which is obtained by sub-
tracting Y(z1, z2, . . . , zn) from Y
′′(z1, z2, . . . , zn). In other words, when cEi = −cJi for all i,
the subspace collection with subspaces (E ′,J ′) and (V ,P1,P2, . . . ,Pn) is the additive in-
verse of the original subspace collection, having subspaces (E ,J ) and (V ,P1,P2, . . . ,Pn),
where (E ′,J ′) and (E ,J ) are linked by (12.3). If the technical condition (12.4) is not
satisfied it appears that the subspace collection has no arithmetic inverse.
13 Operations on subspace collections leaving the as-
sociated function invariant
Note from (12.8) that if we choose cJi = c
E
i for all i then the associated function remains
invariant. More generally, if we are interested in leaving the associated function invariant,
we could take
E ′ = CE , J ′ = CJ , V ′ = CV , H′ = CH, P ′i = CPi, (13.1)
where C is a nonsingular linear operator which maps K to itself. Then the fields E′ = CE
and J′ = CJ will be a solution to the equations
E′ ∈ E ′, J′ ∈ J ′, (I−Π′1)J′ =
n∑
i=1
ziΛ
′
iE
′, (13.2)
where
Π′1 = CΠ1C
−1, Λ′i = CΛiC
−1 (13.3)
are the projections onto V ′ and P ′i. If v1,v2, . . .vm is a basis for V then setting v′i = Cvi
we can take v′1,v
′
2,. . .,v
′
m as a basis for V ′. Since multiplying by C is a linear operation
the coefficients in the expansions
Π′1E
′ =
m∑
i=1
E ′iu
′
i, Π1E =
m∑
i=1
Eiui, Π
′
1J
′ =
m∑
i=1
J ′iu
′
i, Π1J =
m∑
i=1
Jiui (13.4)
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can be equated:
E ′i = Ei, J
′
i = Ji, (13.5)
and as a consequence the same matrix Y whose coefficients govern the relation
Ji =
k∑
i=1
YikEk, (13.6)
also govern the relation
J ′i =
k∑
i=1
YikE
′
k. (13.7)
Due to this equivalence it suffices in the preceeding section to limit attention to the
transformations (12.2) having cJi = 1 for all i: it is only the ratio di = c
E
i /c
J
i that has
any real significance. Then ψJ(P) = P, and the technical condition (12.4) is violated
only when there are nonzero vectors E ∈ E and J ∈ J such that
E = E1 + E2, J + J1 + J2, E1 = J1 ∈ V , J2 = LE2 ∈ H, with L =
n∑
i=1
cEi Λi.
(13.8)
Thus either Y(cE1 , c
E
2 , . . . , c
E
n ) has an eigenvalue of −1, or the Y -problem with zi = cEi
for all i has a nonunique solution (with a nontrivial solution having E2 6= 0 for the
homogeneous problem with E1 = 0 and also J1 = 0, the latter not being needed for
nonuniqueness but being needed if (13.8) holds). If we are looking for the arithmetic
inverse we take cEi = −1 for all i, and the inverse exists except when Y(−1,−1, . . . ,−1) =
−Y(1, 1, . . . , 1) has eigenvalue −1 or when the Y -problem with zi = 1 for all i has a
nonunique solution (with the homogeneous problem having a nontrivial solution with
both E1 and J1 being zero).
There is a similar invariance of matrix functions associated with Z(n) subspace col-
lections under the linear transformations,
U ′ = CU , E ′ = CE , J ′ = CJ , P ′i = CPi. (13.9)
These invariances are quite natural, as they are isomorphic to changing the basis in
the vector spaces H or K. Thus, up to these trivial equivalences, the arithmetic inverse
defined in the previous section is unique.
14 Multiplicative Inverses of superfunctions
To find the multiplicative inverse of a superfunction (F s)′ we let K′′ be a vector space
with the same dimension as K′, and we take C as a nonsingular map from K′ to K′′. We
then let
J ′′ = C(J ′), H′′ = CH′,
(VI)′′ = C(VO)′, (VO)′′ = C(VI)′, P ′′i = CP ′i for i = 1, 2, . . . j. (14.1)
Introduce the transformation
ψ(P) = Π′′1P−Π′′2, (14.2)
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where Π′′1 is the projection onto (VI)′′⊕(VO)′′ and Π′′2 is the projection onto H′′. This is a
special case of the transformations in (12.2). We let E ′′ = ψ(CE ′). Note that the output
space (VO)′ gets mapped to the input space (VI)′′, and the input space (VI)′ gets mapped
to the output space (VO)′′, and apart from these switchings we have essentially made an
additive inverse in the Y -problem. We still require the technical condition mentioned in
the last section, to ensure that this additive inverse exists: the operator Y(1, 1, . . . , 1)−I
is nonsingular and the Y -problem with zi = 1 for all i has a unique solution (or more
precisely the homogeneous problem does not have a nontrivial solution with both E1 and
J1 being zero).
Now suppose we are given a solution to the superfunction problem associated with
(F s)′,
E′ = (EI)′ + (EO)′ + E′2 ∈ E ′, J′ = (JI)′ + (JO)′ + J′2 ∈ J ′, J′2 = L′E′2, (14.3)
where
L′ =
j∑
i=1
z′iΛ
′
i, (14.4)
in which Λ′i is the projection onto P ′i, and
(EI)′, (JI)′ ∈ (VI)′, (EO)′, (JO)′ ∈ (VO)′, E′2, J′2 ∈ H′. (14.5)
Now take vectors
E′′ = ψ(CE′), J′′ = −CJ′, E′′2 = −CE′2, J′′2 = −CJ′2
(EI)′′ = C(EO)′, (EO)′′ = C(EI)′, (JI)′′ = −C(JO)′, (JO)′′ = −C(JI)′.(14.6)
These solve the superfunction problem associated with (F s)′′,
E′′ = (EI)′′ + (EO)′′ + E′′2 ∈ E ′′, J′′ = (JI)′′ + (JO)′′ + J′′2 ∈ J ′′, J′′2 = L′′E′′2, (14.7)
where
L′′ =
j∑
i=1
z′′i Λ
′′
i , z
′′
i = z
′
i, (14.8)
in which Λ′′i is the projection onto P ′′i , and
(EI)′′, (JI)′′ ∈ (VI)′′, (EO)′′, (JO)′′ ∈ (VO)′′, E′′2, J′′2 ∈ H′′. (14.9)
Next let M1 denote the restriction of C to the subspace (VO)′, i.e., that operator mapping
(VO)′ to (VI)′′, such that M1P = CP for all P ∈ (VO)′. Then from (14.6) we have
(EI)′′ = M1(EO)′ and (JI)′′ = −M1(JO)′. To see that (F s)′′ is the inverse of the
superfunction (F s)′ when
L′ =
j∑
i=1
z′iΛ
′
i, L
′′ =
j∑
i=1
z′iΛ
′′
i , (14.10)
we introduce the operator M2 which is the restriction of C
−1 to the subspace (VO)′′, i.e.,
that operator mapping (VO)′′ to (VI)′, such that M2P = CP for all P ∈ (VI)′. Then
upon taking the product of the superfunctions (14.6) implies(
(EO)′′
(JO)′′
)
= F
(
(EI)′
(JI)′
)
, (14.11)
36
where
F =
(
(M2)
−1 0
0 −M2−1
)
(14.12)
is the multiplicative identity operator. From this analysis it looks like there are many
multiplicative inverses, paramerized by C, but in fact all are equivalent: this follows from
the previous section.
15 Pruning the subspace collections
If an m terminal resistor network has a cluster of resistors which is not connected to the
rest of the network, and that cluster does not have any terminals, only internal nodes,
then clearly we can discard it without affecting the fields in the rest of the network and
its response matrix. The analogous operation on subspace collections is called pruning.
When L is close to z0I we can expand the inverses in (4.5) and (4.7) to obtain the
series expansions
E =
∞∑
j=1
[Γ1(L− z0I)/z0]je, (15.1)
Z = z0Γ0 +
∞∑
j=1
Γ0(L− z0I)[Γ1(L− z0I)/z0]jΓ0. (15.2)
From these expansions it is evident that is only those fields in H that arise from products
of the operators Γ1, Λ1, Λ2, . . . , Λn applied to fields in U have any role in determining
E and the associated function Z(z1, z2, . . . , zn) (also j and J): so we may as well prune
away any other fields from the vector space H. Thus we can redefine H as the smallest
subspace containing U that is closed under the action of Γ1, Λ1, Λ2, . . . , Λn and redefine
E = Γ1H, J = Γ2H, Pj = ΛjH, j = 1, 2, . . . , n. (15.3)
This imposes constraints on the dimensions of these subspaces, as noted in Section 29.2
of Milton (2002) where the results are given in the case where U has dimension 1 and
where the spaces are orthogonal. Let pj be the dimension of Pj, j = 1, 2, . . . , n, and let
m, q1 and q2 represent the dimensions of U , E and J . The total dimension of the vector
space H is therefore
h = m+ q1 + q2 = p1 + p2 + . . .+ pn. (15.4)
Now the space
[Λ1(U ⊕ E)]⊕ [Λ2(U ⊕ E)]⊕ . . .⊕ [Λn(U ⊕ E)] (15.5)
certainly contains U , and is closed under Γ1 (because it contains E) and is closed under
Λj for each j. It therefore must be H and Λj(U ⊕E) which has at most dimension m+q1
must be Pj. Therefore for each j we have the inequality
pj ≤ m+ q1, (15.6)
and by summing these over j we see that
q2 ≤ (n− 1)(m+ q1). (15.7)
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Similarly the subspace
[Λ1(U ⊕ J )]⊕ [Λ2(U ⊕ J )]⊕ . . .⊕ [Λn(U ⊕ J )] (15.8)
can also be identified with H and we obtain the inequalities
pj ≤ m+ q2, q1 ≤ (n− 1)(m+ q2). (15.9)
In the particular case when n = 2 the constraints (15.7) and (15.9) imply that the
dimensions of the subspaces E and J can differ by at most m. Also in the case n = 2 we
have
p1 = (m+ q2 − p2) + q1 = (m+ q1 − p2) + q2 ≥ max{q1, q2}, (15.10)
and similarly for p2.
Likewise we can redefine K as the smallest subspace containing V that is closed under
the action of Γ1, Λ1, Λ2, . . . , Λn and redefine
E = Γ1K, J = Γ2K, Pj = ΛjK, j = 1, 2, . . . , n. (15.11)
Let v be the dimension of V , pj be the dimension of Pj, j = 1, 2, . . . , n, and let q1 and
q2 represent the dimensions of E and J . The total dimension of the vector space K is
therefore
h = q1 + q2 = v + p1 + p2 + . . .+ pn. (15.12)
The space
V ⊕ [Λ1(E)]⊕ [Λ2(E)]⊕ . . .⊕ [Λn(E)] (15.13)
certainly contains V , and is closed under Γ1 (because it contains E) and is closed under
Λj for each j. It therefore must be K and Λj(E) which has at most dimension q1 must
be Pj. Thus for each j we have the inequality
pj ≤ q1, (15.14)
and summing these over j we obtain
q2 ≤ v + (n− 1)q1. (15.15)
Similarly since
K = V ⊕ [Λ1(J )]⊕ [Λ2(J )]⊕ . . .⊕ [Λn(J )], (15.16)
we obtain the inequalities
pj ≤ q2, q1 ≤ v + (n− 1)q2. (15.17)
When n = 2 the constraints (15.15) and (15.17) imply that the dimensions of the sub-
spaces E and J can differ by at most v. Also in the case n = 2 we have
p1 = (q2 − p2) + q1 − v = (q1 − p2) + q2 − v ≥ max{q1, q2} − v, (15.18)
with a similar inequality for p2.
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16 Expressions for the numerator and denominator
in the rational function
Assume that a Z(n) subspace collection, withm = 1 has been pruned. Let w1,w2,. . . ,wq1+1
be a basis for U⊕E with w1 in U and w2,w3,. . . ,wq1+1 in E . In this basis (Γ0+Γ1)Λi(Γ0+
Γ1) is represented by a (q1 + 1) × (q1 + 1) matrix Ai, and since the Λi sum up to the
identity operator it follows that
n∑
i=1
Ai = I. (16.1)
Also, because the subspace is pruned, Λi(U ⊕ E) can be identified with Pi which implies
the matrix Ai must have at most rank pi. It is exactly pi if Pi ∩ J = 0. The formula
(9.1) for the Z-function implies
1/Z(z1, z2, . . . , zn) = e1 · [
n∑
i=1
ziAi]
−1e1, (16.2)
where e1 is the q1+1 component unit vector [1, 0, 0, . . . 0]
T . Hence, following the argument
given in Section 29.2 of Milton (2002), Z(z1, z2, . . . , zn) can be expressed in the form (10.1)
with numerator
p(z1, z2, . . . , zn) = det[
n∑
i=1
ziAi] =
∑
a1,a2,...,an
αa1a2...anz
a1
1 z
a2
2 . . . z
an
n , (16.3)
of degree 1 + q1, in which the sum extends over all a1, a2, . . . , an with
n∑
i=1
ai = 1 + q1, 0 ≤ ai ≤ pi for i = 1, 2, . . . , n. (16.4)
Typically one expects that the maximum power of zi in this polynomial will be the rank
of Ai. However, for example, note that for the matrices
M1 =
0 0 01 1 1
0 1 1
 , M2 = I−M1, (16.5)
the maximum power of z1 in
det[z1M1 + z2M2] = det[(z1 − z2)M1 + z2I] = z2[z22 + 2z2(z1 − z2)] (16.6)
is 1 while M1 has rank 2.
Next let w1,wq1+2,. . . ,wh be a basis for U ⊕J with w1 in U and wq1+2, wq1+3. . . ,wh
in J . In this basis (Γ0 + Γ2)Λi(Γ0 + Γ2) is represented by a (q2 + 1) × (q2 + 1) matrix
Bi, and since the Λi sum up to the identity operator it follows that
n∑
i=1
Bi = I. (16.7)
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Also, because the subspace is pruned, Λi(U ⊕J ) can be identified with Pi which implies
the matrix Bi must have rank at most pi. It is exactly pi if Pi ∩ E = 0. The formula
(4.3) for the Z-function implies
Z(z1, z2, . . . , zn) = e2 · [
n∑
i=1
Bi/zi]
−1e2, (16.8)
where e2 is the q2 + 1 component unit vector [1, 0, 0, . . . 0]
T . The denominator of this
expression, as a polynomial in the variables 1/zi, is
det[
n∑
i=1
Bi/zi] =
∑
b1,b2,...,bn
βb1b2...bn/z
b1
1 z
b2
2 . . . z
bn
n , (16.9)
in which the sum extends over all b1, b2, . . . , bn with
n∑
i=1
bi = 1 + q2, 0 ≤ bi ≤ pi for i = 1, 2, . . . , n. (16.10)
Consequently, for the denominator in the expression (10.1) for Z(z1, z2, . . . , zn), we can
make the identification
q(z1, z2, . . . , zn) =
∑
b1,b2,...,bn
βb1b2...bnz
p1−b1
1 z
p2−b2
2 . . . z
pn−bn
n , (16.11)
which is a polynomial of degree h− (1 + q2) = q1. Furthermore the identities (16.1) and
(16.7) imply the polynomial p and q satisfy the normalization (10.3), i.e.∑
a1,a2,...,an
αa1a2...an = 1,
∑
b1,b2,...,bn
βb1b2...bn = 1. (16.12)
17 The correspondence between rational functions
of one variable and Z(2) subspace collections with
m = 1
In the case m = 1 and n = 2 there are two cases to consider. When the dimension of
h is even, h = 2d, then in order to satisfy the inequalities (15.6), (15.7) and (15.9) the
subspaces E and J must have dimension d and d − 1 or vice versa and the subspaces
P1 and P2 must have dimension d. Without loss of generality, by making a duality
transformation if necessary, let us suppose E has dimension d − 1. Given u ∈ U let us
take as our basis for H the vectors
v2j−1 = (Γ1Λ1)j−1u, v2j = (Λ1Γ1)j−1Λ1u, j = 1, 2, . . . , d, (17.1)
so that
v1 = u, v2j = Λ1ν2j−1, j = 1, 2, . . . , d, v2j+1 = Γ1ν2j−1, j = 1, 2, . . . , d− 1.
(17.2)
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These fields are independent since if they were not we could prune the subspace collection.
The vectors v2j+1, j = 1, 2, . . . , d− 1, which number d− 1, must form a basis for E and
so it follows that
Γ1v2d =
d−1∑
i=1
γiv2i+1. (17.3)
Also we have
Γ0v1 = v1, Γ0v2j = δjv1, j = 1, 2, . . . , d, Γ0v2j+1 = 0, j = 1, 2, . . . , d−1. (17.4)
The 2d−1 constants γ1, . . . , γd−1 and δ1, . . . , δd characterize the geometry of the subspace
collection. The field e + E must have the expansion
e + E =
d∑
i=1
aiv2i−1, (17.5)
and consequently, setting z2 = 1
j + J = [I + (z1 − 1)Λ1](e + E) =
d∑
i=1
aiv2i−1 + (z1 − 1)
d∑
i=1
aiv2i. (17.6)
Since Γ1(j + J) = 0 we arrive at the equations
0 =
d∑
i=2
aiv2i−1 + (z1 − 1)
d−1∑
i=1
aiv2i+1 + (z1 − 1)
d−1∑
i=1
adγiv2i+1
=
d−1∑
i=1
[ai+1 + ai(z1 − 1) + γiad(z1 − 1)]v2i+1. (17.7)
implying
ai+1 + ai(z1 − 1) + γiad(z1 − 1) = 0, i = 1, . . . , d− 1. (17.8)
Choosing a normalization with ad = (1− z1)d−1 these equations are solved with
ai = (1− z1)i−1 −
d−1∑
j=i
γd−1+i−j(1− z1)j. (17.9)
Since
Γ0(e + E) = a1v1, Γ0(j + J) = [a1 + (z1 − 1)
d∑
i=1
δiai]v1, (17.10)
we obtain
Z(z1, 1) = 1 +
(z1 − 1)
∑d
i=1 δiai
a1
. (17.11)
Conversely suppose we are given a rational function Z(z1, 1) with a denominator of degree
at most d − 1 and a numerator of degree at most d satisfying Z(1, 1) = 1. It can be
expressed in the form
Z(z1, 1) =
p(z1, 1)
q(z1, 1)
= 1−
∑d−1
j=0 tj(1− z1)j+1
1−∑d−1j=1 sj(1− z1)j . (17.12)
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Comparing this with (17.11) we can make the identifications
1−
d−1∑
j=1
sj(1− z1)j = a1 = 1−
d−1∑
j=1
γd−j(1− z1)j,
−
d−1∑
j=0
tj(1− z1)j+1 = (z1 − 1)
d∑
i=1
δiai
= −
d−1∑
j=0
δj+1(1− z1)j+1 +
d−1∑
j=0
j∑
i=1
δiγd−1+i−j(1− z1)j+1,(17.13)
which imply
sj = γd−j, t0 = δ1, tj = δj+1 −
j∑
i=1
δiγd−1+i−j j = 1, . . . , d− 1. (17.14)
Given the coefficients s and t we can inductively uniquely determine the coefficients γ
and δ:
γj = sd−j, δ1 = t0, δj+1 = tj +
j∑
i=1
δis1+j−i j = 1, . . . , d− 1. (17.15)
On the other hand when the dimension of h is odd, h = 2d−1, then in order to satisfy
the inequalities (15.6), (15.7) and (15.9) the subspaces E and J must have dimension
d − 1 and the subspaces P1 and P2 must have dimension d − 1 and d or vice versa.
Without loss of generality let us suppose P1 has dimension d − 1. Given u ∈ U let us
take as our basis for H the vectors
v2j−1 = (Γ1Λ1)j−1u, j = 1, 2, . . . , d− 1, v2j = (Λ1Γ1)j−1Λ1u, j = 1, 2, . . . , d,
(17.16)
which satisfy
v1 = u, v2j = Λ1ν2j−1, v2j+1 = Γ1ν2j−1, j = 1, 2, . . . , d− 1. (17.17)
Again these fields are independent since if they were not we could prune the subspace
collection. The vectors v2j, j = 1, 2, . . . , d − 1, which number d − 1, must form a basis
for P1 and so it follows that
Λ1v2d−1 =
d−1∑
i=1
γiv2i. (17.18)
Also we have
Γ0v1 = v1, Γ0v2j = δjv1, j = 1, 2, . . . , d− 1, Γ0v2j+1 = 0, j = 1, 2, . . . , d− 1.
(17.19)
The 2d− 2 constants γ1, . . . , γd−1 and δ1, . . . , δd−1 characterize the geometry of the sub-
space collection. The field e + E has the expansion (17.5) and so, with z2 = 1,
j+J = [I+(z1−1)Λ1](e+E) =
d∑
i=1
aiv2i−1+(z1−1)
d−1∑
i=1
aiv2i+(z1−1)
d−1∑
i=1
adγiv2i. (17.20)
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Since Γ1(j + J) = 0 we arrive at the equations
0 =
d∑
i=2
aiv2i−1 + (z1 − 1)
d−1∑
i=1
aiv2i+1 + (z1 − 1)
d−1∑
i=1
adγiv2i+1
=
d−1∑
i=1
[ai+1 + ai(z1 − 1) + γiad(z1 − 1)]v2i+1, (17.21)
implying (17.8) which has the solution (17.9). Since
Γ0(e + E) = a1v1, Γ0(j + J) = [a1 + (z1 − 1)
d−1∑
i=1
δi(ai + adγi)]v1 = [a1 −
d−1∑
i=1
δiai+1]v1,
(17.22)
we obtain
Z(z1, 1) = 1−
∑d−1
i=1 δiai+1
a1
. (17.23)
Conversely suppose we are given a rational function Z(z1, 1) with a denominator of degree
at most d− 1 and a numerator of degree at most d− 1. It can be expressed in the form
Z(z1, 1) = 1−
∑d−1
j=1 tj(1− z1)j
1−∑d−1j=1 sj(1− z1)j . (17.24)
Comparing this with (17.23) we can make the identifications
1−
d−1∑
j=1
sj(1− z1)j = a1 = 1−
d−1∑
j=1
γd−j(1− z1)j,
d−1∑
j=1
tj(1− z1)j =
d−1∑
i=1
δiai+1
=
d−1∑
j=1
δj(1− z1)j −
d−1∑
j=2
j−1∑
i=1
δiγd+i−j(1− z1)j, (17.25)
which imply
sj = γd−j, j = 1, . . . , d−1, t1 = δ1, tj = δj−
j−1∑
i=1
δiγd+i−j j = 2, . . . , d−1. (17.26)
Given the coefficients s and t we can inductively uniquely determine the coefficients γ
and δ:
γj = sd−j, j = 1, . . . , d− 1 δ1 = t1, δj = tj +
j∑
i=1
δisj−i j = 2, . . . , d− 1. (17.27)
One can see from this analysis that there can be more than one pruned subspace
collection associated with a rational function Z(z1, 1). It may happen that one pruned
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Z(n) subspace collection gives rise to polynomials p(z1, 1) = f(z1, 1)r(z1, 1) and q(z1, 1) =
g(z1, 1)r(z1, 1) while another pruned Z(n) subspace collection gives rise to polynomials
p′(z1, 1) = f(z1, 1)r′(z1, 1) and q′(z1, 1) = t(z1, 1)r′(z1, 1), so that both give rise to the
same function Z(z1, 1). However there is a one-to-one correspondence if the pruned
subspace collection is such that the polynomials p(z1, z2) and q(z1, z2) have no factor in
common, and this correspondence is given by the above algorithm
18 On the correspondence between certain rational
functions of two variables and Z(3) subspace col-
lections with m = 1
In the case m = 1 and n = 3 can we uniquely recover a generic subspace collection (mod-
ulo the linear transformations (13.9)) from knowledge of the rational function Z(z1, z2, 1)?
The answer is no, but let us first provide a counting argument which suggests that, at
least in the generic case, we can recover the subspace collection up to a finite number of
possibilities. The counting argument is similar to that given in Section 29.2 of Milton
(2002) but here we do not assume that the subspaces are orthogonal.
How many independent coefficients αa1a2a3 are there in a polynomial
p(z1, z2, 1) =
∑
a1,a2,a3
αa1a2a3z
a1
1 z
a2
2 , (18.1)
that satisfies
a1 + a2 + a3 = 1 + q1, 0 ≤ ai ≤ pi ≤ 1 + q1, i = 1, 2, 3 ? (18.2)
Without loss of generality, following Section 29.2 of Milton (2002), let us suppose that
p1 ≥ p2 ≥ p3. With a1 fixed in the regime 0 ≤ a1 < 1 + q1 − p2, the constant a2 can take
integer values from a2 = 1 + q1 − a1 − p3 (where a3 = p3) to a2 = p2, that is, a total of
p2+p3+a1−q1 different values. With a1 fixed in the regime 1+q1−p2 ≤ a1 < 1+q1−p3,
the constant a2 can take integer values from a2 = 1 + q1 − a1 − p3 (where a3 = p3) to
a2 = 1 + q1− a1 (where a3 = 0) that is, a total of p3 + 1 different values. Finally, with a1
fixed in the regime 1 + q1 − p3 ≤ a1 ≤ p1, the constant a2 can take integer values from
a2 = 0 to a2 = 1 + q1 − a1 (where a3 = 0), that is, a total of 2 + q1 − a1 different values.
Therefore the total number of coefficients in the polynomial is
q1−p2∑
a1=0
(p2 + p3 + a1 − q1) +
q1−p3∑
a1=1+q1−p2
(p3 + 1) +
p1∑
a1=1+q1−p3
(2 + q1 − a1)
= (q1 − p2 + 1)(p2 + p3 − q1) + 1
2
(q1 − p2 + 1)(q1 − p2) + (p2 − p3)(p3 + 1)
+(p1 + p3 − q1)(2 + p3)− 1
2
((p1 + p3 − q1)(p1 + p3 − q1 + 1)
= k1 + 1, (18.3)
where
k1 = [2(1 + q1)q2 − p21 − p22 − p23 + h]/2, (18.4)
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in which h = p1 + p1 + p3 and q2 = h− 1− q1. These coefficients are not all independent
since, from (16.12) the αa1a2a3 must sum to one. Subtracting this constraint gives k1
independent coefficients.
Similarly in a polynomial
q(z1, z2, 1) =
∑
b1,b2,b3
βb1b2b3z
p1−b1
1 z
p2−b2
2 , (18.5)
that satisfies
b1 + b2 + b3 = 1 + q2, 0 ≤ ai ≤ pi ≤ 1 + q2, i = 1, 2, 3,
∑
b1,b2,b3
βb1b2b3 = 1, (18.6)
there are a total of
k2 = [2(1 + q2)q1 − p21 − p22 − p23 + h]/2 (18.7)
independent coefficients. Hence the total number of independent coefficients in the ra-
tional function
Z(z1, z2, 1) =
p(z1, z2, 1)
q(z1, z2, 1)
(18.8)
is
k1 + k2 = (1 + q1)q2 + (1 + q2)q1 − p21 − p22 − p23 + h = h2 − p21 − p22 − p23 − q21 − q22. (18.9)
Now how many parameters describe a Z(n) subspace collection, when the spaces U ,
E , J , P1, P2, and P3 have dimensions 1, q1, q2, p1, p2, and p3, with 1 + q1 + q2 =
p1 +p2 +p3 = h? Let w1,w2,. . . ,wh be a basis for H with w1 in U , w2,w3,. . . ,wq1+1 in E ,
and wq1+2, wq1+3. . . ,wh in J . Recall that it requires s(d− s) parameters to describe the
orientation of a subspace of dimension s in a space of dimension d. Therefore, it requires
p1(h− p1) + (h− p2)p2 + (h− p3)p3 = h2 − p21 − p22 − p23 (18.10)
parameters to describe the orientation of the subspaces P1, P2, and P3 with respect to
this basis. However some of these subspace collections are equivalent, linked through
transformations of the form (13.9). If respect to this basis C is represented by a matrix
with block form
C =
c 0 00 C1 0
0 0 C2
 , (18.11)
where c is a scalar, while C1 and C2 are q1 × q1 and q2 × q2 matrices, then it will leave
the subspaces U , E and J unchanged. The transformation C = aI leaves all subspaces
unchanged for any scalar a 6= 0, and so to factor out such trivial transformations we
should choose c = 1. The number of remaining independent parameters in C is then
q21 + q
2
2. Subtracting these from (18.10) we see that the number of parameters describing
the Z(n) subspace collection is
h2 − p21 − p22 − p23 − q21 − q22 = k1 + k2. (18.12)
The precise agreement between the number of coefficients in the rational function and
the number of parameters describing the Z(n) subspace collection is curious (since it
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holds for all q1, q2, p1, p2, and p3, with 1 + q1 + q2 = p1 + p2 + p3 = h). Despite this
coincidence we now show that it is not possible to uniquely recover a generic subspace
collection (modulo the linear transformations (13.9)) from knowledge of the associated
rational function Z(z1, z2, 1).
Let us consider a subspace collection with h = 5, q1 = q2 = 2, p1 = p2 = 1, p3 = 3
giving k1 + k2 = 6 according to the formula (18.9). Given u ∈ U we choose as our basis
the vectors
v0 = u, v1 = Λ1u, v2 = Λ2u, v3 = Γ1Λ1u, v4 = Γ1Λ2u, (18.13)
with the closure relations
Λ1v3 = γ1v1, Λ2v3 = γ2v2, Λ1v4 = γ3v1, Λ2v4 = γ4v1,
Γ0v1 = δ1v0, Γ0v2 = δ2v0, (18.14)
expressed in terms of the 6 parameters γ1, γ2, γ3, γ4, δ1, and δ2 which describe the sub-
space collection. The question is: can one uniquely recover these six parameters from
Z(z1, z2, 1)? Although the following analysis extends easily to the case of arbitrary γ1
and γ4 let us assume, for simplicity, that γ1 = γ4 = 0 and ask whether one can recover
the remaining four parameters. The field e + E must have the expansion
e + E = a0v0 + a1v3 + a2v4, (18.15)
and consequently, setting z3 = 1,
j + J = [I + (z1 − 1)Λ1 + (z2 − 1)Λ2](e + E)
= a0v0 + a1v3 + a2v4 + (z1 − 1)(a0 + a2γ3)v1 + (z2 − 1)(a0 + a1γ2)v2.(18.16)
Since Γ1(j + J) = 0 we arrive at the equations
0 = a1v3 + a2v4 + (z1 − 1)(a0 + a2γ3)v3 + (z2 − 1)(a0 + a1γ2)v4, (18.17)
implying
a1 + (z1 − 1)(a0 + a2γ3) = 0, a2 + (z2 − 1)(a0 + a1γ2) = 0. (18.18)
These equations have as a solution,
a0 = 1− (z1 − 1)(z2 − 1)γ2γ3,
a1 = γ3(z1 − 1)(z2 − 1)− (z1 − 1),
a2 = γ2(z1 − 1)(z2 − 1)− (z2 − 1). (18.19)
Since
Γ0(e+E) = a0v0, Γ0(j+J) = [a0+(z1−1)(a0+a2γ3)δ1+(z2−1)(a0+a1γ2)δ2]v0, (18.20)
we obtain
Z(z1, z2, 1) = 1 +
(z1 − 1)(a0 + a2γ3)δ1 + (z2 − 1)(a0 + a1γ2)δ2
a0
= 1 +
δ1(z1 − 1)− γ3δ1(z1 − 1)(z2 − 1) + δ2(z2 − 1)− γ2δ2(z1 − 1)(z2 − 1)
1− (z1 − 1)(z2 − 1)γ2γ3 .
(18.21)
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Given this function we can uniquely determine δ1 and δ2 from the coefficients of (z1− 1)
and (z2 − 1) in the numerator. Also from the coefficients of (z1 − 1)(z2 − 1) in the
numerator and denominator we can uniquely determine
t1 = γ2γ3, t2 = γ3δ1 + γ2δ2, (18.22)
in terms of which there are two possible values of γ2, namely
γ2 =
t3 ±
√
t23 − 3t1δ1δ2
2δ1
. (18.23)
Thus we cannot uniquely recover the subspace collection parameters from Z(z1, z2, 1).
It remains an open question, raised at the end of Section 29.2 of Milton (2002), as
to whether in general one can uniquely recover the subspace collection parameters when,
with respect to some inner product, the subspaces U , E and J are mutually orthogonal,
and the subspaces P1, P2 and P3 are mutually orthogonal. These orthogonality con-
straints overdetermine the system of equations needed to recover the subspace collection
parameters which provides some hope that we can recover them. It would be useful if
one could uniquely recover the subspace collection parameters (the weight and normal-
ization matrices introduced in Milton, 1987a, 1987b) from say the effective conductivity
σ∗(σ1, σ2, σ3) of an isotropic composite of three isotropic phases having conductivities
σ1, σ2, and σ3 as then one could obtain the effective response tensor for coupled field
problems. We will see in Chapter 9 of this book (Milton 2016) that the effective re-
sponse tensor just depends on the weight and normalization matrices for the uncoupled
conductivity problem.
19 Visualizing the poles and zeros of functions asso-
ciated with orthogonal Z(3) subspace collections
when m = 1
For scalar functions Z(z1, z2, z3), associated with orthogonal Z(3) subspace collections,
satisfying the homogeneity, Herglotz, and normalization properties, the trajectories of
their poles and zeros in (z1, z2, z3) space, with z1, z2, and z3 taking real values, have
a beautiful visualization as trajectories on three interlinked hexagons: To obtain this
visualization we follow Appendix C in Nicorovici, McPhedran, and Milton (1993): see
also figure 5 in that paper.
First note that if we set z3 = 1, then the poles and zeros of Z(z1, z2, 1) lie in one of
the three quadrants:
• The quadrant z1 ≤ 0, z2 ≥ 0;
• The quadrant z2 ≤ 0, z1 ≥ 0;
• The quadrant z1 ≤ 0, z2 ≤ 0.
Of course we can visualize the pole and zero trajectories by plotting them in this plane,
but this has the disadvantage that the three variables z1, z2 and z3 are not treated in
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a symmetric way, and the disadvantage that its hard to see what is happening when z1
and/or z2 is large, and it is hard to see what is happening near the origin z1 = z2 = 0
since the trajectories can bunch up there. To get around this we map each of the three
quadrants to a hexagon. Given a quadrant, the point z1 = z2 = 0 gets blown up to form
one edge of the hexagon; the two edges of the quadrant where z1 or z2 is zero, but not
the other, get mapped to two other edges of the hexagon; the two “boundaries” of the
quadrant where |z1| or |z2| is infinite but other is finite get mapped to two more edges of
the hexagon; finally z1 = z2 =∞ gets mapped to the final sixth edge of the hexagon. We
remark that just as a pole trajectory can cross from one quadrant to another, so too can
it jump from the boundary of one hexagon to the corresponding point on the boundary
of another hexagon.
To be more precise, we introduce the three variables
t1 =
1
1 + |z2/z3| , t2 =
1
1 + |z3/z1| , t3 =
1
1 + |z1/z2| . (19.1)
Clearly (t1, t2, t3) takes values in the unit cube. It is confined to a surface within the unit
cube as the three ratios |z2|/|z3|, |z3|/|z1| and |z1|/|z2| are not independent, but have
product 1. The next step is to map these three variables onto three variables s1, s2 and
s3 lying in the plane s1 + s2 + s3 = 0 using the projection
s1 = 2t1 − t2 − t3, s2 = 2t2 − t3 − t1 s3 = 2t3 − t1 − t2. (19.2)
Finally, we map these down to the x–y plane:
x = s1, y = (s1 + 2s2)/
√
3. (19.3)
Some normalization is needed, so in the hexagon where z1 is negative and z2 and z3
are positive, we plot Z(z1, z2, z3)/
√
z2z3; in the hexagon where z2 is negative and z1 and
z3 are positive, we plot Z(z1, z2, z3)/
√
z1z3; and in the hexagon where z3 is negative and
z1 and z2 are positive, we plot Z(z1, z2, z3)/
√
z1z2.
Figure 8 uses this approach to visualize the pole trajectory of a function Z(z1, z2, z3)
associated with a Z(3)-subspace collection
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ P3, (19.4)
where in this example H is 12-dimensional; U is one-dimensional; P1 is 3-dimensional; P2
is 6-dimensional; P3 is 3-dimensional. Note that as the subspace collection does not need
pruning, the dimensions of P1, P2, and P3 can be immediately read off from the figure by
simply counting the number of pole paths on each hexagon: figures (a), (b), and (c) have
3, 6 and 3 pole paths corresponding to the dimensions of P1, P2, and P3, respectively.
To understand this, first recognize that when z2 and z3 are fixed, and real and positive,
Z(z1, z2, z3) is a Herglotz function of z1 taking real positive values when z1 > 0. Thus all
its poles must be simple and located on the negative real z1-axis, i.e. on the hexagon (a).
Also because the subspace is pruned Λ1(U ⊕ J ) can be identified with P1 (Section 16),
and hence the matrix C1 representing Λ1(Γ0 + Γ2) has rank p1. Then as C1 and C
T
1 C1
have equal rank (this well-known fact can easily be seen by showing that they have the
same null-space), and as the subspace collection is orthogonal, it follows that the matrix
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B1 = C
T
1 C1 representing (Γ0 +Γ2)Λ1(Γ0 +Γ2) has exactly rank p1. Similarly the matrix
A1 representing (Γ0 + Γ2)Λ1(Γ0 + Γ2) has exactly rank p1. Therefore the sum over a1 in
the numerator in (16.3), goes up to a1 = p1, while the sum in the denominator in (16.11),
goes from 0 up to b1 = p1 or (when all the coefficients βp1b2b3 are zero) to b1 = p1 − 1: it
cannot go only up to b1 = p1− 2, since as a function of z1, Z(z1, z2, z3)/√z2z3 with fixed
z2 > 0 and fixed z3 > 0 can only have a simple pole at z1 = ∞. When the sum over b1
goes up to b1 = p1, there are clearly p poles of the function Z(z1, z2, z3)/
√
z2z3 on the
hexagon as z1 varies with fixed z2 > 0 and fixed z3 > 0. When the sum over b1 goes up
to b1 = p1 − 1, there are still p poles of the function Z(z1, z2, z3)/√z2z3 on the hexagon
as z1 varies with fixed z2 > 0 and fixed z3 > 0 provided we count the pole at z1 =∞.
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Figure 8: The pole trajectory of the function Z(z1, z2, z3) as visualized using the rep-
resentation using three interlinked hexagons. The hexagon in (a) corresponds to real
values of (z1, z2, z3) where z2 and z3 have the same sign, but z1 has the opposite sign.
The hexagon in (b) corresponds to real values of (z1, z2, z3) where z1 and z3 have the
same sign, but z2 has the opposite sign. The hexagon in (c) corresponds to real values
of (z1, z2, z3) where z1 and z2 have the same sign, but z3 the opposite sign. By superim-
posing all three pictures one obtains (d) where the pole trajectory is like that of a billard
ball bouncing around a hexagonal table, following curved paths. The zero trajectory is
similiar, but for clarity we chose not to include it. Note that the dimensions 3, 6 and 3
of the subspaces P1, P2, and P3 can be immediately read off from the number of paths
crossing the hexagons in (a), (b) and (c).
The dimension q2 of the subspace J can also generically be read off from the pole
trajectories on the three hexagons. Consider the edge joining two of the hexagons that
corresponds to the values z2 = 0, and z3 = 1 with z1 < 0 varying. Then the only
coefficients βb1b2b3 that can contribute to the denominator in (16.11) are those with p2 =
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b2. The first constraint in (16.10) then implies
b1 + b3 = 1 + q2 − p2. (19.5)
So b1 can only range from 0 up to the maximum of p1 and 1+q2−p2 = p1 +p3−q1. Note
that according to the inequality (15.6), q1 ≥ p3 − 1 so 1 + q2 − p2 could be as large as
p1 + 1. If there are less than p1 pole trajectories crossing this edge joining the hexagons,
the number of these crossing pole trajectories should generically allow us to determine
q2 and hence q1, assuming p1, p2 and p3 have been determined from the number of pole
trajectories on each hexagon. If there are exactly p1 pole trajectories crossing the edge
then q2 could be p3 or p3 + 1. To determine which it is (or as an additional check on the
value of q2) we could look at pole trajectories, or zero trajectories, crossing other edges
where the hexagons meet.
This visualization may be useful in finding other topological features of the trajec-
tories, which hopefully could be connected with topological features of the subspace
collections.
20 Normalization operations on subspace collections
Rational functions of a single variable may be expanded in continued fractions, which
incorporate successively higher and higher order terms in the series expansion of the
function about a point. The analogous procedure with subspace collections is achieved
through normalization and reduction operations, subject to some technical assump-
tions. The associated functions are then linked, and provided the technical assump-
tions hold at each level, these links provide continued fractions for multivariate functions
Z(z1, z2, . . . , zn) and Y(z1, z2, . . . , zn) incorporating matrices of increasingly high dimen-
sion at each level in the continued fraction.
The normalization and reduction operations are discussed in this and the next section.
For more insight, in the case where the subspaces in the direct sums are orthogonal (see
Milton 1987a, 1987b and Sections 19.2, 20.6 and 29.5 in Milton 2002).
Normalization reverses extension. Given a subspace collection
K = E ′ ⊕ J ′ = V ⊕ P1 ⊕ P2 ⊕ · · · ⊕ Pn, (20.1)
define
H = P1 ⊕ P2 ⊕ · · · ⊕ Pn, E = E ′ ∩H, J = J ′ ∩H,
U = Π2Γ′1V = Π2(I− Γ′2)V = Π2Γ′2V , E˜ = Γ′1V , J˜ = Γ′2V , (20.2)
where Γ′1 and Γ
′
2 are the projections onto E ′ and J ′, and Π2 is the projection onto H.
We assume that the Y -problem has a unique solution when L = I for J1 ∈ V given
E1 ∈ V . In other words, we assume that the equations
E1 + E2 ∈ E ′, J1 + J2 ∈ J ′, J2 = E2, E1,J1 ∈ V , E2,J2 ∈ H,
E1 + E2 ∈ E ′, J1 + J2 ∈ J ′, J2 = E2, J1 ∈ V , E2,J2 ∈ H, (20.3)
imply J1 = J1. Subtracting these equations we see that
E ≡ E2 − E2 ∈ E ′, J ≡ J1 + J2 − J1 − J2 ∈ J ′, J2 − J2 = E. (20.4)
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These imply
E ∈ H, E = J− v, where v = J1 − J1. (20.5)
The uniqueness assumption means that these equations imply v = 0 (and if v = 0 then
necessarily E = J = 0 since E ′ and J ′ have no vector in common). The relation E = J−v
with E ∈ E ′ ∩H implies
E = −Γ′1v, (20.6)
which will only have the trivial solution v = 0 if and only if
H ∩ E˜ = 0 and V ∩ J ′ = 0, (20.7)
where the latter guarantees that Γ′1v = 0 implies v = 0.
We also assume that the Y -problem has a unique solution when L = I for E1 ∈ V
given J1 ∈ V . By similar analysis this is satisfied if and only if
H ∩ J˜ = 0 and V ∩ E ′ = 0. (20.8)
We now establish that
W ≡ E˜ ⊕ J˜ = V ⊕ U . (20.9)
First note that V and U have no vector in common since U ⊂ H, and similarly E˜ and J˜
have no vector in common since E ′ ∩J ′ = 0. Clearly W contains V . To show it contains
U notice that
U = Π2Γ′1V = (I−Π1)Γ′1V ⊂ Γ′1V ⊕Π1Γ′1V ⊂ E˜ ⊕ V ⊂ W . (20.10)
Together these imply V ⊕ U ⊂ W . Finally we have
E˜ = Γ′1V = (Π1 + Π2)Γ′1V ⊂ Π1Γ′1V ⊕Π2Γ′1V ⊂ V ⊕ U , (20.11)
and similarly J˜ ⊂ V ⊕ U . Together these imply W ⊂ V ⊕ U , establishing (20.9).
If V has dimension m then E˜ must also have dimension m since otherwise Γ′1v = 0
for some nonzero v ∈ V , implying v = Γ′2v which only has the solution v = 0 since
V ∩ J ′ = 0. Similarly J˜ must have dimension m and (20.9) then implies U must have
dimension m. The first condition in (20.7) implies
W = U ⊕ E˜ , (20.12)
since U ⊂ H and E˜ have no vector in common and are m-dimensional spaces contained
in the 2m-dimensional space W . Now any vector E′ ∈ E ′ has the unique decomposition
E′ = E′1 + P, E
′
1 ∈ V , P ∈ H, (20.13)
and according to (20.12) E′1 has the unique decomposition
E′1 = −e + E˜, e ∈ U , E˜ ∈ E˜ . (20.14)
So we have the decomposition
E′ = E˜ + E, (20.15)
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where
E = P− e = E′ − E˜ ∈ E ′ ∩H = E . (20.16)
Also the first condition in (20.7) implies E˜ and E ⊂ H have no vector in common, so the
decomposition is unique. Therefore we conclude that
E ′ = E˜ ⊕ E , (20.17)
and similarly the first condition in (20.8) implies
J ′ = J˜ ⊕ J . (20.18)
These and (20.9) imply
K = V ⊕H = E˜ ⊕ E ⊕ J˜ ⊕ J = V ⊕ U ⊕ E ⊕ J , (20.19)
and since U , E and J are all contained in H we conclude that
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn. (20.20)
Now a given E′1 ∈ V has the unique decomposition (20.14). This defines the nonsin-
gular operator K : V → U such that e = KE′1. (It is nonsingular because V and E˜ ⊂ E ′
have no nonzero vector in common.) Now given e, consider the solution to
e, j ∈ U , E ∈ E , J ∈ J , j + J = L(e + E), where L =
n∑
i=1
ziΛi, (20.21)
where Λi is the projection onto Pi, and from the definition of Z, j = Ze. Since the second
condition in (20.7) implies V and J˜ have no vector in common we have
W = V ⊕ J˜ , (20.22)
and consequently any j ∈ U has the decomposition
j = −J′1 + J˜, J′1 ∈ V , J˜ ∈ J˜ , (20.23)
which defines the nonsingular operator M : U → V such that J′1 = Mj. Defining
E′2 = e + E, J
′
2 = j + J, (20.24)
we have
E′1 + E
′
2 = E
′
1 + e + E = E˜ + E ∈ E ′,
J′1 + J
′
2 = J
′
1 + j + J = J˜ + J ∈ J ′, (20.25)
and
J′1 = Mj = MZe = MZKE
′
1, (20.26)
which by definition of the associated Y -function implies
Y(z1, z2, . . . , zn) = MZ(z1, z2, . . . , zn)K. (20.27)
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This is analogous to the relation (20.29) in Milton (2002) obtained in the case where the
subspaces are mutually orthogonal.
In particular by letting z1 = z2 = . . . = zn = 1 we obtain
Y(1, 1, . . . , 1) = MK. (20.28)
If v1, v2,. . . vm are a basis for V , and we choose Kv1, Kv2,. . . Kvm as our basis for U
then with these bases K is represented by the identity matrix K = I and (20.27) and
(20.28) imply
Y(z1, z2, . . . , zn) = Y(1, 1, . . . , 1)Z(z1, z2, . . . , zn). (20.29)
21 Reduction operations on subspace collections
Extension is one way to go from a Z(n) subspace collection to a Y (n) subspace col-
lection. Another way is through reduction, which has some features in common with
normalization. Given a Z(n) subspace collection
H = U ⊕ E ⊕ J = P1 ⊕ P2 ⊕ · · · ⊕ Pn, (21.1)
let Γ0 be the projection onto U , and let Λj be the projection onto Pj. Define
K = E ⊕ J , P ′j = Pj ∩ K for j = 1, 2, . . . , n,
V = (I− Γ0)[Λ1U ⊕Λ2U ⊕ · · · ⊕ΛnU ] ⊂ K, P˜j = ΛjU . (21.2)
We now establish that
W ≡ P˜1 ⊕ P˜2 ⊕ · · · ⊕ P˜n = U ⊕ V . (21.3)
First note that V and U have no vector in common since V ⊂ K, and similarly the
subspaces P˜j have no vector in common since P˜j ⊂ Pj. Clearly W contains U since the
projections Λj sum to the identity. To show it contains V note that
V ⊂ Λ1U ⊕Λ2U ⊕ · · · ⊕ΛnU + Γ0[Λ1U ⊕Λ2U ⊕ · · · ⊕ΛnU ] ⊂ W + U =W . (21.4)
Therefore we have that U ⊕ V ⊂ W . The converse inclusion that W ⊂ U ⊕ V follows
from the inclusion
P˜j = [Γ0 + (I− Γ0)]ΛjU ⊂ U ⊕ V , (21.5)
which establishes (21.3). Next, to establish that for all j,
Pj = P˜j ⊕ P ′j, (21.6)
we need to assume that for all j
P˜j ∩ K = 0, (21.7)
and that
Λju = 0, u ∈ U (21.8)
only has the trivial solution u = 0, i.e.
U ∩ (P1 ⊕ P2 ⊕ . . .⊕ Pj−1 ⊕ Pj+1 ⊕ . . .⊕ Pn) = 0. (21.9)
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These conditions imply that
U = Γ0ΛjU , (21.10)
and hence that
U ⊂ ΛjU ⊕ (I− Γ0)ΛjU , (21.11)
which in turn implies that
U ⊂ P˜j + V . (21.12)
Then any vector P ∈ Pj has the unique decomposition
P = u + K, with u ∈ U , K ∈ K, (21.13)
and according to (21.12), u has the unique decomposition
u = v + P˜ with v ∈ V , P˜ ∈ P˜j, (21.14)
which is unique because V ⊂ K and P˜j have no nonzero vector in common. Therefore P
has the unique decomposition
P = P˜ + P′, (21.15)
where
P′ = v + K = P− P˜ ∈ Pj ∩ K = P ′j. (21.16)
This decomposition and the fact that (21.7) implies P˜j and P ′j ⊂ K have no vector in
common establishes (21.6).
So we deduce that
H = U ⊕ E ⊕ J = P˜1 ⊕ P˜2 ⊕ · · · ⊕ P˜n ⊕ P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′n
= U ⊕ V ⊕ P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′n, (21.17)
and since the P ′j, j = 1, 2, . . . , n are all contained in K it follows that
K = E ⊕ J = V ⊕ P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′n. (21.18)
Now suppose that given e ∈ U we can solve the equations
j + J1 = L(e + E1), J1 = −YE1, e, j ∈ U , E1,J1 ∈ V , (21.19)
where Y is the Y-operator associated with the subspace collection (21.18). From the
Y -problem we have
E = E1 + E2 ∈ E , J = J1 + J2 ∈ J J2 = LE2, E2,J2 ∈ H′, (21.20)
where
H′ = P ′1 ⊕ P ′2 ⊕ · · · ⊕ P ′n. (21.21)
Since
j + J1 + J2 = L(e + E1 + E2), (21.22)
we see that these fields solve the Z-problem
e, j ∈ U , E ∈ E , J ∈ J , j + J = L(e + E), (21.23)
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and by definition j = Ze. To solve (21.19) let Π1 be the projection onto V . Then (21.19)
implies
−YE1 = Π1L(e + Π1E1), (21.24)
giving
E1 = −Π1(Y + Π1LΠ1)−1Π1Le, (21.25)
where the inverse is to be taken on the subspace V . It follows that
j + J1 = Le− LΠ1(Y + Π1LΠ1)−1Π1Le, (21.26)
implying
Z = Γ0LΓ0 − Γ0LΠ1(Y + Π1LΠ1)−1Π1LΓ0. (21.27)
This formula is analogous to that given in (29.12) of Milton (2002).
To obtain a more explicit way of writing (21.27) let us suppose we are given a basis
u1,u2, . . . ,um of U . Since (21.8) only has the trivial solution u = 0 each space P˜j has
dimension m. It then follows from (21.3) that V has dimension m(n − 1). Also, for
i = 1, 2, . . . , n− 1, (21.3) implies Λiuj has the unique decomposition
Λiuj =
∑
k
wijkuk + vij, vij ∈ V , (21.28)
for some set of constants wijk. To show that the vectors vij, which number m(n−1), are
independent, let us suppose
0 =
n−1∑
i=1
m∑
j=1
cijvij =
n−1∑
i=1
m∑
j=1
cij(Λiuj −
m∑
k=1
wijkuk). (21.29)
By letting Λn act on this equation and taking into account that (21.8) only has the trivial
solution u = 0 we see that
n−1∑
i=1
m∑
j=1
m∑
k=1
cijwijkuk = 0. (21.30)
Then substituting this in (21.29) and letting Λi, i 6= n, act on (21.29) and again taking
into account that (21.8) only has the trivial solution u = 0 we obtain
m∑
j=1
cijuj = 0, (21.31)
which shows that all the cij must be zero. Therefore let us take the vectors vij as our
basis for V .
The identities
Π1ΛiΓ0uj = vij, Γ0ΛiΓ0uj =
∑
k
wijkuk, (21.32)
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which follow from (21.28) then gives the matrix representations for Π1ΛiΓ0 and Γ0ΛiΓ0
in these bases, when i 6= m. Using the fact that Λn = I−
∑
i 6=n Λi we obtain
Γ0LΓ0 = znΓ0 +
n−1∑
i=1
(zi − zn)Γ0ΛiΓ0, Π1LΓ0 =
n−1∑
i=1
(zi − zn)Π1ΛiΓ0. (21.33)
Now for p 6= n (and i 6= n) (21.28) implies (no sum over p)
Λpvij =
∑
k
(δpiδkj − wijk)Λpuk
=
∑
k
(δpiδkj − wijk)(vpk +
∑
q
wpkquq). (21.34)
Thus we deduce
Γ0ΛpΠ1vij =
∑
k
(δpiδkj − wijk)
∑
q
wpkquq,
Π1ΛpΠ1vij =
∑
k
(δpiδkj − wijk)vpk, (21.35)
which gives the matrix representation for the operators Γ0ΛpΠ1 and Π1ΛpΠ1 in these
bases (p 6= n), in terms of which we obtain the representation for the operators
Γ0LΠ1 =
n−1∑
p=1
(zp − zn)Γ0ΛpΠ1, Π1LΠ1 = znΠ1 +
n−1∑
p=1
(zp − zn)Π1ΛpΠ1. (21.36)
Thus all the matrices representing the operators entering (21.27), aside from Y, only
depend on the parameters wijk and these parameters can be obtained from the represen-
tation in the basis u1,u2, . . . ,um of Z when the differences zi− zn, i = 1, 2, . . . , n− 1 are
small. To first order in these differences, (21.27),(21.33), and (21.36) imply
Zuj ≈ znuj +
n−1∑
i=1
(zi − zn)
∑
k
wijkuk. (21.37)
Thus knowing this expansion one can recover all the parameters wijk.
22 “Continued fraction expansions” of subspace col-
lections.
The idea to developing the continued fraction is that by a succession of reduction and
normalization operations one obtains a series of recursion relations
Z = Γ0LΓ0 − Γ0LΠ1(Y + Π1LΠ1)−1Π1LΓ0, (22.38)
Y = M(1)Z(1)K(1), (22.39)
Z(1) = Γ
(1)
0 L
(1)Γ
(1)
0 − Γ(1)0 L(1)Π(1)1 (Y(1) + Π(1)1 L(1)Π(1)1 )−1Π(1)1 L(1)Γ(1)0 , (22.40)
Y(1) = M(2)Z(2)K(2), (22.41)
Z(2) = Γ
(2)
0 L
(2)Γ
(2)
0 − Γ(2)0 L(2)Π(2)1 (Y(2) + Π(2)1 L(2)Π(2)1 )−1Π(2)1 L(2)Γ(2)0 , (22.42)
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and so forth, until the dimension of the remaining space goes to zero, or until one (or
more) of the assumptions necessary to proceed with the normalization or reduction op-
eration does not hold. By substituting (22.39) in (22.38), then substituting (22.40) in
the resulting expression, and subsequently substituting (22.41) in this expression, and so
on, one develops the continued fraction expansion for Z incorporating the variables z1,
z2, . . ., zn and, as one goes down the continued fraction, information contained in the
series expansion (15.1) at successively higher and higher levels of truncation. We do not
address in this book whether one can go ahead with the continued fraction expansion
(and if so how) when the assumptions made to proceed with the normalization or reduc-
tion operation do not hold. In the process of developing the continued fraction through
reduction and normalization operations, one could at those steps where one is dealing
with a Y -problem make any desired reference transformation as described in Section 12.
In this way one incorporates information at the subspace collection level that corresponds
at the function level to known values of the function, and derivatives, at various points.
Such continued fraction expansions form the basis of the field equation recursion
method for bounding the effective moduli of composites (Milton and Golden 1985; Milton
1987a, 1987b, 1991; Clark and Milton 1994; Clark 1997 and Chapter 29 of (Milton 2002)
in the abstract theory of composites as described in Chapter 2 of this book (Milton 2016):
see also Section 9.10 and Chapter 10 of Milton (2016)). The basic idea, at least when we
have an orthogonal subspace collection, is that crude estimates or bounds on the operator
Z(j) or Y(j) at some intermediate level j give through the above recursion relations good
approximations or tight bounds on Z or Y incorporating the parameters that enter the
recursion relations at the different levels up to level j (obtained from series expansions
up to a given order of the solutions of the Z-problem or Y -problem).
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