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HAMILTONIAN DYNAMICS OF A PARTICLE INTERACTING
WITH A WAVE FIELD
DANIEL EGLI†, JU¨RG FRO¨HLICH‡, ZHOU GANG, ARICK SHAO†,
ISRAEL MICHAEL SIGAL†
Abstract. We study the Hamiltonian equations of motion of a heavy tracer
particle interacting with a dense weakly interacting Bose-Einstein condensate
in the classical (mean-field) limit. Solutions describing ballistic subsonic mo-
tion of the particle through the condensate are constructed. We establish
asymptotic stability of ballistic subsonic motion.
1. Introduction
In this paper we study a physical system consisting of a very heavy quantum
particle moving through a very dense, very weakly interacting Bose gas. The gas is
at zero temperature, and it exhibits Bose-Einstein condensation. It is known that
the speed of sound in an interacting Bose gas is strictly positive. (The dispersion
law of sound waves, the Goldstone modes of the Bose-Einstein condensate, is linear
in the magnitude of their wave vector at the origin in wave-vector space; see, e.g.,
[6].) In a limiting regime where the density of the Bose gas is very large, but the
interactions between atoms in the gas are very weak, the dynamics of the Bose gas is
harmonic (the Hamiltonian is quadratic in the creation and annihilation operators
of the Goldstone modes).
Quantum systems very similar to this one have been studied in [11, 25]. Under
appropriate assumptions on the interactions between the particle and the atoms in
the Bose gas, one-particle states can be constructed that describe inertial motion of
the dressed quantum particle at a speed below the speed of sound of the condensate.
Although there are some results on scattering in such systems, asymptotic stability
or -completeness of this type of motion has not been established yet. In this paper
we study related problems in the classical or “mean-field” limit.
One may argue quite convincingly (see, e.g., [13]) that, in the mean-field limit
where the density of the Bose gas and the mass of the tracer particle become very
large, the quantum dynamics of the system approaches the classical Hamiltonian
dynamics of a point particle interacting with a wave medium (in the sense that time
evolution and quantization commute, up to error terms that vanish in the mean-field
limit). The corresponding Hamiltonian equations of motion have been exhibited in
[13]. The purpose of the present paper is to construct a class of solutions of these
equations describing inertial motion of the particle and to establish asymptotic
stability of subsonic inertial motion for a suitable class of initial conditions.
† The author’s research was supported in part by NSERC under Grant No. NA7901.
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In the following, Xt ∈ R3 denotes the position of the tracer particle and Pt ∈ R3
denotes its momentum at time t. The Bose-Einstein condensate is described, in
the mean-field limit, by a complex wave field, βt, belonging to a suitably chosen
Sobolev space of functions on R3. This wave field describes low-energy excitations
of the ground state of the condensate. In a certain limiting regime described in
[13], and for a certain choice of boundary conditions of βt at ∞, the Hamiltonian
equations of motion of the system are given by
MX˙t = Pt,(1)
P˙t = −∇V (Xt) +
∫
R3
∇W (· −Xt)Re βt,
iβ˙t = −∆βt + µRe βt +W (· −Xt).
Here, V : R3 → R is the potential of an external force acting on the tracer particle,
and W : R3 → R is a two-body potential describing interactions between the tracer
particle and the atoms in the Bose gas. Furthermore, M > 0 denotes the mass of
the tracer particle, and µ is a parameter related to the product of the density of the
condensate with the strength of interactions among atoms in the Bose gas, which
determines its speed of sound,
√
µ.
One expects the particle motion to exhibit qualitatively different properties ac-
cording to whether the initial speed of the particle is subsonic or supersonic. For a
supersonic initial velocity, one expects the particle to decelerate through emission
of Cerenkov radiation of sound waves into the Bose-Einstein condensate—its speed
asymptotically approaching the speed of sound in the condensate. For the time
being, this expectation remains a conjecture that will be analyzed elsewhere. In
this paper, we construct solutions of the equations of motion describing inertial
motion of the tracer particle accompanied by a splash in the condensate moving at
the same velocity. The main result of this paper states that this type of motion
is asymptotically stable. More precisely, we show that the system (1) of equations
has “traveling wave solutions”,
Xt = vt, Pt =Mv, βt(x) = γv(x − vt),(2)
describing inertial motion if the speed of the particle, |v|, is smaller than or equal to
the speed of sound in the condensate, and we show that these solutions are stable
under small perturbations.
Simplified statements of our main results are summarized in the following the-
orems; see Section 3 for the full precise statements. The outlines for their proofs
can be found in Sections 4.1 and 5.1.
Theorem 1.1 (Inertial motion). Consider the system (1), with W smooth and
rapidly decreasing, and with V ≡ 0. Fix also a velocity vector v ∈ R3.
• If |v| < √µ, then (1) has a unique smooth solution of the form (2), with
|Re γv(x)| . 〈x〉(−3)+, | Im γv(x)| . 〈x〉(−2)+.
• If |v| = √µ, then (1) has a unique solution of the form (2), with
|Re γv(x)| . 〈x〉(−1)+, | Im γv(x)| . 〈x〉(− 23 )+.
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• If |v| > √µ, then (1) has no finite-energy traveling wave solutions, except
for the non-generic case that the Fourier transform of W vanishes on
{ξ ∈ R3 | |ξ|2 + µ− (v · ξˆ)2 = 0}.
Theorem 1.2 (Stability of subsonic inertial motion). Assume that W is spheri-
cally symmetric, smooth, and rapidly decreasing, and that its Fourier transform is
nowhere vanishing. Suppose (Xt, Pt, βt) is a solution to the system (1) in the case
V ≡ 0. If the initial conditions satisfy
• |v0| :=M−1|P0| < √µ, and
• β0 − γv0 is smooth and rapidly decreasing, and ‖〈x〉4(β0 − γv0)‖L2 is suffi-
ciently small (depending on M , µ, |v0| and W ),
then there exists an asymptotic velocity v∞ ∈ R3, with |v∞| < √µ, such that
|M−1Pt − v∞| . (1 + t)−3.
Moreover, there exists an asymptotic initial position X¯0 ∈ R3 such that
|Xt − v∞t− X¯0| . (1 + t)−2,
‖Re [βt − γv∞(· − X¯0 − v∞t)]‖L∞ . (1 + t)−
3
2 ,
‖ Im [βt − γv∞(· − X¯0 − v∞t)]‖L∞ . (1 + t)(−1)+.
In other words, the particle velocity converges to some asymptotic subsonic value
as tր∞. Moreover, the trajectory of the particle also converges to an asymptotic
ballistic path, t 7→ X¯0+v∞t, and the field β converges to the traveling wave solution
associated with this ballistic motion.
In [12] and in [10] (where a more general result going beyond the weak-coupling
limit is proven), some of the authors have analyzed particle motion in an ideal Bose
gas, that is, for µ = 0. In an ideal Bose gas, the speed of sound is zero, hence there
is only supersonic particle motion. For the models of [12] and [10], the heuristic
picture sketched above is vindicated. The particle decelerates to zero speed (= the
speed of sound), |Pt| = O(t−α), for some rate α > 12 possibly depending on initial
conditions. The condensate wave βt is proven to approach the static solution of
equation (1).
The existence of solutions describing inertial motion at non-zero velocity shows
that the static solutions are unstable if µ > 0. However, for an ideal Bose gas, that
is, µ = 0, the static solutions are stable ([12, 13]).
A variety of physics-style results for related problems can be found in [21, 24]. In
[5], the authors prove asymptotic ballistic motion for a forced particle interacting
with a wave field. However, in their work they assume an independent wave field
for each point in space. There is extensive mathematical literature on existence,
nonexistence, stability, and scattering of traveling waves for nonlinear Schro¨dinger
and reaction-diffusion equations. For the latter, see for instance [33], or [1], for
recent work. For scattering theory in nonlinear Schro¨dinger equations, see [29, 30,
7, 14, 19, 20]. For existence and nonexistence results, see [4, 17, 22]. For results
on stability of traveling waves, see [18, 8, 9, 26, 3, 16]. See also [23] for a recent
review of results on traveling waves in nonlinear Schro¨dinger equations with nonzero
conditions at infinity.
1.1. Notations. Here we summarize some notation used throughout the paper.
• f .k g means that there is a constant C depending on k such that f ≤ Cg.
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• We use the standard notation
〈x〉 = (1 + |x|2) 12 , xˆ = x|x| ∈ S
n−1, x ∈ Rn.
• Given f : Rn → C and X ∈ Rn, we define the spatial translate fX of f by
fX(x) := f(x−X).
• Given f : Rn → C, we let F(f) and fˆ denote the Fourier transform of f .
• We will also use 〈·, ·〉 to denote the standard L2-inner product on Rn,
〈f, g〉 =
∫
Rn
f g¯, f, g : Rn → C.
In most of this paper, we will only consider three-dimensional space, n = 3. In a
few instances, we will also use the same conventions in the case n = 1.
Next, we will use the following notation.
• Let S(Rn) denote the space of smooth rapidly decreasing functions on Rn.
• For any b ∈ R, we let Hb(Rn) denote the standard (inhomogeneous) frac-
tional Sobolev function space, defined using the norm
‖f‖2Hb =
∫
Rn
〈ξ〉2b|fˆ(ξ)|2dξ.
• Furthermore, when b < 3/2, we can define the corresponding homogeneous
Sobolev space, H˙b(Rn), via the norm 1
‖f‖2
H˙b
=
∫
Rn
|ξ|2b|fˆ(ξ)|2dξ.
In our analysis, we will often encounter functions with different regularities at
low and high frequencies. These functions will typically belong to the generalized
Sobolev spaces Hba(R
n), which treat low frequencies like H˙a and high frequencies
like H˙b. Again, we will restrict our attention to spaces with a < 3/2. The spaces
Hba(R
n) can then be described in terms of the norm
‖f‖2Hba(Rn) =
∫
|ξ|≤1
|ξ|2a|fˆ(ξ)|2dξ +
∫
|ξ|≥1
|ξ|2b|fˆ(ξ)|2dξ.
The spaces Hb and H˙b represent special cases, with a = 0 and a = b, respectively.
The following simple observations relate these Hba-spaces, which are somewhat
technical in nature, to some more intuitive situations.
• If f ∈ L1(Rn) ∩Hb(Rn), then f ∈ Hba(Rn) for any a > −n/2.
• If f ∈ S(Rn), then f ∈ Hba(Rn) for any a > −n/2 and b ∈ R.
Finally, we are interested in decay properties of fields and particle. In general,
there are two obstacles preventing decay:
• Singular behavior of various operators near the Fourier origin—these are
properties of our system that limit the optimal rates of decay.
• Lack of spatial decay of our initial conditions and potential.
1Such spaces can still be adequately defined when b ≥ 3/2, but only as tempered distributions
modulo polynomials. For simplicity, we avoid such technicalities here.
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We choose our assumptions such that the decay will only be limited by the first
obstacle mentioned above. For this purpose, we introduce the following definition.
We say a function f : Rn → C is sufficiently fast decaying iff
(3) ‖〈x〉Nf‖2L2 =
∫
Rn
〈x〉2N |f(x)|2dx <∞,
for some large enough N .
Remark 1.3. In this paper, taking N = 6 is sufficient to prove all results.
2. Basic properties of the equations of motion.
In this section we discuss some basic properties of the system of equations (1).
Moreover, from now on, we will only consider the case V ≡ 0, in which there are
no external forces acting on the tracer particle.
2.1. Hamiltonian Structure and Transformations. The system (1) is Hamil-
tonian, with Hamilton functional
H(X,P, β) = 1
2M
|P |2 +
∫
R3
[
1
2
|∇β|2 + µ|Re β|2 +WX Re β
]
,(4)
and with the symplectic form
ω((X,P, β), (X ′, P ′, β′)) = P ′ ·X − P ·X ′ + Im
∫
R3
β¯β′.
In the preceding expressions, we have, for conciseness, adopted the usual practice
of identifying vector spaces with their tangent and cotangent spaces.
Moreover, the system has the following invariance and covariance properties:
(a) Time translation: If (X,P, β) is a solution of (1), and if t0 ∈ R, then
X˜t = Xt−t0 , P˜t = Pt−t0 , β˜t(x) = βt−t0(x)
is a solution of (1).
(b) Spatial translation: If (X,P, β) is a solution of (1), and if x0 ∈ R3, then
X˜t = x0 +Xt, P˜t = Pt, β˜t(x) = βt(x− x0)
is a solution of (1). In other words, (1) has translation symmetry.
(c) Spatial rotation: If (X,P, β) is a solution of (1), and if R ∈ SO(3), i.e., R
is a spatial rotation, then
X˜t = R
−1Xt, P˜t = R
−1Pt, β˜t(x) = βt(Rx)
is another solution of (1), with W replaced by W˜ (x) =W (Rx). In partic-
ular, if W is spherically symmetric, then (1) is covariant under rotations.
(d) If (X,P, β) is a solution of (1), and if λ > 0, then
X˜t = Xt, P˜t = λ
−1Pt, β˜t(x) = λ
− 1
2 βt(x)
is a solution of (1), with M and W replaced by
M˜ = λ−1M , W˜ (x) = λ−
1
2W (x).
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(e) If (X,P, β) is a solution of (1), and if λ > 0, then
X˜t = λXλ−2t, P˜t = λ
−1Pλ−2t, β˜t(x) = λ
− 3
2 βλ−2t(λ
−1x)
is a solution of (1), with µ and W replaced by
µ˜ = λ−2µ, W˜ (x) = λ−
7
2W (λ−1x).
The last two properties can be interpreted as transformations of (1) corresponding
to changes of units. All these properties can be checked by direct computation.
By rotation and translation transformations ((b) and (c)), we may assume, where
convenient, that X0 = 0 and P0 = (0, 0, |P0|). Moreover, by appropriate changes of
units ((d) and (e)), we need only consider the specific case M = 1 and µ = 1. In
this setting, the equations of motion are
X˙t = Pt,(5)
P˙t =
∫
R3
∇WXt Re βtdx,
iβ˙t = −∆βt +Re βt +WXt .
From now on, we exclusively analyze equations (5) rather than (1).
Remark 2.1. As the mass M of the tracer particle has been set to 1, the velocity
v = X˙ and the momentum P coincide numerically. Depending on the appropriate
physical interpretation, we will use the notations vt and Pt, respectively.
The symmetries of the system (5) yield standard conserved quantities, whenever
such quantities are well-defined:
• By time translation symmetry, solutions of (5) have the energy H defined
in (4) (with M = µ = 1) as a conserved quantity.
• By space translation symmetry, solutions of (5) have conserved momentum
(6) Pj(X,P, β) = Pj + 1
2
Im
∫
R3
β¯∂jβ, 1 ≤ j ≤ 3.
• If W is spherically symmetric, then the rotational symmetry property im-
plies that solutions of (5) have conserved angular momentum.
2.2. Global Well-Posedness. A basic question is whether solutions to the system
(5) exist and are unique, for “general” initial data. The following theorem gives an
affirmative answer to this question.
Theorem 2.2. Let a ∈ (−5/2, 1/2), b ∈ [1,∞), and W ∈ L1(R3) ∩Hb(R3). If
P0 ∈ R3, Re β0 ∈ Hba(R3), Im β0 ∈ Hba+1(R3),
then the system (5) has a unique solution
Xt, Pt ∈ C([0,∞);R3), (Re βt, Im βt) ∈ C([0,∞);Hba(R3)×Hba+1(R3)),
corresponding to the initial data X0, P0, and β0.
The proof of Theorem 2.2, which employs rather conventional contraction map-
ping techniques, is deferred until Appendix A.
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Remark 2.3. Note that if
Re β0 ∈ H1(R3), Im β0 ∈ H˙1(R3), W ∈ L2(R3),
then the Hamiltonian functional H in (4) is well-defined. This case is covered by
Theorem 2.2, with parameters a = 0 and b = 1.
While Theorem 2.2 shows that P and β cannot blow up in finite time, it does
not exclude the possibility that P and β blow up in the limit t ր ∞. However, if
the Hamiltonian functional is well-defined, then it must be conserved for solutions
of 2.2. In this case, one is able to not only rule out blowup, but actually establish
uniform bounds on both quantities.
Proposition 2.4. Let W ∈ L2(R3), and suppose that
Xt, Pt ∈ C([0,∞);R3), (Re βt, Im βt) ∈ C([0,∞);H1(R3)× H˙1(R3))
is a solution of (5). Then, for any t ∈ [0,∞),
1
2
|Pt|2 +
∫
Rd
(
1
2
|∇βt|2 + 1
2
|Re βt|2
)
dx ≤ H(X0, P0, β0) + 1
2
‖W‖2L2x.(7)
Proof. By conservation of the Hamilton functional,
H(Xt, Pt, βt) = H(X0, P0, β0) = H0.(8)
It then follows from the definition of H that
1
2
|Pt|2 +
∫
Rd
(
1
2
|∇βt|2 + |Re βt|2
)
dx = H0 −
∫
Rd
WXt Re βtdx
≤ H0 + ‖W‖L2‖Re βt‖L2 .
The inequality (7) follows, since
‖W‖L2‖Re βt‖L2 ≤
1
2
‖W‖2L2 +
1
2
‖Re βt‖2L2 . 
2.3. A Change of Variables. From a mathematical perspective, the form (5) of
the equation of motion for β is inconvenient because the operator (−∆+Re ) is not
complex linear. As a result, Re β and Im β will have inherently different regularity
properties in low frequencies. To address this, we make a change of variables,
introduced in [19] for the Gross-Pitaevskii equation. In the new variables, the field
equation gives rise to an evolution that is unitary (on the Hba-spaces).
First, let
U = (−∆) 12 (1−∆)− 12 ,
and define the R-linear operator Ur : S(R3)→ S(R3) by
(9) Uru = U(Re u) + i(Im u),
extended appropriately to various Sobolev-type spaces of functions. Note that both
U and Ur are invertible on the appropriate spaces.
Next, we set
Bt := U
−1
r βt = U
−1(Re βt) + i(Im βt).
Direct computation shows that, by letting
H =
√
−∆(−∆+ 1),
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the equations of motion in terms of Bt take the form
(10) X˙t = Pt, P˙t =
∫
R3
∇WXtU Re Bt, iB˙t = HBt +WXt .
Duhamel’s principle yields the following expression for Bt:
(11) Bt = e
−iHtB0 − i
∫ t
0
e−iH(t−s)WXsds.
This representation will be advantageous, as it highlights the dispersive properties
of the system.
From now on, we use the notation
(12) Hv := H + iv · ∇, v ∈ R3,
as this operator will be utilized repeatedly in our analysis. By Fourier transforma-
tion, we see that the symbol of Hv is given by
(13) hv(ξ) := |ξ|〈ξ〉 − v · ξ = |ξ|(〈ξ〉 − v · ξˆ).
2.4. Symbol Classes. In subsequent decay estimates, we will need to consider
various differential operators constructed from ∇, U , Hv, etc.; see Section 2.3.
In particular, we require specific estimates for derivatives of the symbols of these
operators. Of special importance is how these symbols behave near the Fourier
origin. As we will do this repeatedly for several operators, it becomes convenient to
treat them in a systematic manner, depending on their behavior in large and small
frequencies. As a result, we define the following classes of functions.
First, let a, b ∈ R, and suppose f : Rn \ {0} → C is smooth. We say that f is in
the class Mba iff for every multi-index α, we have
(14) |∂αf(ξ)| .f,α
{
|ξ|b−|α| |ξ| ≥ 1,
|ξ|a−|α| |ξ| ≤ 1, ξ ∈ R
n.
These resemble the usual Ho¨rmander classes encountered in pseudodifferential anal-
ysis, except, like for the Hba-spaces, we treat low and high frequencies separately.
Note the following observations:
• The map ξ 7→ |ξ|a〈ξ〉b−a, ξ ∈ Rn \ {0}, is in the class Mba.
• Given a1, a2, b1, b2 ∈ R, the product of two functions in the classes Mb1a1
and Mb2a2 , respectively, is a function in the class Mb1+b2a1+a2 .
The above can be verified through straightforward computations.
Next, we consider similar behavior in only the radial direction. Given a smooth
function g : (0,∞)→ R, we say that g is in the class Ob iff for any integer N ≥ 0,
(15) |g(N)(ρ)| .g,N 〈ρ〉b−N , ρ ∈ (0,∞).
Unlike for the classes Mba, here we will need to track the powers of ρ explicitly,
hence we only treat the powers of 〈ρ〉 in a unified way. Note the following:
• The map ρ 7→ 〈ρ〉b, ρ ∈ (0,∞), is of the form Ob.
• Given b1, b2 ∈ R, the product of two functions in the class Ob1 and Ob2 ,
respectively, is a function in the class Ob1+b2 .
Again, these properties are verified easily.
Now, for any θ ∈ Sn−1, we can define the restriction
fθ : (0,∞)→ C, fθ(ρ) = f(ρθ).
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In other words, we represent the arguments of f using polar coordinates, and we
restrict f to a single spherical parameter. We say that f itself is in the class Ob iff
each fθ, θ ∈ Sn−1, is in the class Ob.
Note the following properties for some basic operators:
• The symbols ξ and |ξ| for ∇ and |∇|, respectively, are in the class M11.
• Given any b ∈ R, the operator U b (see Section 2.3) has associated symbol
ub(ξ) = |ξ|b〈ξ〉−b, which is in the class M0b .
Of particular interest are the operators Hv, v ∈ R3, defined in (12). The associated
symbol, hv, was defined in (13). In particular, we have
hv,θ : (0,∞)→ R, hv,θ(ρ) = ρ(〈ρ〉 − v · θ),
for each θ ∈ S2. Note that when |v| < 1, we have the uniform lower bound
|ξ|−1|hv(ξ)| = |〈ξ〉 − v · ξˆ| ≥ 1− |v| > 0, ξ ∈ R3 \ {0}.
Some other properties of hv, listed below, can also be computed directly:
• If b ∈ [0,∞), then (hv)b is in the class M2bb , with the constants in (14)
depending on |v| and b. Moreover, if |v| < 1, then (hv)−b is well-defined on
R3 \ {0} and is in the class M−2b−b .
• If |v| < 1, then for any θ ∈ S2,
(16) h′v,θ(ρ) ≃|v| 〈ρ〉.
• If v ∈ R3 and θ ∈ S2, then h′′v,θ is in the class O0. Moreover, the associated
constants in (15) are independent of v.
3. The Main Results
In this section, we state the main results of this paper. These pertain to traveling
wave solutions of (5) of the form
(17) Xt = vt, Pt ≡ v, βt(x) = γv(x− vt),
where the function γv is time-independent. These solutions describe uniform motion
of the particle, along with a splash, γv, of the Bose gas accompanying the particle.
The main results of this section, and of this paper, are the following:
(1) The existence of subsonic and sonic inertial solutions, and the generic
nonexistence of finite energy supersonic inertial solutions (Theorem 3.1).
(2) The stability of subsonic inertial particle motion (Theorem 3.3).
3.1. Inertial Solutions. The first main task is to show that traveling wave solu-
tions of the form (17) exist and are unique. Furthermore, we obtain spatial decay
estimates for these solutions. The precise statements are given below.
Theorem 3.1. Let v ∈ R3, and let b ∈ [−1/2,∞).
• If |v| < 1, then given any W ∈ L1(R3) ∩ Hb(R3), there exists a unique
traveling wave solution (17) to (5), with
(18) Re γv ∈
⋂
a>− 3
2
Hb+2a (R
3), Im γv ∈
⋂
a>− 1
2
Hb+2a (R
3).
Moreover, if W is sufficiently fast decaying (see (3)), then for any ǫ > 0,
(19) |Re γv(x)| .ǫ 〈x〉−3+ǫ, | Im γv(x)| .ǫ 〈x〉−2+ǫ.
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• If |v| = 1, then for any W ∈ L1(Rn) ∩ Hb(R3), there exists a unique
traveling wave solution (17) to (5), with
(20) Re γv ∈
⋂
a>− 1
2
Hb+2a (R
3), Im γv ∈
⋂
a> 1
2
Hb+2a (R
3),
Moreover, if W is sufficiently fast decaying, then for any ǫ > 0,
(21) |Re γv(x)| .ǫ 〈x〉−1+ǫ, | Im γv(x)| .ǫ 〈x〉− 23+ǫ.
• If |v| > 1, then for any W ∈ S(R3) such that Wˆ does not vanish on the set
{ξ ∈ R3 | 1 + |ξ|2 − (v · ξˆ)2 = 0},
there do not exist any finite-energy solutions (17) to (5).
The proof of Theorem 3.1 is given in Section 4.
Remark 3.2. Theorem 3.1 implies the following behavior of the profile γv:
• If |v| < 1, both Re γv and Im γv belong to L2(R3).
• If |v| = 1, only Re γv must belong to L2(R3), though Im γv is in H˙1(R3).
• If |v| > 1, neither Re γv nor Im γv must belong to L2(R3).
A special case of traveling wave solutions (17) is the case v = 0, that is, the
stationary solutions of (5). In this case, γ0 is real-valued and satisfies
γ0 = −(∆ + 1)−1W .
This expression implies that γ0(x) decays at infinity like either e
−|x| orW , whichever
decays at the slower rate.
3.2. Stability of Subsonic Inertial Solutions. Our main aim in this paper is
to study the stability of the inertial solutions (17), in the subsonic case (|v| < 1).
Roughly speaking, we prove that if the initial speed of the particle is subsonic and
the initial field is close to a corresponding traveling-wave solution then the velocity
of the particle converges to an asymptotic (limiting) subsonic velocity and the field
converges uniformly to a traveling wave corresponding to that limiting velocity.
A precise statement of our asymptotic stability result is given below. This result
implies Theorem 1.2.
Theorem 3.3. Suppose W ∈ H1(R3) is sufficiently fast decaying and spherically
symmetric, and let
X0 = 0, P0 = v0 ∈ R3, β0 ∈ H1(R3),
be initial data for the system (5), such that:
• |v0| < 1, i.e., the particle is initially subsonic.
• Wˆ is nowhere vanishing.
• There is some ε0 > 0, depending on |v0| and W , such that
‖〈x〉4(β0 − γv0)‖L2 < ε0.
Then, there is a global solution (X,P = v, β) to the system (5) with the above initial
data, in the sense of Theorem 2.2. Furthermore:
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• There exist an asymptotic velocity v∞ ∈ R3, with |v∞| < 1, and an asymp-
totic initial position X¯0 ∈ R3 such that
|vt − v∞| . ε0(1 + t)−3,(22)
|Xt − v∞t− X¯0| . ε0(1 + t)−2.(23)
• If ∇(β0 − γv0) ∈ L1(R3), then for any ε > 0,
‖Re (βt − γX¯0+v∞tv∞ )‖L∞ . (1 + t)−
3
2 ,(24)
‖ Im (βt − γX¯0+v∞tv∞ )‖L∞ .ε (1 + t)−1+ε.(25)
Theorem 3.3 is proved in Section 5.
Remark 3.4. If one assumes less (but not too little) spatial decay for β0 − γv0 in
Theorem 3.3, then one can still prove a correspondingly weaker version of Theorem
3.3, in which one obtains a slower rate of convergence from vt to v∞.
4. Proof of Theorem 3.1
In this section, we present the proof of Theorem 3.1, i.e., we establish existence,
uniqueness, and decay properties of solutions describing inertial particle motion.
4.1. Setup and Outline. Much of the strategy for constructing subsonic and sonic
solutions is the same. We begin the proof by substituting (17) into (5), which yields
the traveling wave equation
−iv · ∇γv = −∆γv +Re γv +W .(26)
Making the change of variables Gv = U
−1
r γv (see Section 2.3) and recalling the
notation (12), Eq. (26) becomes the complex-linear equation
(27) HvGv = −W .
As the transformation from γv to Gv is invertible, it suffices to solve this equation
for Gv.
Now, one must invert Hv in order to solve (27) for Gv, and hence γv, in terms
of W . After Fourier transformation, (27) becomes
(28) hv(ξ)Gˆv(ξ) = −Wˆ (ξ),
where hv(ξ) is the symbol of Hv, given in (13).
Since hv has a (sharp) lower bound |ξ|−1|hv(ξ)| ≥ 1 − |v|, one expects different
phenomena in the cases |v| < 1, |v| = 1, and |v| > 1. To be more specific, consider
the operator H˜v = (−∆)−1/2Hv which has symbol |ξ|−1hv(ξ). Observe that:
• 0 lies in the resolvent set of H˜v when |v| < 1.
• 0 lies at the tip of the absolutely continuous spectrum of H˜v when |v| = 1.
• 0 is embedded in the continuous spectrum of H˜v when |v| > 1.
It is thus necessary to treat the subsonic, sonic, and supersonic cases separately
when solving Eq. (27) for Gv.
If the solution Gv exists, then we can determine the regularity of Gv and UGv.
Since Re γv = Re UGv and Im γv = Im Gv, this will yield the desired regularities
for γv in the subsonic and sonic settings.
With Gv, and hence γv, in hand, we proceed to establish another important
property of inertial solutions: namely that the velocity vt of the particle is constant,
≡ v. This is equivalent to showing that P˙t vanishes identically. To prove this, we
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turn to the second equation in (10). In particular, we show that the integral on the
right-hand side necessarily vanishes when Bt(x) is replaced by Gv(x − vt). This
demonstrates that we indeed have inertial solutions.
The final step is to establish decay estimates for Gv and UGv, and hence for
γv. This analysis focuses primarily on the behavior of Gˆv(ξ) near the origin in ξ-
space, as the strength of the singularity there determines the optimal rate of decay.
In particular, we expect less decay in the sonic case, as compared to the subsonic
case, because the symbol h−1v is more singular near the origin (at least along the
v-direction) in the sonic case than in the subsonic case. Furthermore, since the
Fourier transform of Im γv is more singular near at the origin than the Fourier
transform of Re γv, we expect Re γv to have better decay than Im γv.
Roughly speaking, every power |x|−1 in spatial decay corresponds to one deriv-
ative in Fourier space, and every such derivative makes the behavior of the Fourier
transform near the origin worse. This observation results in intrinsic upper bounds
on the fastest possible rates of decay of γv.
Since the best decay rates tend to involve fractional powers of |x|−1, we must
perform a somewhat subtle analysis of those decay rates. The idea is to obtain
optimal fractional powers by interpolating between adjacent integer powers. For
this, we derive, in Appendix B.4, frequency-localized decay estimates, which yield
precise information forGv restricted to each individual Fourier band |ξ| ≃ 2k. When
restricted to these bands, the aforementioned interpolation process is trivialized. 2
We can then piece together these estimates on the individual Fourier bands into
the desired decay estimates.
4.2. The Subsonic Case. Here, we assume that |v| < 1. From our assumptions
on W , we know that W ∈ Hba(R3), for every a > −3/2. Since
hv(ξ)
−1 . (1− |v|+ |ξ|)−1|ξ|−1 .
{
|ξ|−1 |ξ| ≤ 1,
|ξ|−2 |ξ| ≥ 1,
we can solve for Gv ∈ Hb+2a+1(R3), as Gˆv = −h−1v Wˆ , since
‖Gv‖2Hb+2
a+1
.
∫
|ξ|≤1
|ξ|2a+2 |Wˆ (ξ)|
2
|hv(ξ)|2 dξ +
∫
|ξ|≥1
|ξ|2b+4 |Wˆ (ξ)|
2
|hv(ξ)|2 dξ . ‖W‖
2
Hba
.
A similar estimate shows that
‖UGv‖Hb+2a . ‖Gv‖Hb+2a+1 . ‖W‖Hba <∞.
This implies the regularity properties (18) for γv.
To show that P˙t vanishes, we make use of (5); in particular,
P˙t = 〈∇W vt,Re γvtv 〉 = Re
[
i
∫
R3
ξ
|ξ|
〈ξ〉
1
hv(ξ)
|Wˆ (ξ)|2dξ
]
.(29)
Since W ∈ L1(R3) ∩ Hb(R3) and b ≥ −1/2, the integral on the right-hand side is
finite. Moreover, the quantity on the right-hand side within the bracket is purely
imaginary, hence P˙t vanishes identically.
2Indeed, on the individual Fourier bands, these interpolation estimates reduce to Ho¨lder’s
inequality; see Propositions B.10 and B.13.
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It remains to exhibit the expected decay of γv. Since Gv = −H−1v W , we can
apply Proposition B.10, with f =W and M = H−1v . Since the symbol h
−1
v of H
−1
v
is in the class M−2−1, Eq. (78) implies that
|〈x〉µGv(x)| . ‖〈x〉4W‖L2 , µ ∈ [0, 2).
The above implies the same decay rate for Im γv = Im Gv. On the other hand,
since UGv = −UH−1v W , and symbol UH−1v is now in the classM−20 , we have that
|〈x〉µUGv(x)| . ‖〈x〉5W‖L2 , µ ∈ [0, 3).
This implies the expected decay rate for Re γv = Re UGv and proves (19).
4.3. The Sonic Case. To understand inertial motion at the speed of sound, i.e., for
|v| = 1, is trickier than for |v| < 1, because the quantity |ξ|−1hv(ξ) is now singular
at the origin. However, this singularity only occurs along one “bad” direction, the
v-direction. Thus, by leveraging the remaining “good” directions, we still obtain
regular inertial solutions.
We again solve for Gv, as Gˆv = −h−1v Wˆ , by requiring that the right-hand side
belongs to an appropriate function space. As |hv(ξ)|−1 . |ξ|−2 in the region |ξ| ≥ 1,
we have that ∫
|ξ|≥1
|ξ|2b+4 |Wˆ (ξ)|
2
|hv(ξ)|2 dξ .
∫
|ξ|≥1
|ξ|2b|Wˆ (ξ)|2dξ <∞.
For the low-frequency region, we have that∫
|ξ|≤1
|ξ|2a+2 |Wˆ (ξ)|
2
|hv(ξ)|2 dξ ≤ ‖Wˆ‖
2
L∞
∫
|ξ|≤1
|ξ|2a+2
|hv(ξ)|2 dξ
. ‖W‖2L1
∫
|ξ|≤1
|ξ|2a+2
|hv(ξ)|2 dξ,
with a ∈ (−1/2, 1/2),
It remains to show that the integral on the right-hand side is finite. For this
purpose, we introduce spherical coordinates, (ρ, θ, φ), on the unit ball, with φ ∈
[0, π] measuring the angle from the v-direction. Then,∫
|ξ|≤1
|ξ|2a+2
|hv(ξ)|2 dξ =
∫ 2π
0
∫ π
0
∫ 1
0
ρ2a+2 sinφ
|〈ρ〉 − cosφ|2 dρdφdθ
.
∫ π
0
∫ 1
0
ρ2a+2φ
(ρ2 + φ2)2
dρdφ,
where, in the last step, we used that sinφ . φ, 1 − cosφ ≃ φ2, and 〈ρ〉 − 1 ≃ ρ2
on our domain. By reparametrizing ρ = r cosα and φ = r sinα (or by integrating
directly), we see that the above integral is finite whenever a > −1/2.
The above reasoning implies that Gv ∈ Hb+2a+1(R3), and hence UGv ∈ Hb+2a (R3),
for any a > −1/2. From this, it follows that Re γv and Im γv satisfy (20).
To show that P˙t vanishes, we again take a look at the right-hand side of (29).
Like in the subsonic case, it suffices to show that the integral in (29) is finite. The
high-frequency region |ξ| ≥ 1 is treated in the same fashion as in the subsonic case.
14 D. EGLI, J. FRO¨HLICH, Z. GANG, A. SHAO, I. M. SIGAL
For the low frequencies, |ξ| ≤ 1, we change coordinates, as before:∣∣∣∣∣
∫
|ξ|≤1
ξ
|ξ|
〈ξ〉
1
hv(ξ)
|Wˆ (ξ)|2dξ
∣∣∣∣∣ . ‖W‖2L1
∫ 2π
0
∫ π
0
∫ 1
0
ρ3 sinφ
|〈ρ〉 − cosφ|dρdφdθ
. ‖W‖2L1
∫ π
0
∫ 1
0
ρ3φ
(ρ2 + φ2)
dρdφ
<∞.
To exhibit the expected decay rates, we let Sv be defined as in (79), i.e., as the
Fourier multiplier operator with symbol (〈ξ〉 − v · ξˆ)−1. Writing
Gv = −(−∆)−1/2SvW ,
we may apply Proposition B.13, with f =W andM = (−∆)−1/2. Since the symbol
|ξ|−1 of M is in the class M−1−1, Eq. (81) implies that
|〈x〉µGv(x)| . ‖〈x〉3W‖L2, µ ∈ [0, 2/3).
Moreover, since UGv = −(1−∆)−1/2SvW , and the symbol 〈ξ〉 of (1−∆)−1/2 is in
the class M−10 , then (81) yields
|〈x〉µUGv(x)| . ‖〈x〉3W‖L2 , µ ∈ [0, 1).
The above decay rates for Gv and UGv imply (21).
4.4. The Supersonic Case. Finally, if |v| > 1, it follows from the definition of
the energy (4) that it suffices to show that Re γv does not belong to L
2(R3). This
is easily seen from the following expression:
R̂e γv(ξ) = R̂e UGv(ξ) =
Wˆ (ξ)
1 + |ξ|2 − (v · ξˆ)2 .
Since the denominator 1 + |ξ|2 − (v · ξˆ)2 vanishes on a two-dimensional surface,
Re γv does not have finite energy under our assumptions on W .
5. Proof of Theorem 3.3
In this section, we present the proof of Theorem 3.3, i.e., we establish asymptotic
stability of subsonic inertial particle motion under suitable hypotheses on the initial
conditions.
5.1. Setup and Outline of Proof. By Theorem 3.1, there exist inertial solutions
γv, with v ∈ R3 and |v| < 1. Next, we define
Gv = U
−1
r γv = −H−1v W
as in Sections 2.3 and 4.1.
By Theorem 2.2, there is a global solution (X,P, β) to Eq. (5), with
Xt, Pt ∈ C([0,∞);R3), (Re βt, Im βt) ∈ C([0,∞);H1(R3)× H˙1(R3)).
As in Section 2.3, we define
Bt = U
−1
r βt, B ∈ C([0,∞); H˙1(R3)).
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Recall that we assumed |v0| < 1. Suppose T > 0 is such that |vt| < 1 for all
t ∈ [0, T ), that is, the motion of the particle remains subsonic in this time interval.
It is then reasonable to introduce a field δt by setting
(30) βt = γ
Xt
vt + δt, t ∈ [0, T ).
Note that δt describes the deviation of the field βt from the inertial solution γ
Xt
vt .
As for βt, we transform δt by defining Dt = U
−1
r δt.
We now cast the equations of motion for the field βt in a more convenient form,
in terms of Dt, as long as the particle motion remains subsonic. Using the equations
(10) for Bt and (27) for Gvt , we derive the following evolution equation for D,
iD˙t = HDt − i(∂vGvt)Xt · v˙t = HDt +H−2vt ∇WXt · v˙t, t ∈ [0, T ).(31)
By Duhamel’s principle, this equation implies the following integral equation:
(32) Dt = e
−iHtD0 − i
∫ t
0
e−iH(t−s)H−2vs ∇WXs · v˙sds.
The equation for the particle acceleration, v˙t, reads
v˙t =
∫
R3
∇WXtU Re Dt.(33)
At this point, the proof of Theorem 3.3 consists of two main steps:
(1) The first step is to show that the acceleration v˙t tends to 0, as t→∞, and
that the particle moves at a subsonic speed for all times. This will imply,
in particular, the existence of an asymptotic (subsonic) velocity v∞.
(2) The second step involves showing that the field βt converges to the field of
the corresponding inertial solution, γX¯0+v∞tv∞ .
These steps are carried out in Sections 5.2 and 5.3, respectively. Here, we briefly
outline the basic ideas underlying our proof.
For the first step, we will derive an integral equation for v˙. Since this equation is
based on the ansatz (30) and equations (32) and (33), one has to impose a bootstrap
assumption on v˙ that is adapted to its expected decay rate. In particular, this
assumption justifies (30) up to some time T > 0. Starting from (32) and (33), we
derive an integral equation (with memory)
v˙t = r(t) −
∫ t
0
M(t− s)v˙sds, t ∈ [0, T ),(34)
where M is a 3 × 3 matrix-valued function. This equation has the general form
(1 + L)v˙ = r, where L is an integral operator. The goal is to show that 1 + L can
be inverted, and that r is small in a suitable sense.
In order to invert 1 + L, we perform a Fourier transform in the time variable.
Because Lv˙ is defined by a convolution in the time variable ofM with v˙, it becomes
a product after Fourier transformation to frequency space. Formally, v˙ can be
expressed in terms of r as follows:
ˆ˙v = (1 + Mˆ)−1rˆ.
By inverting the Fourier transform, we succeed in solving for and controlling v˙
in terms of r. We note that all these steps need to be justified rigorously—their
validity is not apparent, a priori.
In the proof, we have to accomplish the following tasks:
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• First, we prove decay estimates forM . Among other things, these estimates
validate the Fourier transform of (34), as well as the subsequent inverse
Fourier transform, which yields an expression of v˙ in terms of r.
• Next, one shows that 1 + Mˆ is an invertible matrix. Here, we use the
spherical symmetry of W to show that Mˆ , with respect to an appropriate
orthonormal frame, is diagonal. Subsequently, we use some special proper-
ties of M to show that either 1 + Mˆ is positive-definite, or Im Mˆ 6= 0.
• Finally, we derive decay estimates for r:
r(t) . (1 + t)−4, t ≥ 0.
Combining these ingredients, we will prove the following decay estimate for v˙:
|v˙t| . (1 + t)−4, t ≥ 0.
Much of the analytical work revolves around proving decay estimates for M and
r. Here we rely on the following observations:
• Each matrix element of M and term of r can be expressed in the form∫
R3
e−ithv(ξ)|ξ|lf(ξ)dξ,
where v ∈ R3 is subsonic, i.e., |v| < 1.
• Since |v| < 1, the phase hv has no stationary points away from the origin.
In particular, the radial derivative of hv is uniformly bounded from below.
As a result, one can apply standard integration by parts arguments in the radial
variable, with each integration by parts resulting in a factor of t−1. The number of
integrations by parts one can take depends on the behavior of the integrand near
the origin in frequency space. This is captured by the exponent l. Consequently,
the best decay rate one finds for any one of these terms is determined by l. The
details underlying these decay estimates can be found in Appendix B.2.
For some of these terms, one can exploit additional symmetries of the integrand
to show that there are no singularities at the origin in frequency space. For such
terms, one can derive an arbitrarily fast polynomial decay in t, because the number
of integrations by parts one can perform is arbitrarily large. This observation will
be important in controlling M . For details, see Appendix B.2.
The analysis sketched above enables us to obtain a strictly better estimate on v˙
than the one imposed in the bootstrap assumption. A standard continuity argument
yields the desired t−4-decay for v˙. This decay implies the existence of an asymptotic
velocity v∞, as well as the rate of convergence of vt to v∞ stated in Theorem 3.3.
Moreover, we readily obtain the asymptotic initial position X¯0 appearing in the
associated linear trajectory t 7→ X¯0 + v∞t.
It remains to carry out the second main step, which consists of proving con-
vergence of the field. For this purpose, we study the field δt using the Duhamel
formula (32), and we attempt to control each term on the right-hand side in the
space L∞. The main tools used to carry out this step are dispersive estimates for
the propagator, e−itH (see Section 2.3), which are discussed in Appendix B.3.
The basic dispersive estimate comes from [19], where it is shown, roughly speak-
ing, that if a function f ∈ L1(R3) is localized in a single Fourier band, then
‖e−itHf‖L∞ decays like t−3/2. From this basic estimate, one can derive similar
decay estimates for e−itHMf , where M is a differential operator whose symbol
belongs to an appropriate class. Just like in the integration by parts estimates of
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Appendix B.2, the amount of decay in t depends on how singular the symbol of M
becomes near the origin in Fourier space. This can be analyzed for rather general
M using interpolation arguments that are trivialized when one considers a single
Fourier band. We take full advantage of this flexibility when applying such esti-
mates to several different operators M , as determined by (32) and the definitions
of D and δ.
By piecing together decay estimates localized in Fourier space, we arrive at the
expected decay estimates, which imply that δt = βt−γXtvt decays as desired. Similar
to Theorem 3.1, since the Fourier transform of Re δt is better behaved at the origin
than the Fourier transform of Im δt, we expect better decay for Re δt than for
Im δt.
In order to complete the proof of Theorem 3.3, we must establish decay for
βt−γX¯0+v∞tv∞ , rather than just for δt. To accomplish this, we combine the estimates
alluded to above with a comparison between the traveling waves γvt and γv∞ . This
last step is relatively straightforward, involving variants of Sobolev estimates for
the Gv’s in terms of W .
5.2. Behavior of the Acceleration at Large Times. We wish to prove that
the acceleration of the particle decays in time, provided the initial deviation, δ0, of
the field from a traveling wave is chosen small enough, as assumed in Theorem 3.3.
More precisely, we prove that
|v˙t| . ε0(1 + t)−4, t ∈ [0,∞),(35)
whence the bounds (22) and (23). We recall that the constant ε0 appears in the
hypotheses of Theorem 3.3 and must be sufficiently small.
In order to prove (35), we resort to a bootstrap argument, which proceeds as
follows. First, we fix a sufficiently small ǫ ∝ ε0, depending on |v0| and W . For an
arbitrary but fixed T > 0, we make the bootstrap assumption
(36) max
0≤t<T
(1 + t)4|v˙t| ≤ ǫ.
From (33) we see that, since ‖δ0‖L2 is assumed to be very small (with respect to
‖W‖H˙1), (36) automatically holds for small T .
The goal is to show that if (36) holds, and if ε0 (and hence ǫ) is sufficiently
small, then we can prove a strictly better estimate
(37) max
0≤t<T
(1 + t)−4|v˙t| ≤ 1
2
ǫ.
A standard continuity argument then shows that (36) (and hence (37)) holds for
all T > 0. This yields (35).
The next step is to derive a relation for v˙t on the interval t ∈ [0, T ). Since ǫ is
small, the bootstrap assumption (36) implies that, for any 0 ≤ t < T ,
(38) |vt| . |v0|+
∫ t
0
|v˙τ |dτ < v∗ < 1,
with v∗ independent of T .
3 Consequently, the ansatz (30) (and hence (31)-(33))
remains appropriate for all t ∈ [0, T ). Plugging (32) into (33) and using the identity
3In other words, the particle remains “uniformly subsonic”. In particular, in various estimates
that depend on the velocity v∗, constants will not blow up.
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∇WXt = e−Xt·∇∇W , we find
v˙t = r0(t)− Re
〈
∇W,
∫ t
0
iUe−iH(t−s)+(Xt−Xs)·∇H−2vs ∇W · v˙sds
〉
,
r0(t) = Re 〈∇WXt , Ue−iHtD0〉.
Next, we expand the second term in the equation for v˙ around v0. Recalling the
notation (12), we can expand the exponential factor as
e−iH(t−s)+(Xt−Xs)·∇ = e−iH(t−s)+
∫
t
s
(vτ−v0)dτ ·∇+(t−s)v0·∇
= e−i(t−s)Hv0 + e−i(t−s)Hv0 (e
∫
t
s
(vτ−v0)dτ ·∇ − 1).
From the above considerations we arrive at
v˙t = r(t) −
∫ t
0
M(t− s)v˙sds, t ∈ [0, T ),(39)
where r(t) = r0(t)− r1(t)− r2(t), where
r1(t) = Re
〈
∇W,
∫ t
0
iUe−i(t−s)Hv0 (e
∫
t
s
(vτ−v0)dτ ·∇ − 1)H−2vs ∇W · v˙sds
〉
,
r2(t) = Re
〈
∇W,
∫ t
0
iUe−i(t−s)Hv0 (H−2vs −H−2v0 )∇W · v˙sds
〉
,
and where M is the matrix-valued function
Mij(t) =
{
Re 〈∂xiW , iUe−itHv0H−2v0 ∂xjW 〉 t ≥ 0,
0 t < 0.
Equation (39) can be expressed in the form
(1 + L)v˙ = r,
where L is the linear operator
Lh(t) =
∫ t
0
M(t− s)h(s)ds.
The key observation, stated in the following lemma, is that 1 + L is invertible.
Lemma 5.1. There exists a 3× 3 matrix function K on R satisfying
• K(t) vanishes for all t < 0.
• The following decay estimate holds:
(40) |K(t)| .W (1 + t)−4.
• The following identity holds:
v˙t = r(t) +
∫ t
0
K(t− s)r(s)ds.(41)
Proof. See Section 5.2.1. 
In addition, we will also need the following estimates on r.
Lemma 5.2. For any t ∈ [0, T ), the functions ri(t) satisfy
|r0(t)| .W (1 + t)−4‖〈x〉4δ0‖L2 ≤ ε0(1 + t)−4,(42)
|r1(t)| .W ǫ2(1 + t)−4,(43)
|r2(t)| .W ǫ2(1 + t)−4.(44)
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Proof. See Section 5.2.2. 
Applying Lemma 5.2 and recalling the assumptions on δ0 and W in Theorem
3.3, we obtain
|r(t)| . ε0(1 + t)−4 + ǫ2(1 + t)−4.
Using (40) and (41), we have that
|v˙t| . (ε0 + ǫ2)
∫ t
0
(1 + t− s)−4(1 + s)−4ds+ (ε0 + ǫ2)(1 + t)−4
. (ε0 + ǫ
2)(1 + t)−4,
for all t < T . Choosing ǫ ∝ ε0 sufficiently small, we arrive at the strictly better
estimate
|v˙t| ≤ ǫ
2
(1 + t)−4,
provided ε0 is chosen sufficiently small. This completes the bootstrap argument
and hence proves (35).
The bounds (22) and (23) follow easily from (35). By (35), |v˙| is integrable on
[0,∞). Hence there exists an asymptotic velocity,
v∞ = v0 + lim
tր∞
∫ t
0
v˙sds.
Our hypotheses on v0 and our bounds on v˙ imply that |v∞| < 1 and show that
|vt − v∞| ≤
∫ ∞
t
|v˙s|ds . ε0(1 + t)−3,
which proves (22).
To prove existence of an asymptotic initial position, X¯0, we show that
Yt = Xt − v∞t
has a limit, as tր∞. For any 0 < t1 < t2,
Yt2 − Yt1 =
∫ t2
t1
(vs − v∞)ds.
This, together with (22), implies that |Yt2 −Yt1 | → 0, as t1, t2 ր∞. It follows that
Yt has a limit X¯0, as tր∞, and
|Yt − X¯0| ≤
∫ ∞
t
|vs − v∞|ds . ε0(1 + t)−2,(45)
which completes the proof of (23).
5.2.1. Proof of Lemma 5.1. The main idea is to apply the Fourier transform in the
t-variable to (39), but some care is required to justify this. We begin by exhibiting
some rather straightforward properties of M . We note that
Mij(t) = Re 〈ξiWˆ (ξ) , i|ξ|〈ξ〉−1e−ithv0 (ξ)h−2v0 (ξ)ξjWˆ (ξ)〉,(46)
Mˆij(ω) =
∫ ∞
0
e−iωtRe 〈ξiWˆ (ξ) , i|ξ|〈ξ〉−1e−ithv0(ξ)h−2v0 (ξ)ξjWˆ (ξ)〉dt
Lemma 5.3. The following properties hold.
• M satisfies the estimate
(47) |M(t)| .W (1 + t)−6, t ∈ [0,∞).
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• Mˆ extends to an analytic function in the lower half-plane, Π−. Moreover,
this extension is continuous on the closure Π¯−.
• For any 0 ≤ l ≤ 4 and any z = ω − iy ∈ Π¯− \ {0},
(48)
∣∣∣∣∣
(
d
dω
)l
Mˆ(ω − iy)
∣∣∣∣∣ .W (1 + |z|)−2.
Proof. The decay estimate (47) follows from repeated integrations by parts. More
precisely, we apply Proposition B.5, with f =W , v = v0, and N = 6. In particular,
M is supported on the half-line [0,∞) and belongs to L2(R) ∩L1(R). This implies
that Mˆ can be analytically continued to the lower-half plane Π−, and that it is
continuous on Π¯−.
Next, for any z = ω − iy ∈ C \ {0}, with y ≤ 0, Eq. (46) implies that
zMˆij(z) = i
∫ ∞
0
[∂te
−izt] Re 〈ξiWˆ (ξ) , i|ξ|〈ξ〉−1e−ithv0(ξ)h−2v0 (ξ)ξjWˆ (ξ)〉dt
= −i Re 〈ξiWˆ (ξ) , i|ξ|〈ξ〉−1h−2v0 (ξ)ξjWˆ (ξ)〉
− i
∫ ∞
0
e−iztRe 〈ξiWˆ (ξ) , |ξ|〈ξ〉−1e−ithv0(ξ)h−1v0 (ξ)ξjWˆ (ξ)〉dt.
Using integration by parts (see Proposition B.5), one shows that the (t-)integrand
in the second term on the right-hand side decays nicely, as tր ∞. The first term
on the right-hand side vanishes, since the L2-inner product is purely imaginary.
Thus, we can integrate by parts again, and this yields
z2Mˆij(z) = −Re 〈ξiWˆ (ξ) , |ξ|〈ξ〉−1h−1v0 (ξ)ξjWˆ (ξ)〉
+
∫ ∞
0
e−iztRe i〈ξiWˆ (ξ) , |ξ|〈ξ〉−1e−ithv0 (ξ)ξjWˆ (ξ)〉dt.
The second term on the right is well defined by Proposition B.5. Moreover, by
Plancherel’s theorem, the first term on the right side is bounded by ‖W‖2L2.
This proves (48) for l = 0. If l > 0, then
|z2∂lωMˆij(z)| =
∣∣∣∣∫ ∞
0
[∂2t e
−izt]tlRe 〈ξiWˆ (ξ) , i|ξ|〈ξ〉−1e−ithv0(ξ)h−2v0 (ξ)ξjWˆ (ξ)〉dt
∣∣∣∣ .
By (47), the integrand is integrable in t. From here, we can integrate by parts
twice, as in the l = 0 case, and complete the proof of (48). 
Next, we define the auxiliary functions
Ev(t) =
{
v˙t 0 ≤ t < T ,
0 t < 0 or t ≥ T , Er(t) =

r(t) 0 ≤ t < T ,
0 t < 0,∫ T
0
M(t− s)v˙sds t ≥ T .
From (39), we obtain the equation
Ev = Er −M ∗ Ev.
By definition, Ev is compactly supported. Moreover, Lemma 5.3 implies that Er(t)
is O(t−6), as tր∞. Thus, we can apply the Fourier transform to obtain
(49) [1 + Mˆ(ω)]Eˆv(ω) = Eˆr(ω), ω ∈ R.
The matrix on the left-hand side turns out to be invertible.
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Lemma 5.4. Let z ∈ C, with Im z ≤ 0.
• If Re z > 0, then Im Mˆ(z) is strictly negative definite.
• If Re z < 0, then Im Mˆ(z) is strictly positive definite.
• If Re z = 0, then Mˆ(z) is strictly positive definite.
In particular, 1 + Mˆ is invertible everywhere on Π¯−.
Proof. Without loss of generality, we may assume that v0 = (0, 0, |v0|). From the
explicit formula for M in (46) and from the assumption that W is spherically
symmetric, we conclude that M is diagonal. Thus, it suffices to show that each
diagonal element Mˆii has the desired sign.
We define the quantity
Qi(ξ) = ξ
2
i |ξ|〈ξ〉−1|Wˆ (ξ)|2|hv0(ξ)|−2 > 0, ξ 6= 0.
Note Qi is strictly positive, since Wˆ is assumed to be everywhere nonvanishing.
For any z ∈ C, with Im z < 0, we have, by (46), that
Mˆii(z) =
∫ ∞
0
e−iztRe
∫
R3
iQi(ξ)e
−ithv0 (ξ)dξdt
=
1
2
∫ ∞
0
e−izt
∫
R3
iQi(ξ)[e
−ithv0 (ξ) − eithv0(ξ)]dξdt
=
1
2
∫ ∞
0
∫
R3
iQi(ξ){e−it[hv0 (ξ)+z] − eit[hv0 (ξ)−z]}dξdt.
Because the integrand has good decay when tր∞, we can integrate this directly:
Mˆii(z) =
1
2
∫
R3
Qi(ξ)
[
1
hv0(ξ) + z
+
1
hv0(ξ)− z
]
dξ.(50)
Next, we write z = ω − iy, with y > 0. If ω = Re z = 0 then (50) yields
Mˆii(z) =
1
2
∫
R3
Qi(ξ)
[
1
hv0(ξ)− yi
+
1
hv0(ξ) + yi
]
dξ
=
∫
R3
Qi(ξ)
hv0(ξ)
h2v0 (ξ) + y
2
dξ
> 0.
From the above, we also see that Mˆii(z) remains strictly positive even when y ց 0;
hence the proof is complete in the case where Re z = 0.
Next, if ω 6= 0 and y > 0, then
Im Mˆii(z) =
1
2
Im
∫
R3
Qi(ξ)
[
1
hv0(ξ) + ω − yi
+
1
hv0(ξ)− ω + yi
]
dξ
=
1
2
Im
∫
R3
Qi(ξ)y
[
1
|hv0(ξ) + ω|2 + y2
− 1|hv0(ξ)− ω|2 + y2
]
dξ.
Since hv0 is everywhere positive, it follows that |hv0(ξ) + ω|2 > |hv0(ξ) − ω|2 if
ω > 0, and |hv0(ξ) + ω|2 < |hv0(ξ) − ω|2 if ω < 0. It follows that Im Mˆii(z) is
negative if ω > 0, while Im Mˆii(z) is positive if ω < 0.
Finally, we examine the limit y ց 0 when ω 6= 0. Writing
Im Mˆii(ω) =
1
2
lim
yց0
Im
∫
R3
Qi(ξ)
[
1
hv0(ξ) + ω − yi
+
1
hv0(ξ)− ω + yi
]
dξ
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in polar coordinates and recalling the standard formula Im (a∓ i0)−1 = ±π−1δ(a)
(in one dimension), we can write the integral above as
Im Mii(x) =
1
2
∫
R3
Qi(ξ)δ(hv0(ξ) + ω)dξ −
1
2
∫
R3
Qi(ξ)δ(hv0 (ξ)− ω)dξ
=: A+ −A−,
where A+ is the integral of Qi over the set where hv0 = −ω and A− is the integral
of Qi over the set where hv0 = ω.
4
Suppose first that ω > 0. Then, A+ vanishes, because hv0 is everywhere positive
on R3 \ {0}. In contrast, A− is strictly positive, since Qi > 0, and since hv0 maps
onto (0,∞). Consequently, in the case ω > 0, we conclude that
Im Mˆii(ω) = A+ −A− < 0.
On the other hand, if ω < 0, similar reasoning shows that A+ > 0, while A− = 0;
hence, Im Mˆii(ω) > 0. 
Applying Lemma 5.4 to Eq. (49), we get
Eˆv(ω) = [1 + Mˆ(ω)]
−1Eˆr(ω) = {[1 + Mˆ(ω)]−1 − 1}Eˆr(ω) + Eˆr(ω).(51)
Note that (1 + Mˆ)−1 tends to 1 at infinity, hence its inverse Fourier transform is
singular. We therefore prefer to work with (1 + Mˆ)−1 − 1.
The matrix 1 + Mˆ vanishes nowhere on the real line. Moreover, since Mˆ tends
to 0, as ω ր∞ (see (48)), it follows that [1 + Mˆ(ω)]−1 is uniformly bounded from
above, for all ω ∈ R. 5 Thus, the inverse Fourier transform
K(t) =
∫ ∞
−∞
{[1 + Mˆ(ω)]−1 − 1}eiωtdω = −
∫ ∞
−∞
Mˆ(ω)[1 + Mˆ(ω)]−1eiωtdω(52)
is well-defined.
To prove the bound (40) in Lemma 5.1, we first estimate
‖〈t〉4K‖L∞ .
4∑
k=0
‖∂lω{Mˆ(ω)[1 + Mˆ(ω)]−1}‖L1 .
4∑
k=0
‖∂lωMˆ(ω)‖L1 ,
where, in the last step, we have used the boundedness of (1 + Mˆ)−1. Applying
Ho¨lder’s inequality and (48), we find that
‖〈t〉4K‖L∞ .
4∑
k=0
‖〈ω〉2∂lωMˆ(ω)‖L∞ <∞.
This proves (40).
Since Lemma 5.4 implies that the integrand in (52) is analytic on the lower
half-plane, a contour integration argument shows that, for any y > 0,
K(t) = eyt
∫ ∞
−∞
{[
1 + Mˆ(ω − iy)
]−1
− 1
}
eiωtdω.
If t < 0, then, letting y ր∞ and recalling (48), one sees that K(t) = 0.
Finally, using (40) and (51), we see that
Ev = K ∗ Er + Er.
4Since hv0 does not have any critical points on R
3 \ {0}, these integrals are well-defined.
5The precise upper bound, though, depends on the properties of W .
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Since K(t) vanishes when t < 0, this yields (41).
5.2.2. Proof of Lemma 5.2. First, since X0 = 0, we have that
(53)
|Xt|
t
≤ 1
t
∫ t
0
|vτ |dτ < v∗ < 1,
where v∗ is as in (38). We use the Parseval identity to write r0(t) as
r0(t) = Re
〈
iξWˆ (ξ), e−it[h(ξ)−
Xt
t
·ξ]ÛD0(ξ)
〉
= Re
〈
iξWˆ (ξ), e−ithv¯(ξ)[R̂e δ0(ξ) + |ξ|〈ξ〉−1iÎm δ0]
〉
,
where v¯ = t−1Xt. If t ≤ 1, we can apply Ho¨lder’s inequality to bound
r0(t) . ‖W‖H1‖δ0‖L2.
Next, for t > 1, we apply Proposition B.4, with v = v¯, and with (l, b) = (1, 0) and
(l, b) = (2,−1), respectively. Combining the two cases yields (42).
For r1, we first expand
e
∫
t
s
(vτ−v0)dτ ·∇ − 1 =
∫ t
s
d
dτ
e
∫
τ
s
(vτ′−v0)dτ
′·∇dτ
=
∫ t
s
e
∫
τ
s
(vτ′−v0)dτ
′·∇[(vτ − v0) · ∇]dτ
=
∫ t
s
e
∫
τ
s
(vτ′−v0)dτ
′·∇
(∫ τ
0
v˙s′ds
′ · ∇
)
dτ ,
so that, by Parseval’s identity,
r1(t) = Re
∫ t
0
∫ t
s
∫ τ
0
if1(t, s, τ, s
′)ds′dτds,
f1(t, s, τ, s
′) = 〈∇W,Ue−i(t−s)Hv0 e
∫
τ
s
(vτ′−v0)dτ
′·∇v˙s′ · ∇H−2vs v˙s · ∇W 〉
= i〈ξWˆ (ξ), |ξ|〈ξ〉−1e−i(t−s)hv¯(ξ)(v˙s′ · ξ)h−2vs (ξ)(v˙s · ξ)Wˆ (ξ)〉,
v¯ = v0 +
1
t− s
∫ τ
s
(vτ ′ − v0)dτ ′.
Note that v¯ is subsonic, since
|v¯| ≤ t− τ
t− s |v0|+
1
t− s
∫ τ
s
|v′τ |dτ ′ < v∗.
The idea is the same as that for r0. If t ≤ 1, then we can trivially bound
r1(t) . ‖W‖H1‖W‖L2.
For t > 1, we note that the symbol
g(ξ) = 〈ξ〉−1
(
v˙s′
|v˙s′ | · ξ
)
h−2vs (ξ)
(
v˙s
|v˙s| · ξ
)
belongs to the class O−3 (see Section 2.4). Consequently, applying Proposition B.4,
with l = 2, b = −3, and v = v¯, yields 6
|f1(t, s, τ, s′)| . (1 + t− s)−5|v˙s′ ||v˙s|‖〈x〉5W‖2L2.
6One can apply an argument similar to one in Proposition B.5 to conclude even better decay
for r1.
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Similarly, for r2, we can write
H−2vs −H−2v0 =
∫ s
0
d
dτ
H−2vτ dτ = −2i
∫ s
0
H−3vτ (v˙τ · ∇)dτ ,
which yields the identity
r2(t) = 2Re
∫ t
0
∫ s
0
〈∇W ,Ue−i(t−s)Hv0H−3vτ (v˙τ · ∇)(v˙s · ∇)W 〉dτds
= 2Re i
∫ t
0
∫ s
0
〈ξWˆ (ξ) , |ξ|〈ξ〉−1e−i(t−s)hv0(ξ)h−3vτ (ξ)(ξ · v˙τ )(ξ · v˙s)Wˆ (ξ)〉dτds.
Let f2(t, s, τ) denote the quantity within the above double integral.
When t ≤ 1, we once again have
r2(t) . ‖W‖2L2.
In the case t > 1, since
g(ξ) = |ξ|〈ξ〉−1
(
v˙τ
|v˙τ | · ξ
)
h−3vs (ξ)
(
v˙s
|v˙s| · ξ
)
is in the class O−4, we can apply Proposition B.4, with l = 1, b = −4, and v = v0:
|f2(t, s, τ)| . (1 + t− s)−4‖〈x〉4W‖2L2 .
By the bootstrap assumption for v˙,
|r2(t)| . ǫ2
∫ t
0
∫ s
0
(1 + t− s)−4(1 + s)−4(1 + τ)−4dτds . ǫ2(1 + t)−4.
This completes the proof of (44).
5.3. Asymptotics of the Field, as t tends to ∞. In this part of the proof, we
examine the asymptotics of the field β. In particular, we wish to prove the decay
estimates (24) and (25), and thereby complete the proof of Theorem 3.3.
5.3.1. Preliminary Estimates. We first collect several estimates that are needed
in the proofs of (24) and (25). We begin with some L∞-estimates involving the
operator H−1v defined in (12).
Lemma 5.5. Let v, v′ ∈ R3, with |v| < 1 and |v′| < 1, and let f ∈ S(R3).
• The following uniform bounds hold:
‖UH−1v f‖L∞ + ‖H−1v f‖L∞ .|v| ‖f‖L2,(54)
‖UH−1v H−1v′ ∇f‖L∞ + ‖H−1v H−1v′ ∇f‖L∞ .|v|,|v′| ‖f‖L2.
• The following uniform bound holds:
(55) ‖UH−1v f − UH−1v′ f‖L∞ + ‖H−1v f −H−1v′ f‖L∞ .|v|,|v′| |v − v′|‖f‖L2.
Proof. We first note that the symbol, m(ξ), of UH−1v satisfies
|m(ξ)| = |ξ|〈ξ〉||ξ|〈ξ〉 − v · ξ| .
{
1 |ξ| ≤ 1,
|ξ|−2 |ξ| ≥ 1,
and hence is in L2(R3). Thus, we can estimate
‖UH−1v f‖L∞ . ‖mfˆ‖L1 . ‖m‖L2‖fˆ‖L2 . ‖f‖L2.
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The symbols of the operatorsH−1v , UH
−1
v H
−1
v′ ∇, andH−1v H−1v′ ∇ are also in L2(R3),
and the bounds (54) follow.
Finally, (55) follows from the above observations and the identity
(H−1v −H−1v′ )f = i(v − v′) ·H−1v H−1v′ ∇f . 
Let Gv = U
−1
r γv, with v ∈ R3 and |v| < 1, as in Section 4.1. For v and v′ as in
Corollary 5.5, (55) implies that
(56) ‖U(Gv −Gv′)‖L∞ + ‖Gv −Gv′‖L∞ .|v|,|v′| |v − v′|‖W‖L2 .
The next batch of estimates involves decay in time and forms the backbone of
the proofs of (24) and (25). The main technical ingredient is the dispersive estimate
given in Proposition B.8.
Lemma 5.6. Let v ∈ R3, with |v| < 1. Furthermore, let t ∈ (0,∞), and let
f ∈ S(R3).
• The following decay estimates hold:
‖e−itHf‖L∞ . t− 32 (‖∇f‖L1 + ‖f‖L1),(57)
‖e−itHUf‖L∞ . t− 32 ‖∇f‖L1,
‖e−itHUH−2v ∇f‖L∞ . t−
3
2 ‖f‖L1.
• The following decay estimates hold for some small ε > 0:
‖e−itHU−1f‖L∞ .ε t−1+ε(‖∇f‖L1 + ‖f‖L1),(58)
‖e−itHf‖L∞ .ε t−1+ε‖∇f‖L1,
‖e−itHH−2v ∇f‖L∞ .ε t−1+ε‖f‖L1.
Proof. For the first and third estimates of (57), we apply the dispersive estimate
(74), with the arguments
M = I, (a′, b′, a, l) =
(
0, 0,−1
2
, 1
)
,
M = UH−2vs ∇, (a′, b′, a, l) =
(
0,−3,−1
2
, 0
)
.
For the second part of (57), we apply (75) to |∇|f , with
M = U |∇|−1, (a′, b′, a, l) =
(
0,−1,−1
2
, 0
)
.
The proof of (58) is analogous: to prove the first and third estimates we again
apply (74), but with the following parameters,
M = U−1, (a′, b′, a, l) = (−1, 0,−1− ε, 1),
M = H−2vs ∇, (a′, b′, a, l) = (−1,−3,−1− ε, 0).
The second part of (58) follows from an application of (75) to |∇|f , with
M = |∇|−1, (a′, b′, a, l) = (−1,−1,−1− ε, 0). 
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5.3.2. Decay of δ. Using the preliminary estimates just established, we are able to
prove decay of δt, as tր∞. Since D = U−1r δ, we have the identities
(59) Re δ + iU Im δ = UD, U−1Re δ + i Im δ = D,
so that decay estimates on UDt and Dt will suffice.
We begin by analyzing UDt. Using the Duhamel formula (32), we see that
‖UDt‖L∞ . ‖e−itH(Re δ0)‖L∞ + ‖e−itH(U Im δ0)‖L∞
+
∫ t
2
0
‖e−iH(t−s)UH−2vs (v˙s · ∇W )‖L∞ds
+
∫ t
t
2
‖e−iH(t−s)UH−2vs (v˙s · ∇W )‖L∞ds
= I1 + I2 + I3 + I4.
To bound I1 and I2, we apply the first and second parts of (57) and find that
I1 . t
− 3
2 (‖∇(Re δ0)‖L1 + ‖Re δ0‖L1) . t−
3
2 ,
I2 . t
− 3
2 ‖∇(Im δ0)‖L1 . t−
3
2 .
Similarly, for I3, we apply the third part of (57):
I3 . t
− 3
2 ‖W‖L1
∫ t
2
0
|v˙s|ds . t− 32
∫ t
2
0
(1 + s)−4ds . t−
3
2 .
Finally, to bound I4, we apply the second part of (54), along with the fact that
e−iH(t−s) is a bounded operator on L2(R3), to conclude that
I4 . ‖W‖L2
∫ t
t
2
|v˙s|ds . t(1 + t)−4 . (1 + t)−3.
Combining the estimates for I1 through I4, it follows that
(60) ‖Re δt‖L∞ . ‖UDt‖L∞ . t− 32 .
The proof of decay of Dt in t is analogous. Again, by (32), we have that
‖Dt‖L∞ . ‖e−itHU−1(Re δ0)‖L∞ + ‖e−itH(Im δ0)‖L∞
+
∫ t
2
0
‖e−iH(t−s)H−2vs (v˙s · ∇W )‖L∞ds
+
∫ t
t
2
‖e−iH(t−s)H−2vs (v˙s · ∇W )‖L∞ds
= J1 + J2 + J3 + J4.
We bound J1, J2, and J3 using (58):
J1 . t
−1+ε(‖∇(Re δ0)‖L1 + ‖Re δ0‖L1) . t−1+ε,
J2 . t
−1+ε‖∇(Im δ0)‖L1 . t−1+ε,
J3 . t
−1+ε
∫ t
2
0
|v˙s|ds . t−1+ε.
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For J4, we apply (54) (like for I4) and obtain
J4 .
∫ t
t
2
|v˙s|ds . (1 + t)−3.
Combining these bounds yields
(61) ‖ Im δt‖L∞ . ‖Dt‖L∞ . t−1+ε.
Bounds (60) and (61) prove the desired decay for δ.
5.3.3. Completion of the Proof of Theorem 3.3. In order to complete the proofs of
(24) and (25), we first control the intermediate quantity βt − γXtv∞ . Recalling (60)
and applying (56), we obtain that
‖Re (βt − γXtv∞)‖L∞ . ‖Re δt‖L∞ + ‖Re U(Gvt −Gv∞)‖L∞(62)
. t−
3
2 + |v∞ − vt|‖W‖L2
. t−
3
2 +
∫ ∞
t
|v˙s|ds
. t−
3
2 .
By similar reasoning, using (56) and (61), we also have that
(63) ‖ Im (βt − γXtv∞)‖L∞ . t−1+ε.
Finally, in order to establish (24), we use the triangle inequality
‖Re (βt − γX¯0+v∞tv∞ )‖L∞ . ‖Re (βt − γXtv∞)‖L∞ + ‖Re (γX¯0+v∞tv∞ − γXtv∞)‖L∞ .
The first term on the right-hand side is controlled by using (62). To bound the
remaining term, we apply the first inequality in (54) to ∇W and then use (23):
‖Re (γX¯0+v∞tv∞ − γXtv∞)‖L∞ . ‖U(GX¯0+v∞tv∞ −GXtv∞)‖L∞
. |X¯0 + v∞t−Xt|‖U∇Gv∞‖L∞
. ‖UH−1v∞∇W‖L∞(1 + t)−2
. ‖∇W‖L2(1 + t)−2.
These estimates result in the bound (24). The remaining bound (25) for the imag-
inary part of the field is proven in a very similar manner.
This completes our proof of Theorem 3.3.
Appendix A. Global Well-Posedness
In this section, we establish the well-posedness properties of the system (5).
More specifically, here we will prove Theorem 2.2. The proof is an application of
standard methods, in particular the contraction mapping theorem. The process
here is particularly straightforward, as this system is close to linear.
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A.1. Local Well-Posedness. The first step in the proof of Theorem 2.2 is the
following general local well-posedness result.
Proposition A.1. Fix a ∈ (−∞, 1/2) and b ∈ [1,∞), let P0 ∈ R3, and suppose
both ϕ0 ∈ Hba(R3), π0 ∈ Hba+1(R3) are real-valued. Then, there exists T > 0,
depending on ‖W‖Hb
a+1
, ‖ϕ0‖Hba , and ‖π0‖Hba+1 , such that the system (5) has a
unique solution
X,P ∈ C([0, T ];R3), (Re β, Im β) ∈ C([0, T ];Hba(R3)×Hba+1(R3)),
with corresponding initial data X0 = 0, P0, and (ϕ0, π0).
Proof. For convenience, we let
R = ‖W‖Hb
a+1
, R = ‖ϕ0‖Hba + ‖π0‖Hba+1 ,
and we make the usual change of variables, B = U−1r β, as in Section 2.3. Integrating
the second equation in (10) and applying (11), we obtain the fixed point equation
Φ(P ) = P , where the map Φ, from C([0, T ];R3) into itself, is given by
[Φ(Q)]t = P0 +Re
∫ t
0
∫
R3
(∇W )Yse−iHsUB0dxds(64)
− Re i
∫ t
0
∫
R3
(∇W )Ys
∫ s
0
e−iH(s−τ)UWYτdτdxds,
with Y ∈ C([0, T ];R3) defined
Yt = X0 +
∫ t
0
Qsds =
∫ t
0
Qsds.
It suffices now to show Φ is a contraction on C([0, T ];R3) for small enough T .
Given Q,Q′ ∈ C([0, T ];R3), we have
[Φ(Q)− Φ(Q′)]t = Re
∫ t
0
∫
R3
I1(s) · e−iHsUB0dxds(65)
− Re i
∫ t
0
∫ s
0
∫
R3
I2(s, τ) · e−iH(s−τ)UWdxdτds,
I1(s) = (∇W )Ys − (∇W )Y
′
s
I2(s, τ) = (∇W )Ys−Yτ − (∇W )Y
′
s−Y
′
τ ,
where Y ′ is constructed from Q′ in the same manner as Y from Q. To bound (65),
we begin by writing
‖Φ(Q)− Φ(Q′)‖L∞ ≤ T sup
s∈[0,T ]
‖I1(s)‖H−b
−a
‖e−iHsUB0‖Hba
+ T 2 sup
s,τ∈[0,T ]
‖I2(s, τ)‖H−b
−a
‖e−iH(s−τ)UW‖Hba
≤ T ‖B0‖Hb
a+1
sup
s∈[0,T ]
‖I1(s)‖H−b
−a
+ T 2‖W‖Hb
a+1
sup
s,τ∈[0,T ]
‖I2(s, τ)‖H−b
−a
. TR sup
s∈[0,T ]
‖I1(s)‖H−b
−a
+ T 2R sup
s,τ∈[0,T ]
‖I2(s, τ)‖H−b
−a
.
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As a result, our goal is to control I1(s) and I2(s, τ). By the mean value theorem
and the translation-invariance of the Hba-norms, we obtain
sup
s∈[0,T ]
‖I1(s)‖H−b
−a
. ‖Y − Y ′‖L∞‖∇2W‖H−b
−a
. T ‖W‖H−b+2
−a+2
‖Q−Q′‖L∞
. TR‖Q−Q′‖L∞ .
In the last step, we used the assumptions b ≥ 1 and a ≤ 1/2 to bound the H−b+2−a+2-
norm by the Hba+1-norm. Similarly, we can bound I2(s, τ) as follows:
sup
s,τ∈[0,T ]
‖I2(s, τ)‖H−b
−a
. ‖Y − Y ′‖L∞‖∇2W‖H−b
−a
. TR‖Q−Q′‖L∞.
Finally, combining all the above, we obtain
‖Φ(Q)− Φ(Q′)‖L∞ . R(T 2R+ T 3R)‖Q−Q′‖L∞ .
Therefore, if T is sufficiently small, depending on R and R, then Φ is a contraction
on C([0, T ];R3). We set P to be the unique fixed point of Φ.
With P in hand, we can now define X by
Xt =
∫ t
0
Psds,
and then B using the Duhamel formula (11). In particular, since W has finite
Hba+1-norm, then (11) implies B ∈ C([0, T ];Hba+1(R3)). It is clear that X , P , and
B form the unique solution to (10) in the given spaces, with initial data X0 = 0,
P0, and B0, respectively. Finally, defining βt = UrBt for each t ∈ [0, T ], then
Re β ∈ C([0, T ];Hba(R3)), Im β = C([0, T ];Hba+1(R3)).
Moreover, X , P , and β must form the unique solution to (5) in the desired spaces,
with initial data X0 = 0, P0, and (ϕ0, π0), respectively. 
A.2. Global Well-Posedness. We can now complete the proof of Theorem 2.2.
First of all, since W ∈ L1(R3) ∩Hb(R3) by the assumptions of Theorem 2.2, then
W ∈ Hba+1(Rn) for all a ∈ (−5/2, 1/2). Suppose we have a local solution of (5),
X,P ∈ C([0, T );R3), (Re β, Im β) ∈ C([0, T );Hba(R3)×Hba+1(R3)),
for a fixed a in this range, with T <∞. Since the time of existence from Proposition
A.1 depends only on the size of the initial data for β, then it suffices to show
(66) sup
0≤t<T
‖Bt‖Hba+1(R3) ≤ C,
where Bt = U
−1
r βt. If (66) holds, then one can apply Proposition A.1 with initial
data (XT−ǫ, PT−ǫ, βT−ǫ), with sufficiently small ǫ > 0, in order to push the above
solution beyond time T . This implies that there cannot be a finite maximal time
of existence and hence complete the proof.
To establish (66), we can simply use (11):
‖Bt‖Hb
a+1
≤ ‖e−itHB0‖Hb
a+1
+ T sup
s∈[0,T )
‖e−i(t−s)HWXs‖Hb
a+1
. ‖B0‖Hb
a+1
+ T ‖W‖Hb
a+1
.
This concludes the proof of Theorem 2.2.
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Appendix B. Decay Estimates
We collect in this appendix the decay estimates, in both time and space, that
are used in the paper. First, we give a brief overview of Littlewood-Paley theory,
which will be used in the decay estimates of Sections B.3 and B.4.
B.1. Littlewood-Paley Theory. Let ψ ∈ S(R3) be compactly supported in the
annulus 1/2 ≤ |ξ| ≤ 2. For each k ∈ Z, we let ψk ∈ S(R3) be its rescaling
ψk(ξ) = ψ(2
−kξ).
In addition, we can choose ψ such that∑
k∈Z
ψk(ξ) = 1, ξ ∈ R3 \ {0}.
We can also assume ψ is spherically symmetric.
Remark B.1. Note that by scaling properties, ψk is in the class M00.
Recall that the usual (homogeneous) Littlewood-Paley operators are defined as
Pk : S(R3)→ S(R3), P̂ku = ψkuˆ, k ∈ Z.
In other words, Pku is a “projection” of u to the frequency band |ξ| ≃ 2k. For
convenience, we sometimes adopt the notation
P∼k = Pk−1 + Pk + Pk+1, k ∈ Z.
Due to Fourier support considerations, we have Pk = PkP∼k.
Next, we recall the Bernstein, or finite band, inequalities, cf. [2, 32], which use
the operators Pk to convert derivatives to constants, and vice versa.
Proposition B.2. Let p ∈ [1,∞], and let f ∈ S(R3).
• If b ∈ R, then
(67) ‖Pk|∇|bf‖Lp . 2bk‖f‖Lp.
• In addition,
(68) ‖Pk∇f‖Lp . 2k‖f‖Lp, ‖Pkf‖Lp . 2−k‖∇f‖Lp.
In this paper, we require more than the usual finite band estimates found in
(67) and (68). We need extensions of these estimates to other Fourier multiplier
operators. Examples of such operators include U and powers of Hv, where v ∈ R3.
The generalized estimate we need is given in the subsequent proposition.
Proposition B.3. Let a, b ∈ R, let p ∈ [1,∞], and let M be a Fourier multiplier
operator, with symbol m : R3 \ {0} → C in the class Mba. Then, for any f ∈ S(R3),
(69) ‖PkMf‖Lp .m
{
2bk‖f‖Lp k ≥ 0,
2ak‖f‖Lp k ≤ 0.
Proof. The proof is a straightforward adaptation of standard Fourier multiplier
estimates; see, e.g., [2, Lemma 2.2]. 
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B.2. Subsonic Decay Estimates. First, we discuss a simpler class of stationary
phase estimates, in which the radial derivative of the phase never vanishes. In this
case, we can always integrate by parts in the radial direction.
In particular, this situation holds when the phase is the symbol hv of Hv and
when |v| < 1; see (16). We encounter precisely this situation in the proof of Theorem
3.3, in particular for controlling the acceleration of the tracer particle.
Proposition B.4. Assume the following:
• Let l ∈ Z and b ∈ R, with l > 0 and b ≤ 0.
• Let v ∈ R3, with |v| < 1.
• Suppose m : R3 \ {0} → C is in the class Ob.
• Let f, g ∈ S(R3).
Then, for any t ∈ (0,∞), we have the estimate∣∣∣∣∫
R3
e−ithv(ξ)|ξ|lm(ξ)fˆ(ξ)¯ˆg(ξ)dξ
∣∣∣∣ .l,b,|v|,m t−l−3‖〈x〉l+3f‖L2‖〈x〉l+3g‖L2.(70)
Proof. Throughout, we write Or to denote any function in the class Or. Expressing
(70) in polar coordinates and letting F = fˆ ¯ˆg, it suffices to derive∣∣∣∣∫
S2
∫ ∞
0
e−ithv,θ(ρ)ρl+2Ob(ρ)Fθ(ρ)dρdθ
∣∣∣∣ . t−l−3‖〈x〉l+3f‖L2‖〈x〉l+3g‖L2.
Let I denote the left-hand side of the above inequality.
Recalling (16), we bound
I = t−1
∣∣∣∣∣
∫
S2
∫ ∞
0
ρl+2Ob(ρ)
d
dρe
−ithv,θ(ρ)
h′v,θ(ρ)
Fθ(ρ)dρdθ
∣∣∣∣∣
. t−1
∣∣∣∣∫
S2
∫ ∞
0
ρl+2Ob−1(ρ) d
dρ
e−ithv,θ(ρ)Fθ(ρ)dρdθ
∣∣∣∣ .
Integrating the above by parts yields
I . t−1
∣∣∣∣∫
S2
∫ ∞
0
e−ithv,θ(ρ)Ob−1(ρ)[ρl+1Fθ(ρ) + ρl+2F ′θ(ρ)]dρdθ
∣∣∣∣ .
Moreover, we can iterate this process until all positive powers of ρ are exhausted:
I . t−l−3
∫
S2
∫ ∞
0
|Ob−l−3(ρ)||Fθ(ρ)|dρdθ + t−l−3|Fθ(0)|
+ t−l−3
∫
S2
∫ ∞
0
|Ob−l−2(ρ)|
l+2∑
k=0
ρk|F (k+1)θ (ρ)|dρdθ.
Note that in the final integration by parts, since no powers of ρ remain, we pick up
an extra boundary term at the origin.
Noting our assumptions for l and b, we have
I . t−l−3(‖F‖L∞ + ‖∇F‖L∞ + ‖∇2F‖L∞)
+ t−l−3
∫
S2
∫ ∞
0
Ob−l−2(ρ)ρ2
l∑
k=0
ρk|F (k+3)θ (ρ)|dρdθ
. I1 + I2.
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For I1, we can trivially bound
I1 . t
−l−3
∑
|α|+|β|≤2
‖∂αfˆ‖L∞‖∂β gˆ‖L∞ . ‖〈x〉2f‖L1‖〈x〉2g‖L1.
For I2, we convert back to Cartesian coordinates to obtain
I2 . t
−l−3
∑
|α|+|β|≤l+3
‖∂αfˆ‖L2‖∂β gˆ‖L2 . t−l−3‖〈x〉l+3f‖L2‖〈x〉l+3g‖L2.
Combining the above completes the proof. 
Proposition B.5. Let v ∈ R3, with |v| < 1, and let f ∈ S(R3), with fˆ an even
function. Then, for any N ≥ 3 and t ∈ (0,∞), we have
Im 〈∇f , Ue−itHvH−2v ∇f〉 .|v|,f,N (1 + t)−N‖〈x〉Nf‖2L2.(71)
Proof. For 1 ≤ i, j ≤ 3, let
Ii,j = Im 〈∂if , Ue−itHvH−2v ∂jg〉.
By Ho¨lder’s inequality, we can trivially estimate Ii,j . ‖f‖2L2.
Writing Ii,j in polar coordinates, we have
Ii,j = Im
∫
S2
θiθj
∫ ∞
0
ρ3|fˆ(ρθ)|2e−itρ(〈ρ〉−θ·v)
〈ρ〉(〈ρ〉 − θ · v)2 dρdθ =: Im
∫
S2
θiθjIθdθ.
Fixing θ ∈ S2, we see there are smooth even functions
uθ, wθ : R→ R, uθ = |fˆ(ρθ)|
2
〈ρ〉(〈ρ〉 − v · θ)2 , wθ(ρ) = 〈ρ〉 − v · θ,
such that
Iθ =
∫ ∞
0
ρ3uθ(ρ)e
−itρwθ(ρ)dρ
=
1
2
(∫ ∞
0
ρ3uθ(ρ)e
−itρwθ(ρ)dρ−
∫ ∞
0
ρ3uθ(ρ)e
itρwθ(ρ)dρ
)
=
1
2
(∫ ∞
0
ρ3uθ(ρ)e
−itρwθ(ρ)dρ+
∫ 0
−∞
ρ3uθ(ρ)e
−itρwθ(ρ)dρ
)
,
where we applied a change of variables ρ→ −ρ in the last step. Thus,
Iθ =
1
2
∫ ∞
−∞
ρ3uθ(ρ)e
−itρ(〈ρ〉−v·θ)dρ,
and recalling the explicit form of uθ, we have
Ii,j =
∫
S2
θiθj
∫ ∞
−∞
ρ3O−3(ρ)|fˆ(ρθ)|2e−itρ(〈ρ〉−v·θ)dρdθ.
From here, the proof proceeds like for (70), except we no longer have a boundary
at ρ = 0. Because of (16), we can integrate by parts like in the proof of (70) as
many times as we wish. Doing this N times, we obtain
Ii,j . t
−N
∫
S2
∣∣∣∣∫ ∞
−∞
|O−3−N (ρ)|[ρ3∂Nρ |fˆ(ρθ)|2 + ρ2∂N−1ρ |fˆ(ρθ)|2]dρ
∣∣∣∣ dθ
+ t−N
∫
S2
∣∣∣∣∫ ∞
−∞
|O−3−N (ρ)|[ρ∂N−2ρ |fˆ(ρθ)|2 + ∂N−3ρ |fˆ(ρθ)|2]dρ
∣∣∣∣ dθ
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+ t−N
∫
S2
∣∣∣∣∣
∫ ∞
−∞
N−3∑
l=0
|O2N+l(ρ)|∂3+lρ |fˆ(ρθ)|2dρ
∣∣∣∣∣ dθ.
The top two derivatives of |fˆ |2 can be bounded in L2, while the remaining lower
derivatives can be bounded in L∞. Thus, proceeding like in (70), we obtain
Ii,j . t
−N
(
‖〈x〉Nf‖2L2 + ‖〈x〉N−1f‖2L2 +
N−2∑
l=0
‖〈x〉lf‖2L1
)
. t−N‖〈x〉Nf‖2L2.
This completes the proof of (71). 
B.3. Dispersive Decay Estimates. Next, we discuss general L∞-decay estimates
for the operator H . Since H is of the same form as the linear differential operator
studied in [19], we can take advantage of the decay estimate of [19, Theorem 2.2].
The proof of this result relies on stationary phase techniques.
Theorem B.6. Let h = h0, i.e., h(ξ) = |ξ|〈ξ〉. Then, for any k ∈ Z, we have
sup
x∈R3
∣∣∣∣∫
R3
ψk(ξ)e
−ih(ξ)t+iξ·xdξ
∣∣∣∣ . t− 32 2 k2 〈2k〉− 12 ,(72)
sup
x∈R3
∣∣∣∣∫
R3
ψk(ξ)
h(ξ)
e−ih(ξ)t+iξ·xdξ
∣∣∣∣ . t− 12 2 k2 〈2k〉− 12 .
Proof. The first estimate follows directly from [19, Theorem 2.2], with phase h and
amplitude ψk. For the second estimate, we can write∣∣∣∣∫
R3
ψk(ξ)
h(ξ)
e−ih(ξ)t+iξ·xdξ
∣∣∣∣ . ∣∣∣∣∫ ∞
t
∫
R3
ψk(ξ)e
−ih(ξ)s+iξ·xdξds
∣∣∣∣
. 2
k
2 〈2k〉− 12
∫ ∞
t
s−
3
2 ds,
where we applied the first estimate. The desired bound follows. 
Theorem B.6 implies the following dyadic dispersive estimate.
Corollary B.7. If f ∈ S(R3), t ∈ (0,∞), and 0 ≤ σ ≤ 1, then
(73) ‖PkH−σe−itHf‖L∞x . t−
3
2
+σ‖P∼kU 12 f‖L1x,
where P∼k = Pk−1 + Pk + Pk+1.
Proof. We first consider the case σ = 0. Consider the function
gk : R
3 → C, gk(x) =
∫
R3
ψk(ξ)e
−ih(ξ)t+iξ·xdξ,
where h is as in the statement of Theorem B.6. Then,
‖Pke−itHf‖L∞x . ‖gk ∗ P∼kf‖L∞x . ‖gk‖L∞x ‖P∼kf‖L1x .
The L∞-bound for gk follows from the first estimate of (72), so that
‖Pke−itHf‖L∞x . t−
3
2 2
k
2 〈2k〉− 12 ‖P∼kf‖L1x . t−
3
2 ‖P∼kU 12 f‖L1x ,
where in the last step, we applied (69) to the operator U−1/2.
The case σ = 1 is proved similarly, using the second estimate in (72). For the
remaining 0 < σ < 1, the result can be established by interpolation. 
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Finally, we piece together the dyadic estimates (73) in the various frequency
bands into a single dispersive estimate. This is stated below, in Proposition B.8, in
a form applicable to a general class of Fourier multiplier operators.
Proposition B.8. Let a′, b′ ∈ R, and let M be a Fourier multiplier operator, with
symbol of the form Mb′a′ . Also, suppose a ∈ R and l ∈ Z satisfy −3/2 ≤ a < a′,
l ≥ 0, and b′ < l. Then, for any f ∈ S(R3),
‖e−itHMf‖L∞ .m,a′,b′,a,l t− 32 ‖∇lf‖L1 + t−min(
3
2
,2+a)‖f‖L1,(74)
‖e−itHM |∇|f‖L∞ .m,a′,b′,a,l t− 32 ‖∇l+1f‖L1 + t−min(
3
2
,2+a)‖∇f‖L1,(75)
Proof. First, we apply a Littlewood-Paley decomposition to obtain
‖e−itHMf‖L∞ ≤
∑
k<0
‖Pke−itHMf‖L∞ +
∑
k≥0
‖Pke−itHMf‖L∞ = L+H.
For H, letting l = b′ + ε and applying (68) and (69), we obtain
H .
∑
k≥0
2−εk2(b
′+ε)k‖Pke−itHf‖L∞ .
∑
k≥0
2−εk‖Pke−itH∇lf‖L∞.
We can now apply the dyadic dispersive estimate (73) to the above. Noting that
PkU
1/2 is bounded on L1 by (69) and that 2−εk is summable yields
H . t− 32
∑
k≥0
2−εk‖P∼kU 12∇lf‖L1 . t−
3
2 ‖∇lf‖L1.
Next, for the low-frequency terms L, we write a = a′ − ε, and we apply (69) to
M , U1/2, and H−a−1/2. This results in the estimate
L .
∑
k<0
2εk2a
′k−εk‖Pke−itHf‖L∞ .
∑
k<0
2εk‖Pke−itHHa+ 12U− 12 f‖L∞.
We can now apply the dyadic dispersive estimate (73). If a ≤ −1/2, then
L . t−2−a
∑
k<0
2εk‖P∼kf‖L1 . t−2−a‖f‖L1.
Otherwise, if a > −1/2, then
L . t− 32
∑
k<0
2εk‖P∼kHa+ 12 f‖L1 . t−
3
2 ‖f‖L1,
since positive powers ofH are bounded on low frequency bands by (69). Combining
the above bounds for H and L yields (74).
Finally, for the remaining estimate (75), we follow the same steps as above, but
with f replaced by |∇|f , in order to obtain
‖e−itHM |∇|f‖L∞ . t− 32
∑
k≥0
2−εk‖P∼k|∇|U 12∇lf‖L1
+ t−
3
2
∑
k<0
2εk‖P∼k|∇|Ha+ 12 f‖L1.
Using (67) and (68), in addition to (69) as before, yields (75). 
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B.4. Spatial Decay Estimates. Finally, we obtain some estimates involving spa-
tial decay of functions. These are used in the proof of Theorem 3.1 in order to
extract decay rates of subsonic and sonic inertial solutions. Given a multi-index
α = (α1, α2, α3) and any x ∈ R3, we will let xα denote the polynomial xα11 xα22 xα33 .
The key component of the decay estimates in the subsonic setting is the following
Fourier-localized uniform bounds.
Lemma B.9. Let a, b ∈ R, and let M be a Fourier multiplier operator, with symbol
m in the class Mba. Also, fix a multi-index α = (α1, α2, α3) and an integer k ≥ 0.
Then, for any f ∈ S(R3) and x ∈ R3, we have
|xαPkMf(x)| .m,b 2(3/2+b)k‖〈x〉|α|f‖L2,(76)
|xαP−kMf(x)| .m,a 2(|α|−a−3)k‖〈x〉|α|f‖L1 .(77)
Proof. First, for (76), by the Fourier inversion formula, we can write
|xαPkMf(x)| ≃
∣∣∣∣∫
R3
eix·ξ∂α[ψk(ξ)m(ξ)fˆ (ξ)]dξ
∣∣∣∣ .
Since ψkm is in the class Mba and is supported in the band |ξ| ≃ 2k,
|xαPkMf(x)| .
∑
β1+β2=α
∫
R3
|∂β1 fˆ(ξ)||∂β2 [ψk(ξ)m(ξ)]|dξ
.
∑
β1+β2=α
2(b−|β2|)k
∫
|ξ|≃2k
|∂β1 fˆ(ξ)|dξ.
By Ho¨lder’s inequality, we can control fˆ in L2:
|xαPkMf(x)| . 2(3/2+b)k
∑
|β|≤|α|
‖∂β fˆ‖L2 . 2(3/2+b)k‖〈x〉|α|f‖L2.
Next, for (77), we first write
|xαP−kMf(x)| ≃
∣∣∣∣∫
R3
eix·ξ∂α[ψ−k(ξ)m(ξ)fˆ(ξ)]dξ
∣∣∣∣ .
Since ψ−km is of the form Mba,
|xαP−kMf(x)| .
∑
β1+β2=α
‖∂β1 fˆ‖L∞2(|β2|−a)k
∫
|ξ|≃2−k
dξ
. 2(|α|−a−3)k‖〈x〉|α|f‖L1. 
We can construct a decay estimate by summing over the frequency-localized
estimates of Lemma B.9. This following estimate is applied in order to find the
spatial decay rate for subsonic inertial solutions in Theorem 3.1.
Proposition B.10. Let a ∈ R, and let M be a Fourier multiplier operator, with
symbol m in the class M−2a . If µ ∈ [0, a+ 3), then
(78) |x|µ|Mf(x)| .m,µ,µ′ ‖〈x〉µ
′
f‖L2,
for any x ∈ R3, f ∈ S(R3), and µ′ > ⌈µ⌉+ 3/2.
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Proof. We write µ = µ0 + µ1, where µ0 ∈ Z and µ1 ∈ [0, 1). Applying a frequency
decomposition to the left-hand side of (78) and then utilizing Lemma B.9,
|x|µ|Mf(x)| .
∑
k≥0
[|x|µ0+1|PkMf(x)|]µ1 [|x|µ0 |PkMf(x)|]1−µ1
+
∑
k>0
[|x|µ0+1|P−kMf(x)|]µ1 [|x|µ0 |P−kMf(x)|]1−µ1
.
∑
k≥0
2−
1
2
k‖〈x〉⌈µ⌉f‖L2 +
∑
k>0
2(µ−a−3)k‖〈x〉⌈µ⌉f‖L1.
In particular, we applied (76) and (77), with |α| = µ0 and |α| = µ0 + 1. Finally,
since µ− a− 3 < 0, then the above sums converge, and (78) follows. 
Remark B.11. One can also prove Proposition B.10 by restricting to the Fourier
domain |ξ| ≥ δ, deriving decay estimates independent of δ in this region, and letting
δ ց 0. This has the added convenience of avoiding the full dyadic decomposition.
However, the interpolation between integer powers of decay becomes more compli-
cated in this case.
In the sonic setting in Theorem 3.1, one requires more care in handling the low
frequencies. This is due to the more singular nature of the operator H−1v near the
Fourier origin when |v| = 1. The following lemma provides the key component of
this analysis in the low-frequency region.
For notational convenience, given a “sonic velocity” v ∈ S2, we define Sv to be
the Fourier multiplier operator given by
(79) (̂Svf)(ξ) =
fˆ(ξ)
〈ξ〉 − v · ξˆ
.
In particular, the denominator is especially singular as |ξ| → 0 in the v-direction.
Lemma B.12. Let a, b ∈ R, and let M be a Fourier multiplier operator, with
symbol m in the class Mba. Also, fix v ∈ S2, a multi-index α = (α1, α2, α3), and an
integer k ≥ 0. Then, for any f ∈ S(R3) and x ∈ R3, we have
|xαP−kMSvf(x)| .
{
‖〈x〉|α|f‖L12(3|α|−a−3)k |α| > 0,
‖f‖L1(1 + k)2−(a+3)k |α| = 0.
(80)
Proof. As in the proof of (77), we begin by writing
|xαP−kMSvf(x)| ≃
∣∣∣∣∣
∫
R3
eix·ξ∂α
[
ψ−k(ξ)m(ξ)fˆ (ξ)
〈ξ〉 − v · ξˆ
]
dξ
∣∣∣∣∣ ,
and we expand the right-hand side using the Leibniz rule. Derivatives of m, ψ−k,
and fˆ are handled in the same manner as in the proof of (77). For the extra factor,
we note that if l > 0, then
∇ξ[(〈ξ〉 − v · ξˆ)−l] = g(ξ) · (〈ξ〉 − v · ξˆ)−l−1,
with g in the class M0−1. Combining the above, we obtain
|xαP−kMSvf(x)| .
∑
β1+β2+β3=α
‖∂β1 fˆ‖L∞2(|β2|−a)k
∫
|ξ|≃2−k
|∂β3 [(〈ξ〉 − v · ξˆ)−1]|dξ
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.
∑
β1+β2+β3=α
‖∂β1 fˆ‖L∞2(|β2|+|β3|−a)k
∫
|ξ|≃2−k
dξ
(〈ξ〉 − v · ξˆ)1+|β3|
. ‖〈x〉|α|f‖L12(|α|−a)k
∫
|ξ|≃2−k
dξ
(〈ξ〉 − v · ξˆ)1+|α|
.
We must now control the integral on the right-hand side. To do this, we convert
to spherical coordinates (ρ, θ, φ) like in the proof of (20), with φ ∈ [0, π] measuring
the angle from the v-direction. This yields∫
|ξ|≃2−k
dξ
(〈ξ〉 − v · ξˆ)1+|α| .
∫ 2π
0
∫ π
0
∫
ρ∼2−k
ρ2 sinφ
(〈ρ〉 − cosφ)1+|α| dρdφdθ
. 2−3k
∫ π
0
φ
(2−2k + φ2)1+|α|
dφ,
where in the last step, we used that sinφ . φ, 1−cosφ ≃ φ2, and 〈ρ〉−1 ≃ ρ2 ≃ 2−2k
in the domain of integration. This last integral can be evaluated explicitly:∫ π
0
φ
(2−2k + φ2)1+|α|
dφ .
{
(2−2k + φ2)−|α||π0 . 22k|α| |α| > 0,
log(2−2k + φ2)|π0 . 1 + k |α| = 0.
Combining the above computations, we obtain (80). 
Finally, we state and prove the main estimate pertaining to sonic decay.
Proposition B.13. Let a ∈ R, let v ∈ S2, and let M be a Fourier multiplier
operator, with symbol m in the class M−1a . If µ ∈ [0, a/3 + 1), then
(81) |x|µ|MSvf(x)| .M,µ ‖〈x〉µ
′
f‖L2,
for any x ∈ R3, f ∈ S(R3), and µ′ > ⌈µ⌉+ 3/2.
Proof. Again, we write µ = µ0 + µ1, with µ0 ∈ Z and µ1 ∈ [0, 1), so that
|x|µ|MSvf(x)| .
∑
k≥0
[|x|µ0+1|PkMSvf(x)|]µ1 [|x|µ0 |PkMSvf(x)|]1−µ1
+
∑
k>0
[|x|µ0+1|P−kMSvf(x)|]µ1 [|x|µ0 |P−kMSvf(x)|]1−µ1
= H + L.
For the high-frequency terms H , note that MSv is now in the class M−2a , so that,
like in the proof of (78), the estimate (76) yields the desired bound for H . For the
low-frequency terms, we apply (80):
L . ‖〈x〉⌈µ⌉f‖L1
∑
k>0
(1 + k)2[3(µ0+1)−a−3]µ1k2[3µ0−a−3](1−µ1)k
. ‖〈x〉⌈µ⌉f‖L1
∑
k>0
(1 + k)2(3µ−a−3)k.
Finally, since 3µ− a− 3 < 0, then the above series converges, and
L . ‖〈x〉µ′f‖L2. 
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