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ABSTRACT
The distribution of mass in the halos of galaxies and galaxy clusters has been probed observationally,
theoretically, and in numerical simulations. Yet there is still confusion about which of several suggested
parameterized models is the better representation, and whether these models are universal. We use the
temperature and density profiles of the intracluster medium as measured by X-ray observations of 11
relaxed galaxy clusters to investigate mass models for the halo using a thorough Bayesian statistical
analysis. We make careful comparisons between two- and three-parameter models, including the
issue of a universal third parameter. We find that, of the two-parameter models, the NFW is the
best representation, but we also find moderate statistical evidence that a generalized three-parameter
NFW model with a freely varying inner slope is preferred, despite penalizing against the extra degree
of freedom. There is a strong indication that this inner slope needs to be determined for each cluster
individually, i.e. some clusters have central cores and others have steep cusps. The mass-concentration
relation of our sample is in reasonable agreement with predictions based on numerical simulations.
Subject headings: dark matter — galaxies: clusters: general — X-rays: galaxies: clusters
1. INTRODUCTION
The potential of gravitationally bound structures in
the Universe, ranging in size from dwarf galaxies to
galaxy clusters, is sourced by a composite mass distri-
bution of dark matter, baryonic matter in gas form, and
collapsed objects such as stars in galaxies and galaxies
in clusters. The investigation of these mass distributions
entails a number of questions: what is the equilibrium
shape of the distributions? Is it universal across ten mag-
nitudes of mass and at all redshifts? Does it depend on
cosmology or on the merger history of the individual ha-
los?
The main developments in understanding the distribu-
tion of matter in a self-gravitating halo have been found
through numerical simulations of the formation of struc-
ture in the universe within a given cosmological model.
Advances have been achieved through the improvement
of numerical codes and the increase of raw computing
power on one hand and a more refined understanding of
which questions that need to be answered on the other.
Perhaps the most fundamental idea that has come out
of the numerical approach is that relaxed halos have a
number of universal properties, including the distribu-
tion of matter (Navarro et al. 1997; Taylor & Navarro
2001; Austin et al. 2005) and the dynamical structure
(Bullock et al. 2001a; Hansen & Moore 2006). However,
the simulations have not been able to reach agreement
about the exact behavior of the profiles in the innermost
regions, where the limited force resolution sets a lower
limit to the radial range that can be probed. In partic-
ular, questions have been raised about the value of the
logarithmic slope and whether that value is universal or
not (Moore et al. 1998; Klypin et al. 2001; Zhao et al.
2003; Navarro et al. 2004; Fukushige et al. 2004; Merritt
1 Department of Physics & Astronomy, University College
London, Gower Street, London, WC1E 6BT, UK
2 Dark Cosmology Centre, Niels Bohr Institute, University of
Copenhagen, Juliane Maries Vej 30, DK-2100 Copenhagen, Den-
mark
et al. 2006; Graham et al. 2006; Voigt & Fabian 2006;
Gao et al. 2008). A further complication arises when
the simulations are compared with observations since the
gravitational potential of the baryonic component, which
is very time consuming to model in the simulations, can-
not be neglected in the center. This complication can
in principle both change the slope of the dark matter
profile as well as alter the total mass profile (Blumen-
thal et al. (1986); El-Zant et al. (2001); Gnedin et al.
(2004); Sommer-Larsen & Limousin (2010). Recently,
Dalal et al. (2010) suggested adiabatic contraction as an
approach to understanding the actual formation of halos
from initially random perturbations.
Theoretically, most efforts have focused on understand-
ing collisionless halos of dark matter only, but this ap-
proach is hampered by the fact that, even under the
strongest simplifying assumptions, there are not enough
constraints to obtain unique solutions to the collisionless
Boltzmann equation (Binney & Tremaine 1987) which
governs a dark matter structure. Some results have been
obtained by considering individual halos from the sta-
tistical mechanics point of view (see Hjorth & Williams
(2010) and references therein). Another approach is to
take phenomenological input from numerical simulations
such as the density profile itself, the pseudo-phase space
density (Taylor & Navarro 2001; Dehnen & McLaugh-
lin 2005), or the density slope-velocity anisotropy rela-
tion (from which Hansen & Stadel (2006) predict an in-
ner slope of 0.8), and implement this into a Jeans equa-
tion analysis to predict the consequences of the ‘inspired
guess’ (see also Zait et al. (2008) and references therein).
Alternatively one can attempt to model the formation
history of the halo including major mergers and steady
accretion (e.g., Ryden & Gunn (1987); Ascasibar et al.
(2004); Salvador-Sole´ et al. (2007); Del Popolo (2009),
and references therein). While these approaches typi-
cally yield results in rough agreement with simulations,
the modeling can also explore the physical connection be-
tween the static and dynamic properties of the halo and
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2it can offer physically constrained extrapolations which
are not accessible in simulations.
Observationally, there is a strong discrepancy between
the numerical results and the inferred mass distributions
in dwarf and low surface brightness galaxies, which are
much shallower than predicted, the so-called cusp/core
problem (see, e.g., Salucci et al. (2003); Spekkens et al.
(2005); Gilmore et al. (2007)). At the opposite end of
the mass spectrum, galaxy clusters are typically found to
be in rough agreement with the cuspy profiles found in
numerical simulations, but with even greater scatter for
the inferred inner slope. There is also significant discus-
sion about the type of model and the number of param-
eters that are necessary in order to obtain an acceptable
description of the data. One common method is based
on mass modeling through weak or strong gravitational
lensing, which can yield results which are in good agree-
ment with numerical simulations (Broadhurst et al. 2005;
Comerford et al. 2006; Limousin et al. 2008; Richard
et al. 2009), but also profiles that are significantly shal-
lower (Sand et al. 2004, 2008). Another method is based
on X-ray observations of the intracluster medium (ICM)
which is supported against gravitational collapse by its
own pressure. Again, authors find a range of inner slopes
(Ettori et al. 2002; Lewis et al. 2003; Zappacosta et al.
2006; Schmidt & Allen 2007; Saha & Read 2009). For
both lensing and X-ray studies, there is also the ques-
tion of the stellar mass contained within the massive cen-
tral galaxy found in most clusters which may affect the
cusp/core problem. Most authors also focus on only one
or a few clusters, which of course makes it more difficult
to assess the universality of the profiles on an observa-
tional foundation.
In the present work we take a sample of 11 highly re-
laxed clusters and use the measurements of the X-ray
emitting gas to infer model-independent mass profiles.
We then compare with a number of different models that
have been applied as mass profiles in the literature, focus-
ing on three key questions: Which parameterized model
is the most successful? How many free parameters are
needed to describe the data adequately? Is there evi-
dence for a universal inner slope/shape-type parameter?
We answer these questions using a detailed statistical
analysis based on Bayesian inference where we use the
Bayesian evidence (or marginal likelihood) to make judg-
ments about which model is preferred by the data.
2. DENSITY PROFILE MODELS
Most models that are used for the mass distribution in
halos have been introduced as fitting formulae applied to
the halos found in numerical simulations. Hence these
models are not theoretically founded but rather form a
basis on which the predictions of numerical simulations
can be compared with observations. Almost all models
have two free parameters which determine the mass scale
and the spatial extent of the halo, and these two param-
eters are specific to each halo. Some models have one or
more additional parameters which determine the shape
of the profile, and which may or may not be universal.
Here we consider a number of two- and three-parameter
models.
A whole class of models are ‘double power-laws’ which
asymptote to power laws at very small and very large
radii. These models can conveniently be summarized
in Hernquist’s (α, β, γ) parametrization (Hernquist 1990;
Zhao 1996),
ρ(r) = ρ0
(
r
rs
)−α [
1 +
(
r
rs
)γ]− β−αγ
, (1)
where ρ0 and rs are scaling constants to be determined
for each halo individually. The inner power-law slope
is α and the outer slope is β, while the width of the
transition region is controlled by γ. We consider four
such two-parameter profiles: the NFW (Navarro et al.
1997), the Dehnen-McLaughlin (Dehnen & McLaughlin
2005), the Hernquist, and the Moore profile (Moore et al.
1998). The properties of these models are summarized
in Table 1.
We also consider three three-parameter models: Two
are simply generalized NFW profiles where, in the first
case, we allow the inner slope α to vary in order to
measure the cuspiness of the halos. The second case,
transNFW, is also a generalization of the NFW where
now the transition parameter γ is free. Such a profile
can mimic a steeper inner slope by pushing the inner
power law behavior closer to the center. The third pro-
file is the Se´rsic (or Einasto) profile (Se´rsic 1963; Einasto
1969),
ρ(r) = ρs exp
(
−2n
[(
r
rs
)1/n
− 1
])
, (2)
where the parameter n determines the shape of the pro-
file. For n = 4 the de Vaucouleurs’ law describing the
surface brightness of elliptical galaxies is recovered. The
shape parameter is sometimes given as αs = n
−1. Re-
cently, the Se´rsic profile has been claimed to provide
a better fit than the NFW to Milky Way-sized haloes
formed in numerical simulations, and, interestingly, with
a shape parameter that varies significantly from halo to
halo (Salvador-Sole´ et al. 2007; Navarro et al. 2010).
We map the scale radius rs and scale densities ρs or
ρ0 of each model to the model-independent parameters
r−2 and ρ−2, which are the radius at which the slope
of the density profile is −2 and the density at that ra-
dius, respectively. This mapping makes comparison of
the models easier and enables us to use identical priors
in the statistical analysis in all models.
3. DATA ANALYSIS
We revisit the sample of 11 highly relaxed, low redshift
(z < 0.1) galaxy clusters observed with XMM-Newton
which we already used in Host et al. (2009) to measure
the dark matter velocity anisotropy profile for the first
time (see also Hansen & Piffaretti (2007)). The members
of this sample were selected to appear close to round on
the sky and not have strong features in the temperature
and density profiles. The spectral analysis, point-spread-
function (PSF) correction, and deprojection of the X-ray
data was carried out in Kaastra et al. (2004) and Pif-
faretti et al. (2005). The PSF effects degrade the quality
of the signal, particularly from the central regions of the
clusters, which leads to larger uncertainties on the ra-
dial temperature and density profiles. The deprojection
method was non-parametric, i.e. without any paramet-
ric modeling of the radial temperature or density profiles.
3TABLE 1
Density profile models
Model (α, β, γ) r−2/rs ρ−2/ρ0 µ(x = r/rs)
NFW (1, 3, 1) 1 1
4
ln(1 + x)− x/(1 + x)
D&M ( 7
9
, 31
9
, 4
9
) 121
169
0.0338 9
20
(1 + x4/9)−5
Hernquist (1, 4, 1) 1
2
16
27
x2/[2(1 + x)2]
Moore ( 3
2
, 3, 1) 1
2
8
3
√
3
2 sinh−1(
√
x)− 2√x/(1 + x)
slopeNFW (α, 3, 1) 2− α (2− α)−α(3− α)α−3 · · ·
transNFW (1, 3, γ) 1 1
4
· · ·
Se´rsic · · · 1 1 8−ne2nn1−3nγ(3n, 2nx1/n)
Note. — Properties of the density profiles that we consider, including the (α, β, γ)
specification, the relations between (r−2, ρ−2) and (rs, ρ0), and the shape µ(r) of the mass
profile M(r) = 4pir3sρ0µ(r), if analytical. γ(a, x) is the lower incomplete gamma function,
γ(a, x) =
∫ x
0 t
a−1e−tdt.
The outcome, and the starting point for the present anal-
ysis, was estimates of the ICM temperature Ti and elec-
tron number density ne,i with associated uncertainties in
six or seven radial bins, for each of the clusters.
Assuming hydrostatic equilibrium, the ICM gas traces
the gravitational potential according to (Cavaliere &
Fusco-Femiano 1978)
kBT
µmH
(
d lnne
d ln r
+
d lnT
d ln r
)
= −GMtot(r)
r
, (3)
where µ = 0.6 is the mean molecular weight of the ICM.
We calculate Mtot(ri) of each radial bin through a Monte
Carlo (MC) analysis in order to propagate uncertainties
accurately. In detail, the prescription for each MC real-
ization is as follows: In each bin i the best estimates of Ti
and ne,i are added to random numbers drawn from Gaus-
sian distributions representative of the uncertainties δTi
and δne,i. In order to apply Equation (3), we estimate
the logarithmic derivative of, e.g., T at the bin-radius ri
by the slope of the unique parabola that passes through
(ln ri−1, lnTi−1), (ln ri, lnTi), and (ln ri+1, lnTi+1). In
this way we can calculate the total mass interior to ri
for that data realization. We impose a number of checks
to determine if the data realization is physically sensible:
the ICM temperature and density must be greater than
zero in all bins, the total mass profile must be increasing
with radius and the derived total density profile must
also be everywhere positive. We also require that the
mass contained in dark matter and stars (which is just
the total mass with gas mass subtracted) must be posi-
tive. If these conditions are not met the entire realization
is discarded. This process is repeated until N = 5000 re-
alizations have been accepted. From these the sample
mean of lnMi in each bin is determined, as well as the
sample covariance matrix with elements
Cij =
1
1−N
N∑
k=1
(lnMik − 〈lnMi〉)(lnMjk − 〈lnMj〉),
(4)
where N is the number of Monte Carlo realizations.
Even though we sample the ICM temperature and den-
sity in each bin independently, the covariance matrix
is not diagonal since the derivatives and physical con-
sistency checks induce bin-to-bin correlations in the ac-
cepted sample. We use the mean and covariance of lnM
rather than M since, by inspection, the former is closer
to being Gaussian distributed.
Figure 1 shows the resulting non-parametric mass pro-
files measured from the data and their uncertainties, as
well as the best fits of the models we consider. Note that
the models shown serve only illustrative purposes and
the statistical analysis is not limited to the best fits, as
discussed below. The vertical dashed line of each panel
indicates the K-band half-light radius of the central BCG
galaxy. The radii are taken from the 2MASS Extended
Source Catalog (Skrutskie et al. 2006) data products,
specifically the de Vaucouleurs’ fits to the K-band pho-
tometry. We take these radii to indicate the likely onset
of significant baryonic effects and note that this is typi-
cally only an issue in the innermost bin.
4. STATISTICAL ANALYSIS
We take a Bayesian approach to the statistical analy-
sis and the usual starting point is the likelihood function,
which we calculate in the following manner: It requires
less manipulation of the data to calculate the mass pro-
file from the observations than to calculate the density
profile. Therefore we integrate the density profile analyt-
ically or numerically for each model to obtain the mass
distribution and compare with the data in mass space,
not density space. Further, as mentioned above, we have
found in the MC analysis that the mass samplings in each
bin are close to being log-normally distributed. There-
fore we construct the likelihood L(Mi) = exp(−χ2/2)
from the χ2 function,
χ2 =
∑
i,j
(lnMi − lnM(ri))C−1ij (lnMj − lnM(rj)), (5)
where M(ri) is the model mass profile at the radial centre
ri of bin i, and lnMi and Cij are determined by the MC
analysis.
The main goal is to decide which model is the bet-
ter representation of the data. We do this by calcu-
lating the Bayesian evidence of each model, which is a
quantitative measure of the agreement between model
and data (Trotta 2008). First we calculate the likeli-
hoods of each model on a grid in the parameter space
θ = (log r−2, log ρ−2). Next, we construct the poste-
rior probability distribution by combining the likelihood
function with a prior probability distribution pi(θ) which
4resembles our knowledge of log r−2 and log ρ−2 before
taking the data into account. We discuss the choice of
prior below. We then integrate the posterior to obtain
the Bayesian evidence,
E =
∫
all
dθpi(θ)L(θ, lnMi), (6)
which is essentially the weighted average of the likelihood
over the prior volume. The evidence of a model, given
the data and a prior, quantifies how well that model ex-
plains the data. It is important to stress that the com-
parison is made over all of the parameter space contained
by the assumed priors, not just at the best fitting set of
parameters. When comparing models the Bayes factor
B12 = E1/E2 shows how much more (or less) probable
model 1 is than model 2, in light of the data. Tradition-
ally, this is gauged on Jeffrey’s scale where a Bayes factor
of lnB12 < 1 is labeled ‘inconclusive’ evidence for model
1 over model 2 while ‘weak’, ‘moderate’, and ‘strong’ ev-
idence corresponds to lnB12 values < 2.5, < 5, and > 5,
respectively.
We choose priors which are constant in the logarithms
of r−2 and ρ−2. The flat logarithmic prior is the uninfor-
mative prior for scaling parameters (Trotta 2008) since it
reflects ignorance about the magnitude of the parameter.
However we restrict the range of the priors, so that we
end up with top-hat priors in log r−2 and log ρ−2. As a
reference point we first assume a top-hat prior relative
to the best estimate of r2500 as determined in the MC
analysis. The scale radius r2500 is defined as the radius
within which the mean density is 2500 times the criti-
cal density of the universe. The top-hat prior in log r−2
ranges from 1.5 magnitudes below r2500 to 0.5 above.
The basic idea behind this prior is that the transition or
‘roll’ of a model should occur close to r2500, as it does in
haloes in numerical simulations, and also to prevent the
model from behaving as a simple power-law by pushing
the transition from the inner to the outer power law far
away from the range of the data. We emphasize that
this is still a conservative prior, as current simulations
typically resolve 2–3 radial orders of magnitude with r−2
located about one order of magnitude below the virial
radius (Bullock et al. 2001b). The prior in log ρ−2 is
also a top-hat in the range 10−26–10−21 kg m−3, which
in practice means that the likelihood is vanishingly small
at the boundaries of the prior.
4.1. Two-parameter model results
The result of the model comparison is summarized in
Table 2, where the NFW model is compared against each
of the other two-parameter models. A positive Bayes
factor indicates that the NFW model is preferred. This
does not imply any bias on the NFW since any two mod-
els can be compared by subtracting the Bayes factors we
give for them from one another. We find that, individ-
ually, the clusters yield strong constraints only against
the Moore model, while the evidences for or against the
D&M and Hernquist models are either weak or incon-
clusive on Jeffrey’s scale. If instead we consider the cu-
mulative Bayes factor summed over the full sample, the
NFW is found to be the preferred model overall, i.e., as
a universal two-parameter profile our sample favors the
NFW model. The Hernquist profile and the D&M profile
TABLE 2
Bayes Factor lnB for the two-parameter
models, relative to the NFW profile
Cluster z D&M Hernq. Moore
A262 0.015 -2.1 0.9 -2.9
NGC533 0.018 -1.8 1.2 -3.1
A496 0.032 -1.4 0.6 -0.8
2A0335+096 0.034 0.5 -0.1 14.7
A2052 0.036 1.9 -0.3 6.6
MKW9 0.040 0.5 -0.1 1.5
MKW3s 0.046 1.8 -0.2 6.7
A4059 0.047 1.6 -0.4 10.8
Se´rsic 159–3 0.057 -0.5 1.7 3.4
A1795 0.064 2.6 -0.6 20.8
A1837 0.071 0.5 -0.2 1.4
Total · · · 3.8 2.6 59
Note. — A positive value of lnB indicates
that the NFW profile is preferred over the con-
sidered model. Note that this does not imply any
bias towards the NFW as the Bayes factor of any
two other models is just the difference between
the respective Bayes factors given here.
are weakly and moderately disfavored, respectively, with
cumulative Bayes factors of 2.6 and 3.8 while the Moore
profile is convincingly ruled out with a factor of 59. The
weak constraint on the Hernquist profile is not surprising
as data extending out to the virial radius would likely be
needed to properly distinguish this model from the NFW.
In Table 3 we present the effects of varying the priors.
The evidence against the D&M profile becomes strong
when we limit the range of the prior in log r−2 to the
smaller interval (−0.75, 0.25). The same is true if we
choose top-hat priors in (r−2, ρ−2) instead of the loga-
rithmic priors. Finally, the D&M model is also disfa-
vored slightly more if we apply a ‘soft’ Gaussian prior
in log r−2. The Bayes factor for the Hernquist model is
robust under the same variations, while the Moore pro-
file is very strongly ruled out in all cases. We conclude
that our two-parameter model selection results are sta-
ble against variation amongst reasonable choices of pri-
ors, which means that the data are of sufficient quality
to make robust conclusions.
A more interesting issue to consider than the priors is
that the preference for the NFW profile over the Hern-
quist and D&M profiles is somewhat susceptible to ‘jack-
knife’ resampling: if we recompute the cumulative Bayes
factor eleven times systematically leaving a single clus-
ter out each time, then there are a few cases where the
strength of the evidence is reduced to inconclusive but
also cases where it is increased to strong (against the
D&M). This is largely due to the fact that our data sam-
ple is somewhat inhomogeneous in terms of the relative
statistical uncertainty on the mass profile. For example,
a comparison of the error bars of MKW9 with those of
A1795 or Se´rsic 159-3 (see Figure 1) immediately shows
that the former is much less constraining than the latter
two. This means that our sample is a mixture of strongly
and weakly constraining clusters and this is reflected in
Figure 2 where the contributions from individual clusters
clearly varies. There appears to be a trend that the clus-
ters A262, NGC533, and A496, which are the lowest red-
shift and some of the least massive in our sample, stand
out by preferring the D&M and the Moore profile. How-
ever, such trends may just as likely be spurious effects
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Fig. 1.— Mass profile of each cluster with 68% uncertainties and best-fit models. The radial axis has been scaled to the best estimate of
r2500 from the MC analysis, and the mass axis has been scaled by r−1.
The dashed vertical lines indicate the estimated extent of the Brightest Cluster Galaxy and the solid vertical lines show the best fit
estimate of the NFW scale radius r−2.
caused by the relatively small sample size. The D&M
profile can easily be preferred by clusters that also pre-
fer the Moore profile since, by extending the transition
region, the D&M profile can push the inner asymptotic
power law well inside the radial range of the data.
Finally we note that the minimum χ2 values for the
models support the more detailed analysis: for 53 degrees
of freedom we get minimum χ2’s of 84 for the NFW,
97 for the D&M, 86 for the Hernquist, and 208 for the
Moore profile. Major contributions to these χ2 values
come from the two clusters MKW3s with χ2 = 13.5 and
A4059 with χ2 = 13.7 for the NFW model and similar
or larger values for the other models. The corresponding
p-values imply that the D&M χ2 is about 20 times less
likely to have occurred by chance (if the D&M model
is correct) than the NFW model is (if the NFW model
is correct). Compare this with the Bayesian odds that
the NFW is ∼ 40 times more probable than the D&M.
Note that the actual best-fits are slightly smaller since we
evaluate the χ2 on a grid instead of minimizing it with a
dedicated search. The χ2 values also show that, in terms
of goodness-of-fit, our sample is rather inhomogeneous.
4.2. Three-parameter model results
For the three-parameter models we again want to test
whether the models represent the data better than the
NFW. In this case the comparison is slightly more in-
volved to evaluate since there is the freedom of an ad-
ditional parameter to take into account. This naturally
yields a lower value of the evidence if the extra parameter
does not provide a better description of the data, or, to
put it otherwise, the third parameter must improve the
fit over a significant volume of parameter space in order
to be preferred over the NFW. It is important to stress
that there is no assumption about the third parameter
being universal. On the contrary, we ask whether the
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Fig. 2.— Bar chart of the Bayes factors lnB for the various models considered, relative to the NFW, as given in Table 2 and 4. The
Bayes factors are additive so the contribution of individual clusters to the total Bayes factor is easily assessed. The values shown are based
on the fiducial priors discussed in the text.
TABLE 3
Total Bayes factor lnB for the two-parameter models
assuming various priors, relative to the NFW profile
Prior Range log r−2 D&M Hernq. Moore
Top-hat in log r−2 (-1.5,0.5) 3.8 2.6 59
Top-hat in log r−2 (-3,3) 3.0 2.6 42
Top-hat in log r−2 (-0.75,0.25) 7.8 2.4 74
Top-hat in (r−2, ρ−2) (-1.5,0.5) 9.2 1.4 68
Gaussian in log r−2 · · · 5.3 2.4 57
Note. — The top line is the fiducial prior used in Table 2. In the
next two cases the range of the prior in log r−2 (in units of r2500,
see text) is varied, and in the following case top-hat priors in both
r−2 and ρ−2 are applied. The final case assumes a Gaussian prior
in log r−2 with mean -0.25 and width 0.5.
data require the additional freedom of an extra parame-
ter which is determined individually for each cluster.
The model comparison proceeds as before: we calcu-
late the evidence for each of the three-parameter models
with the same priors in log r−2 and log ρ−2 as in the
fiducial two-parameter analysis for all models. For the
slopeNFW we choose a top-hat prior for α which ranges
from 0 to 1.75, i.e. from a cored profile to a profile slightly
steeper than the Moore profile. We do not want to go all
the way to −2 since r−2 tends to zero and eventually be-
comes undefined as α approaches−2. For the transNFW,
we choose a logarithmic prior with γ in the range (0.1, 4)
which allows this profile to mimic a steeper inner pro-
file by pushing the asymptotic inner power law inside
the radial range of the data. Finally, we take a logarith-
mic prior for n in the range (2,15) for the Se´rsic model,
motivated by numerical simulations which have best fits
Se´rsic profiles with n=5–9. The logarithmic prior also
has the advantage that it is invariant whether one prefers
n or αs = 1/n as the parameterization.
The resulting Bayes factors relative to the NFW are
given in Table 4 and summarized in the chart in Fig-
ure 2. The individual clusters provide only weak evi-
dence for or against any of the models. Based on the
whole sample, the model selection is inconclusive for the
transNFW and Se´rsic models but there is ‘moderate’ ev-
idence for the slopeNFW model over the NFW with a
Bayes factor of −3.1. This corresponds to odds of 22
TABLE 4
Bayes Factor lnB for the three-parameter
models, relative to the NFW profile.
Cluster slopeNFW transNFW Se´rsic
A262 -2.1 -1.7 -2.0
NGC533 -1.9 -2.0 -1.9
A496 -1.1 -0.6 -0.8
2A0335+096 1.1 0.6 1.0
A2052 0.1 1.3 0.5
MKW9 0.2 0.4 0.3
MKW3s 1.4 1.7 1.6
A4059 -2.7 -1.5 -2.0
Se´rsic 159–3 0.4 0.9 0.5
A1795 1.7 1.2 2.4
A1837 -0.1 0.2 0.2
Total -3.1 0.6 -0.2
Note. — A positive value of lnB indicates that
the NFW profile is preferred over the considered
model. A top-hat prior in log r−2 of (−1.5, 0.5)
around the best estimate of r2500 for each cluster
is assumed.
to 1 in favor of the slopeNFW model and shows that,
overall, the slopeNFW has the highest evidence of all
models considered. The data show a moderate need for
a free inner slope, despite the penalty against the extra
freedom built into the Bayesian analysis. Most of the
discriminatory power is carried by a few clusters such
as NGC533, A4059, and A1795 and removal of any of
these clusters from the sample would change the Bayes
factor significantly. Therefore we caution that the mod-
erate preference for the slopeNFW model is somewhat
susceptible to selection effects since the constraints from
individual clusters vary in strength. We also find some
sensitivity to the choice of prior: if the upper bound of α
is extended from 1.75 up to 1.9, the Bayes factor for the
slopeNFW model changes to −2.3, while if it is set to the
Moore profile at 1.5 the Bayes factor becomes −3.6. If
the lower bound of α is increased to 0.5, the Bayes fac-
tor remains unchanged at −3.1. These results are largely
caused by a few clusters which prefer steep inner slopes,
as will be shown below.
4.3. Constraints on the third parameters
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Fig. 3.— Probability distributions for the third parameter in each of the three-parameter models: slopeNFW α (left), transNFW γ
(middle), and Se´rsic n (right). In each panel, the full line shows the joint posterior for all clusters combined while the dot–dashed line
shows the joint posterior obtained using the method of hyper-parameters (see text). The dashed lines show the pdf’s of individual clusters.
Note that each posterior is normalized to unity so it is not possible to draw conclusions about the quality of fit of the individual clusters
from this plot. The standard 95% credible intervals are (0.98, 1.19) for α, (0.70, 1.08) for γ, and (4.3, 6.1) for n. With the hyper-parameters,
the intervals are instead (0.91, 1.30) for α, (0.52, 1.20) for γ, and (3.8, 7.4) for n. We assume top-hat priors in α, ln γ, and lnn.
Finally, for the three-parameter models we also want
to constrain the preferred value of the third parame-
ter. Unlike above, this analysis assumes that there is
a universal value for the third parameter and attempts
to identify that value. We use the same priors as in the
previous analysis for the third parameter of each model,
but now we marginalize over (log r−2, log ρ−2) to find the
one-dimensional posterior probability distribution for the
third parameter for each cluster. Then we combine the
results from the individual clusters into a joint posterior
which is simply the product of the the individual ones.
We calculate 95% credible intervals for both the indi-
vidual and the joint posterior. However, we know from
the previous analysis that each three-parameter model
is preferred by some clusters but not by others. There-
fore we also use the method of hyper-parameters (Lahav
et al. 2000) which allows the contribution from individ-
ual data-sets to the joint posterior to be weighted. These
weights are marginalized over assuming logarithmic pri-
ors with the result that in the joint likelihood one replaces∑
i
χ2i →
∑
i
Ni lnχ
2
i , (7)
where Ni is the number of data points in data-set i. The
result is that clusters that are not described well by the
model do not constrain the parameters as strongly as
clusters that are well described. The price to pay is that
the effective sample size is reduced which, all else being
equal, will lead to wider and more conservative credible
intervals.
The results are shown in Figure 3, where in each panel
the fully drawn line is the joint posterior, the dotted line
is the hyper-parameters posterior, and the dashed lines
are the posteriors of the individual clusters. The gener-
alized NFW models are slightly different from, but not
in disagreement with, the NFW with 95% credible in-
tervals of (0.98, 1.30) for α and (0.70, 1.08) for γ. The
interval for the Se´rsic n parameter is (4.3, 6.1), in good
agreement with the values reported by the Aquarius nu-
merical simulations for Milky Way-sized halos (Navarro
et al. 2010). The intervals derived using the method
of hyper-parameters are wider, as expected: (0.91, 1.30)
for α, (0.52, 1.20) for γ, and (3.8, 7.4) for n. The dif-
ference between the hyper-parameters method and the
conventional calculation illustrates the need for a cau-
tious approach to in-homogeneous data-sets. We believe
the hyper-parameters method yields the more trustwor-
thy results in the case at hand, while on the other hand
we acknowledge that they are not very constraining.
An inspection of the contribution from individual clus-
ters reveals some issues: It is clear that for each model a
number of clusters provide very little information about
the third parameter, i.e. the model describes the mass
profile almost equally well regardless of the third param-
eter value. This is actually expected, given the varying
size of the Bayes factors in table 4. There are also a
few cases, particularly for the transNFW model, where
the posterior peaks very close to or on the bounds of the
prior. In such cases the results, e.g. the individual cred-
ible intervals, are of course very prior-dependent which
again indicates that the data are not very discriminatory
with respect to the prior. On the other hand, rather dras-
tic priors or small sub-samples must be used in order to
significantly affect the credible intervals of the joint pos-
terior, especially for the hyper-parameters method.
Figure 4.3 shows the individual clusters’ constraints
on α, γ, and n. There is perhaps the slightest of
hints of a redshift–dependence in the constraints but
the sample size does not allow us to probe such an is-
sue in detail. It should also be noted that any hint of a
redshift–dependence could actually be caused by a mass–
dependence instead since, e.g., the two clusters at the
lowest redshifts are also the least massive.
A different picture emerges when we consider the over-
lap of the individual clusters’ credible intervals for the
slopeNFW model. For example, no value of α is con-
tained in all 11 95% credible intervals, and only the very
short range (1.08, 1.10) is contained in all but two inter-
vals. Likewise the NFW α = 1 case is excluded from
four of the eleven intervals. These results, as well as a
visual inspection of Figure 3, do not seem to support a
universal shape parameter. The situation is not quite as
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Fig. 4.— The individual clusters’ constraints on the third pa-
rameter in each of the three-parameter models. In this case we
show the 68% credible intervals, and the horizontal lines indicate
the 68% range of the joint posterior calculated using the method
of hyper-parameters. Refer to Table 2 for the redshifts of each
cluster.
compelling for the transNFW and Se´rsic models which
is likely the reason that they do not stand out from the
NFW in the model selection. In fact, we believe it is a
reasonable statement that the success of the slopeNFW
model is precisely due to the very different preferred val-
ues of α from cluster to cluster. This puts a strong ques-
tion mark against the idea of universal third parameter.
We conclude that there is moderate evidence for the
slopeNFW model to be preferred over the simple NFW,
while the transNFW and Se´rsic models do not stand
out against the two-parameter NFW profile. If the in-
ner slope of the slopeNFW model is universal, we con-
straint it to be close to −1 but preferably slightly steeper.
However, the spread of the individual clusters’ preferred
ranges suggests that the inner slope is not universal.
5. BIASES
So far we have discussed the interpretation of our re-
sults with respect to the statistical evidence. However,
a number of biases, or systematic uncertainties, can be
thought of that may affect our results. Loosely, these
can be grouped into biases that affect both the individ-
ual cluster mass modeling and the combined analysis,
and selection effects that only influence the latter.
The analysis rests on the ability to produce deprojected
temperature and density profiles with uncertainties that
correctly mirror the uncertainties in the spectral analysis
of the X-ray data. This has been discussed extensively
in Kaastra et al. (2004). The basic assumption in deter-
mining the mass distribution of a galaxy cluster is that
the cluster is relaxed, and obeys the equation of hydro-
static equilibrium. Numerical simulations indicate that
the additional pressure associated with turbulence and
bulk motion in the ICM yields an underestimate of the
mass in the region of 5− 20% with the larger values cor-
responding to large radii, r500 and greater (Nagai et al.
2007; Piffaretti & Valdarnini 2008; Lau et al. 2009). We
do not expect this bias to exceed 10% in the present case
since we do not model further out than to ∼ r2500. On
the other hand, the same numerical simulations indicate
that if the turbulent pressure is accounted for, an accu-
rate mass reconstruction is possible. This point demon-
strates that deviations from spherical symmetry are not
a major concern in the error budget.
A related question is whether the parameterized pro-
files should be tested against the total mass distribu-
tion or the dark matter mass profile only. While the
predictions of numerical simulations are founded in dark
matter-only simulations, it is not clear how much a sim-
ulated dark matter-only mass profile is modified by the
presence of baryons. Observationally, the ICM con-
tributes about 5 − 15% of the total density in a clus-
ter, again increasing with radius in the range of interest
here, so formally there is a difference between the total
and the dark matter profile’s radial dependence. To test
the impact of this, we have rerun the statistical analyses
described above, but with an additional step in which
the ICM mass is subtracted from the mass estimate of
Equation (3) so that we compare the parametric models
to the mass profile of dark matter and stars. We find
only minor differences: For the two-parameter models,
the total Bayes factors relative to the NFW profile as-
suming the fiducial prior as in Table 2 are 3.6 (D&M),
2.4 (Hernquist), and 51 (Moore), i.e. there is no signifi-
cant change in the interpretation of the results. For the
three-parameter models, the total Bayes factors become
−2.6 (slopeNFW), 0.7 (transNFW), and −0.1 (Se´rsic),
which are in good agreement with the results in Table 4.
Finally, the constraints on the third parameters for the
three-parameter models are effectively unchanged. The
fact that the results are virtually identical is not surpris-
ing since the ICM is a minor and smoothly distributed
contribution to the mass profile.
We have also attempted to account for the stellar mass.
This is a very subdominant component except close to
the center of a cluster where the mass of the BCG galaxy
can be significant. The likely range where the BCG
should be accounted for is indicated in Figure 1 and
can clearly affect the measurement of the inner slope
of the dark matter mass profile. We have attempted
to account for the BCG mass by first using the 2MASS
K-band photometry to determine the luminosity profile
(Kochanek et al. 2001) and then convert this to a mass
profile by assuming a mass-to-light ratio. Longhetti &
Saracco (2009) find that the K-band mass-to-light ratio
is about unity. This prescription yields a rough and very
model-dependent estimate of the stellar mass but it is
useful to investigate the feasibility of measuring the dark
matter mass distribution. We immediately find consis-
tency issues, however, since it turns out that the total
mass profiles we have measured for A2052 and A4059
cannot accomodate such a stellar mass component un-
less we reduce the M/L ratio significantly. For A2052,
we suspect that the mass measured in the innermost ra-
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Fig. 5.— The mass–concentration relation of our sample, cal-
culated within the NFW model. The contours contain 95% of
the posterior PDF and are based on the fiducial prior. We show
two contours for each cluster: (M2500, c2500) (red, full lines) which
are derived within the radial range of the data, and (M200, c200)
(blue, dot-dashed) which is based on an NFW model-dependent
extrapolation to r200. The dashed lines show the mean relations
for the two values of ∆ from the N-body simulations of Maccio`
et al. (2008), based on the WMAP5 cosmology. The relations
are log c200 = 0.83 − 0.094 log(M200/1012M) and log c2500 =
0.35 − 0.130 log(M2500/1012M). Given the low redshift of our
sample, we have not made any correction for a redshift evolution
of c∆.
dial bin is a low outlier since all models predict a signifi-
cantly greater mass in that bin, but that does not help us
in determining a physically consistent mass model with
both stars, ICM gas and dark matter. We conclude that
a more detailed measurement of the BCG stellar mass is
necessary to separate that from the dark matter. Such
a measurement is outside the scope of this work, so we
have restricted ourselves to determining the total mass
profiles.
The fact that our results are stable whether we test the
mass models against the total or ICM-subtracted mass
profiles allows us to gauge how important the mass bias
caused by turbulent pressure is. The point is that the
turbulent pressure is expected to contribute the same
amount (or less) to the total mass estimate as the ICM
mass: both contributions are at the 5 − 15% level and
radially increasing, and at the maximum radius we con-
sider ∼ r2500 the gas fraction (∼ 10%) is likely larger
than the pressure bias. Since our results are the same
whether we account for ICM mass or not, we conclude
that this systematic offset is likely much smaller than the
statistical uncertainty.
6. MASS–CONCENTRATION RELATION
An important consequence of the ‘bottom-up’ scenario
of structure formation is that smaller halos are denser in
the center, since they formed earlier when the density of
the Universe was higher. This effect is observed in nu-
merical simulation and it can be expressed as a relation
between the halo mass and the concentration parameter.
The concentration parameter is defined for a given over-
density as c∆ = r∆/r−2 (often rs is used instead of r−2
but for the NFW this is unimportant). Simulations usu-
ally consider the mass–concentration relation at the virial
radius r200 but as discussed above we can only reach that
radius by model-dependent extrapolation. Therefore, in
Figure 5, we show the mass–concentration relation of our
sample calculated within the NFW model at both r2500
and extrapolated to r200. Note that our sample is not
necessarily representative of the population of clusters.
As can be seen in Figure 5, our sample is not ideally
suited to derive a relation from, given that six sample
members cluster at almost identical values of M∆. In-
stead we compare with the mass–concentration relation
of the dark matter-only simulations presented in Maccio`
et al. (2008), which are in reasonable agreement with our
sample. We emphasize that the orientation of the uncer-
tainty ellipses is related only to the parameter degenera-
cies present in the combination of model and mass profile
data and has nothing to do with the slope of the mass–
concentration relation. The agreement between our ob-
served mass–concentration relation and the predictions
of numerical simulations resembles the recent X-ray anal-
ysis Buote et al. (2007), but stands out from the signifi-
cant discrepancy of the lensing study (Broadhurst et al.
2008).
7. SUMMARY & DISCUSSION
We have conducted a careful statistical analysis of the
constraints on mass distribution models of galaxy clus-
ters which can be derived from X-ray observations. We
find that the NFW model is the preferred two-parameter
model and that the Moore model is decisively ruled out.
There is moderate evidence that the data require an ad-
ditional free parameter that alters the shape of the mass
profile and according to our analysis the best choice is a
model similar to the NFW but with a freely varying in-
ner slope. If we assume this slope to be universal, we can
constrain it to be close to that of the NFW but our data
suggest that the shape parameter must be determined
individually.
Significantly, the clusters in our sample prefer quite
different values for the inner slope, some prefer flat cores
while others prefer steep cusps. The shape-parameters of
the Se´rsic and transNFW models also show considerable
scatter across our sample. We conclude that there is a
strong indication in our data that the total mass profile is
not universal but suffers considerable halo-to-halo scat-
ter. The limited size of our sample means that we cannot
state whether this is in disagreement with the results of
numerical simulations. However, when the goodness–of–
fit of each cluster is taken into account using the method
of Bayesian hyper-parameters, the credible interval be-
comes significantly larger, partly due to the smaller effec-
tive sample size, but also because of the lack of univer-
sality. Alternatively if, against best efforts, some clusters
in our sample are not relaxed, that may cause the lack
of universality we find.
This analysis stands out from the numerous observa-
tional results that claim significant discrepancies from
simulations based on only one or a few observed clusters.
We acknowledge that our sample size is still limited, but
it allows us to discuss the issue of universality. Given that
halos in numerical simulations which include baryons are
still not readily mass produced with sufficient resolution,
which makes the question of halo to halo scatter difficult
to assess, it is not possible to decide if the indication of a
non-universal model that we see is at odds with the nu-
merical predictions, nor to assess how the central galaxy
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affects the simulated mass profiles.
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