Determine the size of r-graphs with given graph parameters is an interesting problem. Chvátal and Hanson (JCTB, 1976) gave a tight upper bound of the size of 2-graphs with restricted maximum degree and matching number; Khare (DM, 2014) studied the same problem for linear 3-graphs with restricted matching number and maximum degree. In this paper, we give a tight upper bound of the size of 3-graphs with bounded codegree and matching number.
Introduction
Let r ≥ 2 be an integer and V be a set of elements. Write V r for the collection of subsets of size r of V . An r-uniform hypergraph, or an r-graph for short, on set V is a pair H = (V, E), where V is called vertex set, and E ⊆ V r is called edge set.
The size of an r-graph H = (V, E) is |E|, denoted by e(H). A matching in H is a set of pairwise disjoint edges of H, the matching number ν(H) of H is the size of a maximum matching of H. Given X ⊆ V with |X| = k, the k-degree d k (X) of X is the number of edges e of H with X ⊆ e. The maximum k-degree ∆ k (H) of H is the maximum of d k (X) over all subsets X ⊆ V (H) with |X| = k. We call d 1 (X) and d r−1 (X) the degree and codegree of X in H, respectively. If r = 2, we write graph for 2-graph for short.
The problem of bounding the size of an r-graph by restricting some of its parameters was well studied in literatures. In this paper, we concern the r-graphs with matching number ν and maximum k-degree ∆ k , 1 ≤ k ≤ r −1. If we only consider matching number, Erdős and Gallai [10] proved that: For all positive integers n and ν, if G is a graph with n vertices and ν(G) = ν, then e(G) ≤ max 2ν+1 2 , (n − ν)ν + ν 2 . Furthermore, the upper bound is tight. The r-graph version of Erdős and Gallai's Theorem for r ≥ 3 seems more difficult than the graph version. Erdős [9] proposed the following conjecture, known as Erdős' Matching Conjecture, Conjecture 1. [Erdős, 1965] Every r-graph H on n vertices with matching number ν(H) < s ≤ n/r satisfies e(H) ≤ max rs − 1 r , n r − n − s + 1 r .
Some recent improvements of Conjecture 1 can be found in [11, 12, 13] . If we consider the problem of finding the maximum size of an r-graph with given matching number and maximum k-degree, 1 ≤ k ≤ r − 1, such a problem for graphs has been solved by Chvátal and Hanson [3] (also can be found in [1] ); for 3-graphs, Khare [15] provided a bound on the size of linear 3-graphs with restricted matching number and maximum degree. Motivated by these results, in this paper, we consider the problem for 3-graphs and give a tight upper bound for the maximum size of 3-graphs on n vertices with codegree at most ∆ 2 and matching number at most ν. To state our main result, we first define two functions. For positive integers ν, λ, s, define g(2, λ, s) = 0 and for ν > 2
The main result of the paper is as follows.
Theorem 2. Given positive integers ∆ 2 and ν, if H is a 3-graph of sufficiently large order n with ∆ 2 (H) ≤ ∆ 2 and ν(H) ≤ ν, then e(H) ≤ f (n, ν, ∆ 2 ), and the upper bound is tight.
The rest of the paper is arranged as follows. In section 2, we construct extremal 3-graphs with restricted codegree, in fact the constructions come from combinatorial design. In section 3, we establish a structural lemma. Then the proof of Theorem 2 is presented in Section 4, and we end the paper with some discussions.
Extremal 3-graphs with restricted codegree
A partial triple system (PTS for short) PTS(ν, λ) is a set V of ν elements and a collection B of triples of V so that every pair of elements occurs in at most λ triples of B. If every pair of elements of V occurs in exactly λ triples of B, then such a PTS(ν, λ) is called a triple system TS(ν, λ). A TS(ν, 1) is called a Steiner triple system STS(v). A maximum partial triple system MPTS(ν, λ) is a PTS(ν, λ) with triples as many as possible. A set system (V, B) is called a pairwise balanced design PBD(ν, {3, 5 * }, λ) if the following properties are satisfied:
for all B ∈ B except a specific one B 0 with |B 0 | = 5, and (3) every pair of points is contained in exactly λ blocks of B.
Remark: It is natural to see a PTS(ν, λ) as a 3-graph with vertex set V and edge set B such that ∆ 2 (PTS(ν, λ)) ≤ λ. So, in this paper, we do not distinguish a 3-graph and a PTS. The leave of a PTS(ν, λ) is the graph G on vertex set V in which an edge {x, y} appears λ − s times in G if and only if {x, y} is contained in exactly s triples of B.
Clearly,
Let G 1 ∪ G 2 (resp. G 1∪ G 2 ) denote the union (resp. disjoint union) of two graphs G 1 and G 2 . For integer k, let kG be the graph obtained from G by replacing each edge of G by k copies of the edge, and write k{G} for the disjoint union of k copies of G.
When can a graph G be the leave of a PTS? The following lemma gives us an obvious necessary condition and a sufficient and necessary condition depending on G. 
, also can be found in [6, 7] ) Let ν > 2 and let G be a simple graph on at most ν vertices with every vertex of degree 0 or 2, then G is the leave of a PTS(ν, λ) if and only if
• either λ is even or ν is odd, Let s be a nonnegative integer. A PTS(ν, λ, s) is a PTS whose leave contains at least s independent edges. Let MPTS(ν, λ, s) be a PTS(ν, λ, s) with the maximum number of triples among all of such PTSs. Clearly, the leave of an MPTS(ν, λ, s) has the fewest edges among all of the leaves of PTS(ν, λ, s). So, in order to determine the size of an MPTS(ν, λ, s), we will look for the minimum possible leaves of MPTS(ν, λ, s). The following theorem is a generalization of (3) of Theorem 3, which has independent interest in combinatorial design. The proof is similar with the one of (3) of Theorem 3, we give the proof here for completeness.
Theorem 5. The number of triples in an MPTS(ν, λ, s) is g(ν, λ, s).
Proof. The (3) of Theorem 3 implies that the theorem holds for s = 0. So in the following we assume that s > 0 and we shall distinguish two cases according to the value of λ. • The number under "/" denotes the number of edges of the leave of an MPTS(ν, λ, s)
under modulo 3.
• The blank space in position (i, j) means that the situation λ = i and ν = j (mod 6)
can not happen.
Let G be the leave of an MPTS(ν, λ, s).
(mod 3). All possible values of λ and ν are listed in Table 1 . We claim that G actually exists in each case.
(I). If ν ≡ 0, 2 (mod 6) and independent edges, each of which corresponds to a triple removed from STS(ν + 1). This also implies that e(MPTS(ν, 1,
(II). If ν ≡ 0, 4 (mod 6) and λ = 2, or ν ≡ 2 (mod 6) and λ = 6, or ν ≡ 1, 3
(mod 6) and λ = 1, or ν ≡ 5 (mod 6) and λ = 3, then d G (v) ≡ 0 (mod 2) for all v ∈ V (G) and e(G) ≡ 0 (mod 3) and so we have e(G) ≥ 2s + σ, where σ ∈ {0, 1, 2} and s ≡ σ (mod 3). By (2) of Lemma 4, there exists a PTS(ν, λ, s) with G = C 2s+σ as its leave, unless s = ⌊ ν 2 ⌋ and ν ≡ 2, 4, 5 (mod 6). Since e(G) achieves its lower bound, we have e(MPTS(ν, λ, s)) = ⌋ and ν ≡ 2, 4, 5 (mod 6) will be included in (XI), (IV) and (VII), respectively.
(III). If ν ≡ 4 (mod 6) and λ = 1, then d G (v) ≡ 1 (mod 2) for all v ∈ V (G) and e(G) ≡ 0 (mod 3). This implies that e(G) ≥ ν/2 + 1, and, moreover, if we require ν(G) = ν/2 then e(G) ≥ ν/2 + 4. We claim that there do exist PTS(ν, 1, s) such that the size of its leave achieves the lower bound ν/2 + 1 for s < ν/2, and the lower bound ν/2 + 4 for s = ν/2. Choose a PBD(ν + 1, {3, 5 * }, 1) (the existence of such a design is guaranteed by Theorem 3), and denote the specific block of size five by {u, w, x, y, z}. Let PTS(ν + 1, 1) be a PTS obtained from the PBD(ν +1, {3, 5 * }, 1) by replacing {u, w, x, y, z} by two triples {u, w, z} and {u, x, y}.
− 1, delete x from the PTS(ν + 1, 1), then the resulting PTS is a PTS(ν, 1, s) with its leave isomorphic to
, eliminate u from the PTS(ν + 1, 1), the resulting PTS is a PTS(ν, 1, ) with its leave isomorphic to
(IV). For ν ≡ 4 (mod 6), λ = 2 and s = ν/2, the possible G has the property that d G (v) ≡ 0 (mod 2), e(G) ≡ 0 (mod 3) and ν(G) = ν/2. This implies that e(G) ≥ ν + 2. By (III), there exists an MPTS(ν, 1, ν/2) with its leave isomorphic to
It can be easily checked that this is indeed a PTS(ν, 2, ν/2) and its leave G = M∪ ν−4 2 {2K 2 }, where M is the join graph of K 2 (spanned by {x, y}) and 2K 2 (spanned by {w, z}). Since e(G) = ν+2 achieves its lower bound, we have e(MPTS(ν, 2, ν/2)) =
If ν ≡ 5 (mod 6) and λ = 1 or ν ≡ 2 (mod 6) and λ = 4, then d G (v) ≡ 0 (mod 2) for all v ∈ V (G) and e(G) ≡ 1 (mod 3). This implies that e(G) ≥ 2s + σ, where σ ∈ {0, 1, 2} and s ≡ σ + 2 (mod 3). By Lemma 4, there is a PTS(ν, λ, s) with its leave G isomorphic to C 2s+σ , unless s = ν/2 when ν ≡ 2 (mod 6) (which will be included in (IX)). Clearly, e(G) attains its lower bound, so we have e(MPTS(ν, λ, s)) = , 1 ) with leaves G 1 = xyzwx and G 2 = xywzx, respectively, (the existence of such PTSs is guaranteed by (V)) and two triples {x, y, z} and {x, y, w}, the resulting PTS is a PTS(ν, 2, 1) with its leave isomorphic to 2K 2 (spanned by {z, w}). So e(MPTS(ν, 2, 1)) = ⌋) with its leave isomorphic to C ν−1 (the existence is guaranteed by (V), and assume {x} = V \ V (C ν−1 )) and an MPTS(ν, 2, 1) with its leave isomorphic to 2K 2 (the existence is guaranteed by (VI), and assume V (2K 2 ) = {x, y}). The resulting PTS is actually a PTS(ν, 3, ⌊ ν 2 ⌋) with its leave G isomorphic to C ν−1 ∪2K 2 , where C ν−1 and 2K 2 has a unique common vertex y. Since e(G) attains its lower bound, we have e(MPTS(ν, 3, ⌊ν/2⌋)) = (VIII). If ν ≡ 2 (mod 6) and λ = 3, then d G (v) ≡ 1 (mod 2) and e(G) ≡ 0 (mod 3). This implies that e(G) ≥ ν/2 + 2. Take the union of an MPTS(ν, 1, s) with leave G 1 = ν 2 {K 2 } (guaranteed by (I)) such that xy ∈ E(G 1 ) and an MPTS(ν, 2, 1) with leave 2K 2 spanned by {x, y} (guaranteed by (VI)), the resulting PTS is a PTS (ν, 3, s) with leave
Clearly, e(G) obtains its lower bound, so e(MPTS(ν, 3, s)) = {K 2 } (guaranteed by (VIII)), the resulting PTS is a PTS(ν, 4, ν/2) with leave
Since e(G) attains its lower bound, we have e(MPTS(ν, 4, ν/2)) = {K 2 }, moreover, if we require ν(G) = ν/2 then e(G) ≥ ν/2 + 4. Hence, for s ≤ ν/2 − 1, we first take the union of two MPTS(ν, 2, 1) with leaves 2K 2 (guaranteed by (VI)) such that the leaves are spanned by {x, z} and {y, z}, respectively, the resulting PTS is a PTS (ν, 4, 1) , then take the union of the PTS(ν, 4, 1) and an MPTS(ν, 1, s) with leave G 1 = ν 2 {K 2 } (guaranteed by (I)) such that xy, zw ∈ E(G 1 ) and finally union the triple {x, y, z}, the resulting PTS is a PTS(ν, 5, s) with leave G isomorphic to K 1,3∪
A Configuration Lemma
In this section, we prove a useful lemma. Given a 3-graph H = (V, E) and a vertex x ∈ V , the link graph of x, denoted by L H (x) (or L(x) for short), is a graph with vertex set V and edge set {S : S ⊆ V 2 and S ∪ {x} ∈ E}. Given a graph G, let f be a non-negative, integer-valued function on V (G), a spanning subgraph 
G has an f -factor. Lemma 7. Let ν and ∆ 2 be positive integers and n is appropriately large relative to ν and ∆ 2 . Let H be a 3-graph on n vertices with ∆ 2 (H) ≤ ∆ 2 . If each edge of H intersects a given subset of V (H) of size ν, then e(H) ≤ f (n, ν, ∆ 2 ).
Proof. Let V 0 ⊆ V (H) such that |V 0 | = ν and e ∩ V 0 = ∅ for any e ∈ E(H), and let
Since ∆ 2 (H) ≤ ∆ 2 , we have
and the upper bound can be achieved by choosing E 3 as an MPTS(ν, ∆ 2 , 0). Therefore, by (3) and (4),
So, to show our result, it is sufficient to verify that the upper bound of (5) is tight. Define a function f : V 1 → {∆ 2 }, as n is sufficiently large, Theorem 6 implies that we can find ν edge-disjoint f -factors
. Hence if we take E 2 = ∅ and E 3 as an MPTS(ν, ∆ 2 , 0), then E 1 ∪ E 2 ∪ E 3 is a desired edge set of a 3-graph H with e(H) achieving the upper bound.
We first define two 3-graphs H 1 and H 2 which will be used in this case. Define a function f :
is odd, both of ∆ 2 and n − ν are odd. Hence (n − ν)∆ 2 − 1 and (n − ν)∆ 2 − 3 are even. Note that n is sufficiently large. By Theorem 6, we can find ν edge-disjoint f -factors G 1 , G 2 , . . . , G ν in K n−ν such that each G i has exactly one vertex y i with d G i (y i ) = ∆ 2 − 1, and we also can find ν edge-disjoint f -factors G 1 , G 2 , . . . , G ν in K n−ν such that each G i for i < ν has exactly one vertex y i with d G i (y i ) = ∆ 2 − 1 and G ν has three vertices y 
⌋. Let
for the first case and
Since ∆ 2 (ν − 1) is odd, we have ν is even. We show that the upper bound of (5) is also tight in this case. Choose E 3 as an MPTS(ν, ∆ 2 , 0) and L as the leave of
By the proof of Theorem 5, we may
in each case. Therefore,
is even, we have ν is odd. Let L be the graph with vertex set V 0 and edge set {e ∩ V 0 : e ∈ E 2 }.
, let L i be the graph with vertex set V 1 and edge set {e ∩ V 1 : e ∈ E 1 and
Clearly, if we see E 3 as a PTS(ν, ∆ 2 ) on V 0 , then L is a subgraph of the leave
. Since L has p vertices of degree odd, we have e(G) − e(L) ≥ p/2. Since 3ε 3 + e(G) = ν 2 ∆ 2 , we have
Note that p + q = ν and q ≥ 1. We have,
⌋, then
If ε 2 < ⌊ν/2⌋, note that ν = p + q ≤ 2ε 2 + q, we have q ≥ ν − 2ε 2 . So
Therefore, in each case, we have
Now we construct 3-graphs H such that e(H) attains the upper bound of (7). Choose E 3 as an MPTS(ν, ∆ 2 , ⌊ν/2⌋) and assume G is the leave of
. So, we have
Therefore,
Proof of Theorem 2
Our proof is by induction on the matching number, in the following lemma we give the proof of the base case.
Lemma 8.
If H is a 3-graph on n vertices with ∆ 2 (H) ≤ ∆ 2 and ν(H) = 1, then e(H) ≤ f (n, 1, ∆ 2 ) for n ≥ 32.
Proof. If all edges of H intersect a fixed vertex x ∈ V (H), then, by Lemma 7, e(H) ≤ f (n, 1, ∆ 2 ), as desired. If not, choose a vertex x of H with maximum 1-degree and let L(x) be the link graph of x. Without loss of generality, we may assume ∆ 1 (H) ≥ ∆ 2 (H) ≥ 2 (otherwise, the result is trivial). If ν(L(x)) = 1, then L(x) must either be a triangle or a star. If L(x) is a triangle spanned by {y, z, w} say, then each edge in H must contains at least two vertices of {y, z, w}. So we have
is a star with centre w say, we can assume that
Choose two edges e = {x, w, y} and f = {x, w, z} in H. Since d 1 (x) = ∆ 1 (H), each edge of H not containing x does not contain w, too. Since ν(H) = 1, each edge not containing x must contain y and z. So we have
when n ≥ 6. If ν(L(x)) ≥ 2, let {w, y} and {u, z} be two independent edges in L(x), then each edge not containing x must intersect both of {w, y} and {u, z} as ν(H) = 1. Without loss of generality, assume {y, z, v} ∈ E(H) and v = x, let T = {x, w, y, z, u, v}. Since ν(H) = 1, every edge of H must intersect T at least 2 vertices. We have
when n ≥ 32. This completes the proof of the lemma.
Now we give the proof of the main theorem.
Proof of Theorem 2. We proceed by induction on ν. Lemma 8 gives the proof of the base case. Suppose that the result holds for all 3-graphs with maximum codegree at most ∆ 2 and matching number at most ν − 1. Now let H be a 3-graph on n vertices with ∆ 2 (H) ≤ ∆ 2 and ν(H) = ν. Suppose to the contrary that e(H) > f (n, ν, ∆ 2 ). For any edge e ∈ E(H), define N(e) = {f : f ∩ e = ∅, f ∈ E(H)}. We claim that
Otherwise, e(H − V (e)) > f (n, ν,
> f (n − 3, ν − 1, ∆ 2 ). By induction hypothesis, ν(H − V (e)) ≥ ν. This implies that ν(H) ≥ ν + 1, a contradiction.
Since e(H) > f (n, ν, ∆ 2 ) ≥ f (n, ν − 1, ∆ 2 ), by induction hypothesis, we can find ν independent edges in H and each of them contains a vertex of 1-degree at least for any e ∈ E(H). Take a vertex of 1-degree at least
from each of these ν independent edges and put them together as a set U. Denote U = {x 1 , x 2 , . . . , x ν }. Suppose to the contrary that there is an edge e 0 ∈ E(H − U). We first show that we can greedily find ν + 1 independent edges in H. Assume we have found t independent edges e 0 , e 1 , . . . , e t−1 for some 1 ≤ t ≤ ν such that e i ∩ U = {x i } for each 1 ≤ i ≤ t − 1. For x t , note that ∆ 2 (H) ≤ ∆ 2 , we have |{e : x t ∈ e and e ∩ (∪ t−1 i=0 e i ∪ (U \ {x t )}) = ∅}| ≤ (2t + ν)∆ 2 ≤ 3ν∆ 2 < ∆ 2 (n − ν) 12 when n > 37ν. Since
, there is an edge e t such that e t ∩ U = {x t } and e 0 , e 1 , . . . , e t are independent in H. The end of the process gives us a matching of H with ν + 1 edges, a contradiction to ν(H) = ν.
By the above claim, all the edges of H intersect a given subset of vertices of size ν, Lemma 7 implies that e(H) ≤ f (n, ν, ∆ 2 ), a contradiction to our assumption. The proof is completed.
Concluding Remark
In this paper, 3-graphs are not necessarily simple, it is natural to ask what is the size of simple 3-graphs under the same restrictions.
Problem 1.
What is the maximum size of simple 3-graphs on n vertices with maximum codegree ∆ 2 and matching number ν?
It is plausible if the answer of Problem 1 is f (n, ν, ∆ 2 ). To do this, the only difficulty is if we can construct simple MPTS(ν, λ) for λ ≤ ν − 2. Dehon [8] proved that there exists a simple TS(ν, λ) if and only if λ ≤ ν − 2, λν(ν − 1) = 0(mod 6) and λ(ν − 1) = 0(mod 2).
Problem 2. Do we have sufficient and necessary condition for the existence of a simple PTS(ν, λ)?
