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Abstract
The real-time fault monitoring and control of the Vacuum Assisted Resin Transfer Moulding
(VARTM) production process requires a knowledge of the position of the epoxy flow-front
inside the mould. Therefore, a fast and accurate flow-front tracking system capable of
combining the underlying physics of the flow-front dynamics with the measured data is
highly prized. Stochastic differential equations (SDEs) based grey-box models deliver a
good trade-off between high fidelity models and data-driven black-box models for designing
such a flow-front position tracking system. In this paper, we propose a simple yet novel
coupled SDE based spatiotemporal grey-box model of the flow-front dynamics in case of
missing sensor information. The proposed method uses the finite difference approximation
of the spatial domain of the flow-front for estimating spatial flow pattern of the epoxy.
Furthermore, to accommodate for the missing sensor data, we utilise a modified version of
the continuous-discrete extended Kalman filter (CD-EKF) based estimation framework for
SDEs that takes into consideration the effective dimension of the measurement space during
the identification process. The performance of the method is evaluated for various common
sensor faults scenarios at different levels of measurement noise and sampling rates.
Keywords: Spatiotemporal dynamics,, Stochastic differential equations, Maximum
likelihood estimation, Continuous-discrete Kalman filter, Missing information
1. Introduction
The growing demand for the integration of renewable energy sources into grid has con-
tributed to a surge in the wind power applications. This suggests a move towards larger wind
turbines and thereby larger turbine blades. The Vacuum Assisted Resin Transfer Moulding
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(VARTM) process is used to cast a large-scale composite shell structure like wind turbine
blades and aerospace structures [1, 2, 3]. However, due to an increased blade size and the
inhomogeneous nature of the flow inside the mould, the risk of moulding defects such as
dry spots and voids increases. This leads to deterioration of the mechanical properties of
the cast parts and aggravates the risk of structural failures prompted by errors during the
casting of the blades [4, 5, 6].
Ensuring the quality of the cast blades requires a good knowledge about the epoxy flow
inside the mould. The patented IntegralBlades® production method based on the VARTM
process used at Siemens Gamesa Renewable Energy has no possibility of real-time visual
inspection of flow-front evolution during the casting process [7]. Hence, real-time tracking
and localization of the flow-front is needed to detect the potential moulding defects such as
voids and dry spots. This is because the fault location detected in real-time can be different
from the position when the blade is inspected after casting. A better real-time knowledge of
the flow-front paves the way for designing an automated multi-inlet production process for
larger blades by controlling the opening/closing of the inlets and flow-rate inside the mould.
Furthermore, a controlled trajectory of the flow-front inside the mould decreases the risk
of areas with dry glass, which eventually decreases the repair time and increase the general
quality of the produced blade.
Development of sensor technologies for real-time monitoring of the VARTM processes
is an active field of research. Several types of sensors have previously been implemented
in VARTM processes including permittivity sensors [8], pressure sensors [9], and sensors
based on electrical time-domain reflectometry [10]. In general these sensors are accurate but
limited to measuring on or close to the surface of the moulded parts. It has been shown in
the past that sensors based on optical fibres [11] can be cast into parts making it possible to
measure through thickness of the shell. Recently, [12] proposed a method using two-sided
visual observations for 4D data assimilation to accurately reconstruct the 3D resin flow and
permeability filed of a fibre preform.
Furthermore, most of the sensors modalities reported in the literature either rely on visual
observations or are based on sensors being in direct contact or close proximity to the epoxy
resin. Especially in a hostile environment with harsh chemicals and temperatures reaching
up to 200◦ C, the risk of sensor faults and failures increases. In case of a sensor-only setup, a
sensor fault or failure may affect the ability to properly measure the progression of the flow-
front. Data-driven estimation of spatio-temporal and stochastic differential equation (SDE)
based models are extensively applied to problems in ecological, Geo-statistical or financial
statistics fields [13, 14]. Typically these are non-parametric models that do not consider
the underlying physics of the system. Hence, such models are not suitable for estimating
the flow-front dynamics, where the general physics is known but process parameters vary
depending on time and the location of the flow-front inside the mould.
A first attempt to model the flow-front evolution for a virtual sensing system was made
in [15, 16]. In this approach the spatiotemporal evolution of flow-front is modelled by
discretising the spatial domain into equidistant cells using an arrangement of parallel line
sensors. The authors then utilised the coupled stochastic differential equations (SDEs) to
estimate the flow of the epoxy along these multiple flow lines. A 2nd-order finite difference
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spatial approximation along these line sensors was used to capture the local spatial pattern.
However, the authors did not discuss the validity of the proposed approach in case of missing
or faulty information from failing line sensors. Higher-order approximation of PDEs are
commonly used in many applications e.g. modelling the low-density polyethylene tubular
reactors in [17]. Hence, in this paper, we propose to use the higher-order approximation of
the spatial domain of the fluid flow [18] along with a modified version of continuous-discrete
extended Kalman filter (CD-EKF) [19] based estimation framework for SDEs to handle the
missing information from the line sensors. The advantage of the modified version is that
it takes into consideration the effective dimension of the measurement space during the
estimation process.
The paper is structured as follows: Section 2 briefly describes the VARTM process and
the setup for simulating the evolution of the flow-front in a porous medium. The coupled-
SDEs based grey-box modeling approach for estimating the flow-front dynamics is described
in Section 3. Section 4 describes the results of the simulation based experiments. Finally
the conclusions are given in Section 5.
2. The VARTM process
The VARTM process is a special variety of Resin Transfer Moulding (RTM) processes.
As the name indicates the process is only assisted by the difference of the near-vacuum inside
the mould and the surrounding pressure of approximately one bar. In the VARTM process
Vacuum hoseResin inlet
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Flow mesh
Figure 1: The general material configuration and work-flow of a VARTM process. The resin enters the
vacuum bag through the resin inlet and spreads into the pores of the fibre reinforcement from left to right.
This process is only assisted by the vacuum generated through the vacuum hose.
a blade casting mould prepared with glass fibres and other auxiliary materials, is infused
with a liquid epoxy driven by the pressure difference between the inside of the mould of
≈ 0 bar and the ambient pressure lof ≈ 1 bar (see Fig. 1). The flow direction and velocity
inside the mould is mainly determined by the pressure gradient affected by the individual
placement, permeability and porosity of the auxiliary materials inside the mould but also
by the local temperatures and their effect on viscosity of the epoxy. The viscosity of the
epoxy changes with temperature and continuous mixing of the epoxy with the hardener
component during the entire infusion process. For example, when the epoxy is mixed with
the hardener component, it starts to cure immediately, increasing the viscosity over time.
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Figure 2: Spatially coupled SDEs are used to estimate the spatiotemporal evolution of the flow-front along
the y direction. The dotted lines represent the line sensors used to split the spatial domain into equidistant
cells across the x direction. The set of line sensors measure the flow along the y direction in the points
marked by the red crosses.
However, the continuous mixing of the epoxy during the infusion of the mould decreases
the cure rate. In addition, the viscosity of the epoxy is dependent on its temperature,
with a higher temperature resulting in a lower viscosity but an increased cure rate. A
decreased viscosity will result in an increased flow rate, but the epoxy curing process is an
auto-catalytic exothermic process which will result in a fast increase of the temperature and
thereby viscosity if heat cannot escape the blade mould. However, for large scale structures,
epoxy resin and hardener is usually continuously mixed during the entire infusion process.
2.1. Flow in a porous medium:
In this section, the evolution of the flow of the epoxy inside a rectangular mould (see
Fig. 2) is formulated as a spatio-temporal estimation problem and is described using partial
differential equations (PDEs). For the analysis present in this paper, we explicitly state here
the following assumptions.
Assumption 2.1. A PDE model based on Darcy’s law in two spatial dimensions provides
a good description of the physics of the flow in three spatial dimensions.
Remark 2.1. The thickness of the laminate is generally much smaller than the other di-
mensions, hence 2-dimensional formulation can provide a reasonably good approximation.
However, the analysis can be extended to 3-dimensional formulation of the problem.
Assumption 2.2. Epoxy is considered a Newtonian fluid with constant viscosity.
Remark 2.2. Uncured epoxy is not a Newtonian fluid and the viscosity increases con-
tinuously as the epoxy cures with time. However, it is expected that minimal or equally
distributed force will be exerted on the epoxy within the mould and that the increase in
viscosity caused by increasing cure degree is low for short periods of time. Thereby it can
be considered a Newtonian fluid with constant viscosity.
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Assumption 2.3. Epoxy enters the mould evenly across a line perpendicular to the direc-
tion of the flow.
Remark 2.3. In an experimental test setup or full scale casting the epoxy enters the mould
through one or several inlet points. However, the epoxy typically flows in a cavity which
ensures a homogeneous inlet across a line perpendicular to the flow direction.
2.2. Mathematical Formulation of the Flow-Front Evolution
Darcy’s law [20] describes the volumetric flow velocity, q = q(x, y, z, t) [m3/s] of a fluid in
a porous medium in three dimensions. To reduce computational complexity when simulating
the flow using PDEs to generate measurement data the model is reduced to include only the
two spatial dimensions describing the in-plane flow,
q = −κϕH
µ
∇p (1)
where q = q(x, y, t) is the flow velocity [m/s] integrated over the vertical axis, κ = κ(x, y) is
the permeability tensor for the porous medium [m2], ϕ is the porosity of the medium [-], H
is the cross-sectional thickness [m], µ = µ(x, y, t) is the fluid viscosity [Pa·s], p = p(x, y, t) is
the pressure [Pa], and ∇ = ( ∂
∂x
, ∂
∂y
) is the in-plane spatial derivative [1/m]. In combination
with the conservation of mass this results in
h˙+∇ · q = 0 (2)
where h = h(x, y, t) ≤ H is the thickness of the fluid layer. By assuming the following
relationship
h = min
(
ϕH,
p
ρg
)
(3)
where g is the gravitational acceleration and ρ is the density of the fluid. This corresponds
to local hydrostatic equilibrium, in that the pressure is proportional to the thickness of the
fluid layer where the gap is partially filled with fluid, but may be larger when the gap is
completely filled with fluid. This allows us to eliminate h from the model by combining
equations (2) and (3) to obtain:
h˙ =
dh
dp
p˙ = ∇ ·
(
κϕH
µ
∇p
)
(4)
The PDE governing p is completed with boundary conditions that assumes no-flux boundary
conditions along the sides, a pressure of p0 = 1 bar at the inlet, and a pressure of zero bar
at the outlet.
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Figure 3: The left three plots shows a contour plot of the pressure distribution. The red colour indicates a
high pressure of 1 bar and the blue colour indicates a low pressure of 0 bar. The green line shows a plot
of the generated flow-front measurement data. The right three plots shows the evolution of the generated
flow-front measurement data in correspondance to the green line in the plots to the left.
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2.3. Generation of the Simulated Flow-Front Data
Simulated flow-front evolution data is generated using the numerical PDE solver FEniCS
Project [21], which employs the finite element method to discretize space. Output from the
model is considered synthetic measurement data for this case-study. The PDE described in
(4) is solved for a Lx × Ly (80 cm × 90 cm) rectangular system, numerically described by
(nx + 1)× (ny + 1) (i.e. 65× 129) vertices, similar to the one shown in Fig. 2.
While specifying the placement of glass fibre and auxiliary materials in a blade mould,
normally it is ensured that the evolution of the flow-front during infusion process is homoge-
neous. However, sometimes due to manufacturing errors materials are handled and placed
less carefully than specified, resulting in perturbations in the flow-front progression during
the infusion process. Therefore, here a heterogeneous case is simulated. In the heterogeneous
case κ
µ
is kept constant with respect to (w.r.t) the time but along the spatial directions we
choose to model it as
κ
µ
=
c0(
1− A · cos
(
2pix
Lx
))(
1− A · cos
(
2piy
Ly
)) (5)
where A is a constant determining the relative decrease in permeability towards the middle,
c0 being a correction constant and Lx = 0.8 m ; Ly = 0.9 m are the width and length of the
casted area. This model describes a decrease of the permeability towards the centre of the
cast area.
Remark 2.4. Any nonlinear function can be used here to simulate the change in perme-
ability along the spatial domain.
The numerical solution is obtained by using a semi-implicit Euler solver to time-march,
where the derivative p˙ is approximated by a first-order finite difference and the derivative
dh
dp
is evaluated at the previous time step. The right-hand side of (4) is evaluated at the
next time step. The system can be seen as differential-algebraic, since the derivative dh
dp
is zero in those parts of the spatial domain that have already been impregnated with the
fluid. The simulated flow-front evolution data Zl,t for each line, l = 1, ..., nx+1, is generated
by evaluating which of the ny + 1 vertices along the y-axis, where the pressure is above a
threshold, pth, for all nx + 1 vertices spread across the x-axis of the system.
Zi,t =
ny+1∑
K=1
max(min(p(xn, yK, t), pth), 0)
pth · (ny + 1) Ly (6)
Fig. 3 shows a heterogeneous flow-front progression. The left three plots shows a contour
plot of the pressure distribution. The red colour indicates a high pressure of 1 bar and the
blue colour indicates a low pressure of 0 bar. The green line shows a plot of the generated
flow-front measurement data. The right three plots shows the evolution of the generated
flow-front measurement data in correspondence to the green line in the plots to the left. In
Fig. 3 it is seen how the decrease in the permeability also causes decreased flow rate towards
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the middle. Although these high-dimensional PDEs based models are good to understand
and simulate a dynamical process they are not very useful when the final intended purpose
of the model is control and monitoring. Hence in the next section, we propose to use a
coupled stochastic differential equation (SDE) [22] based modelling approach to model the
flow-front dynamics.
3. SDE based grey-box modelling
Grey-box models are typically SDEs based models [23, 24], where the structure of the
model is built based on a combination of physical knowledge of the system, as in the white-
box models, and on the statistical information based on the observations (measured data), as
in the case of the black-box models. From a theoretical point of view, SDEs are the preferred
choice to model stochastic, complex, and nonlinear systems where only a partial information
about the system dynamics is available. Here, we consider the grey-box model structure [25]
consisting of a set of nonlinear, discretely, partially observed SDEs with measurement noise.
In the SDE formulation, the time evolution of the states of a dynamical system is sepa-
rated into the drift term ft and the diffusion term σt respectively. The drift and the diffusion
terms can either be represented by a linear or nonlinear function. This separation allows to
separate the modeling error into the error due to unmodelled dynamics (i.e. model approxi-
mations and noise originating from unknown disturbances to the system) using the diffusion
term and the measurement noise (the uncorrelated error due to imperfect measurement
equipment), resulting in an accurate description of the system dynamics [22] as described
below
dYt = ft(Yt, Ut, t, θ)dt︸ ︷︷ ︸
Drift
+σt(Yt, Ut, t, θ)dWt︸ ︷︷ ︸
Diffusion
; t0 ≤ t ≤ T, (7)
where t ∈ R represents the time variable and tk, k = 0, · · · , N represents the sampling
instants. The state equations containing the stochastic state variables Yt ∈ Y ⊂ Rn of
the system are formulated in continuous time. Yt0 is the stochastic initial condition which
satisfies E[‖(Yt0)‖2] <∞ and Ut ∈ Rd is the vector of the system’s deterministic inputs which
is known for all t. In (7), to ensure the existence of a strong solution, sufficient regularity
conditions are assumed for the drift term f : [t0, T ]×Rn×Rd 7−→ Rn and the diffusion term
σ : [t0, T ]× Rn × Rd 7−→ Rn×m, see [22] for further details.
The process noise Wt = (W 1t ,W 2t , · · · ,Wmt )T is a standard Wiener process of dimension
Rm with an incremental covariance Qt. Due to the identifiability constraints Qt is assumed to
be an identity matrix. The discrete-time observations Ztk of the observable states are linked
to the continuous-time state equation through the continuous differentiable (with respect
to Yt) nonlinear function gtk(Yk, Uk, tk, θ) ∈ RL in the observation equation described below
(8).
Ztk = gtk(Ytk , Utk , tk, θ) + etk︸︷︷︸
Measurement noise
(8)
Ztk ∈ Z ⊂ RL represents the vector of the system’s outputs; θ ∈ Θ ⊂ Rp contains
the vector of parameters of the system and etk is a L-dimensional zero mean Gaussian
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white noise process with covariance Stk . Generally, the stochastic entities Yt0 ,Wt and
etk ∈ N (0, Stk(Utk , tk, θ)) are assumed to be mutually independent for all t and tk. The
solution to (7) is a stochastic process where the transition probabilities are provided by the
Fokker-Plank equation [26].
Assumption 3.1. The diffusion term is independent of the state variables i.e.
dYt = ft(Ytk , Utk , tk, θ)dt︸ ︷︷ ︸
Drift
+σt(Utk , tk, θ)dWt︸ ︷︷ ︸
Diffusion
; t0 ≤ t ≤ T, (9)
Remark 3.1. This makes the parameter estimation more feasible. Moreover, the EKF based
estimation framework for SDEs requires transformations that can move (or remove) the
state dependence from the diffusion term to the drift term to make the filter approximations
sufficiently accurate [27]. For a restricted class of dynamic systems with such dependencies
or level effects, a Lamperti transformation may be applied to allow the application of the
proposed estimation scheme as shown by [28, 29].
Remark 3.2. The interpretation of the SDEs may be done either in the sense of Stratonovich
or in the sense of Itô. Due to its martingale property with respect to Brownian motion,
absence of spurious drift-term etc., the Itô interpretation is considered more suitable for
parameter estimation [30], therefore we adapt the Itô interpretation here.
Remark 3.3. There is no exogenous input Ut in the considered problem. However, the
algorithm is presented in its general form for completeness.
3.1. Finite difference approximation of the spatial domain
By rewriting of Darcy’s Law described in (1) the following description of the flow-front,
along multiple one-dimensional lines as shown in Fig. 2, is derived. For small values of H,
the following relations hold;
dY
dt
=
q(y, t)
ϕH
= −κ
µ
· ∇p, (10)
p(x, y, t) = p0 ·max(0, 1− y
Yt
), (11)
then for each line i
dYi,t
dt
=
κp0
µ
1
Yi,t
, (12)
where Yi,t is the flow-front progression [m/s] along line i where, i = 1, ..., n. These equations
assume perfect homogeneity of the flow-front. Hence, to account for the heterogeneous
nature of multidimensional flow, a spatial descretization, Gi,j(Yi,t, t), is introduced along the
x-axis together with an active diffusion term σi,tdWt to parameterize any differences between
the model and the true system
dYi,t =
(
C0,i
Yi,t
+D0Gi,j(Yi,t, t)
)
dt+ σi,tdWt (13)
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where D0 is the spatial coupling coefficient between two adjacent line sensors, C0,i is the
value of κp0
µ
for each line, i, and Gi,j(Yi,t, t) is a jth-order finite difference approximation of the
spatial domain along the x-axis [31]. The 4th-order central finite difference approximation
Gi,4 for one of the line sensors can be written as,
Gi,4(Yi,t, t) = (Yi−2,t − 4Yi−1,t + 6Yi,t − 4Yi+1,t + Yi+2,t)
(∆x)4
, (14)
where ∆x represents the spatial distance between the line sensors along the x direction.
Remark 3.4. Central finite difference approximations are used except for the boundary
cases (i = 1, .., j
2
or i = n − j
2
+ 1, ..., n) where the symmetric forward or the symmetric
backward finite difference approximations are used respectively.
Remark 3.5. Here, the spatial discretisation describes the number of equidistant cells the
spatial domain is split into across the x direction whereas the spatial approximation describes
the approximation used in the SDEs based models to estimate the flow-front dynamics, i.e.
the number of neighbouring line sensors included in the model for the estimation along the
chosen line sensors.
3.2. Maximum Likelihood Estimation of SDEs
There are many methods suggested in the literature for parameter estimation in SDEs
[32, 33, 34]. In this paper, we formulate the problem as a maximum likelihood estimation
problem [19]. The maximum likelihood method is assumes the normality of the model
residual. The parameters, C0,i and D0, of the coupled SDEs formulated above to model the
evolution of the flow-front dynamics are estimated from the measured data simulated using
the complex PDE based model. Given the sequence of measurements ZN , the likelihood
function is formulated using the one-step prediction errors, k = ztk−zˆtk−1 , and the associated
variances, Rtk|tk−1 = Var(ztk |Ztk−1 , θ) as below [19]:
L(θ;ZN) = p(ZN |θ) (15)
=
(
N∏
k=1
exp
(
− 1
2
TtkR
−1
tk|tk−1tk
)
√
det(Rtk|tk−1)(
√
2pi)L︸ ︷︷ ︸
T
)
p(z0|θ)
= −1
2
N∑
k=1
(
TtkR
−1
tk|tk−1tk + log detR
−1
tk|tk−1 + L log 2pi
)
(16)
where θ is a set of parameters, ZN is the set of observations, L is the dimension of the
observation space, and z0 is initial measurement. The parameter estimates are found by
minimizing the negative log-likelihood:
θˆ = argmin
θ∈Θ
{
(L(θ;ZN)|z0)
}
. (17)
The corresponding value of the negative log-likelihood is the observed maximum likelihood
value for that data set and model.
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3.3. Continuous-Discrete Extended Kalman Filter
The complex structure of SDEs makes the parameter estimation non-trivial except for
some simple cases. Whereas, the discrete-time extended Kalman filter (EKF) is extensively
used in modelling and predictive control of nonlinear systems [35]. Here, a CD-EKF is used
to compute the solution for tk and Rtk|tk−1 iteratively for a given set of parameters and
initial states. The output prediction equations of the CD-EKF are formulated as:
Ztk|tk−1 = g(Ytk|tk−1 , Utk , tk, θ) (18)
Rtk|tk−1 = CPtk|tk−1C
T + Stk (19)
where C = ∂g
∂Yt
∣∣
Yˆtk|tk−1 ,Utk ,tk
is the first order Taylor expansion (the Jacobian) of g and
Ptk|tk−1 is the conditional variance of the one-step prediction. Similarly the Kalman gain can
be calculated as
Ktk = Ptk|tk−1C
TR−1tk|tk−1 (20)
Note that the Kalman gain is proportional to the information Rtk|tk−1 provided by the
kth observation. Finally the updated equations i.e. the description of the predicted state
trajectory and the information obtained from the kth observation Ztk , are written as:
Yˆtk|tk−1 = Yˆtk|tk−1 +Ktktk (21)
Ptk|tk = Ptk|tk−1 −KtkRtk|tk−1KTtk (22)
This leads to the following state equations
dYˆt|tk
dt
= f(Yˆt|tk , Ut, t, θ) (23)
dPˆt|tk
dt
= APt|tk + Pt|tkA
T + σσT (24)
which are solved for t ∈ [tk, tk+1[. In the equations above, the following short-hand notation
A =
∂f
∂Yt
∣∣
Yˆtk|tk−1 ,Utk ,tk
, (25)
σ = σ(Utk , tk, θ), Stk = S(Utk , tk, θ) (26)
has been applied. The initial conditions Yˆt|t0 = Y0 for the CD-EKF can either be pre-
specified by the user or can be estimated as unknown parameters in the overall optimization
problem. Similarly Pt|t0 = P0 can be computed as the integral of the Wiener process and
the system dynamics evaluated over the first sample and scaled by a pre-specified scaling
factor Ps ≥ 1 as
P0 = Ps
∫ t1
t0
eASσσT (eAS)Tds. (27)
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3.4. Missing data handling in the estimation framework
The missing values in the output vector Ztk can be handled easily within the existing esti-
mation scheme described in the section above by slightly modifying the term T in (15). The
common way to account for the missing observations or in other sense the non-informative
data in the CD-EKF estimation framework, is by setting the corresponding element of the
covariance matrix Stk in (19) to ∞, which is equivalent to zeros in the corresponding el-
ements of the matrix R−1tk|tk−1 as well as the Kalman gain matrix Ktk . This implies that
the equations (21) and (22) will not be updated for the missing values. But this particular
approach for calculating T can not be used straightaway, as a solution is needed, which
reflects the effective reduced dimension of Ztk due to the missing values, in the modified tk
and Rtk|tk−1 . Alternatively, (8) can be replaced by
Z¯tk = P(h(Ytk , Utk , tk, θ) + etk) (28)
Here P represents an appropriate permutation matrix. One of the ways to construct P is by
eliminating the rows corresponding to the missing values in Ztk from a unit matrix. Equiv-
alently, the output prediction equations of the CD-EKF are replaced with the alternative
representation as below:
Z¯tk|tk−1 = P g(Ytk|tk−1 , Utk , tk, θ) (29)
R¯tk|tk−1 = PCPtk|tk−1CTPT + PStkPT (30)
the innovation equation ¯tk = Z¯tk − ˆ¯Ztk|tk−1 , the Kalman gain equation becomes
K¯tk = Ptk|tk−1C
TPT R¯−1tk|tk−1 (31)
and finally the update equations are reformulated as,
Yˆtk|tk = Yˆtk|tk−1 + K¯tk ¯tk (32)
Ptk|tk = Ptk|tk−1 − K¯tkR¯tk|tk−1K¯Ttk (33)
whereas the state prediction equations remain unchanged, which in turn leads to the modified
term T ∗:
T ∗ =
exp
(
− 1
2
¯TtkR¯
−1
tk|tk−1 ¯tk
)
√
det(R¯tk|tk−1)(
√
2pi)L¯
(34)
where L¯ is the reduced dimension of the observation space.
Remark 3.6. For more complex and larger blade geometries with many line sensors and
nonlinear flow-front profiles, this is a computationally efficient way to handle missing obser-
vations during parameter estimation because the flow-front models may need updating for
different blade sizes.
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Figure 4: The average RMSE values for the one-step ahead predictions of the flow-front using the models
fitted to line sensor data for five, eight and twelve line sensors are shown in (a)-(c). The relative decrease of
the average RMSE values when increasing from 2nd-order to the 4th-order finite difference approximation of
the spatial domain are shown in (d). The data is perturbed around the specified sampling frequencies for
presentation.
4. Simulations, results and discussion
This section presents the different validation results for the modeling approach described
in the previous section. Firstly, the estimation accuracy is compared for two models of differ-
ent order of finite difference approximation of the spatial domain. Secondly, a comparison of
the estimation accuracy for the two models utilizing 8 sensors is done for three case studies
of missing or faulty sensor information.
Approximation order
The comparison is done for two different SDE models i.e. a 2nd-order and a 4th-order
finite difference approximation of the spatial domain, respectively. For each time instance the
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Figure 5: Shows the plots of the sensor line data with errors. In (a) the simulated case of missing 70%
measurements for line sensors 3 and 7 is shown. In (b) the simulated case of bias on 50% of the measurement
data is shown.
root mean squared error (RMSE) between the simulated flow-front and the one-step ahead
predictions of the flow-front is calculated. The average of the calculated RMSE values across
all time instances is considered to be a measure of the estimation accuracy.
RMSEt =
∑nx+1
l=1
√
(Zl,t − fest,l,t)2
nx + 1
(35)
where fest,l,t is a linear interpolation of the flow-front between the predicted flow-front pro-
gression along the measurement lines i = 1, ..., n chosen from the range l = 1, ..., nx + 1.The
rationale behind the choice of minimizing the one-step ahead prediction error between the
estimated and the simulated flow-front is that, a correct prediction of the flow-front helps in
the detection of any evolving heterogeneity in the flow-front. This information is necessary
for the control of the production process and correction of any heterogeneity in real-time to
avoid any moulding defects.
The average RMSE values are shown in Fig. 4a-4c to compare the estimation accuracy
of the two models at different sampling rates, noise levels for the different number of line
sensors and spatial approximation order included in the models. From the results it is
seen that the higher order model improves the estimation accuracy for all combinations of
sampling rates, noise levels and number of measurement lines. From the results shown in
Fig. 4d the average improvement of increasing the approximation order is calculated to be
16.7%.
Furthermore, it is observed that with 4th-order model, the estimation accuracy is higher
for 8 instead of 12 line sensors. One of the possible reasons for this observation can be the
over-fitting of the spatial domain caused by the higher order discretisation in combination
with the higher order finite difference approximation of the spatial domain. Therefore, the
SDE model with 8 line sensors is considered the nominal model and is used for further
evaluation.
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Figure 6: The average RMSE values for the one-step ahead predictions of the flow-front using the models
fitted to line sensor data for eight line sensors and using 2nd and 4th-order finite difference approximation
of the spatial domain. In (a) the RMSE values for a model estimated using full sensor information is shown
for comparison. In (b), (c) and (d) the RMSE values for models estimated using data sets where sensor
information was missing entirely, (b), or partially, (c), or where sensor data has been manipulated with a
bias on 50 % of the measurements. The data is perturbed around the specified sampling frequencies for
presentation.
Case 1 - Missing information from one sensor
In this case study, the influence of a complete sensor failure on the estimation accuracy
of the flow-front dynamics is investigated. This is simulated by omitting the observation
equation for line sensor 3 from the observation model. From Fig. 6b, it is observed that the
estimation accuracy is almost unaffected for the 4th-order model, whereas the estimation
accuracy of the 2nd-order model decreases when sensor 3 is missing.
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Case 2 - Partially missing data from multiple sensors
Here, the influence of several sensor faults during an infusion is investigated. It is simu-
lated by randomly omitting 70% of the measurements from sensor 3, 5, and 7. Two examples
for sensor 3 and 7 are shown in Fig. 5a. From Fig. 6c, it is seen that the estimation accuracy
of the 4th-order model is mostly unaffected for the two highest sampling rates whereas for
the 2nd-order model, it is only true for the highest sampling rate. Furthermore, a decrease
in the estimation accuracy is observed at the lowest sampling rate for the 4th-order model.
Case 3 - Measurement bias on one sensor
This case study investigates several sensor faults caused by additional potential shortcuts
of a line sensor. It is simulated by introducing a bias with a value of 0.2 meters on 50% of
the measurements. Fig. 5b shows the implementation of this sensor bias. The results in
Fig. 6d shows a decrease in the estimation accuracy both for the 2nd and 4th-order finite
difference approximation models. However, it is observed that the 4th-order model with bias
on the measurements generally estimates better than the 2nd-order model without bias on
the measurements.
The comparison between the two models for all case-studies are shown in Fig. 6. For
all cases, the utilization of the 4th-order finite difference approximation results in a better
estimation accuracy at varying noise level and sampling rate. It is also seen that the 4th-
order model with missing sensor data estimates more accurately than the 2nd-order model
with no missing data.
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Figure 7: Shows a sample plot of estimating the flow-front with missing information from sensor 3 in (a) and
missing information from sensors 3, 5 and 7 in (b) respectively. The dot-dashed line indicates the simulated
flow with added noise and the solid line shows the estimated flow-front. The line colour changes gradually
with time from red to green.
Fig. 7 shows two examples of the estimated flow-front evolution with missing sensor
information. It is clearly observed that the estimated flow-front trajectory follows the mea-
sured/simulated trajectory accurately even in the case of completely missing line sensor (see
Fig. 7a) and also in the case of partially missing data from sensors 3, 5 and 7 (see Fig. 7b)
respectively.
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5. Conclusion
Estimating the epoxy flow-front evolution in an environment with harsh conditions e.g.
high temperature and strong chemicals increases the risk of sensor failures. This paper
proposed a coupled SDE based flow-front modeling framework to handle missing observations
during the flow-front progression. It uses the higher order finite difference approximation
of the spatial domain and a CD-EKF estimation framework for SDEs which takes into
consideration the effective dimension of the measurement space during the estimation. The
proposed approach is shown to be effective in estimating the flow-front dynamics in multiple
scenarios of sensor failures e.g. faulty, partially missing or fully missing line sensor data. In
future, we will investigate the validity of such SDEs based virtual sensing framework using
experimental faulty flow-front sensor data.
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