The Unified Modeling Language (UML) has become the de facto standard for software modeling. UML models are often used to visualize, understand, and communicate the structure and behavior of a system. UML activity diagrams (ADs) are often used to elaborate and visualize individual use cases. Due to their higher level of abstraction and process-oriented perspective, UML ADs are also highly suitable for model-based test generation. In the last two decades, different researchers have used UML ADs for test generation. Despite the growing use of UML ADs for model-based testing, there are currently no comprehensive and unbiased studies on the topic. Objective: To present a comprehensive and unbiased overview of the state-of-the-art on model-based testing using UML ADs. Method: We review and structure the current body of knowledge on model-based testing using UML ADs by performing a systematic mapping study using well-known guidelines. We pose nine research questions, outline our selection criteria, and develop a classification scheme. Results: The results comprise 41 primary studies analyzed against nine research questions. We also highlight the current trends and research gaps in model-based testing using UML ADs and discuss some shortcomings for researchers and practitioners working in this area. The results show that the existing approaches on model-based testing using UML ADs tend to rely on intermediate formats and formalisms for model verification and test generation, employ a multitude of graph-based coverage criteria, and use graph search algorithms. Conclusion: We present a comprehensive overview of the existing approaches on model-based testing using UML ADs. We conclude that (1) UML ADs are not being used for non-functional testing, (2) only a few approaches have been validated against realistic, industrial case studies, (3) most approaches target very restricted application domains, and (4) there is currently a clear lack of holistic approaches for model-based testing using UML ADs.
Introduction
Software-based systems are permeating the ever-increasing number of business areas starting from web applications to systems used to manage critical functions of different devices and safety-critical systems, for instance, pacemakers, aircraft, and nuclear power plants. Therefore, such systems must meet the quality criteria required by the application domain and expected by their customers. Software testing is the process of observing and demonstrating that the behavior of a software system conforms with its specifications [1] .
This process evaluates the quality of the product and finds potential failures in the System Under Test (SUT). The software testing process can be segmented broadly into three stages: creating test cases, executing test cases, and evaluating test cases [2] . A test case can be defined as a sequence of input and expected output values [1] . There are two different software testing techniques that are used to create test cases: white-box or structural testing, where test cases are based on the source code of the SUT [3] , and, black-box or specification based testing, where test cases are constructed from the specification of the SUT.
One of the black-box software testing techniques that improve the traditional software testing process with automatic test generation is Model-Based Testing (MBT) [4] . During the last two decades, practitioners have used MBT in various software domains because it allows for early testing of the SUT and for automating or semi-automating the entire testing process. In MBT, abstract models are built to capture the behavior of the SUT and, later on, to generate test cases [5] . These models can be created from requirements expressed in natural language or by considering other software artifacts such as design models.
Since the main intent of most of the software testing activities is to find faults which occur during the execution of the system, behavioral models which represent system behavior are highly suitable for test case generation [6] . There are several types of behavioral models that are typically used for test case generation, for example, Finite State Machines (FSM) [7] , StateCharts [8] , Petri nets [7] , and Markov Chain Models [9] . Owing to the increasing popularity of the Unified Modeling Language (UML) [10] , UML state machine diagrams have been used extensively for MBT because most of the software solutions are statebased. However, in recent years, the UML Activity Diagrams (ADs), which traditionally have been used for documenting business use cases, have started to become popular for test case generation, especially for acceptance testing because ADs can be used to effectively model the complex work flow of business systems [11] . However, despite the growing use of UML ADs for MBT, there are currently no comprehensive and unbiased studies on the topic. Therefore, there is a need to summarize the existing approaches and identify the research gaps and requirements for future studies.
To identify and characterize the existing MBT initiatives that use UML ADs, we have performed a Systematic Mapping Study (SMS) [12, 13] . An SMS is a methodology to objectively collect and classify the primary research papers in a specific research area. From the existing literature on UML based test case generation, one could find three literatures reviews [14, 15, 16] . The objective of these reviews partially overlap with our study. However, none of these studies is systematic or comprehensive. Kaur and Vig [17] presented a Systematic Literature Review (SLR) on test case generation from UML models, but they did not follow the SLR guidelines outlined by Kitchenham and Charters [18] . Moreover, their results include only nine papers on UML ADs.
To the best of our knowledge, this is the first systematic mapping study on MBT approaches using UML ADs. We formulate nine research questions based on the process of MBT, outline our selection criteria, and develop a classification scheme. The results comprise 41 primary studies analyzed against nine research questions. We also highlight the current trends and research gaps in MBT using UML ADs and discuss some shortcomings for researchers and practitioners working in this area.
The remainder of the paper is organized as follows. In Section 2, we present some background knowledge and basic concepts of UML ADs. Section 3 describes the overall MBT process. In Section 4, we outline the protocol of our SMS and the main steps of the process. Section 5 presents the results of the study along with our analysis. In Section 6, we discuss some threats to the validity of this work. Lastly, Section 7 presents our conclusions and some opportunities for future research.
UML activity diagrams
The UML Activity Diagram (AD) is an important diagram for modeling the dynamic aspects of a system [10] . Following the Petri nets semantics, the UML ADs use Petri nets concepts such as places, tokens, and control flows [19] . However, the UML AD specification is semi-formal. UML ADs can depict activities (sequential and concurrent), the data objects consumed or produced by them, and the execution order of different actions. Edges are used to control the execution flow of the nodes in an activity. A node does not begin its execution until it receives the control or input on each of its input flows. As a node completes its computation, the execution control transits to the nodes existing on its output flows. The execution of an AD is completed if it reaches a final node and/or returns a data object as a result of the internal computations. Passing parameters to an AD as Data objects is possible and used for the exchange of information between two activities and also between two actions in AD. An action specifies a single step within an activity. Action nodes are illustrated as round-cornered rectangles while data objects are represented as rectangles. Edges are used to control the execution flow of the nodes in an activity. A node waits to execute its computation until it receives the control (or input on each of its input flows), then it begins its execution. As a node completes its computation, the execution control transits to the nodes existing on its output flows. A Decision node is shaped like a diamond with one incoming edge and at least two outgoing edges. Each outgoing edge of a decision node is associated with a boolean condition such that the edge is chosen if and only if the associated condition holds. Concurrent execution of activities is modeled using join and fork elements, which are portrayed by synchronization bars where multiple arrows enter or leave, respectively. The merge node is typically used to merge paths from join and decision nodes.
For example, the UML AD in Figure 1 specifies the following behavior: The Process Order activity starts by receiving an order as an input parameter from a customer at the Receive order action. Then, at the diamond-shape branch node, we evaluate the condition with the square brackets on the first branch. If the condition is true, we choose that branch and move to fill order node, otherwise we reject the order and move to merge node. Once the fill order action is executed, we reach at a fork (i.e., the first synchronization bar), which splits the path of control flow in two concurrent paths whereas on the right path, we produce and ship the product to the customer, while on the left path, the invoice is sent to the customer and we receive and check the payment against the corresponding invoice data object. When both paths have been executed completely, we arrive at the join (the second synchronization bar), the control flow moves to merge node. At the end, the close order action is executed.
Model-based testing
Model-Based Testing (MBT) is a black-box testing technique that generates tests from abstract behavioral models [21] . It allows to automate or semi-automate the entire testing process. Moreover, the testing activities can be left-shifted and the SUT can be tested at an early stage in the software development life cycle. MBT has many benefits including reduced cost, reduced time, and improved test quality [5] . MBT techniques also allow to find defects in requirement specifications and to trace requirements to test cases.
The research objectives for this SMS are based on the process of MBT (see Figure 2 ). In Section 4.1, we map each step in the MBT process to a research question. The first step in MBT is to create test models of the SUT from the requirements or existing specification documents or to reuse the design models of the SUT. In many cases, the test models are built according to the test objectives and capture only those aspects of the SUT which are relevant for testing. Before using the test models for test case generation, they are validated against the requirements to check that the models correctly capture relevant characteristics and properties of the SUT. Model validation is an important activity but it requires additional efforts [22] . The next step in MBT is to use the test models for test case generation. Test cases are executed against the SUT through test data. In an automated MBT environment, test data is derived from the test models according to the given testing criteria and the input domain of the SUT [1] .
The number of generated test cases can be very large due to the high complexity of the models or large input domain. Owing to restricted time and resources, executing the test cases for all possible inputs in all possible states of the SUT is usually not feasible in realistic systems. Thus, the testers use different test coverage criteria to decide when to stop the testing process [23] , for example, all-path coverage (i.e., exercising each execution path at least once) and branch coverage (i.e., traversing each possible branch from every decision point in a program under test). Test coverage metrics are instruments to measure up to what extent a given set of test cases covers a program or its specifications. These metrics can also be used to measure the quality of test cases that are generated from models [24] .
The resulting tests are initially on the same level of abstraction as the model focusing only on the test Figure 2 : Generic model-based testing process inputs and outputs. In order to execute these tests against the SUT, they need to be concretized by including test interface specific details. In MBT, there are two techniques to execute the test cases: offline and online.
In offline testing, the generated test cases are written as test scripts which can be executed using different test automation frameworks. The benefit of using the offline testing is that the entire test suite can be optimized before execution and stored for later use. In contrast, in online testing, test generation and test execution are combined such that one test input is generated and test output is received and evaluated and then based on the test output the next test input is generated. In this case the conversion from abstract tests to concrete executable tests is performed by a test adapter. As a result, the testers cannot apply post-optimization techniques to the test suite. On the other hand, online testing is adaptive and more suitable than offline testing when the model is non-deterministic.
Generally, the last step of MBT process is to analyze the verdicts of the executed test cases and assemble a test report based on the test results and requirements. In addition, in most cases a traceability matrix is used to show how different test requirements have been covered by different tests. There are several benefits of a traceability matrix, for example, one can observe which requirements are not being currently covered by test cases and which requirements have been validated.
Study design
A systematic mapping study (SMS) is a secondary study that classifies the existing research work related to specific research questions and outlines gaps in the current research [13, 18] . Hence, it can be used as a foundation for new research activities.
We leveraged the well-known guidelines proposed by Petersen et al. [12] for a SMS to conduct our study. The protocol used in this study is the following: based on the research questions (listed in Section 4.1), we specify the search string to collect relevant primary studies 1 from several electronic databases. After analyzing the abstracts of the collected primary studies, we filter out the duplicates and the irrelevant primary studies according to the study selection criteria specified in Section 4.4. Next, we read the full-text of all the remaining primary studies and perform snowballing [25] to include further relevant primary studies which were not found during the initial searches to the databases. Based on our quality assessment criteria defined in Section 4.5 we exclude studies which do not meet the minimum quality requirements. Lastly, we extract the required information from the remaining primary studies to answer the research questions. The number of included and excluded primary studies at each stage is shown in Figure 3 .
Research questions
This study aims to identify research gaps and outstanding challenges and suggest where future research is required by classifying the empirical studies on model-based testing approaches using ADs. We post the following research questions, corresponding to each step of the model-based testing process in Figure 2 : RQ 1. Where and when were primary studies published? The aim is to answer following sub-questions:
• What is the annual number of publications in this field?
• Which publication venues (i.e., conferences, journals) are the main targets of studies in this field? RQ 2. Which other modeling notations have been used in combination with ADs? The aim is to identify if and how other modeling notations have been used to complement the test generation process. RQ 3. What methods are used for model validation and verification? Although UML ADs 2.x adopt semantics similar to the Petri nets, the specification of the model is still semi-formal. Therefore, unlike Petri nets, UML ADs cannot be formally verified. Answering this RQ will allow us to identify the possible techniques that can be used to validate and verify ADs. The objective is to discover the coverage criteria that research has focused upon, to guide the test generation process. RQ 5. What methods are used for test case generation? RQ 6. What methods are used for test data generation? Answering this and previous RQ will allow us to gain knowledge about the types of methods for test data and test cases generation, respectively, that have been more prominent. RQ 7. How are the tests executed against the SUT? The aim is to determine whether online or offline test execution technique has been more popular. RQ 8. How are the test requirements traced against the model? The aim is to determine how the research community assesses the importance of traceability between the test requirements and the models. RQ 9. What tools are used for model editing, test generation, and test execution? Answering this RQ will enable us to determine which tools in each of aforementioned categories have been widely adopted by the research community.
Source selection
In order to get a broader perspective, we searched systematically in electronic databases instead of targeting a constricted set of journals and conference proceedings. Five electronic databases were considered for conducting the searches: IEEE Xplore, ACM Digital Library, Science Direct, Springer, and Web of Science. These databases contain almost all the important conferences, workshops, and journal publications relevant to the software engineering field [26] .
Search string
Based on our research topic, we used the following search string to collect primary studies:
(Generat*) AND (Test OR Tests OR Test?case OR Test?cases OR Test?suite) AND (Activity?diagram)
The terms were combined using boolean AND and OR operators in the final search query. The following database fields were used for searching primary studies: title, abstract, and keywords. We used wildcard operators to accommodate different variations of the terms, for instance, we used generat* for generate, generating, and generation. The wildcard operator ? is used to match only one character. Table 1 lists the number of primary studies found from each database. 
Study selection criteria
Our objective was to consider only peer-reviewed and published research publications that contain sufficient technical details. In order to select the most relevant primary studies for the SMS, three researchers undertook the study selection. After executing our search queries on all selected electronic databases, each researcher filtered the search results independently and reviewed the results at the end of the study selection process. We also used snowballing to complement the electronic search [12] .
In case of differences in the selection results among researchers or when a researcher could not decide whether to keep or exclude a study, that study was discussed with the other researchers and a decision was made. In our selection process, we applied the following inclusion criteria:
• Papers whose abstracts, titles or keywords discussed test case generation using activity diagram or any of the alternate terms that we specified in Section 4.3;
• Papers written in English;
• If an extended version (e.g., book chapter or journal paper) of a conference paper was found in the search results with more technical details, only the extended version was included.
The following were the exclusion criteria used to discard irrelevant studies:
• The publication is a secondary study (e.g., a literature review);
• Papers not subject to peer review;
• Duplicated papers (e.g., returned by different search engines).
After applying the inclusion and exclusion criteria, 119 studies were excluded. During full-text analysis, another five studies were excluded as they were not in the scope based on the selection criteria. The remaining papers (i.e., 39) were used to conduct backward snowball sampling [25, 12] (as shown in Figure  3 ), which led to 12 primary studies being added.
Study quality assessment
We designed a questionnaire for quality assessment (as suggested in [26] ) in order to evaluate the quality of the selected primary studies. The quality criteria include the following questions:
3. Are assumptions/restrictions clearly described? 4. Is the method validated via a case study? 5. Is tool support discussed? 6. Is the case study realistic? 7. Are there multiple case studies used for validation? 8. Is there a qualitative comparison with other approaches? 9. Is there a quantitative comparison with other approaches?
Each primary study was evaluated based on the questionnaire mentioned above, in which each question was scored as follows [27, 28] :
• Fully answers the question: 2 points;
• Partially answers the question: 1 point;
• Does not answer the question: 0 points.
A primary study with a high score is considered to be more relevant to and contributing more to the overall conclusion of our study. A study can have maximum 18 points and minimum 0 points. We defined 4.5 points as our cut-off point (i.e., first quartile) of our quality assessment scale [27, 28] . The studies with a score of 4.5 or less were excluded from this study. As shown in Figure 3 , a total of 41 primary studies were finally included.
Data Extraction
In order to answer the research questions, we designed a data extraction form shown in Table 2 to aggregate data from all the primary studies. We gathered two types of information from each study: general information like paper title, authors and publication year; and information directly related to the research questions.
In order to avoid errors and to mitigate researcher's biasedness during the data extraction phase, two researchers extracted the data from the selected papers while two other researchers validated the extracted data. All discrepancies and disagreements were resolved in consensus meetings and discussions. For validating our results, we created a word cloud of the most frequent words occurring in the titles and abstracts of the selected primary studies (see Figure 4 ). We eliminated the common English words such as this, first, etc. Further, we grouped different variations of the same word, for instance, generating, generation, and generated as generate. As seen in Figure 4 , the top 5 most frequent words were test, generate, case, activity, and diagram, which correspond to our selection criteria. Table 3 shows the detailed schedule of our study, listing all the main steps we performed to compile this study. The steps in this mapping process may appear to be sequential, but in our experience, some of them were iterative. For instance, the data extraction phase matures and updates through the process since new information is observed while reading through the selected primary studies, which demands more time and efforts than anticipated. Furthermore, we experienced that presenting and organizing the mapping results comprehensively and coherently was a considerably time-consuming and challenging task as well. It should be noted that the search for primary studies was completed on December 30, 2016. Therefore, any papers published after December 30, 2016 are not included in the results. Prepare first draft of the paper 15 03.04.2017
Schedule of the study

Results and analysis
In the following, we analyze and discuss the results for each of the nine research questions listed in Section 4.1.
Frequency and venues of publication (RQ1)
In this study, peer-reviewed venues (journals, conferences, and workshops) were considered. The bar chart in Figure 5 illustrates the distribution of the primary studies over years and publication types. Most of the selected primary studies (i.e., 28 out of 41) were published as conference papers. The top three venues based on the number of publications are listed in Table 4 . 
Modeling notations (RQ2)
We have categorized the studies based on the modeling notations that have been used for test case generation, as listed in Table 5 . The results show that in most of the studies (i.e., 29 out of 41), ADs are transformed into other formalisms before performing test cases generation. Only in 12 studies, tests are generated directly from ADs (see Figure 6 ).
In most of the cases in the first category [29, 30, 39, 40, 41, 42, 43, 45] , ADs are translated into directed graphs where each vertex denotes a node in the AD and each transition from one node in the AD to another node is specified by an edge in the graph. One of the main benefits of transforming an AD into an activity graph is that one can use several well-established graph-search algorithms for generating test cases with respect to given graph-based coverage criteria. However, Hettab et al. [38] claimed that the activity graphs do not encapsulate all the features of an AD which are necessary for test generation and proposed an Extended Activity Dependency Graph (EADG). A vertex in an EADG can represent a set of nodes in the AD, instead of a single node, implying that the nodes inside the vertex are concurrent and they can be executed simultaneously. Furthermore, Shirole et al. [44] and Nejad et al. [46] transformed ADs into Control Flow Graphs (CFGs) which are structurally similar to activity graphs. Samuel et al. [35] constructed a Flow Dependence Graph (FDG) from an AD, in order to represent the execution flow and data dependencies in the AD. Heinecke et al. [11] presented a method for generating test plans from ADs. In their proposed approach, an AD is translated into an Interaction Flow Diagram (IFD). The IFD illustrates only the control flow of inputs and outputs, a tester has to provide to and expect from the SUT, respectively. The internal actions (or activities) which are transparent for the tester are not included in the IFD. The purpose of the IFD is to serve as an initial point to develop a test plan. Li et al. [47] transformed an AD to a directed graph and, later on, to extract Euler circuit for test case generation.
Nayak and Samanta [48] claimed that it is difficult to interpret the execution orders of the activities in ADs due to complex dependencies that arise within nested structures. They proposed an approach to transform an AD into a well-formed hierarchical structure, known as Intermediate Testable Model (ITM), which indicates high-level flows of control in the AD. The main purpose of the ITM is to understand the semantics of the control flow of an AD unambiguously and use it for generating test scenarios.
In almost 30% of the studies, ADs are directly used for generating test cases. Lie et al. [56] and Shirole and Kumar [37] have extended the Activity Diagrams and Sequence Diagrams (SD) by associating the data access tags to the activities and operations in order to test the data race conditions and inconsistencies of the program under test (PUT). Similarly, Gantait [57] marked the activity nodes in an AD with different stereotypes to identify which activities require input data from the user and which activities show the expected output in a given test case.
In some studies, other UML diagrams such as Use-case, Sequence and Class Diagrams were also employed to complement ADs in the test case generation process. Tiwari and Gupta [59] and Akour et al. [60] transformed use-case diagrams into ADs for test case generation. Similarly, Shirole and Kumar [36] proposed an approach to convert sequence diagrams into ADs for test generation.
We found 4 studies where ADs were converted into trees. Sun [33] and Sun et al. [62] have stated several rules to transform an AD to a set of Extended AND-OR Binary Trees (EBT). The fork and join nodes are replaced during the transformation with concurrent structures represented as binary trees to prevent the path explosion problem during the test case generation. The EBTs are used for generating test scenarios with respect to a coverage criterion for concurrent flows. Tiwari and Gupta [31] specified several mapping rules to transform an AD into a Software Success Tree (SST) and a Software Fault Tree (SFT). These trees are used to build the minimum cut sets that are used to generate test cases for testing the normal and exceptional behavior of the SUT. Kansomkeat et al. [61] constructed Condition-Classification Trees by analyzing decision points and guard conditions in an AD. These trees are used to generate a test case table and then test cases.
Hartmann et al. [63] and Vieira et al. [64] translated an AD into the test specification language (TSL) format which is an input language of Test Development Environment (TDE) [67] tool for test generation. The TSL test design is produced by mapping the activities and transitions of the AD to TSL partitions and choices, respectively. Yuan et al. [58] used UML ADs for modeling business processes under test. They transformed the ADs representing business processes into abstract test cases (visualized as UML sequence diagrams) and then the abstract test cases into executable test scripts in TTCN-3 (Testing and Test Control Notation version 3). Since the study uses ADs with sequence diagrams and executable test specifications, [58] has two entries in Table 5 .
Farooq et al. [66] transformed an AD into a Colored Petri-nets (CPN) model by following the transformation rules specified in [68] . Similarly, Chen et al. [65] proposed an approach to convert a UML AD into a Symbolic Model Verifier (SMV) model [69] . Unlike ADs, the CPN and SMV models are formal.
Model validation and verification (RQ3)
We have found three studies in which ADs are translated into formal models. Chen et al. [65] specified several translation rules to transform ADs into SMV models. Similarly, Farooq et al. [66] derived a CPN model from a given AD model. The CPN model is used to represent the control flow of the AD model. Tiwari and Gupta [31] converted an AD into a SFT. The resulted tree can be used as an input to OpenFTA [70] tool for structural validation. These models can be employed to verify the correctness of the specifications and guarantee the quality of the models. However, these approaches do not explicitly verify the derived formal models. Furthermore, we have observed that none of the studies syntactically validate ADs at the design level, for instance, using the Object Constraint Language (OCL) [71] . Table 6 presents a list of coverage criteria identified during data extraction. We have categorised these coverage criteria concerning graph, logic, and data coverage. The results show that coverage criteria related to the graph are more prevalent among studies. Approximately 71 % (32) of the studies use graph-based coverage criteria which include path, node (action, state) and edges (transition). The data related criteria are the second most popular coverage criteria in this study where approximately 7 % (3) studies used it. Among the least popular, logic coverage is discussed only in less than 5% (2) of the studies. Moreover, in more than 17% (8) of the studies, no coverage criteria were explicitly mentioned. However, 35 % (15) of the studies use a combination of several coverage criteria as shown in Table 7 . Continued on next page [49] Simple path, activity/state/node, transition/edge Chen et al. [65] Key path, interaction, activity/node/edge Vieira et al. [64] Happy path, data Hettab et al. [38] Basic path for non-concurrent activities, simple path for concurrent activities Yuan et al. [58] Activity/state/node, transition/edge Sapna et al. [50] Simple and all paths, activity/state/node, transition/edge Farooq et al. [66] Interleaving node/edge, transition/edge, branch Samuel and Mall [35] All dependency path, predicate, boundary testing Fan et al. [72] Activity/state/node, transition/edge, join and fork, branch Sapna et al. [53] Key path, activity/state/node, transition/edge Boghdady et. at. [40] Basic path, branch, predicate Nayak et al. [48] Selection, loop adequacy, concurrent path Li. et al. [47] Activity/state/node, transition/edge Li. et al. [55] Simple path, action, transition/edge Tiwari et al. [59] All path, activity/state/node 
Coverage criteria used for test case generation (RQ4)
Test case generation methods (RQ5)
We have grouped the approaches based on the methods that have been used for test case generation, as listed in Table 8 . As discussed in Section 5.2, in most of the studies, ADs are transformed into trees or graphs. These intermediate structures are later used for generating test cases using different graph search methods. In most cases [29, 38, 58, 33, 53, 40, 48, 57, 43, 45, 55, 62, 60] , Depth First Search (DFS) has been used for test case generation. However, in some studies [39, 41, 59, 37] , DFS has been used in combination with Breath First Search (BFS). BFS is used to traverse the concurrent vertices while the DFS is employed to traverse the rest of the vertices of the graph. Furthermore, in [2, 11, 56] , the DFS algorithm has been modified in such a way that it visits each cycle only once. Fan et al. [72] proposed an approach for generating test cases from Compound Activity Diagram (CAD). CAD is a high-level UML AD which consists of subactivity diagrams. They used the DFS to generate test cases for the subactivity diagrams and combined the obtained test cases using the Round-Robin method.
Li et al. [47] presented an approach to build the Euler circuit from an AD and then generate test cases using Euler circuit algorithm. They first transformed the AD to a directed graph and then used the graph to construct an Euler circuit. A circuit is a path in a graph which starts and ends at the same vertex. An Euler circuit is a circuit of a graph if it exactly traverses each edge in the graph only once. Therefore, an Euler circuit can be used to satisfy the transition coverage criteria with the minimum number of test cases. [35] proposed a method of test case generation using dynamic slicing. Program slicing is a decomposition technique which extracts only those program statements that are relevant to a particular computation. Dynamic slicing investigates just a specific execution of the program to compute the program slice by gathering the run-time information. They used FDG as an intermediate representation of an AD to derive dynamic slices. In their proposed approach, the slices are built corresponding to each conditional predicate on the activity edges. Test cases are generated with respect to each slice. Shirole and Kumar [36] generated test sequences for concurrency testing using the Concurrent Queue Search (CQS) algorithm. This algorithm constructs a queue for each thread of execution. The concurrent queues are generated from the AD and later combined and dequeued according to the control flow of the AD to form a test path. The proposed CQS method is designed to reveal the data safety errors in the presence of concurrency. Similarly, Sapna and Mohanty [50] proposed an approach to reduce the number of generated test scenarios from an AD when considering concurrent activities. The proposed approach generates only valid test scenarios by taking into account the data dependencies between the concurrent activities in the AD.
Samuel and Mall
Tiwari and Gupta [31] translated an AD into a SST and a SFT. These trees are analyzed to produce the minimum cut sets specifying a minimum number of conditions that need to be satisfied in order to force the SUT into a certain state. The cut sets obtained from SST and SFT are used to generate test cases for testing the normal and exceptional behavior of the SUT, respectively. In another approach presented by Xiaoqing et al. [32] , an AD is converted into a thin-thread tree by finding all the execution paths from the AD. Each execution path from the root to a leaf node in that tree represents a test case. Sun et al. [52] proposed an approach to decompose an AD to several modules which are based on transitions, and then generate test sequences for each module and store them in separate files. Based on the given coverage criteria, the test sequences for different modules stored in separate files, are later combined to form the final test cases.
Chen et al. [49] , Farooq and Lam [51] , and Farooq et al. [66] randomly generated test cases and selected test cases according to given coverage criteria. For instance, Chen et al. [49] instrumented a Java program under test and generated a set of test cases randomly. Next, the execution traces of the instrumented program were collected by running the program against the generated test cases. These traces were compared with the AD to produce a reduced set of test cases according to given test adequacy criteria. Farooq and Lam [51] optimized test suites using the Multi-objective evolutionary algorithms (MOEA). These test suites are generated using the random walk based algorithm. Similarly, Farooq et al. [66] transformed an AD into a CPN model and used the random walk based algorithm on the CPN model to generate test cases. Chen et al. [65] introduced a method for generating test cases using several model-checking techniques. They proposed coverage-driven mapping rules to transform an AD to the input specification of the Cadence SMV [73] model checker. Similarly, Sun et al. [34] presented a test case generation approach based on mutated ADs using the Yices Satisfiability Modulo Theories (SMT) Solver [74] . To this extent, test cases are obtained by solving the mutated activity path constrains, which include conditions for weakly killing the relative mutants.
Shirole et al. [44] and Nejad et al. [46] applied Genetic Algorithms (GAs) directly to activity graphs 
Method References Count
Graph algorithms [2, 29, 38, 58, 33, 56, 39, 72, 53, 11, 40, 48, 57, 41, 43, 45, 55, 59, 37, 62, 50, 35, 52, 36, 31, 47, 32, 60] 28 [42] proposed a technique to generate all the unique paths in the activity graph (derived from an AD) by covering all the edges and then using a GA to obtain the best test cases. Similarly, Mahali and Acharya [45] proposed an approach to generate all test paths using DFS and then to employ a GA to prioritize them. Since they used both a graph algorithm and a heuristic, [45] has two entries in [67] tool for generating test cases. The TDE tool is based on the category-partition method, which determines behavioural equivalence classes within the structure of SUT. Lastly, Ye et al. [54] presented an approach to build a test suite for regression testing. The test suite consists of reusable test cases from the existing pool of test cases that cover the affected paths and newly generated test cases which cover the new paths in the AD. However, they did not explicitly specify the method used for test case generation.
Test data generation methods (RQ6)
Test data generation in software testing is the process of identifying a set of test data which satisfies given testing criterion. It may be the actual data that has been taken from previous operations or a new set of data explicitly created for this purpose as discussed by Korel et al. [75] . Table 9 presents a distribution of test data generation methods we identified during the data extraction phase. In more than 50% (23) of the selected studies, no test data generation method was explicitly specified. The most popular method among selected studies to generate test data is the category-partition method.
By using the category-partition method, the functional test cases for the major functions are created by decomposing functional specifications. By identifying the elements that influence the functionality, test cases are generated by methodically varying the elements over all the values of interest. The categories are defined as the primary characteristics of the input domain of the function under test. Each category is partitioned into equivalence classes of inputs called choices. By definition, choices in each category must be disjoint, and together the choices in each category must cover the input domain [1] . Table 9 also depicts the other studies which addressed test data generation. We briefly describe these approaches below. Yuan et al. [58] used combinatorial logic coverage to generate test data, by considering all possible combinations of values at the boundary, within the boundary, outside of the boundary, and precisely on the boundary of the input parameters. Sapna and Mohanty [50] used the priority based method to select activities on the same level in an activity diagram. In order to generate test data for activities, the priority of an activity is identified based on the dependencies and later used for the test data generation. Activities inside a fork-join can be said to be at different levels of execution wherein activities at one level must be completed before moving to activities at the next level. In order to avoid data race conditions in thin-threads generated from UML ADs, Xiaoqing et al. [32] used data-object trees. The data-objects trees along with condition-trees and thin-thread are used for scenario-based testing.
Samuel and Mall [35] used CFGs and the edge marking method to generate dynamic slices from an activity diagram based on the true or false values of the predicates. The test data values are generated subject to the slice conditions. All input values which satisfy a slice condition are mapped to a minimization function which reduces the problem set through repeated modifications of input data values as proposed by Korel [75] . The condition-classification tree method is used by Kansomkeat et al. [61] to generate test data. The marked intersections of test case table and condition-classification tree are used to generate test data. Each intersection represents an applicable condition, evaluated either true or false, providing test conditions for the test cases.
Shirole and Kumar [36] proposed a concurrent queue search algorithm to generate test scenarios to handle concurrent tasks. The sequence diagrams are converted to ADs which encapsulate sequential, conditional, iterative, and concurrent flows of the task. The algorithm proposes a queue for each executing thread that is later used to select a switching point to generate a feasible concurrent test sequence based on the test data already present in the model. Tiwari and Gupta [59] created actor-oriented ADs and then generated systematically prioritized test sequences. The use case dependencies with pre-and post-conditions are modelled in activity via priority field to identify the path with high preference and act as test data for the respective test case.
Sun et al. [34] proposed mutation operators for UML ADs and used mutation testing approach to generate mutated UML ADs. The proposed mutation operators are applicable to various elements of activity diagram namely action nodes, control nodes, object nodes, flow, and expressions. By applying the operators, the mutated ADs are used to generate paths and constrains that are later used to generate test data. Shirole and Kumar [37] presented an extension of UML models to represent data-access tags which serve as test data and are used to generate data-access traces. The generated data-access traces are utilized by an extended state machine to identify data-race and blocking in concurrency testing. The approach has limited applicability regarding ADs to find data-race and blocking scenarios due to unavailability of sufficient concurrency constructs in ADs to specify all concurrent behaviors. Gantiat [57] adopted a manual approach to generate test data for identifying prioritized test paths. The test data entered as an input determine the selected path in the AD at runtime. For each possible flow in the AD, the predicates are identified and the values to test them are entered manually. Figure 7 presents the number of primary studies (as bubble size) with respect to the different test case generation methods from Table 8 and the test data generation methods from Table 9 . Again, [45] appears twice. The results show that in 14 out of 28 studies involving graph algorithms for test case generation, no test data generation method was explicitly specified. Similarly, in all four studies involving heuristic algorithms for test case generation, no test data generation method was specified. Moreover, six studies in which graph algorithms were used for test case generation the category-partition method was used for test data generation. Additionally, in two studies the category-partition method was used for both test case and test data generation. Similarly, in one study CCTM was used for both purposes.
Test execution techniques (RQ7)
We have grouped all the primary studies into 4 categories concerning test execution, as listed in Table  10 . In nearly 50% (20) of the studies, test cases are executed offline. Only in one study [65] , the SMV model checker [73] was used to execute test cases online against the SUT. Moreover, in almost half of the studies (20 studies), no test execution technique was explicitly specified. It should be noted that in most of these studies, the generated test cases are abstract. Therefore, they cannot be executed in an online fashion. Not specified [30, 38, 51, 72, 53, 65, 11, 40, 54, 44, 47, 55, 66, 52, 45, 49, 39, 41, 29, 60, 46, 42, 36] 23
Approaches to trace test requirements against the models (RQ8)
The only study that mentions traceability of requirements to and from tests is presented by Boghdady et al. [40] . They suggested that the IBM Requisite Pro tool can be used to trace requirements without further exploration.
Tools for model editing, test case generation and test execution (RQ9)
More than half of the primary studies surveyed (22 out of 41) do not explicitly mention any tool for model editing, test case generation, or test execution. The remaining studies specify different tools used to support their presented approaches. We classified them into three categories, namely tools for model editing, test generation, and test execution. Table 11 provides an overview of the identified tools categorized into commercial, open source, free, in-house, and free community edition tools.
As seen in Table 11 , most of the primary studies [2, 63, 30, 64, 56, 35, 48, 45, 40, 43, 55, 65, 29] use commercial tools and only a few [64, 52, 11, 29, 62] use open source tools for making and editing ADs. In addition, two studies [40, 43] have reported the use of a free community edition tool.
With respect to test generation, most of the identified tools are developed in-house. For instance, Linzhang et al. [2] developed a prototype tool called UMLTGF using the Rational Rose Extensibility Interface. The tool consists of a UML model parser and a test case generator. The parser can import and 
Execution Method References Count
Offline [2, 11, 49, 63, 30, 38, 58, 33, 56, 66, 35, 53, 61, 57, 43, 54, 44, 55, 62, 34] 20
Not specified [32, 29, 64, 50, 51, 39, 52, 72, 40, 48, 41, 42, 36, 31, 47, 45, 59, 37, 60, 46] 20 [49] to instrument a Java program according to a given AD. It uses randomly generated test cases to run the instrumented program and gather the corresponding program execution traces. By comparing the collected traces with the behavior of the AD, the tool can group test cases into a test suite according to a given test adequacy criterion. Furthermore, it evaluates to which extent the test suite satisfies the test adequacy criterion. The tool can also be used to check the consistency between the program execution traces and the behavior specified by ADs.
A Java-based prototype tool UTG (UML behavioural Test case Generator) is implemented by Samuel and Mall [35] . The tool is capable of integrating with other UML CASE tools which support exporting and importing models in XML format. Since UTG takes UML models in XML format as input, UTG is independent of any specific CASE tool. The tool uses an FDG to generate test cases based on the proposed slicing algorithm, and later on, each slice is used for test data generation. AToM 3 (A Tool for Multi-formalism Meta-Modelling) [38] is a free tool for multi-paradigm modeling, written in the Python programming language. The formalisms and models are described as graphs. It uses a modified entityrelationship diagram to create meta models that are transformed into graph-grammar models via graph rewriting rules. The proposed tool takes an EADG as input and generates a set of test cases for both concurrent and non-concurrent activities.
Hartmann et al. [63] used a Rational Rose plug-in called TDE, a product developed by Siemens corporate research. TDE processes a test design written in the test-specification language (TSL). This language is based on the category-partition method, which identifies behavioral equivalence classes within the structure of a system under test. A recursive, directed graph is built by the TDE that has a root category/partition and contains all different paths of choices to plain data choices and creates test cases to satisfy all specified coverage requirements. The capabilities of Eclipse Modeling Framework (EMF) to develop plugins are used by Heinecke et al. [11] to implement a prototype tool which is capable of importing UML ADs exported in the XMI format. The tool generates a human readable test plan for acceptance testing by combining the test cases. Although the tool is still in early stages, Heinecke et al. [11] claim that it shows a general feasibility for their proposed approach.
Sun et al. [34] used Yices SMT constraint solver to generate test cases. They proposed a process in which an AD is used to generate mutants by using some first-order mutation operators. The mutated ADs are then used to generate path constrains, which are used by the constraint solver to generate test cases. Chen et al. [65] proposed a directed test case generation methodology for UML ADs by translating UML AD specifications to the input language of Cadnece SMV model checker. Test cases (sequences of variable assignments) for ADs were obtained from the counter-examples produced by the model checker.
The test execution tools used in the primary studies were also mostly commercial. Boghdady et al. [ Robotium for test execution and post-test analysis, respectively. They used these tools for user-interface testing of some Java and Android applications. Figure 8 presents the number of primary studies (as bubble size) with respect to types of tool support and availability of tool. The results show that in 19 out of 41 studies in which some kind of tool support was reported the primary focus had been on model editing. Moreover, most of the model editing tools are available as commercial products. Similarly, most of the test generation tools were developed in-house. Furthermore, for test execution, only one study reported free and open source tools. Therefore, there is a lack of open source, free, and free community edition tools for model editing, test generation, and test execution.
Threats to validity
The results of this SMS might have been affected by the following limitations: Incomplete selection of publications: in Section 4, we have specified our systematic and unbiased selection process of the primary studies based on the guidelines given by Petersen et al. [12] as well as Kitchenham and Charters [18] . Nevertheless, it is possible that we have missed relevant literature since we only included those publications, which contain either of the search terms "activity diagram" or "test generat*" in the titles or the abstracts. Additionally, we did not contact any researcher or expert to ask about any unpublished results. We did not include gray literature such as working papers and technical reports because the quality of the gray literature is difficult to determine. It could imply that some publications could have been incorrectly excluded. In order to mitigate this risk, we searched the most common and popular electronic databases in which a large number of journals, conference and workshop proceedings, and book chapters in the software engineering field are indexed [26] . Further, we employed backward snowballing to include additional potential studies.
Inaccuracy of data extraction: owing to the subjectiveness of the data extraction process, we might have collected inaccurate results. In order to alleviate this risk, we have established the data extraction form in Section 4.6 to specify what data should be extracted from the primary studies against each research question. Furthermore, two researchers extracted the data from the studies while two other researchers validated the extracted data.
Predatory publishers: we did not exclude any primary studies on the suspicion of being published by a predatory publisher [76] . To the best of our knowledge, there is no widely accepted list of predatory publishers [77, 78] . Instead, we rigorously evaluated the quality of the primary studies according to our quality assessment criteria presented in Section 4.5 and excluded ten primary studies.
Bias in the quality assessment: evaluating the quality level of the primary studies objectively was a challenging task. We have attempted to complete this task fairly by clearly defining our quality assessment criteria in Section 4.5. In order to reduce the risk of underestimating the quality of different studies and, consequently excluding them, each study was scored independently by three researchers.
Conclusions
The objective of this Systematic Mapping Study (SMS) was to collect and classify the current body of evidence regarding test case generation approaches using the Unified Modeling Language (UML) Activity Diagrams (ADs). By applying the SMS process, we identified and analyzed 41 studies, and answered nine research question formulated in the protocol. Moreover, during this study, we have observed the following: Non-functional testing: UML ADs have not been used for testing the non-functional requirements of the SUT, even though a system encounters more non-functional related problems than functional related in the real world [79] .
Insufficient evaluation and validation: Most of the proposed approaches are evaluated insufficiently for a practitioner to make decisions based on the research alone. In several studies, only one characteristic of the problem is considered such as concurrency or loops in the diagram. Moreover, only in five primary studies [65, 63, 64, 51, 34] , the proposed approaches are validated using industrial case studies. Furthermore, in 26 primary studies, the same academic example of an automated-teller machine (ATM) has been used for validation. For a practitioner to make use of these results, the proposed approaches should be evaluated and validated through realistic case studies.
Domain specific: In most of the proposed approaches, the targeted application domain is very restricted to be readily utilized directly by the practitioners, for example, the approach presented by Chen et al. [49] is only applicable to Java programs.
Holistic approach: The vast majority of the analyzed primary studies focus on specific parts of the Model-Based Testing (MBT) process without detailing all the steps of the process or how presented approaches are integrated in the development process w.r.t model provenance or requirements traceability across the testing process. In order to be applicable to industrial settings, such a holistic approach is necessary.
In addition to the aforementioned observations, we have also highlighted our findings at the end of every research question. The results of this study can be beneficial for both researchers and practitioners. For researchers, our study provides an overview of the area and highlights some gaps and directions for future research. Similarly, practitioners interested in UML AD based testing techniques and tools can use our results to explore and build suitable tool-chains according to their business needs.
