This paper addresses the optimisation of particle filtering methods aka Sequential Monte Carlo (SMC) methods using stochastic approximation. First, the SMC algorithm is parameterised smoothly by a parameter. Second, optimisation of an average cost function is performed using Simultaneous Perturbation Stochastic Approximation (SPSA). Simulations demonstrate the efficiency of our algorithm.
INTRODUCTION
Many data analysis tasks revolve around estimating the state of a dynamic model where only inaccurate observations are available. As many real world models involve non-linear and non-Gaussian elements, optimal state estimation is a problem that does not typically admit a closed form solution. Recently, there have been a surge of interest in SMC methods to solve this estimatiodfiltering problem numerically. These methods utilise a large number say N >> 1 of random samples (or panicles) to represent the posterior probability distribution of interest. Numerous algorithms have been proposed in literature; see [I] for a hook-length review. Although most algorithms converge asymptotically ( N + m) towards the optimal solution, their performance can vary by an order of magnitude for a fixed N . Current algorithms are designed to optimise certain local criteria such as the conditional variance on the imponance weights or the conditional variance of the number of offspring. The effects of these local optimisations are unclear on standard performance measures of interest such as the average Mean Square Error (MSE).
In 121, a principled approach to optimise performance of the SMC methods is proposed. Assuming the SMC algorithm is pa- drawbacks. It involves a so-called score function whose variance increases over time and needs to be discounted. For some interesting parametrizations of the SMC algorithm, the computational complexity is of 0 ( N Z ) which is prohibitive. Finally vue would need to develop alternative gradient estimation techniques to incorporate non-differentiable stratifiedsystematic resampling steps or Metropolis-Hastings steps.
In this paper, we are proposing another stochastic appronimation method namely the SPSA as an alternative means to optimise the SMC methods. SPSA is an efficient technique introduced by Spall 141 where the gradient is approximated using a randomized finite difference method. Contrary to standard finite difference method, one needs to compute only 2 estimates of the performance measure instead of 2 m estimates; m being the dimension of 8. The use of the SPSA technique results in a very simple optimisation algorithm for the SMC methods.
The rest of the paper will be organized as follows: In section 2, a generic SMC algorithm is described and the performance measures of interest are introduced. In section 3, we describe the SPSA technique and show how it can be used to optimize the SMC algorithm. Finally, two examples are used in section 4 to demonstrate the efficiency of the optimisation procedure. 
SMC METHODS FOR
In the resampling step, the panicles X, are then multiplied/ eliminated accordingly to obtain 2% i.e. where . f n , k is copied In,k times. The random variables I, I (I,,,,, In,zr. 1. , I,,N) are sampled from a probability distribution P r ( I, = il W,) where i I ( i l , iz, . . . , i~) . Several algorithms such as multinomial and systematic resampling have been proposed. These algorithms ensure that the number of particles is kept constant; i.e. Ex=, I n , k = N. In the standard approaches, the weights W n , k are then set to N-'. However it is also possible to resample with weights proportional to say W&. In this case, the weights after ESamphg are proportional to Wiz-.
This algorithm converges as N + CO under very weak conditions [ 5 ] . However, for a fixed N, the performance is highly dependent on the choice of q and the resampling scheme. We assume here that one can parameterise smoothly the SMC algorithm by 0 E 0 R". For example, this parameter can correspond to some parameters of the importance sampling density. The optimisation method described in this paper is based an the generic SMC algorithm outlined. However, one can easily extend the optimisalion method to other complex algorithms such as the auxiliary particle filter or to algorithms including Markov chain Monte Carlo (MCMC)moves.
Performance measure
In this subsection, we define the performance measure to optimize with respect to 8. The key remark is that the current state X,, the okservation Yn, the panicles X, and the corresponding weights We emphasize here that these cost functions are independent of the observations; the observation process being integrated out. This has several important practical consequences. In particular, one can optimize the SMC algorithm off-line by simulating the data and then use the resulting optimized algorithm on real data. We consider here the following two cost functions to minimize but others can be defined without modifying the algorithm. An appealing measure for the accuracy of a panicle filter is its "effective sample size"; i.e. a measure of the uniformity of the importance weights. The larger the ESS is, the more particles are concentrated in the region of interest and hence the better the chance of the algorithm to respond to fast changes. The maximum value for ESS is N and is maximised when Wn,k = N-' for all k.
We are interested in maximizing the ESS, that is minimizing its opposite given by -(E:=.,, W & -l .
OPTIMISATION OF SMC USING SPSA

Simultaneous Perturbation Stochastic Approximation
The problem of minimising a differentiable cost function J ( t ) , 
where VJn is the "noise corrupted" estimate of gradient V J (8) estimated at the point 4 -1 and {T"} denotes a sequence of positive scalars such that yn = CO. Under appropriate conditions, the iteration in (1) will converge to B in some stochastic sense (usually "almost surely"); see [4] .
The essential part of (1) is how to obtain the gradient estimate VJ,. The gradient estimation method in [Z] can be computationally very intensive, as discussed in the introduction. We propose here to use the SPSA technique where the gradient is approximated via a finite difference method using only the estimates of the cost function of interest. The SPSA technique is a proven success among other finite difference methods with reduced number of estimates required for convergence; see [4] . The SPSA technique requires all elements of 8,-1 to be varied randomly simultaneously --t 0 and 
Optimisation Algorithm using SPSA
We present here how to incorporate an optimisation algorithm using two-sided SPSA within a SMC framework. To optimise the parameters of a parametrised importance density, the algorithm proceeds as follows at time n:
S t e p 1: Sequenrial importance sampling . F o r 7 1 = 1 t o N ,~a m p I e X , ,~ -qs,_, (Xn--l,krYn,. ).
Compute the normalized importance weights as from {k+, w'} and {k-, fV-} respectively.
Step 3: Gradient approximotion a For a = 1 t o m , evaluate gradient components as
Step 4: Parameter updare Update to new value 8, as
Step 5: Resampling a Multiply/discard particles Xm with respect to highllow importance weiahts Wm to obtain N Darticle X -.
It is possible to improve the algorithm in many ways for example by using iterates averaging or common random numbers. The idea behind common random numbers is to introduce a strong correlation between our estimates of J (b'-1 -c,A,) and J(B,-i + cn A,,) so as to reduce the variance of the gradient estimate; see [7] for details.
APPLICATION
We present two examples to illustrate the performance improvement brought by optimisation. The performance of the optimised filter is then compared to its un-optimised counterpart using the same signal and observation sequence. The following standard The parameter 0 = (01, 02) forms part of the mean and the variance of the importance function. First, the SMC filter is optimised with respect to the ESS performance measure and then with respect to the MSE performance measure. Common random numbers method and systematic resampling scheme are employed in all simulations.
ESS optimisation
In Fig. I 
MSE optimisation
In Fig. 3 , the optimum value of 81 is slightly larger than the initial value of 25. But, the optimum value of 0, is significantly different from the initial value of 10. Improvement in terms of MSE is observed in Fig. 4 . However, the optimum values for ( & , e a ) in term of MSE are considerably different from the values observed in section 4.1, ESS optimisation. There %e several potential extensions to this work. From an algorithmic perspective, it is of interest to speed up convergence by developing variance reduction methods for our gradient estimate. From a methodological perspective, the next logical step is to develop a self-adaptive algorithm where the parameter is not fixed but dependent on the current states of the particles. This is currently under study.
