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Abstract
We show that each reﬂexive ﬁnite-dimensional subspace of operators is hyperreﬂexive.
This gives a positive answer to a problem of Kraus and Larson. We also show that each
n-dimensional subspace of Hilbert space operators is ½ ﬃﬃﬃﬃﬃ2np -hyperreﬂexive.
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1. Introduction
Let X be a complex Banach space and let BðXÞ be the algebra of all bounded
linear operators on X : For an algebraWCBðXÞ with identity, let Alg LatW denote
the set of all operators which leave invariant all (closed) subspaces of X ; which
are invariant for all operators from W: The algebra W is called reflexive if
W ¼ Alg LatW:
The deﬁnition was introduced for the ﬁrst time in [16] and further studied by a
number of authors. The concept of reﬂexivity is interesting even if the underlying
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space is ﬁnite dimensional. For example, the algebra
a b
0 a
 
"½a : a; bAC
 
is
reﬂexive, but the algebra
a b
0 a
 
: a; bAC
 
is not reﬂexive (the former example
will be used later).
The deﬁnition of reﬂexivity was extended to subspaces of operators in [13]. Let
X ; Y be Banach spaces and letM be a norm-closed subspace of BðX ; Y Þ—the space
of all bounded linear operators from X into Y : Write
refM ¼ fTABðX ; Y Þ : TxAMx for all xAXg;
where Mx ¼ fSx : SAMg: The subspace M is called reflexive if M ¼ refM: For
algebras with identity both deﬁnition coincide.
A stronger concept of hyperreﬂexivity was introduced for algebras in [1] and
extended for subspaces of operators in [10]. Denote by distð
; 
Þ the usual distance in
Y ; we use also the same notation for the distance in BðX ; YÞ: LetMCBðX ; Y Þ be a
norm-closed subspace and TABðX ; YÞ: Write
aðT ;MÞ ¼ supfdistðTx;MxÞ : xAX ; jjxjj ¼ 1g: ð1Þ
We always have aðT ;MÞpdistðT ;MÞ: The subspaceM is called hyperreflexive if
there is a constant C40 such that for all TABðX ; YÞ; we have
distðT ;MÞpCaðT ;MÞ: ð2Þ
The smallest constant C fulﬁlling (1) is called the hyperreflexive constant and denoted
by kM:
Let us observe that if M is reﬂexive and TArefM; then aðT ;MÞ ¼ 0: Hence
distðT ;MÞ ¼ 0 and, since M is norm closed, we have TAM: Thus each
hyperreﬂexive subspace is also reﬂexive. On the other hand there are reﬂexive
non-hyperreﬂexive subspaces (see [9]). However, if both spaces X and Y are ﬁnite
dimensional then each reﬂexive subspace is also hyperreﬂexive. Namely, as we have
observed above the reﬂexivity of a norm-closed subspace M is equivalent to the
condition:
aðT ;MÞ ¼ 0 3 distðT ;MÞ ¼ 0:
Thus, for the whole conclusion, it is enough to note that all norms on the ﬁnite-
dimensional space BðX ; YÞ=M are equivalent.
In [10, Problem 3.9], Kraus and Larson posed the question whether the concepts
of reﬂexivity and hyperreﬂexivity are equivalent for ﬁnite-dimensional subspaces of
operators on inﬁnite-dimensional spaces. The problem was considered also in [6].
In [10] it was shown that each one-dimensional subspace is hyperreﬂexive. By [14],
the hyperreﬂexive constant is equal to 1.
The aim of this paper is to give a positive answer to the problem of Kraus and
Larson. The main result of the paper is
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Main Theorem. Let MCBðX ; Y Þ with dimMoN: If M is reflexive, then M is
hyperreflexive.
In [12] it was shown that each n-dimensional subspace of Hilbert space operators
is ½ ﬃﬃﬃﬃﬃ2np -reﬂexive, where ½ ﬃﬃﬃﬃﬃ2np  is the integer part of ﬃﬃﬃﬃﬃ2np : Using our main result
we show in Section 3 that each n-dimensional subspace is even ½ ﬃﬃﬃﬃﬃ2np -hyperreﬂexive
(for deﬁnitions see Section 3).
Remark. Many authors (including [10]) considered the reﬂexivity and hyperreﬂex-
ivity only for subspaces of operators on a Hilbert space. They use a different
deﬁnition of the distance aðT ;MÞ:
aðT ;MÞ ¼ supfjjQTPjj : P; Q are projections and QMP ¼ 0g:
To see the equivalence of both deﬁnitions of the distance að
; 
Þ; note that (see [3,
Proposition 58.1]) both distances are equal to
aðT ;MÞ ¼ supfjðTx; yÞj : jjxjj ¼ jjyjj ¼ 1; ðSx; yÞ ¼ 0 for all SAMg: ð3Þ
It is easy to see that the deﬁnitions of reﬂexivity and hyperreﬂexivity used in this
paper also agree with the more general deﬁnitions introduced in [5].
2. Main theorem
Let X ; Y be Banach spaces. Denote by FðX ; YÞ the set of all ﬁnite-rank operators
from X to Y and by FkðX ; Y Þ the set of all operators in BðX ; Y Þ of rank smaller or
equal to k: Denote by SX ¼ fxAX : jjxjj ¼ 1g the unit sphere in X :
Let nX1 and let A1;y; AnABðX ; YÞ: Denote by spanfAi : i ¼ 1;y; ng the closed
linear space generated by A1;y; An: Write
s0ðA1;y; AnÞ ¼ inf
Xn
i¼1
liAi



 : l1;y; lnAC;maxjlij ¼ 1
( )
:
More generally, for kAN set
skðA1;y; AnÞ ¼ inffs0ðA1jM ;yAnjMÞ : MCX ; codim Mpkg:
The following lemma summarizes the properties of the quantities sk:
Lemma 2.1. Let A1;y; AnABðX ; YÞ: Then:
(1) s0ðA1;y; AnÞ ¼ inf
Pn
i¼1 liAi
   : maxjlijX1 ;
(2) s0ðA1Þ ¼ jjA1jj;
(3) s0ðA1;y; AnÞpminfjjAijj : i ¼ 1;y; ng;
(4) s0ðA1;y; AnÞ40 if and only if the operators A1;y; An are linearly independent;
(5) skðA1;y; AnÞXslðA1;y; AnÞ for kpl;
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(6) skðA1;y; bAj;y; AnÞXskðA1;y; AnÞ for j ¼ 1;y; n; where the hat denotes the
omitted term;
(7) if M is a subspace of X and codim Mpk then for any l we have
slðA1jM ;y; AnjMÞXslþkðA1;y; AnÞ;
(8) distðAj; spanfAi : iajgÞXs0ðA1;y; AnÞ for j ¼ 1;y; n;
(9) if kAN and no non-trivial linear combination of A1;y; An belongs to FkðX ; Y Þ;
then skðA1;y; AnÞ40:
Proof. Statements (1)–(7) are trivial. To see (8), ﬁx j and observe that
distðAj ; spanfAi : iajgÞ ¼ inf
Xn
i¼1
liAi



 : jlj j ¼ 1
( )
X inf
Xn
i¼1
liAi



 : maxjlijX1
( )
¼ s0ðA1;y; AnÞ:
To see (9), let us ﬁx kX0: Let Z ¼ fPni¼1 liAi : maxjlij ¼ 1g: Since Z is compact
and FkðX ; Y Þ closed, we have distðZ; FkðX ; YÞÞ40:
Let MCX ; codim Mpk: Let PABðXÞ be a projection onto M such that
jjPjjpk þ 2; see [4, Exercise 5.24]. Let l1;y; lnAC; maxjlij ¼ 1: Then
dist
Xn
i¼1
liAi; FkðX ; Y Þ
 !
p
Xn
i¼1
liAi 
Xn
i¼1
liAiðI  PÞ



pXn
i¼1
liAiP



p Xn
i¼1
liAijM



 
 jjPjjpðk þ 2Þ Xn
i¼1
liAijM



:
Thus
Xn
i¼1
liAijM



X 1k þ 2 dist Xn
i¼1
liAi; FkðX ; YÞ
 !
and so
skðA1;y; AnÞX 1
k þ 2 distðZ; FkðX ; Y ÞÞ40: &
The following lemma is a quantitative version of [15, Lemma 1]. Note that for
Hilbert spaces it is possible to take M ¼ F>:
Lemma 2.2. Let FCX ; dim F ¼ noN; let e40: Then there exists a subspace MCX
such that codim Mpð4ne1 þ 3Þ2n and
jjf þ mjjXð1 eÞmaxfjjf jj; jjmjj=2g
for all mAM; fAF :
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In particular, there is a subspace M0CX with codim M0pð12n þ 3Þ2n such that
jjf þ mjjX1
3
maxfjjf jj; jjmjjg
for all fAF and mAM0:
Proof. By the Auerbach lemma there are vectors x1;y; xnAF and x1;y; x

nAF
 of
norm one such that /xj; xkS ¼ dj;k (the Kronecker symbol) for all j; k: Thus for all
g1;y; gnAC we have
Xn
j¼1
gjxj



Xmaxk Xn
j¼1
gjxj ; x

k
* +
 ¼ maxk jgkj:
In particular, the vectors x1;y; xn are linearly independent and therefore form a
basis of F : Let
Z ¼
Xn
j¼1
kje
2n
þ i lje
2n
 
xj : kj; lj integers; jkjj; jlj jp2ne1 þ 1
( )
:
Then card Zpð4ne1 þ 3Þ2n:
Let uAF ; jjujj ¼ 1: Write u ¼Pnj¼1ðtj þ isjÞxj for real tj; sj: Clearly jtjj; jsjjp1 and
we can ﬁnd integers kj; lj such that jkje2n  tjjp e4n and jlje2n  sj jp e4n: Thus
u 
Xn
j¼1
kje
2n
þ i lje
2n
 
xj



pXn
j¼1
kje
2n
 tj
 þ lje2n  sj
  pe2:
So distðu; ZÞpe
2
: For zAZ choose zAX  such that jjzjj ¼ 1 and /z; zS ¼ jjzjj: Let
M ¼ TzAZ ker z: Clearly codim Mpcard Zpð4ne1 þ 3Þ2n:
Let fAF ; jjf jj ¼ 1 and mAM: Then there exists zAZ such that jjz  f jjpe
2
: Thus
jjzjjX1 e
2
: Let zAX  be the functional considered above. Then we have
jjf þ mjjX j/f þ m; zSj ¼ j/f ; zSj
X j/z; zSj  j/f  z; zSjXjjzjj  e
2
X1 e:
Hence jjf þ mjjXð1 eÞjjf jj for all fAF ; mAM:
Furthermore,
jjf þ mjjX 1
2
ð1 eÞ2 e
1 ejjf þ mjj ¼
1
2
ð1 eÞðjjf þ mjj þ 1
1 ejjf þ mjjÞ
X
1
2
ð1 eÞðjjmjj  jjf jj þ jjf jjÞ ¼ 1
2
ð1 eÞjjmjj:
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In particular, for e ¼ 13 we get that there exists a subspace M0CX with
codim M0pð12n þ 3Þ2n such that
jj f þ mjjX1
3
maxfjjf jj; jjmjjg
for all fAF and mAM0: &
For simplicity we write rðnÞ ¼ ð12n þ 3Þ2n for the codimension of the space M0 in
the previous lemma.
Theorem 2.3. There are increasing sequences of nonnegative integers hðnÞ; gðnÞ and
sequences of positive numbers cn; c
0
n with the following properties:
(a) if A1;y; AnABðX ; YÞ satisfy jjAj jjp1 for j ¼ 1;y; n and no non-trivial linear
combination of A1;y; An belongs to FðX ; YÞ; then there exists a unit vector uAX
such that
Xn
i¼1
liAiu



XcnsnhðnÞðA1;y; AnÞ 
maxfjlij : i ¼ 1;y; ng
for all l1;y; lnAC;
(b) if T ; A1;y; AnABðX ; YÞ satisfy jjAjjjp1 for j ¼ 1;y; n and no non-trivial linear
combination of A1;y; An belongs to FðX ; Y Þ; then
aðT ; spanfA1;y; AngÞ
Xc0n s
n
gðnÞðA1;y; AnÞ 
 distðT ; spanfA1;y; AngÞ:
Proof. We prove both statements by induction on n:
Let n ¼ 1 and let A1ABðX ; Y Þ satisfy jjA1jjp1: Set c1 ¼ 12 and hð1Þ ¼ 0: There is a
vector uAX such that jjujj ¼ 1 and jjA1ujjX12jjA1jj: Thus jjl1A1ujjX12jl1j 
 jjA1jj ¼
1
2
jl1j s0ðA1Þ for all l1AC: This proves statement (a) for n ¼ 1:
ðaÞn )ðbÞn: Let gðnÞ ¼ hðnÞþ2nþ2þðnþ1Þrðð2nþ2Þðnþ1ÞÞ and c0n ¼ ð12ncn þ 6Þ
1:
Let TABðX ; Y Þ: Write for short e ¼ aðT ; spanfA1;y; AngÞ and e0 ¼ ecn 0sngðnÞðA1;y;AnÞ:
For xAX with jjxjj ¼ 1 and d40 set
Dx;d ¼ ðl1;y; lnÞACn : Tx 
Xn
j¼1
ljAjx



pd
( )
:
Clearly Dx;d is a closed convex set. By the deﬁnition of the distance a; Dx;ea| for all
xAX ; jjxjj ¼ 1:
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To show property ðbÞn; we must prove that\
xASX
Dx;e0a|: ð4Þ
Indeed, for ðg1;y; gnÞA
T
xASX Dx;e0 we have jjTx 
Pn
j¼1 gjAjxjjpe0 for all xAX ;
jjxjj ¼ 1; and so jjT Pnj¼1 gjAjjjpe0: Therefore distðT ; span fA1;y; AngÞpe0; and
so statement (b) for n is fulﬁlled.
By ðaÞn and Lemma 2.1(9), there exists a vector x0AX with jjx0jj ¼ 1 and a
constant c40 such that jjPni¼1liAix0jjXc maxjlij for all ðl1;y; lnÞACn: Therefore,
the set Dx0;e0 is bounded. Thus (4) is equivalent to\
xASX
ðDx;e0-Dx0;e0 Þa|; ð5Þ
where the sets Dx;e0-Dx0;e0 are convex compact subsets of CnBR2n: By the classical
Helly theorem (see [7]), it is sufﬁcient to show that
\2nþ1
i¼0
Dxi ;e0a|
for all ð2n þ 1Þ-tuples of unit vectors x1;y; x2nþ1AX :
Fix x1;y; x2nþ1AX of norm one. Let F1 ¼ spanfxi : i ¼ 0;y; 2n þ 1g and let
M1CX be a subspace such that X ¼ F1"M1: Then codim M1p2n þ 2 and
F1-M1 ¼ |: Let
F2 ¼ spanfTxi; Ajxi : i ¼ 0;y; 2n þ 1; j ¼ 1;y; ng:
Then dim F2pð2n þ 2Þðn þ 1Þ: By Lemma 2.2, there is a subspace M2CY with
codim M2prðð2n þ 2Þðn þ 1ÞÞ such that jjf þ mjjX13maxfjjf jj; jjmjjg for all fAF2;
mAM2:
Let M ¼ M1-T1M2-
Tn
j¼1 A
1
j M2: Then codim Mpcodim M1 þ ðn þ 1Þ codim
M2; and so hðnÞ þ codim MpgðnÞ: By the induction assumption ðaÞn and by Lemma
2.1(7), (5), there exists a vector uAM; jjujj ¼ 1 such that
Xn
j¼1
ljAju



X cn snhðnÞðA1jM ;y; AnjMÞ 
maxj jljj
X cnsngðnÞðA1;y; AnÞ 
max
j
jljj ð6Þ
for all l1;y; lnAC:
Claim 1. Dxi ;6e-Du;6ea| for i ¼ 0; 1;y; 2n þ 1:
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Proof. Fix iAf0; 1;y; 2n þ 1g: Note that xiAF1; uAMCM1; and so xi þ ua0:
Set v ¼ xiþujjxiþujj: Suppose on the contrary that Dxi ;6e-Du;6e ¼ |: For l1;y; lnAC
we have
Tv 
Xn
j¼1
ljAjv



 ¼ 1jjxi þ ujj Txi X
n
j¼1
ljAjxi þ Tu 
Xn
j¼1
ljAju




X
1
6
max Txi 
Xn
j¼1
ljAjxi



; Tu Xn
j¼1
ljAju




( )
;
since Txi 
Pn
j¼1ljAjxiAF2 and Tu 
Pn
j¼1ljAjuAM2:
Since either ðl1;y; lnÞeDxi ;6e or ðl1;y; lnÞeDu;6e; at least one of the two terms is
greater than 6e: Thus
Tv 
Xn
j¼1
ljAjv



4e
for all l1;y; lnAC: Hence Dv;e ¼ |; a contradiction.
Claim 2. Let ðl1;y; lnÞ; ðm1;y;mnÞADu;6e: Then
max
j
jlj  mjjp
12e
cns
n
gðnÞðA1;y; AnÞ
:
Proof. Let ðl1;y; lnÞ; ðm1;y; mnÞADu;6e: Then
Tu 
Xn
j¼1
ljAju



p6e and Tu Xn
j¼1
mjAju



p6e:
Hence
Xn
j¼1
ðlj  mjÞAju



p12e
and so, by (6) we have
max
j
jlj  mjjp
jjPnj¼1ðlj  mjÞAjujj
cns
n
gðnÞðA1;y; AnÞ
p 12e
cns
n
gðnÞðA1;y; AnÞ
:
Claim 3. Let iAf0; 1;y; 2n þ 1g: Then Dxi ;e0*Du;6e:
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Proof. Let ðl1;y; lnÞADu;6e-Dxi ;6e: Let ðm1;y; mnÞADu;6e be arbitrary. Then
maxj jlj  mjjp 12ecnsngðnÞðA1;y;AnÞ and
Txi 
Xn
j¼1
mjAjxi



p Txi Xn
j¼1
ljAjxi



þ Xn
j¼1
ðlj  mjÞAjxi




p 6eþ 12en
cns
n
gðnÞðA1;y; AnÞ
p e
sn
gðnÞðA1;y; AnÞ
6þ 12n
cn
 
¼ e0:
Thus ðm1;y; mnÞADxi ;e0 :
Hence
T2nþ1
i¼0 Dxi ;e0*Du;6ea|; and (4) is fulﬁlled. This proves statement ðbÞ for n:
ðbÞn1 ) ðaÞn: Let nX2 and suppose that property (b) holds for n  1: Set cn ¼ c
0
n1
18n
and hðnÞ ¼ gðn  1Þ þ n2 
 rðnðn  1ÞÞ:
We construct inductively vectors u1;y; unAX of norm one in the following way.
Let kAf1;y; ng and suppose that the vectors uj; j ¼ 1;y; k  1 have already been
constructed. Let
Fk ¼ spanfAiuj : i ¼ 1;y; n; j ¼ 1;y; k  1g:
Then dim Fkpnðk  1Þpnðn  1Þ: By Lemma 2.2, there is a subspace MkCY such
that codim Mkprðnðn  1ÞÞ and jjf þ mjjX13maxfjjf jj; jjmjjg for all fAFk; mAMk:
Let Mk
0 ¼ Tkj¼1 Tni¼1 A1i Mj: Then codim Mk 0pn2 
 codim Mk; and so gðn  1Þ þ
codim Mk
0phðnÞ: By property ðbÞn1; there is a vector ukAMk 0 of norm one
such that
distðAkuk; spanfAiuk : iakgÞ
X
1
2
c0n1s
n1
gðn1ÞðA1jMk 0 ;y; dAkjMk 0 ;y; AnjMk 0 Þdist ðAkjMk 0 ; spanfAijMk 0 : iakgÞ
X
1
2
c0n1s
n1
hðnÞðA1;y; AnÞ 
 s0ðA1jMk 0 ;y; AnjMk 0 Þ
X
1
2
c0n1s
n
hðnÞðA1;y; AnÞ;
where the hat denotes the omitted term; in the estimates we used Lemma 2.1(6),(8)
and (7).
Let u1;y; unASX be constructed in the above described way. Set v ¼
Pn
j¼1uj: For
l1;y; lnAC and kAf1;y; ng; since
Pk
j¼1
Pn
i¼1liAiujAFkþ1;
Pn
j¼kþ1
Pn
i¼1liAiujA
Mkþ1;
Pk1
j¼1
Pn
i¼1liAiujAFk and
Pn
i¼1liAiukAMk; we have
Xn
i¼1
liAiv



 ¼ Xn
j¼1
Xn
i¼1
liAiuj



X13 Xk
j¼1
Xn
i¼1
liAiuj




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X
1
9
Xn
i¼1
liAiuk



X19 jlkj 
 distðAkuk; spanfAiuk : iakgÞ
X
1
18
c0n1s
n
hðnÞðA1;y; AnÞ 
 jlkj;
(if k ¼ n then the ﬁrst inequality is trivial). In particular, va0; by Lemma 2.1(9). Hence
the vector u ¼ vjjvjj satisﬁes jjujj ¼ 1 and
Xn
i¼1
liAiu



X 118jjvjj cn10snhðnÞðA1;y; AnÞ 
maxk jlkj
X cnsnhðnÞðA1;y; AnÞ 
max
k
jlkj:
This ﬁnishes the proof. &
Corollary 2.4. Let MCBðX ; Y Þ be a finite-dimensional subspace which contains no
non-zero finite rank operators. Then M is hyperreflexive.
Proof. Choose a basis A1;y; An of M: The proof follows from the previous
theorem, property (b). &
Now we are ready to prove the main theorem.
Theorem 2.5. Let MCBðX ; Y Þ; dimMoN: Then M is hyperreflexive if and only if
M is reflexive.
Proof. If M is hyperreﬂexive then M is clearly reﬂexive. Conversely, let M be
reﬂexive. LetM1 ¼M-FðX ; Y Þ and letM2 be any subspace ofM such thatM ¼
M1"M2: Choose a basis A1;y; Ak of M1 and a basis B1;y; Bl of M2:
Let M ¼ Tki¼1 ker Ai: Then codim MoN: By the previous result for the
operators BijM ; there is a constant d140 such that
distðT jM ; spanfB1jM ;y; Bl jMgÞpd1 
 aðT jM ; spanfB1jM ;y; Bl jMgÞ: ð7Þ
Let PABðX Þ be a projection onto M and F ¼ ker P: Let F 0 ¼ spanfSf :
SAM; fAFg: Clearly dim F 0oN: By Lemma 2.2, there is a subspace M 0CY such
that codim M 0oN and jjf 0 þ m0jjX13 maxfjjf 0jj; jjm0jjg for all f 0AF 0 and m0AM 0: Set
M 00 ¼ M-Tli¼1 B1i M 0: Clearly codim M 00oN:
Let uAM 00 be a ‘‘separating vector’’ for the operators BijM 00 ; i.e., jjujj ¼ 1 and there
is a constant d240 such that jj
Pl
i¼1 giBiujjXd2 maxjgij for all g1;y; glAC: Such a
vector exists by Theorem 2.3 and Lemma 2.1(9).
It follows from [11, Corollary 2.8] that since M is reﬂexive, M1 is also reﬂexive.
For the sake of completeness we include the proof of this here. Since M1CM; we
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have refM1CrefM: By reﬂexivity of M; we have refM1CM: To show the
reﬂexivity of M1 ¼M-FðX ; Y Þ; it is enough to show that refM1CFðX ; Y Þ: Let
BArefM1: Then, for all uAX ; BuAspanfAix : i ¼ 1;y; k; xAXg: Hence
rank BoN and BAFðX ; YÞ:
Now, for i ¼ 1;y; k consider the operators A˜i : F-spanfA1x;y; Akx : xAFg
induced by Ai: Since the operators A1;y; Ak are equal to zero on M; it is easy to see
that *M1 ¼ spanfA˜1;y; A˜kg is reﬂexive. As it was observed in the introduction,
*M1 is hyperreﬂexive. Thus there exists a constant d340 with the following pro-
perty: if e40 and T : F-spanfA1x;y; Akx : xAFg satisﬁes distðTx; span
fA1x;y; AkxgÞpe for all xAF ; jjxjj ¼ 1 then there exist numbers g1;y; gkAC
such that jjT Pni¼1 giAijF jjpd3e:
We show now that M is hyperreﬂexive. Let e40; TABðX ; YÞ and let
distðTx;MxÞpe
for all xAX ; jjxjj ¼ 1: By (7) there exist numbers b1;yblAC such that
T jM 
Xl
j¼1
bjBj jM



pd1e: ð8Þ
Set S ¼ T Plj¼1bjBj: Thus jjSjM jjpd1e and S satisﬁes distðSx;MxÞpe for all
xAX ; jjxjj ¼ 1:
Let xAF ; jjxjj ¼ 1: Then there are numbers l1;y; lk; m1;y; mlAC such that
Sx 
Xk
i¼1
liAix 
Xl
j¼1
mjBjx



pe:
Similarly, there are numbers l10;y; lk 0; m10;y; ml 0AC such that
Sðx þ uÞ 
Xk
i¼1
li 0Aiðx þ uÞ 
Xl
j¼1
mj
0Bjðx þ uÞ



pejjx þ ujjp2e:
By subtracting we have
Su þ
Xk
i¼1
ðli  li 0ÞAix 
Xl
j¼1
ðmj  mj 0ÞBjx 
Xl
j¼1
mj
0Bju



p3e;
since Aiu ¼ 0 for all i: By the deﬁnitions of M 00 and F 0 and by (8), we have
Xl
j¼1
mj
0Bju



p 3 Xk
i¼1
ðli  li 0ÞAix þ
Xl
j¼1
ðmj  mj 0ÞBjx 
Xl
j¼1
mj
0Bju




p 3ð3eþ jjSujjÞp3eð3þ d1Þ:
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Since jjPlj¼1mj 0BjujjXd2maxjmj 0j; we have maxjmj 0jp3ed1þ3d2 : Thus we have
Sx 
Xn
i¼1
li 0Aix



p jjSx  Sðx þ uÞjj
þ Sðx þ uÞ 
Xn
i¼1
li 0Aix 
Xl
j¼1
mj
0Bjðx þ uÞ




þ
Xl
j¼1
mj
0Bjðx þ uÞ




p jjSujj þ 2eþ
Xl
j¼1
jmj 0j 
 jjBjjj 
 2pd4e;
where d4 ¼ d1 þ 2þ 3d1þ9d2 
 2
Pl
j¼1jjBjjj: Thus there exist numbers g1;y; gkAC such
that jjSjF 
Pk
i¼1giAijF jjpd3d4e:
Let fAF ; mAM and jjf þ mjj ¼ 1: Then jjmjj ¼ jjPðf þ mÞjjpjjPjj and
jjf jjpjjf þ mjj þ jjmjjp1þ jjPjj: Since AjM ¼ 0; we have
Tðf þ mÞ 
Xk
i¼1
giAiðf þ mÞ 
Xl
j¼1
bjBjðf þ mÞ




¼ Sðf þ mÞ 
Xk
i¼1
giAif



pjjSmjj þ Sf Xk
i¼1
giAif




pd1ejjmjj þ d3d4ejjf jj:
Thus jjT Pki¼1giAi Plj¼1bjBjjjpeðd1jjPjj þ d3d4ðjjPjj þ 1ÞÞ; and so M is hyper-
reﬂexive. &
3. Examples and corollaries
The example from [9], mentioned in the introduction shows also that there is no
constant in condition (2) for the hyperreﬂexivity of a ﬁnite-dimensional subspace
depending only on the dimension of the subspace. Below we give another example of
this kind.
Example 3.1. Let H ¼ C3 with the Hilbert norm. For e40 consider the operators
A1;e ¼ 1 00 1
 
"½e and A2;e ¼ 0 10 0
 
"½0: Let Me ¼ spanfA1;e; A2;eg: Clearly
dimMe ¼ 2: It is easy to verify that Me is reﬂexive for all e:
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Let T ¼ 1 0
0 0
 
"½0: For b; gAC we have
jjbA1;e þ gA2;e  T jj ¼
b 1 g
0 b
 
"½eb
  Xmaxfjb 1j; jbjgX12:
Thus distðT ;MeÞX12 for all e40:
Let x¼ a
b
 
"½cAH; jjxjj ¼ 1: If ba0 then distðTx;MexÞpjjab1A2;ex Txjj ¼ 0:
If b ¼ 0 then distðTx;MexÞpjjA1;ex  Txjj ¼ 00
 
"½ec
  pe: Thus aðT ;MeÞpe
and there is no constant C40 such that
distðT ;MeÞpC 
 aðT ;MeÞ
for all e40:
Now we consider ﬁnite-dimensional subspaces of BðHÞ; where H is a Hilbert
space. It is well known that BðHÞ is the dual of the trace class operators. IfM is a w-
closed subspace of BðHÞ; in particular if dimMoN; thenM is reﬂexive if and only
ifM>-F1ðHÞ is total inM> (see for example [2]). According to [2], a subspaceM
is called k-reﬂexive if M>-FkðHÞ is total in M>: In [12] it was shown that each
n-dimensional subspace is [
ﬃﬃﬃﬃﬃ
2n
p
]-reﬂexive ([
] denotes the integer part). For any
subspace MCBðHÞ and TABðHÞ; as it was suggested in [8], we can consider
akðT ;MÞ ¼ supfj/T ; tSj : tAM>; jjtjjp1; rank tpkg
(compare with (3)). As in [8] we can call the subspace MCBðHÞ k-hyperreflexive if
there is a constant C such that
distðT ;MÞpCakðT ;MÞ
for each operator TABðHÞ: We will show the following
Corollary 3.2. Let MCBðHÞ and dimM ¼ n: Then M is ½ ﬃﬃﬃﬃﬃ2np -hyperreflexive.
Proof. Let k ¼ ½ ﬃﬃﬃﬃﬃ2np : By MðkÞ we denote the k-th ampliﬁcation of M
MðkÞ ¼ S"y"S|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
k
: SAM
8<:
9=;CBðHðkÞÞ;
where HðkÞ is the direct sum of k-copies of H; HðkÞ ¼ H"y"H|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
k
: Since
dimM ¼ n; M is k-reﬂexive by [12, Theorem 12]. By [2, Corollary 2.8], MðkÞ is
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reﬂexive. Since dimMðkÞ ¼ n; it is also hyperreﬂexive. Hence [8, Theorem 3.5]
implies that M is k-hyperreﬂexive. &
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