Abstract-Clustering analysis of gene expression is characterized by the very high dimensionality and low cardinality of the data, and two important related topics are the validation and the estimate of the number of the obtained clusters. In this paper we focus on the estimate of the stability of the clusters. Our approach to this problem is based on random projections obeying the Johnson-Lindenstrauss lemma, by which gene expression data may be projected into randomly selected low dimensional subspaces, approximately preserving pairwise distances between examples. We experiment with different types of random projections, comparing empirical and theoretical distortions induced by randomized embeddings between euclidean metric spaces, and we present cluster-stability measures that may be used to validate and to quantitatively assess the reliability of the clusters obtained by a large class of clustering algorithms. Experimental results with high dimensional synthetic and DNA microarray data show the effectiveness of the proposed approach.
I. INTRODUCTION
Clustering methods may discover gene expression signatures related to specific biological processes or to specific diseases. Moreover unsupervised learning methods, exploiting the overall gene expression profile of a patient, may research and discover subclasses of pathologies that cannot be detected with traditional biochemical, histopathological and clinical criteria [4] .
Two of the main concerns with gene expression clustering analysis are the estimate of the number of clusters in a dataset, and the stability of the obtained clusters [3] . Indeed in many cases we have no sufficient biological knowledge to "a priori" evaluate both the number of clusters (e.g. the number of biologically distinct tumor classes), as well as the validity of the discovered clusters (e.g. the reliability of new discovered tumor classes).
Several approaches for assessing the reproducibility and stability of clustering patterns in gene expression data have been recently proposed [8] , [9] , [13] .
In this paper we present an approach that exploits the very high dimensionality and relatively low cardinality of gene expression data, using multiple random projections of the original data, to assess the reliability of the discovered clusters. The main idea behind our approach consists in evaluating the stability of the clusters discovered in the original high dimensional space comparing them with the clusters discovered in randomly projected lower [7] .
The proposed method is related to the Smolkin and Gosh [12] approach based on an unsupervised version of the random subspace method [5] . We extend the unsupervised random subspace approach to more general random projections, in the framework of random embeddings between euclidean spaces, and we propose a new cluster stability measure based on similarity between randomly projected data.
In the next section we present a brief introduction to randomized embeddings of metric spaces, focusing on random projections obeying the JL lemma. In Sect. III we compare the theoretical and empirical distortion induced by randomized embeddings using two high-dimensional synthetic data. Then in Sect. IV we present our approach to the estimate of cluster stability based on random projections, and we apply the proposed stability measures to both synthetic and "real" gene expression data.
For all the experiments presented in this paper we developed R functions and programs to implement both the random projections described in Sect.III and the stability measures described in Sect. IV.
II. DIMENSIONALITY REDUCTION AND RANDOMIZED EM BEDDINGS
Dimensionality reduction may be obtained by mapping points from a high to a low-dimensional space, approximately preserving some characteristics, i.e. the distances between points. In this context randomized embeddings with low distortion represent a key concept. Randomized embeddings have been successfully applied both to combinatorial optimization and data compression [6] .
A randontized embedding between L2 normed metric spaces with distortion 1 + r, with e > 0 and failure probability P is a distribution probability over mappings ,l : Rd ,-Rd , such that for every pair p, q C Rd, the following property holds with probability 1 -P: Consider now a data set represented by a d x n matrix X whose columns represent n d-dimensional observations. Suppose that d' = 4 log n/c2 << d; the JL lemma guarantees the existence of a d' x d matrix P such that the columns of the "compressed" data set Xp = PX have approximately the same distance (up to a distortion 1 + e) of the corresponding columns in X. Moreover there is a randomized algorithm that, having in input X, outputs XP in time 0(dd'n) with high confidence.
This fact suggests that we can speed-up algorithms for solving proximitv problems. Instances of a proximity problem are sets I c Rd (described by a data set X), and the goal consists in computing some properties defined in terms of distances between points in I: clustering is an example. In particular consider an algorithm A that, having as input a d x 'n data set X, outputs the solution of a proximity problem in time T(n, d). An approximate solution of the problem can be obtained by computing firstly the projection P and the "compressed" data set XP = PX, and finally by applying A to Xp. In this way the time complexity may be reduced from T(n, d) to (9(nd log'n) + T(n, 0(log n)).
III. DISTORTION INDUCED BY RANDOM PROJECTIONS
In this section we consider two random embeddings, proposed respectively in [l] and [5] . We estimate the distortions induced by the random embeddings with respect to high dimensional synthetic data, comparing them with the theoretical bounds predicted by the JL lemma.
A. Distortion measures Given a data set X C Rd and a map , : Rd -Rd , for
x, y E X the distortion dist,, (x, y) is defined:
Of course, di'st,1(x, y) = 1 means that no distortion is introduced. The maximum, minimum and average distortiont of 1i on X respectively are:
x,yE X,x$y B. Empirical estimation of distortions induced by randomiized maps In this section we estimate, given a data set X and a randomized map ,u, the expectation of the random variables nax.dist,,(X), 'ri'n.dist, ,(X) and ave.disti, (X) (eq. entries in {0, 1}, and with exactly one "1" per row and at most one "1" per column. It is worth noting that for a d x n data set X and a projection matrix P, the "compressed" data set Xp = PX can be computed in time 0('nd'), The JL lemma shows that we may generate relatively lowdistorted random projected data, and our experimental results show that we may also obtain empirical estimate of the expectation of the random variables max.dist, and min.dist IL that are better than the theoretical bounds.
Our aim is to exploit random projections to estimate stability of clusters, because random projections do not induce relevant distortions (as long as we-provide a projection into a sufficiently high-dimensional subspace).
A. Cluster stability measures Given a finite set X C Rd, we denote (with abuse of notation) with X the metric space < X, f >, where f(x, y) X -Y112, x,y E Rd. In the following of this section we consider a fixed random projection L: Rd -+ Rd that verifies the JL lemma (i.e. RP, Sect. III-B. l), and we propose a stability index for clustering by using a pairwise similarity matrix between the projected examples.
Let C be a clustering algorithm, that, having in input X, outputs a set of k clusters: C(X) =< Al, A2 ...,Ak >, Aj c X, 1 < j < k (5)
Then we compute a "similarity" matrix Ml, with indices in X, using the following algorithm: I) Generate t independent projections pui : Rd Rd, 1 < i < t, such that d' = log4 X+logt 2) Apply C to the new projected data 1ui(X), obtaining a set of clusterings, for 1 < i < t: C(pli(X)) =< B .,.....B' >I Bjl c Xi, I < j < k (6) where B' is the jth cluster of the ith clustering.
3) Set the elements AlIy of the similarity matrix:
where XBiS the characteristic function for the cluster Bj.
Since the elements Alixy measure the occurrences of the examples pi(x), JLi(y) E pi(X) in the same clusters BJ for 1 < i < t, then AVI represents the "tendency" of the projections to belong to the same cluster. It is easy to see that 0 < .lxy < 1, for each x, y E X.
With respect to the algorithm above we may observe: Remark 1. Since the failure probability is eQ(d C), similarly to eq.2 in Sect. II, by union bound we have, for all x, y E X,
Therefore for d' -(9 (logI-YL2+ogt), we obtain with high probability that all the projections preserve the distances between the elements in X up to a distortion 1 + e. Remark 2. A fuzzy similarity matrix may be obtained simply substituting in eq. 7 the characteristic function with a membership function and the algebraic product with a suitable t-norm.
In this way fuzzy or possibilistic clustering approaches may also be applied.
Using the similarity matrix Al (eq. 7) we propose the following stabilitv index s for a cluster A-:
Aifx, (8) IAil(lAil -) (X,y)EA,xAi, x(y The index s(Ai) estimates the stability of a cluster Ai in the original non projected space, by measuring how much the projections of the pairs (x, y) E A1 x Ai occur together in the same cluster in the projected subspaces. The 
In this case also we have that 0 < S(k) < 1, where k is the number of clusters.
B. Assessing cluster stability in synthetic and gene expression data We applied the stability measures proposed in the previous section to high dimensional synthetic and gene expression data, using the Ward's hierarchical agglomerative clustering algorithm [14] , and using as dissimilarity function the euclidean distance.
For each data set we computed the average stability index S(k) (eq. 9) for different number k of clusters, and the stability index s (eq. Tab. II shows the estimate of cluster stability for the DLBCL-FL data set. Note that in the first column of Tab. II the clusters are labeled with numbers, and these number assignments correspond to left-to-right clusters in the dendrogram of Fig. 3 . The average S index is slightly larger when the hierarchical clustering dendrogram is cut at 2 clusters level (Fig. 3 ), but comparable (even if lower) values are also registered with 3, 4 and 5 clusters. In this case indeed the 
