In this paper, we study simple algorithms for tracking objects in a video sequence, based on the selection of landmark points representative of the moving objects in the first frame of the sequence to be analyzed. The movement of these points is estimated using a sparse optical-flow method. Methods of this kind are fast, but they are not very robust. Particularly, they are not able to handle the occlusion of the moving objects in the video. To improve the performance of optical flow-based methods, we propose the use of adaptive filters and neural networks to predict the expected instantaneous velocities of the objects, using the predicted velocities as indicators of the performance of the tracking algorithm. The efficiency of these strategies in handling occlusion problems are tested with a set of synthetic and real video sequences.
Introduction
Video tracking deals with the problem of following moving objects across a video sequence [1] , and it has many applications as, for example, in traffic monitoring and control [2, 3] , robotic tasks, surveillance, etc. Simple algorithms for video tracking are based on the selection of regions of interest in the first frame of a video sequence, which are associated with moving objects to be followed and a system for estimating the movement of these regions across the sequence. More demanding methods impose constraints on the shape of the tracked objects [3, 4] , or use methods to separate the moving objects from the background of the images [5, 6] . Most of these more demanding algorithms deal with partial occlusion of the moving objects, that is, the algorithms are not lost when the target temporarily disappears from the frame and they resume correctly when the target reappears. Generally, these kind of algorithms include an a priori training on the possible shape of the object to be followed, and occlusion is handled by following the movement of the contour. This is expensive from the computational point of view and makes these algorithms difficult to implement in a real-time application.
We have used adaptative filters [7, 8] and neural networks to predict the velocities of the object to track. These expected velocities are compared with the ones computed with the optical flow method and are used as indicators of the performance of the method. If the optical flow method fails to compute reasonable values for the velocities, the velocity values predicted by the filter can be used as reliable values for the velocities of the object. A system of this kind can be useful in different applications, such as economic systems for traffic monitoring and control using images provided by cameras installed on the roads [2] .
Optical flow
For computing the optical flow of a frame of a video sequence, it is necessary to assume that intensity variations of the image are only caused by displacements of the objects, without considering other causes such as changes of illumination. This hypothesis, proposed initially by Horn and Schunck [9] , supposes that the present intensity structures in the image, at a local level, stay constant throughout the time, at least during small temporal intervals. Formally, if I (x, t) = I (x(t), y(t), t) denotes the continuous space-time intensity function of an image, it has to be fulfilled that
By expanding the right-hand side of Eq. (1) using its Taylor series yields
that is,
where O 2 (∆t) are the 2nd and higher order terms, which are assumed to be negligible. Finally, applying the Chain rule, we obtain the optical flow equation
or, in another way
where I x , I y are the components of the spatial gradient ∇ I , I t denotes partial differentiation with respect to time and v = (u, v) denotes the components of the image velocity field. The distribution of the velocity in each point of the image is known as the optical flow. Constraint (5) is not sufficient for solving the optical flow equation for a given frame. The problem is ill-posed because we have to compute two components, u and v, and we only have one equation. This phenomenon is known as the aperture problem. It is necessary to consider additional restrictions on the problem to estimate the motion at every image location.
There are many techniques for computing the optical flow, which differ from each other in the different assumptions that are taken into account to determine the solution. In our analysis, we use the technique proposed by Lucas and Kanade in 1981 [10] .
Lucas and Kanade algorithm
The algorithm proposed by Lucas and Kanade uses a local constant model of velocity, obtaining good results in different applications [11] [12] [13] . It is based on supposing that the values of the optical flow in a local neighborhood, R, to be constant, minimizing the following expression
where W (x, y) denotes a window function and R is a spatial neighborhood. Eq. (6) has the following solution [14] 
where, for n points (x i , y i ) in R at a moment t,
We can track a window from frame-to-frame if the system (7) represents good measurements, and if it can be solved reliably. This means that the 2 × 2 coefficient matrix A T W 2 A of the system must be both above the image noise level and well conditioned. In turn, the noise requirement implies that both eigenvalues of A T W 2 A must be large, while the conditioning requirement means that they cannot differ by several orders of magnitude. In practice, if the two eigenvalues of A T W 2 A are λ 1 and λ 2 , we accept a window if min(λ 1 , λ 2 ) > λ, where λ is a predefined threshold.
Adaptative filters
To obtain an indicator of the performance of the tracking algorithm, each component of the velocity estimated by using the optical flow, for the different frames of a sequence, is considered as a time series. We use adaptive filters to predict instantaneous velocities in order to compare them with the velocities obtained by using the optical flow algorithm.
An adaptive filter is a filter which self-adjusts its transfer function according to an optimizing algorithm. Because of the complexity of the optimizing algorithms, most adaptive filters are digital filters that perform digital signal processing and adapt their performance based on the input signal. In our work, we concentrate on the recursive least squares (RLS) filter [8] .
RLS filter
We start from a signal x n , n = 0, . . . , N T , and we assume for the signal an AR( p) model
Assuming this model for k = p, . . . , N , we obtain the system of equations
where
. . .
The model coefficients, (a j ) N , are obtained as those coefficients that make minimum the error function
We have introduced the weights matrix
where 0 < λ ≤ 1 is a constant that controls the importance of the error function J N of the older samples of the signal, and is called the forgetting factor of the method. The coefficients a N are the solutions of the equation
Let us consider now N + 1 samples of the signal. The system (12) becomes
]. a N +1 will be the coefficients that minimize the new error function
The solution of this problem is
To obtain the inverse of matrix C T N +1 Λ N +1 C N +1 is an expensive process from the computational point of view, especially when a large number of samples are considered. To overcome this problem, we take into account that
. By using the inversion lemma [15] (A + B D)
Introducing the notation
, we obtain the recurrence
Therefore, using (16), we can write
To use the recursive least square (RLS) method, we first perform an initialization step, considering N in samples of the signal and computing
After this step, the following recursion is used
for N = N in , . . . , N T , obtaining in this way a new set of coefficients for the AR( p) model each time a new sample of the signal is considered. This kind of autoregressive method, where the coefficients change in time, is called a Dynamic Autoregressive method of order p, DAR( p) [16] . In order to combine adaptative filters with the optical flow calculation, we follow the next steps:
(1) We calculate the optical flow for N in frames by using the Lucas and Kanade algorithm. In this way, we obtain
. These values are used to initialize the filter coefficients. 
Neural networks
Another methodology that can be used to predict the values of the velocities in the image are neural networks. Artificial neural networks are composed of a number of nonlinear computational elements which operate in parallel and are arranged in a manner reminiscent of biological neural interconnections. These networks are able to approximate functions and to capture the dynamics of time-varying systems. Neural networks have been widely used in the field of signal processing, as they can be considered as massively interconnected nonlinear adaptive filters. In this section, we study a Multilayer Perceptron (MLP) network [17] .
Multilayer Perceptron
A multilayer perceptron (MLP) is a network of simple neurons called perceptrons. The basic concept of a single perceptron was introduced by Rosenblatt in 1958 [18] . The perceptron computes a single output from multiple realvalued inputs by forming a linear combination according to its input weights, and then possibly putting the output through some nonlinear activation function. Mathematically this can be written as
where W i j are the weights, x j are the inputs, θ i are the bias, and f is the activation function. The perceptrons can be used as the building blocks of a larger and more practical structure. A typical multilayer perceptron network consists of a set of source nodes forming the input layer, one or more hidden layers of computation nodes, and an output layer of nodes (see Fig. 1 ). The input signal propagates through the network layer-by-layer. The computations performed by such a feedforward network with a single hidden layer with nonlinear activation functions and a linear output layer can be written mathematically as
where x i are the network inputs, y j are the hidden layer inputs and z k the network outputs, w ji and w k j are the hidden layer and output layer weights, and θ j and θ k are the bias. Pairs (x µ k , t µ k ) will be the patterns to train the network. The particular activation function f we have used is
To train a neural network to perform some task, we must adjust the weights of each unit in such a way that the error between the desired output and the actual output is reduced. The supervised learning problem of the MLP can be solved with the back-propagation algorithm [19] . The algorithm consists of two steps. In the forward step, the predicted outputs corresponding to the given inputs are evaluated as in Eq. (21). In the backward step, partial derivatives of the cost function with respect to the different parameters are propagated back through the network. The Chain rule of differentiation gives very similar computational rules for the backward step as the ones in the forward step. The network weights can then be adapted using any gradient-based optimization algorithm. The whole process is iterated until the weights have converged.
We started from
if we suppose θ k = w k0 , θ i = w i0 , y 0 = −1 and x 0 = −1. The quadratic error is
In this way, the network weights can be adapted by the recurrences
where is the learning rate. That is,
In order to predict the velocities of the objects by using an MLP network, we follow the next steps:
(1) We calculate the optical flow for N in + N ent frames by using the Lucas and Kanade algorithm, where N in is the number of patterns to be used for training the neural network and N ent is the number of network inputs. We use two different networks for the x-axis and the y-axis. In this way, we have the next N in patterns for each network:
We use these patterns to train the network. 
with µ = 1, . . . , N in
Numerical results
The two methods explained above have been used to analyze synthetic and real video sequences. The result has been satisfactory, since the algorithms have allowed to track the objects along the whole sequence.
In all the examples, we have used windows of 7 × 7 pixels to calculate the optical flow by using the Lucas and Kanade algorithm. The point to track has been selected by indicating to the program the zone where the object that we want to track is. In a final application, we would select a greater number of points of the image, discarding those that did not have movement. In this way, we would only consider the points that belong to objects in movement.
Parameter values are a critical factor for the correct operation of the proposed algorithms. A very small value of the tolerance will cause the methods to select predicted velocities when there is no obstacle. On the other hand, a large value of the tolerance will mean that the methods cannot detect any occlusion.
We will analyze this problem by using the example observed in Fig. 2 . It consists of an object with a horizontal movement and a velocity vel pixels per frame.
We have calculated |v o f x − v nn x | for vel = 2, vel = 3 and vel = 4 pixels per frame for the different frames of the sequence. The results can be observed in Fig. 3 . We can see that there are two different peaks for each value of vel that corresponds with the input and output frontiers of the obstacle. In these points, there are two discontinuities that produce a large error in the calculation of the optical flow. These peaks will always be detected. If we analyze what happens in the region corresponding to the transition of the object through the obstacle, we obtain the Fig. 4 . The same kind of argument is valid for the predicted values of the velocity with the recursive filter. In the different sequences that have been analyzed, we have used a value of k = 0.75.
In Fig. 5 , we can observe different frames of a synthetic video sequence that consists of an object that follows a curved trajectory passing under an obstacle. Another example is shown in Fig. 6 . We can see an urban route where there is a partial vehicle occlusion because of a street light. In these two examples, occlusions have been handled by using an RLS filter. We have used a value of N in = 7 frames, an order filter of 2 and a forgetting factor of λ = 0.99.
In both sequences, without using the RLS filter, an error occurs when the object arrives at the obstacle. As we can see, by using the RLS filter, objects can be tracked along the whole sequences.
We have calculated the same examples using a MLP network. In this case, we have used a value of N in = 5 and a network with N ent = 7 inputs and N oc = 3 neurons in the hidden layer. Tolerance values are the same as that in the previous case. In both Examples, the results are similar to the ones obtained with the RLS filter.
Both methods have been demonstrated to be very efficient to handle occlusion but, because of their adaptability and tolerance to noisy data, we will concentrate on neural networks in our future work.
Conclusions
In this article, we have analyzed the occlusion problem in object tracking in a video sequence. We have proposed the use of adaptive filters and neural networks to predict the target movement and approximate its trajectory when the target disappears.
On the other hand, we study the effect that parameter values produce in the performance of the method, obtaining an optimal tolerance value. Finally, we have shown two examples that verify the efficiency of the algorithms.
In future, we will continue to work with neural networks because they offer more adaptability and tolerance to noisy data than recursive filters.
