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1Re´sume´
Cette the`se traite de deux proble`mes en ge´ome´trie hyperbolique re´elle et complexe.
On e´tudie dans un premier temps des structures ge´ome´triques sur des espaces de
modules de me´triques plates a` singularite´s coniques sur la sphe`re. D’apre`s des travaux de
W. Thurston, l’espace de modules des me´triques plates sur S2 a` n singularite´s coniques
d’angles donne´s admet une structure de varie´te´ hyperbolique complexe non comple`te,
dont le comple´te´ me´trique est une varie´te´ conique hyperbolique complexe. On e´tudie dans
cette the`se des formes re´elles de ces espaces complexes en se restreignant a` des me´triques
invariantes par une involution. On de´crit une structure hyperbolique re´elle sur les espaces
de modules de me´triques plates syme´triques a` 6 (respectivement 8) singularite´s d’angles
e´gaux. On de´crit les composantes connexes de ces espaces comme ouverts denses d’orbifolds
hyperboliques arithme´tiques. On montre que les comple´te´s me´triques de ces composantes
connexes admettent un recollement naturel, dont on e´tudie la structure.
La deuxie`me partie de cette the`se traite des ensembles limites de groupes discrets
d’isome´tries du plan hyperbolique complexe. On construit le premier exemple explicite de
sous-groupe discret de PU(2,1) dont l’ensemble limite est home´omorphe a` l’e´ponge de
Menger.
2Abstract
This thesis is concerned with two problems in real and complex hyperbolic geometry.
The first problem is the study of geometric structures on moduli spaces of flat metrics
on the sphere with cone singularities. W. Thurston proved that the moduli space of flat
metrics on S2 with n singularities of given angles forms a non complete complex hyperbolic
manifold, and that its metric completion is a complex hyperbolic cone-manifold. In this
thesis we study real forms of these complex spaces by restricting our attention to metrics
that are invariant under an involution. We describe a real hyperbolic structure on moduli
spaces of flat symmetric metrics of 6 (respectively 8) singularities of same angle. We
describe explicitly the connected components of these spaces as dense open subsets of
arithmetic hyperbolic orbifolds. We show that the metric completions of these components
admit a natural gluing, and we study the structure of the glued space.
The second part of this thesis is devoted to the study of limit sets of discrete subgroups
of the isometry group of complex hyperbolic plane. We construct the first known explicit
example of a discrete subgroup of PU(2,1) which admits a limit set homeomorphic to the
Menger curve.
3Zusammenfassung
Diese Dissertation behandelt zwei Probleme der reellen und komplexen hyperbolischen
Geometrie.
Im ersten Teil studieren wir geometrische Strukturen auf Modulra¨umen von flachen
Metriken auf der Spha¨re mit konischen Singularita¨ten. W. Thurston hat gezeigt, dass der
Modulraum solcher Metriken auf S2 mit n konischen Singularita¨ten von vorgegebenen
Winkeln eine nicht vollsta¨ndige komplexe hyperbolische Mannigfaltigkeit bildet. Die Ver-
vollsta¨ndigung dieser Mannigfaltigkeit ist eine komplexe hyperbolische konische Mannigfal-
tigkeit. In dieser Arbeit betrachten wir Metriken, die unter einer Involution invariant sind :
der Modulraum solcher Metriken hat dann eine reelle Struktur. Wir beschreiben eine reell-
hyperbolische Struktur auf Modulra¨umen von flachen symmetrischen Metriken mit 6 (bzw.
8) Singularita¨ten von gleichem Winkel. Die Zusammenhangskomponenten dieser Ra¨umen
werden explizit als dichte offene Teilmengen von arithmetischen reell-hyperbolischen Orbi-
folds beschrieben. Wir zeigen, dass die Vervollsta¨ndigungen dieser Komponenten verklebt
werden ko¨nnen, und untersuchen die Struktur des verklebten Raums.
Der zweite Teil dieser Dissertation bescha¨ftigt sich mit dem Studium der Limesmengen
von diskreten Untergruppen der Isometriegruppe der komplex-hyperbolischen Ebene. Wir
konstruieren das erste explizite Beispiel einer diskreten Untergruppe von PU(2,1), dessen
Limesmenge homo¨omorph zur Menger-Kurve ist.
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Introduction
Cette the`se traite de deux proble`mes distincts en ge´ome´trie hyperbolique re´elle et
complexe. Le premier consiste en l’e´tude d’espaces de modules de certaines me´triques
plates a` singularite´s coniques sur la sphe`re. On de´crit une structure hyperbolique re´elle sur
ces espaces de modules, pour laquelle leurs composantes connexes sont des ouverts denses
d’orbifolds hyperboliques re´els non compacts de volume fini. Les comple´te´s me´triques de
ces composantes connexes admettent un recollement naturel, dont on e´tudie la structure.
Le deuxie`me the`me e´tudie´ dans cette the`se traite des ensembles limites de groupes
discrets d’isome´tries du plan hyperbolique complexe H2C. On construit le premier exemple
explicite de sous-groupe discret de PU(2,1) dont l’ensemble limite est home´omorphe a`
l’e´ponge de Menger, et on en de´duit l’existence d’une famille continue a` trois parame`tres
re´els de groupes (non conjugue´s) ve´rifiant cette proprie´te´.
La suite de l’introduction pre´sente le contexte et les motivations de chacun de ces
proble`mes, traite´s de fac¸on inde´pendante dans la the`se. On e´voque aussi un de´nominateur
commun a` ces deux the`mes : l’aspect effectif des travaux effectue´s.
Espaces de modules de me´triques sur la sphe`re
Configurations de points sur CP1 A la fin du XIXe`me sie`cle, Picard [Pic85] construit
une famille de re´seaux du groupe des isome´tries du plan hyperbolique complexe PU(2,1),
en ge´ne´ralisant des travaux de Schwarz [Sch73] a` la dimension supe´rieure. Ces re´seaux
sont parmi les premiers construits dans PU(2,1). Ils sont obtenus comme groupes de
monodromie de certaines fonctions hyperge´ome´triques a` deux variables, dont les poids
ve´rifient une condition d’inte´gralite´. La liste exacte de tous les re´seaux obtenus est donne´e
par Le Vavasseur [LV93]. Pre`s d’un sie`cle plus tard, ces travaux sont repris et e´tendus par
Terada [Ter83], puis par Deligne et Mostow [DM86], a` des fonctions hyperge´ome´triques a`
n variables.
Soit µ = (µ1, . . . , µn) un ensemble de poids ve´rifiant 0 < µk < 1 pour tout 1 ⩽ k ⩽ n, et∑nk=1 µk = 2. Pour tous a, b ∈ {1, . . . , n} et z1, . . . , zn ∈ CP1 deux a` deux disjoints, on note
(en reprenant les notations de l’article d’exposition de Parker [Par09])
Fab(z1, . . . , zn) = ∫ zb
z=za
n∏
k=1(ζ − zk)−µkdζ
ou` le chemin d’inte´gration ne rencontre les zk qu’a` ses extre´mite´s. Les fonctions Fab sont
conside´re´es seulement a` composition avec un e´le´ment de PGL(2,C) pre`s : on obtient donc
des fonction multivalue´es
Fab ∶ Q→ C,
ou` Q = {(z1, . . . , zn) ∈ (CP1)n ∣ zk ≠ zj si k ≠ j}/PGL(2,C) est l’espace des configurations
de n points sur la sphe`re de Riemann. Les fonctions Fab admettent un rele`vement uni-
11
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value´ a` Q˜, le reveˆtement universel de Q. L’espace vectoriel engendre´ par les Fab est de
dimension n − 2, et les Fab ne s’annulent pas simultane´ment (voir [DM86, Loo07]). Apre`s
projectivisation, on peut donc de´finir une fonction univalue´e
ωµ ∶ Q˜→ CPn−3
Le groupe fondamental de Q agit par monodromie sur CPn−3, son action est line´aire
et pre´serve une forme hermitienne de signature (n − 3,1) (ce point utilise la the´orie de
Hodge) : le groupe de monodromie Γ est donc a` valeurs dans PU(n − 3,1). Deligne et
Mostow [DM86] donnent une condition sur µ pour que Γ soit un re´seau de PU(n − 3,1)
(ge´ne´ralisation de celle de Picard) :
The´ore`me 0.0.1 ([DM86]). Si µ = (µ1, . . . , µn) comme ci-dessus ve´rifie la condition
supple´mentaire
(1 − µk − µj)−1 ∈ Z pour tous µk, µj ∈ µ tels que k ≠ j et µk + µj < 1
alors le groupe de monodromie Γ est un re´seau de PU(n − 3,1).
Cette condition d’inte´gralite´ est ensuite affaiblie par Mostow [Mos86] : lorsque deux
poids sont e´gaux, une condition de semi-inte´gralite´ est suffisante pour obtenir un re´seau.
Ceci donne alors une liste de 94 re´seaux hyperboliques complexes, de la dimension 2 (ou`
l’on retrouve les re´seaux de Picard [Pic85]) a` la dimension 9.
Espaces de modules de me´triques sur la sphe`re Ces re´seaux sont retrouve´s par
Thurston [Thu98] de fac¸on plus e´le´mentaire (en particulier, sans utiliser la the´orie de
Hodge), par l’e´tude de l’espace de modules de me´triques plates a` singularite´s coniques
sur la sphe`re. Soient θ1, . . . , θn ∈]0,2pi[ : une me´trique plate a` n singularite´s coniques sur
S2 d’angles θ1, . . . , θn (voir de´finition 2.1.1) est une me´trique localement isome´trique a`
la me´trique euclidienne sur R2, sauf en n points (xk)1⩽k⩽n qui admettent un voisinage
modele´ sur un coˆne euclidien d’angle θk, 1 ⩽ k ⩽ n. La courbure ck de la singularite´ xk est
de´finie comme le de´faut angulaire ck = 2pi − θk. Dans ce cas, la formule de Gauss-Bonnet
assure que les angles θk ve´rifient la condition suivante : ∑nk=1(2pi − θk) = ∑nk=1 ck = 4pi. Les
polye`dres convexes euclidiens de´terminent par exemple des me´triques plates sur la sphe`re :
les singularite´s sont les sommets du polye`dre, et l’angle en une singularite´ est e´gale a` la
somme des angles des diffe´rentes faces en ce sommets. Le the´ore`me d’Alexandrov (voir
the´ore`me 2.1.2, ou [Ale05]) assure en fait que toute me´trique plate sur S2 provient d’un
polye`dre convexe de R3.
Thurston e´tudie l’espace de modules des me´triques plates a` n singularite´s d’angles
donne´s, a` isome´tries pre´servant l’orientation et homothe´ties pre`s. Noter que les singu-
larite´s ne sont pas marque´es : les isome´tries conside´re´es ne pre´servent pas force´ment la
nume´rotation des singularite´s. La construction d’une structure hyperbolique complexe sur
cet espace de modules est base´e sur le de´veloppement des me´triques sur le plan euclidien.
Soient θ1, . . . , θn des angles ve´rifiant la condition de Gauss-Bonnet, et M une me´trique
plate d’angles θ1, . . . , θn. M admet une triangulation ge´ode´sique dont les sommets sont
les singularite´s de la me´trique. Cette triangulation peut eˆtre de´veloppe´e dans R2 : l’ap-
plication de´veloppante est bien de´finie de M˜ ′, le reveˆtement universel de M prive´e des
singularite´s, vers R2. A chaque areˆte e de la triangulation sur M˜ ′, on peut associer le
nombre complexe Z(e) donne´ par le vecteur image de e dans R2 ≃ C. L’application Z est
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appele´e cocycle : la somme des images des areˆtes bordant un triangle est nulle. La partie
orthogonale de l’holonomie de la structure euclidienne sur M˜ ′ agit sur les cocycles. Des pe-
tites perturbations du cocycle Z donnent des me´triques “proches” de M . Un changement
de triangulation, ou changement de cartes, modifie le cocycle de fac¸on line´aire.
L’espace des cocycles d’angles θ1, . . . , θn est de dimension complexe n−2 : e´tant donne´e
une triangulation, il suffit de connaˆıtre le cocycle sur n − 2 areˆtes pour de´terminer toutes
les autres. L’aire d’une me´trique M s’exprime en fonction du cocycle, et c’est une forme
hermitienne de signature (1, n−3). Les changements de cartes sont line´aires, et pre´servent
la forme d’aire puisqu’ils correspondent simplement a` des mouvements de type “couper-
coller” dans le plan. Ils sont donc a` valeurs dans PU(1, n − 3). Apre`s passage au quotient
par les homothe´ties, on en de´duit que l’espace de modules M(θ1, . . . , θn) des me´triques
d’angles donne´s admet une structure de varie´te´ hyperbolique complexe de dimension n−3 :
il est modele´ sur l’espace hyperbolique complexe Hn−3C .
Cette structure n’est pas comple`te : sous certaines conditions sur les angles, la distance
entre deux singularite´s peut tendre vers 0 tout en restant a` distance finie dans l’espace de
modules. Le re´sultat de Thurston sur le comple´te´ me´trique de l’espace de modules est le
suivant :
The´ore`me 0.0.2 ([Thu98]). Soient θ1, . . . , θn des angles ve´rifiant la condition ∑nk=1(2pi −
θk) = 4pi. On note ck = 2pi − θk les courbures associe´es. L’espace de modules des me´triques
plates a` n singularite´s d’angles θk est une varie´te´ hyperbolique complexe de dimension
n − 3, dont la comple´tion me´trique est une coˆne-varie´te´ hyperbolique complexe de volume
fini. Cette coˆne-varie´te´ est un orbifold si et seulement si pour tous ck, cj, i ≠ j, tels que
ci + cj < 2pi, l’une des deux proprie´te´s suivantes est ve´rifie´e :
— 2pi/(2pi − ci − cj) est un entier,
— si ci = cj, 2pi/(2pi − ci − cj) est de la forme k/2, ou` k est un entier.
Ces conditions correspondent exactement aux conditions de Deligne et Mostow : la
courbure ck d’une singularite´ est le pendant du poids µk, via la relation ck = 2piµk (voir
aussi [Par09]). Lorsque le comple´te´ est un orbifold, c’est un quotient de l’espace hyperbo-
lique complexe par un re´seau. La liste des re´seaux ainsi obtenue est exactement celle des
travaux de Deligne et Mostow.
Le lien entre les deux approches peut eˆtre souligne´ par les travaux de Troyanov [Tro86,
Tro91] sur les me´triques satisfaisant des conditions de courbure sur des surfaces de Rie-
mann. La sphe`re n’admet qu’une seule structure conforme, et le re´sultat est alors le sui-
vant : e´tant donne´s n points z1, . . . , zn sur S2 ≃ C ∪ {∞}, et des angles θ1, . . . , θn, il existe
une unique me´trique plate (a` homothe´tie pre`s) dont les singularite´s sont d’angles θk en les
zk. Elle est donne´e par
ds2 = n∏
k=1 ∣ζ − zk∣−2µk ∣dζ ∣2, ou` 2piµk = 2pi − θk
Kojima [Koj01] de´crit aussi la relation entre [DM86] et [Thu98], via une ge´ne´ralisation de
la formule de Schwarz-Christoffel (e´voque´e aussi dans [Thu98]).
De nombreux travaux sont base´s sur ces espaces de modules, avec l’un ou l’autre des
points de vue (monodromie des fonctions hyperge´ome´triques ou me´triques plates a` singula-
rite´s coniques). Une approche peut eˆtre de de´crire et e´tudier plus pre´cise´ment les re´seaux
obtenus : Parker et Boadi ([Par06, PB15]) construisent par exemple via la me´thode de
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Thurston des domaines fondamentaux explicites pour une famille de re´seaux obtenus dans
le cas de 5 singularite´s. Matsumoto et Yoshida [MY93] de´crivent le re´seau de PU(5,1)
correspondant a` 8 points de CP1 de meˆme poids comme sous-groupe de congruence d’un
groupe modulaire. D’autres travaux e´tudient des ge´ne´ralisations de ces espaces de modules
a` des contextes diffe´rents. On peut citer par exemple Troyanov [Tro07], qui e´tudie l’espace
de modules des me´triques plates a` singularite´s coniques sur des surfaces sans restriction
de genre, ou Veech [Vee93] pour lequel le genre est quelconque et les singularite´s peuvent
eˆtre d’angle supe´rieur a` 2pi.
Versions re´elles de ces espaces de modules Les travaux de Deligne, Mostow et
Thurston donnent une structure hyperbolique complexe aux espaces de modules de confi-
gurations de points sur CP1 ou de polye`dres euclidiens. Il existe en paralle`le une litte´rature
abondante sur des version re´elles de ces objets. Dans le cadre de Deligne-Mostow, il s’agit
en ge´ne´ral d’e´tudier l’espace de modules de configurations de points sur l’espace projectif
re´el RP1 [AY98, Yos98, KNY99, YNK02, MN00]. Leur e´quivalent du point de vue de la
me´thode de Thurston est l’e´tude de polygones dans le plan. En effet, un polygone du
plan recolle´ a` une copie de lui-meˆme le long de son bord donne un polye`dre de´ge´ne´re´. Un
tel polye`dre est invariant par la re´flexion qui e´change les deux copies du polygone. Cette
re´flexion joue le meˆme roˆle que la conjugaison complexe dans le cadre des points sur CP1.
Un premier exemple d’espace de modules d’hexagones est donne´ dans [Thu98], section 1.
Noter que les polygones sont suppose´s marque´s dans ces travaux : les isome´tries doivent
pre´server la nume´rotation des sommets.
Bavard et Ghys [BG92] e´tudient les espaces de modules de polygones convexes marque´s
du plan dont la suite des directions des coˆte´s est fixe´e. Si les directions sont paralle`les aux
coˆte´s d’un n-gone convexe, alors l’espace de modules des n-gones correspondant est un
polye`dre hyperbolique re´el de dimension n− 3 et de volume fini. Sous certaines conditions
sur les directions (qui peuvent eˆtre vues comme des analogues de la condition d’inte´gralite´
des the´ore`mes 0.0.1 et 0.0.2), les polye`dres obtenus sont de Coxeter. En particulier, Bavard
et Ghys retrouvent la liste des orthosche`mes de Im Hof [IH90]. Parmi d’autres travaux sur
les espaces de polygones qui admettent une uniformisation hyperbolique re´elle, on peut
citer aussi [KM95] (polygones dont les coˆte´s sont de longueurs fixe´es), [KY93] (e´toiles a` 5
branches), [AY99] (hexagrammes).
L’article de Fillastre [Fil11] retrouve les re´sultats de Bavard et Ghys a` l’aide de
la the´orie des volumes mixtes, et montre comment, e´tant donne´ un ensemble d’angles{α1, . . . , αn}, les orthosche`mes obtenus a` partir des diffe´rents ordres cycliques sur cet en-
semble se recollent de fac¸on naturelle. L’espace recolle´ est un sous-espace re´el de l’espace de
modules complexe des me´triques d’angles {2α1, . . . ,2αn} (dans cet espace les singularite´s
sont marque´es, c’est donc un reveˆtement des espaces de Thurston). Ce sous-espace est une
forme re´elle de l’espace complexe : c’est l’ensemble des points fixes d’une isome´trie invo-
lutive qui renverse l’orientation, et qui peut eˆtre de´crite comme la re´flexion des polye`dres
par rapport a` un plan.
Configurations de points stables par conjugaison complexe Il est possible de
conside´rer des espaces plus larges admettant une structure re´elle. Conside´rons d’abord
le cas des configurations de points sur CP1 : les points re´els sont les points fixes de la
conjugaison complexe, mais on peut aussi conside´rer les ensembles de points globalement
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stables par conjugaison. C’est l’objet de l’article d’Allcock, Carlson et Toledo [ACT07] sur
les sextiques re´elles (qui donne une version simple de leur proble`me original, l’e´tude de
l’espace de modules des surfaces cubiques re´elles, voir [ACT10]). Les sextiques re´elles sont
des polynoˆmes homoge`nes re´els de degre´ six a` deux variables. Elles sont conside´re´es modulo
l’action de PGL(2,R). Une sextique est caracte´rise´e par ses racines (homoge`nes) dans
CP1. Les racines d’une sextique re´elle ne sont pas force´ment re´elles, mais sont stables par
conjugaison complexe : une sextique re´elle admet 6 racines dans CP1, re´elles ou complexes
conjugue´es. Leur e´tude est relie´e a` celle des configurations de 6 points (non marque´es) sur
CP1 a` poids e´gaux. L’espace de modules des sextiques re´elles lisses (i.e. dont toutes les
racines sont distinctes) admet l’uniformisation hyperbolique re´elle suivante :
The´ore`me 0.0.3 ([ACT07]). Soit MRj l’espace de modules des sextiques re´elles lisses
admettant j paires de racines conjugue´es, 0 ⩽ j ⩽ 3. Pour chaque 0 ⩽ j ⩽ 3, MRj est
home´omorphe a` un orbifold H3R/Γj prive´ de certaines hypersurfaces, ou` Γj est un re´seau
arithme´tique non cocompact de Isom(H3R).
L’espace de modules des sextiques re´elles admettant des racines de multiplicite´ au plus 2
(dites stables), note´ MRs , est home´omorphe a` un orbifold H3R/ΓR, ou` ΓR est un re´seau non
cocompact non arithme´tique. L’orbifold H3R/ΓR est obtenu en recollant les H3R/Γj suivant
les hypersurfaces oˆte´es, qui correspondent aux sextiques admettant des racines doubles.
Les Γj sont des groupes de Coxeter (ou d’indice 2 dans des groupes de Coxeter) de la
forme O(qj ,Z), ou` les qj sont des formes quadratiques de signature (3,1).
Dans sa the`se [Chu06] (et l’article [Chu11] qui en est tire´), Chu adapte la construction
d’Allcock, Carlson et Toledo au cas des octiques re´elles, polynoˆmes homoge`nes de degre´
huit a` deux variables. Les composantes de l’espace de modules admettent a` nouveau une
structure d’orbifold hyperbolique re´elle (non comple`te), mais le recollement des comple´te´s
me´triques des composantes ne donne pas la structure d’obifold attendue :
The´ore`me 0.0.4 ([Chu11]). L’espace de modules des octiques re´elles lisses admet cinq
composantes, home´omorphes a` des orbifolds arithme´tiques H5R/Γj prive´s d’hypersurfaces
correspondant aux octiques admettant des racines doubles. Les Γj sont commensurables
a` des groupes de Coxeter du type O(qj ,Z), ou` les qj sont des formes quadratiques de
signature (5,1).
L’espace de modules des octiques stables (i.e. admettant des racines de multiplicite´ au
plus 2) est obtenu en recollant ces composantes suivant les hypersurfaces oˆte´es, mais ce
recollement n’induit pas de structure d’orbifold hyperbolique : certains points admettent un
angle conique de 3pi/4, qui n’est pas un sous-multiple de 2pi.
Les re´sultats d’Allcock, Carlson, Toledo et Chu sont base´s sur la ge´ome´trie alge´brique
et la the´orie ge´ome´trique des invariants.
Objectifs de ce the`me et re´sultats Dans le cadre des espaces de modules de me´triques
plates singulie`res sur S2 (ou de polye`dres convexes de R3), la conjugaison complexe cor-
respond a` la re´flexion par rapport a` un plan, voir [Fil11] p.50-51. Les points fixes de
cette involution dans l’espace de modules sont les polye`dres obtenus comme deux copies
d’une “pyramide” (convex cap dans l’article de Fillastre) recolle´es suivant leur bord. Une
des questions d’ouverture a` la fin de l’article [Fil11] est la suivante (question 4, p.51) :
est-il possible de de´crire une structure hyperbolique (re´elle) sur l’espace de modules des
pyramides d’angles fixe´s ?
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L’objectif de la premie`re partie de cette the`se est de re´pondre a` la question de Fillastre
dans le cas des me´triques a` 6 (respectivement 8) singularite´s d’angles e´gaux : on de´crit
une structure hyperbolique re´elle sur l’espace de modules des me´triques plates a` 6 (resp.
8) singularite´s coniques d’angles e´gaux admettant une syme´trie (voir de´finition 2.1.3),
en adaptant la me´thode de´crite par Thurston au de´but de [Thu98] (voir aussi [Par06]
et [PB15]).
Dans le cas des me´triques a` six singularite´s, on retrouve par une me´thode e´le´mentaire
les re´sultats de [ACT07], voir le the´ore`me 2.3.16. Applique´e aux me´triques a` huit sin-
gularite´s, cette me´thode permet d’obtenir une description pre´cise des composantes de
l’espace de modules, et de l’obstruction au recollement de ces composantes. Les outils
utilise´s donnent des re´sultats plus fins que ceux obtenus par Chu [Chu11, Chu06] dans le
contexte des octiques re´elles. Les re´seaux Γj uniformisant les composantes de l’espace de
modules sont de´crits explicitement par une pre´sentation et un polye`dre fondamental, et les
indices de commensurabilite´ entre les Γj et les groupes de Coxeter O(qj ,Z) sont calcule´s
explicitement. Ces re´sultats sont re´sume´s dans le the´ore`me 2.4.15. L’obstruction au recol-
lement des composantes est pre´cise´e : on montre que l’espace de modules des me´triques
plates syme´triques a` huit singularite´s d’angles e´gaux, e´ventuellement de´ge´ne´re´es, est ob-
tenu comme quotient d’une union de polye`dres hyperboliques par des isome´tries, et que
le groupe engendre´ par ces isome´tries n’est pas discret, voir the´ore`me 2.5.3.
Une seconde motivation pour ces travaux e´tait la construction de re´seaux non arithme´-
tiques dans Isom(HnR). Pour les me´triques a` 6 singularite´s, le recollement des composantes
arithme´tiques donne en effet un orbifold non arithme´tique, et il est naturel de chercher
a` ge´ne´raliser cette construction. Comme indique´ plus haut, ce re´sultat n’est malheureu-
sement plus valable dans le cas des me´triques a` 8 singularite´s, puisque le groupe obtenu
apre`s le recollement n’est pas discret.
Ensembles limites de sous-groupes discrets de PU(2,1)
Ce the`me traite d’un aspect diffe´rent des groupes discrets d’isome´tries de l’espace hy-
perbolique re´el ou complexe : les objets ge´ome´triques e´tudie´s ici sont les ensembles limites.
Contrairement a` l’e´tude des espaces de modules, base´e sur les re´seaux, les groupes discrets
conside´re´s ici sont de covolume infini. On s’inte´resse de plus principalement a` des groupes
d’isome´tries du plan hyperbolique complexe.
Soit Γ un sous-groupe discret du groupe des isome´tries de Hn, l’espace hyperbolique
de dimension n re´el ou complexe. Tout point d’accumulation d’une Γ-orbite est alors sur
le bord ∂∞Hn, et on de´finit l’ensemble limite de Γ, note´ ΛΓ, par
ΛΓ = Γ.x ∩ ∂∞Hn pour un x ∈ Hn.
La de´finition est inde´pendante du choix de x. Si Γ est un re´seau, alors ΛΓ est toujours e´gal
au bord a` l’infini ∂∞Hn. En revanche, les ensembles limites forment un outil important dans
l’e´tude des sous-groupes discrets de Isom(Hn) de covolume infini. De nombreux re´sultats
relient les proprie´te´s alge´briques et ge´ome´triques du groupe Γ a` la topologie de l’ensemble
limite ΛΓ, voir par exemple l’article re´capitulatif de M. Kapovich [Kap08] sur les groupes
discrets d’isome´tries de Isom(HnR). La litte´rature est particulie`rement abondante pour les
groupes fuchsiens ou kleiniens (sous-groupes discrets de Isom(H2R) ou Isom+(H3R)), voir
par exemple [Mas88]. Dans une autre optique, le livre [MSW02] pre´sente un grand nombre
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de belles images d’ensembles limites de groupes kleiniens, qui permettent de se familiariser
avec leur structure souvent fractale.
Une question naturelle est de savoir quels espaces topologiques apparaissent comme
ensembles limites. Les ensembles limites de dimension topologique 0 sont comple`tement
classifie´s : ils sont soit de cardinal infe´rieur ou e´gal a` 2, soit home´omorphes a` l’en-
semble de Cantor [Kap08]. En dimension 1, on s’inte´resse seulement aux ensembles limites
“inde´composables”, correspondant a` des groupes qui ne sont pas obtenus comme compo-
sition de deux groupes non triviaux (voir par exemple [Mas88, Kap01] sur les the´ore`mes
de composition de Klein et Maskit). D’apre`s un the´ore`me de M. Kapovich et B. Kleiner
([KK00]), dans le cadre des groupes convexes cocompacts, il existe seulement trois tels
ensembles : le cercle, le tapis de Sierpinski et l’e´ponge de Menger. Les deux premiers ap-
paraissent relativement facilement : l’ensemble limite des re´seaux fuchsiens est le cercle,
et les groupes fondamentaux de 3-varie´te´s hyperboliques compactes a` bord totalement
ge´ode´sique sont des exemples de groupes dont l’ensemble limite est home´omorphe au tapis
de Sierpinski [Kap08]. En revanche, il faut attendre les travaux de M. Bourdon [Bou97b]
pour obtenir un exemple explicite de groupe dont l’ensemble limite est home´omorphe a`
l’e´ponge de Menger : pour chaque n ⩾ 4 pair, Bourdon construit une famille infinie de
sous-groupes discrets d’isome´tries de l’espace hyperbolique re´el de dimension n avec cette
proprie´te´. A ma connaissance, il n’y a pour l’instant pas d’exemple dans l’espace hy-
perbolique complexe. Il est donc naturel de chercher a` construire un exemple de groupe
d’isome´tries du plan hyperbolique complexe dont l’ensemble limite est home´omorphe a`
l’e´ponge de Menger. Pour l’obtenir, on adapte la construction de Bourdon au cas hyper-
bolique complexe.
La construction de [Bou97b] est base´e sur le lien entre les ensembles limites de groupes
convexes cocompacts, et le bord des groupes Gromov-hyperboliques : une repre´sentation
fide`le, discre`te, et convexe cocompacte d’un groupe hyperbolique a un ensemble limite
home´omorphe au bord du groupe (cf. proposition 3.1.11). La premie`re e´tape de la construc-
tion est donc de trouver un groupe hyperbolique dont le bord est home´omorphe a` l’e´ponge
de Menger. C’est le cas du groupe
Γpq = ⟨r1, . . . , rp ∣ riq = 1, [ ri, ri+1 ] = 1, i ∈ Z/pZ⟩, ou` p ⩾ 5 et q ⩾ 3,
d’apre`s les travaux de N. Benakli [Ben92], et ceux plus re´cents de Dymara et Osa-
jda [DO07] (voir aussi la section 3.2 de ce manuscrit). La deuxie`me e´tape de la construction
consiste alors a` trouver une repre´sentation convexe cocompacte de Γpq dans PO(n,1). La
repre´sentation est de´finie de la fac¸on suivante : soit P un p-gone re´gulier a` angles droits
de H2R plonge´ dans H
n
R. Les images des ri ∈ Γpq sont des isome´tries Ri ∈ Isom(HnR) d’ordre
q qui fixent la i-e`me areˆte de P et commutent avec Ri−1 et Ri+1. Sous les conditions
n = 2q − 2 et sin(pi
p
) < 1√
q
,
et pour des isome´tries Ri bien choisies, la repre´sentation ainsi construite est fide`le, discre`te
et convexe cocompacte, et l’ensemble limite de son image est home´omorphe a` l’e´ponge de
Menger.
Le but de la deuxie`me partie de cette the`se est d’adapter cette construction au cas
complexe, pour obtenir un exemple explicite de sous-groupe discret de PU(2,1) dont
l’ensemble limite est home´omorphe a` l’e´ponge de Menger. La construction re´elle ne peut
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pas eˆtre adapte´e directement au cas hyperbolique complexe, car une grande partie des
proprie´te´s utilise´es dans [Bou97b] ne sont plus valables en courbure variable. La principale
diffe´rence est l’absence de sous-varie´te´s totalement ge´ode´siques (cf. section 1.1.2), qui
entraˆıne notamment des difficulte´s lie´es a` la notion de convexite´ : un domaine de Dirichlet,
par exemple, n’est pas convexe dans H2C.
L’ide´e de base de la construction dans PU(2,1) est de plonger un p-gone hyperbolique
re´el re´gulier a` angles droits dans le plan hyperbolique complexe H2C, et d’e´tudier le groupe
engendre´ par les re´flexions d’ordre q en les droites complexes portant les coˆte´s du polygone.
L’e´tude de la repre´sentation de Γpq correspondante est base´e sur la construction d’un
domaine de Dirichlet pour ce groupe. Le the´ore`me de Poincare´ permettra de montrer que
la repre´sentation est bien discre`te et fide`le. Pour ve´rifier qu’elle est convexe cocompacte, on
utilisera une caracte´risation alternative (groupe ge´ome´triquement fini et sans parabolique),
ve´rifiable aussi sur un domaine fondamental.
Du fait de la courbure variable, l’e´tude de la combinatoire d’un polye`dre fondamental
pour le groupe est beaucoup plus difficile que dans l’e´tude des espaces de modules. La
certification des calculs est ne´cessaire, et fait l’objet d’une section spe´cifique. Faute de
me´thode ge´ne´rale pour traiter des familles de groupes, on se restreint a` un cas particulier,
choisi de manie`re a` travailler dans un corps de nombre le plus simple possible : on e´tudie
donc la repre´sentation de Γpq avec p = 6, q = 3. L’e´tude pre´cise d’un domaine de Dirichlet
partiel permet alors de montrer le
The´ore`me 0.0.5. Il existe une repre´sentation fide`le, discre`te et convexe cocompacte de
Γ6,3 dans PU(2,1). L’ensemble limite de cette repre´sentation est donc home´omorphe a`
l’e´ponge de Menger.
Le re´sultat suivant de O. Guichard [Gui04] permet alors d’en de´duire l’existence d’une
famille de sous-groupes de PU(2,1) dont l’ensemble limite est home´omorphe a` l’e´ponge
de Menger.
The´ore`me 0.0.6 ([Gui04]). Soit G un groupe de Lie semi-simple a` centre fini, et Γ un
sous-groupe discret de type fini de G. On suppose que Γ est plonge´ quasi-isome´triquement
dans G, et qu’il est de plus contenu dans un sous-groupe G∗ de rang un de G. Alors
l’injection de Γ dans G admet un voisinage dans l’espace Hom(Γ,G) des repre´sentations
entie`rement constitue´ de plongements quasi-isome´triques.
En appliquant le re´sultat de Guichard a` la repre´sentation construite pre´ce´demment
(voir section 3.7), on obtient le corollaire suivant :
Corollaire 0.0.7. Il existe une famille continue a` trois parame`tres re´els de sous-groupes
de PU(2,1) deux a` deux non conjugue´s dont les ensembles limites sont home´omorphes a`
l’e´ponge de Menger.
Aspects effectifs
Au dela` du the`me commun des groupes discrets en ge´ome´trie hyperbolique, les travaux
effectue´s dans cette the`se pre´sentent une similitude de traitement : dans les deux cas, on
insiste sur les aspects effectifs lie´s a` ces travaux. Ces aspects effectifs sont de deux types
principaux. Le premier consiste a` trouver des me´thodes pratiques, effectives, pour ve´rifier
sur des exemples explicites des proprie´te´s the´oriques donne´es. Certaines notions (comme
la convexe cocompacite´, par exemple, ou le fait qu’une isome´trie de l’espace hyperbolique
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induit une isome´trie entre deux faces d’un polye`dre) sont de´finies de fac¸on the´orique,
et sont difficiles a` ve´rifier en pratique sur un exemple donne´. On de´taillera donc des
me´thodes “algorithmiques”, pratiques, qui permettent de traiter effectivement certaines
classes d’exemples.
Le deuxie`me versant de l’effectivite´ est d’expliciter les re´sultats d’existence obtenus
the´oriquement, pour gagner en compre´hension sur les objets et les processus en jeu. On
de´taille dans la suite l’exemple de la commensurabilite´ entre deux groupes : de nom-
breux re´sultats the´oriques (par exemple lie´s a` l’arithme´ticite´) peuvent montrer que deux
groupes sont commensurables, mais trouver des indices de commensurabilite´ explicites est
un proble`me difficile, pour lequel il n’existe pas de me´thode ge´ne´rale.
Ve´rification des hypothe`ses du the´ore`me de Poincare´ La plupart des travaux
pre´sente´s dans ce manuscrit sont base´s sur l’e´tude de groupes discrets d’isome´tries hyper-
boliques (re´elles ou complexes) via des domaines fondamentaux pour ces groupes. Les liens
entre la ge´ome´trie d’un domaine fondamental suffisamment re´gulier et les proprie´te´s du
groupe (covolume, cocompacite´, pre´sentation, finitude ge´ome´trique...) font des domaines
fondamentaux des outils essentiels dans l’e´tude des groupes discrets. L’outil principal dans
cette optique, utilise´ tout au long de la the`se, est le the´ore`me du polye`dre de Poincare´.
Etant donne´ un polye`dre muni d’isome´tries identifiant les faces deux a` deux, il permet de
tester si le groupe engendre´ par ces isome´tries est discret, et si le polye`dre est un domaine
fondamental pour ce groupe.
Dans la version ge´ne´rale du the´ore`me de Poincare´ (voir section 1.3), les hypothe`ses
ne´cessaires pour l’appliquer sont difficilement ve´rifiables en pratique. Ces hypothe`ses sont
de trois types :
— les identifications de faces induisent bien des isome´tries entre les faces du polye`dre,
— pour chaque areˆte, les copies du polye`dre recolle´es autour de cette areˆte doivent
paver un voisinage de l’areˆte,
— si le polye`dre n’est pas compact, il faut ve´rifier la comple´tude de l’espace obtenu
comme l’ensemble des copies distinctes du polye`dre recolle´es le long de leurs faces,
en accord avec les identifications.
Si on se restreint a` l’espace hyperbolique re´el, ces hypothe`ses peuvent eˆtre reformule´es
sous des formes ve´rifiables de fac¸on effective. L’hypothe`se de pavage local, par exemple,
revient a` ve´rifier que l’angle associe´ a` un cycle d’areˆte est de la forme 2pi/k, k ∈ N, voir
section 2.2.2. L’article d’Esptein et Petrionio [EP94] pre´sente de fac¸on de´taille´e une version
re´elle du the´ore`me de Poincare´, en insistant sur l’aspect effectif des ve´rifications. Noter que
le the´ore`me de Poincare´ est un re´sultat subtil, et cette reformulation des hypothe`ses sous
forme pratique est un exercice pe´rilleux, comme en atteste la liste des versions errone´es
de la litte´rature (et des contre-exemples correspondant) donne´e par [EP94].
Dans le cas de l’espace hyperbolique complexe, les travaux de [EP94] ne sont pas
entie`rement ge´ne´ralisables : certains points en particulier reposent sur la convexite´ des
domaines fondamentaux e´tudie´s, et cette hypothe`se ne passe pas au cas complexe (les
domaines de Dirichlet, par exemple, ne sont pas convexes). En se restreignant a` des cas
particuliers, on peut cependant exprimer certaines des hypothe`ses de fac¸on effective et
ve´rifiable (cf. section 3.3.2). C’est le cas par exemple de la condition de pavage local,
qui s’exprime simplement dans le cas ou` les polye`dres conside´re´s sont des domaines de
Dirichlet.
L’hypothe`se de comple´tude est la plus difficile a` manipuler. On en donne une version
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ve´rifiable sur un domaine fondamental, mais restreinte a` un cas particulier excluant entre
autres le cas des polye`dres a` “cusps”, voir section 3.3.2.2. Le proble`me de la ve´rification
de l’existence d’identifications de faces est e´tudie´ au paragraphe suivant.
Certification de la combinatoire d’un domaine fondamental dans H2C L’appli-
cation du the´ore`me de Poincare´ ne´cessite de connaˆıtre la combinatoire du polye`dre e´tudie´,
pour ve´rifier que les identifications de faces induisent bien des isome´tries entre les faces.
Dans le cas hyperbolique re´el, un polye`dre est de´limite´ par des hyperplans, chacun donne´
par une e´quation line´aire. Les intersections entre ces hyperplans sont de´crites via l’alge`bre
line´aire.
Dans le cas hyperbolique complexe, il n’y a pas d’hypersurfaces totalement ge´ode´siques
du fait de la courbure variable. Dans cette the`se, tous les polye`dres de H2C conside´re´s sont
borde´s par des bissecteurs (de´finis section 3.3.1.1) en nombre fini. Ces bissecteurs sont
de´crits par des e´quations quadratiques en quatre variables re´elles (les parties re´elles et
imaginaires des coordonne´es dans la boule H2C), et un polye`dre est donc donne´ par un
syste`me fini de telles ine´galite´s quadratiques.
Il existe des algorithmes pour e´tudier les ensembles semi-alge´briques obtenus ainsi,
mais ils sont trop couˆteux lorsque le nombre de faces du polye`dre augmente. Il est ce-
pendant possible de tirer parti des proprie´te´s ge´ome´triques des bissecteurs pour de´finir
une me´thode plus efficace, base´e sur l’e´tude des intersections de paires de bissecteurs
(voir [DPP15]). Une fois connues toutes les intersections de deux bissecteurs, on peut en
de´duire la combinatoire comple`te du polye`dre. L’intersection de deux bissecteurs peut eˆtre
parame´tre´e par deux variables re´elles (voir section 3.3.1.2) : les facettes de codimension
supe´rieure ou e´gale a` 2 dans le polye`dre sont donc de´finies par des e´galite´s et ine´galite´s en
deux variables re´elles, quadratiques en chaque variables, dont les coefficients sont dans un
corps de nombres. Chacune de ces e´galite´s (resp. ine´galite´s) donne une courbe plane (resp.
un domaine borde´ par une courbe plane). Les intersections entre ces courbes sont sou-
vent ze´ro-dimensionnelles (ce sera toujours le cas pour les exemples conside´re´s dans cette
the`se), et peuvent eˆtre e´tudie´e par la me´thode de la repre´sentation rationnelle univarie´e,
voir section 3.5.3. Ceci permet de certifier la combinatoire des facettes de codimension 2,
et donc toute la combinatoire du polye`dre.
Ve´rification effective de proprie´te´s the´oriques Outre le the´ore`me de Poincare´ et
les hypothe`ses associe´es, on peut citer deux autres proprie´te´s difficilement ve´rifiables en
pratique sur un exemple donne´, et que l’on cherche a` retranscrire en termes plus effectifs
dans cette the`se.
La premie`re est la proprie´te´ de non discre´tude d’un groupe. Etant donne´ un ensemble
fini d’isome´tries de l’espace hyperbolique (re´el ou complexe), il est en ge´ne´ral difficile de
de´terminer si le groupe engendre´ par ces isome´tries est discret ou non, et de le montrer. La
proce´dure de Riley [Ril83], de´taille´e section 2.5.4, est une me´thode effective pour traiter ce
type de proble`mes. Elle est base´e sur le the´ore`me de Poincare´, et la construction pas a` pas
d’un domaine de Dirichlet pour le groupe. Si le groupe est discret, la proce´dure devrait
donner un domaine fondamental conjecturel pour le groupe. Si au contraire le groupe n’est
pas discret, le comportement de la proce´dure devrait en te´moigner et fournir des outils
pour montrer la non discre´tude (par exemple un e´le´ment elliptique d’ordre infini). Pour
montrer qu’un certain groupe engendre´ par des isome´tries de H5R n’est pas discret (cf.
section 2.5.4), on construit une version ge´ne´rale de la proce´dure de Riley pour des groupes
d’isome´tries de H5R. (Voir [Der05] pour une version dans le plan hyperbolique complexe.)
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La deuxie`me notion qui nous inte´resse est celle de groupe convexe cocompact, cf.
section 3.1.3. Un sous-groupe de Isom(Hn), groupe des isome´tries de l’espace hyperbolique
re´el ou complexe, est dit convexe cocompact s’il agit cocompactement sur l’enveloppe
convexe C(ΛΓ) de son ensemble limite ΛΓ. L’ensemble limite est un objet en ge´ne´ral
difficile a` appre´hender en pratique du fait de sa structure souvent fractale, et de meˆme
pour son enveloppe convexe. Dans le contexte hyperbolique re´el, une de´finition e´quivalente
de la convexe cocompacite´ est donne´e par le fait que le groupe est ge´ome´triquement fini
et n’admet pas de paraboliques. En se basant sur les travaux de Bowditch [Bow95] sur
la finitude ge´ome´trique en courbure variable, on ve´rifie que cette e´quivalence est toujours
vraie dans le cadre hyperbolique complexe. On en de´duit une caracte´risation ve´rifiable
sur un domaine fondamental quasi-convexe du groupe e´tudie´ (par exemple un domaine de
Dirichlet), voir section 3.6.2. Ceci nous permet alors de ve´rifier que le groupe construit
dans le chapitre 3 est convexe cocompact, et d’en de´duire que son ensemble limite est
home´omorphe a` l’e´ponge de Menger.
Expliciter certaines proprie´te´s Un dernier aspect de l’effectivite´ dans cette the`se
correspond a` l’e´tude explicite de certaines proprie´te´s the´oriques, donne´es de fac¸on non
constructive. L’exemple qui nous inte´resse ici apparaˆıt dans les travaux sur les espaces
de modules, section 2.4.2. Les composantes de l’espace de modules des me´triques plates
syme´triques sur S2 a` huit singularite´s coniques sont des (ouverts denses) d’orbifolds H5R/Γj ,
j = 0, . . . ,4, ou` les Γj sont des re´seaux d’isome´tries de H5R. Pour chaque j, les coefficients
des e´le´ments de Γj et le fait que le covolume de Γj est fini entraˆınent que le re´seau est
commensurable a` un groupe d’isome´tries entie`res de la formeO(qj ,Z). Ce re´sultat ne donne
en revanche aucune indication sur les indices de commensurabilite´ entre ces groupes.
Il n’y a pas de me´thode ge´ne´rale pour calculer explicitement les indices de commen-
surabilite´ entre deux groupes donne´s que l’on sait commensurables. Une possibilite´ peut
eˆtre de comparer les covolumes des deux groupes, mais le proble`me de calcul des volumes
hyperboliques est une taˆche difficile en dimension impaire. Dans ces travaux, on connaˆıt
explicitement (par une partie ge´ne´ratrice) le sous-groupe Γj ∩O(qj ,Z) commun aux deux
groupes. On peut alors en de´duire les indices de commensurabilite´ explicites, en utilisant
les domaines fondamentaux et des algorithmes de the´orie des groupes, voir section 2.4.2.
Plan de la the`se
Cette the`se est compose´e de trois chapitres. Le chapitre 1 traite des pre´liminaires com-
muns aux deux the`mes de la the`se. On y rappelle les bases de la ge´ome´trie hyperbolique,
quelques re´sultats ge´ne´raux sur les groupes discrets, et une version ge´ne´rale du the´ore`me
du polye`dre de Poincare´.
Le chapitre 2 pre´sente l’e´tude des espaces de modules de me´triques plates syme´triques
a` singularite´s coniques sur la sphe`re. Les deux premie`res parties rappellent les de´finitions
et proprie´te´s de base de ces me´triques, ainsi que les outils spe´cifiques a` ce chapitre. La
section 2.3 traite du cas des me´triques a` six singularite´s. Dans ce cas, la description des
composantes de l’espace de modules et de leur recollement est particulie`rement simple
et esthe´tique : cette partie se veut donc une introduction et une motivation pour les
travaux sur les me´triques a` huit singularite´s, de´taille´s dans le reste du chapitre, et qui
pre´sentent une plus grande complexite´ et des difficulte´s calculatoires. La description des
composantes de l’espace de modules des me´triques a` huit singularite´s est faite section 2.4,
et leur recollement est e´tudie´ section 2.5.
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Enfin, le chapitre 3 pre´sente la construction du premier exemple explicite de sous-
groupe discret de PU(2,1) dont l’ensemble limite est home´omorphe a` l’e´ponge de Menger.
Les sections 3.1 a` 3.3 rappellent les notions the´oriques ne´cessaires pour e´tudier et refor-
muler le proble`me. La construction de l’exemple est effectue´e dans les sections 3.4 a` 3.6.
Les re´sultats obtenus sont re´sume´s section 3.7.
Chapitre 1
Pre´liminaires
Les deux the`mes de´veloppe´s dans cette the`se portent chacun sur l’e´tude de groupes
discrets d’isome´tries en ge´ome´trie hyperbolique, re´elle dans le cas des espaces de modules
au chapitre 2, et complexe au chapitre 3. Ce chapitre de´crit les objets et les concepts
communs a` ces deux the`mes.
On de´crit d’abord la construction des espaces hyperboliques re´els et complexes, et les
bases de la ge´ome´trie hyperbolique. On s’attache principalement ici a` l’e´tude des objets
communs aux contextes re´el et complexe : les objets spe´cifiques a` une ge´ome´trie (comme
les bissecteurs pour l’espace hyperbolique complexe) seront e´tudie´s dans le chapitre corres-
pondant. La deuxie`me partie pre´sente les notions de base sur les groupes discrets utilise´es
dans ces travaux. On pre´sente enfin un outil fondamental pour l’e´tude des groupes discrets
d’isome´tries : le the´ore`me du polye`dre de Poincare´.
1.1 Ge´ome´trie hyperbolique
Cette partie de´crit en paralle`le la construction des espaces hyperboliques re´el et com-
plexe. Le livre de J.G. Ratcliffe [Rat06] est la re´fe´rence principale utilise´e pour le cas re´el.
Pour le cas complexe, on se base sur le livre de W.M. Goldman [Gol99], ainsi que sur la
premie`re partie du livre a` venir de J.R. Parker [Par].
Dans la suite de cette section, K repre´sentera le corps R ou C, et n sera un nombre
naturel, n ⩾ 1.
1.1.1 Espaces hyperboliques
Soit qR une forme quadratique sur Rn+1 de signature (n,1) : qR est e´quivalente a` la
forme quadratique standard
q0(X) = −X02 +X12 +⋯ +Xn2, pour tout X = (X0,X1, . . . ,Xn) ∈ Rn+1
L’espace Rn+1 muni de la forme quadratique qR est note´ Rn,1. L’espace hyperbolique re´el
de dimension n, note´ HnR, est de´fini comme l’ensemble des droites ne´gatives de R
n,1 :
HnR = P ({X ∈ Rn,1 ∣ qR(X) < 0})
ou` P ∶ Rn+1∖{0}→ RPn est la projection usuelle sur l’espace projectif re´el. HnR est muni de
la distance ρR suivante, ou` ⟨., .⟩R est la forme biline´aire associe´e a` qR : pour tous x, y ∈ HnR,
23
24 CHAPITRE 1. PRE´LIMINAIRES
de releve´s X et Y a` Rn,1,
(1.1) cosh2(ρR(x, y)) = ⟨X,Y ⟩R2⟨X,X⟩R⟨Y,Y ⟩R
L’expression de droite ne de´pend pas du choix des releve´s X et Y . Cette distance fait de
HnR une varie´te´ riemannienne comple`te de courbure sectionnelle constante e´gale a` −1.
Soit O(qR,R) < GL(n+1,R) le groupe orthogonal des matrices qui pre´servent la forme
quadratique qR. (On le note O(n,1) dans le cas de q0.) Le groupe des isome´tries de HnR
est le groupe projectif
PO(qR,R) = O(qR,R)/{±In+1}
L’hyperbolo¨ıde de´fini par {X ∈ Rn,1 ∣ qR(X) = −1} est forme´ de deux nappes. Le groupe
des isome´tries de HnR est alors aussi isomorphe au sous-groupe O
+(qR,R), d’indice 2 dans
O(qR,R), forme´ par les isome´tries qui pre´servent globalement chaque nappe de l’hyper-
bolo¨ıde. C’est la description qui sera principalement utilise´e dans le chapitre 2.
L’espace hyperbolique complexe HnC est de´fini de fac¸on similaire. Soit qC une forme
hermitienne de signature (n,1) sur Cn+1. Elle est e´quivalente a` la forme hermitienne
standard
qB(X) = −∣X0∣2 + ∣X1∣2 +⋯ + ∣Xn∣2, pour tout X = (X0,X1, . . . ,Xn) ∈ Cn+1
L’espace Cn+1 muni de la forme quadratique qC est note´ Cn,1. L’espace hyperbolique
complexe de dimension (complexe) n, note´ HnC, est de´fini comme l’ensemble des droites
complexes ne´gatives de Cn,1 :
HnC = P ({X ∈ Cn,1 ∣ qC(X) < 0})
ou` P ∶ Cn+1 ∖ {0} → CPn est la projection complexe usuelle. Il est muni d’une distance,
de´finie de meˆme a` partir de la forme hermitienne qC. On note ⟨., .⟩C la forme sesquiline´aire
associe´e a` qC, qui est semi-line´aire a` gauche et line´aire a` droite. La forme associe´e a` qB,
par exemple, est donne´e par
⟨X,Y ⟩B = −X0Y0 +X1Y1 +⋯ +XnYn, pour tous X,Y ∈ Cn,1
La distance ρC sur HnC est donne´e par
(1.2) cosh2 (ρC(x, y)
2
) = ∣⟨X,Y ⟩C∣2⟨X,X⟩C⟨Y,Y ⟩C
pour tous x, y ∈ HnC de releve´s X,Y ∈ Cn,1. Le facteur 1/2 est un facteur de normalisation :
muni de cette distance, HnC est une varie´te´ riemannienne a` courbure holomorphe constante
e´gale a` −1, et sa courbure sectionnelle est pince´e entre −1 et −1/4 ([Gol99] section 3.1). Si
n ⩾ 2, la courbure de HnC n’est pas constante. La courbure variable est l’une des diffe´rences
principales avec l’espace hyperbolique re´el, et elle a de nombreuses conse´quences, notam-
ment l’absence d’hypersurfaces totalement ge´ode´siques.
Soit U(qC,C) < GL(n+1,C) le groupe unitaire des matrices qui pre´servent la forme her-
mitienne qC. D’apre`s l’expression de la distance ρC, le groupe unitaire projectif PU(qC,C)
agit par isome´tries sur HnC. Contrairement au cas re´el, ce n’est pas le groupe complet
Isom(HnC) des isome´tries de HnC. La conjugaison complexe pre´serve aussi la distance ρC.
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Isom(HnC) est engendre´ par PU(qC,C) et la conjugaison complexe. PU(qC,C) est l’en-
semble des isome´tries holomorphes de HnC et est d’indice 2 dans Isom(HnC).
Les deux espaces hyperboliques HnK sont munis naturellement d’un bord a` l’infini,
donne´ par l’ensemble des droites nulles de Kn,1 :
∂∞HnK = P ({X ∈ Kn,1 ∣ qK(X) = 0})
1.1.2 Sous-espaces totalement ge´ode´siques
Dans l’espace hyperbolique re´el, les sous-espaces totalement ge´ode´siques sont les images
projectives des sous-espaces vectoriels de Rn,1 qui admettent des points ne´gatifs pour qR.
Soit V ⊂ Rn,1 un sous-espace de dimension k + 1 (k ⩽ n), tel que V intersecte l’ensemble{X ∈ Rn,1 ∣ qR(X) < 0}. De manie`re e´quivalente, la forme quadratique qR restreinte a` V
est de signature (k,1). V = P(V ) ∩HnR est alors un sous-espace totalement ge´ode´sique de
HnR de dimension k. C’est une copie isome´trique de H
k
R. Tous les sous-espaces totalement
ge´ode´siques sont obtenus de cette fac¸on. PO(qR,R) agit transitivement sur l’ensemble des
sous-espaces de dimension k de HnR.
Un hyperplan est un sous-espaces totalement ge´ode´siques de dimension n − 1. Soit V
un hyperplan de HnR, image projective d’un hyperplan V ⊂ Rn,1. L’orthogonal de V pour
qR dans Rn,1 est une droite, engendre´e par un vecteur v tel que qR(v) > 0. v est appele´
vecteur polaire de l’hyperplan V. Re´ciproquement, tout vecteur positif v ∈ Rn,1 donne, via
son orthogonal, un hyperplan de HnR.
Une partie des sous-espaces totalement ge´ode´siques de l’espace hyperbolique complexe
HnC sont obtenus de fac¸on similaire : pour tout sous-espace complexe V ⊂ Cn,1 de dimension
complexe k + 1 (k ⩽ n), si l’image projective P(V ) ⊂ CPn intersecte l’espace hyperbolique
complexe, alors l’intersection V = P(V )∩HnC forme un sous-espace totalement ge´ode´sique de
dimension complexe k. C’est une copie de l’espace hyperbolique complexe de dimension k,
HkC. PU(qC,C) agit transitivement sur l’ensemble des sous-espaces totalement ge´ode´siques
complexes de dimension k.
Si V est de dimension 1, on l’appelle droite complexe de l’espace hyperbolique. Si V
est de dimension n − 1, on de´finit comme ci-dessus les vecteurs polaires de V comme les
vecteurs qui engendrent l’orthogonal de l’hyperplan V ⊂ Cn,1 associe´ a` V.
Cependant, les sous-espaces complexes ne sont pas les seuls sous-espaces totalement
ge´ode´siques de HnC. Ils peuvent eˆtre vus comme points fixes de sous-groupes des isome´tries
holomorphes de HnC. Un autre type de sous-espaces totalement ge´ode´siques est obtenu en
conside´rant des isome´tries anti-holomorphes.
L’exemple le plus simple est donne´ par l’image projective de Rn+1 ⊂ Cn,1. C’est l’en-
semble des points fixes de la conjugaison complexe dans HnC. Tous les autres sont obtenus
comme images de ce sous-espace (ou de l’image projective de Rk+1 ⊂ Cn,1, k ⩽ n) par
PU(qC,C). On les appelle les lagrangiens de HnC. Les lagrangiens de dimension 1 sont
simplement les ge´ode´siques re´elles de HnC.
Les sous-espaces totalement ge´ode´siques de HnC re´alisent les extrema de la courbure : les
sous-espaces complexes sont de courbure −1, et les lagrangiens de courbure −1/4 ([Gol99]).
La the´orie ge´ne´rale des espaces syme´triques permet de montrer que les sous-espaces
complexes et les lagrangiens forment l’ensemble des sous-espaces totalement ge´ode´siques
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de HnC (voir [Gol99] p.82 pour une esquisse de preuve). Les lagrangiens sont de dimension
(re´elle) maximale n, et les sous-espaces complexes de dimension complexe maximale n−1.
En particulier, il n’y a pas d’hypersurface (codimension re´elle 1) totalement ge´ode´sique
dans HnC. C’est une diffe´rence fondamentale avec le cas de l’espace hyperbolique re´el.
Il n’y a par exemple pas de de´finition canonique de polye`dre dans l’espace hyperbolique
complexe : plusieurs types d’hypersurfaces peuvent eˆtre utilise´s pour border des polye`dres.
Dans la suite de la the`se, l’espace hyperbolique complexe e´tudie´ sera essentiellement
le plan H2C.
1.1.3 Diffe´rents mode`les
Mode`le de la boule Diffe´rents mode`les existent pour repre´senter les espaces hyper-
boliques. Le premier est le mode`le de Beltrami-Klein, ou mode`le de la boule. Les formes
quadratiques et lorentziennes utilise´es pour ce mode`le sont les formes standard q0 (pour
HnR) et qB (pourH
n
C). Ce mode`le est obtenu en conside´rantH
n
K dans la carte affine {X0 = 1}.
En effet, si X ∈ Kn+1 est un vecteur ne´gatif pour la forme qK, il ve´rifie
−∣X0∣2 + n∑
j=1 ∣Xj ∣2 < 0
X0 est donc non nul, on peut alors e´tudier HnK dans la carte affine X0 = 1. La trace de HnK
dans cette carte est donne´e par la relation
n∑
j=1 ∣Xj ∣2 < 1
Le mode`le est donc donne´ par la boule unite´ de Kn. Elle est munie de la distance de´finie
en (1.1) ou (1.2). Le bord a` l’infini ∂∞HnK dans ce mode`le est le bord de la boule unite´ :
c’est la sphe`re de dimension (re´elle) n − 1 dans le cas re´el, et 2n − 1 dans le cas complexe.
La topologie conside´re´e sur ∂∞HnK est la topologie induite par la topologie euclidienne.
De meˆme, on peut de´finir une topologie sur HnK ∪ ∂∞HnK, qui est la topologie induite
par la topologie euclidienne sur la boule unite´ ferme´e. Ces topologies co¨ıncident avec
les de´finitions plus ge´ne´rales donne´es dans le cadre des espaces Gromov-hyperboliques,
voir [BH99], ou section 3.1.2 de ce manuscrit.
Dans le cas de HnR, les sous-espaces totalement ge´ode´siques de dimension k, k ⩽ n, dans
ce mode`le sont les intersections de sous-espaces affines de Rn avec la boule unite´. Pour H2C,
les sous-espaces totalement ge´ode´siques complexes sont aussi donne´s par l’intersection des
sous-espaces affines complexes de C2 avec la boule unite´. En revanche, les lagrangiens ne
sont en ge´ne´ral pas line´aires dans ce mode`le : seuls ceux qui passent par l’origine de la
boule sont line´aires.
Mode`le du demi-espace de Poincare´ et mode`le de Siegel Le deuxie`me mode`le
utilise´ est le mode`le du demi-espace de Poincare´ (en re´el), ou mode`le de Siegel (pour HnC).
Ces mode`les permettent de voir le bord a` l’infini comme le compactifie´ d’un groupe.
Pour HnR, le mode`le du demi-espace de Poincare´ est de´fini comme le demi-espace
supe´rieur de Rn, {x = (x1, . . . , xn) ∈ Rn ∣ xn > 0}, muni de la me´trique
ds2 = dx12 +⋯ + dxn2
xn2
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Dans ce mode`le, le bord a` l’infini est Rn−1 ∪ {∞}. ∂∞HnR prive´ d’un point admet donc une
structure euclidienne. Les isome´tries de HnR qui fixent le point a` l’infini agissent sur R
n+1.
Ce sont des similitudes pour la structure euclidienne de Rn−1 ([Rat06] the´ore`me 4.4.4).
Les sous-espaces totalement ge´ode´siques dans ce mode`le sont soit des sous-espaces
line´aires verticaux, orthogonaux au bord, soit des he´misphe`res centre´s en des points du
bord.
Ce mode`le permet de de´crire aise´ment un objet important de la ge´ome´trie hyperbo-
lique : les horosphe`res centre´es en un point du bord de HnR. Soit p∞ ∈ ∂∞HnR le point a`
l’infini. Alors l’horosphe`re Sh de hauteur h centre´e en p∞ est l’hyperplan horizontal
Sh = {x = (x1, . . . , xn) ∈ Rn ∣ xn = h}
Ces horosphe`res sont aussi munies d’une structure euclidienne. Les horosphe`res centre´es
en p ∈ ∂∞HnR sont les images des horosphe`res centre´es en p∞ par les isome´tries de HnR
envoyant p∞ sur p. Ce sont alors des (n − 1)-sphe`res tangentes au bord en p.
Il existe d’autres descriptions, plus ge´ne´rales, des horosphe`res centre´es en un point
p ∈ ∂∞HnR, par exemple comme les lignes de niveau d’une fonction de Busemann ([BH99]
p.268) ou encore comme les sous-espaces orthogonaux a` toutes les ge´ode´siques issues de p.
Le mode`le de Siegel est l’analogue complexe du demi-espace de Poincare´ pour H2C. La
forme sesquiline´aire sur C3 utilise´e dans ce cas est
⟨X,Y ⟩S =X0Y2 +X1Y1 +X2Y0, ∀X,Y ∈ C3
On note qS la forme hermitienne associe´e. Si X est un vecteur ne´gatif pour qS , alors
2Re(X0X2) + ∣X1∣2 < 0
X0 est donc non nul, et on peut conside´rer la carte affine {X0 = 1}. Dans cette carte, H2C
est donne´ par l’ine´galite´
2Re(X2) + ∣X1∣2 < 0
Le bord de cet ensemble dans la carte est l’ensemble des points ve´rifiant 2Re(X2)+∣X1∣2 = 0.
Il existe cependant un point de ∂∞H2C qui n’appartient pas a` la carte {X0 = 1} : le point[0,0,1], donne´ ici en coordonne´es homoge`nes. C’est le point a` l’infini de ∂∞H2C dans le
mode`le de Siegel.
Le bord fini du mode`le de Siegel peut eˆtre muni d’une loi de groupe qui lui donne la
structure du groupe de Heisenberg, voir [Gol99] section 4.2, ou [Par]. ∂∞H2C peut donc
eˆtre vu comme le compactifie´ du groupe de Heisenberg.
Comme pour le cas re´el, le mode`le de Siegel permet de de´finir aise´ment des horosphe`res.
Notons p∞ le point a` l’infini de ∂∞H2C : l’horosphe`re Sh centre´e de p∞ et de hauteur h est
de´finie par
Sh = {x = (x1, x2) ∈ C2 ∣ 2Re(x2) + ∣x1∣2 = −2h}
Elle est aussi munie de la structure du groupe de Heisenberg.
Il existe d’autres mode`les pour les espaces hyperboliques, comme le mode`le de l’hyper-
bolo¨ıde ou le mode`le de la boule de Poincare´ (pour HnR). Ils ne seront pas utilise´s dans la
suite de ces travaux, on ne les de´taille donc pas ici.
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1.1.4 Classification des isome´tries
Les isome´tries (respectivement les isome´tries holomorphes) de l’espace hyperbolique
re´el (respectivement complexe) peuvent eˆtre re´parties en trois classes distinctes, suivant
les points fixes de leur action sur HnK ∪∂∞HnK([Rat06] p.136 pour HnR, [Par] pour H2C). Soit
A une isome´trie (holomorphe) de HnK : A est
— elliptique si A admet au moins un point fixe dans HnK,
— parabolique si A admet un unique point fixe dans ∂∞HnK,
— loxodromique si A admet exactement deux points fixes dans ∂∞HnK.
Une famille importante d’isome´tries elliptiques est donne´e par les re´flexions, par rap-
port a` un hyperplan de HnR ou une droite complexe de H
2
C. On conside`re d’abord le cas
hyperbolique re´el. Soit V un hyperplan de HnR, dont le releve´ a` Rn,1 est un hyperplan note´
V . Soit v un vecteur polaire de V . Dans Rn,1, la re´flexion Rv par rapport a` l’hyperplan V
est de´finie par
Rv ∶X ↦X − 2 ⋅ ⟨X,v⟩R⟨v, v⟩R v
C’est bien une isome´trie pour qR, et l’isome´trie qu’elle induit sur HnR est la re´flexion par
rapport a` V. v est aussi appele´e la polaire de la re´flexion v.
Dans H2C, l’orthogonal d’une droite complexe est de dimension re´elle 2, il n’y a donc
pas une unique re´flexion par rapport a` une droite complexe donne´e. Une re´flexion agit
comme une rotation sur l’orthogonal de la droite complexe. Soit V une droite complexe
de polaire v, et soit ζ ∈ S1 un nombre complexe de module 1 :
Rv,ζ ∶X ↦X + (ζ − 1) ⋅ ⟨X,v⟩C⟨v, v⟩C v
est la re´flexion par rapport a` la droite complexe V et d’angle ζ. Elle est d’ordre fini si et
seulement si son angle est un multiple rationnel de pi. V est aussi appele´ le miroir de la
re´flexion Rv,ζ .
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1.2 Groupes discrets et re´seaux
Cette the`se est base´e sur l’e´tude de sous-groupes discrets du groupe des isome´tries de
l’espace hyperbolique (re´el ou complexe), et entre autres des re´seaux de Isom(HnR). Cette
partie de´taille le contexte ge´ne´ral des sous-groupes discrets et des re´seaux dans des groupes
de Lie semi-simples, en particulier des re´seaux arithme´tiques. Le dernier paragraphe est
plus ge´ome´trique et e´tudie les re´seaux de Isom(HnR) du point de vue des domaines fonda-
mentaux.
1.2.1 Re´seaux dans des groupes de Lie semi-simples
Soit G un groupe de Lie localement compact. G admet une mesure de Radon invariante
par l’action du groupe par multiplication a` gauche, qui est unique a` multiplication par un
scalaire positif pre`s ([Kna02] section VIII-2). Cette mesure s’appelle mesure de Haar de
G. Si Γ est un sous-groupe discret de G, la mesure de Haar descend sur le quotient G/Γ.
De´finition 1.2.1. Un sous-groupe discret Γ de G est un re´seau si le quotient G/Γ est de
mesure finie. Il est cocompact si G/Γ est compact.
Exemple 1.2.2. Zn est un re´seau cocompact de Rn. SL(n,Z) est un re´seau non cocompact
de SL(n,R).
Le the´ore`me suivant, de Borel et Harish-Chandra, donne une me´thode pour construire
des re´seaux dans des groupes alge´briques semi-simples de´finis sur Q. Une alge`bre de Lie
est semi-simple si elle n’admet pas d’ide´al non trivial re´soluble, et un groupe de Lie est dit
semi-simple si son alge`bre de Lie est semi-simple. Soit G un groupe alge´brique de´fini sur
Q : G est un sous-groupe de GL(n,C) de´fini par un nombre fini d’e´quations polynomiales
a` coefficients rationnels. G est dit semi-simple si le groupe de Lie G(R) des points re´els de
G est semi-simple (voir [Eme09] pour une de´finition plus ge´ne´rale).
The´ore`me 1.2.3 (Borel, Harish-Chandra, [BHC62] p.519). Soit G un groupe alge´brique
semi-simple de´fini sur Q. Alors G(Z) est un re´seau du groupe de Lie G(R) : G(R)/G(Z)
est de mesure de Haar finie.
Il existe de plus des crite`res caracte´risant la cocompacite´ du re´seau G(Z), comme
le crite`re de Godement ([BHC62] The´ore`me 11.6), ou le crite`re de Mahler (voir par
exemple [Ben09]). Tous les re´seaux e´tudie´s dans cette the`se sont non cocompacts, on
ne s’e´tend donc pas sur ces crite`res de cocompacite´.
Exemple 1.2.4. Conside´rons la forme quadratique de signature (n,1) de la section 1.1 :
q0(x0, . . . , xn) = −x02+x12+⋯+xn2. q0 est de´finie sur Q, donc le groupe spe´cial orthogonal
SO(n,1) = SO(q0) est un groupe alge´brique de´fini sur Q. Il est semi-simple ([Kna02]),
donc SO(q0,Z) est un re´seau de SO(q0,R).
Applique´ aux groupes non compacts classiques, le the´ore`me de Borel - Harish-Chandra
fournit des exemples de re´seaux non cocompacts ([WM15], corollaire 5.1.17). Le proce´de´
de restriction des scalaires ([Eme09]) permet de construire des exemples cocompacts, en
e´tudiant des groupes de´finis sur des corps de nombres. Soit k un corps de nombres, et
Gal(k) l’ensemble des conjugue´s de Galois de l’extension k/Q. On note GalR(k) l’ensemble
des morphismes de Galois re´els, et GalC(k) l’ensemble des paires de morphismes conjugue´s.
Soit G un groupe alge´brique de´fini sur k. Pour tout σ ∈ Gal(k), on note Gσ l’image de G
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par σ. La restriction des scalaires assure l’existence d’un groupe alge´brique H de´fini sur
Q, tel que
G(R) ≃H(R) = ∏
σ∈GalR(k)G
σ(R) × ∏
σ∈GalC(k)G
σ(C)
et
G(Ok) ≃H(Z), ou` Ok est l’anneau des entiers de k.
Si H est semi-simple, alors le the´ore`me de Borel - Harish-Chandra implique que H(Z) est
un re´seau de H(R). Si tous les facteurs de H(R) correspondant a` des morphismes non
triviaux sont compacts, la projection sur le premier facteur G(R) est a` noyau compact.
G(Ok) est alors un re´seau de G(R). Si de plus H(R) admet un facteur compact, alors
G(Ok) est un re´seau cocompact ([Eme09] Proposition 3.20).
Conside´rons par exemple la forme quadratique q(x) = −√2 x02 + x12 +⋯+ xn2. SO(q)
est de´fini sur Q(√2). Notons σ l’unique morphisme de Galois non trivial de Q(√2) : la
forme quadratique qσ est de´finie positive, donc SO(qσ) est compact. SO(q,Z[√2]) est
donc un re´seau cocompact de SO(q,R).
1.2.2 Re´seaux arithme´tiques
Les re´seaux G(Z) ⊂ G(R) donne´s par le the´ore`me de Borel - Harish-Chandra sont
les exemples les plus simples de ce qu’on appelle les re´seaux arithme´tiques. Les re´seaux
arithme´tiques ge´ne´raux sont obtenus a` partir de ces exemples par deux ope´rations.
Notons d’abord que pour un groupe alge´brique line´aire G de´fini sur Q, l’ensemble
G(Z) de´pend du plongement de G dans GL(n,C). Mais e´tant donne´s deux plongements
ϕ et ψ tels que ϕ ⋅ ψ−1 est un Q-isomorphisme, les groupes ϕ(G)(Z) et ψ(G)(Z) sont
commensurables ([Eme09] Proposition 3.2), au sens suivant :
De´finition 1.2.5. Soit G un groupe. Deux sous-groupes Γ1 et Γ2 de G sont commensu-
rables si l’intersection Γ1 ∩ Γ2 est d’indice fini dans Γ1 et Γ2.
La notion d’arithme´ticite´ doit donc eˆtre inde´pendante de la classe de commensurabi-
lite´ :
De´finition 1.2.6. Soit G un groupe alge´brique semi-simple de´fini sur Q, et Γ un re´seau
du groupe de Lie G(R). Γ est un re´seau arithme´tique s’il est commensurable au re´seau
G(Z).
Il est naturel aussi de vouloir conside´rer le sous-groupe SO(q,Z[√2]) de l’exemple
pre´ce´dent comme un groupe arithme´tique : il faut alors que la de´finition autorise le passage
a` l’image par un morphisme surjectif (ici la projection sur le premier facteur du produit)
a` noyau compact. L’image d’un re´seau par un tel morphisme est bien un re´seau.
Les re´seaux arithme´tiques rencontre´s dans cette the`se seront tous de la forme de la
de´finition 1.2.6. Pour une de´finition exacte de l’arithme´ticite´, voir [Eme09] ou [Zim84].
Exemple 1.2.7. D’apre`s la section pre´ce´dente, SL(n,Z) est un re´seau arithme´tique de
SL(n,R), et SO(q,Z[√2]) est un re´seau arithme´tique de SO(q,R), ou` q est la forme
quadratique de´finie par q(x) = −√2 x02 + x12 +⋯ + xn2.
Noter qu’il existe une classification des re´seaux arithme´tiques dans les groupes de Lie
semi-simples, voir [WM15] section 18.5. Elle est base´e sur la classification des k-formes
dans les groupes alge´briques classiques, pour tout corps de nombre k, et sur le fait que
tout re´seau dans un groupe de Lie semi-simple non localement isomorphe a` SL(2,R) est
de´fini sur un corps de nombres ([Wei62, GR70]).
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1.2.3 Re´seaux non arithme´tiques
Existence de re´seaux non arithme´tiques Le the´ore`me de Borel - Harish-Chandra
assure que pour tout groupe de Lie semi-simple de´fini sur Q, il existe des re´seaux arithme´-
tiques. Il est naturel de chercher s’il existe aussi des re´seaux non arithme´tiques. Dans la
suite, on s’inte´resse aux re´seaux de groupes d’isome´tries d’espaces syme´triques : X est un
espace syme´trique, et G = Isom(X). Les re´sultats suivants restreignent grandement les
espaces dans lesquels il existe des re´seaux non arithme´tiques.
The´ore`me 1.2.8 (Margulis, Corlette, Gromov-Schoen [Mar77, Cor92, GS92]). Soit G
le groupe d’isome´tries d’un espace syme´trique irre´ductible X de type non-compact. Si G
est de rang supe´rieur ou e´gal a` deux [Mar77], ou si X est l’espace hyperbolique sur les
quaternions ou le plan hyperbolique sur les octonions [Cor92, GS92], alors tout re´seau de
G est arithme´tique.
Les seuls espaces pouvant admettre des re´seaux non arithme´tiques sont donc les es-
paces hyperboliques re´els et complexes, HnR et H
n
C. En re´el, la me´thode de Gromov -
Piatetski-Shapiro [GPS87] permet de construire une infinite´ de classes de commensurabi-
lite´ de re´seaux non arithme´tiques dans HnR, et ce pour tout n ⩾ 2. Dans le cas complexe, en
revanche, il n’existe pas de construction en toute dimension. Les constructions existantes
ne fournissent qu’un nombre fini d’exemples de re´seaux non arithme´tiques, en dimension
2 et 3 [Mos80, DM86, Thu98, DPP15].
Crite`re de (non) arithme´ticite´ On se place maintenant dans le cadre du groupe des
isome´tries de l’espace hyperbolique re´el, PO(n,1) (ou PO(q) pour une forme quadratique
q de signature (n,1)). Soit Γ un re´seau de PO(n,1). Soit k = Q({Tr(Adγ) ∣ γ ∈ Γ}) le corps
engendre´ par les traces des e´le´ments de Γ dans la repre´sentation adjointe de PO(n,1). On
rappelle que pour un groupe de Lie matriciel G, la repre´sentation adjointe est de´finie par
l’action de G par conjugaison sur son alge`bre de Lie g :
∀ g ∈ G, Adg ∶ g→ g, x↦ gxg−1
Le corps k est fondamental dans la description du re´seau Γ, d’apre`s le re´sultat suivant,
cas particulier de la proposition 12.2.1 de [DM86] :
Proposition 1.2.9. Soit Γ un re´seau de PO(n,1), et k = Q({Tr(Adγ) ∣ γ ∈ Γ}) le corps
des traces de Γ dans la repre´sentation adjointe. Alors k est le corps minimal de de´finition
de Γ, et k est un invariant de commensurabilite´ dans PO(n,1).
Dans certains cas, le corps des traces k est calculable, et il permet de tester l’arithme´ticite´
de Γ. Le crite`re suivant est un cas particulier du corollaire 12.2.8 de [DM86] (voir [DPP15]
pour une version hyperbolique complexe) :
The´ore`me 1.2.10 (Crite`re d’arithme´ticite´). Soit q une forme quadratique de signature(n,1), de´finie sur un corps K totalement re´el, et soit Γ un re´seau de PO(q,R) tel que
Γ est un sous-groupe de PO(q,OK), ou` OK est l’anneau des entiers de K. Alors Γ est
arithme´tique si et seulement si pour tout plongement σ ∶ K → R dont la restriction au
corps des traces k n’est pas le plongement identite´, la forme quadratique qσ est de´finie.
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1.2.4 Point de vue ge´ome´trique
Quotients Soit Γ un sous-groupe du groupe des isome´tries de HnR ou H
n
C (note´ H
n
K dans
la suite). Le caracte`re discret de Γ peut se voir sur l’action de Γ sur l’espace hyperbolique :
Γ < Isom(HnK) est discret si et seulement si son action sur HnK est proprement discontinue
([Rat06] p.164). On rappelle qu’un groupe Γ agit proprement discontinument sur HnK si
pour tout compact C ⊂ HnK, l’ensemble {γ ∈ Γ ∣ γ(C) ∩C ≠ ∅} est fini.
Si Γ est un sous-groupe discret sans torsion (i.e. tout e´le´ment d’ordre fini est trivial)
de Isom(HnK), alors le quotient HnK/Γ est une varie´te´ hyperbolique, re´elle ou complexe. Si
Γ admet des e´le´ments de torsion, alors certains points de HnK ont un stabilisateur non
trivial dans Γ. Ce stabilisateur est fini, donc tout point de HnK/Γ admet un voisinage
home´omorphe au quotient de HnK par un groupe fini : H
n
K/Γ admet donc une structure
d’orbifold hyperbolique (voir [Thu80] pour une de´finition plus ge´ne´rale).
HnK est un espace syme´trique de la forme G/K, ou` G est la composante connexe de
l’identite´ de Isom(HnK) et K est un sous-groupe compact maximal. Dans la suite, la mesure
de Haar µ choisie sur G est construite a` partir de la mesure de Haar sur K de volume
total 1, et de la forme volume hyperbolique sur HnK ∼ G/K. Pour cette normalisation, on
a pour tout sous-groupe discret Γ < Isom(Hn) : µ(G/Γ) = vol(HnK/Γ), ou` vol est le volume
hyperbolique.
Domaines fondamentaux On de´crit dans ce paragraphe des objets ge´ome´triques im-
portants associe´s aux groupes discrets d’isome´tries : les domaines fondamentaux. De nom-
breuses proprie´te´s du groupes sont en correspondance directe avec les proprie´te´s d’un
domaine fondamental.
De´finition 1.2.11. Soit Γ un sous-groupe discret de Isom(HnK), et D un ouvert connexe
de HnK. D est un domaine fondamental pour Γ si HnK est pave´ par les copies de D sous Γ :
— HnK = ⋃γ∈Γ γ(D),
— si γ ∈ Γ ∖ {id} alors D ∩ γ(D) = ∅.D est dit localement fini si tout point x ∈ HnK admet un voisinage U tel que l’ensemble{γ ∈ Γ ∣ U ∩ γ(D) ≠ ∅} est fini.
Dans la suite, on utilisera parfois le terme domaine fondamental pour un ensemble E
tel que D ⊂ E ⊂ D.
The´ore`me 1.2.12 ([Rat06] p.238). Soit Γ un groupe discret d’isome´tries de HnK, et D
un domaine fondamental localement fini pour Γ. Alors le quotient HnK/Γ est isome´trique a`D/Γ.
Soit Γ un re´seau de Isom(Hn), et D un domaine fondamental pour Γ tel que son bord
∂D est de mesure 0. Alors Γ est de covolume fini si et seulement si D est de volume fini,
et dans ce cas, le covolume de Γ est e´gal au volume de D. De meˆme, Γ est cocompact si et
seulement si D est compact. Sous les hypothe`ses du the´ore`me pre´ce´dent, on peut de plus
en de´duire une partie ge´ne´ratrice pour Γ : {γ ∈ Γ ∣ γ(D)∩D ≠ ∅}. La section suivante, sur
le the´ore`me de Poincare´, montre que sous certaines conditions, on peut aussi de´duire une
pre´sentation de Γ a` partir d’un domaine fondamental.
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Un groupe discret Γ ⊂ Isom(HnK) admet toujours un domaine fondamental localement
fini. Un exemple de tel domaine fondamental est donne´ par les domaines de Dirichlet.
Pour tout p0 ∈ HnK et γ ∈ Γ tel que γ n’appartient pas au stabilisateur de p0, on de´finit
H−γ (p0) = {x ∈ HnK ∣ d(x, p0) ⩽ d(x, γ(p0))}
H−γ (p0) est un demi-espace de HnK, borde´ par l’hypersurface me´diatrice entre p0 et γ(p0) :
Hγ(p0) = {x ∈ HnK ∣ d(x, p0) = d(x, γ(p0))}
Dans le cas de l’espace hyperbolique re´el, Hγ(p0) est un hyperplan, totalement ge´ode´sique.
Dans HnC, Hγ(p0) est un bissecteur. Les bissecteurs seront e´tudie´s plus en de´tail sec-
tion 3.3.1.1. Ils ne sont pas totalement ge´ode´siques d’apre`s la section 1.1.2, mais on
verra qu’ils admettent un feuilletage par des sous-espaces totalement ge´ode´siques. Tous
les polye`dres de H2C conside´re´s dans cette the`se seront borde´s par des bissecteurs.
De´finition 1.2.13. Soit Γ ⊂ Isom(HnK) discret, et p0 ∈ HnK de stabilisateur trivial dans Γ
Le domaine de Dirichlet pour Γ centre´ en p0 est de´fini par
DΓ(p0) = ⋂
γ∈Γ∖{id}H−γ (p0)
Un domaine de Dirichlet partiel pour Γ est un ensemble de la forme
⋂
γ∈SH−γ (p0)
ou` S est un sous-ensemble fini de Γ ∖ {id}.
The´ore`me 1.2.14 ([Rat06] p.244). Soit Γ ⊂ Isom(HnK) discret, et p0 ∈ Hn de stabilisateur
trivial dans Γ. Alors le domaine de Dirichlet de Γ centre´ en p0, DΓ(p0), est un domaine
fondamental localement fini pour Γ.
Etant donne´ un sous-groupe Γ < Isom(HnK) dont on veut de´terminer le caracte`re discret,
la construction d’un domaine de Dirichlet (ou d’un domaine de Dirichlet partiel), peut eˆtre
une strate´gie naturelle. Sa mise en pratique est fortement lie´e au the´ore`me de Poincare´,
de´crit dans la section suivante.
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1.3 Le the´ore`me de Poincare´
Le the´ore`me de Poincare´ est un outil fondamental pour l’e´tude des groupes discrets
d’isome´tries des espaces hyperboliques re´els ou complexes, ainsi que des espaces de cour-
bure constante euclidien et sphe´rique. Le proble`me e´tudie´ est le suivant : e´tant donne´ un
polye`dre P muni d’isome´tries identifiant les faces de P deux a` deux (elles seront de´finies
pre´cise´ment dans la suite sous le terme identifications de faces), est-ce que l’ensemble des
copies de P recolle´es suivant ces donne´es pave l’espace ? En d’autres termes, est-ce que le
groupe Γ engendre´ par les identifications de faces est discret, et admet P pour domaine
fondamental ? Le the´ore`me de Poincare´ donne une liste d’hypothe`ses sur le polye`dre et les
identifications de faces pour laquelle la re´ponse au proble`me est positive. Dans ce cas, il
fournit aussi une pre´sentation du groupe Γ.
La litte´rature sur le the´ore`me de Poincare´ dans le cas de courbure constante est abon-
dante. La re´fe´rence principale utilise´e ici est l’article re´capitulatif d’Epstein et Petro-
nio [EP94]. On y trouve entre autres une pre´sentation des versions du the´ore`me dans la
litte´rature, avec leurs restrictions et, le cas e´che´ant, les erreurs pre´sentes. Pour le cas de
l’espace hyperbolique complexe, on se re´fe`re principalement a` l’article de Mostow [Mos80],
en faisant attention au fait qu’il ne traite pas le proble`me des points a` l’infini et de la
comple´tude du quotient. Une autre re´fe´rence a` venir dans le cas complexe est le livre de J.
Parker [Par]. En attendant, on trouve une version de´taille´e de l’e´nonce´ du the´ore`me dans
l’article de Deraux, Parker et Paupert [DPP15], mais dans un contexte plus complique´
(le polye`dre est un domaine fondamental pour les classes d’un sous-groupe non trivial) et
avec une version de la comple´tude diffe´rente de celle qui nous inte´resse ici.
Dans toute la suite, X repre´sente un des espaces suivants : Rn, Sn, HnR ou H
n
C.
Polytopes On conside`re dans ces travaux des CW-complexes ([Whi49]) finis, admet-
tant une unique cellule de dimension maximale (e´gale a` la dimension re´elle de X) dont
l’adhe´rence est tout le CW-complexe. Ils sont de plus suppose´s re´guliers : les applications
de recollement sont des home´omorphismes sur leur image. Par conse´quent, pour chaque
k-facette F du complexe (k ⩾ 2), les facettes de codimension 2 de F sont sur exactement 2
facette de codimension 1 (voir [CF67]). Un polytope P ⊂X est alors de´fini comme le plon-
gement dans X d’un tel CW-complexe de manie`re lisse par morceaux, voir par exemple
la de´finition de ”polytope diffe´rentiable” dans [AW43] p.121. En pratique, les polytopes
conside´re´s dans cette the`se seront borde´s par des hyperplans dans le cas de l’espace hy-
perbolique re´el HnR, et par des bissecteurs (voir section 3.3.1.1) dans l’espace hyperbolique
complexe H2C.
Dans la suite, on appellera “faces” d’un polytope les facettes de codimension 1, et
”areˆtes” les facettes de codimension 2. L’hypothe`se de re´gularite´ sur les polytopes assure
que chaque areˆte est l’intersection d’exactement deux faces.
Remarque 1.3.1. Le the´ore`me de Poincare´ peut eˆtre applique´ a` un ou plusieurs polytopes.
Les deux cas diffe`rent relativement peu. Dans cette section, pour la simplicite´ des nota-
tions, on ne traitera que le cas d’un seul polytope. Le cas d’une famille de polytopes sera
vu de manie`re plus de´taille´e section 2.2.2.
Identifications de faces Soit P un polytope de X, et soit F(P) l’ensemble des faces deP. Un syste`me d’identifications de faces pour P est la donne´e d’une application F(P) →
Isom(X), F ↦ γF , ve´rifiant les proprie´te´s suivantes :
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— pour toute face F ∈ F(P), γF (F ) est un e´le´ment de F(P), et γF ∣F ∶ F → γF (F )
pre´serve la structure de CW-complexe,
— si F− = γF (F ), alors γF− = γF −1. Cette relation est appele´e relation de paire. En
particulier, si F − = F , alors γF est une involution : γF 2 = id.
— pour toute face F ∈ F(P), γF envoie P sur l’exte´rieur de P : γF (P) ∩ P = γF (F )
et γF (P˚) ∩ P˚ = ∅.
Cycles d’areˆtes Soit e1 une areˆte de P. D’apre`s l’hypothe`se de re´gularite´, e1 est exac-
tement l’intersection de deux faces F1 et F
′
1 de P. Soit γ1 l’identification de face associe´e
a` F ′1, et F2 l’image de F ′1 par γ1 : F2 est une face de P, et l’image par γ1 de l’areˆte e1 est
une areˆte e2 de P sur F2. En particulier, il existe une face F ′2 de P telle que e2 = F2 ∩ F ′2.
On re´pe`te le processus avec F ′2 : l’identification de faces γ2 associe´e a` F ′2 envoie F ′2 sur une
face F3 de P, e2 sur une areˆte e3 ⊂ F3 et il existe une face F ′3 de P telle que e3 = F3 ∩ F ′3.
On continue de meˆme jusqu’a` retomber sur l’areˆte e1 = F1 ∩ F ′1 de de´part : P admet un
nombre fini de faces, donc il existe un entier m tel que em+1 = e1, et Fm+1 = F1 :
F1 ∩ F ′1 Ð→γ1 F2 ∩ F ′2 Ð→γ2 . . . Ð→γm F1 ∩ F ′1
C’est le cycle d’areˆtes de e1. La premie`re condition de cycle d’areˆtes est qu’il existe un
tel entier m ∈ N tel que l’isome´trie γm ○ ⋯ ○ γ1 est l’identite´ sur l’areˆte e1. Si la condition
est ve´rifie´e, on choisit m minimal avec cette proprie´te´ : te1 = γm ○ ⋯ ○ γ1 est appele´e la
transformation de cycle associe´e a` e1. On demande de plus que la transformation de cycle
soit d’ordre fini : il existe s > 0 tel que (te1)s = id. Cette relation est la relation de cycle
associe´e a` l’areˆte e1.
Noter que la transformation de cycle associe´e a` toute areˆte ej apparaissant dans le
cycle de l’areˆte e1 est simplement obtenue de te1 par permutation cyclique des facteurs.
L’objectif est d’obtenir un pavage de X par les copies de P recolle´es suivant les iden-
tifications de faces. Une condition ne´cessaire est alors que pour chaque areˆte e ⊂ P, un
voisinage de e soit pave´ par les copies de P qui apparaissent le long des s ite´rations du
cycle d’areˆte de e, ou` s est l’ordre de la transformation de cycle te. Soit donc e1 une areˆte
de P comme pre´ce´demment, de transformation de cycle te1 d’ordre s. En reprenant les
notations de [DPP15], soit C(e1) l’ensemble des suffixes du mot (te1)s en les identifications
de faces γi : C(e1) = {γi ○⋯○ γ1 ○ (te1)j ∣ 0 ⩽ i ⩽m− 1,0 ⩽ j ⩽ s− 1 }. La seconde condition
de cycle est alors donne´e par :
— e1 = ⋂C∈C(e1)C−1(P),
— les inte´rieurs des copies de P sont disjoints : pour tous C,C ′ ∈ C(e1) distincts,
C−1(P˚) ∩C ′−1(P˚) = ∅,
— un voisinage de l’areˆte est pave´ par les C−1(P) : pour tout x dans l’inte´rieur relatif
de e1, il existe un voisinage V de x tel que V est inclus dans ⋃C∈C(e1)C−1(P).
Ces conditions sont illustre´es Figure 1.1.
Comple´tude On reprend dans cette section certaines notations de l’article [EP94]. Soit
Γ le sous-groupe de Isom(X) engendre´ par les identifications de faces γF , F ∈ F(P), et
soit G le groupe abstrait engendre´ par les γF et ve´rifiant les relations de paires et les
relations de cycles. Il existe un morphisme surjectif naturel ϕ de G sur Γ.
Soit Z l’espace obtenu en recollant de manie`re disjointe les images de P par les e´le´ments
de G, suivant les identifications de faces. Z est obtenu en quotientant le produit G×P par
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)γ1−1γ2−1(F3)γ1−1γ2−1(F ′3)
Figure 1.1 – Copies de P recolle´es autour de l’areˆte e1 suivant les ite´rations du cycle
d’areˆte (vue transverse a` l’areˆte e1).
la relation d’e´quivalence engendre´e par les(g, x) ∼ (g ⋅ γF −1, γF (x))
pour tout g ∈ G, F ∈ F(P) et x ∈ F , voir Figure 1.2. G est muni de la topologie discre`te,
G ×P de la topologie produit, et Z de la topologie quotient.
P F
x ∈ F
γF (F )
γF (x)
γF
b
b {g} × P
{g ⋅ γF −1} × P
x ∈ F
γF (x)
F
γF (F )b
b
Figure 1.2 – Recollement le long des faces par les identifications de faces.
Z admet une application de´veloppante naturelle :
DZ ∶ Z → X[(g, x)] ↦ ϕ(g)(x)
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ou` [(g, x)] est la classe de (g, x) dans Z, pour tout g ∈ G et x ∈ P. Le but du the´ore`me de
Poincare´ est de montrer, entre autres, que DZ est une isome´trie globale.
Le the´ore`me de Poincare´ se prouve par re´currence sur la dimension de l’espace X,
voir par exemple [EP94]. Le re´sultat en dimension 2 est obtenu directement a` partir des
conditions de cycle. En dimension supe´rieure, on conside`re pour chaque facette E ⊂ P de
codimension i, le cycle de E dans P sous les identifications de faces (i.e. l’ensemble des
facettes obtenues a` partir de E par une suite finie d’identifications de faces). Chacune de
ces facettes admet un link dans P (voir de´finition 2.2.4), qui est un polytope de Sn−1. Les
identifications de faces pour P permettent de de´finir des identifications de faces entre ces
links. Les conditions de cycles ve´rifie´es par P se traduisent par des conditions de cycles sur
ces polytopes de Sn−1. Le the´ore`me de Poincare´ pour X = Sn−1, vrai d’apre`s l’hypothe`se
de re´currence, assure que le de´veloppement de ces links sur Sn−1 est une isome´trie. Ceci
permet alors de montrer que l’application de´veloppante DZ ∶ Z → X est une isome´trie
locale.
Si Z est complet, on peut alors en de´duire (voir par exemple [BH99] p.43) que DZ
est un reveˆtement, et donc, puisque X est simplement connexe, que DZ est une isome´trie
globale. Ceci prouve le the´ore`me de Poincare´ en dimension n.
En revanche, si Z n’est pas complet, il peut y avoir une obstruction a` la conclusion
du the´ore`me de Poincare´. L’exemple le plus simple d’un tel comportement est le suivant :
dans le mode`le du demi-plan de Poincare´, soit P le polye`dre de´limite´ par deux ge´ode´siques
verticales d’abscisses 1 et 2, voir Figure 1.3. P est muni de l’identification de faces γ ∶ z →
2z, qui identifie les deux faces de P. Les copies de P sous le groupe Γ = ⟨γ⟩ pavent
seulement la moitie´ d’abscisse positive du demi-plan. L’espace Z n’est pas complet : le
chemin horizontal, trace´ Figure 1.3, est de longueur finie dans Z, mais n’admet pas de
limite dans Z.
1 21
2
1
4
γ ∶ z ↦ 2z
Pγ−1(P)
H
2
R
0
|||||
Figure 1.3 – L’espace Z n’est pas complet, et P n’est pas un domaine fondamental pour
le groupe ⟨γ⟩.
La comple´tude de Z est donc une condition ne´cessaire pour obtenir un pavage de X
par les copies de P.
Enonce´ du the´ore`me Le the´ore`me de Poincare´ s’e´nonce alors comme suit :
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The´ore`me 1.3.2 (The´ore`me du polye`dre de Poincare´). Soit P un polytope de X muni
d’un syste`me d’identifications de faces {γF ∣ F ∈ F(P) }. On suppose que ces identifications
de faces ve´rifient toutes les conditions de cycles, et que l’espace Z de´fini pre´ce´demment
est complet. Alors :
— l’application de´veloppante DZ ∶ Z →X est une isome´trie,
— le groupe Γ engendre´ par les identifications de faces est discret, et P est un domaine
fondamental pour Γ,
— un syste`me de relations pour Γ est donne´ par l’ensemble des relations de paire
γF ⋅ γF− = id pour tout F ∈ F(P) et F− = γF (F ), et des relations de cycle (te)s = id
pour toute areˆte e de P.
Ve´rification des hypothe`ses Lorsque X est l’espace hyperbolique re´el ou complexe, la
comple´tude de l’espace Z est lie´e aux points a` l’infini du polytope P et a` leurs stabilisateurs.
Si P est compact dans Hn, alors Z est automatiquement complet (voir par exemple le
paragraphe 3.3.2.3, ou [EP94]). Si P admet des points a` l’infini, l’existence de stabilisateurs
loxodromiques peut mener a` des comportements pathologiques comme Figure 1.3.
Dans la suite de la the`se, les polytopes conside´re´s seront non compacts. On peut
distinguer deux familles de polytopes, suivant le type de points a` l’infini. Dans le cha-
pitre 2, les polye`dres sont hyperboliques re´els et n’admettent que des sommets ide´aux
(voir de´finition 2.2.6). La comple´tude de Z se voit sur la parabolicite´ des stabilisateurs de
ces sommets ide´aux, comme de´crit section 2.2.2. Dans le chapitre 3, les polye`dres e´tudie´s
sont dans l’espace hyperbolique complexe, et ils n’admettent que des points a` l’infini de
stabilisateur fini. La comple´tude de Z dans ce cas peut eˆtre montre´e directement, voir
section 3.3.2.
Les autres hypothe`ses du the´ore`me de Poincare´, en particulier la condition de pavage
autour des areˆtes, se ve´rifient aussi diffe´remment suivant qu’on se trouve dans le cadre
hyperbolique re´el ou complexe. Ces ve´rifications seront de´taille´es dans les sections corres-
pondantes.
Utilisation du the´ore`me de Poincare´ dans cette the`se Le the´ore`me de Poincare´ est
l’un des outils principaux utilise´s dans ces travaux. Dans le chapitre 2, l’e´tude des espaces
de modules de me´triques sur la sphe`re fournit des polye`dres hyperboliques re´els munis
d’identifications de faces naturelles, auxquels on peut appliquer directement le the´ore`me
de Poincare´, apre`s ve´rification des hypothe`ses.
Le the´ore`me peut aussi eˆtre utilise´ pour de´tecter la discre´tude (ou non) d’un groupe
Γ d’isome´tries de HnK, en se basant sur la construction d’un domaine de Dirichlet partiel
(cf. de´finition 1.2.13). C’est la proce´dure qui est de´crite par Riley dans [Ril83], que l’on
appellera dans la suite proce´dure de Riley. Elle sera de´taille´e section 2.5.4.1. Le point de
de´part de la proce´dure est un ensemble de ge´ne´rateurs S fini de Γ, ferme´ pour l’inverse,
et d’un centre p. Le domaine de Dirichlet partiel DS = ⋂γ∈SH−γ (p) a des identifications
de faces potentielles : pour tout γ ∈ S, γ(Hγ−1(p)) = Hγ , et γ(H−γ−1(p)) ∩H−γ = Hγ . En
revanche, rien ne garantit que l’image d’une areˆte de DS par γ soit a` encore une areˆte.
Si ce n’est pas le cas, il y a une face naturelle a` ajouter (qui correspond a` un nouveau
ge´ne´rateur ajoute´ a` S). On essaie alors de construire pas a` pas un domaine fondamental
de Dirichlet pour Γ, et les hypothe`ses du the´ore`me de Poincare´ permettent de tester le
polye`dre obtenu a` chaque e´tape.
Si le groupe Γ est discret, on espe`re que la proce´dure se stabilise rapidement et donne un
domaine fondamental pour Γ. Au chapitre 3, c’est ce qui nous donne le polye`dre candidat
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pour eˆtre un domaine fondamental pour le groupe Γ dont on e´tudie l’ensemble limite.
Dans la section 2.5, on utilise cette proce´dure pour tester la discre´tude du groupe
obtenu apre`s recollement des composantes de l’espace de modules. La proce´dure ne se
stabilise pas et les domaines de Dirichlet partiels obtenus sont de plus en plus petits, ce
qui indique que le groupe n’est probablement pas discret. On peut alors chercher (par
exemple) un e´le´ment d’ordre infini pour prouver la non discre´tude du groupe.
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Chapitre 2
Uniformisation hyperbolique
d’espaces de modules
Ce chapitre a pour objectif d’e´tudier une structure hyperbolique re´elle sur les espaces
de modules de me´triques plates syme´triques a` singularite´s coniques sur la sphe`re. On
s’inte´resse aux me´triques a` six et huit singularite´s d’angles e´gaux.
La section 2.1 pre´sente les de´finitions et proprie´te´s de base des me´triques plates
syme´triques sur la sphe`re. Les outils ge´ne´raux de ge´ome´trie hyperbolique re´elle utilise´s
dans ce chapitre sont rappele´s section 2.2. L’e´tude des me´triques syme´triques a` 6 singula-
rite´s d’angles e´gaux est effectue´e section 2.3 : on retrouve bien les re´sultats de [ACT07].
Les deux dernie`res sections sont consacre´es a` l’e´tude des me´triques a` 8 singularite´s : la
section 2.4 de´crit explicitement les diffe´rentes composantes de l’espace de modules, et le
recollement des composantes est e´voque´ section 2.5.
2.1 Me´triques syme´triques sur S2
2.1.1 Ge´ne´ralite´s sur les me´triques plates sur S2
La notion principale de ce chapitre est celle de me´trique plate a` singularite´s coniques
sur la sphe`re S2 :
De´finition 2.1.1. Un espace me´trique (M,d) est une me´trique plate sur S2 a` n singula-
rite´s coniques d’angles θ1, . . . , θn, θk ∈]0,2pi[, si M est home´omorphe a` S2 et s’il existe n
points distincts x1, . . . , xn ∈M tels que :
— M ∖{x1, . . . , xn} est localement isome´trique au plan R2 muni de sa structure eucli-
dienne :M∖{x1, . . . , xn} admet un atlas d’isome´tries vers R2, tel que les applications
de changement de cartes soient des isome´tries positives de R2,
— chaque singularite´ xk admet un voisinage centre´ en xk isome´trique a` un coˆne eu-
clidien de sommet xk et d’angle θk, obtenu en recollant les bords d’un secteur
angulaire d’ange θk (voir Figure 2.1).
Les cartes locales en les singularite´s (qui de´veloppent un voisinage de la singularite´ sur
un secteur angulaire) de´pendent de la ge´ode´sique utilise´e pour le de´veloppement. On les
appellera dans la suite “cartes coniques”.
La formule de Gauss-Bonnet applique´e a` une me´trique plate sur la sphe`re implique la
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θ
L
L
Figure 2.1 – L’ouverture du coˆne suivant la ge´ode´sique L donne un secteur angulaire
d’angle θ.
relation suivante sur les angles θk :
(2.1)
n∑
k=1(2pi − θk) = 2χ(S2) = 4pi
En particulier, puisque les θk sont tels que 0 < θk < 2pi, la formule de Gauss-Bonnet im-
plique que les singularite´s sont au moins au nombre de 3.
Les polye`dres convexes de R3 sont des exemples de me´triques plates sur la sphe`re : les
singularite´s sont les sommets du polye`dre, et l’angle conique en une singularite´ est donne´
par la somme des angles des faces incidentes au sommet. Le the´ore`me d’Alexandrov [Ale05]
montre que ce sont en fait les seuls exemples de me´triques plates sur S2 :
The´ore`me 2.1.2 ([Ale05] The´ore`me 1* p.103). Soit (M,d) une me´trique plate singulie`re
sur la sphe`re, telle que tous les angles coniques appartiennent a` l’intervalle ]0,2pi[. Alors
il existe un polye`dre ferme´ convexe P ⊂ R3 qui est isome´trique a` (M,d), et ce polye`dre est
unique a` isome´trie pre`s.
Dans ce the´ore`me, les polye`dres peuvent eˆtre de´ge´ne´re´s et inclus dans un plan : ce sont
alors deux copies isome´triques d’un polygone, recolle´es le long de leur bord. C’est via cette
construction que l’on peut interpre´ter les espaces de modules de polygones de [BG92] et
de la section 1 de [Thu98] comme des espaces de modules de polye`dres “plats”.
2.1.2 Me´triques syme´triques
Au de´but de son article [Thu98], Thurston de´crit l’espace de modules des me´triques
plates sur S2 a` 6 singularite´s marque´es de meˆme angle particulie`res : elles sont obtenues en
recollant deux copies d’un hexagone euclidien le long de leur bord. Etudier ces me´triques
du point de vue des hexagones permet de parame´trer facilement l’espace de modules des
me´triques, voir section 2.3.2.1. Cet espace de modules admet une uniformisation hyper-
bolique re´elle : c’est le quotient par un re´seau de H3R prive´ d’une famille d’hyperplans. La
comple´tion me´trique de cette structure hyperbolique re´elle donne un orbifold hyperbolique
de dimension 3. Les me´triques e´tudie´es par Thurston admettent une isome´trie involutive
naturelle : la syme´trie qui e´change les deux copies de l’hexagone. C’est cette condition de
syme´trie qui permet d’obtenir une structure re´elle, et non plus complexe, sur l’espace de
modules.
Dans [ACT07], Allcock, Carlson et Toledo e´tudient des sextiques a` coefficients re´els,
dont les racines sont invariantes par la conjugaison complexe. Dans le cas des me´triques,
on voudrait de meˆme e´tudier les me´triques invariantes par une isome´trie involutive pour
obtenir une structure re´elle sur l’espace de modules. Ceci ne´cessite de ge´ne´raliser l’exemple
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de Thurston pour obtenir une classe plus large de me´triques, que l’on nommera me´triques
syme´triques sur S2.
De´finition 2.1.3. Une me´trique plate (M,d) sur S2 est dite syme´trique s’il existe une
isome´trie involutive σ ∶M →M qui renverse l’orientation et admet un “cercle” de points
fixes (i.e. une courbe de Jordan), appele´ e´quateur. Une telle me´trique est note´e (M,d,σ).
Deux me´triques syme´triques (M,d,σ) et (M ′, d′, σ′) sont e´quivalentes s’il existe une
homothe´tie f ∶ M → M ′ qui pre´serve les syme´tries : il existe c > 0 tel que pour tous
x, y ∈M , d′(f(x), f(y)) = c ⋅d(x, y), et f ○σ = σ′○f . Les singularite´s ne sont pas marque´es :
l’homothe´tie f ne pre´serve pas force´ment la nume´rotation des singularite´s.
Remarque 2.1.4. 1. Si une me´trique (M,d) admet deux syme´tries σ et σ′ diffe´rentes,(M,d,σ) et (M,d,σ′) ne sont pas force´ment e´quivalentes en tant que me´triques
syme´triques. Conside´rer par exemple un cube euclidien pose´ sur un plan horizontal :
la syme´trie par rapport a` un plan me´dian horizontal, et une syme´trie par rapport
a` un plan diagonal, ne donnent pas des me´triques syme´triques e´quivalentes.
2. Dans le plan euclidien, les seules isome´tries involutives qui renversent l’orientation
sont les re´flexions par rapport a` un axe. Le comportement de la syme´trie σ dans les
cartes assure alors que l’ensemble des points fixes de σ est exactement l’e´quateur.
Le but de ce chapitre est donc d’e´tudier les espaces de modules de me´triques syme´triques
sur S2 avec des singularite´s coniques d’angles e´gaux en adaptant la me´thode de´crite par
Thurston : le parame´trage de ces espaces est base´ sur l’e´tude des formes de polygones.
La premie`re e´tape est l’e´tude des me´triques syme´triques a` 6 singularite´s, pour retrouver
les re´sultats de [ACT07]. On e´tudie ensuite les me´triques a` 8 singularite´s : on pre´cise
les re´sultats de la the`se de Chu [Chu06], et on conside`re plus en de´tail l’obstruction au
recollement des diffe´rentes composantes de l’espace de modules.
2.1.3 Quelques proprie´te´s des me´triques syme´triques
Soit (M,d,σ) une me´trique syme´trique sur S2 a` n singularite´s coniques, note´es x1, . . . , xn,
d’angles respectifs θ1, . . . , θn. D’apre`s la formule de Gauss-Bonnet (2.1), ∑ni=1(2pi−θi) = 4pi.
Notons C le cercle de points fixes de σ. Puisque σ est une isome´trie de (M,d), elle pre´serve
l’ensemble des singularite´s {xi}i=1,...,n. De plus, σ est involutive, donc pour tout 1 ⩽ i ⩽ n,
— soit xi est un point fixe de σ, donc xi appartient a` l’e´quateur C par de´finition. La
singularite´ xi est dite e´quatoriale dans ce cas.
— soit il existe j ≠ i tel que σ e´change xi et xj . On dit alors que xi et xj sont conjugue´es
par σ.
Noter que deux singularite´s conjugue´es par σ sont force´ment de meˆme angle.
Les me´triques plates syme´triques ont certaines proprie´te´s ge´ome´triques qui nous seront
utiles dans la suite. On commence par la proprie´te´ ge´ne´rale d’existence de ge´ode´siques
dans les me´triques plates (M,d). Un segment ge´ode´sique (ou ge´ode´sique) dans un espace
me´trique est un chemin continu de domaine compact, parame´tre´ par longueur d’arc, et qui
minimise localement la distance. (M,d) est un espace me´trique compact, donc un re´sultat
classique de Menger ([Men30] p.492) implique l’existence d’un plus court chemin entre
toute paire de points de l’espace. Ce chemin est alors un segment ge´ode´sique. Il est obtenu
comme limite d’une suite minimisante de chemins continus entre les deux points. Dans
R2 muni de la me´trique euclidienne, un chemin qui minimise la distance localement est
un segment, donc l’image dans les cartes non coniques d’une ge´ode´sique de (M,d) est un
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segment euclidien. De meˆme, l’image d’un segment ge´ode´sique partant d’une singularite´
dans une carte conique en cette singularite´ est un segment a` partir du sommet du secteur
angulaire.
Soit maintenant (M,d,σ) une me´trique syme´trique sur S2. Les proprie´te´s suivantes se
de´duisent facilement du comportement des ge´ode´siques dans les cartes :
Proposition 2.1.5. 1. Une ge´ode´sique ne peut pas passer par une singularite´ conique,
sauf a` ses extre´mite´s.
2. L’arc d’e´quateur compris entre deux singularite´s e´quatoriales conse´cutives est un
segment ge´ode´sique entre ces deux singularite´s.
3. Soient xi, xj deux singularite´s conjugue´es par σ : toute ge´ode´sique entre xi et
xj invariante par σ (une telle ge´ode´sique sera dite syme´trique) est orthogonale
a` l’e´quateur C, et intersecte C une seule fois. C’est le cas en particulier d’une
ge´ode´sique de longueur minimale entre les deux singularite´s. Une telle ge´ode´sique
n’est pas force´ment unique, voir section 2.3.2.3.
Noter que la conclusion du point 3. est fausse si on enle`ve l’hypothe`se de syme´trie de
la ge´ode´sique.
De´monstration. 1. Soit l une ge´ode´sique de (M,d). Supposons qu’une singularite´ xi
soit dans l’inte´rieur relatif de l. On choisit une carte conique en xi, telle que la
ge´ode´sique d’ouverture de la carte n’intersecte pas l. Alors l’image de l dans la
carte est forme´e de deux segments passant par le centre du secteur angulaire et
faisant un angle strictement infe´rieur a` pi. l ne minimise donc pas la distance entre
les points situe´s de part et d’autre de la singularite´, ce qui est absurde.
2. Soit y ∈ C/{xi}1⩽i⩽6 : on conside`re une carte en y qui ne contient pas de singularite´.
σ est une isome´trie involutive, donc l’ensemble de ses points fixes dans la carte est
un segment euclidien. L’e´quateur minimise donc la distance localement. Il en est
de meˆme aux extre´mite´s, au niveau des singularite´s coniques.
3. Soit l ∶ [0, a] → M une telle ge´ode´sique. Par continuite´, l intersecte l’e´quateur C.
Soit p = l(t0) le premier point d’intersection (a` partir de xi par exemple) avec
l’e´quateur. Noter que p n’est pas une singularite´ par 1. l est invariante par σ, donc
l’image du segment ge´ode´sique l∣[0,t0] par σ est l∣[a−t0,a], segment ge´ode´sique entre
p et xj . l est orthogonale a` C en p puisque son image est un segment invariant
par l’involution σ, et non contenu dans l’ensemble des points fixes. Il existe donc
ε > 0 tel que les images de l∣[t0,t0+ε] et l∣[a−t0,a−t0+ε] co¨ıncident (conside´rer une carte
en p). Par connexite´, on en de´duit que t0 = a/2, et que l admet un unique point
d’intersection avec C.
2.1.4 De´veloppement d’une me´trique syme´trique
Le but de ce chapitre est de de´crire les espaces de modules de certaines familles de
me´triques plates syme´triques sur S2. Pour les e´tudier, on cherche a` se ramener a` des
polygones, plus faciles a` parame´trer. Ceci se fait en de´veloppant ces me´triques dans R2
pour obtenir un polygone euclidien, dans l’esprit de l’article de Thurston [Thu98] (voir
aussi [Par06] et [PB15]). Le cas des me´triques syme´triques est particulier : du fait de
l’involution σ, toute l’information ge´ome´trique de l’espace (M,d,σ) est contenue dans un
he´misphe`re (l’adhe´rence d’une des deux composantes de M∖C). Il suffit alors de de´velopper
un he´misphe`re dans R2, ce qui donne des polygones euclidiens relativement simples.
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Image du de´veloppement Soit (M,d,σ) une me´trique syme´triques a` n singularite´s
distinctes. L’e´quateur C partage M en deux he´misphe`res isome´triques par σ. Notons W
un de ces he´misphe`res ferme´s : M est obtenue en recollant deux copies de W le long de
leur bord. Soit k le nombre de paires de singularite´s conjugue´es : chaque paire est note´e{yi, σ(yi)}, ou` yi est choisie dans l’he´misphe`re W , et l’angle conique de yi est note´ θi.
Soit m = n − 2k le nombre de singularite´s e´quatoriales, note´es xj pour 1 ⩽ j ⩽ m, d’angle
conique φj .
Pour chaque paire de singularite´s conjugue´es {yi, σ(yi)}, on choisit une ge´ode´sique
syme´trique li entre les deux singularite´s, voir Proposition 2.1.5. Les li sont choisies de
manie`re a` ce qu’elles soient toutes disjointes (voir aussi Figure 2.3). Un tel choix existe
d’apre`s la proposition suivante, mais il n’est en ge´ne´ral pas unique.
Proposition 2.1.6. Pour chaque paire de singularite´s conjugue´es {yi, σ(yi)}, soit li une
ge´ode´sique de longueur minimale entre yi et σ(yi). Alors les li sont deux a` deux disjointes.
De´monstration. Supposons que deux de ces ge´ode´siques, note´es li et lj , se coupent. Soit
p un point d’intersection. li et lj sont syme´triques, donc σ(p) est encore un point d’in-
tersection entre les deux ge´ode´siques. Conside´rons les deux segments ge´ode´siques l′i et l′j
des ge´ode´siques restreintes entre p et σ(p). Si l′i (par exemple) est de longueur strictement
infe´rieure a` l′j , alors on peut trouver un chemin entre yj et σ(yj) plus court que lj . C’est
absurde, donc l′i et l′j sont de meˆme longueur.
Dans une carte en p, l’image de chaque ge´ode´sique (restreinte a` la carte) est un seg-
ment passant par p. Les deux segments ne co¨ıncident pas (sinon, par connexite´, les deux
ge´ode´siques seraient e´gales, absurde car les singularite´s yi et yj sont distinctes), donc ils
se coupent transversalement en p. C’est absurde, car on peut encore trouver un chemin de
longueur strictement infe´rieure entre yj et σ(yj) (par exemple), voir Figure 2.2.
b
lj li
p
Figure 2.2 – Le chemin entre yj et σ(yj) suivant lj jusqu’a` p, puis le segment en pointille´s,
puis li jusqu’a` σ(p) et a` nouveau lj , est de longueur strictement infe´rieure a` lj .
Dans la suite, on de´notera encore li le segment ge´ode´sique li∩W . On va alors “ouvrir”
l’he´misphe`re W suivant les ge´ode´siques li, et le de´velopper a` l’aide des cartes vers R2.
Conside´rons W ∖ {li}i=1,...,k. Pour chaque ge´ode´sique li oˆte´e, on recolle deux com-
posantes de bord isome´triques a` li, partant de yi. L’espace obtenu est note´ W
′ : il est
compact et simplement connexe car les ge´ode´siques li ne se coupent pas. W
′ admet un
atlas d’isome´tries vers R2, dont les changements de cartes sont des isome´tries euclidiennes
positives. Pour tout point dans l’inte´rieur de W ′, il suffit de conside´rer une carte usuelle
de (M,d) incluse dans W ∖ {li}i=1,...,k. Pour un point p au bord de W ′, quatre cas se
pre´sentent :
— p appartient a` l’e´quateur C et n’est pas une singularite´ : une carte en p est simple-
ment la restriction d’une carte en p de (M,d) a` l’he´misphe`re W .
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— p appartient a` une composante de bord isome´trique a` une ge´ode´sique li oˆte´e : toute
carte de (M,d) en p (restreinte a` l’he´misphe`re W ) est se´pare´e en deux composantes
connexes par li. Une carte en p pour W
′ est alors la restriction a` l’une de ces deux
composantes connexes, correspondant au coˆte´ suivant lequel p est recolle´.
— p est une singularite´ e´quatoriale xj : une carte en p est la restriction a` W d’une carte
conique en xj ouverte suivant une ge´ode´sique appartenant a` l’he´misphe`re oppose´
σ(W ). Son image est donc un secteur angulaire d’angle φj/2 du fait de la syme´trie
par σ.
— p est une singularite´ non e´quatoriale yi : une carte en p est une carte conique ouverte
suivant la ge´ode´sique li.
Soit p un point de W ′, et ϕU ∶ U ⊂ W ′ → R2 une carte en p. Pour tout x ∈ W ′,
soit γ un chemin entre p et x : on peut le recouvrir par des cartes (en commenc¸ant
par la carte U fixe´e). En utilisant les changements de cartes, qui sont des isome´tries
euclidiennes, on construit pas a` pas un chemin γ˜ de R2 isome´trique a` γ, partant de ϕU(p).
L’application de´veloppante dev associe a` x l’extre´mite´ finale dev(x) du chemin γ˜. Comme
W ′ est simplement connexe, dev(x) est inde´pendant du choix de γ et du recouvrement
par des cartes associe´, donc l’application de´veloppante dev ∶W ′ → R2 est bien de´finie pour
une carte initiale ϕU donne´e.
Etudions l’image de l’application de´veloppante. dev est une isome´trie locale par construc-
tion, donc l’image de tout segment ge´ode´sique par dev est un segment euclidien de R2.
En une singularite´ e´quatoriale xj , l’angle entre les images des deux segments ge´ode´siques
porte´s par C est φj/2. En une singularite´ non e´quatoriale yi, les deux segments ge´ode´siques
au bord de W ′ ont pour image deux segments faisant un angle θi en dev(yi). Ils sont or-
thogonaux aux segments images de l’e´quateur, puisque li est orthogonale a` C. On veut
montrer que l’image de dev est un polygone, comme de´crit Figure 2.3.
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W ′
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Figure 2.3 – De´veloppement d’une me´trique a` 7 singularite´s, dont deux paires conjugue´es.
L’he´misphe`re W est ouvert suivant les ge´ode´siques li et de´veloppe´ sur R2 en un (7+2)-gone.
Proposition 2.1.7. L’application de´veloppante dev induit une isome´trie globale de W ′ sur
un n+k-gone S comme illsutre´ Figure 2.3 : il admet m sommets d’angles φj/2, j = 1, . . . ,m,
2k sommets d’angles pi/2, et k sommets d’angles θi, i = 1, . . . , k. Chaque sommet d’angle
θi est situe´ entre deux sommets a` angles droits.
On peut voir le polygone S comme un n-gone (ou` n est le nombre de singularite´s de la
me´trique) admettant m sommets d’angles φj/2 et k paires de sommets conse´cutifs d’angles
θi/2, modifie´ de la fac¸on suivante :
— si θi > pi, on oˆte un triangle isoce`le orthogonal au bord, base´ sur le coˆte´ entre les
deux sommets d’angles θi/2 (voir Figure 2.3),
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— si θi < pi, on recolle un triangle isoce`le orthogonal au bord, base´ sur ce coˆte´,
— si θi = pi, l’image de la singularite´ yi par l’application de´veloppante est au bord du
polye`dre.
Pour toutes les me´triques e´tudie´es dans les sections suivantes, les singularite´s conjugue´es
seront d’angle supe´rieur a` pi.
De´monstration. Surjectivite´. L’image par dev de ∂W ′ est le bord d’un tel polygone. Les
composantes de C prive´ des singularite´s e´quatoriales xj et des points d’intersection avec
les ge´ode´siques li sont des segments ge´ode´siques, donc leurs images par dev sont des
segments euclidiens. L’angle entre deux d’entre eux au niveau d’une singularite´ e´quatoriale
xj est φj/2. L’angle au niveau de l’image d’une singularite´ non e´quatoriale yi est θi, et les
deux segments issus de l’image de yi sont orthogonaux aux segments image de l’e´quateur.
L’image du bord est donc une courbe ferme´e qui de´limite un polygone S comme de´crit
dans l’e´nonce´ de la proposition.
∂W ′ est homotope au lacet constant dans W ′, donc son image par dev, ∂S, est aussi
un lacet trivial dev(W ′). Ceci implique que S est entie`rement inclus dans dev(W ′). dev
est une isome´trie locale, donc tout point de W˚ ′ est dans l’inte´rieur de dev(W ) (puisqu’il
est inclus dans l’image d’une carte, ouverte). En particulier, pour tout p ∈ W ′, si dev(p)
est au bord de dev(W ′) alors p appartient a` ∂W ′. Donc le bord de dev(W ′) est inclus
dans le bord de S. On a donc :
{ S ⊂ dev(W ′)
∂dev(W ′) ⊂ ∂S , et S et dev(W ′) sont compacts (donc ferme´s).
Ceci implique que les deux ensembles sont e´gaux : S = dev(W ′). On obtient de plus que
pour tout p ∈W ′, dev(p) ∈ ∂S si et seulement si p ∈ ∂W ′.
Injectivite´. Pour montrer l’injectivite´ de dev ∶ W ′ → S, on montre que c’est un
reveˆtement. Puisque S est simplement connexe, le the´ore`me de rele`vement des chemins et
homotopies (voir [Hat02] p.60-61 pour le the´ore`me et ses conse´quences) implique que dev
est injective, donc que c’est une isome´trie globale.
Soit x ∈ S. Montrons d’abord que x admet un nombre fini d’ante´ce´dents. Supposons
le contraire. W ′ est compact, donc il existe une suite d’e´le´ments distincts pn ∈ dev−1({x})
qui converge vers p′ ∈ W ′. Par continuite´, p′ appartient aussi a` dev−1({x}). Or il existe
une carte en p′ telle que dev restreinte a` cette carte est une isome´trie. C’est absurde, donc
x admet un nombre fini d’ante´ce´dents, note´s p1, . . . , ps.
Si x appartient a` S˚, alors tout pi ∈ dev−1({x}) appartient a` W˚ ′. Il existe alors ε > 0
tel que les boules ouvertes B(pi, ε) sont deux a` deux disjointes, incluses dans W˚ ′, et telles
que dev restreinte a` chacune des B(pi, ε) est une isome´trie. La boule B(x, ε) ⊂ S est donc
un voisinage admissible pour x ∈ S.
Si x appartient a` ∂S, tout ante´ce´dent appartient a` ∂W ′. Le meˆme raisonnement permet
de trouver un voisinage admissible pour x. dev est donc un reveˆtement de W ′ sur S.
A toute me´trique syme´trique a` n singularite´s, on peut donc associer via une applica-
tion de´veloppante un polygone comme de´crit Figure 2.3. Re´ciproquement, e´tant donne´ un
polygone respectant les conditions sur les angles de la proposition 2.1.7, on peut construire
une me´trique syme´trique : pour chaque triangle isoce`le oˆte´, on recolle les deux coˆte´s au
bord de S, ce qui donne une “pyramide” avec k sommets d’angles θi (ceci correspond aux
“convex caps” de [Fil11]). On recolle ensuite deux copies de cette pyramide le long de
leur bord. L’espace obtenu est alors bien home´omorphe a` S2, localement isome´trique a` R2
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sauf au niveau des k paires de singularite´s conjugue´es, et des m singularite´s e´quatoriales
d’angles φj . La syme´trie σ est celle qui e´change les deux copies de la pyramide.
Dans la construction de l’application de´veloppante, un choix diffe´rent du point base p
ou de la carte ϕU donnerait un hexagone S
′ qui diffe`re de S par une isome´trie positive
de R2. De meˆme, le choix de l’he´misphe`re σ(W ) au lieu de W donnerait un hexagone
isome´trique a` S par une isome´trie de R2 qui renverse l’orientation. A chaque me´trique,
on peut donc associer naturellement une classe d’isome´trie de polygones. Il faut noter
cependant que cette classe n’est pas force´ment unique : un choix diffe´rent des ge´ode´siques
de de´coupe li peut donner un polygone S
′ qui n’est pas isome´trique a` S. Le passage du
polygone S au polygone S′ peut eˆtre de´crit simplement en termes d’ope´ration de type
”couper-coller” sur S.
Changements de ge´ode´sique de de´coupe Les ge´ode´siques syme´triques de la me´trique(M,d,σ) autres que les li sont visibles sur le polygone S. Elles sont repre´sente´es par des
segments dans S, puisque l’application de´veloppante est une isome´trie, et sont orthogo-
nales au bord du polygone d’apre`s la proposition 2.1.5. Les ge´ode´siques syme´triques sont
de deux type dans S. Soit l une ge´ode´sique syme´trique entre les singularite´s yi et σ(yi),
diffe´rente de la ge´ode´sique de de´coupe li :
— si l n’intersecte aucune des ge´ode´siques de de´coupe lj , alors l’image de l par dev
est un segment issu de dev(yi) et orthogonal a` ∂S, voir par exemple la ge´ode´sique
l′2 sur la Figure 2.5,
— si l intersecte une ou plusieurs des ge´ode´siques lj , alors dev(l) est une union de
segments. Les discontinuite´s ont lieu aux niveau des lj comme de´crit Figure 2.4.
Le premier segment est issu de dev(yi), le dernier est orthogonal a` ∂S, voir la
ge´ode´sique l′1 sur la Figure 2.5.
S
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π − γ
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× ×
Figure 2.4 – L’image par l’application de´veloppante d’une ge´ode´sique de (M,d,σ) qui
croise une ge´ode´sique de de´coupe est discontinue.
Soit donc {l′1, . . . , l′k} un ensemble de ge´ode´siques syme´triques entre les paires de sin-
gularite´s {yi, σ(yi)} (1 ⩽ i ⩽ k), telles que les l′i sont deux a` deux disjointes. Soit S′ le
polygone obtenu en de´veloppant la me´trique (M,d,σ) suivant les l′i. S′ peut eˆtre construit
a` partir de S par une modification de type ”couper-coller”, voir Figure 2.5.
Pour tous les i, 1 ⩽ i ⩽ k, tels que l′i est diffe´rente de li :
— S est de´coupe´ le long des ge´ode´siques l′i. L’espace re´sultant admet plusieurs com-
posantes connexes (leur nombre de´pend du nombre de ge´ode´siques l′i diffe´rentes de
li, et de leur nombre d’intersections avec les ge´ode´siques lj). Ce sont des polygones
dont les coˆte´s sont isome´triques a` des portions de ∂S, des li ou des l
′
i.
— les portions des anciennes ge´ode´siques de de´coupe li sont identifie´es deux a` deux :
on referme les de´coupes suivant les li.
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Le polygone obtenu est bien S′, qui de´veloppe la me´trique (M,d,σ) apre`s ouverture suivant
les ge´ode´siques l′i.
de´coupe suivant l′
1
et l′
2
identification suivant l1 et l2
l′
1
l′
2
l′
1
l′
2
l1
l1
l2
l2
b
b
b
b
b
b
b
b
b
b
b
b
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S′
Figure 2.5 – Le polygone S est de´coupe´ suivant les ge´ode´siques l′1 et l′2, puis recolle´ le
long des portions de ge´ode´siques l1 et l2. Le polygone S
′ obtenu est le de´veloppement de
la me´trique correspondante apre`s ouverture suivant l′1 et l′2.
Ces ope´rations de “couper-coller” peuvent cependant eˆtre de´finies de manie`re inde´pendante
de la me´trique (M,d,σ), en conside´rant seulement le polygone S et les segments ortho-
gonaux au bord comme de´crit pre´ce´demment (que l’on appellera ge´ode´siques syme´triques
de S). Une modification de S comme de´crit ci-dessus sera appele´e un changement de
ge´ode´siques de de´coupe pour S.
Notons alorsMθ1,...,θk,φ1,...,φm l’ensemble des classes d’e´quivalence de me´triques syme´triques
a` k paires de singularite´s non e´quatoriales d’angles θ1, . . . , θk, et m singularite´s e´quatoriales
d’angles φ1, . . . , φm. On rappelle que deux me´triques sont e´quivalentes s’il existe une simi-
litude entre les deux qui pre´serve la syme´trie, voir de´finition 2.1.3.
De´finition 2.1.8. Conside´rons l’ensemble des polygones S comme dans la proposition 2.1.7 :
ce sont des n + k-gones, admettant m sommets d’angles φj/2, et k triplets de sommets
conse´cutifs d’angles (pi/2, θi, pi/2). Deux tels polygones sont dits e´quivalents s’ils diffe`rent
d’une similitude et d’un changement de ge´ode´siques de de´coupe, comme de´crit au para-
graphe pre´ce´dent.
On note Iθ1,...,θk,φ1,...,φm l’ensemble des classes d’e´quivalence de ces polygones. Alors
par construction, on a la proposition :
Proposition 2.1.9. L’application suivante, ou` les crochets repre´sentent une classe d’e´quivalence,
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est une bijection :
ϕ ∶ Iθ1,...,θk,φ1,...,φm → Mθ1,...,θk,φ1,...,φm
[S] ↦ ⎡⎢⎢⎢⎢⎢⎣
me´trique obtenue en identifiant deux a` deux
les coˆte´s des triangles isoce`les et en recollant
deux copies de cet espace le long de leur bord
⎤⎥⎥⎥⎥⎥⎦
La surjectivite´ de φ est assure´e par l’e´tude du de´veloppement des me´triques. L’injec-
tivite´ vient du fait que deux me´triques e´quivalentes ont des he´misphe`res isome´triques,
puisque la syme´trie est pre´serve´e. Leur de´veloppement diffe`re alors d’une similitude, et du
choix des ge´ode´siques d’ouverture.
2.1.5 De´ge´ne´rescences
Soit (M,d) est une me´trique plate sur S2 a` n singularite´s coniques, avec m singularite´s
e´quatoriales et k paires de singularite´s conjugue´es. Les singularite´s sont toutes distinctes
par de´finition, donc le (n + k)-gone obtenu apre`s de´veloppement de la me´trique (voir
proposition 2.1.7) est non de´ge´ne´re´ : il a exactement n + k sommets distincts.
Dans certains cas, il est cependant possible de faire tendre la longueur d’un coˆte´ du
polygone vers 0, tout en conservant les angles du polygone, et de fac¸on a` ce que le polygone
limite soit le de´veloppement d’une me´trique sur S2. Le polygone obtenu lorsque les deux
sommets co¨ıncident est appele´ polygone de´ge´ne´re´, et la me´trique plate sur S2 associe´e est
appele´e me´trique de´ge´ne´re´e. Les de´ge´ne´rescences de polygones sont de´crites dans [BG92]
(p.212). Elles sont aussi de´crites du point de vue des me´triques sur S2 dans [Thu98] p.528-
529 : la topologie conside´re´e sur l’espace de modules des me´triques est donne´e par la
structure hyperbolique complexe (rappele´e succinctement dans l’introduction) de´finie sur
cet espace. On se contente pour le moment d’une description des de´ge´ne´rescences en termes
de polygones, puisque nous n’avons pas encore de´fini de topologie sur l’espace de modules
des me´triques syme´triques. Plus loin dans le chapitre, une fois une structure hyperbolique
re´elle de´finie sur l’espace de modules, on retrouvera bien le meˆme type de de´ge´ne´rescences
que [Thu98].
La possibilite´ de faire co¨ıncider deux sommets conse´cutifs d’un polygone (dont les
angles sont fixe´s) de´pend des angles en ces sommets. Diffe´rents cas sont de´crits Figure 2.6.
On conside`re seulement les de´ge´ne´rescences correspondant a` deux singularite´s qui co¨ıncident.
Il y a alors trois cas possibles : soit deux singularite´s e´quatoriales conse´cutives se rap-
prochent, soit deux singularite´s conjugue´es (donc la longueur des segments correspon-
dant a` la ge´ode´sique de de´coupe tend vers 0), soit deux singularite´s non e´quatoriales non
conjugue´es. Dans les trois cas, si on note θ1 et θ2 les angles coniques des deux singularite´s,
une condition ne´cessaire pour la de´ge´ne´rescence est la suivante :
2pi < θ1 + θ2
Cette condition est aussi souvent exprime´e en termes des courbures ck = 2pi − θk des
singularite´s : elle s’e´crit alors c1 + c2 < 2pi.
Conside´rons par exemple le cas de deux singularite´s e´quatoriales conse´cutives d’angles
coniques θ1 et θ2. Les angles dans le polygone de´veloppe´ sont alors θ1/2 et θ2/2. On observe
alors les trois cas suivants, voir Figure 2.6 :
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Singularite´s e´quatoriales conse´cutives :
Singularite´s conjugue´es :
Singularite´s non e´quatoriales non conjugue´es :
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Figure 2.6 – De´ge´ne´rescences possibles entre deux singularite´s dans un polygone. A
gauche : θ1 + θ2 > 2pi, de´ge´ne´rescence possible, nouvelle singularite´ d’angle θ1 + θ2 − 2pi.
Au milieu : θ1 + θ2 = 2pi, de´ge´ne´rescence a` l’infini. A droite : θ1 + θ2 < 2pi, de´ge´ne´rescence
impossible.
— si θ1 + θ2 > 2pi, alors la longueur du coˆte´ peut tendre vers 0. Le polygone de´ge´ne´re´
obtenu est d’angle (θ1 + θ2 − 2pi)/2, donc la me´trique de´ge´ne´re´e correspondante
admet une singularite´ e´quatoriale d’angle θ1 + θ2 − 2pi,
— si θ1 + θ2 < 2pi, pas de de´ge´ne´rescence possible (le polygone s’e´crase sur un point),
— si θ1 + θ2 = 2pi, le polygone de´ge´ne`re en un segment (d’aire nulle) si la longueur du
coˆte´ tend vers 0. On verra dans la suite qu’une telle de´ge´ne´rescence correspond a` un
point a` l’infini pour la structure hyperbolique construite sur l’espace de modules.
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2.2 Polye`dres et groupes dans HnR : quelques outils
Les travaux de´crits dans ce chapitre sont base´s sur la ge´ome´trie hyperbolique re´elle. On
rappelle dans cette section les notions et outils spe´cifiques a` ce contexte qui seront utilise´s.
Dans toute la suite du chapitre, Hn de´signera l’espace hyperbolique re´el de dimension n.
Les polye`dres de Hn sont les principaux objets ge´ome´triques utilise´s dans l’e´tude des
espaces de modules des me´triques syme´triques : la premie`re e´tape de cette e´tude est en
effet de de´crire ces espaces de modules comme des polye`dres hyperboliques, quotiente´s par
des isome´tries de Hn. On commence donc par rappeler les principales notions et proprie´te´s
lie´es aux polye`dres hyperboliques.
Les deux re´sultats fondamentaux utilise´s ensuite dans ce chapitre sont le the´ore`me de
Poincare´, qui permet de de´crire ces espaces de modules comme des orbifolds hyperboliques,
et l’algorithme de Vinberg, qui nous permet d’identifier explicitement ces orbifolds et de les
comparer avec des groupes “classiques” du type O(q,Z), ou` q est une forme quadratique
de signature (n,1).
Le the´ore`me de Poincare´ est pre´sente´ dans le cas ge´ne´ral section 1.3. Dans cette
partie, on de´crit donc seulement la ve´rification des hypothe`ses dans le cas re´el. Les
polye`dres qui apparaissent dans ce chapitre admettent seulement des sommets ide´aux
(voir de´finition 2.2.6) comme points a` l’infini, on se restreint donc a` ce type de polye`dres.
Une version du the´ore`me de Poincare´ pour plusieurs polye`dres, qui sera utilise´e dans la
suite de ce chapitre, est aussi de´crite.
On de´taille ensuite l’algorithme de Vinberg, qui permet de de´terminer, sous cer-
taines conditions, un domaine fondamental pour le sous-groupe de re´flexions d’un groupe
d’isome´tries entie`res O(q,Z), ou` q est une forme quadratique de signature (n,1).
2.2.1 Polye`dres hyperboliques
Les re´sultats de cette section sont principalement tire´s de [Rat06]. On conside`rera seule-
ment des polye`dres borde´s par des hyperplans hyperboliques, et admettant un nombre fini
de faces.
De´finitions Conside´rons l’espace Rn+1 muni d’une forme quadratique q de signature(n,1), note´ Rn,1. La forme biline´aire associe´e a` q est note´e ⟨., .⟩. Soit v ∈ Rn,1 un vecteur
positif pour q : ⟨v, v⟩ > 0. Son orthogonal Hv = {x ∈ Rn,1 ∣ ⟨v, x⟩ = 0} est un hyperplan
de Rn,1 qui contient des vecteurs ne´gatifs. Hv donne donc, apre`s passage au quotient, un
hyperplan de Hn note´ Hv, de polaire v. Hv se´pare l’espace hyperbolique en deux demi-
espaces.
Pour pouvoir de´crire ces demi-espaces en termes des coordonne´es dans Rn,1, il faut fixer
la nappe de l’hyperbolo¨ıde {q(x) = −1} avec laquelle on veut travailler. Supposons qu’une
re´duction de Gauss de la forme quadratique q s’e´crive q(x) = −l0(x)2+l1(x)2+⋯+ln(x)2, ou`
les lj sont des formes line´aires inde´pendantes. Soit Q
−
sup = {x ∈ Rn,1 ∣ ⟨x,x⟩ < 0, l0(x) > 0}
le coˆne supe´rieur des vecteurs ne´gatifs. Les demi-espaces hyperboliques de´limite´s par Hv
peuvent alors eˆtre repre´sente´s par les ensembles
H−v =H−v /R∗+, ou` H−v = {x ∈ Q−sup ∣ ⟨v, x⟩ ⩽ 0}
et
H+v =H+v /R∗+, ou` H+v = {x ∈ Q−sup ∣ ⟨v, x⟩ ⩾ 0}
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Dans la suite, on oubliera souvent la distinction entre Hv et Hv, et de meˆme pour H
±
v et
H±v .
De´finition 2.2.1. Un polye`dre convexe P de Hn est l’intersection d’un nombre fini de
demi-espaces borde´s par des hyperplans :
P = m⋂
j=1H−vj
ou` les vj sont des vecteurs positifs de Rn,1. La dimension de P est la dimension minimale
des sous-espaces totalement ge´ode´siques de Hn contenant P.
Dans la suite, P de´signe un polye`dre de dimension n. Un hyperplan Hvj est dit essentiel
pour P si Hvj∩P contient un ouvert de Hvj . Si Hvj est essentiel, alors l’intersection Hvj∩P
est la face de P porte´e par Hvj . Toute face de P est un polye`dre convexe de dimension
n − 1. L’ensemble des facettes de P est construit par re´currence sur la codimension : les
facettes de codimension 1 de P sont les faces de P, et les facettes de codimension k+1 sont
les faces des facettes de codimension k. Les facettes de P de codimension 2 sont appele´es
areˆtes de P.
Toute areˆte de P est sur exactement deux faces (voir [Rat06] p.203), donc P est bien
un polytope au sens de la section 1.3.
L’espace Hn ∪ ∂∞Hn admet une topologie (voir section 1.1.3), et il est naturel de
conside´rer l’adhe´rence P∞ de P dans cet espace. Les points a` l’infini de P sont les points
de P∞ ∩ ∂∞Hn. P est compact si et seulement si il n’admet pas de points a` l’infini.
Angles die`dres Etant donne´s deux hyperplans H et H ′ de Hn, l’une des trois situations
suivantes est ve´rifie´e :
— H et H ′ se coupent dans Hn : l’angle entre H et H ′ est alors constant.
— H et H ′ ne se coupent pas dans Hn, mais se coupent dans ∂∞Hn : ils sont paralle`les.
— H et H ′ sont disjoints dans Hn ∪ ∂∞Hn : ils sont dits ultraparalle`les. Dans ce cas,
H et H ′ admettent une perpendiculaire commune.
Une partie de la ge´ome´trie d’un polye`dre P est donne´e par les angles die`dres entre les hy-
perplans (qui sont tous suppose´s essentiels). La proposition suivante permet de de´terminer
ces angles a` partir de la donne´e des polaires :
Proposition 2.2.2 ([Rat06] §3.2). Soient H et H ′ deux hyperplans, de polaires v et v′,
qui de´finissent deux demi-espaces H−v et H−v′. Notons
δ = ⟨v, v′⟩√⟨v, v⟩√⟨v′, v′⟩
Alors :
— si ∣δ∣ < 1, H et H ′ s’intersectent dans Hn. L’angle entre les hyperplans est donne´
par arccos(∣δ∣) ∈ [0, pi2 ]. L’angle die`dre entre les deux demi-espaces H−v et H−v′ est
arccos(−δ).
— Si ∣δ∣ = 1, alors H et H ′ sont paralle`les.
— Si ∣δ∣ > 1, alors H et H ′ sont ultraparalle`les, et la distance entre les deux hyperplans
est arcosh(∣δ∣).
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Polye`dres de Coxeter Parmi les polye`dres les plus simples, on trouve les polye`dres de
Coxeter :
De´finition 2.2.3. Soit P = ⋂mj=1H−j un polye`dre de Hn. P est un polye`dre de Coxeter si
quels que soient Hi et Hj des hyperplans bordant P qui s’intersectent dans Hn, l’angle
die`dre αij entre H
−
i et H
−
j est de la forme pi/kij , ou` kij ⩾ 2 est un entier.
Les polye`dres de Coxeter peuvent eˆtre repre´sente´s par un graphe, appele´ diagramme de
Coxeter. Soit P un polye`dre de Coxeter. Le diagramme de Coxeter de P a pour sommets
les hyperplans (essentiels) bordant P. Etant donne´s deux tels hyperplans Hi et Hj , l’areˆte
entre les sommets correspondants est donne´e par les conventions suivantes :
— si Hi et Hj s’intersectent dans Hn avec un angle die`dre αij = pi/2 : pas d’areˆte,
— si Hi et Hj s’intersectent et αij = pi/3 (respectivement pi/4) : areˆte simple (respec-
tivement double),
— si Hi et Hj s’intersectent et αij = pi/kij avec kij ⩾ 5 : areˆte avec l’e´tiquette kij ,
— si Hi et Hj sont paralle`les : areˆte e´paisse (ou areˆte simple avec l’e´tiquette ∞),
— si Hi et Hj sont ultraparalle`les : areˆte e´paisse en pointille´s.
La Figure 2.7 donne un exemple de diagramme de Coxeter.
6
Figure 2.7 – Exemple de diagramme de Coxeter.
Links Soit P un polye`dre de Hn. La ge´ome´trie locale de P au voisinage d’une facette
E ⊂ P est de´crite par l’objet suivant ([Rat06] p.214) :
De´finition 2.2.4. Soit P ⊂ Hn un polye`dre hyperbolique, et p un point de P. Soit Sp
une (n − 1)-sphe`re centre´e en p qui n’intersecte que les faces de P qui contiennent p.
L’intersection P ∩ Sp est un polye`dre sphe´rique. Le link de p est le polye`dre de la sphe`re
unite´ Sn−1 donne´ par P ∩ Sp, apre`s changement d’e´chelle.
Cette de´finition peut eˆtre e´tendue aux points a` l’infini de P, voir [Rat06] p.217.
De´finition 2.2.5. Soit p un point a` l’infini de P, et soit Σp une horosphe`re base´e en p qui
n’intersecte que les faces de P incidentes a` p. Le link de p dans P est le polye`dre euclidienP ∩Σp (unique a` similitude pre`s).
Noter qu’il existe toujours une horosphe`re qui n’intersecte que les faces incidentes a` p,
puisque les polye`dres conside´re´s ici admettent seulement un nombre fini de faces.
On peut alors distinguer deux types de points a` l’infini pour P, suivant la topologie
du link.
De´finition 2.2.6 ([Rat06] p.219). Soit P un polye`dre hyperbolique, et p un point a` l’infini
de P. p est un sommet ide´al de P si son link dans P est compact.
Si p est un sommet ide´al de P, P admet une “pointe” infinie vers p, qui est de volume
fini : si Σ est une horosphe`re en p qui n’intersecte que les faces incidentes a` p, et si B est
l’horoboule de´limite´e par Σ, alors le volume de P ∩Σ est fini, voir [Rat06] p.222.
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Condition suffisante de volume fini La remarque pre´ce´dente permet d’obtenir une
condition suffisante pour qu’un polye`dre P soit de volume fini. Cette condition sera utilise´e
tout au long du chapitre pour montrer que les polye`dres e´tudie´s sont de volume fini.
Proposition 2.2.7. Soit P ⊂ Hn un polye`dre hyperbolique. Si P admet un nombre fini de
faces et de points a` l’infini, alors tous ces points a` l’infini sont des sommets ide´aux et P
est de volume fini.
De´monstration. Si tous les points a` l’infini de P sont des sommets ide´aux, i.e. de link
compact, alors le volume de P est fini. En effet, pour tout sommet pj muni d’une horoboule
Bj qui n’intersecte que les faces incidentes a` pj , le volume de la pointe P ∩Bj est fini. P
se de´compose en une partie compacte et un nombre fini de pointes, donc il est de volume
fini.
Soit donc p ∈ P un point a` l’infini. On se place dans le mode`le du demi-espace de
Poincare´ avec p comme point a` l’infini. Les faces de P qui passent par p sont donc verticales,
les autres sont des he´misphe`res. P admet un nombre fini de faces, donc la projection
verticale des faces he´misphe´riques de P sur l’espace a` l’infini Rn−1 forme une partie borne´e
B. Soit S une horosphe`re en p qui n’intersecte que les faces verticales de P, et L(p) = S∩P
le link de p. Pour tout point x de L(p), si la projection pi(x) de x sur Rn−1 est hors de B,
alors pi(x) est un point a` l’infini de P. Or P admet seulement un nombre fini de points a`
l’infini, donc la projection de L(p) sur le bord est incluse dans B. L(p) est donc borne´, et
par conse´quent compact.
2.2.2 Le the´ore`me de Poincare´, version re´elle
Dans cette partie, on souhaite appliquer le the´ore`me de Poincare´ a` des polye`dres hy-
perboliques re´els, munis d’identifications de faces (voir section 1.3). La re´fe´rence principale
dans ce cas est l’article d’Epstein et Petronio [EP94], ainsi que les livres [Mas88] et [Rat06].
Tous les polye`dres conside´re´s dans ce chapitre sont borde´s par des hyperplans hyper-
boliques. Ils ne sont en ge´ne´ral pas compacts, mais n’ont qu’un nombre fini de points a`
l’infini, et tous ces points sont des sommets ide´aux, voir de´finition 2.2.6 (l’intersection d’une
horosphe`re suffisamment haute base´e en un point a` l’infini avec le polye`dre est compacte).
Dans ce cadre, les hypothe`ses du the´ore`me de Poincare´ (pavage des areˆtes et comple´tude
de l’espace Z) peuvent eˆtre reformule´es pour rendre leur ve´rification plus aise´e.
2.2.2.1 Ve´rification des hypothe`ses
Dans toute la suite, on reprend les notations de la section 1.3. Soit P ⊂ HnR un polye`dre
hyperbolique re´el borde´ par des hyperplans, admettant un nombre fini de sommets ide´aux,
et muni d’identifications de faces.
Cycles d’areˆtes L’angle die`dre a` l’intersection de deux hyperplans de HnR est constant,
donc l’hypothe`se de pavage autour des areˆtes est tre`s simple a` ve´rifier dans ce contexte.
Pour toute areˆte e ⊂ P, la transformation de cycle te est une rotation autour du sous-espace
de codimension 2 portant e, d’angle θ e´gal a` la somme des angles die`dres apparaissant dans
le cycle (voir [EP94] p.129, lemme 3.12). Les copies de P pavent un voisinage de e si et
seulement si θ est de la forme 2pi/k, k ⩾ 1.
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Comple´tude de Z La comple´tude de l’espace Z peut se traduire par l’existence d’horosphe`res
cohe´rentes pour le polye`dre P (voir par exemple [EP94] p.152, The´ore`me 6.3). Soient
p1, . . . , pm les sommets ide´aux de P, et S1, . . . , Sm des horosphe`res centre´es en les pj .{S1, . . . , Sm} forme un syste`me d’horosphe`res cohe´rentes pour P si les conditions suivantes
sont ve´rifie´es pour tout 1 ⩽ j ⩽m :
— les Sj sont deux a` deux disjointes,
— Sj ne rencontre que les faces de P qui contiennent pj ,
— si F est une face de P contenant pj , d’identification de face associe´e γF , alors
l’horosphe`re γF (Sj) appartient a` l’ensemble {S1, . . . , Sm}.
On donne les arguments principaux montrant la comple´tude de Z si un syste`me d’ho-
rosphe`res cohe´rentes existe. Pour chaque sommet a` l’infini pj , on conside`re le sous-ensemble
de Z minimal forme´ par les copies de P qui passent par pj , dans le sens suivant : lorsqu’on
de´veloppe Z sur Hn en envoyant pj a` l’infini, on conside`re seulement les copies de P qui
contiennent le point a` l’infini, et sont image de P par une suite finie d’identifications de
faces associe´es a` des faces verticales, voir [EP94] p.151. Ce sous-espace de Z est note´ Zj .
Conside´rons la restriction a` Zj de l’application de´veloppante DZ ∶ Z → Hn. L’existence
d’horosphe`res cohe´rentes pour P assure que les links euclidiens P ∩Si des sommets pi qui
apparaissent dans le cycle du sommet a` l’infini pj sont tous de´veloppe´s sur Sj . Ils sont
munis d’identifications de faces qui ve´rifient les conditions de cycle, et le the´ore`me de Poin-
care´ applique´ a` Rn−1 assure que les copies de P formant Zj pavent l’horoboule de´limite´e
par Sj . On peut faire de meˆme pour tout sommet a` l’infini de toute copie {g} × P de P
dans Z.
Si (xn)n∈N est une suite de Cauchy dans Z qui ne converge pas, alors quitte a` extraire
elle reste a` partir d’un certain rang dans un Zj , au dessus du releve´ de l’horosphe`re Sj .
En effet, P admet un nombre fini de sommets a` l’infini, donc la projection de la suite sur
l’espace quotient P/{γF } admet une sous-suite qui reste dans le quotient d’une horoboule
Sj , et la construction des Si assure qu’il existe ε > 0 tel que les diffe´rents releve´s de Sj a` Z
sont a` distance plus grande que ε. Ce sous-ensemble de Z est home´omorphe a` l’horoboule
de´limite´e par Sj dans Hn, qui est comple`te, d’ou` une contradiction. Donc Z est complet.
Horosphe`res cohe´rentes L’existence d’horosphe`res cohe´rentes peut se voir simplement
sur les releve´s a` Rn,1 des sommets ide´aux du polye`dre. Dans le mode`le de l’hyperbolo¨ıde,
une horosphe`re centre´e en un point p = [x0, . . . , xn] (en coordonne´es homoge`nes) est l’in-
tersection de l’hyperbolo¨ıde avec un plan affine de´fini par{x ∈ Hn ∣ ⟨x,P ⟩ = −1}
ou` P est un releve´ de p a` Rn,1, dans la partie supe´rieure du coˆne. Le choix du releve´ P
de´termine la hauteur de l’horosphe`re. L’image d’une telle horosphe`re par une isome´trie γ
est donc l’horosphe`re centre´e en γ(p){x ∈ Hn ∣ ⟨x, γ(P )⟩ = −1}
Ceci permet de caracte´riser simplement l’existence d’horosphe`res cohe´rentes :
Proposition 2.2.8. Soit P ⊂ Hn un polye`dre muni d’identifications de faces {γF ∣ F face de P},
qui ve´rifient les conditions de cycle. Soient p1, . . . , pm les sommets ide´aux de P. P admet
des horosphe`res cohe´rentes si et seulement si la proprie´te´ suivante est ve´rifie´e : il existe
des releve´s P1, . . . , Pm des sommets ide´aux de P a` Rn,1, tels que si F est une face de P
passant par le sommet ide´al pi, et si j est tel que γF (pi) = pj, alors γF (Pi) = Pj.
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Un syste`me d’horosphe`res cohe´rentes en les pj est alors donne´ par les Hj = { x ∈
Hn ∣ ⟨x,λPj⟩ = −1}, ou` λ > 0 est choisi suffisamment grand pour que l’horosphe`re Hj
n’intersecte que les faces passant par le sommet ide´al pj , et que les Hj soient deux a` deux
disjointes.
Les polye`dres que l’on e´tudiera dans ce chapitre seront tous de´crits explicitement
comme quotients de polye`dres de Rn,1 par les scalaires, la proprie´te´ 2.2.8 est donc bien
adapte´e pour ve´rifier l’existence d’horosphe`res cohe´rentes, et donc la comple´tude de Z.
C’est ce que l’on utilisera en pratique. Cependant, la comple´tude de Z peut eˆtre ve´rifie´e
aussi, de manie`re e´quivalente, via l’e´tude des transformations de cycles de sommets a`
l’infini (de´finies de la meˆme fac¸on que les transformations de cycles d’areˆtes) : Z est complet
si et seulement si toutes ces transformations sont non loxodromiques. Elles pre´servent bien
alors les horosphe`res centre´es au sommet ide´al correspondant.
Cas particulier : les polye`dres de Coxeter Soit P ⊂ Hn un polye`dre de Coxeter :
tous les angles die`dres entre deux faces de P sont de la forme pi/k, ou` k ∈ N∗ ∪ {∞}. On
le munit d’identifications de faces les plus simples possible : pour toute face F de P, γF
est la re´flexion par rapport a` l’hyperplan portant F . Ce syste`me d’identifications de faces
ve´rifie alors les hypothe`ses du the´ore`me.
Soient F et F ′ deux faces de P dont l’intersection est une areˆte de codimension 2, et
d’angle die`dre θ = pi/k. Les re´flexions γF et γF ′ fixent l’areˆte, donc le cycle correspondant
est le suivant :
F ∩ F ′ Ð→
γF ′ F
′ ∩ F Ð→
γF
F ∩ F ′
La transformation de cycle est donc γF ⋅ γF ′ car c’est bien l’identite´ sur l’areˆte F ∩ F ′.
C’est une rotation d’angle 2θ = 2pi/k. Les conditions de cycles sont donc ve´rifie´es.
Les re´flexions pre´servent les horosphe`res centre´es en un point a` l’infini appartenant a`
leur miroir, donc il existe bien des horosphe`res cohe´rentes.
The´ore`me 2.2.9 (The´ore`me de Poincare´, version Coxeter). Soit P ⊂ Hn un polye`dre
de Coxeter. Alors le groupe Γ engendre´ par les re´flexions par rapport aux faces de P est
discret et P est un domaine fondamental pour Γ. Γ admet la pre´sentation suivante :
⟨γ1, . . . , γm ∣ (γi ⋅ γj)kij , ∀1 ⩽ i, j ⩽m⟩,
ou` ki,j est tel que l’angle die`dre entre les faces Fi et Fj est pi/ki,j (ki,j =∞ si Fi et Fj sont
paralle`les ou ultraparalle`les).
Γ est donc ce qu’on appelle un groupe de Coxeter.
2.2.2.2 Le cas de plusieurs polye`dres
Le the´ore`me de Poincare´ peut eˆtre applique´ a` une famille de polye`dres munie d’iden-
tifications de faces, avec tre`s peu de modifications (voir [EP94]). Tout revient en effet a`
recoller ces diffe´rents polye`dres les uns aux autres pour former un “gros” polytope (c’est
l’espace Y de [EP94], p137), qui est naturellement muni d’identifications de faces. La
version classique du the´ore`me s’applique alors.
La version pour plusieurs polye`dres peut eˆtre avantageuse pour deux raisons. D’abord,
il est inutile de ve´rifier au de´part que le recollement de la famille de polye`dres se fait
sans chevauchement : c’est donne´ a posteriori par la conclusion du the´ore`me de Poincare´.
D’autre part, elle permet d’e´viter de travailler avec des polytopes non convexes dans Hn.
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Les polye`dres convexes sont parfaitement adapte´s pour faire de l’alge`bre line´aire puisqu’ils
sont simplement de´crits par un syste`me d’ine´galite´s line´aires. On peut alors appliquer
directement le the´ore`me de Poincare´ a` une famille de polye`dres convexes, sans avoir besoin
de chercher un recollement convexe de ces polye`dres (s’il en existe un), et sans travailler
avec des polytopes non convexes.
Dans les sections 2.4.1.4 et 2.4.1.5, l’e´tude de l’espace de modules des me´triques four-
nit naturellement des familles de polye`dres convexes, munies d’identifications de faces. On
utilisera donc la version du the´ore`me adapte´e a` plusieurs polye`dres.
Soit F = {P1, . . . ,Pn} une famille finie de polye`dres de Hn munie d’identifications de
faces {γF ∣ F face de P,P ∈ F} : pour tout P ∈ F et toute face F de P, il existe P ′ ∈ F
et une face F ′ de P ′ telle que γF ∣F ∶ F → F ′ pre´serve la structure cellulaire, γF ′ = γF −1,
et l’image de P par γF est a` l’exte´rieur de P ′. On suppose dans la suite que les Pi ont un
nombre fini de faces et de points a` l’infini. En particulier, tous leurs points a` l’infini sont
des sommets ide´aux (cf. proposition 2.2.7).
Les hypothe`ses a` ve´rifier pour une famille de polye`dres sont semblables a` celles de la
version classique. Les cycles d’areˆtes se calculent de la meˆme fac¸on. La somme des angles
die`dres le long d’un cycle d’areˆtes doit eˆtre de la forme 2pi/k : la transformation de cycle
t correspondante est alors une rotation d’angle 2pi/k et ve´rifie la relation de cycle tk = id.
La comple´tude de Z se ve´rifie par l’existence d’horosphe`res cohe´rentes pour la famille de
polye`dres F , centre´es en les sommets a` l’infini de tous les polye`dres P ∈ F .
La seule diffe´rence est l’ajout d’une condition de connexite´ sur l’espace obtenu en quo-
tientant l’union disjointe des polye`dres par les identifications de faces. L’hypothe`se suivante
doit donc eˆtre ve´rifie´e : quels que soient P et P ′ des e´le´ments de la famille, on peut trouver
une face F de P, une face F ′ de P ′ et une suite finie d’identifications de faces reliant F a` F ′.
La conclusion du the´ore`me est le´ge`rement modifie´e, notamment pour de´finir le groupe
engendre´ par les identifications de faces. La premie`re e´tape consiste a` recoller les diffe´rents
polye`dres P ∈ F . Soit G le graphe dont les sommets sont les e´le´ments de F , et dont les
areˆtes correspondent aux identifications de faces γF ∶ F ⊂ P → F ′ ⊂ P ′ (le graphe est non
oriente´ : les areˆtes pour γF et γF
−1 sont identifie´es). Par hypothe`se, G est connexe, donc
il admet un arbre couvrant T . L’arbre T de´crit comment recoller les polye`dres P ∈ F :
on de´finit l’espace Y comme le quotient de l’union disjointe ⊔P ∈FP par les identifications
de faces correspondant aux areˆtes de T . Y peut eˆtre de´veloppe´ dans Hn : e´tant donne´
un e´le´ment P0 ∈ F choisi comme polye`dre de base, on peut recoller pas a` pas les autres
polye`dres de F a` P0 en suivant les areˆtes de T . L’espace recolle´ Pr n’est a priori pas
force´ment plonge´ dans Hn : le plongement (de l’inte´rieur de Y , au sens de la de´finition
4.11 de [EP94]) sera en fait une conse´quence du the´ore`me de Poincare´.
Une fois choisis un arbre T et un de´veloppement de Y dans Hn, on peut construire le
groupe Γ engendre´ par les identifications de faces (voir [EP94] p.137 pour une de´finition
abstraite). Heuristiquement, l’espace recolle´ Pr peut eˆtre vu comme un polye`dre, et les
identifications de faces entre les polye`dres P ∈ F induisent des identifications de faces pourPr. Elles sont construites a` partir des identifications de faces γF de la fac¸on suivante :
soient F ⊂ P et F ′ ⊂ P ′ deux faces relie´es par l’isome´trie γF . Notons τ et τ ′ les isome´tries
de recollement de P et P ′ dans Pr : Pr contient les copies τ(P) et τ ′(P ′). Alors γF est
remplace´e par l’isome´trie
δF = τ ′ ⋅ γF ⋅ τ−1
qui est bien une identification de faces entre τ(F ) et τ ′(F ′). Noter que les identifications
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de faces correspondant aux areˆtes de l’arbre T sont remplace´es par l’identite´. Le groupe
Γ est le groupe engendre´ par les δF , pour tout F ⊂ P, P ∈ F .
Le groupe Γ ainsi de´fini ne de´pend pas des choix effectue´s pour sa construction, a`
conjugaison pre`s. Un choix diffe´rent du polye`dre de base P0 donne un groupe Γ′, conjugue´
de Γ par une isome´trie. Le choix de l’arbre T ne modifie pas le groupe Γ, mais donne des
identifications de faces diffe´rentes, donc une pre´sentation diffe´rente apre`s application du
the´ore`me de Poincare´.
Dans ce contexte, le the´ore`me du polye`dre de Poincare´ s’e´crit donc :
The´ore`me 2.2.10. Soit F = {P1, . . . ,Pm} une famille finie de polye`dres hyperboliques. On
suppose que les Pi ont un nombre fini de faces, que tous leurs points a` l’infini sont des som-
mets ide´aux, et que F est munie d’un syste`me d’identifications de faces {γF ∣ F face de Pi, i =
1, . . . ,m} comme ci-dessus. Si les identifications de faces ve´rifient la condition de connexite´,
les conditions de cycles, et s’il existe un syste`me d’horosphe`res cohe´rentes pour F , alors :
— le groupe Γ construit ci-dessus est discret, et Pr est un domaine fondamental pour
Γ,
— une pre´sentation de Γ pour les ge´ne´rateurs {δF } est donne´e par les relations obte-
nues en remplac¸ant les γF par les δF dans les relations de paires et les relations de
cycles.
2.2.3 L’algorithme de Vinberg
La re´fe´rence principale pour cette partie est l’article de Vinberg [Vin75].
Pre´sentation de l’algorithme Dans cette partie, la forme quadratique q de signature(n,1) est suppose´e entie`re : la matrice qui la repre´sente est a` coefficients entiers. Le groupe
O+(q,Z) des isome´tries entie`res pour q qui pre´servent les deux nappes de l’hyperbolo¨ıde{q(x) = −1} est alors un sous-groupe discret de Isom(Hn). Soit G ∶= Ref(O+(q,Z)) le
sous-groupe engendre´ par les re´flexions appartenant a` O+(q,Z). Etant donne´ un polye`dre
fondamental P pour G dans Hn, et S le groupe d’automorphismes de P, on a
O+(q,Z) = G ⋊ S′, ou` S′ est un sous-groupe de S.
Lorsqu’il termine, l’algorithme de Vinberg de´crit dans la suite permet de trouver un
polye`dre fondamental explicite pour le sous-groupe de re´flexions G. C’est un polye`dre de
Coxeter, borde´ par les miroirs de certaines re´flexions de G. Ceci donne une pre´sentation
de Coxeter pour G.
L’algorithme se de´roule en trois e´tapes principales, de´crites dans [Vin75] :
Etape 1 : choix d’un point p0 ∈ Hn (en pratique, souvent choisi pour avoir un “gros”
stabilisateur, voir l’e´tape 2).
Etape 2 : construction d’un polye`dre fondamental pour Gp0 , le stabilisateur de p0 dans
G. Ce polye`dre peut s’e´crire sous la forme
Pp0 = m⋂
j=1H−j
ou` les H−j sont des demi-espaces borde´s par des miroirs d’e´le´ments de G. Les hyperplans
Hj correspondants sont tous suppose´s essentiels : pour tout i = 1, . . . ,m, Pp0 ≠ ⋂mj=1,j≠iH−j .
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Etape 3 : construction pas a` pas de demi-espaces H−j pour obtenir P = ⋂j∈NH−j . Sup-
posons construit le polye`dre P(k) = ⋂kj=1H−j , k ⩾ m. Le demi-espace H−k+1, et l’hyperplan
correspondant Hk+1, sont alors choisis tels que :
— Hk+1 est le miroir d’une re´flexion appartenant a` G,
— H−k+1 est le demi-espace borde´ par Hk+1 contenant p0,
— H−k+1 est oppose´ a` tous les H−j pour 1 ⩽ j ⩽ k : ⟨vk+1, vj⟩ ⩽ 0 pour tout 1 ⩽ j ⩽ k, ou`
vj de´signe la polaire associe´e au demi-espace H
−
j ,
— parmi les hyperplans H ve´rifiant les conditions pre´ce´dentes, Hk+1 minimise la dis-
tance hyperbolique d(p0,H).
On pose alors P(k+1) = ⋂k+1j=1 H−j , et on revient au de´but de l’e´tape 3.
Re´sultat : Le polye`dre P = ⋂j∈NH−j est un domaine fondamental pour G.
L’algorithme de Vinberg ne termine pas force´ment en un nombre fini d’e´tapes. Il existe
cependant des crite`res de terminaison de l’algorithme. Celui qui nous sera utile dans la
suite est le suivant : si P(k) est de volume fini pour un certain k ⩾ m, alors l’algorithme
termine et P = P(k).
Quelques remarques pratiques La mise en place effective de l’algorithme repose sur
quelques remarques qui permettent d’effectuer les diffe´rentes e´tapes.
La condition cristallographique : l’application de l’algorithme de Vinberg ne´cessite de
pouvoir de´terminer les re´flexions de G ve´rifiant certaines conditions. Dans le cas ou` G est
le groupe de re´flexions de O+(q,Z), les polaires d’e´le´ments de G ve´rifient une condition
arithme´tique, utile pour de´terminer re´flexions pouvant apparaˆıtre aux e´tapes 2 et 3 de
l’algorithme. Soit donc Rv ∈ G une re´flexion de polaire v. Rv est a` coefficients entiers,
donc v peut eˆtre choisie primitive, c’est-a`-dire a` coefficients entiers et premiers entre eux. Il
existe seulement deux polaires primitives, oppose´es l’une de l’autre. Notons ej les vecteurs
de la base canonique de Rn,1 : ej est a` coefficients entiers, donc Rv(ej) aussi. Donc d’apre`s
la de´finition de Rv, ∀1 ⩽ i, j ⩽ n + 1, 2 ⋅ ⟨v, ej⟩⟨v, v⟩ vi ∈ Z
Le coefficient 2 ⟨v, ej⟩/⟨v, v⟩ est rationnel. Mais v est suppose´e primitive, donc le seul
diviseur commun des vi est 1 : ce coefficient est donc en fait entier. C’est la condition
cristallographique :
(2.2) ∀1 ⩽ j ⩽ n + 1, 2 ⋅ ⟨v, ej⟩⟨v, v⟩ ∈ Z
Distance a` un hyperplan : la distance entre deux points x et y de l’espace hyperbolique
est donne´e par
cosh2(d(x, y)) = ⟨X,Y ⟩2⟨X,X⟩⟨Y,Y ⟩ ou` X,Y ∈ Rn,1 sont des releve´s de x et y.
Soit x ∈ Hn, et v ∈ Rn,1 la polaire d’un hyperplan hyperbolique Hv. La distance de x
a` Hv est e´gale a` la distance d(x,piv(x)), ou` piv(x) est la projection orthogonale de x
sur l’hyperplan Hv. Pour tout releve´ X ∈ Rn,1 de x, la projection orthogonale usuelle
piv(X) =X − ⟨X,v⟩⟨v,v⟩ v ∈ Rn,1 est un releve´ de piv(x). Donc
cosh2(d(x,Hv)) = ⟨X,piv(X)⟩2⟨X,X⟩⟨piv(X), piv(X)⟩ = ⟨piv(X), piv(X)⟩2⟨X,X⟩⟨piv(X), piv(X)⟩ = 1 − ⟨X,v⟩2⟨X,X⟩⟨v, v⟩
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Finalement :
sinh2(d(x,Hv)) = ⟨X,v⟩2⟨X,X⟩⟨v, v⟩
Dans l’algorithme de Vinberg, ordonner les hyperplans par distance croissante a` p0 (de
releve´ P0) revient donc a` les ordonner de manie`re croissante pour la quantite´
⟨P0, v⟩2⟨v, v⟩
Syme´tries du diagramme de Coxeter : si le polye`dre P obtenu admet des syme´tries,
elles se traduisent par des automorphismes du diagramme de Coxeter, et re´ciproquement.
Si une telle syme´trie est entie`re, alors elle pre´serve les normes des polaires primitives.
En particulier, si le diagramme de Coxeter de P, muni des normes des polaires primitives
associe´es, n’admet pas de syme´tries, alors le groupe G = Ref(O+(q,Z)) est e´gal a` O+(q,Z).
La section 2.4.2.1 pre´sente un exemple de´taille´ d’application de l’algorithme de Vin-
berg.
Dans la suite du chapitre, pour chaque forme quadratique q, toutes les isome´tries
A ∈ O(q,Z) rencontre´es pre´serveront les nappes de l’hyperbolo¨ıde correspondant. Sauf
en cas d’ambiguite´, on oublie alors l’exposant + de O+(q,Z) : O(q,Z) repre´sentera alors
exactement le groupe des isome´tries de Hn.
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2.3 L’espace de modules des me´triques plates sur S2 a` 6
singularite´s d’angles e´gaux
Cette section a pour objet l’e´tude des me´triques plates syme´triques sur S2 a` 6 singula-
rite´s coniques de meˆme angle θ, non ordonne´es. D’apre`s la formule de Gauss-Bonnet (2.1),
θ = 4pi/3. Soit (M,d,σ) une telle me´trique. Les singularite´s sont de meˆme angle, donc
peuvent toutes eˆtre e´change´es par σ. Quatre types de me´triques apparaissent donc natu-
rellement, suivant le nombre de paires de singularite´s conjugue´es par l’involution σ. Une
me´trique avec k paires de singularite´s conjugue´es, 0 ⩽ k ⩽ 3, sera appele´e me´trique de type
k.
Le but de cette partie est d’e´tudier l’espace de modules M des me´triques syme´triques
a` 6 singularite´s coniques distinctes de meˆme angle, modulo la relation d’e´quivalence de
la de´finition 2.1.3. Pour 0 ⩽ k ⩽ 3, notons Mk l’espace de modules des me´triques de type
k. On montre que les Mk sont en bijection avec des quotients de H3 prive´ d’une famille
d’hyperplans, par un re´seau de la forme O(qk,Z) pour une certaine forme quadratique qk.
Le tire´ en arrie`re de la structure hyperbolique permet de de´finir une topologie sur les Mk,
et donc une topologie sur M pour laquelle les Mk sont les composantes connexes. Les
comple´tions me´triques des Mk sont les orbifolds arithme´tiques H3/O(qk,Z), et les points
ajoute´s dans la comple´tion correspondent a` des me´triques de´ge´ne´re´es (voir section 2.1.5),
i.e. pour lesquelles deux singularite´s (ou plus) co¨ıncident.
Dans un deuxie`me temps, on conside`re l’espace des me´triques obtenu lorsqu’on admet
ces de´ge´ne´rescences. Pour obtenir cet espace de modules “total” , il suffit de recoller les
comple´te´s des composantes Mk suivant des hypersurfaces correspondant aux me´triques
de´ge´ne´re´es. Le re´sultat est a` nouveau un orbifold hyperbolique, non arithme´tique.
On e´tudie enfin les co¨ıncidences entre les singularite´s qui peuvent se produire dans ce
contexte, et on montre que la construction pre´ce´dente donne une description des espaces
de modules des diffe´rents types de me´triques de´ge´ne´re´es comme orbifolds hyperboliques
de dimension infe´rieure.
2.3.1 Des me´triques aux polygones
D’apre`s la section 2.1.4, a` chaque me´trique syme´trique peut eˆtre associe´e un polygone
euclidien, obtenu en de´veloppant un he´misphe`re de la me´trique dans R2, e´ventuellement
apre`s de´coupage suivant un syste`me de ge´ode´siques. On applique donc les re´sultats de la
section 2.1.4 pour de´terminer les polygones associe´s a` chaque type de me´triques syme´triques
a` 6 singularite´s.
Me´triques de type 0 Soit (M,d,σ) une me´trique de type 0 : toutes les singularite´s xi,
i = 1, . . . ,6, sont sur l’e´quateur C. D’apre`s la proposition 2.1.7, un he´misphe`re de (M,d,σ)
est donc isome´trique par une application de´veloppante a` un hexagone dont tous les angles
valent 2pi/3, voir Figure 2.8. Un tel hexagone sera dit hexagone de type 0.
De´finition 2.3.1. I0 est l’ensemble des classes d’e´quivalence, au sens de la de´finition 2.1.8,
d’hexagones de type 0 : ce sont des classes de similitudes dans ce cas (il n’y a pas de
singularite´s non e´quatoriales).
D’apre`s la proposition 2.1.9, l’espace de modules M0 des me´triques syme´triques de
type 0 est en bijection avec I0.
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Figure 2.8 – Hexagone de type 0 obtenu en de´veloppant un he´misphe`re d’une me´trique
de type 0.
Me´triques de type 1 Soit maintenant (M,d,σ) une me´trique de type 1 : il y a quatre
singularite´s sur l’e´quateur C, et une paire de singularite´s conjugue´es. Etant donne´e l une
ge´ode´sique syme´trique entre les deux singularite´s conjugue´es, on peut ouvrir un he´misphe`re
de (M,d,σ) suivant l. L’espace obtenu est isome´trique a` un hexagone dont tous les angles
font 2pi/3, auquel on oˆte un triangle isoce`le orthogonal au bord, voir Figure 2.9. Un tel
polygone sera appele´ polygone de type 1.
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Figure 2.9 – Polygone de type 1 obtenu en de´veloppant un he´misphe`re apre`s de´coupe
suivant la ge´ode´sique l.
De´finition 2.3.2. I1 est l’ensemble des classes de polygones de type 1 a` similitude et
de´coupe suivant une autre ge´ode´sique pre`s, voir de´finition 2.1.8.
D’apre`s la proposition 2.1.9, l’espace de modulesM1 des me´triques syme´triques de type
1 est en bijection avec I1. Les diffe´rentes ge´ode´siques existant dans une telle me´trique (ou
polygone) seront e´tudie´es plus en de´tail au paragraphe 2.3.2.3.
Me´triques de type 2 Les me´triques de type 2 admettent deux singularite´s e´quatoriales,
et deux paires de singularite´s conjugue´es. Pour de´velopper une telle me´trique, il faut choi-
sir deux ge´ode´siques disjointes entre les singularite´s conjugue´es. Suivant la position des
singularite´s e´quatoriales entre les ge´ode´siques, on voit apparaˆıtre deux types de polygones :
les polygones de type 2(i), lorsque les ge´ode´siques de de´coupe ne se´parent pas les singula-
rite´s e´quatoriales, et les polygones de type 2(ii) lorsque les singularite´s e´quatoriales sont
se´pare´es, voir Figure 2.10.
En ge´ne´ral, une meˆme me´trique peut eˆtre repre´sente´e par des polygones de type
diffe´rent, suivant les ge´ode´siques choisies pour la de´coupe.
De´finition 2.3.3. I2 est l’ensemble des classes de polygones de type 2(i) et 2(ii) a`
similitude et changement de ge´ode´siques de de´coupe pre`s, voir de´finition 2.1.8.
L’espace de modules M2 des me´triques de type 2 est en bijection avec I2 d’apre`s la
proposition 2.1.9. L’e´tude de l’influence du choix des ge´ode´siques sur les polygones obtenus
sera faite section 2.3.2.4.
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Figure 2.10 – Polygones de type 2(i) et 2(ii) obtenus en de´veloppant une me´trique de
type 2.
Me´triques de type 3 Une me´trique de type 3 admet trois paires de singularite´s conjugue´es,
et aucune singularite´ e´quatoriale. Les polygones obtenus sont appele´s polygones de type 3,
voir Figure 2.11. L’espace I3 est de´fini comme l’ensemble des classes de polygones de type
3, a` similitude et changements de ge´ode´siques de de´coupe pre`s. L’espace de modules M3
des me´triques de type 3 est en bijection avec I3, d’apre`s la proposition 2.1.9.
4π/3
b
dev
b
b
b
b
b
Figure 2.11 – Polygone de type 3 obtenu en de´veloppant une me´trique de type 3.
2.3.2 Description des composantes
Les polygones obtenus par de´veloppement permettent de de´crire explicitement les com-
posantes Mk de l’espace de modules des me´triques plates syme´triques sur S2 a` six singu-
larite´s d’angles e´gaux, graˆce aux bijections entre les Mk et les espaces de polygones Ik.
On montre dans cette partie que chaque composante Mk est identifie´e a` un ouvert d’un
orbifold de Coxeter hyperbolique de dimension 3 a` bord (ou a` un quotient d’un tel orbi-
fold), et que la comple´tion me´trique de Mk est exactement l’orbifold correspondant. Les
orbifolds qui apparaissent sont ceux obtenus par Allcock, Carlson et Toledo dans [ACT07] :
on retrouve donc leurs re´sultats par une me´thode relativement combinatoire, qui n’utilise
pas la the´orie de Hodge.
Le parame´trage des composantes est inspire´ de la me´thode de´crite au de´but de l’ar-
ticle [Thu98] de Thurston. On pre´sente dans un premier temps cette me´thode, avant de
de´crire chacune des composantes.
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2.3.2.1 L’exemple de Thurston
Conside´rons l’ensemble des hexagones du plan euclidien non de´ge´ne´re´s, dont les coˆte´s
sont paralle`les a` ceux de l’hexagone re´gulier standard de sommets {e2ik pi6 ∣ k = 0, . . . ,5},
modulo les homothe´ties du plan. Ces hexagones peuvent eˆtre vus comme un triangle
e´quilate´ral auquel on a oˆte´ trois petits triangles e´quilate´raux, un a` chaque sommet, voir
Figure 2.12. Un hexagone est donc de´fini par trois parame`tres : la longueur n des coˆte´s
du triangle e´quilate´ral, et les longueurs x1, x2, x3 des coˆte´s des petits triangles oˆte´s, place´s
comme sur la Figure 2.12.
x1
x2
x3
n
Figure 2.12 – De´finition des parame`tres de´crivant un hexagone.
Chaque hexagone de´finit donc un unique quadruplet de parame`tres. Re´ciproquement,
sous quelles conditions un quadruplet (n,x1, x2, x3) de´finit un hexagone non de´ge´ne´re´ ? Il
faut et il suffit pour cela que toutes les longueurs des coˆte´s de l’hexagone potentiel soient
strictement positives, ce qui donne le syste`me d’ine´galite´s suivant :
(2.3) { 0 < x1, 0 < x2, 0 < x3
x1 + x2 < n, x1 + x3 < n, x2 + x3 < n
Si ces conditions sont ve´rifie´es, le quadruplet (n,x1, x2, x3) de´termine un unique hexa-
gone. L’ensemble des hexagones conside´re´s est donc en bijection avec le sous-ensemble de
R4 de´fini par le syste`me (2.3). Toutes les ine´quations sont line´aires, donc ce syste`me de´finit
l’inte´rieur d’un polye`dre de R4, note´ PT .
On e´tudie l’espace de modules des hexagones a` homothe´ties pre`s, il faut donc quotienter
PT par l’action des scalaires positifs (il est clair qu’une homothe´tie entre deux hexagones
se traduit par une homothe´tie des parame`tres). Pour de´finir une structure hyperbolique
sur l’espace de modules, il suffit alors de trouver une forme quadratique de signature(3,1) pour laquelle les points de PT sont strictement ne´gatifs : l’image projective de PT
sera un polye`dre hyperbolique. Une telle forme quadratique est obtenue en conside´rant
l’aire des hexagones. On de´finit l’aire unite´ comme l’aire d’un triangle e´quilate´ral de coˆte´
1 : un triangle e´quilate´ral de coˆte´ n est d’aire n2. L’aire d’un hexagone S donne´ par les
parame`tres (n,x1, x2, x3) est doncA(S) = n2 − x12 − x22 − x32 = −q0(n,x1, x2, x3)
ou` q0 est la forme lorentzienne standard sur R4. L’aire d’un hexagone non de´ge´ne´re´ est
strictement positive, donc les points de PT sont ne´gatifs pour q0. L’espace de modules des
hexagones est donc en bijection avec un polye`dre hyperbolique (ouvert) PT ⊂ H3, qui est le
projectivise´ de PT . PT est obtenu comme l’intersection de 6 demi-espaces H−vi de polaires
vi (voir notations section 2.2.1) donne´es par
(2.4)
v1 = (0,−1,0,0), v2 = (0,0,−1,0), v3 = (0,0,0,−1)
v4 = (1,1,1,0), v5 = (1,1,0,1), v6 = (1,0,1,1)
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Les angles die`dres entre les faces sont aise´ment calculables d’apre`s la proposition 2.2.2 :
le polye`dre PT est un polye`dre de Coxeter, donne´ par le diagramme Figure 2.13. (La
nume´rotation des sommets correspond a` celle des polaires.)
1 4
2
63
5
∞
∞
∞ ∞
∞ ∞
Figure 2.13 – Diagramme de Coxeter du polye`dre PT ⊂ H3.
Les facettes de PT ont une interpre´tation naturelle en termes d’hexagones de´ge´ne´re´s
(voir section 2.1.5), puisqu’elles correspondent a` des parame`tres pour lesquels un ou plu-
sieurs coˆte´s de l’hexagone sont de longueur nulle. Les faces (codimension 1) repre´sentent les
de´ge´ne´rescences en pentagone, les areˆtes (codimension 2) repre´sentent les de´ge´ne´rescences
en quadrilate`re, et les sommets correspondent aux de´ge´ne´rescences en triangle (si le som-
met est dans H3) ou en segment (sommet a` l’infini, puisque dans ce cas l’aire du polygone
est nulle). PT admet donc deux sommets finis, donne´s en coordonne´es homoge`nes par[1,0,0,0] et [1,1/2,1/2,1/2], et trois sommets a` l’infini [1,1,0,0], [1,0,1,0] et [1,0,0,1].
En particulier, PT est de volume fini d’apre`s la proposition 2.2.7, et non compact.
Remarque 2.3.4. Dans cet exemple, les polygones conside´re´s sont marque´s, et les seules
conditions sont les prescriptions des angles. L’espace de modules est donc un des espaces
de Bavard et Ghys [BG92]. On retrouve bien le polye`dre PT dans la liste des orthosche`mes
de Coxeter (dimension 3, type III).
Dans la suite, on utilise une variante du parame´trage de Thurston pour de´crire les com-
posantes Mk de l’espace de modules M. Les polygones sont e´tudie´s modulo homothe´ties,
mais aussi isome´tries et changements de ge´ode´siques de de´coupe.
2.3.2.2 Me´triques de type 0
Construction d’un polye`dre Une me´trique de type 0 peut eˆtre de´compose´e en deux
he´misphe`res isome´triques a` un hexagone de type 0 (hexagone dont tous les angles sont
de 2pi/3, voir section 2.3.1), recolle´s suivant leur bord. M0 est en bijection avec I0, l’en-
semble des classes de similitudes d’hexagones de type 0. On e´tudie donc I0. Noter que l’on
commence par l’e´tude des classes d’isome´trie d’hexagones, le quotient par les homothe´ties
sera effectue´ seulement a` la fin.
Un hexagone de type 0 est dit “en position standard” si son barycentre est a` l’origine
et ses coˆte´s paralle`les aux coˆte´s de l’hexagone standard de´crit au paragraphe pre´ce´dent.
Comme indique´ Figure 2.12, un tel hexagone est de´crit par 4 parame`tres (n,x1, x2, x3).
On cherche des conditions sur ces parame`tres pour obtenir une bijection entre I0 et l’en-
semble des parame`tres (apre`s quotient par les scalaires). Le syste`me d’ine´quations (2.3) est
ne´cessaire pour assurer la non-de´ge´ne´rescence des hexagones, mais il n’est plus suffisant :
des parame`tres diffe´rents peuvent repre´senter deux hexagones isome´triques.
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Une classe d’isome´trie d’hexagones de type 0 admet (au plus) 12 repre´sentants en posi-
tion standard. Ces repre´sentants diffe`rent par un e´le´ment du groupe die´dral D6, engendre´
par la rotation d’ordre 6 et la syme´trie par rapport a` l’axe vertical. Heuristiquement, il y
a 6 choix possibles pour le coˆte´ horizontal supe´rieur de l’hexagone, et deux choix d’orien-
tation. La syme´trie verticale a pour effet d’e´changer les deux parame`tres x2 et x3. En
revanche, la rotation modifie le triangle utilise´ pour le parame´trage, voir Figure 2.14.
x1
x2
x3
n − x1 − x3n − x1 − x2
n − x2 − x3
2n − x1 − x2 − x3
Figure 2.14 – Apre`s rotation, le triangle de parame´trage est modifie´.
Pour trouver un parame´trage unique pour chaque classe d’hexagones, on peut imposer
les conditions suivantes :
— le coˆte´ horizontal supe´rieur de l’hexagone est de longueur minimale parmi les coˆte´s
(cette condition fixe alors le triangle de parame´trage),
— l’orientation est de´termine´e par la condition x2 ⩽ x3.
Ceci se traduit par les ine´galite´s suivantes :
x1 ⩽ x2 ⩽ x3, x1 ⩽ x3, x1 ⩽ n − x1 − x2, x1 ⩽ n − x1 − x3, x1 ⩽ n − x2 − x3
Sauf cas d’e´galite´, ces conditions de´terminent un parame´trage unique e´tant donne´e une
classe d’isome´trie d’hexagones. En les combinant avec le syste`me (2.3) et en omettant les
conditions superflues, on obtient le syste`me suivant :
(2.5) P0
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 < x1 (1) hexagones non de´ge´ne´re´s
x1 ⩽ x2
x2 ⩽ x3
x1 + x2 + x3 ⩽ n
(2)(3)(4)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ unicite´ du parame´trage d’une classe
Ce syste`me de´finit un polye`dre de R4, note´ P0. Il a quatre faces, que l’on note F 0j , 1 ⩽ j ⩽ 4 :
F 0j est la face correspondant a` l’ine´galite´ (j) du syste`me (2.5) (l’exposant 0 fait re´fe´rence
au type des me´triques e´tudie´es). Noter que la face F 01 est exclue du polye`dre, puisque
l’ine´galite´ (1) est stricte.
Remarque 2.3.5. On appellera face ferme´e de P0 toute face donne´e par une ine´galite´ large,
et faces ouvertes les faces donne´es par une ine´galite´ stricte.
L’e´tude pre´ce´dente montre que l’application
ψ0 ∶ P0/R>0 → I0[(n,x1, x2, x3)] ↦ [hexagone de parame`tres (n,x1, x2, x3)]
est injective sur l’inte´rieur de P0 (modulo les scalaires). Il reste a` traiter le bord de P0,
qui correspond a` des hexagones dont certains coˆte´s sont de meˆme longueur.
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Changements de parame´trage Chaque face ferme´e de P0 correspond a` un cas d’e´galite´
entre les longueurs de deux coˆte´s du polygone, qui induit une ambiguite´ pour la de´finition
du parame´trage. Cette ambiguite´ est associe´e a` un changement de parame´trage naturel,
qui consiste a` choisir le deuxie`me coˆte´ comme coˆte´ de re´fe´rence lors de la mise en place du
parame´trage. Ces changements de parame´trage, note´s τ0j , sont line´aires en les parame`tres.
Conside´rons par exemple la face F 03 = {x2 = x3} : l’ambiguite´ porte sur le choix de
l’orientation du polygone, et le changement de parame´trage associe´ correspond au choix
de x3 au lieu de x2. x1 est toujours choisi comme le coˆte´ de longueur minimale. τ
0
3 est
donc de´fini par
τ03 ∶ ⎛⎜⎜⎜⎝
n
x1
x2
x3
⎞⎟⎟⎟⎠↦
⎛⎜⎜⎜⎝
n
x1
x3
x2
⎞⎟⎟⎟⎠ , ou sous forme matricielle, τ03 =
⎛⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞⎟⎟⎟⎠ .
Il est clair, ge´ome´triquement et alge´briquement, que τ03 est une involution et identifie la
face F 03 avec elle-meˆme.
On fait de meˆme pour τ04 . La face F
0
4 repre´sente les polygones tels que x1 = n−x2 −x3.
L’ambiguite´ porte donc sur le choix du coˆte´ horizontal supe´rieur. Etant donne´ un hexagone
parame´tre´ par (n,x1, x2, x3) ∈ P0, le changement de parame´trage τ04 correspond donc
au choix du coˆte´ de longueur n − x2 − x3 (oppose´ au coˆte´ de longueur x1) comme coˆte´
supe´rieur horizontal, donc τ04 (x1) = n−x2−x3. Ce choix modifie le triangle de parame´trage
(voir Figure 2.14) : il est maintenant de longueur τ04 (n) = 2n − x1 − x2 − x3. Il reste a`
de´terminer τ04 (x2) et τ04 (x3), qui doivent ve´rifier la relation τ04 (x2) ⩽ τ04 (x3). Mais puisque(n,x1, x2, x3) ∈ P0, x2 ⩽ x3, donc n − x1 − x3 ⩽ n − x1 − x2. Donc τ04 (x2) = n − x1 − x3 et
τ04 (x3) = n − x1 − x2. τ04 est donc une transformation line´aire des parame`tres, donne´e sous
forme matricielle par
τ04 = ⎛⎜⎜⎜⎝
2 −1 −1 −1
1 0 −1 −1
1 −1 0 −1
1 −1 −1 0
⎞⎟⎟⎟⎠
L’action sur les polygones montre que τ04 est une involution, et qu’elle identifie F
0
4 avec
elle-meˆme.
Un raisonnement identique donne l’involution τ02 , qui envoie F
0
2 sur elle-meˆme :
τ02 = ⎛⎜⎜⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞⎟⎟⎟⎠
Etant donne´ un point p ∈ F 0j , τ0j (p) est encore un parame´trage de la classe d’isome´trie
d’hexagones ψ0(p) qui ve´rifie le syste`me d’ine´galite´s (2.5) de´finissant P0. L’ensemble des
classes de polygones I0 est donc en bijection avec le quotient de P0 par les τ
0
j .
Polye`dre hyperbolique Comme dans l’exemple de Thurston, l’oppose´ de l’aire d’un
hexagone est la forme quadratique lorentzienne standard q0 sur R4. Les points de P0 sont
tous ne´gatifs pour q0 par construction. Le quotient par les homothe´ties donne donc un
polye`dre hyperbolique, note´ P0. Les ine´quations de´finissant P0 permettent de de´terminer
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les polaires a` chacun des hyperplans portant ses faces, et donc le diagramme de Coxeter
correspondant : P0 est un simplexe de Coxeter, de diagramme donne´ par la Figure 2.15.
4 31 2
Figure 2.15 – Diagramme de Coxeter du polye`dre P0. Le sommet noir correspond a` la
face ouverte de P0.
P0 admet un unique sommet a` l’infini, correspondant a` la de´ge´ne´rescence d’un polygone
en segment, dans la direction du coˆte´ de longueur x3, donne´ en coordonne´es homoge`nes
par [1,0,0,1]. Il est donc non cocompact, et de volume fini d’apre`s la proposition 2.2.7.
Allcock, Carlson et Toledo donnent dans leur article une repre´sentation graphique tre`s
parlante du polye`dre dans le mode`le du demi-espace de Poincare´. On reproduit leur dessin
Figure 2.16, en ajoutant seulement le nume´ro des faces du polye`dre correspondant a` notre
nume´rotation.
Figure 2.16 – Repre´sentation du polye`dre P0 dans le mode`le du demi-espace de Poincare´,
tire´e de l’article [ACT07]. Le point a` l’infini est choisi pour eˆtre le sommet ide´al de P0. A
gauche : polye`dre en perspective (la chemine´e est tronque´e pour que la section soit visible).
A droite : projection sur le plan a` l’infini, avec les longueurs euclidiennes.
Les changements de parame´trage τ0j pre´servent l’aire des polygones : ce sont des
isome´tries pour q0. On peut donc les voir comme des isome´tries hyperboliques. Dans ce
cas pre´cis, ce sont les re´flexions orthogonales par rapport aux hyperplans portant les faces
F 0j .
Structure d’orbifold hyperbolique L’e´tude pre´ce´dente montre que l’espace de mo-
dules M0 est en bijection avec le quotient de P0 par les τ0j , j = 2,3,4. Les τ0j sont toutes
des re´flexions par rapport aux faces de P0, donc ce sont des identifications de faces au sens
du the´ore`me de Poincare´ (section 1.3). Pour comple´ter, soit τ01 la re´flexion par rapport a`
l’hyperplan portant la face F 01 de P0. Posons
Γ0 = ⟨τ0j , j = 1, . . . ,4⟩
Les τ0j sont les re´flexions par rapport aux faces de P0 et P0 est un polye`dre de Coxeter. La
version simple du the´ore`me de Poincare´ (the´ore`me 2.2.9) montre alors que Γ0 est discret,
et que l’adhe´rence de P0 dans H3 est un domaine fondamental pour Γ0. Finalement :
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Proposition 2.3.6. L’espace de modules des me´triques de type 0 est en bijection avec
l’orbifold hyperbolique H3/Γ0, de diagramme de Coxeter 2.15 , prive´ de l’hypersurface
correspondant au sommet noir du diagramme.
Identification du groupe Γ0 Le groupe Γ0 peut eˆtre identifie´ comme un groupe
d’isome´tries explicite, graˆce a` l’algorithme de Vinberg (voir section 2.2.3). Les τ0j sont des
isome´tries a` coefficients entiers, donc Γ0 < O(q0,Z). L’algorithme de Vinberg peut s’ap-
pliquer a` O(q0,Z) pour de´terminer un domaine fondamental de son groupe de re´flexions
Ref(O(q0,Z)). Les calculs sont effectue´s dans [Vin75] : l’algorithme termine, et le polye`dre
a pour diagramme de Coxeter celui de la Figure 2.15. Ce diagramme n’admet aucun auto-
morphisme, donc O(q0,Z) = Ref(O(q0,Z)) = Γ0. L’orbifold H3/Γ0 est alors arithme´tique
d’apre`s la de´finition 1.2.6.
Finalement, on a montre´ :
Proposition 2.3.7. L’espace de modules M0 des me´triques de type 0 est en bijection avec
l’orbifold arithme´tique de Coxeter H3/O(q0,Z), prive´ de l’hypersurface correspondant au
sommet noir du diagramme de la Figure 2.15.
Noter que les points de l’hypersurface oˆte´e repre´sentent des me´triques de´ge´ne´re´es, pour
lesquelles deux singularite´s e´quatoriales (ou plus, si le point se trouve sur une areˆte ou un
sommet) co¨ıncident, voir section 2.3.4.
2.3.2.3 Me´triques de type 1
Une me´trique de type 1 peut eˆtre de´veloppe´e en un polygone de type 1 (hexagone de
type 0 auquel on a oˆte´ un triangle isoce`le), voir Figure 2.9. M1 est en bijection avec I1,
l’ensemble des classes de polygones de type 1 a` similitude et changement de ge´ode´sique de
de´coupe pre`s. La premie`re e´tape consiste donc a` e´tudier ces changements de ge´ode´siques.
Le reste du raisonnement ressemble a` celui effectue´ pour les me´triques de type 0.
La Figure 2.17 repre´sente un polygone de type 1 en position standard : la base du
triangle isoce`le oˆte´ est porte´e par le coˆte´ horizontal supe´rieur de l’hexagone. Les parame`tres(n,x1, x2, x3) sont de´finis comme indique´s sur la figure. En particulier, x1 repre´sente la
longueur de la base du triangle oˆte´.
Etude des ge´ode´siques On s’inte´resse seulement aux ge´ode´siques entre les deux singu-
larite´s conjugue´es qui sont invariantes par la syme´trie, et donc orthogonales a` l’e´quateur.
Les images de ces ge´ode´siques sont les segments issus de la singularite´ non e´quatoriale, et
orthogonaux aux diffe´rents coˆte´s du polygone, voir Figure 2.17. (Il n’y a qu’une singula-
rite´ e´quatoriale, donc il n’existe pas de ge´ode´siques discontinues, comme Figure 2.5 par
exemple.) Il donc existe au plus quatre ge´ode´siques syme´triques : la ge´ode´sique de de´coupe
L0, de longueur `0, et potentiellement une pour chaque autre composante de l’e´quateur
prive´ des singularite´s, note´es L1, L2, L3, de longueurs `1, `2, `3.
Pour un polygone de type 1 donne´, on peut toujours construire les segments Lj comme
les segments orthogonaux aux droites portant les coˆte´s e´quatoriaux du polygone, et passant
par la singularite´ non e´quatoriale. Si le point d’intersection entre Lj et la droite corres-
pondante est dans le polygone, alors Lj repre´sente bien une ge´ode´sique pour la me´trique,
et on dira que c’est une ge´ode´sique syme´trique du polygone. Dans le cas contraire (voir
par exemple le segment L2 Figure 2.17), le segment ne repre´sente rien pour la me´trique,
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n
x1
x3
x2
L0
L1
L2 L3
Figure 2.17 – Parame´trage d’un polygone de type 1, et ge´ode´siques potentielles entre les
singularite´s conjugue´es. L0 est la ge´ode´sique de de´coupe.
et il n’y a pas de ge´ode´sique syme´trique passant entre les deux singularite´s e´quatoriales
correspondantes.
Les longueurs des segments Lj (qu’ils soient ou non des ge´ode´siques pour la me´trique)
sont aise´ment calculables en fonction des parame`tres du polygone :
(2.6) `0 = √3
3
x1, `1 = √3
2
(n − 4
3
x1) , `2 = √3
2
(n − x2 − 2
3
x1) , `3 = √3
2
(n − x3 − 2
3
x1)
Un changement de ge´ode´sique de de´coupe se traduit par une ope´ration de type ”couper-
coller” sur les polygones, comme vu section 2.1.4. La Figure 2.18 illustre deux de ces
changements de ge´ode´siques. Les parame`tres des polygones obtenus apre`s modification
sont tous calculables a` partir des parame`tres (n,x1, x2, x3) du polygone initial.
de´coupe suivant L1
x1
L0
L1
L0
L1
x2 x3
x2
x3
√
3ℓ1
de´coupe suivant L3
x1
x2 x3
√
3ℓ3
2n − 2x1 − x2 − x3
n − x2 − x3
L0
L3
L0
L3
Figure 2.18 – Polygones et parame´trages obtenus apre`s de´coupe suivant une autre
ge´ode´sique, ici L1 ou L3.
Conside´rons par exemple la de´coupe suivant la ge´ode´sique L1. Pour obtenir le polygone
correspondant, il suffit de de´couper le polygone de de´part suivant L1, et de recoller les
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deux morceaux obtenus suivant les coˆte´s correspondant a` L0. L’angle au niveau de la
singularite´ non e´quatoriale est bien 4pi/3. Toutes les longueurs parame´trant ce nouveau
polygone sont connues : les petits triangles sont de taille x2, x3 et
√
3 `1 = 32n − 2x1, et le
coˆte´ du grand triangle est de longueur 2n − 2x1.
La de´coupe suivant la ge´ode´sique L3 (ou L2) se fait de la meˆme fac¸on. Noter cependant
que dans ce cas, le triangle de parame´trage est modifie´. Les longueurs des coˆte´s des petits
triangles oˆte´s sont 2n − 2x1 − x2 − x3, n − x2 − x3 et √3 `3 = 32(n − x3) − x1, et la longueur
des coˆte´s du grand triangle est 3n − 2x1 − x2 − 2x3.
Construction d’un polye`dre Pour de´crire M1, on parame`tre l’espace de polygonesI1. On cherche les conditions sur les parame`tres qui assurent l’unicite´ du parame´trage
pour une classe de polygones donne´e. Il y a trois types de conditions :
1. les conditions (2.3) de l’exemple de Thurston, qui assurent que les polygones ne
sont pas de´ge´ne´re´s,
2. les conditions permettant d’isoler un repre´sentant d’une classe d’isome´trie de po-
lygones,
3. les conditions pour de´terminer la ge´ode´sique de de´coupe.
Une classe d’isome´trie de polygones de type 1 a seulement deux repre´sentants en position
standard, qui diffe`rent par la syme´trie d’axe vertical. Une condition du type x2 ⩽ x3 assure
(sauf cas d’e´galite´) de trouver un unique repre´sentant pour la classe d’isome´trie.
Pour le troisie`me type de conditions, il est naturel de demander que la ge´ode´sique
de de´coupe soit la plus courte des ge´ode´siques existantes. L’e´tude des longueurs dans
le polygone montre en effet que le segment le plus court parmi les Lj est toujours une
ge´ode´sique pour la me´trique. Quel que soit le nombre de ge´ode´siques parmi les segments
Lj , cette condition se traduit donc par `0 ⩽ `j pour j = 1,2 ou 3. Elle assure de plus que
le triangle isoce`le oˆte´ au niveau de la singularite´ non e´quatoriale soit strictement inclus
dans l’hexagone.
Apre`s suppression des ine´galite´s superflues, on obtient le syste`me suivant :
(2.7) P1
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x2 (2)
x2 + x3 < n (3)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ polygone non de´ge´ne´re´
x2 ⩽ x3 (4) } syme´trie du polygone
2x1 ⩽ n (5)
4
3 x1 + x3 ⩽ n (6) } L0 ge´ode´sique la plus courte
Le polye`dre de R4 ainsi de´fini est note´ P1, et ses faces sont note´es F 1j (ou` F 1j est la face
correspondant a` l’ine´galite´ (j) dans le syste`me (2.7)). Les faces F 11 , F 12 et F 13 sont exclues
du polye`dre, puisque les ine´galite´s associe´es sont strictes. L’application
ψ1 ∶ P1/R<0 → I1[(n,x1, x2, x3)] ↦ [polygone de type 1 de parame`tres (n,x1, x2, x3)]
est injective sur l’inte´rieur de P1 (modulo les scalaires) par construction. Il faut quotienter
par les changements de parame´trage associe´s aux faces ferme´es de P1 pour obtenir une
bijection.
2.3. ME´TRIQUES A` 6 SINGULARITE´S 73
Changements de parame´trage Pour j = 4,5,6, la face F 1j de P1 est ferme´e (voir la
remarque 2.3.5), et on note τ1j le changement de parame´trage associe´.
Les τ1j sont construits de la meˆme fac¸on que pour les me´triques de type 0. A chaque face
ferme´e correspond une modification naturelle du parame´trage (changement d’orientation
du polye`dre, ou de´coupe suivant une autre ge´ode´sique). Une fois la modification effectue´e,
on obtient un nouveau polygone dont on connaˆıt toutes les longueurs. La longueur des
coˆte´s du grand triangle donne τ1j (n). Les longueurs des coˆte´s des trois petits triangles
correspondent a` τ1j (x1), τ1j (x2) et τ1j (x3), et sont choisis tels que τ1j (x1) soit la longueur de
la base du triangle oˆte´, et tels que τ1j (x2) ⩽ τ1j (x3). Sous forme matricielle, ces changements
de parame´trage sont donne´s par :
τ14 = ⎛⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞⎟⎟⎟⎠ , τ15 =
⎛⎜⎜⎜⎝
2 −2 0 0
3
2 −2 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎠ , τ16 =
⎛⎜⎜⎜⎝
3 −2 −1 −2
3
2 −1 0 −32
1 0 −1 −1
2 −2 −1 −1
⎞⎟⎟⎟⎠
Pour chaque j = 4,5,6, τ1j est une involution qui pre´serve globalement la face F 1j .
Polye`dre hyperbolique L’aire d’un polygone de type 1 est e´gale a` l’aire de l’hexagone
de type 0 correspondant, moins l’aire du petit triangle oˆte´, qui est 1/3 de l’aire d’un
triangle e´quilate´ral de coˆte´ x1. L’oppose´ de l’aire donne a` nouveau une forme quadratique
de signature (3,1) :
q1(n,x1, x2, x3) = −n2 + 4
3
x1
2 + x22 + x32
Les points de P1 sont ne´gatifs pour q1, et en quotientant par les homothe´ties on obtient un
polye`dre hyperbolique, note´ P1. Le calcul des polaires permet de construire le diagramme
de P1, donne´ Figure 2.19. Ce n’est pas un polye`dre de Coxeter : l’angle entre les faces F 16
et F 14 (respectivement F
1
5 ) vaut α = arccos(√6/4) (resp. pi − α).
1
2
6
3
4 5
α
π − α
Figure 2.19 – Diagramme du polye`dre hyperbolique P1. Les sommets noirs correspondent
aux faces ouvertes de P1.
P1 admet un unique point a` l’infini, correspondant aux polygones de´ge´ne´re´s en seg-
ments dans la direction de x3. Il est donc non compact, et de volume fini d’apre`s la
proposition 2.2.7.
Les changements de parame´trage τ1j pre´servent l’aire des polygones, ce sont donc des
isome´tries pour la forme quadratique q1. Pour les faces F
1
1 , F
1
2 et F
1
3 , exclues de P1, on
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de´finit comme pre´ce´demment τ1j comme la re´flexion par rapport a` l’hyperplan portant la
face. M1 est donc en bijection avec le quotient de P1 par les τ1j , pour j = 1, . . . ,6.
The´ore`me de Poincare´ On voudrait voir l’espace de modules M1 comme un orbi-
fold hyperbolique, non complet, puisque certains miroirs de re´flexions sont exclus. Les
isome´tries τ1j sont des identifications de faces naturelles pour le polye`dre P1, par construc-
tion : elles identifient deux faces isome´triques (dans le cas des τ1j , une face est toujours
identifie´e a` elle-meˆme), et envoient le polye`dre a` l’exte´rieur de lui-meˆme. Le the´ore`me de
Poincare´ est donc adapte´. Noter que dans ce cas, τ14 et τ
1
5 sont les re´flexions par rapport
aux faces de P1 correspondantes, mais que ce n’est pas le cas de τ16 (elle agit sur la face
F 16 comme une re´flexion par rapport a` un axe).
La ve´rification du reste des hypothe`ses de Poincare´ est aise´e : la seule face qui intersecte
les autres avec des angles qui ne sont pas sous-multiples de pi, et dont l’isome´trie associe´e
n’est pas une re´flexion, est la face F 16 . Il suffit donc de conside´rer les areˆtes porte´es par
cette face :
— F 16 ∩ F 11 : les deux faces sont paralle`les, donc il n’y a pas d’areˆte a` e´tudier.
— F 16 ∩ F 12 : on obtient le cycle d’areˆtes suivant
F 16 ∩ F 12 Ð→
τ12
F 12 ∩ F 16 Ð→
τ16
F 16 ∩ F 13 Ð→
τ13
F 13 ∩ F 16 Ð→
τ16
F 16 ∩ F 12
Tous les angles die`dres correspondant sont de pi/2, donc la somme fait 2pi.
— F 16 ∩ F 14 : on obtient le cycle d’areˆtes suivant
F 16 ∩ F 14 Ð→
τ14
F 14 ∩ F 16 Ð→
τ16
F 16 ∩ F 15 Ð→
τ15
F 15 ∩ F 16 Ð→
τ16
F 16 ∩ F 14
L’angle du cycle d’areˆte est donc (pi−α)+(pi−α)+α+α = 2pi, ou` α = arccos(√6/4).
Les conditions de cycles sont donc bien ve´rifie´es.
Le polye`dre P1 admet un unique point a` l’infini, donne´ en coordonne´es homoge`nes par[1,0,0,1]. Il est a` l’intersection des faces F 11 , F 12 , F 13 et F 16 , donc il suffit de voir (cf. sec-
tion 2.2.2 et proprie´te´ 2.2.8) que les identifications de faces correspondantes pre´servent
le releve´ (non homoge`ne) (1,0,0,1). C’est bien le cas, donc il existe des horosphe`res
cohe´rentes. Toutes les hypothe`ses du the´ore`me sont donc ve´rifie´es.
Soit Γ1 le groupe de´fini par
Γ1 = ⟨τ1j , j = 1, . . . ,6⟩
Le the´ore`me de Poincare´ s’applique, donc Γ1 est discret, et l’adhe´rence de P1 dans H3 est
un domaine fondamental pour Γ1.
Proposition 2.3.8. L’espace de modules M1 des me´triques de type 1 est en bijection avec
l’orbifold hyperbolique H3/Γ1, prive´ des hypersurfaces correspondant aux sommets noirs du
diagramme 2.19.
Identification du groupe Le but de ce paragraphe est d’identifier le groupe Γ1 avec
le groupe des isome´tries entie`res d’une forme quadratique de´finie sur Z, comme fait pour
Γ0. Ceci permet d’obtenir directement l’arithme´ticite´ de l’orbifold M1.
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Pour construire une forme quadratique a` coefficients entiers a` partir de q1, le change-
ment de coordonne´e x′1 = 23x1 apparaˆıt naturellement. On a en effet
q1(n,x1, x2, x3) = −n2 + 4
3
x1
2 + x22 + x32 = −n2 + 3(2
3
x1)2 + x22 + x32
= −n2 + 3x′12 + x22 + x32
Dans ces coordonne´es, on obtient donc la forme quadratique entie`re
q′1(n,x′1, x2, x3) = −n2 + 3x′12 + x22 + x32
La forme matricielle des isome´tries τ1j pour ces nouvelles coordonne´es est obtenue en
conjuguant par la matrice diagonale B = diag(1,2/3,1,1). Les polaires des faces F 11 , . . . , F 15
sont entie`res et de norme 1 ou 2 dans ces coordonne´es, donc les matrices des re´flexions τ1j
sont entie`res pour 1 ⩽ j ⩽ 5. On ve´rifie de plus que τ16 est aussi de matrice entie`re dans ces
coordonne´es. Notons Γ′1 = BΓ1B−1 :
Γ′1 < O(q′1,Z)
Montrons alors l’e´galite´ entre les deux groupes. Le groupe O(q′1,Z) est le groupe
d’isome´tries entie`res d’une forme quadratique entie`re de signature (3,1), donc l’algorithme
de Vinberg (voir section 2.2.3) permet de chercher un domaine fondamental du groupe des
re´flexions Ref(O(q′1,Z)). Allcock, Carlson et Toledo donnent le re´sultat de l’algorithme
dans [ACT07] : l’algorithme termine, et le polye`dre obtenu est un polye`dre de Coxeter, de
diagramme donne´ Figure 2.20.
1
2
6
3
4 5
Figure 2.20 – Diagramme de Coxeter d’un domaine fondamental du groupe de re´flexions
Ref(O(q′1,Z)).
Ce polye`dre admet un unique automorphisme entier non trivial, donc Ref(O(q′1,Z))
est d’indice 2 dans O(q′1,Z).
Le polye`dre P1 est “presque de Coxeter” : seule la face F 16 donne des angles qui ne sont
pas de la forme pi/k. Ceci incite a` conside´rer le double du polye`dre recolle´ suivant la face
F 16 , P1 ∪ τ16 (P1). Les polaires de τ16 (P1) sont les vecteurs τ16 (v), ou` v est une polaire deP1. Les ine´galite´s de´finissant τ16 (P1) sont donc aise´ment calculables. Les deux polye`dres a`
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recoller sont donne´s par les ine´galite´s suivantes (la face de recollement est encadre´e) :
P1 τ16 (P1)
0 < x1 23 x1 + x3 < n
0 < x2 x2 + x3 < n
x2 + x3 < n 0 < x2
x2 ⩽ x3 2x1 ⩽ n
2x1 ⩽ n x2 ⩽ x3
4
3
x1 + x3 ⩽ n n ⩽ 4
3
x1 + x3
Cette ope´ration fait disparaˆıtre la face proble´matique F 16 . Notons P1,double le polye`dre
convexe de´fini par les autres ine´galite´s des deux polye`dres P1 et τ16 (P1) (dans R4) :
(2.8) P1,double
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x2 (2),τ16 ((3))
x2 + x3 < n (3),τ16 ((2))
x2 ⩽ x3 (4),τ16 ((5))
2x1 ⩽ n (5),τ16 ((4))
2
3 x1 + x3 < n τ16 ((1))
On ve´rifie que l’union P1 ∪ τ16 (P1) est bien le polye`dre P1,double par double inclusion :
— chaque composante est incluse dans P1,double car le syste`me d’ine´galite´s (2.8) est
ve´rifie´ par tout point de P1 ∪ τ16 (P1) : tout point de P1 ve´rifie 23 x1 + x3 < n (car
0 < x1 et 43 x1 + x3 ⩽ n impliquent l’ine´galite´ voulue), et de meˆme tout point de
τ16 (P1) ve´rifie 0 < x1.
— tout point de P1,double est dans l’un des deux polye`dres de de´part, suivant que
4
3 x1 + x3 est supe´rieur ou infe´rieur a` n.
Donc P1,double = P1 ∪ τ16 (P1). Le calcul des polaires montre que c’est un polye`dre de
Coxeter, dont le diagramme est celui de la Figure 2.20. Il est muni d’identifications de
faces, provenant de celles de P1 et de τ16 (P1) (les conjugue´s des τ1j par l’isome´trie de
recollement τ16 ). Excepte´e la face τ
1
6 (F 11 ), les faces de τ16 (P1) sont porte´es par les meˆmes
hyperplans que les faces de P1, comme indique´ sur le syste`me (2.8). Elles ne donnent donc
pas de nouvelles re´flexions. Le groupe engendre´ par ces identifications de faces est alors
Γ1,double = ⟨τ11 , . . . , τ15 , τ16 ⋅ τ11 ⋅ (τ16 )−1⟩
Ce sont toutes des re´flexions par rapport aux faces, donc d’apre`s la version simple du
polye`dre du Poincare´, P1,double est un domaine fondamental pour Γ1,double. Γ1,double est
donc conjugue´ a` Ref(O(q′1,Z)) par la matrice de changement de coordonne´e B (son
conjugue´ est inclus dans Ref(O(q′1,Z)), et a le meˆme domaine fondamental, donc le meˆme
covolume).
Finalement, notons que τ16 n’appartient pas a` Γ1,double. Puisque Ref(O(q′1,Z)) est
d’indice 2 dans O(q′1,Z), on en de´duit que Γ1 = ⟨Γ1,double, τ16 ⟩ est conjugue´ a` O(q′1,Z). On
a donc montre´ :
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Proposition 2.3.9. L’espace de modules M1 des me´triques de type 1 est en bijection
avec l’orbifold arithme´tique H3/O(q′1,Z), prive´ des hypersurfaces correspondant aux som-
mets noirs du diagramme 2.19. Son double est l’orbifold de Coxeter de diagramme de
Coxeter 2.20, prive´ des hypersurfaces correspondant aux sommets noirs.
Le polye`dre P1,double est dessine´ dans [ACT07], dans le mode`le du demi-espace de
Poincare´ avec le sommet ide´al de P1,double pour point a` l’infini. On reproduit cette figure,
en ajoutant le nume´ro des faces en accord avec notre e´tude, voir Figure 2.21. P1,double est
obtenu en recollant P1 a` sa copie τ16 (P1) suivant la face F 16 . On ajoute aussi sur le dessin
la face de recollement entre les deux copies, et sa projection sur le plan a` l’infini.
Figure 2.21 – Repre´sentation du polye`dre P1,double dans le mode`le du demi-espace de
Poincare´, tire´e de l’article [ACT07]. On ajoute les nume´ros des faces de P1, ainsi que la
face de recollement F 16 .
2.3.2.4 Me´triques de type 2
Le de´veloppement d’une me´trique de type 2 dans le plan donne deux types de poly-
gones, suivant le choix des ge´ode´siques de de´coupe, cf. Figure 2.10. Une meˆme me´trique
peut eˆtre repre´sente´e par des polygones de type diffe´rent. Cependant, si on fixe les ge´o-
de´siques de de´coupe comme e´tant les plus courtes, une me´trique admet un seul type de
repre´sentant (sauf cas d’e´galite´ entre les longueurs de certaines ge´ode´siques). On commence
donc par construire deux polye`dres, parame´trant chacun des types 2(i) et 2(ii). Le recol-
lement des deux composantes “artificielles” se fait via des changements de parame´trages
qui permettent de passer d’un type de de´coupe a` l’autre.
Polye`dres hyperboliques La Figure 2.22 donne les polygones de type 2(i) et 2(ii) en
position standard.
Pour chaque type de polygone, comme dans les sections pre´ce´dentes, on cherche des
conditions sur les parame`tres (n,x1, x2, x3) pour que chaque classe de polygones (a` iso-
me´tries, homothe´ties et changement de ge´ode´siques de de´coupe pre`s) soit repre´sente´e par
un unique quadruplet. On retrouve les trois familles de conditions :
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x1
x2 x3
type (i)
x1
x2 x3
type (ii)
Figure 2.22 – Polygones de type 2(i) et 2(ii) en position standard.
— les ine´galite´s (2.3) pour la non de´ge´ne´rescence des polygones,
— celles qui permettent d’isoler un repre´sentant d’une classe d’isome´trie : la condition
x1 ⩽ x2 est suffisante pour le cas 2(i), il en faut deux pour le cas 2(ii) (par exemple
n − x2 − x3 ⩽ x1 et x2 ⩽ x3),
— celles qui de´terminent suivant quelles ge´ode´siques on de´coupe : dans les deux cas, les
ge´ode´siques de de´coupe pour chaque paire de singularite´s non e´quatoriales doivent
eˆtre les plus courtes.
Il y a dans ce cas des me´triques de type 2 plusieurs singularite´s non e´quatoriales, donc
il peut exister des ge´ode´siques syme´triques qui intersectent les ge´ode´siques de de´coupe
(ge´ode´siques discontinues dans le polygone, voir section 2.1.4 p.48). On ve´rifie cependant
que si les ge´ode´siques de de´coupe sont les plus courtes parmi les ge´ode´siques “continues”
du polygone, alors les ge´ode´siques “discontinues” sont toujours de longueur supe´rieure
a` la ge´ode´sique de de´coupe entre les deux singularite´s correspondantes. Conside´rons par
exemple le cas de la ge´ode´sique l donne´e Figure 2.23.
L1
L2 l
Lx3
Ln
x1
x2 x3
b
b
b
b
Figure 2.23 – La ge´ode´sique syme´trique l est plus longue que la ge´ode´sique de de´coupe
L1, si L1 et L2 sont les ge´ode´siques “continues” les plus courtes.
La ge´ode´sique discontinue l est de longueur
√
3
2 (2n−2x2−x3− 23x1). Mais par hypothe`se,
la ge´ode´sique de de´coupe L2 est plus courte que la ge´ode´sique Ln, et L1 est plus courte
que Lx3 . Ceci se traduit par les ine´galite´s 2x2 ⩽ n et √33 x1 ⩽ √32 (n−x3− 23x1). On en de´duit
donc que √
3
3
x1 ⩽ √3
2
(2n − 2x2 − x3 − 2
3
x1)
donc la ge´ode´sique discontinue est bien de longueur supe´rieure a` L1. Il en est de meˆme
pour les autres ge´ode´siques discontinues.
Il suffit donc d’e´tudier les ge´ode´siques qui n’intersectent pas les ge´ode´siques de de´coupe.
Les longueurs des ge´ode´siques continues issues de la singularite´ associe´e a` x1 sont donne´es
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en (2.6), et on en de´duit de meˆme les longueurs des ge´ode´siques issues de l’autre singularite´.
En combinant ces conditions, on arrive a` deux syste`mes d’ine´quations, de´finissant deux
polye`dres P2,i et P2,ii de R4 :
(2.9)
polygones de type 2(i) polygones de type 2(ii)
P2,i
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x3 (2)
x1 ⩽ x2 (3)
2x2 ⩽ n (4)
4
3x2 + x3 ⩽ n (5)
P2,ii
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x2 + x3 < n (1′)
n − x2 − x3 ⩽ x1 (2′)
x2 ⩽ x3 (3′)
4
3x1 + x3 ⩽ n (4′)
Noter que dans le cas 2(i), toutes les de´ge´ne´rescences ne sont pas e´carte´es : si x1 = x2 = n/2,
le polygone (et donc la me´trique) est de´ge´ne´re´ car deux singularite´s co¨ıncident. L’areˆte
correspondante est donc exclue de P2,i. Comme pre´ce´demment, les faces de P2,i sont note´es
F 2,ij , 1 ⩽ j ⩽ 5, et celles de P2,ii sont note´es F 2,iij , 1 ⩽ j ⩽ 4.
Pour chacun des cas, (l’oppose´ de) l’aire des polygones est a` nouveau une forme qua-
dratique de signature (3,1), donne´e par les formules :
q2,i = −n2 + 4
3
x1
2 + 4
3
x2
2 + x32
q2,ii = −n2 + 4
3
x1
2 + x22 + x32 + 1
3
(n − x2 − x3)2
En passant au quotient par les homothe´ties, on obtient donc deux polye`dres hyperboliquesP2,i et P2,ii. Le calcul des polaires (pour les formes quadratiques correspondantes) donne
les diagrammes de Coxeter suivants, voir Figure 2.24. Aucun des deux polye`dres n’est de
Coxeter.
1′ 3′2′ 4′
type 2(ii)
type 2(i)1 53 2
4
π − α
α
Figure 2.24 – Diagrammes de Coxeter pour les polye`dres P2,i et P2,ii, ou` α = arccos (√64 ).
Les faces correspondant aux sommets noirs et l’areˆte entre F 2,i3 et F
2,i
4 sont exclues des
polye`dres.
Changements de parame´trage A chaque face ferme´e de P2,i ou P2,ii correspond,
comme dans les cas pre´ce´dents, un changement de parame´trage line´aire. Le calcul des
diffe´rents changements de parame´trage se fait exactement comme dans les sections pre´ce´dentes.
La Figure 2.25 re´sume les ope´rations type “couper-coller” correspondant aux de´coupes sui-
vant une autre ge´ode´sique.
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x1
L1
x2 x3
√
3 ℓ1
x1 x3
x1
x2 L3 x3
2(n − x2) − x1 − x3
n − x1 − x3
√
3 ℓ3
de´coupe suivant L1
type (i) type (i)
type (i)
type (ii)
de´coupe suivant L3 : changement de type
τ
2(ii)
4
τ
2(i)
5
Figure 2.25 – Changements de parame´trage lorsque la ge´ode´sique de de´coupe est modifie´e.
Le calcul montre que τ2,i3 et τ
2,i
4 sont des re´flexions par rapport aux faces F
2,i
3 et F
2,i
4
de P2,i. Le cas de τ2,i5 est plus inte´ressant : lors de la de´coupe suivant la ge´ode´sique L3, le
polygone obtenu n’est plus du meˆme type. τ2,i5 est une isome´trie de (R4, q2,i) sur (R4, q2,ii),
et c’est l’inverse de τ2,ii4 . Les deux induisent une isome´trie entre les faces F
2,i
5 et F
2,ii
4 :
elles identifient les me´triques qui admettent deux de´veloppements de types diffe´rents.
Les deux autres changements de parame´trages pour P2,ii sont des re´flexions par rapport
aux faces. La liste des matrices correspondantes est donne´e en annexe, Table A.1.
Orbifold hyperbolique Comme dans les cas pre´ce´dents, les changements de parame´trage
fournissent des identifications de faces naturelles pour les polye`dres e´tudie´s, ce qui permet
d’appliquer le the´ore`me de Poincare´. Par convention, les isome´tries associe´es aux faces
ouvertes des polye`dres sont juste les re´flexions par rapport aux faces.
Dans le cas des me´triques de type 2, il faut appliquer le the´ore`me a` deux polye`dres
distincts et de´finis dans des espaces diffe´rents. D’apre`s la section 2.2.2.2, il est e´quivalent
d’e´tudier le polye`dre obtenu en recollant les deux composantes via une identification de
faces, et en modifiant le reste des identifications de faces en accord avec le recollement.
Dans le cas des me´triques de type 2, il n’existe qu’une seule identification de face entre
les deux, donc on conside`re le polye`dre P2,i ∪ τ2,ii4 (P2,ii). On obtient un polye`dre convexe,
note´ P2, de´fini par les ine´galite´s suivantes dans (R4, q2,i) (ou` l’areˆte x1 = x2 = n/2 est
exclue) :
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(2.10) P2
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1),τ2,ii4 ((1′))
0 < x3 (2)
x1 ⩽ x2 (3)
2x2 ⩽ n (4),τ2,ii4 ((3′))
x1 + x2 ⩽ 32(n − x3) τ2,ii4 ((2′))
C’est un polye`dre de Coxeter, dont le diagramme est donne´ Figure 2.26. Il admet un unique
sommet a` l’infini, correspondant aux polygones de´ge´ne´re´s en segment dans la direction de
x3 (pour les deux types de polygones).
4312 6τ
2,ii
4
(2′)
Figure 2.26 – Diagramme de Coxeter du polye`dre P2. Les faces correspondant aux som-
mets noirs et l’areˆte d’angle pi/6 sont exclues.
Le polye`dre P2 est dessine´ dans l’article [ACT07], dans le demi-espace de Poincare´ avec
le sommet ide´al de P2 comme point a` l’infini. On reproduit ici leur dessin Figure 2.27, en
ajoutant les nume´ros des faces correspondant au syste`me (2.10). On ajoute aussi sur le
dessin la face de recollement entre les deux polye`dres P2,i et P2,ii.
Figure 2.27 – Dessin de P2 tire´ de [ACT07]. Les nume´ros de faces, ainsi que la face de
recollement entre P2,i et P2,ii sont ajoute´s.
Les identifications de faces du polye`dre sont τ2,i1 , . . . , τ
2,i
4 , et τ
2,ii
4 ⋅ τ2,ii2 ⋅ τ2,ii4 −1 pour la
dernie`re face. Ce sont toutes des re´flexions par rapport aux faces du polye`dre, donc la
version simple du the´ore`me de Poincare´ s’applique. Notons Γ2 le groupe engendre´ par les
re´flexions par rapport aux faces de P2. On a alors :
Proposition 2.3.10. L’espace de modules M2 des me´triques de type 2 est en bijection
avec l’orbifold de Coxeter H3/Γ2, de diagramme donne´ Figure 2.26, prive´ des faces cor-
respondant aux sommets noirs et de l’areˆte d’angle pi/6.
Identification du groupe Le groupe Γ2 est, comme dans les autres cas, conjugue´ a`
un groupe d’isome´tries entie`res. Conside´rons le changement de coordonne´es x′1 = 23x1,
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x′2 = 23x2. Dans ces coordonne´es, la forme quadratique q2,i s’e´crit sous la forme
q′2 = −n2 + 3x′12 + 3x′22 + x32
Dans ces coordonne´es, les re´flexions par rapport aux faces du polye`dre P2 ont des coeffi-
cients entiers. Donc Γ2 est conjugue´ a` un sous-groupe de O(q′2,Z).
L’algorithme de Vinberg applique´ a` O(q′2,Z) termine, et donne un polye`dre de Coxeter
dont le diagramme est celui de la Figure 2.26. Ce diagramme n’admet pas d’automor-
phismes, donc O(q′2,Z) est e´gal a` son groupe de re´flexions, et Γ2 est conjugue´ a` O(q′2,Z).
Proposition 2.3.11. L’espace de modules M2 est home´omorphe a` l’orbifold de Coxeter
arithme´tique H3/O(q′2,Z) prive´ des faces correspondant aux sommets noirs et de l’areˆte
d’angle pi/6.
2.3.2.5 Me´triques de type 3
Le cas des me´triques de type 3 se traite de manie`re similaire. La Figure 2.28 donne un
polygone de type 3 en position standard.
x1
x3x2
Figure 2.28 – Polygone de type 3 en position standard.
Les meˆmes types de conditions permettent d’assurer l’unicite´ du parame´trage d’une
classe de polygones, a` isome´trie, homothe´tie et changement de ge´ode´siques de de´coupe
pre`s. Pour isoler un repre´sentant d’une classe d’isome´trie, on choisit les conditions x1 ⩽
x2 ⩽ x3. Pour les ge´ode´siques, la condition reste la meˆme : pour chaque singularite´, la
ge´ode´sique de de´coupe est la plus courte des ge´ode´siques syme´triques existant entre les
deux singularite´s conjugue´es. Comme pour le type 2, il suffit de conside´rer les ge´ode´siques
qui n’intersectent pas les ge´ode´siques de de´coupe. La combinaison de ces conditions donne
le syste`me d’ine´galite´s suivant :
(2.11) P3
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 < x1 (1)
x1 ⩽ x2 (2)
x2 ⩽ x3 (3)
2x3 ⩽ n (4)
Noter que l’areˆte x2 = x3 = n/2 donne des polygones de´ge´ne´re´s, donc elle est exclue du
polye`dre. La forme quadratique provenant de l’aire des polygones est la suivante :
q3 = −n2 + 4
3
x1
2 + 4
3
x2
2 + 4
3
x3
2
Apre`s passage au quotient par les homothe´ties, on obtient donc un polye`dre de H3, note´ P3.
Le calcul des polaires permet de construire son diagramme de Coxeter, donne´ Figure 2.29 :
c’est un simplexe de Coxeter.
2.3. ME´TRIQUES A` 6 SINGULARITE´S 83
431 2 6
Figure 2.29 – Diagramme de Coxeter du polye`dre P3. La face correspondant au sommet
noir et l’areˆte d’angle pi/6 sont exclues du polye`dre.
n
x2 =
n
2
b
Figure 2.30 – Polygone de type 3 de´ge´ne´re´ en polygone d’aire nulle, correspondant au
point a` l’infini [1,1/2,1/2,1/2].
P3 admet un unique sommet a` l’infini, [1,1/2,1/2,1/2] en coordonne´es homoge`nes. Ce
sommet correspond aux polygones tels que les triangles oˆte´s remplissent l’hexagone de
de´part, voir Figure 2.30.
Une repre´sentation du polye`dre P3 dans le mode`le du demi-espace de Poincare´, avec
le sommet ide´al de P3 comme point a` l’infini, est donne´e Figure 2.31. Elle est largement
inspire´e des figures de l’article [ACT07] (mais le dessin donne´ dans [ACT07] pour P3 est
diffe´rent, car le point a` l’infini choisi n’est plus le sommet ide´al de P3).
pi
4
pi
3
2
√
3
1
√
6
Figure 2.31 – Polye`dre P3 dans le demi-espace de Poincare´, et projection sur le plan a`
l’infini.
Les changements de parame´trage associe´s a` chaque face se calculent de la meˆme fac¸on
que pre´ce´demment (voir Table A.2 en annexe pour la liste des matrices) : ce sont tous des
re´flexions par rapport aux faces de P3, donc la version simple du the´ore`me de Poincare´
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(the´ore`me 2.2.9) s’applique. Notons Γ3 le groupe engendre´ par ces re´flexions : l’espace de
modules M3 est en bijection avec le simplexe de Coxeter H3/Γ3, prive´ des faces et areˆtes
correspondant aux me´triques de´ge´ne´re´es.
L’identification du groupe Γ3 se fait a` nouveau a` l’aide de la forme quadratique entie`re
q′3 = −n2 + 3x′12 + 3x′22 + 3x′32
obtenue apre`s le changement de coordonne´es x′j = 23xj . Dans ces coordonne´es, les matrices
des re´flexions par rapport aux faces de P3 sont entie`res, donc Γ3 est conjugue´ a` un sous-
groupe de O(q′3,Z).
L’algorithme de Vinberg applique´ a` O(q′3,Z) termine et donne le simplexe de Coxeter
de la Figure 2.29, qui n’admet pas d’automorphismes. On a donc finalement :
Proposition 2.3.12. L’espace de modules des me´triques de type 3 est en bijection avec
l’orbifold de Coxeter arithme´tique H3/O(q′3,Z), de diagramme donne´ Figure 2.29, prive´
de la face correspondant au sommet noir et a` l’areˆte d’angle pi/6.
2.3.2.6 Conclusion
Chaque composante Mk de l’espace de modules des me´triques plates syme´triques a`
6 singularite´s est en bijection avec un ouvert d’un orbifold hyperbolique arithme´tique de
la forme H3/O(qk,Z). Ces bijections permettent de de´finir une topologie sur l’espace de
modules M, pour laquelle les Mk sont les composantes connexes de M. Les Mk ne sont
pas comple`tes : les points a` ajouter pour obtenir une comple´tion me´trique correspondent
aux me´triques pour lesquelles deux singularite´s ou plus co¨ıncident. Les me´triques obte-
nues par ces de´ge´ne´rescences seront e´tudie´es section 2.3.4, et on verra que l’e´tude mene´e
pre´ce´demment permet d’obtenir une description de l’espace de modules des me´triques
de´ge´ne´re´es.
2.3.3 Recollement des composantes
Les diffe´rents types de me´triques forment les composantes connexes de l’espace de mo-
dulesM. Ces me´triques ont six singularite´s disjointes. Conside´rer les me´triques de´ge´ne´re´es,
ou` deux singularite´s ou plus co¨ıncident, permet de relier naturellement ces diffe´rentes com-
posantes. En effet, e´tant donne´e une me´trique de type k, deux singularite´s e´quatoriales
conse´cutives peuvent se rapprocher, jusqu’a` co¨ıncider, puis se se´parer en deux singularite´s
conjugue´s pour donner une me´trique de type k + 1, comme indique´ Figure 2.32.
type 0 me´trique de´ge´ne´re´e type 1
→←
↕
b
b
b
b
b b
b
b
b
b
b b
b
b
b
b
b
Figure 2.32 – Exemple de me´trique de´ge´ne´re´e a` la jonction entre deux types. Les deux
singularite´s d’angles 4pi/3 co¨ıncident en une singularite´ d’angle 2pi/3.
Les me´triques de´ge´ne´re´es correspondent aux points des faces ouvertes des polye`dresPk : elles donnent une manie`re naturelle de recoller les quatre composantes de l’espace
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de modules, suivant leurs de´ge´ne´rescences communes. Soit Mt l’espace de modules des
me´triques a` 6 singularite´s d’angles e´gaux, e´ventuellement de´ge´ne´re´es en me´triques a` 5
singularite´s ou moins (voir section 2.3.4 quelles me´triques sont obtenues a` partir de ces
de´ge´ne´rescences). Le proce´de´ de recollement de´crit dans la suite permet alors d’obtenir
une structure hyperbolique sur Mt.
Les faces ouvertes des Pk sont isome´triques par paires, suivant le sche´ma donne´ Fi-
gure 2.33. Ceci peut eˆtre ve´rifie´ via leur description alge´brique, mais vient simplement
du fait qu’elles repre´sentent les meˆmes me´triques de´ge´ne´re´es, vues comme provenant d’un
type ou d’un autre.
Pour le recollement des me´triques de type 2, il est pratique de conside´rer se´pare´ment
les deux composantes (artificielles du point de vue des me´triques) P2,i et P2,ii. L’espace
de modules des me´triques de type 2 est obtenu en quotientant l’union disjointe P2,i ⊔P2,ii
par l’identification donne´e par τ2,i5 et son inverse. De meˆme, on conside`re le polye`dre P1
pour le recollement, en gardant en teˆte qu’il doit eˆtre quotiente´ par l’isome´trie τ16 .
P0
F 0
1
− F 1
1 P1
F 1
2
− F 2(i)
1
P2(i)
F 1
3
− F 2(ii)
1
P2(ii)
F
2(i)
2
− F 3
1
P3
b
b b
b b
b b
b
b
b
b
b
b
b
b
b
Figure 2.33 – Sche´ma de recollement des diffe´rentes composantes. Les polygones
de´ge´ne´re´s faisant le lien entre les composantes sont indique´s, ainsi que les faces isome´triques
suivant lesquelles les polye`dres sont recolle´s.
2.3.3.1 Isome´tries de recollement
Les isome´tries permettant le recollement des composantes de l’espace de modules
peuvent eˆtre donne´es explicitement. Elles doivent identifier les points correspondants aux
meˆmes me´triques de´ge´ne´re´es, et envoyer le polye`dre de de´part a` l’exte´rieur du polye`dre
d’arrive´e (condition ne´cessaire pour avoir des identifications de faces au sens de Poincare´).
Ces conditions les de´finissent de manie`re unique.
Chaque isome´trie de recollement entre les types k et k + 1, note´e rk,k+1, est obtenue
comme la composition de trois applications :
— un changement de parame´trage, pour que les parame`tres de la me´trique de type k
de´ge´ne´re´e ve´rifient les conditions de´finissant Pk+1,
— une re´flexion par rapport a` l’hyperplan de recollement dans le polye`dre d’arrive´e,
pour que l’image de Pk soit a` l’exte´rieur de Pk+1,
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— une dilatation suivant l’axe de la polaire a` l’hyperplan de recollement, pour obtenir
une isome´trie de (R4, qk) vers (R4, qk+1).
Conside´rons par exemple l’isome´trie r1,2(i) entre les polye`dres P1 et P2,i : les me´triques
de´ge´ne´re´es correspondantes sont donne´es Figure 2.34. On note (n,x1, x2, x3) les parame`tres
pour les me´triques de type 1, et (n,x1, x2, x3) ceux des me´triques de type 2(i).
type 1 type 2(i)
x1
x2 x3
n
x1
x3x2 = 0
x1 = 0 x1
x2x2 x3x3
meˆme polygone de´ge´ne´re´
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
b
b
b b
b
b
b b
b
b
b
b
b
b
b
b
b
Figure 2.34 – Deux singularite´s e´quatoriales d’une me´trique de type 1 co¨ıncident, pour
donner une me´trique de type 2(i).
Les points de P1 ve´rifient la relation x2 ⩽ x3, donc les deux singularite´s qui co¨ıncident
sont force´ment celles a` distance x2. La face de recollement pour P1 est donc F 12 = {x2 =
0}. Pour les me´triques de type 2(i), les deux singularite´s conjugue´es qui co¨ıncident sont
force´ment celles associe´es au triangle de longueur x1, puisqu’on a la condition x1 ⩽ x2.
Donc la face de recollement pour P2,i est F 2,i1 = {x1 = 0}. Le reste des parame`tres est
modifie´ de manie`re e´quivalente. Restreinte aux faces de recollement, r1,2(i) agit donc de la
fac¸on suivante :
r1,2(i)((n,x1,0, x3)) = (n,0, x1, x3) = (n,x1, x2, x3)
Sur l’orthogonal des hyperplans de recollement, r1,2(i) agit comme une re´flexion et une
dilatation. r1,2(i) doit eˆtre une isome´trie de (R4, q1) vers (R4, q2,i), et on a :
q1(n,x1, x2, x3) = −n2 + 4
3
x1
2 + x22 + x32, q2,i(n,x1, x2, x3) = −n2 + 4
3
x1
2 + 4
3
x2
2 + x32
Le facteur de dilatation doit donc eˆtre
√
3/2. On obtient finalement
r1,2(i) ∶ (R4, q1)→ (R4, q2,i), (n,x1, x2, x3)↦ (n,−√32 x2, x1, x3)
Le reste des isome´tries de recollement se calcule de la meˆme fac¸on. Noter que l’isome´trie
de recollement rk+1,k est simplement l’inverse de rk,k+1.
2.3.3.2 Re´sultat du recollement
Les quatre composantes Mk de l’espace de modules sont donc munies d’identifications
de faces naturelles qui permettent de les recoller les unes aux autres. On peut alors ve´rifier
les hypothe`ses du the´ore`me de Poincare´, pour donner une structure d’orbifold a` l’espace
de modules total Mt des me´triques syme´triques a` 6 singularite´s d’angles e´gaux.
Dans le cas e´tudie´, le recollement des polye`dres suivant les identifications de faces se
fait aise´ment et donne un polye`dre convexe, muni d’identifications de faces. On ve´rifie
donc les hypothe`ses du the´ore`me de Poincare´ apre`s avoir effectue´ le recollement. Noter
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qu’il n’y a pas de choix a` faire pour le recollement : il existe au plus une identification de
faces entre chaque paire de polye`dres.
La forme quadratique q0 associe´e aux me´triques de type 0, de´finie par
q0(n,x1, x2, x3) = −n2 + x12 + x22 + x32
est la plus simple de celles apparaissant dans le proble`me. Le recollement des composantes
est donc effectue´ (avant de quotienter par les scalaires) dans l’espace (R4, q0). Etant donne´
un polye`dre P et une isome´trie r, les vecteurs polaires du polye`dre r(P ) sont simplement
les r(v), ou` v est un vecteur polaire de P . Il est donc facile d’obtenir la description de
l’image de chaque polye`dre dans (R4, q0). Le tableau suivant re´capitule les composantes
du recollement. Les ine´galite´s encadre´es correspondent aux faces recolle´es deux a` deux.
P0 r1,0(P1) r1,0 ○ r2i,1(P2i)
0 ⩽ x1
x1 ⩽ x2
x2 ⩽ x3
x1 + x2 + x3 ⩽ n
x1 ⩽ 0
0 ⩽ x2
x2 + x3 ⩽ n
x2 ⩽ x3
0 ⩽ √3x1 + n
x3 ⩽ n + 2√33 x1
x2 ⩽ 0
0 ⩽ x3
x1 ⩽ x2
0 ⩽ √3x1 + n
x3 ⩽ n + 2√33 x1
r1,0 ○ r2ii,1(P2ii) r1,0 ○ r2i,1 ○ r3,2i(P3)
n ⩽ x2 + x3
x2 ⩽ x3
x1 + x2 + x3 ⩽ n
x3 ⩽ n + 2√33 x1
x3 ⩽ 0
x2 ⩽ x3
x1 ⩽ x2
0 ⩽ √3x1 + n
Les ine´galite´s correspondant aux faces recolle´es disparaissent, et le reste des ine´galite´s
de´finit le polye`dre suivant, note´ Pt :
(2.12) Pt
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1 ⩽ x2 (1)
x2 ⩽ x3 (2)
x1 + x2 + x3 ⩽ n (3)
0 ⩽ √3x1 + n (4)
x3 ⩽ n + 2√33 x1 (5)
Tout point de Pt appartient a` l’une des composantes recolle´es (on le voit en prenant un
point p ∈ Pt et en distinguant les cas : si x1 ⩾ 0 alors p ∈ P0 ; si x1 ⩽ 0 et n ⩽ x2 + x3
alors x ∈ P2ii, etc), et chaque point d’une composante ve´rifie aussi les autres ine´galite´s
de´finissant Pt. Ceci montre que l’union des cinq composantes est exactement le polye`dre
convexe Pt.
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Par construction, les points de Pt sont ne´gatifs pour la forme quadratique q0, donc le
passage au quotient par les scalaires donne un polye`dre hyperbolique Pt. Les faces de Pt
sont note´es F tj , 1 ⩽ j ⩽ 5. Pt n’est pas un polye`dre de Coxeter : les faces F t5 et F t2 (respec-
tivement F t5 et F
t
4) font un angle de arccos(√6/4) (respectivement pi − arccos(√6/4)). Ce
sont les seules areˆtes dont l’angle die`dre n’est pas un sous-multiple de pi.
Pt est muni d’identifications de faces, provenant des identifications de faces des polye`dres
de de´part. Ce sont toutes des re´flexions par rapport aux faces F tj de Pt, sauf celle associe´e a`
la face F t5. Cette face est forme´e par les images des faces F
1
6 , F
2,i
5 et F
2,ii
4 des composantes
de de´part, dont les isome´tries associe´es n’e´taient pas des re´flexions. On ve´rifie que les trois
induisent la meˆme isome´trie sur la face F t5 :
r1,0.τ
1
6 .r0,1 = r1,0.r2i,1.τ2ii4 .r1,2ii.r0,1 =
⎛⎜⎜⎜⎜⎝
3
√
3 −1 −2−√3 −1 0 √3
1 0 −1 −1
2
√
3 −1 −1
⎞⎟⎟⎟⎟⎠
Le reste des identifications de faces est donne´ en annexe, Table A.3. Comme pour les
me´triques de type 1, on ve´rifie que Pt muni de ces identifications de faces ve´rifie les hy-
pothe`ses du the´ore`me de Poincare´, en e´tudiant simplement les cycles d’areˆtes et les som-
mets a` l’infini ou` la face F t5 apparaˆıt. Notons Γt le groupe engendre´ par les identifications
de faces.
Proposition 2.3.13. L’espace de modules des me´triques plates sur S2 a` 6 singularite´s
d’angles e´gaux, e´ventuellement de´ge´ne´re´es, est en bijection avec l’orbifold hyperbolique
H3/Γt.
Le diagramme de Coxeter de Pt, ainsi que la forme des identifications de faces, incitent
a` conside´rer le double du polye`dre, obtenu en recollant Pt et τ t5(Pt). Le polye`dre obtenu
est un polye`dre de Coxeter, de diagramme donne´ Figure 2.35. On retrouve bien le polye`dre
obtenu par Allcock, Carlson et Toledo.
6
6
τ t
5
(1) 2
14
3
τ t
5
(3)
Figure 2.35 – Diagramme de Coxeter du double de l’espace de modules total Mt des
me´triques plates a` 6 singularite´s.
2.3.3.3 Le groupe Γt n’est pas arithme´tique
Le groupe Γt obtenu lors du recollement est engendre´ par des matrices dont les coeffi-
cients sont a` valeurs dans l’anneau des entiers Z [√3] du corps Q (√3) :
Γt < O (q0,Z [√3])
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Le polye`dre Pt est de volume fini par construction, donc Γt est un re´seau de O (q0,Z [√3]).
D’apre`s la proposition 1.2.9, le plus petit corps sur lequel Γt est de´fini est donc donne´ par
k = Q (tr(AdΓt)), le corps des traces de la repre´sentation adjointe. k est contenu dans le
corps engendre´ par les coefficients des e´le´ments de Γt, Q (√3). Pour montrer l’e´galite´, il
suffit de trouver un e´le´ment de AdΓt dont la trace n’est pas un rationnel.
Notons Q0 la matrice de la forme quadratique q0 : Q0 = diag(−1,1,1,1). Le groupe de
Lie O(q0,R) est l’ensemble des matrices re´elles 4×4 M ve´rifiant la relation tMQ0M = Q0.
L’alge`bre de Lie correspondante o(q0) est donc de´finie par :
tMQ0 +Q0M = 0
Les e´le´ments de l’alge`bre de Lie sont alors de la forme
M = ⎛⎜⎜⎜⎝
0 a b c
a 0 d e
b −d 0 f
c −e −f 0
⎞⎟⎟⎟⎠
C’est un espace vectoriel de dimension 6, et on peut identifier la matrice M ci-dessus avec
le vecteur (a, b, c, d, e, f) ∈ R6. La repre´sentation adjointe associe a` γ ∈ Γt l’application
line´aire obtenue par conjugaison :
Ad(γ) ∶ o(q0) → o(q0)
M ↦ γMγ−1
Le calcul montre que
tr(Ad(τ t2 ⋅ τ t5 ⋅ τ t3 ⋅ (τ t5)−1)) = 6 + 4√3
On en de´duit donc que k = Q (√3). D’apre`s le crite`re d’arithme´ticite´ 1.2.10, l’arithme´ticite´
de Γt se lit sur les conjugue´s de la forme quadratique q0 par les conjugue´s de Galois de
Q (√3). Le seul conjugue´ de Galois non trivial de Q (√3) est σ ∶ √3 ↦ −√3. q0 est a`
coefficients entiers, donc q0
σ = q0 : q0σ est donc non de´finie, donc Γt n’est pas arithme´tique.
2.3.4 Me´triques de´ge´ne´re´es
On e´tudie dans cette section les me´triques a` 6 singularite´s d’angles e´gaux de´ge´ne´re´es.
Pour une me´trique non de´ge´ne´re´e, toutes les singularite´s sont d’angles 4pi/3 (ou de cour-
bure 2pi/3). La somme de deux courbures est strictement infe´rieure a` 2pi, donc d’apre`s la
section 2.1.5 (voir aussi [Thu98]), on peut faire tendre la distance entre deux singularite´s
(e´quatoriales conse´cutives, ou non e´quatoriales) vers 0 en restant a` distance finie dans
l’espace de modules. La me´trique de´ge´ne´re´e obtenue a` la limite admet cinq singularite´s :
quatre d’angle 4pi/3, et une d’angle 2pi/3 d’apre`s la formule de Gauss-Bonnet. En revanche,
pour deux singularite´s d’angles 4pi/3 et 2pi/3, la somme des courbures vaut 2pi : si la dis-
tance entre les deux singularite´s tend vers 0, le diame`tre des me´triques tend vers +∞ a` aire
fixe´e. Les me´triques a` la limite ne font donc pas partie du comple´te´ me´trique de l’espace
de modules (elles correspondent aux points a` l’infini des orbifolds obtenus).
Les seules de´ge´ne´rescences possibles pour des me´triques a` 6 singularite´s d’angles e´gaux
sont donc obtenues lorsque une ou plusieurs paires de singularite´s co¨ıncident deux a` deux.
On obtient une suite de de´ge´ne´rescences possibles, de´crites par la liste des angles des
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singularite´s :
(4pi
3 , . . . ,
4pi
3
) 6 singularite´s, me´triques non de´ge´ne´re´es
(4pi
3 ,
4pi
3 ,
4pi
3 ,
4pi
3 ,
2pi
3
) 5 singularite´s
(4pi
3 ,
4pi
3 ,
2pi
3 ,
2pi
3
) 4 singularite´s
(2pi
3 ,
2pi
3 ,
2pi
3
) 3 singularite´s
Les me´triques qui nous inte´ressent dans cette partie sont celles obtenues apre`s une seule
collision entre deux singularite´s. Ce sont les me´triques repre´sente´es par les faces exclues
des polye`dres Pk, k = 0, . . . ,3. On conside`re dans ces travaux seulement des me´triques
syme´triques, invariantes par une isome´trie involutive : pour ces me´triques de´ge´ne´re´es, la
singularite´ d’angle 2pi/3 est donc force´ment sur l’e´quateur, puisqu’il n’y a pas d’autre sin-
gularite´ de meˆme angle.
On veut montrer dans cette section que la description des composantes Mk donne
aussi une description de l’espace de modules des me´triques syme´triques a` 5 singularite´s
d’angles (4pi3 , 4pi3 , 4pi3 , 4pi3 , 2pi3 ) comme union disjointe d’orbifolds.
Il y a trois types de me´triques a` 5 singularite´s d’angles (4pi3 , 4pi3 , 4pi3 , 4pi3 , 2pi3 ), suivant le
nombre de paires de singularite´s d’angles 4pi/3 conjugue´es. Les trois types de polygones
obtenus apre`s de´veloppement de ces me´triques sont repre´sente´s Figure 2.32. Noter que
lorsqu’il y a une paire de singularite´s conjugue´es, deux familles de polygones apparaissent,
suivant que les singularite´s e´quatoriales sont se´pare´es ou non par la ge´ode´sique de de´coupe.
La construction des polye`dres Pk pour l’e´tude des me´triques non de´ge´ne´re´es donne
aussi les polye`dres candidats pour de´crire l’espace de modules des me´triques admettant
une de´ge´ne´rescence : ce sont les faces exclues des Pk, de dimension 2. Il faut alors ve´rifier si
les identifications de faces des Pk induisent des identifications de faces pour ces polygones,
et si les hypothe`ses du the´ore`me de Poincare´ sont ve´rifie´es. On pourra alors en de´duire une
uniformisation de l’espace de modules des me´triques a` une de´ge´ne´rescence comme (union
disjointe) d’orbifolds hyperboliques prive´es de certaines hypersurfaces.
2.3.4.1 Me´triques de type 0 et 1 de´ge´ne´re´es
Etudions le cas des me´triques de´ge´ne´re´es e´quatoriales : elles correspondent a` la face
F 01 du polye`dre P0, ou a` la face F 11 de P1. Les deux faces sont isome´triques, donc on
conside`re seulement F 01 ⊂ P0. On cherche d’abord la ge´ome´trie de F 01 : il faut de´terminer
quelles faces de P0 intersectent F 01 , puis calculer les angles die`dres entre ces diffe´rentes
faces dans l’hyperplan portant F 01 , que l’on note H
0
1 . La remarque suivant permet de
calculer aise´ment les polaires des facettes bordant F 01 dans H
0
1 :
Proposition 2.3.14. Soient H0 et H deux hyperplans de Hn qui s’intersectent dans Hn.
Notons v une polaire de H. Alors H0 est une copie isome´trique de Hn−1, H0 ∩H est un
hyperplan dans H0, et une polaire de cet hyperplan est donne´e par la projection de v sur
l’hyperplan H0 ⊂ Rn+1 relevant H0.
De´monstration. Notons ⟨., .⟩ la forme quadratique de Lorentz sur Rn+1, H le releve´ de H
a` Rn+1, v0 une polaire de H0 et pi0(v) la projection de la polaire v sur H0. Il existe λ ∈ R
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tel que v = λv0 + pi0(v). Alors pour tout x ∈H0 :
x ∈H0 ∩H⇔ ⟨x, v⟩ = 0 car v polaire de H⇔ ⟨x,pi0(v)⟩ = 0 car x ∈H0 donc ⟨x, v0⟩ = 0
Donc pi0(v) est bien une polaire a` H0 ∩H dans H0. Apre`s projectivisation, on en de´duit
que c’est une polaire pour H ∩H0 dans H0.
F 01 est intersecte´e par les trois autres faces du polye`dre P0, et le calcul des polaires
montre que c’est un triangle de Coxeter de diagramme donne´ Figure 2.36. C’est un triangle
non compact de volume fini, qui admet un unique sommet ide´al.
Noter que les intersections avec les faces F 02 et F
0
4 correspondent a` des me´triques
doublement de´ge´ne´re´es, d’angles (4pi3 , 4pi3 , 2pi3 , 2pi3 ), donc elles devront eˆtre exclues du triangle
lorsqu’on conside`rera l’espace de modules des me´triques a` une de´ge´ne´rescence.
∞
4 2 3
Figure 2.36 – Diagramme de Coxeter de la face F 01 dans P0. Les nume´ros correspondent a`
la nume´rotation des faces de P0. Les sommets noirs repre´sentent des me´triques doublement
de´ge´ne´re´es.
Le dessin de ce triangle dans le mode`le du demi-espace de Poincare´, Figure 2.37,
correspond bien au dessin de la face F 01 de P0 donne´ Figure 2.16, et de la face F 11 de P1
donne´ Figure 2.21.
4 2
3
pi
4
Figure 2.37 – Dessin de la face F 01 .
Il faut ensuite ve´rifier si les identifications de faces de P0 induisent des identifications
de faces pour F 01 , qui pre´servent l’hyperplan H
0
1 . La face F
0
3 est orthogonale a` F
0
1 , donc
l’isome´trie τ03 pre´serve H
0
1 et induit une re´flexion par rapport a` la ge´ode´sique portant
F 03 ∩F 01 . Les faces F 02 et F 04 , en revanche, font un angle de pi/4 avec F 01 , donc les re´flexions
correspondantes ne pre´servent pas H01 . Mais l’angle de pi/4 assure que les e´le´ments (τ01 τ02 )2
(respectivement (τ01 τ04 )2) pre´servent H01 , et induisent une re´flexion par rapport a` l’axe
F 02 ∩ F 01 (respectivement F 04 ∩ F 01 ) sur H01 .
Le triangle de Coxeter F 01 est donc muni d’identifications de faces provenant du groupe
Γ0, et ce sont toutes des re´flexions de H
0
1 . Le the´ore`me de Poincare´ (version simple) assure
que le quotient de F 01 par ces identifications de faces est bien un orbifold de Coxeter (prive´
de deux hypersurfaces), quotient de H01 par le groupe engendre´ par les trois re´flexions
τ03 , (τ01 τ02 )2 et (τ01 τ04 )2.
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La seule isome´trie de Γ0 qui stabilise la face F
0
1 est τ
0
1 , la re´flexion par rapport a` H
0
1 .
On en de´duit que le sous-groupe Γd0,1 de´fini par
Γd0,1 = ⟨τ03 , (τ01 τ02 )2, (τ01 τ04 )2, τ01 ⟩
est le stabilisateur de H01 dans Γ0. Puisque τ
0
1 agit comme l’identite´ sur H
0
1 , le sous-orbifold
H01 /Γd0,1 ⊂ H3/Γ0 (prive´ des areˆtes correspondant a` des me´triques doublement de´ge´ne´re´es)
est en bijection l’espace de modules des me´triques de´ge´ne´re´es e´quatoriales.
Le raisonnement peut se poursuivre de meˆme pour l’e´tude des me´triques double-
ment (respectivement triplement) de´ge´ne´re´es obtenues a` partir d’une me´trique de type
0. On obtient donc une de´composition de l’orbifold H3/Γ0 en sous-orbifolds de dimension
de´croissante correspondant a` l’espace de modules de me´triques de type 0 admettant de
plus en plus de de´ge´ne´rescences.
Noter que les re´sultats sont identiques lorsqu’on conside`re les me´triques de´ge´ne´re´es
comme provenant du type 1 : l’espace de modules est alors en bijection avec le sous-
orbifold H11 /StabΓ1(H11) de H3/Γ1 (prive´ des areˆtes repre´sentant des me´triques doublement
de´ge´ne´re´es), ou` H11 est l’hyperplan de H3 portant la face F 11 de P1.
2.3.4.2 Me´triques de type 1 et 2 de´ge´ne´re´es
Les me´triques de´ge´ne´re´es qui admettent une paire de singularite´s conjugue´es peuvent
provenir de me´triques de type 1 (elles correspondent alors aux faces F 12 et F
1
3 de P1) ou de
type 2 (faces F 2,i1 de P2,i et F 2,ii1 de P2,ii, qui se recollent pour former la face F 21 de P2).
Deux faces diffe´rentes apparaissent dans chaque cas, correspondant aux deux familles de
polygones obtenues lors du de´veloppement de telles me´triques. Ces faces sont bien entendu
recolle´es lors du passage au quotient par les identifications de faces.
Le raisonnement du paragraphe pre´ce´dent s’applique de la meˆme fac¸on. Conside´rons
par exemple le cas des me´triques de type 1. Les deux faces F 12 et F
1
3 admettent des iden-
tifications de faces provenant de Γ1, qui ve´rifient les hypothe`ses du the´ore`me de Poincare´.
Leur quotient par les identifications est un quadrilate`re de Lambert avec un sommet ide´al :
il admet trois angles droits, et le dernier sommet est a` l’infini. Un dessin du quadrilate`re
est donne´ Figure 2.38. Les deux faces sont recolle´es via l’isome´trie τ16 , donc l’espace obtenu
est exactement une des faces du polye`dre double P1,double, voir Figure 2.21. On retrouve
aussi le dessin de la face F 21 du polye`dre P2 (voir Figure 2.27).
Seule la facette nume´ro 5 appartient a` l’espace de modules des me´triques conside´re´es.
Les trois autres sont exclues du quadrilate`re car elles repre´sentent des me´triques double-
ment de´ge´ne´re´es.
L’orbifold de Coxeter ainsi obtenu est bien un sous-orbifold de H3/Γ1 et de H3/Γ2,
quotient de l’hyperplan portant la face F 12 (respectivement F
2
2 ) par son stabilisateur dans
Γ1 (respectivement Γ2).
L’e´tude des me´triques doublement et triplement de´ge´ne´re´es se fait de la meˆme fac¸on.
2.3.4.3 Me´triques de type 2 et 3 de´ge´ne´re´es
Les me´triques de´ge´ne´re´es communes aux me´triques de type 2 et 3 correspondent aux
faces F 22 de P2 et F 31 de P3. Ce sont des me´triques de´ge´ne´re´es admettant deux paires
de singularite´s conjugue´es. On ve´rifie de la meˆme fac¸on qu’elles sont munies d’identifica-
tions de faces provenant des groupes Γ2 (respectivement Γ3), qui ve´rifient le the´ore`me de
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τ1
6
(1)
5
4
1
l = 2
l′ =
√
2
l′′ =
√
6
Figure 2.38 – Dessin de l’orbifold de Coxeter en bijection avec l’espace de modules des
me´triques de´ge´ne´re´es a` une paire de singularite´s conjugue´es. Les nume´ros correspondent
a` la nume´rotation des faces de P1. Les longueurs indique´es sont les longueurs euclidiennes
dans le demi-plan de Poincare´.
Poincare´. L’orbifold obtenu est un triangle de Coxeter compact, et il peut eˆtre vu comme
sous-orbifold de H3/Γ2 et H3/Γ3. La Figure 2.39 donne son diagramme de Coxeter, et la
Figure 2.40 une repre´sentation dans le demi-espace de Poincare´.
6
1 3 4
Figure 2.39 – Diagramme de Coxeter de l’espace de modules des me´triques de´ge´ne´re´es a`
deux paires de singularite´s conjugue´es. Les nume´ros correspondent a` la nume´rotation des
faces de P2.
Le coˆte´ du triangle correspondant au sommet noir du diagramme, ainsi que le point
entre les deux coˆte´s formant un angle de pi/6 sont exclus du triangle : ils repre´sentent des
me´triques doublement ou triplement de´ge´ne´re´es.
1
4
3
pi
4
pi
6
Figure 2.40 – Dessin de l’orbifold de Coxeter en bijection avec l’espace de modules des
me´triques de´ge´ne´re´es a` deux paires de singularite´s conjugue´es.
On obtient finalement une description de chaque orbifold H3/Γk, k = 0, . . . ,3, comme
union d’espaces de modules de me´triques de type k de plus en plus de´ge´ne´re´es, comme
re´sume´ dans la proposition suivante :
Proposition 2.3.15. Les orbifolds H3/Γk, k = 0, . . . ,3, admettent une de´composition en
sous-orbifolds non complets de dimension de´croissante, tels que :
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— l’adhe´rence de l’union des composantes de dimension j est forme´e de l’union des
composantes de dimension infe´rieure ou e´gale a` j,
— les sous-orbifolds de codimension j sont les composantes de l’espace de modules des
me´triques de type k avec j de´ge´ne´rescences.
Cette structure stratifie´e ressemble a` celle de´crite sur les espaces de modules de me´triques
(non syme´triques) de [Thu98].
2.3.5 Conclusion
Les re´sultats sur les me´triques a` six singularite´s obtenus dans cette partie peuvent
donc eˆtre re´sume´s par le the´ore`me suivant :
The´ore`me 2.3.16. L’espace de modules M des me´triques plates syme´triques a` 6 singu-
larite´s distinctes d’angles e´gaux peut eˆtre muni d’une topologie telle que :
— M admet quatre composantes connexes Mk, 0 ⩽ k ⩽ 3, ou` Mk est l’espace de
modules des me´triques de type k,
— pour tout k, 0 ⩽ k ⩽ 3, Mk admet une structure hyperbolique non comple`te : Mk est
home´omorphe a` un orbifold hyperbolique de Coxeter (ou un quotient d’un orbifold
de Coxeter, pour k = 1) arithme´tique non compact H3/Γk, prive´ de sous-orbifolds
correspondant aux me´triques de´ge´ne´re´es.
Les re´seaux Γk sont de la forme O(qk,Z), ou` qk est la forme quadratique donne´e par
la matrice diagonale diag(−1,1, . . . ,1,3, . . . ,3) avec k coefficients “3” sur la diagonale.
Leurs diagrammes de Coxeter sont donne´s Figures 2.15, 2.19, 2.26, et 2.29 (voir aussi
Figure 2.20 pour le double de l’orbifold M1).
Les orbifolds H3/Γk se recollent naturellement suivant les sous-orbifolds correspondant
a` des de´ge´ne´rescences communes. Le recollement donne une structure d’orbifold hyper-
bolique de volume fini, non compact et non arithme´tique, a` l’espace de modules Mt des
me´triques a` 6 singularite´s d’angles e´gaux e´ventuellement de´ge´ne´re´es.
Les orbifolds obtenus sont bien les meˆmes que ceux des travaux d’Allcock, Carlson et
Toledo sur les sextiques re´elles [ACT07].
Remarque 2.3.17. La meˆme me´thode peut eˆtre applique´e au cas des me´triques plates sur
S2 a` 5 singularite´s d’angles e´gaux. J’ai effectue´ cette e´tude pendant ma the`se : l’espace de
modules des me´triques syme´triques admet 3 composantes en bijection avec des orbifolds
hyperboliques de Coxeter arithme´tiques de dimension 2 (prive´ de certaines hypersurfaces).
Le recollement naturel des diffe´rentes composantes suivant les sous-orbifolds correspon-
dant aux me´triques de´ge´ne´re´es donne un triangle de Coxeter non arithme´tique.
L’e´tude de l’espace de modules des me´triques plates syme´triques a` 6 (ou 5) singu-
larite´s de meˆme angle donne un exemple de construction de re´seaux hyperboliques non
arithme´tiques. Il est alors naturel de chercher a` ge´ne´raliser cette approche aux espaces
de modules suivants, par exemple a` 8 ou 12 singularite´s de meˆme angle (pour ces va-
leurs, l’espace de modules complexe e´tudie´ par Thurston est un orbifold). C’est l’une des
motivations de la partie suivante de ce chapitre, sur les me´triques a` 8 singularite´s, qui a
fait l’objet du travail de mes premie`res anne´es de the`se. Cette e´tude est cependant moins
concluante, puisque le recollement naturel des composantes ne donne pas un re´seau non
arithme´tique comme espe´re´, mais un groupe non discret.
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2.4 Le cas des me´triques plates a` 8 singularite´s : description
des composantes
Dans la section pre´ce´dente, l’e´tude des espaces de modules de me´triques syme´triques a`
6 singularite´s d’angles e´gaux a permis de retrouver de fac¸on e´le´mentaire les re´sultats
d’Allcock, Carlson et Toledo (qui utilisent la the´orie ge´ome´trique des invariants) sur
les sextiques re´elles, voir [ACT07]. Leurs travaux sur les sextiques ont e´te´ adapte´s par
Chu [Chu06, Chu11] au cas des octiques re´elles (voir l’introduction et le the´ore`me 0.0.4) :
avec le meˆme type d’approche, il e´tudie les composantes de l’espace de modules des oc-
tiques re´elles, et leur recollement (voir [Chu11], the´ore`me 8.0.1 et corollaire 7.4.4). On
re´sume brie`vement ses re´sultats. Les composantes de l’espace de modules des octiques
lisses re´elles sont au nombre de cinq. Comme dans le cas des sextiques, elles admettent une
structure incomple`te d’orbifold hyperbolique de dimension 5, dont le comple´te´ me´trique
est un orbifold H5/Γj arithme´tique non compact. Chaque composante est commensurable
a` un orbifold du type H5/O(qj ,Z), ou` qj est une forme quadratique de signature (5,1).
Les diagrammes de Coxeter de ces groupes d’isome´tries sont calcule´s graˆce a` l’algorithme
de Vinberg. Les composantes admettent un recollement naturel suivant les hypersurfaces
correspondant aux octiques admettant des racines doubles, mais contrairement au cas des
sextiques, ce recollement n’est pas concluant et ne permet pas de de´finir une structure
d’orbifold sur l’espace de modules des octiques stables.
Dans cette partie, on utilise a` nouveau la description “a` la Thurston” en termes de
me´triques sur la sphe`re pour retrouver les re´sultats de Chu. Les outils ge´ome´triques utilise´s
permettent cependant d’obtenir des re´sultats plus fins sur les orbifolds et l’obstruction au
recollement. Les groupes Γj sont de´crits explicitement : pour chacun, on donne une par-
tie ge´ne´ratrice explicite, et une pre´sentation associe´e. Les indices de commensurabilite´
entre les groupes Γj et O(qj ,Z) sont aussi calcule´s explicitement. Enfin, l’obstruction au
recollement est e´tudie´e plus en de´tail : l’espace de modules des me´triques syme´triques
a` 8 singularite´s d’angles e´gaux, e´ventuellement de´ge´ne´re´es (voir section 2.1.5), peut eˆtre
de´crit comme le quotient d’une union de polye`dres hyperboliques par des identifications
de faces explicites. L’obstruction de Chu est bien retrouve´e : l’angle autour de certaines
sous-varie´te´s de codimension 2 dans le quotient est de 3pi/4, qui n’est pas un sous-multiple
de pi. On montre de plus que le groupe engendre´ par ces identifications de faces n’est pas
discret dans Isom(H5).
La description des composantes comme orbifolds hyperboliques se fait de manie`re sem-
blable au cas de 6 singularite´s, mais les calculs sont plus complique´s. Les polye`dres obte-
nus ne sont plus de Coxeter, donc la ve´rification des hypothe`ses du the´ore`me de Poincare´
est plus laborieuse. Le calcul explicite des indices de commensurabilite´ entre les groupes
Γj et O(qj ,Z) ne´cessite l’utilisation d’algorithmes classiques de the´orie combinatoire des
groupes, comme la me´thode de Todd-Coxeter.
Remarque 2.4.1. Cette section reprend les notations de la section pre´ce´dente sur les
me´triques a` 6 singularite´s. Pour plus de lisibilite´, le nombre de singularite´s n’est pas
indique´ dans les notations. On conside`re donc les deux sections comme inde´pendantes du
point de vue de la notation.
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2.4.1 Parame´trage des composantes
D’apre`s la formule de Gauss-Bonnet (2.1), si une me´trique plate sur S2 admet 8 sin-
gularite´s coniques d’angles e´gaux, alors elles sont d’angle 3pi/2. On s’inte´resse dans cette
partie aux me´triques syme´triques (voir de´finition 2.1.3) a` 8 singularite´s d’angles e´gaux,
e´tudie´es a` similitudes pre´servant la syme´trie pre`s. L’e´tude de cet espace de modules se
base a` nouveau sur le de´veloppement des me´triques en polygones euclidiens, comme de´crit
section 2.1.4. Le parame´trage de ces espaces de polygones permet en retour d’obtenir une
description de l’espace de modules des me´triques.
Pour une me´trique syme´trique (M,d,σ), les singularite´s coniques sont soit des points
fixes de σ, soit e´change´es deux a` deux par σ. Il y a donc cinq types naturels de me´triques
syme´triques a` 8 singularite´s d’angles e´gaux, suivant le nombre de paires de singularite´s
e´change´es par l’involution σ. On notera a` nouveau Mk l’espace de modules des me´triques
syme´triques avec k paires de singularite´s conjugue´es et 8 − 2k singularite´s e´quatoriales
(0 ⩽ k ⩽ 4), dites me´triques de type k.
2.4.1.1 De´veloppement des me´triques et polygones
Soit (M,d,σ) une me´trique de type k, et soient l1, . . . , lk des ge´ode´siques syme´triques
(voir proposition 2.1.5) entre les paires de singularite´s conjugue´es, deux a` deux disjointes.
D’apre`s la proposition 2.1.7, un he´misphe`re de (M,d,σ) se de´veloppe, apre`s ouverture
suivant les ge´ode´siques lj , sur un octogone dont tous les angles font 3pi/4 auquel on oˆte
k triangles isoce`les orthogonaux au bord. Le polygone obtenu de´pend du choix des lj . La
Figure 2.41 re´capitule les familles de polygones obtenues en de´veloppant ces me´triques.
Un polygone issu du de´veloppement d’une me´trique de type k est appele´ polygone de type
k. Pour les me´triques de type 2 et 3, plusieurs familles de polygones apparaissent, suivant
la position des singularite´s e´quatoriales par rapport aux ge´ode´siques de de´coupe.
Dans le cas des me´triques de type 1 a` 4, les ge´ode´siques syme´triques entre deux singu-
larite´s conjugue´es sont visibles sur le polygone obtenu apre`s le de´veloppement : ce sont soit
des segments orthogonaux au bord du polygone, et passant par la singularite´ correspon-
dante (ge´ode´siques “continues”), soit des unions de segments comme de´crit section 2.1.4,
lorsqu’elles intersectent les ge´ode´siques de de´coupe. Un changement de ge´ode´siques de
de´coupe se traduit simplement par une ope´ration de type “couper-coller” sur le polygone,
voir Figure 2.5 : le polygone est ouvert suivant les nouvelles ge´ode´siques, et les diffe´rents
morceaux sont identifie´s suivant les ge´ode´siques initiales.
Pour chaque 0 ⩽ k ⩽ 4, notons Ik l’ensemble des classes de polygones de type k a`
similitudes et changement de ge´ode´siques de de´coupe pre`s. D’apre`s la proposition 2.1.9,
pour tout 0 ⩽ k ⩽ 4, l’application suivante est une bijection :
ϕk ∶ Ik → Mk[S] ↦ [ me´trique obtenue en identifiant les coˆte´s des k triangles
oˆte´s et en collant deux copies de cette pyramide
]
Le parame´trage utilise´ pour de´crire ces polygones est semblable a` celui de Thurston
(voir section 2.3.2.1). Un octogone dont tous les angles valent 3pi/4 peut eˆtre obtenu a`
partir d’un rectangle en oˆtant un petit triangle isoce`le en chaque sommet du rectangle,
voir Figure 2.42. Il est donc de´crit par 6 parame`tres : les longueurs des coˆte´s du rectangle
de base, note´es a et b, et les longueurs des coˆte´s identiques des triangles isoce`les oˆte´s,
note´es xi, i = 1, . . . ,4. Les parame`tres sont organise´s comme indique´ Figure 2.42 : les xi
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Figure 2.41 – Polygones obtenus apre`s de´veloppement d’une me´trique syme´trique a` 8
singularite´s d’angles e´gaux.
suivent l’ordre cyclique des sommets, a est la longueur du coˆte´ du rectangle portant les
triangles de coˆte´ x1 et x2, et b celle du coˆte´ portant les triangles de coˆte´ x1 et x4. Noter
qu’il existe deux rectangles pouvant donner un parame´trage pour l’octogone, le deuxie`me
rectangle est dessine´ en pointille´s.
Pour chaque type 0 ⩽ k ⩽ 4, on pourra alors de´terminer des conditions line´aires sur les
parame`tres (a, b, x1, . . . , x4) pour obtenir une bijection entre l’espace des polygones Ik et
un (sous-ensemble d’un) polye`dre hyperbolique Pk de H5 quotiente´ par des identifications
de faces naturelles. La proposition 2.1.9, ainsi que l’application du the´ore`me de Poincare´,
permettront alors d’identifier l’espace de modules Mk des me´triques de type k avec un
orbifold hyperbolique (prive´ de certaines hypersurfaces).
Les conditions sur les parame`tres a, b et xi permettant de construire cette bijection
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Figure 2.42 – Parame`tres de´crivant un octogone dont tous les angles font 3pi/4.
sont a` nouveau de trois sortes :
— les conditions assurant la non-de´ge´ne´rescence des me´triques : tous les coˆte´s des
polygones doivent eˆtre de longueur strictement positive. Ceci se traduit par les
ine´galite´s suivantes :
(2.13) { 0 < xi pour i = 1, . . . ,4
x1 + x2 < a, x2 + x3 < b, x3 + x4 < a, x4 + x1 < b
— les conditions permettant d’isoler un unique repre´sentant d’une classe d’isome´tries
de polygones (sauf cas d’e´galite´ entre longueurs de certains coˆte´s),
— pour les me´triques de type 1 a` 4, les conditions provenant du choix des ge´ode´siques
de de´coupe : ce sont les ge´ode´siques syme´triques les plus courtes entre les singula-
rite´s conjugue´es.
2.4.1.2 Me´triques de type 0
Construction d’un polye`dre hyperbolique Un octogone de type 0 est dit en posi-
tion standard s’il est centre´ en l’origine, et s’il a deux coˆte´s oppose´s horizontaux. Pour
un tel octogone, on de´finit les parame`tres a, b et xi comme indique´ Figure 2.42. Une
classe d’isome´trie d’octogones de type 0 admet 16 repre´sentants en position standard, qui
diffe`rent par un e´le´ment du groupe die`dral D8 engendre´ par la rotation d’ordre 8 et la
syme´trie par rapport a` l’axe horizontal. Il y a 8 choix pour le coˆte´ horizontal supe´rieur
de l’octogone, et deux choix pour l’orientation du bord. Suivant le repre´sentant choisi, le
rectangle de parame´trage n’est pas le meˆme : les parame`tres obtenus avec le deuxie`me
rectangle sont indique´s Figure 2.43.
Pour isoler un repre´sentant d’une classe d’isome´trie, il suffit de fixer un coˆte´ et une
orientation. On choisit d’imposer les conditions suivantes :
— le coˆte´ associe´ au triangle oˆte´ de longueur x1 est le plus court de l’octogone :
cette condition fixe alors le rectangle de parame´trage, il reste deux possibilite´s
d’orientation qui e´changent les parame`tres x2 et x4 ;
— la condition x2 ⩽ x4 permet d’isoler un repre´sentant de la classe d’isome´trie.
Apre`s suppression des ine´galite´s redondantes, la combinaison de ces conditions avec les
conditions de non de´ge´ne´rescence (2.13) de´finit un polye`dre P0 de R6, de´limite´ par 7
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Figure 2.43 – Parame`tres obtenus a` partir de l’autre rectangle.
hyperplans :
(2.14) P0
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
x1 ⩽ x2 (2)
x2 ⩽ x4 (3)
x1 ⩽ x3 (4)√
2x1 ⩽ a − x3 − x4 (5)√
2x1 ⩽ b − x2 − x3 (6)√
2x1 ⩽ b − x1 − x4 (7)
Remarque 2.4.2. Les parame`tres xi repre´sentent la longueur des coˆte´s identiques des tri-
angles isoce`les oˆte´s au rectangle. Ce ne sont pas les longueurs des coˆte´s de l’octogone : le
coˆte´ du polygone correspondant a` x1 est de longueur
√
2x1, d’ou` les coefficients
√
2 dans
les ine´galite´s.
Il reste a` quotienter par les homothe´ties. La structure hyperbolique est obtenue graˆce
a` la forme quadratique donne´e par l’aire des polygones en fonction des parame`tres. Etant
donne´ un octogone S parame´tre´ par (a, b, x1, . . . , x4), l’aire de S est
aire(S) = ab − 1
2
x1
2 − 1
2
x2
2 − 1
2
x3
2 − 1
2
x4
2
Soit q0 la forme quadratique de´finie par
q0(a, b, x1, . . . , x4) = −2ab + x12 + x22 + x32 + x42
Les points de P0 sont ne´gatifs pour q0 par construction, et q0 est de signature (5,1), donc
le quotient de P0 par les homothe´ties est un polye`dre hyperbolique de H5, note´ P0. On
notera F 0j la face de P0 associe´e a` l’ine´galite´ (j).
100 CHAPITRE 2. ESPACES DE MODULES
Par construction, l’application
ψ0 ∶ P0 → I0(a, b, x1, . . . , x4) ↦ [polygone de type 0 de parame`tres (a, b, x1, . . . , x4)]
est surjective, et est injective sur l’inte´rieur de P0. Les faces ferme´es de P0 (donne´es par
des ine´galite´s larges) repre´sentent des me´triques dans lesquelles certaines longueurs sont
e´gales, et qui admettent donc plusieurs parame´trages. Pour obtenir une bijection, il faudra
donc quotienter par les changements de parame´trage associe´s a` chaque face ferme´e de P0
(voir l’e´tude des me´triques a` 6 singularite´s, par exemple la section 2.3.2.2).
Ge´ome´trie et combinatoire de P0 A partir de la forme quadratique q0 et des ine´galite´s
de´finissant P0, on peut de´terminer les vecteurs polaires aux faces de P0, et donc les angles
die`dres entre les faces. La matrice des angles die`dres du polye`dre est donne´e dans l’an-
nexe B.P0 n’est pas un polye`dre de Coxeter : la plupart des angles ne sont pas de la forme
pi/k, certains sont meˆme des multiples irrationnels de pi. Les ve´rifications des hypothe`ses
du the´ore`me de Poincare´ devront donc eˆtre faites avec soin pour ve´rifier que les angles
“proble´matiques” se compensent bien dans les cycles d’areˆtes.
La combinatoire de P0 a un sens du point de vue de l’espace de modules. La face F 01 ,
exclue du polye`dre, repre´sente des me´triques de´ge´ne´re´es, pour lesquelles deux singularite´s
e´quatoriales co¨ıncident. P0 admet trois sommets a` l’infini, qui correspondent aux fac¸ons
pour un polygone de type 0 de de´ge´ne´rer en segment (d’aire nulle, donc au bord de l’espace
hyperbolique), dans la direction des parame`tres a, b ou x2, voir Figure 2.44. En coordonne´es
homoge`nes, ce sont les points [1,0,0,0,0,0], [0,1,0,0,0,0], [1,1,0,1,0,1]. Les sommets
finis de P0 repre´sentent les fac¸ons pour un polygone de type 0 de de´ge´ne´rer en triangle.P0 admet seulement un nombre fini de sommets a` l’infini, il est donc de volume hyper-
bolique fini d’apre`s la proposition 2.2.7.
Changements de parame´trage A chaque face F 0j de P0, on peut associer une isome´trie
pour q0, note´e τ
0
j , correspondant au changement de parame´trage associe´ a` la face. Ces
isome´tries sont des identifications de faces (au sens du the´ore`me de Poincare´) pour le
polye`dre.
La de´termination de ces changements de parame´trage se fait comme dans le cas des
me´triques a` 6 singularite´s. Une difficulte´ supple´mentaire apparaˆıt cependant pour les
me´triques a` 8 singularite´s : il faut parfois se´parer artificiellement une face en deux “demi-
faces”, associe´es chacune a` un changement de parame´trage diffe´rent. On de´taille le cas de
la face F 05 en exemple. Les autres faces se traitent de la meˆme fac¸on.
F 05 est porte´e par l’hyperplan {√2x1 = a − x3 − x4}. Etant donne´ un polygone de
type 0 repre´sente´ par les parame`tres (a, b, x1, . . . , x4) ∈ P0, le changement de parame´trage
associe´ a` cette face consiste a` prendre le coˆte´ de longueur a − x3 − x4 comme coˆte´ de
re´fe´rence, associe´ au nouveau parame`tre x′1 = 1√2 (a − x3 − x4). Ceci fixe le rectangle de
parame´trage (noter que dans ce cas, on doit conside´rer le deuxie`me rectangle, en pointille´s
sur la Figure 2.43). Il reste a` de´terminer les autres parame`tres x′j , a′, b′, qui doivent ve´rifier
les conditions suivantes :
— x′2 ⩽ x′4,
— le coˆte´ du rectangle auquel on oˆte les triangles de longueur x′1 et x′2 (respectivement
x′1 et x′4) correspond au parame`tre a′ (respectivement b′).
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Figure 2.44 – Les sommets de P0 correspondent a` des de´ge´ne´rescences en triangles pour
les sommets finis, et en segments pour les sommets infinis.
La premie`re e´tape est donc de de´terminer les coˆte´s correspondant aux parame`tres x′2 et
x′4. Les deux coˆte´s concerne´s sont de longueur b−x1−x4 et b−x2−x3. Il faut comparer ces
longueurs, pour ve´rifier la condition x′2 ⩽ x′4. Les conditions de´finissant P0 ne permettent
pas de comparer ces deux longueurs : suivant les cas, l’un ou l’autre des coˆte´s est le plus
court des deux. Il faut donc distinguer les cas, ce qui donne deux changements de pa-
rame´trage diffe´rents.
Si b − x1 − x4 ⩽ b − x2 − x3, i.e. x2 + x3 ⩽ x1 + x4, la condition x′2 ⩽ x′4 implique
x′2 = 1√
2
(b − x1 − x4) et x′4 = 1√
2
(b − x2 − x3)
On en de´duit finalement x′3, puis a′ et b′. Toutes les longueurs correspondantes sont in-
dique´es Figure 2.43.
Notons F 05,1 la demi-face de´finie par
F 05,1 = { √2x1 = a − x3 − x4x2 + x3 ⩽ x1 + x4 } ∩P0
L’e´tude pre´ce´dente donne le changement de parame´trage τ05,1 associe´ a` F
0
5,1 :
τ05,1 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
a + b − x2 − x4
a − x3 − x4
b − x1 − x4
a − x1 − x2
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Puisque
√
2x1 = b′ −x′2 −x′3, on en de´duit que τ05,1 est une identification de face de F 05,1 sur
F 06 . Il est facile de ve´rifier que τ
0
6 est bien l’inverse de τ
0
5,1.
Le deuxie`me cas se traite de la meˆme fac¸on. Notons F 05,2 l’autre demi-face, de´finie par
F 05,2 = { √2x1 = a − x3 − x4x1 + x4 ⩽ x2 + x3 } ∩P0
Si x1 + x4 ⩽ x2 + x3, alors la condition x′2 ⩽ x′4 implique x′2 = 1√2 (b − x2 − x3) et x′4 =
1√
2
(b − x1 − x4). Le reste des longueurs s’obtient a` partir de la Figure 2.43. L’isome´trie
correspondante est note´e τ05,2 :
τ05,2 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + b − x1 − x3
a − x3 − x4
b − x2 − x3
a − x1 − x2
b − x1 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Dans ce cas,
√
2x1 = a′ − x′3 − x′4, donc τ05,2 pre´serve l’hyperplan portant la face F 05 . La
condition x2 ⩽ x4 devient x′1+x′4 ⩽ x′2+x′3, on en de´duit donc que τ05,2 est une identification
de faces de F 05,2 sur elle-meˆme. En particulier, c’est une involution. (On peut aussi le voir
de fac¸on plus alge´brique, en conside´rant l’image des polaires par τ05,2.)
Dans la suite, en particulier pour l’application du the´ore`me de Poincare´, les faces F 05,1 et
F 05,2 seront bien conside´re´es comme deux faces distinctes (avec simplement la particularite´
d’eˆtre coplanaires).
Les autres changements de parame´trage se de´terminent de fac¸on similaire. Ils sont
donne´s en annexe, voir Table A.4 p.196. Les faces F 0j , pour j ≠ 5, ne ne´cessitent pas d’eˆtre
se´pare´es en deux faces. Comme pour le cas des me´triques a` 6 singularite´s, on associe a` une
face ouverte du polye`dre la re´flexion par rapport a` cette face : seule F 01 est exclue de P0,
et τ01 est donc par convention la re´flexion hyperbolique par rapport a` l’hyperplan portant
F 01 , {x1 = 0}.
Application du the´ore`me de Poincare´ L’e´tude des me´triques permet de construire
naturellement des isome´tries qui sont, par construction, des identifications de faces pour
le polye`dre P0. La ve´rification des hypothe`ses du the´ore`me de Poincare´ pour ces identifi-
cations de faces donnera alors le re´sultat suivant :
Proposition 2.4.3. Soit Γ0 le groupe engendre´ par les identifications de faces τ
0
j , j =
1, . . . ,7 : Γ0 est discret, et (l’adhe´rence dans H5 de) P0 est un domaine fondamental pour
Γ0. La composante M0 des me´triques plates syme´triques a` 8 singularite´s de type 0 est en
bijection avec l’orbifold hyperbolique non cocompact et de volume fini H5/Γ0, prive´ de la
face F 01 .
La ve´rification des hypothe`ses du the´ore`me de Poincare´ se fait en deux temps : d’abord
l’e´tude des cycles d’areˆtes, puis l’e´tude des points a` l’infini.
Pour chaque paire de faces F 0i et F
0
j du polye`dre, on ve´rifie si l’areˆte F
0
i ∩ F 0j corres-
pondante est non vide et de codimension 2. La ve´rification peut se faire alge´briquement,
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en e´tudiant les ine´galite´s de´finissant le polye`dre : le syste`me line´aire ou` les conditions (i) et(j) sont des e´galite´s, et ou` toutes les autres ine´galite´s sont strictes, doit avoir une solution.
La plupart des cas sont ve´rifiables a` la main. Les calculs peuvent aussi eˆtre ve´rifie´s en
utilisant des logiciels de calcul formel, comme Mathematica : les commandes d’optimi-
sation line´aire permettent de de´terminer si le domaine convexe de´fini par ces e´galite´s et
ine´galite´s est vide ou non. La me´thode utilise´e par ces logiciels est en ge´ne´ral la me´thode
du simplexe (voir par exemple [Van14]).
Lorsque l’intersection F 0i ∩ F 0j de´finit bien une areˆte de codimension 2, on de´termine
le cycle d’areˆtes correspondant. Ce n’est pas difficile, mais il faut faire attention aux faces
coplanaires, ainsi qu’aux angles die`dres qui ne sont pas des multiples rationnels de pi. On
de´taille ici l’exemple de l’areˆte F 06 ∩ F 02 , qui a pour angle die`dre pi − arccos ((2 −√2)/4).
F 06 ∩ F 02 est de´finie par les e´quations {x1 = x2,√2x1 = b − x2 − x3} et les ine´quations
restantes du polye`dre P0. Pour obtenir l’image par l’identification de face τ02 associe´e a` F 02 ,
il suffit d’e´tudier les images par τ02 des polaires de P0. L’image de l’areˆte e´tudie´e est porte´e
par le sous-espace de´fini par {x1 = x2,√2x2 = b−x1 −x4}. Ces e´quations sont e´quivalentes
a` {x1 = x2,√2x1 = b − x1 − x4}, qui est le sous-espace portant F 02 ∩ F 07 , ou` F 02 = τ02 (F 02 ).
Il faut maintenant e´tudier l’image de l’areˆte F 02 ∩ F 07 par l’identification τ07 associe´e a`
F 07 . τ
0
7 envoie F
0
7 sur elle-meˆme, donc l’areˆte image sera de la forme F
0
7 ∩?. L’e´tude des
polaires donne :
{ x1 = x2√
2x1 = b − x1 − x4 Ð→τ07 { b − x1 = a − x3√2x1 = b − x1 − x4 ⇔ {
√
2x1 = a − x3 − x4√
2x1 = b − x1 − x4
Les e´quations obtenues sont celles de´finissant F 07 ∩F 05 . Mais la face F 05 est se´pare´e en deux
faces distinctes, F 05,1 et F
0
5,2, il faut donc de´terminer laquelle des deux est atteinte. L’image
par τ07 du demi-espace de´limite´ par F
0
4 est donne´e par {x2 + x3 ⩽ x1 + x4} : on en de´duit
que la deuxie`me face de´limitant l’areˆte image est F 05,1. On obtient donc l’areˆte F
0
7 ∩ F 05,1.
La dernie`re e´tape du cycle se fait de la meˆme fac¸on. L’isome´trie τ05,1 envoie F
0
5,1 sur
F 06 . L’image de l’areˆte F
0
7 ∩ F 05,1 par τ05,1 est donne´e par les e´quations
{ √2x2 = b − x2 − x3√
2x1 = b − x2 − x3 ⇔ { x1 = x2√2x1 = b − x2 − x3
L’areˆte obtenue est donc F 06 ∩ F 02 , l’areˆte de de´part. Le cycle d’areˆtes est donc :
F 06 ∩ F 02 Ð→
τ02
F 02 ∩ F 07 Ð→
τ07
F 07 ∩ F 05,1 Ð→
τ05,1
F 06 ∩ F 02
La transformation de cycle associe´e, τ05,1 ⋅ τ07 ⋅ τ02 , est l’identite´ (ve´rifie´ sur les matrices,
donne´es Table A.4 en annexe). On en de´duit que la somme des angles die`dres des areˆtes du
cycle est 2pi. C’est aussi ve´rifiable directement sur les angles, avec quelques manipulations
alge´briques.
Le reste des cycles d’areˆtes se traite de la meˆme fac¸on. Tous les cycles de P0 ve´rifient
les conditions du the´ore`me de Poincare´.
Conside´rons maintenant les sommets a` l’infini de P0 : il y a trois tels sommets, cor-
respondant aux de´ge´ne´rescences des polygones en segments suivant la direction de a, b ou
x2 (cf. Figure 2.44). D’apre`s la proposition 2.2.8, pour ve´rifier l’existence d’horosphe`res
cohe´rentes base´es en les sommets a` l’infini du polye`dre, il suffit de trouver pour chaque
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sommet vj ∈ ∂∞P0 un repre´sentant Vj ∈ R6 tels que pour toute face F 0i de P0 passant par
vj , τ
0
i (Vj) ∈ {Vk ∣ k = 1,2,3}.
Les trois sommets a` l’infini de P0 sont donne´s en coordonne´es homoge`nes par [1,0,0,0,0,0],[0,1,0,0,0,0], [1,1,0,1,0,1]. On voit facilement que les points (1,0,0,0,0,0), (0,1,0,0,0,0)
et 1√
2
(1,1,0,1,0,1) ve´rifient la proprie´te´ ci-dessus. Les hypothe`ses du the´ore`me de Poin-
care´ sont donc toutes ve´rifie´es.
En plus de la structure d’orbifold hyperbolique surM0, le the´ore`me de Poincare´ permet
d’obtenir une pre´sentation de Γ0, le groupe engendre´ par les identifications de faces τ
0
j . Les
relations sont donne´es par les relations de paires et les relations de cycles, voir section 1.3.
La pre´sentation obtenue pour Γ0 est la suivante, ou` l’on note τ
0
j par le nume´ro j dans les
relations pour plus de lisibilite´ (τ051 est note´ 51, τ
0
52 est note´e 52) :
⟨τ01 , . . . , τ07 RRRRRRRRRRRRRR
12, 22, 32, 42, 51 ⋅ 6, (52)2, 72,(2 ⋅ 1)4, (3 ⋅ 1)2, (4 ⋅ 1)4, (6 ⋅ 1 ⋅ 51 ⋅ 1)2, (7 ⋅ 1)8, (52 ⋅ 1)4,(3 ⋅ 2 ⋅ 4 ⋅ 2), (6 ⋅ 52 ⋅ 2), (51 ⋅ 7 ⋅ 2), (4 ⋅ 3)2, (52 ⋅ 6 ⋅ 3), (6 ⋅ 7 ⋅ 4) ⟩
On retrouve bien, a` la dernie`re ligne, la relation τ05,1 ⋅ τ07 ⋅ τ02 = id du paragraphe pre´ce´dent,
obtenue lors de l’e´tude du cycle de l’areˆte F 06 ∩ F 02 .
Le groupe Γ0 associe´ Γ0 est le groupe engendre´ par les identifications de faces τ
0
j du
polye`dre P0. C’est un sous-groupe du groupe orthogonal O(q0,R) de la forme quadratique
q0. Ce n’est pas un sous-groupe d’isome´tries entie`res : les ge´ne´rateurs associe´s aux faces
F 05 a` F
0
7 ne sont pas entiers, voir Table A.4. On montre cependant qu’il est commensurable
au groupe O(q0,Z), et donc qu’il est arithme´tique.
Conside´rons pour cela le sous-groupe Γ′0 = Γ0 ∩O(q0,Z). Γ′0 est d’indice fini dans Γ0,
comme le montre la proposition suivante :
Proposition 2.4.4. Γ′0 est d’indice 2 dans Γ0.
De´monstration. Les ge´ne´rateurs non entiers de Γ0 sont tous de la forme 1/√2 M , ou` M
est une matrice entie`re. On veut montrer les faits suivants :
— les produits de deux ge´ne´rateurs non entiers sont a` coefficients entiers,
— les conjugue´s de la forme δγδ−1 ou` γ est un ge´ne´rateur entier et δ un ge´ne´rateur
non entier, sont a` coefficients entiers.
Puisque tout mot de longueur paire en les τ0j peut s’e´crire comme produit de ge´ne´rateurs
entiers et d’e´le´ments comme ci-dessus, on en de´duira alors que tout mot de longueur paire
est a` coefficients entiers. Ceci montre que Γ′0 est l’ensemble des mots de longueurs paire
dans Γ0, et donc qu’il est d’indice 2 dans Γ0.
Ces ve´rifications peuvent se faire directement par le calcul sur les matrices des τ0j , qui
sont donne´es Table A.4. On peut aussi le voir sur les polygones de type 0. Les ge´ne´rateurs
non entiers correspondent a` des changements de parame´trage vers le second rectangle, en
pointille´s sur la Figure 2.43. Le produit de deux tels ge´ne´rateurs donne donc un changement
de parame´trage au sein du rectangle de base : c’est simplement une permutation des
coordonne´es (a, b, x1, . . . , x4), donc la matrice correspondante est entie`re. Il en est de meˆme
pour les conjugue´s par les ge´ne´rateurs non entiers. Noter que cette remarque ne s’applique
pas aux conjugue´s de la re´flexion par rapport a` la face F 01 , qui n’a pas d’interpre´tation
ge´ome´trique au niveau des polygones. On peut cependant ve´rifier que les ge´ne´rateurs non
entiers envoient une polaire de F 01 sur un vecteur entier de norme 2, donc les conjugue´s
sont bien a` coefficients entiers.
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Il faut ensuite montrer que Γ′0 est d’indice fini dans O(q0,Z). On le montre en com-
parant les covolumes des diffe´rents groupes. Γ0 e´tant de covolume fini d’apre`s la pro-
position 2.4.3, on en de´duit que Γ′0 est aussi de covolume fini. D’autre part, Γ′0 est un
sous-groupe du groupe discret O(q1,Z), donc son covolume est un multiple de celui de
O(q0,Z). Γ′0 e´tant de covolume fini, ceci implique directement que O(q0,Z) est aussi de
covolume fini, et que Γ′0 est d’indice fini dans O(q0,Z).
Γ0 est donc commensurable au groupe d’isome´tries entie`res O(q0,Z). D’apre`s la de´fini-
tion 1.2.6, il est arithme´tique. L’indice de commensurabilite´ peut eˆtre de´termine´ de fac¸on
explicite : la me´thode sera de´taille´e section 2.4.2. Elle repose fortement sur l’algorithme
de Vinberg pour trouver des ge´ne´rateurs du groupe O(q0,Z), et sur la me´thode de Todd-
Coxeter (comme imple´mente´e sur le logiciel GAP par exemple) pour de´terminer l’indice
de Γ′0 dans O(q0,Z).
2.4.1.3 Me´triques de type 1
Les me´triques de type 1 sont obtenues en recollant suivant leur bord deux copies d’un
polygone de type 1, comme indique´ Figure 2.41. Le polygone de´pend de la ge´ode´sique
utilise´e pour la de´coupe, donc il faudra e´tudier les longueurs des ge´ode´siques, ainsi que les
changements de parame´trages associe´s, pour de´crire l’espace de modulesM1 des me´triques
de type 1.
Construction d’un polye`dre hyperbolique La Figure 2.45 indique le parame´trage
choisi pour un polygone de type 1. La singularite´ non e´quatoriale correspond au parame`tre
x1. Il y a six ge´ode´siques syme´triques potentielles issues de cette singularite´, note´es La, Lb,
Lx2 , Lx3 et Lx4 (voir section 2.1.3 pour les de´finitions, et 2.3.2.3 pour l’analogue de cette
discussion dans le cas de 6 singularite´s). Les longueurs des ge´ode´siques sont note´es par
des minuscules. Lorsque l’intersection du segment L⋆ avec le coˆte´ correspondant est dans
le polygone, L∗ repre´sente bien une ge´ode´sique pour la me´trique. Ce n’est pas toujours le
cas, voir par exemple Lx4 sur la figure.
x1
x2
x3
x4
b
a b
b
b
b
b
b
b
L1
Lx2
La
Lx3
Lb
Lx4
Figure 2.45 – Parame´trage d’un polygone de type 1.
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Les longueurs des ge´ode´siques potentielles sont calculables en fonction des parame`tres :
`1 = x1, `a = a − x1, `b = b − x1,
`x2 = 1√2(a − x2), `x4 = 1√2(b − x4), `x3 = 1√2(a + b − 2x1 − x3)
Les conditions de´finissant un polye`dre dont le quotient par les changements de pa-
rame´trages sera en bijection avec M1 sont toujours :
— les conditions (2.13) de non de´ge´ne´rescence du polygone,
— les conditions permettant d’isoler un repre´sentant d’une classe d’isome´trie : dans
le cas des polygones de type 1, il n’y a que la syme´trie par rapport a` la diagonale
passant par les sommets associe´s aux parame`tres x1 et x3, donc la condition x2 ⩽ x4
suffit,
— les conditions qui fixent la ge´ode´sique de de´coupe : on demande a` nouveau que la
ge´ode´sique de de´coupe L1 soit la plus courte des ge´ode´siques syme´triques entre les
deux singularite´s e´quatoriales.
Cette dernie`re condition est e´quivalente au fait que la longueur `1 soit la plus courte parmi
toutes les longueurs `∗ des ge´ode´siques potentielles, d’apre`s la proposition suivante :
Proposition 2.4.5. Si L1 est la plus courte parmi les ge´ode´siques syme´triques du poly-
gone, alors tout segment L∗ qui ne repre´sente pas une ge´ode´sique pour la me´trique est de
longueur supe´rieure a` `1.
De´monstration. La preuve se fait au cas par cas, pour chaque ge´ode´sique potentielle du
polygone. De´taillons le cas de La, les autres se traitent de la meˆme fac¸on. Supposons
donc que le segment La ne repre´sente pas une ge´ode´sique pour la me´trique. Deux cas se
pre´sentent, comme indique´ Figure 2.46 : soit La coupe le coˆte´ du polygone associe´ a` x2,
soit il coupe celui associe´ a` x3.
x2
x1
La
x1
x2
x3
x4
La
Lx3
Lb
a
b
b b
b
b b
b
b
b
b
b
b
b
b
b
Figure 2.46 – Le segment La peut intersecter le coˆte´ associe´ au parame`tre x2 (a` gauche)
ou x3 (a` droite).
Si La coupe le coˆte´ associe´ a` x2, on a force´ment x1 ⩽ x2. Puisque x1 + x2 < a par
de´finition, on a alors `1 = x1 < a − x2 ⩽ a − x1 = `a.
Supposons maintenant que La coupe le coˆte´ associe´ a` x3. Alors x1 + x3 ⩾ b. Deux cas
se pre´sentent :
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— si Lx3 est une ge´ode´sique pour la me´trique, alors `1 ⩽ `x3 par hypothe`se, donc
`1 ⩽ `x3 = √22 (a + b − 2x1 − x3) ⩽
√
2
2
(a − x1) ⩽ a − x1 = `a
La conclusion est donc ve´rifie´e.
— on suppose alors que Lx3 n’est pas une ge´ode´sique pour la me´trique : alors b+x3 ⩽ a,
voir Figure 2.46. On peut a` nouveau distinguer deux cas :
— si Lb est une ge´ode´sique pour la me´trique, alors `1 = x1 ⩽ b − x1 = `b. Alors
`1 = x1 < b ⩽ a − x3 ⩽ a + x1 − b ⩽ a − x1 = `a
— si Lb n’est pas une ge´ode´sique pour la me´trique, alors x4 ⩾ x1. On a donc
`1 = x1 < b − x4 ⩽ a + x1 − b − x4 ⩽ a − b < a − x1 = `a
Donc si La n’est pas un segment ge´ode´sique, il est de longueur supe´rieure a` `1. Il en est
de meˆme pour les autres ge´ode´siques du polygone.
Apre`s suppression des ine´galite´s superflues, on obtient le syste`me suivant, qui de´crit
un polye`dre P1 de R6 :
(2.15) P1
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x2 (2)
0 < x3 (3)
x2 + x3 < b (4)
x3 + x4 < a (5)
x2 ⩽ x4 (6)
2x1 ⩽ a (7)
2x1 ⩽ b (8)√
2x1 + x2 ⩽ a (9)√
2x1 + x4 ⩽ b (10)(√2 + 2)x1 + x3 ⩽ a + b (11)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
polygone non de´ge´ne´re´
} syme´trie du polygone⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
L1 ge´ode´sique la plus courte
L’aire d’un polygone de type 1 en fonction des parame`tres est donne´e par
aire(a, b, x1, x2, x3, x4) = ab − x12 − 1
2
x2
2 − 1
2
x3
2 − 1
2
x4
2
Le double de l’oppose´ de l’aire est alors une forme quadratique de signature (5,1) a`
coefficients entiers, note´e q1 :
q1(a, b, x1, x2, x3, x4) = −2ab + 2x12 + x22 + x32 + x42
Les points de P1 sont ne´gatifs pour q1. Apre`s passage au quotient par les scalaires, on
obtient donc un polye`dre hyperbolique P1 ⊂ H5. La face de P1 associe´e a` l’ine´galite´ (j)
sera note´e F 1j .
P1 admet 5 faces “ouvertes” (associe´es a` des ine´galite´s strictes, donc exclues du polye`dre),
correspondant a` des me´triques de´ge´ne´re´es. Il a trois sommets a` l’infini, repre´sentant les
fac¸ons pour un polygone de type 1 de de´ge´ne´rer en segment : suivant les directions des
coˆte´s de parame`tre a, b, ou x2. (Les de´ge´ne´rescences suivant les autres directions du poly-
gone sont interdites par les conditions qui de´finissent P1.) En particulier, il est de volume
fini. Le calcul des polaires montre que P1 n’est pas un polye`dre de Coxeter. La liste des
angles die`dres est donne´e en annexe, section B.
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Identifications de faces La de´termination des identifications de faces associe´es a` chaque
face de P1 se fait de la meˆme fac¸on que pour les me´triques de type 0. Les changements
de parame´trages associe´s aux faces F 17 a` F
1
11 correspondent a` l’ouverture de la me´trique
suivant une autre ge´ode´sique, comme vu section 2.3.2.3. De´taillons l’exemple de la face
F 111. Cette face repre´sente les me´triques pour lesquelles les ge´ode´siques L1 et Lx3 sont de
meˆme longueur. L’identification de faces associe´e correspond donc a` la de´coupe suivant la
ge´ode´sique Lx3 . Le nouveau polygone est obtenu en coupant suivant Lx3 , puis en recollant
les deux morceaux suivant les copies isome´triques de L1. Le nouveau parame´trage obtenu
est donne´ Figure 2.47.
ouverture
suivant Lx3
Lx3
L1
Lx3
L1
x1
x2 x3
x4
1√
2
(a − x3 − x4)
1√
2
(a + b − 2x1
− x2 − x4)
1√
2
(b − x2 − x3)
1√
2
(a + b
−2x1 − x3)
√
2 x2
√
2 x4b
a
b b
b
b
b
b
b
b
bb
b
b
bb
Figure 2.47 – Changement de parame´trage associe´ a` la face F 111 de P1 : ouverture suivant
la ge´ode´sique Lx3 .
On cherche le parame´trage (a′, b′, x′1, . . . , x′4) ∈ P1 de´crivant le nouveau polygone.
D’apre`s la de´finition du parame´trage, on sait que x′1 correspond a` la singularite´ non
e´quatoriale, donc
x′1 = 1√
2
(a + b − 2x1 − x3), et on en de´duit x′3 = 1√
2
(a + b − 2x1 − x2 − x4).
Les parame`tres x′2 et x′4 doivent eˆtre de´termine´s par la relation x′2 ⩽ x′4. On ne peut pas
comparer a priori les deux quantite´s correspondante, 1√
2
(a−x3 −x4) et 1√2(b−x2 −x3). Il
faut donc distinguer deux cas, qui donneront deux identifications de faces diffe´rentes.
Supposons d’abord que b − x2 ⩽ a − x4. Alors tous les parame`tres sont de´termine´s :
x′2 = 1√
2
(b − x2 − x3) ⩽ x′4 = 1√
2
(a − x3 − x4)
et donc
a′ = 1√
2
(2a + b − 2x1 − x2 − x3) et b′ = 1√
2
(a + 2b − 2x1 − x3 − x4).
Dans l’autre cas, si a − x4 ⩽ b − x2, les parame`tres x′2 et x′4 (respectivement a′ et b′) sont
e´change´s.
On se´pare donc F 111 en deux faces. Soit F
1
11,1 la face de P1 de´finie par
F 111,1 = { (√2 + 2)x1 + x3 = a + bb − x2 ⩽ a − x4 } ∩P1
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Le changement de parame´trage associe´, note´ τ111,1, est donne´ par
τ111,1 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − 2x1 − x2 − x3
a + 2b − 2x1 − x3 − x4
a + b − 2x1 − x3
b − x2 − x3
a + b − 2x1 − x2 − x4
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
La Figure 2.47 montre que τ111,1 envoie F11 sur elle-meˆme (on peut aussi le ve´rifier via les
vecteurs polaires). De meˆme, la condition x2 ⩽ x4 ve´rifie´e par le parame´trage initial assure
que b′ −x′2 −x′3 ⩽ a′ −x′3 −x′4. τ111,1 est donc une identification de faces entre la “demi-face”
F 111,1 et elle-meˆme.
De meˆme, soit F 111,2 l’autre demi-face, de´finie par
F 111,2 = { (√2 + 2)x1 + x3 = a + ba − x4 ⩽ b − x2 } ∩P1
On ve´rifie de la meˆme fac¸on que le changement de parame´trage associe´,
τ111,1 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x1 − x3 − x4
2a + b − 2x1 − x2 − x3
a + b − 2x1 − x3
a − x3 − x4
a + b − 2x1 − x2 − x4
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
est une identification de faces entre F 111,2 et elle-meˆme.
Le reste des identifications de faces est donne´ en annexe, Table A.5 p.198. Les identi-
fications associe´es aux faces exclues de P1 sont les re´flexions par rapport aux hyperplans
portant ces faces. Les faces F 17 a` F
1
11 doivent chacune eˆtre se´pare´es en deux faces copla-
naires.
Re´sultats Soit Γ1 le groupe engendre´ par ces identifications de faces. Les ge´ne´rateurs
sont a` nouveau soit a` coefficients entiers, soit de la forme 1/√2M ou` M est a` coefficients
entiers. Comme pour la proposition 2.4.4, on ve´rifie que les produits de deux ge´ne´rateurs
non entiers, ainsi que les conjugue´s des ge´ne´rateurs entiers par les autres, sont a` coefficients
entiers. Le sous-groupe Γ′1 = Γ1 ∩O(q1,Z) est donc d’indice 2 dans Γ1.
Les proprie´te´s d’inte´gralite´ de ces e´le´ments peuvent encore eˆtre observe´es sur les poly-
gones. Les ge´ne´rateurs non entiers correspondent a` des de´coupes suivant les ge´ode´siques
Lx2 , Lx3 et Lx4 , non paralle`les aux coˆte´s du rectangle de parame´trage. Le produit de
deux de ces ge´ne´rateurs, ou un conjugue´ d’un changement de parame´trage entier par un
non entier, sera donc simplement la composition d’une de´coupe suivant une ge´ode´sique
paralle`le aux coˆte´s, et d’une permutation des coordonne´es dans le rectangle.
La ve´rification des hypothe`ses du the´ore`me de Poincare´ est fastidieuse mais sans dif-
ficulte´ particulie`re. Γ1 est donc un sous-groupe discret de O(q1,R), et l’adhe´rence de P1
est un domaine fondamental pour Γ1. Les relations de paires et les relations de cycles
fournissent une pre´sentation de Γ1, donne´e dans l’annexe C, p.229.
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Puisque P1 est de volume fini, on en de´duit comme pre´ce´demment que Γ′1 est d’indice
fini dans le groupe discret O(q1,Z), et donc que Γ1 est commensurable a` O(q1,Z).
Proposition 2.4.6. L’espace de modules M1 des me´triques syme´triques de type 1 est en
bijection avec l’orbifold hyperbolique arithme´tique H5/Γ1, prive´ des faces F 11 a` F 15 . Il est
commensurable a` l’orbifold H5/O(q1,Z).
L’orbifold H5/O(q1,Z) et les indices de commensurabilite´ seront e´tudie´s plus en de´tail
dans la section 2.4.2.
2.4.1.4 Me´triques de type 2
Le cas des me´triques de type 2 et 3 est un peu plus complique´ : plusieurs familles
de polygones apparaissent lorsque la me´trique est de´veloppe´e dans le plan. Pour chaque
famille de polygones obtenue, on peut construire un polye`dre hyperbolique de la fac¸on
habituelle. Certains changements de parame´trage permettent de passer d’une famille a`
l’autre, et donnent un recollement naturel de ces diffe´rents polye`dres. On applique la
version du the´ore`me de Poincare´ a` plusieurs polye`dres (the´ore`me 2.2.10) pour ve´rifier que
le quotient par les changements de parame´trage est bien un orbifold hyperbolique.
Trois polye`dres hyperboliques Le de´veloppement dans le plan d’une me´trique de
type 2 peut donner trois types de polygones diffe´rents, repre´sente´s Figure 2.41. Conside´rons
d’abord les polygones de type 2(i), obtenus lorsque les ge´ode´siques de de´coupe ne se´parent
pas les singularite´s e´quatoriales. Ces polygones peuvent eˆtre vus comme un rectangle
auquel on oˆte deux carre´s et deux triangles isoce`les au niveau des sommets. Le parame´trage
peut eˆtre choisi pour que x1 et x2 soient les longueurs des carre´s oˆte´s, voir Figure 2.48.
x1
x2
x3
x4
a
b
b
b
b
b
b
b
Figure 2.48 – Parame´trage d’un polygone de type 2(i).
La condition x1 ⩽ x2 permet d’isoler un repre´sentant d’une classe d’isome´trie de poly-
gones de type 2(i). En ajoutant les conditions de non de´ge´ne´rescence, et le fait que chaque
ge´ode´sique de de´coupe est la plus courte parmi les ge´ode´siques syme´triques joignant les
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singularite´s concerne´es, on obtient le polye`dre P2,i ⊂ R6 :
(2.16)
P2,i
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x3 (2)
0 < x4 (3)
x3 + x4 < a (4)
x1 ⩽ x2 (5)
2x2 ⩽ a (6)
2x2 ⩽ b (7)√
2x1 + x4 ⩽ b (8)√
2x2 + x3 ⩽ b (9)(√2 + 2)x2 + x4 ⩽ a + b (10)
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ polygone non de´ge´ne´re´} syme´trie du polygone⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
les ge´ode´siques de de´coupe sont les plus courtes
La forme quadratique associe´ au cas 2(i), toujours donne´e par l’oppose´ du double de l’aire
d’un polygone, est de´finie par
q2,i(a, b, x1, x2, x3, x4) = −2ab + 2x12 + 2x22 + x32 + x42
Les points de P2,i sont ne´gatifs pour q2,i, donc le quotient par les homothe´ties est un
polye`dre hyperbolique, note´ P2,i. Noter que les ine´galite´s strictes de´finissant P2,i ne sont
pas suffisantes pour assurer la non de´ge´ne´rescence des me´triques : si x1 = x2 = a/2 (cas
correspondant a` l’areˆte F 2,i5 ∩F 2,i6 ), les deux singularite´s non e´quatoriales co¨ıncident et la
me´trique est de´ge´ne´re´e. Cette areˆte est donc exclue de P2,i.
Un polygone de type 2(i) peut de´ge´ne´rer en segment de deux fac¸ons, suivant la direc-
tion de a ou celle de b : P2,i admet donc deux sommets a` l’infini. En particulier, il est de
volume fini.
Les polygones de type 2(ii) sont obtenus lorsque les deux ge´ode´siques de de´coupe
se´parent les singularite´s e´quatoriales en deux groupes de deux. Ils peuvent eˆtre obtenus a`
partir d’un rectangle auquel on oˆte deux carre´s et deux triangles isoce`les, les deux carre´s
oˆte´s e´tant au niveau de sommets oppose´s. Le parame´trage est choisi pour que x1 et x3
soient les longueurs des carre´s oˆte´s, voir Figure 2.49.
x1
x2 x3
x4
a
b
b
b
b
b
b
b
Figure 2.49 – Parame´trage d’un polygone de type 2(ii).
La construction d’un polye`dre pour de´crire les me´triques de´veloppe´es en un polygone
de type 2(ii) (lorsque la de´coupe se fait suivant les ge´ode´siques les plus courtes) se fait de
la meˆme fac¸on que pre´ce´demment.
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Les seules syme´tries admissibles pour un tel parame´trage sont les re´flexions par rapport
aux diagonales, qui e´changent x1 et x3 ou x2 et x4. On choisit donc les conditions x1 ⩽ x3
et x2 ⩽ x4 pour isoler un repre´sentant d’une classe d’isome´trie. Le syste`me d’ine´galite´s
obtenu avec les autres conditions de non de´ge´ne´rescence et de longueur des ge´ode´siques
de´finit un polye`dre de R6 note´ P2,ii :
(2.17)
P2,ii
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x2 (2)
x1 ⩽ x3 (3)
x2 ⩽ x4 (4)
2x3 ⩽ a (5)
2x3 ⩽ b (6)√
2x3 + x4 ⩽ a (7)√
2x3 + x2 ⩽ b (8)√
2x1 + x4 ⩽ b (9)
} polygone non de´ge´ne´re´
} syme´trie du polygone⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
les ge´ode´siques de de´coupe sont les plus courtes
La forme quadratique correspondante est
q2,ii(a, b, x1, x2, x3, x4) = −2ab + 2x12 + x22 + 2x32 + x42
Le polye`dre hyperbolique obtenu apre`s quotient par les homothe´ties est note´ P2,ii. Noter
qu’il faut encore exclure une facette de codimension 3 du polye`dre : la facette F 2,ii3 ∩F 2,ii5 ∩
F 2,ii6 repre´sente des me´triques pour lesquelles les singularite´s non e´quatoriales co¨ıncident.P2,ii admet trois sommets a` l’infini, puisqu’un polygone de type 2(ii) peut de´ge´ne´rer
en segment suivant trois directions : a, b et x2. Il est donc aussi de volume fini.
Le dernier type de polygones, 2(iii), est obtenu lorsque les ge´ode´siques de de´coupe
se´parent les singularite´s e´quatoriales en deux groupes de une et trois singularite´s. Le
polygone obtenu est donne´ Figure 2.50.
x1
x2
x4
x3
a
b
L˜1
L˜
b˜
L˜x˜2 L˜x˜4
L˜x˜3 b
b
b
b
b
b
Figure 2.50 – Parame´trage d’un polygone de type 2(iii). Il y a deux choix pour le
rectangle de parame´trage.
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Le parame´trage est choisi pour que x1 soit la longueur de carre´ oˆte´, et que le triangle
oˆte´ pour la deuxie`me singularite´ non e´quatoriale soit de base b − x2 − x3. Dans ce cas, il
y a deux rectangles de parame´trage admissibles (le deuxie`me est note´ en pointille´s sur la
Figure 2.50). Une fois le rectangle de parame´trage choisi, il n’y a pas de syme´tries possibles
pour le parame´trage. Pour fixer le rectangle, on choisit la condition
√
2x1 ⩽ b−x2 −x3 : la
ge´ode´sique de de´coupe de la singularite´ associe´e a` x1 est plus courte que celle de l’autre
singularite´.
Les ge´ode´siques potentielles issues de la deuxie`me singularite´ e´quatoriale sont nume´rote´es
comme indique´ Figure 2.50 (la nume´rotation est semblable a` celle utilise´e pour les me´triques
de type 1, voir Figure 2.45, en se plac¸ant dans le rectangle de parame´trage pointille´). Les
longueurs de ces ge´ode´siques sont donne´es ci-dessous :
˜`
1 = 1√2(b − x2 − x3)
˜`˜
b = 1√2(a + x3 − x4)
˜`
x˜2 = 12(b + x2 − x3)
˜`
x˜4 = 12(b − x2 + x3)
˜`
x˜3 = a − 12(b − x2 − x3)
On peut alors en de´duire les ine´galite´s assurant que les deux ge´ode´siques de de´coupe sont
les plus courtes. Le polye`dre de R6 obtenu, note´ P2,iii est de´fini par :
(2.18)
P2,iii
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x4 (2)
x3 + x4 < a (3)√
2x1 + x2 + x3 ⩽ b (4)√
2x1 + x2 ⩽ a (5)√
2x1 + x4 ⩽ b (6)
b + x4 ⩽ a + x2 + 2x3 (7)
b ⩽ (3 + 2√2)x2 + x3 (8)
b ⩽ x2 + (3 + 2√2)x3 (9)
b ⩽ (2√2 − 2)a + x2 + x3 (10)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ polygone non de´ge´ne´re´} syme´tries du polygone⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
les ge´ode´siques de de´coupe sont les plus courtes
A nouveau, il faut exclure du polye`dre une facette de codimension 3, correspondant a` une
co¨ıncidence des deux singularite´s non e´quatoriales : la facette F 2,iii4 ∩ F 2,iii5 ∩ F 2,iii8 ne fait
pas partie de P2,iii.
La forme quadratique associe´e, donne´e par le double de l’oppose´ de l’aire, n’est plus
entie`re :
q2,iii(a, b, x1, x2, x3, x4) = −2ab + 2x12 + x22 + x32 + x42 + ( 1√2(b − x2 − x3))2= −2ab + 12b2 + 2x12 + 32x22 + 32x32 + x42 + x2x3 − bx2 − bx3
Elle est toujours de signature (5,1), donc on obtient apre`s quotient par les homothe´ties un
polye`dre hyperbolique, note´ P2,iii. Un polygone de type 2(iii) peut de´ge´ne´rer en segment
suivant la direction de a, de x2, mais pas de b : P2,iii n’a donc que deux sommets a` l’infini,
et il est de volume fini.
La liste des angles die`dres dans les trois polye`dres P2,i, P2,ii et P2,iii est donne´e en
annexe, section B. Aucun d’eux n’est de Coxeter.
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Changements de parame´trage Comme dans les cas pre´ce´dents, chacune des faces de
ces polye`dres admet un changement de parame´trage naturel. Certains de ces changements
de parame´trage font le lien entre les diffe´rents types de polygones. Conside´rons par exemple
la face F 2,i10 du polye`dre P2,i. Elle correspond aux me´triques telles que la ge´ode´sique de
de´coupe pour la deuxie`me singularite´, note´e L sur la Figure 2.51, est de meˆme longueur
que celle orthogonale au coˆte´ correspondant a` x4, note´e L
′. Le changement de parame´trage
associe´, note´ τ2,i10 de´crit donc le parame´trage apre`s de´coupe suivant L
′, voir Figure 2.51.
ouverture suivant L′
L
L′
L
L′
x1
x2 x3
x4
b
a
x3
x1
a + b − 2x2
1 2
(a
+b
−x
4
)
1
2
(−a + b + x4)12(a − b + x4)
b
b
b
b
b
b b
b
b
b
b
b
Figure 2.51 – Changement de parame´trage τ2,i10 associe´ a` la face F
2i
10 de P2,i : ouverture
suivant la ge´ode´sique L′.
Le nouveau polygone obtenu est un polygone de type 2(iii). Par de´finition de P2,i,
on a x1 ⩽ ` ⩽ `′, ou` ` et `′ sont les longueurs des ge´ode´siques L et L′. Alors le rectangle
de parame´trage utilise´ pour la description du polygone de type 2(iii) est bien de´termine´,
puisqu’on sait comparer les longueurs x1 et `
′. τ2,i10 est donc de´finie par :
τ2,i10 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2(a + b − x4)
a + b − 2x2
x1
1
2(a − b + x4)
1
2(−a + b + x4)
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ2,i10 est une isome´trie entre les espaces (R6, q2,i) et (R6, q2,iii). L’e´tude de la ge´ode´sique L
dans le deuxie`me polygone montre que τ2,i10 est une identification de faces entre F
2,i
10 et F
2,iii
10 .
Les autres identifications de faces se calculent de la meˆme fac¸on. Elles sont donne´es en
annexe, Table A.6. Comme pour les cas pre´ce´dents, l’isome´trie associe´e a` une face exclue
d’un polye`dre est simplement la re´flexion par rapport a` l’hyperplan portant la face.
La Figure 2.52 re´capitule les identifications de faces entre les trois polye`dres : c’est un
graphe dont les sommets sont les polye`dres, et dont les areˆtes sont les couples (γF , γF −1)
d’identifications de faces. (Pour plus de lisibilite´, les areˆtes correspondant a` des identifica-
tions entre faces d’un meˆme polye`dre ne sont pas diffe´rencie´es sur la figure.)
L’espace de modules M2 est alors en bijection avec le quotient de l’union disjointe des
trois polye`dres P2,i, P2,ii et P2,iii par les identifications de faces : en particulier, il est bien
connexe, puisque les identifications de faces relient les trois polye`dres.
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Figure 2.52 – Identifications de faces entre les trois polye`dres.
Application du the´ore`me de Poincare´ On voudrait appliquer le the´ore`me de Poin-
care´ aux polye`dres P2,i, P2,ii et P2,iii muni des identifications de faces de´finies au para-
graphe pre´ce´dent. La ve´rification des hypothe`ses du the´ore`me n’est quasiment pas modifie´e
par le nombre de polye`dres, voir section 2.2.2.2. La seule hypothe`se supple´mentaire est que
tous les polye`dres sont relie´s par des identifications de faces, i.e. le graphe G ayant pour
sommets les polye`dres, et une areˆte entre deux sommets pour chaque identification de face
entre ces deux polye`dres (les identifications inverses l’une de l’autre e´tant identifie´es), est
connexe. C’est bien le cas d’apre`s la Figure 2.52. Le reste des ve´rifications est inchange´ :
pour chaque areˆte (de codimension 2) de chaque polye`dre, on suit le cycle d’areˆtes corres-
pondant, qui peut e´ventuellement contenir des areˆtes d’autres polye`dres. De meˆme pour
la ve´rification des sommets a` l’infini : pour chaque sommet a` l’infini de chaque polye`dre,
on e´tudie son image par les identifications des faces le contenant. Toutes ces conditions
sont ve´rifie´es pour les polye`dres P2,i, P2,ii, P2,iii et leurs identifications de faces.
La conclusion du the´ore`me de Poincare´ est un peu moins directe dans le cas de plusieurs
polye`dres. Les polye`dres formant les briques de l’orbifold quotient, ainsi que les identifi-
cations de faces, vivent a priori dans des espaces diffe´rents. Pour construire un groupe
engendre´ par les identifications de faces, et un domaine fondamental pour ce groupe, il
faut ramener ces polye`dres dans le meˆme espace, graˆce aux identifications de faces entre
eux (cf. section 2.2.2.2).
La premie`re e´tape est de choisir un arbre T (graphe connexe sans cycles) maximal
dans le graphe G. T correspond aux choix de recollement des diffe´rents polye`dres : ils
seront recolle´s suivant les identifications de faces correspondant aux areˆtes de T . Le choix
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de l’arbre n’a pas d’incidence sur la conclusion du the´ore`me, il peut seulement modifier les
ge´ne´rateurs du groupe obtenu, ou donner un groupe conjugue´. Dans notre cas, on choisit
l’arbre
P2,ii
τ2,ii5
// P2,iτ2,i7,2oo τ2,i10 // P2,iii
τ2,iii10
oo
Ceci revient par exemple a` conside´rer le polye`dre P2 obtenu comme union de trois copies
des polye`dres de base, qui se recollent suivant certaines faces (le the´ore`me de Poincare´
assure a posteriori que les polye`dres ne se chevauchent pas) :
P2 ∶ τ2,ii5 (P2,ii) P2,i τ2,iii10 (P2,iii)
Noter qu’on prend comme espace de re´fe´rence (R6, q2,i) : c’est un choix arbitraire, qui
vient simplement du fait que la forme quadratique q2,i est la plus simple.
Le choix d’un arbre T permet aussi la construction d’un groupe explicite, dont les
ge´ne´rateurs sont des identifications de faces pour le gros polye`dre P2. Les identifications
de faces de de´part sont modifie´es de la seule fac¸on possible pour correspondre aux polye`dres
recolle´s :
— celles utilise´es pour le recollement (ici τ2,ii5 et τ
2,iii
10 ), ainsi que leurs inverses, sont
remplace´es par l’identite´,
— les identifications entre deux faces de P2,ii (resp. P2,iii) sont conjugue´es par τ2,ii5
(resp. τ2,iii10 ), celles entre deux faces de P2,i restent inchange´es,
— les identifications de faces entre deux polye`dres diffe´rents sont compose´es a` gauche
et / ou a` droite par les isome´tries de recollement : une identification τ entre une
face de P2,ii et P2,iii, par exemple, est remplace´e par τ2,iii10 ⋅ τ ⋅ τ2,ii5 −1.
Les nouvelles isome´tries obtenues sont toutes des isome´tries de (R6, q2,i) (lorsqu’elles sont
vues comme des matrices 6×6). On note Γ2 le groupe engendre´ par ces nouvelles isome´tries.
La conclusion du the´ore`me de Poincare´ est alors :
Proposition 2.4.7. Le groupe Γ2 < Isom(H5) est discret, et le polye`dre P2 est un domaine
fondamental pour Γ2. Les relations de cycles d’areˆtes (modifie´es pour correspondre aux
nouvelles identifications) donnent une pre´sentation de Γ2, voir l’annexe C.
Noter qu’un changement d’arbre ou de recollement donne un ensemble de ge´ne´rateurs
diffe´rent, mais le groupe obtenu est toujours conjugue´ a` Γ2.
Γ2 admet des ge´ne´rateurs qui ne sont pas des matrices entie`res : ses ge´ne´rateurs sont
soit entiers, soit de la forme 1/√2M , ou` M est une matrice entie`re. Comme dans la
proposition 2.4.4, on ve´rifie que le sous-groupe Γ′2 = Γ2 ∩O(q2,i,Z) est d’indice 2 dans Γ2.
Γ′2 est obtenu comme l’ensemble des mots en les ge´ne´rateurs admettant un nombre pair
de ge´ne´rateurs non entiers.
D’autre part, P2 est de volume fini puisque les polye`dres qui le composent sont de
volume fini. Par Poincare´, l’orbifold H5/Γ2 est de volume fini. L’indice de Γ′2 dans le groupe
discret O(q2,i,Z) est donc fini, et Γ2 est commensurable a` O(q2,i,Z). En particulier, Γ2
est arithme´tique d’apre`s la de´finition 1.2.6.
Proposition 2.4.8. L’espace de modules M2 des me´triques syme´triques de type 2 est en
bijection avec l’orbifold hyperbolique arithme´tique H5/Γ2, prive´ des facettes correspondant
aux me´triques de´ge´ne´re´es. Il est commensurable a` l’orbifold H5/O(q2,i,Z).
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2.4.1.5 Me´triques de type 3
Les polygones obtenus en de´veloppant une me´trique de type 3 sont de deux types,
donne´s Figure 2.41. Pour chacune de ces familles, on construit un polye`dre hyperbolique
associe´. Ces polye`dres sont munis d’identifications de faces naturelles, certaines d’entre
elles faisant le lien entre les deux polye`dres. Les ve´rifications des hypothe`ses du the´ore`me
de Poincare´ se font comme pour les me´triques de type 2, et le choix d’un recollement
permet de construire un groupe d’isome´tries explicite pour de´crire l’espace de modulesM3 comme un orbifold hyperbolique, prive´ de certaines hypersurfaces.
Deux polye`dres hyperboliques Les polygones de type 3(i) sont obtenus lorsque les
trois ge´ode´siques de de´coupe ne se´parent pas les deux singularite´s e´quatoriales. De tels
polygones peuvent eˆtre vus comme un rectangle auquel on oˆte trois carre´s et un triangle
isoce`le au niveau des sommets.
x1
x2
x3
x4
a
b
b
b
b
b
b
Figure 2.53 – Parame´trage d’un polygone de type 3(i).
On choisit les parame`tres pour que les trois carre´s correspondent aux parame`tres
x2, x3, x4, et le triangle au parame`tre x1, comme indique´ Figure 2.53. Il n’y a qu’un rec-
tangle de parame´trage possible, et la seule syme´trie pre´servant le type de parame´trage est
la syme´trie diagonale e´changeant x2 et x4. On choisit alors la condition x2 ⩽ x4. Apre`s
ajout des conditions de non-de´ge´ne´rescence des polygones, et de celles assurant que les
ge´ode´siques de de´coupe sont les plus courtes, on obtient le syste`me d’ine´galite´s suivant,
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qui de´finit un polye`dre P3,i de R6 :
(2.19)
P3,i
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
0 < x2 (2)
0 < x3 (3)
x2 ⩽ x4 (4)
2x3 ⩽ a (5)
2x3 ⩽ b (6)
2x4 ⩽ a (7)
2x4 ⩽ b (8)√
2x2 + x1 ⩽ a (9)√
2x4 + x1 ⩽ b (10)(√2 + 2)x3 + x1 ⩽ a + b (11)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ polygone non de´ge´ne´re´} syme´trie du polygone⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
les ge´ode´siques de de´coupe sont les plus courtes
Pour assurer comple`tement la non-de´ge´ne´rescence des me´triques, il faut exclure de P3,i
l’areˆte F 3,i5 ∩F 3,i7 (de codimension 2) et la facette F 3,i4 ∩F 3,i6 ∩F 3,i8 (de codimension 3), qui
repre´sentent des me´triques pour lesquelles deux singularite´s non e´quatoriales co¨ıncident.
Les points de P3,i sont ne´gatifs pour la forme quadratique de signature (5,1)
q3,i(a, b, x1, x2, x3, x4) = −2ab + 2x12 + 2x22 + 2x32 + x42
Apre`s passage au quotient par les homothe´ties, on obtient un polye`dre hyperbolique de
H5, note´ P3,i.
Les polygones de type 3(i) peuvent de´ge´ne´rer en segment suivant la direction de a et
b, donc P3,i admet deux sommets a` l’infini. Il est donc de volume fini.
Le parame´trage de la seconde famille de polygones, les polygones de type 3(ii), est
donne´ Figure 2.54.
x1
x2 x3
x4
b
a
b
b
b
b
b
Figure 2.54 – Parame´trage d’un polygone de type 3(ii).
Il n’y a qu’un seul rectangle de parame´trage possible, et la seule syme´trie admissible
est la syme´trie d’axe vertical. On choisit la condition x1 ⩽ x4 comme condition pour
assurer l’unicite´ de la repre´sentation d’une classe d’isome´tries de polygones. Les longueurs
des ge´ode´siques issues de la singularite´ non e´quatoriale situe´e entre x1 et x4 sont aise´ment
calculables a` partir de celles calcule´es pour les me´triques de type 2. Le syste`me d’ine´galite´s
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obtenu de´finit un polye`dre P3,ii de R6 :
(2.20)
P3,ii
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x2 (1)
0 < x3 (2)
x1 + x4 < b (3)
x1 ⩽ x4 (4)
2x2 ⩽ b (5)
2x3 ⩽ b (6)√
2x2 + x1 ⩽ a (7)√
2x3 + x4 ⩽ a (8)(√2 + 2)x2 + x4 ⩽ a + b (9)
b ⩽ (3 + 2√2)x1 + x4 (10)
b ⩽ (2√2 − 2)a + x1 + x4 (11)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ polygone bien de´fini} syme´trie du polygone⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
les ge´ode´siques de de´coupe sont les plus courtes
Les facettes F 3,ii5 ∩ F 3,ii6 , F 3,ii7 ∩ F 3,ii10 ∩ F 3,ii11 et F 3,ii4 ∩ F 3,ii8 ∩ F 3,ii10 ∩ F 3,ii11 repre´sentent des
me´triques de´ge´ne´re´es, ou` deux singularite´s non e´quatoriales co¨ıncident, donc elles sont
exclues de P3,ii. Les points de P3,ii sont ne´gatifs pour la forme quadratique de signature(5,1)
q3,ii(a, b, x1, x2, x3, x4) = −2ab + x12 + 2x22 + 2x32 + x42 + ( 1√2(b − x1 − x4))2= −2ab + 12b2 + 32x12 + 2x22 + 2x32 + 32x42 + x1x4 − bx1 − bx4
Le polye`dre hyperbolique obtenu apre`s passage au quotient par les homothe´ties est note´P3,ii. Il n’a qu’un sommet a` l’infini, car un polygone de type 3(ii) ne peut de´ge´ne´rer en
segment que dans la direction de a. En particulier, il est de volume fini.
La liste des angles die`dres dans les polye`dres P3,i et P3,ii est donne´e dans l’annexe B.
Ils ne sont pas de Coxeter.
Application du the´ore`me de Poincare´ Les changements de parame´trage associe´s a`
chaque face des polye`dres P3,i et P3,ii se calculent comme aux paragraphes pre´ce´dents. Ils
sont donne´s dans la Table A.7, p.207. Ils forment a` nouveau un syste`me d’identifications
de faces pour les polye`dres. Certaines de ces identifications relient les deux polye`dres. Les
conditions sur les cycles d’areˆtes et les points a` l’infini sont bien ve´rifie´es pour P3,i et P3,ii
munis de ces identifications, donc le the´ore`me de Poincare´ s’applique.
Pour obtenir un groupe explicite, et un domaine fondamental associe´, il faut choisir
un recollement des deux polye`dres via une des identifications de faces, et expliciter les
ge´ne´rateurs du groupe correspondant. On choisit de se placer dans l’espace (R6, q3,i), avec
le recollement P3 ∶ P3,i τ3,ii11,2 (P3,ii)
ou` τ3,ii11,2 est une identification d’une face de P3,ii vers une face de P3,i. On note P3 le
polye`dre recolle´. Le groupe Γ3 correspondant est le groupe engendre´ par les identifications
de faces obtenues pre´ce´demment, modifie´es comme suit :
— les identifications entre deux faces de P3,i sont inchange´es, celles entre deux faces
de P3,ii sont conjugue´es par τ3,ii11,2,
— les identifications de P3,i vers P3,ii sont multiplie´es a` gauche par τ3,ii11,2 (et leurs
inverses sont multiplie´es a` droite par (τ3,ii11,2)−1 = τ3,i11,2).
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La conclusion du the´ore`me de Poincare´ est alors que Γ3 est discret, et que P3 est un
domaine fondamental pour Γ3. La pre´sentation du groupe Γ3 est donne´e dans l’annexe C.
Le groupe Γ3 obtenu ainsi n’est pas a` coefficients entiers, mais on ve´rifie comme dans
la proposition 2.4.4 que le sous-groupe Γ′3 = Γ3∩O(q3,i,Z) est d’indice 2 dans Γ3. P3 e´tant
de volume fini, on en de´duit que Γ′3 est d’indice fini dans O(q3,i,Z), et donc que Γ3 est
arithme´tique. Finalement :
Proposition 2.4.9. L’espace de modules M3 des me´triques syme´triques de type 3 est en
bijection avec l’orbifold hyperbolique arithme´tique H5/Γ3, prive´ des facettes correspondant
aux me´triques de´ge´ne´re´es. Il est commensurable a` l’orbifold H5/O(q3,i,Z).
2.4.1.6 Me´triques de type 4
Le de´veloppement d’une me´trique de type 4 donne un polygone de type 4, obtenu en
oˆtant quatre carre´s aux coins d’un rectangle, voir Figure 2.55.
x1
x2
x4
x3
b
a
b
b
b
b
Figure 2.55 – Parame´trage d’un polygone de type 4.
Pour assurer la repre´sentation par un unique 6-uplet d’une classe d’isome´trie de poly-
gone, on choisit les conditions suivantes :
— le carre´ de coˆte´ x1 est le plus petit carre´ oˆte´, donc x1 ⩽ xj pour j = 2,3,4,
— x2 ⩽ x4, pour fixer l’orientation.
A ces conditions s’ajoutent les conditions de non de´ge´ne´rescence du polygone, et le fait
que les ge´ode´siques de de´coupe sont les plus courtes. Apre`s suppression des ine´galite´s
redondantes, on obtient le syste`me suivant, qui de´finit un polye`dre P4 de R6 :
(2.21) P4
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 < x1 (1)
x1 ⩽ x2 (2)
x2 ⩽ x4 (3)
x1 ⩽ x3 (4)
2x3 ⩽ a (5)
2x3 ⩽ b (6)
2x4 ⩽ a (7)
2x4 ⩽ b (8)
} polygone non de´ge´ne´re´⎫⎪⎪⎪⎬⎪⎪⎪⎭ syme´trie du polygone⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ les ge´ode´siques de de´coupe sont les plus courtes
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L’areˆte F 45 ∩ F 47 repre´sente des me´triques de´ge´ne´re´es, donc elle est exclue de P4. La
forme quadratique associe´e, obtenue en prenant le double de l’oppose´ de l’aire, est de´finie
par
q4(a, b, x1, x2, x3, x4) = −2ab + 2x12 + 2x22 + 2x32 + 2x42
Elle est bien de signature (5,1), donc le quotient par les scalaires donne un polye`dre hy-
perbolique P4. Un polygone de type 4 peut de´ge´ne´rer en figure d’aire nulle de trois fac¸ons
diffe´rentes : en segment suivant la direction de a ou de b, et en croix lorsque les quatre
carre´s oˆte´s recouvrent le rectangle. P4 a donc trois points a` l’infini, donne´s en coordonne´es
homoge`nes par [1,0,0,0,0,0], [0,1,0,0,0,0] et [2,2,1,1,1,1]. En particulier, P4 est de
volume fini. La liste de ses angles die`dres est donne´e en annexe, section B.
Les identifications de faces pour le polye`dre P4 se calculent comme pre´ce´demment,
elles sont donne´es Table A.8, p.212. Le groupe engendre´ par ces isome´tries (en ajoutant
la re´flexion par rapport a` la face F 41 exclue) est note´ Γ4. Tous les ge´ne´rateurs sont a`
coefficients entiers, donc Γ4 est un sous-groupe de O(q4,Z).
Les hypothe`ses du the´ore`me de Poincare´ se ve´rifient aise´ment : P4 est donc un do-
maine fondamental pour Γ4, et on connait une pre´sentation pour le groupe (donne´e dans
l’annexe C). L’argument habituel de volume permet aussi de conclure que Γ4 est d’indice
fini dans O(q4,Z). Finalement :
Proposition 2.4.10. L’espace de modules M4 des me´triques syme´triques de type 4 est en
bijection avec l’orbifold hyperbolique arithme´tique H5/Γ4, prive´ des facettes correspondant
aux me´triques de´ge´ne´re´es. Il est commensurable a` l’orbifold H5/O(q4,Z).
Les commensurabilite´s explicites seront e´tudie´es dans la suite.
Remarque 2.4.11. Le choix des ine´galite´s de´finissant les polye`dres Pj n’est bien entendu
pas unique. Dans ces travaux, j’ai tente´ autant que possible de minimiser le nombre d’iden-
tifications de faces par polye`dre. Les groupes et les orbifolds obtenus ne de´pendent pas du
choix des ine´galite´s.
Dans la suite, pour plus de lisibilite´, on notera q2 et q3 les formes quadratiques q2,i et
q3,i.
2.4.2 Commensurabilite´s explicites
Les cinq groupes Γj construits dans la partie pre´ce´dente sont commensurables a` des
groupes d’isome´tries entie`res de la forme O(qj ,Z), ou` les qj sont des formes quadratiques
entie`res de signature (5,1). On retrouve donc bien la premie`re partie des re´sultats de Chu
sur les octiques re´elles (voir the´ore`me 0.0.4). Les formes quadratiques obtenues par Chu
sont e´quivalentes aux noˆtres pour les types 0 a` 3, mais la forme quadratique associe´e au
type 4 diffe`re (voir section 6.8 de [Chu11]) : celle de Chu n’est pas diagonale, contraire-
ment aux quatre autres formes quadratiques, et elle n’est pas e´quivalente a` notre forme q4.
Je n’ai pas d’explication pour ce phe´nome`ne. Cependant, l’e´tude du groupe d’isome´tries
O(q4,Z) montre qu’il est commensurable a` celui obtenu par Chu. Les re´sultats de [Chu11]
n’e´tant donne´s qu’a` commensurabilite´ pre`s, cette diffe´rence sur les formes quadratiques
n’a pas d’influence sur le reste des re´sultats.
Dans cette section, on veut pre´ciser les re´sultats de [Chu11], en calculant les indices
exacts de commensurabilite´ entre les groupes Γj et O(qj ,Z) : il faut de´terminer l’indice
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des sous-groupes Γ′j ∶= Γj ∩O(qj ,Z) dans O(qj ,Z). La premie`re e´tape est de de´terminer
un domaine fondamental, des ge´ne´rateurs et une pre´sentation explicites pour les groupes
O(qj ,Z), ce qui se fait graˆce a` l’algorithme de Vinberg. On peut ensuite exprimer les
ge´ne´rateurs des groupes Γ′j en fonction des ge´ne´rateurs de O(qj ,Z), a` l’aide du domaine
fondamental obtenu juste avant. Enfin, l’algorithme de Todd-Coxeter pour l’e´nume´ration
des classes late´rales d’un sous-groupe (imple´mente´ par exemple dans le logiciel GAP)
permet d’obtenir l’indice voulu.
2.4.2.1 Application de l’algorithme de Vinberg
L’algorithme de Vinberg est de´taille´ section 2.2.3. Etant donne´ une forme quadratique
q entie`re de signature (n,1), l’algorithme permet de de´terminer (lorsqu’il termine) un do-
maine fondamental de Coxeter pour le sous-groupe de O(q,Z) engendre´ par les re´flexions.
Les formes quadratiques q0 a` q3 L’e´tude des groupes d’isome´tries pour les formes
quadratiques q0 a` q3 est de´ja` effectue´e dans d’autres travaux. Le cas de q0 est traite´ dans
l’article initial de Vinberg sur l’algorithme [Vin75] : q0 est e´quivalente sur Z a` la forme
quadratique lorentzienne standard q(y0, . . . , y5) = −y02 + y12 +⋯ + y52, via la matrice
B = diag⎛⎜⎝
⎛⎜⎝
1 0 1
1 1 0
1 1 1
⎞⎟⎠ ,1,1,1
⎞⎟⎠
B et son inverse sont a` coefficients entiers, donc les groupes O(q0,Z) et O(q,Z) sont
conjugue´s par B. Dans [Vin75], Vinberg explicite son algorithme pour plusieurs exemples,
entre autres les groupes d’isome´tries des formes quadratiques lorentziennes standard de
signature (n,1) pour 2 ⩽ n ⩽ 17. Pour n = 5, le diagramme de Coxeter obtenu est donne´
Figure 2.56.
Figure 2.56 – Diagramme de Coxeter de O(q0,Z) ([Vin75] p.345).
Il n’admet pas de syme´trie, donc c’est le diagramme de O(q,Z). L’algorithme four-
nit la liste des polaires du domaine fondamental, et les re´flexions associe´es forment un
syste`me ge´ne´rateur pour O(q,Z). Le diagramme de Coxeter donne une pre´sentation pour
ce syste`me ge´ne´rateur. En conjuguant par la matrice B, on en de´duit imme´diatement des
ge´ne´rateurs explicites et un domaine fondamental pour O(q0,Z).
Le cas des trois autres formes quadratiques est traite´ dans la the`se de Chu [Chu06]. q1,
q2 et q3 sont e´quivalentes sur Z, respectivement, aux formes quadratiques donne´es par les
matrices diag (−1,1,1,1,1,2), diag (−1,1,1,1,2,2) et diag (−1,1,1,2,2,2). L’e´tude de l’al-
gorithme de Vinberg pour ces formes quadratiques est effectue´e en de´tails dans [Chu06],
chapitre 6 : on obtient alors un domaine fondamental et des ge´ne´rateurs pour chacun
des groupes de re´flexions O(qj ,Z). Les diagrammes de Coxeter obtenus sont donne´s Fi-
gure 2.57. Dans chacun des cas, les diagrammes de Coxeter (munis des normes des po-
laires pour j = 2,3) n’admettent pas de syme´tries, donc O(qj ,Z) = Ref(O(qj ,Z)) et les
diagrammes de Coxeter donne´s correspondent aux groupes O(qj ,Z).
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O(q3,Z)
O(q2,Z)
O(q1,Z)
∞
∞ ∞
Figure 2.57 – Diagrammes de Coxeter des groupes O(qj ,Z) pour j = 1,2,3 ([Chu06]
chapitre 6). Les normes des polaires aux hyperplans sont indique´es pour les deux derniers
diagrammes : si la norme de la polaire est 1 (resp. 2 ou 4), le sommet est blanc (resp.
admet une barre verticale ou une croix).
Noter que pour la forme quadratique q3, Chu ne conclut pas l’algorithme, car le crite`re
de terminaison utilise´ (qui se lit sur le diagramme de Coxeter) ne peut pas s’appliquer.
On peut cependant prouver directement que le volume du polye`dre de Coxeter obtenu a`
la dernie`re e´tape est fini, en montrant qu’il admet seulement un nombre fini de sommets
a` l’infini. Les polaires du polye`dre sont calcule´es, on peut donc en de´duire les ine´galite´s
de´finissant le polye`dre. Dans le mode`le de Klein (i.e. en prenant y0 = 1), elles sont donne´es
par
0 ⩽ y2 ⩽ y1, 0 ⩽ y5 ⩽ y4 ⩽ y3, y1 + 2y2 ⩽ 1,
y1 + y2 ⩽ 1, y3 + y4 + y5 ⩽ 1
Les points a` l’infini sont ceux ve´rifiant 1 = y12 + y22 + 2y32 + 2y42 + 2y52. Les ine´galite´s
impliquent que y2 ⩽ 1 − y1, y2 ⩽ y1, et yj ⩽ (1 − y1)/2 pour j = 3,4,5. Finalement, pour un
point a` l’infini :
1 − y12 = y22 + 2y32 + 2y42 + 2y52⩽ y1(1 − y1) + 2 ⋅ 1 − y1
2
⋅ (y3 + y4 + y5)⩽ y1 − y12 + 1 − y1 = 1 − y12
Toutes les ine´galite´s sont donc des e´galite´s. Ceci repre´sente seulement un nombre fini de
solutions, donc le polye`dre admet un nombre fini de sommets a` l’infini : il est donc de
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volume fini d’apre`s la proposition 2.2.7. L’algorithme de Vinberg est par conse´quent ter-
mine´ : puisque le diagramme de Coxeter n’a pas de syme´trie, on en de´duit que O(q3,Z) est
e´gal a` son sous-groupe de re´flexions, et que le polye`dre donne´ est un domaine fondamental
pour O(q3,Z).
La forme quadratique q4. La forme quadratique q4 est de´finie par
q4(a, b, x1, x2, x3, x4) = −2ab + 2x12 + 2x22 + 2x32 + 2x42
Elle n’est pas e´quivalente sur Z a` la forme de Chu pour les octiques de type 4, donne´e par
la matrice
Q4,Chu =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 0 0 0 0−1 0 0 0 0 0
0 0 2 0 1 −1
0 0 0 2 −1 −1
0 0 1 −1 2 0
0 0 −1 −1 0 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
car leurs de´terminants sont diffe´rents. On de´taille donc les calculs pour q4. q4 est bien une
forme quadratique inte´grale de signature (5,1) : on peut lui appliquer l’algorithme de Vin-
berg pour trouver un domaine fondamental, des ge´ne´rateurs et une pre´sentation explicite
pour le groupe de re´flexions Ref(O(q4,Z)). Le coˆne supe´rieur Q−sup (voir section 2.2.1) est
choisi comme ve´rifiant la condition a + b > 0.
On commence par e´tudier les polaires primitives possibles pour une re´flexion apparte-
nant a` O(q4,Z). Pour chaque re´flexion entie`re, il y a exactement deux polaires primitives,
oppose´es l’une de l’autre. Soit v = (a, b, x1, x2, x3, x4) une polaire pour O(q4,Z). Elle doit
ve´rifier la condition cristallographique (2.2) :
2 ⋅ ⟨v, ej⟩⟨v, v⟩ ∈ Z pour tout vecteur ej de la base canonique,
ou` ⟨., ., ⟩ est la forme biline´aire associe´e a` q4. Ceci se traduit par
2a⟨v, v⟩ ∈ Z, 2b⟨v, v⟩ ∈ Z, 4x1⟨v, v⟩ ∈ Z, 4x2⟨v, v⟩ ∈ Z, 4x3⟨v, v⟩ ∈ Z, 4x4⟨v, v⟩ ∈ Z.
Les coefficients de v sont premiers entre eux, et ⟨v, v⟩ est pair par de´finition de q4 : on en
de´duit que ⟨v, v⟩ ne peut eˆtre que 2 ou 4. Si ⟨v, v⟩ = 4, alors a et b sont pairs. On peut
maintenant appliquer l’algorithme de Vinberg.
Etape 1 : choix du centre. Le centre est choisi pour eˆtre le plus simple et le plus
syme´trique possible pour la forme quadratique q4. On choisit ici le point p0 de releve´
P0 = (1,1,0,0,0,0), qui est bien dans Q−sup.
Etape 2 : e´tude du stabilisateur de p0. D’apre`s Vinberg ([Vin75] p. 327), le stabilisa-
teur Gp0 de p0 dans Ref(O(q4,Z)) est engendre´ par des re´flexions. On commence par
trouver toutes les re´flexions appartenant a` Gp0 , pour en de´duire un domaine fondamental
de Gp0 .
Soit v = (a, b, x1, x2, x3, x4) la polaire d’une re´flexion de Gp0 : ⟨v,P0⟩ = 0 par de´finition,
donc b = −a et ⟨v, v⟩ = 2(a2 + x12 + x22 + x32 + x42). Les polaires des re´flexions de Gp0 sont
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donc les v = (a,−a, x1, x2, x3, x4) primitifs tels que
a2 + x12 + x22 + x32 + x42 = 1 ou { a2 + x12 + x22 + x32 + x42 = 2avec a pair
Le premier cas est ve´rifie´ si et seulement si a = ±1 ou bien xj = ±1 pour exactement un j.
Le deuxie`me cas est ve´rifie´ si et seulement si exactement deux xj et xi sont e´gaux a` ±1. On
a donc quatre types de re´flexions dans Gp0 (pour les trois derniers types, les coefficients
non nuls correspondent a` xj et xi) :
type de polaire hyperplan correspondant
action de la re´flexion
sur un point x = (a, b, x1, x2, x3, x4)(1,−1,0,0,0,0) a = b e´change a et b(0,0, . . . ,1, . . . ,0) xj = 0 transforme xj en son oppose´(0,0, . . . ,1, . . . ,−1, . . . ,0) xj = xi e´change xj et xi(0,0, . . . ,1, . . . ,1, . . . ,0) xj = −xi transforme xi en −xj et xj en −xi
L’action des re´flexions obtenues incite a` conside´rer le polye`dre hyperbolique Pp0 de´fini
(apre`s intersection avec Q−sup et passage au quotient par les scalaires positifs) par les
ine´galite´s essentielles suivantes :
a ⩽ b, 0 ⩽ x1 ⩽ x2 ⩽ x3 ⩽ x4
Les re´flexions en les faces du polye`dres sont des e´le´ments de Gp0 par construction. On
voit aise´ment qu’elles engendrent l’ensemble des re´flexions obtenues pre´ce´demment, donc
tout le groupe Gp0 . De plus, Pp0 est un polye`dre de Coxeter, donc d’apre`s le the´ore`me de
Poincare´ c’est un domaine fondamental pour le groupe engendre´ par les re´flexions en ses
faces. Pp0 est donc un domaine fondamental pour le stabilisateur de p0 dans Ref(O(q4,Z)).
On obtient donc cinq hyperplans, donne´s par les polaires
v1 = (1,−1,0,0,0,0), v2 = (0,0,−1,0,0,0), v3 = (0,0,1,−1,0,0),
v4 = (0,0,0,1,−1,0), v5 = (0,0,0,0,1,−1)
avec Pp0 = ⋂5j=1H−j .
Etape 3 : recherche des demi-espaces suivants. Pour poursuivre la construction d’un
domaine fondamental pour Ref(O(q4,Z)), on cherche un demi-espace H−, de polaire
v = (a, b, x1, x2, x3, x4), qui ve´rifie les conditions suivantes :
— H− est oppose´ a` tous les H−k construits pre´ce´demment : ceci se traduit par les
ine´galite´s a ⩽ b, 0 ⩽ x1 ⩽ x2 ⩽ x3 ⩽ x4,
— H− est a` distance minimale de p0 parmi les miroirs de re´flexions de O(q4,Z).
D’apre`s les remarques pratiques de la section 2.2.3, il suffit de classer les polaires de
manie`re croissante pour la quantite´
⟨P0, v⟩2⟨v, v⟩ = (a + b)2⟨v, v⟩⟨v, v⟩ vaut 2 ou 4, et dans le dernier cas a et b doivent eˆtre pairs. La quantite´ cherche´e est
donc force´ment de la forme k/2, avec k ⩾ 1.
Montrons qu’il existe une polaire admissible pour la valeur minimale 1/2, lorsque a+b =
1 et ⟨v, v⟩ = 2. La dernie`re condition se traduit par −ab+x12+x22+x32+x42 = 1. Conside´rons
le vecteur
v6 = (0,1,0,0,0,1)
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Il ve´rifie bien les conditions cherche´es, ainsi que les ine´galite´s assurant que le demi-espace
H−6 est oppose´ aux H−j pour j = 1, . . . ,5. De plus, H−6 est donne´ par {x ∈ Q−sup ∣ ⟨x, v6⟩ ⩽
0} = {x ∈ Q−sup ∣ 2x4 ⩽ a}, donc p0 ∈H−6 . On obtient donc le polye`dre
P = 6⋂
j=1H−j , de´fini par les ine´galite´s 0 ⩽ x1 ⩽ x2 ⩽ x3 ⩽ x4 ⩽ a2 ⩽ b2
Montrons que l’algorithme est termine´ a` cette e´tape, en ve´rifiant que le polye`dre hyper-
bolique P est de volume fini. Il est facile de voir que P est inclus dans le polye`dre P4
construit dans la section pre´ce´dente, puisque les ine´galite´s de´finissant P4 impliquent celles
de P. P4 e´tant de volume fini, il en est de meˆme pour P.
Re´sultat de l’algorithme : l’algorithme de Vinberg termine, et le polye`dre P obtenu est
un domaine fondamental pour Ref(O(q4,Z)). P est un simplexe de Coxeter, de diagramme
donne´ Figure 2.58.
1 23456
Figure 2.58 – Diagramme de Coxeter de O(q4,Z).
Le diagramme n’admet pas de syme´tries, donc on en de´duit queO(q4,Z) = Ref(O(q4,Z)).P est donc un domaine fondamental pour O(q4,Z), et une partie ge´ne´ratrice pour O(q4,Z)
est donne´e par les re´flexions rj en les polaires vj , j = 1, . . . ,6.
Remarque 2.4.12. Les polye`dres fondamentaux pour le groupeO(q4,Z) et le groupeO(Q4,chu,Z)
obtenu par Chu pour les octiques de type 4 (de diagramme de Coxeter 3 − 3 − 3 − 4 − 3,
voir [Chu06] p.95) sont des simplexes de Coxeter. Les classes de commensurabilite´ des
simplexes hyperboliques de Coxeter sont comple`tement de´crites dans l’article [JKRT02].
On peut donc ve´rifier que les deux groupes sont bien commensurables.
2.4.2.2 Expression des ge´ne´rateurs de Γ′j en fonction des ge´ne´rateurs de
O(qj ,Z)
L’algorithme de Vinberg permet d’obtenir un syste`me ge´ne´rateur explicite pourO(qj ,Z).
D’autre part, l’e´tude des espaces de modules fournit des ge´ne´rateurs explicites pour les
groupes Γ′j : les ge´ne´rateurs de Γj sont connus, ce sont les identifications de faces, et si
Γj n’est pas entier, Γ
′
j est engendre´ par les e´le´ments du type γj , δkδk′ , ou δkγjδk−1 ou` les
γj sont des ge´ne´rateurs entiers, et les δk des ge´ne´rateurs non entiers (voir la preuve de la
proposition 2.4.4).
Pour pouvoir e´tudier le sous-groupe Γ′j de O(qj ,Z), il faut pouvoir exprimer les ge´ne´-
rateurs de Γ′j en fonction de ceux de O(qj ,Z). Alors les outils classiques de the´orie des
groupes finiment pre´sente´s permettront de de´terminer l’indice [O(qj ,Z) ∶ Γ′j].
Re´solution the´orique Ce proble`me peut eˆtre re´solu de fac¸on ge´ome´trique, a` partir du
domaine fondamental de O(qj ,Z). Plus ge´ne´ralement, soit Γ un groupe discret d’isome´tries
de Hn dont on connaˆıt un polye`dre fondamental explicite P, muni d’identifications de
faces γj qui engendrent Γ. Soit g un e´le´ment de Γ, que l’on veut exprimer en fonction des
ge´ne´rateurs γj . Conside´rons un point x ∈ P˚ inte´rieur, et un chemin c entre x et g(x) qui
n’intersecte que les facettes de codimension infe´rieure ou e´gale a` 1 des copies de P pavant
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Hn. Alors les copies de P traverse´es par c donnent un mot en les ge´ne´rateurs qui de´crit g
(Figure 2.59).
b
b
P
x
Fi1
F ′i1
γi1
−1(P)
Fi2
F ′i2
γi1
−1γi2
−1(P)
g(x)
c
γi1
−1 . . . γik
−1(P)
Figure 2.59 – Les copies de P traverse´es par le chemin c reliant x et g(x) donnent une
expression de g en fonction des identifications de faces : g = γi1−1 . . . γik−1.
Plus pre´cise´ment, soit c un chemin continu entre x et g(x) qui n’intersecte pas le
n − 2-squelette du pavage Hn = ⋃γ∈Γ γ(P), et qui n’intersecte qu’un nombre fini de fois
le (n − 1)-squelette. Notons qu’un tel chemin existe force´ment : il suffit de conside´rer la
ge´ode´sique entre x et g(x), et de la modifier le´ge`rement si elle intersecte une facette de
codimension supe´rieure ou e´gale a` 2.
Soit Fi1 la face de P par laquelle le chemin c quitte P pour la premie`re fois, et γi1
le ge´ne´rateur associe´ (γi1 est une identification de faces Fi1 → F ′i1). P et γi1−1(P) sont
recolle´s suivant cette face, donc c continue dans γi1
−1(P), comme de´crit Figure 2.59.
Si c ressort de γi1
−1(P), il le fait en traversant la copie d’une face note´e Fi2 , associe´e
au ge´ne´rateur γi2 . De meˆme, par de´finition des identifications de faces, c continue alors
dans γi1
−1 ⋅ γi2−1(P).
Le raisonnement se poursuit, jusqu’a` arriver au dernier polye`dre γi1
−1 ○ ⋯ ○ γik−1(P)
qui contient g(x) et dont c ne sort pas. (Le proce´de´ est bien fini d’apre`s les proprie´te´s
ve´rifie´es par c.) On a alors :
Proposition 2.4.13. g = (γik ○ ⋯ ○ γi1)−1.
De´monstration. P est un domaine fondamental pour Γ et x est un point inte´rieur deP, donc les e´le´ments γ(x), γ ∈ Γ, sont tous distincts. De plus, chaque polye`dre γ(P)
contient uniquement l’e´le´ment γ(x) de l’orbite de x. La dernie`re copie de P visite´e par c,
γi1
−1 ○⋯○γik−1(P), contient a` la fois γi1−1 ○⋯○γik−1(x) et g(x) par construction. D’apre`s
les proprie´te´s du domaine fondamental, on en de´duit que g = (γik ○ ⋯ ○ γi1)−1.
Remarque 2.4.14. Ce proce´de´ permet aussi de de´terminer si une isome´trie g appartient
au groupe Γ. Le meˆme raisonnement permet de de´terminer un mot (γik ○⋯ ○ γi1)−1 en les
identifications de faces γj tel que les points g(x) et (γik ○⋯ ○ γi1)−1(x) appartiennent a` la
meˆme copie de P. Alors g appartient a` Γ si et seulement si l’e´galite´ g = (γik ○ ⋯ ○ γi1)−1
est ve´rifie´e.
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Cette me´thode peut eˆtre imple´mente´e dans une proce´dure Maple, par exemple, en
prenant pour chemin c la ge´ode´sique entre les points x et g(x).
Exemple d’application : Γ4 < O(qj ,Z). D’apre`s l’e´tude mene´e section 2.4.2.1, O(q4,Z)
admet six ge´ne´rateurs, qui sont les re´flexions par rapport aux faces du polye`dre P obtenu
via l’algorithme de Vinberg. Leurs vecteurs polaires sont donne´s par
v1 = (1,−1,0,0,0,0), v2 = (0,0,−1,0,0,0), v3 = (0,0,1,−1,0,0),
v4 = (0,0,0,1,−1,0), v5 = (0,0,0,0,1,−1), v6 = (0,1,0,0,0,1)
Ces re´flexions sont note´es r1, . . . , r6.
Les ge´ne´rateurs de Γ4 sont les identifications de faces du polye`dre P4 (voir section 2.4.1.6)
puisque le groupe est de´ja` forme´ de matrices entie`res. En supprimant les identifications
de faces inverses, on obtient 7 ge´ne´rateurs, τ41 , . . . , τ
4
6 et τ
4
8 . (On rappelle que l’exposant 4
indique simplement que l’on e´tudie des me´triques de type 4.) En appliquant la proce´dure
de´crite au paragraphe pre´ce´dent, on obtient le re´sultat suivant :
τ41 = r2, τ42 = r3 ⋅ r5, τ43 = r4 ⋅ r5 ⋅ r1 ⋅ r4, τ44 = r4 ⋅ r3 ⋅ r1 ⋅ r4,
τ45 = r6 ⋅ r5, τ46 = r6 ⋅ r4 ⋅ r1 ⋅ r5, τ48 = r1 ⋅ r4 ⋅ r6 ⋅ r1
L’e´tude des groupes Γ′j avec 0 ⩽ j ⩽ 3 se fait de la meˆme fac¸on : les ge´ne´rateurs de Γ′j
sont obtenus a` partir des identifications de faces τ j , et les re´flexions qui engendrentO(qj ,Z)
sont donne´es par l’algorithme de Vinberg, e´tudie´ dans [Vin75] pour j = 0 et [Chu06] pour
j = 1,2,3. L’exemple du groupe Γ′4 est le plus simple, dans les autres cas la liste des
ge´ne´rateurs est plus longue, et les mots en les re´flexions sont en ge´ne´ral plus complique´s
(certains mots sont de longueur 30 environ).
2.4.2.3 Calcul des indices
L’algorithme de Vinberg donne une pre´sentation des groupes O(qj ,Z), dont les ge´ne´-
rateurs sont les re´flexions par rapport aux faces du polye`dre fondamental. Au paragraphe
pre´ce´dent, on a exprime´ les ge´ne´rateurs des groupes Γ′j en fonction de ceux de O(qj ,Z). Il
reste donc a` calculer l’indice, dans un groupe finiment pre´sente´, d’un sous-groupe donne´
par ses ge´ne´rateurs. Ceci peut eˆtre fait a` l’aide de la me´thode de Todd-Coxeter, de´crite
succinctement au paragraphe suivant.
La me´thode de Todd-Coxeter pour le calcul de l’indice d’un sous-groupe La
re´fe´rence utilise´e dans cette partie est l’article de Neubu¨ser [Neu81]. SoientG = ⟨g1, . . . , gn ∣ r1, . . . , rt⟩
un groupe finiment pre´sente´, et H = ⟨h1, . . . , hs⟩ un sous-groupe de G donne´ par ses
ge´ne´rateurs, ou` les hi sont des mots en les gj . La me´thode de Todd-Coxeter permet de
calculer l’indice [G ∶ H] (s’il est fini) en e´nume´rant au fur et a` mesure toutes les classes
late´rales a` droite Hg, g ∈ G, de H. Une table re´sumant l’action des gi et de leurs inverses
sur les classes late´rales est construite et remplie tout au long du proce´de´. Lorsque l’algo-
rithme termine, on obtient donc en plus de l’indice [G ∶H] une repre´sentation de l’action
de G sur l’ensemble des classes a` droite H/G.
Les classes Hg sont nume´rote´es au cours de l’algorithme : H est la classe 1, et on
construit pas a` pas des classes 2, 3, etc. La “table de multiplication“ de G sur H/G, qui
admet une ligne par classe construite jusqu’a` pre´sent, est remplie au fur et a` mesure. A
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chaque cre´ation de classe, une ligne est ajoute´e. Exemple d’une telle table en cours de
construction :
g1 . . . gn g1
−1 . . . gn−1
1 2 3
2 1
3 1
dans cet exemple : 2 =Hg1,3 =Hg1−1
A chaque e´tape, on utilise les relations ri et les ge´ne´rateurs hj de H pour de´duire des
relations sur les classes de´ja` existantes. On construit donc en paralle`le des “tables de sous-
groupes” et ”tables de relations” pour trouver ces informations supple´mentaires. Elles sont
base´es sur le principe suivant :
— si hj est un ge´ne´rateur de H, alors Hhj = H : pour chaque ge´ne´rateur hj =
gj1 . . . gjm , on a donc une table de la forme
gj1 . . . gjm
1 1
ou`
gj
k l
signifie que kgj = l
— si ri = gi1 . . . gil est une relation de G, alors pour chaque classe late´rale Hg, on a
Hggi1 . . . gil = Hg : chaque relation donne donc une table (avec autant de lignes
que de classes late´rales construites) de la forme suivante
gi1 . . . gil
1 1
2 2⋮ ⋮
Chaque fois qu’une nouvelle classe late´rale est de´finie, une ligne est ouverte dans la
table de multiplication et les tables de relations. Les informations contenue dans la table
de multiplication permettent de remplir un certain nombre de cases. Au fur et a` mesure
du remplissage, des informations supple´mentaires peuvent eˆtre obtenues : des de´ductions
(donnant une nouvelle relation du type kgj = l), ou des co¨ıncidences (k = l). Ces informa-
tions supple´mentaires sont a` nouveau reporte´es dans la table de multiplication, puis dans
les autres tables. La construction de la table de multiplication (la seule qui importe a` la
fin, puisqu’elle contient toutes les informations) est donc comple`tement algorithmique.
Sous certaines conditions sur l’ordre de de´finition des classes, si l’indice [G ∶ H] est
fini, alors l’algorithme se termine en un nombre fini d’e´tapes.
Re´sultats La me´thode de Todd-Coxeter est imple´mente´e dans plusieurs logiciels de
calcul formel, comme GAP, Sage ou Magma. Pour chaque type j de me´triques, on utilise
GAP [GAP08] pour calculer l’indice du groupe Γ′j dans O(qj ,Z). Les re´sultats obtenus
permettent de terminer la description explicite des composantes de l’espace de modules
des me´triques syme´triques a` 8 singularite´s.
On de´crit la me´thode utilise´e pour le cas des me´triques de type 4. Les ge´ne´rateurs
r1, . . . , r6 de O(q4,Z) ont e´te´ de´termine´s section 2.4.2.1, et ceux de Γ4 ont e´te´ exprime´s en
fonction des rj section 2.4.2.2. La pre´sentation de O(q4,Z), obtenue a` partir du diagramme
de Coxeter de la Figure 2.58, permet de de´finir le groupe O(q4,Z) dans GAP. Γ4 est de´fini
comme sous-groupe de O(q4,Z) a` partir du syste`me ge´ne´rateur en les rj . La me´thode de
Todd-Coxeter, imple´mente´e dans la commande “Index” par exemple, donne alors l’indice[O(q4,Z) ∶ Γ′4]. On donne un extrait du fichier GAP correspondant :
> t := FreeGroup( 6 );
<free group on the generators [ f1, f2, f3, f4, f5, f6 ]>
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>
> Oq4Z := t / [ t.1^2, t.2^2, t.3^2, t.4^2, t.5^2, t.6^2,
(t.1*t.2)^2, (t.1*t.3)^2, (t.1*t.4)^2, (t.1*t.5)^2, (t.1*t.6)^3,
(t.2*t.3)^4, (t.2*t.4)^2, (t.2*t.5)^2, (t.2*t.6)^2, (t.3*t.4)^3,
(t.3*t.5)^2, (t.3*t.6)^2, (t.4*t.5)^3, (t.4*t.6)^2, (t.5*t.6)^4 ];
<fp group on the generators [ f1, f2, f3, f4, f5, f6 ]>
>
>r1 := Oq4Z.1;; r2 := Oq4Z.2;; r3 := Oq4Z.3;; r4 := Oq4Z.4;;
r5 := Oq4Z.5;; r6 := Oq4Z.6;;
>
>Gamma4 := Subgroup( Oq4Z, [ r2, r3*r5, r4*r5*r1*r4,
r4*r3*r1*r4, r6*r5, r6*r4*r1*r5, r1*r4*r6*r1 ] );
Group([ f2, f3*f5, f4*f5*f1*f4, f4*f3*f1*f4, f6*f5,
f6*f4*f1*f5, f1*f4*f6*f1 ])
>
>Index( Oq4Z, Gamma4 );
6
Γ4 est donc d’indice 6 dans O(q4,Z). Les autres indices sont calcule´s de la meˆme fac¸on.
Les commensurabilite´s explicites obtenues sont donne´es Table 2.1.
composante [Γj ∶ Γ′j] [O(qj ,Z) ∶ Γ′j]M0 2 15M1 2 15M2 2 12M3 2 6M4 1 6
Table 2.1 – Indices de commensurabilite´ explicites entre les groupes Γj et O(qj ,Z).
2.4.3 Conclusion
Les calculs effectue´s dans cette section permettent finalement de de´crire les compo-
santes de l’espace de modules M des me´triques plates syme´triques sur S2 a` 8 singularite´s
d’angles e´gaux.
The´ore`me 2.4.15. L’espace de modules M des me´triques syme´triques non de´ge´ne´re´es a`
8 singularite´s d’angles e´gaux peut eˆtre muni d’une topologie telle que :
— M admet 5 composantes connexes Mk, 0 ⩽ k ⩽ 4, ou` Mk est l’espace de modules
des me´triques de type k,
— pour tout k, 0 ⩽ k ⩽ 4, Mk admet une structure hyperbolique non comple`te : Mk
est home´omorphe a` un orbifold hyperbolique arithme´tique non compact de volume
fini H5/Γk, prive´ d’hypersurfaces correspondant aux me´triques de´ge´ne´re´es.
Les re´seaux Γk sont commensurables a` des groupes d’isome´tries entie`res O(qk,Z), ou` qk
est la forme quadratique donne´e par la matrice 6 × 6
Qk = diag ⎛⎜⎜⎝( 0 −1−1 0 ) ,1, . . . ,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
4−k
,2, . . . ,2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k
⎞⎟⎟⎠
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avec k “2” sur la diagonale. Les O(qk,Z) sont des groupes de Coxeter dont les diagrammes
sont donne´s Figures 2.57 et 2.58. Les indices de commensurabilite´ entre les Γk et O(qk,Z)
sont donne´s Table 2.1.
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2.5 Le cas des me´triques plates a` 8 singularite´s : recollement
L’espace de modules M des me´triques syme´triques a` 8 singularite´s d’angles e´gaux est
forme´ de 5 composantes Mk non comple`tes, et dont les comple´tions me´triques sont des or-
bifolds hyperboliques arithme´tiques. Les points ajoute´s lors de la comple´tion repre´sentent
des me´triques pour lesquelles deux singularite´s (e´ventuellement plus) co¨ıncident : ce sont
des me´triques syme´triques a` sept singularite´s, six d’angles 3pi/2 et une d’angle pi. Une
telle me´trique peut provenir de deux types diffe´rents, suivant que les deux singularite´s qui
co¨ıncident sont e´quatoriales (me´trique de type k) ou conjugue´es (me´trique de type k + 1).
Il existe donc des identifications naturelles entre les miroirs de re´flexion des diffe´rentes
composantes.
Dans le cas des me´triques a` 6 singularite´s, le recollement des composantes arithme´tiques
donnait a` nouveau un orbifold, non arithme´tique, voir section 2.3.3. Ce re´sultat ne se
ge´ne´ralise pas au cas de 8 singularite´s. Le recollement naturel des composantes Mk donne
un espace obtenu comme quotient d’une union de polye`dres de H5 par des identifications
de faces, mais le the´ore`me de Poincare´ ne peut pas s’appliquer au recollement des com-
posantes : certains cycles d’areˆtes, correspondant a` des me´triques dont trois singularite´s
co¨ıncident, ont un angle de cycle de 3pi/4.
On montre dans cette partie que le groupe engendre´ par les identifications de faces
n’est pas discret. On construit pour cela un programme qui de´termine nume´riquement
un domaine de Dirichlet pour un groupe d’isome´tries de H5 donne´ par ses ge´ne´rateurs.
Lorsque le groupe n’est pas discret, le comportement du programme permet d’obtenir des
e´le´ments “candidats” pour eˆtre elliptique d’ordre infini, et prouver la non discre´tude.
2.5.1 Mise en place du recollement
Les miroirs de re´flexion des orbifolds Mk sont deux a` deux isome´triques (quitte a`
parfois couper artificiellement un miroir en deux, comme on l’a fait pour les faces copla-
naires des polye`dres Pk), et pour chaque paire de miroirs isome´triques on peut de´terminer
l’isome´trie naturelle de recollement. La construction est similaire a` celle de la section 2.3.3.
L’e´tude des me´triques permet de de´terminer, pour chaque face F kj exclue de Pk, sur
quelle face F k+1j′ de Pk+1 elle se recolle. L’isome´trie de recollement est obtenue comme la
composition de trois applications :
— un changement de parame´trage pour que l’image des me´triques de´ge´ne´re´es repre´sente´es
par F kj ve´rifie les ine´galite´s de´finissant Pk+1,
— une re´flexion par rapport a` l’hyperplan portant la face d’arrive´e, pour que l’image
de Pk soit a` l’exte´rieur de Pk+1,
— une dilatation dans l’axe de la polaire pour que l’application obtenue soit une
isome´trie entre les deux espaces (R6, qk) et (R6, qk+1).
Les polye`dres repre´sentant diffe´rentes familles de me´triques de meˆme type, P2,i, P2,ii etP2,iii, ou P3,i et P3,ii, sont vus comme des polye`dres distincts. Lors des calculs, il est en
effet plus facile de ge´rer des polye`dres convexes (donc entie`rement de´crits par la liste de
leurs polaires) que des polye`dres recolle´s non convexes.
Certains polye`dres Pk admettent plusieurs faces exclues, recolle´es sur diffe´rents polye`dres,
les notations sont donc plus lourdes que dans le cas des me´triques a` 6 singularite´s. Il faut
garder trace du polye`dre et de la face de de´part, et du polye`dre et de la face d’arrive´e.
L’isome´trie identifiant la face F kj de Pk a` la face F k′j′ de Pk′ est note´e rk,j∣k′,j′ . Il est clair
par construction que rk′,j′∣k,j est l’inverse de rk,j∣k′,j′ .
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On fait l’exemple des faces F 14 et F
1
5 du polye`dre P1, correspondant aux me´triques de
type 1 (voir section 2.4.1.3 pour la de´finition de P1). Le reste des isome´tries de recollement
est donne´ en annexe, Table A.9. Les faces F 14 et F
1
5 repre´sentent des me´triques de type 1
telles que deux singularite´s e´quatoriales co¨ıncident. Elles seront donc recolle´es a` une face
d’un polye`dre repre´sentant des me´triques de type 2 telles que deux singularite´s conjugue´es
co¨ıncident. La Figure 2.60 montre les me´triques correspondantes, et leur parame´trage en
tant que me´triques de type 1 ou de type 2.
F 1
4
= {x2 + x3 = b}
F 1
5
= {x3 + x4 = a}
Type 1
Type 1
Type 2(iii)
Type 2(iii)
x1
x2 x3
x4
x1
x2 x3
x4
x1
x2
x3
x4
x1
x2
x3
x4
b
b
b
b
b
b
b
b
b
b b
b
b
b
b
b
b
b
b
b
b
b
b
b
Figure 2.60 – Deux singularite´s e´quatoriales co¨ıncident dans une me´trique de type 1
(faces F 14 et F
1
5 ), et se se´parent en deux singularite´s conjugue´es. Les me´triques obtenues
sont de type 2(iii), et les me´triques de´ge´ne´re´es correspondent a` la face F 2,iii1 = {x1 = 0}.
La face F 14 est porte´e par l’hyperplan {x2 + x3 = b}. Soit (a, b, x1, . . . , x4) un point de
cette face. On note (a, b, x1, . . . , x4) le parame´trage du polygone correspondant lorsqu’il
est vu comme polygone de type 2. D’apre`s la Figure 2.60 , c’est un polygone (de´ge´ne´re´) de
type 2(iii). La ge´ode´sique la plus courte entre les deux ge´ode´siques de de´coupe est celle
entre les singularite´s qui co¨ıncident, puisqu’elle est de longueur 0. D’apre`s la construction
du polye`dre P2,iii (voir section 2.4.1.4), les deux singularite´s qui co¨ıncident correspondent
donc au parame`tre x1, et l’autre singularite´ non e´quatoriale est entre les triangles de coˆte´
x2 et x3. Le rectangle de parame´trage est indique´ en pointille´s Figure 2.60. Toutes les
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longueurs sont connues, et on obtient
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
a + b − x2 − x4
0
a − x1 − x2
b − x1 − x4
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Apre`s composition avec la re´flexion par rapport a` la face d’arrive´e F 2,iii1 = {x1 = 0}, et avec
une dilatation de rapport 1/√2 suivant la polaire pour obtenir une isome´trie, on trouve
finalement
r1,4∣2iii,1 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
a + b − x2 − x4− 1√
2
(b − x2 − x3)
a − x1 − x2
b − x1 − x4
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Le parame´trage d’un polygone de type 1 ve´rifie cependant une relation supple´mentaire,
x2 ⩽ x4. Pour la me´trique de type 2(iii) obtenue, ceci se traduit par l’ine´galite´ a−x1−x2 ⩽
a−x3−x4, soit x3+x4 ⩽ x1+x2. Cette ine´galite´ n’est pas induite par les ine´galite´s de´finissantP2,iii : seule une partie de la face F 2,iii1 est atteinte par l’isome´trie de recollement.
L’autre partie de la face est atteinte lors du recollement de P1 a` P2,iii via la face F 15 .
Effectuons le meˆme raisonnement que pre´ce´demment : soit (a, b, x1, . . . , x4) un point de
F 15 . D’apre`s la Figure 2.60, le polygone correspondant peut eˆtre vu comme un polygone de
type 2(iii), de parame`tres (a, b, x1, . . . , x4). Les singularite´s qui co¨ıncident correspondent
au parame`tres x1, et l’autre singularite´ non e´quatoriale est entre les triangles de parame`tre
x2 et x3. Le nouveau parame´trage est donc donne´ par⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + b − x1 − x3
0
b − x1 − x4
a − x1 − x2
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
L’isome´trie de recollement correspondante est alors
r1,5∣2iii,1 ∶
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + b − x1 − x3− 1√
2
(a − x3 − x4)
b − x1 − x4
a − x1 − x2
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
L’ine´galite´ x2 ⩽ x4 ve´rifie´e par les parame`tres de de´part se traduit alors par a − x3 − x4 ⩽
a − x1 − x2, soit x1 + x2 ⩽ x3 + x4. Le reste de la face F 2,iii1 est donc atteint.
La face F 2,iii1 doit donc eˆtre artificiellement se´pare´e en deux faces distinctes et copla-
naires :
F 2,iii1,1 = { x1 = 0x3 + x4 ⩽ x1 + x2 } ∩P2,iii et F 2,iii1,2 = { x1 = 0x1 + x2 ⩽ x3 + x4 } ∩P2,iii
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F 14 est alors isome´trique a` F
2,iii
1,1 , F
1
5 est isome´trique a` F
2,iii
1,2 , et les isome´tries de recolle-
ment construites pre´ce´demment sont note´es r1,4∣2iii,11 et r1,4∣2iii,12 pour tenir compte de la
se´paration des demi-faces.
Pour chaque face de recollement, la forme des polygones de´ge´ne´re´s correspondant per-
met de de´terminer a` quelle autre face (ou demi-face) elle est isome´trique. Les changements
de parame´trage (compose´s avec re´flexion et dilatation) donnent alors l’isome´trie de recol-
lement. La Figure 2.61 montre le sche´ma global de recollement des diffe´rents polye`dres
(seuls les recollements suivant des me´triques de´ge´ne´re´es sont indique´s, pas ceux entre les
diffe´rents polye`dres d’un meˆme type). Les isome´tries explicites sont donne´es en annexe,
Table A.9.
P0
P1
F 0
1
F 1
1
P2,iii P2,ii
P2,i
P3,ii P3,i
P4
F 1
2
F 1
3
F 1
4
F 1
5
F
2,iii
1,1F
2,iii
1,2
F
2,iii
2,2
F
2,iii
2,1
F
2,iii
3,2F
2,iii
3,1
F
2,ii
1
F
2,ii
2
F
2,i
1
F
2,i
2
F
2,i
3
F
2,i
4,2
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2,i
4,1
F 4
1
F
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1
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3,i
3
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3,i
2,1
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2,2
F
3,ii
3,2
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Figure 2.61 – Recollement des composantes de l’espace de modules des me´triques a` 8
singularite´s. Les faces de recollement sont indique´es.
L’espace de modules des me´triques syme´triques a` 8 singularite´s d’angles e´gaux, e´ventuellement
de´ge´ne´re´es, est donc donne´ par le quotient de l’union disjointe de tous ces polye`dres par
les isome´tries de recollement.
2.5.2 Obstruction au the´ore`me de Poincare´
La construction des isome´tries de recollement au paragraphe pre´ce´dent permet de
munir l’ensemble des polye`dres {P0, . . . ,P4} d’identifications de faces, au sens du the´ore`me
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de Poincare´. On peut alors chercher si les hypothe`ses du the´ore`me sont ve´rifie´es pour ces
identifications de faces.
Les cycles d’areˆtes ont de´ja` e´te´ vus en partie lors de l’e´tude des composantes de l’espace
de modules M. Les seuls cycles a` calculer ici sont ceux dont les areˆtes correspondant a`
des me´triques de´ge´ne´re´es. Le calcul est fastidieux, mais s’effectue de la meˆme fac¸on que
pre´ce´demment. Ces ve´rifications montrent que les hypothe`ses du the´ore`me de Poincare´ ne
sont pas ve´rifie´es pour ces identifications de faces :
Proposition 2.5.1. Les cycles des areˆtes correspondant a` des me´triques pour lesquelles
trois singularite´s co¨ıncident (de´ge´ne´rescences triples) forment un angle de 3pi/4. Tous les
autres cycles d’areˆtes ve´rifient la condition que l’angle de cycle est de la forme 2pi/m pour
un entier m ⩾ 1.
Il y a six cycles d’areˆtes qui ne ve´rifient pas la condition du the´ore`me de Poincare´,
correspondant aux six fac¸ons pour une me´trique d’admettre une de´ge´ne´rescence triple
(cf. Figure 2.63). Ces de´ge´ne´rescences se situent toujours entre deux types k et k + 1,
avec 0 ⩽ k ⩽ 2 : la singularite´ triple peut donner soit trois singularite´s e´quatoriales (on
obtient alors une me´trique de type k), soit deux singularite´s conjugue´es et une singularite´
e´quatoriale (d’ou` une me´trique de type k + 1), comme indique´ Figure 2.62.
b
b bb
b
b
b
b
b
b
type k
type k + 1
singularite´ triple
ou
Figure 2.62 – Trois fac¸ons de sortir d’une de´ge´ne´rescence triple.
Les six polygones correspondant a` ces de´ge´ne´rescences triples sont de´crits Figure 2.63.
Conside´rons par exemple l’areˆte F 12 ∩F 14 du polye`dre P1, porte´ par le sous-espace de´fini
par {x2 = 0, x2 + x3 = b}. Le cycle d’areˆte obtenu est le suivant :
F 12 ∩ F 14 Ð→r1,4∣2iii,11 F 2,iii1,1 ∩ F 2,iii5 Ð→τ2,iii5 F 2,i8 ∩ F 2,i1 Ð→r2i,1∣1,2 F 12 ∩ F 14
Les angles die`dres pour chacune de ces areˆtes sont de pi/4, donc l’angle total du cycle
est bien 3pi/4. La transformation de cycle associe´e est r2i,1∣1,2 ⋅ τ2,iii5 ⋅ r1,4∣2iii,11 : c’est une
rotation d’angle 3pi/4 autour de l’areˆte F 12 ∩ F 14 . On remarque que les areˆtes qui appa-
raissent dans le cycle repre´sentent exactement les trois fac¸ons dont on peut sortir de la
de´ge´ne´rescence triple, de´crites Figure 2.64.
Le the´ore`me de Poincare´ ne s’applique donc pas a` la famille de polye`dres {P0 . . . ,P4}
munie des identifications de faces de´finies dans les sections pre´ce´dentes. On ne peut pas
de´finir, via ce parame´trage, une structure orbifold sur l’espace de modules total. On montre
dans la suite que le groupe engendre´ par les identifications de faces (au sens de la sec-
tion 2.2.2.2, puisqu’il y a plusieurs polye`dres) n’est en re´alite´ pas discret.
2.5.3 Le groupe associe´ au recollement
A un polye`dre muni d’identifications de faces, on peut associer naturellement le groupe
engendre´ par ces identifications. Dans le cas de plusieurs polye`dres, quelques modifications
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Type 0/1 Type 1/2 Type 2/3
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b
b
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b
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b
Figure 2.63 – Six familles de me´triques admettant des de´ge´ne´rescences triples.
singularite´ triple
type 1
ou
type 2(i) type 2(iii)
b
b
b
b
b
bb
b
b
b
b
b
b
b b
b
b
b
b
b
bb
b
Figure 2.64 – La singularite´ triple est a` l’interface entre les types 1 et 2. Il y a trois fac¸ons
de sortir de la singularite´ : une vers le type 1, deux vers le type 2.
sur les ge´ne´rateurs sont ne´cessaires pour que l’ope´ration fasse sens (les isome´tries vivent
a priori dans des espaces diffe´rents), voir section 2.2.2.2. Dans le graphe dont les sommets
sont les polye`dres, et les areˆtes repre´sentent les identifications de faces entre ces polye`dres,
on choisit un arbre maximal, et un polye`dre de base. Ceci revient a` choisir une fac¸on de
recoller ensemble une copie de chaque polye`dre a` partir du polye`dre de base, de manie`re
a` obtenir un nouveau polye`dre de H5 (e´ventuellement non plonge´). Ce polye`dre est muni
d’identifications de faces, obtenus a` partir des identifications de faces initiales en compo-
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sant de fac¸on logique avec les isome´tries de recollement. Un choix diffe´rent d’arbre ou de
polye`dre de base donne un groupe conjugue´.
Dans notre contexte, la forme quadratique q0 est la plus simple, donc on choisit de
recoller tous les polye`dres a` partir de P0, dans l’espace hyperbolique obtenu via (R6, q0).
L’arbre utilise´ pour le recollement est indique´ Figure 2.65.
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F 1
1
F 1
3
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P2,ii
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P4
P3,ii
P2,iiiP2,i
Figure 2.65 – Arbre utilise´ pour construire le groupe Γt engendre´ par les identifications
de faces.
Les nouvelles identifications de faces sont obtenues de la fac¸on suivante :
— les isome´tries de recollement sont remplace´es par l’identite´,
— si τ est une identification de faces entre deux polye`dres Pk et Pk′ , on la compose a`
gauche par les isome´tries de recollement entre P0 et Pk, et a` droite par les isome´tries
de recollement entre Pk′ et P0. L’application obtenue est alors bien une isome´trie
de (R6, q0).
Le recollement se faisant suivant un arbre, le ”chemin de recollement” entre deux polye`dres
est unique. Prenons par exemple le cas de l’identification de faces r1,4∣2iii,11 e´tudie´e pre´ce´demment.
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Elle part du polye`dre P1, donc on la pre´-compose par l’application de recollement entreP0 et P1, qui est r0,1∣1,1 d’apre`s la Figure 2.65. La face d’arrive´e de r1,4∣2iii,11 est sur P2,iii,
donc on la compose a` gauche par les isome´tries de recollement r1,1∣0,1 ⋅ r2ii,1∣1,3 ⋅ r2iii,6∣2ii,9.
Soit donc Γt le groupe engendre´ par les identifications de faces modifie´es. Vu sous forme
matricielle, c’est un sous-groupe de O(q0,R), a` coefficients dans le corps Q(√2). Le reste
de ce chapitre a pour but de montrer que Γt n’est pas discret.
Pour ce faire, on e´crit un programme qui tente de construire, pour un groupe d’isome´tries
de H5 donne´ par ses ge´ne´rateurs, un domaine fondamental nume´rique. Lorsque le groupe
donne´ est discret, le programme doit converger vers un domaine fondamental conjecturel.
En revanche, si le groupe n’est pas discret, le comportement du programme devrait l’indi-
quer (via par exemple un polye`dre de plus en plus petit a` chaque e´tape, jusqu’a` atteindre
l’e´chelle des erreurs de calcul), et si possible pointer vers des e´le´ments d’ordre infini dans
le groupe. Dans la suite, on de´crit le programme correspondant, base´ sur la “proce´dure de
Riley” [Ril83], voir section 2.5.4.1.
Apre`s application du programme au groupe Γt construit pre´ce´demment, on a pu trouver
des e´le´ment elliptiques d’ordre infini dans le groupe, montrant ainsi que Γt n’est pas discret.
2.5.4 Preuve de la non-discre´tude de Γt
Etant donne´ Γ un groupe d’isome´tries de Hn de´fini par un syste`me ge´ne´rateur, la
proce´dure de Riley [Ril83] construit pas a` pas d’un domaine de Dirichlet partiel pour Γ.
Si le groupe est discret, elle permet d’obtenir un domaine fondamental approche´ pour Γ.
Cette proce´dure a e´te´ imple´mente´e dans plusieurs contextes. Le programme SnapPy, par
exemple, contient une version de la proce´dure pour l’espace hyperbolique re´el de dimension
3 (voir la page http://www.math.uic.edu/t3m/hg/SnapPeaKernel/code/Dirichlet_
construction.c pour une documentation de´taille´e). Une version dans le plan hyperbo-
lique complexe a e´te´ de´veloppe´e par Deraux [Der05]. Pour les besoins de cette the`se, on
e´crit un programme en Python base´ sur la proce´dure de Riley dans l’espace hyperbolique
re´el de dimension 5.
2.5.4.1 Principe de la proce´dure de Riley
Rappelons d’abord la de´finition et les notations d’un domaine de Dirichlet (de´fi-
nition 1.2.13). Soit Γ un groupe discret (non trivial) d’isome´tries de Hn, n ⩾ 2, et soit
p un point tel que le stabilisateur de p dans Γ est trivial. Pour chaque e´le´ment γ ∈ Γ non
trivial, on de´finit
H−γ (p) = {x ∈ Hn ∣ d(x, p) ⩽ d(x, γ(p))}
C’est un demi-espace contenant p, et de´limite´ par l’hyperplan me´diateur entre p et son
image γ(p) (note´ Hγ(p)). Le domaine de Dirichlet pour Γ de centre p est alors de´fini par
D(p) = ⋂
γ∈Γ∖{id}H−γ (p)
D(p) est un domaine fondamental pour Γ. Il est muni d’identifications de faces au sens du
the´ore`me de Poincare´. Si l’hyperplan Hγ(p) porte une face du polye`dre D(p), alors Hγ−1
porte aussi une face de D(p), et γ−1 est une identification entre les deux ([Rat06] p.250).
Dans la suite, Γ est un sous-groupe de Isom(Hn) donne´ par un syste`me ge´ne´rateur
explicite, i.e. une liste de matrices de O+(n,1). On cherche a` de´terminer si Γ est discret.
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Soit p un point fixe´ de Hn. La proce´dure de Riley construit pas a` pas le domaine de
Dirichlet pour Γ (s’il existe) centre´ en p, en partant d’un domaine de Dirichlet partiel
(intersection des H−γ (p) seulement pour γ dans un syste`me ge´ne´rateur syme´trique), puis
en rajoutant au fur et a` mesure des faces Hγ(p), pour des γ bien choisis.
Le principe de base du programme repose sur la recherche d’identifications de faces :
si le groupe est discret, le domaine final obtenu doit eˆtre un domaine fondamental, muni
d’identifications de faces. Le polye`dre de Dirichlet partiel construit au de´part n’a a priori
aucune raison d’eˆtre muni d’identifications de faces. Le roˆle de chaque e´tape du pro-
gramme est alors d’augmenter le nombre de faces munies d’identifications en modifiant leur
ge´ome´trie (pour les rendre isome´triques par paires) via l’ajout de faces supple´mentaires.
Pour toute la suite du paragraphe, le point p est suppose´ fixe´, et on n’e´crit plus la
de´pendance en p des hyperplans Hγ et des demi-espaces H
−
γ .
Notations Soit S un syste`me ge´ne´rateur de Γ, syme´trique (c’est-a`-dire tel que S−1 = S).
Le polye`dre de Dirichlet partiel associe´ a` S et de centre p, note´ DS , est de´fini par :
DS = ⋂
γ∈SH−γ
Pour γ ∈ S, si Hγ ∩DS est de codimension 1, on note Fγ la face de DS porte´e par l’hyper-
plan Hγ . Si Fγ et Fδ sont des faces de DS qui s’intersectent, on note aγ,δ = Fγ ∩Fδ l’areˆte
correspondante (en ge´ne´ral de codimension 2).
Le but est d’essayer de munir le polye`dre DS d’identifications de faces. Or pour chaque
γ ∈ S,
γ−1(Hγ) =Hγ−1 et γ−1(H−γ ) ∩H−γ−1 =Hγ−1
γ−1 est donc un candidat naturel pour eˆtre une identification de faces entre Fγ et Fγ−1.
Conside´rons alors deux faces Fγ et Fδ de DS telles que l’areˆte aγ,δ est de codimension
2. Si γ−1 est effectivement une identification de faces pour DS , alors l’image de aγ,δ par
γ−1 est encore une areˆte de DS . Ceci donne un test simple pour savoir si γ−1 peut eˆtre
une identification de faces pour DS . C’est ce test qui sera utilise´ dans le programme : on
ne ve´rifiera pas que les faces de codimension 1 sont isome´triques, mais seulement que les
areˆtes de codimension 2 sont envoye´es sur des areˆtes. C’est une condition ne´cessaire pour
obtenir un syste`me d’identifications de faces (elle n’est en revanche pas suffisante). Suivant
les re´sultats du programme, on peut ensuite affiner les ve´rifications.
De´finition 2.5.2. Une areˆte de codimension 2 aγ,δ de DS admet des identifications si
γ−1(aγ,δ) et δ−1(aγ,δ) sont des areˆtes de DS .
Me´thode Soit aγ,δ une areˆte qui n’admet pas d’identifications. Supposons par exemple
que l’image de aγ,δ par γ
−1 n’est pas une areˆte de DS . Pour y reme´dier, il faudrait ajouter
une face au polye`dre DS qui intersecte la face Hγ−1 selon le sous-espace qui porte l’image
de aγ,δ, comme indique´ Figure 2.66. Une nouvelle areˆte serait ainsi cre´e´e, porte´e par le
meˆme sous-espace que γ−1(aγ,δ) et donc potentiellement e´gale a` γ−1(aγ,δ).
Hγ−1δ est un candidat naturel pour cette nouvelle face, puisqu’elle ve´rifie γ−1(Hγ∩Hδ) =
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Hγ−1 ∩Hγ−1δ. En effet,
x ∈Hγ ∩Hδ⇔ d(x, p) = d(x, γ(p)) = d(x, γ(p)) = d(x, δ(p))⇔ d(γ−1(x), γ−1(p)) = d(γ−1(x), p)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
γ−1(x)∈Hγ−1
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Figure 2.66 – Si γ−1(aγ,δ) n’est pas de´ja` une areˆte de DS , ajouter l’hyperplan Hγ−1δ per-
met de cre´er une nouvelle areˆte, porte´e par le meˆme sous-espace que γ−1(aγ,δ) (condition
ne´cessaire pour qu’elles soient e´gales).
Ainsi, si une areˆte aγ,δ n’admet pas d’identifications, il est naturel de rajouter les faces
correspondants a` γ−1δ et δ−1γ, dans l’espoir de cre´er des identifications. (On ajoute bien
les deux isome´tries, qui sont inverses l’une de l’autre, pour garder la proprie´te´ de syme´trie
du syste`me ge´ne´rateur S.)
2.5.4.2 Imple´mentation de la proce´dure
On imple´mente la proce´dure de Riley dans un programme e´crit dans le langage Python,
pour des isome´tries de l’espace hyperbolique re´el Isom(H5). La forme quadratique sur R6
conside´re´e est la forme lorentzienne standard.
Le programme est base´ sur la recherche d’identifications de faces : a` chaque e´tape, on
de´termine toutes les areˆtes aγ,δ de codimension 2 qui n’admettent pas d’identifications,
on ajoute au syste`me ge´ne´rateur S les isome´tries γ−1δ et δ−1γ correspondantes, et on
recommence le processus.
Ceci ne´cessite de connaˆıtre la combinatoire du polye`dre de Dirichlet partielDS construit
a` chaque e´tape. On utilise pour cela les sommets du polye`dre : une fois que les sommets
finis et infinis du polye`dre sont connus, toute facette (de toute codimension) est de´crite par
les sommets qu’elle contient. En particulier, on peut de´terminer les faces qui bordent effec-
tivement le polye`dre, les areˆtes de codimension 2 et leurs images par les e´le´ments de S, etc.
Organisation du programme Le programme ne´cessite la donne´e d’une liste S0 de
matrices de O+(5,1), invariante par l’inverse (S0−1 = S0), d’un centre p ∈ Hn, et d’une
erreur ε (tous les calculs sont effectue´s nume´riquement). On suppose de plus que le do-
maine de Dirichlet partiel DS0 centre´ en p est de volume fini (condition ne´cessaire pour le
programme tourne correctement).
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La me´thode re´cursive de´crite au paragraphe pre´ce´dent est alors mise en oeuvre. Chaque
ite´ration du programme se de´compose en quatre grandes e´tapes :
— donne´e a` l’ite´ration j : liste de matrices Sj (le centre et l’erreur restent les meˆmes
a` chaque ite´ration)
— e´tape 1 : recherche des sommets du polye`dre DSj ,
— e´tape 2 : description des facettes Hγ ∩DSj , γ ∈ Sj , par les sommets qu’elles portent,
et suppression des γ telles que la facette Hγ ∩DSj n’est pas de codimension 1,
— e´tape 3 : e´nume´ration et description des areˆtes de codimension 2 en termes des
sommets de DSj ,
— e´tape 4 : pour chaque areˆte aγ,δ de codimension 2, ve´rification de l’existence d’iden-
tifications de faces. Si aγδ n’admet pas d’identifications de faces, ajout des isome´tries
γ−1δ et δ−1γ a` la liste de matrices. Une fois toutes les areˆtes passe´es en revue, on
obtient une nouvelle liste de matrices Sj+1.
— retour a` l’e´tape 1 avec la liste Sj+1.
Si le groupe Γ est discret, et si le centre p est choisi judicieusement vis-a`-vis des
ge´ne´rateurs, le programme devrait se rapprocher d’un domaine fondamental pour Γ en
un nombre raisonnable d’ite´rations. Le nombre d’areˆtes avec des identifications de faces
devrait eˆtre relativement important, et le volume du polye`dre eˆtre plutoˆt stable.
Si le groupe Γ n’est pas discret, on s’attend plutoˆt a` voir le volume du polye`dre diminuer
rapidement a` chaque e´tape, et le nombre d’areˆtes avec des identifications de faces devrait
rester tre`s faible. La proce´dure devrait s’arreˆter du fait des erreurs nume´riques, lorsque la
“taille“ du polye`dre (par exemple le diame`tre des faces) s’approche de l’erreur nume´rique
autorise´e.
Application du programme au groupe Γt Le groupe a` e´tudier est le groupe Γt de´fini
section 2.5.3 : il est engendre´ par les isome´tries de recollement entre les polye`dres de types
diffe´rents (voir section 2.5.1) et les identifications de faces entre polye`dres de meˆme type,
modifie´es en accord avec l’arbre donne´ Figure 2.65. Ceci donne un syste`me ge´ne´rateur
syme´trique de 42 isome´tries.
Γt ve´rifie les hypothe`ses du the´ore`me de Poincare´ excepte´ pour six cycles d’areˆtes.
Si Γt n’est pas discret, l’obstruction a` la discre´tude doit provenir de ces cycles d’areˆtes
proble´matiques. Les transformations de cycles associe´es sont des rotations d’angles 3pi/4 :
lorsqu’on applique les puissances d’une telle rotation au polye`dre recolle´, les premiers
chevauchements ont lieu avec la puissance troisie`me, qui est une rotation d’angle 2pi+pi/4.
Il paraˆıt donc naturel d’ajouter a` la liste initiale de ge´ne´rateurs les transformations de
cycles proble´matiques, leurs puissances troisie`mes, et les inverses de ces e´le´ments. Ceci
devrait permettre de re´duire rapidement la taille du polye`dre de Dirichlet partiel au cours
de l’algorithme.
On obtient finalement un syste`me ge´ne´rateur pour Γt de 64 isome´tries, a` coefficients
dans Q(√2).
On applique alors le programme a` cette liste d’isome´tries. Six ite´rations (comme
de´crites au paragraphe pre´ce´dent) peuvent eˆtre effectue´es avant que des aberrations nu-
me´riques n’apparaissent. On fait les observations suivantes sur les polye`dres de Dirichlet
partiels construits au cours de ces ite´rations :
— le volume approche´ des polye`dres de´croit tre`s rapidement, environ d’une puissance
de 10 a` chaque e´tape. Apre`s la sixie`me ite´ration, le diame`tre des faces du polye`dre
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devient comparable a` l’erreur nume´rique, on arreˆte donc le programme.
— malgre´ l’ajouts des faces ad hoc a` chaque ite´ration, le nombre d’areˆtes du polye`dre
admettant des identifications reste extreˆmement faible : dans les dernie`res ite´rations,
sur plusieurs milliers d’areˆtes, au plus trois admettent des identifications .
Ces observations semblent indiquer que Γt n’est pas discret. C’est ce que l’on s’attache a`
prouver dans la suite.
2.5.4.3 Existence d’un elliptique d’ordre infini
Pour montrer que Γt n’est pas discret, on exhibe un e´le´ment elliptique d’ordre infini
appartenant a` Γt. Le comportement des domaines de Dirichlet partiels construits par le
programme peut indiquer quel e´le´ment de Γ conside´rer. A chaque ite´ration, on de´termine
l’e´le´ment γ ∈ Sj qui re´alise le minimum des distances d(p, γ(p)), ou` p est le centre du
domaine : Hγ porte donc la face la plus proche du centre. Il est plausible qu’a` partir d’un
certain nombre d’ite´rations, lorsque cette distance diminue, γ soit un e´le´ment d’ordre
infini.
Apre`s la sixie`me ite´ration, l’e´le´ment γ obtenu est un mot de longueur 42 en les
ge´ne´rateurs initiaux. Il est inte´ressant de remarquer que tous les ge´ne´rateurs qui appa-
raissent dans le mot, a` l’exception de quatre d’entre eux, sont des puissances troisie`mes
des transformations de cycles d’angle 3pi/4.
Apre`s simplification du produit (par le logiciel de calcul formel Maple, ou la bi-
bliothe`que Python Sympy, par exemple), on obtient la matrice suivante :
γ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−29670353524 −12870170002 −13137370362 1869073322 18360884559 14194456154
2729349623 1183915575 1208495099 −171934405 −1689001559 −1305735489−3645285675 −1581223031 −1614051143 229633469 2255809637 1743924205
10024469104 4348334490 4438611195 −631487850 −6203435352 −4795759749
13844170015 6005213975 6129889511 −872108545 −8567178252 −6623125137−23821028464 −10332896293 −10547419770 1500597179 14741150736 11396107694
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+√2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
20980108180
18201168969
2
18579047345
2
−2643268841
2
−12983105980 −20073992405
2−1929941628 −1674309463
2
−854535081 243151967
2
1194304456 923294419
2577606218 1118093527
2282613013
2
−162375383 −1595098292 −2466281261
2−7088370081 −6149473609
2
−3138572075 893058683
2
4386491204 3391114239
−9789306498 − 8492655049
2
−8668972883
2
1233347733
2
6057909838
9366513395
2
16844010763 7306461039
14916304089
2
−1061082441 −10423567648 −16116530059
2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Les valeurs propres de γ sont calculables de manie`re exacte (toujours par Maple, puis
Sympy pour ve´rifier les re´sultats obtenus). γ admet deux valeurs propres re´elles, et deux
paires de valeurs propres complexes conjugue´es de module 1, donne´es par la liste suivante :
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1−1
a + 1/4 c + 1/4 i√b + (55806095000 − 39460868210√2) c
a + 1/4 c − 1/4 i√b + (55806095000 − 39460868210√2) c
a − 1/4 c + 1/4 i√b − (55806095000 − 39460868210√2) c
a − 1/4 c − 1/4 i√b − (55806095000 − 39460868210√2) c
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ou`
a = −6975761875 + 19730434105
4
√
2
b = −3114320239448811896152 + 2202156960100767325028√2
c = √1557160119718061344118 − 1101078480045897350028√2
Les vecteurs propres sont aussi calculables. En particulier, on ve´rifie que le vecteur
propre associe´ a` la valeur propre 1 est de norme strictement ne´gative. L’isome´trie hyper-
bolique correspondante admet donc un point fixe dans H5 : c’est un e´le´ment elliptique.
Il existe deux sous-espaces de dimension 2 sur lesquels cet e´le´ment agit comme une rota-
tion d’angle θ1 (respectivement θ2). Les deux paires de valeurs propres conjugue´es corres-
pondent a` e±iθ1 et e±iθ2 .
γ est donc d’ordre infini si et seulement si au moins un des angles θi est un mul-
tiple irrationnel de pi. Un angle θ est un multiple rationnel de pi si et seulement si eiθ
est alge´brique et a pour polynoˆme minimal un cyclotomique, puisque c’est une racine de
l’unite´. Il suffit donc de montrer que le polynoˆme minimal d’une des valeurs propres n’est
pas un polynoˆme cyclotomique.
Toujours avec l’aide de Maple (ou Sympy), le polynoˆme minimal des valeurs propres
non entie`res est calculable. C’est le meˆme pour les quatre valeurs propres, il est donne´
par :
X8 + 55806095000X7 − 149893448080X6 + 240481199940X5 − 289460913971X4+ 240481199940X3 − 149893448080X2 + 55806095000X + 1
Un calcul approche´ de ses racines donne trois paires de racines complexes conjugue´es sur
le cercle unite´, et deux racines re´elles, de valeur environ −5,58061.1010 et −1,79192.10−11.
En particulier, ses racines ne sont pas toutes sur le cercle unite´, donc ce n’est pas un
polynoˆme cyclotomique. Donc θ1 et θ2 sont des multiples irrationnels de pi, et γ est donc
d’ordre infini. D’ou` le re´sultat :
The´ore`me 2.5.3. L’espace de modules des me´triques plates syme´triques a` 8 singularite´s
d’angles e´gaux, e´ventuellement de´ge´ne´re´es, est le quotient d’une union de polye`dres de H5
par des identifications de faces. Le groupe Γt engendre´ par ces identifications de faces n’est
pas discret.
Chapitre 3
Sous-groupe discret de PU(2, 1)
dont l’ensemble limite est
home´omorphe a` l’e´ponge de
Menger
Ce chapitre a pour objectif la construction d’un exemple explicite de sous-groupe
discret de PU(2,1) dont l’ensemble limite est home´omorphe a` l’e´ponge de Menger. On
adapte pour cela la construction de [Bou97b] au cas du plan hyperbolique complexe : on
construit une repre´sentation fide`le, discre`te et convexe cocompacte du groupe
Γ6,3 = ⟨r1, . . . , r6 ∣ ri3 = 1, [ ri, ri+1 ] = 1, i ∈ Z/6Z⟩
dans PU(2,1). L’image de cette repre´sentation a alors la proprie´te´ souhaite´e, et il existe
une famille continue de de´formations de ce groupe dont l’ensemble limite est home´omorphe
a` l’e´ponge de Menger.
3.1 Pre´liminaires
3.1.1 Ensembles limites
On note Hn l’espace hyperbolique re´el ou le plan hyperbolique complexe. Soit Γ un
sous-groupe discret de Isom(Hn), et soit x ∈ Hn. L’orbite Γ ⋅ x ne peut s’accumuler qu’au
bord de l’espace, et l’ensemble de ses points d’accumulation est donc Γ ⋅ x∞ ∩ ∂∞Hn, ou`
l’adhe´rence Γ ⋅ x∞ est prise pour la topologie sur Hn ∪ ∂∞Hn. Cet ensemble ne de´pend en
fait pas du point x ∈ Hn choisi, on a donc la de´finition suivante :
De´finition 3.1.1. L’ensemble limite ΛΓ d’un sous-groupe discret Γ de Isom(Hn) est
l’ensemble Γ ⋅ x∞ ∩ ∂∞Hn pour un certain x ∈ Hn. L’ensemble de discontinuite´ de Γ, note´
ΩΓ, est le comple´mentaire de l’ensemble limite : ΩΓ = ∂∞Hn ∖ΛΓ.
Si Γ est fini, par exemple, alors son ensemble limite est vide. Soit γ un e´le´ment parabo-
lique ou hyperbolique de Isom(Hn) : alors l’ensemble limite du groupe ⟨γ⟩ est exactement
l’ensemble des points fixes de γ, i.e. un ou deux points du bord ∂∞Hn. Inversement, si le
groupe Γ est un re´seau, c’est-a`-dire si le quotient Hn/Γ est de volume fini, alors ΛΓ est
tout le bord ∂∞Hn.
Le cardinal de l’ensemble limite est sujet a` la dichotomie suivante :
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Proposition 3.1.2. ΛΓ est soit de cardinal infe´rieur ou e´gal a` 2, soit de cardinal infini,
auquel cas ΛΓ est parfait : tous ses points sont des points d’accumulation. Lorsque ΛΓ est
de cardinal fini, Γ est dit e´le´mentaire.
ΛΓ est un ferme´ de ∂∞Hn, donc il est compact. Lorsque Γ est non-e´le´mentaire, ΛΓ
est le plus petit ferme´ de ∂∞Hn invariant par Γ (cf. par exemple [Rat06]). Lorsque ΛΓ
n’est pas home´omorphe a` une sphe`re, il peut avoir une structure fractale. On verra de tels
exemples d’ensembles limites dans la suite.
Un sous-groupe discret Γ de Isom(Hn) agit proprement discontinument sur Hn, mais
l’action de Γ sur le bord ∂∞Hn est en ge´ne´ral plus complique´e. On peut montrer (voir
[Bow95] Lemme 3.2.5) que Γ agit proprement discontinument sur Hn ∪ ΩΓ. Le quotient(Hn ∪ΩΓ)/Γ est donc bien de´fini, c’est un orbifold a` bord.
La question qui nous inte´resse dans la suite est de savoir quels espaces apparaissent
comme ensembles limites de sous-groupes discrets de Isom(Hn). Cette question est e´tudie´e
en de´tail dans l’article de M. Kapovich [Kap08]. On rappelle ici seulement certains faits
utiles pour la suite.
Lorsque la dimension topologique des ensembles limites est petite, une classification
partielle existe. On rappelle la de´finition de dimension topologique utilise´e ici, qui est la
dimension de recouvrement de Lebesgue :
De´finition 3.1.3. Soit un espace topologique X. X est de dimension au plus n si pour
tout recouvrement d’ouverts (Ui)i∈I , il existe un recouvrement d’ouverts (Vj)j∈J plus fin
(i.e. pour tout j ∈ J il existe i ∈ I tel que Vj ⊂ Ui) tel que tout point de X appartient a` au
plus n + 1 ouverts Vj . X est de dimension n s’il est de dimension au plus n, mais pas de
dimension au plus n − 1.
Un ensemble de dimension 0 est donc totalement discontinu : chaque point est une com-
posante connexe de l’ensemble. Soit Γ un sous-groupe discret de Isom(Hn) : si dim(ΛΓ) = 0,
alors ΛΓ est soit fini (et donc Γ est e´le´mentaire), soit home´omorphe a` l’ensemble de Can-
tor. Une classe d’exemples de groupes dont l’ensemble limite est un Cantor est donne´
par les groupes de Schottky (voir [Rat06] p.612, ou [Kap08] pour une ge´ne´ralisation aux
groupes de type Schottky et de nombreux re´sultats). Conside´rons un nombre pair de
demi-espaces ferme´s disjoints de HnR, note´s (B+j )1⩽j⩽2k. On note B−j l’adhe´rence dans Hn
du comple´mentaire de B+j . On suppose donne´es des isome´tries hyperboliques γ1, . . . , γk
telles que γj(B−2j−1) = B+2j . Alors le groupe Γ engendre´ par les γj est discret et un domaine
fondamental pour Γ est donne´ par D = ⋂2kj=1B−j . L’ensemble limite de Γ est donne´ par
l’ensemble des points de ∂∞HnR qui se trouvent dans une “suite infinie” de demi-espaces
a` partir de D. Il est compact, parfait et totalement discontinu, donc home´omorphe a`
l’ensemble de Cantor, voir Figure 3.1.
Lorsque l’ensemble limite est de dimension 1, il est de´ja` plus complique´ d’e´tablir une
classification des espaces qui apparaissent. On doit alors se restreindre a` une classe plus
petite de groupes, qui correspond a` une ge´ne´ralisation des re´seaux cocompacts : les groupes
convexes cocompacts. Ces groupes sont lie´s aux espaces Gromov-hyperboliques, dont on
rappelle la de´finition et quelques proprie´te´s.
3.1.2 Espaces Gromov-hyperboliques
Pour un aperc¸u des re´sultats de la the´orie des groupes hyperboliques et de leur bord,
on peut se re´fe´rer a` l’article de I. Kapovich et N. Benakli [KB02] et a` son impression-
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Figure 3.1 – De´but du pavage de H2R par un groupe de Schottky : l’ensemble limite est
un ensemble de Cantor.
nante bibliographie. Sauf mention contraire, les re´sultats pre´sente´s ici sont tire´s de [BH99]
et [GdlH90].
De´finition 3.1.4. Soit (X,d) un espace me´trique ge´ode´sique, et soit δ ⩾ 0. (X,d) est
dit δ-hyperbolique si pour tout triangle ge´ode´sique ∆ ⊂ X, chaque coˆte´ est inclus dans
le δ-voisinage de l’union des deux autres coˆte´s. (X,d) est dit hyperbolique (ou Gromov-
hyperbolique, pour distinguer de Hn) s’il est δ-hyperbolique pour un certain δ ⩾ 0.
Le plan hyperbolique re´el H2R est Gromov-hyperbolique, avec δ = ln(√2 + 1) (voir par
exemple [And99]). Plus ge´ne´ralement, les espaces CAT (−κ), κ > 0, forment aussi une
classe d’exemples d’espaces Gromov-hyperboliques. En particulier, on en de´duit que les
espaces hyperboliques standards HnK, ou` K peut eˆtre R, C, le corps des quaternions ou (si
n = 2) des octonions sont bien des espaces hyperboliques au sens de Gromov ([Hel78]). Les
arbres sont des espaces 0-hyperboliques.
Les espaces Gromov-hyperboliques admettent un bord a` l’infini, qui permet de com-
pactifier l’espace (X,d). Ce bord a` l’infini correspond en quelque sorte aux directions des
ge´ode´siques dans X. Soient γ1, γ2 ∶ [0,∞[→X deux rayons ge´ode´siques. γ1 et γ2 sont dits
e´quivalents s’il existe une constante K > 0 telle que pour tout t ⩾ 0, d(γ1(t), γ2(t)) <K : les
deux rayons restent a` distance borne´e l’un de l’autre. On note [γ] la classe d’e´quivalence
du rayon γ pour cette relation.
De´finition 3.1.5. Soit (X,d) un espace hyperbolique, et soit x ∈ X un point base de
X. Le bord a` l’infini de (X,d) par rapport a` x, note´ ∂xX, est l’ensemble des classes
d’e´quivalence de rayons ge´ode´siques partant de x :
∂xX = {[γ] ∣ γ ∶ [0,∞[→X rayon ge´ode´sique tel que γ(0) = x}
Le produit de Gromov sur X par rapport a` x est de´fini par
(y∣z)x = 1
2
(d(x, y) + d(x, z) − d(y, z))
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pour tous points x, y, z ∈ X. Si X est δ-hyperbolique, alors deux segments ge´ode´siques[x, y] et [x, z] restent 2δ-proches sur une longueur de (y∣z)x ([GdlH90]). On peut de´finir
une topologie sur le bord ∂xX, engendre´e par les ensembles
V (p, r) = {q ∈ ∂xX ∣ ∃γ1, γ2 ∶ [0,∞[→X, [γ1] = p, [γ2] = q, et lim inf
t→∞ (γ1(t)∣γ2(t))x > r}
pour tout p ∈ ∂xX et r > 0. Un tel voisinage correspond aux rayons ge´ode´siques partant
de x qui restent 2δ-proches du rayon p sur une longueur au moins e´gale a` r a` partir de x.
Proposition 3.1.6 ([BH99]). Soit (X,d) un espace me´trique hyperbolique propre (i.e. tel
que les boules ferme´es sont compactes). Alors pour tous x, y ∈ X, les espaces topologiques
∂xX et ∂yX munis de la topologie de´finie pre´ce´demment sont home´omorphes. On note
alors ∂X pour le bord a` l’infini de X : c’est un espace compact.
On peut aussi de´finir une topologie sur X∪∂X, qui co¨ıncide avec la topologie de X sur
X, et avec celle de ∂X sur ∂X, voir [BH99] p.429. X∪∂X est compact pour cette topologie.
Dans la suite, on s’inte´resse a` l’hyperbolicite´ de groupes de type fini. Soit Γ un groupe
de type fini, et S une partie ge´ne´ratrice finie syme´trique (i.e. S = S−1) et ne contenant
pas le neutre. Le graphe de Cayley C(Γ, S) de Γ par rapport a` S est le graphe qui a pour
sommets les e´le´ments g ∈ Γ, et tel que deux sommets g et g′ sont relie´s par une areˆte s’il
existe un e´le´ment s ∈ S tel que g′ = gs. Muni de la me´trique des mots dS , le graphe C(Γ, S)
devient un espace me´trique.
De´finition 3.1.7. Un groupe de type fini Γ est dit hyperbolique s’il existe une partie
ge´ne´ratrice finie S telle que le graphe de Cayley C(Γ, S) muni de sa me´trique usuelle est
hyperbolique. Son bord a` l’infini, note´ ∂Γ, est de´fini comme le bord ∂C(Γ, S) du graphe
de Cayley.
Notons que si l’espace me´trique (C(Γ, S), dS) est hyperbolique pour une partie ge´-
ne´ratrice finie S, il l’est pour toute partie ge´ne´ratrice finie. La topologie du bord est
inde´pendante du choix de S.
Le re´sultat suivant, duˆ (se´pare´ment) a` Schwarz et Milnor (voir par exemple [BH99],
p.140), permet de faire le lien entre les actions de groupes et l’hyperbolicite´ :
Proposition 3.1.8. Soit (X,d) un espace me´trique ge´ode´sique propre, et Γ un groupe
agissant sur X par isome´tries, cocompactement et proprement discontinument. (On dit
alors que l’action est ge´ome´trique.) Alors Γ est de type fini, et pour tout point base x ∈X
et toute partie ge´ne´ratrice finie S, l’application (G,ds) → (X,d), g ↦ g ⋅ x, est une quasi-
isome´trie.
On rappelle qu’une application f entre deux espaces me´triques (X1, d1) et (X2, d2) est
une quasi-isome´trie s’il existe des constantes a ⩾ 1, b, c ⩾ 0 telles que
1
a
d1(x, y) − b ⩽ d2(f(x), f(y)) ⩽ ad1(x, y) + b, ∀x, y ∈X1
et tout point de X2 est a` distance au plus c de f(X1). Une quasi-isome´trie entre deux
espaces hyperboliques propres s’e´tend naturellement en un home´omorphisme entre leur
bord a` l’infini ([BH99], p.430). On en de´duit alors le re´sultat suivant :
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The´ore`me 3.1.9 (Gromov). Soit Γ un groupe. Γ est hyperbolique si et seulement si il
existe un espace hyperbolique (X,d) sur lequel Γ agit ge´ome´triquement. Dans ce cas, ∂X
et ∂Γ sont home´omorphes.
Ce re´sultat permet de construire une grande famille de groupes hyperboliques. Soit M
une varie´te´ hyperbolique compacte sans bord de dimension n : alors pi1(M) est hyperbo-
lique, et son bord est home´omorphe a` ∂HnR = Sn−1. Les groupes convexes cocompacts de
Isom(Hn), de´crits dans la suite, donnent d’autres exemples de groupes hyperboliques.
3.1.3 Groupes convexes cocompacts et ensembles limites de dimension 1
Groupes convexes cocompacts : de´finition Les re´seaux cocompacts de Isom(Hn)
agissent cocompactement surHn. Les groupes convexes cocompacts sont une ge´ne´ralisation
des re´seaux cocompacts :
De´finition 3.1.10. Un sous-groupe discret Γ de Isom(Hn) est dit convexe cocompact s’il
existe un ensemble convexe ferme´ non vide K ⊂ Hn sur lequel Γ agit cocompactement. En
particulier, si Γ est non-e´le´mentaire, c’est e´quivalent au fait que Γ agit cocompactement
sur l’enveloppe convexe C(ΛΓ) de son ensemble limite ΛΓ, ou` C(ΛΓ) est le plus petit
convexe ferme´ inclus dans Hn contenant toutes les ge´ode´siques entre deux points de ΛΓ.
Tout re´seau cocompact de Isom(Hn) est clairement convexe cocompact. Une autre
classe d’exemples convexes cocompacts est donne´e par les groupes fondamentaux de varie´te´s
hyperboliques compactes a` bord totalement ge´ode´sique. Le reveˆtement universel d’une
telle varie´te´ est un sous-espace convexe de HnR (obtenu comme intersection d’un nombre
de´nombrable de demi-espaces disjoints), sur lequel le groupe agit cocompactement.
Les groupes convexes cocompacts forment une famille naturelle a` e´tudier dans le cadre
des ensembles limites : ils sont fortement relie´s aux groupes Gromov-hyperboliques, et les
nombreux outils et re´sultats a` disposition dans le cadre Gromov-hyperbolique peuvent eˆtre
applique´s aux sous-groupes convexes cocompacts de Isom(Hn). Le re´sultat de base est la
proposition classique suivante :
Proposition 3.1.11. Soit Γ un sous-groupe convexe cocompact de Isom(Hn). Alors Γ est
hyperbolique au sens de Gromov, et l’ensemble limite ΛΓ est home´omorphe au bord du
groupe ∂Γ.
De´monstration. Γ est convexe cocompact, donc il agit cocompactement sur C(ΛΓ). C(ΛΓ)
est un sous-espace convexe de Hn, donc c’est un espace ge´ode´sique, et ses ge´ode´siques sont
des ge´ode´siques dans l’espace hyperbolique. En particulier, C(ΛΓ) est un espace Gromov-
hyperbolique. Puisque Γ agit proprement et cocompactement par isome´tries sur C(ΛΓ),
on peut appliquer le the´ore`me 3.1.9 : Γ est un groupe hyperbolique, et son bord ∂Γ est
home´omorphe a` ∂C(ΛΓ).
Il reste donc a` montrer que le bord hyperbolique ∂C(ΛΓ) est exactement l’ensemble
limite ΛΓ. On le voit par double inclusion. Soit p ∈ ∂C(ΛΓ), et soit x un point de C(ΛΓ).
Par de´finition du bord hyperbolique, il existe une ge´ode´sique r dans C(ΛΓ) qui tend vers
p et telle que r(0) = x. Puisque la me´trique sur C(ΛΓ) est la me´trique hyperbolique, r
est une ge´ode´sique de Hn. On sait que Γ agit cocompactement sur C(ΛΓ), donc il existe
une constante K > 0 (par exemple le diame`tre du quotient) telle que pour tout n ∈ N il
existe γm ∈ Γ tel que d(r(m), γm(x)) ⩽K (ou` d de´signe la distance hyperbolique). La suite
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(γm(x)) tend donc vers le bord de Hn en restant a` distance borne´e de la ge´ode´sique r,
donc elle tend vers le point p. Par de´finition de l’ensemble limite de Γ, p appartient a` ΛΓ.
L’autre inclusion est imme´diate : soit p ∈ ΛΓ, et soit un point x ∈ C(ΛΓ) (on sup-
pose que l’ensemble limite n’est pas vide, alors il n’est pas re´duit a` un point puisque Γ
est convexe cocompact, et donc son enveloppe convexe intersecte Hn). Par convexite´ de
C(ΛΓ), la ge´ode´sique r passant par p et x est entie`rement incluse dans C(ΛΓ). Puisque
la distance sur l’espace Gromov-hyperbolique C(ΛΓ) est exactement la restriction de la
distance hyperbolique, p est un point du bord ∂C(ΛΓ)
Le the´ore`me de M. Kapovich et B. Kleiner On cherche a` e´tudier les sous-groupes
de Isom(Hn) dont l’ensemble limite est de dimension 1. D’apre`s la proposition pre´ce´dente,
on peut utiliser un the´ore`me de M. Kapovich et B. Kleiner [KK00], qui traite des groupes
Gromov-hyperboliques dont le bord est de dimension topologique 1. Ce the´ore`me peut
eˆtre reformule´ dans le cadre des groupes convexes cocompacts de la fac¸on suivante :
The´ore`me 3.1.12 (Kapovich-Kleiner [KK00]). Soit Γ un sous-groupe discret de Isom(Hn)
convexe cocompact, dont l’ensemble limite est de dimension topologique 1. Si Γ ne se scinde
pas sur groupe fini ou virtuellement cyclique, alors ΛΓ est home´omorphe a` S1, ou au tapis
de Sierpinski S, ou a` l’e´ponge de Menger µ.
Un groupe Γ est dit scinde´ sur un sous-groupe H s’il se de´compose de fac¸on non triviale
comme produit amalgame´ Γ = Γ1 ∗H Γ2 ou comme extension HNN de la forme Γ = Γ1∗H
(voir [Ser80] pour les de´tails de ces notions).
Les hypothe`ses alge´briques sur le groupe Γ dans le the´ore`me 3.1.12 se traduisent sim-
plement en terme de l’ensemble limite : ΛΓ doit eˆtre connexe, et dans le cas ou` ΛΓ n’est
pas home´omorphe a` S1, il ne doit pas avoir de points de coupure locaux (voir [KB02]).
Ces restrictions permettent d’e´tudier seulement les ensembles limites “de base” qui ap-
paraissent : on ne s’inte´resse pas aux ensembles limites obtenus par combinaison de deux
groupes via un produit amalgame´ ou une extension HNN (voir par exemple les the´ore`mes
de combinaison de Klein et Maskit dans [Mas88, Kap01]).
Le tapis de Sierpinski et l’e´ponge de Menger sont des objets fractals, de´finis comme suit.
Le tapis de Sierpinski est un sous-ensemble S de R2 construit re´cursivement, de la meˆme
fac¸on que l’ensemble de Cantor. L’ensemble initial est le carre´ unite´, que l’on de´coupe en
9 carre´s identiques. L’inte´rieur du carre´ central est oˆte´, et on recommence l’ope´ration sur
les 8 carre´s restants. L’ensemble limite obtenu apre`s un ensemble de´nombrable d’e´tapes
est appele´ “tapis de Sierpinski”.
L’e´ponge de Menger µ est une courbe fractale de dimension topologique 1, obtenue
comme une ge´ne´ralisation du tapis de Sierpinski, voir [Kap08]. C’est un sous-ensemble de
R3, construit a` partir du cube unite´ C ⊂ R3. Pour chaque face Fi de C, on note Si la copie
du tapis de Sierpinski correspondante, et pi la projection orthogonale sur Fi. Alors
µ = 8⋂
i=1pi−1(Si)
Les groupes fondamentaux de varie´te´s hyperboliques compactes re´elles de dimension
3 a` bord totalement ge´ode´sique (non vide) fournissent une famille d’exemples dont l’en-
semble limite est home´omorphe au tapis de Sierpinski (cf. [Kap08]). Un tel groupe agit sur
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un ensemble convexe de H3R, obtenu comme le comple´mentaire d’un nombre de´nombrable
de demi-espaces disjoints. Les bords de ces demi-espaces forment un ensemble de disques
disjoints dans S2 = ∂H3R. L’ensemble limite est exactement le comple´mentaire de l’union
de ces disques dans S2, voir [Kap08] p.516.
Pour obtenir des exemples explicites de groupes dont l’ensemble limite est home´omorphe
a` l’e´ponge de Menger µ, il faut attendre les travaux de M. Bourdon [Bou97b], de´taille´s
section 3.2. Pour tout n ⩾ 4 pair, Bourdon construit une famille infinie de sous-groupes
de Isom(HnR) convexes cocompacts dont l’ensemble limite est home´omorphe a` µ. A ma
connaissance, ce sont les seuls exemples explicites de tels groupes. En particulier, on ne
connaˆıt pas d’exemples dans le cas du plan hyperbolique complexe. L’objectif de ces tra-
vaux est de construire un tel exemple.
3.1.4 Groupes ge´ome´triquement finis
On e´tudie dans cette partie les groupes ge´ome´triquement finis, qui forment une classe
plus large que les groupes convexes cocompacts. La notion de finitude ge´ome´trique a
d’abord e´te´ introduite dans le cadre des groupes kleiniens sous la forme suivante : un
groupe kleinien est ge´ome´triquement fini s’il admet un domaine fondamental convexe avec
un nombre fini de faces. Cette notion a par exemple e´te´ utilise´e par Ahlfors [Ahl66] pour
montrer que sous cette hypothe`se, l’ensemble limite est soit tout le bord de H3R, soit de
mesure 0. Des de´finitions diffe´rentes ont e´te´ donne´es par Marden [Mar74], Beardon et
Maskit [BM74] et enfin Thurston [Thu80], toutes dans le cadre de H3R. Dans son article
[Bow93], Bowditch pre´cise ces de´finitions et montre leur e´quivalence dans le cas des groupes
d’isome´tries de l’espace hyperbolique re´el HnR. Il e´tend ensuite cette e´quivalence au cas de
la courbure variable dans [Bow95] : dans ce cas, la caracte´risation initiale (existence d’un
domaine fondamental avec un nombre fini de faces) n’est plus valable, mais l’e´quivalence
entre les autres de´finitions demeure.
Hn de´signe toujours l’espace hyperbolique re´el ou complexe. On montre dans cette par-
tie que Γ < Isom(Hn) est convexe cocompact si et seulement s’il est ge´ome´triquement fini et
sans parabolique. Cette caracte´risation des groupes convexes cocompacts, plus facilement
ve´rifiable que la de´finition, sera utilise´e en pratique dans la suite.
On commence par introduire certaines notions ne´cessaires pour de´finir la finitude
ge´ome´trique (on re´fe`re le lecteur aux articles de Bowditch [Bow93] et [Bow95] pour plus
de de´tails). Soit donc Γ un sous-groupe discret de Isom(Hn). On note M = Hn/Γ le quo-
tient de Hn par Γ, Mc = (Hn ∪Ω)/Γ l’orbifold a` bord obtenue en ajoutant le domaine de
discontinuite´, et C(ΛΓ) l’enveloppe convexe de l’ensemble limite. Enfin, on note CM(Γ)
le quotient C(ΛΓ)/Γ ⊂M , appele´ coeur convexe de M .
Points coniques et points paraboliques borne´s On commence par de´crire deux
types de points de l’ensemble limite. p ∈ ΛΓ est un point conique s’il existe une suite (γn)
dans Γ, un point x ∈ Hn et une ge´ode´sique r d’extre´mite´ p telles que γn(x) tend vers p en
restant a` distance borne´e de la ge´ode´sique r. Si p est un point conique, cette proprie´te´ est
vraie pour tout choix de x et de ge´ode´sique r d’extre´mite´ p.
p ∈ ΛΓ est un point parabolique borne´ s’il est le point fixe d’un e´le´ment parabolique de
Γ, et si l’espace (ΛΓ ∖ {p})/StabΓ(p) est compact. Un point de l’ensemble limite ΛΓ ne
peut pas eˆtre a` la fois conique et parabolique borne´.
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Espace des bouts Etant donne´ un espace topologique X posse´dant une suite exhaustive
de compacts (Kn)n∈N, l’espace des bouts de X est l’ensemble des suites de la forme U1 ⊃
U2 ⊃ . . . ⊃ Un ⊃ . . ., ou` Ui est une composante connexe de X ∖ Ki. (Une autre suite
exhaustive de compacts donne un espace des bouts en bijection naturelle avec le premier.)
Chaque bout repre´sente une fac¸on de “partir a` l’infini” dans l’espace X.
L’espace Mc = (Hn∪Ω)/Γ en particulier admet un espace de bouts. On dit qu’un point
p ∈ ΛΓ est associe´ a` un bout b de Mc s’il existe une suite (pn) de points de Hn telle que pn
tend vers p et pi(pn) tend vers b, ou` pi est la projection Hn →Mc. Un bout b de Mc est dit
parabolique s’il est associe´ a` un point parabolique borne´ (voir [Bow95] pour les de´tails).
De´composition fine-e´paisse d’un orbifold ([Bow95] p.250) L’espace hyperbolique
re´el ou complexe Hn est une varie´te´ riemannienne connexe, simplement connexe, comple`te,
et de courbure ne´gative et minore´e, donc le “lemme de Margulis” (voir par exemple
[BGS85]) s’applique : il existe une constante εn, de´pendant seulement de la dimension
et de la courbure, telle que pour tout groupe Γ ⩽ Isom(Hn) discret et tout x ∈ Hn, le
sous-groupe
Γε(x) = ⟨γ ∈ Γ ∣ d(x, γ(x)) ⩽ ε⟩
est virtuellement nilpotent pour tout ε ⩽ εn. La constante εn s’appelle constante de Mar-
gulis.
Pour tout ε < εn, on de´finit alors
Tε(Γ) = {x ∈ Hn ∣ Γε(x) est infini}
Tε(Γ) est Γ-invariant et ferme´ dans Hn. La partie fine de M est de´finie comme Tε(Γ)/Γ.
La partie e´paisse de M est alors de´finie comme l’adhe´rence dans M du comple´mentaire
de la partie fine de M . On la note thickε(M).
Finitude ge´ome´trique On peut maintenant donner la de´finition d’un groupe ge´ome´-
triquement fini.
De´finition 3.1.13 ([Bow95]). Un sous-groupe discret d’isome´tries de Hn (re´el ou com-
plexe) est ge´ome´triquement fini si l’une des quatre proprie´te´s e´quivalentes suivantes est
ve´rifie´e :
— Mc admet un nombre fini de bouts, et ils sont tous paraboliques,
— tout point de l’ensemble limite ΛΓ est soit un point conique, soit un point parabo-
lique borne´,
— l’intersection du coeur convexe CM(Γ) et de thickεM pour un certain  < εm est
compacte,
— l’ordre des sous-groupes finis de Γ est majore´, et il existe η > 0 tel que le voisinage
Nη(CM(Γ)) du coeur convexe est de volume fini.
Dans le cas hyperbolique re´el, une cinquie`me caracte´risation est l’existence d’un domaine
fondamental se de´composant comme union finie de polye`dres convexes avec un nombre
fini de faces ([Bow93]). Elle n’est cependant plus valable en courbure variable.
Dans le cas hyperbolique re´el, il est bien connu qu’un groupe Γ est convexe co-
compact si et seulement s’il est ge´ome´triquement fini et sans parabolique. La proprie´te´
“ge´ome´triquement fini sans parabolique” est parfois utilise´e comme de´finition de convexe
cocompacite´, voir par exemple [Kap01]. On prouve cette e´quivalence dans le cas de la
courbure variable, en se basant sur [Bow95].
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Proposition 3.1.14. Soit Γ un sous-groupe discret d’isome´tries de Hn, l’espace hyperbo-
lique re´el ou complexe. Alors Γ est convexe cocompact si et seulement s’il est ge´ome´tri-
quement fini et sans parabolique.
On utilise pour prouver cette proposition un re´sultat d’Anderson ([And83], the´ore`me
3.3 p.714) : l’ensemble limite ΛΓ est par de´finition ferme´ dans ∂∞Hn, et l’espace hyperbo-
lique complexe est a` courbure ne´gative pince´e, donc C(ΛΓ) ∩ ∂∞Hn = ΛΓ. Les points au
bord de C(ΛΓ) sont donc exactement les points de l’ensemble limite.
De´monstration. On suppose d’abord que Γ est ge´ome´triquement fini et sans parabolique.
Soit D un domaine de Dirichlet pour l’action de Γ sur Hn. Γ agit sur C(ΛΓ), donc
D ∩ C(ΛΓ) est un domaine fondamental pour cette action. Pour montrer que Γ agit co-
compactement sur C(ΛΓ), on cherche a` montrer que D∩C(ΛΓ) est d’adhe´rence compacte
dans Hn. Il suffit de voir que son adhe´rence n’a pas de point au bord. Noter que si un
point p ∈ ∂∞Hn est dans ΛΓ, puisque Γ est ge´ome´triquement fini et qu’il n’admet pas de
parabolique, alors p est un point limite conique.
Montrons d’abord que tout point au bord de D est un point de discontinuite´. Supposons
le contraire : soit p ∈D∩ΛΓ. Soit x ∈D : d’apre`s [Bow95] p.249, D est λ-quasi-convexe (ou`
la constante λ ne de´pend pas du groupe ni de la dimension), donc la ge´ode´sique r = (xp) est
dans le λ-voisinage de D. Mais p est un point limite conique de Γ, donc il existe une suite
d’e´le´ments (γn) de Γ telle que la suite (γn(x)) tend vers p en restant a` distance borne´e
de la ge´ode´sique r. Il existe donc une suite d’e´le´ments zn ∈D qui tend vers p, et telle que
l’ensemble des distances d(γn(x), zn) est borne´. Notons alors pi la projection Hn → Hn/Γ :
l’ensemble des distances d(pi(x), pi(zn)) est borne´, mais puisque D est isome´trique a` Hn/Γ,
d(pi(z0), pi(zn)) = d(z0, zn)→∞. Absurde, donc p est un point de discontinuite´.
Soit maintenant p ∈ D ∩C(ΛΓ) ∩ ∂∞Hn. p est dans D ∩ ∂∞Hn donc c’est un point de
discontinuite´ de Γ. Mais d’apre`s le re´sultat d’Anderson, C(ΛΓ) ∩ ∂∞Hn est exactement
ΛΓ, donc p ∈ ΛΓ. C’est absurde, donc D ∩C(ΛΓ) n’a pas de point au bord de l’espace
hyperbolique et donc D ∩C(ΛΓ) est d’adhe´rence compacte.
Prouvons maintenant la deuxie`me implication. Soit Γ < Isom(Hn) convexe cocompact :
le quotient CM(Γ) est compact. Par de´finition, thickε(M) est un ensemble ferme´ de
M = Hn/Γ, donc son intersection avec CM(Γ) est compacte. Une des caracte´risations de
la finitude ge´ome´trique est donc ve´rifie´e. On ve´rifie ensuite que tout point de l’ensemble
limite ΛΓ est un point conique. Ceci assure que Γ n’admet pas d’e´le´ment parabolique.
Soit donc p ∈ ΛΓ, et soit x ∈ C(ΛΓ). La ge´ode´sique r = (xp) est entie`rement incluse
dans C(ΛΓ). Soit DC un domaine fondamental pour l’action de Γ sur C(ΛΓ) : DC est
compact, donc r rencontre une infinite´ de copies de DC . Il existe donc une suite (γn)n∈N
d’e´le´ments distincts de Γ telle que γn(x) tend vers p en restant a` distance borne´e de r.
Donc p est un point conique.
Cette caracte´risation des groupes convexes cocompacts est utile en pratique, puisque
les diffe´rentes caracte´risations de la finitude ge´ome´trique sont alors autant de moyens de
ve´rifier qu’un groupe est convexe cocompact. Elle donne par exemple directement que les
groupes de Schottky de´finis section 3.1.1 sont convexes cocompacts.
C’est le corollaire suivant qui sera utilise´ dans la suite de ces travaux pour montrer
qu’un groupe est convexe cocompact, voir section 3.6.2 :
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Corollaire 3.1.15. Soit Γ un sous-groupe discret d’isome´tries de Hn. Γ est convexe co-
compact si et seulement si le quotient Mc = (Hn ∪ΩΓ)/Γ est compact.
Cette caracte´risation de la convexe cocompacite´ est ve´rifiable (sous certaines condi-
tions) de manie`re effective sur un domaine fondamental D de Γ, en e´tudiant les points a`
l’infini de D.
De´monstration. Il suffit de ve´rifier l’e´quivalence
Mc compact ⇔ Γ ge´ome´triquement fini et sans paraboliques
Si Mc est compact, il n’admet pas de bouts, donc Γ est ge´ome´triquement fini. Tout point
parabolique de Γ est alors un point parabolique borne´ ([Bow95] lemme 6.4), et donc est
associe´ a` un bout de Mc. Donc Γ n’admet pas d’e´le´ment parabolique.
Re´ciproquement, si Γ est ge´ome´triquement fini, alors tous les bouts de Mc sont associe´s
a` des points paraboliques borne´s. Mais Γ n’admet pas de paraboliques, donc Mc n’a pas
de bouts : Mc est compact.
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3.2 La construction de Bourdon
On de´crit dans cette partie les objets utilise´s par Bourdon [Bou97b] pour construire un
sous-groupe de PO(n,1) dont l’ensemble limite est home´omorphe a` l’e´ponge de Menger.
Le principe est de trouver un groupe Gromov-hyperbolique dont le bord a` l’infini est
home´omorphe a` µ, puis de le plonger de fac¸on convexe cocompacte dans PO(n,1). Le
groupe conside´re´ est le groupe suivant, note´ Γpq et de´fini par la pre´sentation suivante :
Γpq = ⟨r1, . . . , rp ∣ riq = 1, [ ri, ri+1 ] = 1, i ∈ Z/pZ⟩
ou` p, q ∈ N avec p ⩾ 5 et q ⩾ 3.
3.2.1 L’immeuble hyperbolique a` angles droits Ipq
Pour montrer que le groupe Γpq ve´rifie les proprie´te´s voulues, il suffit de voir qu’il agit
cocompactement sur un espace Gromov-hyperbolique dont le bord est home´omorphe a`
l’e´ponge de Menger, d’apre`s le the´ore`me 3.1.9. Cet espace est un immeuble hyperbolique a`
angles droits, comme de´crit dans la suite. La de´finition the´orique pre´cise d’un immeuble ne
sera pas de´taille´e dans ces travaux : on peut se re´fe´rer aux articles [Bou97a, BP99, BP00]
de Bourdon et Pajot sur les immeubles hyperboliques a` angles droits.
Conside´rons un complexe cellulaire I. Les cellules de dimension maximale I sont ap-
pele´es “chambres”. Elles sont organise´es en sous-complexes, appele´s “appartements”. I
est un immeuble si I est l’union de ses appartements, et s’il ve´rifie les deux proprie´te´s
suivantes :
— deux chambres de I sont toujours contenues dans un meˆme appartement
— si deux chambres C et C ′ sont dans l’intersection de deux appartements A1 et A2,
alors il existe un isomorphisme de complexes cellulaires entre A1 et A2 qui fixe les
chambres C et C ′.
Un exemple d’immeuble est donne´ par le plan hyperbolique re´el, pave´ par les copies d’un
polygone de Coxeter. Les copies du polygone constituent les chambres de l’immeuble, et
il est constitue´ d’un unique appartement, H2R.
Dans la suite, on conside`re la re´alisation ge´ome´trique de certains immeubles, appele´s
immeubles hyperboliques fuchsiens a` angles droits. Les chambres sont des polygones hy-
perboliques re´guliers a` angles droits, organise´s en appartements isome´triques a` H2R. Soit
donc P un p-gone hyperbolique re´gulier a` angles droits (d’ou` la condition p ⩾ 5). Il existe
un 2-complexe cellulaire Ipq connexe et simplement connexe, ve´rifiant les proprie´te´s sui-
vantes :
— les 2-cellules de Ipq sont isome´triques a` P ,
— les 2-cellules sont rattache´es suivant les areˆtes et les sommets de P , deux 2-cellules
ont au plus un sommet ou une areˆte en commun,
— le link de chaque sommet de Ipq est le q-graphe biparti complet.
On rappelle que le q-graphe biparti complet est le graphe G = (S,A), ou` S est l’ensemble
des sommets de G et A l’ensemble des areˆtes, qui ve´rifie : ∣S∣ = 2q, et il existe une partition
de S en deux ensembles S1 et S2 de cardinal q tels que A = {(s1, s2) ∣ s1 ∈ S1, s2 ∈ S2}.
Le link d’un sommet x dans un 2-complexe cellulaire I est le graphe dont les sommets
correspondent aux 1-cellules de I incidentes a` x, et tel que deux sommets sont joints par une
areˆte si et seulement si il existe une 2-cellule incidente aux deux 1-cellules correspondantes.
La dernie`re proprie´te´ indique qu’autour de chaque areˆte sont attache´es q 2-cellules. Un
sommet du complexe est incident a` 2q areˆtes, et a` q2 2-cellules.
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Ipq est muni d’une structure d’espace de longueur, en prenant la longueur induite par
la me´trique hyperbolique sur les 2-cellules. Il est unique a` isome´trie pre`s, et ve´rifie la
proposition suivante (voir [Bou97a]).
Proposition 3.2.1. Ipq est un espace CAT (−1). En particulier il est Gromov-hyperbolique,
et on peut de´finir son bord ∂Ipq.
Lorsque q = 2, le complexe Ip,2 est isome´trique au plan hyperbolique re´el H2R. Pour
q ⩾ 3, il est plus difficile de visualiser l’immeuble Ipq : il n’est plus planaire, et il est im-
possible de le plonger dans l’espace hyperbolique de dimension 3 [Bou97b].
Le groupe Γpq peut-eˆtre vu comme un sous-groupe du groupe des isome´tries de Ipq.
Fixons une 2-cellule de base P , et une nume´rotation cohe´rente des areˆtes de toutes les
copies de P (c’est possible sur H2R, donc sur chaque appartement, et les proprie´te´s de l’im-
meuble permettent de l’e´tendre a` tout Ipq). L’e´le´ment ri de Γpq agit comme une “rotation”
autour de l’areˆte i, en permutant cycliquement les copies de P attache´es a` l’areˆte i (et de
meˆme, on en de´duit l’action de ri sur tout Ipq). Γpq agit proprement discontinument sur
Ipq, et le quotient est isome´trique au p-gone P . Γpq agit donc ge´ome´triquement sur l’espace
Gromov-hyperbolique Ipq. D’apre`s le the´ore`me 3.1.9, Γpq est donc un groupe hyperbolique,
et ∂Γpq est home´omorphe a` ∂Ipq.
La the`se (non publie´e) de N. Benakli [Ben92], ainsi que des travaux plus re´cents de
J. Dymara et D. Osajda [DO07], montrent que le bord a` l’infini de l’immeuble hyperbo-
lique Ipq est home´omorphe a` l’e´ponge de Menger, lorsque p ⩾ 5 et q ⩾ 3. La preuve de
cette proprie´te´ est base´e sur la caracte´risation topologique de l’e´ponge de Menger, due a`
Bestvina :
The´ore`me 3.2.2 ([Bes88]). Soit X un espace me´trique de dimension topologique 1, com-
pact, connexe, localement connexe (i.e. tout point admet une base de voisinages connexes)
satisfaisant la proprie´te´ suivante : pour tout ε > 0 et tout couple de fonctions continues
f, g ∶ I = [0,1] → X, il existe f ′ ∶ I → X (resp. g′ ∶ I → X), ε-proche de f (resp. g) telles
que f ′(I) ∩ g′(I) = ∅. Alors X est home´omorphe a` l’e´ponge de Menger.
On en de´duit donc le re´sultat voulu :
The´ore`me 3.2.3. Pour tous p ⩾ 5 et q ⩾ 3, ∂Γpq est home´omorphe a` l’e´ponge de Menger.
3.2.2 Repre´sentations convexes cocompactes de Γpq dans Isom(HnR)
Le groupe Γpq est hyperbolique, et d’apre`s le paragraphe pre´ce´dent, son bord est
home´omorphe a` l’e´ponge de Menger. L’image d’une repre´sentation fide`le discre`te de Γpq
dans Isom(HnR) aura alors les meˆmes proprie´te´s. Si cette repre´sentation est en plus convexe
cocompacte, alors d’apre`s la proposition 3.1.11, l’ensemble limite de la repre´sentation est
home´omorphe a` ∂Γpq. C’est l’argument utilise´ par Bourdon [Bou97b] pour construire une
famille de sous-groupes discrets de Isom(HnR) dont l’ensemble limite est home´omorphe a`
l’e´ponge de Menger.
Soient p, q ∈ N avec p ⩾ 6 pair et q ⩾ 3. Conside´rons l’espace hyperbolique re´el HnR de
dimension n = 2q − 2. Soit H2R ⊂ HnR une copie (fixe´e) du plan hyperbolique plonge´e dans
HnR, et P ⊂ H2R un p-gone hyperbolique re´gulier a` angles droits. On note ai, i ∈ Z/pZ, les
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areˆtes de P , et Ai les sommets de P , ou` ai = [Ai,Ai+1]. Soient V et W deux sous-espaces
hyperboliques de dimension q − 2 orthogonaux a` la copie de H2 portant P et orthogonaux
entre eux. A chaque areˆte ai de P , on associe une isome´trie hyperbolique ri d’ordre q,
de´finie comme suit :
— si i est pair (respectivement impair), ri fixe le sous-espace de dimension q − 1 en-
gendre´ par ai et la direction de V (respectivement W ). La condition ”p pair” permet
d’avoir alternance des directions sur chaque areˆte.
— dans la direction orthogonale , engendre´e par la direction de W (respectivement V)
et la direction orthogonale a` ai dans H2R, ri est telle que l’orbite de l’extre´mite´ d’un
vecteur de base de´crit les sommets d’un simplexe re´gulier de dimension q−1 centre´
en l’origine. En particulier, puisque le polygone P est a` angles droits, l’orbite du
point Ai+2 sous ri est l’ensemble des sommets d’un q − 1-simplexe centre´ en Ai+1,
et l’orbite du point Ai−1 est l’ensemble des sommets d’un q − 1-simplexe centre´ en
Ai−1.
Soit alors Γ le groupe engendre´ par les ri : c’est une repre´sentation de Γpq (P est a` angles
droits, donc les ri commutent). Conside´rons le domaine de Dirichlet partiel suivant pour
Γ (voir de´finition 1.2.13), centre´ au centre du polygone P , note´ p0 :
D = ⋂
γ∈SH−γ (p0)
ou` S = {(ri)j ∣ i ∈ Z/pZ,1 ⩽ j ⩽ q − 1}. Sous la condition
sin
pi
p
< 1√
q
,
Bourdon de´crit la combinatoire de D et montre que D est muni d’identifications de faces
qui ve´rifient les hypothe`ses du the´ore`me de Poincare´. La repre´sentation est donc discre`te,
et les relations donne´es par le the´ore`me de Poincare´ montrent qu’elle est fide`le. D a un
nombre fini de faces, donc Γ est ge´ome´triquement fini d’apre`s la de´finition 3.1.13 (cette
caracte´risation est valable dans le cas hyperbolique re´el), et l’e´tude du domaine fondamen-
tal D montre que Γ n’admet pas de parabolique. La repre´sentation construite est donc
discre`te, fide`le et convexe cocompacte d’apre`s la proposition 3.1.14. D’apre`s les re´sultats
des paragraphes pre´ce´dents, l’ensemble limite de Γ est donc home´omorphe a` l’e´ponge de
Menger.
L’e´tude de la combinatoire de D utilise fortement les proprie´te´s dues a` la courbure
constante de HnR : les polye`dres de Dirichlet sont borde´s par des hyperplans totalement
ge´ode´siques, ils sont convexes, et l’angle d’intersection entre deux faces du polye`dre est
constant. Dans la suite, on adaptera cette construction au cas du plan hyperbolique com-
plexe, mais avec une preuve plus calculatoire (et moins ge´ne´rale) que celle de [Bou97b].
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3.3 Outils
Cette section de´taille les notions et re´sultats ne´cessaires a` la construction d’un groupe
d’isome´trie de PU(2,1) dont l’ensemble limite est home´omorphe a` l’e´ponge de Menger.
Les polye`dres conside´re´s dans ce chapitre sont des polye`dres de Dirichlet, borde´s par des
bissecteurs. On pre´sente donc les proprie´te´s de base des bissecteurs et de leurs intersec-
tions. On donne aussi une version du the´ore`me de Poincare´ adapte´e au type de polye`dres
apparaissant dans ces travaux.
3.3.1 Bissecteurs dans l’espace hyperbolique complexe
L’espace hyperbolique complexe HnC est de´fini section 1.1. Dans la suite de ce chapitre,
on conside`re seulement le plan hyperbolique complexe H2C. La forme sesquiline´aire sur C
3
utilise´e est la forme standard de signature (2,1) :
⟨Z,Z ′⟩ = −Z0 ⋅Z ′0 +Z1 ⋅Z ′1 +Z2 ⋅Z ′2, ∀Z, Z ′ ∈ C3.
On rappelle que H2C posse`de deux types de sous-espaces totalement ge´ode´siques. Les droites
complexes H1C sont des copies isome´triques du disque de Poincare´ de courbure −1. Dans
le mode`le de la boule B2 ⊂ C2, ce sont des droites complexes affines. En particulier, e´tant
donne´s deux points de H2C, il existe une unique droite complexe passant par ces points.
Les lagrangiens sont des sous-espaces totalement ge´ode´siques re´els, qui sont des copies
isome´triques du mode`le de Klein de H2R, de courbure −1/4. Un exemple de lagrangien est
donne´ par l’ensemble B2 ∩R2 des points re´els de la boule.
Il n’y a pas d’hypersurfaces totalement ge´ode´siques dans H2C, donc pas de choix cano-
nique pour les faces d’un polye`dre. Les bissecteurs, de´crits dans la partie suivante, sont un
choix possible : ils ne sont pas totalement ge´ode´siques, mais posse`dent deux feuilletages
par des sous-varie´te´s totalement ge´ode´siques. Ils ont e´te´ introduits par Giraud ([Gir21],
voir aussi le re´sume´ de l’article dans [Gol99], annexe A), et Mostow [Mos80]. D’autres
types d’hypersurfaces peuvent eˆtre utilise´s, voir par exemple [Sch02, FZ99, FP04, Wil06].
Mentionnons que C2,1 est muni d’un produit vectoriel lorentzien, note´ ⊠ (cf. [Gol99]
p.45). Pour tout Z,Z ′ ∈ C2,1, on a Z ⊠ Z ′ = (H.Z) ∧ (H.Z ′), ou` ∧ est le produit vectoriel
euclidien usuel et H est la matrice associe´e a` la forme lorentzienne. Le produit vectoriel
lorentzien ⊠ ve´rifie bien que Z ⊠ Z ′ est nul si et seulement si Z et Z ′ sont C-coline´aires.
Dans le cas contraire, Z ⊠Z ′ est orthogonal (pour la forme hermitienne) a` Z et Z ′.
3.3.1.1 Bissecteurs
La the´orie des bissecteurs et de leurs intersections est e´tudie´e en de´tail dans le livre de
W. Goldman [Gol99]. Tous les re´sultats cite´s ici sont issus de [Gol99].
Soient z1 et z2 deux points distincts de H2C. L’hypersurface e´quidistante de z1 et z2,
note´e B(z1, z2), est appele´e bissecteur entre z1 et z2 :
B(z1, z2) = {x ∈ HnC ∣ d(x, z1) = d(x, z2)} .
Dans le mode`le de la boule, si Z1, Z2 ∈ C2,1 sont des releve´s de z1 et z2 tels que ⟨Z1, Z1⟩ =⟨Z2, Z2⟩, le bissecteur s’e´crit simplement
B(z1, z2) = ({1} ×B2) ∩ {X ∈ C2,1 ∣ ∣⟨X,Z1⟩∣ = ∣⟨X,Z2⟩∣} .
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La droite complexe Σ engendre´e par z1 et z2 est appele´e e´pine complexe du bissecteur.
L’intersection σ = Σ ∩ B(z1, z2) est la ge´ode´sique re´elle e´quidistante de z1 et z2 dans Σ.
C’est l’e´pine re´elle de B(z1, z2).
Un bissecteur n’est pas totalement ge´ode´sique, mais admet deux feuilletages par des
sous-varie´te´s totalement ge´ode´siques, complexes ou re´elles :
The´ore`me 3.3.1 (Giraud, Mostow). Soient z1 et z2 deux points distincts de H2C, B(z1, z2)
le bissecteur e´quidistant de z1 et z2, et Σ, σ les e´pines complexe et re´elle de B(z1, z2).
— Soit piΣ la projection orthogonale sur la droite complexe Σ. B(z1, z2) est feuillete´
par les sous-varie´te´s totalement ge´ode´siques complexes de la forme piΣ
−1({s}), ou`
s ∈ σ. Ces sous-varie´te´s sont appele´es tranches complexes de B(z1, z2).
— B(s1, z2) est l’union de tous les lagrangiens de dimension k (2 ⩽ k ⩽ n) contenant
la ge´ode´sique re´elle σ. On les appelle me´ridiens de B(z1, z2).
Les e´pines complexe et re´elle du bissecteur B(z1, z2) sont en fait intrinse`ques a` la
ge´ome´trie du bissecteur, et ne de´pendent pas de la paire {z1, z2} utilise´e pour le de´finir
([Gol99] p.154).
On s’inte´ressera dans la suite aux intersections entre deux bissecteurs (ou plus). La
premie`re e´tape est de de´finir un parame´trage explicite des tranches d’un bissecteur donne´.
On raisonne d’abord dans C2,1, sans s’occuper de l’intersection avec H2C.
Soient donc Z1, Z2 des releve´s de z1 et z2, choisis tels que ⟨Z1, Z1⟩ = ⟨Z2, Z2⟩ = −1,
et tels que ⟨Z1, Z2⟩ ∈ R−. Il est toujours possible de trouver des releve´s satisfaisant les
deux conditions, quitte a` multiplier l’un des deux par un scalaire de module 1 : si Z1, Z2
satisfont la premie`re condition, alors ⟨− ∣⟨Z1,Z2⟩∣⟨Z2,Z1⟩ Z1, Z2⟩ = −∣⟨Z1, Z2⟩∣ ∈ R−. Ces conditions
assurent que Z1 + Z2 est un releve´ du milieu du segment ge´ode´sique [z1, z2] (cf. [Gol99]
p.70). On note V = Z1 + Z2, et W = Z1 − Z2 (noter que ces vecteurs forment une base
orthogonale du plan engendre´ par Z1 et Z2 dans C2,1). Alors l’application
t ∈ R ↦ V + i tW
parame`tre un releve´ de l’e´pine re´elle σ du bissecteur B(z1, z2), voir Figure 3.2.
σ
z1 z2V
W
iW Σ ⊂ H2
C
b bb
Figure 3.2 – L’e´pine re´elle de B(z1, z2) est la ge´ode´sique me´diatrice entre z1 et z2 dans
la droite complexe Σ.
Le sous-espace orthogonal a` la droite complexe Σ (qui correspond donc, dans C2,1, au
sous-espace engendre´ par Z1 et Z2) est de dimension 1, et il est engendre´ par le produit
vectoriel V ⊠W . D’apre`s le the´ore`me 3.3.1, le bissecteur (e´tendu dans C2,1) B(z1, z2) est
parame´tre´ par
V + i tW + λV ⊠W, t ∈ R, λ ∈ C
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Chaque valeur de t correspond a` une tranche complexe du bissecteur. Noter ce parame´trage
ne permet pas d’obtenir la “tranche” projete´e sur W , mais W est un vecteur positif, donc
cette tranche n’intersecte pas H2C.
Un deuxie`me parame´trage, le´ge`rement diffe´rent, peut eˆtre obtenu en parame´trant les
tranches complexes par leur orthogonal. C’est un parame´trage adapte´ a` l’e´tude de l’inter-
section de deux bissecteurs. Remarquons que pour tout t ∈ R,
⟨V + i tW,W + i ⟨W,W ⟩⟨V,V ⟩ t V ⟩ = 0
donc (le releve´ de) la tranche complexe qui se projette sur le point V + i tW ∈ σ est
exactement le sous-espace orthogonal au vecteur W +i ⟨W,W ⟩⟨V,V ⟩ t V . On peut donc parame´trer
les tranches complexes du bissecteur e´tendu B(z1, z2) par(W + i t V )⊥, t ∈ R.
3.3.1.2 Intersection de bissecteurs coe´quidistants
Les bissecteurs n’e´tant pas totalement ge´ode´siques, l’e´tude de l’intersection de deux
(ou plus) bissecteurs est un proble`me complique´. C’est l’un des proble`mes traite´s en de´tail
dans [Gol99]. Dans la suite, on s’inte´resse seulement aux intersections de deux bissecteurs
coe´quidistants, c’est-a`-dire de la forme B(z0, z1) et B(z0, z2), ou` z0, z1, z2 sont trois points
distincts de H2C. C’est le seul type d’intersection qui apparait dans l’e´tude de domaines
de Dirichlet, puisque tous les bissecteurs sont de la forme B(o, .), ou` o est le centre du
domaine.
Le cas le plus simple est le cas ou` les trois points z0, z1, z2 sont sur une meˆme droite
complexe. B(z0, z1) et B(z0, z2) ont alors la meˆme e´pine complexe : on dit qu’ils sont
cospinaux. L’intersection entre les deux bissecteurs est alors entie`rement de´termine´e par
l’intersection entre les e´pines re´elles :
The´ore`me 3.3.2 ([Gol99] p.169). Soient B1,B2 deux bissecteurs cospinaux (suppose´s
diffe´rents), d’e´pine complexe Σ, et d’e´pine re´elle σ1 et σ2 respectivement.
— Si σ1 et σ2 s’intersectent dans Σ, alors l’intersection B1 ∩ B2 est exactement la
tranche complexe correspondant au point d’intersection, et l’angle d’intersection
est constant.
— Si σ1 et σ2 sont paralle`les, les tranches de B1 et celles de B2 sont ultraparalle`les,
mais B1 ∩ ∂H2C et B2 ∩ ∂H2C s’intersectent en un point du bord de l’espace hyperbo-
lique.
— Si σ1 et σ2 sont ultraparalle`les, B1 et B2 ne s’intersectent pas dans H2 ∪ ∂H2.
On suppose maintenant que z0, z1, z2 ne sont pas sur une meˆme droite complexe. La
structure de l’intersection B(z0, z1) ∩ B(z0, z2) (dans l’espace hyperbolique) est parti-
culie`rement simple :
The´ore`me 3.3.3 ([Gol99] lemme 9.1.5, the´ore`mes 9.2.6 et 9.2.7). Soient B1 et B2 deux
bissecteurs coe´quidistants. Alors si l’intersection B1∩B2 est non vide, elle est diffe´omorphe
a` un 2-disque ouvert, qui est totalement ge´ode´sique si et seulement si B1 et B2 sont cos-
pinaux et admettent une tranche en commun.
Le the´ore`me suivant, du a` Giraud, est aussi utile dans l’e´tude des intersections de
bissecteurs coe´quidistants :
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The´ore`me 3.3.4 ([Gir21], [Gol99] the´ore`me 8.3.3). Soient z0, z1, z2 trois points distincts
de H2C, et qui ne sont pas sur une meˆme droite complexe. L’intersection des bissecteurs
B(z0, z1) et B(z0, z2), lorsqu’elle est non vide, est contenue dans exactement un autre
bissecteur, B(z1, z2).
Dans la suite, on appellera “disque de Giraud” l’intersection entre deux bissecteurs
coe´quidistants non cospinaux. En utilisant les re´sultats du paragraphe pre´ce´dent, on ob-
tient une fac¸on de parame´trer un disque de Giraud. Soient donc z0, z1, z2 trois points
ve´rifiant les hypothe`ses du the´ore`me 3.3.4. On note B1 = B(z0, z1) et B2 = B(z0, z2).
Soient Z0, Z1, Z2 des releve´s de z0, z1, z2 qui ve´rifient ⟨Z0, Z0⟩ = ⟨Z1, Z1⟩ = ⟨Z2, Z2⟩ = −1, et⟨Z0, Z1⟩, ⟨Z0, Z2⟩ ∈ R−. On note Vj = Z0 +Zj , Wj = Z0 −Zj pour j = 1,2. Alors les tranches
complexes de Bj (e´ventuellement hors de l’espace hyperbolique) sont parame´tre´es par leurs
polaires Wj + i tj Vj , avec tj ∈ R.
Un point z ∈ B1 ∩B2 correspond au point d’intersection d’une tranche de B1, donne´e
par un parame`tre t1, et d’une tranche de B2, donne´e par un parame`tre t2. Un releve´ Z
de z est donc orthogonal aux vecteurs W1 + i t1 V1 et W2 + i t2 V2. En particulier, on peut
prendre
Z = (W1 + i t1 V1) ⊠ (W2 + i t2 V2).
L’intersection B1 ∩B2 est alors donne´e par les parame`tres (t1, t2) ∈ R2 pour lesquels la
fonction polynomiale (de degre´ 2 en chaque variable)
f0(t1, t2) = ⟨(W1 + i t1 V1) ⊠ (W2 + i t2 V2), (W1 + i t1 V1) ⊠ (W2 + i t2 V2)⟩
est ne´gative.
Remarque 3.3.5. Les tranches complexes de B1 et B2 qui intersectent le disque de Giraud
le font suivant une ge´ode´sique, donne´e par l’e´quation tj = constante, j = 1 ou 2. De
meˆme, les tranches complexes du troisie`me bissecteur (cf. the´ore`me 3.3.4) qui intersectent
le disque de Giraud B1 ∩B2 le font suivant une ge´ode´sique, donne´e par une e´quation du
type −1 − t0 t1 + α(t0 − t1) = 0, ou` α est un parame`tre re´el, ou par l’e´quation t1 = t0.
3.3.1.3 Sphe`res spinales
La section 1.1.3 de´crit plusieurs mode`les pour le plan hyperbolique complexe. Dans
ce paragraphe, on se place dans le mode`le de Siegel : la forme hermitienne conside´re´e est
donne´e par ⟨Z,Z ′⟩ = Z0Z ′2 +Z1Z ′1 +Z2Z ′0
et dans la carte Z0 = 1, le plan hyperbolique complexe est de´fini par 2Re(Z2) + ∣Z1∣2 < 0.
Dans ce mode`le, le bord a` l’infini de H2C peut eˆtre identifie´ avec (C×R)∪{∞}, ou` C×R est
muni de la structure du groupe de Heisenberg. Il admet alors une me´trique, dite me´trique
de Cygan ([Gol99] p.160).
Le bord d’une droite complexe est un cercle topologique dans ∂∞H2C, appele´ C-cercle.
Si la droite complexe passe par le point a` l’infini, alors le C-cercle correspondant est une
droite verticale. Le bord d’un lagrangien est appele´ un R-cercle. Le bord a` l’infini d’un bis-
secteur est diffe´omorphe a` la sphe`re S2 ([Gol99] corollaire 5.1.3), et est appele´ une sphe`re
spinale. Les bissecteurs admettent deux feuilletages, par des droites complexes et par des
lagrangiens, ce qui donne un feuilletage des sphe`res spinales par des C- (respectivement
R-) cercles.
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L’e´tude de l’intersection des bissecteurs peut se ramener en partie a` l’e´tude de l’inter-
section des sphe`res spinales, voir [Gol99] chapitre 9. Un re´sultat en particulier nous sera
utile dans la suite de cette partie :
The´ore`me 3.3.6 ([Gol99] p.277). Soient B1, B2 deux bissecteurs dans H2C, et S1, S2
leurs sphe`res spinales. Alors l’intersection B1∩B2 admet le meˆme nombre de composantes
connexes que S1 ∩ S2.
En particulier, si les sphe`res spinales sont disjointes, alors les bissecteurs sont disjoints
aussi.
Parmi les sphe`res spinales, certaines sont des sphe`res me´triques pour la me´trique de
Cygan e´voque´e plus haut : c’est le cas des sphe`res spinales verticales, dont l’e´pine complexe
est une droite verticale et qui ne passent pas par le point a` l’infini ([Gol99] p.161).
3.3.2 Le the´ore`me de Poincare´, version complexe
Dans le plan hyperbolique complexe, il n’existe pas d’hypersurfaces totalement ge´o-
de´siques, donc il n’y a pas de notion standard de “face” d’un polye`dre. Les bissecteurs
de´finis pre´ce´demment ne sont pas totalement ge´ode´siques, mais ils en sont aussi proches
que possible : ils admettent un feuilletage par des sous-varie´te´s totalement ge´ode´siques.
Tous les polye`dres que nous e´tudierons dans cette partie seront borde´s par des bissec-
teurs. Ce seront meˆme des bissecteurs coe´quidistants, puisque les polye`dres sont construits
comme domaines de Dirichlet.
3.3.2.1 Contexte
Soit P ⊂ H2C un polye`dre borde´ par des bissecteurs, et muni d’un syste`me d’identifica-
tions de faces (voir section 1.3). On suppose dans la suite de cette partie que P muni de
ces identifications de faces ve´rifie les conditions de cycles d’areˆtes. On note Γ < Isom(H2C)
le groupe engendre´ par les identifications de faces.
Rappelons les de´finitions des objets qui interviennent dans la preuve du the´ore`me de
Poincare´ (on reprend les notations de [EP94]). Soit G le groupe abstrait engendre´ par les
identifications de faces, modulo les relations de cycles et les relations de paires. Il existe
alors un morphisme naturel surjectif ϕ ∶ G → Γ. Le groupe G est muni de la topologie
discre`te, et on de´finit l’espace Z associe´ par Z = G×P/ ∼, ou` ∼ est la relation d’e´quivalence
engendre´e par les (g, x) ∼ (g ⋅ γF −1, γF (x))
pour tout g ∈ G, toute face F de P et tout x ∈ F (voir Figure 1.2, section 1.3). Z est muni
de la topologie quotient. L’application de´veloppante de Z, note´e DZ , est de´finie par :
DZ ∶ Z → H2C[(g, x)] ↦ ϕ(g)(x)
ou` [(g, x)] est la classe de (g, x) dans Z, pour tout g ∈ G et x ∈ P.
La preuve du the´ore`me de Poincare´ se fait alors en deux e´tapes. La premie`re est de
montrer que DZ est un home´omorphisme local, et que la structure cellulaire de Z est loca-
lement finie. On peut alors de´finir une me´trique sur Z pour laquelle DZ est une isome´trie
locale. La deuxie`me e´tape est de montrer que c’est en fait une isome´trie globale : ceci
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revient a` montrer que Z muni de cette me´trique est complet. La comple´tude est garan-
tie si le polye`dre P est compact, mais il faut la ve´rifier lorsque P admet des points a` l’infini.
L’article de Mostow [Mos80] pre´sente une version du the´ore`me de Poincare´ dans le cas
complexe, mais il manque dans la preuve l’e´tude de la comple´tude de l’espace Z ([Mos80]
the´ore`mes 6.3.1 et 6.3.2 pp.199-200, l’hypothe`se de comple´tude manque dans l’e´nonce´ du
the´ore`me 6.3.2). Dans le contexte hyperbolique complexe, la preuve de la comple´tude de
Z dans le cas ge´ne´ral est difficile, et il n’existe pas pour l’instant de re´fe´rence de´taille´e
comple`te. Dans la suite, on de´taille donc la comple´tude de Z dans le cas particulier qui nous
inte´resse, de´crit au paragraphe suivant. Il s’agit en quelque sorte de la situation contraire
a` celle de´crite au chapitre 2 : les points a` l’infini ne sont plus des sommets ide´aux (cf.
de´finition 2.2.6), pour chaque point a` l’infini il existe un voisinage qui ne rencontre qu’un
nombre fini de copies du polye`dre dans le pavage de H2C par P.
3.3.2.2 Hypothe`se sur les points a` l’infini
Pour e´tudier les points a` l’infini de P, on commence par e´tudier leurs cycles sous les
identifications de faces de P. Conside´rons le graphe oriente´ de´fini de la fac¸on suivante :
— les sommets sont les points a` l’infini de P,
— pour tout p ∈ ∂∞P, si F est une face de P contenant p, on construit une areˆte
oriente´e de p a` γF (p) (ou` γF est l’identification de faces associe´e a` F ).
Etant donne´ un point a` l’infini p ∈ ∂∞P, on note Cp la composante connexe contenant p
de ce graphe. Cp de´crit le cycle de p sous les identifications de faces de P. La figure 3.3
donne un exemple simple de tels graphes.
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p2 p3
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A
B
A
A
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A−1
A−1
B−1B−1
γ
γ
γ−1
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p2
p3
p1 p2
p3
Cp1 ∶ Cp1 ∶
Cp3 ∶
P
b
b
b
b
b
b
b b
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b b
b
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Figure 3.3 – Exemples de cycles de sommets a` l’infini dans H2R.
A partir du graphe Cp, on construit un sous-espace de Z, note´ Zp, qui correspond
a` l’ensemble des copies de P dans Z incidentes a` p. Soit c un chemin fini partant de p
dans le graphe oriente´ Cp. Si c traverse (dans l’ordre) les areˆtes oriente´es associe´es aux
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identifications de face γ1, . . . , γk, on note c = (γ1, . . . , γk). Le sous-espace Zp de Z est de´fini
par
(3.1) Zp = ⎛⎜⎜⎜⎝ ⋃chemin c=(γ1,...,γk)de Cp partant de p {γ1
−1⋯γk−1} ×P⎞⎟⎟⎟⎠/ ∼ ⊂ Z
Zp peut eˆtre de´veloppe´ dans H2C, et on note Dp ∶ Zp → H2C l’application de´veloppante res-
treinte. L’image de Dp est donc obtenue en de´veloppant les copies de P seulement suivant
les faces incidentes au point p ∈ ∂∞H2C. Pour les exemples de la Figure 3.3, l’image de la
de´veloppante restreinte est donne´e Figure 3.4.
P
P
γ(P)
p p
Dp(Zp) Dp(Zp)
b
b
Figure 3.4 – Image de la de´veloppante restreinte Dp(Zp). A gauche : Zp est compose´
d’une infinite´ de copies de P. A droite : Zp est forme´ de deux copies.
Les polye`dres e´tudie´s dans la suite de ce chapitre ve´rifieront la proprie´te´ suivante :
Proprie´te´ 3.3.7. Pour tout point a` l’infini p ∈ ∂∞P, le sous-ensemble Zp de Z, de´fini
par (3.1), est forme´ d’un nombre fini de copies de P.
On veut donc montrer la version suivante du the´ore`me de Poincare´ :
The´ore`me 3.3.8 (The´ore`me de Poincare´, version complexe). Soit P ⊂ H2C un polye`dre
borde´ par des bissecteurs, et muni d’identifications de faces qui ve´rifient les conditions de
cycles (voir section 1.3) ainsi que la proprie´te´ 3.3.7. Soit Γ le sous-groupe de Isom(H2C)
engendre´ par les identifications de faces. Alors Γ est discret, P est un domaine fondamental
pour Γ, une pre´sentation de Γ donne´e par les relations de paires et les relations de cycles.
3.3.2.3 Preuve de la comple´tude de Z
On suppose dans toute cette partie que les hypothe`ses du the´ore`me 3.3.8 sont ve´rifie´es.
D’apre`s l’article de Mostow [Mos80], l’application de´veloppante DZ ∶ Z → H2C est un
home´omorphisme local, et la structure cellulaire de Z est localement finie.
Rappelons d’abord la me´trique conside´re´e sur Z :
— la me´trique sur une copie {γ} ×P de P est la me´trique hyperbolique complexe,
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— e´tant donne´s deux points x et y de Z, on conside`re l’ensemble des chemins entre x
et y qui sont une union finie de sous-chemins C1, chacun inclus dans une copie deP. On les appelle chemins admissibles. La longueur d’un chemin admissible est la
somme des longueurs hyperboliques des sous-chemins. La distance entre x et y est
alors l’infimum des longueurs des chemins admissibles entre x et y.
Notons dZ cette me´trique. L’application de´veloppante DZ ∶ (Z,dZ) → (H2C, dhyp) de´croˆıt
alors les distances : l’image d’un chemin admissible par DZ est un chemin C1 par morceaux
de H2C de meˆme longueur, et cette longueur est supe´rieure a` la distance hyperbolique entre
ses extre´mite´s.
Cette me´trique sur Z fait de DZ une isome´trie locale. En effet, supposons que DZ ∣U ∶
U ⊂ Z → V ⊂ H2C est un home´omorphisme (ou` U et V sont des ouverts). Le releve´ a` U
d’un segment ge´ode´sique dans V est un chemin admissible pour Z (la structure cellulaire
de Z est localement finie, donc le releve´ intersecte bien un nombre fini de copies de P), et
sa longueur dans Z est e´gale a` la longueur hyperbolique. Donc DZ ∣U est une isome´trie.
Pour montrer la comple´tude de Z sous les hypothe`ses du the´ore`me 3.3.8, on utilise le
lemme suivant :
Lemme 3.3.9. Soit P ⊂ H2C un polye`dre borde´ par des bissecteurs et admettant un syste`me
d’identifications de faces qui ve´rifie les conditions de cycles et la proprie´te´ 3.3.7. Alors il
existe ε > 0 tel que pour tout g ∈ G, le ε−voisinage de {g}×P dans Z intersecte seulement
un nombre fini de copies de P.
Montrons d’abord la comple´tude de Z avec le lemme 3.3.9. Soit (xn)n∈N une suite de
Cauchy dans Z. D’apre`s le lemme pre´ce´dent, (xn)n∈N visite seulement un nombre fini de
copies de P dans Z. Quitte a` extraire une sous-suite et a` composer par un e´le´ment de Γ,
on peut donc supposer que tous les termes xn sont dans {id} ×P. Mais P est ferme´ dans
H2C, donc complet, donc toute suite de Cauchy dans P converge. Donc par de´finition de
la me´trique sur Z, (xn)n∈N converge, et Z est complet.
Montrons a` pre´sent le lemme 3.3.9.
De´monstration. G agit par isome´tries sur Z, donc il suffit de montrer le lemme pour{id}×P. La structure cellulaire de Z est localement finie, donc pour tout point [(id, x)] ∈{id}×P, il existe εx > 0 tel que la boule (dans Z) de rayon εx autour de [(id, x)] rencontre
seulement un nombre fini de copies de P.P n’est pas compact en ge´ne´ral, donc on ne peut pas en de´duire l’existence d’un
sous-recouvrement fini. On va montrer cependant que l’hypothe`se sur les points a` l’infini
implique l’existence d’un ε uniforme hors d’un compact de P, ce qui donne le re´sultat voulu.
Soit p ∈ ∂∞P un point a` l’infini de P. On se place dans le mode`le de Siegel, et on
suppose que p est le point a` l’infini dans ce mode`le. D’apre`s la proprie´te´ 3.3.7, l’image de
la de´veloppante du sous-ensemble Zp de Z est forme´e seulement d’un nombre fini de copies
de P. P admet un nombre fini de faces, donc il y a seulement un nombre fini de faces non
verticales (i.e. non adjacentes a` p) dans la de´veloppante de Zp. Les sphe`res spinales des
bissecteurs portant les faces non verticales sont borne´es dans ∂∞H2C, donc il existe une
sphe`re spinale qui les contient toutes strictement. Soit Bp le bissecteur correspondant.
D’apre`s le the´ore`me 3.3.6, puisque la sphe`re spinale de Bp est disjointe de celles des
bissecteurs portant les faces non verticales, Bp n’intersecte que les faces verticales des
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copies de P, et se´pare p des faces non verticales, voir Figure 3.5. On note B−p le demi-
espace contenant les faces non verticales, et B+p celui contenant p.
Figure 3.5 – Exemple dans H3R : Zp est forme´ de trois copies de P. Dans ce contexte, B
est un he´misphe`re, qui englobe toutes les faces non verticales.
Bp est a` distance strictement positive des faces non verticales, donc il existe εp tel que
le εp-voisinage de P ∩ B+p est entie`rement inclus dans la de´veloppante de Zp. Montrons
alors que dans Z, le εp-voisinage de {id} × (P ∩B+p ) est inclus dans Zp. Soit x un point
de {id} × (P ∩B+p ), et y ∈ Z ∖Zp. Alors tout chemin de x a` y sort de Zp et donc traverse
une face qui n’est pas incidente a` p dans Z. L’image dans H2C d’un tel chemin traverse B
et l’une des faces non verticales de la de´veloppante de Zp. Sa longueur hyperbolique est
donc supe´rieure a` εp, et il en est donc de meˆme de sa longueur dans Z.
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Puisque Zp est compose´ d’un nombre fini de copies de P par hypothe`se, le εp-voisinage
de {id} × (P ∩B+p ) rencontre seulement un nombre fini de copies de P.
Notons de plus que ∂∞P ⊂ ∂∞H2C est un compact de ∂∞H2C, et que pour tout bissecteur
B, ∂∞(P ∩B+) est un ouvert pour la topologie induite sur ∂∞P par la topologie du bord
de l’espace hyperbolique (voir section 1.1.3). Il existe donc un nombre fini de points a`
l’infini p1, . . . , pm de P tels que ∂∞P est recouvert par les ∂∞(P ∩B+pi), en reprenant les
notations du paragraphe pre´ce´dent.P prive´ des demi-espaces B+pi est compact, donc son image dans {id}×P est recouverte
par un nombre fini de boules B(x, εx) comme ci-dessus. Soit ε le minimum de ces εx et
des εpi : alors le ε-voisinage de {id} × P dans Z intersecte seulement un nombre fini de
copies de P.
3.3.2.4 Ve´rification du reste des hypothe`ses
Identifications de faces Dans le cas ge´ne´ral, si le polye`dre est borde´ par des hypersur-
faces non totalement ge´ode´siques, la ve´rification des proprie´te´s des identifications de faces
peut eˆtre laborieuse. Cependant, les polye`dres e´tudie´s dans ce chapitre sont seulement des
domaines de Dirichlet, ou domaines de Dirichlet partiels (cf. de´finition 1.2.13) : ils sont de
la forme P = ⋂
γ∈SH−γ , avec H−γ = {z ∈ HnC ∣ d(z, o) ⩽ d(z, γ(o))}
ou` o est le centre du domaine, et et S est un sous-ensemble (stable par l’inverse) d’un
groupe d’isome´tries Γ. Pour tout γ, on a
γ(H−γ−1) = {z ∈ H2C ∣ d(z, γ(o)) ⩽ d(z, o)} =H+γ
donc γ(P)∩P est porte´ par le bissecteur Hγ , et γ(P˚)∩P˚ = ∅. Pour que les γ ∈ S forment un
syste`me d’identifications de faces, il reste donc a` ve´rifier que chaque γ pre´serve la structure
cellulaire entre les faces de P porte´es par Hγ−1 et Hγ . Ceci ne´cessite de de´terminer la
combinatoire de P, voir par exemple section 3.5.
Pavage autour des areˆtes La ve´rification du pavage d’un voisinage de chaque areˆte
par les copies du polye`dre est a` nouveau facilite´e par le fait que les polye`dres conside´re´s
sont tous des domaines de Dirichlet : ils sont borde´s par des bissecteurs coe´quidistants, de
la forme Hγ = B(o, γ(o)) ou` o est le centre du domaine. On distingue deux cas, suivant
que les bissecteurs bordant l’areˆte sont cospinaux ou non, donc selon que l’areˆte est porte´e
par une droite complexe ou par un disque de Giraud (cf. the´ore`me 3.3.4). La re´fe´rence
principale pour ce paragraphe est [DPP15].
Soit e = Fγ1 ∩ Fγ2 une areˆte de P, telle que les bissecteurs Hγ1 et Hγ2 portant les
deux faces sont cospinaux : o, γ1(o) et γ2(o) appartiennent a` une meˆme droite complexe.
Les bissecteurs Hγ1 et Hγ2 s’intersectent suivant une droite complexe L orthogonale a`
leur e´pine, et l’angle d’intersection est constant d’apre`s le the´ore`me 3.3.2. Dans tout le
chapitre, les areˆtes porte´es par des droites complexes seront de la forme e = Fγ ∩ Fγ−1 , et
telles que l’identification de faces γ ∶ Fγ−1 → Fγ est une re´flexion complexe par rapport a`
la droite complexe L : elle agit comme une rotation d’angle θ sur les droites complexes
orthogonales a` L, ou` θ est l’angle entre les deux bissecteurs.
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La transformation de cycle associe´e a` l’areˆte e est alors juste γ. En tout point inte´rieur z
de e, on peut conside´rer la droite complexe L⊥z orthogonale a` L passant par z. L’intersection
de L⊥z avec P est un secteur angulaire borde´ par des ge´ode´siques, d’angle θ. Les copies de
ce secteur par γ pavent un voisinage de z dans L⊥z si et seulement si θ = 2pi/k, k ⩽ 1.
En appliquant le raisonnement a` tous les points z ∈ e˚, on obtient la proprie´te´ suivante :
si la re´flexion complexe γ ∶ Fγ−1 → Fγ par rapport a` la droite complexe L est d’ordre
k, et agit sur l’orthogonal de L comme une rotation d’angle 2pi/k, alors les polye`dresP, γ(P), . . . , γk−1(P) pavent un voisinage de l’areˆte e = Fγ ∩ Fγ−1 .
Supposons maintenant que e = Fγ1 ∩ Fγ2 est porte´e par un disque de Giraud : il
existe alors un unique bissecteur contenant l’intersection Hγ1 ∩ Hγ2 . C’est le bissecteur
B(γ1(o), γ2(o)). Les trois points o, γ1(o) et γ2(o) permettent de de´finir trois re´gions,
borde´es par ces bissecteurs et dont l’intersection est exactement le disque de Giraud :
en reprenant les notations de [DPP15], on note Y0 l’ensemble des points z ∈ H2C plus pre`s
de o que de γ1(o) et γ2(o) : Y0 = {z ∈ H2C ∣ d(z, o) ⩽ d(z, γ1(o) et d(z, o) ⩽ d(z, γ2(o)}. De
meˆme, Y1 (respectivement Y2) est l’ensemble des points plus proches de γ1(o) (respective-
ment γ2(o)). Ces trois re´gions sont d’inte´rieur disjoint. On a alors la proposition suivante
([DPP15], Lemme 3.3) :
Proposition 3.3.10. Soit P un polye`dre borde´ par des bissecteurs cospinaux, et e = F1∩F2
une areˆte telle que l’intersection des bissecteurs portant F1 et F2 est un disque de Giraud.
Soient Y0, Y1 et Y2 les trois re´gions associe´es a` ce disque de Giraud. Si chacune contient
exactement un des polye`dres P, γF1−1(P) et γF2−1(P), ou` γFi est l’identification de face
associe´e a` Fi, et si γF1
−1(P)∩γF2−1(P) est contenu dans le troisie`me bissecteur du disque
de Giraud, alors P, γF1−1(P) et γF2−1(P) pavent un voisinage de e.
Points a` l’infini Pour chaque point a` l’infini p ∈ ∂∞P, Cp est le graphe repre´sentant le
cycle de p sous les identifications de faces : c’est la composante connexe contenant p du
graphe dont les sommets sont les points a` l’infini de P, et dont les areˆtes repre´sentent les
identifications de faces entre ces points. Dans la suite du chapitre, les exemples e´tudie´s
seront tels que Cp admet seulement un nombre fini de sommets et peut eˆtre explore´ a` la
main.
Le but est de ve´rifier la proprie´te´ 3.3.7, c’est-a`-dire que le sous-espace Zp de Z (voir (3.1))
est forme´ seulement d’un nombre fini de copies de P. Etant donne´e la de´finition de Zp, la
proprie´te´ 3.3.7 est clairement ve´rifie´e si le groupe engendre´ par les identifications de faces
apparaissant dans le graphe Cp est fini. Ce sera le cas dans tous les exemples e´tudie´s par
la suite.
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3.4 Construction d’une repre´sentation de Γpq dans Isom(H2C)
Le but de ce chapitre est de construire un sous-groupe discret de PU(2,1) dont l’en-
semble limite est home´omorphe a` l’e´ponge de Menger. On adapte pour cela la construction
de [Bou97b], en construisant une repre´sentation fide`le, discre`te et convexe cocompacte du
groupe hyperbolique Γpq de´fini section 3.2. Conside´rons un lagrangien de H2C : c’est une
copie isome´trique du mode`le de Beltrami-Klein de H2R, de courbure −1/4. Soit P un p-gone
re´gulier a` angles droits porte´ par ce lagrangien. Chaque coˆte´ de P de´finit une unique droite
complexe. On e´tudie alors le groupe Γ ⊂ PU(2,1) engendre´ par les re´flexions complexes
d’ordre q par rapport aux droites complexes portant les coˆte´s de P . Puisque P est a` angles
droits, c’est bien une repre´sentation de Γpq.
La premie`re e´tape de l’e´tude de Γ est la construction d’un domaine fondamental, sur
lequel on puisse lire les proprie´te´s de la repre´sentation. Ce domaine fondamental sera un
domaine de Dirichlet, et on pre´sente dans la suite un domaine de Dirichlet partiel, candidat
pour eˆtre un domaine fondamental pour Γ.
L’objectif de cette section est de construire explicitement les objets e´tudie´s : poly-
gone P , ge´ne´rateurs du groupe Γ, et domaine de Dirichlet partiel. Une section a` part
sera consacre´e a` l’e´tude de la combinatoire de ce polye`dre, ne´cessaire pour appliquer le
the´ore`me de Poincare´.
La construction du groupe Γ peut eˆtre faite pour tout couple (p, q), avec p ⩾ 5 et q ⩾ 3.
Pour l’e´tude du domaine de Dirichlet, en revanche, nous n’avons pas trouve´ de me´thode
ge´ne´rale ge´ome´trique permettant de traiter tous les cas. Les calculs seront donc faits pour
le cas p = 6 et q = 3, pour lequel la combinatoire du domaine de Dirichlet est la plus simple.
L’e´tude effectue´e dans la suite est suˆrement adaptable a` d’autres valeurs de p et q, mais
nous ne l’avons pas mise en pratique.
3.4.1 Construction du groupe
Pour e´tudier facilement les re´flexions dans Isom(H2C) et utiliser l’alge`bre line´aire, on se
place dans le mode`le projectif : H2C est l’ensemble des droites ne´gatives de C
3 pour la forme
lorentzienne ⟨z, z⟩ = −∣z0∣2 + ∣z1∣2 + ∣z2∣2. On utilisera aussi le mode`le de la boule (H2C est
alors la boule unite´ B dans le plan {z0 = 1}). Les isome´tries de l’espace hyperbolique sont
repre´sente´es par des matrices unitaires pour ⟨., .⟩. Les sous-espaces totalement ge´ode´siques
complexes de codimension k sont donne´s par le projectivise´ (ou par l’intersection avec la
boule) de sous-espaces line´aires de codimension complexe k dans C3.
Pour simplifier les calculs, on suppose que le polygone P est porte´ par le lagrangien
R3 ∩ B, et qu’il est centre´ en l’origine o = (1,0,0). Pour de´terminer les coordonne´es des
sommets de P , il suffit de travailler dans le mode`le de Beltrami-Klein (ou mode`le projectif)
du plan hyperbolique re´el de courbure −1/4. Le p-gone re´gulier P est centre´ a` l’origine, ou`
les angles euclidiens et hyperboliques co¨ıncident, donc les sommets xj de P , 0 ⩽ j ⩽ p − 1,
auront pour coordonne´es s (cos (2jpip ) , sin (2jpip )), ou` s est la distance euclidienne de o a`
xj .
P doit eˆtre un p-gone re´gulier a` angles droits. Il peut eˆtre de´compose´ comme p triangles
d’angles (2pip , pi4 , pi4 ). Pour de´terminer la distance hyperbolique de o a` xj , on applique la loi
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des cosinus dans un espace de courbure constante −1/4 (cf. [Gol99] p.85), et on trouve
d(o, xj) = 2 arcosh⎛⎜⎜⎜⎝
1 + cos(2pi
p
)
sin(2pi
p
)
⎞⎟⎟⎟⎠
ou` d est la distance hyperbolique dans le mode`le de Beltrami-Klein de H2R.
Pour de´terminer finalement les coordonne´es des sommets xj de P dans la boule B, il
suffit de calculer la distance euclidienne correspondante, donne´e par s = tanh(d(o, xj)/2)
(cf. [Gol99] p.78). Apre`s simplification de l’expression, on trouve les coordonne´es suivantes :
xj = ⎛⎜⎜⎜⎝
1
s cos (2jpip )
s sin (2jpip )
⎞⎟⎟⎟⎠ , ou` s =
√
2 cos2 (2pip ) + 2 cos (2pip )
1 + cos (2pip )
Pour tout 0 ⩽ j ⩽ p−1, l’areˆte aj = (xj xj+1) de P de´termine une unique droite complexe,
note´e Cj . Le produit vectoriel lorentzien ej = xj ⊠ xj+1 (voir section 3.3.1) est un vecteur
polaire pour Cj . Pour le cas j = 0, par exemple, on trouve apre`s simplification :
e0 = ⎛⎜⎜⎜⎜⎝
√
2 cos2 (2pip ) + 2 cos (2pip )
1 + cos (2pip )
sin (2pip )
⎞⎟⎟⎟⎟⎠
On peut alors de´terminer la matrice de la re´flexion γ0 d’ordre q par rapport a` la droite
complexe C0. Dans la base (x0, x1, e0) de C3, γ0 est simplement donne´e par la matrice
diagonale
diag(1,1, exp(2ipi
q
)) .
Il suffit alors d’appliquer le changement de base pour trouver la matrice de γ0 dans la base
canonique usuelle. D’autre part, le p-gone P est re´gulier, donc invariant par la rotation
Rp = diag(1,(cos(2pip ) − sin(2pip )sin(2pip ) cos(2pip ) )) .
Pour tout 0 ⩽ j ⩽ p − 1, la re´flexion γj d’ordre q par rapport a` la droite complexe Cj est
donc donne´e par
(3.2) γj = Rpj ⋅ γ0 ⋅Rp−j
Dans toute la suite, on se limite au cas p = 6 et q = 3. On obtient alors
γ0 = ⎛⎜⎜⎜⎜⎝
5
2 − i √32 −3√64 + i 3√24 −3√24 + i √64
3
√
6
4 − i 3√24 −54 + i 3√34 −3√34 + 34 i
3
√
2
4 − i √64 −3√34 + 34 i 14 + i √34
⎞⎟⎟⎟⎟⎠ , R6 =
⎛⎜⎜⎜⎜⎝
1 0 0
0 12 −√32
0
√
3
2
1
2
⎞⎟⎟⎟⎟⎠
Les autres re´flexions γj sont obtenues graˆce a` la relation (3.2). On note Γ le groupe
engendre´ par γ0, . . . , γ5.
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3.4.2 Domaine de Dirichlet partiel
Pour montrer que le groupe Γ est discret et admet la pre´sentation voulue, on cherche un
domaine fondamental pour Γ. On choisit d’e´tudier un domaine de Dirichlet. Les syme´tries
du proble`me incitent a` choisir l’origine o = (1,0,0) comme centre pour le domaine de
Dirichlet, pour maximiser les syme´tries du polye`dre obtenu. On cherche donc a` e´tudier
DΓ(o) = ⋂
γ∈Γ∖{id}H−γ , ou H−γ = {z ∈ H2C ∣ d(z, o) ⩽ d(z, γ(o))}
Une des difficulte´s de l’e´tude du domaine de Dirichlet DΓ(o) est due au nombre infini de
demi-espaces qui interviennent dans la de´finition du domaine. Dans certains cas, cepen-
dant, le domaine est en fait borde´ seulement par un nombre fini de bissecteurs Hγ .
La proce´dure de Riley, de´crite au paragraphe 2.5.4.1, part d’un domaine de Dirichlet
partiel et ajoute des faces au fur et a` mesure pour augmenter le nombre de faces du
polye`dre admettant des identifications. Si le groupe est discret, le processus devrait finir
par donner un domaine fondamental pour le groupe. Un programme de Deraux, similaire
a` celui de´crit dans [Der05], permet de tester cette proce´dure pour le groupe Γ e´tudie´. La
proce´dure s’arreˆte apre`s un nombre fini d’e´tapes, et fournit le domaine de Dirichlet partiel
D = ⋂
γ∈SHγ−
ou` S est le sous-ensemble de Γ donne´ par
S = {γj , γj−1, γj ⋅ γj+1−1, γj+1 ⋅ γj−1 ∣ j ∈ Z/6Z}
D est donc un domaine fondamental potentiel pour Γ : au moins nume´riquement, les
isome´tries γ ∈ S, γ ∶ Hγ−1 → Hγ , forment un syste`me d’identifications de faces pour D. Il
faut donc e´tudier de fac¸on rigoureuse la combinatoire de D pour pouvoir tester l’existence
d’identifications de faces et le reste des hypothe`ses du the´ore`me de Poincare´. La conclu-
sion du the´ore`me donnera alors la discre´tude de Γ, et une pre´sentation et un domaine
fondamental pour Γ.
Il y a trois types de ve´rifications a` effectuer pour tester les hypothe`ses de Poincare´ :
— pour tout γ ∈ S, Hγ ∩D est une face de codimension 1 de D. De plus, l’isome´trie
associe´e γ−1 l’envoie exactement sur la face Hγ−1 ∩D en pre´servant la structure de
complexe cellulaire.
— les conditions de cycles d’areˆtes sont ve´rifie´es (voir section 3.3.2.4).
— les points a` l’infini ve´rifient la proprie´te´ 3.3.7.
Pour toutes ces ve´rifications, il faut commencer par certifier la combinatoire des areˆtes
de D. Pour chaque paire de bissecteurs Hγ , Hγ′ , on e´tudie si les deux s’intersectent dans
l’espace hyperbolique, et si oui, quelle est la combinatoire de Hγ∩Hγ′∩D. Une fois connues
les facettes de codimension 2, on peut en de´duire la structure cellulaire des faces de D.
L’e´tude de la combinatoire de D est effectue´e section 3.5.
3.4.3 Notations pour la suite
On introduit quelques notations pour l’e´tude de la combinatoire du polye`dre D. Consi-
de´rons la carte affine {Z0 = 1} ≃ C2 de PC2,1 : pour tout z ∈ C2, on note z˜ = (1, z) le releve´
correspondant. Pour tout z ∈ C2, notons
f0(z) = ⟨z˜, z˜⟩
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Un point z ∈ C2 est dansH2C si et seulement si f0(z) < 0, et au bord de l’espace hyperbolique
si et seulement si f0(z) = 0. En pratique, f0(z) ⩽ 0 sera l’une des conditions qui de´finissent
le polytope D dans ce mode`le.
Les autres conditions sont donne´es par d(z, o) ⩽ d(γ(o), z), pour tout γ ∈ S et tout
z ∈ C2. Notons alors
fγ(z) = ∣⟨z˜, o⟩∣2 − ∣⟨z˜, γ(o)⟩∣2
Comme vu section 3.3.1.1, puisque o et γ(o) sont de meˆme norme, z ∈ C2 est sur le
bissecteur e´tendu Hγ (respectivement dans le demi-espace Hγ
−) si et seulement si fγ(z) = 0
(resp. fγ(z) ⩽ 0). Le polytope D est donc de´fini par l’ensemble des ine´galite´s
fs(z) ⩽ 0, ∀ s ∈ S′ = S ∪ {0}
Les facettes de D sont (des composantes) des sous-ensembles de D de la forme
{ fi(z) = 0 ∀ i ∈ I
fs(z) ⩽ 0 ∀s ∈ S′ ∖ I ou` I est un sous-ensemble de S
Pour tous sous-ensembles disjoints I, J ⊂ S′, on note FI,J l’ensemble
FI,J = {z ∈ C2 ∣ fi(z) = 0 ∀ i ∈ I et fj(z) ⩽ 0 ∀ j ∈ J}
En particulier, les faces de codimension 1 de D peuvent eˆtre de´crites comme les sous-
ensembles de la forme F{γ},S′∖{γ} (note´s aussi Fγ dans la suite pour plus de lisibilite´),
et de meˆme les facettes de dimension infe´rieure sont les FI,S∖I avec I ⊂ S. Les relations
d’adjacence entre les facettes sont faciles a` lire : si I, J ⊂ S′ sont disjoints, et K ⊂ J , alors
FI∪K,J∖K est une facette incidente a` FI,J .
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3.5 Certification de la combinatoire de D
L’objectif de cette partie est de certifier la combinatoire du domaine
D = ⋂
γ∈SHγ−, ou` S = {γj , γj−1, γj ⋅ γj+1−1, γj+1 ⋅ γj−1 ∣ j ∈ Z/6Z}
Toute l’e´tude se fait a` partir des intersections de paires de bissecteurs. Soit I = {g1, g2} un
sous-ensemble de S a` deux e´le´ments, tel que les bissecteurs associe´s Hg1 et Hg2 ne soient
pas cospinaux. Dans notre contexte, c’est le cas si et seulement si I n’est pas de la forme{γj , γj−1}. Alors, en reprenant les notations de la section 3.3.1.2, l’intersection entre les
deux bissecteurs e´tendus est parame´tre´e par
(3.3) Z = (W1 + i t1 V1) ⊠ (W2 + i t2 V2), t1, t2 ∈ R
ou` Vj et Wj sont obtenus a` partir de releve´s particuliers de o et gj(o). Si cette intersection
est non vide, c’est un disque de Giraud (voir the´ore`me 3.3.3). On peut alors e´tudier la
facette FI,S′∖I de D, de´finie par les ine´galite´s fs(Z) ⩽ 0 pour tout s ∈ S′ ∖ I, dans les
coordonne´es t1 et t2. (On rappelle que S
′ = S ∪ {0}.)
Noter que le vecteur Z ∈ C2,1 ainsi construit n’est pas force´ment dans la carte affine{Z0 = 1}. Ce n’est pas un proble`me pour la suite des calculs, puisque le signe des fonctions
f0 ou fγ (vues comme fonctions sur C2,1) est invariant par multiplication de Z par un
scalaire.
Lorsque I = {γj , γj−1}, l’intersection des bissecteurs correspondants est la droite com-
plexe engendre´e par l’areˆte [xj , xj+1] du polygone P . Elle est orthogonale a` l’e´pine com-
plexe des bissecteurs Hγj et Hγj−1 (i.e. la droite complexe engendre´e par les points o et
γj(o)), et on peut la parame´trer par
Z = p + (t1 + i t2)o ⊠ γj(o), t1, t2 ∈ R
ou` p est le point d’intersection des deux droites complexes. La facette FI,S′∖I de D est
donc de meˆme de´finie par les ine´galite´s fs(Z) ⩽ 0 pour tout s ∈ S′ ∖ I.
Les areˆtes porte´es par une droite complexe sont plus faciles a` e´tudier que celles porte´es
par un disque de Giraud, d’apre`s le re´sultat de Mostow suivant (voir [Gol99], the´ore`me
7.3.9) : l’intersection d’une droite complexe e´tendue (i.e. une copie de CP1) avec un bis-
secteur e´tendu est un cercle. Une areˆte porte´e par une droite complexe est donc obtenue
comme intersection de comple´ments de cercles, et ne pose pas de proble`mes de certification.
Dans la suite, on conside`rera donc seulement des areˆtes porte´es par des disques de Giraud.
Remarque 3.5.1. Pour alle´ger les notations, les bissecteursHγj ,Hγj−1 ,Hγj ⋅γj+1−1 etHγj+1⋅γj−1
seront note´s respectivement Hj , Hj−1 , Hj,j+1−1 et Hj+1,j−1 dans la suite de cette partie.
3.5.1 Restriction du nombre de facettes a` e´tudier
Le centre du domaine de Dirichlet D a e´te´ choisi pour que D soit le plus syme´trique
possible. Ces syme´tries qui pre´servent D simplifient grandement l’e´tude de la combinatoire
du polye`dre. Une partie des syme´tries de D provient des syme´tries de l’hexagone P a` partir
duquel on a de´fini les isome´tries γj .
La rotation R6, de´finie section 3.4.1, agit comme une rotation d’ange pi/3 sur P et
ve´rifie γj = (R6)j ⋅γ0 ⋅ (R6)−j pour tout j ∈ Z/6Z. Elle pre´serve le polye`dre D, et pour tout
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j ∈ Z/6Z, Hj (resp. Hj−1 , Hj,j+1−1 , Hj+1,j−1) est l’image par R6j de H0 (resp. H0−1 , H0,1−1 ,
H1,0−1).
Notons σj , j ∈ Z/6Z, la re´flexion (d’ordre 2) qui pre´serve P et dont l’axe passe par le
milieu de l’areˆte [xj , xj+1] de P (cf. Figure 3.6) : alors pour tout k ∈ Z/6Z, σj γj+k σj = γj−k.
En particulier, σj e´change les bissecteurs Hj−k et Hj+k (et de meˆme pour les autres types
de bissecteurs).
De meˆme, soit τj est la re´flexion d’ordre 2 qui pre´serve P et dont l’axe passe par les
sommet xj et x3+j (les indices sont pris modulo 6). Alors pour tout k ∈ Z/6Z, σj γj+k σj =
γj−1−k, et σj e´change les bissecteurs Hj+k et Hj−1−k (et de meˆme pour les autres).
P
x0
σ0
τ0
x1
o
x2
x3
b b
b
bb
b b
Figure 3.6 – Syme´tries du polygone P .
Enfin, D est aussi pre´serve´ par conjugaison complexe : en effet, o est un vecteur re´el,
et pour tout j, γj
−1 = γj . Donc pour tout γ ∈ S, le bissecteur Hγ est l’image de Hγ−1 par
conjugaison complexe.
Ainsi, il n’y a a` isome´trie pre`s que deux types de faces dans D : celui de la face porte´e
par le bissecteur H0, et celui de la face porte´e par H0,1−1 . Il suffit donc d’e´tudier ces deux
faces pour de´terminer la combinatoire de D. Le reste se de´duira par syme´trie.
3.5.2 Bissecteurs ne s’intersectant pas dans H2C
Pour simplifier les calculs dans la suite, on commence par montrer que certains bissec-
teurs ne s’intersectent pas dans l’espace hyperbolique H2C. On rappelle que l’intersection
de deux bissecteurs cospinaux est parame´tre´e par Z comme dans (3.3). Pour montrer que
l’intersection n’a pas lieu dans H2C, il suffit de voir que pour tous parame`tres (t1, t2) ∈ R2,
la norme de Z est positive. f0(Z) = ⟨Z,Z⟩ est un polynoˆme T (t1, t2) de degre´ 2 en cha-
cune des variables t1 et t2. Pour prouver qu’il est toujours strictement positif, il suffit de
montrer :
— pour toute valeur de t1, T (t1, t2) vu comme polynoˆme en t2 n’a pas de racines
(donc ne change pas de signe) : il faut ve´rifier que son discriminant, un polynoˆme
de degre´ 4 en t1, est strictement ne´gatif.
— le polynoˆme T (t1,0), de degre´ 2 en la variable t1, est strictement positif.
On applique cette me´thode aux deux bissecteurs H0 et H0,1−1 (le cas des autres bissec-
teurs est obtenu par syme´trie, d’apre`s le paragraphe pre´ce´dent). On trouve les intersections
suivantes :
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intersecte dans H2C
H0 H0−1 , H1, H1−1 , H5, H5−1 , H0,1−1 , H1,0−1 , H0,5−1 , H5,0−1
H0,1−1 H0, H0−1 , H1, H1−1 , H1,0−1 , H2,1−1 et H0,5−1
3.5.3 Intersections dans H2C - Me´thode ge´ne´rale
Lorsque les deux bissecteurs de I s’intersectent dans H2C, on veut e´tudier la combina-
toire de la facette FI,S′∖I . Noter qu’en pratique, il n’est pas ne´cesssaire de conside´rer tout
S′ ∖ I, puisque l’on sait de´ja` que certains bissecteurs ne s’intersectent pas dans l’espace
hyperbolique.
La me´thode pour de´terminer la combinatoire de FI,S′∖I est de partir du disque de
Giraud FI,{0}, et d’ajouter une par une les conditions supple´mentaires fs(Z) ⩽ 0, s ∈ S.
A chaque e´tape, on de´termine les arcs de´limitant le domaine FI,{0}∪J (y compris ceux
correspondant au bord hyperbolique), et les sommets du domaine.
Supposons que l’on ait de´termine´ la combinatoire de FI,{0}∪J , ou` J est un sous-ensemble
de cardinal k de S. Soit s ∈ S ∖ J : on cherche la combinatoire de FI,J∪{0,s}. On va donc
de´terminer :
— la liste des sommets de FI,J∪{0,s} : les sommets de FI,{0}∪J qui ne ve´rifient pas la
condition fs(Z) ⩽ 0 sont e´limine´s de la liste, et les points d’intersection de la courbe
fs(Z) = 0 avec les arcs de FI,{0}∪J sont ajoute´s, ainsi que les points doubles de la
courbe s’il en existe dans FI,{0}∪J .
— la liste des arcs de FI,J∪{0,s} : les arcs de´ja` existants sont modifie´s ou supprime´s
en accord avec la nouvelle liste de sommets, et les arcs provenant de la courbe
fs(Z) = 0 sont ajoute´s.
— pour que la liste des arcs donne´e pre´ce´demment soit comple`te, il faut s’assurer que
la courbe fs(Z) = 0 n’a pas de composante connexe entie`rement comprise dans
FI,{0}∪J . Pour les de´tecter, on utilise les points critiques : si une telle composante
existait, alors fs aurait un point critique dans FI,{0}∪J . Une e´tude supple´mentaire
serait alors ne´cessaire pour de´terminer si fs(Z) = 0 admet effectivement une com-
posante connexe supple´mentaire. Ce cas de figure n’apparaˆıt pas dans notre e´tude.
En the´orie, l’ordre dans lequel on ajoute les conditions ne joue aucun roˆle. En pratique,
on peut cependant simplifier les calculs en choisissant les e´tapes de manie`re ade´quate.
Pour que toutes ces e´tapes soient effectue´es de fac¸on certifie´e, il faut d’abord pouvoir
de´finir les isome´tries et les fonctions fs de fac¸on exacte, en travaillant dans un corps de
nombres. D’autre part, pour de´crire les intersections des diffe´rentes courbes, et rechercher
les points critiques, il faut une me´thode pour de´crire effectivement les solutions d’un
syste`me polynomial, et e´valuer un polynoˆme en l’une de ces solutions pour en de´terminer
le signe.
Dans notre cas, toutes les donne´es du proble`me sont exprimables dans un corps de
nombre qui de´pend des parame`tres p et q. Pour p = 6 et q = 3, tous les calculs se font
dans le corps de nombre Q(√3,√7). L’arithme´tique d’intervalles permet de de´terminer
exactement le nombre de racines re´elles d’un polynoˆme univarie´, ainsi que leur localisation
dans des intervalles de longueur arbitrairement petite. Elle permet aussi d’e´valuer le signe
un polynoˆme en une valeur (donne´e e´ventuellement sous forme d’un intervalle).
Il reste a` pouvoir de´terminer les solutions re´elles d’un syste`me de polynoˆme a` plusieurs
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variables, lorsqu’il n’est pas possible de se ramener a` un proble`me plus simple. La me´thode
de la repre´sentation rationnelle univarie´e, de´veloppe´e par F. Rouillier, permet de re´soudre
ce dernier proble`me.
Repre´sentation Univarie´e Rationnelle Soit F = {f1, . . . , fk} ⊂ Q[X1, . . .Xm] un
syste`me polynomial rationnel a` m variables, dont on cherche les solutions. Si F est ze´ro-
dimensionnel, alors il existe un algorithme, nomme´ “repre´sentation univarie´e rationnelle”
(ou RUR), qui permet d’exprimer les solutions de F comme fonctions rationnelles des
racines d’un polynoˆme a` une seule variable. Cet algorithme a e´te´ de´veloppe´ par F. Rouillier
dans [Rou98]. L’algorithme fournit des polynoˆmes rationnels univarie´s h, g0, g1, . . . , gm ∈
Q[T ] tels que les solutions de F dans C sont exactement les e´le´ments
(g1(t)
g0(t) , . . . , gm(t)g0(t) ) ∈ Cn avec t ∈ C tel que h(t) = 0
De plus, la repre´sentation pre´serve le caracte`re re´el des solutions, et la multiplicite´. En
particulier : les racines re´elles de h donnent exactement les solutions re´elles de F .
Pour de´terminer les points d’intersection de deux de nos courbes fs(Z) = 0, on cherche
les solutions re´elles du syste`me polynomial correspondant. Les polynoˆmes en t1 et t2 donne´s
par les fs n’ont pas de raison d’eˆtre rationnels, mais ils appartiennent a` une extension de Q
(Q(√3,√7) pour le cas p = 6, q = 3). Pour se ramener a` un syste`me polynomial rationnel,
on transforme les ge´ne´rateurs de l’extension en variables, et on ajoute au syste`me leur
polynoˆme minimal. Dans le cas de Q(√3,√7), les racines √3 et √7 sont remplace´es par
les variables s3 et s7, et les polynoˆmes s3
2 − 3 et s72 − 7 sont ajoute´s au syste`me e´tudie´.
Cette manipulation permet d’appliquer la RUR. Il faut cependant faire attention une fois
les solutions re´elles du syste`me obtenues : seules les solutions donnant les racines initiales
des polynoˆmes minimaux ajoute´s (par exemple
√
3 et
√
7 dans notre cas) correspondent
a` des points d’intersection des courbes.
Il faut ensuite ve´rifier que le syste`me polynomial rationnel obtenu est ze´ro-dimensionnel.
Il existe des algorithmes, utilisant les bases de Groebner, qui effectuent cette ve´rification.
En pratique, on utilise le logiciel Giac/Xcas [Par15] pour appliquer la repre´sentation ra-
tionnelle univarie´e a` nos syste`mes d’intersection de courbes. La ve´rification de la dimension
du syste`me est effectue´e automatiquement dans l’imple´mentation de la RUR dans Xcas.
3.5.4 Exemple de certification : facette de codimension 2
On de´crit en de´tail l’e´tude de l’intersection des faces Fγ0 et Fγ0γ1−1 . Seules cinq bis-
secteurs bordant D intersectent les bissecteurs H0 et H0,1−1 dans l’espace hyperbolique :
H0−1 ,H1,H1−1 ,H1,0−1 et H0,5−1 . On se restreint donc a` l’e´tude de ces conditions.
On rappelle les isome´tries intervenant dans l’e´tude de cette intersection :
γ0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
5
2 − i √32 −3√64 + i 3√24 −3√24 + i √64
3
√
6
4 − i 3√24 −54 + i 3√34 −3√34 + 34 i
3
√
2
4 − i √64 −3√34 + 34 i 14 + i √34
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, R6 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0
0 12 −√32
0
√
3
2
1
2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
γ1 = R6.γ0.R6−1, γ5 = R6−1.γ0.R6
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Le centre du domaine est le point o = (1,0,0). L’intersection des bissecteurs H0 et H0,1−1
est parame´tre´e par les vecteurs de la forme
Z = (W0 + i t0 V0) ⊠ (W1 + i t1 V1), t0, t1 ∈ R
ou`
V0 = − ∣⟨γ0(o), o⟩∣⟨γ0(o), o⟩ o + γ0(o), W0 = − ∣⟨γ0(o), o⟩∣⟨γ0(o), o⟩ o − γ0(o)
V1 = − ∣⟨γ0γ1−1(o), o⟩∣⟨γ0γ1−1(o), o⟩ o + γ0γ1−1(o), W1 = − ∣⟨γ0γ1−1(o), o⟩∣⟨γ0γ1−1(o), o⟩ o − γ0γ1−1(o)
comme indique´ dans le paragraphe 3.3.1.2.
L’e´quation du bord, qui de´finit le disque de Giraud dans les coordonne´es t0, t1 (voir
Figure 3.7), est donne´e par
f0(t0, t1) = ∣⟨Z,Z⟩∣2 = 33 t02t12 − 24√7 t0t1 + (21 + 12√7) t02 + 33 t12 + 21 − 12√7
L’inte´rieur du disque correspond a` l’ensemble F{γ0,γ0γ1−1},{0} (noter qu’il contient le point(t0, t1) = (0,0)).
Figure 3.7 – Etapes de l’e´tude de la combinatoire de la facette Fγ0 ∩ Fγ0γ1−1 .
On rajoute ensuite les ine´galite´s correspondant aux autres bissecteurs pour de´terminer
la facette F{γ0,γ0γ1−1},S′ . On commence par la condition donne´e par le bissecteur H0−1 :
fγ0−1(t0, t1) = ∣⟨Z, o⟩∣2 − ∣⟨Z,γ0−1(o)⟩∣2= −3
7
(7 +√7) (1 + t12) (−5√3 + 2√7√3 − 3 t0)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d1
(2√3 +√7√3 − 3 t0)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d2
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Le signe de fγ0−1 de´pend seulement du signe des facteurs d1 et d2. Ils sont line´aires, donc
leur intersection avec le bord du disque de Giraud est donne´e par les racines d’un polynoˆme
de degre´ 2 a` une variable. En effet, en remplac¸ant t0 par la valeur correspondante c dans
l’expression de f0, on obtient un polynoˆme en t1 de degre´ 2. Les racines de ce polynoˆme
donnent les ordonne´es des points d’intersection du bord du disque avec la droite t0 = c
conside´re´e.
Pour la droite d2 = 0, le polynoˆme correspondant n’a pas de racine re´elle, donc la droite
d2 = 0 n’intersecte pas le disque de Giraud : d2 ne change pas de signe sur le disque de
Giraud. d2 est positif en l’origine, donc est positif en tout point du disque de Giraud. La
droite d1 intersecte le bord du disque de Giraud en deux points
u1 = (√3
3
(2√7 − 5), √3 + 6
11
) , u2 = (√3
3
(2√7 − 5), √3 − 6
11
)
Lorsque d2 est positif, fγ0−1 est du signe oppose´ a` d1, donc sur le disque de Giraud, fγ0−1
est ne´gatif si et seulement si d1 est positif. L’ensemble F{γ0,γ0γ1−1},{0,γ0−1} correspond donc
a` la portion du disque ve´rifiant t0 ⩽ √33 (2√7 − 5), de´limite´e par la droite verticale entre
les sommets u1 et u2, voir Figure 3.7.
On ajoute ensuite la condition correspondant au bissecteur H1 :
fγ1(t0, t1) = (−7 + 4√7)7 (√3 (5 + 2√7) (t0 − t1) − 3 − 3 t0 t1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d3
(−√3 + 2√7√3 − 9 t0)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d4
(t1 +√3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d5
On ve´rifie que les facteurs line´aires d4 et d5 ne changent pas de signe sur le disque de
Giraud, puisque les droites correspondantes n’intersectent pas le bord du disque. Ils sont
tous les deux positifs en l’origine, donc sur le disque de Giraud, fγ1 est ne´gatif si et
seulement si d3 est ne´gatif. On e´tudie donc l’intersection du domaine obtenu pre´ce´demment
avec l’ensemble d3(t0, t1) ⩽ 0. Le sommet u1 est dans cet ensemble (l’e´valuation de d3 en
u1 se fait de manie`re exacte), mais u2 est en dehors. L’hyperbole d3 = 0 admet un unique
point d’intersection avec la droite verticale d1 = 0 :
u3 = (√3
3
(2√7 − 5),0)
Il reste a` de´terminer les points d’intersection de l’hyperbole avec le bord du disque, ainsi
que ses points critiques. On obtient les points d’intersection en faisant une repre´sentation
rationnelle univarie´e (par exemple avec le logiciel Xcas) : le syste`me e´tudie´ est donne´ par{f˜0(t1, t2, s3, s7), d˜3(t0, t1, s3, s7), s32−3, s72−7}, ou` f˜0 et d˜3 sont obtenues a` partir de f0 et
d3 en remplac¸ant les racines
√
3 et
√
7 par les variables s3 et s7. Le syste`me est bien ze´ro-
dimensionnel, et on trouve deux solutions re´elles correspondant aux points d’intersection
du bord avec l’hyperbole (donne´s sous forme d’intervalles) :
u4 = ([−0.478060196,−0.478060181 ], [−0.702913720,−0.702913701])
u5 = ([0.595157871,0.595157881], [0.387995375,0.387995387])
Seul u4 ve´rifie la condition fγ0−1(u4) ⩽ 0. u4 est donc un autre sommet de l’ensemble
F{γ0,γ0γ1−1},{0,γ0−1,γ1}, avec u1 et u3. On ve´rifie de plus que d3 n’admet pas de points cri-
tiques dans le disque de Giraud, donc il n’y a pas de composante connexe supple´mentaire.
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On a alors de´termine´ la combinatoire de l’ensemble F{γ0,γ0γ1−1},{0,γ0−1,γ1}. Il est repre´sente´
Figure 3.7.
On va voir maintenant qu’il s’agit en fait exactement de la facette e´tudie´e, Fγ0∩Fγ0γ1−1 .
La condition provenant du bissecteur H1−1 n’ajoute aucune condition, puisqu’elle reprend
des facteurs de´ja` e´tudie´s :
fγ1−1(t0, t1) = 67 √7√3 (√3 (5 + 2√7) (t0 − t1) − 3 − 3 t0 t1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d3
(−5√3 + 2√7√3 − 3 t0)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d1
fγ1−1 est ne´gative si et seulement si d1 et d3 sont de signes oppose´s, ce qui est le cas
sur F{γ0,γ0γ1−1},{0,γ0−1,γ1}. Cette condition supple´mentaire ne modifie donc pas l’ensemble
obtenu.
On conside`re ensuite la condition associe´e a` γ1γ0
−1 :
fγ1γ0−1(t0, t1) = −162 + 3247 √7 − 54 t02t12 + 6487 √7 t0t1 − 2167 √7√3 t1(1 − t02)+ 432
7
√
7
√
3 t0 − 324
7
√
7 t0
2 − 54 t12 − 162 t02
Les sommets u1 et u4 ve´rifient fγ1γ0−1(uj) < 0, et on a de plus fγ1γ0−1(u3) = 0 (u3 est donne´
de fac¸on exacte, donc il n’y a pas de proble`me de certification). Les trois sommets sont
donc pre´serve´s, et on sait de plus que la courbe fγ1γ0−1 = 0 intersecte l’hyperbole d3 = 0 et
la droite d1 = 0 en u3. On cherche les autres points d’intersection de la courbe avec le bord
du domaine. Il est facile de voir qu’elle a un unique point d’intersection dans le disque
de Giraud avec la droite d1 = 0, qui est donc u3. Les intersections avec l’hyperbole et le
bord du disque ne´cessitent d’utiliser une repre´sentation rationnelle univarie´e. On trouve
deux points d’intersection avec l’hyperbole d3 = 0 : un seul des deux est dans le disque de
Giraud, c’est donc u3. L’intersection avec le bord du disque consiste en deux points, tous
les deux hors de F{γ0,γ0γ1−1},{0,γ0−1,γ1} (on le ve´rifie en e´valuant fγ1 et fγ0−1 en ces points).
Il n’y a donc aucuns sommets supple´mentaires. L’e´tude des points critiques (toujours en
utilisant une RUR) montre qu’ils sont tous hors du disque de Giraud, donc la courbe
n’admet pas de composante connexe isole´e dans le domaine F{γ0,γ0γ1−1},{0,γ0−1,γ1}. L’ajout
de la condition fγ1γ0−1 ⩽ 0 ne modifie donc pas le domaine.
Enfin, on peut ve´rifier en faisant une repre´sentation rationnelle univarie´e que fγ0γ5−1
ne change pas de signe sur le disque de Giraud (et est ne´gative en l’origine), donc c’est
une condition superflue pour la de´finition de la facette.
On en de´duit finalement l’e´galite´
F{γ0,γ0γ1−1},S′ = F{γ0,γ0γ1−1},{0,γ1,γ0−1}
et la combinatoire de la facette F{γ0,γ0γ1−1},S′ est entie`rement connue. Noter que ce n’est pas
la seule fac¸on de de´finir la facette : l’e´tude pre´ce´dente montre qu’on a aussi F{γ0,γ0γ1−1},S′ =
F{γ0,γ0γ1−1},{0,γ1−1,γ1γ0−1}, voir Figure 3.7.
3.5.5 Exemple de certification : facette de codimension supe´rieure a` 2
Dans certains cas, l’intersection de deux faces est de codimension supe´rieure a` 2 dans
le polye`dre D. Suivant les cas, on trouve l’ensemble vide (par exemple Fγ0γ1−1 ∩ Fγ0γ5−1),
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un point (par exemple Fγ0γ1−1 ∩ Fγ1γ0−1), un segment (par exemple Fγ0 ∩ Fγ1γ0−1) ou une
union de deux segments (par exemple Fγ0 ∩ Fγ1−1). On de´crit en de´tail l’e´tude de l’areˆte
Fγ0 ∩ Fγ1γ0−1 . Elle reprend les meˆmes techniques que la section pre´ce´dente. L’e´tude des
autres intersections mentionne´es ne pre´sente pas de difficulte´s particulie`res.
Comme pre´ce´demment, on se restreint aux bissecteurs qui intersectent H0 et H1,0−1
dans l’espace hyperbolique. Il y en a cinq : H0−1 , H1, H1−1 , H0,1−1 et H5,0−1 . On note a`
nouveau t0 le parame`tre utilise´ pour les tranches de H0, et t1 celui pour les tranches de
H1,0−1 . L’e´quation du bord du disque de Giraud est alors donne´e par :
f0(t0, t1) = 30 − 93
7
√
7 + (15
7
√
7 + 48) t02t12 − 18√3(√7
7
+ 1) t02t1 − 90
7
√
7
√
3 t1
2t0
+ (93
7
√
7 + 30) t02 + (48 − 15
7
√
7) t12 + 156
7
√
7 t0t1 + 18√3 (√7
7
+ 1) t1 − 54
7
√
7
√
3 t0
La premie`re condition que l’on conside`re est celle associe´e a` H0−1 : apre`s factorisation,
fγ0−1(t0, t1) = −37 (7 +√7) (t12 + 1) (−3 t0 +√7√3 + 2√3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d1
(−3 t0 − 5√3 + 2√7√3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d2
Les deux facteurs d1 et d2 sont line´aires, donc les intersections des droites correspon-
dantes avec le bord du disque de Giraud sont calculables exactement (ce sont des racines
de polynoˆmes de degre´ 2). La droite d1 = 0 n’intersecte pas le bord du disque : d1 reste
positif sur le disque de Giraud. L’ensemble F{γ0,γ1γ0−1},{0,γ0−1} est donc donne´ par l’inter-
section du disque de Giraud avec l’ensemble d2 ⩾ 0. On de´termine les points d’intersection
de d2 = 0 avec le bord du disque :
u1 = (√3
3
(2√7 − 5), √3 + 6
11
) , u2 = (√3
3
(2√7 − 5), √3 − 6
11
)
F{γ0,γ1γ0−1},{0,γ0−1} est donc l’ensemble a` gauche de la droite verticale d2 = 0, avec pour
sommets u1 et u2 (cf. Figure 3.8).
On ajoute ensuite la condition fγ1(t0, t1) ⩾ 0 :
fγ1(t0, t1) = 37 (7 +√7) (√3 − t1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d3
(√3 (2 +√7)(t0 + t1) − 3 t0 t1 + 3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d4
(−3 t0 − 5√3 + 2√7√3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d2
On voit facilement que le facteur line´aire d3 est toujours positif sur le disque de Giraud
(donc en particulier sur F{γ0,γ1γ0−1},{0,γ0−1}). Pour montrer que le facteur d4 est aussi
de signe constant positif sur le disque de Giraud, on peut effectuer une repre´sentation
rationnelle univarie´e, comme au paragraphe pre´ce´dent. La repre´sentation obtenue n’a pas
de racines re´elles, donc l’hyperbole d4 = 0 n’intersecte pas le bord du disque. On ve´rifie
aussi que le seul point critique de d4 est hors du disque de Giraud, donc d4 ne change pas
de signe sur le disque, et il reste positif.
La condition fγ1 ⩽ 0 est donc e´quivalente, sur le disque de Giraud, a` la condition
d2 ⩽ 0. Or F{γ0,γ1γ0−1},{0,γ0−1} e´tait donne´ par l’intersection du disque avec d2 ⩾ 0. L’en-
semble F{γ0,γ1γ0−1},{0,γ0−1,γ1} est donc simplement le segment vertical [u1, u2], contenu dans
le disque et porte´ par d2 = 0 (voir Figure 3.8).
3.5. CERTIFICATION DE LA COMBINATOIRE DE D 181
Figure 3.8 – Etapes de l’e´tude de la combinatoire de la facette Fγ0 ∩ Fγ1γ0−1 . Elle est de
codimension 3 dans le polye`dre
On conside`re ensuite la condition fγ1−1 :
fγ1−1(t0, t1) = −17 (−7 + 4√7) (9 − 9 t0 t1 +√3 (2√7 − 1)(t0 + t1))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d5
⋅
(−3 + 3 t0 t1 +√3 (5 + 2√7 )(t0 + t1))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
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fγ1−1 est ne´gative si et seulement si les facteurs d5 et d6 sont de meˆme signe. On cherche
les intersections de chaque facteur avec la droite verticale d2 = 0, ce qui se fait simplement
en remplac¸ant t0 par
√
3
3 (2√7 − 5) dans leur expression respective. Le polynoˆme en t1
obtenu est alors de degre´ au plus 1, il est donc aise´ de de´terminer ses racines. Pour le
facteur d5, on trouve le point d’intersection (√33 (2√7 − 5),−√3), qui est hors du disque
de Giraud. On ve´rifie que d5 est positif en u1, donc positif sur tout le segment [u1, u2]. La
facette F{γ0,γ1γ0−1},{0,γ0−1,γ1,γ1−1} sera donc donne´e par la portion du segment sur laquelle
le facteur d6 est positif. En appliquant la meˆme me´thode, on trouve que l’unique point
d’intersection de la droite d2 avec l’hyperbole d6 est
u3 = (√3
3
(2√7 − 5),0)
u3 est dans le disque de Giraud, entre u1 et u2. Le facteur d6 est positif en u1, ne´gatif en
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u2. On obtient donc un nouveau segment vertical de´limite´ par u1 et u3, comme indique´
Figure 3.8.
De la meˆme fac¸on, on ve´rifie que la courbe fγ0γ1−1 = 0 a exactement les meˆmes inter-
sections avec la droite d2 que fγ1−1 = 0, et on ve´rifie qu’elle est bien ne´gative sur le segment[u1, u3]. Enfin, la courbe fγ5γ0−1 = 0 n’intersecte pas la droite d2, et reste ne´gative dessus.
On en de´duit donc que la facette F{γ0,γ1γ0−1},S′ est de codimension 1, et elle est donne´e
par le segment [u1, u3] dans les coordonne´es du disque de Giraud. Noter que d’apre`s la
remarque 3.3.5, cette facette est porte´e par une ge´ode´sique. C’est le cas de toutes les
facettes de dimension 1 du polytope.
3.5.6 Combinatoire du polye`dre D
L’e´tude de toutes les intersections de paires de bissecteurs permet finalement de de´ter-
miner la combinatoire des faces du polye`dre D. Une partie de ces intersections ne corres-
pond pas a` des areˆtes, mais a` des facettes de codimension supe´rieure. A syme´trie pre`s, on
trouve seulement trois types d’areˆtes : Fγ0 ∩Fγ1 et Fγ0 ∩Fγ0γ1−1 pour les areˆtes porte´es par
des disques de Giraud, et Fγ0 ∩ Fγ0−1 pour les areˆtes porte´es par des droites complexes.
Une fois toutes les intersections de deux faces de´termine´es, on peut en de´duire la
structure des faces de codimension 1. Du fait des syme´tries du polye`dre D, il n’y a que
deux types de faces : Fγ0 et Fγ0γ1−1 . Le bord a` l’infini d’un bissecteur est une sphe`re
spinale, de dimension 2 dans l’espace de dimension 3 ∂∞H2C. Le bord a` l’infini d’une
face de codimension 1 est donc une sphe`re tronque´e par les sphe`res spinales au bord des
bissecteurs qui intersectent la face. En particulier, c’est un objet dessinable. Le programme
de Deraux utilise´ pour de´terminer le domaine de Dirichlet partiel D (voir section 3.4.2)
fournit aussi un dessin du bord a` l’infini des faces de D. Les images obtenues via ce
programme sont donne´es Figure 3.9.
La combinatoire des faces peut eˆtre repre´sente´e sche´matiquement, voir Figure 3.10. Le
bissecteur conside´re´ est “vu d’en haut”, et projete´ sur le bord a` l’infini de H2C. Le cercle
exte´rieur correspond a` la frontie`re du bord a` l’infini de la face. Les diffe´rentes re´gions
repre´sentent les areˆtes de D porte´es par le bissecteur : elles correspondent aux intersections
avec un deuxie`me bissecteur, indique´ dans la re´gion. Les 1-facettes sont parfois contenues
dans un bissecteur supple´mentaire, dont le nume´ro est indique´ en rouge sur la figure. Noter
que la face Fγ1γ0−1 intersecte Fγ0γ1−1 seulement suivant un point, mais qu’elle est ne´cessaire
a` sa de´finition : on peut le voir par exemple Figure 3.7.
3.6 Repre´sentation fide`le, discre`te, convexe cocompacte
On ve´rifie dans cette section que la repre´sentation de Γ6,3 e´tudie´e ici est bien fide`le,
discre`te et convexe cocompacte. Toutes ces ve´rifications se font a` partir du polye`dre D,
donc on connaˆıt maintenant la combinatoire. Le fait que la repre´sentation est discre`te
est donne´e par le the´ore`me de Poincare´, qui permet de montrer que D est un domaine
fondamental pour le groupe Γ engendre´ par les re´flexions γj , j ∈ Z/6Z. Le the´ore`me de
Poincare´ fournit aussi une pre´sentation de Γ, qui montre que la repre´sentation est fide`le.
Enfin, le fait que Γ est convexe cocompact se ve´rifie avec la caracte´risation donne´e
corollaire 3.1.15 : on montre que l’espace Mc = (H2C ∪ ΩΓ)/Γ est compact. Ceci aussi se
ve´rifie sur les proprie´te´s du domaine fondamental D.
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Figure 3.9 – Dessin du bord a` l’infini des faces Fγ0 (a` gauche) et Fγ0γ1−1 (a` droite),
obtenu via le programme de Deraux. La zone hachure´e repre´sente la sphe`re spinale du
bissecteur portant la face. Les nume´ros correspondent a` la nume´rotation des faces dans
le programme : 0 = bord de la sphe`re spinale, 1 = Fγ0 , 2 = Fγ0−1 , 3 = Fγ1 , 4 = Fγ1−1 , . . .,
13 = Fγ1γ0−1 , 14 = Fγ0γ1−1 .
3.6.1 Application du the´ore`me de Poincare´
3.6.1.1 Identifications de faces
Me´thode pour ve´rifier l’existence d’identifications de faces On veut tester si les
e´le´ments de S sont des identifications de faces pour D. Soit γ ∈ S : il faut ve´rifier que
les ensembles γ−1(Fγ) et Fγ−1 sont e´gaux, et que la structure d’incidence des facettes est
pre´serve´e. Les sous-facettes d’une face forment un ensemble partiellement ordonne´ : γ−1
doit agir comme un isomorphisme d’ensembles partiellement ordonne´s entre les facettes de
Fγ et Fγ−1 (i.e. γ−1 pre´serve l’ordre, et son inverse γ aussi). C’est en ge´ne´ral fastidieux a`
ve´rifier, notamment lorsque le nombre d’e´quations de´finissant le polytope D est important.
Mais on peut se ramener souvent a` un cas beaucoup plus simple, pour lequel il suffit de
ve´rifier certaines e´galite´s entre des e´le´ments de S. Il faut pour cela re´duire de manie`re
ade´quate le nombre d’e´quations de´finissant une face, en oˆtant les conditions superflues.
Proposition 3.6.1. Supposons que pour tout γ ∈ S, il existe V (γ) ⊂ S tel que :
— V (γ) et la condition du bord suffisent a` de´finir la face Fγ : avec les notations
de´finies section 3.4.3,
F{γ},S′/{γ} = F{γ},V (γ)∪{0}
— γ−1(V (γ)) = V (γ−1).
Alors pour tout γ ∈ S, γ−1 est une identification de faces entre Fγ et Fγ−1.
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Figure 3.10 – Structure des deux types de faces du domaine de Dirichlet partielD. Chaque
re´gion correspond a` l’intersection avec une autre face, donnant une areˆte de codimension 2
de D. Les nume´ros rouges correspondent aux faces supple´mentaires intersectant Fγ suivant
une facette de codimension 3.
En pratique, V (γ) contient au moins l’ensemble des e´le´ments α ∈ S tels que l’inter-
section Fα ∩ Fγ est de codimension 2 dans D. C’est exactement cet ensemble en ge´ne´ral,
mais il peut arriver que des conditions supple´mentaires soient ne´cessaires. On verra dans
la suite que c’est le cas par exemple pour les faces du type Fγ0γ1−1 .
De´monstration. Il est facile de voir que pour tous γ,α ∈ S distincts, γ−1(F{γ},{α}) est
exactement F{γ−1},{γ−1α} :
γ−1 ({z ∈ C2 ∣ d(z, γ(o)) = d(z, o) ⩽ d(z,α(o))})= {z ∈ C2 ∣ d(γ(z), γ(o)) = d(γ(z), o) ⩽ d(γ(z), α(o))}= {z ∈ C2 ∣ d(z, o) = d(z, γ−1(o)) ⩽ d(z, γ−1α(o))} = F{γ−1},{γ−1α}
On en de´duit alors, en utilisant les hypothe`ses de la proposition et le fait que γ−1 pre´serve
la condition de bord :
γ−1(Fγ) = γ−1(Fγ,V (γ)∪{0}) = Fγ−1,γ−1(V (γ))∪{0} = Fγ−1,V (γ−1)∪{0} = Fγ−1
Puisque γ−1 est une bijection entre V (γ) et V (γ−1), elle induit une bijection entre les
ine´galite´s qui de´finissent Fγ et Fγ−1 . En particulier, elle pre´serve la structure d’incidence
des facettes, et c’est donc une identification de faces.
Ve´rification des identifications de faces Une fois la combinatoire des facettes cer-
tifie´e, on peut ve´rifier que les re´flexions γi sont bien des identifications de faces en utilisant
la proposition 3.6.1. L’e´tude des faces du domaine de Dirichlet partiel permet de de´terminer
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les ine´galite´s superflues dans la de´finition d’une face, et on ve´rifie que les hypothe`ses de
la proposition sont ve´rifie´es en de´finissant un ensemble V (γ) bien choisi pour chaque face
Fγ de D.
Conside´rons la face Fγ0 : elle est de´finie par l’e´galite´ d(z, o) = d(z, γ0(o)), et par un
certain nombre d’ine´galite´s. En gardant les notations de la proposition 3.6.1, on peut
de´finir
V (γ0) = {γ0−1, γ1, γ5, γ0γ1−1, γ0γ5−1}
Il est clair d’apre`s la combinatoire de la face (voir Figure 3.10) que les ine´galite´s correspon-
dant aux e´le´ments de V (γ0) suffisent a` de´finir Fγ0 : F{γ0},S′/{γ0} = F{γ0},V (γ0)∪{0}. D’autre
part, par syme´trie du polye`dre, on peut de´finir de la meˆme fac¸on
V (γ0−1) = {γ0, γ1−1, γ5−1, γ0−1γ1, γ0−1γ5}
et de meˆme, F{γ0−1},S′/{γ0−1} = F{γ0−1},V (γ0−1)∪{0}. Puisque γ0 est d’ordre 3, on a bien
l’e´galite´ γ0
−1(V (γ0)) = V (γ0−1). Les hypothe`ses de la proposition 3.6.1 sont donc ve´rifie´es,
et γ0
−1 est une identification de faces entre Fγ0 et Fγ0−1 .
De meˆme, pour la face Fγ0γ1−1 , on peut choisir
V (γ0γ1−1) = {γ0, γ1−1, γ1γ0−1}
et par syme´trie
V (γ1γ0−1) = {γ1, γ0−1, γ0γ1−1}
Les ine´galite´s correspondantes suffisent a` de´finir les faces, et on a γ1γ0
−1(V (γ0γ1−1)) =
V (γ1γ0−1). Donc les hypothe`ses de la proposition 3.6.1 sont ve´rifie´es, et on a bien une
identification de faces. Remarquer que dans ce cas, les e´le´ments de V (γ0γ1−1) ne corres-
pondent pas seulement aux faces qui intersectent Fγ0γ1−1 en codimension 2 : l’intersection
avec Fγ1γ0−1 est un point.
Le reste des ve´rifications s’obtient par syme´trie du polye`dre D. On a donc montre´ que
le domaine de Dirichlet partiel admet des identifications de faces au sens du the´ore`me de
Poincare´, de la forme γ−1 ∶ Fγ → Fγ−1 .
3.6.1.2 Cycles d’areˆtes
Il reste a` ve´rifier les autres hypothe`ses du the´ore`me de Poincare´. Les cycles d’areˆtes
sont de deux types, suivant que l’areˆte est porte´e par un disque de Giraud, ou par une
tranche complexe. Dans le cas d’une areˆte porte´e par un disque de Giraud, le cycle d’areˆte
est particulie`rement simple. En effet, d’apre`s le the´ore`me de Giraud, seul un bissecteur
supple´mentaire peut contenir le disque de Giraud : le cycle d’areˆtes est donc de longueur
trois, et la transformation de cycle associe´e est l’identite´. Compte tenu des syme´tries du
polye`dre, tous ces cycles d’areˆtes peuvent eˆtre obtenus a` partir de celui de l’areˆte Fγ0∩Fγ1 :
(Fγ0 , Fγ1) Ð→
γ1−1 (Fγ1−1 , Fγ0γ1−1) Ð→γ1γ0−1 (Fγ1γ0−1 , Fγ0−1) Ð→γ0 (Fγ0 , Fγ1)
La transformation d’areˆte associe´e, γ0 ⋅γ1 ⋅γ0−1 ⋅γ1−1, est bien e´gale a` l’identite´ puisque les
γi commutent par construction. Les copies de D qui apparaissent dans le cycle d’areˆtes
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sont D, γ0(D) et γ1(D). Compte tenu de la de´finition de D, on a
z ∈D ⇒ d(z, o) ⩽ d(z, γ0(o)), d(z, o) ⩽ d(z, γ1(o))
z ∈ γ0(D) ⇒ d(z, γ0(o)) ⩽ d(z, o), d(z, γ0(o)) ⩽ d(z, γ1(o))
z ∈ γ1(D) ⇒ d(z, γ1(o)) ⩽ d(z, o), d(z, γ1(o)) ⩽ d(z, γ0(o))
D’apre`s la proposition 3.3.10, les copies de D le long du cycle d’areˆtes pavent un voisinage
de cette areˆte. Les hypothe`ses de Poincare´ sont donc ve´rifie´es pour les cycles d’areˆtes
porte´es par des disques de Giraud.
Notons que lors de l’application du the´ore`me de Poincare´, le cycle de Fγ0 ∩Fγ1 donne
la relation de commutation entre γ0 et γ1. Pour l’areˆte Fγ0−1 ∩Fγ1−1 , la transformation de
cycle devient γ0
−1 ⋅ (γ0γ1−1) ⋅ γ1 : dans la pre´sentation du groupe engendre´ par les identifi-
cations de faces, la relation correspondante implique que l’identification de faces associe´e
a` Fγ1γ0−1 est en fait e´gale au produit des identifications de faces associe´es a` Fγ0−1 et Fγ1 .
Les areˆtes porte´es par une droite complexe sont aussi toutes du meˆme type par
syme´trie, on conside`re donc seulement l’areˆte Fγ0 ∩ Fγ0−1 . L’areˆte est porte´e par la droite
complexe C0 (engendre´e par l’areˆte [x0, x1] de P ), qui est l’ensemble des points fixes de
γ0. Le cycle d’areˆte est donc de longueur 1, et la transformation de cycle est simplement
γ0. Elle est bien d’ordre fini, et la relation correspondante est
γ0
3 = id
Il reste a` voir que les copies du polye`dre pavent un voisinage de l’areˆte. Puisque γ0 fixe
l’areˆte, et agit comme une rotation d’angle 2pi/3 sur la direction orthogonale, il suffit de
ve´rifier que l’angle entre les deux bissecteurs est e´gal a` 2pi/3 d’apre`s la section 3.3.2.4. Cet
angle est e´gal a` l’angle entre les e´pines re´elles des deux bissecteurs d’apre`s le the´ore`me 3.3.2.
Dans l’e´pine complexe Σ0 engendre´e par o et γ0(o), l’e´pine re´elle σ0−1 de H0−1 est la
ge´ode´sique me´diatrice de o et γ0
−1(o), et l’e´pine re´elle σ0 deH0 est la ge´ode´sique me´diatrice
de γ0(o) et o. Elles se coupent au point fixe de γ0 sur Σ0, qui est l’intersection de Σ avec la
droite complexe C0. Comme γ0(σ0−1) = σ0, on en de´duit que l’angle entre les deux e´pines
re´elles au point d’intersection est de 2pi/3, et donc que les copies de D pavent un voisinage
de l’areˆte.
3.6.1.3 Points a` l’infini
Les points a` l’infini du domaine de Dirichlet partiel D sont de quatre types, suivant
qu’ils appartiennent a` 0, 1, 2 ou 3 faces (ou plus) de D. L’e´tude de la combinatoire permet
de de´terminer tous les points a` l’infini de D. On e´tudie alors le cycle de chaque point
p ∈ ∂∞D sous les identifications de faces : il peut eˆtre repre´sente´ par la composante connexe
contenant p du graphe dont les sommets sont les points a` l’infini, et les areˆtes sont les
identifications de faces entre les sommets. Si pour chaque p ∈ ∂∞D, le groupe engendre´ par
les identifications de faces qui apparaissent dans le graphe est fini, alors la proprie´te´ 3.3.7
est ve´rifie´e (voir section 3.3.2), et on peut appliquer le the´ore`me de Poincare´.
Soit donc p ∈ ∂∞D. Si p n’appartient a` aucune face de D, il n’y a pas d’identification
de faces associe´e (on peut donc conside´rer que le groupe correspondant est l’identite´), son
cycle est trivial et Zp est simplement D.
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Si p est sur une et une seule face Fγ de D, son cycle est de la forme
Fγ ∋ p –– γ−1(p) ∈ Fγ−1
Le groupe engendre´ par les identifications des faces passant par p est ⟨γ⟩, d’ordre 3. Zp
est simplement constitue´ de deux copies D et γ(D).
Si p est sur deux faces non cospinales, par syme´trie, on peut se ramener au cas ou`
p ∈ F0 ∩ F1. Le cycle de p correspond exactement au cycle d’areˆtes de F0 ∩ F1 :
p ∈ F0 ∩ F1 γ1±1γ0±1
γ0
−1(p) ∈ F0−1 ∩ F10−1 (γ1γ0−1)±1 γ1−1(p) ∈ F1−1 ∩ F01−1
Le groupe engendre´ par les identifications de faces est ⟨γ0, γ1⟩, fini puisque γ0 et γ1 sont
d’ordre fini et commutent. Zp est constitue´ des copies D, γ0(D), et γ1(D).
Si p est sur deux faces cospinales, on peut supposer que p ∈ F0 ∩ F0−1 . Le cycle de p
est re´duit a` p lui-meˆme, puisque l’identification de face γ0 fixe p. Le groupe engendre´ par
les identifications de faces est ⟨γ0⟩, il est donc fini, et Zp est constitue´ des trois copies D,
γ0(D), et γ0−1(D).
Le cas le plus complique´ est celui des “sommets” a` l’infini de D, c’est-a`-dire des points
a` l’infini appartenant a` 3 faces ou plus. Dans notre cas, l’e´tude de la combinatoire des faces
montre que tous les sommets a` l’infini de D correspondent a` l’intersection de quatre faces
(voir Figure 3.10). Tous les cycles de sommets a` l’infini sont e´quivalents par syme´trie,
donc on s’inte´resse seulement au sommet p ∈ F0 ∩ F1 ∩ F1−1 ∩ F0,1−1 . p appartient a` la
droite complexe H1 ∩H1−1 , donc il est fixe´ par γ1. Les deux autres identifications de faces
l’envoient sur γ0
−1(p) ∈ F0−1 ∩ F1 ∩ F1−1 ∩ F1,0−1 . On a donc le cycle correspondant :
F0 ∩ F1 ∩ F1−1 ∩ F0,1−1 ∋ pγ1±1
(γ1γ0−1)±1
γ0
±1
γ0
−1(p) ∈ F0−1 ∩ F1 ∩ F1−1 ∩ F1,0−1 γ1±1
Le groupe engendre´ par les identifications de faces est a` nouveau ⟨γ0, γ1⟩, donc il est fini. On
ve´rifie que Zp est constitue´ de 6 copies de D, organise´es comme indique´ sur le diagramme
suivant (une areˆte entre deux sommets signifie que les deux copies de D partagent une
face passant par p) :
γ0γ1(D)
γ0(D) γ0γ1−1(D)
γ1(D)
D γ1
−1(D)
3.6.1.4 Conclusion
Toutes les hypothe`ses sont ve´rifie´es, donc on peut appliquer le the´ore`me de Poincare´ : le
groupe Γ engendre´ par les re´flexions γj , j = 0, . . . ,5, est un sous-groupe discret d’isome´tries
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de H2C, le domaine de Dirichlet partiel D est un domaine fondamental pour Γ (en par-
ticulier, il est en fait e´gal au domaine de Dirichlet de Γ centre´ en o), et Γ admet une
pre´sentation, dont les relations sont donne´es par les cycles d’areˆtes. D’apre`s l’e´tude des
cycles d’areˆtes du paragraphe pre´ce´dent, Γ admet pour pre´sentation
⟨γ0, . . . , γ5 ∣ γj3 = id, γiγi+1 = γi+1γi, i ∈ Z/6Z⟩
Γ est donc l’image d’une repre´sentation discre`te et fide`le du groupe Γpq de´crit pre´ce´demment,
pour p = 6 et q = 3. En particulier, Γ est un groupe hyperbolique au sens de Gromov, et
son bord a` l’infini ∂Γ est home´omorphe a` celui de Γ6,3, donc d’apre`s le corollaire 3.2.3, ∂Γ
est home´omorphe a` l’e´ponge de Menger.
3.6.2 Γ est convexe cocompact
La dernie`re e´tape de l’e´tude de Γ est de montrer qu’il est convexe cocompact : dans ce
cas, l’ensemble limite ΛΓ est home´omorphe au bord a` l’infini ∂Γ, donc a` l’e´ponge de Men-
ger. D’apre`s le corollaire 3.1.15, il suffit pour cela de voir que le quotientMc = (H2∪Ω(Γ))/Γ
est compact, ou` Ω(Γ) ⊂ ∂∞H2C est le domaine de discontinuite´ de Γ.
On commence par montrer le re´sultat interme´diaire suivant :
Lemme 3.6.2. Le domaine de discontinuite´ de Γ est exactement l’ensemble des images
par Γ du bord du domaine de Dirichlet D :
Ω(Γ) = ⋃
γ∈Γγ (∂∞D)
De´monstration. Montrons d’abord que tout point de ∂∞D est un point de discontinuite´.
Puisque l’ensemble de discontinuite´ est invariant par l’action de Γ, on en de´duira l’in-
clusion ⋃γ∈Γ ∂∞D ⊂ Ω(Γ). Soit donc p ∈ ∂∞D. D’apre`s l’e´tude des cycles de points a`
l’infini de D, on sait que p appartient seulement a` un nombre fini de copies de D
∞
(ou`
l’adhe´rence est prise dans H2C∪∂∞H2C), note´es g1(D∞), . . . , gk(D∞). Comme dans la preuve
du lemme 3.3.9, on conside`re un bissecteur B tel que :
— B intersecte seulement les faces des gj(D∞) qui passent par p,
— toutes les autres faces des gj(D∞) sont contenues dans le meˆme demi-espace B−
de´limite´ par B,
— p appartient a` l’autre demi-espace, note´ B+.
Un tel bissecteur existe, puisqu’il y a seulement un nombre fini de faces a` e´viter. Par
construction, et puisque D est un domaine fondamental, B+ est pave´ par les gj(D)∩B+. p
admet donc un voisinage dans H2C∪∂∞H2C qui intersecte seulement un nombre fini de copies
du domaine fondamental D
∞
, donc p n’est pas un point de l’ensemble limite : p ∈ Ω(Γ).
L’autre inclusion est un re´sultat standard, mentionne´ par exemple dans [Bow95] p.249
(voir aussi [Rat06] p.610). Il repose sur le fait que la famille {γ(D∞) ∣ γ ∈ Γ} est localement
finie sur H2C ∪ Ω(Γ) (ce re´sultat utilise la quasi-convexite´ du domaine de Dirichlet). On
en de´duit alors que tout point de Ω(Γ) est dans l’adhe´rence d’une copie de D : si p ∈
Ω(Γ), soit xn ∈ H2C une suite qui converge vers p. Chaque xn est dans une copie du
domaine fondamental γn(D∞). Puisque la famille est localement finie sur H2C∪Ω(Γ), les xn
appartiennent a` une meˆme copie de D a` partir d’un certain rang. Donc p ∈ ⋃γ∈Γ γ (∂∞D).
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Avec le lemme, on a alors
Mc = (H2C ∪Ω(Γ))/Γ = ⎛⎝⋃γ∈Γγ(D∞)⎞⎠ /Γ =D∞/Γ
Or D
∞
est compact (puisque c’est un ferme´ dans l’espace compact H2C ∪ ∂∞H2C), donc le
quotient D
∞/Γ est compact. L’espace Mc est donc compact, et par le corollaire 3.1.15, Γ
est convexe cocompact.
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3.7 Conclusion
En regroupant tous les arguments, on obtient finalement le re´sultat suivant :
The´ore`me 3.7.1. Le groupe Γ ⊂ Isom(H2C) construit dans cette section est l’image d’une
repre´sentation fide`le, discre`te, et convexe cocompacte du groupe hyperbolique Γ6,3. En par-
ticulier, l’ensemble limite ΛΓ est home´omorphe a` l’e´ponge de Menger.
On a donc construit un exemple explicite de sous-groupe d’isome´tries de PU(2,1) dont
l’ensemble limite est l’e´ponge de Menger.
Des re´sultats de O. Guichard permettent d’en de´duire l’existence d’un voisinage de
repre´sentations Γ6,3 → PU(2,1) convexe cocompactes. Dans l’article [Gui04], Guichard
montre le the´ore`me suivant :
The´ore`me 3.7.2. Soit G un groupe de Lie semi-simple a` centre fini, et Γ un sous-groupe
discret de type fini de G. On suppose que Γ est plonge´ quasi-isome´triquement dans G, et
qu’il est de plus contenu dans un sous-groupe G∗ de rang un de G. Alors l’injection de
Γ dans G admet un voisinage dans l’espace Hom(Γ,G) des repre´sentations entie`rement
constitue´ de plongements quasi-isome´triques.
PU(2,1) est de rang 1, donc la premie`re partie des hypothe`ses est ve´rifie´e. D’autre part,
d’apre`s un re´sultat de Bourdon et Gromov (The´ore`me 6 dans [Gui04]), si le groupe G est de
rang 1 alors l’injection de Γ dansG est un plongement quasi-isome´trique si et seulement si Γ
est convexe cocompact. Il existe donc un voisinage de la repre´sentation ρ ∶ Γ6,3 → PU(2,1)
construite dans ce chapitre dans l’espace des repre´sentations Hom(Γ6,3, PU(2,1)), qui est
forme´ de repre´sentations fide`les, discre`tes et convexe cocompactes.
Il reste a` ve´rifier que Hom(Γ6,3, PU(2,1)) n’est pas trivial. La construction de´crite
dans ce chapitre peut eˆtre effectue´e quel que soit l’hexagone hyperbolique a` angles droits
conside´re´ au de´but : les isome´tries γi, de´finies comme les re´flexions complexes d’ordre 3
par rapport aux droites complexes portant les areˆtes du polygone, ve´rifient les relations
γi
3 = id, et les relations de commutation [γi, γi+1] = id. Tout choix d’hexagone hyperbolique
a` angles droits dans H2R donne donc un e´le´ment de Hom(Γ6,3, PU(2,1)). L’espace de
modules des hexagones hyperboliques a` angles droits est de´crit par trois parame`tres re´els,
donne´s par les longueurs de trois coˆte´s deux a` deux non conse´cutifs de l’hexagone (voir
par exemple [Rat06] the´ore`me 3.5.14).
Or e´tant donne´s deux hexagones a` angles droits non isome´triques P et P ′, les groupes
Γ et Γ′ construits de cette fac¸on sont non conjugue´s. On obtient donc le corollaire suivant :
Corollaire 3.7.3. Il existe une famille continue a` trois parame`tres re´els de sous-groupes
de PU(2,1) deux a` deux non conjugue´s dont les ensembles limites sont home´omorphes a`
l’e´ponge de Menger.
Annexe A
Identifications de faces pour les
polye`dres
A.1 Me´triques a` 6 singularite´s
On donne une liste explicite des identifications de faces obtenues pour les polye`dres
associe´s aux me´triques syme´triques a` 6 singularite´s de type 2(i), 2(ii) et 3, ainsi que pour
le polye`dre recolle´ Pt. Les identifications de faces pour les types 0 et 1 ont de´ja` e´te´ donne´es
dans le texte.
Table A.1 – Re´capitulatif des identifications de faces pour les me´triques syme´triques a` 6
singularite´s de type 2
Face Changement de parame´trage Identification
Identifications au de´part du polye`dre P2(i)
F
2(i)
1 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(i)
1 ∶ F 2(i)1 → F 2(i)1
F
2(i)
2 = {x3 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(i)
2 ∶ F 2(i)2 → F 2(i)2
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Table A.1 – Re´capitulatif des identifications de faces pour les me´triques a` 6 singularite´s
de type 2 - suite
F
2(i)
3 = {x1 = x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(i)
3 ∶ F 2(i)3 → F 2(i)3
F
2(i)
4 = {2x2 = n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 0 −2 0
0 1 0 0
3
2
0 −2 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(i)
4 ∶ F 2(i)4 → F 2(i)4
F
2(i)
5 = { 43x2 + x3 = n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
3 −1 −2 −2
3
2
0 −1 − 3
2
1 −1 0 −1
2 −1 −2 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(i)
5 ∶ F 2(i)5 → F 2(ii)4
Identifications au de´part du polye`dre P2(ii)
F
2(ii)
1 = {x2 + x3 = n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
3 0 −2 −2
0 1 0 0
2 0 −1 −2
2 0 −2 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(ii)
1 ∶ F 2(ii)1 → F 2(ii)1
F
2(ii)
2 = {n − x2 − x3 = x1}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 −1 −1 −1
1 0 −1 −1
1 −1 0 −1
1 −1 −1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(ii)
2 ∶ F 2(ii)2 → F 2(ii)2
F
2(ii)
3 = {x2 = x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(ii)
3 ∶ F 2(ii)3 → F 2(ii)3
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Table A.1 – Re´capitulatif des identifications de faces pour les me´triques a` 6 singularite´s
de type 2 - suite
F
2(ii)
4 = { 43x1 + x3 = n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
3 −2 −1 −2
1 0 −1 −1
3
2
−1 0 − 3
2
2 −2 −1 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ
2(ii)
4 ∶ F 2(ii)4 → F 2(i)5
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Table A.2 – Re´capitulatif des identifications de faces pour les me´triques syme´triques a` 6
singularite´s de type 3
Face Changement de parame´trage Identification
F 31 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ31 ∶ F 31 → F 31
F 32 = {x1 = x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ32 ∶ F 32 → F 32
F 33 = {x2 = x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ33 ∶ F 33 → F 33
F 34 = {2x3 = n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 0 0 −2
0 1 0 0
0 0 1 0
3
2
0 0 −2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ34 ∶ F 34 → F 34
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Table A.3 – Identifications de faces pour le polye`dre Pt obtenu en recollant les compo-
santes de l’espace de modules des me´triques a` 6 singularite´s.
Face Changement de parame´trage Identification
F t1 = {x1 = x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ t1 ∶ F t1 → F t1
F t2 = {x2 = x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ t2 ∶ F t2 → F t2
F t3 = {x1 + x2 + x3 = n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 −1 −1 −1
1 0 −1 −1
1 −1 0 −1
1 −1 −1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ t3 ∶ F t3 → F t3
F t4 = {0 = √3x1 + n}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
2
√
3 0 0−√3 −2 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ t4 ∶ F t4 → F t4
F t5 = {x3 = n + 2√3c x1}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
3
√
3 −1 −2−√3 −1 0 √3
1 0 −1 −1
2
√
3 −1 −1
3
2
0 0 −2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
τ t5 ∶ F t5 → F t5
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A.2 Me´triques a` 8 singularite´s
Pour chaque type de me´triques, on donne la liste explicite des identifications de faces
obtenues.
Table A.4 – Re´capitulatif des identifications de faces pour le type 0
Face Changement de parame´trage Identification
F1 = {x1 = 0} re´flexion par rapport a` l’hyperplan γ1 ∶ F1 → F1
F2 = {x1 = x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x2
x1
x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ2 ∶ F2 → F2
F3 = {x2 = x4}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x1
x4
x3
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ3 ∶ F3 → F3
F4 = {x1 = x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x3
x2
x1
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ4 ∶ F4 → F4
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Table A.4 – Re´capitulatif des identifications de faces pour le type 0 - suite
F51 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x1 = a − x3 − x4
x2 + x3 ⩽ x1 + x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
a + b − x2 − x4
a − x3 − x4
b − x1 − x4
a − x1 − x2
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ51 ∶ F51 → F6
F52 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x1 = a − x3 − x4
x1 + x4 ⩽ x2 + x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + b − x1 − x3
a − x3 − x4
b − x2 − x3
a − x1 − x2
b − x1 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ52 ∶ F52 → F52
F6 = {√2x1 = b − x2 − x3 }
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + b − x1 − x3
b − x2 − x3
a − x3 − x4
b − x1 − x4
a − x1 − x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ6 ∶ F6 → F51
F7 = {√2x1 = b − x1 − x4 }
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
a + b − x2 − x4
b − x1 − x4
a − x3 − x4
b − x2 − x3
a − x1 − x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ7 ∶ F7 → F7
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Table A.5 – Re´capitulatif des identifications de faces pour le type 1
Face Changement de parame´trage Identification
F1 = {x1 = 0}
re´flexion par rapport a` l’hyperplan
γ1 ∶ F1 → F1
F2 = {x2 = 0} γ2 ∶ F2 → F2
F3 = {x3 = 0} γ3 ∶ F3 → F3
F4 = {x2 + x3 = b} γ4 ∶ F4 → F4
F5 = {x3 + x4 = a} γ5 ∶ F5 → F5
F6 = {x2 = x4}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x1
x4
x3
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ6 ∶ F6 → F6
F71 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x1 = a
x2 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
a + b − 2x1
a − x1
x2
x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ71 ∶ F71 → F71
F72 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x1 = a
x3 ⩽ x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x1
b
a − x1
x3
x4
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ72 ∶ F72 → F82
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Table A.5 – Re´capitulatif des identifications de faces pour le type 1 - suite
F81 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x1 = b
x3 ⩽ x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x1
b
b − x1
x3
x2
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ81 ∶ F81 → F81
F82 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x1 = b
x4 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a + b − 2x1
b − x1
x4
x2
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ82 ∶ F82 → F72
F91 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x1 + x2 = a
a ⩽ 2x1 + x4 − x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
2a + b − 2x1 − x2 − x3
a − x2
a + b − 2x1 − x2 − x4
a − x3 − x4
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ91 ∶ F91 → F91
F92 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x1 + x2 = a
2x1 + x4 − x3 ⩽ a
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − 2x1 − x2 − x3
a + b − x2 − x4
a − x2
b − x2 − x3
a − x3 − x4
a + b − 2x1 − x2 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ92 ∶ F92 → F102
F101 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x1 + x4 = b
2x1 + x2 − x3 ⩽ b
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x1 − x3 − x4
a + b − x2 − x4
b − x4
a − x3 − x4
b − x2 − x3
a + b − 2x1 − x2 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ101 ∶ F101 → F101
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Table A.5 – Re´capitulatif des identifications de faces pour le type 1 - suite
F102 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x1 + x4 = b
b ⩽ 2x1 + x2 − x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + 2b − 2x1 − x3 − x4
b − x4
a + b − 2x1 − x2 − x4
b − x2 − x3
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ102 ∶ F102 → F92
F111 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(√2 + 2)x1 + x3 = a + b
b − x2 ⩽ a − x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − 2x1 − x2 − x3
a + 2b − 2x1 − x3 − x4
a + b − 2x1 − x3
b − x2 − x3
a + b − 2x1 − x2 − x4
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ111 ∶ F111 → F111
F112 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(√2 + 2)x1 + x3 = a + b
a − x4 ⩽ b − x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x1 − x3 − x4
2a + b − 2x1 − x2 − x3
a + b − 2x1 − x3
a − x3 − x4
a + b − 2x1 − x2 − x4
b − x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ112 ∶ F112 → F112
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Table A.6 – Re´capitulatif des identifications de faces pour le type 2
Face Changement de parame´trage Identification
Pour le polye`dre P2,i
F1 = {x1 = 0}
re´flexion par rapport a` l’hyperplan
γ1 ∶ F1 → F1
F2 = {x3 = 0} γ2 ∶ F2 → F2
F3 = {x4 = 0} γ3 ∶ F3 → F3
F4 = {x3 + x4 = a} γ4 ∶ F4 → F4
F5 = {x1 = x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x2
x1
x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ5 ∶ F5 → F5
F6 = {2x2 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
a + b − 2x2
x1
a − x2
x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ6 ∶ F6 → F6
F71 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x2 = b
x3 ⩽ x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x2
b
x1
x3
b − x2
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ71 ∶ F71 → G6
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Table A.6 – Re´capitulatif des identifications de faces pour le type 2 - suite
F72 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x2 = b
x4 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a + b − 2x2
x1
x4
b − x2
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ72 ∶ F72 → G5
F8 = {√2x1 + x4 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
a + 2b − 2x1 − x3 − x4
b − x4
a + b − 2x1 − x2 − x4
b − x2 − x3
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ8 ∶ F8 →W5
F9 = {√2x2 + x3 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − 2x2 − x3
2b
2x1−b + 2x2 + x3
b − 2x2 + x3
2x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ9 ∶ F9 →W8
F10 = {(√2 + 2)x2 + x4 = a + b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x4
2a + 2b − 4x2
2x1
a − b + x4−a + b + x4
2x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ10 ∶ F10 →W10
Pour le polye`dre P2,ii
G1 = {x1 = 0}
re´flexion par rapport a` l’hyperplan
δ1 ∶ G1 → G1
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Table A.6 – Re´capitulatif des identifications de faces pour le type 2 - suite
G2 = {x2 = 0} δ2 ∶ G2 → G2
G3 = {x1 = x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x3
x2
x1
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ3 ∶ G3 → G3
G4 = {x2 = x4}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x1
x4
x3
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ4 ∶ G4 → G4
G5 = {2x3 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x3
a
x1
a − x3
x4
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ5 ∶ G5 → F72
G6 = {2x3 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x3
b
x1
b − x3
x2
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ6 ∶ G6 → F71
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Table A.6 – Re´capitulatif des identifications de faces pour le type 2 - suite
G7 = {√2x3 + x4 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x3 − x4
2a
2x1
a − 2x3 + x4−a + 2x3 + x4
2x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ7 ∶ G7 →W91
G8 = {√2x3 + x2 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − x2 − 2x3
2b
2x1
b + x2 − 2x3−b + x2 + 2x3
2x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ8 ∶ G8 →W92
G9 = {√2x1 + x4 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x1 − x3 − x4
a + b − x2 − x4
b − x4
a − x3 − x4
b − x2 − x3
a + b − 2x1 − x2 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ9 ∶ G9 →W6
Pour le polye`dre P2,iii
W1 = {x1 = 0}
re´flexion par rapport a` l’hyperplan
ω1 ∶W1 →W1
W2 = {x4 = 0} ω2 ∶W2 →W2
W3 = {x3 + x4 = a} ω3 ∶W3 →W3
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Table A.6 – Re´capitulatif des identifications de faces pour le type 2 - suite
W4 = {√2x1 + x2 + x3 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
a + b − x2 − x4
b − x2 − x3
a − x1 − x2
b − x1 − x4
a − x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω4 ∶W4 →W4
W5 = {√2x1 + x2 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − 2x1 − x2 − x3
a + b − x2 − x4
a − x2
b − x2 − x3
a − x3 − x4
a + b − 2x1 − x2 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω5 ∶W5 → F8
W6 = {√2x1 + x4 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x1 − x3 − x4
a + b − x2 − x4
b − x4
a − x3 − x4
b − x2 − x3
a + b − 2x1 − x2 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω6 ∶W6 → G9
W7 = {b + x4 = a + 2x3 + x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b + x2 − x4
2a + 2x3
2x1
a − b + x2 + x4−a + b − x2 + x4
2x2 + 2x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω7 ∶W7 →W7
W8 = {b = (3 + 2√2)x2 + x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + x2
b
x1
1
2
(b + x2 − x3)
x2 + x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω8 ∶W8 → F9
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W91 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
b = (3 + 2√2)x3 + x2
x4 ⩽ x2 + x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a + x3
x1
x4
1
2
(b − x2 + x3)
x2 + x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω91 ∶W91 → G7
W92 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
b = (3 + 2√2)x3 + x2
x2 + x3 ⩽ x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + x3
b
x1
x2 + x3
1
2
(b − x2 + x3)
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω92 ∶W92 → G8
W10 = {b = (2√2 − 2)a + x2 + x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + x2
a + x3
x1
a + 1
2
(−b + x2 + x3)
x4
x2 + x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
ω10 ∶W10 → F10
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Table A.7 – Re´capitulatif des identifications de faces pour le type 3
Face Changement de parame´trage Identification
Pour le polye`dre P3,i
F1 = {x1 = 0}
re´flexion par rapport a` l’hyperplan
γ1 ∶ F1 → F1
F2 = {x2 = 0} γ2 ∶ F2 → F2
F3 = {x3 = 0} γ3 ∶ F3 → F3
F4 = {x2 = x4}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x1
x4
x3
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ4 ∶ F4 → F4
F5 = {2x3 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
a + b − 2x3
x1
x2
x4
a − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ5 ∶ F5 → F71
F6 = {2x3 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a + b − 2x3
x1
x4
x2
b − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ6 ∶ F6 → F72
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F71 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x4 = a
x2 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
a + b − 2x4
x1
x2
a − x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ71 ∶ F71 → F5
F72 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x4 = a
x3 ⩽ x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x4
a
x1
x3
a − x4
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ72 ∶ F72 → F6
F8 = {2x4 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x4
b
x1
x3
x2
b − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ8 ∶ F8 → F8
F9 = {√2x2 + x1 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − x1 − 2x2
2a−a + x1 + 2x2
2x3
2x4
a + x1 − 2x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ9 ∶ F9 → G101
F10 = {√2x4 + x1 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2a + b − x1 − 2x4
2b−b + x1 + 2x4
2x3
2x2
b + x1 − 2x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ10 ∶ F9 → G102
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F111 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(√2 + 2)x3 + x1 = a + b
a ⩽ b
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1
2a + 2b − 4x3
a − b + x1
2x4
2x2−a + b + x1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ111 ∶ F111 → G111
F112 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(√2 + 2)x3 + x1 = a + b
b ⩽ a
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1
2a + 2b − 4x3−a + b + x1
2x2
2x4
a − b + x1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ112 ∶ F112 → G112
Pour le polye`dre P3,ii
G1 = {x2 = 0}
re´flexion par rapport a` l’hyperplan
δ1 ∶ G1 → G1
G2 = {x3 = 0} δ2 ∶ G2 → G2
G3 = {x1 + x4 = b} δ3 ∶ G3 → G3
G4 = {x1 = x4}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x4
x3
x2
x1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ4 ∶ G4 → G4
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G5 = {2x2 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x2
b
x1
x3
b − x2
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ5 ∶ G5 → G6
G6 = {2x3 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x3
b
x1
b − x3
x2
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ6 ∶ G6 → G5
G7 = {√2x2 + x1 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x1 − x3
2a + b − x1 − 2x2 − x4
a − x3 − x4
b − x1 − x4
a − x1
a + b − x1 − 2x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ7 ∶ G7 → G81
G81 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x3 + x4 = a
b ⩽ −x1 + 2x3 + x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
2a + b − x1 − 2x3 − x4
a + b − x2 − 2x3 − x4
a − x4
b − x1 − x4
a − x1 − x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ81 ∶ G81 → G7
G82 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
2x3 + x4 = a−x1 + 2x3 + x4 ⩽ b
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − x2 − x4
2a + b − x1 − 2x3 − x4
a − x1 − x2
b − x1 − x4
a − x4
a + b − x2 − 2x3 − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ82 ∶ G82 → G82
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G9 = {(√2 + 2)x2 + x4 = a + b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦ 1√
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + 2b − 2x2 − x3 − x4
2a + b − x1 − 2x2 − x4
a − x3 − x4
a + b − 2x2 − x4
b − x1 − x4
a + b − x1 − 2x2 − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ9 ∶ G9 → G9
G101 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
b = (3 + 2√2)x1 + x4
b ⩽ −x1 + 2x3 + x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a + x1
x1 + x4
1
2
(b + x1 − x4)
x2
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ101 ∶ G101 → F9
G102 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
b = (3 + 2√2)x1 + x4−x1 + 2x3 + x4 ⩽ b
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + x1
b
x1 + x4
x3
x2
1
2
(b + x1 − x4)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ102 ∶ G102 → F10
G111 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
b = (2√2 − 2)a + x1 + x4
x3 ⩽ x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + x1
a + x4
x1 + x4
x3
a + 1
2
(−b + x1 + x4)
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ111 ∶ G111 → F111
G112 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
b = (2√2 − 2)a + x1 + x4
x2 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + x4
a + x1
x1 + x4
x2
a + 1
2
(−b + x1 + x4)
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
δ112 ∶ G112 → F112
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Table A.8 – Re´capitulatif des identifications de faces pour le type 4
Face Changement de parame´trage Identification
F1 = {x1 = 0} re´flexion par rapport a` l’hyperplan γ1 ∶ F1 → F1
F2 = {x1 = x2}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x2
x1
x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ2 ∶ F2 → F2
F3 = {x2 = x4}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x1
x4
x3
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ3 ∶ F3 → F3
F4 = {x1 = x3}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a
x3
x2
x1
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ4 ∶ F4 → F4
F5 = {2x3 = a}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
a + b − 2x3
x1
x2
x4
a − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ5 ∶ F5 → F71
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Table A.8 – Re´capitulatif des identifications de faces pour le type 4 - suite
F6 = {2x3 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b
a + b − 2x3
x1
x4
x2
b − x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ6 ∶ F6 → F72
F71 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x4 = a
x2 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
a + b − 2x4
x1
x2
a − x4
x3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ71 ∶ F71 → F5
F72 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2x4 = a
x3 ⩽ x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x4
a
x1
x3
a − x4
x2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ72 ∶ F72 → F6
F8 = {2x4 = b}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
x1
x2
x3
x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
↦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a + b − 2x4
b
x1
x3
x2
b − x4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
γ8 ∶ F8 → F8
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A.3 Recollement des me´triques a` 8 singularite´s
Cette annexe pre´sente les isome´tries de recollement entre les polye`dres P0, . . . ,P4,
obtenus en e´tudiant l’espace de modules des me´triques a` 8 singularite´s.
Table A.9 – Isome´tries de recollement entre les polye`dres P0, . . . ,P4, associe´s aux
me´triques a` 8 singularite´s.
Face Changement de parame´trage Identification
Recollement a` partir du polye`dre P0
F 01 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 −√2
2
0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r0,1∣1,1 ∶ F 01 → F 11
Recollement a` partir du polye`dre P1
F 11 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 −√2 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r1,1∣0,1 ∶ F 11 → F 01
F 12 = {x2 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −√2
2
0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r1,2∣2i,1 ∶ F 12 → F 2,i1
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Table A.9 – Isome´tries de recollement - suite
F 13 = {x3 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 −√2
2
0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r1,3∣2ii,1 ∶ F 13 → F 2,ii1
F 14 = {x2 + x3 = b} 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 −1 0 −1 0
1 1 0 −1 0 −1
0 −√2
2
0
√
2
2
√
2
2
0
1 0 −1 −1 0 0
0 1 −1 0 0 −1
1 0 0 0 −1 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r1,4∣2iii,12 ∶ F 14 → F 2,iii1,1
F 15 = {x3 + x4 = a} 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 −1 0 −1 0
1 1 0 −1 0 −1−√2
2
0 0 0
√
2
2
√
2
2
0 1 −1 0 0 −1
1 0 −1 −1 0 0
0 1 0 −1 −1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r1,5∣2iii,11 ∶ F 15 → F 2,iii1,2
Recollement a` partir du polye`dre P2,i
F 2,i1 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 −√2 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2i,1∣1,2 ∶ F 2,i1 → F 12
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Table A.9 – Isome´tries de recollement - suite
F 2,i2 = {x3 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −√2
2
0
0 0 0 1 0 0
0 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2i,2∣3i,22 ∶ F 2,i2 → F 3,i2,2
F 2,i3 = {x4 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 −√2
2
0 0 1 0 0 0
0 0 0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2i,3∣3i,21 ∶ F 2,i3 → F 3,i2,1
F 2,i4,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x3 + x4 = a
x3 ⩽ x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2
+ √2
4
1 0 0 − 1
2
− √2
4
− 1
2
− √2
4
1 0 0 0 0 0
1
2
+ √2
4
0 0 0 1
2
− √2
4
− 1
2
− √2
4
0 0 0 1 0 0
0 0 1 0 0 0
1
2
+ √2
4
0 0 0 − 1
2
− √2
4
1
2
− √2
4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2i,41∣3ii,31 ∶ F 2,i4,1 → F 3,ii3,1
F 2,i4,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x3 + x4 = a
x4 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2
+ √2
4
1 0 0 − 1
2
− √2
4
− 1
2
− √2
4
1 0 0 0 0 0
1
2
+ √2
4
0 0 0 − 1
2
− √2
4
1
2
− √2
4
0 0 1 0 0 0
0 0 0 1 0 0
1
2
+ √2
4
0 0 0 1
2
− √2
4
− 1
2
− √2
4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2i,42∣3ii,32 ∶ F 2,i4,2 → F 3,ii3,2
Recollement a` partir du polye`dre P2,ii
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Table A.9 – Isome´tries de recollement - suite
F 2,ii1 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 −√2 0 0 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2ii,1∣1,3 ∶ F 2,ii1 → F 13
F 2,ii2 = {x2 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 −√2
2
0 0
0 0 0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2ii,2∣3i,3 ∶ F 2,ii2 → F 3,i3
Recollement a` partir du polye`dre P2,iii
F 2,iii1,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 = 0
x3 + x4 ⩽ x1 + x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭ 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1
√
2 0 −1 0
1 1 0 −1 0 −1
0 1 0 −1 −1 0
1 0
√
2 −1 0 0
0 1
√
2 0 0 −1
1 0 0 0 −1 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2iii,11∣1,4 ∶ F 2,iii1,1 → F 14
F 2,iii1,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 = 0
x1 + x2 ⩽ x3 + x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭ 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 −1 0 −1
1 1
√
2 0 −1 0
0 1 0 −1 −1 0
1 0 0 0 −1 −1
0 1
√
2 0 0 −1
1 0
√
2 −1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2iii,12∣1,5 ∶ F 2,iii1,2 → F 15
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Table A.9 – Isome´tries de recollement - suite
F 2,iii2,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x4 = 0
x2 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 −√2
2
0 0 0 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2iii,21∣3ii,21 ∶ F 2,iii2,1 → F 3,ii2,1
F 2,iii2,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x4 = 0
x3 ⩽ x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 −√2
2
0 0 1 0 0 0
0 0 0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2iii,22∣3ii,11 ∶ F 2,iii2,2 → F 3,ii1,1
F 2,iii3,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x3 + x4 = a
a − x2 ⩽ b − x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭ 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 −1 0 −1 0
1 1 0 −1 0 −1
1 0 −1 −1 0 0
0 1 0 −1 −1 0−√2
2
0 0 0
√
2
2
√
2
2
0 1 −1 0 0 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2iii,31∣3ii,22 ∶ F 2,iii3,1 → F 3,ii2,2
F 2,iii3,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x3 + x4 = a
b − x4 ⩽ a − x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭ 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 −1 0 −1 0
1 1 0 −1 0 −1
0 1 −1 0 0 −1−√2
2
0 0 0
√
2
2
√
2
2
0 1 0 −1 −1 0
1 0 −1 −1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r2iii,32∣3ii,12 ∶ F 2,iii3,2 → F 3,ii1,2
Recollement a` partir du polye`dre P3,i
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Table A.9 – Isome´tries de recollement - suite
F 3,i1 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 −√2
2
0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3i,1∣4,1 ∶ F 3,i1 → F 41
F 3,i2,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2 = 0
x3 ⩽ x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 −√2 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3i,21∣2i,3 ∶ F 3,i2,1 → F 2,i3
F 3,i2,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2 = 0
x4 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 −√2 0 0
0 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3i,22∣2i,2 ∶ F 3,i2,2 → F 2,i2
F 3,i3 = {x3 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 −√2 0
0 0 0 0 0 1
0 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3i,3∣2ii,2 ∶ F 3,i3 → F 2,ii2
Recollement a` partir du polye`dre P3,ii
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Table A.9 – Isome´tries de recollement - suite
F 3,ii1,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2 = 0
x1 +√2x3 + x4 ⩽ b
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 −√2 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3ii,11∣2iii,22 ∶ F 3,ii1,1 → F 2,iii2,2
F 3,ii1,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2 = 0
b ⩽ x1 +√2x3 + x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭ 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 −1 0 −1 0
1 1 0
√
2 0 −1
0 1 −1 0 0 −1
1 0 0 0 −1 −1
0 1 0
√
2 −1 0
1 0 −1 √2 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3ii,12∣2iii,32 ∶ F 3,ii1,2 → F 2,iii3,2
F 3,ii2,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x3 = 0
x1 +√2x2 + x4 ⩽ b
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 −√2 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3ii,21∣2iii,21 ∶ F 3,ii2,1 → F 2,iii2,1
F 3,ii2,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x3 = 0
b ⩽ x1 +√2x2 + x4
⎫⎪⎪⎪⎬⎪⎪⎪⎭ 1√2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 −1 0 −1
1 1 −1 0 √2 0
0 1 −1 0 0 −1
1 0 −1 −1 0 0
0 1 0 −1 √2 0
1 0 0 0
√
2 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3ii,22∣2iii,31 ∶ F 3,ii2,2 → F 2,iii3,1
F 3,ii3,1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 + x4 = b
x3 ⩽ x2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 1
2
+ √2
2
− 1
2
− √2
2
0 0 − 1
2
− √2
2
0 0 0 0 1 0
0 0 0 1 0 0
0 1
2
+ √2
2
1
2
− √2
2
0 0 − 1
2
− √2
2
0 1
2
+ √2
2
− 1
2
− √2
2
0 0 1
2
− √2
2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3ii,31∣2i,41 ∶ F 3,ii3,1 → F 2,i4,1
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Table A.9 – Isome´tries de recollement - suite
F 3,ii3,2 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 + x4 = b
x2 ⩽ x3
⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 1
2
+ √2
2
− 1
2
− √2
2
0 0 − 1
2
− √2
2
0 0 0 1 0 0
0 0 0 0 1 0
0 1
2
+ √2
2
− 1
2
− √2
2
0 0 1
2
− √2
2
0 1
2
+ √2
2
1
2
− √2
2
0 0 − 1
2
− √2
2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r3ii,32∣2i,42 ∶ F 3,ii3,2 → F 2,i4,2
Recollement a` partir du polye`dre P4
F 41 = {x1 = 0}
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 −√2 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
r4,1∣3i,1 ∶ F 41 → F 3,i1
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Annexe B
Angles die`dres dans les polye`dresP0 a` P4
Cette annexe donne les angles die`dres dans les polye`dres de´crivant l’espace de modules
des me´triques a` 8 singularite´s, qui ne sont pas de Coxeter. On donne la matrice des angles
plutoˆt que la matrice de Gram pour souligner les angles qui ne sont pas des multiples
rationnels de pi.
Polye`dre P0 Les angles die`dres sont donne´s par la matrice suivante :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
4
pi
2
pi
4
pi
4
pi
4
pi
8
0 0
pi
3
2pi
3
2pi
3
pi − arccos(1
2
− √2
4
) pi − arccos(1
4
√
4 + 2√2)
0 0 0
pi
2
arccos(√2
4
) pi − arccos(√2
4
) arccos(1
4
√
4 − 2√2)
0 0 0 0 pi − arccos(1
2
− √2
4
) pi − arccos(1
2
− √2
4
) pi − arccos(1
4
√
4 + 2√2)
0 0 0 0 0
2pi
3
pi − arccos(1
4
√
4 + 2√2)
0 0 0 0 0 0 pi − arccos(1
4
√
4 + 2√2)
0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Polye`dre P1 Les angles die`dres sont donne´s par la matrice suivante :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
2
pi
2
pi
2
pi
2
pi
2
0 0
pi
4
pi
4
−1
0 0
pi
2
pi
4
pi
2
pi
4
pi
2
pi
2
pi
4
pi
2
pi
2
0 0 0
pi
4
pi
4
pi
2
pi
2
pi
2
pi
2
pi
2
arccos(1
2
√
2
√
2 − 2)
0 0 0 0
pi
2
2pi
3
pi
3
pi
2
pi
2
pi
2
pi
2
0 0 0 0 0
pi
3
pi
2
pi
3
pi
2
pi
2
pi
2
0 0 0 0 0 0
pi
2
pi
2
2pi
3
pi
3
pi
2
0 0 0 0 0 0 0
2pi
3
3pi
4
pi − arccos(√2
2
− 1
2
) pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0 0 0 pi − arccos(√2
2
− 1
2
) 3pi
4
pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0 0 0 0
pi
2
pi − arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 0 0 0 pi − arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Polye`dre P2,i Les angles die`dres sont donne´s par la matrice suivante :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
2
pi
2
pi
2
pi
4
pi
2
pi
2
pi
4
pi
2
pi
2
0 0
pi
2
pi
4
pi
2
pi
2
pi
2
pi
2
pi
4
pi
2
0 0 0
pi
4
pi
2
pi
2
pi
2
pi
4
pi
2
arccos(1
2
√
2
√
2 − 2)
0 0 0 0
pi
2
pi
2
pi
3
pi
2
pi
2
pi
2
0 0 0 0 0
pi
4
pi
4
2pi
3
pi
3
arccos(1
2
√
1 +√2)
0 0 0 0 0 0
2pi
3
pi
3
pi − arccos(√2
2
− 1
2
) pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0 0
pi
2
3pi
4
pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0 0 0
pi
2
pi
2
0 0 0 0 0 0 0 0 0 pi − arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Polye`dre P2,ii Les angles die`dres sont donne´s par la matrice suivante :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
2
pi
4
pi
2
pi
2
pi
2
pi
2
pi
2
pi
4
0 0
pi
2
pi
4
pi
2
pi
2
pi
2
pi
4
pi
2
0 0 0
pi
2
pi
4
pi
4
pi
3
pi
3
2pi
3
0 0 0 0
pi
2
pi
2
pi
3
2pi
3
pi
3
0 0 0 0 0
2pi
3
3pi
4
pi − arccos(√2
2
− 1
2
) pi
3
0 0 0 0 0 0 pi − arccos(√2
2
− 1
2
) 3pi
4
pi
2
0 0 0 0 0 0 0
pi
2
pi
2
0 0 0 0 0 0 0 0
pi
2
0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Polye`dre P2,iii Les angles die`dres sont donne´s par la matrice suivante :
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
2
pi
2
pi
4
pi
4
pi
4
pi
2
pi
2
pi
2
pi
2
0 0
pi
4
pi
2
pi
2
pi
4
pi
3
pi
2
pi
2
pi
2
0 0 0
pi
2
pi
2
pi
2
pi
2
pi
2
pi
4
pi
2
0 0 0 0
2pi
3
2pi
3
pi
4
pi
3
pi
3
arccos(1
2
√
1 +√2)
0 0 0 0 0
pi
2
pi
2
pi
4
pi
2
pi
2
0 0 0 0 0 0
pi
2
pi
2
pi
2
arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 pi − arccos(√2
2
− 1
2
) 3pi
4
pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0 0 0
pi
2
pi − arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 0 0 pi − arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Polye`dre P3,i Les angles die`dres sont donne´s par la matrice suivante :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
2
pi
2
pi
2
pi
2
pi
2
pi
2
pi
2
pi
4
pi
4
arccos(1
2
√
2
√
2 − 2)
0 0
pi
2
pi
4
pi
2
pi
2
pi
2
pi
2
pi
4
pi
2
pi
2
0 0 0
pi
2
0 0
pi
2
pi
2
pi
2
pi
2
−1
0 0 0 0
pi
2
pi
2
pi
4
pi
4
2pi
3
pi
3
pi
2
0 0 0 0 0
2pi
3
pi
2
pi
3
pi
2
pi
3
pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0
pi
3
pi
2
pi
3
pi
2
pi − arccos(1
2
√
1 +√2)
0 0 0 0 0 0 0
2pi
3
pi
2
pi − arccos(√2
2
− 1
2
) arccos(1
2
√√
2 − 1)
0 0 0 0 0 0 0 0
pi
3
3pi
4
arccos(1
2
√√
2 − 1)
0 0 0 0 0 0 0 0 0
pi
2
pi
2
0 0 0 0 0 0 0 0 0 0
pi
2
0 0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Polye`dre P3,ii Les angles die`dres sont donne´s par la matrice suivante :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
2
pi
2
pi
2
0
pi
2
pi
4
pi
2
−1 pi
2
pi
2
0 0
pi
2
pi
2
pi
2
0
pi
2
pi
4
pi
2
pi
2
pi
2
0 0 0
pi
2
pi
2
pi
2
pi
2
pi
2
pi
2
pi
4
−1
0 0 0 0
pi
2
pi
2
2pi
3
pi
3
arccos(1
2
√√
2 − 1) pi
4
pi
2
0 0 0 0 0
pi
2
α
pi
3
pi − arccos(1
2
√
1 +√2) pi
2
arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0
pi
3
α arccos(1
2
√√
2 − 1) pi
2
arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0
pi
2
pi − arccos(1
2
√
2
√
2 − 2) pi
4
pi
2
0 0 0 0 0 0 0 0
pi
2
pi
2
pi
2
0 0 0 0 0 0 0 0 0
pi
2
arccos(1 − √2
2
)
0 0 0 0 0 0 0 0 0 0 pi − arccos(1
2
√
2
√
2 − 2)
0 0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ou` α (e´le´ments de coordonne´e (7,5) et (8,6) de la matrice) repre´sente l’angle pi − arccos (√22 − 12).
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Polye`dre P4 Les angles die`dres sont donne´s par la matrice suivante :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
pi
4
pi
2
pi
4
pi
2
pi
2
pi
2
pi
2
0 0
pi
3
2pi
3
pi
2
pi
2
pi
2
pi
2
0 0 0
pi
2
pi
2
pi
2
pi
4
pi
4
0 0 0 0
pi
4
pi
4
pi
2
pi
2
0 0 0 0 0
2pi
3
pi
2
pi
3
0 0 0 0 0 0
pi
3
pi
2
0 0 0 0 0 0 0
2pi
3
0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Annexe C
Pre´sentations des groupes Γ1 a` Γ4
Les polye`dres construits lors de l’e´tude des me´triques a` 8 singularite´s ne sont pas de
Coxeter, et leurs identifications de faces ne sont en ge´ne´ral pas les re´flexions par rapport
aux faces du polye`dres. Les pre´sentations des groupes engendre´s par ces identifications
de faces sont donc plus complique´es que des pre´sentations de Coxeter. Un fichier GAP
contenant ces pre´sentations peut eˆtre fourni si besoin.
Pre´sentation du groupe Γ1 Les relations de paires et relations de cycles donnent une
pre´sentation pour Γ1, le groupe engendre´ par les identifications de faces τ
1
j . Pour plus de
lisibilite´, on note τ1j par le nume´ro j (τ
1
11,1 et τ
1
11,2 sont note´es respectivement 111 et 112,
et de meˆme pour les autres paires de faces coplanaires). La pre´sentation obtenue apre`s
ve´rification des hypothe`ses de Poincare´ est la suivante :
ge´ne´rateurs : 1, . . . ,6,71,72, . . . ,111,112
relations :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
12, 22, 32, 42, 52, 62, (71)2, (72 ⋅ 82), (81)2,(91)2, (92 ⋅ 102), (101)2, (111)2, (112)2,(1 ⋅ 2)2, (3 ⋅ 2)2, (3 ⋅ 1)2, (4 ⋅ 2)4, (4 ⋅ 1)2, (5 ⋅ 4)2,(5 ⋅ 3)4, (5 ⋅ 2)2, (5 ⋅ 1)2, (6 ⋅ 4 ⋅ 6 ⋅ 5), (6 ⋅ 3)2,(6 ⋅ 2)4, (6 ⋅ 1)2, (82 ⋅ 6 ⋅ 71), (71 ⋅ 5)2, (71 ⋅ 2)2,(82 ⋅ 81 ⋅ 6), (82 ⋅ 4 ⋅ 72 ⋅ 5), (82 ⋅ 2 ⋅ 72 ⋅ 3), (81 ⋅ 82 ⋅ 71),(81 ⋅ 2 ⋅ 81 ⋅ 3), (91 ⋅ 6 ⋅ 92), (91 ⋅ 92 ⋅ 71), (91 ⋅ 101 ⋅ 72),(91 ⋅ 3 ⋅ 91 ⋅ 5), (102 ⋅ 101 ⋅ 6), (102 ⋅ 3 ⋅ 92 ⋅ 5),(101 ⋅ 81 ⋅ 92), (101 ⋅ 112 ⋅ 71), (101 ⋅ 111 ⋅ 72), (101 ⋅ 2 ⋅ 101 ⋅ 5),(101 ⋅ 3 ⋅ 101 ⋅ 4), (101 ⋅ 1)4, (92 ⋅ 112 ⋅ 72), (111 ⋅ 6 ⋅ 112),(111 ⋅ 2 ⋅ 111 ⋅ 4), (112 ⋅ 2 ⋅ 112 ⋅ 5)
Les deux premie`res lignes sont les relations de paires, le reste est obtenu par l’e´tude des
cycles d’areˆtes.
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Pre´sentation du groupe Γ2 Le groupe Γ2 est construit a` partir des identifications
de faces des polye`dres P2,i, P2,ii et P2,iii, modifie´es par les isome´trie de recollement τ2,ii5
et τ2,iii10 , comme de´crit section 2.4.1.4. Notons fj les ge´ne´rateurs de Γ2 provenant des
identifications de faces τ2,ij de P2,i, sk ceux provenant des identifications de faces τ2,iik
de P2,ii et tl ceux provenant de P2,iii. Les identifications de faces associe´es a` des faces
coplanaires sont distingue´es par des indices 1 ou 2 : τ2,i7,1, par exemple, est note´e f71. Les
relations de paires et de cycles donnent alors la pre´sentation suivante pour Γ2 :
ge´ne´rateurs : f1, . . . , f71, f8, f9, s1, . . . , s4, s6, . . . , s9, t1, . . . , t91, t92
relations :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f12, f22, f32, f42, f52, f62, (f71 ⋅ s6), s12, s22, s32, s42, (s7 ⋅ t91),(s8 ⋅ t92), (s9 ⋅ t6), t12, t22, t32, t42, t72, (t5 ⋅ f8), (t8 ⋅ f9),(f1 ⋅ f2)2, (f1 ⋅ f3)2, (f1 ⋅ f4)2, (f1 ⋅ f5)4, (f1 ⋅ f6)2,(f1 ⋅ s6 ⋅ s1 ⋅ f71), (f1 ⋅ s1), (f1 ⋅ t5 ⋅ t1 ⋅ f8)2,(f1 ⋅ t8 ⋅ t1 ⋅ f9), (f1 ⋅ t1), (f2 ⋅ f3)2, (f2 ⋅ f4)4, (f2 ⋅ f5 ⋅ f3 ⋅ f5),(f2 ⋅ f6 ⋅ f3 ⋅ f6), (f2 ⋅ s6 ⋅ s2 ⋅ f71), (f2 ⋅ t5 ⋅ t3 ⋅ f8), (f2 ⋅ t2),(f3 ⋅ f4)4, (f3 ⋅ s2), (f3 ⋅ t8 ⋅ t2 ⋅ f9), (f4 ⋅ f5)2, (f4 ⋅ f6)2,(f4 ⋅ t5 ⋅ t2 ⋅ f8), (f4 ⋅ t8 ⋅ t3 ⋅ f9), (f4 ⋅ t3), (f5 ⋅ f6)4,(f5 ⋅ s3 ⋅ f71)2, (f5 ⋅ t8 ⋅ t4 ⋅ f8), (f6 ⋅ f71), (f6 ⋅ f9), (s6 ⋅ s4),(s6 ⋅ t6 ⋅ t7 ⋅ f8), (s6 ⋅ t92 ⋅ f9), (t91 ⋅ f9), (s6 ⋅ t91),(t5 ⋅ s7 ⋅ t6 ⋅ f9), t52, (t8 ⋅ t7), (s1 ⋅ s2)2, (s1 ⋅ s3)4,(s1 ⋅ s4)2, (s1 ⋅ t91 ⋅ t1 ⋅ s7), (s1 ⋅ t92 ⋅ t1 ⋅ s8),(s1 ⋅ t6 ⋅ t1 ⋅ s9)2, (s2 ⋅ s3)2, (s2 ⋅ s4)4, (s2 ⋅ t91 ⋅ t2 ⋅ s7),(s2 ⋅ t6 ⋅ t3 ⋅ s9), (s3 ⋅ s4)2, (s3 ⋅ t6 ⋅ t4 ⋅ s7), (s4 ⋅ t92 ⋅ s7),(t91 ⋅ t7 ⋅ s8), (t92 ⋅ s9)2, (t1 ⋅ t2)2, (t1 ⋅ t3)2, (t1 ⋅ t4)4,(t1 ⋅ t7)2, (t2 ⋅ t3)4, (t2 ⋅ t4 ⋅ t3 ⋅ t4), (t3 ⋅ t7)2
Pre´sentation du groupe Γ3 Le groupe Γ3 est construit a` partir des identifications de
faces des polye`dres P3,i et P3,ii, modifie´es par l’isome´trie de recollement τ3,ii11,2, comme de´crit
section 2.4.1.5. Notons fj les ge´ne´rateurs de Γ3 provenant des identifications de faces τ
3,i
j
de P3,i, et sk ceux provenant des identifications de faces τ3,iik de P3,ii. Les identifications
de faces associe´es a` des faces coplanaires sont distingue´es par un indice 1 ou 2 : τ3,i7,1 est
note´e par exemple f71, et τ
3,i
7,2 est note´e f72. Les relations de paires et de cycles donnent
alors la pre´sentation suivante pour Γ3 :
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ge´ne´rateurs : f1, . . . , f111, s1, . . . , s111
relations :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f12, f22, f32, f42, (f5 ⋅ f71), (f6 ⋅ f72), f82, (f9 ⋅ s101), (f10 ⋅ s102),(f111 ⋅ s111), s12, s22, s32, s42, (s5 ⋅ s6), (s7 ⋅ s81), (s82)2, s92,(f2 ⋅ f1)2, (f3 ⋅ f2)2, (f3 ⋅ f1)2, (f4 ⋅ f3)2, (f4 ⋅ f2)4, (f4 ⋅ f1)2,(f71 ⋅ f6 ⋅ f4), (f71 ⋅ f2 ⋅ f5 ⋅ f2), (f71 ⋅ f1 ⋅ f5 ⋅ f1), (f72 ⋅ f8 ⋅ f5),(f72 ⋅ f3 ⋅ f6 ⋅ f2), (f72 ⋅ f1 ⋅ f6 ⋅ f1), (f6 ⋅ f8 ⋅ f4)2, (f8 ⋅ f2 ⋅ f8 ⋅ f3),
f54, (f8 ⋅ f1)2, s101 ⋅ s5 ⋅ f9 ⋅ f71, s101 ⋅ s5 ⋅ f10 ⋅ f72, s101 ⋅ f10 ⋅ f4,(s101 ⋅ s1 ⋅ f9 ⋅ f3), (s101 ⋅ s3 ⋅ f9 ⋅ f2)2, (s102 ⋅ s82 ⋅ s81 ⋅ f9),(s102 ⋅ s4 ⋅ f10 ⋅ f8), (s102 ⋅ f111 ⋅ f71), (s102 ⋅ s1 ⋅ f10 ⋅ f3),(s102 ⋅ s2 ⋅ f10 ⋅ f2), (s111 ⋅ f4), (s111 ⋅ s2 ⋅ f111 ⋅ f2), (s1 ⋅ f2),(s111 ⋅ s81 ⋅ s9 ⋅ f10), (s111 ⋅ s82 ⋅ s9 ⋅ f9), (s82 ⋅ s9 ⋅ f10), (s2 ⋅ s1)2,(s102 ⋅ f72), (s3 ⋅ s2)2, (s3 ⋅ s1)2, (s4 ⋅ s3)2, (s4 ⋅ s1 ⋅ s4 ⋅ s2), (s6 ⋅ s4)2,(s111 ⋅ s4), (s6 ⋅ s3 ⋅ s5 ⋅ s3), (s6 ⋅ s1 ⋅ s5 ⋅ s2), (s5)4, (s81 ⋅ s82 ⋅ s4),(s81 ⋅ s1 ⋅ s7 ⋅ s3), (s81 ⋅ s3 ⋅ s7 ⋅ s2), (s7 ⋅ s9 ⋅ s6),(s82 ⋅ s1 ⋅ s82 ⋅ s3), (s82 ⋅ s2)4, (s9 ⋅ s3 ⋅ s9 ⋅ s2)
Pre´sentation du groupe Γ4 La pre´sentation du groupe Γ4 a` partir des relations de
paires et de cycles est la suivante (ou` le ge´ne´rateurs τ4j est note´ j pour plus de lisibilite´) :
⟨1, . . . ,8
RRRRRRRRRRRRRRRRRRRRR
12, 22, 32, 42, (5 ⋅ 71), (6 ⋅ 72), 82,(1 ⋅ 2)4, (2 ⋅ 4 ⋅ 2 ⋅ 3), (1 ⋅ 3)2, (3 ⋅ 4)2, (1 ⋅ 4)4, (3 ⋅ 72 ⋅ 5), (2 ⋅ 5)2, (1 ⋅ 8)2,(1 ⋅ 71 ⋅ 1 ⋅ 5), (71 ⋅ 8 ⋅ 6), (2 ⋅ 8 ⋅ 4 ⋅ 6), (1 ⋅ 72 ⋅ 1 ⋅ 6), (71)4, (3 ⋅ 8 ⋅ 72)2
⟩
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