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研究成果の概要： 
本研究の目的は、モバイルカメラと環境設置型カメラを連動させた自由度の高い映像監視シス
テムと、プライバシを考慮しつつ適切な撮影・記録・提示を行う映像メディアの基盤技術を開
発することである．具体的には、モバイルカメラと環境設置型監視カメラの特長を融合した撮
影システムの開発、プライバシを保護しながら映像情報の記録を行うシステムの構築、プライ
バシレベルに応じて開示する映像情報を制御する提示方式の構築に関する研究に取り組み、次
世代映像監視技術の一方式を実現した． 
 
交付額 
                               （金額単位：円） 
 直接経費 間接経費 合 計 
２００６年度 11,100,000 3,330,000 14,430,000 
２００７年度 6,800,000 2,040,000 8,840,000 
２００８年度 4,900,000 1,470,000 6,370,000 
総 計 22,800,000 6,840,000 29,640,000 
 
研究分野：計算映像メディア 
科研費の分科・細目：情報学 ・ メディア情報学・データベース 
キーワード：モバイルカメラ、プライバシ保護、映像監視、環境設置カメラ、複合現実感 
 
１．研究開始当初の背景 
 治安の悪化を背景に、映像を用いた監視・
安全管理システムの導入が進み、実際に犯罪
を解決するなど実績があがりつつある．しか
し、現在用いられている環境設置型の監視カ
メラでは、視点位置が固定されているため、
死角や解像度不足の問題が必ず存在する．ハ
ンディビデオカメラやカメラ機能付き携帯電
話の普及により、誰もが何時でも何処でも映
像や画像を撮影することが可能になりつつあ
る．“圧倒的な視点数の多さと、その設置位置
の自由度の高さ”というモバイルカメラの特
長を監視・安全管理システムに導入すること
により、自由度の高いシステムの実現が可能
になると考えられる．一方、撮影の自由度が
増すにつれ、被写体の肖像権の侵害や自由な
振舞いの規制といったプライバシに関する問
題を考慮することなく、イベントの撮影・記
録を行うシステムを構築した場合、そのシス
テムはユーザにとって不都合なものになるで
あろう．プライバシを保護する手段として、
映像上のプライバシを侵害する可能性がある
領域に（多くの場合手動で）画像処理を施す
手法が一般的に用いられる．人間のように空
間中を動き回る被写体をモバイルカメラによ
って撮影した場合、画像処理を施すべき領域
もまた動的に変化する．膨大な映像を取り扱
う映像監視システムにおいて、これらの領域
を全て手動で検出するのは現実的ではない． 
 
２．研究の目的 
 本研究の目的は、モバイルカメラと環境設
置型カメラを連動させた自由度の高い映像監
視システムと、プライバシを考慮しつつ適切
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な撮影・記録・提示を行う映像メディアの基
盤技術を開発することである．具体的には、
項目(1)でモバイルカメラと環境設置型監視
カメラの特長を融合した撮影システムを、項
目(2)でプライバシを保護しながら映像情報
の記録を行うシステムを構築する．項目(3)で
は、プライバシレベルに応じて開示する映像
情報を制御する提示方式を実現する． 
 
（1）モバイルカメラと環境設置型監視カメラ
の特長を融合した撮影システム：環境に設置
された多視点カメラとモバイルカメラを連動
させることにより、互いの長所を融合した撮
影システムを構築する．環境設置型カメラと
共通に写り込んだ領域の見え方情報を用いた
モバイルカメラのキャリブレーションや、モ
バイルカメラによって収集された映像情報を
用いた環境設置型カメラの視野角拡大・死角
の除去・解像度向上を行う． 
 
(2)プライバシを保護する映像記録システ
ム：モバイルカメラで撮影した映像中で、プ
ライバシに関わる情報を有する領域を自動的
に検出し、画像処理を施す．項目（1）で構築
した撮影システムを用いて、撮影空間の３次
元構造と被写体の認識処理を行う．プライバ
シを保護すべきと判断された物体が存在する
３次元空間を撮影画像上に投影するアプロー
チにより、環境の変動に対して安定にプライ
バシ保護領域を検出する手法を実現する． 
 
(3)プライバシレベルに応じた提示映像制御
システム：被写体と映像視聴者の社会的関係
などから、どのレベルのプライバシ情報を提
示すべきかを判断し、映像提示を行う．項目
（2）で獲得した被写体と映像視聴者の識別情
報を用いて、両者間の社会的関係（家族・友
人・労使・監視業務など）を推定し、開示す
べき、もしくは開示しても差し支えのないプ
ライバシレベルを維持した映像の撮影・生
成・提示を行うシステムを開発する． 
 
３．研究の方法 
 研究目的を達成するために、目的にあげた
項目(1)-(3)について並行して研究を進める．  
 
(1)モバイルカメラと環境設置型監視カメラ
の特長を融合した撮影システム：初年度は、
次年度以降に重点をおく研究項目の基盤とな
る、撮影環境の構築に関する研究開発を重点
的に推進する．環境設置型カメラとモバイル
カメラの特徴を融合するためには、同一の意
味記述が可能な世界を共有する必要がある．
両方のカメラを世界座標系でカメラキャリブ
レーションすることにより、撮影された映像
の幾何的情報の共有が可能になる．動的に撮
影世界が変化する空間におけるモバイルカメ
ラのキャリブレーションは、非常に挑戦的な
課題であるが、モバイルカメラ自身で撮影し
た映像の時系列変化情報、その映像と環境に
設置された多視点カメラによって撮影された
映像の間で発生する相互射影や、共通に写り
込んだ領域の見え方情報を効果的に統合する
ことにより、実現を目指す．次に、環境設置
型カメラで撮影した映像情報を用いて、対象
世界のラフな状況認識を行い、その結果に基
づき、モバイルカメラを持ったユーザに、追
加撮影してもらいたい空間を指示する方式の
研究開発を進める．撮影空間の“どの領域の
見え方情報がどの程度の解像度で獲得されて
いるか”を管理する“見え方情報マネージャ”
の実現法を探る．モバイルカメラによって収
集された映像情報と環境設置型カメラ映像の
統合を繰り返し行うことにより、“死角が無く、
広い視野で、解像度の高い”対象空間をより
詳細に理解することが可能な、映像情報撮影
システムを追及する． 
 
(2)プライバシを保護する映像記録システ
ム：(1)で構築したシステムで撮影した映像を
用いて、撮影空間の３次元構造と被写体の認
識処理の研究を推進し、プライバシを保護す
る映像記録システムを実現する．まず、環境
設置型カメラ群によって撮影された多視点映
像を用いて、撮影空間の３次元構造を復元す
るシステムを構築する．これまで行ってきた
自由視点映像生成で撮影されていた多視点映
像とは異なり、本研究で対象とする撮影空間
に設置した多視点カメラからの映像では、同
一空間を重複して撮影することが困難な状況
が発生し得る．このような撮影条件下で視点
数が少ない場合でも一応の検出処理を行い、
視点数の増加に伴い検出精度が向上するよう
な、３次元構造の復元手法を追及する．次に、
各３次元物体の識別情報を獲得するために、
環境設置型・モバイルカメラ、双方で撮影さ
れた見え方情報を相補的に用いた識別処理に
関する研究を行い、撮影空間の状況を的確に
理解する方法を探る．環境設置型カメラとモ
バイルカメラという、撮影パラメータ値が大
きく異なる映像を効果的に組み合わせ、互い
の長短所を補い合う画像認識技術の研究を進
める．プライバシを保護すべきと判断された
物体が存在する３次元空間を、(1)で獲得した
カメラパラメータを用いて撮影映像上に射影
することにより、映像に写り込んだプライバ
シを保護すべき領域を設定し、適切な画像処
理を施した後、記録する．観察距離や撮影カ
メラのパラメータ設定に応じて適切な情報量
に見え方情報を低減させる方式の研究とあわ
せ、照明条件の変化や他の物体による隠蔽と
いった環境の変動に対して、高速かつ安定に
プライバシ保護領域を検出するシステムを追
求する． 
  
(3)プライバシレベルに応じた提示映像制御
システム：被写体と映像視聴者の社会的関係
などから、プライバシ情報の開示レベルを判
断し、映像提示を行うシステムの研究を推進
する．(2)で獲得した被写体の識別情報と映像
視聴者の識別情報から、両者間の社会的関係
（家族・友人・労使・監視業務など）を推定
し、映像データに付加記録してあるタグ情報
を用いて、開示すべき、もしくは開示しても
差し支えのないプライバシレベルを維持した
映像の撮影・生成・提示を行うシステムの方
向性を探る．一方で、表面化してないような
社会的関係の分類は、ソシオグラムの解析な
ど社会学的な切り口から実現法を探る．また、
実空間において、(1)から(3)までの一連の処
理を実時間で処理することにより、映像監視
システムとしての問題点の洗い出しと改善を
進める．研究期間後半では、開発した基盤技
術を具体的なアプリケーションシステム上に
実装し、有効性を検証することが重要と考え
られる．  
 
４．研究成果 
 2006年度は、研究課題の全体の基盤となる、
撮影環境の構築に関する研究開発を重点的に
行った． 
 環境設置カメラとモバイルカメラの特徴を
融合するためには、同一の意味記述が可能な
世界を共有する必要がある．両方のカメラを
世界座標系でカメラキャリブレーションする
ことにより、図 1 に示す、撮影された映像の
幾何的情報の共有を可能とする手法を開発し
た．物体の写りこみサイズの変動に頑健な対
応点抽出手法である SIFT(Scale Invariant 
Feature)を適用することにより、空間解像度
の大きく異なる環境設置カメラとモバイルカ
メラで撮影された画像が与えられた場合にお
いても、共通に写り込んだ領域の見え方情報
を効果的に統合する手法を開発した． 
 
図 1：環境カメラ画像情報を用いたモバイル
カメラのキャリブレーション方式 
広範囲に環境設置カメラを配置し、それらを
高速ネットワークで結んだ環境設置カメラ群
を構築するために、撮影領域やフレームレー
トの制御可能な高解像度ギガビットネットワ
ークカメラを導入した．多視点カメラで撮影
した映像を監視者にわかり易い形態で提示す
る技術に関する研究を行い、国際学会におい
て発表を行った． 
 モバイルカメラを持ったユーザに、追加撮
影してもらいたい空間を指示する方式の研究
開発を行った．撮影空間の“どの領域の見え
方情報がどの程度の解像度で獲得されている
か”を管理・提示する“見え方情報マネージ
ャ”の実現に取り組んだ．図 2に示すように、
モバイルカメラで撮影した映像上に、環境設
置カメラの撮影領域を CG 描画することによ
り、空間中のユーザに、環境設置カメラの撮
影範囲・死角を直感的に提示する方式を開発
した． 
 
図 2：見え方情報マネージャ 
 
 2007度は、前年度構築した撮影システムを
用いて、撮影空間の３次元構造と被写体の認
識処理の研究を推進した． 
 自由視点映像生成を目的として撮影された
多視点映像と異なり、本研究で入力として与
えられる多視点映像は、監視が主目的のため、
同一空間を重複して撮影している状況は稀で
ある．このような撮影条件下においても一応
の検出処理を行い、視点数の増加に伴い検出
精度が向上する３次元情報推定手法を開発し
た．この手法を用いて撮影空間に入った人物
の身長を測定することにより、空間の異常検
知を行う（図 3に概要を示す）． 
 
図 3：環境カメラとモバイルカメラを補完的
に利用した映像監視方式 
  
 環境設置型カメラで撮影された映像中に異
常が検知された場合、近くにいるモバイルカ
メラを所持したユーザに、より詳細（高解像
度）な画像を撮影するように依頼が送信され
る．その際、図 4 に示すように、環境設置型
カメラで撮影した画像を一緒に送信すること
により、ユーザは空間中の何処を撮影すれば
良いのかを瞬時に理解することができる．ユ
ーザによって撮影された高解像度度画像はシ
ステムに送信され、より詳細な識別処理が実
行される．前年度の取り組みにより獲得され
るカメラパラメータを用いることにより、識
別処理の精度向上を実現する． 
 被写体の識別情報を獲得するために、環境
設置型・モバイルカメラ、双方で撮影された
見え方情報を相補的に用いた識別処理を目的
とした研究を行い、撮影空間の状況を的確に
理解する方法の開発を進めた．環境設置型カ
メラとモバイルカメラという、撮影パラメー
タ値が大きく異なる映像を効果的に組み合わ
せ、互いの長短所を補い合う画像認識方式を
提案した．            
  
図 4：モバイルカメラユーザへの撮影依頼
画面のスナップショット 
 
 2008年度は、被写体と映像視聴者の社会的
関係（家族・友人・知人・労使・監視業務な
ど）などから、プライバシ情報の開示レベル
を判断し、映像提示を行うシステムの研究を
行った． 
 被写体の識別処理については、幼稚園のよ
うな小さな子供が生活する空間を撮影対象と
し、その見守りを目的として設置された環境
カメラ映像を用いて、撮影空間への不審者の
侵入を検知し、近くに存在する撮影協力者が、
携帯するモバイルカメラを用いて人物識別に
足る解像度の画像を撮影し、人物識別の推定
精度を向上させる方式を提案し、実際に携帯
電話程度の大きさの試作品を用いた実証実験
を行った．また逆に、図 5 に示すように、モ
バイルカメラで撮影した画像から人物顔の画
像特徴量を安定に抽出し、それら用いて、同
一人物が環境カメラ中に写り込んだ映像を探
索する人探しシステムの研究開発も実施した．
環境カメラとモバイルカメラの機能を相補的
に利用する方式として、映像監視の新しいス
タイルを提案することができた． 
 プライバシレベルを維持した映像の生成・
提示を行うシステムの開発としては、これま
で取り組んできた、環境カメラ映像の画像特
徴量を用いたモバイルカメラのキャリブレー
ション手法を応用した複合現実感提示システ
ムを開発した．撮影画像中においてプライバ
シ情報を有する可能性がある領域については、
複合現実感技術を用いて見え方情報を変化せ
ることにより、プライバシレベルを制御する．
実際に、不特定多数が出入りする屋外空間に
おいて撮影実験を行い、提案手法の実用性・
頑健性の高さを確認した． 
 
図 5：環境カメラとモバイルカメラを補完的
に利用した人探しシステムの概要 
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