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Abstract. Nowadays, software product lines are an efficient way to create
a family of software sharing common features and also differing in their own
specific particularities. The crucial task in a SPL is the management and the
modelling of the variability. Variability with a high abstraction level can be
modelled through a diagram of features. In this case, a feature can represent,
for example, a functionality or a characteristic of one or several software of the
SPL. Nevertheless, those diagrams show gaps which prevent them to respond to
the needs of the industrial world. In order to make up these gaps, The FUNDP’s
LIEL team developed TVL, a textual language based on this concept of features.
The purpose is to propose it to companies to meet their needs. However, at
this stage, TVL couldn’t be fully exploited because there aren’t any tools to
automate the analysis of the TVL models and to control them. That is the reason
why a software called ”TVL parser” is presented in this thesis. This software has
three major functionalities. Firstly, it can do a syntactic and semantic analysis of
a TVL model. Secundly, it can generate the normal form of this model (just using
a subset of the TVL generators). Thirdly, it can calculate different operations
about this model using a SAT solver under specific conditions. It can ,among
others, determine if a model is satisfiable or not.
Keywords : software product lines, variability, feature diagram, TVL,
model transformation, model checking
Re´sume´. Actuellement, les software product lines ou lignes de produits
logiciels repre´sentent un moyen efficace de produire une famille de logiciels. Dans
cette dernie`re, les logiciels partagent des caracte´ristiques communes mais pos-
se`dent aussi chacun leurs propres particularite´s. La gestion et la mode´lisation
de la variabilite´ qui existe entre ces logiciels est une taˆche cruciale au sein d’une
SPL. Les diagrammes de features permettent de mode´liser cette variabilite´ a` un
haut niveau d’abstraction. Ici, une feature peut repre´senter une fonctionnalite´,
une caracte´ristique, ... d’un ou plusieurs des logiciels de la SPL. Cependant, ces
diagrammes posse`dent des lacunes les empeˆchant d’eˆtre en ade´quation avec les
besoins du monde industriel. Dans ce contexte, l’e´quipe LIEL des FUNDP a de´-
veloppe´ TVL, un langage textuel aussi base´ sur le concept de features. Le but de
ce langage est de combler les lacunes des diagrammes de features et de proposer
aux entreprises une solution adapte´e a` leurs exigences. Toutefois, pre´sente´ ainsi,
TVL ne peut pas eˆtre pleinement exploite´. En effet, il n’existe aucun outil au-
tomatisant l’analyse et le controˆle de mode`les TVL. De`s lors, afin de combler ce
vide, dans ce travail, un logiciel nomme´ ”parseur TVL” est pre´sente´. Ce dernier
posse`de trois fonctionnalite´s majeures. Premie`rement, il est capable d’analyser
syntaxiquement et se´mantiquement un mode`le TVL. Deuxie`mement, il peut ge´-
ne´rer la forme normalise´e de ce mode`le (n’employant qu’un sous-ensemble des
constructeurs de TVL). Troisie`mement, en employant un solveur SAT et a` cer-
taines conditions, il est capable de calculer diverses ope´rations concernant le
mode`le. Il peut notamment de´terminer si oui ou non le mode`le est satisfiable.
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Chapitre 1
Introduction
Durant ces trente dernie`res anne´es, les de´veloppeurs de logiciels ont assiste´ a`
une e´volution des exigences de leurs clients. Dans les anne´es quatre-vingts, un lo-
giciel e´tait souvent destine´ a` un usage unique. Les clients devaient fre´quemment
”se contenter” des logiciels existants. Meˆme si l’un d’entre eux de´sirait un pro-
gramme uniquement pour un sous-ensemble de ses fonctionnalite´s, il e´tait force´
d’acheter le logiciel complet et donc de payer un prix conse´quent. Aujourd’hui,
les besoins des clients ont e´volue´. Un client ne se contente plus de ce qu’on lui
propose, il veut un logiciel adapte´, personnalise´ selon ses besoins. De`s lors, afin
de rester compe´titives, les entreprises ont duˆ s’adapter et proposer des logiciels
les plus en ade´quation possible avec les besoins d’un client ou d’un ensemble de
clients.
Cependant, de´velopper des logiciels personnalise´s de manie`re traditionnelle
n’est pas rentable. Pour chaque logiciel, il faut cre´er un nouveau projet : recruter
une e´quipe, analyser les exigences, re´diger un cahier des charges, ... Vu que le
logiciel s’adresse a` un nombre restreint de clients, les frais de de´veloppement sont
difficilement amortissables. Afin de re´soudre ce proble`me de non-rentabilite´, les
entreprises ont adopte´ une nouvelle strate´gie de production, inspire´e des lignes de
production classiques : les ”software product lines” (SPLs) ou lignes de produits
logiciels.
Une SPL repre´sente un ensemble de logiciels posse´dant des points communs
(fonctionnalite´s, composants, ...). Ces logiciels sont construits a` l’aide d’arte´facts
(librairies, use case, ...) et chaque arte´fact peut eˆtre re´utilise´, moyennant certains
parame´trages, dans plusieurs logiciels de la SPL. C’est notamment graˆce a` cette
re´utilisation que les SPLs permettent de produire des logiciels personnalise´s de
manie`re rentable. Cependant, la rentabilite´ n’est pas le seul avantage des SPLs,
ces dernie`res permettent aussi de cre´er des logiciels de qualite´, de re´duire les
de´lais de commercialisation et de faciliter la gestion de la complexite´.
Dans une SPL, un arte´fact doit eˆtre conc¸u de manie`re ”flexible”, afin de
pouvoir eˆtre re´utilise´ dans plusieurs logiciels. Chaque arte´fact doit donc pou-
voir varier, s’adapter en fonction du logiciel dans lequel il est employe´. Au sein
d’une SPL, il existe donc une notion de ”variabilite´”. Cette dernie`re est un des
principes-cle´s d’une SPL. Si elle n’est pas ge´re´e correctement, elle peut provo-
quer l’e´chec de la ligne de produits. De`s lors, durant toute la dure´e de vie de
la SPL, il est primordial de la ge´rer efficacement. Heureusement, des me´thodes
et des techniques ont e´te´ de´veloppe´es afin d’assister les inge´nieurs dans cette
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taˆche. A un haut niveau d’abstraction, il existe notamment les diagrammes de
features.
Dans un tel diagramme, de manie`re simplifie´e, une feature repre´sente une
caracte´ristique (fonctionnalite´, performance, ...) d’un ou plusieurs des logiciels
de la SPL. Ces features sont structure´es a` l’aide d’un arbre ou d’un graphe.
Un diagramme reprend donc l’ensemble des caracte´ristiques des logiciels de la
SPL. Graˆce a` certains me´canismes (relations entre les features, contraintes, car-
dinalite´s, ...), la variabilite´ de cette SPL y est repre´sente´e. En se´lectionnant une
certaine combinaison de features, un acteur (client, de´veloppeur, ...) construit
une configuration correspondant a` un des logiciels de la SPL. Toutefois, cette
se´lection est ”re´glemente´e”, elle doit respecter un ensemble de contraintes, no-
tamment celles exprime´es a` travers la structure du diagramme.
Malheureusement, les diagrammes de features posse`dent certains de´fauts qui
font qu’ils ne peuvent pas toujours eˆtre utilise´s pour mode´liser des SPLs d’entre-
prises. Graphiquement, repre´senter les centaines de features que peut compter
une SPL industrielle est quasi impossible. De plus, sans un outil spe´cifique, ex-
plorer ou manipuler ce genre de diagrammes peut constituer un re´el de´fi. Par
conse´quent, en utilisant des diagrammes de features, l’acteur devient de´pendant
de la technologie. Enfin, la se´mantique de ce type de diagramme est rarement
de´finie, ce qui rend leur exploitation complique´e voire parfois hasardeuse. Par
exemple, sans la de´finition de la se´mantique, il n’est pas possible de controˆler
automatiquement (a` l’aide d’un logiciel) le contenu d’un diagramme.
Afin de combler les lacunes des diagrammes de features et de fournir une
me´thode applicable dans le monde industriel, TVL, un langage textuel de mo-
de´lisation base´ sur les features, a e´te´ de´veloppe´ par l’e´quipe LIEL des FUNDP 1.
Graˆce a` sa syntaxe proche du C, TVL peut eˆtre utilise´ par n’importe quelle per-
sonne ayant un minimum de connaissances en informatique. De plus, a` l’aide de
ses diffe´rents me´canismes de modularisation, les acteurs peuvent repre´senter un
mode`le, comprenant de nombreuses features, de manie`re concise et personnali-
se´e. Finalement, l’aspect textuel de TVL garantit qu’il ne ne´cessite pas d’outils
de´die´s. N’importe quel e´diteur de texte, meˆme le plus basique, peut eˆtre utilise´
pour cre´er et modifier un mode`le TVL.
Toutefois, pre´sente´ ainsi, TVL ne peut pas eˆtre pleinement exploite´ par les
entreprises. Pour un de´veloppeur, cre´er ou modifier un mode`le TVL ne pose au-
cun proble`me. Cependant, au moment de controˆler ce mode`le, les choses se com-
pliquent. En effet, pour un eˆtre humain, ve´rifier manuellement (sans l’aide d’un
logiciel) un mode`le compose´ de centaines de features, de centaines de contraintes,
... peut se re´ve´ler eˆtre une taˆche complexe fort gourmande en temps. De ma-
nie`re similaire, calculer manuellement des ope´rations par rapport a` ce genre de
mode`le peut eˆtre impossible. De`s lors, afin d’automatiser le controˆle et l’ana-
lyse de mode`les TVL, le support d’un logiciel est ne´cessaire. Sans l’aide d’un
programme, les avantages de TVL risqueraient d’eˆtre occulte´s par les inconve´-
nients lie´s au controˆle des mode`les et les industriels pourraient alors ne trouver
aucun inte´reˆt a` utiliser ce langage. Or, actuellement, il n’existe aucun outil
automatisant le controˆle et l’analyse de mode`les TVL.
De`s lors, dans ce me´moire, dans le but de solutionner ce proble`me,
un logiciel est propose´ afin d’automatiser l’analyse de mode`les et de
donner un aperc¸u pratique des avantages du langage TVL. Ce logiciel
1. Site web officiel des FUNDP : http://www.fundp.ac.be/
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permettra notamment de controˆler un mode`le TVL et de calculer si oui ou
non ce dernier est satisfiable, c’est-a`-dire, de´terminer s’il existe au moins une
combinaison de features respectant l’ensemble des contraintes du mode`le.
Structure du me´moire
Ce me´moire est compose´ de trois parties comme explique´ ci-dessous.
Partie I : Cette premie`re partie permettra de contextualiser la proble´matique.
Le Chapitre 2 sera donc consacre´ aux SPLs et illustrera en quoi il est inte´ressant
de mener des recherches les concernant. Ensuite, le Chapitre 3 permettra d’affi-
ner le contexte en se focalisant sur un des concepts-cle´s des SPLs : la variabilite´.
Il pre´sentera les diffe´rents aspects de cette dernie`re et la fac¸on de la mode´liser
a` l’aide des diagrammes de features. Enfin, le Chapitre 4 exposera les lacunes
majeures des diagrammes de features et le langage introduit par l’e´quipe LIEL
afin de les combler : TVL.
Partie II : Cette deuxie`me partie sera consacre´e a` la proble´matique et a` la
solution qui y est apporte´e. Le Chapitre 4 introduira la proble´matique (l’absence
d’outils automatisant le controˆle et l’analyse de mode`les TVL) et la solution
propose´e : le parseur TVL. Ensuite, les Chapitres 6 a` 8 permettront de pre´senter
en de´tail les diffe´rentes fonctionnalite´s du logiciel.
Partie III : Cette troisie`me et dernie`re partie permettra de cloˆturer ce me´-
moire. Le Chapitre 9 exposera les limites de TVL et proposera de l’e´tendre en
permettant de mode´liser explicitement les diffe´rents aspects de la variabilite´ pre´-
sente´s dans le Chapitre 3. Ensuite, le Chapitre 10 permettra d’e´valuer le parseur
TVL et de dresser ses perspectives d’avenir. Enfin, le Chapitre 11 contiendra la
conclusion de ce me´moire.
Le domaine des SPLs posse´dant une terminologie spe´cifique, afin de simplifier
la lecture de ce me´moire, l’auteur de ce dernier a conc¸u un glossaire. L’ensemble
des de´finitions qu’il contient peut eˆtre trouve´ a` la page 121.
A titre informatif, le rapport du stage lie´ au sujet de ce me´moire est dispo-
nible dans l’annexe C, page 139.
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Chapitre 2
Le paradigme des SPLs
Ce premier chapitre va permettre de pre´senter le contexte global de la pro-
ble´matique : les lignes de produits logiciels ou software product lines (SPLs).
Paralle`lement, il va aussi illustrer en quoi les SPLs sont avantageuses et donc
ce pourquoi il est inte´ressant de mener des recherches les concernant. Afin de
faciliter la compre´hension, la Section 2.1 sera consacre´e aux lignes de produc-
tion classiques. Cela permettra d’introduire par la suite les SPLs graˆce a` une
analogie construite sur deux niveaux : premie`rement, sur l’e´volution des besoins
qu’ont connue les marche´s de l’automobile et du logiciel. Deuxie`mement, sur
les concepts similaires qui re´gissent les lignes de production classiques et les
SPLs. La Section 2.2 sera donc de´die´e au de´veloppement du marche´ du logiciel
tandis que la suivante, la 2.3, traitera des concepts-cle´s des SPLs. Ensuite, la
Section 2.4 permettra de pre´senter les activite´s ne´cessaires au de´veloppement et
a` l’utilisation d’une SPL. Enfin, la dernie`re section exposera les avantages et les
facteurs d’e´checs des SPLs.
Ce chapitre a principalement e´te´ re´dige´ a` l’aide de deux ouvrages de re´fe´-
rence : Software Product Line Engineering : Foundations, Principles and Tech-
niques de Pohl, Bo¨ckle et van der Linden [22]. Et Software Product Lines :
Practices and Patterns de Clements et Northrop [10].
2.1 La cre´ation des lignes de production et la
personnalisation de masse
En 1913, apre`s plusieurs essais et expe´rimentations, Henry Ford invente la
premie`re chaˆıne de montage automobile 1. La standardisation des pie`ces, l’ap-
plication du travail a` la chaˆıne et la mise en place des chaˆınes de montage lui
permettent de faire passer sa production de Ford mode`le T de 80000 unite´s/an
en 1912 a` 230000 unite´s/an en 1914, la cadence de production e´tant alors d’une
voiture/minute. La Ford Motor Company est alors capable de produire des au-
tomobiles en masse. Ce nouveau type de production permet de baisser le prix
du mode`le T de 850$ en 1909 a` 550$ en 1915. Cette chute des prix fait de´coller
les ventes de 69762 unite´s en 1911 a` 501462 unite´s en 1915 [33]. La production
1. Il faut tout de meˆme noter que Ford s’est inspire´ de processus utilise´s dans d’autres
industries, notamment dans l’agroalimentaire et dans la fabrication de conserves [20]
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de masse permet donc d’augmenter la cadence de production tout en diminuant
le prix du produit. Tout cela, sans perte de be´ne´fice pour l’organisation.
Figure 2.1 – Une Ford mode`le T sortant d’une chaˆıne de montage.
Dans les anne´es vingt, suite au de´veloppement des re´seaux routiers, les exi-
gences des clients se diversifient, tout le monde ne veut plus rouler dans la meˆme
auto. Certains veulent se de´marquer socialement, ils re´clament des voitures plus
belles et plus confortables [1] . La production en masse (a` laquelle plusieurs fa-
bricants automobiles ont dore´navant recours) ne suffit donc plus. Les industriels
se rendent compte qu’il est de´sormais impe´ratif de prendre en compte les besoins
de leurs clients. Ceci va de´boucher sur un processus de production plus e´volue´ :
la personnalisation de masse (”mass customisation”). Cette nouvelle manie`re
de produire peut eˆtre vue comme un moyen de fabriquer en masse des produits
qui re´pondent aux besoins individuels d’un groupe de clients, d’un segment de
marche´.
Au premier abord, la personnalisation de masse n’est pas souvent une sine´-
cure pour une entreprise, elle re´clame des investissements technologiques, ce qui
augmente le prix du produit et/ou diminue la marge de profit. Pour les socie´te´s,
il e´tait donc devenu vital de trouver une re´ponse a` ce proble`me. La solution, ap-
plique´e par plusieurs d’entre elles, fut l’utilisation de plate-formes communes
(”common platform”).
Une plate-forme repre´sente l’ensemble des biens qui pourront eˆtre re´utilise´s
dans les diffe´rents produits d’une meˆme gamme. Dans le secteur de l’automobile,
ces biens peuvent eˆtre des pie`ces me´caniques, des plans de production, des lo-
giciels embarque´s,... Avant de concevoir la plate-forme, il faut donc pre´voir et
planifier quels biens seront utilise´s dans quels produits. Ces biens doivent donc
eˆtre assez flexibles que pour s’adapter aux diffe´rents produits dans lesquels ils
seront utilise´s. Les couˆts de de´veloppement d’une plate-forme sont souvent e´le-
ve´s. Cependant, ces investissement sont rentabilise´s graˆce a` la re´utilisation des
biens (il n’est plus ne´cessaire de de´velopper le bien, il faut juste quelques fois le
”parame´trer” en fonction du produit voulu). Pour une socie´te´, une plate-forme
est donc un moyen rentable de proposer une gamme de produits re´pondant aux
exigences spe´cifiques de clients. L’ensemble des biens produits a` partir d’une
meˆme plateforme constitue une ligne de produits (”product line”, PL) ou
une famille de produits (”product family”, PF).
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2.2 Le de´veloppement logiciel en 1980 et l’e´vo-
lution des besoins
Dans les anne´es quatre-vingts, la plupart des logiciels sont de´veloppe´s de
manie`re traditionnelle : un programme peut eˆtre de´veloppe´ en ne partant de
rien (”from scratch”) ou a` partir d’un logiciel pre´ce´demment conc¸u. Chaque
software ne´cessite un projet individuel, toute une e´quipe de spe´cialistes lui est
donc attribue´e. Dans la majorite´ des cas, il est destine´ a` un usage unique (ou a`
un seul client). Un logiciel n’est pas conside´re´ comme quelque chose de
variable ou de personnalisable. Meˆme si un client ne de´sire le logiciel que
pour une de ses fonctionnalite´s spe´cifiques, il est oblige´ de l’acheter entie`rement.
Au niveau des logiciels embarque´s (”embedded software”, logiciel utilise´ a`
l’inte´rieur d’un pe´riphe´rique : te´le´phones portables, ...), la situation est quelque
peu diffe´rente. Un logiciel est une fac¸on de proposer diffe´rentes versions (avec
diffe´rentes fonctions) d’un meˆme appareil. Il est quelquefois plus facile et plus
rentable de remplacer certaines fonctions, qui ne´cessitaient auparavant du hard-
ware, par du software. Cependant, le processus de personnalisation est loin d’eˆtre
efficace, le logiciel est souvent personnalise´ tre`s tard dans le projet. Ceci a donc
pour conse´quence de complexifier la taˆche des de´veloppeurs, qui finissent par
produire des logiciels quelquefois peu fiables. A cette e´poque, peu de per-
sonnes attachent de l’importance au processus de production.
Tout comme le marche´ automobile, le marche´ des logiciels va eˆtre confronte´ a`
une e´volution des besoins des clients, engendrant aussi l’e´volution des processus
de production.
Aujourd’hui, les exigences en matie`re de logiciel ont e´volue´. Pour rester com-
pe´titives, les compagnies sont oblige´es d’y preˆter attention. Les logiciels doivent
maintenant re´pondre efficacement aux besoins spe´cifiques des clients. Pour un
meˆme programme, un client pourra, par exemple, vouloir toutes les fonction-
nalite´s tandis qu’un autre n’en de´sirera que certaines. Produire des logiciels
personnalise´s a` l’aide des me´thodes classiques s’est re´ve´le´ fort couˆteux, les orga-
nisations ont donc duˆ cre´er de nouveaux processus de production, plus adapte´s
et plus rentables. Paralle`lement, la complexite´ des programmes a augmente´ de
fac¸on colossale. Une application peut maintenant faire plusieurs centaines de me´-
gaoctets et contenir plusieurs millions de lignes de code. Pour les de´veloppeurs,
la gestion de la complexite´ est devenue un proble`me majeur.
Actuellement, les SPLs repre´sentent un moyen efficace de re´ponse a` ces nou-
veaux proble`mes et exigences. Elles permettent de produire rapidement, a` faible
prix, des applications personnalise´es re´pondant aux exigences des clients, d’ap-
pareils ou de logiciels. Graˆce a` la notion de variabilite´, les SPLs permettent aussi
de ge´rer plus facilement la complexite´.
2.3 Concepts-cle´s des SPLs
La majeure partie des notions et du vocabulaire des SPLs ont e´te´ repris aux
PLs classiques. Les concepts majeurs sont donc les meˆmes tout en ayant e´te´
adapte´s au domaine des logiciels. Les sous-sections suivantes reprennent chacun
de ces principes et la Figure 2.2 (situe´e sur la page suivante) les illustre.
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2.3.1 La personnalisation de masse
Dans le domaine des SPLs, le concept-cle´ est aussi la personnalisation
de masse, c’est-a`-dire la production en masse de logiciels qui re´pondent aux
exigences individuelles de clients, d’appareils ou encore d’autres logiciels. Les
produits cre´e´s peuvent eˆtre des logiciels embarque´s, des logiciels classiques ou
des composants logiciels. Par exemple, une SPL pourrait servir a` cre´er les sys-
te`mes d’exploitation d’une gamme de PDA. Chaque version de l’OS (”Operating
System”, le syste`me d’exploitation) serait personnalise´e en fonction du mode`le
du PDA, elle contiendrait les modules logiciels correspondant aux fonctionnali-
te´s de l’appareil. La Figure 2.2 illustre cet exemple.
Figure 2.2 – Les OS correspondant aux diffe´rents mode`les de PDA.
Dans cet exemple, le mode`le B100 n’est compatible avec aucun standard. Son
OS ne contiendra donc que le module de base. Le mode`le au-dessus, le B200,
est compatible Bluetooth et 3G. L’OS qui y sera installe´ devra donc contenir
le module de base mais aussi les modules correspondant au Bluetooth et a` la
3G. Enfin, en plus d’eˆtre compatible Bluetooth et 3G, le mode`le B300 est aussi
capable d’utiliser les re´seaux WiFi. Son OS sera compose´ du module de base,
du module 3G, du module Bluetooth ainsi que du module WiFi.
Afin d’appliquer efficacement ce style de production au domaine des logiciels,
il est ne´cessaire d’adopter une structure de de´veloppement (plate-forme) tout
en respectant une certaine strate´gie (re´utilisation, planification,...).
2.3.2 Plate-formes et re´utilisation
Avec les processus de de´veloppement classiques, la personnalisation de masse
entraˆınerait des proble`mes et des couˆts supple´mentaires. Il a donc fallu trouver
un moyen pour rendre ce mode de production rentable – tout comme cela a
e´te´ jadis le cas pour les lignes de produits ”classiques” – ce moyen fut incarne´
par les plate-formes. Dans le domaine des SPLs, une plate-forme est constitue´e
d’un ensemble d’arte´facts. Un arte´fact peut eˆtre un composant logiciel, une ar-
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chitecture, un test,... Chaque logiciel d’une SPL re´sulte de l’assemblage d’un
ensemble d’arte´facts. Si un arte´fact est contenu dans la plate-forme, c’est qu’il
a e´te´ pre´vu de le re´utiliser dans plusieurs applications de la SPL. Sauf indica-
tions contraires, toute partie spe´cialement de´veloppe´e pour un logiciel ne sera
pas inte´gre´e a` la plate-forme. En effet, vu que cette partie est destine´e a` un
usage unique, il ne sera pas inte´ressant de la maintenir (adaptation aux avan-
ce´es technologiques,...) car elle ne sera de toute fac¸on probablement plus utilise´e.
Dans l’exemple, la plate-forme sera au moins constitue´e du module de base, du
module Bluetooth, du module 3G, des plans de test correspondant a` ces mo-
dules,... Elle ne contiendra normalement pas le module WiFi, ce dernier ayant
e´te´ spe´cialement de´veloppe´ pour le mode`le B300. Cependant, il se peut qu’il soit
pre´vu de sortir dans les prochains mois un nouveau mode`le de PDA inte´grant
une antenne WiFi. De`s lors, il pourra eˆtre inte´ressant d’inte´grer le module WiFi
dans la plate-forme. De cette manie`re, il pourra eˆtre re´utilise´ pour le nouveau
mode`le.
La re´utilisation des arte´facts est donc un autre principe-cle´ des SPLs. Elle
permet de faire des e´conomies lors de la production de chaque produit. En ef-
fet, pour chaque produit, il n’est plus ne´cessaire de de´velopper les arte´facts,
il ”suffit” de les parame´trer en fonction des exigences. La principale taˆche des
de´veloppeurs n’est plus la programmation mais l’inte´gration des diffe´rents arte´-
facts pour construire les produits. Dans l’exemple, le module de base est re´utilise´
dans chaque logiciel, ce qui permet de re´aliser de substantielles e´conomies. A
l’inverse, le module WiFi a duˆ eˆtre spe´cialement de´veloppe´ pour le B300, il sera
donc moins rentable car il ne sera pas inte´gre´ dans les autres PDA.
2.3.3 Planification et strate´gie
Avant de lancer le de´veloppement d’une SPL, il faut d’abord de´finir l’en-
semble des produits qui seront de´veloppables. Il faut alors s’inte´resser a` toutes
les caracte´ristiques et exigences qu’ils auront en commun pour apre`s uniquement
se soucier des fonctionnalite´s spe´cifiques de chacun d’eux. Il ne faut pas voir la
SPL comme une multitude de produits mais plutoˆt comme un tout. La cre´ation
de la plate-forme n’est donc pas une taˆche facile, il faut planifier a` l’avance l’en-
semble des arte´facts ne´cessaires aux produits. Le de´veloppement d’un arte´fact
ne se fait pas au hasard et de fac¸on opportuniste. S’il est cre´e´, c’est parce qu’il
sera re´utilisable dans au moins deux produits. Dans l’exemple, il a e´te´ pre´vu
que la SPL serait compose´e de trois produits logiciels diffe´rents pour lesquels
il faudrait de´velopper trois arte´facts (base, Bluetooth, 3G). Il a aussi e´te´ pre´vu
qu’il faudrait e´laborer un module spe´cifique, le module WiFi.
2.3.4 Flexibilite´
Comme pre´cise´ plus haut, chaque arte´fact de la plate-forme doit eˆtre re´uti-
lisable dans plusieurs produits. Par conse´quent, tous les arte´facts doivent eˆtre
de´veloppe´s de fac¸on a` eˆtre facilement inte´grables dans les produits pour lesquels
ils ont e´te´ pre´vus (voire meˆme pour des produits futurs). Des arte´facts pas assez
flexibles ou peu ge´ne´riques risqueraient de compromettre le succe`s de la SPL
(pour chaque produit, il faudrait ”re-de´velopper” l’arte´fact, faisant perdre le ca-
racte`re avantageux de la re´utilisation). Dans l’exemple, le module de base sera
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par exemple de´veloppe´ de manie`re a` pouvoir s’inte´grer dans les trois types de
PDA et a` pouvoir communiquer avec les autres modules.
2.3.5 Gestion de la variabilite´
Tous les produits de la SPL n’auront pas les meˆmes caracte´ristiques, c’est le
point fort de la personnalisation de masse. Au sein d’une SPL, il existe donc une
notion de variabilite´ entre les produits. La gestion de la variabilite´ se fait aussi
bien au niveau du domain engineering que de l’application engineering (voir
Section 2.4). Dans l’exemple, la variabilite´ est exprime´e par le fait que chaque
produit posse`de sa propre combinaison de modules. Pour plus d’informations,
le Chapitre 3 est consacre´ a` la variabilite´.
Terminologie utilise´e
A partir de maintenant, la terminologie utilise´e va eˆtre simplifie´e afin de faciliter
la compre´hension du me´moire.
Les termes ”sofware product lines” (SPLs) et ”product lines” (PLs) seront consi-
de´re´s comme e´quivalent. Ils pourront de´signer :
– Une entite´ physique imaginaire, une ”chaˆıne de montage logiciel”. Par
exemple : ”Une SPL est capable de produire des logiciels tre`s bon marche´s”.
– L’ensemble des produits de´veloppables a` partir des arte´facts de la plate-
forme.
De meˆme, les termes ”produit”, ”logiciel”, ”application” et ”software” seront
aussi conside´re´s comme e´quivalents. Ils repre´senteront les ouputs de la SPL,
de´veloppe´s a` partir des arte´facts.
2.4 Les activite´s-cle´s d’une SPL
Pour une entreprise ayant peu de connaissances dans le domaine des SPLs,
en de´velopper une peut se re´ve´ler eˆtre une taˆche ardue. Heureusement, avec
le temps, des scientifiques et des industriels ont synthe´tise´ les connaissances
indispensables a` leur cre´ation. Cette section a pour but de pre´senter de fac¸on
ge´ne´rique les processus ne´cessaires a` la cre´ation d’une SPL.
L’exemple image´ de la Figure 2.3 (situe´e sur la page suivante) permet de
donner une vue globale d’une SPL. Une SPL est donc compose´e de deux grands
processus, le domain engineering et l’application engineering. Le premier sert a`
cre´er la PL elle-meˆme tandis que le second permet de de´velopper les produits.
Chacun de ces deux processus est bien suˆr exe´cute´ en respectant les principes-
cle´s des SPLs introduits dans la Section 2.3. Cependant, le succe`s d’une SPL ne
de´pend pas que des processus, il faut aussi eˆtre capable de ge´rer efficacement
toute la ligne de produits. Les sous-sections suivantes vont permettre d’expliquer
chacune de ces activite´s en de´tail.
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Figure 2.3 – Repre´sentation image´e d’une SPL.
Dans l’exemple de la Figure 2.3, le point A repre´sente les inputs dont les
inge´nieurs domaine ont besoin pour produire les arte´facts (point B) qui forme-
ront la plate-forme (point C). A leur tour, les inge´nieurs software utiliseront ces
arte´facts pour de´velopper les diffe´rentes applications (point D) de la SPL. Le
cercle de fle`ches rouges illustre le de´veloppement continu des arte´facts tandis
que la double fle`che bleue repre´sente les interactions qui existent entre domain
engineering et application engineering.
Dans le contexte des SPLs, les inge´nieurs ou de´veloppeurs domaine sont les
professionnels employe´s durant le domain engineering tandis que les inge´nieurs
ou de´veloppeurs software sont les professionnels employe´s durant l’application
engineering.
2.4.1 Domain engineering
Comme explique´ un peu plus haut, le domain engineering permet de conce-
voir la SPL elle-meˆme, c’est-a`-dire la plate-forme (C sur la Figure 2.3) et ses
arte´facts (B sur la Figure 2.3). Pour cela, un certain nombre d’inputs (A sur la
Figure 2.3) vont eˆtre ne´cessaires. Ces derniers peuvent varier en fonction de l’or-
ganisation, du framework utilise´, ... En ge´ne´ral, ils seront par exemple compose´s
de [10] [22] :
– La liste des produits que la SPL devra eˆtre capable de produire et les
exigences lie´es a` ceux-ci.
– Les contraintes de production. Ces dernie`res pourront imposer certains
standards ou exigences que la SPL devra respecter.
– La strate´gie de production, qui de´crit de manie`re globale la fac¸on dont la
SPL devra eˆtre construite. Elle pourra aussi indiquer les modes de pro-
duction des arte´facts (s’ils pourront eˆtre achete´s, re´cupe´re´s,...).
Une fois tous ces e´le´ments obtenus, les inge´nieurs domaine vont de´buter la
conception de la plate-forme en ”re´unissant” (en de´veloppant de nouveaux arte´-
facts, en re´cupe´rant d’anciens arte´facts, ...) tous ses arte´facts. Les de´veloppeurs
domaine vont d’abord commencer par de´terminer les exigences communes a` tous
les produits de la SPL et celles lie´es a` des produits spe´cifiques. A partir de la`,
ils vont pouvoir commencer a` mode´liser la variabilite´ (voir Chapitre 3) et a`
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produire les diffe´rents arte´facts qui permettront de construire les produits. Ces
arte´facts devront respecter la variabilite´ pre´ce´demment de´crite, au risque de ne
pas pouvoir eˆtre re´utilisables. Lors du domain engineering, diffe´rents outputs
sont produits. Ci-dessous, en voici quelques exemples [10] [22] :
– Le mode`le de variabilite´. Ce dernier permet de repre´senter la varia-
bilite´ de la SPL. Dans le chapitre suivant, un certain type de mode`le de
variabilite´ est pre´sente´ : les diagrammes de features.
– L’architecture de re´fe´rence. Elle repre´sente la structure globale de la SPL
et englobe la structure valide de chacun des produits.
– Le plan de production. Il de´crit comment les arte´facts devront eˆtre assem-
ble´s entre eux pour produire les applications.
L’activite´ pre´liminaire du de´veloppement des arte´facts se terminera quand
tous les outputs auront e´te´ produits. Cependant, il ne faut pas croire que le do-
main engineering se limite a` cela. Les interactions avec l’application engineering
(voir Sous-section 2.4.3) et l’ajout de nouveaux produits obligent les inge´nieurs
domaine a` de´velopper et a` maintenir les arte´facts en continu.
2.4.2 Application engineering
Les inge´nieurs software re´utilisent les arte´facts cre´e´s lors du domain engi-
neering pour de´velopper les diffe´rents produits (D sur la Figure 2.3) de la SPL.
Dans la plupart des cas, si la SPL a bien e´te´ conc¸ue (vue a` long terme, flexi-
bilite´ des arte´facts,...), les programmeurs software vont tout d’abord ”calculer”
un delta entre les fonctionnalite´s de l’application a` de´velopper et celles de la
SPL. Graˆce a` cela, ils vont pouvoir de´tecter les arte´facts de la plate-forme qu’il
sera possible d’utiliser. A partir de ce moment, s’il n’est pas ne´cessaire de de´ve-
lopper des fonctionnalite´s spe´cifiques au produit, ils pourront utiliser le plan de
production pour assembler les arte´facts se´lectionne´s entre eux et les parame´trer
si ne´cessaire. Ils finiront ainsi par produire le logiciel commande´. Lors de l’ap-
plication engineering, une des activite´s-cle´s est la fixation (”binding”) de la
variabilite´ (voir Chapitre 3). Durant l’application engineering, diffe´rents out-
puts interme´diaires sont produits. Ci-dessous, en voici quelques exemples [10]
[22] :
– L’instantiation de l’architecture de re´fe´rence en fonction des exigences du
produit.
– L’instantiation du mode`le de variabilite´. Les de´veloppeurs ont fixe´ la
variabilite´ en faisant les meilleurs choix possibles, selon les fonctionnalite´s
requises pour le logiciel (voir chapitre suivant pour plus de de´tails).
– Des composants logiciels parame´tre´s pour les besoins de l’application.
2.4.3 Interactions continues et maintenance de la plate-
forme
Les deux activite´s-cle´s de´crites ci-dessus ont e´te´ pre´sente´es inde´pendamment
l’une de l’autre. Pourtant, dans la re´alite´, Domain engineering et Application
engineering sont intimement lie´s et ils ne cessent d’interagir l’un avec l’autre. La
double fle`che bleue de la Figure 2.3 illustre ces e´changes. Les donne´es e´change´es
peuvent eˆtre de diffe´rents formes : feed-back (les inge´nieurs software peuvent
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par exemple pre´venir les de´veloppeurs domaine qu’un arte´fact ne fonctionne
pas correctement) , arte´facts,...
Paralle`lement a` ces interactions, les arte´facts sont de´veloppe´s et maintenus
en continu. Leur de´veloppement ne se limite donc pas a` la phase initiale de
cre´ation de la SPL. Le cercle de fle`ches rouges de la Figure 2.3 illustre ce pro-
cessus continu. Les arte´facts doivent par exemple e´voluer. Si la direction de´cide
d’agrandir la gamme de produits de la SPL, les de´veloppeurs domaine seront
oblige´s d’adapter les arte´facts existants. Et si ne´cessaire, ils seront aussi ame-
ne´s a` en de´velopper de nouveaux qui re´pondront aux nouvelles exigences. Les
arte´facts doivent aussi eˆtre maintenus. Par exemple, en fonction des avance´es
technologiques (nouveaux syste`mes d’exploitation, ...), il faudra parfois mettre
la plate-forme a` jour afin que les produits puissent eux-meˆmes eˆtre maintenus a`
jour et rester compe´titifs.
2.4.4 Management
Le succe`s d’une SPL repose aussi sur sa gestion. Il faut s’assurer que toutes
les activite´s sont bien coordonne´es et qu’elles rec¸oivent les ressources ne´cessaires.
Une gestion efficace est un des facteurs de succe`s les plus importants pour une
SPL. Les activite´s de management d’une SPL consistent par exemple a` s’assurer
que le personnel du domain engineering et de l’application engineering est engage´
dans les bonnes activite´s et qu’il suit les processus de´finis. De manie`re similaire,
il faut aussi controˆler que des risques (mauvaise communication, manque de
ressources,...) ne viennent pas compromettre le succe`s de la SPL. Dans [10],
Clements et Northrop de´finissent le management comme e´tant ”[...] the authority
that is responsible for the ultimate success or failure of the product line effort”.
2.5 Avantages et facteurs d’e´chec des SPLs
Dans cette section, la premie`re sous-section va permettre d’exposer quelques
avantages lie´s a` l’utilisation d’une SPL. Ensuite, la deuxie`me sous-section listera
les principaux facteurs d’e´chec d’une ligne de produits.
2.5.1 Avantages des SPLs
Pour une socie´te´, le de´veloppement et l’utilisation efficace d’une SPL pre´-
sentent de nombreux avantages. Ci-dessous, en voici quelques exemples [22].
Re´duction des couˆts de de´veloppement
Au de´part, la cre´ation d’une SPL ne´cessite de nombreux investissements
(”upfront investments”), il faut de´finir l’ensemble des produits qui pourront eˆtre
cre´e´s, de´velopper les arte´facts, de´finir les plans pour assembler ces arte´facts, ...
Et pendant ce temps, aucun produit n’est vendu. Cependant, quand la SPL
sera preˆte et a` partir de trois ou quatre produits (”break-even point”), le couˆt
de de´veloppement de chaque logiciel sera bien plus faible que s’il avait e´te´ conc¸u
de manie`re classique. En effet, la re´utilisation des arte´facts permet de re´duire
le couˆt de de´veloppement de chaque produit. La Figure 2.4 (situe´e sur la page
suivante) pre´sente un graphique permettant d’illustrer ce phe´nome`ne.
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Figure 2.4 – Couˆts de de´veloppement des produits d’une SPL compare´s aux
couˆts de de´veloppement de syste`mes unitaires [22].
Sur ce graphique, le trait continu repre´sente l’accumulation des frais de de´-
veloppement de syste`mes cre´e´s de fac¸on classique (sans l’aide d’une SPL). Pour
chaque syste`me, le couˆt est conside´re´ comme constant. Le trait en pointille´s
repre´sente l’accumulation des frais de de´veloppement de syste`mes cre´e´s a` l’aide
d’une SPL. Le point de rencontre entre ces deux traits est le ”break-event point”,
il repre´sente le nombre de produits (approximativement trois) a` partir duquel il
devient plus rentable d’utiliser une SPL pour les produire.
Augmentation de la qualite´ ge´ne´rale des produits
Lors de la cre´ation d’une SPL, chaque arte´fact est soumis a` des plans de test
rigoureux (normalement, comme pour tout programme classique). Cependant,
graˆce aux SPLs, l’assurance de la qualite´ de l’arte´fact peut encore eˆtre ame´lio-
re´e. En effet, plus un arte´fact sera re´utilise´, plus il sera teste´, ce qui augmente
fortement la possibilite´ de de´pister un bug. De plus, si un de´faut devait quand
meˆme eˆtre de´tecte´, l’arte´fact coupable serait modifie´ et la qualite´ des produits
ne ferait encore qu’augmenter.
Re´duction des de´lais de commercialisation
Graˆce a` une SPL, les de´lais de commercialisation des produits peuvent eˆtre
re´duits. Il faut cependant attendre la fin de la pe´riode de de´veloppement des
arte´facts pour pouvoir commercialiser le premier produit. Ne´anmoins, a` partir
de ce moment, graˆce a` la re´utilisation des arte´facts, une SPL sera en mesure de
de´velopper les produits de plus en plus rapidement. Le graphique de la Figure
2.5 (situe´e sur la page suivante) permet d’illustrer ce phe´nome`ne.
Sur ce graphique, le trait continu repre´sente les de´lais de commercialisation
de syste`mes de´veloppe´s de manie`re traditionnelle. Pour chaque syste`me, ce de´lai
est conside´re´ comme constant. Le trait en pointille´s repre´sente les de´lais de com-
mercialisation de syste`mes de´veloppe´s graˆce a` une SPL. Pour chaque produit, ce
de´lai est de plus en plus en court. Le point de croisement entre ces deux traits
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Figure 2.5 – Comparaison des de´lais de commercialisation des produits d’une
SPL par rapport a` ceux de syste`mes unitaires [22].
repre´sente le nombre de produits a` partir duquel une SPL permet de produire
les logiciels plus rapidement.
Gestion plus aise´e de la complexite´
Ces dernie`res anne´es, la complexite´ des logiciels a conside´rablement aug-
mente´. Un programme peut maintenant faire des dizaines de millions de lignes
de code. Ge´rer la complexite´ de gros programmes est devenu un proble`me ma-
jeur pour les de´veloppeurs. Graˆce a` leurs plate-formes, les SPLs permettent de
re´duire la complexite´. La gestion de la variabilite´ et la re´utilisation efficace des
arte´facts, selon des plans et des processus bien pre´cis, simplifient la conception
des programmes.
2.5.2 Facteurs d’e´chec des SPLs
Comme explique´ dans la sous-section pre´ce´dente, l’utilisation d’une SPL
pre´sente plusieurs avantages. Cependant, cre´er et de´velopper une PL demande
beaucoup d’efforts. De nombreux facteurs peuvent venir compromettre ce pro-
cessus. Ci-dessous, voici cinq causes connues d’e´chec d’une SPL :
Manque de liquidite´ pour les investissements front-up
La cre´ation d’une SPL demande de nombreux investissements, notamment
pour le de´veloppement de tous les arte´facts (voir Sous-section 2.5.1). Durant
cette pe´riode, la socie´te´ doit eˆtre capable de fournir les ressources ne´cessaires a`
la re´alisation des diffe´rentes phases de de´veloppement. Si cela n’est pas le cas,
la SPL ne pourra tout simplement pas eˆtre de´veloppe´e et elle sera donc aban-
donne´e. De plus, meˆme si la compagnie a e´te´ capable de fournir ces ressources,
elle devra peut-eˆtre aussi faire face financie`rement a` une pe´riode durant laquelle
les be´ne´fices de´gage´s seront infe´rieurs aux couˆts de de´veloppement des produits.
Ce ne sera qu’a` partir d’un certain nombre de produits que la socie´te´ pourra
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commencer a` engranger des be´ne´fices. Avant de se lancer dans le de´veloppement
d’une SPL, une entreprise doit donc s’assurer d’avoir les ressources ne´cessaires
pour cela.
Produits trop peu nombreux
Comme pre´cise´ ci-dessus, une socie´te´ ne pourra de´gager des be´ne´fices d’une
SPL qu’a` partir d’un certain nombre de produits de´veloppe´s. Si une socie´te´
de´veloppe une SPL en pre´voyant trop peu de produits, les investissements de
de´part et les couˆts de de´veloppement pourraient toujours rester supe´rieurs aux
recettes. La SPL ne pourrait donc provoquer que des pertes en ne pre´sentant
aucun des avantages de la sous-section pre´ce´dente.
Produits trop diversifie´s
Si la famille de produits est trop diversifie´e, le travail demande´ pour de´velop-
per des arte´facts assez flexibles pourrait provoquer des couˆts supple´mentaires.
De plus, le nombre d’arte´facts re´utilisables sera sans doute faible, ce qui fera
perdre les avantages lie´s a` leur re´utilisation. Au final, pour chaque produit, son
couˆt de de´veloppement pourrait devenir supe´rieur au couˆt qu’il aurait fallu pour
le de´velopper de manie`re traditionnelle (sans l’aide d’une SPL). Encore une fois,
la SPL ne pourrait donc de´gager que des pertes.
Connaissance insuffisante du domaine
Cre´er une SPL et de´velopper ses produits ne´cessitent une excellente connais-
sance de son domaine (technologies, marche´, clients, ...). La compagnie doit
tout d’abord eˆtre capable de correctement de´terminer l’ensemble des produits
en n’oubliant pas de prendre en compte les besoins futurs des clients. Dans le
cas contraire, si les managers n’ont pas e´te´ capables de pre´voir tous les pro-
duits, il faudra modifier la SPL pour y ajouter de nouveaux produits, ce qui
engendrera des frais supple´mentaires. Au niveau du domain engineering, les in-
ge´nieurs domaine devront aussi avoir une bonne connaissance du domaine afin
de correctement mode´liser la variabilite´ (voir Chapitre 3). Lors de l’application
engineering, afin d’efficacement fixer la variabilite´, les de´veloppeurs software
devront aussi connaˆıtre le domaine. De mauvais choix pourraient entraˆıner la
cre´ation de produits qui ne re´pondront pas aux exigences requises. Dans une
SPL, chaque acteur doit donc connaˆıtre le domaine, au risque de provoquer
l’e´chec de la PL.
Instabilite´ du domaine
Si le domaine auquel la SPL s’attache est instable et qu’il e´volue trop rapide-
ment (par exemple, tous les six mois), les diffe´rents investissements ne´cessaires
au maintien de la SPL risquent de ne jamais pouvoir eˆtre rentabilise´s. En effet,
pour chaque changement, il faudrait adapter les arte´facts et les be´ne´fices de´ga-
ge´s graˆce aux produits risqueraient de ne jamais pouvoir couvrir les couˆts de
toutes ces adaptations.
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Chapitre 3
La variabilite´ au sein des
SPLs : concepts et
mode´lisation
Le chapitre pre´ce´dent a permis de pre´senter le contexte globale de la pro-
ble´matique : les SPLs. Dans le pre´sent chapitre, nous allons affiner ce contexte
en nous attardant sur un des concepts-cle´s (voir Section 2.3) des lignes de pro-
duits : la variabilite´. La gestion et la mode´lisation de cette dernie`re repre´sente
une taˆche critique au sein d’une SPL. A ce niveau, un e´chec pourrait ane´antir
toute chance de succe`s de la ligne de produits. La premie`re section sera consacre´e
a` la variabilite´ elle-meˆme et a` tous les concepts qui l’entourent : les diffe´rents
e´tats de la variabilite´, le binding time, ... Ensuite, la seconde section s’inte´res-
sera a` la mode´lisation de la variabilite´ et plus pre´cise´ment, a` un certain type
de mode´lisation : les diagrammes de features. La premie`re technique de mode´-
lisation a` eˆtre pre´sente´e sera FODA [16]. Par apre`s, certaines de ses extensions,
en accord avec la technique de mode´lisation introduite dans le chapitre suivant,
seront elles aussi de´crites a` leur tour.
3.1 La variabilite´ au sein des SPLs
Comme explique´ au chapitre pre´ce´dent, une SPL est compose´e de plusieurs
produits. Ces derniers partagent des caracte´ristiques communes mais chacun
d’entre eux posse`de aussi ses propres particularite´s. Au sein d’une SPL, entre
les diffe´rents produits, il existe donc une notion de variabilite´. Dans l’exemple
des PDA de la Figure 2.2 du chapitre pre´ce´dent, les trois syste`mes d’exploitation
(B100, B200, B300) ont en commun le module de base. De manie`re similaire,
les OS B200 et B300 partagent les modules Bluetooth et 3G. Enfin, le module
WiFi est une particularite´ de l’OS B300.
Dans un arte´fact, la variabilite´ est souvent repre´sente´e par des points de
variation 1 (”Variation Point”) [22]. Chaque point de variation repre´sente une
caracte´ristique, une proprie´te´, ... (de l’arte´fact) qui varie en fonction du pro-
1. Le me´canisme du point de variation est ge´ne´rique. Il sera souvent remplace´ par un
me´canisme semblable plus adapte´ au mode`le de variabilite´ utilise´.
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duit dans lequel l’arte´fact est employe´. Les diffe´rentes instances possibles d’un
point de variation sont appele´es les variants (”Variants”) [22]. Selon le produit
de´veloppe´, il faudra donc se´lectionner un certain variant du point de variation.
Dans l’exemple de la Figure 2.2, on pourrait imaginer un point de variation au
niveau de l’arte´fact du module Bluetooth. Ce point de variation correspondrait
au driver de l’antenne Bluetooth du PDA. Il y aurait deux variants : un premier
correspondant au driver de l’antenne du B200 et un second correspondant a`
l’antenne du B300. Il suffirait de choisir le driver (variant) en fonction du mo-
de`le de PDA sur lequel l’OS sera utilise´. La Figure 3.1 illustre cet exemple. La
variabilite´ introduite dans cet arte´fact permet donc de le re´utiliser dans deux
logiciels diffe´rents.
Figure 3.1 – Point de variation et variants.
3.1.1 Variabilite´ dans le temps et variabilite´ dans l’espace
Dans [22], Pohl, Bo¨ckle et Linden pre´sentent les diffe´rences qui existent entre
la variabilite´ dans le temps et la variabilite´ dans l’espace. Au cours de l’utili-
sation d’une SPL, un arte´fact ne va cesser d’e´voluer (voir Sous-section 2.4.3),
entre autres a` cause de l’utilisation de nouvelles technologies, l’introduction de
nouvelles lois, ... Au cours du temps, il pourra donc exister diffe´rentes versions
d’un arte´fact. C’est ce qu’on appelle l’e´volution ou la variabilite´ dans le temps.
Diffe´rents produits d’une SPL pourront donc avoir e´te´ construits avec diffe´rentes
versions d’un meˆme arte´fact. Afin de pouvoir ge´rer correctement l’e´volution des
diffe´rents arte´facts, il est ne´cessaire de mettre en place une strate´gie de gestion
des configurations. De plus, cette dernie`re permettra de toujours garder la trace
des diffe´rentes versions des arte´facts utilise´s. La Figure 3.2 (situe´e sur la page
suivante) permet d’illustrer le principe de la variabilite´ dans le temps. Dans cet
exemple, nous pouvons voir qu’il a existe´ trois versions diffe´rentes de l’arte´fact
X. Au fur et a` mesure de ces versions, le point de variation (PV) a compte´ de
plus en plus de variants.
Il est aussi inte´ressant de noter que dans les lignes de produits, l’e´volution
des arte´facts est souvent facilite´e graˆce au me´canisme des points de variation.
Il est souvent plus facile d’introduire des changements au niveau de ces points.
Dans le cas de modifications pre´vues, il ne sera donc parfois ne´cessaire ”que”
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Figure 3.2 – Variabilite´ dans le temps d’un arte´fact.
d’ajouter des variants a` certains points de variation. Dans le cas contraire, les
changements pourraient ne´cessiter de plus gros travaux : reconstruction de l’ar-
te´fact, introduction de nouveaux points de variation, ...
Paralle`lement a` la variabilite´ dans le temps, il existe donc une variabilite´
dans l’espace. Pour un arte´fact, elle repre´sente les diffe´rentes ”formes” que ce
dernier peut avoir a` un moment pre´cis. Ici, une ”forme”repre´sente un arte´fact ou`
les points de variation ont e´te´ fixe´s graˆce a` la se´lection de certains variants. Une
forme d’un arte´fact sera donc destine´e a` un ou plusieurs produits spe´cifiques.
La Figure 3.3 explicite le principe de la variabilite´ dans l’espace.
Figure 3.3 – Variabilite´ dans l’espace d’un arte´fact.
Si nous reprenons la version 3.0 de l’arte´fact X de la Figure 3.2 et si nous
arreˆtons le temps a` un moment pre´cis Y, l’arte´fact X pourra avoir avoir trois
formes. La forme A ou` le premier variant (V1) a e´te´ se´lectionne´, la forme B ou`
le deuxie`me variant (V2) a e´te´ choisi et enfin, la forme C ou` le dernier variant
(V3) a e´te´ pre´fe´re´.
La variabilite´ dans le temps repre´sente donc toutes les versions qu’il a pu exis-
ter d’un meˆme arte´fact au cours de la vie d’une SPL. De son coˆte´, la variabilite´
dans l’espace repre´sente les diffe´rentes formes qu’un arte´fact peut adopter a` un
moment pre´cis. Dans le cadre de ce me´moire, nous nous concentrerons
sur cette dernie`re. C’est cette variabilite´, spe´cifique aux SPLs, qui ne´cessite
une gestion toute particulie`re. La variabilite´ dans le temps existe aussi dans le
de´veloppement de logiciels classiques. Avec quelques adaptations, les processus
de gestion des configurations classiques deviennent parfaitement capables de
traiter aussi la variabilite´ dans le temps des SPLs.
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3.1.2 Niveau d’abstraction
Lors du de´veloppement d’un produit, des arte´facts se situant a` diffe´rents
niveaux d’abstraction (architecture, exigences, ...) sont utilise´s. Dans leur ar-
ticle [30], Gurp et al. expliquent que la variabilite´, a` travers ces arte´facts, peut
elle-meˆme eˆtre introduite a` diffe´rents niveaux d’abstraction. Certains points de
variation seront, par exemple, introduits au niveau de l’architecture de re´fe´rence
tandis que d’autres seront introduits dans des modules, des plans de tests, ... Le
choix d’introduire certains points de variation a` certains niveaux d’abstraction
est le re´sultat de de´cisions prises par les inge´nieurs domaine. A un certain niveau
d’abstraction, la variabilite´ peut se retrouver dans trois e´tats diffe´rents :
1. Implicite (”Implicit”) : La variabilite´ (les points de variation) a e´te´ intro-
duite a` un certain niveau d’abstraction. Ceci veut dire que cette variabilite´
est aussi pre´sente aux niveaux d’abstraction supe´rieurs, mais de fac¸on im-
plicite.
2. De´signe´e (”Designed”) : La variabilite´ est conside´re´e comme de´signe´e au
niveau d’abstraction ou` ses points de variation ont e´te´ introduits, elle est
explicite.
3. Fixe´e (”Bound”) : La variabilite´ est fixe´e quand tous les points de variation
la repre´sentant ont eux-meˆmes e´te´ fixe´s, c’est-a`-dire, quand les inge´nieurs
domaine ont se´lectionne´ le ou les variants ne´cessaires pour chacun de ces
points de variation.
3.1.3 Variabilite´ interne et externe
Dans [22], les auteurs diffe´rencient deux types de variabilite´ : la variabilite´
interne et la variabilite´ externe. Cette distinction permet de masquer une partie
de la variabilite´ aux clients. En effet, ces derniers ne seront conscients que de
la variabilite´ externe tandis qu’ils ignoreront tout de la variabilite´ interne. Cela
permet de ne pre´senter aux clients que de la variabilite´ qui a un sens a` leurs
yeux tout en augmentant leur satisfaction (ils peuvent choisir les variants qui
re´pondent le mieux a` leurs exigences). De plus, cela permet aussi aux inge´nieurs
logiciel de garder la main mise sur certaines de´cisions plus techniques (dans
l’exemple de la Figure 3.1, le choix du bon driver en fonction du mode`le de
PDA). Souvent, les clients pourront fixer la variabilite´ externe de deux fac¸ons :
1. Directement : pour chaque point de variation, le client de´cide quel(s) va-
riant(s) choisir.
2. Indirectement : pour chaque point de variation, les inge´nieurs/commerciaux
pre´-se´lectionnent un ensemble de variants. Ils de´finissent donc un sous-
ensemble de produits de la SPL parmi lesquels les clients pourront choisir.
Souvent, la variabilite´ interne est une conse´quence de la variabilite´ externe.
Les de´cisions prises (les variants se´lectionne´s) par les clients aux niveaux d’abs-
traction les plus e´leve´s ne´cessitent souvent d’eˆtre affine´es dans des niveaux d’abs-
traction moins e´leve´s. Comme montre´ un peu plus haut, le client ne sera inte´resse´
que par certaines de´cisions. Les diffe´rentes alternatives de re´alisation de ces de´-
cisions ne l’inte´resseront donc pas. Elles seront alors conside´re´es comme de la
variabilite´ interne. De plus, la variabilite´ interne pourra aussi eˆtre le re´sultat du
raffinement de la variabilite´ interne situe´e a` un niveau d’abstraction plus e´leve´.
Enfin, certaines raisons plus techniques (choix d’un module logiciel, choix d’un
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protocole,...) pourront pousser les inge´nieurs domaine a` ajouter eux-meˆmes de
la variabilite´ interne.
Tant la variabilite´ externe que la variabilite´ interne peuvent donc avoir pour
conse´quence commune d’introduire encore plus de variabilite´ interne, ce qui a
donc comme re´sultat d’augmenter de plus en plus la complexite´ de la variabilite´
au fur et a` mesure des niveaux d’abstraction. La pyramide de la Figure 3.4
illustre ce phe´nome`ne.
Figure 3.4 – Pyramide de la variabilite´ [22].
Au sommet de la pyramide se trouvent les exigences, les lois et les standards
que les applications de la SPL devront respecter. A partir de la`, les inge´nieurs
domaine cre´ent les premiers arte´facts au niveau d’abstraction des exigences.
Ces derniers contiennent souvent plus de variabilite´ externe (zone grise´e) que
de variabilite´ interne (zone blanche). Le raffinement (fle`ches incurve´es) de cette
variabilite´ externe va avoir comme conse´quence d’augmenter la variabilite´ in-
terne, aussi bien au niveau d’abstraction actuel qu’au niveau suivant. De plus,
le raffinement de la variabilite´ interne du niveau actuel va aussi avoir comme
re´sultat d’augmenter la variabilite´ interne du niveau suivant. Enfin, l’introduc-
tion supple´mentaire (fle`ches partant de l’exte´rieur et pointant l’inte´rieur de la
pyramide) de variabilite´ par les inge´nieurs va encore augmenter cette dernie`re.
Ce phe´nome`ne va se reproduire de niveau en niveau, plus on descendra dans
la pyramide, plus la variabilite´ interne et la complexite´ augmenteront. A l’in-
verse, au fur et a` mesure des niveaux, la variabilite´ externe diminuera. Ceci est
duˆ au fait que les de´cisions concernant les clients se situeront souvent aux ni-
veaux d’abstraction les plus e´leve´s. La forme de la pyramide te´moigne donc de
cette augmentation de la complexite´ au travers des diffe´rents niveaux d’abstrac-
tion. Il est donc ne´cessaire de ge´rer correctement et efficacement cette dernie`re.
Dans le cas contraire, la SPL pourrait eˆtre un e´chec. Il faut aussi noter que
l’augmentation de la complexite´ n’est pas seulement due a` l’augmentation de la
variabilite´, elle est aussi due a` l’augmentation des relations entre tous les points
de variation, les variants et les arte´facts de la SPL.
3.1.4 Me´canismes de variation
La variabilite´ est donc incarne´e par des points de variation introduits a` dif-
fe´rents niveaux d’abstraction. Les points de variation permettent de mode´liser
la variabilite´ de fac¸on ge´ne´rique. Ces points sont eux-meˆmes imple´mente´s ”phy-
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siquement” graˆce a` des me´canismes de variation. A titre informatif, voici quatre
exemples de me´canismes de variation [4] : la parame´trisation (un arte´fact peut
par exemple eˆtre personnalise´ graˆce a` certains parame`tres), la ge´ne´ration (un
outil prend comme entre´e une liste de spe´cifications et produit l’arte´fact person-
nalise´ voulu), la configuration (un outil assemble un ensemble de blocs de code -
qui sont eux-meˆmes des arte´facts - pour produire un composant spe´cifique a` un
ou plusieurs produits) et l’he´ritage (dans les logiciels oriente´s objet, il permet
par exemple d’introduire dans un arte´fact une classe ne´cessaire a` un certain
produit).
Lors de la se´lection d’un me´canisme de variation, les inge´nieurs domaine
doivent prendre de nombreux facteurs en compte [4] :
– Les me´canismes de variation disponibles : certains me´canismes sont adap-
te´s a` des arte´facts situe´s a` des niveaux d’abstraction de´termine´s, certains
me´canismes ne´cessitent telle technologie ou telle compe´tence pour eˆtre im-
ple´mente´s, ... Par exemple, le me´canisme de l’he´ritage des classes deman-
dera un de´veloppeur ayant des connaissances en programmation oriente´e
objet.
– Des informations sur les produits : ces informations pourront par exemple
eˆtre des documents (diagrammes de features, ...) de´crivant les diffe´rences
entre tous les produits de la SPL.
– La strate´gie de production : cette dernie`re pourra imposer certaines con-
traintes (budget, temps, ...). Les inge´nieurs domaine devront donc se´lec-
tionner des me´canismes permettant de respecter ces contraintes. La stra-
te´gie pourra aussi informer les inge´nieurs domaine des connaissances des
inge´nieurs logiciel : si ces derniers n’ont pas les aptitudes ne´cessaires pour
utiliser un certain me´canisme de variation, il ne sert a` rien de l’imple´men-
ter. A coˆte´ de cela, la strate´gie de production fournit aussi d’autres ren-
seignements (niveau de compe´tence des clients, des utilisateurs, ...) utiles
aux inge´nieurs domaine.
– ...
Durant le domain engineering, si les inge´nieurs domaine ne disposent pas de
toutes ces informations, ils pourront eˆtre force´s de se´lectionner les me´canismes de
variation a` ”l’aveugle”, en essayant de faire au mieux. Dans ce cas, les me´canismes
de variation risquent de de´terminer eux-meˆmes les produits et la strate´gie de
production. Ceci pourrait donc conduire a` une SPL ne respectant pas (tous) les
objectifs de l’entreprise.
3.1.5 Le binding time
Comme explique´ pre´ce´demment, un point de variation posse`de un certain
nombre de variants. A un moment, les acteurs (inge´nieurs software, clients,
utilisateurs, ...) vont pouvoir de´cider de fixer ce point en se´lectionnant un de ses
variants. Cependant, le moment ou` un point est fixe´, le binding time, n’est pas
anodin. En effet, les inge´nieurs domaine de´cident a` l’avance, a` quelle(s) e´tape(s)
du de´veloppement ou de l’utilisation du produit, un point doit eˆtre fixe´. Ils
doivent donc trouver le moment et le me´canisme de variation (voir sous-section
pre´ce´dente) optimaux pour chaque point de variation. Un tel point pourra par
exemple eˆtre fixe´ [2] :
– Durant l’analyse des exigences des clients : sur un diagramme de features
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(voir section suivante), les clients pourront choisir de se´lectionner certains
e´le´ments.
– Durant le de´veloppement du produit : les inge´nieurs software pourront
choisir de fixer un point a` l’aide d’un variant pre´cis.
– Au moment de l’installation du logiciel : en fonction du syste`me d’exploi-
tation, le logiciel pourra choisir d’installer une librairie spe´cifique.
– Durant l’exe´cution du logiciel : un utilisateur pourra par exemple se´lec-
tionner une langue parmi toutes celles propose´es par le logiciel.
– ...
Les binding times ont aussi pour roˆle d’assurer la cohe´rence des de´cisions,
c’est-a`-dire, de garantir que toutes les de´cisions concernant la fixation des points
de variation ont bien e´te´ prises dans un ordre logique. Il faut aussi signaler
que plus les binding times seront de´finis tardivement, plus le logiciel de´veloppe´
sera flexible. Le programme ne deviendra ”spe´cifique” que tard dans le de´velop-
pement. Certaines e´tapes du de´veloppement pourront donc devenir identiques
pour plusieurs produits car elles ne contiendront pas de points de variation, il
ne sera pas ne´cessaire de les re´pe´ter pour chaque produit. Souvent, les binding
times de syste`mes embarque´s seront de´finis toˆt dans le de´veloppement. En ef-
fet, la configuration du syste`me sur lequel le logiciel sera exe´cute´ est connue
a` l’avance. Dans le cas de syste`mes non embarque´s, la configuration ne sera
pas connue a` l’avance. Il pourra donc eˆtre inte´ressant de de´finir tardivement
certains binding times. De cette manie`re, l’utilisateur pourra lui-meˆme person-
naliser le logiciel en fonction de sa configuration personnelle. Afin de pouvoir
de´finir les binding times des points de variation, les inge´nieurs domaine doivent
donc prendre en compte un nombre important de parame`tres (type du logiciel
de´veloppe´, me´canismes de variation existants, type de variabilite´ repre´sente´e,
e´tat de de´veloppement du logiciel, ...).
3.2 Mode´lisation de la variabilite´
Comme explique´ dans la Sous-section 3.1.3, la quantite´ de variabilite´ aug-
mente au fur et a` mesure des niveaux d’abstraction. Dans certaines lignes de
produits, la complexite´ de la variabilite´ peut eˆtre tre`s e´leve´e. Si cette dernie`re
n’est pas ge´re´e efficacement, elle peut mettre en pe´ril le succe`s de la SPL. La
mode´lisation de la variabilite´ permet d’assister les inge´nieurs domaine dans la
gestion de la complexite´. Aujourd’hui, apre`s plusieurs anne´es de recherches, les
scientifiques ont mis au point diffe´rentes me´thodes permettant de mode´liser la
variabilite´. Chacune de ces me´thodes posse`de certaines particularite´s (concepts,
me´canismes de mode´lisation, niveau d’abstraction, ...) qui font qu’elles sont plus
adapte´es a` certains types de SPLs. Malheureusement, les entreprises n’ont pas
toujours conscience de la taˆche critique que repre´sente la mode´lisation de la va-
riabilite´. Il arrive que ce travail soit conside´re´ comme une activite´ annexe et que
la variabilite´ elle-meˆme soit introduite tardivement (au moment du design ou
de l’imple´mentation) dans les arte´facts [28]. Afin de s’assurer de la re´ussite de
leur SPL, il est important que les entreprises tiennent compte de la variabilite´
et apprennent a` la ge´rer durant toute la dure´e de vie de la SPL.
En accord avec la technique de mode´lisation pre´sente´e dans le chapitre sui-
vant, dans cette section, nous nous attarderons surtout sur un certain type de
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mode`le de repre´sentation de la variabilite´ : les diagrammes de features. Dans
[16], Khang et al. sont les premiers a` avoir pre´sente´ une technique de mode´-
lisation base´e sur le concept de feature : FODA. Par la suite, de nombreux
scientifiques ont de´veloppe´ des extensions destine´es a` ame´liorer cette technique.
La sous-section suivante sera donc consacre´e aux diagrammes de features. Enfin,
la seconde sous-section pre´sentera tre`s brie`vement d’autres types de techniques
de mode´lisation de la variabilite´.
3.2.1 Techniques de mode´lisation base´es sur les features
La technique de mode´lisation expose´e dans le chapitre suivant re´utilise un
certain nombre d’extensions introduites afin d’ame´liorer FODA. Dans cette sous-
section, nous nous limiterons donc a` la pre´sentation de ces extensions (en plus
de la pre´sentation de FODA). Dans notre cas, les points importants a` retenir
seront les nouvelles ”possibilite´s se´mantiques”(ce qu’elles permettent d’exprimer
et que FODA ou des extensions ante´rieures ne permettaient pas d’exprimer)
offertes par ces extensions. Meˆme si la syntaxe des ces extensions sera brie`vement
pre´sente´e, la` n’est pas l’essentiel. Souvent, il arrive que des auteurs re´utilisent,
de manie`re plus ou moins implicite, des extensions pre´ce´demment introduites
en les rede´finissant a` l’aide de leur propre syntaxe. Le plus important reste donc
la se´mantique.
Cependant, avant de passer a` la pre´sentation de FODA, il est important
de tout d’abord de´finir le concept de ”feature”. Dans le domaine des SPLs, de
nombreux scientifiques ont tente´ d’en donner leur propre de´finition (voir [28] et
[3] pour diffe´rents exemples de de´finitions). Ici, nous adopterons la de´finition de
re´fe´rence, c’est-a`-dire, la de´finition contenue dans le rapport technique de FODA
[16] : ”the attributes of a system that directly affect end-users” ou encore ”A pro-
minent or distinctive user-visible aspect, quality, or characteristic of a software
system or systems”. Les diagrammes de features sont des mode`les de haut niveau
qui doivent eˆtre facilement compre´hensibles par tous les acteurs, notamment par
les personnes n’ayant pas ou peu de connaissances en informatique.
Ce genre de mode`le est surtout destine´ a` pouvoir e´tablir un dialogue, a` un
haut niveau d’abstraction, entre les diffe´rents acteurs (de´veloppeurs, clients, ...)
de la SPL. Par exemple, un tel mode`le pourra servir de moyen de communica-
tion entre les clients et les de´veloppeurs. A ce moment-la`, il faudra pre´senter un
diagramme contenant uniquement les features qui posse`dent un inte´reˆt aux yeux
des clients (variabilite´ externe). Toutes les autres features (variabilite´ interne)
devront eˆtre temporairement e´carte´es. De manie`re similaire, un mode`le de fea-
tures pourra aussi eˆtre utilise´ par les de´veloppeurs pour communiquer entre eux.
Dans ce cas, les features pourront repre´senter des e´le´ments plus techniques tels
que des protocoles de communication, des formats de donne´es, ... Les objets ou
caracte´ristiques repre´sente´s par les features doivent eˆtre clairs et avoir du sens
aux yeux des acteurs. Une feature au sens ambigu (dont l’objet ou la caracte´-
ristique qu’elle repre´sente est ambigu) pourra par exemple tromper un acteur
et lui faire prendre de mauvaises de´cisions. Le produit de´veloppe´ pourrait alors
ne pas re´pondre aux exigences du client.
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FODA
En 1990, Kang et al. publient un rapport technique [16] pre´sentant une nou-
velle technique de mode´lisation : FODA. Cette dernie`re permet de de´tecter et
de mode´liser les points communs et les diffe´rences entre diffe´rents logiciels. La
me´thode elle-meˆme est divise´e en trois phases successives. La premie`re, l’analyse
du domaine, permet de de´finir le champ d’application de la SPL qui lui-meˆme
conduit a` la construction de la liste des produits de´veloppables. La deuxie`me,
la mode´lisation du domaine, est consacre´e a` l’analyse fonctionnelle, la mode´li-
sation des features et des relations entre ces dernie`res (diagramme de features).
La dernie`re, la mode´lisation de l’architecture, permet de finalement de´finir l’ar-
chitecture de la SPL.
En accord avec l’objectif de la sous-section parente, nous nous focaliserons
sur les diagrammes de features construits lors de la seconde phase. Un tel dia-
gramme consiste en un arbre dont la racine incarne un certain concept (un
logiciel de traitement de texte, un syste`me d’exploitation, ...). Chaque noeud
de cet arbre repre´sente une feature ou une sous-feature (qui elle-meˆme est une
feature qui peut aussi posse´der des sous-features). La relation de base entre une
feature et ses sous-features est de type ”consiste en” (”consists-of ”). Graˆce a`
certains me´canismes, FODA permet de personnaliser leur se´lection :
– Feature obligatoire : Si la feature parente d’une sous-feature obligatoire
est se´lectionne´e, cette sous-feature doit aussi eˆtre se´lectionne´e.
– Feature optionnelle : Meˆme si la feature parente d’une sous-feature option-
nelle est se´lectionne´e, cette sous-feature ne devra pas force´ment aussi eˆtre
se´lectionne´e, cela de´pendra des choix des acteurs. Une feature optionnelle
est repre´sente´e graˆce a` un cercle vide au-dessus de son nom.
– Features alternatives : Une sous-feature alternative est conside´re´e comme
une spe´cialisation de sa feature parente. Dans un groupe de sous-features
alternatives, une et une seule sous-feature peut eˆtre se´lectionne´e (e´qui-
valent de l’ope´rateur logique ”XOR”). Graphiquement, les branches (par-
tant de la feature parente vers chaque sous-feature) d’un groupe de sous-
features alternatives sont relie´es par un arc. Dans FODA, un point de
variation (voir section pre´ce´dente) e´quivaut donc a` la feature parente d’un
groupe de sous-features alternatives tandis que ces dernie`res repre´sentent
les variants de ce point. Il faut aussi noter qu’une feature optionnelle pour-
rait aussi correspondre a` un point de variation spe´cifique. La feature en
question correspondrait a` la fois a` ce point et a` l’unique variant de ce
point. Dans ce cas, le de´cideur pourrait avoir le choix de se´lectionner ou
de ne pas se´lectionner ce variant, ce qui concorde bien avec la se´mantique
d’une feature optionnelle.
De plus, FODA introduit aussi deux me´canismes additionnels. Le premier,
les re`gles de composition, permet de contraindre les combinaisons entre les dif-
fe´rentes features du diagramme. Il existe deux types re`gles : ”requiert” (pour
eˆtre fonctionnelle, une feature pourra ne´cessiter une autre feature) et ”exclut”
(une feature ne pourra pas eˆtre fonctionnelle si une certaine feature est aussi
se´lectionne´e). Le second me´canisme, les ”rationales”, permet de fournir des in-
formations sur les relations entre les features. Ces ”rationales” ont pour but de
guider les acteurs (clients, inge´nieurs software, ...) dans le processus de se´lection
des features.
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Dans un diagramme, une feature repre´sente donc une caracte´ristique, une
fonctionnalite´, ... d’un ou plusieurs des logiciels de la SPL. En se´lectionnant une
combinaison des ces features, un acteur construit une configuration correspon-
dant a` un des logiciels de la SPL. Cependant, cette se´lection doit se faire en
respectant les diffe´rentes contraintes (structure, features alternatives, re`gles de
composition, ...) du diagramme. Lors de l’application engineering (voir Sous-
section 2.4.2), en utilisant un diagramme de features, les acteurs (clients, de´ve-
loppeurs, ...) se´lectionnent donc les features ne´cessaires au produit souhaite´. Le
fait de se´lectionner des features permet de fixer la variabilite´ (voir Sous-section
3.1.2).
Le diagramme de features pre´sente´ dans la Figure 3.5 permet d’illustrer
les concepts de´crits ci-dessus. Pour chaque nouvelle extension, l’exemple qui
y est de´crit sera raffine´ et comple´te´ en fonction de l’ame´lioration propose´e.
Dans le cadre des SPLs, un diagramme de features est utilise´ pour mode´liser
les logiciels d’une ligne de produits. Cependant, ce type de diagramme peut
aussi servir a` mode´liser d’autres concepts : une voiture, un syste`me d’alarme, ...
Dans l’exemple, afin de faciliter la compre´hension et de proposer un diagramme
plausible, l’auteur de ce me´moire a de´cide´ de quitter le domaine des logiciels
pour proposer un mode`le base´ sur la configuration d’un ordinateur.
Figure 3.5 – Un diagramme de features repre´sentant une gamme d’ordinateurs
(syntaxe utilise´e : [16]).
Dans ce diagramme, un ordinateur est obligatoirement compose´ de trois
e´le´ments : une carte me`re, un processeur et une carte graphique (les compo-
sants non cite´s sont identiques pour chaque ordinateur et compris par de´faut
dans chaque configuration). De plus, un ordinateur peut aussi eˆtre accompagne´
d’accessoires (feature optionnelle). La feature ”Carte me`re” posse`de deux sous-
features : ”Asus” et ”AOpen”. Ces deux sous-features sont situe´es dans le meˆme
groupe de features alternatives. Ceci exprime le fait que ces sous-features sont
une spe´cialisation de leur feature parente, ”Carte me`re”. Il ne sera donc pas pos-
sible de se´lectionner simultane´ment ces deux sous-features, le de´cideur (client,
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commerc¸ant, ...) devra donc en choisir une des deux. Les features ”Processeur”
et ”Carte graphique” e´tant mode´lise´es de la meˆme manie`re que la feature ”Carte
me`re”, nous passerons directement a` la feature ”Accessoires”. Cette dernie`re pos-
se`de trois sous-features optionnelles. Les accessoires pouvant accompagner un
ordinateur sont donc : un e´cran Samsung, un e´cran Philips et/ou un couple cla-
vier/souris. Le de´cideur peut donc choisir d’acheter une certaine combinaison
de ces accessoires. Cependant, toutes les combinaisons ne sont pas possibles,
une re`gle de composition stipule que la feature ”Ecran Samsung” exclut la fea-
ture ”Ecran Philips” (il est sous-entendu que cette re`gle est aussi valable dans
l’autre sens). Il ne sera donc pas possible de se´lectionner simultane´ment ces deux
sous-features. De manie`re similaire, les quatre autres re`gles (”Asus”requiert ”Co-
reI7”, ”CoreIT” requiert ”Asus”, ”AOpen requiert ”Athlon” et ”Athlon requiert
”AOpen”) imposent la se´lection d’un certain type de processeur en fonction du
choix de la carte me`re et vice-versa. On peut donc imaginer que la carte me`re
Asus est exclusivement compatible avec le processeur CoreI7 tandis que la carte
me`re AOpen est elle uniquement compatible avec le processeur Athlon. Enfin,
le ”rationale” permet de guider le de´cideur dans sa se´lection du processeur en
indiquant que le processeur CoreI7 est le plus puissant.
Mode´lisation explicite des attributs
En 2002, Czarneski et al. publient un article relatant leur expe´rience de
l’application de la programmation ge´ne´rative au de´veloppement de logiciels em-
barque´s [12]. Dans le domaine des SPLs, le but ultime de ce type de program-
mation est de cre´er un ge´ne´rateur. A partir d’une liste de spe´cifications, ce type
de logiciel est cense´ assembler diffe´rents arte´facts pour finalement produire un
programme respectant ces spe´cifications. Ce qui est surtout inte´ressant ici, c’est
que dans cet article, les auteurs apportent aussi une extension a` FODA. Selon
ces derniers, la se´mantique de FODA ne leur a pas toujours permis d’exprimer
tout ce qu’ils voulaient, ils ont donc de´cide´ d’y apporter des ame´liorations. Celle
qui nous inte´resse, est celle permettant de mode´liser explicitement les attributs
des features.
Ce n’est pas nouveau, les features ont toujours pu posse´der des attributs. Ce-
pendant, il n’existait pas de syntaxe permettant de les mode´liser explicitement.
Un attribut e´tait donc exprime´ comme une sous-feature obligatoire de la feature
a` laquelle il se rapportait. Cette mode´lisation n’e´tait pas efficace. Dans le cas
ou` des features posse´daient plusieurs attributs, le diagramme pouvait vite eˆtre
surcharge´. De plus, il n’e´tait pas non plus toujours facile de faire la diffe´rence
entre les sous-features repre´sentant re´ellement des features et les sous-features
repre´sentant des attributs. Dans [12], la notation utilise´e pour mode´liser les at-
tributs est proche de celle des diagrammes de classe en UML. Chaque attribut
peut avoir un type : entier, re´el, boole´en, ... Le diagramme illustre´ dans la Figure
3.6 (situe´e sur la page suivante) est le meˆme que celui de la Figure 3.5 excepte´
que certaines features disposent maintenant d’attributs.
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Figure 3.6 – Mode´lisation explicite d’attributs dans un diagramme de features
(syntaxe utilise´e : [12]).
Dans cette nouvelle version du diagramme, chaque sous-feature posse`de un
attribut de type re´el repre´sentant son prix. De plus, les sous-features ”CoreI7” et
”Athlon”disposent chacune d’un second attribut spe´cifiant leur fre´quence. Paral-
le`lement, les sous-features ”Nvidia”, ”ATI”, ”Ecran Samsung” et ”Ecran Philips”
de´tiennent deux attributs supple´mentaires : LRM et HRM. Ils repre´sentent la
largeur (LRM) et la hauteur (HRM) maximales de re´solution que la carte gra-
phique / l’e´cran est capable de supporter. Graˆce a` cette nouvelle notation, les
acteurs peuvent directement comprendre quels sont les attributs des diffe´rentes
features. Cependant, comme nous pouvons le constater, malgre´ cette syntaxe
spe´cifique, la mode´lisation des attributs diminue quand meˆme la lisibilite´. Ici,
ce qu’il faut surtout retenir, c’est que pour la premie`re fois, des chercheurs ont
”officialise´” les attributs de features en permettant de les repre´senter explicite-
ment.
Cardinalite´s et graphe acyclique oriente´
Toujours en 2002, Riebisch et al. pre´sentent un autre papier [23] proposant
d’e´tendre FODA avec de nouvelles notations. Leur principale motivation vient
du fait que la syntaxe utilise´e pour mode´liser les contraintes portant sur la se´lec-
tion des sous-features d’un groupe est trop limite´e et qu’elle peut parfois mener
a` certaines ambigu¨ıte´s. Par exemple, dans le diagramme (1) de la Figure 3.7
(situe´e sur la page suivante), le choix peut se faire en deux fois et conduire a`
un re´sultat inattendu. Parmi le groupe de sous-features OR 2, un acteur peut
par exemple se´lectionner la sous-feature optionnelle ”C”. A cause du statut de
2. Equivalent de l’ope´rateur logique ”OR”, introduit par Czarnercki dans [11]. Dans un
groupe de sous-features OR, il est donc obligatoire de se´lectionner au minimum une sous-
feature.
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cette dernie`re, il pourra ensuite choisir de ne pas la se´lectionner ce qui revien-
dra a` n’avoir choisi aucune sous-feature du groupe. Ceci est donc contraire au
me´canisme du groupe de features OR qui requiert la se´lection d’au moins une
feature. Pourtant, la notation utilise´e est tout a` fait correcte. Afin de solution-
ner ce proble`me, il est ne´cessaire de remode´liser le diagramme (1) en (2), ce qui
permet de rendre toutes les contraintes explicites (dans cette nouvelle version
du diagrammes, l’acteur comprend clairement qu’il peut ne se´lectionner aucune
sous-feature de la feature parente ”X”). Ce processus se nomme la ”normalisa-
tion”.
Figure 3.7 – Mode´lisation ambigu¨e d’un groupe de features OR.
L’ame´lioration introduite permet de mode´liser les contraintes portant sur
la se´lection des sous-features d’un groupe de fac¸on comple`te et non ambigu¨e.
Cette extension est directement inspire´e du syste`me des multiplicite´s utilise´
dans les diagrammes de classe en UML. Pour chaque groupe de sous-features,
elle permet d’indiquer le nombre minimum et le nombre maximum de sous-
features qui peuvent eˆtre se´lectionne´es. Cependant, il faut tout de meˆme pre´ciser
que ce me´canisme n’est pas nouveau dans les diagrammes de features, il e´tait
simplement utilise´ de manie`re implicite et limite´. Par exemple :
– Un groupe de sous-features alternatives posse`de une multiplicite´ 1..1, il est
obligatoire de se´lectionner au minimum et au maximum une sous-feature.
– Un groupe de X sous-features optionnelles posse`de une multiplicite´ 0..X,
n’importe quelle combinaison de ces sous-features peut eˆtre se´lectionne´e.
– Un groupe de X sous-features obligatoires posse`de une multiplicite´ X..X,
toutes les sous-features doivent eˆtre se´lectionne´es.
– Un groupe OR de X sous-features posse`de une multiplicite´ 1..X. Les ac-
teurs peuvent se´lectionner au minimum une sous-feature et au maximum
X sous-features.
– ...
La nouvelle notation va donc venir enrichir la se´mantique des diagrammes de
features en permettant la mode´lisation explicite de nouvelles multiplicite´s : 0..n,
1..n, n..m, m..* ou` 1 ≤ n ≤ m ≤ ∗ (avec ∗, le nombre de sous-features composant
un groupe). Graˆce a` ces nouvelles multiplicite´s, il va eˆtre possible de repre´senter
des situations plus complexes ne´cessitant des multiplicite´s spe´cifiques autres que
celles qu’il e´tait de´ja` possible de mode´liser implicitement.
La mode´lisation des multiplicite´s n’est pas la seule ame´lioration pre´sente´e
dans ce papier, les auteurs proposent aussi de mode´liser les features non plus
dans un arbre, mais dans un graphe acyclique oriente´. Ceci permet donc a` une
sous-feature de posse´der plusieurs features parentes. Le fait que le graphe soit
acyclique permet de s’assurer qu’il n’existe pas de cycle entre une sous-feature
et ses diffe´rents anceˆtres, une sous-feature ne peut donc pas se retrouver pa-
rente d’une de ses features anceˆtres. Cette extension peut par exemple servir a`
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simplifier un diagramme en re´duisant a` un exemplaire le nombre de fois ou` une
sous-feature commune a` plusieurs features est repre´sente´e. Dans le diagramme
(1) de la Figure 3.8, malgre´ le fait que la sous-feature E soit identique pour les
features A, B et C, elle a duˆ eˆtre repre´sente´e trois fois a` cause de la structure
en arbre. A l’inverse, dans le diagramme (2), graˆce au graphe, la sous-feature E
n’a duˆ eˆtre repre´sente´e qu’une seule fois.
Figure 3.8 – Les avantages d’un graphe oriente´ acyclique par rapport a` un
arbre.
Tout comme pre´ce´demment, le diagramme de la Figure 3.5 a e´te´ repris pour
y inclure les extensions pre´sente´es dans [23]. Le re´sultat est visible dans la Figure
3.9.
Figure 3.9 – Un diagramme de features sous forme de graphe acyclique oriente´
utilisant le me´canisme des multiplicite´s (syntaxe utilise´e : [23]).
Dans ce diagramme, les groupes de sous-features des quatre principales fea-
tures (”Carte me`re”, ”Processeur”, ”Carte graphique”et ”Accessoires”) posse`dent
maintenant des multiplicite´s. La multiplicite´ 1..1 des trois premiers groupes
contraint a` ne se´lectionner qu’une et une seule sous-feature de chaque groupe.
De manie`re similaire, la cardinalite´ 0..2 du dernier groupe limite la se´lection a`
maximum deux sous-features. Cette cardinalite´ n’e´tait pas vraiment ne´cessaire,
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le statut optionnel de chacune des sous-features et la premie`re re`gle de compo-
sition garantissant de´ja` que maximum deux sous-features puissent eˆtre choisies.
Enfin, le diagramme adopte la structure d’un graphe acyclique oriente´ et non
plus celle d’un arbre. Etant donne´ qu’aucune sous-feature ne posse`de plusieurs
features parentes, cette nouvelle structure n’est pas apparente sur le diagramme.
Il faut aussi noter que la syntaxe utilise´e ici [23] est quelque peu diffe´rente de
celle employe´e dans l’extension [12] pre´sente´e dans la sous-section pre´ce´dente.
En effet, ici, les sous-features des groupes sont conside´re´es comme optionnelles.
A partir du moment ou` un de´cideur a se´lectionne´ une telle feature, il est oblige´ de
la prendre, il ne peut plus jouer sur son statut optionnel (le choix se fait en une
seule e´tape et non plus en deux. Voir Figure 3.7). Dans l’extension pre´ce´dente,
ces sous-features e´taient conside´re´es comme obligatoires mais les contraintes de
se´lection de groupe (features alternatives ou features OR) empeˆchaient de toutes
les se´lectionner. Ces diffe´rences syntaxiques de´montrent que dans les diffe´rentes
extensions de FODA, la syntaxe est quelquefois re´utilise´e sans vraiment faire
attention a` la se´mantique qui l’accompagne. Ceci est une des lacunes majeures
des diagrammes de features aborde´e dans le chapitre suivant.
Enfin, il est aussi bon de pre´ciser qu’il y a eu une e´volution de vocabulaire
a` partir de [13], les scientifiques ont commence´ a` utiliser le terme cardinalite´
comme synonyme du terme multiplicite´.
Formulation des contraintes a` l’aide d’un langage formel (2003)
En 2003, Streitferdt et al. [26] proposent 3 d’exprimer certaines relations
graˆce au langage de contraintes OCL 4 (”Object Constraint Language”). Aupa-
ravant, les relations entre les features pouvaient eˆtre exprime´es de trois manie`res
diffe´rentes. Premie`rement, graˆce a` la structure en arbre ou en graphe. Deuxie`-
mement, graˆce a` l’utilisation des cardinalite´s de groupe. Et enfin, graˆce aux
contraintes ”requiert” et ”exclut”. Selon les auteurs, ces me´canismes e´taient in-
complets et ne permettaient pas d’exprimer toutes les relations possibles, surtout
depuis que les attributs et leurs types avaient e´te´ introduits [26]. De plus, de leur
coˆte´, certains scientifiques de´finissaient de nouvelles relations sans toujours clai-
rement de´finir la se´mantique de ces dernie`res. Il e´tait donc souvent complique´
de ve´rifier automatiquement (a` l’aide d’un logiciel) la cohe´rence (si l’ordina-
teur ne connait pas la se´mantique de la relation de´finie par le scientifique, il ne
pourra pas ve´rifier sa cohe´rence) de toutes les contraintes d’un diagramme de
features. Ils ont donc de´cide´ d’exprimer les relations graˆce au tre`s connu langage
de contraintes : OCL. Ce dernier est utilise´ dans les diagrammes UML pour ex-
primer des contraintes qu’il n’est pas possible de repre´senter avec des e´le´ments
graphiques.
Dans ce langage, une contrainte est compose´e de quatre sections. La pre-
mie`re, ”context”, contient les e´le´ments du graphique qui seront affecte´s par la
contrainte. La seconde, ”inv”, est compose´e d’un invariant qui devra toujours
eˆtre ve´rifie´. Dans le cas contraire, la contrainte sera conside´re´e comme viole´e.
Enfin, les deux dernie`res sections, ”pre” et ”post”, repre´sentent respectivement
3. Ces auteurs ne sont pas les premiers a` proposer d’exprimer les contraintes a` l’aide d’OCL
(par exemple, les re´dacteurs de [23] sugge´raient aussi d’utiliser ce langage). Cependant, ils
sont les premiers a` publier un papier consacre´ a` ce proble`me et proposant une version d’OCL
adapte´e aux diagrammes de features.
4. http ://www.omg.org/spec/OCL/
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des pre´-conditions et des post-conditions pour les me´thodes de classes (dans les
diagrammes de classes). Le langage utilise´ pour construire les expressions des
diffe´rentes sections est de´fini a` l’aide d’une grammaire e´le´mentaire 5.
Afin de pouvoir utiliser OCL pour comple´ter les diagrammes de features, les
auteurs ont duˆ apporter quelques modifications au langage de contraintes. Ils ont
tout d’abord e´carte´ les deux dernie`res sections, ”pre”et ”post”, car elles n’e´taient
pas ne´cessaires. Paralle`lement, ils ont rajoute´ deux nouveaux constructeurs :
1. selected(<feature>) : Indique, si oui ou non, la feature ”feature” du
diagramme a e´te´ se´lectionne´e.
2. value(<feature>, <type>) : Retourne la valeur de la feature ”feature”
respectant le type ”type”. Il faut savoir que dans ce papier, les auteurs
ont utilise´ une version des diagrammes de features ou` les attributs des fea-
tures sont mode´lise´s comme des sous-features spe´cifiques : les parame`tres.
Chacun de ces parame`tres posse`de un type et peut eˆtre instancie´ a` une
valeur respectant ce type.
Cette version modifie´e d’OCL a e´te´ baptise´e A-OCL. A partir de la`, il a donc
e´te´ possible de spe´cifier toutes les contraintes dites additionnelles, c’est-a`-dire,
celles que l’on ne peut pas exprimer en utilisant la structure du diagramme ou
les cardinalite´s de groupe. ”Requiert” et ”exclut” sont des exemples de telles
contraintes, il a d’ailleurs e´te´ possible de les rede´finir en utilisant A-OCL. Par
exemple, le code A-OCL de la Figure 3.10 posse`de la meˆme se´mantique que
l’instruction ”exclut” :
context F1, F2
inv requires :
(selected(F1) implies not selected(F2))
and
(selected(F2) implies not selected(F1))
Figure 3.10 – Code A-OCL e´quivalant a` la contrainte ”exclut”.
Dans la section contexte, on a donc pre´cise´ les deux features affecte´es par la
contrainte : ”F1” et ”F2”. Dans l’invariant, on stipule que la se´lection de ”F1”
implique la non-se´lection de ”F2” et vice-versa. Graˆce a` A-OCL, il est donc
maintenant possible de de´finir de nouvelles contraintes, faisant non seulement
intervenir des features mais aussi des attributs de features. De plus, pour les
attributs, il est aussi possible de spe´cifier des assignations de valeur sous forme de
contraintes. Le code A-OCL qui suit la Figure 3.11 (situe´e sur la page suivante)
illustre ce principe.
Le sous-diagramme de cette figure a e´te´ extrait du diagramme principal de
la Figure 3.6. La diffe´rence est que la feature ”Carte me`re” posse`de maintenant
aussi un attribut re´el correspondant a` son prix. Ce prix sera bien suˆr e´gal au
prix de la sous-feature (”Asus” ou ”AOpen”) se´lectionne´e. Les trois contraintes
qui suivent la figure permettent de le calculer automatiquement.
5. Pour retrouver la spe´cification comple`te d’OCL, il suffit de se rendre sur le site : http:
//www.omg.org/technology/documents/formal/ocl.htm
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Figure 3.11 – Sous-diagramme extrait du diagramme de la Figure 3.5 (syntaxe
utilise´e : [26]).
context Carte_me`re, Asus, AOpen
inv prix_Carte_me`re :
Carte_me`re:Prix = Asus:Prix + AOpen:Prix
context Asus
inv prix_Asus :
if selected(Asus) then
Asus:Prix = 350
else
Asus:Prix = 0
context AOpen
inv prix_AOpen :
if selected(AOpen) then
AOpen:Prix = 250
else
AOpen:Prix = 0
La premie`re contrainte exprime le fait que le prix de ”Carte me`re” est e´gal
a` la somme du prix de ses deux sous-features. A premie`re vue, ce calcul peut
sembler errone´. En effet, sur le sous-diagramme de la Figure 3.11, la contrainte
du groupe de features alternatives impose de ne se´lectionner qu’une seule sous-
feature. Pourtant, le calcul impose de payer le prix conjugue´ des deux sous-
features. Pour comprendre, il faut aussi prendre en compte les deux dernie`res
contraintes. La premie`re exprime le fait que le prix de la feature ”Asus” est
e´gal a` 350 si elle est se´lectionne´e et a` 0 dans le cas contraire. La deuxie`me,
celle concernant ”AOPen”, est aussi base´e sur le meˆme me´canisme. Dans tous
les cas, le prix de ”Carte me`re” sera donc bien e´gal au prix de la sous-feature
se´lectionne´e. Graˆce a` ce me´canisme, il est aussi possible de calculer le prix total
d’un ordinateur. L’ensemble des contraintes A-OCL ne´cessaires a` ce calcul peut
eˆtre retrouve´ dans l’annexe A.
L’ajout d’un langage permettant de mode´liser les contraintes additionnelles
permet de de´passer les limites graphiques des diagrammes de features. En ef-
fet, il n’est plus ne´cessaire de se limiter aux contraintes classiques ”exclut” et
”requiert”. En fonction de leurs besoins, les inge´nieurs domaine peuvent main-
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tenant de´finir de nouvelles contraintes. De plus, A-OCL permet de clairement
mode´liser des relations comprenant des attributs et leurs valeurs. Enfin, il ne
faut pas oublier que A-OCL est un langage formel (posse´dant une syntaxe et
une se´mantique clairement de´finies), il est donc compre´hensible par un ordina-
teur, ce qui permet a` tout moment de ve´rifier la cohe´rence des contraintes. Si les
contraintes avaient e´te´ mode´lise´es a` l’aide d’un langage naturel (le franc¸ais par
exemple), elles auraient sans doute e´te´ plus faciles a` comprendre par un humain
mais impossible a` ve´rifier par un logiciel.
Ajout d’un me´canisme d’inclusion
Dans certaines entreprises, le nombre de features inclues dans un diagramme
peut eˆtre tre`s e´leve´ (il peut y avoir plusieurs centaines de features). Repre´sen-
ter toutes ces features dans un seul et meˆme diagramme se re´ve`le tre`s com-
plique´ voire meˆme impossible. Les inge´nieurs domaine devraient e´laborer un
diagramme qui serait complet (e.g. reprenant toutes les features) tout en e´tant
lisible et compre´hensible. Cependant, dans [27] 6, Bednasch propose un me´ca-
nisme permettant de simplifier les gros diagrammes de features : la modula-
risation. Ce dernier permet, graˆce a` une feature spe´cifique, d’inclure dans un
diagramme de features, un autre diagramme externe au premier. L’exemple de
la Figure 3.12 (situe´e sur la page suivante) permet d’illustrer cette nouvelle ex-
tension. Dans la syntaxe utilise´e, les features obligatoires posse`dent maintenant
un signe distinctif clair : un cercle rempli au-dessus de leur nom.
Dans ce diagramme, la feature ”Accessoires”, ses sous-features et la re`gle de
composition les concernant ont e´te´ externalise´es, elles repre´sentent maintenant
un diagramme de features a` part entie`re. Ce dernier est inclus dans le dia-
gramme de features principal graˆce a` la feature spe´cifique ”Accessoires”. L’e´toile
a` coˆte´ du nom de cette feature indique qu’elle repre´sente un diagramme de fea-
tures externe. La modularisation permet donc de simplifier les diagrammes tout
en augmentant la lisibilite´ graˆce a` l’externalisation de features sous forme de
nouveaux diagrammes.
6. Cet article e´tant en allemand, l’auteur de ce me´moire s’est surtout base´ sur un autre
article en anglais [13] qui en parlait.
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Figure 3.12 – Exemple d’utilisation d’un me´canisme d’inclusion (syntaxe uti-
lise´e : [27]).
Re´capitulatif des extensions pre´sente´es
En re´sume´, les extensions pre´sente´es ci-dessus ont donc permis d’ame´liorer
FODA graˆce :
– A la mode´lisation explicite des attributs : avant, les attributs e´taient mode´-
lise´s sous forme de features. Maintenant, il devient possible de les mode´liser
explicitement graˆce a` une syntaxe spe´cifique.
– A la mode´lisation des cardinalite´s : cette extension permet d’exprimer
toutes sortes de cardinalite´s de groupe, ne limitant plus les possibilite´s aux
traditionnelles contraintes de groupe (groupes de features alternatives et
groupes OR).
– A la possibilite´ d’exprimer les diagrammes de features non seulement sous
forme d’arbres mais aussi sous forme de graphes acycliques oriente´s : ce
type de structure peut par exemple simplifier un diagramme ou permettre
a` une sous-feature de posse´der simultane´ment deux features parentes.
– A la formulation des contraintes portant sur des features et/ou des attri-
buts a` l’aide d’un langage formel : au de´part, FODA ne permettait l’ex-
pression que de contraintes basiques, ”requiert” et ”exclut”. Graˆce a` cette
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nouvelle extension, il est maintenant possible d’exprimer toutes sortes de
contraintes, que ce soit sur des features ou des attributs.
– A l’introduction d’un me´canisme d’inclusion : dans le cas ou` un diagramme
contient un nombre e´leve´ de features, il devient par exemple possible de le
subdiviser en plusieurs sous-diagrammes. Dans le diagramme principal, il
ne suffira alors plus que d’inclure, graˆce a` des features spe´cifiques, chacun
de ces sous-diagrammes.
Quelques pistes pour la de´couverte des autres extensions de FODA
Comme pre´cise´ plus haut, seules les extensions ayant e´te´ re´utilise´es dans la
technique de mode´lisation du chapitre suivant ont e´te´ pre´sente´es. Cependant,
depuis FODA, d’autres extensions ont e´te´ introduites. Ces dernie`res essaient
de solutionner des proble`mes ou de combler des vides rencontre´s dans les dia-
grammes de features :
– Dans [17], les auteurs introduisent FORM, la premie`re extension de FODA.
Cette dernie`re permet de classifier les features a` l’aide d’un syste`me de
quatre couches/niveaux d’abstraction. De plus, elle introduit aussi trois
nouveaux types de relations entre features.
– Dans [30], les auteurs pre´sentent une extension permettant de mode´liser
des features externes (fonctionnalite´s ou possibilite´s offertes par le syste`me
ou` est de´ploye´ le produit) et de spe´cifier les binding times (voir Sous-
section 3.1.5) des points de variation.
– Dans [12], les auteurs introduisent les cardinalite´s de features. Cette exten-
sion permet de se´lectionner plusieurs fois une meˆme feature. Chaque se´lec-
tion correspond a` une variation de la feature (ou` certaines sous-features
ont e´te´ selectionne´es et d’autres non, ou` les attributs posse`dent des va-
leurs particulie`res, ...). La cardinalite´ de la feature permet de limiter le
nombre de se´lections de cette dernie`re en fournissant une borne minimum
et maximum.
– Dans la me´thode RequiLine [32], les diagrammes de features peuvent uti-
liser de nouveaux types de relations et les features peuvent posse´der des
attributs.
Ces extensions ne sont que des exemples parmi d’autres. Les papiers [3], [7],
[24] et [28] constituent de bonnes pistes pour en apprendre plus sur les extensions
apporte´es a` FODA.
3.2.2 Autres techniques de mode´lisation de la variabilite´
Les diagrammes de features sont un moyen spe´cifique de mode´liser la varia-
bilite´. Paralle`lement, il existe d’autres techniques de mode´lisation. Les diffe´rents
auteurs classifient souvent ces dernie`res en fonction des concepts ou des e´le´ments
sur lesquels elles se basent. L’objectif de ce me´moire ne portant pas sur ces
techniques, l’auteur ne fera que citer certaines des cate´gories de ces techniques
accompagne´es de un ou deux exemples. Pour plus d’information, les papiers [3],
[7] et [28] donnent un aperc¸u et une appre´ciation de certaines de ces techniques.
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Techniques axe´es sur l’architecture [3]
Dans cette cate´gorie, on peut citer Koala [31]. Ce dernier est a` la fois un
mode`le de composants et un langage de description d’architectures. La par-
tie langage inclut diffe´rents me´canismes permettant de mode´liser la variabilite´.
Par exemple, chaque logiciel est caracte´rise´ par un ensemble de parame`tres et
ces derniers peuvent servir a` de´terminer les fonctionnalite´s du syste`me. La va-
riabilite´ peut donc eˆtre mode´lise´e graˆce a` ces parame`tres. En fonction de ses
parame`tres, un programme posse´dera certaines fonctionnalite´s. On peut aussi
mentionner xADL 2.0 [14], ce framework permet de cre´er des langages de descrip-
tion d’architectures base´es sur XML. Certains e´le´ments de mode´lisation offerts
par xADL 2.0 permettent de mode´liser la variabilite´. Par exemple, les types
de variant (”variant types”) permettent de repre´senter un choix entre minimum
deux e´le´ments.
Techniques base´es sur les Use Case [28]
A la base, les use cases ne posse`dent pas tous les me´canismes permettant de
mode´liser ”explicitement” et ”efficacement” la variabilite´. Des scientifiques ont
donc publie´ des articles dans lesquels ils proposent d’e´tendre la notation des
use cases. Dans [5], les auteurs e´tendent la notation textuelle des use cases a`
l’aide d’un syste`me de tags. Chaque description textuelle d’un use case contient
donc un ensemble de tags et ces derniers peuvent eˆtre vus comme des points de
variation. Par exemple, dans un texte, chaque occurrence d’un tag devra eˆtre
remplace´e par un des ”variants” de ce tag. Dans [15], les auteurs e´tendent la
notation graphique des use cases. Chaque use case peut eˆtre dit ”kernel” (utilise´
par tous les produits de la SPL), optionnel ou encore variant. Ces derniers
sont des use cases spe´cifiques posse´dant une version spe´cifique pour certains des
produits de la SPL.
Base´es sur les diagrammes de classes [28]
Ici aussi, les scientifiques ont de´cide´ d’e´tendre la notation des diagrammes de
classes afin d’y inclure des me´canismes permettant de mode´liser la variabilite´.
L’utilisation des diagrammes de classes peut se re´ve´ler inte´ressante pour mode´-
liser la variabilite´ dans les donne´es. Par exemple, dans [9], afin de mode´liser les
points de variation, les auteurs utilisent le ste´re´otype ”variation point” tandis
que pour les variants, ils utilisent le ste´re´otype ”variant”. La relation entre un
point de variation et ses variants est repre´sente´e graˆce a` la relation d’he´ritage
des diagrammes de classes.
49
50
Chapitre 4
TVL : ”a text-based
variability language”
Dans le chapitre pre´ce´dent, nous nous sommes inte´resse´s a` la variabilite´ et
au moyen de la mode´liser a` l’aide des diagrammes de features. Dans le pre´sent
chapitre, nous allons dresser les lacunes de ces diagrammes et pre´senter TVL,
un langage de´veloppe´ par l’e´quipe LIEL des FUNDP afin de combler ces lacunes
et de fournir au monde industriel une solution en ade´quation avec ses besoins.
TVL est un langage de mode´lisation base´ sur les features. Contrairement aux
diagrammes, il n’utilise aucune notation graphique, les features, les attributs et
les contraintes sont spe´cifie´s textuellement (d’ou` le nom de TVL : ”a text-based
variability language”). Dans le contexte de TVL, il ne faudra plus parler de
diagrammes de features mais de mode`les de features.
La premie`re section de ce chapitre de´crira les principaux de´fauts des dia-
grammes de features. La deuxie`me section sera subdivise´e en deux sous-sections.
La premie`re sera un rappel the´orique concernant les grammaires formelles tan-
dis que la seconde pre´sentera les fonctionnalite´s et la grammaire de TVL. Enfin,
la dernie`re section de´crira les diffe´rents avantages de TVL.
4.1 Inconve´nients des langages de features ac-
tuelles
Malgre´ le fait que la repre´sentation graphique des features pre´sente des avan-
tages [19] : compre´hensible par la tre`s grande majorite´ des acteurs, concepts
facilement ”manipulables”, ... Dans le domaine industriel ou` les SPLs peuvent
eˆtre compose´es de centaines de features, elle posse`de toutefois certaines lacunes.
Ci-dessous, les trois de´fauts majeurs des diagrammes de features sont explicite´s.
Les limites graphiques
Dans le domaine industriel, les SPLs peuvent inclure des centaines de fea-
tures. De`s lors, l’utilisation des diagrammes peut ne pas eˆtre indique´e [6] [19].
Vu l’impossibilite´ de repre´senter l’ensemble des features en un seul sche´ma, les
inge´nieurs vont souvent eˆtre oblige´s de cre´er plusieurs sous-diagrammes. De
plus, l’ajout d’e´le´ments tels que les attributs ou les contraintes graphiques va
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avoir comme conse´quence d’alourdir encore un peu plus les diagrammes. Dans
certaines situations, un inge´nieur pourra se retrouver face a` des centaines de
features subdivise´es en plusieurs sous-diagrammes surcharge´s par diffe´rents e´le´-
ments. La compre´hension, la gestion et l’exploration de ce genre de diagrammes
pourront vite devenir tre`s complexes. Par exemple, si une contrainte fait in-
tervenir des features et leurs attributs re´partis sur plusieurs sous-diagrammes,
l’inge´nieur va eˆtre oblige´ de jongler entre plusieurs documents. Si c’est le cas
pour plusieurs contraintes, il pourra eˆtre amene´ a` passer plus de temps a` trou-
ver les documents qu’a` ge´rer ou comprendre le diagramme. Dans ces conditions,
garder un sche´ma mental clair du diagramme est tre`s difficile.
Pour les inge´nieurs, l’aspect graphique peut ne repre´senter un avantage que
durant l’analyse des exigences du client. Avant, ils pourront par exemple pre´fe´rer
encoder les diagrammes a` l’aide d’un langage formel. Un tel langage leur paraˆı-
tra sans doute plus intuitif tout en permettant de ve´rifier automatiquement (a`
l’aide d’un logiciel) certains e´le´ments ou qualite´s (par exemple la cohe´rence) du
diagramme. Dans [17], Kang et al. expliquent que leurs diagrammes de features
peuvent vite devenir complexes. De`s lors, ils pre´fe`rent encoder un mode`le de
features textuellement et utiliser la repre´sentation graphique pour analyser des
sous-ensembles de features du mode`le. Enfin, il ne faut pas oublier de pre´ciser
que ces proble`mes graphiques ne sont pas seulement propres aux diagrammes
de features, d’autres techniques de mode´lisation graphique rencontrent le meˆme
genre de difficulte´s [19].
La de´finition de la se´mantique
Ce second proble`me ne provient pas des diagrammes de features mais des au-
teurs qui en de´finissent les langages de mode´lisation. En effet, dans bon nombre
de cas, les scientifiques de´finissent la syntaxe graphique de leur langage tout
en omettant d’en de´finir la se´mantique [21]. Pour certains, la se´mantique est
conside´re´e comme intuitive, il n’y aurait donc pas besoin de la spe´cifier. Or, la
de´finition de la se´mantique est primordiale. Elle a par exemple comme avantage
de permettre la comparaison de l’expressivite´ de deux langages. Dans le cas de
se´mantiques identiques, elle permet de de´tecter les constructions syntaxiques les
plus pratiques. De plus, sans se´mantique, un langage ne peut pas eˆtre analyse´
automatiquement par un ordinateur. Malgre´ le fait que ce de´faut soit duˆ aux
auteurs et non aux diagrammes, e´tant donne´ qu’il se retrouve dans nombre de
langages de diagrammes de features, il peut eˆtre conside´re´ comme un proble`me
re´current des diagrammes de features.
Besoin d’outils de´die´s
De par leur nature graphique, les diagrammes de features ne peuvent eˆtre
manipule´s qu’a` l’aide d’outils de´die´s [6] [19]. Il sera sans doute toujours possible
de cre´er un diagramme de features en utilisant un logiciel de dessin classique
mais quand il s’agira de manipuler ce diagramme, les choses se corseront, surtout
s’il est compose´ de nombreuses features. Par exemple, pour de´placer ou inclure
une feature, il faudra souvent redessiner ”manuellement” tout le diagramme. De
leur coˆte´, les outils de´die´s sont donc pre´vus pour ge´rer les diagrammes de fea-
tures, le de´placement ou l’inclusion d’une feature ne posera aucun proble`me, le
graphe pourra par exemple eˆtre restructure´ automatiquement. Ici, le proble`me,
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c’est qu’en utilisant les diagrammes de features, les utilisateurs deviennent de´-
pendants de la technologie. Sans ces outils, ils ne pourront pas exploiter effica-
cement les diagrammes.
4.2 Grammaire et fonctionnalite´s-cle´s de TVL
TVL est un langage qui a e´te´ de´veloppe´ afin de combler certaines des fai-
blesses (pre´sente´es dans la section pre´ce´dente) des diagrammes de features.
Graˆce a` sa syntaxe et sa se´mantique, il permet d’exprimer simplement des mo-
de`les de features tre`s complets. Dans cette section, la pre´sentation des fonc-
tionnalite´s et de la grammaire de TVL sera d’abord pre´ce´de´e d’un bref rappel
the´orique concernant les grammaires formelles.
4.2.1 Rappel the´orique : les grammaires formelles
Tout comme le franc¸ais ou d’autres langages naturels, les langages formels
(les langages de programmation, ...) posse`dent chacun une grammaire. Une telle
grammaire est constitue´e d’un ensemble de re`gles, appele´es re`gles de production
ou de re´e´criture, pre´cisant comment les mots du langage peuvent eˆtre construits
et structure´s. Ces re`gles sont elles-meˆmes forme´es de symboles terminaux et non-
terminaux. Les symboles terminaux sont souvent des caracte`res ou des suites
de caracte`res. Par exemple : ”while”, ”+”, ”if”, ... Quant aux symboles non-
terminaux, ils correspondent chacun a` une re`gle de production. Pour faciliter la
compre´hension, la coutume veut que les terminaux soient e´crits en minuscules
et les non-terminaux en majuscules. De plus, afin de pouvoir diffe´rencier les
terminaux des constructeurs syntaxiques (les e´galite´s des re`gles de production,
...) propres a` la grammaire, ceux-ci sont encadre´s de guillemets. Ci-dessous, voici
une grammaire forme´e de deux re`gles de production :
(a) EXPRESSION = EXPRESSION "+" EXPRESSION
| NATUREL
(b) NATUREL = "0"
| ["1"-"9"]["0"-"9"]*
Le nom du non-terminal auquel correspond une re`gle se situe a` gauche de
l’e´galite´. A droite se trouve le corps de la re`gle, il de´crit comment le non-terminal
peut eˆtre re´e´crit (l’action de remplacer un non-terminal par la partie droite de
la re`gle lui correspondant est appele´e re´e´criture). Le caracte`re ”|” signifie que
la suite de symboles se trouvant derrie`re lui repre´sente une re´e´criture alterna-
tive. Le corps d’une re`gle peut eˆtre compose´ de plusieurs re´e´critures alternatives
(chacune pre´ce´de´e du symbole ”|”). Dans cette grammaire, la re`gle (a) stipule
que le non-terminal ”EXPRESSION” peut eˆtre re´e´crit de deux fac¸ons diffe´rentes :
soit en une somme de deux ”EXPRESSION” (un non-terminal peut donc lui-meˆme
eˆtre inclus dans le corps de sa propre re`gle), soit en un autre non-terminal :
”NATUREL”. La seconde re`gle (b) correspond au non-terminal ”NATUREL”. Elle
pre´cise qu’un tel symbole peut eˆtre re´e´crit de deux manie`res diffe´rentes. Pre-
mie`rement, ”NATUREL” peut tout simplement eˆtre re´e´crit en ”0”. Deuxie`mement,
il peut aussi eˆtre re´e´crit en un nombre dont le premier caracte`re serait situe´ dans
un intervalle entre un et neuf et dont les caracte`res suivants seraient n’importe
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quelle combinaison de chiffres compris entre ze´ro et neuf. Le nombre de chiffres
de cette combinaison peut tre`s bien eˆtre e´gal a` ze´ro (dans ce cas, la combinaison
est vide et n’existe tout simplement pas). En effet, le caracte`re ”*” signifie que
le symbole auquel il se raccroche peut ne pas eˆtre re´pe´te´, ou au contraire, re´pe´te´
un nombre quelconque de fois. Le caracte`re ”+”, est semblable a` ”*” sauf que
le symbole auquel il est associe´ doit eˆtre re´pe´te´ au moins une fois. Ainsi, par
exemple, les nombres :
– 0, 1560 et 9 sont des naturels, ils respectent la premie`re ou la seconde
altenative de la re`gle de production (b).
– 0156 et 09 ne sont pas des naturels, ils violent les deux alternatives de la
re`gle de production (b).
Ge´ne´ration des mots
Graˆce a` ses re`gles de production, une grammaire est capable de ge´ne´rer des
mots. Pour cela, il faut partir de l’axiome (le non-terminal a` partir duquel tous
les mots sont ge´ne´re´s) et appliquer les re`gles de production jusqu’a` obtenir une
chaˆıne de symboles compose´e uniquement de symboles non-terminaux.
EXPRESSION
EXPRESSION + EXPRESSION
NATUREL + EXPRESSION
237 + EXPRESSION
237 + NATUREL
237 + 72
Figure 4.1 – Exemple de de´rivation
Dans la Figure 4.1, le non-terminal ”EXPRESSION”a d’abord e´te´ re´e´crit en uti-
lisant la premie`re alternative de la re`gle (a). Ensuite, durant la seconde e´tape,
le non-terminal ”EXPRESSION” le plus a` gauche a e´te´ re´e´crit a` l’aide de la se-
conde alternative de la re`gle (a). A la troisie`me e´tape, le nouveau non-terminal
”NATUREL” a e´te´ re´e´crit graˆce a` la seconde alternative de la re`gle (b). Enfin, le
non-terminal de droite ”EXPRESSION” a lui aussi e´te´ re´e´crit en utilisant successi-
vement les secondes alternatives des re`gles (a) et (b). L’application d’une suite
de re`gles de re´e´criture afin de ge´ne´rer un mot est appele´e de´rivation. La de´riva-
tion de l’exemple ci-dessous est note´e EXPRESSION =⇒ 237 + 72. A partir de
l’axiome ”EXPRESSION”, il a e´te´ possible de de´river le mot 237 + 72. L’ensemble
des mots qu’une grammaire G est capable de ge´ne´rer est appele´ langage de G
et est note´ L(G).
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Reconnaissance des mots
Dans la Figure 4.1, le mot 237 + 72 a e´te´ ge´ne´re´ a` partir des re`gles de
production. Cependant, il peut aussi eˆtre inte´ressant de savoir de´terminer si oui
ou non, une suite de caracte`res fait partie du langage de´fini par une grammaire
et forme alors un mot. Les logiciels capables d’accomplir ce travail sont appele´s
reconnaisseurs ou analyseurs. Ces derniers divisent l’analyse d’une chaˆıne de
caracte`res en deux phases 1.
La premie`re, l’analyse lexicale, consiste a` regrouper les caracte`res afin de
former des tokens. Chacun d’eux correspond a` un symbole terminal de la gram-
maire. La seconde, l’analyse syntaxique, va devoir de´terminer si oui ou non,
la suite de symboles transmise par l’analyse lexicale est de´rivable a` partir des
re`gles de la grammaire. Autrement dit, il va falloir reconstruire, en partant de
cette suite, la de´rivation permettant de la ge´ne´rer. Dans le cas ou` il existe bien
une de´rivation, la chaˆıne analyse´e fait alors partie du langage de la grammaire.
Dans le second cas, elle n’en fait tout simplement pas partie. Lorsqu’un mot est
de´rivable a` partir de plus d’une seule seule de´rivation (e.g. il existe plusieurs
de´rivations permettant de ge´ne´rer le mot), la grammaire est dite ambigu¨e.
Lors de la construction de la de´rivation de la Figure 4.1, nous avons applique´
une strate´gie LL (”Left to right, Leftmost derivation”). A chaque e´tape, nous
avons parcouru la chaˆıne de gauche a` droite en re´e´crivant syste´matiquement
le non-terminal le plus a` gauche, ce qui a produit une de´rivation gauche. A
l’inverse, dans une strate´gie LR (”Left to right, Rightmost derivation”), la chaˆıne
est toujours parcourue de gauche a` droite mais c’est le non-terminal le plus a`
droite qui est toujours re´e´crit, ce qui produit une de´rivation droite. De par la
structure 2 de sa grammaire, un langage ne peut par exemple eˆtre reconnu que
par un reconnaisseur LL (ge´ne´rant des de´rivations gauches) ou LR (ge´ne´rant des
de´rivations droites). La grammaire d’un tel langage est alors dite grammaire LL
ou LR.
Arbre syntaxique
Il faut aussi noter que toute de´rivation peut eˆtre exprime´e sous la forme d’un
arbre syntaxique. Par exemple, la de´rivation de la Figure 4.1 est repre´sente´e par
l’arbre syntaxique de la Figure 4.2 (situe´e sur la page suivante).
Dans ce type d’arbre, chaque noeud repre´sente un symbole non-terminal
tandis que chaque feuille incarne un symbole terminal. Chaque non-terminal est
relie´ aux symboles d’une de ses alternatives de re´e´criture par des branches (en
fonction de l’alternative qui a e´te´ choisie durant la de´rivation). Dans cet arbre,
le noeud racine est donc l’axiome de la grammaire : ”EXPRESSION”. Ce noeud
posse`de trois fils correspondant aux symboles de la premie`re alternative de la
re`gle (a). Le fils ”EXPRESSION” le plus a` gauche posse`de lui-meˆme son propre
fils, il correspond au symbole ”NATUREL” de la seconde alternative de la re`gle
(a). Enfin, ce noeud ”NATUREL” posse`de aussi un fils, ”237”, le symbole terminal
de la seconde alternative de la re`gle (b). De manie`re similaire, le second fils
”EXPRESSION” (le plus a` droite) du noeud racine posse`de aussi un fils ”NATUREL”
1. Ces deux phases sont explique´es plus en de´tails dans la Section 6.1 du chapitre suivant.
2. L’objectif de ce me´moire n’e´tant ni les grammaires, ni les reconnaisseurs, son auteur in-
vite le lecteur a` consulter le site http://www.enseignement.polytechnique.fr/informatique/
profs/Luc.Maranget/compil/poly/grammatical.html pour obtenir plus de renseignements.
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Figure 4.2 – Arbre syntaxique correspondant a` la de´rivation de la Figure 4.1.
qui, lui-meˆme, a comme fils ”72”, le symbole terminal de la seconde alternative
de la re`gle (b). Cet arbre syntaxique correspond donc bien a` la de´rivation de la
Figure 4.1.
De´finitions formelles
Apre`s cette pre´sentation ”pratique” des grammaires, il est maintenant pos-
sible d’en donner une de´finition formelle.
De´finition 4.1 Formellement, une grammaire est de´finie a` l’aide d’un quadru-
plet (N,T,R, a) ou` :
1. N repre´sente un ensemble fini non vide de symboles non-terminaux. Ces
symboles sont ceux utilise´s dans les re`gles de production de la grammaire.
2. T repre´sente un ensemble fini non vide de symboles terminaux. Ces sym-
boles sont aussi ceux utilise´s dans les re`gles de production de la grammaire.
3. R repre´sente l’ensemble fini non vide des re`gles de production.
4. a ∈ N est un symbole non-terminal repre´sentant l’axiome de la grammaire.
La grammaire forme´e par les re`gles (a) et (b) est donc de´finie par le quadru-
plet (N,T,R, a) ou` :
1. N = { EXPRESSION, NATUREL }
2. T = { +, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 }
3. R = {(a), (b)} (Par souci de concision, seules les re´fe´rences des re`gles ont
e´te´ mentionne´es.)
4. a = EXPRESSION
De´finition 4.2 Le langage L(G) d’une grammaire G peut lui aussi eˆtre de´fini
de fac¸on formelle. Ainsi :
L(G) = {x | x ∈ T ∗ ∧ a =⇒ x}
Donc, la suite de caracte`res x fera partie du langage L(G) si et seulement si
cette suite n’est compose´e que de symboles terminaux compris dans l’ensemble
T et s’il existe une de´rivation valide permettant de de´river x depuis l’axiome a.
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4.2.2 Grammaire et fonctionnalite´s de TVL
En tant que langage formel, TVL posse`de sa propre grammaire formelle.
Cette dernie`re est de type LALR, c’est-a`-dire qu’elle ne contient aucune ambi-
gu¨ıte´ et qu’elle est interpre´table par un analyseur LALR (”look-ahead LR”), un
analyseur LR (voir Sous-section 4.2.1) optimise´. Afin de pouvoir pre´senter simul-
tane´ment les fonctionnalite´s et la syntaxe de TVL, l’auteur de ce me´moire invite
le lecteur a` se munir de la grammaire de TVL disponible dans l’annexe B. Pour
chaque fonctionnalite´ pre´sente´e, le lecteur peut consulter la section de la gram-
maire y correspondant. L’acquisition et la compre´hension de la syntaxe n’en
seront donc que facilite´es. Toutefois, les fonctionnalite´s pre´sente´es ci-dessous
peuvent aussi eˆtre parcourues sans avoir recours a` la grammaire.
Avant de pre´senter toutes les fonctionnalite´s de TVL, il est important de
d’abord pre´senter les re`gles de formation des identifiants :
– Seuls les identifiants de features doivent commencer par une majuscule.
– Les identifiants des autres e´le´ments (attributs, types, ...) doivent eux com-
mencer par une minuscule.
Ensuite, un identifiant peut eˆtre compose´ de n’importe quelle suite forme´e
par des lettres, des chiffres et/ou le caracte`re ”_”.
Exemple global
1 enum socket in {LGA1156, ASB1};
2 struct dimensions {
3 real longueur;
4 real largeur;
5 }
6
7 root CarteMere
8 group oneof {
9 Asus,
10 Aopen
11 }
12
13 Asus {
14 real prix, ifin: is 350, ifout: is 0;
15 int maxRam is 24;
16 }
17
18 AOpen {
19 real prix, ifin: is 250, ifout: is 0;
20 int maxRam is 16;
21 }
22
23 CarteMere {
24 real prix;
25 int maxRam;
26 socket socketCarteMere;
27 dimensions dimensionsCarteMere;
28 }
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Cet exemple (situe´ sur la page pre´ce´dente) sera utilise´ pour illustrer les diffe´-
rentes fonctionnalite´s de TVL. Ce mode`le 3 est compose´ de trois features (lignes
7 a` 11) : la feature racine ”CarteMere” et ses deux features enfants ”Asus” et
”AOPen”. Chacune de ces features a e´te´ de´clare´e une seconde fois (lignes 13
a` 28) accompagne´e cette fois-ci de ses attributs. Les features ”Asus”, ”AOPen”
et ”CarteMere” posse`dent chacune un attribut re´el ”prix” et un attribut entier
”maxRam” (repre´sentant la quantite´ maximum de me´moire ram que la carte
accepte). Cependant, la feature ”CarteMere” (lignes 23 a` 28) posse`de deux at-
tributs supple´mentaires : l’attribut ”socketCarteMere” de´fini a` l’aide du type
”socket” (ligne 1) et l’attribut ”dimensionsCarteMere” de´fini a` l’aide du type
”dimensions” (lignes 2 a` 5). Les diffe´rents e´le´ments de ce mode`le sont pre´sente´s
plus en de´tail dans les sous-sections ci-dessous.
Composition d’un fichier TVL (Axiome ”MODEL” de la grammaire)
La premie`re re`gle de la grammaire indique qu’un fichier TVL peut eˆtre com-
pose´ de n’importe quelle suite de de´clarations de types (”TYPE”), de constantes
(”CONSTANT”) ou de features (”FEATURE”). Elle permet donc a` l’utilisateur de
choisir lui-meˆme l’ordre dans lequel il veut de´clarer ces trois e´le´ments. Un uti-
lisateur pourra d’abord pre´fe´rer de´clarer les types avant tout le reste alors qu’a`
l’inverse, un autre voudra d’abord de´clarer les constantes. Ainsi, toutes les com-
binaisons sont possibles, ce qui permet de personnaliser au maximum l’agen-
cement des de´clarations de types, de constantes et de features. Dans l’exemple
global, les types (lignes 1 a` 5) ont e´te´ spe´cifie´s avant les features.
La de´finition de types (Section type dans la grammaire)
En plus des types de base (entier, re´el, e´nume´ratif ou boole´en), TVL permet
a` l’utilisateur de de´finir ses propres types (”TYPE”). Ces derniers pourront eˆtre
re´utilise´s dans n’importe quelle de´claration d’attribut. Il existe deux sortes de
types :
1. Les types simples (”SIMPLE_TYPE”) : dans la de´claration d’un tel type,
il suffit de pre´ciser le type de base (entier, re´el, boole´en ou e´nume´ratif),
l’identifiant et e´ventuellement le domaine de valeur du type. Un type e´nu-
me´ratif est un type de base spe´cial, il permet d’e´nume´rer une suite d’e´le´-
ments. Dans l’exemple global, le type simple ”socket” (ligne 1) correspond
a` une e´nume´ration de sockets de processeurs. De plus, ce type est re´utilise´
pour de´finir l’attribut ”socketCarteMere” (ligne 26) de la feature ”Carte-
Mere”. Une carte-me`re pourra donc accepter soit des processeurs avec un
socket ”LGA1156”, soit des processeurs avec un socket ”ASB1”.
enum socket in {LGA1156, ASB1};
CarteMere {
...
socket socketCarteMere;
...
}
3. Ce mode`le reprend en fait un sous-ensemble des features du diagramme de la Figure 3.6
situe´e page 40. Cependant, dans l’exemple de ce chapitre, les features ont e´te´ dote´es d’attributs
supple´mentaires.
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2. Les types structure´s (”RECORD”) : dans ce cas, le type peut eˆtre compose´
de plusieurs types simples. Dans la de´claration d’un type structure´, il faut
tout d’abord indiquer le mot-cle´ ”struct” suivi de l’identifiant du type.
Ensuite, entre des accolades, il suffit de spe´cifier tous les types simples
formant le type structure´. Dans l’exemple global , le type structure´ ”di-
mensions” (lignes 2 a` 5) est compose´ de deux types simples : ”longueur”
et ”largeur”. Ce type est re´utilise´ pour de´finir l’attribut ”dimensionsCar-
teMere” (ligne 27) de la feature ”CarteMere”.
struct dimensions {
real longueur;
real largeur;
}
CarteMere {
...
dimensions dimensionsCarteMere;
...
}
La de´finition de constantes (Section constante dans la grammaire)
Dans certaines situations, l’utilisation de constantes (”CONSTANT”) peut pre´-
senter certains avantages. Dans sa syntaxe, TVL permet d’en de´finir. Pour cela,
il faut tout d’abord indiquer le mot-cle´ ”const” suivi du type de base (entier,
re´el ou boole´en) de la constante. Ensuite, il faut spe´cifier l’identifiant et la valeur
de cette dernie`re. Dans l’exemple suivant, la constante ”maxRam” est de type
entier et repre´sente la valeur 24.
const int maxRam 24;
La de´claration des features (Section feature de la grammaire)
Dans TVL, la de´claration des features (”FEATURE”) est fort modulable. Une
meˆme feature peut eˆtre de´clare´e un nombre quelconque de fois. Ce me´canisme
permet de, par exemple, spe´cifier une premie`re fois une feature dans la structure
globale du mode`le, puis, de de´clarer une seconde fois cette meˆme feature, de
manie`re individuelle et en y ajoutant alors tous ses attributs, ses contraintes...
De cette manie`re, l’utilisateur peut avoir une vision globale du mode`le, de´gage´e
de tous les e´le´ments additionnels (attributs, ...), ce qui facilite la compre´hension.
Dans l’exemple global, les features ont e´te´ de´clare´es de cette fac¸on. Les fea-
tures ”CarteMere”, ”Asus” et ”AOpen” ont e´te´ spe´cifie´es une premie`re fois sans
aucun e´le´ment (attributs, ...). Par apre`s, elles ont de nouveau e´te´ de´clare´es,
accompagne´es cette fois de leurs attributs. Dans le corps d’une feature, il est
possible de de´clarer quatre e´le´ments diffe´rents : des attributs (”ATTRIBUTE”),
des contraintes (”CONSTRAINT”), des donne´es (”DATA”) et un groupe de features
enfants (”FEATURE_GROUP”)”. Les prochaines sections e´tant consacre´es aux trois
premiers e´le´ments, seule la de´claration des groupes de features enfants sera ana-
lyse´e ici.
Lors de la de´claration d’un groupe de features enfants, il faut tout d’abord
indiquer le mot-cle´ ”group”. Par apre`s, il faut pre´ciser la cardinalite´ (voir Sous-
section 3.2.1) de ce groupe, c’est-a`-dire, le nombre minimum et maximum de
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features enfants qui pourront eˆtre se´lectionne´es. Ceci peut se faire de deux fac¸ons
diffe´rentes :
1. Via un intervalle ou` les bornes minimum et maximum sont pre´cise´es.
2. Via un mot-cle´ repre´sentant un certain intervalle :
(a) ”oneof” correspondant a` l’intervalle [1..1] et a` l’ope´rateur logique
”xor”.
(b) ”someof”correspondant a` l’intervalle [1..*] (ou` * repre´sente le nombre
de features comprises dans le groupe) et a` l’ope´rateur logique ”or”.
(c) ”allof” correspondant a` l’intervalle [*..*] et a` l’ope´rateur logique
”and”. Dans ce cas, toutes les features du groupe doivent eˆtre se´lec-
tionne´es.
Ensuite, les features enfants formant le groupe peuvent eˆtre de´clare´es. Cha-
cune de ces features peut eˆtre pre´ce´de´e du mot-cle´ ”opt”, indiquant alors qu’elle
est optionnelle. Dans l’exemple global, la cardinalite´ du groupe de features en-
fants de ”CarteMere” a e´te´ pre´cise´e a` l’aide du mot-cle´ ”oneof”. Cependant,
l’utilisation directe de l’intervalle [1..1] aurait aussi e´te´ tout a` fait correcte.
La de´claration des attributs (Section attributs de la grammaire)
Dans sa grammaire, TVL permet de de´clarer un nombre quelconque d’at-
tributs (”ATTRIBUTE”) dans le corps d’une feature. Lors de la de´claration d’un
attribut, l’utilisateur a le choix d’utiliser un type de base ou de re´utiliser un
type pre´ce´demment de´fini.
Dans le premier cas, il faut tout d’abord indiquer le type de l’attribut : re´el,
entier, boole´en ou e´nume´ratif. Ensuite, il faut pre´ciser l’identifiant de l’attribut.
Ce dernier peut eˆtre suivi de la de´claration du corps de l’attribut. Dans ce corps,
il est possible de pre´ciser la valeur (pre´ce´de´e du mot-cle´ ”is”) ou le domaine
de valeur (pre´ce´de´ du mot-cle´ ”in”) de l’attribut. Enfin, graˆce aux mots-cle´s
”ifin:” et ”ifout:”, il est aussi possible de spe´cifier la valeur ou le domaine
de valeur de l’attribut quand la feature de celui-ci est se´lectionne´e (”ifin:”)
et/ou de´-se´lectionne´e (”ifout:”). Dans l’exemple global, la valeur de l’attribut
”maxRam” (ligne 20) de la feature ”AOpen” a e´te´ pre´cise´e a` l’aide du mot-cle´
”is”. A l’inverse, les valeurs de l’attribut ”prix” (ligne 19) ont e´te´ pre´cise´es a`
l’aide de blocs conditionnels. Si la feature ”AOpen” est se´lectionne´e, l’attribut
”prix” sera e´gal a` 250 et a` 0 dans le cas contraire.
Dans le second cas, il faut premie`rement indiquer l’identifiant du type utilise´.
Deuxie`mement, il faut spe´cifier l’identifiant de l’attribut. A la suite de ce dernier,
il est alors possible de spe´cifier le corps de l’attribut. A ce moment-la`, il existe
deux possibilite´s :
1. Le type re´utilise´ n’est pas un type structure´. La de´claration du corps
est alors identique a` celle du premier cas (lorsqu’un attribut est de´clare´
avec un type de base). Dans l’exemple global, l’attribut ”socketCarteMere”
(ligne 26) de la feature ”CarteMere” a e´te´ de´clare´ de cette fac¸on.
2. Le type re´utilise´ est un type structure´. Dans ce cas, pour certains ou tous
les sous-attributs de ce type structure´, l’utilisateur peut pre´ciser l’iden-
tifiant du sous-attribut suivi du corps de ce dernier. Le corps peut eˆtre
spe´cifie´ de la meˆme fac¸on que dans le premier cas (lorsqu’un attribut est
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de´clare´ avec un type de base). Dans l’exemple global, l’attribut ”dimen-
sionsCarteMere” (ligne 27) de la feature ”CarteMere” a e´te´ spe´cifie´ avec
l’aide du type structure´ ”dimensions”.
Dans le cas ou` la valeur de l’attribut est spe´cifie´e (a` l’aide du mot-cle´ ”is”),
il n’est pas permis d’ajouter de blocs conditionnels ”ifin:” ou ”ifout:”. En
effet, l’attribut gardera toujours cette valeur, que sa feature soit se´lectionne´e ou
non.
La spe´cification des diffe´rentes valeurs (valeur de base, valeur quand la fea-
ture de l’attribut est se´lectionne´e, ...) d’un attribut se fait a` l’aide d’expressions
(”EXPRESSION”) ou d’expressions d’ensemble (”SET_EXPRESSION”). Bien entendu,
le type de ces dernie`res doit eˆtre identique au type de l’attribut auquel elles se
rattachent. Dans le cas contraire, la de´claration de l’attribut n’est pas valide.
La formulation des contraintes (Section contraintes de la grammaire)
Comme explique´ plus haut, les contraintes (”CONSTRAINT”) doivent eˆtre de´-
clare´es dans le corps des features. TVL permet de de´clarer trois types de contraintes :
1. Les contraintes forme´es a` l’aide du mot-cle´ ”ifin:”. Elles deviennent ac-
tives quand la feature dans laquelle elles sont de´clare´es est se´lectionne´e.
2. Les contraintes forme´es a` l’aide du mot-cle´ ”ifout:”. Elles deviennent
actives quand la feature dans laquelle elles sont de´clare´es n’est pas se´lec-
tionne´e.
3. Les contraintes constamment actives. Dans ce cas, il n’y a pas besoin d’uti-
liser de mot-cle´.
Tout comme pour les attributs, la spe´cification des formules des diffe´rentes
contraintes se fait a` l’aide d’expressions (”EXPRESSION”).
La gestion des identifiants (Section identifiants de la grammaire)
Dans TVL, un attribut ou une feature peut eˆtre re´fe´rence´ de deux manie`res
diffe´rentes. La premie`re fac¸on est la plus directe et la plus simple. Une feature est
re´fe´rence´e en spe´cifiant son identifiant. Pour un attribut, il faut d’abord pre´ciser
l’identifiant de la feature a` laquelle il appartient. Ensuite, il faut ajouter un ”.”
puis seulement spe´cifier l’identifiant de l’attribut, comme dans la contrainte ci-
dessous.
AOpen.prix == 250;
Pour re´fe´rencer l’attribut ”prix” de la feature ”AOpen”, on a donc d’abord spe´ci-
fie´ l’identifiant de sa feature. Ensuite, on a rajoute´ le ”.” suivi de son identifiant.
La seconde fac¸on permet de re´fe´rencer une feature ou un attribut en spe´ci-
fiant le ”chemin de features” permettant d’y arriver. Ainsi, dans l’exemple glo-
bal, la feature ”Asus” peut eˆtre re´fe´rence´e a` l’aide du chemin ”CarteMere.Asus”.
Dans un chemin, on pre´cise donc la suite de features (respectant la hie´rarchie
de features du mode`le) permettant d’arriver a` la feature ou a` l’attribut cible´.
Tous les identifiants composant un chemin doivent eˆtre se´pare´s entre eux par le
caracte`re ”.”.
Le syste`me des chemins a e´te´ mis en place pour permettre de re´fe´rencer une
feature de manie`re non ambigue¨. En effet, dans un mode`le de features, plusieurs
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features peuvent posse´der des identifiants identiques (dans ce cas, ces features
et leurs identifiants sont dits ambigus). Il a donc fallu trouver un me´canisme
capable de re´fe´rencer, sans aucune ambigu¨ıte´, n’importe quelle feature d’un
mode`le. Dans l’exemple de la Figure 4.3, si la feature ”D” est re´fe´rence´e en
indiquant uniquement son identifiant, le re´fe´rencement sera ambigu. Il pourra
soit repre´senter la feature ”D” de ”B”, soit repre´senter la feature ”D” de ”C”.
Par contre, si la feature ”D” est re´fe´rence´e a` l’aide du chemin ”B.D” ou ”C.D", il
n’y a plus d’ambigu¨ite´ possible. Graˆce au me´canisme des chemins de features,
n’importe quelle feature d’un mode`le pourra donc toujours eˆtre re´fe´rence´e de
manie`re non ambigue¨.
root A
group oneof {
B group oneof {D},
C group oneof {D}
}
Figure 4.3 – Mode`le TVL comprenant deux features ambigue¨s.
Enfin, TVL permet d’utiliser trois mots-cle´s pouvant faciliter le re´fe´rence-
ment des features :
1. ”root” repre´sente la feature racine. Par exemple, les deux contraintes ci-
dessous sont e´quivalentes. Utiliser le nom de la feature racine ”CarteMere”
ou le mot-cle´ ”root” produit le meˆme effet.
CarteMere.maxRam == 24;
root.maxRam == 24;
2. ”parent” repre´sente la feature parente de la feature dans laquelle on se
trouve actuellement. Dans l’exemple ci-dessous, les deux contraintes de la
feature ”AOpen” sont e´quivalentes. Utiliser le nom de la feature parente
”CarteMere” ou le mot-cle´ ”parent” produit le meˆme effet.
AOpen {
CarteMere.maxRam == 24;
parent.maxRam == 24;
}
3. ”this” repre´sente la feature dans laquelle on se trouve actuellement. Dans
l’exemple ci-dessous, les deux contraintes de la feature ”AOpen” sont e´qui-
valentes. Utiliser le nom de la feature ”AOpen”ou le mot-cle´ ”this”produit
le meˆme effet.
AOpen {
AOpen.maxRam == 16;
this.maxRam == 16;
}
Ces mots-cle´s peuvent aussi bien eˆtre utilise´s pour de´buter un chemin de
features que pour re´fe´rencer directement une feature.
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La gestion des expressions (Section expression de la grammaire)
Que ce soit dans les contraintes ou dans les de´clarations d’attributs, graˆce a`
ses expressions (”EXPRESSION”), TVL permet d’accomplir de nombreuses ope´ra-
tions. Tout d’abord, graˆce aux ope´rateurs ”!” (ne´gation boole´enne), ”||” (dis-
jonction), ”&&”(conjonction), ”->” (implication), ”<-” (implication inverse) et
”<->” (e´quivalence), il est possible de re´diger diffe´rentes formules boole´ennes,
comme dans la contrainte ci-dessous :
(Asus -> !AOpen) && (AOpen -> !Asus);
Dans cet exemple, on pre´cise que si la feature ”Asus” est se´lectionne´e, alors la
feature ”AOpen” ne peut pas eˆtre se´lectionne´e et vice-versa. Cette contrainte
est donc e´quivalente a` la contrainte traditionnelle ”exclut” (”excludes” dans la
grammaire). Dans TVL, chaque feature est repre´sente´e par un boole´en. Si la
feature est se´lectionne´e, la valeur de ce boole´en passe a` ”vrai”, et a` ”faux” dans
le cas contraire
Ensuite, a` l’aide des ope´rateurs de comparaison ”==”, ”!=”, ”<=”, ”<”, ”>”
et ”>=”, TVL permet de comparer entre elles diffe´rentes expressions. Dans la
contrainte ci-dessous, on pre´cise que si la feature ”Asus” est se´lectionne´e, son
prix doit eˆtre e´gal a` 350 ou a` 0 dans le cas contraire.
(Asus -> Asus.prix == 350) || (!Asus -> Asus.prix == 0);
En utilisant les ope´rateurs ”+”, ”-”, ”*” et ”/”, il est aussi possible d’effectuer
diffe´rents calculs, comme dans la contrainte ci-dessous.
Asus.prix == (2 * 150) + 50;
Graˆce a` ses fonctions d’agre´gation, TVL permet d’effectuer des ope´rations
sur un ensemble de features, d’attributs et/ou d’expressions. Par exemple, dans
la contrainte ci-dessous, la fonction ”sum” calcule la somme des attributs ”prix”
des features ”AOpen” et ”Asus”. A la place des attributs, il aurait e´te´ tout aussi
possible de spe´cifier des expressions nume´riques telles que des entiers, des re´els,...
CarteMere.prix == sum(AOpen.prix, Asus.prix);
De fac¸on similaire, il est aussi possible d’utiliser des fonctions d’agre´ga-
tion avec comme parame`tre un attribut commun a` toutes les features enfants
d’une feature parente. Dans ce cas-la`, il faut que chaque feature enfant posse`de
cet attribut. De plus, il faut aussi que le type de cet attribut soit identique
chez chacune des features enfants. Dans la contrainte ci-dessous, le mot-cle´
”children” combine´ avec l’attribut ”prix” indique qu’il faut tenir compte de
l’attribut ”prix” de toutes les features enfants de ”CarteMere”. Le calcul de cette
nouvelle contrainte est donc similaire a` celui de la contrainte ci-dessus.
CarteMere {
this.prix == sum(children.prix);
}
A l’inverse, dans la contrainte situe´e sur le haut de la page suivante, le mot-
cle´ ”selectedchildren” indique qu’il ne faut tenir compte que de l’attribut des
features enfants ayant e´te´ se´lectionne´es. Donc, si la feature ”Asus” est se´lection-
ne´e, le prix de la feature ”CarteMere” sera e´gal a` sum(350), c’est-a`-dire a` 350.
Dans le cas contraire, il sera e´gal a` sum(250), c’est-a`-dire a` 250.
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CarteMere {
this.prix == sum(selectedchildren.prix);
}
Dans la grammaire de TVL, les fonctions d’agre´gation disponibles sont :
”sum” (additionne tous ses parame`tres), ”mul” (multiplie tous ses parame`tres
entre eux), ”min” (renvoit son parame`tre le moins e´leve´), ”max” (renvoit son pa-
rame`tre le plus e´leve´), ”count” (compte le nombre de ses parame`tres), ”avg”
(calcule la moyenne arithme´tique de ses parame`tres), ”or” (calcule une disjonc-
tion comprenant tous ses parame`tres), ”and” (calcule une conjonction compre-
nant tous ses parame`tres) et ”xor”(calcule une disjonction exclusive comprenant
tous ses parame`tres).
Finalement, TVL posse`de cinq autres ope´rateurs :
– L’ope´rateur ”in” permet de tester si une expression est contenue dans un
ensemble. Dans la contrainte ci-dessous, on ve´rifie que le nombre 5 est bien
contenu dans l’intervalle [1..9], ce qui est le cas.
5 in [1..9];
– L’ope´rateur ”abs” permet de calculer la valeur absolue d’une expression.
– L’ope´rateur ”?” permet de se´lectionner une seule expression parmi deux
expressions. Cette se´lection se fait en fonction de l’e´valuation d’une pre-
mie`re expression. Dans la contrainte ci-dessous, si la feature ”Asus” est
se´lectionne´e, le prix de cette dernie`re est e´gal a` 350 ou a` 0 dans le cas
inverse.
Asus ? Asus.prix == 350 : Asus.prix == 0;
– Les ope´rateurs ”excludes” et ”requires” correspondent respectivement
aux contraintes traditionnelles ”exclut” et ”requiert” pre´sente´es dans le
chapitre pre´ce´dent. La contrainte ci-dessous signifie par exemple que les
features ”Asus” et ”AOpen” sont incompatibles.
Asus excludes AOpen;
Comme cela a e´te´ illustre´ dans les exemples pre´ce´dents, une expression peut
donc faire intervenir des features, des attributs, des valeurs basiques (entier,
re´el, boole´en ou une valeur d’un attribut e´nume´ratif) mais aussi des ensembles.
Ces derniers sont de´finis de la meˆme fac¸on que lorsqu’ils sont utilise´s dans la
de´claration d’un type ou d’un attribut.
Enfin, l’annexe B reprend aussi l’ensemble des re`gles de pre´ce´dence et d’asso-
ciativite´ des diffe´rents ope´rateurs. Ces re`gles pre´cisent la priorite´ des ope´rateurs
(par exemple, elles stipulent que l’ope´rateur de multiplication ”*” est plus prio-
ritaire que l’ope´rateur d’addition ”+”) et leur associativite´ (par exemple, l’ope´-
rateur d’addition ”+” est associatif a` gauche). Elles sont surtout utilise´es durant
l’analyse syntaxique.
Les blocs de donne´es (Section donne´es de la grammaire)
Les blocs de donne´es (”DATA”) permettent de stocker de l’information ex-
terne a` l’inte´rieur des mode`les TVL. Une information externe est une donne´e
qui n’a aucun rapport avec la syntaxe de TVL mais qui posse`de du sens pour
un programme externe. Par exemple, dans le cas d’un logiciel de visualisation
graphique de mode`les TVL, ces blocs de donne´es peuvent servir a` enregistrer la
manie`re (encadrement, couleurs, ...) dont les features sont affiche´es. Dans TVL,
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chaque bloc de donne´es est constitue´ d’un ensemble de couples (cle´, valeur).
Lors de la de´claration d’un bloc de donne´es, il faut tout d’abord indiquer le
mot-cle´ ”data”. Ensuite, entre accolades, il suffit de de´finir tous les couples de
donne´es. Par exemple, le bloc de donne´es ci-dessous pourrait eˆtre rajoute´ a` la
feature ”CarteMere”. La cle´ du premier couple est ”encadrementFeature” et sa
valeur est ”oui”. Dans le second couple, la cle´ est ”couleurIdentifiantFeature”
et la valeur est ”noir”. Dans un diagramme, la feature ”CarteMere” serait donc
encadre´e et son identifiant serait affiche´ en noir.
data {
"encadrementFeature" "oui";
"couleurIdentifiantFeature" "noir";
}
Structure d’un graphe acyclique oriente´ (Non-terminal ”HIERAR-
CHICAL FEATURE” de la section feature de la grammaire)
Dans un mode`le TVL, les features sont agence´es en respectant la structure
d’un graphe acyclique oriente´. Chaque feature peut donc eˆtre simultane´ment
l’enfant de plusieurs features parentes. Dans ce cas-la`, une telle feature est dite
partage´e. Dans le mode`le, le nom de cette feature devra eˆtre pre´ce´de´ du mot-cle´
”shared”, comme dans l’exemple ci-dessous :
root A
group oneof {
B group oneof {D},
C group oneof {shared D}
}
Dans cet exemple, la feature ”D” est a` la fois la feature enfant de la feature
”B” et de la feature ”C”.
La possibilite´ d’inclure des fichiers TVL exte´rieurs
Graˆce a` la commande ”include()”, TVL permet d’inclure le contenu de
fichiers exte´rieurs. Ce contenu sera inclus a` l’endroit ou` la commande est utilise´e.
Ce me´canisme peut par exemple servir a` fusionner diffe´rents mode`les en un seul
mode`le global. Dans l’exemple ci-dessous, le fichier ”Asus.tvl” est inclus dans le
fichier ”CarteMere.tvl”.
Le contenu du fichier ”CarteMere.tvl” :
root CarteMere {
group oneof {
include(Asus.tvl);
}
}
Le contenu du fichier ”Asus.tvl” :
Asus {
int prix;
}
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Le re´sultat de l’inclusion :
root CarteMere {
group oneof {
Asus {
int prix;
}
}
}
Pour inclure le contenu d’un fichier, il faut donc utiliser la commande ”inclu
de()” avec comme parame`tre le chemin relatif ou absolu du fichier. Cette com-
mande e´tant une instruction de pre´-processing (elle permet de pre´parer le fichier
TVL pour l’analyse syntaxique), elle n’est pas comprise dans la grammaire de
TVL.
4.3 Avantages de TVL
Avant de commencer a` e´nume´rer les avantages de TVL, il faut souligner
que ce langage n’a pas la pre´tention de vouloir remplacer les diagrammes de
features. En proposant TVL, le but de l’e´quipe de LIEL est d’offrir une solution
reprenant les principaux avantages de la mode´lisation base´e sur les features, qui
puisse re´ellement eˆtre utilise´e dans le domaine industriel. De par leurs de´fauts
(voir Section 4.1), les diagrammes de features sont rarement employe´s pour
mode´liser des proble`mes industriels.
4.3.1 Modulaire
Graˆce aux diffe´rents me´canismes de modularisation pre´sente´s dans la sec-
tion pre´ce´dente, TVL permet de personnaliser au maximum la structure d’un
mode`le. L’utilisateur peut, par exemple, choisir lui-meˆme l’ordre dans lequel il
de´sire de´clarer les diffe´rents e´le´ments (attributs, contraintes, ...). De plus, ces
me´canismes peuvent aussi servir a` organiser le travail en se´parant les proble`mes.
Les features correspondant a` un certain proble`me peuvent eˆtre isole´es dans un
fichier. Ainsi, chaque proble`me peut eˆtre traite´ plus facilement en se focalisant
uniquement sur les features y ayant trait et en se de´barrassant momentane´ment
des e´le´ments superflus. Par la suite, graˆce a` la commande d’inclusion, il suffit
juste d’inclure le contenu du fichier correspondant a` un proble`me dans le fichier
TVL principal.
4.3.2 Textuel
De par la nature textuelle de TVL, les fichiers TVL pourront eˆtre exploi-
te´s par un grand nombre de programmes. En effet, meˆme avec le logiciel de
traitement de texte le plus basique, il sera toujours possible de cre´er ou de mo-
difier un fichier TVL. TVL est donc un langage qui ne ne´cessite pas d’outils
de´die´s. De plus, graˆce a` sa syntaxe proche de celle du C, les personnes ayant
quelques connaissances en programmation n’auront aucun mal a` le manipu-
ler. En outre, TVL permet aussi de repre´senter les features et les attributs de
manie`re plus concise que dans un diagramme. Cet avantage peut par exemple
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permettre aux inge´nieurs de ge´rer plus facilement les mode`les de features. L’en-
semble des documents a` manipuler sera sans doute moins important que dans le
cas des diagrammes de features. Enfin, vu que tous les e´le´ments sont repre´sente´s
textuellement, les attributs, les contraintes et les features peuvent eˆtre spe´cifie´s
dans le meˆme mode`le. Une contrainte additionnelle peut donc eˆtre exprime´e au
plus pre`s des e´le´ments auxquels elle se rapporte, ce qui peut donc aussi faciliter
la gestion des mode`les. Dans les diagrammes de features, les contraintes addi-
tionnelles ne peuvent pas eˆtre exprime´es sur le graphique (sauf les contraintes
”excludes” et ”requires”).
4.3.3 Se´mantique clairement de´finie
Dans [8], la se´mantique de TVL a e´te´ clairement de´finie. Graˆce a` cela, TVL
peut facilement eˆtre compare´ a` d’autres langages. Il est donc possible de pre´cise´-
ment de´finir les e´quivalences syntaxiques (les e´quivalences entre les instructions)
entre TVL et un autre langage de features (dont la se´mantique a aussi e´te´ de´fi-
nie). Dans ce cas, TVL peut par exemple eˆtre utilise´ comme format d’e´change,
pour exporter des mode`les de features depuis des logiciels utilisant un langage
de mode´lisation de features ferme´ (dont la syntaxe et la se´mantique ne sont
pas connues du public, c’est souvent le cas avec les langages utilise´s dans l’in-
dustrie). De plus, il peut aussi eˆtre utilise´ comme format de stockage pour des
outils graphiques. Graˆce aux blocs de donne´es, ces outils peuvent stocker leurs
propres informations (styles de repre´sentation des features, ...) a` l’inte´rieur du
mode`le. Enfin, la de´finition de la se´mantique permet aux mode`les TVL d’eˆtre
ve´rifie´s automatiquement par des logiciels. Ces derniers pourront eˆtre capables
de controˆler la validite´ des contraintes (e.g. qu’il n’existe pas de conflits entre
les contraintes), de de´tecter les features mortes (e.g. les features qui ne sont
utilise´es dans aucun produit de la SPL), ...
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Deuxie`me partie
Conception du parseur TVL
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Chapitre 5
Motivations, exigences,
fonctionnalite´s et
architecture
Apre`s la pre´sentation du contexte de la proble´matique, ce cinquie`me chapitre
va permettre d’introduire la proble´matique elle-meˆme et de pre´senter la solution
qui y est apporte´e. La premie`re section sera donc consacre´e a` la proble´matique,
c’est-a`-dire, a` l’absence d’outils automatisant le controˆle et l’analyse de mode`les
TVL. Ensuite, la seconde section permettra de pre´senter les exigences requises
pour la solution, autrement dit, pour le parseur TVL. Par apre`s, la troisie`me
section listera l’ensemble des fonctionnalite´s de ce parseur tandis que la dernie`re
section exposera l’architecture du logiciel et permettra de justifier certains choix
de design.
Pour information, le parseur TVL peut eˆtre te´le´charge´ a` l’adresse : http:
//www.info.fundp.ac.be/~acs/tvl/, dans la partie ”Imple´mentation”. Toutes
les instructions ne´cessaires a` son utilisation sont aussi disponibles sur cette page
web.
5.1 Motivations
Comme explique´ dans le chapitre pre´ce´dent, TVL est un langage qui a e´te´ de´-
veloppe´ afin de re´pondre aux besoins du monde industriel. Cependant, pre´sente´
ainsi, TVL ne peut pas eˆtre pleinement exploite´. N’importe quelle entreprise
pourra de´velopper un mode`le TVL mais au moment de controˆler et d’analyser
ce dernier, les choses se compliqueront :
– Controˆler manuellement (sans l’aide d’un logiciel) un mode`le compose´ de
centaines de features, de centaines d’attributs, de centaines de contraintes,
... peut eˆtre une taˆche complexe pouvant ne´cessiter de nombreuses res-
sources (humaines, temps, ...).
– Calculer manuellement des ope´rations par rapport a` ce genre de mode`les
peut eˆtre impossible. En effet, si un de´veloppeur veut ve´rifier la satis-
fiabilite´ du mode`le, il devra lui-meˆme calculer toutes les combinaisons
possibles de features et d’attributs respectant l’ensemble des contraintes
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du mode`le (structure, cardinalite´s et contraintes additionnelles). Vu que
le mode`le peut eˆtre compose´ de plusieurs centaines d’e´le´ments, cette taˆche
s’annonce colossale voire impossible.
Dans ce contexte, les avantages de TVL risqueraient d’eˆtre e´clipse´s par les
inconve´nients lie´s au controˆle des mode`les. Les entreprises pourraient alors ne
trouver aucun inte´reˆt a` utiliser le langage. En effet, TVL serait uniquement utile
au moment de cre´er le mode`le. Par apre`s, vu l’absence de logiciels, le controˆle
et l’analyse des mode`les risqueraient de ne´cessiter trop de ressources que pour
”rentabiliser” l’utilisation de TVL.
De`s lors, afin de combler ce vide et de donner un aperc¸u des avantages
pratiques de TVL, un logiciel automatisant le controˆle et l’analyse des
mode`les doit eˆtre de´veloppe´. Les exigences requises pour ce logiciel sont
expose´es dans la section suivante.
5.2 Exigences
Afin de proposer une solution re´ellement adapte´e a` la proble´matique, l’outil
doit respecter les cinq exigences pre´sente´es ci-dessous.
A. Controˆle de la syntaxe et de la se´mantique d’un mode`le TVL
Le logiciel doit eˆtre capable de controˆler aussi bien la structure que le contenu
d’un mode`le TVL. Il devra par exemple ve´rifier que le mode`le de´crit respecte
bien l’ensemble des re`gles de la grammaire de TVL ou que les contraintes sont
correctement forme´es (utilisation correcte des ope´rateurs, des identifiants, ...).
B. Ge´ne´ration automatique de la forme normalise´e d’un mode`le TVL
Dans [8], les auteurs pre´sentent une liste de transformations permettant de
ge´ne´rer la forme normalise´e d’un mode`le TVL. Une telle forme est cre´e´e a` l’aide
d’un sous-ensemble des constructeurs de TVL. Son principal avantage est de
pouvoir eˆtre re´utilise´e afin d’eˆtre soumise a` diffe´rents types de solveurs. Cepen-
dant, transformer un mode`le manuellement demande beaucoup de concentration
et de temps. De`s lors, afin de simplifier le travail des industriels, l’outil doit eˆtre
capable de ge´ne´rer automatiquement la forme normalise´e d’un mode`le TVL.
C. Controˆle de la satisfiabilite´ d’un mode`le TVL
Dans le but de s’assurer de la validite´ de son mode`le, un de´veloppeur pourra
vouloir en tester la satisfiabilite´. Un mode`le est dit satisfiable s’il existe au moins
une combinaison de features et d’attributs respectant l’ensemble des contraintes
(structure, cardinalite´s et contraintes additionnelles) de ce mode`le. A l’aide d’un
solveur, l’outil doit donc eˆtre en mesure de de´terminer si oui ou non un mode`le
est satisfiable.
D. Possibilite´ d’utiliser le logiciel comme une API
Afin de s’adapter correctement aux diffe´rents environnements des entreprises,
en plus de pouvoir eˆtre employe´ inde´pendamment de tout autre logiciel, l’outil
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doit aussi pouvoir eˆtre utilise´ comme une API. De cette manie`re, les inge´nieurs
d’une entreprise pourront par exemple continuer a` utiliser leurs propres logiciels
tout en interagissant avec l’outil.
E. Portabilite´
Dans les entreprises, diffe´rents syste`mes d’exploitation sont employe´s. Afin
de pouvoir eˆtre utilise´ dans n’importe quelle socie´te´, l’outil doit eˆtre portable
(utilisable sous la plupart des syste`mes d’exploitation actuels).
5.3 Fonctionnalite´s
Suite aux faits expose´s dans la Section 5.1, un logiciel nomme´ ”parseur TVL”
a e´te´ de´veloppe´. Dans le but de respecter les exigences ”A”, ”B” et ”C”, ce logiciel
a e´te´ dote´ de trois fonctionnalite´s majeures :
L’analyse syntaxique et se´mantique d’un mode`le TVL
Afin de pouvoir respecter l’exigence ”A”, le logiciel est capable de ve´rifier syn-
taxiquement et se´mantiquement un mode`le TVL. Pour cela, il proce`de a` toute
une se´rie de ve´rifications permettant de par exemple s’assurer que le mode`le ne
contient pas de cycles. Si aucune erreur n’est de´tecte´e, le logiciel produit les trois
tables des symboles correspondant au mode`le. La partie analyse du parseur est
aborde´e dans le Chapitre 6.
La ge´ne´ration de la forme normalise´e d’un mode`le
L’exigence ”B” impose au parseur de pouvoir ge´ne´rer automatiquement la
forme normalise´e d’un mode`le. A partir d’un mode`le controˆle´ syntaxiquement
et se´mantiquement correct, le logiciel peut donc ge´ne´rer la forme normale de ce
mode`le. Le Chapitre 7 traite de la ge´ne´ration de la forme normale au sein du
parseur.
Le controˆle de la satisfiabilite´ d’un mode`le
L’exigence ”C” contraint le logiciel a` pouvoir ve´rifier la satisfiabilite´ d’un
mode`le. Pour cela, il soumet la forme normale d’un mode`le, moyennant quelques
transformations, a` un solveur. Actuellement, le solveur utilise´ est un solveur
de type SAT. Ceci est justifie´ par le fait que de tels solveurs permettent de
manipuler des mode`les pouvant contenir jusqu’a` dix mille features [18].
Lors de la soumission d’un mode`le TVL normalise´ a` un solveur SAT, le par-
seur proce`de en deux e´tapes. Durant la premie`re, il ge´ne`re la forme boole´enne du
mode`le normalise´. Un mode`le TVL respectant cette forme ne peut par exemple
contenir que des attributs boole´ens. Ceci est duˆ au fait qu’un solveur SAT n’ac-
cepte que des proble`mes uniquement compose´s de variables boole´ennes. La forme
boole´enne d’un mode`le est controˆlable par le parseur et peut eˆtre re´utilise´e afin
d’eˆtre soumise a` un autre solveur SAT que celui actuellement employe´ par le
logiciel.
Ensuite, durant la seconde e´tape, le logiciel ge´ne`re le proble`me SAT corres-
pondant au mode`le boole´en. A partir de la`, il est possible de calculer diffe´rentes
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ope´rations par rapport au mode`le. Il est notamment possible de de´terminer si
oui ou non le mode`le est satisfiable.
La ge´ne´ration de la forme boole´enne et la transformation de cette dernie`re
en un proble`me SAT sont aborde´es dans le Chapitre 8.
5.4 Architecture
Le parseur TVL a e´te´ imple´mente´ a` l’aide du langage oriente´ objet Java 1.
Ceci permet de respecter l’exigence ”E”. En effet, les programmes utilisant ce
langage peuvent eˆtre exe´cute´s sous la plupart des syste`mes d’exploitation ac-
tuels. La seule pre´-condition est d’installer l’environnement Java compatible
avec le syste`me d’exploitation sous lequel le parseur TVL est utilise´.
La structure globale du parseur est compose´e de deux classes principales
et de cinq packages : ”Parser”, ”SyntaxTree”, ”SymbolTable”, ”Exceptions” et
”Util” (comme l’illustre la Figure 5.1). Ces deux classes sont les points d’entre´es
du parseur et permettent de l’utiliser soit comme un logiciel inde´pendant, soit
comme une librairie. Cette de´composition en deux classes permet de respecter
l’exigence ”D”, imposant de pouvoir utiliser le parseur TVL en tant que librairie.
Figure 5.1 – Structure globale du parseur TVL.
Classe principale ”Launcher”
Cette premie`re classe permet d’utiliser directement le parseur comme un pro-
gramme a` part entie`re et inde´pendamment de tout autre logiciel. Graˆce a` cette
classe, il est possible de lancer l’analyse d’un fichier via l’invite´ de commandes
shell. Par exemple, pour lancer l’analyse du fichier ”voiture.tvl”, il suffit de taper
la commande :
java -jar TVLLibrary.jar -s voiture.tvl
ou` ”TVLibrary.jar” repre´sente l’archive contenant le parseur. L’unique me´-
thode de la classe ”Launcher” fait appel aux me´thodes contenues dans la classe
”TVLParser”.
1. Site web officiel de Java : http://www.java.com/fr
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Classe principale ”TVLParser”
Cette seconde classe permet d’utiliser le parseur TVL comme une librairie.
N’importe quel programme peut alors faire appel aux me´thodes imple´mente´es
dans cette classe afin d’analyser un fichier TVL. Ces me´thodes permettent :
– D’analyser syntaxiquement et se´mantiquement un fichier TVL (voir Cha-
pitre 6).
– De ge´ne´rer la forme normalise´e d’un mode`le TVL (voir Chapitre 7).
– De ge´ne´rer la forme boole´enne d’un mode`le TVL (voir Chapitre 8).
– De calculer, a` l’aide d’un solveur SAT, diffe´rentes ope´rations concernant
la forme boole´enne (voir Chapitre 8).
– D’obtenir des informations concernant l’analyse et les diffe´rentes formes
d’un mode`le TVL. Il est par exemple possible de connaˆıtre le nombre de
features contenues dans un mode`le, le nombre d’attributs boole´ens qui ont
e´te´ de´clare´s, ...
Package ”Parser”
Ce package contient les trois classes ne´cessaires a` l’analyse lexicale et syn-
taxique. Ici, l’analyseur lexical a e´te´ ge´ne´re´ automatiquement graˆce a` JFlex 2,
l’e´quivalent Java de Lex (un ge´ne´rateur d’analyseurs lexicaux, voir premie`re
section du chapitre suivant). De son coˆte´, l’analyseur syntaxique a lui aussi e´te´
ge´ne´re´ automatiquement graˆce a` CUP 3, l’e´quivalent Java de Yacc (un ge´ne´ra-
teur d’analyseurs syntaxiques, voir premie`re section du chapitre suivant).
Package ”SyntaxTree”
Ce package inclut l’ensemble des classes ne´cessaires a` la construction des
arbres syntaxiques produits par l’analyseur syntaxique. A quelques exceptions
pre`s, il existe une classe pour chaque symbole non-terminal de la grammaire et
pour chaque alternative de la re`gle de production du non-terminal ”EXPRES-
SION”. Par exemple :
– La classe ”Feature” correspond au symbole non-terminal ”FEATURE”.
– La classe ”Attribute” correspond au symbole non-terminal ”ATTRIBUTE”.
– La classe ”AndExpression”correspond a` l’alternative ”EXPRESSION "&&" EXPRESSION”
– La classe ”EqualsExpression”correspond a` l’alternative ”EXPRESSION "==" EXPRESSION”
– La classe ”LongIDExpression” correspond a` l’alternative ”LONGID”
– ...
La repre´sentation virtuelle d’un arbre syntaxique se fait donc a` l’aide d’ob-
jets Java. Ces derniers sont relie´s entre eux par des re´fe´rences et certains peuvent
contenir des informations (la repre´sentation virtuelle est donc quasi identique a`
la repre´sentation re´elle, voir Sous-section 4.2.1). Par exemple, un objet ”LongI-
DExpression” contient la chaˆıne de caracte`res correspondant au ”LONGID” qu’il
repre´sente. En outre, toutes les classes repre´sentant une alternative de la re`gle
”EXPRESSION” :
– Non-compatibles avec la forme boole´enne (voir Chapitre 8) imple´mentent
l’interface ”Expression”. Cette dernie`re contient deux me´thodes permet-
tant de renvoyer le type et la forme normale d’une expression.
2. Page web officielle de JFlex : http://jflex.de/
3. Page web officielle de CUP : http://www2.cs.tum.edu/projects/cup/
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– Compatibles avec la forme boole´enne (voir Chapitre 8) imple´mentent l’in-
terface ”BooleanExpression”(qui elle-meˆme e´tend l’interface ”Expression”).
”BooleanExpression”contient une me´thode permettant de transformer une
expression boole´enne complexe en une expression boole´enne simple. En
outre, elle inclut aussi les me´thodes permettant de ge´ne´rer la forme nor-
male conjonctive d’une expression boole´enne.
Chaque me´thode cite´e ci-dessus est donc re´alise´e par les classes imple´mentant
directement ou indirectement l’interface de cette me´thode. L’imple´mentation
de ces interfaces permet de faciliter la gestion des expressions. En effet, par
exemple, lors de la ge´ne´ration de la forme normalise´e, chaque expression ”s’auto-
transforme” elle et toutes les sous-expressions qu’elle contient en une expression
normalise´e. Pour ge´ne´rer la forme normalise´e de l’expression E1 ci-dessous, il
faut faire appel a` sa me´thode de normalisation. De`s lors, E1 va aussi faire
appel aux me´thodes de normalisation de ses deux sous-expressions E2 et E3 afin
de les normaliser. Si ces deux sous-expressions sont aussi compose´es d’autres
sous-expressions, elles vont aussi faire appel aux me´thodes de normalisation
de ces dernie`res afin de les normaliser et ainsi de suite. De cette manie`re, la
forme normale de n’importe quelle expression, meˆme la plus complexe, peut
eˆtre facilement ge´ne´re´e.
E1 = ”E2 + E3”
Package ”SymbolTable”
Ce package contient toutes les classes utilise´es pour construire les trois tables
des symboles. Ces dernie`res sont aborde´es en de´tails dans la seconde section du
chapitre suivant.
Package ”Exceptions”
Ce package inclut l’ensemble des classes des exceptions pouvant eˆtre ge´ne´-
re´es durant l’analyse d’un mode`le. Chaque exception correspond a` un proble`me
spe´cifique :
– L’exception ”AmbiguousReferenceException” est renvoye´e quand un che-
min de features est ambigu.
– L’exception ”CycleFoundException” est renvoye´e si un cycle est de´tecte´
dans le graphe.
– L’exception ”ParsingException”est renvoye´e quand une erreur est de´tecte´e
durant l’analyse syntaxique d’un fichier TVL.
– ...
Package ”Util”
Ce package contient l’ensemble des classes n’ayant aucun rapport avec les
the`mes des packages pre´sente´s pre´ce´demment. La classe :
– ”BooleanForm” permet de ge´ne´rer la forme boole´enne d’un mode`le norma-
lise´ (voir Chapitre 8)
– ”NormalForm”permet de ge´ne´rer la forme normale d’un mode`le (voir Cha-
pitre 7).
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– ”FeatureStack” repre´sente une pile de features. Elle est utilise´e durant la
construction des tables des symboles.
– ”IDGenerator”permet de ge´ne´rer des identifiants nume´riques uniques pour
chaque feature ou attribut de la forme boole´enne.
– ”Solver” repre´sente le solveur SAT utilise´ pour analyser la forme boole´enne
d’un mode`le (voir Chapitre 8).
– ”Util”contient diffe´rentes me´thodes permettant d’accomplir des ope´rations
e´le´mentaires. Par exemple, ve´rifier qu’une chaˆıne de caracte`res commence
bien par une majuscule.
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Chapitre 6
Analyse syntaxique et
se´mantique
Suite a` la pre´sentation globale du parseur TVL, le pre´sent chapitre va per-
mettre de pre´senter en de´tails sa premie`re fonctionnalite´ : le controˆle de la syn-
taxe et de la se´mantique d’un fichier TVL. Lors de la ve´rification d’un mode`le,
le parseur ve´rifiera donc aussi bien la structure que le contenu, il controˆlera par
exemple que le mode`le ne contient pas de cycles. De plus, a` la fin de cette ana-
lyse, le parseur produira trois tables de symboles qui pourront eˆtre re´utilise´es
afin de ge´ne´rer la forme normale du mode`le (voir chapitre suivant). Dans ce cha-
pitre, la premie`re section permettra tout d’abord de rappeler les e´tapes-cle´s de
l’analyse d’un fichier tandis que la deuxie`me pre´sentera les structures des trois
tables des symboles ge´ne´re´es durant l’analyse se´mantique. Enfin, la troisie`me
section s’attardera sur le fonctionnement global de l’analyse d’un fichier au sein
du parseur TVL.
6.1 Rappel : les phases-cle´s de la compilation
Meˆme si le logiciel de´veloppe´ n’est pas un compilateur, les premie`res phases
d’analyse d’un fichier TVL sont similaires a` celles qu’un compilateur pratique
pour analyser un fichier. La compilation d’un fichier peut eˆtre de´compose´e en
plusieurs e´tapes.
La premie`re e´tape est l’analyse lexicale. Lors de cette dernie`re, le contenu
du fichier a` compiler est vu comme une suite de caracte`res. L’analyse lexicale
va donc avoir pour but de regrouper ces caracte`res entre eux afin de former
des tokens. Les re`gles de formation de ces derniers sont simples, l’ensemble
des tokens qu’il est possible de former correspond a` l’ensemble des symboles
terminaux de la grammaire. Chaque token doit donc eˆtre forme´ de manie`re a`
correspondre a` un symbole terminal. L’output de l’analyse lexicale est donc
une suite de symboles terminaux. Dans la plupart des cas, le compilateur ne
s’occupe pas lui-meˆme de l’analyse lexicale, il fait souvent appel a` un programme
externe appele´ analyseur lexical. Le ge´ne´rateur d’analyseurs lexicaux le plus
connu est sans doute Lex 1. A partir de l’ensemble des symboles terminaux
1. Vu l’impossibilite´ de trouver la page web officielle de Lex, l’auteur cite ici comme re´fe´-
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d’une grammaire, un tel programme est en mesure de ge´ne´rer automatiquement
un analyseur lexical capable de former des tokens correspondant a` ces symboles
terminaux.
Figure 6.1 – Repre´sentation image´e d’une analyse lexicale.
Dans la Figure 6.1, l’input de l’analyse lexicale est la suite de caracte`res :
”2,3,5, ,+, ,7,2”. Dans l’output, les caracte`res ont e´te´ regroupe´s pour former
une suite de trois symboles terminaux : ”235,+,72”. Dans cet exemple et dans
l’exemple ci-dessous (Figure 6.2), la grammaire utilise´e est celle pre´sente´e dans
la Sous-section 4.2.1 du chapitre pre´ce´dent.
La deuxie`me e´tape est l’analyse syntaxique. Durant celle-ci, il faut ve´rifier
qu’il existe bien une de´rivation permettant de ge´ne´rer la suite de symboles trans-
mise par l’analyse lexicale. Pour une suite de symboles rec¸ue, l’analyseur va donc
reconstruire la de´rivation permettant de ge´ne´rer cette suite. Dans le cas ou` cette
dernie`re est reconnue (e.g. il existe une de´rivation correspondant a` cette suite),
l’analyse syntaxique produit l’arbre syntaxique correspondant a` sa de´rivation.
Tout comme pour l’analyse lexicale, un compilateur s’occupe rarement lui-meˆme
de l’analyse syntaxique, il requiert souvent les services d’un programme ex-
terne appele´ analyseur syntaxique. Le ge´ne´rateur d’analyseurs syntaxiques le
plus connu est sans doute Yacc 2. A partir des re`gles d’une grammaire, un tel
programme peut ge´ne´rer automatiquement un analyseur syntaxique capable de
reconnaˆıtre les mots de cette grammaire.
Figure 6.2 – Repre´sentation image´e d’une analyse syntaxique.
Dans la Figure 6.2, l’output de l’analyse syntaxique est l’arbre syntaxique
correspondant a` la de´rivation de la chaˆıne de symboles ”235,+,72”.
La troisie`me e´tape est l’analyse se´mantique. Durant les deux premie`res e´tapes,
seule la forme du contenu du fichier a e´te´ controˆle´e. Sa signification, son sens
n’ont pas encore e´te´ ve´rifie´s. Par exemple, apre`s une analyse lexicale et syn-
taxique, la phrase ”Romain a mange´ un baˆtiment” sera conside´re´e comme cor-
recte. En effet, la structure et les accords respectent les re`gles de la grammaire
franc¸aise. Cependant, si l’on fait maintenant attention au sens, la phrase n’est
plus valide. Le roˆle de l’analyse se´mantique est donc de controˆler le sens du
contenu du fichier. Pour cela, elle va se servir de l’arbre syntaxique produit par
rence la page web de Flex, l’e´quivalent sous licence GNU de Lex : http://flex.sourceforge.
net/
2. Tout comme pour Lex, il n’a pas e´te´ possible de trouver la page web officielle de Yacc.
L’auteur cite ici comme re´fe´rence la page web de Bison, l’e´quivalent sous licence GNU de
Yacc : http://www.gnu.org/software/bison/
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l’analyse syntaxique. Paralle`lement, elle va aussi avoir besoin de l’ensemble des
re`gles concernant la se´mantique du langage (de´crites formellement ou informel-
lement). Cet ensemble va par exemple contenir les re`gles portant sur l’utilisa-
tion des identifiants des variables, des fonctions, ... Une de ces re`gles pourra par
exemple stipuler que les identifiants des fonctions doivent eˆtre uniques. De`s lors,
si durant l’analyse se´mantique, le compilateur rencontre deux fonctions ayant
un identifiant identique, il renvoit une erreur et l’analyse e´choue.
L’output de l’analyse se´mantique est une table des symboles. Cette der-
nie`re va contenir l’ensemble des e´le´ments identifie´s (e.g. les e´le´ments posse´dant
un identifiant. Par exemple : les variables, les constantes, ...) de´clare´s dans le
contenu du fichier. Chacun de ces e´le´ments sera caracte´rise´ par une liste d’attri-
buts (si c’est une variable, cela pourra par exemple eˆtre son type et sa valeur).
Pour construire cette table, il est souvent ne´cessaire de parcourir plusieurs fois
l’arbre syntaxique.
A la fin de cette troisie`me e´tape, il n’existe plus de similitudes entre le parseur
TVL et un compilateur.
6.2 Structure des tables des symboles
L’analyse se´mantique est une e´tape-cle´ de l’analyse d’un fichier TVL. Durant
cette dernie`re, le parseur TVL accomplit deux taˆches importantes. Premie`re-
ment, il ve´rifie que le mode`le respecte bien tout un ensemble de re`gles se´man-
tiques et syntaxiques (voir annexe D). Deuxie`mement, il construit les trois tables
des symboles : la table des constantes, la table des types et la table des features.
L’objectif de ces tables est de centraliser toutes les informations concernant une
meˆme cate´gorie d’e´le´ments. Ceci permettra, d’une part, de pouvoir les consulter
afin d’obtenir divers renseignements (concernant les contraintes, les blocs condi-
tionnels des attributs,...) et d’autre part, de pouvoir les re´utiliser afin de ge´ne´rer
la forme normalise´e d’un mode`le.
Chacune de ces trois tables est structure´e comme un dictionnaire de donne´es.
Un tel dictionnaire est constitue´ d’un ensemble de couples (cle´, objet). Pour
pouvoir acce´der a` un objet, il faut pre´ciser sa cle´. Dans un dictionnaire, chacune
de ces cle´s doit eˆtre unique. En ce qui concerne :
– La table des features, les couples sont du type (ID, feature) ou` ID repre´-
sente l’identifiant de la feature.
– La table des types, les couples sont de la forme (ID, type) ou` ID repre´sente
l’identifiant du type.
– La table des constantes, les couples sont du type (ID, constante) ou` ID
repre´sente l’identifiant de la constante.
Dans tous les cas, l’acce`s a` un symbole (feature, type ou constante) se fait
toujours via son identifiant.
La table des features
Comme son nom l’indique, cette table va contenir toutes les informations
concernant les features. Une telle table sera repre´sente´e par un objet de la classe
”FeaturesSymbolTable”. Cette dernie`re inclut tous les e´le´ments caracte´risant une
table (le nombre de features contenues, ...) et toutes les me´thodes permettant
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de cre´er et d’explorer une table. De plus, chaque e´le´ment (feature, attribut,
...) enregistre´ dans cette table est lui-meˆme aussi repre´sente´ par un objet java
spe´cifique. Pour chacun de ces e´le´ments, la classe lui correspondant contient
diffe´rents attributs et me´thodes permettant de le caracte´riser et de le manipuler.
Ainsi :
– Une feature est repre´sente´e par un objet de la classe ”FeatureSymbol”.
Elle est caracte´rise´ par son identifiant, la liste de ses attributs, la liste de
ses features enfants, la liste de ses features parentes, la liste des contraintes
spe´cifie´es dans sa/ses de´claration(s), ...
– Un attribut est repre´sente´ par un objet de la classe ”AttributeSymbol”. Il
est caracte´rise´ par son identifiant, son type, son domaine de valeurs, ... Les
attributs structure´s sont eux repre´sente´s par un objet de la classe ”Record-
Symbol” (cette classe e´tend ”AttributeSymbol”). L’utilisation d’une classe
spe´cifique e´tait ne´cessaire pour pouvoir mode´liser la structure de tels at-
tributs.
– Une contrainte est repre´sente´e par un objet de la classe ”Constraint-
Symbol”. Dans cette dernie`re, l’expression de la contrainte est toujours
construite a` l’aide des classes du package ”SyntaxTree” (voir Section 5.4).
– Le domaine de valeurs d’un attribut peut eˆtre repre´sente´ de deux fa-
c¸ons. Si c’est un intervalle, il est repre´sente´ par un objet de la classe ”In-
tervalSetSymbol” tandis que si c’est une e´nume´ration, il est repre´sente´ par
un objet de la classe ”EnumSetSymbol”. Ces deux classes imple´mentent
l’interface ”SetSymbol”.
Dans la Figure 6.3 (situe´e sur la page suivante), a` chaque feature du mode`le
correspond un emplacement (sauf pour les features ambigue¨s, voir paragraphe
suivant) de la table. Ce dernier contient la ”FeatureSymbol” correspondant a` la
feature. Les e´le´ments en gras et en italique repre´sentent des re´fe´rences vers les ob-
jets java les incarnant (par souci de concision, a` part pour l’attribut ”prix”, pour
la feature ”Voiture” et pour les features ambigue¨s ”Peugeot”, les fle`ches mate´ria-
lisant ces re´fe´rences n’ont pas e´te´ repre´sente´es). Par exemple, dans la ”Feature-
Symbol” Ve´hicule, l’attribut ”prix” est une re´fe´rence vers l’”AttributeSymbol” le
repre´sentant. De manie`re similaire, la feature ”Voiture” est une re´fe´rence vers la
”FeatureSymbol” Voiture de la deuxie`me case. Ce syste`me de re´fe´rence s’appuie
sur le fait qu’a` tout moment, un e´le´ment (feature, attribut, ...) est repre´sente´
par un et un seul objet. Graˆce a` ce me´canisme, si des modifications doivent par
exemple eˆtre apporte´es a` la feature ”Voiture”, elles ne devront l’eˆtre que sur
l’unique ”FeatureSymbol” la repre´sentant.
Toujours dans le mode`le de la Figure 6.3, deux features sont de´clare´es avec un
identifiant identique : ”Peugeot”. Ces derniers et leur feature sont donc dits am-
bigus et dans la table des features, l’emplacement correspondant a` cet identifiant
est vide (il est grise´ dans la figure). Toute tentative d’y acce´der se soldera par
une exception. Des features ambigue¨s ne sont pas directement enregistre´es dans
la table, elles le sont indirectement par l’interme´diaire de la/des re´fe´rences(s)
avec leur(s) feature(s) parente(s). Ainsi, par exemple, la feature ”Peugeot” de
”Voiture” est enregistre´e dans la table graˆce a` la re´fe´rence de sa feature parente.
Pour acce´der a` cette feature, il sera donc obligatoire de passer par sa feature
parente en utilisant le chemin ”Voiture.Peugeot” ou ”Ve´hicule.Voiture.Peugeot”.
Dans une table des features, chaque ”FeatureSymbol” contient donc les re´-
fe´rences vers ses features enfants. De manie`re similaire, les ”FeatureSymbol” de
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root Ve´hicule {
int prix;
group oneOf {
Voiture {group oneof {Peugeot, Porsche}},
Camion {group oneof {Peugeot, Renault}}
}
}
« Véhicule »  Identifiant : « Véhicule » 
Feature racine : oui 
Liste des attributs : 
- prix 
Liste des features enfants : 
- Voiture 
- Camion 
« Voiture » Identifiant : « Voiture » 
Feature racine : non 
Liste des attributs : vide 
Liste des features enfants : 
- Peugeot 
- Porsche 
« Peugeot »   
 
« Porsche » Identifiant : « Porsche » 
Feature racine : non  
Liste des attributs : vide 
Liste des features enfants : vide 
« Camion »  Identifiant : « Camion » 
Feature racine : non 
Liste des attributs : vide 
Liste des features enfants :  
- Peugeot 
- Renault 
« Renault »  Identifiant : « Renault » 
Feature racine : non 
Liste des attributs : vide 
Liste des features enfants : vide  
Identifiant : « prix » 
Type : entier 
Valeur : aucune 
Identifiant : « Peugeot » 
Feature racine : non  
Liste des attributs : vide 
Liste des features enfants : vide 
Identifiant : « Peugeot » 
Feature racine : non  
Liste des attributs : vide 
Liste des features enfants : vide 
Figure 6.3 – Exemple d’une table de features.
ces enfants contiennent aussi les re´fe´rences vers leurs propres features enfants et
ainsi de suite. A partir d’une ”FeatureSymbol”, via les re´fe´rences, il sera toujours
possible d’acce´der a` toutes les features ”descendantes” de cette feature. Donc, a`
partir de la ”FeatureSymbol” de la feature racine du mode`le, il est possible d’ac-
ce´der a` n’importe quelle feature du mode`le. Il est donc primordial de controˆler
que l’identifiant de la feature racine est bien unique au risque de ne plus pouvoir
acce´der a` aucune feature du mode`le.
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La table des types
Une telle table contient l’ensemble des types qui ont e´te´ de´clare´s dans le
mode`le. Au niveau de l’imple´mentation, elle est repre´sente´e par un objet de la
classe ”TypesSymbolTable”. Selon sa cate´gorie, chaque type peut eˆtre repre´sente´
de deux fac¸ons diffe´rentes :
– Un type simple est repre´sente´ par un objet de la classe ”AttributeSym-
bol”. Il peut eˆtre caracte´rise´ par son identifiant, son type de base (entier,
boole´en, re´el ou e´nume´ratif) et son domaine de valeurs.
– Un type structure´ est repre´sente´ par un objet de la classe ”RecordSymbol”.
Il est caracte´rise´ par son identifiant et l’ensemble des types simples qu’il
contient.
Pour repre´senter les types, vu les similarite´s importantes entre ces derniers
et les attributs, il a e´te´ juge´ plus simple de re´utiliser les classes ”AttributeSym-
bol” et ”RecordSymbol”. En outre, les domaines de valeurs ont de nouveau e´te´
repre´sente´s en utilisant les classes ”EnumSetSymbol” et ”IntervallSetSymbol”.
Dans la table des types de la Figure 6.4, pour chaque type de´clare´, il existe
un emplacement dans la table. Ce dernier contient le symbole (”Attribute-
Symbol” ou ”RecordSymbol”) repre´sentant le type. Ici, les e´le´ments en gras et
en italique repre´sentent de nouveau des re´fe´rences vers les objets java les in-
carnant. Par exemple, le type simple ”largeur” est en fait une re´fe´rence vers
l’”AttributeSymbol” le repre´sentant.
struct dimension {
real largeur;
real longueur;
}
int nbrPlaces;
« dimension »  Identifiant : « dimension » 
Type : structuré 
Liste des types simples : 
- largeur 
- longueur 
« nbrPlaces » Identifiant : « nbrPlaces » 
Type : entier 
Domaine de valeurs : aucun 
Identifiant : « largeur » 
Type : réel 
Domaine de valeurs : aucun 
Identifiant : « longueur » 
Type : réel 
Domaine de valeurs : aucun 
Figure 6.4 – Exemple d’une table des types.
La table des constantes
Cette table est sans doute celle dont la structure est la plus simple. Elle
ne contient aucune re´fe´rence vers des e´le´ments exte´rieurs (”FeatureSymbol”, ...).
Une telle table est repre´sente´e par un objet de la classe ”ConstantsSymbolTable”.
Chaque constante y est incarne´e par un objet de la classe ”ConstantSymbol”.
Cette dernie`re permet de caracte´riser chaque constante graˆce a` son identifiant,
son type et sa valeur.
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Dans la table des constantes de la Figure 6.5, pour chaque constante de´clare´e,
il existe un emplacement dans la table. Ce dernier contient la ”ConstantSymbol”
repre´sentant la constante.
const int vitesseMax 250;
const real prixMin 100000;
« vitesseMax »  Identifiant : « vitesseMax » 
Type : entier 
Valeur : 250 
« prixMin » Identifiant : « prixMin » 
Type : réel 
Valeur : 100000 
Figure 6.5 – Exemple d’une table des constantes.
6.3 Fonctionnement global de l’analyse d’un fi-
chier TVL
Apre`s la pre´sentation des diffe´rentes structures des tables des symboles, il
est maintenant possible de s’inte´resser au fonctionnement global de l’analyse
pratique´e par le parseur TVL. Comme illustre´ sur le sche´ma de la Figure 6.6,
l’analyse est compose´e de trois phases.
Figure 6.6 – Sche´ma illustrant le fonctionnement global de l’analyse d’un fichier
TVL.
Durant la premie`re phase, il faut soumettre le fichier TVL a` analyser au
parseur TVL. Pour cela, il faut cre´er un objet ”TVLParser” (voir Section 5.4)
avec comme parame`tre le chemin du fichier a` analyser. La premie`re chose que le
parseur TVL va ve´rifier, c’est si ce fichier contient des ”includes”. Si c’est le cas,
il va les re´soudre un a` un et reconstituer un fichier unique. L’objet ”TVLParser”
est primordial, c’est lui qui va permettre de lancer toutes les ope´rations (analyse,
ge´ne´ration de la forme normalise´e, ...) concernant le mode`le contenu dans le
fichier TVL. De plus, si une exception est rencontre´e durant l’une des phases
(fle`ches rouges sur le sche´ma), c’est a` lui qu’elle sera transmise. Ici, le principe est
que, quel que soit le re´sultat de l’analyse (e´chec ou succe`s), l’objet ”TVLParser”
reste disponible. De cette manie`re, l’utilisateur pourra par exemple toujours
85
s’informer des causes de l’e´chec d’une analyse. Pour lancer l’analyse meˆme du
fichier TVL, il faut utiliser la me´thode ”run()” de l’objet ”TVLParser”. A ce
moment-la`, le parseur TVL passe a` deuxie`me phase.
Durant cette phase, le parseur TVL va soumettre le fichier TVL aux analy-
seurs lexicaux et syntaxiques. Si le fichier est juge´ comme syntaxiquement cor-
rect, l’analyseur syntaxique produit l’arbre syntaxique correspondant au mode`le
contenu dans le fichier. Dans le cas contraire, comme explique´ dans le paragraphe
pre´ce´dent, une exception est transmise a` l’objet ”TVLParser” et l’analyse s’ar-
reˆte car elle a e´choue´.
Dans le cas ou` les analyses lexicales et syntaxiques se sont bien de´roule´es,
le parseur TVL passe a` la phase trois, l’analyse se´mantique. Cette dernie`re
phase est elle-meˆme subdivise´e en trois e´tapes, comme illustre´ sur la Figure 6.7.
Durant ces trois e´tapes, le logiciel va ve´rifier que diffe´rentes re`gles syntaxiques et
se´mantiques sont bien respecte´es. Ces re`gles sont divise´es en trois cate´gories. La
premie`re contient l’ensemble des re`gles concernant les identifiants. Par exemple,
une de ces re`gles stipule que l’identifiant de la feature racine doit eˆtre unique.
Ensuite, la seconde cate´gorie reprend toutes les re`gles ayant trait a` la structure
du mode`le. Une des re`gles de cette cate´gorie interdit par exemple la pre´sence de
cycles dans le graphe. Enfin, la dernie`re cate´gorie inclut l’ensemble des re`gles
concernant le type checking. Par exemple, elle contient la re`gle pre´cisant que
toutes les contraintes doivent eˆtre de type boole´en. Une liste non exhaustive des
re`gles de ces trois cate´gories est disponible dans l’annexe D.
Figure 6.7 – Sche´ma illustrant le fonctionnement de l’analyse se´mantique.
Cette subdivision en plusieurs e´tapes provient du fait que certaines ve´rifica-
tions ne peuvent se faire sans avoir au pre´alable rempli certaines conditions. Il
est par exemple impossible de ve´rifier les contraintes et les e´le´ments (attributs,
features, ...) y entrant en jeu sans avoir auparavant enregistre´ ces e´le´ments dans
les diffe´rentes tables des symboles.
Durant la premie`re phase de l’analyse se´mantique, le parseur TVL va d’abord
re´cupe´rer tous les types contenus dans l’arbre syntaxique afin de cre´er la table
des types. A ce moment-la`, avant d’enregistrer chaque type, il ope´rera toute
une se´rie de ve´rifications (il ve´rifiera qu’il n’existe de´ja` pas un type posse´dant
le meˆme identifiant, ...). Apre`s, le logiciel va faire de meˆme pour les constantes
afin de construire la table des constantes.
Ensuite, toujours durant la premie`re e´tape, le parseur TVL va re´cupe´rer
toutes les de´clarations de features contenues dans l’arbre syntaxique. Pour chaque
de´claration, il va :
– Enregistrer la feature et ses caracte´ristiques (racine ou optionnelle) dans la
table des features. Pour cela, une nouvelle ”FeatureSymbol”, correspondant
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a` la feature, va donc eˆtre cre´e´e dans la table. Dans le cas ou` la feature est
de´ja` enregistre´e dans la table, le parseur TVL passe directement au pas
suivant.
– Enregistrer, s’il y en a, les attributs de la feature dans la table des features.
Chaque attribut et son domaine de valeur vont donc eˆtre rattache´s a` la
”FeatureSymbol” repre´sentant la feature. Lors de la sauvegarde d’un attri-
but, le logiciel proce`de a` tout un ensemble de tests (il ve´rifie s’il n’existe
de´ja` pas un attribut posse´dant le meˆme identifiant, que le domaine de
valeurs de l’attribut concorde bien avec son type, ...). Dans le cas ou` l’at-
tribut posse`de un type de´fini par l’utilisateur, le parseur TVL fait le lien
avec ce type et ve´rifie si ce dernier est utilise´ correctement.
– Enregistrer, s’il y en a, les features enfants de la feature dans la table
des features. Chaque feature enfant va eˆtre rattache´e a` la ”FeatureSym-
bol” correspondant a` la feature. En outre, la de´claration de chaque feature
enfant va eˆtre analyse´e tout comme l’a e´te´ la de´claration de sa feature
parente. Lors de cette e´tape, les features enfants marque´es ”shared” ne
sont pas traite´es car elles le seront durant l’e´tape suivante.
Lorsque le parseur TVL a termine´ d’analyser une de´claration de feature, il
passe a` la suivante jusqu’a` ce qu’il les ait toutes parcourues.
A la seconde e´tape, le parseur va de nouveau parcourir les de´clarations de
features mais en ne faisant attention cette fois-ci qu’aux features partage´es.
Chaque fois qu’il trouvera une feature marque´e ”shared”, il cre´era le lien (dans
la table des features) entre cette feature et sa nouvelle feature parente. Par
apre`s, le logiciel ve´rifiera que les nouveaux liens n’ont pas cre´e´ de cycles dans
le graphe. A la fin des deux premie`res e´tapes, la table des features n’est que
partiellement construite, elle ne le sera comple`tement qu’a` la fin de la troisie`me
e´tape.
Enfin, lors de la troisie`me e´tape, le parseur TVL va explorer une dernie`re fois
l’arbre syntaxique en ne s’inte´ressant qu’aux attributs et aux contraintes. Pour
chaque attribut, il va ve´rifier son/ses blocs(s) conditionnel(s). Il va par exemple
controˆler que l’expression spe´cifie´e dans un des blocs est bien du meˆme type que
l’attribut, ... Chaque fois qu’un bloc conditionnel sera conside´re´ comme correct,
il sera rajoute´ a` l’attribut lui correspondant dans la table des features. Ensuite,
pour chacune des contraintes, le logiciel va tester la validite´ de son expression. Il
va donc par exemple controˆler que les symboles spe´cifie´s sont bien exacts et qu’ils
sont utilise´s au bon endroit, ... De fac¸on similaire aux attributs, toute contrainte
controˆle´e correcte est rattache´e a` la feature lui correspondant dans la table des
features. A la fin de cette dernie`re e´tape, l’analyse se´mantique est termine´e
(l’objet ”TVLParser” en est directement averti, fle`ches vertes dans les Figures
6.6 et 6.7). Les outputs sont donc les trois tables des symboles correspondant au
mode`le contenu dans le fichier TVL. Ces tables peuvent alors eˆtre utilise´es pour
ge´ne´rer la forme normale du mode`le, comme explique´ dans le chapitre suivant.
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Chapitre 7
Ge´ne´ration de la forme
normalise´e d’un mode`le
Le pre´sent chapitre va permettre d’introduire la seconde fonctionnalite´ du
parseur TVL : la ge´ne´ration de la forme normalise´e d’un mode`le. Une telle forme
pre´sente l’avantage de pouvoir eˆtre soumise, moyennant quelques modifications,
a` un solveur. Dans le cas du parseur TVL, cette forme est employe´e afin de
soumettre le mode`le a` un solveur de type SAT (voir chapitre suivant). Dans ce
chapitre, la premie`re section expliquera le principe de la forme normale tandis
que la seconde exposera de fac¸on globale le fonctionnement de la normalisation
au sein du parseur TVL.
7.1 Principes de la forme normale
Les mode`les en forme normalise´e sont des mode`les TVL construits a` l’aide
d’un sous-ensemble des constructeurs de TVL. La notation de ces mode`les est
tre`s fine, c’est une syntaxe ”´epure´e” qui n’est pas sans rappeler une notation
mathe´matique. Par exemple, les mode`les TVL non-normalise´s peuvent eˆtre mo-
de´lise´s en utilisant des constantes et des types. A l’inverse, dans un mode`le TVL
normalise´, il n’est plus possible d’utiliser ce genre de me´canismes de mode´lisa-
tion.
Comme explique´ dans la Sous-section 4.2.1, un langage repre´sente l’ensemble
des mots qu’une grammaire est capable de ge´ne´rer. Dans le cas de TVL, un mot
e´quivaut a` un mode`le. Ainsi, il est possible de de´finir le langage LTV L comme
l’ensemble des mode`les en forme normale de TVL [8].
De´finition 7.1 Chaque mode`le en forme normale est formellement de´fini [8] a`
l’aide d’un tuple (N, r,DE, ω, λ,A, ρ, τ,Φ) ou` :
– N est l’ensemble (non vide) des features.
– r ∈ N est la feature racine.
– DE ⊆ N ×N repre´sente les relations de hie´rarchie entre les features. Par
exemple, le couple (n, n′) ∈ DE indique que n est la feature parente de n′.
Une telle relation peut aussi s’e´crire n→ n′.
– ω : N → {0, 1} marque les features optionnelles avec 1.
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– λ : N → N × N repre´sente l’ope´rateur de de´composition d’une feature.
Pour une feature donne´e, il renvoie la cardinalite´ de cette dernie`re 〈i, j〉
ou` i repre´sente le nombre minimum de features enfants qu’il est possible
de se´lectionner tandis que j repre´sente le nombre maximum.
– A est l’ensemble des attributs.
– ρ : A → N est une fonction totale qui renvoie la feature a` laquelle un
attribut est attache´.
– τ : A → {entier, re´el, enume´ratif, boole´en} est une fonction qui renvoie
le type d’un attribut donne´.
– Φ ∈ Lexp est une expression boole´enne concernant les features de N et les
attributs de A. Elle repre´sente l’ensemble des contraintes additionnelles
qui sont applique´es au mode`le.
Paralle`lement, les mode`les en forme normale doivent respecter un ensemble
de re`gles :
– r est la racine unique ∀n ∈ N( 6 ∃n′ ∈ N • n→ n′)⇔ n = r.
– r n’est pas optionnel ω(r) = 0.
– DE ne contient pas de cycles 6 ∃n1, ..., nk ∈ N • n1 → ...→ nk → n1.
– Les noeuds terminaux posse`dent une de´composition 〈0..0〉.
Lexp est le langage reprenant l’ensemble des expressions boole´ennes valides
B concernant les features de N et les attributs de A. Chacune de ces expressions
doit eˆtre forme´e en respectant la grammaire de la De´finition 7.2 ou` n ∈ N est
une feature, a ∈ A est un attribut, d ∈ Z est un entier, q ∈ Q est un nombre
rationnel et t est une valeur d’un attribut e´nume´ratif.
De´finition 7.2 Grammaire du langage d’expressions Lexp :
B = true | false | n | a | t | E in S | B && B | B || B | !B
| B -> B | B <- B | B <-> B | E == E | E != E | E <= E
| E < E | E >= E | E > E | and(B [, B]*) | or(B [, B]*)
| xor(B [, B]*) | n excludes n | n requires n
E = n | t | a | d | q | E + E | E - E | E / E | E * E
| -E | abs(E) | B ? E : E | sum(E [, E]*) | mul(E [, E]*)
| min(E [, E]*) | max(E [, E]*)
S = { E [, E]*} | [(d | *)..(d | *)] | [(q | *)..(q | *)]
Comme on peut le constater, un mode`le normalise´ ne peut eˆtre construit
qu’a` l’aide des constructeurs TVL permettant de de´finir :
– Les features et leurs relations de hie´rarchie (N, r et DE).
– Le caracte`re optionnel des features (ω).
– Les cardinalite´s des features (λ).
– Les attributs de type basique (A, ρ et τ).
– Une et une seule expression boole´enne (Φ) repre´sentant l’ensemble des
contraintes additionnelles portant sur N et A. Cette seule expression de-
vra respecter la syntaxe de Lexp (voir De´finition 7.2). Cette dernie`re est
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moins fournie que la syntaxe originale (voir Sous-section 4.2.2) des expres-
sions de TVL. Par exemple, il n’est pas possible d’utiliser les mots-cle´s
”selectedchildren” et ”children”.
Ce qui est le plus inte´ressant ici, c’est que LTV L est en fait un sous-ensemble
du langage TVL original. En appliquant toute une liste de transformations (voir
Annexe E), il est possible de ge´ne´rer l’e´quivalent en forme normale de n’importe
quel mode`le TVL [8]. Cette liste de transformations re´pertorie donc toutes les
e´quivalences entre les constructeurs TVL interdits dans un mode`le normalise´
et les constructeurs TVL permis dans un mode`le normalise´. Afin de pouvoir
transformer n’importe quel mode`le TVL en son e´quivalent normalise´, le parseur
TVL va donc appliquer cette liste de transformations, comme explique´ dans la
section suivante.
7.2 Ge´ne´ration de la forme normale d’un mo-
de`le par le parseur TVL
Figure 7.1 – Sche´ma illustrant le fonctionnement global de la normalisation.
Comme illustre´ dans la Figure 7.1, le parseur TVL ge´ne`re la forme normalise´e
en deux e´tapes. Afin de faciliter la compre´hension, le lecteur peut se munir
de la liste des re`gles de transformation d’un mode`le normalise´ disponible dans
l’annexe E.
Durant la premie`re e´tape, a` partir de la table des features ge´ne´re´e a` la fin de
l’analyse se´mantique, le parseur TVL va produire l’arbre syntaxique correspon-
dant a` la forme normalise´e du mode`le. Chaque ”FeatureSymbol” de la table va
donc eˆtre convertie en son e´quivalent normalise´ dans l’arbre syntaxique. L’inte´-
reˆt de cette de´marche est que :
1. Toutes les me´thodes permettant de cre´er un arbre syntaxique existent
de´ja`.
2. Il est aise´ de ge´ne´rer un fichier TVL a` partir d’un arbre syntaxique.
3. La premie`re fonctionnalite´ (l’analyse syntaxique et se´mantique) du parseur
permet de facilement controˆler le fichier TVL nouvellement ge´ne´re´.
4. Le fichier peut eˆtre sauvegarde´ et ainsi eˆtre re´utilise´ pour d’autres appli-
cations.
5. La table des features ne doit eˆtre que tre`s peu modifie´e. La tre`s grande
majorite´ des modifications apporte´es aux e´le´ments (attributs, features, ...)
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afin de les normaliser sont repre´sente´es dans l’arbre syntaxique et non dans
la table des features.
Si les transformations concernant la normalisation e´taient directement ef-
fectue´es dans la table des features, a` chaque fois, il faudrait d’abord effectuer
une copie de la table, afin de pouvoir ulte´rieurement consulter les informations
(correspondant au mode`le non normalise´) qu’elle contient. De plus, il faudrait
cre´er de nouvelles me´thodes capables de ve´rifier les donne´es qui ont e´te´ modifie´es
dans la table afin de normaliser le mode`le. L’unique inte´reˆt de cette approche est
qu’il n’est pas ne´cessaire de passer par des structures de donne´es interme´diaires
(arbre syntaxique et fichier). Etant donne´ les avantages de la premie`re approche
(normalisation du mode`le a` l’aide d’un nouvel arbre syntaxique), l’auteur de ce
me´moire l’a pre´fe´re´e a` la seconde approche (normalisation directe dans la table
des features du mode`le non normalise´).
Comme explique´ pre´ce´demment, le parseur TVL va utiliser comme input la
table des features du mode`le. Plus pre´cise´ment, dans cette table, il va se servir de
la ”FeatureSymbol” correspondant a` la feature racine du mode`le. Cette strate´gie
pre´sente trois avantages majeurs :
1. A partir du moment ou` la table des features a e´te´ ge´ne´re´e, il est certain
que tous les ”include” du fichier de base ont e´te´ re´solus (voir Section 6.3).
La premie`re transformation de la liste des transformations, imposant de
re´soudre les ”include”, n’est donc plus a` accomplir.
2. Les symboles contenus dans la table ne comportent pas d’erreurs. Durant
l’analyse syntaxique et se´mantique, de nombreuses ve´rifications ont e´te´
faites afin de s’en assurer.
3. Comme explique´ dans la Section 6.2, chaque ”FeatureSymbol” de cette
table contient les re´fe´rences vers les ”FeatureSymbol” correspondant a` ses
enfants. De plus, chaque ”FeatureSymbol” centralise tous les e´le´ments (at-
tributs et contraintes) spe´cifie´s dans les diffe´rentes de´clarations de la fea-
ture qu’elle repre´sente. Donc, la ”FeatureSymbol” de la feature racine du
mode`le ”contient” (via les re´fe´rences de ses features enfants et les re´fe´-
rences de ses enfants vers leurs propres enfants, ...) l’ensemble des rela-
tions de hie´rarchie qu’il existe entre les features. De cette manie`re, il ne
faut plus appliquer la transformation nume´ro onze de la liste vu que cette
dernie`re a de´ja` e´te´ ”implicitement” exe´cute´e. Cette transformation impose
de fusionner les diffe´rentes de´clarations d’une meˆme feature en une seule
de´claration globale. De plus, elle impose aussi de re´unir ensemble les de´-
clarations globales des features dans une seule et meˆme structure. Dans
un mode`le normalise´, une feature ne peut donc eˆtre de´clare´e qu’une seule
fois, et cela, dans le groupe de features enfants de sa feature parente.
A partir de cette table, la premie`re chose que le parseur TVL va faire, c’est
transformer les types et attributs structure´s comme indique´ dans la transforma-
tion nume´ro trois (synthe´tise´e dans le Tableau 7.1, situe´ sur la page suivante).
Il est ne´cessaire d’accomplir cette transformation en premier car elle ne´cessite
de modifier les attributs structure´s dans la table des features. Cette ope´ration
est la seule qui ne´cessite d’apporter directement des modifications dans la table
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des features. Si cette taˆche n’est pas accomplie en premier lieu, les expressions
des attributs et des contraintes risquent d’utiliser des identifiants n’existant pas
ou de´pre´cie´s.
Table 7.1 – Normalisation d’un type et d’un attribut structure´s (voir Annexe
E).
Version non normalise´e
Type Attribut
struct t { t a;
int b;
bool c;
}
Version normalise´e
Type Attribut
Supprime´ int a_b;
bool a_c;
Ensuite, pour chaque ”FeatureSymbol” (en commenc¸ant par la feature ra-
cine), la suite des transformations accomplies afin de ge´ne´rer son e´quivalent
normalise´ dans l’arbre syntaxique va eˆtre la suivante 1 :
1. Dans le cas ou` la ”FeatureSymbol”posse`de des enfants. Un nouveau ”FEATU-
RE_GROUP” va eˆtre cre´e´ afin d’accueillir :
(a) La version normalise´e de la cardinalite´ du groupe ”CARDINALITY” en
appliquant la transformation nume´ro dix (synthetise´e dans le Tableau
7.2).
Table 7.2 – Normalisation des cardinalite´s.
Version non normalise´e Version normalise´e
oneof [1..1]
someof [1..*]
allof [*..*]
(b) La version normalise´e ”FEATURE” de chaque ”FeatureSymbol” enfant.
2. Chaque attribut de la ”FeatureSymbol” va eˆtre normalise´ en ”BASE_ATTRI-
BUTE” en appliquant les transformations nume´ro deux, trois, quatre, cinq,
sept et huit (partiellement synthe´tise´es graˆce a` un exemple dans le Tableau
7.3, situe´ sur la page suivante). Chacune des contraintes cre´e´e suite a` la
normalisation d’un attribut sera rattache´e a` la contrainte globale Φ de la
”FEATURE” racine.
1. Ici, pour plus de facilite´, les noms des symboles non-terminaux de la grammaire seront
utilise´s a` la place des noms des classes java leur correspondant. Voir package ”SyntaxTree”
dans la Section 5.4)
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Table 7.3 – Normalisation d’un attribut (voir Annexe E).
Version non normalise´e
f {
int a in [1..9], ifin: is 5, ifout: in [4..6];
}
Version normalise´e
f {
int a;
}
Φ && (c.a in [1..9]) && (c -> c.a == 5) && (!c -> c.a in [4..6])
avec c un chemin de features non ambigue¨s menant a` la feature f.
3. Chaque contrainte de la ”FeatureSymbol” va eˆtre normalise´e en ”CON-
STRAINT” en appliquant les transformations nume´ro deux, trois, six, sept,
huit et neuf (partiellement synthe´tise´es graˆce a` un exemple dans le Tableau
7.4). Chacune de ces ”CONSTRAINT” est ensuite rattache´e a` la contrainte
globale Φ de la ”FEATURE” racine.
Table 7.4 – Normalisation d’une contrainte (voir Annexe E).
Version non normalise´e
f {
int a;
ifin: this.a == sum(children.a);
group [*..*] {f1 {int a}, f2 {int a}}
}
Version normalise´e
f {
int a;
group [*..*] {f1 {int a}, f2 {int a}}
}
Φ && (c -> (c.a == sum(c.f1.a, c.f2.a)))
avec c un chemin de features non ambigue¨s menant a` la feature f.
4. Une nouvelle ”FEATURE”correspondant a` la ”FeatureSymbol”est cre´e´e. En-
suite, le ”FEATURE_GROUP” (s’il y en a un) et les ”BASE_ ATTRIBUTE” (s’il y
en a) dernie`rement ge´ne´re´s sont rattache´s a` cette ”FEATURE”.
A la fin, lorsque la ”FEATURE” correspondant a` la ”FeatureSymbol” racine
a e´te´ cre´e´e et comple´te´e de ses e´le´ments (attributs, contrainte globale Φ et
features enfants), la construction de l’arbre syntaxique est termine´e et le mode`le
peut eˆtre conside´re´ comme normalise´. Comme il est possible de le constater, les
transformations de normalisation ne sont pas applique´es dans l’ordre dans lequel
elles ont e´te´ nume´rote´es. Si c’e´tait le cas, il faudrait parcourir plusieurs fois la
table des features. Afin de contourner ce proble`me, certaines transformations
sont donc applique´es simultane´ment. Enfin, il ne pas faut oublier que graˆce a`
la me´thode de normalisation de l’interface ”Expression” que toutes les classes
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d’expression imple´mentent directement ou indirectement (voir Section 5.4), la
forme normale d’une expression peut eˆtre obtenue facilement.
Apre`s la ge´ne´ration de l’arbre syntaxique, la seconde e´tape de la normali-
sation commence. Cette dernie`re est surtout une e´tape de controˆle du mode`le
normalise´. En effet, l’arbre syntaxique est converti en un fichier TVL. Ensuite,
ce fichier est soumis au parseur TVL afin d’eˆtre analyse´ (syntaxiquement et
se´mantiquement). De cette manie`re, il est possible de s’assurer que le mode`le
normalise´ est bien correct. De plus, a` la fin de cette analyse, la table des features
correspondant au mode`le normalise´ est ge´ne´re´e. Cette dernie`re peut alors eˆtre
re´utilise´e pour ge´ne´rer la forme boole´enne du mode`le normalise´. Cette nouvelle
forme est aborde´e dans le chapitre suivant.
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Chapitre 8
Ge´ne´ration de la forme
boole´enne et utilisation
d’un solveur SAT
Le pre´sent chapitre va permettre de pre´senter en de´tails la troisie`me et der-
nie`re fonctionnalite´ du parseur TVL : la soumission d’un mode`le a` un solveur
SAT. En partant de la table des features d’un mode`le en forme normale, a`
certaines conditions, le parseur TVL peut ge´ne´rer la forme boole´enne de ce mo-
de`le. Cette nouvelle forme peut ensuite eˆtre transforme´e en un proble`me SAT
afin d’eˆtre soumise a` un solveur du meˆme nom. A ce moment-la`, il devient alors
possible de calculer diffe´rentes ope´rations par rapport au mode`le. La premie`re
section de ce chapitre sera donc consacre´e a` la ge´ne´ration de la forme boole´enne
tandis que la seconde pre´sentera la ge´ne´ration d’un proble`me SAT.
8.1 Ge´ne´ration de la forme boole´enne
Cette section sera subdivise´e en deux sous-sections. La premie`re pre´sentera le
principe de la forme boole´enne tandis que la seconde expliquera de fac¸on globale
comment le parseur TVL ge´ne`re la forme boole´enne d’un mode`le normalise´.
8.1.1 Principe de la forme boole´enne
La principale motivation derrie`re la cre´ation de la forme boole´enne est la
possibilite´ de soumettre cette dernie`re, apre`s quelques transformations, a` un
solveur SAT. Pour rappel, a` partir d’une formule boole´enne ϕ en forme normale
conjonctive, ce type de solveur est capable de calculer une ou plusieurs valuations
des variables rendant la formule satisfiable. Chaque valuation repre´sente une
solution du proble`me SAT. S’il en existe au moins une, le proble`me est dit
satisfiable. Une formule boole´enne est sous forme normale conjonctive (FNC) si
elle est une conjonction de disjonctions, c’est-a`-dire : D1∧D2∧...∧Dn ou` chaque
Di est de la forme l1 ∨ l2 ∨ ... ∨ lm et ou` les li sont des variables boole´ennes.
De`s lors, la forme boole´enne d’un mode`le ne peut contenir que des attributs
boole´ens et des expressions boole´ennes sous forme normale conjonctive. Tous les
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mode`les ne sont pas compatibles, ceux posse´dant des attributs entiers et re´els
ne peuvent pas eˆtre convertis. Cette limitation provient du fait que ces attributs
sont complique´s voire impossibles a` convertir en boole´ens. Pour qu’un mode`le
en forme normale soit compatible, il ne peut donc contenir que des attributs
boole´ens ou e´nume´ratifs. A l’aide d’une se´rie de transformations, ces derniers
peuvent eˆtre convertis en boole´ens.
Pour un attribut e´nume´ratif, chacune de ses valeurs peut eˆtre transforme´e en
un attribut boole´en et une contrainte peut eˆtre ge´ne´re´e afin de s’assurer qu’un
seul de ces attributs puisse eˆtre e´value´ a` vrai (voir plus bas, premie`re re`gle de
ge´ne´ration d’un mode`le boole´en).
Pour un attribut nume´rique (re´el ou entier), tout se complique. Une des
principales difficulte´s provient du domaine de ces attributs. Pour un attribut :
– Entier, il faudra ge´ne´rer un boole´en pour chacune des valeurs de son do-
maine (tout comme pour les valeurs des attributs e´nume´ratifs). Si le do-
maine de l’attribut n’est pas borne´ et est donc forme´ d’un nombre infini
de valeurs, il faudra produire un nombre infini de boole´ens, ce qui n’est
pas possible.
– Re´el, meˆme si son domaine de valeurs est borne´, il faudra tout de meˆme
ge´ne´re´ un nombre infini de boole´ens.
Face a` un mode`le contenant des attributs re´els et/ou entiers, il est pre´fe´rable
voire obligatoire d’utiliser un solveur acceptant directement ce genre d’attributs
(voir Chapitre 10).
Dans la Section 5.2, aucune exigence n’imposait de ge´ne´rer la forme boo-
le´enne d’un mode`le. Cependant, durant le de´veloppement du parseur TVL, cette
forme pre´sentait certains avantages qui ont pousse´ l’auteur de ce me´moire a` l’im-
ple´menter :
1. Elle permet une simplification du travail. Au moment de la ge´ne´ration
de cette forme, seuls les attributs e´nume´ratifs, la contrainte globale Φ et
les features optionnelles sont transforme´s en leur e´quivalent boole´en. La
structure du mode`le et les cardinalite´s ne sont converties en leur e´quivalent
boole´en que lors de la ge´ne´ration du proble`me SAT (voir sous-section
suivante).
2. Elle est intelligible par l’homme. Si tout le mode`le e´tait directement converti
en un proble`me SAT, il serait complique´ d’examiner les transformations
effectue´es car le format DIMACS (voir section suivante) impose´ par le
solveur SAT est difficilement compre´hensible.
3. Graˆce a` la premie`re fonctionnalite´ du parseur TVL (l’analyse syntaxique
et se´mantique, voir Chapitre 6), il est aise´ de controˆler automatiquement
cette forme et d’obtenir des informations de statistiques la concernant. Si le
mode`le e´tait directement converti en un proble`me SAT, il serait plus com-
plique´ de ve´rifier les transformations et de re´cupe´rer des renseignements.
Il serait par exemple ne´cessaire de cre´er de nouvelles me´thodes d’analyse
d’un proble`me SAT alors que la premie`re fonctionnalite´ du parseur permet
de de´ja` accomplir cela avec un mode`le TVL.
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De´finition 8.1 Formellement, tout comme pour un mode`le en forme normale
(voir De´finition 7.1, page 89), un mode`le en forme boole´enne peut eˆtre de´fini a`
l’aide d’un tuple (N, r,DE, ω, λ,A, ρ, τ,Φ) . Cependant, dans le cas d’un mode`le
en forme boole´enne :
– ω : N → {0}. Toutes les features sont donc obligatoires.
– τ : A→ {boole´en}. Tous les attributs sont donc de type boole´en.
– Φ ∈ Lexpb
Ensuite, un mode`le en forme boole´enne doit aussi respecter les re`gles spe´ci-
fie´es dans la De´finition 7.1. Cependant, il existe une re`gle spe´cifique aux mode`les
boole´ens. L’expression boole´enne Φ doit eˆtre en forme normale conjonctive :
Φ = C1 && C2 && ... && Cn
ou` chaque Ci est de la forme x1 || x2 || ... || xm et chaque xj ∈ {true, false, e,
!e} ou` e ∈ N ∪A.
Les expressions du langage Lexpb sont forme´es a` l’aide de la grammaire de
la De´finition 8.2 ou` n ∈ N est une feature et a ∈ A est un attribut.
De´finition 8.2 Grammaire du langage d’expressions Lexpb :
B = true | false | n | a | B && B | B || B | !B
Graˆce a` la De´finition 8.1, il est possible de remarquer qu’en plus de se limi-
ter a` des attributs boole´ens et a` une expression globale Φ sous forme normale
conjonctive, la forme boole´enne d’un mode`le normalise´ ne peut pas contenir de
features optionnelles. 1.
Tout comme pour la forme normale, il existe un ensemble de re`gles (dispo-
nible ci-dessous) permettant de convertir un mode`le en forme normale en son
e´quivalent en forme boole´enne. Comme illustre´ dans la Sous-section 8.1.2, c’est
en se basant sur ces re`gles que le parseur TVL va eˆtre capable de construire la
forme boole´enne d’un mode`le normalise´.
Re`gles de ge´ne´ration d’une forme boole´enne
L’ensemble des re`gles ci-dessous permet de transformer un mode`le normalise´
en son e´quivalent en forme boole´enne. Cependant, il ne faut pas oublier que les
mode`les normalise´s posse´dant des attributs entiers ou re´els ne peuvent pas eˆtre
convertis. Meˆme en appliquant ces re`gles, il ne sera donc pas possible de ge´ne´rer
la forme boole´enne de ce type de mode`les.
1) Chaque attribut e´nume´ratif a in {v1, ..., vn} doit eˆtre de´compose´. Un attri-
but boole´en doit eˆtre cre´e´ pour chacune des valeurs de l’attribut e´nume´ratif :
bool a v1 ;
...
bool a vn ;
1. Une autre solution aurait e´te´ d’autoriser les features optionnelles dans les mode`les en
formes boole´ennes. Elles n’auraient alors e´te´ transforme´es en leurs e´quivalents boole´ens (voir
transformation nume´ro 3 page suivante) que lors de la ge´ne´ration du proble`me SAT.
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De plus, il faut ge´ne´rer une contrainte exprimant qu’un et un seul de ces
attributs boole´ens peut eˆtre simultane´ment vrai :
(a v1 && !a v2 && ... && !a vn) ||
(a v2 && !a v1 && !a v3 && ... && !a vn) ||
...
(a vn && !a v1 && ... && !a vn−1)
2) Chaque feature optionnelle opt F doit eˆtre remplace´e par une feature ”ar-
tificielle”. Cette dernie`re doit avoir comme unique enfant la feature F avec une
cardinalite´ [0..1], comme illustre´ dans l’exemple ci-dessous.
...
ParentArtificielF {
group [0..1] {
F
}
}
...
3) Toutes les expressions boole´ennes dites ”complexes” de la contrainte globale
ΦNF
2 du mode`le normalise´ doivent eˆtre transforme´es en leur e´quivalent simple
comme indique´ dans le Tableau 8.1. Dans ces re`gles, les bi sont des expressions
boole´ennes et les ni sont des features.
Table 8.1 – Forme boole´enne : re`gles de transformation des expressions boo-
le´ennes.
Ancienne expression Expression boole´enne simple e´quivalente
A b1 == b2 b1 ⇔ b2
B b1 != b2 !(b1 ⇔ b2)
C and(b1, ..., bn) (b1 && ... && bn)
D or(b1, ..., bn) (b1 || ... || bn)
E xor(b1, ..., bn) (b1 && !b2 && ... && !bn) ||
(b2 && !b1 && !b3 && ... && !bn) ||
...
(bn && !b1 && ... && !bn−1)
F b1 ? b2 : b3 (b1 ⇒ b2) && (!b1 ⇒ b3)
G n1 excludes n2 !n1 || !n2
H n1 requires n2 !n1 || n2
Comme illustre´ dans le tableau ci-dessus, la version simplifie´e d’une expres-
sion ne peut contenir que des ope´rateurs ”basiques” : ”->", ”<-”, ”<->”, ”!”, ”&&”
et ”||”. De cette manie`re, il est possible de directement ge´ne´rer l’e´quivalent en
FNC d’une telle expression en appliquant la cinquie`me transformation.
2. Dans ce chapitre, la contrainte globale de la forme normalise´e est note´e ΦNF afin de
pouvoir la distinguer de la contrainte globale Φ du mode`le en forme boole´enne.
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4) Soit les attributs e´nume´ratifs a1 in {v1, ..., vn}, a2 in {v1, ..., vn}. Ces attri-
buts ont e´te´ transforme´s en attributs boole´ens conforme´ment a` la premie`re re`gle
de transformation (ici, par souci de concision, les contraintes ont e´te´ omises) :
bool a1 v1 ; ... bool a1 vn ; bool a2 v1 ; ... bool a2 vn ;
Chacune des expressions de ΦNF faisant re´fe´rence a` ces attributs doit eˆtre
transforme´e en son e´quivalent boole´en simple comme indique´ dans le Tableau
8.2.
Table 8.2 – Forme boole´enne : re`gles de transformation des expressions utilisant
des attributs e´nume´ratifs.
Ancienne expression Expression boole´enne simple e´quivalente
A a1 == vj a1 vj
B a1 == a2 (a1 v1 && a2 v1) || ... || (a1 vn && a2 vn)
C a1 != vj !a1 vj
D a1 != a2 !((a1 v1 && a2 v1) || ... || (a1 vn && a2 vn))
E a1 in {vi, vj} a1 vi || a1 vj
5) L’expression globale ΦNF doit eˆtre transforme´e en son e´quivalent en forme
normale conjonctive. Pour cela, il faut successivement :
1. Supprimer les implications en les simplifiant (re`gles a, b et c du Tableau
8.3).
2. Distribuer les ne´gations en appliquant les lois de Morgan (re`gles d et e du
Tableau 8.3).
3. Distribuer les disjonctions (re`gles f et g du Tableau 8.3)
Table 8.3 – Forme boole´enne : re`gles utilise´es pour transformer une expression
simplifie´e en son e´quivalent sous forme normale conjonctive.
Expression Simplification
a) A⇒ B !A || B
b) A⇔ B (!A || B) && (!B || A)
c) A⇐ B !B || A
d) !(A && B ) (!A) || (!B)
e) !(A || B ) (!A) && (!B)
f) A || (B && C) (A || B) && (A || C)
g) (B && C) || A (A || B) && (A || C)
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8.1.2 Fonctionnement global de la ge´ne´ration de la forme
boole´enne au sein du parseur TVL
Figure 8.1 – Sche´ma illustrant le fonctionnement global de la ge´ne´ration de la
forme boole´enne d’un mode`le.
Au sein du parseur TVL, la ge´ne´ration de la forme boole´enne est fort similaire
a` la ge´ne´ration de la forme normalise´e comme illustre´e sur la Figure 8.1. Lors de
la premie`re phase, a` partir de la table des symboles de la forme normalise´e, le
parseur TVL va produire l’arbre syntaxique correspondant a` la forme boole´enne
du mode`le. Ensuite, durant la seconde phase, la forme boole´enne du mode`le va
eˆtre analyse´e afin de s’assurer qu’elle ne contient pas d’erreurs.
Au commencement de la phase une, la premie`re chose que le parseur TVL
va faire, c’est transformer tous les attributs e´nume´ratifs en attributs boole´ens
comme indique´ dans la re`gle de transformation nume´ro une (voir sous-section
pre´ce´dente). Cette taˆche doit absolument eˆtre la premie`re a` eˆtre accomplie car
elle ne´cessite d’apporter des modifications directement dans la table des fea-
tures (cre´ation de nouveaux attributs, ...). Dans le cas contraire, le mode`le
boole´en construit risquerait de ne pas eˆtre valide. Cette ope´ration est la seule
qui ne´cessite d’apporter des changements dans la table des features. Toutes les
autres transformations sont directement repre´sente´es dans l’arbre syntaxique de
la forme boole´enne et non dans la table des features.
Ensuite, chaque ”FeatureSymbol” (en partant de la racine) et chaque attri-
but de la table des features vont eˆtre transforme´s en leur e´quivalent dans l’arbre
syntaxique. Leur transformation est similaire a` celle applique´e lors de la nor-
malisation (chaque ”FeatureSymbol” est transforme´e en une ”FEATURE”, ...) sauf
que dans ce cas, toutes les transformations propres a` la forme normalise´e ne sont
bien suˆr pas applique´es. Si le parseur TVL rencontre une feature optionnelle, il
applique la deuxie`me re`gle de transformation (voir sous-section pre´ce´dente).
Apre`s s’eˆtre occupe´ des features et des attributs, le parseur TVL va re´cupe´rer
la contrainte globale ΦNF de la ”FeatureSymbol” racine de la table des features.
A ce moment-la`, le logiciel va ge´ne´rer la version simplifie´e de l’expression ΦNF .
Graˆce a` la me´thode ”toSimplifiedForm()”de l’interface ”BooleanExpression”que
toutes les expressions compatibles avec la forme boole´enne imple´mentent, il
n’est pas trop complique´ d’obtenir la version simplifie´e de ΦNF . Pour pouvoir
ge´ne´rer cette dernie`re, il faut appliquer les re`gles trois et quatre (voir sous-section
pre´ce´dente).
Ensuite, le parseur TVL va ge´ne´rer la forme normale conjonctive de l’ex-
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pression simplifie´e de ΦNF (re`gle nume´ro cinq des transformations boole´ennes,
voir sous-section pre´ce´dente). Pour cela, il va d’abord simplifier toutes les im-
plications (re`gles a, b et c du Tableau 8.3). Par apre`s, il va distribuer les ne´ga-
tions en appliquant la loi de Morgan 3 (re`gles d et e du Tableau 8.3). Enfin, il
finira par distribuer les disjonctions (re`gles f et g du Tableau 8.3) et la ge´ne´-
ration de la forme normale conjonctive de ΦNF sera alors termine´e (toutes ces
transformations sont effectue´es via les me´thodes ”removeArrows()”, ”distribute-
Disjunctions()” et ”distributeNegations()” de l’interface ”BooleanExpression”).
L’expression globale Φ nouvellement ge´ne´re´e sera rattache´e a` la feature racine
contenue dans l’arbre syntaxique. A ce moment-la`, le parseur TVL aura termine´
de ge´ne´rer la forme boole´enne. La premie`re phase sera donc accomplie.
Durant la seconde phase, le parseur TVL va transformer l’arbre syntaxique
de la forme boole´enne en un fichier TVL et ce dernier va eˆtre analyse´ afin de
s’assurer qu’il ne contient pas d’erreurs. Si c’est le cas, le parseur TVL produira
la table des features correspondant au mode`le. Cette table pourra alors eˆtre
re´utilise´e pour ge´ne´rer le proble`me SAT (voir section suivante).
8.2 Ge´ne´ration d’un proble`me SAT
A la fin de la ge´ne´ration de la forme boole´enne, le parseur TVL va transfor-
mer le mode`le boole´en nouvellement ge´ne´re´ en un proble`me SAT (note´ ϕ) afin
de le soumettre a` un solveur du meˆme nom. Graˆce a` cela, il va eˆtre possible de
de´terminer la satisfiabilite´ du mode`le et de calculer diverses ope´rations.
Ci-dessous, la premie`re sous-section pre´sentera le format de formules spe´-
cifique utilise´ par le solveur SAT4J 4 (un solveur SAT imple´mente´ en Java).
Ensuite, la deuxie`me sous-section expliquera comment ge´ne´rer les formules boo-
le´ennes correspondant a` la structure et aux cardinalite´s du mode`le. Enfin, la
troisie`me sous-section sera consacre´e a` la transformation d’un mode`le boole´en
en un proble`me SAT par le parseur TVL tandis que la quatrie`me et dernie`re
sous-section listera l’ensemble des ope´rations re´alisables par le solveur SAT.
8.2.1 Format DIMACS
Le solveur SAT4J utilise´ (tout comme de nombreux solveurs) n’accepte que
des proble`mes boole´ens sous format DIMACS. Ce type de format impose que :
1. L’expression boole´enne repre´sentant le proble`me soit en forme normale
conjonctive.
2. Chaque variable du proble`me soit identifie´e par un entier.
Afin de pouvoir soumettre le proble`me repre´sentant un mode`le TVL boo-
le´en au solveur SAT, il est donc ne´cessaire d’attribuer un identifiant nume´rique
distinct a` chaque feature et attribut (en plus de leur identifiant textuel). Par
exemple, pour pouvoir soumettre la contrainte TVL (a) de la Figure 8.2 (situe´e
sur la page suivante), il a fallu doter chaque e´le´ment d’un identifiant nume´rique :
la feature ”Peugeot” posse`de l’identifiant ”1”, la feature ”Renault” l’identifiant
”2” et la feature ”Porsche” l’identifiant ”3”. L’expression DIMACS qui en re´sulte
3. Site web concernant la loi de Morgan : http://fr.wikipedia.org/wiki/Lois_de_De_
Morgan
4. Site web officiel de SAT4J : http://www.sat4j.org/
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est l’expression (b) de la Figure 8.2. Chaque e´le´ment y est donc identifie´ par un
entier. La ne´gation d’un e´le´ment se fait a` l’aide du signe ”-”.
(a) (Peugeot || Renault) && (Ferrari || !Renault)
(b) (1 || 2) && (3 || -2)
Figure 8.2 – Transformation d’une contrainte TVL en son e´quivalent en format
DIMACS.
Au niveau de l’imple´mentation, chaque clause (conjonction de variables) de
la formule doit eˆtre repre´sente´e dans un tableau d’entiers et tous ces tableaux
peuvent eˆtre re´unis dans un vecteur. Par exemple, la soumission au solveur SAT
de l’expression (b) de la Figure 8.2 se fait graˆce au vecteur : {[1, 2], [3, -2]}.
8.2.2 Transformation de la structure du graphe et des car-
dinalite´s
L’expression globale Φ du mode`le boole´en ne contient que des contraintes
additionnelles, elle n’inclut aucune contrainte concernant la structure et les car-
dinalite´s du mode`le. De`s lors, il est ne´cessaire de ge´ne´rer les formules boole´ennes
correspondant a` la structure et aux cardinalite´s afin de pouvoir les inclure dans
le proble`me ϕ soumis au solveur SAT.
Transformation de la structure du graphe
Pour chaque feature enfant du graphe, une formule boole´enne, appele´e ”re`gle
de justification”, va eˆtre ge´ne´re´e. Pour une feature enfant donne´e, le roˆle de cette
re`gle va eˆtre d’indiquer au solveur que s’il se´lectionne la feature (i.e. il l’e´value a`
”vrai”), il est aussi oblige´ de se´lectionner au moins une de ses features parentes, et
ainsi de suite. Ainsi, pour la feature n dont les parents sont p1, ..., pn l’expression
correspondant a` sa re`gle de justification sera [29] :
!n || p1 || ... || pn
Malgre´ le fait que la feature racine r ne posse`de pas de features parentes,
elle posse`de tout de meˆme une re`gle de justification [29] :
r
Cette dernie`re stipule que la feature racine doit toujours eˆtre se´lectionne´e. Si
cette re`gle n’existait pas, le solveur SAT pourrait toujours calculer une solution
correspondant a` un mode`le vide. A partir de ce moment-la`, n’importe quel
mode`le boole´en posse´derait donc au moins une solution, meˆme ceux comportant
des illogismes. Graˆce aux re`gles de justification, la structure du graphe peut donc
eˆtre incorpore´e dans le proble`me ϕ soumis au solveur. Au niveau du parseur
TVL, les expressions correspondant aux re`gles de justification des features sont
directement ge´ne´re´es au format DIMACS (voir Sous-section 8.2.1).
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Transformation des cardinalite´s
Paralle`lement aux re`gles de justification, il est aussi ne´cessaire de ge´ne´rer les
contraintes boole´ennes correspondant aux cardinalite´s. Autrement, le solveur
pourra toujours se´lectionner n’importe quelle combinaison (pouvant eˆtre vide)
des features enfants d’une feature parente (ce qui correspond a` une cardinalite´
[0..*]). Chaque cardinalite´ est encode´e en une expression boole´enne comme
indique´ dans [29]. Le Tableau 8.4 contient les e´quivalences entre cardinalite´s
et expressions boole´ennes pour une feature n posse´dant les enfants f1, ..., fm.
LTSeq et GTSeq sont des algorithmes
5 permettant d’encoder de fac¸on optimale
des contraintes de cardinalite´s boole´ennes [25]. Une telle contrainte permet de
controˆler le nombre de variables boole´ennes pouvant eˆtre simultane´ment vraies.
Ici, LTSm,jeq (f1, ..., fm) va ge´ne´rer la contrainte boole´enne optimale permettant
de s’assurer que maximum j features enfants fk sont conjointement vraies tandis
que GTSm,ieq (f1, ..., fm) va produire la contrainte boole´enne optimale assurant
que minimum i features enfants fk sont simultane´ment vraies.
Table 8.4 – Correspondances entre cardinalite´s et formules boole´ennes [29].
Cardinalite´ Expression boole´enne e´quivalente
[0..m] Aucune expression ne´cessaire
[0..0]
∧
i=1..m (!n || !fi)
[0..j] 1 ≤ j < m,m ≥ 2 !n && LTSm,jeq (f1, ..., fm)
[1..m] m ≥ 1 !n || f1 || ... || fm
[m..m] m ≥ 1 ∧i=1..m (!n || fi)
[i..m] 0 < i < m,m ≥ 2 !n && GTSm,ieq (f1, ..., fm)
[i..j] 1 ≤ i ≤ j < m,m ≥ 2 !n && GTSm,ieq (f1, ..., fm) && LTSm,jeq (f1, ..., fm)
Au niveau de l’imple´mentation, les expressions boole´ennes correspondant
aux cardinalite´s sont directement ge´ne´re´es au format DIMACS (voir Sous-section
8.2.1).
8.2.3 Utilisation du solveur SAT
La ge´ne´ration du proble`me SAT correspondant a` un mode`le TVL boole´en
ne´cessite donc de transformer ce dernier en une formule boole´enne ϕ sous for-
mat DIMACS. Pour cela, le parseur TVL va tout d’abord re´cupe´rer la contrainte
globale Φ de la feature racine du mode`le. Ensuite, il va ge´ne´rer l’e´quivalent DI-
MACS de cette contrainte. A ce moment-la`, ϕ sera donc compose´ de l’e´quivalent
en forme DIMACS de Φ.
Par apre`s, le parseur TVL va parcourir la table des features de la forme
boole´enne. Pour chaque ”FeatureSymbol” (en partant de la feature racine), il va
ge´ne´rer la contrainte correspondant a` sa re`gle de justification. De plus, si cette
feature posse`de un groupe de features enfants, il va aussi produire la formule
boole´enne correspondant a` la cardinalite´ de ce groupe. A chaque fois, les ex-
pressions ge´ne´re´es sont rajoute´es a` ϕ (en respectant le format DIMACS). A la
fin, lorsque le parseur TVL aura parcouru chacune des features de la table des
5. Ces algorithmes ont e´te´ utilise´s comme des ”blackbox” par le parseur TVL. Le sujet de
ce me´moire n’e´tant pas l’encodage optimal de contraintes en FNC, pour plus d’informations
a` propos de ces algorithmes, le lecteur peut consulter le papier [25].
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features, il soumettra le proble`me SAT ϕ cre´e´ au solveur SAT4J et ce dernier
pourra alors commencer a` calculer diffe´rentes ope´rations.
8.2.4 Ope´rations re´alisables par le solveur SAT
Apre`s avoir rec¸u le proble`me ϕ correspondant a` un mode`le boole´en, le solveur
SAT4J peut calculer diffe´rentes ope´rations :
1. La satisfiabilite´ du mode`le : Le solveur va tenter de trouver au moins
une combinaison de features et d’attributs permettant de satisfaire ϕ. S’il
y arrive, le mode`le est dit satisfiable. Dans ce cas, il est alors possible de
calculer les ope´rations des points suivants. Chaque combinaison de features
et d’attributs repre´sente une solution de ϕ et donc du mode`le. Vu qu’un
mode`le de features est une repre´sentation de haut niveau d’une SPL (au
niveau des caracte´ristiques et des exigences), chaque solution repre´sente
donc un produit de´veloppable par la SPL.
2. Le nombre de solutions : Le solveur renvoie le nombre de combinaisons
de features et d’attributs permettant de satisfaire ϕ, c’est-a`-dire, le nombre
de produits que la SPL est capable de de´velopper. De fac¸on plus pre´cise,
il est aussi possible d’obtenir le nombre de solutions incluant une feature
de´termine´e.
3. La ge´ne´ration des solutions : Le solveur ge´ne`re chaque combinaison de
features et d’attributs permettant de satisfaire ϕ. Autrement dit, il ge´ne`re
la liste des produits de´veloppables par la SPL. De fac¸on plus spe´cifique,
il est aussi possible de ne se´lectionner que les solutions contenant une
certaine feature.
4. La de´tection des features mortes : Une feature morte est une feature
qui n’est se´lectionne´e dans aucune des solutions ge´ne´re´es. A partir de
l’identifiant d’une feature, le solveur peut de´tecter si cette dernie`re est
morte.
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Chapitre 9
Evaluation et proposition
d’extension du langage TVL
Apre`s la pre´sentation du parseur TVL et de chacune de ses fonctionnalite´s,
ce premier chapitre de la partie de conclusion de ce me´moire va permettre de
discuter du langage de mode´lisation utilise´ : TVL. Ci-dessous, la premie`re section
permettra d’e´valuer TVL et d’analyser ses limites. Ensuite, dans la seconde
section, une proposition d’extension de TVL sera faite afin de rendre possible la
mode´lisation des diffe´rents aspects de la variabilite´ introduits dans le Chapitre
3.
9.1 Evaluation de TVL
Dans le Chapitre 4, TVL a e´te´ pre´sente´ comme posse´dant de nombreux
avantages. Cependant, tout comme les diagrammes de features, TVL posse`de
des limites le rendant parfois moins adapte´ a` certains acteurs ou situations.
Syntaxe moins simple a` appre´hender compare´e a` celle des diagrammes
de features
La syntaxe utilise´e par TVL, proche de celle du C, ne´cessite d’avoir un mini-
mum de connaissances en programmation. De plus, afin de pouvoir comprendre
et manipuler un mode`le TVL, il est d’abord ne´cessaire d’e´tudier la grammaire
du langage et toutes les constructions que cette dernie`re permet. Par exemple,
si un acteur n’est pas au courant qu’une meˆme feature ”X” peut eˆtre de´clare´e un
nombre quelconque de fois, il pourra mal interpre´ter le mode`le et penser qu’il
existe plusieurs features ”X”. Si le mode`le avait e´te´ repre´sente´ graphiquement, a`
l’aide des diagrammes de features, l’acteur n’aurait sans doute pas rencontre´ ce
proble`me. En effet, la feature ”X” n’aurait e´te´ repre´sente´e qu’a` un seul endroit,
dans une ”boˆıte” bien de´limite´e. Pour une personne ayant peu de connaissances
en informatique, comprendre et manipuler un mode`le TVL peut donc demander
des efforts. Notamment plus d’efforts que dans le cas des diagrammes ou` la syn-
taxe simplifie´e (voir Chapitre 3) ne requiert normalement aucun apprentissage.
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Limitation de l’aspect textuel
De plus, au-dela` de la syntaxe, l’aspect textuel de TVL peut lui-meˆme consti-
tuer un inconve´nient. Les langages de mode´lisation graphique posse`dent certains
avantages pouvant faciliter la compre´hension [19]. Pour un acteur ayant peu de
connaissances en informatique, il sera sans doute plus facile de manipuler les dif-
fe´rents concepts d’un mode`le s’ils sont repre´sente´s graphiquement. Par exemple,
dans un diagramme de features, le fait que les relations entre une feature parente
et ses features enfants soient repre´sente´es graphiquement a` l’aide d’arcs permet
de bien mate´rialiser la hie´rarchie des features. Meˆme une personne n’ayant ja-
mais utilise´ ce genre de diagrammes pourra sans doute directement comprendre
qu’il existe un lien de filiation entre ces features.
De`s lors, tout comme les auteurs de TVL le recommandent, dans le cadre
d’un dialogue avec une personne ayant peu de connaissances en informatique, il
vaut mieux utiliser les diagrammes des features. La compre´hension et la commu-
nication n’en seront que plus efficaces. Cependant, entre des personnes posse´-
dant des compe´tences techniques, il est plus que conseille´ d’employer les mode`les
TVL. Cela, en raison de tous les avantages cite´s dans la Section 4.3.
9.2 Proposition d’extension de TVL
TVL est un langage permettant de mode´liser de nombreux e´le´ments : at-
tributs, contraintes additionnelles, types, ... Mais une question se pose, lors du
domain engineering et de l’application engineering, est-il possible de mode´li-
ser les diffe´rents aspects (binding time, ...) de la variabilite´ pre´sente´s dans le
Chapitre 3 ? Cette seconde section va permettre de re´pondre a` cette question.
Ci-dessous, la premie`re sous-section exposera les deux approches de mode´lisa-
tion choisies tandis que la seconde tentera de les comparer et de de´signer laquelle
est la plus adapte´e.
9.2.1 Mode´lisation des diffe´rents aspects de la variabilite´
Ci-dessous, chaque sous-section traite d’un des aspects de la variabilite´ (voir
premie`re section du Chapitre 3) et du moyen de le mode´liser a` l’aide de TVL.
Mode´lisation de la variabilite´ a` diffe´rents niveaux d’abstraction
Pour les inge´nieurs, il peut eˆtre pratique de pouvoir indiquer a` quel niveau
d’abstraction se situe une feature. Par exemple, graˆce a` un logiciel, il pourra
alors eˆtre possible de ne visualiser que les features se trouvant a` un certain
niveau d’abstraction ou au contraire, de les masquer. Actuellement, graˆce aux
blocs de donne´es, il est de´ja` possible d’indiquer le niveau d’abstraction d’une
feature. Par exemple, la feature ”UseCaseConnexion” de l’exemple ci-dessous se
trouve au niveau d’abstraction des exigences.
UseCaseConnexion {
data { "abstractionLvl" "exigences"; }
}
110
Toutefois, il pourrait aussi eˆtre inte´ressant d’introduire une syntaxe offi-
cielle permettant de repre´senter les niveaux d’abstraction des features. De cette
manie`re, les blocs de donne´es resteraient uniquement destine´s a` l’usage de pro-
grammes spe´cifiques. Afin de ne pas complexifier les mode`les et d’englober les
concepts discute´s dans les autres sous-sections, un bloc spe´cifique peut eˆtre
utilise´. Ainsi, dans la feature ”UseCaseConnexion” ci-dessous, le niveau d’abs-
traction a e´te´ indique´ dans le bloc ”properties”.
UseCaseConnexion {
properties {
abstractionLvl is exigences;
}
}
L’utilisation du bloc ”properties” pre´sente donc l’avantage de re´unir en un
seul ”endroit” tous les constructeurs (”abstractionLvl”, voir sous-sections sui-
vantes pour les autres) concernant les proprie´te´s de variabilite´ d’une feature.
Sans ce bloc, ces constructeurs pourraient eˆtre disse´mine´s a` travers les diffe´-
rentes de´clarations d’une meˆme feature, ce qui compliquerait la compre´hension
et l’analyse des mode`les.
Mode´lisation de la variabilite´ interne/externe
Afin de discuter des exigences du programme avec le client, un de´veloppeur
pre´fe´rera sans doute ge´ne´rer le diagramme correspondant au mode`le de features
(ou a` un sous-ensemble des features de ce mode`le). De`s lors, afin de ne pre´sen-
ter au client que les features qui ont du sens a` ses yeux, il est important de
pouvoir indiquer la visibilite´ interne ou externe des features. De cette manie`re,
le diagramme ge´ne´re´ ne sera par exemple compose´ que des features posse´dant
une visibilite´ externe. Ici, la mode´lisation peut aussi se faire de deux manie`res
diffe´rentes, via un bloc de donne´es ou via le bloc spe´cifique ”properties”. Dans
le tableau ci-dessous, la feature ”UseCaseConnexion” posse`de une visibilite´ ex-
terne.
Approche bloc de donne´es Approche bloc ”properties”
UseCaseConnexion { UseCaseConnexion {
data { properties {
"external" "true"; external is true;
} }
} }
Mode´lisation des me´canismes de variation
Lors de la mode´lisation d’une feature parente, un inge´nieur pourra vouloir
indiquer le ou les me´canisme(s) de variation permettant d’incarner ”physique-
ment” la relation entre la feature parente et ses features enfants. Encore une
fois, la mode´lisation des me´canismes peut se faire soit via les blocs de donne´es,
soit via le bloc spe´cifique ”properties”. Dans le tableau situe´ sur le haut de la
page suivante, le me´canisme de variation de la feature parente ”driverAntenne”
est base´ sur l’he´ritage des classes.
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Approche bloc de donne´es Approche bloc ”properties”
driverAntenne { driverAntenne {
group oneof {B200, B300} group oneof {B200, B300}
data { properties {
"mechanism" "he´ritage"; mechanism is he´ritage;
} }
} }
Mode´lisation du binding time
Enfin, afin de s’assurer de la cohe´rence des de´cisions, il peut eˆtre ne´cessaire
d’indiquer les binding times des features parentes posse´dant des features enfants.
Ils serviront donc a` signaler aux acteurs (inge´nieurs, clients, utilisateurs, ...) a`
quel(s) moment(s) ils devront se´lectionner la ou les feature(s) enfant(s) de la
feature parente. La strate´gie de mode´lisation est de nouveau base´e sur deux ap-
proches : l’utilisation des blocs de donne´es ou du bloc spe´cifique ”properties”.
Dans l’exemple du tableau ci-dessous, les features enfants de la feature ”Langue”
doivent eˆtre se´lectionne´es au moment de l’installation ou de l’exe´cution du pro-
gramme.
Approche bloc de donne´es Approche bloc ”properties”
Langue { Langue {
group oneof {FR, EN} group oneof {FR, EN}
data { properties {
"bindingT" "install"; bindingT in {install, exe´c};
"bindingT" "exe´c"; }
} }
}
9.2.2 Comparaison des deux approches de mode´lisation
Dans la sous-section pre´ce´dente, l’auteur de ce me´moire a propose´ de mode´li-
ser chaque aspect de la variabilite´ de deux manie`res diffe´rentes, soit en utilisant
les blocs de donne´es, soit en utilisant le bloc spe´cifique ”properties”.
La premie`re approche pre´sente l’avantage majeur de ne ne´cessiter aucune
modification de la grammaire de TVL. Chaque aspect de la variabilite´ peut eˆtre
mode´lise´ a` l’aide d’un ou plusieurs couples de donne´es (comme illustre´ dans
la sous-section pre´ce´dente). Cependant, cette approche est discutable. En effet,
les blocs de donne´es ont e´te´ pre´vus pour contenir des informations externes
(utilise´es par exemple par des programmes de visualisation, ...) et non pas des
informations ayant un rapport direct avec le mode`le. De plus, les informations
contenues dans les blocs de donne´es ne sont pas exploite´es par le parseur TVL.
Lors de l’analyse syntaxique, le parseur se contente uniquement de controˆler que
chaque couple de donne´es est bien constitue´ de deux chaˆınes de caracte`res. Si
un des couples indique qu’une feature posse`de une visibilite´ interne, le parseur
ne pourra pas exploiter cette information afin de ge´ne´rer un mode`le dans lequel
cette feature n’est pas reprise.
La deuxie`me approche ne´cessite de modifier la grammaire de TVL afin d’y
ajouter le bloc ”properties”et les constructeurs (”bindingT”, ... ) des diffe´rents
aspects de la variabilite´ (la syntaxe ne´cessaire a` cette modification est disponible
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dans la Figure 9.1). Toutefois, cette approche pre´sente deux avantages. Premie`-
rement, les informations externes et celles concernant la variabilite´ ne sont pas
me´lange´es dans les blocs de donne´es. Le bloc ”properties” permet de regrouper
toutes les donne´es correspondant aux diffe´rents aspects de la variabilite´ d’une
feature. La repre´sentation est beaucoup plus ”propre” et la compre´hension n’en
est donc que facilite´e. Deuxie`mement, a` condition de modifier le parseur TVL,
ce dernier peut exploiter les informations contenues dans le bloc ”properties”.
Dans ce cas, le logiciel pourra par exemple controˆler les informations incluses
dans ce bloc ou ge´ne´rer des mode`les ne reprenant que les features posse´dant une
visibilite´ externe.
FEATURE_BODY_ITEM = ...
| PROPERTIES
PROPERTIES = "properties" "{" PROPERTIES_ITEM+ "}"
PROPERTIES_ITEM = ABSTRACTIONLEVEL
| VISIBILITY
| MECHANISM
| BINDINGTIME
ABSTRACTIONLEVEL = "abstractionLvl" "is" ID ";"
| "abstractionLvl" "in" SET_EXPRESSION ";"
VISIBILITY = "external" "is" ("true" | "false") ";"
MECHANISM = "mechanism" "is" ID ";"
| "mechanism" "in" SET_EXPRESSION ";"
BINDINGTIME = "bindingT" "is" ID ";"
| "bindingT" "in" SET_EXPRESSION ";"
Figure 9.1 – Syntaxe TVL permettant de mode´liser les diffe´rents aspects de
variabilite´.
Dans la grammaire de la Figure 9.1, la premie`re re`gle e´tend TVL en per-
mettant d’inclure le bloc ”properties” dans le corps d’une feature (via le
non-terminal ”FEATURE_BODY_ITEM”, voir grammaire de TVL dans l’annexe B).
Ensuite, les deux re`gles suivantes (”PROPERTIES” et ”PROPERTIES_ITEM”) per-
mettent de mode´liser le bloc proprement dit. Par apre`s, les re`gles ”ABSTRACTION-
LEVEL”, ”VISIBILITY”, ”MECHANISM” et ”BINDINGTIME” permettent chacune de
mode´liser un des aspects de la variabilite´ comme illustre´ dans la sous-section
pre´ce´dente. Il faut noter que graˆce a` ces re`gles, pour chaque feature, un de´ve-
loppeur peut spe´cifier un (via le mot-cle´ ”is”) ou plusieurs (via le mot-cle´ ”in”)
binding time(s)/niveau(x) d’abstraction/me´canisme(s) de variation. Au niveau
du parseur TVL, suite a` l’introduction de cette nouvelle syntaxe, il faudra par
exemple ve´rifier qu’il n’existe qu’un seul bloc ”properties” dans l’ensemble
des de´clarations d’une meˆme feature. De meˆme, il faudra aussi controˆler que
chaque aspect de la variabilite´ (”ABSTRACTIONLEVEL”, ”VISIBILITY”, ...) n’est
repre´sente´ maximum qu’une seule fois dans un bloc ”properties”.
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En raison des avantages de la seconde approche, malgre´ les modifications
ne´cessaires, l’auteur de ce me´moire conseille de l’adopter. Cependant, avant de
rendre cette extension ”officielle”, il est ne´cessaire de s’assurer de son utilite´.
Dans ce but, il faut donc la proposer a` des entreprises et reccueillir leurs avis
quant a` son inte´reˆt. Introduire inutilement une extension risquerait de faire
de´vier TVL de son objectif principal : proposer une solution de mode´lisation en
ade´quation avec les besoins du monde industriel.
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Chapitre 10
Evaluations et perspectives
du parseur TVL
Avant le chapitre de conclusion de ce me´moire, le pre´sent chapitre va per-
mettre de jeter un regard critique par rapport a` la solution propose´e : le parseur
TVL. Comme toute solution, le logiciel posse`de des limites qu’il est ne´cessaire
de mettre en avant afin de pouvoir les re´soudre. De cette manie`re, le parseur
pourra eˆtre perfectionne´ ce qui le rendra encore plus efficace dans sa re´ponse
a` la proble´matique. Ci-dessous, chaque section exposera une fonction ou une
proprie´te´ du parseur qu’il est possible d’ame´liorer et dans certains cas, une ou
plusieurs pistes de solutions seront pre´sente´es.
Ge´ne´ration des formules
Lors de la ge´ne´ration de la forme boole´enne, l’accent n’a pas e´te´ mis sur l’op-
timisation des formules en FNC. Actuellement, le parseur TVL ge´ne`re l’e´qui-
valent en forme normale conjonctive de la contrainte globale ΦNF d’un mode`le
normalise´ de manie`re fort simpliste (voir Sous-section 8.1.2). Il commence par
supprimer toutes les implications. Ensuite, il distribue les ne´gations et finit par
aussi distribuer les disjonctions. Cette transformation en plusieurs e´tapes ga-
rantit de ge´ne´rer une formule en FNC e´quivalente. Cependant, cette me´thode
pre´sente deux de´fauts majeurs :
– Elle ge´ne`re des formules CNF pouvant posse´der une taille exponentielle
par rapport a` la formule originale. Par exemple, pour une formule du type :
ΦNF = (f1 ∧ g1) ∨ (f2 ∧ g2) ∨ ... ∨ (fn ∧ gn)
Le parseur TVL ge´ne´rera son e´quivalent en forme CNF :
(f1 ∨ ... ∨ fn−1 ∨ fn) ∧ (f1 ∨ ... ∨ fn−1 ∨ gn) ∧ ... ∧ (g1 ∨ ... ∨ gn−1 ∨ gn)
Dans cet exemple, la formule originale est compose´e de n conjonctions de
deux variables tandis que son e´quivalent en FNC compte 2n disjonctions
(clauses).
– La re´solution de telles formules (compose´es d’un nombre exponentiel de
clauses) par le solveur SAT peut eˆtre lourde et ne´cessiter de nombreuses
ressources.
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De´s lors, dans le futur, il est important de trouver une me´thode permettant
de ge´ne´rer des formules optimales en FNC. De cette manie`re, la re´solution d’une
formule ne´cessitera moins de temps et de ressources.
Utilisation d’autres types de solveurs
Actuellement, le seul solveur utilise´ est un solveur SAT et ce dernier ne peut
analyser que des mode`les en formes boole´ennes. De`s lors, comme cela a e´te´ ex-
plique´ dans la Sous-section 8.1.1, les mode`les inte´grant des attributs entiers ou
re´els ne peuvent pas eˆtre analyse´s. Il pourrait donc eˆtre inte´ressant d’utiliser
d’autres types de solveurs permettant de prendre en compte ces types d’at-
tributs. Par exemple, il serait possible d’utiliser un solveur CSP (”Constraint
Satisfaction Problem”). Les proble`mes CSP sont mode´lise´s comme un ensemble
de contraintes faisant intervenir diffe´rentes variables. Le roˆle du solveur est donc
de de´terminer s’il existe au moins une valuation de ces variables respectant l’en-
semble des contraintes du proble`me. Dans les proble`mes CSP, le gros avantage,
c’est qu’il est possible d’employer aussi bien des attributs boole´ens ou e´nume´-
ratifs que des attributs re´els ou entiers.
Modifications en temps re´el
Lorsque le parseur TVL analyse un mode`le, il le fait de fac¸on ”statique”,
c’est-a`-dire que tout le mode`le doit d’abord eˆtre analyse´, transforme´ en un pro-
ble`me SAT pour ensuite eˆtre soumis au solveur. Si l’utilisateur de´sire ajouter
des e´le´ments au mode`le (features, attributs, ...), il sera oblige´ de re´analyser tout
le mode`le et de nouveau le transformer en un proble`me SAT pour enfin le sou-
mettre au solveur. Cette proce´dure est assez lourde et contraignante. Il pourrait
donc eˆtre inte´ressant de de´velopper une fonctionnalite´ permettant de prendre
en compte en temps re´el les modifications apporte´es au mode`le. Par exemple,
si l’utilisateur rajoute une feature enfant a` une feature parente, il faudrait di-
rectement controˆler que cet ajout ne provoque pas d’erreurs dans le mode`le :
il faudrait ve´rifier que la cardinalite´ du groupe est toujours respecte´e, que la
nouvelle feature ne viole aucune contrainte, ...
Tester le parseur TVL
Une fac¸on saine de s’assurer de la fiabilite´ d’un programme, c’est de le sou-
mettre a` des cas re´els ou a` des tests cre´e´s par des personnes exte´rieures a` l’e´quipe
de de´veloppement. Actuellement, le parseur TVL n’a e´te´ soumis qu’a` des tests
de´veloppe´s en interne. Le grand de´faut de ce genre de test, c’est qu’il ne refle`te
pas la diversite´ des cas re´els. En effet, les de´veloppeurs se concentrent parfois
involontairement sur certains aspects, ou plus simplement, il n’est pas toujours
possible de penser a` tester tous les cas limites. Afin de s’assurer de la bonne
tenue du parseur TVL, il pourrait eˆtre inte´ressant de le soumettre a` des cas
re´els. Par exemple, en utilisant des mode`les de features de´veloppe´s dans des
entreprises.
Eviter les modifications des tables des features
Lors de la ge´ne´ration de la forme normalise´e, afin de transformer un attri-
but structure´ en son e´quivalent normalise´, il est ne´cessaire d’apporter certaines
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modifications dans la table des features du mode`le original (Voir Sous-section
7.2). De manie`re similaire, lors de la ge´ne´ration de la forme boole´enne, afin de
transformer les attributs e´nume´ratifs en attributs boole´ens, il est ne´cessaire de
modifier la table des features du mode`le normalise´ (voir Sous-section 8.1.2). De`s
lors, ces tables pourront parfois contenir des informations ne correspondant pas
au mode`le original ou au mode`le normalise´. Afin de garder les informations de
ces tables intactes, il serait inte´ressant de trouver un autre moyen de ge´ne´rer les
e´quivalents normalise´s/boole´ens des attributs structure´s/e´nume´ratifs.
Encodage boole´en des attributs e´nume´ratifs
Lors de la ge´ne´ration de la forme boole´enne d’un mode`le, pour chacune des
valeurs d’un attribut e´nume´ratif, un attribut boole´en est ge´ne´re´ (voir Sous-
section 8.1.1). Cependant, il est possible d’utiliser un encodage re´duisant le
nombre d’attributs boole´ens ne´cessaires a` chaque transformation. Pour cela,
il suffit de s’inspirer de l’encodage binaire des entiers pratique´ au sein d’un
ordinateur. Dans cet encodage, a` l’aide de n bits, il est possible de repre´senter
tous les entiers se situant en 0 et 2n − 1.
De`s lors, pour repre´senter un attribut e´nume´ratif dont le domaine compte 2n
valeurs, il ne faudra plus que n attributs boole´ens. Dans le tableau ci-dessous,
les valeurs de l’attribut e´nume´ratif a in {v1, ..., v8} sont repre´sente´es a` l’aide de
trois variables boole´ennes a, b et c.
Valeur Encodage actuel Encodage optimise´
v1 bool a v1 !a && !b && !c
v2 bool a v2 !a && !b && c
v3 bool a v3 !a && b && !c
v4 bool a v4 !a && b && c
v5 bool a v5 a && !b && !c
v6 bool a v6 a && !b && c
v7 bool a v7 a && b && !c
v8 bool a v8 a && b && c
Dans les contraintes des re`gles nume´ro une et quatre de la Sous-section 8.1.1,
chaque attribut boole´en (a v1, a v2, ...) correspondant a` une valeur devra eˆtre
remplace´ par l’encodage optimise´ correspondant a` la valeur. Par exemple, pour
la contrainte :
a == v1
L’e´quivalent en forme simplifie´e utilisant l’encodage optimise´ sera :
!a && !b && !c
Avant d’adopter ce nouvel encodage, il est important d’e´tudier son impact
sur la re´solution des proble`mes par le solveur SAT. En effet, la diminution du
nombre de variables est compense´ par une augmentation du nombre de conjonc-
tions (l’introduction des encodages optimise´s dans les contraintes) et la transfor-
mation de ces dernie`res sous FNC peut entraˆıner a` son tour un accroissement du
nombre de clauses. Dans ce contexte, il est donc important de de´terminer si les
performances de re´solution du solveur induites par la dimunition du nombre de
variables ne sont pas contre balance´es par l’augmentation du nombre de clauses.
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Chapitre 11
Conclusion
Dans la premie`re partie de ce me´moire, le contexte de la proble´matique a tout
d’abord e´te´ introduit. Le paradigme des SPLs a e´te´ pre´sente´ dans le Chapitre
2. Les principes-cle´s (re´utilisation, plateforme, variabilite´, ...) et activite´s-cle´s
(domain engineering, software engineering, ...) des SPLs ont e´te´ discute´s. En-
suite, les diffe´rents avantages et risques lie´s a` leur utilisation ont e´te´ expose´s.
Ce chapitre a aussi permis de de´montrer en quoi il e´tait inte´ressant de mener
des recherches dans le domaine des SPLs.
Par la suite, le Chapitre 3 a e´te´ consacre´ a` l’un des concepts-cle´s des lignes de
produits : la variabilite´. Premie`rement, les diffe´rentes aspect (visibilite´ interne
ou externe, binding time,... ) de la variabilite´ ont e´te´ de´crits. Deuxie`mement,
des diagrammes permettant de la ge´rer et de la mode´liser a` un haut niveau
d’abstraction ont e´te´ pre´sente´s : les diagrammes de features.
Par apre`s, dans le Chapitre 4, les de´fauts majeurs des diagrammes de fea-
tures ont e´te´ de´taille´s. Ces derniers posse`dent en effet certains inconve´nients
(limites graphiques, besoin d’outils de´die´s, ...) les empeˆchant quelquefois d’eˆtre
en ade´quation avec les besoins du monde industriel. Ensuite, toujours dans le
Chapitre 4, TVL, un langage textuel de mode´lisation base´ sur les features de´-
veloppe´ par l’e´quipe LIEL a e´te´ pre´sente´. Le but de ce langage est de combler
les lacunes des diagrammes de features et de proposer au monde industriel une
solution re´ellement en ade´quation avec ses besoins.
Toutefois, pre´sente´ ainsi, TVL n’est pas pleinement exploitable par les entre-
prises. Cre´er ou modifier un mode`le TVL ne pose aucun proble`me. Cependant,
au moment de controˆler ce mode`le, les choses se compliquent. En effet, pour
un eˆtre humain, controˆler manuellement (sans le support d’un logiciel) un mo-
de`le compose´ de centaines d’e´le´ments (features, attributs, ...) peut se re´ve´ler
eˆtre une taˆche complexe fort gourmande en ressources. De meˆme, calculer ma-
nuellement diverses ope´rations (notamment la satisfiabilite´) par rapport a` un
tel mode`le peut eˆtre impossible. Dans ce contexte, les avantages de TVL ris-
queraient d’eˆtre voile´s par les inconve´nients lie´s au controˆle des mode`les. Sans
un logiciel automatisant le controˆle et l’analyse, les industriels pourraient ne
trouver aucun inte´reˆt a` utiliser TVL.
De`s lors, dans la seconde partie de ce me´moire, un logiciel a e´te´ propose´
afin d’automatiser le controˆle et l’analyse de mode`les TVL. Actuelle-
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ment, les trois fonctionnalite´s majeures de ce logiciel sont :
1) L’analyse syntaxique et se´mantique d’un mode`le :
Le parseur TVL est capable de ve´rifier aussi bien la forme que le contenu
d’un mode`le TVL (Chapitre 6). Il peut par exemple ve´rifier que le mode`le ne
contient pas de cycles ou que toutes les contraintes sont bien de type boole´en.
Graˆce a` cette fonctionnalite´, le controˆle d’un mode`le peut maintenant se faire
automatiquement.
2) La ge´ne´ration de la forme normale d’un mode`le :
En appliquant une liste de transformations, le parseur TVL est capable de ge´-
ne´rer la forme normalise´e d’un mode`le (Chapitre 7). Un tel mode`le est construit
en employant un sous-ensemble des constructeurs de TVL. Son principal avan-
tage est de pouvoir eˆtre re´utilise´ afin d’eˆtre soumis, moyennant quelques modi-
fications, a` un solveur. Cette seconde fonctionnalite´ permet d’alle´ger le travail
des de´veloppeurs en automatisant la ge´ne´ration de la forme normalise´e.
3) Calcul de diverses ope´rations par rapport a` un mode`le :
A certaines conditions, le parseur TVL peut re´cupe´rer la forme normalise´e
d’un mode`le afin de la soumettre, apre`s quelques transformations, a` un solveur
SAT (Chapitre 8). A ce moment-la`, il devient possible de calculer diverses ope´-
rations par rapport au mode`le. Le parseur TVL peut notamment de´terminer la
satisfiabilite´ d’un mode`le. Cette troisie`me fonctionnalite´ permet aux de´velop-
peurs d’obtenir de pre´cieuses informations d’analyse concernant un mode`le.
De plus, paralle`lement a` ces fonctionnalite´s, le logiciel posse`de aussi deux
caracte´ristiques importantes :
– Il peut eˆtre utilise´ comme une librairie. De`s lors, la plupart des
programmes pourront interagir avec lui. Par exemple, dans une socie´te´,
les de´veloppeurs pourront continuer a` utiliser leurs propres logiciels tout
en be´ne´ficiant des fonctionnalite´s du parseur TVL.
– Il est portable, autrement dit, il peut eˆtre utilise´ sous la plupart des
syste`mes d’exploitation actuels.
De par ses fonctionnalite´s, le parseur TVL permet de re´ellement supporter
les de´veloppeurs en automatisant le controˆle et l’analyse de mode`les TVL. De
plus, le fait qu’il soit portable et qu’il puisse eˆtre utilise´ comme une librairie
garantit qu’il s’adaptera au mieux dans l’environnement de chaque entreprise.
En outre, en de´veloppant le parseur TVL, l’auteur de ce me´moire espe`re aussi
avoir pu donner un aperc¸u ”pratique” des avantages de TVL. De`s lors, l’auteur
a bon espoir que ce logiciel puisse eˆtre re´utilise´ ou du moins, qu’il puisse servir
de piste pour d’autres outils d’analyse de mode`les TVL.
Enfin, paralle`lement au parseur TVL, une extension au langage TVL a
e´te´ pre´sente´e dans le Chapitre 9. Cette dernie`re propose de comple´ter TVL en
intoduisant une syntaxe permettant de mode´liser les diffe´rents aspects
de la variabilite´ pre´sente´s dans le Chapitre 3.
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Glossaire
Arte´fact : Un arte´fact peut eˆtre une architecture, un cas de test, un composant
logiciel,... les arte´facts sont utilise´s pour de´velopper les produits d’une SPL. Un
arte´fact doit eˆtre assez flexible que pour eˆtre re´utilisable dans plusieurs logiciels.
Binding time : Le binding time d’un point de variation est la pe´riode du
de´veloppement durant laquelle les acteurs doivent fixer ce point de variation.
Par exemple, un point de variation peut eˆtre fixe´ durant l’exe´cution de logiciel.
Contraintes additionnelles : Une contrainte additionnelle est une contrainte
qui n’est pas exprime´e en utilisant les cardinalite´s et/ou la structure du graphe.
Par exemple, les contraintes traditionnelles ”excludes” ou ”requires” sont des
contraintes additionnelles.
Domain et application engineering : Le domain engineering reprend l’en-
semble des activite´s concernant la cre´ation et la maintenance de la SPL. Il
comprend notamment les activite´s de de´veloppement et de maintenance des ar-
te´facts. L’application engineering englobe l’ensemble des activite´s concernant la
cre´ation des produits de la SPL. Il inclut donc les activite´s de ”fixation” des
points de variation, d’inte´gration des arte´facts, ...
Feature : D’apre`s la de´finition donne´e dans le rapport technique de FODA [16],
une feature est : ”the attributes of a system that directly affect end-users” ou
encore ”A prominent or distinctive user-visible aspect, quality, or characteristic
of a software system or systems”.
Feature ambigue¨ : Dans un mode`le TVL, une feature ou un identifiant est dit
ambigu(e¨) lorsqu’il existe plusieurs features posse´dant cet identifiant.
Feature morte : Une feature morte est une feature qui ne peut eˆtre se´lection-
ne´e dans aucun des produits de la SPL. Souvent, ceci est la conse´quence de
contraintes mal forme´es.
Inge´nieurs/de´veloppeurs domaine et software : Les inge´nieurs/de´velo-
ppeurs domaine sont les professionnels employe´s par le domain engineering tan-
dis que les inge´nieurs/de´veloppeurs software sont les professionnels employe´s
par l’application engineering.
Me´canisme de variation : Un me´canisme de variation repre´sente l’imple´men-
tation ”physique” d’un point de variation. En fonction de l’arte´fact et de son
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niveau d’abstraction, diffe´rents me´canismes de variation peuvent eˆtre utilise´s
pour incarner un point de variation.
Plate-forme : Une plate-forme est constitue´e de l’ensemble des arte´fact ne´ces-
saire aux de´veloppements des produits d’une SPL. Un arte´fact ne sera contenu
dans la plate-forme que s’il peut eˆtre re´utilise´ dans plusieurs produits.
Point de variation et variant : Un point de variation est un me´canisme
ge´ne´rique permettant de repre´senter la variabilite´ a` l’inte´rieur d’un arte´fact. Un
tel point repre´sente un choix que les acteurs (clients, inge´nieurs software, ...)
doivent effectuer. Les diffe´rentes possibilite´s de ce choix sont incarne´es par les
variants du point de variation. Un point de variation est dit fixe´ quand un de
ses variants a e´te´ se´lectionne´. Au niveau des mode`les de features, un point de
variation est souvent repre´sente´ par une feature parente tandis que ses variants
sont mode´lise´s par les features enfants de cette feature parente.
Satisfiabilite´ d’un mode`le : Un mode`le de features est dit satisfiable s’il
existe au moins une combinaison de features et d’attributs respectant l’ensemble
des contraintes du mode`le (structure, cardinalite´s et contraintes additionnelles).
Cette combinaison correspond a` un produit de la SPL repre´sente´e par le mode`le
de features.
Variabilite´ dans le temps et dans l’espace : La variabilite´ dans le temps
d’un arte´fact repre´sente l’e´volution de l’arte´fact, c’est-a`-dire, les diffe´rentes ”ver-
sions” de l’arte´fact qu’il a pu exister au cours de la vie de la SPL. La variabilite´
dans l’espace d’un arte´fact repre´sente les diffe´rentes formes que l’arte´fact peut
prendre a` un moment pre´cis. Ici, une ”forme”repre´sente un arte´fact ou` les points
de variation ont e´te´ fixe´s graˆce a` la se´lection de certains variants.
Variabilite´ interne ou externe : La variabilite´ interne est la variabilite´ visible
aux yeux du client. A l’inverse, la variabilite´ externe est la variabilite´ dont le
client n’a pas conscience car elle a e´te´ volontairement masque´e. Ceci peut eˆtre
le cas quand la variabilite´ concerne des choix technologiques qui ne pre´sentent
aucun inte´reˆt pour le client.
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Annexe A : Code A-OCL permettant de calculer
le prix total d’un ordinateur
Dans le code A-OCL ci-dessous, toutes les features de la Figure 3.6 ont e´te´
dote´es d’un attribut re´el ”prix”.
context Ordinateur, Carte_me`re, Processeur, Carte_graphique, Accessoires
inv prix_Ordinateur :
Ordinateur:Prix = Carte_me`re:Prix + Processeur:Prix + Carte_graphique:Prix
+ Accessoires:Prix
context Carte_me`re, Asus, AOpen
inv prix_Carte_me`re :
Carte_me`re:Prix = Asus:Prix + AOpen:Prix
context Asus
inv prix_Asus :
if selected(Asus) then
Asus:Prix = 350
else
Asus:Prix = 0
context AOpen
inv prix_AOpen :
if selected(AOpen) then
AOpen:Prix = 250
else
AOpen:Prix = 0
context Processeur, CoreI7, Athlon
inv prix_Processeur :
Processeur:Prix = CoreI7:Prix + Athlon:Prix
context CoreI7
inv prix_CoreI7 :
if selected(CoreI7) then
CoreI7:Prix = 179.99
else
CoreI7:Prix = 0
context Athlon
inv prix_Athlon :
if selected(Athlon) then
Athlon:Prix = 99.99
else
Athlon:Prix = 0
context Carte_graphique, Nvidia, ATI
inv prix_Carte_graphique :
Carte_graphique:Prix = Nvidia:Prix + ATI:Prix
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context Nvidia
inv prix_Nvidia :
if selected(Nvidia) then
Nvidia:Prix = 199
else
Nvidia:Prix = 0
context ATI
inv prix_ATI :
if selected(ATI) then
ATI:Prix = 99.99
else
ATI:Prix = 0
context Accessoires, Clavier_Souris, Ecran_Samsung, Ecran_Philips
inv prix_Accessoires :
if selected(Accessoires) then
Accessoires:Prix = Clavier_Souris:Prix + Ecran_Samsung:Prix + Ecran_Philips:Prix
else
Accessoires:Prix = 0
context Clavier_Souris
inv prix_Clavier_Souris :
if selected(Clavier_Souris) then
Clavier_Souris:Prix = 29.99
else
Clavier_Souris:Prix = 0
context Ecran_Samsung
inv prix_Ecran_Samsung :
if selected(Ecran_Samsung) then
Ecran_Samsung:Prix = 119.99
else
Ecran_Samsung:Prix = 0
context Ecran_Philips
inv prix_Ecran_Philips :
if selected(Ecran_Philips) then
Ecran_Philips:Prix = 99.99
else
Ecran_Philips:Prix = 0
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Annexe B : Grammaire, re`gles de pre´ce´dence et
d’associativite´ de TVL
Grammaire de TVL
Voir page suivante.
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Re`gles de pre´ce´dence et d’associativite´
Dans le tableau 1, les ope´rateurs des expressions sont cite´s par ordre de
priorite´ croissant. Les ope´rateurs se situant au meˆme niveau posse`dent la meˆme
priorite´. De plus, pour chaque ope´rateur, son associativite´ (gauche, droite ou
non associatif) est aussi pre´cise´
Table 1 – Re`gles de pre´ce´dence et d’associativite´
Associativite´ Ope´rateur(s)
Droite ?
Droite <-
Gauche ->
Non associatif <->
Gauche ||
Gauche &&
Non associatif ==, !=, in
Non associatif <=, <, >=, >
Gauche +, -
Gauche *, /
Non associatif requires, excludes
Droite !, - (unaire), abs(), min(), max(), count(),
avg(), xor(), mul(), sum(), and(), or()
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Annexe C : Rapport de stage
Voir page suivante.
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1 Informations sur le lieu du stage
Research Center in Information Systems Engineering
University of Namur - Faculty of Computer Science Rue Grandgagnage 21,
B-5000 Namur, Belgium
Maˆıtre de stage :
Patrick Heymans
patrick.heymans@fundp.ac.be
Mon stage s’est de´roule´ dans les locaux de la faculte´ d’informatique au sein
de l’e´quipe du LIEL. Cette e´quipe, dirige´e par Mr. Heymans et Mr. Schobbens,
s’inte´resse notamment a` divers aspects du domaine des Softwares Product Lines
(SPL). De plus, ce groupe a publie´ de nombreux papiers en rapport avec ce meˆme
domaine. On peut donc dire qu’il est plus que compe´tent pour tout ce qui touche
aux SPL. Finalement, il faut aussi pre´ciser que cette e´quipe fait elle-meˆme partie
de PReCISE 1, un centre de recherche spe´cialise´ dans l’inge´nierie et la gestion
des syste`mes d’information avance´s.
2 Objectifs fixe´s
Au tout de´but du stage, les objectifs n’e´taient pas clairement fixe´s. Nous
attendions surtout la venue d’un doctorant bre´silien, Marcilio Mendonca 2, qui
avait de´veloppe´ un outil 3 d’e´dition et de configuration de Feature Models (FMs).
Comme son outil inte´ressait grandement Mr. Heymans et toute l’e´quipe, la
venue du chercheur permettrait d’en savoir un peu plus, d’une part, sur son
outil (architecture, possibilite´ d’inte´gration de son code,... ) et d’autre part,
sur le roˆle que je pourrais jouer par rapport a` ce dernier (de´veloppement d’un
plug-in de visualisation, utilisation d’un nouveau type de solveur,... ). De´but
septembre, la seule chose dont nous e´tions vraiment certain, c’est que le stage
serait compose´ de deux grandes parties : une partie ”analyse-recherche” et une
1. http ://www.fundp.ac.be/en/precise/
2. http ://csg.uwaterloo.ca/ marcilio/
3. http ://www.splot-research.org/
3
partie de´veloppement. Ainsi, Les objectifs ”pre´cis” ont e´te´ fixe´s au cours de
l’e´volution du stage. (Voir section 3)
3 De´roulement du stage et ajustement des ob-
jectifs
Avant de commencer le stage proprement dit, j’ai d’abord duˆ me documenter
sur le domaine des Software Product Lines. A ce moment, il est vrai que je ne
connaissais pas grand chose a` ce sujet. Afin d’y reme´dier, j’ai duˆ lire une se´rie
d’articles [1] [2] [3] [6] [7] [8] pre´pare´e par Arnaud Hubaux.
Apre`s cette lecture, et en attendant la venue de Marcilio Mendonca, je me
suis concentre´ sur l’analyse d’un outil de configuration de Feature Mo-
dels de´veloppe´ par deux jobistes au sein meˆme de la faculte´ : ”FeatureMX”.
Au final, cette e´tude devait permettre de mettre en avant les interactions pos-
sibles entre notre outil et celui de´veloppe´ par le chercheur Bre´silien. L’analyse
s’est de´roule´e en trois phases. La premie`re phase fut surtout consacre´e au code
de l’outil : lecture du code des principales classes, lecture des diagrammes de
classes, compre´hension des patterns utilise´s,... La seconde phase, quant a` elle, a
consiste´ en la re´daction d’un rapport d’architecture : mode`le de donne´es, descrip-
tions des classes,... Enfin, la dernie`re phase concerna la re´daction d’un document
des exigences du logiciel en respectant le template Volere 4, ce qui incluait par
exemple : la description des diffe´rents acteurs, la de´finition d’un dictionnaire,...
Cette premie`re e´tape peut donc eˆtre conside´re´e comme le premier objectif de
mon stage.
De´but octobre, Marcilio Mendonca est arrive´ en Belgique. Lors de son se´jour,
nous avons fait quelques re´unions dont une concernait l’architecture de son lo-
giciel et du noˆtre. Lors de cette dernie`re, j’ai brie`vement pre´sente´ l’architecture
de ”FeatureMX” et le langage utilise´ par celui-ci (VFD). Marcilio a fait de
meˆme pour son logiciel. Apre`s discussion, nous sommes arrive´s a` la conclu-
sion que l’architecture de ”FeatureMX” e´tait sans doute un peu trop complexe
(sur-utilisation des patterns) et que son langage n’e´tait pas assez simple et
”userfriendly”.
Apre`s le de´part de Marcilio, nous avons donc commence´ a` de´finir un nou-
veau langage. Pour ce faire, nous sommes partis d’un exemple de FM exprime´
dans un langage concurrent et avons essaye´ de l’exprimer dans notre propre lan-
gage. A partir de la`, nous avons donc pu voir les me´canismes manquants ou su-
perflus de notre grammaire. Apre`s plusieurs exercices de ce genre, nous sommes
finalement arrive´s a` de´finir un tout nouveau langage appele´ TVL 5, plus simple
et plus ”userfriendly”. La de´finition de ce nouveau langage repre´sente donc le
second objectif de mon stage.
De`s lors, Andreas Classens et Quentin Boucher ont commence´ a` re´diger
un papier [4] concernant TVL et sa se´mantique (papier accepte´ au Workshop
VaMoS 6). De mon coˆte´, j’ai e´te´ charge´ du de´veloppement d’un parseur (en
Java) pour TVL. Pour ce faire, j’ai utilise´ deux bibliothe`ques : JFlex 7 et
4. http ://www.volere.co.uk/template.htm
5. http ://www.info.fundp.ac.be/ acs/tvl/
6. http ://www.vamos-workshop.net/2010/
7. http ://jflex.de/
4
Cup 8 (e´quivalents java de Lex et Yacc). La premie`re grosse e´tape fut donc de
de´finir une grammaire LALR non ambigue¨. La seconde e´tape fut consacre´e au
de´veloppement du parseur lui-meˆme. Ce dernier devait permettre de de´ja` faire
du type checking : interdire la de´finition de plusieurs features root, s’assurer
que les noms des features et des attributs respectent bien les conventions,...
La conception de ce parseur peut donc eˆtre conside´re´e comme le troisie`me
objectif du stage.
De´but de´cembre, lorsque le de´veloppement du parseur fut termine´, Patrick
Heymans, Andreas Classens et moi-meˆme avons fait une re´union pour fixer les
nouveaux objectifs de mon stage. Lors de cette dernie`re, il a e´te´ de´cide´ que
je devrais ajouter trois nouvelles fonctionnalite´s au parseur : la conversion
d’un FM vers sa forme normalise´e, la conversion de la forme norma-
lise´e vers la forme boole´enne, et enfin, la soumission de cette forme
boole´enne a` un solveur SAT (en l’occurrence, SAT4J 9). Chacun des objec-
tifs devrait donc eˆtre atteint avant la fin de mon stage.
Suite a` cette re´union, je me suis donc attaque´ a` la conversion d’un FM vers
sa forme normalise´e. Pour m’aider dans cette taˆche, j’ai pu utiliser le rapport
technique du langage TVL [5]. Tous les me´canismes de normalisation y e´tant
explique´s en de´tail. Quelques jours avant Noe¨l, j’ai eu termine´ le de´veloppement
de cette nouvelle fonctionnalite´. J’ai profite´ du laps de temps restant avant les
conge´s pour tester les versions normalise´es des FMs produites par le logiciel.
A la rentre´e, j’ai commence´ la conversion de la forme normalise´e vers la forme
boole´enne. Cette e´tape fut un peu plus de´licate que la pre´ce´dente vu que j’ai duˆ
moi-meˆme de´finir les formules boole´ennes e´quivalentes a` certaines instructions
du langage. Il y a donc eu deux grandes phases : une premie`re durant laquelle
j’ai de´fini les e´quivalences instructions du langage-formules boole´ennes, et une
seconde durant laquelle j’ai imple´mente´ toutes ces formules.
Enfin, quand j’ai eu termine´ cette conversion, je me suis penche´ sur le dernier
objectif : la soumission de la forme boole´enne a` un solveur SAT. Cette e´tape ne
fut gue`re complique´e, il a suffi de transformer chaque formule boole´enne en une
formule DIMACS (voir section 4, sous-section Utilisation d’un solveur SAT ) et
d’ensuite fusionner ces dernie`res pour les soumettre au solveur.
En re´sume´ (comme indique´ dans la section 2), le de´roulement s’est compose´
de deux phases principales :
1. Une premie`re phase ”analyse-recherche”, reprenant l’analyse de ”Featu-
reMX” et la de´finition de TVL.
2. Une seconde phase de de´veloppement, reprenant l’imple´mentation du par-
seur et de ses fonctionnalite´s supple´mentaires.
4 Activite´s scientifiques poursuivies durant le
stage
Analyse du logiciel FeatureMX
La premie`re activite´ scientifique de mon stage fut l’analyse du logiciel Fea-
tureMX. A la base, ce programme devait permettre la configuration et l’e´dition
8. http ://www2.cs.tum.edu/projects/cup/
9. http ://www.sat4j.org/
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de FMs. Durant mon e´tude, j’ai re´dige´ deux documents :
1. Un rapport d’architecture reprenant un mode`le de donne´es, une descrip-
tion des patterns utilise´s, les diagrammes de classes, les descriptions des
principales classes ainsi que les diagrammes de se´quences.
2. Un rapport des exigences respectant le template Volere.
Durant cette analyse, j’ai donc pu mettre en application la the´orie vue dans
diffe´rents cours. Lors de la repre´sentation des diagrammes, j’ai par exemple pu
utiliser le cours d’analyse et mode´lisation des S.I de Mr. Heymans. Lors de
la de´finition du data model, j’ai fait appel aux concepts vus lors du cours de
mode´lisation pour l’informatique de Mr. Hainaut.
De´finition d’un nouveau langage
Comme explique´ plus haut, apre`s le se´jour de Marcilio Mendonca, nous avons
commence´ a` de´velopper un nouveau langage de feature modelling. L’ancien lan-
gage (VFD), dont la syntaxe se rapprochait de celle du XML, ayant e´te´ juge´ trop
”lourd” et pas assez ”userfriendly”. Pour ce faire, je suis parti d’un FM de´fini
dans un langage concurrent et ai tente´ de le rede´finir en utilisant notre ancien
langage. Cette premie`re ite´ration m’avait de´ja` permis de mettre plusieurs points
en e´vidence : certains tokens n’e´taient vraiment pas ne´cessaires, toute l’infor-
mation ne pouvait pas eˆtre repre´sente´e de la manie`re la plus optimale,... En
re´ite´rant plusieurs fois ce processus, nous sommes finalement arrive´s au re´sultat
escompte´ : TVL, un nouveau langage de mode´lisation de la variabilite´, plus
simple et plus ”userfriendly” que VFD.
Pour mettre en e´vidence une partie des progre`s effectue´s depuis VFD, voici
deux exemples. Le premier utilise la syntaxe de VFD :
:mand Vehicle
<att> int price <val> :sel 10000
:desel 0
</val>
</att>
<gr> [1,1]
:mand Ford,
:mand Peugeot
</gr>
Le second, celle de TVL :
Vehicle {
int price, ifin: 10000, ifout: 0;
group oneof {
Ford,
Peugeot
}
}
Tous les tokens styles XML ont donc e´te´ abandonne´s pour adopter une syn-
taxe similaire au C. Le re´sultat est donc plus le´ger et plus agre´able a` la lecture.
Pour plus d’information a` propos des avantages de TVL, se re´fe´rer au papier
[4].
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Imple´mentation d’un parseur
Cette troisie`me activite´ scientifique marque la fin de la partie ”analyse-
recherche” du stage. Lors de cette activite´, j’ai de´veloppe´ un parseur (en Java)
pour TVL. Pour ce faire, j’ai utilise´ deux bibliothe`ques, JFlex et Cup, les
e´quivalents Java de Lex et Yacc. Les connaissances acquises lors du de´veloppement
du compilateur en troisie`me baccalaure´at m’ont e´te´ fort utiles. La taˆche la plus
ardue fut sans doute d’arriver a` une grammaire LALR non ambigu¨e. Et ce, sur-
tout que le langage continuait a` e´voluer. En plus du parseur meˆme, j’ai aussi
de´veloppe´ une table des symboles capable d’accueillir les donne´es d’un arbre
syntaxique (re´sultant du parsing d’un fichier TVL). Durant le de´veloppement
de cette table, il a donc e´te´ ne´cessaire de faire du type checking. Par exemple :
s’assurer qu’un attribut n’utilise pas des valeurs qui violeraient son type, ve´rifier
qu’une feature ne posse`de pas plusieurs attributs avec un nom identique,...
Imple´mentation de la forme normalise´e
L’imple´mentation de la forme normalise´e repre´sente une nouvelle fonction-
nalite´ du parseur. Cette e´tape de de´veloppement ne fut pas la plus complexe.
En effet, certaines transformations e´taient de´ja` effectue´es lors de la cre´ation de
la table des symboles. De plus, le rapport technique du langage TVL contenait
la liste de toutes les transformations ne´cessaires pour arriver a` un FM normalise´
[5]. Par exemple, l’attribut :
size carSize;
utilisant le type :
struct size {
int height;
int width
}
est normalise´ de cette fac¸on :
int carSize_Height;
int carSize_Width;
Globalement, la normalisation d’un FM (voir figure 1) se de´roule comme
suit :
1. A partir de la table des symboles du fichier base, un nouvel arbre syn-
taxique est cre´e´. C’est durant cette e´tape que toutes les transformations
ne´cessaires a` la normalisation sont effectue´es. L’arbre cre´e´ contient la ver-
sion normalise´e du FM (partir de la table des symboles permet de s’assurer
que le mode`le de base ne contient pas d’erreurs).
2. L’arbre syntaxique nouvellement cre´e´ est ensuite transforme´ en un nou-
veau fichier TVL.
3. Tout comme pour un fichier normal, le fichier contenant la forme norma-
lise´e est parse´. Cette e´tape permet de s’assurer que la version normalise´e
du FM ne contient pas d’erreurs.
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Figure 1 – Processus de normalisation d’un FM.
Imple´mentation de la forme boole´enne
La transformation de la forme normalise´e d’un FM vers sa forme boole´enne
se re´ve´la un peu plus de´licate que l’activite´ pre´ce´dente. En effet, elle ne´cessita
plus de travail dans le code. De plus, la plupart des transformations permettant
de passer d’une instruction du langage vers la formule boole´enne e´quivalente
n’e´taient pas de´finies. J’ai donc d’abord duˆ de´finir ces transformations pour
ensuite seulement pouvoir commencer l’imple´mentation meˆme. Par exemple,
l’instruction correspondant a` l’attribut :
enum color in {Red, Blue};
est transforme´e comme suit :
bool color_Red;
bool color_Blue;
(color_Red && !color_Blue) || (color_Blue && !color_Red);
Le processus de mise sous forme boole´enne est quasi identique a` celui de la
normalisation (voir figure 1) sauf que la forme boole´enne ne contiendra bien suˆr
que des attributs boole´ens.
Utilisation d’un solveur SAT
La dernie`re activite´ consista a` transformer la forme boole´enne pour ensuite la
soumettre a` un solveur SAT. Pour ce faire, j’ai utilise´ SAT4J. Ce type de solveur
n’accepte que des formules sous format DIMACS, c’est-a`-dire des formules en
CNF ne faisant intervenir que des variables identifie´es par un entier. Vu que
lors de la transformation en forme boole´enne, toutes les contraintes sont mises
en CNF, il m’a suffit de remplacer chaque nom de feature ou d’attribut par
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un identifiant nume´rique unique. De plus, il m’a e´galement fallu produire les
formules DIMACS correspondants aux cardinalite´s et aux re`gles de justification
de ces dernie`res.
Actuellement, le solveur est capable de calculer diffe´rentes informations par
rapport a` un FM :
– La satisfiabilite´.
– Le nombre de produits valables et la liste de ces derniers.
– Indiquer si une feature est morte (i.e. pre´sente dans aucun produit).
– ...
5 Auto-e´valuation
Un point fort positif fut mon inte´gration au sein de l’e´quipe du LIEL. Au
de´but de mon stage, je ne connaissais pas vraiment les membres du bureau. Au
fur et a` mesure, j’ai duˆ apprendre a` m’inte´grer et a` connaˆıtre chacun. L’e´tape
cle´ fut sans aucun doute la de´finition du nouveau langage, cette dernie`re m’a
permis de me rendre compte a` quel point il e´tait ne´cessaire de savoir travailler
en groupe : partager son avis, accepter la critique, savoir e´couter les autres...
Cette facette du stage m’a vraiment parue motivante et re´ussie.
La seconde note positive de mon stage concerne le langage Java et l’environ-
nement de de´veloppement Eclipse. Tout au long de mon cursus, j’ai du utiliser
ces deux produits dans diffe´rents contextes (MDL, projet de troisie`me bacca-
laure´at,... ). Durant mon stage, imple´menter un programme en Java tout en
utilisant Eclipse ne posa donc aucun proble`me et me permit meˆme d’acque´rir
de l’expe´rience supple´mentaire.
Ensuite, si je devais ame´liorer quelque chose, ce serait sans doute ma maˆıtrise
de l’anglais. Quand Marcilio Mendonca est arrive´ en Belgique, j’ai pu mesurer
la diffe´rence entre mon anglais et celui pratique´ au sein de l’e´quipe de travail.
Je trouvais c¸a vraiment dommage de ne pas pouvoir tout comprendre lors des
discussions. De`s lors, je n’osais pas toujours intervenir car je craignais d’avoir
mal compris quelque chose. Bien que ces e´changes n’aient vraiment dure´ qu’une
semaine, si je devais recommencer mon stage, j’essaierais de mieux m’y appreˆter.
Paralle`lement, je corrigerais aussi ma fac¸on de coder. En effet, quand je
suis lance´ dans l’imple´mentation d’une me´thode, je ne m’arreˆte pas toujours
pour faire le point sur ce que je viens de coder. De`s lors, quand je lance la
compilation, il est parfois frustrant de voir les erreurs de distraction que j’ai pu
laisser derrie`re moi. De plus, je ne prends pas toujours le temps de directement
documenter les classes et me´thodes que je viens de cre´er. Quelques fois, je suis
donc oblige´ de revenir dans une classe et de me replonger dans son code pour
pouvoir la documenter. Donc, dore´navant, j’essaierai de ne pas vouloir aller trop
vite et de directement documenter mon code.
Maintenant que j’ai pu avoir une vue globale de mon stage et des taˆches
que j’y ai effectue´es, je pense que l’on peut dire que tous les objectifs ont e´te´
remplis 10. Ceci, je le dois a` toute l’e´quipe qui m’entourait, chacun e´tant toujours
disponible et ne rechignant jamais a` re´pondre a` l’une des mes questions. De plus,
je dois dire que l’ambiance de travail e´tait tre`s professionnelle tout en e´tant
de´contracte´e.
10. Cependant, un informaticien n’e´tant jamais a` l’abris d’un bug, je resterai toujours a`
disposition de Mr. Heymans en cas d’erreur dans le programme que j’ai de´veloppe´.
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Graˆce a` ce stage, j’ai aussi pu avoir une premier aperc¸u de la vie profession-
nelle et de tout ce qu’elle incombe : le respect des horaires, les e´changes entre
les membres d’une e´quipe, le respect des deadlines,... Cette expe´rience unique
m’a sans doute permis de mieux me pre´parer au futur travail d’informaticien
qui m’attend.
Pour terminer, je tiens a` remercier Mr. Heymans et toute l’e´quipe du LIEL
pour l’accueil et le support qui m’ont e´te´ donne´s.
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Annexe D : Re`gles ve´rifie´es durant l’analyse se´-
mantique
Re`gles concernants les identifiants
La premie`re de ces re`gles concerne la forme des identifiants. Ceux corres-
pondants a` des features sont oblige´s de commencer par une majuscule tandis
que tous les autres (ceux concernants des attributs, types et constantes) doivent
de´buter par une minuscule.
Ensuite, il existe aussi des contraintes par rapport au caracte`re unique de
certains identifiants :
– L’identifiant de la feature racine doit eˆtre unique, aucune autre feature ne
peut eˆtre nomme´e de la meˆme fac¸on.
– Les attributs d’une meˆme feature doivent porter des noms uniques.
– Les features enfants d’une meˆme feature parente doivent porter des noms
uniques. Deux features soeurs (faisant partie du meˆme groupe de features
enfants) ne peuvent donc eˆtre identifie´es de la meˆme fac¸on.
– Les identifiants des types et des constantes doivent eˆtre uniques. Un at-
tribut ne pourra par exemple pas posse´der le meˆme identifiant que celui
d’un type.
– Les types simples d’un meˆme type structure´ doivent porter des noms
uniques.
– Les valeurs d’un meˆme attribut e´nume´ratif doivent eˆtre uniques.
– Une valeur d’un attribut e´nume´ratif ne peut eˆtre identique a` un identifiant
(de feature, de constante, ...).
Un identifiant ou un chemin d’identifiants doit toujours eˆtre utilise´ de ma-
nie`re non-ambigue¨, il ne peut re´fe´rencer qu’un et un seul e´le´ment. En outre, il
doit aussi bien sur faire re´fe´rence a` un e´le´ment existant.
Enfin, il existe un ensemble de mots re´serve´s (”group”, ”int”, ”bool”, ...) qui
ne peuvent eˆtre utilise´s pour identifier un e´le´ment.
Re`gles concernants la structure d’un mode`le
Les features enfants ne peuvent eˆtre spe´cifie´es que dans une et une seule
de´claration de leur feature parente. En outre, avant de pouvoir eˆtre de´clare´e
individuellement (hors d’un groupe de features enfants), une feature doit avoir
e´te´ de´clare´e dans un groupe de features enfants (cette re`gle n’est e´videmment
pas d’application pour la feature racine).
Le domaine de valeurs d’un attribut ne peut eˆtre de´fini qu’une et une seule
fois, soit dans la de´claration de l’attribut, soit dans la de´claration du type de
l’attribut (si ce dernier est de´fini a` l’aide d’un type cre´e´ par l’utilisateur). Dans
le cas ou` la valeur de l’attribut est pre´cise´e (mot-cle´ ”is”), il ne peut y avoir de
blocs conditionnels (”ifin:” ou ”ifout:”) car cette valeur est conside´re´e comme
constante (que la feature de l’attribut soit se´lectionne´e ou pas, l’attribut gardera
toujours cette valeur).
De par sa nature de graphe oriente´ acyclique, un mode`le ne peut pas contenir
de cycles entre ses features. Une feature parente ne peut donc jamais devenir
(directement ou indirectement) la fille d’une de ses features enfants. De plus,
dans la de´claration d’une feature partage´e, le mot-cle´ ”parent” ne peut jamais
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eˆtre utilise´. Si c’e´tait le cas, il pourrait faire re´fe´rence a` plusieurs features et il
serait donc ambigu.
La cardinalite´ d’un groupe de features enfants doit toujours eˆtre logique,
c’est-a`-dire :
– Que les valeurs des bornes doivent eˆtre entie`res et non ne´gatives.
– Que la valeur de la borne minimum doit eˆtre infe´rieure ou e´gal a` la borne
maximum.
– Que la valeur de la borne maximum doit eˆtre infe´rieure ou e´gal au nombre
total de features du groupe.
Enfin, il est interdit de de´clarer un type structure´ a` l’inte´rieur d’un autre
type structure´.
Re`gles concernants les types
Les expressions et les ensembles rentrant dans la de´finition d’un attribut
doivent eˆtre compatibles avec le type de ce dernier. Par exemple, un attribut de
type re´el ne pourra eˆtre de´fini qu’avec des expressions et/ou des ensembles de
type re´el ou entier.
Toutes les contraintes doivent eˆtre de type boole´en.
Chaque expression ou ensemble utilise´ dans la de´finition d’un attribut ou
d’une contrainte doit eˆtre lui-meˆme eˆtre correctement type´. Les ope´rateurs nu-
me´riques ne peuvent donc eˆtre employe´s qu’avec des expressions nume´riques,
les ope´rateurs de comparaison ne peuvent eˆtre utilise´s qu’avec deux expres-
sions dont les types sont compatibles entre eux, ... Quant aux ensembles, ils ne
peuvent contenir que des valeurs compatibles entre elles (un ensemble ne pourra
par exemple pas contenir a` la fois des strings et des entiers) et avec le type de
l’attribut pour lequel ils sont utilise´s. De plus, en ce qui concerne les intervalles,
la borne minimum doit bien sur eˆtre infe´rieure ou e´gal a` la borne maximum.
L’utilisation des mots-cle´s ”selectedchildren” et ”children” ne peut se
faire qu’avec un attribut commun a` toutes les features enfants d’une feature
parente. Le type de cette attribut devra eˆtre identique pour chaque feature
enfant et compatible avec la fonction d’agre´gation utilise´e.
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Annexe E : Liste des transformations de la nor-
malisation
Les re`gles [8] reprises ci-dessous permettent de transformer un mode`le TVL
en son e´quivalent en forme normale. Chacune de ces re`gles est nume´rote´e car il
est important de les appliquer en suivant l’ordre de cette nume´rotation. Dans le
cas contraire, le mode`le en forme normale pourrait contenir des erreurs.
1) Il faut e´liminer toutes les instructions ”include” en les remplac¸ant par le
contenu des fichiers qu’elles re´fe´rencent.
2) Il faut e´liminer toutes les constantes ”const t c e” en remplac¸ant chaque
occurence de ”c” par ”e”.
3) Il faut e´liminer tous les types utilise´s. Dans les cas d’un type simple ”b t”, il
faut remplacer le type de chaque attribut utilisant ”t” par le type de base ”b”.
Dans le cas d’un type structure´ ”struct t {b1 t1, b2 t2, ... }”, il faut
proce´der en plusieurs e´tapes. Durant la premie`re, le type structure´ ”t” est de´-
compose´ et remplace´ par l’ensemble des types simples le constituant ”b1 t_t1;
b2 t_t2; ...”. Ensuite, les attributs utilisants le type ”t” sont eux aussi de´-
compose´s et remplace´s par des attributs individuels utilisants les types simples
”t_t1, t_t2, ...” Par apre`s, ces types simples sont eux aussi e´limine´s a` leur
tour.
4) Il faut e´liminer les domaines de valeurs et les valeurs des attributs. Dans le cas
d’un attribut ”t a in s”, la clause ”in” est supprime´e et la nouvelle contrainte
”this.a in s” est ajoute´e. Dans le cas d’un attribut ”t a is v”, la clause ”is”
est supprime´e et la nouvelle contrainte ”this.a == v” est ajoute´e.
5) Il faut e´liminer les blocs conditionnels des attributs. Si l’attribut ”t” posse`de
un bloc ”ifin: is v” ou ”ifin: in s”, le bloc est supprime´ et la contrainte
”ifin: t == v”ou la contrainte ”ifin: t in s”est ajoute´e. De fac¸on similaire,
si ”t” posse`de un bloc ”ifout: is v” ou ”ifout: in s”, le bloc est supprime´
et la contrainte ”ifout: t == v” ou la contrainte ”ifout: t in s” est ajoute´e.
6) Il faut e´liminer les contraintes conditionnelles. Chaque contrainte ”ifin: e”
ou ”ifout: e” est remplace´e par une contrainte e´quivalente ”this -> e” ou
”!this -> e”.
7) Il faut e´liminer les mots-cle´s ”children” et ”selectedchildren” en (ici,
les c1, ..., ck sont les features enfants de la feature ou` est utilise´e la fonction
d’agre´gation) :
– Remplac¸ant ”avg(children.a)”par ”sum(children.a) / count(children)”.
Pour ”selectedchildren”, la transformation est similaire.
– Remplac¸ant ”fct(children.a)” par ”fct(c1.a, ..., ck.a)” ou` ”fct”
peut eˆtre ”sum”, ”mul”, ”min”, ”max”, ”and”, ”or” ou ”xor”.
– Remplac¸ant ”count(children)” par le nombre de features enfants de la
feature ou` ”count” est utilise´.
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– Remplac¸ant ”count(selectedchildren)” par ”sum((c1 ? 1 : 0), ...,
(ck ? 1 : 0))”
– Remplac¸ant ”fct(selectedchildren.a)" par ”fct((c1 ? c1.a : neut),
..., (ck ? ck.a : neut))” ou` ”fct” peut eˆtre ”sum”, ”mul”, ”min”, ”max”,
”and”, ”or” ou ”xor” et ”neut” est l’e´lement neutre de la fonction d’agre´ga-
tion (0 pour l’addition, 1 pour la multiplication, true pour la conjonction,
false pour la disjonction et pour ”xor”).
8) Il faut e´liminer les mots-cle´s ”this”, ”parent”et ”root”en les remplac¸ant par
les identifants ou les chemins d’identifiants non ambigus leurs correspondants.
9) Il faut fusionner toutes les contraintes du mode`le en une seule et meˆme
contrainte et rattacher cette dernie`re a` la feature racine r. Cette contrainte glo-
bale correspond a` Φ.
10) Il faut e´liminer les mots-cle´s des cardinalite´s. Ainsi, chaque occurence de :
– ”oneof” doit eˆtre remplace´e par ”group [1..1]”.
– ”someof” doit eˆtre remplace´e par ”group [1..*]”.
– ”allof” doit eˆtre remplace´e par ”group [*..*]”.
11) Il faut regrouper les diffe´rentes de´clarations d’une meˆme feature dans une
seule de´claration. Cette de´claration globale doit eˆtre inse´re´e dans le groupe de
features enfants ou` la feature est de´clare´e.
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