Within a statistical learning setting, we propose and study an iterative regularization algorithm for least squares defined by an incremental gradient method. In particular, we show that, if all other parameters are fixed a priori, the number of passes over the data (epochs) acts as a regularization parameter, and prove strong universal consistency, i.e. almost sure convergence of the risk, as well as sharp finite sample bounds for the iterates. Our results are a step towards understanding the effect of multiple epochs in stochastic gradient techniques in machine learning and rely on integrating statistical and optimization results.
Introduction
Machine learning applications often require efficient statistical procedures to process potentially massive amount of high dimensional data. Motivated by such applications, the broad objective of our study is deriving learning procedures with optimal statistical properties, and, at the same time, computational complexities proportional to the generalization properties allowed by the data, rather than their raw amount [5] . In this paper, we focus on iterative regularization as a viable approach towards this goal. The key observation behind these techniques is that iterative optimization schemes applied to scattered, noisy data exhibit a self-regularizing property, in the sense that early termination (early-stop) of the iterative process has a regularizing effect [19, 22] . Indeed, iterative regularization algorithms are classical in inverse problems [14] , and have been recently considered in machine learning [6, 32, 2, 4, 8, 24] , where they have been proved to achieve optimal learning bounds, matching those of variational regularization schemes such as Tikhonov [7, 29] .
In this paper, we consider an iterative regularization algorithm for the square loss, based on a recursive procedure updating the solution after processing one training set point at each iteration. Methods of the latter form, often broadly referred to as online learning algorithms, have become standard in the processing of large data-sets, because of their often low iteration cost and good practical performance. Theoretical studies for this class of algorithms have been developed within different frameworks. In composite optimization [17] , in stochastic optimization [18, 27] , in online learning, a.k.a. sequential prediction [10] , and finally, in statistical learning [9] . The latter is the setting of interest in this paper, where we aim at developing an analysis keeping into account simultaneously both statistical and computational aspects. To place our contribution in context, it is useful to emphasize the role of regularization and different ways in which it can be incorporated in online learning algorithms. The key idea of regularization is that controlling the complexity of a solution can help avoiding overfitting and ensure stability to achieve improved results [31] . Classically, regularization is achieved perturbing (penalizing) the objective function with some suitable functional, or replacing the original risk minimization problem by a constrained problem obtained restricting the space of possible solutions [31] . Model selection is then performed to determine the amount of regularization suitable for the data at hand. More recently, there has been an interest in alternative, possibly more efficient, ways to incorporate regularization. We mention in particular [33, 1] (see also [30] ) where there is no explicit regularization by penalization, and the step-size of an iterative procedure is shown to act as a regularization parameter. Here, for each fixed step-size, each data point is processed once, but multiple passes are indeed needed to perform model selection (that is pick the best step-size). We also mention [20] where an interesting adaptive approach is proposed, which seemingly avoid model selection under certain assumptions.
In this paper, we consider a different regularization strategy, which is widely used in practice. Namely, we consider no explicit penalization, fix the step size a priori, and analyze the effect of the number of passes over the data, which becomes the only free parameter to avoid overfitting, i.e. regularize. The associated regularization strategy, that we dub incremental iterative regularization, is hence based on early stopping. The latter is a well known "trick", for example in training large neural networks [16] , and is known to perform very well in practice [15] . Our goal is to provide a theoretical understanding of the generalization property of the above heuristic for incremental/online techniques by grounding it in solid theoretical terms. Towards this end, we develop a theoretical analysis considering the behavior of both the excess risk and the iterates themselves. For the latter we obtain sharp finite sample bounds matching those for Tikhonov regularization in the same setting. Finite sample bounds for the excess risk can then be easily derived, albeit possibly suboptimal. Our results are developed in a capacity independent setting [11, 28] , that is under no conditions on the covering or entropy numbers [28] . In this sense our analysis is worst case and dimension free. To the best of our knowledge the analysis in the paper is the first theoretical study of regularization by early stopping in incremental/online algorithms, and thus a first step towards understanding the effect of multiple epochs of stochastic gradient for risk minimization.
The rest of the paper is organized as follows. In Section 2 we describe the setting and the main assumptions, and in Section 3 we state the main results, discuss them and provide the main elements of the proof, which is deferred to the supplementary material. In Section 4 we present some experimental results on real and synthetic datasets. 
Setting and Assumptions
We first describe the setting we consider and then introduce and discuss the main assumptions that will hold throughout the paper. We essentially follow the framework proposed in [12, 25] and further developed in a series of follow up works [7, 2, 26, 8] . Unlike these papers where a reproducing kernel Hilbert space (RKHS) setting is considered (see Section A), here we develop an equivalent formulation within an abstract Hilbert space. This latter formulation is close to the setting of functional regression [23] and reduces to standard linear regression if H is finite dimensional, see Section A. Let H be a separable Hilbert space with inner product and norm denoted by ·, · H and · H . Let (X, Y ) be a pair of random variables on a probability space (Ω, S, P), with values in H and R, respectively. Denote by ρ the distribution of (X, Y ), by ρ H the marginal measure on H, and by ρ(·|x) the conditional measure on R given x ∈ H. Considering the square loss function, the problem under study is the minimizazion of the risk,
provided the distribution ρ is fixed but known only through a training set z = {(x 1 , y 1 ), . . . , (x n , y n )}, that is a realization of n ∈ N * independent identical copies of (X, Y ). In the following, we measure the quality of an approximate solutionŵ ∈ H (an estimator) controlling the excess risk
If the set of solutions of Problem (1) is non empty, that is O = argmin H E = ∅, we also consider
More precisely we are interested in deriving almost sure convergence results and finite sample bounds on the above error measures. This requires making some assumptions that we discuss next. We make throughout the following basic assumption.
Assumption 1 There exist M ∈ ]0, +∞[ and κ ∈ ]0, +∞[ such that |y| ≤ M ρ-almost surely, and
The above assumption is fairly standard. The boundness assumption on the output is satisfied in classification, see Section A, and can be easily relaxed, see e.g. [7] . The boundness assumption on the input can also be relaxed, but the resulting analysis is more involved. We omit these developments for the sake of clarity. It is well known that (see e.g. [13] ), under Assumption 1, the risk is a convex and continuous functional on L 2 (H, ρ H ), the space of square-integrable functions with norm f 2 ρ = H×R |f (x)| 2 dρ H (x). The minimizer of the risk on L 2 (H, ρ H ) is the regression function f ρ (x) = ydρ(y|x) for ρ H -almost every x ∈ H. By considering Problem (1) we are restricting the search for a solution to linear functions. Note that, since H is in general infinite dimensional, the minimum in (1) might not be achieved. Indeed, bounds on the above error measures depend on if, and how well, the regression function can be linearly approximated. The following assumption quantifies in a precise way such a requirement.
Assumption 2
Consider the space L ρ = {f : H → R | ∃w ∈ H with f = w, · ρ H -a. s.}, and let
Define g ρ = argmin g∈Lρ f ρ − g ρ . Ley r ∈ [0, +∞[, and assume that
The above assumption is standard [28] . Since its statement is somewhat technical, and we provide a more general formulation in a Hilbert space with respect to the usual RKHS setting, we further comment on its interpretation. We begin noting that L ρ is the space of linear functions indexed by H and is a proper subspace of L 2 (H, ρ H ), if Assumption 1 holds. Moreover, under the same assumption, it is easy to see that the operator L is linear, self-adjoint, positive definite and trace class, hence compact, so that its fractional power in (3) is well defined. It can be shown fairly easily that the space L ρ can be characterized in terms of the operator L, namely
This last observation allows to provide an interpretation of Condition (4). Indeed, given (5), for r = 1/2, Condition (4) states that g ρ belongs to L ρ , rather than its closure. In this case, Problem 1 has at least one solution, and the set O in (2) is not empty. Vice versa, if O = ∅ then g ρ ∈ L ρ , and w † is well-defined. If r > 1/2 the condition is stronger than for r = 1/2, since the images of L 2 (H, ρ H ) with respect to L r are nested subspaces for increasing r 1 .
Iterative Incremental Regularized Learning
The learning algorithm we consider is defined by the following iteration.
Let w 0 ∈ H and γ ∈ R ++ . Consider the sequence (ŵ t ) t∈N generated through the following procedure: given t ∈ N andŵ t ∈ H, defineŵ t+1 =û
whereû n t is obtained at the end of one cycle, namely as the last step of the recursion
Each cycle, called an epoch, corresponds to one pass over data. The above iteration can be seen as the incremental gradient method [3, 17] for the minimization of the empirical risk corresponding to z, that is the functionalÊ
1 If r < 1/2 then the regression function does not have a best linear approximation since gρ / ∈ Lρ, and in particular, for r = 0 we are not making any assumption. Intuitively, for 0 < r < 1/2, the condition quantifies how far gρ is from Lρ, that is to be well approximated by a linear function.
(see also Section B.2).Indeed, there is a vast literature on how the iterations (6), (7) can be used to minimize the empirical risk [3, 17] . Unlike these studies in this paper we are interested in how the iterations (6), (7) can be used to approximately minimize the risk E. The key idea is that whileŵ t is close to a minimizer of the empirical risk when t is sufficiently large, a good approximate solution of Problem (1) can be found by terminating the iterations earlier (early stopping). The analysis in the next few sections grounds theoretically this latter intuition.
Early stopping for incremental iterative regularization
In this section we present and discuss the main results of the paper, together with a sketch of the proof. The complete proofs can be found in Appendix B. We first present convergence results and then finite sample bounds for the norm and the excess risk. (i) If we choose a stopping rule t * : N * → N * such that
(ii) Suppose additionally that the set O of minimizers of (1) is nonempty and let w † be defined as in (2) . If we choose a stopping rule t * : N * → N * satisfying the conditions in (9) then
The above result shows that for an a priori fixed step-sized, consistency is achieved computing a suitable number t * (n) of iterations of algorithm (6)- (7) given n points. The number of required iterations tends to infinity as the number of available training points increases. Condition (9) can be interpreted as an early stopping rule, since it requires the number of epochs not to grow too fast. In particular, this excludes the choice t * (n) = 1 for all n ∈ N * , namely considering only one pass over the data. Given the currently known results,the failure of a single pass does not appear to be surprising, considering the stepsize is fixed (not depending on n) and we are not averaging. In the following remark we make clear that, if we let the step size to depend on the length of one epoch, convergence is recovered also for one pass.
Remark 3.2 (Recovering Stochastic Gradient descent)
Note that if in Theorem 3.1 we let γ to depend on n, than we can choose t * (n) = 1. Indeed, choosing γ(n) = κ −1 n α , with α < 1/4, which coresponds to a stochastic gradient method with step-size κ −1 n α−1 , we can derive almost sure convergence of E(ŵ 1 ) − inf H E as n → +∞ relying on the same proof.
To derive finite sample bounds we need to impose additional conditions. We will see that the behavior of the bias of the estimator depends on the smoothness assumption (4). We are in position to state our main result, giving a finite sample bound.
Theorem 3.3 (Finite sample bounds in H)
In the setting of Section 2, let γ ∈ 0, κ −1 for every t ∈ N. Suppose that Assumption (2) is satisfied for some r ∈ ]1/2, +∞[. Then the set O of minimizers of (1) is nonempty, and w † in (2) is well defined. Moreover, the following hold:
(i) There exists c ∈ ]0, +∞[ such that, for every t ∈ N * , with probability greater than 1 − δ,
(ii) For the stopping rule t * :
, with probability greater than 1 − δ,
Note that the dependence on κ suggests that a big κ, which corresponds to a small γ, helps in decreasing the sample error, but increases the approximation error. Next we present the result for the excess risk. We consider only the attainable case, that is the case r > 1/2 in Assumption 2. The case r ≤ 1/2 is deferred to Appendix A, since both the proof and the statement are conceptually similar to the attainable case. (i) For every t ∈ N * , with probability greater than 1 − δ,
(ii) For the stopping rule t * : N * → N * t * (n) = n 1 2(1+r) , with probability greater than 1 − δ,
Equations (12) and (15) arise from a form of bias-variance (sample-approximation) decomposition of the error. Choosing the number of epochs that optimize the bounds in (12) and (15) we derive a priori stopping rules and corresponding bounds (14) and (16) . Again, these results confirm that the number of epochs acts as a regularization parameter and the best choices following from equations (12) and (15) suggest multiple passes over the data to be beneficial. In both cases, the stopping rule depends on the smoothness parameter r which is typically unknown, and hold-out cross validation is often used in practice. Following [8] , it is possible to show that this procedure allows to adaptively achieve the same convergence rate as in (16).
Discussion
We discuss a few comments and comparisons. In Theorem 3.3, the obtained bound can be compared to known lower bounds, as well as to previous results for least squares algorithms obtained under Assumption 2. Minimax lower bounds and individual lower bounds [7, 29] , suggest that, for r > 1/2, O(n (r−1/2)/(2r+1)) is the optimal capacity-independent bound for the H norm 2 . In this sense, Theorem 3.3 provides sharp bounds on the iterates. Bounds can be improved only under stronger assumptions, e.g. on the covering numbers or on the eigenvalues of L [28] . This question is left for future work. The lower bounds for the excess risk [7, 29] are of the form O(n −2r/(2r+1) ) and in this case the results in Theorems A.1 and 3.4 are not sharp, and in principle could be improved. Our results can be contrasted with online learning algorithms mentioned in the introduction that use step-size as regularization parameter. Optimal capacity independent bounds are obtained in [33] , see also [30] and indeed such results can be further improved considering capacity assumptions, see [1] and references therein.
Interestingly, our results can also be contrasted with non incremental iterative regularization approaches [6, 32, 2, 4, 8, 24] . Our current results show that incremental iterative regularization, with distribution independent step-size, behaves as a full gradient descent,at least in terms of iterates convergence. We believe that proving additional advantages of incremental regularization over the batch one is an interesting future research direction. Finally, we note that optimal capacity independent and dependent bounds are known for several least squares algorithms including Tikhonov regularization see e.g. [29] and references therein, as well as for a larger class of so called spectral filtering methods [2, 8] . These algorithms can be seen to be essentially equivalent from a statistical perspective but different from a computational point of view.
Elements of the proof
The proofs of the main results are based on a decomposition of the error to be estimated in two terms. The idea is to build an auxiliary sequence and to majorize the error with the sum of two quantities that can be interpreted as a sample and an approximation error, respectively. Bounds on these two terms are then provided. The main technical contribution of the paper is the sample error bound. The difficulty in proving this result is due to the fact that multiple passes over the data induce complex statistical dependences in the iterates.
Error decomposition. We consider an auxiliary iteration (w t ) t∈N which is the expectation of the iterations (6) and (7), starting from w 0 ∈ H with step-size γ ∈ R ++ . More explicitly, given w t ∈ H, the considered iteration generates w t+1 according to
where u n t is given by
2 In a recent manuscript, it has been proved that these are indeed minimax lower bounds (G. Blanchard, personal communication) If we let S : H → L 2 (H, ρ H ) be the linear map w → w, · H , which is bounded by √ κ under Assumption (1) holds, then it is well-known that
In this paper, we refer to the gap between the empirical and the expected iterates ŵ t − w t H as the sample error, and to A(t, γ, n) = E(w t ) − inf H E as the approximation error. Similarly, if w † (as defined in (2)) exists, using the triangle inequality, we obtain
Proof main steps. In the setting of Section 2, we summarize the key steps to derive a general bound for the sample error. Indeed, this is the main technical contribution of the paper. The proof of the behavior of the approximation error is more standard. The bound on the sample error is derived through many technical lemmas and uses concentration inequalities applied to martingales. Its complete derivation is reported in Section B.2. We underline that the crucial point is the probabilistic inequality in STEP 5 below. We need to introduce the additional linear operators:
We are now ready to state the main steps of the proof of the main results. Sample error bound (STEP 1 to 5) STEP 1 (see Proposition B.6): Find equivalent formulations for the sequencesŵ t and w t :
STEP 2 (see Lemma B.7):
Use the formulation obtained in STEP 1 to derive the following recursive inequalityŵ
with
STEP 3 (see Lemmas B.8 and B.9): Initializeŵ 0 = w 0 = 0, prove that I − γT + γÂ ≤ 1 and derive from STEP 2 that
STEP 4 (see Lemma B.10): Let Assumption 2 hold for some r ∈ R + and g ∈ L 2 (H, ρ H ). Prove that
STEP 5 (see Lemma B.11 and Proposition B.12: Prove that with probability greater than 1 − δ the following inequalities hold:
STEP 6 (approximation error bound, see Theorem B.14): Prove that, if Assumption 2 holds for some r ∈ ]0, +∞[, then
Moreover, if Assumption 2 holds with r = 1/2, then w t − w † H → 0, and if Assumption 2 holds for some r ∈ ]1/2, +∞[, then
STEP 7:
Plug the sample and approximation error bounds obtained in STEP 1-5 and STEP 6 in (19) and (20), respectively.
Experiments
Synthetic data. We consider a linear regression problem with random design in R d × R. The input points (x i ) 1≤i≤n are uniformly distributed in [0, 1] and the output points are obtained as y i = w * , Φ(x i ) + N i , where N i is a gaussian noise with zero mean and standard deviation 1 and Φ = (ϕ k ) 1≤k≤d is a dictionary of trigonometric functions whose k-th element is ϕ k (x) = cos((k − 1)x) + sin((k − 1)x). In Figure 1 , we plot the test error for d = 5 (with n = 80 in (a) and 800 in (b)).
The plots show that the number of the epochs acts as a regularization parameter, and that early stopping is beneficial to achieve a better test error. Moreover, according to our theoretical findings, the experimental results suggest that the number of performed epochs should increase if the number of available training points increases.
Real data. We tested the kernelized version of our algorithm (see Appendix A) on the cpuSmall 3 , Adult and Breast Cancer Wisconsin (Diagnostic) 4 real-world datasets. We considered a subset of Adult, with n = 1600. The results are shown in Figure 2 . Figure 1 : Evolution of the test error with the number of iterations. In (a), n = 80, and total number of iterations of IIR is 8000, corresponding to 100 epochs. In (b), n = 800 and the total number of epochs is 400. The best test error is obtained for 9 epochs in (a) and for 31 epochs in (b). 
Iterations

A Some Special Cases of Interest
Finally, before proving our main results, we illustrate and discuss a few special instances of the considered setting and related quantities.
Linear and Functional Regression
In classical linear regression, data are described by the following model
In fixed design regression, the inputs x 1 , . . . , x n are assumed to be fixed, while in random design regression they are random sample according to some fixed unknown distribution [28] . It is easy to see that this latter setting is a special case of the framework in the paper (indeed the analysis in the paper can be also adapted with minor modifications to the fixed design setting). The regression model can be further complicated assuming the function of interest to be non linear (while we might still restrict the search of a solution to linear estimators). This can be dealt with for example considering kernel methods as we discuss below. Another special case of the setting in the paper is that of functional regression, where the input points are assumed to be infinite dimensional objects, for example curves, and they are formally described as functions in a Hilbert space. Clearly also this example is subsumed as a special case of our setting.
Learning with Kernels
The setting in the paper reduces to nonparametric learning in RKHS as a special case. Let Ξ×R be a probability space with distribution µ, that be can seen as the input/output space. The goal is then to minimize the risk, that, considering the square loss function, is given by
and is well defined for all measurable functions. A common way to build an estimator is to consider a symmetric kernel K : Ξ × Ξ → R which is positive definite, that is for which the matrix with entries K(ξ i , ξ j ), i, j = 1 . . . n, is positive semidefinite for all in ξ 1 , . . . , ξ n ∈ Ξ, n ∈ N * . Such a kernel defines a unique Hilbert space of function H K with inner product ·, · K and such that for all ξ ∈ Ξ, K ξ (·) = K(ξ, ·) ∈ H K and the following reproducing property holds for all f ∈ H K , f (ξ) = f, K ξ K . To see how this setting is subsumed by the one in the paper, it is useful to introduce the (feature) map Φ : Ξ → H K , where Φ(ξ) = K ξ , for ξ ∈ Ξ and further consider Φ : Ξ × R → H K × R, where Φ(ξ, y) = (K ξ , y), for ξ ∈ Ξ and y ∈ R. Assuming the kernel to be measurable, we can view Φ as a random variable. If we denote its distribution on H K × R by µ Φ , then we can then let H = H K and ρ = µ Φ . It is known that the functions in a RKHS a measurable provided that the kernel is measurable [28] , hence if we consider the risk of a function f ∈ H K we have
where we made the change of variables (K ξ , y) = (x, y). As is well known in machine learning, we can view learning a function using a kernel as learning a linear function in suitable Hilbert space.
Integral and Covariance Operators. The operator L can be seen as an integral operator associated to a linear kernel and is closely related to the covariance operator, or rather the second moment operator defined by ρ. This connections allows to interpret Assumption 2 in terms of the principal components.
To see this note that, under Assumption 1 it is easy to see that S is bounded, and its adjoint is given by
Then a straightforward calculation shows that L = SS * . Moreover we can define T :
where x ⊗ x = x, · x, for all x ∈ H. The operator T is the second moment operator associated to ρ and its eigenfunctions are the principal components. Under Assumption 1, the operators T, L are linear, positive, sef-adjoint and trace class, S, S * are bounded and Hilbert Schmidt, hence compact. The operators T, L have the same non zero eigenvalues (σ j ) j which are the square of the singular values of S. If we denote by (v j ) j the eigenfunctions of T , the eigenfunctions of L can be chosen to be (u j ) j with u j (x) = σ −1 j v j , x H , ρ H -almost surely. This latter observation allows an interpretation of Condition (4). By considering higher fractional power we are essentially assuming that the regression function can be linearly approximated and its approximation can be effectively represented considering the principal components associated to large eigenvalues.
Binary Classification
The results in the paper can be directly applied to binary classification. Indeed, in this setting the outputs are binary valued i.e. {−1, 1} and the goal is to learn a classifier c : H → {−1, 1} with small misclassification risk
The above risk is minimized by the so called Bayes decision rule defined by b ρ (x) = sign(2ρ(1|x)−1), ρ H -almost surely, and where for a ∈ R, sign(a) = 1, if a ≥ 1 and sign(a) = −1 otherwise. A relaxation approach is usually considered to learn a classification rule, which is based on replacing the risk R with convex error functional defined over real valued functions, e.g. considering (23). A classification rule is then obtained by taking the sign.
So called comparison results quantify the cost of the relaxation. In particular, it is known that the following inequality related R and E defined in (24), (23) respectively,
for all measurable functions f . The latter inequality allows to derive excess misclassification risk and can be improved under additional assumption. We refer to [32] , for further details in this direction.
B Proofs
In this appendix we prove the main results. The proof is quite long, and will be given relying on a series of lemmas.
B.1 Preliminary Results
We collect very general results that will be applied to our setting.
Let B be a normed space. For every r ∈ N, let A r : B → B be a linear operator, let (B r ) r∈N be a sequence in B, and define the sequence (X r ) r∈N in B recursively as
We repeatedly use the following well-known equality, which is valid for every r ∈ N * and for every integer s ≤ r,
We next state an auxiliary lemma, establishing the minimizing property of the gradient descent iteration also when the infimum is not attained. Despite the result is a basic property of a very classical algorithm, we were not able to find the proof of this fact. Convergence properties of gradient descent are usually studied in two settings: for differentiable functions (not necessarily convex) and for convex functions. In the first case, the typical results do not assume existence of a minimizer and establish convergence to zero of the gradient of the function [22] . In the convex setting, the minimizing property is established assuming the existence of a minimizer [22] .
Lemma B.1 Let H be a Hilbert space, and F : H → R be a convex and differentiable function with
Proof. Since F is convex and differentiable,
Therefore,
Let t ∈ N and define σ t = t k=0 η k . Summing (29) for k = 0, . . . , t we obtain
Using the Lipschitz continuity of the gradient of F (see [22, Equation (15) 
Summing (31) for k = 0, . . . , t − 1 we get, for every
Adding (32) to (30) we get, for every u ∈ H
and hence,
We next recall a probabilistic inequality for martingales [ 
B.2 Proof of STEP 1
Here we first introduce a recursive expression which is satisfied by the sequence (ŵ t ) t∈N , that allows to interpret the incremental gradient iteration as a gradient descent iteration with errors. To do so, we start by introducing some further notation and then show that the iteration presented in (6)- (7) results from the application of the incremental gradient method to the empirical risk.
Let x ∈ H and define S x : H → R, by setting S x w = w, x H . Then S x is a bounded linear operator and S x ≤ x H . Using this linear operator, and the operator S introduced in Assumption 2, Problems (1) and (8) can be expressed as convex quadratic minimization problems. The empirical risk can be written asÊ
and recalling Assumption 2 and (19), we have
Define the operators T : H → H : T = S * S, and (∀x ∈ X ) T x : H → H :
Then, computing the gradients of E andÊ respectively, (6)- (7) can be rewritten aŝ
and (17)- (18) can be expressed as
It is apparent from (36) that the considered iteration is derived from the application of the incremental gradient algorithm to the empirical error (see [3, 17] ). At the same time (37) shows that iteration (17)- (18) can be seen as the result of applying the incremental gradient descent algorithm to the expected loss, which clearly, for fixed n, can be written as (17)- (18), with w 0 = 0. Let η = γ/n. Then
Lemma B.3 Let t ∈ N, and let w t be defined as in
Proof. Let, for every k ∈ N,
Then, by (37), w t = v nt , and (38) follows.
In other words, the statement of Lemma B.3 states that the t-th epoch of the incremental gradient descent iteration in (17)- (18) . coincides with n steps of gradient descent with stepsize γ/n.
Next, we relate the iteration (6)- (7) to the gradient descent iteration on the empirical error. These will be used in the error analysis and provide some useful comparison between these two methods. Hereafter,T is the operator
The following lemma provides an alternative expression for the composition of linear operators.
Lemma B.4
Let n ∈ N * , let (T i ) 1≤i≤n be a family of linear operators from H to H, and let
Proof. By induction. Equality (39) is trivially satisfied for n = 1. Suppose now that n ≥ 2, and that (39) holds for n − 1. Then
and the validty of (39) for every n ∈ N * follows by induction.
Equality (40) is trivially satisfied for n = 1. Suppose now that n ≥ 2 and that (39) holds for n − 1. Then
w j , and the conclusion follows.
The following lemma establishes an equivalent expression for the iterates (6)- (7). Lemma B.5 Let t ∈ N. Then,
Proof. For every i ∈ {1, . . . , n}, the update ofv i t in (7) can be equivalently written as in (36), and is of the form (25) , with A r = I − (γ/n)T x r+1 , and B r = (γ/n)S * x r+1 y r+1 , for every r ∈ {0, . . . , n − 1}, and X 0 =ŵ t . Equation (41) follows by writing (26) for r = n − 1. Proposition B.6 For every t ∈ N, the iteration (6)- (7) can be written aŝ
The iteration (17)- (18) applied to E can be expressed as
Proof. Equations (42) and (43) follow from Lemma B.4 and Lemma B.5 applied with (∀i ∈ {1, . . . , n}) T i = (γ/n)T x i . Equations (44) and (45) follow from Lemma B.4 and Lemma B.5 applied with (∀i ∈ {1, . . . , n}) T i = (γ/n)T .
Note that, although not explicitly specified, the operator A and the element b ∈ H in Proposition B.6 depend on n. Equation (42) allows to compare the update resulting from one epoch of the iteration (6)- (7) with the one of a standard gradient descent on the empirical error with stepsize γ, which is given byv
for an arbitraryv 0 ∈ H. As can be seen comparing (42) and (46), In particular, the incremental gradient descent can be interpreted as a perturbed gradient descent step, with perturbation
B.3 Proof of STEP 2
The following recursive expression is key to get sample bounds estimates, and is at the basis of Lemma B.9.
Lemma B.7
In the setting of Section 2, let t ∈ N and letŵ t and w t be defined as in (6)- (7) and w t be defined as (17)- (18), respectively. DefineÂ andb as in (43), and A and b as in (45). Then
Proof. We haveŵ
Adding and subtracting (−γT + γ 2Â )w t it follows from (44) that
Relying on equation (25) we get (53).
B.4 Proof of STEP 3
Next we provide a lemma to bound the norm of the operator appearing in (53), and acting on the random variable ζ k in (54).
Lemma B.8
In the setting of Section 2, let γ ∈ ]0, nκ −1 ]. Then
Proof. It follows from Lemma B.4, equation (39) applied with T i = T x i and the definition ofÂ k in (43) that
Since T x i ≤ κ and by assumption γ/n ≤ κ −1 , I − (γ/n)T x i ≤ 1 and the statement follows.
We next provide a first inequality for the sample error.
Lemma B.9 Let t ∈ N and letŵ t and w t be defined as in (6)-(7) and w t be defined as (17) - (18), respectively. DefineÂ andb as in (43), and A and b as in (45). Then
Proof. By Lemma B.7 we derive that
Since w 0 =ŵ 0 , we have
By Lemma B.8, for every j ∈ N, I − γT + γ 2Â ≤ 1, and therefore
B.5 Proof of STEP 4
Here, we provide a bound for w t H . The proof technique is similar to that of known results in inverse problems [14] , although the bound obtained in (56) is novel.
Lemma B.10
In the setting of Section 2, let Assumption 1 hold, let n ∈ N * , and let γ ∈ 0, nκ −1 . Let w 0 = 0, and let t ∈ N. Then the following hold:
(ii) Suppose that O is nonempty. Then there exist w † as in (2) and β ∈ R ++ such that
(iii) Let Assumption 2 hold with r ∈ ]1/2, +∞[. Then w † is well defined and
Proof. Let ∈ ]0, κ] and set η = γ/n. By Lemma B.3 and by the spectral theorem [14, equation (2. 43)], we derive
(i): By (58)
where (∀ ∈ R + ) ψ( ) = max 1/2+r ntη, r−1/2 . Since is arbitrary,
Now note that ∈ ]0, +∞] → ntη 1/2+r is strictly increasing, and has limit equal to zero at zero. On the contrary, ∈ ]0, +∞] → r−1/2 is strictly decreasing and lim →0 + r−1/2 = +∞. Hence, there exists a unique point ∈ ]0, +∞] such that
therefore is the unique minimizer of ψ. Solving for in (61), we get = (ntη) −1 . We derive, again from (61), that min
Finally, (60) yields
(ii): First note that, by Fermat's rule, S * g ρ = T w † . It follows form Lemma B.3 that
Since, for every m ∈ N, each summand is bounded by | w † , h m | 2 , and m∈N | w † , h m | 2 , the Dominated Convergence Theorem yields
Hence, the sequence ( w t H ) t∈N is bounded.
(iii): Arguing as in the proof of (i), it follows from (58) and Assumption 2 that
B.6 Proof of STEP 5
The main novel probabilistic estimates are given in the following proposition. This is the more involved part of the proof, where many tricks are needed in order to get a manageable expression. The proof is based on writing the termsÂ − A andb − b as a sum of martingales and then apply Theorem B.2 to derive concentration inequalities. We start with the following well-known lemma, which is a direct consequence of Theorem B.2 (see also [12] ).
Lemma B.11
In the Setting of Section 2, let Assumption 1 hold. For every δ ∈ ]0, 1]
and 
and
Proof. We first show a useful decomposition. Recall that
T .
For every j ∈ {2, . . . , n}, set
We next bound each term appearing in (68). By Lemma B.11, with probability greater than 1 − δ,
On the other hand
Note that n j=2B j 1/n j−1 l=1 (T x l − T ) is Hilbert-Schmidt, for T x l and T are Hilbert-Schmidt operators, with T x l HS ≤ κ and T HS ≤ κ, and the family of Hilbert-Schmidt operators is an ideal with respect to the composition in L(H). Therefore, by (70) and (71),
holds with probability greater than 1 − δ, for any δ ∈ ]0, 1[. Next we write the quantity Q n appearing in the second term in (68) as the sum of a martingale. For short, we set η = γ n and for all j ∈ {2, . . . , n} we denoteΠ
so that from the definition of Q n in (69),
We can derive a recursive update that determine a different expression for the quantity Q n as follows. Let s ∈ {1, . . . , n − 1}.
Applying equation (25) , since Q 1 = 0, we get
where, Θ 1 = 0 and, for every l ∈ {2, . . . , n},
being T x 2 , . . . , T xn independent and E[(T x l − T )] = 0. Moreover the conditional expectation
since T x l is independent from T x l+1 , . . . , T xn . Therefore the sequence (Θ l ) 1≤l≤n is a martingale difference sequence. The operator Θ l is Hilbert-Schmidt, since it is the composition of a HilbertSchmidt operator with a continuous one. Moreover, Θ 1 = 0. Next, since the operator T is compact and self-adjoint and 0 ≤ γ/n ≤ 1/ T , from the spectral mapping theorem, for every l ∈ {2, . . . , n} I − γ n Using the last inequality, we derive
Then, Theorem B.2 applied to (Θ l ) i≤l≤n , yields
with probability greater than 1 − δ. Therefore, with probability greater than 1 − δ
The statement then follows recalling the decomposition in (68), and summing (75) 
and equation (67) follows reasoning as in the previous part of the proof.
B.7 Sample error
The proof of the bound on the sample error easily follows from the above results.
Theorem B.13 (Sample error) Let Assumption 1 hold. Let n ∈ N * , suppose that γ ∈ 0, nκ −1 , and letŵ 0 = w 0 = 0. Let δ ∈ ]0, 1[, and, for every t ∈ N * , letŵ t and w t be defined as in (6)- (7) and (17)- (18) Statements (i) and (ii) directly follow from the bound on w k H obtained in Lemma B.10.
B.8 Proof of STEP 6 -approximation error
The proof of this result is similar to that of the approximation error bounds obtained in [32, 33] , and uses spectral techniques, which are classical in linear inverse problems [14] .
Theorem B.14 (Approximation error) In the setting of Section 2, let Assumption 1 hold, let n ∈ N, let w 0 ∈ H, let γ ∈ 0, nκ −1 and let (w t ) t∈N be defined as in (17)- (18) . Then the following hold:
(i) The approximation error E(w t ) − inf H E → 0.
(ii) Suppose that O is nonempty. Then w † in (2) exists and w t − w † H → 0. with probability greater than 1 − δ. Note that analogous inequalities hold for the case r > 1/2 and with respect to the norm in H. We are now ready to prove the Theorems stated in Section 3. The proof of universal consistency is a consequence of the sample and approximation error bounds, and of the application of Borel-Cantelli Lemma.
(ii) For the stopping rule t * : N * → N * t * (n) = n 
As for the attainable case, equation (87) arises from a form of bias-variance (sample-approximation) decomposition of the error. Choosing the number of epochs that optimize the bounds in (87), we derive a priori stopping rules (88) and corresponding bound (89). Again, these results confirm that the number of epochs acts as a regularization parameter and the best choice follows from equation (87).
Proof of Theorem A.1. (i): This follows from Theorem B.13(i) and Theorem B.14(iii).
(ii): It follows plugging the expression of t * (n) into the inequality in (i).
