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Abstract
Universal coverings of the orthogonal groups and their extensions are
studied in terms of Clifford-Lipschitz groups. An algebraic description
of basic discrete symmetries (space inversion P , time reversal T , charge
conjugation C and their combinations PT , CP , CT , CPT ) is given.
Discrete subgroups {1, P, T, PT} of orthogonal groups of multidimen-
sional spaces over the fields of real and complex numbers are considered
in terms of fundamental automorphisms of Clifford algebras. The fun-
damental automorphisms form a finite group of order 4. The charge
conjugation is represented by a complex conjugation pseudoautomor-
phism of the Clifford algebra. Such a description allows one to extend
the automorphism group. It is shown that an extended automorphism
group (CPT -group) forms a finite group of order 8. The group struc-
ture and isomorphisms between the extended automorphism groups and
finite groups are studied in detail. It is proved that there exist 64 dif-
ferent realizations of CPT -group. An extension of universal coverings
(Clifford-Lipschitz groups) of the orthogonal groups is given in terms
of CPT -structures which include well-known Shirokov-Da¸browski PT -
structures as a particular case. Quotient Clifford-Lipschitz groups and
quotient representations are introduced. It is shown that a complete
classification of the quotient groups depends on the structure of various
subgroups of the extended automorphism group.
1 Introduction
From historical point of view Clifford algebras have essentially geometric ori-
gin [24], because they are the synthesis of Hamilton quaternion calculus [45]
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and Grassmann Ausdehnungslehre [43], and by this reason they called by Clif-
ford as geometric algebras [25]. Further, Lipschitz [54] showed that Clifford
algebras closely related with the study of the rotation groups of multidimen-
sional spaces. After fundamental works of Cartan [16], Witt [83] and Chevalley
[20] the Clifford algebra theory takes its modern form [27, 62, 55]. The Pin
and Spin groups (Clifford-Lipschitz groups) widely used in algebraic topology
[12, 44, 4, 49, 50, 51], in the definition of pinor and spinor structures on the
riemannian manifolds [59, 41, 47, 82, 28, 29, 56, 31, 27, 1, 17, 18, 2], spinor
bundles [67, 68, 37, 36, 38], and also have great importance in the theory of
the Dirac operator on manifolds [8, 7, 77, 35, 3]. The Clifford-Lipschitz groups
also intensively used in theoretical physics [23, 32, 34, 69, 33, 10, 19].
Universal coverings of the orthogonal groups allow us to describe discrete
symmetries on an equal footing, from the one group theoretical viewpoint. Im-
portance of discrete transformations is well–known, many textbooks on quan-
tum theory began with description of the discrete symmetries, and famous
Lu¨ders–Pauli CPT–Theorem is a keystone of quantum field theory.
However, usual practice of definition of the discrete symmetries from the
analysis of relativistic wave equations does not give a full and consistent the-
ory of the discrete transformations. In the standard approach, except a well
studied case of the spin j = 1/2 (Dirac equation), a situation with the dis-
crete symmetries remains unclear for the fields of higher spin j > 1/2. It is
obvious that the main reason of this is an absence of a fully adequate for-
malism for description of higher–spin fields (all widely accepted higher–spin
formalisms such as Rarita–Schwinger approach [64], Bargmann–Wigner [6] and
Gel’fand–Yaglom [39] multispinor theories, and also Joos–Weinberg 2(2j+1)–
component formalism [48, 81] have many intrinsic contradictions and difficul-
ties). Moreover, Lee and Wick [53] claimed that “the situation is clearly an
unsatisfactory one from a fundamental point of view”. The first attempt of
going out from this situation was initiated by Gel’fand, Minlos and Shapiro
in 1958 [40]. In the Gel’fand–Minlos–Shapiro approach the discrete symme-
tries are represented by outer involutory automorphisms of the Lorentz group
(there are also other realizations of the discrete symmetries via the outer au-
tomorphisms, see [58, 52, 76]). At present, the Gel’fand–Minlos–Shapiro ideas
have been found further development in the works of Buchbinder, Gitman and
Shelepin [14, 42], where the discrete symmetries are represented by both outer
and inner automorphisms of the Poincare´ group.
In 1909, Minkowski showed [60] that a causal structure of the world is de-
scribed by a 4–dimensional pseudo–Euclidean geometry. In accordance with
[60] the quadratic form x2 + y2 + z2 − c2t2 remains invariant under the action
of linear transformations of the four variables x, y, z and t, which form a gen-
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eral Lorentz group G. As known, the general Lorentz group G consists of a
proper orthochronous Lorentz group G0 and three reflections (discrete trans-
formations) P, T, PT , where P and T are space and time reversal, and PT is
a so–called full reflection. The discrete transformations P, T and PT added
to an identical transformation form a finite group. Thus, the general Lorentz
group may be represented by a semidirect product G0 ⊙ {1, P, T, PT}.
In 1958, Shirokov pointed out [74, 75] that an universal covering of the
inhomogeneous Lorentz group has eight inequivalent realizations. Later on,
in the eighties this idea was applied to a general orthogonal group O(p, q) by
Da¸browski [30]. As known, the orthogonal group O(p, q) of the real space Rp,q
is represented by the semidirect product of a connected componentO0(p, q) and
a discrete subgroup {1, P, T, PT}. Further, a double covering of the orthogonal
group O(p, q) is a Clifford–Lipschitz group Pin(p, q) which is completely con-
structed within a Clifford algebra Cℓp,q. In accordance with squares of elements
of the discrete subgroup (a = P 2, b = T 2, c = (PT )2) there exist eight double
coverings (Da¸browski groups [30]) of the orthogonal group defining by the sig-
natures (a, b, c), where a, b, c ∈ {−,+}. Such in brief is a standard description
scheme of the discrete transformations. However, in this scheme there is one
essential flaw. Namely, the Clifford–Lipschitz group is an intrinsic notion of
the algebra Cℓp,q (a set of the all invertible elements of Cℓp,q), whereas the dis-
crete subgroup is introduced into the standard scheme in an external way, and
the choice of the signature (a, b, c) of the discrete subgroup is not determined
by the signature of the space Rp,q. Moreover, it is suggest by default that for
any signature (p, q) of the vector space there exist the all eight kinds of the
discrete subgroups. It is obvious that a consistent description of the universal
coverings of O(p, q) in terms of the Clifford–Lipschitz groups Pin(p, q) ⊂ Cℓp,q
can be obtained only in the case when the discrete subgroup {1, P, T, PT} is
also defined within the algebra Cℓp,q. Such a description has been given in
the works [78, 79, 80], where the discrete symmetries are represented by fun-
damental automorphisms of the Clifford algebras. So, the space inversion P ,
time reversal T and their combination PT correspond to an automorphism ⋆
(involution), an antiautomorphism ˜ (reversion) and an antiautomorphism ⋆˜
(conjugation), respectively. The fundamental automorphisms of the Clifford
algebras are compared to elements of the finite group formed by the discrete
transformations. In turn, a set of the fundamental automorphisms, added by
an identical automorphism, forms a finite group Aut(Cℓ), for which in virtue of
the Wedderburn–Artin Theorem there exists a matrix representation. In such
a way, an isomorphism {1, P, T, PT} ≃ Aut(Cℓ) plays a central role and allows
us to use methods of the Clifford algebra theory at the study of a group the-
oretical structure of the discrete transformations. First of all, it allows one to
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classify the discrete groups into Abelian Z2 ⊗Z2, Z4 and non–Abelian D4, Q4
finite groups, and also to establish a dependence between the finite groups and
signature of the spaces in case of real numbers. It is shown that the division
ring structure of Cℓp,q imposes hard restrictions on existence and choice of the
discrete subgroup, and the signature (a, b, c) depends upon the signature of
the underlying space Rp,q. Moreover, this description allows us to incorporate
the Gel’fand–Minlos–Shapiro automorphism theory into Shirokov–Da¸browski
scheme and further to unite them on the basis of the Clifford algebra theory.
Other important discrete symmetry is the charge conjugation C. In con-
trast with the transformations P , T , PT , the operation C is not space–time
discrete symmetry. This transformation is firstly appearred on the representa-
tion spaces of the Lorentz group and its nature is strongly different from other
discrete symmetries. For that reason in this work the charge conjugation C
is represented by a pseudoautomorphism A → A which is not fundamental
automorphism of the Clifford algebra. All spinor representations of the pseu-
doautomorphism A → A are given in Theorem 3. An introduction of the
transformation A → A allows us to extend the automorphism group Aut(Cℓ)
of the Clifford algebra. It is shown that automorphisms A → A⋆, A → A˜,
A→ A˜⋆, A → A, A→ A⋆, A → A˜ and A → A˜⋆ form a finite group of order
8 (an extended automorphism group Ext(Cℓ) = {Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜}). The
group Ext(Cℓ) is isomorphic to a CPT -group {1, P, T, PT, C, CP, CT, CPT}.
There exist isomorphisms between Ext(Cℓ) and finite groups of order 8. A full
number of different realizations of Ext(Cℓ) is equal to 64. This result allows
us to define extended universal coverings (CPT -structures) of the orthogonal
groups. It is shown that the eight Shirokov-Da¸browski PT -structures present
a particular case of general CPT -structures.
Quotient representations of the group Pin(n,C) and Pin(p, q) correspond
to the types n ≡ 1 (mod 2) (F = C) and p−q ≡ 1, 5 (mod 8) (F = R), respec-
tively. An explicit form of the quotient representations is given in Theorem
14. It is proved that a classification of the quotient groups depends on the
structure of different subgroups of Ext(Cℓ).
2 Clifford algebras and discrete symmetries
In this section we will consider some basic facts concerning Clifford algebras
which we will widely use below. Let F be a field of characteristic 0 (F = R, F =
C), where R and C are the fields of real and complex numbers, respectively.
A Clifford algebra Cℓ over a field F is an algebra with 2n basis elements: e0
(unit of the algebra) e1, e2, . . . , en and products of the one–index elements
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ei1i2...ik = ei1ei2 . . . eik . Over the field F = R the Clifford algebra is denoted
as Cℓp,q, where the indices p and q correspond to the indices of the quadratic
form
Q = x21 + . . .+ x
2
p − . . .− x
2
p+q
of a vector space V associated with Cℓp,q. The multiplication law of Cℓp,q is
defined by a following rule:
e2i = σ(p− i)e0, eiej = −ejei, (1)
where
σ(n) =
{
−1 if n ≤ 0,
+1 if n > 0.
(2)
The square of a volume element ω = e12...n (n = p+ q) plays an important role
in the theory of Clifford algebras,
ω2 =
{
−1 if p− q ≡ 2, 3, 6, 7 (mod 8),
+1 if p− q ≡ 0, 1, 4, 5 (mod 8).
(3)
A center Zp,q of the algebra Cℓp,q consists of the unit e0 and the volume element
ω. The element ω = e12...n belongs to a center when n is odd. Indeed,
e12...nei = (−1)
n−iσ(q − i)e12...i−1i+1...n,
eie12...n = (−1)
i−1σ(q − i)e12...i−1i+1...n,
therefore, ω ∈ Zp,q if and only if n − i ≡ i − 1 (mod 2), that is, n is odd.
Further, using (3) we obtain
Zp,q =
{
1 if p− q ≡ 0, 2, 4, 6 (mod 8),
1, ω if p− q ≡ 1, 3, 5, 7 (mod 8).
(4)
An arbitrary element A of the algebra Cℓp,q is represented by a following
formal polynomial
A = a0e0 +
n∑
i=1
aiei +
n∑
i=1
n∑
j=1
aijeij + . . .+
n∑
i1=1
· · ·
n∑
ik=1
ai1...ikei1...ik+
+ . . .+ a12...ne12...n =
n∑
k=0
ai1i2...ikei1i2...ik .
In Clifford algebra Cℓ there exist four fundamental automorphisms.
1) Identity: An automorphism A→ A and ei → ei.
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This automorphism is an identical automorphism of the algebra Cℓ. A is an
arbitrary element of Cℓ.
2) Involution: An automorphism A→ A⋆ and ei → −ei.
In more details, for an arbitrary element A ∈ Cℓ there exists a decomposition
A = A′+A′′, where A′ is an element consisting of homogeneous odd elements,
and A′′ is an element consisting of homogeneous even elements, respectively.
Then the automorphism A→ A⋆ is such that the element A′′ is not changed,
and the element A′ changes sign: A⋆ = −A′ + A′′. If A is a homogeneous
element, then
A
⋆ = (−1)kA, (5)
where k is a degree of the element. It is easy to see that the automorphism
A→ A⋆ may be expressed via the volume element ω = e12...p+q:
A
⋆ = ωAω−1, (6)
where ω−1 = (−1)
(p+q)(p+q−1)
2 ω. When k is odd, the basis elements ei1i2...ik the
sign changes, and when k is even, the sign is not changed.
3) Reversion: An antiautomorphism A→ A˜ and ei → ei.
The antiautomorphism A → A˜ is a reversion of the element A, that is the
substitution of each basis element ei1i2...ik ∈ A by the element eikik−1...i1 :
eikik−1...i1 = (−1)
k(k−1)
2 ei1i2...ik .
Therefore, for any A ∈ Cℓp,q we have
A˜ = (−1)
k(k−1)
2 A. (7)
4) Conjugation: An antiautomorphism A→ A˜⋆ and ei → −ei.
This antiautomorphism is a composition of the antiautomorphism A → A˜
with the automorphism A→ A⋆. In the case of a homogeneous element from
the formulae (5) and (7), it follows
A˜⋆ = (−1)
k(k+1)
2 A. (8)
As known, the complex algebra Cn is associated with a complex vector space
Cn. Let n = p + q, then an extraction operation of the real subspace Rp,q in
Cn forms the foundation of definition of the discrete transformation known in
physics as a charge conjugation C. Indeed, let {e1, . . . , en} be an orthobasis in
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the space Cn, e2i = 1. Let us remain the first p vectors of this basis unchanged,
and other q vectors multiply by the factor i. Then the basis
{e1, . . . , ep, iep+1, . . . , iep+q} (9)
allows one to extract the subspace Rp,q in Cn. Namely, for the vectors Rp,q we
take the vectors of Cn which decompose on the basis (9) with real coefficients.
In such a way we obtain a real vector space Rp,q endowed (in general case)
with a non–degenerate quadratic form
Q(x) = x21 + x
2
2 + . . .+ x
2
p − x
2
p+1 − x
2
p+2 − . . .− x
2
p+q,
where x1, . . . , xp+q are coordinates of the vector x in the basis (9). It is easy to
see that the extraction of Rp,q in Cn induces an extraction of a real subalgebra
Cℓp,q in Cn. Therefore, any element A ∈ Cn can be unambiguously represented
in the form
A = A1 + iA2,
where A1, A2 ∈ Cℓp,q. The one-to-one mapping
A −→ A = A1 − iA2 (10)
transforms the algebra Cn into itself with preservation of addition and multi-
plication operations for the elements A; the operation of multiplication of the
element A by the number transforms to an operation of multiplication by the
complex conjugate number. Any mapping of Cn satisfying these conditions is
called a pseudoautomorphism. Thus, the extraction of the subspace Rp,q in the
space Cn induces in the algebra Cn a pseudoautomorphism A→ A [65, 66].
One of the most fundamental theorems in the theory of associative algebras
is
Theorem 1 (Wedderburn–Artin). Any finite–dimensional associative simple
algebra A over the field F is isomorphic to a full matrix algebra Mn(K), where
a natural number n defined unambiguously, and a division ring K defined with
an accuracy of isomorphism.
In accordance with this theorem all properties of the initial algebra A are
isomorphically transferred to the matrix algebra Mn(K). Later on we will
widely use this theorem. In turn, for the Clifford algebra Cℓp,q over the field
F = R we have an isomorphism Cℓp,q ≃ EndK(Ip,q) ≃ M2m(K), where m =
p+q
2
,
Ip,q = Cℓp,qf is a minimal left ideal of Cℓp,q, and K = fCℓp,qf is a division ring
of Cℓp,q. The primitive idempotent of the algebra Cℓp,q has a form
f =
1
2
(1± eα1)
1
2
(1± eα2) · · ·
1
2
(1± eαk),
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where eα1 , eα2 , . . . , eαk are commuting elements with square 1 of the canonical
basis of Cℓp,q generating a group of order 2
k. The values of k are defined by
a formula k = q − rq−p, where ri are the Radon–Hurwitz numbers [63, 46],
values of which form a cycle of the period 8: ri+8 = ri + 4. The values of all
ri are
i 0 1 2 3 4 5 6 7
ri 0 1 2 2 3 3 3 3
.
The all Clifford algebras Cℓp,q over the field F = R are divided into eight
different types with a following division ring structure:
I. Central simple algebras.
1) Two types p− q ≡ 0, 2 (mod 8) with a division ring K ≃ R.
2) Two types p− q ≡ 3, 7 (mod 8) with a division ring K ≃ C.
3) Two types p− q ≡ 4, 6 (mod 8) with a division ring K ≃ H.
II. Semi–simple algebras.
4) The type p− q ≡ 1 (mod 8) with a double division ring K ≃ R⊕ R.
5) The type p − q ≡ 5 (mod 8) with a double quaternionic division ring
K ≃ H⊕H.
The Table 1 (Budinich–Trautman Periodic Table [15]) explicitly shows a distri-
bution of the real Clifford algebras in dependence on the division ring structure,
here 2R(n) = R(n)⊕ R(n) and 2H(n) = H(n)⊕H(n).
Over the field F = C there is an isomorphism Cn ≃ M2n/2(C) and there are
two different types of complex Clifford algebras Cn: n ≡ 0 (mod 2) and n ≡ 1
(mod 2).
When Cℓp,q is simple, then the map
Cℓp,q
γ
−→ EndK(S), u −→ γ(u), γ(u)ψ = uψ (11)
gives an irreducible and faithful representation of Cℓp,q in the spinspace
S2m(K) ≃ Ip,q = Cℓp,qf , where ψ ∈ S2m , m =
p+q
2
.
On the other hand, when Cℓp,q is semi-simple, then the map
Cℓp,q
γ
−→ End
K⊕Kˆ
(S⊕ Sˆ), u −→ γ(u), γ(u)ψ = uψ (12)
gives a faithful but reducible representation of Cℓp,q in the double spinspace
S ⊕ Sˆ, where Sˆ = {ψˆ|ψ ∈ S}. In this case, the ideal S ⊕ Sˆ possesses a right
8
Table 1. Distribution of the real Clifford algebras.
p 0 1 2 3 4 5 6 7 . . .
q
0 R 2R R(2) C(2) H(2) 2H(2) H(4) C(8) . . .
1 C R(2) 2R(2) R(4) C(4) H(4) 2H(4) H(8) . . .
2 H C(2) R(4) 2R(4) R(8) C(8) H(8) 2H(8) . . .
3 2H H(2) C(4) R(8) 2R(8) R(16) C(16) H(16) . . .
4 H(2) 2H(2) H(4) C(8) R(16) 2R(16) R(32) C(32) . . .
5 C(4) H(4) 2H(4) H(8) C(16) R(32) 2R(32) R(64) . . .
6 R(8) C(8) H(8) 2H(8) H(16) C(32) R(64) 2R(64) . . .
7 2R(8) R(16) C(16) H(16) 2H(16) H(32) C(64) R(128) . . .
...
...
...
...
...
...
...
...
...
K⊕Kˆ-linear structure, Kˆ = {λˆ|λ ∈ K}, and K⊕Kˆ is isomorphic to the double
division ring R ⊕ R when p − q ≡ 1 (mod 8) or to H ⊕ H when p − q ≡ 5
(mod 8). The map γ in (11) and (12) defines the so called left-regular spinor
representation of Cℓ(Q) in S and S⊕ Sˆ, respectively. Furthermore, γ is faithful
which means that γ is an algebra monomorphism. In (11), γ is irreducible
which means that S possesses no proper (that is, 6= 0, S) invariant subspaces
under the left action of γ(u), u ∈ Cℓp,q. Representation γ in (12) is therefore
reducible since {(ψ, 0)|ψ ∈ S} and {(0, ψˆ)|ψˆ ∈ Sˆ} are two proper subspaces of
S⊕ Sˆ invariant under γ(u) (see [55, 27, 62]).
2.1 Salingaros groups
The structure of the Clifford algebras admits a very elegant description in
terms of finite groups [70, 71, 72]. In accordance with the multiplication law
(1) the basis elements of Cℓp,q form a finite group of order 2
n+1,
G(p, q) = {±1, ±ei, ±eiej, ±eiejek, . . . , ±e1e2 · · ·en} (i < j < k < . . .).
(13)
Salingaros showed [70, 71] that there exist five distinct types of finite groups
(13) that arise from Clifford algebras. In [70, 71] they were called ‘vee groups’
and were labelled as
Nodd, Neven, Ωodd, Ωeven, Sk. (14)
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The oddN–groups correspond to real spinors, for example, N1 is related to real
2–spinors, and N3 is the group of the real Majorana matrices. The even N–
groups define the quaternionic groups. The S–groups are the ‘spinor groups’
(Sk = N2k ⊗ C ≃ N2k−1 ⊗ C): S1 is the group of the complex Pauli matrices,
and S2 is the group of the Dirac matrices. Furthermore, the Ω–groups are
double copies of the N–groups and can be written as a direct product of the
N–groups with the group of two elements Z2:
Ωk = Nk ⊗ Z2. (15)
Let us consider now several simplest examples of the groups (14). First of
all, a finite group corresponding to the Clifford algebra Cℓ0,0 with an arbitrary
element A = a0 and division ring K ≃ R (p− q ≡ 0 (mod 8)) is a cyclic group
Z2 = {1,−1} with the following multiplication table
1 −1
1 1 −1
−1 −1 1
.
It is easy to see that in accordance with (14) the finite group corresponding
to Cℓ0,0 is N0–group (N0 = Z2).
A further Clifford algebra is Cℓ1,0: A = a
0 + a1e1, e
2
1 = 1, K ≃ R ⊕ R,
p−q ≡ 1 (mod 8). In this case the basis elements of Cℓ1,0 form the Gauss–Klein
four–group Z2 ⊗ Z2 = {1,−1, e1,−e1}. The multiplication table of Z2 ⊗ Z2
has a form
1 −1 e1 −e1
1 1 −1 e1 −e1
−1 −1 1 −e1 e1
e1 e1 −e1 1 −1
−e1 −e1 e1 −1 1
.
In accordance with (15) we have here a first Ω–group: Ω0 = N0 ⊗ Z2 =
N0 ⊗N0 = Z2 ⊗ Z2.
The algebra Cℓ0,1 with A = a
0 + a1e1, e
2
1 = −1 (K ≃ C, p − q ≡ 7
(mod 8)) corresponds to the complex group Z4 = {1,−1, e1,−e1} with the
10
multiplication table
1 −1 e1 −e1
1 1 −1 e1 −e1
−1 −1 1 −e1 e1
e1 e1 −e1 −1 1
−e1 −e1 e1 1 −1
.
It is easy to see that in accordance with Salingaros classification this group is
a first S–group: S0 = Z4.
The three finite groups considered previously are Abelian groups. All other
Salingaros groups (14) are non–Abelian. The first non–Abelian Salingaros
group correspond to the algebra Cℓ2,0 with an arbitrary element A = a
0+a1e1+
a2e2+a
12e12 and e
2
1 = e
2
2 = 1, e
2
12 = −1 (p−q ≡ 2 (mod 8), K ≃ R). The basis
elements of Cℓ2,0 form a dihedral groupD4 = {1,−1, e1,−e1, e2,−e2, e12,−e12}
with the table
1 −1 e1 −e1 e2 −e2 e12 −e12
1 1 −1 e1 −e1 e2 −e2 e12 −e12
−1 −1 1 −e1 e1 −e2 e2 −e12 e12
e1 e1 −e1 1 −1 e12 −e12 e2 −e2
−e1 −e1 e1 −1 1 −e12 e12 −e2 e2
e2 e2 −e2 −e12 e12 1 −1 −e1 e1
−e2 −e2 e2 e12 −e12 −1 1 e1 −e1
e12 e12 −e12 −e2 e2 e1 −e1 −1 1
−e12 −e12 e12 e2 −e2 −e1 e1 1 −1
.
It is a first Nodd–group: N1 = D4. It is easy to verify that we come to the
same group N1 = D4 for the algebra Cℓ1,1 with the ring K ≃ R, p − q ≡ 0
(mod 8).
The following non–Abelian finite group we obtain for the algebra Cℓ0,2
with a quaternionic ring K ≃ H, p − q ≡ 6 (mod 8). In this case the basis
elements of Cℓ0,2 form a quaternionic group Q4 = {±1,±e1,±e2,±e12} with
11
the multiplication table
1 −1 e1 −e1 e2 −e2 e12 −e12
1 1 −1 e1 −e1 e2 −e2 e12 −e12
−1 −1 1 −e1 e1 −e2 e2 −e12 e12
e1 e1 −e1 −1 1 e12 −e12 −e2 e2
−e1 −e1 e1 1 −1 −e12 e12 e2 −e2
e2 e2 −e2 −e12 e12 −1 1 e1 −e1
−e2 −e2 e2 e12 −e12 1 −1 −e1 e1
e12 e12 −e12 e2 −e2 −e1 e1 −1 1
−e12 −e12 e12 −e2 e2 e1 −e1 1 −1
.
It is a first Neven–group: N2 = Q4.
Now we can to establish a relationship between the finite groups and di-
vision ring structures of Cℓp,q. It is easy to see that the five distinct types
of Salingaros groups correspond to the five division rings of the real Clifford
algebras as follows
Nodd ↔ Cℓp,q, p− q ≡ 0, 2 (mod 8), K ≃ R;
Neven ↔ Cℓp,q, p− q ≡ 4, 6 (mod 8), K ≃ H;
Ωodd ↔ Cℓp,q, p− q ≡ 1 (mod 8), K ≃ R⊕ R;
Ωeven ↔ Cℓp,q, p− q ≡ 5 (mod 8), K ≃ H⊕H;
Sk ↔ Cℓp,q, p− q ≡ 3, 7 (mod 8), K ≃ C.
Therefore, the Periodic Table can be rewritten in terms of finite group structure
(see the Table 2). Further, in accordance with (4) a center Zp,q of the algebra
Cℓp,q consists of the unit if p− q ≡ 0, 2, 4, 6 (mod 8) and the elements 1, ω =
e12...n if p− q ≡ 1, 3, 5, 7 (mod 8). Let Z(p, q) ⊂ Cℓp,q be a center of the finite
group (13). In such a way, we have three distinct realizations of the center
Z(p, q):
Z(p, q) = {1,−1} ≃ Z2 if p− q ≡ 0, 2, 4, 6 (mod 8);
Z(p, q) = {1,−1, ω,−ω} ≃ Z2 ⊗ Z2 if p− q ≡ 1, 5 (mod 8);
Z(p, q) = {1,−1, ω,−ω} ≃ Z4 if p− q ≡ 3, 7 (mod 8).
The Abelian groups Z(p, q) are the subgroups of the Salingaros groups (14).
Namely, N–groups have the center Z2, Ω–groups have the center Z2⊗Z2, and
S-group has the center Z4.
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Table 2. Finite group structure of the real Clifford algebras.
p 0 1 2 3 4 5 6 7 . . .
q
0 N1 Ω0 N1 S1 N4 Ω4 N6 S3 . . .
1 S0 N1 Ω1 N3 S2 N6 Ω6 N8 . . .
2 N2 S1 N3 Ω3 N5 S3 N8 Ω8 . . .
3 Ω2 N4 S2 N5 Ω5 N7 S4 N10 . . .
4 N4 Ω4 N6 S3 N7 Ω7 N9 S5 . . .
5 S2 N6 Ω6 N8 S4 N9 Ω9 N11 . . .
6 N5 S3 N8 Ω8 N10 S5 N11 Ω11 . . .
7 Ω5 N7 S4 N10 Ω10 N12 S6 N13 . . .
...
...
...
...
...
...
...
...
...
The following Theorem presents a key result in the group structure of Cℓp,q.
Theorem 2 (Salingaros [70]). The factor group G(p, q)/Z(p, q) is the Abelian
group (Z2)
⊗2k = Z2 ⊗ Z2 ⊗ · · · ⊗ Z2 (2k times):
G(p, q)
Z(p, q)
:
N2k−1
Z2
≃
N2k
Z2
≃
Ω2k−1
Z2 ⊗ Z2
≃
Ω2k
Z2 ⊗ Z2
≃
Sk
Z4
≃ (Z2)
⊗2k .
This Theorem allows one to identify the Salingaros groups with extraspecial
groups [70, 72, 13]. As known, a finite group G is called an extraspecial 2-
group if G is of order 2n and G/Z(G) is the Abelian group Z2⊗· · ·⊗Z2 (n−1
times). Further, if G is the extraspecial 2-group of order 22k+1, then
G ≃ D4 ◦ · · · ◦D4 (k times), or
G ≃ Q4 ◦D4 ◦ · · · ◦D4 (k − 1 times),
where ◦means a central product of two groups: that is, the direct product with
centers identified. For example, the direct product Q4 ⊗D4 has the resulting
group of order 8 × 8 = 64, and its center is the direct product of the two
individual centers and is equal to Z2 ⊗ Z2. In contrast, the central product
Q4 ◦D4 amalgamates the Z2 center of Q4 with the Z2 of D4 to give the center
of Q4 ◦D4 as Z2. Therefore, the central product Q4 ◦D4 is of order 32. In the
case where one center is a subgroup of the other center, they both amalgamate
into the larger center.
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In terms of the extraspecial groups all the Salingaros groups take the form:
N2k−1 ≃ (N1)
◦k ,
N2k ≃ N2 ◦ (N1)
◦(k−1) ,
Ω2k−1 ≃ N2k−1 ◦ (Z2 ⊗ Z2) ,
Ω2k ≃ N2k ◦ (Z2 ⊗ Z2) ,
Sk ≃ N2k−1 ◦ Z4 ≃ N2k ◦ Z4.
It should be noted here that a comprehensive consideration of the finite groups
(13) over a Galouis field GF (2) = F2 = {0, 1} was given by Shaw [73].
In the following sections we will consider finite groups that arise from the
fundamental automorphisms of the Clifford algebras. It will be shown that
these groups (both Abelian and non–Abelian) are the subgroups (except some
extended automorphism groups) of the Salingaros groups. Moreover, it will be
shown also that the finite groups of automorphisms, Aut(Cℓp,q) and Ext(Cℓp,q),
form a natural basis for description of the discrete symmetries in quantum field
theory.
2.2 Finite groups and fundamental automorphisms
In virtue of the Wedderburn–Artin theorem the all fundamental automor-
phisms of Cℓ are transferred to the matrix algebra. Matrix (spinor) repre-
sentations of the fundamental automorphisms of Cn were first obtained by
Rashevskii in 1955 [65]: 1) Involution: A⋆ = WAW−1, where W is a matrix
of the automorphism ⋆ (matrix representation of the volume element ω); 2)
Reversion: A˜ = EATE−1, where E is a matrix of the antiautomorphism ˜ sat-
isfying the conditions EiE − EE
T
i = 0 and E
T = (−1)
m(m−1)
2 E, here Ei = γ(ei)
are matrix representations of the units of the algebra Cℓ; 3) Conjugation:
A˜⋆ = CATC−1, where C = EWT is a matrix of the antiautomorphism ⋆˜ satisfy-
ing the conditions CETi + EiC = 0 and C
T = (−1)
m(m+1)
2 C.
A spinor representation of the pseudoautomorphism A→ A of the algebra
Cn when n ≡ 0 (mod 2) is defined as follows. In the spinor representation
the every element A ∈ Cn should be represented by some matrix A, and the
pseudoautomorphism (10) takes a form of the pseudoautomorphism of the full
matrix algebra M2n/2 :
A −→ A.
On the other hand, a transformation replacing the matrix A by the complex
conjugate matrix, A → A˙, is also some pseudoautomorphism of the algebra
M2n/2 . The composition of the two pseudoautomorpisms A˙ → A and A → A,
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A˙ → A → A, is an internal automorphism A˙ → A of the full matrix algebra
M2n/2 :
A = ΠA˙Π−1, (16)
where Π is a matrix of the pseudoautomorphism A → A in the spinor repre-
sentation. The sufficient condition for definition of the pseudoautomorphism
A → A is a choice of the matrix Π in such a way that the transformation
A → ΠA˙Π−1 transfers into itself the matrices E1, . . . ,Ep, iEp+1, . . . , iEp+q (the
matrices of the spinbasis of Cℓp,q), that is,
Ei −→ Ei = ΠE˙iΠ
−1 (i = 1, . . . , p+ q). (17)
Theorem 3. Let Cn be a complex Clifford algebra for n ≡ 0 (mod 2) and let
Cℓp,q ⊂ Cn be its subalgebra with a real division ring K ≃ R when p− q ≡ 0, 2
(mod 8) and quaternionic division ring K ≃ H when p − q ≡ 4, 6 (mod 8),
n = p + q. Then in dependence on the division ring structure of the real
subalgebra Cℓp,q the matrix Π of the pseudoautomorphism A → A has the
following form:
1) K ≃ R, p− q ≡ 0, 2 (mod 8).
The matrix Π for any spinor representation over the ring K ≃ R is proportional
to the unit matrix.
2) K ≃ H, p− q ≡ 4, 6 (mod 8).
Π = Eα1α2···αa when a ≡ 0 (mod 2) and Π = Eβ1β2···βb when b ≡ 1 (mod 2),
where a complex matrices Eαt and b real matrices Eβs form a basis of the spinor
representation of the algebra Cℓp,q over the ring K ≃ H, a+ b = p+ q, 0 < t ≤
a, 0 < s ≤ b. At this point,
ΠΠ˙ = I if a, b ≡ 0, 1 (mod 4),
ΠΠ˙ = −I if a, b ≡ 2, 3 (mod 4),
where I is the unit matrix.
Proof. The algebra Cn (n ≡ 0 (mod 2), n = p+ q) in virtue of Cn = C⊗Cℓp,q
and definition of the division ring K ≃ fCℓp,qf (f is a primitive idempotent
of the algebra Cℓp,q) has four different real subalgebras: p − q ≡ 0, 2 (mod 8)
for the real division ring K ≃ R and p− q ≡ 4, 6 (mod 8) for the quaternionic
division ring K ≃ H.
1) K ≃ R.
Since for the types p − q ≡ 0, 2 (mod 8) there is an isomorphism Cℓp,q ≃
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M
2
p+q
2
(R) (Wedderburn–Artin Theorem), then all the matrices Ei of the spin-
basis of Cℓp,q are real and E˙i = Ei. Therefore, in this case the condition (17)
can be written as follows
Ei −→ Ei = ΠEiΠ
−1,
whence EiΠ = ΠEi. Thus, for the algebras Cℓp,q of the types p − q ≡ 0, 2
(mod 8) the matrix Π of the pseudoautomorphism A→ A commutes with all
the matrices Ei. It is easy to see that Π ∼ I.
2) K ≃ H.
In turn, for the quaternionic types p−q ≡ 4, 6 (mod 8) there is an isomorphism
Cℓp,q ≃ M
2
p+q
2
(H). Therefore, among the matrices of the spinbasis of the
algebra Cℓp,q there are matrices Eα satisfying the condition E˙α = −Eα. Let a
be a quantity of the complex matrices, then the spinbasis of Cℓp,q is divided into
two subsets. The first subset {E˙αt = −Eαt} contains complex matrices, 0 < t ≤
a, and the second subset {E˙βs = Eβs} contains real matrices, 0 < s ≤ p+q−a.
In accordance with a spinbasis structure of the algebra Cℓp,q ≃ M
2
p+q
2
(H) the
condition (17) can be written as follows
Eαt −→ −Eαt = ΠEαtΠ
−1, Eβs −→ Eβs = ΠEβsΠ
−1.
Whence
EαtΠ = −ΠEαt , EβsΠ = ΠEβs. (18)
Thus, for the quaternionic types p−q ≡ 4, 6 (mod 8) the matrix Π of the pseu-
doautomorphism A→ A anticommutes with a complex part of the spinbasis of
Cℓp,q and commutes with a real part of the same spinbasis. From (18) it follows
that a structure of the matrix Π is analogous to the structure of the matrices
E and C of the antiautomorphisms A→ A˜ and A→ A˜⋆, correspondingly (see
Theorem 5), that is, the matrix Π of the pseudoautomorphism A→ A of the
algebra Cn is a product of only complex matrices, or only real matrices of the
spinbasis of the subalgebra Cℓp,q.
So, let 0 < a < p + q and let Π = Eα1α2···αa be a matrix of A → A, then
permutation conditions of the matrix Π with the matrices Eβs of the real part
(0 < s ≤ p+ q− a) and with the matrices Eαt of the complex part (0 < t ≤ a)
have the form
ΠEβs = (−1)
a
EβsΠ, (19)
ΠEαt = (−1)
a−tσ(αt)Eα1α2···αt−1αt+1···αa ,
EαtΠ = (−1)
t−1σ(αt)Eα1α2···αt−1αt+1···αa , (20)
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that is, when a ≡ 0 (mod 2) the matrix Π commutes with the real part and
anticommutes with the complex part of the spinbasis of Cℓp,q. Correspond-
ingly, when a ≡ 1 (mod 2) the matrix Π anticommutes with the real part and
commutes with the complex part. Further, let Π = Eβ1β2···βp+q−a be a product
of the real matrices, then
ΠEβs = (−1)
p+q−a−sσ(βs)Eβ1β2···βs−1βs+1···βp+q−a,
EβsΠ = (−1)
s−1σ(βs)Eβ1β2···βs−1βs+1···βp+q−a , (21)
ΠEαt = (−1)
p+q−a
EαtΠ, (22)
that is, when p+ q− a ≡ 0 (mod 2) the matrix Π anticommutes with the real
part and commutes with the complex part of the spinbasis of Cℓp,q. Corre-
spondingly, when p+ q− a ≡ 1 (mod 2) the matrix Π commutes with the real
part and anticommutes with the complex part.
The comparison of the conditions (19)–(20) with the condition (18) shows
that the matrix Π = Eα1α2···αa exists only at a ≡ 0 (mod 2), that is, Π is a
product of the complex matrices Eαt of the even number. In turn, a comparison
of (21)–(22) with (18) shows that the matrix Π = Eβ1β2···βp+q−a exists only at
p + q − a ≡ 1 (mod 2), that is, Π is a product of the real matrices Eβs of the
odd number.
Let us calculate now the product ΠΠ˙. Let Π = Eβ1β2···βp+q−a be a product
of the p + q − a real matrices. Since E˙βs = Eβs, then Π˙ = Π and ΠΠ˙ = Π
2.
Therefore,
ΠΠ˙ = (Eβ1β2···βp+q−a)
2 = (−1)
(p+q−a)(p+q−a−1)
2 · I. (23)
Further, let Π = Eα1α2···αa be a product of the a complex matrices. Then
E˙αt = −Eαt and Π˙ = (−1)
aΠ = Π, since a ≡ 0 (mod 2). Therefore,
ΠΠ˙ = (Eα1α2···αa)
2 = (−1)
a(a−1)
2 · I. (24)
Let p+q−a = b be a quantity of the real matrices Eβs of the spinbasis of Cℓp,q,
then p+q = a+b. Since p+q is always even number for the quaternionic types
p − q ≡ 4, 6 (mod 8), then a and b are simultaneously even or odd numbers.
Thus, from (23) and (24) it follows
ΠΠ˙ =
{
I, if a, b ≡ 0, 1 (mod 4),
−I, if a, b ≡ 2, 3 (mod 4),
which required to be proved.
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In the present form of quantum field theory complex fields correspond
to charged particles. Thus, the extraction of the subalgebra Cℓp,q with the
real ring K ≃ R in Cn, p − q ≡ 0, 2 (mod 8), corresponds to physical
fields describing truly neutral particles such as photon and neutral mesons
(π0, η0, ρ0, ω0, ϕ0, K0). In turn, the subalgebras Cℓp,q with the ring K ≃ H,
p− q ≡ 4, 6 (mod 8) correspond to charged or neutral fields.
In the paper [78] it has been shown that space reversal P , time reversal T
and combination PT are correspond respectively to the fundamental automor-
phisms A → A⋆, A→ A˜ and A→ A˜⋆. In like manner, charge conjugation C
is naturally included into a general scheme by means of a complex conjugation
pseudoautomorphism A→ A.
Proposition 1. Let Cℓp,q (p+q = 2m) be a Clifford algebra over the field F = R
and let Pin(p, q) be an universal covering of the orthogonal group O(p, q) =
O0(p, q)⊙{1, P, T, PT} ≃ O0(p, q)⊙ (Z2⊗Z2) of transformations of the space
Rp,q, where {1, P, T, PT} ≃ Z2 ⊗ Z2 is a group of discrete transformations of
Rp,q, Z2⊗Z2 is the Gauss–Klein group. Then there is an isomorphism between
the group {1, P, T, PT} and an automorphism group {Id, ⋆, ˜ , ⋆˜} of the algebra
Cℓp,q. In this case, space inversion P , time reversal T and combination PT are
correspond to the fundamental automorphisms A→ A⋆, A→ A˜ and A→ A˜⋆.
An equivalence of the multiplication tables of the groups {1, P, T, PT} and
Aut(Cℓ) = {Id, ⋆, ˜ , ⋆˜} proves this isomorphism (in virtue of the commutativ-
ity (˜A⋆) = (A˜)⋆ and the involution conditions (⋆)2 = (˜ )2 = Id):
Id ⋆ ˜ ⋆˜
Id Id ⋆ ˜ ⋆˜
⋆ ⋆ Id ⋆˜ ˜˜ ˜ ⋆˜ Id ⋆
⋆˜ ⋆˜ ˜ ⋆ Id
∼
1 P T PT
1 1 P T PT
P P 1 PT T
T T PT 1 P
PT PT T P 1
.
Further, in the case P 2 = T 2 = (PT )2 = ±1 and PT = −TP there
is an isomorphism between the group {1, P, T, PT} and an automorphism
group Aut(Cℓ) = {I,W,E,C}. So, for the Dirac algebra C4 in the canon-
ical γ–basis there exists a standard (Wigner) representation P = γ0 and
T = γ1γ3 [9], therefore, {1, P, T, PT} = {1, γ0, γ1γ3, γ0γ1γ3}. On the
other hand, in the γ–basis an automorphism group of C4 has a form
Aut(C4) = {I,W,E,C} = {I, γ0γ1γ2γ3, γ1γ3, γ0γ2}. It has been shown [78]
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that {1, P, T, PT} = {1, γ0, γ1γ3, γ0γ1γ3} ≃ Aut(C4) ≃ Z4, where Z4 is a com-
plex group with the signature (+,−,−). Generalizations of these results for
the Clifford algebras over the fields F = C and F = R are contained in the
following two theorems:
Theorem 4 ([78]). Let Aut = {I, W, E, C} be the automorphism group of the
algebra Cp+q (p + q = 2m), where W = E12···mm+1m+2···p+q, and E = E12···m,
C = Em+1m+2···p+q if m ≡ 1 (mod 2), and E = Em+1m+2···p+q, C = E1E2 · · ·Em
if m ≡ 0 (mod 2). Let Aut− and Aut+ be the automorphism groups, in
which the all elements correspondingly commute (m ≡ 0 (mod 2)) and an-
ticommute (m ≡ 1 (mod 2)). Then over the field F = C there are only two
non–isomorphic groups: Aut− ≃ Z2⊗Z2 for the signature (+, +, +) if n ≡ 0, 1
(mod 4) and Aut+ ≃ Q4/Z2 for the signature (−, −, −) if n ≡ 2, 3 (mod 4).
Theorem 5 ([79]). Let Cℓp,q be a Clifford algebra over a field F = R and let
Aut(Cℓp,q) = {I,W,E,C} be a group of fundamental automorphisms of the alge-
bra Cℓp,q. Then for eight types of the algebras Cℓp,q there exist, depending upon
a division ring structure of Cℓp,q, following isomorphisms between finite groups
and groups Aut(Cℓp,q) with different signatures (a, b, c), where a, b, c ∈ {−,+}:
1) K ≃ R, types p− q ≡ 0, 2 (mod 8).
If E = Ep+1p+2···p+q and C = E12···p, then Abelian groups Aut−(Cℓp,q) ≃ Z2⊗Z2
with the signature (+,+,+) and Aut−(Cℓp,q) ≃ Z4 with the signature (+,−,−)
exist at p, q ≡ 0 (mod 4) and p, q ≡ 2 (mod 4), respectively, for the type
p − q ≡ 0 (mod 8), and also Abelian groups Aut−(Cℓp,q) ≃ Z4 with the sig-
nature (−,−,+) and Aut−(Cℓp,q) ≃ Z4 with the signature (−,+,−) exist at
p ≡ 0 (mod 4), q ≡ 2 (mod 4) and p ≡ 2 (mod 4), q ≡ 0 (mod 4) for the
type p− q ≡ 2 (mod 8), respectively.
If E = E12···p and C = Ep+1p+2···p+q, then non–Abelian groups Aut+(Cℓp,q) ≃
D4/Z2 with the signature (+,−,+) and Aut+(Cℓp,q) ≃ D4/Z2 with the signa-
ture (+,+,−) exist at p, q ≡ 3 (mod 4) and p, q ≡ 1 (mod 4), respectively, for
the type p−q ≡ 0 (mod 8), and also non–Abelian groups Aut+(Cℓp,q) ≃ Q4/Z2
with (−,−,−) and Aut+(Cℓp,q) ≃ D4/Z2 with (−,+,+) exist at p ≡ 3
(mod 4), q ≡ 1 (mod 4) and p ≡ 1 (mod 4), q ≡ 3 (mod 4) for the type
p− q ≡ 2 (mod 8), respectively.
2) K ≃ H, types p− q ≡ 4, 6 (mod 8).
If E = Ej1j2···jk is a product of k skewsymmetric matrices (among which l ma-
trices have a square +I and t matrices have a square −I) and C = Ei1i2···ip+q−k
is a product of p + q − k symmetric matrices (among which h matrices have
a square +I and g have a square −I), then at k ≡ 0 (mod 2) for the type
p − q ≡ 4 (mod 8) there exist Abelian groups Aut−(Cℓp,q) ≃ Z2 ⊗ Z2 with
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(+,+,+) and Aut−(Cℓp,q) ≃ Z4 with (+,−,−) if l−t, h−g ≡ 0, 1, 4, 5 (mod 8)
and l − t, h − g ≡ 2, 3, 6, 7 (mod 8), respectively. And also at k ≡ 0 (mod 2)
for the type p−q ≡ 6 (mod 8) there exist Aut−(Cℓp,q) ≃ Z4 with (−,+,−) and
Aut−(Cℓp,q) ≃ Z4 with (−,−,+) if l − t ≡ 0, 1, 4, 5 (mod 8), h− g ≡ 2, 3, 6, 7
(mod 8) and l − t ≡ 2, 3, 6, 7 (mod 8), h− g ≡ 0, 1, 4, 5 (mod 8),respectively.
Inversely, if E = Ei1i2···ip+q−k is a product of p + q − k symmetric matri-
ces and C = Ej1j2···jk is a product of k skewsymmetric matrices, then at
k ≡ 1 (mod 2) for the type p− q ≡ 4 (mod 8) there exist non–Abelian groups
Aut+(Cℓp,q) ≃ D4/Z2 with (+,−,+) and Aut+(Cℓp,q) ≃ D4/Z2 with (+,+,−)
if h − g ≡ 2, 3, 6, 7 (mod 8), l − t ≡ 0, 1, 4, 5 (mod 8) and h − g ≡ 0, 1, 4, 5
(mod 8), l − t ≡ 2, 3, 6, 7 (mod 8), respectively. And also at k ≡ 1 (mod 2)
for the type p− q ≡ 6 (mod 8) there exist Aut+(Cℓp,q) ≃ Q4/Z2 with (−,−,−)
and Aut+(Cℓp,q) ≃ D4/Z2 with (−,+,+) if h−g, l− t ≡ 2, 3, 6, 7 (mod 8) and
h− g, l − t ≡ 0, 1, 4, 5 (mod 8), respectively.
3) K ≃ R⊕ R, K ≃ H⊕H, types p− q ≡ 1, 5 (mod 8).
For the algebras Cℓ0,q of the types p−q ≡ 1, 5 (mod 8) there exist Abelian auto-
morphism groups with the signatures (−,−,+), (−,+,−) and non–Abelian au-
tomorphism groups with the signatures (−,−,−), (−,+,+). Correspondingly,
for the algebras Cℓp,0 of the types p−q ≡ 1, 5 (mod 8) there exist Abelian groups
with (+,+,+), (+,−,−) and non–Abelian groups with (+,−,+), (+,+,−).
In general case for Cℓp,q, the types p− q ≡ 1, 5 (mod 8) admit all eight auto-
morphism groups.
4) K = C, types p− q ≡ 3, 7 (mod 8).
The types p− q ≡ 3, 7 (mod 8) admit the Abelian group Aut−(Cℓp,q) ≃ Z2⊗Z2
with the signature (+,+,+) if p ≡ 0 (mod 2) and q ≡ 1 (mod 2), and also
non–Abelian group Aut+(Cℓp,q) ≃ Q4/Z2 with the signature (−,−,−) if p ≡ 1
(mod 2) and q ≡ 0 (mod 2).
3 Extended automorphism groups
An introduction of the pseudoautomorphism A → A allows us to extend the
automorphism set of the complex Clifford algebra Cn. Namely, we add to the
four fundamental automorphisms A → A, A → A⋆, A → A˜, A → A˜⋆ the
pseudoautomorphism A→ A and following three combinations:
1) A pseudoautomorphism A → A⋆. This transformation is a composition of
the pseudoautomorphism A→ A with the automorphism A→ A⋆.
2) A pseudoantiautomorphism A→ A˜. This transformation is a composition
of A→ A with the antiautomorphism A→ A˜.
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3) A pseudoantiautomorphism A → A˜⋆ (a composition of A → A with the
antiautomorphism A→ A˜⋆).
Thus, we obtain an automorphism set of Cn consisting of the eight trans-
formations. Let us show that the set {Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜} forms a finite
group of order 8 and let us give a physical interpretation of this group.
Proposition 2. Let Cn be a Clifford algebra over the field F = C
and let Ext(Cn) = {Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜} be an extended automor-
phism group of the algebra Cn. Then there is an isomorphism between
Ext(Cn) and the full CPT–group of the discrete transformations, Ext(Cn) ≃
{1, P, T, PT, C, CP, CT, CPT} ≃ Z2⊗Z2⊗Z2. In this case, space inversion
P , time reversal T , full reflection PT , charge conjugation C, transformations
CP , CT and the full CPT–transformation correspond to the automorphism
A→ A⋆, antiautomorphisms A→ A˜, A→ A˜⋆, pseudoautomorphisms A→ A,
A→ A⋆, pseudoantiautomorphisms A→ A˜ and A→ A˜⋆, respectively.
Proof. The group {1, P, T, PT, C, CP, CT, CPT} at the conditions P 2 =
T 2 = (PT )2 = C2 = (CP )2 = (CT )2 = (CPT )2 = 1 and commutativity of
all the elements forms an Abelian group of order 8, which is isomorphic to a
cyclic group Z2 ⊗ Z2 ⊗ Z2. The multiplication table of this group has a form
1 P T PT C CP CT CPT
1 1 P T PT C CP CT CPT
P P 1 PT T CP C CPT CT
T T PT 1 P CT CPT C CP
PT PT T P 1 CPT CT CP C
C C CP CT CPT 1 P T PT
CP CP C CPT CT P 1 PT T
CT CT CPT C CP T PT 1 P
CPT CPT CT CP C PT T P 1
.
In turn, for the extended automorphism group {Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜} in
virtue of commutativity (˜A⋆) =
(
A˜
)⋆
, (A⋆) =
(
A
)⋆
,
(
A˜
)
=
(˜
A
)
,
(
A˜⋆
)
=(˜
A
)⋆
and an involution property ⋆⋆ = ˜ ˜ = = Id we have a following
multiplication table
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Id ⋆ ˜ ⋆˜ ⋆ ˜ ⋆˜
Id Id ⋆ ˜ ⋆˜ ⋆ ˜ ⋆˜
⋆ ⋆ Id ⋆˜ ˜ ⋆ ⋆˜ ˜˜ ˜ ⋆ Id ⋆ ˜ ⋆˜ ⋆
⋆˜ ⋆˜ ˜ ⋆ Id ⋆˜ ˜ ⋆
⋆ ˜ ⋆˜ Id ⋆ ˜ ⋆˜
⋆ ⋆ ⋆˜ ˜ ⋆ Id ⋆˜ ˜˜ ˜ ⋆˜ ⋆ ˜ ⋆˜ Id ⋆
⋆˜ ⋆˜ ˜ ⋆ ⋆˜ ˜ ⋆ Id
.
The identity of multiplication tables proves the group isomorphism
{1, P, T, PT, C, CP, CT, CPT} ≃
{Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜} ≃ Z2 ⊗ Z2 ⊗ Z2.
Further, in the case of P 2 = T 2 = . . . = (CPT )2 = ±1 and anticommuta-
tivity of the elements we have an isomorphism between the CPT–group and a
group Ext(Cn). The elements of Ext(Cn) are spinor representations of the auto-
morphisms of the algebra Cn. As mentioned previously, the Wedderburn–Artin
Theorem allows us to define any spinor representaions for the automorphisms
of Cn.
3.1 Pseudoautomorphism A→ A⋆
Let us find a spinor representation of the pseudoautomorphism A → A⋆.
The transformation A → A⋆ is a composition of the pseudoautomorphism
A → A and the automorphism A → A⋆. Under action of A → A⋆ we have
ei → −ei, where ei are the units of Cℓp,q. In turn, under action of A →
A the units ei remain unaltered, ei → ei. Therefore, under action of the
pseudoautomorphism A→ A⋆ we obtain ei → −ei.
As it shown previously, the transformations A → A⋆ and A → A in
the spinor representation are defined by the expressions A⋆ = WAW−1 and
A = ΠA˙Π−1. The order of the composition of these transformations is not
important (A⋆ =
(
A
)⋆
= (A⋆)). Indeed, if W is a real matrix, then
A⋆ = WΠA˙Π−1W−1 = Π
(
WAW
−1
)·
Π−1,
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or
A⋆ = (WΠ)A˙(WΠ)−1 = (ΠW)A˙(ΠW)−1. (25)
Otherwise, we have (A⋆) = ΠW˙A˙W˙−1Π−1. Let us assume that W is a com-
plex matrix, then W˙ = −W and, therefore, (A⋆) = Π(−W)A˙(−W−1)Π−1 =
(ΠW)A˙(ΠW)−1. Thus, the relation (25) is always fulfilled.
Let K = ΠW be a matrix of the pseudoautomorphism A→ A⋆. Then (25)
can be written as follows
A⋆ = KA˙K−1. (26)
Since under action of the pseudoautomorphism A→ A⋆ we have ei → −ei, in
the spinor representation we must demand Ei → −Ei also, or
Ei −→ −Ei = KE˙iK
−1. (27)
In the case of real subalgebras Cℓp,q with the ring K ≃ R we have E˙i = Ei and
the relation (27) takes a form
Ei −→ −Ei = KEiK
−1,
whence
EiK = −KEi,
that is, the matrix K is always anticommutes with the matrices of the spinbasis.
However, for the ring K ≃ R the matrix Π of A → A is proportional to the
unit matrix, Π ∼ I (Theorem 3). Therefore, in this case we have K ∼ W.
In the case of real subalgebras Cℓp,q with the quaternionic ring K ≃ H
the spinbasis is divided into two parts: a complex part
{
E˙αt = −Eαt
}
, (0 <
t ≤ a), where a is a number of the complex matrices of the spinbasis, and
a real part
{
E˙βs = Eβs
}
, where p + q − a is a number of the real matrices,
(0 < s ≤ p + q − a). Then, in accordance with the spinbasis structure of the
algebra Cℓp,q ≃ M
2
p+q
2
(H), the relation (27) can be written as follows
Eαt −→ Eαt = KEαtK
−1, Eβs −→ −Eβs = KEβsK
−1.
Whence
EαtK = KEαt , EβsK = −KEβs . (28)
Thus, for the quaternionic types p − q ≡ 4, 6 (mod 8) the matrix K of the
pseudoautomorphism A→ A⋆ commutes with the complex part and anticom-
mutes with the real part of the spinbasis of Cℓp,q. Hence it follows that a
structure of the matrix K is analogous to the structure of the matrix Π of
23
the pseudoautomorphism A → A (see Theorem 3), that is, the matrix K of
A→ A⋆ is a product of only complex or only real matrices.
So, let 0 < a ≤ p+ q and let K = Eα1α2···αa be the matrix of the pseudoau-
tomorphism A → A⋆, then permutation conditions of the matrix K with the
matrices Eβs of the real part (0 < s ≤ p + q − a) and the matrices Eαt of the
complex part (0 < t ≤ a) have the form
KEβs = (−1)
a
EβsK, (29)
KEαt = (−1)
a−tσ(αt)Eα1α2···αt−1αt+1···αa ,
EαtK = (−1)
t−1σ(αt)Eα1α2···αt−1αt+1···αa , (30)
that is, at a ≡ 0 (mod 2) K commutes with the real part and anticommutes
with the complex part of the spinbasis. Correspondingly, at a ≡ 1 (mod 2) K
anticommutes with the real and commutes with the complex part. Further,
let K = Eβ1β2···βp+q−a be a product of the real matrices of the spinbasis, then
KEβs = (−1)
p+q−a−sσ(βs)Eβ1β2···βs−1βs+1···βp+q−a,
EβsK = (−1)
s−1σ(βs)Eβ1β2···βs−1βs+1···βp+q−a , (31)
KEαt = (−1)
p+q−a
EαtK, (32)
that is, at p + q − a ≡ 0 (mod 2) the matrix K anticommutes with the real
part and commutes with the complex part of the spinbasis. Correspondingly,
at p + q − a ≡ 1 (mod 2) K commutes with the real and anticommutes with
the complex part.
A comparison of the conditions (29)–(30) with (28) shows that the matrix
K = Eα1α2···αa exists only if a ≡ 1 (mod 2). In turn, a comparison of the
conditions (31)–(32) with (28) shows that the matrix K = Eβ1β2···βp+q−a exists
only if p+ q − a ≡ 0 (mod 2).
Let us find now squares of the matrix K. In accordance with obtained
conditions there exist two possibilities:
1) K = Eα1α2···αa , a ≡ 1 (mod 2).
K
2 =
{
+I, if a+ − a− ≡ 1, 5 (mod 8),
−I, if a+ − a− ≡ 3, 7 (mod 8),
where a+ and a− are numbers of matrices with ‘+’- and ‘−’-squares in the
product Eα1α2···αa .
2) K = Eβ1β2···βp+q−a, p+ q − a ≡ 0 (mod 2).
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K
2 =
{
+I, if b+ − b− ≡ 0, 4 (mod 8),
−I, if b+ − b− ≡ 2, 6 (mod 8),
where b+ and b− are numbers of matrices with ‘+’- and ‘−’-squares in the
product Eβ1β2···βp+q−a , respectively.
3.2 Pseudoantiautomorphism A→ A˜
The pseudoantiautomorphism A → A˜ is the composition of the pseudoauto-
morphismA→ A with the antiautomorphism A→ A˜. Under action ofA→ A˜
the units ei remain unaltered, ei → ei. Analogously, under action of A → A
we have ei → ei. Therefore, under action of the pseudoantiautomorphism
A→ A˜ the units ei remain unaltered also, ei → ei.
The spinor representations of the transformations A→ A˜ and A→ A are
defined by the expressions A˜ = EATE−1 and A = ΠA˙Π−1, respectively. Let
us find a spinor representation of the transformation A → A˜. The order of
the composition of these transformations is not important, A˜ =
(˜
A
)
=
(
A˜
)
.
Indeed,
A˜ = E
(
ΠA˙Π−1
)T
E
−1 = Π
(
EA
T
E
−1
)·
Π−1
or,
A˜ = (EΠ)
(
A˙
)
T
(EΠ)−1 = (ΠE)
(
A
T
)·
(ΠE)−1, (33)
since Π−1 = ΠT and A˜ = ΠE˙
(
AT
)·
E˙−1Π−1 = ΠE
(
AT
)·
E−1Π−1 in
the case when E˙ = E is a real matrix and A˜ = ΠE˙
(
AT
)·
E˙−1Π−1 =
Π(−E)
(
AT
)·
(−E−1)Π−1 = ΠE
(
AT
)·
(ΠE)−1 in the case when E˙ = −E is a
complex matrix. Let S = ΠE be a matrix of the pseudoantiautomorphism
A→ A˜ in the spinor representation. Then (33) can be rewritten as follows
A˜ = S
(
A
T
)·
S
−1. (34)
Since under action of the transformation A → A˜ we have ei → ei, in the
spinor representation we must demand Ei → Ei also, or
Ei −→ Ei = SE˙
T
i S
−1. (35)
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In the case of real subalgebras Cℓp,q with the ring K ≃ R we have E˙i = Ei and,
therefore, the relation (35) takes a form
Ei −→ Ei = SE
T
i S
−1. (36)
Let {Eγi} be a set of symmetric matrices
(
ETγi = Eγi
)
and let
{
Eδj
}
be a set
of skewsymmetric matrices
(
ETδj = −Eδj
)
of the spinbasis of the algebra Cℓp,q.
Then from the relation (36) it follows
Eγi −→ Eγi = SEγiS
−1, Eδj −→ Eδj = −SEδjS
−1.
Whence
EγiS = SEγi , EδjS = −SEδj ,
that is, the matrix S of the pseudoantiautomorphism A → A˜ in the case
of K ≃ R commutes with the symmetric part and anticommutes with the
skewsymmetric part of the spinbasis of Cℓp,q. In virtue of Theorem 3, over the
ring K ≃ R the matrix Π of the pseudoautomorphism A→ A is proportional
to the unit matrix, Π ∼ I. Therefore, in this case we have S ∼ E and an
explicit form of S coincides with E.
Further, in case of the quaternionic ring K ≃ H, p − q ≡ 4, 6 (mod 8), a
spinbasis of Cℓp,q contains both complex matrices Eαt and real matrices Eβs,
among which there are symmetric and skewsymmetric matrices. It is obvious
that the sets of complex and real matrices do not coincide with the sets of
symmetric and skewsymmetric matrices. Let {Eαt} be a complex part of the
spinbasis, then the relation (35) takes a form
Eαt −→ Eαt = −SE
T
αt
S
−1. (37)
Correspondingly, let
{
Eαγ
}
and {Eαδ} be the sets of symmetric and skewsym-
metric matrices of the complex part. Then the relation (37) can be written as
follows
Eαγ −→ Eαγ = −SEαγS
−1, Eαδ −→ Eαδ = SEαδS
−1.
Whence
EαγS = −SEαγ , EαδS = SEαδ . (38)
Therefore, the matrix S of the pseudoantiautomorphism A → A˜ anticom-
mutes with the complex symmetric matrices and commutes with the complex
skewsymmetric matrices of the spinbasis of Cℓp,q.
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Let us consider now the real part {Eβs} of the spinbasis of Cℓp,q, p−q ≡ 4, 6
(mod 8). In this case the relation (35) takes a form
Eβs −→ Eβs = SE
T
βs
S
−1. (39)
Let
{
Eβγ
}
and {Eβδ} be the sets of real symmetric and real skewsymmetric
matrices, respectively. Then the relation (39) can be written as follows
Eβγ −→ Eβγ = SEβγS
−1, Eβδ −→ Eβδ = −SEβδS
−1.
Whence
EβγS = SEβγ , EβδS = −SEβδ . (40)
Thus, the matrix S of the transformation A → A˜ commutes with the real
symmetric matrices and anticommutes with the real skewsymmetric matrices
of the spinbasis of Cℓp,q.
Let us find now an explicit form of the matrix S = ΠE. In accordance with
Theorem 3 for the quaternionic types p− q ≡ 4, 6 (mod 8) the matrix Π takes
the two different forms: 1) Π = Eα1α2···αa is the product of complex matrices
at a ≡ 0 (mod 2); 2) Π = Eβ1β2···βb is the product of real matrices at b ≡ 1
(mod 2). In turn, for the matrix E of the antiautomorphism A→ A˜ over the
ring K ≃ H (see Theorem 5) we have the following two forms: 1) E = Ej1j2···jk is
the product of skewsymmetric matrices at k ≡ 0 (mod 2); 2) E = Ei1i2···ip+q−k
is the product of symmetric matrices at k ≡ 1 (mod 2). Thus, in accordance
with definition S = ΠE we have four different products: S = Eα1α2···αaEj1j2···jk ,
S = Eα1α2···αaEi1i2···ip+q−k , S = Eβ1β2···βbEj1j2···jk , S = Eβ1β2···βbEi1i2···ip+q−k . It is
obvious that in the given products there are identical matrices.
Let us examine the first product S = Eα1α2···αaEj1j2···jk . Since in this case
Π contains all the complex matrices of the spinbasis, among which there are
symmetric and skewsymmetric matrices, and E contains all the skewsymmet-
ric matrices of the spinbasis, then Π and E contain a quantity of identical
matrices (complex skewsymmetric matrices). Let m be a number of the com-
plex skewsymmetric matrices of the spinbasis of the algebra Cℓp,q, p− q ≡ 4, 6
(mod 8). Then the product S = ΠE takes a form
Eα1α2···αaj1j2···jk = (−1)
Nσ(i1)σ(i2) · · ·σ(im)Ec1c2···cs,
where the indices c1, . . . , cs present itself a totality of the indices
α1, . . . , αa, j1, . . . , jk obtained after removal of the indices occured twice; N
is a number of inversions.
First of all, let us remark that Ec1c2···cs is an even product, since the original
product ΠE is the even product also. Besides, the product Ec1c2···cs contains
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all the complex symmetric matrices and all the real skewsymmetric matrices
of the spinbasis.
Let us find now permutation conditions between the matrix S = Ec1c2···cs
and the units of the spinbasis of Cℓp,q, p− q ≡ 4, 6 (mod 8). For the complex
symmetric matrices Eαγ and complex skewsymmetric matrices Eαδ we have
SEαγ = (−1)
s−γ
Ec1c2···cs−2,
EαγS = (−1)
γ−1
Ec1c2···cs−2, (41)
SEαδ = (−1)
s
EαδS, (42)
that is, the matrix S always anticommutes with the complex symmetric matri-
ces and always commutes with the complex skewsymmetric matrices, since s ≡
0 (mod 2). Further, for the real symmetric matrices Eβγ and real skewsym-
metric matrices Eβδ we have
SEβγ = (−1)
s
EβγS, (43)
SEβδ = (−1)
s−δ
Ec1c2···cs−2,
EβδS = (−1)
δ−1
Ec1c2···cs−2. (44)
Therefore, S always commutes with the real symmetric matrices and always
anticommutes with the real skewsymmetric matrices.
A comparison of the obtained conditions (41)–(44) with (38) and (40) shows
that S = Ec1c2···cs automatically satisfies the conditions, which define the ma-
trix of the pseudoantiautomorphism A→ A˜.
Let examine the second product S = Eα1α2···αaEi1i2···ip+q−k . In this case
Π contains all the complex matrices of the spinbasis, among which there are
symmetric and skewsymmetric matrices, and E contains all the symmetric ma-
trices of the spinbasis. Thus, Π and E contain a quantity of identical complex
symmetric matrices. Let l be a number of the complex symmetric matrices,
then for the product S = ΠE we obtain
Eα1α2···αai1i2···ip+q−k = (−1)
Nσ(i1)σ(i2) · · ·σ(il)Ed1d2···dg ,
where d1, . . . , dg present itself a totality of the indices α1, . . . , αa, i1, . . . , ip+q−k
after removal of the indices occured twice. The product S = Ed1d2···dg is odd,
since the original product ΠE is odd also. Besides, Ed1d2···dg contains all the
complex skewsymmetric matrices and all the real symmetric matrices of the
spinbasis.
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Let us find permutation conditions of the matrix S = Ed1d2···dg with the
units of the spinbasis of Cℓp,q. For the complex part of the spinbasis we have
SEαγ = (−1)
g
EαγS, (45)
SEαδ = (−1)
g−δ
Ed1d2···dg−2 ,
EαδS = (−1)
δ−1
Ed1d2···dg−2 , (46)
that is, the matrix S anticommutes with the complex symmetric matrices and
commutes with the complex skewsymmetric matrices, since g ≡ 1 (mod 2).
For the real part of the spinbasis of Cℓp,q we obtain
SEβγ = (−1)
g−γ
Ed1d2···dg−2 ,
EβγS = (−1)
γ−1
Ed1d2···dg−2 , (47)
SEβδ = (−1)
g
EβδS. (48)
Therefore, S commutes with the real symmetric matrices and anticommutes
with the real skewsymmetric matrices.
Comparing the obtained conditions (45)–(48) with the conditions (38) and
(40) we see that S = Ed1d2···dg automatically satisfies the conditions which
define the matrix of the transformation A→ A˜.
Let us consider now the third product S = Eβ1β2···βbEj1j2···k. In this product
the matrix Π of the pseudoautomorphism A→ A contains all the real matrices
of the spinbasis, among which there are symmetric and skewsymmetric matri-
ces, and the matrix E of A→ A˜ contains all the skewsymmetric matrices of the
spinbasis, among which there are both the real and complex matrices. There-
fore, S contains a quantity of identical real skewsymmetric matrices. Let u be
a number of the real skewsymmetric matrices of the spinbasis of the algebra
Cℓp,q, p− q ≡ 4, 6 (mod 8), then for the product S we obtain
Eβ1β2···βbj1j2···jk = (−1)
Nσ(i1)σ(i2) · · ·σ(iu)Ee1e2···eh,
where the indices e1, e2, . . . , en present itself a totality of the indices
β1, . . . , βb, j1, . . . , jk after removal of the indices occurred twice. The prod-
uct S = Ee1e2···eh is odd, since the original product ΠE is odd also. It is easy to
see that Ee1e2···eh contains all the real symmetric matrices and all the complex
skewsymmetric matrices of the spinbasis. Therefore, the matrix S = Ee1e2···eh
is similar to the matrix S = Ed1d2···dg , and its permutation conditions with the
units of the spinbasis of Cℓp,q are equivalent to the relations (45)–(48).
Finally, let us examine the fourth product S = Eβ1β2···βbEi1i2···ip+q−k . In turn,
this product contains a quantity of identical real symmetric matrices. Let v
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be a number of the real symmetric matrices of the spinbasis of Cℓp,q, then
Eβ1β2···βbi1i2···ip+q−k = (−1)
Nσ(i1)σ(i2) · · ·σ(iv)Ef1f2···fw ,
where f1, . . . , fw present itself a totality of the indices β1, . . . , βb, i1, . . . , ip+q−k
after removal of the indices occurred twice. The product S = Ef1f2···fw is even,
since the original product ΠE is even also. It is easy to see that Ef1f2···fw
contains all the real skewsymmetric matrices and all the complex symmetric
matrices of the spinbasis. Therefore, the matrix S = Ef1f2···fw is similar to
the matrix S = Ec1c2···cs, and its permutation conditions with the units of the
spinbasis are equivalent to the relations (41)–(44).
Thus, from the four products we have only two non-equivalent products.
The squares of the non-equivalent matrices S = Ec1c2···cs (s ≡ 0 (mod 2)) and
S = Ed1d2···dg (g ≡ 1 (mod 2)) are
S
2 = (Ec1c2···cs)
2 =
{
+I, if u+ l ≡ 0, 4 (mod 8),
−I, if u+ l ≡ 2, 6 (mod 8);
(49)
S
2 =
(
Ed1d2···dg
)2
=
{
+I, if m+ v ≡ 1, 5 (mod 8),
−I, if m+ v ≡ 3, 7 (mod 8).
(50)
3.3 Pseudoantiautomorphism A→ A˜⋆
The pseudoantiautomorphism A→ A˜⋆, that defines the CPT -transformation,
is a composition of the pseudoautomorphism A→ A, antiautomorphism A→
A˜ and automorphism A → A⋆. Under action of the automorphism A → A⋆
the units of Cℓp,q change the sign, ei → −ei. In turn, under action of the
transformations A → A and A → A˜ the units remain unaltered, ei → ei.
Therefore, under action of the pseudoantiautomorphism A → A˜⋆ the units
change the sign, ei → −ei.
The spinor representations of the transformations A → A⋆, A → A˜ and
A → A have the form: A⋆ = WAW−1, A˜ = EATE−1 and A = ΠA˙Π−1. Let us
find a matrix of the transformation A→ A˜⋆. We will consider the pseudoanti-
automorphism A→ A˜⋆ as a composition of the pseudoautomorphism A→ A
with the antiautomorphism A→ A˜⋆. The spinor representation of A→ A˜⋆ is
A˜⋆ = CATC−1, where C = EW. Since A˜⋆ =
(˜
A
)⋆
=
(
A˜⋆
)
, then
A˜⋆ = C
(
ΠA˙Π−1
)T
C
−1 = Π
(
CA
T
C
−1
)·
Π−1,
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or
A˜⋆ = (CΠ)A˙T(CΠ)−1 = (ΠC)A˙T(ΠC)−1, (51)
since Π−1 = ΠT and A˜⋆ = ΠC˙
(
AT
)·
C˙−1Π−1 = ΠCA˙TC−1Π−1 in the
case when C˙ = C is a real matrix, and also A˜⋆ = ΠC˙
(
AT
)·
C˙−1Π−1 =
Π(−C)
(
A
T
)·
(−C−1)Π−1 = ΠCA˙TC−1Π−1 in the case when C˙ = −C is a com-
plex matrix.
Let F = ΠC (or F = ΠEW) be a matrix of the pseudoantiautomorphism
A→ A˜⋆. Then the relation (51) can be written as follows
A˜⋆ = FA˙TF−1. (52)
Since under action of the transformation A → A˜⋆ we have ei → −ei, in the
spinor representation we must demand Ei → −Ei also, or
Ei −→ −Ei = FE˙
T
i F
−1. (53)
In case of the real subalgebras Cℓp,q with the ring K ≃ R, p−q ≡ 0, 2 (mod 8),
we have E˙i = Ei for all matrices of the spinbasis and, therefore, the relation
(53) takes a form
Ei −→ −Ei = FE
T
i F
−1. (54)
Let {Eγi} ∪
{
Eδj
}
be a spinbasis of the algebra Cℓp,q over the ring K ≃ R,
(ETγi = Eγi , E
T
δj
= −Eδj ). Then the relation (54) can be written in the form
Eγi −→ −Eγi = FEγiF
−1, Eδj −→ Eδj = FEδjF
−1.
Whence
EγiF = −FEγi , EδjF = FEδj ,
that is, the matrix F of the pseudoantiautomorphism A → A˜⋆ in case of the
ring K ≃ R anticommutes with the symmetric part of the spinbasis of Cℓp,q and
commutes with the skewsymmetric part. In virtue of Theorem 3 the matrix
Π of the pseudoautomorphism A → A over the ring K ≃ R is proportional
to the unit matrix, Π ≃ I. Therefore, in this case F ∼ C (F ∼ EW) and an
explicit form of the matrix F coincides with C (see Theorem 5).
In case of the quaternionic ring K ≃ H, p− q ≡ 4, 6 (mod 8), the spinbasis
of Cℓp,q contains both complex matrices Eαt and real matrices Eβr . For the
complex part the relation (53) takes a form
Eαt −→ Eαt = FE
T
αt
F
−1,
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Or, taking into account complex symmetric and complex skewsymmetric com-
ponents of the spinbasis, we obtain
Eαγ −→ Eαγ = FEαγF
−1, Eαδ −→ Eαδ = −FEαδF
−1.
Whence
EαγF = FEαγ , EαδF = −FEαδ . (55)
For the real part of the spinbasis of Cℓp,q from (53) we obtain
Eβr −→ −Eβr = FE
T
βr
F
−1,
or, taking into account symmetric and skewsymmetric components of the real
part of the spinbasis, we find
Eβγ −→ −Eβγ = FEβγF
−1, Eβδ −→ Eβδ = FEβδF
−1.
Whence
EβγF = −FEβγ , EβδF = FEβδ . (56)
Therefore, the matrix F of the pseudoantiautomorphism A → A˜⋆ commutes
with the complex symmetric and real skewsymmetric matrices, and also F
anticommutes with the complex skewsymmetric and real symmetric matrices
of the spinbasis of Cℓp,q, p− q ≡ 4, 6 (mod 8).
Let us find an explicit form of the matrix F = ΠC. It is easy to see that in
virtue of F = ΠC = (ΠE)W = SW the matrix F is a dual with respect to the
matrix S of the pseudoantiautomorphism A → A˜. In accordance with Theo-
rem 3 for the quaternionic types p − q ≡ 4, 6 (mod 8) the matrix Π has two
different forms: Π = Eα1α2···αa (E˙αt = −Eαt), a ≡ 0 (mod 2); Π = Eβ1β2···βb
(E˙βr = Eβr), b ≡ 1 (mod 2). In turn, for the quaternionic types the ma-
trix C of the antiautomorphism A → A˜⋆ has the two forms (see Theorem 5):
1) C = Ei1i2···ip+q−k is the product of all symmetric matrices of the spinba-
sis of Cℓp,q at p + q − k ≡ 0 (mod 2); 2) C = Ej1j2···jk is the product of all
skewsymmetric matrices of the spinbasis at k ≡ 1 (mod 2). Thus, in accor-
dance with definition F = ΠC we have four products: F = Eα1α2···αaEi1i2···ip+q−k ,
F = Eα1α2···αaEj1j2···jk , F = Eβ1β2···βbEi1i2···ip+q−k , F = Eβ1β2···βbEj1j2···jk .
Let us examine the first product F = Eα1α2···αaEi1i2···ip+q−k . In this case
Π contains all the complex matrices of the spinbasis, among which there are
symmetric and skewsymmetric matrices. In turn, C contains all the symmetric
matrices, among which there are both complex and real matrices. It is obvi-
ous that in this case ΠC contains a quantity of identical complex symmetric
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matrices. Therefore, the product F consists of all the complex skewsymmetric
matrices and all the real symmetric matrices of the spinbasis. The product
F is even, since the original product ΠC is even also. It is easy to see that F
coincides with the product Ed1d2···dg at g ≡ 0 (mod 2).
Let us find permutation conditions of the matrix F = Ed1d2···dg with the
units of the spinbasis of Cℓp,q, p− q ≡ 4, 6 (mod 8). For the complex and real
parts we obtain
FEαγ = (−1)
g
EαγF, (57)
FEαδ = (−1)
g−δ
Ed1d2···dg−2 ,
EαδF = (−1)
δ−1
Ed1d2···dg−2 , (58)
FEβγ = (−1)
g−γ
Ed1d2···dg−2 ,
EβγF = (−1)
γ−1
Ed1d2···dg−2 , (59)
FEβδ = (−1)
g
EβδF. (60)
Therefore, since g ≡ 0 (mod 2) the matrix F always commutes with the com-
plex symmetric and real skewsymmetric matrices and always anticommutes
with the complex skewsymmetric and real symmetric matrices of the spinba-
sis. A comparison of the permutation conditions (57)–(60) with the conditions
(55)–(56) shows that F = Ed1d2···dg at g ≡ 0 (mod 2) automatically satisfies the
conditions which define the matrix of the pseudoantiautomorphism A→ A˜⋆.
Let examine the second product F = Eα1α2···αaEj1j2···jk . This product con-
tains all the complex part of the spinbasis and all the skewsymmetric ma-
trices. Therefore, in the product ΠC there is a quantity of identical complex
skewsymmetric matrices. The product F is odd and consists of all the complex
symmetric and real skewsymmetric matrices of the spinbasis. It is easy to see
that in this case F coincides with the product Ec1c2···cs at s ≡ 1 (mod 2). Per-
mutation conditions of the matrix F = Ec1c2···cs with the units of the spinbasis
are
FEαγ = (−1)
s−γ
Ec1c2···cs−2 ,
EαγF = (−1)
γ−1
Ec1c2···cs−2, (61)
FEαδ = (−1)
s
EαδF, (62)
FEβγ = (−1)
s
EβγF, (63)
FEβδ = (−1)
s−δ
Ec1c2···cs−2 ,
EβδF = (−1)
δ−1
Ec1c2···cs−2. (64)
Therefore, since s ≡ 1 (mod 2) the matrix F always commutes with the com-
plex symmetric and real skewsymmetric matrices and always anticommutes
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with the complex skewsymmetric and real symmetric matrices of the spinba-
sis. Comparing the conditions (61)–(64) with the conditions (55) and (56)
we see that F = Ec1c2···cs at s ≡ 1 (mod 2) identically satisfies the conditions
which define the matrix of the transformation A→ A˜⋆.
The third product F = ΠC = Eβ1β2···βbEi1i2···ip+q−k contains all the real part
and all the symmetric matrices of the spinbasis. Therefore, in the product ΠC
there is a quantity of identical real symmetric matrices. Thus, the product
F is odd and consists of all the real skewsymmetric and complex symmetric
matrices of the spinbasis. It is easy to see that we came again to the matrix
F = Ec1c2···cs (s ≡ 1 (mod 2)) with the permutation conditions (61)–(64).
Finally, the fourth product F = Eβ1β2···βbEj1j2···jk contains all the real part
and all the skewsymmetric matrices of the spinbasis. Therefore, in the product
ΠC there is a quantity of identical real skewsymmetric matrices. This product
is equivalent to the matrix F = Ed1d2···dg (g ≡ 0 (mod 2)) with the permutation
conditions (57)–(60).
As with the pseudoantiautomorphism A → A˜, from the four products
we have only two non-equivalent products. Let us find squares of the non-
equivalent matrices F = Ed1d2···dg (g ≡ 0 (mod 2)) and F = Ec1c2···cs (s ≡ 1
(mod 2)):
F
2 =
(
Ed1d2···dg
)2
=
{
+I, if m+ v ≡ 0, 4 (mod 8),
−I, if m+ v ≡ 2, 6 (mod 8);
(65)
F
2 = (Ec1c2···cs)
2 =
{
+I, if u+ l ≡ 3, 7 (mod 8),
−I, if u+ l ≡ 1, 5 (mod 8).
(66)
4 The structure of Ext(Cn)
As noted previously, the group Ext(Cn) is a finite group of order eight. This
group contains as a subgroup the automorphism group Aut±(Cn) (reflection
group). Moreover, in the case of Π ∼ I (when the subalgebra Cℓp,q has the ring
K ≃ R, p − q ≡ 0, 2 (mod 8)) the group Ext(Cn) is reduced to its subgroup
Aut±(Cn). The structure of the groups Aut±(Cn), Aut±(Cℓp,q) is studied in
detail (see Theorems 4 and 5).
There are six finite groups of order eight (see the Table 3). One is cyclic
and two are direct group products of cyclic groups, hence these three are
Abelian. The remaining three groups are the quaternion group Q4 with ele-
ments {±1,±i,±j,±k}, the dihedral group D4, and the group
∗
Z4 ⊗ Z2. All
these groups are non–Abelian. As known, an important property of each finite
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Table 3. Finite groups of order 8.
Order structure
Type 2 4 8
1. Z2 ⊗ Z2 ⊗ Z2 Abelian 7
2. Z4 ⊗ Z2 3 4
3. Z8 1 2 4
4. D4 Non–Abelian 5 2
5. Q4 1 6
6.
∗
Z4 ⊗ Z2 3 4
group is its order structure. The order of a particular element α in the group
is the smallest integer p for which αp = 1. The Table 3 lists the number of
distinct elements in each group which have order 2, 4, or 8 (the identity 1
is the only element of order 1). Of course, Z8 does not occur as a G(p, q)
(Salingaros group), since every element of G(p, q) has order 1, 2, or 4. The
groups Z4 ⊗ Z2 and
∗
Z4 ⊗ Z2 have the same order structure, but their signa-
tures (a, b, c, d, e, f, g) are different. Moreover, the group
∗
Z4 ⊗ Z2 presents a
first example of the finite group of order 8 which has an important physical
meaning.
Example 1. Let us consider a Dirac algebra C4. In the algebra C4 we can
evolve four different real subalgebras Cℓ1,3, Cℓ3,1, Cℓ4,0, Cℓ0,4. Let us evolve
the spacetime algebra Cℓ1,3. The algebra Cℓ1,3 has the quaternionic division
ring K ≃ H (p − q ≡ 6 (mod 8)) and, therefore, admits the following spinor
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representation (the well known γ-basis):
γ0 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , γ1 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 ,
γ2 =

0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0
 , γ3 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 . (67)
The famous Dirac equation in the γ–basis looks like(
iγ0
∂
∂x0
+ iγ
∂
∂x
−m
)
ψ(x0,x) = 0. (68)
The invariance of the Dirac equation with respect to P–, T–, and C–
transformations leads to the following representation (see, for example, [9]
and also many other textbooks on quantum field theory):
P ∼ γ0, T ∼ γ1γ3, C ∼ γ2γ0.
Thus, we can form a finite group of order 8 (CPT–group)
{1, P, T, PT, C, CP, CT, CPT} ∼
∼ {1, γ0, γ1γ3, γ0γ1γ3, γ2γ0, γ2, γ2γ0γ1γ3, γ2γ1γ3} . (69)
It is easy to verify that a multiplication table of this group has a form
1 γ0 γ13 γ013 γ20 γ2 γ2013 γ213
1 1 γ0 γ13 γ013 γ2 γ2 γ2013 γ213
γ0 γ0 1 γ013 γ13 −γ2 −γ20 −γ213 −γ2013
γ13 γ13 γ013 −1 −γ0 γ2013 γ213 −γ20 −γ2
γ013 γ013 γ13 −γ0 −1 −γ213 −γ2013 γ2 γ20
γ20 γ20 γ2 γ2013 γ213 1 γ0 γ13 γ013
γ2 γ2 γ20 γ213 γ2013 −γ0 −1 −γ013 −γ13
γ2013 γ2013 γ213 −γ20 γ2 γ13 γ013 −1 −γ0
γ213 γ213 γ2013 −γ2 −γ20 −γ013 −γ13 γ0 1
∼
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1 P T PT C CP CT CPT
1 1 P T PT C CP CT CPT
P P 1 PT T −CP −C −CPT −CT
T T PT −1 −P CT CPT −C −CP
PT PT T −P −1 −CPT −CT CP C
C C CP CT CPT 1 P T PT
CP CP C CPT CT −P −1 −PT −T
CT CT CPT −C CP T PT −1 −P
CPT CPT CT −CP −C −PT −T P 1
.
Hence it follows that the CPT–group (69) is a non–Abelian finite group
of the order structure (3,4). In more details, it is the group
∗
Z4 ⊗ Z2 with the
signature (+,−,−,+,−,−,+).
Theorem 6. Let Cn be the Clifford algebra over the field F = C and let
Ext(Cn) = {I, W, E, C, Π, K, S, F} be an extended automorphism group of the
algebra Cn, where W, E, C, Π, K, S, F are spinor representations of the trans-
formations A → A⋆, A → A˜, A → A˜⋆, A → A, A → A⋆, A → A˜, A → A˜⋆.
Then over the field F = C in dependence on a division ring structure of the
real subalgebras Cℓp,q ⊂ Cn there exist following isomorphisms between finite
groups and groups Ext(Cn):
1) K ≃ R, types p− q ≡ 0, 2 (mod 8).
In this case the matrix Π of the pseudoautomorphism A → A is propor-
tional to the unit matrix (identical transformation) and the extended automor-
phism group Ext(Cn) is reduced to the group of fundamental automorphisms,
Aut±(Cn).
2) K ≃ H, types p− q ≡ 4, 6 (mod 8).
In dependence on a spinbasis structure of the subalgebra Cℓp,q there exist the
following group isomorphisms: Ext−(Cn) ≃ Z2 ⊗ Z2 ⊗ Z2 with the signature
(+,+,+,+,+,+,+) and Ext(Cn) ≃ Z4 ⊗ Z2 with (+,+,+,−,−,−,−) for
the type p − q ≡ 4 (mod 8) if m, v, l, u ≡ 0 (mod 2), where m and l are
quantities of complex skewsymmetric and symmetric matrices, and u and v
are quantities of real skewsymmetric and symmetric matrices of the spinbasis
of Cℓp,q. Correspondingly, at m, v, l, u ≡ 0 (mod 2) there exist Abelian groups
Ext−(Cn) ≃ Z4⊗Z2 with (+,−,−, d, e, f, g) for the type p−q ≡ 4 (mod 8) and
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Ext−(Cn) ≃ Z4 ⊗ Z2 with (−,+,−, d, e, f, g), (−,−,+, d, e, f, g) for the type
p−q ≡ 6 (mod 8), where among the symbols d, e, f, g there are two pluses and
two minuses.
If m, v, l, u ≡ 1 (mod 2) or if among m, v, l, u there are both even and
odd numbers, then there exists the non–Abelian group Ext+(Cn) ≃ Q4 with
the signatures (−,−,−, d, e, f, g) for the type p − q ≡ 6 (mod 8), where
among d, e, f, g there are one plus and three minuses. And also there ex-
ist Ext+(Cn) ≃ D4 with (+,−,+, d, e, f, g), (+,+,−, d, e, f, g) for the type
p − q ≡ 4 (mod 8) and Ext+(Cn) ≃ D4 with (−,+,+, d, e, f, g) for the type
p − q ≡ 6 (mod 8), where among the symbols d, e, f, g there are three pluses
and one minus. Besides, there exist the groups Ext+(Cn) ≃ Q4 with the sig-
natures (+,−,−,−,−,−,−) for p− q ≡ 4 (mod 8) and (−,+,−,−,−,−,−),
(−,−,+,−,−,−,−) for p − q ≡ 6 (mod 8). And also there exist the groups
Ext+(Cn) ≃ D4 with (+,+,+, d, e, f, g), (+,−,−,+,+,+,+) for the type
p − q ≡ 4 (mod 8) and (a, b, c,+,+,+,+) for the type p − q ≡ 6 (mod 8)
(among the symbols a, b, c there are one plus and two minuses, and among
d, e, f, g there are two pluses and two minuses). There exists the non–Abelian
group Ext+(Cn) ≃
∗
Z4 ⊗ Z2 with the signatures (+,−,−, d, e, f, g) for the type
p − q ≡ 4 (mod 8) and (−,+,−, d, e, f, g), (−,−,+, d, e, f, g) for the type
p − q ≡ 6 (mod 8), where among d, e, f, g there are two pluses and two mi-
nuses. And also there exist Ext+(Cn) ≃
∗
Z4 ⊗ Z2 with (+,−,+, d, e, f, g),
(+,+,−, d, e, f, g) for p− q ≡ 4 (mod 8) and (−,+,+, d, e, f, g) for p− q ≡ 6
(mod 8), where among d, e, f, g there are one plus and three minuses. Fi-
nally, for the type p − q ≡ 6 (mod 8) there exists Ext+(Cn) ≃
∗
Z4 ⊗ Z2 with
(−,−,−, d, e, f, g), where among the symbols d, e, f, g there are three pluses
and one minus. The full number of the different signatures (a, b, c, d, e, f, g) is
equal to 64.
Proof. First of all, it is necessary to define permutation relations between the
elements of the group Ext. We start with the matrix of the pseudoautomor-
phism A → A (permutation relations between the elements W, E and C are
found in Theorem 5). As known, for the types p − q ≡ 4, 6 (mod 8) the ma-
trix Π exists in the two different forms: 1) Π = Eα1α2···αa is the product of all
complex matrices of the spinbasis at a ≡ 0 (mod 2); 2) Π = Eβ1β2···βb is the
product of all real matrices of the spinbasis at b ≡ 1 (mod 2).
Let us consider permutation relations of Π with the matrix K of the pseu-
doautomorphism A→ A⋆. The matrix K also exists in the two different forms:
K = Eα1α2···αa at a ≡ 1 (mod 2) and K = Eβ1β2···βb at b ≡ 0 (mod 2). In virtue
of the definition K = ΠW, where W = E12···p+q is the spinor representation of
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the automorphism A→ A⋆, the matrix Π = Eα1α2···αa corresponds to a matrix
K = Eβ1β2···βb, since n = p+q is always even for the types p−q ≡ 4, 6 (mod 8).
Correspondingly, for the matrix Π = Eβ1β2···βb we obtain K = Eα1α2···αa , where
a, b ≡ 1 (mod 2). It is easy to see that in both cases we have a relation
ΠK = (−1)abKΠ, (70)
that is, at a, b ≡ 0 (mod 2) the matrices Π and K always commute and at
a, b ≡ 1 (mod 2) always anticommute.
Let us find now permutation relations of Π with the matrix S of the pseu-
doantiautomorphism A → A˜. As known, the matrix S exists in the two non-
equivalent forms: 1) S = Ec1c2···cs is the product of all complex symmetric and
real skewsymmetric matrices at s ≡ 0 (mod 2); 2) S = Ed1d2···dg is the product
of all complex skewsymmetric and real symmetric matrices at g ≡ 1 (mod 2).
From S = ΠE it follows that Π = Eα1α2···αa corresponds to S = Ec1c2···cs if
E = Ej1j2···jk and to S = Ed1d2···dg if E = Ei1i2···ip+q−k . In turn, the matrix
Π = Eβ1β2···βb corresponds to S = Ed1d2···dg if E = Ej1j2···jk and to S = Ec1c2···cs if
E = Ei1i2···ip+q−k . Thus, taking into account that S = ΠE, we obtain
ΠS = (−1)
a(a−1)
2
+τ
Ej1j2···jk ,
SΠ = (−1)
a(a−1)
2
+τ−m+ak
Ej1j2···jk (71)
for the matrices Π = Eα1α2···αa and S = Ec1c2···cs, where m is the number
of complex skewsymmetric matrices of the spinbasis of Cℓp,q, p − q ≡ 4, 6
(mod 8). Since a comparison ak ≡ 0 (mod 2) holds always, then the matrices
Π and S commute at m ≡ 0 (mod 2) and anticommute at m ≡ 1 (mod 2).
Correspondingly,
ΠS = (−1)
a(a−1)
2
+τ
Ei1i2···ip+q−k ,
SΠ = (−1)
a(a−1)
2
+τ−l+a(p+q−k)
Ei1i2···ip+q−k (72)
for the matrices Π = Eα1α2···αa and S = Ed1d2···dg , where l is the number of
complex symmetric matrices of the spinbasis. Since a(p+ q− k) ≡ 0 (mod 2)
(a ≡ 0 (mod 2), p+ q− k ≡ 1 (mod 2)), then in this case the matrices Π and
S commute at l ≡ 0 (mod 2) and anticommute at l ≡ 1 (mod 2). Further, we
have
ΠS = (−1)
b(b−1)
2
+τ
Ej1j2···jk ,
SΠ = (−1)
b(b−1)
2
+τ−u+bk
Ej1j2···jk (73)
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for the matrices Π = Eβ1β2···βb and S = Ed1d2···dg , where u is the number of
real skewsymmetric matrices of the spinbasis. Since bk ≡ 0 (mod 2) (b ≡ 1
(mod 2), k ≡ 0 (mod 2)), then Π and S commute at u ≡ 0 (mod 2) and
anticommute at u ≡ 1 (mod 2). Finally,
ΠS = (−1)
b(b−1)
2
+τ
Ei1i2···ip+q−k ,
SΠ = (−1)
b(b−1)
2
+τ−v+b(p+q−k)
Ei1i2···ip+q−k (74)
for the matrices Π = Eβ1β2···βb and S = Ec1c2···cs, where v is the number of real
symmetric matrices. Therefore, permutation conditions of the matrices Π and
S in this case have the form b(p+q−k) ≡ v (mod 2), that is, Π and S commute
at v ≡ 1 (mod 2) and anticommute at v ≡ 0 (mod 2), since b, p + q − k ≡ 1
(mod 2).
Now we find permutation conditions of Π with the matrix F of the pseu-
doantiautomorphism A → A˜⋆. In turn, the matrix F exists also in the two
non-equivalent forms: F = Ed1d2···dg at g ≡ 0 (mod 2) and F = Ec1c2···cs at
s ≡ 1 (mod 2). From the definition F = ΠC it follows that Π = Eα1α2···αa cor-
responds to F = Ed1d2···dg if C = Ei1i2···ip+q−k and to F = Ec1c2···cs if C = Ej1j2···jk .
The matrix Π = Eβ1β2···βb corresponds to F = Ec1c2···cs if C = Ei1i2···ip+q−k and
to F = Ed1d2···dg if C = Ej1j2···jk . Thus, taking into account that F = ΠC, we
obtain
ΠF = (−1)
a(a−1)
2
+τ
Ei1i2···ip+q−k ,
FΠ = (−1)
a(a−1)
2
+τ−l+a(p+q−k)
Ei1i2···ip+q−k (75)
for the matrices Π = Eα1α2···αa and F = Ed1d2···dg . It is easy to see that Π
and F commute at l ≡ 0 (mod 2) and anticommute at l ≡ 1 (mod 2), since
a, p+ q − k ≡ 0 (mod 2). Analogously,
ΠF = (−1)
a(a−1)
2
+τ
Ej1j2···jk ,
FΠ = (−1)
a(a−1)
2
+τ−m+ak
Ej1j2···jk (76)
for Π = Eα1α2···αa and F = Ec1c2···cs. Therefore, Π and F commute at m ≡ 0
(mod 2) and anticommute at m ≡ 1 (mod 2), since a ≡ 0 (mod 2), k ≡ 1
(mod 2). Further, we have
ΠF = (−1)
b(b−1)
2
+τ
Ei1i2···ip+q−k ,
FΠ = (−1)
b(b−1)
2
+τ−v+b(p+q−k)
Ei1i2···ip+q−k (77)
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for the matrices Π = Eβ1β1···βb and F = Ec1c2···cs. In this case, Π and F commute
at v ≡ 0 (mod 2) and anticommute at v ≡ 1 (mod 2), since b ≡ 1 (mod 2),
p+ q − k ≡ 0 (mod 2). Finally,
ΠF = (−1)
b(b−1)
2
+τ
Ej1j2···jk ,
FΠ = (−1)
b(b−1)
2
+τ−u+bk
Ej1j2···jk (78)
for Π = Eβ1β2···βb and F = Ed1d2···dg . Therefore, in this case permutation condi-
tions of the matrices Π and F have the form bk ≡ u (mod 2), that is, Π and F
commute at u ≡ 1 (mod 2) and anticommute at u ≡ 0 (mod 2), since b, k ≡ 1
(mod 2).
Let us define now permutation conditions of Π with the matrices W, E
and C of the transformations A → A⋆, A → A˜ and A → A˜⋆, respectively.
First of all, according to Theorem 3 in the case of subalgebras Cℓp,q with the
real ring K ≃ R (types p − q ≡ 0, 2 (mod 8)) the matrix Π is proportional
to the unit matrix and, therefore, Π commutes with W, E and C. In case of
the ring K ≃ H (types p − q ≡ 4, 6 (mod 8)) the matrix Π exists in the two
forms: Πa at a ≡ 0 (mod 2) and Πb at b ≡ 1 (mod 2). Since a + b = p + q,
then the matrix W can be represented by a product Eα1α2···αaEβ1β2···βb and for
Π = Eα1α2···αa we have
ΠW = (−1)
a(a−1)
2 σ(α1)σ(α2) · · ·σ(αa)Eβ1β2···βb,
WΠ = (−1)
a(a−1)
2
+baσ(α1)σ(α2) · · ·σ(αa)Eβ1β2···αb . (79)
Hence it follows that Π and W commute at ab ≡ 0 (mod 2) and anticommute
at ab ≡ 1 (mod 2), but a ≡ 0 (mod 2) and, therefore, the matrices Π and
W always commute in this case. Taking Π = Eβ1β2···βb, we find the following
conditions
ΠW = (−1)
b(b−1)
2
+abσ(β1)σ(β2) · · ·σ(βb)Eα1α2···αa ,
WΠ = (−1)
b(b−1)
2 σ(β1)σ(β2) · · ·σ(βb)Eα1α2···αa . (80)
Hence it follows that ab ≡ 1 (mod 2), since in this case a, b ≡ 1 (mod 2)
(p + q = a + b is an even number). Therefore, at b ≡ 1 (mod 2) the matrices
Π and W always anticommute.
Let us find now permutation conditions between Π and the matrix E of the
antiautomorphism A→ A˜. As known (see Theorem 5), the matrix E exists in
the two non-equivalent forms. First of all, if Π = Eα1α2···αa and E = Ej1j2···jk ,
then it is obvious that Π and E contain m identical complex skewsymmetric
matrices. We can represent the matrices Π and E in the form of the following
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products: Π = Eα1α2···αlEi1i2···im and E = Ei1i2···imEj1j2···ju, where l and u are the
numbers of complex symmetric and real skewsymmetric matrices, respectively.
Therefore,
ΠE = (−1)
m(m−1)
2 σ(i1)σ(i2) · · ·σ(im)Eα1α2···αlEj1j2···ju,
EΠ = (−1)
m(m−1)
2
+m(u+l)σ(i1)σ(i2) · · ·σ(im)Eα1α2···αlEj1j2···ju, (81)
that is, Π and E commute at m(u + l) ≡ 0 (mod 2) and anticommute at
m(u+ l) ≡ 1 (mod 2).
Analogously, if Π = Eα1α2···αa and E = Ei1i2···ip+q−k , then it is easy to see
that in this case Π and E contain l identical complex symmetric matrices.
Then Π = Eα1α2···αmEi1i2···il, E = Ei1i2···ilEi1i2···iv (v is the number of all real
symmetric matrices of the spinbasis) and
ΠE = (−1)
l(l−1)
2 σ(i1)σ(i2) · · ·σ(il)Eα1α2···αmEi1i2···iv ,
EΠ = (−1)
l(l−1)
2
+l(m+v)σ(i1)σ(i2) · · ·σ(il)Eα1α2···αmEi1i2···iv . (82)
Therefore, in this case Π and E commute at l(m + v) ≡ 0 (mod 2) and anti-
commute at l(m+ v) ≡ 1 (mod 2).
In turn, the matrices Π = Eβ1β2···βb and E = Ej1j2···jk contain u identical real
skewsymmetric matrices. Therefore, Π = Eβ1β2···βvEi1i2···iu , E = Ei1i2···iuEj1j2···jm
and
ΠE = (−1)
u(u−1)
2 σ(i1)σ(i2) · · ·σ(iu)Eβ1β2···βvEj1j2···jm,
EΠ = (−1)
u(u−1)
2
+u(m+v)σ(i1)σ(i2) · · ·σ(iu)Eβ1β2···βvEj1j2···jm. (83)
Hence it follows that Π and E commute at u(m + v) ≡ 0 (mod 2) and anti-
commute at u(m+ v) ≡ 1 (mod 2).
Finally, the matrices Π = Eβ1β2···βb and E = Ei1i2···ip+q−k contain v identical
real symmetric matrices. Therefore, in this case Π = Eβ1β2···βuEi1i2···iv , E =
Ei1i2···ivEi1i2···il and
ΠE = (−1)
v(v−1)
2 σ(i1)σ(i2) · · ·σ(iv)Eβ1β2···βuEi1i2···il ,
EΠ = (−1)
v(v−1)
2
+v(u+l)σ(i1)σ(i2) · · ·σ(iv)Eβ1β2···βuEi1i2···il , (84)
that is, in this case Π and E commute at v(u+l) ≡ 0 (mod 2) and anticommute
at v(u+ l) ≡ 1 (mod 2).
It is easy to see that permutation conditions of Π with the matrix C of
the antiautomorphism A → A˜⋆ are analogous to the conditions (81)–(84).
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Indeed, at Π = Eα1α2···αa and C = Ei1i2···ip+q−k these conditions are analogous
to (82), that is, l(m + v) ≡ 0, 1 (mod 2). For the matrices Π = Eα1α2···αa and
C = Ej1j2···jk we obtain the condition (81), that is, m(u+ l) ≡ 0, 1 (mod 2). In
turn, for Π = Eβ1β2···βb and C = Ei1i2···ip+q−k we have the condition (84), that is,
v(u + l) ≡ 0, 1 (mod 2). Finally, the matrices Π = Eβ1β2···βb and C = Ej1j2···jk
correspond to (83) with u(m+ v) ≡ 0, 1 (mod 2).
Let us consider now permutation conditions of the matrix K of A → A⋆
with other elements of the group Ext(Cn). As it has been shown previously,
the structure of K is analogous to the structure of Π, that is, K = Eα1α2···αa at
a ≡ 1 (mod 2) and K = Eβ1β2···βb at b ≡ 0 (mod 2). Therefore, permutation
conditions for K are similar to the conditions for Π. Permutation conditions
between K and Π are defined by the relation (70). Coming to the matrix S
of the pseudoantiautomorphism A → A˜ we see that permutation conditions
between K and S are analogous to (71)–(74). Namely, if K = Eβ1β2···βb and
S = Ec1c2···cs, then from (74) it follows that K and S commute at v ≡ 0
(mod 2) and anticommute at v ≡ 1 (mod 2), since in this case b ≡ 0 (mod 2)
and p+q−k ≡ 0 (mod 2). Analogously, if K = Eα1α2···αb and S = Ed1d2···dg , then
from (72) we find that K and S commute at l ≡ 0 (mod 2) and anticommute
at l ≡ 1 (mod 2), since a ≡ 1 (mod 2), p + q − k ≡ 0 (mod 2) for this case.
Further, if K = Eβ1β2···βb and S = Ed1d2···dg , then from (73) we find that in
this case K and S commute at u ≡ 0 (mod 2) and anticommute at u ≡ 1
(mod 2), since b ≡ 0 (mod 2), k ≡ 1 (mod 2). Finally, if K = Eα1α2···αa and
S = Ec1c2···cs, then from (71) it follows that K and S commute atm ≡ 1 (mod 2)
and anticommute at m ≡ 0 (mod 2), since in this case a, k ≡ 1 (mod 2).
In like manner we can find permutation conditions of K with the matrix
F of the pseudoantiautomorphism A → A˜⋆. Indeed, for K = Eβ1β2···βb and
F = Ed1d2···dg from (78) it follows that K and F commute at u ≡ 0 (mod 2) and
anticommute at u ≡ 1 (mod 2), since in this case b, k ≡ 0 (mod 2). Further, if
K = Eα1α2···αa and F = Ec1c2···cs, then from (76) we find that K and F commute
at m ≡ 0 (mod 2) and anticommute at m ≡ 1 (mod 2), since a ≡ 1 (mod 2),
k ≡ 0 (mod 2). In turn, for the matrices K = Eβ1β2···βb and F = Ec1c2···cs from
(77) we obtain that K and F commute at v ≡ 0 (mod 2) and anticommute
at v ≡ 1 (mod 2), since b ≡ 0 (mod 2), p + q − k ≡ 1 (mod 2). Finally,
if K = Eα1α2···αa and F = Ed1d2···dg , then from (75) it follows that K and F
commute at l ≡ 1 (mod 2) and anticommute at l ≡ 0 (mod 2), since in this
case a, p+ q − k ≡ 1 (mod 2).
It is easy to see that in virtue of similarity of the matrices K and Π,
permutation conditions of K with the elements of Aut±(Cℓp,q) are analogous
to the conditions for Π. Indeed, if K = Eβ1β2···βb, then from (80) it follows
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that K and W always commute, since in this case a, b ≡ 0 (mod 2). In turn,
if K = Eα1α2···αa , then from (79) we see that K and W always anticommute,
since a, b ≡ 1 (mod 2). Further, if K = Eβ1β2···βb and E = Ej1j2···jk , then
from (83) it follows that K and E commute at u(m + v) ≡ 0 (mod 2) and
anticommute at u(m + v) ≡ 1 (mod 2). For the matrices K = Eα1α2···αa and
E = Ej1j2···jk from (81) it follows m(u + l) ≡ 0, 1 (mod 2). Correspondingly,
for the matrices K = Eβ1β2···βb and E = Ei1i2···ip+q−k from (84) we obtain the
condition v(u+ l) ≡ 0, 1 (mod 2). For K = Eα1α2···αa and E = Ei1i2···ip+q−k from
(82) we have l(m + v) ≡ 0, 1 (mod 2). In turn, for K = Eβ1β2···βb and C =
Ei1i2···ip+q−k from (84) we obtain v(u+ l) ≡ 0, 1 (mod 2), for K = Eα1α2···αa and
C = Ei1i2···ip+q−k from (82) we obtain l(m+ v) ≡ 0, 1 (mod 2), for K = Eβ1β2···βb
and C = Ej1j2···jk from (83) it follows u(m+ v) ≡ 0, 1 (mod 2) and, finally, for
K = Eα1α2···αa and C = Ej1j2···jk from (81) we have m(u+ l) ≡ 0, 1 (mod 2).
Let consider permutation conditions of the matrix S of the transformation
A → A˜ with other elements of the group Ext(Cn). Permutation conditions
of S with the matrices Π and K have been defined previously (see (71)–(74)).
Now we define permutation conditions of S with the matrix F of the pseudoan-
tiautomorphism A → A˜⋆ and elements of the subgroup Aut±(Cℓp,q). So, let
S = Ec1c2···cs and F = Ed1d2···dg , where s ≡ 0 (mod 2) and g ≡ 0 (mod 2). As
known, in this case the product S contains all complex symmetric matrices
and all real skewsymmetric matrices of the spinbasis. In turn, the product F
contains all complex skewsymmetric and real symmetric matrices. Therefore,
the product SF does not contain identical matrices. Then
SF = (−1)sgFS, (85)
that is, in this case S and F always commute, since s, g ≡ 0 (mod 2). If
S = Ed1d2···dg and F = Ec1c2···cs, where s, g ≡ 1 (mod 2), then from (85) it
follows that S and F always anticommute.
Further, if S = Ec1c2···cs, then permutation conditions of S with the matrix
W of the automorphism A→ A⋆ have the form:
SW = (−1)
s(s−1)
2 σ(c1)σ(c2) · · ·σ(cs)Ed1d2···dg ,
WS = (−1)
s(s−1)
2
+sgσ(c1)σ(c2) · · ·σ(cs)Ed1d2···dg , (86)
that is, in this case S always commutes with W, since s, g ≡ 0 (mod 2). In
turn, the matrix S = Ed1d2···dg always anticommutes with W, since s, g ≡ 1
(mod 2).
Let us define now permutation conditions between S and E. If S = Ec1c2···cs
and E = Ej1j2···jk , then the product SE contains u identical real skewsymmetric
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matrices. Hence it follows that S = Ec1c2···clEi1i2···iu and E = Ei1i2···iuEj1j2···jm .
Then
SE = (−1)
u(u−1)
2 σ(i1)σ(i2) · · ·σ(iu)Ec1c2···clEj1j2···jm,
ES = (−1)
u(u−1)
2
+u(l+m)σ(i1)σ(i2) · · ·σ(iu)Ec1c2···clEj1j2···jm, (87)
that is, S and E commute at u(l + m) ≡ 0 (mod 2) and anticommute at
u(l +m) ≡ 1 (mod 2).
In turn, the products S = Ed1d2···dg and E = Ej1j2···jk contain m iden-
tical complex skewsymmetric matrices. Therefore, S = Ed1d2···dvEi1i2···im ,
E = Ei1i2···imEj1j2···ju and
SE = (−1)
m(m−1)
2 σ(i1)σ(i2) · · ·σ(im)Ed1d2···dvEj1j2···ju,
ES = (−1)
m(m−1)
2
+m(v+u)σ(i1)σ(i2) · · ·σ(im)Ed1d2···dvEj1j2···ju, (88)
that is, permutation conditions between S and E in this case have the form
m(v + u) ≡ 0, 1 (mod 2).
Further, the products S = Ed1d2···dg and E = Ei1i2···ip+q−k contain v identical
real symmetric matrices. Then S = Ed1d2···dmEi1i2···iv , E = Ei1i2···ivEi1i2···il and
SE = (−1)
v(v−1)
2 σ(i1)σ(i2) · · ·σ(iv)Ed1d2···dmEi1i2···il,
ES = (−1)
v(v−1)
2
+v(m+l)σ(i1)σ(i2) · · ·σ(iv)Ed1d2···dmEi1i2···il, (89)
that is, permutation conditions between S and E are v(m+ l) ≡ 0, 1 (mod 2).
Finally, the products S = Ec1c2···cs and E = Ei1i2···ip+q−k contain l iden-
tical complex symmetric matrices and, therefore, S = Ec1c2···cuEi1i2···il, E =
Ei1i2···ilEi1i2···iv . Then
SE = (−1)
l(l−1)
2 σ(i1)σ(i2) · · ·σ(il)Ec1c2···cuEi1i2···iv ,
ES = (−1)
l(l−1)
2
+l(u+v)σ(i1)σ(i2) · · ·σ(il)Ec1c2···cuEi1i2···iv (90)
and permutation conditions for S and E in this case have the form l(u+v) ≡ 0, 1
(mod 2).
It is easy to see that permutation conditions between S and C are analogous
to (87)–(90). Indeed, if S = Ec1c2···cs and C = Ei1i2···ip+q−k , then from (90) it
follows the comparison l(u + v) ≡ 0, 1 (mod 2). In turn, if S = Ed1d2···dg and
C = Ei1i2···ip+q−k , then from (89) we obtain v(m + l) ≡ 0, 1 (mod 2). Further,
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for S = Ed1d2···dg and C = Ej1j2···jk from (88) it follows that m(v + u) ≡ 0, 1
(mod 2). Analogously, for S = Ec1c2···cs and C = Ej1j2···jk from (87) we have
u(l +m) ≡ 0, 1 (mod 2).
Finally, let us consider permutation conditions of the matrix F of A→ A˜⋆
with other elements of the group Ext(Cn). Permutation conditions of F with
the matrices Π, K and S have been found previously (see (75)–(78), (85)). Now
we define permutation conditions between F and the elements of the subgroups
Aut±(Cℓp,q). It is easy to see that permutation conditions between F and W
are equivalent to (86), that is, F = Ed1d2···dg always commute with W, since
s, g ≡ 0 (mod 2), and F = Ec1c2···cs always anticommute with W, since in this
case s, g ≡ 1 (mod 2). In turn, permutation conditions between F and E are
equivalent to (87)–(90). Indeed, if F = Ed1d2···dg and E = Ej1j2···jk , then from
(88) it follows the comparison m(v + u) ≡ 0, 1 (mod 2). For F = Ec1c2···cs and
E = Ej1j2···jk from (87) we have u(l + m) ≡ 0, 1 (mod 2). Analogously, for
F = Ec1c2···cs and E = Ei1i2···ip+q−k from (90) we obtain l(u+ v) ≡ 0, 1 (mod 2),
and for F = Ed1d2···dg , E = Ei1i2···ip+q−k from (89) it follows v(m + l) ≡ 0, 1
(mod 2). It is easy to see that permutation conditions between F and C are
equivalent to (87)–(90). Namely, for F = Ed1d2···dg , C = Ei1i2···ip+q−k from (89)
we obtain v(m + l) ≡ 0, 1 (mod 2), for F = Ec1c2···cs, C = Ei1i2···ip+q−k from
(90) it follows l(u + v) ≡ 0, 1 (mod 2). Correspondingly, for F = Ec1c2···cs,
C = Ej1j2···jk from (87) we find u(l +m) ≡ 0, 1 (mod 2), and for F = Ed1d2···dg ,
C = Ej1j2···jk from (88) we see that m(v + u) ≡ 0, 1 (mod 2).
Now, we are in a position to define a detailed classification for extended
automorphism groups Ext(Cn). First of all, since for the subalgebras Cℓp,q
over the ring K ≃ R the group Ext(Cn) is reduced to Aut±(Cn), then all
essentially different groups Ext(Cn) correspond to the subalgebras Cℓp,q with
the quaternionic ring K ≃ H, p− q ≡ 4, 6 (mod 8). Let us classify the groups
Ext(Cn) with respect to their subgroups Aut±(Cℓp,q). Taking into account the
structure of Aut±(Cℓp,q) at p−q ≡ 4, 6 (mod 8) (see Theorem 5) we obtain for
the group Ext(Cn) = {I,W,E,C,Π,K, S, F} the following possible realizations:
Ext
1 =
{
I,E12···p+q,Ej1j2···jk ,Ei1i2···ip+q−k ,Eα1α2···αa ,Eβ1β2···βb,Ec1c2···cs,Ed1d2···dg
}
,
Ext
2 =
{
I,E12···p+q,Ej1j2···jk ,Ei1i2···ip+q−k ,Eβ1β2···βb,Eα1α2···αa ,Ed1d2···dg ,Ec1c2···cs
}
,
Ext
3 =
{
I,E12···p+q,Ei1i2···ip+q−k ,Ej1j2···jk ,Eα1α2···αa ,Eβ1β2···βb,Ed1d2···dg ,Ec1c2···cs
}
,
Ext
4 =
{
I,E12···p+q,Ei1i2···ip+q−k ,Ej1j2···jk ,Eβ1β2···βb,Eα1α2···αa ,Ec1c2···cs,Ed1d2···dg
}
.
The groups Ext1(Cn) and Ext
2(Cn) have Abelian subgroups Aut−(Cℓp,q) (Z2 ⊗
Z2 or Z4). In turn, the groups Ext
3(Cn) and Ext
4(Cn) have only non-Abelian
subgroups Aut+(Cℓp,q) (Q4/Z2 or D4/Z2).
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Let us start with the group Ext1(Cn). All the elements of Ext
1(Cn) are even
products, that is, p + q ≡ 0 (mod 2), k ≡ 0 (mod 2), a ≡ 0 (mod 2), b ≡ 0
(mod 2), s ≡ 0 (mod 2) and g ≡ 0 (mod 2). At this point, the elements I, W,
E, C form Abelian subgroups Z2⊗Z2 or Z4 (see Theorem 5). In virtue of (70)
the element Π commutes with K, and from (71) it follows that Π commutes
with S at m ≡ 0 (mod 2). From (75) we see that Π commutes with F at l ≡ 0
(mod 2), and from (79) it follows that Π commutes with W. The conditions
(81) show that Π commutes with E at m(u + l) ≡ 0 (mod 2) and commutes
with C at l(m+ v) ≡ 0 (mod 2). Further, the element K commutes with S at
v ≡ 0 (mod 2) and commutes with F at u ≡ 0 (mod 2). And also K ∈ Ext1
always commutes with W and commutes correspondingly with E and C at
u(m+v) ≡ 0 (mod 2) and v(u+ l) ≡ 0 (mod 2). From (85) and (86) it follows
that the element S always commutes with F and W. The conditions (87) and
(90) show that S commutes with E and C correspondingly at u(l + m) ≡ 0
(mod 2) and l(u + v) ≡ 0 (mod 2). In virtue of (86) the element F always
commutes withW. Finally, from (88) and (89) it follows that F commutes with
E and C correspondingly at m(v+ u) ≡ 0 (mod 2) and v(m+ l) ≡ 0 (mod 2).
Thus, the group Ext1(Cn) is Abelian at m, l, u, v ≡ 0 (mod 2). In case of the
subgroup Aut−(Cℓp,q) ≃ Z2 ⊗ Z2 (p − q ≡ 4 (mod 8)) we obtain an Abelian
group Ext1−(Cn) ≃ Z2⊗Z2⊗Z2 with the signature (+,+,+,+,+,+,+) for the
elements Π, K, S and F with positive squares (m−l ≡ 0, 4 (mod 8), v−u ≡ 0, 4
(mod 8), u + l ≡ 0, 4 (mod 8) and m + v ≡ 0, 4 (mod 8)). It is easy to see
that for the type p− q ≡ 4 (mod 8) there exists also Ext1−(Cn) ≃ Z4⊗Z2 with
the signature (+,+,+,−,−,−,−) and the subgroup Z2 ⊗ Z2, where m− l ≡
2, 6 (mod 8), v − u ≡ 2, 6 (mod 8), u + l ≡ 2, 6 (mod 8) and m + v ≡ 2, 6
(mod 8). Further, for the type p− q ≡ 4 (mod 8) there exist Abelian groups
Ext
1
−(Cn) ≃ Z4 ⊗ Z2 with the signatures (+,−,−, d, e, f, g) and subgroups
Z4, where among the symbols d, e, f , g there are two pluses and two minuses.
Correspondingly, atm, v, l, u ≡ 0 (mod 2) for the type p−q ≡ 6 (mod 8) there
exist Abelian groups Ext1−(Cn) ≃ Z4⊗Z2 with the signatures (−,+,−, d, e, f, g)
and (−,−,+, d, e, f, g) if m− u ≡ 0, 1, 4, 5 (mod 8), v − l ≡ 2, 3, 6, 7 (mod 8)
and m− u ≡ 2, 3, 6, 7 (mod 8), v − l ≡ 0, 1, 4, 5 (mod 8).
It is easy to see that from the comparison k, a, b, s, g ≡ 0 (mod 2) it fol-
lows that the numbers m, v, l, u are simultaneously even or odd. The case
m, v, l, u ≡ 0 (mod 2), considered previously, leads to the Abelian groups
Ext
1
−. In contrast to this, the case m, v, l, u ≡ 1 (mod 2) leads to non-Abelian
groups Ext1+ with Abelian subgroups Z4 and Z2⊗Z2 (it follows from (70)–(71)).
Namely, in this case we have the group Ext1+ ≃
∗
Z4 ⊗ Z2 with the subgroup
Z4 for p− q ≡ 4, 6 (mod 8) (it should be noted that signatures of the groups
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Z4⊗Z2 and
∗
Z4⊗Z2 do not coincide), the group Ext
1
+ ≃ Q4 with the subgroup
Z4 for p−q ≡ 4, 6 (mod 8) and Ext
1
+ ≃ D4 with Z2⊗Z2 for the type p−q ≡ 4
(mod 8).
Let us consider now the group Ext2(Cn). In this case among the elements
of Ext2 there are both even and odd elements: k ≡ 0 (mod 2), b ≡ 1 (mod 2),
a ≡ 1 (mod 2), g ≡ 1 (mod 2) and s ≡ 1 (mod 2). At this point, the elements
I,W, E, C form Abelian subgroups Z2⊗Z2 and Z4. In virtue of (70) the element
Π always anticommutes with K, and from (85) it follows that the elements S
and F always anticommute. Therefore, all the groups Ext2 are non-Abelian.
Among these groups there are the following isomorphisms: Ext2+ ≃
∗
Z4 ⊗ Z2
with the signatures (+,−,−, d, e, f, g) for the type p − q ≡ 4 (mod 8) and
(−,+,−, d, e, f, g), (−,−,+, d, e, f, g) for p − q ≡ 6 (mod 8), where among
the symbols d, e, f , g there are two pluses and two minuses; Ext2+ ≃ Q4
with (+,−,−,−,−,−,−) for p − q ≡ 4 (mod 8) and (−,+,−,−,−,−,−),
(−,−,+,−,−,−,−) for p−q ≡ 6 (mod 8); Ext2+ ≃ D4 with (a, b, c,+,+,+,+)
and (+,+,+, d, e, f, g), where among a, b, c there are two minuses and one
plus, and among d, e, f , g there are two pluses and two minuses. For all
the groups Ext2 among the numbers m, v, u, l there are both even and odd
numbers.
Let consider the group Ext3(Cn). First of all, the groups Ext
3 contain non-
Abelian subgroups Aut+(Cℓp,q) (the elements E and C are odd). Therefore, all
the groups Ext3 are non-Abelian. Among these groups there are the following
isomorphisms: Ext3+ ≃ D4 with (+,−,+, d, e, f, g) and (+,+,−, d, e, f, g) for
the type p− q ≡ 4 (mod 8), where among d, e, f , g there are three pluses and
one minus; Ext3+ ≃ Q4 with (−,−,−, d, e, f, g), where among d, e, f , g there
are one plus and three minuses; Ext3+ ≃ D4 with (−,+,+, d, e, f, g), where
among d, e, f , g there are three pluses and one minus (the type p − q ≡ 6
(mod 8)). Besides, there exist the groups Ext3+ ≃
∗
Z4 ⊗ Z2 with the signatures
(+,−,+, d, e, f, g), (+,+,−, d, e, f, g) for the type p − q ≡ 4 (mod 8) and
(−,−,−, d, e, f, g), (−,+,+, d, e, f, g) for p− q ≡ 6 (mod 8), where among d,
e, f , g there are one plus and three minuses.
Finally, let us consider the group Ext4(Cn). These groups contain non–
Abelian subgroups Aut+(Cℓp,q) and, therefore, all Ext
4 are non–Abelian. The
isomorphism structure of Ext4 is similar to Ext3.
It is easy to see that a full number of all possible signatures (a, b, c, d, e, f, g)
is equal to 27 = 128. At this point, we have eight signature types: (seven ‘+’),
(one ‘−’, six ‘+’), (two ‘−’, five ‘+’), (three ‘−’, four ‘+’), (four ‘−’, three
‘+’), (five ‘−’, two ‘+’), (six ‘−’, one ‘+’), (seven ‘−’). However, only four
types from enumerated above correspond to finite groups of order 8: (seven
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‘+’)→ Z2⊗Z2⊗Z2, (two ‘−’, five ‘+’)→ D4, (four ‘−’, three ‘+’)→ Z4⊗Z2
(
∗
Z4⊗Z2) and (six ‘−’, one ‘+’)→ Q4. Therefore, for the group Ext there exist
64 different realizations.
Example 2. Let us study an extended automorphism group of the Dirac algebra
C4. We evolve in C4 the real subalgebra with the quaternionic ring. Let it
be the spacetime algebra Cℓp,q with a spinbasis defined by the matrices (67).
We define now elements of the group Ext(C4). First of all, the matrix of the
automorphism A→ A⋆ has a form: W = γ0γ1γ2γ3. Further, since
γT0 = γ0, γ
T
1 = −γ1, γ
T
2 = −γ2, γ
T
3 = −γ3,
then in accordance with Theorem 5 the matrix E of the antiautomorphism
A → A˜ is an even product of skewsymmetric matrices of the spinbasis (67),
that is, E = γ1γ3. From the definition C = EW we find that the matrix of the
antiautomorphism A → A˜⋆ has a form C = γ0γ2. γ–basis contains three real
matrices γ0, γ1 and γ3, therefore, for the matrix of the pseudoautomorphism
A → A we obtain Π = γ0γ1γ3 (see Theorem 3). Further, in accordance
with K = ΠW for the matrix of the pseudoautomorphism A → A⋆ we have
K = γ2. Finally, for the pseudoantiautomorphisms A→ A˜, A→ A˜⋆ from the
definitions S = ΠE, F = ΠC it follows S = γ0, F = γ1γ2γ3. Thus, we come to
the following extended automorphism group:
Ext(C4) ≃ {I, W, E, C, Π, K, S, F} ≃
{I, γ0γ1γ2γ3, γ1γ3, γ0γ2, γ0γ1γ3, γ2, γ0, γ1γ2γ3}. (91)
The multiplication table of this group has a form:
I γ0123 γ13 γ02 γ013 γ2 γ0 γ123
I I γ0123 γ13 γ02 γ013 γ2 γ0 γ123
γ0123 γ0123 −I γ02 −γ012 −γ2 γ013 −γ123 γ0
γ13 γ13 γ02 −I −γ0123 −γ0 −γ123 γ013 γ2
γ02 γ02 −γ13 −γ0123 I γ123 −γ0 −γ2 γ013
γ013 γ013 γ2 −γ0 −γ123 −I −γ0123 γ13 γ02
γ2 γ2 −γ013 −γ123 γ0 γ0123 −I −γ02 γ13
γ0 γ0 γ123 γ013 γ2 γ13 γ02 I γ0123
γ123 γ123 −γ0 γ2 −γ013 −γ02 γ13 −γ0123 I
∼
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I W E C Π K S F
I I W E C Π K S F
W W −I C −Π −K Π −F S
E E C −I −W −S −F Π K
C C −E −W I F −S −K Π
Π Π K −S −F −I −W E C
K K −Π −F S W −I −C E
S S F Π K E C I W
F F −S K −Π −C E −W I
.
As follows from this table, the group Ext(C4) is non-Abelian. Ext+(C4) con-
tains Abelian group of spacetime reflections Aut−(Cℓ1,3) ≃ Z4 as a subgroup.
It is easy to see that the group (91) is a group of the form Ext2+ with order
structure (3, 4). More precisely, the group (91) is a finite group
∗
Z4 ⊗ Z2 with
the signature (−,−,+,−,−,+,+).
Coming back to example 1 we see that the groups (69) and (91) are iso-
morphic:
{1, P, T, PT, C, CP, CT, CPT} ≃ {I, W, E, C, Π, K, S, F} ≃
∗
Z4 ⊗ Z2.
Moreover, the subgroups of spacetime reflections of these groups are also iso-
morphic:
{1, P, T, PT} ≃ {I, W,E, C} ≃ Z4.
Thus, we come to the following result: the finite group (69), derived from
the analysis of invariance properties of the Dirac equation with respect to
discrete transformations C, P and T , is isomorphic to an extended automor-
phism group of the Dirac algebra C4. This result allows us to study discrete
symmetries and their group structure for physical fields of any spin (without
handling to analysis of relativistic wave equations).
5 Clifford-Lipschitz groups
The Lipschitz group Γp,q, also called the Clifford group, introduced by Lips-
chitz in 1886 [54], may be defined as the subgroup of invertible elements s of
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the algebra Cℓp,q:
Γp,q =
{
s ∈ Cℓ+p,q ∪ Cℓ
−
p,q | ∀x ∈ R
p,q, sxs−1 ∈ Rp,q
}
.
The set Γ+p,q = Γp,q ∩ Cℓ
+
p,q is called special Lipschitz group [21].
Let N : Cℓp,q → Cℓp,q, N(x) = xx˜. If x ∈ R
p,q, then N(x) = x(−x) =
−x2 = −Q(x). Further, the group Γp,q has a subgroup
Pin(p, q) = {s ∈ Γp,q | N(s) = ±1} . (92)
Analogously, a spinor group Spin(p, q) is defined by the set
Spin(p, q) =
{
s ∈ Γ+p,q | N(s) = ±1
}
. (93)
It is obvious that Spin(p, q) = Pin(p, q)∩Cℓ+p,q. The group Spin(p, q) contains
a subgroup
Spin+(p, q) = {s ∈ Spin(p, q) | N(s) = 1} . (94)
The groups O(p, q), SO(p, q) and SO+(p, q) are isomorphic, respectively, to
the following quotient groups
O(p, q) ≃ Pin(p, q)/Z2,
SO(p, q) ≃ Spin(p, q)/Z2,
SO+(p, q) ≃ Spin+(p, q)/Z2,
where the kernel Z2 = {1,−1}. Thus, the groups Pin(p, q), Spin(p, q) and
Spin+(p, q) are the universal coverings of the groups O(p, q), SO(p, q) and
SO+(p, q), respectively.
Further, since Cℓ+p,q ≃ Cℓ
+
q,p, then
Spin(p, q) ≃ Spin(q, p).
In contrast with this, the groups Pin(p, q) and Pin(q, p) are non–isomorphic.
Let us denote Spin(n) = Spin(n, 0) ≃ Spin(0, n).
Theorem 7 ([26]). The spinor groups
Spin(2), Spin(3), Spin(4), Spin(5), Spin(6)
are isomorphic to the unitary groups
U(1), Sp(1) ∼ SU(2), SU(2)× SU(2), Sp(2), SU(4).
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In case of the types p− q ≡ 1, 5 (mod 8) the algebra Cℓp,q is isomorphic to
a direct sum of two mutually annihilating simple ideals 1
2
(1± ω)Cℓp,q: Cℓp,q ≃
1
2
(1 + ω)Cℓp,q ⊕
1
2
(1 − ω)Cℓp,q, where ω = e12...p+q, p − q ≡ 1, 5 (mod 8). At
this point, the each ideal is isomorpic to Cℓp,q−1 or Cℓq,p−1. Therefore, for the
Clifford–Lipschitz groups we have the following isomorphisms
Pin(p, q) ≃ Pin(p, q − 1)
⋃
Pin(p, q − 1)
≃ Pin(q, p− 1)
⋃
Pin(q, p− 1). (95)
Or, since Cℓp,q−1 ≃ Cℓ
+
p,q ⊂ Cℓp,q, then according to (94)
Pin(p, q) ≃ Spin(p, q)
⋃
Spin(p, q)
if p− q ≡ 1, 5 (mod 8).
Further, in the case of p − q ≡ 3, 7 (mod 8) the Cℓp,q is isomorphic to a
complex algebra Cp+q−1. Therefore, for the Pin groups we obtain
Pin(p, q) ≃ Pin(p, q − 1)
⋃
e12...p+qPin(p, q − 1)
≃ Pin(q, p− 1)
⋃
e12...p+qPin(q, p− 1) (96)
if p− q ≡ 1, 5 (mod 8) and correspondingly
Pin(p, q) ≃ Spin(p, q)
⋃
e12...p+q Spin(p, q). (97)
In case of p− q ≡ 3, 7 (mod 8) we have isomorphisms which are analoguos to
(96)-(97), since ωCℓp,q ∼ Cℓp,q. Generalizing we obtain the following
Theorem 8. Let Pin(p, q) and Spin(p, q) be the Clifford-Lipschitz groups of
the invertible elements of the algebras Cℓp,q with odd dimensionality, p − q ≡
1, 3, 5, 7 (mod 8). Then
Pin(p, q) ≃ Pin(p, q − 1)
⋃
ωPin(p, q − 1)
≃ Pin(q, p− 1)
⋃
ωPin(q, p− 1)
and
Pin(p, q) ≃ Spin(p, q)
⋃
ω Spin(p, q),
where ω = e12...p+q is a volume element of Cℓp,q.
In case of low dimensionalities from Theorem 7 and Theorem 8 it immedi-
ately follows
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Theorem 9. For p + q ≤ 5 and p− q ≡ 3, 5 (mod 8),
Pin(3, 0) ≃ SU(2) ∪ iSU(2),
Pin(0, 3) ≃ SU(2) ∪ eSU(2),
Pin(5, 0) ≃ Sp(2) ∪ eSp(2),
Pin(0, 5) ≃ Sp(2) ∪ iSp(2).
Proof. Indeed, in accordance with Theorem 8 Pin(3, 0) ≃ Spin(3) ∪
e123 Spin(3). Further, from Theorem 7 we have Spin(3) ≃ SU(2), and a
square of the element ω = e123 is equal to −1, therefore, ω ∼ i. Thus,
Pin(3, 0) ≃ SU(2) ∪ iSU(2). For the group Pin(0, 3) a square of ω is equal
to +1, therefore, Pin(0, 3) ≃ SU(2) ∪ eSU(2), e is a double unit. As ex-
pected, Pin(3, 0) 6≃ Pin(0, 3). The isomorphisms for the groups Pin(5, 0) and
Pin(0, 5) are analogously proved.
In turn, over the field F = C there exists a complex Clifford–Lipschitz
group
Γn =
{
s ∈ C+n ∪ C
−
n | ∀x ∈ C
n, sxs−1 ∈ Cn
}
.
The group Γn has a subgroup
Pin(n,C) = {s ∈ Γn | N(s) = ±1} . (98)
Pin(n,C) is an universal covering of the complex orthogonal group O(n,C).
When n ≡ 1 (mod 2) we have
Pin(n,C) ≃ Pin(n− 1,C)
⋃
e12···nPin(n− 1,C). (99)
5.1 PT -structures
On the other hand, there exists a more detailed version of the Pin–group
(92) proposed by Da¸browski in 1988 [30]. In general, there are eight double
coverings of the orthogonal group O(p, q) [30, 11]:
ρa,b,c : Pina,b,c(p, q) −→ O(p, q),
where a, b, c ∈ {+,−}. As known, the group O(p, q) consists of four
connected components: identity connected component O0(p, q), and three
components corresponding to space inversion P , time reversal T , and the
combination of these two PT , i.e., O(p, q) = (O0(p, q)) ∪ P (Q0(p, q)) ∪
T (O0(p, q)) ∪ PT (O0(p, q)). Further, since the four–element group (reflection
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Table 4. PT -structures.
a b c Ca,b,c Remark
+ + + Z2 ⊗ Z2 ⊗ Z2 PT = TP
+ − − Z2 ⊗ Z4 PT = TP
− + − Z2 ⊗ Z4 PT = TP
− − + Z2 ⊗ Z4 PT = TP
− − − Q4 PT = −TP
− + + D4 PT = −TP
+ − + D4 PT = −TP
+ + − D4 PT = −TP
group) {1, P, T, PT} is isomorphic to the finite group Z2 ⊗ Z2 (Gauss–Klein
viergruppe [70, 72]), then O(p, q) may be represented by a semidirect product
O(p, q) ≃ O0(p, q)⊙(Z2⊗Z2). The signs of a, b, c correspond to the signs of the
squares of the elements in Pina,b,c(p, q) which cover space inversion P , time re-
versal T and a combination of these two PT (a = −P 2, b = T 2, c = −(PT )2 in
Da¸browski’s notation [30] and a = P 2, b = T 2, c = (PT )2 in Chamblin’s nota-
tion [18] which we will use below). An explicit form of the group Pina,b,c(p, q)
is given by the following semidirect product
Pina,b,c(p, q) ≃
(Spin+(p, q)⊙ C
a,b,c)
Z2
, (100)
where Ca,b,c are the four double coverings of Z2 ⊗ Z2. All the eight universal
coverings of the orthogonal group O(p, q) are given in the Table 4. Here Z4, Q4,
and D4 are complex, quaternion, and dihedral groups, respectively. According
to [30] the group Pina,b,c(p, q) satisfying the condition PT = −TP is called
Cliffordian, and respectively non–Cliffordian when PT = TP . Taking into
account the Proposition 1 and Theorems 4 and 5, we come to the following
Theorem 10 ([78]). Let Pina,b,c(p, q) be an universal covering of the complex
orthogonal group O(n,C) of the space Cn associated with the complex algebra
Cn. Squares of the symbols a, b, c ∈ {−,+} are correspond to squares of the
elements of the finite group Aut = {I,W,E,C} : a = W2, b = E2, c = C2,
where W,E and C are correspondingly the matrices of the fundamental auto-
morphisms A → A⋆, A → A˜ and A → A˜⋆ of Cn. Then over the field F = C
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for the algebra Cn there exist two non–isomorphic universal coverings of the
group O(n,C):
1) Non–Cliffordian groups
Pin+,+,+(n,C) ≃
(Spin+(n,C)⊙ Z2 ⊗ Z2 ⊗ Z2)
Z2
,
if n ≡ 0 (mod 4) and
Pin+,+,+(n,C) ≃ Pin+,+,+(n− 1,C)
⋃
e12...nPin
+,+,+(n− 1,C),
if n ≡ 1 (mod 4).
2) Cliffordian groups
Pin−,−,−(n,C) ≃
(Spin+(n,C)⊙Q4)
Z2
,
if n ≡ 2 (mod 4) and
Pin−,−,−(n,C) ≃ Pin−,−,−(n− 1,C)
⋃
e12...nPin
−,−,−(n− 1,C),
if n ≡ 3 (mod 4).
Theorem 11 ([79]). Let Pina,b,c(p, q) be an universal covering of the orthog-
onal group O(p, q) of the real space Rp,q associated with the algebra Cℓp,q. The
squares of symbols a, b, c ∈ {−,+} correspond to the squares of the elements of
a finite group Aut(Cℓp,q) = {I,W,E,C} : a = W
2, b = E2, c = C2, where W,E
and C are the matrices of the fundamental automorphisms A → A⋆, A → A˜
and A → A˜⋆ of the algebra Cℓp,q, respectively. Then over the field F = R in
dependence on a division ring structure of the algebra Cℓp,q, there exist eight
universal coverings of the orthogonal group O(p, q):
1) A non–Cliffordian group
Pin+,+,+(p, q) ≃
(Spin0(p, q)⊙ Z2 ⊗ Z2 ⊗ Z2)
Z2
,
exists if K ≃ R and the numbers p and q form the type p− q ≡ 0 (mod 8) and
p, q ≡ 0 (mod 4), and also if p − q ≡ 4 (mod 8) and K ≃ H. The algebras
Cℓp,q with the rings K ≃ R ⊕ R, K ≃ H ⊕ H (p − q ≡ 1, 5 (mod 8)) admit
the group Pin+,+,+(p, q) if in the direct sums there are addendums of the type
p − q ≡ 0 (mod 8) or p − q ≡ 4 (mod 8). The types p − q ≡ 3, 7 (mod 8),
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K ≃ C admit a non–Cliffordian group Pin+,+,+(p+ q−1,C) if p ≡ 0 (mod 2)
and q ≡ 1 (mod 2). Further, non–Cliffordian groups
Pina,b,c(p, q) ≃
(Spin0(p, q)⊙ (Z2 ⊗ Z4)
Z2
,
with (a, b, c) = (+,−,−) exist if p − q ≡ 0 (mod 8), p, q ≡ 2 (mod 4) and
K ≃ R, and also if p − q ≡ 4 (mod 8) and K ≃ H. Non–Cliffordian groups
with the signatures (a, b, c) = (−,+,−) and (a, b, c) = (−,−,+) exist over
the ring K ≃ R (p − q ≡ 2 (mod 8)) if p ≡ 2 (mod 4), q ≡ 0 (mod 4) and
p ≡ 0 (mod 4), q ≡ 2 (mod 4), respectively, and also these groups exist over
the ring K ≃ H if p − q ≡ 6 (mod 8). The algebras Cℓp,q with the rings
K ≃ R⊕R, K ≃ H⊕H (p− q ≡ 1, 5 (mod 8)) admit the group Pin+,−,−(p, q)
if in the direct sums there are addendums of the type p − q ≡ 0 (mod 8) or
p−q ≡ 4 (mod 8), and also admit the groups Pin−,+,−(p, q) and Pin−,−,+(p, q)
if in the direct sums there are addendums of the type p − q ≡ 2 (mod 8) or
p− q ≡ 6 (mod 8).
2) A Cliffordian group
Pin−,−,−(p, q) ≃
(Spin0(p, q)⊙Q4)
Z2
,
exists if K ≃ R (p − q ≡ 2 (mod 8)) and p ≡ 3 (mod 4), q ≡ 1 (mod 4),
and also if p − q ≡ 6 (mod 8) and K ≃ H. The algebras Cℓp,q with the rings
K ≃ R⊕R, K ≃ H⊕H (p− q ≡ 1, 5 (mod 8)) admit the group Pin−,−,−(p, q)
if in the direct sums there are addendums of the type p − q ≡ 2 (mod 8) or
p−q ≡ 6 (mod 8). The types p−q ≡ 3, 7 (mod 8), K ≃ C admit a Cliffordian
group Pin−,−,−(p + q − 1,C), if p ≡ 1 (mod 2) and q ≡ 0 (mod 2). Further,
Cliffordian groups
Pina,b,c(p, q) ≃
(Spin0(p, q)⊙D4)
Z2
,
with (a, b, c) = (−,+,+) exist if K ≃ R (p − q ≡ 2 (mod 8)) and p ≡ 1
(mod 4), q ≡ 3 (mod 4), and also if p−q ≡ 6 (mod 8) and K ≃ H. Cliffordian
groups with the signatures (a, b, c) = (+,−,+) and (a, b, c) = (+,+,−) exist
over the ring K ≃ R (p − q ≡ 0 (mod 8)) if p, q ≡ 3 (mod 4) and p, q ≡ 1
(mod 4), respectively, and also these groups exist over the ring K ≃ H if
p− q ≡ 4 (mod 8). The algebras Cℓp,q with the rings K ≃ R⊕ R, K ≃ H⊕H
(p − q ≡ 1, 5 (mod 8)) admit the group Pin−,+,+(p, q) if in the direct sums
there are addendums of the type p− q ≡ 2 (mod 8) or p− q ≡ 6 (mod 8), and
also admit the groups Pin+,−,+(p, q) and Pin+,+,−(p, q) if in the direct sums
there are addendums of the type p− q ≡ 0 (mod 8) or p− q ≡ 4 (mod 8).
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Table 5. CPT -structures.
a b c d e f g Ca,b,c,d,e,f,g Type
+ + + + + + + Z2 ⊗ Z2 ⊗ Z2 ⊗ Z2 Abelian
three ‘+’ and four ‘−’ Z4 ⊗ Z2 ⊗ Z2
one ‘+’ and six ‘−’ Q4 ⊗ Z2 Non–Abelian
five ‘+’ and two ‘−’ D4 ⊗ Z2
three ‘+’ and four ‘−’
∗
Z4 ⊗ Z2 ⊗ Z2
5.2 CPT -structures
As it has been shown previously, there exist 64 different signatures
(a, b, c, d, e, f, g) for the extended automorphism group Ext(Cn) of the complex
Clifford algebra Cn. At this point, the group of fundamental automorphisms,
Aut±(Cℓp,q), which has 8 different signatures (a, b, c), is defined as a subgroup
of Ext(Cn). As known, the Clifford–Lipschitz group Pin(n,C) (an universal
covering of the complex orthogonal group O(n,C)) is completely constructed
within the algebra Cn (see definition (98)). If we take into account spacetime
reflections, then according to [74, 75, 30] there exist 8 types of universal cov-
ering (PT–structures) described by the group Pina,b,c(n,C). As it shown in
[78, 79], the group Pina,b,c(n,C) (correspondingly Pina,b,c(p, q) over the field
F = R) is completely defined within the algebra Cn (correspondingly Cℓp,q)
by means of identification of the reflection subgroup {1, P, T, PT} with the
automorphism group {Id, ⋆, ˜ , ⋆˜} of Cn (correspondingly Cℓp,q). In turn, the
pseudoautomorphism A → A of Cn and the extended automorphism group
{Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜} ≃ Z2 ⊗ Z2 ⊗ Z2 allows us to give a further general-
ization of the Clifford–Lipschitz group (98) (correspondingly (92)). We claim
that there exist 64 types of the universal covering (CPT–structures) for the
complex orthogonal group O(n,C):
Pina,b,c,d,e,f,g(n,C) ≃
(Spin+(n,C)⊙ C
a,b,c,d,e,f,g)
Z2
, (101)
where Ca,b,c,d,e,f,g are five double coverings of the group Z2 ⊗ Z2 ⊗ Z2. All
the posiible double coverings Ca,b,c,d,e,f,g are given in the Table 5. The group
(101) with non–Abelian Ca,b,c,d,e,f,g we will call Cliffordian and respectively
non–Cliffordian when Ca,b,c,d,e,f,g is Abelian.
Analogously, over the field F = R there exist 64 universal coverings of the
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real orthogonal group O(p, q):
ρa,b,c,d,e,f,g : Pina,b,c,d,e,f,g −→ O(p, q),
where
Pina,b,c,d,e,f,g(p, q) ≃
(Spin+(p, q)⊙ C
a,b,c,d,e,f,g)
Z2
. (102)
It is easy to see that in case of the algebra Cℓp,q (or subalgebra Cℓp,q ⊂ Cn) with
the real division ring K ≃ R, p − q ≡ 0, 2 (mod 8), CPT–structures, defined
by the groups (101) and (102), are reduced to the eight Shirokov–Da¸browski
PT–structures.
Further, using the well-known isomorphism (99) we obtain for the group
O(n,C) with odd dimensionality the following universal covering:
Pina,b,c,d,e,f,g(n,C) ≃ Pina,b,c,d,e,f,g(n− 1,C)
⋃
e12···nPin
a,b,c,d,e,f,g(n− 1,C).
Correspondingly, in virtue of Cℓp,q ≃ Cn−1 (p − q ≡ 3, 7 (mod 8), n = p + q)
and (95) for the group O(p, q) with odd dimensionality we have
Pina,b,c,d,e,f,g(p, q) ≃ Pina,b,c,d,e,f,g(n− 1,C)
for p− q ≡ 3, 7 (mod 8) and
Pina,b,c,d,e,f,g(p, q) ≃ Pina,b,c,d,e,f,g(p, q − 1)
⋃
e12···nPin
a,b,c,d,e,f,g(p, q − 1),
Pina,b,c,d,e,f,g(p, q) ≃ Pina,b,c,d,e,f,g(q, p− 1)
⋃
e12···nPin
a,b,c,d,e,f,g(q, p− 1)
for the types p− q ≡ 1, 5 (mod 8). Hence it immediately follows
Theorem 12. Let Pina,b,c,d,e,f,g(n,C) be an universal covering of the complex
orthogonal group O(n,C) of the space Cn associated with the complex algebra
Cn. Squares of the symbols a, b, c, d, e, f, g ∈ {−,+} correspond to squares of
the elements of the finite group Ext = {I,W,E,C,Π,K, S, F}: a = W2, b = E2,
c = C2, d = Π2, e = K2, f = S2, g = F2, where W, E, C, Π, K, S, F are spinor
representations of the automorphisms A → A⋆, A → A˜, A → A˜⋆, A → A,
A → A⋆, A → A˜, A → A˜⋆. Then over the field F = C in dependence on a
division ring structure K = fCℓp,qf of the real subalgebras Cℓp,q ⊂ Cn, there
exist the following universal coverings (CPT–structures) of the group O(n,C):
1) K ≃ R, p− q ≡ 0, 2 (mod 8).
In this case CPT–structures are reduced to the eight Shirokov–Da¸browski PT–
structures
Pina,b,c(n,C) ≃
(Spin+(n,C)⊙ C
a,b,c)
Z2
,
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where Ca,b,c are double coverings of the group {1, P, T, PT} ≃ {I,W,E,C} ≃
Z2 ⊗ Z2.
2) K ≃ H, p− q ≡ 4, 6 (mod 8).
In this case we have 64 universal coverings:
a) Non–Cliffordian group
Pin+,+,+,+,+,+,+(n,C) ≃
(Spin+(n,C)⊙ Z2 ⊗ Z2 ⊗ Z2 ⊗ Z2)
Z2
exists if the subalgebra Cℓp,q admits the type p − q ≡ 4 (mod 8). Non–
Cliffordian groups
Pina,b,c,d,e,f,g(n,C) ≃
(Spin+(n,C)⊙ Z4 ⊗ Z2 ⊗ Z2)
Z2
exist with the signature (+,+,+,−,−,−,−) when Cℓp,q has the type p− q ≡ 4
(mod 8), and also these groups with the signatures (a, b, c, d, e, f, g) exist when
p − q ≡ 6 (mod 8), where among the symbols a, b, c there are two minuses
and one plus, and among d, e, f , g – two pluses and two minuses.
b) Cliffordian groups
Pina,b,c,d,e,f,g(n,C) ≃
(Spin+(n,C)⊙Q4 ⊗ Z2)
Z2
exist with the signature (+,−,−,−,−,−,−) when p − q ≡ 4 (mod 8) and
with the signatures (−,+,−,−,−,−,−), (−,−,+,−,−,−,−) when p− q ≡ 6
(mod 8). And also these groups exist with the signature (−,−,−, d, e, f, g) if
p− q ≡ 6 (mod 8), where among the symbols d, e, f , g there are one plus and
three minuses. Cliffordian groups
Pina,b,c,d,e,f,g(n,C) ≃
(Spin+(n,C)⊙D4 ⊗ Z2)
Z2
exist with the signatures (+,−,−,+,+,+,+) and (+,+,+, d, e, f, g) when
Cℓp,q has the type p − q ≡ 4 (mod 8) and among d, e, f , g there are two
minuses and two pluses, and also these groups exist with (+,−,+, d, e, f, g)
and (+,+,−, d, e, f, g), where among d, e, f , g there are three pluses and
one minus. Cliffordian groups of this type exist also with the signatures
(a, b, c,+,+,+,+) and (−,+,+, d, e, f, g) when p − q ≡ 6 (mod 8), where
among a, b, c there are two minuses and one plus, and among d, e, f , g there
are three pluses and one minus. Cliffordian groups
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Pina,b,c,d,e,f,g(n,C) ≃
(Spin+(n,C)⊙
∗
Z4 ⊗ Z2 ⊗ Z2)
Z2
exist with the signatures (+,−,−, d, e, f, g) when p−q ≡ 4 (mod 8) and among
the symbols d, e, f , g there are two pluses and two minuses, and also these
groups exist with (+,−,+, d, e, f, g) and (+,+,−, d, e, f, g), where p − q ≡ 4
(mod 8) and among d, e, f , g there are one plus and three minuses. Cliffordian
groups of this type exist also with (−,+,−, d, e, f, g) and (−,−,+, d, e, f, g) if
p − q ≡ 6 (mod 8), where among d, e, f , g there are two pluses and two
minuses. And also these groups exist with (−,−,−, d, e, f, g) if p − q ≡ 6
(mod 8), where among d, e, f , g there are three pluses and one minus.
6 Quotient representations of the
Clifford-Lipschitz groups
In accordance with (11) and (12), the map γ gives the left-regular spinor
representation R of Cℓ(Q) in S and S ⊕ S, respectively. The representation
R is faithful if its kernel is zero, that is, R(a)x = 0, ∀x ∈ S ⇒ a = 0.
If the representation R has only two invariant subspaces S and {0}, then
R is said to be simple or irreducible. On the contrary case, R is said to
be semi-simple, that is, it is a direct sum of simple modules, and in this
case S is a direct sum of subspaces which are globally invariant under R(a),
∀a ∈ Cℓ(Q). In virtue of the definition (92), the representation R of Cℓp,q
induces a representation of Pin(p, q) which we will denote by the same symbol
R, and also induces a representation of the group Spin(p, q) which we will
denote by R+. Analogously, in virtue of (98), the representation C of the
complex algebra Cn induces a representation of Pin(n,C) which we will denote
also by the same symbol C.
Further, over the field F = R at p+ q ≡ 0 (mod 2) there are four types of
real algebras Cℓp,q: two types p − q ≡ 0, 2 (mod 8) with a real division ring
K ≃ R and two types p − q ≡ 4, 6 (mod 8) with a quaternionic division ring
K ≃ H. Thus, in this case the representation R of Pin(p, q) is divided into
the following four classes:
R0m ↔ Cℓp,q, p− q ≡ 0 (mod 8), K ≃ R,
R2m ↔ Cℓp,q, p− q ≡ 2 (mod 8), K ≃ R,
H4m ↔ Cℓp,q, p− q ≡ 4 (mod 8), K ≃ H,
H6m ↔ Cℓp,q, p− q ≡ 6 (mod 8), K ≃ H, (103)
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Table 6. Real representations of Pin(p, q).
p 0 1 2 3 4 5 6 7 . . .
q
0 R00
2R00 R
2
1 C
3
1 H
4
1
2H41 H
6
2 C
7
4 . . .
1 C70 R
0
1
2R01 R
2
2 C
3
2 H
4
2
2H42 H
6
4 . . .
2 H60 C
7
1 R
0
2
2R02 R
2
4 C
3
4 H
4
4
2H44 . . .
3 2H40 H
6
1 C
7
2 R
0
4
2R04 R
2
8 C
3
8 H
4
8 . . .
4 H41
2H41 H
6
2 C
7
4 R
0
8
2R08 R
2
16 C
3
16 . . .
5 C32 H
4
2
2H42 H
6
4 C
7
8 R
0
16
2R016 R
2
32 . . .
6 R24 C
3
4 H
4
4
2H44 H
6
8 C
7
16 R
0
32
2R032 . . .
7 2R04 R
2
8 C
3
8 H
4
8
2H48 H
6
16 C
7
32 R
0
64 . . .
...
...
...
...
...
...
...
...
...
here m = p+q
2
. We will call the representations H4m and H
6
m as quaternionic
representations of the group Pin(p, q). Using the correspondence (103), we
can define the Periodic Table for the real representations of Pin(p, q) (see the
Table 6). On the other hand, in terms of minimal left ideal the modulo 8
periodicity looks like
Sn+8 ≃ Sn ⊗ S16.
In virtue of the mapping γ8,0 : Cℓ8,0 → M2(O) [57] (see also excellent review
[5]) the latter relation can be written in the form
Sn+8 ≃ Sn ⊗O
2,
where O is an octonion algebra. Since the algebra Cℓ8,0 ≃ Cℓ0,8 admits an
octonionic representation, then in virtue of the modulo 8 periodicity the oc-
tonionic representations can be defined for all high dimensions and, therefore,
on the system of real representations of Pin(p, q) we have a relation
D
m+2 ≃ Dm⊗O,
where O is an octonionic representation of the group Pin(p, q) (O ∼ R04).
As known [65, 61], the odd–dimensional algebras Cℓp,q and Cn are iso-
morphic to direct sums of the two algebras with even dimensionality if cor-
respondingly p − q ≡ 1, 5 (mod 8) and p + q ≡ 1, 3, 5, 7 (mod 8). Therefore,
matrix representations of the algebras Cℓp,q, Cp+q (p + q = 2m + 1) are iso-
morphic to direct sums of the full matrix algebras M2m(K) ⊕M2m(K), where
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K ≃ R, K ≃ H,K ≃ C. On the other hand, there exists a homomorphic
mapping of the algebras Cℓp,q and Cn onto one matrix algebra M2m(K) with
preservation of addition, multiplication and multiplication by the number op-
erations. Besides, in case of the field F = R and p − q ≡ 3, 7 (mod 8) the
algebra Cℓp,q is isomorphic to a full matrix algebra M2m(C), therefore, repre-
sentations of the fundamental automorphisms of this algebra can be realized
by means of M2m(C).
Theorem 13. If p+q = 2m+1, then there exist the following homomorphisms:
1) F = R
ǫ : Cℓp,q −→ M2m(K),
where K ≃ R if p− q ≡ 1 (mod 8) and K ≃ H if p− q ≡ 5 (mod 8).
2) F = C
ǫ : Cp+q −→ M2m(C), if p− q ≡ 1, 3, 5, 7 (mod 8).
Proof. Let us start the proof with a more general case F = C. In accordance
with (4) the element ω belongs to a center of the algebra Cn and, therefore,
this element commutes with all the basis elements of Cn. Further, we see that
the basis vectors {e1, e2, . . . , en} generate a subspace C
n ⊂ Cn+1. Thus, the
algebra Cn in C
n is a subalgebra of Cn+1 and consists of the elements which do
not contain the element en+1. The each element A ∈ Cn+1 can be decomposed
as follows
A = A1 +A0,
where the set A0 contains all the elements with en+1, and A
1 does not contain
en+1, therefore, A
1 ∈ Cn. Multiplying A
0 by ǫω, we see that the elements
en+1 are mutually annihilate. Hence it follows that ǫωA
0 ∈ Cn. Denoting
A
2 = ǫωA0 and taking into account that (ǫω)2 = 1, we obtain
A = A1 + εωA2,
where A1, A2 ∈ Cn. Let us define now a homomorphism ǫ : Cn+1 → Cn,
acting via the following law
ǫ : A1 + εωA2 −→ A1 +A2. (104)
It is obvious that the operations of addition, multiplication and multiplication
by the number are preserved. Indeed, if we take
A = A1 + εωA2, B = B1 +B2,
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then in virtue of (εω)2 = 1 and commutativity of ω with all elements we have
for the multiplication operation:
AB = (A1B1 +A2B2) + εω(A1B2 +A2B1)
ǫ
−→
(A1B1 +A2B2) + (A1B2 +A2B1) = (A1 +A2)(B1 +B2),
that is, an image of the product is equal to the product of factor images in
the same order. In particular case at A = εω we have A1 = 0 and A2 = 1,
therefore,
εω −→ 1.
Thus, a kernel of the homomorphism ǫ consists of the all elements of the form
A1− εωA1, which, as it is easy to see, under action of ǫ are mapped into zero.
It is clear that Ker ǫ = {A1 − εωA1} is a subalgebra of Cn+1. Moreover, the
kernel of ǫ is a bilateral ideal of the algebra Cn+1. Therefore, the algebra
ǫCn,
obtained in the result of the mapping ǫ : Cn+1 → Cn, is a quotient algebra on
the ideal Ker ǫ = {A1 − εωA1}:
ǫ
Cn ≃ Cn+1/Ker ǫ.
Since the algebra Cn at n = 2m is isomorphically mapped onto the full matrix
algebra M2m(C), then in virtue of ǫ : Cn+1 → Cn ⊂ Cn+1 we obtain a
homomorphic mapping of the algebra Cn+1 onto the matrix algebra M2m(C).
A homomorphism ǫ : Cℓp,q → M2m(K) is proved analogously. In this case
a quotient algebra has the form
ǫCℓp,q−1 ≃ Cℓp,q/Ker ǫ,
or
ǫCℓq,p−1 ≃ Cℓp,q/Ker ǫ,
where Ker ǫ = {A1−ωA1}, since in accordance with (3) at p−q ≡ 1, 5 (mod 8)
we have always ω2 = 1 and, therefore, ε = 1.
As known, complex Clifford algebras Cn are modulo 2 periodic [4] and,
therefore, there exist two types of Cn: n ≡ 0 (mod 2) and n ≡ 1 (mod 2). We
consider these two types in the form of the following series:
C2 C4 · · · C2k · · ·
C3 C5 · · · C2k+1 · · ·
63
Let us study the decomposition C2k+1 ≃ C2k ⊕ C2k in more details. This
decomposition may be represented by a following scheme
❏
❏
❏❫
✡
✡
✡✢
C2k+1
λ+ λ−
C2k
∗
C2k⊕
Here central idempotents
λ+ =
1 + εe1e2 · · · e2k+1
2
, λ− =
1− εe1e2 · · · e2k+1
2
,
where
ε =
{
1, if k ≡ 0 (mod 2);
i, if k ≡ 1 (mod 2),
satisfy the relations (λ+)2 = λ+, (λ−)2 = λ−, λ+λ− = 0. Thus, we have a
decomposition of the initial algebra C2k+1 into a direct sum of two mutually
annihilating simple ideals: C2k+1 ≃
1
2
(1 + εω)C2k+1 ⊕
1
2
(1 − εω)C2k+1. Each
of the ideals λ±C2k+1 is isomorphic to the subalgebra C2k ⊂ C2k+1. Accord-
ing to Chisholm and Farwell [22], the idempotents λ+ and λ− can be iden-
tified with the helicity projection operators which distinguish left and right
handed spinors. The Chisholm–Farwell notation for λ± we will widely use
below.Therefore, in virtue of the isomorphism C2k+1 ≃ C2k ∪ C2k and the ho-
momorphic mapping ǫ : C2k+1 → C2k, the second series (type n ≡ 1 (mod 2))
is replaced by a sequence of the quotient algebras ǫC2k, that is,
C2 C4 · · · C2k · · ·
ǫC2
ǫC4 · · ·
ǫC2k · · ·
Therefore, all the representations of Pin(n,C) are divided into the following
two series:
C1 C2 · · · Ck · · ·
ǫC1
ǫC2 · · ·
ǫCk · · ·
Further, over the field F = R for the odd-dimensional algebras Cℓp,q, p−q ≡
1, 5 (mod 8), there exist two different decompositions: Cℓp,q ≃ Cℓp,q−1⊕Cℓp,q−1
and Cℓp,q ≃ Cℓq,p−1⊕Cℓq,p−1. These decompositions can be represented by the
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Table 7. Quotient representations of Pin(p, q).
p 0 1 2 3 4 5 6 7 . . .
q
0 R00
ǫR00 R
2
1 C
3
1 H
4
1
ǫH41 H
6
2 C
7
4 . . .
1 C70 R
0
1
ǫR01 R
2
2 C
3
2 H
4
2
ǫH42 H
6
4 . . .
2 H60 C
7
1 R
0
2
ǫR02 R
2
4 C
3
4 H
4
4
ǫH44 . . .
3 ǫH40 H
6
1 C
7
2 R
0
4
ǫR04 R
2
8 C
3
8 H
4
8 . . .
4 H41
ǫH41 H
6
2 C
7
4 R
0
8
ǫR08 R
2
16 C
3
16 . . .
5 C32 H
4
2
ǫH42 H
6
4 C
7
8 R
0
16
ǫR016 R
2
32 . . .
6 R24 C
3
4 H
4
4
ǫH44 H
6
8 C
7
16 R
0
32
ǫR032 . . .
7 ǫR04 R
2
8 C
3
8 H
4
8
ǫH48 H
6
16 C
7
32 R
0
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...
...
...
...
...
...
...
...
...
following schemes:
❏
❏
❏❫
✡
✡
✡✢
Cℓp,q
λ+ λ−
Cℓp,q−1 Cℓp,q−1⊕
❏
❏
❏❫
✡
✡
✡✢
Cℓp,q
λ+ λ−
Cℓq,p−1 Cℓq,p−1⊕
Here central idempotents
λ+ =
1 + e1e2 · · · ep+q
2
, λ− =
1− e1e2 · · · ep+q
2
satisfy the relations (λ+)2 = λ+, (λ−)2 = λ−, λ+λ− = 0. Therefore, in virtue
of the homomorphic mappings ǫ : Cℓp,q →
ǫCℓp,q−1 and ǫ : Cℓp,q →
ǫCℓq,p−1 we
can replace the double representations 2R, 2H by quotient representations ǫR,
ǫH. The distribution of the quotient representations of Pin(p, q) is given in
the Table 7.
7 Fundamental automorphisms of
odd-dimensional Clifford algebras
Let us consider now the automorphisms A → A⋆, A → A˜, A → A˜⋆, A → A,
A → A⋆, A → A˜, A → A˜⋆ of the algebras Cn+1 and Cℓp,q, p − q ≡ 1, 3, 5, 7
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(mod 8). We will examine the form of the fundamental automorphisms defined
in Cn+1 and Cℓp,q after the homomorphic mappings ǫ : Cn+1 → Cn ⊂ Cn+1
and ǫ : Cℓp,q →
ǫCℓp,q−1, ǫ : Cℓp,q →
ǫCℓq,p−1.
Theorem 14. 1) F = C. Let A→ A, A→ A⋆, A→ A˜ be the automorphisms
of the odd–dimensional complex Clifford algebra Cn+1 (n + 1 ≡ 1, 3 (mod 4))
corresponding the discrete transformations C, P, T (charge conjugation, space
inversion, time reversal) and let ǫCn be a quotient algebra obtained in the result
of the homomorphic mapping ǫ : Cn+1 → Cn. Then over the field F = C in
dependence on the structure of ǫCn all the quotient representations of the group
Pin(p, q) are divided in the following six classes:
1) ǫCa1 : {T, C ∼ I},
2) ǫCa2 : {T, C},
3) ǫCb : {T, CP, CPT},
4) ǫCc : {PT, C, CPT},
5) ǫCd1 : {PT, CP ∼ IP, CT ∼ IT},
6) ǫCd2 : {PT, CP, CT}.
2) F = R. Real quotient representations are divided into four different classes:
7) ǫRe1 : {T, C ∼ I, CT ∼ IT},
8) ǫRe2 : {T, CP ∼ IP, CPT ∼ IPT},
9) ǫHf1 : {T, C ∼ C
′, CT ∼ C ′T},
10) ǫHf2 : {T, CP ∼ C
′P, CPT ∼ C ′PT}.
Proof. 1) Complex representations.
Before we proceed to find an explicit form of the quotient representations ǫC
it is necessary to consider in details a structure of the quotient algebras ǫCn
obtained in the result of the homomorphic mapping ǫ : Cn+1 → Cn. The
structure of the quotient algebra ǫCn depends on the transfer of the automor-
phisms A → A⋆, A → A˜, A → A˜⋆, A → A, A → A⋆, A → A˜, A → A˜⋆ of
the algebra Cn+1 onto its subalgebra Cn under action of the homomorphism
ǫ. The action of the homomorphism ǫ is defined as follows
ǫ : A1 + εωA2 −→ A1 +A2,
where A1, A2 ∈ Cn, ω = e12···n+1, and
ε =
{
1, if n+ 1 ≡ 1 (mod 4),
i, if n+ 1 ≡ 3 (mod 4);
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so that (εω)2 = 1. At this point, εω → 1, and the quotient algebra has a form
ǫ
Cn ≃ Cn+1/Ker ǫ,
where Ker ǫ = {A1 − εωA1} is a kernel of the homomorphism ǫ.
First of all, for the antiautomorphism A → A˜ we see that elements
A,B, . . . ∈ Cn+1, which are mapped into one and the same element D ∈ Cn (a
kernel of the homomorphism ǫ if D = 0), after the transformation A→ A˜ are
must converted to the elements A˜, B˜, . . . ∈ Cn+1, which are also mapped into
one and the same element D˜ ∈ Cn. Otherwise, the transformation A → A˜ is
not transferred from Cn+1 to Cn as an unambiguous transformation. There-
fore, for the transfer of the antiautomorphism A→ A˜ from Cn+1 into Cn it is
necessary that
ε˜ω = εω. (105)
Indeed, since under action of ǫ the elements 1 and εω are equally mapped into
the unit, then transformed elements 1˜ and ε˜ω are also should be mapped into
1, but 1˜ = 1→ 1, and ε˜ω = ±εω → ±1 in virtue of ω˜ = (−1)
n(n−1)
2 ω, whence
ω˜ =
{
ω, if n + 1 ≡ 1 (mod 4);
−ω, if n + 1 ≡ 3 (mod 4).
(106)
The condition (105) is sufficient for the transfer of the antiautomorphism A→
A˜ from Cn+1 to Cn. Indeed, in this case at A→ A˜ we have
A
1 −A1εω −→ A˜1 − ε˜ωA˜1 = A˜1 − εωA˜1.
Thus, elements of the form A1−A1εω, consisting of the kernel of the homomor-
phism ǫ, are converted at the transformation A→ A˜ into elements of the same
form. Therefore, under action of the homomorphism ǫ the antiautomorphism
A→ A˜ is transferred from Cn+1 into Cn only at n ≡ 0 (mod 4).
In turn, for the transfer of the automorphism A→ A⋆ it is necessary that
(εω)⋆ = εω. However, since the element ω is odd and ω⋆ = (−1)n+1ω, then we
have always
ω⋆ = −ω. (107)
Thus, the automorphism A→ A⋆ is never transferred from Cn+1 into Cn.
Further, for the transfer of the antiautomorphism A→ A˜⋆ from Cn+1 into
Cn it is necessary that ˜(εω)⋆ = εω. (108)
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It is easy to see that the condition (108) is satisfied only at n+1 ≡ 3 (mod 4),
since in this case from the second equality of (106) and (107) it follows
˜(εω)⋆ = εω˜⋆ = −εω⋆ = εω. (109)
Therefore, under action of the homomorphism ǫ the antiautomorphism A →
A˜⋆ is transferred from Cn+1 into Cn only at n ≡ 2 (mod 4).
Let n+1 = p+ q. Defining in Cn+1 the basis {e1, . . . , ep, iep+1, . . . , iep+q},
we extract the real subalgebra Cℓp,q, where at p − q ≡ 3, 7 (mod 8) we have
a complex division ring K ≃ C, and at p − q ≡ 1 (mod 8) and p − q ≡ 5
(mod 8) correspondingly a double real division ring K ≃ R⊕ R and a double
quaternionic division ring K ≃ H⊕H. The product e1e2 · · · epiep+1 · · · iep+q =
iqω ∈ Cn+1 sets a volume element of the real subalgebra Cℓp,q. At this point
we have a condition (iqω) = iqω, that is, (−i)qω = iqω, whence
ω = (−1)qω. (110)
When q is even, from (110) it follows that ω = ω and, therefore, the pseu-
doautomorphism A → A is transferred at q ≡ 0 (mod 2), and since p + q is
odd number, then we have always p ≡ 1 (mod 2). In more detail, at n+1 ≡ 3
(mod 4) the pseudoautomorphism A → A is transferred from Cn+1 into Cn
if the real subalgebra Cℓp,q possesses the complex ring K ≃ C, p − q ≡ 3, 7
(mod 8), and is not transferred (ω = −ω, q ≡ 1 (mod 2), p ≡ 0 (mod 2)) in
the case of Cℓp,q with double rings K ≃ R ⊕ R and K ≃ H ⊕ H, p − q ≡ 1, 5
(mod 8). In turn, at n + 1 ≡ 1 (mod 4) the pseudoautomorphism A → A is
transferred from Cn+1 into Cn if the subalgebra Cℓp,q has the type p− q ≡ 1, 5
(mod 8) and is not transferred in the case of Cℓp,q with p− q ≡ 3, 7 (mod 8).
Besides, in virtue of (107) at n+1 ≡ 3 (mod 4) with p− q ≡ 1, 5 (mod 8) and
at n+1 ≡ 1 (mod 4) with p−q ≡ 3, 7 (mod 8) a pseudoautomorphism A→ A⋆
(a composition of the pseudoautomorphism A → A with the automorphism
A→ A⋆) is transferred from Cn+1 into Cn, since
εω⋆ = εω.
Further, in virtue of the second equality of (106) at n + 1 ≡ 3 (mod 4) with
p − q ≡ 1, 5 (mod 8) a pseudoantiautomorphism A → A˜ (a composition of
the pseudoautomorphism A → A with the antiautomorphism A → A˜) is
transferred from Cn+1 into Cn, since
ε˜ω = εω.
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Finally, a pseudoantiautomorphism A→ A˜⋆ (a composition of the pseudoau-
tomorphism A → A with the antiautomorphism A → A˜⋆), corresponded to
CPT–transformation (see Proposition 2), is transferred from Cn+1 into Cn at
n + 1 ≡ 3 (mod 4) and Cℓp,q with p − q ≡ 3, 7 (mod 8), since in this case in
virtue of (109) and (110) we have
˜(εω⋆) = εω.
Also at n+ 1 ≡ 1 (mod 4) and q ≡ 1 (mod 2) we obtain
˜(εω⋆) = − ˜(εω⋆) = −(εω)⋆ = εω,
therefore, the transformation A→ A˜⋆ is transferred at n+1 ≡ 1 (mod 4) and
Cℓp,q with p− q ≡ 3, 7 (mod 8).
The conditions for the transfer of the fundamental automorphisms of the
algebra Cn+1 into its subalgebra Cn under action of the homomorphism ǫ allow
us to define in evident way an explicit form of the quotient algebras ǫCn.
1) The quotient algebra ǫCn, n ≡ 0 (mod 4).
As noted previously, in the case n + 1 ≡ 1 (mod 4) the antiautomorphism
A → A˜ and pseudoautomorphism A → A are transferred from Cn+1 into
Cn if the subalgebra Cℓp,q ⊂ Cn+1 possesses the double rings K ≃ R ⊕ R,
K ≃ H⊕H (p−q ≡ 1, 5 (mod 8)), and also the pseudoautomorphism A→ A⋆
and pseudoantiautomorphism A→ A˜⋆ are transferred if Cℓp,q has the complex
ring K ≃ C (p− q ≡ 3, 7 (mod 8)). It is easy to see that in dependence on the
type of Cℓp,q the structure of the quotient algebras
ǫ
Cn of this type is divided
into two different classes:
a) The class of quotient algebras ǫCn containing the antiautomorphism A→ A˜
and pseudoautomorphism A → A. It is obvious that in dependence on a
division ring structure of the subalgebra Cℓp,q ⊂ Cn+1 this class is divided into
two subclasses:
a1)
ǫCn with A → A˜, A → A when Cℓp,q has the ring K ≃ R ⊕ R, p − q ≡ 1
(mod 8).
a2)
ǫCn with A → A˜, A → A when Cℓp,q has the ring K ≃ H ⊕ H, p − q ≡ 5
(mod 8).
b) The class of quotient algebras ǫCn containing the transformations A→ A˜,
A→ A⋆, A→ A˜⋆ if the subalgebra Cℓp,q ⊂ Cn+1 has the complex ring K ≃ C,
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p− q ≡ 3, 7 (mod 8).
2) The quotient algebra ǫCn, n ≡ 2 (mod 4).
In the case n + 1 ≡ 3 (mod 4) the antiautomorphism A → A˜⋆, pseudoau-
tomorphism A → A and pseudoantiautomorphism A → A˜⋆ are transferred
from Cn+1 into Cn if the subalgebra Cℓp,q ⊂ Cn+1 possesses the complex ring
K ≃ C (p − q ≡ 3, 7 (mod 8)), and also the pseudoautomorphism A → A⋆
and pseudoantiautomorphism A → A˜ are transferred if Cℓp,q has the double
rings K ≃ R ⊕ R, K ≃ H ⊕ H (p − q ≡ 1, 5 (mod 8)). In dependence on the
type of Cℓp,q ⊂ Cn+1 all the quotient algebras
ǫCn of this type are divided into
following two classes:
c) The class of quotient algebras ǫCn containing the transformations A→ A˜⋆,
A → A, A → A˜⋆ if the subalgebra Cℓp,q has the ring K ≃ C, p − q ≡ 3, 7
(mod 8).
d) The class of quotient algebras ǫCn containing the antiautomorphism A →
A˜⋆, pseudoautomorphism A → A⋆ and pseudoautomorphism A → A˜. At
this point, in dependence on the division ring structure of Cℓp,q we have two
subclasses
d1)
ǫCn with A→ A˜⋆, A→ A⋆ and A→ A˜ at Cℓp,q with the ring K ≃ R⊕R,
p− q ≡ 1 (mod 8).
d2)
ǫCn with A→ A˜⋆, A→ A⋆ and A→ A˜ at Cℓp,q with the ring K ≃ H⊕H,
p− q ≡ 5 (mod 8).
Thus, we have 6 different classes of the quotient algebras ǫCn. Further, in ac-
cordance with Proposition 1, the automorphism A→ A⋆ corresponds to space
inversion P , the antiautomorphisms A→ A˜ and A→ A˜⋆ set correspondingly
time reversal T and full reflection PT , and in accordance with Theorem 3 the
pseudoautomorphism A → A corresponds to charge conjugation C. Taking
into account these relations we come to the classification presented in Theorem
for complex quotient representations.
2) Real representations.
Let us define real quotient representations of the group Pin(p, q). First of all,
in the case of types p− q ≡ 3, 7 (mod 8) these representations are equivalent
to complex representations. Further, when p− q ≡ 1, 5 (mod 8) we have the
real algebras Cℓp,q with the rings K ≃ R⊕R, K ≃ H⊕H and, therefore, there
exist homomorphic mappings ǫ : Cℓp,q → Cℓp,q−1, ǫ : Cℓp,q → Cℓq,p−1. In this
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case the quotient algebra has a form
ǫCℓp,q−1 ≃ Cℓp,q/Ker ǫ
or
ǫCℓq,p−1 ≃ Cℓp,q/Ker ǫ,
where Ker ǫ = {A1 − ωA1} is a kernel of ǫ, since in accordance with
ω2 =
{
−1 if p− q ≡ 2, 3, 6, 7 (mod 8),
+1 if p− q ≡ 0, 1, 4, 5 (mod 8)
at p−q ≡ 1, 5 (mod 8) we have always ω2 = 1 and, therefore, ε = 1. Thus, for
the transfer of the antiautomorphism A→ A˜ from Cℓp,q into Cℓp,q−1 (Cℓq,p−1)
it is necessary that
ω˜ = ω.
In virtue of the relation ω˜ = (−1)
(p+q)(p+q+1)
2 ω we obtain
ω˜ =
{
+ω if p− q ≡ 1, 5 (mod 8),
−ω if p− q ≡ 3, 7 (mod 8).
(111)
Therefore, for the algebras over the field F = R the antiautomorphism A→ A˜
is transferred at the mappings Cℓp,q → Cℓp,q−1, Cℓp,q → Cℓq,p−1, where p− q ≡
1, 5 (mod 8).
In turn, for the transfer of the automorphism A→ A⋆ it is necessary that
ω⋆ = ω. However, since the element ω is odd and ω⋆ = (−1)p+qω, then we
have always
ω⋆ = −ω. (112)
Thus, the automorphism A → A⋆ is never transferred from Cℓp,q into Cℓp,q−1
(Cℓq,p−1).
Further, for the transfer of the antiautomorphism A → A˜⋆ it is necessary
that
ω˜⋆ = ω.
From (111) and (112) for the types p− q ≡ 1, 5 (mod 8) we obtain
ω˜⋆ = ω⋆ = −ω. (113)
Therefore, under action of the homomorphism ǫ the antiautomorphism A →
A˜⋆ is never transferred from Cℓp,q into Cℓp,q−1 (Cℓq,p−1).
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As noted previously, for the real representations of Pin(p, q) the pseu-
doautomorphism A → A is reduced into identical transformation I for R0,2m
and to particle–antiparticle conjugation C ′ for H4,6m . The volume element
ω of Cℓp,q (types p − q ≡ 1, 5 (mod 8)) can be represented by the product
e1e2 · · ·epe
′
p+1e
′
p+2 · · · e
′
p+q, where e
′
p+j = iep+j, e
2
j = 1, (e
′
p+j)
2 = −1. There-
fore, for the transfer of A → A from Cℓp,q into Cℓp,q−1 (Cℓq,p−1) we have a
condition
ω = ω,
and in accordance with (110) it follows that the pseudoautomorphism A→ A
is transferred at q ≡ 0 (mod 2). Further, in virtue of the relation (112) the
pseudoautomorphism A → A⋆ is transferred at q ≡ 1 (mod 2), since in this
case we have
ω⋆ = ω.
Also from (111) it follows that the pseudoantiautomorphism A→ A˜ is trans-
ferred at p− q ≡ 1, 5 (mod 8) and q ≡ 0 (mod 2), since
ω˜ = ω.
Finally, the pseudoantiautomorphism A → A˜⋆ (CPT–transformation) in
virtue of (113) and (110) is transferred from Cℓp,q into Cℓp,q−1 (Cℓq,p−1) at
p− q ≡ 1, 5 (mod 8) and q ≡ 1 (mod 2).
Now we are in a position that allows us to classify the real quotient algebras
ǫCℓp,q−1 (
ǫCℓq,p−1).
1) The quotient algebra ǫCℓp,q−1 (
ǫCℓq,p−1), p− q ≡ 1 (mod 8).
In this case the initial algebra Cℓp,q has the double real division ring K ≃ R⊕R
and its subalgebras Cℓp,q−1 and Cℓq,p−1 are of the type p − q ≡ 0 (mod 8) or
p − q ≡ 2 (mod 8) with the ring K ≃ R. Therefore, in accordance with
Theorem 3 for all such quotient algebras the pseudoautomorphism A → A is
equivalent to the identical transformation I. The antiautomorphism A→ A˜ in
this case is transferred into Cℓp,q−1 (Cℓq,p−1) at any p−q ≡ 1 (mod 8). Further,
in dependence on the number q we have two different classes of the quotient
algebras of this type:
e1)
ǫCℓp,q−1 (
ǫCℓq,p−1) with A→ A˜, A→ A, A→ A˜, p−q ≡ 1 (mod 8), q ≡ 0
(mod 2).
e2)
ǫCℓp,q−1 (
ǫCℓq,p−1) with A → A˜, A → A⋆, A → A˜⋆, p − q ≡ 1 (mod 8),
q ≡ 1 (mod 2).
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2) The quotient algebras ǫCℓp,q−1 (
ǫCℓq,p−1), p− q ≡ 5 (mod 8).
In this case the initial algebra Cℓp,q has the double quaternionic division ring
K ≃ H ⊕ H and its subalgebras Cℓp,q−1 and Cℓq,p−1 are of the type p − q ≡ 4
(mod 8) or p − q ≡ 6 (mod 8) with the ring K ≃ H. Therefore, in this case
the pseudoautomorphism A → A is equivalent to the particle–antiparticle
conjugation C ′. As in the previous case the antiautomorphism A → A˜ is
transferred at any p − q ≡ 5 (mod 8). For this type in dependence on the
number q there are two different classes:
f1)
ǫCℓp,q−1 (
ǫCℓq,p−1) with A→ A˜, A→ A, A→ A˜, p−q ≡ 5 (mod 8), q ≡ 0
(mod 2).
f2)
ǫCℓp,q−1 (
ǫCℓq,p−1) with A → A˜, A → A⋆, A → A˜⋆, p − q ≡ 5 (mod 8),
q ≡ 1 (mod 2).
In accordance with Theorem 14, in the case of odd–dimensional spaces
Rp,q and Cp+q the algebra homomorphisms Cℓp,q → Cℓp,q−1, Cℓp,q → Cℓq,p−1
and Cp+q → Cp+q−1 induce group homomorphisms Pin(p, q) → Pin(p, q −
1), Pin(p, q)→ Pin(q, p− 1), Pin(p+ q,C)→ Pin(p+ q − 1,C).
Theorem 15. 1) If F = C and Pina,b,c,d,e,fg(n+ 1,C) ≃ Pina,b,c,d,e,f,g(n,C)∪
Pina,b,c,d,e,f,g(n,C) are universal coverings of the complex orthogonal groups
O(n+1,C), then in the result of the homomorphic mapping ǫ : Pin(n+1,C)→
Pin(n,C) we have the following quotient groups:
Pinb(n,C) ≃
(Spin+(n,C)⊙ Z2 ⊗ Z2)
Z2
,
Pinb,d(n,C)
Pinb,e,g(n,C) ≃
(Spin+(n,C)⊙ C
b,e,g)
Z2
if n + 1 ≡ 1 (mod 4) and
Pinc,d,g(n,C) ≃
(Spin+(n,C)⊙ C
c,d,g)
Z2
,
Pina,b,c(n,C) ≃
(Spin+(n,C)⊙ C
a,b,c)
Z2
,
Pinc,e,f(n,C) ≃
(Spin+(n,C)⊙ C
c,e,f)
Z2
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if n + 1 ≡ 3 (mod 4).
2) If F = R and Pina,b,c,d,e,f,g(p, q) ≃ Pina,b,c,d,e,f,g(p, q − 1) ∪
ωPina,b,c,d,e,f,g(p, q − 1), Pina,b,c,d,e,f,g(p, q) ≃ Pina,b,c,d,e,f,g(q, p − 1) ∪
ωPina,b,c,d,e,f,g(q, p−1) are universal coverings of the orthogonal groups O(p, q)
then in the results of the homomorphic mappings ǫ : Pin(p, q)→ Pin(p, q−1)
and ǫ : Pin(p, q)→ Pin(q, p− 1) we have the following quotient groups:
Pinb(p, q − 1) ≃
(Spin+(p, q − 1)⊙ Z2 ⊗ Z2)
Z2
,
Pinb(q, p− 1) ≃
(Spin+(q, p− 1)⊙ Z2 ⊗ Z2)
Z2
,
Pina,b,c(p, q − 1) ≃
(Spin+(p, q − 1)⊙ C
a,b,c)
Z2
,
Pina,b,c(q, p− 1) ≃
(Spin+(q, p− 1)⊙ C
a,b,c)
Z2
if p− q ≡ 1 (mod 8) and
Pinb,d,f(p, q − 1) ≃
(Spin+(p, q − 1)⊙ C
b,d,f)
Z2
,
Pinb,d,f(q, p− 1) ≃
(Spin+(q, p− 1)⊙ C
b,d,f)
Z2
Pinb,e,g(p, q − 1) ≃
(Spin+(p, q − 1)⊙ C
b,e,g)
Z2
,
Pinb,e,g(q, p− 1) ≃
(Spin+(q, p− 1)⊙ C
b,e,g)
Z2
if p− q ≡ 5 (mod 8).
Proof. As it has been shown in Theorem 14, over the field F = C for the case
n + 1 ≡ 1 (mod 4) the antiautomorphism A → A˜ and pseudoautomorphism
A → A are transferred from Cn+1 to Cn if the real subalgebra Cℓp,q ⊂ Cn+1
possesses the double rings K ≃ R⊕R, K ≃ H⊕H, p− q ≡ 1, 5 (mod 8). Fur-
ther, the quotient algebra ǫCn generates the quotient group Pin
ǫ(n,C). In the
case of K ≃ R⊕R we have Pinb(n,C), since the pseudoautomorphism A→ A
is equivalent to the identical transformations for K ≃ R ⊕ R. The automor-
phism group of ǫCn is Aut(
ǫ
Cn) = {Id, ˜} ≃ {1, T} with the multiplication
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table
1 T
1 1 T
T T 1
∼
Id ˜
Id Id ˜˜ ˜ Id
. (114)
It is easy to see that {1, T} ∼ {Id, ˜} ≃ {I,E} ≃ Z2. Therefore, the double
covering Cb of the reflection group is isomorphic to Z2 ⊗ Z2.
In the case of K ≃ H⊕H we have the quotient group Pinb,d(n,C). At this
point, a set of the discrete transformations of the space Cn associated with
ǫCn is defined by a three-element set {1, T, C} ∼ {I,E,Π}, where {I,E,Π} is
an automorphism set of ǫCn, E and Π are the matrices of A→ A˜ and A→ A,
respectively. It is easy to see that the set {1, T, C} ∼ {I,E,Π} does not form
a group.
Further, when the subalgebra Cℓp,q ⊂ Cn+1 has the complex ring K ≃ C
(p − q ≡ 3, 7 (mod 8)), the transformations A → A˜, A → A⋆ and A → A˜⋆
are transferred from Cn+1 to Cn, n+ 1 ≡ 1 (mod 4). In this case we have the
quotient group Pinǫ(n,C) ∼ Pinb,e,g(n,C). The automorphism group of ǫCn
is Aut(ǫCn) = {Id, ˜ , ⋆, ⋆˜} ∼ {1, T, CP, CPT} with the multiplication table
1 T CP CPT
1 1 T CP CPT
T T 1 CPT CP
CP CP CPT 1 T
CPT CPT CP T 1
∼
Id ˜ ⋆ ⋆˜
Id Id ˜ ⋆ ⋆˜˜ ˜ Id ⋆˜ ⋆
⋆ ⋆ ⋆˜ Id ˜
⋆˜ ⋆˜ ⋆ ˜ Id
. (115)
Therefore, Aut(ǫCn) ≃ Z2 ⊗ Z2, and we see that Aut(
ǫCn) =
{Id, ˜ , ⋆, ⋆˜} is a subgroup of the extended automorphism group Ext(Cn) =
{Id, ⋆, ˜ , ⋆˜, , ⋆, ˜ , ⋆˜} considered in the section 3. When T 2 = (CP )2 =
(CPT )2 = ±1 and T (CP ) = −(CP )T we have a group Aut(ǫCn) =
{I,E,K, F} ⊂ Ext(Cn), where Ext(Cn) = {I,W,E,C,Π,K, S, F}. Therefore,
Pinb,e,g(n,C) ≃ (Spin+(n,C) ⊙ C
b,e,g)/Z2, where C
b,e,g are the four double
coverings of the Gauss-Klein viergruppe Z2⊗Z2; that is, C
b,e,g are the groups
Z2 ⊗ Z2 ⊗ Z2 (when b = e = g = +), D4 (dihedral group, when there are
two pluses and one minus in the triple b, e, g), Z4 ⊗ Z2 (when there are two
minuses and one plus in b, e, g), and Q4 (quaternions, when b = e = g = −).
Since Aut(ǫCn) = {I,E,K, F} is a subgroup of Ext(Cn), then we can define a
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structure of Aut(ǫCn) using Theorem 6. First of all, we see that there are four
different types of Aut(ǫCn):
Aut
1(ǫCn) = {I,Ej1j2···jk ,Eβ1β2···βb,Ed1d2···dg},
Aut
2(ǫCn) = {I,Ej1j2···jk ,Eα1α2···αa ,Ec1c2···cs},
Aut
3(ǫCn) = {I,Ei1i2···ip+q−k ,Eβ1β2···βb ,Ec1c2···cs},
Aut
4(ǫCn) = {I,Ei1i2···ip+q−k ,Eα1α2···αa ,Ed1d2···dg}.
All the elements E = Ej1j2···ik , K = Eβ1β2···βb, F = Ed1d2···dg of Aut
1(ǫCn) are
even products, that is, k ≡ 0 (mod 2), b ≡ 0 (mod 2) and g ≡ 0 (mod 2).
The element K commutes with F at u ≡ 0 (mod 2) and commutes with E at
u(m+ v) ≡ 0 (mod 2). In turn, from (88) it follows that F commutes with E
at m(v + u) ≡ 0 (mod 2). In this case we have an Abelian group Aut(ǫCn) ≃
Z2⊗Z2 if the elements E, K, F have positive squares (b = e = g = +). And also
we have the groups Aut(ǫCn) ≃ Z4 with the signatures (b, e, g), where among
b, e, g there are two minuses and one plus. Otherwise, we have non-Abelian
groups Q4/Z2 and D4/Z2. In the case of Aut
2(ǫCn) the elements E, K, F are
both even and odd: k ≡ 0 (mod 2), a ≡ 1 (mod 2), s ≡ 1 (mod 2). The
element K = Eα1α2···αa commutes with F = Ec1c2···cs at m ≡ 0 (mod 2) and
commutes with E = Ej1j2···jk at m(u + l) ≡ 0 (mod 2). In turn, from (87) it
follows that F commutes with E at u(l+m) ≡ 0 (mod 2). At these conditions
Aut
2(ǫCn) coincides with the Abelian groups Z2 ⊗ Z2, otherwise we have the
groups Q4/Z2, D4/Z2. It is easy to see that Aut
3(ǫCn) and Aut
4(ǫCn) have the
analogous structure.
Further, when the subalgebra Cℓp,q ⊂ Cn+1 has the complex ring K ≃ C
for n + 1 ≡ 3 (mod 4), the transformations A → A˜⋆, A → A and A → A˜⋆
are transferred from Cn+1 to Cn. In this case we have the quotient group
Pinǫ(n,C) ∼ Pinc,d,g(n,C). The automorphism group of the quotient alge-
bra ǫCn is Aut(
ǫ
Cn) = {Id, ⋆˜, , ⋆˜} ∼ {1, PT, C, CPT} with the following
multiplication table:
1 PT C CPT
1 1 PT C CPT
PT PT 1 CPT C
C C CPT 1 PT
CPT CPT C PT 1
∼
Id ⋆˜ ⋆˜
Id Id ⋆˜ ⋆˜
⋆˜ ⋆˜ Id ⋆˜
⋆˜ Id ⋆˜
⋆˜ ⋆˜ ⋆˜ Id
.
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From the table it follows that Aut(ǫCn) = {Id, ⋆˜, , ⋆˜} ≃ Z2 ⊗ Z2 ⊂ Ext(Cn).
When (PT )2 = C2 = (CPT )2 = ±1 and (PT )C = −C(PT ) we have a group
Aut(ǫCn) = {I,C,Π, F} ⊂ Ext(Cn). Therefore, Pin
c,d,g(n,C) ≃ (Spin+(n,C)⊙
Cc,d,g)/Z2, where C
c,d,g are the four double coverings of Z2 ⊗ Z2. As in the
previous case, since Aut(ǫCn) = {I,C,Π, F} is the subgroup of Ext(Cn), then
we can define a group structure of Aut(ǫCn) using Theorem 6. In this case we
see that there are four different types of {I,C,Π, F}:
Aut
1(ǫCn) = {I,Ei1i2···ip+q−k ,Eα1α2···αa ,Ed1d2···dg},
Aut
2(ǫCn) = {I,Ei1i2···ip+q−k ,Eβ1β2···βb,Ec1c2···cs},
Aut
3(ǫCn) = {I,Ej1j2···jk ,Eα1α2···αa ,Ec1c2···cs},
Aut
4(ǫCn) = {I,Ej1j2···jk ,Eβ1β2···βb,Ed1d2···dg}.
In the group Aut1(ǫCn) the element Π = Eα1α2···αa commutes with F = Ed1d2···dg
at l ≡ 0 (mod 2) (see (75)) and also commutes with C = Ei1i2···ip+q−k at l(m+
v) ≡ 0 (mod 2). In turn, from (89) it follows that F ∈ Aut1(ǫCn) commutes
with C at v(m+l) ≡ 0 (mod 2). Therefore, at the conditions l, l(m+v), v(m+
l) ≡ 0 (mod 2) we have the groups Z2 ⊗ Z2 and Z4, otherwise Aut
1(ǫCn)
coincides with Q4/Z2, D4/Z2. It is easy to verify that Aut
2(ǫCn), Aut
3(ǫCn)
and Aut4(ǫCn) have the analogous structure.
When the subalgebra Cℓp,q ⊂ Cn+1 has the double ring K ≃ R⊕ R, where
p− q ≡ 1 (mod 8) and n+1 ≡ 3 (mod 4), the transformations A→ A˜⋆, A→
A⋆ and A→ A˜ are transferred from Cn+1 to Cn. In accordance with Theorem
3 the pseudoautomorphism A→ A is reduced to the identical transformation
in case of the real ring K ≃ R. Therefore, in this case the transformations
A→ A⋆ and A→ A˜ are reduced to A→ A⋆ and A→ A˜, respectively. Thus,
we have the quotient group Pinǫ(n,C) ∼ Pina,b,c(n,C) and the automorphism
group of ǫCn is Aut(
ǫ
Cn) = {Id, ⋆, ˜ , ⋆˜} ∼ {1, P, T, PT} (reflection group, see
Proposition 1) with the multiplication table
1 P T PT
1 1 P T PT
P P 1 PT T
T T PT 1 P
PT PT T P 1
∼
Id ⋆ ˜ ⋆˜
Id Id ⋆ ˜ ⋆˜
⋆ ⋆ Id ⋆˜ ˜˜ ˜ ⋆˜ Id ⋆
⋆˜ ⋆˜ ˜ ⋆ Id
. (116)
The structure of Aut(ǫCn) = {Id, ⋆, ˜ , ⋆˜} = {I,W,E,C} is well studied (see
Theorem 5). Thus, in this case we come again to the Da¸browski groups
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Pina,b,c(n,C) ≃ (Spin+(n,C) ⊙ C
a,b,c)/Z2, where C
a,b,c are the four double
coverings of Z2 ⊗ Z2 (see Theorem 11).
Further, when the subalgebra Cℓp,q ⊂ Cn+1 has the double quaternionic
ring K ≃ H ⊕ H, where p − q ≡ 5 (mod 8) and n + 1 ≡ 3 (mod 4), the
transformations A → A˜⋆, A → A⋆ and A → A˜ are transferred from Cn+1 to
Cn. In this case we have the quotient group Pin
ǫ(n,C) ∼ Pinc,e,f(n,C). The
automorphism group of the quotient algebra ǫCn is Aut(
ǫCn) = {Id, ⋆˜, ⋆, ˜} ∼
{1, PT, CP, CT} with the following multiplication table:
1 PT CP CT
1 1 PT CP CT
PT PT 1 CT CP
CP CP CT 1 PT
CT CT CP PT 1
∼
Id ⋆˜ ⋆ ˜
Id Id ⋆˜ ⋆ ˜
⋆˜ ⋆˜ Id ˜ ⋆
⋆ ⋆ ˜ Id ⋆˜˜ ˜ ⋆ ⋆˜ Id
.
From this table it follows that Aut(ǫCn) = {Id, ⋆˜, ⋆, ˜} ≃ Z2⊗Z2 ⊂ Ext(Cn).
When (PT )2 = (CP )2 = (CT )2 = ±1 and (PT )(CT ) = −(CP )(PT ) we
have a group Aut(ǫCn) = {I,C,K, S} ⊂ Ext(Cn). Therefore, Pin
c,e,f(n,C) ≃
(Spin+(n,C) ⊙ C
c,e,f)/Z2. Since Aut(
ǫCn) = {I,C,K, S} is the subgroup of
Ext(Cn), then using Theorem 6 we see that there are four different types of
{I,C,K, S}:
Aut
1(ǫCn) = {I,Ei1i2···ip+q−k ,Eβ1β2···βb,Ec1c2···cs},
Aut
2(ǫCn) = {I,Ei1i2···ip+q−k ,Eα1α2···αa ,Ed1d2···dg},
Aut
3(ǫCn) = {I,Ej1j2···jk ,Eβ1β2···βb,Ed1d2···dg},
Aut
4(ǫCn) = {I,Ej1j2···jk ,Eα1α2···αa ,Ec1c2···cs}.
It is easy to see that a structure of Aut(ǫCn) = {I,C,K, S} is analogous to the
structure of other subgroups of Ext(Cn) such as {I,E,K, F}, {I,C,Π, F} and
{I,W,E,C}.
Let us consider now the quotient groups Pinǫ(p, q− 1), Pinǫ(q, p− 1) over
the field F = R. First of all, when the algebra Cℓp,q at q ≡ 0 (mod 2) has
the double division ring K ≃ R⊕ R, p − q ≡ 1 (mod 8), the transformations
A → A˜, A → A and A → A˜ are transferred from Cℓp,q to Cℓp,q−1 or Cℓq,p−1,
where Cℓp,q−1 and Cℓq,p−1 are of the type p − q ≡ 0 (mod 8) or p − q ≡ 2
(mod 8). However, in accordance with Theorem 3, the pseudoautomorphism
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A→ A is equivalent to Id for the ring K ≃ R. Therefore, the transformations
A → A and A → A˜ are reduced to Id and A → A˜, respectively. For that
reason an automorphism group of the quotient algebras ǫCℓp,q−1 and
ǫCℓq,p−1 is
equivalent to {Id, ˜} ≃ {1, T} ≃ Z2 with the multiplication table (114). Thus,
we have the quotient groups Pinb(p, q−1) ≃ (Spin+(p, q−1)⊙Z2⊗Z2)/Z2 and
Pinb(q, p−1) ≃ (Spin+(q, p−1)⊙Z2⊗Z2)/Z2. In the case when q ≡ 1 (mod 2)
the automorphisms A → A˜, A → A⋆ and A → A˜⋆ are transferred from Cℓp,q
to Cℓp,q−1 or Cℓq,p−1. Over the ring K ≃ R the transformations A → A⋆
and A → A˜⋆ are reduced to A → A⋆ and A → A˜⋆, respectively. Therefore,
the automorphism groups of ǫCℓp,q−1 (
ǫCℓq,p−1) is equivalent to {Id, ⋆, ˜ , ⋆˜} ≃
{1, P, T, PT} with the multiplication table (116). Thus, in this case we have
the quotient groups Pina,b,c(p, q − 1) ≃ (Spin+(p, q − 1) ⊙ C
a,b,c)/Z2 and
Pina,b,c(q, p − 1) ≃ (Spin+(q, p − 1) ⊙ C
a,b,c)/Z2, where C
a,b,c are the four
double coverings of the Gauss-Klein group Z2 ⊗ Z2.
Further, when the algebra Cℓp,q at q ≡ 0 (mod 2) has the double quater-
nionic division ring K ≃ H ⊕ H, the automorphisms A → A˜, A → A and
A → A˜ are transferred from Cℓp,q to Cℓp,q−1 or Cℓq,p−1, where subalgebras
Cℓp,q−1 and Cℓq,p−1 are of the type p − q ≡ 4 (mod 8) or p − q ≡ 6 (mod 8).
In this case we have the quotient groups Pinǫ(p, q − 1) ∼ Pinb,d,f(p, q − 1)
and Pinǫ(q, p− 1) ∼ Pinb,d,f(q, p− 1). The automorphism group of the quo-
tient algebras ǫCℓp,q−1 and
ǫCℓq,p−1 is {Id, ˜ , , ˜} ∼ {1, T, C, CT} with the
following multiplication table:
1 T C CT
1 1 T C CT
T T 1 CT C
C C CT 1 T
CT CT C T 1
∼
Id ˜ ˜
Id Id ˜ ˜˜ ˜ Id ˜˜ Id ˜˜ ˜ ˜ Id
.
From this table we see that {Id, ˜ , , ˜} ≃ Z2 ⊗ Z2 ⊂ Ext(Cℓp,q). When
T 2 = C2 = (CT )2 = ±1 and TC = −CT we have a group {I,E,Π, S} ⊂
Ext(Cℓp,q). It is easy to see that a structure of {I,E,Π, S} is analogous to the
structure of other subgroups of Ext such as {I,E,K, F}, {I,C,Π, F}, {I,W,E,C}
and {I,C,K, S}. Therefore, Pinb,d,f(p, q − 1) ≃ (Spin+(p, q − 1) ⊙ C
b,d,f)/Z2
and Pinb,d,f(q, p−1) ≃ (Spin+(q, p−1)⊙C
b,d,f)/Z2, where C
b,d,f are the four
double coverings of Z2 ⊗ Z2.
In the case when q ≡ 1 (mod 2) the automorphisms A → A˜, A → A⋆
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and A → A˜⋆ are transferred from Cℓp,q to Cℓp,q−1 or Cℓq,p−1. Therefore,
the automorphism group of ǫCℓp,q−1 (
ǫCℓq,p−1) is equivalent to {Id, ˜ , ⋆, ⋆˜} ∼
{1, T, CP, CPT} with the multiplication table (115). Thus, in this case we
have the quotient groups Pinb,e,g(p, q− 1) ≃ (Spin+(p, q− 1)⊙C
b,e,g)/Z2 and
Pinb,e,g(q, p− 1) ≃ (Spin+(q, p− 1)⊙ C
b,e,g)/Z2.
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