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Abstract
We study the inverse problems for the determinantal regions RA of the ray pattern matrices and the
determinantal regionsSA of the complex sign pattern matrices. We determine all, but eight possible exceptions
(in two equivalent classes), the determinantal regions SA when A ranges over all complex square matrices.
We also determine all the possible determinantal regions RA, except those regions which are the union of {0}
and an open sector with an angle greater than π . We also answer several questions proposed in [J.-Y. Shao,
H.-Y. Shan, The determinantal regions of complex sign pattern matrices and ray pattern matrices, Linear
Algebra Appl. 395 (2005) 211–228] concerning the number of the connected components of the set RA\{0}
(and of the set SA\{0}).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The sign of a real number a, denoted by sgn a, is defined to be 1, −1 or 0, according to a > 0,
a < 0 or a = 0. The sign pattern of a real matrix A, denoted by sgn A, is the (0, 1,−1)-matrix
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obtained from A by replacing each entry by its sign. The set of real matrices with the same sign
pattern as A is called the sign pattern class (or qualitative class) of A, and is denoted by Q(A)
[1–3].
The above concepts on sign pattern matrices were extended from real cases to complex cases
in [4–6] in the following two ways:
1. The ray of a complex number z, denoted by ray z, is defined to be 0 or z/|z|, according to
z = 0 or not. The ray pattern of a complex matrix A, denoted by ray A, is the matrix obtained
from A by replacing each entry by its ray. The ray pattern class QR(A) of A is defined as the
following:
QR(A) = {B | ray B = ray A}.
2. The complex sign of a complex number z, denoted by csgn z, is defined as
csgn z = sgn a + i · sgn b (if z = a + bi and a, b are real numbers).
The complex sign pattern of a complex matrix A, denoted by csgn A, is the matrix obtained
from A by replacing each entry by its complex sign. Namely,
csgn A = sgn A1 + i · sgn A2 (if A = A1 + A2i, A1 and A2 are real matrices).
The complex sign pattern class QS(A) of A is similarly defined as the following:
QS(A) = {B | csgn B = csgn A}.
A complex square matrix A is called ray-nonsingular (or complex sign nonsingular), if each
matrix in QR(A) (or in QS(A)) is nonsingular.
It is easy to see from the definitions that if A is a real matrix, then ray A = csgn A = sgn A, thus
QR(A) = QS(A) = Q(A), and in this case A is ray-nonsingular (or complex sign nonsingular)
if and only if A is sign-nonsingular.
An interesting problem related to the nonsingular problems is the study of the determinant
regions. Let A be a complex square matrix and let
RA = {det B |B ∈ QR(A)} and SA = {det B |B ∈ QS(A)}. (1.1)
Then RA and SA are called the ray determinantal region of A, and the complex determinantal
region of A respectively, which are both the subsets of C. It is clear that A is ray-nonsingular (or
complex sign nonsingular) if and only if 0 /∈ RA (or 0 /∈ SA).
The following four properties about the determinantal regions RA and SA were obtained in
[4,6,7].
(1) [4] and [6, Lemma 4.5]. RA and SA are both closed under the positive multiplications.
(2) [7, Theorem 3.3]. If RA (respectively, SA) is not entirely contained in a line through the
origin, then RA\{0} (respectively, SA\{0}) is an open set in the complex plane C.
(3) [4,6] and [7, Lemma 4.1]. RA (respectively, SA) is always a connected set in the complex
plane.
(4) Proposed in [4] and proved in [7, Theorem 3.2]. The boundaries of SA are always on the
axes (real axis and imaginary axis) of the complex plane.
From property (1), we see that both RA\{0} and SA\{0} are unions of the open rays originating
at (but excluding) the origin.
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From properties (1) and (2), we see that if RA (respectively, SA) is not entirely contained in a
line through the origin, then each connected component of the set RA\{0} (respectively, SA\{0}) is
an open sector in the complex plane C, where an open sector S(α,β) is defined to be the following:
S(α,β) = {z ∈ C | z = reiθ with r > 0 and α < θ < β} (1.2)
(the angle of this open sector is defined to be β − α).
From property (3), we see that if 0 is not contained in RA, then nR(A) = 1, where nR(A) is
defined to be the number of the connected components of the set RA\{0}.
From property (4), we can see that there are only finitely many possible determinantal regions
SA when A ranges over all complex square matrices.
One of the main problems in the study of the determinantal regions is the inverse problem of
the determinantal regions, which can be phrased as the following (where the inverse problem for
SA was first proposed in [4]):
Find all the subsets of C which can be the determinantal region RA (or SA) for some complex
square matrix A (or for some complex square matrix A in some special classes of complex
square matrices).
From this point of view, the above four properties of the determinantal regions can be viewed
as four necessary conditions of the subsets of C to be the determinantal region RA (or SA) of
some complex square matrix A.
(Notice that in the case of the real sign pattern matrices of order n, the inverse problem
of the determinantal regions can be easily settled. Namely, RA = {0} if and only if the term
rank ρ(A) < n; RA = R+ or RA = R− if and only if A is a sign-nonsingular matrix; and in all
other cases we have RA = R.)
The following results about the inverse problem of the determinantal regions (for the complex
cases) were obtained in [7]:
(1) A complete classification of the determinantal regions RA for the class of all ray nonsingular
complex matrices [7, Theorem 4.2].
(2) A complete list of all possible determinantal regions SA for the class of all complex sign-
nonsingular matrices [7, Theorem 4.1].
There are also some partial results in [7] on the inverse problem of SA for the general case (i.e.,
for the class of all complex square matrices). It is not difficult to verify that there are altogether 74
subsets of C satisfying the above four necessary conditions (1)–(4), and these 74 subsets are listed
in [7]. Among them 29 subsets were proved to be the determinantal regions SA of some complex
square matrices A [7, Theorem 5.1], and 20 of them were excluded as the possible determinantal
regions SA for any complex square matrix A (by obtaining some new necessary conditions in [7,
Theorem 5.2]. Thus there are altogether 25 subsets left undetermined in [7]. These 25 subsets are
of the following six types (called types (B4), (B5) and (B8)–(B11) in [7]):
(B4) (4 regions). An open quadrant sector of angle 32π plus the origin.(B5) (4 regions). An open quadrant sector of angle 2π plus the origin.
(B8) (1 region). A disjoint union of {0} and four open quadrants.
(B9) (8 regions). A disjoint union of {0} and an open half plane and an open quadrant.
(B10) (4 regions). A disjoint union of {0} and an open half plane and two open quadrants.
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(B11) (4 regions). A disjoint union of {0} and an open quadrant and an open quadrant sector
of angle 32π .
Let nR(A) be the number of the connected components of the set RA\{0} (the number nS(A)
can be similarly defined). Since nR(A) has close relationships with the inverse problems of the
determinantal regions, the following two problems were proposed in [7] concerning the parameter
nR(A):
(P1) Is nR(A) always finite?
(P2) Find the maximal possible value of nR(A), and the characterizations of the case nR(A) =
1, and the case nR(A) = 2.
In this paper, we give an affirmative answer to Problem (P1) that nR(A) is always finite. We
also answer the questions in Problem (P2) by showing that the maximal possible value of nR(A)
is 2, and nR(A) = 2 if and only if there is an open sector F with the angle α(F )  π such that
RA = F ∪ {0} ∪ (−F) or RA is a line through the origin (these results are also true for SA and
nS(A)). As direct consequences of these results we successfully exclude the regions in the types
(B8)–(B11) as possible determinantal regions SA of complex square matrices, so that only the
regions in types (B4) and (B5) (altogether eight regions) are still left undetermined for the inverse
problem of SA (in the general case).
As for the inverse problem of RA, we classify all the subsets of C satisfying the three necessary
conditions (1)–(3) (mentioned above) and satisfying the newly obtained properties for nR(A) (in
Theorems 2.1 and 2.2 of this paper) into nine types, and list these nine types as (R1)–(R9) in
Section 2. By using some results in [7] and giving some new examples, we include seven types
of them and exclude one type (R3) as possible determinantal region RA. Thus only one type (R6)
is still left undetermined for the inverse problem of RA in the general case.
2. Main results
Let R and C denote the set of real numbers and the set of complex numbers, respectively. For
a subset S ⊆ C, we define:
− S = {−a | a ∈ S}. (2.1)
The boundary of the set S ⊆ C, denoted by bd(S), is the set difference of its topological closure
S and its interior int(S). Thus a point z is in bd(S) if and only if each neighborhood of z contains
both a point in S and a point not in S.
Let F be a set of complex numbers and A be a complex square matrix. We define
QR(A,F ) = {A˜ | A˜ ∈ QR(A) and det A˜ ∈ F } (2.2)
and
QS(A, F ) = {A˜ | A˜ ∈ QS(A) and det A˜ ∈ F }. (2.3)
Let A and B be two matrices with the same size. Then the distance between A and B, denoted
by d(A,B), is defined to be the number of different columns between A and B. The distance
between two sets Q1 and Q2 of matrices with the same size, denoted by d(Q1,Q2), is defined
as the following:
d(Q1,Q2) = min
A∈Q1,B∈Q2
d(A,B). (2.4)
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If z1 and z2 are two different points in the complex plane, we use L(z1, z2) to denote the line
through z1 and z2.
We also use 〈m〉 to denote the set {1, 2, . . . , m}, where m is a positive integer.
Lemma 2.1. Let RA be the ray determinantal region of a complex matrix A of order n. Let F be
an open sector in the complex plane C satisfying the following conditions:
(1) F ⊆ RA.
(2) RA\(F ∪ {0} ∪ (−F)) /= φ.
Then we have
RA ∩ (bd(F )\{0}) /= φ.
Proof. Let X = RA\(F ∪ {0} ∪ (−F)). Then X /= φ. Write
d(QR(A, F ),QR(A,X)) = m
(then 1  m  n) and suppose that we have
d(B,C) = m (where B ∈ QR(A, F ) and C ∈ QR(A,X)). (2.5)
For the sake of simplicity, we assume that the first m columns of B and C are different. Thus
we may write B and C as
B = (b1, . . . , bm, bm+1, . . . , bn), C = (c1, . . . , cm, cm+1, . . . , cn), (2.6)
where bj /= cj for j = 1, . . . , m and bj = cj for j = m + 1, . . . , n.
For any subset T ⊆ 〈m〉, let B(C → T ) denote the matrix obtained from B by replacing each
column bj with j ∈ T by cj . Then it is easy to see that
B(C → T ) ∈ QR(A) (for any T ⊆ 〈m〉) (2.7)
and
B(C → T ) /∈ QR(A, F ) (for T /= φ). (2.8)
(Otherwise, we would have d(QR(A, F ),QR(A,X))  d(B(C → T ), C)  m − 1, a contra-
diction.)
Let S be a subset of 〈m〉 with the minimal cardinality among all the subsets Y of 〈m〉 satisfying
the following condition:
det B(C → Y ) /∈ L(0, det B) (2.9)
(such S exists since Y = 〈m〉 satisfies (2.9) by the facts that B(C → 〈m〉) = C and det C ∈ X,
but L(0, det B) ⊆ F ∪ {0} ∪ (−F).)
It is obvious that S /= φ. So we have B(C → S) /∈ QR(A, F ) by (2.8). For the sake of simplic-
ity, we may assume that S = 〈k〉, where 1  k  m. Also, by the minimality of the cardinality of
S, we have
det B(C → T ) ∈ L(0, det B) (for any TS = 〈k〉).
Thus there exists some real number bT ∈ R for each TS such that
det B(C → T ) = bT · det B (T〈k〉). (2.10)
Now we write D = B(C → 〈k〉) and take
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D(λ) = (λb1 + c1, . . . , λbk + ck, bk+1, . . . , bn). (2.11)
Then it is obvious that D(λ) ∈ QR(A) for all λ  0, and D(0) = D. Also, by the elementary
properties of the determinants of the sum of two matrices we have
det D(λ)=
∑
T ⊆〈k〉
λk−|T | · det B(C → T )
=λk · det B +
∑
φ /=T〈k〉
λk−|T | · det B(C → T ) + det D
=λk · det B +
∑
φ /=T〈k〉
bT · λk−|T | · det B + det D
f (λ) · det B + det D, (2.12)
where f (λ) = λk +∑φ /=T〈k〉 bT · λk−|T |.
Notice that det B ∈ F , but det D /∈ F by (2.8), so there exists a real number µ  0 such that
µ · det B + det D ∈ bd(F ).
On the other hand, det D /∈ L(0, det B) by (2.9), so µ · det B + det D /= 0. Thus we have
µ · det B + det D ∈ bd(F )\{0}. (2.13)
Now f (0) = 0 and limλ→+∞ f (λ) = +∞, so by the continuity of f (λ) we have
[ 0,+∞) ⊆ {f (λ) | λ ∈ [ 0,+∞)}. (2.14)
So there exists some λ0 ∈ [ 0,+∞) such that f (λ0) = µ. By (2.12) and (2.13) we have
det D(λ0) = f (λ0) · det B + det D = µ · det B + det D ∈ bd(F )\{0}. (2.15)
Since we also obviously have det D(λ0) ∈ RA (by D(λ0) ∈ QR(A)), we obtain
det D(λ0) ∈ RA ∩ (bd(F )\{0}).
This completes the proof of the lemma. 
Remark. Lemma 2.1 is still true if we replace RA by SA, since by the definition of D(λ) in (2.11),
we can easily see that D(λ) ∈ QS(A) is also true for all λ  0.
The following theorem solves the Problem (P1) proposed in [7].
Theorem 2.1. Let A be a complex square matrix such that RA (respectively, SA) is not entirely
contained in any line through the origin. Then RA\{0} (respectively, SA\{0}) contains at most
two connected components.
Proof. Suppose to the contrary that F1, F2 and F3 are three different connected components of
RA\{0}. Then by [7, Theorem 3.3], each Fi is an open sector with an angle, say denoted by α(Fi),
i = 1, 2, 3. Without loss of generality, we may assume that
α(F1)  α(F2)  α(F3).
Since F1, F2 and F3 are disjoint, we have α(F1) + α(F2) + α(F3)  2π . Thus we have α(F1) 
2
3π .
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Now by the definition of F1, we must have F1 ⊆ RA and
RA ∩ (bd(F1)\{0}) = φ.
So by (the contrapositive result of) Lemma 2.1, we have RA\(F1 ∪ {0} ∪ (−F1)) = φ. Namely
RA ⊆ F1 ∪ {0} ∪ (−F1),
which would imply that F2 ⊆ −F1 and F3 ⊆ −F1.
On the other hand, we have α(−F1) = α(F1)  α(Fi) for i = 2, 3. So we must have F2 =
−F1 = F3, contradicting the fact that F2 and F3 are disjoint. 
Recalling that nR(A) (respectively, nS(A)) denotes the number of connected components of
the set RA\{0} (respectively, SA\{0}), by Theorem 2.1, we always have
nR(A)  2 (respectively, nS(A)  2). (2.16)
On the other hand, the matrix A =
(
1 1
1 1
)
⊕
(
1 −i
1 1
)
satisfies nR(A) = 2 and nS(A) = 2,
where the symbol ⊕ denotes the direct sum of two matrices. Thus we have answered the Problem
(P1) about the finiteness of the parameter nR(A) and also answered a question in Problem (P2)
that the maximal possible value of nR(A) (or nS(A)) is 2.
Next we further consider the case nR(A) = 2.
Theorem 2.2. Let A be a complex square matrix such that RA (respectively, SA) is not entirely
contained in any line through the origin. Then nR(A) = 2 (respectively, nS(A) = 2) if and only
if there exists an open sector F with the angle α(F )  π such that
RA = F ∪ {0} ∪ (−F) (respectively, SA = F ∪ {0} ∪ (−F)). (2.17)
Proof. The sufficiency part is obvious. So we only need to prove the necessity part.
By the connectedness of RA and nR(A) = 2, we have 0 ∈ RA. Also by the hypothesis we have
that
RA = F1 ∪ {0} ∪ F2, (2.18)
where F1 and F2 are disjoint open sectors with (say) α(F1)  α(F2). Since α(F1) + α(F2)  2π ,
we have α(F1)  π .
Now, by similar reasoning as in the proof of Theorem 2.1, we can show that F2 = −F1. Thus
the result (2.17) follows from (2.18) by taking F = F1. 
The above theorem answers a question in Problem (P2) about the characterization of the case
nR(A) = 2. Also we can see that in this case, RA (respectively, SA) is symmetric with respect to
the origin.
Now we can easily exclude the regions in the types (B8)–(B11) as possible determinantal
regions SA of complex square matrices A by using Theorems 2.1 and 2.2.
Theorem 2.3. Any region in one of the types (B8)–(B11) is not the determinantal region SA of
any complex square matrix A.
Proof. If SA is of the type (B8), then nS(A) = 4, contradicting Theorem 2.1.
If SA is of the type (B10), then nS(A) = 3, contradicting Theorem 2.1.
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If SA is of type (B9) or type (B11), then nS(A) = 2 but SA is not symmetric with respect to
the origin, contradicting Theorem 2.2. 
Combining the results of Theorem 2.3 with the previous results in [7], we see that there are
only two types (B4) and (B5) (altogether eight regions) left undetermined for the inverse problem
of SA in the general case.
For the inverse problem of RA, it is now not difficult to verify that all the subsets of C satisfying
the three properties (1)–(3) in Section 1 and the conclusions in Theorems 2.1 and 2.2 can be
classified into the following nine types (R1)–(R9):
(R1) {0}.
(R2) An open ray originating at (but excluding) the origin.
(R3) A closed ray originating at (and including) the origin.
(R4) A line through the origin.
(R5) An open sector S(α,β) with 0 < β − α  2π .
(R6) S(α,β) ∪ {0}. (where 0 < β − α  2π ).
(R7) C\{0} (which can also be viewed as an open sector S(α,β) with β − α > 2π ).
(R8) C.
(R9) F ∪ {0} ∪ (−F) for some open sector F = S(α,β) with 0 < β − α  π .
where each region in the types (R1)–(R4) is entirely contained in a line through the origin, and
each region in the types (R5)–(R9) is not entirely contained in a line through the origin. Among
(R5)–(R9), each region in the types (R5)–(R8) is in the case nR(A) = 1, and each region in the
type (R9) is in the case nR(A) = 2.
Now the regions of types (R3) can be excluded as the determinantal regions RA of complex
square matrices A by using [7, Theorem 5.2]. Each region in the types (R2), (R5) and (R7) can be
the determinantal region RA of some ray nonsingular matrix A since it is proved in [7, Theorem
4.2] that for any subset S ⊆ C, S = RA for some ray nonsingular matrix A if and only if S is in
one of the types (R2), (R5) and (R7).
Next, we give some examples to show that all the regions in the types (R1), (R4), (R8) and
(R9) are the determinantal regions RA of some complex square matrices A.
Example 2.1
(1) Take A = O. Then obviously RA = {0}.
(2) Take A =
(
1 1
eiθ eiθ
)
. Then RA is a line through the origin and eiθ .
(3) Take A =
(
1 1
1 1
)
⊕ B, where RB = C\{0}. Then RA = C (the existence of such B
follows from the previous comment on (R7)) .
(4) For any 0 < β − α  π , take
A =
(
1 1
eiα eiα
)
⊕
(
1 −ei(β−α)/2
1 1
)
⊕
(
1 −ei(β−α)/2
1 1
)
.
Then it is not difficult to verify that RA = F ∪ {0} ∪ (−F), where F is the open sector
S(α,β).
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From the above results and examples, we can see that, up to now, only the regions in the type
(R6) are left undetermined for the inverse problem of RA (in the general case).
Notice that if 0 < β − α  π , then the region S(α,β) ∪ {0} can be excluded by using [7,
Theorem 6.2] (or [7, Theorem 6.3]). So we finally conclude that only the regions of the following
form (a part of the regions in the type (R6)):
S(α,β) ∪ {0} (where π < β − α  2π) (2.19)
are left undetermined for the inverse problem of RA.
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