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osting by EAbstract This paper proposes a multiscale registration technique using robust Scale Invariant Fea-
ture Transform (SIFT) features in Steerable-Domain, which can deal with the large variations of
scale, rotation and illumination between images. First, a new robust SIFT descriptor is presented,
which is invariant under afﬁne transformation. Then, an adaptive similarity measure is developed
according to the robust SIFT descriptor and the adaptive normalized cross correlation of feature
point’s neighborhood. Finally, the corresponding feature points can be determined by the adaptive
similarity measure in Steerable-Domain of the two input images, and the ﬁnal reﬁned transforma-
tion parameters determined by using gradual optimization are adopted to achieve the registration
results. Quantitative comparisons of our algorithm with the related methods show a signiﬁcant
improvement in the presence of large scale, rotation changes, and illumination contrast. The effec-
tiveness of the proposed method is demonstrated by the experimental results.
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Image registration is a process of determining the point-to-
point correspondence between two images of the same scene,
which are acquired by different sensors or by the same sensor
at different times or with different parameters (Zitova´ and
Flusser, 2003). Wavelet decomposition of the images was rec-
ommended for the pyramidal approach due to its inherent
multi-resolution character. Le Moigne et al. (2002) utilized
maxima of wavelet coefﬁcients as the basic features and pro-
posed a correlation-based automatic registration algorithm,
which achieved higher computational speeds for comparable
accuracies. Recently, several registration algorithms that com-
bines wavelet-based pyramid with other similarity measures
were proposed in Cole-Rhodes et al. (2003) and Zavorin and
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Figure 1 System diagram for a ﬁrst derivative steerable pyramid.
64 X. Liu et al.Le Moigne (2003, 2005). However, orthogonal wavelet trans-
forms are lack of translation and rotation invariance, which
are considered as the source of mismatches when the amount
of scene increases. Freeman and Adelson (1991) proposed a
steerable pyramid transform, which is multi-scale, multi-orien-
tation, and self-inverting image decomposition, and it has the
advantage that the sub-bands are both translation and rota-
tion invariant (Simoncelli and Freeman, 1992). These charac-
teristics make it useful for registering remote sensing images,
and therefore the registration with steerable pyramid trans-
form will be more stable and robust under large rotation and
scale changes (Liu et al., 2002).
Local characteristics have shown to be well adapted to reg-
istration and recognition, as they allow robustness to large
rotation and scale variations. The difﬁculty is to obtain invari-
ance under arbitrary viewing conditions. Different solutions to
this problem have been developed over the past few years.
Lowe (1999, 2004) presented the SIFT method to extract
distinctive invariant features from images. These features are
invariant to image scale and rotation, and provide robust
matching across a substantial range of afﬁne distortion, addi-
tion of noise, and changes in illumination. Mikolajczyk and
Schmid (2005) compared the performance of several descrip-
tors for local interest regions, and concluded that the perfor-
mance of the SIFT-based descriptors was best. Later, the
SIFT method has been successfully applied in remote sensing
image registration (Yu et al., 2008; Yi et al., 2008). Delponte
et al. (2006) proposed SVD matching using SIFT features to
cope with large scale variations. However, the SIFT descriptor
is not invariant to afﬁne transformation. Therefore, although
decreasing the matching threshold in the SIFT algorithm can
increase the matching features number, it increases mismatches
simultaneously under the large scale variances, rotations and
changes in viewpoint.
To achieve a robust registration for remote sensing images,
we propose a multiscale registration method using robust SIFT
features in Steerable-Domain. The main contribution of this
paper can be divided into three aspects. First, a new robust
SIFT descriptor is presented, which is invariant under afﬁne
transformation. The improved main orientation makes the fea-
ture descriptor robust to the difference in the pixel intensity
and gradient intensity. Second, an adaptive similarity measure
is developed according to the robust SIFT descriptor and the
adaptive normalized cross correlation of feature point’s neigh-
borhood. The new measure not only considers the distance
between feature points’ descriptors but also considers the
adaptive normalized cross correlation of the neighborhood
of feature points. It enhances the robustness of the proposed
algorithm to large changes in viewpoint. Finally, the images
along certain orientations are used for initial matching at eachlayer, which are obtained by applying the steerable pyramid
transform to the two input images. They make full use of the
structural information of the two input images and enhance
the robustness of the proposed algorithm to large rotations.
The rest of this paper is organized as follows. Section 2
gives an overview of the steerable pyramid transform and
SIFT algorithm. In Section 3, we describe our algorithm for re-
mote sensing images registration. Experimental results and
conclusions are given in Sections 4 and 5, respectively.
2. Related work
In this section, we ﬁrst review the details of the steerable pyr-
amid transform and then introduce the SIFT algorithm for
feature points matching.
2.1. Steerable pyramid transform
The steerable pyramid transform introduced by Freeman and
Adelson (1991) is a linear multi-scale, multi-orientation image
decomposition that provides a useful front-end for image-pro-
cessing and computer vision applications. It has been devel-
oped in 1990, in order to overcome the limitations of
orthogonal separable wavelet decompositions that were popu-
lar for image processing. The ‘‘steerable ﬁlter’’ refers to a class
of ﬁlters, in which a ﬁlter of arbitrary orientation can be
synthesized as a linear combination of a set of ‘‘basis ﬁlters’’.
For any function f(x, y), fh(x, y) is f(x, y) rotated through an
angle h about the origin. We call f(x, y) is steerable if it satisﬁes
the following equation:
f hðx; yÞ ¼
XM
j¼1
kjðhÞf hjðx; yÞ; ð1Þ
where kj(h) are the interpolation functions (j= 1, . . . ,M). The
basis functions of the steerable pyramid are directional deriv-
ative operators that come in different sizes and orientations,
and the number of orientations may be adjusted by changing
the derivative order. The structure of the steerable pyramid
in the frequency domain is shown in Fig. 1. The image is ini-
tially divided into high and low-pass sub-bands using ﬁlters
H0(w) and L0(w). The low-pass branch is then further divided
into lower-pass and oriented band-pass portions using ﬁlters
L1(w) and Bk(w). This lower-pass sub-band is sub-sampled
by a factor of 2 in the X and Y directions. The recursive con-
struction of a pyramid is achieved by inserting a copy of the
shaded portion of the diagram at the location of the solid cir-
cle. The steerable pyramid performs a polar-separable decom-
position in the frequency domain, thus allowing independent
representation of scale and orientation. More importantly,
the representation is translation-invariant and rotation-invari-
ant. More details about steerable pyramid can be found in
Freeman and Adelson (1991):
kjðhÞ ¼ 1
4
½2 cosðh hjÞ þ 2 cosð3ðh hjÞÞ; j ¼ 1; 2; 3; 4; ð2Þ
where hj = jp/4. According to Eq. (1), an image of arbitrary
orientation can be synthesized as a linear combination of the
four orientation band-pass components at each layer. There-
fore, in a ﬁxed orientation, the structural information of the
reference and sensed images can be used for image
registration.
Figure 2 The circular and elliptical neighboring region of feature point. (a) The circular region of feature point in the original image; (b)
the mismatched circular region corresponding to the circular in (a) after afﬁne transformation; (c) the matched elliptical region
corresponding to the circular in (a) after afﬁne transformation.
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SIFT algorithm was proposed in Lowe (2004) as a method to
extract and describe feature points, which is robust to scale,
rotation and change in illumination. There are ﬁve steps to
implement the SIFT algorithm:
(1) Scale-space extrema detection: The ﬁrst stage searches
over scale space using a Difference of Gaussian (DoG)
function to identify potential interest points that are
invariant to scale and orientation.
(2) Feature point localization: The location and the scale of
each candidate point are determined and the feature
points are selected based on measures of stability.
(3) Orientation assignment: One or more orientations are
assigned to each feature point location based on local
image gradient directions.
(4) Feature point descriptor: A feature descriptor is created
by computing the gradient magnitude and orientation
at each image sample point in a region around the fea-
ture point location. These samples are then accumulated
into orientation histograms summarizing the contents
over 4 · 4 regions with 8 orientation bins. So each fea-
ture point has a 128-element feature.
(5) The correspondence of feature points can be determined
by taking the ratio of distance for the descriptor vector
from the closest neighbor to the distance of the second
closest.
For more details about the SIFT algorithm, readers can re-
fer to Lowe (2004). In our algorithm, the steps (3) and (5) of
the SIFT algorithm are modiﬁed, which will be used to extract
features from the obtained images at each layer of the decom-
position with the steerable pyramid.
3. Multiscale registration using robust SIFT features in
Steerable-Domain
In this section, ﬁrst, a robust SIFT descriptor (RSIFT) is
developed to extract and describe feature points. Then, adap-
tive similarity measure is developed according to the robust
SIFT descriptor and the adaptive normalized cross correlation
of feature point’s neighborhood. Finally, the multiscaleregistration algorithm using robust SIFT features in Steerable-
Domain (S-RSIFT) is proposed.
3.1. Robust SIFT descriptor
In original SIFT algorithm, the dominant gradient orientation
is computed in a small circular neighborhood around the point
(Fig. 2(a) and (b)). The size of the circular neighborhood is
determined by the point’s scale, but its shape is not invariant
to afﬁne transformation. Because the circle may be mapped
to an elliptical region (Fig. 2(c)), if we place a circle around
the transformed image feature that contains this elliptical
region, there will be additional image structure in the circular
that will distort any invariant measures calculated. So we com-
pute the dominant gradient orientation for each feature in an
elliptical region around the point.
The second moment matrix is usually used for describing
the gradient distribution in a local neighborhood of a point
X, and the shape of the local neighborhood can be determined
(Lindeberg and Garding, 1997). Thus, we can use the second
moment matrix to estimate the elliptical region around the
point. For a given point X, the second moment matrix l in a
non-uniform scale space is deﬁned by
lðX;RI;RDÞ ¼ gðRIÞ  ðrLðX;RDÞrLRðX;RDÞTÞ; ð3Þ
where RI and RD are the covariance matrices which determine
the integration and the derivation Gaussian kernels, and r is
the gradient operator:
rLðX;RDÞ ¼
LxrLðX;RDÞ
LyrLðX;RDÞ
 
: ð4Þ
The function L(X, RD) is the Gaussian scale space representa-
tion of image I(X), it can be deﬁned as:
LðX;RÞ ¼ gðRÞ  IðXÞ: ð5Þ
In order to achieve afﬁne invariance, computing second mo-
ment matrix requires being in an afﬁne Gaussian scale space,
where a circular window is replaced by an ellipse. Thus, in
Eq. (5) the function g(R) needs to be the non-uniform Gauss-
ian kernels:
gðRÞ ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detR
p expðXTR1X=2Þ; ð6Þ
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Figure 3 Workﬂow of the proposed algorithm.
66 X. Liu et al.where X 2 R2, R is a symmetric positive semi-deﬁnite covari-
ance matrix corresponding to the scale.
Theorem 1. Assume that there is a linear transformation
Y= AX between image I1 and image I2, then the elliptical
region determined by the eigenvalues of the second moment
matrix will be relative invariant under afﬁne transformations.
Proof. Let the second moment matrix of I1 and I2 is l1 and l2,
respectively. According to Eq. (45) in Lindeberg and Garding
(1997), we can obtain
l1 ¼ ATl2A: ð7Þ
Assume that the eigenvalues of l1, l2 and A are a1, a2, b1, b2,
and k1, k2, respectively. Then, the following equations can be
obtained:
a1a2 ¼ detðl1Þ ¼ detðATl2AÞ ¼ detðAATl2Þ
¼ detðATAÞ  detðl2Þ ¼ k21k22b1b2: ð8Þ
Hence, the area of elliptical afﬁne regions determined by the
eigenvalues of the two second moment matrix can be com-
puted as follows:
S1 ¼ pa1a2; S2 ¼ pb1b2; ð9Þ
S1=S2 ¼ k21k22: ð10ÞThe area ratio of the two elliptical afﬁne regions is a constant,
and related to the eigenvalues of the linear transformation ma-
trix, which veriﬁes the result. h
The eigenvalues of the second moment matrix represent
two principal signal changes in a neighborhood of the point,
and the elliptical region determined by the eigenvalues is rel-
ative invariant under afﬁne transformation according to
Theorem 1. Therefore, they can be used to measure the
elliptical afﬁne shape of the point neighborhood. In our
method, this technique will be used to estimate the shape
of elliptical afﬁne region provided by the Hessian-based
detector which is used in SIFT algorithm. To take advan-
tage of the histogram that is used to determine the main ori-
entation of feature points, we normalize the elliptical region
to a circle by using the ellipse parameters from the point’s
second moment matrix. The position X of each sample point
that falls within the elliptical region can be mapped to its
normalized position X within circle by the following
equation:
X ¼ l1=2X: ð11Þ
Then, we can compute the gradient orientation of each pixel
on the normalized circular neighborhood region. To construct
a more robust descriptor, we use Prewitt operator to compute
the gradient magnitude m(x, y) and gradient orientation h(x, y)
not use the pixel differences directly. The m(x, y) and h(x, y)
can be computed as follows:
Figure 4 Reference image, sensed image, registration results, and matching results of different levels (Landsat TM images). (a) The
reference image (Landsat TM Band 7, 400 by 400); (b) the sensed image (Landsat TM Band 4, 400 by 400); (c) the registration results of (a)
and (b); (d) the matching results of the NOBSI of level 1; (e) the matching results of the synthetic images of level 1; (f) the matching results
of the synthetic images of level 2.
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1 0 1
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1 0 1
2
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3
775; Py ¼
1 1 1
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1 1 1
2
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3
775; ð12Þ
dxðx; yÞ ¼ Px  Lðx; yÞ; dyðx; yÞ ¼ Py  Lðx; yÞ; ð13Þ
mðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðdxðx; yÞÞ2 þ ðdyðx; yÞÞ2
q
; ð14Þ
hðx; yÞ ¼ tan1ðdyðx; yÞ=dxðx; yÞÞ; ð15Þ
The improved method of calculating the orientation not only
considers more information on the point’s neighborhood,
but also has played a role in smoothing the neighborhood.
After this, the rest are similar to SIFT (in Section 2.2), the
dominant orientation of the feature point is determined by
building a histogram of gradient orientation from the feature
point’s neighborhood. Lowe (2004) showed that a 4 · 4
descriptor with 8 orientations for a feature point performsbest, and in descriptor testing, they showed that a 4 · 4
descriptor with 4 orientations is suboptimal and has a little dif-
ference in matching accuracy compared with 8 orientations. To
reduce the computational complexity, we use the 4 · 4 descrip-
tor with 4 orientations for a feature point.
3.2. A new adaptive similarity measure
In this section, we develop a new adaptive similarity measure
which is used to determine the correspondence between the
feature points. Firstly, the adaptive normalized cross correla-
tion (ANCC) of point’s neighborhood is proposed. Then, the
adaptive similarity measure can be constructed according to
the ANCC of point’s neighborhood and the distance between
feature points’ descriptors.
Assume that the two point sets are B= {b1, b2, . . . , bN}
and C= {c1, c2, . . . , cN}, where for each feature point
Figure 5 Reference image, sensed image, matching results, and registration results (IRS and SAR images). (a) The reference image (IRS
430 by 420); (b) the sensed image (SAR 256 by 256); (c) the matching results of (a) and (b); (d) the registration results of (a) and (b).
68 X. Liu et al.bi = I1(xi, yi) and its corresponding point qj = I2(xj, yj), si, hi,
sj, hj denotes the scale and orientation of pi and qj, respectively,
and si,j = si/sj, hi,j = hi  hj expresses the scale ratio and the
orientation difference between them, respectively. W1 and
W2 are two correlation windows of size (2w+ 1) · (2w+ 1)
centered on pi and qj, which can be represented as Ai and Bj:
Auvi ¼ Iðxi þ siju cos hij þ sijv sin hij; yi þ sijv cos hij  siju sin hijÞ;
Buvj ¼ Jðxj þ u; yj þ vÞ;
(
ð16Þ
where u, m e [w, w], w ¼ ksi (k ¼ 2 in this paper), Aui is the ele-
ment ofW1 centered on pi and B
u
j is the element ofW2 centered
on qi. Similar to Pliu (1997) the ANCC between pi and qj is de-
ﬁned as:
Cij ¼
Pw
u¼w
Pw
¼wðAui  AiÞðBuj  BjÞ
ð2wþ 1Þ2rðAiÞrðBjÞ
; ð17Þ
where Ai is the average of Ai and r(Ai) is the standard devia-
tion of Ai.
Then, the adaptive similarity measure between feature
points pi and qj can be represented as follows:
Dði; jÞ ¼ Cij þ 1
2
 rði; jÞ1; ð18Þ
where Cij is the ANCC between pi and qj, rij is the distance of
the robust SIFT descriptor between pi and qj. The best candi-
date match for each feature point is found by maximizing
D(i, j) between the feature point Ii and Jj.
3.3. The S-RSIFT algorithm
On the basis of the previous two sections, the implementation
details of the S-RSIFT algorithm can be described as follows:(1) Extract feature points from the two input images using
DoG operator, and compute their orientations by Eq.
(15). Then, the main orientations of the two input
images are determined by the peak in the orientation his-
togram of the gradient orientations, respectively.
(2) Apply the steerable pyramid transform to the two input
images to level two with four orientation (0, p/4, p/2, 3p/
4) band-pass components, respectively. At each layer,
synthesize the band-pass sub-images in four different
orientations to a ﬁxed orientation image, which orienta-
tion is the main orientation of the input image obtained
from step (1), respectively.
(3) Find corresponding feature point pairs from the non-
oriented band-pass sub-images (NOBSI) of level 1 and
the synthesize images of level 1 and level 2 according
to the adaptive similarity measure, respectively. Three
sets of initial transformation parameters can be derived
by the corresponding feature point pairs from the corre-
sponding sub-images.
(4) Assume that the transformation between the two input
images is afﬁne transformation, we can use the root
mean-square error (RMSE) to evaluate the matching
result:
RMSE ¼
Xm
i¼1
½ðaxi þ byi þ c XiÞ2 þ ðdxi þ eyi þ f YiÞ2=m
 !1=2
ð19Þ
where m means the total number of matching points. The re-
ﬁned transformation parameters can be chosen by minimizing
the RMSE. The reﬁned step is repeated in next level, and the
ﬁnally reﬁned transformation parameters are used to achieve
the registration of the two input images.
The ﬂowchart of S-RSIFT algorithm can be found in Fig. 3.
From the ﬂowchart, we can see the proposed algorithm is a
Figure 6 Reference image, sensed image, matching results, and registration results (Landsat TM images). (a) The reference image
(Landsat TM 12-Band 0, 512 by 512); (b) the sensed image (Landsat TM 12-Band 8, 512 by 512); (c) the matching results of (a) and (b); (d)
the registration results of (a) and (b).
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multi-orientation of the steerable pyramid ﬁlters are used, but
also the robustness of the adaptive similarity measure is em-
ployed. The effectiveness of the proposed algorithm will be
demonstrated by the experimental results in the next section.
4. Experiments and results
In this section, in order to evaluate the proposed image regis-
tration algorithm, we apply the proposed algorithm to four
different sets of images. The ﬁrst set of images is the Landsat
TM images from different bands (band 4 and 7) (Fig. 4(a)
and (b)), which are used to show the implementation and accu-
racy of our algorithm. Images of the second set with large scale
difference from different sensors (IRS and SAR) are shown in
Fig. 5(a) and (b). Figs. 6 and 7 shows the third and fourth set
of images which are Landsat TM images from different bands
with rotation variation and intensity changes, respectively. Thethree sets of images are used to compare our algorithm with
other two related methods on the accuracy of matching and
registration.
The experiments consist of two parts. In the ﬁrst part, we
show how the proposed algorithm is applied to the Landsat
TM images with translation and intensity differences. We use
Fig. 4(a) as the reference image, Fig. 4(b) as the sensed image,
and the registration results for them are shown in Fig. 4(c).
The real transformation parameters (RTP) between Fig. 4(a)
and (b) are shown in Table 1. The main orientation of
Fig. 4(a) and (b) is 0.15 and 0.25 rad, which is calculated from
the ﬁrst step of the proposed algorithm, respectively. Fig. 4(d)
shows the matching results of the non-oriented band-pass
sub-images (NOBSI) of level 1, Fig. 4(e) and (f) shows the
matching results of the synthetic images at level 1 and level
2, respectively. From Fig. 4(d)–(f), we can see different match-
ing point pairs can be extracted from different layers, which
make full use of the structural information of the two input
Figure 7 Reference image, sensed image, matching results, and registration results (Landsat TM images). (a) The reference image
(Landsat TM Band 7, 600 by 600); (b) the sensed image (Landsat TM Band 5, 600 by 600); (c) the matching results of (a) and (b); (d) the
registration results of (a) and (b).
70 X. Liu et al.images and enhance the robustness of the proposed algorithm
to large geometry variations. The optimization process of
transformation parameters are shown in Table 1. TPL1 and
TPL2 denotes the transformation parameters acquired from
the synthetic images of level 1 and level 2, respectively. Because
the size of the synthetic images at level 2 is half of level 1, so (e)and (f) of TPL1 are half of TPL2. For comparison, (e) and (f)
of TPL1 have been enlarged twice. RFTP denotes the reﬁned
transformation parameters based on TPL1 and TPL2, which
are chosen by minimizing the RMSE. TPNL1 denotes trans-
formation parameters of NOBSI of level 1, and the ﬁnal trans-
formation parameters (FRFTP) denotes the reﬁned
Table 1 The transformation parameters and their RMSE
obtained from Fig. 4.
TP a b c d e f RMSE
RTP 1.000 0 64.09 0 1.000 18.15 0.261
FRFTP 1.000 0.001 64.09 0.001 0.999 18.17 0.265
TPNL1 1.000 0.003 64.11 0.002 0.999 18.17 0.450
RFTP 1.004 0.001 64.09 0.001 0.998 18.02 0.381
TPL1 1.005 0.001 64.10 0.001 1.005 18.02 0.439
TPL2 1.004 0.002 64.09 0.003 0.998 18.01 0.457
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Table 1, we can see the FRFTP is the optimal and the closest
to RTP, and the RMSE of FRFTP shows our algorithm yields
sub-pixel accuracy.
In the second part, to validate the proposed algorithm,
experiments have been carried out on three different sets of
images against SIFT method (Lowe, 2004) and SIFT–SVD
(Delponte et al., 2006) mentioned in Section 1. To compare
the registration accuracy, we consider the root mean square er-
ror of intensity (RMSEI) and the correlation (corr) between
the overlapping areas of registered image pairs, which are
deﬁned as follows:
RMSEI ¼
X
m;n2R
ðImn  JmnÞ2=N
 !1=2
; ð20Þ
corr ¼
P
m;n2RðImn  IRÞðJmn  JRÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
m;n2RðImn  IRÞ2
  P
m;n2RðJmn  JRÞ2
 r ; ð21Þ
where I is the reference image, J is the registered image, R is
the overlapping area between I and J, and N is the number
of pixels in R. RMSEI is smaller and the corr is larger which
shows higher accuracy of registration. The test three sets of
images include large scale, rotation, and intensity changes.
Fig. 5(a) and (b) are two images from different sensors with
large scale variations, which is used as the reference image
and the sensed image, respectively. The matching results and
registration results are shown in Fig. 5(c) and (d), respectively.
Fig. 6(a) and (b) are two Land sat images from different Bands
(12-Band 0 and 8) with large rotation variations. We use
Fig. 6(a) as the reference image and Fig. 6(b) as the sensed im-
age. Fig. 6(c) and (d) shows the matching results and the reg-
istration results, respectively. The last set consists of images are
two Landsat images with intensity changes from different
bands (band 5 and 7) are shown in Fig. 7(a) and (b), whichTable 2 The accuracy of matching and registration for Figs. 5–7 o
SIFT
Fig. 5 RMSE 1.35
RMSEI 3.05
corr 0.65
Fig. 6 RMSE 0.36
RMSEI 15.37
corr 0.86
Fig. 7 RMSE 0.83
RMSEI 18.72
corr 0.77are used as the reference image and the sensed image, respec-
tively. Fig. 7(c) shows the matching results and Fig. 7(d) shows
the registration results. The comparisons of accuracy of match-
ing results and registration results for Figs. 5–7 are shown in
Table 2. From the results, we can see both the RMSE and
the RMSEI of the proposed algorithm are the smallest and
the corr of the proposed algorithm is the largest in the three
experiments, which show our algorithm performs best in the
three different methods. The RMSE of Fig. 5 is largest in
the three experiments, which is because Fig. 5(a) and (b) are
from different sensors. The RMSEI of Fig. 7 is largest and
the corr of Fig. 7 is smallest in the three experiments, which
is because there are large intensity changes between Fig. 7(a)
and (b). From the above three experimental results, we can
see that the proposed algorithm performs better than the other
two methods when large scale variations, rotation, and inten-
sity changes exist between the two input images.
5. Conclusion
In this paper, we present a multiscale registration technique
using robust SIFT features in Steerable-Domain, which can
deal with the large variations of scale, rotation and illumina-
tion between images. A new robust SIFT descriptor is pre-
sented, which is invariant under afﬁne transformation. The
improved main orientation makes the feature descriptor robust
to the difference in the pixel intensity and gradient intensity.
The method takes advantage of the orientations information
with steerable transform and the robustness of the RSIFT
algorithm. The experimental results show that the proposed
algorithm returns better performance for large scale variations,
rotation, and intensity changes as compared to SIFT methods
and SIFT–SVD methods. We further investigate the problem
that the match number is still affected by the relatively larger
scale difference between images in some degree. Therefore, it
is necessary to construct a more robust descriptor for remote
sensing image registration.Acknowledgements
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SIFT + SVD S-RSFT
1.21 0.98
2.98 2.07
0.71 0.88
0.32 0.20
14.26 12.93
0.89 0.98
0.62 0.24
16.58 14.27
0.79 0.85
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