Abstract. In this paper, we obtain a new class of functions, which is developed via the Hermite-Hadamard inequality for convex functions. The well-known one-one correspondence between the class of operator monotone functions and operator connections declares that the obtained class represents the weighted logarithmic means. We shall also consider weighted identric mean and some relationships between various operator means. Among many things, we extended the weighted arithmetic-geometric operator mean inequality as
Introduction and preliminaries
Several authors studied inequality (1.1) using power means or other different techniques, see for instance [14, 13, 4] . More generally, we consider for t ∈ [0, 1], the means A t (a, b)(= (1 − t)a + tb), G t (a, b)(= a 1−t b t ) and H t (a, b)(= ((1 − t)a −1 + tb −1 ) −1 ) as weighted arithmetic, weighted geometric and weighted harmonic means, respectively. An arbitrary weighted mean is denoted by M t (a, b). For such means one may trivially see that the symmetric property (3) may be lost. Again, it is easy to observe that five properties out of the above said six properties are satisfied by M t (a, b), while (3) is replaced by M t (a, b) = M 1−t (b, a).
We now directly switch over to the operators and their means which are especially of great importance in several branches of sciences. Let B(H ) denote the algebra of all bounded linear operators on a complex separable Hilbert space (H , ·, · ) with the identity I. The cone of positive operators is denoted by B(H ) + . For selfadjoint operators A, B ∈ B(H ), by A ≥ B, we mean A − B ∈ B(H ) + . The operator means were first studied by Anderson and Duffin [1] . The axiomatic theory for connections and operator means for positive operators acting on Hilbert space was established by Kubo and Ando [6] . A binary operation σ :
and A n → A in the strong operator topology as n → ∞;
There exists an affine order isomorphism between the class of connections and the class of positive operator monotone functions f defined on [0, ∞) via f (x)I = Iσ(xI) (x ≥ 0). The operator monotone function f is called the representing function of σ. Moreover, the map σ ↔ f preserves orders in the sense that
The operator means corresponding to the positive operator monotone functions (1 − t)x + t, ((1−t)x −1 +t) −1 and x t , are the weighted operator arithmetic mean A∇ t B = (1−t)A+tB, the weighted operator harmonic mean A! t B = (((1 − t)A −1 + tB −1 ) −1 and the weighted operator
, respectively. When t = 1/2, we remove the index t. For more details on operator monotone functions the reader may be referred to [12, 3] . We shall denote as usual the operator weighted arithmetic, weighted logarithmic, weighted geometric and weighted harmonic means by ∇ t , ℓ t , # t and ! t , respectively. Again when t = 1/2 we remove the index t.
for all a, b. In the particular case where K is the arithmetic mean, the equation above gives rise to the so-called Satô-Matkowski equation M(a, b) + N (a, b) = a + b (see [8] ). Another significant example is
In this paper, we shall first prove a new and generalized version of Hermite-Hadamardinequality for convex integrable functions. Then, we give the notions and identify weighted versions of logarithmic mean (L t (a, b)) for positive real numbers a and b and t ∈ [0, 1]. We then prove a weighted version of inequality (1.1). This all is included in Section 2.
In Section 3, we shall concentrate on corresponding operator monotone functions and provide the possible inequalities in operator versions of the weighted means by showing the operator settings of (1.1) as
for all positive invertible operators A, B ∈ B(H ) + and t ∈ [0, 1] being the weight. In Section 4 we shall consider weighted identric mean. Finally, in last section, we investigate the invariance of operator means, establish an operator version of equation (1.2) and present some relationships between various operator means.
Weighted Logarithmic Mean
The classical Hermite-Hadamard inequality provides estimates of the mean value of a
The history of this inequality begins with the papers of Hermite and J. Hadamard in the years 1883-1893 (see, [10, 11] and the references therein for some historical notes on the Hermite-Hadamard inequality). This inequality has triggered a huge amount of interest over the years. For instance see [9] for details on this topic. An interesting problem related to the Hermite-Hadamard inequality is the precision in this inequality. On making use of some fundamental techniques, we conclude the following refinement of it, which plays a key role in our results.
Proof. We shall first prove the last inequality in (2.1), i.e.,
In fact, the left side of (2.2) can be written as
For the proof of first inequality in (2.1), we write
Theorem 2.2. For a, b ∈ R + and t ∈ (0, 1) it holds that
Proof. On taking f (x) = e x in Theorem 2.1, we obtain
Calculating the integrals in (2.4), we get
Using (2.5) in (2.4) and replacing e a , e b by a, b, respectively, we get the required inequality (2.3).
Next we introduce the weighted logarithmic mean L t (a, b) of two positive numbers a, b for
Moreover, we easily see that L t (a, b) satisfies all the properties given above for a weighted mean.
To prove (1), (2), (4), (5) and (6) one needs the following equivalent expressions of L t (a, b)
By putting t(1−x) = z and (1−t)x = w in the first and the second part of (2.6), respectively, we get
Note also that a ≤ a 
We remark here that the authors in [14] proved a comparison of the logarithmic mean and the Heronian mean (= ), in the following way.
However, we claim that (2.8) is not true in general, i.e. for weighted version. We prove this by furnishing the following example:
On taking a = 706, b = 31.8, and t = 0.2169, we obtain
Next, we establish the class of operator monotone functions corresponding to the weighted logarithmic mean for operators. We shall also prove the classical inequalities (1.3).
We easily compute the representing function f t (x) for weighted logarithmic mean using (2.6) as,
The change of variable technique entails further the following two more equivalent forms of (2.9), which will be used in the sequel.
This is clear from (2.11) that the class of functions f t (x) for t ∈ [0, 1] are operator monotone.
We now prove the following lemma which will provide a tool in proving inequality (1.3).
Lemma 2.3. For x ≥ 0 and t ∈ [0, 1], the inequality
is valid.
Proof. To prove the first inequality in (2.12), we use (2.11) for f t (x) to obtain
To prove the latter inequality in (2.12), we use (2.9) for f t (x) to get 
Now, pre and post multiplying (2.14) by A 1/2 , we get the required result.
Remark 2.5. In view of A# t B ≤ A∇ t B, inequality (2.13) is better than last inequality in (1.3). Moreover, inequality (2.13) is establishing a comparison of weighted logarithmic and weighted Heronian means for operators. For some operator inequalities regarding Heronian mean see [5] .
Weighted Identric Mean
The identric mean for a, b ∈ R + is defined to be I(a, b)
In this section we introduce weighted identric mean and identify its representing function. We also prove an operator inequality involving identric mean in this section.
Theorem 3.1. For a, b ∈ R + and t ∈ [0, 1] it holds that
Proof. On taking f (x) = − log x in Theorem 2.1, we obtain log(tb+(1 − t)a)
Now, the calculations of the middle part of the above inequality are given by
Finally, using (3.3) in (3.2) and monotonicity of exponential function, we get the required inequality (3.1).
We now introduce the weighted identric mean I t (a, b) for t ∈ (0, 1) of two positive numbers a, b as Here also, we observe that I t (a, b) satisfies all the properties for any weighted mean except (4) which becomes clear from the integral equation (3.3).
We shall denote by I t the operator identric mean. To see an operator inequality involving identric mean, we use the representing function g t (x) for this in following way,
Proof. Again, as in Theorem 2.4, we skip to prove first inequality. We only prove the remaining part in (3.5). Using (3.1) with b/a replaced by x, we obtain
Replacing x by A −1/2 BA −1/2 in (3.6), we obtain
Now, pre and post multiplication by A 1/2 in (3.7) conclude the result.
Finally, we would like to remark that the question of proving that the representing function g t (x) is operator monotone has eluded us. However it follows from (3.4) that the function log g t (x) is operator monotone. It is further remarked that it is well known that the functions g 0 (x), g 1/2 (x) and g 1 (x) are operator monotone.
Invariance of operator means
In this section, we investigate the invariance of operator means and some operator inequalities between operator means.
Definition 4.1. An operator mean σ is called invariant with respect to operator means τ, ρ if
Employing the properties of operator means we observe that (4.1) holds if and only if
which is in turn equivalent to
By the definition of the representing function (4.2) holds if and only if
where f, g, h are representing functions corresponding to σ, τ, ρ, respectively. By the functional calculus (4.3) is true if and only if f (t) = g(t)f (g(t) −1 h(t)) for all t ≥ 0. We have just proved the following theorem. Proof. # p is invariant with respect to # q , # r if and only if t p = t q (t −q t r ) p , and this if and only if p(1 − r) = q(1 − p).
The next results concern with positivity of some block matrices and its application for finding some interrelationship between some operator means considered in this paper, see [7] . for all t ≥ 0.
Proof. Using the functional calculus for the strictly positive operator A Proof. It is easy to see that G(1, x) 2 ≤ L(1, x)I(1, x). Considering the appropriate representation functions in Theorem 4.5, we reach the desired inequality.
