The numerical simulation of ship waves using cartesian-grid and volume-of-fluid methods by Dommermuth, D.G. et al.
For the next step, this pressure is used to project the
velocity onto a solenoidal ﬁeld. The ﬁrst prediction for
the velocity ﬁeld (u∗
i) is
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
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The volume fraction is advanced using a volume of ﬂuid
operator (VOF):
φ∗ = φk − VOF
 
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i ,φk,∆t

(10)
Details of the VOF operator are provided later. A Pois-
son equation for the pressure is solved again during the
second stage of the Runge-Kutta algorithm:
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ui is advanced to the next step to complete one cycle of
the Runge-Kutta algorithm:
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and the volume fraction is advanced to complete the al-
gorithm:
φk+1 = φk − VOF

u∗
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i
2
,φk,∆t

(13)
GRIDDING
Along the cartesian axes, one-dimensional stretch-
ing is performed using a differential equation. Let x de-
note the position of the grid points in physical space, and
let ξ denote the position of the grid points in a mapped
space. As shown by Knupp & Steinerg (1993), the dif-
ferential equation that describes grid stretching in one di-
mension is as follows:
∂2x
∂ξ2 +
1
w
∂w
∂ξ
∂x
∂ξ
= 0 , (14)
where w(x) is a weight function that is speciﬁed in phys-
ical space. For example, suppose the grid spacing is con-
stant but different for x < xo and x > x1. Between
xo ≤ x ≤ x1, there is a transition zone from one grid
spacing to the next. Then the following weight function
may be used to describe this distribution of grid points:
w(x) = w0 for x < x0
w(x) =
w0 − w1
2

1 + cos(
π(x − x0)
x1 − x0
)

+ w1 for x0 ≤ x ≤ x1
w(x) = w1 for x > x1 . (15)
Using this approach, multiple zones of grid clustering
may be speciﬁed. For example, along the x-axis (x1 in
indical notation), grid points may be clustered near the
bow and stern. For the y-axis (x2 in indical notation),
grid points are clustered near the centerline out beyond
the half beam. Finally, for the z-axis (x3 in indical no-
tation), grid points are clustered near the mean waterline
in a region that is between the top and bottom of the ship
hull. Note that equation 14, is a nonlinear equation that
is solved iteratively.
ENFORCEMENT OF BODY BOUNDARY CONDITIONS
A no-ﬂux boundary condition is imposed on the sur-
face of the body using a ﬁnite-volume technique. A
signed distance function ψ is used to represent the body.
ψ is positive outside the body and negative inside the
body. The magnitude of ψ is the minimal distance be-
tween the position of ψ and the surface of the body. ψ is
zero on the surface of the body. ψ is calculated using a
surface panelization of the hull form. Green’s theorem is
used to indicate whether a point is inside or outside the
body, and then the shortest distance from the point to the
surface of the body is calculated. Triangular panels are
used to discretize the surface of the body. The shortest
distance to the surface of the body can occur on either
a surface, edge, or vertice of a triangular panel. Details
associated with the calculation of ψ are provided in Suss-
man & Dommermuth (2001).
Cells near the ship hull may have an irregular shape,
depending on how the surface of the ship hull cuts the
cell. On these irregular boundaries, the ﬁnite-volume ap-
proach is used to impose free-slip boundary conditions.
Let Sb denote the portion of the cell whose surface is on
the body, and let So denote the other bounding surfaces
of the cell that are not on the body. Gauss’s theorem is
applied to the volume integral of equation 8:
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Here, ni denotes the components of the unit normal on
the surfaces that bound the cell. Based on equation 9, a
Neumann condition is derived for the pressure on Sb as
follows:
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The Neumann condition for the velocity (6) is substituted
into the preceding equation to complete the Neumann
condition for the pressure on Sb:
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3This Neumann condition for the pressure is substituted
into the integral formulation in equation 16:
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This equation is solved using the method of fractional
areas. Details associated with the calculation of the
area fractions are provided in Sussman & Dommermuth
(2001) along with additional references. Cells whose cut
volume is less than 25% of the full volume of the cell are
merged with neighbors. The merging occurs along the
direction of the steepest gradient of the signed-distance
function ψ. This improves the conditioning of the Pois-
son equation for the pressure. As a result, the stability of
the projection operator for the velocity is also improved
(see equations 9 and 12).
INTERFACE RECONSTRUCTION AND ADVECTION
In our VOF formulation, the free surface is recon-
structed from the volume fractions using piece-wise lin-
ear polynomials. The reconstruction is based on algo-
rithms that are described by Gueyfﬁer et al. (1999). The
surface normals are estimated using weighted central dif-
ferencing of the volume fractions. A similar algorithm is
described by Pilliod & Puckett (1997). Near the body,
care must be taken to use cells whose volume fraction is
exterior to the body in the calculation of the normal to
the free-surface interface. The advection portion of the
algorithm is operator split, and it is based on similar al-
gorithms reported in Puckett et al. (1997). Major differ-
ences between the present algorithm and earlier methods
include special treatments to account for the body and to
alleviate mass-conservation errors due to the presence of
non-solenoidal velocity ﬁelds.
Let Fi denote ﬂux through the faces of a cell. Fi is
expressed in terms of the relative velocity (ui − vi) and
the areas of the faces of the cell (Ai) that are cut by the
ship hull:
Fi = Ai (ui − vi) . (20)
If the ship hull does not cut the cell, then Ai correspond
to the surface areas that bound the cell. Near the ship
hull, Ai is some fraction of the surface areas that bound
the cell. Note that Ai = 0 inside the ship hull. Based on
an application of Gauss’s theorem to the volume integral
of Equation 1 and making use of Equation 6:
F
+
i − F
−
i = 0 , (21)
where F
+
i is the ﬂux on the positive i-th face of the cell
and F
−
i is the ﬂux on the negative i-th face of the cell.
Due to numerical errors, equation 21 is not necessarily
satisﬁed. Let E denote the resulting numerical error for
any given cell. For each cell whose ﬂux is not conserved,
a correction is applied prior to performing the VOF ad-
vection. For example, the following reassignment of the
ﬂux along the vertical direction ensures that the redeﬁned
ﬂux is conserved:
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Based on this new ﬂux, new relative velocities are de-
ﬁned on the faces of the cell:
ˆ ui =
∆xi ˜ Fi
V
(23)
where ∆xi is the grid spacing and V = ∆x1∆x2∆x3
is the volume of the cell. Away from the ship hull, ˆ ui
is the relative velocity with a corrective term to conserve
mass. Inside the ship hull, ˆ ui = 0 because Ai = 0. Near
the ship hull, ˆ ui is scaled by the fraction of area that is
cut by the presence of the ship hull. ˆ ui is continuous
across the faces of the cells along x− and y−axes, but
discontinuous across the faces along the z−axis because
in this particular example that is the axis where the ﬂux
has been corrected.
Equation 2 is operator split. A dilation term is added
to ensure that the volume fraction remains between 0 ≤
φ ≤ 1 during each stage of the splitting (Puckett et al.
1997). The resulting discrete set of equations for the ﬁrst
stage of the time-stepping procedure is provided below:
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Fi denotes VOF advection based on the uncut areas of
the faces of the cell. As an example, for a cell that is full
of water, F1(ˆ u1,φ,∆t) = φˆ u1∆t∆x2∆x3. The dila-
tion term is treated explicitly in the ﬁrst two parts of the
operator-slip algorithm and implicitly in the last part of
4the preceding equation. Note that the order of the split-
ting is alternated from time step to time step to preserve
second-order accuracy.
The free-surface interface that is reconstructed from
the volume fractions is most often calculated and visual-
ized using commercial codes. Speciﬁcally, commercial
codes calculate the 0.5 isosurface of the volume-fraction
function φ. The free-surface interface that is calculated
from the 0.5 isosurface is different from the free-surface
interface that is reconstructed from the volume fractions.
To illustrate this point, consider a cell whose volume
fraction φo is between half full and full, 0.5 ≤ φo ≤ 1.
Let ∆z denote the height of the cell. Assume that the
free-surface interface is horizontal and that all the ﬂuid
is sitting in the bottom of the cell. Then the height of the
free-surface interface above the bottom of the cell based
on VOF reconstruction is as follows:
η = φo∆z . (25)
In contrast, based on the 0.5 isosurface, the height of the
free-surface interface is
η =

3
2
−
1
2φo

. (26)
The maximum difference between equations 25 and 26
occurs when φo = 3/4. The error at this point is about
11%higherfor0.5isosurfacerelativetoVOFreconstruc-
tion. If the volume fraction is less than φ < 0.5, then the
0.5 isosurface does not even exist. This is problematic
in visualizations of turbulent ﬂows with lots of spray be-
cause droplets and sheets of water can suddenly appear
and disappear.
RADIATION CONDITIONS
Exit boundary conditions are required in order to
conserve mass and ﬂux. For ships with forward speed, an
Orlanski-like formulation (Orlanski 1976) provides the
necessary radiation condition.
∂u1
∂t
+ uc
∂u1
∂x
= 0 . (27)
uc is the forward speed of the ship, and u1 is the water-
particle velocity along the x-axis. For the other compo-
nents of velocity and the volume fraction, zero gradients
are imposed at the exit of the computational domain:
∂u2
∂x
=
∂u3
∂x
=
∂φ
∂x
= 0 . (28)
Neumman conditions are speciﬁed for the pressure in a
manner that is very similar to the imposition of free-slip
conditions on the ship hull (see equations 16 thru 19).
Based on the x-component of momentum,
1
ρ
∂P
∂x
= −
∂u1
∂t
+ R1 . (29)
Upon substitution of equation 27 into the preceding
equation, thefollowingNeumannconditionisderivedfor
the pressure at the exit of the computational domain:
1
ρ
∂P
∂x
= uc
∂u1
∂x
+ R1 . (30)
This equation is substituted into the set of ﬁnite-volume
equations that govern the pressure (see equation 19).
Equations 27 thru 30 prevent the reﬂection of distur-
bances back into the interior of the computational do-
main. However, these equations do not guarantee the
conservation of mass. In order to conserve mass, a re-
gridding procedure is introduced. The initial volume
fraction is integrated for the grid cells that are on the
leading edge of the computational domain. This inte-
grated quantity is used to maintain a constant mean water
level at the entrance to the computational domain. At the
end of each time step, changes in the integrated volume
fraction are calculated. Any changes in the integrated
volume fraction are eliminated by imposing a vertical ve-
locity that brings the mean water level at the leading edge
back into alignment. The velocity correction is used to
move the volume fractions over the entire computational
domain either up or down, depending on the situation. A
VOF method is used to move the volume fractions. The
VOF method ensures that the free-surface interface re-
mains sharp during the regridding process.
INITIAL TRANSIENTS
Initial transients are minimized using an adjustment
procedure. An analysis of adjustment procedures as it
applies to free-surface problems is provided in Dommer-
muth (1994) and Dommermuth (2000). Let f(t) denote
the adjustment factor as a function of time, then f(t) and
its derivative f0(t) are by deﬁnition
f(t) = 1 − exp(−(
t
To
)2)
f0(t) = 2
t
T2
o
exp(−(
t
To
)2) , (31)
whereTo istheadjustmenttime. Theadjustedvelocityof
a ship moving with unit forward speed along the x-axis
is
v1 = f(t) . (32)
Forashiphullthatisoscillatingupanddown, thevertical
motion (z) and vertical velocity (v3) of the free surface
in a body-ﬁxed coordinate system are
z = Asin(ωt)f(t)
v3 = Aω cos(ωt)f(t) + Asin(ωt)f0(t) . (33)
A is the amplitude and ω is the frequency of the verti-
cal motion. Since the free surface moves relative to the
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