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ABSTRACT 
Dimension Reduction Methods with Applications to High Dimensional Data with a 
Censored Response 
by 
Tuan S. Nguyen 
Dimension reduction methods have come to the forefront of many applications 
where the number of covariates, p, far exceed the sample size, N. For example, in 
survival analysis studies using microarray gene expression data, 10-30K expressions 
per patient are collected, but only a few hundred patients are available for the study. 
The focus of this work is on linear dimension reduction methods. Attention is given 
to the dimension reduction method of Random Projection (RP), in which the original 
p—dimensional data matrix X is projected onto a dimensional subspace using a 
random matrix I\ The motivation of RP is the Johnson-Lindenstrauss (JL) Lemma, 
which states that a set of N points in p—dimensional Euclidean space can be projected 
onto a k > dimensional Euclidean space such that the pairwise distances 
between the points are preserved within a factor l i e . In this work, the JL Lemma is 
revisited when the random matrix T is defined as standard Gaussian and Achlioptas-
typed. An improvement on the lower bound for k is provided by working directly 
with the distributions of the random distances rather than resorting to the moment 
generating function technique used in the literature. An improvement on the lower 
bound for k is also provided when using pairwise L2 distances in the space of the 
original points and pairwise Lx distances in the space of the projected points. 
Il l 
Another popular dimension reduction method is Partial Least Squares. In this 
work, a variant of Partial Least Squares is proposed, denoted by Rank-based Modified 
Partial Least Squares (RMPLS). The weight vectors of RMPLS can be seen to be the 
solution to an optimization problem. The method is insensitive to outlying values of 
both the response and the covariates, and takes into account the censoring information 
in the construction of its weight vectors. Results from simulation and real datasets 
under the Cox and Accelerated Failure Time (AFT) models indicate that RMPLS 
outperforms other leading methods for various measures when outliers are present in 
the response, and is comparable to other methods in the absence of outliers in the 
response. 
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1 
Introduction 
Dimension reduction methods play an important role in many applications with the 
arrival of the "small N, large p" paradigm. One such application is in the field of 
biomedical research using survival analysis with microarray data, where only a few 
hundred of patients are available for study but 10-30K gene expression levels per 
patient are collected. Microarrays allow researchers to quickly and efficiently per-
form simultaneous analysis of thousands of genes in a single experiment by providing 
extensive and valuable information on the gene function. Much emphasis of microar-
ray analysis has been placed on discovering or identifying the gene expressions that 
relate to biological processes or diseases, classifying gene expression data into cate-
gories such as types and severity of tumors, and studying the interactions among the 
genes. However, because microarray data often include patients' survival informa-
tion, it is of interest to analyze censored patient survival times (response) taking into 
account their corresponding gene expression levels (covariates). However, the ability 
to measure large number of genes in a single experiment has also resulted in data 
with the number of genes, p, far exceeding the number of patients (cases), N. The 
high-dimensionality of the microarray data needs to be reduced before embarking on 
any type of statistical analysis. 
Dimension reduction seeks to reduce the dimension of the microarray dataset, of-
ten in the order of thousands, while trying to retain most of the relevant information 
contained in the original dataset. However, dimension reduction of microarray data 
2 
has not effectively found a low-dimensional projection that provides an accurate rep-
resentation of the original data (Kharal [58]). The dimension reduction methods are 
usually data-specific, i.e. one method may be better than another for one dataset, 
but the reverse maybe true for another dataset. 
In the context of survival analysis, one popular regression model that takes into 
account the censoring information is the Cox Proportional Hazards (PH) model [26]. 
When the number of covariates is larger than the number of cases, as it is the case 
in a typical microarray dataset, the estimates obtained from the Cox model are non-
unique and unstable. To cope with the high dimensionality of the microarray dataset, 
several authors have proposed penalized partial likelihood approaches for the Cox 
PH model. Li and Luan [66] transformed the Cox partial likelihood using kernels 
based on a penalization method. However, Engler and Li [36] pointed out that Li 
and Luan's approach does not show how to select the genes to be included in the 
prediction of the survival function. Gui and Li [44] proposed a penalized method 
for Cox regression based on Least Angle Regression (LARS) algorithm of Efron [35]. 
However, when the penalty function is not strictly convex, as in LARS, and provided 
that the covariates are highly correlated, Gui and Li's approach often identifies only 
one of the covariates and ignores the others as pointed out by Engler and Li [36]. 
Gui and Li [43] also proposed to estimate the regression parameters using a threshold 
gradient descent minimization of the Cox partial likelihood, but in their approach, 
the number of selected genes is sensitive to small changes in the threshold parameter 
(Engler and Li [36]). 
Another approach to deal with the high dimensionality of the covariate space is to 
use a two-stage procedure. The dimension of the original data matrix is reduced from 
N x p to N x k, where k < N, using dimension reduction techniques in the first stage, 
3 
and the regression model is used with the reduced data set in the second stage. The 
performance of the different dimension reduction methods employing the two-stage 
procedure was investigated extensively in the literature using the Cox model and 
the Accelerated Failure Time (AFT) model in the second stage. Both the Cox and 
AFT models are discussed in the Simulation Results chapter 3. For the Cox model, 
Nguyen and Rocke [78, 79, 80] concluded that Partial Least Squares (PLS), and mod-
ified versions of PLS (MPLS) which incorporate the censoring, outperform Principal 
Component Analysis (PCA) in terms of classification accuracy and mean squared 
error of the estimated survival function. Bura and Pfeiffer [21] concluded that Sliced 
Average Variance Estimation (SAVE) is better than Sliced Inverse Regression (SIR) in 
terms of classification accuracy of tumor classes. Boulesteix and Strimmer [17] com-
bined Partial Least Squares (PLS) with Linear Discriminant Analysis (LDA). The 
approach outperforms several classification methods such as Nearest Neighbor (NN), 
Prediction Analysis of Microarray (PAM) and Support Vector Machines (SVM). Bair 
et. al. [9] stated that Supervised Principal Component Regression (SPCR) outper-
forms both PCA and PLS in terms of classification error of tumor subtypes. Dai et. 
al. [27] concluded that PLS and Sliced Inverse Regression (SIR) outperform PCA in 
terms of classification error rates. Bovelstad et al. [18] stated that PCA performed 
slightly better than SPCR in terms of the log-rank test, prognostic index and the 
deviance in the Cox model. In Zhao and Sun [100], Correlation Principal Component 
Regression (CPCR) is as competitive as modified versions of PLS in terms of root 
mean squared error of prediction of martingale residuals in the Cox model, and in 
terms of classification accuracy. 
For the AFT model, Huang and Harrington [49] combined PLS and PCA with 
the Buckley-James algorithm [20] and Leurgens method [65] to handle right-censored 
4 
data. Datta et al. [30] combined PLS with three nonparametric approaches to incor-
porate right-censored data: reweighting, mean imputation and multiple imputation. 
It turns out that both imputation approaches outperform the reweighting approach in 
terms of mean squared error of prediction. However, none of the methods presented 
in the literature perform better than all the other methods under both the Cox and 
AFT models. 
This work focuses on two dimension reduction methods. We first focus on the 
dimension reduction method of Random Projection (RP), and its motivation, the 
Johnson-Lindenstrauss (JL) Lemma. The JL Lemma concerns with the projection 
of points from high-dimensional space to low-dimensional space using the criterion 
of preserving pairwise distances among the points with a small distortion as opposed 
to an optimization criterion as in the case of methods such as Principal Component 
Analysis (PCA) and Partial Least Squares (PLS). In this work, the JL Lemma is 
revisited when the random projection matrices are Gaussian (entries of the random 
matrices are independent and identically distributed (i.i.d.) standard Gaussians) or 
of Achlioptas type (entries of the random matrices are i.i.d. ±1 with probability 
1/2, or ± \ / 3 with probability 1/6 and 0 with probability 2/3). Since the random 
projection matrix is of dimension p by k, it is important to obtain a small value for 
k. This work focuses on improving the lower bound for k. For the Gaussian random 
matrix, an improvement is provided for the lower bound for k obtained from the JL 
Lemma using pairwise L2 distances in the space of the original points and pairwise L2 
distances in the space of the projected points (L2-L2). An improvement for the lower 
bound for k using L2-L\ distances is also provided. For the Achlioptas-typed random 
matrix, an alternate proof of the Achlioptas Lemma is provided, and an improvement 
on the Achlioptas bound using L2-L2 distance is obtained, and a lower bound for k 
5 
using L2-L1 distance is presented. 
Also in this work, a variant of PLS, denoted by Rank-based Modified Partial Least 
Squares (RMPLS), is proposed. The method is insensitive to outlying values in both 
the predictors and response, and also incorporates the censoring information. The 
weight vectors for RMPLS can be derived as solution to an optimization problem. 
Simulation results as well as results for real datasets under the Cox and AFT models 
indicate that RMPLS works well when outliers are present in the response, and is 
competitive with other leading methods including PLS in the absence of outliers (see 
Nguyen and Rojo [81, 82] for details). 
This work is organized as follows. Chapter 1 describes DNA microarray technol-
ogy, and its numerous applications and challenges. Chapter 2 provides a literature 
review on several well-known dimension reduction methods, including PCA and PLS. 
Chapter 3 describes the method of Random Projection and the Johnson-Lindenstrauss 
(JL) Lemma. An improvement to the JL bound for k using L2-L2 distance, and an 
improvement on the lower bound for k using L2-L1 distance are provided. Chapter 
4 presents the method of Rank-based PLS (RMPLS). The derivation of the weight 
vectors for RMPLS is provided. The performance of our proposed method RMPLS 
is assessed by comparing it with several other dimension reduction techniques via a 
simulation study and real microarray datasets under the Cox and AFT models. Dis-
cussions and conclusions are given in chapter 5. Proofs of relevant theorems, plots and 
tables are provided in the Appendix. For completeness, relevant materials are also 
presented in the Appendix. Examples include the derivations of the weight vectors 
for PCA and PLS, algorithm for Sliced Inverse Regression (SIR), the Kaplan-Meier 
and Nelson-Aalen estimators for the survival function, and the distribution of the 
errors in the Accelerated Failure Time (AFT) model. 
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Chapter 1 
DNA Microarray 
Traditional methods in molecular biology usually work on a "one gene one experiment" 
basis, which limits the throughput and the understanding of gene functions (Shi [92]). 
A relatively new technology, called DNA microarray, allows researchers to monitor 
thousands of genes simultaneously in a single experiment, and thus, helps researchers 
have a better understanding of the interactions among the genes. There are two 
major applications for DNA microarray technology: the first is the identification of 
gene sequences (for example, identification of sequence changes in a genetic mutation), 
and the second is the determination of expression level or abundance of genes (Shi 
[92]). Therefore, microarray technology definitely has an impact in many fields such 
as cancer and toxicological research, and drug study and design. However, as data 
from microarray experiments accumulates, it is essential to develop better statistical 
methods and models for their analysis. 
This chapter describes the DNA Microarray technology. In particular, two such 
technologies, the oligonucleotide microarray and the cDNA microarray, are discussed. 
Applications and challenges of the microarray technology are provided. 
1.1 DNA Microarray 
A DNA microarray consists of an orderly arrangement of DNA fragments representing 
the genes of an organism (Coe and Antler [25]). A microarray experiment is often 
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created by use of robotics to deposit the sample on microplates or standard blotting 
membranes. Microarrays often contain over 30,000 sample probes or spots, and these 
probes are typically less than 200 microns in diameter (Coe and Antler [25], Shi [92]). 
The underlying principle of DNA microarray is hybridization or base-pairing, in which 
DNA nucleotide bases will hybridize with certain other DNA nucleotide bases. When 
the DNA microarray is immersed in a cellular sample, the messenger RNA (mRNA) 
within the cells, which is important in the process of protein synthesis, will hybridize 
to complementary strands of DNA contained in the microarray (Kharal [58]). Using 
fluorescent labeling, the labeled mRNA that hybridizes with DNA fragments on the 
microarray will be identifiable as glowing spots on the microarray, while the mRNA 
that does not hybridize will be invisible (Coe and Antler [25]). Thus, microarrays are 
used to measure the mRNA expression. 
Two main types of microarray technology are predominant: oligonucleotide 
(Affymetrix) and cDNA microarrays. The goal of any microarray technology is to 
derive an expression level, quantified by a scalar value, of each gene. High expression 
levels indicate high amount of genetic activity for a gene, and low expression levels 
indicate low genetic activity for a gene (Kharal [58]). Each microarray technology 
uses the same principle of measuring the presence of mRNA contained in the cells 
of the sample. The oligonucleotide microarrays and cDNA microarrays are discussed 
next, and the applications and challenges of microarrays will be presented in detail 
in the following subsections. 
1.1.1 O ligonucleot ide Arrays 
Oligonucleotide arrays are trademarked as GeneChip by Affymetrix (Coe and Antler 
[25]). The probe or spot location is indicative of the gene identity on the GeneChip. 
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Within each probe, there are millions of copies of the DNA fragment, and there are 
up to 20 probe pairs for each gene (Dudoit et al. [34]). The probes are selected so 
that the cross-hybridization with other DNA fragments is minimized. One way to 
achieve this is to pair multiple probes that work (meaning that the nucleotide bases 
hybridize correctly) with those that do not work correctly. This setup is known as 
Perfect Match (PM) and Mismatch (MM) probe-pairing. The MM probe is identical 
to the PM probe except in a single mismatch in the central position of the oligo (short 
DNA subsequence) (Harr and Schlotterer [45]), and serves as a measure of the degree 
of cross-hybridization or non-specific binding of the mRNA. An example of PM/MM 
design is shown below: 
Reference sequence: AATGGGTCAGAAGGACTCCTATGT 
P M : T T A C C C A G T C T T C C T G A G G A T A C A 
MM: TTACCCAGTCTTGCTGAGGATACA 
The microarray is immersed in a cellular sample, from which the fluorescently labeled 
mRNA will hybridize to the DNA fragments on the array. The mRNA is not measured 
directly from the sample. Rather, the mRNA is initially fluorescently labelled a 
specific color so that if hybridization occurs, a glowing spot on the array is seen. 
If hybridization does not occur, then the mRNA washes off the array slide. The 
level of genetic expression is assessed by the amount of mRNA produced. A bright 
glowing spot on the array indicates an abundant expression level, and black or light 
color in the array spot indicates an inactive gene in the sample (Kharal [58]). Since 
the fluorescence strength or intensity in each probe indicates the amount of genetic 
expression, this intensity measure is scanned and transformed into a numerical value. 
Since each gene is represented by more than one probes, the expression level for each 
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gene is its total expression levels across all the probes (Kharal [58]). A typical picture 
of an oligonucleotide microarray is shown in Figure 1.1. 
1.1.2 c D N A Arrays 
A cDNA array is a different technology from oligonucleotide array, but the same 
principle of hybridization is employed in both technologies. In cDNA arrays, the 
probes are larger pieces of DNA that are complementary to the genes of interest (Coe 
and Antler [25]). An experiment using cDNA array involves preparing two samples: 
one is a control sample and the other is an experimental sample, as illustrated in 
Figure 1.2. The mRNA is extracted from both samples, control and experimental, 
and is converted into complementary DNA (cDNA). The cDNA is labeled with a 
fluorescent dye. The two samples are then mixed together and hybridized to the array, 
and the differences in gene expression levels are revealed by the fluorescent patterns 
on the array (Coe and Antler [25]). For example, a green fluorescent dye can be 
used to label the control sample, and a red fluorescent dye to label the experimental 
sample. Since the samples are mixed together, they would compete against one 
another in binding to the probes on the array, in which the sample containing more 
gene expression for a particular probe will win out. So, if there is more mRNA in 
the control than in the experimental sample, then there will be more mRNA in the 
control binding to the array, and thus, the probe on the array will fluoresce green. If 
there is more mRNA in the experimental sample than in the control, the reverse is 
observed, and the probe on the array will fluoresce red. If there is the same amount 
of mRNA transcripts in both samples, then the dyes will cancel each other out, and 
the probe will fluoresce yellow. 
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Figure 1.1 : Oligonucleotide Microarray. This figure was taken from [98] 
Figure 1.2 : cDNA Microarray. This figure was taken from [2] 
1.1.3 Applications and Challenges of Microarrays 
Because microarrays contain samples of a large number of genes, they allow re-
searchers to monitor thousands of genes simultaneously in a single experiment. Thus, 
they can be used to study gene expression levels in a single sample, or to compare gene 
expression levels in two different samples such as in comparing healthy and diseased 
tissue samples. Also, researchers are able to study the functions of new genes based 
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on similarities in the expression patterns with those of known genes. Furthermore, 
microarrays allow researchers to study the inter-relationships among the genes, and 
aid in the identification of the gene involved in the development of various diseases 
(ncbi website [77]). Identification of a diseased gene is beneficial since researchers 
can target them for therapy, determine a person's risk of developing the disease, and 
gain insight into the seriousness of the disease (Coe and Antler [25]). For instance, in 
cancer research, microarrays allow the rapid identification of which genes are turned 
on and off in tumor development, and thus, researchers can target these genes for 
therapy. Therefore, microarray technology is applicable to many fields such as cancer 
and toxicological research, gene therapy, and drug study and design. 
There are unique challenges that microarrays pose for researchers despite their 
great benefits. A typical microarray dataset contains thousands of covariates cor-
responding to the expression of the genes, which far exceed the number of cases, 
which is only in the order of hundreds. Existing statistical methods such as the 
commonly used linear regression model and survival analysis require less covariates 
than cases. Also, having so many covariates relative to so few samples (cases) creates 
a high likelihood of finding false positives that are due to chance - both in finding 
differentially expressed genes, and in building predictive models (Piatetsky-Shapiro 
and Tamayo [86]). The large microarray datasets mandate the application of so-
phisticated computer algorithms and invite numerous views on the interpretations of 
biological meaning (Petricoin et al. [85]). Furthermore, the gene expressions are often 
highly correlated, which makes the analysis even more difficult. Also, there is a lack 
of evidence supporting the reproducibility, reliability, precision and accuracy of data 
derived from global gene expression technologies applied across platforms to identical 
samples (Petricoin et al. [85]). Furthermore, the variation in microarray technology, 
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such as the fact that the dye balance, with probe intensity and with spatial position 
on the array, needs to be adjusted or normalized (Smyth and Speed [93]). 
As mentioned in the Introduction, one approach to cope with the high dimen-
sionality of the microarray dataset is to employ a two-stage procedure: first apply 
dimension reduction methods to the microarray dataset to obtain a reduced data 
matrix, and then apply regression models to the reduced data matrix. A literature 
review of the leading dimension reduction methods is provided in the next chapter. 
The regression models that handle the censoring information such as the Cox Pro-
portional Hazards and the Accelerated Failure Time models are discussed in chapter 
4. 
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Chapter 2 
Literature Review of Dimension Reduction Methods 
Due to the high dimensionality of the microarray data, one needs to employ dimen-
sion reduction methods to the data matrix before carrying out any statistical analysis. 
This work focuses on linear dimension reduction methods. This chapter describes sev-
eral leading methods in the literature: Principal Component Analysis (PCA), Partial 
Least Squares (PLS), modified versions of PLS that incorporate the censoring infor-
mation, Univariate Selection (UNIV), Supervised Principal Component Regression 
(SPCR), Correlation Principal Component Regression (CPCR), and Sliced Inverse 
Regression (SIR). Chapter 3 discusses the dimension reduction method of Random 
Projection (RP), and its motivation, the Johnson-Lindenstrauss (JL) theorem. Im-
provements to the bounds of the reduced dimension obtained from the JL Lemma 
are provided in this section. Chapter 4 presents a variant of PLS, denoted by Rank-
based Modified PLS (RMPLS), that is insensitive to outlying observations in both 
the response and the covariates. Also, the derivation of the weight vectors of RMPLS 
as solution to an optimization problem is provided. Results from a simulation study 
and real datasets indicate that RMPLS works well in the presence of outliers in the 
response and is comparable to MPLS and PCA in the absence of outliers. 
We begin this chapter with the goals of using dimension reduction methods. 
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2.1 Goals of Dimension Reduction 
The goal of reducing the high dimensionality of microarray data is to transform the 
large number (p) of original gene expression levels to a smaller number ( i « n « p) 
of linear combinations of gene expression levels. Linear dimension reduction meth-
ods involve creating a set of orthogonal linear combinations of the original data and 
then selecting a subset of these based on some criteria associated with the abil-
ity of the elements of this subset to predict the response (Nguyen and Rojo [81]). 
Dimension reduction is grouped into two strategies: feature selection and feature 
extraction (Van Wieringen et al. [95]). Feature selection selects the best possible 
subset of the gene expression dataset in order to preserve the interpretability of the 
original data. Feature extraction transforms the high-dimensional original data to 
a low-dimensional data space such that the new features are a linear or nonlinear 
transformation of the original features, and this transformation seeks to retain most 
of the relevant information in the original data. Although feature extraction may 
improve prediction accuracy, it may lack a clear physical interpretation. Also, fea-
ture selection is indeed a special case of feature extraction. Dimension reduction 
strategies are further characterized by univariate versus multivariate approaches, and 
supervised versus unsupervised approaches (Van Wieringen et al. [95]). Univariate 
approaches consider each individual gene separately, while multivariate approaches 
consider the correlation among the genes. Supervised approaches consider the re-
sponse (survival) information, while unsupervised approaches completely ignore the 
response in the dimension reduction. This chapter describes several leading meth-
ods in the literature that are supervised (for example, PLS), unsupervised (PCA), 
univariate (UNIV), multivariate (PCA, PLS), feature extraction (PCA, PLS), and 
feature selection (UNIV). 
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Next, we set forth the notation used throughout this work. 
2.1.1 Notation 
Let X be the TV x p matrix of centered gene expression values (i.e., the p columns 
of X are centered by subtracting the corresponding column mean from the column 
entries), where TV is the number of cases (patients), and p is the number of genes and 
N p. Let y be the TV x 1 vector of true survival times, c be the TV x 1 vector of 
right-censoring times, and let y and c be independent. The observed data consists 
of the data matrix X, the survival times Ti — min^iji, Cj), and censoring indicators 
Si = I(jji < Ci) for i — 1 , . . . , TV (Si = 0 if censoring occurs, and Si = 1 if the true 
survival time is observed). 
Also, the following notation is adopted throughout this work. For matrix A and 
column vector a, denote by AT and aT the transpose of matrix A and vector a, 
respectively. 
We now describe the dimension reduction techniques. 
2.2 Principal Component Analysis (PCA) 
PCA is a well-known dimension reduction technique that involves transforming the 
original high dimensional set of (possibly correlated) gene expression levels to a re-
duced set of uncorrelated (orthogonal) gene components (principal components). The 
Principal Components (PCs) can be obtained through the the spectral decomposition 
of the sample covariance matrix, which equals S = jr~[XTX because X is centered. 
Since S is symmetric, it can be diagonalized by the orthogonal matrix of its eigen-
vectors, 
s = vAyT 
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where the N x N matrix A = diag(Ai > • • • > Ajv) and (Xk)^=1 represent the eigen-
values of S in descending order, and the columns of the p x N orthogonal matrix 
V = (vi,... ,vn) are the corresponding eigenvectors that provide the weights for the 
linear combinations. Since the weight vectors, wk = vk, are constructed such that 
they are unit vectors, w^wk = 1, the proportion of the variation explained by the kth 
PC is Ak/p, the cumulative proportion for the first k PCs is i^/P-> a n d the total 
variation explained by all the N PCs is Xlili ^ = P- Since Ai > • • • > Ajv, and the 
first few A's are large, the PCs are linear combinations of the original gene expression 
levels such that the first few PCs explain most of the variation in the original data. 
Mathematically, the weight vectors of PCA are constructed sequentially by max-
imizing the variance of the linear combinations of the gene expression levels (covari-
ates) such that these linear combinations are uncorrelated, 
wk = arg max V a r ( X w ) = arg max(A^ — l)~~1wTXTXw 
WTW=1 WTW=1 
subject to the constraint m[XTXwj = 0 for all 1 < j < k, where k = 1 , . . . , min(N,p). 
The kth Principal Component (PC) is xk = Xwk. The orthogonal constraint in 
the optimization criterion ensures that the PC's are orthogonal or uncorrelated, i.e. 
Cov(Xwk, Xwj) = 0 for k ^ j. Geometrically, the PCs represent a new coordinate 
system obtained by rotating the original coordinate system, in such a way that the 
new axes represent the directions of maximum variability in the original data, and 
are ordered in terms of the amount of variation of the original data they account for 
(Dai et al. [27]). This is illustrated in Figure 2.1 with data in two dimensions. We 
should note that the construction of the PC's does not involve the response, and thus, 
the components with the highest variation explained (the largest eigenvalues A's) are 
not necessarily predictive of the response in a multivariate regression model. Details 
on the method of PCA can be found in Joliffe [53] and Mardia [72], Detail of the 
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eigenvalue (spectral) decomposition of PCA is provided in Appendix A. 
Figure 2.1 : Principal Component Analysis: a simple example. The data are in two 
dimensions. The first Principal Component (PC) is labeled U, and the second PC 
(labeled V") is orthogonal to the first PC. This figure was taken from [76]. 
X 
The number of PCs, k, is often chosen by cross-validation with a certain opti-
mization criterion such as minimizing the mean squared error of prediction. Another 
approach is to select the first k PCs that explain a certain percentage of total varia-
tion explained in the original data. This approach relies on the fact that the first few 
PCs capture most of the variation explained in the original data, and thus, the rest 
of the PCs can be ignored without losing much of the information contained in the 
original data. Other approaches include the Kaiser's criterion [55] which excludes the 
PCs whose eigenvalues are less than the average, and Cattell's scree graph [23] which 
examines the percentage of variation explained by each PC. The latter approach is 
a good visual tool to assess the contribution in terms of variation explained of each 
PC. 
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2.3 Univariate Selection (UNIV) 
The method of Univariate Selection (UNIV) fits a univariate regression model of y 
against each of the genes, and obtains a p—value from the test of the null hypothesis 
f3- = 0 versus the alternative (3) ^ 0 (Bovelstad et al. [18]). The genes are then ranked 
according to increasing p—values, and the top-ranked k genes are selected, where k 
is either fixed or selected by cross validation. This work uses the Cox and AFT 
models as the regression model. Unlike PCA, UNIV ignores the correlation among 
the covariates, which may cause many of the selected covariates to have insignificant 
p—values in the multivariate regression model (Van Wieringen et al. [95]). 
2.4 Supervised Principal Component Regression (SPCR) 
One major drawback of PCA is that the method completely ignores the response in 
its construction of the components. Bair and Tibshirani [8, 9] proposed a variant of 
PCA, which they called Supervised Principal Component Regression (SPCR). This 
method employs univariate selection (UNIV) to pick out a subset of the original gene 
expressions that are correlated with the response, and then applies PCA to that 
subset. One criterion to select the subset of genes is to obtain the XSPCR percent of 
the top ranked genes according to the p-values from UNIV. 
2.5 Correlation Principal Component Regression (CPCR) 
Sun [94] proposed a variant of SPCR, called Correlation Principal Component Regres-
sion (CPCR). The first step to CPCR is to do principal component analysis (PCA) 
on the gene expression data matrix X, but retaining all k = min(p, N) principal com-
ponents. In the context of regression, the second step to CPCR involves regressing 
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the response variable y on each of the k PC's, and select kY < k PCs that have the 
highest correlations with the response y (Sun [94]). Similar to SPCR, CPCR takes 
into account the response variable, while PCA does not. 
The response variable is usually censored, and hence, the correlation between the 
censored response and the PC's cannot be computed. A variant of CPCR is proposed 
by Zhao and Sun [100] to incorporate the censoring. The first step involves the 
construction of all the k PC's, and the second step is to obtain the PC's, denoted 
by X* = ... ,xl ), ordered from smallest to largest based on the p-values of the 
coefficients in the Cox or AFT models when regressing the censored y on the PCs 
individually. 
2.6 Sliced Inverse Regression (SIR) 
Conventional regression models estimate the forward regression function E(y\X), 
which is a p-dimensional surface and difficult to estimate when p N. Sliced Inverse 
Regression (SIR), first proposed by Li [67], focuses on the inverse regression function 
E(X\y), which consists of p one-dimensional regressions, and is easier to estimate. 
Since the response y (survival times) is continuous, SIR first replaces y by its discrete 
version, denoted by y, which is constructed by slicing the range of y onto H intervals. 
One way to partition y is by its quantiles, so that the number of cases in each slice 
is not too small. Within each of the H slices, a p-dimensional vector of the mean of 
X is obtained, i.e. X\yh, for h = 1 , . . . , H, and yh corresponds to the cases of the 
response y in slice h. The projection vectors Vk are then obtained through the general 
eigenvalue decomposition of the sample covariance matrix of X\yn, denoted by Sx\Vh 
where h = 1 , . . . , H, with respect to the sample covariance matrix of X, denoted by 
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Sx• In other words, the eigenvalue decomposition is given as 
Sx\yhvk = ^kSxVk 
subject to the constraints vkSxVk = 1- Here, is the kth eigenvalue of S]c1Sx\yh in 
descending order, and the is the corresponding eigenvector. 
The kth SIR component is = Xvk. SIR does not require any traditional as-
sumption on the distribution of y\X, so any model can be applied in the analysis. 
Also, SIR incorporates the response (survival times) in conjunction with gene expres-
sion data (covariates). Details on SIR can be found in Li [67], Li et al. [68], Li and 
Li [69], and Dai et al. [27], 
Since SIR is designed for an uncensored response, the method cannot be ap-
plied directly to censored survival data. Li, Wang, and Chen [68] proposed a double 
slicing procedure to bypass this censoring problem. The approach first partitions the 
response y into a censored part and an uncensored part. The slicing is done within 
those two parts separately, but the two parts are combined for the final eigenvalue 
decomposition. Li and Li [69] pointed out that the implementation of SIR requires the 
sample covariance matrix Sx to be non-singular. However, the gene expression data 
matrix is of dimension N x p, where N < p, which causes Sx to be singular. They 
propose to first reduce the dimension of p to k, where k < N <C p, via a dimension 
reduction method such as PCA or PLS, and then apply SIR to these k components. 
In this work, Li and Li's approach is adopted in the simulations. The algorithm to 
compute the sample SIR weights with a censored response is provided in Appendix 
A. 
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2.7 Partial Least Squares (PLS) 
Herman Wold [99] introduced the method of Partial Least Squares (PLS), which 
gained popularity in the field of econometrics, and later in chemometrics and sensory 
evaluation (Geladi [40]). The PLS weights are obtained sequentially by maximizing 
the covariance between the linear combinations of the original covariates X and the 
response y, 
wk = arg max C o v ( X w , y) = arg max(iV — 1 )~1wTXTy (2-7.1) 
WTW=1 WTW=l 
subject to the constraint wlXTXwj = 0 for all 1 < j < k, where k = 1 , . . . , min(N,p), 
as in PCA. Here, the wk's are the column vectors of the weight matrix W, and are 
defined so that the squared sample covariance between the response y and the scores 
components, is maximal under the condition that the scores components are 
mutually uncorrelated (Boulesteix and Strimmer [17]). In other words, PLS seeks 
directions that have high covariance with the response. Since PLS uses the response 
y to construct its directions (PLS components), Nguyen and Rocke [79] pointed out 
that PLS weights are non-linear functions of both the covariates and the response 
variable, rather than just the covariates as in PCA. Hence, the construction of each 
of the PLS components takes into account the weight of the covariates on y, i.e. the 
strength of the covariates' univariate effect on y (Hastie et al. [46]). The kth PLS 
component is obtained as xk = Xwk. The derivation of PLS as an eigenvalue problem 
is provided in Appendix A. 
Algorithms to compute the weight vectors, wk s, are given in De Jong [31], Denham 
[33], Hoskuldsson [48], and Martens and Naes [73]. A good review of the different 
methods of PLS is given in Boulesteix and Strimmer [17]. The simulations provided 
in this work uses the orthogonal scores algorithm of Martens and Naes [73]. The 
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algorithm is given below: 
1. The p columns of X and vector y are standardized (mean 0 and variance 1). 
2. Let w = XTy\ define the weight vector w as w = 
3. Let t = Xw, define the scores vector t as t = 
4. Find qi = yTt, and q2 = XTt. 
5. Deflate X and y: X = X - tq% = (IN - ttT)X and y = y - tq[ = (IN ~ ttT)y, 
where IN is the N x N identity matrix. 
The k weight vectors are obtained sequentially by repeating the algorithm. 
The PLS objective criterion (2.7.1) takes into account the response variable, while 
PCA does not. For this reason, PLS is termed a supervised method while PCA is an 
unsupervised method. However, PLS does not incorporate the censoring information, 
which induces bias in the estimates. Improvements to this approach were proposed by 
combining the construction of PLS components and the Cox regression, and hence, 
incorporating censoring into the construction of PLS components. Park, Tian and 
Kohane [84] reformulated the Cox model as a standard Poisson regression model and 
derived the PLS components from the formulation of PLS for the generalized linear 
models. The equivalence of the Poisson model and the Cox model was shown in 
Whitehead [97], and the formulation of the PLS for the generalized linear models 
was shown in Marx [74]. However, Park's algorithm may fail to converge when the 
number of covariates is large (Gui and Li [42]). Gui and Li [42] proposed the Partial 
Cox Regression (PCR), which involves the construction of predictive components by 
repeated least square fitting of residuals and Cox regression fitting. These components 
can then be used in the Cox model. 
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Nguyen and Rocke [79] proposed a modification of the PLS approach, denoted by 
Modified Partial Least Squares (MPLS), which modifies the PLS weights in the di-
mension reduction step by use of the Cox regression to incorporate censoring. Datta 
et. al. [30] applied three nonparametric approaches to incorporate right-censoring in 
the PLS method in the context of a linear regression model: reweighting, mean im-
putation and multiple imputation. The approaches of mean imputation and multiple 
imputation perform relatively the same. Thus, only reweighting and mean imputa-
tion are discussed in detail in this work. Nguyen and Rocke's MPLS is discussed in 
the next subsection. 
2.7.1 Modified Partial Least Squares (MPLS) 
Nguyen and Rocke showed that the PLS weights (2.7.1) can be expressed as, 
N 
i=i 
where Vi s are the ith eigenvectors of XTX. Closed form expressions for the constants 
Oik are given in Nguyen and Rocke [79]. As pointed out by Nguyen and Rocke, the 
scalars depend on the response y only through the dot product a; = ujy, where u^s 
are the eigenvectors of X X T [79]. The estimated slope coefficient of the simple linear 
regression of y on Ui is T/'M,/(uju l), and if the gene expression matrix is centered, 
then u j u i = 1. Hence, the dot product aj is also the slope coefficient in the simple 
regression of y on u^. Since the response is censored, it is sensible to replace this 
dot product by the slope coefficient obtained from the univariate Cox regression of y 
on Ui. When the AFT model is used instead of the Cox model in the second stage, 
we propose to replace a, by the slope coefficient obtained from the univariate AFT 
regression of y on Ui (see Nguyen and Rojo [82] for the details of MPLS under the 
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AFT model). We denote these methods by Modified Partial Least Squares (MPLS). 
2.7.2 Partial Least Squares with Right-Censored Responses in Linear Re-
gression 
Datta [30] considered three approaches to handle right-censored responses in the 
Accelerated Failure Time (AFT) model: reweighting, mean imputation, and mul-
tiple imputation. They incorporated these three approaches with PLS. Since the 
approaches of mean imputation and multiple imputation perform relatively the same, 
only the reweighting and mean imputation are discussed below. 
1) Reweighting (RMPLS) (or Inverse Probability of Censoring Weighted) : 
Assuming that the true survival time y is independent of censoring time c given the 
covariates, the Kaplan-Meier estimator can be used to estimate Sc(t), the survival 
function of the censoring time c, as follows 
Sc(t) = U 1 - f , (2-7-2) 
u<t L 
where ti < • • • < tm are the distinct ordered censored times, q is the number of 
censored observations at time ti, and iVj is the number of individuals at risk prior to 
time ti. Under this method, the censored response is replaced with 0, but the uncen-
sored response is reweighted by the inverse of the probability that it corresponds to 
a censored observation. In other words, let & = 0 for Si = 0 and iji = Ti/Sc(Ti—) for 
Si = 1, where Tj = mm(?/j,c,), and — denotes the left limit. PLS is then used with y 
and X. This method is denoted by RWPLS. 
2) Mean Imputation (MIPLS): Under this scheme, the uncensored response 
Ti is kept, but the censored Tj is replaced by its expected value given that the true 
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survival time yi exceeding the censoring time Cj. This conditional expectation can be 
estimated by the Kaplan-Meier curve, 
. E,,>c?: tAS(t3) 
Vi S{c%) 
where tj are the ordered death times, A S ( t j ) is the jump size of S at tj, and S is 
the Kaplan-Meier estimator of the survival function of y with the roles of 5 and 1 — 5 
switched in Eq. (2.7.2). Under this method, we let yi = yi if 5{ = 1 and = y* if 
8i = 0. As in the case of reweighted PLS, the usual PLS method is used with y and 
X. This approach is denoted by MIPLS. 
In the next chapter, the dimension reduction of Random Projection (RP), and its 
motivation, the Johnson-Lindenstrauss (JL) Lemma are discussed. Improvements to 
the lower bound for k obtained from various versions of the JL Lemma are provided 
in this chapter. 
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Chapter 3 
Random Projection 
3.1 Introduction 
Among the various dimension reduction methods discussed in the literature, Random 
Projection (RP) has attracted a lot of attention lately. RP is a computationally-simple 
method of dimension reduction whereby the original p-dimensional data matrix X is 
projected onto a A;-dimensional subspace by multiplying the N x p data matrix X by 
a p x k random projection matrix I\ In matrix notation, 
x = xr 
where X is N x p data matrix, r is a p x k random projection matrix, and X is the 
resulting N x k matrix consisting of the projected points onto a lower k—dimensional 
subspace. Orthogonality of the projection matrix preserves similarities, e.g. the 
inner product or the Euclidean distance, of the original vectors when projected to 
the low-dimensional space. Although the random matrix T is not orthogonal, the loss 
of information is minimal because the orthogonality property is achieved with high 
probability in high-dimensional space (Achlioptas [3], Goel et al. [41], Hecht-Nielsen 
[47]). 
Random Projection methods (RP) have been used in numerous areas of research. 
In the area of nearest-neighbor queries, Kleiberg [60] developed a new approach to the 
nearest-neighbor problem by combining randomly chosen one-dimensional projections 
of the underlying data. Indyk and Motwani [50] used RP to solve the nearest-neighbor 
27 
problem in high dimensions. In the area of machine learning, Arriaga and Vempala 
[7] used RP to build a model of robust concept learning. Dasgupta [29] combined 
RP with Expectation-Maximization algorithm to cluster Gaussian mixture models 
in high dimensions. Fern and Brodley [37] used RP in a cluster ensemble approach. 
Candes and Tao [22] used RP to recover discrete signals as sparse superposition 
of sinusoids. Deegalla and Bostrum [32] combined RP with the nearest-neighbor 
classifier for image and microarray data. In the area of organizing text and audio 
documents and image data, Kaski [57] and Kohonen et al. [61] combined RP with 
self-organizing maps (SOM) to organize text documents. Papadimitriou et al. [83] 
combined RP with latent semantic indexing (LSI) to classify documents. Kurimo [62], 
in a similar approach, combined RP with LSI to index audio documents. Bingham 
and Manilla [16] applied RP in the processing of images, and information retrieval in 
text documents. In the area of object and face recognition, Goel et al. [41] applied 
RP to face recognition experiments. Li et al. [71] combined RP with EM algorithm to 
classify objects based on their geometric appearance. In the area of gene expression 
clustering, Bertoni and Valentini [12, 13, 14] combined RP with clustering algorithms 
to cluster gene expression data. 
A good overview on the use of RP is given in Bingham and Mannila [16], and 
Goel et al. [41]. Unlike several other dimension reduction methods, RP does not ob-
tain a low-dimensional subspace using a certain optimization criteria. For example, 
Principal Component Analysis (PCA) finds the set of directions sequentially by max-
imizing the variance of the linear combination of the covariates such that these linear 
combinations are orthogonal. Furthermore, the performance of RP is comparable to 
PCA in terms of the average difference of the pairwise Euclidean distances among the 
points in the projected space and the pairwise Euclidean distances among the points 
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in the original space for text and image data (Bingham and Mannila [16]), in terms 
of clustering accuracy for learning mixture of Gaussians (Dasgupta [29]), in terms of 
classification accuracy for machine learning experiments (Fradkin and Madigan [38]), 
in terms of nearest neighbor classification accuracy for image data and microarray 
data (Deegalla and Bostrum [32]), and in terms of recognition accuracy for face recog-
nition experiments (Goel et al. [41]). Moreover, RP is faster to compute than PCA 
when the dimension of the data is high since the eigenvalue decomposition of the co-
variance data matrix in PCA is computationally expensive. The computing cost for 
PCA is 0(Np2) + 0(p3), while that of RP is 0(k2p) when the entries to the random 
matrix are independent and identically distributed (i.i.d.) standard Gaussians, and 
0(kp) when the entries are of Achlioptas type (3.1.1) (Bingham and Mannila [16], 
Goel et al. [41], Li et al. [70]). 
The main motivation for Random Projection (RP) is the Johnson-Lindenstrauss 
Lemma (1984), which states that a set of N points in p—dimensional Euclidean space 
can be mapped down onto a k = 0(hiN/e2) dimensional Euclidean space such that 
the pairwise distance between any two points is preserved within a factor of (1 ± e) 
for any 0 < e < 1. The distance measure used in the JL Lemma is the Euclidean 
distance. In the original proof of the JL Lemma, Johnson and Lindenstrauss [54] 
show that such a mapping is provided by a random orthogonal projection. However, 
the form of the random projection matrix is not specified. Frankl and Maehara [39] 
simplified the original proof of Johnson and Lindenstrauss using geometric techniques, 
and provided an improvement on the lower bound for k, i.e. k > [ ^ z ^ r ] + 1- Indyk 
and Motwani [50] simplified the proof of the JL Lemma using i.i.d. standard Gaussian 
entries for the random matrix T. Also, using a Gaussian random matrix, Dasgupta 
and Gupta [28] further simplified the proof with elementary probabilistic techniques 
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based on moment generating functions, and improved on the lower bound for k to be 
L. ^ 24 In AT 
^ - 3e2—2e3 ' 
Instead of improving the lower bound for k, several papers in the literature focus 
on improving the computational time of the Random Projections. Achlioptas [3] 
proposed two simpler distributions for the entries of the random projection matrix T 
as alternatives to using the standard Gaussian distribution: 
Tij ~ 
+1 with prob. 1/2 
-1 with prob. 1/2 
(3.1.1) 
or 
Tij = V3 
+1 with prob. 1/6 
0 with prob. 2/3 (3-1-2) 
— 1 with prob. 1/6 
Using a random projection matrix T consisting of entries r^ 's drawn from distribution 
given in (3.1.2), some sparsity is attained since most of the entries of T are 0. An 
advantage of using the distributions given in (3.1.1) and (3.1.2) as entries to F over 
the choice when the entries are standard Gaussians is in the computational savings. 
The entries r^ 's of the random matrix defined through (3.1.1) and (3.1.2) can be 
generalized as follows: 
'ij = VQ< 
+1 with prob. 
Zq 
0 with prob. 1 
-1 with prob. ~ 
(3.1.3) 
Thus, q = 1 yields (3.1.1), and q = 3 yields (3.1.2). Furthermore, using q » 3 (e.g. 
q = y/p or q = j ^ ) can significantly speed up the computation (Li et al. [70]) since the 
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random matrix T is very sparse. Arriaga and Vempala [7] obtained a slightly worse 
bound than that of Dasgupta and Gupta with either a Gaussian random matrix or 
a random matrix consisting of entries drawn from the Uniform(—1,1) distribution. 
Ailon and Chazelle [4] extended the idea of using sparse random matrices with a 
randomized Fourier transform to speed up the RP. Ailon and Liberty [5, 6] improved 
on the algorithm of Ailon and Chazelle by combining randomized block diagonal 
matrix with a 4-wise independent deterministic code matrix, and combining tensor 
products and Lean Walsh Transform with any deterministic matrix. Matousek [75] 
provided a version of the JL Lemma that allows the entries of the random matrix 
T to be arbitrary independent random variables with zero mean, unit variance and 
subgaussian tail (see Matousek [75] for a discussion on the variants of the JL Lemma). 
All these improvements on the time needed to obtain the random projection, however, 
do not improve on the lower bound for k. 
We adopt the following notation to use throughout this work. Denote by (/>(.) 
and $(.) the standard Gaussian density and cumulative distribution functions, re-
spectively. Denote by L2-L2 RP the random projection that uses L2 distances in the 
space of points to be projected and L2 distances in the space of the projected points, 
and L2-L\ RP the random projection that uses L2 distances in the space of points to 
be projected and L\ distances in the space of the projected points. For x € Rp, let 
IMIi = E i= i a n d IMI2 = E L i ^ f -
The JL Lemma allows for the projection of N points in p—dimensional Euclidean 
space onto a k— dimensional Euclidean space, with k > j^fi^r, so that the pairwise 
distances are preserved within a factor of 1 ± e with high probability. Note that 
the JL Lemma deals with the L2-L2 Random Projection (RP). By working directly 
with the distributions of the random distances rather than resorting to the moment 
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generating function technique, an improvement on the lower bound for k is obtained. 
The additional reduction in dimension when compared to the bounds found in the 
literature, is at least 11%, and, in some cases, up to 34% additional reduction is 
achieved. Using the moment generating function technique, we further provide a lower 
bound for k for the L2-Lx RP. Comparison with the results obtained in the literature 
shows that the bound presented here provides an additional 36 — 40% reduction. 
In subsection 3.2, we describe the JL Lemma, and sketch the proof of Dasgupta 
and Gupta version of the JL Lemma. Subsection 3.3 provides improvements on the 
Dasgupta and Gupta lower bound for A; by 1) using the moment generating func-
tion technique and 2) working directly with the distribution function of the random 
Euclidean distances. Subsection 3.4 describes the JL Lemma for the L2 norm us-
ing Achlioptas-typed random matrices. Subsection 3.5 provides an alternate proof 
to the Achlioptas Theorem. Also, an improvement to the Achlioptas bound for the 
Rademacher random matrices is provided using the properties of the Rademacher 
random variable. In particular, we improve on the Achlioptas bound by using 1) Ho-
effding's Inequality, 2) Berry-Esseen Theorem, and 3) Pinelis Inequality. We further 
discuss the case for the asymmetric simple random matrices. Subsection 3.6 discusses 
the Li-Li random projection. Subsection 3.7 provides an improvement on the lower 
bound for k using the L2-Lx random projection with 1) Gaussian random matrices, 
and 2) Achlioptas-typed random matrices. Discussions are provided in section 3.8. 
Next, we discuss the Johnson-Lindenstrauss (JL) Lemma, and the Dasgupta and 
Gupta version of the JL Lemma from which the lower bound for k is obtained using 
the moment generating function (mgf) approach. 
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3.2 Johnson-Lindenstrauss Lemma (L2-L2 RP) 
In their pioneering work, Johnson and Lindenstrauss [54] provided the following result: 
Johnson-Lindenstrauss (JL) Lemma For any 0 < e < 1 and integer TV, let k be 
such that k = 0(lnTV/e2). For any set V of N points in Rp, there is a linear map 
/ : Rp —> Rfc such that for any u , v £ V , 
(1 - 6) ||u - v| |2 < ||f(u) - f(v)H2 < (1 + 6) ||u - v||2 . (3.2.1) 
Using a linear map / that is a random orthogonal projection, Johnson and Lin-
denstrauss [54] showed that with high probability, the event in (3.2.1) is obtained. 
However, an explicit construction of / is not provided, i.e. the form of the random 
projection matrix T is not specified. Indyk and Motwani [50] and Dasgupta and 
Gupta [28] gave an explicit form of the mapping / in their versions of the JL Lemma. 
The mapping is provided by / ( x ) = ^ x r , where the entries of the random matrix T 
are independent and identically distributed (i.i.d.) standard Gaussians, and X E K 
In a remarkable paper using only elementary probabilistic techniques, Dasgupta and 
Gupta [28] improved on the lower bound for k from the original JL Lemma as follows. 
Dasgupta and Gupta version of the JL Lemma: For any 0 < e < 1 and 
integer TV, let k be such that 
24 In TV" 
k ~ 3e2 - 2e3 ' 
Then for any set V of TV points in Rp, there is a linear map / : Rp —> Rfc such that 
for any u, v £ V, 
P [(1 - e) ||u - v| |2 < ||f(u) - f(v)| |2 < (1 + e) ||u - v||2] > 1 - A . (3.2.2) 
Let x = u — v. Since / is linear, the inequality in (3.2.2) is equivalent to 
P [||f(x)||2 > (1 + e) ||x||2] + P [||f(x)||2 < (1 - e) ||x||2] < ~ . (3.2.3) 
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The bound in (3.2.3) can be obtained by separately bounding the left- and right-
tail probabilities. That is, by finding / so that simultaneously, 
P [ | | f ( x ) | | 2 > ( l + 6)||x||2] < ± , 
and 
P [ | | f ( x ) | | 2 < ( l - e ) | | x | | 2 ] < ^ . 
The proof of Dasgupta and Gupta's version of the JL Lemma hinges on the use of 
standard Gaussians as entries to the random matrix T, and the moment generating 
function technique. The proof is sketched next, as this will set down the notation 
and facilitate the reading in subsequent sections. 
Sketch of the proof of Dasgupta and Gupta's version of the JL Lemma 
Let r be a random matrix of dimension p x k with entries r^ ~ iV(0,1) independent. 
For x g V, define / ( x ) = ^ x T , and y = V f c Q . Then V j = j g ~ iV(0,1) and 
Vj ~ Xi £7(||y||2) = k, where Tj is the jth column of T. 
Let cti = k( 1 + e), and a2 = k( 1 — e). Then the right-tail probability is bounded 
by 
P [ | | f ( x ) | | 2 > ( l + e) | |x| |2] = P [||y||2 > 
< E eA\y\\
2
 e~sai (Markov's Inequality, s > 0) 
= (e~ s { 1 + e )E{e s y 2^ k (i.i.d. y.) 
= e~sax (1 - 2s)~ k /2 , s G (0,1/2) . (3.2.4) 
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Similarly, the left-tail probability is bounded by 
P [ | | f ( x ) | | 2 < ( l - e ) | | x | | 2 ] = P[\\y\\2<a2] 
< ( e ' ^ E i e - ^ y , s > 0 
= eS Q 2(l + 2 s ) - k / 2 
< e " s a i ( l - 2s)~fc/2 , s G (0,1/2) , (3.2.5) 
where the inequality in (3.2.5) follows from the fact that es/(l + 2s) is decreasing in 
s e ( _ ! , ! ) , and hence s g l < sl j^tf l for s G (0,1/2). Thus, the bound for the left-
tail probability is the same as that for the right-tail probability. The tightest bound 
in (3.2.4), and hence in (3.2.5) also, is obtained by minimizing with respect to s. The 
minimizing s* = \ G (0,1/2). Since g(s) = e~s^+€\l - 2s) - 1 ' 2 , s G (0,1/2), is 
strictly convex, s* is the unique minimizer of (3.2.4). Plugging s* back into (3.2.4) 
yields 
P [ | | y | | 2 > a i ] < e z p ( - ^ ( e - l n ( l + e))) 
< exp(-±(3e2-2e3)) , (3.2.6) 
2 3 
where (3.2.6) is obtained after using the inequality ln(l + e) < e — y + y . 
The same bound is obtained for the left-tail probability. Thus, when 
k > then both P [ | | f ( x ) | | 2 > ( l + e)| |x| |2] and P [||f(x)||2 < (1 - e) ||x||2] 
are bounded above by l/N2. 
The results are given in terms of the probability that the distance between one 
pair of points is not substantially distorted when projected, and a lower bound on 
this probability was chosen as 1 — 2/N2. However, in most applications, the user 
is interested in simultaneously preserving distances among all pairs of distinct 
points selected from V. Thus, of interest is a lower bound on the probability of the 
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event 
{ f l ( l - ^ ) l | u - v | | 2 < | | f ( u ) - f ( v ) | | 2 < ( l + e ) | | u - v | | 2 } . (3.2.7) 
u,vGV u^ v 
Since the probability of this event is bounded below by 
1 - £ P [{(! - Hu - VH2 < Hf(u) - f(v)H2 < (1 + 0 ||u - v||2 }c] , 
u,vev 
u^ v 
where Ac denotes the complement of A, and since each term in the sum is less than 
2/N2, then the probability of the event in (3.2.7) is bounded from below by 1/N. It 
follows that to obtain a better lower bound for the probability of the event in (3.2.7) 
using the present techniques, a different bound for the probabilities of the event 
{ | | f ( u ) - f ( v ) | | 2 > (l + e ) | | u - v | | 2 } and { ||f(u) - f(v)| |2 < (1 - e) ||u - v||2 } 
must be selected. Thus, Achlioptas [3] introduces a parameter (3 > 0 so that for each 
pair u, v e V, 
P [(1 - e) (||u - v||2) < ||f(u) - f(v)| |2 < (1 + e) (||u - v||2)] > 1 - 2/iV2^. 
With this choice, the probability of the event in (3.2.7) is then seen to be bounded 
from below by 1 — 1/N13. The parameter (3 becomes a fine-tuning parameter that 
affects the probability of the event in (3.2.7). Taking the (3 > 0 into account, the new 
expression for the Dasgupta and Gupta bound is 
We will incorporate the parameter (3 in all the bounds presented in this work. 
Next, we provide improvements to the Dasgupta and Gupta lower bound for k by 
1) using the moment generating function (mgf) technique, and 2) working directly 
with the distribution of the random Euclidean distances. 
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3.3 Improvements on the Bound Provided by the Dasgupta 
and Gupta version of the JL Lemma. 
It is possible to improve on the bound obtained from Dasgupta and Gupta's version of 
the JL Lemma (Eq. (3.2.8)). Two improvements are discussed in this section. Using 
the moment generating function (mgf) technique, two approaches provide a modest 
improvement on the Dasgupta and Gupta bound. However, by working directly with 
the exact probability distribution of the random Euclidean distances rather than the 
mgf, we provide a significant improvement on the Dasgupta and Gupta bound. 
3.3.1 Improvement of the Dasgupta and Gupta bound using Moment 
Generating Function (mgf) Techniques 
JL mgf Approach 1 
In the proof of Dasgupta and Gupta's version of the JL Lemma, the right-tail proba-
bility is bounded above by (g(s)) k , where g(s) = e ^ ( 1 + e ) ( l - 2 s ) ' 1 / 2 , s G (0,1/2) (Eq. 
(3.2.4)). The same (g(s)) k is also used as an upper bound for the left-tail probability, 
and hence, the lower bound for k can be obtained by setting the minimized (g(s*))k 
less than or equal to 1/N2+/3. Note that the left-tail probability is bounded above by 
(h(s))k, where h(s) is strictly convex and takes the form h(s) = + 2s) - 1 /2 < 
g(s). Thus, one approach to improve on the lower bound for k is to find the minimized 
h(sD separately from g(s*), where s*h denotes the unique minimizer of h(s), and then 
set (g{s*))k + (h(s*h))k < 2/N2+l3 to obtain the lower bound for k numerically. 
It turns out that the minimizer s£ of h(s) is | ( j f^) G (0, and thus, h(s*h) = 
exp ( | (e + ln(l - e))). Setting (g(s*))k + (h{s*h))k < 2/N2^ yields 
exp (e - ln(l + e))) + exp Q (e + ln(l - e))) < . (3.3.1) 
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Thus, the lower bound for k can be obtained from Eq. (3.3.1) numerically. 
JL mgf Approach 2 
We examine jointly the sum of the tail probabilities instead of considering the tail 
probabilities separately as in the proof of Dasgupta and Gupta's version of the JL 
Lemma. Let B(s) = (g(s))k + (h(s))k be the sum of the intermediate bounds for the 
left- and right-tail probabilities, then B(s) is strictly convex since the sum of strictly 
convex functions is strictly convex. Denote by s*B the unique minimizer of B(s), then 
s*B(k) is the value of s that satisfies 
e2sfc / l - 2 s y + f c / 2 / 2 s ( l — e) + e \ = 1 
V1 + 2s y \ 2 s ( l + e) — ey 
Note that s*B(k) is a function of k. The lower bound for k is obtained numerically by 
finding the smallest integer k such that 
B(s*B(k)) < 2/N2+f3 . (3.3.2) 
Table 3.1 compares the lower bound for k for the L2-L2 distance using the moment 
generating function (mgf) technique: JL mgf Approach 1 (Eq. (3.3.1)), JL mgf 
Approach 2 (Eq. (3.3.2)), and Dasgupta and Gupta (DG) version of the JL Lemma. 
Approach 1 provides a larger improvement on the JL bound than Approach 2, but 
the improvement is rather modest. 
The Dasgupta and Gupta (DG) bound can be improved further by working directly 
with the exact probability distribution of the random Euclidean distances, as provided 
in the next subsection. 
38 
Table 3.1 : Comparison of the lower bounds for k for L2-L2 distance using moment 
generating function (mgf) technique: JL mgf Approach 1 (Eq. (3.3.1)), JL mgf 
Approach 2 (Eq. (3.3.2)), and Dasgupta and Gupta (DG) version of the JL Lemma. 
N(0,1) entries Eq. (3.3.1) Eq. (3.3.2) D G Bound 
N=50 e = .1,(3 = 1 4788 4956 5030 
6 = .3,/? = 1 588 592 653 
e = 2 6425 6547 6707 
e = •3, (3 = 2 795 797 870 
N=100 e = .1,(3 = 1 5656 5798 5921 
e = .3,(3 = 1 698 701 768 
e = .1,(3 = 2 7593 7689 7895 
e = .3,(3 = 2 943 944 1024 
N=500 e = .1,(3 = 1 7687 7782 7991 
e = .3,(3 = 1 954 955 1036 
e = X(3 = 2 10319 10371 10654 
e = .3,(3 = 2 1285 1285 1382 
N=1000 e = .1,(3 = 1 8566 8644 8882 
e = .3,(3 = 1 1065 1066 1152 
e = .1,0 = 2 11497 11536 11842 
e = .3,(3 = 2 1432 1432 1536 
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3.3.2 Improvement of the Dasgupta and Gupta Bound by Working Di-
rectly with the Distribution Function of the Random Euclidean 
Distances 
In this subsection, we provide an improvement to the bound obtained by the Dasgupta 
and Gupta's version of the JL Lemma by working directly with the exact probability 
distribution of the random Euclidean distances rather than the moment generating 
function technique. The following Lemma is key to proving the main result of this 
subsection. 
Lemma 3.1 Let k be an even integer, and 0 < e < 1. Let Ai = k(l + e)/2 and 
d = k/2. Then 
is a decreasing function in k. 
Proof of Lemma 3.1: Proving that g(k + 2, e) < g(k,e) is equivalent to proving 
that 
The lower bound for k can then be obtained from the following Theorem. 
Theorem 3.2 For any 0 < e < l ; / ? > 0 and integer N, let k be the smallest even 
integer satisfying g{k,e) < Nl+fS. Then, for any set V of N points in Rp ; there 
is a linear map f: Rp —> Rfc such that for all u, v £ V, 
Observe that ( l + ^ ) d < e , and thus, 
P [(1 - e) ||u - v||2 < ||f(u) - f(v)| |2 < (1 + e) | |u - v||2] > 1 
2 
AT2+/3 ' 
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The lower bound for k can be obtained numerically by finding the smallest even 
integer k satisfying the inequality g{k, e) < Nl+0. 
Next, we provide the proof of Theorem 3.2. 
Proof of Theorem 3.2: Recall the well-known Gamma-Poisson Relationship: 
Suppose X ~ Gamma(d,l), and Y ~ Poisson(x). Then we have P(X > x) = 
P(Y <d- 1). That is, 
roo -i d-1 y x 
J, m ^ y\ 
for d = 1, 2, 3, 
Since | |y||2 = Ylj=iVj ~ = Gamma(k/2,2), using Eq. (3.-3.3) with = 
k( 1 + e), and setting d = k/2, the right-tail probability can be written as, 
y=o y' 
and with a2 = k( 1 — e), the left-tail probability can be written as, 
~ (a2/2)y 
P(\\y\\2<a2) = e-^2Y1 V-y=d y 
We introduce the following Theorem, which is essential in establishing the bound 
for the tail probabilities. 
Theorem 3.3 Let d be a positive integer, 
a) Let 1 < d < Then, 
b) Let 0 < A2 < d. Then, 
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Proof of Theorem 3.3 Part a: Suppose 1 < d < Ax. Dividing both sides of (3.3.4) 
by ( x ^ d ) ((d-i)i) ' s e e n ^bat Eq. (3.3.4) is equivalent to 
(3.3.6) 
Ai \ Ai A2 A 
But 
d-1 (d-l)(d-2) (d-1)! /d-iV 
^ v^ti-1 I d 
— 2—/i—0 AI 
d 
(3.3.7) 
where (.3.3.7) is obtained from the finite geometric sum. 
The inequality in (3.3.6) follows immediately from (3.3.7). 
Proof of Theorem 3.3 Part b: Suppose 0 < A2 < d. Dividing both sides of (3.3.5) 
by ( j z a j ) ^ (3-3-5) is seen to be equivalent to 
d ~ X * X * ( i + + ^ + . . . W . (3.3.8) 
A2 d \ d +1 ( d + l ) ( d + 2) 
But, 
i + A2 + 3 + < + d + 1 {d + l)(d + 2)^---
< E £ o 
__ d 
d~ A2 
Thus, (3.3.8) follows immediately from (3.3.9). 
(3.3.9) 
Using Theorem 3.3, with Ai = « i / 2 = k( 1 + e)/2 and d = k/2, the right-tail 
probability is bounded as follows 
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For the left-tail probability, setting A2 = ck2/2 = fc(l — e)/2, it follows from 
Theorem 3.3 that 
For a given e, we can obtain the lower bound for k by numerically obtaining the 
smallest even integer k such that g(k, e) is less than or equal to l/iV2+/3. 
A numerical comparison of the bounds obtained from JL Lemma and Theorem 3.2 
is presented in Table 3.2. The exact solution method numerically finds the smallest 
integer k such that the sum of the tail probabilities, i.e. -P[||y||2 > Cki]+P[||y||2 < a.^, 
is less than or equal to 2/N2+l3. Note that the function 2 g(k, e) in Theorem 3.2 
provides an upper bound for the sum of the tail probabilities. From Table 3.2, we 
observe that the lower bound for k using our approach (Theorem 3.2) is very close 
to the lower bound for k using the exact solution method, and significantly improves 
on the lower bound for k given by Dasgupta and Gupta's version of the JL Lemma. 
The advantage provided by our approach is reflected in the additional percentage of 
dimension reduction of at least 11% in all cases considered. In some of the cases, 
we achieve a 34% additional reduction in dimension when compared to the Dasgupta 
where the last inequality follows since eAl A2 < ( ^ J . Note that the bound for the 
left-tail probability is the same as that for the right-tail probability. Thus, 
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and Gupta bound. Note that as N increases, the percentage of additional reduction 
provided by our approach on the Dasgupta and Gupta bound is reduced. 
We next discuss a version of the JL Lemma that uses a random matrix consisting 
of independent and identically distributed (i.i.d.) entries of Achlioptas-type as op-
posed to standard Gaussians. Achlioptas [3], using Achlioptas-typed random matrix, 
obtained the same lower bound for k as in the case of the Gaussian random matrix, 
while gaining a computational speedup in the time compared to the case of the Gaus-
sian random matrix. Section 3.5 provides improvements on the Achlioptas bound for 
the L2-L2 projection. 
3.4 JL Lemma for L2—norm with Achlioptas-typed Random 
Matrices 
Achlioptas [3] proposed the following theorem for the lower bound for k using a ran-
dom matrix consisting of i.i.d. entries drawn from the distribution provided in Eq. 
(3.4.1). 
Achlioptas Theorem. Let V be an arbitrary set of N points in Rp, represented 
as an N x p matrix X. Given e > 0, (5 > 0, , let k be an integer satisfying 
(24 + 12/3) In N 
" 3e2 — 2e® ' 
and let T be a p x k random matrix with i.i.d entries rl} from the following probability 
distribution: 
/ 
+1 with prob. l/(2q) 
Tij = y/q 0 with prob. 1-1/q C3-4-1) 
- 1 with prob. l/(2q) 
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Table 3.2 : Comparison of the lower bounds for k for L2-L2 distance: exact solution 
(numerically solving for k after setting the sum of left and right-tail probabilities 
equal to 2/N2+l3), Theorem 3.2, and Dasgupta and Gupta version of the JL Lemma. 
N(0,1) entries exact solution Theorem 3.2 DG Bound 
N=10 e = .1,13=1 1919 2058 2961 
6 = .3,(3=1 222 254 384 
e = .1,0 = 2 2792 2962 3948 
e = .3,(3 = 2 331 368 512 
N=50 e = .1,(3=1 3776 3976 5030 
e = .3,(3=1 456 494 653 
e = .1,(3 = 2 5336 5572 6707 
e = .3,(3 = 2 654 692 870 
N=100 e = .1,(3=1 4601 4822 5921 
e = .3,0=1 561 598 768 
e = .1,0 = 2 6461 6716 7895 
e = .3,0 = 2 797 834 1024 
N=500 e = .1,0=1 6552 6808 7991 
e = .3,0=1 808 846 1036 
e = .1,0 = 2 9110 9390 10654 
e = .3,0 = 2 1130 1168 1382 
N=1000 e = .1,0=1 7403 7670 8882 
e = .3,0 = 1 916 954 1152 
e = .1,0 = 2 10262 10548 11842 
e = .3,0 = 2 1274 1312 1536 
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with q = 1 or 3. For x £ Rp ; define the mapping f : Rp —> Rfc by / (x ) = ^xT-
Then for all u, v £ Rp, 
P [(1 - e) ||u - v||2 < ||f(u) - f(v)| |2 < (1 + e) ||u - v||2] > 1 -
We sketch the proof of Achlioptas Theorem to facilitate the reading for subsequent 
sections. 
Sketch of the proof of Achlioptas Theorem: Let T be a random matrix of 
dimension p x k with each entry r^- from the distribution (3.4.1) with q = 1 or q = 3. 
Define f(x) = and y = Vkj^. Then = g i = qr^ , where a = G 
( -1 ,1 ) and E t i c? = t h e n E(Vj) = 0' E(Vj) = and £( | |y | | 2) = k. 
Let a i = + e), then the right-tail probability is bounded by: 
P [ | | f ( x ) | | 2 > ( l + e)||x||2] = P [||y||2 > a^] 
< E 
= e~sai (E(e 
The left-hand probability can be bounded similarly with a 2 = k(l — e), 
P[| | f (x) | | 2 < ( l - e ) | | x | | 2 ] = P[-\\y\\2>-a2} 
< esa2 (E(e-sy^y , s> 0 
< + (3.4.2) 
^ 2 where Eq. (3.4.2) is obtained from the Taylor expansion for e"syj. 
The following Lemma bounds the mgf of y2 by the mgf of a xi random variable, 
which is the case when r^ N(0,1). 
Achlioptas Lemma 1: For all s £ [0,p/2), and all p > 1, 
E(esyj) < ( 1 - 2 s)~1/2 
E(yf) < 3 
es||y|| e~ s a i ( Markov's Inequality, s>0) 
k 
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Note that (1 — 2s)~1/'2 is the moment generating function for the xj- Using Achlioptas 
Lemma 1, we obtain for the right-tail probability, 
P [ | | y | | 2 > « i ] ^ ( l -2s ) - f c / 2 . (3.4.3) 
Minimizing (3.4.3) with respect to s gives s* = \ ( j ^ ) - Pluggin s* back into (3.4.3) 
yields 
P f H y l l ^ a J 
Similarly, using Achlioptas Lemma 1, we obtain for the left-tail probability, 
p [l|y||2 < "2] < eSOC2(l - s - 3s2/2)k. 
Taking s = | is not optimal, but it is good enough to yield, 
P [ | | y | | 2 < a 2 ] < e - ^ ( 3 £ 2 - 2 £ 3 ) . 
If k > N1 then both the left and right-tail probabilities are bounded 
above by l/N2+f3. Hence, Achlioptas Theorem is proven. 
The proof of Achlioptas Lemma 1 is obtained by bounding the moments of y2 
by the moments of the T2 , where T ~ N(0,1). As pointed out by Achlioptas [3], 
Achlioptas Lemma 1 fails when q > 3. In other words, the largest value of q for which 
the mgf of y2 is bounded above by the mgf of T2 is 3. 
For the Rademacher random matrix (consisting of i.i.d. entries ±1 with probabil-
ity 1/2), the Achlioptas bound can be improved by taking advantage of the properties 
of the Rademacher random variables. Three improvements on the Achlioptas bound 
are provided in the next section. We first give an alternate proof of the Achlioptas 
Theorem. 
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3.5 Improvement of the Achlioptas Bound for Rademacher 
Random Matrices 
3.5.1 Alternate Proof of Achlioptas Theorem 
We should note that Achlioptas bounds the moments of y2 by the moments of T2 ~ x 
Hence, the mgf of y2 is bounded by the mgf of T2. An alternate approach is provided 
for bounding the mgf of y2 by the mgf of T2 by working directly with the mgf of y3. 
For Tij s drawn from the distribution provided in Eq. (3.4.1), with q = 1 or 3, 
M r j .(t) = l + ^ ( c o s h ( V 9 ) - l ) -
Since yj = Y7i=i CIRIV where ct = and YJLy ci = we have 
Myj it) = I I f 1 + " ( c o s h fay/v) ~ *)) ' t e R 
i=l ^ ^ ' 
The following proposition is introduced to provide a bound on MVj{t). 
Proposition 3.1 For x e R , and a = 1,2 or 3, we have 
1 + i (cosh (xy/a) - 1) < ex2/2. 
Proof of Proposition 3.1: Our proof will show that g(x) = *)) 
takes its maximum value of 1 at x = 0. By a symmetry argument, we only need to 
consider the case x > 0 and show that g is decreasing in x > 0. 
For a = 1, g{x) = is decreasing in x > 0. 
For the cases a = 2 and a = 3, g(x) = 1+ a(cosKj^°) prove ^ ^ g js 
decreasing, we need g'(x) < 0. 
= s i n h(a;Va) - a: + ^(cosh(xy/a) - 1)^ ^ 
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with g'(0) = 0. Let 
h(x) = sinh(x-v/o) — x (l + ~(cosh.(xy/a) — 1) 
a \ a 
Since x > 0, and h(0) = 0, if h'(x) < 0, then x = 0 is maximum and h(x) < 0. But 
h'ix) = (-—(cosh(x\/a) — 1) — sinh(x\/a) 
\ a J a 
with h'{0) = 0. Let 
l(x) = (a — l)(cosh(xv /«) — 1) — XY/asmh(x\/a) 
then 
l'(x) = ^/a(a — 2) sinh(x\/a) — xa cosh(x\/a) 
with l'(0) = 0. For a = 2, we have l'(x) = — 2a;cosh(:Ev/2) < 0, which implies g(x) is 
decreasing for x > 0. 
For a = 3, let 
mix ) = l'(x) = v /3sinh(xv /3) — 3xcosh(x\/3) 
then m'(x) = —3\/3sinh(x\/3) < 0, which implies g(x) is decreasing for x > 0. Thus, 
Proposition 3.1 is proven. • 
Using Proposition 3.1, we obtain for t £ R , and let a = q (where q = 1 or q = 3), 
Mv,(*) = n f1 + - ( c o s h ^ t v ^ ) - 1)) < n ec?<2/2 = e<2/2 = MT(t) (3.5.1) 
i=i ^ ^ ' t=i 
where T ~ iV(0,1). The inequality in (3.5.1) implies for t £ R, 
My2{t) < MT2(t) = (1 - 21)~1/2 . 
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The right-tail probability is then bounded by, 
P [ | | y | | 2 > £ ; ( l + e)] < { e - ^ M y , ( t ) ) k 
< ( e - ^ M ^ f 
(i _ 2 t ) ~ l / 2 y , t 6 (0,1/2). (3.5.2) 
Similarly, the left-tail probability is bounded by 
P[\\y\\2<k(l-e)]<(e^My,(-t))k 
< 
< ( e ' M ( e ^ ( l + 2 t ) - 1 / 2 ) k 
( e - ^ 1 + e > ( l - 2 i ) " 1 / 2 ) f c , t e (0,1/2) 
Note that Eq. (3.5.2) is the upper bound as in the case when r^ ~ N(0,1), and thus, 
the lower bound for k for the Achlioptas-typed random matrix is the same as for the 
Gaussian random matrix. 
For what follows, define the Rademacher random matrix as a random matrix 
consisting of i.i.d. entries r^'s, where 
Next we provide improvements to the Achlioptas bound for the Rademacher ran-
dom matrix for the L2 — L2 distance, by using: 1) Hoeffding's Inequality, 2) Berry-
Esseen Theorem, and 3) Pinelis Inequality. We also provide the lower bound for k 
using a random matrix with entries following an asymmetric distribution. 
The improvements on the Achlioptas bound are based on the facts that r2 = 1, 
and the products rimj = rijrmj = rij are independent (/ = 1 , . . . m = I + 1 , . . . ,p). 
+1 with prob. 1/2 
1 with prob. 1/2 . 
(3.5.3) 
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3.5.2 Improvement on the Achlioptas Bound using Hoeffding's Inequality 
An improvement of the Achlioptas lower bound for k can be obtained from the follow-
ing Theorem using Hoeffding's Inequality based on the moment generating function 
(mgf) technique. 
Theorem 3.4 For any 0 < e < 1, (3 > 0, and integers p > 2 and N, let k be such 
that 
k ^ ( ( 8 + W ) ^ (3.5.4) 
Let T be a p x k Rademacher random matrix. For x £ Rp ; define the mapping 
f : Rp —> Rfc by / (x ) = ^ x r . Then, for any set V of N points in Rp, such that for 
all u ; v 6 V, 
2 
P [(1 - 6) ||U - V||2 < ||f(u) - f(v)| |2 < (1 + 6 ) | | U - V | | 2 ] > 1 ]V2+/3 ' 
Proof of Theorem 3.4: Let T be a random matrix of dimension p x k with i.i.d 
entries r^ of Achlioptas type (3.5.3). For x £ Rp, define a linear mapping / : Rp —> Rfc 
by / ( x ) = ^ x r . Let y = V ^ j j ^ , and yd = where ci = ]§f2 e (-1. !)> 
with i C1 = 1> w e ^ a v e 
p p 
y - = 1 + 2 y ^ y ^ Cicmrurmj 
l—l m=l+1 
P P 
1 + 2 E 
z=l m=l+1 
D 
where Qm = c,cm, and rimj = rijrmj = riy The clmrlmj s are independent but 
not identically distributed, with E(cimrimj) = 0, a2 = V(cimrimj) = c2m, and p = 
E{\cimrlmj\3) = |c /m |3. This implies 
4 = i -
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Note that 
p P [ V P 
Vj = 1 + 4 £ CiCmTijrmj + 4 j £ ClCmTlj 
Thus, 
rmj 
1=1 m=l+1 \ l = 1 m=Z+l 
£(y?) = i , 
and 
p p 
2 „ 2 Cl Crn 
1=1 m,=l+l 
Z=1 m=Z+l 
= 1 + 2 ^ 
V v 
where the inequality in (3.5.5) is obtained since the maximum of Ef=i Em=i+i cfc™ 
is attained at Q = cm = - . Thus, 
2=1 m=i+l ^ F V 
We can take advantage of Hoeffding's inequality (based on the minimized moment 
bounds on the tail probabilities) for the sum of bounded random variables to obtain 
a lower bound for k. Hoeffding's inequality for the tail bounds for the sum of inde-
pendent bounded random variables is as follows: 
Hoeffding's Inequality: Let Ui's be independent and bounded random variables 
such that Ui falls in the interval [aj,6j] (i = 1 ,...,m) with probability one. Let 
Sm = YT=i ui>then f°r any ^ > o, 
P [Sm - E(Sm) >t}< e~2t2/E£i(fc-«02 
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and 
P[Sm-E(Sm)<-t]<e 
Using Hoeffding's inequality, the right-tail probability is bounded by 
k p p 
E E E Clmrimj > 
_j=1 1=1 m=l+1 
P [ | | y | | 2 > f c ( l + e)] = P 
< exp 
ke 
2 
(2k2 e2/4) 
2n2 m . 
exp 
< exp 
= exp 
2r2 
4 Y7i=i E L i + i c f c 
ke2 
' O y^p V-P „2 
ke2 
ke2 f p 
T I F T 
i i p p _ 
(3.5.6) 
Similarly, using Hoeffding's inequality, the left-tail probability is bounded by 
k p p 
P[\\y\\2<k(l-e)]=P 
< exp 
E E E Clmrlmj < ~ 
J=1 1=1 m=l+1 
(2k2e2/4) 
ke 
~2 
2 r!2 m . 
= exp 
< exp 
exp 
'i/i m 
4 J2j=1 Ya=1 Y7RN=l+1 CfC:, 
kf_ 
ospp spp 2„:
° 2^1=1 2—/m=l+l Cl C' 
ke2 
' s v*p 11 
° 2^,1=1 Z^m=l+1 pp 
ke2 / p 
T i F T 
(3.5.7) 
Note that Eq. (3.5.7) is the same as Eq. (3.5.6). Setting Eq. (3.5.6) less than or 
equal to l/N2+P yields the lower bound for k to be 
' (8+ 4/3)InN\ fp-V 
k > 
-) J \ p 
The percentage of additional reduction in dimensions (PARD) provided by Theo-
rem 3.4 on the Achlioptas bound when p is large is \e x 100%. Note that the PARD 
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is only a function of e, and does not depend on N nor (3. When e = 0.1, then the 
PARD = 6.7%, and when e = 0.3, then PARD = 20%. 
Since Hoeffding's Inequality is based on the mgf technique, it may not provide 
the tightest of the bounds on the tail probabilities. We next work directly with 
the distribution of the random Euclidean distances rather than resorting to the mgf 
technique. 
3.5.3 Improvement on the Achlioptas Bound using the Berry-Esseen The-
orem based on Normal Approximations 
We provide the following theorem to improve on the Achlioptas bound for the Rademacher 
random matrix using the Berry-Esseen Theorem based on normal approximations. 
Theorem 3.5 For any 0 < e < 1, /3 > 0, and integers N, and p > 2, let k be the 
smallest integer satisfying 
Let r be a p x k Rademacher random matrix. For x e Rp, define the mapping 
f : Rp —> Rfc by / (x ) = -^xr . Then, for any set V of N points in W, such that for 
all u ;v G V, 
Proof of Theorem 3.5: As in the proof of Theorem 3.4, the left- and right-tail 
probabilities can be written as: 
(3.5.8) 
P [(1 - e) ||u - v||2 < ||f(u) - f(v)| |2 < (l + e) ||u - v||2] > 1 
2 
AT2+/3 ' 
and 
k p p 
_j=1 1=1 m=l+1 
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Using normal approximations for large k and p, the right-hand tail probability 
can be approximated by 
P [ | | y | | 2 > f c ( l + e ) ] = P 
k p p , 
^—\ ^—R R—V K€ 
Clmrimj > y 
.3=1 1=1 m=l+1 
1 
< 1 - $ 
k{ 1 + e) - k 
E L 1 Em=i+1 C1Cm / 
( \ 
k(l + e ) - k 
V 
= 1 - $ £4 
2k (?) 
2 ( p - l ) 4 
Similarly, the left-tail probability can be approximated by: 
k ( l - e ) - k 
P [ | | y | f < f c ( l - e ) ] 
< $ 
= $ 
Ef=l E L l + l clcm 
( \ 
k{ 1 - e ) - k 
\ 2k l 
kp 
2 (p - 1) 
= 1 e4 
(3.5.9) 
(3.5.10) 
2(p-l)^ 
Note that Eq. (3.5.10) is the same as Eq. (3.5.9). Setting (3.5.9) < 1/N2+I3 yields 
the lower bound for k, 
( E z i ) i f l r M i -
P 
- L . ) 
N 
(3.5.11) 
Denote by k* the smallest integer k satisfying Eq. (3.5.11). The k* is obtained by 
using normal approximations. However, we are interested in finding an upper bound 
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for the tail probabilities instead of an approximation. This can be established by 
using Berry-Esseen Theorem, which provides an upper bound for the absolute error 
between the cumulative distribution function (cdf) of the sample mean and the cdf 
of the standard Gaussian random variable. 
Berry-Esseen Theorem: Let X\,..., Xm be i.i.d. random variables with E(Xi) = 
0, E(X2) = a2 > 0, and E\Xi\3 = p < oo, for i = 1 , . . . ,m. Also, let Xm be the 
normalized sample mean, and Fm the cdf of Xmy/rn/a, and $ the cdf of the standard 
normal distribution. Then for all x and m, there exists a positive constant C such 
that 
\Fm{x) - *{x)\ < 
In the case of independent random variables not necessarily identically distributed, 
the best C is 0.7915 (Siganov [91]), with a2 = E(clmrimj)2 = cfm and pi = E\cimrlmj\3 = 
|Cim |3, we have Pi/crf = 1. Thus, the Berry-Esseen (BE) error bound is 
_ 0.7915 
Adjusting for the BE error bound, the lower bound for k is obtained from the following 
inequality, 
, ~ ( I h> \ 0.7915 / a t 2 4 * 
An additional reduction in the dimension when compared the bound obtained 
from Theorem 3.5 (based on the Berry-Esseen Theorem) compared to Achlioptas 
bound is from 10% to 40% (Table 3.5.4) for the various considered values of N, e, (3 
and p. Also, the bound obtained from Theorem 3.5 provides a larger PARD on the 
Achlioptas bound than the bound obtained from Theorem 3.4. 
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3.5.4 Improvement of the Achlioptas Bound using the Pinelis Inequality 
We provide the following theorem that improves on the Achlioptas bound for the 
normalized sum of Rademacher random variables (Eq. (3.5.3)). For what follows, 
denote by the quantile function of the standard Gaussian random variable. 
Theorem 3.6 For any 0 < e < 1, (5 > 0, and integers p > 2 and N > 3, let k be 
such that 
k > 2±ZML ; (3.5.12) pe/ 
where aN = QAr+V/QN+4(1-495) ^ amj qn __ _ . Let T be apxk Rademacher 
random matrix. For x 6 Rp ; define the mapping f : Rp —• Rfc by / (x) = ^ x F . 
Then, for any set V of N points in Rp ; such that for all u,v G V, 
P [(1 - e) ||u - v||2 < ||f(u) - f(v)| |2 < (1 + e) ||u - v||2] > 1 
The proof of Theorem 3.6 uses Pinelis Inequality [87] for tail probabilities of 
normalized sums of Rademacher random variables. 
Proof of Theorem 3.6: As in the proof of Theorem 3.4, the left- and right-tail 
probabilities can be written as: 
k p p 
and 
P [\\y\\2 > k(l + e)} = P 
P [\\y\\2 < k(l - e)] = P 
£ £ J2 Clmrlmj > 
,j=1 ( = 1 m=l+1 
ke 
~2 
k p ke 
T £ £ £ ClmTlmi < 
_j=1 ;=1 rn=l+1 
We state the Pinelis Inequality [87] which aids us in establishing the bounds for 
the tail probabilities. 
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Pinelis Inequality: Let Ui's be independent Rademacher random variables. Let 
di,... ,dm be any real numbers such that dj — 1- Let Sm = Y1T diUi- Then for 
any t > 0, 
P [|5m | > 2] < min ^ , 2 ( 1 - $(2 - 1.495/2))^ . 
Let D — YM=1 Em=l+1 4ra ~ ^ YM=1 E I= |+1 Clrn — < fc(p-l) and cim = ^ 
with E J = i E L i ££.= 
the left- and right-tail probabilities, 
k p p 
i+i elm = Using Pinelis inequality, we obtain for the sum of 
x—v \—v v—^ | ke Clmrimj\ > y 
j=l 1=1 m=l+1 
= P 
< P 
K f p , 
\—^ \—^ \—N ~ I 
/ . / j / j clmflmj I > 9 rjz 
i=l!=lm=!+l V . 
k p p 
E E E clmrimj\ > ^ . J=1 Z=1 m=/+l 2 (p - 1) 
< min ( —,2(1 — <E>(2 — 1.495/2)) (3.5.13) 
where 2 = e, / ^ y > 0. For 2 > 1.8653, we have 2 ( 1 - $(2 - 1.495/2)) < 
Suppose we let ^ to be the minimum of Eq. (3.5.13), and set it less than or equal 
to 2/N2+/3 , then 
t > 
For TV > 3, then y/—1 > 1.8653 for (3 > 0. Now, suppose 2 ( 1 - $(2 - 1.495/2)) is 
the minimum of Eq. (3.5.13), and set it less than or equal to 2/N2+/3, then 
QN + a/Qat +4(1-495) 2 > 
which is greater than 1.8653 for TV > 3 and p > 0, with QN = (l - j^+p). Thus, 
setting Eq. (3.5.13) less than or equal to 2/TV2+/3 yields 
2{p - 1 )a% 
k > 
peA 
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where a ^ = QN + Y/Q%+4(1.495) 2 
Table 3.5.4 compares the lower bound for k for various methods for the Rademacher 
random matrix using the L2-L2 distance: 1) Method 1 (using Hoeffding's inequal-
ity based on moment generating function technique Eq. (3.5.4)), 2) Method 2 (us-
ing Berry Esseen Theorem Eq. (3.5.8)), 3) Method 3 (using Pinelis inequality Eq. 
(3.5.12)), and 4) Achlioptas bound (which does not depend on p). The improvement 
on the Achlioptas bound provided by Method 1 is not substantial since Hoeffding's 
inequality is based on the mgf technique, which may not necessarily provides the 
tightest of the bounds. Method 3 provides a moderate percentage of additional re-
duction in dimension (PARD) of 15% on the Achlioptas bound when e = 0.1. Method 
2 provides the most PARD of 10%-40%. 
3.5.5 Asymmetric Simple random matrix 
The Achlioptas random matrix consists of entries that have a symmetric distribution. 
In this subsection, we explore a random matrix consisting of entries of asymmetric 
distribution. In particular, the lower bound for k for the asymmetric simple random 
matrix is compared to the symmetric case (Achlioptas random matrix). 
Suppose for a > 0, consider 
(3.5.14) 
Note that E f j i j ) = 0, = 1, and for S G R , 
1 + o r v 7 
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Table 3.3 : Comparison of lower bound for k using Rademacher random matrix for 
L2 norm with e = 0.1: 1) Method 1 (using Hoeffding's inequality based on moment 
generating function technique Eq. (-3.5.4)), 2) Method 2 (using Berry Esseen Theorem 
Eq. (3.5.8)), 3) Method 3 (using Pinelis inequality Eq. (3.5.12)), and 4) Achlioptas 
bound (which does not depend on p). 
P V Eq. (3.5.4) Eq. (3.5.8) (3.5.12) Achlioptas 
N = 10 0.5 5000 2303 1492 2045 
10000 2303 1492 2046 2468 
N = 10 1 5000 2763 1912 2472 
10000 2763 1911 2472 2961 
N = 50 0.5 5000 3912 3009 3553 
10000 3912 2995 3554 4192 
N = 50 1 5000 4694 3948 4300 
10000 4694 3821 4300 5030 
N= 100 0.5 5000 4605 3809 4214 
10000 4605 3715 4215 4935 
N = 100 1 30000 5527 4816 5100 
70000 5527 4623 5100 5921 
N = 250 0.5 30000 5522 4807 5095 
70000 5522 4617 5095 5916 
N = 250 1 250000 6626 6387 6163 
106 6626 5682 6163 7100 
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Also, 
a2 with prob. a VVltli iuu Ui - J ^ 
2 
with prob. 1 — a = tt-
and 
a2 with prob. a ,2 
rljrmj — 
a-
with prob. 2a(l — a) 
1 with prob. (1 — a)2 . 
Note that the r^r^'s are not independent for a ^ 1 (I = 1 , . . . ,p, m = I + 1 , . . . ,p 
and j = 1 , . . . , k) compared to the case where r^ 's are of the form in Eq. (3.5.3) for 
a = 1. This is easily seen since P(rijr2j = a2,r2jr3j = 1 /a2) = 0, but P(rijr2j = 
a2)P(r2jr3j = 1 /a2) = 2q;3(1 — ct). Thus, it is difficult to work directly with the 
distribution function of the r ^ s given in Eq. (3.5.14). 
The following Lemma is key to proving the ensuing Theorem which provides a 
lower bound for k for random matrix with i.i.d. entries drawn from the asymmetric 
distribution in Eq. (3.5.14). 
Lemma 3.2 For s > 0, let p > 2 be a positive integer, a G (0,1], and e G (0,1). Let 
Then is the unique minimizer of A(s, a, p,e). Moreover, denote by lA(s\,a,p,e) 
and 
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the logarithm of A(sA,a,p,e), then 
+ \p{P -1)ln cosh ( tanh 1 a f 1 7 ( 1 + e P - 1 V a 
Proof of Lemma 3.2: Taking ln of A, 
lA(s, a,p, e) = -s ( 1 + 6 - + ^ ^cosh ^ 
The derivative of lA(s,a,p,e) w.r.t. s is 
dlA(s, a,p, e) 
ds 
1\ p-1 , (2s 
= — [ 1 + e ) + tanh — 
a J a \ap 
Setting ds = 0 yields s^ = f t anh - 1 ( l + e - J ) ) . Taking the second 
derivative of IA(.) gives 
ds2 a2p \ 
2s 
ap 
> 0 
which implies that sA is the unique minimizer of lA(s, a,p, e), and hence of a,p, e). 
Thus, 
IA(S*a, a,p, e) = - y + e - tanh 1 ^—^-j-
+ \p{P ~ 1) In cosh I tanh 
1 
1 + e - -
a 
a r 1 
7 U + e - -p- 1\ a 
The lower bound for k for the random matrix with i.i.d. entries drawn from the 
asymmetric distribution in Eq. (3.5.14) can be obtained from the following Theorem. 
Theorem 3.7 For any e £ (0,1), (5 > 0, a £ l] and integers p> 2 and N, let 
k be such that 
(2 + P)\NN 
k > 
-lA(s*A,a,p,e) 
(3.5.15) 
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Let T be a p x k random matrix with i.i.d. entries drawn from the asymmetric 
distribution in Eq. (3.5.14). For x G define the mapping f : Rp —R f c by 
/ ( x ) = ^ x r . Then, for any set V of N points in Rp ; such that for all u ;v G V, 
P [(1 - 6) ||U - V||2 < ||f(u) - f(v)| |2 < (1 + C) ||U - V||2] > 1 - ^ . 
Proof of Theorem 3.T: Let T be a random matrix of dimension p x k with i.i.d 
entries r^ of the form provided in Eq. (3.5.14). For x G Rp. define a linear mapping 
/ : Rp —• Rfc by / (x ) = 
Define y = V k ^ , and V j = Yf i = l cpy, where a = ^ G ( -1 ,1) , with Y7i=i C1 = 
1. Define Wj = E i= i where is distributed as a Rademacher random variable. 
Define Zj = ^Yr The following Proposition provides an upper bound for the 
moment generating function of i/j. 
Proposition 3.2 For s G R ; and a G (0,1], 
< cosh = E ( e ^ ) (3.5.16) 
Proof of Proposition 3.2: Proving the inequality in (3.5.16) is equivalent to proving 
the following: 
G(S) = L < 1 . 
cosh (£) 
We show that g(s) attains its maximum at s = 0. The derivative of g(s) is 
. fa— 1\ a±i fa+l\ t i 
Setting g'(s) = 0, we obtain the maximizing s* = 0. Also, it is easy to verify that 
g"(s) > 0, and hence, s* = 0 is the unique maximizer of g{s). Since g(0) = 1, Eq. 
(3.5.16) is proven. 
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Using Proposition 3.2, we have for s e R, 
E(esyi) = E (e'^i-iw^ < E = . 
By Achlioptas Lemma 2, we have E(eswi) < E(eszi). Thus, for s G R, 
E (>?) < £ . 
The right-tail probability is bounded by: 
< 
e - S ( l } s > 0 
s> 0 
= e - ( ^ - i ) cosh 
2s 
ap 
p(p- 1)/2N 
where f/mj- = r , / f m j = and f,:?'s are i.i.d. Note that cosh(.) > 1, and thus, 
< a < 1 in order for e~s(1+e~°) < 1. 
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Similarly, the left-tail probability is bounded by: 
^ [ | | y | | < - e ) ] < 
< 
< 
> s ( e - J ) ) ' , s > o 
s > o 
E F ( 1 + 2 E I < « M < P CICMHJR^ 
(1-e)£ (e—^(1+2'£i<i<m<prijfmj 
(t 
S(1~e~a) E (e~2w'£'l<l<™<Prirn3 
= e- v1"6"-) ^cosh ^ 
2sN 
ap/ 
P(P"1)/2N 
t i\ f /2s^p(p~1)/2N 
< | e ~ S ( 1 + e - a ) ( COSh ( — 
\ap 
L p(p_l)/2 
Let A(s,a,p,e) = e s(1 + e «) ^cosh ; then the lower bound for k is ob-
tained by setting the minimized (A(sA,a,p,e))k less than or equal to 1/N2+/3. 
Table 3.4 compares the lower bound for k for various approaches: 1) Method 4 
(asymmetric random matrix): k > (Eq. (3.5.15)), 2) Method 1 
(Rademacher random matrix): Theorem 3.4, and 3) Achlioptas bound (Rademacher 
random matrix). For method 4, the cutoff a* = 1 / (1+ e). As a —> 1, the lower bound 
for k using method 4 is very close to the lower bound for k using method 1. Thus, 
using the mgf technique, the lower bound for k obtained for the asymmetric random 
matrix is worse than the lower bound obtained from the symmetric random matrix 
(Rademacher random matrix). 
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Table 3.4 : Comparison of lower bound for k using Rademacher random matrix for 
L2 norm with e = 0.1: 1) Method 4 (asymmetric random matrix): k > ^^ 
(Eq. (3.5.15)), 2) Method 1: Hoeffding's bound k > (8+4f2)lnJV (Eq. (3.5.4)), and 3) 
Achlioptas bound. For Method 4, the cutoff a* = 1/(1 + e) = 0.909. 
Method 4 Method 1 Achlioptas 
P V a = 0.99 0.999 a = 0.9999 
Ar = 50 0.5 5000 4938 3999 3920 3912 
10000 4939 4000 3921 3912 4192 
AT = 50 1 5000 5926 4799 4704 4694 
10000 5926 4799 4705 4694 5030 
N = 100 0.5 5000 5813 4708 4615 4605 
10000 5814 4708 4615 4605 4935 
N = 100 1 30000 6977 5650 5539 5527 
700000 6977 5650 5539 5527 5921 
N = 250 0.5 30000 6971 5645 5534 5522 
70000 6971 5645 5534 5522 5916 
N = 250 1 250000 8354 6767 6632 6626 
106 8354 6767 6632 6626 7100 
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3.6 Extending the JL Lemma Using the Li-Norm 
The Johnson-Lindenstrauss (JL) Lemma states that a set of N points in any Euclidean 
space can be mapped to a Euclidean space of dimension k = 0( ln N/e2) such that the 
pairwise distance between the points are preserved within a factor of l i e . Since the 
distance is more robust against outliers than the L2 distance, it is of interest to 
explore the effect of Random Projection on dimension reduction using the Li norm. 
In other words, a linear mapping for a set of N points from p—dimensional space 
to k = 0(ln./V/e2) dimensional space is desirable so that the pairwise distances 
between the points are preserved within a factor of l i e . However, due to the results 
of Brinkman and Charikar [19], Charikar and Sahai [24], Lee and Naor [63], and Indyk 
[51], the JL Lemma cannot be extended to the Li norm using a linear mapping. 
3.7 RP: L2-L1 Norm with the Normal Random Matrix 
Although it is not possible in the case of a linear mapping to obtain a totally satisfying 
result when the L\ norm is used to measure distances in both the space of points to be 
projected and the space of the projected points, it is possible to obtain good results 
by using the L2 norm in the space of points to be projected and the norm to 
measure distance between the projected points, as discussed next. 
In this subsection, a theorem for the linear projection of N points in p—dimensional 
space onto a dimensional space using i.i.d. standard Gaussians as entries of the 
random matrix T is presented where the L2 norm is used as a distance in the original 
space, and is used as a distance in the dimensional target space. It turns out 
that the L2 pairwise distances of the original points are preserved within a factor 
of (1 i e)-y/2/7r of the distances of the projected points. For the same factor of 
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(l±e)y /2/7r, Ailon and Chazelle [4] (sparse Gaussian random matrix with fast Fourier 
transform) and Matousek [75] (sparse Achlioptas-typed random matrix) obtain the 
lower bound for k to be: 
k > Ce~2(21n(l/5)) 
where 5 G (0,1), e G (0,1/2), and C is a sufficiently large constant. Here, <5 is 
a parameter that relates to the probability with which any two projected points 
remain within (1 ± e)y/2/-K of the L2 distance of the original points. Although the 
multiplicative constant C is not provided, it was taken to be 1 in one of the proofs in 
Matousek [75]. When 5 = 1/N2+P, then k = O ( ( 4 + 2 g l n J V ) . 
The following Theorem gives an improvement on the lower bound for k provided 
by Ailon and Chazelle [4] and Matousek [75]. 
In what follows, for s > 0, let yl(s) = 2e~s 
v/2A(i+e)+-2/2$(s)_ For a given e G (0,1), 
let s*(e) be the value that minimizes A(s). Equivalently, let s* be the unique solution 
Theorem 3.8 For any 0 < e < l , / ? > 0 and any positive integer N, let k be such 
that 
Let r be a p x k random matrix with i.i.d. standard Gaussian entries. For x G Rp, 
define the mapping f : Rp —> Rfc by / ( x ) = ^xr. Then, for any set V of n points in 
Rp ; such that for all u,v G V, 
^ n 2 
P (1 - e)JI (||u - v||2) < ||f(u) - f(v)| |1 < (1 + (||u - v||2) > 1 - -AT2+/3 ' 
Proof of Theorem 3.8: Let T be a random matrix of dimension p x k with i.i.d 
entries r^ ~ Ar(0,1). For x G Rp, define a linear mapping / : Rp —> Rfc by / (x) = 
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±xf\ Let 
xr,-
Vj N(0,1) . 
Then, EiM,) = fcy^, and M\y.\(s) = 2e*2/2$(s). 
Let = kyj2pn{ 1 +e) , then the right-tail probability is bounded by 
P | | f ( x ) | | 1 > > / 2 M l + e) = P ii > <*i] 
< (2e" ( s a i / f c ) + ( s 2 / 2 )$(s)) f c , s > 0. 
Let A(s) = e-(sai/fc)+(s2/2)^,^s^ a n d denote by s* the minimizer of A, so that s* is the 
solution to 
s = + e) <Ks) 
m 
The second derivative of A(s) with respect of s is taken to ensure that s* is the 
minimizer of A. 
2 
= e-{sai/k)+{s2/2) 
Note that for s > 0, 
Thus, j4"(s) > 0, which implies s* is the unique minimizer of A. Setting A(s*) < 
1/N2+P, we obtain the lower bound for k to be k > ^tfl'"^-
Similarly, let a 2 = ky/2/tv(1 — e), then the left-tail probability is bounded by 
P ||f(x)Hl < V / 2A( 1 - e) IMI2J = p[ l |y | l l < "2] 
> 0 . 
Let 
B(s) = 2e(sQ2/fc)+(s2/2) (1 - $(s)) . 
The next proposition provides B(s) < A(s). 
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Proposition 3.3 For all (> 0, we have 
< ^ ( 0 . (3.7.2) 
i - HO y } 
Proof of Proposition 3.3: Let /(C) = i z ^ y e " ^ ^ 2 ^ , t h e n E<1- ( 3 - 7 - 2 ) i s equivalent 
to 
/(C) > 1 (3.7.3) 
It suffices to prove that /(C) is an increasing function. Taking the derivative of / 
with respect to C yields 
-2cV2A r (bit) . — 1 
We should note that the first term is positive. The ratio yrjj^y 1S the inverse of the 
Mill's ratio, which is an increasing function, and we observe that 
which implies /'(C) > 0? a n d hence, / is an increasing function of C- The minimum 
of / is attained when C = 0. In other words, mm/( ( ) = 1, and hence Eq. (3.7.3) is 
proven. 
Using Proposition 3.3 with ( = s, B(s) < A(s) for s > 0. Thus, the left-tail 
probability is bounded by 
P [ l l fMH, < y/2fH{l - e) | |x||2] < (2e" ( s Q l / f c ) + ( s 2 / 2 )$(s)) f c . (3.7.4) 
Note that the right side of inequality (3.7.4) for the left-tail probability is the 
same as in the case for the right-tail probability. 
Table 3.5 compares the lower bound for k obtained from Ailon and Chazelle [4] 
and Matousek [75] for L2-LI distance (C = 1), and Theorem 3.8 for L2-LI distance. 
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The random matrix has i.i.d. standard Gaussian entries. We observe that the lower 
bounds for k from Ailon and Chazelle [4] and Matousek [75] are significantly larger 
than the lower bound for k obtained from Theorem 3.8. In most cases, the results of 
Theorem -3.8 provide an additional reduction of 36% — 40% in the lower bound for k. 
Table 3.5 : Normal random matrix: comparison of the lower bounds for k from 
Matousek [75] for L2-Lx distance (C = 1), and Theorem 3.8 for L2-Lx distance. 
N(0,1) entries L2 — Li Matousek L2 - Li Theorem 3.8 
N=50 e = .1,(3 = 1 2348 1398 
e = .3,(3=1 261 168 
e = .1,(3 = 2 3130 1863 
e = .1,(3 = 2 348 223 
N=100 e = •1, (3 = 1 2764 1645 
e = .3,0 = 1 308 197 
e = .1,(3 = 2 3685 2193 
e = .1,(3 = 2 410 263 
N=500 e = .1,(3 = 1 3729 2220 
e = .3,(3 = 1 415 266 
e = .1,(3 = 2 4972 2960 
e = .1,(3 = 2 553 354 
N=1000 e = .1,(3=1 4145 2468 
e = .3,(3 = 1 461 296 
e = .1,(3 = 2 5527 3290 
e = .1,(3 = 2 615 394 
71 
3.7.1 RP: L2-L1 Norm with the Achlioptas-typed Random Matrix 
The following Corollary provides an extension to Theorem 3.8 to the case where the 
entries of T are drawn from the Achlioptas types of distribution (eq. (3.1.3) with 
q = 1 or q = 3). 
Corollary 3.2 
For any 0 < e < 1, (3 > 0, and any positive integer N, let k be as in Eq. (3.7.1) of 
Theorem 3.8. Let F be a p x k random matrix with i.i.d. entries drawn from one of 
Achlioptas distributions (eq. (3.1.3) with q = 1 or q = 3). For x G Rp, deHne the 
mapping / : Rp —> Rfc by / (x ) = Then, for any set V of N points in Rp, such 
that for all u ;v G V, 
"" 2 
P (1 - (||u - v||2) < ||f(u) - f M H , < (1 + (||u - v||2) > 1 - AT2+/3 ' 
Proof of Corollary 3.2: Let T be a random matrix of dimension p x k with i.i.d 
entries from an Achlioptas distribution (q = 1 or q = 3). For x G Rp, define a linear 
mapping / : Rp Rfc by / (x ) = ±xl\ Let 
v 
-
 x r i _ V^ 
V j ~ llxll2 ~ ~ f C i r i j ' 
where a = so that ci = L T h e n ' E(\\y\\i) = and 
Mvi (<) = I I ( 1 + " ( c o s h ( C i ^ ) - 1)) , Vt . 
Using Proposition 3.1, for t G R, q = 1 or 3, and Z ~ N(0,1), 
MvA f) = f [ f 1 + - ( c o s h - i ) ) ^ f l ^ t V 2 = J* ' 2 = M z ( t ) • (3-7.5) 
The inequality in (3.7.5) implies 
M]yjl(t) < M\Z\(t) = 2et2'H{t) , t G R . 
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Thus, for CKI = ky/2/n(l + e), the right-tail probability is bounded by 
P l l f l x ) ! ! ^ V ^ A ( 1 + C)||X||2 = p [ | | y | | 1 > « i ] 
< (2e~W>M\ y . \{s)) k , s > 0 
< (2e-{sai/k)M]zl(s))k 
< (2e" ( s a i / f e ) + ( s 2 / 2 )$(s)) f c (3.7.6) c
2 
where the last inequality (3.7.6) is the same as in the case of the Gaussian random 
matrix. 
Similarly, for a 2 = ky/2/-k{\ — e), the left-tail probability is bounded by 
The last inequality is the same as in the case of the right-tail probability, and hence, 
we are done. 
Note that the lower bound for k using the Achlioptas-typed random matrix is 
the same as the lower bound for k using the Gaussian random matrix. The proof of 
Corollary 3.2 follows from Theorem 3.8 after bounding the moment generating func-
tion (mgf) of a Achlioptas-typed random variable by the mgf of a standard Gaussian 
random variable. 
P |If(x)Mi < \ /2 /V( l - e) | |x| |2 = P [ | | y | | 1 < a 2 ] 
<(2e^^Mlyjl(-s))k , s> 0 
< (2eisa2^Mlzl(-s))k 
< (2e- ( s Q l / f c ) + ( s 2 / 2 )$(s)) f c . 
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3.8 Discussion 
Random Projection (RP) has emerged as a powerful yet computationally simple 
method of dimension reduction. The main motivation for RP is the 
Johnson-Lindenstrauss (JL) Lemma, which states that N points in high-dimensional 
space can be projected onto a k = 0( ln iV/e2)-dimensional space such that the pair-
wise Euclidean distances between any two points is preserved within a factor of 1 ± e. 
In this chapter, we revisit the JL Lemma when the random matrices are Gaussian or 
of Achlioptas type, focusing on improving the lower bound for k. For the Gaussian 
random matrix, we provide improvements on the lower bound for k obtained from 
Dasgupta and Gupta's version of the JL Lemma for the L2-L2 distance by 1) using 
the moment generating function (mgf) technique and 2) working directly with the 
exact distribution of the random Euclidean distances (11 — 34% additional reduc-
tion on Dasgupta and Gupta bound). For the Gaussian random matrix using the 
L2-LX distance, we provide an improvement on the Matousek bound of 36 — 40%. 
For the Rademacher random matrix using L2-L2 distance, three improvements on the 
Achlioptas bound are provided based on 1) Hoeffding's inequality, 2) Berry-Esseen 
Theorem (10 — 40% additional reduction on the Achlioptas bound), and 3) Pinelis 
inequality. For the Achlioptas random matrix using the L2-L\ distance, 36 — 40% 
additional reduction on the Matousek bound is achieved. 
Despite such promising improvements, the lower bound for k is still quite large for 
practical purposes. However, several papers in the literature such as Bingham and 
Mannila [16], Fradkin and Madigan [38], and Goel et al. [41] use a value for k that is 
much smaller than the bound provided by Dasgupta and Gupta's version of the JL 
Lemma, and the results obtained from Random Projection (RP) are comparable to 
those from Principal Component Analysis (PCA) in terms of classification accuracy. 
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The advantage of RP over PCA is in the computational savings when k is moderately 
large, i.e. k > 50. Since the empirical evidence suggests that a much smaller k than 
the Dasgupta and Gupta bound, this area of research is still open to new findings in 
terms of the improvements on the lower bound for k. 
In the next chapter, we propose the method of Rank-based Modified Partial Least 
Squares (RMPLS). Similar to Principal Component Analysis (PCA) and Partial Least 
Squares (PLS), RMPLS is based on an optimization criterion as opposed to Random 
Projection (RP) which uses the criterion of preserving pairwise distances among the 
points with a small distortion when projecting points from high to low-dimensional 
space. 
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Chapter 4 
Rank-based Modified Partial Least Squares 
(RMPLS) 
In this chapter, a variant of Partial Least Squares (PLS) is proposed. The Rank-
based Modified Partial Least Square (RMPLS) is insensitive to outlying values of the 
response and covariates, and incorporates the censoring information. The derivation 
of the weight vectors of RMPLS as solution to an optimization criterion is provided. 
Also, an assessment of the performance of the different dimension reduction methods 
is provided based on simulation work and real datasets using the Cox and AFT models 
as the regression model. 
Next, we set forth the notation used throughout this chapter. For a vector z = 
(zi,..., zjv), denote by the ranks of the elements of z as the indices of the positions 
of the Zj's in either ascending or descending order. For a series of N measurements 
of u = (UI,...,UN) and v = ..., vN), define the sample Pearson correlation 
coefficient between u and v as 
where u = j jYl i=i u i i a n d v = The sample Spearman correlation coef-
ficient between u and v, denoted by CorR(u,v), is the sample Pearson correlation 
coefficient between the ranks of u and the ranks of v. Since the Spearman correlation 
coefficient is based on the ranks, it is robust against outliers in both u and v. 
We next discuss the method of Rank-based Modified Partial Least Squares, which 
76 
uses the Spearman rank correlation coefficient in the optimization criterion. 
4.1 The Method of RMPLS 
The optimization criteria of PLS involves the usual Pearson correlation coefficient 
between a linear combination of the covariates X and the response y. The Pearson 
correlation is nonrobust against outliers in either the response or covariates (Ro-
manazzi [89]). To cope with outliers in X and y, we propose using a correlation 
measure based on the ranks, which is insensitive to outliers. In other words, the 
usual Pearson correlation is replaced by the Spearman rank correlation. 
The orthogonal scores algorithm in chapter 2 is provided for the Partial Least 
Squares (PLS) procedure with the standardized covariate data matrix X and the 
response y. Since the Spearman rank correlation is the Pearson correlation on the 
ranks, the orthogonal scores algorithm needs to be modified to incorporate the ranks 
of the columns of X and the ranks of y. In step 2 of the algorithm, since Cor(X, y) = 
XTy, we replace Cor(X,y) with Corn(X,y) where Cor^X^y) denotes the Pearson 
correlation of the ranks between the columns of the matrix X and the vector y. In step 
4, <72 can be expressed as q2 = XTt = Since Cor(X, X) = XTX, we make the 
change q2 = CorR^x^w. i n step 5, we update Rx and Ry instead of X and y. Here, 
the columns of Rx correspond to the ranks of the columns of X and Ry denotes the 
ranks of y. To incorporate the censoring information, we use the method of Modified 
Partial Least Squares (MPLS) of Nguyen and Rocke [79] with these changes under 
the Cox model, and Reweighted PLS (RWPLS) and Mean-Imputation PLS (MIPLS) 
of Datta et al. [30] with these changes under the Accelerated Failure Time (AFT) 
model. For MPLS, the q2 s in step 4 of the orthogonal scores algorithm are the same as 
the dot product o's mentioned by Nguyen and Rocke [79]. We denote the rank-based 
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methods of PLS as RMPLS, RRWPLS and RMIPLS, respectively. 
The weight vectors w^s in RMPLS can be derived as a solution to an optimization 
problem (see Nguyen and Rojo [81, 82] for details). The censoring is ignored for 
simplicity (the censoring is incorporated using the MPLS procedure of Nguyen and 
Rocke [79], and RWPLS and MIPLS procedures of Datta et al. [30]). The criterion of 
the usual PLS is to find the weight vector, w, such that w maximizes the covariance 
of Xw and y. An equivalent statement in terms of the ranks is to find the weight 
vector, w, such that w maximizes the covariance of RXw and Ry, where Rz denotes 
the ranks of the vector RMPLS explores a different optimization problem. The 
columns of the data matrix X and the response y are first converted to their ranks 
and then centered, denoted by Rx and Ry respectively. We search for the weight 
vector w such that w maximizes the covariance of Rxw and Ry. The first weight 
vector, wi, is obtained from the following maximization criterion, 
WI = a r g m a x WT COVR(X, y) = a r g m a x ( N — 1 )~1WTRXRY 
WTW=1 WTW=1 
where COVR is the covariance of the ranks, RX is the matrix of the ranks of X (i.e., 
columns of RX correspond to the ranks of the columns of X), and RY is the vector of 
the ranks of y. Here, RX and RY are centered. 
Using Corollary A.2, with B = I, x = w, and a = R^Ry, we obtain 
JRs'gRy 
\\RjrRy\l 
The first component is x\ = Xwx. The second weight vector, w2, is obtained from 
the following maximization criterion, 
w2 = arg max wT CovR(X,y) = arg max (N — 1 )~lwTR^Ry 
WTW—1 WTW=1 
subject to the constraint w T X T x \ = 0. 
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Let SX = XTX, and SRX = RXRX• We can deduce that 
( rvfSxWx \ 
where I is a p x p identity matrix, and Sx™1— is a constant. We should note that 1 R J ' W(SRXSXW I 
W2XTX1 = W^SxWi = W^SXW 1 -
= wJSxw i — wJSxw i = 0. 
In general, the weight vector is obtained from the following maximization criterion, 
Wk = arg max wT CovR(X, y) = arg max (iV — 1 )~lwTR^Ry 
WTW=1 WTW=1 
subject to w^SxiJUj = 0, for j = 1 , . . . , k — 1. 
It turns out that k > 2, takes the form 
WK OC 
where 
Pk-l = I ~ (,iSRx ~ C,2Srx — ••• — Sftxl 
where SI = SRXSRX . . . SRX, and • • •, Cfc-i c a n t>e obtained by solving the 
x V ' 
j times 
following system of linear equations for £'s, 
wf P f c _ i 5 x w i = 0 
wJPk^SxWi = 0 
w l P k - i S x w k - i = 0. 
An assessment of the performance of the different dimension reduction methods 
is provided next. The Cox Proportional Hazards (PH) model and the Accelerated 
Failure Time (AFT) model are discussed first. Details on the simulation procedure 
is provided in Appendix A. 
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4.2 Assessment of the Dimension Reduction Methods 
The performance of several dimension reduction methods is assessed via a simulation 
study. In particular, the rank-based versions of modified PLS are compared to their 
unranked counterparts as well as several other leading dimension reduction methods. 
Details of the simulation procedure are provided in Appendix A. 
Because of the high dimensionality of the microarray gene expression data, the 
usual regression techniques cannot be applied directly to the data. It is necessary to 
first reduce the high dimensionality of the microarray data from N x p to N x k, such 
that k < N <C p, and then apply an appropriate regression technique to the reduced 
data. 
Collected along with the microarray gene expression data is the survival informa-
tion on the patients, which also includes the censoring. Censoring arises when an 
individual's lifetime is known to occur only in a certain period of time (Klein and 
Moeschberger [59]). For right-censored data, the individual's lifetime is only known 
to exceed a given time, which occurs if the individual is still alive at the end of the 
study or is lost to follow-up at any time during the study (Leung et al. [64]). This 
work focuses on right-censored data. Details regarding the different types of censoring 
are provided in Appendix A. 
When censoring is present, the actual survival times y are not always observable. 
Instead, N independent triplets of (Ti, Si, Xi), for i = 1 , . . . , N , are observed, where 
Ti = min(?/j,Cj), Si = I(yi < q) is the censoring indicator (Si = 0 if the ith individual 
is censored, and Si = 1 otherwise), and Cj's are the censoring times. Conditioned on 
the covariates X, y and c are assumed to be independent. A popular regression model 
that incorporates the censoring information is the Cox proportional hazards model 
[26]. Another popular model is the Accelerated Failure Time (AFT) model. We now 
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describe these models in detail. 
4.2.1 Regression Models for Censored Responses 
The hazard function h(t) measures the instantaneous risk of non-survival in the next 
small time interval, given survival up to time t. Mathematically, h(t) is expressed as: 
P[t < T < t + dt\T > t] 
hit) = lim —!= 1 1 
cit—>o dt 
where T is a random variable denoting the time of death. The survival function 
S(t) = P[T > t] is the probability of surviving beyond time t. The hazard function 
can be expressed in terms of the survival function, 
Ht) = ^ {> S(t) 
where f(t) is the density function. Alternatively, we can express the cumulative 
hazard function H(t), defined as H(t) = f*h(s)ds, in terms of survival function, 
H(t) = -log(S(t)) 
The Cox Proportional Hazards (PH) model and the Accelerated Failure Time 
(AFT) model are discussed next. Both regression models require the number of 
covariates to be smaller than the number of cases. However, the number of genes 
(covariates) far exceed the number of cases for microarray gene expression data. One 
approach to cope with the high dimensionality of the microarray data is to apply 
dimension reduction methods to the original data, and then use the appropriate 
regression model with the reduced data matrix. 
Cox Proportional Hazards (PH) Model 
The Cox PH model expresses the hazard function as follows, 
h(t,Xn,(3) = hQ(t)ex^ (4.2.1) 
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where h0(t) denotes an unspecified baseline hazard function, and Xn = (Xni,..., Xnp) 
are the covariates corresponding to the nth individual, and (3 = (j3\,... ,(3P) are the 
regression coefficients. Linearizing (4.2.1) by dividing by ho(t) and taking logarithm 
on both sides, we obtain 
Equations (4.2.1) and (4.2.2) imply two assumptions. The first assumption is the 
proportionality of the hazard rates. In other words, given two individuals with dif-
ferent covariate values, the ratio of the hazard functions for these two individuals does 
not depend on time. The second assumption is the log-linear relationship between the 
covariates and the underlying hazard function. We should note that the covariates in 
the Cox model (4.2.1) act on a multiplicative scale. 
Using the sample data, the Cox partial likelihood can written as: 
D x'n/3 
where D is the number of deaths, t\ < t2 < • • • < to are the ordered death times, X^ 
are the covariates corresponding to the individual with survival time i;, and the risk 
set R(ti) is the set of individuals who are still under study at the time just prior to 
ti. The parameter estimates, (3, can be obtained by maximizing the partial likelihood 
(4.2.3). 
Since the hazard function characterizes the survival function, the Cox PH model 
can be rewritten in terms of survival function: 
S{t,Xn-(3) = SQ{tfK\ 
where So(t) denotes the baseline survival function given by So(t) = exp{— J* ho(s)dsj. 
The baseline survival function estimate, So(t), can be obtained by the Kaplan-Meier 
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product limit estimate [56] or the Nelson-Aalen estimate [1]. Details of these estima-
tors are presented in Appendix A. We use the Nelson-Aalen estimator to estimate the 
baseline survival function throughout this work. 
Accelerated Failure Time (AFT) Model 
Instead of modeling the hazard function as in the Cox PH model, the Accelerated 
Failure Time (AFT) model expresses the logarithm of the true survival time for the 
nth individual as a linear regression model: 
log(yn) = n + X'n(3 + aUn, (4.2.4) 
where, for the nth individual, yn is the true survival time, Xn = (Xni,... ,Xnp) are 
the covariates for the nth individual, (3 = ( /? i , . . . , /3P) are the regression coefficients, // 
is a location parameter, and a is a scale parameter. Here, Un s are independent and 
identically distributed (i.i.d.). 
Several works in the literature have explored semiparametric estimation of the 
coefficients in the AFT model with an unspecified error distribution. The least-
squares method of Buckley-James [20] used the Kaplan-Meier estimator to adjust 
for the censored observations. Another popular method is the rank-based estimator 
using the score function of the partial likelihood (Ritov [88], Jin et al. [52]). Using 
the two-stage procedure, the semiparametric AFT model can be used in conjunction 
with dimension reduction methods. For instance, the method of PLS can be used in 
the first stage to reduce the dimension of the data. Adopting the modified version 
of PLS (Nguyen [80]), the semiparametric AFT model is used in the construction 
of the PLS weights to incorporate the censoring. In the second stage, the reduced 
data are fitted to a multivariate AFT model, where the coefficients are obtained 
semiparametrically. Once the coefficients are estimated, the log of the lifetimes can 
be estimated. However, a drawback of the semiparametric approach is the difficulty 
in computing such estimators, even if there are only a few covariates (Jin et al. [52]). 
This work focuses on the parametric AFT model where the distribution of the 
error is known. The AFT likelihood function for right-censored data is given by 
N 
L(fi,P,a) = [ ] 
1 /yn-fl-X'n0 
a V a 
Sn 
c , Vn~ JO 
(1 Sn) 
(4.2.5) 
\ j \ o j n=1 L V / j l \ 
where /o and SQ denote the probability distribution function (pdf) and the cumu-
lative distribution function (cdf) of the [/„'s. Estimates for /x, f3 and a are found 
by maximizing the likelihood function given in Eq. (4.2.5) (Klein and Moeschberger 
[59]). 
As indicated in (Bedrick et al. [10]), if the baseline survival function SQ is standard 
normal, then the log-normal survival model is obtained. If SQ is logistic, then log-
logistic model is obtained, and if So is extreme-value, then we get the Weibull model. 
Details of the AFT model are provided in Appendix A. 
Since the number of genes, p, far exceeds the number of cases N for microarray 
data, regression models such as the Cox PH and AFT models, cannot be applied 
directly. We first reduce the dimension of the gene expression data matrix from N x 
p to N x k, where k N p via dimension reduction methods, and then apply the 
regression model in the reduced subspace. If we let X = [x\,..., Xk] be the reduced 
data matrix after dimension reduction, then regression models such as the Cox and 
AFT models are applied to the reduced data matrix X. 
As it is not possible to analytically compare the various approaches for dimension 
reduction for the various models discussed here, the next subsection discusses a Monte 
Carlo simulation that studies the performance of the various methods. Several criteria 
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for assessing the operating characteristics of the various methods are considered. The 
simulation procedure is discussed next. 
4.2.2 Simulation Procedure 
We compare the performance of rank-based modified versions of Partial Least Squares 
(PLS) to their unranked counterparts, and other well-known dimension reduction 
methods such as PCA, SIR, UNIV, SPCR and CPCR using the Cox and AFT re-
gression models. 
4.2.3 Simulation Setup 
We used the simulation procedure described by Nguyen and Rocke [80], which is 
comprised of two main parts: generating gene expression values and generating the 
survival times. The details of the simulation procedure for the gene expression values 
and the survival times are provided in Appendix A. 
The performance of the different dimension reduction methods are assessed in the 
presence of outliers in the response. In the simulations, the observed survival times 
are generated such that they have outliers for large values of p. Figure B.l shows, for 
one simulation in the case p = 100 under the Cox model, the observed survival times 
Tj = min(yi, Q) do not have outliers. However, for p = 1000, the T,'s have outliers. In 
these simulations, the effect of outliers in the response is investigated on the different 
dimension reduction methods (see Nguyen and Rojo [81, 82] for details). 
Since the reduced data matrix is of dimension N x k after dimension reduction, 
two scenarios for the selection of k are considered for the different dimension reduction 
methods under the Cox model: 1) k is fixed across the different methods, and 2) k 
is selected based on the minimization of the cross-validation squared error of the 
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estimated survival function for each method. Under the AFT model, k is selected 
based on the minimized cross-validation of the squared error of fit. Details of fixing 
k under the Cox model are provided in Appendix A. We next describe the selection 
of k based on cross-validation. 
4.2.4 Cross-validation (CV) 
In practice, k is chosen by cross-validation, which leads to different k for different 
methods. In this work, we employ a 2—fold CV using the minimization of the squared 
error of the estimated survival function CV (surv.error) under the Cox model, and 
the squared error of fit CV (fit.error) under the AFT model, for the simulated data 
to compare the different methods. The CV (surv. err or) is defined as: 
where i = 1 , . . . , s is the index for the simulation run, s = 5000 simulations, m = 
1 , . . . , M is the index for the fold, M = 2, Dm is the set of death times in the mth 
fold, Sm denotes the estimated survival function for the mth fold, and S-m denotes 
the estimated survival function when the m t h fold is removed. In this setting, for 
each simulation run, we use a 50 : 50 split of the data into a training set (index — m) 
and a test set (index m). Also, the estimated survival functions are evaluated using 
the covariates correponding to the individuals, i.e., 
where Nm = ALm = 25 denotes the number of individuals either in test or training 
i=1 m=1 tGD, 'm 
and 
set, Smjn is the estimated survival function for the nth individual in the test set, and 
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S—m,n is the estimated survival function for the nth individual in the training set. The 
estimated survival function for the nth individual are Sm^n(t) = So^m(t) ^ *" '"^ and 
*J—m,nV<) — *J0—m\l') 
Under the AFT model, since the logarithm of the lifetimes is represented as a linear 
regression model, it is natural to examine the squared error of fit. The CV(fit.error) 
is defined as: 
S1Vi=lm=ll L t l V l W 
where % = 1 , . . . , s is the index for the simulation run, s = 5000 simulations, m = 
1 , . . . , M is the index for the cross-validation fold, M = 2, I = 1 , . . . , Nm is the index 
for the individual in the mth fold, Nm = 25 is the number of individuals in the mth 
fold, and 5mj(i) denotes the censoring indicator for the Ith individual in the mth fold 
of the ith simulation. The are defined as 
PmA*) = l°9(Vm,i{i)) 
where the ymti(iys are the actual lifetimes. The y^^ i ) are the estimates of y^i(i), 
and are given by 
VmJL^) = P-m,AFr(i) + (i)'0-m,AFr(i) 
where p,-m,AFr(i) a n d P~m,AFT{i) a f e the coefficients estimated from the AFT model 
when the mth fold is removed, and X corresponds to the reduced data matrix after 
applying dimension reduction techniques. 
For each method, a CV(surv.error) for the Cox model or CV(fit.error) for the 
AFT model is obtained for each value of A, which is the tuning parameter for that 
method. Here, A < Nm. In these simulations, we let A = 1, 2 , . . . , 20. The optimal 
A corresponds to the k that minimizes either CV(surv.error) for the Cox model or 
CV(fit.error) for the AFT model. 
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4.2.5 Performance Measures 
For microarray data, it is important to select the relevant genes that relate to biolog-
ical processes as well as accurately predicting the patients' survival (Cox model) or 
patients' lifetimes (AFT model). Thus, we are interested in assessing the performance 
of the different dimension reduction methods based on the mean squared error of the 
estimated coefficients on the genes, the mean squared error and bias of the estimated 
survival function, and the mean squared error of fit. In other words, once k is selected 
for each method, we compute the following measures. 
The first measure that we examine is the MSE((3) defined in terms of the weights 
placed on the genes 
i=1 j = l 
where i = 1,..., s indicates the ith simulation, and j = 1,... ,p indicates the jth gene. 
For the ith simulation, the p x 1 vector (3 is obtained by (3 = Wf3n with W is the 
loadings or weights obtained from dimension reduction step (such as PCA, PLS, . . . ) , 
and (3r are the parameter estimates obtained from the Cox or AFT model. 
The next two measures, ave(d2) and ave(d2 And), are in terms of the mean squared 
error of the estimated survival function under the Cox model. The ave(d2) is defined 
as: 
ave(d2) = -g ^ ( S . W - ^ t ) ) 2 
i=i teDs 
where for the ith simulation, t corresponds to the observed death times, and for the 
Cox model, 
Si(t) = So(t)exp^(iy^ 
and 
Bi{t) = S0(t)exp^'®. 
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Here, both the true and estimated survival are obtained from the average of the 
covariates X in the ith simulation, denoted by X(i), and So under the Cox model is 
the Nelson-Aalen estimator of the baseline survival function. 
The next measure, ave(d2 And), measures the mean squared error of survival where 
the survival function is evaluated using the covariates corresponding to the individu-
als, rather than the average of the covariates, 
s N 
ave(d2 And) = ~ £ f l E ~ 
i = l n= 1 teDs 
where for the ith simulation in the Cox model, 
Sin(t) = So(t)exp{x"W 
and 
sM=s0(trp(Xnii),$) 
where Xn(i) are the covariates corresponding to the nth individual in the ith simula-
tion. 
The next two measures, ave(bias) and ave(biasAnd) are in terms of bias of the es-
timated survival function under the Cox model. Both measures of bias are calculated 
at the deciles of the true survival function. The ave(bias) is defined as 
I s . 
ave(bias) = - E ^ W ~ ^ s ) 
s i=1 
where q = 0 .1 ,0 .2 , . . . , 0.9. In the Cox model, for the ith simulation, 
tq = SQ1 {(fxTPi-xWP)) correspond to the deciles of the true survival function. In 
/ „ \ exp(X(i)'P) 
other words, Si(tq) = q. The estimated survival is Si(tq) = lSo(tq)) 
The ave(biasAnd) is evaluated using the covariates corresponding to the individ-
uals, rather than the average of the covariates, 
1 1 s N 
ave(biasAnd) = - Sin(tq) 
1 = 1 71=1 
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where for the ith simulation and nth individual, for the Cox model, tq = SQ1 [qex^~XnW 
. / „ n exp(Xn(i)'/3) 
so that Sin(tq) = q, and Sin(tg) = \ S0(tq)J 
The next measure, MSE(fit), is the average of the squared residuals of the true 
lifetimes under the AFT model, 
S ~ i L En=l t fn(«) 
where for the ith simulation and nth individual, 
y*n(i) = log (yn(i)) 
and 
& ) = AAFT(^) + Xn(i)'pAFT(i) 
The simulation results for the various dimension reduction methods based on the 
above performance measures are provided next. 
4.2.6 Simulation Results 
Cox model 
Figure 4.1 compares the MSE(f3) for PCA, MPLS, RMPLS, SPCR, CPCR, and 
UNIV for censoring rate of 1 /3 and total variation of predictor explained (TVPE) 
of 40% and 60%. In the case of p = 100 in the absence of outliers in the response, 
PCA, MPLS, RMPLS and SPCR perform relatively the same in terms of MSE(fi), 
and all four methods outperform CPCR and UNIV. In the case when p > 300 in the 
presence of outliers in the response, similar observations can be made as in the case 
of no outliers. We omit the plots for TVPE of 50% and 70% since they are similar to 
cases of 40% and 60%, and censoring rate of 1/2 since it is similar to the case of 1/3 
censoring. 
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Figure 4.1 : Cox model: 1/3 censored. The mean squared error of the estimated 
weights on the genes, MSE(fi), for datasets with 40% and 60% TVPE accounted for 
by the first 3 PCs comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. 
33% cens, 40% var 33% cens, 60% var 
500 1000 
number of genes 
1500 
o 
00 
o « ® 
<D .Q 
LLT O 
W * 
o 
CM 
O -
500 1000 
number of genes 
1500 
Figures 4.2 and 4,3 compare the ave(d?) of survival for PCA, MPLS, RMPLS, 
SPCR, CPCR, and UNIV for censoring rate of 1/3 and 1/2, respectively, and TVPE 
of 40%, 50%, 60% and 70%. In the case when p = 100 in the absence of outliers 
in the response, RMPLS performs slightly better than MPLS, and both methods 
outperform PCA for low to moderate TVPE (40% and 50%). SPCR yields close 
ave(d2) to PCA, and all four methods RMPLS, MPLS, PCA and SPCR outperform 
both CPCR and UNIV. At high censoring rate of 1/2, the performance of all methods 
deteriorate because of the small effective sample size. However, the pattern remains 
the same as in the case of 1/3 censoring. This result is consistent with the findings 
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of Nguyen [79]. In the case when p > 300 in the presence of outliers, RMPLS 
substantially outperforms all other methods. MPLS is affected by outliers, since the 
method performs worse than PCA some of the times. SPCR performs better than 
PCA. UNIV performs surprisingly well, better than PCA in some instances. CPCR 
performs relatively worst among all the methods. 
Figure 4.4 compares the ave(d2.ind) of survival for PCA, MPLS, RMPLS, SPCR, 
CPCR, and UNIV for censoring rate of 1/3, and TVPE of 40%, 50%, 60% and 
70%. In the case when p = 100 in the absence of outliers in the response, RMPLS 
performs slightly worse than MPLS. Both methods outperform all other methods for 
all TVPE. Again, similar to the results for the measure ave(d2), SPCR yields close 
ave(d2 And) to PCA, and both methods perform better than CPCR. UNIV performs 
worst among all the considered methods. In the case when p > 300 in the presence 
of outliers, RMPLS substantially outperforms all other methods. Again, MPLS is 
affected by outliers, since the method performs worse than SPCR most of the times. 
Both SPCR and MPLS outperform PCA. UNIV performs well, better than PCA in 
some instances. CPCR generally performs worst among all the methods. The results 
for censoring rate of 1/2 are similar to those for censoring rate of 1/3 (not shown), 
although the performance of the methods deteriorate due to a high censoring rate. 
Figure B.2 compares the ave(bias) of the estimated survival function for PCA, 
MPLS, RMPLS, SPCR, CPCR and UNIV for censoring rate of 1/3, p = 100, 500 
and 800, and TVPE of 50%, 60% and 70%. The results for the cases p = 300, 1000, 
1200, 1400 and 1600 are similar to the results for p = 500, and 800, so we omit these 
plots. Also, the results for the censoring rate of 1/2 are not shown since they are 
similar to the results for censoring rate of 1/3. However, at high censoring rate of 
1/2, the performance of all methods deteriorate because of the small effective sample 
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Figure 4.2 : Cox model: 1/3 censored. The mean squared error of the survival 
function evaluated at the average of the covariates, ave(d2) of survival, for datasets 
with 40%, 50%, 60% and 70% TVPE accounted for by the first 3 PCs comparing 
PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. The x-axis denotes the number 
of genes, p, and the y-axis denotes the ave(d2) of survival. 
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Figure 4.3 : Cox model: 1/2 censored. The mean squared error of the estimated 
survival function evaluated at the average of the covariates, ave(d2) of survival, is 
plotted for datasets with 40%, 50%, 60% and 70% TVPE accounted for by the first 
3 PCs comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. 
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Figure 4.4 : Cox model: 1/3 censored. The mean squared error of the estimated 
survival function evaluated at the covariates of the individuals, ave(d?.ind) of survival, 
is plotted for datasets with 40%, 50%, 60% and 70% TVPE accounted for by the first 
3 PCs comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. The cc-axis 
denotes the number of genes, p, and the y-axis denotes ave(d2.ind) of survival. 
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size. RMPLS generally outperforms all other methods, including MPLS, for small 
to medium deciles (q = 0 .1 , . . . , .5) in both cases when p = 100 in the absence of 
outliers in the response and when p > 300 in the presence of outliers. For large 
deciles (q = .6 , . . . , .9), there is no clear-cut winner among the methods. In the case 
when p = 100 in the absence of outliers in the response, both RMPLS and MPLS 
outperform PCA for all deciles (q = .1 , . . . , .9). SPCR and CPCR yield close estimates 
to PCA for the case of 1/3 censoring, and UNIV performs relatively worst. In the 
case when p > 300 in the presence of outliers in the response, MPLS is affected by 
outliers, since the method performs worse than PCA, SPCR, and UNIV some of the 
times. 
Figure B.3 compares the ave(bias.ind) of the estimated survival function for PCA, 
MPLS, RMPLS, SPCR, CPCR and UNIV for censoring rate of 1/3, p = 100,500 and 
800, and TVPE of 50%, 60% and 70%. In the case when p = 100 in the absence 
of outliers in the response, RMPLS is comparable to MPLS. Both methods outper-
form all other methods, including PCA, for all TVPE for small to medium deciles 
(q = 0 .1 , . . . , .5) . Also, SPCR and UNIV perform slightly better than PCA and 
CPCR. In the case when p > 300 in the presence of outliers in the response, RMPLS 
outperforms all other methods, including MPLS, for q = 0 .1 , . . . , .5. For large deciles 
q = 0 .6 , . . . , .9, RMPLS, MPLS, SPCR and UNIV perform relatively the same. Fur-
thermore, RMPLS, SPCR, and UNIV perform slightly better than PCA and CPCR 
for all deciles. 
Figure B.4 compares the MSE(fi), ave(d2), and ave(d2.ind) for methods coupled 
with SIR (PCA and MPLS) and their un-SIR counterparts for censoring rate of 1/3 
and TVPE of 50% and 70% using the baseline exponential survival in the Cox model. 
SIR does not improve upon the performance of the dimension reduction methods. 
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The results are similar for TVPE of 40% and 60%, censoring rate of 1/2, and the two 
bias measures (ave(bias) and ave(bias.ind)), so we omit these plots. 
We should observe that all methods generally improve as the TVPE increases for 
the two measures of mean squared error of the estimated survival function and the 
two measures of bias. 
Under the Cox model, using 2—fold CV based on the minimization of the squared 
error of the estimated survival function for each method, k is selected. Once the CV 
is performed, we can use k with the simulated data as before, and obtain the mean 
square error for the /3's and the estimated survival function. Figure 4.5 compares the 
CV (surv.err or), MSE(p), ave(d2) and ave(d2.ind) among PCA, MPLS, RMPLS, 
CPCR, SPCR and UNIV. RMPLS generally outperforms other methods in terms of 
CV (surv .err or), ave(d2) and ave(d2 And) for both cases when outliers are present and 
absent in the response. MPLS is affected by outliers, since the method performs worse 
than PCA in terms of ave(d2) and ave(d2.ind). In terms of MSE(/3), PCA, MPLS, 
RMPLS, CPCR and SPCR perform relatively the same, and they all outperform 
UNIV. Using CV, RMPLS is also better variant of PLS than MPLS as in the case 
when the number of components, k, is fixed for all the methods. 
Table C.5 compares the mean squared error of the estimated weights on the genes 
MSE(P) and the mean squared error of the estimated survival function using the 
individual covariates ave(ds.ind) for two procedures: 1) using PCA or RMPLS di-
rectly, and 2) combining RP and PCA or RMPLS. Procedure 2 yields similar results 
to those of procedure 1. Thus, RP can be combined with other dimension reduction 
methods without losing much of the information in the original data. 
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Figure 4.5 : Cox model: 1/3 censored, k is chosen by cross-validation (CV). 
The minimized CV of the squared error of the estimated survival function 
min(CV(surv.error)), mean squared error of the estimated weights on the genes 
MSE((5), mean squared error of the estimated survival function evaluated at the 
average of the covariates ave(d2), and mean squared error of the estimated survival 
function evaluated at the covariates of the individuals ave(d2And) comparing PCA, 
MPLS, RMPLS, SPCR, CPCR, and UNIV based on 1000 simulations are plotted. 
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A F T model 
Figure 4.6 compares the CV{fit.error), MSE(f3), and MSE(fit) for RWPLS, RRW-
PLS, MIPLS, RMIPLS, MPLS, and RMPLS for censoring rate of 1/3 under the AFT 
exponential model. In terms of MSE(P), the ranked versions of PLS are compara-
ble to their un-ranked counterparts. RMPLS outperforms other methods, including 
MPLS, in terms of CV(fit.error) and MSE(fit) for both cases when outliers are 
absent (p = 100) and present (p > 300) in the response. In the absence of outliers 
in the response (p = 100), the ranked versions of RWPLS and MIPLS are com-
parable to their un-ranked counterparts in terms of CV(f it.error) and MSE(fit). 
RMPLS and RMIPLS significantly improve their un-ranked counterparts in terms of 
CV(fit.error) and MSE(fit) in the presence of outliers, while RRWPLS does not 
necessarily outperform its un-ranked version. Similar results are obtained for the log-
normal mixture model (Figure B.7), lognormal model (Figure B.8) and log-t model 
(Figure B.9). 
Figure 4.6 (bottom row) compares the CV(fit.error), MSE(fi), and MSE(fit) 
for PCA, MPLS, RMPLS, CPCR, SPCR, and UNIV for censoring rate of 1/3 under 
the AFT exponential model. In terms of MSE{f3), PCA, MPLS, RMPLS, CPCR and 
SPCR perform relatively the same when outliers are absent (p = 100) and present 
(p > 300) in the response. UNIV performs worst among the methods in terms of 
MSE(P). RMPLS outperforms all other methods in terms of CV (fit.error) and 
MSE(fit) in the presence of outliers in the response. Similar results are obtained for 
the lognormal mixture model (Figure B.7), lognormal model (Figure B.8) and log-t 
model (Figure B.9). 
Since simulation results of the assessment of the different dimension reduction 
methods do not translate to similar findings in real microarray datasets, we also 
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Figure 4.6 : AFT exponential model: 1/3 censored, k is chosen by cross-validation 
(CV). The minimized CV of the fit error min(CV(fit.error)), mean squared error of 
the estimated weights on the genes MSE(/3), and mean squared error of fit MSE(fit) 
comparing RWPLS, RRWPLS, MIPLS, RMIPLS, MPLS, and RMPLS (top row), and 
comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV (bottom row) based on 
5000 simulations are plotted. 
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assess the performance of the methods based on four real datasets as provided in 
the next subsection. Since the reduced data matrix (after dimension reduction) is of 
dimension p x k, the selection of k is based on cross-validation. 
4.2.7 Real Datasets 
The first dataset is the Diffuse Large-B-cell Lymphoma (DLBCL) data described in 
Rosenwald et al. [90], and Bair and Tibshirani [8]. There are 240 patients, 7399 genes, 
and 42.5% of the patient survival times are censored. Five of the survival times are 0, 
so we set these survival times to 0.001 in order to apply the AFT model. The Harvard 
Lung Carcinoma dataset consists of 84 cases, 12625 genes, and 42.9% of the cases are 
censored (Bhattacharjee et al. [15]). The Michigan Lung Adenocarcinoma consists 
of 86 cases, 7129 genes, and 72.1% of the cases are censored (Beer et al. [11]). The 
Duke Breast Cancer dataset consists of 49 cases, 7129 genes, and 69.4% of the cases 
are censored (West et al. [96]). Note that the survival times in the Harvard, Michigan 
and Duke datasets have longer tails than those of the DLBCL dataset (Figure 4.7). 
We used a 3—fold CV for the four datasets: 80 samples in test set and 160 in the 
training set for the DLBCL data, 28 in test set and 56 in the training set for the 
Harvard data, 28 in test set and 58 in the training set for the Michigan data, and 
16 in test set and 33 in the training set for the Duke data. For the Harvard data, 
we first screened out the genes using UNIV under an AFT model to retain 7189 top-
ranked genes. The cross-validation is based on 1000 repetitions. The comparison of 
the different dimension reduction methods is based on the minimized CV (surv .error) 
for the Cox model and CV(fit.error) for the AFT model. 
Table 4.1 shows the minimized CV (surv. err or) and the standard error of the 
1000 repeated runs for the various methods under the Cox model for the DLBCL and 
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Figure 4.7 : Histograms of the survival times for DLBCL, Harvard, Michigan and 
Duke datasets. The survival times for the Harvard, Michigan and Duke datasets have 
longer tails than the survival times for the DLBCL dataset. 
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Harvard datasets. RMPLS outperforms all other methods for the Harvard data, in 
the presence of outliers in the response. Also, the method is comparable to MPLS 
and other methods for the DLBCL data in the absence of outliers. 
Table 4.1 : Cox model: DLBCL and Harvard datasets. k chosen by CV for the dif-
ferent methods. The minimized cross-validation of the squared error of the estimated 
survival function min(CV(surv.error)), and its standard error of the 1000 repeated 
runs are shown. 
DLBCL HARVARD 
Method k error SE k error SE 
PCA 7 0.1026 0.0336 13 0.121 0.06 
MPLS 1 0.1074 0.0372 1 0.1304 0.0654 
RMPLS 1 0.1056 0.0354 1 0.1124 0.0305 
CPCR 2 0.1014 0.0346 2 0.1402 0.0727 
SPCR 1 0.1063 0.0353 3 0.1473 0.0822 
UNIV 11 0.1221 0.0383 14 0.1663 0.0863 
Tables 4.2, 4.3, C.2, and C.3 show the minimized CV(fit.error) and the standard 
error of the 1000 repeated runs for the different methods under the AFT exponential, 
lognormal mixture model, lognormal and log-t models, respectively. Under the log-
normal mixture model, RMPLS outperforms other methods. Under the exponential 
model, RMPLS generally outperforms other methods, except for the DLBCL (short 
tail) and Harvard datasets in which the method is slightly outperformed by RMIPLS. 
The standard error for the minimized CV(fit.error) over the 1000 repeated runs for 
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RMPLS is comparable to other variants of PLS. Results for the lognormal and log-t 
models are similar to the results for the lognormal mixture model. 
We also explored the similarity between MPLS and RMPLS (Cox model and 
AFT model), RWPLS and RRWPLS, and MIPLS and RMIPLS in the ranking of the 
significant genes based on the absolute value of the estimated weights on the genes 
(.AEW), where AEW is defined as, 
AEW = \Wp*R\ 
where W is the matrix of the weights obtained from the dimension reduction step for 
MPLS or RMPLS using the whole datasets, and fiR = ,^ where se(/3R) denotes the 
standard error of the estimate j3R. Here R denotes either the Cox or AFT regression 
model. Table C.l shows the number of top-ranked genes in common between MPLS 
and RMPLS out of k considered top-ranked genes for the two datasets using only the 
first component under the Cox model. We should observe that MPLS and RMPLS 
select many genes that are in common. Since the response of the Harvard dataset 
has outlying observations, the number of common genes selected by the two methods 
is generally less than that of the DLBCL dataset in the absence of outliers. Table 
C.4 shows the number of top-ranked genes in common between MPLS and RMPLS, 
RWPLS and RRWPLS, and MIPLS and RMIPLS, out of k considered top-ranked 
genes for the two datasets using only the first component under the AFT lognormal 
mixture model. MPLS and RMPLS, and MIPLS and RMIPLS select many of the 
genes in common. Again, the number of common genes selected by the ranked versions 
of PLS and their un-ranked counterparts for the Harvard, Michigan and Duke datasets 
is generally less than that of the DLBCL dataset because the survival times of the 
Harvard, Michigan and Duke datasets have longer tails than those of the DLBCL 
dataset. 
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4.2.8 Discussion and Extensions 
The simulation study indicates that the Rank-based Modified Partial Least Squares 
(RMPLS) outperforms the other considered methods in the presence of outliers in 
the response, and is competitive to MPLS and PCA in the absence of outliers. By 
using the rank-based approach, MPLS is improved in the presence of outliers. 
There are several limitations to our simulation study. In these simulations, the 
gene expression levels taken to be x^ = exp(x*d), where the x^'s are com-
posed of linear combinations of d underlying components, each normally distributed 
with a certain mean and variance, and an error component, normally distributed 
with a different mean and variance. We should observe that the linear combination of 
the d underlying components is also normally distributed, and thus, x*- is only com-
posed of an underlying component and an error component. By having d underlying 
components, we have to take into account the weights for these components, r^ , for 
k = 1 , . . . , d, and i = 1 , . . . , N. The survival and censoring times depend on the gene 
expressions, which in turn depend on the r^ . A poor choice of the weights would 
make some of the observed survival times Tj = min(yi,Ci) outliers. For example, if 
we take r^ ~ Exp( 10) in the Cox model, then the response has outliers for both 
cases p = 100 and p = 1000 as seen in Figure B.5. Figure B.6 compares the MSE(fi), 
ave(d2), ave(d2And), ave(bias) forp = 100, and ave(bias.ind) for p = 100, for the case 
rki ~ Exp( 10) of PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV for censoring rate 
of 1/3. In terms of mean squared error of the estimated survival function (ave(d2) 
and ave(d2.ind)), RMPLS outperforms all other methods, including MPLS. Also, 
RMPLS outperforms all other methods for small to medium deciles (q = .1 , . . . , .5) 
in terms of the bias of the estimated survival function (ave(bias) and ave(bias.ind)) 
in the case p = 100. Similar results were obtained for p = 300, 500, 800, 1000, 
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1200, 1400 and 1600. Also, a similar pattern is observed if rki ~ Uniform(0,0.5) or 
fki ~ N(0, 0.252). For a detailed discussion, see Nguyen and Rojo [81, 82], 
Furthermore, the magnitude of the /?'s, the coefficients for the genes, and hence, 
the survival times, are controlled by the variance cr2. In these simulations, we fix 
<r7r = 0.2, so that we have outliers in the response for large values of p. However, we 
can vary a^ as we increase p so that the survival times do not have outliers. The 
results (not included in this work) indicate that the performance of the dimension 
reduction methods for large values of p are similar to that in the case p = 100 in 
the absence of outliers for rki ~ Unif(—0.2,0.2) (see Nguyen and Rojo [81, 82] for 
details). 
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Chapter 5 
Conclusions 
In this chapter, we discuss the results of the dimension reduction methods tested in 
this work. We first summarize the results of our improvements on the lower bound 
for k for the method of Random Projection in section 5.1, followed by the results 
of our proposed method of Rank-based Modified Partial Least Squares (RMPLS) in 
section 5.2. 
5.1 Summary of the Improvements on the Lower Bound for k 
for the JL Lemma 
A computational simple method of dimension reduction that has attracted a lot 
of attention lately is Random Projection (RP). The method projects the original 
N x p data matrix X onto a lower A;-dimensional subspace using a p -x. k random 
projection matrix I\ The motivation of RP is the classic result of the Johnson-
Lindenstrauss (JL) Lemma [54], which states that a set of N points in p-dimensional 
space can be projected onto a k = 0( ln Af/e2)-dimensional subspace such that the 
pairwise distance among the points is preserved within a factor of l i e . Several im-
provements on the proof of the original JL Lemma as well as on the lower bound for 
k have been reported over the years. Among the reported improvements, Dasgupta 
and Gupta [28] provided a smallest known lower bound for k with the Gaussian ran-
dom projection matrix using the moment generating function (mgf) approach. In this 
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work, we revisited the JL Lemma, and provided an improvement on the Dasgupta and 
Gupta bound by 1) using the moment generating function technique, and 2) working 
directly with the distribution of the random Euclidean distances. An improvement 
of 11 — 34% on the Dasgupta and Gupta bound is obtained with approach 2. 
Achlioptas [3] provided the same lower bound for k as Dasgupta and Gupta us-
ing a projection matrix consisting of i.i.d. entries drawn from distribution given in 
Eq. (3.4.1) (q = 1 or q = 3). In this work, we provided an improvement to the 
Achlioptas bound for the Rademacher random matrix (q = 1) by taking advantage 
of the properties of the Rademacher random variable. In particular, we provided an 
improvement to the Achlioptas bound using 1) Hoeffding's Inequality based on the 
mgf approach, 2) Berry-Esseen Theorem, and 3) Pinelis Inequality. Improvements of 
15% and 10 — 40% are obtained with approaches 2 and 3 for e = 0.1, respectively. 
We also provide an alternate proof to the Achlioptas Theorem, and discuss the case 
for asymmetric simple random matrices in this work. 
Results in the literature state that the JL Lemma cannot be extended to the L\ 
norm (Lx-Li projection). However, for the L2-LI random projection, Matousek [75] 
obtained a lower bound for k using a sparse Gaussian and Achlioptas random matrices. 
In this work, we provided an improvement to the Matousek bound of 36 — 40% using 
the mgf approach with the Gaussian and Achlioptas random matrices. 
5.2 Summary of Rank-based Modified Partial Least Squares 
A popular dimension reduction method that incorporates both the covariates and 
the response is Partial Least Squares (PLS). However, the usual Pearson covari-
ance/correlation measure in the optimization criterion of PLS is influenced by outliers. 
In this work, we have proposed to replace the Pearson correlation measure with the 
110 
Spearman rank correlation measure. This variant of PLS is denoted as Rank-based 
Modified Partial Least Squares (RMPLS). RMPLS is insensitive to outlying values 
in both the covariates and response, and also incorporates the censoring information. 
The weight vectors for RMPLS are derived as solutions to an optimization criterion, 
and the algorithm to RMPLS is also provided. Simulation results as well as results 
for real datasets under the Cox PH and AFT models indicate that RMPLS outper-
forms other considered methods when outliers are present in the response, and is 
competitive to other methods including the regular PLS in the absence of outliers. 
I l l 
Bibliography 
[1] Aalen, 0 . 0 . A linear regression model for the analysis of lifetimes. Statistical 
Medicine, 8, 907-925, 1989. 
[2] Access Excellence Resource Center, www.accessexcellence.org. 
[3] Achlioptas, D. Database-friendly random projections. Proc. ACM Symp. on the 
principles of database systems, 274-281, 2001. 
[4] Ailon, N., and Chazelle, B. Approximate nearest neighbors and the fast Johnson-
Lindenstrauss transform. Proc. 38th ACM Symp. Theory of Computing, 557-563, 
2006. 
[5] Ailon, N., and Liberty, E. Fast dimension reduction using Rademacher series on 
dual BCH codes. In Symp. on Discrete Algorithms, 1-9. San Francisco, CA, 2008. 
[6] Ailon, N., Liberty, E., and Singer A. Dense Fast Random Projections and Lean 
Walsh Transforms. In Proc. of 11th and 12th International Workshop on Ap-
proximation, Randomization and Combinatorial Optimization: Algorithms and 
Techniques, 512-522. Springer-Verlag, 2008. 
[7] Arriaga, R. I., and Vempala, S. An algorithmic theory of learning: robust concepts 
and random projections. 40th Annual Symposium on Foundations of Computer 
Science. New York, NY, 1999. 
112 
[8] Bair, E., and Tibshirani, R. Semi-supervised methods to predict patient survival 
from gene expression data. PLoS Biology, 2, 511-522, 2004. 
[9] Bair, E., Hastie, T., and Tibshirani, R. Prediction by supervised principal com-
ponents. Journal of American Statistical Association, 101, 119-137, 2006. 
[10] Bedrick, E. J., Exuzides, A., Johnson, W. O., and Thurmond, M. C. Predictive 
influence in the accelerated failure time model. Bio statistics, 3.3, 331-346, 2002. 
[11] Beer D. G., Kardia S. L. R., Huang C., Giordano, T. J., Levin, A. M., Misek, D. 
E., Lin, L., Chen, G., Gharib, T. G., Thomas, D. G., Lizyness, M. L., Kuick, R., 
Hayasaka, S., Taylor J. M. G., Iannettoni, M. D., Orringer, M. B., Hanash, S., 
Gene-expression profiles predict survival of patients with lung adenocarcinoma, 
Nature Medicine 8.8, doi: 10.1038/nm733, 2002. 
[12] Bertoni, A., and Valentini, G. Random projections for assessing gene expression 
cluster stability. In IJCNN 2005, the IEEE-INNS International Joint Conference 
on Neural Networks. Montreal, 2005. 
[13] Bertoni, A., and Valentini, G. Ensembles based on random projections to improve 
the accuracy of clustering algorithms, h t t p : / / e p r i n t s . p a s c a l - n e t w o r k . o r g / 
a r c h i v e / 0 0 0 0 2 3 6 2 / 0 1 / b e r t o n i - v a l e - W I R N 0 5 . p d f . Mi lano , 2006. 
[14] Bertoni, A., Valentini, G., Folgieri, R., and Piuri, V. Ensembles based on ran-
dom projections for gene expression data analysis, h t t p : / / w w w . m t c u b e . c o m / 
Tes i -Fo lg ier i . pd f . Archivio Istituzionale della Ricerca, Milano, 2008. 
[15] Bhattacharjee A., Richards W. G., Staunton J., Li, C., Monti, S., Vasa, P., 
Ladd, C., Beheshti, J., Bueno, R., Gillette, M., Loda, M., Weber, G., Mark, 
113 
E. J., Lander, E. S., Wong, W., Johnson, B. E., Golub, T. R., Sugarbaker, D. 
J., Meyerson, M., Classification of human lung carcinomas by mRNA expression 
profiling reveals distinct adenocarcinoma subclasses, PNAS 9 8 . 2 4 , 13790-13795, 
2001. 
[16] Bingham, E. and Mannila, H. Random projection in dimensionality reduction: 
applications to image and text data. In Proc. of KDD, pp. 245-250, San Francisco, 
CA, 2001. 
[17] Boulesteix, A., and Strimmer, K. Partial Least Squares: a versatile tool for 
the analysis of high-dimensional genomic data. Briefings in Bioinformatics, 8.1, 
32-44, 2006. 
[18] Bovelstad, H. M., Nygard, S., Storvold, H. L., Aldrin, M., Borgan, O., Frigessi, 
A., and Lingjaerde, O. C. Predicting survival from microarray data - a comparative 
study. Bioinformatics Advanced Access 2007. 
[19] Brinkman, B. and Charikar, M. On the impossibility of dimension reduction in 
Li. Proc. 44th IEEE Symp Foundations of Computer Science, 514-523, 2003. 
[20] Buckley, J. and James, L. Linear regression with censored data. Biometrika, 66, 
429-436, 1979. 
[21] Bura E. and Pfeiffer, R. M. Graphical methods for class prediction using dimen-
sion reduction techniques on DNA microarray data, Bioinformatics, 19, 1252-
1258, 2003. 
[22] Candes E. J., and Tao, T. Near-optimal signal recovery from random projec-
tions: universal encoding strategies?. Information Theory, IEEE Transactions 
on, 52.12, 5406-5425, 2006. 
114 
[23] Cattell R. B. The scree test for the number of factors. Multivariate Behav. Res., 
1, 245-276, 1966. 
[24] Charikar M., and Sahai, A. Dimension reduction in Lx norm. In Proceedings 
of the 43rd Annual IEEE Symp. on Foundations of Computer Science, 551-560, 
2002. 
[25] Coe, B., and Antler, C. Spot your genes - an overview of the microarray. 
www.scq.ubc.ca/?p=272, 2006. 
[26] Cox, D. R. Regression Models and life tables (with discussion). Statistical Society 
Series, B 3 4 , 187, 1972. 
[27] Dai, J. J., Lieu, L., and Rocke, D. M. Dimension reduction for classification 
with gene expression microarray data. Statistical Applications in Genetics and 
Molecular Biology, vol. 5, issue 1, article 6, 2006. 
[28] Dasgupta, S. and Gupta, A. An elementary proof of the Johson- Lindenstrauss 
lemma. Technical report 99-006, UC Berkeley, March 1999. 
[29] Dasgupta, S. Experiments with random projection. In Uncertainty in Artificial 
Intelligence, 2000. 
[30] Datta, S., Le Rademacher, J., and Datta, S. Predicting patient survival by ac-
celerated failure time modeling using partial least squares and lasso. Biometrics, 
63 , 259-271, 2007. 
[31] De Jong, S. SIMPLS: An alternative approach to partial least squares regression. 
Chemometrics and Intelligent Laboratory Systems, 18, 251-263, 1993. 
115 
[32] Deegalla, S., and Bostrum, H. Reducing high-dimensional data by principal com-
ponent analysis vs. random projection for nearest neighbor classification. In Proc. 
of the 5th International Conference on Machine Learning and Applications, 245-
250, 2006. 
[33] Denham, M. C. Implementing partial least squares. Statistics and Computing, 5, 
191-202, 1995. 
[34] Dudoit, S., Gentleman, R., Irizarry, R., and Yang, Y.H. DNA microarray data 
oligonucleotide arrays. Bioconductor short course, 2003. 
[35] Efron, B., Hastie, T. Johnstone, I. and Tibshirani, R. Least Angle Regression 
Annals of Statistics, 32, 407-499, 2004. 
[36] Engler, D. A., Li, Y. Survival analysis with large dimensional covariates: an 
application in microarray studies. Harvard University Biostatistics Working Paper 
Series, 68, 2007. 
[37] Fern, X. Z. and Brodley, C. E. Random projection for high dimensional data 
clustering: A cluster ensemble approach. In Proc. of the Twentieth International 
Conference on Machine Learning, 2003. 
[38] Fradkin, D., and Madigan, D. Experiments with Random Projections for Ma-
chine Learning. ACM, 2002. 
[39] Frankl, P. and Maehara, H. The Johnson-Lindenstrauss lemma and the sphericity 
of some graphs. J. Combin. Theory Ser., B 4 4 ( 3 ) , 355-362, 1988. 
[40] Geladi, P. Wold, Herman: The father of PLS. Chemometrics and Intelligent 
Laboratory Systems, 15.1, R7-R8, 1992. 
116 
[41] Goel, N., Bebis G., and Nefian A. Face recognition experiments with random 
projection. Proc. SPIE, 5779, 426-437, doi:10.1117/12.605553, 2005. 
[42] Gui, J., and Li, H. Partial Cox regression analysis for high dimensional microar-
ray gene expression data. Bioinformatics, 20, 208-215, 2004. 
[43] Gui, J., and Li, H. Penalized Cox regression analysis in the high-dimensional and 
low-sample size settings, with applications to microarray gene expression data. 
Bioinformatics, 21, 3001-3008, 2005. 
[44] Gui, J., and Li, H. Threshold gradient descent for censored data regression, with 
applications in pharmacogenomics. Pacific Symposium on Biocomputing, 10, 272-
283, 2005. 
[45] Harr, B., and Schlotterer, C. Comparison of algorithms for the analysis of 
Affymetrix microarray data as evaluated by co-expression of genes in known oper-
ons. Nucleic acid research, 34(2): 8, 2006. 
[46] Hastie, T., Tibshirani, R. and Friedman, J. The elements of statistical learning. 
Data mining, inference, and prediction. Springer, New York, 2001. 
[47] Hecht-Nielsen, R. Context vectors: General purpose approximate meaning repre-
sentations self-organized from raw data. In Computational Intelligence: Imitating 
Life (Zurada et al. eds.), 43-56, 1994. 
[48] Hoskuldsson, A. PLS regression methods. Journal of Chemometrics, 2, 211-228, 
1988. 
[49] Huang, J. and Harrington, D. Iterative Partial Least Squares with right-censored 
data analysis: a comparison to other dimension reduction techniques. Biometrics, 
117 
61, 17-24, 2005. 
[50] Indyk, P., and Motwani, R. Appropriate nearest neighbors: towards removing 
the curse of dimensionality. In Proc. 30th ACM Symp. on Theory of Computing, 
604-613, 1998. 
[51] Indyk, P. Algorithmic applications in low-distortion embeddings. In Proc. 42nd 
IEEE Symp Foundations of Computer Science, 10-35, 2001. 
[52] Jin Z, Lin D. Y., Wei L. J., Ying Z. L., Rank-based inference for the accelerated 
failure time model, Biometrika, 90, 341-353, 2003. 
[53] Joliffe, J. T. Principal component analysis. Springer, New York, 1986. 
[54] Johnson, W. and Lindenstrauss, J. Extensions of Lipschitz maps into a Hilbert 
space. Contemp. Math., 26, 189-206, 1984. 
[55] Kaiser, H. F. The varimax criterion for analytic rotation in factor analysis, Psy-
chometrika, 23, 187-200, 1958. 
[56] Kaplan E. L., and Meier, P. Nonparametric estimation from incomplete obser-
vations. Journal of American Statistics Association, 53, 467-481, 1958. 
[57] Kaski, S. Dimensionality reduction by random mapping: Fast similarity compu-
tation for clustering. In Proc. of IJCNN, 26, 413-418, Piscataway, NJ, 1998. 
[58] Kharal, R. Semidefinite embedding for the dimensionality reduction of DNA 
microarray data. Master Thesis in Computer Science, University of Waterloo, 
2006. 
[59] Klein, J. P., and Moeschberger, M. L. Survival Analysis: techniques for censored 
and truncated data. Springer, second edition. New York, 2003. 
118 
[60] Kleinberg, J. M. Two algorithms for nearest-neighbor search in higher dimen-
sions. In Proc. of 29th ACM Symp. on Theory of Computing, 599-608, 1997. 
[61] Kohonen, T. et al. Self organization of massive document collection. 
[62] Kurimo, M. Indexing audio documents by using latent semantic analysis and 
SOM. E. Oja and S. Kaski (eds.), Kohonen Maps, 1999. 
[63] Lee, J. R. and Naor, A. Embedding the diamond graph in Lp and dimension 
reduction in L\. Geom Fund. Anal 14, 745-747, 2004. 
[64] Leung, K. M., Elashoff, R. M., and Afifi, A. A. Censoring issues in survival 
analysis. Annual Review of Public Health, 18, 83-104, 1997. 
[65] Leurgens, S. Linear models, random censoring and synthetic data. Biometrika, 
74, 301-309, 1987. 
[66] Li, H. and Luan Y. Kernel Cox regression models for linking gene expression 
profiles to censored survival data. Pacific Symposium of Biocomputing, 8, 65-76, 
2003. 
[67] Li, K. C. Sliced inverse regression for dimension reduction. Journal of American 
Statistical Association, 86, 316-327, 1991. 
[68] Li, K. C., Wang, J. L., and Chen C. H. Dimension reduction for censored regres-
sion data. The Annals of Statistics, 27, 1-23, 1999. 
[69] Li, L. and Li, H. Dimension reduction methods for microarrays with application 
to censored survival data. Center for Bioinformatics and Molecular Biostatistics, 
Paper surv2, 2004. 
119 
[70] Li, P., Hastie, T. J., and Church K. W. Very Sparse Random Projections. Pro-
ceedings of the 12th ACM SIGKDD international conference on knowledge discov-
ery and data mining, 287-296, 2006. 
[71] Li, W., Bebis, G., and Bourbakis, N. Integrating algebraic functions of views with 
indexing and learnings for object recognition. In IEEE Workshop on Learning in 
Computer Vision and Pattern Recognition, 2004. 
[72] Mardia, K. V., Kent, J. T., and Bibby, J. M. Multivariate Analysis. Academic 
Press, 2003. 
[73] Martens, H., and Naes, T. Multivariate calibration. New York: Wiley, 1989. 
[74] Marx, B. D. Iteratively reweighted partial least squares estimation for generalized 
linear regression. Technometrics, 38, 374-381, 1996. 
[75] Matousek, J. On variants of the Johnson-Lindenstrauss Lemma. Wiley Inter-
Science, doi: 10.1002/rsa.20218, 2007. 
[76] Ministry of Economic Development of New Zealand, www.med.govt.nz/ 
templates/MultipageDocumentPage 1065.aspx#, 2005. 
[77] National Center for Biotechnology Information, h t tp : / /www.ncb i .n lm.n ih . 
gov/About /pr imer /microar rays .h tml . Microarrays: chipping away at the mys-
teries of science and medicine. 2007. 
[78] Nguyen, D. V. and Rocke, D. M. Partial least squares proportional hazard regres-
sion for application to DNA microarray survival data. Bioinformatics, 18, 1625, 
2002. 
120 
[79] Nguyen, D. V. and Rocke, D. M. On partial least squares dimension reduction 
for microarray-based classification: a simulation study. Computational Statistics 
and Data Analysis, 46, 407-425, 2004. 
[80] Nguyen, D. V. Partial least squares dimension reduction for microarray gene 
expression data with a censored response. Mathematical Biosciences, 193, 119-
137, 2005. 
[81] Nguyen, T. N. and Rojo, J. Dimension reduction of microarray data in the pres-
ence of a censored survival response: a simulation study. Statistical Applications 
in Genetics and Molecular Biology, 8.1, article 4. 2009. 
[82] Nguyen, T. N. and Rojo, J. Dimension reduction of microarray gene expression 
data under the Accelerated Failure Time model. Journal of Bioinformatics and 
Computational Biology. In Press. To appear December 2009. 
[83] Papadimitriou, C. H., Raghvan, P., Tamaki, H., and Vempala, S. Latent semantic 
analysis: A probabilistic analysis. In Proc. of 17th ACM Symp. On the principles 
of Database Systems, 159-168, 1998. 
[84] Park, P. J., Tian, L., and Kohane I. S. Linking gene expression data with patient 
survival times using partial least squares. Bioinformatics, 20, 208-215, 2002. 
[85] Petricoin, E. F., Hackett, J. L., Lesko, L. J., Puri, R. K., Gutman, S. I., Chu-
makov, K., Woodcock, J., Feigal, D. W., Zoon, K. C., and Sistare, F. D. Medical 
applications of microarray technologies: a regulatory science perspective. Nature 
genetics supplement, 32, 2002. 
[86] Piatetsky-Shapiro, G., and Tamayo, P. Microarray data mining: facing the chal-
lenges. SIGKDD Explorations, 5.2, 2004. 
121 
[87] Pinelis, I. On inequalities for sums of bounded random variables. Journal of 
Mathematical Inequalities 2.1, 1-7, 2008. 
[88] Ritov, Y., Estimation in a linear model with censored data, Annals of Statistics 
18, 303-328, 1990. 
[89] Romanazzi, M., Influence in Canonical Correlation Analysis, Biometrika 57, 
237-259, 1992. 
[90] Rosenwald, A., Wright, G., Chan, W. C., Connors, J. M., Campo E., Fisher 
R. I., Gascoyne R. D., Muller-Hermelink, H. K., Smeland, E.B., Giltnane, J. 
M., Hurt, E. M., Zhao, H., Averett, L., Yang, L., Wilson, W. H., Jaffe, E. S., 
Simon, R., Klausner, R. D., Powell, J., Duffey, P. L., Longo, D. L., Greiner, T. C., 
Weisenburger, D. D., Sanger, W. G., Dave, B. J., Lynch, J. C., Vose, J., Armitage, 
J. O., Monserrat, E., Lopez-Gullermo, A., Grogran, T. M., Miller, T. P., LeBlanc, 
M., Ott, G., Kvaloy, S., Delabie, J., Holte, H., Krajci, P., Stokke, T., Staudt, L. 
M. The use of molecular profiling to predict survival after chemotherapy for diffuse 
large B-cell lymphoma. New England Journal of Medicine, 346, 1937-1947, 2002. 
[91] Siganov, I. S. Refinement of the upper bound of the constant in the central limit 
theorem. Journal of Soviat Mathematics, 2545-2550, 1986. 
[92] Shi, L. DNA microarray (genome chip). www.Gene-Chips.com, 2002. 
[93] Smyth G. K., and Speed, T. Normalization of cDNA microarray data. Methods, 
31, 265-273, 2003. 
[94] Sun, J. Correlation principal component regression analysis of NIR data. Journal 
of Chemometrics, 9, 21-29, 1995. 
122 
[95] Van Wieringen, W. N., Kun, D., Hampel, R. and Boulesteix, A. Survival predic-
tion using gene expression data: a review and comparison. ht tp: / /www.slcmsr. 
n e t / b o u l e s t e i x / p a p e r s / s u r v i v a l . p d f . 
[96] West, M., Blanchette, C., Dressman, H., Huang, E., Ishida, S., Spang, R., Zuzan, 
H., Olson, J. A., Marks, J. R., Nevins, J. R. Predicting the clinical status of human 
breast cancer by using gene expression profiles, PNAS 98.20, 11462-11467, 2001. 
[97] Whitehead, J. Fitting Cox's regression model to survival data using GLIM. Ap-
plied statistics, 29, 268-275, 1980. 
[98] Wikipedia. h t t p : / / e n . w i k i p e d i a . o r g . 
[99] Wold, H. Estimation of principal components and related models by iterative 
least squares. In Krishnaiah, P. (ed.), Multivariate Analysis. Academic Press, 
N.Y., 391-420, 1966. 
[100] Zhao, Q., and Sun, J. Cox survival analysis of microarray gene expression data 
using correlation principal component regression. Statistical Applications in Ge-
netics and Molecular Biology 6.1, article 16. Berkeley Electronic Press, 2007. 
123 
Appendix A 
Appendix: Important Proofs, Algorithms 
A. l Dimension Reduction Methods 
A.1.1 Principal Component Analysis (PCA) 
PCA can be derived as an eigenvalue problem. The following theorem and corollaries 
from Mardia et al. [72] are essential in the derivation. 
Theorem A.l Let A and B be two symmetric matrices. Suppose B > 0. Then, 
max(min) xTAx s.t. xTBx = 1 
X X 
is attained when x is the eigenvector of B~~lA corresponding to the largest (smallest) 
eigenvalue of B'1 A. 
In other words, let Ai and Ap be the largest and smallest eigenvalues of B~lA, 
respectively, then Ai = max(xTAx) and A„ = min(xTAx) subject to xTBx = 1. 
X X 
The following two corollaries from Mardia et al. [72] are also useful. So, we state 
them below. 
Corollary A.l 
IfR{x) = then for x^O, 
Xp < R(x) < Ax 
Corollary A.2 
The maximum of aTx s.t. xTBx = 1 is 
(aTB~1a)1/2 
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Further, max = aTB la, where the maximum is attained at x — —3 lfll 
X XTBX ~ " " ">
 o A , u i u 10 (arB-ia)i/2-
Returning to PCA and without loss of generality, suppose that the data matrix 
N xp data matrix X is centered (each column of X has mean 0), then the first weight 
vector can be obtained from the following optimization problem, 
W\ = arg max Var(Xw) 
WTW= 1 
= arg max(iV - l)~1wTXTXw 
WTW=1 
wTXTXw 
= arg max . 
w1 w 
Using theorem A.l with A = XTX and B = I, we have w\ as the eigenvector of XTX 
corresponding to the largest eigenvalue of XTX. Thus, the first principal component 
(PC) is just xx = Xw\. 
The second weight vector can be obtained from the following optimization prob-
lem, 
w2 = arg max Var(Xw) (A.1.1) 
WTW= 1 
= arg max(N - 1 )~1wTXTXw 
WTW=1 
subject to W2XtXWI = 0. The last constraint ensures that the second PC, x2 = Xw2, 
is orthogonal to the first PC, x\ = Xwx. Now, let Px = I — (xlxi^xixj, then is 
an N x N symmetric idempotent matrix (P2 = Px), which projects onto the subspace 
of R" orthogonal to xx. In other words, P\XX = 0. Hence, PxX can be thought of 
as removing from the data matrix X the component that lies in the direction of the 
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first principal component. So, Eq. (A. 1.1) can be written as 
W2 = arg max Vax(PiXw) 
WTW=1 
= arg max (N - 1 )~1wTXTP1Xw 
WTW=1 
(N-l)~1wTXTP1Xw = arg max 
w1 w 
which yields w2 as eigenvector of XTP\X corresponding to the largest eigenvalue of 
XTPxX. The second PC is x2 = Xw2. 
In general, let Pk-\ = I — Y^ZlixJxi)-1^^ •> then Pk-i is the projection matrix 
onto the subspace of Rn orthogonal to x i , . . . ,Xk-i- The kth weight vector can be 
obtained from the following optimization problem, 
wk = arg max Var(Xzw) (A. 1.2) 
WTW=1 
= arg max(N — 1 )~lwTXTXw 
WTW = 1 
subject to w%X T Xwj = 0, where j = 1 , . . . , k — 1. Eq. (A.1.2) can be written as 
Wk — arg max Vdx(Pk_iXw) 
= arg max(A^ - l)~lwTXTPk_xXw 
{N - l)~1wTXTPk_1Xw = arg max-
wTw 
which yields wk as eigenvalue XTPk_1X corresponding to the largest eigenvalue of 
XTPk.1X. The kth PC is xk = Xwk. 
Another approach to derive PCA is by using Lagrange multiplier in the optimiza-
tion criteria. For example, the first weight vector can be written as, 
Wi = arg max Var(Xw) = arg max(Af — 1) w X Xw (A.1.3) 
WTW= 1 WTW= 1 
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The Lagrangian of Eq. (A. 1.3) is 
L(w, A) = wTXTXw + A(1 - wTw). 
Taking derivative with respect to w yields 
dL rr 
— = 2XTXw - 2Xw, 
ow 
and setting to 0 gives 
XTXw = \w 
which yields w as the eigenvector of XTX corresponding to the largest eigenvalue 
of XTX (since the objective is to maximize the variance). The other weight vectors 
can be obtained similarly but with additional constraint w%X T Xwj = 0, where j = 
l,...,k-l. 
A. 1.2 Partial Least Squares (PLS) 
PLS can be derived as an eigenvalue problem. The first weight vector can be obtained 
from the following optimization problem, 
Wi = arg max C o v ( X w , y ) (A.1.4) 
WTW= 1 
= arg max(A^ — 1 )~1wTXTy 
WTW = 1 
where X and y are centered. The Lagrangian is given by 
L{w, A i ) = wTXTy + A i ( l - wTw) 
Taking derivative with respect to w yields 
^ - = XTy- 2XlW, ow 
and setting equal to 0 gives 
XTy = Xw 
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(A.1.5) 
where we let A = 2AX. Multiply (A.1.5) by wT and enforcing the constraint wTw = 1 
give 
wTXTy = X wTw = A. (A.1.6) 
Taking the transpose of (A.1.6) yields 
yTXw = X (A.1.7) 
Coupling (A.1.5) and (A.1.7') give the result, 
0 XTy 
yTx o 
\ 
/ 
( \ 
w 
v ' y 
/ \ w 
1 
V 1 / 
which is just an eigenvalue problem of the form 
where A = 
( 0 XTy X 
V y
Tx o 
Aw = Xw 
\ 
, and w = 
/ 
w 
1 y 
The second weight vector can be obtained from the optimization problem, 
u>2 = arg max C o v ( X w , y) 
WTW=l 
= arg max(iV — 1 )~lwTXTy 
WTW= 1 
(A.1.8) 
s.t. wTXTXwi = 0. The constraint ensures that the second PLS component, x2 = 
Xw2 is orthogonal to the first PLS component x\ = Xwx. Similar to PCA, we need to 
deflate the matrix X since we have to remove from the data matrix X the component 
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that lies in the direction of the first PLS component. Let P1 = I — , 
then Pi is an N x N symmetric idempotent matrix (Pf = Pi), which projects onto 
the subspace of R n orthogonal to x\. In other words, P\X\ = 0. So, Eq. (A. 1.8) can 
be written as 
w2 = arg max Cov(PiXw, y) (A.1.9) 
WTW=:1 
= arg max(Ar - 1 )~1wTXTP1y 
which results in the eigenvalue problem Aw = Xw, where A = 
( 0 XTPiy ^ 
yTPiX o 
and w = 
( \ w 
v 1 / 
y  u
. The second PLS component is just x2 = Xw2. 
In general, let Pk-i = I — YliZi i^I^ i ) - 1 ^^!> then Pk-i is the projection matrix 
onto the subspace of Rn orthogonal to x i , . . . ,Xk~\- The kth weight vector can be 
obtained from the following optimization problem, 
Wk = arg max Cov(Xw, y) 
WTW = 1 
= arg max(N — 1 )~lwTXTy 
WTW=1 
subject to w%XTXwj = 0, where j = 1,... ,k — 1. This is equivalent to 
Wk = arg max Gov(Pk-iXw, y) (A.1.10) 
WTW~1 
= arg max(Af — l)~lwTXTPk-iy 
WTW=1 
= arg m ^ N ' K w ' X : P k ~ i y ° W1 UI=1 
which yields wk solution to the eigenvalue problem Aw = Xw, where 
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( „ \ / \ 
A = 
0 X'P^y 
y yTPk-\X 0 j 
and w = 
w 
v 1 / 
The kth PLS component is just xk = Xwk. 
Another approach to derive the PLS weights is as follows. The first weight vector 
is obtained from the optimization criteria of (A. 1.4), which can be rewritten as 
N_i wTXTy wi = arg max(Af — 1)~ 
wTw 
/»r , x-i yTXw = arg ma,x(N — 1) —-— w± w 
From corollary A.1.2, with a = XTy, and B = I, we obtain wx = ^x^lw • ^ e 
PLS component is x,\ = Xw\. Similarly, the second weight vector is obtained from 
the optimization criteria of (A. 1.9), which is equivalent to 
_lWTXTPiy w2 = arg max(A" — 1)" wTw 
<at ^ - i v T p i X w = arg max(A/ — 1) w1 w 
Using corollary A. 1.2, we get w2 = ^x'^PiyW' an(* the second PLS component is x2 = 
Xw2. 
In general, the kth weight vector is obtained from (A.1.10). Again, using corollary 
A.1.2, we get = ||xTPfc~ly||' an<^ kth PLS component is xk = Xwk. 
A.1.3 Sliced Inverse Regression (SIR) Algorithm 
The double slicing algorithm of Li et al. [68] for a censored response is provided 
below. 
For i = 1,...,AT, partition (Tj,5i) for the two cases: uncensored (Si = 1), and 
censored (Si = 0). Here, Tj denotes the minimum of (yi,Ci), i = 1,... ,N, where y^s 
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are the true survival times, and Q'S are the right-censoring times. Let N0 = number 
of Si = 0, Ni = number of Si = 1, and N0 + Ni = N. 
1) Divide into equal quantiles the range of (Tj,<5j = 1) into mi slices, Ji, • • •, Jmi-
Divide into equal quantiles the range of (Tj, SI = 0) into TUQ slices, / i , . . . , /m o . Let 
m = mo + m\. 
2) Calculate sample mean: u = I*1 other words, the p x 1 vector u is 
obtained by averaging out the rows of X. 
For Si = 1, calculate the sliced mean u\d = ^^2ViejdXi, where d = l , . . . , m i , 
and riid denotes the cardinality of slice Jd- Similarly, for 5t = 0, calculate u0c = 
T^ Eyi&ic where c = 1 , . . . , m ^ and n0c denotes the cardinality of slice Ic. 
3) Calculate = i Z t i & i ~ u ) ( x i ~ u)'» 
and 
^b = jf (E^l n0c(u0c ~ U)(u0c - u)' + nld(uid - «)(«ld ~ «)')• 
4) Solve the eigenvalue decomposition: Vi = A j 1 E x t ; j , where Ai > • • • > Ap > 0. 
The ^j is the ith SIR weight vector. 
A.2 Regression Methods for Right-Censored Survival Data 
Censoring occurs when the available information regarding the survival of some in-
dividuals is incomplete (Leung et al. [64]). In practice, survival data are usually 
censored or incomplete. An observation is said to be right-censored if the subject is 
still alive at the termination of the study or is lost to follow-up at any time during 
the study such that the survival time of that subject y is only known to exceed a 
certain value, denoted by right censoring time cr (Leung et al. [64]). An observation 
is said to be left-censored if the subject's survival time y is less than a left censoring 
time cj. Here, the event of interest has already occurred for the subject before the 
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subject is observed in the study at time Q (Klein and Moeschberger [59]). Interval 
censoring occurs when the survival time of the subject is only known to occur in an 
interval (Klein and Moeschberger [59]). 
Another important feature of survival data is truncation. Truncation occurs when 
only those subjects whose survival time lies within an observational window, denoted 
by interval (yi,y r), are observed (Klein and Moeschberger [59]). The key difference 
between censoring and truncation is that with censoring, there is at least partial 
information on the subjects, while with truncation, no information is known for the 
subjects whose survival time lies outside the interval (yi,yr)- Left truncation occurs 
when yr is infinite, right truncation occurs when yi is zero, and interval truncation 
occurs when yi > 0 and yr < oo. 
A.2.1 Kaplan-Meier and Nelson-Aalen Estimators of the Survival Func-
tion 
A popular method to estimate the survival function taking into account right-censored 
information without incorporating the covariates is the Kaplan-Meier estimator, also 
known as the product-limit estimator (Kaplan and Meier [56]). Suppose for D distinct 
times, ti < t2 < • • • < tr>, and there are di events (deaths) and A^ subjects who are 
at risk at time tj. The Kaplan-Meier estimator is defined as: 
SRMif) — < 
1 if t < ti 
n u<t 1 _ dL Ni if ti<t 
For values beyond the largest observation time tmax, the Kaplan-Meier estimator is not 
well-defined. This is because if tmax is a death time, then the estimated survival curve 
is zero beyond tmax, but if tmax is censored, then the survival curve is undetermined 
beyond tmax. Several solutions were described in Klein and Moeschberger [59]. As 
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noted in [59], the Kaplan-Meier estimator is a step function with jumps at the observed 
event times, and the size of these jumps depends on both the number of events 
observed at each ti and the pattern of the censored observations prior to When 
there is no censoring, the Kaplan-Meier estimator reduces to the empirical survival 
function. Using Greenwood's formula, the estimated variance of the Kaplan-Meier 
estimator is given by: 
and the standard error is \JV[SKM{1)}- Using the Kaplan-Meier estimator, we can 
estimate the cumulative hazard function H(t) by HKM(t) = —log[SKM(t)]-
An alternative estimator of the cumulative hazard function H{t) is the Nelson-
Aalen estimator, defined as: 
{ 0 if t < 
and the estimated variance for the Nelson-Aalen estimator is given by: 
V[HNA](t) = J 2 § - 2 
u<t 1 
Using the Nelson-Aalen estimator for cumulative hazard function H(t), we can es-
timate the survival function as = e~H N A^\ We should note that both the 
Kaplan-Meier and Nelson-Aalen estimators are based on the assumption that true 
survival time and censoring time are independent (non-informative censoring). In 
other words, knowledge of the subject's censoring time provides no further informa-
tion about that subject's likelihood of survival at a future time if the subject continued 
on with the study (Klein and Moeschberger [59]). 
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A.2.2 Accelerated Failure Time (AFT) Model 
We describe in details three parametric models for the AFT model: Exponential, 
Weibull, and Lognormal. 
Exponential and Weibull distribution 
We drop the subscript i (which denotes the ith observation) in the model (4.2.4) for 
convenience. The linear model for the logarithm of the true survival time is 
log(Y) = n + Zp + aU (A.2.1) 
where U has an extreme value distribution. In other words, 
fu{u) = exp(u — eu), u £ (—00, 00), 
and 
Su{u) = exp(—eu) 
This implies 
f(log(y)-Z*) f (log(y) — Z*) 
fY{y) = exp exp a 
and 
Sy(y) = exp ( -exp[{l°9{y)-Z*y) ) (A.2.2) 
where Z* = + Z(3. We should note that Eq. (A.2.2) can be written as 
SY(y) = exp {-yxl°e~z'l°) (A.2.3) 
and hence, Y has a Weibull distribution with shape parameter a = l/er, and scale 
parameter A = e~z*!a. If a = 1, then we Y has an exponential distribution with rate 
parameter A = e~z*. 
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Lognormal distribution 
Assuming the log linear model in (A.2.1) with U ~ N(0,1). This implies 
log{Y) ~ N(Z*, a2) 
and 
Thus, 
where 
Y ~ LN{Z*,ct2). 
Sy(y) = I 1 - erf 
flogjy) - Z* 
V 0V2 
2 r +2 
erf(w) = —= / e dt. 
V^ Jo 
A.3 Simulation Setup 
The details to the simulation procedure for generating the gene expression values and 
the survival times are provided below. 
A.3.1 Generating Gene Expression Values 
Let XIJ be the ijth entry of the gene expression data matrix X , where i = I . . . . , N de-
note the indices for the subjects, and j = 1 , . . . ,p denote the indices for the gene. We 
generate x*j = ruTij + eiji for Z = l,...,d, where 7y ~ N(/j,t, a2) are the compo-
nent values, and e^ ~ A,r(/it;, a2) are the noise. The ijth entry of the gene expression 
data matrix is x^ = exp(x*j). Thus, the gene expressions are generated as a linear 
combination of the d underlying components and an error component. It is clear 
that X^ ~ LN(cii,b2), with parameters a% = //T Y1A=\ a n ( l B2 = O2 YL'I=I RH + • 
As pointed out by Nguyen [81], the gene expression data matrix is generated so 
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that the first k principal components explain a specified proportion of variability 
in the data matrix, and the total variation explained (TVPE) by the first k prin-
cipal components is controlled in the simulation by 5 = <Je/<jT. In this simulation 
setup, we fix d = 6, fie = 0, fxT = 5/d, aT = 1. An important aspect of the 
simulation is to select k, the dimension of the reduced data matrix after applying 
dimension reduction methods. We consider 2 cases: 1) fix k across all methods by 
varying ae so as to capture the desired TVPE for the first k PC's, namely 40%, 
50%, 60% and 70%, and 2) select k by cross-validation, and set a£ = 0.3. For each 
p e {100,300,500,800,1000,1200,1400,1600}, 5000 datasets are generated. Since we 
want to consider p N, the sample size N = 50 is fixed. Since r is a set of fixed 
constants, it is convenient to select ru ~ Unif(—0.2, 0.2), and we use the same set 
of r for all the simulations (see Nguyen and Rojo [81] for discussion on the choice of 
ru)-
A.3.2 Generating Survival and Censoring Times 
Once the gene expression data matrix X have been generated, the survival time of 
the ith individual, yi, is generated independently from the censoring time, c,-, with 
(i = 1 , . . . , N). For the Cox model, the Proportional Hazards (PH) assumption needs 
to be satisfied. Thus, yi takes the following form: 
yi = g(yoi,x'i(3)-
Here, yoi denotes the baseline survival time for the ith individual, g is a function 
of both the baseline survival and covariates, and is assumed to be a monotonically 
increasing transformation of y0i that satisfies the PH assumption. To obtain a close 
form for the true censoring rate P[yi > Cj], the censoring times c,'s are generated 
similarly to the true survival times, i.e., 
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Ci = gicoiix'tP), 
where c0i denotes the baseline censoring time for the ith individual. This work 
considers the Exponential and Weibull distributions for the simulations, which are 
described below. 
For the Exponential baseline survival with density f0(t) = Xe~xt and survival 
So(t) = e~Xt, i.e. yQi ~ Exp(Xy), and c0i ~ Exp(Xc), the true survival and censoring 
times are: 
Vi = yoie~x'if3 and c* = Coie~x'^. 
The observed survival time for the ith individual is Ti = min(yi,Ci), and the 
corresponding censoring indicator is Si = I(yi < q), with Si = 1 for death event and 
Si = 0 for the censored response. The true censoring rate, P[yi > Cj], is obtained 
as P[yi > Cj] = A . In the simulations, we fix Xy = 2, and vary Ac to obtain 
the desired amount of censoring of 1/3, and 1/2. For example, if Ac = 1, then the 
censoring rate is 1/3. 
For the Weibull baseline survival with density f0(t) = ( f ) ( l ) a and 
S0(t) = , i.e. y0i ~ Weibull (a, by), and c0i ~ Weibull(a,bc), the true survival 
and censoring times are: 
Vi = yoi{e-x,(3)1/a and Q = ^ ( e " ^ ) 1 / 0 . 
The true censoring rate, P[yi > q], is obtained as > Cj] = )a+(i,e)a • I n the 
simulation setup, we fix a = 5, and b„ = 2l/a and vary bc to obtain the desired amount 
of censoring of 1/3, and 1/2. For example, if bc = 41/", then the censoring rate is 1/3. 
The results for the Weibull distribution are similar to those for the Exponential case. 
For the AFT model, the survival time of the ith individual, y{, is generated inde-
pendently from the censoring time, Cj, with (i = 1 , . . . , N), as follows: 
ln(yi) = fi + X'i/3 -I- Ui, and ln(cj) = fi + X[I3 + w,. 
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Here, Xi is the vector of covariates corresponding to the ith individual. We set 
H = 0, and consider an exponential, lognormal, log-t, and lognormal mixture model for 
the true life times. For example, in the case of the exponential model, the errors ttj's 
are taken to be from a standard extreme value distribution, with density fUi(t) = e t _ £ t 
for — oo < t < oo. The error for the censoring times Wi are taken to be from an 
exponential distribution, i.e. Wi ~ Exp(Ac), with density fWi(t) = \ceXct. The Ac 
is varied in these simulations to obtain a censoring rate of 1/3. The true censoring 
rate is P[yi > ct] = P[ui > wi] = J0°° SUi(t)fWi(t)dt. The observed survival time for 
the ith individual is Ti = min(yi, Q), and the corresponding censoring indicator is 
5i = I(yi < Ci). In the case of the lognormal mixture model, the errors u^ are taken to 
be from a normal mixture distribution, with density fUi(x) = 0.94>(x) + j^cj) In 
the case of the lognormal model, the errors u^ are taken to be from a standard normal 
distribution. In the case of the log-t model, the errors Ui ~ t(3). The error for the 
censoring times Wi are taken to be from a Gamma distribution Gamma(ac, sc), with 
ac = 3, and sq chosen such that the censoring rate is 1/3 for the lognormal mixture, 
lognormal and log-t models. 
A.3.3 Generating the Weights on the Genes 
The goal of the simulation study is to assess the performance of the different dimension 
reduction methods in the presence of outliers. Since the true regression parameters, 
/3j with j = 1, ...,p, are fixed, it is convenient to generate them from a iV(0, a2) 
distribution. In these simulations, a^ = 0.2 is fixed for all p's (the number of genes). 
By fixing = 0.2, the absolute values of X-/3 are increased for large values of p. 
Since both the true and censoring times for the ith individual depend on X[P, the 
observed survival times will have outliers for large values of p. Moreover, for the AFT 
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model, the survival times generated from the lognormal mixture model tend to have a 
longer tail than those generated from the exponential or lognormal model, and thus, 
outliers are more likely to be present in the response under the lognormal mixture 
model than the exponential or lognormal model. 
A.3.4 Selection of k 
Since the reduced data matrix is of dimension pxk after applying dimension reduction 
methods to the original data matrix, two scenarios for the selection of k are considered 
for the different dimension reduction methods under the Cox model: 1) k is fixed 
across the different methods, and 2) k is selected based on the minimization of the 
cross-validation squared error of the estimated survival function for each method. 
Since p N in microarray data, sample size of AT = 50 is chosen, and the number of 
genes, p = 100, 300, 500, 800, 1000, 1200, 1400, and 1600, are considered. 5000 data 
sets are generated, and for each dataset, dimension reduction methods are applied in 
stage 1, and the data in the reduced subspace is used with the Cox PH model in stage 
2. Several dimension reduction methods are considered: PCA, MPLS, RMPLS, SIR, 
UNIV, SPCR, and CPCR. 
For scenario 1, we fix k = 3 for all the methods. Since the data matrix is generated 
so that the first k PCs explain a specified proportion of predictor variability, we set 
the proportion of variability explained to be 40%, 50%, 60% and 70%. We should 
note that for SIR, we first reduce the dimension of the data matrix from p to k = 3 
via PCA or MPLS, then apply SIR to the reduced subspace and obtain ksm = 2 SIR 
components. For Univariate Selection (UNIV), we fit a univariate Cox model for each 
gene, then obtain k = 3 most important genes according to the rank of the p -values 
of the coefficient in the univariate Cox model. For Supervised Principal Component 
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Regression (SPCR), we first select ASPCR = 20% of the genes by UNIV, then apply 
PCA to the A SPCR genes to obtain the k = 3 SPCR components. For Correlation 
Principal Component Regression (CPCR), we first apply PCA to the original data 
matrix to obtain ACPCR = min(N,p) PCs, then apply UNIV to the resulted PCs 
to obtain the k = 3 CPCR components. For scenario 2, we allow adaptive tuning 
for each method by use of cross-validation (CV). We exclude SIR from the analysis 
because the method does not improve on PCA or MPLS. Also, for SPCR, we fix 
A SPCR = 20%, and apply cross-validation to select k. 
Under the AFT model, we select k based on the minimization of the cross-
validation squared error of fit or squared residuals of the log lifetimes for each method, 
and compare RMPLS, RRWPLS, RMIPLS to MPLS, RWPLS, MIPLS, PCA, UNIV, 
CPCR, and SCPR. 
For the Random Projection (RP), we set N = 50, p = 3000 and e = 0.15, and 
consider the Cox model. We compare the two procedures: 1) using PCA or RMPLS, 
and 2) combining RP and PCA or RMPLS. For procedure 1, we use dimension re-
duction methods of PCA or RMPLS to the original data matrix X, and then apply 
the Cox model to the reduced data matrix. For procedure 2, we first apply RP to the 
original data matrix using a random projection matrix of dimension p x k.r, where 
k.r is obtained from the various lower bounds for k considered in this work, then 
apply PCA and RMPLS, and finally use the Cox model with the reduced data matrix 
obtained by first using RP then using PCA or RMPLS. 
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A.4 R Code 
A.4.1 Rank-based Modified Partial Least Squares (RMPLS) 
The algorithm for RMPLS is based on the orthogonal scores algorithm (section 2.7) 
taking into account the censoring using Nguyen and Rocke's procedure of MPLS by 
replacing the dot product of U (eigenvectors of XXT) and y (the response) with the 
slope coefficient obtained from the univariate Cox or AFT regression of y on U. 
Instead of using covariate data matrix X and and the response y, RMPLS uses 
Rx and Ry, the ranks of the columns of X and the ranks of y, respectively. 
##################Descr ip t ion#################### 
###Rank-based M o d i f i e d P a r t i a l Leas t Squares### 
##The f u n c t i o n n i p a l s p r o v i d e t h e code f o r RMPLS## 
##Arguments## 
#X: c o v a r i a t e m a t r i x : N x p# 
#Y: u n i v a r i a t e r esponse : N x 1# 
# d e l : c e n s o r i n g i n d i c a t o r v e c t o r : N x 1: de l=0 means no censo r i ng# 
# o t h e r w i s e i s a v e c t o r o f c e n s o r i n g i n d i c a t o r s # 
# c o r . m e t h o d = l deno tes t h e Pearson c o r r e l a t i o n ; =2 denotes spearman # 
# r a n k c o r r e l a t i o n used i n o b j e c t i v e c r i t e r i o n o f PLS# 
#method= l : cox mode l ; =2: AFT e x p o n e n t i a l model ; =3: AFT l o g n o r m a l # 
#model (need t h e s c a l e p a r a m e t e r ) ; =4: o t h e r c o n s i d e r e d 
# d i s t r i b u t i o n s such as l o g n o r m a l m i x t u r e , l o g - t (need t o s p e c i f y # 
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# t h e d i s t r i b u t i o n ( m y . d i s t ) and t h e pa ramete rs (parms)) # 
# # 
# f u n c t i o n n i p a l s f o r RMPLS # 
# d e f a u l t a rguments : d e l = 0 (no c e n s o r i n g ) , c o r . m e t h o d = l (Pearson 
# c o r r e l a t i o n ) , s c a l e = l (AFT l o g n o r m a l model s c a l e p a r a m e t e r ) , # 
# m y . d i s t = 0 (no d i s t r i b u t i o n used f o r AFT) , parms=0 (no # 
#paramete rs used)# 
n i p a l s < - f u n c t i o n (X, Y, d e l = 0 , n c o m p , c o r . m e t h o d = l , 
m e t h o d = l , s c a l e = l , s t r i p p e d = FALSE,my.d is t=0 ,parms=0 , . . . ) 
{ 
Y < - a s . m a t r i x ( Y ) ; Y . o r i g < - Y # o r i g i n a l Y# 
i f ( ! s t r i p p e d ) { 
dnX < - dimnames(X) 
dnY < - dimnames(Y) 
> 
dimnames(X) < - dimnames(Y) < - NULL 
n o b j < - d i m ( X ) [ 1 ] #number o f o b s e r v a t i o n s , N# 
n p r e d < - d i m ( X ) [ 2 ] #number o f c o v a r i a t e s , p# 
n r e s p < - d i m ( Y ) [ 2 ] #number o f response v e c t o r s ( t a k e n =1)# 
# I n i t i a l i z a t i o n # 
# t h e w e i g h t m a t r i x P, and t e m p o r a r y m a t r i c e s V & R# 
V < - R < - m a t r i x ( 0 , nrow = n p r e d , n c o l = ncomp) 
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tQ < - m a t r i x ( 0 , nrow = ncomp, n c o l = n resp ) 
B < - a r r a y ( 0 , d im = c ( n p r e d , n r e s p , ncomp)) 
i f ( ! s t r i p p e d ) { 
P < - R 
U < - TT < - m a t r i x ( 0 , nrow = n o b j , n c o l = ncomp) 
f i t t e d < - a r r a y ( 0 , d im = c ( n o b j , n r e s p , ncomp)) 
} 
# s t a n d a r d i z e X & Y (mean 0 , v a r i a n c e 1) # 
Xmeans < - co lMeans(X) 
X . s d < - a p p l y ( X , 2 , s d ) 
##X: each column has mean 0 , v a r i a n c e 1## 
X < - (X - rep(Xmeans, each = n o b j ) ) / r e p ( X . s d , e a c h = n o b j ) 
Ymeans < - co lMeans(Y) 
Y . s d < - a p p l y ( Y , 2 , s d ) 
##Y: v e c t o r Y has mean 0 , v a r i a n c e 1## 
Y < - (Y - rep(Ymeans, each = n o b j ) ) / r e p ( Y . s d , e a c h = n o b j ) 
# # 
# Compute t h e S=Cor (X ,Y ) : # 
# c o r . m e t h o d = l : Pearson c o r r e l a t i o n s 
#co r ,me thod=2 : Spearman c o r r e l a t i o n s 
i f ( c o r . m e t h o d " 1) { S < - c r o s s p r o d ( X , Y ) } 
i f ( c o r . m e t h o d — 2 ) { S < - c o r ( X , Y , m e t h o d = " s p e a r m a n " ) } 
# # 
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## f i n d q . a , t h e e i g e n v e c t o r s o f S — # # 
# i f y i s u n i v a r i a t e , t h e n q . a = l ( s i n c e e i g e n v e c t o r # 
# f o r a v e c t o r i s 1 # 
# i f y i s m u l t i v a r i a t e (more t h a n 1 co lumn) , t h e n # 
# q . a i s t h e l e a d i n g s t a n d a r d i z e d e i g e n v e c t o r o f S# 
f o r (a i n l :ncomp) { 
i f ( n resp == 1) { 
q . a < - 1 
} 
e l s e { 
i f ( n r e s p < np red ) { 
q . a < - e i g e n ( c r o s s p r o d ( S ) , symmetr ic = TRUE) 
$ v e c t o r s [ , 1] 
} 
e l s e { 
q . a < - c ( c r o s s p r o d ( S , e i gen (S '/„*% t ( S ) , 
symmet r i c = TRUE) 
$ v e c t o r s [ , 1 ] ) ) 
q . a < - q . a / s q r t ( c ( c r o s s p r o d ( q . a ) ) ) 
} 
} 
# F i n d r . a , t h e c r o s s p r o d u c t o f S & q . a # 
# and t . a , t h e c r o s s p r o d u c t o f X and r . a # 
r . a < - S •/,*•/. q . a 
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t . a < - X •/.*•/. r . a 
# F i n d i n g t h e w e i g h t v e c t o r s p . a a c c o r d i n g t o t h e - - # 
# a l g o r i t h m i n s e c t i o n 4 . 1 # 
# i n t h e case f o r Pearson c o r r e l a t i o n : o n l y c o n s i d e r t he# 
# c r o s s p r o d u c t o f t h e c o v a r i a t e d a t a m a t r i x X# 
#and t h e response y# 
i f ( c o r . m e t h o d = = l ) { 
tmp < - t . a - m e a n ( t . a ) ; t n o r m < - s q r t ( c ( c r o s s p r o d ( t m p ) ) ) 
p . a < - ( c r o s s p r o d ( X , X ) 
°/.*7.S,/.*0/oq. a - t (X)%*°/„as. m a t r i x ( r e p (mean ( t . a) , n o b j ) , n c o l = l ) ) / t n o r m 
> 
# i n t h e case f o r Spearman r a n k c o r r e l a t i o n : use t h e # 
# c r o s s p r o d u c t o f R_X and R_y i n s t e a d o f X and y# 
# n o t e t h e f u n c t i o n cov (A ,B ,method="spearman" ) w i l l # 
# compute t h e Spearman r a n k c o v a r i a n c e f o r each # 
# co lumn o f A w i t h each column o f B# 
i f ( c o r . m e t h o d = = 2 ) { 
tmp < - t . a - m e a n ( t . a ) ; t n o r m < - s q r t ( c ( c r o s s p r o d ( t m p ) ) ) 
p . a . t m p < - ( c o v ( X , X , m e t h o d = " s p e a r m a n " ) 
%*0 / .S%*%q.a*(nobj- l ) - t (X)°/„*%as. m a t r i x ( r e p (mean ( t . a ) , 
n o b j ) , n c o l = l ) ) / t n o r m 
# t h e w e i g h t v e c t o r p . a i s s t a n d a r d i z e d # 
p . a < - p . a . t m p / a s . n u m e r i c ( s q r t ( c r o s s p r o d ( p . a . t m p , p . a . t m p ) ) ) 
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# r e a d j u s t and s t a n d a r d i z e t . a , and r . a (mean 0 , v a r i a n c e 1)# 
# t h e s e a re t e m p o r a r y v e c t o r s u s i n g t o compute t h e we igh t# 
# v e c t o r p . a # 
t . a < - t . a - m e a n ( t . a ) 
t n o r m < - s q r t ( c ( c r o s s p r o d ( t . a ) ) ) 
t . a < - t . a / t n o r m 
r . a < - r . a / t n o r m 
# U s i n g MPLS t o i n c o r p o r a t e c e n s o r i n g : - - # 
# m o d i f y q . a t o i n c o r p o r a t e c e n s o r i n g # 
#no c e n s o r i n g : q . a i s s l o p e coef o f u n i v a r i a t e s 
# r e g r e s s i o n o f y on t . a # 
#no c e n s o r i n g # 
i f ( l e n g t h ( d e l ) = = 1 ) { 
q . a < - c r o s s p r o d ( Y , t . a ) } 
# c e n s o r i n g : q . a i s s l o p e coef f r o m Cox o r AFT # 
# r e g r e s s i o n o f y on t . a # 
i f ( l e n g t h ( d e l ) > 1 ) { 
#me thod= l : Cox r e g r e s s i o n * 
i f ( m e t h o d = = l ) { 
q . a < - c o x p h ( S u r v ( Y , d e l ) ~ t . a ) $ c o e f [ l ] / t n o r m 
> 
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#method=2: AFT e x p o n e n t i a l model# 
i f ( m e t h o d = = 2 ) { 
q . a < - s u r v r e g ( S u r v ( Y . o r i g , d e l ) ~ t . a , 
d i s t = " e x p o n e n t i a l " ) $ c o e f [ [ 2 ] ] / t n o r m 
> 
#method=3: AFT l o g n o r m a l model# 
i f ( m e t h o d = = 3 ) { 
q . a < - s u r v r e g ( S u r v ( Y . o r i g , d e l ) ~ t . a , 
d i s t = " l o g n o r m a l " ) $ c o e f [ [ 2 ] ] / t n o r m 
> 
#method=4: o t h e r models f o r AFT: i n c l u d e l o g - t , # 
# l o g n o r m a l m i x t u r e * 
# t h e d i s t r i b u t i o n i s s p e c i f i e d by m y . d i s t w i t h # 
# pa ramete rs i n parms# 
i f ( m e t h o d = = 4 ) { 
q . a < - s u r v r e g ( S u r v ( Y . o r i g , d e l ) ~ t . a , d i s t = m y . d i s t , 
p a r m s = p a r m s ) $ c o e f [ [ 2 ] ] / t n o r m 
} 
} 
# C a l c u l a t e v . a = p . a (a t e m p o r a r y v e c t o r used t o a d j u s t S) # 
#and s t a n d a r d i z e i t # 
v . a < - p . a 
i f (a > 1) { 
v . a < - v . a - V %*'/, c r o s s p r o d ( V , p . a ) 
> 
v . a < - v . a / s q r t ( c ( c r o s s p r o d ( v . a ) ) ) 
# d e f l a t e S = C o r ( X , Y ) , f o r each subsequent# 
# w e i g h t v e c t o r a c c o r d i n g t o t h e a l g o r i t h m s 
S < - S - v . a °/„*0/, c r o s s p r o d ( v . a , S) 
#pu t e v e r y t h i n g i n a m a t r i x # 
#P: w e i g h t m a t r i x w i t h columns as w e i g h t v e c t o r s * 
R [ , a ] < - r . a 
t Q [ a , ] < - q . a 
V [ , a ] < - v . a 
B [ , , a ] < - R [ , l : a , d rop = FALSE] '/„*% t Q [ l 
d r o p = FALSE] 
i f ( ! s t r i p p e d ) { 
u . a < - Y %*'/. q . a 
i f (a > 1) 
u . a < - u . a - TT '/,*'/, c r o s s p r o d ( T T , u 
P [ , a ] < - p . a 
T T [ , a ] < - t . a 
U [ , a ] < - u . a 
f i t t e d [ , , a] < - T T [ , l : a ] %*% t Q [ l : a , 
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d r o p = FALSE] 
} 
} 
i f ( s t r i p p e d ) { 
l i s t ( c o e f f i c i e n t s = B, Xmeans = Xmeans, Ymeans = Ymeans) 
} 
# 0 u t p u t # 
e l s e { 
r e s i d u a l s < - - f i t t e d + c (Y ) 
f i t t e d < - f i t t e d + rep(Ymeans, each = n o b j ) 
objnames < - d n X [ [ l ] ] 
i f ( i s . n u l l ( o b j n a m e s ) ) 
objnames < - d n Y [ [ l ] ] 
prednames < - d n X [ [ 2 ] ] 
respnames < - d n Y [ [ 2 ] ] 
compnames < - p a s t e ( " C o m p " , 1:ncomp) 
nCompnames < - p a s t e d : n c o m p , "comps") 
dimnames(TT) < - dimnames(U) < - l i s t ( o b j n a m e s , compnames) 
dimnames(R) < - dimnames(P) < - l i s t ( p r e d n a m e s , compnames) 
d imnames(tQ) < - l i s t ( c o m p n a m e s , respnames) 
dimnames(B) < - l i s t ( p r e d n a m e s , respnames, nCompnames) 
d i m n a m e s ( f i t t e d ) < - d i m n a m e s ( r e s i d u a l s ) < - l i s t ( o b j n a m e s , 
respnames, nCompnames) 
c l a s s ( T T ) < - c l a s s ( U ) < - " s c o r e s " 
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c l a s s ( P ) < - c l a s s ( t Q ) < - " l o a d i n g s " 
############################################# 
#0 f i n t e r e s t i s t h e w e i g h t m a t r i x f o r RMPLS# 
# w e i g h t v e c t o r s : l o a d i n g s , components: scores# 
l i s t ( c o e f f i c i e n t s = B, sco res = TT, l o a d i n g s = P, 
Yscores = U, 
Y l o a d i n g s = t ( t Q ) , p r o j e c t i o n = R, Xmeans = Xmeans, 
Ymeans = Ymeans, f i t t e d . v a l u e s = f i t t e d , 
r e s i d u a l s = r e s i d u a l s , 
Xvar = colSums(P * P ) , X t o t v a r = sum(X * X) ) 
} 
> 
A.4.2 Accelerated Failure Time (AFT) Model: Implement the Log-normal 
Mixture Model 
The following code is added to the library survival in R with modifications to the 
function survreg to incorporate the log-normal mixture distribution for the Acceler-
ated Failure Time model. The modifications require an object for the distribution of 
log-normal mixture, a function to calculate the mean and variance of the distribution, 
a function to calculate the log-likelihood, a function to calculate the density, and a 
function to calculate the quantiles. 
# c a l l l i b r a r y s u r v i v a l # 
l i b r a r y ( s u r v i v a l ) 
# E r r o r d e n s i t y f o r l o g n o r m a l m i x t u r e model : # 
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# p h i ( . ) deno tes t h e pd f o f s t a n d a r d no rma l (Gauss ian )# 
#w ' s a re t h e w e i g h t s f o r t h e m i x t u r e * 
# f _ e ( x ) = w l * p h i ( x , m u , s d l ) + w 2 * p h i ( x , m u , s d 2 ) , # 
#wl+w2=l# 
# d e f i n e no rma l m i x t u r e ( n o r M i x ) d i s t . i n AFT model # 
# s u r v r e g package: a t t r i b u t e s i n s u r v r e g . d i s t r i b u t i o n s # 
#name: n o r M i x (no rma l m i x t u r e ) # 
s u r v r e g . d i s t r i b u t i o n s $ n o r M i x $ n a m e < - " n o r M i x " 
# v a r i a n c e f o r n o r M i x : parms c o n s i s t o f v e c t o r o f w e i g h t s , # 
#mean, s t a n d a r d d e v i a t i o n # 
s u r v r e g . d i s t r i b u t i o n s $ n o r M i x $ v a r i a n c e < - f u n c t i o n (pa rms) { 
w < - p a r m s [ 1 : 2 ] ; m u < - p a r m s [ 3 : 4 ] ; s i g m a < - p a r m s [ 5 : 6 ] 
#make a no rM ix o b j e c t c o n s i s t i n g o f t h e means, # 
# s t a n d a r d d e v i a t i o n s , and w e i g h t s # 
o b j < - n o r M i x ( m u = m u , s i g 2 = sigma~2,w=w) 
# r e t u r n t h e v a r i a n c e o f t h e o b j e c t # 
v a r . n o r M i x ( o b j ) 
> 
# i n i t i a l i z e : mean and v a r i a n c e f o r t h e no rM ix o b j e c t # 
s u r v r e g . d i s t r i b u t i o n s $ n o r M i x $ i n i t < - f u n c t i o n ( x , w e i g h t s , p a r m s ) 
{ 
w < - p a r m s [ 1 : 2 ] ; m u < - p a r m s [ 3 : 4 ] ; s i g m a < - p a r m s [ 5 : 6 ] 
o b j < - n o r M i x ( m u = m u , s i g 2 = sigma~2,w=w) 
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i f ( s i g m a [ 1 ] <= 0 I s i g m a [ 2 ] <= 0) 
s t o p O ' I n v a l i d sd f o r t h e no rma l d i s t r i b u t i o n " ) 
# i n i t i a l i z e t h e mean as w e i g h t e d mean# 
mean < - sum(x * w e i g h t s ) / s u m ( w e i g h t s ) ; 
m e a n . o < - m e a n . n o r M i x ( o b j ) 
# i n i t i a l i z e t h e v a r i a n c e as w e i g h t e d v a r i a n c e # 
v a r < - sum(we igh ts * (x - m e a n ) ~ 2 ) / s u m ( w e i g h t s ) ; 
v a r . o < - v a r . n o r M i x ( o b j ) 
c(mean+mean.o, v a r / v a r . o ) 
> 
# c a l l l i b r a r y n o r l m i x # 
l i b r a r y ( n o r l m i x ) 
#dev iance f o r no rM ix o b j e c t : r e t u r n i n g l o g - l i k e l i h o o d # 
s u r v r e g . d i s t r i b u t i o n s $ n o r M i x $ d e v i a n c e < - f u n c t i o n ( y , s c a l e , parms) 
{ 
#parms (pa rame te r s ) c o n s i s t i n g o f t h e w e i g h t s , means, and s d ' s # 
w < - p a r m s [ 1 : 2 ] ; m u < - p a r m s [ 3 : 4 ] ; s i g m a < - p a r m s [ 5 : 6 ] 
#make no rM ix o b j e c t # 
o b j < -norMix (mu=mu,s i g2=s igma~2,w=w) 
s t a t u s < - y [ , n c o l ( y ) ] 
w i d t h < - i f e l s e ( s t a t u s = = 3 , ( y [ , 2 ] - y [ , 1 ] ) / s c a l e , 0) 
# c e n t e r f o r t h e o b j e c t # 
c e n t e r < - y [ , 1] - w i d t h / 2 
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temp2 < - l o g ( p n o r M i x ( w i d t h / 2 , o b j = o b j , l o w e r . t a i l = F ) -
p n o r M i x ( w i d t h / 2 , o b j = o b j ) ) 
#compute t h e l o g l i k e l i h o o d f o r t h e o b j e c t # 
b e s t < - i f e l s e ( s t a t u s == 1, - l o g ( d n o r M i x ( 0 , o b j = o b j ) * s c a l e ) , 
i f e l s e ( s t a t u s == 3 , temp2, 0 ) ) 
l i s t ( c e n t e r = c e n t e r , l o g l i k = b e s t ) 
} 
# d e n s i t y o f n o r M i x o b j e c t # 
s u r v r e g . d i s t r i b u t i o n s $ n o r M i x $ d e n s i t y < - f u n c t i o n ( x , parms) 
{ 
w < - p a r m s [ 1 : 2 ] ; m u < - p a r m s [ 3 : 4 ] ; s i g m a < - p a r m s [ 5 : 6 ] 
#make no rM ix o b j e c t c o n s i s t i n g o f w e i g h t s , means, and s d ' s # 
o b j < -norMix (mu=mu,s i g2=s igma~2,w=w) 
#pu t i n a v e c t o r t h e c d f , s u r v i v a l f u n c t i o n , and t h e d e n s i t y # 
# f o r t h e n o r M i x o b j e c t # 
c b i n d ( p n o r M i x ( x , o b j = o b j ) , p n o r M i x ( x , o b j = o b j , l o w e r . t a i l = F ) , 
d n o r M i x ( x , o b j = o b j ) , 
- ( ( w [ 1 ] / s i g m a [ 1 ] ~ 3 ) * ( x - m u [ 1 ] ) * d n o r m ( ( x - m u [ 1 ] ) / s i g m a [ 1 ] ) + 
(w [2 ] / s i g m a [ 2 ] " 3 ) * ( x - m u [ 2 ] ) * d n o r m ( ( x - m u [ 2 ] ) / s i g m a [ 2 ] ) ) / 
d n o r M i x ( x , o b j = o b j ) , 
( ( w [ 1 ] / s i g m a [ 1 ] ~ 3 ) * d n o r m ( ( x - m u [ 1 ] ) / s i g m a [ 1 ] ) * 
( ( x - m u [ 1 ] ) " 2 / s i g m a [ 1 ] " 2 - 1 ) 
+ ( w [ 2 ] / s i g m a [ 2 ] ~ 3 ) * d n o r m ( ( x - m u [ 2 ] ) / s i g m a [ 2 ] ) * 
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( ( x - m u [ 2 ] ) ~ 2 / s i g m a [ 2 ] ~ 2 - 1 ) ) / 
d n o r M i x ( x , o b j = o b j ) 
) 
} 
# q u a n t i l e f u n c t i o n f o r no rM ix o b j e c t # 
s u r v r e g . d i s t r i b u t i o n s $ n o r M i x $ q u a n t i l e < - f u n c t i o n ( p , p a r m s ) { 
w < - p a r m s [ 1 : 2 ] ; m u < - p a r m s [ 3 : 4 ] ; s i g m a < - p a r m s [ 5 : 6 ] 
#make n o r M i x o b j e c t c o n s i s t i n g o f w e i g h t s , means, and s d ' s # 
o b j < - n o r M i x ( m u , s ig2=sigma~2,w=w) 
# r e t u r n t h e q u a n t i l e f o r t h e n o r M i x o b j e c t # 
q n o r M i x ( p , o b j = o b j ) 
} 
# D e f i n e Log no rM ix o b j e c t i n t e rms no rM ix o b j e c t # 
t r a n s f o r m a t i o n : l o g a r i t h m s 
#name a t t r i b u t e f o r Log no rma l m i x t u r e model# 
s u r v r e g . d i s t r i b u t i o n s $ l o g n o r M i x $ n a m e < - " L o g n o r M i x " 
# d i s t r i b u t i o n i s o f t y p e no rM ix# 
s u r v r e g . d i s t r i b u t i o n s $ l o g n o r M i x $ d i s t < - s u r v r e g . d i s t r i b u t i o n s $ n o r M i x 
# t r a n s f o r m a t i o n i s l o g a r i t h m # 
s u r v r e g . d i s t r i b u t i o n s $ l o g n o r M i x $ t r a n s < - f u n c t i o n ( y ) l o g ( y ) 
# i n v e r s e t r a n s f o r m a t i o n i s e x p o n e n t i a l 
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s u r v r e g . d i s t r i b u t i o n s $ l o g n o r M i x $ i t r a n s < - f u n c t i o n ( x ) e x p ( x ) 
# d e r i v a t i v e i s l / y # 
s u r v r e g . d i s t r i b u t i o n s $ l o g n o r M i x $ d t r a n s < - f u n c t i o n ( y ) 1 / y 
#name l o g n o r M i x as l o g no rma l m i x t u r e model# 
m y . d i s t < - s u r v r e g . d i s t r i b u t i o n s $ l o g n o r M i x 
A.4.3 Sample Code for the Simulations Using the AFT Log-normal Mix-
ture Model 
For each simulation run, generate the gene expression data matrix X, the true survival 
times yi s and censoring times Cj's (using Nguyen and Rocke's simulation procedure), 
and obtain the observed survival times time 1, and censoring indicators dell. Using 
the 2-stage procedure, we apply dimension reduction methods (PCA, MPLS, RMPLS, 
RWPLS, RRWPLS, MIPLS, RMIPLS, UNIV, CPCR, SPCR) to X, and then apply 
the AFT model to the reduced data matrix (scores) in the second stage. Next, 
obtain the performance measures: mean square error of estimated weights on the 
genes (MSE(beta ) ) , mean square error of fit ( M S E ( f i t ) ) , mean square error of the 
estimated survival function using the average of the covariates (ave(ds)), and mean 
square error of the estimated survival function using the covariates of the individuals 
(iave(ds.ind)). The procedure is repeated for 5000 simulations, and the performance 
measures are averaged over all the simulations. 
# c a l l l i b r a r y p i s : pea , p l s # 
l i b r a r y ( p i s ) 
# I n i t i a l i z e number o f s i m u l a t i o n s , # 
#N=number o f p a t i e n t s # 
#p=number o f genes# 
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#d= number o f u n d e r l y i n g components f o r gene e x p r e s s i o n s # 
ttvector r : i n g e n e r a t i o n o f gene e x p r e s s i o n s * 
s im<-5000 
N < - 50 
p < - 100 
d < - 6 
r < - r u n i f ( d * N , - . 5 , 0 ) ; d i m ( r ) < - c ( d , N ) 
# t r u e r e g r e s s i o n pa rame te rs used i n AFT model# 
s d . p i < - .2 
b e t a < - r n o r m ( p , 0 , s d . p i ) 
### ### 
#True s u r v i v a l and c e n s o r i n g t i m e s # 
#True s u r v i v a l : norm m i x t u r e : . 9 N ( 0 , 1 ) + . 1 N ( 0 , 5 ) , # 
# c e n s o r : gamma:# 
#paramete rs f o r t r u e s u r v i v a l and c e n s o r i n g t i m e s : # 
# s i g m a . T = l ; s h a p e . C = 3 , s c a l e . C = 0 . 1 6 (33°/. c e n s o r ) # 
m u < - 0 ; s i g m a . T < - 1 ; s h a p e . C < - 3 ; s c a l e . C < - . 1 6 
# I n i t i a l i z e w e i g h t s f o r t h e no rma l m i x t u r e w.c# 
#mean mu.c , sd~2 s i g 2 . c # 
w . c < - c ( . 9 , . 1 ) ; m u . c < - c ( 0 , 0 ) ; s i g 2 . c < - c ( l , 1 0 0 ) ; 
p r m s < - c ( w . c , m u . c , s q r t ( s i g 2 . c ) ) 
# d e f i n e t h e o b j e c t as no rM ix# 
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o b j < - n o r M i x ( m u = m u . c , s i g 2 = s i g 2 . c , w = w . c ) 
# 0 b t a i n t h e t r u e c e n s o r i n g r a t e # 
# P [ y _ i > c _ i ] by c o n d i t i o n i n g on c _ i # 
i n t e g r a n d < - f u n c t i o n ( x , s i g m a . T , l a m b d a . C ) { 
p n o r M i x ( x / s i g m a . T , o b j = o b j , l o w e r . t a i l = F ) * 
dgamma(x ,shape=shape .C ,sca le=sca le .C) 
} 
# t r u e c e n s o r i n g r a t e g i v e n t h e v a r i o u s parameters# 
( t r u e . c e n s . r a t e < - i n t e g r a t e ( i n t e g r a n d , l o w e r = 0 , u p p e r = l n f , 
s igma.T=s i gma .T , l ambda .C= lambda .C)$va lue ) 
c e n s . r a t e < - 0 
# i n i t i a l pa rame te rs used t o g e n e r a t e c o v a r i a t e da ta# 
# m a t r i x X# 
mu_t < - 5 / d ; s d _ t < - 1; 
mu_e < - 0 ; sd_e < - . 3 ; 
# a f t e r c h o o s i n g k ' s by c r o s s - v a l i d a t i o n f o r each method:# 
#PCA: P r i n c i p a l Component A n a l y s i s # 
#MPLS: M o d i f i e d P a r t i a l L e a s t Squares# 
#RMPLS: Rank-based M o d i f i e d P a r t i a l Leas t Squares# 
#RWPLS: Reweigh ted PLS# 
#RRWPLS: Rank-based Reweigh ted PLS# 
#MIPLS: Mean I m p u t a t i o n PLS# 
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#RMIPLS: Rank-based Mean I m p u t a t i o n PLS# 
#CPCR: C o r r e l a t i o n P r i n c i p a l Component Regress ions 
#SPCR: S u p e r v i s e d P r i n c i p a l Component Regress ions 
#UNIV: U n i v a r i a t e S e l e c t i o n * 
k . p c a < - 5 ; k . m p l s < - 2 ; k . r m p l s < - 5 ; k . r w p l s < - 2 ; k . r r w p l s < - l ; 
k . m i p l s < - 2 ; k . r m i p l s < - 5 ; 
k . c p c r < - 2 ; k . s p c r < - 1 ; k . u n i v < - 6 ; 
# I n i t i a l i z a t i o n # 
#MSE(beta)# 
M S E 2 . p c a l < - r e p ( 0 , s i m ) ; 
MSE2.mpls1C-MSE2.rmpls K -MSE2 . rmp l s2< -MSE2 .m ip l s1< -
M S E 2 . r m i p l s l < - M S E 2 . r w p l s l < - M S E 2 . r r w p l s l < - M S E 2 . p e a l 
M S E 2 . c p c r l < - M S E 2 . s p c r K - M S E 2 . u n i v l < - M S E 2 . p e a l 
# M S E ( f i t ) # 
f i t . p c a l < - f i t . m p l s l < - f i t . r m p l s l < - f i t . r m p l s 2 < - f i t . r w p l s l < -
f i t . m i p l s l < - f i t . r r w p l s l < - f i t . r m i p l s l < - r e p ( 0 , s i m ) 
f i t . u n i v l < - f i t . c p c r l < - f i t . s p c r l < - f i t . p e a l 
# a v e ( d s ) # 
d s . p c a l < - d s . m p l s l < - d s . r m p l s l < - d s . r m p l s 2 < - d s . r w p l s 1 < -
d s . m i p l s l < - d s . r r w p l s l < - d s . r m i p l s l < - r e p ( 0 , s i m ) 
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d s . u n i v l < - d s . c p c r l < - d s . s p c r l < - d s . p e a l 
# a v e ( d s . i n d ) # 
d s . p e a l . i n d < - d s . m p l s l . i n d < - d s . r m p l s l . i n d < -
d s . r w p l s l . i n d < - d s . m i p l s l . i n d < - d s . r r w p l s l . i n d < -
d s . r m i p l s l . i n d < - r e p ( 0 , s i m ) 
d s . u n i v l . i n d < - d s . e p c r l . i n d < - d s . s p c r l . i n d < - d s . p e a l . i n d 
# # 
# START FOR l o o p # 
# # 
f o r ( i i n l : s i m ) { 
# u n d e r l y i n g components f o r d a t a m a t r i x X# 
t a u . p < - m a t r i x ( r n o r m ( d * p , m u _ t , s d _ t ) , n r o w = d , n c o l = p ) ; 
# e r r o r component f o r d a t a m a t r i x X# 
e < - m a t r i x ( r n o r m ( N * p , mu_e, s d _ e ) , n r o w = N , n c o l = p ) ; 
# Gene -Exp ress ion m a t r i x X 
x l < - e x p ( t ( r ) %*% t a u . p + e ) ; x . m < - c o l M e a n s ( x l ) ; 
x . s d < - a p p l y ( x l , 2 , s d ) 
# s t a n d a r d i z e t h e d a t a m a t r i x X (mean 0 , v a r i a n c e 1# 
# f o r each column# 
x l < - ( x l ) / r e p ( x . s d , e a c h = N ) 
# S u r v i v a l t i m e s 
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### S u r v i v a l Times ### 
# c e n s o r i n g r a t e = l / 3 # 
# E r r o r : T r u e : l o g n o r m a l , c e n s o r : gamma: s i g m a . T = l ; 
shape.C=3, s c a l e . C = 0 . 6 8 5 (33% c e n s o r ) # 
#Genera te : t r u e e r r o r s e . i ~ . 9 * N ( 0 , 1 ) + . 1 * N ( 0 , 1 0 " 2 ) # 
e . i < - r n o r M i x ( n = N , o b j = o b j ) 
#Genera te : censor e r r o r s w. i~Gamma(shape,sca le )# 
w . i < - r gamma(n=N ,shape=shape .C ,sca le=sca le .C ) 
# t r u e s u r v i v a l t i m e s f o r AFT model# 
y l < - e x p ( m u + x l % * % b e t a + s i g m a . T * e . i ) 
# c e n s o r i n g t i m e s f o r AFT model# 
z l<-exp(mu+xl%*°/0beta+w. i ) 
#observed s u r v i v a l t i m e s : minimum o f t r u e & # 
# c e n s o r i n g t i m e s # 
t i m e l < - p m i n ( y l , z l ) 
# c e n s o r i n g i n d i c a t o r s # 
d e l l < - i f e l s e ( y l < z l , 1 , 0 ) 
#observed c e n s o r i n g r a t e # 
c e n s . r a t e < - s u m ( c e n s . r a t e , ( N - s u m ( d e l l ) ) / N ) 
#Reweighted and Mean I m p u t a t i o n f o r censored response### 
# b o t h n o n p a r a m e t r i c methods a re f r o m D a t t a e t a l . # # 
# a d j u s t s u r v . t i m e s u s i n g r e w e i g h t e d # 
r . y l < - r w ( t i m e l , d e l l ) $ y . t 
# a d j u s t s u r v . t i m e s u s i n g mean i m p u t a t i o n s 
m i . y l < - m i ( t i m e l , d e l l ) $ y . t 
# # 
###### PCA, MPLS and RMPLS######## 
# o b t a i n w e i g h t v e c t o r s and components# 
# f u n c t i o n p e r : f r o m l i b r a r y p l s # 
# f u n c t i o n n i p a l s : f r o m f u n c t i o n f o r p rocedu re RMPLS# 
#ncomp: number o f components# 
#no c r o s s - v a l i d a t i o n pe r fo rmed# 
# m y . d i s t : AFT l o g n o r m a l m i x t u r e model# 
s i m . p c a l < - p c r ( t i m e l ~ x l , ncomp=k.pca, v a l i d a t i o n = "none 
s i m . m p l s l < - n i p a l s ( x l , t i m e l , d e l l , ncomp=k.mpls , 
c o r . m e t h o d = l , m e t h o d = 4 , m y . d i s t = m y . d i s t , p a r m s = p r m s ) 
s i m . r m p l s l < - n i p a l s ( x l , t i m e l , d e l l , ncomp=k. rmp ls , 
c o r . m e t h o d = 2 , m e t h o d = 4 , m y . d i s t = m y . d i s t , p a r m s = p r m s ) 
s i m . p c a l . l o a d s < - s i m . p c a l $ l o a d i n g s [ , 1 : k . p c a ] 
s i m . p c a l . scores<-x l 0 /o* 0 / 0s im.pcal . l o a d s 
s i m . m p l s l . l o a d s < - s i m . m p l s l $ l o a d i n g s [ , 1 : k . m p l s ] 
s i m . m p l s l . s c o r e s < - x l , / 0 * % s i m . m p l s l . l o a d s 
s i m . r m p l s l . l o a d s < - s i m . r m p l s l $ l o a d i n g s [ , 1 : k . r m p l s ] 
s im . r m p l s l . scores<-x l ° /o* 0 / 0 s im. rmpls l . l o a d s 
# 
#Rewe igh ted , Mean I m p u t a t i o n f o r c e n s o r i n g i n PLS: # 
# t h e u s u a l and Rank-based# 
# d e l = 0 : no c e n s o r i n g ( t h e c e n s o r i n g a l r e a d y t a k e n # 
# i n t o accoun t when a d j u s t f o r t h e s u r v i v a l t imes# 
s i m . r w p l s l < - n i p a l s ( x l , r . y l , d e l = 0 , ncomp=k . rwp l s , 
c o r . m e t h o d = l ) 
s i m . m i p l s l < - n i p a l s ( x l , m i . y l , d e l = 0 , ncomp=k .m ip l s , 
c o r , m e t h o d = l ) 
s i m . r r w p l s l < - n i p a l s ( x l , r . y l , d e l = 0 , n c o m p = k . r r w p l s , 
co r ,me thod=2) 
s i m . r m i p l s l < - n i p a l s ( x l , m i . y l , d e l = 0 , n c o m p = k . r m i p l s , 
co r .me thod=2) 
# o b t a i n w e i g h t v e c t o r s and components# 
s i m . r w p l s l . l o a d s < - s i m . r w p l s l $ l o a d i n g s [ , 1 : k . r w p l s ] 
s i m . r w p l s l . s c o r e s < - x l % * % s i m . r w p l s l . l o a d s 
s i m . m i p l s 1 . l o a d s < - s i m . m i p l s l $ l o a d i n g s [ , 1 : k . m i p l s ] 
s i m . m i p l s l . scores<-xl0/o*0/oSim. m i p l s 1. l o a d s 
s i m . r r w p l s l . l o a d s < - s i m . r r w p l s l $ l o a d i n g s [ , 1 : k . r r w p l s ] 
s i m . r r w p l s l . s c o r e s < - x l % * % s i m . r r w p l s l . l o a d s 
s i m . r m i p l s l . l o a d s < - s i m . r m i p l s l $ l o a d i n g s [ , 1 : k . r m i p l s ] 
s i m . r m i p l s 1 . s c o r e s < - x l % * % s i m . r m i p l s l . l o a d s 
# U n i v a r i a t e S e l e c t i o n (UNIV) and S u p e r v i s e d PCR # 
# - - f o r SPCR: f i r s t s e l e c t 20°/„ o f genes, t h e n use UNIV ## 
# SPCR: B a i r and T i b s h i r a n i , UNIV: B o l v e s t a d # 
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s i m . u n i v l < - u n i v ( x l , t i m e 1 , d e l l , n c o m p = m a x ( k . u n i v , k . s p c r ) , 
l a m b d a = . 2 , m e t h o d = 2 , d i s = 4 , m y . d i s t = m y . d i s t , p a r m s = p r m s ) 
s i m . u n i v l . l o a d s < - s i m . u n i v l $ u n i v . l o a d s [ , 1 : k . u n i v ] 
s i m . u n i v l . s c o r e s < - s i m . u n i v l $ u n i v . s c o r e s [ , 1 : k . u n i v ] 
s i m . s p c r 1 . l o a d s < - s i m . u n i v l $ s p c r . l o a d s [ , 1 : k . s p c r ] 
s i m . s p c r 1 . s c o r e s < - s i m . u n i v l $ s p c r . s c o r e s [ , 1 : k . s p c r ] 
# C o r r e l a t i o n PCA # 
# CPCR: Sun and Zao # 
s i m . c p c r l < - c p c r ( x l , t i m e l , d e l l , n c o m p = k . c p c r , m e t h o d = 2 , d i s = 4 , 
m y . d i s t = m y . d i s t , p a r m s = p r m s ) 
s i m . c p c r l . l o a d s < - m a t r i x ( s i m . c p c r l $ l o a d i n g s [ , 1 : k . c p c r ] , 
n c o l = k . c p c r ) ; 
s im . c p c r l . scores<-xl°/0*°/oSim. c p c r l . l o a d s 
# # 
#AFT Mode l : l o g n o r m a l m i x t u r e model #### 
# # a f t e r d i m e n s i o n r e d u c t i o n # # 
# use s u r v r e g i n l i b r a r y s u r v i v a l f o r AFT model# 
# s p e c i f y d i s t r i b u t i o n ( d i s t ) , w i t h pa rame te rs (parms)# 
# m y . d i s t i s l o g n o r m a l - m i x t u r e o b j e c t # 
a f t . p c a l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) " s i m . p c a l . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
a f t . r w p l s 1 < - s u r v r e g ( S u r v ( t i m e 1 , d e l l ) " s i m . r w p l s l . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
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a f t . m i p l s l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) ~ s i m . m i p l s 1 . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
a f t . r r w p l s l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) ~ s i m . r r w p l s l . s c o r e s , d i s t = 
m y . d i s t , pa rms=prms) 
a f t . r m i p l s l < - s u r v r e g ( S u r v ( t i m e 1 , d e l l ) ~ s i m . r m i p l s 1 . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
a f t . m p l s l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) ~ s i m . m p l s l . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
a f t . r m p l s l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) ~ s i m . r m p l s 1 . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
a f t . c p c r l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) ~ s i m . c p c r l . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
a f t . s p c r l < - s u r v r e g ( S u r v ( t i m e 1 , d e l l ) " s i m . s p c r l . s c o r e s , d i s t = 
my.d i s t , pa rms=prms) 
a f t . u n i v l < - s u r v r e g ( S u r v ( t i m e l , d e l l ) " s i m . u n i v l . s c o r e s , d i s t = 
m y . d i s t , p a r m s = p r m s ) 
# e x t r a c t t h e c o e f f i c i e n t s f r o m AFT model# 
p e a l . c o e f < - a f t . p c a l $ c o e f ; 
r w p l s l . c o e f < - a f t . r w p l s l $ c o e f ; m i p l s l . c o e f < - a f t . m i p l s l $ c o e f 
r r w p l s l . c o e f < - a f t . r r w p l s l $ c o e f ; r m i p l s l . c o e f < - a f t . r m i p l s l $ c o e f ; 
m p l s l . c o e f < - a f t . m p l s l $ c o e f j r m p l s l . c o e f < - a f t , r m p l s l $ c o e f ; 
c p c r l . c o e f < - a f t . c p c r l $ c o e f ; s p c r l . c o e f < - a f t . s p c r l $ c o e f ; 
u n i v l . c o e f < - a f t . u n i v l $ c o e f ; 
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# # 
# # # t r u e s u r v i v a l # # # p l n o r m ( e s t . t i m e l [ [ i ] ] , # 
#mean log=pca l . coef [ 1 , , i ] + a p p l y ( x l [ , , i ] , 2 , mean) 7,*% # 
# s i m . p e a l . l o a d s [ , , i ] % * ° / . p c a l . c o e f [ - 1 , , i ] , s d l o g = s i g m a . T , # 
# l o w e r . t a i l = F ) # 
# e s t i m a t e d s u r v i v a l a t average o f c o v a r i a t e s # 
l o g . e s t . t i m e l < - l o g ( s o r t ( s u b s e t ( t i m e l , d e l l = = l ) ) ) 
t r u e . s u r v l < - p n o r M i x ( q = l o g . e s t . t i m e 1 - m u - a p p l y ( x l , 2 , m e a n ) °/„*% 
b e t a , o b j = o b j , l o w e r , t a i l = F ) 
# u s i n g c d f o f no rM ix d i s t . : imp lemented i n s u r v r e g . d i s t r i b u t i o n s * 
s u r v . p c a l < - p n o r M i x ( q = l o g . e s t . t i m e l - p c a l . c o e f [ 1 ] -
a p p l y ( x l , 2 , mean) %*% s i m . p c a l . loads°/0*°/0pcal. coef [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . r w p l s l < - p n o r M i x ( q = l o g . e s t . t i m e 1 - r w p l s l . c o e f [ 1 ] -
a p p l y ( x 1 ,2 ,mean) 0/o*°/. s i m . r w p l s l . loads°/o*°/.rwplsl. coef [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . m i p l s K - p n o r M i x ( q = l o g . e s t . t i m e l - m i p l s l . coef [1 ] -
a p p l y ( x l , 2 , mean) %*°/0 s im . m i p l s l . loads%*°/ 0mipls l . coef [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . r r w p l s l < - p n o r M i x ( q = l o g . e s t . t i m e l - r r w p l s l . c o e f [ 1 ] -
a p p l y ( x l , 2 , mean) 0/0*0/0 s im . r r w p l s l . loads°/ . *° / „ r rwpls l . coef [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v , r m i p l s l < - p n o r M i x ( q = l o g . e s t . t i m e l - r m i p l s l . c o e f [ 1 ] -
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a p p l y ( x l , 2 , m e a n ) %*% s i m . r m i p l s 1. l oads° / „ * ° / . rm ip l s l . coe f [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . m p l s l < - p n o r M i x ( q = l o g . e s t . t i m e l - m p l s l . c o e f [ 1 ] -
a p p l y ( x l ,2 ,mean) °/.*0/. s i m . m p l s 1. loads ' / .+ ' / .mpls l . coe f [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . r m p l s l < - p n o r M i x ( q = l o g . e s t . t i m e l - r m p l s l . c o e f [ 1 ] -
a p p l y ( x l , 2 , mean) %*'/, s im . r m p l s l . loads° / . * , / . rmpls l . coe f [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . c p c r l < - p n o r M i x ( q = l o g . e s t . t i m e l - c p c r l . c o e f [ 1 ] -
a p p l y ( x l , 2 , mean) V,*0/, s i m . c p c r l . loads°/ .*° /0cpcr l . coe f [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
s u r v . s p c r l < - p n o r M i x ( q = l o g . e s t . t i m e l - s p c r l . c o e f [ 1 ] -
a p p l y ( x l , 2 , mean) %*% s i m . s p c r l . loads°/.*°/oSpcrl. coe f [ - 1 ] , 
o b j = o b j . l o w e r . t a i l = F ) 
s u r v . u n i v l < - p n o r M i x ( q = l o g . e s t . t i m e l - u n i v l . c o e f [ 1 ] -
a p p l y ( x l , 2 , mean) °/„*% s i m . u n i v l . l oads%*° / .un iv l . coe f [ - 1 ] , 
o b j = o b j , l o w e r . t a i l = F ) 
# # 
#True s u r v i v a l s 
# e s t i m a t e d s u r v i v a l : i n d i v i d u a l c o v a r i a t e s # 
t r u e . s u r v l . i n d < - m a t r i x ( 0 , N , l e n g t h ( l o g . e s t . t i m e l ) ) 
s u r v . p e a l . i n d < - s u r v . r w p l s l . i n d < - s u r v . m i p l s 1 . i n d < -
s u r v . r r w p l s l . i n d < - s u r v . r m i p l s l . i n d < - t r u e . s u r v l . i n d 
s u r v . m p l s l . i n d < - s u r v . r m p l s l . i n d < - t r u e . s u r v l . i n d 
s u r v . c p c r l . i n d < - s u r v . s p c r l . i n d < - s u r v . u n i v l . i n d < -
t r u e . s u r v l . i n d 
f o r ( j i n 1 : N ) { 
t r u e . s u r v l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - m u - x l [ j ,]7.*7. 
b e t a , o b j = o b j . l o w e r , t a i l = F ) 
s u r v . p e a l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - p c a l . c o e f [ 1 ] -
x l [ j , ] %*°/,sim. p e a l . loads° / „ *%pcal . c o e f [ - 1 ] , o b j = o b j , l o w e r . t a i l = F ) 
s u r v . r w p l s l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - r w p l s l . c o e f [ 1 ] -
x l [ j , ] % * ° / , s i m . r w p l s l . l o a d s 7 . * 7 . r w p l s l . c o e f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . m i p l s l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - m i p l s l . c o e f [ 1 ] -
x l [ j , ]7.*7.sim. m i p l s l . l oads t / , * ° / .m ip l s l . c o e f [ - 1 ] , o b j = o b j , 
l o w e r , t a i l = F ) 
s u r v . r r w p l s l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - r r w p l s l . c o e f [ 1 ] 
x l [ j , ] % * % s i m . r r w p l s l . l oads ° / o * , / 0 r rwp ls l . coe f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . r m i p l s l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - r m i p l s 1 . c o e f [ 1 ] 
x l [ j , ] ° / , * ° / 0 s i m . r m i p l s l . l o a d s % * 7 » r m i p l s l . coe f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . m p l s l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - m p l s l . c o e f [ 1 ] -
x l [ j , ] 7 . * 7 . s i m . m p l s l . l oads7 . *7 .mp ls l . coe f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . r m p l s l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - r m p l s l . c o e f [ 1 ] -
x l [ j , ] 7 . * 7 . s i m . r m p l s l . I o a d s 7 o * 7 . r m p l s l . c o e f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . c p c r l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - c p c r 1 . c o e f [ 1 ] 
x l [ j ,]°/.*%sim. c p c r l . loads°/„*°/„cpcrl . coe f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . s p c r l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - s p c r l . c o e f [ 1 ] 
x l [ j , l 0 / , * 1 / . s im .spc r l . l oads%*° / „ spc r l . coe f [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
s u r v . u n i v l . i n d [ j , ] < - p n o r M i x ( l o g . e s t . t i m e l - u n i v l . c o e f [ 1 ] 
x l [ j , ] % * ' / , s i m . u n i v l . loads ' / . * ° / ,un iv l . coef [ - 1 ] , o b j = o b j , 
l o w e r . t a i l = F ) 
> 
# # # o b t a i n i n g t h e MSE(betas)### 
MSE2. p e a l [ i ] < -sum( ( b e t a - s i m . p e a l . loads0/0*0/.pcal. coef [ - 1 ] ) ~2) 
M S E 2 . r w p l s l [ i ] < - s u m ( ( b e t a - m a t r i x ( s i m . r w p l s l . l o a d s , 
n c o l = k . r w p l s ) ° / ,*%rwpls l . coe f [ - 1 ] ) " 2 ) 
M S E 2 . m i p l s l [ i ] < - s u m ( ( b e t a - m a t r i x ( s i m . m i p l s l . l o a d s , 
n c o l = k . m i p l s ) ' / , * , / , m i p l s l . coe f [ - 1 ] ) ~2) 
M S E 2 . r r w p l s l [ i ] < - s u m ( ( b e t a - m a t r i x ( s i m . r r w p l s l . l o a d s , 
n c o l = k . r r w p l s ) 1 / . *° / . r rwpls l . coe f [ - 1 ] ) ~2) 
M S E 2 . r m i p l s l [ i ] < - s u m ( ( b e t a - m a t r i x ( s i m . r m i p l s l . l o a d s , 
n c o l = k . r m i p l s ) % * ° / , r m i p l s l . coe f [ - 1 ] )~2 ) 
M S E 2 . m p l s l [ i ] < - s u m ( ( b e t a - m a t r i x ( s i m . m p l s l . l o a d s , 
nco l=k .mp ls )y „ * ° / .mp ls l . coe f [ - 1 ] )~2 ) 
M S E 2 . r m p l s l [ i ] < - s u m ( ( b e t a - m a t r i x ( s i m . r m p l s l . l o a d s , 
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ncol=k.rmpls)°/.*°/,rmplsl. coef [ -1] )~2) 
MSE2.cpcr l [ i ]<-sum((be ta-mat r ix(s im.cpcr l . loads , 
ncol=k. cpcr) °/.*%cpcr 1. coef [ -1] ) "2) 
MSE2.spcr l [ i ]<-sum((be ta -mat r ix (s im.spcr l . loads , 
ncol=k. spcr) °/.*°/0spcrl. coef [ -1 ] ) "2) 
MSE2.univ l [ i ]<-sum((beta-matr ix(s im.univ l . loads , 
ncol=k. univ) y.+'/.uni v l . coef [ -1] ) "2) 
# # # o b t a i n i n g t h e M S E ( f i t ) # # # 
f i t . p e a l [ i ] < - s u m ( ( p e a l . c o e f [ 1 ] + m a t r i x ( s i m . p e a l . s c o r e s , 
ncol=k.pca)°/ .*0 / .pcal . coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . r w p l s l [ i ] < - s u m ( ( r w p l s l . c o e f [ 1 ] + m a t r i x ( s i m . r w p l s l . s c o r e s , 
n c o l = k . rwpls)° / . * 0 / . rwpls l . coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . m i p l s l [ i ] < - s u m ( ( m i p l s l . c o e f [ 1 ] + m a t r i x ( s i m . m i p l s l . s c o r e s , 
n c o l = k .m ip ls ) 0 / , *%mip ls l . coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . r r w p l s l [ i ] < - s u m ( ( r r w p l s l . c o e f [ 1 ] + m a t r i x ( s i m . r r w p l s l . s c o r e s , 
nco l=k . r rwp ls ) ° /o * ° / . r rwp ls l . coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . r m i p l s l [ i ] < - s u m ( ( r m i p l s l . c o e f [ l ] + m a t r i x ( s i m . r m i p l s l . s c o r e s , 
n c o l = k . r m i p l s ) ° / . * % r m i p l s l . coe f [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . m p l s l [ i ] < - s u m ( ( m p l s l . c o e f [ 1 ] + m a t r i x ( s i m . m p l s l . s c o r e s , 
nco l=k .mpls) c / , * ° / ,mpls l .coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . r m p l s l [ i ] < - s u m ( ( r m p l s l . c o e f [ 1 ] + m a t r i x ( s i m . r m p l s l . s c o r e s , 
nco l=k . rmp ls )%*° / . rmp ls l . coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . c p c r l [ i ] < - s u m ( ( c p c r l . c o e f [ l ] + m a t r i x ( s i m . c p c r l . s c o r e s , 
n c o l = k . cpcr)°/„*°/0cpcrl. coef [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . s p c r l [ i ] < - s u m ( ( s p c r l . coef [ l ] + m a t r i x ( s i m . s p c r l . s co res , 
n c o l = k . s p c r ) % * % s p c r l . c o e f [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
f i t . u n i v l [ i ] < - s u m ( ( u n i v l . c o e f [ l ] + m a t r i x ( s i m . u n i v l . s c o r e s , 
nco l=k .un iv )° / „ * ° / „un iv l . coe f [ - 1 ] - l o g ( t i m e l ) ) ~ 2 * d e l l ) / s u m ( d e l l ) 
# # 
###Squared E u c l i d e a n d i s t a n c e f o r average i n d i v i d u a l # # # 
d s . p e a l [ i ] < - s u m ( ( s u r v . p c a l - t r u e . s u r v l ) ~ 2 ) 
d s . r w p l s l [ i ] < - s u m ( ( s u r v . r w p l s l - t r u e . s u r v l ) ~ 2 ) 
d s . m i p l s l [ i ] < - s u m ( ( s u r v . m i p l s l - t r u e . s u r v l ) ~ 2 ) 
d s . r r w p l s l [ i ] < - s u m ( ( s u r v . r r w p l s l - t r u e . s u r v l ) ~ 2 ) 
d s . r m i p l s 1 [ i ] < - s u m ( ( s u r v . r m i p l s 1 - t r u e . s u r v l ) ~ 2 ) 
d s . m p l s l [ i ] < - s u m ( ( s u r v . m p l s 1 - t r u e . s u r v l ) ~ 2 ) 
d s . r m p l s l [ i ] < - s u m ( ( s u r v . r m p l s l - t r u e . s u r v l ) ~ 2 ) 
d s . c p c r l [ i ] < - s u m ( ( s u r v . c p c r l - t r u e . s u r v l ) " 2 ) 
d s . u n i v l [ i ] < - s u m ( ( s u r v . u n i v l - t r u e . s u r v l ) ~ 2 ) 
d s . s p c r l [ i ] < - s u m ( ( s u r v . s p c r l - t r u e . s u r v l ) ~ 2 ) 
# ### 
# - -Squa red E u c l i d e a n d i s t a n c e u s i n g i n d i v i d u a l c o v a r i a t e s # # 
# o b s . a v e ( d ~ 2 . i n d l ) = ( 1 / s i m ) * s u m { i = l , s i m } (1 /N*sum{n= l ,N} 
[sum{ t i n D} ( S _ { i n } ( t ) - S . h _ { i n } ( t ) ) ~ 2 ) ) ] ) 
d s . p e a l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . p e a l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . r w p l s l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . r w p l s l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . m i p l s 1 . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . m i p l s 1 . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . r r w p l s l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . r r w p l s l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . r m i p l s l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . r m i p l s l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . m p l s 1 . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . m p l s 1 . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . r m p l s l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . r m p l s l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . c p c r l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . c p c r l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . s p c r l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . s p c r l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
d s . u n i v l . i n d [ i ] < - m e a n ( a p p l y ( ( s u r v . u n i v l . i n d -
t r u e . s u r v l . i n d ) " 2 , 1 , s u m ) ) 
> 
# END FOR LOOP # 
####average t h e per fo rmance measures f o r a l l s i m u l a t i o n s & # 
# # # o b t a i n t h e s t a n d a r d e r r o r f o r t h e average### 
################################################### 
#MSE(beta)# 
(MSE2.peal.me an<-me an(MSE2.pea l ,na . rm=T) ) 
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(MSE2 . rwp l s l .mean<-mean(MSE2 . rwp l s l , na . rm=T) ) 
(MSE2 .m ip l s l .mean<-mean(MSE2 .m ip l s l , na . rm=T) ) 
(MSE2 . r rwp l s l .meanc -mean(MSE2 . r rwp l s1 , na . rm=T) ) 
( M S E 2 . r m i p l s l . m e a n < - m e a n ( M S E 2 . r m i p l s l , n a . r m = T ) ) 
(MSE2.mpls l .mean<-mean(MSE2.mpls l ,na . rm=T) ) 
(MSE2.rmpls1.mean<-me an (MSE2. rmp ls1 ,na . rm=T) ) 
(MSE2.cpc r l .mean<-mean(MSE2.cpc r l , na . rm=T) ) 
(MSE2.spc r l .mean<-mean(MSE2.spc r l , na . rm=T) ) 
(MSE2 .un i v l .mean<-mean(MSE2 .un i v l , na . rm=T) ) 
(MSE2 .pea l . sd< -sd (MSE2 .pea l , na . rm=T) ) 
( M S E 2 . m p l s l . s d < - s d ( M S E 2 . m p l s l , n a . r m = T ) ) 
( M S E 2 . r m p l s l . s d < - s d ( M S E 2 . r m p l s l , n a . r m = T ) ) 
(MSE2 . rmp ls2 . sd< -sd (MSE2 . rmp ls2 ,na . rm=T) ) 
( M S E 2 . m i p l s l . s d < - s d ( M S E 2 . m i p l s l , n a . r m = T ) ) 
( M S E 2 . r m i p l s 1 . s d < - s d ( M S E 2 . r m i p l s 1 , n a . r m = T ) ) 
( M S E 2 . r w p l s l . s d < - s d ( M S E 2 . r w p l s 1 , n a . r m = T ) ) 
( M S E 2 . r r w p l s 1 . s d < - s d ( M S E 2 . r r w p l s 1 , n a . r m = T ) ) 
( M S E 2 . c p c r l . s d < - s d ( M S E 2 . c p c r l , n a . r m = T ) ) 
( M S E 2 . s p c r l . s d < - s d ( M S E 2 . s p c r l , n a . r m = T ) ) 
( M S E 2 . u n i v l . s d < - s d ( M S E 2 . u n i v l , n a . r m = T ) ) 
# M S E ( f i t ) # 
( f i t . p e a l . m e a n c - m e a n ( f i t . p c a l , n a . r m = T ) ) 
( f i t . r w p l s l . m e a n c - m e a n ( f i t . r w p l s l , n a . r m = T ) ) 
( f i t . m i p l s l . m e a n < - m e a n ( f i t . m i p l s l , n a . r m = T ) ) 
( f i t . r r w p l s l . m e a n < - m e a n ( f i t . r r w p l s l , n a . r m = T ) ) 
( f i t . r m i p l s l . m e a n < - m e a n ( f i t . r m i p l s l , n a . r m = T ) ) 
( f i t . m p l s l . m e a n < - m e a n ( f i t . m p l s l , n a . r m = T ) ) 
( f i t . r m p l s l . m e a n < - m e a n ( f i t . r m p l s l , n a . r m = T ) ) 
( f i t . c p c r l . m e a n < - m e a n ( f i t . c p c r l , n a . r m = T ) ) 
( f i t . s p c r l . m e a n < - m e a n ( f i t . s p c r l , n a . r m = T ) ) 
( f i t . u n i v l , m e a n < - m e a n ( f i t . u n i v l , n a . r m = T ) ) 
( f i t . p e a l . s d < - s d ( f i t . p e a l , n a . r m = T ) ) 
( f i t . m p l s l . s d < - s d ( f i t . m p l s l , n a . r m = T ) ) 
( f i t . r m p l s l . s d < - s d ( f i t . r m p l s l , n a . r m = T ) ) 
( f i t . r m p l s 2 . s d < - s d ( f i t . r m p l s 2 , n a . r m = T ) ) 
( f i t . m i p l s l . s d < - s d ( f i t . m i p l s l , n a . r m = T ) ) 
( f i t . r m i p l s 1 . s d < - s d ( f i t . r m i p l s 1 , n a . r m = T ) ) 
( f i t . r w p l s l . s d < - s d ( f i t . r w p l s l , n a . r m = T ) ) 
( f i t . r r w p l s l . s d < - s d ( f i t . r r w p l s l , n a . r m = T ) ) 
( f i t . c p c r l . s d < - s d ( f i t . c p c r l , n a . r m = T ) ) 
( f i t . s p c r l . s d < - s d ( f i t . s p c r l , n a . r m = T ) ) 
( f i t . u n i v l . s d < - s d ( f i t . u n i v l , n a . r m = T ) ) 
# a v e ( d s ) # 
( d s . p e a l , m e a n < - m e a n ( d s . p e a l , n a . r m = T ) ) 
( d s . r w p l s l . m e a n < - m e a n ( d s . r w p l s l , n a . r m = T ) ) 
( d s . m i p l s l , m e a n < - m e a n ( d s . m i p l s l , n a . r m = T ) ) 
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( d s . r r w p l s l . m e a n < - m e a n ( d s . r r w p l s l , n a . r m = T ) ) 
( d s . r m i p l s l . m e a n < - m e a n ( d s . r m i p l s l , n a . r m = T ) ) 
( d s . m p l s l . m e a n < - m e a n ( d s . m p l s l , n a . r m = T ) ) 
( d s . r m p l s l . m e a n < - m e a n ( d s . r m p l s l , n a . r m = T ) ) 
( d s . c p c r l . m e a n < - m e a n ( d s . c p c r l , n a . r m = T ) ) 
( d s . s p c r l , m e a n < - m e a n ( d s . s p c r l , n a . r m = T ) ) 
( d s . u n i v l . m e a n < - m e a n ( d s . u n i v l , n a . r m = T ) ) 
( d s . p e a l . s d < - s d ( d s . p e a l , n a . r m = T ) ) 
( d s . r w p l s l . s d < - s d ( d s . r w p l s l , n a . r m = T ) ) 
( d s . m i p l s l . s d < - s d ( d s . m i p l s l , n a . r m = T ) ) 
( d s . r r w p l s l . s d < - s d ( d s . r r w p l s l , n a . r m = T ) ) 
( d s . r m i p l s l . s d < - s d ( d s . r m i p l s l , n a . r m = T ) ) 
( d s . m p l s 1 . s d < - s d ( d s . m p l s 1 , n a . r m = T ) ) 
( d s . r m p l s 1 . s d < - s d ( d s . r m p l s 1 , n a . r m = T ) ) 
( d s . c p c r l . s d < - s d ( d s . c p c r l , n a . r m = T ) ) 
( d s . s p c r l . s d < - s d ( d s . s p c r l , n a . r m = T ) ) 
( d s . u n i v l . s d < - s d ( d s . u n i v l , n a . r m = T ) ) 
# a v e ( d s . i n d ) # 
( d s . p e a l . i n d . a v e < - m e a n ( d s . p e a l . i n d ) ) 
( d s . r w p l s l . i n d . a v e < - m e a n ( d s . r w p l s l . i n d ) ) 
( d s . m i p l s l . i n d . a v e < - m e a n ( d s . m i p l s l . i n d ) ) 
( d s . r r w p l s 1 . i n d . a v e < - m e a n ( d s . r r w p l s 1 . i n d ) ) 
( d s . r m i p l s l . i n d . a v e < - m e a n ( d s . r m i p l s l . i n d ) ) 
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( d s . m p l s l . i n d . a v e < - m e a n ( d s . m p l s l . i n d ) ) 
( d s . r m p l s l . i n d . a v e < - m e a n ( d s . r m p l s l . i n d ) ) 
( d s . c p c r l . i n d . a v e < - m e a n ( d s . c p c r l . i n d ) ) 
( d s . s p c r l . i n d . a v e < - m e a n ( d s . s p c r l . i n d ) ) 
( d s . u n i v l . i n d . a v e < - m e a n ( d s . u n i v l . i n d ) ) 
( d s . p e a l . i n d . s d < - s d ( d s . p e a l . i n d ) ) 
( d s . r w p l s l . i n d . s d < - s d ( d s . r w p l s l . i n d ) ) 
( d s . m i p l s l . i n d . s d < - s d ( d s . m i p l s l . i n d ) ) 
( d s . r r w p l s l . i n d . s d < - s d ( d s . r r w p l s l . i n d ) ) 
( d s . r m i p l s 1 . i n d . s d < - s d ( d s . r m i p l s 1 . i n d ) ) 
( d s . m p l s l . i n d . s d < - s d ( d s . m p l s l . i n d ) ) 
( d s . r m p l s l . i n d . s d < - s d ( d s . r m p l s l . i n d ) ) 
( d s . c p c r l . i n d . s d < - s d ( d s . c p c r l . i n d ) ) 
( d s . s p c r l . i n d . s d < - s d ( d s . s p c r l . i n d ) ) 
( d s . u n i v l . i n d . s d < - s d ( d s . u n i v l . i n d ) ) 
A.4.4 Sample Code for the Cross-Validation to Select k Using the AFT 
Lognormal Mixture Model 
For each method of dimension reduction, we apply the 2-stage procedure. The selec-
tion of k is based on the minimization of the cross-validation squared error of fit under 
the AFT model. The idea is after the dimension reduction stage, we obtain a reduced 
data matrix. We split the reduced data matrix into a training and a test set, and use 
the training set to obtain estimates of the coefficients under the AFT model, and use 
these estimated coefficients to validate the test set. The following code provides the 
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cross-validation procedure to be incorporated with the previous subsection. 
# # o u t s i d e t h e f o r l o o p , add t h e f o l l o w i n g f o r i n i t i a l i z a t i o n # # 
K<-20 ; k . s < - l : K # i n i a t i a l i z e K f o r v a r i o u s methods# 
K . m p l s < - 2 0 ; k . s 2 < - l : K . m p l s 
K . m i p l s < - 2 0 ; k . s 2 b < - 1 : K . m i p l s 
K . u n i v < - 2 0 ; k . s 3 < - 1 : K . u n i v 
K . s p c r < - 2 0 ; k . s 4 < - 1 : K . s p c r 
K . m a x < - m a x ( K , K . m p l s , K . m i p l s , K . u n i v , K . s p c r ) ; k . m < - 1 : K . m a x 
# i n i t i a l i z e t h e C V ( f i t ) # 
C V . p c a l . f i t . a v e < - m a t r i x ( 0 , s i m , l e n g t h ( k . s ) ) ; 
C V . m p l s 1 . f i t . a v e < - C V . r m p l s 1 . f i t . a v e < - m a t r i x ( 0 , s i m , l e n g t h ( k . s 2 ) ) 
C V . r w p l s l . f i t . a v e < - C V . r r w p l s l . f i t . a v e < - m a t r i x ( 0 , s i m , l e n g t h ( k . s2b ) ) 
C V . m i p l s l . f i t . a v e < - C V . r m i p l s l . f i t . a v e < - m a t r i x ( 0 , s i m , l e n g t h ( k . s 2 b ) ) 
C V . u n i v l . f i t . a v e < - m a t r i x ( 0 , s i m , l e n g t h ( k . s 3 ) ) 
C V . c p c r l . f i t . a v e < - C V . s p c r l . f i t . a v e < - m a t r i x ( 0 , s i m , l e n g t h ( k . s 4 ) ) 
####### in t h e f o r loop#### 
# a f t e r g e n e r a t i n g gene e x p r e s s i o n d a t a X and response y# 
# i n i t i a l i z e f o r CV f o r each f o l d # 
C V . p e a l . f i t < - m a t r i x ( 0 , f l o o r ( N / n f o l d ) , l e n g t h ( k . s ) ) ; 
C V . m p l s l . f i t < - C V . r m p l s l . f i t < - m a t r i x ( 0 , f l o o r ( N / n f o l d ) , 
l e n g t h ( k . s 2 ) ) 
C V . r w p l s l . f i t < - C V . r r w p l s l . f i t < - m a t r i x ( 0 . f l o o r ( N / n f o l d ) , 
l e n g t h ( k . s 2 b ) ) 
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C V . m i p l s 1 . f i t < - C V . r m i p l s 1 . f i t < - m a t r i x ( 0 , f l o o r ( N / n f o l d ) , 
l e n g t h ( k . s 2 b ) ) 
C V . u n i v l . f i t < - m a t r i x ( 0 . f l o o r ( N / n f o l d ) , l e n g t h ( k . s 3 ) ) 
C V . c p c r l . f i t < - C V . s p c r l . f i t < - m a t r i x ( 0 . f l o o r ( N / n f o l d ) , 
l e n g t h ( k . s 4 ) ) 
n . s e q < - l : n r o w ( x l ) 
#Cross v a l i d a t i o n s 
f o r ( f o l d i n l r f l o o r ( N / n f o l d ) ) { 
c o u n t e r < - T 
w h i l e ( c o u n t e r ) { 
# randomly s e l e c t a t e s t v e c t o r # 
t e s t < - s a m p l e ( n . s e q . n f o l d , r e p l a c e d ) 
c o u n t e r < - ( s u m ( d e l l [ t e s t ] ) = = 0 ) 
} 
# e x t r a c t t h e t r a i n i n g and t e s t s e t s u s i n g t h e # 
# v e c t o r # 
x l . t r a i n < - x l [ - t e s t , ] ; t i m e l . t r a i n < - t i m e l [ - t e s t ] ; 
d e l l . t r a i n < - d e l l [ - t e s t ] ; N . t r a i n < - l e n g t h ( t i m e l . t r a i n ) 
x l . t e s t < - x l [ t e s t , ] ; t i m e l . t e s t < - t i m e l [ t e s t ] ; 
d e l l . t e s t < - d e l l [ t e s t ] ; N . t e s t < - l e n g t h ( t i m e l . t e s t ) 
n . s e q < - n . s e q [ - t e s t ] 
#The l o a d i n g s and sco res v e c t o r s f o r each method a re o b t a i n e d f o r # 
S t r a i n i n g s e t # 
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# f o r example: f o r PCA# 
s i m . p c a l < - p c r ( t i m e l . t r a i n ~ x l . t r a i n , ncomp=K, v a l i d a t i o n = "none" ) 
s i m . p c a l . l o a d s < - s i m . p c a l $ l o a d i n g s [ , 1 : K ] 
s i m . p c a l . s c o r e s < - x l . t r a i n%*° / . s im .pea l . l o a d s 
# # C r o s s - v a l i d a t i o n o f f i t e r r o r # # 
# i n i t i a l i z a t i o n # 
p e a l . c o e f < - l i s t ( 0 ) ; #coe f f r o m AFT model# 
m p l s l . c o e f < - r m p l s l . c o e f < - p c a l . c o e f 
r w p l s l . c o e f < - r r w p l s l . c o e f < - p c a l . c o e f 
m i p l s l . c o e f < - r m i p l s l . c o e f < - p c a l . c o e f 
c p c r l . c o e f < - s p c r l . c o e f < - u n i v l . c o e f < - p c a l . c o e f 
p c a l . f i t . e r r < - r e p ( 0 , l e n g t h ( k . s ) ) ; #squared f i t e r r o r # 
m p l s l . f i t . e r r < - r m p l s l . f i t . e r r < - r e p ( 0 , l e n g t h ( k . s 2 ) ) ; 
r w p l s l . f i t . e r r < - r r w p l s l . f i t . e r r < - r e p ( 0 , l e n g t h ( k . s 2 b ) ) ; 
m i p l s l . f i t . e r r < - r m i p l s l . f i t . e r r < - r e p ( 0 , l e n g t h ( k . s 2 b ) ) ; 
u n i v l . f i t . e r r < - r e p ( 0 , l e n g t h ( k . s 3 ) ) ; 
c p c r l . f i t . e r r < - s p c r l . f i t . e r r < - r e p ( 0 , l e n g t h ( k . s 4 ) ) 
# f o r each method, o b t a i n t h e CV f i t e r r o r # 
# f o r example: PCA# 
f o r ( j i n 1 : l e n g t h ( k . m ) ) { 
#PCA 
i f ( j <= K ) { a f t . p c a l < - t r y ( s u r v r e g ( S u r v ( t i m e l . t r a i n , 
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d e l l . t r a i n ) ~ s i m . p e a l . s c o r e s [ , 1 : j ] , d i s t = m y . d i s t , p a r m s = p r m s ) , T ) 
# c o e f f i c i e n t s f r o m AFT model# 
c o e f . t m p < - t r y ( a f t . p c a l $ c o e f , T ) 
#use e s t . c o e f . f r o m t r a i n s e t t o e s t i m a t e d # 
# y . h a t f o r t e s t s e t # 
# C V ( f i t . e r r o r ) # 
i f e l s e ( j = = l , 
p e a l . f i t . e r r [ j ] < - s u m ( ( m a t r i x ( s i m . p c a 2 . s c o r e s [ , 1 : j ] , 
nco l= l ) ° / . *%coe f . t m p [ - l ] + coe f . t m p [ l ] - l o g ( t i m e l . t e s t ) )~2* 
d e l l . t e s t ) / s u m ( d e l l . t e s t ) , 
p e a l . f i t . e r r [ j ] < - s u m ( ( s i m . p c a 2 . s c o r e s [ , 1 : j ] % * % 
c o e f . t m p [ - l ] + c o e f . t m p [ l ] - l o g ( t i m e l . t e s t ) ) ~ 2 * d e l l . t e s t ) / 
s u m ( d e l l . t e s t ) 
) 
> 
#Accumula te t h e f i t e r r o r a f t e r each f o l d # 
# f o r example : PCA# 
C V . p e a l . f i t [ f o l d , ] < - t r y ( C V . p e a l . f i t [ f o l d , ] + 
p e a l . f i t . e r r , T ) 
#average ove r a l l t h e s i m u l a t i o n s # 
# f o r example: PCA# 
C V . p c a l . f i t . a v e [ i , ] < - a p p l y ( C V . p c a l . f i t , 2 , m e a n , n a . r m = T ) 
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Appendix B 
Appendix: Comparison Plots of the Different 
Methods 
B . l Simulation: Cox Model 
B . l . l Scenario 1: Fix k = 3 
Figure B.l : Cox model: 1/3 censoring with p = 100 and p = 1000 for one simulation 
run. The observed survival times Tj = min(yi,Ci) are plotted against X-/3, where 
i = 1 , . . . , iV. 
1/3 censor, 60% TVPE, p = 100 
o' " 
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Figure B.2 : Cox model: 1/3 censored. The ave(bias) of survival (using the average 
of the covariates) is plotted against g, quantiles of the true survival, for datasets with 
50%, 60% and 70% TVPE accounted for by the first 3 PCs comparing PCA, MPLS, 
RMPLS, SPCR, CPCR, and UNIV. The x-axis denotes q, and the y-axis denotes 
ave(bias). The rows of the plots are for datasets with dimension p = 100,500, and 
800. 
50% var 60% var 70% var 
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Figure B.3 : Cox model: 1/3 censored. The ave(bias.ind) of survival (using the 
covariates of the individuals) is plotted against q, quantiles of the true survival, for 
datasets with 50%, 60% and 70% TVPE accounted for by the first 3 PCs comparing 
PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV. The x-axis denotes q, and the 
y-axis denotes ave(bias.ind). The rows of the plots are for datasets with dimension 
p = 100,500, and 800. 
50% var 60% var 70% var 
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Figure B.4 : Cox model: 1/3 censored. The mean squared error of the estimated 
weights on the genes MSE((3), mean squared error of the estimated survival function 
evaluated at the average of the covariates ave(d2), and the mean squared error of the 
estimated survival function evaluated at the covariates of the individuals ave(d2And) 
are plotted for datasets with 50% and 70% TVPE accounted for by the first 3 PCs 
comparing PCA, MPLS, PCA-SIR, and MPLS-SIR. The x-axis denotes the number 
of genes, p. The top row is the plot of the MSE(j3), middle row is ave(d2), and the 
bottom row is ave(d2And). 
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Figure B.5 : Cox model: r ^ ~ Exp( 10), 1/3 censoring with p = 100 and p = 1000 
for one simulation run. Outliers in the response are present for both p = 100 and 
p = 1000. The observed survival times % = min(yi,Ci) are plotted against X[(3, 
where i = l,...,N. 
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Figure B.6 : Cox model: rki ~ Exp( 10), 1/3 censored. ave(bias) for p = 100, and 
ave(bias.ind) for p = 100, for datasets with 50%, and 70% TVPE accounted for by 
the first 3 PCs comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV based on 
5000 simulations. Left panel: 50% TVPE, right panel: 70% TVPE. 
3 3 % c e n s , 5 0 % v a r 3 3 % c e n s , 7 0 % v a r 
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B.2 Simulation: Accelerated Failure Time (AFT) Model 
Figure B.7 : AFT lognormal mixture model: 1/3 censored, k is chosen by cross-
validation (CV). The minimized CV of the fit error min(CV(fit.error)), mean 
squared error of the estimated weights on the genes MSE((3), and mean squared 
error of fit MSE(fit) comparing RWPLS, RRWPLS, MIPLS, RMIPLS, MPLS, and 
RMPLS (top row), and comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV 
(bottom row) based on 5000 simulations are plotted. 
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Figure B.8 : AFT lognormal model: 1/3 censored, k is chosen by cross-validation 
(CV). The minimized CV of the fit error min(CV (fit.error)), mean squared error of 
the estimated weights on the genes MSE((3), and mean squared error of fit MSE(fit) 
comparing RWPLS, RRWPLS, MIPLS, RMIPLS, MPLS, and RMPLS (top row), and 
comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV (bottom row) based on 
5000 simulations are plotted. 
28 i- r-0 
> 
0 
c 0 E m 
E 
o -
— RWPLS 
— RRWPLS 
MIPLS 
— RMIPLS 
MPLS 
RMPLS 
500 1000 
number of genes 
1500 500 1000 
number of genes 
500 1000 
number of genes 
min(CV(fit.error)) 
— PCA 
MPLS 
RMPLS / 
- - • CPCR / / 
— SPCR / ' / y 
— UNIV / ' / / > / 
/ 
f ^ / 
500 1000 1500 
number of genes 
500 1000 1500 
number of genes 
>00 1000 1500 
number of genes 
187 
Figure B.9 : AFT logt model: 1/3 censored, k is chosen by cross-validation (CV). 
The minimized CV of the fit error min(CV(fit.error)), mean squared error of the 
estimated weights on the genes MSE{(3), and mean squared error of fit MSE(fit) 
comparing RWPLS, RRWPLS, MIPLS, RMIPLS, MPLS, and RMPLS (top row), and 
comparing PCA, MPLS, RMPLS, SPCR, CPCR, and UNIV (bottom row) based on 
5000 simulations are plotted. 
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Appendix C 
Appendix: Comparison Tables for the Different 
Methods 
C.l Real Datasets 
Table C.l : Cox model: Number of top-ranked genes in common between MPLS and 
RMPLS for DLBCL and Harvard datasets using the absolute of the estimated weights 
for the genes. The first row shows the number of considered top-ranked genes. 
K top-ranked genes 25 50 100 250 500 1000 
DLBCL 
HARVARD 
15 33 74 188 397 802 
14 28 58 173 369 819 
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Table C.4 : AFT lognormal mixture model: Number of top-ranked genes in common 
between the ranked versions of PLS and their un-ranked counterparts for DLBCL, 
Harvard, Michigan and Duke datasets using the absolute of the estimated weights for 
the genes for 1st component. The first row shows the number of considered top-ranked 
genes. MPLS and RMPLS shares many genes in common. 
k top-ranked genes 25 50 100 250 500 1000 
DLBCL MPLS and RMPLS 
RWPLS and RRWPLS 
MIPLS and RMIPLS 
15 33 74 188 397 802 
0 0 1 32 140 405 
18 36 76 201 409 843 
HARVARD MPLS and RMPLS 
RWPLS and RRWPLS 
MIPLS and RMIPLS 
12 28 58 171 368 822 
0 0 3 15 80 273 
14 28 69 170 371 804 
M I C H I G A N MPLS and RMPLS 
RWPLS and RRWPLS 
MIPLS and RMIPLS 
10 20 46 117 273 601 
0 0 0 2 20 126 
0 0 1 12 45 158 
D U K E MPLS and RMPLS 
RWPLS and RRWPLS 
MIPLS and RMIPLS 
3 3 3 21 73 210 
0 3 7 36 105 287 
0 0 2 18 59 194 
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Table C.5 : 1/3 censored for p = 3000 using Random Projection (RP) with Prin-
cipal Component Analysis (PCA), and Rank-based Modified Partial Least Squares 
(RMPLS) under the Cox model. Given N = 50, and e = .15, the random projection 
matrix is of dimension p x k.r, where k.r is obtained from the various considered 
lower bounds for k in this work (the (3 is ignored for simplicity), then apply PCA or 
RMPLS to the reduced data matrix. The final reduced data matrix is of dimension 
N x k, where k = 5 is fixed. Denote by JL the RP using the Dasgupta and Gupta 
bound (Gaussian random matrix), FS the RP using the improved bound obtained 
from Theorem 3.2 (Gaussian random matrix), ACH the RP using the Achlioptas 
bound (Rademacher random matrix), and BE the RP using the Berry-Esseen Theo-
rem (Theorem 3.5) (Rademacher random matrix). 
MSE(beta) ave(ds.ind) 
PCA 29.2253 2.6802 
JL - PCA k.r = 1546 29.2366 2.6881 
FS - PCA k.r = 1104 29.2401 2.6885 
ACH - PCA k.r 1546 29.2342 2.6880 
BE - PCA k.r 1004 29.2424 2.6868 
RMPLS 29.1305 0.9187 
JL - RMPLS k.r = 1546 29.8197 0.9017 
FS - RMPLS k.r = 1104 30.0277 0.9153 
ACH - RMPLS k.r = 1546 29.8056 0.8909 
BE - RMPLS k.r = 1004 30.0830 0.9260 
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