INTRODUCTION
This paper describes and illustrates correlation and association models for studying the order and spacing of categories on ordinal relational variables. Both correlation and association models study the nature and strength of the relationship between rows and columns in a contingency table. Correlation models (including correspondence analysis and canonical correlation models) and association models have been the focus of considerable research in the last decade or so (Anderson 1992; Becker and Clogg 1989; Becker 1990; Bockenholt and Bockenholt 1990; Clogg 1982a Clogg , 1982b Clogg , 1986 Gilula 1986; Gilula and Haberman 1986, 1988; Goodman 1979 Goodman , 1981a Goodman , 1981b Goodman , 1985 Goodman , 1986 Goodman , 1991 Greenacre 1984; Haberman 1981; Nishisato 1980 ; van der Heijden and de Leeuw 1985 Leeuw , 1989 ; van der Heijden and Meijerink 1989).
Correlation and association models both study departures from independence in contingency tables; however, the models differ in how they measure the strength and nature of the relationship between the rows and columns. Correlation models focus on departures from independence using the correlations between row categories and column categories. Both correspondence analysis and canonical correlation analysis are often referred to as correlation models. Alternatively, one could study departure from independence using other measures of the relationship between rows and columns, such as odd ratios for two-by-two subtables in a two-way cross-classification. Such models are referred to as association models. We describe both correlation and association models in detail below.
Correlation models and association models involve the assignment of scores to the categories of the row and column variables in order to maximize the relevant measure of relationship (the correlation coefficient in the correlation models or the measure of intrinsic association in association models). One can then use the scores per-taining to the row or column categories to study the order and spacing of these categories. Both models are especially interesting when the row and/or column variables are ordinal. A few examples of substantive problems for which these models have been used to study ordinal variables include: measures of well-being or happiness (Clogg 1982a (Clogg , 1982b Goodman 1985 Goodman , 1986 ) attitudes toward treatment of criminals (Clogg 1982b ), socioeconomic status (Goodman 1985; , and levels of donations from corporations to not-for-profit agencies (Wasserman, Faust, and Galaskiewicz 1990).
Restricted versions of correlation and association models place constraints on the values of the scores assigned to the row and/ or the column categories. If the model fitting is done using statistical procedures, one can then use the restricted models to test specific hypotheses about the dimensionality of the solution (the number of sets of scores needed), and about the spacing of row and/or column categories (such as their equality, uniform spacing, or other a priori spacing).
In this paper we describe and illustrate both correlation models and association models, including versions of these models that place restrictions on the scores for the row and/or column categories. The specific problem that we focus on is the assignment of scores to peoples' ratings of the strength of their acquaintance or friendship with others in a social network. The goal is to use models of correlation and association to study the order, spacing and equality of response categories that respondents use to indicate their degree of acquaintance or friendship. We use two social network data sets: one on observed and reported interactions among members of a fraternity (Bernard, Killworth, and Sailer 1979-80) and the second on friendship and message sending among members of a computer network (S. Freeman and L. Freeman 1979; L. Freeman and S. Freeman 1980; L. Freeman 1986). In both cases we use the measures of interactions among people as predictors of the strength of their friendship or acquaintance. We conclude the paper with a general comparison of correlation and association models.
Our illustrations use the specific example of ordered relational variables measuring the strength of ties among actors in a social network. However, it is important to note that the correlation and association models described here are applicable to any two-way contingency table of counts or frequencies, not just to social network data. We begin by describing our application before moving on to a discussion of the models.
ORDERED RELATIONAL VARIABLES
In recent decades social network analysis has become widely accepted as an approach for modeling social systems as collections of relational ties linking actors. The actors in the network are social units (such as people, nations, corporations, and so on), and the relational ties are substantive connections among the actors (such as friendships among people, imports and exports among nations, or interlocking boards of directors among corporations). The ties among actors may have values or strengths indicating the intensity, frequency, closeness, or amount of the relational tie between a pair of actors. Valued relational variables are almost always discrete and are often measured on an ordinal scale.
When actors are people in a group, relational ties can be measured by having people evaluate the strength of their ties to others within the group. An important question is how the various responses people give in evaluating the strength of their relational ties to others indicate the relative intensity of the relational ties. In this paper we describe models for studying these responses directly.
Researchers have considered the strength of network ties from several perspectives. Authors such as Granovetter (1973) , Winship (1977) , and more recently Freeman (1992), among others, consider the implications of the distribution of strong and weak ties for social structural patterns and processes. Other authors, notably Marsden and Campbell (1984) and Friedkin (1990) have considered factors that influence whether strong versus weak ties will occur between people. Relatively less attention has been paid to studying the strength of ties directly (however, see Burt and Guilarte 1986) . In this paper we take this third perspective, by proposing and illustrating models to assign scores to categories of tie strength so that we can study directly the strength of relational ties. Granovetter (1973) was among the first to discuss the theoretical importance of tie strength, distinguishing between strong, weak, and absent ties. He argued that The strength of a tie is a (probably linear) combination of the amount of time, the emotional intensity, the intimacy (mutual confiding), and the reciprocal services which characterize the tie. (1973, p. 348)
Granovetter also discussed the implications of tie strength for social structural processes such as the diffusion of novel information and community integration. Following the arguments of Granovetter, certain patterns of strong and weak ties are permitted, or forbidden within a network. For example, if actor i has a strong tie to actor j, and actor j in turn has a strong tie to actor k, then the tie from actor i to actor k should not be absent. Freeman (1992) argues that one way to determine which level of tie is strong versus weak is to describe properties of networks that hold at each level of a valued relation. Theoretically important properties (for example, transitivity) should hold for strong ties but not necessarily for weak ties.
In their discussion of how to measure the strength of relational ties, Marsden and Campbell (1984) distinguish between indicators and predictors of tie strength. Indicators are "actual components of tie strength" (p. 485) as specified by Granovetter, whereas predictors are variables such as context and attribute similarity that are related to the strength of ties. Friedkin (1990) argues that components of tie strength (discussion, seeking help, and friendship) form a Guttman scale, rather than an additive function (as argued by Granovetter) in that "the claim of friendship implies the claims of help seeking and frequent discussion; the claim of help seeking implies the claim of frequent discussion" (p. 250).
Few studies have focused directly on the strength of relational ties linking pairs of individuals. A notable exception is Burt and Guilarte (1986), who studied tie strength in the General Social Survey ego-centered network data by looking at reported properties of ties from respondent to the alters named, and among pairs of alters named by the respondent. In these data, respondents evaluated the relational tie between each pair of alters named as "especially close," "acquainted," or "strangers." Burt and Guilarte (1986) propose that response categories indicating the strength of relational ties can be scaled by considering how the probability of a given level of a second variable changes across categories of the relational variable that is being scaled. For example, if one is scaling categories of friendship strength, then one could compare the probability of a specific amount of behavioral interaction across the several categories of friendship. In Burt and Guilarte's model, the spacing between two friendship categories would be proportional to the difference in the probabilities of a specific level of interaction between the friendship categories. Their paper includes details on how to estimate these values.
Using this method to scale response categories for acquaintanceship in the General Social Survey network data, Burt and Guilarte concluded that "the middle category of interalter relations lies about 0.2 of the distance from total strangers to people being especially close" (p. 391). On the other hand, they found that respondents make no distinction between alters with whom they are "especially close" and alters to whom they are "equally close," whereas alters who are "less close" are about 0.7 the strength of "especially close" or "equally close" (p. 395). Thus their method results in a set of scale values describing the spacing or intervals between response categories on an ordinal relational variable. The models we describe in this paper provide an alternative method for assigning scores to the categories of an ordinal relational variable.
An important property of a relational variable is whether it is dichotomous (taking on only two values) or whether it is valued. Valued relational variables usually have values indicating the strength, intensity, or frequency of the relational tie.
Social network data are often collected by asking respondents to rate the strength or intensity of their relational ties to others in the group (for example, their degree of friendship or respect for each person in the group). Responses may take the form of labeled categories, for example "close personal friend," "friend," "acquaintance," "someone I have met," "someone I have heard of but not met," "someone I have not heard of" (for example, see S. Freeman and L. It is important to contrast the rating response format, where respondents use a limited number of response categories, with a complete rank order format. In a complete rank order format, respondents typically are asked to rank order the other people in the network from most to least in terms of the intensity of the respondent's relational tie to each other person. If there are g people in the group, then respondents are asked to use all integers from 1 to g -1 to rank order the strength of their ties to others. By contrast, in a rating format the response categories may be reused by a respondent. In fact, if the number of response categories, C, is less than the number of other people in the group, g -1, then a respondent must reuse some response categories.1 Consider the example of the five ordered response categories for measuring friendship that we described above. Although it seems likely that degree of friendship is ordered from "close personal friend" through "someone I have met" to "someone I have not heard of," it is important to study the relative spacing of these categories. It might be the case that respondents see very little difference between "a friend" and "a close personal friend" but both responses are quite different from "a person I have met." One of the results of the models described here is the assignment of scores to response categories of ordinal relational variables to reflect the order and spacing of the categories.
Let us consider a respondent choosing among the response categories on a given relation to indicate the strength of her relational tie to each other person in the group. In complete social network studies, each respondent judges her own relational ties to all other people in the group. For example, each respondent judges her degree of friendship with each member of the group. We assume that individuals are presented with stimuli (relational ties) that vary in terms of important determinants of degree of the response relation 'In order to aggregate responses across people, we are assuming that all respondents use the response categories in the same way. For example, if a rating of "1" means that a person is disliked by the respondent, then this response should tend to go with infrequent interactions for all respondents who use the response category "1." However, in a full rank order format all respondents are forced to use the category "1" for their least-liked person in the group, regardless of their absolute degree of liking for, or frequency of interaction with, that person. Thus responses from a full rank order format are not expected to be associated with predictor relational variables in the ways required by our approach. In a more general context, Nishisato (1980) discusses correspondence analysis models for rank order data coded as paired comparisons.
(say friendship). A given respondent, when presented the list of others in the group, is faced with people whom they have known a long time, people they have met recently, and others they have never met (ties vary in duration). In addition, there are some people whom the respondent sees quite often, and others whom the respondent sees only occasionally (ties vary in frequency of contact). Also, some of the people may be the respondent's family members, coworkers, or neighbors (ties vary in context). Thus duration, frequency, and context are also properties of the relational ties to which the respondent is assigning an evaluation of strength of friendship.
We assume that a respondent's assessment of strength of a relational tie depends primarily on properties of the relational tie from respondent to alter, and not on the attributes of the respondent or of the alter. Thus the response category that is used by a respondent to describe the strength of their relational tie should be associated with other aspects of the relationship from respondent to alter. For example, the degree of friendship expressed by a respondent for alter is likely to be associated with the length of time they have known each other, the frequency with which they interact, and so on (see Marsden and Campbell 1984) .
It seems unreasonable to assume that all respondents have the same degree of friendship with a specific other person. Thus we do not assume that all respondents will use the same response category (for example, "friend") for a given person. Rather, we assume that in general people use the same response category on a relational variable to describe relational ties that are similar on other relational variables. These other relational variables are considered to be predictors of the strength or value of a relational tie (Marsden and Campbell 1984) . Therefore, in order to study response categories on a given relation, we must have (at least) a second relational variable measured on the same pairs of actors. We will distinguish between the relational response variable (whose categories we are attempting to scale), and the relational predictor variable(s) that we use to understand the response categories on the response relation.
For example, we can study response categories for different degrees of friendship by examining how the categories are associated with categories for other predictor relations, such as the frequency, duration, intensity, and context of the relational tie.
NOTATION AND DATA ARRAYS
Both correlation and association models study contingency tables. We will denote the contingency table as F, where fk is the observed frequency in row k column I of F. Commonly, the frequencies in F record the responses from g respondents to two (or more) questionnaire items. All of the models described in this paper can be used to study such a contingency table. However, to study social network data, the particular example we will use, it is necessary to focus on pairs of people, rather than individual respondents. In this section we describe the particular data arrays that are required to study social network data. We begin with a set of g actors, and two (or more) relations X1, X2, . .., XR, defined on these actors. We will designate X1 as the relational response variable, whose response categories we are studying. In addition we will have X2 (and possibly other Xs) as relational predictor variable(s). There are R relations in total. Let xijr be the value of the relational tie from actor i to actor j on relation Xr. We will assume that these values are ordered and discrete. In general, we let Cr be the number of levels of relational variable Xr.
The most common data representation for social network data We will now describe correlation models (correspondence analysis and canonical correlation analysis), including restricted versions of these models, and illustrate how these models can be used to study the spacing, linearity, and equality of relational response categories. We then describe and illustrate association models.
CORRELATION MODELS: CORRESPONDENCE AND CANONICAL CORRELATION ANALYSIS
In this section we present a general description of the mathematics of correlation models, including both canonical correlation analysis and correspondence analysis for a two-way contingency The {Pkl} probabilities are observed, rather than theoretical probabilities. The canonical decomposition of F is defined as: The canonical variables um and vm are the scores for the rows and columns, respectively, that maximize the correlation, Pm, in equation (5). It is important to note that the scores for the row categories are optimal with respect to maximizing the correlation with the specific column variable being studied, and vice versa.
A rescaling of the canonical scores in equation (1) for each set m = 1,2, . ,t. When the row and column scores are scaled as in equations (6) and (7), they are referred to as principal coordinates (Greenacre 1986 (Greenacre , 1984 The advantage of the principal coordinates scaling is that the variance of each set of scores, within each of the t sets, is equal to the principal inertia, p2, for that dimension. This scaling is standard output of Greenacre's correspondence analysis program, SIMCA (Greenacre 1986).
Correspondence analysis or canonical correlation analysis of the F array results in scores that pertain directly to the categories of the row and column variables. When the rows of F code the state of the relational response variable and the columns code the state of the relational predictor variable(s), then the row scores, ukm for k = 1,2, . . . ,C1 and m = 1,2, . . . ,t pertain to the C1 categories of the relational response variable and the column scores, vlm for 1 = 1,2, . . . ,L and m = 1,2, . . . ,t pertain to the L states of the relational predictor variable(s). The canonical correlations, Pm, describe the correlation between the scores for the relational response categories and the scores for the relational predictor categories.
AN EXAMPLE
We illustrate correspondence analysis for studying the response categories on an ordinal relational variable using a data set collected by Bernard We will focus on the 11-point rating of liking as the relational response variable. We would like to study how people use these 11 categories of liking, across the combined levels of observed and reported interactions. For this analysis, L = 5 x 5 = 25-the crossclassification of observed and reported interactions. The F array for this example is the 11 by 25 cross-classification of liking by the combination of observed and reported interactions. This array is given in Table 1 .
Results of correspondence analysis of the data in Table 1 ( scores; however, the last seven sets of scores account for only 8.83 percent of the total inertia. Table 2 presents only the first set of scores (corresponding to p2) for the 11 categories of liking, and the 25 categories of the cross-classification of observed and reported interactions. Although these results show negative scores for high levels of liking and high levels of reported interactions (and positive scores for low levels of these variables), equivalent solutions exist in which the signs of all scores are reversed. The first set of scores for the 11 categories of liking is displayed in Figure 1 , where it is clear that the 11 levels of liking are, with one reversal, ordered from most to least. However, they are not equally spaced. There are relatively small distinctions among the lowest levels of liking (levels 1, 2, 3, 4 and 5) and there are larger distinctions among the higher levels (9, 10, and 11). The canonical correlation, P,, measures the correlation between the friendship response categories and the combination of observed and reported interactions. For this fraternity example, higher levels of liking are associated with higher levels of reported interaction and with higher levels of observed interaction, but liking appears to be more strongly related to reported interaction than to observed interaction.
In this example we used correspondence analysis to study a two-way table constructed by "stacking" levels of a three-way array. In this section we will consider restricted versions of C(t) that describe F in a considerably more parsimonious manner. First, we will describe models that use fewer than t dimensions (or sets of scores). We will then describe models that place restrictions on the scores for the categories of the row and/or column variables. These restricted models have natural and interesting interpretations, and they are most useful for studying the order, spacing, equality, and linearity of the response categories on ordinal relations. Restricted correspondence analysis and restricted correlation models are described in Gilula (1986), Gilula and Haberman (1986, 1988 
Fewer Than t Dimensions
The simplest restricted models take equation (1), but they include fewer than the full set of t canonical correlations. So, for w < t we have model C(w): 
(t) (see equations (2) and (3)). The model C(0) implies independence of the rows and columns. When statistical procedures, such as the maximum likelihood estimation procedure described by Gilula and Haberman (1986, 1988) and Goodman (1987), are used to fit C(w), one gets the usual goodness-of-fit statistics, Pearson's X2 and the likelihood-ratio test statistic G2. One can then test whether the data may be modeled by the more parsimonious model, C(w), compared to C(t).
Of more interest for studying response categories on ordinal variables are models that place restrictions on the scores associated with the response categories. We will describe three such models: equality of response categories, uniform spacing (linearity) of categories, and a priori scores for categories.
Equality of Response Categories
The model for equality of response categories examines whether two (or more) categories of the row (or column) variables are equivalent in terms of the conditional distributions within the equivalent rows (or columns). This model stipulates that the canonical scores for equivalent row categories (k and k'), or column categories (1 and 1'), are equal. Specifically, for m = 1,2, . . . ,w, we have for row categories
and for column categories 
where du and dV, are constants. The model of uniform spacing, described above, is a special case of the model of a priori scores in which all intervals between adjacent categories are specified to be equal. One could use the model of a priori scores to study hypotheses about the intervals among relational response categories. For example, we illustrate this model by evaluating both suggestions by Burt and Guilarte (1986) about the spacing: first, that a relational tie described as "less close" is about 0.7 the strength of the relational tie described as "especially close"; and second, that the middle level of ties between alters is 0.2 of the distance from "strangers" to "especially close."
For restrictions on the rows, this model has (Cl -1 -w)(L -2 -w) + (Cl -2) degrees of freedom; for restrictions on the columns, it has (Cl -1 -w)(L -2 -w) + (L -2) degrees of freedom; and for restrictions on both rows and columns, it has (C1 -1 -w)(L -2 -w) + (Cl -2) + (L -
Restricted versions of correlation models place constraints on the values of the canonical scores in equations (1) and (10). These models are more parsimonious than unrestricted correlation models in that they use fewer degrees of freedom. If one model is a restricted version of another, then the fit of the more restricted model may be compared with the fit of the less restricted model in order to assess whether the restricted model provides an adequate description of the data. Using maximum likelihood estimation techniques, the associated goodness-of-fit statistics from the more and less restricted models can be compared (with the degrees of freedom equal to the difference between the degrees of freedom associated with the two models). We have found Gilula and Haberman's (1986) program CANON to be useful for fitting restricted correlation models. Table 4 presents the results of several restricted correlation models of the relationship between friendship and message sending from Table 3 . We first consider models that include fewer than the full t = 2 sets of scores. The independence model, C(O), does not fit these data; therefore, there is some relationship between friendship and message sending in this group. The model with a single set of scores, C(1), does fit these data.
Scores for the friendship response categories, and message sending levels for C(1) (model 2a in Table 4 ) are presented in Table  5 . The scores for the Friendship response categories from this model are displayed in Figure 2 . Now, consider placing restrictions on the set of scores for the relational response categories from C(1). We present the goodnessof-fit statistics for several models in Table 4 Some models for equality of response categories fit quite well. categories (Met and Friend). The first model proposes that the middle level of friendship is 0.7 of the distance from the lowest to the highest level; the second model proposes that the middle level of friendship is 0.2 of the distance from the lowest to the highest. Models (5a) and (5b) in Table 4 show that neither set of a priori scores provides a good fit for these data. The next section describes association models and restricted association models. Following that, we return to the EIES data and illustrate these models.
Model (4a) equating Unknown with Heard of, model (4b) equating

ASSOCIATION MODELS
Models of association study the relationship between rows and columns in a cross-classification using odds-ratios. We let Fkl be the expected frequency under the model, and denote the odds-ratio by 0, where:
Fk'lkl'
This focus on odds-ratios (rather than the correlation p) gives rise to models of association. There has been considerable research on models of association since the late 1970s (Goodman 1979 (Goodman , 1985 (Goodman , 1986 (Goodman , 1991 Haberman 1981; Clogg 1982a Clogg , 1982b Clogg , 1986 
m=l From equation (25) we see that the intrinsic association, Om, can be interpreted as the expected log-odds-ratio for the two-by-two subtable comparing rows and columns that are one unit apart (Goodman 1986 ). The A(t) model, equations (19) or (20), is a saturated model. As with the correlation models, we can consider more parsimonious versions of A(t) that either include fewer than the full set of t sets of scores, or place restrictions on the row scores, the /Lm'S, and/or the column scores, the vm's. These models are parallel to the restricted correlation models that we described in Section 6. More extensive discussion of restricted association models can be found in Clogg  (1982a, 1982b) , Goodman (1981a Goodman ( , 1985 Goodman ( , 1986 Goodman ( , 1991 , Gilula (1986) , and Gilula and Haberman (1988) .
When statistical procedures, such as maximum likelihood estimation described by Gilula and Haberman (1986, 1988) and Goodman (1987), are used to fit restricted association models, one obtains the usual goodness-of-fit statistics, Pearson's X2, and the likelihoodratio test statistic G2. One can then test whether the data may be fit by more parsimonious models.
The simplest restricted association models take equation ( Now let us consider models that place restrictions on the row and/or the column scores. We will describe three models that are parallel to restricted correlation models described above: equality of response categories, uniform spacing (linearity) of categories, and a priori scores for categories. It is important to note that the interpretations of these restricted association models are similar to, but not identical to, the restricted correlation models. (We discuss these differences below.)
Equality of Response Categories
The model for equality of response categories examines whether two (or more) categories of the row (or column) variables are equivalent in terms of their odds-ratios. This model stipulates that the scores for equivalent categories are equal. Specifically, for row categories,
and for column categories, . These models are more parsimonious than unrestricted association models in that they use fewer degrees of freedom, so that conditional tests can be made to test for parsimonious, nested models. For fitting these models, we have found Gilula and Haberman's program ASSOC (Gilula and Haberman 1986 ) and Eliason's program CDAS (Eliason 1990 ) to be quite useful.
EXAMPLE
Let us return to Freeman's EIES example of friendship and message sending (the cross-classification in Table 3 ) to illustrate association models. Table 6 presents results of restricted versions of association models. From the analysis of these data using the correlation model, we already know that the model of independence does not fit these data (C(0) and A(0) give identical results). The association model with a single dimension, A(1), (model 2a in Table 6 ) does fit these data. The scores for row categories, the ,um's, and the scores for the Comparing the results of the association models (Table 6 ) with the results of correlation models (Table 4) , we can see that for this fits these data, using either the asociation model or the correlation model. Neither set of a priori scores fits these data, using either the correlation or the association model. We turn now to some general comparisons of correlation and association models.
COMPARISON OF CORRELATION AND ASSOCIATION MODELS
Several recent papers have compared models for association and models for correlation (including correspondence analysis and canonical correlation analysis), and they have commented on situations in which the two models would be expected to give similar results, and situations in which the two models would be expected to give different results (Goodman 1981a (Goodman , 1985 (Goodman , 1986 (Goodman , 1991 Finally, in practice, association models often seem to give better fits (lower G2 and X2) than do correlation models. For example, our results on the EIES data on friendship and message sending show slightly better fits for the association models for all but model (5b) specifying a priori scores (0, 0, 0.2, 0.2, 1) (compare Tables 4  and 6 ).
On the other hand, computer programs for correspondence analysis are more readily available than are computer programs for association models. In addition, correspondence analysis (a correlation model) is widely used in exploratory analysis. In this context, correspondence analysis can be used to study many different kinds of data arrays, including data arrays that are not contingency tables of counts or frequencies (such as incidence matrices, response pattern matrices, and so on; see Nishisato 1980 , Greenacre 1984 
DISCUSSION
In this paper we have described the use of correlation models, including both correspondence analysis and restricted versions of canonical correlation analysis and association and restricted association models for directly studying the order and spacing of response categories of ordinal relational variables. These models were illustrated on two social network data sets. Correspondence analysis of the 11-point rating scale of liking from Bernard et al. 's (1979-80, 1982 ) study of a fraternity showed that respondents make greater distinctions among the higher levels of liking than among lower levels of liking. In the second example, restricted versions of correlation models and restricted versions of association models using maximum likelihood estimation on ratings of friendship from Freeman and Freeman's 
