A modeling and simulation methodology for digital optical computing systems is introduced in this paper. The methodology predicts maximum performance of a given optical computing architecture and evaluates its feasibility. As an application example, we apply this methodology to evaluate the feasibility and performance of the Optical Content-Addressable Parallel Processor (OCAPP) proposed in Applied Optics, Vol. 31, pp. 3241-3258, 1992. The approach consists of two major phases. The rst phase involves analytical studies of the e ects of design parameters such as crosstalk, di raction-limited beam spot diameter, and pitch on system performance parameters such as signal packing density, and skew time. In the second phase, a simulation model and a simulator are introduced using GLAD (General Laser Analysis and Design : an optical software package developed by Applied Optics Research, AOR) to evaluate the combined e ects of bit error rate, bit rate, optical power e ciency, available source power, and signal contrast on the performance parameters such as signal packing density, misalignment tolerance, and distance between devices. The methodology presented here investigates the model not on a component by component basis, but as a whole which produces a more realistic representation of the actual laboratory prototype. The proposed methodology is intended to reduce optical computing systems' design time as well as the design risk associated with building a prototype system.
Introduction
In recent years, several optical computing architectures and systems have been proposed 1, 2, 3, 4, 5, 6] . These systems are designed to exploit the advantages of optics such as noninterference between signals, inherent parallelism, and high spatial and temporal bandwidth. Although some of the proposed systems present results of laboratory prototypes and some report results based on rst-order analysis, the systematic or automated modeling and simulation methodologies have not yet been presented. Without the aid of a general purpose simulation model, the development periods and accompanying costs from an initial concept to an actual prototype have been too long. One study showed that the conceptual design, engineering design, fabrication, and testing of an optical system takes typically 3-5 years 7] . Moreover, problems arise when the target system becomes so complex that there are simply too many parameters to be considered. As the optical computing and networking systems gain popularity, future systems will become increasingly complicated. Therefore, it is necessary to have automated optical system design and analysis tools.
In optical system research elds other than digital optical computing, the importance of these automated tools is already recognized. For example, an optical disk storage system utilizing a laser diode head and an optical disk has been modeled and simulated 8]. An integrated design tool called SCOPE (SuperCompact OptoElectronic Simulator) has been proposed 9] for microwave optoelectronic systems which handle laser diodes, light-emitting diodes, and photodetectors. In the optical interconnection network eld, several researchers have reported the modeling and simulation study of optical interconnects 10, 11] . For optical computing systems, up until now, there have been no modeling and simulation tools for verifying the proper functionality of an optical computing system as well as its physical realizability. We should note that some e orts have been made to design computer-aided designs (CADs) for optical computing systems 13], but these e orts have been limited to only the functional aspects of systems.
In this paper, we propose a modeling and simulation methodology for digital optical computing systems which not only evaluates the feasibility of the system but also tests its functionality and predicts its performance. As an application example, we apply the proposed methodology to the Optical Content-Addressable Parallel Processor (OCAPP) 14]. The approach consists of two major phases. In the rst phase, analytical studies are performed to investigate the e ects of design parameters such as crosstalk (including power dissipation and noise), di raction-limited beam spot diameter, and pitch on signal packing density, skew time (execution time), and system volume. In the second phase a simulation model and a simulator are introduced to evaluate the combined e ects of bit error rate, bit rate, optical power e ciency, and available source power on the performance parameters such as maximum signal packing density, misalignment tolerance, and maximum distance between devices. The simulator is designed using GLAD (General Laser Analysis and Design: an optical simulation software package developed by Applied Optics Research, AOR 15]). GLAD allows detailed modeling of each system component of systems such as spatial light modulators (SLMs) in addition to simulating the propagation of an optical wavefront passing through them. The proposed approach enables a more complete evaluation of the conceptual design which will eventually result in faster prototype development.
The rest of this paper is organized as follows. Section 2 presents a brief description of OCAPP and GLAD. Section 3 proposes a modeling and simulation methodology for OCAPP. Section 4 characterizes the performance of the di raction-limited OCAPP. Section 5 describes how GLAD is used to simulate OCAPP and the values of the parameters considered. Section 6 summarizes the simulation work, and Section 7 concludes the paper.
Background

Modeling and Simulation
In this subsection, we brie y discuss the underlying concepts of modeling and simulation. Modeling and simulation of a system is a technique that acts as a bridge between a conceptual design and a laboratory prototype. In an abstract sense, modeling means collecting all possible information about a system. This information collection process may be accomplished either by coding the structure and behavior of the optical system by using conventional programming languages such as C or PASCAL or by using optical system analysis software packages such as CODE V, OSLO, or GLAD 16, 17] .
Simulation may be de ned as an experiment performed on a model. In computer system simulation, two aspects can be noted, namely the functional and physical aspects. The simulation of functionality means verifying the functions or algorithms that are going to be performed on the system. It is typically done by using conventional programming languages or simulation packages such as DEVS (Discrete EVent-based Simulation) or SIMSCRIPT 18, 19] . The simulation of the physical aspect of a computer system means verifying the physical realizability of the conceptual design. This can done by simulating each component of the computer system using an optics simulation or a ray tracing software package.
Optical Content-Addressable Parallel Processor (OCAPP)
In Ref. 14], a parallel architecture called OCAPP (Optical Content-Addressable Parallel Processor) has been introduced for the fast and e cient implementation of symbolic computing tasks such as searching, sorting, information retrieval and data/knowledge-base processing. Fig. 1 is a schematic diagram of OCAPP. The architecture is composed of a selection unit, a match/compare unit, a response unit, an output unit, and a control unit. the words stored in the storage array. A detailed explanation and implementation of each unit of OCAPP and the algorithms implemented on OCAPP are presented in Ref. 14] .
This architecture is under construction in the Optical Computing and Parallel Processing Laboratory at the University of Arizona. A laboratory setup is shown in Fig. 2 . The optical system is composed of three SLMs, a beamsplitter, spherical and cylindrical lens elements, spatial ltering assemblies, mirrors, and two linear CCD (Charge Coupled Device) arrays. OCAPP uses a collimated laser beam as an input source and two linear CCD arrays as the output detection unit. The operations of the match/compare unit are performed by SLM1 and SLM2. SLM1 and SLM2 are used to hold two words or two bit-slices to be matched, and/or compared with respect to each other depending on the algorithm employed. The selection unit is mapped into SLM3 which is used to enable/disable words and/or bit-slices of the 2-D optical data array from SLM2. The response unit is omitted in this layout since the rst version of OCAPP is con gured as a relational database machine, which does not use ordering between the matched words.
The optical layout for OCAPP architecture is further simpli ed into a simulation model, shown in Fig. 3 . This model is more suitable for the simulation study without loss of functionality of the original OCAPP described in Ref. 14]. The simulation model of Fig. 3 constitutes the major optical path of the system of Fig. 2 that consumes most of the power. For clarity, the spatial ltering assembly and mirrors are not considered in the simulation model since they contribute very little power loss in our application. This modi ed OCAPP model is studied using the simulation methodology described in the next section.
General Laser Analysis and Design (GLAD)
There are two types of commercial software packages for the analysis and design of optical systems. One is a geometrical code (such as CODE V 16] , OSLO 17] ) which is based on ray tracing optics, and the other is a physical optics code (such as GLAD) which is based on di raction propagation of wavefronts. While geometrical codes may be useful in analyzing the given system to some extent, the physical optics code is able to provide a more accurate and powerful tool by utilizing Fast Fourier Transforms 21] . The physical optics code provides detailed beam intensity and phase pro les, while the geometrical code is limited to providing simple intensity pro les such as a constant or Gaussian pro le 21]. Moreover, the geometrical code limits the di raction propagation to strictly near-eld or far-eld, while the physical code can handle any kind of di raction propagation. For the above reasons, we chose to use GLAD for our purpose.
3 Modeling and Simulation of OCAPP
In this section, a two-phase modeling and simulation methodology for digital optical computing systems is proposed and the simulation results are explained. The main objectives of the methodology are nding maximum values of performance parameters of a given optical computing system as well as providing a laboratory prototype model for fast prototype development. Performance parameters considered here include signal packing density, misalignment tolerances, distance between components, power e ciency, and skew time. Maximum values can be found by manipulating crosstalk, bit error rate, bit rate, and optical power e ciency of a given system. During the rst phase, a theoretical analysis of the system is performed. During the second phase, a detailed simulation and evaluation of the system using GLAD is conducted. In what follows, we describe each phase in detail.
Phase 1 : Di raction Analysis of OCAPP
In the rst phase, a preliminary analysis is performed to narrow down the range of values of parameters used in the simulation. The analysis provides upper bounds of performance parameters such as di raction-limited signal packing density, skew time, and crosstalk. Knowing these bounds would enable one to avoid unnecessary simulation experiments and to have a better understanding of the overall simulation work. Another point to note is that some parameters identi ed at the preliminary analysis phase can be used in the second phase. For example, skew time, which is estimated in the rst phase, is used in the calculation of the bit rate which is used in evaluating the required optical input power. A summary of parameters and de nitions used in this paper is given in Table 1 .
In the rst phase, the pitch, signal power, noise power, crosstalk, and the di ractionlimited beam spot diameter are used as design parameters which can be manipulated, while the signal packing density is used as a performance parameter. First, the di raction-limited signal packing density is calculated by obtaining the minimum pitch for a given system crosstalk. The crosstalk is expressed in terms of the pitch. This is possible because the crosstalk is the ratio of the noise power to the signal power, and the noise power can be expressed in terms of pitch. The noise power is obtained by integrating the output intensity distribution over the neighboring detector apertures. The neighboring detector aperture can be expressed in terms of the di raction-limited beam spot diameter and pitch. The skew time is obtained by calculating the di erence between the maximum and minimum optical path lengths. The skew time is then used to estimate the cycle time and maximum bit rate of OCAPP. Finally, the volume of OCAPP and optical power dissipation-limited signal packing density are calculated. In the following, parameters in Phase 1 are calculated based on the architecture shown in Fig 3. 
Di raction-Limited Beam Spot Diameter
The di raction-limited beam spot diameter, d D , for a given system con guration is calculated here. d D will be used later for the optical signal power calculation. In order to check the extreme case, we assume that the SLMs, beamsplitter, and cylindrical lens are in contact. In the case of square input aperture, d D is given by
where a is the length of a pixel of the SLM, f is the focal length of the cylindrical lens, and is the laser wavelength (refer to Fig. 3 ). For simplicity, we assume that the lengths of the pixel on the SLM and that of a detector have the same value which is a. Then, d D becomes
Di raction-Limited Signal Packing Density
The signal packing density, , is one of the most important performance parameters since it limits the maximum number of pixels in the optical data plane. In order to determine the maximum signal packing density, M , the individual pixels must be packed as tightly as possible. Therefore M is obtained by nding the minimum pitch, p m , of the 2-D array. The pitch, p, can be related to the crosstalk, , calculation because the crosstalk calculation requires the evaluation of the collected noise power, P noise , which uses p as an integration parameter. In other words, to calculate P noise , the intensity distribution has to be integrated over the neighboring detector aperture which has a diameter of d D , and separated from the designated detector aperture by multiples of p 24, 26] . Therefore, by setting to some value, we can calculate p m of the array. Once p m is known, we can directly calculate M and the maximum number of pixels in the array.
To calculate , the eld distribution at the output plane u 2 (x; y) of a pixel located at the center of the input plane (SLM1 of Fig. 3 ) is calculated for a given input eld distribution u 1 (x; y). Since we have a collimated laser beam as a source, u 1 (x; y) can be approximated as a normally incident unit amplitude plane wave. Assuming a square aperture for the SLM pixel, the eld distribution immediately after the square pixel of dimension a is given by u 1 (x; y) = rect(
Since the rect function is separable and the power of the lens exists only along the y-axis, the output distribution at the y-axis will be a Fraunhofer di raction pattern which can be expressed as follows: 
Now we check the Fresnel number, N f , which is de ned to be a 2 = f , to study u 2 (x). For the following estimation, we assume that we have = 633 nm and f = 0.1 m. For the given and f , using Eq.2, a becomes 356 m. With the above data, N f becomes about 2. This number implies that the di raction pattern of u 2 (x) will be neither a geometric projection of aperture function nor the Fraunhofer di raction pattern. Fig. 4 shows the intensity distribution of the di raction pattern of u 2 (x) calculated by solving Fresnel integrals at the cylindrical lens focal plane. Next, we calculate between channels. Fig. 5 shows the geometry used in the signal and noise power calculation. The parameter can be de ned as = P noise P signal (6) where P signal is power collected over the center pixel (pixel A of Fig. 5 ) of the detector (assuming pixel A is the intended destination). The signal power collected at pixel A is
I(x; y)dxdy: (7) On the other hand, P noise is the power collected by the neighboring detector elements around the intended detector element. For simplicity, if we include only two neighboring detector elements (pixel B and pixel C of Fig. 5 ) in our calculation, P noise is given by P noise ' 2 P n1 (8) where P n1 is power obtained from the closest neighboring pixel and can be calculated as follows:
I(x; y)dxdy (9) where p represents the pitch between pixels. For P n1 calculation, I(x) (Fresnel di raction pattern) is integrated over the integration interval p d D =2 along the x-axis at the cylindrical lens focal plane. From Fermat's principle, light takes the shortest path between two points. Since OCAPP has a 3-D structure, there exists inherent path length di erences between pixels of the input and output optical data planes. This path length di erence generates a clock skew problem which can a ect the accuracy as well as the operating speed of the optical computing system. This problem will be aggravated in systems where the output signals are designed to be fed back to the input stage. Therefore, to calculate the operating speed of OCAPP and avoid the above problems, the skew time of the system and the longest signal path to satisfy the synchronization requirement need to be identi ed 25].
In Fig. 3 , the three SLMs perform imaging operations. Assuming the length of OCAPP is L (from SLM1 to the detectors), and l is the length of an SLM, the time taken to travel the shortest path of the system, ignoring switching time of the SLMs, is given by
On the other hand, the time taken to travel the longest path is given by 
It should be noted that l = np, where n is the number of pixels per row (or column) of the SLM, and p is the pitch. Substituting l = np in Eq. 13 yields T skew = np 2c : (14) It can be seen that the skew time grows linearly with the number of pixels per dimension.
System Volume
The volume of an optical system a ects the ease of packaging as well as the feasibility of the system. Since SLMs are connected by imaging, the length of OCAPP L from Fig. 3 is given by L = 2d + 2f (15) where d is the distance between two SLMs and f is the focal length of the cylindrical lens. The system volume v is given by
It can be seen that the volume is proportional to the square of the number of pixels per dimension.
Power Dissipation-Limited Signal Packing Density
Now we consider the e ect of power dissipation density on the signal packing density. It is known that the maximum intensity of the beam is limited by the maximum real power dissipation density, p , which has a typical value of 1 W/cm 2 26, 27] . Then the maximum allowable heat dissipation per input beam, P crit , is 14 P crit = p : (17) As shown by Ref. 26] , it is p which limits signal packing density more severely than di raction e ects. Even for low threshold lasers currently available, a threshold current of 1 mA is required for minimal operation. Assuming that laser operation requires about 3 mW per beam, then, for p = 1 (W/cm 2 ), becomes 333 pixels/cm 2 . For an SLM of 2 cm 2 cm active area, the maximum number of pixels available on the SLM becomes 1332 pixels. Table 2 summarizes the results obtained from the analysis phase.
Phase 2 : Modeling and Simulation of OCAPP using GLAD
The second phase consists of modeling and simulating OCAPP. The main objective here is to provide a realistic evaluation of the system by providing the combined e ects of design parameters on performance. Speci cally, we would like to determine the maximum signal packing density, maximum misalignment tolerance, and maximum distance between devices for a given operating bit rate (BR), bit error rate (BER), and optical power e ciency. Since the GLAD model can provide a realistic representation of the model, and simulate di raction propagation of wavefronts using 2 20 observation points of the model, it is expected to generate the closest data to the prototype being built.
Modeling OCAPP using GLAD
GLAD employs a modular-building-block approach to model each component in sequence as the beam propagates through the system 15]. The building-block approach allows beam train of any con guration to be modeled by assembling blocks in the correct order. To design a simulation model for OCAPP, its components must rst be modeled. Among the components of OCAPP as shown in Fig. 3 , the SLM is the most complicated component in the system. To model an SLM, a prototype mask of a speci c number of pixels, pixel size, pixel pitch, and physical dimension is generated. Simulations are performed for systems that contain SLMs of varying signal packing densities. In order to maintain consistency among these various OCAPP models, the aggregate SLM dimension is held at a constant 1.6 cm 1.6 cm size. For example, one of the models was a pixellated SLM consisting of 8 pixels by 8 pixels in a matrix con guration. This 8 8 SLM model determined the aggregate 1.6 cm 1.6 cm dimension since the pixel pitch is 0.2 cm (i.e., the pixel size and interpixel gap are both 0.1 cm). Then for each speci c bit pattern of the optical data plane of the SLM, the desired target pattern is overlaid on the prototype mask pattern. GLAD contains many commands to model components such as mirrors, lenses, apertures, etc. An initial eld distribution for the beam using geometric data such as the beam center, coordinates, waist size and location can be de ned using a command like GAUSSIAN. Once the optical con guration and the initial optical beam distribution are available, the PROP (PROPagation) command is used to simulate di raction propagation.
Simulation of OCAPP using GLAD A. Signal Packing Density
The simulation algorithm is illustrated in Fig. 8 . Part-(A) of Fig. 8 describes the procedure for the maximum signal packing density, M . The maximum signal packing density is obtained by simulating the model to obtain optical signal and noise power and calculating the required optical input power, P in . Once P in is calculated, we compare it with the available optical source power. If the calculated P in with a given signal packing density, , is greater (less) than the available optical power, the model with a decreased (increased) is prepared for the next simulation experiment.
In the following calculations, we set BER = (19) where r is the ratio of current to the detector in the low illumination state relative to the high illumination state, N is the system fanout, t is the product of the quantum e ciency of the detector and e ciency of the optical system, and hi 2 NA i 1=2 =rms current noise generated by the detector and preampli er circuit. Finally, to calculate P in , the parameter r should be determined. Since r represents the ratio of currents at the high illumination state to low illumination state, we obtain it by comparing the power incident on the detector aperture at high and low illumination. The power for the two states is obtained by simulating the OCAPP model with a given SLM pixel pattern. To obtain power at the high illumination state, the desired pixel of each SLM is made transparent while others are set to opaque. Similarly, to obtain the power at the low illumination state, the pixels at the same column are set to opaque and all the other pixels are made transparent. The whole column is cleared to avoid the e ect of the cylindrical lens in OCAPP. The factor hi 2 NA i, which is expressed in terms of the bit rate, is calculated based on the data presented in 10], and N is set to 1 due to the one-to-one imaging between SLMs in OCAPP. t is set to about 0.051 by considering a 50% ON-state power transmission e ciency for an ON-state pixel of the SLM, 50% power division at the beamsplitter, and 4% re ection loss per surface (5 optical surfaces).
Once P in is available, the number of pixels allowed per SLM can be obtained by comparing the required optical input power with the available source power. As shown in Part-(A) of Fig. 8 , if the calculated power is less than (or greater than) the available power, a model with an increased (or decreased) number of pixels on the SLM plane is simulated. The maximum number of pixels is determined when the required optical input power is less than or equal to the available source power. The available optical power must be less than the actual power since there exist other sources of power losses such as component misalignment and aberrations. Fig. 9 shows the optical power collected at the detector plane for models with various number of pixels. The x-axis of the graph represents the number of pixels of an SLM. The results of Fig. 9 are used to calculate P in as shown in Fig. 10 . The simulation was started with the 4 4 model which required 1.09 mW (68.19 W 4 2 ) optical source power. Since a 5 mW HeNe Laser was selected as the source, the 8 8 model was simulated as the next step. The 8 8 model simulation requires 4.37 mW (68.23 W 8 2 ) which is still smaller than our source power. Next a 10 10 model was tested and found to require 7.33 mW (73.29 W 10 2 ) which exceeds the 5 mW requirement. Therefore, the 8 8 model has been selected for the simulation experiments. As a reference, a 20 20 model requires 57.04 mW (142.67 W 16 2 ).
B. Misalignment Tolerance
Once the maximum signal packing density for a given model becomes available, then the maximum misalignment tolerance is found by applying part-(B) of the procedure described in Fig. 8 . To nd the e ects of misalignments on the optical collected signal and noise power, each individual misalignment is applied to each component of the model so that its e ect on the collected optical power and required optical input power can be determined.
The procedure starts with the minimum resolvable misalignment. The unit of simulation is set to 50 m. The unit of simulation means the distance between two sample data points used in the di raction calculations which are an adjacent pair among the 2 20 data points. The minimum misalignment that can be applied becomes 50 m.
Following part-(B) of Fig. 8 , the 8 8 model is extensively simulated for misalignment tolerance. Figs. 11 and 12 show the simulation result of required optical power. The two graphs show that up to 500 m (half of a pixel width in the 8 8 model), the e ect of applied lateral and longitudinal misalignments is not severe. However, as the amount of misalignment increases, the misalignment applied at SLM1 dominates the misalignment tolerance in both the x and y directions. In the case of lateral misalignment, the maximum misalignment tolerance becomes 700 m. This value is obtained by comparing the line designated by SLM1 with the allowed beam power per pixel (5 mW / 64 pixels = 78 W). Also, for the longitudinal misalignment, the misalignment tolerance of 610 m can be obtained from the graph.
C. Distance between Components
In optical computing systems, the mounting devices for optical components are very important in that we have to align tens or hundreds of individual beams with several devices. Also the beam broadens as it propagates, due to the beam spreading e ect. Therefore, to enhance the signal integrity of the model, the distances between components must be minimized to the extent that mounting devices permit. From the system optimization perspective, we need to nd the allowable range for d. This is calculated as shown in part-(C) of Fig. 8 . Fig. 13 shows the required optical power of a 4 4, 8 8, 10 10, and a 16 16 OCAPP for various values of d. The gure shows that for an 8 8 OCAPP, the change in the required optical power over various distances is almost indistinguishable. Therefore, we can conclude that the 8 8 OCAPP is almost independent of the change in the distance between SLMs. However, as Fig. 13 shows, the required optical input power for larger OCAPP (16 16) increases exponentially with respect to the distance parameter. Table 3 summarizes the results obtained from the simulation phase. From the analysis of Phase 1, (the results of which are summarized in Table 2 ), the theoretical upper bound of the maximum signal packing density is set by the heat removal capability. In addition to this heat removal factor, Table 3 shows that the input source power is also an important limiting factor in maximizing the signal packing density. To maximize the signal packing density, two directions may be pursued: rst, proper device cooling techniques should be studied to increase the heat removal capacity. Second, optical sources such as surface-emitting laser diode arrays should be employed to deliver more power to the system 29].
Discussion
For misalignment, we found that the tolerance depends on the direction and the location in the system where misalignment occurred. For example, in the case of 8 8 model simulation, misalignments occurring at SLM1 are crucial and misalignments occurring at SLM2 and SLM3 are tolerable as long as the value of misalignment is less than the SLM pixel diameter. For SLM1, the lateral misalignment tolerance is found to be 700 m, while the longitudinal misalignment tolerance is 610 m. As the signal packing density increases (i.e., the pixel size decreases), the misalignment tolerance requirement will generally become more stringent.
For the distance between SLMs, the simulation of a 4 4 and an 8 8 OCAPP model showed that the distance between components is rather insensitive to the signal packing density. However, for larger signal packing density, (e.g., 10 10 or 16 16 models), the required optical power increases rapidly as the distance increases.
Conclusions
A modeling and simulation methodology is proposed to evaluate the performance as well as feasibility of digital optical computing systems. As a particular example, the Optical Content-Addressable Parallel Processor (OCAPP) is modeled and simulated. The proposed methodology integrates various system design parameters such as bit error rate, bit rate, and optical power e ciency to determine maximum performance parameters such as maximum signal packing density, misalignment tolerance, and distance between components. In the analysis phase of the methodology, a di raction limited OCAPP model is examined to determine upper bound values of design and performance parameters. Then in the simulation 20 phase, a GLAD model is created and the model's performance parameters are investigated by extensive simulations. Following the proposed simulation methodology, the maximum signal packing density, misalignment tolerances, and the maximum distance between components are identi ed. The proposed methodology is intended to reduce optical computing systems' design time as well as the design risk associated with building the prototype system. The overall cost will also be reduced signi cantly because modeling and simulation allows design errors to be corrected before expensive and time-consuming prototype construction. 
