Abstract. We show that the canonical involution on a nonabelian polyorderable group G extends to the Hughes-free division ring of fractions D of the group algebra k[G] of G over a field k and that, with respect to this involution, D contains a pair of symmetric elements freely generating a free group subalgebra of D over k.
Introduction
A long-standing conjecture of Makar-Limanov states that a division ring which is finitely generated (as a division ring) and infinite-dimensional over its center contains a free algebra of rank 2 over the center [13] .
This question has been extensively investigated, see e.g. [4] , and recently an interesting advance appeared in the context of division rings generated by a group algebra of an ordered group; namely, in [20] Sánchez proved that if K is a division ring, G is a nonabelian ordered group and K(G) is the subdivision ring of the Malcev-Neumann series division ring K((G)) generated by the group ring K[G], then K(G) contains a free group algebra of rank 2 over its center.
are symmetric elements with respect to the canonical involution on D and freely generate a free group k-algebra in D.
Let k(λ) denote the field of rational functions in the indeterminate λ over k and let K = k(λ)(t) be the field of rational functions in the indeterminate t over k(λ). It is known that D is k-isomorphic to the Ore field of fractions Q of the skew polynomial ring K[X; σ] = i≥0 X i a i : a i ∈ K all but a finite number nonzero , where σ is the k(λ)-automorphism of K satisfying t σ = λt and aX = Xa σ , for all a ∈ K. An explicit isomorphism Q → D is given by λ → [x, y], t → x, X → y.
The main ingredient in the proof of Theorem 1.1 is the following proposition, whose proof is given below, after the proof of Theorem 1.1. freely generate a free k-subalgebra of Q.
Proof of Theorem 1.1. We work in the field of fractions Q of the skew polynomial ring K[X; σ], with the notation introduced in the paragraph preceding the statement of Proposition 1.2. In particular, the k-involution ⋆ of D extending the canonical involution of k[G] defines a k-involution ⋆ on Q satisfying λ ⋆ = λ −1 , t ⋆ = t −1 and X ⋆ = X −1 . Set α = (1 − X) −1 and β = t(1 − t) −2 . By Proposition 1.2, α and βα freely generate a free k-subalgebra A of Q. Clearly, α 2 − α, β(α 2 − α) ∈ A and they do not commute. It then follows from [2, Corollary 6.7.4 ] that α 2 − α and β(α 2 − α) freely generate a free k-subalgebra of A and, thus, of Q. Therefore, γ = α 2 − α and δ = (α 2 − α)β(α 2 − α) freely generate a free k-subalgebra of Q too. But γ = X(1 − X) −2 and so γ ⋆ = γ. Also β ⋆ = β and this implies that γ, δ form a pair of symmetric free generators of a free k-subalgebra of Q. Now consider the X-adic valuation on Q, that is, the valuation ν in Q which is zero in K and ν(X) = 1. We have ν(γ) = 1 and ν(δ) = 2. By [10, Corollary 1 on p. 524], 1 + γ and 1 + δ is a pair of symmetric elements in Q which freely generates a free group k-algebra in Q.
Finally, one uses the isomorphism between Q and D to obtain the desired result.
We now proceed to a proof of Proposition 1.2 using a criterion of Bell and Rogalski [1] for a pair of elements to generate a free subalgebra in the field of fractions of a skew polynomial ring.
Let k be a field and let F be an extension field of k. Given σ ∈ Aut k F , let F σ = {f ∈ F : f σ = f } denote the fixed subfield of F with respect to σ. We shall make use of the following simplified form of the result of Bell and Rogalski.
Theorem 1.3 ([1, Theorem 2.2])
. Let F/k be a field extension and let σ ∈ Aut k F . Denote by Q the Ore field of fractions of the skew polynomial ring F [X; σ]. Let b ∈ F \ F σ be such that for all f ∈ F , f σ − f ∈ F σ + F σ b implies f ∈ F σ . Then the elements (1 − X) −1 and b(1 − X) −1 freely generate a free k-subalgebra of Q.
We shall apply the above criterion to the case where F is a field of rational functions over k and in order to verify the hypothesis of Theorem 1.3, we shall use the notion of a pole of a rational function. So let k(t) denote the field of rational functions over k on the indeterminate t and letk denote the algebraic closure of k. We add an element ∞ tok and regard the elements of k(t) as functions onk ∪ {∞} with the following conventions: given h ∈ k(t), say h = p q , with p, q ∈ k[t] and gcd(p, q) = 1, we set h(r) = ∞, for all r ∈k such that q(r) = 0, and
where a stands for the leading term of p and b for the leading term of q. We say that an element r ∈k ∪ {∞} is a pole of h ∈ k(t) if h(r) = ∞. Given h ∈ k(t) we shall let S h denote the set of poles of h. Then, clearly, S h is a finite set which is nonempty whenever h ∈ k. Also, h ∈ k[t] \ k if and only if S h = {∞}. Note, finally, that if σ ∈ Aut k k(t) and t σ = h, then for all f ∈ k(t), we have S f = h(S f σ ). The following lemma is based on an argument of Lorenz (see [14, Lemma 1] ). Lemma 1.4. Let k be a field, let λ ∈ k × be an element which is not a root of unity and let σ ∈ Aut k k(t) be the automorphism such that
be a rational function which has a unique pole and this pole is nonzero.
Proof. We start by remarking that, taking Laurent series representing the rational functions, for all u ∈ k(t), u σ − u ∈ k implies that u ∈ k. So it is enough to show that
Then D is a subset of C with an even number of elements, for |A| = |B|. Suppose that f σ − f = a + bg for some a, b ∈ k. Then C = S a+bg ⊆ S g . But, by hypothesis, S g contains just one element; it follows that D = ∅ and B = A. Thus, B = h(B) = h 2 (B) = . . . . If there existed r ∈ B, with r = 0 and r = ∞, we would have {r, h(r), h 2 (r), . . . } ⊆ B. Since B is finite, this would imply that λ m r = h m (r) = h n (r) = λ n r, for some 0 ≤ m < n, which is impossible, because λ is not a root of 1. If either B = {0} or B = {0, ∞}, we would have that f = p/t n , for some n ≥ 1 and some p ∈ k[t] which is not a multiple of t. In this case, f σ − f = λ −n p σ − p /t n . Now the numerator λ −n p σ − p does not vanish, because t does not divide p and λ n = 1. So, 0 would be a pole of f σ − f , that is, we would have 0 ∈ C ⊆ S g and this would contradict the hypothesis on g. We are left, then, with two possibilities: either B = ∅ or B = {∞}. In either case,
, and this can only be possible if b = 0, for, by hypothesis,
which is what we needed to show. Theorem 1.5. Let k be a field, let λ ∈ k × be an element which is not a root of unity and let σ ∈ Aut k k(t) be the automorphism such that t σ = λt. Let Q denote the Ore field of fractions of the skew polynomial ring k(t)[X; σ]. Then the elements
Proof. We shall apply the criterion in Theorem 1.3. So let F = k(t). We have seen in the first paragraph of the proof of Lemma 1.4 that, for all u ∈ F , u σ − u ∈ k implies u ∈ k. In particular, it follows that F σ = k. The element b = t(1 − t) −2 ∈ F is a rational function which is not a polynomial and has a unique pole which is nonzero. So, by Lemma 1.4, the hypothesis of Theorem 1.3 are satisfied and (1 − X) −1 and t(1 − t) −2 (1 − X) −1 freely generate a free k-subalgebra in Q.
To get Proposition 1.2 from the theorem above, let k = k(λ) and note that since (1 − X) −1 and t(1 − t) −2 (1 − X) −1 freely generate a free k-subalgebra in Q, they freely generate a free k-subalgebra in Q.
We end this section with a direct consequence of Theorem 1. 
The general case: extending the canonical involution
In this section we shall consider more general groups. More precisely, the main result in the section, Theorem 2.9, will show that an involution on a crossed product of a locally indicable group with a Hughes-free division ring of fractions can be uniquely extended to this division ring.
We must start by recalling the necessary definitions, notation and basic results.
2.1. General crossed products. Given a group G and a ring R, a crossed product of G over R is an associative ring R * G containing R as a subring and such that R * G is a free right R-module with basis G = {x : x ∈ G}, a set in bijection with G, with multiplication satisfying
for all x, y ∈ G and a ∈ R, where τ : G × G → U (R) and σ : G → Aut(R) are maps and U (R) denotes the group of units of R. We can always assume that the unity element of K * G is1. The set {xa : a ∈ U (R), x ∈ G} is a subgroup of the group of units of R * G, and its elements are called trivial units of R * G. (We refer to [16] for general facts about crossed products.) Since we shall be looking at involutions on crossed products, the following fact will come in handy.
Lemma 2.1. Let R be a ring, let G be a group and let R * G be a crossed product of G over R. Then (R * G)
op is a crossed product of the opposite group G op over the opposite ring R op .
Proof. By definition, R * G is a free right R-module with basis G. It follows that R * G is also a free left R-module with basis G and, hence, (R * G) op is a free right R op -module with basis G op . Further, if σ : G → Aut(R) and τ : G × G → U (R) are the maps defining the multiplication in R * G, then it is easy to see that (R * G) op = R op * G op , with maps
The following is a remark on crossed products embeddable in division rings that will be used in this section and in the next one. 
Hughes-free embeddings.
A group G is locally indicable if for every nontrivial finitely generated subgroup H of G there exists a normal subgroup N of H such that H/N is infinite cyclic. Clearly, locally indicable groups are torsion-free.
Subgroups of locally indicable groups are locally indicable. Moreover, extensions of locally indicable groups are locally indicable (cf. [5] ) and orderable groups are locally indicable (by [8] ); it follows that poly-orderable groups are locally indicable.
Let G be a group and let δ be an ordinal. A subnormal series of G (indexed on δ) is a chain of subgroups {G γ } γ≤δ of G such that
Let X be a class of groups closed under isomorphisms. We say that G is a δ-poly-X group if there exists a subnormal series {G γ } γ≤δ of G such that for all γ < δ the quotient G γ+1 /G γ ∈ X .
Given an ordinal δ, we shall consider δ-poly-orderable groups. Note that such a group is locally indicable, because orderable groups are locally indicable and extensions of locally indicable groups are locally indicable. Since local indicability is a local property of a group, it follows by transfinite induction that a δ-polyorderable group is locally indicable.
Let G be a locally indicable group, let K be a division ring and let K * G be a crossed product of G over K. Suppose that there exists a ring embedding K * G ֒→ D of K * G into a division ring D. We say that the embedding K * G ֒→ D is Hughesfree if for each nontrivial finitely generated subgroup H of G, for each normal subgroup N of H for which H/N is infinite cyclic, and for each t ∈ H such that H/N = tN , the set {t
If a crossed product K * G of a locally indicable group G over a division ring K is an Ore domain, then clearly any embedding of K * G into a division ring will be Hughes-free.
If G is an ordered group, K is a division ring and K * G is a crossed product of G over K, then K * G can be embedded in the division ring K * ((G)) of MalcevNeumann series ( [11, 15] ), whose elements are of the form
with a x ∈ K and supp(f ) = {x ∈ G : a x = 0} a well-ordered subset of G, where multiplication satisfies the laws (1). It is known that the embedding K * G ֒→ K * ((G)) is Hughes-free [6] .
Hughes-free division rings of fractions are unique: 
A proof of Theorem 2.3 can be found in [3] .
We recall that a locally indicable group Γ is said to be Hughes-free embeddable if every crossed product F * Γ of Γ over a division ring F has a Hughes-free division ring of fractions. For example, torsion-free nilpotent groups, or more generally orderable groups, are Hughes-free embeddable.
It was proved in [7] that extensions of Hughes-free embeddable groups are Hughesfree embeddable. Thus poly-orderable groups are Hughes-free embeddable.
Lemma 2.4. Let X be the class of Hughes-free embeddable groups. Let δ be an ordinal and let G be a δ-poly-X group. Then G is a Hughes-free embeddable group. Hence a δ-poly-orderable group is Hughes-free embeddable.
Proof. Let {G γ } γ≤δ be a subnormal series of G such that G γ+1 /G γ is Hughes-free embeddable for each γ < δ. We shall show that G γ is Hughes-free embeddable for all γ ≤ δ. If γ = 1, then clearly G γ is Hughes-free embeddable. Let γ > 1 and suppose that the result holds for all ordinals ρ < γ. If γ = ρ + 1 for some ordinal ρ, then G γ is the extension of the Hughes-free embeddable groups G ρ and G γ /G ρ . By [7] , G γ is Hughes-free embeddable.
Finally, suppose that γ is a limit ordinal. Let K be a division ring and let K * G γ be a crossed product. If ε < ρ < γ, then it follows from Theorem 2.3 that the following diagram is commutative
where D ε and D ρ are the Hughes-free division ring of fractions of K * G ε and
Let H be a finitely generated subgroup of G γ . Then H is contained in some G ρ for some ρ < γ. Thus K * H is contained in K * G ρ and D ρ , which proves the linear independence condition that characterizes Hughes-freeness, because K * G ρ ֒→ D ρ is Hughes-free. Since H, K and K * G γ were arbitrary, we get that G γ is Hughes-free embeddable.
The second statement follows because orderable groups are Hughes-free embeddable.
Extending involutions.
We shall show that involutions of a crossed product of a locally indicable group by a division ring extend to involutions on a Hughes-free division ring of fractions. In order to prove this we shall also present a version of Corollary 7.3 from [3] . We start with two lemmas which will also be used in the proof of Theorem 2.9, the main result in this section.
Lemma 2.5. Let K and K ′ be division rings, let G and G ′ be groups and let K * G and
is also a (trivial) unit. Hence z = y and we have φ(xK) ⊆ȳK ′ . Using that φ −1 (ȳb) =x, one proves similarly that φ −1 (ȳK ′ ) ⊆xK. The above proves (ii) and (i), by setting x = 1. To obtain (iii), note that the surjective group homomorphism
given by the restriction of φ, with the canonical 
Proof. Denote by
Then K * G embeds into D via φ and D is generated by its image. We are left to prove that this embedding is Hughes-free.
That K * G and K ′ * G ′ have only trivial units was proved in [5] , since the grading arguments of his Section 4 apply to crossed products. By Lemma 2.5, φ(K) = K ′ and there is a group isomorphism η :
. This implies that the subdivision ring of D generated by (the image of) K * N is D(K ′ , η(N )). Let H be a nontrivial finitely generated subgroup of G, let N be a normal subgroup of H such that H/N is infinite cyclic and pick t ∈ H such that H/N = tN . We must show that the powers of φ(t) are right linearly independent over Let G be a locally indicable group, let K be a division ring and let D be a Hughes-free division ring of fractions of a crossed product K * G. Given a ring automorphism φ of K * G, the embedding of K * G into D through φ is a Hughesfree division ring of fractions of K * G, by Lemma 2.6. If follows from Theorem 2.3 that φ extends to a ring isomorphism of D. This proves the following result. Proof. 
The general case: free symmetric generators
Here we go back to our original problem, that of searching for free symmetric elements in a division ring generated by a group over a field and endowed with an involution.
Let k be a field and let G be a locally indicable group. Suppose that the group ring k[G] has a Hughes-free division ring of fractions D. By Theorem 2.9, D has an involution ⋆ extending the canonical k-involution on k[G], which will also be called the canonical involution on D.
Our main result, Theorem 3.5, is stated for δ-poly-orderable groups. To prove it, we need two propositions which are valid for more general locally indicable groups. Proof. Here we simplify the notation introduced in Section 2 and given a subgroup N of G write D(N ) for the division subring of D generated by k[N ].
Let x, y ∈ G be elements that freely generate a free submonoid of G and let H be the subgroup of G generated by x and y. We shall prove that D(H) contains a free group k-algebra freely generated by symmetric elements.
Since G is locally indicable, there exists a subgroup N of H such that H/N is infinite cyclic. Let t ∈ H be such that tN generates H/N . By Remark 2. . In other words, the division ring D(H) has a discrete valuation ν such that ν n∈Z t n f n = min{n : f n = 0}, for all finite sums of the form n∈Z t n f n , with f n ∈ D(N ). Since H/N is infinite cyclic, there exist unique m, n ∈ Z and u, v ∈ N such that x = t m u and y = t n v. So ν(x) = m and ν(y) = n, and m = 0 or n = 0 because H = N . Suppose m = 0. Now, if m < 0, substitute the pair {x, y} for the pair {x −1 , y −1 } and, then, substituting y for yx k , for an appropriate choice of k, if necessary, we can assume that (i) x and y freely generate a free monoid in G, and (ii) ν(x) > 0 and ν(y) > 0.
Consider the following elements of k[H], f = x + x −1 and g = y + y −1 . They are both symmetric and, thus, their inverses f −1 , g −1 are symmetric elements in D(H). We shall regard the elements of D(H) as series via the embedding of D(H) = D(N )(t; σ) into the skew Laurent series ring D(N )((t; σ)).
We have
And, similarly, g −1 = y(1 + y 2 ) −1 . We claim that v(f −1 ) > 0. Indeed, since ν(x) > 0, then expressing 1 + x 2 as a polynomial in t, we see that ν(1 + x 2 ) = 0, which implies ν(f -negative integers a 1 , b 1 , . . . , a r , b r and c 1 , d 1 , . . . , c s , d s such that
If follows from (2) that, as elements of D(N )((t; σ)), f −1 and g −1 are written in a unique way as
with γ i , δ j ∈ D(N ). Now (5) implies a relation of the form
which must be trivial. Now we must show that monomials in f −1 and g −1 are linearly independent over k. We again regard D(H) = D(N )(t; σ) ⊆ D(N )((t; σ)), endowed with the t-adic valuation. By what we have just seen, given a monomial w(f −1 , g −1 ) in f −1 and g −1 , there exists h ∈ D(N )((t; σ)) such that
.
Suppose that the monomials in f −1 and g −1 are not linearly independent over k and pick a linear dependence relation
where
are monomials in f −1 and g −1 , and λ i ∈ k × , with r minimal. Write I = {1, . . . , r} and let q = min ν w i (f
So we must have j∈J w j (x, y)λ j = 0. But since w j (x, y) ∈ H and the elements of H are linearly independent over k, it follows that λ j = 0 for all j ∈ J. If J = I, we would have a nontrivial k-linear dependence relation among monomials in f −1 and g −1 with less than r terms, which is impossible. Thus, λ i = 0 for all i ∈ I. It is worth mentioning at this point that a locally indicable group with at least one right order which is not of Conrad type contains a free monoid of rank 2 (cf. [17, Corollary 2.6]).
We shall need the following result from I. Hughes which, although not explicitly stated there, can be extracted from [7] or [19] . Proof. Denote Γ = A/B. Since Γ is a torsion-free nilpotent group, it is orderable. Let < denote an order in Γ. We shall fix a transversal of B in A in the following way, for each γ ∈ Γ, with 1 < γ, choose x γ ∈ A such that Bx γ = γ and take x denote the augmentation map and consider the homomorphism
We shall regard k(Γ) embedded into k((Γ)) and shall show that with an appropriate choice of a preimage of X, we can pullback the free group k-algebra from k(Γ) to
Similarly, ϕ(F ⋆ ) = F ⋆ . Now, since the coefficients ofF lie k, bothF −1 and (
, and we have ϕ(
Letting W =ÊF −1 , we get W ∈ k(A) with the property that W and W ⋆ freely generate a free group k-subalgebra of k(A). Thus, with respect to the canonical involution, W W ⋆ and W ⋆ W are symmetric elements of k(A), which freely generate a free group k-subalgebra.
We are ready to tackle our main objective. But first we recall a result of Longobardi, Maj and Rhemtulla, which will be used in the proof. Corollary 3] ). Let G be a finitely generated group with no free submonoid. Then for every positive integer n, the nth derived subgroup G (n) of G is finitely generated. In particular if G is solvable, then it is polycyclic. Theorem 3.5. Let δ be an ordinal, let G be a δ-poly-orderable group, let k be a field and let k(G) be the Hughes-free division ring of fractions of the group algebra k [G] . Then the following are equivalent:
(1) k(G) contains a free group k-algebra of rank 2 freely generated by symmetric elements with respect to the canonical involution.
Proof. We claim that for each x ∈ k(G), there exists a finitely generated subgroup H x of G such that x ∈ k(H x ). Indeed, first observe that
and, for each n ≥ 0, Q n+1 is the subring of k(G) generated by Q n and the inverses of its nonzero elements. If x ∈ Q 0 , the result is clear. Suppose by induction that the claim holds for n ≥ 0. If
ini , where x ij ∈ Q n and ε ij ∈ {1, −1}. For each i and each j, let H xij be the finitely generated subgroup given by the induction hypothesis. If we set H x as the subgroup generated by all H xij , then x ∈ k(H x ).
From this claim it follows that for each finitely generated k-subalgebra R of k(G) there exists a finitely generated subgroup H of G such that R ⊆ k(H). It is well known that if H is an abelian-by-finite group, then k(H) is of finite dimension over its center (see, e.g., [9] ), and thus a P.I. algebra. So condition (2) implies condition (3) .
Condition (1) implies condition (2) because a P.I. algebra does not contain a noncommutative free subalgebra. Now, suppose that condition (3) holds. If G contains a free monoid, the result follows from Proposition 3.1.
An ordered group belongs to one and only one of the three classes defined in [20] . Ordered groups belonging to two of these classes contain a free monoid of rank 2. Thus, if, for some γ < δ, G γ+1 /G γ belongs to one of these, then G γ+1 /G γ and, a fortiori, G contain a free monoid. On the other hand, if a nonabelian factor G γ+1 /G γ , for some γ < δ, lies in the remaining class of ordered groups, then G γ+1 /G γ contains a subgroup A generated by two elements α, β with a normal subgroup B such that A/B is a nonabelian torsion-free nilpotent group of class 2. Pick x, y ∈ G γ+1 such that xG γ = α and yG γ = β, and let A be the subgroup of G γ generated by x and y. Then A is a subgroup of G γ containing a normal subgroup B such that A/B is a nonabelian torsion-free nilpotent group of class 2. By Proposition 3.3, k(A) ⊆ k(G) contains a free group k-algebra of rank 2 freely generated by symmetric elements with respect to the canonical involution.
Thus we can suppose that G does not contain a free monoid and that G γ+1 /G γ is abelian for all γ < δ. Let H be a finitely generated subgroup of G which is not abelian-by-finite. We claim that H is solvable. Indeed, by Lemma 3.4, we know that for each positive integer n, the derived subgroup H (n) is finitely generated. Let γ n be the first ordinal such that H (n) ⊆ G γn . Note that γ n is not a limit ordinal. But, for each nonlimit ordinal γ = ε + 1, since G ε+1 /G ε is abelian, we have that [G ε+1 , G ε+1 ] ⊆ G ε . Thus, if H is not a solvable group, using the fact that H (n)
is finitely generated and locally indicable, we get that {γ n } is a strictly decreasing sequence of ordinals, which is impossible. Hence H is solvable. Moreover, since H does not contain a free monoid, [18, Theorems 4.7 and 4.12] or [12, Theorem 1] imply that H is nilpotent-by-finite, but not abelian-by-finite by hypothesis. Hence, being H torsion-free, it contains a torsion-free nilpotent subgroup L of class 2. Therefore, if follows from Theorem 1.1, that k(L) ⊆ k(G) contains a free group k-algebra of rank 2 freely generated by symmetric elements with respect to the canonical involution.
As a first remark on Theorem 3.5, note that it generalizes [20, Theorem 3.1] , but the proof of the latter is more elementary since no use of [6] , [7] and [18] is made Secondly, if G is an orderable group, then condition (3) in Theorem 3.5 is equivalent to G being not abelian, because any abelian-by-periodic orderable group is abelian. Indeed, suppose that H is an abelian normal subgroup of G and that G/H is periodic. Let z ∈ H and let g ∈ G. There exists n ≥ 1 such that g n ∈ H. Thus zg n = g n z and (zgz −1 ) n = g n . Since roots are unique in an orderable group, we get that zg = gz. Because z ∈ H and g ∈ G are arbitrary, we get that H is contained in the center Z of G. It is well known that in an orderable group the quotient of the group by its center is orderable. Thus, G/Z ∼ = (G/H)/(Z/H) is both orderable and periodic. Therefore G = Z, as desired. Proof. Let D denote the Ore division ring of fractions of k [G] . It is well known that G is poly-{infinite cyclic}-by-finite. Let H be a normal poly-{infinite cyclic} (and, thus, poly-orderable) subgroup of G of finite index. By Theorem 3.5, k(H) ⊆ D contains a free group k-algebra of rank 2 freely generated by symmetric elements with respect to the canonical involution if and only if H is not abelian-by-finite. If G is not abelian-by-finite, then H is not abelian-by-finite, and the result follows. The proof of the reverse implication is the same as the proof that condition (1) implies condition (3) in Theorem 3.5 (in which the hypothesis on G is not needed).
Remark 3.7. In view of Propositions 3.1 and 3.3, we think it might be possible to prove that a Hughes-free division ring of fractions of the group algebra of a locally indicable group which is not locally abelian-by-finite will always contain a free group algebra freely generated by symmetric elements with respect to the canonical involution. The evidence we have for this is as follows.
Let G be a locally indicable group, let k be a field and suppose that the group ring k[G] has a Hughes-free division ring of fractions D. Thus the canonical involution can be uniquely extended to D.
We have proved that if there exists a finitely generated subgroup H of G such that either (i) H contains a free monoid of rank 2, or (ii) there exists a normal subgroup N of H such that H/N is torsion-free nilpotent of class 2, then D contains a free group k-algebra of rank 2 generated by symmetric elements. Incidentally, if G is a δ-poly-orderable group which is not locally abelian-by-finite, then it contains such a finitely generated subgroup H. Of course, if G is abelianby-finite, then D cannot contain a free algebra of rank 2. Our methods do not apply in the remaining case: G is not locally abelian-byfinite and it does not contain a finitely generated subgroup H satisfying (i) or (ii). In this case, G does not contain a free monoid and each finitely generated subgroup H is either abelian-by-finite or not solvable. (Indeed, if H were solvable, then [18, Theorems 4.7 and 4.12] or [12, Theorem 1] would imply that H was nilpotentby-finite. Being H torsion free, H would either be abelian-by-finite or contain a torsion-free nilpotent subgroup of class 2 and Theorem 1.1 would apply.) If H is neither abelian-by-finite nor solvable, then the n-th derived subgroup H (n) of H is finitely generated and H/H (n) is polycyclic for every positive integer n by Lemma 3.4. Moreover, since H (n) = {1} and H is locally indicable,
and H (n) /H (n+1) is a finitely generated abelian group which contains torsion-free elements for every positive integer n. Also H/H (n) is polycyclic with no noncommutative free monoid, and thus nilpotent-by-finite. Let N be a normal subgroup of H such that H (n) ⊆ N , N/H (n) is nilpotent and H/N is finite. Since the elements of finite order in a nilpotent group form a characteristic subgroup, there exists a subgroup H (n) ⊆ N + ⊆ N such that N + /H (n) is finite, N + is normal in H and N/N + torsion-free nilpotent. Thus N/N + has to be abelian because N is finitely generated and (ii) is not satisfied.
We do not have examples of such a group G.
Further developments
In this last section, we shall point to possible generalizations of the results obtained in this paper. We present two possible directions towards which new research can be done.
General involutions.
We have seen in Theorem 3.5 that if k is a field and G is a nonabelian ordered group, then the division ring k(G) generated by k[G] inside the Malcev-Neumann series ring k((G)) has an involution induced by the canonical involution in G. Moreover, with respect to this involution, k(G) contains a free group k-algebra of rank 2 freely generated by symmetric elements. A natural question that arises is whether the same can be proved for other kinds of involutions. We shall address this question for involutions in k(G) which, although not being the canonical one, still are induced by involutions on G.
We restrict to the nilpotent case and, in fact, raise more questions than answers. By and involution on a group G we understand a map ⋆ : G → G satisfying (i) (xy) ⋆ = y ⋆ x ⋆ , for all x, y ∈ G, and (ii) (x ⋆ ) ⋆ = x, for all x ∈ G.
If k is a field and ⋆ is an involution on a group G, then the group algebra k[G] can be endowed with a k-involution, still denoted by ⋆ , defined by x∈G xa x ⋆ = x∈G x ⋆ a x , with x ∈ G and a x ∈ k, all but a finite number of which nonzero. found in Theorem 1.1, which freely generate a free group k-algebra in D, are symmetric with respect to both ⋆ and † . The involution ‡ on G seems more mysterious and our methods do not provide an answer. We, thus, suggest the following problem. Rather, more generally, one could ask whether for every k-involution on D which is induced by an involution on G, there will always exist a pair of symmetric elements freely generating a free group k-algebra inside D.
Twisted involutions. Given an involution
⋆ on a group G and a group homomorphism c : G → k × into the multiplicative group of a field k, the map
where, for all x ∈ G, a x are elements of k all but a finite number of which nonzero, is a k-involution on k [G] . These kind of involutions in k[G] will be called twisted involutions.
One might ask whether the results in this paper hold for general twisted involutions or, particularly, for twisted involutions induced by the canonical involution on G.
We have not explored twisted involutions throughly, but some of the results on the paper do have a version for them. For instance, the following version of Proposition 3.1 can be proved in the same way. Here we have called c-twisted canonical involution the extension to D of the twisted involution induced by the canonical involution on G and c. For the proof we need slight modifications of the free generators: we take f = c(x −1 )x + x −1 and g = c(y −1 )y + y −1 for the same x and y.
