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Abstract—The emerging interest in low-latency high-reliability
applications, such as connected vehicles, necessitates a new
abstraction between communication and control. Thanks to
advances in cyber-physical systems over the past decades, we
understand this interface for classical bit-rate models of channels
as well as packet-loss-type channels. This work proposes a new
abstraction characterized as a tradeoff curve between latency,
reliability and rate. Our aim is to understand: Do we (control
engineers) prefer faster but less reliable communications (with
shorter codes), or slower but more reliable communications
(with longer codes)? In this paper we examine the tradeoffs
between latency and reliability for the problem of estimating
dynamical systems over communication channels. Employing
different latency-reliability curves derived from practical coding
schemes, we develop a co-design methodology, i.e., select the code
length depending on the system dynamics to optimize system
performance.
I. INTRODUCTION
Recent interest in the Internet-of-Things (IoT) and the
next generation wireless communication standards (5G) is
targeting applications such as connected vehicles, collaborative
swarm planning, smart cities, and industrial control [1]. These
are challenging applications due to their low-latency high-
reliability closed-loop control requirements. This necessitates
rethinking the communication stack, practical codes, network-
ing architecture, and control design that can provide ultra
low latency (<1ms) and very high reliability (>99.999%),
which is not possible in today’s wireless systems. Even
more fundamentally, we lack an understanding of the limits
for stability, estimation, and control over low-latency, high-
reliability communications.
In this paper, we take the first steps in understanding the
fundamental tradeoffs between latency, reliability, stability,
and control performance. More simply, we ask:
Does a dynamical system need faster but less reliable infor-
mation or slower but more reliable information?
To answer this question we propose a new commu-
nication abstraction (Figure 1) based on the latency-rate-
reliability curves obtained from recent developments in in-
formation/coding theory for finite blocklengths. Furthermore,
we argue fundamentally about the opportunity of co-designing
the dynamical (control) system and communication block and
the role the key parameters (i.e. rate, reliability, error, system
dynamics) play in such a co-design.
One of the earliest abstractions between communication
and control is based on bit rate characterizations. This has
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Fig. 1. Rate-Latency-Reliability Design Space for Networked Estimation
and Control. Existing works explore the design space spanned by rate and
reliability axes. This paper introduces a methodology for exploring latency
as well as its tradeoffs with rate and reliability from the perspective of state
estimation.
permitted a fundamental understanding of the minimum bit
rate required for stability over data-rate limited channels [2]–
[5] as well as for the case where besides data rate constraints
channels also introduce noise [6], [7]. Beyond fundamental
characterizations this has led to an extensive literature on
appropriate quantizer, encoder, and decoder designs for con-
trol [2], [8]–[17]. A different widely adopted abstraction is
packet-based communication where quantization and data rate
effects are often ignored. This has permitted the analysis of
the maximum packet drop rate above which controlling a
plant becomes impossible [18]–[21], as well as observer and
controller design to counteract random packet drops [19]–[24].
Finally the recent interest in low-power IoT devices has
increased the development of abstractions in terms of re-
sources, e.g., the number of transmissions, and has resulted
in the development of frameworks such as event-triggered
control [25]–[30] and transmit power allocation [31], [32].
Resource allocation in more complex networks with multiple
plants, sensors, or actuators has also attracted attention but
primarily without latency considerations. Examples include
sharing a communication medium between different sensor
and actuators [33]–[37], decentralized mechanisms subject
to interferences [38], [39], and control over shared wireless
channels [40], [41]. Recent approaches also consider control
system operation over multiple links where each link has a
different given delay parameter [42], [43].
On the other hand, low-latency communication introduces
a novel design parameter that is absent in the above literature.
In particular, delay has been treated as a given disturbance to
a control system either fixed or random. Longer delays are
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Fig. 2. System for Low-latency High-Reliability Remote Estimation. The
communication block consisting of encoder, channel, and decoder is abstracted
as a latency-reliability curve.
undesirable because, as expected, they degrade system perfor-
mance, but they have not been explicitly part of the design.
In that sense the existing literature explores the design space
spanned by the reliability and data rate axes of Figure 1 from
the perspective of control systems. Our novelty is on analyzing
the effect of latency in performance and appropriately guiding
the selection of code blocklength.
We note that interest in low-latency communications has
also started to appear within the networking community, using
the concept of age or freshness of information [44]–[46], or
analyzing latency and reliability using network coding and
cooperative communication [47]–[50].
In information theory, fundamental limits for low-latency
communication have been characterized in [51]–[53] (also
known as “non-asymptotic channel coding”, see Section III
and (25) for details). Such laws demonstrate how the min-
imum communication (coding) latency scales with rate and
reliability. Such laws are typically used as a benchmark for
comparing the latency of a coding scheme with the optimal
latency. Even though it has been shown that codes with optimal
latency exist, so far none of the practical coding schemes (such
as polar or iterative codes) have been capable of achieving such
optimal latencies [54]–[56]. Hence, designing practical codes
with optimal latency is a key research frontier in information
theory. In this paper instead we use such fundamental scaling
laws from information theory to abstract the communication
block (encoding/channel/decoding) of the system shown in
Figure 2 that includes the physical plant dynamics. In other
words, we can find out what the optimal (shortest) range
of the transmission length (coding latency) should be from
the perspective of dynamical system performance. Such an
abstraction of the communication block can then help us to
provide fundamental tradeoffs between reliability and latency
for the whole system shown in Figure 2. Even though we do
not derive any new blocklength-reliability curves, to the best
of our knowledge we are the first to use them to optimize
estimation performance for dynamical systems.
In Section II we describe our setup which involves the
remote estimation of a scalar dynamical system over a com-
munication channel. We introduce our abstraction capturing
the available information bits, latency, and reliability of the
communication block. Using a sequential quantization scheme
from the control literature [2] we analyze estimation perfor-
mance. In particular we show that reliability plays a crucial
role in keeping the estimation stable (cf. Theorem 1) while
both latency and reliability need to be taken into account to
optimize the steady state estimation performance (cf. Theo-
rem 2).
We proceed in Section III to characterize the role of coding
in the proposed abstraction. We utilize known blocklength-
reliability curves of both theoretically optimal and practical
coding schemes and we consider their effect on the system
performance, i.e., the estimation error, exploiting the control-
theoretic results of Section II. Longer codes, even though they
improve reliability, should be avoided due to their latency
impact on performance. On the other hand, too short codes
do not have the necessary reliability to even stabilize the
system. Our contribution is a methodology that facilitates the
choice of optimal code length and reveals its relationship with
system dynamics and channel conditions. To the best of our
knowledge this is the first time such a fundamental relationship
is derived. This analysis is extended to higher-dimensional
systems in Section IV.
In summary, the contributions of our paper are:
• a new communication abstraction that includes rate, la-
tency, and reliability as design parameters based on finite
blocklength codes
• an analysis of state estimation performance over this
abstraction (Theorem 2)
• a methodology for selection of the optimal coding block-
length for the first time for the problem of state estima-
tion.
II. PROBLEM SETUP
Consider the setup indicated in Figure 2. A sensor is mea-
suring the state of a dynamical process and a remote estimator
is interested in maintaining a state estimate of the dynamical
process. This is achieved by communication between the two
entities over a noisy channel. Specifically, we consider the
discrete time scalar dynamical system - the general case of
higher-dimensional systems is treated in Section IV
xk+1 = Axk + wk (1)
where k = 0, 1, . . . are the discrete time steps, xk ∈ R is
the state of the dynamical system where the initial state x0
is known to lie in some set [
¯
X0, X¯0] ⊂ R, and wk is an
unknown disturbance of magnitude wk ∈ [−W/2,W/2]. This
assumption of bounded initial condition and disturbance is
common in the literature, see, e.g., [2], [6], [11] – see also
available approaches for the case of unbounded stochastic
disturbances [3], [17]. Equation (1) is derived from discretizing
a continuous time dynamical system over small units of time.
Without loss of generality, as we will also make clear in
Section III we may take each discrete time step normalized to
correspond to the time interval required for the transmission
of a single bit over the channel. Then we may define all other
time intervals as multiples of these discrete units of time.
We let A ≥ 0 and note that similar analysis can be given for
the symmetric case A ≤ 0. In general this model captures the
important case A > 1, i.e., where the system is unstable and
the remote estimator is interested in tracking the state with a
bounded error even though the state can grow unbounded.
The sensor samples the dynamical system (1) every T
discrete time steps, i.e., at times k = 0, T, 2T, . . .. Thus, from
2
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Fig. 3. Time steps indexed by k = 0, 1, . . . correspond to time intervals
required for the transmission of single bits over the channel. The sensor
samples and transmits the state of the plant periodically and this period
corresponds to T time steps, e.g., T = 10 above. The transmission of each
sample which consists of multiple bits requires d time steps, e.g., d = 4
above.
the perspective of the sensor this is equivalent to sampling a
dynamical system of the form
x(ℓ+1)T = A
TxℓT +
T−1∑
j=0
AT−1−jwℓT+j (2)
with the index ℓ = 0, 1, . . . counting the number of generated
samples. Throughout the paper this sampling period T is fixed
and not a design parameter. For notational convenience we
represent the system dynamics in the form (1) with respect to
the (shorter) discrete time steps corresponding to transmission
intervals of single bits, while the (longer) sampling period is
a multiple of these discrete time steps – see also Figure 3.
At the sensor each sample is converted (quantized) to an r-
bit message. The message to be communicated is transformed
into a generally longer n-bit message by using some form
of channel coding procedure– see details in Section III. The
transmission of the coded message to the remote estimator
introduces a delay1. In particular in this paper we account
for the time to transmit each bit over the channel. We note
that in practice we can extend our model to include other
message overheads that introduce delays, as well as the process
of encoding and decoding which introduces computational
delay, or there might be uncertainty in the delay. Addition-
ally communication introduces noise. We make the following
assumptions for the delay, noise, and availability of channel
feedback. As we will see, these assumptions are fairly general
depending on how the parameters are set and cover a variety
of practical scenarios.
Assumption 1. Each r-bit message requires a delay of d
time steps, with d ≤ T . Each message is either successfully
decoded with probability 1 − pe, or with probability pe it is
corrupted during the communication and discarded.
Assumption 2. The receiver/remote estimator sends perfect
acknowledgment signals to the transmitter about whether each
message is successfully received or not.
Assumption 1 describes our proposed abstraction for low-
latency high-reliability dynamical systems. As shown in Fig-
1We note that a different notion of delay is discussed in [6], [11]. In
particular this has to do with the case where communication is over a noisy
channel and it takes a random number of channel uses for the decoder to
correctly decode past transmitted messages. This is different than transmission
latency in our work
ure 2 this abstraction by the length of the message r, the
latency d, and the reliability 1− pe corresponds to the whole
communication block including the encoding, channel, and
decoding. In this section we analyze the estimation perfor-
mance treating these as given parameters. In practice, as we
discuss in Section III, these are interrelated parameters as
derived from practical coding schemes and cross-layer opti-
mization. For example keeping the channel reliability 1 − pe
fixed, we can increase the quantization level r to get more
precise information, but this will increase the delay d of the
communication which may adversely affect the estimation
performance. Similar tradeoffs arise by tuning any of the
parameters. We also note that the assumption that latency is
less than the sampling period (d ≤ T ) is added to practically
ensure that messages are received before new messages are
being generated to be sent over the communication block.
The fact that the receiver knows whether the message is
successfully decoded or not (Assumption 1) is an important
assumption and is often made in the control literature [2], [7]–
see also Remark 2. Assumption 2 is also typical.
To sum up, the state is sampled at time steps 0, T, 2T, . . .
and transmission takes d time steps – see also Figure 3.
Similar models are common in the literature [35]. At time steps
d, T+d, 2T+d, . . . the remote estimator builds some estimates
xˆd, xˆT+d, xˆ2T+d, . . . about the corresponding state and we
measure performance by the magnitudes of the estimation
error |xd − xˆd|, |xT+d − xˆT+d|, |x2T+d − xˆ2T+d|, . . .. Other
performance metrics are also possible.
A. Quantization scheme
The way each state sample is quantized to an r-bit mes-
sage is an important choice. Here we employ the scheme
of Tatikonda-Mitter [2] which is a sequential quantization
scheme. We also point out that other quantization schemes
are also available in the literature, e.g., [3], [11], [17], but
not explored in this work.
Our coding scheme is as follows. At time k = 0 the
receiver/estimator knows that the state belongs in the initial
set [
¯
X0, X¯0]. The transmitter uniformly quantizes this range of
values into 2r bins and transmits the r-bit message indicating
the bin in which the measured state x0 belongs. After the
transmission duration of d time steps we have two cases.
Case I: If the message corresponding to the sample x0 is
not successfully received at time k = d, the remote estimator
only knows the initial information, i.e., that x0 ∈ [
¯
X0, X¯0].
Then it can form an estimate about x0 as the center value of
this interval
xˆ0 =
X¯0 +
¯
X0
2
. (3)
However the estimator is interested in the current value of the
state xd at this reception time k = d. To obtain an estimate
of the current state xd and counteract the effect of the delay,
the estimator can propagate the obtained estimate xˆ0 by the
system dynamics (1) assuming zero noise to form
xˆd = A
dxˆ0. (4)
Moreover by Assumption 2 the receiver sends an acknowledg-
ment signal to the transmitter to notify that the message was
3
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Fig. 4. The process xk is sampled periodically at time steps k = 1, 9, 17, ...
and quantized to the 8 (r = 3) bins shown. After a latency of d = 3 time steps
the receiver either decodes or discards the message. The first message at time
k = 4 is discarded (shown with an circle), resulting in a larger uncertainty
about the state. The second message at time k = 12 is correctly decoded
(shown with a star) and the estimator obtains a good estimate.
not successfully received. At the next sampling time k = T
the receiver only knows that the state xT due to the model (1)
has changed to some value
xT = A
Tx0 +
T−1∑
m=0
AT−1−mwm (5)
which lies in a set given by
[AT
¯
X0 − A
T − 1
A− 1
W
2
, AT X¯0 +
AT − 1
A− 1
W
2
], (6)
summing up the magnitude of the unknown values of the
system noise w0, . . . , wT−1. Then the process repeats, i.e.,
the sensor quantizes uniformly this new set, it sends the bin
in which the state xT belongs, etc.
Case II: Alternatively, if the message corresponding to the
sample x0 is successfully decoded at time d, the remote
estimator learns in which of the 2r bins the state x0 belongs,
e.g., x0 ∈ [
¯
X ′0, X¯
′
0] with length X¯
′
0 − ¯X
′
0 = (X¯0 − ¯X0)/2
r.
It can construct an estimate as the center of that interval
xˆ0 = (
¯
X ′0 + X¯
′
0)/2. As in the previous case the estimator
can propagate the initial estimate xˆ0 via the system dynamics
to obtain a current estimate of the form xˆd = A
dxˆ0. Moreover
the receiver sends an acknowledgment signal to the transmitter
to notify that the message was successfully received. At the
next sampling time T the receiver knows that the state xT
given by (5) lies in a new set
[AT
¯
X ′0 −
AT − 1
A− 1
W
2
, AT X¯ ′0 +
AT − 1
A− 1
W
2
], (7)
because it knows that x0 ∈ [
¯
X ′0, X¯
′
0] – note also that the set
(7) in this case is smaller than the set in the opposite case in
(6). Then the process repeats. An illustration of this sequential
coding scheme is shown in Figure 4.
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Fig. 5. Sublevel sets of the single-shot estimation error (8) as a function
of reliability and latency. Estimation is best at the minimum latency and
minimum channel error. Otherwise there is a latency-reliability tradeoff that
achieves the same level of estimation performance.
Given the communication uncertainty described in the two
cases above, we can derive the performance of the estimator
at time d as
E|xd − xˆd| ≤ 1
2
[
Ad(pe +
1− pe
2r
)(X¯0 −
¯
X0) +
Ad − 1
A− 1 W
]
(8)
Here the expectation accounts for the uncertainty in the
success of decoding. We observe in particular that the estima-
tion error increases linearly as the decoding error probability
increases. On the contrary the estimation error increases expo-
nentially as the latency (delay) increases, hence latency has a
detrimental effect on the performance motivating our analysis.
We also point out that this bound depends on both the initial
uncertainty about the state as well as the level of disturbance.
To get some further intuition about this estimation perfor-
mance we plot in Figure 5 the right hand side of (8) as a
function of the latency and reliability parameters, assuming
they can be arbitrarily selected, while the quantization rate
r is fixed. It is not surprising that the estimation perfor-
mance is best under ideal conditions where the message is
transmitted instantaneously without delay and with perfect
reliability. However, as we discuss in Section III this is not
practically possible as these two parameters are dependent.
More importantly, from Figure 5 we observe that there is
a tradeoff between latency and reliability and this tradeoff
depends on the system dynamics. We can achieve the same
level of estimation performance either by increasing reliability
or by decreasing latency. In particular it can be seen that if
we fix the quantization level r, we can keep the estimation
error lower than a desired value as long as the channel error
behaves as pe = O(A
−d).
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B. Steady state estimation performance
Since the state changes over time by (1), we are interested
in whether the remote estimator can track this process, and
furthermore how well it can do so in the long run. Our first
result derives conditions on the abstraction parameters under
which estimation is feasible.
Theorem 1 (Scalar Stability Condition). Consider the remote
estimation of the scalar dynamical system in (1) over the
communication channel and let Assumptions 1 and 2 hold.
Suppose we employ the sequential quantization scheme de-
scribed in (3)-(7). Then the expected value of the estimation
error |xℓT+d − xˆℓT+d|, ℓ = 0, 1, . . . is bounded if and only if
(pe +
1− pe
2r
)AT < 1. (9)
Proof. As mentioned above for the first message there are
two cases depending on the success of decoding the message.
In the first case where the transmission is unsuccessful the
remote estimator learns that the state x0 belongs in the set
[
¯
X0, X¯0] with width [X¯0 −
¯
X0] and constructs the estimate
xˆ0 = (X¯0 +
¯
X0)/2. In this case at time k = d the transmitter
has an estimation error about x0 bounded by
|x0 − xˆ0| ≤ 1
2
(X¯0 −
¯
X0) (10)
In the opposite case where the remote estimator receives
the message correctly, it learns that the state x0 belongs in
a set x0 ∈ [
¯
X ′0, X¯
′
0] with length X¯
′
0 − ¯X
′
0 = (X¯0 − ¯X0)2
r.
It constructs an estimate as the center of that interval xˆ0 =
(
¯
X ′0 + X¯
′
0)/2 with error bounded by
|x0 − xˆ0| ≤ 1
2
(X¯ ′0 − ¯X
′
0) =
1
2
X¯0 −
¯
X0
2r
(11)
Let us define a random variable ∆0 as the length of the set
concerning x0 at the estimator at time k = d. That is
∆0 :=
{
X¯0 −
¯
X0 w.p. pe
1
2r (X¯0 − ¯X0) w.p. 1− pe
(12)
From the inequalities (10) and (11) we also have that the
estimation error is in both cases bounded by
|x0 − xˆ0| ≤ 1
2
∆0 (13)
Moreover using this notation, given the success or failure
of the first message, at the next sampling time T the state is
known to lie in a set of magnitude AT∆0 +
AT−1
A−1 W . This is
quantized in 2r bins and sent again.
Similarly let us define ∆T as the width of the set where the
remote estimator knows that the state xT belongs depending
on the success or failure of the message at time k = T + d.
This is a new random variable defined as
∆T :=
{
AT∆0 +
AT−1
A−1 W w. prob. pe
1
2r (A
T∆0 +
AT−1
A−1 W ) w. prob. 1− pe
(14)
Again we have that the new estimate satisfies |xT − xˆT | ≤
1/2∆T .
The process repeats so that we have the recursion at the
(ℓ+ 1)-th transmission
∆(ℓ+1)T :=
{
AT∆ℓT +
AT−1
A−1 W w. prob. pe
1
2r (A
T∆ℓT +
AT−1
A−1 W ) w. prob. 1− pe
(15)
and moreover we have that
|x(ℓ+1)T − xˆ(ℓ+1)T | ≤
1
2
∆(ℓ+1)T (16)
Taking expectation at both sides we can bound the expected
estimation error by
E|x(ℓ+1)T − xˆ(ℓ+1)T | ≤
1
2
E∆(ℓ+1)T . (17)
Also taking the expectation in the above recursion we have
that
E∆(ℓ+1)T =(pe + (1 − pe)
1
2r
)ATE∆ℓT
+ (pe + (1− pe) 1
2r
)
AT − 1
A− 1 W (18)
This is a linear system of equations that converges to a finite
value if and only if (9) holds. Hence the expected estimation
error is bounded if and only if (9) holds.
From this theorem we observe that to maintain bounded
estimation there is a critical dependence between reliability,
quantization level, and system dynamics. Assuming dynamics
A and quantization level r fixed, there is a critical threshold on
the communication error rate pe above which communication
becomes too noisy and it is impossible to maintain a finite
estimation error. Assuming dynamics A and communication
error rate pe fixed, there is a critical threshold on the quantiza-
tion level r below which information becomes too coarse and
it is impossible to maintain a finite estimation error. Related
stability results are also known – see Remark 1.
On the other hand latency d does not play a role for stability
as it does not appear in (9) - apart from the practical condition
that latency should be smaller than sampling period (d ≤ T in
Assumption 1). The fact that latency does not affect stability
is also mentioned in [6, Section IV.F] and [3] based on an
input-output channel model where information from the input
is always delayed by a constant amount of time at the output.
We will show now however that it does play a significant role
for the steady state estimation performance.
Theorem 2 (Scalar Estimation Performance). Consider the
remote estimation of the scalar dynamical system in (1) over
the communication channel and let Assumptions 1 and 2
hold. Suppose we employ the sequential quantization scheme
described in (3)-(7). If (9) holds, then the bound on the
expected steady state error converges to the value 2
lim sup
ℓ→∞
E|xℓT+d − xˆℓT+d|
≤ 1
2
Ad + (pe +
1−pe
2r )(A
T −Ad)− 1
1− (pe + 1−pe2r )AT
W
A− 1 (19)
2For the marginally stable case A = 1 the bound becomes
d+(pe+(1−pe)2
−r)(T−d)
(1−pe)(1−2−r)
W
2
.
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Fig. 6. Sublevel sets of the steady state estimation performance (19) as a function of reliability and latency. Estimation error becomes unbounded (unstable)
when the reliability exceed some threshold, while larger latency adversely affects performance.
Proof. In our scheme, at each reception time ℓT + d for ℓ =
0, 1, . . . the estimator constructs an estimate xˆℓT about the
state value xℓT and then, to counteract the effect of delay,
this estimate is propagated through the system dynamics (1)
to obtain an estimate about the current state xℓT+d of the form
xˆℓT+d = A
dxˆℓT (20)
The current estimation error then is bounded by
|xℓT+d − xˆℓT+d| ≤ Ad|xℓT − xˆℓT |+ A
d − 1
A− 1
W
2
(21)
accounting for the noise of the system (1) during this delay.
Similar to the proof of Theorem 1, we define define ∆ℓT
as the width of the set where the remote estimator knows that
the state xℓT belongs depending on the success or failure of
the message at time k = ℓT + d. Moreover we have shown in
(16) that |xℓT − xˆℓT | ≤ ∆ℓT /2 holds always. Using this fact
and taking expectation of (21) we get that
E|xℓT+d − xˆℓT+d| ≤ AdE∆ℓT
2
+
Ad − 1
A− 1
W
2
(22)
Recall also that E∆ℓT satisfies the recursion in (18). Hence
if condition (9) holds then the value E∆ℓT converges to
lim
ℓ→∞
E∆ℓT =
(pe +
1−pe
2r )
AT−1
A−1 W
1− (pe + 1−pe2r )AT
(23)
Plugging this limit expression in (22) we obtain the result
(19).
From (19) it can be seen that, unlike the stability analysis,
latency d has a crucial effect on performance (due to the term
Ad). We plot the bound (19) in Figure 6 for different values of
the latency parameter d and communication reliability pe and
for a fixed quantization rate r. We observe that this steady
state case differs from the finite time case of Figure 5. As
mentioned above in (9) there is a minimum reliability below
which the remote estimator cannot track the system and the
estimation error grows to infinity. Otherwise the estimation
performance improves as the error rate becomes smaller or
the latency decreases. We also note that a similar tradeoff
between data rate and delay and with perfect reliability (pe =
0) appears in [3, Sec. II], but without the coding design aspects
of our paper.
As already mentioned the parameters r, d, pe of our ab-
straction are interdependent variables of the employed channel
coding scheme. In the following section we discuss how these
dependencies arise from practical coding schemes, and how we
can tune over these parameters to obtain the latency-reliability
tradeoff that optimizes the steady state system performance.
Remark 1. Related stability results are also known, e.g.,
in [7, Prop. 4.2] for the case without disturbances, in [4,
Sec. 4.3] for the case with disturbances of potentially un-
bounded support, and in [18] for the packet-drop channel
without quantization (r→∞). We point out that our stability
result concerns the specific quantization scheme employed.
One may wonder if it is possible to support systems with even
larger eigenvalues (faster systems) by using other quantization
or coding schemes. If we ignore latency and consider our
communication block abstraction as an input-output channel
with input r bits and output that is erased with probability
pe, and assuming acknowledgments, then [4, Sec. 1.4.3] uses
the notion of anytime capacity introduced in [6] and argues
that (9) is in fact necessary and sufficient for stability. We
note however that, as detailed in the following section, our
communication abstraction already includes a communication
channel and corresponding coding and decoding blocks within,
so the above discussion on necessary and sufficient conditions
for stability may require further investigation.
III. CODE LENGTH SELECTION FOR ESTIMATION
PERFORMANCE
In this section we investigate how channel coding can play
a role in improving the system performance. That is, we
use error correcting codes to alleviate the effect of channel
noise on the transmitted messages. While coding leads to a
dramatic increase in reliability, it causes an extra penalty in
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latency as reliability is obtained at the cost of sending longer
messages (codewords). We will study latency-reliability trade-
offs obtained from codes and their consequences regarding
the system performance. We also discuss cross-layer coding
design, i.e., the selection of code parameters that yield the
optimal performance taking into account the system dynamics.
Uncoded Transmission. As a warm-up, we first consider
uncoded transmission, i.e. each time we send r (information)
bits through the channel uncoded and without using any error-
correction mechanism. Perhaps the simplest type of channel
we could consider is the so-called binary erasure channel with
erasure probability ζ (BEC(ζ)). On this channel, a bit is either
passed through perfectly with probability 1− ζ or completely
erased with probability ζ. Hence, each r-bit message is either
successfully received with probability (1 − ζ)r, or otherwise
with the complementary probability at least one bit is erased
and the message is discarded. This corresponds to a model
with pe = 1− (1− ζ)r .
We also model the latency d of transmitting the r-bit mes-
sage. As mentioned in Section II we assume the transmission
of each bit requires a normalized unit time interval, hence
d = r. With these expressions in place our communication
scheme is parameterized by the single parameter r, the quan-
tization level, taking values in [1, T ], as there are at most T
available time slots to transmit bits until the next sampling
time. The other parameters are ζ, the quality of the channel
which is assumed given and not a design variable.
In this case, we can specialize the stability condition of
Theorem 1 to:
[
1− (1− ζ)r +
(
1−ζ
2
)r]
AT < 1. We can
further plot in Figure 7 the optimal packet length r that
minimizes the steady state estimation error in (19) for different
values of the channel quality ζ and dynamics A. We observe
qualitatively that longer packet lengths, and hence larger
delays, are beneficial when the dynamics are fast or when
the channel quality improves. Otherwise for sufficiently slow
dynamics and noisy channel conditions it is better to employ
smaller packet length, even a single bit, but more reliably. Es-
timation becomes unstable when the system dynamics become
too fast or when the channel erasure becomes more likely.
Coded Transmission (using finite blocklength codes). We
consider error-correction coding systems which encode the r-
bit information messages into longer n-bit codewords. Here we
are assuming that the transmission takes place over a channel
with binary input (e.g. the binary erasure channel). Clearly, the
rate of the code needs to be lower than the channel capacity
r
n
< C. We attribute the latency d of communicating the n-
bit message in transmission delay of sending these n bits -
in practice there will also be other overheads contributing to
delay that we omit from the present analysis. For example
we model d = n, i.e., each bit requires a single (normalized)
time unit. The expected reliability (error probability) of the
code is denoted by pe, i.e. with probability 1 − pe we can
decode the information message correctly (from the noisy
outcome of the channel) and with probability pe the decoding
procedure is unsuccessful. As mentioned in Assumptions 1, 2
we further assume that the decoder can detect whether or
not the decoding procedure has been successful, and will
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Fig. 7. Estimation performance of uncoded communication over the binary
erasure channel. We observe that there is an optimal quantization level that
achieves the best latency-reliability tradeoff. Longer packet lengths, and hence
larger delays, are beneficial when the dynamics are fast or when the channel
quality improves.
notify the transmitter about it by using a one bit ACK/NACK
feedback – see also Remark 2. As a result, in case of decoding
failure, the transmitted packet will be discarded. We can thus
attribute the channel reliability 1 − pe to the probability of
successful decoding of the coded messages. Using Theorem 2,
the expected steady state error of the overall system is given
as
lim
ℓ→∞
E|xℓT+d − xˆℓT+d|
=
An + (pe +
1−pe
2r )(A
T −An)− 1
1− (pe + 1−pe2r )AT
W
A− 1 . (24)
From this expression it is apparent that the relation between
code parameters r, n, pe plays a key role in characterizing
the trade-off between the steady-state error and latency of
the system. Fundamental information–theoretic laws [51]–[53]
state that to reliably communicate over a channel with capacity
C, the optimal (shortest possible) blocklength n scales as
n ≈ V Q
−1(pe)
(C −R)2 , or equivalently:
pe = Q
(√
n
V
(C −R) +O(log n)
)
, (25)
where Q(·) is the tail probability of the standard normal
distribution, V is a characteristic of the channel referred to as
channel dispersion, and R = r/n. But the only optimal codes
(in the sense of (25)) we currently know have an exponential
decoding complexity in general. Crucially, we quest for codes
with low-complexity encoder/decoder design (ideally, linear in
blocklength). For the error-correcting codes used in practice,
one can compute (simulate) the trade-off curves showing how
the codelength n varies with the rate R = r/n at different
values of error probability pe. By plugging such trade-off
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Fig. 8. Estimation performance of different random coding schemes over the
binary erasure channel with erasure probability 0.5. We observe that there is
an optimal codelength that achieves the best latency-reliability tradeoff. For
r = 16 quantization bits the optimal codelength is n ≈ 45 bits, while for
r = 32 the optimal codelength is n ≈ 85 bits.
curves into (24) we can obtain trade-off curves for reliability
versus latency.
Let us now consider again the binary erasure channel
(BEC) as the transmission medium and use random linear
codes for error correction. Such codes are constructed by
selecting uniformly at random a linear mapping from the
space {0, 1}r to {0, 1}n. Such a mapping is specified by a
k × n binary matrix whose entries are chosen i.i.d according
to Bernoulli( 12 ). Every such random mapping (matrix) is a
code that can be use to encode an r-bit information vector to
a codeword of size n. For the specific case of BEC, random
codes can be decoded in cubic time in terms of the length
and are known to have the optimal rate-reliability-length as
in (25) (see e.g. [57]). In other words, such codes minimize
the latency of the communication block of the system in
Figure 2. However, as their encoding/decoding complexity is
rather high (cubic for BEC, exponential for other channels) we
seldom use these codes in practice and other codes with linear
complexity and higher latency (such as iterative) codes are
preferred. For given system dynamics A and sampling period
T we consider different code choices given by the quantization
level r (which indicates the number of raw information bits)
and codelength n. We obtain the error rate of such coding by
simulation, and we plot in Figure 8 the resulting estimation
error by (24). We observe that there is an optimal codelength
that minimizes estimation error. Shorter codes increase estima-
tion error because they have lower reliability. The difference
in performance can be significant, for example, in the figure,
there is 50% improvement in estimation quality between the
optimal length and the longest length. Alternatively longer
codes have better reliability but with resulting latency at the
expense of estimation performance. As a side note, we point
out that for the considered channel and dynamics values the
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Fig. 9. Estimation performance of different random coding schemes for a
stable system over the binary erasure channel with erasure probability 0.5.
We observe that there is an optimal codelength that achieves the best latency-
reliability tradeoff.
preceding case with uncoded messages leads to instability.
A similar plot for stable system dynamics is shown in
Figure 9. Unbounded estimation error (unstable) cannot occur
in this case because even if the probability of error is pe = 1
the estimation error is finite. But a performance tradeoff
in codelength exists. We see that an appropriate codelength
selection can decrease the estimation error by up to 30%
compared to longer codes.
Carrying on similar plots we also obtain the following
practical insights: for faster dynamics (larger AT ) and noisy
channel conditions (larger probability of erasure ζ) longer
codelengths are preferred. This is expected as faster systems
require higher reliability and noisy channels longer codes with
more redundancy. On the other hand, for slower dynamics and
less noisy channels shorter codelengths are optimal, i.e., there
is no performance gain from longer codes. In other cases the
codelengths should be neither too short nor too long.
Theoretically Optimal Blocklength. In principle, we can
use equations (24) and (25) to find the optimal delay that
minimizes the steady state error in terms of the number of
information bits r. This can be done by deriving equation (24)
in terms of n and noting that pe is implicitly dependent with n
through (25). However, the resulting equation does not attain
a simple closed form solution and hence we need to resort
to approximate solutions. Nevertheless, the equations can be
solved numerically by bisection and the optimal delay n can
be found in terms of r and the parameters of the dynamical
system and the channel.
Let us now provide a heuristic argument to approximate the
optimal delay n in the regime where the value of A is close to
1, e.g. A = 1.1 or smaller. Let θ(n) = pe(n)+
1−pe(n)
2r . Then
taking the derivative of (24) with respect to n and equaling to
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zero, we obtain that the optimal codelength satisfies
log(A)(1 − θ(n))(1 − θ(n)AT ) + dθ
dn
(AT − 1) = 0 (26)
where log is the natural logarithm. Suppose θ(n) is small
enough so that we may approximate (1−θ(n))(1−θ(n)AT ) ≈
1− θ(n)(AT +1). Further suppose A ≈ 1+ a for some small
a > 0 so that log(A) ≈ a and AT ≈ 1 + aT . Using these
approximations in (26) we get
1− θ(n)(2 + aT ) + dθ
dn
T ≈ 0 (27)
Moreover let us approximate θ(n) ≈ pe(n) which is
reasonable for a large number of information bits r. From
(25) let us approximate the normal tail as Q(x) ≈ φ(x)/x
where φ(x) is the standard normal density function. We also
have that
dQ(x)
dx
= −φ(x). Let us also assume the code rate
R = r/n in (25) is fixed to be independent of n then we
obtain from (27) that the optimal code length satisfies
1− φ(
√
n
V
(C −R))√
n
V
(C −R) (2 + aT )
−φ(
√
n
V
(C −R))C −R
2
√
V n
T ≈ 0 (28)
or equivalently
φ(
√
n
V
(C − r
n
))√
n
V
(C − r
n
)
≈
[
2 + aT + 1/2
(C − r
n
)2
V
T
]−1
(29)
This equation does not have a closed form solution with
respect to n. From this equation we see that both increasing
the system eigenvalue a and increasing the sampling period
T have the effect of increasing the optimal codelength n.
However the effect of the sampling period is more significant
at code rates further from the channel capacity (R << C).
Numerically we also see that this approximation compares
well with the optimal codelength shown in Figure 8, providing
n ≈ 37 and n ≈ 70 for the cases r = 16 and r = 32
respectively.
Remark 2. The case where the channel may corrupt the
transmitted message so that the receiver is not certain about
what message was sent or may incorrectly decode a message
is a challenging problem in control – see for example recent
work [11] – and is not further explored in this paper. We note
that when transmission is over the BEC channel, almost all
the code designs in practice are capable of detecting decoding
failures [58]. For other channels, the task of detecting the
decoding failures is typically facilitated by using the use of
cyclic redundancy check codes. Adding a cyclic redundancy
check code on top of e.g., the channel codes discussed in
Section III, can make the probability of incorrect decoding
negligible.
IV. LATENCY-RELIABILITY TRADEOFFS FOR
HIGHER-DIMENSIONAL SYSTEMS
In this section we consider higher dimensional systems.
Our goal is to fix a quantization scheme and develop a
methodology to analyze the rate-latency-reliability tradeoff in
state estimation. In particular this also includes the case where
a system may have both unstable and stable modes.
Consider the system
xk+1 = Axk + wk (30)
where xk ∈ Rn, and we denote each element as xk(i), i =
1, . . . , n, and A ∈ Rn×n and wk is bounded noise with
wk(i) ∈ [−W (i)/2,W (i)/2].
Tatikonda-Mitter [2] propose a scheme that goes as follows.
We can perform a similarity transform to obtain a system state
evolution in the normal Jordan form. In the new coordinate
system the receiver/estimator keeps a hyper-cube where the
state belongs. The sensor/transmitter also keeps track of this
hypercube and quantizes uniformly each element of this hy-
percube with a different number of bits per dimension. At
the next sampling time, the sensor updates each coordinate
of the hypercube to obtain a new hypercube where the new
state sample is guaranteed to belong. The estimation error
eventually accounts for the quantization performed along each
dimension and along all Jordan blocks.
We explain this scheme in more detail in our setup. As the
sensor in our setup is sampling the system every T time steps
this corresponds to system dynamics
xT = A
Tx0 +
T−1∑
ℓ=0
AT−1−ℓwℓ (31)
Specifically let AT = Φ−1JΦ be a Jordan decomposition
and for simplicity of exposition assume that A has only
real eigenvalues3. At sampling time T the sensor observes
the current state xT and applies the transform zT = ΦxT .
The sensor needs to quantize the transformed state. The
receiver/estimator knows that the state belongs in some n-
dimensional cube. The transmitter uniformly quantizes each
dimension i of this set into 2ri bins and transmits the ri-bit
message indicating the bin in which the measured state xT (i)
belongs for all dimensions i. In our paper we take these values
ri fixed and they satisfy
∑n
i=1 ri = r, but it is possible to also
optimize over how we allocate them. After the latency of d
time steps, given the success or fail of the transmission, the
receiver builds a state estimate zˆT of the state zT , applies the
inverse transform xˆT = Φ
−1zˆT to obtain an estimate about
the past state xT , and propagates the dynamics to obtain an
estimate xˆT+d = A
dxˆT = A
dΦ−1zˆT to counteract the effect
of latency as in Section II. Next we present the quantization
method and the evolution of the estimation error with respect
to the transformed state zT , and at the end we discuss the
performance with respect to the original system state xT .
Consider the situation at time step k = T . The sensor
measures zT . At the same time, the remote estimator knows
that the previous sample z0 lies in a hypercube, described
by z0(i) ∈ [
¯
Z0(i), Z¯0(i)] for each dimension i = 1, . . . , n.
Similar to the proof of Theorem 1 let us define the random
3Complex eigenvalues can be handled as in [2]. This setup ends up in
a slightly different coordinate state transformation and a slightly different
recursion than (41) and hence a different estimation error bound in (47). The
stability condition (46) remains the same.
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variable ∆0(i) = Z¯0(i)−
¯
Z0(i) which denotes the width along
each dimension.
At the sampling time k = T and before the transmission
takes place the receiver only knows that the state zT has
changed due to the model (31) to some value
zT = Jz0 +
T−1∑
m=0
ΦAT−1−mwm (32)
where we employed the Jordan decomposition. Consider the
ith element of this vector and suppose that it corresponds to
some (real by assumption) eigenvalue λ. It takes the value
zT (i) = λz0(i)+Ji,i+1z0(i + 1)
+
T−1∑
m=0
n∑
j=1
(ΦAT−1−m)ijwm(j) (33)
where we used the fact that J is in the Jordan normal form
and the element Ji,i+1 of this matrix is non-negative because
it takes the value either 0 or 1. Given the previous information
about z0(i) ∈ [
¯
Z0(i), Z¯0(i)] then, the remote estimator, before
transmission, knows that the state zT lies in a hypercube where
the ith element of this vector is upper bounded by
zT (i) ≤max{λZ¯0(i), λ
¯
Z0(i)}+ Ji,i+1Z¯0(i+ 1) (34)
+
T−1∑
m=0
n∑
j=1
|(ΦAm)ij |W (j)/2 (35)
where we employed the two extreme cases for z0(i) and we
sum up the magnitude of the unknown values of the system
noise w0, . . . , wT−1. Similarly it is bounded below by
zT (i) ≥min{λZ¯0(i), λ
¯
Z0(i)}+ Ji,i+1
¯
Z0(i+ 1)
−
T−1∑
m=0
n∑
j=1
|(ΦAm)ij |W (j)/2 (36)
Combining the upper and lower bounds we have that zT (i)
lies in an interval of length
|λ|(Z¯0(i)−
¯
Z0(i)) + Ji,i+1(Z¯0(i+ 1)−
¯
Z0(i + 1))
+
T−1∑
m=0
n∑
j=1
|(ΦAm)ij |W (j) (37)
Note that the absolute value of the eigenvalue has appeared.
Using the above introduced notation this length is equal to
|λ|∆0(i) + Ji,i+1∆0(i+ 1) +
T−1∑
m=0
n∑
j=1
|(ΦAm)ij |W (j)
(38)
We can further express these interval lengths along all dimen-
sions i = 1, . . . , n in a vector form
|J |∆0 +
T−1∑
m=0
|ΦAm|W (39)
where by |M | we denote a matrix whose elements are the
absolute values of the elements of the matrix M .
The sensor quantizes uniformly each dimension i of this
new hypercube with a selected number of bits ri, and it sends
the bin in which the state belongs.
Case I: With probability pe the message corresponding to
the sample zT is not successfully received at time k = T +
d, the remote estimator only knows the original information
before transmission, i.e., that zT lies in the above hypercube
with widths given by |J |∆0+
∑T−1
m=0 |ΦAm|W . The estimator
selects the center of this hypercube as the estimate zˆT .
Case II: Alternatively, if the message corresponding to the
sample zT is successfully decoded at time T + d, the remote
estimator learns in which of the 2r1+...+rn bins the state zT
belongs, it can construct an estimate as the center of that
interval. In that case the estimator knows that the state lies
in a hypercube with smaller widths (as compared to Case I)
given by diag{2−ri}(|J |∆0 +
∑T−1
m=0 |ΦAm|W )
Let us define ∆T as the width of the set where the remote
estimator knows that the state zT belongs depending on the
success or failure of the message at time k = T + d. This is
a new random variable defined as
∆T :=
{
|J |∆0 +
∑T−1
m=0 |ΦAm|W w. p. pe
diag{2−ri}(|J |∆0 +
∑T−1
m=0 |ΦAm|W ) w. p. 1− pe
(40)
depending on the Case I or II above. By Assumption 2 the
receiver sends an acknowledgment signal to the transmitter to
notify whether the message was successfully received or not.
Then the process repeats.
At a general sampling time ℓT we have that the width of
the expected hypercube follows the general recursion
E∆(ℓ+1)T =
(
peI+(1− pe)diag{2−ri}
)
(
|J |E∆ℓT +
T−1∑
ℓ=0
|ΦAℓ|W
)
(41)
which follows by taking the expectation in (40).
Since |J | is an upper triangular matrix (due to the Jordan
form), its eigenvalues are the diagonal elements, which cor-
respond to the absolute values |λi(AT )| of the eigenvalues of
matrix AT which are the same as |λi(A)|T . It follows that
the above recursion (41) converges to a finite value if and
only if the number of bits per dimension and the reliability
satisfy (pe + (1 − pe) 12ri )|λi(A)|T < 1 for all i. This is a
generalization of Theorem 1. Similar results are shown in [2,
Prop. 5.1]. Let ∆∗ denote the vector that is the unique steady
state solution of the above recursion (41), i.e.,
∆∗ =
(
peI+(1− pe)diag{2−ri}
)(
|J |∆∗ +
T−1∑
ℓ=0
|ΦAℓ|W
)
(42)
Let us now return to the estimation error. We have by
construction that for all sampling times and for all dimensions
i = 1, . . . , n that
|zℓT (i)− zˆℓT (i)| ≤ 1
2
∆ℓT (i) (43)
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We can then measure the estimation error with respect to the
original system dynamics as well as with respect to the current
state4 by
‖xℓT+d − xˆℓT+d‖
= ‖ AdΦ−1(zℓT − zˆℓT ) +
d−1∑
m=0
Ad−1−mwℓT+m ‖ (44)
where we used the fact that xˆℓT+d = A
dΦ−1zˆℓT as explained
in the beginning of this section. We can bound this estimation
error as
‖xℓT+d − xˆℓT+d‖
≤ ‖AdΦ−1‖‖zℓT+d − zˆℓT+d‖+
d−1∑
m=0
‖Ad−1−m‖‖wℓT+m‖
≤ 1
2
‖AdΦ−1‖
n∑
i=1
∆ℓT+d(i) +
d−1∑
m=0
‖Am‖
n∑
i=1
1
2
W (i) (45)
where in the last inequality we used (43). Taking the expec-
tation and the limit in the above expression we obtain the
following result
Theorem 3 (Vector Estimation Performance). Consider the
remote estimation of the dynamical system in (30) over the
communication channel and let Assumptions 1 and 2 hold.
Suppose we employ the sequential quantization scheme de-
scribed in this section. Let AT = Φ−1JΦ be a Jordan decom-
position and suppose the system has only real eigenvalues.
Moreover suppose
(pe + (1− pe)2−ri)|λi(A)|T < 1 (46)
holds for all i = 1, . . . , n. Then the expected steady state
estimation error is bounded by
lim sup
ℓ→∞
E‖xℓT+d − xˆℓT+d‖
≤ 1
2
‖AdΦ−1‖
n∑
i=1
∆∗(i) +
d−1∑
m=0
‖Am‖
n∑
i=1
1
2
W (i)
(47)
where ∆∗ is the solution to the linear equation (42).
To summarize, we can solve for the recursion steady state
solution (42), plug in the above expression (47), and obtain an
expression on the estimation cost. This is a generalization of
Theorem 2 which is in fact recovered in the scalar dynamics
case. Again we see that rate r, reliability pe and latency d
have a significant effect on performance.
In the following we analyze numerically the above rate-
latency-reliability tradeoff.
A. Finite blocklength selection for higher-dimensional systems
Consider the system with double integrator dynamics A =[
1 0.1
0 1
]
and driven by noise in the second state with
4In this section we consider the ℓ1 norm where ‖x− xˆ‖1 =
∑n
i=1 |x(i)−
xˆ(i)|.
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Fig. 10. Estimation performance of different random coding schemes for
a higher dimensional system over the binary erasure channel with erasure
probability 0.5. We observe that there is an optimal codelength that achieves
the best latency-reliability tradeoff.
magnitude W =
[
0
1
]
. This corresponds for example to
tracking the position of an object subject to random accel-
eration. Suppose we fix different quantization levels r and for
simplicity we allocate an equal number of bits to quantize
each dimension of this system. We consider again the Binary
erasure channel with parameter ζ and optimal coding for this
channel as explained in Section III. In Figure 10 we plot
the estimation performance for the first state as a function
of the code length. This is computed using the expression as
in (47). Note that in this example even though the first state
is not subject to noise there is still the effect of noise carried
over from the second state. We observe quantitatively similar
tradeoffs between shorter or longer codes as in the scalar
system case of Section III. Longer codes have better reliability
but they increase latency which in turn affects estimation,
hence they should be avoided.
V. CONCLUSION
We consider a new communication abstraction motivated by
the recent interest for low-latency high-reliability applications
in the Internet-of-Things. More specifically we examine the
tradeoffs between latency and reliability for the problem
of estimating scalar dynamical systems over communication
channels. We couple this approach with different latency-
reliability curves derived from practical coding schemes. Our
methodology enables a novel co-design, i.e., select the ap-
propriate codelength depending on the system dynamics to
optimize estimation performance.
Future work is focused on extending the co-design method-
ology from estimation to low-latency high-reliability control
of fast dynamical systems.
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