Optical phase estimation is a vital measurement primitive that is used to perform accurate measurements of various physical quantities like length, velocity and displacements [1, 2] . The precision of such measurements can be largely enhanced by the use of entangled or squeezed states of light as demonstrated in a variety of different optical systems [3, 4, 5, 6, 7, 8, 9] . Most of these accounts however deal with the measurement of a very small shift of an already known phase, which is in stark contrast to ab-initio phase estimation where the initial phase is unknown [13, 10, 11, 12] . Here we report on the realization of a quantum enhanced and fully deterministic phase estimation protocol based on real-time feedback control. Using robust squeezed states of light combined with a real-time Bayesian estimation feedback algorithm, we demonstrate deterministic phase estimation with a precision beyond the quantum shot noise limit. The demonstrated protocol opens up new opportunities for quantum microscopy, quantum metrology and quantum information processing.
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Parameter estimation is an integral part of any physical experiment. In some cases the parameter under interrogation can be measured sharply and thus the uncertainty associated with the measurement is solely governed by the fluctuations of the parameter itself. In other cases, a sharp, canonical measurement is not realizable even in principle. The optical phase is an example of such a parameter [14, 15, 16] . Due to the immense importance in performing an accurate phase measurement in imaging, metrology and communication, numerous theoretical proposals on designing optimised phase measurements have been put forward. The basic aim is to devise a scheme that achieves the sharpest probability distribution for the phase measurement given a fixed amount of resources.
Quantum estimation theory provides ultimate bounds on the variance of such probability distribution [17, 18] in the form of the Cramer-Rao theorems [19, 20, 21] : given N probe states, the variance of any unbiased estimatorφ is bounded from below by the quantities:
Here, F (φ) is the Fisher information (FI), which is a measure of the phase information associated with a certain detection strategy, while the quantum Fisher information (QFI), H, is the maximized FI over all possible detection strategies. The ultimate lower bound on the variance 1/N H is called the quantum Cramer-Rao (QCR) bound whereas the variance 1/N F (φ) is known as the Cramer-Rao (CR) bound. Employing coherent states of light, the QFI is proportional to the mean number of photons; H = 4 n and thus the QCR bound is given by V = 1/4N n -the so-called shot noise limit. This limit is surperior to the standard quantum limit (SQL) which is V = 1/2N n and realized with a heterodyne detector [22] . The SQL has been beaten in previous experiments using adaptive measurements of a coherent state [23, 24] .
Using non-classical resources, the estimation sensitivity can be greatly enhanced beyond the shot noise limit, and eventually reach the optimal Heisenberg scaling for which V ∝ 1/N n 2 . One class of quantum states of particular interest is the class of Gaussian states as they are relatively easy to produce and comparatively robust against losses [25] . It has been shown that by employing pure Gaussian squeezed states, the shot noise limit can be beaten and the QCR bound can be asymptotically approached by means of simple homodyne detection, Bayesian estimation and optical feedback [26, 27] . In this Letter we demonstrate such a squeezing enhanced quantum phase algorithm.
The phase estimation protocol is schematically shown in Fig. 1a : A squeezed state of light acquires an unknown phase shift within the interval [0, π/2] which is subsequently estimated using homodyne detection and Bayesian inference. Using such a measurement, the FI reaches the QFI only for one specific phase shift, φ opt , as illustrated in Fig. 1b . This means that by solely using homodyne detection (and Bayesian inference), optimal estimation at the QCR bound is attainable only at one specific phase, and estimation beyond the SQL can be realized only in a limited phase interval. This is sufficient for quantum phase sensing (where a tiny shift of a known phase is measured) but not for ab-initio phase estimation. To circumvent this limitation, the idea is to implement an adaptive feedback scheme such that the system is driven towards the optimal phase. More specifically, the strategy is to detect a small fraction of the available samples, use Bayesian inference to obtain a first rough estimate of the phase, employ that information to shift the local oscillator towards the optimal phase point and finally measure the remaining samples to deduce the final estimate via Bayesian inference.
Bayesian inference provides a framework for deducing the posterior probability distribution (PPD) of the phase conditioned on the M sampled homodyne data {x} M :
where N is a normalization constant. P (x i , φ) are the individual marginal phase distributions conditioned on single homodyne measurement outcomes x i , and is given by
where σ 2 φ = (2 n th +1) e −2r cos 2 (φ) + e 2r sin 2 (φ) is the variance of the probe state with r the squeezing parameter and n th the number of thermal photons. Due to the Laplace-Bernstein-Von Mises theorem [28] , the posterior distribution of an unknown parameter is independent on the a priori distribution for a large number of homodyne samples, and thus converging to a Gaussian distribution centered on the true value of the parameter, φ * , with a variance (N F (φ * )) −1 . If n th = 0, the use of homodyne detection and Bayesian inference yields operation at the QCR bound, which means that the protocol is optimal.
Optimality is however conditioned on the state being pure. Adding energy to the state either in terms of incoherent (phase sensitive) noise or in terms of a coherent phase space displacement will indeed increase the phase information (that is, the FI), but the maximized FI for homodyne detection and Bayesian inference is nevertheless only attainable by fuelling the pure squeezing process with all the available energy (see supplementary information). In any realistic implementation, the squeezed state will not be pure but polluted by noise, and thus the actual implementation will not reach the QCR bound but instead a sub-optimal bound that we coin the optimal Cramér-Rao (OCR) bound [29] .
The working principle of the Bayesian scheme combined with adaptive feedback is illustrated in Fig. 2 . We assume that the input state is prepared with an unknown phase shift φ * . The first homodyning stage produces a list of M R quadrature measurement outcomes each of which is associated with a probability distribution for the phase (see Eq. (3)). Based on all these distributions, the PPD is computed using the expression in Eq. (2) and the rough phase estimate is given by the maximum value, φ R = φ * + δφ R , of the distribution with an estimation error δφ R given by its width. This result is then used to introduce a phase shift, ∆ = φ R − φ M R . Due to the larger number of homodyne samples and the enhanced homodyne sensitivity (as a result of the proximity to the optimal phase), we get δφ F δφ R . To obtain the final estimate we add ∆ to φ opt and get Est [φ * ] = φ exp opt + ∆ = φ * + δφ F , which yields the input phase φ * with an error δφ F .
We now turn to the experimental demonstration of the scheme which comprises a source of squeezed light, a homodyne detector and fast feedback electronics. The squeezed light source is based on cavity-enhanced parametric down conversion (see Figure 3) , and the noise suppression of one quadrature is measured to −5.69 ± 0.07 dB relative to the vacuum noise limit while the noise of the conjugate quadrature is amplified by 11.83 ± 0.09 dB. These values for the squeezing and anti-squeezing correspond to an energy of n = 3.30 ± 0.07.
For the measurements we use a high-efficiency homodyne detector, including a local (reference) oscillator transversing a fast waveguide phase modulator (WGM). The demodulated homodyne AC signal is fed to a field-programmable gate array (FPGA), which is used to perform the rough estimation based on Bayesian inference as outlined above, and subsequently handles the feedback signal to the waveguide modulator. Due to the FPGA architecture, full implementation of the PPD computation was not convenient, since it would represent a speed bottle neck during the feedback stage. We therefore resorted to an equivalent formalism based on lookup tables and proper calibration (see the supplementary material). The estimation result, the homodyne AC signal and the feedback signal are collected by an oscilloscope and a typical output during a single measurement period is shown in Fig. 4 . The first part of the trace represents state preparation in which the local oscillator is phase locked to the squeezed state. This defines the reference and therefore the input phase (see Fig. 2a ). Once the estimation stage starts, the phase lock is released to enable the feedback of the FPGA, while after estimation, the lock is reestablished to prepare for the new measurement run. Due to the high stability of the setup, the relative phase between the local oscillator and the squeezed state was not drifting within a single estimation period that lasted between 10 and 70 µsec.
To investigate the performance of the protocol for one specific input phase, we fix the total number of homodyne samples to N tot and perform 80 repetitions. The results of the estimation variance is shown in Fig. 5 (top) for different input phases together with the theoretical predictions. The experimental results are in good agreement with the expected variance scaling, obtained by simulating the protocol with the same experimental parameters (see the supplementary material). As expected, the protocol performs best when the input phase is in the proximity of the optimal phase given by φ opt = 0.132 ± 0.001. This is due to the fact that as the input phase diverges from φ th opt , the rough estimation error δφ R gets larger, leading to an increasing error on the phase of feedback corrected probe in comparison to the optimal phase, |φ exp opt − φ th opt |, which in turn increases the final estimation variance. This is further signified by comparing a non-adaptive with the adaptive approach in Fig. 5 (top) .
We further investigate the variance scaling with the number of samples N tot . The experiment is realized for four different values of N tot , and the results are shown in Fig. 5 (bottom) where every data point is an average over several different initial phases distributed across the phase range. We also insert the theoretical predictions of the QCR bounds for the coherent state (orange line) and the pure squeezed state (purple line). From the figure, it is clear that all measurement points are substantially below the SQL (or heterodyne limit) and even below the QCR bound for coherent states.
In conclusion, we are the first to implement a real-time adaptive protocol for ab-initio phase estimation designed to asymptotically saturate the quantum Cramer-Rao limit beyond the shot noise limit. In constrast to a previous implementation of ab-initio phase estimation [13] , we use a source of deterministically generated squeezed states of light and real-time feedback control. We believe that our protocol can be applied to a variety of different metrological and informational tasks, in particular considering the recent advances in the production of pure and highly squeezed states of light [30] .
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