We solve the direct and inverse spectral problems for Dirac operators on (0, 1) with matrix-valued potentials whose entries belong to L p (0, 1), p ∈ [1, ∞). We give a complete description of the spectral data (eigenvalues and suitably introduced norming matrices) for the operators under consideration and suggest a method for reconstructing the operator from the spectral data.
Introduction
The aim of the present paper is to solve the direct and inverse spectral problems for self-adjoint Dirac operators generated by the differential expressions and some separated boundary conditions. Here q is an r ×r matrix-valued function with entries belonging to L p (0, 1), p ∈ [1, ∞), called the potential of the operator, and I is the identity r × r matrix. For such Dirac operators, we introduce the notion of the spectral data -eigenvalues and specially defined norming matrices. We then give a complete description of the class of the spectral data for the operators under consideration, show that the spectral data determine the operator uniquely and provide an efficient method for reconstructing the operator from the spectral data. Direct and inverse spectral problems for Sturm-Liouville and Dirac operators [1, 2, 3] have been studied over the last 50 years. Already in 1966, M. Gasymov and B. Levitan suggested using the spectral function or the scattering phase for reconstructing Dirac operators on a halfline [4, 5] . Ever since, direct and inverse spectral problems for Dirac operators, including the systems of higher orders, have been considered in many papers. Among the recent investigations in that area we mention the ones by M. Malamud et al. [6, 7, 8] , F. Gesztesy et al. [9, 10, 11] , A. Sakhnovich [12, 13] . Problems similar to the ones considered in this paper were recently treated by D. Chelkak and E. Korotyaev for Sturm-Liouville operators with matrix-valued potentials [14, 15] . We refer the reader to the references in [6] - [15] for further results on the subject.
The direct and inverse spectral problems for Dirac operators with summable scalar potentials were solved in [16] , where an algorithm for reconstructing the operator from two spectra or from one spectrum and the norming constants was suggested. Later, using the technique that was suggested in [17] for solving the inverse spectral problems for Sturm-Liouville operators with matrix-valued potentials, the case of Dirac operators with square-integrable matrix-valued potentials was considered in [18] . Therein, a complete description of the spectral data was given and a method for reconstructing the operator from the spectral data was suggested.
In this paper we extend the results of [18] to the case of Dirac operators with summable matrix-valued potentials. However, as compared with the special case q ∈ L 2 , it turns out that more general one q ∈ L p , p ≥ 1, meets some conceptual and technical difficulties.
In particular, the description of the spectral data in [18] involves a precise asymptotics of eigenvalues and norming matrices, which is not available for the operators with summable matrix-valued potentials. Namely, the proofs of the asymptotics in [18] were based on the results of [19, 20] that are applicable only for p = 2. To prove similar statements for p ≥ 1 one may need analogues of the results of [21] covering matrix-valued functions, but to the best of the author's knowledge these are not known yet. Furthermore, it turns out that we cannot separate the asymptotics of eigenvalues and the asymptotics of norming matrices under the present assumptions on the potential.
Instead, as opposed to the case p = 2, we formulate the description of the spectral data involving an auxiliary object which is the restriction of the Fourier transform of the spectral measure (see Theorem 1.1 and Definition 1.1 below and compare with Theorem 1.1 in [18] ). The latter is easy to construct given the spectral data and turns out to contain all the information about the potential.
Further, as compared with the case p = 2, while dealing with p ≥ 1 one also has to reconsider another condition involved in the description of the spectral data, i.e. the one on ranks of the norming matrices. Although the claim of the condition remains the same, technique of the proof that was used for p = 2 fails for p ≥ 1. Instead, we introduce the approach based on the theory of Riesz bases. In particular, new our approach uses a vector analogue of well-known Kadec's 1/4-theorem (see Appendix C), which plays an auxiliary role in this paper but may be used while solving other problems having to do with vector-valued functions.
From the practical point of view, a method for reconstructing the operator from the spectral data appears the same as for operators with square-integrable potentials and essentially consists in solving certain integral equation (see Theorem 1.4 and further comments on it). The paper is theoretical, but the results can be used in practical applications where the inverse spectral problems for Dirac operators with matrix-valued potentials arise. For instance, inverse problems for quantum graphs, which are of practical importance in nanotechnology, microelectronics, etc. (see, e.g., [22] ) in some cases can be reduced to the inverse problems for operators with matrixvalued potentials. As compared with the case considered in [18] , the results of the present paper allow stronger singularities of potentials which is important for applications.
The paper is organized as follows. In the reminder of this section we give a precise setting of the problem and formulate the main results. In Section 2 we provide some preliminaries: we introduce the Weyl-Titchmarsh function and establish the basic properties of the operators under consideration. In Sections 3 and 4, respectively, we solve the direct and inverse spectral problems. Several spaces used in this paper are introduced in Appendix A. In Appendix B we recall some facts on the factorization of integral operators. Finally, Appendix C is devoted to some auxiliary facts on the theory of Riesz bases.
Setting of the problem
Firstly, we introduce the space of potentials for Dirac operators considered in this paper. Let M r denote the set of r × r matrices with complex entries, which we identify with the Banach algebra of linear operators C r → C r endowed with the standard norm. We write I = I r for the unit element of M r and M + r for the set of all matrices A ∈ M r such that A = A * ≥ 0. We set
and endow Q p with the norm q Qp :
, q ∈ Q p . The space Q p will serve as the space of potentials for Dirac operators under consideration.
Let
and consider the differential expression
where
is the Sobolev space. The object of our investigation is the self-adjoint Dirac operator T q generated by the differential expression (1.1) and some separated boundary conditions:
The function q ∈ Q p will be called the potential of the operator T q . The spectrum σ(T q ) of the operator T q consists of countably many isolated real eigenvalues of finite multiplicity, accumulating only at +∞ and −∞. We denote by λ j (q), j ∈ Z, the pairwise distinct eigenvalues of the operator T q labeled in increasing order so that λ 0 (q) ≤ 0 < λ 1 (q), i.e.
Further, denote by m q the Weyl-Titchmarsh function of the operator T q (see, e.g., [9] ). The function m q is a matrix-valued meromorphic Herglotz function (i.e. such that Im m q (λ) ≥ 0 whenever Im λ > 0), and {λ j (q)} j∈Z is the set of its poles. We set 2) and call α j (q) the norming matrix of the operator T q corresponding to the eigenvalue λ j (q). For every j ∈ Z, the norming matrix α j (q) is non-negative and multiplicity of the eigenvalue λ j (q) equals the rank of α j (q). The sequence a q := ((λ j (q), α j (q))) j∈Z will be called the spectral data of the operator T q , and the matrix-valued measure
will be called its spectral measure. Here δ λ is the Dirac delta-measure centered at the point λ.
In particular, if q = 0, then
We give a complete description of the class
of the spectral data for the operators under consideration, which is equivalent to the description of the class M p := {µ q | q ∈ Q p } of the spectral measures. We then show that the spectral data of the operator T q determine the potential q uniquely and suggest a method for reconstructing this potential from the spectral data.
Main results
We start from the description of the spectral data for the operators under consideration. In what follows, a will stand for an arbitrary sequence pretending to be the spectral data of some Dirac operator T q , i.e. a := ((λ j , α j )) j∈Z , where (λ j ) j∈Z is a strictly increasing sequence of real numbers such that λ 0 ≤ 0 < λ 1 and α j , j ∈ Z, are non-zero matrices in M + r . Given the sequence a, denote by µ a a matrix-valued measure given by
and pretending to be the spectral measure. With every measure µ := µ a of the form (1.5) we associate a C r -valued distribution
where S r is the Schwartz space of rapidly decreasing C r -valued functions (see Appendix A). Now we introduce a kind of the Fourier transform of µ a : Definition 1.1 For an arbitrary measure µ := µ a of the form (1.5) we denote by µ a C r -valued distribution given by the formula
We denote by H µ the restriction of the distribution µ − µ 0 to the interval
where µ 0 given by (1.4) is the spectral measure of the free operator T 0 .
The distribution H µ , µ := µ a , plays an important role in establishing whether the sequence a is the spectral data of some operator T q . Namely, we partition the real axis into pairwise disjoint intervals ∆ n , n ∈ Z, by setting
Then the following theorem gives a complete description of the class A p of the spectral data for Dirac operators under consideration: Theorem 1.1 In order that a sequence a := ((λ j , α j )) j∈Z should belong to A p , p ≥ 1, it is necessary and sufficient that the following conditions are satisfied:
(B 3 ) the system of functions {e
Remark 1.1 Thus, in particular, the distribution H µ , µ := µ a , turns out to be regular for all a ∈ A p . In this case, H µ (x) can be formally defined by the formula
but the convergence of this series in L p ((−1, 1), M r ), p ≥ 1, is difficult to establish without knowing the precise asymptotics of eigenvalues and norming matrices. The proof for the case p = 2 is given in [18] .
Further, it turns out that the spectral data of the operator T q determine the potential q uniquely:
This allows a possibility to reconstruct the operator from the spectral data.
As in [17, 18] , we base our reconstruction algorithm on Krein's accelerant method:
a.e. on (−1, 1) and for every a ∈ (0, 1] the integral equation
has only zero solution in L 2 ((0, a), C r ). We denote by H p , p ≥ 1, the set of all accelerants belonging to L p ((−1, 1), M r ) and endow H p with the metric of the space L p ((−1, 1), M r ).
Equivalently, it is known (see, e.g., [16] ) that an arbitrary function H ∈ L p ((−1, 1), M r ), p ≥ 1, belongs to H p if and only if the Krein equation
where Ω :
In this case, a solution of (1.9) is unique and we denote it by R H (x, t), (x, t) ∈ Ω.
We define the Krein mapping Θ :
This mapping provides a one-to-one correspondence between accelerants H ∈ H p and potentials q ∈ Q p : Theorem 1.3 For all p ≥ 1, the Krein mapping Θ is a homeomorphism between the metric spaces H p and Q p .
We use the Krein mapping to reconstruct the potential q from the spectral data of the operator T q : Theorem 1.4 Given an arbitrary sequence a ∈ A p , set µ := µ a and H := H µ . Then H ∈ H p and a = a q for q = Θ(H).
Therefore, Theorems 1.2 and 1.4 provide an efficient method for reconstructing the Dirac operator T q from the spectral data. Namely, given an arbitrary sequence a ∈ A p being the spectral data of some Dirac operator T q , construct the matrix-valued measure µ := µ a by the formula (1.5); set H := H µ by the formula (1.7) or (1.8); substitute H into the Krein equation (1.9) and find R H ; find the potential q = Θ(H) by the formula (1.10). That the potential q is the one looked for follows from the fact that the Dirac operator T q has the spectral data a we have started with.
The method can be visualized by means of the following diagram:
Here s j denotes the step number j. The steps s 1 and s 2 are trivial. The basic and non-trivial step is s 3 , which requires solving the Krein equation (1.9).
Remark 1.2
One can similarly consider the Dirac operators with general separated boundary conditions. However, the description of the spectral data would be more complicated since the spectrum of the free operator T 0 (subject to q = 0) is more involved in this case. The author plans to consider the operators with general (not necessarily separated) boundary conditions in a forthcoming paper.
Preliminary results
Here we introduce the Weyl-Titchmarsh function and establish the basic properties of the operator T q . The material of this section mainly follows [18] but forms the essential base for further considerations.
The Weyl-Titchmarsh function of the operator T q
We start from constructing the Weyl-Titchmarsh function of the operator
so that the boundary conditions y 1 (0) = y 2 (0), y 1 (1) = y 2 (1) can be written in the form
The multiplier
provides the normalization aa * = I. Denote by u q (·, λ) ∈ W 1 1 ((0, 1), M 2r ), λ ∈ C, a matrix-valued solution of the Cauchy problem
and set
so that the 2r × r matrix-valued functions ϕ q (x, λ) and ψ q (x, λ) solve the Cauchy problems
respectively. Next, define the r × r matrix-valued functions s q (λ) and c q (λ) by the formulae
is called the Weyl-Titchmarsh function of the operator T q .
Repeating the proofs in [18] , which were done for the case of square-integrable potential, one can prove the following lemma claiming the basic properties of just introduced objects:
such that for all λ ∈ C and x ∈ (0, 1),
is a solution of (2.2) in the free case q = 0; moreover, the mapping
(ii) the functions s q (λ) and c q (λ) are entire and allow the representations
where g q and h q are some (depending on q) functions in L p ((−1, 1), M r ); moreover, the mappings
Sketch of the proof. Repeating the proof in [18] and using the results of [23] , one can show that there exist unique matrix-valued functions P
Then, by virtue of definitions (2.1) and (2.3), straightforward calculations lead us to the representations (2.5), (2.6) and (2.7). Moreover, since the mappings
Thus we obtain parts (i) and (ii) of the present lemma.
To prove part (iii), observe that by virtue of the representations (2.6), (2.7) and Lemma A.2 we have lim
Therefore, s q (λ) is invertible for all λ ∈ O large enough, so that m q is meromorphic and (2.8) holds true.
It will follow that poles of the Weyl-Titchmarsh function m q are eigenvalues of the Dirac operator T q . Given also the corresponding residues of m q , it is possible to find the potential q.
Basic properties of the operator T q
Here we establish the basic properties of the operator T q . We set
and denote by I the identity operator in H. For an arbitrary q ∈ Q p , p ≥ 1, and λ ∈ C, denote by Φ q (λ) the operator acting from C r to H by the formula
Taking into account (2.5), we obtain that for all λ ∈ C,
where K q is an integral operator in H with kernel K q (see Lemma 2.1, part (i)) and
The following lemma claims basic properties of the operators Φ q (λ). Particularly, the second part of the lemma is important:
where Φ *
(ii)
Proof. Since the operator I + K q is a homeomorphism of the space H, part (i) easily follows from (2.9) and (2.10). To prove part (ii), note that for all c ∈ ker s q (λ) the function f (x) := ϕ q (x, λ)c verifies the equality ϑf ′ + qf = λf and the boundary conditions af (0) = af (1) = 0. Conversely, the generic solution of the problem
takes the form f (x) = ϕ q (x, λ)c, c ∈ C r , while the boundary condition af (1) = 0 means c ∈ ker s q (λ). Therefore, the equality (2.12) follows. Now, denote by λ j := λ j (q), j ∈ Z, the pairwise distinct eigenvalues of the operator T q labeled in increasing order so that λ 0 ≤ 0 < λ 1 , and let α j := α j (q) be the corresponding norming matrices defined by (1.2). Then the basic properties of the operator T q are formulated in the following theorem:
Then the following statements hold true:
(ii) the spectrum σ(T q ) of the operator T q consists of isolated real eigenvalues of finite multiplicity and, moreover,
(iii) denote by P q,j the orthogonal projector onto ker(T q − λ j I ); then
(iv) for every j ∈ Z the norming matrix α j is non-negative and
14)
The proof of Theorem 2.1 repeats the proof in [18] . In particular, part (ii) together with (2.4) implies that eigenvalues of the operator T q are poles of the Weyl-Titchmarsh function m q . By virtue of the relations (2.9), (2.13) and (2.14), the operators Φ q (λ) and the function K q from Lemma 2.1 will play an important role in this investigation.
Direct spectral problem
Here we prove the necessity part of Theorem 1.1: we show that for an arbitrary potential q ∈ Q p , p ≥ 1, the spectral data of the operator T q satisfy the conditions (B 1 )-(B 4 ). Throughout this section we use the abbreviations λ j := λ j (q) and α j := α j (q) for eigenvalues and norming matrices of the operator T q , respectively.
Condition (B 1 )
In this subsection we prove the following proposition: Proposition 3.1 For an arbitrary potential q ∈ Q p , p ≥ 1, the spectral data a q of the operator T q satisfy the condition (B 1 ), i.e. the following asymptotics hold true:
As in [18] , the proof of Proposition 3.1 is based on the claim that eigenvalues of the operator T q are zeros of certain entire function. However, as opposed to the case of square-integrable potential, we can establish only the rough asymptotics of eigenvalues and norming matrices. Thus, we start the proof of Proposition 3.1 from making the following remark:
Remark 3.1 As follows from Theorem 2.1, part (ii), the eigenvalues (λ j ) j∈Z of the operator T q are zeros of the entire function
Since the function s q (λ) allows a representation (2.6), repeating the proofs in [19] one can use Rouche's theorem to show that the set of zeros of the function s q (λ) can be indexed (counting multiplicities) by numbers n ∈ Z so that the corresponding sequence (ξ n ) n∈Z has the asymptotics
Further, it also follows that the set of zeros of the entire function
can be indexed (counting multiplicities) by numbers n ∈ Z so that the corresponding sequence (ζ n ) n∈Z has the asymptotics
Now the proof of Proposition 3.1 is straightforward: Proof of Proposition 3.1. Since, by Remark 3.1, eigenvalues (λ j ) j∈Z of the operator T q are zeros of the entire function s q (λ), the asymptotics (3.1) directly follow from (3.4). Thus it only remains to prove (3.2).
For n ∈ Z denote
It follows from the definition (1.2) of α j and from the asymptotics (3.1) of (λ j ) j∈Z that there exists n 0 ∈ N such that for all n ∈ Z, |n| > n 0 ,
Therefore, for all n ∈ Z, |n| > n 0 ,
Now taking into account (2.8), we observe that β n = o(1), |n| → ∞, as desired.
Conditions (B 2 ) and (B 3 )
In this subsection we prove that the spectral data for the operators under consideration satisfy the conditions (B 2 ) and (B 3 ). We start from proving the condition (B 2 ): Proposition 3.2 For an arbitrary potential q ∈ Q p , p ≥ 1, the spectral data a q of the operator T q satisfy the condition (B 2 ), i.e. there exists N 0 ∈ N such that for all natural N > N 0 ,
The proof of Proposition 3.2 involves a technique based on the theory of Riesz bases. However, before starting the essential part of the proof we have to establish some auxiliary results. Namely, recalling Remark 3.1 claiming that eigenvalues (λ j ) j∈Z of the operator T q are zeros of the entire function s q (λ), we need to prove the following lemma:
Lemma 3.1 Let n j , j ∈ Z, denote the multiplicity of zero λ j of the function s q (λ). Then there exists N 1 ∈ N such that for all λ j ∈ ∆ n , |n| > N 1 ,
Proof. Firstly, observe that by virtue of the relations (2.11), (2.12) and (2.14), we have
one can easily find that
Now let us show that there exists N 1 ∈ N such that for all λ j ∈ ∆ n , |n| > N 1 ,
Indeed, since the function m q (λ) is meromorphic in C and has a pole of first order at point λ j (see, e.g., [25] ), we find that
where the function g j (λ) is analytic in the neighborhood of λ j . Denote by Q j an orthogonal projector onto Ran α j and set
Then it follows from (3.10) that the function
is bounded in the neighborhood of λ j . Furthermore, observe that by virtue of the asymptotics (3.5) of zeros of det c q (λ), the function λ → c q (λ) −1 is analytic in the neighborhood of λ j for large values of |λ j |.
Now
is bounded in the neighborhood of λ j for large values of |λ j |. Therefore, since
we observe that there exists N 1 ∈ N such that for all λ j ∈ ∆ n , |n| > N 1 , the inequality (3.9) holds true. Together with (3.8), this proves the lemma. Now, recalling the asymptotics (3.4) of zeros of s q (λ), we arrive at the following corollary which was the purpose of Lemma 3.1:
Corollary 3.1 There exists N 2 ∈ N such that for all n ∈ Z, |n| > N 2 ,
Now we can proceed to the principal part of the proof involving the theory of Riesz bases. The approach is based on Lemma 3.2 below, which will be used in solving both the direct and inverse spectral problems. The proof of the Lemma 3.2 uses a vector analogue of well-known Kadec's 1/4-theorem which is established in Appendix C.
Thus, let a := ((λ j , α j )) j∈Z be an arbitrary sequence where (λ j ) j∈Z is a strictly increasing sequence of real numbers such that λ 0 ≤ 0 < λ 1 and α j , j ∈ Z, are non-zero matrices in M + r . Since the matrices α j , j ∈ Z, are self-adjoint and non-negative, for every j ∈ Z there exists a system of pairwise orthogonal vectors {v j,k } rank α j k=1
in C r such that
Denote by ǫ k , k = 1, . . . , r, a standard orthonormal basis for C r . Then the following lemma holds true: Lemma 3.2 Let a := ((λ j , α j )) j∈Z be an arbitrary sequence satisfying the asymptotics (3.1) and (3.2), and assume that there exists N 0 ∈ N such that for all n ∈ Z, |n| > N 0 ,
(3.12)
Then there exists N 1 ∈ N such that for all natural N > N 1 the system E N ∪ B N , where 13) and
is a Riesz basis for the space H := L 2 ((−1, 1), C r ) (see Appendix C).
Proof. We prove the lemma by applying Theorem C.1. As follows from the equality (3.12), for all n ∈ Z, |n| > N 0 , the system
consists of exactly r vectors. Moreover, since
where 16) we claim that N 0 can be taken so large that for all n ∈ Z, |n| > N 0 , the system V n forms a basis for the space C r . For n ∈ Z, |n| > N 0 , we denote by A n the operator acting in C r by the formula
and set B n to be an operator transforming a standard orthonormal basis for C r into the basis V n . It follows from the asymptotics (3.1) and (3.2) that there exists a natural
Moreover, let us show that sup
Indeed, since
where β n is self-adjoint non-negative matrix given by (3.16), we observe that for all |n| > N 1 the vectors β n −1/2 v j,k , where v j,k ∈ V n , form an orthonormal basis for C r . Therefore, B n = β n 1/2 U n , where U n is a unitary matrix in M r . Since, by virtue of (3.15), we have
18) follows. Therefore, taking into account (3.17) and (3.18), we find from Theorem C.1 that for all natural N > N 1 the system E N ∪ B N forms a Riesz basis for the space H, as desired. Now we use Lemma 3.2 and Corollary 3.1 to prove Proposition 3.2: Proof of Proposition 3.2. Since the norming matrices α j , j ∈ Z, are self-adjoint and nonnegative, for every j ∈ Z there exists a system of pairwise orthogonal vectors {v j,k } rank α j k=1
in C r such that (3.11) holds true.
Observe that by virtue of Proposition 3.1 and Corollary 3.1, the conditions of Lemma 3.2 are satisfied. Hence, it follows from Lemma 3.2 that there exists N 1 ∈ N such that for all natural N > N 1 , the system E N ∪ B N (see (3.13) and (3.14)) is a Riesz basis for the space H := L 2 ( (−1, 1) , C r ). Therefore, Proposition 3.2 will be proved if we show that the system
we then obtain that for all natural N > N 1 , the finite systems B 0 \ B N and E N consist of the same number of elements. Obviously, this implies the claim of Proposition 3.2. Thus let us prove that B 0 is a basis for H. Indeed, since the operators
form a system of pairwise orthogonal projectors in the space H (see Theorem 2.1) and
we find that the system
is a basis for the space H. Since Φ q (λ) = (I + K q )Φ 0 (λ) and the mapping I + K q is a homeomorphism of H, we observe that the system
remains a basis for H. Now introduce the unitary mapping V : H → H acting by the formula
and note that V maps the function e iλ j t v j,k to Φ 0 (λ j )v j,k for all j ∈ Z, 1 ≤ k ≤ rank α j . Therefore, the system B 0 is a basis for the space H, as desired.
In particular, from the proof of Proposition 3.2 we also obtain the following: Corollary 3.2 For an arbitrary potential q ∈ Q p , p ≥ 1, the spectral data a q of the operator T q satisfy the condition (B 3 ), i.e. the system
Proof. It follows from the proof of Proposition 3.2 that the system B 0 given by (3.19) is a basis for the space H := L 2 ((−1, 1), C r ). Therefore, we immediately obtain that X ⊥ = (lin B 0 ) ⊥ = {0}, as desired. Here lin B 0 denotes the linear span of B 0 .
The Krein mapping. Proof of Theorem 1.3
Thus, it remains only to prove that the spectral data for the operators under consideration satisfy the condition (B 4 ). In order to do this, we need to look into some properties of the Krein mapping Θ given by (1.10). In particular, here we prove Theorem 1.3 claiming that for all p ≥ 1 the mapping Θ is a homeomorphism between the space H p of accelerants and the space Q p of potentials.
We start from the following remark:
Remark 3.2 It obviously follows from the results of Appendix B that for all p ≥ 1, the mapping H → Θ(H) := iR H (·, 0) acts continuously from H p to Q p . Now, for an arbitrary accelerant H ∈ H p denote by F H a self-adjoint integral operator in H with kernel F H (x, t) := 1 2
Then the following proposition explains a natural connection between an accelerant H and the corresponding potential q := Θ(H):
Proof. Part (i) of the present proposition directly follows from Lemma B. 
Then it follows from [18] that for all n ∈ N,
Now, by virtue of Theorem B.2, we find that the mapping
) is continuous. From the other side, it follows from Lemma 2.1 that so is the mapping Q p ∋ q → K q ∈ G + p (M 2r ). Furthermore, as follows from Remark 3.2, the mapping Θ acts continuously from H p to Q p . Hence, passing to the limit in (3.23) we obtain that
as desired.
Now we are ready to prove Theorem 1.3. The proof also uses the results of [24] and [18] : Proof of Theorem 1.3. As follows from Remark 3.2, the mapping Θ acts continuously from H p to Q p for all p ≥ 1. Therefore, it remains to prove that Θ is invertible and that the inverse mapping Θ −1 acts continuously from Q p to H p . Denote by H 0 the set of all accelerants that are continuous on [−1, 1] \ {0} having a jump discontinuity at the origin, and set Θ 0 := Θ| H 0 .
Then it is proved in [24] that Θ 0 maps H 0 onto C([0, 1], M r ) one-to-one. Since H 0 is dense in H p and C([0, 1], M r ) is dense in Q p for all p ≥ 1, the present theorem will be proved if we show that Θ 0 −1 can be extended to a continuous mapping from Q p to H p .
Recalling the results of [18] , we find that the mapping Θ 0 −1 can be represented in the following way. For an arbitrary q ∈ C([0, 1], M r ) denote by K q an integral operator in H with kernel K q (see Lemma 2.1) and set
Let F q be the kernel of F q . Since the mappings
) are continuous (see Lemmas 2.1 and A.1, respectively), it follows that the mapping Q p ∋ q → F q ∈ G p (M 2r ) is continuous as well. As follows from Proposition 3.3, if q = Θ(H) for some H ∈ H p , then F q = F H . By virtue of the formula (3.21) for F H , the inverse of the mapping , 1) , M r ) that can be easily written: write F ∈ G p (M 2r ) in the block-diagonal form
where F ks ∈ G p (M r ), k, s ∈ {1, 2}, and set 
Since the mappings
are continuous, we obtain that Υ acts continuously from Q p to L p ((−1, 1), M r ). It follows from [18] that
. Therefore, we find that the mapping Θ 0 −1 can be extended to a continuous one from Q p to H p , as desired. Theorem 1.3 will find its application in the next subsection, while Proposition 3.3 will also play an important role in solving the inverse spectral problem.
Condition (B 4 )
The main result of this subsection is the following theorem: Theorem 3.1 Let q ∈ Q p , p ≥ 1, set µ := µ q and H := H µ (see the definitions (1.3) and (1.7), respectively). Then H ∈ H p and q = Θ(H).
In particular, from Theorem 3.1 we immediately obtain the following: Corollary 3.3 For an arbitrary potential q ∈ Q p , p ≥ 1, the spectral data a q of the operator T q satisfy the condition (B 4 ), i.e. H µ ∈ L p ((−1, 1) , M r ), µ := µ q .
We prove Theorem 3.1 by a limiting procedure using the results of [18] . Before starting the proof, we need to establish two auxiliary technical lemmas. Proof. It follows from Lemma 2.1 that 27) where
Moreover, since q n → q in the metric of the space Q p , from Lemma 2.1 we also obtain that lim n→∞ g qn − g q L 1 = 0.
Similarly,
Now let us establish some estimates for s q (λ) −1 and s qn (λ) −1 as λ ∈ K N . By virtue of Lemma A.2, we obtain that there exists N 1 ∈ N such that for all natural N > N 1 ,
In the meantime, using the expansion of sin λ as an infinite product we note that | sin λ| ≥ | sin |λ||, λ ∈ C, and thus | sin λ| ≥ 1 2 as λ ∈ K N . Moreover, as | Im λ| > ln 2 we arrive at the estimate
Thus, | sin λ| ≥ e | Im λ| as λ ∈ K N . Using this estimate together with (3.29), we obtain from (3.27) that
, we obtain that there exist n 0 ∈ N and N 2 ∈ N such that for all natural n > n 0 and N > N 2 ,
as λ ∈ K N . Therefore, for all natural n > n 0 ,
Hence we conclude that the functions m q and m qn , n > n 0 , have no poles on K N as N > N 0 := max{N 1 , N 2 }. Moreover, it follows from the definitions of m q and m qn that
Since
taking into account (3.28), (3.30) and (3.31) we arrive at the equality (3.26).
We use the preceding lemma to obtain the following auxiliary result:
where µ qn and µ q are the spectral measures of the operators T qn and T q , respectively.
Proof. Let (α j , λ j ) j∈Z and (α j,n , λ j,n ) j∈Z be the spectral data of the operators T q and T qn , respectively. Then for all f ∈ S r , supp
where f (λ) is defined by (1.6). Since f ∈ S r and for all n ∈ N the norms α j,n , j ∈ Z, are uniformly bounded (see (3.2)), it suffices to show that there exists N 0 ∈ N such that for all natural N > N 0 , lim
Note that for fixed N ∈ N both the left and right parts of (3.32) depend only on the values of f on some (large enough) finite interval. Since the function f ∈ S r can be uniformly approximated by "polynomials" from P r (see Appendix A) on any finite interval, (3.32) will be proved if we show that
for an arbitrary P ∈ P r .
for large values of N, where K N := {λ ∈ C | |λ| = πN + π/6}. Hence it is enough to prove that there exists N 0 ∈ N such that for all natural N > N 0 ,
But this claim follows directly from (3.26), and thus the proof is complete.
Now we can use Lemma 3.4 to prove Theorem 3.1: Proof of Theorem 3.1. Let q ∈ Q p , p ≥ 1. Assume that for all n ∈ N, q n ∈ C([0, 1], M r ) and lim n→∞ q − q n Qp = 0. Let µ q and µ qn , n ∈ N, be the spectral measures of Dirac operators T q and T qn , respectively. Then from Lemma 3.4 we obtain that for all f ∈ S r such that
It follows from [18] that for all n ∈ N, H µq n ∈ H 2 and that H µq n = Θ −1 (q n ). Hence (3.33) reads
From the other side, since Θ −1 acts continuously from Q p to H p , we observe that for all f ∈ S r , supp
Thus we obtain that for all f ∈ S r , supp
Thus, so far we have proved that for an arbitrary potential q ∈ Q p , p ≥ 1, the spectral data a q of the operator T q satisfy the conditions (B 1 )-(B 4 ) . This is the necessity part of Theorem 1.1. The next section is devoted to establishing its sufficiency part and solving the inverse spectral problem for the operator T q .
Inverse spectral problem
In this section we finish the proof of Theorem 1.1 and prove Theorems 1.2 and 1.4, and thus solve the inverse spectral problem for the operator T q . Namely, we show that if a sequence a := ((λ j , α j )) j∈Z satisfies the conditions (B 1 )-(B 4 ), then there exists a unique potential q ∈ Q p such that a = a q . Theorem 1.4 then suggests a method how to reconstruct this potential from the spectral data.
Proof of Theorems 1.1 and 1.4
Here we prove that if a sequence a satisfies the conditions (B 1 )-(B 4 ), µ := µ a and H := H µ , then H ∈ H p and a = a q for q = Θ(H). This is the sufficiency part of Theorem 1.1 and the proof of Theorem 1.4.
We start from the following technical but nevertheless important lemma:
Lemma 4.1 For an arbitrary sequence a := ((λ j , α j )) j∈Z set µ := µ a and H := H µ . If H ∈ L p ((−1, 1) , M r ), p ≥ 1, then the following equality holds true:
where F H ∈ G p (M 2r ) is an integral operator in H with kernel F H given by (3.21) and the operators Φ 0 (λ) : C r → H are given by (2.10).
Proof. Given an arbitrary sequence a := ((λ j , α j )) j∈Z , set µ := µ a , H := H µ , and assume that H ∈ L p ((−1, 1) , M r ). Denote by H an integral operator in L 2 ((0, 1), C r ) acting by the formula
and let I stand for the identity operator in L 2 ((0, 1), C r ). Let us show that the operator I + H is unitarily equivalent to I + F H . Indeed, consider the unitary transformation V : L 2 ((0, 1), C r ) → H given by the formula
Then a simple verification shows that
Furthermore, we find that for all j ∈ Z,
where for an arbitrary λ ∈ C the operator Ψ 0 (λ) acts from C r to L 2 ((0, 1), C r ) by the formula
Hence, in order to prove (4.1) it suffices to show that
Firstly, we observe that (4.2) holds true on the set of smooth functions f ∈ S r . Namely, let f ∈ S r , supp f ⊂ [0, 1]. Then, by virtue of definitions (1.6) and (1.7), we have that for an arbitrary but fixed x ∈ (0, 1), , 1) , C r ), in order to finish the proof it remains to show that there exists the limit s-lim N →∞ N j=−N C j , where the operators C j , j ∈ Z, act in L 2 ((0, 1), C r ) by the formula
To this end, note that for every j ∈ Z the operator C j is self-adjoint and non-negative, and that (4.3) implies that for all N ∈ N, Proof. Firstly, it follows from the condition (B 4 ) that H ∈ L p ((−1, 1), M r ). Construct the function F H ∈ G p (M 2r ) by formula (3.21) and let F H ∈ G p (M 2r ) be an integral operator in H with kernel F H . Taking into account Lemma B.1, we find that the present lemma will be proved if we show that I + F H > 0.
It follows from Lemma 4.1 that
Therefore, since for every j ∈ Z the operator Φ 0 (λ j )α j Φ * 0 (λ j ) is non-negative, it follows that I + F H ≥ 0. Hence, since the operator F H is compact, we obtain that I + F H > 0 if and only if ker(I + F H ) = {0}. Now taking into account that for all j ∈ Z, ker Φ 0 (λ j ) = {0}, we find that
where X is the set from the condition (B 3 ) defined by (3.20) and the unitary mapping U :
Since, by virtue of the condition (B 3 ), X ⊥ = {0}, we obtain that ker(I + F H ) = {0}, as desired. Now, given an arbitrary sequence a satisfying the conditions (B 1 )-(B 4 ), set µ := µ a , H := H µ and q := Θ(H).
For all j ∈ Z define the operators
Remark 4.1 By this construction, if a = a q for some q ∈ Q p , then P a,j = P q,j , i.e. P a,j is an orthogonal projector of the operator T q corresponding to the eigenvalue λ j (q) (see Theorem 2.1, parts (iii) and (iv)).
According to (4.4), for every j ∈ Z the operator P a,j is self-adjoint non-negative operator of finite rank. If we show that { P a,j } j∈Z is a complete system of orthogonal projectors, then the same arguments as in [17, 18] will lead us to the desired equality a = a q , q = Θ(H).
We start from proving completeness of { P a,j } j∈Z , which is a direct consequence of Proposition 3.3: Proof. Let the assumptions of the present lemma hold true. Construct the function F H ∈ G p (M 2r ) by formula (3.21) and denote by F H ∈ G p (M 2r ) an integral operator in H with kernel F H . It follows from Proposition 3.3 that 6) where
) is an integral operator in H with kernel K q (see Lemma 2.1). From the other side, observing that by virtue of Lemma 4.1,
and recalling that Φ q (λ) = (I + K q )Φ 0 (λ) (see (2.9)), by virtue of the equalities (4.6) and (4.7) we arrive at (4.5).
Next we prove that { P a,j } j∈Z is a system of pairwise orthogonal projectors. Again, as in solving the direct spectral problem, the proof uses Lemma 3.2 and the theory of Riesz bases.
Lemma 4.4 Let a sequence a satisfy the conditions (B 1 )-(B 4 ), set µ := µ a , H := H µ and q := Θ(H). Then { P a,j } j∈Z is a system of pairwise orthogonal projectors.
Proof. As in the proof of Proposition 3.2, for an arbitrary j ∈ Z we denote by {v j,k } rank α j k=1 a system of pairwise orthogonal vectors in C r such that
Then, taking into account (4.4), we obtain that
The present lemma will be proved if we show that the system
is a Riesz basis for the space H. Indeed, from the equality (4.5) we then obtain that for an arbitrary function f s,l ,
which implies the equalities (f j,k |f j,k ) = 1 and (f s,l |f j,k ) = 0 as (s, l) = (j, k). Therefore, P a,s P a,j = 0 as s = j, and thus { P a,j } j∈Z is a system of pairwise orthogonal projectors.
Hence it remains to prove that A is a Riesz basis for H. To this end, it suffices to show that the system
is a Riesz basis for the space H := L 2 ((−1, 1), C r ). Indeed, introduce the unitary mapping U : H → H acting by the formula
and note that U maps e iλ j x v j,k to Φ 0 (λ j )v j,k for all j ∈ Z, 1 ≤ k ≤ rank α j . Therefore, if B 0 is a Riesz basis for H, then the system
is a Riesz basis for H. Then, since Φ q (λ) = (I + K q )Φ 0 (λ) and I + K q is a homeomorphism of the space H, we obtain that A remains a Riesz basis for H, as desired.
Thus let us show that B 0 is a Riesz basis for H. We do this by applying Lemma 3.2 and Theorem C.2. Firstly, observe that by virtue of the conditions (B 1 ) and (B 2 ), there exists N 0 ∈ N such that for all n ∈ Z, |n| > N 0 ,
Indeed, it follows from the condition (B 1 ) that there exists N 0 ∈ N such that
Hence, λ j ∈∆n rank α j ≥ r as |n| > N 0 . Moreover, by virtue of the condition (B 2 ), N 0 can be taken so large that for all natural N ≥ N 0 . Therefore, λ j ∈∆n rank α j + λ j ∈∆ −n rank α j = 2r as |n| > N 0 , and thus we arrive at (4.9). Now, since a sequence a satisfies the condition (B 1 ) and for all n ∈ Z, |n| > N 0 , the equality (4.9) holds true, we find that the conditions of Lemma 3.2 are satisfied. Therefore, from Lemma 3.2 we obtain that there exists a large enough natural N > N 0 such that the system E N ∪ B N , where
is a Riesz basis for the space H. Finally, observe that by virtue of the condition (B 3 ), the system B 0 is complete in H. Moreover, since B N ⊂ B 0 and, by virtue of the condition (B 2 ), the finite systems
and E N consist of the same number of elements, we find that B 0 is quadratically close to E N ∪B N . Then it follows from Theorem C.2 that B 0 remains a Riesz basis for H, as desired.
Now we are ready to prove Theorem 1.4: Proof of Theorem 1.4. Firstly, it follows from Lemma 4.2 that if a sequence a satisfies the conditions (B 1 )-(B 4 ), µ := µ a and H := H µ , then H ∈ H p . Thus, it only remains to prove that a = a q for q = Θ(H).
The proof of this claim repeats the technique that was suggested in [17] . Namely, as in [17, 18] , we observe that it is enough to prove the embedding 10) where the operators P a,j are given by (4.4). Indeed, taking into account completeness of { P a,j } j∈Z , from (4.10) we immediately conclude that λ j = λ j (q) for all j ∈ Z, where λ j (q) are eigenvalues of T q . Now, from this equality and from (4.10) we obtain that P q,j − P a,j ≥ 0, j ∈ Z, where P q,j are the orthogonal projectors of the operator T q (see Theorem 2.1). However, taking into account completeness of the systems { P a,j } j∈Z and {P q,j } j∈Z , we observe that ∞ j=−∞ (P q,j − P a,j ) = 0, and thus P q,j − P a,j = 0 for all j ∈ Z. Therefore, recalling the representation (2.14) for P q,j , we find that
and taking into account (2.11) we arrive at α j = α j (q). Together with λ j = λ j (q) this means that a = a q , as desired. Now let us prove (4.10). Firstly, from the definition (4.4) of P a,j we obtain that
From the other side, it follows from Lemma 2.2 that
Therefore, it suffices to show that aϕ q (1, λ j )α j = 0. The proof of this claim is technical and literally repeats the proof in [18] .
Finally, the proof of Theorem 1.1 is straightforward: Proof of Theorem 1.1. Firstly, by virtue of Propositions 3.1, 3.2 and Corollaries 3.2, 3.3 we have that for all q ∈ Q p , p ≥ 1, the spectral data a q of the operator T q satisfy the conditions (B 1 )-(B 4 ). This is the necessity part of Theorem 1.1. Conversely, if a sequence a satisfies the conditions (B 1 )-(B 4 ), µ := µ a and H := H µ , then it follows from Theorem 1.4 that H ∈ H p and a = a q for q = Θ(H). This is the sufficiency part of the theorem.
Proof of Theorem 1.2
Thus it only remains to prove Theorem 1.2 stating that the spectral data of the operator T q determine the potential q uniquely. The proof of this claim repeats the proof in [18] : Proof of Theorem 1.2. Evidently, the theorem will be proved if we prove the implication a q 1 = a q 2 ⇒ q 1 = q 2 . Therefore, let q 1 , q 2 ∈ Q p , p ≥ 1, and assume that a q 1 = a q 2 =: a. Let us show that q 1 = q 2 . Set H := H µ , µ := µ a , and construct the function F H ∈ G p (M 2r ) by the formula (3.21). Denote by F H ∈ G p (M 2r ) an integral operator in H with kernel F H . Since
by virtue of the equalities (2.9), (2.13) and (2.14) we find that
where K q j is an integral operator in H with kernel K q j , j = 1, 2. Since the operator I + F H may admit at most one factorization in G p (M 2r ), we arrive at the equality
Thus it remains to prove the implication K q 1 = K q 2 ⇒ q 1 = q 2 . By virtue of (2.2) and (2.5), this can be obtained from the uniqueness theorem repeating the proof in [18] .
We denote by G p (M r ) the set of all integral operators in L 2 ((0, 1), C r ) with kernels K ∈ G p (M r ) and endow G p (M r ) with the norm
The space G p (M r ) forms a subalgebra in the algebra B ∞ of compact operators in L 2 ((0, 1), C r ). We set Ω := {(x, t) | 0 ≤ t ≤ x ≤ 1}, Ω − := [0, 1] 2 \ Ω, and write G + p (M r ) for the set of all functions K ∈ G p (M r ) such that K(x, t) = 0 a.e. in Ω − , and G − p (M r ) for set of all K ∈ G p (M r ) such that K(x, t) = 0 a.e. in Ω. By G ± p (M r ) we denote the subalgebras of G p (M r ) consisting of all operators K ∈ G p (M r ) with kernels K ∈ G ± p (M r ). Let I stand for the identity operator in L 2 ((0, 1), C r ). Then the following lemma is established in [17] for the case p = 2. However, its generalization to the case of an arbitrary p ≥ 1 is straightforward:
Lemma A.1 For all p ≥ 1, the mapping K → (I + K ) −1 − I acts continuously in G + p (M r ). We denote by P the set of all polynomials over complex numbers and set P r := {(f 1 , . . . , f r ) ⊤ | f j ∈ P, j = 1, . . . , r}, r ∈ N.
We denote by S the Schwartz space of smooth functions f ∈ C ∞ (R) whose derivatives (including the function itself) decay at infinity faster than any power of |x| −1 , i.e.
S := {f ∈ C ∞ (R) | x α D β f (x) → 0 as |x| → ∞, α, β ∈ N ∪ {0}}.
Similarly, we set S r := {(f 1 , . . . , f r ) ⊤ | f j ∈ S, j = 1, . . . , r}, r ∈ N.
Also, we formulate here the following refined version of the Riemann-Lebesgue lemma that is mentioned, e.g., in [19] : 
B Factorization of integral operators
In this appendix we recall some facts from the theory of factorization of integral operators (see [27, 28] ), which are also mentioned in [16, 17, 18] . See also [29] for the details. We say that an operator I + F , where F ∈ G p (M r ), p ≥ 1, admits a factorization in The following two theorems are established in [27, 28] for the case p = 2. Their generalization for the case of an arbitrary p ≥ 1 is mentioned in [16] .
Proof. Let us establish the equivalence of (i) and (ii). Firstly, observe that both operators I + H and I + F H are self-adjoint, and therefore both of them admit a factorization if and only if they are positive. Now consider the unitary transformation V : L 2 ((0, 1), C r ) → H given by the formula Therefore, the operators I + H and I + F H are unitarily equivalent, and hence I + H > 0 if and only if I + F H > 0. Thus the equivalence of (i) and (ii) follows. The equivalence of (ii) and (iii) obviously follows from Theorem B.2 and Definition 1.2. Finally, the equivalence of (ii) and (iv) is proved in [16] .
For an arbitrary accelerant H ∈ H p , a solution of the Krein equation (B.2) is unique, and we denote it by R H . The mapping H p ∋ H → R H ∈ G + p (M r ) is continuous (see [16] ).
C Riesz bases
Here we state some facts from the theory of Riesz bases.
Definition C.1 We say that two bases (x n ) n∈N and (y n ) n∈N in a Banach space X are equivalent if there exists a bounded and boundedly invertible operator T : X → X such that T x n = y n for all n ∈ N. A basis for a Hilbert space H is called a Riesz basis if it is equivalent to some orthonormal basis for H. (f (t)|g(t)) C r dt, f, g ∈ H.
The set H with the inner product (·|·) H becomes a Hilbert space. Throughout this appendix we denote by f the Fourier transform in H given by
We start from a certain analogue of well-known Kadec's 1/4-theorem (see, e.g., [30, Chapter 1] ). Let ξ := (ξ n ) n∈Z be a non-decreasing sequence of real numbers such that lim n→+∞ ξ n = +∞, lim n→−∞ ξ n = −∞, and let v := (v n ) n∈Z be a sequence of non-zero vectors in C r . Consider the system of functions E (ξ, v) := {e iξnt v n | n ∈ Z} in the space H. We are interested in finding conditions guaranteeing that the system E := E (ξ, v) forms a Riesz basis for the space H.
Set A n := A n − πnI, n ∈ Z. Since e iAnt − e iπntI = e iπnt (e i Ant − I) = e
