Abstract. Let f be an analytic function defined on D ⊂ C. If f (x) has a limit when x → z ∈ ∂D in the minimal fine topology then the limit will be called a minimal fine derivative. Several results concerning the existence of such derivatives are given. The relationship between minimal fine derivatives and angular derivatives is studied. An application to Brownian excursions is presented.
1. Introduction. The paper will present some basic properties of minimal fine derivatives which seems to be a new concept (or at least a new combination of well-known ones). Why is it worthwhile to study this new concept? Why hasn't it been done earlier?
As for the first question, it should be noted that:
i) The minimal fine convergence is better suited to the potential theory than the nontangential convergence which has been traditionally used in connection with the concept of the boundary derivative ("angular derivative"). See how natural, almost obvious, Theorem 3.2 sounds. An analogous result for angular derivatives (Jackson (1965) ) may seem puzzling at the first sight.
ii) Many important theorems about existence of angular derivatives have their counterparts for minimal fine derivatives. Showing this will be the main goal of this paper. Since the minimal fine topology is stronger than the "nontangential topology" (in the sense of Lemma 2.2), several known theorems about angular derivatives follow immediately from the results derived here.
iii) Minimal fine derivatives are much more useful in probability than angular derivatives. The results of Section 4 could not have been obtained with the help of angular derivatives.
As for the second question posed at the beginning, the reason for the neglect of the minimal fine derivatives may be the esoteric nature of the minimal fine neighborhoods. A simple characterization of simply connected minimal fine neighborhoods of a boundary point in halfplane will be given in Lemma 2.1. This characterization has appeared in Burdzy (1986) Doob (1984) and Pommerenke (1975) 
for definitions).
A set A ⊂ D will be called minimal thin in D at y ∈ ∂ Proof. i) See Theorems 5.2 and 5.3 of Burdzy (1986) .
ii) The Lipschitz property of h and the finiteness of the integral
dr imply easily that lim r→0 h(r)/r = 0. From this, the assertion follows immediately.
It will be said that a function f defined on D * has the angular limit a at x ∈ ∂D * if lim
The following result is known (see e.g. Davis (1979) ) but the method of proof seems to be new. Proof. Assume without loss of generality that z = 0. Choose > 0 and let A = {x ∈ D * : |f (x) − a| < }. The set A is simply connected by the maximum principle. Lemma 2.1 (ii) implies that for every α < π/2 there exists 1 > 0 such that {x ∈ S(α) : |x| < 1 } ⊂ A. This implies that the angular limit of f at 0 is a, since > 0 is arbitrary.
Suppose that f : D * → D and y ∈ ∂D * . If the limit of f (x) exists for x → y along a single continuous line in D * then it exists in the minimal fine topology (Jackson (1980) ). By Lemma 2.2, it exists as an angular limit as well. The common value of the limits will be denoted f (y), provided they exist. If 0 ∈ ∂D and {x ∈ R + : |x| < } ⊂ D for some > 0 then this line segment defines a prime end in D which will be denoted 0 M . The domains considered in the paper (usually denoted by D with a subscript) will be always assumed open and simply connected as subsets of the Riemann sphere.
Each time the function arg is used, a version of this function will be chosen so that it will be continuous on the set of all arguments appearing in the statement.
A review of probabilistic concepts is offered in Section 4.
Minimal fine derivatives.
Definition 3.1. For a function f : D * → D, the minimal fine (angular) limit of f at x ∈ ∂D * will be called the minimal fine (angular) derivative of f at x and denoted mf-f (x)(a-f (x)), provided it exists.
Proof. The function f is analytic in D * so the result follows from Lemma 2.2.
The converse statement is false; see Example 3.1 below.
Proof. Assume without loss of generality that x = 0. Choose an > 0 and let A = {z ∈ C : |f (z) − a| < }. The set A is simply connected by the maximum principle and it is a minimal fine neighborhood of 0 in D * , by the assumption that mf-f (0) = a. According to Lemma 2.1, one can choose a nonnegative Lipschitz function h : R → R and 1 > 0 such that
and B is a minimal fine neighborhood of 0 in D * . Some initial segment I of R + is contained in B. Since f is continuous and bounded on I, lim z→0 z∈I f (z) exists. It may be assumed without loss of generality that this limit is equal to 0, i.e. f (0) = 0.
For each z ∈ B choose a polygonal line Γ in B with endpoints z and 0, such that its length is not greater than 3|z| and it approaches 0 along R + . In particular, lim z→0 z∈Γ
Since > 0 is arbitrary and B = B( ) is a minimal fine neighborhood of 0 in D * , mf-lim ii) The sets
Suppose that mf-f (0) exists. Then mf-f (0) = a by Proposition 3.1 and mf-lim Remark 3.2. The above problem is analogous to the well known "angular derivative problem". See Pommerenke (1975) and Rodin and Warschawski (1977) for the history of that problem.
Theorem 3.2. A domain D ⊂ D * has a minimal fine derivative if and only if it is a minimal fine neighborhood of
Proof. i) Suppose that D has a minimal fine derivative i.e., there exists a function mf-lim
and lim sup
exist and are equal by Theorem 1 XII 14 of Doob (1984) . Theorem 11 of Naim (1957) shows that they are equal to some a ∈ R + . Explicit formulae for the Green function given in Section 1 XII 9 of Doob (1984) yield
Recall that the Green function and minimal fine topology are conformal invariants and use this fact together with (3.1) and (3.2) to obtain
The set A( ) is simply connected. To see this, suppose that there exists a point y / ∈ A( ) and a closed Jordan arc Γ ⊂ A( ) around y. Let µ be the harmonic measure on Γ relative to y, in the domain containing y and bounded by Γ. The functions f (z) and z are positive and harmonic in D * so
The strict inequality between the integrals follows from the continuity of the integrands. Thus f (y)/ y − b < and analogously f (y)/ y − b > − , contrary to the assumption that y / ∈ A( ). This contradiction shows that A( ) is simply connected.
Each set A( ) is a minimal fine neighborhood of 0 in D * , by (3.3). Use Lemma 2.1 to find nonnegative Lipschitz functions h : R → R such that
for all r in some neighborhood of 0 and therefore
For each integer k construct a Lipschitz function g k as follows. Fix k and assume without loss of generality that g(r) ≤ 1 for all r. Let Q be the family of all intervals I with the following properties.
] for some integers m and n, n ≥ 1, It follows that for I ⊂ J k and m ≥ 0,
The Lipschitz property of g implies that inf
and therefore
An analogous proof shows that the inequality holds also for m < −1.
Then g k is Lipschitz and
Recall how g has been constructed from h 2 −k 's. Repeat the same construction with g k 's to obtain a Lipschitz function g : R → R such that g ≥ 0,
dr < ∞ and for each k ≥ 1, g(r) ≥ g k (r) for all r in some neighborhood of 0 (depending on k).
Elementary geometry shows that |z − y| ≥ ξ k z for all z ∈ D * such that z ≥ g I k ( z) and y ∈ D * such that y ∈ I, y ≤ g( y). The constants ξ k may be chosen so that lim
. This in turn implies that dist(z, ∂B) ≥ ξ k z for all z ∈ C provided |z| is sufficiently small. Thus Denote
Fix some > 0. Choose z ∈ C so close to 0 that Notice that
for (y − z)/q z ∈ V and, therefore,
In view of (3.6), this implies that lim 
Proof. Let A k be a minimal fine neighborhood of 0 lin D * such that lim 
and this completes the proof.
Proof 
and it follows from Theorem 1 XII 16 of Doob (1984) that mf-f 2 (0) ∈ R + . Thus D 2 has a minimal fine derivative. ii) This part may be proved in a completely analogous way. ii) Theorems 3.1-3.4 and Corollaries 3.1-3.4 remain true when minimal fine limits and derivatives are replaced by angular limits and derivatives in their statements (see Burdzy (1986 Burdzy ( , 1987 , Jackson (1965) and Pommerenke (1975) ). They are among the strongest results about angular derivatives available now.
Brownian excursions.
A detailed review of probabilistic concepts presented here may be found in Doob (1984) and Burdzy (1987) .
The canonical stochastic process will be denoted X i.e., X t (ω) = ω(t) for t > 0 and ω ∈ Ω. Ω is the family of all paths ω : R + → C ∪ {δ}, continuous on (0, R) and equal to δ afterwards. Thus R is the lifetime of X. The point δ is a "coffin" state outside C. The distribution and the corresponding expectation of the standard Brownian motion in C starting from x will be denoted P 
The excursion e t (s) is defined for s > 0 and the possibility e t (·) ≡ δ is not excluded. Let L t be the local time of Brownian motion on ∂D. Then there exists a family {H x , x ∈ C} of σ-finite measures such that
for all predictable processes Z and universally measurable f which vanish on excursions constantly equal to δ (Maisonneuve (1975) . The measures H -domain such that the range of {arg(e t (s) − e t (0+)), 0 < s < } is an interval of length greater than π for every nonconstant excursion e t , every > 0, P x -a.s. for all x ∈ C.
