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AN EFFECTIVE LOCAL–GLOBAL PRINCIPLE FOR
ALGEBRAIC VARIETIES AND THE SUM PRODUCT
PROBLEM IN FINITE FIELDS
BRYCE KERR, JORGE MELLO, AND IGOR E. SHPARLINSKI
Abstract. We use recent results about linking the number of ze-
ros on algebraic varieties over C, defined by polynomials with in-
teger coefficients, and on their reductions modulo sufficiently large
primes to study congruences with products and reciprocals of lin-
ear forms. This allows us to make some progress towards a ques-
tion of B. Murphy, G. Petridis, O. Roche-Newton, M. Rudnev and
I. D. Shkredov (2019) on an extreme case of the Erdo˝s–Szemere´di
conjecture in finite fields.
1. Introduction
1.1. Description of our results. In this paper we give a new ap-
plication of a recent result due to D’Andrea, Ostafe, Shparlinski and
Sombra [7, Theorem 2.1], which establishes an effective link between
the number of points on zero dimensional varieties considered over C
and also considered in the field Fp, see Lemma 3.1 below.
In particular, we give sharp upper bounds on the number of solutions
to some multiplicative and additive congruences modulo primes with
variables from sets with small doubling, see Section 2.1.
These results complement those of Grosu [11], who has previously
applied a similar principle which allows one to study arithmetic in sub-
sets of a finite field by lifting to zero characteristic. The results of
Grosu [11] restrict one to consider sets A ⊆ Fp of triple logarithmic
size, see (2.7) below. Our results (see Section 2.1) extend the cardi-
nality of the sets considered in some applications (see [11, Section 4])
to the range |A| ≤ pδ for some fixed δ > 0. For example, we prove
that if such a set has small doubling, then its product set is of al-
most largest possible size, see Theorem 2.6 below. This provides some
partial progress towards a question raised by Murphy, Petridis, Roche-
Newton, Rudnev and Shkredov [15, Question 2] which has also been
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considered by Shkredov [16, Corollary 2] in a different context and can
be considered a mod p variant of a few sums many products estimate
due to Elekes and Ruzsa [8], see Section 2.2 for more details.
We note that some arithmetic applications of [7, Theorem 2.1] have
already been given in [4, 7] (to periods of orbits of some dynamical
systems) as well as [17] (to torsions of some points on elliptic curves).
1.2. General notation. Throughout this work N = {1, 2, . . .} is the
set of positive integers.
For a field K, we use K to denote the algebraic closure of K.
For a prime p, we use Fp to denote the finite field of p elements and
F∗p the multiplicative subgroup of Fp.
The letters k, ℓ, m and n (with or without subscripts) are always
used denote positive integers; the letter p (with or without subscripts)
is always used to denote a prime.
As usual, for given quantities U and V , the notations U ≪ V , V ≫ U
and U = O(V ) are all equivalent to the statement that the inequality
|U | ≤ cV holds with some constant c > 0, which may depend on the
integer parameter d.
We use |S| to denote the cardinality of a finite set S.
For a generic point x ∈ Rd, we write xi for the i-th coordinate of x.
For example, if α,h ∈ Rd then
(1.1) α = (α1, . . . , αd) and h = (h1, . . . , hd).
Let
〈α,h〉 = α1h1 + . . .+ αdhd
denote the Euclidian inner product and ‖h‖ the Euclidean norm of h.
For α ∈ Rd and λ ∈ C we let λα denote scalar multiplication
λα = (λα1, . . . , λαd).
Given a set D ⊆ Rd and λ > 0 we define
λD = {λd : d ∈ D}.
2. Main results
2.1. Multiplicative equations over sets with small sumsets. It
is convenient to define
(2.1) γd =
1
(11d+ 15)26d+10
.
Theorem 2.1. Let α,β ∈ Zd and let p be a prime number. Suppose
H is a positive integer satisfying
(2.2) H ≤ c(d)pγd,
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for some constant c(d) > 0 which depends only on d and that for a
symmetric convex body D ⊆ [−H,H ]d the number of solutions to the
system of congruences
(2.3) 〈α,h〉 ≡ 〈β,h〉 ≡ 0 mod p, h ∈ D ∩ Zd,
is O(1). Then for any µ ∈ F∗p the number of solutions to
(2.4) 〈α,h〉〈β,h〉 ≡ µ mod p, h ∈ D ∩ Zd,
is Ho(1).
This result is not too difficult to prove if α,β have small coordinates
(for example, maxi=1,...,d {|αi|, |βi|} ≪ p
1/2/H), and the strength lies in
the fact that Theorem 2.1 is uniform over all α,β ∈ Zd.
The main case of interest in Theorem 2.1 is when D is a rectangle
and the result above is stated for more general convex bodies D in
order to facilitate an inductive argument. A similar argument allows
us to estimate the number of solutions to congruences with squares.
Theorem 2.2. With conditions and notation as in Theorem 2.1, the
number of solutions to
〈α,h〉2 + 〈β,h〉2 ≡ µ mod p, h ∈ D ∩ Zd,
is Ho(1).
A generalized arithmetic progression A (defined in any group) is a
set of the form
A = {α1h1 + . . .+ αdhd + α0 : 1 ≤ hi ≤ Hi} .
We define the rank of A to be d and say A is proper if
|A| = H1 . . .Hd.
We also continue to use the definition (2.1).
Theorem 2.3. Let p be a prime number. Suppose A ⊆ Fp is a proper
generalized arithmetic progression of the form
A = {α1h1 + . . .+ αdhd + α0 : 1 ≤ hi ≤ Hi} .
There is a constant c(d) > 0 which depends only on d such that if
|A| ≤ c(d)
{
pγ2d , for α0 = 0,
pγ2d+2 , for any α0 ∈ Fp,
and µ ∈ F∗p , then the number of solutions to
a1a2 ≡ µ mod p, a1, a2 ∈ A,
is bounded by |A|o(1).
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Theorem 2.3 immediately yields an estimate for congruences with
Kloosterman fractions.
Corollary 2.4. With notation and conditions as in Theorem 2.3, if
|A| ≤ c(d)pγ2d+2
then the number of solutions to
a−11 + a
−1
2 ≡ µ mod p, a1, a2 ∈ A,
is bounded by |A|o(1).
Finally, we also have the following estimate which we derive from
Theorem 2.2.
Theorem 2.5. With conditions and notation as in Theorem 2.3, the
number of solutions to
a21 + a
2
2 ≡ µ mod p, a1, a2 ∈ A,
is bounded by |A|o(1).
2.2. Applications to the Erdo˝s–Szemere´di conjecture in finite
fields. As usual, given a set A ⊆ G with a group operation ∗, we write
A ∗ A = {a ∗ b : a, b ∈ A} .
Clearly for sets in rings we can use ∗ ∈ {+,×}.
Here we also denote
A−1 = {a−1 : a ∈ A} and A2 = {a2 : a ∈ A}
(thus A2 ⊆ AA but generally speaking A2 6= AA).
Combining Theorem 2.3, Corollary 2.4 and Theorem 2.5 with some
modern results of additive combinatorics towards the celebrated theo-
rem of Freiman [9], we, in particular verify the Erdo˝s–Szemere´di con-
jecture for sets with small sumset and small cardinality. This can be
considered an extension of some ideas of Chang [3] into the setting of
prime finite fields.
Theorem 2.6. For any fixed K ≥ 2 and
δ =
1
(44K + 27)224K+22
,
there exists some constant c0(K) such that for each prime p, if A ⊆ Fp
satisfies
|A+A| ≤ K|A| and |A| ≤ c0(K)p
δ
then for any µ ∈ F∗p the number of solutions to each of the equations
a1a2 ≡ µ mod p,
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a21 + a
2
2 ≡ µ mod p,
a−11 + a
−1
2 ≡ µ mod p,
with variables a1, a2 ∈ A is |A|
o(1).
An immediate consequence of Theorem 2.6 is an estimate for the
cardinality of sets related to the Erdo˝s–Szemere´di conjecture.
Corollary 2.7. With notation and conditions as in Theorem 2.6 we
have
|AA|, |A−1 +A−1|, |A2 +A2| ≥ |A|2+o(1).
We note that Corollary 2.7 is a step towards a positive answer to
a question raised by Murphy, Petridis, Roche-Newton, Rudnev and
Shkredov [15, Question 2] whether for any ε > 0 there exists some η(ε)
depending only on ε with η(ε) → 0 as ε → 0, such that if A ⊆ Fp
satisfies |A+A| ≤ |A|1+ε then
|AA| ≥ |A|2−η(ε).
Theorem 2.6 confirms this in the extreme case of rapidly decaying (as
|A| grows) values of ε. We also recall that Shkredov [16, Corollary 2]
has shown that if
(2.5) |A+A| ≪ |A|
for a set A ⊆ Fp of cardinality |A| ≪ p
13/23 then the number of solu-
tions to
(2.6) a1a2 ≡ µ mod p, a1, a2 ∈ A,
is bounded by |A|149/156+o(1). Clearly this result and Theorem 2.6 are
of similar spirit, however they are incomparable. In particular, the
cardinality of the sets considered in [16, Corollary 2] is uniform with
respect to the implied constant in (2.5), which is a feature not present
in our bound. Our result does give a direct improvement on Grosu [11,
Section 4], who obtains similar estimates to Theorem 2.6 with the con-
dition, which we slightly simplify as
(2.7) |A| ≤
1
log 2
log log log p− 1− ε,
for any ε > 0 provided that p is large enough. However, the paper
of Grosu [11] contains other interesting results which allow one to lift
problems in Fp to C while preserving more arithmetic information than
counting solutions to equations considered in Theorem 2.6.
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3. Preliminaries
3.1. Tools from Diophantine geometry. For a polynomial G with
integer coefficients, its height, is defined as the logarithm of the maxi-
mum of the absolute values of the coefficients of G. The height of an
algebraic number α is defined as the height of its minimal polynomial
(we also set it to 1 for α = 0).
We now recall the statement of [7, Theorem 2.1] which underlies our
approach.
Lemma 3.1. Let Gi ∈ Z[T1, . . . , Tn], i = 1, . . . , s, n ≥ 1 be polynomials
of degree at most d ≥ 2 and height at most h, whose zero set in Cn has
a finite number κ of distinct points. Then there is an integer A ≥ 1
with
logA ≤ (11n+ 4)d3n+1h+ (55n+ 99) log((2n+ 5)s)d3n+2
such that, if p is a prime not dividing A, then the zero set in F
n
p of
the polynomials Gi mod p, i = 1, . . . , s, consists of exactly κ distinct
points.
Results of this type have previously appeared, for example Chang [3,
Lemma 2.14] has shown:
Lemma 3.2. Let V be an affine variety in Cr defined by polynomials
V =
⋂
j=1,...,s
[Fj = 0],
where each Fj(X1, . . . , Xr) ∈ Z[X1, . . . , Xr] has height at most h. Let
F ∈ Z[X1, . . . , Xr] be a polynomial of height at most h. If V contains
a point α satisfying
F (α) 6= 0
then V contains a point β satisfying
F (β) 6= 0
whose coordinates are algebraic numbers of height O(h).
There are also modulo p analogues of Lemma 3.2 which allow one
to lift solutions to C from a variety modulo p and we refer the reader
to [11] for results of this type. One may also use effective versions of
the Be´zout identity, and more generally the Hilbert Nullstellensatz, to
lift points on a variety modulo p to C, and this idea has previously
been used in [1, 2, 5, 14, 17].
One of the novel aspects of Lemma 3.1 is equality between the num-
ber of solutions to a system of polynomial equations considered over C
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and over Fp. This is an important feature in our proofs. For example,
to estimate the number of solutions to an equation of the form
a1a2 ≡ µ mod p, a1, a2 ∈ A,
where A is a proper generalized arithmetic progression, one may define
a variety as in the argument of Chang [3, Theorem 1] and use an
effective Be´zout identity to lift to an equation of the form
b1b2 = λ, b1, b2 ∈ B,
where B ⊆ C is a generalized arithmetic progression. This does not
guarantee that B is proper, and using Lemma 3.1 allows us to verify
that B is proper. We refer the reader to Section 4.2 for more details.
3.2. Tools from geometry of numbers. Let {b1, . . . ,bm} be a set
of m ≤ d linearly independent vectors in Rd. The set of vectors
L =
{
m∑
i=1
nibi : ni ∈ Z
}
,
is called an d-dimensional lattice of rank m. The set {b1, . . . ,bm} is
called a basis of L. Each lattice has multiple sets of basis vectors, and
we refer to any other set {b˜1, . . . , b˜m} of linearly independent vectors
such that
L =
{
m∑
i=1
nib˜i : ni ∈ Z
}
as a basis. We also define the determinant of L as
detL =
√
|detB · BT |,
where B is the (m×d)-matrix with rows b1, . . . ,bm, and is independent
of the choice of basis. We refer to [12] for a background on lattices.
The following is [13, Lemma 1].
Lemma 3.3. Let L ⊆ Zd be a lattice of rank m. Then L has a basis
b1, . . . ,bm such that, for each x ∈ L, we may write
x =
m∑
j=1
λjbj ,
with
λj ≪
‖x‖
‖bj‖
.
We also have
detL ≪
m∏
j=1
‖bi‖ ≪ detL.
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We next give some results which allow us to efficiently count solutions
to linear equations and are based on inequalities involving successive
minima. Given a lattice L and a convex body D we define the i-th
successive minima of L with respect to D as
λi = inf{r > 0 : L ∩ rD contains i linearly independent points}.
We may use successive minima to count lattice points in convex
bodies, see for example [10] or [18, Excercie 3.5.6].
Lemma 3.4. Let L ⊆ Zd be a lattice of rank d and D a symmetric
convex body. Let λ1, . . . , λd denote the successive minima of L with
respect to D. Then we have
d∏
i=1
(
1
λi
+ 1
)
≪ |L ∩ D| ≪
d∏
i=1
(
1
λi
+ 1
)
.
Corollary 3.5. For α,β ∈ Cd let L denote the lattice
L = {h ∈ Zd : 〈α,h〉 = 〈β,h〉 = 0},
and let D be a symmetric convex body. We have
|L ∩ 2D| ≪ |L ∩ D|.
Proof. We intend to apply Lemma 3.4 although first must deal with
the fact L does not have rank d. For integer N define
LN = {h ∈ Z
d : ∃ k ∈ L such that hj ≡ kj mod N, 1 ≤ j ≤ d},
where we recall our convention (1.1) about vectors and their coordi-
nates, so that for each integer N , the lattice LN has rank d. Since D
is compact, we may choose N sufficiently large so that
L ∩ D = LN ∩ D and L ∩ 2D = LN ∩ 2D.
(for example, we can take any N which is larger than the diameter of
a ball containing 2D). Hence it is sufficient to show
|LN ∩ 2D| ≪ |LN ∩ D|.
Let λ1, . . . , λd denote the successive minima of LN with respect to D.
By Lemma 3.4
(3.1)
d∏
i=1
(
1
λi
+ 1
)
≪ |L ∩ D|.
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The successive minima of the lattice LN with respect to 2D are given
by λ1/2, . . . λd/2. Another application of Lemma 3.4 gives
|LN ∩ 2D| ≪
d∏
i=1
(
2
λi
+ 1
)
≪
d∏
i=1
(
1
λi
+ 1
)
and the result follows from (3.1). 
Lemma 3.6. Let α,β ∈ Cd and let D be a symmetric convex body.
Suppose that the number of solutions to the system of equations
〈α,h〉 = 〈β,h〉 = 0, h ∈ D ∩ Zd,
is O(1). Then for any w, z ∈ C the number of solutions to the system
of equations
(3.2) 〈α,h〉 = w and 〈β,h〉 = z, h ∈ D ∩ Zd,
is O(1).
Proof. Let N count the number of solutions to (3.2). Since we may
suppose the equation (3.2) has at least one solution h∗, for any other
solution h
〈α,h− h∗〉 = 〈β,h− h∗〉 = 0.
Since D is a symmetric convex body, we have h − h∗ ∈ 2D. Hence
defining the lattice
L = {h ∈ Zd : 〈α,h〉 = 〈β,h〉 = 0},
we see that
N ≤ |L ∩ 2D|.
and the result follows from Corollary 3.5 and our assumption that
|L ∩ D| = O(1). 
Lemma 3.7. Let A ⊆ Fp be a proper generalized arithmetic progression
of the form
A = {α1h1 + . . .+ αdhd + α0 : 1 ≤ hi ≤ Hi}.
Let α = (α1, . . . , αd) and D denote the rectangle
D = {h ∈ Rd : |hi| ≤ Hi}.
Then the number of solutions to
〈α,h〉 ≡ 0 mod p, h ∈ D ∩ Z,
is O(1).
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Proof. Let L denote the lattice
L = {h ∈ Z : 〈α,h〉 ≡ 0 mod p},
so that L has rank d. Let D0 denote the rectangle
D0 = {h ∈ R
d : |hi| ≤ Hi − 1}.
The assumption A is proper implies any solution to
〈α,h〉 ≡ 〈α,k〉 mod p,
with
h,k ∈ [1, H1]× . . .× [1, Hd],
satisfies h = k. Hence
L ∩ D0 = {0}.
Since D ⊆ 2D0, arguing as in the proof of Corollary 3.5, we obtain
|L ∩ D| ≤ |L ∩ 2D0| ≪ |L ∩ D0| = 1.
which concludes the proof. 
3.3. Tools from additive combinatorics. For a proof of the follow-
ing, see [3, Proposition 2.5].
Lemma 3.8. Let K be an algebraic extension of Q with [K : Q] =
O(1). Let α be an algebraic integer of height h. The number of solutions
to
α1α2 = α,
with α1, α2 algebraic integers of height h is bounded by exp(o(h)).
The following is a slight generalisation of a result of Chang [3, The-
orem 1], and has a similar proof. Namely, we replace sets with small
doubling by some more relaxed condition on the fequency of common
values of two linear forms. This result is required for the proof of
Theorem 2.1.
Lemma 3.9. Let α,β ∈ Cd and let S ⊆ [−H,H ]d ∩ Zd. Suppose for
each w, z ∈ C the number of solutions to the system of equations
(3.3) 〈α,h〉 = w and 〈β,h〉 = z, h ∈ S,
is O(1). Then uniformly over µ ∈ C∗ and δ1, δ2 ∈ C, the number of
solutions to
(3.4) (〈α,h〉+ δ1) (〈β,h〉+ δ2) = µ, h ∈ S,
is Ho(1).
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Proof. We proceed by induction on d, and note the case d = 1 is trivial.
We first deal with the case of either α = 0 or β = 0. By symmetry,
we may assume α = 0. Then (3.4) becomes
(3.5) δ1 (〈β,h〉+ δ2) = µ.
By assumption µ 6= 0, so that δ1 6= 0. Hence the value of 〈β,h〉
is uniquely determined. By (3.3) the number of solutions to (3.5) is
O(1).
We may now assume both α,β 6= 0. This implies there exists some
1 ≤ k, ℓ ≤ d such that
(3.6) αk 6= 0 and βℓ 6= 0.
Let M count the number of solutions to (3.4). Using the assump-
tion (3.3), we may choose
N ≫ M,
vectors h1, . . . ,hN such that
(3.7) (〈hi,α〉+ δ1) (〈hi,β〉+ δ2) = µ
and
(〈hi,α〉, 〈hi,β〉) 6= (〈hj,α〉, 〈hj,β〉) , 1 ≤ i < j ≤ N.
Hence, it is sufficient to show N = Ho(1). We extend our convention of
writing xi for the i-th coordinate of a generic point x ∈ R
d to formal
variables such as U = (U1, . . . , Ud).
For each 1 ≤ i ≤ N , define the polynomial
Fi (U,V, X1, X2) = (〈hi,U〉+X1) (〈hi,V〉+ X2)
− (〈h1,U〉+X1) (〈h1,V〉+X2)
∈ Z[U,V, X1, X2]
in 2d+ 2 variables, and let V denote the variety
V =
N⋂
i=1
{
(ρ,γ, η1, η2) ∈ C
2d+2 : Fi (ρ,γ, η1, η2) = 0
}
.
By construction, (α,β, δ1, δ2) ∈ V. Let I ⊆ {1, . . . , N} be a maximal
set such that the polynomials
{Fi (U,V, X1, X2) : i ∈ I}
are linearly independent over C, so that |I| = O(1), with implied
constant depending on d. Since
V =
⋂
i∈I
{
(ρ,γ, η1, η2) ∈ C
2d+2 : Fi (ρ,γ, η1, η2) = 0
}
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has (α,β, δ1, δ2) as a point satisfying (3.6), Lemma 3.2 implies that
there exists some (
α,β, δ1, δ2
)
such that each αi, βj, δ1, δ2 are algebraic numbers of height O(logH),
and for each i = 1, . . . , N we have
(3.8)
(
〈hi,α〉+ δ1
) (
〈hi,β〉+ δ2
)
= µ
and
(3.9) αkβℓ 6= 0,
where
µ =
(
〈h1,α〉+ δ1
) (
〈h1,β〉+ δ2
)
.
After multiplying the equation (3.8) by an integer of size HO(1), we
may assume each µ, αi, βj , δ1, δ2 are algebraic integers.
Consider two cases, either
(3.10) µ = 0,
or
(3.11) µ 6= 0.
In the case when (3.10) holds, we have that for each i, either
〈hi,α〉+ δ1 = 0 or 〈hi,β〉+ δ2 = 0.
By (3.9), writing hi = (h1,i, . . . , hd,i), we have either
(3.12) hk,i = −
1
αk
d∑
m=1
m6=k
αmhm,i −
δ1
αk
,
or
(3.13) hℓ,i = −
1
βℓ
d∑
m=1
m6=ℓ
βmhm,i + . . .+ βdhd,i −
δ2
βℓ
.
Define the sets
I1 = {1 ≤ i ≤ N : (3.12) holds} , I2 = {1, . . . , N}r I1.
Hence, at least one (or both) of the following two inequalities
(3.14) |I1| ≥
N
2
,
or
(3.15) |I2| ≥
N
2
holds. Note that if i ∈ I2, then (3.13) holds.
LOCAL–GLOBAL PRINCIPLE AND ADDITIVE COMBINATORICS 13
We consider only the case (3.14), as a similar argument applies
to (3.15) as well. For a point x ∈ Cd we write
x̂ = (x1, . . . , xk−1, xk+1, . . . , xd) ∈ C
d−1.
Define the set
S0 =
{
ĥ ∈ [−H,H ]d−1 ∩ Zd−1 :
(h1, . . . , hk−1,−
1
αk
d∑
m=1
m6=k
αmhm −
δ1
αk
, hk+1, . . . , hd) ∈ S
}
and note that if i ∈ I1, then ĥi ∈ S0. Substituting (3.12) into the
equation (3.7), we see that N is bounded by the number of solutions
to (
〈ĥ, α˜〉+ δ˜1
)(
〈ĥ, β˜〉+ δ˜2
)
= µ˜, h˜ ∈ S0,
where
α˜ =
(
α1 −
α1αk
αk
, . . . , αk−1 −
αk−1αk
αk
,
αk+1 −
αk+1αk
αk
, . . . , αd −
αdαk
αk
)
,
β˜ =
(
β1 −
α1βk
αk
, . . . , βk−1 −
αk−1βk
αk
,
βk+1 −
αk+1βk
αk
, . . . , βd −
αdβk
αk
)
and
δ˜1 = δ1 −
αkδ¯1
α¯k
and δ˜2 = δ2 −
βkδ¯1
α¯k
.
In order to apply our induction hypothesis, we need to verify that
for each w, z ∈ C the number of solutions to the system
(3.16) 〈ĥ, α˜〉 = w and 〈ĥ, β˜〉 = z, h˜ ∈ S0,
is O(1). From our construction of S0, for each
ĥ = (h1, . . . , hk−1, hk+1, . . . , hd) ∈ S0
we have
(h1, . . . , hk−1,−
1
αk
d∑
m=1
m6=k
αmhm −
δ1
αk
, hk+1, . . . , hd) ∈ S.
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Defining
hk = −
1
αk
d∑
m=1
m6=k
αmhm −
δ1
αk
and
h = (h1, . . . , hk−1, hk, hk+1, . . . , hd)
the above implies h ∈ S. Suppose h˜ satisfies (3.16). Recalling the
definition of α˜ and β˜, this implies
(3.17) 〈h,α〉 = w −
αkδ1
αk
and 〈h,β〉 = z −
βkδ1
αk
(obviously distinct vectors h˜ give rise to distinct vectors h).
By (3.3) the number of solutions to (3.17) is O(1), hence the number
of solutions to (3.16) is also O(1). By our induction hypothesis,
N ≤ 2|I1| ≪ H
o(1).
In the case when (3.11) holds, Lemma 3.8 implies there exists a set
of L = Ho(1) pairs {(µ1, µ2) : µ1µ2 = µ}. Hence, we see from (3.8) that
there is a pair (µ1, µ2) with µ1µ2 = µ such that for some set
I ⊆ {1, . . . , N}
of cardinality
|I| ≥ N/L = NHo(1),
we have
〈hi,α〉+ δ1 = µ1 and 〈hi,β〉+ δ2 = µ2, i ∈ I.
Arguing as in case (3.10), there exists some α˜, β˜ ∈ Cd−1, δ˜1, δ˜2 ∈ C
and a set S0, such that |I| is bounded by the number of solutions to(
〈ĥ, α˜〉+ δ˜1
)(
〈ĥ, β˜〉+ δ˜2
)
= µ, ĥ ∈ S0,
and for each w, z ∈ C the number of solutions to
〈ĥ, α˜〉 = w and 〈ĥ, β˜〉 = z, ĥ ∈ S0,
is O(1). Hence, by our induction hypothesis, |I| = Ho(1). 
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4. Proofs of bounds on the number of solutions of
multiplicative equations
4.1. Our strategy. We explain our ideas for the proof of Theorem 2.1,
the proofs of our other results are either similar or follow from Theo-
rem 2.1. The strategy for proving Theorem 2.1 is as follows.
• Using (2.3), we consider a large subset of solutions to (2.4) such
that for each solution h the pairs
(〈α,h〉, 〈β,h〉) ,
are distinct when reduced mod p.
• If the lattice L spanned by the values h is not of full dimension, we
can use basis reduction to reduce the problem to smaller dimension.
• If the lattice L is of full dimension, then we may “lift” the problem
to C. By defining a variety using ideas of Chang [3], the assumption
L has full dimension implies the conditions of Lemma 3.1 are sat-
isfied. This gives existence and uniqueness of a zero (γ,ρ) on this
variety. Then, for the equation over Cd defined with this unique
solution and h as a variable, we apply Lemma 3.9 to achieve the
desired bound.
4.2. Proof of Theorem 2.1. We proceed by induction on d and note
the base case d = 1 is trivial. Let N count the number of solutions
to (2.4), let h1, . . . ,hN denote these solutions and we write
hℓ = (hℓ,1, . . . , hℓ,d).
Using (2.3) and reordering the indicies of h1, . . . ,hN if necessary, there
exists L satisfying
N ≪ L≪ N
such that writing
(4.1) 〈α,hi〉 = αi and 〈β,hi〉 = βi,
for each 1 ≤ i < j ≤ L, we have
αi 6≡ αj mod p or βi 6≡ βj mod p.
Note also that after reordering indicies, we may assume
(4.2) 〈α,h1〉〈β,h1〉 6≡ 0 mod p.
Let L ⊆ Zd denote the lattice generated by the points h1, . . . ,hL. We
consider separately two alternatives:
• either
(4.3) dimL = d,
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• or
(4.4) dimL < d.
In the case of (4.4) we let dimL = m < d. By Lemma 3.3, there
exists a basis b1, . . . ,bm such that for each hj, there exists λ1, . . . , λm
satisfying
(4.5) hj =
m∑
i=1
λibi and |λi| ≪
‖hi‖
‖bi‖
≪ H.
Define the set
D0 =
{
λ = (λ1, . . . , λm) ∈ [−cH, cH ]
m ∩ Zm :
λ1b1 + . . .+ λmbm ∈ D
}
,
(4.6)
where c is the implied constant in (4.5) which depends only on d. In
particular, this choice of c ensures that for each 1 ≤ j ≤ L there exists
some
λ ∈ D0 ∩ Z
m,
such that
hj = λ1b1 + . . .+ λmbm.
This implies that N is bounded by the number of solutions to
(4.7) 〈λ,α0〉〈λ,β0〉 ≡ µ mod p, λ ∈ D0,
where
α0 = (〈α,b1〉, . . . , 〈α,bm〉),
β0 = (〈β,b1〉, . . . , 〈β,bm〉).
Note the assumption D is a symmetric convex body implies that D0
is a symmetric convex body. Hence, in order to apply our induction
hypothesis, it remains to verify that the number of solutions to
(4.8) 〈α0,λ〉 ≡ 〈β0,λ〉 ≡ 0 mod p, λ ∈ D0,
is O(1). Writing
〈α0,λ〉 = 〈α, λ1b1 + . . .+ λmbm〉,
〈β0,λ〉 = 〈β, λ1b1 + . . .+ λmbm〉,
by definition of D0 we have that
λ1b1 + . . .+ λmbm ∈ D.
This implies that each solution to (4.8) gives us a point h ∈ D satisfying
〈α,h〉 ≡ 〈β,h〉 ≡ 0 mod p.
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Since the vectors b1, . . . ,bm are linearly independent,
|{λ ∈ D0 : 〈α0,λ〉 ≡ 〈β0,λ〉 ≡ 0 mod p}|
≤ |{h ∈ D ∩ Zd : 〈α,h〉 ≡ 〈β,h〉 ≡ 0 mod p}|.
Using the assumption (2.3), the number of solutions to the system (4.8)
is O(1). Since the exponent γd in (2.2) is decreasing with d, we may
apply our inductive hypothesis to the equation (4.7). By (4.6), D0 is
contained in some cube of side length O(H), and hence
N = Ho(1).
We now consider when (4.3) holds. For γ,ρ ∈ Cd and each 1 ≤ ℓ ≤
L, define the polynomials
Fℓ(γ,ρ) = 〈γ,hℓ〉〈ρ,hℓ〉 − 〈γ,h1〉〈ρ,h1〉,
Gℓ(γ) = 〈γ,hℓ〉 − αℓ,
Hℓ(ρ) = 〈ρ,hℓ〉 − βℓ,
with αℓ and βℓ given by (4.1), and consider the variety
V =
L⋂
ℓ=1
{γ,ρ ∈ Cd : Fℓ(γ,ρ) = Gℓ(γ,ρ) = Hℓ(γ,ρ) = 0}.
It is convenient to pass to a subvariety with a smaller number of defining
polynomials. Considering Fℓ(γ,ρ) and recalling our convention (1.1),
we have
Fℓ(γ,ρ) =
d∑
i,j=1
γiρj(hℓ,ihℓ,j − h1,ih1,j).
Let I be a maximal set such that the points
{hℓ,ihℓ,j − h1,ih1,j}
d
i,j=1 , ℓ ∈ I,
are linearly independent. We have
|I| ≤ d2.
Let J be a maximal set such that the points
hj, j ∈ J ,
are linearly independent, so that by (4.3),
|J | = d.
By construction of I,J
V = {γ,ρ ∈ Cd : Fi(γ,ρ) = Gj(γ,ρ) = Hj(γ,ρ) = 0, (i, j) ∈ I ×J }.
We have
V ⊆ W,
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where
W = {γ,ρ ∈ Cd : Gj(γ,ρ) = Hj(γ,ρ) = 0, j ∈ J }.
Considering the system of equations
〈γ,hj〉 = αj, 〈ρ,hj〉 = βj, j ∈ J ,
by construction of J , there exists at most one solution to the above
equations in variables γ,ρ, which implies
(4.9) |V| ≤ |W| ≤ 1.
Let Vp denote the set of solutions to the system of congruences
Fi(γ,ρ) ≡ 0 mod p, i ∈ I,
Gj(γ) ≡ Hj(ρ) ≡ 0 mod p, j ∈ J .
By construction, (α,β) ∈ Vp, so that
(4.10) |Vp| ≥ 1.
We are now in a position to apply Lemma 3.1. By (2.2) and (4.9), the
conditions of Lemma 3.1 are satisfied, and hence
|V| = |Vp|,
which by (4.9) and (4.10) implies that
|V| = |Vp| = 1.
Let
(γ,ρ) ∈ V.
For each ℓ ∈ J one has that∑
i,j
γiρj(hℓ,ihℓ,j − h1,ih1,j) = 0
and since J is a maximal linearly independent set, this implies for each
1 ≤ ℓ ≤ L that ∑
i,j
γiρj(hℓ,ihℓ,j − h1,ih1,j) = 0
or equivalently that
(4.11) 〈γ,hℓ〉〈ρ,hℓ〉 = 〈γ,h1〉〈ρ,h1〉.
In order to bound the number of solutions to (4.11) with a variable in
place of hℓ, we apply Lemma 3.9. In order to verify the conditions of
Lemma 3.9 are satisfied, we need to show that for each w, z ∈ C the
number of solutions to the system
(4.12) 〈γ,h〉 = w, 〈ρ,h〉 = z, h ∈ D ∩ Zd,
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is O(1) and also that
(4.13) 〈γ,h1〉〈ρ,h1〉 6= 0.
We first consider (4.12). Since D is a symmetric convex body, by
Lemma 3.6 it is sufficient to show that the number of solutions to
(4.14) 〈γ,h〉 = 〈ρ,h〉 = 0, h ∈ D ∩ Zd,
is O(1). By definition of J , the points hi, i ∈ J , span R
d. Let M
denote the matrix whose rows are hi, i ∈ J . For each h ∈ D ∩ Z
d,
there exists some x ∈ Qd such that
Mx = h
or equivalently
x = M−1h.
Using the adjoint formula for matrix inversion and Hadamard’s inequal-
ity to bound detM , we see that the entries of x are rational numbers
with numerator and denominator of size O(Hd). Hence there exists
integers a, ai satisfying
(4.15) |a|, |ai| ≪ H
d2
such that
ah =
∑
i∈J
aihi.
We may suppose h 6= 0, so at least one a, ai 6= 0. Since the vectors
{hi : i ∈ J } are linearly independent we have
a 6= 0,
and hence by (2.2) and (4.15)
(4.16) a 6≡ 0 mod p.
We have
a〈γ,h〉 =
∑
i∈J
ai〈γ,hi〉,
and
a〈α,h〉 =
∑
i∈J
ai〈α,hi〉.
Using (4.1) and the fact that
Gj(γ) = 0,
we see that
a〈γ,h〉 ≡ a〈α,h〉 mod p
and hence by (4.16)
(4.17) 〈γ,h〉 ≡ 〈α,h〉 mod p.
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A similar argument shows that
(4.18) 〈ρ,h〉 ≡ 〈β,h〉 mod p.
This implies each point satisfying (4.14) also satisfies
〈α,h〉 ≡ 〈β,h〉 ≡ 0 mod p, h ∈ D ∩ Zd.
Hence, by assumption (2.3), the number of solutions to (4.14) is O(1).
The condition (4.13) follows from (4.2), (4.17) and (4.18), since
〈γ,h1〉〈ρ,h1〉 ≡ 〈α,h1〉〈β,h1〉 6≡ 0 mod p.
Applying Lemma 3.9 with
µ = 〈γ,h1〉〈ρ,h1〉
we see that the number of solutions to
〈γ,h〉〈ρ,h〉 = µ, h ∈ D ∩ Zd,
is Ho(1), which completes the proof.
4.3. Proof of Theorem 2.2. The proof is the same as Theorem 2.1,
except that we define the polynomials Fj(γ,ρ) by
Fj(γ,ρ) = 〈γ,hj〉
2 + 〈ρ,hj〉
2 − 〈γ,h1〉
2 − 〈ρ,h1〉
2.
Arguing as in the proof of Theorem 2.1, we obtain γ,ρ ∈ Cd, µ˜ ∈ C
such that each point h ∈ D ∩ Zd satisfying
〈α,h〉2 + 〈β,h〉2 ≡ µ mod p
also satisfies
(4.19) 〈γ,h〉2 + 〈ρ,h〉2 = µ˜
and the number of solutions to
〈γ,h〉 = 〈ρ,h〉 = 0, h ∈ D,
is O(1). If h satisfies (4.19) then
〈γ + iρ,h〉〈γ − iρ,h〉 = µ˜
hence by Lemma 3.9, the number of solutions to (4.19) is Ho(1) which
completes the proof.
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4.4. Proof of Theorem 2.3. We apply Theorem 2.1 with parameters
α,β ∈ Z2d+2 given by
α = (α1, α2, . . . , αd, α0, 0, . . . , 0), β = (0, . . . , 0, α1, α2, . . . , αd, α0),
and convex body D given by
D = [−H1, H1]× . . .× [−Hd, Hd]× [−1, 1]
× [−H1, H1]× . . .× [−Hd, Hd]× [−1, 1].
Note that
D ⊆ [−H,H ]2d+2,
with
H = max{H1, . . . , Hd}.
By Lemma 3.7, the assumption that A is proper implies the condi-
tions of Theorem 2.1 are satisfied. Also note that |A| = H1 . . .Hd ≤
Hd. Applying Theorem 2.1 gives the desired result. This gives a bound
which holds for any α0. If α0 = 0 we can obviously consider a 2d-
dimensional modification of D.
4.5. Proof of Corollary 2.4. This follows from the fact that if
a−11 + a
−1
2 ≡ µ mod p
then
(a1 − µ
−1)(a2 − µ
−1) ≡ µ−2 mod p.
4.6. Proof of Theorem 2.5. Using Theorem 2.2 instead of Theo-
rem 2.1 in the proof of Theorem 2.3 gives the desired result.
4.7. Proof of Theorem 2.6. The celebrated theorem of Freiman [9]
states that if A ⊆ Z is a finite set satisfying
|A+A| ≤ K|A|
then there exist constants b(K) and d(K) depending only on K, and
some generalised arithmetic progression B of rank d(K) and size
|B| ≤ b(K)|A|,
such that
A ⊆ B.
The theorem of Freiman [9] has gone through a number of improve-
ments and generalisations to sets from arbitrary abelian groups.
A version of this result convenient for our application is due to
Cwalina and Schoen [6, Theorem 4], which states that we may take
B proper,
b(K) ≤ exp
(
c1K
4(logK + 2)
)
and d(K) ≤ 2K,
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for some absolute constant c1 (note the additive group of Fp has no
proper subgroups, so only the first alternative of [6, Theorem 4] ap-
plies). Thus, using Theorem 2.3, Corollary 2.4 and Theorem 2.5 with
δ = γ2d(K)+2 ≥
1
(44K + 27)224K+22
and c0(K) = c(d(K)),
we obtain that for each µ ∈ F∗q, the number of solutions to each of the
congruences
a1a2 ≡ µ mod p,
a21 + a
2
2 ≡ µ mod p,
a−11 + a
−1
2 ≡ µ mod p,
with variables a1, a2 ∈ A is |A|
o(1), from which the desired result fol-
lows.
5. Proof of Corollary 2.7
We consider only the case of |AA|, the other results have a similar
proof. Letting
r(µ) = |{a1, a2 ∈ A : a1a2 ≡ µ mod p}|
and using Theorem 2.6 one has that
|A|2 =
∑
µ∈AA
r(µ) ≤ |A|+
∑
µ∈AA
µ6≡0 mod p
r(µ) ≤ |A|o(1)|AA|.
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