In this paper we present a spatiotemporal processing approach, based on deformable mesh modeling, for noise reduction in gated cardiac single-photon emission computed tomography images. Because of the partial volume effect ͑PVE͒, clinical cardiac-gated perfusion images exhibit a phenomenon known as brightening-the myocardium appears to become brighter as the heart wall thickens. Although brightening is an artifact, it serves as an important diagnostic feature for assessment of wall thickening in clinical practice. Our proposed processing algorithm aims to preserve this important diagnostic feature while reducing the noise level in the images. The proposed algorithm is based on the use of a deformable mesh for modeling the cardiac motion in a gated cardiac sequence, based on which the images are processed by smoothing along space-time trajectories of object points while taking into account the PVE. Our experiments demonstrate that the proposed algorithm can yield significantly more-accurate results than several existing methods.
I. INTRODUCTION
In the medical-imaging field, time sequences of images, as compared to static images, are typically obtained at the expense of signal-to-noise ratio. This is certainly true for gated cardiac single-photon emission computed tomography ͑SPECT͒, where gating divides the cardiac cycle into multiple time intervals. Consequently, the number of photon counts for each time interval is greatly reduced, and the images obtained are very noisy. Because of this, the images in a typical clinical study are smoothed spatially, at the expense of spatial resolution, to reduce the image noise. In this paper we propose a spatiotemporal processing approach, based on the use of deformable mesh modeling, to address the important issue of noise reduction in gated cardiac SPECT images.
In the broader image-processing field, spatiotemporal processing techniques have been proven over the years to be significantly more effective for noise reduction in image sequences than methods that process each image frame separately.
1,2 The basic principle of these techniques is to exploit the statistical correlations between the desired signal components of different image frames in a sequence for purposes of noise reduction. Unfortunately, for gated cardiac SPECT perfusion images, these techniques are not directly applicable. The main reason is that, besides high noise level and elastic cardiac motion, SPECT images suffer from the so-called partial volume effect ͑PVE͒, which is manifested as an observed variation of intensity with thickness of the heart wall. 3 While wall brightening is an artifact caused by PVE, it has become an essential diagnostic feature for assessment of wall thickening in clinical practice. In this paper, we aim to maintain this clinically useful indicator of wall thickening, while reducing the noise level in the images. To the best of our knowledge, the brightening effect has never before been incorporated in motion estimation nor in spatiotemporal processing methods.
The PVE causes several difficulties for temporal processing. First, because the image intensity varies from frame to frame, traditional motion-estimation algorithms that are based on intensity matching, such as the popular optical-flow approach ͑e.g., Ref. 4͒, become less effective. Second, simple filtering along the temporal direction, even when compensated by the motion trajectories, may smooth out the brightness variations among different image frames, failing to preserve the important wall-brightening effect.
In our proposed method, we describe myocardial motion in a gated SPECT sequence by way of a content-adaptive mesh model ͑CAMM͒ ͑Fig. 1͒, in which the mesh elements are allowed to deform over time ͑Fig. 2͒. The CAMM approach involves partitioning of the image domain into a collection of nonoverlapping patches, called mesh elements, then describing the motion over each element through interpolation from the nodal displacement. A CAMM is well suited for motion tracking of nonrigid objects like the heart. 5 The image frames are then processed by smoothing along the motion trajectories of the object points while taking into account the PVE.
In the medical-imaging field, spatiotemporal processing has become popularly known as four-dimensional ͑4D͒ processing to reflect the use of three spatial dimensions plus time. Spatiotemporal processing has received increasing interest lately in the nuclear-medicine field, and a detailed review of these methods can be found in Ref. 6 .
Our group has proposed several 4D methods designed for reconstruction of motion-free images, such as those obtained in dynamic positron emission tomography ͑PET͒ studies ͑e.g., Refs. 7 and 8͒. These methods have been shown to work for gated cardiac SPECT as well. 9 Klein et al. 10 devel-oped a motion-compensated summing method using motion estimation, based on the optical-flow method, for obtaining a single image from a gated PET study. Lalush and Tsui 11 pioneered 4D image reconstruction for cardiac SPECT images, but their methods did not incorporate motion estimation. Our group reported a SPECT processing method that incorporates motion estimation. 12 Mair et al. 13 have proposed a pixelbased method for simultaneous reconstruction and motion estimation. Asma et al. 14 have proposed a method of 4D PET reconstruction from list-mode data.
It should be noted that the method described in this paper is different from our previous work on mesh modeling for image processing applications, including the use of a mesh model for image reconstruction 15 and a temporal smoothing procedure that does not account for PVE. 12 In this paper, we propose a motion-estimation objective functional and motion-compensated spatiotemporal filter, both of which account for PVE.
The rest of the paper is organized as follows. In Sec. II we present the proposed mesh modeling framework for motion tracking. In Sec. III we describe our spatio-temporal processing approach for noise reduction. In Sec. IV we discuss some of the implementation issues in applying the proposed algorithm to gated cardiac SPECT images. In Sec. V we present experimental results to demonstrate the performance of the proposed approach. Finally, we give conclusions in Sec. VI.
II. DEFORMABLE MESH MODELING FOR MOTION TRACKING
We begin this section by introducing the general concept of mesh representation of a function; then we describe how to use a deformable mesh for modeling the motion field between two image frames in a sequence. Afterward we present our proposed method for motion-compensated spatiotemporal smoothing.
A. Mesh model of a function
Let f͑x͒ denote a function ͑which can be vector valued͒ defined over a domain D, which in our problem can be twodimensional ͑2D͒ or three-dimensional ͑3D͒, i.e., x R 2 or x R 3 . In a mesh model the domain D is partitioned into M nonoverlapping mesh elements, denoted by Fig. 1͒ . In practice, polygonal elements ͑such as triangles or quadrangles͒ or polyhedral elements are usually used in mesh models because of their geometric simplicity and ease of manipulation.
In a mesh model the function f͑x͒ is represented by interpolation over each element D m from the values of its nodes. Specifically, at each point x D m the function is represented as
where P is the number of nodes defining D m ͑P = 3 for triangular elements͒, x m,p is the location of the pth node of D m , and m,p ͑x͒ is the interpolation basis function associated with this node.
B. Deformable mesh for motion representation
We use a deformable mesh to model the cardiac motion in a gated SPECT image sequence. The mesh elements in a deformable mesh are allowed to deform over time, which is FIG. 1. Mesh structure ͑heart region only͒ for representing the displacementvector field describing motion within a slice of the torso, including the heart. The mesh structure is overlaid on the corresponding intensity image for visualization purposes.
FIG. 2. Left:
As the mesh deforms from frame to frame, the nodes trace out curved trajectories through the space-time coordinate system. In the proposed methods, spatiotemporal processing follows these curved trajectories to avoid introducing motion blur. Right: Interpolated deformation field.
described by the displacement of the mesh nodes ͓see Fig. 2 ͑left͔͒. The motion field is then interpolated from the motion of the mesh nodes ͓see Fig. 2 
C. Motion tracking through mesh deformation
Our goal is to determine the relative displacement for each location x in the image domain D from the current frame k to the next frame l. This displacement-vector field can be described using the deformable mesh representation in Eq. ͑2͒. In this formulation, only the mesh nodes must be tracked, because the nodes fully define the model. Let 
In Eq. ͑3͒ the matching error E m ͑D k,l ͒ describes the degree of correspondence achieved between image frames k and l by motion compensation. The function E s ͑D k,l ͒ measures the energy of deformation from frame k to frame l; its presence in the objective function encourages regularity of the motion field. The parameter w ͑0,1͒ controls the tradeoff between the two terms in Eq. ͑3͒. To define the matching error E m ͑D k,l ͒, let us denote image frames k and l by f k ͑x͒ and f l ͑x͒, respectively. In the absence of PVE, one could use the following definition for the matching error E m ͑D k,l ͒:
where D m ͑k͒ denotes the support of mesh element m in frame k. However, this metric may not perform well in the presence of PVE, which causes the myocardium to appear brighter as it thickens, thereby causing an apparent mismatch between f k ͑x͒ and f l ͑x + d ͑k,l͒ ͑x͒͒, even when the motion vectors d ͑k,l͒ ͑x͒ are correct.
To avoid this problem, we propose to compensate for PVE by introducing a scaling factor ␤ ͑k,l͒ ͑x͒ corresponding to the apparent brightening. Specifically, we define the matching error as
and ͉D m ͑k͒ ͉ and ͉D m ͑l͒ ͉ denote measures of mesh element m ͑i.e., the area in 2D or the volume in 3D͒ in frames k and l, respectively. The parameter d, which will be defined shortly, controls the compensation for PVE.
To understand the purpose of the scaling factor ␤ ͑k,l͒ ͑x͒, consider the case in which the portion of the myocardium within mesh element m thickens from frame k to frame l. In this case, if not for PVE, the image intensity f k ͑x͒ should closely match f l ͑x + d ͑k,l͒ ͑x͒͒, as both values correspond to the same object point. However, when PVE is present, the brightening effect will cause f l ͑x + d ͑k,l͒ ͑x͒͒ Ͼ f k ͑x͒ for a location x within the heart wall. Furthermore, because of the presence of PVE, the heart wall in the reconstructed images appears wider than its actual width; as a consequence, despite the incompressibility of the myocardium volume, the extent of the myocardium in a reconstructed image appears larger than the actual volume. This effect is getting decreased as the heart wall thickens, resulting in ͉D m ͑l͒ ͉ Ͻ ͉D m ͑k͒ ͉. When computing the matching error using Eq. ͑6͒, the value f l ͑x + d ͑k,l͒ ͑x͒͒ is correspondingly adjusted downward by the scaling factor ␤ ͑k,l͒ ͑x͒, which is based on the degree of wall thickening.
In addition, Galt et al. 3 have shown that, when the myocardium is thin compared with the point-spread function of the imaging system, the brightening effect is approximately linear with wall thickness. In this regime, it would be appropriate to choose d = 1 in Eq. ͑6͒. However, as the wall thickens, the brightening effect becomes less responsive to wall thickening ͓for which it would be more appropriate to choose d near 0, leading to unity for ␤ ͑k,l͒ ͑x͔͒. Empirically, in our experiments we found that choosing d = 0.5 provides a good compromise between these two regimes.
In our experiments, the mesh elements are triangular; therefore, the required measure ͉D m ͑k͒ ͉ can be calculated as follows:
in which p m,p ͑k͒ denotes the location of the pth node of D m ͑k͒ , and ϫ denotes the vector cross product.
Having defined the matching error ͑first term͒ in our cost functional, let us now define the deformation-energy penalty, which is given by
where d n ͑k,l͒ is the average of the displacement vectors of all the mesh nodes adjacent to node n. This deformation energy serves as a penalty term to prevent the mesh from becoming overly deformed during minimization of the matching error. Indeed, the term E s ͑D k,l ͒ assumes its minimal value of zero when the node n undergoes motion that is similar to that of its neighbors. As a whole, the objective function J͑D k,l ͒ in Eq. ͑3͒ aims to achieve a tradeoff between the matching accuracy and the regularity of the cardiac motion. At one extreme, when w = 1, minimization of J͑D k,l ͒ amounts to seeking a solution that achieves the best match between the two frames, regardless of any regularity on the resulting motion field; at the other extreme, when w = 0, minimization of J͑D k,l ͒ amounts to seeking a solution that minimizes the deformation energy term in Eq. ͑3͒ alone, regardless of the matching accuracy. In our case, we seek a solution that is between these two extremes, i.e., a solution that achieves good matching accuracy while maintaining a certain degree of motion regularity ͑i.e., a smooth motion field͒.
The objective function J͑D k,l ͒ in Eq. ͑3͒ is an adaptation of an algorithm proposed by Wang and Lee; 5 however, in addition to the modified matching-error term E m ͑D k,l ͒ for the brightening effect, our deformation energy term E s ͑D k,l ͒ is also different from the mesh regularity term of Wang and Lee 5 in that the latter enforces regularity on the mesh structure, whereas ours enforces regularity on the motion field. In our experiments, we used a simple gradient-descent algorithm for the minimization of Eq. ͑3͒, in which the starting point was chosen to be D k,l = 0 , ∀ k , l.
III. MOTION-COMPENSATED SPATIOTEMPORAL PROCESSING
The proposed spatiotemporal processing algorithm consists of the following two steps: ͑1͒ temporal smoothing along the curved trajectories of object points in space-time ͓Fig. 2 ͑left͔͒ and ͑2͒ spatial smoothing of individual frames.
A. Temporal filtering
In this step the image frames are smoothed along the motion trajectories by a temporal filter. Specifically, for a pixel x in frame k the image value f k ͑x͒ is determined as follows:
where h ͑k−l͒ are the coefficients of the temporal filter, and the factor ␤ ͑k,l͒ ͑x͒ is used to account for the brightening effect, as explained earlier. In the case that x precisely corresponds to a mesh-node location in frame k, the value of ␤ ͑k,l͒ ͑x͒ is averaged over all those elements attached to x.
In the absence of PVE, and where there is great confidence in the motion field, the filtering operation in Eq. ͑8͒ could be chosen to be simply the motion-compensated average of all the frames. However, to maintain the useful feature of brightening, we desire a temporal filter that has the following properties: ͑1͒ the filter should produce less smoothing than a simple average; ͑2͒ the filter coefficients should be non-negative to avoid creating negative values in the output; and ͑3͒ the filter should be applied in a circulant manner, since the gated cardiac sequence is periodic.
Based on these considerations, we investigated filters of the form
where ␥ ജ 0 controls the degree of temporal smoothing, and C is a normalization constant to achieve unity dc response. In Eq. ͑9͒ the coefficients h ͑k−l͒ are based on the temporal distances between image frames. Note that this distance is computed in a periodic sense, since the gated image sequence is a loop.
In Fig. 3 we show a plot of the filter coefficients for different values of ␥ ജ 0. As can be seen, larger values of ␥ correspond to less smoothing along the temporal direction. In particular, when ␥ = 0, the filter corresponds to simple temporal averaging; when ␥ = 1, the contributions from other time frames diminish linearly with their temporal distances from current frame k. As ␥ → ϱ , h ͑k−l͒ → ␦ ͑k−l͒ , resulting in no temporal smoothing at all.
B. Spatial filtering
After temporal filtering, the resulting image frames were further processed spatially by a low-pass filter. The bandwidth of this filter, denoted by c , was determined empirically so that the best reconstruction results were obtained ͑Sec. V͒. In our experiments, this filter was designed by using the Hamming window method to form an approximately circularly symmetric two-dimensional window using Huang's method. 
IV. IMPLEMENTATION ISSUES

A. Data set
The proposed spatiotemporal processing algorithm was tested using the 4D gated mathematical cardiac-torso ͑gM-CAT͒ D1.01 phantom 17 to simulate a clinical Tc 99m gated SPECT cardiac-perfusion study. The field of view ͑FOV͒ was 36 cm; the pixel size was 5.625 mm. The acquisition was simulated with fully 3D depth-dependent spatial resolution; the resolution at the center of the FOV was approximately 9 mm full width at half maximum ͑FWHM͒. No attenuation effects were considered in the simulation. Poisson noise was introduced at a level of 6 million total counts for the entire sequence wherein 0.5 million originated from the myocardium. A total of 16 gated frames were used. For each of the 3D frames, the projections consisted of 64ϫ 64 bins at 64 views over 360°.
The volumetric frames were reconstructed separately using the filtered-backprojection ͑FBP͒ algorithm, which still finds wide use currently in clinical studies. We then applied the proposed algorithm to process these images.
Our data simulations were fully 3D, but in this study the proposed spatiotemporal algorithm was implemented in 2D, and the reconstructed volumetric images were processed in a slice-by-slice manner. This greatly reduced the computational complexity of the algorithm, allowing us to thoroughly evaluate its performance under a variety of parametric settings ͑Sec. V͒. Even though our algorithm did not exploit the fully 3D nature of the data, it performed very well, as we show later. We expect that the proposed approach would perform even better in a fully 3D implementation; we chose simpler 2D implementation in these initial studies to determine whether the idea is feasible. We will test the benefit of a fully 3D implementation in future studies using both simulations and clinical data.
B. Mesh generation
The proposed algorithm uses a mesh structure to track the object motion from one frame to another. To generate this mesh structure, we first reconstruct the images of the gated sequence by using the FBP algorithm. Afterward, a reference image is formed by summing the end-diastolic ͑ED͒ frame with the four frames preceding it and the four frames following it. By doing so, the noise is effectively suppressed in the resulting image. In our experiments, this reference image was found to provide a good estimate of the myocardium surface, on which the mesh nodes are to be placed ͑see below͒.
Next, the mesh is generated using the following procedure ͑see Fig. 4͒: • Step 1 ͓Fig. 4͑a͔͒: For further noise reduction, the reference image described above is filtered spatially with a low-pass filter ͓linear-phase finite impulse response ͑FIR͒, length 12, designed with a Hamming window͔ with a bandwidth of 0.2 cycles/ pixel. • Step 2 ͓Fig. 4͑b͔͒: The myocardium surface is detected by using the Canny edge detector, 18 which is designed to achieve optimal performance in the Canny metric sense. As illustrated in Fig. 4͑b͒ , we found that the Canny edge detector is very robust to the high level of noise in the SPECT data.
• Step 3 ͓Fig. 4͑c͔͒: A set of mesh nodes is first placed on   FIG. 4 . Steps in mesh generation: ͑a͒ reference image obtained form reconstructed image data; ͑b͒ boundary of the left ventricle ͑LV͒ detected by the Canny edge detector; ͑c͒ mesh nodes placed both in and outside the detected LV boundary. The mesh nodes are then connected using Delaunay triangulation, resulting in the mesh structure in Fig. 1.   FIG. 5 . Reconstructed images ͑heart region only͒: ͑a͒ noiseless reconstruction of the end diastole ͑ED͒ and end systole ͑ES͒ frames of the original phantom; and noisy reconstruction obtained by ͑b͒ spatial filtering only ͑SO͒; ͑c͒ a spatiotemporal filtering approach that is in clinical use ͑ST-121͒; ͑d͒ the proposed motion-compensated spatial-temporal approach, but without PVE correction; and ͑e͒ the proposed motion-compensated spatialtemporal approach with PVE correction. the detected myocardium surface ͓indicated by circular dots in Fig. 4͑c͔͒ . These myocardium nodes are obtained by selecting every other pixel of the detected pixelated contour. This usually produces around 20 nodes. These mesh nodes are placed around the myocardial surface and are the basis for motion tracking of the myocardium. Next, another group of supporting nodes is generated by projecting radially outward from the myocardium nodes by 4.5 pixels from the center of gravity of the myocardium. The set of support nodes was then pruned so that no two nodes were closer than 2.8 pixels from one another. The resulting set of supporting nodes is indicated by squares in Fig. 4͑c͒ . These support nodes circumscribe the region in which cardiac motion can occur ͑in other words, the myocardium never leaves this region during the gated sequence͒. Next, a larger set of nodes is defined so that a mesh stricture can be obtained over the whole image domain. This consists of two additional sets of nodes: ͑1͒ 50 nodes that are evenly spaced along a circle of radius 20 pixels centered at the centroid of the myocardium, and ͑2͒ four nodes places at the corners of the image domain ͑one at each corner͒.
• Step 4: The mesh nodes are next connected by using Delaunay triangulation 19 to form the mesh structure, by which the image domain ͑including the myocardium͒ is partitioned into a collection of triangular elements ͑see Fig. 1͒ . This mesh structure is then used to deform the frames in accordance with the myocardium motion ͑Fig. 2͒.
C. Motion tracking for gated SPECT sequences
In Sec. II C we described an algorithm for determining the image motion between two frames using a deformable mesh model ͑DMM͒. Next we describe the procedure for applying this algorithm to track the image motion in a gated cardiac SPECT sequence.
Without loss of generality, we denote the ES frame as frame 1. We then apply the motion-tracking algorithm described in Sec. II C to determine the image motion from frame 1 to frame 2. Recall that this is accomplished by determining the displacement of the mesh nodes from frame 1 to frame 2. As a starting point for the mesh nodes for frame 1, the mesh structure generated by the method described in the previous section is used. Once the new locations of the mesh nodes are determined for frame 2, we again apply the motion-tracking algorithm to determine the motion from frame 2 to frame 3. This procedure is continued until the last frame K in the sequence is reached.
At this point the motion trajectories of the mesh nodes have been determined over the whole sequence. However, since the motion tracking results may not be perfect, we seek to further refine them by taking advantage of the fact that the gated image sequence is a loop, i.e., frame 1 follows the last frame K. Thus, we further apply the motion tracking algorithm to determine the mesh deformation from frame K to frame 1, then frame 1 to frame 2, and so on. This process is repeated until there are no further significant changes in the   FIG. 7 . Plot of the peak-signal-to-noise ratio ͑PSNR͒ ͓defined in Eq. ͑10͔͒ vs ͑a͒ the spatial filter cutoff frequency, and ͑b͒ the temporal processing parameter for various processing methods: ͑1͒ spatiotemporal processing with both motion compensation and PVE correction ͑ST-PVE͒; ͑2͒ spatiotemporal processing without PVE correction ͑ST-MC͒; ͑3͒ spatiotemporal processing without motion compensation ͑ST-121͒; and ͑4͒ spatial only processing ͑SO͒.
FIG. 8. Different regions of interest ͑ROIs͒ used in bias-variance analysis.
mesh structure for each frame in the sequence. Typically, the solution stabilizes in about 5-10 cycles through the whole sequence.
Once the node-displacement vectors have been determined for the frames in the sequence, we then apply the mesh representation model in Eq. ͑2͒ to compute the motion vectors at the image pixels ͓see Fig. 2 ͑right͔͒. 
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section we present evaluation results to demonstrate the performance of the proposed spatiotemporal processing algorithm. We first show a set of typical reconstruction results to demonstrate the effect of motion-compensated temporal processing and the benefit of taking into account the PVE. Then we present a set of quantitative results to evaluate the accuracy of the proposed processing algorithm based on a large number of noise realizations.
A. Reconstruction methods considered
Recall that the proposed spatiotemporal processing algorithm is associated with several tuning parameters. By properly setting these parameters, we can conveniently examine the individual effects of the different contributing factors on the reconstruction images. In particular, we considered the following: ͑1͒ by setting ␥ = ϱ for the temporal filter coefficients in Eq. ͑9͒, we effectively achieve spatial only processing ͑SO͒, i.e., no temporal filtering is used; ͑2͒ by setting d =0 in ͑5͒, we have ␤ ͑k,l͒ ͑x͒ = 1 for every x, which leads to temporal processing without accounting for PVE correction ͑ST-MC͒; and ͑3͒ by choosing ␥ ϱ and d 0, we achieve FIG. 9 . Plot of the standard deviation vs the bias for ROI1 ͓͑a͒ and ͑b͔͒ and ROI2 ͓͑c͒ and ͑d͔͒, obtained by varying the spatial filter cutoff frequency ͓͑a͒ and ͑c͔͒ and the temporal processing parameter ͓͑b͒ and ͑d͔͒, respectively, for various processing methods: ͑1͒ spatiotemporal processing with both motion compensation and PVE correction ͑ST-PVE͒; ͑2͒ spatiotemporal processing without PVE correction ͑ST-MC͒; ͑3͒ spatio-temporal processing without motion compensation ͑ST-121͒; and ͑4͒ spatial only processing ͑SO͒.
spatiotemporal processing with both motion compensation and PVE correction ͑ST-PVE͒.
For comparison purposes, we also show results obtained by a method that is currently in use in clinical practice by our colleagues at the University of Massachusetts Medical School, Worcester, MA. 20 In this method, the images are first processed spatially with a Butterworth filter of order 4 and cutoff frequency 0.22 cycles/ pixel, then processed with a temporal filter with impulse response ͕1/4,2/4,1/4͖. This method amounts to spatio-temporal processing without using motion compensation. We will refer to it as the ST-121 method.
Whenever applicable, each of these methods was tested empirically for optimal performance by adjusting its associated parameters, including the bandwidth of the spatial filter, the parameter ␥ in Eq. ͑9͒ of the temporal filtering, and the trade-off parameter w in Eq. ͑3͒ for motion tracking.
B. Reconstruction results
We next present some example reconstructions for visual comparison, followed by quantitative performance evaluations. Figure 5͑a͒ shows noise-free reconstructions of the ED and ES frames obtained using FBP. These represent the "ideal" result against which noisy realizations are compared when evaluating the various noise reduction methods. Because of the PVE, the heart wall in the ES image is noticeably brighter than in the ED image. Images reconstructed from an example noise realization by different methods are shown in Figs. 5͑b͒-5͑e͒ . These results were obtained from a selected transverse slice ͑#36͒ which contains the myocardium.
The parametric settings used for the different processing methods are as follows: ͑1͒ SO, spatial cut-off frequency of 0.30 cycles/ pixel; ͑2͒ ST-121, spatial cut-off frequency of 0.30 cycles/ pixel; ͑3͒ ST-MC, spatial cut-off frequency of 0.40 cycles/ pixel, ␥ = 0.75, and w = 0.99; and ͑4͒ ST-PVE, spatial cut-off frequency of 0.40 cycles/ pixel, ␥ = 1.00, and w = 0.9999. These parameters were deemed optimal based on our quantitative evaluations ͑which we present shortly͒.
As can be seen from the results in Fig. 5 , all the processing methods effectively suppressed the imaging noise, but the reconstructed images differ in terms of wall thickening and brightening, and visibility of the right ventricle. In particular, the images produced by SO and ST-121 appear to FIG. 10 . Plot of the standard deviation vs the bias for ROI3 ͓͑a͒ and ͑b͔͒ and ROI4 ͓͑c͒ and ͑d͔͒, obtained by varying the spatial filter cutoff frequency ͓͑a͒ and ͑c͔͒ and the temporal processing parameter ͓͑b͒ and ͑d͔͒, respectively, for various processing methods: ͑1͒ spatiotemporal processing with both motion compensation and PVE correction ͑ST-PVE͒; ͑2͒ spatiotemporal processing without PVE correction ͑ST-MC͒; ͑3͒ spatiotemporal processing without motion compensation ͑ST-121͒; and ͑4͒ spatial only processing ͑SO͒.
suffer noticeable distortions in wall shape and thickness as compared with the ST-MC and ST-PVE images, both of which respect PVE and motion in their filter design. The ST-PVE method also appears to better preserve myocardial brightening than the ST-MC method. This is anecdotal evidence for the benefit of using motion-compensated processing in the proposed spatiotemporal methods, which is further supported by the quantitative measures presented shortly.
Before describing the quantitative evaluations, let us consider the deformation fields ͑DFs͒ estimated by ST-MC and ST-PVE methods ͑Fig. 6͒, which show the DF between the ES frame and the ED frame. The DF obtained using PVE compensation ͓Fig. 6 ͑right͔͒ appears to be more consistent with the motion of the phantom than that computed without PVE compensation ͓Fig. 6 ͑left͔͒.
C. Quantification results
We present a set of results quantifying the overall accuracy of the reconstructed images by using signal-to-noise ratio, and then a set of results quantifying the accuracy of the heart wall in reconstructed images by using bias-variance analysis.
To quantify the accuracy of a sequence of reconstructed frames, we use the peak-signal-to-noise ratio ͑PSNR͒ averaged over the K image frames, which is defined as
where f k denotes the reconstructed image of frame k whose ground truth is denoted by f k , which has M ϫ N pixels. In Eq. ͑10͒, max͑f k ͒ 2 denotes the peak value of the image. Figure 7 shows the PSNR results for the different methods. In particular, Fig. 7͑a͒ shows a plot of the PSNR versus the degree of spatial smoothing ͑measured by the cut-off frequency c of the low-pass filter͒; the following parameters were used for the temporal processing methods: for ST-MC, ␥ = 0.75 and w = 0.99; and for ST-PVE, ␥ = 1.00 and w = 0.9999. As can be seen, the best results were obtained with c = 0.40 cycles/ pixel for both ST-MC and ST-PVE, while for SO and ST-121 the best results were obtained with c = 0.30 cycles/ pixel. Note that markers ͑squares, triangles, etc.͒ on the curves in Fig. 7͑a͒ correspond to the optimal operating points used to reconstruct the images shown in Fig. 5 .
Similarly, Fig. 7͑b͒ shows a plot of the PSNR versus the degree of temporal smoothing ͑measured by the parameter ␥͒; the following parameters were used for the different processing methods: for SO and ST-121, c = 0.30 cycles/ pixel; for ST-MC, c = 0.40 cycles/ pixel and w = 0.99; and for ST-PVE, c = 0.40 cycles/ pixel and w = 0.9999. Again, the markers denote optimal operating points.
These results show that with motion-compensated processing one can achieve the best noise reduction with less spatial processing ͑as compared to SO and ST-121͒. This can help avoid loss of spatial resolution due to over-smoothing, as indicated by the earlier results in Fig. 5 .
Next, to evaluate the accuracy of the heart wall in the reconstructed images, we selected several regions of interest ͑ROIs͒ along the heart wall and quantified the accuracy of each ROI based on a large number of different noise realizations ͑50 in total͒. The results were then summarized using a bias-standard deviation plot, which we explain below.
To simplify notation, below we suppress the frame index and simply denote a given frame by f. Furthermore, let ͓f͔ ROI denote the average intensity of the pixels in a specified ROI in f, i.e.,
where S is the total number of image pixels within the ROI. Assuming we have a total of T estimates of f, denoted by f ͑t͒ , t =1,2,… , T, from T different noise realizations, we estimate ͓f͔ ROI as follows:
The percent bias and standard deviation ͑std͒ of the estimator in Eq. ͑12͒ are then estimated, respectively, as
In our experiments we used four ROIs, which are shown in Fig. 8 . Note that two of the ROIs ͑ROI1 and ROI2͒ are defined in the ED frame, and the other two ͑ROI3 and ROI4͒ are defined in the ES frame.
In Fig. 9 we show the bias-standard deviation plots for ROI1 and ROI2 obtained by the different methods. In Figs.  9͑a͒ and 9͑c͒ , the curves were obtained by varying the spatial   FIG. 11 . Short-axis images ͑heart region only͒: ͑a͒ noiseless reconstruction of the end diastole ͑ED͒ and end systole ͑ES͒ frames of the original phantom; and noisy reconstruction obtained by different methods: ͑b͒ spatial filtering only ͑SO͒; ͑c͒ clinical spatiotemporal filtering method ST-121; ͑d͒ the proposed motion-compensated spatial-temporal approach, but without PVE correction; and ͑e͒ the proposed motion-compensated spatial-temporal approach with PVE correction.
smoothing parameter c , while in Figs. 9͑b͒ and 9͑d͒ the curves were obtained by varying the temporal filtering parameter ␥. These results suggest that the proposed method ͑ST-PVE͒ achieves the best performance. Similarly, in Fig.  10 we show the bias-variance plots for ROI3 and ROI4. Again, the markers represent the operating points that we used in reconstructing the images shown in Fig. 5 .
It should be noted that our results so far have been presented using transverse reconstructed images. In this initial feasibility study, we chose to use transverse slices to lessen the computation time in our statistical performance analyses, which involve a large number of repeated reconstructions with different noise realizations. It is expected that the proposed method would be equally applicable to images in other orientations ͑e.g., the long-and short-axis images which are standard in clinical use͒. As an example, we show in Fig. 11 a set of results reconstructed by the proposed and other methods using short-axis images; similarly, we show a set of results in Fig. 12 using long-axis images. These images were obtained using the same parametric settings for the different processing methods as in Fig. 5 . The corresponding PSNR values of these images are given in Table I . As with the transverse images, these results demonstrate that the proposed motion-compensated processing has led to improved reconstruction accuracy; the SO and ST-121 images appear to suffer from distortions in wall shape and thickness as compared with the ST-MC and ST-PVE images, and that the ST-PVE method appears to better preserve myocardial brightening than the ST-MC method.
Finally, we summarize the computation times for different methods in Table II . These results were based on processing the entire sequence ͑16 frames͒. Our implementation was in MATLAB on a 2.26 GHz Pentium-4 PC with 2 GB memory. As expected, in the motion-compensated processing methods most of the time was spent for motion tracking.
VI. CONCLUSIONS
The studies presented in this paper show preliminary evidence that motion-compensated spatiotemporal processing with inclusion of partial volume effect can be a useful tool for reconstruction and post-processing of image sequences exhibiting motion. However, more clinical evaluation studies will be required to validate the algorithm conclusively. Specifically, we plan to evaluate quantitatively the effect of the algorithms on ejection fraction measurements, perfusiondefect detection, and apparent wall motion. It appears from the results of this study that failure to compensate for motion and PVE reduces frame-to-frame variation in the left ventricular volume, which we expect will distort measurements of ejection fraction. 21 We will test this hypothesis quantitatively in future work. 
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