The aim of this paper is to obtain Karush-Kuhn-Tucker optimality conditions for weakly efficient solutions to vector equilibrium problems with the addition of constraints in the novel context of Hadamard manifolds as opposed to the classical examples of Banach, normed or Hausdorff spaces. More specifically, classical necessary and sufficient conditions for weakly efficient solutions to the constrained vector optimization problem are presented. As well as some examples. The results presented in this paper generalize results obtained by Gong (2008) and Wei and Gong (2010) and Feng and Qiu (2014) from Hausdorff topological vector spaces, real normed spaces and real Banach spaces to Hadamard manifolds, respectively.
Introduction

11
The pursuit of equilibrium is a ubiquitous goal in most of the different areas of human activity.
12
For example, in economics, the dynamics of offer and demand are typically described as equilibrium 13 problems. In the same way, physical phenomena or other more human situations such as the 14 distribution of traffic and telecommunication networks require us to think in terms of equilibriums.
15
In Fan [7] equilibrium theory in Euclidean spaces was firstly introduced. Mathematically, the simplest definition of a equilibrium problem consists in finding x ∈ S such that F(x, y) ≥ 0, ∀y ∈ S where S ⊆ R p is a nonempty closed set and F : R p × R p → R is an equilibrium bifunction, i.e.
• Complementarity Problems find a pointx ∈ S such that < G(x), v >≥ 0 for any v ∈ C where G : R p → R p and S ⊆ R p is a closed convex cone. Similarly, the complementarity problems amounts to solving Equilibrium Problem with F(x, y) =< G(x), y − x >
• Stampacchia Variational Inequality Problem demands findingx ∈ S such that < G(x), y −x >≥ 0, ∀y ∈ S where G : R p → R p and S ⊆ R p is a closed set. This problem can be formulated as Equilibrium Problem with F(x, y) =< G(x), y − x >
• Nash Equilibrium problems in a noncooperative game with p players, each player i has a set of possible strategies K i ⊆ R n i and aims to minimize a loss function f i : K → R with K = K 1 × . . . × K p . A Nash equilibrium point is anyx ∈ K such that no player can reduce its loss by unilaterally changing their strategy, i.e, anyx ∈ K such that
holds for any y i ∈ K i for any i = 1, . . . , p, withx(y i )) denoting the vector obtained fromx by replacingx i with y i . This problem is equivalent to solving Equilibrium Problem with
The above-mentioned problems are particular cases of the Vector Equilibrium Problem. Hence, it
19
is important to obtain and study the optimality conditions for the solution such more general problem. 
Preliminaries
97
In this section we recall some notations, definitions and properties of Riemannian manifolds used 98 throughout this paper.
99
Let M be a C ∞ -manifold modeled on a Hilbert space H, either finite or infinite dimensional, endowed with a Riemannian metric g x on a tangent space T x M. We denote by T x M the n-dimensional tangent space of M at x, by TM = x∈M T x M the tangent bundle of M, byTM an open neighborhood of the submanifold M of TM. The corresponding norm is denoted by . x and the length of a piecewise
For any point x, y ∈ M, we define 
113
In addition, for any two points in M, there exists a minimal geodesic joining these two points. In If we consider M to be a Cartan-Hadamard manifold (either infinite or finite dimensional), then on M there is a map playing the role of x − y ∈ R n . We can define the function η as η(x, y) = α x,y (0) for all x, y ∈ M. Here α x,y is the unique minimal geodesic joining y to x as follows α x,y = exp y (λexp We will need an adequate differential concept:
Definition 2 . to be a differential map along the geodesic α x,y at y ∈ M if and only if the limit
exists.
121
The gradient of a real-valued space.
126
Let S 1 ⊂ M be a nonempty open totally convex subset and let F :
mappings.
128
Definition 3. We define the constraint set S = {x ∈ S 1 : g(x) ∈ −R p + } and consider the vector equilibrium problem with constraints (VEPC): find x ∈ S such that
where R p + is the nonnegative orthant of R p .
129
We recall the classical concept: 
In the next section, we will use the assumption of invexity of the functions of the problem to 136 obtain the sufficient conditions of optimality. 
Main Results
138
Next we will obtain a characterization of the weakly efficient points of VEPC through two that H and g are differentiable atx ∈ S. Furthermore, assume that there exists x 1 ∈ S 1 such that g(x) + dgx(η(x 1 ,x)) ∈ −int R p + . Ifx is a weakly efficient solution to the VEPC, then there exist v ∈ R
Proof. Assume thatx ∈ S is a weakly efficient solution to the VEPC. We can see that W is a nonempty open totally convex set where the set
Step 1. We have to prove that (0, 0) / ∈ W. By reduction ad absurdum. If not, then there exists
+ is an open set, there exists some 0 < λ 0 < 1 such that
By hypothesis, from g(x) ∈ −R p + , F(x,x) = Hx(x) = 0, and
Since S 1 is a totally convex set
Stands in contradiction withx ∈ S is a weakly efficient solution to the VEPC. Thus (0, 0) / ∈ W.
142
Step 2. We will prove that there exists a multiplier v ∈ R 
Let (y, z) ∈ W be a point then there exists x ∈ S 1 such that same way, we can show that u ∈ R p + .
145
Step 3. We will prove that v = 0, thus is, v ∈ R p + \ {0}. By reduction ad absurdum, if v = 0, from (1) we get uz > 0, ∀(y, z) ∈ W By assumption, there exists x 1 ∈ S 1 such that g(x) + dgx(η(x 1 ,x)) ∈ −int R p + ; thus, we have
In particular, we have [g(x) + dgx(η(x 1 ,x))] ∈ −int R p + , and if k = 0 then we get u · 0 = 0 > 0.
147
This is a contradiction, thus v = 0.
148
Step 4. We will prove that first KKT condition.
149
As
Step 5. We will prove that second KKT condition.
154
It is clear
Letting t → 0, we obtain ug(x) ≥ 0. Nothing that g(x) ∈ −R p + and u ∈ R 
thenx is a weakly efficient solution to the VEPC.
159
Proof. Since the mappings Hx and g are differentiable atx ∈ S and H and g are R (2) we obtain that
By hypothesis (3), we get on the one hand
On the other hand, we will show thatx is a weakly efficient solution to the VEPC. Hadamard manifolds.
166
To sum up, we obtain the KKT optimality conditions for weakly efficient solutions to the vector 167 equilibrium problems with constraints. This results are not only necessary but also sufficient. 
Application
169
As a particular case of the results obtained in the previous section, we will obtain the optimality 170 conditions of KKT for constrained vector optimization problems.
(CVOP) min f (x) subject to: 
thenx is a weakly efficient solution to the CVOP. Consider the CVOP: 
and therefore there exist v = (1, 0) and u = (0, 1) such that
and then X is a weakly efficient solution to the CVOP.
188
Example 3. Let us consider the set Ω = {p = (p 1 , p 2 ) ∈ R 2 : p 2 > 0}. Let G be a 2x2 matrix defined by G(p) = (g ij (p)) with
Endowing Ω with the Riemannian metric u, v =< G(p)u, v >, we obtain a complete Riemannian 189 manifold H 2 , namely, the upper half-plane model of Hyperbolic space and grad f (p) = G(p) −1 ∇ f (p).
190
Consider the CVOP:
Given p = (1, 1) using the Riemannian metric k and f , g is R 2 + -invex atp respect to η(p, p) = 2p − p and there exists q = η(p, p) = (0, 1) we have that to go further and consider other type of solutions to the vector equilibrium problem with constraints.
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