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Abstract-In biostatistical, epidemiological and demographic studies of human survival 
it is often necessary to consider the dynamics of physiological processes and their 
influences on observed mortality rates. The parameters ofa stochastic ovariate process 
can be estimated using a conditional Gaussian strategy based on the mortality model 
presented in M. A. Woodbury and K. G. Manton, A random walk model of human 
mortality and aging. Theor. Popul. Biol. 11, 37-48 (1977) and A. I. Yashin, K. G. 
Manton, and J. W. Vaupel, iMortality and aging in a heterogeneous population: A sto- 
chastic process model with observed and unobserved variables. Theor. Popul. Biol., 
in press. (1985). The utility of this approach for modeling survival in a longitudinally 
followed population is discussed-especially in the context of conducing coordinated 
analyses of multiple similarly constituted databases. Furthermore, the conditional Gaus- 
sian approach offers several substantive and computational advantages over the Cam- 
eron-Martin approach R. H. Cameron and W. T. IMartin, The Wiener measure of Hilbert 
neighborhoods in the space of real continuous functions. J. Math. Phys. 23, 195-209. 
I. INTRODUCTION 
In the analysis of mortality and morbidity in demographic, epidemiological and biosta- 
tistical studies the explicit relationships between the realized event rates and the param- 
eters of the underlying physiological process generating the health events are often not 
considered. This can lead to a lack of precision in attempting to use the observed data 
to make forecasts about health changes, inaccurate statements about the effect on disease 
risk of altering risk factors in some specified way and an inability to determine the un- 
certainty of forecasts. In this paper a model is developed which relates the observed 
mortality rates to the parameters of the underlying physiological processes, both in the 
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presence of auxiliary information on the cross-temporal change of individual physiological 
values and in the absence of such information. The estimation procedure relies upon the 
availability of information. either from other studies or from theoretical models. that can 
be used to specify a reasonable structure for the process. Often, for the analyses of chronic 
disease such data will be available from prior epidemiological and clinical studies. 
This approach is based on a multivariate Gaussian diffusion process model of human 
physiological change and mortality-[ l-31. That model yields the mathematical relationships 
between the unconditional mortality rates for the population and the parameters of the 
individual level processes governing change in the means and covariances of the physi- 
ological variables related to the risk of mortality. In this paper these relationships are 
used to compute the unconditional mortality rates for the individual level processes to 
develop a likelihood function for the estimation of process parameters from the distribution 
of the observed time to death (failure) of persons in the population. This likelihood function 
can be used to obtain estimates of process parameters conditional upon the realized values 
of an observed process measured at fixed times. 
The conditional Gaussian approach to estimation employed in this paper can be con- 
trasted with the more usual Cameron-Martim approach (and its extensions[j]) for de- 
termining the parameters of a stochastic process. The substantive and computational 
advantage of the conditional Gaussian approach over Cameron-Martin based strategies 
will be examined. Furthermore. it will be seen that the model yields, as a special case, 
strategies for estimating the effects of fixed unobserved covariates on the time of death 
(e.g. see Ref. [6]) and that the model can be applied to the parallel analyses of survival 
in multiple data sets where each data set has particular deficiencies. 
II. PRELIMINARY SPECIFICATIONS 
Suppose that the mortality rate for individual i in a sample of I individuals depends on 
some I-dimensional physiological process Z(r) which evolves over time. It is assumed that 
the process for each individual evolves independently from that of all’other individuals. 
The mortality rate for !he individual (index i suppressed, except where absolutely essential 
to convey meaning) is assumed to be a quadratic function of the set of values Z(t), or 
PL(f, Z(t)) = Z’(t)Q(t)Z(t) + p&t), (1) 
where Q(f) is a non-negative definite symmetric 1 x 1 matrix and t 2 0. The functional 
form with a linear term on the right-hand side can be easily transformed to (1). The process 
for the individual Z(t) (index i again suppressed) is assumed to satisfy a linear diffusion 
type, stochastic differential equation, defined on a probability space (R, H. P): 
dZ(t) = (cco(t) + a(t)Z(t)) dt + b(r) dW,. (2) 
where clo(r) is a I-dimensional vector function of t with bounded elements for any t 2 0; 
cl(r) is a bounded 1 x 1 matrix for any t 2 0; b(t) is a bounded 1 x k matrix, and W, is a 
k-dimensional Wiener process which does not depend on the set of initial conditions [i.e. 
Z(O)]. The forms of (I) and (2) were selected because they have been found to adequately 
describe both risk factor changes and the risk factor dependencies of chronic disease and 
mortality in a number of longitudinal epidemiological studies[7, 81. More generally, the 
form of (1) and (2) will be selected on the basis of prior relevant biostatistical studies or 
theoretical insights into the physiological processes of interest. 
In purely demographic studies of mortality, one often analyzes the unconditional (ob- 
served) age specific death rates in the population. More precise evaluation of the mortality 
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process can be achieved by utilizing the relation between p(t, Z(t)), the conditional mor- 
tality rate at time t for individuals with physiological status Z(t), and p(t), the uncondi- 
tional mortality rate at time t, for conditional Gaussian processes of the type described 
in Woodbury and Manton[l]. Yashin et af.[3] present an extension of this model to the 
case where the mortality rate is influenced by an unobserved process. This relationship, 
which involves showing how the expectation of the mortality risk can be taken over the 
process described by (2), can be written symbolically as 
IL(l) = E(/df, Z(t)) 1 T > r), i3a) 
where T is the death time of the individual associated with the mortality rate t.~(t, Z(t)). 
To evaluate this expectation operation one must know the form of the distribution of 
Z(r) conditional upon survival to time t. In our exposition we will assume that the initial 
conditions for individual i, Z(O), are random variables with a multivariate normal distri- 
bution with the vector of means denoted m(0) and covariance matrix y(0). We will assume 
that IJ-(~, Z(t)) is quadratic [see (l)]. With these assumptions the unconditional mortality 
rate at time t, p(t), has the following relation to the parameters of the distribution of Z(t): 
P(t) = m’(t)Q(t)m(t) + Tr(Q(r)y(t)) + am. (3b) 
If the observations are i.i.d., then cl_(t) in (3b) can be interpreted in demographic terms 
as the cohort mortality rate among survivors to age t. 
Assuming (1) and (2) one can show[9] that the changes in the mean vector and covar- 
iance matrix satisfy the nonlinear ordinary differential equations, 
dm(r) 




- = a(t)y(t) + y(t)a’(t) + @t%‘(t) - 2y(t>Q(t) y(t) dt 
(4) 
with the initial state described by m(0) and y(0). 
The relationships specified in (3)-(5) can be used in developing both a substantively 
meaningful model of human mortality and a statistical estimation procedure for evaluating 
the parameters of the process describing the evolution of influential factors Z(t) [Eq. (2)1, 
and of the risk function [Eq. (I)]. Specifically, these relationships can be used to integrate 
ancillary information and data from empirical studies or theoretical insights into a prob- 
abilistic model of human failure processes. For example, prior studies may help in selecting 
the appropriate functional form for Q(t), by providing the form of the functional depen- 
dency of the population hazard rate on the means of Z(r) (e.g. see Ref. [lo]). Additionally, 
one may have information on the form of the process Z(t) influencing mortality. Such 
ancillary information on the structure of the model can increase the precision of forecasts 
of population hazard rates over naive procedures which ignore this information, e.g. pro- 
cedures which simply extrapolate the temporal trends of age-specific mortality rates. 
In addition to helping to organize ancillary information in the development of a prob- 
abilistic model of human failure processes, the relationships in (3)~(5) can be used to 
obtain maximum likelihood estimates of the parameters of the process from the observed 
death times in a population and from available longitudinal information on physiological 
factors. The development of such estimates can be considered in the context of two distinct 
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observational plans. The first plan is for the continuous time monitoring of mortality, 
where mortality is influenced by both observed and unobserved processes. Such an ob- 
servational plan, however, is seldom found in longitudinai epidemiological studies. Fur- 
thermore. because the continuous time formulation requires estimating parameters over 
the entire process from birth to death, it is computationally difficult. As a consequence 
this type of observational plan is primarily of theoretical interest in dealing with such 
problems as developing estimation strategies for unequal follow-up times or in developing 
and assessing interval approximation formulas. More practically, for empirical applica- 
tions an approach is presented for a second type of observational plan where measure- 
ments are made periodically at fixed (i.e. nonrandom) discrete times. The equations de- 
veloped for the continuous time case for the conditional Gaussian model can be employed 
in obtaining the maximum likelihood estimates of process parameters from the discrete 
time measurements if the correct initial conditions for the start of each interval are for- 
mulated. This type of observational plan is found in many epidemiological studies (e.g. 
Framingham, Massachusetts; Evans County, Georgia). 
III. A MODEL FOR ESTIMATING THE PARAMETERS OF A TWO- 
COMPONENT FAILURE PROCESS UNDER BOTH CONTINUOUS AND 
DISCRETE TIME OBSERVATIONAL PLANS 
The first step in the development is to generalize the mortality process defined in (1) 
and (2) to the case where mortality is influenced by both an observed and unobserved 
process. Specifically, suppose that the duration of life for any individual in the cohort is 
a functional of the two component processes Z’(t) = (Y’(r), X’(t)). The quadratic form 
in (1) may then be rewritten as 
IJxf, X(t), Y(t)) = (r’(t), X’(t)) + l-b(f), (6) 
where Q,,(r) and &(t) are positive definite symmetric matrices. and Q;?(t) = Qzl(t). 
Furthermore, (2) becomes 
(‘1 
where W,, and Wzr are vector-valued Wiener processes, independent of each other and 
of the initial values X(0) and Y(0); b,(t) and b,(t) are matrices with the appropriate di- 
mensions. Thus, the processes X(r) and Y(t) are the solution of these linear stochastic 
differential equations. Let us now consider the two different observational plans for mul- 
ticomponent processes of the type describe by (6) and (7). 
A. Continuous observations 
Yashin et a/.[31 gave a solution of (6) and (7) in the conditional Gaussian case by 
assuming that the distribution of the Y(r) was normal conditional on the observed process. 
The validity of this assumption follows from the normality of Z(t) because one can always 
find a vector function F(r, X(t)) and a scalar G(t, X(t)) such that the individual mortality 
rate, l~.(t, X(t), Y(r)), can be written 
l-dt7 X(t), Y(t)) = (Y(r) - F(r, X(t))’ Q22(t) (Y(t) - F(t, X(r)j -t G(t, X(r)), (8) 
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where 
F(ft X(t)) = -On’(f) Q&t) X(r) (9) 
and 
G(t, X(r)) = X’(t) @z(t) X(t) - X’(t) &l(t) ~i’(t, ~,zct, x(r) + /I_,,. (10) 
The structure of (8) with respect to Y(t) is similar to the hazard function considered 
by Myers[S]. However, because of boundary conditions it is difficult to use additional 
observations on the measured process X(t) in his formulation[9]. A more appropriate 
strategy seems to involve use of the conditional Gaussian approach developed in Yashin 
et a/.[31 for a continuously observed process. This latter approach can be used for the 
evaluation of a process that is still under observation, e.g. to analyze data from the in- 
termediate phases of a longitudinal study. 
B. Fi.red time observation 
Let us now assume that the elements of X( t) are measured at a set of fixed times. Thus 
xi(ti), . . . 7 X&t,) are the measurements on the ith individual. Y;(t) represents the vari- 
ables that are not measured. Suppose that both processes influence the mortality rate and 
that this dependence is as described by (6). Furthermore, suppose that the evolution of 
X(t) and Y(t) are described by (7). Our goal is to estimate the elements of Q(t) in (6) on 
the basis of data only on X, i.e. Xj(rj), i = 1, . . . , I, t, < Ti, vvhere Ti is the observed 
death time for individual i. For simplicity, let the index i be suppressed and X(t) be the 
matrix X(ti), X(t,), . . . , X(tj(r)), where 
fj(t) = SUp{fj: fj < t}. (11) 
The survival function, conditional on the observed process X(r), say s(t. X(t)), may be 
defined 
.s(t, R(t)) = P(T > t 1 k(f)> (12) 
so that 
CL*(t, R(f)) = - i In s(t, X(t)), (13) 
where ~*(t, X(r)) is the mortality rate implied by the conditional survival function. This 
requires the assumption that the conditional survival function is absolutely continuous. 
In order to develop an estimation strategy the relation of t.~*(t, X(t)) to the parameters 
of the underlying process and measurements must be found. The appropriate relations 
are presented in terms of the means m(t), and conditional covariances y(t), of the variables 
in both X and Yin the following theorem: 
THEOREM. Suppose that the process is defined by both measured and unmeasured 
variables with the structure presented in (7). Then the mortality rate p,*(t, X(t)) can be 
represented as follows: 
CL*(~, X(t)) = m’(t, X(t)) Q(t) m(t, X(r)) + Tr(Q(t) y(t)) + k,,(t), (14) 
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where 
m(f) = ml(t) 
[ I m(t) ’ v(t) = [ v,,(t), Yl2(f) %1(t). Y?df) 1 
on the intervals rj 5 I < tie I satisfy the equations, 
dm(r) 
- = so(f) + c*(t) m(t) - 2y(t) Q(r) m(t) dt (15) 
and 
dy(t) 
- = a(t) y(t) + y(t)o’(t) + b(t)b’(t) - 2y(r) Q(r) y(t) dt (16) 
where 
and c4t) = crl,(f), ol,z(r) (1 ,(t) 
1 t I Q(t) 
The theorem demonstrates that the general form of the hazard rate in (3b) for multi- 
variate normal physiological variables applies directly to the case with fixed measurement 
times and unobserved and partly observed influential processes. The primary difference 
between these equations and those for the continuous time case is that a neu set of initial 
conditions holds for each interval [rj, ti+ ,). This defines an observational plan where, at 
each time of measurement, there is a jump in information on the observed process and 
on mortality status. Specifically, at time fi, j = 1, . . . , K the initial values for the equation 
are 
ml(tj) = m,(Q) + ylz(f,-) yG’(t$ (X(Q) - m(f/)). (17) 
mz(tj) = X(lj), (18) 
Yll(tj) = Yit(Q) - YlZ(t,-) Y22'Ctd Y2l(r;)? (19) 
YzAtj) = 0, Pa 
YlZtfj) = YZl(~j> = 09 (21) 
where ty represents the left-handed value of the process, i.e. at the point just before the 
jump in information. Equations (17) and (18) show how the results of measurements on 
the process X(t) at each time fj can be introduced into (14). Thus the mean for X(tj) is 
equal to the observed value at the time of measurement (18) while the mean for Y(r,) is 
the mean conditional on X(tj). The variances of the values of the observed variables are 
equal to 0 at the measurement ime; for Y(tj), the variances are conditional on the values 
of the observed variables. The initial conditions for each interval represent the jumps in 
information at these points. Initialization of m,(t,) and y,,(f,) for the first interval may 
require auxiliary data. 
The theorem [i.e. Eqs. (l4)-(21)] follows from the Kolmogorov-Fokker-Planck (KFP) 
equation for the special case of the multivariate normal distribution with quadratic hazard 
and linear dynamics. The proof requires showing that the changes in the multivariate 
normal distribution described by the KFP equation, conditional upon the probability of 
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survival and the effects of an unobserved Gaussian process, must produce a multivariate 
normal distribution at each point in time. This can be demonstrated in two stages. The 
first and most important stage is to prove the conditional Gaussian property. This is done 
by examining the characteristic function conditional on the process X(t) and survival at 
least to time r. Once the conditional Gaussian properties are demonstrated (for details 
see Yashin et n/.[3]). only the means and variances of the distribution of y(t) are required 
to characterize the process. The second stage is to specify the equations for the means 
and variances, again from the characteristic function. 
IV. ESTIMATION 
Statistical analyses of the problem can be conducted by the maximum likelihood ap- 
proach. In order to do that, one needs to specify the parametric uncertainties in the 
likelihood function. Generally speaking the sources of uncertainties can be the functions 
a,,(t), a(t), b(t), Q(r), and p,,(t). Assume that all of these functions can be written in some 
parametric form: cyO(p, t), CY_@, t), 6(/3, r), Q(p, t), l.~~(p, t). The simplest case of this form 
is that the coefficients CQ, (Y, 6, Q, and ~~ are constants. In this case the components of 
p correspond to the respective coefficients. 
The likelihood function for a sample of I persons is 
2 = fi /J.*( Ti, 2i(Tj)) exp 
i= I 
f[X,(tj) 1 ‘?i,Cfj- ,)I, (22a) 
where f[X,(t,) 1 _,fj(t,- ,)I is the n-variate conditional Gaussian density of Xi(b) given the 
prior observations in Xi(tj_ i); alternatively, to be consistent with standard notation, one 
can write this density as N[X,(t,) 1 mjl(r;), y;~~(f~)J, where miz(r,r) and yiz?(F) are the (con- 
ditional) means and variances exhibited in (17) and (19), respectively. Equation (14) shovvs 
how l_~*(t, X;(t)) depends on the means and variances of the influential process. Equations 
(15) and (16) describe the change with time of the means and variances by a process with 
coefficients clo(t), oc(t), 6(t), and Q(t). These equations permit (22a) to be revised as 
i= 1 
X ysi(f;, /3) [Xi(fj) - m;2(t;-, PY ~i;.(~_d)l>. (22b) 
Equations (22a) and (22b) require that the time to failure (Ti) is known for each person 
in the population. In many practical examples, the time to failure is not observed (i.e. the 
study is terminated before all persons have experienced the event of interest). In these 
cases the likelihood must be adjusted to reflect this right censoring. This is accomplished 
by introducing into Eqs. (22a and 22b) terms describing the probability of survival to the 
end of the study. For the survivors themselves, only the coefficients of the dynamic 
equations [i.e. Eq. (7)] can be estimated. To estimate both the dynamics and mortality 
coefficients, we require the joint likelihood for the subset S of survivors to the end of the 
study (at time Ci = C), and for the subset 3 of nonsurvivors. This likelihood may be 
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where 6i = Z(T, I C) is an indicator variable denoting whether (Si = 1) or not (Si = 0) 
the observation is censored. We see that the primary difference between (22a). (22b) and 
(23) is the inclusion of terms describing the probability of surviving to the end of the study 
for each member of the surviving subset. More general types of censoring can be handled 
if C in (23) can be replaced with the exact time Ci of censoring on an individual basis. 
To obtain maximum likelihood estimates of the process parameters in (22a), (22b) or 
(23), one will need appropriate numerical procedures. The details of these procedures will 
depend on the specific assumptions made about the characteristics of both the unobserved 
and the observed covariate processes. For example, to evaluate p,*(e) in (14) at the time 
of measurement for an observed covariate process, one needs values for Q(r) and ko(t). 
but can set the means equal to the observed values [see (18)] and the variances to zero 
[see (20)]. To calculate the hazard rate for any intermediate time between measurements 
however, one needs values of cco(t), a(t), b(t), and Q(t) to solve (15) and (16) so that the 
projected values of m(t) and y(t) may be substituted in (14). Thus the mortality parameters, 
Q(f) and PO(~), and the covariate process parameters, cxo(r), a(t), and b(t), are inextricably 
intertwined. One solution suggested by Myers[j] is to measure the covariates sufficiently 
often that the covariate path is effectively known. Implementation of this strategy for the 
special case where the subject intervals are equal for all subjects and for all measurement 
times is described in Manton et nl.[ll]. 
Estimation in the case of unobserved covari”+p CLLI rocesses will depend on insights avail- 
able from relevant biomedical theory and from related auxiliary data. For example, in the 
case of multiple data sets with different sets of measurements, certain variables may be 
available in one data set but not in others. In this case, from the data set where a variable 
is measured we can obtain direct estimates of the corresponding coefficients in so(t), a(r), 
b(t), Q(t), m(t), and v(t). This suggests that estimation of parameters for all data sets be 
conducted jointly with the sets of X and Y variables being redefined from one data set to 
the next. Where there are Y variables not measured in any of the data sets[6], one can 
still implement the model if there is sufficient theoretical evidence to specify the form of 
the initial distributions, the dynamics, and the mortality risks associated with the unob- 
served process (see Yashin et a[.[31 for discussion). 
V. A COMPARISON OF THE CAMERON-MARTIN AND CONDITIONAL 
GAUSSIAN APPROACHES 
The Cameron-Martin approach[9] gives a way of calculating the mathematical expec- 
tation of an exponent which is a functional of a Wiener process. The exponent can be 
considered as a conditional survival function. Thus the approach has been suggested as 
a methodology for survival analysis where the stochastic process in the exponent is in- 
terpreted as covariates affecting the survival rate. Unfortunately, the Cameron-Martin 
approach has several significant limitations. To illustrate for a linear diffusion process of 
the type in (7) but with clo(t) = 0 (i.e. no “drift”), the matrix of hazard coefficients Q(f), 
has the property 
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where I’(lc) is the solution of the matrix Ricatti equation 
dT(u) 
- = Q(U) - (I30 + ~‘(u))~(u) - $(u) + r ‘(Lo) du 
with the terminal condition r(t) = 0. 
The particular case of formula (24) corresponds to the well-known Cameron-Martin 
results[9] specified for a Wiener process in the exponent of the form: 
’ ( W,, , Q(u) W,,) d LL] = exp [t l Tr I+c) du] , 
where ( W,, , Q(u) W,,) is the scalar product equal to the quadratic form, W,; Q(u) W,, , and 
T(u) is a symmetric nonpositive definite matrix which is the unique solution of the matrix 
Riccati equation 
dr(L1) - = ~Q(u) - r’(u) du (27) 
and T(t) = 0 is a zero matrix. 
To prove these relations one uses likelihood ratio principles applied to diffusion-type 
processes[l?, 131. Using this approach, Myers[5] found the formulas for averaging the 
exponent when, instead of a Wiener process, there is a process satisfying a linear sto- 
chastic differential equation driven by a Wiener process [i.e. (24) and (ZS)]. 
Unfortunately, the proof of the Cameron-Martin formula and its generalizationlj] does 
not use the interpretation of the matrix Q as hazard coefficients and does not provide a 
direct physical interpretation of the variables r(lc) in (24) [or (26)]. Furthermore, the 
boundary condition [i.e. r(t) = 0] on (25) [and (27)] makes it difftcult to conduct the 
calculations either for subintervals or for extended intervals when additional longitudinal 
measurements are made. 
The methods described in this paper do not have these limitations. They involve the 
use of “martingale” techniques to produce a general formula for averaging exponents 
which can be a more complex functional of a random process of a wider class[91. This 
paper provides the specialization of these procedures to the case where the functional is 
a quadratic form for averaging the exponents. 
VI. DISCUSSION 
We presented a procedure for evaluating the stochastic process underlying the observed 
population averaged survival rate. This procedure, using conditional Gaussian properties, 
can lead to computationally powerful likelihood ratio techniques for assessing human 
survival data which have superior properties to the Cameron-Martin procedure. Specif- 
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ically, they do not have the limitation of the Cameron-Martin approach that, due to its 
boundary conditions, all parameters of the process must be recalculated when the study 
period is extended. 
The procedure is applicable in several important areas. First, there has been much 
recent attention to the question of heterogeneity (unmeasured differentials in transition 
rates) and its effects on the analysis of human survival[l4, 15, 61. Underlying this concern 
is the analytic problem of how systematic selection of persons by mortality affects the 
average force of transition among survivors. This involves examination of the effects of 
averaging the exponent (and related functional) in the survival function. Past efforts to 
resolve the problem in the analysis of human survival have been to ignore the effects of 
diffusion by assuming a deterministic trajectory for the temporal dependence of the in- 
dividual hazard rate. This approximation can be problematic in certain applications, es- 
pecially in attempts to infer the operation of the risk mechanism in elderly individuals, 
where the forces of homeostasis may be weakening[lO]. By explictly including the dif- 
fusion process in the proposed model one can potentially greatly improve the precision 
of model-based predictions and certainly have a better procedure for determining the 
effects of intervention on the realization of risk. 
A second major utility is that the proposed approach facilitates the introduction of 
auxiliary information into analyses of the failure process. This is because one can directly 
specify the details of the process and thereby introduce information into the appropriate 
features of the model. This is critically important in analyzing human survival at advanced 
ages because the evolution of chronic diseases is a complex process operating over a 
lengthy time scale. Thus, though there is considerable empirical information from existing 
longitudinal studies on risk covariates and on the evolution of chronic disease, seldom 
have the dynamic properties of such data been completely exploited. For example, certain 
negative associations have been demonstrated between risk factors (e.g. asbestos) and 
specific disease outcomes (e.g. lung cancer) because of the systematic selection of sus- 
ceptible persons by disease processes (e.g. asbestosis) which had an earlier age assault 
pattern[l6]. Such dynamics and systematic selection require consideration of the basic 
dynamic process and the effects of selection on the average risk among survivors to 
unconfound such factors. Only by using auxiliary information and a model of the intrinsic 
processes can such public health questions be adequately resolved. 
An additional important area of application in health studies is in developing procedures 
applicable to the coordinated analyses of multiple data sets. Specifically, we often find 
that any single longitudinally followed study population will have important limitations. 
For example, such study populations are usually of limited size so that there is often 
inadequate information to assess the risks of specific disease outcomes. Second, in order 
to increase the efftciency of data collection the study population is often deliberately 
truncated so that only age groups with significant event rates (but usually low rates of 
loss) are followed. Finally, different sets of measurements are made in the various studies. 
The conditional Gaussian strategies presented in this paper provide means by which in- 
formation can be combined across studies (by being built into parameters of the underlying 
process) and by which the parameters of the process can be estimated from segmented 
(and hence truncated) data. 
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