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Abstract 
Architecting large complex systems is a challenging task due to the presence of uncertainty, ambiguity, and subjectivity as well as 
the extremely large space of candidate architectures. While the traditional approach to system architecting is a 100% human process, 
there has been a relatively recent trend to incorporate computational tools to different degrees in the process, thus making it more 
interactive. Tradespace exploration and optimization tools are among the most frequently used decision-support tools for systems 
architecting. From a mathematical perspective, architecture optimization problems are usually non-linear, non-convex, and multi-
objective combinatorial optimization problems that are at least NP-hard. For these reasons, heuristics are often used to solve 
architecture optimization problems. These heuristics can be domain-specific, leveraging human knowledge or experience about the 
problem, or domain-independent, utilizing very little or no domain knowledge. Most applications of optimization in systems 
architecting consist of a single heuristic or meta-heuristic. However, this approach often results in suboptimal performance and 
premature convergence, in many cases due to the inability of a single heuristic to adapt to the changing environment of the search 
space. Humans, on the other hand, can also be considered as heuristics that may be able to adapt more easily to new situations and 
can naturally recognize patterns in information that can contribute to creating high performing architectures. A hyper-heuristic 
approach is proposed to combine multiple heuristics, including the human, and adapt the search strategy over time by applying 
heuristics that display good performance. In order to achieve a beneficial cooperation between humans and computers, this paper 
discusses and compares two different modes of a multi-agent optimization framework (asynchronous and sequential) that attempt 
to integrate human and computational agents in a hyper-heuristic architecture optimization algorithm. Experiments are conducted 
on a real-world problem to architect an Earth observing satellite system with a focus on gathering climate data. 
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1. Introduction 
 
The traditional approach to systems architecting is a relatively unstructured, 100% human process that is often 
called an art1. Essentially, a small team of experts select a handful of candidate architectures based on their own 
experience and expertise, analyze the candidate architectures, and select one or two for further studies. There is wide 
agreement today that this approach may lead to suboptimal architecture selection due to a lack of exhaustiveness in 
the enumeration of candidate architectures, lack of rigor and consistency in the evaluation, and human bias in the 
selection2. For these reasons, we have seen an increase in the number of computational tools applied to architecting 
processes3,4,5. In particular, optimization algorithms have been frequently used in this context. 
The problem of optimizing a system architecture requires defining a set of architectural decisions and a value 
function. Typically, these architectural decisions are categorical in nature, thus defining a combinatorial space of 
architectures that can rapidly grow to several millions or more in size. Moreover, the value function is usually non-
linear, non-convex, and multi-dimensional. For these reasons, heuristics or meta-heuristics are often used to tackle 
architecture optimization problems6.  
There are many heuristics in the literature and in practice, and they can be categorized into domain-specific and 
domain-independent heuristics. Domain-specific heuristics utilize expert knowledge to leverage human experience in 
an attempt to find good architectures or a region of the tradespace containing good architectures. For example, in the 
context of architecting an Earth observing satellite system, there may be two instruments that are known to interfere 
with each other’s performance (e.g., because they work on the same region of the spectrum). In the process of 
exploring the architecture space, when these instruments are found on the same spacecraft, a domain-specific heuristic 
could, for example, remove one of the interfering instruments to attempt to improve the architecture. Domain-
independent heuristics, such as genetic algorithms, utilize statistics (samples of the architecture space) instead of 
domain-specific knowledge, but can be as effective as (or more than) domain-specific heuristics. Because of their 
generality, domain-independent heuristics can be applied to a wide variety of problems. 
The performance of a heuristic generally depends on the problem and the stage of the search process (i.e. beginning, 
middle, or end). In some cases, domain-specific heuristics do well in the initial stages to guide the search towards 
promising regions of the tradespace7, but as the solution improves, these heuristics have a more difficult time 
improving the solution further. Domain-independent heuristics, on the other hand, use stochastic sampling to find 
improvements that can be unintuitive even to expert architects. This is consistent with our findings in a previous study, 
in which we conducted a series of preliminary experiments to compare the search performance of domain-specific 
and domain-independent heuristics8. We found that domain-specific heuristics became inefficient after several 
iterations because most or all of the architectures in the population no longer contained features that the heuristic 
improved in an architecture.  
Due to the varying performance of different heuristics across problems and during the search process, hyper-
heuristics methods have been developed to select the subset of heuristics that is most likely to improve a solution at a 
certain point of the search process8. Adaptive operator selection (AOS) in evolutionary algorithms (EA) is just one of 
these methods. In EA there are many operators, usually domain-independent heuristics, such as mutation and crossover 
that are used to modify individual solutions in a population. However, not all operators are suited for the problem at 
hand or can contribute improving solutions to the population. For every operator, AOS stores data pertaining to the 
agent’s performance over time and uses this data to select the operator that is most likely to improve a given solution9.  
Other methods have humans guide the selection of operators, such as the multi-agent optimization framework in 
A-Design10. Each heuristic is programmed as an agent, and these heuristic agents are controlled by a manager agent 
who monitors their performance. The human assists the manager agent by scoring a series of architectures produced 
by the heuristic agents to select the preferred architectures. Using this information, the manager agent selects the 
heuristic agents producing the preferred architectures to continue to operate on a population of architectures. 
In recent years, research has focused on bringing the human back into the search process to play a more direct role 
of modifying or finding solutions by manipulating decision variables11,12. Computers lack the flexibility of adapting 
to different problems or the dynamic environment of a search, but they have superior computational power and are 
very effective at executing tedious tasks repetitively. A framework that incorporates the human can exploit the 
human’s natural ability to recognize patterns in a variety of problems while still relying on the powerful computational 
abilities of the computer. Multi-agent frameworks offer a natural way for cooperation between a variety of agents, 
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including humans, to solve a single problem13 because they are very modular and can easily accommodate humans as 
another agent within the framework. This synergetic relationship between computer-based agents and humans can 
lead to better architectures faster than solely relying on computer-based heuristics8. 
To further explore how human architects fit in a multi-agent optimization framework and how human architects 
compare to heuristics, we developed a multi-agent optimization framework and conducted two experiments in the 
context of designing an Earth Observing Satellite System (EOSS). In Experiment 1, all agents work autonomously, 
whereas in Experiment 2, all agents are managed by a central agent, and high performance agents are used more often 
to modify architectures. In both experiments, we compare the performance of the framework with and without a human 
agent. 
The rest of this paper is as follows: Section 2 presents related work on multi-agent optimization frameworks. 
Section 3 describes how the multi-agent optimization framework is implemented. Section 4 presents the EOSS test 
problem. Experimental results are discussed in Section 5, and Section 6 presents the conclusions. 
 
2. Multi-Agent System Based Optimization 
 
Without loss of generality, an optimization problem can be formulated as a maximization problem 
 
௫ ݂ሺݔሻ  subject to ܿሺݔሻ  
where x is a solution to the optimization problem, f is the possibly multi-dimensional objective value function, and c 
is the set of constraints imposed on x. Multi-objective architecture optimization problems are often solved by a 
population–based heuristic algorithm such as genetic or evolutionary algorithms. These algorithms maintain a 
population of architectures and try to improve the architectures by using operators such as mutation and crossover. As 
the search progresses, low quality solutions are eliminated from the population, and the population of architectures 
evolves to a set of improved architectures. Multi-agent optimization frameworks naturally represent these algorithms 
by programming each operator as an agent. 
Multi-agent optimization frameworks can be categorized into sequential, synchronous, and asynchronous systems, 
and depending on the system type, the quality of the solution can change significantly14. A sequential framework is 
one in which agents apply operators one after another in series15. A synchronous framework allows for some 
parallelization of agent operations, but synchronization points at specific points during the execution force agents to 
wait for all other agents to finish their operations. After all agents have finished their operations, the agents are allowed 
to apply their next operator. For example in A-Design, once the heuristic agents attempt to improve solutions, they 
must wait for the manager agent to allow them to process more solutions in the next iteration10. Agents in an 
asynchronous framework are completely independent and autonomous, and no agent is waiting for another agent to 
allow it to execute its task. Once an agent is ready and determines that a task needs to be executed, it will proceed and 
carry out the task. The seminal works in asynchronous multi-agent optimization were introduced by Talukdar as 
Asynchronous Teams (A-Teams)16. The high performance of A-Teams is a result of the parallelization of multiple 
heuristics working simultaneously and cooperatively to solve a single problem17. 
Another dimension in multi-agent optimization frameworks is the amount of cooperation amongst the agents. 
Cooperation is most commonly defined as the sharing of solutions between agents. In a cooperative framework, agents 
modify each other’s solutions, whereas in non-cooperative frameworks each agent works on a subset of solutions17. 
A popular mechanism for sharing solutions is the blackboard system, in which a common repository is used to share 
solutions between agents18. Cooperation can lead to better solutions, but it can be computationally expensive to modify 
and evaluate the many solutions that become available to the agents19. 
One of the main ideas promoting multi-agent optimization frameworks is the ability to parallelize different 
operators in the search process. Each agent is assigned a heuristic which it uses to improve solutions retrieved from a 
solution pool. While parallelization allows for multiple agents to execute their heuristics simultaneously, redundant 
or inefficient agents can consume valuable computational resources. Better resource allocation to high performing 
agents should increase the efficiency of the search process.  
To allocate resources within a multi-agent optimization framework, two aspects must be considered; credit 
assignment and operator selection. Credit assignment is the mechanism to score the performance of agents. Most 
396   Nozomi Hitomi and Daniel Selva /  Procedia Computer Science  44 ( 2015 )  393 – 402 
methods evaluate agents based on the improvement in the quality of the solutions produced, and often, credit 
assignment is determined based on the quality of a solution relative to those of the parent solutions20. 
 Using the credits assigned to each heuristic agent, a managing agent selects which operators are allowed to 
continue improving solutions. A recent approach that provides a good balance between exploitation and exploration 
of the agents is the dynamic multi-armed bandit (DMAB) operator selector9. In DMAB, each heuristic agent can be 
represented as an arm, and at every iteration, the heuristic agent that maximizes the expected improvement to a solution 
is played (i.e. selected to add new architectures to the population).  
DMAB, at its core, is a multi-armed bandit algorithm with modifications to take into account that the arms are not 
independent of each other since they all operate on the same population and the rewards are not static since the state 
of the population evolves as the search progresses. For each heuristic agent, ܽ, the managing agent maintains the time, 
ݐ, the number of times a heuristic agent has been played up to t, ݊௔ǡ௧, and the average credits earned up to ݐ, ݎҧ௔ǡ௧. The 
managing agent selects the heuristic agent, ܽሺݐ ൅ ͳሻ, maximizing the expression for the upper confidence bound21 
used in static MAB problems: 
ܽሺݐ ൅ ͳሻ ൌ  
௔
൬ݎҧ௔ǡ௧ ൅ ܥට୪୭୥ሺσ ௡್ǡ௧್ ሻ௡ೌǡ೟ ൰   
 
where ܥ is a weight that determines the balance between exploration and exploitation of the multiple heuristic agents. 
A large ܥ value leads to more exploration of heuristic agents that have not been played many times, and a small ܥ 
value leads to the exploitation of high performing heuristic agents. If an agent’s performance changes significantly 
overtime, the managing agent resets the credits and play counts for all agents. This allows poor performing agents 
who begin to perform well to get a fair opportunity to be played according to their recent good performance. A similar 
case can be made about good performing agents who begin to perform poorly. To detect these changes in agent 
performance, the managing agent conducts the Page-Hinkley (PH) test22 after each play, and if the test is positive, the 
managing agent clears all stored information for every heuristic agent and restarts. The pseudocode for the PH test is 
shown in Algorithm 19.  For each heuristic agent, the managing agent stores information on the average credits 
received, ݎҧ௔, the average deviation of those credits, ݀௔, and the maximum deviation of those credits, ܦ௔. When the 
heuristic agent receives a reward ݎ௔ǡ௧ after modifying an architecture, ݎҧ௔, ݀௔, and ܦ௔ are updated using (2). ߜ in (2c) 
is a parameter for robustness to slowly varying credits. (3) is the defining test where ߣ is a parameter to control the 
sensitivity of the test, and if  true, then the PH test is positive.  
 
Algorithm 1: PH Test Pseudocode 
(1) Set ݊௔, ݎҧ௔, ݀௔, and ܦ௔ to 0. 
(2) For each application of agent a, update ݊௔, ݎҧ௔ǡ௧, ݀௔ǡ௧, and ܦ௔ǡ௧ 
(2a) ݎҧ௔ ՚ ଵ௡ೌ ሺ݊௔ݎҧ௔ ൅ ݎ௔ǡ௧ሻ 
(2b) ݊௔ ՚ ݊௔ ൅ ͳ 
(2c) ݀௔ ՚ ݀௔ ൅ ሺݎҧ௔ െ ݎ௔ǡ௧ ൅ ߜሻ 
(2d) ܦ௔ ՚ ሺܦ௔ǡ ݀௔ሻ 
(3) If ܦ௔ െ ݀௔ ൐ ߣ then reset all ݊௔, ݎҧ௔, ݀௔, and ܦ௔ to 0 for all agents 
 
3. Experiments 
 
This study examines a multi-agent optimization framework in an asynchronous and a sequential mode. The 
asynchronous mode does not consider resource allocation while the sequential mode allocates all computational 
resources to the selected agent at every iteration. We examine the effects of human input with both modes by 
comparing the quality and diversity of solutions produced by the framework with and without humans for both modes. 
The multi-agent framework is built upon the Java-based MadKit platform23 and contains three types of agents: the 
manager (M-agent), the solution pool (SP-agent), and the optimizing agents (O-agent). For each mode there is only 
one M-agent and one SP-agent. In the sequential mode, only one O-agent is active at any given time, but in the 
asynchronous mode, multiple O-agents are active simultaneously. Communication between the agents occurs through 
messages containing architectures, credits received for a particular solution, or number of improvement attempts. 
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3.1 Experiment 1: Asynchronous Agents: Human vs No Human 
 
To begin, we see how human input affects the search process by creating an asynchronous agent framework inspired 
by A-Teams. Each individual agent, including the human, operates autonomous and asynchronously. Thus, no agent 
is waiting for another agent to finish a task and no agent controls or manages another. 
Although labeled as manager, the M-agent in the asynchronous mode does not manage or control the other agents. 
In this mode, the M-agent is responsible for initializing the population by creating, evaluating, and sending a 
population of randomly constructed architectures to the SP-agent. It is also responsible for terminating the search 
when the stopping criteria are met. Typically, the stopping criterion for population-based optimization is defined by 
the number of generations. In this study, however, the asynchronicity of the agent operations make it difficult to 
properly define a generation. Therefore, the typical criterion on maximum generations can be reformulated simply by 
using a maximum number of evaluations of the value function.  
The SP-agent is similar to a blackboard system in that it maintains a set of solutions generated by O-agents which 
are available to other O-agents. O-agents share solutions with each other through the SP-agent to achieve cooperation. 
The SP-agent receives requests from O-agents for architectures, chooses a random architecture from its pool and sends 
it to the O-agent. The sent architecture is removed from the SP-agent’s population and is not available for other O-
agents. The SP-agent also receives modified architectures from O-agents and accepts the solution to the pool 
regardless of solution quality or diversity. As the number of architectures maintained by the SP-agent increases, it 
eventually surpasses a threshold population size ܰ௠௔௫ , and the population of architectures is reduced to a 
predetermined size ܰ ൏ ܰ௠௔௫  through a selection operation that determines which architectures in the extended 
population remain and which are discarded. We will refer to this as population reduction. The population reduction 
process closely follows the non-dominated sorting algorithm proposed in NSGA-II24. In a set of architectures, ܵ, an 
architecture, ܽ௜, dominates another architecture, ܽ௞, such that ݅≠݇, if ܽ௜  is at least as good a ܽ௞  in all metrics and better 
than ܽ௞ in at least one metric (e.g. in the case of EOSS, if it has a higher science benefit and lower cost). If there are 
no architectures that dominate ܽ௞ , then ܽ௞ is a non-dominated architecture, and non-dominated architectures lie on the 
Pareto front and have a Pareto ranking of 1. If we remove architectures with Pareto ranking 1 from ܵ, the new non-
dominated architectures are said to have a Pareto ranking of 2. Non-dominated sorting simply applies this process 
recurrently until all architectures have been assigned a Pareto ranking. In addition to Pareto ranking, NSGA-II takes 
into account crowding distance24 as a secondary metric for selection. To compute the crowding distance, first, the 
architectures with equivalent Pareto rank are sorted in ascending order for every objective of the value function. Then, 
the distance to an adjacent neighbor architecture is computed as the absolute normalized difference in objective value. 
Finally, the sum of all the individual distances computed for each objective is assigned as the crowding distance of an 
architecture. While most architectures are selected based on Pareto ranking, a small number of them are selected 
according to crowding distance to foster diversity in the population. While the SP-agent is reducing the population 
size, the O-agents cannot retrieve architectures from the SP-agent, but can send improved architectures to the SP-
agent which will be added after the SP-agent finishes the population reduction process. Once the population size is 
reduced to ܰ, the SP-agent resumes normal operation.  
The O-agents are the programmed heuristics that attempt to improve architectures. In general, an O-agent can be 
assigned to any type of static or dynamic heuristic that may involve online adaptive parameter control, but to reduce 
complexity, this study assigns a static heuristic to each O-agent. As soon as the O-agent is finished modifying the 
architecture, it evaluates the modified architecture to calculate the metrics. The metrics are assigned to the architecture 
such that when an O-agent sends an evaluated architecture to the SP-agent, the SP-agent can conduct the non-
dominated sorting without re-evaluating the architectures. When the human is present in the framework, the human 
plays the role of an O-agent assisted by the computer. The computer retrieves an architecture from the SP-agent and 
presents it to the human to modify it using any method that they think will lead to improvement. After modification, 
the computer evaluates the architecture and sends it to the SP-agent.  
For this experiment we hypothesize that the team of agents with a human will find better solutions faster than the 
team of agents without a human. Moreover, as seen in our previous research, some of the agents using the domain-
specific heuristics are likely to lose efficiency as the search progresses because after several iterations architectures 
may no longer contain elements needed by the heuristic to perform improving modifications8. 
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3.2 Experiment 2: Sequential Agents: Human vs No Human 
 
The asynchronous mode allows inefficient agents to consume valuable computational resources so we also propose 
a sequential DMAB approach to exploit high performing agents while exploring poor performing agents in the event 
that the stage of the search becomes more favorable for the poor performing agents. We are also interested in 
examining whether human users have a positive impact in this sequential context so the experiment will be conducted 
with and without a human user. The main differences in the framework between the asynchronous and sequential 
modes are the M-agent and the O-agent. The SP-agent is the same in the two modes. 
In the sequential mode, the M-agent has complete control over when the O-agents are allowed to operate. Since 
the goal of DMAB is to efficiently allocate computational resources, the most promising O-agent will be selected and 
played with high probability. In addition to the tasks of the asynchronous M-agent, the M-agent is responsible for 
maintaining the history of credits and the associated statistics for each O-agent, selecting which O-agent should be 
played next, and conducting the PH test to detect changes in agent performance during the search. For this study, the 
M-agent carries out the DMAB adaptive operator selection9 which defines the operator selection method. 
For this study we define the play count of an agent, ݊௔ǡ௧, to be the number of evaluation calls by an O-agent to 
penalize O-agents that explore modified architectures by making many evaluations. Every evaluation conducted by 
an O-agent increments ݊௔ǡ௧ by one, but the PH test is conducted only after a modified architecture is sent to the SP-
agent. For example if an O-agent does a local search, it evaluates several neighbor architectures and sends the best 
one to the SP-agent. The best candidate architecture is used to assign credit to the O-agent.  
To assign credit, each O-agent reports to the M-agent if the attempt to improve an architecture was successful or 
not. An architecture is improved if the modified architecture dominates the original architecture. This local dominance 
is used to measure architecture improvement because it can be applied to a multi-objective problem and is easy to 
compute once the architectures in question are evaluated. Other methods to compute improvement include calculating 
Pareto ranking or Pareto dominance for the entire population, but they require time-consuming pair-wise analysis of 
the whole population every time a new architecture is added. For heuristics that require two parent architectures, such 
as crossover, the M-agent chooses the parent that dominates the other, if that condition occurs, as the reference 
architecture to check the dominance of offspring architectures. If neither parent dominates the other, the reference 
architecture is randomly chosen from the two. When the human participates as an O-agent the computer handles the 
dominance check and sends the improvement information to the M-agent. 
Our hypothesis for experiment 2 is that the resource-allocating sequential approach will find better solutions faster 
with human input than without human input. 
 
4. Test Problem:  
 
We carry out our experiments on a previously studied real-world problem25 using a tradespace exploration tool 
previously developed by the authors26. The problem is to architect an Earth Observing Satellite System (EOSS) that 
gives good value-for-cost to the climate scientific community. Formally, given a set ܲ of candidate instruments and a 
set ܱ of candidate orbits, the architectural space can be defined as a mapping of ܲ onto ܱ, such that every instrument 
in P can be assigned to any subset of orbits in O, including both the empty set (i.e., no orbits) and the universal set 
(i.e., all orbits). A binary matrix Apo with |P| rows and |O| columns is used to represent an architecture, where Apo=1 if 
instrument p is assigned to orbit o and 0 otherwise. The candidate orbits and instruments are listed in Table 2 and 
Table 1 respectively. Candidate orbits include a polar orbit and various sun-synchronous orbits (SSO) with different 
local times of the ascending node (LTAN). With the given options and no constraints that restrict assignment of an 
instrument to a particular orbit, there are 25*13 = 265 possible architectures. Each architecture is evaluated using a rule-
based tool called VASSAR5 to calculate the satisfaction of stakeholder requirements and cost of an architecture. 
Interacting instrument relationships such as synergies or interferences are coded into VASSAR through logical rules. 
For this study, the stakeholders are earth scientists interested in climate measurements, and their requirements are 
listed in the World Meteorological Organization’s OSCAR database (Observing Systems Capability Analysis and 
Review Tool)27. For detailed information about the problem setup see 25. 
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The set of heuristics used to explore the architecture space is shown in Table 3. RANDOM-SEARCH creates a 
randomly generated solution to insert new solutions to the population. BEST-NEIGHBOR performs a local search in 
the neighborhood of a solution and returns the best neighbor found. SINGLE-BIT MUTATION and SINGLE-POINT 
CROSSOVER are standard domain-independent heuristics commonly used in genetic algorithms. The rest are 
domain-specific heuristics based on expert knowledge about the specific test problem. The IMPROVE-ORBIT 
heuristic uses a precomputed table with scores for each instrument in each orbit, and uses a greedy strategy that 
attempts to improve an architecture by placing a random instrument in a better orbit than it currently is. The ADD-
SYNERGY and REMOVE-INTERFERENCE heuristics are based on precomputed adjacency matrices containing the 
strength of positive and negative interactions between pairs and triplets of instruments in each orbit. They work by 
moving an instrument from one orbit to another in a way that captures a previously unsatisfied synergy or breaks a 
previously present interference between instruments. ASK-USER-IMPROVE prompts the user to improve a given 
architecture by adding or removing any instrument or instruments to or from any of the orbits.  
Table 3: List of heuristics used cooperatively in the search algorithm 
Heuristic Description 
RANDOM-SEARCH Randomly assigns a 0 or 1 to each entry, with uniform probability, in the binary matrix Apo 
BEST-NEIGHBOR Performs a local search around the binary matrix Apo and returns the best neighbor 
SINGLE-BIT MUTATION Flips a random entry from the binary matrix Apo 
SINGLE-POINT CROSSOVER Given 2 parent binary matrices Apo,1 and Apo,2, takes the first k entries from Apo,1 and the 
remaining entries from Apo,2 
ADD-SYNERGY Adds instrument to a random orbit so as to capture a currently missed synergy 
REMOVE-INTERFERENCE Removes instrument from random orbit so as to eliminate a current interference 
IMPROVE-ORBIT Moves random instrument to a better orbit 
REMOVE SUPERFLUOUS Removes superfluous instrument from a random orbit 
ADD-TO-SMALL-SAT Adds random instrument to a random small satellite 
REMOVE-FROM-BIG-SAT Removes random instrument from a random big satellite 
 
 
 
 
Table 1: List of candidate instruments 
Instrument Description 
OCE_SPEC Ocean color spectrometer 
AERO_POL Aerosol Polarimeter 
AERO_LID Differential absorption lidar 
HYP_ERB SW+LW Radiation Budget 
CPR_RAD Cloud & Precipitation radar 
VEG_INSAR Polarimetric L-band SAR 
VEG_LID Vegetation/ice green lidar 
CHEM_UVSPEC UV/VIS limb spectrometer 
CHEM_SWIRSPEC SWIR nadir spectrometer 
HYP_IMAG SWIR-TIR hyperspectral imager 
HIRES_SOUND IR atmospheric sounder 
SAR_ALTIM Wide-swath radar altimeter 
Table 2: List of candidate orbits 
Orbit Description 
LEO-600-polar Low earth polar orbit with altitude 600km. 
SSO-600-AM SSO with morning LTAN with altitude 600km. 
SSO-600-DD SSO with dawn-dusk LTAN with altitude 600km. 
SSO-800-PM SSO with afternoon LTAN with altitude 800km. 
SSO-800-DD SSO with dawn-dusk LTAN with altitude 800km. 
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5. Results  
 
The initial population size was set to N=200 architectures and ܰ௠௔௫  was set to 400 architectures. To reduce the 
work load for the human users, the human participated in the search until the SP-agent reached its population threshold 
ܰ௠௔௫for the first time. This required human users to participate for about an hour on Experiment 2, and it was decided 
that longer participation would result in loss of attention and productivity. To maintain fairness among the 
experiments, humans participated in the search under the same criteria for Experiment 1. After the human user exited 
the search process, the experiments were carried out until the stopping criteria of 5000 evaluations was reached. 
Seven human subjects participated in the experiments, and to simulate expert knowledge, all were given 
information on architectural features prevalent in good architectures (i.e. with low Pareto ranking) and some limited 
information on features prevalent in poor architectures (i.e. with high Pareto ranking). These architectural features 
were found in a previous work by the authors25. Table 4 shows the information given to the human subjects.  
To maintain consistency in the statistics, the computer-only searches for both experiments were conducted seven 
times, the number of human subjects. All data for computer-human and computer-only searches for both experiments 
were averaged over the seven trials. Abbreviated names for each experiment are listed in Table 5.  
For each experiment, we examined the average Pareto crowding distance (തതതതതത ), the cost of the cheapest 
architecture to achieve the maximum science score (MinCostMaxSci), and the maximum science score (MaxSci) 
obtained by some architecture. തതതതതതis the mean crowding distance over all the solutions that lie on the Pareto 
front.തതതതതത represents the density of solutions on the Pareto front, and a lower distance is desirable because it implies 
high diversity in the solutions. The cost of the cheapest architecture to achieve the maximum science score at the end 
of the search along with the maximum science score serves as an indicator of solution quality. 
Table 4: Expert knowledge given to human subjects 
Good features Poor features 
Occupying  5 orbits has high science and cost Architectures with more than 24 instruments is invalid 
Occupying  4 orbits is best without SSO-600-DD ACE_ORCA in DD orbit 
Occupying  3 orbits is best with 1 polar orbit and 2 SSO orbits HYSP_TIR in polar orbit  
10~15 total instruments using 9 out of the 12 available instruments ACE_POL in DD orbit  
HYSP_TIR in polar orbit GACM_VIS in DD orbit  
GACM_VIS in PM orbit GACM_SWIR in DD orbit  
POSTEPS_IRS in AM or PM orbit  
ACE_ORCA in AM orbit  
Table 5: Abbreviated Experiment Names 
Experiment Names Description 
AACO Experiment 1: Asynchronous Agent Based Computer-Only Search 
AACH Experiment 1: Asynchronous Agent Based Computer-Human Search 
SACO Experiment 2: Sequential Agent Based Computer-Only Search 
SACH Experiment 2: Sequential Agent Based Computer-Human Search 
 
5.1 Results for Experiment 1: Asynchronous Agent Based: Human vs No Human 
 
The boxplots in Fig. 1 show the തതതതതത in the final Pareto front averaged over the seven trials. Both AACO and 
AACH consistently resulted in the same MinCostMaxSci and the same MaxSci, so these boxplots are omitted. Fig. 1 
suggests that on average, human input can add more diversity to the population but the different strategies of each 
human leads to greater variance in the തതതതതത in the last Pareto front. Fig. 2 shows the history of തതതതതത, MinCostMaxSci, 
and MaxSci, respectively, over 20 population reductions by the SP-agent. Note that these histories are averaged over 
the seven trials. Because the SP-agent actively selecting solutions based on diversity, deterioration can occur28. 
Deterioration occurs when a solution set (e.g. Pareto front) at some time contains solutions that are dominated by a 
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solution in a solution set from a previous time, which can move the Pareto front towards a less optimal direction. 
Deterioration explains why the curves Fig. 2b and Fig. 2c are not monotonic. 
In AACH, the human subjects modified on average 2 architectures before the SP-agent began the population 
reduction. This is because the human subject was much slower than the other computer agents in modifying solutions. 
However, Fig. 1 and Fig. 2 suggests that the small contribution of humans lead to more diverse architectures and a 
faster convergence to an optimal architecture. Although not shown due to limited space, we found trends with 
IMPROVE-ORBIT and REMOVE-FROM-BIG-SAT showing degrading performance after 200 agent applications. 
This is consistent with our previous findings 8. All heuristics had difficulty improving solutions toward the end of the 
search, which is expected as there are a decreasing number of unexplored optimal architectures.  
5.2 Results for Experiment 2: Resource allocation problem 
 
The boxplots in Fig. 1 show the തതതതതത at the end of the search over the seven trials. Similar to experiment 1, SACO 
and SACH consistently resulted in the same MinCostMaxSci and the same MaxSci so boxplots for those are omitted. 
Fig. 2 shows the evolution of തതതതതത, MinCostMaxSci, and MaxSci. Both Fig. 1 and Fig. 2 (c) suggest that humans do 
not produce as diverse of solutions as the computer agents. Experiment 2 took about an hour for the user to complete, 
and the humans modified an average of 40 architectures.   
Fig. 2. Evolution of (a) average crowding distance (തതതതത); (b) cost of max science architecture (MinCostMaxSci); (c) maximum science (MaxSci) 
6. Conclusion 
This paper attempted to compare two modes of a multi-agent optimization framework with and without human 
input. The results suggest that the human in the asynchronous mode leads to faster convergence to high quality and 
diverse solutions. Although the human did not participate in the search for very long, perhaps the few architectures 
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Fig. 1. Average crowding distance on last Pareto front 
402   Nozomi Hitomi and Daniel Selva /  Procedia Computer Science  44 ( 2015 )  393 – 402 
that the human contributed were critical architectures that the other O-agents could use to collectively find other good 
architectures. This is consistent with the proposal that using a mix of good agents is better than trying to select the 
best one 29. Furthermore, the asynchronous framework allows the agents to work in parallel which vastly accelerates 
the search process. SACO took about 3 times longer to complete a trial than AACO. 
Other advantages of the asynchronous framework is that the human user never has to wait to be prompted to modify 
the next architecture. Although no formal subjective data was collected during experiment 2, the human subjects 
seemed to show signs of mental fatigue over the course of their hour long participation. This mental fatigue may affect 
the human user’s performance to improve solutions. 
The findings in this paper are limited by the small number of human subjects that lead to large variability in the 
results. In addition, human subjects did not have a tool that kept a succinct and easily understandable history of their 
candidate architectures and the corresponding metrics. The development of a graphical user interface that reduces the 
cognitive load on the user may improve the performance of human users and potentially allow them to participate in 
the search for longer periods of time. 
Future experiments will look into other credit assignment strategies in the DMAB approach, such as applying a 
penalty based on the time taken to modify an architecture instead of solely on the number of evaluations used. Another 
interesting experiment would be to see the effect of human input at different stages of the search (e.g. beginning, 
middle, and end). 
Finally, this paper compared only two specific frameworks in which humans directly participated in an architectural 
tradespace search by modifying solutions themselves. Other multi-agent optimization frameworks and human-
computer interaction should be considered to explore where human input can be effective. 
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