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Introduction
Contexte général
Systèmes enfouis : La notion de systŁme embarquØ est apparue lors de la conquŒte de l’espace, quand
il a fallu placer un systŁme informatique à bord des vaisseaux spatiaux. De cette Øpoque vient le terme
anglais « embedded system » qui a ØtØ traduit par « systŁme embarquØ ». Depuis, l’utilisation de tels
systŁmes s’est largement rØpandue, et l’on en trouve actuellement jusque dans les rØfrigØrateurs. Ainsi,
le terme « systŁme embarquØ » n’Øtant plus adaptØ, on lui prØfŁre le terme de « systŁme enfoui ».
Un systŁme enfoui est un systŁme logiciel ou matØriel qui forme un composant d’un systŁme plus
complexe. Ces systŁmes doivent fonctionner sans intervention humaine. Ils sont spØcialisØs pour ef-
fectuer certaines opØrations. Ces systŁmes sont prØsents dans les tØlØcommunications et les transports,
mais aussi dans de nombreuses applications plus discrŁtes mais d’une importance critique comme les
systŁmes de contrôle aØrien et les centrales nuclØaires. Ces systŁmes associent intimement les dØvelop-
pements logiciel et matØriel, informatique et Ølectronique. Ils sont constituØs de circuits intØgrØs. Ces
derniers peuvent contenir plusieurs millions de transistors.
La conception des systŁmes enfouis est un processus difcile : la complexitØ croissante des applica-
tions, l’Øvolution rapide des technologies de rØalisation des circuits intØgrØs, nØcessitent la conception
de nouvelles architectures de systŁmes numØriques. Les mØthodologies de conception associØes doivent
Œtre capables de tenir compte de nombreuses contraintes : temps rØel, abilitØ, complexitØ, consomma-
tion. La conception des systŁmes enfouis nØcessite un niveau de abilitØ important, du fait de l’aspect
« critique » de ces systŁmes tout comme de leur complexitØ croissante et de leur importance grandissante
dans le monde actuel. Les mØthodes de conception et de vØrication y sont souvent moins dØveloppØes
que pour la conception de logiciel. NØanmoins, le besoin en abilitØ et en complexitØ rØclame l’utilisa-
tion de mØthodes et modŁles de haut niveau pour garantir la sØcuritØ des dØveloppements.
Pour concevoir ces systŁmes, des mØthodes de « codesign » sont utilisØes : les parties matØrielles et
logicielles sont dØveloppØes simultanØment. Les techniques de conception consistent en des rafnements
successifs d’une description haut niveau d’abstraction (spØcication) jusqu’à une description bas niveau
(implØmentation) en incluant des techniques d’optimisation. Pour effectuer cette synthŁse, le concepteur
utilise des outils automatiques. Cependant, il est rarement prouvØ que ces outils prØservent la sØmantique
de la description initiale. De plus de nombreuses optimisations peuvent Œtre introduites manuellement,
et peuvent donc gØnØrer des erreurs. Il est donc important de vØrier que le systŁme obtenu reste correct
vis-à-vis de sa spØcication initiale ; les techniques de vØrication formelle sont indispensables lors de
la conception de systŁmes enfouis.
Vérification La vØrication formelle des systŁmes enfouis est fondamentale dans la conception de
tels circuits. Elle permet d’assurer que les systŁmes respectent bien leur spØcication. An de limiter
les coßts et le temps de conception, les systŁmes sont gØnØralement dØcrits de maniŁre gØnØrique, à
l’aide de paramŁtres. Ils sont ainsi facilement rØutilisables. Les propriØtØs sur ces systŁmes doivent donc
Œtre prouvØes pour toutes les valeurs des paramŁtres. Apt et Kozen [4] ont montrØ que prouver que
des architectures paramØtrØes Øtaient conformes à leur spØcication n’Øtait pas dØcidable. Cependant
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de nombreuses heuristiques ont ØtØ dØveloppØes (nous en prØsenterons quelques-unes dans le chapitre
sur l’Øtat de l’art). Pour vØrier les propriØtØs et les spØcications, il existe actuellement deux types
de mØthodes : la vØrication utilisant des prouveurs de thØorŁmes et la vØrication à l’aide de modŁle.
Selon le problŁme ØtudiØ, l’une ou l’autre des mØthodes est utilisØe.
 Prouveur de thØorŁmes [41, 54]. L’utilisation de prouveur de thØorŁme permet d’effectuer une
vØrication hiØrarchique au cours de la synthŁse. À chaque Øtape de rafnement, on vØrie que
le systŁme rafnØ est Øquivalent au systŁme prØcØdent, c’est-à-dire que les signaux de sorties
des deux systŁmes sont Øgaux si les signaux d’entrØes le sont. Pour cela, l’utilisation d’un prou-
veur de thØorŁmes est particuliŁrement adaptØ. En effet, les prouveurs de thØorŁmes permettent
de modØliser un circuit à diffØrents niveaux d’abstraction. Le circuit initial et le circuit rafnØ
sont traduits dans le formalisme associØ au prouveur de thØorŁmes et les thØorŁmes nØcessaires
pour prouver l’Øquivalence sont automatiquement gØnØrØs. La vØrication hiØrarchique pose le
problŁme suivant : les circuits doivent respecter un format particulier pour pouvoir Œtre automati-
quement traduits et pour que les thØorŁmes puissent Œtre gØnØrØs. Cette mØthode n’est pas toujours
compatible avec les outils de synthŁse automatique qui ne respectent pas forcØment les formats
nØcessaires à la preuve. De plus, l’utilisation de prouveurs de thØorŁmes nØcessite trŁs souvent
l’intervention de l’utilisateur qui doit prØciser les tactiques à utiliser.
 VØrication à l’aide de modŁle [70]. L’idØe ici est de dØnir un niveau d’abstraction et d’Øcrire un
modŁle, c’est-à-dire une description formelle du circuit à ce niveau d’abstraction. Il faut aussi dØ-
nir les propriØtØs exprimant la correction du modŁle pour ce niveau d’abstraction. Ces propriØtØs
sont gØnØralement Øcrites dans une logique temporelle. Puis, on vØrie que toutes les exØcutions
du modŁle vØrient les propriØtØs. L’idØe est de vØrier systØmatiquement toutes les situations
possibles qui peuvent apparaître au cours d’une exØcution. Le principal inconvØnient de cette ap-
proche est l’explosion combinatoire du nombre d’Øtats par rapport à la taille du modŁle. Tant que
les systŁmes ne sont pas trop gros et qu’ils ont un nombre ni d’Øtats, on peut utiliser les tech-
niques de vØrication de modŁle « model checking ». Cependant, dans le cas qui nous intØresse,
celui des architectures rØguliŁres paramØtrØes, ces mØthodes ne sont plus utilisables directement.
Pour prouver de tels systŁmes, l’idØe est d’utiliser des techniques d’abstraction qui permettent
de reprØsenter de maniŁre nie un nombre d’Øtats innis, et de gØnØrer automatiquement des in-
variants. Ces mØthodes sont assez difciles à mettre en place et nØcessitent gØnØralement une
intervention importante de l’utilisateur qui doit ajuster des paramŁtres.
Les mØthodes formelles de vØrication, indispensables à la conception des systŁmes rØguliers paramØ-
trØs, sont justement difciles à mettre en place dans ce cadre et nØcessitent une intervention importante
de l’utilisateur.
Problématique
Dans ce mØmoire, nous ne nous intØresserons qu’à un certain type de systŁmes enfouis. Les systŁmes
que nous Øtudierons prØsenteront une certaine rØgularitØ, c’est-à-dire qu’ils peuvent Œtre dØcomposØs en
un nombre restreint de cellules distinctes et simples. L’ensemble des cellules (qui peuvent Œtre trŁs nom-
breuses) est connectØ de maniŁre rØguliŁre en suivant des structures gØomØtriques (anneau, hypercubes,
. . .). Ces systŁmes permettent d’effectuer des calculs trŁs complexes appliquØs à un grand nombre de
donnØes à partir d’un petit nombre d’opØrations de base. Pour de tels systŁmes, nous parlons alors de
circuits rØguliers ou d’architectures rØguliŁres.
Pour exploiter ces modŁles rØguliers, des techniques ont ØtØ dØveloppØes depuis les annØes quatre-
vingts, fondØes sur le formalisme des Øquations rØcurrentes. Ce formalisme permet la description d’un
algorithme à diffØrents niveaux d’abstraction : on peut tout autant d’Øcrire une architecture à un haut
niveau d’abstraction qu’à un niveau proche de l’implØmentation. Nous nous intØresserons ici plus parti-
culiŁrement aux Øquations rØcurrentes afnes sur des domaines polyØdriques. Ce formalisme est appelØ
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modŁle polyØdrique [97].
Le modŁle polyØdrique se fonde donc sur la combinaison d’Équations RØcurrentes Afnes (ERA)
et de polyŁdres entiers (c’est-à-dire l’intersection de Zn avec un sous-espace de Qn dØlimitØ par un
nombre ni d’hyperplans). Une variable polyØdrique est dØnie sur un domaine polyØdrique (une union
nie de polyŁdres) par une ou plusieurs Øquations rØcurrentes afnes. Une variable polyØdrique est une
application d’un domaine polyØdrique dans un espace de valeurs (R,Z, boolØens), elle peut Œtre vue
comme une gØnØralisation de la notion de tableau multidimensionnel : à chaque point du domaine de
la variable polyØdrique correspond une variable scalaire que l’on appelle ici instance. Une instance de
la variable est dØnie de maniŁre unique par rapport aux autres instances par une Øquation (la nature
Øquationnelle du modŁle fait que les instances d’une variable ne peuvent avoir qu’une valeur dØnie
possible). Une ERA permet de dØnir les valeurs de toutes les instances. Pour connaître la dØnition
d’une instance en un point x, il suft de restreindre le domaine de l’ERA au point x. Nous appelons
systŁme un ensemble d’Øquations rØcurrentes afnes. Ce modŁle permet de reprØsenter des systŁmes
paramØtrØs, en utilisant des paramŁtres symboliques.
Le modŁle polyØdrique permet de reprØsenter facilement des calculs rØguliers. Il permet de spØcier,
de raisonner, d’analyser, de transformer, et de parallØliser des Øquations rØcurrentes afnes et ainsi de
gØnØrer une architecture parallŁle rØguliŁre. Ce modŁle a ØtØ à l’origine dØveloppØ pour la synthŁse de
rØseaux systoliques [59]. Il est aussi utilisØ pour l’analyse et la transformation de nids de boucles à
bornes et à rØfØrences tableaux afnes [36, 26, 37].
Pour exprimer des systŁmes dans le modŁle polyØdrique, l’Øquipe R2D2 de l’IRISA a dØveloppØ le
langage ALPHA. Un programme ALPHA est un systŁme d’Øquations rØcurrentes afnes dØnies sur un
domaine polyØdrique. Le langage ALPHA est un langage à assignation unique : on ne peut assigner
qu’une seule valeur à chaque instance de variable.
Ce modŁle permet d’obtenir rapidement une architecture rØguliŁre. Tout d’abord le systŁme est dØcrit
dans le modŁle polyØdrique à un haut niveau d’abstraction. Pour obtenir la description bas niveau, on
procŁde par rafnements successifs d’une spØcication algorithmique vers son implØmentation. Ces
techniques permettent donc d’obtenir rapidement une architecture rØguliŁre. Dans le cadre du langage
ALPHA, nous utilisons l’environnement MMALPHA qui permet de manipuler et de transformer des
descriptions haut niveau en un systŁme rØgulier.
Jusqu’ici, la correction des systŁmes obtenus reposait sur deux bases : (i) l’utilisation, au sein d’un
formalisme unique tout au long de la dØrivation, de transformations prØservant la sØmantique des sys-
tŁmes ; (ii) l’interfaçage avec un dØmonstrateur de thØorŁmes lorsqu’il Øtait nØcessaire de prouver des
propriØtØs « complexes ». Toutefois, les mØthodes implØmentØes jusqu’ici ne permettaient que de prou-
ver des propriØtØs fonctionnelles (des prØdicats reliant les entrØes aux sorties), et ne tiraient pas prot du
modŁle polyØdrique.
Le but de ce mØmoire est d’automatiser la vØrication de propriØtØs de sßretØ sur des sys-
tŁmes dØcrits dans le modŁle polyØdrique avec des paramŁtres formels. De maniŁre infor-
melle, une propriØtØ de sßretØ assure que quelque chose ne se produira jamais. Dans ce
travail, nous ne nous intØresserons qu’à des propriØtØs de sßretØ sur des signaux de contrôle.
Les signaux de contrôles sont reprØsentØs par des variables boolØennes (les termes variable
et signal seront utilisØs de maniŁre interchangeable). Ces signaux sont des signaux qui n’in-
terviennent pas directement dans le calcul du rØsultat fonctionnel du systŁme. Ils sont soit
gØnØrØs automatiquement soit introduits manuellement dans la phase nale de la synthŁse
et servent par exemple à contrôler les accŁs aux registres.
La démarche Le problŁme que nous venons d’Ønoncer Øtant vaste, nous avons commencØ par res-
treindre notre champ d’investigation. Nous avons ainsi restreint la forme des propriØtØs ØtudiØes. Dans
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un premier temps, nous devrons prouver qu’un signal vaut, sur tout un domaine, une valeur constante.
Notre problŁme est donc le suivant :
Prouver que pour un signal X et sur un domaine D :
 soit chacune des instances de X dØnies sur D vaut la constante vrai,
 soit chacune des instances de X dØnies sur D vaut la constante faux.
Pour construire ces preuves, nous avons dØveloppØ diffØrentes techniques de preuve :
 Substitution par constante. Comme les signaux sont dØnis rØcursivement, le raisonnement le
plus adaptØ est la rØcurrence. Nous avons automatisØ ce raisonnement sous forme d’une technique
de substitution par constante :
Cette premiŁre technique s’applique à des propriØtØs s’exprimant à l’aide d’une va-
riable dØnie par rØcurrence. L’idØe est de prouver la propriØtØ rØcursivement en uti-
lisant une induction induite par l’ordonnancement1 . Ainsi, nous supposons connaître
les valeurs des instances de la variable jusqu’à un instant donnØ t, et dans les Øqua-
tions des instances dØnies à t+ 1, nous substituons les instances dØnies avant t+ 1
par leurs valeurs. Grâce à la forme gØnØrale des Øquations rØcurrentes afnes, qui
permettent de dØnir simultanØment les valeurs d’un ensemble (potentiellement inni)
d’instances d’une variable, nous mettons en uvre une seule substitution syntaxique
pour toutes les instances. La rØcurrence est ainsi « cachØe » derriŁre cette substitu-
tion : elle n’apparaît que dans la preuve de la correction de la rŁgle de substitution
par constante. Si l’expression obtenue aprŁs substitution est trivialement vraie sur tout
le domaine considØrØ, la preuve est terminØe. La prØsence d’instances dont la valeur
est fausse permet en revanche de fournir un contre-exemple.
Cette technique nous a permis de prouver une propriØtØ de contrôle sur un ltre adaptatif. Cepen-
dant, cette technique n’est pas sufsante : aprŁs avoir utilisØ cette technique, nous n’obtenons pas
toujours une constante, nous pouvons obtenir une expression e. Il faut prouver que cette expres-
sion polyØdrique vaut vrai (ou faux) sur tout un domaine. Nous avons donc recherchØ de nouvelles
techniques de preuve.
 Recherche d’auto-dépendance. Si les variables ne sont pas dØnies rØcursivement (c’est-à-dire,
en considØrant une variable X , la dØnition de X ne fait pas intervenir d’occurrence de X) nous
ne pouvons pas faire de substitution par constante. L’idØe a donc ØtØ de transformer ces variables
en variables rØcursives (dØnies à l’aide d’occurrences d’elles-mŒmes, ou autrement dit à l’aide
d’auto-dØpendances) an de pouvoir ensuite utiliser la technique de substitution par constante.
Nous avons appelØ cette technique recherche d’auto-dØpendance.
La recherche d’auto-dØpendance s’applique à des variables qui ne sont pas dØnies
rØcursivement. L’idØe est de transformer ces variables en variables rØcursives. Nous
utilisons des principes de rØØcritures et des techniques proches de l’unication.
Cette technique de recherche d’auto-dØpendance ne peut s’appliquer que dans certains cas que
nous avons caractØrisØs. Cependant, en gØnØralisant cette technique, nous obtenons des rØsultats
intØressants en pratique. Cette gØnØralisation est appelØ recherche de motifs.
 Recherche de motifs. Lors de la construction des preuves nous avons constatØ que pour certaines
expressions nous n’arrivions pas à construire de preuve et que ni la recherche d’auto-dØpendances
ni la substitution par constante ne donnaient de rØsultats. Ces expressions sont composØes de sous-
expressions qui servaient à dØnir des variables. L’idØe a donc ØtØ de remplacer tout d’abord ces
sous-expressions par la variable dØnie par ces sous-expressions, puis, si nous connaissions la
valeur de ces variables d’utiliser le principe de substitution par constante. Nous avons appelØ cette
technique recherche de motifs.
1Nous travaillons sur des systèmes ordonnancés, c’est-à-dire qu’un des indices (généralement le premier) de chaque variable
représente l’instant où les instances de cette variable seront calculées.
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La recherche de motifs permet de simplier les expressions des variables. L’idØe est
de substituer une expression par une constante. Comme dans la recherche d’auto-
dØpendances, nous utilisons des principes de rØØcritures et des techniques proches de
l’unication. La recherche d’auto-dØpendance est une application de la recherche de
motifs.
Les trois techniques que nous venons de prØsenter ne sont cependant pas sufsantes pour construire
une preuve. Dans certains cas, nous avons ØtØ amenØs à prouver des propriØtØs sur des domaines
plus grands que ceux fournis initialement.
 Agrandissements et Pseudo-pipelines. Nous avons donc trouvØ des heuristiques pour agrandir
automatiquement les domaines. Nous avons constatØ que pour certaines variables, l’agrandisse-
ment du domaine oø devait Œtre construit la preuve Øtait trŁs simple à obtenir. Nous nous sommes
donc intØressØs à ces variables que nous avons appelØes pseudo-pipelines car elles correspondent
à la gØnØralisation de la notion de pipeline. Ces variables ont la particularitØ de bien propager les
valeurs, c’est-à-dire qu’en connaissant la valeur d’une instance en un point, nous pouvons faci-
lement en dØduire la valeur d’autres instances sur tout un domaine. En effectuant une recherche
systØmatique de ces variables et en propageant leurs valeurs, nous avons rØussi à proposer des
heuristiques d’agrandissement de domaine donnant en pratique de bons rØsultats.
 Paramètres. Jusqu’à prØsent, nous nous sommes restreints à un type trŁs prØcis de propriØtØ :
prouver qu’un signal vaut une valeur constante sur tout un domaine. Pour lever cette contrainte,
nous avons enrichi nos techniques de spØcication des propriØtØs. Pour cela nous ajoutons des pa-
ramŁtres. L’ajout de paramŁtre modie lØgŁrement la maniŁre d’interprØter la notion de construc-
tion de preuve : nous obtenons des preuves paramØtrØes, pour certaines valeurs des paramŁtres
nous aurons construit une preuve et pour d’autres nous aurons construit des contre-exemples.
Cette notion nous a ouvert d’autres voies. Nous avons ainsi dØveloppØ des tactiques spØciques
aux preuves paramØtrØes comme des dØmonstrations par l’absurde, des preuves par rØcurrence
sur les paramŁtres2 . En appliquant ces diffØrentes tactiques, nous sommes en mesure de prouver
(pour le moment semi-automatiquement) des propriØtØs d’exclusion mutuelle et de prioritØ sur un
arbitre matØriel.
Contributions
Notre travail a permis de dØvelopper un cadre de preuve formelle liØ au modŁle polyØdrique.
 Nous avons tout d’abord dØni un premier cadre formel de spØcication, puis nous avons dØni
formellement un ensemble de rŁgles de preuve. Trois de ces rŁgles, la substitution par constante, la
recherche d’auto-dØpendance et la recherche de motif sont indissociables du modŁle polyØdrique.
La rŁgle de substitution par constante permet de substituer simultanØment un ensemble d’instances
par une constante ; la rŁgle de recherche d’auto-dØpendance permet d’introduire automatiquement
des auto-dØpendances et la recherche de motif permet de simplier l’expression du systŁme. Nous
avons montrØ que ces rŁgles Øtaient correctes vis-à-vis de la sØmantique.
 Nous avons ensuite dØni des techniques d’automatisation de preuve : nous avons caractØrisØ
un certain nombre de cas oø la terminaison de l’itØration des rŁgles de preuve Øtait dØcidable
et d’autres oø la terminaison de l’itØration Øtait indØcidable. Ceci nous a permis de fournir un
algorithme capable de construire soit une preuve ou un contre-exemple de la propriØtØ, soit de
nouveaux sous-buts à prouver.
 Pour accØlØrer la construction de la preuve, nous avons dØveloppØ des heuristiques d’agrandis-
sement de polyŁdres. Ces heuristiques donnent des rØsultats intØressants dans la mesure oø les
2La substitution par constante correspond quant à elle à une récurrence sur l’indice représentant le temps. Cependant, cette
récurrence est cachée : elle n’est utilisée que pour prouver de la correction de la règle. En pratique, quand nous utilisons la
règle de substitution par constante, nous n’effectuons donc aucune récurrence.
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variables sur lesquelles portent la preuve respectent une certaine structure. Nous appelons ces
variables pseudo-pipelines. Ces variables sont largement utilisØes dans les systŁmes sur lesquels
nous travaillons.
 Enn, nous avons enrichi le cadre de spØcication de propriØtØs dans le modŁle polyØdrique.
Nous ne prØsenterons ici que la syntaxe de nos propriØtØs. Nous avons ensuite dØveloppØ des
tactiques de preuve liØes à ces formules. Ces tactiques s’appuient sur l’ajout de paramŁtres et sur
des calculs de contraintes. Nous nous contenterons ici de prØsenter l’intuition de ces tactiques, la
formalisation n’est pas complŁtement achevØe.
Ces travaux ont ØtØ en partie implØmentØs dans l’environnement MMALPHA :
 toutes les rŁgles de preuve,
 l’algorithme d’automatisation,
 l’ajout des paramŁtres,
 le calcul des contraintes.
Cette implØmentation a permis de prouver des spØcications sur trois systŁmes matØriels :
 un ltre adaptatif (preuve automatique),
 un produit matrice-vecteur (preuve actuellement semi-automatique, il manque l’implØmentation
des heuristiques d’agrandissement),
 un arbitre matØriel distribuØ (preuve semi-automatique).
Publications Ces travaux ont menØ à un rapport de recherche, une publication dans une confØrence et
une publication dans une revue.
 La publication [18] dans la confØrence internationale MEMOCODE’03 reprend principalement le
chapitre 4 et aborde le chapitre 5. Les dØtails techniques de cette publication sont prØsentØs dans
le rapport de recherche [19].
 La seconde publication [20] paraîtra en dØcembre 2004 dans la revue Transaction on Embedded
Computer Systems, ACM. Elle reprend les chapitres 4 et 5, et aborde le chapitre 6.
Ces deux publications ne prennent pas en compte la formalisation sous forme de systŁme de preuve
prØsentØ dans ce document.
D’autres articles sont en cours de rØdaction sur l’opØrateur d’agrandissement, et sur la reprØsentation
des quantications à l’aide de paramŁtres.
Plan
La premiŁre partie de ce travail sera consacrØe à un Øtat de l’art et à la prØsentation de la sØman-
tique de notre modŁle. Dans la seconde partie, nous prØsenterons les travaux effectuØs au cours de cette
thŁse. Le chapitre 3 illustrera sur un exemple notre processus de preuve. Le chapitre 4 nous permet-
tra de prØsenter notre systŁme de preuve, et nous fournirons pour cela une mØthode de spØcication
des propriØtØs. Le chapitre 5 nous permettra d’aborder les problŁmes liØs à l’itØration des rŁgles de
preuve, et nous montrerons quels sont les cas pour lesquels l’itØration est nie. Dans le chapitre 6, nous
nous intØresserons à l’automatisation de notre processus de preuve, et nous fournirons un algorithme
de construction de preuve. Dans le chapitre 7, nous nous intØresserons aux techniques d’accØlØration et
d’agrandissement de domaines. Le chapitre 8 sera consacrØ à l’Øtude d’application et dans le chapitre 9,
nous nous intØresserons à l’exemple de l’arbitre et nous prØsenterons les diffØrents travaux en cours de
formalisation.
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Première partie
Contexte
9
Chapitre 1
État de l’art
La conception de systŁmes matØriels complexes est de plus en plus difcile. Les pressions Øcono-
miques et l’Øvolution rapide du marchØ demandent des temps de conception de plus en plus courts. Il
est donc important qu’une fois un systŁme ou un circuit obtenu, il puisse Œtre rØutilisØ. Pour cela, les
systŁmes sont dØcrits de maniŁre gØnØrique à l’aide de paramŁtres symboliques dont la valeur n’est pas
connue a priori. Ces circuits sont conçus à partir d’une synthŁse de haut niveau : les systŁmes sont tout
d’abord spØciØs à un trŁs haut niveau en termes de diagrammes, de tableaux ou de textes informels.
Puis, par des techniques de synthŁse, les systŁmes sont afnØs jusqu’à obtenir une description physique.
Ces mØthodes de synthŁse sont actuellement plus ou moins automatisØes, mais nØcessitent toujours une
intervention humaine pour obtenir l’architecture la plus optimisØe possible. Ce cycle de production est
long et le temps de test laissØ à la n de la conception en est d’autant raccourci. Une erreur à un niveau
quelconque de la conception peut s’avØrer trŁs coßteuse, et pour certains systŁmes embarquØs les erreurs
sont inenvisageables. Les mØthodes formelles sont une solution possible pour repØrer les erreurs le plus
tôt possible.
On appelle mØthode formelle toute utilisation d’un raisonnement mathØmatique dans le dØveloppe-
ment d’un systŁme logiciel et/ou matØriel an d’amØliorer la qualitØ de ce systŁme en le spØciant et
en le vØriant. Le rôle de ces mØthodes a ØtØ longuement discutØ dans [9, 61, 25] et semble s’imposer
lors de la conception de systŁmes. Les mØthodes formelles peuvent Œtre utilisØes à tous les niveaux de la
conception et permettent ainsi de repØrer trŁs tôt des erreurs dans la conception. Nous nous intØresserons
plus particuliŁrement aux mØthodes formelles de vØrication dans le cas des systŁmes matØriels [41, 54]
et plus prØcisØment, aux mØthodes formelles de vØrication des systŁmes paramØtrØs.
Deux approches sont possibles pour la spØcication et la vØrication de matØriel.
 La premiŁre approche consiste à spØcier les propriØtØs souhaitØes du systŁme (sßretØ, vivacitØ,
. . .). Le systŁme est valide s’il vØrie les propriØtØs. La spØcication de telles propriØtØs passe
gØnØralement par l’utilisation d’une logique temporelle. La vØrication se fait par vØrication de
modŁle (cf. 1.1).
 La seconde approche consiste à spØcier le comportement du systŁme à l’aide d’un modŁle haut-
niveau. La vØrication consiste alors à vØrier que tous les comportements de l’implØmentation
sont cohØrents avec les comportements du modŁle. Dans ce cas, on utilise une approche dØductive
(cf. 1.2).
En rØsumØ, la conception de systŁme matØriel commence donc gØnØralement par une spØcication
haut niveau, puis à chaque Øtape de la conception, la description s’afne et se prØcise jusqu’à obtenir
un niveau de description matØrielle. Pour vØrier la correction du systŁme obtenu, on utilise les deux
approches de vØrication : on commence par vØrier des propriØtØs sur le modŁle haut niveau, puis à
chaque Øtape de rafnement, on vØrie que le nouveau modŁle est correct par rapport à la spØcication
prØcØdente, le nouveau modŁle servant de spØcication pour le modŁle suivant obtenu aprŁs une nou-
velle Øtape de rafnement (Fig. 1.1). Ainsi, les propriØtØs du systŁme sont prØservØes à chaque Øtape de
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rafnement.
Implémentation niveau iniveau i
Implémentation niveau i+ 1niveau i+ 1
synthèse
des propriétés du système
Implémentation bas niveau
description physique
bas niveau
haut niveau
diagrammes, tableaux, . . .
Spécification et vérification
Spécification haut niveau,
vérification déductive
Spécification niveau i+ 1
Spécification niveau i+ 2
FIG. 1.1  VØrication hiØrarchique
Le sujet de cette thŁse Øtant l’utilisation du modŁle polyØdrique dans les mØthodes formelles de
vØrication, nous nous intØresserons donc à ces derniŁres dans cet Øtat de l’art.
La premiŁre section de ce chapitre sera consacrØe aux mØthodes formelles de vØrication. Nous
prØsenterons les techniques les plus courantes. Dans la section 2, nous nous attacherons à une classe plus
particuliŁre d’architectures, les rØseaux systoliques, et nous verrons quelques techniques de spØcication
et de vØrication sont utilisØes. La section 3 permettra de nous rapprocher du sujet de cette thŁse, en
prØsentant les diffØrents travaux de vØrication liØs au modŁle polyØdrique. Enn, dans la section 4,
nous prØsenterons les objectifs de ce travail.
1 Méthodes formelles de vérification
Dans ce chapitre, nous prØsenterons les mØthodes classiques de vØrication. Nous verrons tout
d’abord, en section 1.1, la technique de vØrication de modŁle, puis en 1.2 les mØthodes de vØrication
dØductive et nous comparerons les deux techniques en 1.3. Nous prØsenterons alors, en section 1.4, des
techniques spØciques aux systŁmes paramØtrØs. Enn, dans la section 1.5 nous parlerons de vØrication
de description VHDL.
1.1 La vérification de modèle
Cette mØthode est utilisØe pour montrer qu’un systŁme vØrie certaines propriØtØs temporelles. Le
systŁme est modØlisØ par une structure M , gØnØralement sous la forme d’un automate ; les propriØtØs,
quant à elles, sont exprimØes dans une logique temporelle. Notons φ une telle propriØtØ. L’algorithme de
vØrication de modŁle (model checker) est une procØdure qui dØcide si la structure M est un modŁle
pour la formule φ, ou autrement dit, si M satisfait φ (M |= φ) [30].
Modélisation du système La modØlisation du systŁme peut se faire de diffØrentes maniŁres. Nous
parlerons ici des modØlisations avec des structures de Kripke, des systŁmes de transitions ØtiquetØes, ou
une combinaison des deux.
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 Les structures de Kripke [50] sont des automates dont les Øtats sont ØtiquetØs par des propositions
atomiques. Ces propositions atomiques reprØsentent des propriØtØs de chaque Øtat de l’automate.
Une transition entre deux Øtats signie que l’un des Øtats est atteignable depuis l’autre.
 Les systŁmes de transitions ØtiquetØes sont des automates dont les transitions sont ØtiquetØes par
des actions. Pour passer d’un Øtat dans un autre, il faut effectuer une action. Ces systŁmes de
transitions permettent de reprØsenter des systŁmes concurrents.
 Les systŁmes de transitions de Kripke reprØsentent une combinaison des deux prØcØdentes struc-
tures. Ils permettent de reprØsenter aussi bien les propriØtØs statiques d’Øtats en Øtiquetant les
nuds par des propositions atomiques, que le dynamisme du systŁme en Øtiquetant les transitions
par des actions.
Spécification Dans la vØrication de modŁle, les propriØtØs sont spØciØes dans une logique tempo-
relle [30]. Cette logique est une spØcialisation de la logique modale qui donne le cadre gØnØral d’une
logique permettant d’exprimer le changement. La logique temporelle est constituØe d’une logique clas-
sique du premier ordre à laquelle ont ØtØ ajoutØs des opØrateurs quantiant le temps. Ces opØrateurs
se forment à partir des deux opØrateurs de base suivants : l’opØrateur toujours, notØ 2 et l’opØrateur
inØvitablement, notØ 3. Les formules en logique temporelle sont interprØtØes par rapport au modŁle
choisi (structure de Kripke, systŁme de transitions ØtiquetØes, etc.). Les transitions dans de telles struc-
tures reprØsentent une Øvolution du temps. De maniŁre schØmatique, une formule en logique temporelle
reprØsente un ensemble d’Øtats de la structure.
Nous utilisons ici la classication usuelle des propriØtØs temporelles [57].
 PropriØtØs de sßretØ : ces propriØtØs afrment que rien de mauvais ne peut se produire. Elles se
reprØsentent avec l’opØrateur 2. Exemples : exclusion mutuelle, absence de blocage, invariants
globaux.
 PropriØtØs de vivacitØ : elles afrment que quelque chose de bon peut inØvitablement se produire.
Elles se reprØsentent à l’aide de l’opØrateur 3. Exemples : accessibilitØ, absence de famine (un
processus en attente d’un service peut l’obtenir un jour).
Ce sont les deux grandes classes de propriØtØs temporelles. À cela, on peut ajouter des propriØtØs de
prØcØdence, des propriØtØs d’ØquitØ, des propriØtØs d’atteignabilitØ. On peut aussi trouver de nouvelles
mØthodes de classication des propriØtØs [72] : ces propriØtØs sont classØes en fonction du comportement
du systŁme (ni ou inni) et du comportement que la propriØtØ spØcie (ni ou inni). Il existe de
nombreux types de logiques temporelles que l’on peut diviser en deux catØgories : la logique temporelle
linØaire (comme LTL [68], le µ-calcul [58, 16]) et la logique temporelle avec branchement (comme
CTL [23], CTL* [31], le µ-calcul etc.).
Vérification de modèle L’algorithme de vØrication de modŁle est intrinsŁquement liØ à la logique
choisie pour la spØcication. Il y a diffØrentes maniŁres d’implØmenter une procØdure de vØrication :
l’approche sØmantique, l’approche thØorie des automates et l’approche tableau.
 L’idØe derriŁre l’approche sØmantique est de calculer itØrativement la sØmantique d’une formule à
partir du modŁle du systŁme. Cette technique fonctionne bien pour les logiques temporelles avec
branchement.
 Pour les logiques temporelles linØaires, l’approche par automate est prØfØrØe. Le problŁme se
rØduit à tester l’inclusion de deux automates.
 La mØthode par tableau permet de savoir si un Øtat du systŁme vØrie une propriØtØ ; elle construit
un arbre de preuve en gØnØrant des sous-buts. Si l’arbre ne peut Œtre construit, nous obtenons alors
la preuve que l’Øtat ne vØrie pas la propriØtØ.
La limitation de la vØrication de modŁle vient de l’explosion du nombre d’Øtats [16] : la structure
modØlisant le systŁme augmente exponentiellement avec le nombre de composants en parallŁle. Pour
pallier ce problŁme, la solution est d’utiliser des techniques symboliques comme les diagrammes de
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dØcision binaire (BDD) [15]. Avec de telles techniques, l’ensemble des Øtats est reprØsentØ de maniŁre
symbolique et non plus explicite. Nous verrons dans la section 1.4 comment utiliser les techniques de
vØrication de modŁle dans le cas des systŁmes paramØtrØs. Le lecteur intØressØ par la vØrication de
modŁle trouvera une Øtude approfondie dans [70].
1.2 Les prouveurs de théorèmes
VØrier qu’une implØmentation est conforme à sa spØcication revient à montrer un thØorŁme dans
une certaine logique. La spØcication est faite dans une logique de premier ordre ou d’ordre supØrieur.
Le comportement d’un dispositif peut se modØliser à l’aide d’un prØdicat par rapport aux entrØes de ce
dispositif. La spØcication et l’implØmentation sont toutes deux dØcrites dans la mŒme logique. L’uti-
lisation d’une logique comme langage de description de la spØcication et de l’implØmentation permet
d’associer immØdiatement à cette description une interprØtation fondØe sur la sØmantique de la logique.
Cependant, une description dans une logique demande de la part de l’utilisateur une trŁs grande disci-
pline, et une comprØhension trŁs claire de son systŁme. Un prouveur de thØorŁme permet de construire
(semi-)automatiquement des preuves.
Un systŁme de preuve dans une logique L est un ensemble d’axiomes et de rŁgles d’infØrence. Les
axiomes sont des formules dans la logique L et sont ØlØmentaires dans le sens oø ils reprØsentent les
propriØtØs de base des opØrateurs de la logique. Une rŁgle d’infØrence a la forme suivante :
α1, . . . , αk
β
Les formules α1, . . . , αk sont appelØes prØmisses de la rŁgle et β est appelØe conclusion. Les axiomes
et les rŁgles sont en fait des modŁles d’axiomes et de rŁgles, dans le sens oø l’on peut substituer les
variables les composant par des formules et gØnØrer ainsi une innitØ d’axiomes. Une dØduction dans un
systŁme de preuve est une suite de formules obtenues en appliquant des rŁgles d’infØrences. La derniŁre
formule est gØnØralement appelØe thØorŁme.
L’automatisation peut Œtre faite de diffØrentes maniŁres.
 Le prouveur vØrie automatiquement qu’une sØrie de formules est bien une dØduction.
 Il aide à la construction d’une preuve.
 Il permet d’utiliser des procØdures de dØcision. Les procØdures de dØcision permettent de dØcider
de maniŁre algorithmique la validitØ d’une formule et ainsi d’allØger les preuves.
Pour automatiser au mieux de tels systŁmes, l’utilisateur peut dØvelopper des stratØgies de preuve
qu’il pourra rØutiliser par la suite. Dans le cadre de la vØrication de matØriel, de telles mØthodes sont
particuliŁrement bien adaptØes car on utilise gØnØralement le mŒme schØma de preuve.
Une logique est consistante si toute formule que l’on peut prouver dans la logique est sØmantique-
ment vraie ; une logique est complŁte si toute formule sØmantiquement vraie peut Œtre prouvØe dans
la logique. Un systŁme logique qui n’est pas consistant est dangereux car il peut permettre de prouver
des formules sØmantiquement fausses. En revanche, un systŁme non complet reste utile car il permet de
construire des preuves à partir d’un ensemble de formules sØmantiquement vraies.
Il existe de trŁs nombreux prouveurs de thØorŁmes. Beaucoup d’entre eux sont utilisØs pour la vØ-
rication d’architectures (HOL [40], Nqthm et ACL2 [14, 52], PVS [92], Coq [96]). Ces prouveurs se
distinguent par la logique mathØmatique employØe, le style de preuve, la maniŁre dont les procØdures de
dØcision automatique sont intØgrØes au systŁme.
1.3 Vérification de modèle vs. vérification déductive
Ces deux approches sont fondamentalement diffØrentes. Nous allons les comparer sur diffØrents
points.
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 Champ d’application. Le champ d’application de la vØrication dØductive est trŁs large. On peut
aussi bien formaliser des systŁmes matØriels complexes que les propriØtØs que l’on veut vØrier
sur ces systŁmes. La preuve de thØorŁme fournit un cadre de travail uniØ en permettant de dØnir
et raisonner sur des thØories appropriØes au problŁme et en permettant d’accomplir de nombreux
types de vØrication. Le champ d’application de la vØrication de modŁle est plus modeste, il
ne s’applique que sur la logique et le type de modŁle pour lequel il a ØtØ conçu, ainsi selon les
propriØtØs que l’on veut prouver il faut choisir avec soin la logique temporelle employØe.
 Automatisation. Comme son champ d’application est trŁs large, la vØrication dØductive ne peut
Œtre automatisØe que jusqu’à un certain degrØ ; elle nØcessite gØnØralement une intervention hu-
maine pour guider le processus de dØduction. En revanche, pour la vØrication de modŁle, on peut
gØnØralement fournir un algorithme entiŁrement automatique.
 Hiérarchisation. Dans le cas de vØrication de matØriel, on effectue une vØrication hiØrar-
chique. Les techniques de vØrication dØductive s’adaptent bien à la vØrication hiØrarchique car
elles utilisent un mØcanisme d’abstraction. Dans le cas de la vØrication de modŁle, la vØri-
cation hiØrarchique est rendue beaucoup plus difcile, car la description du systŁme se fait sur
les Øtats, d’une maniŁre non hiØrarchique. Il faut donc remodØliser le systŁme à chaque niveau
d’abstraction.
 Description matérielle. Les mØthodes de vØrication dØductive et de vØrication de modŁle ne
reprØsentent pas le matØriel de la mŒme maniŁre. L’approche par vØrication dØductive reprØsente
le matØriel de maniŁre structurelle. Elle permet de raisonner sur une spØcication fonctionnelle et
de raisonner sur des descriptions paramØtrØes. Pour la vØrication de modŁle, la description de ma-
tØriel est fondØe sur l’Øtat, elle permet de reprØsenter le comportement plutôt que la structure. La
modØlisation des systŁmes qu’elle induit permet de reprØsenter plus facilement des formalisations
concernant des propriØtØs de concurrence, d’ØquitØ, de communication et de synchronisation ; elle
permet de raisonner à propos des aspects contrôle du systŁme.
1.4 Systèmes paramétrés
Un des problŁmes actuels les plus importants dans le domaine de la vØrication est celui de la
vØrication des systŁmes paramØtrØs. Ces systŁmes sont dØnis de maniŁre gØnØrique en utilisant des
paramŁtres pour reprØsenter le nombre de processus ou la maniŁre dont sont connectØs les processus
entre eux. Le problŁme de la vØrication de systŁmes paramØtrØs se place dans le cadre plus large des
systŁmes à Øtats innis. La vØrication de tels systŁmes s’est longtemps faite en utilisant des mØthodes
dØductives. Cependant, depuis quelques annØes, des approches algorithmiques ont ØtØ dØveloppØes qui
fournissent des procØdures de vØrication ou plus gØnØralement des semi-algorithmes demandant une
contribution de l’utilisateur plus limitØe que dans le cas des mØthodes dØductives.
Ces procØdures permettent de calculer des ensembles innis d’Øtats atteignables à travers une reprØ-
sentation symbolique nie. La vØrication de systŁmes paramØtrØs est en gØnØral indØcidable [4]. Pour
pallier ce problŁme, deux catØgories de mØthodes se prØsentent :
 Soit on se restreint aux familles des systŁmes paramØtrØs pour lesquelles le problŁme est dØci-
dable.
 Soit, on conçoit des mØthodes consistantes mais incomplŁtes en espØrant qu’une de ces mØthodes
s’appliquera au problŁme ØtudiØ.
Nous allons prØsenter ici quelques travaux relevant de l’une ou l’autre des catØgories.
Construction de procédures de vérification pour certaines classes d’architecture. Pour la premiŁre
catØgorie de mØthodes, nous citerons les travaux de Emerson et Namjoshi [33, 32] et ceux de German
et Sistla [38]. Ces deux Øquipes ont montrØ qu’il Øtait possible d’avoir un algorithme de vØrication
pour certaines familles de systŁmes paramØtrØs. Dans [38], German et Sistla s’intØressent aux systŁmes
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paramØtrØs concurrents synchrones et à la preuve de propriØtØs locales aux processus. Ils Øtudient deux
modŁles. Le premier est constituØ d’un processus de contrôle et de N processus utilisateurs identiques.
Pour ce modŁle, German et Sistla fournissent un algorithme pour prouver des propriØtØs temporelles sur
le processus de contrôle. Le second modŁle est constituØ de N processus identiques. Dans ce cas, Ger-
man et Sistla donnent un algorithme permettant de prouver une mŒme propriØtØ sur tous les processus du
systŁme (d’oø le terme de propriØtØ locale au processus). Certaines propriØtØs plus globales comme l’ex-
clusion mutuelle peuvent aussi Œtre vØriØes par leurs mØthodes. Les travaux de Emerson et Namjoshi
sont similaires. Ils s’intØressent eux aussi aux propriØtØs locales aux processus et Ølargissent leur Øtude
à la preuve de propriØtØ pour toutes paires de processus (sous certaines hypothŁses de symØtrie). Emer-
son et Namjoshi fournissent une procØdure de dØcision pour des rØseaux sous forme d’anneaux [32] et
donnent un algorithme dans le cas des processus synchrones. Les diffØrences entre ces travaux viennent
principalement des mØthodes de modØlisation choisies.
Constructions de procédures de vérification semi-décidables. Les mØthodes relevant de la seconde
catØgorie sont plus nombreuses. Kesten et al. dØveloppent des techniques de vØrication de modŁle rØ-
gulier. Ces travaux sont exposØs dans [55, 56]. Le langage d’assertion sous-jacent à la vØrication de
modŁle rØgulier permet non seulement de reprØsenter des assertions boolØennes, mais surtout des expres-
sions rØguliŁres. Ces expressions permettent de reprØsenter l’Øtat global d’un systŁme, indØpendamment
de la valeur des paramŁtres. Par exemple, considØrons un rØseau linØaire paramØtrØ S(N) constituØ deN
processus se partageant un jeton. Nous supposons que l’Øtat global de chaque processus est reprØsentØ
par 1 si le processus a le jeton et 0 sinon. L’Øtat initial global (ou conguration) du rØseau se reprØsente
alors par l’expression rØguliŁre I = 10∗, ce qui signie que le premier processus a le jeton et qu’aucun
autre ne l’a. Dans ce modŁle, les transitions sont vues comme des rŁgles de rØØcriture. Ainsi, dans cet
exemple, la transition peut-Œtre 10 → 01. Kesten et al. appliquent ensuite les techniques de vØrication
de modŁle symbolique.
Un dØfaut de la vØrication de modŁle rØgulier est qu’elle ne converge par toujours, mŒme quand
l’ensemble des Øtats atteignables se reprØsente par un langage rØgulier. Dans [78], Pnueli et Shahar Øtu-
dient les causes frØquentes de cette absence de convergence : les relations de transition ne permettent
d’effectuer qu’une action sur un seul processus à la fois. Ils fournissent des mØthodes qui permettent
d’accØlØrer les relations de transitions, en autorisant un nombre non bornØ de processus de changer si-
multanØment d’Øtat ou d’interagir avec leur voisin. Cependant ces mØthodes demandent une intervention
de l’utilisateur qui doit choisir quelle mØthode utiliser pour son problŁme.
Induction et génération d’invariants. D’autres techniques de vØrication s’appuient sur le prin-
cipe d’induction et la gØnØration d’invariant de rØseau [60, 101, 44, 24, 64, 65]. Soit F une famille de
processus, et soit φ une propriØtØ à prouver pour tout processus de cette famille, soit  une relation de
prØordre sur les processus (prØordre de simulation, prØordre sur les traces, etc.) telle que :
P  Q ∧ (Q |= φ =⇒ P |= φ)
oø Q |= φ signie que Q est un modŁle pour φ. Il faut alors dØnir un processus I appelØ invariant de
rØseau tel que pour tout processus Pi engendrant la famille F de processus
Pi  I
ce qui permet d’obtenir
I |= φ =⇒ ∀P ∈ F, P |= φ
Cette technique a ØtØ utilisØe entre autres par Halbwachs et al. dans [44] pour prouver des propriØtØs de
sßretØ sur des rØseaux paramØtrØs. Nous reviendrons sur ce travail dans la partie 9. Cette technique de
vØrication soulŁve deux problŁmes :
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 comment exprimer la propriØtØ φ de maniŁre gØnØrale (sans tenir compte du nombre de compo-
sants),
 comment trouver des invariants de rØseaux adaptØs, s’ils existent.
Dans [24], Clarke et al. utilisent des techniques fondØes sur les grammaires de rØseaux et des tech-
niques d’abstraction pour rØsoudre partiellement ces problŁmes. Leurs rØseaux sont dØnis à l’aide de
grammaires de rØseaux. Les propriØtØs sont spØciØes en CTL*, les assertions de base Øtant Øcrites dans
un langage rØgulier L. L’Øtat global des processus est spØciØ à l’aide de mots, comme dans les travaux
de Kesten et al., qui peuvent ou non appartenir au langage rØgulier L. On peut ainsi partitionner les Øtats
globaux en classes d’Øquivalence selon les propriØtØs qu’ils possŁdent : tous les Øtats globaux possØdant
les mŒmes propriØtØs sont dans la mŒme classe. Ces classes reprØsentent alors des Øtats abstraits, et il ne
reste qu’à abstraire les transitions. Clarke et al. obtiennent ainsi un systŁme abstrait de transitions-Øtats
qui est plus grand pour le prØ-ordre de simulation que tout systŁme de la famille de processus. Ainsi pour
toute formule CTL* vraie pour le systŁme abstrait, la formule est vraie pour tout systŁme de la famille
de processus. Une fois le systŁme abstrait calculØ, les techniques classiques de vØrication de modŁle
s’appliquent.
Les travaux de Lesens et al. [64, 65] proposent une autre approche de ces problŁmes. Ils s’intØ-
ressent à un ensemble plus restreint de familles de systŁmes, à savoir les rØseaux linØaires et les rØseaux
sous forme d’arbre. Ils proposent une mØthode de spØcication diffØrente fondØe sur les observateurs
synchrones. Un observateur synchrone est un processus capable d’observer le comportement d’un pro-
cessus qui lui est associØ sans changer son propre comportement. Une propriØtØ de sßretØ s’exprime en
fournissant à chaque processus un observateur qui prend en entrØe les entrØes/sorties de son processus
associØ, ainsi que les observations fournies par l’observateur voisin. La construction de l’invariant se fait
ici par rapport à un prØ-ordre de traces. La synthŁse de l’invariant revient à calculer le point xe d’une
Øquation. Lesens et al. proposent un ensemble d’heuristiques pour effectuer le calcul des points xes.
Cependant le calcul peut ne pas terminer et nØcessite souvent l’intervention de l’utilisateur pour ajuster
certains paramŁtres de calculs.
Vérification inductive. Nous prØsentons maintenant les travaux de Arons et al. [77, 5]. Cette
Øquipe de recherche travaille aussi sur la vØrication inductive, elle dØveloppe une mØthode appelØe
vØrication par invariant invisible. Arons et al. sont partis du constat suivant : dans de nombreux cas,
il est possible de xer la valeur du paramŁtre et si la propriØtØ est prouvØe pour cette valeur, elle l’est
alors pour toutes les valeurs des paramŁtres. Ils gØnŁrent automatiquement (et de maniŁre transparente
pour l’utilisateur) des assertions inductives ; c’est-à-dire des assertions vØriØes pour l’Øtat initial et
restant stables par transition. Ces assertions sont calculØes en appliquant des gØnØralisations simples
et en effectuant des abstractions sur l’ensemble des Øtats atteignables calculØ pour la valeur xØe du
paramŁtre. Pour montrer que les assertions sont inductives ils utilisent la vØrication de modŁle. Enn,
ils montrent que les assertions calculØes impliquent la propriØtØ ØtudiØe. Ces travaux sont prØsentØs
en dØtail dans [77, 5]. Ces travaux se fondent sur des hypothŁses de symØtrie. D’autres travaux [34]
utilisent la symØtrie pour empŒcher l’explosion du nombre d’Øtats. Cependant ces techniques ne sont
pas sufsamment puissantes (et donc ne rØduisent pas sufsamment le nombre d’Øtats) lorsqu’il y a des
hypothŁses d’ØquitØ.
Les efforts de recherche dans ce domaine sont maintenant tournØes vers la production d’heuristiques
qui s’appliquent à des classes spØciques de systŁme (processus connectØs en anneau, en arbre, etc.).
Bien que la vØrication de systŁmes paramØtrØs soit indØcidable, il est donc possible, pour certaines
classes d’architectures, de construire des procØdures de vØrication ou plus gØnØralement des semi-
algorithmes. Si l’on se place dans un cadre plus gØnØral, les diffØrentes mØthodes proposØes consistent
à gØnØrer des invariants, et à utiliser des techniques d’abstraction et d’accØlØration. De nombreuses
heuristiques de construction d’invariants sont proposØes, mais l’utilisateur a toujours un rôle important
pour ajuster la valeur de certains paramŁtres ou pour choisir des techniques à utiliser. Nos travaux se
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placent dans le contexte des systŁmes paramØtrØs, nous utiliserons aussi des invariants et des techniques
d’accØlØration.
Nos travaux sont cependant plus ciblØs : nous travaillons sur des systŁmes bas niveau proches de
l’implØmentation. Ces systŁmes sont dØcrits dans le modŁle polyØdrique, et notre preuve se fera sur
cette description. Nous allons donc nous intØresser à des vØrications d’architectures. Plus prØcisØment,
nous allons maintenant nous tourner vers la vØrication de description VHDL à l’aide du prouveur de
Boyer et Moore.
1.5 Vérification de description VHDL à l’aide du prouveur de théorème de Boyer et
Moore
Le systŁme Prevail [13] dØveloppØ par Borrione, Pierre et Salem est un environnement de preuve
qui inclut un ensemble d’outils de vØrication. Il prend en entrØe deux descriptions VHDL [1] et vØrie
l’Øquivalence (ou l’implication) de deux architectures diffØrentes de la mŒme entitØ (par exemple deux
descriptions donnØes à des niveaux d’abstractions diffØrents). L’outil de vØrication le plus adaptØ est
ensuite choisi par l’utilisateur et les descriptions sont automatiquement traduites dans le formalisme
du prouveur de thØorŁme. Parmi ces outils de preuve, on trouve le prouveur de thØorŁme de Boyer et
Moore : Nqthm [14].
Le prouveur de thØorŁme Nqthm se fonde sur une logique du premier ordre avec ØgalitØ. Les trois
principes de base de ce prouveur sont les suivants :
 le principe de « shell » : ce principe permet de construire des types abstraits rØcursifs à partir
d’un objet de base, d’un constructeur et d’un ou plusieurs dØconstructeurs, de plus une fonction
boolØenne permet d’identier les ØlØments du type.
 Le principe de dØnition : avant d’accepter la dØnition d’une fonction rØcursive, le systŁme
vØrie qu’il existe une mesure qui dØcroît par rapport à une relation d’ordre bien fondØ.
 Le principe d’induction : ce principe permet de prouver des thØorŁmes inductifs sur des expres-
sions rØcursives. Les schØmas d’induction sont gØnØrØs automatiquement par rapport aux dØni-
tions des fonctions rØcursives utilisØes pour la preuve du thØorŁme.
Pour automatiser les preuves d’Øquivalence de deux descriptions VHDL dans Nqthm, l’idØe est de
gØnØrer des schØmas de preuve. Ces schØmas dØpendent des architectures dØcrites et il est donc nØces-
saire de fournir des modŁles pour chaque classe d’architecture. Ces modŁles permettront de gØnØrer le
schØma de preuve adaptØ. Nous allons prØsenter ici un type de modŁle qui concerne les architectures
synchrones. Les modŁles sont des fonctions. Ils doivent Œtre tels qu’il est possible de gØnØrer automati-
quement les fonctions à partir des descriptions VHDL ØtudiØes.
Dans [76], Pierre a dØveloppØ deux modŁles pour les architectures synchrones et prouvØ l’Øquiva-
lence de ces deux modŁles. Les deux modŁles sont rØcursifs. Les circuits sont caractØrisØs par :
 Un vecteur d’entrØes primaires, I ⊂ I
 un vecteur de sorties primaires, O ⊂ O
 un vecteur de variables d’Øtats (vecteur d’ØlØments de mØmoire), S ⊂ S
 une fonction vectorielle d’Øtats qui associe à un vecteur d’entrØe primaire et un vecteur d’Øtats, un
autre vecteur d’Øtat. C’est une fonction successeur.
I × S → S
 une fonction vectorielle de sorties, qui associe à un vecteur d’entrØe primaire et un vecteur d’Øtats,
un vecteur de sorties primaires.
I × S → O
Le temps est un temps discret qui correspond aux fronts montants de l’horloge du circuit.
 Le premier modŁle caractØrise les entrØes primaires comme des fonctions temporelles. Les va-
riables d’Øtat et les sorties primaires sont vues comme des fonctions d’ordre supØrieur :
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 domaine des vecteurs d’entrØes primaires : N→ I
 domaine des vecteurs de variables d’Øtat : (N→ I)→ (N→ S)
 domaine des vecteurs de sorties primaires : (N→ I)→ (N→ O)
Comme Nqthm n’accepte pas la logique d’ordre supØrieur, il faut le supprimer : les variables
d’entrØes ne sont plus considØrØes comme des variables temporelles, mais comme une liste de
valeurs reprØsentant l’histoire de ces variables. La rØcursion apparaît si le circuit contient des
boucles structurelles (par exemple, variable dØpendant d’elle mŒme à un instant prØcØdent).
 Dans le deuxiŁme modŁle, il y a une unique fonction pseudo-itØrative, elle prend en entrØe les
entrØes du systŁme primaire et les variables d’Øtats. Les variables d’entrØes sont reprØsentØes par
leur histoire. Le domaine de cette fonction est le suivant :
∪∞k=1I
k × S → S ×O
Pierre a montrØ à l’aide de Nqthm que ces deux modŁles Øtaient Øquivalents, mais que le modŁle pseudo-
itØratif Øtait plus adaptØ tant du point de vue de l’efcacitØ que du point de vue de la traduction.
Dans [75], Pierre propose un modŁle pour les architectures rØpliquØes et parallŁles. Une architecture
rØpliquØe est constituØe d’un motif architectural qui est rØpØtØ. Ces architectures sont gØnØriques, c’est-
à-dire que le nombre de rØpØtitions du motif est reprØsentØ par un ou plusieurs paramŁtres. Pierre propose
un modŁle pour les architectures de dimension 1 et un modŁle pour les architectures de dimension 2.
Elle fournit ensuite un schØma pour gØnØrer des preuves à partir de ces modŁles.
Cette modØlisation a permis ainsi de prouver des circuits rØpliquØs gØnØriques.
En conclusion, les schØmas de preuve ne peuvent Œtre gØnØrØs que pour certains types d’architec-
ture. Les architectures doivent donc respecter un certain modŁle. À chaque modŁle correspond donc un
schØma de preuve. Cependant si l’architecture ne respecte pas complŁtement un modŁle, il n’est pas pos-
sible de gØnØrer un schØma de preuve. Les techniques de preuve que nous proposons dans ce mØmoire
sont totalement indØpendantes de l’architecture choisie.
Nous allons maintenant nous tourner vers la vØrication de rØseaux systoliques qui sont des systŁmes
paramØtrØs particuliers. Les mØthodes de vØrication mises en uvre dans ce cas sont trŁs spØciques.
2 Vérification d’architecture : les réseaux systoliques
Le but de cette section est donc d’Øtudier les diffØrentes techniques de vØrication des rØseaux sys-
toliques. Nous commencerons par dØnir les rØseaux systoliques, puis dans la section suivante nous dØ-
nirons quelques notions indispensables à la description de ces rØseaux : les Øquations rØcurrentes. Les
sections 2.3 et 2.4 seront consacrØes à la vØrication de tels rØseaux. Nous prØsenterons tout d’abord les
travaux d’Abdulla [2], puis ceux de Ling et Bayoumi [66]. Dans la derniŁre section, nous prØsenterons
quelques travaux supplØmentaires sur ce sujet.
2.1 Réseaux systoliques
La notion de circuit systolique a ØtØ introduite par Kung [59] au dØbut des annØes quatre-vingts. Ces
rØseaux sont constituØs de cellules toutes identiques qui ne peuvent rØaliser qu’un nombre restreint de
calculs. Les cellules sont reliØes entre elles par un rØseau gØomØtrique rØgulier, elles ne peuvent commu-
niquer qu’avec leurs voisines. Ainsi, une cellule reçoit des donnØes d’une de ses voisines, fait un calcul
et transmet le rØsultat à une voisine. Seules les cellules situØes à la frontiŁre du rØseau communiquent
avec l’extØrieur. Les cellules Øvoluent en parallŁle, sous le contrôle d’une horloge globale : pendant un
temps de cycle, plusieurs calculs peuvent Œtre effectuØs simultanØment sur le rØseau. Ces rØseaux sont
donc synchrones.
Ces circuits se prŒtent à la conception modulaire. Ils sont appelØs systoliques car le ot de donnØes
est rØgulier et uniforme.
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FIG. 1.2  RØseau d’addition des colonnes d’une matrice ; une cellule de ce rØseau
Plutôt que de donner une dØnition formelle [86] de ce qu’est un rØseau systolique, nous prØfØrons
donner un exemple. Imaginons un systŁme qui additionne les colonnes d’une matrice entre elles. Ce
circuit reçoit en entrØe les ØlØments d’une matrice ayant l colonnes et une innitØ de lignes et en sortie le
rØsultat de l’addition des colonnes entre elles. Le circuit est composØ de l cellules, chacune ayant deux
entrØes et une sortie. L’ØlØment a(i, j) est reçu par la premiŁre entrØe de la cellule j à l’instant i+ j− 2.
À chaque temps de cycle (appelØ top), toutes les cellules additionnent les valeurs reçues par leurs deux
entrØes et renvoient le rØsultat par leur sortie vers la cellule suivante. La deuxiŁme entrØe de la premiŁre
cellule reçoit en continu la valeur 0. Le rØsultat de l’addition de la ligne i est donnØ par la sortie de la
derniŁre cellule au bout de l + i− 1 tops. Le systŁme est reprØsentØ par le rØseau de la gure 1.2.
Pour dØcrire ces systŁmes nous pouvons utiliser ce que l’on appelle des Øquations rØcurrentes.
2.2 Préliminaires
Dans cette section, nous allons dØnir un certain nombre de notions qui nous seront utiles par la suite.
Nous commencerons par dØnir la notion d’Øquation rØcurrente, puis nous prØsenterons l’arithmØtique
de Presburger
Équations récurrentes Soit l’Øquation suivante :
X(i) =
{
i = 0 : A(j → j)(i)
i > 0 : X(j → j − 1)(i) +A(j → j)(i)
(1.1)
Cette Øquation est une Øquation rØcurrente. Les variables A et X sont dites variables fonctionnelles,
elles sont dØnies de N→ N, c’est-à dire que pour tout i appartenant à N, A(i) et S(i) sont des entiers.
L’Øquation 1.1 est dite rØcurrente car la variable fonctionnelle X est dØnie en fonction d’elle-mŒme.
Cette Øquation signie simplement que pour tout point i la valeur de la variable fonctionnelle X au point
i vaut
 si i = 0, la valeur deA au point image de i par la fonction (j → j), c’est-à-dire qu’elle vaut A(0),
 sinon elle est dØnie comme Øtant la somme de la valeur de S au point image de i par la fonction
(j → j − 1) et de la valeur de A au point image de i par la fonction (j → j). Elle vaut donc
S(i− 1) +A(i).
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Les fonctions (j → j − 1) et (j → j) peuvent Œtre reprØsentØes à l’aide de matrices Nous donnons
maintenant une premiŁre dØnition formelle d’une Øquation rØcurrente. Cette dØnition ne sera pas celle
que nous utiliserons dans les chapitres suivants, nous donnerons la dØnition utilisØe en section 3.
Équations récurrentes Une Øquation rØcurrente dØnissant une variable fonctionnelle X de di-
mension n (une fonction de Zn → T oø T est un type) est une Øquation de la forme :
X(z¯) =

p1(z¯) : g1(. . . ,K(d1(z¯)), . . . )
.
.
.
pm(z¯) : gm(. . . ,K(dm(z¯)), . . . )
oø
 z¯ est un vecteur d’indices de dimension n ;
 di est une fonction de dØpendance di : Zn → Zm de la forme di(z) = Aiz + ai oø Ai est
une matrice de dimension n ×m à coefcients rationnels et ai est un vecteur de dimension n à
coefcients rationnels ;
 gi est une fonction stricte1 . Ces opØrandes sont des variables fonctionnelles ou des variables de
ots de la forme K(di(z¯)) ;
 pi(z¯)) est un prØdicat (ou garde) sur les entiers, tel que gi(. . . , X(di(z¯)), . . . ) est bien dØni :
c’est-à-dire que di(z¯) est un entier pour tout z¯ vØriant le prØdicat pi.
On suppose que les prØdicats sont tous disjoints. Les expressions de la forme pi(z¯) : gi(. . . ,K(di(z¯)), . . . )
seront appelØes expressions gardØes.
Un systŁme d’Øquations rØcurrentes est un ensemble d’Øquations rØcurrentes :
X1(z¯) = eq1
.
.
.
Xn(z¯) = eqn
Les seules variables fonctionnelles utilisØes dans les Øquations rØcurrentes eq1, . . . eqn sont les variables
X1, . . . , Xn.
Les gardes des Øquations sont des prØdicats sur les entiers. Plus prØcisØment, ces prØdicats sont
dØnis dans l’arithmØtique de Presburger.
Arithmétique de Presburger L’arithmØtique de Presburger est une logique du premier ordre sur les
entiers munis de l’addition. Les formules de Presburger sont des formules construites en combinant des
contraintes afnes sur des variables entiŁres avec les opØrations logiques ¬, ∨, ∧ et les quanticateurs ∀
et ∃. Les contraintes afnes peuvent Œtre soit des ØgalitØs, soit des inØgalitØs. Le premier algorithme de
dØcidabilitØ est dß à Presburger en 1929 dans [80, 81]. Il a prouvØ que cette arithmØtique Øtait consistante
et complŁte. De nombreux autres algorithmes permettent de calculer la valeur des formules de Presbur-
ger [82]. La borne supØrieure de la complexitØ de ces algorithmes est 222
n
oø n reprØsente la longueur
de l’expression [74].
La bibliothŁque Omega [53] permet de calculer des ensembles d’entiers et des relations dØnis à
l’aide de formules de Presburger.
Nous prØsenterons ici deux travaux reprØsentatifs de la vØrication des circuits systoliques. Le pre-
mier de Abdulla [2] concerne les problŁmes de dØcision, le second de Ling et de Bayoumi [66] fournit
des procØdures de vØrication.
1Le résultat d’une fonction stricte n’est défini que si tous les opérandes de la fonction sont définis.
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2.3 Problèmes de décision dans la vérification d’architectures systoliques
Ce travail a ØtØ rØalisØ par Abdulla au cours de sa thŁse [2] et concerne les problŁmes de dØcision
dans la vØrication des circuits systoliques. La premiŁre Øtape de ce travail est de fournir un modŁle pour
la description formelle de l’implØmentation et la spØcication des systŁmes. Ce modŁle se compose de
systŁmes d’Øquations rØcurrentes.
La description d’un circuit se fait en trois Øtapes : tout d’abord on dØcrit la topologie du circuit,
puis l’interconnexion des cellules et enn les calculs effectuØs dans une cellule. Pour illustrer ce travail,
nous reprenons l’exemple d’addition des colonnes d’une matrice donnØ dans la section 2.1 et dans la
gure 1.2.
La signature2 de cet exemple est l’anneau des entiers.
 Topologie. La topologie spØcie comment les cellules sont placØes dans le circuit. Elle est dØnie
par un prØdicat top(x¯, l¯) oø l¯ est appelØ le paramŁtre du circuit. Pour chaque valeur de l¯, on dØcrit
un circuit de la famille de circuits associØe au prØdicat : à chaque cellule de calcul est associØe un
point entier x¯ satisfaisant le prØdicat. Dans notre exemple, le prØdicat est
sommetop(x, l) = 1 ≤ x ≤ l
 Interconnexion. L’interconnexion spØcie comment les entrØes et les sorties des cellules sont
connectØes. Une cellule a le mŒme nombre d’entrØes et de sorties. Les entrØes et les sorties sont
numØrotØes (dans notre exemple de 1 à 2). L’entrØe i de la cellule placØe au point x¯ est connectØe
à la sortie i d’une autre cellule donnØe par la fonction de connexion ∆(x¯, l¯) + x¯. Pour les cellules
à la frontiŁre, une (au moins) des entrØes n’est pas connectØe à la sortie d’une cellule. De telles
entrØes sont dØnies par une fonction d’entrØe, qui associe à un entier correspondant à l’empla-
cement de la cellule une variable de ot ou une constante. La fonction d’entrØe est dØnie par
une Øquation rØcurrente qui peut Œtre dØnie par plusieurs expressions gardØes. Les gardes de ces
expressions sont des prØdicats disjoints deux à deux dØnissant la position x¯ des cellules et les
instants courants t oø la fonction est dØnie par l’expression. Dans notre exemple, nous n’avons
qu’une fonction de connexion, elle correspond à l’entrØe 1.
∆1(x, l) = −1
Notons top′i(x¯, l¯) le prØdicat qui dØnit la position des cellules dont la i-Łme entrØe (Inputi) est
connectØe à la i-Łme sortie (outi) d’une cellule voisine, et top′′i (x¯, l¯) le prØdicat qui dØnit la
position des cellules dont la i-Łme entrØe n’est pas connectØe à la sortie d’une autre cellule. Les
interconnexions sont alors dØnies de la maniŁre suivante :
top′i(x¯, l¯) −→ ini(x¯, l¯, t) = outi(∆i(x¯, l¯) + x¯, l¯, t)
top′′i (x¯, l¯) −→ ini(x¯, l¯, t) = Inputi(x¯, l¯, t)
Dans l’exemple ØtudiØ, nous obtenons les interconnexions suivantes :
(2 ≤ x ≤ l) −→ in1(x, l, t) = out1(x− 1, l, t)
(x = 1) −→ in1(x, l, t) = Input1(x, l, t)
(1 ≤ x ≤ l) −→ in2(x, l, t) = Input2(x, l, t)
Les fonctions d’entrØes sont dØnies comme suit :
Input1(x, l, t) = 0
Input2(x, l, t) = {x ≤ t+ 1} : a(t− x+ 2, x)
2La signature correspond à la structure de l’ensemble des valeurs d’entrée des signaux : elle peut être un anneau sur les
entiers, une algèbre, etc.
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 Calcul des cellules. Ce calcul spØcie la maniŁre dont les sorties et les variables locales d’une
cellule dØpendent à un certain instant des entrØes et des variables locales de cette cellule aux
instants prØcØdents. À chaque top, les cellules effectuent un certain nombre de calculs. Certains
des rØsultats de ces calculs sont envoyØs aux cellules suivantes, d’autres sont gardØs dans la cellule.
Les calculs effectuØs dans une cellule dØpendent de la position de la cellule. Ainsi, bien que
les cellules soient similaires d’un point de vue architectural, elles peuvent effectuer des calculs
diffØrents. De mŒme, une cellule peut effectuer des calculs diffØrents selon l’instant considØrØ. La
notion de dØlai est introduite pour sØparer la phase d’initialisation de la suite des calculs. Un calcul
de cellule est dØni par une Øquation rØcurrente. Dans l’exemple de somme, voici les Øquations
dØnissant les sorties :
out1(x, l, t) = {x ≤ t} : in1(x, l, t− 1) + in2(x, l, t− 1)
out2(x, l, t) = {x ≤ t} : in2(x, l, t− 1)
Nous n’avons pas fait apparaître les phases d’initialisation, qui correspondent aux instants oø les
cellules ne contiennent pas encore de coefcients de la matrice.
La spØcication d’un circuit dØcrit le comportement du systŁme que l’on souhaite avoir. Elle dØcrit
quelles sont les valeurs attendues de certaines entrØes et sorties de cellules et de certaines variables
locales. Cette spØcication est une conjonction d’expressions gardØes. Les expressions sont des ØgalitØs
entre un signal et une variable fonctionnelle d’un systŁme d’Øquations rØcurrentes. Quand la garde d’une
des expressions est vraie, le signal de l’expression doit Œtre Øgal à la variable fonctionnelle. Dans le cas
de notre exemple, la spØcication est donnØe par :
sommespec(x, l, t) =
(x = l) ∧ (l ≤ t) −→ out1(x, l, t) = f(t− l + 1, l)
et f est dØnie par :
f(y1, y2) =
{
{y2 = 1} : a(y1, y2)
{1 < y2 ≤ l} : f(y1, y2 − 1) + a(y1, y2)
Dans les cas oø la signature est une algŁbre (cf. annexe B), Abdulla a associØ à ce formalisme une
sØmantique (la limitation aux algŁbres permet de couvrir les cas les plus courants). Cette sØmantique est
le plus petit point xe de l’ensemble des fonctions du systŁme d’Øquations rØcurrentes. Abdulla dØnit
formellement ce que signie : « la description de l’implØmentation d’un circuit respecte la spØcication
du comportement de ce circuit ».
Abdulla a montrØ que toute valeur d’un signal dans un rØseau systolique peut Œtre dØcrite à l’aide
d’Øquations rØcurrentes dont la signature est la mŒme que celle du circuit. Les variables fonctionnelles de
ce systŁme d’Øquations correspondent aux variables de ots du rØseau. Ainsi, le problŁme de vØrication
revient à montrer l’ØgalitØ de deux systŁmes d’Øquations rØcurrentes.
Dans sa thŁse, Abdulla Øtudie plusieurs problŁmes de dØcision. Tout d’abord, il s’intØresse au cas oø
la signature est un anneau (algØbrique) commutatif et Øtudie le problŁme de dØcision qui est de savoir
si l’implØmentation d’un circuit respecte sa spØcication pour tout anneau (algØbrique) commutatif. Ce
travail s’applique à deux classes particuliŁres de rØseaux, les rØseaux linØaires, et les rØseaux en forme
d’anneaux. La spØcication de tels rØseaux est donnØe par des expressions dØnies sur des anneaux
(algØbriques). Pour de tels rØseaux, la vØrication se fait en deux Øtapes.
 Tout d’abord, Abdulla montre que les valeurs des sorties, des entrØes et des variables locales de
toute cellule peuvent à tout instant se dØcrire à l’aide d’expressions gardØes dØnies sur un anneau.
Pour cela, il introduit une classe de fonctions rØcursives et montre, pour toute fonction de cette
classe, l’existence d’une expression gardØe dØnie sur un anneau et Øgale à cette fonction. Puis, il
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montre que toutes les valeurs des sorties, entrØes et variables locales des cellules sont dØnies par
de telles fonctions. Ainsi, la fonction de spØcication est maintenant :
spec(x¯) = (p1(x¯)→ (e1(x¯) = r1(x¯))) ∧ · · · ∧ (pm(x¯)→ (em(x¯) = rm(x¯)))
Les pi sont des prØdicats, les expressions ei sont des expressions gardØes dØnies sur un anneau
et les ri des expressions sur des anneaux.
 La deuxiŁme Øtape de vØrication concerne la validitØ des expressions suivantes :
p(x¯)→ e(x¯) = r(x¯)
Comme e(x¯) est une expression gardØe, on montre d’abord que le prØdicat p implique l’une des
gardes. Comme les gardes sont des expressions dØnies dans l’arithmØtique de Presburger, le
problŁme est dØcidable. Ensuite, il faut montrer une expression de la forme suivante :
p(x¯)→ r(x¯) = 0
Abdulla dØnit une classe particuliŁre de formules et montre que pour cette classe la vØrication
de l’expression prØcØdente est dØcidable. Il montre de plus que pour des anneaux courants (entiers,
rØels, naturels modulo m), on peut dØcider si une formule fait partie de cette classe.
Abdulla a Øtendu ses travaux à d’autres types d’algŁbre tout en restreignant la structure des circuits.
Pour une classe particuliŁre concernant des algŁbres boolØennes, il montre ainsi des rØsultats similaires
à ceux sur les classes d’anneaux pour certains types de rØseaux systoliques linØaires (correspondant par
exemple à des circuits de convolutions).
Ce travail est le premier à prØsenter des rØsultats sur des problŁmes de dØcision dans les rØseaux
systoliques. Le travail que nous prØsenterons ce placera dans le cas oø la signature est l’algŁbre des
boolØens. Cependant, nous nous intØresserons à une classe plus large de circuits. Nos circuits devront
s’exprimer à l’aide d’Øquations rØcurrentes, et ils devront Œtre ordonnançables (c’est-à-dire que l’on
pourra associer une fonction d’ordre sur l’exØcution des calculs).
2.4 Spécification et vérification de réseaux systoliques avec STA
Ling et Bayoumi [66] ont dØveloppØ un formalisme nommØ STA (Systolic Temporal Arithmetic)
pour spØcier et vØrier des architectures systoliques. Ce formalisme fournit une description complŁte et
prØcise de la conception des rØseaux et une sØmantique pour la vØrication. Il exploite les caractØristiques
des rØseaux pour produire des notations et des mØthodes de raisonnement adaptØes à ces rØseaux. Les
constructeurs et opØrateurs utilisØs se fondent sur la logique ITL (Interval Temporal Logic) qui permet
des raisonnements à diffØrents niveaux. Ce formalisme permet de manipuler le parallØlisme et le pipeline
des rØseaux. De plus, tout en offrant des raisonnements mathØmatiques, il peut permettre de simuler, de
trouver des erreurs ou de gØnØrer des tests. La spØcication d’un rØseau systolique est la suivante :
 Spécification de la structure. Il faut tout d’abord prØciser la place des cellules dans le rØseau et la
maniŁre dont elles sont connectØes. Voici par exemple la spØcication de la structure du systŁme
d’addition des colonnes d’une matrice :
∀1 ≤ i ≤ l, Cell(Bi)
∀1 ≤ i ≤ l − 1, Conn(Out(out1, Bi), In(in1, Bi+1))
 Out, et In sont des identicateurs : Out(out1, Bi) dØsigne la sortie out1 du composant Bi et
In(in1, Bi+1) dØsigne l’entrØe in1 du composant Bi+1
 Cell, Conn sont des prØdicats. Le prØdicat Cell(Bi) signie que Bi est une cellule. Nous avons
donc un circuit de l cellules identiques. Le prØdicat Conn(Out(out1, Bi), In(in1, Bi+1)) spØ-
cie que la sortie out1 de la cellule Bi est directement connectØe à l’entrØe in1 de la cellule
Bi+1.
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 Spécification du comportement. Il faut ensuite spØcier le comportement des cellules, le com-
portement des entrØes, et le comportement des sorties. Voici par exemple, la spØcication du
comportement des cellules du systŁme d’addition des colonnes d’une matrice :
∀Bi, Cell(Bi) ∧ Val(In(in1, Bi), yil) ∧ Val(In(in2, Bi), ail)→ V al(Out(out1, Bi), _, (yil + ail))
Le prØdicat Val(In(in1, Bi), yil) signie que la valeur de la sortie in1 de la cellule Bi est yil.
Ainsi, la spØcication du comportement de la cellule signie que, si en entrØe de la cellule les
signaux valent yil et ail, alors le signal de sortie vaudra (yil + ail), sauf pour le premier instant oø
la valeur est inconnue (_).
Nous spØcions maintenant le comportement des entrØes. Nous avons deux types d’entrØes. Celui
correspondant à l’entrØe in1 de la cellule B1 et celui correspondant à l’entrØe in2 des cellules
B1, . . . , Bl. Il y a donc deux prØdicats
Val(In(in1, B1),20)
∀1 ≤ i ≤ l, Val(In(in1, Bi),∧i−2r=0_,∧
k−1
r=1ari,2aki)
Le premier prØdicat dØnit l’entrØe in1 de la premiŁre cellule, elle vaut toujours 0 (20). Le second
prØdicat dØnit l’entrØe in2 de toutes les cellules : pour la cellule i, il y a tout d’abord i−1 valeurs
quelconques, puis nous avons les coefcients de la colonne i de la matrice. Il y a une innitØ de
coefcients.
Enn, nous donnons la spØcication des sorties :
V al(Out(out1, Bl),∧
l−1
r=0_,∧
k−1
r=1Σ
l
i=1ari,2Σ
l
i=1aki)
En sortie, nous avons l’addition de tous les coefcients d’une ligne de la matrice. Il y a une innitØ
de rØsultats.
La spØcication de la structure et du comportement du systŁme d’addition des colonnes d’une ma-
trice est assez proche de celle proposØe par Abdulla. Cependant, comme Ling et Bayoumi n’utilisent
pas directement la notion d’Øquations rØcurrentes, leurs notations sont plus complexes, et ils doivent
spØcier les sorties à l’aide d’une somme de l termes. La notion d’Øquations rØcurrentes est cependant
sous-jacente à leur formalisme.
En plus de la syntaxe et de la sØmantique, Ling et Bayoumi ont prouvØ des thØorŁmes permettant de
rØØcrire de maniŁre sØmantiquement Øquivalente les spØcications. Ils possŁdent aussi des axiomes et
des rŁgles de rØØcriture.
La vØrication formelle d’un rØseau au niveau architecture revient alors à prouver la correction de
l’implication suivante :
spec. structure∧spec. comportement cellule∧spec. comportement entrØes ⇒ spec. comportement sorties
Ling et Bayoumi ont dØveloppØ diffØrentes techniques de vØrication utilisant les axiomes, les rŁgles
et les thØorŁmes de rØØcritures :
 Dérivation et comparaison : cette mØthode est directe, elle exploite la rØgularitØ et la localitØ des
rØseaux. À partir des cellules du rØseau les plus proches des entrØes, on fait dØriver les sorties des
cellules à partir des entrØes. Ces sorties deviennent alors des entrØes pour les cellules suivantes.
On rØpŁte le processus jusqu’à arriver aux sorties. Puis, on compare le comportement dØrivØ au
comportement de sortie spØciØ. S’ils sont Øgaux le rØseau est correct, sinon il n’est pas correct.
Cette mØthode peut Œtre appliquØe à certains rØseaux paramØtrØs en utilisant les rŁgles, les axiomes
et thØorŁmes prØdØnis. L’utilisation de ces rŁgles, axiomes, et thØorŁmes permet de cacher une
induction, et d’obtenir une dØrivation nie.
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 Par induction : la mØthode prØcØdente est trop longue si le rØseau est grand. Dans ce cas, on peut
dØnir une hypothŁse de rØcurrence P (n) :
spØcication structure ∧ comportement cellule ∧ comportement entrØes⇒ comportement sorties
pour un rØseau de taille n. On prouve alors le cas de base pour un rØseau de taille n0, puis on
suppose P (k) correct pour k ≥ n0 et on montre P (k+ 1) en utilisant les prØdicats dØnis lors de
la spØcication et les thØorŁmes, axiomes et rŁgles prØdØnies.
 Résolutions d’équations différentielles STA : les deux mØthodes prØcØdentes ne peuvent pas Œtre
appliquØes dans le cas de rØseaux systoliques bidirectionnels. La mØthode est la suivante : pour
une cellule quelconque, il faut tout d’abord gØnØrer des Øquations reliant les sorties aux variables
d’entrØe, à l’aide de variables temporelles. Puis, le systŁme est rØsolu en utilisant les rŁgles de
rØØcritures, ce qui permet d’obtenir une relation entre les entrØes et les sorties du rØseaux. Il ne
reste qu’à substituer des variables d’entrØe par leur comportement dØni dans la spØcication, et
à comparer le rØsultat obtenu au comportement spØciØ.
Ces mØthodes sont implØmentØes en Prolog. Elles ont ØtØ appliquØes avec succŁs sur des exemples
complexes (dØcomposition LU). Mais Ling et Bayoumi ne donnent pas de cadre prØcis pour lequel ces
mØthodes s’appliquent avec succŁs. De plus, la vØrication ne peut Œtre effectuØe que sur une description
physique du systŁme. La vØrication ne se fait donc qu’à la n de la conception ce qui peut Œtre prØjudi-
ciable si l’erreur a lieu au dØbut de la conception. Dans la mØthode que nous proposons, la vØrication
peut avoir lieu à n’importe quel niveau de la conception. De plus nous ne nous intØresserons pas au
mŒme type de propriØtØs, notre but sera de prouver des propriØtØs sur des signaux de contrôle introduits
lors de la phase de synthŁse.
2.5 Autres travaux sur les réseaux systoliques
D’autres travaux ont ØtØ effectuØs sur ce sujet. En ce qui concerne la spØcication, nous citerons
les travaux de Zhou et Burleson [102] qui fournissent une description formelle, une sØmantique et une
classication de propriØtØs d’Øquivalence. Hennessy [47] propose un langage de description pour les
rØseaux systoliques. Ce langage permet de dØcrire la spØcication et l’implØmentation des systŁmes.
Pour prouver que l’implØmentation respecte la spØcication, il utilise des transformations syntaxiques
et une mØthode d’induction.
Les langages proposØs pour la spØcication sont tous diffØrents, mais ils font gØnØralement appel à
la notion d’Øquations rØcurrentes. Tous ces travaux sont tournØs vers la preuve d’Øquivalence, et selon
le formalisme utilisØ, ils peuvent caractØriser les systŁmes sur lesquels des techniques de vØrication
peuvent Œtre appliquØes.
Dans tous les travaux que nous avons prØsentØs le principe est le mŒme. De maniŁre schØmatique, le
point de dØpart est une description d’architectures et de la spØcication qui est un ensemble d’Øquations
rØcurrentes. Il faut ensuite dØriver l’architecture pour obtenir des Øquations rØcurrentes. Les travaux que
nous allons maintenant prØsenter se placent dans une optique diffØrente. La description de l’architec-
ture et la spØcication (dans le cas de vØrication hiØrarchique) se font directement à l’aide d’Øquations
rØcurrentes. Pour obtenir le circuit on synthØtise la description qui a ØtØ vØriØe. La phase de synthŁse
conserve gØnØralement la sØmantique. Si des transformations ne prØservant pas la sØmantique sont ef-
fectuØes, on applique alors les techniques de vØrication hiØrarchiques. Il faut pour cela un formalisme
permettant de dØcrire des Øquations rØcurrentes et de synthØtiser facilement une architecture. Ce forma-
lisme est le modŁle polyØdrique.
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3 Le modèle polyédrique
Nous nous plaçons maintenant dans un cadre plus gØnØral que celui des rØseaux systoliques. Nous
allons nous intØresser à la vØrication de systŁmes rØguliers et paramØtrØs dØcrits dans le modŁle poly-
Ødrique.
3.1 Présentation
Le modŁle polyØdrique est un formalisme qui permet de reprØsenter des calculs massivement pa-
rallŁles en fournissant une reprØsentation compacte. Il permet l’utilisation de paramŁtres symboliques.
Grâce à ce modŁle, nous pouvons donner une description haut niveau (proche du niveau algorithmique)
et par une sØrie de transformations, nous pouvons effectuer une synthŁse et obtenir une description bas
niveau dØcrivant une architecture VLSI rØguliŁre. Ce modŁle est aussi utilisØ dans le cadre de la parallØ-
lisation de boucles imbriquØes.
Ce modŁle se fonde sur les systŁmes d’Øquations rØcurrentes afnes dØnies sur des domaines po-
lyØdriques. Les systŁmes d’Øquations rØcurrentes uniformes ont ØtØ introduits en 1967 par Karp, Miller,
et Winograd [51] pour dØriver des architectures parallŁles. Nous prØsenterons ici une extension aux
Øquations rØcurrentes afnes [97].
Soit {t, i ∈ Q | 0 ≤ i ≤ t ≤ 10, 5} un ensemble (cf. g 1.3 ). Cet ensemble est dØlimitØ par trois
hyperplans (en l’occurrence simplement des droites car nous sommes en dimension 2) :
 la droite {t, i | t = 10, 5},
 la droite {t, i | i− t = 0} et
 la droite {t, i | −i = 0}.
C’est ce que nous appelons un polyŁdre. Ce polyŁdre peut Œtre reprØsentØ de maniŁre plus compacte par
l’ensemble :
{t, i ∈ Q |
 1 0−1 1
0 −1
( t
i
)
≤
 10, 50
0

i−
t =
0
10, 5
i
t
P = {t, i ∈ Q | 0 ≤ i ≤ t ≤ 10, 5}
FIG. 1.3  Un polyŁdre P
Définition 1.1 (Polyèdre) Un polyŁdre de dimension n est un sous espace P de Qn bornØ par un
nombre ni d’hyperplans. On peut le dØnir implicitement par :
P = {x ∈ Qn|A.x ≤ b}
oø A est une matrice (m,n) et b un vecteur de dimension m de rationnels.
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FIG. 1.4  Un polyŁdre entier
Nous nous intØresserons simplement aux points du polyŁdre appartenant à Zn. C’est ce que nous
appellerons un polyŁdre à points entiers. Sur la gure 1.4, nous avons reprØsentØ les points du polyŁdre
P appartenant à Zn.
Définition 1.2 (Polyèdre à points entiers entiers) On appelle polyŁdre à points entiers entiers de di-
mension n un ensemble D dØni par :
D = {x ∈ Zn, z ∈ P} = Zn ∩ P
oø P est un polyŁdre de dimension n.
Définition 1.3 (Domaine) On appelle domaine polyØdrique (ou simplement domaine) de dimension n
une union nie de polyŁdres à points entiers de dimension n.
La notion de variable polyØdrique ou plus simplement de variable est similaire à celle de variable
fonctionnelle vue dans la section 2.2. Les diffØrences portent principalement sur les gardes, qui ne sont
plus quelconques mais dØnies par un polyŁdre.
Définition 1.4 (Variable) Une variable X est une application d’un domaine dans un ensemble de va-
leurs. Ces valeurs peuvent Œtre de type entier, boolØen ou rØel. On appelle instance de la variable X la
restriction de X à un point de son domaine. Si z est un point du domaine de X , on notera X[z], l’ins-
tance correspondant à ce point. On peut l’assimiler à une variable scalaire. Les variables constantes
sont associØes au domaine Z0.
Par exemple, l’expression suivante
∀(t, i) ∈ {t, i | 0 ≤ i ≤ t}, Y [t, i] ∈ B
dØnit une variable Y et un ensemble d’instances entiŁres Y [t, i].
Nous pouvons dØnir la variable Y de la maniŁre suivante :
Y =
{
{t, i | i = 0} : True
{t, i | 0 < i ≤ t} : Y.(t, i→ t− 1, i− 1) ∧X.(t, i→ t− 1, i)
oø X est une variable polyØdrique dØnie sur le domaine {t, i | 0 ≤ i ≤ t} Cette Øquation signie
simplement que :
 si le point (t, i) appartient à {t, i | i = 0}, alors l’instance Y [t, i] est dØnie par la constante True,
 sinon si elle appartient au domaine {t, i | 0 < i ≤ t}, l’instance Y [t, i] est dØnie par la
conjonction de l’instance de Y au point (t − 1, i − 1), point image de (t, i) par l’application
(t, i→ t−1, i−1) et de l’instance de X au point (t−1, i), point image de (t, i) par l’application
(t, i→ t− 1, i).
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Ces applications sont appelØes des dØpendances.
Nous donnons maintenant la dØnition formelle d’une Øquation rØcurrente. La diffØrence par rapport
à la dØnition donnØe en section 2.2 portent principalement sur les gardes, dØnies ici par un polyŁdre.
De pus les dØpendances sont à coefcients les entiers et non dans les rationnels.
Définition 1.5 (Équations récurrentes) Une Øquation rØcurrente dØnissant une variable X en tout
point z d’un domaine D est une Øquation de la forme :
X = DX : g(. . . , Z.d, . . . )
oø
 Z est une variable polyØdrique (cela peut Œtre la variable X),
 d est une fonction de dØpendance d : Zn → Zm ;
 g est une fonction stricte. On l’Øcrit gØnØralement comme Øtant une expression faisant intervenir
des opØrandes de la forme Y.d, des opØrateurs de base et des parenthŁses.
 DX est un ensemble de points de Zn. C’est le domaine de l’Øquation, il correspond ici au domaine
de la variable X .
Une variable peut Œtre dØnie par plusieurs Øquations dØnies sur des domaines disjoints. Dans ce cas,
le domaine de la variable est l’union des domaines des Øquations.
La fonction de dØpendance utilisØe pour dØnir la variable Y peut s’Øcrire sous forme matricielle :
(t, i→ t− 1, i− 1)(x, y) =
(
1 0
0 1
)(
x
y
)
+
(
−1
−1
)
Définition 1.6 (Équations récurrentes affines) Une Øquation rØcurrente est dite afne si ses fonctions
de dØpendances s’Øcrivent sous la forme d(z) = Az + a oø A est une matrice de dimension n ×m à
coefcients entiers et a est un vecteur de dimension m à coefcients entiers. Si A est la matrice identitØ,
l’Øquation est dite rØcurrente uniforme.
Définition 1.7 (Système) Un systŁme est vu comme la donnØe d’un ensemble de variables d’entrØe
In, d’un ensemble de variables de sorties Out, d’un ensemble de variables locales et d’un ensemble
d’Øquations rØcurrentes dØnissant de maniŁre unique chaque instance des variables locales et des
variables de sorties.
Définition 1.8 (Dépendance) On dit qu’une instance x dØpend directement de y s’il existe une Øquation
telle que x = g(. . . , y, . . . ). Nous noterons x→ y le fait que l’instance x dØpend de l’instance y.
En reprenant notre exemple, nous avons les dØpendances suivantes :
Y [t, i]→ Y [t− 1, i− 1]
Y [t, i]→X[t− 1, i]
Ces dØpendances peuvent Œtre reprØsentØes à l’aide d’un graphe de dØpendance.
Définition 1.9 (Graphe de dépendance) On appelle graphe de dØpendance, le graphe dont les nuds
sont des instances. Il y a un arc entre deux instances si l’une dØpend de l’autre.
La notion de dØpendance peut Œtre dØnie au niveau des variables. Elle se reprØsente à l’aide d’un
graphe.
Définition 1.10 (Graphe de dépendance réduit) On appelle graphe de dØpendance rØduit , le graphe
dont les nuds sont des variables. Il y a un arc de la variable X vers la variable Y s’il existe une
instance x de X et une instance y de Y telles que x dØpend de y. On notera de mŒme X→Y .
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FIG. 1.5  Graphe de dØpendance rØduit.
Dans notre exemple la variable Y dØpend d’elle mŒme et de la variable X , nous avons le graphe de
dØpendance reprØsentØ dans la gure 1.5 (que l’on note aussi Y →Y et Y →X).
Nous appelons ce type de dØpendance une auto-dØpendance.
Définition 1.11 (auto-dépendance) On appelle auto-dØpendance deX une dØpendance d telle queX.d
est une sous-expression de l’expression dØnissant X .
Nous dØnissons maintenant la notion d’ordonnancement qui permet de prØciser l’instant oø une ins-
tance doit Œtre calculØe. Reprenons notre exemple comme nous avons la dØpendance suivante Y [t, i]→ Y [t− 1,
i − 1], l’instance Y [t − 1, i − 1] doit Œtre calculØe avant Y [t, i]. Nous pouvons associer à la variable
Y la fonction qui à tout point (t, i) du domaine de Y associe le point t. Cette fonction est la fonction
d’ordonnancement de Y , à l’instant t0 toutes les instances de Y de la forme Y [t0, i] seront calculØes.
Définition 1.12 (Ordonnancement) Un ordonnancement tX est une fonction telle que tX(z) spØcie
l’instant oø l’instance X[z] est calculØe. GØnØralement, la fonction tX est dØnie du domaine de la
variable dans N, mais tout ensemble d’arrivØe muni d’un ordre total est autorisØ (par exemple Nk muni
de l’ordre lexicographique). Dans la suite nous nous limiterons aux ordonnancements à une dimension.
Un ordonnancement est valide si pour toutes instances X[z] et Y [z ′],
X[z]→ Y [z′] =⇒ tX(z) ≤ tY (z
′)
Un systŁme est dit ordonnançable si son graphe de dØpendance est sans cycle et si un ordonnancement
valide existe. DØterminer si un SystŁme d’Équation RØcurrentes Afnes (SERA) est ordonnançable ou
non est indØcidable dans le cas gØnØral [90], mais il existe de nombreuses heuristiques pour trouver des
ordonnancements respectant un format particulier.
Remarque : L’ordonnancement trivial qui à tout point associe la valeur 0 est valide. Un tel ordon-
nancement conduit à une implØmentation de circuit oø tous les opØrateurs sont combinØs en cascade. Les
valeurs des variables de sortie sont calculØes durant un unique cycle. Naturellement, un tel ordonnance-
ment est invalide dŁs que l’on ajoute des contraintes sur la longueur maximale d’un chemin critique.
Transformation de système. Le modŁle polyØdrique est la combinaison de domaines polyØdriques
et d’Øquations de rØcurrences afnes. Les propriØtØs de clôture dans ce modŁle (plus prØcisØment par
intersection, union nie, et inverse d’application afne) sont la clef de voßte d’un riche ensemble de
transformations prØservant sØmantique. Parmi toutes les transformations que l’on peut effectuer sur un
SERA, la rØindexation ou changement de base des variables est fondamentale ; cette transformation doit
avoir un inverse à gauche pour tout les points du domaine de la variable. Soit X une variable d’un SERA
dØnie de la maniŁre suivante :
Xp[z] =

.
.
.
DXp,i : gi(. . . Xq[di(z)] . . .)
.
.
.
Appliquer un changement de base T (oø T est une application inversible à gauche de Zn dans Zn) à la
variable X consiste en :
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 remplacer chaque DXi par T (DXi),
 dans la partie droite de l’Øquation de X , remplacer chaque dØpendance di par di ◦ T −1, la com-
position de di et de T −1,
 pour toutes les occurrences X[g(z)] dans la partie droite de toutes les Øquations du systŁme,
remplacer la dØpendance g par T ◦ g.
Le systŁme ainsi obtenu est sØmantiquement Øquivalent au systŁme original.
Les programmes que nous Øtudions sont tous ordonnançables3 . De plus, nous supposons que pour
un systŁme donnØ, un ordonnancement a ØtØ dØterminØ et qu’il a ØtØ appliquØ, c’est-à-dire qu’un chan-
gement de base a ØtØ effectuØ sur tous les domaines et dØpendances des variables an d’identier un
indice particulier (le premier) qui sera appelØ indice temporel ou temps. Il sera notØ t. Un tel systŁme
est appelØ systŁme ordonnancØ.
Nous prØsenterons dans le chapitre suivant un langage, ALPHA, et sa sØmantique, qui permettent
d’exprimer de tels programmes. Nous prØsenterons aussi l’environnement MMALPHA qui permet de
manipuler ces programmes, de les transformer, de gØnØrer du code ou des architectures.
3.2 Premiers travaux de vérification dans le modèle polyédriques
Les premiers travaux de vØrication avec le modŁle polyØdrique ont ØtØ rØalisØs par Quinton et De-
zan [28]. Le but de ce travail est de prouver l’Øquivalence entre une spØcication et une implØmentation
d’une architecture rØguliŁre. Pour cela, Quinton et Dezan utilisent une technique de rencontre au milieu.
Le travail est effectuØ en deux Øtapes :
 La premiŁre Øtape consiste en une phase descendante à partir de la spØcication en utilisant des
techniques de synthŁse.
 La seconde partie consiste en l’utilisation des techniques ascendantes d’abstraction à partir de
l’implØmentation. L’idØe est de simplier la description de l’architecture pour obtenir une re-
prØsentation au mŒme niveau que la reprØsentation obtenue par les techniques de synthŁse. Ces
techniques utilisent des principes d’induction.
Quand les deux descriptions sont au mŒme niveau, elles sont comparØes en utilisant la sØmantique four-
nie par le modŁle polyØdrique.
Ce travail est intØressant, mais reste limitØ aux cas oø l’implØmentation et la spØcication se fondent
sur le mŒme algorithme. De plus, ce processus est semi-automatique, puisque c’est à l’utilisateur de
choisir les transformations qui seront automatiquement appliquØes.
3.3 Équivalences de deux spécifications
Dans cette partie, nous prØsentons des rØsultats sur l’Øquivalence de systŁmes d’Øquations afnes.
Lors de la synthŁse d’un systŁme, on peut Œtre amenØ à appliquer des transformations ne prØservant
pas obligatoirement la sØmantique. Dans ce cas, il est important de vØrier que le systŁme initial et le
systŁme transformØ sont Øquivalents. Nous prØsentons deux rØsultats sur ce sujet. Le premier est dß à
Barthou, Feautrier et Redon [8] et le second à Shashidhar, Bruynooghe, Catthoor et Janssens [93].
3.3.1 Équivalence de deux systèmes d’équations récurrentes affines
Le premier rØsultat de ce travail [8] montre que le rØsultat d’Øquivalence de deux SERAs est indØci-
dable. Les auteurs proposent ensuite un semi-algorithme pour tester l’Øquivalence de deux SERAs.
Indécidabilité : pour prouver l’indØcidabilitØ, les auteurs se ramŁnent au dixiŁme problŁme de Hil-
bert qui est de dØcider si une Øquation diophantienne a une solution positive. Les auteurs se donnent
3Les autres systèmes sont inutiles car ils ne peuvent pas être implémentés.
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un polynôme diophantien P (X1, . . . , Xn). Ce polynôme peut Œtre Øcrit comme la diffØrence de deux
polynômes dont les coefcients sont des entiers positifs :
P (X1, . . . , Xn) = P+(X1, . . . , Xn)− P−(X1, . . . , Xn)
 D’une part, trouver une solution à l’Øquation diophantienne P (X1, . . . , Xn) = 0 revient à trouver
des valeurs de X1, . . . , Xn telles que P+ et P− sont Øgaux. Un problŁme Øquivalent est de dØcider
si pour toute valeur positive de X1, . . . , Xn, P+ est diffØrent de P−.
 D’autre part, deux SERAs sont Øquivalents si pour toute valeur de leur paramŁtres, leurs sorties
sont Øgales si leurs entrØes sont Øgales.
Les deux problŁmes sont reliØs de la maniŁre suivante : les auteurs construisent deux SERAs S et S ′.
Les deux SERAs S et S ′ ont deux entrØes I1 et I2 et une seule sortie. Dans S, la sortie dØpend seulement
de l’entrØe I1. Dans S′, la sortie dØpend de l’entrØe I2 si, pour une valeur des paramŁtres x1, . . . , xn des
SERAs, P+(x1, . . . , xn) = P−(x1, . . . , xn) ; sinon la sortie dØpend de I1. La construction du deuxiŁme
SERAs est faite de la façon suivante : on associe aux polynômes P+ et P− deux ensembles de points
entiers ; les dØpendances alternent itØrativement entre les deux ensembles de points, à la n de l’itØration
la sortie dØpendra soit de I1 soit de I2. Les deux SERAs seront Øquivalents si et seulement si leurs sorties
ne dØpendent que de I1, ce qui reviendrait à dØcider si P+(x1, . . . , xn) = P−(x1, . . . , xn).
Algorithme : les auteurs donnent ensuite un semi-algorithme. Un automate à mØmoire d’Øtats est as-
sociØ à chaque paire de SERAs pour lesquels l’Øquivalence doit Œtre vØriØe, de telle sorte que tester
l’Øquivalence de ces deux SERAs revient à calculer un problŁme d’atteignabilitØ dans l’automate cor-
respondant.
Les automates à mØmoire d’Øtats (MSA) ont ØtØ introduits par Boigelot et Wolper dans [12]. Ce sont
des automates à Øtats nis, dont les Øtats sont composØs d’un ØlØment appartenant à un ensemble ni et
d’un vecteur d’entiers notØs 〈p, vp〉. Une transition est un triplet {p, q, Fpq} oø p et q sont respectivement
l’Øtat de dØpart et l’Øtat d’arrivØe, et Fpq la relation de transition entre vecteurs, c’est-à-dire une partie
de Znp × Znq , oø np (resp. nq) est la dimension du vecteur vp (resp. vq). Il y a une transition entre
l’Øtat 〈p, vp〉 et 〈q, vq〉 si 〈vp, vq〉 est dans Fpq. Un Øtat 〈p, vp〉 est accessible s’il existe une sØquence
nie de transitions depuis l’Øtat initial aboutissant dans cet Øtat. L’ensemble des Øtats accessibles de p,
notØ Ap est l’ensemble des vecteurs vp tels que 〈p, vp〉 est accessible. L’atteignabilitØ dans un MSA est
indØcidable mais, pour certains cas, il existe un algorithme.
Le MSA associØ à la paire de SERA dont on veut connaître l’Øquivalence est construit de la ma-
niŁre suivante. Chaque Øtat est ØtiquetØ par une Øquation e(i) = e′(i′) oø e (respectivement e′) est une
sous-expression du SERA de droite (respectivement de gauche) et i et i′ sont des vecteurs d’itØrations
distincts ; le vecteur d’Øtats est notØ 〈i, i′〉. Les Øtiquettes sont des Øquations qui peuvent Œtre vraies ou
fausses quand les vecteurs sont remplacØs par leur valeur. Les auteurs construisent un MSA de sorte que
l’Øtiquette soit vraie pour tous les vecteurs dans l’ensemble accessible. Inversement, si une Øtiquette est
fausse, son ensemble accessible doit Œtre vide.
Les auteurs dØcrivent par la suite comment calculer des relations d’atteignabilitØ quand il est possible
de le faire. Les clôtures transitives n’apparaissent que s’il y a des cycles dans le MSA. La difcultØ
du calcul d’atteignabilitØ dØpend seulement de la structure du MSA. Dans le cas oø il n’y a pas de
cycle, on peut calculer les relations d’atteignabilitØ. Pour les cycles simples (des chemins commençant
et nissant sur le mŒme nud et ne visitant qu’une fois chaque nud du chemin), Boigelot [11] a
montrØ une condition sufsante pour calculer la relation d’atteignabilitØ. Dans le cas de cycle complexe,
de nombreuses heuristiques peuvent Œtre appliquØes. Un prototype implØmentant le semi-algorithme a
ØtØ construit. Il utilise la Polylib [99] et Omega [53].
Ce travail offre un cadre formel trŁs riche et trŁs puissant. Il permet ainsi de vØrier que des trans-
formations faites à la main sont correctes. Les transformations autorisØes sont nombreuses : toutes les
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transformations qui concernent l’espace d’itØrations sont autorisØes, de plus on peut renommer des va-
riables (à condition que les entrØes et les sorties soient clairement identiØes). Cependant, l’un des points
faibles actuels de cette mØthode est qu’elle ne prend pas en compte la sØmantique des opØrateurs. La mØ-
thode de preuve que nous proposons ne pose pas ce problŁme puisqu’elle s’appuie entiŁrement sur la
sØmantique de notre modŁle.
3.3.2 Model Checking Géométrique : Techniques de vérification automatique pour les transfor-
mations de boucle et la réutilisation de données
Dans [93], Shashidhar et al. veulent prouver l’Øquivalence de deux systŁmes dont l’un est obtenu à
partir de l’autre par une transformation4 . Les deux systŁmes sont spØciØs dans ce que les auteurs ap-
pellent le modŁle gØomØtrique, une gØnØralisation du modŁle polyØdrique. Les domaines des variables
s’expriment à l’aide de l’arithmØtique de Presburger. En revanche, les transformations appliquØes au sys-
tŁme sont limitØes. Les transformations ne peuvent qu’introduire des registres ou rØorganiser la structure
des boucles, sans modier les fonctions appliquØes aux ØlØments : seuls la modication des expressions
indexØes et le remplacement des variables par des registres sont autorisØs.
Grâce aux restrictions faites sur les transformations, la technique de vØrication mise en uvre
est relativement simple. L’idØe est la suivante : soient deux Øquations issues l’une du programme ini-
tial et l’autre du programme transformØ, qui dØnissent la mŒme variable et sont dØnies par la mŒme
fonction. Les opØrandes diffØrents entre les deux Øquations correspondent à l’introduction de registres
dans l’Øquation transformØe. Pour chacun de ces registres, on construit alors à partir du systŁme trans-
formØ une chaîne de registres dont le dernier ØlØment correspond à la variable prØsente à la place du
registre dans le programme initial. Cette chaîne permet de construire une suite de dØpendances que l’on
compose. Si la composition correspond à la dØpendance de la variable du programme initial alors on
a prouvØ l’Øquivalence des deux Øquations. Il faut ensuite vØrier que l’on a autant de points dans le
systŁme transformØ que dans le systŁme initial. Pour cela, on vØrie que les variables sont dØnies sur
les mŒmes domaines.
Cette technique permet de diagnostiquer des erreurs. Les techniques mises en uvre ici sont plus
simples que dans le travail prØcØdent. Les rØsultats et les limitations des deux techniques semblent en
pratique assez similaires, cependant les travaux de Barthou et al. seront plus facile à Øtendre.
3.4 Propriétés fonctionnelles
Nous allons ici nous intØresser à une classe plus large de propriØtØs que les propriØtØs d’Øquiva-
lence : les propriØtØs fonctionnelles. On appelle propriØtØs fonctionnelles des prØdicats qui relient les
entrØes aux sorties. On peut les voir comme des propriØtØs ne dØpendant pas de l’ordre d’Øvaluation des
instances (restriction d’une variable à un point de son domaine).Nous allons prØsenter ici deux travaux.
L’un spØciant les propriØtØs et les programmes dans un langage d’assertions, l’autre alliant le langage
ALPHA et le prouveur de thØorŁme PVS.
3.4.1 Utilisation d’un langage d’assertions
Le langage ALPHA ne permet pas de spØcier toutes sortes de propriØtØs. Ainsi, dans sa thŁse de
doctorat [17], Cachera propose de dØnir une sØmantique par assertions proche de la logique de Hoare.
Pour cela, il dØnit un langage d’assertions. Ce langage se fonde sur une logique de premier ordre. Il est
constituØ :
4Il existe de nombreux travaux sur la vérification de transformations de boucles ne se situant pas dans le modèle poly-
édrique [73, 79, 88]. Nous nous contenterons ici de citer ceux de GoldBerg et al.[39] et ceux de Zuch et al.[103] qui ont
développé tout d’abord des règles de preuve utilisées lors de transformations préservant la structure des boucles et des règles
de permutations dans les autres cas.
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 des variables logiques,
 des expressions arithmØtiques,
 des expressions boolØennes,
 des expressions sur les indices des domaines,
 un prØdicat δ(X, ı¯, α) qui vaut vrai si l’instance au point ı¯ de la variable polyØdrique X est dØnie
et a la valeur de la variable logique α.
Une spØcication d’un programme S est un triplet {P}S{Q} oø P etQ sont des formules du langage
d’assertions correspondant respectivement à des prØconditions et postconditions. La prØcondition P ne
fait intervenir que des variables d’entrØes. Cachera introduit alors la notion de validitØ d’une spØcication
puis la notion de prouvabilitØ. La prouvabilitØ est donnØe par l’existence d’un invariant, c’est-à-dire
l’existence d’un prØdicat tel que s’il est vrai dans un Øtat initial, il reste vrai le long de toute suite de
transitions partant de l’Øtat initial.
Une fois ces dØnitions posØes, il est possible de proposer une mØthodologie de preuve. L’idØe est
d’utiliser la notion d’invariants. Il introduit deux classes d’invariants :
 les invariants canoniques qui sont une traduction du comportement opØrationnel du programme
dans le langage d’assertion,
 les invariants univoques qui permettent de dØcrire les sorties d’un programme en fonction des
entrØes ; c’est une gØnØralisation de la notion d’invariant canonique. Les invariants univoques
permettent de dØcrire les valeurs des sorties et correspondent donc à la notion de propriØtØ fonc-
tionnelle.
L’introduction de ces deux classes permet de prouver des propriØtØs partielles en trouvant des invariants
qui peuvent Œtre dØduits des invariants canoniques. On peut aussi prouver des propriØtØs d’Øquivalence,
en prouvant que les deux invariants canoniques du programme impliquent le mŒme invariant univoque
ou que l’un des invariants canoniques implique l’autre invariant canonique.
L’approche proposØe « oublie » la structure syntaxique des programmes ALPHA, dans le sens oø la
sØmantique opØrationnelle sur laquelle elle se fonde, considŁre sØparØment chaque instance de variable.
Elle ne peut donc tirer parti de la rØgularitØ intrinsŁque du modŁle polyØdrique.
3.4.2 L’utilisation d’un prouveur de théorèmes
Le travail de Cachera et al. [22], allie le langage ALPHA et un prouveur de thØorŁme PVS [92] pour
prouver des propriØtØs fonctionnelles. Deux mØthodes sont employØes selon les propriØtØs à prouver.
 Les propriØtØs simples sont exprimØes dans le modŁle polyØdrique à l’aide d’expressions boo-
lØennes. Il faut vØrier si l’expression est trivialement vraie sur tout son domaine. La preuve est
sØparØe en deux et effectuØe par diffØrents outils. La premiŁre partie consiste à construire des tau-
tologies à l’aide de rØØcritures syntaxiques ; ces tautologies sont alors transmises à PVS qui les
vØrie. Les rØØcritures syntaxiques utilisØes sont diffØrentes selon que la propriØtØ à vØrier est
dØnie rØcursivement ou non.
 Si les variables ne sont pas dØnies rØcursivement, il suft de faire un certain nombre de sub-
stitutions, de normaliser l’expression et de la transmettre à PVS.
 Si les variables sont dØnies rØcursivement, il faut alors introduire une preuve par induction. La
premiŁre Øtape est une Øtape de rØØcriture qui fait « disparaître » la rØcursion. Les expressions
rØØcrites sont alors transmises à PVS. La correction de la preuve est obtenue grâce à un mØta-
argument qui s’appuie sur la sØmantique de ALPHA et des hypothŁses d’ordonnancement.
 L’utilisation du langage ALPHA pour exprimer les propriØtØs est trŁs restrictif : de nombreuses
propriØtØs ne sont donc pas exprimables. Dans le cas de propriØtØs trop complexes à exprimer
dans ce modŁle, les propriØtØs sont spØciØes directement à l’aide de PVS. Les auteurs ont donc
dØveloppØ une interface pour traduire les programmes polyØdriques et les ensembles de propriØtØs
dans des thØories PVS et ils ont dØveloppØ des stratØgies pour que PVS effectue les preuves
spØciques.
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Un travail similaire a ØtØ rØalisØ par Cachera et Pichardie dans [21], mais cette fois ci le langage
ALPHA est interfacØ avec le prouveur de thØorŁme Coq [96]. Ce travail a nØcessitØ de dØvelopper des
schØmas de rØcurrence adaptØs à la structure rØcursive des variables polyØdriques, ce qui a permis d’au-
tomatiser la preuve.
4 Objectifs
Le but de ce travail est comme nous l’avons dit en introduction de prouver des propriØtØs de sßretØ sur
des systŁmes paramØtrØs rØguliers dans le modŁle polyØdrique et plus prØcisØment prouver des propriØtØs
sur des signaux de contrôle. Les signaux de contrôle sont des signaux qui ne sont pas directement
utilisØs pour calculer le rØsultat fonctionnel du systŁme. Ils sont soit introduits manuellement soit gØnØrØs
automatiquement vers la n de la synthŁse. Nous nous plaçons dans le cadre de la synthŁse de haut
niveau, qui vise à produire une implØmentation par rafnements successifs à partir d’une description
faite à un haut niveau d’abstraction. D’une part, il est rarement prouvØ que les Øtapes de rafnement
prØservent la sØmantique des systŁmes produits, d’autre part, de nombreuses optimisations peuvent Œtre
introduites manuellement par le concepteur, en particulier lors de la phase de gØnØration des signaux
de contrôle de l’architecture. Il apparaît alors nØcessaire de vØrier que les systŁmes obtenus restent
corrects vis-à-vis de leur spØcication initiale.
Ce problŁme de vØrication formelle n’est pas dØcidable dans le cadre de systŁmes paramØtrØs [4].
Les techniques que nous proposons ici sont donc des heuristiques, dans le sens oø elles pourront fournir
des preuves pour un sous-ensemble de systŁmes et de propriØtØs mais pas pour le cas gØnØral.
Dans ce chapitre, nous avons vu que pour prouver des propriØtØs de sßretØ la vØrication de modŁle
Øtait adaptØe dans le cas de systŁmes nis (cf. section 1.1). Cependant comme nos systŁmes sont para-
mØtrØs et potentiellement innis, la vØrication de modŁle devient difcile à effectuer(cf. section 1.4).
On peut alors :
 soit fournir des algorithmes de vØrication pour des classes restreintes d’architectures [33, 32, 38],
 soit fournir des semis-algorithmes. Il faut alors utiliser des techniques d’abstraction, gØnØrer des
invariants, utiliser des techniques d’agrandissement. L’utilisateur est souvent amenØ à ajuster des
paramŁtres ou à fournir des invariants.[55, 56, 44, 24, 64, 65].
L’autre approche possible dans le cadre de la conception de systŁmes est l’utilisation de prouveur de
thØorŁmes 1.2. L’idØe est de travailler par Øquivalence pour vØrier qu’à chaque Øtape de rafnement le
systŁme est Øquivalent au systŁme rafnØ. De nombreux travaux ont ØtØ effectuØs sur ce sujet. Cependant
les rØsultats sont limitØs : soit il faut que les systŁmes aient une architecture trŁs particuliŁre an de
pouvoir gØnØrer automatiquement un schØma de preuve [76, 75, 22, 21], soit les transformations de
rafnement entre les deux systŁmes sont trŁs limitØes [8, 93].
L’approche que nous proposons ici est diffØrente. Nous prouvons des propriØtØs en utilisant les ca-
ractØristiques du modŁle polyØdrique. Nous avons ainsi dØveloppØ une « logique polyØdrique » qui nous
permet de spØcier des propriØtØs dans le modŁle polyØdrique. Cette logique s’appuie sur la sØmantique
du modŁle polyØdrique, nous avons ainsi dØveloppØ des rŁgles de preuve intrinsŁquement liØes au mo-
dŁle polyØdrique. Les rŁgles les plus simples correspondent à la sØmantique du modŁle polyØdrique, les
autres correspondent à des rŁgles de rØØcriture et de manipulation de domaines polyØdriques. Puis, nous
avons dØveloppØ un algorithme de preuve qui nous permet de prouver des propriØtØs simples. Dans un
second temps, nous avons dØcidØ d’enrichir notre « logique » an de pouvoir spØcier puis prouver des
propriØtØs plus complexes. Ce travail ne permettra pas de fournir un algorithme de preuve aussi systØ-
matique que dans le cas de propriØtØs simples. Nous nous orientons ici vers la crØation de tactiques de
preuve comme il peut exister dans les prouveurs de thØorŁmes. Cette deuxiŁme partie est en cours de
formalisation, nous nous contenterons ici dans prØsenter les grandes lignes.
Dans le chapitre suivant, nous prØsenterons le langage ALPHA qui se fonde sur le modŁle poly-
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Ødrique et nous prØsenterons sa sØmantique. Nous nous intØresserons aussi à l’environnement MMAL-
PHA qui permet de manipuler des systŁmes ALPHA. C’est dans cet environnement que nous avons im-
plØmentØ notre outil de preuve.
La seconde partie de ce document nous permettra de prØsenter dans le chapitre 4 notre systŁme de
preuve puis nous nous intØresserons dans le chapitre 5 aux problŁmes d’itØrations des diffØrentes rŁgles
de preuve. Le chapitre 6 sera consacrØ à l’automatisation du processus de preuve et nous fournirons un
algorithme. Puis nous prØsenterons dans le chapitre 7 des techniques d’accØlØration pour construire les
preuves. Nous Øtudierons alors deux applications dans le chapitre 8. Le chapitre 9 nous permettra de prØ-
senter en enrichissement de notre systŁme de preuve. Le dernier chapitre sera consacrØ à la conclusion.
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Chapitre 2
Le langage ALPHA et l’environnement
MMALPHA
Dans ce chapitre, nous allons prØsenter le langage ALPHA qui va nous servir à spØcier nos pro-
grammes et les propriØtØs que les programmes doivent vØrier. Tout d’abord, nous prØsenterons dans la
section 1 ce langage, sa syntaxe et sa sØmantique. Puis, nous prØsenterons dans la section 2 l’environne-
ment MMALPHA, conçu pour manipuler des programmes ALPHA, et la bibliothŁque polyØdrique que
cet environnement utilise.
1 Le langage ALPHA
Le langage ALPHA a ØtØ conçu par Mauras [69]. Ce langage, qui se fonde sur le formalisme des
systŁmes d’Øquations rØcurrentes, est un langage fonctionnel à parallØlisme de donnØes. Initialement
conçu pour la synthŁse des rØseaux systoliques, il est utilisØ pour la dØrivation automatique de circuits
rØguliers et pour la gØnØration automatique de code parallŁle.
Nous ne prØsenterons ici qu’un sous-ensemble du langage ALPHA pertinent pour ce travail. Nous ne
prØsenterons pas l’opØrateur de rØduction [63] qui permet d’exprimer les opØrations de type somme (Σ)
sur des indices bornØs par des paramŁtres et nous ne parlerons pas de la structuration des systŁmes [29].
Le lecteur intØressØ trouvera une prØsentation dØtaillØe du langage dans [99].
1.1 Fondements du langage, syntaxe
Contrairement à la plupart des langages fonctionnels, la structure de donnØes de base dans ALPHA
n’est pas la liste mais le tableau de forme polyØdrique. Un tel tableau est une application d’un polyŁdre
entier vers un espace de valeurs scalaires (entiers, rØels, boolØens). Une variable ALPHA correspond donc
à la notion de variable du modŁle polyØdrique (cf. chapitre 1). Nous emploierons de maniŁre Øquivalente
les termes de variable ALPHA et de variable polyØdrique.
system <nom de systŁme>:<dØclaration des paramŁtres>
(<dØclaration des variables d’entrØes>)
returns(<dØclaration des variables de sorties>);
var <dØclaration des variables locales>;
let
<Øquations>
tel;
FIG. 2.1  Syntaxe d’un programme ALPHA
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Systèmes. La syntaxe gØnØrale d’un programme ALPHA est donnØe dans la gure 2.1. Un programme
ou systŁme est une application des variables d’entrØe vers les variables de sortie, dØnie par des Øqua-
tions rØcurrentes afnes reliant les entrØes, les sorties et les variables locales. Le langage ALPHA est un
langage Øquationnel, il obØit donc à la rŁgle de l’assignation unique : il y a au plus une Øquation pour
dØnir une instance d’une variable.
Exemple 2.1 Voici un exemple de programme ALPHA qui dØcrit dans la gure 2.1 l’addi-
tion des colonnes d’une matrice. Nous supposons que la matrice a 4 colonnes. Le circuit
associØ à cette description est prØsentØ dans le chapitre 1.
system addcol (a:{t,i|t>=i; 1<=i<=4} of integer)
returns(res:{t|t>=4} of integer);
var b:{t,i|t>=i; 0<=i<=4} of integer;
let
b = case
{|i=0}:0.(t,i->);
{|i>0}: b.(t,i->t-1,i-1)+a.(t,i->t,i);
esac;
res= b.(t->t,4);
tel;
Variables. ALPHA est un langage typØ et chaque variable (de sortie, d’entrØe ou locale) est dØclarØe
avec la syntaxe suivante :
<nom de variable>:<domaine> of <type>
Le type peut Œtre entier, rØel ou boolØen. Le domaine est un polyŁdre. La syntaxe d’un domaine est la
suivante :
{<liste d’indices>|<listes d’Øquations et d’inØquations>}
Les identicateurs apparaissant dans la liste d’Øquations et d’inØquations sont ceux dØnis dans la liste
d’indices. Les noms des indices n’ont de portØe qu’à l’intØrieur de la dØnition du domaine. Nous pou-
vons donc rØutiliser les mŒmes noms d’indices dans des domaines distincts sans que ces indices soient
liØs entre-eux.
Exemple 2.2 Dans l’exemple 1, la variable d’entrØe a est dØnie sur le domaine à deux
dimensions {t,i|t>=i; 1<=i<=4}, elle est de type entier et sa dØclaration est
a:{t,i|t>=i; 1<=i<=4} of integer
Expressions. Une expression dØcrit un tableau polyØdrique de valeurs et possŁde un type et un do-
maine hØritØs de ses sous-expressions. Les expressions sont construites de la façon suivante : les expres-
sions atomiques sont soit des variables soit des constantes (dØnies sur le domaine Z0). Les opØrateurs
sont soit des opØrateurs point-à-point (reliant les valeurs) soit des opØrateurs spatiaux (transformant les
domaines).
Opérateurs point-à-point. Ces opØrateurs sont la gØnØralisation en ALPHA des opØrateurs scalaires
classiques. DØcrivons par exemple l’opØrateur de conjonction : si e1 et e2 sont deux expressions de mŒme
dimension n (les domaines sont de mŒme dimension), alors e1 and e2 est une expression dont :
 la dimension est n,
 le domaine est l’intersection des domaines de e1 et de e2,
 la valeur en un point est la conjonction des valeurs de e1 et de e2 en ce mŒme point.
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Opérateurs spatiaux. Nous n’en utiliserons que trois : l’opØrateur case, l’opØrateur de restriction et
l’opØrateur de dØpendance.
 Opérateur case. Cet opØrateur permet de dØnir une expression par plusieurs sous-expressions
dØnies sur des domaines disjoints. La syntaxe est la suivante :
case <expression>;...;<expression>; esac
Le domaine d’une telle expression est l’union des domaines de toutes les sous-expressions, et
sa valeur en un point est la seule valeur dØnie en ce point par une de ces sous-expressions. La
variable b dans l’exemple 1 est dØnie par une expression case.
 Opérateur de dépendance. Cet opØrateur Øtablit une application des indices d’un domaine vers
les indices d’un autre domaine. Sa syntaxe est la suivante :
<expression>.<fonction affine>
Si nous appelons f la fonction afne, l’expression e.f est une expression dont le domaine est la
prØimage par f du domaine de la sous-expression e, et dont la valeur au point z est la valeur de la
sous-expression e au point f(z). La syntaxe des fonctions afnes est la suivante :
(<liste d’indices> -> <liste d’expressions affines>)
Les noms des indices n’ont de portØe qu’à l’intØrieur de la dØpendance.
Exemple 2.3 L’expression b.(t,i->t-1,i-1) est donc dØnie sur la prØimage
du domaine de la variable b par la dØpendance (t, i → t − 1, i − 1), c’est-à-dire sur
le domaine {t,i|t>=i; 1<=i<=5}. Soit (t, i) un point de ce domaine, alors en
ce point l’expression b.(t,i->t-1,i-1) a la valeur de l’instance de b au point
(t − 1, i − 1). Remarquons que si à la place de la dØpendance (t,i->t-1,i-1),
nous avions la dØpendance (l,m->l-1,m-1), l’expression b.(l,m->l-1,m-1)
serait dØnie sur le mŒme domaine que b.(t,i->t-1,i-1). En effet, les noms des
indices de la dØpendance n’ont aucun lien avec le nom des indices du domaine.
 Opérateur de restriction. Cet opØrateur restreint le domaine d’une expression à un sous-domaine
donnØ. Sa syntaxe est la suivante :
<domaine>:<expression>
Exemple 2.4 Soit l’expression {t,i|i>0}:b.(t,i->t-1,i-1)+a.(t,i->t,i).
Pour calculer son domaine de dØnition nous devons calculer les domaines de l’ex-
pression b.(t,i->t-1,i-1)+a.(t,i->t,i) et l’intersecter avec le domaine
{t,i|i>0}.
 Calcul du domaine de b.(t,i->t-1,i-1)+a.(t,i->t,i) : c’est l’intersec-
tion des domaines de b.(t,i->t-1,i-1) et de a.(t,i->t,i).
 domaine de l’expression a.(t,i->t,i) : {t,i|t>=i;1<=i<=4},
 domaine de b.(t,i->t-1,i-1) : {t,i|t>=i;1<=i<=5},
 intersection des deux domaines : {t,i|t>=i;1<=i<=4}.
 Calcul de l’intersection des deux domaines {t,i|t>=i;1<=i<=4}et {t,i|i>0} :
{t,i|t>=i;1<=i<=4}.
L’expression {t,i|i>0}: b.(t,i->t-1,i-1)+a.(t,i->t,i) est donc dØ-
nie sur le domaine {t,i|t>=i;1<=i<=4}, et pour tout point (i, j) de ce domaine
elle vaut la somme de la valeur de l’instance de b au point (i−1, j−1) et de la valeur
de l’instance de a au point (i, j).
Paramètres. Les paramŁtres [89, 29] sont dØclarØs dans l’entŒte du systŁme à l’aide d’un domaine. Les
indices de ce domaine correspondent aux paramŁtres. Les paramŁtres peuvent apparaître à tout endroit
oø des indices sont manipulØs. Ils Øtendent tous les domaines et toutes les dØpendances.
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Exemple 2.5 Nous paramØtrons maintenant l’exemple d’addition des colonnes d’une ma-
trice par l qui reprØsente le nombre de colonnes (cf. Fig. 2.5). Le circuit associØ à cette
description est prØsentØ dans le chapitre 1.
system addcol {L|L>=1}
(a:{t,i|t>=i; 1<=i<=L} of integer)
returns(res:{t|t>=L} of integer);
var b:{t,i|t>=i; 0<=i<=L} of integer;
let
b = case
{t,i|i=0}:0.(t,i-> );
{t,i|i>0}: b.(t,i->t-1,i-1)+a.(t,i->t,i);
esac;
res= b.(t->t,L);
tel;
Le domaine de dØnition de a {t,i|t>=i; 1<=i<=L} est en fait un raccourci pour le
domaine {t,i,L|t>=i; 1<=i<=L}. De mŒme la dØpendance (t,i->t-1,i-1) est
un raccourci pour (t,i,L->t-1,i-1,L).
Il existe une autre notation pour les dØpendances appelØe notation tableau dans cette notation, la
dØpendance (t,i->t-1,i-1) s’Øcrit [t-1,i-1]. Ainsi le systŁme prØsentØ dans l’exemple prØcØ-
dent s’Øcrirait de la maniŁre suivante :
system addcol {L|L>=1}
(a:{t,i|t>=i; 1<=i<=L} of integer)
returns(res:{t|t>=L} of integer);
var b:{t,i|t>=i; 0<=i<=L} of integer;
let
b[t,i] = case
{|i=0}:0[];
{|i>0}: b[t-1,i-1]+a[t,i];
esac;
res[t]= b[t,L];
tel;
Dans cette notation, le nom des indices des dØpendances a une portØe sur toute l’Øquation. Ainsi, les
indices t, i qui apparaissent dans l’Øquation dØnissant b ont une portØe dans toute l’Øquation, c’est-à-
dire mŒme dans les domaines des restrictions. C’est pour cela que les indices n’apparaissent plus dans
ces domaines.
Dans la suite de ce travail, nous n’utiliserons pas la notation tableau pour des dØpendances. Nous
conserverons cependant cette notation pour exprimer une instance. Ainsi b[t,i] reprØsentera seule-
ment l’instance de b au point (t, i).
1.2 Sémantique
Nous prØsentons maintenant la sØmantique dØnotationnelle du langage ALPHA [69]. Comme nous ne
travaillerons par la suite que sur des signaux de contrôle, nous nous restreignons aux valeurs boolØennes
et nous ne prØsenterons la sØmantique que dans le cas des signaux boolØens.
Définition 2.6 (Syntaxe normalisée) On dit qu’une expression ALPHA est sous forme normale, si elle
respecte la grammaire dØnie dans la gure 2.2. En d’autres termes, dans une expression sous forme
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normale, il n’y a pas de case imbriquØs, les case ne sont jamais sous portØe d’un opØrateur point-à-
point, les dØpendances sont sous la portØe d’une variable et il n’y a pas de domaine sous la portØe d’un
opØrateur point-à-point.
expcase::= case <expression>;...;<expression>;esac |
expression
expression::= domaine:exp | exp
exp::= exp or exp | exp and exp | not exp |
terminal.(dep)
terminal::= id | const
dep::= indices-><expind>,...,<expind>
expind::= expind + termind | expind - termind |
termind | - termind
termind::= entier| indice | entier indice
FIG. 2.2  Syntaxe normalisØe d’une expression
Toute expression peut Œtre Øcrite sous forme normale [69]. Nous ne travaillerons que sur des pro-
grammes normalisØs.
Définition 2.7 (Domaines syntaxiques) Les domaines syntaxiques de base sont les suivants :
 ID : domaine des identicateurs, on notera id un opØrateur de ID.
 BOOL : domaine des boolØens BOOL = {True,False}, on notera b un opØrateur de BOOL.
 UOP : domaine des opØrateurs unaires, UOP = {not}.
 BOP : domaine des opØrateurs binaires, BOP = {and, or}.
 DOM : domaine des domaines polyØdriques, on notera dm un opØrateur de DOM.
 DEP : domaine des fonctions de dØpendance, on notera d un opØrateur de DEP.
Le domaine EXP des expressions se dØnit par la syntaxe abstraite suivante (e ∈ EXP) :
e ::= id | b | not e | e1 and e2 | e1 or e2 | dom : e | case e1 . . . en esac | id(dep)
Le domaine EQ des Øquations est dØni par
eq ::= id = e
Définition 2.8 (Domaines sémantiques) On dØnit le treillis boolØen B par l’ensemble {tt, ff ,⊥,>}.
On associe à cet ensemble l’opØrateur Supval, borne supØrieure par rapport à l’ordre usuel « est moins
bien dØni que » ainsi que les opØrateurs ∨ et ∧. Ces deux opØrateurs sont commutatifs. Pour deux
arguments, ils sont dØnis de la maniŁre suivante (v ∈ {tt, ff }) :
Supval : v, v 7→ v
⊥, v 7→ v
>, v 7→ >
tt, ff 7→ >
∧ : tt, tt 7→ tt
ff , ff 7→ ff
tt, ff 7→ ff
⊥, v 7→ ⊥
>, v 7→ >
∨ : tt, tt 7→ tt
ff , ff 7→ ff
tt, ff 7→ tt
⊥, v 7→ ⊥
>, v 7→ >
Ils s’Øtendent facilement à n arguments.
On associe de plus à B un opØrateur unaire ¬ qui renvoie la nØgation d’une valeur.
¬ : tt 7→ ff
ff 7→ tt
⊥ 7→ ⊥
> 7→ >
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Le treillis DOM des domaines polyØdriques est muni des opØrations ∪ (borne supØrieure) et∩ (borne
infØrieure). On peut maintenant construire les domaines sØmantiques des expressions.
 Une valeur multidimensionnelle est une application d’un point de l’espace dans les valeurs sca-
laires
VAL = Zn → B
 Une valeur spatiale sp = (dom, val) est une application dØnie par l’application val sur le
domaine dom et par λz.⊥ sur Zn \ dom. On note dom et val les fonctions pour accØder aux
champs.
sp ∈ SP = DOM × VAL
 Un environnement ρ est une application des identicateurs des variables vers les valeurs spatiales
ρ ∈ EV = ID→ SP
 La sØmantique E(e) d’une expression e est une application des environnements vers les valeurs
spatiales
E(e) ∈ EXP = EV → SP
Notation 2.9 Nous noterons v une valeur boolØenne appartenant à {tt, ff }, et v¯ l’opposØe de cette
valeur. Les valeurs v et ¬v sont toutes deux diffØrentes de ⊥ et >.
Définition 2.10 (Sémantique des expressions) On dØnit la fonction sØmantique E des expressions qui
associe à chaque construction syntaxique, sa sØmantique dans EXP.
 Identicateurs :
E(id) = λρ.ρ(id)
 Constantes
E(k) = λρ.(Z0, λz.k)
 OpØrateur unaire :
E(not e)(ρ) = ( dom(E(e)(ρ)),
¬(val(E(e)(ρ))))
 OpØrateurs binaires :
E(e1 and e2)(ρ) = ( dom(E(e1)(ρ)) ∩ dom(E(e2)(ρ)),
(val(E(e1)(ρ)) ∧ val(E(e2)(ρ))))
E(e1 or e2)(ρ) = ( dom(E(e1)(ρ)) ∩ dom(E(e2)(ρ)),
(val(E(e1)(ρ)) ∨ val(E(e2)(ρ))))
 Restriction :
E(dm : e)(ρ) = ( dm ∩ dom(E(e)(ρ)),
val(E(e)(ρ)))
 Case :
E(case e1 . . . esac)(ρ) = ( dom(E(e1)(ρ)) ∪ . . . ,
Supval(val(E(e1)(ρ)), . . . ))
Le domaine d’une expression case est dØni comme Øtant l’union des domaines des diffØrentes
expressions la composant. Sa valeur en un point est la valeur d’une des expressions dØnissant
l’expression case. Si les domaines ne sont pas disjoints deux à deux, alors, pour les points appar-
tenant à ces intersections, la valeur de l’expression case sera >.
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 DØpendance :
E(e.d)(ρ) = ( d−1(dom(E(e)(ρ))),
val(E(e)(ρ) ◦ d))
oø ◦ correspond à l’opØrateur de composition de fonctions. L’opØrateur dØpendance compose e et
d. La valeur d’une expression dØpendance au point z est la valeur de l’expression e au point d(z),
donc d(z) appartient au domaine de l’expression e. On en conclut donc que le domaine de e.d est
la prØimage par d du domaine de e. Remarque : nous notons abusivement d l’objet syntaxique (en
partie gauche) et l’objet sØmantique (en partie droite).
Définition 2.11 (Sémantique d’une équation) La sØmantique d’une Øquation est une application de
l’ensemble des environnements dans lui-mŒme :
EQ = EV → EV
Elle est dØnie de la maniŁre suivante :
Q(X = e)(ρ) = ρ′
ou ρ′ est dØni pour tout identicateur id de la maniŁre suivante :
si id = X alors ρ′(id) = (dom(ρ(X)) ∪ dom(E(e)(ρ)),
Supval(val(ρ(X)), val(E(e)(ρ))))
si id 6= X alors ρ′(id) = ρ(id)
En d’autres termes, une Øquation dØnit une fonction d’enrichissement de l’environnement.
Définition 2.12 (Sémantique d’un système d’équations) La sØmantique d’un systŁme d’Øquations dØ-
nit une application de l’ensemble des environnements vers lui-mŒme. Pour un environnement donnØ,
elle se dØnit comme Øtant un plus petit point xe de la fonction suivante :
λr.(Q(eqn) ◦ · · · ◦ Q(eq1))(r)
Si µ est l’opØrateur de plus petit point xe, la sØmantique du systŁme S pour l’environnement ρ est
alors :
S(let eq1 . . . eqn tel)(ρ) =
(µr.(Q(eqn) ◦ · · · ◦ Q(eq1))(r))(ρ)
Définition 2.13 (Sémantique d’un programme) Un programme construit l’environnement initial avec
les donnØes en entrØe et l’enrichit par le systŁme d’Øquations. C’est donc une application d’un ensemble
de valeurs multidimensionnelles dans un ensemble de valeurs multidimensionnelles
P ∈ PROG = VAL∗ → VAL∗
Pour un programme S
system S
d1 . . . dm
returns dm+1 . . . dn
var dn+1 . . . dp
eqs
oø di signie idi : domi, l’environnement initial ρ est dØni par :
ρv1,...vm(id) =
{
si id = idi, 1 ≤ i ≤ m alors ρv1,...vm(idi) = (domi, vi)
sinon id = idi, m+ 1 ≤ i ≤ p alors ρv1,...vm(idi) = (domi, λz.⊥)
La sØmantique du programme ci-dessus est donc :
P(system d1 . . . dm returns dm+1 . . . dn var dn+1 . . . dp eqs) =
λv1 . . . vm.(λρ.val(ρ(idm+1)) . . . val(ρ(idp))(S(eqs)(ρv1 ,...vm))))
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Définition 2.14 (environnement bien défini) Nous appelons environnement bien dØni pour un sys-
tŁme S, un environnement ρ du systŁme S tel que pour toute variable X du systŁme S dØnie sur le
domaine DX , pour tout point z de DX , ρ(X)(z) est diffØrent de la valeur ⊥ et de la valeur >.
Définition 2.15 (Environnement sémantiquement correct) Nous appelons environnement sØmantique-
ment correct pour un systŁme S, un environnement bien dØni pour S qui est un plus petit point xe de
la sØmantique du systŁme S. Nous notons
ρ ∝ S
pour signier que ρ est sØmantiquement correct pour S.
1.3 Équivalences sémantiques
Nous donnons ici une dØnition et une notation concernant l’Øquivalence sØmantique des systŁmes.
Définition 2.16 (Équivalence de systèmes) Soient S1 et S2 deux systŁmes, nous dirons que S1 et S2
sont sØmantiquement Øquivalents (notØ S1 ∼= S2) si et seulement si :
 S1 et S2 ont des mŒmes variables d’entrØe et de de sortie de mŒme noms et dØnies sur les mŒmes
domaines,
 Pour toute variable X appartenant à S1 et à S2, pour tous les environnements ρ1 et ρ2 tels que
ρ1 ∝ S1 et ρ2 ∝ S2 et tels que pour toute variable d’entrØe I
ρ1(I) = ρ2(I)
alors
ρ1(X) = ρ2(X)
Nous dirons que ρ1 et ρ2 sont Øquivalents, et nous le noterons ρ1 ∼= ρ2.
Définition 2.17 (Équivalence de deux environnements) Soient S1 et S2 deux systŁmes Øquivalents,
soient ρ1 un environnement sØmantiquement correct de S1 et ρ2 un environnement sØmantiquement
correct de S2. Nous dirons que ρ1 et ρ2 sont sØmantiquement Øquivalents (ce qui sera notØ ρ1 ∼= ρ2) si
et seulement si : Pour toute variable X appartenant à S1 et à S2,
ρ1(X) = ρ2(X)
Définition 2.18 (sursystème) Soient S1 et S2 deux systŁmes, on dira que S2 est un sursystŁme de S1
si et seulement si toutes les variables de S1 sont des variables de S2, et si toutes les dØnitions des
variables de S1 sont identiques à celles de S2.
Si S2 est un sursystŁme de S1, alors S1et S2 sont sØmantiquement Øquivalents.
Nous allons maintenant dØnir la notion d’Øquivalence sØmantique pour des expressions.
Définition 2.19 (Équivalence sémantique de deux expressions) Soit ρ un environnement et soient e et
f deux expressions, alors e et f sont sØmantiquement Øquivalentes pour ρ sur le domaine D si :
∀z ∈ D, val(E(e)(ρ)[z]) = val(E(f)(ρ)[z])
On le note e ∼=D f .
Pour tout domaine D, la relation ∼=D est Øvidemment une relation d’Øquivalence .
Définition 2.20 (Équivalence sémantique de variables issues de deux systèmes différents) Soient S1
et S2 deux systŁmes Øquivalents, soient X1 une variable de S1 et X2 une variable de S2, on dira que X1
est sØmantiquement Øquivalente à X2 (notØ X1 ∼= X2) si et seulement si pour tout couple d’environne-
ment (ρ1, ρ2) tel que ρ1 ∼= ρ2 on a
ρ1(X1) = ρ2(X2)
Nous allons maintenant nous intØresser à l’environnement MMALPHA.
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2 L’environnement MMALPHA
En parallŁle du langage ALPHA a ØtØ dØveloppØ un environnement de programmation MMALPHA.
Cet environnement fournit principalement une boîte à outils pour compiler des architectures parallŁles
sur silicium à partir de spØcications fonctionnelles haut niveau : la version actuelle de MMALPHA
permet d’obtenir en quelques heures un code VHDL (Very High Speed Integrated Circuit Hardware
Description Language) synthØtisable qui peut Œtre appliquØ sur des architectures parallŁles linØaires.
MMALPHA est un ensemble de modules Øcrits en Mathematica.
HDL derivation
Uniformisation
Ordonnancement
for j=1,N
 ...
endfor
AlphaC ou Matlab
Matériel/Logiciel
Matériel
M
M
A
lp
ha
C
VHDL
FPGA
Hôte
Logiciel
C
FIG. 2.3  Flot de conception en MMALPHA. Les boîtes carrØes reprØsentent les programmes dans
diffØrents langages, et les boîtes arrondies reprØsentent les transformations.
Flot de conception en MMALPHA Le ot de conception avec MMALPHA est reprØsentØ dans la
gure 2.3. L’application est tout d’abord dØcrite en C ou en Matlab, et la partie qui doit Œtre implØmentØe
en utilisant une architecture parallŁle est rØØcrite en ALPHA, soit manuellement, soit en utilisant des
outils automatiques. Le code est alors chargØ dans le logiciel MMALPHA qui l’analyse et, aprŁs des
transformations, le traduit en une combinaison de VHDL (pour la partie matØrielle) et de code C (pour
la partie logicielle). Le code VHDL peut ensuite Œtre synthØtisØ pour obtenir un ASIC (Application-
Specic Integrated Circuit) ou congurer une architecture FPGA (Field-Programmable Gate Array).
Outils MMALPHA
 Analyse statique : cette analyse permet de vØrier certaines propriØtØs (par exemple de dØtecter
du code mort, des instances non dØnies), d’estimer des quantitØs (le nombre de calculs effectuØs
dans un nid de boucles en fonction des bornes de ces boucles), ou d’infØrer des paramŁtres liØs
aux implØmentations matØrielles (les paramŁtres correspondant par exemple à la dimension de
l’architecture). Toutes ces analyses statiques peuvent Œtre utilisØes de maniŁre hiØrarchique sur
des applications ALPHA.
 Ordonnancement : L’ordonnanceur est l’outil central de MMALPHA. L’ordonnancement per-
met de prØciser l’instant et le processeur qui exØcutera un calcul donnØ. Un programme ALPHA
peut Œtre analysØ et ordonnancØ pour une implØmentation parallŁle. L’ordonnanceur permet de cal-
culer des ordonnancements uni- ou multi-dimensionnels, ce qui permet de fournir de nombreuses
solutions pour ajuster le degrØ de parallØlisme.
 Preuves de propriétés : la plupart des transformations implØmentØes en ALPHA sont des rØ-
Øcritures qui prØservent la sØmantique et qui assurent donc l’Øquivalence entre la spØcication
d’origine et le code nal. Cependant, dans de nombreux cas, il est nØcessaire de prouver formel-
lement certaines propriØtØs que le processus de rafnement ne permettait pas d’assurer. Les outils
dØveloppØs utilisent l’environnement MMALPHA et le prouveur de thØorŁme PVS. Pour plus de
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dØtails se reporter à la section 3.4.2 du chapitre 1. C’est dans ce cadre que s’inscrit le travail
effectuØ au cours de cette thŁse.
 Génération et simulation de code : la gØnØration de code C à partir d’un systŁme ALPHA est
utilisØ aussi bien pour la simulation que pour implØmenter certaines parties d’un programme.
Les systŁmes ALPHA peuvent Œtre transformØs de maniŁre efcace en programmes C grâce à
l’utilisation de techniques de rØutilisation de mØmoire et d’analyse de nids de boucles [84, 83]. Il
est possible de gØnØrer du code pour la simulation à tous les niveaux du ot de conception.
 Génération matérielle : c’est le but principal de MMALPHA. L’environnement MMALPHA
est une boîte à outils qui permet de gØnØrer rapidement et sßrement des descriptions matØrielles
parallŁles à partir de spØcication haut-niveau. Cette gØnØration se fait à l’aide des techniques
suivantes : uniformisation du code, ordonnancement et dØrivation matØrielle. L’uniformisation est
un outil qui permet de transformer des dØpendances afnes en dØpendances uniformes et ainsi de
pipeliner les valeurs. Quant à la dØrivation matØrielle, elle permet de gØnØrer automatiquement
des signaux de contrôle, de proposer des interprØtations matØrielles du systŁme et de structurer
automatiquement les programmes. La transformation produit du code VHDL synthØtisable.
3 La bibliothèque polyédrique
La bibliothŁque polyØdrique Polylib [100] dØveloppØe par Wilde au cours de sa thŁse est largement
utilisØe par MMALPHA. Son dØveloppement est actuellement effectuØ conjointement à Rennes, Stras-
bourg et Brigham Young University. Cette bibliothŁque permet d’effectuer des calculs symboliques sur
des polyŁdres. Dans la Polylib, les polyŁdres sont reprØsentØs dans leurs deux formes duales :
 listes de contraintes : ØgalitØs et inØgalitØs,
 caractØristiques gØomØtriques : sommets, rayons et lignes.
3.1 Représentation des polyèdres
Représentation par contraintes La reprØsentation par contraintes a ØtØ prØsentØe dans le chapitre 1,
elle consiste à reprØsenter un polyŁdre comme Øtant l’intersection d’un nombre ni de demi-espaces
avec Zn. Les polyŁdres se reprØsentent donc de la maniŁre suivante :
{x ∈ Zn|A.x ≤ b} (2.1)
oø A est une matrice de Zm×n et b un vecteur de Zm.
Représentation géométrique Pour la reprØsentation gØomØtrique l’idØe est de reprØsenter les poly-
Łdres par un ensemble de sommets, de rayons et de lignes. Nous donnerons tout d’abord une dØnition
dans Qn.
Définition 2.21 Soit x un vecteur de Qn, et λ un vecteur de coefcients scalaires de Qn, nous dØnissons
les combinaisons suivantes.
 Une combinaison linØaire : ∑λixi
 Une combinaison positive :
∑
λixi,∀i, λi ≥ 0
 Une combinaison convexe :
∑
λixi,
∑
λi = 1,∀i, λi ≥ 0
Dans la suite, K dØsignera un sous-ensemble de Qn.
Définition 2.22 (Sommet) Tout point de K qui peut s’exprimer comme une combinaison convexe de
points distincts de K est un sommet de K et inversement.
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Définition 2.23 (Rayon) Un rayon de K est un vecteur r ∈ Qn tel que si x est un point de K, alors
x+ µr ∈ K pour tout µ ∈ Qn et µ ≥ 0
Un rayon n’est pas un ensemble de points, mais une direction dans laquelle K est inni.
Définition 2.24 (Rayon extrémal) Un rayon de K est extrØmal si et seulement s’il ne peut pas s’expri-
mer comme une combinaison positive de deux autres rayons distincts de K.
Définition 2.25 (Ligne) Une ligne (ou rayon bidirectionnel) de K est un vecteur l ∈ Qn tel que pour
tout x ∈ K, x+ µl ∈ K pour tout µ ∈ Qn.
La reprØsentation gØomØtrique d’un polyŁdre est aussi appelØe caractØrisation de Minkowski [91].
Elle est dØnie de la maniŁre suivante :
{x | x = Lλ+Rµ+ V ν, µ, ν ≥ 0,
∑
ν = 1, L} (2.2)
oø λ ∈ Ql, l ∈ Z, µ ∈ Qr, r ∈ Z, ν ∈ Qv, v ∈ Z, oø L ∈ Ql×n reprØsente l’ensemble des lignes,
R ∈ Qr×n l’ensemble des rayons, et V ∈ Qv×n l’ensemble des sommets. Un polyŁdre s’exprime donc
en termes de combinaison linØaire de lignes (colonnes de la matrice L), de combinaison convexe de
sommets (colonnes de la matrice V ) et de combinaison positive de rayons extrØmaux (colonnes de la
matrice R).
Nous donnons en gure 3.1 un exemple pour illustrer les deux reprØsentations.
Proposition 2.26 Les caractØrisations 2.1 et 2.2 sont Øquivalentes. De plus, il existe un algorithme pour
passer d’une forme à l’autre.
La dØmonstration se trouve dans [91, 99]. L’algorithme pour passer d’une reprØsentation à l’autre est en
O(n[
d
2
]), oø n est le nombre de contraintes du polyŁdre et d la dimension.
i
j ReprØsentation par contraintes :
{i, j|0 ≤ j ≤ i}
ReprØsentation gØomØtrique :
 Sommet : (0, 0)
 Rayons : (1, 0) et (1, 1)
FIG. 2.4  ReprØsentations d’un polyŁdre
3.2 Les différents outils
La bibliothŁque polyØdrique offre des outils pour effectuer les opØrations suivantes :
 intersection de deux polyŁdres,
 union de deux polyŁdres  le rØsultat n’est pas un polyŁdre,
 diffØrence de deux polyŁdres,
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 simplication, c’est-à-dire agrandissement1 d’un polyŁdre dans le contexte d’un autre polyŁdre
 enveloppe convexe  qui permet de dØnir un polyŁdre à partir d’un ensemble quelconque de
points,
 image d’un polyŁdre par une transformation afne,
 prØimage d’un polyŁdre par une transformation afne,
 crØation d’un polyŁdre à partir d’une liste de contraintes,
 crØation d’un polyŁdre à partir d’une liste de sommets, de rayons et de lignes,
 crØation d’un polyŁdre vide,
 crØation d’un polyŁdre universel, c’est-à-dire le polyŁdre de dimension n Øgale à Zn.
En dehors du calcul de l’enveloppe convexe et de la simplication, nous utiliserons toutes les autres
opØrations.
1Nous définirons un autre opérateur d’agrandissement (cf. partie II, chapitre 7)
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Deuxième partie
Prouver avec des polyèdres
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Chapitre 3
Introduction
Dans cette partie, nous allons dØnir un cadre formel de preuve. L’idØe est de pouvoir spØcier des
propriØtØs et des hypothŁses dans le modŁle polyØdrique, puis de prouver automatiquement ces propriØ-
tØs. Les premiers chapitres seront donc consacrØs à la dØnition de ce cadre, puis nous nous intØresserons
à l’automatisation du processus de preuve et à son application. Enn, nous verrons comment Ølargir ce
cadre formel. Ce chapitre introductif va nous permettre d’illustrer notre dØmarche.
Le but de ce chapitre n’est pas de rentrer dans les dØtails thØoriques. Nous supposerons que nous
devons prouver une propriØtØ ϕ sur un systŁme S. Prenons par exemple un systŁme S contenant une
variable X dØnie sur le domaine DX = D1 ∪ D2 ∪D3 par l’Øquation suivante :
X =

D1 : X.d1 ∧ (Y.δ1 ∨ Y.δ2)
D2 : X.d2
D3 : True
et supposons que la propriØtØ ϕ est la suivante : nous voulons prouver que sur un domaine D inclus dans
le domaine DX , la variable X vaut vrai. Sur la gure 3.1, nous reprØsentons les domaines D et DX et
les sous domaines D1, D2, D3. Le domaine D est reprØsentØ en gris sur cette gure. Les dØpendances
d1 (pour le sous domaine D1) et d2 (pour le sous domaine D2) sont reprØsentØes par des vecteurs.
D2
D1
d1
t
i
d2
D3
D
FIG. 3.1  Domaine de la variable X
La premiŁre Øtape de notre travail sera de dØnir une syntaxe pour les propriØtØs. Cette syntaxe sera
prØsentØe succinctement dans le chapitre 4 et enrichie dans le chapitre 9. La syntaxe de notre formule ϕ
est la suivante
D : X ↓ tt
Cette formule sera sØmantiquement valide si pour tout environnement ρ sØmantiquement correct, la
valeur de l’expression X vaut vrai en tout point z du domaine D, c’est-à-dire que pour tout point z du
domaine D, val(E [X](ρ))[z] = v. Nous le noterons :
|=ρ D : X ↓ v
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Une dØnition plus formelle sera donnØe dans le chapitre 4 et sera enrichie dans le chapitre 9.
Pour prouver que la propriØtØ est valide, il n’est bien sßr pas possible d’ØnumØrer les valeurs de
toutes les instances des variables pour calculer la valeur de l’expression e. En effet, le domaine D est
paramØtrØ et peut reprØsenter une innitØ de points.
Nous devons donc trouver d’autres techniques pour prouver la validitØ des formules. Nous allons
dØvelopper un systŁme de rŁgles de preuve et nous prouverons que ces rŁgles sont correctes. L’existence
d’une preuve pour la formule ϕ sera notØe ` ϕ. L’existence d’une preuve pour la formule ϕ impliquera
alors la validitØ sØmantique de la formule :
` ϕ =⇒ ∀ρ ∝, S |=ρ ϕ (3.1)
Notre but est donc de donner une preuve sur l’exemple prØsentØ ci-dessus :
` D : X ↓ tt
Nous allons prØsenter dans ce chapitre les diffØrentes techniques de preuve servant à dØnir notre
systŁme de rŁgles de preuve. Nous verrons parallŁlement comment enchaîner ces rŁgles pour construire
une preuve.
Voici les techniques dØveloppØes :
 substitution par constante, (cette technique est une restriction des techniques de substitution
utilisØes dans [22, 93])
 recherche de motif,
 recherche d’auto-dépendance,
 agrandissement de domaine,
Nous allons illustrer ces diffØrentes techniques sur l’exemple suivant.
La premiŁre rŁgle de preuve que nous avons dØveloppØe est la substitution par constante. Ce principe
repose sur une rØØcriture. Nous voulons rØØcrire l’expression dØnissant la variable X en une expression
sØmantiquement Øquivalente qui ne dØpend plus de X . De maniŁre plus formelle, nous voulons trouver
une expression e ne contenant plus d’occurrence de X telle que :
∀ρ ∝ S, |=ρ D : X ↓ tt ⇐⇒ |=ρ D : e ↓ tt
Nous allons ici expliquer comment obtenir cette expression, la preuve de l’Øquivalence sera donnØe dans
le chapitre 4, prØcisons simplement qu’elle repose sur une rØcurrence sur l’indice temporel. Supposons
que pour tout environnement ρ (ρ ∝ S) |=ρ D : X ↓ tt. Ainsi, toutes les instances de X en un point z
de D valent tt. Regardons maintenant l’expression X.d1 ∧ (Y.δ1 ∨ Y.δ2) dØnie sur le domaine D1. Soit
z un point de D1, deux cas peuvent alors se produire :
 si d1(z) est un point de D, alors l’instance X[d1(z)] est Øgale à tt, et l’expression X.d1 ∧ (Y.δ1 ∨
Y.δ2) au point z peut Œtre rØØcrite en Y.δ1 ∨ Y.δ2,
 si d1(z) n’est pas un point de D, l’expression X.d1 ∧ (Y.δ1 ∨ Y.δ2) reste inchangØe.
Pour tous les points {z|z ∈ d−11 (D)∩D1}, nous pouvons alors rØØcrire l’expression X.d1∧(Y.δ1∨Y.δ2)
en Y.δ1 ∨ Y.δ2. Nous obtenons ainsi l’expression suivante :
D1 : X.d1 ∧ (Y.δ1 ∨ Y.δ2) =
{
d−11 (D) ∩ D1 : (Y.δ1 ∨ Y.δ2)
D1 \ d
−1
1 (D) : X.d1 ∧ (Y.δ1 ∨ Y.δ2)
(3.2)
De maniŁre similaire, nous pouvons rØØcrire l’expression D2 : X.d2 dans l’Øquation suivante :
D2 : X.d2 =
{
d−12 (D) ∩ D2 : True
D2 \ d
−1
2 (D) : X.d2
(3.3)
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Ainsi, la variable X se rØØcrit en :
X =

D1 \ d
−1
1 (D) : X.d1 ∧ (Y.δ1 ∨ Y.δ2)
d−11 (D) ∩ D1 : Y.δ1 ∨ Y.δ2
D2 \ d
−1
2 (D) : X.d2
D3 ∪ (D2 ∩ d
−1
2 (D)) : True
Les diffØrents domaines sont reprØsentØs sur la gure (3.2). Il y a Øquivalence entre l’Øquation initiale
de X et l’Øquation rØØcrite. La preuve de cette Øquivalence sera donnØe dans le chapitre 4.
La rŁgle de preuve que nous venons de dØcrire n’est pas un simple principe de rØØcriture. Les do-
maines ont aussi un rôle important. Chaque sous-expression n’est rØØcrite que sur une partie de son
domaine. Il ne faut pas oublier qu’une Øquation ne dØnit pas une instance, mais elle dØnit toutes les
instances d’un domaine. Ainsi, l’Øtape de rØØcriture permet de rØØcrire simultanØment toutes les ins-
tances d’un domaine donnØ, mais seulement celles-ci. Une instance de X n’appartenant pas au domaine
D ne devra pas Œtre substituØe. Pour ne substituer que les instances de D, nous avons dß effectuer des
calculs sur les domaines.
En appliquant cette rŁgle de preuve, nous pouvons rØØcrire la variable X . Cette variable est dØnie
par une expression case à quatre branches. Il existera une preuve de la formule D : X ↓ tt si et seulement
s’il existe une preuve pour les quatre formules dØnies à partir des expressions des branches de X , c’est-
à-dire :
 (D3 ∪ (D2 ∩ d
−1
2 (D))) ∩ D : True ↓ tt
 (D2 \ d
−1
2 (D)) ∩ D : X.d2 ↓ tt
 (d−11 (D) ∩D1) ∩D : Y.δ1 ∨ Y.δ2 ↓ tt
 (D1 \ d
−1
1 (D)) ∩ D : X.d1 ∧ (Y.δ1 ∨ Y.δ2) ↓ tt
Nous avons donc dØcomposer la preuve en 4 sous-buts, nous appelons cette rŁgle, rŁgle de dØcompo-
sition. Sa correction repose sur l’implication 3.1 et la dØnition de la sØmantique (nous y reviendrons
plus longuement dans le chapitre 4). Les domaines de ces sous-buts sont reprØsentØs dans la gure (3.3).
Nous allons Øtudier chacun des sous-buts et continuer l’illustration des diffØrentes techniques.
 Axiome. Sur le domaine (D3 ∪ (D2 ∩d−12 (D)))∩D, nous obtenons le nouveau sous-but suivant :
` (D3 ∪ (D2 \ d
−1
2 (D))) ∩ D : True ↓ tt
Ce sous-but de preuve est un axiome, la justication est identique à celle de la technique prØcØ-
dente : utilisation de l’implication 3.1 et de la dØnition de la sØmantique.
∀ρ ∝ S,∀z ∈ D, val(E(True)(ρ))(z) = tt
 Agrandissement de domaine. Sur le domaine (D2 \ d−12 (D)) ∩ D, nous obtenons le sous-but
suivant :
` (D2 \ d
−1
2 (D)) ∩ D : X.d2 ↓ tt (3.4)
Deux cas peuvent alors se produire :
 soit le domaine (D2 \ d−12 (D)) ∩D est vide1. Dans ce cas, il n’y a pas de sous-but,
 ou, comme c’est le cas dans notre exemple, ce domaine n’est pas vide. La solution que nous
proposons ici est d’agrandir le domaine D ′ = (D2 \ d−12 (D)) ∩ D de validitØ de ρ pour la
variable X en direction de d2. Pour cela, nous utilisons une heuristique. Le domaine agrandi
Dwid est construit à partir du domaine (D2 \ d−12 (D)) ∩ D. Soit z un point de Dwid, deux cas
se produisent :
 soit d2(z) ∈ D2, et alors d2(z) ∈ Dwid,
1Le domaine doit être vide au sens entier. Cependant la librairie polyédrique ne permet de tester le vide qu’au sens rationnel.
Nous reviendrons dans le chapitre 4 sur ce problème
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1 (D)
FIG. 3.2  Domaines de la variable X aprŁs substitution
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ρ |= True : tt
ρ |= X.d2 : tt
ρ |= Y.δ1 ∨ Y.δ2 : tt
(ρ |= X.d1 : tt) ∧ (ρ |= Y.δ1 ∨ Y.δ2 : tt)
FIG. 3.3  Sous buts pour la variable X
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 soit d2(z) 6∈ D2, et alors d2(z) 6∈ Dwid.
Dans notre exemple, nous trouverons que
` Dwid : X ↓ tt
 Recherche de motifs et recherche d’auto-dépendance. Sur le domaine (d−11 (D) ∩ D1) ∩ D,
nous obtenons le sous-but suivant :
` (d−11 (D) ∩ D1) ∩ D : Y.δ1 ∨ Y.δ2 ↓ tt (3.5)
Dans ce cas, nous ajoutons la variable W dØnie sur le domaine de l’expression Y.δ1 ∨ Y.δ2 au
systŁme, et le problŁme devient :
` (d−11 (D) ∩ D1) ∩ D : W ↓ tt
L’idØe ici sera de rØØcrire W rØcursivement. Ce sera effectuØ par le principe de dØtection au-
tomatique d’auto-dØpendance dØcrit dans le chapitre 4. Ce principe est un cas particulier de la
recherche de motif dØcrite dans le chapitre 4.
 Règles de décomposition par rapport à `. Sur le domaine (D1 \ d−11 (D)) ∩ D, nous obtenons
le sous-but suivant :
` (D1 \ d
−1
1 (D)) ∩ D : X.d1 ∧ (Y.δ1 ∨ Y.δ2) ↓ tt
Ce sous-but est Øquivalent à la conjonction des deux sous-buts suivants :
(` (D1 \ d
−1
1 (D)) ∩ D : X.d1 ↓ tt) ∧ (` (D1 \ d
−1
1 (D)) ∩D : Y.δ1 ∨ Y.δ2 ↓ tt)
La justication s’appuie toujours sur utilisation de l’implication 3.1 et de la dØnition de la sØ-
mantique. Remarquons simplement que dans le cas de la disjonction, la sØmantique ne permet
pas de gØnØrer de nouveaux sous-buts de preuve. Ceci sera illustrØ dans le chapitre suivant. Nous
gØnØrons alors deux nouveaux sous-buts :
 l’un concernant ` (D1 \ d−11 (D)) ∩ D : X.d1 ↓ tt,
 et l’autre ` (D1 \ d−11 (D)) ∩ D : Y.δ1 ∨ Y.δ2 ↓ tt.
Ces deux sous-buts sont de mŒme nature que (3.4) et (3.5).
Nous avons dØcomposØ notre but initial en plusieurs sous-buts. Nous expliquerons dans le chapitre 6
comment poursuivre et automatiser ces preuves jusqu’à obtenir des constantes ou des variables d’entrØes
dans chaque branche. Pour cela nous reprØsenterons les preuves à l’aide d’un arbre, les nuds ls seront
obtenus à l’aide des rŁgles de preuve. Nous prouverons que le processus de construction est ni.
Cet exemple a donc permis d’illustrer certaines des techniques que nous mettons en uvre pour
la vØrication. Ces techniques sont variØes et s’inspirent de principes classiques (rØØcritures, recherche
d’auto-dØpendance, agrandissement de domaine). Leur originalitØ vient de l’utilisation du modŁle poly-
Ødrique. Elles ne sont pas appliquØes sur une instance mais sur un ensemble d’instances. Elles nØcessitent
donc de prendre en compte les domaines.
Dans le chapitre 4, nous dØnirons une « logique polyØdrique » : c’est-à-dire que nous dØnirons une
syntaxe pour spØcier nos propriØtØs, nous en donnerons la sØmantique et nous Øtudierons un systŁme
de preuve associØ à cette logique. Nous prouverons la correction de ces rŁgles. Dans le cadre de ce
systŁme de preuve, nous nous attarderons sur les deux techniques de base : la substitution par constante
et la recherche de motif. Le chapitre 5 sera consacrØ à la recherche d’auto-dØpendance, ou comment
itØrer substitution par constante et recherche de motif. Dans le chapitre 6, nous verrons comment utiliser
ces techniques pour construire et automatiser une preuve, ce qui nous conduira à dØvelopper dans le
chapitre 7 des techniques d’accØlØration fondØes sur l’agrandissement de domaines.
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Chapitre 4
Un Système de preuve
Dans ce chapitre, nous prØsentons toutes les rŁgles de base de notre outil de vØrication. Nous
commençons par fournir dans la section 1 un modŁle de spØcication des propriØtØs. Le modŁle que
nous fournissons est extrŒmement simple mais est sufsant pour dØnir le systŁme de rŁgle de preuve.
Nous verrons dans le chapitre 9 un modŁle plus riche. La section 2 nous permet d’introduire la notion
de preuve, et nous prØsentons les rŁgles de preuve les plus simples liØes au modŁle polyØdrique. Les
sections 3 et 4 sont consacrØes à l’Øtude de deux rŁgles de preuves spØciques au modŁle polyØdrique.
Ces deux rŁgles sont la substitution par valeur et la recherche d’auto-dØpendance. Enn, dans la derniŁre
section, nous conclurons.
1 Spécifier des propriétés dans le modèle polyédrique
Dans cette section, nous nous allons nous intØresser à la spØcication des propriØtØs du systŁme.
Nous allons tout d’abord dØnir la notion de formule, ce qui nous amŁnera à dØnir formellement la
validitØ.
Définition 4.1 (Formule polyédrique sur un système d’équations récurrentes) Une formule polyØdrique
ou plus simplement formule ϕ sur le systŁme S est la donnØe d’un domaine D, d’une expression boo-
lØenne e construite à partir de variables polyØdriques de S et d’une valeur boolØenne v. On la note
D : e ↓ v.
La notion de formule polyØdrique que nous donnons ici est trŁs simple et ne permet pas de spØci-
er un grand nombre de propriØtØs. En effet, pour pouvoir spØcier une propriØtØ à l’aide d’une telle
formule, il faut trouver une expression polyØdrique e qui sera vraie sur tout un domaine. DŁs que l’on
veut prouver des propriØtØs un peu plus complexes comme l’exclusion mutuelle, nous avons besoin de
quanticateurs existentiels et nous ne pouvons pas exprimer la propriØtØ à l’aide d’une formule telle que
dØnie ci-dessus. De plus, nos outils ne permettent de valider que des formules de cette forme. Ainsi,
nous enrichirons dans le chapitre 9 cette notion de formule, ce qui nous permettra de spØcier des pro-
priØtØs plus complexes et nous verrons comment adapter nos outils à la preuve de ces propriØtØs. Nous
supposerons ici que nous avons rØussi à exprimer la propriØtØ ØtudiØe par une formule.
Définition 4.2 (Validité) Soit S un systŁme, soit D : e ↓ v une formule construite à partir des variables
du systŁme. Soit ρ un environnement sØmantiquement correct pour ce systŁme.
 Validité d’une formule polyédrique pour un environnement. La formule D : e ↓ v est valide
pour l’environnement ρ ce qu’on note |=ρ D : e ↓ v si et seulement si
D ⊂ dom(E(e)(ρ)) ∧ ∀z ∈ D, val(E(e)(ρ))[z] = v
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 Validité d’une formule polyédrique. La formule D : e ↓ v est valide, ce qu’on note |= D : e ↓ v
si et seulement si elle est valide pour tout environnement sØmantiquement correct de S.
Proposition 4.3 Soit S un systŁme et soit ρ un environnement sØmantiquement correct de S. Soit e, e ′
deux expressions polyØdriques, soit X une variable polyØdrique dØnie par
X =

D1 : e1
.
.
.
Dn : en
Soit D un domaine et soit v une valeur boolØenne appartenant à {tt, ff }. Nous avons alors les Øquiva-
lences suivantes :
|=ρ D : e ∧ e
′ ↓ tt ⇐⇒ |=ρ D : e ↓ tt et |=ρ D : e′ ↓ tt
|=ρ D : e ∨ e
′ ↓ ff ⇐⇒ |=ρ D : e ↓ ff et |=ρ D : e′ ↓ ff
|=ρ D : e.d
′ ↓ v ⇐⇒ |=ρ d
′(D) : e ↓ v
|=ρ D : X ↓ v ⇐⇒ |=ρ D :

D1 : e1
.
.
.
Dn : en
↓ v
⇐⇒ |=ρ D ∩D1 : e1 ↓ v et . . . et |=ρ D ∩Dn : en ↓ v
Démonstration : Pour démontrer ces équivalences, il suffit d’utiliser la sémantique de e et d’utiliser
les règles de distribution du quantificateur universel. Nous ne montrerons que l’équivalence concernant
la dépendance.
|=ρ D : e.d
′ ↓ v
⇐⇒ ∀z ∈ D′ ∩ dom(E(e.d′)(ρ)), val(E(e.d′)(ρ))[z] = v
⇐⇒ ∀z ∈ D′ ∩ d′
−1
(dom(E(e.d′)(ρ))), val(E(e)(ρ)) ◦ d′[z] = v
⇐⇒ ∀d′(z) ∈ d′(D′ ∩ d′
−1
(dom(E(e.d′)(ρ)))), val(E(e)(ρ))[d′(z)] = v
⇐⇒ ∀z ∈ d′(D′) ∩ d′ ◦ d′
−1
(dom(E(e.d′)(ρ)))), val(E(e)(ρ))[z] = v
Notons que si d est une dépendance uniforme alors d(D ′) est un polyèdre. Sinon, d(D′) est un Z-
polyèdre (cf. annexe D). Les règles que nous présenterons dans ce chapitre peuvent toutes êtres généra-
lisés au cas des Z-polyèdres. Cependant, comme dans le chapitre suivant, nous devrons nous restreindre
aux dépendances uniformes, nous considérons dès à présent que toutes les dépendances sont uniformes
et qu’ainsi d(D′) est un polyèdre.
Il est important de remarquer que nous n’avons pas d’Øquivalence pour la disjonction avec la valeur
tt, la conjonction avec la valeur ff et la nØgation. En effet, soit D : e ↓ tt une formule, si e = e ′∨e′′ alors
|=ρ D : e ↓ tt 6⇐⇒ |=ρ D : e
′ ↓ tt ou |= D : e′′ ↓ tt
 L’expression |=ρ D : e ↓ tt signie qu’en tout point z du domaine D e′[z] ou e′′[z] valent vrai.
C’est-à-dire que pour un point z du domaine e[z] peut valoir vrai, et pour un autre point z ′ ce sera
e[z′] qui vaudra vrai.
 L’expression |=ρ D : e′ ↓ tt∨ |=ρ D : e′′ ↓ tt signie que soit sur tout le domaine D, l’expression
e′ vaut vrai, soit sur tout le domaine D, l’expression e′′ vaut vrai.
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Nous ne pouvons montrer qu’une implication, pour l’autre nous ne pouvons pas distribuer la quantica-
tion universelle dans le « ou ».
|=ρ D : e
′ ∨ e′′ ↓ tt ⇐⇒ D ⊂ dom(E(e′ ∨ e′′)(ρ))
∧ ∀z ∈ D, val(E(e′ ∨ e′′)(ρ))[z] = tt
⇐⇒ D ⊂ dom(E(e′ ∨ e′′)(ρ))
∧ ∀z ∈ D, val(E(e′)(ρ))[z] = tt ∨ val(E(e′′)(ρ))[z] = tt
6=⇒ D ⊂ dom(E(e′ ∨ e′′)(ρ))
∧ ∀z ∈ D, val(E(e′)(ρ))[z] = tt
∨ ∀z ∈ D, val(E(e′′)(ρ))[z] = tt
Définition 4.4 (Implication) Soient S un systŁme, Γ un ensemble de formules et ϕ une formule sur ce
systŁme, on dit que Γ implique ϕ (ϕ est une consØquence logique de Γ) ce qu’on note Γ |= ϕ si pour
tout environnement sØmantiquement correct ρ tel que toutes les formules de Γ sont valides, ϕ est valide
pour ρ.
Définition 4.5 (Contexte) Soient S un systŁme et Γ |= ϕ une implication sur ce systŁme, on appelle
contexte l’ensemble des formules polyØdriques Γ situØ à gauche du symbole |=.
2 Preuve dans le modèle polyédrique
Nous avons dans la section prØcØdente prØsentØ la sØmantique des formules polyØdriques. Puisqu’il
n’est pas possible de prouver qu’une formule est valide en s’appuyant simplement sur la sØmantique,
nous devons donner une autre caractØrisation de la validitØ sØmantique d’une formule. Nous allons main-
tenant introduire la notion de preuve en utilisant les propriØtØs du modŁle polyØdrique. Dans cette section
nous prØsenterons les rŁgles de preuve les plus simples, et nous introduirons la notion de rŁgle sßre.
L’existence d’une preuve pour la formule D : e ↓ v dans le systŁme S sous le contexte Γ (Γ
reprØsente donc un ensemble de formules) sera notØe
Γ;S ` D : e ↓ v
S’il existe une preuve pour une formule dans le systŁme S, alors la formule est valide :
Γ;S ` D : e ↓ v =⇒ Γ |= D : e ↓ v
Comme le but de ce chapitre est avant tout de prØsenter les diffØrentes techniques utilisØes dans les rŁgles
de preuve, nous ne tirerons pas parti du contexte. Nous supposons donc que ce contexte est inexistant et
l’existence d’une preuve pour la formule D : e ↓ v dans le systŁme S sera donc notØe pour l’instant :
S ` D : e ↓ v
Nous dØnirons par la suite ce que l’existence d’une preuve signie. Comme nous supposons que le
contexte est vide, les rŁgles que nous prØsentons ne sont pas sufsantes : nous ne prØsenterons que les
rŁgles d’introduction des opØrateurs à droite du sØquent. Nous verrons dans le chapitre 9 que des rŁgles
similaires peuvent Œtre utilisØes sur les formules du contexte.
Définition 4.6 (règles de preuve) Soient e1, e2, e des expressions polyØdriques, soit v une valeur ap-
partenant à {tt, ff }, soit D un domaine et soit X une variable dØnie par l’Øquation suivante :
X =

D1 : e1
.
.
.
Dn : en
Les rŁgles de preuve sont les suivantes :
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 Axiomes :
S ` D : True ↓ tt
AX1
S ` ∅ : e ↓ v
AX2
S ` D : False ↓ ff AX3
 RŁgles de dØcomposition des opØrandes :
S ` D : e1 ↓ tt, S ` D : e2 ↓ tt
S ` D : e1 ∧ e2 ↓ tt
ET
S ` D : e1 ↓ ff , S ` D : e2 ↓ ff
S ` D : e1 ∨ e2 ↓ ff
OU
 RŁgle de la nØgation :
S ` D : e ↓ ff
S ` D : ¬e ↓ tt
NEG1
S ` D : e ↓ tt
S ` D : ¬e ↓ ff NEG2
 RŁgle de la dØpendance :
S ` d(D) : e : v
S ` D : e.d ↓ v
DEP
 RŁgle de l’Øquation :
S ` D :

D1 : e1
.
.
.
Dn : en
↓ v
S ` D : X ↓ v
EQ.
 RŁgle de sØparation des branches :
S ` D ∩ D1 : e1 ↓ v, . . . , S ` D ∩ Dn : en ↓ v
S `

D1 : e1
.
.
.
Dn : en
↓ v
SEP.
Certaines de ces rŁgles sont dØnies pour des formules contenant une expression quelconque, d’autres
pour des formules dont l’expression est une variable, nous avons une rŁgle concernant le passage d’une
variable à son expression, mais nous n’avons pas de rŁgle pour passer d’une expression à une variable.
Dans la section suivante, nous allons dØnir une rŁgle de recherche d’auto-dØpendance. Pour pouvoir
appliquer cette rŁgle, nous aurons tout d’abord besoin d’une rŁgle permettant de passer d’une expression
polyØdrique à une variable. Cette rŁgle est appelØe rŁgle de la nouvelle variable :
S′ ` D : X ′ ↓ v
S ` D : e ↓ v
NOUV
oø X ′ est une variable fraîche dØnie par l’expression e sur le domaine de e, et oø le systŁme S ′ est le
systŁme S auquel a ØtØ ajoutØe la variable X ′ et l’Øquation dØnissant cette variable.
Remarque 4.7 (Axiome AX2) L’axiome AX2 pose problŁme dans la librairie polyØdrique. En effet,
un domaine est vide dans la librairie polyØdrique s’il est vide au sens rationnel. Or, nous travaillons
sur des polyŁdres à points entiers. Ainsi, nous souhaitons pouvoir tester si un polyŁdre est vide au
sens entier et dans ce cas il n’est pas obligatoirement vide au sens rationnel : il suft par exemple
d’Øtudier le domaine suivant {t | 1 ≤ 10t ≤ 9} est vide au sens entier mais non vide au sens rationnel.
L’implØmentation de cette rŁgle ne tient pas compte de cette difcultØ et nous ne testons les domaines
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vides qu’au sens rationnels. En pratique cette approximation ne nous a pas pour le moment posØ de
problŁme. Il sera cependant nØcessaire de le prendre en compte. Pour cela nous pourrons utiliser des
outils comme Omega [53], PIP [35],ou les polynômes d’Ehrhardt [98] qui permettent de compter le
nombre de points d’un polyŁdre.
La notion de rŁgle ne nous intØresse que si elle est sßre.
Définition 4.8 (Règle sûre) Soit
S1 ` D1 : e1 ↓ v1 . . . Sn ` Dn : en ↓ vn
S ` D : e ↓ v
une rŁgle oø les systŁmes S1,. . ., Sn sont des sursystŁmes de S (cf. page 44). Cette rŁgle est sßre si et
seulement si nous avons une consØquence logique entre les prØmisses et la conclusion de la rŁgle pour
le systŁme S ′. C’est-à-dire :
{D1 : e1 ↓ v1 ∧ · · · ∧ Dn : en ↓ vn} |= D : e ↓ v
On dira qu’une rŁgle est inversible si la rŁgle est sßre et que les prØmisses sont une consØquence
logique de la conclusion.
Théorème 4.9 Les rŁgles de preuves prØsentØes dans la dØnition 4.6 sont sßres.
Démonstration : Nous n’allons démontrer la sûreté que pour une des règles :
S ` D : e1 ↓ ff , S ` D : e2 ↓ ff
S ` D : e1 ∨ e2 ↓ ff
OU
Nous devons montrer que :
∀ρ ∝ S, |=ρ D : e1 ↓ ff∧ |=ρ D : e2 ↓ ff =⇒ |=ρ D : (e1 ∨ e2) ↓ ff
Il suffit d’appliquer la proposition 4.3 pour la disjonction et nous obtenons l’équivalence suivante :
∀ρ ∝ S, |=ρ D : e1 ↓ ff∧ |=ρ D : e2 ↓ ff ⇐⇒ |=ρ D : (¬e1) ∧ (¬e2) ↓ ff
Pour chaque règle nous pouvons montrer l’équivalence, elles sont donc inversibles.
Ces rŁgles ne sont pas sufsantes pour effectuer des preuves. Nous n’avons par exemple pas de rŁgle
pour la formule suivante :
D : e1 ∨ e2 ↓ ff
Nous allons dØvelopper dans les sections suivantes d’autres types de rŁgles qui pourront s’appliquer sur
la formule prØcØdente.
3 Substitution par constante
Dans cette section, nous allons prØsenter la rŁgle de substitution par constante. L’idØe est, comme
nous l’avons vu dans le chapitre prØcØdent, de « rØØcrire » l’expression d’une variable X en une expres-
sion plus simple qui dØnira une variable Xsubs. Cette expression ne contiendra plus d’occurrence de X
dans certaines de ses branches. Notre nouvelle rŁgle sera la suivante :
S′ ` D : Xsubs ↓ v
S ` D : X ↓ v
SUBS
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oø S′ est le sursystŁme de S contenant la variable Xsubs. Nous avons esquissØ dans le chapitre 3 com-
ment obtenir l’expression de Xsubs. Dans la section 3.1, nous dØnirons formellement la variable Xsubs.
Dans la section 3.2, nous prouverons que la rŁgle de substitution par constante est sßre. Enn, nous
verrons une rŁgle de simplication qui permettra de simplier les rØsultats obtenus grâce à la rŁgle de
substitution par constante.
3.1 Définitions de Xsubs par substitution.
Avant de donner l’Øquation dØnissant Xsubs, nous introduisons diffØrentes notions. Soit X une
variable polyØdrique dØnie sur le domaine DX . Soit D un sous domaine de DX .
Dans l’exemple du chapitre 3, nous avons vu que les instances de X n’Øtaient pas toutes substituØes.
La premiŁre dØnition que nous donnons permet de dØnir l’ensemble des points pour lesquels les ins-
tances ne seront pas substituØes par la constante. Cet ensemble est appelØ ensemble des points externes.
Les instances dØnies sur ces points externes :
 soit ne dØpendent pas d’instances de X ,
 soit dØpendent d’instances de X dØnies sur des points extØrieurs au domaine D.
Définition 4.10 (Points externes) On dØnit l’ensemble des points externes deX pour le domaineD ′ ⊂
DX et la dØpendance d par rapport au domaine D, que l’on note XPX,d,D′,D, comme Øtant l’ensemble
des points z de D′ tels que les instances de variables dont X[z] dØpend sont soit des instances de
variables diffØrentes de X , soit des instances de X qui ne dØpendent pas de X au point d(z), soit des
instances de X au point d(z) qui ne sont pas dans D :
XPX,d,D′,D = {z ∈ D
′ ∩ D | ∀Y,∀z′, X[z]→ Y [z′] =⇒ Y 6= X
∨ (Y = X ∧ z′ 6= d(z))
∨ (Y = X ∧ z′ = d(z) ∧ z′ /∈ D)}
On omettra D′, si D′ = DX , et nous le noterons alors XPX,d,D.
Exemple 4.11 En reprenant l’exemple du chapitre prØcØdent, nous dØnissons XPX,d1,D1,D
et XPX,d2,D2,D de la maniŁre suivante :
XPX,d1,D1,D = (D1 \ d
−1
1 (D)) ∩ D
XPX,d2,D2,D = (D2 \ d
−1
2 (D)) ∩ D
Nous reprØsentons en gris foncØ sur la gure 4.1, les points de XPX,d1,D1,D.
t
i
XPd1,D1,D
FIG. 4.1  Domaine XPX,d1,D1,D pour l’exemple prØsentØ dans le chapitre 3
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Substitution par constante. Dans ce paragraphe, nous allons voir comment obtenir la variable Xsubs :
il suft en fait de substituer les instances n’appartenant pas aux points externes par la constante de
la formule ØtudiØe. Cette variable sera dØnie dans le systŁme S ′. Nous dØnissons tout d’abord une
notation pour reprØsenter la substitution d’une expression par une autre :
Notation 4.12 (Substitution) Soient e, h, g trois expressions polyØdriques telles que h soit une sous
expression de e, et g soit dØnie sur un domaine de mŒme dimension que h. Nous notons e[g/h] la
substitution de l’expression h par l’expression g dans l’expression e.
Nous noterons abusivement e[v/h] la substitution de l’expression h :
 par la constante polyØdrique True si v reprØsente la valeur boolØenne tt,
 ou par la constante polyØdrique False si v reprØsente la valeur boolØenne ff .
La variable v reprØsente une valeur sØmantique, ce n’est pas une expression syntaxique.
Lemme 4.13 (Substitution par constante) Soit ρ un environnement sØmantiquement correct et e une
expression boolØenne qui dØpend de X.d. Alors, si ρ valide X.d pour la valeur v sur un domaine D, les
expressions e et e[v/X.d] sont sØmantiquement Øquivalentes (cf. page 44) pour l’environnement ρ sur le
domaine D.
Démonstration : La démonstration est immédiate par récurrence sur la profondeur des expressions ;
il suffit de remarquer que val(E(X.d)ρ) = v.
Définition de Xsubs. Soit e l’expression polyØdrique dØnissant la variable X , soit e′ l’expression
e[v/X.d], soit D′ le domaine de l’expression e. On dØnit une nouvelle variable Xsubs par l’Øquation
suivante :
Xsubs =
{
DX \ (D
′ ∩ d−1(D) ∩ D) : X
D′ ∩ d−1(D) ∩ D : e′
(4.1)
Exemple 4.14 Reprenons l’exemple prØsentØ dans le chapitre introductif 3, l’expression e
est dØnie par X.d1 ∧ (Y.δ1 ∨Y.δ2), la dØpendance d correspond à d1 et e′ est donc dØnie
par Y.δ1 ∨ Y.δ2. On obtient ainsi la dØnition suivante pour Xsubs :
Xsubs =

D1 \ d
−1
1 (D) : X.d1 ∧ (Y.δ1 ∨ Y.δ2)
d−11 (D) ∩ D1 : Y.δ1 ∨ Y.δ2
D2 : X.d2
D3 : True
3.2 Sûreté
Nous allons montrer que la rŁgle de substitution est sßre, c’est-à-dire que nous devons prouver que :
{D : Xsubs ↓ v} |= D : X ↓ v
Nous devons donc prouver l’implication
∀ρ ∝ S′, |=ρ D : Xsubs ↓ v =⇒ |=ρ D : X ↓ v (4.2)
En fait, nous prouverons l’Øquivalence, ainsi la rŁgle de substitution sera inversible.
Proposition 4.15 Soit ρ un environnement sØmantiquement correct, alors
|=ρ D : Xsubs ↓ v ⇐⇒ |=ρ D : X ↓ v
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Démonstration : La démonstration est faite par récurrence forte1 sur l’indice temporel tz de z, où z
est dans D. Nous rappelons que les domaines sont ordonnancés, et qu’ainsi l’un des indices représente le
temps. Soit t0 une valeur fixée de l’indice temporel tz . Le domaine Dt0 (cf. figure 4.2) est une restriction
du domaine D aux points dont la valeur de l’indice temporel est inférieure à t0 :
Dt0 = {z|tz ≤ t0 ∧ z ∈ D}
Remarquons tout d’abord que la suite (Dt)t∈N de domaines est une suite croissante qui converge vers
t0 + 1t0 t
i
Dt0
FIG. 4.2  Domaine Dt0
D. Notre hypothèse de récurrence est la suivante :
|=ρ Dt0 : Xsubs ↓ v ⇐⇒ |=ρ Dt0 : X ↓ v
– Pour t0 = min{tz | z ∈ D}, le domaine Dt0 est un sous-ensemble de XPX,d,D′,D. En effet pour
tout point z appartenant à Dt0 , d(z) n’est pas dans D car le système est ordonnancé et donc td(z)
est inférieur à t0. Par définition de Xsubs, nous savons que sur le domaine XPX,d,D′,D, la variable
Xsubs est définie par la variable X . L’équivalence est triviale.
– Nous supposons que notre hypothèse de récurrence est vraie pour toute valeur t inférieure ou égale
à t0, nous devons montrer l’équivalence suivante :
|=ρ Dt0+1 : Xsubs ↓ v ⇐⇒ |=ρ Dt0+1 : X ↓ v
Les domainesDt0 etDt0+1 sont représentés sur la figure 4.3. Soit z0 un point deDt0+1\Dt0 , alors,
t0 t0 + 1 t
i
Dt0+1 Dt0
FIG. 4.3  Domaines Dt0 et Dt0+1
z0 est soit un point de (Dt0+1 \Dt0)∩XPX,d,D′,D, soit un point de Dt0+1 \ (Dt0 ∪XPX,d,D′,D) :
1Soient x0, . . . , xn, . . . un ensemble de propriétés. Dans un raisonnement par récurrence forte, si on sait que pour un n
quelconque, si toutes les propriétés x0, . . . , xn sont vraies alors xn+1 est vraie, alors on aura montré que toutes les propriétés
xn sont vraies.
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– Si z0 est un point de (Dt0+1 \ Dt0) ∩ XPX,d,D′,D, par définition de Xsubs sur ce domaine, on
a Xsubs ∼= X .
– Si z0 est un point de Dt0+1 \ (Dt0 ∪XPX,d,D′,D), alors sur ce domaine, nous savons que X[z0]
est définie par l’équation suivante :
X[z0] = g(. . . , X[d(z0)], . . . )
Comme nous travaillons sur un système ordonnancé, le point d(z0) est dans Dt0 .
– Nous commençons par montrer l’implication
|=ρ Dt0+1 : Xsubs ↓ v =⇒ |=ρ Dt0+1 : X ↓ v
Supposons que Xsubs soit valide sur le domaine Dt0+1 pour l’environnement ρ, alors, nous
avons en particulier que Xsubs est valide sur Dt0 :
|=ρ Dt0+1 : Xsubs ↓ v =⇒ |=ρ Dt0 : Xsubs ↓ v
En appliquant notre hypothèse de récurrence, nous savons que :
|=ρ Dt0 : X ↓ v
On peut en particulier l’appliquer au point d(z0). Ainsi, nous montrons que :
|=ρ Dt0+1 \ (Dt0 ∪ XPX,d,D′,D) : X.d ↓ v
Or, d’après le lemme 4.13, les expressions g et g[v/X.d] sont sémantiquement équivalentes
sur le domaine Dt0+1\(Dt0∪XPX,d,D′,D). Par définition deXsubs et commeDt0+1\(Dt0 ∪
XPX,d,D′,D) ⊂ D
′ ∩ d−1(D), on obtient :
|=ρ Dt0+1 : Xsubs ↓ v =⇒ |=ρ Dt0+1 : X ↓ v
– L’implication
|=ρ Dt0+1 : X ↓ v =⇒ |=ρ Dt0+1 : Xsubs ↓ v
se prouve de manière similaire
Dans la proposition prØcØdente seule une occurrence de X a ØtØ substituØe, nous pouvons Øtendre
l’Øquivalence à toutes les occurrences de X .
Corollaire 4.16 Soit ρ un environnement sØmantiquement correct, soit X une variable, et v une valeur.
Soient d1, . . . , dn les auto-dØpendances (cf. page 30) de X , on note Xsubs la variable obtenue à partir
de X en transformant rØcursivement l’Øquation (4.1) pour toutes les dØpendances d1, . . . dn. Alors, on a
|=ρ D : Xsubs ↓ v ⇐⇒|=ρ D : X ↓ v
Ce dernier corollaire nous permet de conclure que la rŁgle de substitution par constante est sßre et
comme nous avons montrØ l’Øquivalence qu’elle est inversible.
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3.3 Simplification propositionnelle
AprŁs la substitution par constante, nous obtenons des expressions boolØennes contenant des constantes.
Ces formules sont simpliØes en adaptant les rŁgles de simplication classique de logique au modŁle po-
lyØdrique. Soit e une expression polyØdrique, nous appliquons rØcursivement sur la structure syntaxique
de e les transformations suivantes :
e ∧ True ; e True ∧ e ; e
e ∧ False ; False False ∧ e ; False
e ∨ True ; True True ∨ e ; True
e ∨ False ; e False ∨ e ; e
jusqu‘à ce qu’il n’y ait plus de constantes dans l’expression ou que l’expression soit une constante. Soit
X une variable polyØdrique, on note Xsimp la variable dØnie par l’expression de X sur laquelle les
rŁgles de simplication ont ØtØ appliquØes. La rŁgle de preuve de simplication se dØnit par
S′ ` D : Xsimp ↓ v
S ` D : X ↓ v
SIMP
Cette rŁgle de preuve est sßre. Il suft d’appliquer les rŁgles de dØnition de la dØnition de la sØman-
tique. Cette rŁgle est mŒme inversible : nous pouvons montrer l’Øquivalence ∀ρ ∝, |=ρ D : Xsimp ↓
v ⇐⇒ |=ρ D : X ↓ v .
4 Recherche d’auto-dépendances
Dans cette section, nous allons prØsenter notre deuxiŁme technique de preuve. Nous avons jusqu’à
prØsent vu comment substituer une variable par sa valeur. Cependant dans certains cas cette mØthode
ne fonctionne pas car la variable n’est pas dØnie rØcursivement. L’idØe est donc de rØØcrire rØcursive-
ment cette variable, c’est-à-dire de rechercher des auto-dØpendances. Nous allons effectuer ce travail en
deux Øtapes. Tout d’abord, à partir d’une expression m dØnissant une variable M , nous recherchons
dans toutes les expressions des autres variables s’il existe une dØpendance d tel que m.d est une sous-
expression. L’expression m est appelØe motif. Si m.d est une sous-expression, nous la substituons par
l’expression M.d. Nous appliquerons ensuite ce rØsultat à la recherche d’auto-dØpendances.
Exemple 4.17 Prenons par exemple les deux variables M et W suivantes :
M = X.(t, i→ t− 1, i− 1) ∨ Y.(t, i→ t− 1, i)
W = X.(t, i→ t− 1, i − 2) ∨ Y.(t, i→ t− 1, i− 1) ∨W.(t, i→ t− 1, i+ 3)
oø X et Y sont deux variables polyØdriques.
Le motif m correspond à l’expression X.(t, i → t − 1, i − 1) ∨ Y.(t, i → t − 1, i). Nous
recherchons une dØpendance d telle que m.d est une sous-expression de l’expression dØ-
nissant W . Prenons la dØpendance (t, i → t, i − 1), l’expression m.d vaut X.(t, i →
t − 1, i − 1) ◦ (t, i → t, i − 1) ∨ Y.(t, i → t − 1, i) ◦ (t, i → t, i − 1), c’est-à-dire,
X.(t, i → t− 1, i − 2) ∨ Y.(t, i→ t− 1, i− 1). Ainsi m.d est une sous-expression de W ,
et nous la substituons par M.d. La variable W est donc maintenant dØnie par :
W = M.(t, i→ t, i− 1) ∨W.(t, i→ t− 1, i+ 3)
Nous dØnirons tout d’abord dans la section 4.1 la notion de motif et comment rechercher un mo-
tif. Nous verrons que substituer, dans une expression, un motif par la variable le dØnissant prØserve
la sØmantique. Dans la section 4.2, nous verrons comment rØsoudre des systŁmes d’Øquations sur les
dØpendances. Enn, dans la section 4.3, nous appliquerons la recherche de motif pour crØer une rŁgle de
preuve de recherche d’auto-dØpendance.
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4.1 Recherche de motifs
Soient ∨∧ un opØrateur boolØen (appartenant à {∨,∧}).
Définition 4.18 (valeur absorbante, valeur neutre)
 Nous appelons valeur absorbante pour l’opØrateur ∨∧, la valeur tt si ∨∧ est une disjonction, ou ff
si ∨∧ est une conjonction.
 Nous appelons valeur neutre pour l’opØrateur ∨∧, la valeur ff si ∨∧ est une disjonction, ou tt si ∨∧
est une conjonction.
Définition 4.19 (∨∧-expression, forme ∨∧-normale)
 Nous appelons ∨∧-expression, une expression e telle que ∨∧ se trouve à la racine de l’arbre syn-
taxique abstrait de e.
 Nous appelons forme ∨∧-normale,
 une forme normale disjonctive si ∨∧ est une disjonction,
 une forme normale conjonctive si ∨∧1 (resp. ∨∧2) est une conjonction.
Définition 4.20 (Motif) Un motif m est une expression polyØdrique dØnie par un unique type d’opØ-
ration boolØenne.
Ainsi, l’expression X.(t, i→ t− 1, i− 1)∨Y.(t, i→ t− 1, i) est un motif mais l’expression X.(t, i→
t− 1, i− 1) ∨ (Y.(t, i→ t− 1, i) ∧ Y.(t, i→ t, i− 1)) n’en est pas un.
Pour comprendre pourquoi nous demandons qu’un motif soit dØnit par un uninique type d’opØ-
ration, il faut tout d’abord savoir comment sont obtenus les motifs : ils peuvent Œtre obtenus de deux
maniŁres :
 soit ils correspondent à un invariant donnØ par l’utilisateur et dans ce cas ils sont associØs à une
valeur v
 soit ils sont obtenus au cours d’une preuve aprŁs une substitution par constante et aprŁs avoir
appliquØ les rŁgles de dØcomposition de `, ce sont des sous-buts de preuve sur lesquels aucune
rŁgle ne peut Œtre appliquØe. Ils sont là encore associØs à une valeur v.
Dans les deux cas, les motifs sont associØs à une valeur v. Cette association induit l’unicitØ du type
d’opØration d’un motif. Nous montrons que la valeur v est nØcessairement absorbante. Sinon, supposons
m =
n∨∧
1
i=1
mi. Si v est neutre, on peut alors appliquer une des rŁgles de dØcomposition des opØrandes
(rŁgles ET et OU), et on obtient les sous-buts suivants :
S ` m1 ↓ v, . . . ;S ` mn ↓ v
On peut appliquer les rŁgles de dØcomposition par rapport à `, nous obtenons donc n nouveaux sous-
buts, et chacun de ses sous-buts peut Œtre un motif.
Soit M une variable dØnie par l’Øquation suivante :
M =
lM∨∧
1
i=1
Xi.di
Soit v la valeur absorbante pour ∨∧1. Soit W une variable dØnie par l’Øquation suivante :
W =
lW∨∧
2
j=1
lj∨∧
1
i=1
X ′i.d
′
i
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Nous allons utiliser le motif m dØnissant la variable2 M pour rØØcrire l’expression dØnissant la va-
riable W .
L’idØe est de substituer chaque sous terme de W qui correspond au motif de M par une occurrence
de M instanciØe avec les dØpendances adØquates.
Soit,
 TW l’ensemble de toutes les ∨∧1-expressions de W ,
 τ un ØlØment de TW ,
 Var(τ) l’ensemble de toutes les paires (V, d) oø V est une variable et d une dØpendance, telles
que V.d apparaît dans la dØnition de τ ,
 Used(M ) l’ensemble de toutes les paires (V, d) oø V une variable et d une dØpendance telle que
V.d apparaît dans la dØnition de la variable M .
Exemple 4.21 Soient M et W dØnies de la maniŁre suivante :
M = X.d1 ∨ Y.d2
W = (X.δ1 ∨X.δ2 ∨ Y.δ3) ∧ (X.δ4 ∨W.δ5)
Le motif m est dØni par X.d1 ∨ Y.d2 et la valeur v associØe est tt. Cette valeur est absor-
bante pour ∨. Le but est de faire apparaître une dØpendance entre W et M .
On a donc
Used(M ) = {(X, d1), (Y, d2)}
TW = {(X.δ1 ∨X.δ2 ∨ Y.δ3), (X.δ4 ∨W.δ5)}
Prenons par exemple τ = X.δ1 ∨X.δ2 ∨ Y.δ3, alors on a :
Var(τ) = {(X, δ1), (X, δ2), (Y, δ3)}
Nous cherchons une dØpendance d telle que M.d correspond à une sous expression de τ . Si une telle
dØpendance existe, alors chaque variable apparaissant dans M apparaît aussi dans τ . Ainsi, il doit exister
une injection ϕ entre Used(M ) et Var(τ) qui associe chaque paire de Used(M ) à une autre paire de
Var(τ) de telle sorte que les premiers ØlØments des deux paires sont Øgaux.
ϕ : Used(M ) → Var(τ),
(V, d) 7→ (V, d′)
Si ϕ n’existe pas alors M n’est pas un motif pour τ .
Exemple 4.22 Suite de l’exemple 4.21. Nous avons ici deux injections possibles :
ϕ1 : (X, d1) 7→ (X, δ1) ϕ2 : (X, d1) 7→ (X, δ2)
(Y, d2) 7→ (Y, δ3) (Y, d2) 7→ (Y, δ3)
Nous supposons donc que ϕ est bien dØnie et que c’est une injection. Par extension, nous notons
ϕ, l’application associant d à d′ quand ϕ(V, d) = (V, d′). D’aprŁs la dØnition de M , nous savons que
pour toute dØpendance dM , l’expression M est dØnie par :
M.dM =
lM∨∧
1
i=1
X ′i.d
′
i ◦ dM
Ainsi, si (V, d) est une paire de Used(M ), alors (V, d ◦ dM ) est une paire de Used(M .dM ). Comme
nous souhaitons trouver une dØpendance d′′ telle que M.d′′ est une sous-expression de τ , il faut trouver
2Nous rappelons que M n’est pas un motif, mais une variable, en revanche l’expression définissant M est un motif. On
note cette expression m.
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une dØpendance d′′ telle que pour toute paire (V, d) de Used(M ), d ◦ d′′ = ϕ(d) = d′. Notons S(ϕ),
l’ensemble de toutes les dØpendances telles que M s’associe à τ . Nous devons rØsoudre le systŁme
suivant :
S(ϕ) = ∩(V,d)∈Used(X ){d
′′ | d ◦ d′′ = ϕ(d)} (4.3)
Exemple 4.23 Suite de l’exemple 4.21.
S(ϕ1) = {d
′′ | d1 ◦ d
′′ = δ1} ∩ {d
′′ | d2 ◦ d
′′ = δ3}
S(ϕ2) = {d
′′ | d1 ◦ d
′′ = δ2} ∩ {d
′′ | d2 ◦ d
′′ = δ3}
Ainsi, si d′ est une dØpendance de S(ϕ1) ∪ S(ϕ2), la variable W peut se rØØcrit de la
maniŁre suivante :
W = M.d′ ∧ (X.δ4 ∨W.δ5) (4.4)
Cette rØØcriture pose cependant problŁme. Supposons que nous ayons en plus du motif m,
un motif m′ = X.δ′1 ∧ X.δ′2 dØnissant une variable M ′. Si nous avions commencØ par
rechercher le motif m′ dans la variable W , nous aurions pu (sous certaines conditions sur
les dØpendances) substituer l’expression X.δ1∧X.δ2 par la variable M ′. Cette substitution
n’est plus possible si nous avons introduit la variable M . Ainsi pour permettre la substi-
tution par M et par M ′ et ainsi permettre de substituer tous les motifs, nous prØfØrons
rØØcrire W de la maniŁre suivante :
W = (X.δ1 ∧X.δ2 ∧ Y.δ3 ∧M.d
′) ∧ (X.δ4 ∨W.δ5)) (4.5)
Les expressions (X.δ1 ∧X.δ2 ∧ Y.δ3 ∧M.d′) ∧ (X.δ4 ∨W.δ5)) et M.d′ ∧ (X.δ4 ∨W.δ5)
sont bien sßr Øquivalentes.
En supposant maintenant que D : M ↓ v est une formule valide, et en appliquant la
substitution sur W , on obtient alors :
W = DW \ d
′−1(D) : (X.δ1 ∧X.δ2 ∧ Y.δ3 ∧M.d
′) ∧ (X.δ4 ∨W.δ5)
d′−1(D) : X.δ4 ∨W.δ5
Pour trouver toutes les dØpendances qui s’associent à τ , nous faisons l’union de S(ϕ) pour toutes les
injections possibles. Remarquons que toutes les dØpendances de S(ϕ) ont la mŒme dimension. Puisque
(V, d) est dans Used(M ), l’expression V.d a la mŒme dimension que M . Par consØquent, toutes les
matrices reprØsentant les dØpendances de Used(M ) ont le mŒme nombre de colonnes. Nous pouvons
conclure que tout les ØlØments de l’ensemble (4.3) ont le mŒme nombre de lignes. De maniŁre similaire
comme toutes les matrices reprØsentant ϕ(d) partagent le mŒme nombre de lignes, chaque ØlØment de
l’ensemble (4.3) partage le mŒme nombre de colonnes.
Notons WM la variable W rØØcrite avec la variable M dØnie par le motif m. Nous allons montrer
que W et WM sont sØmantiquement Øquivalentes (cf. page 44). Pour cela nous devons d’abord prouver
que substituer une variable par sa dØnition prØserve la sØmantique.
Proposition 4.24 Soit S un systŁme, soient X et Y deux variables de ce systŁme telles que X→Y :
X = f
Y = e
oø f et e sont deux expressions polyØdriques, on a alors l’Øquivalence sØmantique suivante :
f ∼=DX f [e/Y ]
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Démonstration : La démonstration est donnée en annexe A.
Nous pouvons maintenant en dØduire l’Øquivalence sØmantique entre W etWM pour tout environne-
ment sØmantiquement correct. En effet, si nous notons fM l’expression dØnissant WM et f l’expression
dØnissant W , fM [m/M ] est la mŒme expression que f , elles sont donc sØmantiquement Øquivalentes,
et comme fM est sØmantiquement Øquivalent à f d’aprŁs la proposition prØcØdente, on en conclut que
W ∼= WM .
4.2 Résoudre un système de dépendances
RØsoudre une Øquation d ◦ d′′ = ϕ(d) ◦ d dans l’ensemble (4.3) revient à calculer une matrice X
telle que AX = B, oø A et B sont des matrices connues. Comme nous manipulons des matrices à
coefcients entiers, X est solution d’une Øquation diophantienne [91]. La librairie polyØdrique offre un
algorithme permettant de rØsoudre de tels systŁmes. Cet algorithme s’appuie sur les formes normales
hermitiennes. Le calcul de l’intersection de l’ensemble des solutions de tels systŁmes est prØsentØ dans
l’annexe C.
4.3 Application à la recherche d’auto-dépendance
Rappelons que la mØthode de substitution par constante peut Œtre appliquØe sur une variable W
seulement siW dØpend d’elle mŒme. Nous allons utiliser la recherche de motif pour dØnir une nouvelle
rŁgle : l’idØe est de rØØcrire W de sorte que W dØpende d’elle mŒme. Soit W une variable dØnie par
l’Øquation suivante :
W = ∨∧1
i
Xi.di
L’expression ∨∧1iXi.di sera le motif m. Nous remplaçons dans W toutes les variables apparaissant dans
la partie droite par leur dØnition, et nous rØØcrivons l’Øquation sous forme ∨∧2-normale. Puis, nous
cherchons le motif m dans cette Øquation. Ainsi, nous rØØcrivons W sous forme rØcursive.
Pour illustrer cette recherche d’auto-dØpendance, nous reprenons l’exemple de l’introduction.
Exemple 4.25 Rappelons qu’il fallait prouver que :
S ` (d−11 (D) ∩ D1) ∩ D : Y.δ1 ∨ Y.δ2 ↓ tt
Nous avions introduit une variable W dØnie par Y.δ1 ∨ Y.δ2. Supposons maintenant que
Y soit dØnie par l’Øquation suivante (cf. gure 4.4) :
Y = Y.δ3 ∨ Y.δ4
Nous substituons Y par sa dØnition dans W , et nous obtenons l’Øquation (cf. gure 4.5) :
W = Y.δ3 ◦ δ1 ∨ Y.δ4 ◦ δ1 ∨ Y.δ3 ◦ δ2 ∨ Y.δ4 ◦ δ2
Nous appliquons alors surW la recherche d’auto-dØpendance avec le motif Y.δ1∨Y.δ2. Il y
a six injections possibles, nous n’en considØrerons ici que deux (les ensembles de solutions
engendrØs par les quatre autres Øtant vides).
ϕ1 : (Y, δ1) 7→ (Y, δ3 ◦ δ1) ϕ2 : (Y, δ1) 7→ (Y, δ4 ◦ δ1)
(Y, δ2) 7→ (Y, δ3 ◦ δ2) (Y, δ2) 7→ (Y, δ4 ◦ δ2)
Nous avons donc deux systŁmes à rØsoudre :{
δ3 ◦ δ1 = δ1 ◦ d
′
δ3 ◦ δ2 = δ2 ◦ d
′
{
δ4 ◦ δ1 = δ1 ◦ d
′′
δ4 ◦ δ2 = δ2 ◦ d
′′
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δ3
δ4
δ4
Y W
δ2
δ1
δ3
FIG. 4.4  Variables W et Y et leurs dØpendances.
δ3
δ3
δ4
δ2
δ1
δ4
WY
FIG. 4.5  Variables W et Y et leurs dØpendances.
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Pour rØsoudre ces systŁmes, comme nous considØrons des dØpendances uniformes, il suft
d’inverser la matrice, dans un cadre plus gØnØral, il faudrait appliquer la mØthode de l’an-
nexe C. Dans ce dernier cas, nous trouvons pour le premier systŁme d′ = δ3, et pour le
second d′′ = δ4. Ainsi, on a (cf. gure 4.6) :
W = DW : W.δ3 ∨W.δ4
WY
δ3
δ4
δ1
δ2
δ2
δ1
FIG. 4.6  Nouvelle dØnition de W
Le problŁme est donc maintenant transformØ en la recherche d’une preuve de :
S `(d−1
1
(D)∩D1)∩D
W.δ3 ∨W.δ4 ↓ tt
Sur ce problŁme, nous pouvons maintenant appliquer la substitution par constante. Sur un
certain sous domaine de (d−11 (D) ∩ D1) ∩ D, W sera dØnie par True, les autres sous
domaines correspondront à des variables d’entrØe.
Nous pouvons maintenant dØnir la nouvelle rŁgle de preuve correspondant à la recherche d’auto-
dØpendance.
Sûreté Notons Wrec la variable W rØØcrite avec des auto-dØpendances, notre nouvelle rŁgle est donc :
S′ ` D : Wrec ↓ v
S ` D : W ↓ v
AUTO-DEP
oø S′ est un sursystŁme de S contenant la variable Wrec.
Nous allons maintenant nous intØresser à la sßretØ et à l’inversibilitØ de cette rŁgle.
Proposition 4.26 Cette rŁgle de recherche d’auto-dØpendance est sßre et inversible.
Démonstration : Il faut donc montrer que
|=ρ D : Wrec ↓ v =⇒ |=ρ D : W ↓ v
par rapport au système S ′. Nous allons en fait montrer l’équivalence. La première étape est de substituer
les occurrences de X par leur définition dans la variable W . Nous savons que cette étape préserve la
sémantique. Si l’on note W ′ la variable W ainsi réécrite, nous avons l’équivalence :
|=ρ D : W ↓ v ⇐⇒ |=ρ D : W
′ ↓ v
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Nous appliquons la recherche du motif défini par l’expression deW dansW ′ et nous obtenons la variable
Wrec. En appliquant la proposition 4.26, on obtient l’équivalence suivante
|= D : W ′ ↓ v ⇐⇒ |= D : Wrec ↓ v
et ainsi nous avons montré :
|=ρ D : Wrec ↓ v ⇐⇒ |=ρ D : W ↓ v
La règle de recherche d’auto-dépendance est donc sûre et inversible.
Maintenant que nous avons dØni toutes les rŁgles de notre systŁme de preuve et que nous avons
prouvØ que ces rŁgles Øtaient sßres, nous pouvons dØnir formellement la notion d’existence d’une
preuve.
Définition 4.27 (Existence d’une preuve) Une preuve de la formule D : e ↓ v existe si et seulement
s’il existe une sØquence nie de formules Øtendues par une valeur α1, . . . , αn telle que αn = D : e ↓ v
et chaque αi est soit un axiome soit peut Œtre dØduit à partir d’une formule prØcØdente en utilisant une
des rŁgles de preuve.
5 Conclusion
Dans ce chapitre, nous avons dØni plusieurs rŁgles de preuve basiques dans la section 2 et nous
avons montrØ que ces rŁgles Øtaient sßres. Dans la section 3, nous avons dØni la rŁgle de substitution
par constante et dans la section 4, nous avons dØni la rŁgle de recherche d’auto-dØpendance. Toutes nos
rŁgles sont sßres et mŒme inversibles. Nous avons donc actuellement les rŁgles de preuve suivantes :
 rŁgles de dØcomposition des opØrandes,
 rŁgle de la nØgation,
 rŁgle de la dØpendance,
 rŁgle de l’Øquation,
 rŁgle de la sØparation des branches,
 rŁgle de la substitution par constante,
 rŁgle de la simplication,
 rŁgle de recherche d’auto-dØpendance.
Nous allons voir dans les chapitres suivants comment construire des preuves à partir de ces rŁgles.
73
74
Chapitre 5
Itérations
Dans le chapitre 4, nous avons introduit deux rŁgles spØciques au modŁle polyØdrique : la substitu-
tion par constante et la recherche d’auto-dØpendance. La substitution par constante permet de substituer
une variable par une constante, elle s’appuie sur un principe de rØcurrence. Le but de la recherche
d’auto-dØpendance est de transformer l’expression d’une Øquation sur laquelle aucune rŁgle ne peut Œtre
appliquØe en une Øquation rØcurrente. Nous allons Øtudier ici comment allier ces deux rŁgles de preuve.
Soit W une variable polyØdrique pour laquelle nous voulons rechercher des auto-dØpendances, et
soit v une valeur boolØenne. Nous supposons que nous devons prouver :
` D : W ↓ v
Pour la variable W , deux cas peuvent se produire : soit elle est dØnie par une Øquation dont le
membre droit contient la variable W (une auto-dØpendance), soit elle dØpend seulement d’autres va-
riables.
 Dans le premier cas, nous appliquons la substitution par constante. La nouvelle expression dØ-
nissant W contient :
 soit des constantes
 soit des expressions polyØdriques dØpendant d’autres variables
 soit des expressions polyØdriques dØpendant toujours de W ; ces instances de W n’ont pas ØtØ
substituØes car elles n’Øtaient pas dans le domaine de validitØ D.
Pour chaque branche qui n’est pas dØnie par une constante, nous ajoutons une nouvelle variable
dØnie, sur le sous domaine de la branche considØrØe, par l’Øquation dont le membre droit est
dØni par l’expression correspondante. Ceci nous conduit donc au second cas.
 Dans le second cas, nous appliquons la recherche d’auto-dØpendance. Si nous trouvons une auto-
dØpendance, la variable W est alors dØnie rØcursivement et nous nous retrouvons dans le premier
cas. Sinon, nous devons recommencer une nouvelle recherche d’auto-dØpendance.
Nous rØpØtons alternativement les deux opØrations. Nous nous arrŒtons quand, aprŁs une substitution
par constante, soit nous trouvons v¯ dans une des branches (et dans ce cas, nous avons un contre-exemple)
soit dans toutes les branches, nous avons une variable d’entrØe ou une constante.
Le problŁme auquel nous allons nous intØresser dans cette section est le suivant :
Nous devons dØterminer dans quels cas l’itØration qui alterne substitution par constante et
recherche d’auto-dØpendance s’arrŒte.
Nous effectuerons la recherche d’auto-dØpendance seulement si l’itØration est nie.
Nous supposons que la variable W est une variable qui a ØtØ ajoutØe aprŁs une substitution par
constante. Cette variable n’est donc pas dØnie par une auto-dØpendance. Nous supposons que la seule
rŁgle de preuve qui puisse Œtre appliquØe à W est la rŁgle de recherche d’auto-dØpendance (dans les
autres cas nous utilisons les rŁgles qui peuvent Œtre appliquØes). Ainsi, la variable est dØnie par un
motif (cf. page 67).
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Dans les deux premiŁres sections de ce chapitre nous supposerons que la variable W n’est dØnie
que par des occurrences d’une seule variable :
W = DW :
∨∧
i
X.di
Nous supposerons aussi que la variable X n’est dØnie que par des auto-dØpendances. Nous nous res-
treindrons de plus au cas oø les dØpendances sont uniformes, c’est-à-dire des translations sur les indices.
Remarquons simplement que cette derniŁre restriction n’est pas une restriction trop forte car toute Øqua-
tion rØcurrente afne peut Œtre rØØcrite en une Øquation rØcurrente uniforme en introduisant de nouvelles
variables [67]. Nous Øvoquerons le cas des dØpendances non uniformes dans la conclusion de ce chapitre.
Dans, la section 1, nous supposerons que la variable X est dØnie par une unique expression, et nous
Øtudierons le problŁme de l’arrŒt selon les opØrateurs utilisØs dans cette dØnition. Dans la section 2,
nous Ølargirons nos hypothŁses sur X en supposant que X est dØnie par une expression à plusieurs
branches. Dans la section 3, nous verrons comment itØrer siW etX sont dØnies par plusieurs variables,
puis supposerons que W n’est dØnie que par la variable X , elle-mŒme dØnie par plusieurs variables.
Enn, nous conclurons.
1 Variable X définie par une unique branche
Nous nous restreignons donc au cas le plus simple : la variable X est dØnie par une expression
contenant simplement des occurrences de X et composØe d’une seule branche et d’un seul opØrateur.
X =
∨∧
2
i
X.d′i oø
∨∧
2
appartient à {∨,∧}
Nous supposons que tous les di sont distincts, puisque les cas d’ØgalitØ ont ØtØ supprimØs par la sim-
plication propositionnelle. Notre problŁme est donc de savoir s’il est possible d’itØrer alternativement
recherche d’auto-dØpendance et substitution par constante.
Le thØorŁme suivant permet de dØnir les cas d’itØrations nies et innies.
Théorème 5.1 Soient W et X deux variables polyØdriques. Supposons que nous voulions Øtablir une
preuve ` DW : W ↓ v oø v est la valeur absorbante de ∨∧1 et DW le domaine de W . Alors, si W et X
sont dØnies par les Øquations suivantes :
W = DW :
∨∧
1
i
X.di
X = DX :
∨∧
2
i
X.d′i
Nous obtenons les rØsultats suivants :
 si ∨∧1 = ∨∧2, l’itØration alternant la gØnØration d’auto-dØpendances et la substitution par constante
est nie,
 si ∨∧1 6= ∨∧2, l’itØration alternant la gØnØration d’auto-dØpendances et la substitution par constante
est innie.
Dans la suite, nous supposerons que W est dØnie par une ∨∧1-expression de deux termes :
W = DX : X.d1 ∨∧2 X.d2
La gØnØralisation à n termes sera immØdiate.
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1.1 Opérateurs ∨∧1 et ∨∧2 égaux
Supposons que X soit dØnie par une ∨∧2-expression de deux termes.
X = X.δ1 ∨∧2 X.δ2
Nous substituons X par sa dØnition dans l’Øquation de W et aprŁs distribution des opØrateurs ∨∧2, nous
obtenons :
W = DW : X.δ1 ◦ d1 ∨∧2X.δ2 ◦ d1 ∨∧2X.δ1 ◦ d2 ∨∧2X.δ2 ◦ d2
La recherche d’auto-dØpendances passe par la rØsolution de douze systŁmes d’Øquations entre dØpen-
dances. Comme δ1 et δ2 ont un rôle symØtrique, ces systŁmes se regroupent en six types diffØrents. Nous
allons voir dans le lemme suivant quels sont les systŁmes ayant des solutions. Remarquons d’abord que
nous travaillons sur des dØpendances uniformes, la loi de composition de deux dØpendances, correspond
simplement à une addition : les dØpendances sont simplement des translations.
Lemme 5.2 Soient δ, δ′, d1, d2 des dØpendances uniformes toutes distinctes. On considŁre les systŁmes
d’Øquations suivants d’inconnue f :
{
δ ◦ d1 = d1 ◦ f
δ ◦ d2 = d2 ◦ f
(5.1){
δ ◦ d1 = d1 ◦ f
δ′ ◦ d2 = d2 ◦ f
(5.2){
δ ◦ d2 = d1 ◦ f
δ ◦ d1 = d2 ◦ f
(5.3)
{
δ ◦ d2 = d1 ◦ f
δ′ ◦ d1 = d2 ◦ f
(5.4){
δ ◦ d1 = d1 ◦ f
δ′ ◦ d1 = d2 ◦ f
(5.5){
δ ◦ d2 = d1 ◦ f
δ′ ◦ d2 = d2 ◦ f
(5.6)
Les systŁmes (5.2, 5.3, 5.5, 5.6) n’ont pas de solutions. Le systŁme (5.1) a exactement une solution.
Le systŁme (5.4) a une solution si et seulement si δ/2 + d2 = δ′/2 + d1.
Démonstration : Les dépendances sont uniformes, elles sont donc commutatives. Ainsi, les systèmes
(5.2, 5.5, 5.6) n’ont trivialement pas de solutions. Pour le système (5.3), il existe une solution si et
seulement si d1 = d2 ce qui n’est pas possible, le système (5.3) n’a donc pas de solution. Pour le
système (5.1), la solution est triviale, c’est f = δ. Quant au dernier système, on montre facilement que
la seule solution est f = (δ + δ′)/2 si et seulement si δ/2 + d1 = δ′/2 + d1 et (δ + δ′)/2 ∈ Zn.
Ainsi, à l’aide du systŁme (5.1) nous trouvons au moins deux auto-dØpendances et W peut s’Øcrire
sous la forme suivante :
W = DW : W.δ1 ∨∧2W.δ2
En appliquant le principe de substitution, nous obtenons alors sur une partie du domaine ØtudiØ une
constante. Le reste du domaine sera gØnØralement vide, si ce n’est pas le cas, nous verrons dans les
chapitres suivants ce qu’il est possible de faire. Dans le cas ØtudiØ ici, nous sommes donc sßrs d’arrŒter
l’itØration. La gØnØralisation à n termes est immØdiate.
1.2 Opérateurs ∨∧1 et ∨∧2 distincts
En substituant X par sa dØnition dans l’Øquation de W , et en regroupant les termes obtenus sous
forme ∨∧2-normale, nous obtenons l’Øquation suivante :
W = (X.δ1 ◦ d1 ∨∧1X.δ1 ◦ d2)
∨∧2 (X.δ2 ◦ d1 ∨∧1X.δ2 ◦ d2)
∨∧2 (X.δ1 ◦ d1 ∨∧1X.δ2 ◦ d2)
∨∧2 (X.δ2 ◦ d1 ∨∧1X.δ1 ◦ d2)
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Nous notons W1, W2, W3, W4, les variables polyØdriques dØnies par :
W1 = X.δ1 ◦ d1 ∨∧1X.δ1 ◦ d2
W2 = X.δ2 ◦ d1 ∨∧1X.δ2 ◦ d2
W3 = X.δ1 ◦ d1 ∨∧1X.δ2 ◦ d2
W4 = X.δ2 ◦ d1 ∨∧1X.δ1 ◦ d2
Soit ρ un environnement sØmantiquement correct. Prouver |=ρ DW : W ↓ v Øquivaut à prouver
|=ρ DW : W1 ↓ v et |=ρ DW : W2 ↓ v et |=ρ DW : W3 ↓ v et |=ρ DW : W4 ↓ v. Nous devons
donc trouver une auto-dØpendance dans chaque terme de W . En appliquant le lemme 5.2, nous trouvons
une auto-dØpendance dans les deux premiers termes (W1 et W2). Dans les deux derniers termes, le
problŁme est plus complexe : nous pouvons trouver une auto-dØpendance dans certains cas (lemme 5.2,
systŁme (5.4)), mais si nous trouvons une auto-dØpendance pour l’un des deux termes, l’autre n’aura pas
d’auto-dØpendance. Ce rØsultat sera dØmontrØ dans le lemme 5.3. Il restera donc dans tous les cas au
moins un terme à simplier. Nous commençons par une explication informelle. Supposons que ce terme
correspond à la variable W3, nous recommençons la recherche d’auto-dØpendance dans cette variable,
nous obtenons alors :
W3 = W3.δ1
∨∧2 W3.δ2
∨∧2 (X.δ1 ◦ δ1 ◦ d1 ∨∧1 X.δ2 ◦ δ2 ◦ d2)
∨∧2 W.δ1 ◦ δ2
(5.7)
 S’il existe une auto-dØpendances pour W4, nous montrerons (lemme 5.3) qu’il n’y a pas d’auto-
dØpendance dans la troisiŁme branche de W3 (pour cette branche nous introduisons une variable
nommØe W 23 dØnie par (X.δ1 ◦ δ1 ◦ d1 ∨∧1 X.δ2 ◦ δ2 ◦ d2)), la recherche de motif Øchoue aussi
pour les motifs dØnis par les variables W , W3 et W4.
 S’il n’y a pas d’auto-dØpendance dans toutes les branches de l’Øquation de W4, il faut ajouter une
nouvelle variable W 24 et effectuer une nouvelle recherche dans W4. Nous obtenons une Øquation
similaire à l’Øquation (5.7) :
 soit dans toutes les branches nous obtenons une auto-dØpendance. Dans ce cas et comme prØ-
cØdemment nous montrerons (lemme 5.3) qu’il n’y a pas d’auto-dØpendance dans la troisiŁme
branche et que la recherche de motif Øchoue pour les motifs dØnis par les autres variables,
 soit il n’y a pas d’auto-dØpendance et nous ajoutons une nouvelle variable W 34 .
Nous rØpØtons le processus en ajoutant des variables (cf. Fig. 5.1). Les variables W n3 etWm4 sont dØnies
par les deux Øquations suivantes :
W n3 = X.δ
n
1 ◦ d1 ∨∧1 X.δ
n
2 ◦ d2
Wm4 = X.δ
m
2 ◦ d1 ∨∧1X.δ
m
1 ◦ d2
AprŁs substitution et application de la recherche de motif dans W n3 et Wm4 , nous obtenons les deux
Øquations suivantes :
W n3 = W
n
3 .δ1
∨∧2 W
n
3 .δ2
∨∧2 X.δ
n+1
1 ◦ d1 ∨∧1 X.δ
n+1
2 ◦ d2
∨∧2 W
n−1
3 .δ1 ◦ δ2
Wm4 = W
m
4 .δ1
∨∧2 W
m
4 .δ2
∨∧2 X.δ
m+1
2 ◦ d1 ∨∧1 X.δ
m+1
1 ◦ d2
∨∧2 W
m−1
4 .δ1 ◦ δ2
Ainsi, dans les deux cas, seule une branche pose problŁme et les variables rajoutØes sont toutes de la
forme W i3 ou W
j
4 avec i ≤ n et j ≤ m. Nous remarquons que les deux branches sans auto-dØpendance
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WW3
W3.δ1
×
W 23
W n3
W n3 .δ1
×
W n3 .δ2
×
W n−13 .δ1◦δ2
×
W3.δ2
×
W.δ1 ◦ δ2
×
W.δ1
×
W.δ2
×
W4
W4.δ1 ◦ δ2
×
W4.δ2
×
W 24
Wm4
Wm4 .δ1
×
Wm4 .δ2
×
Wm−14 .δ1 ◦ δ2
×
W.δ1
×
Pour chaque nud :
 soit nous avons une auto-dØpendance et l’itØration s’arrŒte (×),
 soit nous ajoutons une nouvelle variable.
FIG. 5.1  Arbre des gØnØrations des auto-dØpendances
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(celles oø apparaît encore X) reprØsentent les variables W n+13 et Wm+14 . Nous allons maintenant cher-
cher si ces deux variables peuvent s’Øcrire en fonction de W i3 ou W j4 . Pour chacune des deux variables,
nous pouvons Øcrire quatre types de systŁmes. Pour trouver une auto-dØpendance à W , il faut donc trou-
ver une solution à l’un des systŁmes pour chacune des variables et vØrier que les deux solutions sont
compatibles.
Lemme 5.3
SystŁmes issus de W3 SystŁmes issus de W4
S13 =
{
δn1 ◦ d1 = δ
i
1 ◦ d1 ◦ f
δn2 ◦ d2 = δ
i
2 ◦ d2 ◦ f
S14 =
{
δm1 ◦ d2 = δ
j
1 ◦ d2 ◦ f
δm2 ◦ d1 = δ
j
2 ◦ d1 ◦ f
S23 =
{
δn1 ◦ d1 = δ
i
2 ◦ d2 ◦ f
δn2 ◦ d2 = δ
i
1 ◦ d1 ◦ f
S24 =
{
δm1 ◦ d2 = δ
j
2 ◦ d1 ◦ f
δm2 ◦ d1 = δ
j
1 ◦ d2 ◦ f
S33 =
{
δn1 ◦ d1 = δ
j
1 ◦ d2 ◦ f
δn2 ◦ d2 = δ
j
2 ◦ d1 ◦ f
S34 =
{
δm1 ◦ d2 = δ
i
1 ◦ d1 ◦ f
δm2 ◦ d1 = δ
i
2 ◦ d2 ◦ f
S43 =
{
δn1 ◦ d1 = δ
j
2 ◦ d1 ◦ f
δn2 ◦ d2 = δ
j
1 ◦ d2 ◦ f
S44 =
{
δm1 ◦ d2 = δ
i
2 ◦ d2 ◦ f
δm2 ◦ d1 = δ
i
1 ◦ d1 ◦ f
 Les systŁmes (S13 , S14 , S43 , S44 ) n’ont pas de solution.
 Si S23 ou S33 a une solution, alors ni S24 ni S34 n’ont de solution, et rØciproquement.
Démonstration :
– Les systèmes (S13 , S
1
4 , S
4
3 , S
4
4 ) n’ont pas de solution (lemme 5.2).
– Supposons que S23 a une solution, alors nous avons l’égalité suivante :
δn+i1 ◦ d
2
1 = δ
n+i
2 ◦ d
2
2
Nous allons montrer que cette égalité n’est pas compatible avec les systèmes S 24 et S
3
4 .
– Si S24 a une solution, de la même manière nous obtenons l’égalité suivante :
δm+j1 ◦ d
2
2 = δ
m+j
2 ◦ d
2
1
En composant cette égalité avec δn+i1 et en substituant δ
n+i
1 ◦ d
2
1 par δ
n+i
2 ◦ d
2
2, nous obtenons
alors l’égalité :
δm+j+n+i1 = δ
m+j+n+i
2
Ce qui implique δ1 = δ2. Or δ2 et δ1 sont différents (sinon l’expression définissant X serait
uniquement définie par X.δ1).
– Si S34 a une solution nous obtenons de même que δ1 = δ2 ce qui est impossible.
– Nous supposons maintenant que S33 a une solution, il suffit de montrer que ce n’est pas compatible
avec S34 . La démonstration est similaire à ce qui précède.
Nous avons donc montrØ qu’il Øtait impossible de trouver une auto-dØpendance dans chaque branche.
Dans le cas oø ∨∧1 est diffØrent de ∨∧2, il n’est donc pas possible d’itØrer le principe de substitution et la
recherche d’auto-dØpendance. La gØnØralisation à n termes pour X est immØdiate.
1.3 Le cas de la négation
Nous allons maintenant nous intØresser au cas ou dans l’Øquation de W la variable X est sous la
portØe d’une nØgation. Le thØorŁme suivant permet de caractØriser les cas oø l’itØration est nie et les
cas oø elle est innie.
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Théorème 5.4 SoientW etX deux variables polyØdriques. Si nous souhaitons Øtablir la preuve ` DW :
W ↓ v oø v est la valeur absorbante de ∨∧1 et si W et X sont dØnies par les Øquations suivantes, oø
l1, l2, l ∈ N
∗ et ∀i ∈ {1, . . . , l},mi ∈ N∗ :
W = (
l1∨∧
1
j=1
X.dj)∨∧1(
l2∨∧
1
j=1
¬X.d′j)
X =
l∨∧
2
i=1
mi∨∧
1
j=1
X.dij , avec ∨∧2 6= ∨∧1
alors :
 l’itØration alternant la gØnØration d’auto-dØpendance et la substitution par constante est nie
dans l’un des trois cas suivants :
 l1 = l2 = 1,
W = X.d1 ∨∧1 ¬X.d
′
1 et X =
l∨∧
2
i=1
mi∨∧
1
j=1
X.dij
 l1 = 1 ∧ l2 > 1 ∧ ∀i, mi = 1,
W = X.d1 ∨∧1(
l2∨∧
1
j=1
¬X.d′j) et X =
l∨∧
2
i=1
X.di
 l1 > 1 ∧ l2 = 1 ∧ l = 1,
W = (
l1∨∧
1
j=1
X.dj)∨∧1 ¬X.d
′
1 et X =
m∨∧
1
j=1
X.dj
 dans tous les autres cas, l’itØration est innie.
La dØmonstration formelle de ce thØorŁme est donnØe en annexe 2.1. Nous en donnerons ici une justi-
cation informelle.
Premier cas : l1 = l2 = 1. Supposons les variables W et X dØnies par les Øquations suivantes :
W = X.d1 ∨∧1 ¬X.d2
X = (X.δ1 ∨∧1 X.δ2)∨∧2 X.δ3
AprŁs substitution de X par sa dØnition et mise sous forme ∨∧2-normale, nous obtenons :
W = (X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d1 ∨∧1 ¬X.δ1 ◦ d2 ∨∧1 ¬X.δ3 ◦ d2)
∨∧2 (X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d1 ∨∧1 ¬X.δ2 ◦ d2 ∨∧1 ¬X.δ3 ◦ d2)
∨∧2 (X.δ3 ◦ d1 ∨∧1 ¬X.δ1 ◦ d2 ∨∧1 ¬X.δ3 ◦ d2)
∨∧2 (X.δ3 ◦ d1 ∨∧1 ¬X.δ2 ◦ d2 ∨∧1 ¬X.δ3 ◦ d2)
La recherche d’auto-dØpendance donne alors :
W = (W.δ1 ∨∧1 X.δ2 ◦ d1 ∨∧1 ¬X.δ3 ◦ d2)
∨∧2 (X.δ1 ◦ d1 ∨∧1 W.δ2 ∨∧1 ¬X.δ3 ◦ d2)
∨∧2 (W.δ3 ∨∧1 ¬X.δ1 ◦ d2)
∨∧2 (W.δ3 ∨∧1 ¬X.δ2 ◦ d2)
Nous avons trouvØ une auto-dØpendance dans chaque sous-terme, l’itØration s’arrŒte donc.
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Deuxième cas : l1 = 1∧ l2 > 1∧∀i, mi = 1 ou l1 > 1∧ l2 = 1∧ l = 1. La justication est similaire
à la prØcØdente et nous nous contenterons de donner un exemple pour le deuxiŁme cas.
W = X.d1 ∨∧1 X.d2 ∨∧1 ¬X.d3
X = X.δ1 ∨∧1 X.δ2
AprŁs substitution de X par sa dØnition et mise sous forme ∨∧2-normale, nous obtenons :
W = X.δ1 ◦ d1 ∨∧1 X.δ1 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3
∨∧2 X.δ2 ◦ d1 ∨∧1 X.δ2 ◦ d2 ∨∧1 ¬X.δ2 ◦ d3
La recherche d’auto-dØpendance nous donne alors :
W = W.δ1 ∨∧2 W.δ2
Troisième cas : une itération infinie. La justication est là encore similaire à la justication prØcØ-
dente. L’Øchec de l’itØration est une consØquence du lemme 5.3. Nous donnerons juste un exemple pour
illustrer l’utilisation de ce lemme. Nous reprenons l’exemple du cas prØcØdent en remplaçant ∨∧1 par ∨∧2
dans l’Øquation dØnissant X :
W = X.d1 ∨∧1 X.d2 ∨∧1 ¬X.d3
X = X.δ1 ∨∧2 X.δ2
AprŁs substitution de X par sa dØnition et mise sous forme ∨∧2-normale, nous obtenons :
W = X.δ1 ◦ d1 ∨∧1 X.δ1 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3
∨∧2 X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3
∨∧2 X.δ2 ◦ d1 ∨∧1 X.δ1 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3
∨∧2 X.δ2 ◦ d1 ∨∧1 X.δ2 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3
Dans le premier et le dernier terme nous trouvons une auto-dØpendance et nous obtenons :
W = W.δ1 ∨∧1 ¬X.δ2 ◦ d3
∨∧2 X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3
∨∧2 X.δ2 ◦ d1 ∨∧1 X.δ1 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3
∨∧2 W.δ2 ∨∧1 ¬X.δ1 ◦ d3
En revanche, dans le deuxiŁme et le troisiŁme termes, nous ne trouvons pas d’auto-dØpendance. Ainsi,
pour la sous-expression X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d2 ∨∧1 ¬X.δ1 ◦ d3 ∨∧1 ¬X.δ2 ◦ d3, nous devons rØsoudre les
mŒmes types de systŁme que pour la variable W3 de la sous section 1.2 de ce chapitre. Ainsi, l’itØration
est innie.
2 Cas des branches multiples
Nous allons nous intØresser au cas oø X est dØnie par plusieurs branches. Les domaines de chaque
branche vont donc cette fois-ci avoir de l’importance. Nous supposons que toutes les dØpendances sont
uniformes. On note Dj les domaines des branches de X . Soient W et X deux variables dØnies par les
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Øquations suivantes :
W = DW : ∨∧1
i
X.di
X =

.
.
.
Dj :
lj∨∧
1
i=1
l
j
i∨∧
2
i′=1
X.δji′
.
.
.
Le rØsultat que nous voulons prouver est le suivant :
Si pour tout j, pour tout i ≤ lj , lji = 1 alors sous certaines conditions (que nous prØcise-
rons) l’itØration de la recherche d’auto-dØpendance, et de la substitution par constante est
nie. S’il existe un j tel que lji 6= 1, cette itØration est innie.
Nous allons tout d’abord nous restreindre au cas oø X est dØnie rØcursivement par une expression
conditionnelle à deux branches sans occurrence d’autres variables, oø l1 = l2 = 1 et oø W est dØnie
par deux sous-termes. Nous verrons ensuite comment gØnØraliser le rØsultat. Nous supposons donc que
W et X sont dØnies de la maniŁre suivante :
W = DW : X.d1 ∨∧1 X.d2
X =
{
D1 : X.δ1
D2 : X.δ2
Nous avons reprØsentØ les deux variables et leurs dØpendances dans la gure 5.2.
P
D1 D2
d1
W
δ1X
d2 δ2
z
z
FIG. 5.2  Variables W et X
Nous commencerons par donner une explication intuitive du rØsultat. Puis, nous le dØmontrerons
formellement.
2.1 Explication intuitive
Nous faisons une recherche d’auto-dØpendance dans W , nous effectuons donc tout d’abord la sub-
stitution de X et nous obtenons :
W =

DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D1) : X.δ1 ◦ d1 ∨∧1 X.δ1 ◦ d2
DW ∩ d
−1
1 (D2) ∩ d
−1
2 (D2) : X.δ2 ◦ d1 ∨∧1 X.δ2 ◦ d2
DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D2) : X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d2
DW ∩ d
−1
1 (D2) ∩ d
−1
2 (D1) : X.δ2 ◦ d1 ∨∧1 X.δ1 ◦ d2
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Puisque les dØpendances sont uniformes, nous appliquons le lemme 5.3. Ainsi, nous trouvons une auto-
dØpendance dans les deux premiŁres branches.
W =

DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D1) : W.δ1
DW ∩ d
−1
1 (D2) ∩ d
−1
2 (D2) : W.δ2
DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D2) : X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d2
DW ∩ d
−1
1 (D2) ∩ d
−1
2 (D1) : X.δ2 ◦ d1 ∨∧1 X.δ1 ◦ d2
Dans les deux derniŁres branches, il n’y a pas d’auto-dØpendance. Nous pouvons alors ajouter des va-
riables : nous obtiendrons une solution si et seulement si nous rØussissons à prouver qu’aprŁs un nombre
ni d’itØrations, nous avons une auto-dØpendance dans chaque branche. Cependant, comme dans le cas
prØcØdent oø ∨∧1 6= ∨∧2 (cf. thØorŁme 5.1), nous verrons que nous ne pouvons pas trouver pas d’auto-
dØpendance dans chaque branche. La solution va ici passer par l’Øtude des domaines des variables ajou-
tØes. Nous allons prouver que les domaines de certaines branches deviennent vides aprŁs un certain
nombre d’itØrations. Ainsi, il ne sera pas nØcessaire de trouver une auto-dØpendance dans ces branches.
L’idØe est de projeter les dØpendances et les domaines sur un vecteur ~ω orthogonal à l’hyperplan
P sØparant les domaines D1 et D2 (cf. gure 5.2). Si nous nous plaçons dans Rn, un domaine est non
vide si et seulement si toutes les projections de ce domaine sur ses diffØrents indices sont non vides.
La prØimage de D1 par une des dØpendances correspond simplement à une translation du domaine D1 :
d−12 (D2)
d−11
d−12
d−11 (D1)
~ω
P ′P ′′
FIG. 5.3  Intersection des prØimages d−11 (D1) et d−12 (D2).
l’hyperplan P dØlimitant D1 est translatØ et sa prØimage P ′ dØlimite aussi la prØimage de D1, de mŒme
pour D2 qui est dØlimitØ par P ′′. Ainsi, l’intersection des prØimages de D1 et D2 est aussi dØlimitØe par
les translations P ′ et P ′′ de l’hyperplan P (cf. gure 5.3). La projection de l’intersection sur les vecteurs
engendrant P sera donc non nulle. Pour prouver que l’intersection est nulle, il faut donc prouver que,
sur la dimension de l’espace correspondant au vecteur ~ω orthogonal à l’hyperplan P , la projection de
l’intersection est nulle.
Nous allons donc projeter les domaines des deux derniŁres branches sur ~ω. La projection dØpend
simplement des projections de d1 et d2 sur ~ω, que nous noterons respectivement α1 et α2. On remarque
ainsi (cf. gure 5.4) que selon leur valeur une des deux intersections sera vide.
Comme nous effectuons simplement des translations, l’une des intersections est vide et l’autre non.
Les cas α2 < α1 et α1 < α2 sont symØtriques
Nous ajoutons donc une variable pour la branche dont le domaine est non vide.
Z1 = DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D2) : X.δ1 ◦ d1 ∨∧1 X.δ2 ◦ d2 (5.8)
Nous rØpØtons le processus pour la variable Z1. Nous substituons X par sa dØnition et effectuons une
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~ω d2
d1
(a) Projection des domaines D1 et D2 et des dé-
pendances d1 et d2 sur ~ω.
~ω −d2
−d1
(b) d−11 (D1) ∩ d
−1
2 (D2) 6= ∅
~ω −d2
−d1
(c) d−11 (D1) ∩ d
−1
2 (D2) = ∅
~ω d2
d1
(d) Projection des domaines D1 et D2 et des dé-
pendances d1 et d2 sur ~ω.
~ω
−d1
−d2
(e) d−11 (D1) ∩ d
−1
2 (D2) = ∅
~ω
−d1
−d2
(f) d−11 (D1) ∩ d
−1
2 (D2) 6= ∅
FIG. 5.4  Projection des domaines D1 et D2 sur ~ω. Calcul de leur prØimages dans le cas α2 < α1.
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recherche d’auto-dØpendance, nous obtenons alors :
Z1 =

DZ1 ∩ d
−1
1 ◦ δ
−1
1 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D1) : Z1.δ1
DZ1 ∩ d
−1
1 ◦ δ
−1
1 (D2) ∩ d
−1
2 ◦ δ
−1
2 (D2) : Z1.δ2
DZ1 ∩ d
−1
1 ◦ δ
−1
1 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D2) : X.δ1 ◦ δ1 ◦ d1 ∨∧1 X.δ2 ◦ δ2 ◦ d2
DZ1 ∩ d
−1
1 ◦ δ
−1
1 (D2) ∩ d
−1
2 ◦ δ
−1
2 (D1) : W.δ2 ◦ δ1
Nous remarquons que dans l’une des branches nous n’avons pas trouvØ d’auto-dØpendance. De mŒme
que prØcØdemment on peut montrer que l’un des deux domaines est vide. Si c’est le domaine DZ1∩d−11 ◦
δ−11 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D2) oø nous n’avons pas trouvØ d’auto-dØpendance, l’itØration s’arrŒte. Mais, si
le domaine vide est le domaine DZ1 ∩ d−11 ◦ δ
−1
1 (D2) ∩ d
−1
2 ◦ δ
−1
2 (D1), nous devons alors ajouter une
nouvelle variable et recommencer la recherche d’auto-dØpendance. Il faut s’assurer que le processus est
ni. Soient q un entier et Zq, la variable ajoutØe à l’Øtape q. Cette variable est dØnie sur le domaine
DZq =
⋂q−1
i=0 d
−1
1 ◦ δ
−1
1
i
(D1)∩d
−1
2 ◦ δ
−1
2
i
(D2) par Zq = DZq : X.δ1q ◦d1 ∨∧1X.δ2q ◦d2. En substituant
X par sa dØnition, nous obtenons :
Zq =

DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D1) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D1) : X.δ1 ◦ δ1
q ◦ d1 ∨∧1 X.δ1 ◦ δ2
q ◦ d2
DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D2) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D2) : X.δ2 ◦ δ1
q ◦ d1 ∨∧1 X.δ2 ◦ δ2
q ◦ d2
DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D1) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D2) : X.δ1 ◦ δ
q
1 ◦ d1 ∨∧1 X.δ2 ◦ δ2
q ◦ d2
DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D2) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D1) : X.δ2 ◦ δ1
q ◦ d1 ∨∧1 X.δ1 ◦ δ2
q ◦ d2
La recherche d’auto-dØpendance nous donne alors :
Zq =

DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D1) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D1) : Zq.δ1
DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D2) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D2) : Zq.δ2
DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D1) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D2) : X.δ1
q+1 ◦ d1 ∨∧1 X.δ2
q+1 ◦ d2
DZq ∩ d
−1
1 ◦ (δ
−1
1 )
q(D2) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D1) : Zq−1.δ1 ◦ δ2
Nous avons reprØsentØ l’ensemble des variables ajoutØes dans la gure 5.5. Ainsi à chaque Øtape,
nous trouvons dans trois des branches une auto-dØpendance alors que dans la derniŁre il est impossible
d’en trouver un. Pour que le processus termine, il faut donc montrer qu’il existe un q tel que DZq ∩d−11 ◦
(δ−11 )
q(D1) ∩ d
−1
2 ◦ (δ
−1
2 )
q(D2) est vide. L’idØe est, là encore, de projeter l’intersection sur le vecteur
orthogonal ~ω.
À chaque Øtape, les prØimages de D1 et D2 par respectivement d−11 ◦ (δ−11 )q et d−12 ◦ (δ−12 )q sont
projetØes sur ~ω et leur intersection est calculØe. On calcule de plus l’intersection avec le domaine de la
variable Zq . Nous illustrons les diffØrentes Øtapes de calcul dans la gure 5.6 : l’intersection est vide
pour q = 2. Intuitivement, nous constatons sur cette gure, et pour cet exemple, qu’à chaque Øtape :
 l’intersection des deux prØimages de D1 et D2 est dØcalØe respectivement par les deux dØpen-
dances δ1 et δ2,
 l’intersection des deux prØimages est plus petite que l’intersection prØcØdente.
Ainsi, et comme nous travaillons avec des dØpendances entiŁres (leur projection est dans l’ensemble des
rationnels) si l’un de ces critŁres est vØriØ, au bout d’un certain nombre d’Øtapes l’intersection sera
vide. Cependant, les dØpendances δ1 et δ2 ne vØrient pas toujours ces critŁres. Si la projection de δ1 sur
~ω est nØgative et celle de δ2 positive, alors l’intersection n’est jamais vide. La gure 5.7 illustre le cas
oø la projection de δ1 sur ~ω est nØgative et celle de δ2 positive. Nous reviendrons par la suite sur ce cas
oø l’itØration est innie.
2.2 Preuve formelle
Nous allons maintenant passer à la preuve formelle de ces rØsultats. Le thØorŁme que nous voulons
prouver est le suivant.
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WW.δ1
×
W.δ2
×
Z1
Z.δ1
×
Z.δ2
×
Z2
Zq
Zq.δ1
×
Zq.δ2
×
Zq+1
Zq−1.δ2 ◦ δ1
×
W.δ2 ◦ δ1
×
Z2
× DW = ∅
DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D2) 6= ∅
⋂q−2
i=0 d
−1
1 ◦ δ
−1
1
i
(D1) ∩ d
−1
2 ◦ δ
−1
2
i
(D2) 6= ∅
⋂q−1
i=0 d
−1
1 ◦ δ
−1
1
i
(D1) ∩ d
−1
2 ◦ δ
−1
2
i
(D2) 6= ∅
FIG. 5.5  Arbre des variables ajoutØes dans le cas de branches multiples
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D1 D2
−d1
DZ2 = DZ1 ∩ d
−1
1 ◦ δ
−1
2 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D2)
DZ1 = DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D2)
−d2
−δ1
−δ2
DZ3 = DZ2 ∩ d
−1
1 ◦ δ
−2
2 (D1) ∩ d
−1
2 ◦ δ
−2
2 (D2) = ∅
DZ2
d−11 ◦ δ
−2
1 (D1) ∩ d
−1
2 ◦ δ
−2
2 (D2)
d−11 ◦ δ
−1
1 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D2)
~ω
~ω
~ω
~ω
FIG. 5.6  Intersection des prØimages des domaines, projections de δ1 et δ2 nØgatives.
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D1 D2
−d1
d−11 ◦ δ
−1
1 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D2)
d−11 ◦ δ
−2
1 (D1) ∩ d
−1
2 ◦ δ
−2
2 (D2)
DZ2 = DZ1 ∩ d
−1
1 ◦ δ
−1
2 (D1) ∩ d
−1
2 ◦ δ
−1
2 (D2)
DZ1 = DW ∩ d
−1
1 (D1) ∩ d
−1
2 (D2)
−d2
−δ1
−δ2
~ω
~ω
~ω
~ω
DZ3 = DZ2 ∩ d
−1
1 ◦ δ
−2
2 (D1) ∩ d
−1
2 ◦ δ
−2
2 (D2) 6= ∅
FIG. 5.7  Intersection des prØimages des domaines, projection de δ2 positive.
Théorème 5.5 Soient W et X deux variables polyØdriques dØnies par les Øquations suivantes :
W = DW : X.di ∨∧1 X.d2
X =
{
D1 : X.δ1
D2 : X.δ2
L’itØration de la recherche d’auto-dØpendance et de la substitution par constante est nie si β2 < 0 ou
β1 > 0, oø β1 (resp. β2) est la projection de δ1 (resp. δ2) sur un vecteur ~ω orthogonal à un hyperplan P
sØparant les domaines D1 et D2.
La preuve de ce thØorŁme est sØparØe en plusieurs propositions. Nous commençons par travailler dans
Rp. Soit P un hyperplan de dimension p − 1 et ~ω un vecteur orthogonal à cet hyperplan. L’hyperplan
est engendrØ par la famille libre de vecteurs ~ω1, . . . , ~ωp−1. La famille de vecteurs ~ω1, . . . , ~ωp−1, ~ω forme
une base de Rp. Nous notons P1 et P2 les demi-espaces respectivement fermØ et ouvert dØlimitØs par
l’hyperplan P tels que P1 = {x | x = y+α~ω, α ≤ 0, y ∈ P} et P2 = {x | x = y+α~ω, α > 0, y ∈ P}.
Les dØpendances d1, d2, δ1, δ2 sont uniformes : elles correspondent à des translations. Elles sont
dØnies comme combinaisons linØaires des vecteurs ~ω1, . . . , ~ω. On pose donc :
d1 =
∑p−1
i=1 α1,i~ωi + α1~ω
d2 =
∑p−1
i=1 α2,i~ωi + α2~ω
δ1 =
∑p−1
i=1 β1,i~ωi + β1~ω
δ2 =
∑p−1
i=1 β2,i~ωi + β2~ω
La premiŁre proposition permet de caractØriser quand l’intersection devient vide dans Rp.
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Proposition 5.6 Avec les notations prØcØdentes, on a les deux Øquivalences suivantes :
∀q ∈ N,
q⋂
i=1
d−11 (δ
−1
1 )
i(P1) ∩ d
−1
2 (δ
−1
2 )
i(P2) 6= ∅ si et seulement si α2 − α1 > 0 ∧ β1 ≤ 0 ∧ β2 ≥ 0
et ∀q ∈ N,
q⋂
i=1
d−12 (δ
−1
1 )
i(P1) ∩ d
−1
1 (δ
−1
2 )
i(P2) 6= ∅ si et seulement si α1 − α2 > 0 ∧ β1 ≤ 0 ∧ β2 ≥ 0
La dØmonstration est situØe en annexe A section 2.2.
La proposition ci-dessous nous permet de justier que l’on peut se limiter à l’Øtude d’une seule
branche, le domaine de l’autre Øtant forcØment vide.
Corollaire 5.7 Avec les notations prØcØdentes, on a
d−11 (P1) ∩ d
−1
2 (P2) 6= ∅ ssi α2 − α1 > 0
et d−12 (P1) ∩ d
−1
1 (P2) 6= ∅ ssi α1 − α2 > 0
Démonstration : Il suffit d’appliquer la proposition précédente pour q = 0.
Nous revenons maintenant aux domaines (dans Zp). Nous savons que les domaines D1 et D2 ont une
intersection nulle, il existe donc un hyperplan P sØparant D1 et D2, on note P1 le demi-plan contenant
D1 et P2 le demi-plan contenant D2. Nous obtenons le corollaire suivant.
Corollaire 5.8
d−11 (D1) ∩ d
−1
2 (D2) 6= ∅ =⇒ d
−1
1 (D2) ∩ d
−1
2 (D1) = ∅
d−11 (D2) ∩ d
−1
2 (D1) 6= ∅ =⇒ d
−1
1 (D1) ∩ d
−1
2 (D2) = ∅
Ainsi, seules les valeurs β2 et β1 inuent sur l’itØration et nous avons montrØ le thØorŁme.
Nous avons fourni une caractØrisation pour le problŁme de l’arrŒt de l’itØration. Remarquons que le
cas oø l’itØration ne s’arrŒte pas n’est pas un cas rØaliste. En effet, cela signie que les instances deX du
domaine D1 ne dØpendent que d’instances de X du domaine D1, et que les instances de X du domaine
D2 ne dØpendent que d’instances de X du domaine D2 (cf. gure 5.8). Il n’y a donc pas d’interactions
entres les instances des deux domaines et la variable X pourrait Œtre remplacØe par deux variables
totalement disjointes. Dans des systŁmes concrets, nous ne rencontrerons jamais de telles situations.
D1 D2
P
δ1X
δ2
FIG. 5.8  Variable X pour laquelle l’itØration est innie
Nous allons maintenant passer à la gØnØralisation des rØsultats ; les rØsultats sont assez similaires.
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2.3 Généralisation de l’expression de la variable X
Nous allons ici gØnØraliser l’expression dØnissant la variable X . Tout d’abord, nous allons toujours
supposer que la variable X est dØnie par deux branches, mais nous supposerons que les expressions
de ces branches utilisent plusieurs occurrences de X . Puis, nous Øtudierons le cas oø X est dØnie par
plusieurs branches. Enn, nous commenterons ces rØsultats.
L’expression d’une des branches de X contient plusieurs occurrences de X . Tout d’abord, nous
considØrons le cas oø l’une des branches de l’Øquation dØnissant la variable X contient plusieurs oc-
currences de X . La variable X est donc dØnie par l’Øquation suivante :
X =
{
D1 : X.δ1
D2 : X.δ2 ∨∧1 X.δ3, oø ∨∧1 ∈ {∨,∧}
Le rØsultat est assez semblable au prØcØdent. Nous pouvons montrer que pour que l’itØration soit nie,
il faut que les projections de δ2 et δ3 sur ~ω soient nØgatives. En effet, supposons δ3 positif, alors on peut
à chaque Øtape k d’itØration ajouter une variable Wk sur le domaine DWk :
Wk = X.δ
k
3 ◦ d1
∨∧1
∨∧
1
p+q=k,p≤mk
X.δp2 ◦ δ
q
3 ◦ d1
∨∧1
∨∧
1
p+q+r=k,r>1,p≤mk−1
X.δr1 ◦ δ
p
2 ◦ δ
q
3 ◦ d)
∨∧1 X.δ
k
1 ◦ d2
DWk = DWk−1
∩ d−11 ◦ δ
−k
3 (D2)
∩ ∩p+q=k,p≤mkd
−1
1 ◦ δ
−q
3 ◦ δ
−p
2 (D2)
∩ ∩p+q+r=k,r>1,p≤mk−1d
−1
1 ◦ δ
−q
3 ◦ δ
−p
2 ◦ δ
−r
1 (D1)
∩ d−12 ◦ δ
−r
1 (D1)
oø mk est un entier dØpendant de k. On dØnit la variable W0 par W et m0 vaut 0. En appliquant la
recherche d’auto-dØpendance sur cette variable nous gØnØrons un certain nombre de variables (dont les
domaines sont pour la plupart vide). Nous allons ici nous intØresser à deux de ces variables qui auront la
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mŒme forme que Wk et nous reprØsentons les domaines de ces deux variables dans la gure 5.10.
W 1k+1 = X.δ
k+1
3 ◦ d1
∨∧1
∨∧
1
p+q=k,p≤mk
X.δp2 ◦ δ
q+1
3 ◦ d1
∨∧1
∨∧
1
p+q=k,p≤mk
X.δp+12 ◦ δ
q
3 ◦ d1
∨∧1
∨∧
1
p+q+r=k,r>1,p≤mk−1
X.δr+11 ◦ δ
p
2 ◦ δ
q
3 ◦ d1
∨∧1 X.δ
k+1
1 ◦ d2
W 2k+1 = X.δ
k+1
3 ◦ d1
∨∧1
∨∧
1
p+q=k,p<mk
X.δp2 ◦ δ
q+1
3 ◦ d1
∨∧1
∨∧
1
p+q=k,p<mk
X.δp+12 ◦ δ
q
3 ◦ d1
∨∧1 X.δ
1
1 ◦ δ
mk
2 ◦ δ
k−mk
3 ◦ d1
∨∧1
∨∧
1
p+q+r=k,r>1,p≤mk−1
X.δr+11 ◦ δ
p
2 ◦ δ
q
3 ◦ d1
∨∧1 X.δ
k+1
1 ◦ d2
On remarque alors que m1k+1 = mk + 1 et que m2k+1 = mk.
W0
Wk
W 1k+1
W 1,1k+2
W 2k+1
W 2,1k+2
W 2,2k+2
FIG. 5.9  Arborescence des variables Wk.
Dans les deux variables W 1k+1 et W 2k+1, la recherche d’auto-dØpendance Øchouera. La gure 5.10
illustre les domaines de ces deux variables.
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W 1k+1
~ω
~ω
~ω
~ω
borne inférieure d’une préimage de D2
borne supérieure d’une préimage de D1
~ω
W 2k+1
W
2,1
k+2
W
2,2
k+2
Wk
d−11 ◦ δ
−(k−mk)
3 ◦ δ
−mk
2 (D2)
d−11 ◦ δ
k
3 (D2)
d−11 ◦ δ
−(k−mk−1−1)
3 ◦ δ
−mk−1
2 ◦ δ
−1
1 (D1)
d−11 ◦ δ
−p
3 ◦ δ
−q
2 (D2)
intersection des préimages de D1 et de D2.
préimages des bornes
δ−1
3
δ−1
3
δ−1
2
δ−1
3
δ−1
2
δ−1
2
δ−1
3
δ−1
2
δ−1
1
δ−1
1
La prØimage par la dØpendance δ1 fait changer le sens de la borne car nous prenons la prØimage du
domaine D1. Nous ne reprØsentons pas les prØimages de toutes les bornes.
FIG. 5.10  Domaines des variables Wk, W 1k+1, W 2k+1, W
2,1
k+2, W
2,2
k+2 projetØs sur ~ω.
93
 Pour la variable W 1k+1, nous avons fait une substitution de X.δ
mk
2 ◦ δ
k−mk
3 ◦ d1 par la deuxiŁme
branche de X . Nous devons donc calculer (entre autres) les deux prØimages de D2 par (δmk+12 ◦
δk−mk3 ◦ d1)
−1 et (δmk2 ◦ δ
k−mk+1
3 ◦ d1)
−1
. Le domaine de W 1k+1 n’est pas vide, et la recherche
de motif Øchoue. Nous pouvons donc rØpØter le processus pour cette variable (non reprØsentØe sur
la gure).
 Pour la variable W 2k+1, nous avons fait une substitution de X.δ
mk
2 ◦ δ
k−mk
3 ◦ d1 par la premiŁre
branche de X . Nous calculons cette fois-ci la prØimage de D1 par (δmk2 ◦ δk−mk3 ◦ δ1 ◦ d1)−1.
Le domaine de W 2k+1 n’est pas vide, nous pouvons donc recommencer une recherche d’auto-
dØpendance et nous engendrons les deux variables W 2,1k+2 et W 2,2k+2.
A chaque Øtape, nous engendrons soit deux nouvelles variables soit une variable. Nous avons reprØsentØ
dans la gure 5.9 l’arborescence des variables gØnØrØes par la variable W0. Nous pouvons donc gØnØrer
une innitØ de variables, dont les domaines ne tendent pas à l’inni vers le vide mais contiennent toujours
un point. L’itØration sera donc innie.
Variable X définie par plusieurs branches. Si maintenant nous supposons que X est dØnie par
plus de deux branches :
X =

D1 : X.δ1
D2 : X.δ2
D3 : X.δ3
Nous Øtudions les branches deux à deux. Pour chaque couple de branches nous pouvons associer un
hyperplan et un vecteur orthogonal. Nous appliquons le thØorŁme 5.5 pour chaque couple de branches et
chaque hyperplan. L’itØration sera nie si pour chaque couple de branche l’itØration est nie. Cependant,
il n’est pas nØcessaire d’appliquer le thØorŁme pour tous les couples de branches, car si les domaines des
branches ne sont pas mitoyens l’intersection de leurs prØimages par d2 et d1 sera toujours vide.
Commentaires Ces rØsultats peuvent paraître dØcevants car plus contraignants que le cas de base. Il ne
faut cependant pas perdre de vue que nos preuves porteront sur des systŁmes rØels. Pour de tels systŁmes,
le cas thØorique gØnØral n’est absolument pas rØaliste, comme nous allons le voir ci-dessous.
Si nous Øtudions comment sont dØnis des systŁmes rØels, nous constatons que les variables sont
dØnies par plusieurs branches. Ces branches correspondent soit à une phase d’initialisation, soit aux
cellules du bord du rØseau (pour un rØseau linØaire, celles-ci correspondent à la premiŁre et à la derniŁre
cellule), soit au cas gØnØral (une cellule quelconque ne correspondant pas au bord du rØseau, à un instant
situØ aprŁs la phase d’initialisation). Les Øquations des diffØrentes branches sont dØnies de la maniŁre
suivante :
 cas gØnØral : une Øquation rØcurrente uniforme quelconque ;
 phase d’initialisation : les expressions font intervenir soit d’autres variables, soit des constantes :
elles ne correspondent donc pas à notre Øtude actuelle ;
 cellules au bord du rØseau : c’est un cas dØgØnØrØ du cas principal. L’Øquation a la mŒme structure
et les mŒmes dØpendances que l’Øquation principale. Certaines occurrences de variables peuvent
avoir disparu (les instances de ces occurrences sortiraient du domaine de dØnition de X) : la
gure 5.11 reprØsente un cas rØaliste.
Ainsi, dans des cas concrets, nous avons des dØpendances en commun dans les diffØrentes branches.
Dans ce cas, l’itØration s’arrŒte, puisqu’il suft qu’il y ait une dØpendance en commun entre deux
branches pour que l’itØration s’arrŒte. Ces rØsultats sont donc en pratique trŁs utiles, et nous pouvons
itØrer la recherche d’auto-dØpendance et la substitution par constante.
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X =

D1 : X.δ1 ∨∧1 X.δ2
D2 : X.δ2
D3 : Y.δ
(a) équation définissant X
D2
δ1
D1D3
δ2
δ2X
(b) Représentation de X et de ses dépendances
FIG. 5.11  Variable X reprØsentant un cas rØaliste.
3 Les autres cas
Dans les deux sections prØcØdentes nous avons ØtudiØ le problŁme de l’itØration sous les hypothŁses
suivantes :
 La variable W n’est dØnie que par des occurrences de X et par un unique type d’opØrateur,
 La variable X n’est dØnie que par des occurrences d’elle-mŒme. Nous avons tout d’abord ØtudiØ
le cas oø X Øtait dØni par une unique branche puis nous avons ØtudiØ le cas oø X est dØni par
plusieurs branches. Dans les deux cas, nous avons caractØrisØ les cas oø l’itØration Øtait nie.
Nous allons maintenant gØnØraliser cette Øtude. Nous commencerons par voir le cas oø W est dØni par
plusieurs variables et nous caractØriserons les cas oø la recherche d’auto-dØpendance rØussit, puis nous
supposerons que X est dØnie par plusieurs variables.
3.1 Motif W défini par plusieurs variables
Nous allons caractØriser quelques cas de succŁs de la recherche d’auto-dØpendance. Nous supposons
la variable W dØnie par deux variables polyØdriques X et Y :
W = X.d1 ∨∧1 Y.d2, oø ∨∧1 ∈ {∨,∧}
Théorème 5.9 Nous allons ici donner quelques cas oø la recherche d’auto-dØpendance rØussit :
 Si les variables X et Y sont dØnies par les Øquations suivantes :
X = X.δ1 ∨∧1 e
Y = Y.δ2 ∨∧1 e
′
oø e et e′ sont des expressions polyØdriques quelconques, alors la recherche d’auto-dØpendance
rØussira si et seulement si les dØpendances δ1 et δ2 sont parallŁles.
 Si les variables X et Y sont dØnies par :
X = Y.δ1 ∨∧1 e
Y = X.δ2 ∨∧1 e
′
oø e et e′ sont des expressions polyØdriques quelconques, alors la recherche d’auto-dØpendance
rØussira.
 Si maintenant la variable X est dØnie par :
X = Y.δ2 ∨∧1 X.δ1 . . .
alors la recherche d’auto-dØpendance rØussira si et seulement si
δ2 = d2 ◦ δ1 ◦ d
−1
1
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La dØmonstration est donnØe en annexe 2.3.
Nous avons choisi de ne pas effectuer de recherche d’auto-dØpendance dŁs que W Øtait dØnie par
plusieurs variables, les cas de succŁs Øtant en pratique trop rares. Nous verrons dans le chapitre suivant
d’autres techniques permettant de construire des preuves pour de telles variables.
3.2 Variable X définie par plusieurs variables
Nous supposons que W est dØnie par des occurrences d’une seule variable :
W = ∨∧1
i
X.di, oø ∨∧1 ∈ {∨,∧}
et nous allons nous intØresser aux cas oø la variable X est dØnie par des occurrences de plusieurs
variables.
 Si X est dØnie par
X =
l∨∧
1
i=1
Xi.d
′
i
alors il n’y a qu’une Øtape d’itØration : nous trouvons une auto-dØpendance et aprŁs simplication
nous obtenons une constante. L’itØration est donc nie (si nous supposons bien sßr que l’un des
Xi reprØsente X).
 Si maintenant X est dØnie par
X =
l∨∧
2
i=1
Xi.d
′
i
avec ∨∧2 6= ∨∧1, deux cas peuvent se produire :
 soit il y a strictement plus d’une occurrence de X dans {X1, . . . , Xl} : l’itØration est innie,
 soit il y a une seule occurrence deX dans {X1, . . . , Xl} : nous avons là encore deux possibilitØs
 si toutes les occurrences des variables sont uniques : l’itØration est nie,
 s’il existe j et j ′ tels que Xj = Xj′ , alors dans certains cas, l’itØration ne sera pas nie. Il
faut pour cela regarder le graphe de dØpendance du systŁme ØtudiØ : si la variable X et la
variable Xj appartiennent à la mŒme composante fortement connexe l’itØration sera innie,
sinon l’itØration sera nie.
Actuellement, nous prØfØrons ne pas effectuer de recherche d’auto-dØpendance, car dans les cas
oø l’itØration est nie, nous devons effectuer au minimum l − 1 nouvelles recherches d’auto-
dØpendance à chaque Øtape. En effet, si on suppose tous les Xi distincts, la premiŁre Øtape de
la recherche d’auto-dØpendance est de substituer la variable X par sa valeur et de transforme
l’expression sous forme ∨∧2-normale (nous n’Øcrivons pas les termes faisant apparaître plusieurs
variables) :
W =
l∨∧
2
i=1
∨∧
1
j
Xi.d
′
i ◦ dj ∨∧1 . . .
La recherche d’auto-dØpendance est effectuØe dans le terme ne faisant intervenir queX , et dans les
l−1 termes ne faisant intervenir qu’une seule variable nous pouvons recommencer une recherche
d’auto-dØpendance. Ainsi, à chaque Øtape nous effectuons au moins l − 1 recherches d’auto-
dØpendance et pour chacune de ces recherches d’auto-dØpendance, nous devons recommences de
nouvelles recherches d’auto-dØpendance. La complexitØ globale est donc exponentielle.
 Si X est dØnie par :
X =
l∨∧
1
j=1
lj∨∧
2
i=1
Xi.d
′
i
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Nous pouvons effectuer là encore une recherche d’auto-dØpendance si pour tout j,
lj∨∧
2
i=1
Xi.d
′
i rØ-
pond aux critŁres ØnoncØs dans le cas prØcØdent. Cependant, nous n’effectuons pas la recherche
pour la mŒme raison que prØcØdemment (complexitØ exponentielle).
4 Conclusion
Dans ce chapitre, nous avons ØtudiØ le problŁme de l’arrŒt de l’itØration de la recherche d’auto-
dØpendance et de la substitution par constante en faisant l’hypothŁse que nos dØpendances Øtaient uni-
formes. Dans le problŁme gØnØral, l’Øquation gØnØrale de W est la suivante
W = ∨∧2 ∨∧1 Xi.di
Nous avons vu dans l’introduction qu’il Øtait toujours possible de se ramener à une Øquation dØnie par
un unique opØrateur :
W = ∨∧2 ∨∧1 Xi.di
Pour cette dØnition gØnØrale de W , nous avons caractØrisØ quelques cas (section 3) oø la recherche
d’auto-dØpendance rØussissait. Cependant, nous ne prØfØrons pas itØrer le processus d’itØration qui sera
rarement ni.
En restreignant l’Øquation de W au cas oø W est dØnie par l’occurrence d’une unique variable X ,
nous avons pu obtenir des caractØrisations beaucoup plus prØcises en supposant que X n’Øtait dØnie
que par des occurrences d’elle-mŒme.
 Nous avons tout d’abord supposØ que X Øtait dØnie par une unique expression 1, et nous avons
vu que si X Øtait dØnie par l’opØrateur ∨∧1 l’itØration Øtait nie, et que s’il y avait une occurrence
de l’opØrateur ∨∧2 l’itØration Øtait innie. Nous avons aussi ØtudiØ l’inuence de l’occurrence d’une
nØgation dans la dØnition de X , et nous avons pu caractØriser les cas nis des cas innis.
 Nous avons ensuite ØtudiØ le cas oø X Øtait dØnie par une expression conditionnelle à plusieurs
branches(cf. section 2). Nous avons vu que dans le cas thØorique l’itØration Øtait rarement nie.
Cependant, en nous restreignant à des cas rØalistes, l’itØration termine. Nous pouvons donc itØrer
la substitution par constante et la recherche d’auto-dØpendance dans le cas d’expressions condi-
tionnelles à plusieurs branches.
Enn, en supposant X dØni par des occurrences de plusieurs variables, nous avons pu caractØriser
quelques cas oø l’itØration terminait. Cependant la complexitØ de cette itØration Øtant exponentielle,
nous ne l’utilisons pas en pratique.
Pour rØsumer les cas oø nous effectuons l’itØration, il faut que W soit dØnie à l’aide d’une unique
variable. Soit ∨∧1 l’opØration utilisØe dans l’Øquation de W . La variable X doit alors Œtre dØnie par une
∨∧1-expression. Dans tous les autres cas, nous n’effectuons pas d’itØration. Cependant cela ne pose pas
de problŁme, car nous prØsenterons dans le chapitre suivant d’autres types d’itØrations qui permettent
de rØsoudre les cas dans lesquels l’itØration de la substitution par constante et de la recherche d’auto-
dØpendance n’a pas ØtØ effectuØe.
Pour conclure, nous donnons quelques rØsultats supplØmentaires. Tout d’abord nous supprimons
l’hypothŁse de dØpendance uniforme, puis dans la section suivante nous verrons une extension possible
de ces rØsultats pour la preuve d’Øquivalence de SERU.
4.1 Dépendances non uniformes
Supprimons l’hypothŁse de dØpendance uniforme, le problŁme devient alors trŁs complexe et reste
à notre connaissance ouvert. Soient W et X deux variables polyØdriques dØnies par les Øquations
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suivantes.
W = DW : X.d1 ∨∧1 X.d2
X = X.δ
Nous nous limitons ici au cas le plus simple pour X . On substitue les instances de X par leur dØnition
dans l’Øquation de W . On obtient ainsi :
W = DW ∩ d
−1
1 (DX) ∩ d
−1
2 (DX) : X.δ ◦ d1 ∨X.δ ◦ d2
Nous avons deux systŁmes à rØsoudre :{
δ ◦ d1 = d1 ◦ f
δ ◦ d2 = d2 ◦ f
{
δ ◦ d1 = d2 ◦ f
δ ◦ d2 = d1 ◦ f
Pour rØsoudre ces deux systŁmes, nous utilisons l’algorithme prØsentØ dans l’annexe C.
Supposons qu’aucun des deux systŁmes n’ait de solution, nous introduisons alors une nouvelle va-
riable Z dØnie sur le domaine DZ = DW ∩ d−11 (DX) ∩ d−12 (DX) par Z = DZ : X.δ ◦ d1 ∨X.δ ◦ d2.
Nous cherchons donc une dØpendance f telle que Z = Z.f ou Z = W.f . Nous avons alors quatre
systŁmes à rØsoudre : {
δ2 ◦ d1 = δ ◦ d1 ◦ f
δ2 ◦ d2 = δ ◦ d2 ◦ f
{
δ2 ◦ d1 = δ ◦ d2 ◦ f
δ2 ◦ d2 = δ ◦ d1 ◦ f{
δ2 ◦ d1 = d1 ◦ f
δ2 ◦ d2 = d2 ◦ f
{
δ2 ◦ d1 = d2 ◦ f
δ2 ◦ d2 = d1 ◦ f
Si nous rØpØtons le processus, la question que l’on se pose est donc la suivante : existe-t-il un n et un m
tels que l’un des deux systŁmes suivants ait une solution.{
δn ◦ d1 = δ
m ◦ d1 ◦ f
δn ◦ d2 = δ
m ◦ d2 ◦ f
{
δn ◦ d1 = δ
m ◦ d2 ◦ f
δn ◦ d2 = δ
m ◦ d1 ◦ f
Si les dØpendances d1 et d2 correspondent à une projection suivie d’une translation et si δ est une
dØpendance uniforme, nous sommes capable de rØsoudre le problŁme. Mais, ici nous nous intØressons
au cas beaucoup plus gØnØral et nous allons voir comment formuler ce problŁme.
Nous nous intØressons au premier systŁme, le deuxiŁme se comportant de maniŁre identique. Nous
utilisons la reprØsentation matricielle des dØpendances. Le problŁme se formule alors de la maniŁre
suivante :
SoitA une matrice carrØe à coefcients dans Z, soientD1 etD2 deux matrices à coefcients
dans Z. Existe-t-il deux entiers m et n tels que le systŁme S1 ci-dessous ait une solution X
dans l’ensemble des matrices à coefcients dans Z ?
S1 =
{
An.D1 = A
m.D1.X
An.D2 = A
m.D2.X
Si les matrices sont toutes inversibles, le systŁme se rØØcrit en
S2 =
{
D−11 .A
n−m.D1 = X
D−12 .A
n−m.D2 = X
Il faut donc Œtre capable de trouver n et m tels que
An−m.D1.D
−1
2 = D1.D
−1
2 .A
n−m
Nous pouvons montrer que dans les cas oø les matrices ne sont pas inversibles nous devons rØsoudre une
Øquation similaire mais cette fois ci, modulo un sous-anneau de matrices.
D’une maniŁre plus synthØtique, le problŁme est donc le suivant.
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Soient A, P1, P2 trois matrices à coefcients dans Z inversibles, existe-t-il un entier k tel
que
P−11 .A
k.P1 = P
−1
2 .A
k.P2
ou, autrement dit, existe-t-il un entier k tel que la matrice Ak soit la mŒme dans les bases
P1 et P2 ?
À notre connaissance, le seul problŁme de dØcidabilitØ ressemblant (mais nous n’avons, pour le
moment, pas rØussi à nous y ramener) est ouvert. C’est le problŁme de Skolem : soit A une matrice
carrØe de dimension n× n à coefcients dans Z, existe-t-il un entier k tel que le coefcient (Ak)1n soit
Øgal à 0 ? Ce problŁme est actuellement ouvert dŁs que n est supØrieur à 3 [42].
4.2 Utiliser la recherche d’auto-dépendances pour des preuves d’équivalence
Pour terminer, nous revenons sur le cas oø W est dØnie par :
W = X.d1 ∨∧1 ¬X.d2
Quelle que soit la dØnition de X nous effectuons une Øtape d’itØration et l’itØration s’arrŒte. Ce cas est
intØressant car il permet de prouver l’Øquivalence entre deux parties du domaine de X . Nous pensons
qu’il serait aussi intØressant d’utiliser cette mØthode pour effectuer des preuves d’Øquivalence entre deux
variables. Pour cela, il faudrait autoriser la recherche d’auto-dØpendance dans le cas suivant :
W = X1.d1 ∨∧1 ¬X2.d2
oø les variables X1 et X2 sont distinctes. Ce cas demanderait une Øtude plus approfondie lors de l’itØra-
tion recherche d’auto-dØpendance, substitution par constante. Cela pourrait Œtre une suite de ce travail.
Le chapitre suivant sera consacrØ à l’automatisation du processus de preuve ce qui nous permettra
de prØsenter l’implØmentation.
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Chapitre 6
Automatisation et implémentation du
processus de preuve
Dans le chapitre prØcØdent, nous avons vu comment itØrer la recherche d’auto-dØpendance et la
substitution par constante. Ces deux rŁgles sont extraites du systŁme de preuve prØsentØ dans le chapitre 4
(dØnition 4.6, p. 59). Nous rappelons que le but de ce travail est de prouver automatiquement des
propriØtØs sur un systŁme. Le but de ce chapitre sera donc de fournir un algorithme de construction de
la preuve. Dans le chapitre 3 d’introduction à cette partie, nous avons esquissØ sur un exemple comment
effectuer une preuve. Nous allons reprendre ici cet exemple pour montrer la structure de donnØes que
nous allons utiliser, c’est-à-dire un arbre.
Rappelons que le problŁme Øtait de prouver que pour tout environnement ρ, tel que ρ ∝ S,
|=ρ DX : X
nous devons donc donner une preuve :
S ` DX : X ↓ tt
Dans le chapitre 3, nous avons esquissØ les diffØrentes rŁgles de preuve à notre disposition, ce qui nous
a permis de montrer le mØcanisme de preuve. Dans la gure 6.1, nous reprenons sous forme d’arbre le
mØcanisme de preuve en le formalisant. Les ls de chaque nud de l’arbre sont obtenus en appliquant
une rŁgle de preuve. Ils correspondent aux nouveaux sous-buts à prouver.
Ce chapitre sera organisØ de la maniŁre suivante. Dans la premiŁre section, nous prØsenterons un
premier algorithme s’appuyant sur les rŁgles de preuve que nous avons prØsentØes dans les chapitres 4
et 5. Nous prØsenterons tout d’abord les diffØrentes fonctions implØmentant les rŁgles de preuve, puis
l’algorithme qui automatise la construction de l’arbre de preuve et nous Øtudierons le problŁme de l’arrŒt
de cet algorithme. La section 2 prØsentera un nouveau systŁme de rŁgles de preuve qui permettra une
meilleure automatisation de la construction de l’arbre. Dans la section 3, nous prØsenterons tout d’abord
un nouvel algorithme de construction de l’arbre s’appuyant sur le nouveau systŁme de rŁgles, et enn,
dans l’optique d’obtenir une construction la plus automatique possible, nous rafnerons cet algorithme
en itØrant la construction de l’arbre.
1 Construction de l’arbre et preuve
Dans cette section, nous allons nous intØresser à la construction d’un arbre de preuve. Pour cela,
nous allons nous inspirer des rŁgles de preuves prØsentØes dans le chapitre 4. Nous commencerons par
rappeler les rŁgles de preuve. Puis, nous verrons sur un exemple les diffØrentes rŁgles de construction
de l’arbre de preuve. Nous verrons alors le lien entre la construction d’un arbre et l’existence d’une
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` D : X ↓ tt
` D4 : X.d1∧(Y.δ1∨Y.δ2) ↓ tt
` D4 : X.d1 ↓ tt ` D4 : Y.δ1∨Y.δ2 ↓ tt
` D5 : True ↓ tt ` D6 : X.d2 ↓ tt ` D7 : Y.δ1∨Y.δ2 ↓ tt
D4 = D1 \ (d
−1
1 (D)) ∩ D
D5 = d
−1
2 (D) ∩ D2 ∩ D
D6 = D2 \ (d
−1
2 (D)) ∩ D
D7 = d
−1
1 (D) ∩ D1 ∩ D
FIG. 6.1  structure de la preuve de l’exemple prØsentØ dans l’introduction (cf. chapitre 3).
preuve. Nous donnerons alors un algorithme de construction de l’arbre de preuve. Enn, nous verrons
que l’algorithme termine, soit en fournissant une preuve ou un contre-exemple, soit sur un Øchec de la
construction.
1.1 Règles de preuve
Soit S un systŁme, soit D : e ↓ v une formule. Le but est de fournir une preuve de la validitØ de cette
formule, c’est-à-dire prouver
S ` D : e ↓ v
Nous rappelons que notre systŁme de preuve est formØ des rŁgles de preuve suivantes :
 axiomes : AX1, AX2, AX3 (p. 59),
 rŁgles de dØcomposition des opØrandes : OU, ET (p 59),
 rŁgle de la nØgation : NEG1, NEG2 (p. 59),
 rŁgle de la dØpendance : DEP (p. 59),
 rŁgle de l’Øquation : EQ (p. 59),
 rŁgle de la sØparation des branches : SEP (p. 59),
 rŁgle de la substitution par constante : SUBS (p. 61),
 rŁgle de la simplication : SIMP (p. 66),
 rŁgle de recherche d’auto-dØpendance : AUTO (p. 72),
 rŁgle de l’introduction de variable : NOUV (p. 60).
De plus nous rappelons qu’une preuve de la formule D : e ↓ v existe si et seulement s’il existe une
sØquence nie de formules Øtendues par une valeur α1, . . . , αn telle que αn = D : e ↓ v et chaque αi
est soit un axiome soit peut Œtre dØduit à partir d’une formule prØcØdente en utilisant une des rŁgles de
preuve.
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1.2 Règles de construction de l’arbre
Les rŁgles de construction de l’arbre sont calquØes sur les rŁgles de preuve. Elles reprØsentent l’im-
plØmentation de ces rŁgles de preuve. Nous illustrerons ce chapitre par l’exemple suivant.
Exemple 6.1 Soient S un systŁme, X,Y,Z trois variables polyØdriques de ce systŁme et
DX le domaine de la variable X . On suppose X dØnie par l’Øquation suivante :
X =
{
D1 : X.d1 ∧ (Y.d2 ∨ Y.d3)
D2 : (Y.d4 ∨ Z.d5) ∧ ¬Y.d6
De plus, on suppose que le problŁme est de prouver que pour tout environnement ρ, tel que
ρ ∝ S,
|=ρ DX : X
nous devons donc donner une preuve :
S ` DX : X ↓ tt
Pour cela, nous allons construire un arbre de preuve qui, sous certaines conditions sur les
feuilles de cet arbre, constituera une preuve pour la formule DX : X ↓ tt.
L’arbre de preuve se construit de maniŁre rØcursive. Les nuds de cet arbre reprØsentent des formules
Øtendues, c’est-à-dire une expression e, son domaine D et sa valeur v de validitØ.
N = 〈e,D, v〉
Racine La racine de l’arbre correspond à la formule Øtendue à prouver.
Exemple 6.2 Dans notre exemple, la racine de l’arbre sera :
N0 = 〈X,DX , tt〉
Ici, l’expression à prouver est reprØsentØe par X .
Pour construire les ls d’un nud, nous avons dØveloppØ des fonctions s’appuyant sur les rŁgles
de preuve. Ces fonctions ont ØtØ implØmentØes en Mathematica, qui sert d’interface à MMALPHA. Les
expressions et les systŁmes polyØdriques sont reprØsentØs par des arbres syntaxiques ALPHA. Ces arbres
syntaxiques sont des listes Mathematica. L’utilisateur entre son expression sous forme de chaîne de ca-
ractŁres, et grâce à l’analyseur syntaxique de MMALPHA, la chaîne de caractŁres est transformØe en une
liste manipulable par Mathematica. L’objet de base de Mathematica est la liste, et de nombreuses fonc-
tions sont prØdØnies pour manipuler les listes. L’implØmentation des diverses fonctions de construction
de l’arbre de preuve passe principalement par des manipulations d’arbres syntaxiques ALPHA. Nous
utilisons donc les fonctions prØdØnies en Mathematica pour manipuler ces arbres et les fonctions prØ-
dØnies en MMALPHA. En ce qui concerne les domaines des expressions, nous utilisons la librairie
polyØdrique pour effectuer les diffØrents calculs (images, prØimages, intersections, unions).
Les fonctions implØmentant les rŁgles de preuve ont toutes en entrØe un nud et un systŁme et, en
sortie, une liste de nuds et un systŁme. La liste de ces fonctions et leur spØcication se trouvent en
appendice E. Nous allons maintenant dØtailler la construction de l’arbre à partir de l’exemple.
Exemple 6.3  Nous partons donc de la racine N0 :
N0 = 〈X,DX , tt〉
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Nous posons S0 = S. Si l’on Øtudie l’Øquation dØnissant la variable X , nous remar-
quons la prØsence d’auto-dØpendances. La fonction substitution_constante qui implØ-
mente la rŁgle de mŒme nom est appliquØe sur ce nud et fournit le rØsultat suivant :
substitution_constante (N0, S0) = (N1, S1)
oø N1 est dØni par
N1 = 〈Xsubs,DX , tt〉
La variable Xsubs est dØnie par l’Øquation suivante dans le nouveau systŁme S1.
Xsubs =
{
D1 : True ∧ (Y.d2 ∨ Y.d3)
D2 : (Y.d4 ∨ Z.d5) ∧ ¬Y.d6
Le systŁme S1 est constituØ du systŁme S0, de la variable Xsubs et de l’Øquation dØnis-
sant cette variable.
 L’expression du nudN1 est une variable dont l’Øquation ne contient plus d’auto-dØpendance.
Appliquer la rŁgle de substitution par constante n’apporterait donc pas de rØsultats nou-
veaux. En revanche utiliser la rŁgle de l’Øquation permet d’obtenir l’expression de la
variable. Ainsi, la fonction équation est appliquØe sur le nud N1 et sur le systŁme S1,
elle donne le rØsultat suivant :
équation (N1, S1) = (N2, S2)
oø le nud N2 est dØni par :
N2 =
〈{
D1 : True ∧ (Y.d2 ∨ Y.d3)
D2 : (Y.d4 ∨ Z.d5) ∧ ¬Y.d6
,DX , tt
〉
Le systŁme S2 est identique au systŁme S1.
 L’expression du nud N2 contient la constante True, la rŁgle de simplication peut donc
Œtre utilisØe sur le nud N2 et le systŁme S2 pour obtenir :
simplification (N2, S2) = (N3, S3)
oø le nud N3 est dØni par
N3 =
〈{
D1 : (Y.d2 ∨ Y.d3)
D2 : (Y.d4 ∨ Z.d5) ∧ ¬Y.d6
,DX , tt
〉
Le systŁme S3 correspond au systŁme S2 et donc au systŁme S1.
 L’expression du nudN3 est une expression à plusieurs branches. La rŁgle de sØparation
des branches s’applique donc sur un tel nud. La fonction correspondante est sépara-
tion_branches, elle fournit le rØsultat :
séparation_branches (N3, S3) = (N4, N5, S4)
Nous obtenons ici deux nouveaux nuds dØnis par :
N4 = 〈Y.d2 ∨ Y.d3,D1 ∩ DX , tt〉
N5 = 〈(Y.d4 ∨ Z.d5) ∧ ¬Y.d6,D2 ∩DX , tt〉
Le systŁme S4 correspond au systŁme S3.
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 En supposant la variable Y dØnie par Y = Y.d, nous reconnaissons, pour le nudN4 la
situation oø la recherche d’auto-dØpendance va rØussir. La premiŁre Øtape est d’ajouter
une nouvelle variable. C’est le rôle de la fonction ajout_variable. L’application de cette
fonction au nud N4 et au systŁme S4 permet d’obtenir :
ajout_variable(N4, S4) = (N6, S6)
Le nud N6 est dØni par :
N6 = 〈W,D1 ∩ DX , tt〉
oø la variable W est dØnie dans le systŁme S6 par
W = Y.d2 ∨ Y.d3
Le systŁme S6 correspond au systŁme S4 et contient en plus la variable W et l’Øquation
dØnissant cette variable.
 La seconde Øtape consiste à appliquer la fonction recherche_auto_dépendance sur le
nud N6 et le systŁme S6 :
recherche_auto_dépendance(N6, S6) = (N7, S7)
oø le nud N7 est dØni par
N7 = 〈Wrec,D1 ∩ DX , tt〉
La variable Wrec est dØnie par :
Wrec = Wrec.d
Le systŁme S7 est dØni par le systŁme S6 et il contient de plus la variable Wrec et
l’Øquation la dØnissant. La rŁgle de substitution par constante peut maintenant Œtre
utilisØe.
 Nous reprenons maintenant le nud N5. L’expression de ce nud est une conjonction,
la rŁgle de sØparation des opØrandes s’applique. La fonction séparation_opérandes im-
plØmente cette rŁgle, elle fournit le rØsultat suivant :
séparation_opérandes(N5, S4) = (N8, N9, S9)
oø les nuds N8 et N9 sont dØnis par :
N8 = 〈Y.d4 ∨ Z.d5,D2 ∩ DX , tt〉
N9 = 〈¬Y.d6,D2 ∩ DX , tt〉
Le systŁme S9 correspond au systŁme S4.
 Sur le nud N8 la rŁgle d’ajout de variable est utilisØe, puis plus une seule rŁgle ne peut
Œtre utilisØe : la recherche d’auto-dØpendance Øchoue.
 L’expression du nud N9 est dØnie par une nØgation. La rŁgle à appliquer est donc
celle de la nØgation. Elle est implØmentØe par la fonction négation.
négation(N9, S9) = (N10, S10)
oø le nud N10 est dØni par
N10 = 〈Y.d6,D2 ∩ DX , ff 〉
Le systŁme S10 est Øgal au systŁme S9 (et donc au systŁme S1).
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 Pour le nud N10, nous avons une dØpendance. La fonction dépendance qui implØmente
la rŁgle de mŒme nom est utilisØe et donne le rØsultat suivant :
dépendance(N10, S10) = (N11, S11)
oø
N11 =
〈
Y, d−16 (D2 ∩DX), ff
〉
Le systŁme S11 correspond au systŁme S1.
Nous avons donc prØsentØ ici les diffØrentes rŁgles de construction de l’arbre de preuve. L’application
des rŁgles est automatique (nous verrons dans la section suivante l’automatisation de l’enchaînement des
rŁgles). Nous allons maintenant nous intØresser à l’arrŒt de la construction de l’arbre et au lien existant
entre cette construction et l’existence ou non d’une preuve.
Arrêt de la construction de l’arbre. La construction d’une branche de l’arbre se termine quand au-
cune fonction ne peut Œtre appliquØe sur le dernier nud (feuille) de la branche. Dans ce cas, l’expression
e de cette feuille peut-Œtre de trois formes :
 soit une constante,
 soit un motif composØ de variables d’entrØe,
 soit une expression sur laquelle aucune rŁgle ne peut s’appliquer.
Les deux premiers cas sont considØrØs comme des cas de terminaison. En effet, lorsque nous avons des
variables d’entrØes, la recherche d’auto-dØpendance n’a aucun sens. Nous ne pouvons pas substituer
ces variables par leur dØnition (qui n’existe pas, ce sont des variables d’entrØe). Dans un tel cas, l’ex-
pression obtenue est une condition nØcessaire sur les variables d’entrØes. Pour le dernier cas, la feuille
reprØsente un sous-but non rØsolu dans le systŁme de preuve. L’utilisateur doit intervenir pour permettre
à la construction de continuer. Nous voyons donc que nous pouvons ici distinguer deux types de feuilles
celles pour lesquelles la construction est rØellement terminØe, et celles pour lesquelles l’utilisateur doit
encore intervenir. Nous dØnissons donc les notions suivantes de feuille fermØe et de feuille pendante.
Définition 6.4 (feuille fermée) Une feuille fermØe est une feuille dans laquelle l’expression polyØdrique
est une constante.
Définition 6.5 (feuille pendante) Une feuille pendante est une feuille qui n’est pas une feuille fermØe.
Ainsi, les feuilles contenant des variables d’entrØes sont considØrØes comme des feuilles pendantes bien
qu’aucune rŁgle de preuve ne puisse Œtre appliquØe dessus. Nous ne pouvons pas les considØrer comme
des feuilles fermØes car la preuve n’est pas terminØe sur ces feuilles.
Dans la gure 6.2, nous reprenons l’exemple et construisons l’arbre de preuve. Nous avons tracØ en
pointillØ un dØveloppement possible de l’arbre. Il y a deux feuilles pour lesquelles nous obtenons des
constantes, ce sont donc des feuilles fermØes. Nous constatons que les constantes sont bien les valeurs
attendues et donc dans ces branches, la preuve a rØussi. Il reste cependant une feuille pendante (encadrØe)
pour laquelle la preuve a ØchouØ. Nous reviendrons par la suite sur cet Øchec.
Construction de l’arbre et existence d’une preuve. Jusqu’à prØsent nous avons ØtudiØ les rŁgles de
construction de l’arbre de preuve, et nous avons vu que ces rŁgles de construction implØmentaient les
rŁgles de preuve. On peut donc maintenant Øtudier le lien entre l’arbre ainsi construit et l’existence d’une
preuve.
Pour que la construction de l’arbre constitue une preuve, il faut bien sßr que toutes les feuilles soient
fermØes.
Le thØorŁme suivant Ønonce une condition sufsante sur les feuilles de l’arbre de preuve pour l’exis-
tence d’une preuve.
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N0
N1
SUBS
N2
EQ
N3
SIMP
N4
SEP
N6
AJOUT
N7
AUTO
〈True,D1, tt〉
SUBS
N5
N8
ET
N9
N10
NEG1
N11
DEP
〈
False, d−16 (DX), ff
〉
La feuille encadrØe est une feuille pendante, et les pointillØs un dØveloppement possible de l’arbre.
FIG. 6.2  Arbre de preuve
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Théorème 6.6 Soit S un systŁme, soit D : e ↓ tt une formule sur ce systŁme, soit un arbre de preuve
dont la racine est 〈e,D, tt〉. Si toutes les feuilles sont fermØes, et si toutes les feuilles sont d’une des deux
formes suivantes :
〈True,D, tt〉
〈False,D, ff 〉
alors l’arbre sera une preuve de la formule D : e.
Démonstration : La démonstration est simple, il suffit de remarquer qu’à chaque étape de la construc-
tion de l’arbre nous avons utilisé une règle de preuve et que les feuilles correspondent aux axiomes de
notre système de preuve.
La condition que nous venons d’Ønoncer est extrŒmement forte, elle ne tient pas compte par exemple
du cas des variables d’entrØe. Cependant, il ne faut pas perdre de vu que le systŁme de preuve que nous
utilisons ici n’est pas sufsant. En particulier, nous ne faisons pas intervenir le contexte (cf. page 59).
De plus, le principe de substitution et celui de recherche de motifs (cf. page 66) sont mal exploitØs.
Dans la section 2, nous donnerons un nouveau systŁme de preuve exploitant mieux ces deux principes
et permettant de continuer la preuve sur des formules contenants des variables d’entrØes en utilisant
quelques hypothŁses sur les variables d’entrØes. Nous ne parlerons pas dans ce chapitre du contexte car
son utilisation n’est pas encore automatisØ. Les rŁgles de preuve concernant le contexte seront prØsentØes
dans le chapitre 9. Dans le cas des feuilles pendantes, l’utilisateur doit intervenir, et fournir par exemple
des invariants, ou alors utiliser des techniques d’accØlØrations ou d’agrandissement de domaine que nous
Øtudierons dans le chapitre suivant.
Nous avons donc ici prØsentØ comment construire l’arbre de preuve et nous avons Øtabli le lien
entre construction de l’arbre et existence d’une preuve. Nous allons maintenant expliquer plus en dØtails
comment construire automatiquement l’arbre, c’est-à-dire comment choisir automatiquement la rŁgle à
appliquer.
1.3 Algorithme de construction des arbres de preuve
Nous allons ici nous intØresser à la construction automatique de l’arbre de preuve. À chaque nud
de l’arbre, nous ajoutons un champ s reprØsentant la rŁgle à appliquer. Ce champ s est appelØ statut. Un
nud a donc maintenant la forme suivante :
〈e,D, v, s〉
oø e est une expression polyØdrique, D un sous-domaine du domaine de e, et v une valeur boolØenne.
Nous avons prØsentØ dans la section prØcØdente les diffØrentes rŁgles utilisØes pour construire l’arbre
de preuve. Certaines rŁgles sont toujours combinØes ensemble. Le statut va donc reprØsenter soit la
combinaison de rŁgles à appliquer soit la cause de l’arrŒt. Ce statut peut avoir cinq valeurs diffØrentes.
Signification de la valeur du statut
 Variables d’entrée et Constantes (VarEnt) : Cette valeur du statut reprØsente les deux cas d’arrŒt
corrects. C’est-à-dire que nous avons soit une constante, soit une expression utilisant des variables
d’entrØes.
 Substitution par constante (SubsCons) : Pour un nud dont le statut à cette valeur, nous devons
appliquer une substitution par constante.
 Séparation des opérandes (SepOp) : Il faut ici appliquer les rŁgles de sØparation des opØrandes
et de nØgation. Ces rŁgles sont combinØes avec la rŁgle de dØpendance.
 Recherche d’auto-dépendance (RecAuto) : Cette valeur indique que nous devons effectuer une
recherche d’auto-dØpendance.
108
 Échec de la recherche d’auto-dépendance (EchAuto) : Cette valeur reprØsente le cas d’Øchec :
nous ne pouvons pas effectuer de recherche d’auto-dØpendance et aucune autre rŁgle ne peut Œtre
appliquØe.
Nous allons prØsenter dans le paragraphe suivant, quelles sont les fonctions appliquØes pour chaque
statut et comment est calculØ le statut de chaque nud. Nous appellerons nud intermØdiaire un nud
pour lequel la valeur du statut n’est pas encore calculØe.
Calcul des nœuds fils. AprŁs application de la fonction indiquØe par le statut du nud, nous obtenons
Øventuellement des nouveaux sous-buts. Pour chacun des sous-buts, il faut calculer le nouveau statut.
Soit 〈e,D, v, s〉 le nud ØtudiØ. Pour chacune des valeurs du statut, nous allons dØnir les opØrations à
effectuer sur le nud, nous verrons comment calculer ses ls et comment calculer les statuts associØs
aux ls.
 s = SubsCons. Ce statut ne peut Œtre associØ qu’à un nud de la forme 〈X,D, v, SubsCons〉
(l’expression prØsente dans le nud est simplement une variable) an de pouvoir appliquer la
fonction substitution_constante. Nous allons tout d’abord commencer par calculer les nuds
ls, puis nous verrons quel est leur statut. Le calcul des ls se fait en plusieurs Øtapes :
 Nous appliquons la fonction substitution_constante,
 puis la fonction équation,
 les fonctions simplification et forme_normale,
 enn, la fonction séparation_branche.
Nous obtenons en sortie une liste de nuds intermØdiaires de la forme (le statut n’est pas encore
dØterminØ) 〈
e′,D′, v, ?
〉
ainsi qu’un nouveau systŁme. Ce nouveau systŁme sera utilisØ pour continuer la construction de
l’arbre.
Pour chacun de ces nuds intermØdiaires, nous devons maintenant effectuer une sØparation des
opØrandes. Pour cela, nous leur associons le statut SepOp. Les nuds sont donc de la forme :〈
e′,D′, v, SepOp
〉
 s = SepOp. Nous avons encore plusieurs Øtapes à effectuer avant de pouvoir calculer le statut. Soit
N le nud dØni par :
〈e,D, v, SepOp〉
Nous supposons que e est dØnie de la maniŁre suivante avec ∨∧1,∨∧2 ∈ {∨,∧}, ∨∧1 6= ∨∧2 et v
neutre pour l’opØration boolØenne ∨∧1 :
e =
n∨∧
1
i=1
ei
ei =
n′∨∧
2
i=1
Xi.di
 si n > 1, nous appliquons la fonction séparation_opérandes, nous gØnØrons n nuds inter-
mØdiaires de la forme : 〈
n′∨∧
2
i=1
Xi.di,D, v, ?
〉
En gØnØrant n nuds, chaque nud est ainsi ramenØ au cas oø n vaut 1. Nous devons mainte-
nant calculer le statut associØ à chaque nud intermØdiaire.
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 Si n = 1, l’expression e est de la forme
n′∨∧
2
i=1
Xi.di. Pour calculer la valeur du statut, nous allons
diviser notre calcul en plusieurs cas :
 S’il existe j tel que Xj est une variable d’entrØe, nous arrŒtons la construction et nous asso-
cions le statut VarEnt au nud. Sinon, nous distinguerons deux sous-cas suivant la valeur de
n′.
 Si n′ = 1, l’expression e est alors d’une des trois formes suivantes :
 e = True ou e = False : l’expression e est une constante, le statut associØ au nud est
alors VarEnt.
 e = Xi.di : il faut ici appliquer la fonction dépendance. Nous associerons le statut
SubsCons au nouveau nud.
 e = ¬Xi.di : nous commençons par appliquer la fonction négation puis la fonction dé-
pendance. Nous associerons le statut SubsCons au nouveau nud.
 Si n′ > 1, nous sommes dans le cas oø la recherche d’auto-dØpendance peut Œtre effectuØe.
Nous commençons par utiliser la fonction ajout_variable. Nous notons ici X ′ la nouvelle
variable. Puis, nous regardons la structure de e : s’il n’y a que des occurrences d’une seule
variable Y et si la variable Y respecte les critŁres ØnoncØs dans les thØorŁmes 5.1 et 5.4 du
chapitre 5 alors nous pouvons effectuer une recherche d’auto-dØpendance. Le nouveau statut
est RecAuto, sinon le statut est EchAuto. Le nouveau nud est donc soit de la forme :〈
X ′,D, v,RecAuto
〉
si la recherche d’auto-dØpendance peut Œtre effectuØe, soit de la forme :
〈Xi,D, v,EchAuto〉
si cette recherche d’auto-dØpendance conduit à une itØration innie. La variableX ′ est dØnie
par e.
 s = RecAuto. Nous devons effectuer une recherche d’auto-dØpendance sur le nud 〈X,D, v,RecAuto〉.
Nous appliquons la fonction recherche_auto_dépendance. Le nouveau nud est donc de la
forme suivante :
〈X,D, v, SubsCons〉
Nous avons supposØ au moment de l’application de la fonction de sØparation des opØrandes que l’ex-
pression Øtait normalisØe. Cette hypothŁse est correcte : toutes les expressions du systŁme sont mises au
dØpart sous forme normale conjonctive. Cependant du fait des nØgations, la forme normale d’une expres-
sion n’est pas toujours la forme conjonctive. Il est donc impØratif d’utiliser la fonction forme_normale
avant qu’une sØparation des opØrandes soit effectuØe. Ici la seule possibilitØ pour effectuer une sØpa-
ration des opØrandes est d’effectuer juste avant une substitution par constante. Pendant cette phase de
substitution, nous effectuons une mise sous forme normale.
L’algorithme de construction de l’arbre itŁre simplement les diffØrentes rŁgles de construction. Ce-
pendant si nous nous contentons simplement d’itØrer ces rŁgles, la construction est dans certains cas
innie. La section suivante sera donc consacrØe à l’Øtude de la terminaison du processus de construction
de l’arbre de preuve.
1.4 Terminaison et validité de la construction
Dans cette section, nous allons tout d’abord montrer sur un exemple qu’utiliser simplement les rŁgles
de construction prØcØdentes peut mener à une itØration innie. Puis, nous reviendrons sur la validitØ de
l’algorithme et nous montrerons que l’algorithme ainsi construit peut fournir des contre-exemples.
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Terminaison Reprenons l’exemple prØsentØ dans l’introduction (cf. chapitre 3 et gure 6.1).
La gure 6.3 reprØsente la premiŁre Øtape de construction de l’arbre de preuve, ainsi qu’une Øtape
de sØparation des opØrandes.
N0 = 〈X,D, tt, SubsCons〉
N1 =
〈
X.d1 ∧ (Y.δ1 ∨ Y.δ2),D1 \ (d
−1
1 (D)) ∩ D, tt, SepOp
〉
N2 =
〈
Y.δ1 ∨ Y.δ2, d
−1
1 (D) ∩D1 ∩ D, tt, s1
〉
N3 =
〈
X.d2,D2 \ (d
−1
2 (D)) ∩ D, tt, SubsCons
〉
N4 =
〈
X, tt, d−12 (D) ∩D2 ∩ D, tt,VarEnt
〉
N5 =
〈
X.d1,D1 \ (d
−1
1 (D)) ∩ D, tt, SubsCons
〉
N6 =
〈
W,D1 \ (d
−1
1 (D)) ∩ D, tt, s2
〉
oø s1 et s2 sont des statuts appartenant à {RecAuto,EchAuto}.
N0
N1
N2
ET
N5
N6
SUBS
N3 N4
FIG. 6.3  DØbut de la construction de l’arbre de preuve de l’exemple 3
Sur le nud N5, la substitution par constante est appliquØe pour obtenir aprŁs sØparation des opØ-
randes, les deux nuds suivants :
N7 =
〈
X.d1,D1 \ (d
−1
1 (D1 \ (d
−1
1 (D)) ∩ D)) ∩ D1 \ (d
−1
1 (D)) ∩D, tt, SubsCons
〉
N8 =
〈
W,D1 \ (d
−1
1 (D1 \ (d
−1
1 (D)) ∩ D)) ∩ D1 \ (d
−1
1 (D)) ∩ D, tt, s2
〉
Entre les nuds N5 et N7, seul le domaine a changØ. En itØrant le processus, on construit une suite
innie de nuds dont seuls les domaines diffŁrent. Fixons pour cela les domaines et les dØpendances
qui suivent :
D = {t, i|0 ≤ t ≤ 3N ; 0 ≤ i ≤ min(2t, 2N, 6N − 2t)}
D1 = {t, i|t ≥ 1, i ≥ 1}
d1 = (t, i→ t− 1, i− 1)
d2 = (t, i→ t− 1, i)
 Le domaine du nud N1 et du nud N5 est {t, i|i = 2t; 2 ≤ i ≤ 2N}.
 Celui du nud N7 est {t, i|i = 2t+ 1; 1 ≤ i ≤ 2N − 1)}.
 En continuant la construction de l’arbre, le domaine du ls gauche de N7 est {t, i|i = 2t+ 2; 1 ≤
i ≤ 2N − 2)}.
 La k-iŁme substitution par constante permet d’obtenir le domaine {t, i|i = 2t + k; 1 ≤ i ≤
2N − k)}.
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Comme N est un paramŁtre, pour toute valeur de k, il existe une valeur de N telle que le domaine
{t, i|i = 2t+ k; 1 ≤ i ≤ 2N − k)} est non vide. Ainsi, la construction de l’arbre est innie.
Pour pallier ce problŁme, nous utilisons un systŁme de traces. SoitN = 〈e,D, v, s〉 un nud, la trace
correspond à l’ensemble des nuds prØsents sur la branche allant de la racine à N . Soit {N0, . . . , Ni}
cette trace. S’il existe un nudNj = {ej ,Dj , vj , sj} appartenant à cette trace telle que ej = e et vj = v,
alors le nud a dØjà ØtØ rencontrØ, et continuer la construction de la branche conduit à une construction
innie. On associe à ce nud un statut d’arrŒt mais, pour le dØmarquer des autres causes d’arrŒt, nous
xons la valeur du statut à EchIter. Cette valeur n’est associØe qu’à des nuds sur lesquels la rŁgle
de substitution par constante peut Œtre appliquØe. Si l’arbre contient des feuilles de statut EchIter, ces
feuilles seront considØrØes comme pendantes. L’utilisateur devra intervenir pour continuer la construc-
tion de l’arbre en agrandissant le domaine de ces feuilles. En effet en agrandissant le domaine, nous
supprimons l’itØration innie. Ce problŁme sera traitØ dans le chapitre 7.
Avant de donner l’algorithme, nous donnons la dØnition des nuds semblables.
Définition 6.7 Nous dirons que N = 〈e,D, v, s〉 est semblable à un nud d’une liste de nuds L, s’il
existe un nud N ′ = 〈e,D′, v, s〉 (seul le domaine est diffØrent).
Algorithme 6.8 Soit S un systŁme, N = 〈e,D, v, s〉 un nud et L une liste de nuds.
L’algorithme de construction de l’arbre issu du nud N est le suivant :
Si s est diffØrent de VarEnt et de EchAuto
 si N n’est semblable à aucun nud de L faire :
 Ajouter N à la liste L,
 Appliquer la ou les fonctions correspondant au statut du nud N . On obtient les nuds
N1, . . . , Np et le systŁme S ′.
 Appliquer rØcursivement l’algorithme de construction sur le systŁme S ′, chaque nud Ni et sur
la liste L .
 sinon N est semblable à un nud de L, le statut de N est EchIter.
Dans le thØorŁme suivant, nous montrons que si nous utilisons l’algorithme avec le systŁme de traces,
la construction de l’arbre est nie.
Théorème 6.9 L’algorithme 6.8 de construction de l’arbre de preuve termine.
Démonstration : Considérons une branche de l’arbre, nous savons que toutes les expressions appa-
raissant dans les différents nœuds de la branche sont distinctes sauf, peut-être, pour la dernière : dans ce
cas, la feuille est semblable à un nœud de l’arbre et nous sommes dans un cas d’arrêt.
Ces expressions peuvent être soit des expressions du système, soit des expressions apparaissant lors
de la recherche d’auto-dépendance.
– Expressions du système : le nombre de sous-expressions du système étant fini, nous ne pouvons
utiliser qu’un nombre fini de telles sous-expressions.
– Recherche d’auto-dépendance : nous ne l’appliquons que dans le cas où la recherche est finie.
Nous ajoutons dans les deux cas un nombre fini d’expressions, la construction de l’arbre termine donc.
Validité Dans ce paragraphe, nous allons nous intØresser à la validitØ de l’algorithme ; c’est-à-dire, à
montrer que l’arbre construit permet de prouver la formule à sa racine. La validitØ repose sur le thØo-
rŁme 6.6. Un corollaire important est le suivant qui fournit l’existence d’un contre-exemple.
Corollaire 6.10 Soit R = 〈e,D, tt, s〉 la racine d’un arbre de preuve. S’il existe une feuille de la forme :
〈True,D, ff ,VarEnt〉
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ou de la forme
〈False,D, tt,VarEnt〉
alors il est impossible de construire une preuve pour la formule D : e ↓ tt et nous avons construit un
contre-exemple.
Démonstration : Comme toutes les règles de preuve sont inversibles, lorsque nous obtenons une
contradiction, nous avons obtenons une preuve de la contraposée de la formule. Le contre-exemple
s’obtient de la manière suivante : il suffit de prendre le père de cette feuille. Notons 〈e,D, v, s〉 ce père.
En générant la feuille, nous avons calculé la valeur de l’expression e et cette valeur est en contradiction
avec la valeur v. L’expression e sur le domaine D est un contre-exemple.
Ce corollaire aura une autre utilitØ : il pourra Œtre utilisØ pour effectuer des dØmonstrations par l’absurde,
ce que nous verrons dans le chapitre 9.
1.5 Conclusion
Cette premiŁre implØmentation a ØtØ utilisØe pour prouver l’exemple du DLMS prØsentØ dans le cha-
pitre 8 section 1. Cependant, trŁs rapidement, cette implØmentation s’est montrØe limitØe. L’utilisateur
devait intervenir rØguliŁrement pour permettre aux preuves de terminer. Dans cette implØmentation, les
branches de l’arbre sont toutes construites de maniŁre indØpendante. Pour illustrer ces propos, prenons
l’exemple suivant :
Exemple 6.11
W = {t, i | t > 0; i > 0} : X.(t, i→ t− 1, i − 1) ∧ Y.(t, i→ t, i)
Y = {t, i | t > 0; i > 0} : X.(t, i→ t− 1, i) ∨ Z.(t, i→ t− 1, i)
X =
{
{t, i | t = 0} : True
{t, i | t > 0; i ≥ 0} : X.(t, i→ t− 1, i)
Le but est ici de prouver la formule
{t, i | t > 0; i > 0} : W ↓ tt
La rŁgle de sØparation des opØrandes engendre deux branches :
 la premiŁre concerne la formule {t, i | t > 0; i > 0} : X.(t, i → t − 1, i). AprŁs
application de la rŁgle des dØpendances, le nouveau sous-but concerne la formule {t, i |
t ≥ 0; i ≥ 0} : X . En continuant la construction de cette branche, nous n’obtenons que
des feuilles fermØes. Lors de la construction de cette branche, il a ØtØ prouvØ que X Øtait
vraie sur tout son domaine.
 la seconde branche n’engendre qu’une feuille pendante pour la formule {t, i | t > 0; i >
0} : X.(t, i → t− 1, i) ∨ Z.(t, i → t− 1, i). Or, si nous pouvions utiliser le fait que X
est vraie sur tout son domaine, cette feuille serait en fait une feuille fermØe.
Si nous utilisons les informations obtenues lors des constructions des branches, nous pourrons obte-
nir des constructions plus prØcises, c’est -à-dire que certaines feuilles potentiellement pendantes pour-
ront Œtre fermØes. Pour cela, nous devons modier lØgŁrement nos rŁgles de preuve et faire intervenir de
maniŁre plus importante les connaissances issues du systŁme dans nos preuves.
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2 Un nouveau système de preuve
Dans cette section, nous allons fournir un nouveau systŁme de preuve. Les rŁgles que nous dØnirons
s’appuieront sur les rŁgles dØnies dans le premier systŁme. Nous allons ici accroître l’utilisation de
l’information contenue dans le systŁme sur les substitutions qui ont dØjà eu lieu et nous allons cette fois-
ci utiliser la notion de liste de motifs. La liste de motifs contiendra des formules spØciant les variables
d’entrØes ainsi que les motifs rencontrØs lors de la construction de l’arbre de preuve.
Reprenons l’exemple prØsentØ en conclusion de la section prØcØdente. Pour transformer la feuille
pendante en feuille fermØe, nous devons pouvoir utiliser le fait que X vaut vrai sur tout son domaine.
Le principe est le suivant. Puisque X vaut vrai sur tout son domaine, nous pouvons substituer toutes les
instances de X par vrai. Ainsi, la variable Y se rØØcrit de la maniŁre suivante :
Y = {t, i | t > 0; i > 0} : True
Pour prouver la formule concernant W , la construction de l’arbre engendre le sous-but sur la formule
{t, i | t > 0; i > 0} : Y , et si Y a ØtØ rØØcrit, la preuve de ce sous-but mŁne directement à une feuille
fermØe. Notre rŁgle de substitution par constante devra donc permettre la substitution de toutes les
instances de X dØnies sur le domaine de la formule {t, i | t > 0; i > 0} : X.(t, i → t − 1, i), dans
toutes les variables.
Cette modication n’est cependant pas sufsante. Reprenons la rŁgle de preuve concernant la sØpa-
ration de l’opØrande et :
S ` D : e1 ↓ tt, S ` D : e2 ↓ tt
S ` D : e1 ∧ e2 ↓ tt
ET
Pour construire les arbres de preuve concernant les deux sous-buts engendrØs, nous devons utiliser le
systŁme du nud pŁre. Ainsi dans le cas de notre exemple, pour prouver la formule {t, i | t > 0; i >
0} : Y ↓ tt, nous devons utiliser le systŁme initial S dans lequel la substitution de X par la valeur vraie
n’a pas ØtØ effectuØe. Ainsi, la construction de l’arbre mŁne à une feuille pendante. Il faut donc pouvoir
utiliser le systŁme obtenu aprŁs avoir substituØ X . L’idØe est donc de faire « remonter » dans les nuds
antØcØdents les systŁmes utilisØs au niveau des feuilles. La rŁgle de dØcomposition ET serait alors de la
forme suivante :
S ` D : e1 ↓ tt, S
′, S′ ` D : e2 ↓ tt, S
′′
S ` D : e1 ∧ e2 ↓ tt, S
′′
ET
oø S′ correspond au systŁme obtenu lors de la construction de la derniŁre feuille de l’arbre de preuve de
la formule D : e1 ↓ tt.
Les rŁgles que nous prØsenterons dans la suite seront un peu plus complexes, car elles feront inter-
venir le contexte.
Nous allons maintenant formaliser ce nouveau systŁme de preuve.
2.1 Les règles de base
Dans cette section nous allons redØnir toutes les rŁgles de base, et nous donnerons une nouvelle
dØnition de la sßretØ des rŁgles.
Nous dØnissons tout d’abord la notion de liste de motifs. Une liste de motifs est un ensemble de
formules Øtendues. Ces formules Øtendues correspondent soit aux formules obtenues dans les feuilles
pendantes, soit à des hypothŁses faites sur les variables d’entrØes. Elles pourront Œtre utilisØes pour
poursuivre la construction de feuilles pendantes contenant des variables d’entrØes. Ces listes ne seront
utilisØes que par une seule rŁgle : la rŁgle de recherche de motif que nous prØsenterons en section 2.3.
L’existence d’une preuve pour une formule Øtendue D : e ↓ v d’un systŁme S sous la liste de motifs
L est notØe
S,L ` D : e ↓ v, S ′,L′
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oø S′ est un systŁme et L′ une liste de motifs obtenus à partir des rŁgles de preuve.
Définition 6.12 (règles de preuve étendues aux systèmes et aux listes de motifs) Dans la suite, e1, e2, e
dØsigneront des expressions polyØdriques, v une valeur boolØenne, D un domaine, X une variable,
S, S′, S′′ des systŁmes et L,L′,L′′ des listes de motifs. Les rŁgles de preuve de base sont dØnies de la
maniŁre suivante :
 Axiomes :
S,L ` D : True ↓ tt, S,L
AX1
S,L ` {} : e ↓ v, S,L
AX2
S,L ` D : False ↓ ff , S,L AX3
 RŁgles de dØcompositions des opØrandes :
S,L ` D : e1 ↓ tt, S
′,L′, S′,L′ ` D : e2 ↓ tt, S
′′,L′′
S,L ` D : e1 ∧ e2 ↓ tt, S
′′,L′′
ET
S,L ` D : e1 ↓ ff , S′,L′, S′,L′ ` D : e2 ↓ ff , S′′,L′′
S,L ` D : e1 ∨ e2 ↓ ff , S′′,L′′
OU
 RŁgle de la nØgation :
S,L ` D : e ↓ ff , S ′,L′
S,L ` D : ¬e ↓ tt, S ′,L′
NEG1
S,L ` D : e ↓ tt, S ′,L′
S,L ` D : ¬e ↓ ff , S ′,L′ NEG2
 RŁgle de la dØpendance :
S,L ` d(D) : e : v, S ′,L′
S,L ` D : e.d ↓ v, S ′,L′
DEP
 RŁgle de l’Øquation :
S,L ` D :

D1 : e1
.
.
.
Dn : en
↓ v, S′,L′
S,L ` D : X ↓ v, S ′,L′
EQ
si X =

D1 : e1
.
.
.
Dn : en
est une Øquation de S
 RŁgle de sØparation des branches :
S,L ` D ∩ D1 : e1 ↓ v, S1,L1 . . . , Sn−1,Ln−1 ` D ∩ Dn : en ↓ v, Sn,Ln
S,L `

D1 : e1
.
.
.
Dn : en
↓ v, Sn,Ln
SEP
 RŁgle de l’ajout de variable :
S′,L ` D : X ↓ v, S ′′,L′
S,L ` D : e ↓ v, S ′′,L′
NOUV
oø S′ est le systŁme S auquel on a ajoutØ la variable X dØnie par l’expression e sur le domaine
de e.
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 RŁgle de la simplication :
S′,L ` D : X ↓ v, S ′′,L′
S,L ` D : X ↓ v, S ′′,L′
SIMP
Le systŁme S ′ est le systŁme S dans lequel toutes les constantes ont ØtØ supprimØes en appliquant
rØcursivement les techniques de simplication vues dans le chapitre 4.
Définition 6.13 (Sûreté) Soit une rŁgle de preuve,
L′, S′ ` D′ : e′ ↓ v′, S′′,L′′
L, S ` D : e ↓ v, S ′′,L′′
Cette rŁgle est dite sßre si et seulement si
S′ ∼= S′′ =⇒ S ∼= S′′
∧ ∀ρS′ ∝ S
′,∀ρS ∝ S, ρS′ ∼= ρS , |=ρS′ D
′ : e′ ↓ v′ =⇒ |=ρS D : e ↓ v
∧ L ⊂ L′
Théorème 6.14 Les nouvelles rŁgles de preuve sont sßres.
Démonstration : La démonstration est similaire à celle du chapitre 4. Pour chaque règle, il faut de
plus prouver que S ′ ∼= S′′ =⇒ S ∼= S′′ et L ⊂ L′.
– L ⊂ L′ : aucune des règles présentées ici ne modifie la liste de motifs. L’inclusion est donc
triviale.
– S′ ∼= S′′ =⇒ S ∼= S′′ : il suffit de remarquer que S ′ ∼= S en appliquant la définition de ∼=.
Comme ∼= est une relation d’équivalence, nous aurons même montré que S ′ ∼= S′′ ⇐⇒ S ∼= S′′.
2.2 Règle de substitution par constante
Nous allons maintenant dØnir la rŁgle liØe à la substitution par constante. Cette dØnition sera faite
en plusieurs Øtapes. Nous commençons par modier lØgŁrement la rŁgle de substitution par constante
donnØe dans le premier systŁme de preuve. Nous rappelons que dans le premier systŁme de preuve
(section 3, chapitre 4), cette rŁgle de substitution Øtait la suivante :
S′ ` D : Xsubs ↓ v
S ` D : X ↓ v
SUBS
oø le systŁme S ′ contenait toutes les variables de S et leurs dØnitions ainsi qu’une variable Xsubs. La
premiŁre rŁgle que nous donnons permet de continuer la preuve sur la variable X dont la dØnition dans
S′ est celle de la variable Xsubs.
Cette rŁgle est la suivante :
L, S′ ` D : X ↓ v, S ′′,L′
L, S ` D : X ↓ v, S ′′,L′
SUBS1
oø la variable X du systŁme S ′ est dØnie par l’Øquation :
X =

D′ \ (D′ ∩ d−1(D) ∩ D) : g
DX \ D
′ : f
D′ ∩ d−1(D) ∩ D : g[v/X.d]
(6.1)
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si X Øtait dØnie dans le systŁme S par
X =
{
D′ : g
DX \ D
′ : f
Le systŁme S ′ correspond simplement au systŁme S exceptØ pour la dØnition de X . Cette rŁgle est
sßre : si l’on note XS (respectivement XS′) la variable X du systŁme S (respectivement S ′) alors, nous
montrons que XS ∼=DX XS′ en utilisant la proposition 4.15 page 63 et la dØnition de l’Øquivalence des
environnements.
Cependant cette dØnition n’est pas particuliŁrement satisfaisante. Nous ne tirons pas parti de l’exis-
tence d’une preuve S ′ ` D : X ↓ v. Ainsi, en reprenant l’exemple 6.11, la variable X n’est pas
substituØe par sa valeur dans l’expression dØnissant Y .
La rŁgle que nous allons prØsenter permet de substituer simultanØment toutes les occurrences de X .
Cette rŁgle s’Ønonce exactement comme la prØcØdente (subs1). La diffØrence vient du systŁme S ′. Ce
systŁme est dØni à l’aide de toutes les variables du systŁme S, mais les dØnitions de ces variables sont
modiØes : toutes les occurrences de X dans le domaine D sont substituØes par la constante v. Cette
rŁgle est notØe :
S′ ` D : X ↓ v, S ′′
S ` D : X ↓ v, S ′′
SUBS2
Plus formellement, la variable X du systŁme S ′ (notØe XS′) est dØnie par (pour simplier l’expres-
sion de XS′ nous ne considØrons qu’une auto-dØpendance de X) :
XS′ =

D′ \ (D′ ∩ d−1(D)) : g
DX \ D
′ : f
D′ ∩ d−1(D) : g[v/X.d]
(6.2)
La dØnition de cette variable est lØgŁrement diffØrente de celle donnØe dans la rŁgle SUBS1. La substi-
tution n’est plus restreinte au seul domaine de la formule ØtudiØe, (la substitution n’Øtait effectuØe que
dans la dØnition des instances de X appartenant au domaine de la formule ØtudiØe) mais toutes les ins-
tances de X appartenant à ce domaine sont substituØes et ce dans la dØnition de toutes les occurrences
de X .
Proposition 6.15
∀ρ ∝ S′, |=ρS′ D : XS′ ↓ v =⇒ X
∼=DX XS′
Démonstration : La variable XS′ est définie par l’équation (6.2). L’équivalence sémantique est évi-
dente pour tous les points z appartenant à DX \ (D′ ∩ d−1(D)) ou pour tous ceux appartenant à D.
Pour ceux appartenant à D′ ∩ d−1(D) \ D, il suffit d’appliquer le lemme 4.13 qui permet de substi-
tuer une expression par une constante. Cette proposition s’étend facilement au cas où X est définie
par plusieurs auto-dépendances en appliquant récursivement cette proposition pour chacune des autos-
dépendances.
Substitution de X par une constante dans toutes les variables d’un système. Le mŒme principe
s’applique à toute variable dØnie à l’aide d’instances de X . Soit Y une variable dØpendant de X , et d
la dØpendance entre ces deux variables. Il existe donc un sous-domaine D ′ de DY tel que
∀z ∈ D′, Y [z]→X[d(z)]
Soit f l’expression dØnissant Y . On dØnit la variable Yd,S′ par
Yd,S′ =
{
DY \ (d
−1(D) ∩ D′) : f
(d−1(D) ∩D′) : f [v/X.d]
(6.3)
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Alors si D : XS′ ↓ v est sØmantiquement valide, la variable Y et la variable Yd,S′ dans laquelle les
occurrences de X ont ØtØ substituØes par v seront sØmantiquement Øquivalentes.
Proposition 6.16 Soit ρ un environnement sØmantiquement correct de S ′. Si |=ρ D : XS′ ↓ v, alors
|=ρS′ D : XS′ ↓ v =⇒ Yd,S′
∼=DY Y
Démonstration : Il suffit d’appliquer le lemme 4.13 page 63.
Le systŁme S ′ est donc dØni par les mŒmes variables que le systŁme S mais les dØnitions de ces
variables sont celles donnØes par les Øquations XS′ et YS′ .
Ce qui nous permet maintenant de prouver la sßretØ de la nouvelle rŁgle de substitution.
Proposition 6.17 La rŁgle de substitution par constante est sßre.
Démonstration : La proposition découle de la proposition 6.16.
2.3 Recherche de motifs
Jusqu’à prØsent la recherche de motif n’a ØtØ utilisØe que dans le cadre de la recherche d’auto-
dØpendance, nous allons maintenant pouvoir dØnir une rŁgle de preuve spØcique. La rŁgle que nous
allons fournir est un peu particuliŁre dans le sens oø seuls le systŁme et la liste de motifs seront modiØs
par la rŁgle :
S′,L′ ` D : X ↓ v, S ′′,L′′
S,L ` D : X ↓ v, S ′′,L′′
MOTIF
Sur le domaine D la variable X est dØnie par un motif e. Le systŁme S ′ correspond au systŁme dans
lequel toutes les occurrences du motif e ont ØtØ substituØes par X , puis une substitution par constante de
X sur le domaine D a ØtØ effectuØe. La liste de motifs L′ contient la liste L et le motif associØ à X .
Cette rŁgle est sßre, il faut prouver que S ∼= S′. C’est une application du thØorŁme 4.24 du chapitre 4.
Il faut de plus prouver que L ⊂ L′, ce qui correspond à la dØnition de L′.
La rŁgle de recherche d’auto-dØpendance est dØnie par :
S′,L′ ` D : X ↓ v, S ′′,L′′
S,L ` D : X ↓ v, S ′′,L′′
AUTO
oø S′ est le systŁme S dans lequel la dØnition de la variable X est substituØe par la dØnition rØcursive
obtenue par la recherche d’auto-dØpendance et L′ contient la liste L et le motif associØ à X .
3 Vers un algorithme plus performant
Dans cette section, nous allons prØsenter deux nouveaux algorithmes pour automatiser la construc-
tion d’un arbre de preuve. Ces algorithmes sont fondØs sur les rŁgles de preuves dØnies dans la section
prØcØdente. Le premier algorithme que nous prØsenterons est trŁs proche de l’algorithme 6.8, les fonc-
tions tiennent compte des nouvelles rŁgles et seules les fonctions de substitution par constante et de
recherche d’auto-dØpendance sont sensiblement changØes. Le deuxiŁme algorithme que nous prØsente-
rons permet une construction plus prØcise de l’arbre de preuve et fait intervenir une deuxiŁme itØration
lors de la construction.
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3.1 Implémentation d’un nouvel algorithme de construction d’arbres de preuve
Nous allons donc construire un nouvel algorithme en tenant compte de ces nouvelles rŁgles de
preuve.
Ces nouvelles dØnitions vont lØgŁrement changer la dØnition de certaines des fonctions associØes
aux rŁgles, et nous allons ajouter une nouvelle fonction.
 La fonction substitution_constante_2 : Quand cette fonction est appliquØe sur le nud 〈X,D, v, SubsCons〉
toutes les instances de X appartenant au domaine dans toutes les variables du systŁme sont
substituØes par la constante v. Cette fonction sera utilisØe à la place de la fonction substitu-
tion_constante.
 La fonction recherche_motif_2 :
recherche_motif_2(〈X,D, v, SubsCons〉 , S,L) =
(
〈X,D, v, SubsCons〉 , S ′,L′
)
Le motif dØni par e est recherchØ dans tout le systŁme S et substituØ par X . Nous obtenons le
systŁme S ′ et la liste L′.
Nous allons maintenant Øtudier les opØrations effectuØes lorsque le statut vaut RechInv, EchInv.
Statut RechInv La premiŁre Øtape est d’appliquer la fonction recherche_auto_dépendance, puis nous
appliquons la fonction recherche_motif. Le statut associØ au nouveau nud reste SubsCons.
Statut EchIter Le statut EchIter est un cas d’arrŒt. Cependant, nous pouvons effectuer une recherche
de motif dans le reste du systŁme et substituer le motif par sa valeur. Cette opØration permet de simplier
la construction des autres branches.
Algorithme de construction d’arbres de preuve Nous devons tenir compte du fait que lorsqu’une
branche d’arbre est construite nous utilisons le systŁme obtenu à la n de la construction pour continuer
les constructions des autres branches.
Algorithme 6.18 Soit S un systŁme, N = 〈e,D, v, s〉 un nud et L une liste de nuds. L’algorithme
de construction de l’arbre issu du nud N est le suivant :
 Si s vaut VarEnt ou EchAuto retourner le systŁme S.
 Sinon,
 si N est semblable à un nud de la liste L alors associer le statut EchIter et retourner le systŁme
S
 Sinon,
 S′ ← S,
 Ajouter N à la liste L,
 Appliquer la ou les fonctions correspondant au statut du nud N . On obtient les nuds
N1, . . . , Np.
 Pour i allant de 1 à p faire
 Construire l’arbre issu du nud Ni en utilisant le systŁme S et la liste L. À la n de la
construction, on obtient le systŁme S ′ et la liste L′.
 S ← S′, L← L′.
Conclusion Les preuves de la terminaison et de validitØ de cet algorithme sont similaires aux preuves
effectuØes pour l’algorithme 6.8. L’ajout des motifs ne modie pas l’algorithme, seule la rŁgle de re-
cherche de motifs a ØtØ ajoutØe. Cette rŁgle n’est utilisØe que sur des feuilles pendantes, elle ne modie
pas la feuille, mais simplement le systŁme en le simpliant. Le systŁme contient donc moins d’expres-
sions, et nous avons vu que la terminaison de l’algorithme 6.8 reposait sur le fait que le nombre de
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sous-expressions du systŁme Øtait ni, comme ici nous diminuons ce nombre, notre algorithme est aussi
ni.
Cependant, ces modications posent problŁme, car selon l’ordre de construction des ls d’un nud,
l’arbre rØsultant de cette construction peut contenir des feuilles pendantes. Nous allons donc apporter
une nouvelle modication à l’algorithme pour que l’ordre de construction des ls n’intervienne pas dans
la prØsence de feuilles pendantes.
3.2 Itération lors de la construction de l’arbre
Nous commencerons cette section en illustrant le rôle de l’ordre de la construction des ls d’un
nud.
Exemple 6.19 Soient X,Y,Z,W quatre variables polyØdriques d’un systŁme S. Soient
DX et DY les domaines de dØnition de X et de Y . On suppose que X et Y sont dØ-
nies de la maniŁre suivante :
X = Y.d1 ∧ Z.d2
Y = W.d3 ∨ Z.d4
Nous voulons prouver que
∀ρ ∝ S, |=ρ DX : X
〈X,DX , tt, SepOp〉
〈Y.d1 ∧ Z.d2,DX , tt, SepOp〉
〈
Y, d−11 (DX), tt, SubsCons
〉
〈
W.d3 ∨ Z.d4, d
−1
1 (DX), tt,EchIter
〉
〈
Y ′, d−11 (DX), tt,EchIter
〉
〈
Z, d−12 (DX), tt, SubsCons
〉
〈
True, d−12 (DX)DZ , tt,VarEnt
〉
La ligne pointillØe reprØsente un dØveloppement possible de l’arbre.
FIG. 6.4  Construction automatique de l’arbre de preuve en utilisant l’algorithme 6.18
Dans la gure 6.4, nous reprØsentons l’arbre de preuve. Nous supposons queDZ = d−12 (DX)
et que le sous-arbre construit sur la formule d−12 (DX) : Z ne possŁde que des feuilles fer-
mØes. Nous avons reprØsentØ en pointillØ une branche de ce sous-arbre dans la gure 6.4
menant à une feuille fermØe. Voici la dØnition des variables X,Y,Z dans le systŁme obtenu
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à l’arrŒt de la construction de l’arbre :
X = Y.d1
Y = True
Z = True
Pour une des feuilles de l’arbre de preuve de la formule DX : X ↓ tt, nous n’avons pas
rØussi à nir la preuve. Cependant, si nous regardons l’expression de Y ′ dans le systŁme
qui rØsulte de la construction de cet arbre, nous voyons que Y ′ est dØnie par True : comme
nous avons rØussi à prouver que Z Øtait vrai sur tout son domaine, les instances de Z
ont toutes ØtØ substituØes par la constante True. Cette information n’Øtait pas connue au
moment de la construction du sous-arbre de preuve de la formule d−11 (DX) : Y ↓ tt,
la construction s’est donc arrŒtØe sur une feuille pendante. Si nous avions commencØ par
construire le sous-arbre concernant la formule d−12 (DX) : Z ↓ tt puis celui de la formule
d−11 (DX) : Y ↓ tt, toutes les feuilles auraient ØtØ fermØes. Nous avons illustrØ cet arbre
dans la gure 6.5.
〈X,DX , tt, SubsCons〉
〈Y.d1 ∧ Z.d2,DX , tt, SepOp〉
〈
Z, d−12 (DX), tt, SubsCons
〉
〈True,DZ , tt,VarEnt〉
〈
Y, d−11 (DX), tt, SubsCons
〉
〈
True, d−11 (DX), tt,VarEnt
〉
La ligne pointillØe reprØsente un dØveloppement possible de l’arbre.
FIG. 6.5  Construction automatique de l’arbre de preuve en utilisant l’algorithme 6.18, la branche
concernant Z est construite en premier.
La solution que nous proposons est la suivante. Nous commençons par construire l’arbre de preuve.
Une fois cet arbre construit, nous avons un nouveau systŁme et nous vØrions si sur les nuds pendants,
il ne serait pas possible de reprendre la construction de l’arbre. Nous itØrons le principe jusqu’à ce que
l’arbre ne soit plus modiØ.
Algorithme 6.20 RØpØter :
Soient F1, . . . , Fn les feuilles pendantes, pour toute feuille pendante faire :
 si la construction de l’arbre peut reprendre, l’effectuer en utilisant le systŁme S. À
l’arrŒt de la construction, on obtient le systŁme S ′.
 S ← S′
tant que l’arbre de preuve contient de nouvelles feuilles. Initialement le systŁme S est le
systŁme sur lequel la racine doit Œtre prouvØe.
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Cet algorithme est construit à partir de l’algorithme prØcØdent, cependant nous introduisons une
nouvelle itØration, il faut donc s’assurer que l’algorithme termine.
Terminaison Comme prØcØdemment si nous utilisons l’algorithme de cette maniŁre, l’itØration est
innie. La raison est similaire à celle donnØe pour les prØcØdents algorithmes ; nous l’illustrons par
l’exemple suivant.
Exemple 6.21 Soit F1 = 〈Z,D1, tt,EchAuto〉 une feuille oø Z est dØnie par X.d1 ∨Y.d2.
Supposons que dans la suite de la construction de l’arbre la formule D2 : X ↓ ff soit
prouvØe. Une fois la construction de l’arbre arrŒtØe, il faut vØrier s’il est possible de
reprendre la construction de l’arbre à partir de la feuille F1.
 si d−11 (D1) ∩ D2 est vide, alors l’expression de la feuille F1 est identique, le sous-arbre
n’est pas modiØ,
 sinon, deux cas se prØsentent :
 soit d−11 (D1) ⊂ D2, la construction de l’arbre peut continuer et nous obtenons un ls
reprØsentØ par le nud 〈Y, d−12 (D1), tt, SubsCons〉.
 soit d−11 (D1) 6⊂ D2, nous avons dans ce cas deux ls
N1 =
〈
Z,D1 \ (d
−1
1 (D1) ∩D2), tt,EchAuto
〉
N2 =
〈
Y, d−12 ((d
−1
1 (D1) ∩ D2 ∩ D1), tt, SubsCons
〉
Le nudN1 est une feuille pendante. Mais pour le nudN2, il est possible de construire
un sous-arbre. Soit A2 ce sous-arbre. Une fois la construction de l’arbre arrŒtØ, il
faut vØrier que l’expression de la feuille N1 n’a pas ØtØ modiØe. Supposons que la
construction de l’arbre A2 a permis de prouver la formule D3 : X ↓ ff . Nous retrou-
vons alors le mŒme problŁme que prØcØdemment et il peut Œtre possible de construire
un arbre sur la feuille N1. En itØrant la construction on peut donc construire un arbre
inni. Cet arbre est reprØsentØ dans la gure 6.6. Nous avons reprØsentØ en pointillØ
les branches contenant les formules DX,i : X ↓ ff .
La solution est donc là encore d’utiliser un systŁme de traces. Nous pouvons en fait reprendre la
trace utilisØe pour la construction de l’arbre de preuve, seul l’algorithme doit Œtre modiØ. En effet, nous
remarquons dans la gure 6.6, que la feuille pendante 〈Z,DZ,i, tt,EchAuto〉 engendre lors de la reprise
de la construction la feuille pendante 〈Z,DZ,i+1, tt,EchAuto〉. Une Øtape de construction de l’arbre est
nie, mais l’on peut reprendre indØniment la construction de l’arbre. La solution est donc d’interdire
qu’il y ait deux expressions identiques dans une mŒme branche, et de les marquer d’un statut EchIter. Il
suft alors d’interdire la construction sur un nud de statut EchIter.
Théorème 6.22 L’algorithme 6.20 termine.
Démonstration : Nous savons que la construction en profondeur d’un arbre termine. Lorsque nous
revisitons un arbre, seules les feuilles de statut EchAuto sont visitées. Soit A un arbre construit sur une
telle feuille F . Les feuilles de l’arbre A seront soit :
– de statut VarEnt ou EchIter. Pour de telles feuilles, la construction ne pourra pas être continuée
plus tard.
– soit de statut EchAuto. Dans ce cas, l’expression e d’une telle feuille est différente de l’expres-
sion de F . Comme nous avons un nombre fini d’expressions différentes (cf. démonstration du
théorème 6.9), la construction s’arrête forcément.
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˙
X.d1 ∨ Y.d2,DZ,1, tt, EchAuto
¸
˙
X.d1 ∨ Y.d2,DZ,2, tt, EchAuto
¸
˙
X.d1 ∨ Y.d2,DZ,3, tt, EchAuto
¸
˙
X.d1 ∨ Y.d2,DZ,i−1, tt, EchAuto
¸
˙
X.d1 ∨ Y.d2,DZ,i, tt, EchAuto
¸
˙
Y,DY,i, tt, SubsCons
¸
˙
False,DX,i, ff , VarEnt
¸
,père X
˙
Y,DY,3, tt, SubsCons
¸
˙
False,DX,3, ff , VarEnt
¸
, père X
˙
Y,DY,2, tt, SubsCons
¸
˙
False,DX,2, ff , VarEnt
¸
, père X
˙
False,DX,1, ff , VarEnt
¸
, père X
DY,i = d
−1
1 (DZ,i−1) ∩ DZ,i−1 ∩DX,i−1
DX,i = DX,i−1 \ DY,i
Pour les feuilles fermØes, nous avons prØcisØ le nom de la variable du nud pŁre. Les traits −−−
reprØsentent un dØveloppement possible de l’arbre, les traits · · · · · · reprØsentent les itØrations de la
construction de l’arbre.
FIG. 6.6  Construction d’un arbre inni
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3.3 Liste de motifs
Le dernier point que nous aborderons ici concerne encore l’ordre des opØrations. Lorsque nous ef-
fectuons une recherche de motif m dans le systŁme Si, nous effectuons la recherche dans les expressions
de toutes les variables du systŁme. Cependant, nous avons vu dans les sections prØcØdentes que le sys-
tŁme se modiait au cours de la construction de l’arbre. Supposons que pour le systŁme Sk (k > i), une
recherche d’auto-dØpendance doive Œtre effectuØe. Lors de cette recherche, les variables du motif can-
didat pour Œtre une auto-dØpendance sont substituØes par leur dØnition, et l’expression est transformØe
en forme normale. Cette substitution et cette transformation ont fait apparaître de nouvelles expressions.
Comme ces expressions sont nouvelles, elles n’Øtaient pas prØsentes dans le systŁme Si et la recherche
du motif m n’y a pas ØtØ effectuØe. Il faut donc effectuer cette recherche et pour cela, il faut conserver
la liste de tous les motifs recherchØs. Nous construisons donc une liste de tous les motifs ainsi que leur
valeur et leur domaine de validitØ que nous rencontrons au cours de la construction de l’arbre. Ainsi,
lorsque nous obtenons une nouvelle expression, nous recherchons les motifs de la liste. Si ces motifs
sont prØsents dans l’expression, nous les substituons par leur valeur et simplions l’expression.
4 Conclusion
Nous avons prØsentØ dans ce chapitre l’algorithme utilisØ pour vØrier des propriØtØs. Cette version
permet actuellement de prouver un certain nombre de propriØtØs, mais l’utilisateur doit encore trop
souvent intervenir. Pour que l’algorithme termine, nous avons ØtØ obligØs d’arrŒter la construction de
certaines branches. Pour ces cas d’arrŒt, la construction de l’arbre n’est pas terminØe, nous pouvons
encore appliquer des rŁgles. L’idØe que nous proposons est d’utiliser des techniques d’accØlØration pour
permettre à l’algorithme de continuer la construction de l’arbre de maniŁre nie. De mŒme pour certains
cas d’arrŒt correspondant aux feuilles de statuts EchIter, nous utiliserons des techniques d’accØlØration.
La technique d’accØlØration que nous allons prØsenter s’appuie sur les agrandissements de domaine. Ce
sera le sujet du chapitre suivant. Cependant, les techniques d’accØlØration ne pourront s’appliquer que
sur certains types de nuds ; dans les autres cas et en particulier pour les feuilles contenant des variables
d’entrØes, il faudra utiliser d’autres techniques. Ces techniques passeront entre autres par l’utilisation du
contexte, mais aussi par l’intervention de l’utilisateur qui sera amenØ à fournir un invariant, le but Øtant
que l’utilisateur intervienne le plus rarement possible.
Complexité. Nous allons dire quelques mots de la complexitØ de cet algorithme. Nous commence-
rons par dØtailler la complexitØ des rŁgles de preuve, puis nous parlerons de la complexitØ globale de
l’algorithme.
 Substitution par constante. Cette rŁgle utilise des opØrations de calcul de prØimages, d’union et
d’intersection de domaines. La complexitØ de ces calculs est selon l’opØration effectuØe soit li-
nØaire en nombre d’indices, soit linØaire en nombre de contraintes. Il nous faut donc utiliser selon
les opØrations la reprØsentation des polyŁdres par contraintes, ou la reprØsentation gØomØtrique.
La librairie polyØdrique utilise en fait la double reprØsentation. Ainsi pour chaque opØration et
sur sur chaque polyŁdre, la meilleure reprØsentation est utilisØe, l’opØration effectuØe sur cette
reprØsentation puis le rØsultat transformØ dans l’autre reprØsentation. Dans tous les cas, le coßt
de l’opØration est donc exponentiel soit en nombre de contraintes, soit en nombre de dimensions.
Nous nous demandons actuellement s’il ne serait pas plus efcace d’utiliser une librairie n’utili-
sant pas la double reprØsentation.
 Recherche de motifs – Recherche d’auto-dépendance. La technique que nous avons implØmen-
tØe correspond au cas gØnØral. Cette rŁgle se dØcompose en deux parties. Nous avons tout d’abord
une partie qui consiste à rechercher toutes les injections d’un ensemble dans un autre, cette opØ-
ration est donc exponentielle par rapport à la taille du motif. Puis, pour chaque injection, nous
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effectuons un calcul de rØsolution de systŁme d’Øquations. La technique de rØsolution implØmen-
tØe correspond au cas gØnØral, et ne prend pas en compte le fait que nous avons des dØpendances
uniformes : le coßt de cette rØsolution est ainsi cubique en nombre d’indices. Cependant, nous
pouvons trŁs facilement simplier nos calculs en utilisant les diffØrentes heuristiques vues dans le
chapitre 5, la complexitØ deviendrait ainsi linØaire en nombre d’indices.
 Les autres règles de preuve. La complexitØ des autres rŁgles de preuve est constante exceptØ
pour la rŁgle de la dØpendance qui est exponentielle en nombre de contraintes car nous effectuons
un calcul de prØimage (le calcul des prØimages est linØaire en nombre de contraintes, mais il faut
ensuite transformer le rØsultat sous forme gØomØtrique).
 Agrandissement de domaines. La complexitØ de l’opØrateur d’agrandissement est là encore ex-
ponentielle en nombre de dimensions à cause de la double reprØsentation des polyŁdres.
Nous n’avons pas effectuØ une Øtude approfondie de la complexitØ des algorithmes, nous nous
contentons ici de donner une idØe intuitive de cette complexitØ : elle semble Œtre quadratique par rapport
aux nombre de sous-termes du systŁme que nous notons n. Si nous Øtudions le premier algorithme oø
l’on ne revient pas dans la construction de l’arbre, la complexitØ de cette construction est donc au pire
linØaire par rapport aux nombres de feuilles de cet arbre. Le nombre de feuilles dans l’arbre est au plus
Øgale à n le nombre de sous-termes du systŁme. Ainsi, cet algorithme est au pire linØaire par rapport
au nombre de sous-termes du systŁme. Pour le deuxiŁme algorithme, nous reprenons la construction de
l’arbre jusqu’à obtenir soit des feuilles fermØes soit rencontrer une seconde fois une mŒme expression.
Nous pouvons donc rencontrer au plus deux fois chaque sous-termes du systŁme. Nous reprenons donc
dans le pire des cas n fois la construction de l’arbre dont la complexitØ est au pire linØaire par rapport à
n. La complexitØ semble donc Œtre au pire quadratique. Cependant, l’implØmentation que nous en avons
fait est une implØmentation naïve qui est exponentielle. Nous considØrons donc pour le moment que la
complexitØ de notre algorithme est exponentielle.
MalgrØ les cas d’arrŒt encore frØquents et une complexitØ exponentielle, cet algorithme a ØtØ appliquØ
avec succŁs sur des exemples concrets. Nous Øtudierons ces exemples dans le chapitre 8.
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Chapitre 7
Accélération de la construction des
preuves : utilisation d’un opérateur
d’agrandissement
Dans ce chapitre, nous allons nous intØresser aux feuilles pendantes obtenues à l’arrŒt de la construc-
tion d’un arbre de preuve, c’est-à-dire lorsque plus aucune ne peut Œtre appliquØe. Nous allons fournir des
heuristiques pour tenter de reprendre la construction de l’arbre sur ces feuilles. Rappelons tout d’abord
les diffØrentes valeurs possibles des statuts associØs aux feuilles pendantes.
 Statut EchAuto : il reprØsente le cas oø la recherche d’auto-dØpendance ne peut Œtre effectuØe,
 Statut EchIter : il reprØsente le cas oø l’expression Øtiquetant la feuille a dØjà ØtØ rencontrØe dans
la branche allant de la racine à la feuille.
DØtaillons maintenant les expressions Øtiquetant les feuilles pendantes.
 Feuille de statut EchAuto : Lors d’une substitution par constante d’une variable X sur un do-
maine D, seules les instances de X dans le domaine D sont substituØes par la constante. Ainsi, en
continuant la construction de l’arbre, certains sous-buts contiennent encore des instances de X .
Exemple 7.1 Soient X et Y deux variables polyØdriques. Soit DX le domaine de X .
La variable X est dØnie par l’Øquation suivante :
X =
{
D1 : X.d1 ∨ Y.d2
D2 : True
Soit D un sous-domaine de DX tel que son intersection avec D1 est non vide. Suppo-
sons que l’on veuille prouver la formule D : X ↓ tt. La premiŁre Øtape est d’appliquer
une substitution par constante, ce qui gØnŁre les deux nuds suivants :
N1 = {True, d−11 (D1) ∩ D, tt,VarEnt}
N2 = {X.d1 ∨ Y.d2, (D1 \ d
−1
1 (D)) ∩ D, tt,EchAuto}
On remarque que le nud N2 est une feuille pendante, et qu’il y a encore une occur-
rence deX . L’idØe est ici de se dire queX est peut-Œtre vrai sur un domaine plus grand
que le domaine D, plus prØcisØment sur le domaine (D1 \ d−11 (D1)) ∩ D.
Nous allons dØvelopper pour de telles feuilles, des heuristiques particuliŁres. L’idØe est d’agrandir
le domaine D pour que toutes les instances de X dans les sous-buts non rØsolus soient substituØes
par une constante. En reprenant l’exemple prØcØdent, le domaine D est agrandi pour devenir le
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domaine D′ tel que D ⊂ D′ et pour tout z ∈ D′ ∩D1, d1(z) ∈ D′ (le point z doit appartenir à D1
si l’on veut substituer toutes les occurrences de X.d1 par la constante True). AprŁs substitution
par constante, nous obtenons les deux nuds suivants :
N ′1 = {True, d
−1
1 (D1) ∩ D
′, tt,VarEnt}
N ′2 = {X.d1 ∨ Y.d2, (D1 \ d
−1
1 (D
′)) ∩ D′, tt,EchAuto}
Le domaine de la feuille N ′2 est vide. En effet, si z appartient à (D1 \ d−11 (D′)) ∩ D′ alors :
 z n’appartient pas à d−11 (D′),
 d1(z) appartient à D′.
Par dØnition de D′, z appartient à d−11 (D′). Ainsi, z appartient à D1 ∩ d−11 (D′), ce qui est
impossible.
Nous avons donc montrØ que le domaine Øtait vide, il suft maintenant d’appliquer sur ce nud
la rŁgle de construction correspondant à l’axiome AX2 (qui concerne les domaines vides) et nous
obtenons ainsi le nud N2 est transformØ en feuille fermØe. En agrandissant le domaine, nous
avons rØussi à transformer une feuille pendante en une feuille fermØe.
 Nœud de statut EchIter : Cette mØthode d’agrandissement va Œtre aussi utilisØe dans le cas oø
un sous-but a dØjà ØtØ rencontrØ. Reprenons l’exemple prØsentØ dans le chapitre d’introduction 3
page 51 et repris dans le chapitre 6. La variable X est dØnie sur le domaine DX = D1∪D2∪D3
par l’Øquation suivante :
X =

D1 : X.d1 ∧ (Y.δ1 ∨ Y.δ2)
D2 : X.d2
D3 : True
Nous voulons montrer la validitØ de la formule D : X ↓ tt oø D est un sous domaine de DX .
La gure 3.1 page 51 reprØsente ces diffØrents domaines. La construction de l’arbre est prØsentØe
dans la section 1.4 du chapitre 6. De plus, dans cette section, nous illustrons le problŁme de
l’itØration innie : si le statut EchIter n’Øtait pas associØ à la feuille N5, à chaque Øtape, nous
devrions prouver que X est vraie sur un nouveau domaine : à chaque Øtape, il faudrait agrandir le
domaine de validitØ D. Nous avons reprØsentØ ces agrandissements successifs dans la gure 7.1.
D
agrandissements successifs
FIG. 7.1  Agrandissements successifs de D
Comme les domaines sont paramØtrØs, la construction de l’arbre est potentiellement innie. Nous
allons donc ici accØlØrer la construction, et pour cela agrandir le domaine de validitØ pour que la
construction converge. Nous avons reprØsentØ sur la gure 7.2 un agrandissement possible.
Ces techniques d’accØlØration et d’agrandissement sont des techniques classiques : nous commence-
rons donc par un rapide Øtat de l’art sur le sujet dans la section 1, puis dans la section 2 nous dØnirons
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D;
D′
FIG. 7.2  Agrandissement de D
l’opØrateur d’agrandissement que nous utiliserons. Les deux derniŁres sections seront consacrØes à l’uti-
lisation de cet opØrateur d’agrandissement. Nous commencerons par appliquer cet opØrateur sur des
feuilles dont l’expression est une variable ayant une structure particuliŁre et dans la section 4, nous Ølar-
girons notre Øtude à l’utilisation de l’opØrateur sur des feuilles dont les expressions sont quelconques.
1 Opérateurs d’agrandissement pour les polyèdres
Cette section s’appuie sur les travaux de Bagnara et al. [7]. Depuis les travaux de Cousot et Halb-
wachs [27] dans le domaine de l’analyse de ots de donnØes sur la recherche automatique de contraintes
linØaires sur les variables d’un programme, les polyŁdres sont une structure abstraite trŁs souvent utili-
sØe. Ils sont entre autres utilisØs dans les domaines suivants :
 Analyse de ots de donnØes : vØrication des bornes d’un tableau, calculs d’invariants de boucles,
etc.
 Analyse et vØrication de langages synchrones [10, 95] : ils reprØsentent les contraintes sur les
valeurs des signaux, et permettent de gØnØrer des invariants.
 Analyse et vØrication formelle d’automates hybrides linØaires [45] : ces automates sont une
extension des automates à Øtats nis qui modØlisent des systŁmes utilisant des variables dont la
valeur Øvolue continßment par rapport au temps. Les polyŁdres sont utilisØs pour fournir une
approximation de l’ensemble de valeurs numØriques.
Pour toutes ces applications, l’utilisation de polyŁdres conduit à construire des chaînes ascendantes
de polyŁdres. Ces chaînes peuvent Œtre innies, comme nous l’illustrons dans la gure 7.3. Dans cette
gure, la chaîne (Pi) de polyŁdres est innie, mais elle converge vers le polyŁdre P . Un opØrateur
d’agrandissement permet d’accØlØrer la convergence de ces chaînes. Ces opØrateurs sont nombreux et
les dØnitions peuvent varier. Cet Øtat de l’art ne se voulant pas exhaustif, nous ne donnerons ici que la
dØnition la plus frØquente des opØrateurs d’agrandissement. Soit L un ensemble de polyŁdres ordonnØ
par l’inclusion ⊆. Un opØrateur d’agrandissement notØ ∇ est une fonction partielle de L× L→ L telle
que :
1. Pour tout couple de polyŁdres X et Y dans L, tels que X∇Y est dØni, nous avons X ⊆ X∇Y
et Y ⊆ X∇Y .
2. Pour toute chaîne croissante Y0 ⊆ Y1 ⊆ . . . , la chaîne croissante dØnie parX0 = Y0, . . . , Xi+1 =
Xi∇Yi+1 n’est pas strictement croissante.
Cet opØrateur fournit une sur-approximation du polyŁdre vers lequel la chaîne (Pi) converge. L’opØrateur
doit avoir deux qualitØs : la prØcision et l’efcacitØ. Il n’est cependant pas toujours possible d’allier les
deux : lorsque l’on souhaite accØlØrer la convergence d’une chaîne, la prØcision est souvent mise de côtØ.
Cependant, pour certaines applications on prØfØrera un opØrateur prØcis, quitte à avoir une convergence
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P1 = {j, i | 0 ≤ j ≤ i ≤ 2}
P2 = {j, i | 0 ≤ j ≤ i ≤ 3}
Pn = {j, i | 0 ≤ j ≤ i ≤ n + 1}
P = {j, i | 0 ≤ j ≤ i}
j
i2 3 n + 1
FIG. 7.3  Chaîne ascendante innie de polyŁdres convergeant vers P .
plus lente. Selon l’application choisie, il faudra trouver un opØrateur possØdant le juste Øquilibre. Il peut
aussi Œtre utile d’avoir plusieurs opØrateurs.
L’opØrateur d’agrandissement ∇′ de Cousot et Halbwachs [27, 43] est considØrØ comme l’opØra-
teur standard. De maniŁre intuitive, l’agrandissement de P2 par P1 est le polyŁdre dØni par toutes les
contraintes de P1 qui sont satisfaites par les points de P2. Cet opØrateur est illustrØ gure 7.4.
P1 = {i, j | 0 ≤ j ≤ i; 0 ≤ j ≤ 7}
P2 = {i, j | 0 ≤ j ≤ i ≤ 15; 8 ≤ j ≤ 12}
P1∇
′P2 = {i, j | 0 ≤ j ≤ i}
P2
P1 P1
P2
FIG. 7.4  OpØrateur d’agrandissement (remarque :∇′ n’est pas symØtrique)
D’autres opØrateurs concernant la prØcision ont ØtØ proposØs par exemple par Henzinger et Ho pour
le vØricateur de modŁle HYTECH [49, 48]. Enn, toujours pour les opØrateurs d’agrandissement privi-
lØgiant la prØcision, nous citerons les travaux de Bagnara et al. [7] qui, à partir d’une idØe de Besson et
al. [10], ont dØveloppØ une technique permettant de dØnir de maniŁre systØmatique et à partir d’opØra-
teurs d’agrandissement dØjà existants de nouveau opØrateurs au moins aussi prØcis que ceux existants,
mais en pratique plus prØcis. Cette technique s’appuie sur la dØnition d’une relation de prØordre calcu-
lable entre polyŁdres et qui respecte la condition de chaîne ascendante, elle est ensuite alliØe à plusieurs
heuristiques qui amØliorent la prØcision des opØrateurs.
130
2 Choix de l’opérateur d’agrandissement
Nous allons prØsenter dans cette section, l’opØrateur d’agrandissement que nous utiliserons par la
suite. Il se distingue des opØrateurs prØsentØs dans la section prØcØdente dans le sens oø nous n’agran-
dissons pas deux domaines entre eux mais un domaine dans la direction d’une dØpendance. Le domaine
agrandi contient le domaine initial ainsi que les images de ce domaine par la composition itØrative de la
dØpendance.
Exemple 7.2 Dans l’exemple prØsentØ dans le chapitre introductif 3 page 51 à cette partie,
la suite de domaines (D′i) que nous obtenons est dØnie de la maniŁre suivante :
 D′0 = D1 \ d
−1
1 (D1) ∩ (D)
 D′i = d1(Di−1)
Nous voulons donc prouver que X est vrai sur
⋂
i d
i
1(D1 \ d
−1
1 (D1) ∩ (D)) ∩ D. À chaque
Øtape, nous avons ajoutØ l’image de D par d1 (en fait seulement la partie appartenant aussi
à D1).
SoitW une variable dØnie rØcursivement, soitD un sous domaine deDW , soit d une auto-dØpendance
de W et D1 le domaine oø cette dØpendance est utilisØe. Le rØsultat de l’agrandissement du domaine D
par la dØpendance d est l’enveloppe convexe de l’ensemble :
{z | ∃z0 ∈ D,∃i ∈ N, z = d
i(z0)}
Nous avons illustrØ sur la gure 7.5 le rØsultat de l’agrandissement du domaine D par la dØpendance d.
D
;
D
∼
∇ d
d
FIG. 7.5  Agrandissement de D
L’opØrateur d’agrandissement se dØnit donc de la maniŁre suivante :
Définition 7.3 (Agrandissement) Soit D un domaine de dimension n et d une dØpendance de Zn dans
Zn. Nous noterons D
∼
∇ d, l’agrandissement du domaine D par la dØpendance d. Ce domaine est dØni
de la maniŁre suivante :
D
∼
∇ d = enveloppe.convexe({z | ∃z0 ∈ D,∃i ∈ N, z = d
i(z0)})
Remarque : L’ensemble {z | ∃z0 ∈ D,∃i ∈ N, z = di(z0)} est une union innie de polyŁdres.
Mais comme d est une dØpendance uniforme, nous retrouvons ici un Z-polyŁdre (cf. annexe D). Pour
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obtenir un polyŁdre, nous devons donc prendre l’enveloppe convexe. La librairie polyØdrique permet de
calculer l’enveloppe convexe d’un tel ensemble.
L’implØmentation de cet opØrateur est faite en utilisant la reprØsentation par sommets, et par rayons :
soit D un domaine et d une dØpendance, l’agrandissement D ∼∇ d se fait en ajoutant un rayon dans le
direction de d au domaine D.
Nous nous intØressons maintenant à la prØcision de notre opØrateur, c’est-à-dire savoir s’il fournit un
domaine sur lequel notre propriØtØ sera valide ou si le domaine est trop grand.
Définition 7.4 Nous dirons que l’opØrateur d’agrandissement est prØcis pour une variable X d’un sys-
tŁme S sur un domaine D si
∀ρ ∝ S, |=ρ D : X ↓ v =⇒ |=ρ D
∼
∇ d : X ↓ v
oø d est une auto-dØpendance de X , sinon nous dirons qu’il fournit une approximation.
L’opØrateur d’agrandissement que nous venons de dØnir n’est pas prØcis dans le cas gØnØral. Nous
verrons dans le chapitre suivant sur l’application au produit matrice vecteur que cet opØrateur peut four-
nir des domaines trop grands. Nous allons tout d’abord Øtudier des signaux sur lesquels l’opØrateur
d’agrandissement est prØcis. Puis nous verrons dans le cas gØnØral comment allier ces signaux à l’opØ-
rateur d’agrandissement pour obtenir des rØsultats plus prØcis.
3 Pseudos-pipelines et propagation de valeurs connues
Les signaux que nous allons Øtudier ici sont appelØs pseudos-pipelines. Ils sont la gØnØralisation de la
notion de pipeline. Nous commencerons par donner une dØnition de la notion de pseudo-pipeline, puis
nous Øtudierons les propriØtØs des pseudos-pipelines et nous verrons les liens avec l’opØrateur d’agran-
dissement.
3.1 Définition
Dans cette section nous nous intØresserons à un type particulier de variables que nous appelons
pseudo-pipeline. Ces signaux jouent un rôle particulier dans les dØmonstrations. Les pseudos-pipelines
sont une gØnØralisation de la notion de pipeline : les pipelines sont utilisØs pour transmettre des valeurs
d’un registre d’une cellule d’un systŁme au registre d’une autre cellule. Dans le modŁle polyØdrique, les
pipelines sont des signaux dØnis uniquement par une instance d’eux-mŒmes. Prenons par exemple la
dØnition suivante d’un pipeline init :
init =

{t, i|t ≥ 1;N ≥ i ≥ 1} : init(t, i→ t− 1, i− 1)
{t, i|i = 0} : True
{t, i|1 ≥ i ≥ N ; t = 0} : False
Le signal init permet ici d’initialiser un registre, sa valeur est pipelinØe d’une cellule à l’autre d’un
rØseau. C’est-à-dire qu’une instance de init au point (t, i) ∈ {t, i|t ≥ 1; i ≥ 1} :
 ne dØpend que de l’instance de init au point (t− 1, i− 1) (une seule dØpendance, et cette dØpen-
dance est une auto-dØpendance),
 et sa valeur est celle de l’instance de init au point (t− 1, i− 1) (pas de modication de la valeur,
la valeur est propagØe en sens inverse des dØpendances).
Nous avons reprØsentØ son graphe de dØpendance et la propagation des valeurs connues sur la -
gure 7.6
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i0
t0
d
(a) Graphe de dépendance
d
i0
t0
(b) Propagation des valeurs connues en sens in-
verse des dépendances
d = (t, i→ t− 1, i− 1)
FIG. 7.6  Graphe de dØpendance et propagation des valeurs connues du pipeline init.
Dans le cas des pipelines, la propagation des valeurs se fait tout aussi bien dans les sens des dØpen-
dances. Prenons par exemple un pipeline dØni de la maniŁre suivante :
X =

{t, i|t ≥ 1;N ≥ i ≥ 1} : X.(t, i→ t− 1, i − 1)
{t, i|i = 0} : Y
{t, i|1 ≥ i ≥ N ; t = 0} : False
Si nous supposons connue la valeur de X au point (t0, N), nous pouvons en dØduire la valeur de X
sur tout un domaine en propageant la valeur connue dans le sens des dØpendances. La propagation des
valeurs connues se fait donc dans le sens des dØpendances et dans le sens inverse.
Le pseudo-pipeline est une gØnØralisation du pipeline. Comme dans le cas des pipelines les valeurs
sont propagØes d’une instance à l’autre. Mais cette fois-ci la propagation ne peut se faire que dans un
unique sens : soit dans le sens des dØpendances, soit dans le sens inverse. Quant au graphe de dØpen-
dance, il est cette fois-ci plus complexe : le pseudo-pipeline peut dØpendre d’un autre signal.
L’idØe gØnØrale est donc de supposer la valeur connue en un point et de la propager soit dans le cas
d’un pipeline dans le sens des dØpendances et dans le sens inverse des dØpendances, soit dans le cas des
pseudos-pipelines uniquement dans le sens des dØpendances, soit uniquement dans le sens inverse.
Voici un exemple de pseudo-pipeline :
Exemple 7.5
Or_req =
{
{t, i|N ≥ i ≥ 1} : Or_req(t, i→ t, i− 1) ∨ req(t, i→ t, i)
{t, i|i = 0} : False
Nous avons illustrØ en gure 7.7, le graphe de dØpendance, et la propagation des valeurs
connues dans le sens inverse des dØpendances du signal : nous avons supposØ que l’instance
req[t0, i0] valait vrai, ainsi Or_req[t0, i0] est vrai, et d’aprŁs la dØnition deOr_req, l’ins-
tance Or_req[t0, i0 + 1] est vraie. La propagation de la valeur vraie a donc lieu en sens
inverse des dØpendances. Nous verrons dans la section suivante le cas de la propagation
dans le sens des dØpendances.
Nous allons maintenant dØnir formellement la notion de pseudo-pipeline.
Définition 7.6 On appelle pseudo-pipeline un signal polyØdrique X telle que l’une des branches de X
contient une expression e de la forme suivante :
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Or_req req
tt
i
Or_req req
tt
i
t0t0
i0 i0
FIG. 7.7  Graphe de dØpendance et graphe de propagation des valeurs du pseudo-pipeline Or_req avec
req[t0, i0] = tt
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 e est sous forme ∨∧-normale (∨∧ ∈ {∨,∧})
 les opØrandes de e sont :
 soit des expressions de la forme X.d,
 soit des expressions polyØdriques sans occurrence de X .
Les pseudos-pipelines sont des signaux qui apparaissent souvent dans les programmes ALPHA. Comme
nous l’avons dit prØcØdemment, les pseudos-pipelines sont une gØnØralisation de la notion de pipe-
line. Comme nous travaillons sur des systŁmes bas-niveau, les systŁmes contiennent beaucoup de si-
gnaux pipelinØs (en particulier lors de la transformation des dØpendances afnes en dØpendances uni-
formes de nombreux pipelines sont introduits). De plus, les pseudos-pipelines sont utilisØs pour effec-
tuer des conjonctions ou des disjonctions de N instances. C’est le cas du pseudo-pipeline Or_req. Au
point(t,N), sa valeur correspond à la disjonction des valeurs de toutes les instances de req à l’instant t :
val(ρ(Or_req))[t,N ] = ∨Ni=1val(ρ(Or_req))[t, i]
Les pseudos-pipelines se prŒtent bien à l’agrandissement de leur domaine. Nous pouvons prØdire
si le rØsultat de l’application de l’opØrateur d’agrandissement sur un sous-domaine du pseudo-pipeline
sera prØcis (cf. section 3.2). Ainsi, nous pouvons dans les cas oø le rØsultat sera prØcis automatiser le
processus d’agrandissement (ce que nous verrons dans la section 4).
3.2 Propriétés des pseudos-pipelines
Le but de cette section est d’Øtudier la propagation des valeurs dans le cas des pseudos-pipelines en
fonction de la valeur propagØe et de ∨∧ l’opØrateur boolØen du pseudo-pipeline.
Soit X un pseudo-pipeline dØni sur le domaine D par l’Øquation suivante :
X =
{
D1 : X.d∨∧ e
D2 : f
(7.1)
oø e et f sont des expressions polyØdriques. Sans perte de gØnØralitØ, nous supposerons que e ne contient
aucune occurrence de X (dans le cas contraire, il suft d’appliquer les diffØrents rØsultats ØtudiØs dans
ce chapitre à chacune des dØpendances).
Soit z0 un point de D1, nous dØnissons les domaines DX,d,z0 et DX,d−1,z0 correspondant respecti-
vement à une propagation dans le sens des dØpendances, et à une propagation dans le sens inverse des
dØpendances.
DX,d,z0 = {z | z ∈ D1 ∧ ∃j ∈ N, z = d
j(z0)}
DX,d−1,z0 = {z | z ∈ D1 ∧ ∃j ∈ N, z = d
−j(z0)}
Les domaines DX,d,z0 et DX,d−1,z0 sont des Z-polyŁdres (cf. annexe D). Ces diffØrents domaines sont
illustrØs sur la gure 7.8.
Proposition 7.7 Soient S un systŁme et ρ un environnement sØmantiquement correct pour S, soit X le
pseudo-pipeline dØni par l’Øquation (7.1), soit z0 un point de D1, et soit v la valeur de X au point z0.
Si val(ρ(X))[z0] = v alors
soit |=ρ DX,d,z0 : X ↓ v (7.2)
soit |=ρ DX,d−1,z0 : X ↓ v (7.3)
Remarque : Nous avons illustrØ dans la gure 7.9, les deux expressions (7.2) et (7.3). La premiŁre 7.2
correspond à une propagation dans le sens des dØpendances, la seconde correspond à une propagation
en sens inverse des dØpendances (comme celles vues dans les exemples prØcØdents).
135

	
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FIG. 7.8  ReprØsentation des domaines D1,D2,DX,d,z0 ,DX,d−1,z0
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(a) Propagation dans le sens des dépendances
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z0d
(b) Propagation dans le sens inverse des dépendances
FIG. 7.9  Propagation des valeurs.
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Démonstration : Nous séparons notre démonstration en deux. Tout d’abord, nous étudions le cas où
v est neutre, puis le cas où v est absorbante.
– Premier cas : v neutre. Ce cas correspond à la propagation des valeurs dans le sens des dépen-
dances (cf. figure 7.9(a)). Soit z un point de D1, alors
val(ρ(X))[z] = v ⇐⇒ val(E(X.d∨∧ e)(ρ))[z] = v (7.4)
En appliquant les règles de définition de la sémantique, et par récurrence sur j on montre que si
val(ρ(X))[z] = v alors val(ρ(X))[dj(z0)] = v pour tout j appartenant à N. Ce qui revient à
montrer |=ρ DX,d,z0 : X ↓ v.
– Deuxième cas : v absorbante. Ce cas correspond à la propagation des valeurs dans le sens inverse
des dépendances (cf. figure 7.9(b)). Soit z un point de D1, le point d−1(z) est unique et s’il
appartient à D1, en effectuant un changement de base, nous obtenons :
X[d−1(z)] = X[z]∨∧ e[d−1(z)]
ainsi,
val(ρ(X))[d−1(z)] = v ⇐⇒ val(E(X[z]∨∧ e)(ρ))[d−1(z)] = v
En appliquant les règles de la sémantique, nous avons :
val(ρ(X))[z] = v =⇒ val(ρ(X))[d−1(z)] = v (7.5)
Par récurrence sur j nous montrons alors que si val(ρ(X))[d−1(z0)] = v alors val(ρ(X))[d−j(z0)] =
v pour tout j appartenant à N, c’est-à-dire |=ρ DX,d−1,z0 : X ↓ v.
De la proposition 7.7, nous allons en dØduire quelques corollaires. Mais avant, nous posons la dØ-
nition suivante :
Définition 7.8 Nous parlerons de propagation de la valeur neutre, si la propagation des valeurs se fait
sur le domaine DX,d,z0 . Sinon, si elle se fait sur le domaine DX,d−1,z0 , nous parlerons de propagation
de la valeur absorbante.
La gure 7.9(a) reprØsente une propagation de la valeur neutre, et la gure 7.9(b) reprØsente une propa-
gation de la valeur absorbante.
Dans le cas d’une propagation de valeur neutre, nous ne nous sommes intØressØs qu’aux valeurs des
instances de X dans la proposition 7.2. Cette proposition correspond, dans le cas de la propagation dans
le sens des dØpendances, à un agrandissement. Si lors de la construction d’un arbre nous obtenons une
feuille correspondant à la formule {z | z = z0} : X ↓ v, oø v est neutre pour X , l’agrandissement du
domaine {z | z = z0} correspond simplement au domaine DX,d,z0 .
Cependant cette proposition ne donne aucun rØsultat sur les expressions e et f . Ce sera donc l’objet de
la proposition suivante qui nous permet de dØduire les valeurs des expressions de e et de f sur certains
domaines si l’on connaît la valeur du pseudo-pipeline en un point.
Proposition 7.9 Si v est une valeur neutre pour le pseudo-pipeline X alors,
val(ρ(X))[z0] = v ⇐⇒ ∃z ∈ D2,∃i ∈ N, z = d
i(z0),
val(E(f)(ρ))[z] = v ∧ |=ρ DX,d,z0 : e ↓ v
Cette proposition est illustrØe dans l’exemple suivant.
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Exemple 7.10 Soient X et Y deux variables polyØdriques telles que :
X =
{
{t, i | t > i > 0} : X.(t, i→ t− 1, i− 1) ∧ Y.(t, i→ t, i)
{t, i | t = i} ∪ {t, i | i = 0} : Y.(t, i→ t, i)
Le domaine D1 est reprØsentØ par {t, i | t > i > 0}, le domaine D2 correspond à {t, i |
t = i} ∪ {t, i | i = 0}, les expressions e et f correspondent à Y.(t, i→ t, i).
Supposons que val(ρ(X))[10, 5] = tt. Comme X est un pseudo-pipeline que ∨∧ est ∧ et que
v est tt, nous sommes donc dans le cas de la propagation de la valeur neutre. Nous savons
que :
 d’aprŁs la proposition 7.7, |=ρ {t, i | t = i+ 5; 0 ≤ t < 10} : X ↓ tt,
 et d’aprŁs la proposition 7.9, |=ρ {t, i | t = i+ 5; 0 ≤ t < 10} : Y ↓ tt
Nous avons illustrØ ces domaines sur la gure 7.10.
X Y
5
10
5
10
Les traits en gras reprØsentent les domaines oø X et Y valent vrai, et val(ρ(X))[10, 5] = tt
FIG. 7.10  Propagation de la valeur neutre : Øtude du domaine DX,(t,i→t−1,i−1),(10,5) .
Plaçons nous maintenant dans le cas oø v est absorbante et supposons que nous ayons une feuille
pendante correspondant à la formule {z | z = z0} : X ↓ v, cette fois-ci le domaine DX,d−1,z0 de pro-
pagation de la valeur ne correspond pas à l’agrandissement obtenu par l’opØrateur. L’opØrateur d’agran-
dissement donne le domaine DX,d,z0 . Sur ce domaine nous ne connaissons pas le valeur de X . Le but
de l’exemple est d’Øtudier comment agrandir le domaine dans le sens des dØpendances dans le cas d’une
valeur absorbante.
Exemple 7.11 Nous reprenons la dØnition de X prØsentØe dans l’exemple prØcØdent et
nous supposons que avons une feuille pendante correspondant à la formule F = {t, i | t =
10, i = 5} : X ↓ ff . Comme X est un pseudo-pipeline, nous sommes donc dans le cas de la
propagation de la valeur absorbante. D’aprŁs la proposition 7.7, nous savons que si nous
rØussissons à prouver la formule F alors |=ρ {t, i | t = i + 5; t > 10} : X ↓ ff . Mais
comme nous souhaitons obtenir un agrandissement de domaine pour supprimer la feuille
pendante, il faut agrandir dans le sens des dØpendances. Le but est donc de connaître la
valeur de X sur le domaine {t, i | t = i+ 5; 0 ≤ t < 10}.
 Il est clair que s’il existe un point (t0, i0) appartenant au segment {t, i | t = i + 5; 0 ≤
t < 10} tel que val(ρ(X))[t0, i0] = tt alors |=ρ {t, i | t = i+ 5; 0 ≤ t ≤ t0} : X ↓ tt. Il
suft en effet de propager la valeur neutre tt dans le sens des dØpendances sur le segment
oø t est compris entre 0 et T0 et i vaut t− 5, nous nous retrouvons dans l’exemple 7.10.
 De mŒme, s’il existe un point (t1, i1) appartenant à {t, i | t = i + 5; 0 ≤ t < 10} tel
que val(ρ(X))[t1, i1] = ff alors |=ρ {t, i | t = i + 5; t ≥ t1} : X ↓ ff . Il suft dans
ce cas de propager la valeur absorbante ff dans le sens inverse des dØpendances sur la
demi-droite engendrØe par l’inverse de la dØpendance (t, i→ t− 1, i− 1).
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 Si maintenant, nous supposons que (t1, i1) = (t0 + 1, i0 + 1), comme nous savons que
 val(ρ(X))[t0, i0] = tt,
 val(ρ(X))[t1, i1] = ff ,
 X[t, i] = X[t− 1, i − 1] ∧ Y [t, i] pour tout (t, i) ∈ {t, i | t > i > 0},
nous pouvons en dØduire que val(ρ(Y ))[t0, i0] = ff .
La valeur de X sur le domaine {t, i | t = i+ 5; 0 ≤ t < 10} ne dØpend que de la valeur de
Y sur ce mŒme domaine. Ainsi il existe un point (t0, i0) appartenant à {t, i | t = i+ 5; 0 ≤
t < 10} tel que val(ρ(Y ))[t0, i0] = ff . Ce que nous avons illustrØ dans la gure 7.11. Ainsi,
si nous souhaitons agrandir le domaine {t, i | t = 10; i = 5}, nous devons Øtudier la valeur
de Y . Cependant, dans cet exemple, les formules e et f sont Øgales : elles correspondent à
l’expression Y.(t, i→ t, i) sont Øgales. Ainsi, nous n’avons ici qu’à Øtudier la valeur de Y .
Dans le cas gØnØral, il faudrait Øtudier la valeur de l’expression e et celle de l’expression
f .
X Y
5 5
i0
10 t0 10
i0
t0
Le trait en gras reprØsente le domaine DX,(t,i→t−1,i−1)−1,(10,5), et le trait pointillØ reprØsente
une extension de ce domaine si val(ρ(Y ))[t0, i0] = ff . Sur ces deux domaines, X vaut faux.
FIG. 7.11  Propagation de la valeur absorbante : Øtude du domaine DX,(t,i→t−1,i−1),(10,5).
Nous reprenons dans le corollaire suivant les rØsultats ØnoncØs dans le cas d’une propagation de
valeur absorbante.
Corollaire 7.12 Si v est une valeur absorbante pour le pseudo-pipeline X alors,
val(ρ(X))[z0] = v =⇒ (∃z ∈ DX,d,z0 , val(E(e)(ρ))[z] = v
∧ val(ρ(X))[z] = ¬v) ∨
∃z ∈ DX,d,z0 ∩ D2, val(E(f)(ρ))[z] = v
Nous avons ØnoncØ quelques propriØtØs sur les pseudos-pipelines, et nous avons vu que ces propriØ-
tØs permettaient d’agrandir les domaines. Dans le cas d’une propagation de la valeur neutre, l’agrandis-
sement est ici proposØ en un point. Or, nous serons intØressØs par l’agrandissement d’un domaine. Cela
ne pose pas de problŁme et les rØsultats sont identiques. Pour obtenir le domaine agrandi, il suft d’uti-
liser l’opØrateur d’agrandissement ∼∇. Dans le cas d’une valeur neutre, l’opØrateur d’agrandissement est
prØcis, la dØmonstration repose simplement sur la dØnition 7.4 et sur la proposition 7.7.
Cependant dans le cas de la valeur absorbante, le problŁme de l’agrandissement est plus difcile.
Nous ne savons pas jusqu’oø agrandir. Nous avons reprØsentØ la borne de l’agrandissement à l’aide d’une
quantication existentielle dans le corollaire 7.12. De plus, si nous souhaitons agrandir un domaine et
non plus agrandir un domaine restreint à un point, les bornes peuvent Œtre diffØrentes d’un point du do-
maine à l’autre. Dans la section suivante, nous verrons cependant comment utiliser des pseudos-pipelines
pour effectuer des agrandissements sur des variables dØnies par des expressions plus complexes.
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4 Heuristiques d’agrandissement
Dans cette section, nous allons voir comment utiliser l’opØrateur d’agrandissement. Soit X une
variable dØnie sur un domaine DX . Nous voulons prouver la formule DX : X ↓ v oø v est une
constante boolØenne. Nous construisons un arbre de preuve. Dans la gure 7.12, nous reprØsentons une
partie de cet arbre.
N =
〈X,D, v, SubsCons〉
N0 = 〈e0,D
′, v, SepOp〉
N1 =
〈e1,D
′, v, s1〉
. . . Nn =
〈en,D
′, v, sn〉
Nn+1 =
〈en+1,D
′′, v, SepOp〉
si ∈ {EchAuto,EchIter, SubsCons}
FIG. 7.12  Structure partielle d’un arbre contenant des feuilles pendantes parmi les nuds 〈ei,D′, v, si〉.
Soient ei1 , . . . , eil les expressions des nuds Ni1 , . . . , Nil de l’arbre reprØsentØ dans la gure 7.12
contenant des occurrences de X oø pour tout j appartenant à {1, . . . , l}, ij appartient à {1, . . . , n}. Pour
allØger l’Øcriture, nous supposerons que i1 = 1, . . . , il = l. Nous pouvons donc appliquer sur ces nuds
l’opØrateur d’agrandissement. Soient ∨∧1,∨∧2 ∈ {∨,∧} deux opØrateurs tels que v est neutre pour ∨∧1
et absorbante pour ∨∧2. Comme la sØparation des opØrandes vient d’Œtre effectuØe, ces expressions sont
d’une des deux formes suivantes :
pour tout j appartenant à {1, . . . , l} ej = X.dj
ou ej = X.dj ∨∧2 e
′
j
L’expression e0 est quant à elle de la forme :
e0 =
n∨∧
1
i=1
ei
Nous notons fi les formules obtenues à partir des nuds Ni de l’arbre 7.12 :
fi = D
′ : ei ↓ v
Il nous faut donc prouver les formules fi, i ∈ {1, . . . , l}. Pour chacune de ces formules nous devons
agrandir le domaine D de sorte que la substitution par constante puisse Œtre effectuØe. Cependant, il n’est
pas possible d’Øtudier sØparØment ces expressions : ces expressions dØpendent toutes de la variable X .
Regardons pour cela l’exemple suivant :
Exemple 7.13 Soit W une variable polyØdrique dØnie sur un domaine DW . Soit D un
sous-domaine de DW . Le but est de prouver la formule D : W ↓ tt. Nous supposons
qu’à la n de la construction de l’arbre la variable W est dØnie sur un domaine D ′ par
l’expression suivante :
(W.d1 ∨ Y.d3) ∧ (W.d2 ∨ Z.d4)
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Cette expression correspond à e0. Nous notons e1 l’expression W.d1 ∨ Y.d3 et e2 l’expres-
sion W.d2 ∨Z.d4. Les expressions e1 et e2 contiennent encore des occurrences de W , nous
devons donc effectuer un agrandissement de domaine. Commençons par traiter les expres-
sions e1 et e2. Pour simplier le problŁme, nous supposons que le domaine D ′ est rØduit à
un point z0 :
D′ = {z | z = z0}
 Pour l’expression e1, nous devons agrandir le domaine dans la direction de d1. Cet
agrandissement est dØlimitØ par un point z1 tel que l’instance de Y au point d3(z1) est
vraie (cf. corollaire 7.12). Nous obtenons alors l’agrandissement D˜1.
 De mŒme pour l’expression W.d2 ∨ Z.d4, nous devons agrandir le domaine D′ dans la
direction de d2. Cet agrandissement est dØlimitØ par un point z2 tel que l’instance de Z
au point d4(z2) est vraie. Nous obtenons cette fois-ci, l’agrandissement D˜2.
Nous avons reprØsentØ sur la gure 7.13 les deux agrandissements.
D˜2
D˜1
Z
Y
W
d1
d2
z0
d3
d4
d3(z1)
z2
z1
d4(z2)
Les points et traits en gras reprØsentent les domaines oø les instances des variables W,Y,Z valent vrai.
FIG. 7.13  Agrandissements D˜1 et D˜2 du domaine D′.
Limitons nous pour le moment à l’agrandissement donnØ par le domaine D˜1 et construisons
l’arbre de preuve de la formule D˜1 : W ↓ tt. Pour tout les points z de ce domaine, nous
avons soit d1(z) qui appartient à D˜1 soit d3(z) = d3(z1), donc l’expression W.d1 ∨ Y.d3
est substituØe par la constante tt. En ce qui concerne l’expression W.d2 ∨ Z.d4, la sub-
stitution de W ne peut pas se faire car d2(z) n’appartient pas à D˜2. Nous obtenons donc
la formule : D˜1 : W.d2 ∨ Z.d4 ↓ tt. Nous devons donc effectuer un agrandissement du
domaine D˜1 dans la direction de d2. Nous avons reprØsentØ cet agrandissement dans la
gure 7.14(a). Cependant cet agrandissement peut Œtre trop grand, c’est-à-dire que pour
certains points z de ce domaine nous pouvons avoir val(E(W.d2∨Z.d4)(ρ))[z] = ff . De la
mŒme maniŁre que nous avons dØlimitØ l’agrandissement de D ′ dans la direction de d2 par
un point z2, nous pouvons dØlimiter cet agrandissement par un ensemble de points tel que
les instances de Z.d4 en ces points valent vrai. Nous supposons donc que sur le domaine
D˜Z reprØsentØ sur la gure 7.14(b), la variable Z vaut vrai. Sur le domaine d−14 (D˜Z), l’ex-
pression W.d2 ∨ Z.d4 vaut vrai. Nous pouvons donc rØussi à dØlimitØ l’agrandissement de
D˜1. Nous l’appelons D˜3. Il est reprØsentØ sur la gure 7.14(b).
Si maintenant nous utilisons ce domaine pour faire la substitution par constante, toutes les
occurrences de W.d2 seront substituØes. Mais, sur le domaine D2 ⊂ d−11 (D2) il restera des
occurrences de W.d1. Sur la gure 7.15, l’image du point z par la dØpendance d1 n’est pas
dans D˜3. L’instance deW en ce point sera vraie seulement si nous agrandissons le domaine
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d1
d2
W
agrandissement
z0
(a) Agrandissement de eD1 dans
la direction de d2
DZ
D˜3
d2
W
Zz0
d4
(b) Agrandissement eD3
FIG. 7.14  Deux Øtapes d’agrandissement
142
D˜3 dans la direction de d1 ou si l’instance de Y au point d3(z) est vraie.
D˜3
W
Y
d3
?
?
z
d1
z0
FIG. 7.15  L’image de z par d1 n’est pas dans D˜3
Nous devons donc rØpØter le processus d’agrandissement pour le domaine D˜3 dans la di-
rection de d1. Cette technique ne converge pas toujours, et quand elle converge ce n’est
pas en un nombre ni d’Øtapes. Dans le cas que nous Øtudions, nous ne savons pas si elle
converge vers un domaine mais nous savons que l’ensemble de convergence sera inclus
dans (({z | z = z0}
∼
∇ d1)
∼
∇ d2) et nous aurons ainsi obtenu une borne supØrieure. Nous
ne pouvons donc pas Øtudier sØparØment les deux sous-expressions de W pour effectuer
l’agrandissement.
Comme nous l’avons vu dans cet exemple, il n’est pas possible d’Øtudier sØparØment les expressions
e1 et e2, nous devons donc remonter dans l’arbre de preuve et Øtudier l’expression e0 qui correspond à
la conjonction des expressions e1 et e2.
On pourrait proposer comme premiŁre heuristique d’agrandissement, l’agrandissement suivant :
D˜ = (D
∼
∇ d1) . . .
∼
∇ dl
Mais cet agrandissement est gØnØralement imprØcis. Pour s’en convaincre, il suft simplement de re-
prendre l’exemple prØcØdent et de supposer que sur un domaine D2 tel que D2 ∩ (({z | z = z0}
∼
∇
d1)
∼
∇ d2) est non vide, la variable W est dØnie par False. L’agrandissement proposØ sera trop grand.
Nous allons donc dans la suite essayer de dØterminer des heuristiques d’agrandissement plus prØcises
en fonction de la structure de e0. Cette structure est d’une des trois formes suivantes :
 e0 = X.d∨∧1 e
′
,
 e0 = X.d∨∧2 e
′
,
 e0 = (X.d∨∧2 e
′)∨∧1 e
′′
.
4.1 Premier cas : e0 = X.d∨∧1 e′
Ce cas correspond exactement à un pseudo-pipeline. La valeur neutre est propagØe. Pour tout point z
du domaine D, la propagation se fait sur le domaine DX,d,z . Ce qui revient en fait à calculer le domaine
∪id
i(D) qui est un Z-polyŁdre.
Proposition 7.14 Si ∪idi(D) est un polyŁdre, alors
∪id
iD = D
∼
∇ d
Dans ce cas l’opØrateur d’agrandissement est prØcis (cf. dØnition 7.4).
143
Dans la pratique, nous supposerons que nous obtenons un polyŁdre et nous agrandirons à l’aide de notre
opØrateur d’agrandissement. Le risque d’utiliser une telle approximation est d’obtenir un domaine trop
grand et donc d’obtenir des absurditØs dans la suite de la preuve. Ce risque se rØvŁle en pratique trŁs
limitØ mais an de pouvoir dØtecter si les absurditØs obtenues dans la construction d’une preuve aprŁs un
agrandissement sont liØes à l’agrandissement ou à la propriØtØ à prouver, nous devons reconnaître les cas
oø nous obtenons une approximation du domaine, c’est-à-dire reconnaître les cas oø l’agrandissement
est effectivement un polyŁdre de ceux oø cet agrandissement est normalement un Z-polyŁdre. Il suft
pour cela de calculer l’union du domaine à agrandir avec l’image de ce mŒme domaine.
Proposition 7.15 Si l’union de D et de son image par la dØpendance d est Øgale à son enveloppe
convexe, alors ∪idi(D) sera un polyŁdre.
Démonstration : La démonstration se fait par récurrence sur i en utilisant la définition des polyèdres
dans Q, elle s’appuie sur le fait que les dépendances sont uniformes : ce sont donc des translations.
Nous reprØsentons sur la gure 7.16 un exemple d’application de cette proposition.
point n’appartenant pas à l’union
enveloppe convexe
d
mais appartenant à l’enveloppe convexe
FIG. 7.16  Application de la proposition 7.15
Dans le cas oø nous n’obtenons pas un polyŁdre, nous utiliserons tout de mŒme l’opØrateur d’agran-
dissement. Cette approximation ne posera en pratique pas de problŁme. Si cependant, aprŁs un tel agran-
dissement l’arbre de preuve donnait un nud faux, nous pourrions toujours revenir sur l’approximation
et travailler sur des Z-polyŁdres à la place. Il faudrait pour cela modier l’implØmentation de l’opØrateur
d’agrandissement an d’obtenir des Z-polyŁdres, ce que nous n’avons pour le moment pas ØtudiØ.
Ce cas peut Œtre Øtendu au cas oø l’expression e0 contient plusieurs instances de X .
Proposition 7.16 Soit e l’expression dØnie par ∨∧
1
k
X.dk ∨∧1 e
′
. On note D˜ le domaine suivant :
D˜ = {z | ∃z0 ∈ D,∃i1, . . . , il ∈ {1, . . . , j}, z = di1 ◦ · · · ◦ dil(z0)}
C’est à dire que tout point de D˜ est l’image d’un point de D par une combinaison d’auto-dØpendances
de X . Alors,
|=ρ D : X ↓ v =⇒ |=ρ D˜ : X ↓ v
Démonstration : Il suffit d’appliquer la proposition 7.7 pour chaque dépendance.
Le domaine D˜ est un Z-polyŁdre. Notre premiŁre heuristique est donc la suivante :
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Heuristique 7.17 Soient d1, . . . , dl les auto-dØpendances et soitD le domaine. Dans le cas d’un pseudo-
pipeline et d’une valeur neutre, l’agrandissement se fait de la maniŁre suivante :
(. . . ((D
∼
∇ d1)
∼
∇ d2)
∼
∇ . . . )
∼
∇ dl
Cet agrandissement peut donc Œtre automatisØ (nous l’avons implØmentØ et il est actuellement utilisØ
automatiquement).
4.2 Deuxième cas : e0 = X.d∨∧2 e′
Nous avons toujours un pseudo-pipeline mais cette fois-ci, c’est la valeur absorbante qui est propa-
gØe. La propagation ne se fait donc pas dans le « bon » sens, c’est-à-dire le sens des dØpendances. Notre
opØrateur d’agrandissement ne sera pas prØcis. Nous pouvons cependant dØvelopper des heuristiques
pour amØliorer son utilisation. D’aprŁs le corollaire 7.12, nous savons que nous pouvons agrandir tout
de mŒme le domaine, mais nous ne savons pas jusqu’oø.
Nous supposons donc X dØnie par l’Øquation suivante (nous n’exprimons que les deux branches
qui nous intØressent et nous supposons pour le moment une seule occurrence de X dans l’expression
e0) :
X =

D′ : e0
D′′ : f
. . .
oø D′′ est tel que pour tout z ∈ D′, il existe z0 ∈ D′′ et il existe i ∈ N tels que z = di(z0).
L’agrandissement se fait en deux Øtapes : nous commençons par un premier agrandissement de
D′ dans la direction de la dØpendance d et nous notons D˜′ cet agrandissement. Puis, nous essayons
d’afner le rØsultat à l’aide de la stratØgie suivante qui consiste à Øtudier e ′. L’expression e′ est une
∨∧2-expression (car e0 est sous forme ∨∧1-normale). Cependant avant d’effectuer cet agrandissement il est
utile de regarder l’expression f .
 Étude de f . Si f est la constante absorbante, alors il suft d’appliquer la proposition 7.7. Comme
la constante est absorbante nous la propageons dans le sens inverse des dØpendances. Nous obte-
nons le domaine D′′
∼
∇ d−1. Cet agrandissement dans le sens inverse des dØpendances contient
l’agrandissement D˜′. Nous pouvons donc utiliser l’opØrateur d’agrandissement qui dans ce cas
sera prØcis puisqu’il est contenu dans le domaine sur lequel s’est propagØ la valeur absorbante. Ce
cas est assez courant. Nous l’avons illustrØ dans la gure 7.17. Nous l’utiliserons dans une version
un peu plus compliquØe dans le chapitre suivant.
X
d
domaineD′ domaineD′′
D˜′ : agrandissement du domaineD′
FIG. 7.17  Agrandissement de domaine dans le cas oø l’expression f est la constante absorbante.
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 Si l’expression e′ fait intervenir au moins un pseudo-pipeline, alors il est possible d’afner le
domaine fourni par l’opØrateur d’agrandissement. Notons W ce pseudo-pipeline. L’idØe est de
se ramener au cas prØcØdent. Nous supposons que l’expression e′ est dØnie par l’expression
suivante :
e′ = W.d′ ∨∧2 e
′′
oø e′′ est une expression polyØdrique.
 Si en un point z la valeur de W est la constante v, alors nous propageons cette valeur suivant la
dØpendance d′ (ou en sens inverse selon la valeur v). Nous obtenons un domaine D˜W oø les ins-
tances deW valent la constante v. L’expression e0 correspond à l’expression X.d∨∧2 W.d′ ∨∧2 e′′,
ainsi, si le domaine d′−1(D˜W ) est inclus dans le domaine D˜′, nous pouvons simplier l’expres-
sion de X qui vaut alors v. Nous nous retrouvons donc dans le cas prØcØdent. Nous illustrons
ce cas dans la gure 7.18.
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      
      
      
      
      
      
  
 
WX
d
d′
D′
D˜W
agrandissement de D′ en direction de d
agrandissement de D′ borné par D˜W
FIG. 7.18  Agrandissement de domaine dans le cas oø l’un des termes de l’expression est un pseudo-
pipeline.
En thØorie cependant, il est possible que certains points de D ′ n’aient pas d’image par une
dØpendance di dans le domaine d′−1(D˜W ). Il faudra donc traiter ces points sØparØment et ap-
pliquer la technique suivante, correspondant au cas oø nous ne connaissons pas la valeur de W
en un point.
 Sinon, c’est-à-dire si nous ne connaissons pas directement la valeur de W en un point, nous
essayons alors d’en dØcouvrir une an de la propager. Pour cela nous supposons que W vaut v
en un point d′(z), oø z appartient à D′
∼
∇ d et nous essayons de dØterminer la valeur de z. Cette
technique s’appuie sur celle de l’ajout des paramŁtres qui sera prØsentØe dans le chapitre 9.
 Si e′ ne contient pas de pseudo-pipeline. Nous ne nous sommes pour le moment pas intØressØ à
ce problŁme. L’idØe serait cependant d’essayer de dØcouvrir le domaine oø l’expression e ′ vaut la
valeur absorbante de X . Il faudrait donc rechercher dans la dØnition des variables composant X
des pseudos-pipelines pour propager les valeurs.
Nous avons jusqu’à prØsent supposØ que l’expression dØnissant X ne contenait qu’une occurrence
de X . Supposons maintenant que l’expression dØnissant X contient plusieurs occurrences de X , c’est-
à-dire que sur le domaine D′, domaine qui doit Œtre agrandi, la variable X est dØnie par :∨∧
2
i
X.di ∨∧2 e
′
Nous pouvons donc agrandir le domaine de X dans les directions di. En un point z il suft qu’une
des instances X.di[z] soit vraie pour que l’instance de X au point z soit vrai. Il n’est donc pas nØces-
saire d’agrandir dans toutes les directions. Il suft en fait de prendre l’intersection des agrandissements
D
∼
∇ di. Une fois l’intersection calculØe nous nous retrouvons dans le cas prØcØdent et nous effectuons
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une Øtude de e′ pour obtenir un domaine d’agrandissement plus petit. Dans la gure 7.19, nous avons
supposØ que X Øtait dØnie par X.d1 ∨∧2 X.d2 ∨∧2 e′, et nous avons reprØsentØ l’intersection des deux
agrandissements D
∼
∇ d1 et D
∼
∇ d2. Pour tout point appartenant à cette intersection, soit son image par
d1, soit son image par d2 est dans l’intersection.
X
d
domaineD
agrandissement partiel du domaineD
FIG. 7.19  Agrandissement partiel du domaine.
4.3 Troisième cas : e0 = (X.d∨∧2 e′)∨∧1 e′′
Ce dernier cas est le plus complexe. Nous n’avons plus de pseudo-pipeline. C’est le cas illustrØ dans
l’exemple 7.13. Nous dØcrirons ici la dØmarche proposØe, mais nous ne rentrerons pas dans les dØtails.
Ce cas se dØcompose en deux cas dont l’un se ramŁne au cas prØcØdent.
 Si l’expression e0 ne contient des occurrences de X que dans l’expression X.d ∨∧2 e′ alors nous
pouvons nous ramener au cas prØcØdent (section 4.2). En effet, nous ne pouvons agrandir le do-
maine que dans une seule direction, celle de d.
 Sinon, ce problŁme ne s’est encore jamais prØsentØ lors de l’Øtude des diverses applications. Nous
proposons donc une idØe gØnØrale.
 Nous commençons par rechercher les pseudos-pipelines et par propager leur valeur. Cette mØ-
thode permet de simplier l’expression.
 Pour chaque ∨∧2-terme, nous proposons un agrandissement. Soit e′ un tel ∨∧2-terme, e′ est donc
de la forme
∨∧
2
i
X.di ∨∧1 e
′′ oø e′′ ne contient plus d’occurrence de X . L’agrandissement associØ
au terme e′ correspond à l’intersection des images du domaine D ′ par les dØpendances di. Nous
calculons alors l’enveloppe convexe de l’union de tous ces agrandissements. Cet agrandisse-
ment peut Œtre la encore trop grand, ce sera alors à l’utilisateur de produire un agrandissement
plus n.
5 Conclusion
Dans ce chapitre nous avons ØtudiØ une technique permettant soit d’accØlØrer la construction de
l’arbre de preuve dans le cas oø nous avions une feuille de statut EchIter, soit de reprendre la construc-
tion de l’arbre lorsque nous avons une feuille de statut EchAuto. Cette technique s’appuie sur les agran-
dissements de domaine. Comme nous l’avons vu dans la section 1, le problŁme de l’agrandissement est
un problŁme difcile. Dans ce chapitre, nous avons tout d’abord dØni un opØrateur d’agrandissement.
Cet opØrateur consiste en des manipulations de polyŁdres (ajout de rayon, intersection), sa complexitØ est
donc celle de ces deux opØrations c’est-à-dire exponentielle (soit en nombre de contraintes pour l’ajout
de rayon, soit par rapport à la dimension du polyŁdre pour l’intersection). Nous avons ensuite prØsentØ
plusieurs heuristiques selon la structure de l’expression dont le domaine doit Œtre agrandi. La technique
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gØnØrale est la suivante : nous commençons par utiliser notre opØrateur d’agrandissement pour obtenir
une premiŁre approximation, puis nous utilisons les diffØrentes heuristiques pour afner le domaine.
Toutes ces heuristiques reposent sur la mŒme idØe qui est :
RepØrer les pseudos-pipelines et propager les valeurs.
Nous n’avons pas parlØ ici de la mØthode pour repØrer les pseudos-pipelines. Cela peut se faire
automatiquement, sans aucune difcultØ. En effet, les pseudos-pipelines ont ØtØ dØnis à l’aide d’un
critŁre syntaxique.
L’opØrateur d’agrandissement que nous proposons donne en rØsultat un polyŁdre. Cependant, le
rØsultat attendu est en thØorie un Z-polyŁdre. Cette approximation mŁne dans certains cas (rares en
pratique) à des constructions de preuves absurdes. Ces constructions contiennent des feuilles fermØes
non valides, ce qui peut conduire de maniŁre erronØe à la conclusion que la propriØtØ vØriØe n’est pas
valide. Nous proposons donc un test pour vØrier si l’opØrateur fournit une approximation, et si nous
obtenons des feuilles non valides lors de la construction, il faut alors fournir un autre agrandissement
s’appuyant sur les Z-polyŁdres. Cet opØrateur n’a pas encore ØtØ dØveloppØ.
Ces techniques d’agrandissement sont donc indispensables dans le processus automatisation. Sans
ces techniques, la construction de la preuve Øchoue. L’utilisateur doit alors intervenir pour fournir pour
agrandir lui mŒme les domaines. Dans les exemples que nous avons ØtudiØs et que nous prØsenterons
dans les deux prochains chapitres, ces techniques se sont avØrØes efcaces. Une fois leur implØmenta-
tion effectuØe elles permettront de prouver automatiquement par exemple le produit matrice-vecteur du
chapitre 8.
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Chapitre 8
Applications
Dans ce chapitre, nous allons prØsenter deux applications. La premiŁre est un ltre adaptatif para-
mØtrØ. Nous nous intØresserons à la preuve d’une propriØtØ sur un signal de contrôle introduit automati-
quement (mais par une transformation ne prØservant pas la sØmantique) lors de la synthŁse du dispositif.
Le second exemple sera un circuit permettant de calculer le produit d’une matrice et d’un vecteur. Là
encore, nous travaillerons sur un systŁme paramØtrØ.
1 DLMS
Cette premiŁre section est consacrØe à l’Øtude d’un ltre adaptatif avec dØlai. Nous prØsenterons tout
d’abord le rôle des ltres, puis nous nous intØresserons à la preuve d’une propriØtØ sur un des signaux
de contrôle d’un tel ltre.
1.1 Les filtres adaptatifs
Les ltres sont des dispositifs utilisØs dans les applications de contrôles et les traitements de signaux :
communications, radar, sonar, sismologie, ingØnierie biomØdicale. Bien que ces applications soient trŁs
diffØrentes elles ont toutes en commun les caractØristiques suivantes : l’utilisation d’un vecteur d’entrØe
et d’un vecteur de « sortie dØsirØe » pour calculer une estimation de l’erreur. Cette estimation est utilisØe
pour ajuster dynamiquement les poids du ltre.
erreur
res[t]
Filtre
w  (t)
d(t)
x(t) y(t)
e(t)
0 N−1w (t)
FIG. 8.1  Filtre adaptatif
Nous ne rentrerons pas dans les dØtails du fonctionnement du ltre. Haykin [46] a effectuØ une Øtude
approfondie du sujet. Nous en fournissons une description paramØtrØe par N , le nombre de poids du
ltre.
 x(t) correspond au signal d’entrØe à l’instant t,
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 d(t) est la sortie dØsirØe à l’instant t
 y(t) est la sortie à l’instant t
 e(t) correspond à l’erreur à l’instant t
 w0(t), . . . , wN−1(t) sont les poids du ltre à l’instant t,.
Les signaux sont dØnis de la maniŁre suivante :
y(t) =
N−1∑
i=0
x(n− i)wi(t)
e(t) = d(t)− y(t)
Les coefcients wi sont calculØs par la mØthode des moindres carrØs et dØpendent de e(n).
L’objectif du ltre adaptatif (cf. gure 8.1) est, comme son nom l’indique, de ltrer le signal x(t)
de sorte que ce signal ressemble au signal dØsirØ d(t). Le signal d’erreur e(t) est la diffØrence entre le
signal dØsirØ et la sortie y(t). Cette diffØrence est renvoyØe au ltre qui Øvalue ainsi la similaritØ des deux
signaux par rapport à certains critŁres de performances et modie la valeur de ces poids pour augmenter
la similaritØ.
Les ltres peuvent Œtre utilisØs par exemple pour supprimer le bruit dans les signaux de paroles.
ConsidØrons la situation suivante : un pilote parlant par radio dans un cockpit. Le ltre aura pour but de
supprimer le bruit de fond. Pour cela, il y a deux micros. L’un (micro 2) n’enregistre que le bruit de fond.
C’est dans l’autre micro (micro 1) que le pilote parle, ce micro enregistre de plus le bruit de fond tel que
perçu par le pilote. Le bruit de fond entre les deux micros est lØgŁrement diffØrent. Le signal dØsirØ d(t)
correspond à la voix du pilote avec le bruit de fond (micro 1), le signal x(t) correspond au bruit de fond
(micro 2). L’erreur correspondra à la voix du pilote sans le bruit de fond qui sera renvoyØe à l’utilisateur.
Les poids du ltre Øvolueront pour que le bruit de fond du micro 2 soit ltrØ de maniŁre à Œtre similaire
au bruit de fond du micro 1.
1.2 Filtre adaptatif avec délai
Description du Filtre Nous allons ici nous intØresser à un ltre adaptatif avec dØlai (cf. gure 8.2) :
l’erreur est utilisØe par le ltre aprŁs D instants. Le dØlai est utilisØ pour diminuer la complexitØ d’un
temps de cycle. Le ltre est un systŁme de N cellules, chacune contenant dans un registre la valeur
res[t]
erreurFiltre
D
w  (n)N−1w (n)0
d(t)
x(t) y(t)
e(t)e(t−D)
FIG. 8.2  Filtre adaptatif avec dØlai
d’un des poids du ltre. Les cellules forment un rØseau linØaire. Le rØseau a deux entrØes x et d et deux
sorties e et y (nous avons repris les mŒmes notations que prØcØdemment pour les signaux). Le systŁme
est paramØtrØ par N ,M , D, ou N est la longueur du rØseau (nombre de poids), M est la longueur du
signal d’entrØe x, et D est le dØlai. Ces paramŁtres sont dØnis sur le domaine :
{N,M,D | 3 ≤ N ≤ min(M −D − 1, D − 1)}
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Dans cet exemple, à cause de la prØsence du dØlai, certains registres ne sont pas accessibles tant que
la sortie y n’est pas dØnie. Pour contrôler l’accŁs à ces registres, un signal Wctl1P a ØtØ introduit
automatiquement lors de la synthŁse. Ce signal est dØni sur le domaine
{p, t | p ≤ t ≤ p−N +M ; 0 ≤ p ≤ N − 1}
Tant que le systŁme est en phase d’initialisation, les poids ne sont pas correctement dØnis à cause de la
prØsence du dØlai. Le signal Wctl1P doit donc valoir faux pour empŒcher l’accŁs à ces poids. Ensuite,
le signal doit devenir et rester vrai pour permettre l’accŁs au registre contenant les poids. Les valeurs
initiales du signal sont dØnies dans la premiŁre cellule puis pipelinØes dans tout le rØseau. Le signal
Wctl1P est dØni par l’Øquation suivante :
Wctl1P = {t, p | t ≤ D − 1; p = 0} : False
{t, p | D ≤ t; p = 0} : True
{t, p | 1 ≤ p} : Wctl1P.(t, p→ t− 1, p− 1)
Les propriétés Le but ici est de vØrier que le signal Wctl1P vØrie bien la spØcication que nous
avons donnØe plus haut, à savoir que pendant la phase d’initialisation le signal vaut faux, et qu’aprŁs
cette phase, il vaut vrai. De maniŁre plus formelle, voici les deux propriØtØs que nous voulons prouver :
{Wctl1P, {t, p | p ≤ t ≤ p+D − 1; 0 ≤ p ≤ N − 1}, ff , SubsCons}
{Wctl1P, {t, p | p+D ≤ t ≤ p−N +M ; 0 ≤ p ≤ N − 1}, tt, SubsCons}
Les deux propriØtØs sont fournies à notre outil. Les deux arbres de preuve sont construits automati-
quement. Pour le construire, seules deux rŁgles sont utilisØes :
 la substitution par constante,
 la sØparation des domaines.
La vØrication rØussit immØdiatement : toutes les feuilles de l’arbre sont fermØes.
Cet exemple est extrŒmement simple, mais c’est typiquement le genre de propriØtØs que notre outil
de vØrication sera amenØ à prouver.
2 Produit Matrice Vecteur
Le second exemple que nous prØsentons est un circuit permettant de calculer le produit d’une matrice
et d’un vecteur. Nous commencerons par prØsenter le systŁme et la propriØtØ que nous souhaitons prouver
puis nous verrons quelle est la stratØgie de preuve que nous avons choisie et comment elle a ØtØ mise en
uvre.
2.1 Présentation
Le systŁme est un rØseau linØaire (cf. gure 8.3) de N cellules sØparØes les unes des autres par un
registre.
Chaque cellule a (cf. gure 8.4) en entrØe :
 deux donnØes (a et b),
 trois signaux de contrôle (init, empty, accum)
et en sortie :
 une donnØe (c),
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b21 b12
b22 b13
b23
b33
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b32
a12a13
FIG. 8.3  Structure d’un rØseau calculant un produit matrice vecteur
cA
+
* C
b
a
Accum
Empty
Init
FIG. 8.4  Structure d’une cellule
 les trois signaux de contrôle pipelinØs : le dØcalage est produit par un registre pour les signaux init
et accum et par deux registres pour le signal empty. Ainsi les signaux init et accum sont pipelinØs
deux fois plus vite que le signal empty.
L’entrØe a reprØsente les coefcients du vecteur, l’entrØe b correspond aux coefcients de la matrice,
chaque colonne de la matrice Øtant associØe à une cellule du rØseau. Une cellule se compose d’un registre
C qui contient un calcul intermØdiaire d’un coefcient du vecteur rØsultat. Le signal de contrôle init est
utilisØ pour initialiser le registre C à 0, le signal accum permet d’accumuler les produits des coefcients
dans ce registre et le signal empty vide ce registre dans le registre A. Le registre A quant à lui contient
soit un coefcient du vecteur d’entrØe a (si le signal est faux), soit le rØsultat du calcul d’un coefcient.
Les signaux a et b sont des sØquences de N coefcients suivies de N valeurs non signicatives.
Nous ne sommes pas ici intØressØs par la preuve que le systŁme effectue bien le produit matrice
vecteur, mais nous voulons prouver que le rØsultat en sortie est toujours signicatif, c’est-à-dire que le
rØsultat dØpend seulement des valeurs signicatives de a et b.
Puisque nous sommes simplement intØressØs par la prØsence ou l’absence d’un rØsultat signica-
tif, nous commençons par modØliser les variables entiŁres par des variables boolØennes. De plus, nous
modØlisons les opØrations sur les variables entiŁres par une conjonction sur les signaux boolØens corres-
pondants : le rØsultat d’une opØration est signicatif si et seulement si tous les opØrandes ont une valeur
signicative. La syntaxe ALPHA du systŁme se trouve dans la gure 8.5.
La formule exacte que nous voulons prouver est la suivante :
{t | N < t} : c ↓ tt (8.1)
De plus, nous avons une spØcication externe qui est la suivante :
 a[1] est vrai, c’est-à-dire que la formule {t | t = 1} : a ↓ tt est valide pour tout environnement
sØmantiquement correct
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system matvectmult: {N|N>1} (a : {i|0<=i} of boolean;
b : {t,i|0<=t; 1<=i<=N} of boolean)
returns (c: {i|1<=i} of boolean);
var init: {t,i|0<=t;1<=i<=N} of boolean;
empty: {t,i|0<=t;1<=i<=N} of boolean;
accum:{t,i|0<=t;1<=i<=N} of boolean;
C: {t,i|1<=i<=N;0<=t} of boolean;
A: {t,i|0<=i<=N;0<=t} of boolean;
let
C =
case
{t,i|t=0}: init.(t,i -> t,i);
{t,i|t>=1}: init.(t,i -> t,i) and A.(t,i -> t-1,i-1) and b.(t,i -> t-1,i) or
(not init.(t,i -> t,i) and accum.(t,i -> t,i) and C.(t,i -> t-1,i)
and A.(t,i -> t-1,i-1) and b.(t,i -> t-1,i)) or
(not init.(t,i -> t,i) and not accum.(t,i -> t,i) and C.(t,i -> t-1,i));
esac;
A =
case
{t,i| t=0; i>=1}: False;
{t,i|t>0;i>=1}:(empty.(t,i -> t,i) and C.(t,i -> t-1,i)) or
( not empty.(t,i -> t,i) and A.(t,i -> t-1,i-1));
{t,i|t>=0;i=0}: a[t];
esac;
init =
case
{t,i|t=0}:False;
{t,i|t=1;i=1}:True;
{t,i|1<t<=2N;i=1}:False;
{t,i|t>2N;i=1}: init.(t,i -> t-2N,i);
{t,i|t>0;1<i<=N}: init.(t,i -> t-1,i-1);
esac;
accum =
case
{t,i|0<=t<=1}:False;
{t,i|2<=t<=N;i=1}:True;
{t,i|N<t<=2N;i=1}:False;
{t,i|t>2N;i=1}: accum.(t,i -> t-2N,i);
{t,i|t>0;1<i<=N}: accum.(t,i -> t-1,i-1);
esac;
empty =
case
{t,i|t<=N}: False;
{t,i|N+1<=t<=2N; i=1}:True;
{t,i|t>2N;i=1}:empty.(t,i -> t-2N,i);
{t,i|t>N; 1<i<=N}:empty.(t,i -> t-2,i-1);
esac;
c = A.(t -> t,N);
tel;
FIG. 8.5  Syntaxe ALPHA du produit matrice-vecteur
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 pour t compris entre 1 et N , b[t, t] est la premiŁre valeur vraie (pour tout t ′ < t, b[t′, t] est faux),
autrement dit les deux formules suivantes sont valides pour tout environnement sØmantiquement
correct :
{t, i | t = i; 1 ≤ i ≤ N} : b ↓ tt
{t, i | t < i; 1 ≤ i ≤ N} : b ↓ ff
 b et a sont des signaux pØriodiques,
 ils ont une pØriode commune valant 2N ,
 a et b sont des alternances de N valeurs vrai et N valeurs faux.
2.2 Preuves sur les signaux de contrôle
Le problŁme que nous Øtudions ici est beaucoup plus complexe que celui du ltre. Si nous donnons
à notre prouveur la propriØtØ (8.1), la preuve Øchoue aprŁs application de la substitution par constante.
Toutes les feuilles que nous obtenons sont pendantes de statut EchIter. Cependant, si nous regardons les
formules de ces nuds, nous remarquons que le problŁme a ØtØ transformØ en prouver que la variable
A vaut la valeur vrai sur le domaine DA = {t, i | N < t; i = N}. Nous ne pouvons donc pas gØnØ-
rer directement une preuve de DA : A. Nous devons prouver un rØsultat plus gØnØral en agrandissant
le domaine DA. Si nous agrandissons simplement le domaine DA dans la direction de la dØpendance
(t, i → t − 1, i − 1) comme proposØ dans le chapitre 7, nous devrons prouver que A est vraie sur tout
son domaine de dØnition, ce qui est Øvidemment faux (puisque la variable d’entrØe a n’est pas vraie
sur tout son domaine). Nous devons donc choisir un agrandissement plus n. Le seul agrandissement
qui convienne engendre une union innie de polyŁdres (un polyŁdre pour chaque pØriode). Comme
les unions innies ne sont pas supportØes par notre modŁle, nous dØcomposons notre preuve en deux
parties :
 nous prouverons tout d’abord que tous les signaux sont pØriodiques,
 puis nous nous restreindrons à l’Øtude d’une unique pØriode.
2.2.1 Périodicité
La pØriodicitØ du problŁme peut s’exprimer comme les autres propriØtØs et ne fait pas intervenir
de nouvelle technique. Pour chacun des signaux, nous allons dØnir une Øquation de pØriodicitØ. Soit e
un signal boolØen dØni sur un domaine D. Soit ρ un environnement sØmantiquement correct pour le
systŁme auquel appartient e. Pour allØger l’Øcriture, nous noterons e[t] l’expression val(E(e)(ρ))[t, z]
oø (t, z) appartient au domaine D. Le signal e sera pØriodique de pØriode P si et seulement si :
e[t] ⇐⇒ e[t− P ]
Cette Øquivalence peut Œtre rØØcrite sous forme normale conjonctive :
(e[t] ∨ ¬e[t− P ]) ∧ (e[t− P ] ∨ ¬e[t])
Ainsi, prouver que e est pØriodique pour tout environnement ρ Øquivaut à prouver :
∀ρ,∀(t− P, z) ∈ D, val(E((e ∨ ¬e.(t→ t− P )) ∧ (e(t→ t− P ) ∨ ¬e))(ρ))(t)
ou encore, si l’on sØpare des opØrandes :
∀ρ,∀(t− P, z) ∈ D, val(E((e ∨ ¬e.(t→ t− P ))(ρ))(t)
∧ val(E(e(t→ t− P ) ∨ ¬e)(ρ))(t)
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Nous ajoutons au systŁme ØtudiØ les deux Øquations suivantes dØnies sur le domaine D ′ correspondant
à l’intersection de D avec {t, z | t ≥ P} :
eper1 = e ∨ ¬e.(t→ t− P )
eper2 = e.(t→ t− P ) ∨ ¬e
Et ainsi, prouver que e est pØriodique revient à prouver :
∀ρ, |=ρ D
′ : eper1 ↓ tt
∀ρ, |=ρ D
′ : eper2 ↓ tt
Nous allons donc devoir construire une preuve pour les formules D ′ : eper1 ↓ tt et D : eper2 ↓ tt.
Pour chacun des signaux du systŁme nous dØnissons donc deux Øquations de pØriodicitØ (Aper1,
Aper2, Cper1, Cper2, cper1, cper2, initper1, initper2, emptyper1, emptyper2, accumper1, accumper2)
et nous associons ainsi à chaque signal deux formules. Il nous faut donc construire douze arbres de
preuve. Les douze formules sont donnØes simultanØment à l’outil de preuve qui va construire les douze
preuves. Quand l’outil de preuve aura terminØ la construction d’un arbre de preuve, il reviendra dans les
arbres de preuve prØcØdents pour essayer de continuer la construction des nuds pendants. De plus, nous
donnons à l’outil de preuve en entrØe les motifs correspondant à la pØriodicitØ des variables d’entrØes.
Nous allons esquisser ici une des preuves : nous nous intØresserons à la variable Aper1. La preuve est
construite automatiquement, nous montrerons simplement comment est construit le rØsultat. La premiŁre
rŁgle de construction utilisØe est celle de recherche d’auto-dØpendance. Elle permet de rØØcrire cette
variable rØcursivement. Rappelons que simultanØment à l’Øtape de recherche d’auto-dØpendance, une
recherche des motifs dØjà rencontrØs est effectuØe. Selon les arbres de preuve dØjà construits, les motifs
dØnis par Emptyper1, Cper1 et aper1 peuvent Œtre trouvØs dans la variable Aper1. Ces motifs sont
substituØs par la constante tt. L’arbre se construit entiŁrement au fur et à mesure que les arbres des autres
formules sont construits. À la n de cette construction, les feuilles sont toutes fermØes et ne contiennent
que des constantes. Cependant, la construction de la preuve de la formule concernant Aper1 dØpend des
constructions des autres arbres de preuve. Il faut que pour tout les arbres les feuilles soient fermØes pour
pouvoir conclure.
Lorsque la construction de tous les arbres de preuve s’arrŒte, certaines feuilles sont pendantes. Ces
feuilles concernent les variables init, empty et accum. Pour la variable empty, nous avons par exemple la
formule suivante à prouver :
{t, i | 2N ≤ t < 3N ; i = 1} : ¬empty.(t, i→ t− 2, i− 1)
Comme ces trois signaux sont des pipelines, il suft de propager leur valeur dans le sens inverse des
dØpendances, et ces feuilles sont transformØes en feuilles fermØes. Cependant comme la propagation
n’est pas encore implØmentØe, nous ne pouvons donc pas conclure pour le moment. Nous remarquons
que ces feuilles auraient ØtØ facilement transformØes en feuille fermØe si l’agrandissement de domaine
dans le cas des pseudo-pipelines avait ØtØ implØmentØ. En effet, les signaux init, empty et accum sont
des pseudo-pipelines. Nous devons donc agrandir les domaines des feuilles en choisissant manuellement
une heuristique. Nous obtenons ainsi des nouvelles formules à prouver. Cette derniŁre Øtape nØcessite
actuellement une intervention de l’utilisateur, mais dŁs que l’agrandissement automatique sera implØ-
mentØ, cette Øtape sera automatisØe et toute la construction des preuves sera faite automatiquement.
2.2.2 Étude d’une période
Puisque nous travaillons avec des variables pØriodiques, nous devons donc prouver la formule sui-
vante :
{t, i | N < t ≤ 3N ; i = N} : A ↓ tt
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Comme prØcØdemment, à la n de la construction de l’arbre de preuve de cette formule, il y a des
feuilles pendantes. Les expressions de ces feuilles font intervenir le signal A des cellules prØcØdentes.
ConcrŁtement, l’Øchec vient du fait que nous Øtudions le registre A de la derniŁre cellule. La valeur de
ce registre dØpend bien sßr des valeurs des registres A dans les cellules prØcØdentes, et ces valeurs sont
nØcessaires pour connaître la valeur de A dans le dernier registre. Comme la variable A apparaît dans
les formules des feuilles pendantes, nous devons agrandir le domaine de A. Pour cela, nous utilisons les
heuristiques dØnies dans le chapitre 7 de la partie II. Sur le domaine {t, i | N < t ≤ 3N ; i = N}, la
variable A est dØnie par l’Øquation ( mise sous forme normale conjonctive)
A[t, i] = (empty[t, i] ∨A[t− 1, i− 1]) ∧ (C[t− 1, i] ∨ ¬empty[t, i]) ∧ (C[t− 1, i]) ∨A[t− 1, i− 1]);
Il faut donc prouver que chaque terme de la conjonction est vrai. Nous utilisons une des heuristiques
proposØes dans le chapitre 7 que nous devons choisir nous mŒme en l’Øtat actuel de l’implØmentation.
Nous avons ici plusieurs termes contenant une occurrence de A bien qu’il n’y ait qu’une seule
fonction de dØpendance. Nous pourrions donc nous ramener au cas ou il n’y a qu’une seule occurrence
mais la mØthode serait ensuite identique.
 La premiŁre Øtape est de repØrer les pseudos-pipelines : ici nous avons la variable empty qui est
mŒme un pipeline.
 la seconde Øtape consiste à propager les constantes de ces pseudos-pipelines. Ici, comme nous
avons un pipeline nous pouvons propager aussi bien la valeur tt que la valeur ff . Nous avons
reprØsentØ sur la gure 8.6.
 Cette seconde Øtape a modiØ l’Øquation de A qui est maintenant sur la pØriode ØtudiØe :
A =

{t, i | N + 2i− 1 ≤ t ≤ 2N + i− 1; 1 ≤ i ≤ N} : C.(t, i→ t− 1, i)
{t, i | i ≤ t ≤ N + 2i− 2; 1 ≤ i ≤ N} : A.(t, i→ t− 1, i − 1)
{t, i | 0 ≤ t ≤ 2N ; i = 0} : a
Notre agrandissement est donc donnØ par la direction de (t, i→ t− 1, i − 1), sur le domaine {t, i | i ≤
t ≤ N+2i−2; 1 ≤ i ≤ N}. Nous devons de plus prouver la formule {t, i | t = 3N−1; i = N} : C ↓ tt.
La preuve de A engendre la formule {t, i | t = N + 2i − 1; 1 ≤ i ≤ N} : C ↓ tt. Nous devons là
encore agrandir le domaine deC , l’heuristique utilisØe est la mŒme que prØcØdemment : nous propageons
cette fois-ci les valeurs des pipelines init et accum. L’agrandissement devient alors trivial. Nous avons
illustrØ dans la gure 8.7 les agrandissements de A et de C .
La construction de l’arbre va alors se poursuivre automatiquement et ne produire que des feuilles
fermØes.
Les deux domaines que nous avons agrandis ne sont pas actuellement agrandis automatiquement,
les heuristiques prØsentØes dans le chapitre 7 nous permettraient ici d’automatiser complŁtement la
construction de l’arbre. Nous sommes dans le cas oø nous avions des pseudos-pipelines et ou nous
connaissions des valeurs que nous avons pu propager.
3 Conclusion
Notre outil de preuve nous a permis de prouver deux spØcications.
 La premiŁre concernait un arbitre matØriel, et la construction de la preuve a rØussi automati-
quement. Cet exemple est reprØsentatif des propriØtØs que nous serons amenØes à prouver. Nous
remarquons donc que notre outil est adaptØ pour de tels types de propriØtØs.
 Le second exemple concernait un produit matrice-vecteur. Cet exemple nous a permis d’utiliser
d’autres aspects de notre outil de preuve. En l’Øtat actuel de l’implØmentation la preuve est effec-
tuØe de maniŁre semi automatique. Cependant dŁs que nous aurons implØmentØ les heuristiques
concernant les pseudos-pipelines, la preuve pourra Œtre effectuØe automatiquement. Cet exemple
permet de mettre en avant le rôle jouØ par les pipelines et les pseudos-pipelines dans une preuve.
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FIG. 8.6  RØpartitions des valeurs des signaux init, empty et accum.
domaine d’une période
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direction des agrandissements
FIG. 8.7  Agrandissements des domaines des variables A et C .
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Chapitre 9
Perspectives : enrichissement de la
« logique polyédrique »
Les applications traitØes dans le chapitre prØcØdent nous ont permis de voir comment utiliser notre
outil de preuve. Cependant cet outil s’avŁre limitØ dŁs que l’on souhaite passer à des applications plus
complexes, comme par exemple des applications dont une partie du comportement est spØciØe avec
des hypothŁses. Les propriØtØs que nous avons prouvØes dans les chapitres prØcØdents s’Ønonçaient à
l’aide d’une formule polyØdrique (cf. page 57), c’est-à-dire que le but Øtait de prouver qu’une expres-
sion valait vrai (ou faux) sur tout un domaine. Dans le cas gØnØral, les propriØtØs peuvent Œtre beaucoup
plus complexes, il peut Œtre nØcessaire de quantier les indices des domaines. Pour les exprimer, il faut
donc enrichir notre notion de formule. Pour reprØsenter des indices quantiØs, nous utiliserons des para-
mŁtres. Nous devons alors prØsenter de nouvelles techniques de preuve, et nous verrons que nos preuves
sont paramØtrØes. Cependant, comme ce travail est en cours de formalisation, nous nous contenterons
d’expliquer le principe de ces techniques sur un exemple. Ce chapitre peut donc Œtre vu comme un cha-
pitre de perspectives. L’exemple que nous avons choisi d’Øtudier est un arbitre matØriel. Cet exemple
a l’avantage de prØsenter diffØrentes difcultØs, tout d’abord dans la spØcication des hypothŁses faites
sur son fonctionnement et sur les propriØtØs à prouver, puis dans la preuve en elle mŒme.
Nous commencerons dans la section 1 par enrichir la notion de formule, et nous Øtudierons la notion
de paramŁtre. Puis dans la section 2, nous dØcrirons notre exemple : un arbitre matØriel. Dans la sec-
tion 3, nous nous intØresserons à la spØcication des propriØtØs et hypothŁses. La section 4 permettra de
prØsenter les diffØrentes techniques mises en uvre dans la preuve. La section 5 permettra de conclure.
1 Des propriétés plus riches : formules généralisées et paramètres
Dans cette section, nous allons tout d’abord gØnØraliser la notion de formule. Jusqu’à prØsent, nous
nous sommes limitØs à la preuve qu’un signal oø une expression polyØdrique valait vrai (ou faux) sur
tout un domaine. Supposons maintenant que nous voulons prouver une implication entre deux formules.
En l’Øtat actuel de notre dØnition de la notion de formule, nous ne pouvons pas l’effectuer. Nous allons
donc gØnØraliser la notion de formule.
1.1 Les formules généralisées : définition et sémantique
Nous posons donc la dØnition suivante :
Définition 9.1 (formule généralisée) Une formule gØnØralisØe se dØnit rØcursivement sur sa struc-
ture :
 toute formule f est une formule gØnØralisØe,
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 Soient F1 et F2 deux formules gØnØralisØes alors
 F1 ∨ F2 est une formule gØnØralisØe,
 F1 ∧ F2 est une formule gØnØralisØe,
 F1 =⇒ F2 est une formule gØnØralisØe,
 ¬F1 est une formule gØnØralisØe.
IntØressons nous maintenant à la sØmantique des formules gØnØralisØes.
Définition 9.2 (Validité) Soit S un systŁme, soit F une formule gØnØralisØe telle que toutes les formules
la composant sont construites à partie des variables de S. Soit ρ un environnement sØmantiquement
correct de S. La formule gØnØralisØe F sera valide pour ρ (notØe |=? ρ F ) si et seulement si :
 Si F = f oø f est une formule, alors |=ρ f ,
 Soit F1,F2 deux formules gØnØralisØes alors,
 Si F = F1 ∧ F2, alors |=? ρ F1 et |=? ρ F2,
 Si F = F1 ∨ F2, alors |=? ρ F1 ou |=? ρ F2,
 Si F = F1 ⇒ F2, alors non |=? ρ F1 ou |=? ρ F2,
 Si F = ¬F1, alors non |=? ρ F1.
Nous dirons que la formule gØnØralisØe F est valide (notØe |=? F ) si et seulement si pour tout ρ ∝ S,
|=? ρ F .
Il est intØressant de remarquer que la nØgation d’une formule n’est pas une formule mais une formule
gØnØralisØe. Cependant, si le domaine de la formule est rØduit à un point, sa nØgation est alors une
formule. Nous appelons de telles formules des formules locales.
Formules locales Plus formellement, nous appelons domaine local, un domaine rØduit à un point pour
toutes valeurs des paramŁtres. Ces domaines sont de la forme suivante :
{i1, . . . , in | i1 = f1(Pl1 , . . . , Pln), . . . , in = fn(Pl1 , . . . , Pln)}
oø i1, . . . , in sont les indices du domaine, et P1, . . . , Pm les paramŁtres du domaine et pour tout k, lk
appartient à {1, . . . ,m}, et fi(Pl1 , . . . , Pln) des combinaisons linØaires de paramŁtres.
Une formule dont le domaine est un domaine local est appelØe formule locale.
Ces formules ont la particularitØ que leur nØgation est elle mŒme une formule locale.
Proposition 9.3 Soit S un systŁme, soit e une expression polyØdrique construite à partir de variables
du systŁme, soit D un domaine restreint à un point. La nØgation de la formule D : e ↓ v est D : e ↓ v¯.
Démonstration : Il faut montrer que pour tout environnement ρ sémantiquement correct pour S nous
avons :
S |=? ¬D : e ↓ v ⇔ S |=? D : e ↓ v¯
Travaillons par équivalence
S |=? ¬D : e ↓ v ⇔ non S |=? D : e ↓ v
⇔ non S |= D : e ↓ v
⇔ non ∀z ∈ D, val(E(e)(ρ))[z] = v
⇔ ∃z ∈ D, val(E(e)(ρ))[z] = v¯
Or, le domaine D est un domaine réduit à un point, il est de la forme {i1, . . . , in | i1 = Pl1 , . . . , in =
Pln}. L’expression ∃z ∈ D correspond au seul point i1 = Pl1 , . . . , in = Pln et l’expression ∀z ∈ D
correspond au même point. Nous avons ainsi montré que
S |=? ¬D : e ↓ v ⇔ S |=? D : e ↓ v¯
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Nous devons maintenant complØter notre systŁme de preuve (cf. page 115), pour tenir compte de
ces formules gØnØralisØes. Mais avant cela nous redØnissons la notion d’implication dans le cadre des
formules gØnØralisØes.
Définition 9.4 (Implication) Soit S un systŁme, Γ un ensemble de formules gØnØralisØes, et F une
formule gØnØralisØe sur ce systŁme. On dit que Γ implique F ce qu’on note Γ |=? F si pour tout envi-
ronnement sØmantiquement correct ρ tel que toutes les formules de Γ sont valides, F est valide pour
ρ.
L’ensemble Γ est appelØ contexte gØnØralisØ.
Définition 9.5 Le contexte gØnØralisØe est l’ensemble de formules gØnØralisØes situØes à gauche de |=? .
Le contexte est utilisØe pour spØcier les hypothŁses faites sur le comportement du systŁme ØtudiØ.
Nous ne donnerons ici qu’une version simpliØe de ce systŁme de preuve permettant d’illustrer les
rŁgles de dØcomposition des formules. En particulier, nous ne faisons intervenir ni le systŁme ni les listes
de motifs, la formalisation n’Øtant pas achevØe. Ce systŁme simpliØ est situØ en annexe F section 2.
L’existence d’une preuve pour une formule gØnØralisØe F dans un systŁme S sera notØe sous le
contexte Γ :
Γ;S `? F
S’il existe une preuve pour une formule gØnØralisØe F alors, cette formule sera valide :
Γ;S `? F ⇒ Γ |=? F
Cette implication n’a bien sßr pas ØtØ dØmontrØe, puisque nous n’avons pas montrØ que notre systŁme
de preuve Øtait sßr.
1.2 Paramètres
Utilisation des paramètres pour spécifier L’enrichissement que nous venons de proposer n’est ce-
pendant pas sufsant. Supposons que nous voulions spØcier une propriØtØ s’Ønonçant sØmantiquement
de la maniŁre suivante :
∀t ≥ 0, val(E(A)(ρ))[t] =⇒ ∀t′ ≥ t, val(E(B)(ρ))[t′]
oø ρ un environnement sØmantiquement correct d’un systŁme S et A et B sont des signaux boolØens de
S.
D’aprŁs la dØnition de formule gØnØralisØe, nous remarquons que la propriØtØ que nous souhaitons
spØcier est composØe de deux formules :
D1 : A ↓ tt (9.1)
D2 : B ↓ tt (9.2)
oø D1 et D2 sont des domaines que nous allons dØterminer. Notre formule gØnØralisØe est donc :
(D1 : A ↓ tt)⇒ (D2 : B ↓ tt)
Le domaine D1 est trŁs simple, il correspond simplement à {t | t ≥ 0}. DØterminer le domaine D2
est plus difcile, l’indice t′ est contraint par l’indice t utilisØ dans la formule à gauche de l’implication.
Or, la portØe des indices est limitØ au domaine, nous ne pouvons donc pas exprimer le domaine D2 à
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l’aide d’un polyŁdre. La solution est simplement de trouver un indice dont la portØe n’est pas limitØe à
un domaine. C’est le cas des paramŁtres. Nous allons donc ajouter un paramŁtre T au systŁme ØtudiØ
pour reprØsenter l’indice t. Toutes les variables seront donc dØnies avec un paramŁtre supplØmentaire.
Pour la premiŁre formule, nous aurons comme contrainte t = T , et dans la deuxiŁme formule, nous
aurons la contrainte t′ ≥ T . La formule gØnØralisØe est donc la suivante :
({t | t = T} : A ↓ tt)⇒ ({t | t′ ≥ T} : B ↓ tt)
IntØressons nous maintenant à la preuve de cette propriØtØ.
Preuves paramétrées Nous voulons donc fournir une preuve de :
S `? (D1 : A ↓ tt)⇒ (D2 : B ↓ tt)
Nous avons ici une implication, donc en utilisant la rŁgle de l’implication prØsentØ dans le systŁme de
preuve prØsentØ en annexe F, notre problŁme est transformØe en :
{D1 : A ↓ tt};S `
? D2 : B ↓ tt
Un raisonnement simpliste pourrait nous permettre de dire que, si nous obtenons pour le signal A des
feuilles fausses alors nous aurons montrØ notre formule gØnØralisØe (rŁgle AX1, AX3). Ce raisonnement
est incorrect. En effet, si nous n’obtenons des feuilles fausses que pour certaines valeurs du paramŁtre
T , par exemple pour T = 0, alors nous n’aurons montrØ la formule gØnØralisØe que pour T = 0, il
restera encore à la montrer pour toutes les valeurs de T strictement positif. Cette explication montre
que les preuves que nous construisons sont paramØtrØes. Reprenons ce raisonnement dans un cadre plus
gØnØral.
Toutes les preuves que nous construisons sont paramØtrØes par les paramŁtres du systŁme ØtudiØ.
Les paramŁtres ne font pas partie du modŁle polyØdrique standard, ils ont ØtØ introduits dans [29]
pour permettre de reprØsenter des familles de systŁmes de maniŁre nie. À chaque valeur du vecteur
de paramŁtres est associØe un unique systŁme non paramØtrØ. Rien ne distingue dans la sØmantique les
indices des paramŁtres : un environnement est sØmantiquement correct s’il est sØmantiquement correct
pour toutes les valeurs des paramŁtres. Nous pouvons cependant considØrer un environnement comme
une famille d’environnements. À chaque valeur du vecteur de paramŁtres est associØ un environnement
associØ à un systŁme non paramØtrØ. Ainsi, nous pouvons considØrer que l’expression « pour tout envi-
ronnement sØmantiquement correct de S » est un raccourci pour : « pour tout vecteur (v1, . . . , vn) de
paramŁtres, pour tout environnement sØmantiquement correct du systŁme S(v1,...,vn), oø S(v1 ,...,vn) est
le systŁme de la famille de systŁmes S tel que les paramŁtres P1, . . . , Pn de S valent respectivement
P1 = v1, . . . , Pn = vn ».
Nous rappelons la notion d’implication :
Soient S un systŁme, Γ un ensemble de formules et ϕ une formule sur ce systŁme, on dit que
Γ implique ϕ notØ Γ |= ϕ si
∀ρ ∝ S, (∀ψ ∈ Γ, |=ρ ψ)⇒|=ρ ϕ
L’implication est sous la portØe de la quantication de l’environnement, elle est donc implicitement sous
la portØe de la quantication universelle des paramŁtres. Nous avons ainsi mis en Øvidence le fait que
les preuves Øtaient paramØtrØes par les paramŁtres du systŁme.
Dans cette section, nous avons donc enrichi notre environnement de spØcication, et nous avons
montrØ que les preuves Øtaient paramØtrØes. La section suivante sera consacrØe à la description et à la
spØcication de notre exemple.
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2 Arbitre : description et spécification
L’exemple que nous allons utiliser dans toute cette partie, est un arbitre matØriel. Il a ØtØ dØcrit,
spØciØ et vØriØ par Halbwachs et al. dans [44]. Nous allons ici en donner une description dØtaillØe,
puis nous le spØcierons en ALPHA.
Le problŁme est le suivant, P unitØs U1, U2, . . . , UP se partagent une ressource en exclusion mu-
tuelle. De plus, il y a une rŁgle de prioritØ : si i < j alors l’unitØ Ui est prioritaire sur l’unitØ Uj . Une
unitØ peut demander la ressource, attendre qu’on lui fournisse, l’utiliser ou la rendre.
2.1 Description d’une unité
Une unitØ est un processus avec deux sorties boolØennes ask et use et une entrØe grant. Ces signaux
sont dØnis de la maniŁre suivante :
 la sortie ask est vraie tant que l’unitØ demande la ressource,
 la sortie use est vraie tant que l’unitØ utilise la ressource,
 l’entrØe grant est vraie quand l’arbitre fournit la ressource à l’unitØ.
Nous supposons de plus que chaque unitØ a le comportement suivant :
 elle n’utilise pas la ressource sans que l’arbitre la lui ait fournie,
 elle ne demande pas la ressource quand elle l’utilise,
 elle commence à utiliser la ressource dŁs qu’on la lui fournit,
 quand elle demande la ressource, elle continue à la demander jusqu’à ce qu’on la lui fournisse,
 au dØpart, elle n’utilise pas la ressource.
2.2 Description de l’arbitre
La solution que nous considØrons ici est une solution distribuØe. À chaque unitØ est associØ un dis-
positif d’arbitrage. L’arbitrage se fait à l’aide d’un jeton, symbolisØ par le signal tk, passant de dispositif
en dispositif. Un jeton est Ømis à chaque fois que la ressource est libre et qu’une unitØ la demande. Le
jeton va ensuite Œtre transmis de dispositif d’arbitrage en dispositif d’arbitrage, selon l’ordre de prioritØ
Øtabli, jusqu’à ce qu’il soit consommØ par l’un des dispositifs d’arbitrage associØ à une unitØ attendant
la ressource.
L’arbitre est implØmentØ sous forme matØrielle (gure 9.1) : les valeurs des signaux boolØens sont
reprØsentØes par les valeurs des ls. Le l requested reprØsente la disjonction de tous les ls ask
venant des unitØs, de mŒme, le l used reprØsente la disjonction de tous les ls use. Nous appelons
requŒte d’arbitrage le moment correspondant à un front montant de tk, c’est-à-dire le moment oø tk
change de valeur pour devenir vraie (gure 9.4).
2.3 Description du dispositif d’arbitrage
Le dispositif d’arbitrage (gure 9.2) reçoit un jeton reprØsentØ par le signal tk, calcule le signal
grant associØ et selon la valeur d’un signal interne dØpendant de ask, transmet ou non le jeton au
dispositif suivant. De maniŁre plus prØcise, voici le fonctionnement du dispositif. Pour chaque dispositif,
il y a un signal d’entrØe tk et un signal de sortie new_tk qui reprØsentent la prØsence d’un jeton en
entrØe et en sortie du dispositif, et un signal interne q qui reprØsente l’autorisation de fournir la ressource
à l’unitØ. Dans chaque dispositif, la demande d’arbitrage est modØlisØe par un front montant du jeton.
Cela correspond dans la gure 9.3 à la boîte EDGE. Le signal q Øvolue de la façon suivante : sa valeur
change à chaque demande d’arbitrage (front montant) pour prendre la valeur de Ask, puis elle reste
constante jusque la prochaine demande d’arbitrage. La ressource sera fournie à l’unitØ si le dispositif est
autorisØ à la fournir (q vrai) et si le jeton est prØsent ( tk vrai). Sinon, et si le jeton est prØsent, il est
transmis au dispositif suivant (new_tk vrai).
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2.4 Fonctionnement général de l’arbitre
Dans cet arbitre, la connaissance de l’existence d’une requŒte et de l’utilisation de la ressource est
instantanØe. Ainsi, dŁs qu’une unitØ demande la ressource, et si la ressource est libre, il y a instantanØ-
ment une Ømission de jeton. Par contre, la transmission d’un jeton de dispositif en dispositif n’est pas
instantanØe. Ainsi, entre le moment oø un jeton est Ømis et le moment oø la ressource est utilisØe, il
s’Øcoule un certain laps de temps. Pendant cette pØriode, et d’aprŁs les hypothŁses faites sur le fonction-
nement des unitØs, une unitØ demandant la ressource continue à la demander, et ainsi l’arbitre continue
à Ømettre des jetons. Ces nouveaux jetons Ømis ne sont pas consommØs par d’autres unitØs. De maniŁre
informelle, ces unitØs n’ont pas l’autorisation de les prendre car dans chaque unitØ, le signal q reprØsen-
tant l’autorisation de prendre le jeton ne change de valeur qu’au moment d’une demande d’arbitrage,
c’est-à dire au moment de la premiŁre Ømission de jeton pendant cette pØriode d’arbitrage. L’unitØ à
qui l’on fournit la ressource va donc recevoir plusieurs jetons. D’aprŁs les hypothŁses faites sur le fonc-
tionnement des unitØs, elle est donc obligØe d’utiliser la ressource pendant tout la durØe oø elle reçoit
des jetons. Cela peut sembler au premier abord contraignant, mais ce laps de temps est nØgligeable par
rapport au temps d’utilisation minimum de la ressource. Si ce n’Øtait pas le cas, il faudrait choisir un
autre type d’implØmentation.
2.5 Les propriétés
Comme nous l’avons dit plus haut, cet arbitre doit respecter deux propriØtØs : l’exclusion mutuelle,
et une prioritØ sur l’ordre d’attribution de la ressource. De maniŁre informelle, cela signie qu’une seule
unitØ peut utiliser la ressource à un instant donnØ, et si deux unitØs à un instant donnØ demandent la res-
source, celle de plus petit rang l’aura en premier. Cette derniŁre propriØtØ est trop forte pour Œtre vØriØe
en ces termes dans le cas d’une solution distribuØe. En effet, cette propriØtØ nØcessite une connaissance
instantanØe de l’ensemble des requŒtes au niveau de chaque dispositif d’arbitrage. La propriØtØ que cet
arbitre va vØrier est la suivante : si la ressource est fournie à une unitØ à un instant donnØ, alors au
moment de la requŒte d’arbitrage (au moment de l’Ømission d’un premier jeton), il n’y avait aucune
unitØ de rang infØrieur qui demandait la ressource. En fait, du point de vue de l’unitØ, cette propriØtØ
simpliØe n’est pas fondamentalement diffØrente de la propriØtØ idØale si le temps de propagation des
informations d’arbitrage est trŁs court.
2.6 Transcription du système dans le modèle polyédrique
La transcription de l’arbitre dans le modŁle polyØdrique ne pose pas de problŁme. Elle a ØtØ rØalisØe
par Le Moºnner au cours de son stage de DEA ([62]). Le circuit est dØcrit en affectant une variable po-
lyØdrique pour reprØsenter un signal prØsent dans chaque unitØ. C’est-à-dire que la variable polyØdrique
ask va reprØsenter l’ensemble des signaux ask de l’arbitre. Les signaux ask, use, grant, q, tk seront re-
prØsentØs par des variables à deux dimensions et un paramŁtre : une dimension reprØsentant le temps,
l’autre le rang de l’unitØ, et le paramŁtre le nombre d’unitØs. Ainsi, l’instance ask[t, i] reprØsentera le
signal ask de l’unitØ i à l’instant t. Pour la variable tk, l’interprØtation est la suivante : l’instance tk[t, i]
reprØsente la prØsence à l’instant t du jeton en sortie du dispositif associØ à l’unitØ i, ou de maniŁre
Øquivalente sa prØsence en entrØe du dispositif de l’unitØ i + 1. Deux variables sont rajoutØes pour ex-
primer la disjonction des variables use et ask, ce sont les variables Or_ask et Or_ use. La traduction du
systŁme dans le langage ALPHA est situØe dans la gure 9.5.
Dans la gure 9.6, nous avons reprØsentØ la rØpartition attendue des valeurs de la variable tk. AprŁs
un front montant, le jeton continue à Œtre Ømis pendant N unitØs de temps (si l’unitØ N obtient la
ressource).
La traduction des propriØtØs sur le fonctionnement de l’unitØ dans le modŁle polyØdrique est quant à
elle plus difcile. Ce sera l’objet de la section suivante.
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system arbitre:{P|P>1}
(ask,Use: {t,i|t>=0;1<=i<=P} of boolean)
returns
(grant: {t,i|P>=i>=1;t>=0} of boolean);
var
q: {t,i|P>=i>=1;t>=0} of boolean;
tk: {t,i|P>=i>=0;t>=0} of boolean;
Or_ask: {t,i|P>=i>=0;t>=0} of boolean;
Or_use: {t,i|P>=i>=0;t>=0} of boolean;
used: {t|t>=0} of boolean;
requested:{t|t>=0} of boolean;
let
q= case
{t,i|t<=1}: false;
{t,i|t>1}: (tk.(t,i -> t-1,i-1) and not tk.(t,i -> t-2,i-1)
and ask.(t,i -> t-1,i))
or ( not (tk.(t,i -> t-1,i-1) and not tk.(t,i -> t-2,i-1))
and q.(t,i -> t-1,i));
esac;
tk= case
{t,i|t=0}: false;
{t,i|t>0; i=0}: requested.(t,i -> t) and not used.(t,i -> t);
{t,i|t>0;i>0}: not q.(t,i -> t,i) and tk.(t,i -> t-1,i-1);
esac;
requested= Or_ask.(t -> t,P);
Or_ask= case
{t,i|t=0}: false;
{t,i|t>0; i=0}: false;
{t,i|t>0;i>0}: Or_ask(t,i -> t,i-1) or ask.(t,i -> t,i);
esac;
used= Or_use.(t -> t,P);
Or_use= case
{t,i|t=0}: false;
{t,i|t>0; i=0}: false;
{t,i|t>0;i>0}: Or_use.(t,i -> t,i-1) or Use.(t,i -> t,i);
esac;
grant= case
{t,i|t<=1}: false;
{t,i|t>1}: q.(t,i -> t,i) and tk.(t,i -> t-1,i-1);
esac;
tel;
FIG. 9.5  Traduction dans le langage ALPHA du systŁme reprØsentant l’arbitre.
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FIG. 9.6  rØpartition des valeurs de tk, et front montant
3 Spécification des hypothèses et des propriétés.
Dans cette section, nous allons spØcier les hypothŁses et les propriØtØs de l’arbitre. Nous utiliserons
pour cela la notion de formule gØnØralisØe prØsentØe en section 1.
3.1 Hypothèses sur le fonctionnement d’une unité
Dans son rapport de DEA, Le Moºnner avait commencØ à Øtudier le problŁme. Elle proposait de
dØcrire ces propriØtØs sous formes d’Øquations rØcurrentes et d’assertions. Elle s’appuyait pour cela sur
des travaux menØs par Halbwachs et al dans [44]. Nous reprenons ici la spØcication proposØe par Le
Moºnner et nous l’adapterons à notre formalisme. L’idØe est de reprØsenter des propriØtØs temporelles à
l’aide d’Øquations rØcurrentes. Dans ce mØmoire, nous ne justierons pas formellement la reprØsentation
proposØe, ce travail est en cours de formalisation. Nous prØcisons simplement que la correction repose
sur la sØmantique du modŁle polyØdrique.
L’unité ne demande pas la ressource quand elle l’utilise. Cette hypothŁse porte sur les variables
ask et use. Elle s’exprime de la maniŁre suivante :
∀ρ ∝ Sarbitre, |=ρ {t, i | 0 ≤ t; 1 ≤ i ≤ P} : ask ∧ use ↓ ff
Nous associons à cette hypothŁse la variable AskAndUse dØnie sur le domaine {t, i | 0 ≤ t; 1 ≤ i ≤
P} par l’Øquation suivante :
AskAndUse = ask ∧ use
L’hypothŁse sera donc reprØsentØe par la formule
fAskAndUse = {t, i | 0 ≤ t; 1 ≤ i ≤ P} : AskAndUse ↓ ff
L’unité commence à utiliser la ressource dès qu’elle lui est accordée. Cette hypothŁse porte sur les
signaux grant et use. Elle s’exprime de la maniŁre suivante :
∀ρ ∝ Sarbitre, |=ρ {t, i | 0 ≤ t; 1 ≤ i ≤ P} : ¬grant∨ use ↓ tt
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Nous associons à cette hypothŁse la variable NotGrantOrUse dØnie sur le domaine {t, i | 0 ≤ t; 1 ≤
i ≤ P} par l’Øquation suivante :
NotGrantOrUse = ¬grant ∨ use
L’hypothŁse sera donc reprØsentØe par la formule
fNotGrantOrUse = {t, i | 0 ≤ t; 1 ≤ i ≤ P} : NotGrantOrUse ↓ tt
Au départ, l’unité n’utilise pas la ressource. Cette hypothŁse porte sur le signal use. Elle s’exprime
de la maniŁre suivante :
∀ρ ∝ Sarbitre, |=ρ {t, i | t = 0; 1 ≤ i ≤ P} : use ↓ ff
Il n’est pas nØcessaire de rajouter une variable. L’hypothŁse se reprØsente simplement par la formule :
fNotUse = {t, i | t = 0; 1 ≤ i ≤ P} : use ↓ ff
Les deux derniŁres hypothŁses sont plus difciles à spØcier. Ces propriØtØs sont les suivantes :
 l’unitØ n’utilise pas la ressource sans qu’on la lui ait fournie,
 quand elle la demande, elle continue à la demander jusqu’à ce qu’on lui fournisse.
Ces hypothŁses font appel à une notion de « passØ ». Leur traduction passe par l’utilisation de
pseudo-pipelines. Elles sont spØciØes de la maniŁre suivante :
L’unité demande la ressource jusqu’à ce qu’elle lui soit fournie. Plaçons-nous à un instant t, et
supposons cette hypothŁse correcte à cet instant, alors,
 soit l’unitØ ne demande pas la ressource et dans ce cas :
 soit elle ne la demandait pas à l’instant prØcØdent et l’hypothŁse à l’instant prØcØdent Øtait
vØriØe,
 soit elle la demandait et donc la ressource vient de lui Œtre fournie.
 sinon, elle demande la ressource.
Nous venons donc de donner une version rØcursive de l’hypothŁse. Nous la traduire à l’aide d’une
variable polyØdrique AskUntilGrant dØnie par l’Øquation suivante.
AskUntilGrant =

{t, i | t = 0} : tt
{t, i | t > 0} : ask
∨ (ask.(t, i→ t− 1, i) ∧ grant
∨ (¬ask.(t− 1, i→ t, i) ∧AskUntilGrant .(t, i→ t− 1, i)
et la formule reprØsentant l’hypothŁse est ainsi
fAskUntilGrant = {t, i | t ≥ 0; 1 ≤ i ≤ P} : AskUntilGrant ↓ tt
L’unité n’utilise pas la ressource sans qu’on lui ait fournie. Cette hypothŁse s’exprime de la maniŁre
suivante.
 Soit elle n’utilise pas la ressource,
 sinon, la ressource a ØtØ fournie depuis l’instant oø elle n’utilisait pas la ressource, c’est-à-dire :
 soit la ressource vient de lui Œtre fournie,
 soit elle l’utilise et à l’instant prØcØdent la ressource avait ØtØ fournie depuis l’instant oø elle
n’utilisait pas la ressource.
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Cette traduction nØcessite donc une variable polyØdrique intermØdiaire notØe OnceGrantSinceNotUse .
Cette variable est dØnie de la maniŁre suivante :
OnceGrantSinceNotUse =

{t, i | t = 0} : grant
{t, i | t > 0} : grant
∨ ( use ∧OnceGrantSinceNotUse .(t, i→ t− 1, i))
Nous pouvons maintenant dØnir la variable associØe à l’hypothŁse :
NotUseIfNotGrant = ¬ use ∨OnceGrantSinceNotUse
La formule reprØsentant l’hypothŁse sera
fNotUseIfNotGrant = {t, i | t ≥ 0; 1 ≤ i ≤ P} : NotUseIfNotGrant ↓ tt
Définition du contexte Nous notons Fcontexte la formule gØnØralisØe dØnie par la conjonction des
formules associØes aux hypothŁses :
Fcontexte = fAskAndUse ∧ fNotGrantOrUse ∧ fNotUse ∧ fNotUseIfNotGrant ∧ fAskUntilGrant
3.2 Spécification des propriétés
Il nous faut maintenant exprimer les propriØtØs que nous voulons prouver. La spØcication des pro-
priØtØs proposØe par Le Moºnner ne permettait d’exprimer les propriØtØs que pour une valeur xØe des
paramŁtres. La solution que nous proposons ici est paramØtrØe : elle est donc valable quelle que soit la
valeur des paramŁtres.
Exclusion mutuelle. La premiŁre propriØtØ concerne l’exclusion mutuelle. Deux unitØs ne peuvent
pas utiliser simultanØment la ressource. Cette propriØtØ peut s’exprimer sØmantiquement de la maniŁre
suivante :
∀ρ ∝ Sarbitre,∀P,∀t,∀i, 1 ≤ i ≤ P, val(E( use)(ρ))[t, i] ⇒ ∀j, j 6= i,¬val(E( use)(ρ))[t, j] (9.3)
Si nous voulons prouver cette propriØtØ dans le modŁle polyØdrique, il faut transformer cette expression
en une formule gØnØralisØe. Comme nous avons une implication, la formule gØnØralisØe sera une impli-
cation entre deux formules. Pour la premiŁre formule, nous pouvons donc prendre {t, i | 1 ≤ i ≤ P ; t ≥
0} : use ↓ tt, la seconde formule devrait quant à elle avoir la forme suivante D : use ↓ ff oø D est
un domaine. Cependant nous ne pouvons pas exprimer le domaine D. En effet, dans l’expression 9.3,
la quantication de j est sous la portØe de la quantication de i. La solution est d’utiliser un paramŁtre
comme nous l’avons expliquØ dans la section 1.2.
Dans l’expression 9.3, la deuxiŁme partie de l’implication, ∀j 6= i,¬val(E( use)(ρ))[t, j] est sous la
portØe des deux indices t et i (P est un paramŁtre). Nous allons donc rajouter au systŁme Sarbitre deux
paramŁtres T1 et I1 qui seront liØs aux indices t et i de la maniŁre suivante T1 = t et I1 = i et que nous
allons utiliser pour spØcier la propriØtØ sur l’exclusion mutuelle :
∀ρ ∝ Sarbitre,∀P,∀T1,∀I1, (∀t, t = T1,∀i, i = I1, val(E( use)(ρ))[t, i]))
⇒ (∀j, j 6= I1,∀t, t = T1, ¬val(E( use)(ρ))[t, j])
Avec cette nouvelle expression, nous pouvons maintenant exprimer facilement nos deux formules
fmutex1 = {t, i | t = T1, i = I1} : use ↓ tt
fmutex2 = {t, i | t = T1, i < I1} ∪ {t, i | t = T1, i > I1} : use ↓ ff
La formule gØnØralisØe Fmutex associØe à la propriØtØ sur l’exclusion mutuelle se dØnit donc par :
Fmutex = fmutex1 ⇒ fmutex2 (9.4)
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Priorité. La seconde propriØtØ concerne la prioritØ : si la ressource vient d’Œtre fournie à une unitØ
i, alors lors de la prØcØdente requŒte d’arbitrage aucune unitØ de rang infØrieure à i ne demandait la
ressource. Ceci peut s’exprimer sØmantiquement de la maniŁre suivante :
∀ρ ∝ Sarbitre ,∀P,∀i, 1 ≤ i ≤ P,∀t, t− i > 0
val(E(grant)(ρ))[t, i] ∧ ¬val(E(grant)(ρ))[t− 1, i]⇒
∀j, j < i, ¬val(E(ask)(ρ))[t− i− 1, j]
Nous retrouvons le mŒme problŁme que pour l’exclusion mutuelle : l’indice j est sous la portØe de
l’indice i, et l’indice t à une portØe des deux côtØs de l’implication. Nous devons ajouter des paramŁtres
pour pouvoir exprimer cette propriØtØ sous forme de formule gØnØralisØe. Nos deux formules sont donc
ici :
fprior1 = {t, i | t = T2, i = I2} : grant ∧ grant.(t, i→ t− 1, i) ↓ tt
fprior2 = {t, i | t = T2, i < I2} ∪ {t, i | t = T2, i > I2} : ask ↓ ff
La formule gØnØralisØe Fprior associØe à la propriØtØ de prioritØ se dØnit donc par :
Fprior = fprior1 ⇒ fprior2
Nous devrons donc prouver que :
Fcontexte;Sarbitre `
? Fprior ∧ Fmutex (9.5)
4 Preuve de l’arbitre
Le but de cette section est double :
 il est, bien sßr, de donner le schØma de preuve des propriØtØs,
 mais aussi, de prØsenter de nouvelles techniques de preuve que nous illustrerons à l’aide de l’ar-
bitre.
Jusqu’ici, l’existence d’une preuve repose sur la construction d’un arbre de preuve dont toutes les
feuilles sont fermØes et les expressions sont des constantes. Le processus de construction de la preuve
se dØroule donc ainsi : nous commençons par construire un arbre de preuve et sur les feuilles pendantes,
nous essayons d’appliquer des heuristiques d’agrandissement. Cependant, il y a de nombreux cas oø ces
heuristiques ne peuvent pas s’appliquer ou ne donnent aucun rØsultat concluant. L’utilisateur doit alors
intervenir, soit pour donner un meilleur agrandissement, soit comme nous l’avons vu en conclusion du
chapitre 6 pour fournir un invariant. Pour que la mØthode de preuve que nous proposons soit intØressante,
il faut que l’utilisateur intervienne le plus rarement possible. Nous allons donc ici proposer de nouvelles
techniques pour permettre de reprendre les preuves sur les feuilles pendantes.
Nous voulons donc prouver les propriØtØs Fprior et Fmutex. Ces deux propriØtØs portent sur des
variables d’entrØe. La construction de l’arbre ne donnera donc rien d’autre qu’une feuille pendante sur
laquelle aucune rŁgle ni agrandissement ne peut Œtre appliquØe. Rappelons que notre problŁme est de
prouver le sØquent (9.5). Ce sØquent contient un contexte (cf. page 9.5). Jusqu’à prØsent, le systŁme de
preuve que nous avons dØveloppØ ne tenait pas compte du contexte. Ainsi, nous ne tirons pas parti dans
la preuve des formules Fprior et Fmutex des hypothŁses faites sur le fonctionnement de l’arbitre. Nous
devrons donc dØvelopper un nouveau systŁme de rŁgles de preuve. Nous nous contenterons simplement
de complØter le systŁme de rŁgles de preuve sur les formules en ajoutant des rŁgles pour le contexte.
Ces rŁgles sont similaires à celles que nous utilisons en partie droite du sØquent. Nous les donnons en
annexe F. Elles ne sont donnØes qu’à titre informatif et nous ne prouverons pas ici leur sßretØ (nous
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rappelons que le but de cette section est simplement de donner l’intuition des techniques que nous
souhaitons dØvelopper). La dØrivation les formules du contexte, permet de construire ce que l’on appelle
un arbre de dØrivation. Nous prØfØrons employer le terme arbre de dØrivation à arbre de preuve lorsque
l’on dØrive les formules du contexte car le but n’est pas pour ses formules de construire une preuve
mais de construire des formules qui sont des consØquences de formules du contexte. En construisant cet
arbre, nous augmentons ainsi le nombre d’hypothŁses. pour les formules du contexte. La construction
des arbres de dØrivation des formules du contexte permet de gØnØrer de nouvelles formules dans le
contexte, de fournir des motifs et de simplier le systŁme. Les motifs ainsi obtenus peuvent ensuite Œtre
utilisØs dans la construction des arbres de preuve des formules à droite du sØquent.
Cependant, dans la preuve des propriØtØs de l’arbitre, utiliser notre outil de preuve ne permet pas
d’effectuer directement la preuve de ces propriØtØs. Nous n’avons ici pas trouvØ d’autre solution que de
fournir un invariant pour construire les preuves. Nous commencerons par dØnir l’invariant, puis nous
le prouverons. Une fois l’invariant prouvØ, il pourra Œtre ajoutØ aux formules du contexte pour prouver
les deux propriØtØs.
4.1 Recherche de l’invariant
Le choix de l’invariant est effectuØ par l’utilisateur. Rappelons briŁvement le fonctionnement de
l’arbitre. Lors d’une demande d’arbitrage, c’est-à-dire lorsqu’une unitØ demande la ressource et que la
ressource est libre, un jeton est Ømis. Ce jeton est transmis d’unitØ en unitØ jusqu’à arriver à une unitØ
demandant la ressource. Tant que la ressource n’est pas transmise à l’unitØ la demandant, l’unitØ continue
de la demander, et nous sommes toujours dans l’Øtat de demande d’arbitrage ; des jetons continuent donc
à Œtre Ømis. Il faut N unitØs de temps pour qu’un jeton arrive à l’unitØ N , ainsi N jetons seront Ømis.
Nous allons utiliser ce fait pour construire notre invariant. Notre invariant sera donc le suivant : si la
ressource a ØtØ fournie à l’instant T à l’unitØ N , alors lors de la prØcØdente requŒte d’arbitrage qui a
dØbutØ en T −N , N jetons ont ØtØ Ømis. Les jetons sont reprØsentØs par la variable tk.
Nous introduisons la variable edge qui reprØsente le fait que la ressource vient d’Œtre allouØe à une
unitØ. Cette variable se dØnit de la maniŁre suivante :
edge = grant ∧ ¬grant.(t, i→ t− 1, i)
L’invariant s’exprime donc sØmantiquement de la maniŁre suivante :
∀N,∀T, val(E(edge)(ρ)[T,N ] ⇒
∀i, 0 ≤ i < N,∀t, T −N + i ≤ t ≤ T + i− 1, val(E(tk)(ρ)[T,N ]
∧∀i, N ≤ i,∀t, T −N + i ≤ t ≤ T + i− 1,¬val(E(tk)(ρ)[T,N ]
∧∀i, 0 ≤ i,∀t, t = T −N + i− 1,¬val(E(tk)(ρ)[T,N ]
∧∀i, 0 ≤ i,∀t, t = T + i,¬val(E(tk)(ρ)[T,N ]
Les indices T et N ont une portØe des deux côtØs de l’implication, on les reprØsente donc à l’aide de
deux paramŁtres T0 et N0 pour exprimer cette expression sous forme d’une formule gØnØralisØe. Nous
dØnissons les deux domaines DT et DF reprØsentant respectivement le domaine oø tk est vrai, et le
domaine oø tk est faux par :
DT = {t, i | T0 −N0 + i ≤ t ≤ T0 + i− 1, 0 ≤ i < N0}
DF = {t, i | T0 −N0 + i ≤ t ≤ T0 + i− 1, N0 ≤ i} ∪ {t, i | t = T0 −N0 + i− 1, 0 ≤ i}
∪ {t, i | t = T0 + i, 0 ≤ i}
Sur la gure 9.7, nous reprØsentons en gris clair le domaine DT et en gris foncØ le domaine DF .
Les trois formules suivantes sont utilisØes dans la dØnition de l’invariant :
finvE = {t, i | t = T0; i = N0} : edge ↓ tt
finvT = DT : tk ↓ tt
finvF = DF : tk ↓ ff
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FIG. 9.7  RØpartition des valeurs de tk.
L’invariant est dØni par la formule gØnØralisØe Finv :
Finv = finvE ⇒ finvT ∧ finvF
Nous devrons donc prouver :
Fcontexte;S `
? Finv (9.6)
Puis nous prouverons
{Fcontexte,Finv};S `
? Fprior ∧ Fmutex (9.7)
4.2 Mise en place de la preuve de l’invariant
Dans la section prØcØdente, nous avons dØni l’invariant, notre problŁme est donc maintenant de
fournir une preuve de (9.6).
Pour expliquer la dØmarche de la construction de la construction de la preuve de l’invariant, nous
allons effectuer deux constructions :
 La premiŁre construction s’appuie sur une utilisation directe du systŁme de preuve. Cette construc-
tion ne permettra pas d’obtenir une preuve de l’invariant c’est-à-dire que nous allons obtenir un
certain nombre de sous-buts que nous n’arriverons pas à rØsoudre. Cette construction nous per-
mettra d’illustrer l’utilisation du systŁme de preuve. De plus, elle sera rØutilisØe dans la seconde
construction.
 La seconde preuve nous permettra de prØsenter diffØrentes tactiques de preuve et nous mŁnera à
la construction d’une preuve. La dØmarche de la construction de cette preuve sera expliquØe dans
la section suivante.
Pour simplier les explications, nous avons prØfØrØ sØparer les deux constructions, cependant la seconde
construction de la preuve pourrait commencer la oø s’arrŒte la premiŁre.
Première construction d’un arbre de preuve de l’invariant. Nous pouvons donc commencer la pre-
miŁre construction qui consiste simplement à utiliser les rŁgles du systŁme de preuve. Cette construction
est complŁtement automatique. Nous nous contentons ici d’expliquer cette construction Øtape par Øtape.
Cette dØcomposition par Øtape permettra de montrer l’enchaînement du processus de preuve.
Pour prouver le sØquent 9.6, nous pouvons ici commencer par appliquer :
 soit les rŁgles de preuve sur la partie droite du sØquent et construire un arbre de preuve,
 soit sur la partie gauche du sØquent c’est-à-dire sur le contexte et construire des arbres de dØriva-
tion.
Si nous commençons par construire les arbres de dØrivation, nous augmentons le nombre d’hypo-
thŁses et nous gØnØrons de nouveaux motifs. De plus, il est possible de simplier le systŁme avant de
commencer la preuve. Nous avons cependant choisi de commencer par la construction des arbres de
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preuve : la construction des arbres de dØrivation et donc l’utilisation des formules du contexte n’in-
tervient qu’à partir du moment oø la construction de l’arbre de preuve est terminØe et a ØchouØ. Les
hypothŁses (formules du contexte) ne sont utilisØes qu’au moment nØcessaire.
Nous ne nous intØressons pour le moment qu’à la preuve de la formule Finv . Cette formule est une
implication : nous utilisons la rŁgle de preuve dØnie en annexe F pour le cas de l’implication. Nous
ajoutons alors au contexte la formule finvE et nous devons maintenant prouver la formule finvT ∧finvF .
Le problŁme est donc transformØ en prouver :
{Fcontexte, finvE};S `
? finvT ∧ finvF (9.8)
Nous construisons les deux arbres de preuve et nous obtenons les deux arbres reprØsentØs dans la -
gure 9.8. Pour simplier la comprØhension de l’arbre, nous nous contentons de donner la structure gØ-
nØrale de l’arbre en omettant certains nuds intermØdiaires et nous ne reprØsentons que les formules
associØes aux nuds. De plus, toujours dans l’optique d’une simplication de la comprØhension de
l’arbre, nous ne reprØsentons pas la phase d’initialisation du systŁme, nous supposons donc que T0 est
sufsamment grand. En effet, durant la phase d’initialisation du systŁme, si T0 −N0 est nØgatif ou nul,
nous obtenons des feuilles pendantes fausses. Nous traiterons ce cas dans le paragraphe suivant.
DT : tk ↓ tt
DT : q ↓ ff
{t, i | t = T0 −N0 + i− 1} :
ask ↓ ff
{t | T0 −N0 ≤ t < T0} :
requested ∧ ¬used ↓ tt
{t | T0 −N0 ≤ t < T0} :
requested ↓ tt
{t | T0 −N0 ≤ t < T0} :
Or_ask ↓ tt
{t | T0 −N0 ≤ t < T0} :
used ↓ ff
{t, i | T0 −N0 ≤ t < T0} :
use ↓ ff
DF : tk ↓ ff
DF : False ↓ ff {t | t = T0 −N0 − 1} ∪ {t | T0 ≤ t < T0 +N0} :
requested ∧ ¬used ↓ ff
FIG. 9.8  Structure des arbres de preuve des formules finvT et finvF sous le contexte Fcontexte et finvE .
La substitution par constante a permis de plus de simplier la variable grant qui est maintenant
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dØnie sur le domaine {t, i | T0 −N0 + i− 1 ≤ t ≤ T0 +N0} par :
grant =
{
{t, i | t = T0; i = N0} : True
{t, i | T0 −N0 + i− 1 ≤ t ≤ T0 +N0} \ {t, i | t = T0; i = N0} : False
Nous n’obtenons qu’une seule feuille fermØe dans l’arbre de la formule finvF . Nous allons donc
nous intØresser au contexte, et nous utiliserons les informations obtenues pour reprendre la construction
des deux arbres de preuve.
Construction des arbres de dérivation du contexte. Pour chaque formule du contexte, nous construi-
sons un arbre de dØrivation. De plus lors de la substitution par constante, nous pouvons simplier les ex-
pressions d’autres variables qui peuvent alors Œtre dØnies par des constantes (comme c’est par exemple
le cas pour la variable grant lors de la construction des arbres des formules finvT et finvF ). Dans ce
cas, nous associons à ces variables une formule qui est ajoutØe au contexte.
Pour les formules fAskAndUse , fNotGrantOrUse , fNotUse , fNotUseIfNotGrant (cf. pages 167169), les
arbres de dØrivation n’apportent pas de nouvelles formules dans le contexte. Ces variables sont dØnies
par des motifs (cf. page 67), ainsi lors de la construction de l’arbre de dØrivation, aucune rŁgle ne peut
Œtre appliquØe, seul un motif est ajoutØ à la liste de motifs. La dØrivation de la formule fAskUntilGrant est
plus intØressante. Nous l’avons reprØsentØe en gure 9.9.
〈AskUntilGrant , {t, i | t ≥ 0; 1 ≤ i ≤ P}, tt, SubsCons〉
〈True, {t, i | t = 0}, tt,VarEnt〉 〈AskUntilGrantSimp , {t, i | t > 0}, tt,EchAuto〉
oø AskUntilGrantSimp = ¬ask.(t, i→, t− 1, i) ∨ ask.(t, i→, t, i) ∨ grant.(t, i→, t− 1, i)
FIG. 9.9  Arbre de dØrivation de fAskUntilGrant
Nous ajoutons une nouvelle formule au contexte. Elle est dØnie par la formule suivante :
{t, i | t ≥ 0; 1 ≤ i ≤ P} : AskUntilGrantSimp ↓ tt
Cette variable est dØnie par :
AskUntilGrantSimp = ¬ask.(t, i→, t− 1, i) ∨ ask.(t, i→, t, i) ∨ grant.(t, i→, t− 1, i) (9.9)
Reste maintenant à construire l’arbre de dØrivation de la formule finvE .
Pour simplier la prØsentation de cet arbre, nous commençons par effectuer le cas gØnØral oø T0 −
N0 > 0, puis nous verrons la phase d’initialisation oø T0 −N0 ≤ 0.
 T0 − N0 > 0. La structure de l’arbre est reprØsentØe en gure 9.10 lorsque la valeur des para-
mŁtres respecte la contrainte T0 − N0 > 0. La construction de cet arbre a permis de gØnØrer de
nouvelles formules et des nouveaux motifs. En particulier, nous connaissons maintenant la valeur
des signaux q, use et Or_ask en certains points de leur domaines. Ces signaux ont ØtØ substituØs
par leur valeur dans le systŁme S. Ce systŁme a donc ØtØ simpliØ.
 T0 −N0 ≤ 0. Si nous enlevons la contrainte T0 −N0 > 0, et en ne construisant que la branche
correspondant à la formule {t, i | t = T0; i = N0} : grant ↓ tt, nous obtenons l’arbre reprØsentØ
dans la gure 9.11. Su cet arbre nous n’avons plus aucune contrainte sur les paramŁtres T0 et N0.
Nous obtenons donc des feuilles fermØes fausses, c’est-à-dire des formules non valides. Nous
rappelons que la formule finvE fait partie du contexte (cf. (9.8)). Une interprØtation hâtive de la
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{t, i | t = T0; i = N0} : edge ↓ tt
{t, i | t = T0; i = N0} :
grant ↓ tt
{t, i | t = T0; i = N0} :
q ↓ tt
{t, i | t = T0 −N0 + i; 0 ≤ i ≤ N0} :
tk ↓ tt
{t, i | t = T0 −N0 + i; 0 ≤ i ≤ N0} :
q ↓ ff
{t, i | t = T0 −N0} :
requested ∧ ¬used ↓ tt
{t, i | t = T0 −N0} :
requested ↓ tt
{t, i | t = T0 −N0 > 0; i = N} :
Or_ask ↓ tt
{t | t = T0 −N0} :
used ↓ ff
{t, i | t = T0 −N0} :
use ↓ ff
{t, i | t = T0 − 1; i = N0} :
grant ↓ ff
{t, i | t = T0; i = N0} :
q ∧ tk.(t, i→ t− 1, i − 1) ↓ ff
FIG. 9.10  Arbre de dØrivation de la formule finvE pour T0−N0 > 0. Les feuilles de l’arbre fournissent
de nouvelles formules au contexte.
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N0
N1 N2
N3 N4
N5 N6 N7
N0 = {t, i | t = T0; i = N0} : grant ↓ tt
N1 = {t, i | t = T0;T0 = 1; i = N0} : False ↓ tt
N2 = {t, i | t = T0; i = N0} : q ∧ tk.(t, i→ t− 1, i − 1) ↓ tt
N3 = {t, i | t = T0; i = N0} : q ↓ tt
N4 = {t, i | t− i = T0 −N0; 0 ≤ i ≤ N0; t ≥ 0} : tk ↓ tt
N5 = {t, i | t− i = T0 −N0; t = 0} : False ↓ tt
N6 = {t, i | t = T0 −N0; i = 0;T0 −N0 > 0} : requested ∧ ¬used ↓ tt
N7 = {t, i | t = T0 −N0; i = 0;T0 −N0 > 0} : q ↓ ff
Les deux feuilles encadrØes sont des feuilles fermØes fausses, les pointillØs indiquent que l’arbre n’est
pas entiŁrement construit ici.
FIG. 9.11  Arbre de dØrivation de la formule f = {t, i | t = T0; i = N0} : grant ↓ tt sans contraintes
supplØmentaires sur les paramŁtres.
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prØsence de feuilles fermØes fausses peut nous mener à la conclusion que la formule finvE est
non valide et ainsi en appliquant l’axiome AX1 des rŁgles de preuves des formules gØnØralisØes
nous aurions montrØ finvT ∧ finvF . Cette interprØtation est erronØe, il suft de se rappeler que les
preuves sont paramØtrØes (cf. section 1.2). Les formules non valides correspondant aux feuilles
N1 et N5 ne sont dØnies que pour certaines valeurs des paramŁtres : il faut que T0 − N0 soit
infØrieur à 0. Pour les autres valeurs des paramŁtres il n’y a pas de feuilles fermØes fausses. Ainsi
si T0−N0 est strictement nØgatif, nous avons montrØ le sØquent 9.6 et la preuve est terminØe dans
ce cas.
Nous pouvons maintenant reprendre la construction des arbres de preuve des formules finvT et finvF
en se limitant au cas oø T0−N0 est positif. La structure gØnØrale des arbres est similaire aux arbres 9.8.
Cependant, aprŁs la construction de l’arbre de dØrivation de finvE , quelques feuilles pendantes des arbres
de preuve de finvT et finvF ont ØtØ transformØes sur une partie de leur domaine en feuille fermØe. Nous
avons obtenu les feuilles fermØes suivantes :
{t, i | t = T0 −N0} : Or_ask ↓ tt
{t, i | t = T0 −N0} : use ↓ ff
Il reste cependant des feuilles pendantes dont les formules sont les suivantes :
{t | t = T0 −N0 − 1} : requested ∧ ¬used ↓ ff
{t, i | T0 −N0 < t ≤ T0 − 1; i = N} : Or_ask ↓ tt
{t, i | T0 −N0 < t ≤ T0 − 1} : use ↓ ff
{t, i | T0 −N0 + i ≤ t ≤ T0 − 1; 1 ≤ i ≤ N0 − 1} : ask ↓ ff
{t, i | t = T0 − 1; i = N0} : ask ↓ tt

(9.10)
Les feuilles pendantes que nous n’avons pas rØussi à prouver ont le sens suivant :
 La premiŁre signie simplement que l’instant prØcØdent le dØbut de la requŒte d’arbitrage, il n’y
avait pas de requŒte d’arbitrage.
 Les deux suivantes signient que tant que la ressource n’a pas ØtØ attribuØe à l’unitØN0, il continue
à y avoir une requŒte d’arbitrage, c’est-à-dire que les unitØs voulant la ressource continuent à la
demander, et aucune unitØ n’a la ressource.
 Les deux derniŁres permettent d’assurer que la ressource sera attribuØe à l’unitØ N .
Certaines de ces feuilles pendantes correspondent à des formules sur des variables d’entrØe et de
sortie. Nous reprØsentons ces feuilles dans la gure 9.12, c’est-à-dire que nous reprØsentons la rØpartition
des valeurs des variables d’entrØe et de sortie que nous devons prouver.
N0
P
T0
N0
P
T0
N0
P
T0
ask use grant
requested
T0 −N0
valeurs ttvaleurs ff} }
FIG. 9.12  RØpartition des valeurs à prouver
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Nous avons transformØ notre problŁme initial en la preuve de cinq formules portant sur des variables
d’entrØe. Le systŁme de preuve que nous avons construit (cf. annexe F) ne nous permet pas de poursuivre
la preuve. Nous allons donc maintenant Øtudier la deuxiŁme construction de la preuve de l’invariant. Il
ne faut cependant pas considØrer cette premiŁre construction comme un Øchec, car il serait possible de
commencer la deuxiŁme construction à partir de ce qui a dØjà ØtØ prouvØ, cela compliquerait cependant
les explications.
Schéma de construction de la seconde preuve. La seconde construction que nous allons prØsenter
maintenant est plus complexe et fait appel à de nombreuses tactiques. Nous allons donc tout d’abord
prØsenter le schØma de construction de la preuve et nous allons indiquer ce qui a ØtØ prouvØ à chaque
Øtape.
1. La tactique que nous utilisons est un raisonnement pas rØcurrence. L’idØe est de prouver l’invariant
en effectuant une rØcurrence sur les paramŁtres. Nous prØsentons simplement la mise en place du
processus de rØcurrence.
2. La seconde Øtape consiste à construire l’arbre de preuve de la formule Finv , cette Øtape reprend
exactement la premiŁre construction de la preuve, nous ne la prØsenterons donc pas. Nous ob-
tenons des rØsultats similaires à la premiŁre construction exceptØs que nous avons une formule
supplØmentaire dans le contexte que nous avons obtenu lors de la mise en place de l’Øtape de
rØcurrence. Nous allons donc utiliser divers tactiques pour continuer à enrichir le contexte à partir
de cette formule.
3. Enrichissement du contexte :
(a) La formule introduite lors de l’Øtape de rØcurrence est une implication qui est paramØtrØe.
Nous prØsentons alors une technique pour gØnØrer des formules à partir de cette implication.
Nous obtenons ainsi une formule portant sur la variable edge.
(b) La tactique suivante est tournØe vers l’Øtude des pseudos-pipelines. Nous montrons comment
à partir d’un pseudo-pipeline gØnØrer des formules en ajoutant simplement des paramŁtres.
(c) Puis nous prØsentons une nouvelle utilisation de l’opØrateur d’agrandissement, en agrandis-
sant des domaines de formules portant sur des variables d’entrØes.
4. Les tactiques que nous venons d’ØnumØrer ne permettent que d’enrichir le contexte. En enrichis-
sant le contexte, nous arrivons à prouver partiellement les formules à droite du sØquent. Cependant
cette preuve n’est que partielle, les formules ne sont valides que sur des sous-domaine de leur do-
maine. Pour effectuer la preuve complŁte des formules de droite, nous utilisons un raisonnement
par l’absurde
Pour rØsumer et de maniŁre trŁs approximative, la preuve est donc faite en trois parties,
 tout d’abord la mise en place de la rØcurrence, et la construction des arbres de preuve
 puis nous appliquons un certain nombre de tactiques pour enrichir le contexte,
 enn nous nous tournons vers la preuve des formules de droite. Comme une preuve par construc-
tion de l’arbre de preuves donne des feuilles pendantes et que nous ne pouvons plus dØriver le
contexte, nous utilisons un raisonnement par l’absurde.
La premiŁre tactique que nous allons prØsenter est un raisonnement par rØcurrence sur les paramŁtres
du systŁme.
4.3 Raisonnement par récurrence
Pour prouver des propriØtØs sur un systŁme, la solution peut Œtre une preuve par rØcurrence. C’est
ce que nous utilisons ici pour prouver l’invariant. Bien entendu ce processus n’est pas complŁtement
automatisable, et l’utilisateur sera amenØ à donner l’indice de rØcurrence. Cependant, des heuristiques
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pourraient Œtre dØveloppØes pour proposer des indices de rØcurrence. La rØcurrence ne peut se faire que
sur des paramŁtres (sur les indices, nous avons la substitution par constante).
Nous rappelons que l’invariant est dØni par la formule gØnØralisØe Finv :
{t, i | t = T0; i = N0} : edge ↓ tt ⇒ DT : tk ↓ tt ∧ DF : tk ↓ ff
oø DT et DF sont dØnis par :
DT = {t, i | T0 −N0 + i ≤ t ≤ T0 + i− 1, 0 ≤ i < N0}
DF = {t, i | T0 −N0 + i ≤ t ≤ T0 + i− 1, N0 ≤ i} ∪ {t, i | t = T0 −N0 + i− 1, 0 ≤ i}
∪ {t, i | t = T0 + i, 0 ≤ i}
Nous souhaitons donc prouver par rØcurrence la formule Finv sur un paramŁtre qui reste encore à
dØterminer. Cette formule est paramØtrØe par T0 et N0 ainsi que par les paramŁtres prØsents initialement
dans le systŁme. Pour faire apparaître le paramØtrage, nous noterons maintenant la formule Finv,T0 ,N0 .
Nous voulons donc prouver que pour tous T0, N0 |=? Finv,T0,N0 . Nous pouvons donc effectuer la rØcur-
rence sur T0 ou sur N0 ou sur une expression combinant T0 et N0. Nous effectuons cette rØcurrence sur
T0−N0 : l’instant T0−N0 correspond à l’Ømission du premier jeton, si la ressource est fournie à l’unitØ
N0 à l’instant T0.
Lors d’un raisonnement par rØcurrence, la premiŁre Øtape est de prouver le cas de base, c’est-à-
dire dans le cas qui nous intØresse ici, nous restreindre au cas oø T0 − N0 = 0. Dans notre technique
de rØcurrence, le cas de base peut Œtre directement rØsolu lors de l’Øtape de rØcurrence. En effet, pour
effectuer l’Øtape nous devons supposer l’hypothŁse vØriØe jusqu’au rang T0 −N0 − 1 et la prouver au
rang T0 −N0, autrement dit, nous devons prouver :
∀T0, N0, (∀T1, N1, 0 ≤ T1 −N1 < T0 −N0, Finv,T1,N1) |=
? Finv,T0,N0 (9.11)
Nous avons pris ici quelques libertØs de notations : tout d’abord nous avons considØrØ que T0 et N0
Øtaient des paramŁtres de la formule Finv,T0,N0 , ce qui nous a permis d’Øcrire la formule Finv,T1 ,N1 ,
puis nous avons quantiØ des paramŁtres. La premiŁre notation est utilisØe pour simplier l’Øcriture, elle
ne pose pas de problŁme particulier. L’utilisation des quanticateurs est en revanche plus dØlicate. Notre
but est de l’intØgrer à court terme à notre langage de spØcication. La quantication externe de T0, N0 ne
pose pas de problŁme particulier d’interprØtation car nous avons vu que les preuves Øtaient paramØtrØes.
Cependant la quantication de T1 et N1 est plus gŒnante tant qu’une sØmantique des quanticateurs
n’est pas fournie1 . Nous allons expliquer cette notation.
Comme nous avons une quantication universelle à la gauche du signe |=? dans (9.11) et que sa portØe
est limitØe à l’expression à gauche de ce signe, nos formules ne sont pas spØciØes dans le modŁle poly-
Ødrique. La solution serait de remplacer les paramŁtres T1 et N1 par des indices. Ce n’est cependant pas
possible car T1 etN1 sont utilisØs dans les formules composant la formule gØnØralisØe Finv,T1,N1 , et nous
rappelons que pour Øcrire la formule gØnØralisØe Finv,T0,N0 , nous avons dß introduire les paramŁtres T0
et N0 (cf. section 4.1). Nous considØrons donc T1, N1 comme des paramŁtres normaux que nous ajou-
tons au systŁme. La formule gØnØralisØe Finv,T1,N1 est paramØtrØe par T1 et N1. Elle reprØsente donc un
ensemble de formules, chaque formule de cet ensemble Øtant associØe à une valeur des paramŁtres T1 et
N1. Pour chaque valeur des paramŁtres T1 et N1, la formule Finv,T1,N1 est sØmantiquement valide. Nous
pouvons donc considØrer que l’expression ∀T1, N1, 0 ≤ T1 − N1 < T0 − N0, Finv,T1,N1 reprØsente
une conjonction de formules associØes à chaque valeur des paramŁtres T1 et N1. Nous utilisons alors
une rŁgle de preuve similaire à celle de la conjonction sur le contexte.
Ainsi, si nous prouvons (9.11), nous aurons aussi prouvØ le cas oø T0 − N0 = 0. En effet, si
T0 − N0 = 0 l’expression (∀T1, N1, 0 ≤ T1 − N1 < T0 − N0, (Finv,T1 ,N1) n’est pas dØnie et nous
prouvons dans ce cas :
∀T0, N0, T0 −N0 = 0⇒|=
? Finv,T0,N0
1Ce travail est en cours de réalisation.
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Nous devons donc prouver :
Fcontexte,Finv,T1,N1 ;S `
? Finv,T0 ,N0
Seul le contexte a ØtØ modiØ par rapport à 9.6. La construction de l’arbre de preuve de Finv,T0,N0
est donc identique. Nous commençons par appliquer la rŁgle de l’implication sur la formule Finv,T0 ,N0 ,
puis nous dØrivons les formules du contexte. Nous obtenons donc les formules (9.10) à prouver. Nous
allons donc maintenant nous intØresser à la formule Finv,T1,N1 . Cette formule est une implication. La
section suivante sera consacrØe à la manipulation des implications dans le contexte.
4.4 Cas d’une implication dans le contexte
Dans cette section nous allons nous intØresser aux implications appartenant au contexte. Nous allons
ici prØsenter plusieurs tactiques, tout d’abord une tactique spØcique aux implications (nous n’en verrons
qu’un aspect), puis une technique permettant d’« intersecter des formules » pour vØrier si elles ne sont
pas contradictoires, et enn une technique permettant de transformer des paramŁtres en indices. La
principale difcultØ que nous avons ici vient des quanticateurs T1 et N1 dont la portØe est limitØe au
contexte.
La formule Finv,T1,N1 est une implication qui appartient au contexte. Nous pouvons donc supposer
cette formule valide, sinon les formules à droite du sØquent seraient automatiquement prouvØes. Ainsi
pour tout point T1, N1, soit les formules finvT,T1,N1 et finvF,T1,N1 sont valides soit finvE,T1,N1 ne l’est
pas. Notre but est donc de dØterminer pour quelles valeurs de T1 et N1, finvE,T1,N1 est invalide par
rapport au reste du contexte. Pour cela, nous allons dØterminer pour quelles valeurs de T1 et N1 les
formules finvT,T1,N1 et finvF,T1,N1 ne sont pas valides.
Des arbres de preuve ont dØjà ØtØ construits pour les formules finvT,T1,N1 et de finvF,T1,N1 dans la
section 4.2. Puisque la construction d’un arbre de dØrivation est identique à celle d’un arbre de preuve,
nous reprenons ces arbres, et nous ajoutons les formules construites à partir des variables simpliØes lors
de la substitution par constante (page 174, paragraphe Construction des arbres de dØrivation du contex-
te). Nous ajoutons donc des formules pour la variable grant. Puisque nous n’avons pas reconstruit ces
arbres, ces arbres ne tiennent pas compte des formules du contexte. Nous pouvons donc soit reprendre
leur construction pour faire intervenir les formules du contexte, soit utiliser une autre technique que
nous allons Øtudier ici. L’idØe est de vØrier que les formules obtenues dans les arbres de dØrivation sont
compatibles entre elles, c’est-à-dire qu’elles n’impliquent pas qu’un mŒme signal vaille deux valeurs
distinctes en un mŒme point.
L’arbre de dØrivation de finvE,T0,N0 , nous donne les formules suivantes :
− {t, i | t = T0 −N0 + i; 1 ≤ i < N0} ∪ {t, i | t = T0 −N0 + i;B − 0 < i ≤ P}
∪ {t, i | t = T0 − 1; i = N0} : grant ↓ ff
− {t, i | t = T0; i = N0} : grant ↓ tt
− {t, i | t = T0 −N0} : requested ↓ tt
− {t, i | t = T0 −N0} : use ↓ ff
− {t, i | t = T0 −N0 + i; 0 ≤ i < N0} : tk ↓ tt
− {t, i | t = T0 −N0 + i;N0 ≤ i ≤ P} : tk ↓ ff

(9.12)
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Les arbres de dØrivation de finvT,T1,N1 et de finvF,T1,N1 donnent les formules suivantes :
− {t, i | T1 −N1 + i ≤ t ≤ T1 + i− 1, 0 ≤ i < N1} : tk ↓ tt
− {t, i | T1 −N1 + i ≤ t ≤ T1 + i− 1, N1 ≤ i} ∪ {t, i | t+ 1 = T1 −N1 + i− 1, 0 ≤ i} : tk ↓ ff
− {t, i | T1 + 1 ≤ t ≤ T1 +N1; i = N1} : grant ↓ tt
− {t, i | T1 −N1 + i ≤ t ≤ T1 + i− 1, 0 ≤ i < N1} : grant ↓ ff
− {t, i | T1 + 1 ≤ t ≤ T1 +N1; i = N1} : use ↓ tt
− {t, i | T1 + 1 ≤ t ≤ T1 +N1} : used ↓ tt
− {t | T1 −N1 + 1 ≤ t ≤ T1} : used ↓ ff
− {t | T1 −N1 + 1 ≤ t ≤ T1; 0 ≤ i} : use ↓ ff
− {t | T1 −N1 + 1 ≤ t ≤ T1} : requested ↓ tt
− {t | t = T1 −N1} : requested ↓ ff
Nous allons vØrier si ces formules sont compatibles. En effet, un signal ne peut valoir qu’une
valeur à la fois. ConsidØrons le signal use. Le domaine {t, i | t = T0 − N0} oø use vaut faux, et le
domaine {t, i | T1 + 1 ≤ t ≤ T1 + N1; i = N1 + 1} ne doivent pas s’intersecter sinon nous obtenons
une contradiction. Nous calculons donc l’intersection des deux domaines et nous obtenons le domaine
suivant :
{t, i | T1 + 1 ≤ t ≤ T1 +N1; i = N1 + 1; t = T0 −N0}
Ainsi si nous avons T1 + 1 ≤ T0 − N0 ≤ T1 + N1 le domaine sera non vide et nous avons une
contradiction.
Nous obtenons d’autres contraintes en intersectant les formules concernant les signaux tk et grant.
En effectuant l’union de toutes les contraintes, nous obtenons les contraintes suivantes :
T1 −N1 < T0 −N0 ≤ T1 +N1
Ce domaine est reprØsentØ sur la gure 9.13.
T0 −N0
T1 −N1 ≤ T0 −N0
T0 −N0 ≤ T1 +N1
T1 −N1 ≤ T0 −N0 ≤ T1 +N1
N1
N0
T0 T1
FIG. 9.13  Contraintes sur les indices N1, N0, T1 et T0.
Nous avons donc montrØ que si T0 −N0 ≤ T1 +N1 les formules finvT,T1,N1 et finvF,T1,N1 sont non
valides, on en conclut donc que finvE,T1,N1 est non valide. Nous sommes ici dans un cas intØressant car
le domaine {t, i | t = T1, i = N1} de cette formule est rØduit à un point. Nous avons ainsi une formule
locale et il suft d’appliquer la proposition 9.3 correspondant à la nØgation d’une formule locale. Ainsi,
si edge en ce point ne vaut pas vrai, c’est que edge vaut faux. Nous avons donc montrØ :
{t, i | t = T1, i = N1} : edge ↓ ff
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Pour rØsumer, nous sommes partis d’une implication de la forme A =⇒ B oø A et B sont des
formules gØnØralisØes. En construisant l’arbre de preuve de B, nous avons obtenu des contradictions, et
nous avons rØussi à en dØduire que A n’Øtait pas valide. Un autre aspect de cette mØthode est de montrer
la validitØ de A, pour en dØduire B. Cette technique peut Œtre utilisØe systØmatiquement sur toutes les
implications du contexte. Une fois les formules obtenues, l’implication peut Œtre supprimØe.
Il est intØressant de noter qu’ici nous travaillons sur une implication paramØtrØe par T1 et N1, nous
n’avons obtenu des contradictions que pour certaines valeurs de T1 et de N1, nous ne la supprimerons
donc que pour ces valeurs de T1 et de N1.
Nous avons donc montrØ que pour tout T0, N0 tels que T1 −N1 < T0 −N0 ≤ T1 +N1, {t, i | t =
T1; i = N1} : edge ↓ ff Øtait valide si {t, i | t = T0; i = N0} : edge ↓ tt Øtait valide. Ainsi pour T1 −
N1 < T0 −N0 ≤ T1 +N1, la formule gØnØralisØe Finv,T1,N1 est remplacØe par la formule polyØdrique
simple {t, i | t = T1; i = N1} : edge ↓ ff . Cette derniŁre formule reprØsente une conjonction de
formules associØes à chaque valeur des paramŁtres T1 et N1. Nous rappelons que nous avons du utiliser
des paramŁtres pour reprØsenter T1 et N1 car ils Øtaient utilisØes dans la formule gØnØralisØe Finv,T1 ,N1 ,
or la formule {t, i | t = T1; i = N1} : edge ↓ ff est une formule polyØdrique simple, l’utilisation
de paramŁtres pour reprØsenter T1 et N1 n’est plus justiØe. Nous allons donc transformer, pour cette
formule, les paramŁtres T1 et N1 en indices.
Transformation de paramètres en indices Reprenons notre formule en faisant apparaître les para-
mŁtres T1 et N1 dedans :
{t, i, T1, N1 | t = T1; i = N1;T1 −N1 < T0 −N0 ≤ T1 +N1} : edge.(t, i, T1, N1 → t, i, T1, N1) ↓ ff
(9.13)
Si nous considØrons maintenant les paramŁtres T1 etN1 comme des indices, nous ne devons pas pour
autant modier les dimensions du domaine de edge. C’est-à-dire que le nombre d’indices du domaine
de edge reste Øgale à 2. Si nous reprenons directement la formule (9.13), les dimensions du domaine de
edge changent et valent 4 ce qui n’est pas possible. Ici, l’indice t est Øgale à l’indice T1, et de mŒme i
est Øgale à N1, on peut donc supprimer T1 et N1.
Notre formule se rØØcrit de la maniŁre suivante {t, i | t− i < T0 −N0 ≤ t+ i} : edge ↓ ff .
Nous supprimons ainsi les paramŁtres T1 et N1 et nous ajoutons au contexte
{t, i | t− i < T0 −N0 ≤ t+ i} : edge ↓ ff ∧ {t, i | t = T0; i = N0} : edge ↓ tt
Cette technique de suppression ne peut Œtre effectuØe que sur des formules polyØdriques locales qui ne
sont pas des formules Øtendues. Lorsque nous disons que nous avons supprimØ les paramŁtres T1 etN1 ce
n’est pas tout à fait exact, nous les avons supprimØs quand T1−N1 < T0−N0 ≤ T1+N1, c’est-à-dire que
nous avons simplement restreint leur domaine de dØnition à T1−N1 ≥ T0−N0∨T0−N0 > T1 +N1,
et nous avons ajoutØ une formule qui reprØsente le cas oø T1−N1 < T0−N0 ≤ T1 +N1. Dans le reste
de la preuve, nous n’utiliserons plus la formule gØnØralisØe Finv,T1,N1 .
Nous avons donc augmentØ le nombre de formules dans le contexte.
Les diffØrentes techniques prØsentØes ici s’implØmentent facilement. L’utilisation de la technique de
suppressions des paramŁtres peut facilement Œtre automatisØe car son utilisation s’appuie sur des critŁres
syntaxiques (il faut une formule locale non gØnØralisØe). De mŒme, l’utilisation des techniques d’inter-
section de formules peut facilement Œtre automatisØe, dŁs que nous obtenons deux formules postant sur
le mŒme signal et dont la valeur de validitØ est distincte, il suft d’appliquer cette technique.
Quant à l’implication, nous avons ici prØsentØ qu’un seul aspect de cette technique, c’est-à-dire que
nous avons rØussi à en dØduire la non validitØ de la formule à gauche de l’implication. De maniŁre
similaire si nous avions tout d’abord montrØ la validitØ de la formule de gauche, alors, nous aurions
pu en dØduire la validitØ des formules à droite de l’implication. Cette tactique peut donc Œtre utilisØe
systØmatiquement, et son utilisation peut donc Œtre automatisØe.
Nous allons maintenant nous intØresser aux pseudo-pipelines.
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4.5 Utilisation des pseudos-pipelines
La dØrivation de la formule finvE , nous a permis de gØnØrer entre autres la formule {t, i | t =
T0 −N0; i = N0} : Or_ask ↓ tt qui a donc ØtØ ajoutØe au contexte. La variable Or_ask est un pseudo-
pipeline. Nous sommes dans le cas oø la valeur absorbante est propagØe. D’aprŁs le corollaire 7.12
page 139, comme la formule {t, i | t = T0 − N0; i = N0} : Or_ask ↓ tt est valide et que nous avons
une formule locale, nous savons qu’il existe
 soit j infØrieur à N0 tel que ask vaut vrai,
 soit nous avons Or_ask[t, 0] qui vaut vrai.
La seconde hypothŁse est exclue par dØnition de Or_ask, ainsi nous savons qu’il existe j tel que
ask vaut vrai. Nous reprØsentons cet indice par un paramŁtre et nous expliquons intuitivement notre
dØmarche dans le paragraphe suivant.
Générer des paramètres : Jusqu’à prØsent, nous avons ajoutØ des paramŁtres pour spØ-
cier des propriØtØs. Nous avons ensuite vu que les preuves Øtaient paramØtrØes et que les
formules fausses pouvaient Œtre dØnies seulement pour certaines valeurs des paramŁtres.
Nous allons cette fois ajouter des paramŁtres pour effectuer des agrandissements de do-
maine et reprØsenter les bornes de ces agrandissement. An d’automatiser cet ajout de
paramŁtre, nous nous limiterons ici à des domaines locaux. En effet, si nous n’avons pas
de domaines locaux, alors nous pouvons Œtre amenØs à ajouter une innitØ de paramŁtres :
les bornes d’agrandissement peuvent Œtre diffØrentes d’un point à l’autre du domaine et
donc nØcessitØes des paramŁtres diffØrents (cf. page 139). Supposons donc que nous avons
la formule locale suivante :
{z | z = z0} : X ↓ v
oø X est dØnie par
X =
{
D1 : X.d∨∧ e
D2 : f
et v est la valeur absorbante pour l’opØration boolØenne ∨∧. D’aprŁs le corollaire 7.12 qui
dØcrit la propagation de la valeur absorbante dans le sens des dØpendances, nous avons :
val(ρ(X))[z0] = v ⇒ (∃z ∈ DX,d,z0 , val(E(e)(ρ))[z] = v
∧ val(ρ(X))[z] = v¯) ∨
∃z ∈ DX,d,z0 ∩ D2, val(E(f)(ρ))[z] = v
oø DX,d,z0 est dØnie par :
DX,d,z0 = {z | z ∈ D1 ∧ ∃j ∈ N, z = d
j(z0)}
Nous allons ajouter des paramŁtres pour reprØsenter le vecteur z quantiØ existentielle-
ment. Soit z1 le vecteur de paramŁtres reprØsentant z. Ces paramŁtres sont dØnis sur le
domaine DX,d,z0 .
val(ρ(X))[z0] = v ⇒ (∀z ∈ {z | z = z1}, val(E(e)(ρ))[z] = v
∧∀z ∈ DX,d−1,z1 ∩ DX,d,z0 , val(ρ(X))[z] = v
∧∀z ∈ {z | z = z1}, val(ρ(X))[z] = v¯) ∨
(∀z ∈ {z | z = z1} ∩ D2, val(E(f)(ρ))[z] = v
∧∀z ∈ DX,d−1,z1 ∩ DX,d,z0 , val(ρ(X))[z] = v)
Nous allons donc maintenant chercher pour quelles valeurs de z1 la preuve est correcte et
pour quelle valeur de z1 la preuve est fausse. C’est-à-dire que dans le cas oø nous obtenons
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une feuille fausse, nous aurons effectuØ une preuve par l’absurde, et dans les autres cas,
nous aurons prouvØ la formule initiale.
Nous devons donc prouver l’une des deux formules gØnØralisØes suivantes :
{z | z = z1} : e ↓ v ∧ DX,d−1,z1 ∩DX,d,z0 : X ↓ v
{z | z = z1} ∩ D2 : f ↓ v ∧ DX,d−1,z1 ∩ DX,d,z0 : X ↓ v
En pratique, la deuxiŁme formule gØnØralisØe sera trŁs souvent fausse, f Øtant gØnØrale-
ment la constante correspondant à v¯. La formule f correspond à l’initialisation du pseudo-
pipeline, si f est dØnie par la constante v, le problŁme est trivialement vØriØ, il suft
d’utiliser la proposition 7.7 page 135 dans le cas de la propagation de la valeur absor-
bante dans le sens inverse des dØpendances. Ainsi, l’expression e n’a aucune utilitØ dans la
dØnition de X . En revanche si f est la constante v¯, la valeur de la variable X ne dØpend
que de l’expression e. Nous sommes dans ce cas pour la variable Or_ask qui correspond à
la disjonction des instances de ask, la valeur de Or_ask ne doit dØpendre que de la valeur
de ask, elle est donc initialisØe par False.
L’automatisation de cette technique ne pose pas de problŁme particulier. Il suft simplement
de savoir dØtecter les pseudos-pipelines et nous avons vu que les pseudos-pipelines Øtaient
dØnis sur des critŁres syntaxiques. Nous l’appliquons dŁs que nous avons une formule
locale sur un pseudo-pipeline et dont la valeur de validitØ est absorbante par rapport au
pseudo-pipeline.
Nous avons donc montrØ comment ajouter automatiquement des paramŁtres dans le cas des pseudos-
pipelines. La variable Or_ask Øtant un pseudo-pipeline, nous ajoutons un paramŁtre N2 et la formule
{t, i | t = T0 −N0; i = N2} : ask ↓ tt
Une rØpartition des valeurs des variables d’entrØe et de la variable de sortie que nous avons rØussi
à dØduire du contexte est reprØsentØe dans la gure 9.14. Cependant, nous n’avons toujours pas avancØ
valeurs ff valeurs tt} }
N0
P
T0
N0
P
T0
N0
P
T0
ask use grant
N2
T0 −N0
FIG. 9.14  RØpartition possible des valeurs des variables d’entrØes et de sorties dØduites du contexte.
dans la preuve de nos propriØtØs, nous avons simplement enrichi notre contexte en gØnØrant la formule
{t, i | t = T0 − N0; i = N2} : ask ↓ tt. Cet enrichissement n’est pas sufsant pour prouver les
formules (9.10). Dans la prochaine section, nous continuons à enrichir notre contexte, en utilisant cette
fois-ci des techniques d’agrandissement de domaine.
4.6 Agrandissements de domaines d’expressions
Dans cette section, nous allons Øtudier de nouvelles applications de l’opØrateur d’agrandissement de
domaine pour Øtendre les domaines des formules du contexte et ainsi augmenter l’information contenue
dans le contexte.
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Agrandissement du domaine de grant : Les substitutions par constante lors de la construction des
arbres ont simpliØ d’autres variables comme par exemple la variable NotGrantOrUse :
NotGrantOrUse =
{
{t, i | t = T0 −N0; 0 < i ≤ N0} : ¬grant
{t, i | t ≥ 0; 0 < i ≤ P} \ {t, i | t = T0 −N0; 0 < i ≤ N0} : ¬grant∨ use
Ainsi, si nous construisons l’arbre de dØrivation de la formule fNotGrantOrUse, nous obtenons la
formule
{t, i | t = T0 −N0; 0 < i} : grant ↓ ff
La variable grant est donc substituØe par faux, en particulier dans la variable edge.
Or, sur le domaine {t, i | t+ i ≥ T0 −N0 > t− i} la variable edge vaut faux. Si nous construisons
son arbre de dØrivation, nous obtenons l’arbre prØsentØ en gure 9.15.
{t, i | t+ i ≥ T0 −N0 > t− i} : edge ↓ ff
{t, i | t = T0 −N0 + 1; 0 < i} :
grant ↓ ff
D′ : ¬grant.(t, i→
t− 1, i) ∧ grant ↓ ff
{t, i | t = T0 −N0 + 1; 0 < i} :
False ↓ ff
{t, i | t = T0 −N0 + 2; 0 < i} :
grant ↓ ff
D′′ : ¬grant.(t, i→
t− 1, i) ∧ grant ↓ ff
{t, i | t = T0 −N0; 0 < i} :
False ↓ ff
D′ = {t, i | t+ i ≥ T0 −N0 > t− i} \ {t, i | t = T0 −N0 + 1; 0 < i}
D′′ = D′ \ {t, i | t = T0 −N0 + 2; 0 < i}
FIG. 9.15  Arbre de dØrivation de la formule {t, i | t+ i ≥ T0 −N0 > t− i} : edge ↓ ff , il y a deux
nuds semblables pour la variable grant.
Dans cet arbre, nous trouvons deux nuds semblables concernant la variable grant. ce sont les
nuds {t, i | t = T0 − N0 + 1; 0 < i} : grant ↓ ff et {t, i | t = T0 −N0 + 2; 0 < i} : grant ↓ ff . Il
faut agrandir le domaine de grant. Cette Øtape est dØlicate car, nous n’avons pas ici un pseudo-pipeline.
Nous devons donc utiliser une autre technique pour effectuer cet agrandissement. Cette technique sera
expliquØe en dØtail dans le paragraphe suivant concernant le domaine de ask. Nous nous contentons ici de
remarquer que si grant.(t, i→ t−1, i)[T0−N0 +1, I], oø I est positif, vaut faux, alors ¬grant.(t, i→
t− 1, i)[T0−N0 +1] vaut vrai et ainsi comme edge[T0−N0 +1, I] vaut faux, grant[T0−N0 +2, N0]
vaut faux. Autrement dit si grant[T0 −N0 + 1, I] vaut faux, alors grant[T0 −N0 + 2, I] vaut faux. En
rØpØtant le processus, nous pourrions montrer que grant[T0 − N0 + 3, I] vaut faux. L’agrandissement
de domaine se fait donc dans la direction (t, i → t+ 1, i), et nous obtenons la formule : {t, i | t + i ≥
T0 −N0; t− i ≤ T0 −N0} : grant ↓ ff .
Nous reprØsentons sur la gure 9.16 le domaine oø nous connaissons les valeurs de grant.
La variable grant est donc substituØe par sa valeur dans toutes les expressions du systŁme. La
formule AskUntilGrantSimp (9.9) est ainsi modiØe sur le domaine D = {t, i | T0 − N0 ≤ t ≤
T0 −N0 + i}.
AskUntilGrantSimp =

D \ {t, i | T0 ≤ t ≤ T0 + 1; i = N2} : ¬ask.(t, i→ t− 1, i) ∨ ask
{t, i | t = T0 + 1; i = N2} : ask.(t, i→ t, i)
{t, i | t = T0; i = N2} : True
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} valeurs ff} valeurs tt
N0
P
T0
grant
FIG. 9.16  Domaines oø les valeurs de grant sont connues
Nous allons utiliser cette nouvelle dØnition pour Øtudier les valeurs de la variable ask sur le domaine
D.
Domaine de ask : DØcrivons le processus de construction de l’arbre de dØrivation (cf. gure 9.17) de
la formule fAskUntilGrantSimp en nous restreignant au domaine D :
 Tout d’abord la formule suivante est gØnØrØe :
{t, i | t = T0 + 1; i = N2} : ask ↓ tt
 La variable ask peut alors Œtre substituØe par la valeur tt en particulier dans la dØnition de la
variable AskUntilGrantSimp .
 Ainsi, la formule suivante est gØnØrØe :
{t, i | t = T0 + 2; i = N2} : ask ↓ tt
 puis la construction de l’arbre s’arrŒte car deux nuds semblables ont ØtØ rencontrØs. Ce sont les
nuds {t, i | t = T0 + 1; i = N2} : ask ↓ tt et {t, i | t = T0 + 2; i = N2} : ask ↓ tt
D : AskUntilGrantSimp ↓ tt
{t, i | t = T0 + 1; i = N2} :
ask ↓ tt
D{t, i | T0 ≤ t ≤ T0 + 1; i = N2} :
¬ask.(t, i→ t− 1, i) ∨ ask ↓ tt
{t, i | t = T0 + 2; i = N2} : ask ↓ tt
D{t, i | T0 ≤ t ≤ T0 + 2; i = N2} :
¬ask.(t, i→ t− 1, i) ∨ ask ↓ tt
{t, i | t = T0; i = N2} :
True ↓ tt
FIG. 9.17  Arbre de dØrivation de la formule fAskUntilGrantSimp , il y a deux nuds semblables concer-
nant la variable ask.
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On souhaiterait donc en dØduire que sur le domaine D ∩ {t, i | t ≤ T0; i = N2}, la variable ask
vaut vrai. Il sufrait pour cela d’agrandir le domaine {t, i | t = t0; i = N0} dans la direction de
(t, i→ t− 1, i). Le problŁme est de trouver automatiquement la dØpendance (t, i→ t− 1, i).
La difcultØ rØside dans le fait que nous avons une variable d’entrØe : nous ne pouvons donc pas
agrandir son domaine dans le sens de ses auto-dØpendances. Nous devons donc calculer une dØpendance.
Puisque nous retrouvons deux nuds semblables contenant la formule ask, nous allons rechercher quel
est l’enchaînement d’opØrations qui a permis de passer d’une formule à l’autre. Cet enchaînement nous
permettra de calculer la dØpendance servant à l’agrandissement.
Ici, l’enchaînement est simple :
 nous substituons ask par la valeur ff dans la dØnition de la variable AskUntilGrantSimp ,
 puis, par utilisation de la rŁgle de la nØgation et de la dØpendance, nous obtenons de nouveau une
formule concernant ask.
Reste maintenant à calculer la dØpendance. Nous utilisons deux rŁgles qui font intervenir des dØpen-
dances :
 la substitution par constante, pour laquelle nous calculons la prØimage d’un domaine. Dans ce
cas nous prenons l’inverse de la dØpendance, et comme nous avons ici l’identitØ, son inverse est
l’identitØ.
 puis la rŁgle de la dØpendance, oø nous calculons cette fois ce l’image d’un domaine. Nous pre-
nons donc ici la dØpendance (t, i→ t− 1, i).
Nous composons toutes les dØpendances et nous obtenons la dØpendance (t, i→ t− 1, i).
Nous venons donc de prØsenter le principe de cet agrandissement. Le principe est donc :
 Recherche de l’enchaînement des rŁgles,
 combinaison des dØpendances.
Cependant, l’automatisation pose quelques problŁmes au niveau de la recherche de l’enchaînement
des rŁgles. La difcultØ vient de la substitution par constante, nous pouvons substituer une variable par
une constante dans diffØrentes variables, pour toutes ces variables modiØes nous devons vØrier si elles
mŁnent à une feuille semblable et l’exploration de l’enchaînement des rŁgles peut Œtre combinatoire.
Dans l’exemple que nous venons d’Øtudier, la substitution a lieu dans les variables tk et Or_ask. Cepen-
dant ces variables n’interviennent jamais dans l’arbre de dØrivation de AskUntilGrantSimp , elles ne
peuvent donc pas mener vers une feuille semblable de cet arbre ainsi l’exploration de l’arbre de preuve
est immØdiate.
Nous obtenons donc la formule {t, i | T0 −N0 ≤ t ≤ T0 + i; i = N2} : ask ↓ tt. Si N2 ≤ N0, alors
nous montrons la formule {t, i | t = T0 −N0 +N2 − 1; i = N2} : ask ↓ tt et ainsi nous montrons que
la formule {t, i | t = T − 0 −N0 + N2 − 1; i ≤ N0} : ask ↓ ff est invalide. Nous en dØduisons donc
que N2 ≥ N0.
Au passage, nous pouvons remarquer que la formule {t, i | t = T0 −N0; i ≤ N0} : ask ↓ ff et nous
avons donc prouvØ la formule fprior qui reprØsente la propriØtØ de prioritØ.
La variable ask est substituØe par la constante tt, ce qui modie la variable Or_Ask. Il suft de
propager la valeur pour obtenir {t | T0 −N0 ≤ t ≤ T0 −N0 − 1} : requested ↓ tt.
Nous reprØsentons sur la gure 9.18 le domaine oø nous connaissons les valeurs de ask.
La variable ask est substituØ par la constante tt dans toutes les variables, en particulier, dans la
variable Or_ask. Cette variable est un pseudo-pipeline, et la valeur tt est absorbante pour Or_ask, elle
est donc propagØe dans le sens des dØpendances. Ainsi nous obtenons que Or_ask vaut vrai sur le
domaine {t, i | T0 −N0 ≤ t ≤ T0 − 1; i = N}, ce qui correspond à avoir prouver la formule suivante
sur la variable requested :
{t | T0 −N0 < t ≤ T0 − 1} : requested ↓ tt
Nous avons maintenant dØrivØ toutes les formules du contexte et nous n’avons plus de tactiques pour
continuer la dØrivation. Nous reprenons donc maintenant la construction des arbres de preuve.
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N0
P
T0
ask
T0 −N0
N2
T0
requested
N2 ≥ N0 valeurs ff
valeurs tt
FIG. 9.18  Domaines oø les valeurs de ask sont connues
Nous devions prouver les formules (9.10).
En reprenant la construction de la formule concernant la variable Or_ask, nous obtenons une feuille
fermØe valide.
Reste encore à prouver les formules :
{t, i | t = T0 −N0 − 1; i = 0} : requested ∧ ¬used ↓ ff
{t, i | T0 −N0 < t ≤ T0 − 1} : use ↓ ff
{t, i | T0 −N0 + i ≤ t ≤ T0 − 1; 1 ≤ i ≤ N0 − 1} : ask ↓ ff
{t, i | t = T0 − 1; i = N0} : ask ↓ tt
La reprise de la construction des arbres de preuve Øchoue, nous allons donc utiliser un raisonnement par
l’absurde.
4.7 Preuves des propriétés : démonstration par l’absurde
Nous prouverons toutes les formules restantes par l’absurde. L’ordre des preuves n’a ici aucune
importance. Nous commençons donc par la preuve de la formule :
{t, i | T0 −N0 < t ≤ T0 − 1} : use ↓ ff
Preuve de la formule {t, i | T0 − N0 < t ≤ T0 − 1} : use ↓ ff : Pour effectuer des preuves
par l’absurde nous devons avoir des formules locales. En effet, le but est de supposer qu’une formule
est invalide et d’obtenir une contradiction pour prouver qu’elle est en fait valide. Si nous supposons
la formule invalide, c’est que nous supposons sa nØgation valide, or la nØgation d’une formule n’est
une formule que si nous avons une formule locale. Nous ne pouvons donc utiliser le raisonnement par
l’absurde que sur des formules locales. La formule {t, i | T0 − N0 < t ≤ T0 − 1} : use ↓ ff n’est
pas une formule locale, nous allons donc la transformer en formule locale. Pour cela, nous ajoutons des
paramŁtres T3, N3 tels que T0 − N0 < T3 ≤ T0 − 1 et N3 ≤ P . Notre formule est transformØe en
{t, i | t = T3; i = N3} : use ↓ ff et nous la supposons non valide, c’est-à-dire que nous supposons que
la formule {t, i | t = T3; i = N3} : use ↓ tt est valide et nous utilisons cette hypothŁse dans la formule
fNotUseIfNotGrant du contexte.
En effectuant une substitution par constante de use dans la variable NotUseIfNotGrant , nous ob-
tenons les dØnitions suivantes :
NotUseIfNotGrant = {t, i | t = T3; i = N3} : OnceGrantSinceNotUse
La construction de l’arbre de fNotUseIfNotGrant permet de gØnØrer la formule {t, i | t = T3; i = N3} :
OnceGrantSinceNotUse ↓ tt et OnceGrantSinceNotUse est substituØ par sa valeur.
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De plus nous avons montrØ que la variable grant valait faux sur le domaine {t, i | T0 ≤ t ≤
T0 −N0 + i} \ {t, i | t = T0; i = N0} reprØsentØ sur la gure 9.16. Cette variable a donc ØtØ substituØe
par la constante False en particulier dans la variable OnceGrantSinceNotUse qui se trouve maintenant
dØnie sur le domaine D = {t, i | T0 ≤ t ≤ T0 −N0 + i} \ {t, i | t = T0; i = N0} par :
OnceGrantSinceNotUse =

D \ {t, i | t = T3; i = N3} : ( use∧
OnceGrantSinceNotUse .(t, i→ t− 1, i))
{t, i | t = T3; i = N3} : True
La variable OnceGrantSinceNotUse ainsi redØnie est un pseudo-pipeline. Au point (T3, N3), cette
variable vaut vrai. Nous pouvons appliquer l’opØrateur d’agrandissement sur le domaine rØduit à un
point contenant (T3, N3). Soit D′ le domaine correspondant à l’agrandissement. Il est dØni par :
{t, i | T0 ≤ t ≤ T3; i = N3}
Il suft ensuite de construire l’arbre de dØrivation OnceGrantSinceNotUse sur ce domaine. Nous obte-
nons alors une feuille dØcrivant la formule D ′ : use ↓ tt. Reste à vØrier si cette formule est compatible
avec les formules que nous avons sur use. Dans le contexte, nous avons la formule {t, i | t = T0} :
use ↓ ff . Quelle que soit la valeur de T3, les deux formules sont incompatibles. Nous avons donc obtenu
une contradiction, et nous avons ainsi montrØ la formule {t | T0 −N0 ≤ t ≤ T0 −N0 − 1} : used ↓ ff .
Nous pouvons maintenant supprimer les paramŁtres T3 et N3. Il suft de supprimer toutes les occur-
rences de T3 et de N3 dans le systŁme et dans les arbres de preuve.
Preuve de la formule {t, i | t = T0 − N0 − 1; i = 0} : requested ∧ ¬used ↓ ff : Nous essayons
donc de montrer que
{t, i | t = T0 −N0 − 1} : requested ∧ ¬used ↓ tt
Cette expression correspond à la dØnition de tk[T0 −N0, 0], comme tk est un pseudo-pipeline, et que
la valeur tt est la valeur neutre, la valeur tt se propage dans le sens des dØpendances. Nous allons donc
supposer que la variable tk est vraie en un point t, i tel que t − i = T0 − N0 − 1. Nous devons donc
ajouter deux paramŁtres T3 et N3 telles que T3 − N3 = T0 − N0 − 1 et nous essayons de prouver la
formule correspondante. En construisant son arbre de dØrivation, nous gØnØrons les formules :
{t, i | t = T3; i = N3} : q ↓ tt
{t, i | t− i = T3 −N3; t < T3} : tk ↓ tt
Ces deux formules sont ajoutØes. En substituant q par la valeur tt, nous obtenons une contradiction
pour toute valeur de T3. Reste alors à vØrier la formule suivante :
{t, i | t− i = T3 − P ; t < T3} : tk ↓ tt
Cette formule mŁne aussi à une contradiction.
Ainsi pour toute valeur de T3 et de N3 nous obtenons une contradiction. Nous avons ainsi montrØ
par l’absurde la formule suivante :
{t, i | t = T0 −N0 − 1; i = 0} : tk ↓ ff
La preuve des deux derniŁres formules se fait là encore par l’absurde. et nous obtenons immØdiate-
ment des contradictions. Nous avons ainsi montrØ l’invariant.
Nous pouvons donc montrer maintenant les propriØtØs d’exclusion mutuelle et de prioritØ.
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4.8 Preuve de la priorité
Nous avons donc prouvØ notre invariant. Le problŁme est maintenant de prouver les propriØtØs d’ex-
clusion mutuelle et celle de prioritØ. Nous devons donc prouver :
Fcontexte,Finv ;Sarbitre `
? Fprior ∧ Fmutex
Nous ne prØsenterons que la preuve de la propriØtØ de prioritØ, celle d’exclusion mutuelle Øtant
similaire. Nous allons donc fournir une preuve pour :
Fcontexte,Finv ;Sarbitre `
? Fprior
Nous rappelons que Fprior est dØnie par :
Fprior = fprior1 ⇒ fprior2
oø fprior1 et fprior2 sont dØnies par
fprior1 = {t, i | t = T2, i = I2} : edge ↓ tt
fprior2 = {t, i | t = T2, i < I2} ∪ {t, i | t = T2, i > I2} : ask ↓ ff
La propriØtØ Fprior est une implication, nous utilisons donc la rŁgle de l’implication, nous faisons donc
passer la formule fprior1 dans le contexte.
Nous allons maintenant travailler sur le contexte. La technique que nous proposons ressemble à une
technique d’unication.
Notre contexte contient entre autres les deux formules Finv et fprior1. La formule Finv est une
implication, la formule à droite de l’implication est finvE = {t, i | t = T0; i = N0} : edge ↓ tt. Cette
formule est donc semblable à fprior1. L’unique diffØrence vient des paramŁtres : l’une des formules
est paramØtrØe par T2 et N2 et l’autre par T0, N0. La portØe des paramŁtres T0 et N0 est limitØe à la
gauche du signe `? , contrairement aux paramŁtres T2 et N2. En effet, la formule Finv est quantiØe
universellement par T0 et N0, la portØe des quanticateurs se limite donc à cette formule, et si nous
revenons au niveau sØmantique, notre problŁme est de prouver :
Fcontexte,Finv ;Sarbitre |=
? Fprior ∧ Fmutex
Cette expression signie simplement que si les formules Fcontexte ou Finv sont valides alors Fprior ∧
Fmutex est valide. Nous avons donc une implication. Les paramŁtres T0 et N0 sont quantiØs universel-
lement à gauche de l’implication, on ne peut donc pas les sortir de l’implication et les mettre en tŒte.
Leur portØe est donc limitØe à la formule Finv . La formule Finv reprØsente un ensemble de formules
associØes à chaque valeur des paramŁtres T0 et N0, on peut donc la voir comme une conjonction de
chacune des formules de l’ensemble. Nous allons utiliser la formule Finv pour une unique valeur des
paramŁtres T0 et N0 : pour T0 = T2 et N0 = N2. Les formules finvE et fprior1 sont « uniØes », elles
reprØsentent une seule et mŒme formule. Nous gØnØrons ainsi les formules finvT,T2,N2 et finvF,T2,N2 . Si
nous reprenons les arbres de dØrivation, nous prouvons alors la formule fprior2.
Dans cette technique, nous sommes confrontØs à plusieurs difcultØs, tout d’abord au niveau quanti-
cation et portØe des quantications. Pour cela, nous allons dØnir une sØmantique des quanticateurs,
puis dØnir des rŁgles de preuve liØes à ses quanticateurs. La difcultØ rØside principalement dans le
fait que nous reprØsentons les quanticateurs par des paramŁtres. Dans le modŁle polyØdrique, l’ordre
des paramŁtres n’a aucune importance, ce qui n’est bien sßr pas le cas pour les quanticateurs. De plus
dans le modŁle polyØdrique, la portØe des paramŁtres s’Øtend à tout le systŁme, ce qui n’est là encore
pas le cas des quanticateurs, certains sont limitØs au contexte, d’autre à la partie droite, et enn certains
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ont une portØe sur tous les sØquents, il nous faudra donc intØgrer cette information à notre sØmantique.
Actuellement, nous avons formalisØ les quanticateurs se trouvant en partie droite, nous allons devoir
gØnØraliser cette formalisation au contexte et prendre en compte la notion de portØe.
La seconde difcultØ consiste à repØrer que les formules fprior1 et finvE peuvent Œtre uniØes et trou-
ver la valeur des paramŁtres. Nous utiliserons ici un critŁre syntaxique pour repØrer que les expressions
des deux formules sont identiques ainsi que la valeur des formules, puis nous effectuons des calculs
sur les domaines et des projections sur les indices T0, N0, T2 et N2 pour connaître la relation entre ces
paramŁtres.
5 Conclusion
Dans ce chapitre nous avons tout d’abord esquissØ un cadre plus large de spØcication puis nous
avons prØsentØ diffØrentes tactiques de preuves :
 principe de rØcurrence,
 recherche de pseudos-pipelines,
 preuve par l’absurde,
 intersection de formules,
 nouvelles techniques d’agrandissement,
 ajout de paramŁtres pour reprØsenter des quantications,
 unication polyØdrique
Ces tactiques sont en cours de formalisation et nous avons ici simplement prØsentØ les idØes gØnØrales.
La correction de ces mØthodes reposera principalement sur la correction de notre reprØsentation des
quanticateurs.
Une fois ces techniques implØmentØes nous nous intØresserons à fournir des tactiques plus com-
plexes combinant ces techniques. Nous ne pensons pas pouvoir fournir un algorithme alliant toutes
ces techniques. Cependant certaines techniques peuvent Œtre utilisØes complŁtement automatiquement
et Œtre insØrØes à notre algorithme de preuve. Ces techniques sont la recherche de pseudos-pipelines,
les techniques d’agrandissement, l’unication, et l’ajout de paramŁtres. Cette derniŁre technique devra
cependant Œtre utilisØe avec prØcaution an de ne pas ajouter trop de paramŁtres. Les techniques de
rØcurrence sont quant à elles plus difciles à utiliser. Pour la rØcurrence la principale difcultØ est la
recherche du ou des paramŁtres de rØcurrence. La preuve par l’absurde pourrait, peut-Œtre, Œtre utilisØe
en dernier recours.
Dans les travaux que nous avons prØsentØs dans ce travail, nous avons plusieurs fois prØcisØ qu’il
n’Øtait pas utile de reconstruire l’arbre de preuve et qu’il sufsait ensuite de vØrier que les formules
Øtaient compatibles entre elles. Cette remarque devrait permettre d’amØliorer la rapiditØ de construction
des preuves en Øvitant à notre outil de construire plusieurs fois la mŒme preuve. Elle pose cependant
des difcultØs d’implØmentation. Cela demande en particulier de faire une premiŁre construction des
arbres de preuve de maniŁre complŁtement indØpendante, sans tenir compte de ce qui a ØtØ prouvØ. En
particulier pour chaque preuve, il faudrait travailler sur le systŁme initial qui n’a pas ØtØ modiØ. Dans
un premier temps, nous ne tiendrons donc pas contre de cette remarque et nous reconstruirons les arbres
de preuve.
Les diffØrentes techniques que nous avons prØsentØes ici peuvent donner l’impression que le proces-
sus de preuve est extrŒmement compliquØ. Ce processus n’est en rØalitØ pas si difcile. Nous avons au
cours de ce chapitre prØsentØ diffØrentes techniques et nous avons du pour cela rentrer dans des dØtails
techniques. Ces techniques Øtaient prØsentØes en mŒme temps que le processus de preuve. Le principe de
preuve n’est en lui mŒme pas trŁs compliquØ : tout d’abord nous construisons les arbres de preuves des
formules à droite du sØquent puis les arbres de dØrivation, sur les formules obtenues lors de la dØrivation,
nous appliquons les diffØrentes tactiques vues dans ce chapitre jusqu’à ce qu’on ne puisse plus obtenir
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de nouvelles formules. Puis nous reprenons la construction des arbres de preuve. Si cette construction
Øchoue, nous utilisons alors un raisonnement par l’absurde.
Nous prØsentons ici un algorithme envisageable alliant les techniques pouvant Œtre utilisØes automa-
tiquement.
 RØpØter
 construire les arbres de preuve,
 propager les valeurs des pseudos-pipeline
jusqu’à ce qu’il n’y ait plus de modications
 RØpØter
 construire les arbres de dØrivation,
 substituer les variables d’entrØes par leurs valeurs,
 ajouter des paramŁtres, propager les valeurs des pseudos-pipelines et agrandir les domaines,
 simplier les domaines des paramŁtres et ajouter les hypothŁses obtenues aprŁs simplication
des domaines des paramŁtres, intersecter ces nouvelles formules avec les formules dØjà prØ-
sentes dans le contexte.
jusqu’à ce qu’il n’y ait plus de modications
Cet algorithme consiste donc en une alternance de constructions d’arbres de preuve et de transfor-
mations et d’enrichissement sur le contexte. Nous serons cependant confrontØs à l’efcacitØ d’un tel
algorithme. En effectuant systØmatiquement certaines opØrations aussi bien sur le contexte que sur les
formules à droite du sØquent, notre outil risque d’Œtre moins efcace.
Il pourrait donc Œtre plus judicieux de dØvelopper un outil de preuve semi automatique, oø l’uti-
lisateur pourrait choisir d’utiliser certaines rŁgles de preuve sur certaines formules, ou alors pourrait
programmer des tactiques de preuve comme c’est effectuØ dans les prouveurs de thØorŁmes. La crØation
de schØmas de preuve spØciques pourrait aussi Œtre dØveloppØe. Ces schØmas de preuve pourraient Œtre
utilisØs en fonction de la structure du systŁme ØtudiØ et des propriØtØs à prouver. Nous proposons donc
de dØvelopper un outil proche des prouveurs de thØorŁmes s’appuyant sur notre « logique polyØdrique »,
notre systŁme de preuve et l’algorithme de construction des preuves. Les diffØrentes techniques que nous
avons vues dans ce chapitre seraient utilisØes pour crØer des schØmas de preuve.
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Troisième partie
Conclusion
193
Conclusion
Les travaux rØalisØs au cours de cette thŁse Øtaient orientØs vers la vØrication formelle de propriØtØs
de sßretØ dans le cadre de la conception de systŁmes enfouis.
Le but de ce travail Øtait de prouver formellement des propriØtØs de contrôle sur des systŁmes rØ-
guliers paramØtrØs dans le modŁle polyØdrique. Nous avons montrØ que ce modŁle Øtait adaptØ pour la
vØrication formelle de telles propriØtØs.
Contributions
Nous avons donc dØveloppØ au cours de ce travail une « logique polyØdrique » puis des algorithmes
pour automatiser la construction des preuves.
Dans le chapitre 4, nous avons prØsentØ des techniques de spØcication et un systŁme de rŁgles de
preuve qui nous ont permis d’introduire les rŁgles de preuve spØciques à notre modŁle : la substitution
par constante et la recherche d’auto-dØpendance.
 La substitution par constante : Cette rŁgle s’appuie sur un raisonnement par rØcurrence sur l’in-
dice reprØsentant le temps (ce n’est donc pas du temps rØel), elle permet de substituer simultanØ-
ment un ensemble d’instances par leur valeur.
 Recherche de motifs  Recherche d’auto-dØpendance La recherche de motif permet de substituer
une expression polyØdrique par une variable, elle est utilisØe dans la recherche d’auto-dØpendance
qui permet de transformer une variable non rØcursive en une variable rØcursive an de pouvoir
utiliser ensuite le principe de substitution par constante.
Ce chapitre Øtait donc consacrØ à l’Ølaboration d’une « logique polyØdrique » pour spØcier nos pro-
priØtØs, et d’un systŁme de rŁgles de preuve associØes à notre logique. Une fois ce cadre xØ, nous nous
sommes intØressØs à l’obtention d’un algorithme de construction des preuves de nos propriØtØs.
Dans l’optique de construire cet algorithme de preuve automatique, nous avons ØtudiØ dans le cha-
pitre 5 l’itØration alternØe des rŁgles de preuve de substitution par constante et recherche de motifs. Nous
avons caractØrisØ les cas oø l’itØration Øtait nie, et les cas oø elle Øtait innie ce qui nous a permis de
dØterminer les cas oø nous pouvons itØrer ces deux rŁgles de preuve pour construire notre preuve. Ayant
dØterminØ les cas oø l’itØration Øtait nie et ceux oø elle Øtait innie, nous avons donc pu Øtudier le
problŁme d’automatisation.
Le chapitre 6 a ainsi ØtØ consacrØ à l’implØmentation du processus de preuve. Pour cela, nous avons
tout d’abord dØni une structure de preuve (un arbre de preuve), puis nous avons enrichi le systŁme de
preuve, ce qui nous a permis de construire un algorithme de preuve. Pour assurer la terminaison de cet
algorithme, nous avons dß arrŒter la construction des preuves lorsque nous retrouvions deux sous-buts
semblables à prouver, alors que des rŁgles de preuve pouvaient encore Œtre appliquØes sur ces sous-buts.
En effet, lorsque nous obtenons deux sous-buts semblables la construction de la preuve est innie, pour
schØmatiser le problŁme, la preuve est trop lente. Notre but a donc ØtØ de fournir un opØrateur pour
accØlØrer la construction de la preuve.
Le chapitre 7 Øtait tournØ vers la crØation d’un tel opØrateur d’accØlØration permettant de continuer
la construction des preuves. Cet opØrateur est en fait un opØrateur d’agrandissement de domaine. L’opØ-
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rateur d’agrandissement que nous avons dØveloppØ s’est montrØ particuliŁrement adaptØ pour l’agran-
dissement des domaines de certains signaux. Ces signaux sont appelØs pseudos-pipelines, ils jouent un
rôle prØpondØrant dans les heuristiques d’agrandissement que nous avons ensuite dØveloppØes. En effet,
lorsque ces signaux sont prØsents, nous pouvons facilement agrandir les domaines. Dans tous les sys-
tŁmes que nous avons ØtudiØs, ces signaux Øtaient prØsents. Nos heuristiques d’accØlØration de preuve
donnent donc en pratique de bons rØsultats.
Nous avons exposØ dans le chapitre 8 les applications de ces mØthodes. Le premier exemple consis-
tait à Øtudier un signal de contrôle sur un ltre adaptatif. Cet exemple est trŁs simple et la preuve est donc
construite automatiquement. Le but Øtait de prouver qu’un registre ne pouvait plus Œtre atteint aprŁs une
phase d’initialisation. C’est typiquement le genre de signaux qui sont ajoutØs au cours de la synthŁse et
sur lequel nous serons amenØs à travailler. Le second exemple est un exemple plus complexe. Il nous a
permis d’utiliser plus exhaustivement notre outil de preuve. Le but Øtait de prouver que dans un produit
de matrices et de vecteurs, le rØsultat de sortie ne dØpendait que des coefcients en entrØe. La preuve
est actuellement semi-automatique, mais sera complŁtement automatisØe dŁs que l’implØmentation sera
terminØe.
Le chapitre 9 est un chapitre prospectif. Nous avons prØsentØ les dØveloppements actuels et à venir
de notre systŁme de preuve. Nous avons tout d’abord prØsentØ un nouveau cadre de spØcication des
propriØtØs beaucoup plus riche, puis nous avons prØsentØ des tactiques de preuve permettant de prouver
des propriØtØs sur un arbitre matØriel.
Comparaison
Jusqu’à prØsent, les travaux menØs dans le cadre de la vØrication formelle de systŁmes dØcrits dans
le modŁle polyØdrique Øtaient orientØs soit vers la preuve d’Øquivalence [28, 8, 93] soit vers la preuve
de propriØtØs fonctionnelles [22, 21].
A notre connaissance, aucun travail de vØrication formelle dans le cadre du modŁle polyØdrique et
n’utilisant que le modŁle polyØdrique n’Øtait orientØ vers la vØrication de propriØtØs de sßretØ (les pro-
priØtØs fonctionnelles peuvent Œtre des propriØtØs de sßretØ, mais les travaux menØs sur le sujet utilisent
des prouveurs de thØorŁme).
Les techniques de vØrication mise en uvre dans ces diffØrents travaux sont assez diffØrentes.
Dans les travaux de Cachera et al. [22, 21], la vØrication se fait en partie à l’aide d’un prouveur
de thØorŁmes Coq [96] et PVS [92]. Un certain nombre de stratØgies ont ØtØ dØveloppØes et sont appli-
quØes automatiquement sur les propriØtØs. Pour certaines propriØtØs trŁs simples, une partie du travail
est effectuØe directement dans le modŁle polyØdrique. Les techniques utilisØes dans ce modŁle sont des
techniques de substitutions des variables par leur dØnition. Ces techniques ne se sont cependant pas
montrØes satisfaisantes pour prouver les propriØtØs de l’arbitre matØriel.
Dans les travaux de Barthou et al. [8], la preuve d’Øquivalence se fait en associant à chaque paire de
systŁmes un automate à Øtats. Prouver l’Øquivalence revient à rØsoudre un problŁme d’atteignabilitØ dans
l’automate. La construction de la preuve se fait sans utiliser les caractØristiques du modŁle polyØdrique,
elle ne prend en particulier pas en compte la sØmantique des opØrateurs. Nous n’avons pas ce problŁme
puisque nos rŁgles de preuve reposent principalement sur la sØmantique de ce modŁle. De plus ces
travaux sont restreints à la preuve de l’Øquivalence.
Les travaux de Shashidar et al. [93] sont les seuls à Œtre effectuØs directement dans le modŁle
polyØdrique. Il est donc intØressant de les comparer aux nôtres. Leur but est d’effectuer là encore des
preuves d’Øquivalence entre deux systŁmes dont l’un a ØtØ obtenu par transformation de l’autre en utili-
sant des techniques de synthŁse. Les auteurs commencent par se restreindre aux systŁmes ordonnancØs.
Nous effectuons la mŒme restriction. Puis, ils restreignent les transformations possibles entre deux sys-
tŁmes. Nous n’avons pas ce problŁme puisque nous ne prouvons pas l’Øquivalence mais simplement des
propriØtØs de sßretØ. Notre systŁme peut donc Œtre obtenu par n’importe quelle transformation de syn-
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thŁse. Pour vØrier l’Øquivalence, ils construisent des chaînes de registres telles que chaque registre de
la chaîne reçoit la valeur du registre prØcØdent dans la chaîne. Cette technique correspond simplement à
la substitution d’une variable par sa dØnition. Elle correspond donc à notre rŁgle de l’Øquation. Notre
cadre de preuve est donc beaucoup plus riche.
Dans les diffØrents travaux effectuØs, la substitution d’une variable par sa dØnition est fondamentale
dans le processus de preuve. Notre rŁgle de substitution par constante n’en est qu’une variante. Nous uti-
lisons de plus largement la substitution par variable aussi bien dans la recherche d’auto-dØpendance que
dans la rŁgle de l’Øquation. Nous avons en revanche introduit une nouvelle approche : nous fournissons
un systŁme de rŁgles de preuve, et nous ne posons d’autres restrictions que celles d’avoir un systŁme
ordonnancØ dont les dØpendances sont uniformes. Cette derniŁre restriction n’en est pas vraiment une
puisqu’il est possible de transformer automatiquement un systŁme d’Øquations rØcurrentes afnes en
Øquations rØcurrentes uniformes [83]. Ainsi notre systŁme de preuve peut potentiellement s’appliquer
sur un systŁme d’Øquations rØcurrentes afnes.
Si maintenant nous comparons nos travaux avec ceux effectuØs dans un cadre plus gØnØral (celui de
la vØrication formelle de systŁmes paramØtrØs), nous sommes confrontØs à des problŁmes similaires
comme l’utilisation de techniques d’accØlØration. Nous effectuons nous aussi des restrictions, c’est-à-
dire que nous ne travaillons que sur des systŁmes qui peuvent s’exprimer dans le modŁle polyØdrique.
En revanche, nous ne faisons aucune abstraction sur les systŁmes ØtudiØs, le modŁle polyØdrique fournit
naturellement une reprØsentation compacte, ainsi nous ne manipulons pas d’ensemble inni de calculs.
L’abstraction fournie par le modŁle polyØdrique a de plus l’avantage de ne pas Œtre une approximation
contrairement aux abstractions utilisØes dans les diffØrents travaux de vØrication formelle de systŁmes
paramØtrØs qui utilisent des sur-approximations. Ainsi quand nous prouvons qu’une propriØtØ est fausse,
nous savons qu’elle est fausse pour le systŁme ØtudiØ et que cela n’est pas liØ à l’abstraction utilisØe.
Complexité et Efficacité
La complexitØ gØnØrale de l’algorithme que nous avons implØmentØ est exponentielle en nombre de
sous-expressions du systŁme. Cependant, notre implØmentation est naïve. Si nous implØmentons l’al-
gorithme proposØ dans le chapitre 6, la complexitØ de la construction de l’arbre devient quadratique.
L’efcacitØ de notre algorithme pourra donc Œtre facilement amØliorØe. La complexitØ des diffØrentes
rŁgles de preuve est aussi exponentielle soit en nombre de contraintes soit en nombre de dimensions
selon les opØrations effectuØes.
Nos rŁgles de preuve ont donc toutes ØtØ implØmentØes en Mathematica. Nous avons utilisØ une
machine SUN Ultra SPARC de 502Mhz pour tester notre outil de preuve. Les temps de calcul que nous
obtenons actuellement ne sont absolument pas signicatifs, ils sont liØs à l’implØmentation rØcursive de
notre algorithme. Ils ne pourront qu’Œtre amØliorØs. Les preuves sur le ltre adaptatif ont ØtØ effectuØes
en moins d’une seconde.
En ce qui concerne le produit matrice vecteur, les rØsultats sont nettement moins performants actuel-
lement. Pour la preuve de la pØriodicitØ, seize formules sont prouvØes. Notre outil de preuve effectue les
calculs en environ 72 heures. Il est cependant important de noter, que le calcul termine avec une solu-
tion correcte, et qu’il n’y a pas de dØpassement de mØmoire. De plus, ce temps de calcul est liØ à notre
implØmentation exponentielle et sera donc rØduit avec une nouvelle implØmentation. Pour la preuve sur
une pØriode, le temps de calcul est d’une demi-heure.
En ce qui concerne l’arbitre, nous ne pouvons pour le moment pas Øvaluer le temps des calculs. Nous
ne proposons pour le moment qu’une mØthode semi automatique. De plus, de nombreuses tactiques ne
sont pas encore implØmentØes et doivent donc Œtre effectuØes par l’utilisateur.
L’algorithme implØmentØ nØcessite encore un important travail d’optimisation. Nous avons indiquØ
ici plusieurs pistes possibles.
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Perspectives
Les perspectives de ce travail sont nombreuses. Nous en prØsentons quelques-unes.
Implémentation et bibliothèque polyédrique L’implØmentation des diffØrentes rŁgles de preuve que
nous avons prØsentØes dans ce document suppose que les calculs effectuØs par la bibliothŁque poly-
Ødrique se font dans Zn. Cette supposition est en thØorie fausse, les calculs sont effectuØs dans Qn.
Cependant, cette approximation ne nous a pas en pratique conduit à des erreurs. En effet, le problŁme
posØ par cette approximation n’intervient que dans le cas de l’axiome AX2 qui concerne les domaines
vides. Un domaine peut Œtre vide dans Zn sans Œtre vide dans Qn. Pour lever cette approximation, il
suft pour cela d’utiliser d’autres outils comme la bibliothŁque Omega [53], PIP [35],ou les polynômes
d’Ehrhardt [98]. Il faudra donc Øtudier comment prendre en compte ces outils dans notre systŁme et
quand les utiliser, leur utilisation pouvant Œtre couteuse. De plus cette approximation peut avoir un rôle
plus important quand nous ajoutons des paramŁtres et que nous souhaitons savoir pour quelles valeurs
de ces paramŁtres, les formules sont valides. Il sera judicieux dans ce cas de prendre en compte la forme
des domaines selon la valeur des paramŁtres pour dØterminer prØcisØmment pour quelles valeurs des
paramŁtres les domaines sont vides.
Efficacité et Implémentation L’implØmentation que nous avons effectuØe doit Œtre partiellement re-
faite pour amØliorer l’efcacitØ. Il en est de mŒme pour l’implØmentation de la rŁgle de recherche d’auto-
dØpendance qui correspond au cas gØnØral et ne tient pour le moment pas compte des diffØrentes heu-
ristiques que nous avons dØveloppØes dans le chapitre 5. Une fois cette implØmentation refaite, nous de-
vrions obtenir des rØsultats meilleurs pour la vØrication du produit matrice-vecteur. ParallŁlement, nous
devons maintenant terminer l’implØmentation des diffØrentes tactiques prØsentØes dans le chapitre 9.
Quantificateurs et Paramètres Cette perspective a ØtØ esquissØe dans le chapitre 9. L’idØe est de re-
prØsenter les indices quantiØs existentiellement ou universellement à l’aide de paramŁtres. Ce travail est
actuellement en cours de formalisation et d’implØmentation. Ce travail soulŁve de nombreuses difcul-
tØs, tout d’abord sur la dØnition de la sØmantique : comme tous les indices quantiØs sont reprØsentØs
par des paramŁtres, comment prendre en compte la portØe des quanticateurs, leur ordre (dans le mo-
dŁle polyØdrique l’ordre des indices n’a aucune importance). La seconde difcultØ se situe au niveau de
l’efcacitØ car nous rajoutons des paramŁtres à nos systŁmes et donc nous augmentons la complexitØ de
notre algorithme qui dØpend entre autre de la dimension des domaines. Pour Øviter ce problŁme, nous
proposons de limiter l’introduction des paramŁtres au moment oø ils sont nØcessaires dans la preuve et
de les supprimer le plus vite possible. Le problŁme est de dØterminer à partir de quand ils ne sont plus
nØcessaires.
Combinaison de motifs Lors de la construction de l’arbre de preuve, et lorsque nous obtenons des
feuilles pendantes pour lesquelles la recherche d’auto-dØpendance Øchoue, nous ajoutons un motif. Ces
motifs peuvent Œtre combinØs entre eux pour obtenir de nouvelles informations sur les variables du
systŁme. Regardons pour cela l’exemple suivant :
〈W1, A.(t, i→ t− 1, i) ∨B.(t, i→ t− 1, i), {t, i | t = i}, tt〉
〈W2, A.(t, i→ t− 1, i) ∨ ¬B.(t, i→ t− 1, i), {t, i | t = i}, tt〉
L’idØe est de dØnir un systŁme d’Øquations boolØennes et de le rØsoudre. En combinant les deux motifs,
nous obtenons facilement que pour tout environnement ρ,
|=ρ {t, i | t = i} : W1 ↓ tt∧ |=ρ {t, i | t = i} : W2 ↓ tt ⇐⇒ |=ρ {t, i | t+ 1 = i} : A ↓ tt
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Cet exemple est un cas trŁs simple. Supposons maintenant que nos deux motifs soient dØnis de la
maniŁre suivante :
〈W1, A.(t, i→ t− 2, i) ∨B.(t, i→ t− 2, i), {t, i | t− 1 = i}, tt〉
〈W2, A.(t, i→ t− 1, i) ∨ ¬B.(t, i→ t− 1, i), {t, i | t = i}, tt〉
Le problŁme est aussitôt plus difcile, il faut tout d’abord se ramener au mŒme domaine, puis il faut
tenir compte des dØpendances. Ce problŁme est en fait Øquivalent au prØcØdent, le premier motif a ØtØ
simplement translatØ.
Nous pensons donc qu’il serait utile de dØvelopper des outils pour rechercher l’information concer-
nant les variables du systŁme contenue dans ces listes de motifs. Ainsi en utilisant cette mØthode dans la
preuve des propriØtØs de l’arbitre, nous aurions pu Øviter certains raisonnements par l’absurde.
Ce travail ne prØsente pas de rØelles difcultØs thØoriques, il pourra Œtre ØtudiØ à court terme.
Preuve d’équivalence Dans le chapitre 5, nous avons vu que la recherche d’auto-dØpendance pouvait
Œtre utilisØe pour effectuer des preuves d’Øquivalence. La mØthode que nous proposons n’est actuelle-
ment pas efcace. Si l’on souhaite effectuer des preuves d’Øquivalence, il faudra dØvelopper des outils
spØciques et de nouvelles tactiques pour amØliorer l’efcacitØ de notre outil de preuve dans le cadre de
la preuve d’Øquivalence. Ce projet ne fait pour le moment pas partie de nos prioritØs. Il nØcessitera un
travail important et sera effectuØ à plus long terme.
Localisation des erreurs Nous avons montrØ dans le chapitre 6 que dans certains cas nous obtenions
des contre-exemples, il serait intØressant d’utiliser ces contres-exemples pour aider l’utilisateur à trouver
l’erreur du systŁme. Il faudra pour cela remonter la construction de l’arbre de preuve et Øtudier les opØ-
rations effectuØes. En fonction, des opØrations utilisØes on peut retrouver soit des erreurs d’initialisation,
soit des erreurs de dØpendances. Ce travail pourra Œtre effectuØ à moyen terme, il ne prØsente pas de
difcultØs particuliŁres.
Treillis de polyèdres Nous revenons ici sur l’Øchec de l’itØration de la recherche d’auto-dØpendance
et de la substitution par constante lorsque le motif et l’expression dØnissant la variable qui est substi-
tuØe sont dØnis par deux opØrations distinctes. Nous supposons que nous voulons montrer la formule
suivante D : W ↓ v, oø W est dØnie par le motif DW : X.d1 ∨∧1 X.d2 et oø ∨∧1 est un opØrateur
boolØen tel que la valeur v est absorbante, et X une variable polyØdrique dØnie par la ∨∧2-expression
suivante(∨∧2 6= ∨∧1), (cf. section 1.2, chapitre 5) :
X = D1 : X.δ1 ∨∧2 X.δ2
La solution que nous envisageons ici est la suivante : gØnØrer de nouvelles formules en utilisant des
Z-polyŁdres. Intuitivement, l’idØe est de rechercher une rØpartition minimale des valeurs de X de sorte
que W vale v sur tout son domaine. Cette rØpartition permet d’obtenir un domaine D ′, et il reste alors
à vØrier la formule D′ : X ↓ tt. Pour obtenir le domaine D′, nous pourrons utiliser les rØsultats
existants sur les SystŁmes d’Additions de Vecteurs avec États (SAVE [87]) (un automate dont les arcs
sont des vecteurs de Zn), en particulier des rØsultats sur l’atteignabilitØ. En effet, comme nous utilisons
des dØpendances uniformes, ces dØpendances peuvent Œtre vues comme des vecteurs de Zn. Les SAVE
pourront aussi Œtre utilisØs pour effectuer des agrandissements de domaines, dans le cas oø ces domaines
sont des Z-polyŁdres.
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Propriétés de contrôles sur des signaux entiers À plus long terme, des travaux pourront Œtre menØs
sur la preuve de propriØtØs de contrôle sur des signaux entiers. Une premiŁre approche serait d’utiliser
les polyŁdres d’une maniŁre plus traditionnelle pour modØliser les valeurs des instances comme dans les
travaux menØs par Henzinger et al. autour de HYTECH [48], ceux de Asarin et al. autour de d/dt [6],
ceux de Silva et al. autour de CheckMate [94] ou enn ceux de Alur et al. autour de CHARON [3]. Les
polyŁdres permettent ici de reprØsenter des ensembles de valeurs entiŁres dans des automates hybrides
et fournissent ainsi une abstraction d’une classe restreinte de systŁmes paramØtrØs innis. L’idØe serait
donc de rajouter une dimension non contrainte aux domaines des variables pour reprØsenter la valeur de
chaque instance, puis de calculer des contraintes sur cette dimension qui reprØsenteraient la propriØtØ à
prouver.
Propriétés de vivacité Enn, il pourrait Œtre intØressant d’Øtudier des propriØtØs de vivacitØ. Ce pro-
blŁme est beaucoup plus difcile, il est liØ à notre reprØsentation des quanticateurs. Nous ne proposons
aucune piste actuellement.
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Annexe A
Démonstrations
1 Système de règles de preuve
Proposition 4.22 Soit S un systŁme, soient X et Y deux variables de ce systŁme telles que :
X = f
Y = e
oø f et e sont deux expressions polyØdriques, on a alors l’Øquivalence sØmantique suivante :
f ∼=DX f [e/Y ]
Démonstration : Soit ρ un environnement sémantiquement correct : ρ est bien défini, et ρ est un plus
petit point fixe de la sémantique deS. En appliquant récursivement la définition de la sémantique des
expressions, on est amené à prouver
ρ(Y ) = ρ(e)
Comme ρ est un plus petit point fixe de la sémantique de, on a
ρ = Q(Y = e)(ρ)
par définition de la sémantique des équations on obtient alors
ρ(Y ) = (dom(ρ(Y )) ∪ dom(E(e)(ρ)),
Supval(val(ρ(Y )), val(E(e)(ρ))))
Nous allons décomposer la preuve en deux parties : tout d’abord nous prouverons l’égalité des domaines,
puis nous regarderons les valeurs de Y et de e sous l’environnement ρ.
Domaine Nous voulons montrer que
dom(ρ(Y )) = dom(E(e)(ρ))
D’après la définition de la sémantique des équations on sait que
dom(ρ(Y )) = dom(ρ(Y )) ∪ dom(E(e)(ρ))
– Soit dom(ρ(Y )) = dom(E(e)(ρ)), et l’égalité est prouvée
– Soit dom(E(e)(ρ)) ⊂ dom(ρ(Y )), à partir de l’environnement ρ on peut construire un en-
vironnement ρ′ qui est un point fixe plus petit que ρ tel que pour tout point z appartenant à
dom(ρ(Y )) \ dom(E(e)(ρ)), val(ρ(Y ))[z] = ⊥, et pour tout z appartenant à dom(E(e)(ρ)),
val(ρ(Y ))[z] = Supval(val(ρ(Y )), val(E(e)(ρ))). Comme ρ est un plus petit point fixe, ρ = ρ ′,
or ρ′ n’est pas bien défini. On a donc l’égalité sur les domaines.
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Valeur On veut maintenant montrer que
val(ρ(Y )) = val(E(e)(ρ))
Comme ρ est bien défini, on sait que pour toute variable id et en tout point z de leur domaine
val(E(id)(ρ) 6= ⊥
Ainsi, en appliquant récursivement la sémantique des expressions sur e, on en déduit que
val(E(e)(ρ)) 6= ⊥
Comme val(E(e)(ρ)) est défini, val(ρ(Y )) est différent de ⊥.
– Soit val(ρ(Y )) = val(E(e)(ρ)),
– soit val(ρ(Y )) 6= val(E(e)(ρ)), alors on en déduit que val(ρ(Y )) = >. Cependant, si val(ρ(Y )) =
>, alors ρ n’est plus un petit point fixe, car on peut construire un environnement ρ ′ sémantique-
ment correct tel que val(ρ′(Y )) 6= val(E(e)(ρ′)). On a donc l’égalité sur les valeurs.
On a ainsi montré l’équivalence suivante :
f(Y ) ∼= f(e)
2 Itérations
Le but de ce thØorŁme est de caractØriser les cas oø l’itØration substitution par constante recherche
d’auto-dØpendance est nie lorsque la variable pour laquelle la recherche d’auto-dØpendance est effec-
tuØe contient des nØgations.
2.1 Le cas de la négation
Théorème 5.4 Soit W et X deux variables polyØdriques. Supposons que nous voulons prouver que
pour tout environnement ρ, ρ |= W : v oø v est la valeur absorbante de ∨∧1. Alors, si W et X sont
dØnies par les Øquations suivantes, oø l1, l2, l ∈ N∗ et ∀i ∈ {1, . . . , l},mi ∈ N∗ :
W = (
l1∨∧
1
j=1
X.dj)∨∧1 (
l2∨∧
1
j=1
¬X.d′j)
X =
l∨∧
2
i=1
mi∨∧
1
j=1
X.dij
Nous avons,
 itØrer alternativement la recherche d’auto-dØpendance et la substitution par constante est ni si
 l1 = l2 = 1,
 ou si l1 = 1 ∧ l2 > 1 ∧ ∀i, mi = 1,
 ou enn si l1 > 1 ∧ l2 = 1 ∧ l = 1
 itØrer alternativement la recherche d’auto-dØpendance et la substitution par constante est inni si
l1 > 1 et l2 > 1.
Nous ne dØmontrerons ici que le cas oø l1 = l2 = 1, les autres cas se montrent de maniŁre similaire.
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Démonstration : Nous supposons la variable W définie par l’équation suivante :
W = X.d1 ∨∧1 ¬X.d2
Après substitution de X par sa définition dans W , nous obtenons :
W = (
l∨∧
2
i=1
mi∨∧
1
j=1
X.dij ◦ d1)∨∧1 ¬(
l∨∧
2
i′=1
mi′∨∧
1
j′=1
X.di
′
j′ ◦ d2)
Nous distribuons la négation pour obtenir :
W = (
l∨∧
2
i=1
mi∨∧
1
j=1
X.dij ◦ d1)∨∧1(
l∨∧
1
i′=1
mi′∨∧
2
j′=1
¬X.di
′
j′ ◦ d2)
On distribue l’opérateur ∨∧1 dans le premier terme.
W =
l∨∧
2
i=1
((
mi∨∧
1
j=1
X.dij .d1)∨∧1(
l∨∧
1
i′=1
mi′∨∧
2
j′=1
¬X.di
′
j′ .d2))
Nous notons Wi la ∨∧1-expression telle que W = ∨∧2li=1Wi. On sépare l’expression indexée par i
′ en
deux selon si i = i′ ou non. On obtient alors :
Wi = (
mi∨∧
1
j=1
X.dij .d1)∨∧1(
mi∨∧
2
j′=1
¬X.dij′ ◦ d2)∨∧1(
l∨∧
1
(i′=1;i6=i′)
mi′∨∧
2
j′=1
¬X.di
′
j′ ◦ d2)
Nous notons W 1i et W
2
i les deux expressions suivantes :
W 1i = (
mi∨∧
1
j=1
X.dij ◦ d1)∨∧1(
mi∨∧
2
j′=1
¬X.dij′ ◦ d2)
W 2i =
l∨∧
1
(i′=1;i6=i′)
mi′∨∧
2
j′=1
¬X.di
′
j′ ◦ d2
Ainsi, Wi = W 1i ∨∧1W
2
i . Nous travaillons maintenant sur W
1
i . Après distribution de ∨∧1 dans le second
terme de W 1i , nous obtenons :
W 1i =
mi∨∧
2
j′=1
(¬X.dij′ ◦ d2 ∨∧1(
mi∨∧
1
j=1
X.dij ◦ d1))
Nous séparons maintenant en deux l’expression indexée par j selon si j = j ′ ou non. On obtient alors :
W 1i =
mi∨∧
2
j′=1
(¬X.dij′ ◦ d2 ∨∧1 X.d
i
j′ ◦ d1 ∨∧1(
mi∨∧
1
(j=1;j 6=j′)
X.dij ◦ d1))
On applique alors la recherche d’auto-dépendance pour obtenir :
W 1i =
mi∨∧
2
j′=1
W.dij′ ∨∧1(
mi∨∧
1
(j=1;j 6=j′)
X.dij ◦ d1))
En appliquant la substitution par valeur dans W 1i , et comme v est absorbante pour ∨∧1 nous obtenons,
pour tout i :
W 1i =
mi∨∧
2
j′=1
v∨∧1(
mi∨∧
1
(j=1;j 6=j′)
X.dij ◦ d1) =
mi∨∧
2
j′=1
v = v
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Nous substituons maintenant W 1i par sa valeur dans Wi :
Wi = v ∨∧1W
2
i = v
Il reste maintenant à substituer tous les W 1i par leur valeur dans W :
W = (
l∨∧
2
i=1
v) = v
Nous obtenons ainsi une constante et l’itération s’arrête.
2.2 Cas des branches multiples
Cette proposition est utilisØe pour dØterminer les cas oø l’itØration de la recherche d’auto-dØpendance
et de la substitution pa constante est nie lorsque la variable pour laquelle la recherche d’auto-dØpendance
est effectuØe est dØnie par plusieurs branche. Nous avons pour cela plonger le problŁme dans l’ensemble
des rationnels et projeter les dØpendances et les domaines sur un vecteur ~ω orthogonal à l’hyperplan sØ-
parant les domaines des deux branches de la variable ØtudiØe.
Proposition 5.6
α2 − α1 > 0 ∧ β1 ≤ 0 ∧ β2 ≥ 0
⇐⇒
q⋂
i=1
d−11 (δ
−1
1 )
i(P1) ∩ d
−1
2 (δ
−1
2 )
i(P2) 6= ∅,∀q ∈ N
Démonstration : Soit Ai l’intersection d−11 ◦ (δ
−1
1 )
i(P1) ∩ d
−1
2 ◦ (δ
−1
2 )
i(P2).
∀q ∈ N,
q⋂
i=1
Ai 6= ∅ (5.1)
est équivalent à
∀q ∈ N,∃x,∀0 ≤ j, j ′ ≤ q, x ∈ Aj ∩Aj′
Soit x un point tel que
∀0 ≤ j, j′ ≤ q, x ∈ Aj ∩Aj′
Ainsi, il existe y1,j, y′1,j′ dans P1 tel que
x = d−11 ◦ (δ
−1
1 )
j(y1,j) = d
−1
1 ◦ (δ
−1
1 )
j′(y′1,j′)
et y2,j, y′2,j′ dans P2, tel que
x = d−12 ◦ (δ
−1
2 )
j(y2,j) = d
−1
2 ◦ (δ
−1
2 )
j′(y′2,j′)
Notons xω la projection de x sur le vecteur ~ω. Puisque y1,j, y′1,j′ sont dans P1 et y2,j, y
′
2,j′ dans P2, il
existe γ1,j , γ′1,j′ > 0 et γ2,j, γ
′
2,j′ < 0, où γ1,j (respectivement γ
′
1,j′ , γ2,j, γ
′
2,j′) est la projection sur le
vecteur ~ω de y1,j (respectivement y1,j′ , y2,j, y′2,j′) tels que
xω = (γ1,j − α1 − jβ1)~ω = (γ2,j − α2 − jβ2)~ω
= (γ′1,j′ − α1 − j
′β1)~ω = (γ
′
2,j′ − α2 − j
′β2)~ω (5.2)
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En utilisant l’équation (5.2), l’expression (5.1) peut ainsi se réécrire de la manière suivante :
∀q ∈ N, ∀0 ≤ j, j ′ ≤ q ∃γ1,j, γ
′
1,j′ > 0 γ2,j , γ
′
2,j′ < 0
γ1,j − α1 − jβ1 = γ2,j − α2 − jβ2 (5.3)
γ1,j − α1 − jβ1 = γ
′
2,j′ − α2 − j
′β2 (5.4)
γ′1,j′ − α1 − j
′β1 = γ2,j − α2 − jβ2 (5.5)
Puisque l’égalité(5.3) est vraie pour tout 0 ≤ j ≤ q, elle est vraie pour j = 0. Il s’ensuit que
γ2,0 − γ1,0 = α2 − α1. Ainsi, nous obtenons ∃γ1,0 < 0, γ2,0 > 0, γ2,0 − γ1,0 = α2 − α1 ce qui est
équivalent à α2 > α1.
Puisque γ ′2,j′ > 0 et γ1,j < 0, nous pouvons transformer l’égalité (5.4) dans l’inégalité suivante :
α2 − α1 + j
′β2 − jβ1 > 0
Si j′ = 0 et j = q, nous avons
α2 − α1 > qβ1
Ainsi α2−α1
q
≥ β1. Puisque l’inégalité doit être vraie pour tout q ∈ N, cela implique que β1 ≤ 0.
De manière similaire, en utilisant l’équation (5.5), nous obtenons β2 ≥ 0. Inversement, si α2 − α1 >
0 ∧ β2 − β1 ≥ 0 ∧ β1 ≤ 0 ∧ β2 ≥ 0, il existe γ1,j, γ′1,j′ < 0, γ2,j , γ
′
2,j′ > 0, tels que les égalités (5.3),
(5.4), et (5.5) soient vraies.
2.3 Motifs définis par plusieurs variables
Le but est encore d’Øtudier les cas oø l’itØration de la recherche d’auto-dØpendance et de la sub-
stitution par constante sont nies, en supposant cette fois-ci la variable W , variable pour laquelle la
recherche d’auto-dØpendance est effectuØe, dØnie à l’aide de plusieurs variables.
Nous supposons ici W dØnie par :
W = X.d1 ∨∧1 Y.d2
Théorème 5.9 Nous allons ici donner quelques cas oø la recherche d’auto-dØpendance rØussit :
 Si les variables X et Y sont dØnies par les Øquations suivantes :
X = X.δ1 ∨∧1 . . .
Y = Y.δ2 ∨∧1 . . .
alors, la recherche d’auto-dØpendance rØussira si et seulement si les dØpendances δ1 et δ2 sont
parallŁles.
 Si les variables X et Y sont dØnies par les Øquations suivantes :
X = Y.δ1 ∨∧1 . . .
Y = X.δ2 ∨∧1 . . .
alors, la recherche d’auto-dØpendance rØussira.
 Si maintenant la variable X est dØnie par l’Øquation suivante :
X = Y.δ2 ∨∧1 X.δ1 . . .
alors la recherche d’auto-dØpendance rØussira si et seulement si
δ2 = d2 ◦ δ1 ◦ d
−1
1
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Démonstration :
– Nous commençons par traiter le deuxième cas, à savoir X et Y définies par les équations sui-
vantes :
X = Y.δ1 ∨∧1 . . .
Y = X.δ2 ∨∧1 . . .
Nous substituons X et Y par leurs définitions dans la variable W , et nous effectuons la recherche
d’auto-dépendance. Nous ne pouvons écrire qu’un seul système qui correspond au système 5.4 du
lemme 5.2. Ainsi nous avons une solution à ce système si et seulement si
δ1/2 + d1 = δ2/2 + d2
Si nous n’avons pas l’égalité, il suffit alors d’effectuer une étape de substitution supplémentaire et
nous obtenons alors le système suivant :
δ1 ◦ δ2 ◦ d1 = d1 ◦ f
δ1 ◦ δ2 ◦ d2 = d2 ◦ f
Nous reconnaissons le système 5.1 du lemme 5.2 et nous trouvons une solution.
– Si maintenant nous regardons le premier cas, à savoir X et Y définies par les équations suivantes :
X = X.δ1 ∨∧1 . . .
Y = Y.δ2 ∨∧1 . . .
L’idée est de substituer X et Y un certain nombre de fois pour obtenir le système 5.1 du lemme 5.2.
Il suffit de trouver deux entiers u et v tels que δu1 = δ
v
2 . On substitue alorsX u fois par sa définition
et Y v fois par sa définition. On obtient alors le système suivant :
δu1 ◦ d1 = d1 ◦ f
δv2 ◦ d2 = d2 ◦ f
et nous avons une solution.
– Nous traitons maintenant le dernier cas, il suffit simplement de substituer X par sa définition et
nous obtenons lors de la recherche d’auto-dépendance le système
δ1 ◦ d1 = d1 ◦ f
δ2 ◦ d2 = d2 ◦ f
En le résolvant nous trouvons qu’il y a une solution si et seulement si
δ2 = d2 ◦ δ1 ◦ d
−1
1
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Annexe B
Quelques rappels d’algèbre
Définition B.1 (Groupe) Un groupe G est un ensemble muni d’une opØration (loi de composition in-
terne), notØe ici +, qui à tout couple (x, y) de G associe un ØlØment, notØ x+ y, de G pour laquelle les
axiomes suivants sont vØriØs :
 la loi + est associative : (x+ y) + z = x+ (y + z) pour tout x, y et z de G,
 la loi + possŁde un ØlØment neutre n : x+ n = n+ x = x
 pour tout x deG tout ØlØment x deG possŁde un symØtrique x′ pour la loi + : x+x′ = x′+x = n
Un groupe est dit abØlien ou commutatif si sa loi de composition est commutative : x+ y = y + x pour
tout x et tout y de G.
Définition B.2 (Anneau) On appelle anneau un groupe abØlien A muni d’une seconde loi ∗, appelØe
multiplication, associative et distributive sur la loi de groupe (addition), Pour tout triplet (a, b, c) d’ØlØ-
ments de A :
 associativitØ : (a ∗ b) ∗ c = a ∗ (b ∗ c)
 distributivitØ a ∗ (b+ c) = a ∗ b+ a ∗ c et (a+ b) ∗ c = a ∗ c+ b ∗ c .
Un anneau est dit commutatif si la multiplication l’est. L’ØlØment neutre du groupe est appelØ zØro. Una
nneau est dit unitaire si la multiplication admet un ØlØment neutre, on appelle cet ØlØment l’ØlØment
unitØ.
Définition B.3 (Corps) Un anneau dans lequel tout ØlØment non nul admet un symØtrique pour la mul-
tiplication est un corps.
Définition B.4 (Espace Vectoriel) Soit K un corps commutatif d’ØlØment unitØ notØ 1. On nomme es-
pace vectoriel sur K, un ensemble E muni d’une loi de composition interne (+) confØrant à E la
structure de groupe abØlien, et d’une seconde loi dite externe, application de E × K dans E notØe ici
par un simple point · faisant intervenir les ØlØments de K, appelØs scalaires. Cette loi externe est sou-
vent appelØe multiplication scalaire et doit vØrier les axiomes suivants, x et y dØsignant des ØlØments
(vecteurs) de E, a et b dØsignant des scalaires
 a · (x+ y) = a · x+ a · y
 (a+ b) · x = a · x+ b · x
 a · (b · x) = ab · x
 1 · x = x
Si K est un anneau commutatif unitaire, alors E sera un module.
Définition B.5 (Algèbre) ConsidØrons un corps K. Une algŁbre sur K est un espace vectoriel sur K
muni, en outre, d’une seconde loi interne (multiplication) distributive par rapport à la loi de groupe
207
(addition de la structure d’espace vectoriel). Si cette multiplication est associative (resp. commutative)
l’algŁbre est dite associative (resp. commutative).
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Annexe C
Résolution d’équations sous forme
matricielle dans Z
Dans cette partie, nous allons voir comment rØsoudre une Øquation de la forme Ax = b, oø A
est une matrice de Zn×m. Nous allons d’abord dØterminer si le systŁme admet une solution, et le cas
ØchØant l’exhiber. Puis, si le systŁme admet une solution, nous les trouverons toutes, en calculant une
base du noyau de A. Le principe est d’Øchelonner la matrice A, c’est-à-dire de la transformer en matrice
triangulaire infØrieure. Les rØsultats que nous exposons ici sont dØmontrØs dans [71].
Définition C.1 (Équivalence à droite) Soient A et A′ deux matrices à coefcients entiers. Elles sont
dites Øquivalentes à droite si et seulement si il existe une matrice inversible R, vØriant A ′ = AR. Cette
propriØtØ dØnit bien sßr une relation d’Øquivalence.
Les matrices A et A′ ont ainsi la mŒme image. Nous allons exhiber une classe de matrices dont
l’image est facile à calculer : c’est le cas des matrices ØchelonnØes.
Théorème C.2 Il existe un algorithme qui, appliquØ à une matrice A de dimension Zn×m, fournit une
transformation à droite rØversible qui Øchelonne A, donnant une nouvelle matrice A ′. Plus prØcisØment,
cet algorithme, appliquØ à A fournit un couple (A′, R) oø A′ est une matrice n × m ØchelonnØe, et
R une matrice m × m de dØterminant 1 dont l’inverse est à coefcients entiers. Ce couple est tel que
A′ = AR.
Exhiber une solution à l’Øquation revient à savoir Øcrire explicitement le vecteur b comme combi-
naison linØaire des colonnes de A. En considØrant la matrice obtenue en bordant à droite la matrice A
par le vecteur b, nous Øtudierons le problŁme suivant :
Étant donnØ une matrice C , à n lignes et m + 1 colonnes, dØterminer si la derniŁre colonne Cm+1 est
combinaison linØaire des colonnes prØcØdentes C1, C2, . . . , Cm, et si oui expliciter une telle combinai-
son linØaire.
Théorème C.3 Soit C une matrice n× (m+ 1) à coefcients entiers. DØsignons par C ′ et R les deux
matrices fournies par l’algorithme d’Øchelonnement en colonnes (R est la matrice carrØe inversible
et C ′ la matrice ØchelonnØe telles que C ′ = CR). Si R Øgale (ri j), les deux propriØtØs sont alors
Øquivalentes :
 la derniŁre colonne Cm+1 est combinaison linØaire des colonnes C1, C2, . . . , Cm,
 la colonne C ′m+1 est nulle et rm m est inversible.
La derniŁre ligne de R est alors (0, 0, . . . , 0, 0, 1) et on a la relation :
Cm+1 = −(r1 m+1C1 + r2 m+1C2 + · · ·+ rm m+1Cm)
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Il ne reste plus qu’à calculer le noyau de la matrice A.
Proposition C.4 Soit A une matrice n×m à coefcients entiers, et R et A′ les deux matrices fournies
par l’algorithme d’Øchelonnement en colonnes. Si A′k+1, A′k+2, . . . , A′m sont les colonnes nulles de A′,
alors les derniŁres colonnes Rk+1, . . . , Rm forment une base du noyau de A,
Tous ces rØsultats permettent de rØsoudre le systŁme ØtudiØ. Pour rØsumer, nous Ønonçons la propo-
sition suivante :
Proposition C.5 DØsignons par (A | b) la matrice constituØe de la matrice A bordØe à droite par
le vecteur b. Alors (A | b) est l’application linØaire de Zm × Z dans Zn, qui à (x, xm+1) associe
Ax+ bxm+1.
Soit (A′ | b′) la matrice ØchelonnØe obtenue par l’algorithme d’Øchelonnement à partir de la matrice
(A | b), et R la matrice de passage vØriant (A | b)R = (A′ | b′).
 Le systŁmeAx = b admet une solution si et seulement si la derniŁre ligne deR est (0, 0, . . . , 0, 0, 1)
et si le vecteur b′ est nul. Ces deux conditions fournissent alors la solution particuliŁre −R¯m+1,
oø −R¯m+1 est le vecteur formØ par les m premiŁres composantes de Rm+1.
 Dans ce cas, A′ est une matrice ØchelonnØe Øquivalente à gauche à A. Soit k ∈ [1,m] tel que
les colonnes nulles de A soient exactement celles d’indice supØrieur à k ; alors les vecteurs
R¯k+1, R¯k+2, . . . , R¯m+1 forment une base du noyau de A.
Le problŁme que nous voulons rØsoudre est le suivant : nous cherchons la matrice X de Zm×p telle
que AX = B oø A est une matrice de Zn×m, et B une matrice de Zn×p.
Proposition C.6 La matrice X solution d’un tel systŁme s’Øcrit sous la forme X = ξ+Γ.β oø ξ est une
solution particuliŁre, les colonnes de Γ forment une base du noyau deA, et β est une matrice quelconque
de Zk×p oø k est la dimension du noyau de A.
Démonstration : Soient x1, . . . , xp les lignes de X et b1, . . . , bp les colonnes de B. Pour tout i, nous
savons résoudre le système A.xi = bi, et nous obtenons
xi = ξi +
∑
j
βi,jγj
où ξi est la solution particulière et γj un vecteur du noyau de A. Notons k la dimension du noyau de A
et Γ la matrice de Zm×k dont les colonnes sont les vecteurs γj . Si βi est le vecteur de dimension k, alors
on peut écrire xi de la manière suivante :
xi = ξi + Γ.βi
On note ξ la matrice de Zn×m dont les lignes sont les vecteurs ξi, et β la matrice dont les colonnes sont
les vecteurs βi. Alors la matrice X vaut :
X = ξ + Γ.β
Le deuxiŁme problŁme que nous rencontrons est comment calculer l’intersection de deux ensembles
S1 = {ξ1 + Γ1.β1 | β1 ∈ Z
k×p} et S2 = {ξ2 + Γ2.β2 | β2 ∈ Zk×p}. On cherche donc à calculer β1 et
β2 tels que
ξ1 + Γ1.β1 = ξ2 + Γ2.β2
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En Øcrivant l’Øquation diffØremment, on cherche à rØsoudre l’Øquation :
Γ1.β1 − Γ2.β2 = ξ2 − ξ1
Si on pose (Γ1 | −Γ2) la matrice Γ1 bordØe à droite par la matrice −Γ2, et si on pose
(
β1
β2
)
la matrice
β1 bordØe en dessous par la matrice β2, on veut rØsoudre :
(Γ1 | −Γ2).
(
β1
β2
)
= ξ2 − ξ1
Pour rØsoudre un systŁme, il suft d’appliquer la proposition C.6.
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Annexe D
Z-polyèdres
Nous rappelons que l’image d’un polyŁdre par une dØpendance quelconque n’est pas un polyŁdre
mais une union innie de polyŁdres. Pour illustrer, prenons l’exemple suivant. Soit D le domaine {t, i |
0 ≤ i ≤ t; 0 ≤ i ≤ N} oø N est un paramŁtre, et prenons la dØpendance d suivante (t, i → t −
1, 2i). Cette dØpendance est afne. Nous avons reprØsentØ en gure D.1 le polyŁdre D et son image
d. Clairement, l’image n’est pas un polyŁdre, mais une union innie de polyŁdres. Cependant, nous
remarquons que cette union est « rØguliŁre », c’est l’ensemble des points (t, i) appartenant à {t, 2i | 0 ≤
i ≤ t+ 1; i ≤ N}. On retrouve la structure d’un polyŁdre, les contraintes sont linØaires, mais au lieu de
contenir les points (t, i) respectant les contraintes, l’ensemble contient les points (t, 2i) oø (t, i) respecte
les contraintes. C’est ce que l’on appelle un Z-polyŁdre [85].
(a) Polyèdre :D = {t, i | 0 ≤ i ≤ t; i ≤ N} (b) Image de D par d
FIG. D.1  PolyŁdre et son image par une dØpendance uniforme
Donnons maintenant une dØnition formelle de cette notion.
Définition D.1 (Z-Polyèdre) Un Z-PolyŁdre est l’intersection d’un polyŁdre et d’un Z-module (cf an-
nexe B).
La librairie polyØdrique a ØtØ Øtendue aux Z-polyŁdres. Ainsi, nous pouvons calculer les images et
prØimages de Z polyŁdres par des dØpendances, afnes, calculer l’union, l’intersection, la diffØrences
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(a) Polyèdre :{t, i | 0 ≤ i ≤ t; i ≤ N} (b) Z-module : {2t, i | t ≥ 0; i ≥ 0} (c) Z-polyèdre : {2t, i | 0 ≤ i ≤ 2t; i ≤ N}
FIG. D.2  PolyŁdre, Z-module, Z-polyŁdre
de deux Z-polyŁdres. Les diffØrentes rŁgles de preuve que nous avons implØmentØs ne s’appliquent
actuellement qu’à des polyŁdres, mais leur extension aux Z-polyŁdres ne devrait pas poser de problŁme.
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Annexe E
Liste des fonctions implémentant les règles
de preuve
 substitution_constante : Cette fonction implØmente la rŁgle de substitution par constante. Elle
se dØnit de la maniŁre suivante :
substitution_constante : (〈X,D, v〉 , S)−→(
〈
X ′,D, v
〉
, S′)
oø X ′ est la variable dØnie par l’expression de X aprŁs substitution et oø S ′ est le systŁme
S contenant la variable X ′ et l’Øquation dØnissant X ′. S’il existe une preuve pour la formule
Øtendue D : X ′ ↓ v dans le systŁme S ′, alors il existe une preuve de D : X ↓ v.
 équation : Cette fonction correspond à la rŁgle de l’Øquation.
équation : (〈X,D, v〉 , S)−→(〈e,D, v〉 , S)
oø e est l’expression dØnissant X .
 simplification : Cette fonction implØmente la rŁgle de simplication.
simplification : (〈e,D, v〉 , S)−→(
〈
e′,D, v
〉
, S)
oø e′ correspond à la simplication de l’expression e.
Plutôt que de rØØcrire une fonction de simplication pour les expressions polyØdriques, nous avons
prØfØrØ utiliser la simplication offerte par Mathematica. Pour cela, nous commençons par tra-
duire l’expression polyØdrique reprØsentØe par un arbre syntaxique en une expression boolØenne
Mathematica. Puis, sur cette expression boolØenne Mathematica, nous utilisons la simplication
propositionnelle de Mathematica. Enn, nous retraduisons le rØsultat en une expression ALPHA.
 séparation_branches : Cette fonction implØmente la rŁgle de sØparation des branches. Cette
sØparation gØnŁre plusieurs ls.
séparation_branches(〈e,D, v〉 , S) −→ ([〈e1,D1 ∩ D, v〉 , . . . , 〈en,Dn ∩ D, v〉], S)
oø e est l’expression dØnie par :
e =

D1 : e1
.
.
.
Dn : en
 ajout_variable : Cette fonction implØmente la rŁgle d’ajout de variable.
ajout_variable : (〈e,D, v〉 , S) −→ (
〈
X ′,D, v
〉
, S′)
Le systŁme S ′ correspond au systŁme S auquel a ØtØ ajoutØe la variable X ′ dØnie par e et son
Øquation. L’expression e est une sous-expression de la variable X .
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 recherche_auto_dépendance : Cette fonction implØmente la rŁgle de recherche d’auto-dØpendance.
Pour cette recherche, il faut prendre quelques prØcautions avant d’appliquer la fonction et s’as-
surer que la recherche d’auto-dØpendance itØrØe avec une substitution par constante ne va pas
engendrer une construction innie. Deux cas peuvent se produire :
 soit la recherche d’auto-dØpendance peut engendrer une construction innie et dans ce cas nous
n’appliquons pas la fonction,
 soit la recherche d’auto-dØpendance n’engendre pas de comportement inni et la construction
continue.
Si la fonction est appliquØe, le systŁme de sortie est diffØrent du systŁme d’entrØe.
recherche_auto_dépendance : (〈X,D, v〉 , S) −→ (
〈
X ′,D, v
〉
, S′)
oø la variableX ′ est sØmantiquement Øquivalent àX , mais est dØnie à l’aide d’auto-dØpendances.
Le systŁme S ′ correspond au systŁme S et contient de plus la variable X ′ et l’Øquation dØnissant
cette variable.
 séparation_opérandes : Cette fonction implØmente la rŁgle de sØparation des opØrandes. Si l’ex-
pression e est dØnie par une ∨∧-expression ( e1 ∨∧ e2) et que v est neutre pour ∨∧ nous gØnØrons
une liste de deux ls correspondant aux expressions e1 et e2. Le systŁme de sortie est identique
au systŁme d’entrØe.
séparation_opérande. : (〈e1 ∨∧ e2,D, v〉 , S) −→ ([〈e1,D, v〉 , 〈e2,D, v〉], S)
 négation : Cette fonction correspond à implØmente la rŁgle de nØgation.
négation : (〈¬e,D, v〉 , S) −→ (〈e,D,¬v〉 , S)
 dépendance : Cette fonction implØmente la rŁgle de la dØpendance.
dépendance : (〈Y.d,D, v〉 , S) −→ (
〈
Y, d−1(D), v
〉
, S)
 forme_normale : Cette fonction implØmente la rŁgle de mise sous forme normale. Cette fonction
est utilisØe avant la fonction de sØparation des opØrandes, elle transforme l’expression dans la
forme normale telle que v soit neutre.
forme_normale : (〈e,D, v〉 , S) −→ (
〈
e′,D, v
〉
, S)
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Annexe F
Systèmes de règles de preuve
1 Systèmes de règles de preuve des formules
Dans le chapitre 4, lorsque nous avons donnØ notre premier systŁme de rŁgles de preuve, nous avons
prØcisØ que ce systŁme n’Øtait pas complet : les rŁgles que nous avons proposØes ne s’appliquaient qu’à
la partie droite du sØquent. Le but Øtait simplement de donner le principe de ces diffØrentes rŁgles.
Nous allons donc maintenant complØter notre systŁme en donnant le rØsultat des rŁgles de preuve qui
s’appliquent au contexte. Comme toutes nos rŁgles de preuve sont inversibles, nous allons pouvoir les
utiliser sur le contexte. Voici donc les rŁgles de preuve s’appliquant au contexte.
Les formules sont reprØsentØes par f . Les systŁmes sont notØs S, S ′, S′′, les listes de motifs L,L′,L′′
. Enn, D reprØsente un domaine polyØdrique, et e, e1, e2 des expressions polyØdriques. Remarquons
que la liste de formules n’est modiØe que par les rŁgles de recherche de motifs et de recherche d’auto-
dØpendances.
 Axiomes à droite :
Γ;S,L ` D : True ↓ tt;S,L
AX1 DROITE
Γ;S,L ` {} : e ↓ v;S,L
AX2 DROITE
Γ;S,L ` D : False ↓ ff ;S,L AX3 DROITE
 Axiomes à gauche :
D : True ↓ ff ,Γ;S,L ` f ;S,L AX1 GAUCHE D : False ↓ tt,Γ;S,L ` f ;S,L AX3 GAUCHE
 Élimination à gauche :
Γ;S,L ` f ;S,L
D : True ↓ tt,Γ;S,L ` f ;S,L
EL1
Γ;S,L ` f ;S,L
{} : e ↓ v,Γ;S,L ` f ;S,L
EL2
Γ;S,L ` f ;S,L
D : False ↓ ff ,Γ;S,L ` f ;S,L EL3
Il n’y a pas d’Ølimination à droite car notre systŁme ne permet pas d’avoir des ensembles de
formules à droite pour le moment.
 RŁgles de dØcompositions des opØrandes à droite :
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Γ;S,L ` D : e1 ↓ tt;S
′,L′, Γ;S′,L′ ` D : e2 ↓ tt;S
′′,L′′
Γ;S,L ` D : e1 ∧ e2 ↓ tt;S
′′,L′′
ET DROITE
Γ;S,L ` D : e1 ↓ ff ;S′,L′, Γ;S′,L′ ` D : e2 ↓ ff , S′′,L′′
Γ;S,L ` D : e1 ∨ e2 ↓ ff ;S′′,L′′
OU DROITE
 RŁgles de dØcompositions des opØrandes à gauche :
D : e1 ↓ tt,D : e2 ↓ tt,Γ;S,L ` f ;S
′,L′
D : e1 ∧ e2 ↓ tt,Γ;S,L ` f ;S
′′,L′′
ET GAUCHE
D : e1 ↓ ff ,D : e2 ↓ ff ,Γ;S,L ` f ;S ′,L′
D : e1 ∨ e2 ↓ ff ,Γ;S,L ` f ;S ′′,L′′
OU GAUCHE
 RŁgle de la nØgation à droite :
Γ;S,L ` D : e ↓ ff ;S ′,L′
Γ;S,L ` D : ¬e ↓ tt;S ′,L′
NEG1 DROITE
Γ;S,L ` D : e ↓ tt, S ′,L′
Γ;S,L ` D : ¬e ↓ ff ;S ′,L′ NEG2 DROITE
 RŁgle de la nØgation à gauche :
D : e ↓ ff ,Γ;S,L ` f ;S ′,L′
D : ¬e ↓ tt,Γ;S,L ` f ;S ′,L′
NEG1 GAUCHE
D : e ↓ tt,Γ;S,L ` f ;S ′,L′
D : ¬e ↓ ff ,Γ;S,L ` f ;S ′,L′ NEG2 GAUCHE
 RŁgle de la dØpendance à droite :
Γ;S,L ` d(D) : e : v;S ′,L′
Γ;S,L ` D : e.d ↓ v;S ′,L′
DEP DROITE
 RŁgle de la dØpendance à gauche :
d(D) : e : v, S ′,Γ;S,L ` f ;S ′,L′
D : e.d ↓ v,Γ;S,L ` f ;S ′,L′
DEP GAUCHE
 RŁgle de l’Øquation à droite :
Γ;S,L ` D :

D1 : e1
.
.
.
Dn : en
↓ v;S′,L′
Γ;S,L ` D : X ↓ v;S ′,L′
EQ DROITE
si X =

D1 : e1
.
.
.
Dn : en
est une Øquation de S
 RŁgle de l’Øquation à gauche :
D :

D1 : e1
.
.
.
Dn : en
↓ v,Γ;S,L ` f ;S ′,L′
D : X ↓ v,Γ;S,L ` f ;S ′,L′
EQ GAUCHE
si X =

D1 : e1
.
.
.
Dn : en
est une Øquation de S
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 RŁgle de sØparation des branches à droite :
Γ;S,L ` D ∩ D1 : e1 ↓ v, S1,L1 . . . ,Γ;Sn−1,Ln−1 ` D ∩ Dn : en ↓ v;Sn,Ln
S,L `

D1 : e1
.
.
.
Dn : en
↓ v;Sn,Ln
SEP DROITE
 RŁgle de sØparation des branches à gauche :
D ∩D1 : e1 ↓ v, . . . ,D ∩Dn : en ↓ v,Γ;S,L ` f ;S
′,L′
D1 : e1
.
.
.
Dn : en
↓ v,Γ;S,L ` f ;S ′,L′
SEP GAUCHE
 RŁgle de l’ajout de variable à droite :
S′,L ` D : X ↓ v;S ′′,L′
S,L ` D : e ↓ v;S ′′,L′
NOUV DROITE
oø S′ est le systŁme S auquel on a ajoutØ la variable X dØfinie par l’expression e sur le domaine
de e.
 RŁgle de l’ajout de variable à gauche :
D : X ↓ v,Γ;S ′,L ` f ;S′′,L′
D : e ↓ v,Γ;S,L ` f ;S ′′,L′
NOU GAUCHE
oø S′ est le systŁme S auquel on a ajoutØ la variable X dØnie par l’expression e sur le domaine
de e.
 RŁgle de la simplication à droite :
Γ;S′,L ` D : X ↓ v;S ′′,L′
Γ;S,L ` D : X ↓ v;S ′′,L′
SIMP DROITE
Le systŁme S ′ est le systŁme S dans lequel toutes les constantes ont ØtØ supprimØes en appliquant
rØcursivement les techniques de simplification vues dans le chapitre 4.
 RŁgle de la simplication à gauche :
D : X ↓ v,Γ;S ′,L ` f ;S′′,L′
D : X ↓ v,Γ;S,L ` f ;S ′′,L′
SIMP GAUCHE
Le systŁme S ′ est le systŁme S dans lequel toutes les constantes ont ØtØ supprimØes en appliquant
rØcursivement les techniques de simplication vues dans le chapitre 4.
 RŁgle de substitutions par constante à droite :
Γ;S′,L ` D : X ↓ v;S ′′,L′
Γ;S,L ` D : X ↓ v;S ′′,L′
SUBS DROITE
oø toutes les occurrences de X sur le domaine le systŁme D ont ØtØ substituØes par v dans le
systŁme S ′.
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 RŁgle de substitutions par constante à gauche :
D : X ↓ v,Γ;S ′,L ` f ;S′′,L′
D : X ↓ v,Γ;S,L ` f ;S ′′,L′
SUBS GAUCHE
oø toutes les occurrences de X sur le domaine le systŁme D ont ØtØ substituØes par v dans le
systŁme S ′.
 RŁgle de recherche d’auto-dØpendances à droite :
S′,L′ ` D : X ↓ v;S ′′,L′′
S,L ` D : X ↓ v;S ′′,L′′
AUTO DROITE
oø S′ est le systŁme S dans lequel la dØfinition de la variable X est substituØe par la dØfinition
rØcursive obtenue par la recherche d’auto-dØpendance et L′ contient la liste L et le motif associØ
à X .
 RŁgle de recherche d’auto-dØpendances à gauche :
D : X ↓ v,Γ;S ′,L′ ` f ;S′′,L′′
D : X ↓ v,Γ;S,L ` f ;S ′′,L′′
AUTO GAUCHE
oø S′ est le systŁme S dans lequel la dØfinition de la variable X est substituØe par la dØfinition
rØcursive obtenue par la recherche d’auto-dØpendance et L′ contient la liste L et le motif associØ
à X .
 RŁgle de recherche de motifs à droite :
Γ;S′,L′ ` D : X ↓ v;S ′′,L′′
Γ;S,L ` D : X ↓ v;S ′′,L′′
MOTIF DROITE
Sur le domaine D la variable X est dØnie par un motif e. Le systŁme S ′ correspond au systŁme
dans lequel toutes les occurrences du motif e ont ØtØ substituØes par X , puis une substitution par
constante de X sur le domaine D a ØtØ effectuØe. La liste de motifs L′ contient la liste L et le
motif associØ à X .
 RŁgle de recherche de motifs à gauche :
D : X ↓ v,Γ;S ′,L′ ` f ;S′′,L′′
D : X ↓ v,Γ;S,L ` f ;S ′′,L′′
MOTIF GAUCHE
Sur le domaine D la variable X est dØnie par un motif e. Le systŁme S ′ correspond au systŁme
dans lequel toutes les occurrences du motif e ont ØtØ substituØes par X , puis une substitution par
constante de X sur le domaine D a ØtØ effectuØe. La liste de motifs L′ contient la liste L et le
motif associØ à X .
Comme les rŁgles de preuve s’appliquant au contexte et à la partie droite du sØquent sont identiques
l’implØmentation est donc identique.
2 Systèmes de règles de preuve des formules généralisées
Dans cette section nous nous contentons de donner les rŁgles de preuve des formules gØnØralisØes.
Nous ne donnerons aucune dØnition pour la sßretØ de ces rŁgles et nous ne prouverons pas plus qu’elles
sont sßres. Ces rŁgles sont donnØes dans un but purement informatif.
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Définition F.1 (règles de preuve des formules généralisées) Soient F1 et F2 des formules gØnØrali-
sØes. Soient Γ,∆ des ensembles de formules, soient S, S ′, S′′ des systŁmes et soient L,L′,L′′ des listes
de motifs. Les rŁgles de preuve de bases sont dØnies de la maniŁre suivante :
 rŁgle de la conjonction
Γ;S `? ∆ ∪ {F1} Γ;S `
? ∆ ∪ {F2}
Γ;S `? ∆ ∪ {F1 ∧ F2}
CONJ. DROITE
{F1,F2} ∪ Γ;S `
? ∆
{F1 ∧ F2} ∪ Γ;S `
? ∆
CONJ. GAUCHE
 rŁgle de la disjonction
Γ;S `? ∆ ∪ {F1,F2}
Γ;S `? ∆ ∪ {F1 ∧ F2}
DISJ. DROITE
{F1} ∪ Γ;S `
? ∆ {F2} ∪ Γ;S `
? F
{F1 ∨ F22} ∪ Γ;S `
? ∆
DISJ. GAUCHE
 rŁgle de l’implication
{F1} ∪ Γ;S `
? ∆ ∪ {F2}
Γ;S `? ∆ ∪ {F1 =⇒ F2}
IMP. DROITE
Γ;S `? ∆ ∪ {F1} {F2} ∪ Γ;S `
? ∆
{F1 =⇒ F2} ∪ Γ;S `
? ∆
IMP. GAUCHE
 rŁgle de la nØgation
{F1} ∪ Γ;S `
? ∆
Γ;S `? ∆ ∪ {¬F1}
NÉG. DROITE
Γ;S `? ∆ ∪ {F1}
{¬F1} ∪ Γ;S `
? ∆
NÉG. GAUCHE
 rŁgle du passage aux formules. Si Γ et ∆ sont des ensembles de formules, et ∆ = f1, . . . , fn,
nous avons alors pour i ∈ {1, . . . , n} :
Γ;S ` fi}
Γ;S `? {f1, . . . , fn}
FORMULE i
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Résumé
Les travaux prØsentØs dans ce document sont orientØs vers la vØrication formelle de propriØtØs
de sßretØ dans le cadre de la conception des systŁmes enfouis. Nous nous plaçons dans le formalisme
du modŁle polyØdrique, combinaison des systŁmes d’Øquations rØcurrentes afnes avec les polyŁdes
entiers. Ce modŁle permet de faire de la synthŁse de haut niveau pour gØnØrer des architectures parallŁles
à partir de la description d’un systŁme rØgulier dont les dimensions sont dØnies par des paramŁtres
symboliques. Nous nous intØressons à la vØrication de propriØtØs de sßretØ portant sur des signaux
boolØens de contrôle, gØnØrØs ou introduits manuellement lors de la synthŁse. Les propriØtØs sur de
tels signaux seront appelØes propriØtØs de contrôle. Nous montrons dans ce document que le modŁle
polyØdrique est adaptØ pour la vØrication formelle de propriØtØs de contrôle.
Dans ce travail, nous dØveloppons une "logique polyØdrique" qui nous permet de spØcier et prouver
des propriØtØs dans le modŁle polyØdrique. La syntaxe et la sØmantique des formules logiques s’appuient
sur celles d’un langage de description de systŁmes d’Øquations rØcurrentes afnes sur des domaines po-
lyØdriques. Les rŁgles de dØduction sont de diffØrents types : des rŁgles "classiques" sur les connecteurs
logiques, des rŁgles de rØØcriture et des rŁgles induites par des calculs dans le modŁle. Nous dØvelop-
pons des algorithmes pour automatiser la construction des preuves, ainsi que des techniques heuristiques
permettant d’accØlØrer cette construction. Ces algorithmes nous permettent de prouver des propriØtØs
simples, comme par exemple la propriØtØ qu’un signal vaut toujours vrai pour un ensemble de proces-
seurs et une durØe dØterminØs. Nous prØsentons ensuite et commençons à dØvelopper des pistes an
d’enrichir notre logique pour exprimer des propriØtØs plus complexes, comme par exemple des propriØ-
tØs d’exclusion mutuelle. Nous prØsentons quelques tactiques de preuve pour ces propriØtØs plus riches.
Mots Clefs MØthodes formelles de vØrication, langages de spØcication matØrielle, synthŁse de trŁs
haut-niveau, systŁmes enfouis, co-design, systŁmes paramØtrØs, modŁle polyØdrique.
Abstract
This document deals with formal verication of safety properties in the context of embedded sys-
tems design. This work is based on the polyhedral model formalism, i.e., the combination of systems
of afne recurrence equations with integer polyhedra. This model is used in high level synthesis fot
generating parallel architectures from regular system descriptions, dimensions of which are dened by
means of symbolic parameters. We are interested in the verication of safety properties about boolean
control signals that are generated or manually introduced during the synthesis. We call control proper-
ties properties on such signals. We show in this document that the polyhedral model is well suited to the
formal verication of control properties.
In this work, we present a polyhedral logic that allows for specifying and proving properties in
the polyhedral model. The syntax and semantics of logical formulae are based on those of a description
language designed for systems of afne recurrence equations on polyhedral domains. There are different
kinds of deductions rules : classical rules on logical connectors, rewriting rules and rules induced
by the computations in the model. We present an algorithm to automatize the proof construction, and
heuristic techniques to speed up this construction. These algorithms allow for proving simple properties
like the fact that a signal is always true for a given set of processors and time instants. We then sketch
and begin to develop solutions that can be used to expand our logic so as to express and prove more
complex properties, like mutual exclusion properties for instance. We give some proof tactics for this
augmented formalism.
Keywords formal verication methods, hardware specication languages, high level synthesis, em-
bedded systems, co-design, parametred systems, polyhedral model.
