In this study, we use the recently released 2012 Community Structure−Activity Resource (CSAR) data set to evaluate two knowledge-based scoring functions, ITScore and STScore, and a simple force-field-based potential (VDWScore). The CSAR data set contains 757 compounds, most with known affinities, and 57 crystal structures. With the help of the script files for docking preparation, we use the full CSAR data set to evaluate the performances of the scoring functions on binding affinity prediction and active/inactive compound discrimination. The CSAR subset that includes crystal structures is used as well, to evaluate the performances of the scoring functions on binding mode and affinity predictions. Within this structure subset, we investigate the importance of accurate ligand and protein conformational sampling and find that the binding affinity predictions are less sensitive to non-native ligand and protein conformations than the binding mode predictions. We also find the full CSAR data set to be more challenging in making binding mode predictions than the subset with structures. The script files used for preparing the CSAR data set for docking, including scripts for canonicalization of the ligand atoms, are offered freely to the academic community.
INTRODUCTION
The prospect of reliably predicting protein−ligand interactions has important implications for studies of protein function at the molecular level and for the design of therapeutic interventions.
1−4 Abundant, publicly accessible databases containing accurate protein−ligand structures and binding affinity information are invaluable tools to assess and improve the docking and scoring methods used to predict protein−ligand interactions. 5, 6 The 2012 Community Structure−Activity Resource (CSAR) data set, publicly released on July third, contains 757 compounds with provided SMILES strings, 508 with known affinity values, 185 compounds designated to be inactive, and 57 compounds with an available protein−ligand crystal structure. These compounds span six protein targets. The compound affinities are given as either K d , K i , or IC 50 and come from several different assays. For compounds with an available protein−ligand crystal structure, the CSAR data set provides the complex, the separated ligand and protein in their native bound conformations, and a set of unbound ligand conformations generated as MOL2 files. In this work, we use the 2012 CSAR data set to evaluate two knowledge-based scoring functions recently developed by our laboratory, ITScore and STScore. We also evaluate a Lennard-Jones potential as a point of reference. ITScore 7, 8 was developed using a statistical mechanics-based iterative method to deal with the challenging reference state problem 9, 10 faced by knowledge-based scoring functions.
11−14
The approach starts by computing the native distance distributions for each atom pair type observed in the native ligand binding poses. This distribution is then compared to the same distribution but generated using a set of many decoy poses. Within the distribution that uses decoy ligand poses, each decoy is given a Boltzmann weight based on the free energy predicted for that decoy. The pair potentials can then be adjusted in a way that decreases the predicted free energy of the ligand in its native pose relative to the nearby decoy poses. This adjustment is done iteratively until the pair potentials are able to reliably distinguish the native ligand poses from the decoys. STScore is a knowledge-based scoring function that we developed to introduce a new method of handling the sparse data problem (not yet published). The overall approach is to combine a potential of mean force (PMF) with a simple forcefield-based potential where the relative weight given to either alternative is a function of their estimated inaccuracies. We use a Bayesian statistical model to estimate the inaccuracies in the PMF due to sparse count data, allowing the method to naturally increase the influence of the force-field-based alternative for any pairs or distances lacking training data. Both the PMF and force-field-based potentials used were simple, but the overall point of STScore is to demonstrate the concept of this sparse data method and to show that the method effectively combines the two component potentials, giving better predictions than either the PMF or force-field-based potential alone. The details of STScore will be described in a separate manuscript in preparation.
In this work, we use the 2012 CSAR data set to evaluate ITScore 7 and STScore. We also perform the same evaluations on a simple Lennard-Jones 6−12 potential 15, 16 as a reference. This potential, labeled VDWScore, uses the same van der Waals radii and well depths assigned for the van der Waals force in the initial potential of ITScore. 7 Consequently, ITScore and STScore are similar to VDWScore for close atom pair distances (e.g., clashes), and STScore is also similar to VDWScore for rare atom pair types.
In the following section, we will discuss the details of our evaluations of these three scoring functions. We will explain in detail how we prepared the 2012 CSAR data set for all the docking calculations and introduce, in the Appendix, some scripts and data files for use by future users of the CSAR data set. The scripts may also be of interest to others dealing with large-scale file preparation for docking. Though similar scripts are frequently used by scientists in the pharmaceutical industry for large-scale docking, the scripts are not available to many academic users. In the Results, we will give special emphasis to the importance of the native ligand and protein conformations and discuss the challenge of handling protein and ligand flexibility in docking.
METHODS
We used the 2012 CSAR data set to evaluate two scoring functions, ITScore and STScore. We also performed the same evaluations on a simple force-field-based potential based on the Lennard-Jones 6−12 potential. These three scoring functions have been described in the Introduction. All docking calculations were performed using the MDock 1.2 software package (http://zoulab.dalton.missouri.edu/software.htm). 7, 8 MDock uses a rigid sampling method that is based on DOCK 4. 16 First, spheres tangent to the protein surface are generated along the binding site. These are used to generate the initial putative ligand orientations by matching ligand atoms to the sphere points. These initial orientations are then minimized and assessed by the chosen scoring function. ITScore is the default scoring function used in MDock. For the STScore and VDWScore evaluations, the source code of MDock was modified only to include the STScore and VDWScore pair potentials and otherwise left in its original form.
2.1. Summary of Evaluations Performed. We evaluated the performance of ITScore, STScore, and VDWScore based on binding mode predictions and binding affinity predictions. For binding mode predictions, we computed the heavy-atom root-mean-square deviation (RMSD) between each docked ligand and the native, bound-state ligand. These predictions were then evaluated in terms of the percent success rate (where a prediction is considered successful if the top ranked ligand pose has an RMSD less than 2.0 Å). For binding affinity predictions, we computed the Pearson correlation between the docking scores and the known binding affinities of the compounds. These correlations were computed for three separate groups according to the affinity measure provided for the compound: K d , K i , or IC 50 . We also analyzed the ability of the scoring functions to distinguish between known actives and known inactives and present the data as a set of reciever operating characteristic (ROC) curves.
We analyzed the performance of the three scoring functions using both the native structures, where available, and various structure ensembles. For the ligands, the structure ensembles were generated using the software Omega (OpenEye, Inc.). For the proteins, the structure ensembles consist of either the available structures for a given protein group (for calculation on the full set of compounds in CSAR) or all of the these structures except the one bound to the ligand being docked (for subset of the CSAR data set that includes native protein−ligand structures). Because the full set of compounds includes many compounds with no available structure, we evaluated the scoring functions on the full set using only the Omegagenerated ligand ensembles docked to the protein ensembles. For this case we evaluated the binding affinity predictions and the active/inactive compound discrimination (as ROC curves).
For the subset of the CSAR data set with structures, we further generated data for six other cases. Specifically, to each native protein structure we docked (1) the corresponding native ligand conformation, (2) an ensemble of conformations generated by Omega from the connection table of the ligand MOL2 file, and (3) an ensemble consisting of the one native conformation along with the set of Omega-generated conformations. For each protein ensemble, we then docked (4) the ligand in its native, bound conformation, (5) the ensemble of conformations generated by Omega from the MOL2 connection table, and (6) an ensemble of conformations generated by Omega from the SMILES string provided in the CSAR data set. For these six cases we evaluated the performance of the scoring functions on binding affinity predictions and binding mode predictions. These data series are depicted in detail in the Results, and the preparation thereof is described in detail below.
2.2. CSAR Data Set Preparation. The CSAR data set contains SMILES strings for 757 compounds, 508 of which have known binding affinities. It also contains 57 protein− ligand crystal structures, some with known affinities and some without. In order to efficiently handle the data, we prepared a combined CSV datafile which contains a consistent identifier for each compound and as well as all of its associated nonstructural information. This associated information includes the known binding affinity, and a label specifying whether the affinity is given as K d , K i , or IC 50 . We also included the SMILES string, the type of assay used to measure the affinity, and a three-letter label specifying which protein the compound is associated with: "CDC" for Cyclin-dependent kinase 2 bound to Cyclin A, "CDK" for Cyclin-dependent kinase 2, "CHK" for Checkpoint kinase 1, "ERK" for extracellular signal-regulated kinase 2, "LPX" for LpxC (a zinc-dependent bacterial deacetylase), and "URO" for Urokinase plasminogen activator (a serine protease).
We also included several binary labels for each compound to aid in defining useful subsets. For example, one of the labels specifies if a crystal structure is available containing the compound bound to its associated protein, and other labels specify if the compound is designated to be active or inactive. This labeling strategy allows one to easily apply commands to subsets of the CSAR data set defined according to these labels. The CSV datafile, which will be available at the CSAR Web site (http://www.csardock.org), will be of use to future users of the CSAR data set. More details about this datafile can be found in the Appendix.
We began with the set of protein−ligand complexes provided as MOL2 files in the CSAR data set and the datafile mentioned above. All other files were generated using a combination of shell scripting, Python scripting of Chimera 17 in its commandline format, and the tools distributed with the MDock software package. All statistics were done using R (http://cran.r-project. org).
Within each of the six protein groups, we aligned all of the crystal structures provided in the CSAR data set using Chimera's default MatchMaker settings. We also used Chimera to save the protein and the ligand into separate MOL2 files and to convert these MOL2 files into PDB format. All the ligand files were visually inspected. The CSAR data set includes separated ligand and protein files; however we did not use these files because they were generated from the unaligned structures, which are less convenient for evaluating binding mode predictions.
We used Omega 2.4.3 (OpenEye, Inc.) to generate sets of ligand conformations. For each compound, the SMILES string 18 was used to generate one set of ligand conformations. For each compound with an available crystal structure (57 compounds), the MOL2 connection table was used to generate another set of conformations. The conformations generated by these two methods are the same, except in 11 cases where the SMILES strings contained ambiguous stereochemistry. In these cases, Omega handled this ambiguity by generating extra conformations to explore the stereochemistry. The conformations generated from the MOL2 file connection tables use the native stereochemistry. We used both of these methods because the former method is necessary in order to generate conformations for the full CSAR data set (including both compounds with and without structures) and the latter method is necessary in order to generate conformations having atom ID numbers consistent with the native structure. This ID number consistency makes the binding-mode RMSD calculations easier. Evaluations using both of these types of Omega-generated ligand ensembles give nearly identical results (as shown in the Results section).
When running Omega, we used the -fromCT option to ensure that the native coordinates were not being used to generate new conformations and the -flipper true option so that SMILES strings with ambiguous stereochemistry would be handled. We set -strictfrags to true for accuracy and -maxconfs to 100 to keep the computational time reasonable for later docking calculations. (For SMILES strings with ambiguous stereochemistry, this conformation limit applies to each generated isomer). We also used Omega with the -includeInput option to provide a MOL2 file of the native conformation but with the atom IDs modified to be consistent with the other generated conformations. In summary, for each compound, Omega was used to produce an ensemble of ligand conformations and a renumbered version of the one native conformation. We also concatenated these conformations to generate an ensemble consisting of the one native conformation along with the set of Omega-generated conformations for docking.
2.3. MDock Docking Preparation. We used UCSF dms 17 to generate the molecular surface of each protein structure, with the default probe radius of 1.4 Å. We used Sphgen_cpp 16 to generate spheres around the whole surface of each protein.
Finally, we used get_sph, 16, 19 included with the MDock software package (http://zoulab.dalton.missouri.edu/software. htm), to choose spheres in the vicinity of the protein binding site, which may be defined by a PDB file. We defined this binding site broadly by concatenated all the ligand PDB files from the native aligned structures into one file for each protein group, in order to reduce bias. For native-protein docking, all binding spheres within 3.0 Å of any ligand were included.
For non-native protein docking, we used the protein ensemble method, 19, 20 consistent with our approach in the CSAR benchmark exercise. To test this method on the full set, we first produced six protein ensembles by combining all of the included protein structures for each protein group (CDC, CDK, CHK, ERK, LPX, and URO). For example, the URO protein ensemble consists of the seven URO protein structures available within the CSAR data set: URO_4, URO_6, URO_7, URO_8, URO_9, URO_15, and URO_18. To prepare the binding sphere files for these six ensembles, we first used get_sph to generate sphere files specific to each bound structure. For each structure, the corresponding binding sphere file contains only the spheres generated for the protein surface of that structure, restricted to the spheres within 3.0 Å of the native, bound ligand position. Then for each protein ensemble, we concatenated all of the sphere files corresponding to the protein structures that constitute the ensemble. For example, the sphere file for the URO ensemble was made by concatenating the sphere files specific to the seven URO protein structures: URO_4, URO_6, URO_7, URO_8, URO_9, URO_15, and URO_18. Finally, we used clu_sph, 16, 19 included with MDock, to remove redundant spheres.
For the structure subset, we did not wish the docking calculations for any compound to benefit from the inclusion of the native protein structure for that compound within the ensemble. We therefore produced a different protein cross ensemble for each of the 56 compounds in the structure subset. Each cross ensemble includes all of the CSAR protein structures in the same protein group, except excluding the one protein structure that was bound to the compound in question. For example, the URO_6 cross ensemble consists of the six proteins structures that were not bound to the URO_6 ligand, that is: URO_4, URO_7, URO_8, URO_9, URO_15, and URO_18. This procedure was not possible for CDC (CDK2 bound to Cyclin A), for which only one crystal structure is available in the CSAR data set, CDC_260. Therefore, it was necessary to exclude CDC_260 from the protein cross-ensemble docking calculations performed on the structure subset, and for consistency, CDC_260 was also excluded from the native protein calculations on the structure subset. To generate a binding sphere file for each protein cross ensemble, we concatenated all of the sphere files corresponding to the protein structures that constitute that cross ensemble. For example, the sphere file for the URO_6 cross ensemble was made by concatenating the sphere files specific to the six protein structures in the URO_6 cross ensemble: URO_4, URO_7, URO_8, URO_9, URO_15, and URO_18. As with the full set ensembles, we used clu_sph 16, 19 to remove redundant spheres.
2.4. Scoring Method Evaluation. For binding mode predictions, we computed the RMSD between all nonhydrogen atoms in each docked ligand and all non-hydrogen atoms in the native, bound ligand. We evaluated the binding mode predictions in terms of the percent success rate. A prediction was considered successful if the RMSD between the docked ligand and the native ligand was less than 2 Å.
To evaluate the binding affinity predictions of the scoring functions, we computed the Pearson correlation between the docked scores and the experimentally determined binding affinities provided in the CSAR data set. Computing score− affinity correlations for all proteins in one group would not be appropriate, because the binding affinities for each group were obtained from assays that use different affinity measures. We therefore computed the correlation separately for each of the three affinity-measure groups: K i , K d , and IC 50 . The three correlation values were then averaged to provide a generalization of the scoring functions' performance across all the proteins in the CSAR data set. The average was computed by taking a weighted mean of the three groups, where the weight given to a group is equal to the number of proteins in that group: two protein targets in the K d group (considering CDC and CDK as one protein), two in the K i group, and one protein in the IC 50 group). We did not weight each affinity group equally, or according to the number of compounds in the group, because either of these methods would give about 30% of the weight to the IC 50 group, which would give its single protein member, CHK, excessive influence on the averaged results. We present this weighted mean as the affinity performance measure used in the Results section. We also computed the score−affinity correlations separately for each protein group, and these correlations are provided in the Supporting Information.
Journal of Chemical Information and Modeling
In order to evaluate whether the scoring functions are able to discriminate active/inactive compounds, we labeled the compounds as active or inactive and analyzed the receiver operating characteristic (ROC) using the ROCR package, 21 available in R (http://cran.r-project.org). ROC curves, giving the ratio of the true positive rate to the false positive rate for various choices of score cutoffs, are given in the Results.
Details on the labeling of all the compounds as active or inactive are provided in the Appendix but are briefly summarized here: Compounds were considered active if their experimentally determined K d , K i , or IC 50 value was less than 10 μM; compounds were considered inactive if their K d , K i , or IC 50 value was known to be greater than 100 μM. A gap from 10− 100 μM, within which compounds were considered neither active nor inactive, was used to reduce the risk that a compound might be labeled differently depending on the affinity measure and assay. This resulted in 491 compounds labeled active and 185 compounds labeled inactive. We provided the ROC curve for all protein groups combined, and for CDK2-Cyclin A and CDK2 separately, each of which have 22 actives and 84 inactives. Curves were not provided for the other four protein groups (CDK2, ERK2, LPXC, and Urokinase) because they all had 12 or fewer labeled inactives, and two of them had no inactives.
RESULTS
We evaluated the performance of ITScore, STScore, and VDWScore on binding affinity predictions, binding mode predictions, and active/inactive compound discrimination. The binding affinity predictions were evaluated by computing the Pearson correlation between the docking scores and the known binding affinities for three groups, separated by affinity measure: K d , K i , or IC 50 . Binding mode predictions were evaluated based on the heavy-atom root-mean-square deviation (RMSD) between each docked ligand and the native, bound ligand. Finally, ROC curves were plotted to show the active/ inactive compound discrimination of the three scoring functions. These three sets of results are described as follows.
3.1. Binding Affinity Predictions. All binding affinity results are presented in the top panel of Figure 1 . The y-axis values are the weighted averages of the three Pearson correlations for each affinity group (K d , K i , IC 50 ) where the weight given to a group is proportional to its number of protein members, as described in Methods.
We divided these results into three different sets in order to more clearly show three comparative relationships. The first set focuses on the effect of the native versus non-native protein conformation on the affinity prediction accuracy. The second set shows the importance of the native ligand conformation versus the Omega-generated ligand conformations. The third set presents the results for both the non-native protein and Omega-generated ligand ensembles used together, using either the structure subset (i.e., the subset in which the crystal structure is provided for each protein−ligand complex) or the full set with affinities. Each set begins with the native-ligand, native-protein results in order to make the visual comparisons easier.
In the first comparison set (top left of Figure 1 , "native protein versus cross ensemble"), the native-ligand, nativeprotein affinity results are given in one group, followed by the native-ligand, protein cross ensemble results in a second group. ITScore and STScore are found to be sensitive to the nonnative protein conformation. A substantial decrease in prediction accuracy is seen when the docking is done on the protein cross ensembles instead of the native protein structures. For ITScore, the average binding affinity correlation falls from 0.81 to 0.65, and for STScore it falls from 0.61 to 0.49. No significant difference is found for the accuracy of the affinity prediction by VDWScore as a result of the protein conformation.
In the second comparison set (top-middle of Figure 1 , "native ligand versus Omega-generated ensemble"), the nativeligand, native-protein affinity results are given as the first group, followed by two groups that use Omega-generated ligand ensembles. The last group uses an ensemble of up to 100 Omega-generated ligand conformations ("Ligand: Ensemble"), while the middle group uses the same ensemble plus the native conformation ("Ligand: Native+Ensemble"). STScore performs similarly on all three groups with an average binding affinity correlation of 0.63 for both of the ensemble-ligand cases. ITScore shows a trend toward decreasing performance from the "Ligand: Native" group (R = 0.81) to the Ligand: Native +Ensemble group (R = 0.72) to the Ligand: Ensemble group (R = 0.66). VDWScore performs substantially worse on the Ligand: Native+Ensemble and Ligand: Ensemble groups with average binding affinity correlations of 0.42 and 0.43, respectively. Overall, the Ligand: Native+Ensemble and Ligand: Ensemble groups differ only slightly, suggesting that the decrease in the performance of ITScore or VDWScore from the Ligand: Native group is not purely the result of inadequate sampling of ligand conformations in the Omega-generated ensembles. The binding mode results (presented in the next subsection) between these two groups were also nearly identical.
In the top right of Figure 1 ("native versus ensemble protein/ ligand on struct set and full set"), this third comparison set shows the native−native results again, followed by three groups of protein/ligand ensemble results. The first two sets of protein/ligand ensemble results use the structure subset ("Test Set: structures with known affinity"), the same subset used for all the results presented in the first and second comparison groups. The last group uses the full set of compounds with known binding affinities. The first two groups of protein/ligand ensemble results differ only in how the ligands were generated: in the first group (Ligand: Ensemble), the ligand ensembles were generated by Omega from the connection table of the native ligand MOL2 file, while in the second group ("Ensemble from SMILES"), the ligand ensembles were generated by Omega from the SMILES string provided by CSAR. These two sets are the same, except for 11 compounds with stereochemical ambiguities in the SMILES strings; for these compounds, extra conformations were generated by Omega to explore the stereochemical space. The binding affinity results between these two ligand generation methods were close, with ITScore having average binding correlations of 0.65 and 0.66 on the two groups respectively. For STScore, these values were 0.54 and 0.60, and for VDWScore they were 0.47 and 0.54. We conclude that the large difference in performance between the first ensemble−ensemble group on the structure subset and the last ensemble−ensemble group on the full set was due to the difficulty of the full test set versus the structure subset and not due to the method of generating the ensembles of ligand conformations.
In the first two groups of ensemble−ensemble results, a decrease in performance is seen for ITScore relative to the native−native results. This decrease, from R = 0.81 to R = 0.65 is the same decrease seen for the native-ligand, ensembleprotein case (R = 0.65), and the ensemble-ligand, nativeprotein case (R = 0.66). A similar decrease is seen for VDWScore (from R = 0.61 to R = 0.54) although the decrease is insignificant for the Ensemble from SMILES case (R = 0.60). Overall, the performance of STScore is close between the native−native (R = 0.61) and ensemble−ensemble cases (R = 0.54 for ligand conformations from the connection table, and R = 0.60 for the conformations from the SMILES strings).
In the last group of protein/ligand ensemble results, the full set of compounds (as ensembles generated from the CSARprovided SMILES strings) were docked to the non-native protein ensembles for each protein group. As with the other groups, the y-axis value is the weighted average of the Pearson correlations for the K d , K i , and IC 50 subsets, where the weight given to each group is proportional to the number of proteins within the group (two for K d , two for K i , and one for IC 50 ). A decrease in performance is seen for all three scoring functions on the full set of ensemble−ensemble results compared to the structure subset. For ITScore the average binding affinity correlation was 0.31, for STScore it was 0.32, and for VDWScore it was 0.34. For ITScore, which performed better than the other two scoring functions in every other case; this decrease in the average binding affinity correlation was large (from R = 0.65 for the structure subset to R = 0.31 for the full set with affinities). As discussed above, the ligand ensembles generated from the MOL2 connection table (Ligand: Ensemble) and the SMILES ligand ensembles ("Ligand: Ensemble from SMILES") give close results. This consistency in results suggests that the substantial decrease in performance seen with the full CSAR data set is due to greater difficulty in the full set itself. The full CSAR data set includes many compounds with similar activity values, and these activity values are less consistently related to the basic ligand parameters than is the case for the structure subset. For example, the affinity values in the structure subset are moderately correlated to the number of atoms in each ligand; however, for the full set, this correlation is very weak.
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Overall, ITScore made better binding affinity predictions than the other two scoring functions in every case except the ensemble−ensemble evaluation on the full set of compounds with affinities. The binding affinity prediction accuracy of STScore and of VDWScore were similar, with one doing better than the other in about half of the cases. Given the crudely simple functional form of VDWScore, its comparable affinity performance was unexpected. We suspect that its results may have been improved by the binding pocket hydrophobicity of several of the proteins in the 2012 CSAR data set, as depicted in Figure 2 . While the surrounding regions can be seen to contain many hydrophilic residues, the actual contact residues are predominately hydrophobic for four of the proteins, and mixed for the other two proteins.
3.2. Binding Mode Predictions. All binding mode results are presented in the bottom panel of Figure 1 . The y-axis values are the percent of compounds for which the top ranked binding mode and the native binding mode are within 2.0 Å RMSD (root-mean-square deviation), excluding hydrogen atoms. As with the affinity results, the binding mode results are divided into three sets in order to more clearly show the three comparative relationships: "native protein versus cross ensemble," "native ligand versus Omega-generated ensemble," and "native versus ensemble protein/ligand." Because evaluating the binding mode requires knowledge of the native ligand position, the binding mode evaluations were restricted to the structure subset of compounds ("Test Set: all structures").
In the first comparison set (bottom left of Figure 1 : "native protein versus cross ensemble"), the native-ligand, nativeprotein binding mode results are given in the first group, followed by the native-ligand, ensemble-protein results in the second group. All scoring functions show a decrease in binding mode predictions as a result of using the protein cross ensembles instead of the native protein conformations. For ITScore, the success rate drops from 84% to 68%. For STScore the native−native success rate is 77%, and drops to 68% when the protein ensemble is used instead. VDWScore does well in the native case, with a success rate of 88%, and the success rate drops to 70% with the protein ensemble.
In the second comparison set (bottom middle of Figure 1 : "native ligand versus Omega-generated ensemble"), it is shown that the native ligand conformation is very important for successful binding mode predictions when testing the three scoring functions on the 2012 CSAR data set. All three scoring functions show a large decrease in performance when using an Omega-generated ligand ensembles (Ligand: Native+Ensemble or Ligand: Ensemble) rather than the native ligands, and this decrease in performance is substantially larger than the decrease seen when using the protein cross ensembles versus the native protein conformations. For ITScore the success rate drops from 84% to 52% for both Omega-generated ligand ensembles. For STStore the success rate drops from 77% to 39% for the Ligand: Native+Ensemble case and to 41% for the Ligand: Ensemble case. For VDWScore the decrease is the greatest, from 88% to 18% and 20%, suggesting that this scoring function (which does not consider electrostatics, explicitly or implicitly) is especially bad at distinguishing the native ligand conformation.
On the bottom right of Figure 1 ("native versus ensemble protein/ligand") is the third comparison set. It shows the native−native results as a point of comparison followed by the protein/ligand ensemble results. As with the ensemble-ligand, native-protein results, the ensemble−ensemble binding mode predictions are much worse than the native−native binding mode predictions for all three scoring functions. Between the ensemble-ligand, native-protein results and the ensembleligand, ensemble-protein results, a trend of decreasing performance is seen for all three scoring functions. The success rates decrease to 36% and 30% for ITScore and STScore, respectively. VDWScore, whose performance was already only 20% in the ensemble-ligand, native-protein case, does particularly poorly in the ensemble−ensemble case, with a success rate of 11%.
To summarize, when the native, bound ligand conformation is used, all three scoring functions give similar binding mode performance. For the native−native case, STScore performs 22 Hydrophilic residues are colored blue while more hydrophobic residues are colored orange or red. The figure was generated using UCSF Chimera 1.6.2. slightly worse than the other two scoring functions. Whenever the Omega-generated ligand ensemble is used, the binding mode performance of all the three scoring functions decreases substantially. For VDWScore this decrease is very large, because the shape complementarity is not sufficient for docking in the absence of native ligand conformations, even with the pockets that are mostly hydrophobic.
3.3. Active/Inactive Compound Discrimination. The performance of the three scoring functions on active/inactive compound discrimination are presented as a set of three ROC curves for each scoring functions in Figure 3 . These curves give the ratio of the true positive rate to the false positive rate for each possible choice of docking score cutoff. The labeled values on each curve give example cutoffs. For example, at the top left, the ROC curve titled "ITScore on Full Set" labels the curve at cutoffs of ITScore = −65, −60, −55, −50, and −45.
The first set of ROC curves (left panels) give the ROC curves for ITScore, STScore, and VDWScore on the full set of active and inactive compounds. This combines compounds from all six protein groups, testing the ability of each scoring function to discriminate between the actives and inactives of different proteins. The second and third columns give ROC curves for specific protein-group subsets of the full set. Only CDK2-Cyclin A and CDK2 are given because these are the only protein groups for which more than 20 actives and 20 inactives were available. The other protein groups have 12 or fewer inactives.
ITScore performs well in all three evaluations with an area under the curve (AUC) of 0.87 on the full set, and 0.74 and 0.83 for CDK2-Cyclin A and CDK2, respectively. STScore and VDWScore do not perform as well as ITScore on the full set (AUC = 0.77 for the two). On the individual protein evaluations, STScore and VDWScore perform poorly. For CDK2-Cyclin A, AUC equals 0.56 for both, narrowly better than random selection. For CDK2, AUC was 0.68 for STScore and 0.70 for VDWScore.
3.4. Summary of Results. In summary, ITScore performed relatively well in all binding affinity predictions on the structure Figure 3 . Active/inactive compound discrimination of ITScore (row 1), STScore (row 2), and VDWScore (row 3), presented as receiver operating characteristic (ROC) curves. These curves give the ratio of the true positive rate to the false positive rate for each possible choice of docking score cutoff. The labeled values on each curve give example cutoffs. The first column gives the ROC curves for the full set of active and inactive compounds. This column combines compounds from all six protein groups and tests the ability of each scoring function to discriminate between the actives and inactives of different proteins. The second and third columns give ROC curves for CDK2-Cyclin A and CDK2. Specific ROC curves for other protein groups were not provided because they all had 12 or fewer inactives. subset. It also performed well in active/inactive compound discrimination. VDWScore performed less well than ITScore in the binding affinity predictions on the structure subset, but slightly better than ITScore in non-native protein/ligand ensemble binding affinity predictions on the full set.
In binding mode predictions, ITScore and VDWScore performed similarly when the native ligand conformation was used. When the Omega-generated ligand ensembles were used instead, ITScore performed much better than VDWScore. For all scoring functions, the generated ligand conformation ensembles gave worse binding mode results than the native ligand conformation, and in these cases, VDWScore did particularly poorly.
Overall, in the Omega-generated ligand ensemble cases, the performance of STScore was consistently better than VDWScore in both binding mode and binding affinity predictions. The exception was the full set with known affinities: in this case, the affinity predictions of STScore and ITScore were slightly worse than those of VDWScore.
In the native−native case of the CSAR structure subset, the binding affinities had average Pearson correlations of 0.81, 0.61, and 0.64 with the docking scores given by STScore, ITScore, and VDWScore, respectively. For the ensemble−ensemble case on the structure subset, these values fell to 0.65, 0.54, and 0.47. In the native−native case, the binding mode prediction success rates were 84%, 77%, and 88% for STScore, ITScore, and VDWScore. These values fell to 36%, 30%, and 11% in the ensemble−ensemble case (where the success criterion for binding mode prediction is that the top ranked binding mode and the native binding mode are within 2.0 Å RMSD). We also found the full CSAR data set to be more challenging in making binding mode predictions than the subset with structures. For the full set of compounds with known affinity, the binding affinities had average Pearson correlations of 0.31, 0.32, and 0.34 with the docking scores given by STScore, ITScore, and VDWScore, respectively. For the active/inactive compound discrimination all the scoring functions performed better. In evaluating the ROC on the full set, the area under the curve was 0.87 for ITScore, and 0.77 for both STScore and VDWScore.
DISCUSSION AND CONCLUSION
Our data supported some of our previous conclusions about ITScore and STScore and, in other cases, contradicted our expectations. Our results are consistent with our previous conclusion 23, 24 that ITScore's iterative method of dealing with the reference state problem is able to substantially increase binding mode and binding affinity predictions compared to its initial potential (which is similar to STScore for abundant pair types and similar to VDWScore for close atom pair distances).
All three scoring functions were tested using MDock, which positions an ensemble of pregenerated/rigid ligand conformations without further conformational sampling.
STScore is similar to the initial potential of ITScore for abundant pair types (which account for the majority of interactions) but is also similar to VDWScore for rare atom pair types. Consequently, it fell within our expectations that the performance of STScore was often in-between that of ITScore and VDWScore. Evidently, the knowledge-based component of STScore improves its binding mode predictions compared to its force-field based component alone, which is a slightly modified version of VDWScore. Its binding mode predictions were still not as good as ITScore, although our unpublished results suggest that ITScore-like iterations can further improve the binding mode predictions of STScore.
Considering its simple functional form, it was initially surprising that the binding affinity predictions of VDWScore exceeded STScore in some cases and ITScore in one case. It is possible that its performance was enhanced by the hydrophobicity of the protein binding pockets in the 2012 CSAR data set. This would make the task easier for VDWScore, because it must rely primarily on the shape complementarity of the protein and the ligand. In support of this view (that the performance of VDWScore is highly dependent on shape complimentarily), there was a significantly larger difference in the binding mode performance of VDWScore depending on whether the native or Omega-generated ligand conformation ensemble was used. This difference was much greater for VDWScore than for ITScore or STScore. When docking the native ligand conformation, VDWScore gave quite accurate binding mode predictions, but in those cases that use the Omega-generated ligand ensembles, its binding mode predictions were very poor. So in summary, these results suggest that the knowledge-based aspect of ITScore and STScore is able to increase their binding mode predictions beyond that of VDWScore by implicitly including other types of interactions. The contribution of other interactions is especially important when the native conformation of the ligand is unknown. Nevertheless, STScore and ITScore leave much room for improvement in binding affinity and binding mode predictions when using the non-native protein/ligand conformations.
In general, our scoring experiments with the full set of 2012 CSAR benchmark show that it is most interesting yet challenging to predict binding modes and affinities without the knowledge of native protein and ligand conformations. The van der Waals scoring function may be used as a reference for scoring comparison; van der Waals performs much better on predictions for native protein and ligand conformations than for non-native conformations. The use of the pregenerated ligand conformations seems to lower the success rates significantly more than the use of the non-native protein conformations for binding mode predictions. The corresponding difference is less for binding affinity predictions. This phenomenon may be due to the fact that the main conformational changes of the proteins are side chain flexibility in 2012 CSAR data set. Future work may include adapting these scoring functions and docking methods for use with onthe-fly ligand conformational sampling and side chain rotamer sampling.
APPENDIX
We have prepared a CSV data file and several script files which we believe will be of use to future users of the CSAR data set. The CSV datafile, which is available in the Supporting Information, specifies several labels for each of the 757 compounds in the CSAR data set. By providing the information for each compound in one file, it becomes simple to apply commands to relevant subsets of the CSAR data set. For copyright reasons, the affinity columns from the CSV file have been excluded. The full datafile, including all affinity data, is available on the CSAR Web site (http://www.csardock.org). The set of scripts we used to set up the CSAR data set for docking (i.e., the steps in the Methods before docking) are also available at the same Web site. One of these scripts can be used to generate a set of ligand conformation files with canonicalized atom orders and may be adapted for other docking applications. The CSV file is described in detail as follows.
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We assigned each of the 757 compounds in the CSAR data set a consistent filename of the form code_id where code specifies the protein and id specifies the compound ID number. There are six protein groups: CDK2-Cyclin A, CDK2, CHK1, ERK2, LPXC, and Urokinase. The corresponding three-letter codes are CDC, CDK, CHK, ERK, LPX, and URO, respectively. For each compound, we built a CSV file which combines all the basic information available for each compound (other than its structural coordinates) into one file. The data series provided in this CSV file are summarized in Table 1 . The first column gives the compound ID, and the second column gives its corresponding protein group. The compound IDs are unique only within each protein group. The third column, the base filename for each compound, combines the compound ID number and protein group name. These base filenames are unique.
The next six columns in the CSV file provide binary labels, most of which describe what information is available for each compound. Logical combinations of these may be used to apply commands to relevant subsets. The first of the binary labels specifies whether or not a compound is excluded from the final results calculations. For our calculations, we only excluded one compound, CDK_5, because we had a doubt about its affinity data. In the CSAR data set, the affinity data spreadsheet for CDK2 includes a table of designated inactive compounds. For all of these inactives, the affinity is given as >100 μM. The other table of compounds includes those with known activity from 0.023 to 58.3 μM and two additional compounds CDK_5 and CDK_12. The affinity of CDK_12 is unknown, but the affinity of CDK_5 is given as K d > 100 μM, the same value as given for the compounds in the list of designated inactives. Nevertheless, the K d value given for this compound was not trustable, because the compound was reported to be insoluable. Therefore, we were suspicious of CDK_5 and excluded it from our results calculations. CDC_5 is the same compound and was also excluded.
The next two binary labels (columns 5 and 6) specify whether a compound is designated to be active or designated to be inactive. We considered a compound to be active only if its affinity was known to be less than 10 μM (whether K d , K i , or IC 50 ). Due to the differences between these affinity measures and assays, we left a gap from 10 to 100 μM between which a compound is considered to be neither nor inactive. Compounds with K d , K i , or IC 50 > 100 μM were labeled as inactive.
Column 7 specifies whether or not a crystal structure is available in the CSAR data set containing the compound bound to its associated protein. This column defines the structure subset referred to in the Methods. Likewise, column 8 specifies if the precise affinity of the compound for its associated protein is available in the CSAR data set. We labeled this field as 0 (false) when the affinity is given as a comparison (e.g., >100 μM). Finally, the last binary label (column 9) specifies if the protein−ligand structure for a compound was one of the structures in the results of the 2011−2012 CSAR Benchmark Exercise, provided in March. The number of compounds in the CSAR Database satisfying each condition is given in Table 2 .
Column 10 specifies which affinity measure was used (K d , K i , or IC 50 ) and Column 11 states which assay was used to produce the data (OctetRed, Abbott, Vertex, or Thermofluor). The next three columns are designated for the affinity data itself. Column 12 gives the affinity of the compound for its associated protein in units of micromolar, column 13 gives the affinity in units of molar, and column 14 gives the negative logarithm of the affinity. For three compounds, the original CSAR data set includes duplicate entries with slightly different affinities. These duplicate entries represent different salt forms of the same compound. For these compounds, we provide the mean of the two values. Lastly we included all the SMILES strings in the CSAR data set in column 15. The version of this file provided in the Supporting Information excludes the affinity data and SMILES strings. A version providing all data can be found on CSAR's Web site (http://www.csardock.org/). A  CDC  111  1  22  84  1  23  0  CDK2  CDK  111  1  22  84  15  25  0  CHK1  CHK  159  0  106  0  17  107  14  ERK2  ERK  298  0  293  0  12  298  12  LPXC  LPX  32  0  13  12  5  20  4  Urokinase  URO  46  0  35  5  7  35  4  TOTALS  757  2  491  185  57  508  34 a This table gives the number of compounds in each protein group that satisfy each of the binary labels. These labels are listed in the column headers. 

