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In this paper, we consider a Schrödinger equation −u + (λa(x) + 1)u = f (u). Applying
Principle of Symmetric Criticality and the invariant set method, under some assumptions
on a and f , we obtain an unbounded sequence of radial sign-changing solutions for the
above equation in RN when λ > 0 large enough. As N = 4 or N  6, λ > 0 given, using
Fountain Theorem and the Principle of Symmetric Criticality, we prove that there exists an
unbounded sequence of non-radial sign-changing solutions for the above equation in RN .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Here, we consider the existence of multiple sign-changing solutions for the nonlinear time-independent Schrödinger
equations of the form{−u + Vλ(x)u = f (u),
u ∈ H1(RN), (1.1)
where Vλ(x) = λa(x) + 1.
This type of equations arises from the study of standing waves of time-dependent nonlinear Schrödinger equations, see
[9,11] and the references therein.
In [12], the authors considered problem (1.1) with asymptotically linear term f (u). They obtained a positive solution for
problem (1.1) as λ > 0 large enough. In additional, if f (u) is odd with respect to u, they also obtained multiple solutions
as λ > 0 large enough. In [8], under suitable assumptions on f (x,u), combining the invariant set method with the minimax
method, the existence of multiple sign-changing solutions has been obtained for non-autonomous problem (1.1) as λ > 0
large enough.
For the general type
−u + a(x)u = f (x,u), (1.2)
many existence results have also been obtained. In [1], the authors used the invariant set method to obtain inﬁnitely many
sign-changing solutions of (1.2) with super-linear and subcritical nonlinearity f . In additional, the existence of inﬁnitely
many radial (resp., non-radial) solutions has also been achieved, see [3] (resp., [4]).
Here, we are interested in the existence of inﬁnitely many radial and non-radial sign-changing solutions of (1.1). Our
approach is largely inspired by [2], in which inﬁnitely many sign-changing solutions have been obtained for a p-Laplacian
problem in bounded domains. In RN , one diﬃculty is the loss of compactness, that is, the embedding H1(RN ) ↪→ Lp(RN )
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460 M. Hong / J. Math. Anal. Appl. 354 (2009) 459–468(2 < p < 2∗) is not compact. In order to overcome this diﬃculty, we consider the corresponding functional in H1O (N)(RN ).
Since the embedding H1O (N)(R
N ) ↪→ Lp(RN ) (2< p < 2∗) is compact (see [13, Lemma 1.26]), the (PS) condition can be guar-
anteed. Then we use the invariant set method to obtain inﬁnitely many sign-changing critical points of the corresponding
functional in H1O (N)(R
N ) as λ > 0 large enough. By Principle of Symmetric Criticality [13, Theorem 1.28], we obtain inﬁnitely
many radial sign-changing solutions for (1.1) as λ > 0 large enough. As N = 4 or N  6, using Fountain Theorem and the
Principle of Symmetric Criticality, we obtain that, for given λ > 0, problem (1.1) has an unbounded sequence of non-radial
sign-changing solutions.
Unlike that as in [1,8], we admit that t f (t) < 0 as |t| < R , for some R > 0. And this difference makes the invariant sets
constructed here rather different from those in [1,8]. Compared with [8], our paper has the additional advantage that we
do not need f to satisfy that f (t) + Lt is increasing in t for some L > 0.
In order to state our results, we require the following conditions:
(a1) a(x) ∈ L∞(RN ), ess infRN a(x) δ0 > 0,
(a2) a(gx) = a(x), for all g ∈ O (N),
( f1) f ∈ C(R,R),∣∣ f (t)∣∣ c0(1+ |t|p−1), for all t ∈ R, 2< p < 2∗,
( f2) there exists μ > 2 such that
μF (t) t f (t), t ∈ R,
where F (t) = ∫ t0 f (s)ds,
( f3) there exists R0 > 0 such that
inf|t|R0
F (t) > 0,
( f4) there exist −R0 < t− < 0< t+ < R0 such that
f (t−) > 0> f (t+),
( f5) f (t) = o(|t|), as |t| → 0,
( f6) f (−t) = − f (t).
Our main results are stated as follows:
Theorem 1.1. Assume a(x) satisﬁes (a1) and (a2), f satisﬁes ( f1)–( f6). Then there exists Λ > 0 such that problem (1.1) has an
unbounded sequence of radial sign-changing solutions as λ > Λ.
Theorem 1.2. If N = 4 or N  6, a(x) satisﬁes (a1) and (a2), f satisﬁes ( f1)–( f3), ( f5), ( f6), then for given λ > 0, problem (1.1) has
an unbounded sequence of non-radial sign-changing solutions.
This paper is organized as follows: In Section 2, we give some preliminaries. Section 3 is devoted to constructing the
invariant set. In Section 4, applying Principle of Symmetric Criticality and the invariant set method, we prove Theorem 1.1.
At the same time, using Fountain Theorem and the Principle of Symmetric Criticality, we give the proof of Theorem 1.2.
2. Preliminary
First, we introduce some deﬁnitions. See [13, Deﬁnition 1.27].
Deﬁnition 2.1. The action of a topological group G on a normed space X is a continuous map
G × X → X : [g,u] → gu
such that
1 · u = u, (gh)u = g(hu), u → gu is linear, for g,h ∈ G, u ∈ X .
The action is isometric if, for all g ∈ G ,
‖gu‖ = ‖u‖.
The space of invariant points is deﬁned by
Fix(G) := {u ∈ X | gu = u, ∀g ∈ G}.
A function ϕ : X → R is invariant if ϕ ◦ g = ϕ for all g ∈ G .
We need the following lemma to ﬁnd the descending ﬂow of the corresponding functional of (1.1). It is a version of
[2, Lemma 2.1].
M. Hong / J. Math. Anal. Appl. 354 (2009) 459–468 461Lemma 2.1. Let X be a Banach space. D± are closed convex subsets of X . A : X → X is a continuous operator and I ∈ C1(X, R). Let
K = {u ∈ X | I ′(u) = 0}, X0 = X \ K . Assume
(i) A(D±) ⊂ int(D±),
(ii) there exist a1 > 0 and a2 > 0 such that〈
I ′(u),u − A(u)〉X∗,X  a1
∥∥u − A(u)∥∥2
and ∥∥I ′(u)∥∥X∗  a2
∥∥u − A(u)∥∥.
Then there exists a locally Lipschitz continuous operator B : X0 → X with the following properties:
(1) B(D±) ⊂ int(D±),
(2) 12‖u − B(u)‖ ‖u − A(u)‖ 2‖u − B(u)‖, ∀u ∈ X0 ,
(3) 〈I ′(u),u − B(u)〉 a12 ‖u − A(u)‖2 , ∀u ∈ X0 ,
(4) if I is even, A is odd, D+ = −D− , then B is odd.
In order to prove Theorem 1.1, we also need the following theorem [13, Theorem 1.28].
Theorem 2.1 (Principle of Symmetric Criticality, Palais, 1979). Assume that the action of the topological group G on the Hilbert space
X is isometric. If ϕ ∈ C1(X, R) is invariant and if u is a critical point of ϕ restricted to Fix(G), then u is a critical point of ϕ .
Theorem 2.2 (Fountain Theorem, Bartsch, 1992). (See [13, Theorem 3.6].) Let ϕ ∈ C1(X,R) be an invariant functional for some com-
pact group G. If, for every k ∈ N, there exists ρk > rk > 0 such that
(B1) ak := max
u∈Yk,‖u‖=ρk
ϕ(u) 0, Yk :=
k⊕
j=0
X j,
(B2) bk := inf
u∈Zk,‖u‖=rk
ϕ(u) → ∞, k → ∞, Zk :=
∞⊕
j=k
X j,
(B3) ϕ satisﬁes the (PS)c condition for every c > 0, where (PS)c condition denotes that any sequence {un} ⊂ X such that ϕ(un) → c,
ϕ′(un) → O contains a convergent subsequence,
(B4) the compact group G acts isometrically on the Banach space X =⊕ j∈N X j, the space X j are invariant and there exists a ﬁnite
dimensional space Y such that, for every j ∈ N, X j  Y and the action of G on Y is admissible.
Then ϕ has an unbounded sequence of critical values.
Notations. It is well known that the weak solutions of (1.1) correspond to the critical points of
Iλ(u) =
∫
RN
(|∇u|2 + Vλ(x)|u|2)dx−
∫
RN
F (u)dx (2.1)
in Xλ = {u ∈ H1(RN ) |
∫
RN (|∇u|2 + Vλ(x)|u|2)dx < +∞}.
Denote by ‖u‖λ = (
∫
RN (|∇u|2 + Vλ(x)|u|2)dx)
1
2 the norm in Xλ . By (a1), for given λ > 0, we know that the norm ‖ · ‖λ
is equivalent to the usual norm ‖ · ‖ in H1(RN ) and Xλ = H1(RN ).
Let O (N) be the group of orthogonal linear transformations in RN . Deﬁne
X = {u ∈ H1(RN) ∣∣ gu = u(g−1x)= u(x), ∀g ∈ O (N)}.
In the following sections, space X will be the one above.
For λ > 0, standard argument shows that Iλ is of class C1 on X under the assumptions of (a1), (a2), ( f1), and ( f5), and
for all u, v ∈ X ,
〈
I ′λ(u), v
〉=
∫
RN
(∇u∇v + Vλ(x)uv)dx−
∫
RN
f (u)v dx. (2.2)
The proof is similar to [13, Lemma 3.10]. By Theorem 2.1, the critical points of Iλ on X are weak solutions of (1.1).
For 1  s < +∞, we denote by | · |s the usual norm in Ls(RN ). Denote by dist the distance in X with respect to ‖ · ‖.
Let BR = {u ∈ X | ‖u‖ < R}, and BcR = X \ BR , u+ = max{u,0}, u− = min{u,0}. Weak (resp., strong) convergence is denoted
by ⇀ (resp., →). In what follows, we will use ci to denote various positive constants.
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Deﬁned as [8, p. 373], a subset W ⊂ X is an invariant set if, for all u ∈ W , ηλ(t,u) ∈ W for all t > 0, where ηλ(t,u) is
the descending ﬂow of Iλ .
Deﬁne
P+ = {u ∈ X | u > t−},
and
P− = {u ∈ X | u < t+}.
Let
Nε(P±) =
{
u ∈ X ∣∣ dist(u, P±) < ε}.
For λ > 0, we consider the operator Aλ : X → X deﬁned by
Aλ(u) =
(− + V2λ(x))−1( f (u) + λa(x)u), for u ∈ X .
In this section, we will show Nε(P±) (ε > 0 small enough) are invariant sets.
Lemma 3.1. Under the assumptions of (a1), (a2), ( f1)–( f5), there exists Λ1 > 0 such that for λ > Λ1 , there exists ε0 > 0 such that
Aλ(Nε(P±)) ⊂ Nε(P±) for 0< ε  ε0 .
Proof. ∀u ∈ X , let v = Aλ(u) = (− + V2λ(x))−1( f (u) + λa(x)u).
Therefore, we have v as a weak solution of
−v + V2λ(x)v = f (u) + λa(x)u. (3.1)
Multiplying (3.1) with (v − t−)− and integrating on RN , we have∫
RN
(
f (u) + λa(x)u)(v − t−)− dx=
∫
RN
(∇v∇(v − t−)− + V2λ(x)v(v − t−)−)dx
=
∫
RN
(∣∣∇(v − t−)−∣∣2 + V2λ(x)∣∣(v − t−)−∣∣2)dx
+
∫
RN
V2λ(x)t−(v − t−)− dx

∥∥(v − t−)−∥∥2 +
∫
RN
λa(x)t−(v − t−)− dx.
Then we have
∥∥(v − t−)−∥∥2 
∫
RN
[
f (u) + λa(x)(u − t−)
]
(v − t−)− dx.
From (a1) and ( f1)–( f4), there exists Λ1 > 0 such that for λ > Λ1, there exists δ > 0 such that f (u)+ λa(x)(u − t−) > 0,
for almost every x ∈ RN , u > t− − δ.
Deﬁne Ω = {x ∈ RN | u(x) t− − δ}.
Thus, by (a1), ( f1), ( f5), and the Hölder inequality, we obtain, for λ > Λ1,
∥∥(v − t−)−∥∥2 
∫
Ω
[
f (u) + λa(x)(u − t−)
]
(v − t−)− dx

∫
Ω
[
c1
(|u| + |u|p−1)+ c1|u − t−|]∣∣(v − t−)−∣∣dx

∫
Ω
(
c2|u|p−1 + c2|u − t−|
)∣∣(v − t−)−∣∣dx
 c3
∣∣(u − t−)−∣∣p−1p
∣∣(v − t−)−∣∣p
 c4
∣∣(u − t−)−∣∣p−1∥∥(v − t−)−∥∥.p
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RN
|u − w|p dx =
∫
RN
|u − t− + t− − w|p dx

∫
{x∈RN | u(x)<t−}
|u − t− + t− − w|p dx

∫
{x∈RN | u(x)<t−}
|u − t−|p dx
=
∫
RN
∣∣(u − t−)−∣∣p dx,
for all w ∈ P+ , we have, for λ > Λ1,∥∥(v − t−)−∥∥ c4∣∣(u − t−)−∣∣p−1p
 c4 inf
w∈P+
( ∫
RN
|u − w|p dx
) p−1
p
 c5 inf
w∈P+
‖u − w‖p−1
= c5 dist(u, P+)p−1.
For (v − t−)+ + t− ∈ P+ , we obtain, for λ > Λ1,
dist(v, P+)
∥∥(v − t−)−∥∥
 c5 dist(u, P+)p−1.
Thus, for λ > Λ1, there exists ε0 > 0 such that dist(v, P+) < ε, if dist(u, P+) ε, for 0< ε  ε0, i.e., for λ > Λ1, there exists
ε0 > 0 such that Aλ(Nε(P+)) ⊂ Nε(P+) for 0< ε  ε0.
Similarly, there exists Λ1 such that for λ > Λ1, there exists ε0 > 0 such that Aλ(Nε(P−)) ⊂ Nε(P−) for 0< ε  ε0. 
Lemma 3.2. Assume (a1), (a2), ( f1) and ( f5). For λ > 0, there exist α1 > 0 and α2 > 0 such that〈
I ′λ(u),u − Aλ(u)
〉
 α1
∥∥u − Aλ(u)∥∥2,
and ∥∥I ′λ(u)∥∥ α2∥∥u − Aλ(u)∥∥,
for all u ∈ X.
Proof. For λ > 0, we obtain from (3.1) that
〈
I ′λ(u),u − Aλ(u)
〉=
∫
RN
[∇u∇(u − Aλ(u))+ Vλ(x)u(u − Aλ(u))]dx−
∫
RN
f (u)
(
u − Aλ(u)
)
dx
=
∫
RN
[∣∣∇(u − Aλ(u))∣∣2 + Vλ(x)∣∣u − Aλ(u)∣∣2]dx
+
∫
RN
[∇Aλ(u)∇(u − Aλ(u))+ Vλ(x)Aλ(u)(u − Aλ(u))]dx
−
∫
RN
[∇Aλ(u)∇(u − Aλ(u))+ (V2λ(x)Aλ(u) − λa(x)u)(u − Aλ(u))]dx

∥∥u − Aλ(u)∥∥2 +
∫
RN
Vλ(x)Aλ(u)
(
u − Aλ(u)
)
dx−
∫
RN
V2λ(x)Aλ(u)
(
u − Aλ(u)
)
dx
+
∫
N
λa(x)u
(
u − Aλ(u)
)
dxR
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∫
RN
λa(x)
∣∣u − Aλ(u)∣∣2 dx
 α1
∥∥u − Aλ(u)∥∥2,
for all u ∈ X .
For λ > 0, by the Schwarz inequality and the Hölder inequality, we have from (3.1) that
∥∥I ′λ(u)∥∥= sup‖ω‖=1
〈
I ′λ(u),ω
〉
= sup
‖ω‖=1
∫
RN
[∇u∇ω + Vλ(x)uω − f (u)ω]dx
= sup
‖ω‖=1
∫
RN
[∇u∇ω + Vλ(x)uω − ∇Aλ(u)∇ω − V2λ(x)Aλ(u)ω + λa(x)uω]dx
= sup
‖ω‖=1
∫
RN
[∇(u − Aλ(u))∇ω + (u − Aλ(u))ω + 2λa(x)(u − Aλ(u))ω]dx
 sup
‖ω‖=1
∥∥u − Aλ(u)∥∥‖ω‖ + c6 sup
‖ω‖=1
∣∣u − Aλ(u)∣∣2|ω|2
 α2
∥∥u − Aλ(u)∥∥,
for all u ∈ X . 
The above lemma implies that the critical points of Iλ are the same as the ﬁxed points of Aλ .
Let Kλ = {u ∈ X | I ′λ(u) = 0}, X0,λ = X \ Kλ . Combining Lemmas 3.1 and 3.2, there exists a locally Lipschitz continuous
operator Bλ : X0,λ → X such that Lemma 2.1 holds if I , A, B , and D± are replaced by Iλ , Aλ , Bλ , and Nε(P±) respectively.
For λ > Λ1, t > 0, we consider the following initial problem⎧⎨
⎩
∂ηλ(t,u)
∂t
= Bλ
(
ηλ(t,u)
)− ηλ(t,u),
ηλ(0,u) = u ∈ X0,λ.
(3.2)
Remark 3.1. By Lemma 2.1(3), we have ηλ(t,u) is a descending ﬂow of the corresponding functional Iλ , as λ > Λ1.
We need the following lemma to construct the invariant set of the descending ﬂow of the corresponding functional. The
proof can be found in [7, Lemma 3.2].
Lemma 3.3. Assume (a1), (a2), ( f1)–( f4). Let ηλ(t,u) be the descending ﬂow associated to (3.2). For λ > Λ1 , there exists ε0 > 0
such that ηλ(t,u) ∈ Nε(P±), for t > 0, u ∈ Nε(P±) \ Kλ , 0< ε  ε0 .
For λ > Λ1, let ε > 0 be small enough. Deﬁne W = Nε(P+) ∪ Nε(P−). By ( f6), we have Aλ is odd, Iλ is even, and
f (−t−) = − f (t−) < 0. Choose t+ = −t− . Then we have W = −W . From Lemma 3.3, ∂W ∩Kλ = ∅. Thus, ηλ(t, ∂W ) ⊂ int(W )
for t > 0, λ > Λ1.
4. The proof of main theorems
First, we will prove Iλ satisﬁes the (PS) condition.
Lemma 4.1. Under the assumptions of (a1), (a2), ( f1), ( f2), and ( f5), Iλ satisﬁes the (PS) condition, for all λ > 0, i.e. if {un} ⊂ X
satisﬁes d = supn Iλ(un) < +∞, I ′λ(un) → 0, as n → ∞, then {un} has a convergent subsequence.
Proof. By ( f2), we have, for λ > 0,
d + 1+ ‖un‖ Iλ(un) − 1
μ
〈
I ′λ(un),un
〉

(
1
2
− 1
μ
)
‖un‖2 −
∫
RN
F (un)dx+ 1
μ
∫
RN
f (un)un dx

(
1 − 1
)
‖un‖2.2 μ
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there exists Cε > 0 such that | f (t)| ε|t| + Cε|t|p−1, for all t ∈ R.
Since 〈I ′λ(un),un − u〉 → 0, as n → ∞, i.e.,∫
RN
(∇un∇(un − u) + Vλ(x)un(un − u))dx−
∫
RN
f (x,un)(un − u)dx → 0,
as n → ∞, we have, by (a1), ( f1), and ( f5),
0 limsup
n→∞
(‖un‖2λ − ‖u‖2λ)= limsup
n→∞
∫
RN
[∇un∇(un − u) + Vλ(x)un(un − u)]dx
= limsup
n→∞
∫
RN
f (un)(un − u)dx
 limsup
n→∞
∫
RN
(
ε|un| + Cε|un|p−1
)|un − u|dx
 limsup
n→∞
[
ε|un|2|un − u|2 + Cε|un|p−1p |un − u|p
]
 c7
(
ε + Cε limsup
n→∞
|un − u|p
)
,
where c7 is independent of ε and n.
Since the embedding X ↪→ Lp(RN ) is compact, we obtain ‖un‖λ → ‖u‖λ , as n → ∞. For the norm ‖ · ‖λ is equivalent to
the usual norm ‖ · ‖ in X , we have ‖un‖ → ‖u‖, as n → ∞. Thus Iλ satisﬁes the (PS) condition, for all λ > 0. 
For λ > 0, let Kλ,c = {u ∈ X | I ′λ(u) = 0, Iλ(u) = c}, K 1λ,c = Kλ,c ∩ W , K 2λ,c = Kλ,c \ W .
Then we have the following deformation lemma.
Lemma 4.2. Assume (a1), ( f1)–( f6). Let c ∈ R be ﬁxed and N be any odd neighborhood of K 2λ,c in X. For λ > Λ1 , there exist ε0 > 0
and an odd and continuous map σλ: I
c+ε
λ ∪ W \ N ⊂ Ic−ελ such that σλ|Ic−ελ ∪W = id, for all 0< ε  ε0 .
Proof. For λ > Λ1, Lemma 3.1, Lemma 3.3 and Lemma 4.1 can all be obtained. Then the proof is similar to [2, Lemma 2.7].
We omit it. 
Deﬁne [t−, t+] = {u ∈ X | t−  u(x) t+ , for x ∈ RN }. Then we have the following lemma.
Lemma 4.3. Under the assumptions of (a1), (a2), ( f1) and ( f5), there exist Λ2 > 0 and β0 < 0 such that
inf[t−,t+]
Iλ(u) β0,
for all λ > Λ2 .
Proof. By ( f1) and ( f5), there exists c > 0 such that |F (t)|  c2 |t|2, for all t ∈ [t−, t+]. We can choose Λ2 > 0 such that
λδ0 > c, as λ > Λ2.
Thus, we have for u ∈ [t−, t+],
Iλ(u) = 1
2
∫
RN
(|∇u|2 + Vλ(x)|u|2)dx−
∫
RN
F (u)dx
 1
2
∫
RN
(|∇u|2 + λa(x)|u|2)dx−
∫
RN
F (u)dx
 1
2
∫
RN
(|∇u|2 + λδ0|u|2)dx− c
2
∫
RN
|u|2 dx
 1
2
∫
RN
[|∇u|2 + (λδ0 − c)|u|2]dx
 β0,
as λ > Λ2. 
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Lemma 4.4. Assume (a1), (a2), ( f1)–( f5). For λ > Λ = max{Λ1,Λ2}, there exist R1 > 0 and β < β0 such that for all n ∈ N,
sup
Xn∩BcR1
Iλ(u) < β < inf
Nε(P+)∩Nε(P−)
Iλ(u).
Proof. For λ > Λ, let ηλ(t,u) be the descending ﬂow associated to (3.2). By Lemmas 3.3 and 4.3, we obtain
inf
Nε(P+)∩Nε(P−)
Iλ(u) inf
Nε(P+)∩Nε(P−)
Iλ
(
ηλ(t,u)
)
 inf[t−,t+]
Iλ(u) β0.
After integrating, we obtain from ( f1), ( f2), ( f3) and ( f5) the existence of c8 such that F (t) c8(|t|μ − |t|2), for all t ∈ R.
Then we can obtain, for λ > Λ,
Iλ(u) = 1
2
∫
RN
(|∇u|2 + Vλ(x)|u|2)dx−
∫
RN
F (u)dx
 1
2
∫
RN
(|∇u|2 + Vλ(x)|u|2)dx− c8
∫
RN
|u|μ dx+ c8
∫
RN
|u|2 dx
 c9‖u‖2 + c8|u|22 − c8|u|μμ. (4.1)
Since on the ﬁnite dimensional space Xn all norms are equivalent, for λ > Λ, there exist β < β0 and R1 > 0 such that
Iλ(u) < β , for all u ∈ Xn , ‖u‖ R1. That is
sup
Xn∩BcR1
Iλ(u) β < β0  inf
Nε(P+)∩Nε(P−)
Iλ(u). 
For λ > Λ, deﬁne
ϑ = Nε(P+) ∩ Nε(P−)
and
Cλ(ϑ) =
{
u ∈ X ∣∣ u ∈ ϑ or there exists t  0 such that ηλ(t,u) ∈ ϑ}
as in [1, p. 31]. Denote by ∂Cλ(ϑ) the boundary of Cλ(ϑ).
We recall the notion of genus (see [5]) for a set A, which is symmetric with respect to 0.
γ (A) = inf{n ∈ N ∣∣ there exists an odd map ϕ ∈ C(A, Rn \ {0})}.
The properties of genus like monotonicity, subadditivity, continuity, can be referred to [10].
For n ∈ N, we deﬁned as in [8, p. 384]
Gn =
{
h ∈ C(Xn ∩ BR1 , X)
∣∣ h is odd and h(x) = x for x ∈ Xn ∩ ∂BR1}
and
Γn =
{
h
(
(Xn ∩ BR1 ) \ B
) ∣∣ h ∈ Gm, m n, B = −B ⊂ Xm ∩ BR1 , open, and γ (B)m− n}.
Finally, we need the following lemma to proof Theorem 1.1.
Lemma 4.5. Assume (a1), ( f1)–( f6). For all n ∈ N, n 2, A ∈ Γn, we have γ ((A \ W ) ∩ ∂Cλ(ϑ)) n− 1, as λ > Λ.
Proof. For λ > Λ, Lemmas 3.1–3.3 and Lemma 4.4 can all be achieved. Then the proof is similar to [2, Lemma 2.8]. We
omit it. 
Proof of Theorem 1.1. For λ > Λ, n 2, deﬁne
dλn = inf
A∈Γn
sup
A\W
Iλ(u).
By Lemma 4.5, for λ > Λ, we have A \ W = ∅, for all A ∈ Γn (n 2). Thus dλn is well deﬁned as λ > Λ, n 2.
As λ > Λ, by Lemma 3.3, Lemma 4.3, and Lemma 4.5, we have, for all A ∈ Γ2,
sup
A\W
Iλ(u) inf
∂Cλ(ϑ)
Iλ(u) inf
Cλ(ϑ)
Iλ(u) = inf
ϑ
Iλ(u) inf[t−,t+]
Iλ(u) β0.
For Xn ∩ BR1 ∈ Γn , from (4.1), we have supXn∩BR1 I(u) < +∞, for all n 2.
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For i  2, if dλ = dλi = dλi+1 = · · · = dλi+ρ(ρ  0), we claim: γ (K 2λ,dλ ) ρ + 1.
Since Iλ satisﬁes the (PS) condition, we have K 2λ,dλ is compact. Let N be a symmetric neighborhood of K 2λ,dλ . We
have γ (K 2
λ,dλ
) = γ (N ). By Lemma 4.2, there exist 0 < ε0 < β0 − β and an odd and continuous map σλ such that
σλ(I
dλ+ε
λ ∪ W \ N ) ⊂ Id
λ−ε
λ ∪ W , for all 0< ε  ε0, and σλ|Idλ−ελ ∪W = id.
By the deﬁnition of dλi+ρ , there exists A = h(Xm ∩ BR1 \ B) such that supA\W Iλ(u) < dλ + ε, h ∈ Gm , m  i + ρ , B =
−B ⊂ Xm ∩ BR1 , open, γ (B)m− (i + ρ). For A ⊂ Id
λ+ε
λ ∪ W , by Lemma 4.2, we have σλ(A \ N ) ⊂ Id
λ−ε
λ ∪ W . That is
σλ
(
h(Xm ∩ BR1 \ B) \ N
)= σλ ◦ h(Xm ∩ BR1 \ (B ∪ h−1(N )))⊂ Idλ−ελ ∪ W . (4.2)
For all u ∈ Xm ∩ ∂BR1 , by Lemma 4.4, we have
Iλ(u) sup
Xm∩BcR1
Iλ(u) β = β0 − (β0 − β) dλ − ε.
So that σλ ◦ h(u) = σλ(h(u)) = σλ(u) = u, for u ∈ Xm ∩ ∂BR1 . Since σλ and h are odd, we have σλ ◦ h is odd. Therefore
σλ ◦ h ∈ Gm. (4.3)
Deﬁne
B ′ = B ∪ h−1(N ) ⊂ Xm ∩ BR1 . (4.4)
Since h is odd and continuous and B = −B , we have
B ′ = −B ′. (4.5)
We claim: γ (B ′)m − i + 1. If not, combining (4.3), (4.4), and (4.5), we have σλ ◦ h(Xm ∩ BR1 \ B ′) ∈ Γi . This contradicts
with (4.2).
Thus
m− i + 1 γ (B ∪ h−1(N ))
 γ (B) + γ (N )
= γ (B) + γ (K 2
λ,dλ
)
m− (i + ρ) + γ (K 2
λ,dλ
)
.
Therefore γ (K 2
λ,dλ
) ρ + 1.
We claim: dλi → +∞, as i → +∞. If not, passing to a subsequence, we may assume dλi → dλ0, as i → +∞. The same
argument as above shows that γ (K 2
dλ0
) = +∞, which is impossible since K 2
dλ0
is a compact set and 0 /∈ K 2
dλ0
. Therefore,
dλi → +∞, as i → +∞.
Let {vi} be the critical points of Iλ satisfying Iλ(vi) = dλi . From (4.1), we have ‖vi‖ → +∞, as i → +∞.
Thus we have an unbounded sequence of sign-changing critical points of Iλ on X , as λ > Λ.
Since the action of O (N) on H1(RN ) is isometric and Iλ is invariant under the action of O (N) because (a2) is satisﬁed,
by Theorem 2.1, we obtain an unbounded sequence of radial sign-changing weak solutions of (1.1) with λ > Λ. 
Proof of Theorem 1.2. Let 2 m  N2 be a ﬁxed integer different from
N−1
2 . The action G = O (m) × O (m) × O (N − 2m)
on H1(RN ) is deﬁned by gu(x) = u(g−1x). Let XG = {u ∈ H1(RN ) | gu(x) = u(g−1x) = u(x), ∀g ∈ G}. By a result in [6], the
embedding XG ↪→ Lp(RN ) is compact. Let τ2 be the involution deﬁned on RN = Rm ⊕ Rm ⊕ RN−2m by
τ2(x1, x2, x3) = (x2, x1, x3).
The action of S = {id, τ2} on XG is deﬁned by
su(x) =
{
u(x), s = id,
−u(s−1x), s = τ2.
It is clear that 0 is the only radial function of X1 = {u ∈ XG | su = u, s ∈ S}. Except 0, all functions in X1 are sign-changing.
Moreover the embedding X1 ↪→ Lp(RN ) is compact.
We choose an orthonormal basis {φi} of X1 and we deﬁne X1, j = Rφ j , Yk =⊕kj=0 X1, j , Zk =⊕∞j=k X1, j . Deﬁne G0 = Z/2.
By the deﬁnition of X1 and X1, j , relation (B4) of Theorem 2.2 is proved. From ( f6), for given λ > 0, Iλ is invariant under
the action of G0. Similarly to the proof of Lemma 4.1, we obtain that for given λ > 0, Iλ satisﬁes the (PS) condition on X1.
That is, relation (B3) of Theorem 2.2 is achieved.
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Iλ(u) 0, for all u ∈ Yk , ‖u‖λ = ρk > 0. Therefore, relation (B1) of Theorem 2.2 can also be obtained.
From ( f1) and ( f5), there exists a constant C such that |F (u)| d4 |u|2 + C |u|p , where d is a constant such that ‖u‖2λ 
d|u|22. Deﬁne βk := supu∈Zk,‖u‖λ=1 |u|p . Similarly to the proof of [13, Lemma 3.8], we obtain βk → 0, as k → ∞. On Zk , we
have
Iλ(u)
1
2
‖u‖2λ −
d
4
|u|22 − C |u|pp
 1
4
‖u‖2λ − Cβ pk ‖u‖pλ.
Choosing rk = (2Cpβ pk )1/(2−p) , we obtain, if u ∈ Zk and ‖u‖λ = rk ,
Iλ(u)
(
1
4
− 1
2p
)(
2Cpβ pk
)2/(2−p)
.
Since βk → 0, as k → ∞, relation (B2) of Theorem 2.2 is also proved. So that, for given λ > 0, we obtain a sequence of critical
points {±un} of Iλ on X1 and Iλ(±un) → ∞, as n → ∞. From (4.1), we obtain ‖un‖ → ∞, as n → ∞. By Theorem 2.1, we
have for given λ > 0, problem (1.1) has an unbounded sequence of non-radial sign-changing solutions. 
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