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Abstract
Let a be a quadratic form associated with a Schro¨dinger operator
L = −∇ · (A∇) + V on a domain Ω ⊂ Rd. If a is nonnegative on
C∞0 (Ω), then either there is W > 0 such that
∫
W |u|2 dx ≤ a[u] for all
C∞0 (Ω;R), or there is a sequence ϕk ∈ C
∞
0 (Ω) and a function ϕ > 0
satisfying Lϕ = 0 such that a[ϕk] → 0, ϕk → ϕ locally uniformly in
Ω \ {x0}. This dichotomy is equivalent to the dichotomy between L
being subcritical resp. critical in Ω. In the latter case, one has an
inequality of Poincare´ type: there exists W > 0 such that for every
ψ ∈ C∞0 (Ω;R) satisfying
∫
ψϕdx 6= 0 there exists a constant C > 0
such that C−1
∫
W |u|2 dx ≤ a[u] +C
∣∣∫ uψ dx∣∣2 for all u ∈ C∞0 (Ω;R).
2000 Mathematics Subject Classification. Primary 35J10; Secondary
35J20, 35J70, 49R50.
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1 Introduction
Let Ω ⊂ Rd be a domain. We denote K ⋐ Ω, if K is relatively compact in
Ω. Let A : Ω → Rd
2
be a measurable matrix valued function such that for
1
every K ⋐ Ω there exists λK > 1 such that
λ−1K Id ≤ A(x) ≤ λKId ∀x ∈ K. (1.1)
Let V ∈ Lploc(Ω;R), where p >
d
2
. Throughout the paper, we assume that
the bilinear form
a(u, v) :=
∫
Ω
(A∇u · ∇v + V uv) dx u, v ∈ C∞0 (Ω). (1.2)
associated with the Schro¨dinger operator
L := −∇ · (A∇) + V (1.3)
is nonnegative on C∞0 (Ω), that is
a[u] := a(u, u) =
∫
Ω
(
A∇u · ∇u+ V |u|2
)
dx ≥ 0 ∀u ∈ C∞0 (Ω;R). (1.4)
Under this assumption it is known [1] that the Dirichlet problem is uniquely
solvable in any bounded subdomain. Therefore, a[u] = 0, for u ∈ C∞0 (Ω), if
and only if u = 0. Consequently, the bilinear form a defines a scalar product
on C∞0 (Ω). Let Ha(Ω) be the completion of C
∞
0 (Ω) with respect to the norm√
a[u].
Generally, Ha(Ω) cannot be identified as a space of measurable functions
or even as a space of distributions. More precisely, it can happen that there
is no continuous imbedding of Ha(Ω) into D
′(Ω). For example, if Ω = Rd,
d = 1, 2, and a[u] =
∫
|∇u|2 dx, then Ha(Rd) is not a space of distributions
(see e.g. [9, Section 11.3]), and the zero element of Ha(Rd) contains Cauchy
sequences in C∞0 (R
d) that converge in L2loc(R
d) to the constant function. For
d > 2 the Sobolev inequality
(∫
|u|
2d
d−2 dx
) d−2
d
≤ C
∫
|∇u|2 dx implies that
Ha(Rd) is continuously imbedded into L
2d
d−2 (Rd). In the case Ω = Rd \ {0},
d > 2, and a[u] =
∫
Ω
(|∇u|2 − (d−2
2
)2 |u|
2
|x|2 ) dx, the class of the zero element
of Ha(Ω) contains Cauchy sequences in C
∞
0 (Ω) that converge in L
2
loc(Ω) to
C|x|−
d−2
2 , with C ∈ R.
Definition 1.1. A sequence {ϕk} ⊂ C
∞
0 (Ω) satisfying a[ϕk]→ 0 is called a
null sequence for the form a. We say that a positive function ϕ is a null state
for the form a, if there exists a null sequence {ϕk} for the form a such that
ϕk → ϕ in L
2
loc(Ω).
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Definition 1.2. We say that the nonnegative quadratic form a has a weighted
spectral gap if there is a function W > 0 continuous in Ω such that∫
Ω
W |u|2 dx ≤ a[u] ∀u ∈ C∞0 (Ω;R). (1.5)
Remark 1.3. It is easy to see that a null state ϕ is a distributional solution
of the equation Lu = 0 in Ω. Indeed, suppose that Lϕ 6= 0, then there
exists ψ ∈ C∞0 (Ω) such that
∫
ϕLψ dx < −ε < 0. Let ϕn ∈ C
∞
0 (Ω) be a null
sequence that converges to ϕ in L2loc(Ω). Then a(ϕn, ψ) =
∫
ϕnLψ dx < −ε/2
for all n sufficiently large. Consequently, a[ϕn + tψ] ≤ a[ϕn] + t
2a[ψ] − εt,
which is negative for t > 0 sufficiently small and n sufficiently large. This
contradicts the assumption that a ≥ 0. An alternative proof of this statement
can be deduced from the proof of Lemma 2.5 which in turn shows that a null
state is actually a weak solution.
In the present paper we establish the dichotomy between the existence of
a weighted spectral gap and the existence of a null state for the form a.
Theorem 1.4. Let Ω ⊂ Rd be a domain, and assume that the form a is
nonnegative. Then a has either a weighted spectral gap or a null state. If a
has a null state ϕ, then there exists a positive W ∈ C(Ω), such that for every
ψ ∈ C∞0 (Ω;R) satisfying
∫
ψϕ dx 6= 0 there exists a constant C > 0 such that
the following inequality holds:
C−1
∫
Ω
W |u|2 dx ≤ a[u] + C
∣∣∣∣∫
Ω
ψu dx
∣∣∣∣2 ∀u ∈ C∞0 (Ω;R). (1.6)
Moreover, all norms that are induced by the right hand side of (1.6) with
such functions ψ are equivalent.
Theorem 1.4 answers a natural question that arises in the context of
improving inequalities of the form∫
Ω
V |u2| dx ≤ C
∫
Ω
A∇u · ∇u¯ dx, (1.7)
where V ≥ 0 : What is the difference between a potential V that can be
refined, that is, can be replaced in the inequality (1.7) by some V ′ 	 V , and
a potential that cannot? In other words, what can be said about a nonneg-
ative Schro¨dinger operator without any weighted spectral gap? The answer
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given in Theorem 1.4 is of general relevance to the work on refining the spec-
tral gap inequalities (see for example, [2, 3, 4, 6, 7, 8] and the references
therein). As it is noted in [7], attainment in the standard Sobolev space of
the best constant in the Hardy inequality, or in the Hardy inequality with
a further corrected potential cannot serve as a criterion for the nonexistence
of a weighted spectral gap. The present paper shows that the relevant en-
ergy space for the Schro¨dinger equation is the completion of C∞0 (Ω) with
respect to the quadratic form of the operator appended possibly with a one-
dimensional correction. The Poincare´ type inequality (1.6) shows that such a
completion is continuously imbedded into some weighted L2-spaces. We show
that the existence of a weighted spectral gap is equivalent to the existence
of continuous imbedding of Ha(Ω) into the space of distributions, which in
turn implies a continuous imbedding into Lploc(Ω).
Another equivalent formulation of Theorem 1.4 is the dichotomy between
critical and subcritical elliptic operators. Let P be a linear second-order
elliptic operator with real coefficients which is defined on a domain Ω (if P
is a symmetric operator of the form (1.3), then we denote the operator by
L). Let CP (Ω) be the cone of all positive solutions of the equation Pu = 0
in Ω. Let W ∈ Lploc(Ω;R), p > d/2. The generalized principal eigenvalue is
defined by
λ0(P,W,Ω) := sup{λ ∈ R | CP−λW (Ω) 6= ∅}.
Let K ⋐ Ω. Recall [1, 15] that u ∈ CP (Ω \ K) is said to be a positive
solution of the operator P of minimal growth in a neighborhood of infinity
in Ω, if for any K ⋐ K1 ⋐ Ω and any v ∈ C(Ω \K1) ∩ CP (Ω \ K1), the
inequality u ≤ v on ∂K1 implies that u ≤ v in Ω \K1. A positive solution
u ∈ CP (Ω) which has minimal growth in a neighborhood of infinity in Ω is
called a ground state of P in Ω.
The operator P is said to be critical in Ω, if P admits a ground state
in Ω. The operator P is called subcritical in Ω, if CP (Ω) 6= ∅, but P is not
critical in Ω. If CP (Ω) = ∅, then P is supercritical in Ω.
Assume that P is critical in Ω′  Ω, then P is subcritical in any domain
Ω1 such that Ω1  Ω′, and supercritical in any domain Ω2 such that Ω′  
Ω2 ⊂ Ω. Furthermore, for any nonzero nonnegative function W the operator
P + W is subcritical and P − W is supercritical in Ω′. Moreover, if P is
critical in Ω′, then dim CP (Ω′) = 1 (see e.g. [15]).
If P is subcritical in Ω, then P admits a positive minimal Green function
GΩP (x, y) in Ω. For each y ∈ Ω, the function G
Ω
P (·, y) is a positive solution of
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the equation Pu = 0 in Ω \ {y} that has minimal growth in a neighborhood
of infinity in Ω.
Theorem 1.5. Let a be a nonnegative quadratic form associated with a
Schro¨dinger operator L = −∇ · (A∇) + V defined on Ω. Then the following
conditions are equivalent:
(i) The form a has a weighted spectral gap.
(ii) The space Ha(Ω) is continuously imbedded into L
2
loc(Ω).
(iii) The space Ha(Ω) is continuously imbedded into D
′(Ω).
(iv) The operator L is subcritical in Ω.
Since a is nonnegative, the operator L is either critical or subcritical in
Ω [1]. Thus, Theorem 1.4 and Theorem 1.5 imply:
Corollary 1.6. The form a has a null state if and only if L is critical in Ω.
In other words, ϕ is a null state for the form a if and only if ϕ is a ground
state of the operator L.
2 Preliminary results
Given a domain Ω, we fix an exhaustion {ΩN}
∞
N=1 of Ω, i.e. a sequence of
smooth, relatively compact domains such that x0 ∈ Ω1 6= ∅, cl(ΩN ) ⊂ ΩN+1
and ∪∞N=1ΩN = Ω. Denote by B(x0, δ) the ball of radius δ centered at x0.
Recall that if P is subcritical in Ω, and W has a compact support in Ω,
then there exists ε0 > 0 such that P + εW is subcritical in Ω for all |ε| < ε0
(see [12, 15]). We need the following stronger assertion.
Lemma 2.1. Suppose that P is a subcritical operator in Ω. Then there exists
a strictly positive function W such that λ0(P,W,Ω) > 0.
Proof: Let u ∈ CP (Ω). It follows from the proof of Lemma 3.3 in [14], that
it is sufficient to find a positive function W and a constant C > 0 such that∫
Ω
GΩP (x, z)W (z)u(z) dz ≤ Cu(x) ∀x ∈ Ω. (2.1)
Let {χN} be a locally finite partition of unity on Ω subordinated to the
exhaustion {ΩN}. Since χN has a compact support it follows from Theorem
2.10 in [12] and Remark 3.5 in [14] that there exists CN > 0 such that∫
Ω
GΩP (x, z)χN (z)u(z) dz ≤ CNu(x) (2.2)
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for all x ∈ Ω. Let εN := 2
−N/CN , and define
W (x) :=
∞∑
N=1
εnχN (x).
Then ∫
Ω
GΩP (x, z)W (z)u(z) dz ≤ u(x) (2.3)
for all x ∈ Ω. Hence, λ0(P,W,Ω) > 0.
Remark 2.2. For further necessary and sufficient conditions for λ0 > 0, see
[10, 14] and the references therein.
Corollary 2.3. Suppose that the operator L is of the form (1.3), and let a
be the quadratic form (1.2) associated with L. Then
(i) The operator L is subcritical in Ω if and only if a has a weighted
spectral gap, i.e. there exists a strictly positive function W that∫
Ω
W |u|2 dx ≤ a[u] ∀u ∈ C∞0 (Ω;R). (2.4)
(ii) If L is critical in Ω, then for every open set B ⋐ Ω there is a strictly
positive continuous function W such that∫
Ω
W |u|2 dx ≤ a[u] +
∫
B
|u|2 dx ∀u ∈ C∞0 (Ω;R). (2.5)
(iii) The operator L is critical in Ω if and only if there is an open set
B0 ⋐ Ω, such that
∫
B0
|u|2 dx is not bounded by a[u] on C∞0 (Ω;R).
(iv) If the quadratic form a has a null state, then L is critical in Ω.
Proof. Recall that if P is critical in Ω if and only for any nonzero nonnegative
function Q, the operator P +Q is subcritical in Ω, and P −Q is supercritical
in Ω. It is well known that if L is symmetric, then CP (Ω) 6= ∅ if and only
if the quadratic form a is nonnegative (see [1] and the references therein).
Therefore (i)-(iii) follow from Lemma 2.1. Part (iii) clearly implies (iv).
The following key lemma is well known in the case of Schro¨dinger opera-
tors (see, e.g. [5]).
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Lemma 2.4. Let ψ be a solution of the equation Lu = 0 in a bounded domain
D ∈ C1, and let v ∈ H1(D;R) such that vψ = 0 on ∂D. Then∫
D
A∇(vψ) · ∇(vψ) + V |vψ|2dx =
∫
D
(A∇v · ∇v)|ψ|2 dx. (2.6)
Proof. Apply the Gauss divergence theorem, and calculate.
Lemma 2.5. Suppose that L is critical in Ω, and let ϕ be its ground state. Let
{uN} ⊂ C
∞
0 (Ω) be a null sequence, and assume that {uN} is locally bounded
in L2. Then {uN} has a converging subsequence in L
2
loc(Ω) that converges
to cϕ with some c ∈ R. Moreover, any converging subsequence of {uN} in
L2loc(Ω) converges to cϕ for some c ∈ R.
If further, for some B ⋐ Ω the sequence {uN} is normalized such that
‖uN‖L2(B) = 1, then c 6= 0. Such a normalized null sequence does exist. In
particular, ϕ is a null state.
Proof. For any K ⋐ Ω there exists CK > 0 such that
(CK)
−1 ≤ ϕ(x) ≤ CK ∀x ∈ K. (2.7)
Invoking Lemma 2.4 with v = uN/ϕ, and ψ = ϕ, and using (1.1) and (2.7),
we infer that ∇(uN/ϕ) tends to zero in L
2
loc(Ω). By our assumption uN/ϕ
is locally bounded in L2(Ω). In light of the Sobolev compact embedding
in smooth bounded domains, it follows that (up to a subsequence) uN/ϕ
converges in L2loc(Ω). Therefore, uN/ϕ converges in H
1
loc(Ω) to a function
u with a zero gradient, consequently, u is locally constant in Ω. Since Ω
is connected u = const. in Ω. Hence, (2.7) implies that {uN} converges in
L2loc(Ω) to cϕ.
From Corollary 2.3 , part (iii), it follows that there exist B ⋐ Ω and a
null sequence {uN} such that ‖uN‖L2(B)) = 1. Thus, ϕ is a null state.
Remark 2.6. Clearly, without the assumption of locally boundedness in L2
it is not true that {uN} converges. Take for instance a bounded smooth
domain and uN = Nϕ.
Remark 2.7. In the subcritical case, any null sequence converges to zero in
L2loc(Ω).
Lemma 2.8. If a admits a null state ϕ, then for any ψ ∈ C∞0 (Ω) such
that
∫
ψϕ dx 6= 0, the mapping u 7→
∫
uψ dx is not continuous in Ha(Ω).
Consequently, Ha(Ω) is not continuously imbedded into D
′(Ω).
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Proof. Part (iv) of Corollary 2.3 implies that L is critical in Ω. It follows
from Lemma 2.5 that there exists a null sequence ϕk → cϕ in L
2
loc(Ω) with∫
B
|ϕk|
2 dx = 1, and c > 0. Thus,
∫
ϕkψ dx →
∫
cϕψ dx 6= 0, although
ϕk → 0 in Ha(Ω).
3 Poincare´ inequality and the space D1,2a (Ω)
Proof of Theorem 1.5. The equivalence of (i) and (iv) follows from Corol-
lary 2.3. From (i) follows immediately (ii) which implies (iii). If (iv) does not
hold, then Lemma 2.5 and Lemma 2.8 imply that condition (iii) is false.
Proof of Theorem 1.4. If the form a has a weighted spectral gap, then
every null sequence wk converges to 0 in L
2
loc(Ω), so a has no null state. If
the form a has no weighted spectral gap, then by Theorem 1.5, L is critical
in Ω, and by Lemma 2.5, the form a admits a null state.
Let us prove now (1.6). Due to (2.5) it suffices to verify that for some
open B ⋐ Ω, ∫
B
|u|2 dx ≤ C
(
a[u] +
∣∣∣∣∫
Ω
uψ dx
∣∣∣∣2
)
. (3.1)
Assume that this is false. Then there is a sequence uk such that a[uk] → 0,∫
Ω
ukψ dx → 0, and
∫
B
|uk|
2 dx = 1. By (2.5) uk is bounded in L
2
loc(Ω), so
by Lemma 2.5, uk → λϕ 6= 0 in L
2
loc(Ω). Then
∫
Ω
ukψ dx→ λ
∫
Ω
ϕψ dx 6= 0,
and we arrive at a contradiction.
Let ψ1, ψ2 ∈ C
∞
0 (Ω) satisfy
∫
Ω
ψiϕdx 6= 0, i = 1, 2. Then the equivalence
of norms follows from∣∣∣∣∫
Ω
uψ1 dx
∣∣∣∣2 ≤ C
(
a[u] +
∣∣∣∣∫
Ω
uψ2 dx
∣∣∣∣2
)
, (3.2)
which in turn follows from the Cauchy-Schwartz inequality and (1.6).
Recall the standard notation D1,2(Rd) for Ha(Rd), where d > 2, and
a[u] =
∫
Rd
|∇u|2 dx. Therefore, it is natural to use the notation D1,2
a
(Ω) for
the space Ha(Ω) in case of a weighted spectral gap, and for the closure of
C∞0 (Ω) in the norm induced by the right hand side of (1.6) in the case of the
existence of null state.
By analogy with the compactness of local imbeddings in D1,2(Rd), we
have the following statement.
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Proposition 3.1. The space D1,2
a
(Ω) is continuously imbedded into H1loc(Ω)
(and therefore, it is compactly imbedded into L2loc(Ω)).
Proof. Consider a ball B ⊂ D1,2
a
(Ω). Fix ψ ∈ CP (Ω). From (2.6) it follows
that ∫
Ω
(A∇(u/ψ) · ∇(u/ψ))|ψ|2 dx = a[u] ∀u ∈ C∞0 (Ω;R). (3.3)
By density, this implies that the set Bψ = {u/ψ : u ∈ B} is locally bounded
with respect to the Dirichlet norm (i.e. it is bounded in D1,2loc(Ω)). At the
same time, from either (1.5) or (1.6), it follows that B is bounded in L2loc(Ω).
Consequently, using the Leibniz product rule and the Young inequality, we
infer that B is bounded in D1,2loc(Ω), and thus also in H
1
loc(Ω).
4 Null sequence converging locally uniformly
to null state
Let P be a second-order elliptic operator with real coefficients which is not
necessarily symmetric and which is defined on a domain Ω ⊂ Rd. Assume
that P is critical in Ω. Fix x0 ∈ Ω, and let ϕ be the ground state, satisfying
ϕ(x0) = 1. Let {ΩN}
∞
N=1 be an exhaustion of Ω. Without loss of generality
assume that x0 = 0 and B(0, 1) ⋐ Ω1.
We begin this section with the following lemma (cf. [13, Theorem 1.2]).
Lemma 4.1. Suppose that P is critical in Ω ⊂ Rd. Let x1 ∈ Ω1, 0 < |x1| < 1.
Consider the function
ψN (x) :=

G
ΩN
P
(x,0)
G
ΩN
P
(x1,0)
x ∈ ΩN , x 6= 0,
1
ϕ(x1)
x = 0.
Then
lim
N→∞
ψN (x) =
ϕ(x)
ϕ(x1)
,
locally uniformly in Ω \ {0}.
Proof: By criticality,
lim
N→∞
GΩNP (x1, 0) =∞.
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Therefore,
lim
N→∞
(
GΩ1P (x, 0)
GΩNP (x1, 0)
)
= 0, (4.1)
locally uniformly in B(0, |x1|) \ {0}.
Consider the function
ψ˜N (x) :=
GΩNP (x, 0)−G
Ω1
P (x, 0)
GΩNP (x1, 0)
. (4.2)
Note that the function ψ˜N has a removable singularity at the origin, therefore
it may be considered as a positive solution of the equation Pu = 0 in Ω1.
Moreover by (4.1), ψ˜N(x1) = 1 + o(1). Therefore, by Harnack’s inequality
c−1 ≤ ψ˜N (0) ≤ c. By a standard elliptic argument {ψ˜N} has a subsequence
{ψ˜Nk} which converges uniformly in any compact set K ⋐ Ω1, to a positive
solution u satisfying u(x1) = 1. Hence {ψNk} converges locally uniformly in
any punctured ball B(0, r) \ {0} ⋐ Ω1 to u.
On the other hand, ψNk(x) is a positive solution of the equation Pu = 0
in ΩNk \ {0}, and ψNk(x1) = 1. Therefore, the sequence {ψNk(x)} has a
subsequence which converges locally uniformly in Ω\{0} to a positive solution
u1(x) of the equation Pu = 0 in Ω \ {0} and u1(x1) = 1. It follows that in
Ω1 \ {0} we have u1 = u, and therefore this subsequence converges to a
global positive solution u1 of the equation Pu = 0 in Ω, and by uniqueness,
u1(x) =
ϕ(x)
ϕ(x1)
. Moreover, since this is true for any subsequence, it follows
that
lim
N→∞
ψN (x) =
ϕ(x)
ϕ(x1)
locally uniformly in Ω \ {0}.
We use the following cutoff functions. For d ≥ 3 define
aN (x) =

1 |x| > 2
N
,
N(|x| − 1
N
) 1
N
≤ |x| ≤ 2
N
,
0 |x| < 1
N
.
For d = 2, and for M < N , define
aN,M(x) =

1 |x| > 1
M
,
log |x|N
log N
M
1
N
≤ |x| ≤ 1
M
,
0 |x| < 1
N
,
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and denote aN := aN,
√
N . We have
Theorem 4.2. Suppose that the operator L of the form (1.3) is critical in
Ω, and let ϕ be its ground state. There exists a null sequence {uN} ⊂ H
1(Ω)
such that supp uN ⊂ ΩN and {uN} converges locally uniformly in Ω \ {0} to
ϕ.
Proof: Set C := max|x|≤1 ϕ(x). By Lemma 4.1, the sequence {ϕ(x1)ψN}
converges locally uniformly in Ω\{0} to ϕ. Hence, there exists an increasing
subsequence {MN}
∞
N=1 ⊂ N such that
sup
1
N
≤|x|≤1
ϕ(x1)ψMN (x) ≤ 2C.
Consider the function uN(x) := aN (x)ϕ(x1)ψMN (x). It follows that {uN}
converges locally uniformly in Ω \ {0} to ϕ.
Note that
lim
N→∞
∫
Ω
|∇aN |
2 dx = 0. (4.3)
On the other hand, by the definition of MN , 0 < ϕ(x1)ψMN (x) ≤ 2C for all
1
N
≤ |x| ≤ 1 and N ≥ 1. Therefore, (4.3) and (1.1) imply that
lim
N→∞
∫
Ω
A∇aN · ∇aN (ϕ(x1)ψMN (x))
2 dx = 0. (4.4)
Now, use (2.6) with v = aN , and ψ = ϕ(x1)ψMN (x), and (4.4) to verify that
{uN} is indeed a null sequence.
5 Finding a critical potential for a subcritical
operator
If P is subcritical, then the set S+ (Resp., S) of all continuous W , such that
P +W is subcritical (Resp., P +W is not supercritical) is convex [13], and
as we have seen, contains a positive function. The set S0 of all continuous
W , such that P +W is critical is contained in the set of all extreme points
of S. Furthermore, it is known that if P is subcritical and W is a continuous
function that takes a positive value at some point, and decays sufficiently
fast at infinity (for example W has a compact support), then there is t0
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such that P − tW is subcritical for all 0 ≤ t < t0, critical for t = t0 and
supercritical for t > t0. The precise sufficient decay condition for W to have
such a property depends on P,W and Ω via the Green function. An almost
optimal general condition is that W is a small or even semismall perturbation
(notions that were introduced by Y. Pinchover and M. Murata, respectively,
see, for example [11]).
A critical positive weight W can be found, in particular, via a minimizer
of a nonlinear problem.
Theorem 5.1. Let a be the quadratic form associated with a symmetric
subcritical operator L in Ω. Let W0 ∈ L
∞
loc(Ω) be a nonnegative nonzero
function, and let p > 2. If the minimum of the following constrained problem
κ = inf
{
a[u] | u ∈ Ha(Ω),
∫
Ω
W0|u|
p dx = 1
}
(5.1)
is attained at some positive v ∈ Ha(Ω), then the operator L −W with W =
κW0v
p−2 is critical in Ω.
Note that the conditions of the theorem fail if Ha is not continuously
imbedded into Lp, in particular, if L is critical or p > d+2
d−2 . Moreover, these
conditions imply that κ > 0.
Proof. If the minimum in (5.1) is attained at v > 0, then Lv = κW0v
p−1.
In other words, v ∈ CL−W (Ω). In particular, the operator L − W is not
supercritical. Let us show that v is a null state for the quadratic form b
associated with L −W . Since v ∈ Ha(Ω), there exists vk ∈ C
∞
0 such that
vk → v in Ha(Ω). Theorem 1.5 implies that vk → v in L
2
loc(Ω). By the Fatou
lemma lim inf
∫
Ω
W0v
p−2|vk|2 dx ≥ 1. Thus, 0 ≤ lim supb[vk] = lim a[vk] −
lim inf
∫
Ω
W |vk|
2 dx ≤ κ− κ = 0. Hence, v is a null state.
The assumption that the minimum of problem (5.1) is attained is not
trivial, and its verification typically requires a concentration-compactness
argument. In a recent work [16], it is shown that the conditions of Theo-
rem 5.1 are satisfied when Ω = Rd \ Rm, 1 ≤ m ≤ d − 2, p = 2d
d−2 , W0 = 1,
and L = −∆ − (m−2
2
)2ρ(x)−2, where ρ is the distance function to ∂Ω. Con-
sequently, the minimum point v for
κ = inf∫
Ω
|u|
2d
d−2 dx=1
∫
Ω
(
|∇u|2 −
(
m− 2
2
)2
|u|2
ρ(x)2
)
dx (5.2)
12
is attained, and the operator −∆− (m−2
2
)ρ(x)−2 − κv
4
d−2 is critical.
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