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Abstract
This paper attempts to combine the best features of certain extra-updating BFGS method and self-scaling BFGS method.
It describes an algorithm similar to the BFGS method, except that extra self-scaling updates are employed at some iterations.
The BFGS Hessian is scaled and updated a number of times, depending on the information of the 5rst-order derivatives.
The results of numerical tests on certain sets of standard problems are reported. It is shown that the new algorithm is
very competitive with the BFGS method in several cases. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper describes extra self-scaling updates for the BFGS method for solving the unconstrained
optimization problem
minf(x); (1.1)
where f :Rn → R is a nonlinear function whose gradient g(x) is available. The number of variables
n is assumed to be small so that O(n2) storage is possible (usually, n6100).
The BFGS method is attractive for solving problem (1.1), but it su>ers at correcting large eigen-
values of Hessian approximations (e.g. [17]). A brief description and some properties of this method
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are given in Section 2. To remedy the diHculty associated with the BFGS algorithm, several modi-
5cation techniques have been proposed in the literature (see [8,12] for instance). Here we consider
two techniques only.
In the self-scaling technique of Oren and Luenberger [14], the Hessian approximation is scaled
before updating at each iteration. Although this technique has certain drawbacks (e.g. [18,13]), it is
useful if certain conditions on the scaling parameters are satis5ed as shown in [1] (see Section 3
for a brief description).
In another technique which is proposed by Al-Baali [3], extra updates of the available BFGS
Hessian are employed to obtain another Hessian approximation (see Section 3 for a brief description).
Since these techniques as described in [1,3] have useful theoretical and numerical properties, it is
desirable to derive an approach which improves over not only the BFGS method, but also over both
techniques. Therefore, our aim here is to combine both techniques with the BFGS update in one
algorithm. Section 3 describes a certain combination to obtain a class of extra-updating=self-scaling
BFGS algorithms. This class is similar to the extra-updating BFGS method of Al-Baali [3], except
that certain self-scaling BFGS updates might be employed instead of the unscaled updates. Because
this class attempts to overcome the diHculty associated with the BFGS method, it modi5es the
BFGS Hessian at some iterations upon the basis of certain information about the curvature of the
function. Section 4 shows that the algorithms in this class converge globally for uniformly convex
problems, and discusses the possibility of obtaining a superlinear convergence result. To show some
practical usefulness of these algorithms, Section 5 compares the performance of a few of them with
that of the above methods on the basis of some numerical results required to solve di>erent types
of standard test problems. It is shown that a new algorithm improves substantially over not only the
BFGS method, but also over the extra-updating (unscaled) method in several cases.
2. The BFGS method
The line search BFGS method is de5ned for a given iterate x(k) by
x(k+1) = x(k) + 	(k)s(k); k¿1; (2.1)
where 	(k) is a steplength parameter and s(k) is the search direction de5ned by
s(k) =−B(k)−1g(k): (2.2)
Here, g(k) denotes g(x(k)) and the Hessian approximation B(k) is updated at each iteration by means
of the updating formula
B(k+1) = bfgs(B(k); (k); (k)); (2.3)
where
(k) = x(k+1) − x(k); (k) = g(k+1) − g(k) (2.4)
and the function
bfgs(B; ; ) = B− B
TB
TB
+
T
T
(2.5)
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is the BFGS updating formula which has several useful properties. In particular, it satis5es the
quasi-Newton condition
B(k+1)(k) = (k) (2.6)
and maintains the positive de5niteness of B(k) provided that (k)T (k)¿0, which is usually required to
ensure a descent direction for f. Therefore, the initial Hessian approximation B(1) is given a positive
de5nite and 	(k) is chosen for which the Wolfe conditions
f(k+1)6f(k) + 1g(k)T(k); g(k+1)T(k)¿− 2g(k)T(k); (2.7)
where f(k) denotes f(x(k)), 1 ∈ (0; 0:5) and 2 ∈ (1; 1), hold. Other useful properties are that the
BFGS method converges globally and superlinearly on convex functions and generally works well
in practice. (For further details, see [7] for instance.)
Since the BFGS method su>ers when the eigenvalues of B(k) are large (e.g. [17]), it is possible
to improve its performance in practice. To do so, it is important to recognize the case of large
eigenvalues. Because the eigenvalues are not computed in practice and the curvature can be written
as
(k)T (k) = (k)T NG
(k)
(k); (2.8)
where
NG
(k)
=
∫ 1
0
G(x(k) + t(k)) dt (2.9)
is the average Hessian matrix along (k), we estimate their size on the basis of the scalar
b(k) =
(k)TB(k)(k)
(k)T (k)
: (2.10)
When a value of b(k) is suHciently small, the eigenvalues are small and the BFGS updating formula
has a strong self-correcting property with respect to the determinant of the BFGS Hessian (2.3),
det(B(k)+1) =
det(B(k))
b(k)
(2.11)
(e.g. [17,4]). However, the correction is usually poor when the eigenvalues are large. Thus modifying
the BFGS Hessian seems desirable when the size of the eigenvalues of B(k) is estimated to be large. In
the next sections, we refer to this case when b(k)¿1 (say). Hence, we may seek further corrections to
the eigenvalues so that the determinant of the new Hessian approximation is smaller than determinant
(2.11).
3. Self-scaling and extra-updating techniques
In order to de5ne our class of algorithms, we 5rst describe the self-scaling and the extra-updating
BFGS methods. The self-scaling BFGS method is similar to the BFGS method, except that the BFGS
Hessian (2.3) is replaced by
B(k+1) = bfgs((k)B(k); (k); (k)); (3.1)
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where (k) is a scaling parameter. For any choice satisfying the inequalities
min
(
1
b(k)
; 1
)
6(k)61; (3.2)
where b(k) is given by (2.10), Al-Baali [2] shows that the self-scaling method maintains the same
properties of global convergence (and superlinear convergence for further restrictions on (k)) that
the BFGS method has on convex objective functions.
We observe from (3.2) that scaling can be employed only when b(k)¿1. Because the determinant
of (3.1) has the form (e.g. [1])
det(B(k+1)) =
det(B(k))
b(k)
((k))n−1 (3.3)
which follows from (2.11) with B(k) replaced by ((k)B(k)), values of (k)¡1 decrease this determinant,
and hence decreasing some of the eigenvalues of B(k). Thus, in this case, the above self-scaling
updating formula has a self-correcting property with respect to the determinant stronger than that of
the BFGS formula. Since Al-Baali [2] reported encouraging numerical results for the choice
(k) = min
(
1
b(k)
; 1
)
; (3.4)
we will involve this scaling parameter in a new algorithm below.
In the technique of the extra-updating BFGS method of Al-Baali [3], the Hessian approximation
is de5ned at every iterate x(k) in the following way. For a 5xed number smaller than or equal to n,
say m, and k¿m the vector pairs
 (‘) = (k−m+‘);  (‘) = (k−m+‘); 16‘6m; (3.5)
are stored during the previous m iterations and a number of extra updates (say, Nm6m) are employed
at every iteration. The previous Hessian approximation B(k) is always updated to the BFGS Hessian
(2.3) which for k¿m is denoted by NB
(m0); i.e.
NB
(m0) = bfgs(B(k); (k); (k)); (3.6)
where
m0 = m− Nm+ 1; (3.7)
which initiates the extra Nm updates
NB
(‘+1)
= bfgs( NB
(‘)
;  (‘);  (‘)); ‘ = m0; : : : ; m: (3.8)
Then, the resulting matrix in (3.8) is used to de5ne a new Hessian approximation; i.e.
B(k+1) = NB
(m+1)
(3.9)
which satis5es the quasi-Newton condition (2.6). We observe from (3.5)–(3.9), using (2.6), that
the choices Nm= 0; 1 reduce these Nm+ 1 updates to the BFGS update (2.3).
Several properties of this extra-updating scheme are given in [3]. An important one is that the
method has the global and superlinear convergence property that the BFGS method has on convex
functions. In addition, the performance of the method for several choices of m and Nm seems better
than that of the BFGS method.
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It is worth noting that the extra-updating formula (3.8) gives the least change for the Hessian
approximations, though the change between B(k) and B(k+1) is expected to be larger than the least
change provided by the BFGS update (2.3) (for the latter property, see [7] for instance). Because the
self-scaling BFGS formula (3.1) annihilates this property, the extra-updating formula seems preferable
to the self-scaling one. However, an examination of the determinant of the Hessian approximation
(3.9),
det(B(k+1)) =
det(B(k))
b(k)
m∏
‘=m0
(
1
Nb
(‘)
)
; (3.10)
where
Nb
(‘)
=
 (‘)T NB
(‘)
 (‘)
 (‘)T  (‘)
; (3.11)
shows the following (note that (3.10) is obtained by applying identity (2.11) to formulae (3.6) and
(3.8) once and Nm times, respectively). The extra-updating formula does not decrease the eigenvalues
of B(k) with respect to determinant (3.10) unless the inequality Nb
(‘)
¿1 is satis5ed for some values
of ‘.
Therefore, we introduce a scaling parameter N (‘) to the extra-updating formula (3.8) to obtain the
extra-updating=self-scaling formula
NB
(‘+1)
= bfgs( N (‘) NB
(‘)
;  (‘);  (‘)); ‘ = m0; : : : ; m; (3.12)
where
min
(
1
Nb
(‘) ; 1
)
6 N (‘)61; (3.13)
which follows from (3.2) with b(k) and (k) replaced by Nb
(‘)
and N (‘), respectively.
It is clear that the determinant of the Hessian approximation (3.9) with NB
(m+1)
given by (3.12)
with ‘ = m is that
det(B(k+1)) =
det(B(k))
b(k)
m∏
‘=m0
[
( N (‘))n−1
Nb
(‘)
]
; (3.14)
which is smaller than or equal to determinant (3.10) of the extra-updating BFGS Hessian. Thus,
employing the extra-updating=self-scaling formula (3.12) produces, in general, eigenvalues smaller
than those obtained by the extra-updating formula (3.8) with respect to the determinant.
Since Al-Baali [2] reported that the choice (3.4) is useful for de5ning the self-scaling BFGS
Hessian (3.1), we suggest the similar choice
N (‘) = min
(
1
Nb
(‘) ; 1
)
(3.15)
for de5ning the scaling parameter in (3.12). Note that the cost of evaluating this scaling parameter
is ignored compared with other calculations, because the numerator and denominator in (3.11) are
used for employing the updating formula (3.8) as well as formula (3.12). However, if the inverse
BFGS updating formula (e.g. [7]) is implemented then, evaluating (3.15) depends on redundant
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computations required to solve a system of linear equations. Thus, in this case, we prefer the cheap
choice
N (‘) = min( Nh
(‘)
; 1); (3.16)
where
Nh
(‘)
=
 (‘)T NB
(‘)−1
 (‘)
 (‘)T  (‘)
; (3.17)
which satis5es condition (3.13) and de5nes a desirable self-scaling method (e.g. [2]). Whenever
N (‘)¡1, the extra-updating=self-scaling formula (3.12) has the useful property that the scaling param-
eter N (‘) = Nh
(‘)
yields the minimal value of the condition number of the matrix ( NB
(‘)−1 NB
(‘+1)
) [15].
We observed in practice that this extra-updating=self-scaling algorithm works better than the above
extra-updating algorithm in several cases (see Section 5, for details).
4. Convergence properties
We now study the convergence property for uniformly convex problems of our restricted class of
extra-updating=self-scaling BFGS methods, de5ned by (2.1), (2.2), (3.5)–(3.7), (3.12), (3.13) and
(3.9).
To obtain the convergence result below, we make the following assumptions on the objective
function. A solution of problem (1.1) and the Euclidean norm will be denoted by x∗ and ‖:‖,
respectively, and we let f∗ = f(x∗) and G(x) =2(x).
Assumption 1. (1) The objective function f is twice continuously di5erentiable.
(2) The level set D= {x: f(x)6f(1)} is convex; and there exist positive constants 1 and 2 such
that
1‖z‖26zTG(x)z62‖z‖2 (4.1)
for all z ∈ Rn and all x ∈ D. Note that this implies that f has a unique minimizer x∗ in D.
(3) The Hessian matrix G satis;es a Lipschitz condition
‖G(x)− G(x∗)‖6L‖x − x∗‖; (4.2)
where L is a positive constant; for all x in a neighbourhood of x∗.
Using these assumptions, Al-Baali [2] shows in particular that the class of self-scaling BFGS
methods, which de5nes the Hessian approximation by (3.1) and (3.2) converges globally to the
solution x∗. He extends the result of Powell [16] for the BFGS method, using the analysis of Byrd
et al. [4] which depends on that of Byrd et al. [5].
We now extend this global convergence result to the above class of extra-updating=self-scaling
BFGS methods.
Theorem 1. Let x(1) be a starting point for which f satis;es Assumption 1. For any positive de;nite
starting Hessian approximation B(1); consider the class of extra-updating=self-scaling algorithms
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with N (‘) satisfying (3:13) and 1= Nb
(‘)
¿3¿0 and line searches satisfying the Wolfe conditions (2:7).
Then the generated sequence {x(k)} converges to the solution x∗. Moreover; there is a constant
r ∈ [0; 1) such that
f(k+1) − f∗6rk(f(1) − f∗) (4.3)
for all k and
∞∑
k=1
‖x(k) − x∗‖¡∞: (4.4)
Proof. It is a simple extension of the analysis given in [1]. It follows from (3.7), (3.13), (3.14)
and 1= Nb
(‘)
¿3¿0 that
det(B(k+1))¿
det(B(k))
b(k)
4; (4.5)
where 4 =  Nmn3 . The method of proof depends on both this determinant relation and a trace (denoted
by tr) relation that we obtain in the following way. For any 61, Al-Baali [1] shows that
tr(bfgs(B; ; ))6tr(bfgs(B; ; )); (4.6)
assuming B is a positive-de5nite matrix and T¿0. Substituting (2.5) into (4.6) we 5nd
tr(bfgs(B; ; ))6tr(B)− ‖B‖
2
TB
+
‖‖2
T
(4.7)
6tr(B) +
‖‖2
T
: (4.8)
Hence, it follows from (3.6), (3.7), (3.12), (3.13) and (3.9) that
tr(B(k+1))6tr(B(m0)) +
m∑
‘=m0
‖ (‘)‖2
 (‘)T  (‘)
(4.9)
6tr(B(m0)) + Nm2; (4.10)
where the latter inequality follows from (3.5), (3.7), (2.8), (2.9) and (4.1) (see also [5] for instance).
Since B(m0) denotes the BFGS Hessian (3.6), the BFGS formula (2.3) and the inequality (4.10) imply
that
tr(B(k+1))6tr(B(k))− ‖B
(k)(k)‖2
(k)TB(k)
+ 5; (4.11)
where 5=( Nm+1)2. Now using inequalities (4.5) and (4.11), the result follows from Theorem 3:1 of
Byrd et al. [4] which depends on the analysis in Lemma 3:2, Theorem 3:1 and Lemmas 4:1 and 4:2
of Byrd et al. [5].
It is also possible to extend the superlinear convergence result of Powell [16] for the BFGS
method on convex problems to the above class of extra-updating=self-scaling methods in a manner
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similar to that of Al-Baali [1] if the sum of all scaling parameters is bounded. However, we do not
give details here because it is not known whether the latter bound is guaranteed.
We observed in practice that several extra-updating=self-scaling algorithms with N (‘) given by
(3.16) and some values of m and Nm seem to improve on the BFGS method substantially in terms
of the function and gradient evaluations (see Section 5, for details).
5. Numerical experiments
Test problems of di>erent types were used with dimensions varying from 2 up to 100 as described
in [3]. The inverse BFGS updating formula was implemented and the line search satis5es the strong
Wolfe conditions
f(k+1)6f(k) + 1g(k)T(k); |g(k+1)T(k)|6− 2g(k)T(k) (5.1)
with the choices 1 = 10−4 and 2 = 0:9. All tests were run in double precision, and the algorithms
were terminated when the Euclidean norm
‖g(k+1)‖6!max(1; |f(k+1)|); (5.2)
where ! ≈ 1:49× 10−7.
We have tested the new algorithms and compared the results with those obtained by applying the
BFGS and extra-updating BFGS methods. We used the usual starting matrix B(1) = I , the identity
matrix. To see the e>ect of the initial scaling of Shanno and Phua [18], we also tested the algorithms
with B(1) replaced before updating by (1B(1)), where
1 =
(1)T (1)
(1)T (1)
: (5.3)
In order to employ a small number of updates by the new algorithms, we let m = 2 and the
number of extra updates be de5ned as in Al-Baali [3] by either
Nm=
{
min(m; k) if b(k)¿1;
0 otherwise;
(5.4)
where b(k) is given by (2.10), or
Nm=min([b(k)]; m; k): (5.5)
We now list the algorithms used in our tests. They di>er only in the choice of 1 and the Hessian
approximation (3.9) which depends on the relations (3.5)–(3.7), (3.12) and (3.16), and hence the
choices for N (‘) and Nm. The eight di>erent parametric settings for the code algorithm are de5ned so
that B(k) is updated to a new Hessian approximation at each iteration as follows:
M1. This is the standard BFGS method de5ned by (2.3).
M2. This is the same as M1, but the initial scaling (5.3) is used.
M3. This is de5ned by (3.5)–(3.9) and (5.4), which is the extra-updating algorithm of Al-Baali
[3].
M4. This is the same as M3, but the initial scaling (5.3) is used.
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Table 1
Ratios versus the M1 method on the 47 tests
Method Al=Tl Af=Tf Ag=Tg Au=Tu Nd
M2 0:98=0:67 0:96=0:64 0:98=0:67 0:98=0:66 2
M3 0:85=0:73 0:88=0:78 0:87=0:78 1:42=1:59 1
M4 0:84=0:49 0:86=0:51 0:88=0:53 1:35=1:22 3
M5 0:87=0:76 0:90=0:81 0:90=0:80 1:10=1:05 0
M6 0:85=0:52 0:87=0:55 0:89=0:56 1:09=0:78 2
M7 0:80=0:45 0:82=0:47 0:83=0:47 1:27=0:96 2
M8 0:86=0:49 0:88=0:51 0:90=0:53 1:08=0:71 3
M5. This is de5ned by (3.5)–(3.9) and (5.5), which is the same as M3 except that (5.5) replaces
(5.4).
M6. This is the same as M5, but the initial scaling (5.3) is used.
M7. This is de5ned by (3.5)–(3.7), (3.12), (3.16), (3.9), (5.3) and (5.4). This is a new extra-
updating=self-scaling algorithm.
M8. This is the same as M7, except that (5.5) replaces (5.4).
Note that we also considered other two algorithms similar to M7 and M8, but with 1 = 1 rather
than the choice (5.3) (i.e. the initial scaling was not used). Because we observed that generally their
performance is a little less eHcient than the ones with the initial scaling in most cases, we do not
discuss them here.
We now present and comment on the results that were obtained on the test problems tested with
the above algorithms. We begin with the test on the set of Al-Baali [3], which consists of 47 tests.
These tests are extensions of 19 standard tests, 17 of them are from the 18 collection of MorPe
et al. [11], one in [9], and the other can be found in [10].
The results are summarized in Table 1. The column headings Al=Tl, Af=Tf, Ag=Tg and Au=Tu stand
for certain average ratios (see [2]) related, respectively, to the number of line searches, the number
of function evaluations, the number of gradient evaluations and the number of updates required to
solve the tests in the set by the algorithm versus those required by the M1 method. A value of
Al¡1 (similarly for Af, Ag and Au) indicates that the algorithm improves over M1 in terms of the
number of line searches. Otherwise, the algorithm worsens the performance of the M1 method with
the ratio 1=(2− Al). For clarity, we also present the other numbers. A value of Tl (similarly for Tf,
Tg and Tu) gives the ratio of the total number of line searches required to solve the problems in
the set by the algorithm and those required by the M1 method for which both methods found the
same solutions. The column heading Nd records the number of cases where di>erent solutions were
obtained.
We observe from Table 1 that the M4, M6, M7 and M8 algorithms are more eHcient than the
other methods (M7 is the most eHcient) in terms of the number of line searches and function and
gradient evaluations. However, if the number of updates is taken into account, M6 and M8 are
preferable. Thus, more detail about the performance of M6 (or M8) and M7 is desirable.
Therefore, we present in Table 2 some numerical results required to solve the 47 tests by the M6
and M7 algorithms and, for comparison, by the M1 and M2 methods. The results are given in the
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Table 2
Performance of selected algorithms on the 47 tests
Test M1 M2 M6 M7
EX-ROSBRK 2 48 43 51 45 48 46=12 47 42=44
EX-ROSBRK 2;100 413 363 149 135 146 127=52 144 126=130
EX-ROSBRK 10 135 128 51 45 48 46=12 64 55=50
EX-ROSBRK 10;100 811 728 164 147 152 136=58 191 174=152
EX-ROSBRK 20 211 203 51 45 48 46=12 75 62=56
EX-ROSBRK 20;100 1255 1138 166 153 156 135=58 236 215=192
CH-ROSBRK 10 79 71 91 89a 97 93=20a 79 75=46a
CH-ROSBRK 10;100 413 382 298 291 294 283=124 126 119=106
CH-ROSBRK 20 133 119 152 148a 147 142=22a 123 113=50a
CH-ROSBRK 20;100 633 585 533 523 431 417=218 172 157=110
HELICAL-V 3 36 34 33 32 37 33=10 34 33=24
HELICAL-V 3;100 34 32 39 33 38 35=6 35 31=26
BRWDNS 4 33 26 45 38 33 28=16 27 23=24
BRWDNS 4;100 101 97 100 100 94 88=40 39 39=60
WOOD 4 106 95 53 52 56 52=14 110 100=66
WOOD 4;100 144 131 148 142 130 123=52 64 61=78
VAR-DIM 10 24 24 21 21 21 21=2 21 21=36
VAR-DIM 10;100 36 36 83 83 56 56=18 45 45=62
VAR-DIM 20 27 27 26 26 26 26=2 26 26=46
VAR-DIM 20;100 42 42 108 108 89 89=40 53 52=78
EX-POW-SR 4 59 57 72 71 45 45=12 55 53=72
EX-POW-SR 4;100 76 73 147 143 122 118=60 73 72=108
EX-POW-SR 12 125 119 73 72 45 45=12 70 68=80
EX-POW-SR 12;100 242 227 171 165 153 146=80 81 78=108
EX-POW-SR 20 195 189 74 73 45 45=12 81 74=76
EX-POW-SR 20;100 445 421 178 173 135 131=70 84 79=106
POW-B-SC 2 196 173 208 181 203 180=54 217 191=172
BRW-B-SC 2 22 19 22 19 22 19=4 22 19=4
BEALE 2 18 17 18 18 18 18=6 18 18=12
BOX 3 27 24 49 47 40 38=12 37 35=44
GAUSS 3 9 9 13 13 9 9=4 9 9=6
GULFRD 3 44 37 65 59 61 57=26 62 56=42
BIGGS 6 50 48 61 60 51 49=20 51 48=50
WATSON 6 40 38 65 65 52 52=28 47 47=54
WATSON 9 88 85 145 144 109 107=66 97 95=92
WATSON 12 106 101 205 203 128 126=92 114 111=108
WATSON 20 116 113 218 215 136 135=98 119 117=134
CHEBQD 8 30 23 37 35 31 29=10 30 27=24
CHEBQD 9 36 31 32 30 32 30=6 30 27=24
CHEBQD 10 44 38 34 33 33 31=10 32 29=22
CHEBQD 20 71 66 70 66 68 63=24 77 70=74
TRGFP 10 68 60 65 65 57 56=22 58 55=44
TRGFP 20 63 55 81 81 75 75=24 63 63=70
TRGSPD 10 31 31 33 33 34 34=12 30 30=26
TRGSPD 20 57 57 62 60 58 58=20 60 59=34
PENLTY I 10 94 88 92 86 82 74=22 81 74=84
PENLTY I 20 149 139 80 75 80 72=24 72 69=76
aDi>erent local solution.
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form
“the number of function evaluations the number of gradient evaluations”;
where the number of extra updates employed by M6 and M7 are recorded immediately after the
slash for each test. The algorithm is terminated with a solution di>erent from that obtained by the
M1 method for entries marked as footnote a in the table. Note that the number which immediately
follows each abbreviated name gives the number of variables n used for the run and the number
“100” appearing next to the semicolon for 13 tests is used to denote that the standard starting point
is multiplied by this number.
We observe from Table 2 that M6 and M7 perform substantially better than M1 and M2 in
several cases. For the extended type of problems (e.g. EX-ROSBRK 20;100) M6 seems preferable,
but for most diHcult problems (e.g. CH-ROSBRK 20;100) M7 performs better than M6. Indeed
both algorithms have the desirable feature that the extra updates improve the performance of the
algorithms in most cases.
Since there is little to choose between the M6 and M7 algorithms and since it is desirable to
see if the result on the diHcult CH-ROSBRK 20;100 test generalizes to other problems we tested,
in another experiment, the above algorithms on a large number of test problems of various types
with n ranges from 8 to 100. In addition to the above desirable behaviour of the M7 algorithm, we
observed in most cases the following. This algorithm performs substantially better than the other
methods described above in terms of not only the number of line searches and function and gradient
evaluations, but also in terms of the number of updates. We also noted that M8 is a little more
eHcient than M6 but less eHcient than M7.
To illustrate these observations we, in particular, present in Table 3 the numerical results required
by the algorithms considered in Table 2 to solve the 27 diHcult tests of Byrd et al. [6] (the number
of variables n = 100 is used for all the tests, 6 of them are quadratic). Note that some of the
eigenvalues of the true Hessian of these test functions are large.
To our surprise, we observe from Table 3 that the M7 algorithm is very competitive with the
other methods on many problems. The ratios (Af=Tf, Au=Tu) related to M2, M6 and M7 versus M1
are (1:09=1:07, 1:12=1:11), (0:88=0:76, 1:16=1:16) and (0:40=0:20, 0:76=0:55), respectively. A rather
surprising result is that the number of function and gradient evaluations required to solve certain
tests by M7 is about 10% of that required by M1 (e.g. BNZ 3). Although when the initial scaling
worsens substantially the performance of M1 on several problems, M7 is not a>ected by this initial
scaling and still improves over M1 in most cases (e.g. BNZ 10). The cases where M1 performs
a little better than M7 and substantially better than M2 can be seen on a few tests (e.g. BNZ 9).
Indeed, however, the M7 algorithm performs substantially better than both the M1 and M2 methods
in most cases (M2 is clearly inferior to M1 on several problems). An observation worth noting is
that the number of updates employed by M7 is much smaller than that employed by M6 on most
problems.
Since the tests of Byrd et al. [6] are usually diHcult to solve, we take everything together and
recommend the M7 algorithm for solving general optimization problems, though the M6 algorithm
is preferable on certain type of problems.
Finally, due to the above encouraging numerical results, further theoretical and numerical study
on the behaviour of the M7 and M8 methods is worth investigating.
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Table 3
Performance of selected algorithms on the 27 tests
Test M1 M2 M6 M7
BNZ 2 1233 1204 678 678 559 559=256 141 140=224
BNZ 3 1512 1472 699 699 579 579=272 145 144=236
BNZ 4 1591 1554 749 749 617 617=290 150 148=250
BNZ 5 94 89 175 175 175 175=0 104 104=202
BNZ 6 1294 1264 1676 1676 1183 1183=746 280 280=502
BNZ 7 1533 1494 1794 1794 1222 1222=792 263 263=476
BNZ 8 1639 1601 1711 1711 1201 1201=790 273 273=502
BNZ 9 179 177 598 598 472 472=220 317 311=430
BNZ 10 1319 1283 2442 2442 1523 1523=1122 481 478=700
BNZ 11 1531 1490 2451 2451 1572 1572=1146 477 475=688
BNZ 12 1620 1579 2476 2476 1607 1607=1126 455 453=688
BNZ 13 41 37 58 57 42 41=24 42 40=44
BNZ 14 1256 1226 888 888 700 700=360 180 178=288
BNZ 15 1521 1479 950 950 752 752=378 177 177=300
BNZ 16 1587 1546 974 974 782 782=360 184 183=308
BNZ 17 56 52 83 83 62 62=34 66 63=58
BNZ 18 1250 1218 1001 1001 757 757=422 201 201=318
BNZ 19 1521 1478 1075 1075 839 839=422 206 206=326
BNZ 20 1563 1524 1097 1097 855 855=422 210 210=332
BNZ 21 89 84 166 166 166 166=0 92 92=174
BNZ 22 1266 1235 1634 1634 1109 1109=666 255 255=464
BNZ 23 1486 1450 1662 1662 1162 1162=680 237 237=414
BNZ 24 1577 1538 1541 1541 1078 1078=684 246 246=444
BNZ 25 105 99 505 505 401 401=248 176 176=296
BNZ 26 1280 1246 2033 2033 1338 1338=916 286 286=534
BNZ 27 1475 1435 2111 2111 1394 1394=912 280 280=524
BNZ 28 1594 1553 2128 2128 1430 1430=976 278 278=522
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