We discuss and test empirically the effects of six dimensions along which existing decision tree induction algorithms differ. These are: Node type (univariate versus multivariate), branching factor (two or more), grouping of classes into two if the tree is binary, error (impurity) measure, and the methods for minimization to find the best split vector and threshold. We then propose a new decision tree induction method that we name linear discriminant trees (LDT) which uses the best combination of these criteria in terms of accuracy, simplicity and learning time. This tree induction method can be univariate or multivariate. The method has a supervised outer optimization layer for converting a K > 2-class problem into a sequence of two-class problems and each two-class problem is solved analytically using Fisher's Linear Discriminant Analysis (LDA). On twenty datasets from the UCI repository, we compare the linear discriminant trees with the univariate decision tree methods C4.5 and C5.0, multivariate decision tree methods CART, OC1, QUEST, neural trees and LMDT. Our proposed linear discriminant trees learn fast, are accurate, and the trees generated are small.
Introduction
A decision tree is made up of internal decision nodes and terminal leaves. When used for classification, the leaves carry the label of one of K classes, C 1 , . . . , C K . The input vector is composed of d attributes, x = [x 1 , . . . ,
x d ]
T , which may be numeric (ordered) or discrete (unordered). The decision nodes check for a particular input condition. Given an input to classify, starting from the root node, one applies the condition at each internal node and takes one of the branches depending on the outcome. This process is repeated recursively until a leaf node is hit at which point the label of the leaf constitutes the output.
In the case of a binary tree, a decision node m implements a boolean function
parameterized by Φ, with two outcomes, true and false, labeling the two branches, left and right. Each f m (x) defines a discriminant in the d-dimensional input space dividing it into two. Different decision tree methods assume different models for f m and the model class defines the shape of the discriminant. The multivariate linear model is
w mj x j + w m0 = w T m x + w m0 (2) where w m defines the split direction and w m0 is the threshold once x are projected onto w m . A discrete attribute should be represented numerically, e.g. by 1-of-N encoding, before it can be used for a multivariate test. Similarly, a missing attribute should be filled in, for example, with the most likely value or the average, before it can be used at a node.
A special, simpler case of the multivariate linear model is the univariate model where a single input attribute is used:
f m (x|j, w m0 ) = x j + w m0 .
If the multivariate linear model is not complex enough, one can use a multivariate nonlinear model. Among the various ways in which one can write a nonlinear model, one possibility is to write it as a linear sum of nonlinear basis functions f m (x|w m0 ) = J j=1 w mj φ(x|v mj ) + w m0 (4) where φ(·) are the nonlinear basis functions parameterized by v mj . This can be implemented as a multilayer perceptron where J is the number of hidden units, φ(·) is the sigmoid function at the hidden units, and v mj , w mj are the first and second layer weights, respectively.
Tuning node complexity
What any classifier, and in this case the decision tree, does is approximate the real (unknown) discriminant. With univariate nodes, we are limited to a piecewise approximation using axis-aligned hyperplanes. With multivariate linear nodes, we can use arbitrary hyperplanes and approximate the discriminant better. The branching factor, i.e. the number of children of an internal node, has a similar effect in that it defines the number of discriminants that a node defines. A binary decision node, with a branching factor of two, defines one discriminant and separates the data into two. Thus with binary decision nodes, a K-class problem is converted into a sequence of 2-class problems. A K-way node separates the data into K parts at one time.
Thus there is a dependency between the complexity of a node, the branching factor, and the size of the tree. With complex nodes and large number of branches, Linear Discriminant Trees 325 the tree may be quite small but difficult to interpret. A tree with simple nodes and low branching factor may be large but interpretable (e.g. can be converted to simple IF-THEN rules); such a tree also better matches the underlying divide-and-conquer methodology of a tree.
A complex model with a larger number of parameters requires a larger training dataset and risks overfitting on a small amount of data. Hence one should be careful in tuning the complexity of a node with the properties of the data at hand. For example, using multivariate linear nodes, we are assuming that the input space can be divided using hyperplanes into localized regions (volumes) where classes, or groups of classes are linearly separable.
Training the tree from data
Given a training set X , finding the smallest decision tree that classifies X correctly is NP-hard.
14 For large training sets and input dimensions, even for the univariate case, one cannot exhaustively search through the complete space of possible decision trees. Decision tree algorithms are thus greedy in that at each step, we decide on one decision node, and then continue recursively with the partition induced by the node. We look for f m that best splits the data hitting node m, starting with the complete dataset in deciding on the root node. Example measures used to quantify the goodness of a split are entropy 16 and the Gini index. 2 Murthy et al. 14 described some other impurity indices. Our results and those of previous researchers indicate that there is no significant difference between these impurity measures.
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It has been shown that for the multivariate linear case the problem of finding the optimal split at a single node when optimality is measured in terms of misclassification errors is NP-hard.
14 The problem of finding the best split is then an optimization problem to find the best (w m , w m0 ) pair that minimizes impurity (or some other error function). As one cannot do an exhaustive search over all possible values in the multivariate case, one resorts to an iterative local search algorithm, which does not guarantee optimality and may get stuck in local optima:
(1) Linear Discriminant Analysis was first used in Friedman 6 for constructing decision trees. The algorithm has binary splits at each node, where a split is like in C4.5, i.e. x i < w 0 but x i can be an original variable, transgenerated, or adaptive. Linear discriminant analysis is applied to construct an adaptive variable. Kolmogorof-Smirnoff distance is used as the error measure. When there are more than K > 2 classes, it converts the problem into K different subproblems, where each subproblem separates one class from others. (2) In CART (Classification and Regression Trees), 2 parameter adaptation is through backfitting: at each step, all the coefficients w mj except one is fixed and that coefficient is tuned for possible improvement in terms of impurity. One cycles through all j until there is no further improvement. Algorithm for Classification Trees) , 12 with K classes a node can have K branches. Each branch has its modified linear discriminant function calculated using Linear Discriminant Analysis (LDA) and an instance is channeled to the ith branch to minimize an estimated expected risk. (4) In Neural Trees, 8 each decision node uses a multilayer perceptron which implements multivariate nonlinear decision trees [Eq. (4) ]. The nodes are binary and K classes are grouped into two using the supervised exchange heuristic which we discuss in Sec. 3. Backpropagation is used to learn parameters. To be able to compare with other multivariate linear methods, in our simulations, we replace the multilayer perceptron with a single layer, linear perceptron, and name such a tree ID-LP. (5) In OC1 (Oblique Classifier), 14 an extension to CART is made to get out of the local optima. A small random vector is added to w m once there is convergence through backfitting. Adding a vector perturbs all coefficients together and makes a conjugate jump in the coefficient space. Another extension proposed is to run the method several (20-50) times and choose the best solution in terms of impurity. (6) In LMDT (Linear Machine Decision Trees), 4 with K classes, as in FACT, a node is allowed to have K branches. For each class, i.e. branch, there is a vector of parameters, and the node implements a K-way split. There is an iterative algorithm that adjusts the parameters of classes to minimize the number of misclassifications, rather than an impurity measure as entropy or Gini. (7) QUEST (Quick Unbiased Efficient Statistical Tree)
11 is a revised version of FACT and uses binary splits at each decision node. It solves the problem of dividing K classes into two classes by using unsupervised 2-means clustering on the class means of the data. QUEST also differs from FACT in the way that it does not assume equal variances and uses Quadratic Discriminant Analysis (QDA) to find the two roots for the split point and uses the appropriate one. (8) LTREE (Linear Tree) 7 is a multivariate decision tree algorithm with binary splits. LTREE uses linear discriminant analysis to construct new features, which are linear combinations of the original features. For all constructed features, the best split is found using C4.5's exhaustive search technique. Best of these is selected to create the two children of the current node. These new constructed features can also be used down the tree in the children of that node. Extensions of this algorithm uses quadratic discriminant QTREE and logistic discriminant LGTREE for constructing new features. (9) CRUISE 10 (Classification Rule With Unbiased Interaction Selection and Estimation) is a multivariate algorithm with K-way nodes. Like FACT, CRUISE finds K − 1 splits using linear discriminant analysis. The departure from FACT occurs when the split assigns the same class to all its K children. Because such a split is not useful, the best next class is chosen. Another departure occurs while assigning a class to a leaf: when there are two or more classes which have the same number of instances in that leaf, FACT selects randomly one of them but CRUISE selects the class which has not been assigned to any leaf node.
Because the univariate is a special case of the multivariate, most of these multivariate algorithms have their univariate versions, sometimes with slight modifications. In Table 1 , we compare the algorithms in terms of the six dimensions along which these algorithms differ. These are: Node type (univariate versus multivariate), branching factor (two or K, number of classes), grouping of classes into two if the tree is binary, error (impurity) measure, and the methods for minimization to find the best split vector and split point.
Feature extraction
The complexity of the search and the risk of overfitting can be reduced by decreasing dimensionality through feature extraction at each node. This is different from the usual approach in pattern recognition where feature extraction is done as a separate process before the classifier is trained. In tree induction, it is integrated into the training of the classifier and is done separately for each subproblem (decision node). This makes sense as in the localized region bounded by the discriminants defined by the nodes preceding that node in the tree, certain dimensions may not vary significantly and the subset of the data reaching that node may effectively lie in a lower-dimensional subspace, or certain dimensions which are not significant globally may be quite important locally or vice versa.
In the case of a univariate node (which is feature extraction from d to one dimension), there are d possible w m that can be used and N − 1 possible w j0 , so one can do an exhaustive search over the d × (N − 1) possible (w m , w m0 ). This is done in the C4.5 algorithm. 17 In its predecessor ID3 algorithm, 16 the features are symbolic and there is only one way to split at a feature and thus there are only d possibilities.
In a multivariate node, one can do feature selection and by reducing dimensionality, the complexity of search is reduced by setting the coefficients, w mj , of the discarded dimensions to zero. One can do sequential backward search for feature selection and get rid of features whose loss do not increase impurity significantly; the other method is sequential forward search where one adds features one by one until their addition does not significantly decrease impurity. 
Pruning
A greedy algorithm is a local search method where at each step, one tries to make the best decision and proceeds to the next decision, never backtracking and reevaluating a decision after it has been made. Similarly in decision tree induction, once a decision node is fixed, it cannot be changed after its children have been created. This may cause suboptimal trees where, for example, subtrees are replicated. The only exception is the pruning of the tree.
In pruning, we consider replacing a subtree with a leaf node labeled with the class most heavily represented among the instances that are covered by the subtree. If there is overfitting, we expect the more complex subtree to learn the noise and perform worse than the simple leaf. If this is indeed the case on a validation set different from the training set, then the subtree is replaced by the leaf. Otherwise it is kept. It makes sense to start with the smaller subtrees closer to leaves and proceed up towards the root.
This process is called post-pruning to differentiate it from pre-pruning. In postpruning, the tree is constructed until there is no misclassification error and then pruned simpler. In pre-pruning, the tree is not fully constructed until zero training error but is kept simple by early termination. At any node, if the dataset reaching that node is small, even if it is not pure, it is not further split and a leaf node is created instead of growing a subtree. Pre-pruning is faster. Post-pruning may be more accurate but is slower.
Pruning uses validation to finetune model complexity. Another possibility is to use Minimum Description Length to balance the complexity of the tree with the complexity of the data it describes. 
Organization of the paper
This paper is organized as follows. Our proposed method linear discriminant trees (LDT) is proposed in Sec. 2. Section 3 discusses two supervised methods by which K > 2 classes can be divided into two so that the binary classifier through a two-class discriminant analysis can be employed. Dataset details and comparison criteria are given in Sec. 4. Section 5 compares the univariate version of LDT with C4.5 and the univariate version of QUEST. Results with the multivariate version of LDT are given in Sec. 6. In Sec. 7, we discuss the effect of univariate versus multivariate nodes in a tree. In Sec. 8, we compare our proposed method LDT with C4.5, CART, OC1, LMDT, neural tree ID-LP, and QUEST in terms of accuracy, tree size and learning time. We conclude and discuss future work in Sec. 9.
Linear Discriminant Trees
We hereby propose linear discriminant trees which use a statistical approach to quickly determine the set of coefficients in a linear decision node. Finding the best split with Fisher's Linear Discriminant Analysis (LDA)
5 is done as a nested optimization problem, as in neural trees. 8 In the inner optimization problem, Fisher's linear discriminant replaces the neural network for finding a good split for the given two distinct groups of classes. The outer optimization problem is identical where at each node m, we search for the best split of K classes into two groups, C L m and C R m , as will be discussed in Sec. 3.
Multivariate case
The inner optimization problem of separating the two, left and right, groups is solved by linear discriminant analysis (LDA) 5 at each node of the decision tree. Throughout this section, keep in mind that the whole discussion is conditioned on one node and the calculations are repeated for each node as the tree is created in a greedy manner as explained in Sec. 1.2.
In LDA, we look for the direction, as defined by w, such that when the data is projected onto this single dimension, the two groups are as well separated as possible. Well-separation implies that after they are projected; (i) the distance between the two means is large, and (ii) the scatter of instances around each mean are small.
Let us denote by m L and m L the means of instances from C L before and after projection, respectively. Note that
There are n L samples in the left class group and n R samples in the right class group. The scatter of samples from C L after projection is
where
and
is the variance of instances from C L after projection onto w. m R , m R , S R , n R and s 2 R are similarly defined. The total within-class scatter matrix is S = S L + S R .
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Fisher's linear discriminant is
Multiplying x with w, we make a projection from the d-dimensional space to one dimension where we can find a suitable threshold to separate the two groups. Assuming that the groups are normally distributed with equal variances, one can solve for the optimal threshold w 0 as
Another possibility is to find w 0 by testing for all possible split positions to minimize an impurity measure like entropy or Gini, or an error measure like the number of misclassifications. This iterative approach makes no assumption of normality or homogeneity but may be time consuming on large training sets. So in our proposed method which we name LDTm, at each node m, we first divide K > 2 classes into two groups as C L m and C R m by an appropriate class selection procedure (as defined in Sec. 3), then the inner optimization procedure is carried out on X m , the sample at node m, by LDA to find the linear split, i.e. w m using Eq. (9) and w m0 using Eq. (10). There is no iterative training at a node to find (w m , w m0 ) (as with CART, OC1, LMDT, or neural trees) but only analytical calculations and we expect less training time with our proposed linear discriminant trees than with other multivariate tree induction methods.
Sample multivariate split by our proposed method LDTm on the Iris dataset (using only two dimensions for graphical purposes) is given in Fig. 1 .
Problem of singularity
If there is a linear dependency between two or more features then the total withinclass scatter matrix, S, becomes singular and S −1 does not exist. A possible solution is principal component analysis (PCA), 19 where we find the eigenvectors and eigenvalues of the matrix S and get rid of the eigenvectors with zero (or very small) eigenvalues. Let us say that the eigenvalues of the matrix S are λ 1 , . . . , λ d , sorted in decreasing order, and c 1 , . . . , c d are the associated eigenvectors. We find the k eigenvectors that explain more than of the variance
The instances are then projected from the original d-dimensional space onto the new k-dimensional space defined by multiplying with the leading k eigenvectors
We then do LDA in this new space of z j and find the new S z , means, and calculate the split. Because the eigenvectors are orthogonal, the new S z has an inverse. Note that because PCA is also a linear mapping, the eigenvectors c i can be incorporated into the w mj so that there is no increase in memory need. It is always a good idea to normalize x j to zero mean and unit variance before doing PCA as otherwise the variance of the original dimensions, and not the correlations, would dominate. After the projection is done, there is no need to pass over the entire training set to compute the new covariance matrix, which is costly as it is O(N k 2 ). If A is the k by d matrix whose rows are the eigenvectors, the new k by k covariance matrix, S z , can be found as
also the new left and right mean vectors can be found as
where m Lx and m Lz are the mean vectors of the left group before and after applying PCA, respectively. This process is also a form of feature extraction and reduces dimensionality from d to k. In subset selection used in CART or LMDT for feature extraction, a subset k of the original dimensions are kept. Here we find k new dimensions, z j , that are linear combinations of the original d dimensions, x.
Univariate case
Note that after projecting the multivariate data on to the Fisher's linear discriminant we have a univariate problem where the split point is found using Eq. (10) . We can use the same procedure to generate univariate decision nodes directly working on the original features. Given a split of K classes into two, as left and right groups, and assuming they are normally distributed, the split points are the roots of the equation
If the two groups have the same variance (as assumed in the multivariate case), there is only one root [Eq. (10)]. If the variances are different, there are two roots and we use the one which is between the two means. If neither of the two roots is between the means or there are no roots of the quadratic equation, we choose the middle point of the two means as the split point.
Since this is a univariate algorithm, we may use any feature of the dataset for finding a split at each node. We find the corresponding splits for each feature and select the one with the minimum entropy.
If the feature is discrete, we convert it to numeric using 1-of-N encoding and search for the best split in all. This keeps the tree binary and in our simulations, this works as well as making a N -way split as done in C4.5. Figure 2 shows the splits produced by the univariate algorithm LDTu on the two-dimensional subset of the Iris dataset. This tree has the same accuracy as the multivariate tree of Fig. 1 , indicating that going to the multivariate case may not be necessary in some cases.
Class Separation
In Sec. 2, one detail we seem to have skipped over is the following: the model of Eq. (1) makes a binary decision and we may have K > 2 classes and thus at each node, we need to find the best way of partitioning K classes into two subsets. If there are K classes available at a node then there are 2 K−1 − 1 distinct partitions available. This is because K bits can be written in 2 K different ways; half of them are complements of the other half and the binary string of all 0s (or all 1s) is useless.
So because the number of available partitions grows exponentially, we cannot test for all possible partitions and need heuristics to get a reasonable partition in polynomial time. 
Selection method
The first method we use in class separation is the selection method, which is a depth-first search method with no backtracking. Let m be a decision node and C = {C 1 , . . . , C K } be the set of K classes at node m.
(1) Select two classes C i and C j at random and put one in C This algorithm is sensitive to the initial class partition due to its depth-first nature. As a heuristic, we take the two furthest classes, as measured by the distance between their means, as the initial two classes. The algorithm traces steps 2 to 4 K − 2 times. So its complexity is O(K). This is an agglomerative algorithm where at each iteration a class is merged with one of the two partitions. Its difference from agglomerative clustering is that this decision is based on a supervised measure like impurity or entropy and not on an unsupervised measure such as the distance in the input space.
Exchange method
The second class separation technique is the exchange method proposed in Ref. 8 , for neural trees. This is a local search with backtracking. Let m be a decision node and C = {C 1 , . . . , C K } be the set of K classes at node m. 
, and go to step 2.
In order to get a good solution in reasonable time we use a heuristic to start in step 1, instead of starting randomly. The two classes C i and C j with the maximum intermean distance are found and placed into C L m and C R m . For each of the classes k ∈ {C 1 , . . . , C m }, we find the one with the minimum intermean distance to C L m or C R m and then we put it into that group. We repeat this second step until no more classes are left.
The exchange method has complexity O(f × K) where f is the number of iterations.
Datasets and Comparison Criteria
We have performed experiments on 20 datasets from the UCI repository.
13 Table 2 describes the properties of the datasets. We have implemented all the algorithms ourselves, except for C5.0, and our code is available for academic purposes. The three criteria we used for comparison are accuracy on the test set, tree size measured in terms of the number of nodes in the tree and learning time in seconds on a Pentium III-450 PC. For each method, we performed five two-fold cross-validation runs on each dataset and used the 5 × 2 cv F Test 1 to check for statistically significant difference. The results of the ten runs are then averaged and we report the mean and standard deviations, as well as checking for significance using the test. In tables, ">", " " correspond to statistically significant difference with 95 and 99% confidence respectively. 20) on which method i is statistically significantly better than method j with at least 95% confidence. In the second table, row and column sums are also given. The row sum gives the number of datasets out of 20 where the algorithm on the row outperforms at least one of the other algorithms. The column sum gives the number of datasets where the algorithm on the column is outperformed by at least one of the other algorithms.
Comparison of Univariate Techniques
We compare the univariate version of our decision tree induction method (LDTu) in terms of accuracy, tree size and learning time with C4.5, C5.0, and the univariate version of QUEST. LDTu(1) assumes equal variances, LDTu(2) uses two different variances for the left and right groups -this is actually QDA. In both cases we use exchange algorithm for outer optimization. QUEST uses 2-means clustering in outer optimization of the problem and assumes two different variances for the two groups (QDA). C5.0 is a recent, improved version of C4.5 that is commercially available, 20 and we used its evaluation version that runs on datasets having less than 400 instances.
In terms of accuracy (Table 3) , LDTu and QUEST are slightly better than C4.5. If we look at Table 4 , we also see that in terms of the tree size (the number 
of nodes in the tree), the two also seem to generate smaller trees than C4.5. In terms of learning time (Table 5) , we see that both LDTu and QUEST run faster than C4.5 as the two former calculate for the split point analytically whereas C4.5 tries all possible N m − 1 splits. In this univariate case, QUEST runs faster than LDTu as the 2-means clustering is faster than the exchange heuristic. On the small datasets where we could run it, C5.0 is not significantly more accurate than C4.5 but is slightly more accurate than LDTu and QUEST; in terms of tree size, C4.5 and C5.0 trees seem comparable. We see that there is no significant difference between the two versions of LDTu and thus assuming equal variances is not harmful, even for the univariate case, if the splitting into two is done using a supervised measure, as the exchange heuristic does.
Results with Multivariate Linear Discriminant Trees
Before comparing it with other multivariate linear trees, we investigate the effect of various choices on the multivariate version of our algorithm, LDTm. In Sec. 6.1, we compare the two class separation heuristics; selection and exchange. The effect of , the proportion of variance explained, that determines the dimensionality in feature extraction through PCA, is analyzed in Sec. 6.2. Section 6.3 compares the effect of two different pruning techniques, prepruning and postpruning on LDTm. In Sec. 6.4, we compare finding the split point, w 0 , analytically with doing an exhaustive search.
Class separation
The aim of this section is to find the effect of the class separation technique; selection or exchange, discussed in Sec. 3. Other variables such as impurity measure (entropy) or pruning technique (post-pruning) and the learning method (LDTm) are fixed. If there are only two classes available in a dataset, this is not included in the results because there is no need for class separation.
The fact that the goodness of partition of classes into two is measured by entropy and that the best split is then found using LDA may seem awkward but this is (2) QUEST 
Method C4.5 C5.0 LDTu (1) LDTu (2) because the two-class LDA splits two groups and it cannot be used to measure the separability of K > 2 classes. Entropy as we use measures the goodness of the separation of all K classes. In none of the datasets, the selection method is more accurate than the exchange method in accuracy ( Table 6 ). The exchange method is more accurate than selection method in three datasets out of 11. Two of these datasets, Optdigits and Pendigits, have ten classes and the other dataset, Ecoli, has eight classes. So it seems like the more classes there are, the better is the exchange method compared to the selection method, due to the large number of division candidates.
If the tree sizes are compared (Table 7) , it is also seen that in two datasets, Pendigits and Segment (which has seven classes), out of 11, the exchange method is better while the selection method is never better.
Although the exchange method has larger time complexity, both methods performed similarly in terms of learning time (Table 8 ). This is due to the large tree size of the selection method, which is in turn because early on, the selection method cannot find splits as good as the exchange method, and generates larger trees. 
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Thus we can conclude that the exchange method generalizes better and learns smaller and more accurate trees on some applications but not on the majority.
Effect of PCA
In Sec. 2.2, we saw that PCA must be used to solve the singular covariance matrix problem. In this section, we compare the two percentage levels = 0.90 and = 0.99 and find out its effect. With = 0.99, we only get rid of singularity; with = 0.90, we also do dimensionality reduction. On Breast, Bupa, Iris, Wine, PCA is never needed. The results on the other sixteen datasets are shown in Table 9 for accuracy, in Table 10 for tree sizes, and in Table 11 for learning time.
Results show that increasing from 0.90 to 0.99 improves accuracy (on eight out of 16) but does not significantly increase the tree size or learning time. Thus we propose to use a large as possible, just enough to get rid of the eigenvectors with zero eigenvalues, but not any eigenvector contributing to variance.
Effect of pruning
In this section, we wish to find out which pruning technique best fits with our new proposed algorithm LDT. Therefore we tested LDT with two different pruning techniques; pre-pruning and post-pruning.
For post-pruning, the validation set is 20% of the whole training set. For prepruning we stop splitting further when the data on a node is smaller than 5% of the total number of elements in the dataset.
Simulation results are given in Table 12 for accuracy, Table 13 for tree size and Table 14 for learning time. The results show that there is not a significant Table 11 . The effect of in LDT on learning time (seconds) on datasets where PCA is used.
difference between pre-pruning and post-pruning in terms of accuracy and learning time, whereas post-pruning trees are significantly smaller than pre-pruning trees in seven datasets out of 20. So we can say that post-pruning has better performance than pre-pruning with LDT.
Finding the split point
In our proposed algorithm, after we find the weights w m of the linear split at any node using LDA, we must also determine the split point w 0 . In this case we have 
two choices: either we use Eq. (7) and find w 0 analytically which assumes that the two groups are normal with equal variances; or, we can search through all possible split points, as in C4.5, to minimize impurity. In this section we compare these two alternatives. Keeping all other factors same, we generate trees analytically using Eq. (7) and by doing an exhaustive search, and compare the induced trees. In terms of accuracy (Table 15) , there is not any significant difference between two methods. Only on Ecoli dataset, exhaustive search is significantly better than the analytic method. This is expected as LDA gives the optimal separating discriminant if the two groups are normal distributed with equal covariance matrices.
5
The class parameters, i.e. mean and scatter, and the separating discriminant are estimated to maximize the likelihood and assuming a shared covariance matrix. Exhaustive search looks for a split to minimize entropy. Finding the vector to optimize one criterion and then finding the split point to optimize another is disturbing. Doing them both under the same assumption of normality makes more sense and should be preferred.
In terms of tree sizes (Table 16 ), analytical method creates smaller trees on two out of twenty datasets. Learning time results (Table 17) show that exhaustive search is always slower than analytical method but the difference is significant in six datasets out of twenty. These are not necessarily the large datasets. It seems that it is the matrix operations necessary to find the linear discriminant (which is a function of the input dimensionality, i.e. O(d 2 ), and not the training set size) that dominates the learning time and not the exhaustive search to find w 0 (which is O(N )). We thus conclude that exhaustive search method for split point selection does not offer any significant difference and sometimes it also increases learning time.
Univariate versus Multivariate Nodes
We wrote in the introduction that there is a dependency between the complexity of a node and the size of the tree: with complex nodes the tree may be quite small; with simple nodes one may grow large trees. However, a complex model with a larger number of parameters requires a larger training dataset and risks overfitting on a small amount of data. Each node type has a certain bias (axis-aligned versus arbitrary oblique split) and may be appropriate in a different situation.
The aim of this section is to investigate which type of node is better under which circumstances. To see this, at each node, we train and compare two possible nodes; univariate and linear multivariate, and use the 5 × 2 cv F test, to choose one. We then continue tree induction recursively in the same manner. Only if the test indicates that the multivariate node has better accuracy with at least 95% significance do we choose the multivariate node, otherwise we choose the univariate node due to its simplicity. We investigate this approach of a hybrid tree in more detail in Ref. 21 and call it the omnivariate decision tree which is composed of multivariate nonlinear, multivariate linear and univariate nodes. In this study, we only allow multivariate linear and univariate nodes, and our aim is to use it to understand which type of node is better when.
Running this algorithm ten times over all 30 datasets, there are a total of 2,244 internal decision nodes which may be thought of as 2,244 different problems on which the two node types are compared. Analyzing the nature of the problem and the decision made, i.e. the chosen node type, we try to find out the conditions leading to the two types of nodes. Table 19 shows the proportion of univariate and multivariate nodes. We see that overall 90% of the nodes are univariate and only 10% of the nodes are multivariate Table 19 . Number of univariate and multivariate nodes in the hybrid tree.
Set
Uni Multi We then want to find a connection between the attributes of the datasets and the type of nodes selected in hybrid decision tree. The attributes of datasets are: (1) Level of the node, (2) Number of features, (3) Number of classes, (4) Number of classes in that node, (5) Total number of training samples for that dataset, (6) Number of training examples in that node, and (7) The ratio of the training examples of that node to the total number of training examples of the whole dataset.
Taking these inputs and the node type as the class code, we run the C4.5 algorithm on this sample of 2,244 instances to check if we can find simple explanatory rules. Unfortunately, the generated decision tree is not so simple. It has 65 nodes. But analyzing the tree on a feature basis, we find simple rules using a single feature that give us information. According to the decision tree, we see that the probability of using a multivariate node increases (over its prior probability of 10%) when (Table 18) • The number of training samples in that node is over 500.
• The number of classes in that node is larger than five.
• The ratio of the training examples is larger than 20%.
• The level of the node is smaller than or equal to four.
As shown in Fig. 3 , we see that multivariate nodes, when they appear, they do so early on in the tree closer to the root where there is enough data. This is expected because as we go down the tree, we have easier problems (having less classes) in effectively smaller-dimensional subspaces and at the same time, we have smaller training data and multivariate model overfits and simple, e.g. univariate, splits suffice and generalize better. It seems like it is not the training set percentage per se that affects the node type but rather the number of data instances. It may also be said that when there are more classes, separating them is a more complicated task and the multivariate split is preferred over the univariate split. Of course, whether a univariate or a multivariate node is more appropriate depends actually on the complexity of the unknown discriminant we are approximating and this complexity is only partially reflected by the number of classes or the number of training examples. The moral we would like to convey is that a univariate model may be sufficient for most nodes during tree construction but a judicious use of the multivariate node may make the tree smaller and more accurate.
Overall Comparison of Decision Tree Methods
The seven decision tree construction methods both univariate and multivariate, are compared. These are: univariate C4.5, multivariate linear CART, oblique classifier OC1, neural trees with single layer perceptron nodes ID-LP, linear machine decision trees LMDT, and the multivariate versions of QUEST and our algorithm LDT. We 3 . The percentage of multivariate nodes as a function of level in the tree, data size in the node, number of classes in the node, and the percentage of training set reaching to the node. The default probability of 10% is shown dashed. We see that the more complex multivariate node is used early in the tree, when there is enough data, and/or if the number of classes is large.
use exchange method for class separation in training ID-LP and LDTm. We always use post-pruning. In LDT, when PCA is used, we take = 0.99.
In Table 20 , we see that the accuracies of C4.5, LDT, QUEST, ID-LP and LMDT are nearly equal and they seem to outperform CART and OC1. LDT, QUEST and ID-LP construct K-way classification using binary splits and generalize as well as the K-way splitting LMDT.
In Table 21 , we see that C4.5 constructs the smallest trees in terms of the number of parameters. After C4.5, the smallest trees are constructed by LDT and ID-LP. LMDT performs better than OC1 and QUEST, which perform better than CART. Table 22 shows the comparison of learning time of the methods. CART and OC1 take the most time in learning, whereas C4.5 and LMDT have the smallest learning time. Remember again that this is due to the K-way splitting nodes of LMDT. LDT and ID-LP with binary nodes are reasonably fast. All multivariate methods except LDT and QUEST in training a decision node are iterative, i.e. they optimize iteratively an error function, and have no guarantee of converging to the optimum 
Conclusions
In this paper, we propose a new decision tree induction method, LDT, based on Fisher's Linear Discriminant Analysis. Our algorithm has both univariate and multivariate versions and our experimental results comparing our algorithm with other univariate and multivariate methods indicate that the proposed method is accurate, learns fast, and generates small trees.
Our results indicate that in the majority of cases, a univariate method suffices. In the case of the univariate version of our method, LDTu, when there are numeric features, we propose to use the univariate version of our algorithm as it calculates the split position analytically and thus is faster than C4.5. With discrete features, converting them to a set of 0/1 variables and treating them as numeric variables keeps the tree binary and works as well as making a N -way split as done in C4.5.
Among the multivariate algorithms, the multivariate version of our proposed method, LDTm, stands out as a good method as it is quite accurate, generates small trees, and learns fast. It uses binary decision nodes which help interpretability. It has a sound statistical basis and under certain assumptions, finds the optimal discriminant. There is no error function to be minimized iteratively and thus has no problems associated with convergence. The splitting of K > 2 classes into two is done using a heuristic that employs a supervised measure that takes class information into account and, for example, is advantageous over the unsupervised method 2-means clustering that QUEST uses.
We advocate that though a univariate model may be sufficient for most cases, a judicious use of the multivariate node may make the tree smaller and more accurate. In our experiments, we see that using a multivariate tree or having some nodes of a tree multivariate can be justified if the node is early in the tree, if there are enough training instances, or if the number of classes in that node is large.
