ABSTRACT Sensing the crowds to understand crowd dynamics can be a challenging task. Passive sensing techniques such as camera-based sensing can provide flow detection, people counting, and density estimation, but they fail to provide accurate identification of individuals mobility patterns. Active techniques such as Radio Frequency Identification (RFID) tags given to people require expensive RFID readers deployed to perform sensing. In this paper, we propose to use Bluetooth low energy (BLE) tagging as an alternative method. When low-cost BLE tags are set in advertisement mode, they can be detected by smartphones. In this paper, we design an architecture for sensing the crowds by requiring a large population carrying relatively cheap off-the-shelf BLE proximity tags, and considerably fewer participants to run scanning application on their smartphones to collect data. We performed a large experimental deployment with 600 tags and ten smartphones conducted during the five days of the world largest annual gathering (The Hajj). We were able to achieve ∼90% detectability rate while effectively reconstructing the routes of the participants.
I. INTRODUCTION
Sensing the crowds to obtain valuable mobility and behaviour data is becoming very important for todays data-centric economies. Throughout the years, different technologies have been proposed to collect data from crowds, and can be classified into passive and active sensing. Passive sensing requires no interaction with the user. Technologies such as computer vision [4] , [6] can help in providing flow detection, people counting and density estimation, but they fail to provide accurate identification of individuals mobility patterns. Active techniques such as RFID tags given to crowds can allow richer data about users mobility and behaviour but comes at an expensive cost for deploying RFID readers at points of data collection [5] .
In this paper, we identify and experiment with a new technology that can replace RFID as an active sensing approach for sensing the crowds. In recent years, Bluetooth Low Energy (BLE) has emerged as a new wireless personal area network (WPAN) technology. There are millions of BLE enabled accessories shipped in 2013 and nearly 2.6 billion expected to be shipped by 2016 [1] . The technology can be embedded into a very small form factor as as in Figure 2 . BLE tags are very cheap, lasting years with small battery, and actively advertising its presents to nearby readers. Most importantly, almost all the latest versions of mobile platforms have been working to provide native support for BLE, and are already everywhere in the market. The focus of this paper is on the utilisation of widespread availability of smartphones as an opportunistic sensor data collection network; with the aid of BLE tags given to crowds.
Our contribution is in the utilization of external smartphone-detectable proximity devices as an alternative for sensing the crowds. Currently, BLE enabled tiny devices are available in the market to track personal belongings, find lost items and indoor localization etc. To our knowledge we are the first to use BLE tags for crowd analysis under dense deployments. We take advantage of the periodic beaconing of the BLE devices, which could be detected by nearby Master devices (smartphones) listening periodically for the advertisement messages. We design a sensing architecture to support the collection of data using a BLE Tags, Mobile app and a webserver.
BLE proximity sensing requires a large population carrying relatively cheap off-the-shelf BLE proximity tags, and considerably fewer participants to run scanning application on their smartphones. We performed a large experimental deployment with 600 tags and 10 smartphones conducted during the 5 days of the world largest annual gathering (The Hajj [2] ). To our knowledge this is the first experiment that utilizes these external smartphone-detectable proximity tags for sensing the crowds and mobility pattern analysis. We have extended our previous work in [7] with detailed results and discussions.
II. MOTIVATION
During the last few years we have seen a revolution shaping up for BLE devices. Experts already foresee this new technology to become the corner stone for Internet of Things (IOT) [19] . The BLE tags work by sending advertisement packets on 3 designated advertisement channels, to be discovered by a smartphone BLE scanner within advertised coverage range of 50-100 meters. Furthermore, BLE supports a connection phase that establishes an association between the uniquely identifiable tag and a physical item. This association is supported by a set of profiles that define uses for tags. In this whole procedure, the periodic advertisement beaconing mechanism is what intrigued us to utilize it for crowd presence and mobility detection without actually connecting to the tags.
We conducted a limited set of experiments for leveraging the power of BLE tag advertisements in a high-density setting. These experiments helped us to develop a BLE scanner application with parameters suitable for high detectability in presence of large number of BLE tags. The first experiment was to verify the range of BLE tags in outdoor settings. We set the beacon to transmit at 100ms with 4dB power. We tested the range at 10 meter intervals starting from 10 meters up to 80 meters. At each range we measured the logged the RSSI and the number of packets received without error. Table 1 shows the result of this experiment. The result shows that packets were received at distances beyond 50 meters which verifies the feasibility of the study.
The second experiment was to set the suitable scanning parameters needed for our study. We need to set the scan duration large enough to capture enough packets from the tags, yet we need to make sure the scan duration is short enough not to consume the phone's energy. During our lab tests, we were able to detect 200 unique tag advertisements easily in a 30 seconds scan cycle, where tags were transmitting advertisement beacons every 5 seconds. The longer scan duration helped to discover tags whose packets were lost due to collisions. The 30 seconds scan cycle was repeated every 5 minutes, considering the expected crowd mobility and sufficient logging for detection events. The crowdsensing experiment was performed mainly to understand the detectability ratio and the accuracy in detections by reconstructing the participant's routes. Figure 1 shows the system architecture of our sensing platform where it is composed of Three main components; BLE Tag, Mobile App, and Webserver. BLE tags are set into advertisement mode and given to people to carry with them. The tags consume extremely low energy. Manufactures state lifetime of one year or more, using coin-cell battery. The Mobile app is performs continuously scan for BLE signals and log their MAC addresses along with the GPS coordinate. The phones act as hubs for data collection, where sensor values are streamed to our servers using 3G for online, or stored until WiFi is available for post processing. The app also logs sensor values such as Accelerometer, Gyroscope, Compass, WiFi for verification and future work purposes. The visualization and mining component is at the server side where we process all the values collected and infer trajectories as well as meaningful information about the crowds. Figure 3 shows an example of how the system works. In the figure, Three smartphones are distributed in one area where they run our mobile app to continuously scan for BLE tags, log GPS coordinates and upload data to server. On the other hand, people carrying BLE tags are distributed in that area. The location of people detected by any mobile phone as being assigned the GPS coordinates of that phone since they are closer to it in proximity (less than 50 meters). In some cases, some tags are detected by more than one mobile phone, inferring that these tags are located in proximity to more than 1 mobile phone.
III. SYSTEM ARCHITECTURE

A. MOBILE APP
Designing a participatory system is a non-trivial task since it faces a set of computing and design challenges. The application required considerable design effort to manage data collection for embedded sensors, running on background, as well as managing the data offloading. Unlike other mobile platforms, the Android platform is convenient for such support. As a result, the mobile app was only targeted for the Android platform.
1) REQUIREMENTS
In crowd sensing applications where continuous automatic data collection is desired, the application should be designed in a manner where it could run in the background and continue to perform its operations even when the device is in standby or sleep mode. For our application, such critical features were required to expect minimum user interaction to perform data collection: 1) Auto-start application on smart-phone start or restart 2) Continuous data collection on regular intervals irrespective of the device state i.e. active or standby 3) Auto upload collected data on regular intervals to the predefined server 4) Reduce collection rate on low battery indication 5) Stop data collection when the battery is critically low and restart collection cycle when the battery is sufficiently charged.
2) ARCHITECTURE
The above mentioned criteria is generic in terms of a framework which could be useful for a number of smart-phone based crowdsensing applications. Hence, we design a generic architecture as in Figure 4 , which could be used to fulfill the needs of HajjSense Application and also usable for various mobile sensing/data-collection applications. The following sections briefly describe the components of the proposed architecture and how they can be useful for a smart-phone based crowed sensing application.
• Application Manager works as a command center to configure and define flow of the overall application. It exposes high-level methods to setup the overall sensing behavior using other available component managers
• Privacy Manager is used to give the participants of crowed-sensing experiment, a mean to define some set of rules to restrict the data-collection at certain locations, times and the granularity of data
• Schedule Manager is used to define and control the sensing frequency based on time, device mode, battery levels and user activity
• Sensor Manager is the main component which allows to configure and initiate various sensors (e.g. inertial, VOLUME 4, 2016 environmental, location, radio, bluetooth etc.) based on different sensing criteria. The small circles with Sensor Manager block, in Figure 4 , represents different services, each individually responsible for monitoring a different sensor
• Event Manager works closer with various broadcasts sent from the Android OS about various events occurring in the OS e.g. system boot, WiFi state changes etc. Using these events the sensing strategy could be revised or different components could be defined to start only on certain events
• Context Manager is used to identify the current activity or surrounding of the user by analyzing the data coming from sensor feeds, such as accelerometer, microphone, camera etc. Such context could be used to trigger different sensors e.g. location sensing when the user is driving/riding a vehicle
• Data Manager provides support for storing data in various formats. It offers different mechanisms e.g. instantaneous writes or cache first and then write strategies, single file dump or new file on regular intervals, dump in file or store in database etc.
• Transfer Manager is used to offer mainly two high-level features i.e. data upload and download. The other important features include data compression, maintaining data archives and managing efficient data transfer based on suitable network availability.
3) ENERGY EFFICIENCY
The application has to be designed to use as least energy as possible to save the smart-phone battery. Like other smartphone platforms, Android platform also runs on resource constrained smart-phone devices. The Android OS is designed to conserve as much energy as possible in order to provide extended battery life. The default behavior of Android OS is to put the device in standby mode and shortly after into a complete sleep mode. In sleep mode, only specific components like GSM/CDMA radio (for SMS, Calls), AlarmManager etc. are alive, while the rest of the system components are put to sleep, unless instructed otherwise explicitly. To keep the CPU awake in order to use certain components, such as WiFi, GPS, Sensors etc., special ''WAKE LOCK'' instructions must be issued by the application which require these components to function properly without any disruption caused by sleep mode. We needed to define a smart-sensing strategy in order to collect sufficient data without consuming too much of the smart-phone battery. As mentioned earlier, smart-phones are resource constrained devices and keeping the CPU awake could drain the battery in surprisingly short interval of time. Hence, the sensing routine for data-collection was defined as follows:
• Schedule the Alarm to trigger after every 5 minutes.
Android AlarmManager helps to trigger the processes even if the CPU is in sleep mode
• Acquire ''WAKE LOCK'' for 45 seconds at each Alarm event
• After acquiring ''WAKE LOCK'', detect GPS+WiFi location, scan for nearby WiFi routers and Cell Towers. In addition to this, BLE Tags scanner was executed for 25 seconds to scan for nearby BLE devices
• File upload was scheduled to compress the collected data files and send it to the server every 1.5 hours
These settings were selected after performing preliminary tests, and understanding the amount of usable data we could get in this time without draining the battery very quickly. With this setting on Nexus 4 smart-phone, it was recommended to charge the phone after every 12 hours duration.
4) INTEROPERABILITY
The crowed-sensing experiments are usually targeted towards general audience using a wide variety of smart phones. During the development phase, we used Google Nexus 4 since it comes with a varaity of sensors including BLE, and it also runs Android. The Android version was 4.3 JellyBeans during the time of the experiment (late 2013). The application was further tested on Samsung Galaxy S3 and S4 which are running Android version 4.1.2 and 4.2.2 respectively. Both phones provided Bluetooth Smart hardware support but the native BLE support from Android Framework was included only in versions 4.3 and later. To overcome this shortcoming, Samsung provided its own APIs to enable developers to make use of BLE features in their applications. Consequently, we also had to patch our application with Samsung libraries such that it could be used by a larger number of participants.
The other issue we faced was of hardware incompatibility from different vendors. It has been observed that the sensors tends to stop reporting data when some of the devices from different manufacturers were in sleep mode. It was known to be a common problem that can be solved by using an AlarmManager to schedule sensing routine, and using ''WAKE LOCKS'' to keep CPU awake during the sensing duration. This approach resulted in a unified solution for different hardware coming from different vendors.
The application needs to be modified and tested on release of future versions of Android and new hardware to identify if there is a need to keep the AlarmManager and ''WAKE LOCK'' scheme intact as it comes with energy and performance overhead.
5) DATA MANAGEMENT AND VISUALIZATION
The data was gathered in separate files for different sensors. The data of location, WiFi access points, Cell towers, and detected BLE tags was combined in a single file. The data from all inertial and environmental sensors were stored in their respective files separately. The collected data was packaged into compressed file once after every 1.5 hours and transferred to the server depending upon the availability of the connection. The data compression and transfer interval was decided mainly for two reasons: 1) to keep the file size smaller 2) to provide regular updates to the server. If the desired data connection was not found at the time of upload, the data is put into the ''upload'' directory so that it could be transferred on the next upload cycle or whenever the connection is available.
The data once transferred to the server, is uncompressed and imported to the MySQL database. This data from MySQL database is used to generate various reports and visualizations.
B. BLE TAGS
BLE is an extension to the Bluetooth classic a the well-known Personal Area Network (PAN) wireless protocol. It was introduced in the Bluetooth 4.0 specification [3] , and is optimised to enable wireless communication between a smartphone and a low duty cycle and low power device located in close vicinity. While BLE and classic Bluetooth share some similarities such as using the 2.4GHz ISM band and Frequency Hopping Spread Spectrum (FHSS)-based modulation, BLE has 40 channels compared to classic Bluetooth's 79 channels. As such, they are incompatible and cannot communicate. Modern smartphones equipped with Bluetooth 4.0 interfaces, support both BLE as well as classic Bluetooth communications.
BLE devices can operate as a master or a slave; that is, as a scanner, or an advertiser, respectively. They can act as advertisers and scanners even simultaneously, if needed. As a slave, the BLE device periodically transmits advertisement packets on the 3 advertising channels i.e. 37, 38, and 39, or their subsets, one after the other, waiting for a connection request from an interested master device with the intention of ''pairing''. As a master, the device listens for advertising information transmitted by other devices and chooses whether or not it wishes to connect to those slave devices. Smartphones usually operate in master mode, since they are usually more power efficient and powerful than external sensor devices.
The discovery process happens when a BLE device advertises itself on the dedicated advertising channels. A BLE-enabled smart-phone scans the advertising channels for new devices and logs their existence. One purpose for the advertising procedure is to exchange information needed to pair devices and establish communication between them. However, in our Sensing Architecture, our purpose is to leverage the existence of BLE devices to infer their location, interaction with other devices, and their mobility.
The application supports BLE scanning; every Five-Minute interval it continuously scans for BLEs for a duration of 30 seconds. Our assumption is that people in crowds move very slowly. With a coverage range of 50 meters outdoors for BLE signals, the assumption seams reasonable. A walking person can be detected at least once every scan sample.
C. SERVER
As mentioned in the previous subsection, smart-phones dump the compressed sensed data into our servers at Umm Al-Qura University. The UQU Server hosts a webserver and database server. The data is first imported into the MySQL database using the PHP scripts. The webserver provides features such as list the collected data files, show statistics about collected data, display reports about the data and show actual traces of crowds using markers on Google Maps.
IV. CASE STUDY: THE HAJJ
Hajj is a unique annual event that happens only in Makkah, Saudi Arabia. Two to Three Million Muslims from all over the world gather to perform a pilgrimage referred to as ''Hajj''. Hajj is a sequence of rituals performed within specific times and places. The Spatio-Temporal restrictions make the management of Hajj a very challenging task. It is only by understanding how pilgrims behave, their patterns, their interactions, their needs and demands, that we can reach to a satisfying level of providing services and experiences. Considering the importance and the unique nature of the Hajj event, we decided to gather data from a group of pilgrims and track their movement during the five important days of the event.
Based on the hypothesis that not everyone carries a smartphone, and not everyone will be willing to use our application, our design allows the distribution of smartphone detectable BLE tags to be carried by pilgrims during their visit. BLE tag continuously advertises its presence by broadcasting its MAC address to nearby phones (approx.~50 meters).
Each smartphone was loaded with a BLE scanning and logging application, which transformed it into a data collection hub for advertisements received from any nearby BLE tag. Whenever a pilgrim carrying a tag passes by a smartphone running our application, his MAC address will be logged. To achieve this experimental setup, we collected a data sample by selecting four different groups from three different countries i.e. Pakistan, Brunei, Switzerland. We distributed around 600 BLE tags among the pilgrims in these groups and provided 10 Nexus 4 phones to the group leaders, pre-installed with our application, to act as a master device for BLE tags detection. The objective of the experiment was to prove our hypothesis, that advertising BLE tags can replace smartphone sensing for fine-grained trace collection. Figures 6 7 shows the tag distribution event for pilgrims from Brunai.
Our plan was to distribute as many BLE Tags the project can afford to pilgrims from different nations. We also wanted to install the mobile app on the Android stores for everyone involved in Hajj would download including the pilgrims. However, our plan to did work out as we planned.
Before running the deployment we made several assumptions about our participants and the organizations involved, some of which were completely invalid. Here, we list some of these assumptions and in the this section we will explain what really happened:
• We assumed complete support from participating organizations including dedicating human resources to help VOLUME 4, 2016 us in the project. The least of the expected support was running our application by their field staff. The reality was that organizations where really busy to deal with us. Running a research experiment was the least of their worries.
• We assumed that participants would be delighted to use our application even without having a proper incentive. We assumed that collecting the data for the sake of improving Hajj was enough to be an incentive for all people during the holy days. Unfortunately, people were worried about their battery life and other privacy concerns.
• We assumed that people would understand how to use our straight forward application; we said: ''just download the application on your android phone, and leave it running on the background''. We learned that having a background running application without any feedback to the user is not enough as an incentive, they needed to visualize something. Before we perform any real-world experiment, we had to take the necessary approvals from the authorities. We visited the organization responsible for hosting the largest groups of Pilgrims (South East Asia). They were very supportive, and were able to manage permissions from the Ministry of Hajj. They assigned a group of Pilgrims from the Country of Brunei to perform the experiment.
We also had a larger group from Pakistan and Switzerland. We did not need to take approvals since this group agreed to take responsibly of using our system.
We also contacted a number of volunteers and boy-scouts through non-profit organizations to download our application. They also required legal procedures and extensive explanation of the project objectives. These groups of volunteers spend most of their activities around the Holy mosque performing various activities such as guiding lost pilgrims, helping elderly and celebrating pilgrim arrivals.
We sent 2000 SMS messages to volunteers asking for their participation. After explaining the objective of the project and the importance of their participation, we asked volunteers to simply download the application and run it in the background. From the website access statistics we were able to understand the distribution of volunteers using Android phones, which was below our expectations. 30 volunteers downloaded our application and ran it successfully on their devices.
On the other hand, we decided to distribute the BLE Tags to Pilgrims and Google Nexus 4 devices (including the running application) to their group leaders. In total we had 10 devices distributed to the group leaders. We asked them to keep it charged during the experimentation period. We also asked them not to use it for any private purpose to ensure the reliability of the application.
Although we have received an approval from authorities to support our project by allocating field workers to support us by downloading the application and by assisting in distributing the tags to the pilgrims, due to low priority, these workers were too busy with their own tasks. So we ended up doing this ourselves.
V. EXPERIMENT DETAILS
During the Hajj event, the pilgrims are expected to perform a defined set of activities in different regions. The pilgrims visit different regions in a specified sequence and stay for a specific time period (unit of days). We have marked the expected regions with sequence numbers as shown in Figure 5 .
Pilgrims spend more than one day at regions 1 (Aziziyah) and 2 (Mina), and a day at 3 (Arafat) and a night at 4 (Muzdalifa).
The collected data of pilgrim's movement is processed to produce visited region sequences in chronological order. Each pilgrim's region sequence trace is then matched with the expected region trace with the help of a finite state machine. The region trace matching helped us understand the movement of people and their behavior during the event.
We also developed a browser-based simulation application to demonstrate the movement of a specific pilgrim across different regions. A sample trace from the collected data is shown with the help of colored markers in Figure 5 , where different color of marker depicts detection by a unique master device.
VI. RESULTS
The analysis was performed in terms of BLE tags detectability and the successful route reconstructions. Table 2 shows that we were able to detect~90% of the distributed tags. The~66% detection of the tags by 3 or more master devices, proves our hypothesis that crowd mobility using BLE proximity tags could be detected by a fewer number of mobile master devices. Figure 8 shows the number of detections that were captured by each phone used in the experiment categorized by the locations of those detections. As we see clearly, not every phone has the same number of detection and this is due to the random mobility of pilgrims surrounding each phone. Another observation is that the majority of detections happened in region 2 (Mina) where Pilgrims spend Three to Four days compared to other sites as explained in figure 5 . Figure 9 presents the BLE detections per day categorized by region. More detections appear in the first days because pilgrims travel in groups, which allows them to be in proximity to phones. By the end of Hajj pilgrims people get more familiar with the locations and mobilize individually. Similar results can be seen in figure 10 (figure 11 ) where unique BLE detection per day (per hour) are presented categorized by region.
We further analyzed the data to extract detections in the expected regions. Collected traces were verified against two possible region sequences, containing mandatory regions during the Hajj event and in a specific sequence. Approximately 44% of the distributed tags were detected in the defined regions, while only a subset of them follow the expected region order as shown in Table 3 . The tags which were not detected in expected region order were either 1) not in range of the master device 2) did not follow the right sequence while traversing through regions 3) were detected to be outside the marked regions due to GPS error on master device. Two more cases might have happened but are less likely since we have performed extensive tests before the experiment: 1) some tags may have not turned inactive 2) the application/mobile phone figure. was not running. We randomly decided the number of master devices for the experiment. Careful selection of number of master devices could help to improve the detectability rate even further.
VII. RELATED WORKS
In this section we will briefly review state-of-the-art work on sensing the crowds. We will also discuss other forms of sensing techniques previously deployed in hajj.
Current techniques for sensing the crowds evolve around computer vision, participatory sensing, and sensor networks. Video surveillance and computer vision can be used for crowd counting, crowd tracking and crowd behaviour [6] . Until today, computer vision for mass crowd monitoring still requires great research to mature [6] . It also requires expensive special purpose powered equipment and impacts peoples privacy.
With the proliferation of smartphones devices equipped with different sensors, existing solutions employ different observable properties of a smartphone to sense the crowds such as Wi-Fi probes [14] , [15] , bluetooth scans [16] , audio signals [17] , and location coordinates [12] , [13] .
WiFi enabled devices constantly broadcast WiFi probes to ease network re-connections. Some existing APs [14] and dedicated Wi-Fi monitors [15] easily eavesdrop and decode Wi-Fi frames to identify and track individual smartphones based on the unique MAC addresses embedded in each probe. Other similar systems [16] capture bluetooth response frames from bluetooth enabled smartphones when set to advertisement mode. Although anonymization techniques such as MAC address hashing are used [14] , these systems can be exploited to compromise the privacy of the smartphone users. Also when smartphones have their wifi turned off or bluetooth not set to advertisement mode, these systems no longer detect the presence of the crowd.
A more invasive approach to sensing the crowd requires installing and running a dedicated application on user smartphones. This approach relays on the voluntary and enduring cooperation of users to produce meaningful data [18] . In [17] , the authors present a system that uses built-in microphones to sense smartphones by letting them exchange bit patterns encoded in audio tones. Other applications collect location data from GPS sensors [12] , [13] , or other forms of localization techniques such as BLE, WiFi or 3G. For mass crowd, such a solution becomes unpractical since it becomes impossible to request millions of pilgrims, for example, to download a mobile application.
For Hajj specifically, where a crowd of millions gather to perfom the rituals, there has been several small scale pilot experiments using passive and active RFID systems [8] - [10] and other forms of sensor networks [11] .
In [10] the authors developed two solutions to sense pilgrims using passive and active RFID. Authors distributed 1000 passive RFID bracelets to pilgrims from Ivory Coast in collaboration with governmnet officials. Since passive RFIDs are limited by range, the usecases for the system was limited to permission control and identification. The reported results were about user acceptance and viability of the system. In the second experiment they used 24 active RFID ristbands to track pilgrims. From which 18 tags were found not functional and the remaining 6 were programmed to track 6 pilgrims. Range tests suggested a maximum of 30 meters. The system failed to detect a group standing next each other. For Hajj crowd, the system as it was tested is not useful for the intended purpose of tracking.
The authors in [8] and [9] described two alternative systems for tracking and monitoring pilgrims during Hajj. The first approach is a mobile application to be downloaded by pilgrims. Similar to [12] and [13] , the app logs the GPS coordinates and forwards them to a webserver. It relies on existing 3.5G network for data transmission during Hajj. While this approach is extremely trivial, it fails to address serious issues: 1) crowd motivation for downloading the app 2) expensive cost of energy for GPS in mobile phones 3) privacy conserns of exact location tracking 4) high cost data network 5) scalability of tracking for 3 million pilgrims.
The second approach consists of mobile units carried by pilgrims and communicates to fixed gateways via IEEE802.15.4/Zigbee. The WSN communicates the location information of the pilgrims to a server periodically based on pre-set parameters. The mobile units transmit UID and location information to nearby fixed nodes. Such data are processed and routed to a server by the WSN using energy efficient algorithms and protocols. The authors performed an experiment with a master unit and three mobile units. The three units were carried by three pilgrims whose movement was restricted to a 50-m radius from the master unit. The master unit was moved throughout the Holy area to simulate a fixed network spread throughout the area. The mobile units were sending their location information periodically to the master unit who sends this information to the server. The authors have not discussed thoroughly about the small-scale experiment. The paper lacked important details on the experiment and the results. It also did not describe how to address scalability.
The authors of [11] proposed a system understand the behaviors of pilgrims using social network analysis based on spatial proximity information. They deployed a proximity system to identify pilgrims social networks and apply social network analysis to (i) estimate the experience level of the pilgrims and differentiate leaders from followers, (ii) observe how groups of pilgrims are created around prayers and (iii) identify density peaks and recognize changes in group formation over time. The suggested proximity system is created by merging ANT+ and Bluetooth, two inhomogeneous peer-to-peer systems. Proposed methods are applied on data collected from 41 participants during their 8 day pilgrimage. While the results obtained are highly impressive and useful for as a behaviour study, the classic bluetooth and ANT+ systems used do not scale for mass crowd sensing.
VIII. CONCLUSION
Our experimental results prove that crowd mobility detection is possible by offloading sensing to the external smartphonedetectable BLE proximity devices. 1) the detectability rates (90%) were more than what was expected considering the mobility of crowds and unreliability of Bluetooth links.
2) The proposed sensing architecture reduces the sensing burden from smart-phones to BLE tags, which was proven practical for our application. 3) We were able to show great detection results that prove the validity of the approach for sensing large scale crowds and we were able to perform route reconstruction of pilgrims. Which is useful to government officials and Hajj management organizations to analyse the mobility of pilgrims and understand their behaviour during the event. We believe that our architecture can be generalized to support any study on crowd mobility specifically in events such as the Olympics or attractions such as theme parks.
