In this paper, a new algorithm for fingerprint recognition is presented. It is called the Histogram-Partitioning, Median-Filtering Fingerprint Recognition Algorithm (HMFA). The performance of the algorithm is tested through ensemble averaging of the mean square error. It is applied on different fingerprints having various backgrounds, resolutions and dimensions. Initially, a database is formed using several fingerprints. Those are subjected to various types of noise, such as impulsive and Gaussian noises. Then HMFA is applied to filter the noise. Next, using the query designed for the algorithm, the fingerprint recognition from the database is done. This is accomplished by selecting the fingerprint from the database that produces the least mean square error in comparison to the fingerprint in question. The assessment is made using ensemble averaging.
Introduction
Security is an ever growing issue in today's world. It is common to safeguard the computers, offices, etc. Previously, passwords and pins were widely used for protection, but later on, it was found out that these were prone to abuse. Thus, personal biometric recognition has come to the stage and currently fingerprint and iris recognition are the most widely used methods. Those are also used in criminal cases, which makes error minimization extremely important. There still exists the need for better hardware and software.
Many algorithms using biometry have been designed [1] , [2] . Some of them use fingerprint and iris recognition techniques [3] , [4] , [5] . Their results emphasize the need for better algorithms.
In this paper, a novel and efficient algorithm which recognizes a given fingerprint with high accuracy is presented. The simulation results are given. Comparison with the previously designed algorithms is made based on ensemble averaging. HMFA has been found to yield much better results.
The Corruptive Effect of Noise on the Fingerprint Image
The most common types of noises that occur in the transmission lines are the Gaussian and the impulsive noises [6] . That is why, those are considered in this work. An example of a fingerprint image and the corruptive effect of the noise on the image are displayed in Figs 1.(a) and 1.(b), respectively. Firstly, the noise is filtered. This can be achieved using a suitable filter sequence or an algorithm. Secondly, recognition is done. Finally, the performance of the algorithm is tested.
Recognition Using HMFA
The flowchart of the HMFA used for filtering and recognition is shown in Fig. 2 . The gray-level conversion of the fingerprint image is done after digitization of the image through a fingerprint scanner. A considerable amount of Gaussian and impulsive noise is added to the image. A median filter of window size of 3×3 is applied to the noisy image.
Median filtering is a nonlinear operation [7] . Thus, it provides a more selective result as compared to the linear methods of filtering. Median filtering is a well-established and classical method in cases of images corrupted with impulsive noise. When the median filter is employed, in addition to the usual linear filtering operation, the resulting pixel value is determined using the median of the neighbouring pixels. Mathematically speaking [8] : 
where y(m,n): (m, n) th pixel of the image matrix, y med (m,n): median filtered y(m,n). After the above formulated operation, effects of the noise are still visible. To suppress this noise, an additional adaptive Wiener filter of window size of 3×3 is applied. Since it is an adaptive filter, it is suitable to adjust the local image variance and it is also suitable for optimization. Adaptive filters can be used for edge and similar feature detection and they are more selective than the linear filters [9] .
The problem stated above is an optimization problem, since it aims to minimize the estimation error e(n). For each pixel, the variance and local average are calculated. Those are two-dimensional operations as shown in the following equations:
where a: image matrix, M, N: dimensions of the image matrix, μ: local average, : variance, w: Wiener filter definition, n: determined by the resolution. If the variance of the noise ( ) is given, then the variance is used in the calculation of each ensemble average [2] . The filter dimensions and the restoration parameters are specific to the fingerprint. Since the design of the algorithm is specific to the noise, the result turns out to be more efficient. After successive applications of operations on the noisy image, the result should be compared to the elements of the database.
Database Query
In this work, database query is done comparing the average mean square error of the fingerprint in question with the average mean square errors of the fingerprints in the database.
Firstly, image presentation function is called. Here the fingerprint to be questioned is given. Secondly, HMFA operations are carried out. Here impulsive and Gaussian noise are added to the image. Then, median and Wiener filtering are applied on the noisy image. To suppress the excessive noise, logical and morphological operations are carried out. Thus the fingerprint becomes ready for comparison with the other fingerprints in the database.
The details of the database query algorithm is given below: The fingerprint in question is compared to the other fingerprint images in the database. The comparison is done on the basis of MSE (mean square error) criterion. The algorithm filters all the images in the database for comparison. When the HMFA outputs are compared, the performance of the algorithm becomes far better.
Since the fingerprint image is noisy, the mean square error is calculated at the output of the restoration algorithm. The resulting value is compared to all the mean square error values in the database until the fingerprint with the matching mean square error is found. Once it has been found, the fingerprint images and the identity of the person are displayed on the screen as shown in If the matching fingerprint does not exist in the database, a warning message is displayed on the screen as shown in Fig. 5.(b) .
To assess the algorithm, a valid performance criterion has to be employed.
Performance Evaluation
Various fingerprint images have been subjected to various noises and those noisy images are restored using HMFA. After the database query, the validity of the algorithm has to be justified using a suitable performance Excel file is opened.
Used range assigned to a variable of sequence/ matrix form.
The image is compared to the images in the database.
Image selection and relevant operations are assigned a sequence.
Variable assigned to the Excel file holding the fingerprint image.
criterion. Here, a criterion based on mean square error [6] , [8] is employed. The ensemble averaging, one of the most widely used applications of the mean square error criterion, is used. At this step, 100 trials have been done to decrease the effect of the random noise on the image. A single calculation might not be realistic. For each of the 10 fingerprints in the database, square of the error is calculated 100 times and 10 sequences with 100 elements are obtained. Then those sequences are treated as ensembles, and their average is calculated. The ensemble average is used for finding the total error rate. When the mean square error decreases, the difference between the two data decreases. If the error approaches to zero, the fingerprint recognition becomes more reliable. Ensemble average is defined as follows [10] : (5) where
x (i) : mean square error, x: ensemble average of the mean square error. After calculating the ensemble averages for all the fingerprints in the database, the values in Table I are obtained: As can be seen from the table above, the ensemble average values are in the range of 0.005-0.038%.
Conclusions
In the literature, there have been many examples trying to solve the fingerprint recognition problem. In some papers, the order of the median filter is increased to suppress the noise. In some others, morphological operations are used for that purpose. We suggest a combination of filtering and morphological operations.
In the work of Louverdis, Andreadis and Gasteratos [4] , 5% noise is filtered and the average of the mean square error of the image turned out to be 0.194. On the other hand, HMFA produced an average of the mean square error of 0.0145 with 20% noise.
Another example is Musoko ve Procazka's work [3] , where an image of average mean square error of 0.0162 is restored. On the other hand, HMFA restored an image of average mean square error of 0.0690. After normalization, the average mean square error of Musoka and Procazka's algorithm turns out to be 0.00596, whereas, HMFA yields an average mean square error of 0.00553 under the same conditions, which corresponds to 7% improvement. In table 2. HMFA results are compared with the results of the mentioned algorithms. In conclusion, we can say that HMFA achieves better image restoration and produces less error as compared to the other techniques in the literature.
