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We investigate the relationship between a diffusive motion of an interface, heat conduction, and
the roughening transition in the three-dimensional Ising model. We numerically compute the ther-
mal conductivity and the diffusion constant and find that the diffusion constant shows a crossover in
its temperature dependence. The crossover temperature is equal to the roughening transition tem-
perature in equilibrium and deviates from it when heat flows in the system. From these results, we
discuss the possibility that heat conduction causes a shift of the roughening transition temperature.
I. INTRODUCTION
Dynamical properties of an interface are being stud-
ied in relation to various physical phenomena such as
crystal growth[1], grain-boundary[2] and magnetic do-
main wall. Recently, inspired by the discovery of the
spin Seebeck effect, the interface motion induced by a
temperature gradient was examined theoretically[3] and
experimentally[4]. In both cases, an interface moves
to the hotter part of the system. According to the
theoretical studies using the stochastic Landau-Lifshitz-
Gilbert and Landau-Lifshitz-Bloch equations[3], this is
due to a magnonic spin current and the conservation of
angular momentum. Assuming local equilibrium, how-
ever, we can explain the result using a thermodynamic
argument[3, 5]. Let us define the free energy of an inter-
face as the difference between the free energy of a sys-
tem with an interface and that of the same system with-
out an interface. It becomes a monotonically decreasing
function of temperature and vanishes at Tc. Then the
interface moves towards the hotter region to minimize
the free energy. Since this explanation is quite general,
it should be applicable to a wide range of systems with
an interface.
In the previous paper[6], we also found that the in-
terface motion in the two-dimensional Ising model is a
diffusion process with a drift force towards the high-
temperature side, when no magnetic field is applied to
the bulk and heat flows in the system. The strength of
the drift force is proportional to the difference of tem-
perature values at the two ends. Under an appropriate
boundary condition, we prepared the system with an in-
terface and calculated the power spectrum of the tem-
poral sequence of column-averaged magnetizations. It is
known that when the step of the step function executes
a random walk, the power spectrum of function values at
a fixed position shows characteristic power-law behavior
with exponent −3/2[7]. In equilibrium states of the Ising
model with an interface, the column-averaged magneti-
zation shows such a power spectrum with some modifi-
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cation due to the finite width of the interface. To simu-
late heat conduction in the Ising model, we equipped the
model with a cellular-automaton type energy-conserving
dynamics. We analytically calculated the power spectra
in the case where an interface of a width carries out dif-
fusion with a drift. The obtained spectrum showed an
excellent agreement with numerical results for the heat
conduction states. The thermodynamic explanation can
be applied to our case, though not stated in the paper[6].
We calculate the interface energy ∆E as the difference
between the system energy under the antiparallel bound-
ary condition minus that under the parallel one. Then
the drag force estimated from the interface free energy
∆F (β) = β−1
∫ β
0
∆Edβ agrees with the numerical re-
sults.
To extend our research to three dimensions, we must
consider possible influences from the roughening transi-
tion. The roughening transition is a phenomenon that
a smooth surface turns into a rough one above a certain
temperature called the roughening transition tempera-
ture. In the Ising model on the simple cubic lattice with
isotropic couplings, the roughening transition tempera-
ture is T eqR = 0.542Tc [8], where Tc is the critical temper-
ature. At a temperature higher than T eqR , the interface
width is proportional to logL, where L denotes the sys-
tem size[8]. It diverges in the thermodynamic limit. In
contrast, the interface width is constant for L ≫ 1 at a
temperature lower than T eqR . The roughness of an inter-
face can affect its motion. Some experiments show that
the speed of crystal growth remarkably decreases below
the roughening transition temperature[9, 10]. Thus, it is
probable that the diffusion of an interface in the three-
dimensional Ising system also shows some changes at the
temperature.
In this paper, we focus on how the thermal conductiv-
ity and the diffusion coefficient vary near T eqR and how
heat conduction affects their behavior. In equilibrium,
the diffusion constant shows different temperature de-
pendence above and below T eqR . It decreases more rapidly
below T eqR . For thermal conductivity, the results depend
on the time evolution rules for simulations. Thus, we em-
ploy two kinds of dynamics and compare those results.
Moreover, we examine two kinds of arrangements of an
interface. One is an interface perpendicular to heat flow
2and the other is an interface parallel to heat flow.
Most interesting in our results is that when heat flows
in the system, the crossover temperature at which the
diffusion constant changes temperature dependence devi-
ates from T eqR . It may indicate that the roughening tran-
sition temperature shifts in nonequilibrium situations.
The paper is organized as follows. In Sec. II, we define
the model and dynamics employed for simulations. In
Sec. III we show simulation results on thermal conduc-
tivity. In Sec. IV, simulation results for diffusion coeffi-
cients are exhibited. Section V is devoted to summary
and discussion.
II. SETUP OF THE SYSTEM
In the literature, various kinds of spin dynamics
have been proposed for the simulation of the Ising
model. The most famous one is Glauber dynamics[11],
where spins are stochastically updated according to some
temperature-dependent transition rates. It is useful for
investigating equilibrium properties of the Ising model
because the detailed balance condition for the transition
rates ensures that the system reaches an equilibrium state
at the given temperature. However, it is not appropriate
for the simulation of heat conduction, where local tem-
perature values should be determined as a result of heat
conduction.
Creutz[12] invented an alternative dynamics that con-
serves the following Hamiltonian.
H = −
∑
<i,j>
σiσj +
∑
i
4σ˜i, (1)
where σi ∈ {−1,+1} denotes the Ising spin on site i
and σ˜i ∈ {0, 1, 2, 3} is an auxiliary variable called “mo-
mentum”. The first term means the usual ferromagnetic
interaction and the second term is a kind of “kinetic
energy”. In each step, spin σi is flipped if and only if
the change in the interaction energy can be compensated
by corresponding change of momentum variable σ˜i. The
condition is written as
0 ≤ σ˜i − 1
2
σi(
∑
nn
σnn) ≤ 3, (2)
where nn denotes the nearest-neighbor sites of i. If the
above inequality is satisfied, spin σi is flipped to −σi. Be-
cause each momentum obeys the canonical distribution
independently of each other, local temperature values can
be measured from the distributions or expectation values
of momentums. Creutz dynamics was successfully used
in the study of heat conduction in the Ising model[13].
A simplified variant of Creutz dynamics is Q2R[14],
where the “kinetic energy” term is absent and spins are
flipped only if the sum of the nearest-neighbor spins is
zero.
In [6], we have found that Creutz dynamics has a se-
rious problem at low temperature. The interface motion
becomes extremely slow and sometimes freezes. More-
over, if the system is attached to a heat reservoir, it does
not relax to the uniform equilibrium state at the reser-
voir temperature within simulation time. Such problems
arise from the following reasons. Because most spins are
in the same direction below Tc, a spin flip brings a large
increase in the interaction energy. Although a large mo-
mentum is necessary to compensate it, it is rare at a low
temperature. Thus, the dynamics becomes slow. By the
same reason, the thermal conductivity shows a sudden
drop around Tc[13].
The same problem is noticed in the Q2R and a so-
lution to the problem was brought by Casartelli et al
[15]. They combined a new dynamics called Kadanoff-
Swift dynamics with the Q2R and called the resultant
the KQ dynamics. In the KS dynamics, a pair of next-
nearest-neighbor spins exchanges the values if energy is
unchanged by the exchange. It should be noted that the
Hamiltonian does not have next-nearest-neighbor cou-
pling terms. Such spins are only dynamically coupled.
By employing the modified dynamics, relaxation to equi-
librium was realized in simulation time.
Because we need to measure local temperature val-
ues in heat conduction, we modified Creutz dynamics
in the similar manner by adding KS dynamics and called
the new dynamics Kadanoff-Swift-Creutz (KSC) dynam-
ics in the study of the two-dimensional Ising model[6].
The KSC dynamics also realizes relaxation to equilib-
rium and the interface motion does not freeze in the two-
dimensional systems.
Microcanonical (MC) dynamics is another spin dynam-
ics that can be used at a low temperature[16]. In the MC
dynamics, the “kinetic energy” is defined not on each
site but at each bond. At each step, an update of ran-
domly chosen two nearest-neighbor spins is considered.
We choose a candidate of new configurations for the two
spins and calculate the interaction energy variation. If
it is compensated by the change of bond momentum, we
accept the move. It was originally introduced to simulate
a disordered system because the dynamics do not assume
a regular lattice structure. It also shows the advantage
of high mobility of energy even at a low temperature. In
the numerical study in this paper, we employ the KSC
dynamics and the MC dynamics and compare the results
from the two dynamics.
To simulate heat conduction, the boundary spins in
contact with heat reservoirs are evolved by Glauber dy-
namics. The temperature of left heat reservoir is denoted
by T1 and that of right heat reservoir is by T2(≤ T1 < Tc).
We also use average temperature T = (T1+T2)/2 and the
temperature difference ∆T = T1 − T2. Note that we em-
ploy energy unit where Boltzmann constant is unity and
the critical temperature of the three-dimensional Ising
model is 1/Tc = 0.221654626(5) [17]. We can simulate
heat conduction using deterministic energy-conserving
dynamics such as the KSC dynamics or the MC dynam-
ics for bulk spins. Moreover, if the values of the leftmost
(x direction) and the rightmost spins are fixed to +1 and
3−1, respectively, an interface perpendicular to the heat
flux is generated between domains with opposite mag-
netizations. If the values of the top (z direction) and
bottom spins are fixed to +1 and −1, respectively, an in-
terface parallel to the heat flux is formed. In this paper,
we investigate both cases.
III. THERMAL CONDUCTIVITY
In this section we present simulation results for the
thermal conductivity, which is estimated as
κ(T ) = J
Lx
∆T
, (3)
where Lx is the system size in the x direction, J heat
flux, and ∆T = 0.05. We checked that the result does
not seriously change for other choices of ∆T .
First, we deal with the case where the system has an
interface perpendicular to the heat flux.
When we employ the KSC dynamics, a finite-size effect
is observed in the temperature profile. As seen in Fig. 1,
if Lx is small, the temperature slope is not uniform and
it is larger in higher temperature region. If Lx is greater
than or equal to 64, the finite-size effect vanishes and the
uniform temperature gradient is formed. In the following,
large enough Lx is used not to have the bothering finite-
size effect.
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FIG. 1. Temperature profiles for the system with an interface
where the KSC dynamics is employed. The system size is
Lx × 16 × 16, Lx = 16, 32, 64 and the reservoir temperatures
are T1 = 2.725, T2 = 2.675. Blue squares, gray circles and
orange triangles indicate Lx = 16, 32 and 64, respectively.
In Fig. 2 we compare the thermal conductivity in the
system with and without an interface. The thermal con-
ductivity is larger in the system without an interface
than in that with an interface as is the case in the two-
dimensional system[6]. In T > T eqR , the thermal con-
ductivity varies like κ(T ) ∼ 1T 2 exp(−12/T ) in both the
cases. This temperature dependence is derived from the
mean-field-type analysis described in [13]. In the pres-
ence of an interface, the thermal conductivity deviates
from the line below T eqR , where the variation is more
rapid than exp(−12/T )/T 2. Such a change in the tem-
perature dependence of κ(T ) is not observed in the two-
dimensional systems[6]. Thus, we consider the change
in temperature dependence of κ(T ) near T eqR is an ef-
fect from the roughening transition. Consider a pair of
next-nearest-neighbor spins that are located on the op-
posite sides of a flat interface. To exchange their signs, a
large amount of energy is necessary. Thus, the exchange
of such spins is virtually inhibited in the KS dynamics.
Hence, energy transport through a smooth surface is very
difficult at T < T eqR . This is the reason why the thermal
conductivity rapidly decreases below T eqR .
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FIG. 2. For a system of size 64×16×16 developed by the KSC
dynamics, log(T 2κ(T )) is shown as a function of 1/T . Inset:
plots of κ(T ) versus T . Orange circles and blue squares indi-
cate the system with and without an interface, respectively.
Orange dotted line and blue line are eye guides to show that
κ(T ) ∼ 1/T 2 exp(−12/T ) at the high temperature region.
In contrast to the KSC dynamics, the MC dynamics
does not suffer from the finite-size effect seen in the KSC
dynamics as seen in Fig. 3. The uniform temperature
gradient is realized even in relatively small systems.
Figure 4 show the numerical results of the thermal con-
ductivity in the MC dynamics. Contrary to the KSC dy-
namics, the thermal conductivity is a little bit smaller
in the system without an interface than in that with an
interface. Moreover, the thermal conductivity varies like
κ(T ) ∼ 1T 2 exp(−12/T ) in the whole temperature region.
In the MC dynamics, a spin can change its sign only with
a variation of a single bond energy. Thus, we consider
that the flatness of the interface does not affect the ther-
mal conductivity.
Now we consider the thermal conductivity when the
system has an interface parallel to the heat flux using the
KSC and MC dynamics. In this case, there is no notice-
able finite-size effects in both the dynamics. Moreover,
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FIG. 3. Temperature profiles generated by MC dynamics.
The system size is 10×20×20 and the reservoir temperatures
are T1 = 2.725 and T2 = 2.675. Orange circles and blue
squares indicate the system with and without an interface,
respectively.
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FIG. 4. Thermal conductivity κ(T ) of the system developed
by the MC dynamics. For a system of size 10 × 20 × 20,
log(T 2κ(T )) is plotted as a function of 1/T . Inset: plots of
κ(T ) versus T . Orange circles and blue squares indicate the
system with and without an interface, respectively. Orange
dotted line and blue line are eye guides to show that κ(T ) ∼
1/T 2 exp(−12/T ) at the high temperature region.
as seen in Figs. 5 and 6 the mean-field type temperature
dependence can be applied to both the dynamics. This
is because energy can transport in the region without an
interface.
IV. DIFFUSION CONSTANT
For the interface perpendicular to heat flux, we observe
diffusive motion with a drift to the high-temperature side
similar to the two-dimensional case. We find that be-
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FIG. 5. Thermal conductivity κ(T ) of the system developed
by the KSC dynamics. For a system of size 32 × 32 × 16,
log(T 2κ(T )) is shown as a function of 1/T . Inset: plots of
κ(T ) versus T . Orange circles and blue squares indicate the
system with and without an interface, respectively. Orange
dotted line and blue line are eye guides to show that κ(T ) ∼
1/T 2 exp(−12/T ) at the high temperature region.
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FIG. 6. Thermal conductivity κ(T ) of the system developed
by the MC dynamics. For a system of size 32 × 32 × 16,
log(T 2κ(T )) is shown as a function of 1/T . Inset: plots of
κ(T ) versus T . Orange circles and blue squares indicate the
system with and without an interface, respectively. Orange
dotted line and blue line are eye guides to show that κ(T ) ∼
1/T 2 exp(−12/T ) at the high temperature region.
havior of the diffusion constant of the interface paral-
lel to heat flux is more interesting. The diffusion con-
stant is estimated as follows. First, the position of
an interface z is defined by using magnetization m =
(LxLyLz)
−1
∑
i,j,k σijk as
z =
Lz(m+m0)
2m0
, (4)
5where we specified lattice points by the coordinates
(i, j, k), and Lx, Ly, and Lz are the system size in each
direction, andm0 is spontaneous magnetization. Thus, if
m = −m0, the interface is at the bottom side z = 0, and
if m = +m0, it is at the top side z = Lz. The diffusion
constantD is calculated from mean square displacements
of the interface position z as
〈(z(t)− z(0))2〉 = 2Dt. (5)
Note that temperature varies along an interface in the
present setup. Thus, the roughness depend on the po-
sition on the interface. Not with standing that, we can
obtain a diffusion constant that represents the interface
motion as a whole.
Figure 7 shows logarithm of diffusion constant D as
a function of 1/T , which is obtained by using the KSC
and the MC dynamics for equilibrium condition T1 = T2.
The magnitude of the diffusion constant is greater in the
MC dynamics than in the KSC dynamics. However, the
temperature dependence of the diffusion constant is sim-
ilar in both the cases. That is, the diffusion constant is
proportional to exp(−12/T ) above T eqR and rapidly de-
creases below T eqR . This result implies that a smooth
interface is difficult to move.
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FIG. 7. For a system of size 32× 32× 16, log(D) is shown as
a function of 1/T . Blue squares and orange circles indicate
the KSC dynamics and the MC dynamics, respectively. Blue
and black lines show D(T ) ∼ exp(−12/T ).
Figure 8 shows the logarithm of the diffusion constant
D obtained from the MC dynamics for the system un-
der temperature gradient. At the high-temperature re-
gion, the diffusion constant varies with temperature as
D ∼ exp(−12/T ) as in the equilibrium case, and it
rapidly decreases below a certain crossover temperature
TX. We estimate values of TX in the following manner.
First, we fit the numerical data by D+ = exp(−12/T+a)
in the high-temperature region, where a is a fitting pa-
rameter. Next, we calculate the deviation from D+ as
∆ = logD+ − logD. As seen in Fig. 9,
√
∆ is roughly
proportional to 1/T in the low-temperature region, where
we fit the data by
√
∆ = A(1/T −B) with parameters A
andB. That is, the diffusion constant in low-temperature
region is fitted by D− = exp(−12/T +a−A2(1/T −B)2)
as seen in Fig. 8. Then we identify the crossover temper-
ature as TX = 1/B. The obtained crossover temperature
shows temperature dependence like TX ∼ T eqR +0.127∆T
as in Fig. 12.
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FIG. 8. For a system of size 32×32×16, log(D) is shown as a
function of 1/T . Blue circles, gray squares and orange trian-
gles indicate the results of ∆T = 0.0, 0.3, and 0.5, respectively.
Blue straight line, gray dotted straight line and orange chain
straight line straight lines indicate D+(T ) = exp(−12/T + a)
and blue curve, gray dotted curve and orange chain curve
indicate D−(T ) = exp(−12/T + a+ A2(1/T −B)2).
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FIG. 9. Plot of
√
∆ versus 1/T . Blue circles, gray squares
and orange triangles indicate ∆T = 0.0, 0.3, and 0.5, respec-
tively. Blue line, gray dotted line and orange chain line are
the estimated curves D−(T ).
In equilibrium system, TX and T
eq
R are indistinguish-
6able. Thus, the above result implies the possibility that
the roughening transition temperature is shifted by heat
conduction. To verify the implication, we estimate the
roughening transition temperature in the system with
heat conduction by using the width W of an interface
defined as[18]
W 2 =
1
(LxLy)2
∑
i,j,k,l
〈(hij − hkl)2〉, (6)
where hij = 1/(2m0)
∑
k σijk is the height of the inter-
face at (x, y) = (i, j). It is known that in equilibriumW 2
behaves as follows[8]
W 2 ∼ (c1 + c2(T − T eqR )1/2) logL (T > T eqR ) (7)
W 2 ∼ c3 + c4(T eqR − T )−1/2 (T < T eqR ), (8)
where c1, c2, c3 and c4 are some constants.
We numerically calculated W 2 for the systems with a
fixed temperature difference ∆T , various average tem-
perature T and various system size L. As the result we
found that there is a temperature TR(∆T ) such that if
T > TR(∆T ), W
2 behaves like Eq. (7) (Fig. 10)and if
T > TR(∆T ), Eq. (8) is well satisfied (Fig. 11). Thus
we call TR(∆T ) the nonequilibirum roughening transi-
tion temperature. Note that we always write the argu-
ment ∆T to distinguish it from the equilibrium roughen-
ing transition temperature T eqR .
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FIG. 10. Size dependence of W 2 for the high temperature
region T > T eqR for the system of size L × L × 20 and the
temperature difference ∆T = 0.1. Blue circles, gray squares
and orange triangles indicate T = 2.55, 2.60, and 2.65, respec-
tively. Blue line , gray dotted line and orange chain line show
W 2 ∼ logL.
The nonequilibrium roughening transition temper-
ature TR(∆T ) thus obtained varies with ∆T like
TR(∆T ) ∼ T eqR + 0.118∆T . Figure 12 shows compari-
son between TX and TR(∆T ), which shows that TX and
TR(∆T ) agree with each other within error bars.
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FIG. 11. Temperature dependence of W 2 for the low temper-
ature region T < T eqR for the system of size 128 × 128 × 20.
Blue circles, gray squares and orange triangles indicate ∆T =
0.0, 0.1, and 0.3, respectively. Blue, black and orange lines
show Eq. 8.
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FIG. 12. TX (blue circles) and TR(∆T ) (orange squares).
Blue, black and orange lines are fitted straight lines.
V. SUMMARY AND DISCUSSION
In this paper, we have numerically studied the relation-
ship between the diffusion of an interface and heat con-
duction in the three-dimensional Ising model. We have
examined how the dynamics and the arrangements of an
interface affect heat conduction and the interface motion.
First, we investigated heat conduction in the two cases
where the interface is perpendicular and parallel to the
heat flux and with two kinds of dynamics; the KSC
dynamics and the MC dynamics. We have found that
whether an interface enhances heat conduction or not
depends on dynamics. It is the case in the MC dynam-
ics, but it is not in the KSC dynamics. In the case of an
interface perpendicular to heat flux, the KSC dynamics
7yields a sudden decrease of thermal conductivity just be-
low T eqR , while the MC dynamics does not. It shows that
the MC dynamics is superior to the KSC dynamics for
the use in low-temperature simulations.
Next, we computed the diffusion constant in the case
where the interface is parallel to heat flux. The diffusion
constant showed crossover in temperature dependence ir-
respective of dynamics. We estimated the crossover tem-
perature TX, which agrees with the roughening transition
temperature T eqR in equilibrium and deviates from it in
the presence of temperature gradient. It suggests some
relationship between the roughness and the motion of
the interface, but the functional form used for fitting is
ad hoc and lacks any theoretical grounds. Then, we cal-
culated the width of the interface in the systems with a
boundary-temperature difference ∆T and determined the
nonequilibrium roughening transition temperature from
their dependence on system size and temperature. The
obtained nonequilibrium roughening transition tempera-
ture TR(∆T ) agrees with TX within error bars, though
the data is rather noisy. One may suspect that the re-
sult depends on dynamics. We carried out simulations
with the Glauber dynamics with the same temperature
profile as obtained in the MC dynamics and obtained al-
most the same result. Thus we do not consider that the
behavior of TX and TR(∆T ) come from the peculiarity of
the dynamics employed. The above results suggest the
conjecture that heat conduction shifts the roughening-
transition temperature. To our knowledge, it is the first
time that such evidence is found for the motion of the
interface motion in the Ising model.
To establish this conjecture, we have to improve com-
putational performance and develop theoretical consid-
erations. The dynamics we employed in this study con-
serves local energy. In contast to usual Monte Carlo dy-
namics, it is not as easy to accelerate or parallelize such
dynamics. Thus we have been limited to modest sys-
tem sizes. Improvements using, for example, the GPU
are a future problem. In the classification by Hohenberg
and Halperin[19], energy-conserving and magnetization-
nonconserving dynamics like the KSC and MC dynamics
are classified as Model C. A theoretical study of our find-
ings based on Model C is desirable, because it means that
the phenomena have a universal feature.
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