Introduction
Group (co)homology is a well developed area in mathematics, rooted in work by Hölder (in the late 19th century), Noether and Vietoris (in the early 20th century). The 1930's saw the raise of a plethora of algebraic techniques for theoretical and computational purposes. In particular the introduction of homological algebra, independently by Eilenberg-Mac Lane, Freudenthal and Hopf, as a way to systematically understand and compute these objects, revolutionized the original ideas, specially due to an algebro-topological viewpoint of the subject. This landmarked the beginning of far reaching homological developments for more general mathematical objects 1 .
The current development of the theory suggests that, in principle, homological invariants of a group would have to be as accessible as the group itself. Paradoxically, although it is fair to say that the algebraic topology of closed surfaces is reasonably well understood, and despite all but two of these spaces are aspherical, there is an apparent lack of a full description of the multiplicative structure in the cohomology groups with twisted coefficients of the fundamental group of a product of closed surfaces. This paper's goal is to provide efficient means to obtain such a missing description in the case of products of orientable 2 closed surfaces.
The techniques supporting this work originated in the late 1980's, when a new push of theoretical and computational insights in group cohomology arose. As shown in [3, 5, 8, 11] , the group (and, more generally, monoid) cohomology apparatus can be fertilised with ideas coming from mathematical logic and theoretical computer science. Indeed, a major indication of the accessibility of a group G (and thus of its homological properties) is given by knowing whether G has a solvable word problem. It is well known that a strong and accessible (but inequivalent) way to assess the word problem is via the existence of (finite) complete rewriting systems. Kobayashi and Squier's work then completes the homological picture by showing how to construct, from a given finite complete rewriting system for G, an explicit resolution R → Z of the G-trivial module Z.
The achievements in this paper are best explained by comparing them with two characteristics in the method of Kobayashi and Squier. Firstly, the method in [8, 11] is based on the construction of a contracting homotopy for a suitable (augmented) G-resolution R → Z → 0 of the G-trivial module Z. While the initial stages Z → R 0 and R 0 → R 1 of the contracting homotopy are explicit and easily implementable on a computer, already the components R 1 → R 2 and R 2 → R 3 are not, as their definition depend on choosing a system of rewriting paths in the (possibly infinite!) group. In contrast, in this paper we produce an explicit closed formula (which is easily implementable on a computer) for the needed contracting homotopy in the case of the groups in the title of the paper.
Secondly, in the case of an actual group-rather than a monoid-, Kobayashi and Squier's method tends to produce a non-minimal resolution (compare with the discussion in [5, Section 4.2] ). For instance, surface groups are presented with a single relation, which amounts to have a minimal resolution R → Z → 0 with R 2 of rank one (and trivial modules R i for i ≥ 3). However, the known complete rewriting systems for these groups have many rules (4(g + 1), in the case of the complete rewriting system we use for a genus-g surface group). With Kobayashi and Squier method, this would yield a resolution R ′ → Z → 0 with R ′ 2 of large rank (and some non-trivial R ′ i for i ≥ 3). Our approach avoids this "inefficiency" issue by working directly with the minimal resolution of surface groups, and using the complete rewriting system only for dealing with the construction of an explicit contracting homotopy.
The reason for insisting on having full control on explicit contracting homotopies is that, as is well known (see Section 4), contracting homotopies lead, in an algorithmic way, to diagonal approximations and, therefore, to the ultimate goal of this paper: An efficient way to compute the multiplicative structure in the cohomology of products of surface groups (with any type of coefficients, twisted or not).
Rewriting systems in group cohomology have also been used in [3] under a strong topological perspective. Namely, Brown uses the resulting normal forms to collapse the classifying space of a group down to a (typically small) homotopy equivalent quotient complex. However, an (algebraic) contracting homotopy is not explicit in Brown's viewpoint, missing thus the possibility of constructing a useful approximation to the diagonal. The same problem holds in the approaches by Groves [5] and Anick [1] .
As illustrated in [4] , our computations would be relevant in a number of obstructiontheory problems, such as in the study of non-principal torus bundles over products of surfaces. In fact, this paper was motivated by, and will be applied to a problem in topological robotics, namely, the evaluation of the effective topological complexity of orientable surfaces with respect to the "antipodal" involution. Such results will appear elsewhere.
Preliminaries

Rewriting system
We assume the reader is familiar with the basic definitions about rewriting systems, as presented in [7, Section 2] or in [9, Section 1] . In what follows g stands for an integer greater than 1. Let Σ g (π g ) stand for the (fundamental group of the) closed orientable surface of genus g. A standard presentation for π g is
where
], a product of commutators. We denote the neutral element in π g by 1, and the group inverse of an element x ∈ π g by x. In particular, any element in π g can be expressed as a (possibly empty) word in the alphabet
There is a number of ways for producing, in an algorithmic fashion, normal forms for elements in π g , i.e., producing an explicit "canonical" word in the alphabet (2) representing each element in π g . We use the method developed by Hermiller in terms of rewriting systems. The reader is referred to [7] for details.
Hermiller shows that the rules
determine a finite complete rewriting system for π g . The rewriting system we use is (slightly different but) equivalent to Hermiller's. For calculations, we find it more natural to replace rules (4)- (7) by
Our set of rules only changes the role of generators in π g . Formally, the endomorphism ϕ : π g → π g determined by ϕ(a i ) = a i−1 and ϕ(b i ) = b i−1 , for 1 ≤ i ≤ g, where a 0 := a g and b 0 := b g , is a well-defined automorphism sending Hermiller's set of rewriting rules (4)- (7) into our set of rewriting rules (8)- (11) . In particular, the rules (3) and (8)-(11) determine a finite complete rewriting system in π g .
Note that any word in the alphabet (2) containing no subword ℓℓ (ℓ in (2)) and no letter b g nor b g is necessarily in normal form. More generally, an easy standard fact that is used repeatedly in this work is that a word ω in the alphabet (2) is in normal form provided none of the words on the left of the rules (3) and (8)- (11) appears as a subword of ω. In particular, in such a case, any subword of ω will automatically be in normal form.
We use the notation N(x) to stand for the normal form of an element x ∈ π g . Thus N(x) really stands for a word, rather than an actual element of π g . Yet, such a careful distinction will be overruled latter in the paper by using the same notation for either a word on the alphabet (2), or the element it represents in π g . The context will clearify the intended meaning.
For elements x, y ∈ π g , we will say that x ends like y if, in terms of the concatenation product of words, N(x) = N(z)N(y) for some z ∈ π g .
Resolution for one factor
It is well known that Fox derivatives can be used to construct a minimal resolution for a group presented with a single relation. In the case of π g , the explicit resolution is spelled out next.
where partial derivative symbols stand for Fox derivatives in free differential calculus, and R g is the defining word relation in (1) .
Recall that the Fox derivative with respect to u ∈ {α i , β i } of a word v 1 · · · v n in the alphabet (2) is defined recursively through the formula
where the following rules are in effect for u, v ∈ {α i , β i }:
• ∂u ∂u = 1 and ∂v ∂u = 0 for u = v;
It is an easy exercise to check that the "total Fox derivative" formula (12) takes the explicit form
or, in view of the defining relation in (1),
where all words appearing in the last two expressions (after the obvious distribution of products in sums) are in normal form.
Contracting homotopy
The goal of this section is to construct an explicit contracting homotopy s = s
i.e., morphisms s i (i = −1, 0, 1) of abelian groups satisfying the usual relations 
where i ∈ {1, . . . , g}, and for y ∈ π g with N(y) = ℓ 1 · · · ℓ k , we set
Definition in (19) and (20) of the map s 0 as a "total Fox derivative" (in terms of normal forms) agrees with definitions in other sources (e.g. [5, 11] 
In fact, since (19) implies the relation 
which completes the proof.
Before defining the morphism
we introduce a few auxiliary elements, and record a number of helpful relations between them. Set
Note that the right-most expressions in the definitions of U and T n are words in normal form. Straightforward calculation using (21) (and (13), in the case of (24)) gives the
where the term s 0 (Uχ) in (23) is given by
The apparent relationship between the last two expressions is formalized by the second observation in Remark 3.2, which yields
Likewise,
Further, the rewriting rules (8)- (11) yield respectively
The word on the right-hand side of the first equality in (27) is only one rewriting rule away from being in normal form. At any rate, the first equality in (27) can be written as
which has the flavor of the other three equations in (27). By iteration we get
for m ≥ 0.
2 is defined on a Z-basis element yλ (here y ∈ π g and λ ∈ {α 1 , β 1 , . . . , α g , β g }) by setting s 1 (yλ) = 0, if λ = β g , and
0, otherwise.
Proposition 3.4. Condition (17) holds true at any
Proof. We only consider the case λ = α i with 1 ≤ i ≤ g; the case λ = β i with
since s 1 (yα i ) = 0.
, where the latter word is in normal form, so the calculation in (29) takes the form
More involved is the proof of:
Proposition 3.5. Condition (17) holds at any Z-basis element yβ g with y ∈ π g .
Proof. As above, set
The argument depends on the normal form of the coefficient of χ in the first summand on the right-hand side of
From the rewriting rules (3) and (8)- (11), we see that the word ℓ 1 · · · ℓ k b g is in normal form if and only if ℓ k ∈ {b g , a g } and y does not end like U. Moreover, in such a case, s 1 (yβ g ) = 0 by definition, so the required conclusion follows just as in the first case in the proof of Proposition 3.4. Thus, it suffices to consider the three mutually non-overlapping cases:
Case (A): This is the easiest instance to analyze, for
is forced, and the required conclusion follows just as in the second case in the proof of Proposition 3.4.
Case (B):
We can assume that (30) specializes to N(y) = ℓ 1 · · · ℓ r U n+1 for some n ≥ 0, with the (normal-form) word ℓ 1 · · · ℓ r not ending like U. Using (28), the expression in (31) becomes
whose analysis depends, in principle, on the normal form of
Since the two underbraced words in (33) are in normal form, since
is in normal form), and since ℓ 1 · · · ℓ r does not end like U, we see that (33) fails to be in normal form if and only if ℓ r = b g , in which case the normal form of (33) would be
Either way, Remark 3.2 yields
so that (32) becomes
where the latter equality uses (22) and (23). On the other hand, by definition, (24) and (25),
where the latter equality uses (28). The required conclusion is apparent from (34) and (35).
Case (C):
We can assume that (30) specializes to
Using (8) and (28), the expression in (31) becomes
Since the two underbraced words in (38) are in normal form, and since ℓ r = a g (for
, we see that the only option for (38) not to be in normal form is that rewriting rules (3) can iteratively be applied between the right factors of the first underbraced word and the left factors of the second underbraced word in (38), until reaching the normal form. Indeed, (36) and the fact that ℓ 1 · · · ℓ r is in normal form assure that, if the iterative rewriting process with rules (3) reaches a stage where the portion
in the second underbraced word in (38) is cancelled out, then this process would either stop or, else, continue with the application of one final rewriting rule in (3), namely the rule b g b g → 1 -but not the rule (8) . Either way, the process stops producing the required normal form. Explicitly, and for completeness, we remark that all the possibilities for this process to stop producing the normal form of (38) are
is already in normal form, or else there are integers t and s, with 1 ≤ t ≤ r and g − 1 ≥ s ≥ 1, such that one (and only one) of the following situations holds.
(Note that the latter inequality holds vacuously if t = 1. A similar observation applies in the next five cases.)
, and necessarily ℓ t−1 = a g (as ℓ 1 · · · ℓ r is in normal form).
So we need to check the validness of (17) at yβ g in each of these seven possibilities. As in case (B), such a task is simplified by Remark 3.2 and the discussion above. Namely, in all seven cases, the s 0 -value of (38) satisfies
so that (37) becomes
whereas (24) gives
vanishes. Indeed, use (21) to write the first summand in the above expression for A as
where the last equality uses an obvious analogue of (22) together with the equality
as asserted.
Having proved (17), the verification of (18) is just as easy as that of (15):
, as d 2 is injective.
Diagonal approximations and contracting homotopies
For moderately "small" π g -modules A, the cohomology groups H * (π g ; A) are efficiently computed through the minimal resolution M g * of the trivial Z[π g ]-module Z. For instance, the differential in the cochain complex Hom πg (M g * , Z) vanishes, from which the additive structure of H * (π g , Z) is easily readable. Likewise, multiplication maps
are easily described once a diagonal approximation ∆
g * is made explicit (cf. [4] 
is a contracting homotopy for 
Then the tensor maps 
Proof. Use induction and Proposition 9.1 in Chapter V of [10] .
We use Lemma 4.2 in combination with the following observations. For a G-resolution
let F * denote the "deleted" sequence · · · In particular, the contracting homotopy (14) constructed in the previous section yields explicit homotopies s , k ≥ 0, given by u −1 (1) = χ g 1 ⊗ · · · ⊗ χ gn and, for k ≥ 0,
Note that we have omitted the use of subscripts for chain maps and chain homotopies appearing on the right-hand side of the equality for u k (y 1 ⊗ · · · ⊗ y n ). Note also that the signs "(−1) 
Multiplicative structure in H *
(π g ; Z)
A generator a i or b i of π g must act as multiplication by either 1 or −1 in any π g -module Z. In fact, since the defining relation in (1) is a product of commutators, any combination is possible. Therefore, a π g -module Z is completely characterized by specifying the subset S ⊆ {a i , b i : 1 ≤ i ≤ g} of generators that act by multiplication by −1. We use the notation Z S for the resulting π g -module. For instance, Z ∅ stands for the trivial π g -module Z. Note that Z S 1 ⊗ Z S 2 = Z S 1 ⊖S 2 , where the tensor product -taken over the integers-is seen as a diagonal π g -module, and S 1 ⊖ S 2 := S 1 ∪ S 2 − S 1 ∩ S 2 is the symmetric difference of S 1 and S 2 .
Cup product maps
with either S 1 = S 2 or with some S i being empty are described (in a slightly indirect way) in [4, Theorem 3.5] by taking advantage of the fact that any two non-trivial π g -modules are isomorphic. In this section we work out the obvious direct method for describing the general form of (40).
Routine calculations based on Corollary 4.1 and on the case n = 1 in Corollary 4.4 yield a full description of a diagonal approximation M
Remark 5.2. The expression above for ∆(ω) appears in [4, Theorem 2.2], except for the summand
ω ⊗ b g a g χ, which is the (M g 2 ⊗ M g 0 )-component of ∆(ω
) that Gonçalves and Martins do not need. It is easy to see that a slightly simpler and more symmetric expression for ∆(ω) is
Each commutator c i acts trivially on any Z S . Therefore, for the purposes of applying the functor Hom πg (−; Z S ), the differential (13) and the expression in Remark 5.2 for ∆(ω) can be taken to be respectively d 2 
and even
when dealing with trivial coefficients.
The description of the differential d * in Proposition 2.1 together with the above considerations show that the cochain complex M * g := Hom πg (M g * , Z S ) has a graded Z-basis consisting of the elements
where σ * is the sum of the duals of the greek-letter versions of the elements in S:
Note that, as in Lemma 4.2, we follow standard sign conventions (see [2, Eq. 1.6, p. 57]) in the first equality of (43). 
Example 5.3. It is transparent that (42) and (43) recover the usual fact that H * (π g ; Z ∅ ) is torsion free with Z-basis given by (the classes of)
χ * in dimension zero, α * i , β * i (1 ≤ i ≤ g) inβ * i ⌣ α * i = ω * = −α * i ⌣ β * i for 1 ≤ i ≤ g. More generally, if M is a trivial π g -module, and u, v ∈ Hom πg (M g 1 , M) are 1-cocycles, the cup product [u] ⌣ [v] ∈ H 2 (π g ; M ⊗ M) is represented by the cocycle ω → g i=1 u(β i ) ⊗ v(α i ) − u(α i ) ⊗ v(β i ) .
The latter assertion is of course [4, Corollary 2.3], except that here we use the standard sign convention in the definition of cup products (see the last paragraph of Chapter V.2, and the third paragraph of Chapter V.3 in [2]).
The analysis of the general case in (40) is just as straightforward as that in Example 5.3 -now using (41) and (43). We start by describing explicit cocycles generating each group H * (π g ; Z S ). Throughout the rest of the section, and unless it is explicitly noted otherwise, we assume S = ∅.
An immediate consequence of (43) is:
, the group with two elements generated by (the cohomology class of) ω * .
Slightly more elaborate is to spell out the group structure of H 1 (π g ; Z S ). Start by considering the partition of {1, . . . , g} by the sets Y = {i ∈ {1, . . . , g} : a i ∈ S and b i ∈ S}, A = {i ∈ {1, . . . , g} : a i ∈ S and b i ∈ S}, B = {i ∈ {1, . . . , g} : a i ∈ S and b i ∈ S}, N = {i ∈ {1, . . . , g} : a i ∈ S and b i ∈ S}.
We need to chose a "pivot" in S.
Case A: There is a generator a i 0 ∈ S. Consider the elements 
Case B: There is a generator 
Having described explicit cocycles representing basis elements of H * (π g ; Z S ), all that remains to do in order to fully describe the cup-product maps (40) is to get a complete formula for the corresponding cochain-level products
The required formula follows easily from Proposition 5.1 and Remark 5.2 (the latter one is more useful in the form of (41)):
Lemma 5.7. The cochain-level cup-product map (44) is determined by the relations χ
1, r = s, and a r ∈ S 2 −1, r = s, and a r ∈ S 2 0, otherwise
1, r = s, and b r ∈ S 2 −1, r = s, and b r ∈ S 2 0, otherwise
2, r < s, a r ∈ S 1 and a s ∈ S 2 −2, r < s, a r ∈ S 1 and a s ∈ S 2 0, otherwise
) is the only non-trivial 0-dimensional cohomology class in the Z-twisted cohomology of π g . Thus, when S 1 = ∅ = S 2 , it suffices to describe cup products (40) of 1-dimensional classes. Further, and unless S 1 = S 2 , such a product lies in a group isomorphic Z 2 and is therefore an ε-multiple (ε ∈ {0, 1}) of the cohomology class of ω * .
Here is a couple of typical examples where, for simplicity of writing, we omit the use of square brackets for cohomology classes, and of upper stars for duals. 
The use of Lemma 5.7 in Examples 5.8 and 5.9 is overpowering. The task can be accomplished efficiently just by noticing that it suffices to work with the mod-2 reduction of the (M
-the obvious simplified form of the formula in (42) used when dealing with trivial coefficients. Cup products are then transparent. Yet, the convenience of having a full description of cup products at the cochain level (Lemma 5.7) will be clear in the next section, where we deal with the multiplicative properties in the Z-twisted cohomology of products of groups π g .
Multiplicative structure in H
Having dealt with the multiplicative structure of the cohomology of π g with coefficient systems Z S , we now address the situation for products π g 1 ,...,gn := π g 1 × · · · × π gn . For  a π g 1 ,. ..,gn -module Z, let S i stand for the set of generators a j and b j of the i-th factor π g i that act on Z by changing sign. Then Z is the tensor product i Z S i where each Z S i is the π g 1 ,...,gn -module obtained by restriction of scalars via the i-th projection map π g 1 ,...,gn → π g i . We thus use the notation Z S 1 ⊗···⊗Sn for such a π g 1 ,...,gn -module
The Künneth formula
can be used to get an additive description of H * (π g 1 ,. ..,gn ; Z S 1 ⊗···⊗Sn ). Our task, in order to get the multiplicative structure, is to describe (A) explicit cocycles representing a full set of cohomology generators, and (B) any possible product at the level of cochains.
In principle, as in the previous section, ingredient (B) above would require describing diagonal approximations
These could be made explicit through Corollaries 4.1 and 4.4, but the tediousness of the needed calculations preclude such an approach. A more accessible alternative is to observe that the (shuffled) tensor product of diagonal approximations yields a diagonal approximation for the tensor product (see [2, page 10, exercise 7] ). For instance, if
is a diagonal approximation for M
, where T is the chain map T (x⊗y) = (−1) ǫ(x,y) y ⊗x, and ǫ(x, y) is the product of the degrees of x and y. (Note that the sign convention does not introduce a sign associated to the first map in (47), for both tensor factors in that map have degree zero.) 
sending a tensor product u ⊗ v of graded morphisms into the graded tensor product morphism (−1) |u||v| u ⊗ v (see [2, page 10, exercise 7] ). For i ∈ {1, 2}, let 
approximations with corresponding induced cochain products
Hom πg i (M g i * ; Z S i ) ⊗ Hom πg i (M g i * ; Z S ′ i ) p i −→ Hom πg i (M g i * ; Z S i ⊖S ′ i ).
Then there is a commutative diagram
Consequently, it is safe to assume that S i = ∅ for all i ∈ {1, . . . , n}. Details are worked out below for the case of π g 1 ,g 2 .
Proof. The asserted group structure of H 0 (π g 1 ,g 2 ; Z S 1 ⊗S 2 ) is an immediate consequence of the Künneth formula and Corollary 5.4. On the other hand, Proposition 2.1 implies that the differential
(as in the case of d * 1 (χ * ) in (43), this accounts for the standard sign convention for the coboundary map) so d
In (49) and below, λ i stands for α i or β i (1 ≤ i ≤ g 1 ), depending on whether ℓ i is a i or b i . Likewise, µ j stands for the greek-letter version of m j (1 ≤ j ≤ g 2 ). Note that we are not using any special notation to tell apart the generators (or their greek-letter versions) of the two groups π g i . This causes no confusion in (49) as the meaning is implicit from the side the generators appear in a tensor product. If the tensor-side distinction is not available, we will use a functional notation such as
Nonetheless, the functional notation will be waived when making a distinction becomes irrelevant. 
where the third and fourth equalities hold because ǫ α k + ǫ β k = 0 for k = 1, . . . , g i and i = 1, 2.
Proposition 6.7. For S 1 = ∅ = S 2 , choose generators
with ℓ 0 ∈ S 1 and m 0 ∈ S 2 . Let λ 0 and µ 0 stand for the corresponding greek-letter elements. Then
Furthermore, the above set of generators is in fact a Z 2 -basis (note that ǫ λ 0 (λ 0 ⊗ω)
As in previous cases, the assertion about the group structure of H 3 (π g 1 ,g 2 ; Z S 1 ⊗S 2 ) follows directly from the Künneth formula. The fact that the elements λ Using Lemmas 5.7 and 6.2, Propositions 6.5-6.7, and Remark 6.8, it is straightforward to read off the structure of a given multiplication map
We close the paper by illustrating (in Example 6.9 below) the product structure in the 2-torsion part of a typical case. The reason for focusing on products of 2-torsion elements is that, given the detailed description in Section 5 of the product maps (40), the truely new products µ(c ⊗ c ′ ) in (58) arise when neither of the factors c and c ′ is an exterior product, i.e., when c ∈ H * (π g 1 ; Z S 1 ) ⊗ H * (π g 2 ; Z S 2 ) and c
in which case c and c ′ are 2-torsion elements. In fact, this paper arose from the need (from applications to topological robotics) to understand the multiplicative structure of the 2-torsion elements in the cohomology groups of π g,g when twisted Z-coefficients are used. 
