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Abstract
Duplication can be a powerful strategy for overcoming strag-
glers in cloud services, but is often used conservatively be-
cause of the risk of overloading the system. We present
duplicate-aware scheduling or DAS, which makes duplica-
tion safe and easy to use, by leveraging the two well-known
primitives of prioritization and purging. To support DAS
across diverse layers of a cloud system (e.g., network, storage,
etc), we propose the D-Stage abstraction, which decouples
the duplication policy from the mechanism, and facilitates
working with legacy layers of a system. Using this abstrac-
tion, we evaluate the benefits of DAS for two data parallel
applications (HDFS, an in-memory workload generator) and
a network function (Snort-based IDS cluster). Our experi-
ments on the public cloud and Emulab show that DAS is safe
to use, and the tail latency improvement holds across a wide
range of workloads.
1. INTRODUCTION
Meeting the performance expectations of cloud applications
is challenging: typical cloud applications have workflows
with high fanout, involving multiple potential bottleneck re-
sources (e.g., network, storage, processing, etc), so even a
single slow component, or straggler, ends up delaying the
entire application. Studies show that stragglers can cause
significant increase in tail latency [13, 22, 15, 38]. Because
a slew of unpredictable factors (e.g., failures, load spikes,
background processes, etc) can cause stragglers [21, 15, 50],
overcoming them is difficult, especially for application work-
loads with small requests that only span tens to hundreds of
milliseconds – for such applications, the time to detect and
react to stragglers is typically too short [28].
A powerful approach for dealing with stragglers is to avoid
them using duplication. Duplication can leverage the inher-
ent redundancy present at different levels of a typical cloud
system – redundant network paths in a data center topol-
ogy or replicated application and storage servers – to over-
come a broad range of straggler scenarios. For example,
Dean et al. describe a collection of “tail tolerant” tech-
niques used at Google, which duplicate get() requests for
large scale data parallel applications [21]. At the network
level, prior work has shown the benefits of duplicating flows
(or specific packets of a flow) [49, 46, 33, 30]. Similarly,
other systems have shown the efficacy of duplication for stor-
age (e.g., [28, 45, 41]) and distributed job execution frame-
works [51, 14, 42, 15].
Despite the potential benefits of duplication, its use is
fraught with danger: the extra load caused by duplication
can degrade system performance or even make the system
unstable. For example, a duplicate get() request will not
just create extra work for the application and storage servers,
but also increase load on other resources (e.g., network, load-
balancer, etc). Because of this danger, existing systems typ-
ically use duplication in a conservative manner, employing
techniques that selectively issue duplicates. For example, in
hedged-request [21], a duplicate is issued only if the primary
does not finish within a certain time (e.g., 95th percentile ex-
pected latency). Such heuristics can turn out to be adhoc,
as workload and system load changes, making today’s multi-
layered cloud systems even more brittle and complex.
We argue that these challenges stem from lack of explicit
support for duplication, and call for making duplication a
first-class concept in modern cloud systems: it should be
easy to specify duplication requirements, and different layers
of the system should have explicit support for meeting these
requirements. Toward this goal, we identify three important
questions that need to be answered first: i) can we have du-
plication policies that are safe and easy to use, i.e., they don’t
require careful tuning of thresholds, nor do they overload the
system, ii) can we design abstractions that make it easy to
support diverse duplication policies at different layers of the
system? and iii) how can we effectively deal with legacy lay-
ers that cannot be modified to support duplication? Our work
seeks to answer these questions and makes two contributions.
Our first contribution is a new duplication policy,
duplicate-aware scheduling or DAS, which combines prior-
itization and purging to make duplication easy and safe to
use. Prioritization ensures that duplicates are treated at a
lower priority and don’t harm primaries while purging en-
sures that unnecessary copies in the system are removed in
a timely manner so they do not overwhelm any auxiliary re-
source in the system. In this way, DAS is grounded in theory
and informed by practice: it leverages key recent results in
scheduling theory [23], which shows the benefits of prioriti-
zation when duplicating requests are present in the system,
with the insights from practical, large-scale systems, which
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show the need (and benefits) of purging [21].
Our second contribution is an abstraction, duplicate-aware
stage (D-Stage), that makes it easy to support DAS at differ-
ent layers of a cloud system. A D-Stage comprises of queues
with suitable duplication controls that are necessary for sup-
porting DAS (and other duplication policies). The D-Stage
abstraction provides three key benefits.
First, there is a decoupling between the duplication policy
and mechanism, through a high level interface that exposes
key duplication policy controls – such as the number of du-
plicates, their priorities, when and how they should be dis-
patched and purged, etc – while hiding the details of their
implementation mechanism, such as what prioritization or
purging mechanism is used.
Second, a D-Stage operates on the notion of a job, which
has an associatedmetadata that consistently identifies the du-
plication requirements of a job as it travels across different
layers of the system – e.g., from an application request to
network packets and I/O requests – enabling consistent treat-
ment of duplicates, such as differentiating between primary
and duplicates or not duplicating an already duplicate job.
Third, a Proxy D-Stage, which is a special type of D-
Stage, helps in dealing with the challenge of legacy layers
that may not be amenable to modification. A Proxy D-Stage
is inserted in front of a legacy layer, in order to approximate
the duplication functionality. It has all the functionality of a
typicalD-Stage but also supports throttling of jobs going into
the legacy layer, keeping as many jobs in its own queues, in
order to retain control over key duplication primitives, such
as prioritization and purging.
We validate our contributions in the context of challeng-
ing workloads involving data-parallel applications and net-
works functions (NF). For data-parallel applications, we
use the Hadoop Distributed File System (HDFS) and DP-
Network [17], a research prototype used for small in-memory
workloads (e.g., web search [13]). For both applications, a
read()/get() request is duplicated and each copy is sent
to one of the multiple available replicas; in this scenario, data
could be served from disk or memory, which could create dif-
ferent bottlenecks in the system (e.g., network, storage). We
implement D-Stages support for storage and network layers,
leveraging existing mechanisms for prioritization and queu-
ing that are available in commodity servers (e.g., CFQ disk
scheduler [8], Priority Queues, etc). For NF evaluation, we
consider a distributed IDS cluster scenario, where CPU is the
main bottleneck, andD-Stages at the network and processing
levels are required to get the full benefits of duplication.
We evaluate these applications using various micro and
macro-benchmark experiments onEmulab [3] and theGoogle
Cloud [5]. Our experiments on Google Cloud validate the
presence of stragglers, and DAS’s ability to overcome them.
We also find that DAS is seamlessly able to avoid hotspots,
which are common in practical workloads, by leveraging an
alternate replica, thereby obviating the need for sophisticed
replica selection techniques [43]. Using controlled experi-
ments on Emulab, we show that DAS is safe to use: even
under high loads, when many existing duplicate schemes
make the system unstable, DAS remains stable and provides
performance improvements. Our results across a wide range
of scenarios show that DAS’s performance is comparable to,
or better than, the best performing duplication scheme for
that particular scenario.
In the next sections, we describe our contributions1 and
how we validate them. Overall, we view our work as taking
an important step towards making duplication a first-class
concept for cloud systems. Aswe discuss in §7, our work also
opens up several interesting directions for future work, such
as implementing the D-Stage abstraction for other resources
(e.g., end-host network stack) and potentially combining the
work done by the primaries and duplicates to improve system
throughput.
2. DUPLICATE-AWARE SCHEDULING
2.1 Existing Duplication Schemes
A large body of recent work focuses on using duplication for
straggler mitigation in cloud systems. We differentiate our
work from these proposals on three fronts:
1 Duplication Across Multiple Resources. Existing du-
plication proposals focus on a particular bottleneck resource
(layer) (e.g., storage, network, etc) [28, 21, 49, 33]. To the
best of our knowledge, we are the first to strive for making
all important layers of the cloud system duplicate-aware, i.e.,
they need to handle duplicates in a coordinated manner.
2 Millisecond-level Workloads. Several existing propos-
als (e.g., Dolly [15], LATE [51], etc) focus on workloads
where jobs last for seconds or even longer. In contrast, DAS’s
scope includes millisecond-level workloads – as argued in
recent work [28], such workloads are more challenging and
require a proactive approach to duplication.
3 Safe andEasyDuplication. Table 1 divides existing pro-
posals into two broad categories based on how they duplicate
jobs: i) In full-duplication schemes, every job is duplicated,
so they are easy to use, but dealing with the extra load of the
duplicates and keeping the system stable under high load is a
major challenge. ii) In Selective Duplication schemes (e.g.,
Dolly [15], Tied [21], etc) only a fraction of requests are du-
plicated (based on some criteria). For example, in the case of
Hedged Request [21], a duplicate of a job is launched if the
job fails to finish within the 95th percentile of its expected la-
tency. Such techniques are usually safe, but can be complex,
typically requiring careful tuning of thresholds or resource
specific optimizations.
To validate 3 , we conduct a simple experiment on a
small scale HDFS cluster on Emulab [3]. A client retrieves
objects of 10MB size from this cluster under the following
schemes: Single-Copy (no duplication), Cloning (full dupli-
1Our work does not raise any ethical issues.
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Duplication Techniques Example Schemes Comment
Full Duplication Cloning SCADS [45], CosTLO [48] Simple to implement but doubles the system load
Selective
Duplication
Speculative Duplication LATE [51], Mantri [14]PBSE [42], Hedged/AppTO [21]
IWait before speculation limits the ability to deal with stragglers in small jobs
I Requires sophisticated speculation mechanism
Small Job Only Dolly [15], RepFlow [49], RepNet [33] I Only effective for small jobs
I Classifying a job as small apriori may not be possible for some workloads
Shorter Queue Selection MittOS [28], Tied [21] Can only handle queue overloads and not other stragglers (e.g., noise [50]).
Table 1: Comparison of various duplication schemes. Existing schemes tend to be either simple or safe, but not both.
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Figure 1: A simple experiment to validate the key findings
of Table 1. Max-sized bar with black cross indicates that
the corresponding scheme becomes unstable.
cation), Hedged-Low (optimized for low load), and Hedged-
High (optimized for high load). To create stragglers, we used
the noise model discussed in details in (§5)).
Figure 1 shows that at low load Cloning effectively reduces
the 99th percentile of request completion times (RCT), but it
becomes unstable at medium and high loads, i.e., the queues
keep growing and requests don’t finish. In contrast, the se-
lective duplication schemes only work well for the load they
are optimized for but can perform poorly otherwise. For
example, Hedged-Low provides benefits at low load while
Hedged-High performs well at high load. However, at high
load Hedged-Low becomes unstable as it issues too many
duplicates; it highlights that the threshold should be highly
optimized for a particular scenario, which can be challenging
to get right for realistic scenarios. In summary, schemes like
Cloning are simple but not safe, while selective schemes like
Hedged are (usually) safe but difficult to get right.
2.2 DAS
We identify two requirements for an ideal duplication policy:
1 Simple. Similar to full-duplication schemes, the decision
of when to issue a duplicate and howmany duplicates to issue
should be simple: it should not require careful selection of
thresholds, as in selective duplication schemes.
2 Safe. Its stability properties should be similar to a sys-
tem that does not use duplication: issuing duplicates should
not harm the system under any situation – of course, while
reaping the benefits of duplication whenever possible.
We propose duplicate-aware scheduling (DAS), a simple
and safe duplication policy. It is simple because each (pri-
mary) job is duplicated once, typically as it enters the sys-
tem, and then each layer provides prioritization and purging
to make the system safe.
Prioritization. Primary requests get strict priority over du-
plicates, ensuring preemption andwork-conservation, i.e. du-
plicate jobs are served if and only if there is no primary in
the system, and the duplicate is preempted when a primary
arrives. This behavior ensures that no duplicate delays a pri-
mary: the key insight is that prioritization between primaries
and duplicates provides the ability to seamlessly adapt to
variations in system load i.e., under low load, duplicates have
a higher chance of completion, which improves response
times, whereas under high overload, primaries are shielded
from duplicates.
While the use of prioritization is quite common in the net-
working community [46, 49, 34], recent advances in schedul-
ing theory [24, 23] show that a DAS-like duplication sys-
tem, called Primaries First (PF), which uses prioritization
can achieve two strong properties.
1. Safety and Performance. It performs better than a Single-
Copy scheme – every job achieves a response time at least
as low as under a system without duplication (Single-
Copy2). This property holds for correlated service times
and any job size distribution [23]. Further, under simplis-
tic assumptions (i.e., exponentially distributed job sizes
and independence across servers), it can achieve near-
optimal mean response time [24]. Our evaluation shows
that DAS achieves low response times even when these as-
sumptions are relaxed (e.g., under correlated service times
and heavy-tailed job size distributions).
2. Fairness. Another desirable feature is that this policy is
fair to non-duplicate jobs, i.e., those jobs that don’t make
use of duplication. For duplicate-aware systems, we adopt
the following notion of fairness from [35]: policy pi is fair
if, under policy pi, no job class experiences a higher mean
response time than under a baseline policy η, where our
baseline is Single-Copy. Gardner et al. [24] showed that
PF satisfies this notion of fairness between duplicate and
non-duplicate classes.
Purging. While scheduling theory may suggest that priori-
tization is sufficient to meet our requirements, for practical
systems, we also need purging: jobs that are no longer re-
quired – duplicate jobs whose primaries have finished (or
vice versa) – should be removed (purged) from the system.
Purging is essential because it ensures that any auxiliary
system resource does not become a bottleneck. For example,
duplicate jobs waiting in a lower priority queuemay cause ex-
2We assume jobs are served in FIFO order.
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Figure 2: TheD-Stage abstraction has three components.
Job +metadata enters the stage, the dispatcher (1) creates
a duplicate copy (if required) and puts the job(s) in their
respective priority queues (2). A scheduler (3) schedules
them in a strict priority fashion. Jobs can also be purged
(now shown).
dispatch (job, metadata)
schedule()
purge (job-id(s), CASCADE_FLAG)
Table 2: D-Stage Interface
haustion of transmission control blocks (TCBs), limit buffer
space for primary jobs, or increase contention overhead of
thread scheduling. Overall, purging improves performance
and system stability, especially under high load, by eliminat-
ing unnecessary jobs from the system.
While DAS promises to be both simple and safe, in order
to achieve these benefits, we need to support DAS at every
potential bottleneck layer of the system; a seemingly daunt-
ing task made easier by the D-Stage abstraction, which we
present next.
3. THE D-Stage ABSTRACTION
A D-Stage comprises of queues, which are inserted at po-
tential bottleneck layers of a system, providing the necessary
control for duplication, such as when to create a duplicate,
its priority, and support for purging. Figure 2 zooms into
a D-Stage: each D-Stage operates on a job with associated
metadata (e.g., id, priority) that consistently identifies the job
across different layers of the stack, and supports key dupli-
cation controls through a high level interface (Table 2). The
D-Stage abstraction provides three key benefits:
1. Making duplication visible across layers. While the
notion of a job changes across layers – such as a flow for a
transport D-Stage and a packet for a network D-Stage – the
associated metadata with a job (e.g., its id, priority etc) con-
sistently identifies that job and its duplication requirements.
This ensures that a job can be tracked across layers (e.g., for
purging), gets differential treatment (e.g., lower priority for
duplicate jobs), and layers don’t end up making unnecessary
duplicates of jobs that have already been duplicated. This
simple requirement of associating the right metadata with
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Figure 3: Example showing howmultipleD-Stages can be
combined to serve a get() request froma client application.
jobs is crucial for making duplicates a first class concept in
cloud systems.
2. Decoupling of policy and mechanism. By identifying
the key duplication primitives (dispatching, scheduling, and
purging) and providing control over them through a high
level interface, a D-Stage decouples the duplication policy
from the mechanism. As a concrete example, the policy may
specify that duplicates should be given strictly lower priority,
but the mechanism will decide the best way to support such
prioritization. The benefits of this separation of concerns
is well known in systems design – it is even more crucial
for duplication in today’s cloud systems which involve many
diverse layers: it will be impractical for system administra-
tors, who want to specify policies, to implement duplication
mechanisms that are optimized for specific resources, such
as storage, network, etc.
3. Support for legacy layers. Introducing D-Stage into ex-
isting layers could be challenging: modifying a layer may
be infeasible, and some layers may not be amenable to purg-
ing or queuing of jobs (e.g., MongoDB [28]). A D-Stage
abstraction can also support a Proxy D-Stage, which can ap-
proximate the behavior of a legacy D-Stage. The key idea is
to throttle jobs going into the legacy layer to retain control
over prioritization and purging in a preceding ProxyD-Stage.
3.1 End-to-End Use Cases
For a typical cloud application, a D-Stage would communi-
cate with other D-Stages, forming a “network” of D-Stages.
We describe two diverse use-cases for deploying D-Stages,
which we focus on in this paper:
1- Data Parallel Applications. Figure 3 shows an example
for a get() operation in data parallel applications (e.g., Mon-
goDB, HDFS). An application layerD-Stage at the client gets
the request, it creates a duplicate request and sends both the
primary and the duplicate to a subsequent D-Stage, schedul-
ing them based on their priority. Other D-Stages in this
example – like the network and storage – don’t create any
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Figure 4: Example showing how D-Stages can be placed
at different layers for supporting NFs (e.g., an IDS clus-
ter).
more duplicates: they just provide differential treatment (pri-
oritization) to primaries and duplicates. Once the primary (or
duplicate) finishes, the client D-Stage purges the other copy,
with all subsequent D-Stages removing any corresponding
job(s) from their queues.
2- Network Function Virtualization (NFV). NFV deploy-
ments are common in today’s cloud environments. For exam-
ple, an IDS cluster in the cloud consists of multiple nodes re-
sponsible for detecting malicious traffic. For this, IDS nodes
are required to pass incoming packets through complex state
machines and thus they are CPU bound.
Figure 4 shows how D-Stages can be used in such scenar-
ios. A network D-Stage (e.g., load balancer) on the critical
path of packet streams creates duplicate flows and forwards
the primary and duplicate flows to different nodes in the NFV
cluster. A processing D-Stage running at each NF node pro-
cesses packets in a priority-aware fashion: duplicates are only
processed if there is spare capacity on that node. Yet another
network D-Stage is responsible for taking processed packets,
and filtering out duplicates before forwarding them to the
next stage, which could be a cluster of web-servers running a
data-parallel application.
In the following subsections, we elaborate on the key fea-
tures of a D-Stage which enable duplication benefits, fol-
lowed by case studies on how we setup D-Stages to enable
DAS support in three different applications (§3.5).
job-id //identifies the job
priority //priority of the job
start-time //arrival time in the system
sched-time //wait time before scheduling
duplication() //creating duplicate copies
atStart() //processing when its turn comes
atEnd() //processing when done
Table 3: Job Metadata
3.2 Job and Metadata
As noted earlier, each layer has its own notion of a job. For
example, at the network D-Stage, the job could be a packet
while an application layer D-Stage may operate on read re-
quests for files/objects. Each job should have an associated
metadata that contains duplication specific information:
Table 3 lists the metadata required by a D-Stage. A job-id
is used to identify a job – it should be unique and consis-
tent across D-Stages, so a D-Stage can purge a job which is
enqueued inside another D-Stage using the job-id. To work
with legacy layers, a D-Stage can also maintain mapping of
its own job-ids to the job-ids used by the legacy layer. For
example, an application layer D-Stage can maintain the map-
ping of application-level request to its corresponding flow or
socket identifier that is used at the transport layer.
The priority of a job is used to decide how this job will be
scheduled. Many jobs already have a notion of priority, even
if it is rarely used. For example, the ToS bit in the packet
header can be used to determine the priority of a packet. The
start-time and sched-time are useful in making scheduling
and purging decisions. For example, a scheme may decide
to purge jobs which have been outstanding for a certain time;
similarly, a scheme like hedged-request may want to delay
the scheduling of a duplicate until a certain time.
Finally, the metadata includes three functions (callbacks):
i) duplication() function, which contains the duplication
logic, such as whether to duplicate the job, and if yes, the
number of duplicates to create, and any metadata required for
each duplicate copy, such as its priority, new name, etc, ii) at-
Start() function, which implements any logic that needs to be
executed when a job is scheduled (e.g., purge corresponding
copy, as in Tied-Request) and iii) atEnd() function, which
provides similar support for any action that needs to be taken
once the job is finished executing; again this can be useful for
purging the corresponding copy of the job.
3.3 Interface
We identify key duplication primitives that can be combined
to support a wide range of duplication policies. These primi-
tives are used through a high-level interface (Table 2), hiding
the implementation details from other system layers. We de-
scribe the interface, and comment on its use for common types
of D-Stages, such as the network, storage, and processing.
dispatch(job, metadata). The dispatcher controls
how jobs are placed inside the D-Stage queues. The dis-
patcher interprets and acts on the metadata: it creates the
necessary duplicate copies using the duplication() callback,
and puts both the primary and duplicate jobs in their respec-
tive queues. For example, in Figure 2 the job J1 is duplicated
as job J1,p with high priority and J1,d with low priority – J1,p
goes into the high priority queue and J1,d is enqueued in low
priority queue. Jobs with a later start-time are put in a special
delay queue (with an associated timer), where they wait until
the timer expires or are purged from the queue.
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For some stages, where the duplication information cannot
be embedded within the metadata, the dispatcher can have
its own configurable rules for job duplication. For example,
a dispatcher for a network D-Stage may use a hash of the
header fields in a match-action fashion to create and dispatch
duplicate copies to their suitable destinations.
In general, we do not expect the dispatcher to become
a bottleneck for a D-Stage. However, under high load it
can stop duplicating jobs, following the DAS principle that
duplicates are strictly lower priority. Finally, as we describe
in §3.5, most practical scenarios would involve only one D-
Stage duplicating the job in the end-to-end path while other
D-Stages will simply operate on the primary and duplicate
copies.
schedule(). AD-Stage requires a priority scheduler so as
to provide differential treatment to primaries and duplicates
based on their priority. A job’s turn should be determined
by its priority, and once it is scheduled, the scheduler should
first execute atStart(), then process the job (just like it
would do normally), and finally call the atEnd() function.
An ideal priority scheduler should ensure strict priority –
with preemption and work conservation – while incurring
minimal overhead. A desirable feature in this context is to
have the ability to break a large job into smaller parts, so
that the scheduler can efficiently preempt a lower priority
job and then later resume working on it in a work conserv-
ing manner. Fortunately, many layers already support some
form of priority scheduling. For example, for storage appli-
cations, Linux supports I/O prioritization using completely
fair queuing (CFQ) scheduler. Similarly, for CPU prioritiza-
tion, we can use support for thread prioritization on modern
operating systems – for example, our implementation uses
the POSIX call pthread_setschedprio [10], which can pri-
oritize threads at the CPU level. Finally, modern switches
and end-host network stacks already provide support for pri-
oritization, where some header fields (e.g., ToS bit) can be
used to decide the priority of flows and packets.
purge(job(s), CASCADE_FLAG). This interface sup-
ports specifying one or more jobs that should be purged by
this D-Stage. An ideal purging implementation would allow
purging of jobs from both the queues as well as the underly-
ing system while they are being processed. The job(s) can be
specified based on a predicate on any metadata information,
such as matching a job-id or those jobs that started before a
certain start-time. The CASCADE_FLAG specifies whether
the purge message should propagate to a subsequent stage,
if the current stage is already done with processing the job
and can no longer purge it. For example, an application may
call a purge() on the transport flow, which would result in the
transport D-Stage purging its corresponding data from the
end-host buffer, and if the flag is set, it will also call a purge
on the subsequent network D-Stage, so the packets that have
left the end-host (and are inside the network) can be purged.
Throttler
2
3
1
Legacy
Stage
Throughput 
estimator 
Dispatcher
Priority
queues
Scheduler
N*
Figure 5: Proxy D-Stage sitting in front of a legacy stage.
In addition to the components of traditional D-Stages, it
has a throttler (1) which gets feedback from a throughput
estimator (2) monitoring the output rate of the legacy
stage. Based on this estimate, it discovers themultiplexing
level (3).
3.4 Proxy D-Stage
To support legacy layers in a system, we design a Proxy D-
Stage, which is a specific implementation of a D-Stage and
sits in front of a legacy (unmodified) stage; its goal is to re-
tain maximal control over jobs going into the legacy stage
by keeping them in its own queues. This allows the Proxy
D-Stage to approximate duplication support of an unmodi-
fied stage, using its own mechanisms for prioritization and
purging.
Figure 5 shows the high-level working of a Proxy D-Stage.
Unlike a traditional D-Stage, it uses a special scheduler that
throttles outgoing jobs, based on the output rate of the legacy
stage. Thus, the proxy D-Stage needs to be placed at a
location where it can control and observe the input and output
of the legacy stage.
Objective. Choosing a suitable multiplexing level is impor-
tant; a small value can lead to under-utilization of the un-
modified stage whereas a large value would reduce queuing
inside the proxy, thereby lowering its control (prioritizing,
purging). This trade-off crystallizes into the following ob-
jective: maximize utilization (of the unmodified stage) while
minimizing the level of multiplexing (i.e., dispatching as few
jobs as possible).
Throttling algorithm. Our desired objective closely
matches with prior work on finding the right number of trans-
actions to dispatch to a database [40]. In their work, Bianca
et al. use offline queuing analysis to initialize the multiplex-
ing level, which is then adjusted using feedback control in an
online setting.
We take a similar approach but for simplicity the throt-
tler is initialized with a multiplexing level of one. We use
the throughput of the legacy stage observed by the proxy to
modulate the multiplexing level in the following way:
1. Probing phase. The throttler increases the multiplexing
level as long as it observes commensurate increase in the
throughput. Otherwise, it stops and enters the exploitation
phase.
2. Exploitation phase. Having discovered the “best pol-
icy”, the throttler continues dispatching requests as per
6
the optimal target3 (N∗).
One of our primary use cases for the Proxy D-Stage is
its use with an unmodified HDFS server (data-node), which
has no notion of duplicates (§5). An HDFS cluster in a
cloud setting could be bottle-necked anywhere. Thus, we
empirically verified that our throttling algorithm was able to
determine the right multiplexing level for: i) SSD and HDD,
if disk is the bottleneck, and ii) network links, if the workload
is being served from cache.
3.5 Case Study: Data Parallel Applications
We now describe how can we combine multiple D-Stages
to implement DAS for two data parallel applications: i)
HDFS [7] and ii) an in-memory research prototype, which
we refer to as DP-Network [17]. DP-Network comprises of a
client and server applications. The client application makes
a request to transfer a specified flow size to the server, which
sends the response, using a pool of persistent TCP connec-
tions between the client and the servers. DP-Network has
been used extensively in prior works (e.g., ClickNP [32],
MQ-ECN [17], FUSO [19], etc) to evaluate performance of
network protocols over small-scale ( 40 nodes), 10G clusters.
While both applications have similarities, there are also key
differences in terms of how theD-Stages are supportedwithin
these applications (e.g., the purging mechanism and the use
of Proxy D-Stage). We first describe the common workflow
of these (and other data parallel applications) and how we
insert D-Stages at different layers. We then describe the
specific support that we added for both of these applications.
We divide the steps required to enable DAS support into
two parts: the request phase, and the response phase.
Request Phase. The first D-Stage is the request handler
stage, which is a processing D-Stage responsible for dupli-
cating get() request. The API between this stage and the
application is the typical get() API, which is enhanced to
carry information about replicas and their priorities. As a
processing D-Stage, it has support for thread prioritization,
so a lower priority thread can work on sending the lower pri-
ority get() requests, which ensures that the request generation
part for duplicate requests does not hurt the primary requests.
This is the only stage in the get() pipeline where duplication
is involved. For all other stages, the dispatcher only places
the job in its respective priority queue.
Requests are sent over the network D-Stage as per their
priority until they reach their respective server node. On the
server side, there is a request handler processing D-Stage,
which is similar to the request handler stage of the client,
except that it will not duplicate the job, as indicated by the
metadata for the request. The request handler stage will then
pass on the request to a storage D-Stage, which will follow
the functionality described earlier.
3This is theminimum number of requests needed tomaximize utilization.
Response Phase. The responses sent by the primary and sec-
ondary replicas traverse the network, using their appropriate
priorities – high priority for responses from the primary and
low priority for responses from the secondary. On the client
side, there is another processing D-Stage called the response
handler stage. Like typical processingD-Stages, it uses mul-
tiple threads, with different priorities, to process responses
from the primary and secondary replicas. Once the entire
get() operation is complete, the object/file is delivered to
the application, and ongoing jobs at primary and secondary
replicas corresponding to this get() operation are purged.
Support for HDFS. HDFS does not queue requests natively.
Instead of adding queues and other D-Stage primitives, we
decided to test our Proxy D-Stage with unmodified HDFS
datanodes. On the client side, we added support for dis-
patching – creating and sending multiple requests to different
replicas. Because HDFS uses a separate TCP connection for
each request, we used the closure of a TCP connection as a
purge signal as well.
Support for DP-Network We modified this application to
introduce D-Stages at both the client and server. The bottle-
neck for the target workloads is the network, and the server
already has support for adding prioritization to different net-
work flows. The original server did not use queues, so we
added support for queuing and purging. Given that typical tar-
get workloads for this application include small requests (e.g.,
few KBs), the system uses persistent TCP connections, so we
explicitly sent purge messages from client to server. These
purge messages were sent using a separate TCP connection.
Given the small request sizes, we only purged requests from
the server queues as purging in-flight requests would not pro-
vide much savings. We also added support for pipelining
of requests on the same TCP connection and used a fixed
number of pre-established connections – these optimizations
improved our baseline results (Single-Copy) compared to the
vanilla implementation.
3.6 Case Study: NFV
The case of NFV cluster is different from the data parallel
applications in twoways: i) jobs are duplicated by an interme-
diate network D-Stage instead of by the application D-Stage,
ii) purging is even more challenging because of extremely
short timescale of (per packet) operations.
Similar to figure 4, we consider a Snort [12] based IDS
cluster deployment as a use case for DAS. We have a network
D-Stage, built on top of Packet Bricks [11], which is respon-
sible for duplicating and load balancing incoming packets to
IDS nodes. On each node, a processingD-Stage runs primary
and duplicate Snort instances on different threads pinned to
the same core at high and low priority respectively. It uses
the POSIX call pthread_setschedprio() to enable thread
level CPU prioritization. Finally, another network D-Stage
sits after the IDS cluster and acts as a “response handler”; it
performs de-duplication and forwards only unique packets to
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an interested application (e.g., web server). We approximate
purging at processing D-Stages on IDS nodes by limiting the
secondary Snort’s queue size.
4. IMPLEMENTATION
In addition to the above applications, we have also imple-
mented a Proxy D-Stage in C++; it implements the basic
D-Stage interface (with support for purging, prioritization)
as well as the throttling based scheduler. The proxy is multi-
threaded, supports TCP-based applications, with customized
modules for the HDFS application, in order to understand
its requests. The proxy has been evaluated with multiple
applications for benchmarking purposes: it adds minimal
overhead for applications with small workloads (e.g., DP-
Network) and for the applications where we actually use the
Proxy (i.e., HDFS), the performancematches that of the base-
line (without the proxy). The proxy also supports a module
to directly interact with the storage, and a client interface that
can be used to generate get() requests (similar to the HDFS
and DP-Network applications). For prioritization we use the
different primitives available for each resource (as described
earlier). Specifically, for the network, we used native support
for priority queuing, including Linux HTB queues at end-
points. For storage, Linux provides ioprio_set() [9] system
calls to explicitly set I/O prioritization of a request.
5. EVALUATION
Our evaluation covers a broad spectrum, in terms of en-
vironments (public cloud and controlled testbed), applica-
tions (HDFS, DP-Network, Snort IDS), system load (low,
medium, high4), workloads (with mean RCT from µs to ms
and seconds), schemes against which DAS is evaluated (e.g.,
Hedged, Cloning, etc), and micro-benchmarking various as-
pects of our system (e.g., prioritization overhead, etc). Our
key insights are:
• DAS effectively avoids different types of stragglers ob-
served in the “wild”. In our experiments on the pub-
lic cloud, we encounter different types of stragglers (e.g.
caused by storage and network bottlenecks). DAS is able to
avoid most of these stragglers resulting in up to a 4.6× re-
duction in tail latency (p99 RCT) compared to the baseline.
(§5.1)
• DAS is safe and easy to use. Using controlled experiments
on Emulab, we show that DAS remains stable at high loads,
and performs as well as the best performing duplication
scheme under various scenarios – all these benefits come
without requiring any fine tuning of thresholds. (§5.2 and
§5.3)
• DAS can effectively deal with system and workload het-
erogeneity. A (somewhat) surprising finding of our study
4By our definition, low load is 10-20%, medium load is 40-50%, high
load is 70-80%
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Figure 6: DAS’s performance in public cloud for HDFS
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is that the use of replicas throughDAS can also shield small
flows from large flows (workload heterogeneity) without
requiring flow-size information (or approximation), as is
required by most datacenter transports [18, 34], also obvi-
ating the need for any intelligent replica selection mecha-
nism [43, 20]. (§5.3)
• DAS is feasible for an IDS cluster. We show that deal-
ing with lower priority duplicate traffic does not affect the
throughput of Snort nodes, and DAS is able to effectively
deal with stragglers. (§5.4)
5.1 HDFS Evaluation in Public Cloud Settings
The goal of this experiment is to evaluate the robustness of
our system in the “wild” – this environment has natural strag-
glers and also involvesmultiple potential bottleneck resources
(e.g., network, storage).
Experimental Setup. We set up an HDFS storage clus-
ter on 70 VMs on Google Cloud [6]. Our cluster has 60
data-nodes and 10 clients. For HDFS data-nodes, we use
n1-standard-2 type machines (2 vCPUs, 7.5 GB RAM),
while clients run on n1-standard-4machines (4 vCPUs,
15GB Memory). The HDFS replication factor is set to 3.
We provision a total of 6TB of persistent storage[1] backed
by standard hard disk drives. Persistent disk storage is not
locally attached to the systems so the bottleneck could be any-
where in the system. On each data-node, we have two types
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of D-Stages that are used: a Proxy D-Stage for handling the
HDFS data-node’s unmodified storage D-Stage, and a net-
work D-Stage, which makes the end-host support DAS while
using the cloud network5.
Workloads and Metric. For our experiments, the client
generates get() requests for a fixed size file (10MB), ac-
cording to a Poisson process. We run this experiment at
medium load (estimated from the disk throughput guaranteed
by the cloud provider which translates to more than 2000 re-
quests per minute) for several hours. Our selection of file size
corroborates with the small file sizes6 observed in the HDFS
deployment at Facebook for their messages stack [29]. The
size of our data set is ∼1.5TB. Our evaluation metric in all of
our experiments is the request completion time (RCT) unless
specified otherwise. Note that each job comprises of a single
request – with a higher scale out factor (multiple requests in
a single job), we can expect even more stragglers to show
up [28].
Schemes. For this experiment, we compare the perfor-
mance of Single-Copy (base-case) with DAS under two dif-
ferent settings: i) DAS-Storage, which only uses the storage
D-Stage, ii) DAS-Full which uses both storage and network
D-Stages.
Avoiding Stragglers at Multiple Layers. Figure 6 shows
the CDF of RCTs for the three schemes. We observe a long
tail for the baseline: at p99.9, the latency is 5× higher than
the median latency (3.5× and 2.3× at p99 and p95 respec-
tively). The results show that DAS reduces the tail by 2.26×
at p99 with only storage D-Stage enabled. However, with
both the storage and the network D-Stages (DAS-Full) yields
higher gains; RCTs are reduced at all percentiles with the
benefits more pronounced at higher percentiles (p99 latency
is reduced by 4.6×).
Our analysis of the results revealed that the long tail was
primarily caused by two different sources of stragglers: i)
poorly performing datanodes (at p99 only 6 datanodes con-
tributed ∼40% to the tail, while 9 datanodes contributed
∼54%), ii) network noise, in Single-Copy case, even the best
performing datanode (datanode that contributed least to the
tail) had p99 latency 2.4× higher than p99 latency achieved
by DAS. With only storage D-Stage enabled (DAS-Storage-
Only)wewere able to handle first type of stragglers. However,
we still observed that the best performing replica had p99 la-
tency ∼1.1× higher than overall p99 latency. By enabling
network D-Stage on datanodes, we handled the second type
of stragglers as well. The best performing datanode had p99
latency ∼15% less than p99 latency achieved by DAS-Full.
This highlights the ability of DAS in dealing with different
sources of stragglers, which may appear at different layers of
the system.
5Cloud networks present the big switch abstraction, with network bottle-
necks only appearing at the edges.
6In their study of FacebookMessages stack, Harter et al.[29] revisited the
assumption that HDFS file sizes are large and read accesses are sequential.
They found that 90% of files are smaller than 15MB and disk I/O is highly
random.
5.2 HDFS Evaluation in Controlled Settings
We now move to the controlled environment of Emulab, to
evaluate DAS against other duplication schemes under vari-
ous scenarios. This environment, combined with our use of a
straggler/noise model derived from our previous experiment,
allow us to perform repeatable, yet realistic experiments.
Schemes. We compare the performance of DAS against
Single-Copy (base case), and several duplication schemes
proposed by Dean et al. [21]: Cloning, Hedged, AppTO,
and Tied [21]. For Cloning, the client proactively duplicates
every request at the same priority. For Hedged, if the first
request fails to finish before p95 deadline, the client makes a
duplicate request to a different replica. Upon completion of
any of the two copies, the other is purged. In AppTO, requests
have a timeout value. If a request fails to finish before the
timer expires, the client purges the first request and issues
its duplicate request to another replica (request restart). In
our experiments we use 480ms as the threshold for triggering
a duplicate request for Hedged and AppTO schemes. The
Tied scheme duplicates every request and ties the identity
of the other replica with the request. When a request’s turn
arrives, it sends a purge message to its counterpart. The
corresponding request, if not finished, gets purged.
Experimental Setup. For this experiment, we setup a 10
node HDFS cluster on Emulab [3]. We provision one client
for this experiment. We use d430 type machine (2x2.4 GHz
8-core with 64GB RAM, 1TB 7200 RPM 6 Gbps SATA
Disks). HDFS datanodes are connected by 1Gbps network
link; whereas, client is connected by 10Gbps network link.
For random read I/O requestswe benchmark the disk through-
put to be less than the network link capacity making disks
the bottleneck resource. This experiments uses the same
workload and metrics as in the previous experiment.
Noise Model. To model stragglers, we derive a noise model
from our experiment on the Google Cloud. We use the
median latency experienced by Single-Copy requests as our
baseline and calculate the additional latency experienced by
the top 10 percentiles (p91 to p100). We then model this
noise for 10% of the requests in our experiment by delaying
the application response by the calculated factor.
Results. Figure 7 compares the performance of all the
schemes at the p99 latency across different loads. The load
corresponds to three regimes: low, medium, and high. This is
with respect to the offered load at the bottleneck (i.e., disk)7.
We make four observations:
1. At low loads, all the duplication based schemes perform
well compared to Single-Copy. They reduce the p99 la-
tency by at least ∼1.45×.
2. At medium and high loads, the duplication overheads of
aggressive schemes (Cloning, Hedged) make the system
unstable. DAS, despite duplicating every request, remains
7Note that this is the load by the primary requests only. Duplication may
increase the load depending on the particular scheme
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stable and continues to reduce tail latency (p99 by 2.37×,
1.9× at medium and high loads respectively).
3. DAS is most effective at medium load. This is because at
medium load, transient load imbalance on any one node
is common despite the overall load being moderate. This
enablesDAS to leverage the spare capacity on other nodes.
In contrast, at low load, stragglers are less common at
low load while there are little opportunities to exploit an
alternate replica at high loads.
4. Tied is useful in terms of system stability (does not cause
system overload at high load). However, it fails to cope
with noise encountered once the request has started be-
ing served, which is evident from low gains at low and
medium loads. DAS successfully handles such scenarios
by continuing to work on both requests until one finishes.
Further, as we show in §5.3, the lack of prioritization
in Tied is catastrophic for workloads with small requests
where Tied becomes unstable at high loads (see Fig. 8(b))
– in such scenarios, purging alone is insufficient.
5.3 DP-Network in Public Cloud Settings
The goal of these experiments is to evaluate the performance
under scenarios where the network is the bottleneck. Com-
pared to HDFS, the workload is also different (smaller re-
quests) which creates new challenges and opportunities.
Setup. We use a 10 VM setup on Google Cloud,
with one client and nine servers. On the client side we
use n1-highcpu-16 type VM while servers use the
n1-stand-4 VM types. The server VMs are rate limited
to 1Gbps while the client VMs have a limit of 16Gbps. We
focus on small flows, using the average flow size (i.e., 50KB)
of short flows from the web search workload [13] for most
of our experiments. We also consider the full web search
workload, which includes large flows as well, and highlight
howDAS is able to effectively deal with flow size heterogene-
ity. Our client generates requests based on a Poisson process,
randomly choosing the primary and secondary servers.
Performance UnderWorkload Heterogeneity. Figure 8(a)
shows the performance of DAS with the DCTCP web search
workload (containing a mix of short and long flows) under
medium load. DAS significantly improves the RCT for short
flows without hurting the long ones. This happens because
the co-existence of long and short flows significantly affects
the RCTs of short flows [13]. DAS is a natural fit for such
scenarios. If a short flow and a long flow get mapped to
a critical resource together, namely a link or a queue, DAS
provides opportunity to the duplicate request of short flows to
get served from another less loaded replica. This highlights
that if we have replicas and have a scheme like DAS, we can
shield small flows from long flowswithout requiring flow size
information (or estimation) as is required by most datacenter
transports [34].
Performance with Small Requests. We now focus on fixed
small (50KB) request sizes. We introduce noise through
background flows: the client randomly picks a server and
starts a 10MB transfer, emulating a hotspot in the network.
Overall, the noise accounts for only 1% of the total link
capacity.
Figure 8(b) shows the performance of DAS at the p99
across variable network loads – low, medium, and high. Sim-
ilar to the HDFS experiments, we observe that: DAS remains
stable at high loads while providing duplication gains at low
loads. Note that no other duplication scheme remains stable
at high loads; this is unlike the HDFS experiment (where
schemes like Tied worked well), and is because of the chal-
lenging nature of this workload which involves small (sub-
millisecond) requests. In such scenarios, purging is less
effective at low loads (in fact, it has overhead) and prioritiza-
tion becomes critical, as highlighted by the slight difference
in the performance of DAS and the Cloning+Prioritization
scheme. However, our analysis shows that at high loads we
need both prioritization and purging in order to keep the
system stable. Figure 8(c) zooms into the medium load and
highlights achieved gains overCloning (unstable at high load)
and Single-copy (stable at high load) at different percentiles.
It is also within 10% of the Tied scheme which becomes
unstable under high load.
5.4 DAS with IDS cluster
We evaluate the feasibility of using DAS when CPU is the
bottleneck in the context of an IDS cluster. This can be
useful in scenarios where some nodes are stragglers while
others have spare CPU capacity to process traffic.
We consider an IDS cluster receiving packets at varying
load (defined as the arrival rate of traffic). For each load, we
determine the performance of having single snort (Single-
Copy) instances versus having two snort (Primary and Dupli-
cate) instances. This comparison highlights that duplication
of work does not hurt performance. Secondly, for each load,
we consider the effect of having a straggler node. This com-
parison highlights that duplication can alleviate the problem
of stragglers.
Experimental Setup. For this experiment we provision five
d430 type machines on Emulab. Our setup reflects the layout
given in Figure 4 (§3.1). The Snort IDS runs on two nodes;
each node runs a primary and duplicate instance of Snort at
high and low priority respectively.
On each node, Snort instances are pinned to the same core,
and we use a single thread for the Snort instance. The other
three nodes are configured as a traffic source, an in-network
packet duplicator and an in-network de-duplicator.
A straggler in this setting could be due to system overload
or some failure [26, 27]. To emulate this behaviour, we
run a CPU-intensive background task lasting 60% of the
experiment duration on one of the IDS nodes. This effectively
results in a drop in Snort’s throughput. We focus on the
goodput – unique packets processed per second (UPP/sec) –
achieved by the IDS cluster under varying system load.
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Figure 9: Feasibility of using duplication when CPU is
the bottleneck in an IDS cluster. (a) shows that at vary-
ing input load, the introduction of a duplicate snort does
not hurt primary snort throughput. (b) shows that with
a straggler node, DAS outperforms Single-Copy as sec-
ondary snort instances running at other nodes can pro-
cess the duplicate of the packets that are backlogged at
the straggler.
Prioritization Works. Figure 9(a) shows the goodput for
varying system loads without any stragglers. We observe
that with thread prioritization the impact of duplicate Snort
on the goodput of primary Snort is negligible – even when
the traffic arrival rate is high.
DAS Alleviates Stragglers. Figure 9(b) shows the perfor-
mance of Snort for varying system load when one Snort
node becomes a straggler. We observe that goodput in the
case of DAS is higher than Single-Copy (no duplication).
This is because packets dropped by straggler node in the case
of Single-Copy are processed by the duplicate Snort instance
in the case of DAS.
5.5 Microbenchmark Results
In this section we scrutinize the: i) overhead of disk I/O
prioritization, and ii) overhead of network prioritization.
Efficiency of network prioritization. We investigate the
overhead of the Linux network prioritization mechanism, in-
curred by high priority requests in the presence of a low prior-
ity network flow. We set up a client connected to a server on
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Figure 10: Prioritization benchmarks showing RCTs of
high priority requests with andwithout low priority back-
ground traffic.
a 10Gbps link. The client runs the DP-Network application
and generates requests according to the web search workload
([13]) at medium load. The ToS bit for all these requests are
marked as “high” while a single long TCP flow runs in the
background at low priority. Figure 10(a) shows the CDF of
the RCTs of the high priority requests. Ideally, adding back-
ground traffic shouldn’t have an impact on the RCTs of the
high priority requests due to the enforced prioritization. We
observe an overhead of ≤ 20% at p10, at p20 it is ≤ 15% and
at p40 and beyond it is ≤ 3%. This shows that network prior-
itization has some overhead for small requests (under 20%),
but the gains due to duplication outweigh this overhead, as
shown earlier in our macrobenchmark experiments.
Efficiency of disk I/O prioritization. We evaluate the effi-
ciency of Linux’s CFQ [8] scheduler which we used for disk
I/O prioritization. For this experiment, we deploy a 100GB
data set on a Linux server and run variable number of high
priority and low priority workers. Each worker continuously
requests random 4KB blocks in a closed loop.
Figure 10(b) shows the CDF of RCTs of high priority
requests with and without low priority background requests.
We observe that roughly 20% of these requests are hurt by
the presence of low priority requests. While for realistic
workloads the gains of duplication outweigh this penalty, we
have also verified that this overhead can be further reduced
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by tuning CFQ configuration parameters (e.g., slice_sync,
slice_idle_time, etc).
6. RELATEDWORK
Other Duplication Policies. To supplement the earlier dis-
cussion in §2.1, we comment on the most relevant duplica-
tion policies. RepFlow [49] replicates certain flows (but at the
same priority)whileVulimiri et al. [46] conduct some prelim-
inary experiments using redundant flows with lower priority
but do not consider the full set of features we propose in DAS
(e.g., purging) or address system design challenges. Other
duplication schemes have highlighted the benefits of priori-
tization through analysis and simulations [23, 24, 30]. We
show that for practical systems, in addition to prioritization,
purging must be used. Further, none of the above schemes
focus on an abstraction for supporting duplicates. A recent
work, MittOS introduces a fast rejecting SLO-aware inter-
face to support millisecond tail tolerance but only consider
storage stacks [28] – its technique to reject a request based
on expected latency needs is highly customized for storage.
Stage Abstraction. Welsh et al. proposed the staged event-
driven architecture (SEDA) for designing scalable Internet
services [47]. In SEDA, applications consist of a network
of event-driven stages connected by explicit queues. In con-
trast, we consider duplicate-aware stages (D-Stages), where
each stage may correspond to a different resources (e.g., net-
work, compute, and storage). IOFlow [44] introduces the
abstraction of a data plane stage for storage systems but does
not consider duplication. We show that duplication brings its
own unique challenges in designing stages for each bottleneck
resource and structuring their interactions.
Resource Capacity Estimation. Our Proxy D-Stage’s use
of capacity estimation in its throttling mechanism is similar
to resource capacity estimation in systems like PARDA [25]
and VDC [16]. Similar to us, both these systems use capacity
estimation techniques that are inspired by TCP. However,
these systems focus on dealing with increased latency or SLO
violations whereas our goal is to maintain maximal control
at the Proxy D-Stage while avoiding under utilization.
7. DISCUSSION AND FUTUREWORK
Duplicates with User-level Network Stacks. The support
for duplicates can be effectively introduced in today’s high
performance user-level network stacks [31, 4] that use kernel-
bypass and leverage network I/O libraries such as DPDK [2]
or Netmap [39]. Existing NICs provide support for multiple
queues and by applying appropriate filters (e.g., by using In-
tel’s Ethernet Flow Director), duplicate traffic can be pinned
to separate queues. These queues may then be served by a
(strictly) low priority thread.
Work Aggregation. Making duplicates safe to use also
opens up another opportunity: work aggregation. This re-
quires the scheduler to do fine-grained work, allowing aggre-
gation of the fine-grained work done by the the primary and
duplicate copies of the job. For example, consider a job –
having two sub-parts (A and B) – that is being processed at
two different stages; the primary copy can first process part
A while the duplicate copy processes part B – aggregating
these parts can allow the job to finish even though both the
primary and duplicate copies are not individually finished.
These incomplete copies can subsequently be purged from
the system. This feature requires a complementary process-
ing D-Stage where the fine-grained work can be aggregated.
Identifying layers where such aggregation may be feasible,
dealing with the associated challenges and overhead of doing
fine-grained work, and quantifying the benefits, will be the
key questions to address for this approach.
Redundancy-based Storage Systems. Quorum-based and
redundancy-based storage systems can also naturally deal
with stragglers [37, 36], but they incur high reconstruction
cost because they need to make more requests than required.
Such systems can potentially use D-Stages to reduce over-
head. For example, K out of N requests can be high priority
while the other N − K can be lower priority
Energy Considerations. While making duplicate may in-
crease the energy consumption, there are two factors which
can limit this overhead or may even reduce the overall en-
ergy consumption: i) we use purging so the overall work
done by the system (in terms of executing a request) may
not necessarily be significant, and ii) the overall reduction in
response time implies that requests stay in the system for less
time, possibly consuming fewer system resources and thus
lowering the energy consumption.
8. CONCLUSION
Tail latency is a major problem for cloud applications. This
paper showed that we can make the use of duplication as
a first-class concept to mitigate stragglers without worrying
about overloading the system. To this end, we proposed a
new scheduling technique (DAS), an accompanying abstrac-
tion (D-Stage) that helps realize DAS for different resources,
and end-to-end case studies that highlight the feasibility and
benefits of DAS for different bottleneck resources. While
our evaluation shows the promise of this approach in deal-
ing with stragglers under a wide range of realistic scenarios,
our work also opens up several interesting avenues for future
work, such as how to get duplication gains in scenarios with
different bottlenecks.
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