A pseudo (v, k, λ)-design is a pair (X, B) where X is a v-set and B = {B1, . . . , Bv−1} is a collection of k-subsets (blocks) of X such that each two distinct Bi, Bj intersect in λ elements; and 0 < λ < k < v − 1. We use the notion of pseudo designs to characterize graphs of order n whose spectrum contains either ±1 or ± √ 2 with multiplicity (n − 2)/2 or (n − 3)/2. It turns out that the subdivision of the star K 1,k is determined by its spectrum if k ∈ {ℓ 2 − 1 | ℓ ∈ N} ∪ {ℓ 2 − ℓ | ℓ ∈ N}. Meanwhile, partial results confirming a conjecture of O. Marrero on characterization of pseudo (v, k, λ)-designs are obtained.
Introduction
All the graphs that we consider in this paper are finite, simple and undirected. Throughout this paper the order of a graph G is the number of vertices of G. By the eigenvalues of G we mean those of its adjacency matrix. The spectrum of G is the multiset of eigenvalues of G. The subdivision of a graph G is the graph obtained by inserting a new vertex on every edge of G. We denote by S 2k+1 the subdivision of the star K 1,k . The graph K k,k minus a perfect matching is also denoted by L k,k . We denote by H k,k+1 the resulting graph from L k,k by adding a new vertex and joining all vertices of one part of L k,k to the new vertex.
The present paper is devoted to the study of graphs whose spectrum contains
(Here the exponents indicate the multiplicity and ±a means {−a, a}.) These graphs have a close connection with a family of combinatorial configurations called pseudo (v, k, λ)-design; a pseudo (v, k, λ)-design is a pair (X, B) where X is a v-set and B = {B 1 , . . . , B v−1 } is a collection of k-subsets (blocks) of X such that each two distinct B i , B j intersect in λ elements; and 0 < λ < k < v − 1. Therefore we first study pseudo designs following Marrero [5, 6] , Ryser [7] , and Woodall [8] . Our investigation contains partial results on a conjecture of Marrero on characterization of pseudo (v, k, λ)-designs. We then make use of the results concerning pseudo designs to determine the four families of graphs whose spectrum contains one of the four sets of (1) . We show that the first family consists of the graphs L k,k where n = 2k, and two other graphs of orders 10, 12; the second consists of the graphs S 2k+1 and H k,k+1 where n = 2k + 1; and the third and forth together consist of exactly 13 graphs all of which are obtained in some way from the Fano plane. It turns out that the graphs H k,k+1 for any k and S 2k+1 for k ∈ {ℓ
e. determined by spectrum).
Pseudo (v, k, λ)-designs
Graphs whose spectrum contains one of the four sets of (1) are happen to have a close connection with pseudo (v, k, λ)-designs. Several properties of pseudo (v, k, λ)-designs were derived by Marrero [5, 6] , Woodall [8] , and Ryser [7] . A pseudo (v, k, λ)-design is called primary if vλ = k 2 and is called nonprimary when vλ = k 2 . It follows that in a nonprimary pseudo design, v = 2k. Thus a pseudo (v, k, λ)-design is nonprimary if and only if v = 4λ and k = 2λ.
Let X = {x 1 , . . . , x v }, and
The pair (X, B 2 ) is said to be a BIBD(b, v, r, k, λ) if each pair of distinct elements x i , x j is contained in λ of the blocks B 1 , . . . , B b ; and 0 ≤ λ and k < v − 1. Then, it can be shown that each element x j (1 ≤ j ≤ v) is contained in exactly r of the subsets B 1 , . . . , B b . Each combinatorial design is completely determined by its corresponding incidence matrix; this is the (0, 1)-matrix A = (a ij ) defined by taking a ij = 1 if x j ∈ B i and a ij = 0 if x j ∈ B i .
Trivial necessary conditions for the existence of a BIBD(b, v, r, k, λ) are
In fact, the existence of a nonprimary pseudo (v, k, λ)-design is equivalent to existence of a Hadamard design: 
, then A is obtained by adjoining a column of 0's to the incidence matrix of a (v, k, λ)-design. It was conjectured by O. Marrero [5, 6] that given a primary pseudo (v, k, λ)-design, then 'completion' or 'embedding' between the given pseudo design and some BIBD always is possible; this is equivalent to say that: 
from which it follows that λ = 1, so k = 1 and v = 1 which is impossible. 
On the other hand, 
Graphs with many ±1 eigenvalues
In this section we characterize all graphs of order n whose spectrum contains ±1 with multiplicity either (n − 2)/2 or (n − 3)/2. These include the graphs S 2k+1 , L k,k , and H k,k+1 . The graph S 2k+1 a starlike tree (trees with one vertex of degree larger than 2). In [3] it was asked to determine which starlike trees are DS. Partial results are obtained by several authors, see the survey [3] .
The graphs of order n with ±1 as eigenvalues of multiplicity either (n − 2)/2 or (n − 3)/2 are among the bipartite graphs with four/five distinct eigenvalues. These graphs were first studied by van Dam and Spence [1, 2] through investigating combinatorial design whose incidence matrix has two distinct singular values. In [1] , nonregular bipartite graphs with four distinct eigenvalues and in [2] bipartite biregular graphs with five distinct eigenvalues were studied.
We begin by determining the spectrum of S 2k+1 , L k,k , and H k,k+1 .
Lemma 8. The spectra of S 2k+1 , L k,k , and H k,k+1 are
respectively, where the exponents indicate the multiplicity.
Proof. If one deletes the vertex of maximum degree from S 2k+1 , what remain are k copies of K 2 . Thus, by interlacing, the spectrum of S 2k+1 contains ±1 of multiplicity at least k − 1. Since S 2k+1 is a bipartite graph of an odd order, it has a zero eigenvalue. Also, λ 1 (S 2k+1 ) is determined by the equation 2λ 2 1 (S 2k+1 ) + 2k − 2 = 4k, implying the result. The spectrum of L k,k is easily obtained since it has an adjacency matrix of the form
The graph H k,k+1 possesses an 'equitable partition' with three cells in which each cell consists of the vertices with equal degree. (See [4, pp. 195-198] for more information on equitable partitions.) The adjacency matrix of the corresponding quotient is Proof. From the spectrum of G it is obvious that G is bipartite with four distinct eigenvalues ±λ, ±1, say. Since n ≥ 4 and G is connected, λ > 1. If G is regular, then λ = in which the n 2 × n 2 matrix N is either
It turns out that G is either the graph G 1 or G 2 of Figure 1 . 2
Theorem 10. Let G be a connected graph of order n. If the spectrum of G contains 0, (±1)
Proof. From the spectrum of G it is obvious that G is bipartite of order n = 2k + 1. So it has an adjacency matrix of the form
where N is a k × (k + 1) matrix such that N N ⊤ is nonsingular with two distinct eigenvalues 1, µ, say. Since N N ⊤ − I is a rank one matrix, one may choose a positive eigenvector x = (x 1 , . . . , x k ) of N N ⊤ for µ so that
If the vertices corresponding to the rows of N are labeled {1, . . . , k}. From (4) it follows that
where d i and d ij is the degree of the vertex i and the number of common neighbors of the vertices i, j, respectively, for i, j = 1, . . . , k. It turns out that x = √ δw, where w = (w 1 , . . . , w k ) is a positive integer vector and δ is a square-free integer. (5) and (6), d ij = d − 1, for every i, j. This means that N is the incidence matrix of a pseudo (k, d, d − 1)-design. Therefore from Theorem 6 it follows that G is either S 2k+1 or H k,k+1 . Now let d i > d j for some i, j. Thus w i ≥ w j + 1, and
So one must have the equality in all the above inequalities which implies δ = w j = 1, w i = 2, and so
. Therefore the vertices of G are of degree either 2 or 5 and any vertex of degree 2 has all of its neighbors in common with any vertex of degree 5. It thus follows that N can be rearranged so that
where J is the all-ones matrix, N 1 and N 2 correspond to the vertices of degree 5 and 2, respectively. Suppose N 1 and N 2 are k 1 × ℓ 1 and k 2 × ℓ 2 , respectively. In view of (5), with the above rearrangement,
If ℓ 1 > 0, by inspecting N N ⊤ and (4), one has
Moreover, since N 1 N ⊤ 1 is a positive semidefinite matrix, ℓ 2 ≤ 3. Denote by H i , i = 1, 2, the induced subgraph of G with adjacency matrix
The non-zero eigenvalues of H 2 consists of ± √ 2 and ±1. So it is a union of a K 1,2 and some K 2 . On the other hand, the degree of vertices of one part of H 2 are all 2. It turns out that H = K 1,2 and thus ℓ 2 = k 2 + 1 = 2. Therefore, due to (8), the spectrum of H 1 consists of ± √ 3 and ±1 and possibly 0. H 1 also has a vertex of degree 4 (because k 2 = 1) which implies that H 1 has an eigenvalue ≥ 2, a contradiction. If ℓ 1 = 0, by inspecting N N ⊤ and (4), we have k = 4 and
It is impossible that the 3 × 5 matrix N 2 with exactly two 1's in each of its rows satisfies the above equation.
2
The only bipartite (k − 1)-regular graph of order 2k is obviously L k,k . This implies that L k,k is DS.
Corollary 12. The graph S 2k+1 is DS if k ∈ S, where
Moreover, for k ∈ S we have Figure 1 ;
• if k = ℓ 2 −1 and k = 8, 15, S 2k+1 has exactly one cospectral mate which is L ℓ,ℓ ∪(k−ℓ)K 2 ∪K 1 ;
4 Graphs with many ± √ 2 eigenvalues
In this section we characterize all graphs of order n whose spectrum contains ± √ 2 with multiplicity either (n − 2)/2 or (n − 3)/2. It turns out, up to isomorphism, there are exactly 13 such graphs, all of which are obtained in some way from the Fano plane. 
where N is one of the
(i) incidence matrix of the Fano plane (i.e. G is the Heawood graph);
(ii) incidence matrix of the complement of the Fano plane;
where N 1 and N 2 are the incidence matrices of the Fano plane and (7, 4, 2)-design, respectively.
Proof. From the spectrum of G it is clear that G is bipartite with four distinct eigenvalues. Thus G has an adjacency matrix of the form (10), for some where N is a k × (k + 1) matrix. Keeping the notations of the proof of Theorem 10, one has
We claim that d i 's are equal for i = 1, . . . , k. If d i > d j for some i, j, then w i ≥ w j + 1, and similar to the proof of Theorem 10, we have the inequalities of (7) 
