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1. INTRODUCTION 
Consider the p-th order autoregressive time series 
Yt = aiYi_i + ••• + ef. (1.1) 
where • • •, Iq ^^re initial conditions and {e^} is a sequence of uncorrelated 
random errors with mean zero and variance cr^. The characteristic equation associ­
ated with (1.1) is 
— • •  •  — ap  =  0 .  (  1 .2 )  
If (Yi^,- • •, Yf;^ ) has the same distribution function as • • •. 
any (fj^, • • • ,i^.) and any h, Y^ is called strictly stationary. In practice, the distri­
bution function is often unknown. Process is called weakly stationary when the 
expected value of Yf- is independent of t and the covariance matrix of (}^^. - - -, ) 
is the same as the covariance matrix of •••, Y^^^f^) for any (<!,••• and 
any h. The term lueakly stationary is also called stationary in the wide sense, co-
variance stationary, second order stationary and stationary. For convenience, we use 
stationary to describe weakly stationary. 
If all roots of the characteristic equation (1.2) are less than one in absolute value, 
{}(} is stationary for a proper choice of (Ig, • • •, VLp^^). For example, in the first 
order autoregressive time series, if Kg is uncorrelated with {e^}, has mean zero and 
2 
has variance (1 - then 
( —1 
Yt = ^ 
;=o 
and {}(} is stationary. 
By asymptotically stationary, we mean that the process has a behavior that is 
converging to that of a stationary process for ( > T as T goes to infinity. In our 
work, we will use the term stationary to include asymptotically stationary. If there 
are unit roots in characteristic equation (1.2). 1'^ is not stationary. For example, in 
the first order autoregressive time series with Vg = 0. the process 
t-\ 
= E ' t - j  
j=0 
is such that cov (Y i ,Y^_^^)  = t c r"  for h  > 0. An autoregressive time series with a 
unit root is also called integrated time series. We shall consider estimators and test 
statistics for a unit root in Chapters 2 and 3. 
The p-th order multivariate autoregressive time series, Y^, satisfies 
=  AiY^_l +  •  •  • - i -ApYf_p + ( 1.3) 
where Y^ and are A: x 1 random vectors, Aj is a t x k  matrix, and {ej} is a 
sequence of uncorrelated random vectors with mean 0 and covariance matrix S. The 
characteristic equation associated with (1.3) is 
\\Pll,-\P-^Ai Apt = 0. (1.4) 
As in the univariate time series, {Y^} is called stationary if all roots of the charac­
teristic equation (1.3) are less than one in absolute value. The process {Y(} with 
unit roots is nonstationary. 
. 3 
Let $(/\) = — • • • Ap. Let the rank of $( 1) be equal to k — r 
where r is the number of unit roots of (1.4). Then the model can be represented as 
AYf - AY^_i - • • = $(i)Y^_j + e^. 
where AY( = Y^ - Y^_i, Bj = ^nd Bj = - ^r i  =  2 . - - - , p .  
This form is called the error correction model. The process {Y^} with the rank of 
11(1) = A: — r is said to be cointegrating with cointegration rank r. Let P and Q be 
k X k matrices such that 
Q$(1)P = ^ 0 0 ^  
V" D/ 
where D is an upper triangular matrix. Partition Q' = (Q^ ,Qo ) such that is 
an r X A; matrix and Q2 is an (A- — r) x k matrix. Then Q2 Y( is stationary. The 
r linearly independent row vectors of Q2 are called cointegrating vectors. For more 
detail, see Engle and Granger (1987). In Chapter 4, we shall investigate estimators 
and test statistics for cointegrated multivariate autoregressive processes. 
1.1 Literature Review 
Lai and Wei (1983) showed that the ordinary least squares estimator of a = 
(a^, - •• ,ap) of (1.1) converges almost surely, regardless of the values of the charac­
teristic roots. They assumed that {e^} has the properties: 
[ i )  = 0 a.s. ( = 1,2, " - (1.5) 
( " )  a . s .  t  =  
( i n )  s u p  <  L  a . s .  f o r  s o m e  u ,  L  >  0 .  
4 
for a sequence of increasing (T-fields 
For the stationary time series, Mann and Wald (1943) first obtained the asymp­
totic distribution of the ordinary least squares estimator. They proved that if the 
are identically independently distributed with all moments, 
where S is positive definite. Anderson (1959) proved the normality of the limit 
distribution for the first order autoregressive time series for that are identically 
independently distributed with finite variance and bounded (2 — 5)-th moments for 
some 6 > 0. 
For the nonstationary case with a unit root. White (1958) considered the first 
order autoregressive time series with ef that are identical independent normal random 
variables with mean zero and variance one. He obtained the moment generating 
function of n(â]^ — 1) and showed that 
where t'r(i) is a standard Brownian motion. Dickey and Fuller (1979) showed that 
n ( à i - l )  ^  ( 2 G) - ^ ( t 2 - 1 ) ,  
where 
G 
i=l 
00 
T 
î=l 
5 
= ( — l)''^^2{(2i — l)7r}~^ and ^ sequence of independent normal 
random variables with mean zero and variance one. They tabulated the percentiles 
of the limiting distribution by the Monte Carlo method. Extensions of the results 
of Dickey and Fuller (1979) have been given by Phillips (1985), Phillips and Perron 
(1988), and Evans and Savin (1981, 1984). Sargan and Bhargava ( 1983) investigated 
test statistics for testing that the errors on the regression have a unit root by using 
the standard Durbin-Watson assumptions. Also Said and Dickey (1984) gave some 
results for the autoregressive moving average time series. Hasza (1977) obtained the 
limiting distribution when there are more than one unit root. Chan and Wei (1988) 
obtained the limiting distributions of the least squares estimators for the general case 
when satisfies (1.5). 
By considering the 1st order time series in the forward direction and the back­
ward direction. Dickey, Hasza and Fuller (1984) obtained an estimator called the 
symmetric least squares estimator and derived the limiting distribution. Sen and 
Dickey (1987) considered two unit roots test using the symmetric least squares esti­
mator. 
In the electrical engineering field, another method of estimating the autoregres­
sive parameters has been developed. Burg (1975) proposed a nonlinear method of 
spectral analysis, called the maximum entropy method. The idea of the method 
is to choose the spectral density whose partial autocorrelations agree with the ob­
servations. In the suggested method, each partial autocorrelation is estimated by 
minimizing the sum of the squares of the forward prediction errors plus the sum of 
squares of the backward prediction errors. Kay and Makhoul (198.3) showed that 
the limiting distribution of the estimated partial autocorrelation using the maximum 
6 
entropy method is the same as the limiting distribution of the least squares estimator 
in the stationary case. 
Granger (1981) suggested the relationship between cointegration and error cor­
rection models. Granger and Weiss (1983) connected the autoregressive moving av­
erage time series and the error correction model for cointegration and introduced 
testing for cointegration. Engle and Granger (1987) developed estimation procedures 
and tests of cointegration using regression. Stock (1987) investigated estimation of 
the cointegration vectors by ordinary least squares and obtained the limiting distribu­
tion of the estimators. Johansen (1988) obtained the maximum likelihood estimator 
of cointegration vector and the likelihood ratio test of the cointegration. Reinsel and 
Ahn (1989) considered the likelihood ratio test for cointegration constructed by the 
by Newton-Rapson method. Also Ahn and Reinsel (1990) obtained asymptotic prop­
erties of the ordinary least squares estimator and considered a two-step reduced rank 
estimation procedure for cointegrated vector time series. Phillips (1988) obtained 
the limiting distribution of the ordinary least squares estimator of the unit root vec­
tor process. Fountis and Dickey (1989) investigated the limiting distribution of the 
ordinary least squares estimator for vector autoregressive processes and the limiting 
distribution of a root test for cointegration. 
I 
2. LEAST SQUARES ESTIMATORS FOR THE P-TH ORDER 
AUTOREGRESSIVE TIME SERIES 
We will consider the p-th order autoregressive time series 
-r • • • <^pyt-p - (2-1) 
for i = 1.2,"', where • • •, Vq are initial conditions and is a sequence 
of uncorrected (0. cr^ ) random variables. Assume for a sequence of increasing <r-fields. 
(0 — a.a. < = 1,2. - ' (2.2) 
{ i i )  a.a. ^ = 1,2. - " 
( H i )  s u p  <  L  a . s .  f o r  s o m e  î^, £ > 0. 
k  sequence satisfying condition [ i )  is called a martingale difference with respect to 
Given n observations on the time series (, Y2, - -, In ), we desire an estimator 
of Q = (a]^,a2, • • • ,ap)'. Perhaps the most common estimator is the ordinary least 
squares estimator. We define the ordinary least squares estimator to be the a that 
minimizes 
n 
,  Q l =  X ]  ~ ~  ~  ~ ' ^ P ^ t - p ) ^ -  ( " - - 3 )  
(=p+l 
8 
Because of the special properties of an autoregressive time series, a number of other 
closely related estimators can be constructed. 
For a stationary time series, satisfying (2.1), 
- ^l^^t-p+1 ûpî'i 
is an uncorrelated time series with mean zero and variance cr" .  That is, the time 
series of (2.1) also satisfies 
Yt_p = + • • • + apYt + i-j, (2.4) 
where {i^} has the same covariance structure as {e^}. See Corollary 2.6.1.1 of Fuller 
( 1976, p. .58). Because of the representations (2.1) and (2.4), we consider an estimator 
of a = ( a , a2, • • •, «p )' that minimizes 
n  
Qp  =  ^ { {Y t  -  - Oi2^t -2  - • • • - apYf^p)"  (2.5) 
t=p - r l  
T (Yt_ p  - aiYf. _ p M i  - a2Yf_ p 4 .2 a^l^)"}. 
The estimator that minimizes (2.5) is called the symmetric least squares estimator. 
The characteristic equation associated with the p-th order autoregressive time 
series of (2.1) is 
— •  •  •  — ap  =  0 .  (2 .6 )  
Let m , m2, • • •, mp be the roots of the characteristic equation where | m^ | > |m2 i > 
• • • > |mp|. If all roots are less than one in absolute value and if (Ig, YL%, - " , Y-p) 
has a specified joint distribution, Yi is stationary. Also if all roots are less than one in 
absolute value, Y^ is asymptotically stationary regardless of the initial conditions. By 
asymptotically stationary we mean that the process has a behavior that is converging 
9 
to that of a stationary process for t > T as T goes to infinity. In our work, stationary 
includes asymptotically stationary, for convenience. 
In this chapter, the ordinary least squares estimator and the symmetric least 
estimator are investigated. Further modifications of the estimators are developed. 
The properties of the estimators are given for the stationary case and for the non-
stationary case in which one of the roots of the characteristic equation is equal to 
one and the other roots are less than one in absolute value. When 1'^ is stationary, 
it is proved in Section 2.1 that the limiting distribution of the ordinary least squares 
estimator is normal. When {e^} satisfies conditions (i) and [ii) in (2.2). results of 
this type are well known. The results we present are extensions of those in Fuller 
(1976, p. .335) based upon an extended central limit theorem. It is shown that the 
limiting distribution of the ordinary least squares estimator of a is the same as that 
of the symmetric least squares estimator for the stationary model. 
If mi = 1, Yf is not stationary and the limiting distribution of the ordinary least 
squares estimator is not normal. In the presence of a unit root, the distribution of 
the estimator of a and tests of Hq : = 1 under the assumption that \m^\ < 1, 
i = 2. - ,p, are of interest. The results we present for the ordinary least squares 
estimators in this nonstationary case are based upon Chan and W'ei (1988), Dickey 
(1976), Fuller (1976), and Dickey and Fuller (1979). The results we present for the 
symmetric least squares estimator of the parameters of the nonstationary process are 
extensions of results given by Fuller (1976) and by Dickey, Hasza and Fuller (1984). 
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2.1 Ordinary Least Squares Estimator for Stationary Case 
In this section, we give the limiting distribution of the ordinary least squares 
estimator of a. Before proving the limiting normality of the ordinary least squares 
estimator, we give a central limit theorem for martingale difference arrays. The 
following is taken from Pollard (1984, p. 171). 
Theorem 2.1 L e t  { Z f j ^  : 1 < i 5- n > 1} denote a triangular martingale 
difference array for an increasing cr- field {^tn ' ^ ^ t < n,n > 1} and let 
^tn ~ ^{^tn'^t—l,n}^ f = 1,2. - - -.n 
n 
sn = Y^Ztn-
t=l 
Assume that 
( i )  ^ ' t n  <o (T^ > 0 in probability 
( i i )  f o r  e v e r y  e > 0 .  E t = l  ^ t - L n )  
converges in probability to zero. 
Then converges in law to the normal distribution with mean zero and variance cr^. 
Proof. See Pollard (1984, p. 171). • 
Corollary 2.1.1 Suppose the sequence {e^} satisfies conditions (i),(ii) and (Hi) 
in (2.2). Then 
t=i 
11 
Proof. Let = n Then in the notation of Theorem 2.1, = n ^cr" 
and Sfi = I^"=l Then T^"=i hn - a^nd 
f=l 
— 0 E.S.  
because s u p  E { e ' j ~ ' ^ \ ! F f ^ _ i  j j }  <  r x i .  Therefore by Theorem 2.1, the results follows. 
Using Theorem 2.1, we prove that the limiting distribution of the least squares es­
timator of a is normal. Results of this type appear in most time series texts. The 
proof for martingale differences follows Lai and Wei (1983). 
Theorem 2.2 Let satisfy 
= "l^i-1 + ( = 1,2. --
where {e^} satisfies conditions (i) and (ii) in (2.2). Let 
" = ( E XiXi)"' Z xjn (2.7) 
t=p+\  t=p+l 
where • • • ,Yi_p). Suppose that the roots of 
mP — vnP ^ • — û= 0 
are less than one in absolute value and let Vp be the autocovariance matrix of 
yt-h'--,yt-p- Then 
nl/2(â-a)- Ar(0,V-V^). 
12 
Proof. We have 
n>/2(â-a) = (n-l ^ ^ 
i=p+l (=p+l 
Let 7 be a column vector of arbitrary real numbers such that ij'rj ^ 0. Let 
Ztn  =  n -^ /^ 'xJe^  
and let be the cr-field generated by 1 < j < ( — 1. Then 
«k = £{4i^l-l,J = "-'I'x'iXHTS. 
By Theorem 1 of Hannan and Heyde (1972) 
n  
R - l  ^  X j X ^ - V p  a . s .  
i=p-rl 
and Vp is positive definite by Theorem 1 of Lai and Wei (198-3). Thus 
n  
t=p+l  
and condition (i) of Theorem 2.1 is satisfied. We now investigate 
t=p+l  
13 
i=p+l 
+ .-' Ê yx|4,E{e2/ 
t=p+ l  ^  i  ^  
where |>gj. is the indicator function for the set {Z^,j : |Z(;,| > e}. Because 
as n — CO and 
P r { r ] ' x [ X t r j  >  n e - }  <  E { r j ' x [ X t r i }  
-  0, 
it follows that Ir / / o-, converges in probability to 0 and {ri'x'f.xtr]>ne'^} 
^ probability. 
as rj — oo. Therefore condition ( i i )  of Theorem 2.1 is satisfied. Since the result holds 
for any vector T], the result is followed. C 
The limiting distribution of a for the case with a unit root is given in the next 
section. 
2.2 Ordinary Least Squares Estimator for a Unit Root Case 
We reparameterize equation (2.1) to obtain 
= ^1^-1 + + ^ ^P^^'t-p+1 + (2-8) 
14 
where AYf = Yi - -r • • • t Qp, and 0^ = - aj. i = 2, • •  •  .p .  
Then we can consider the model adjusted by • • •, The reduced 
model is 
Y { 0 ) t =  h y ( - l ) t  +  * ^ t  (2-9) 
* 
where ^he regression deviation from the regression of on Ay'^_j. •••, 
* 
AY'jL_p_|_2, is the regression deviation from the regression of on AYf-_i, 
* 
• • -, and is the regression deviation from the regression of on 
• •AYf_p^i. The ordinary least squares estimator of 9^ in (2.9) is the same as 
the ordinary least squares estimator of in (2.8). In this section, we investigate the 
ordinary least squares estimator of by considering model of (2.9). 
If = 1 and < 1, i = 2. - .p in the characteristic equation (2.6), then 
Oi = 1 and the characteristic equation can be factored to obtain 
-  •  •  •  —  a p  =  ( m  —  l)(m^'~^ —  —  -  —  6 p ] .  
Therefore mo, -, r v p  are the roots of 
^  ^  —  •  •  *  —  9p —  0  ( 2 . 1 0 )  
and AYi is a stationary (p-l)-th order autoregressive time series because the roots 
of the characteristic equation for AYi are less than one in absolute value. That is, 
AYj- has the representation 
p—1 
^ + H-
i=\ 
For a sample of n observations, model (2.8) can be represented in the matrix form 
Y(o) = Y(_i)01 + Z*® + e, (2.11) 
15 
where 
^(—t) ~ i+1'• • • ' i) * 
Z = 
A l p  A Y p _ i  • •  Alo 
yAy^_l Ay. n—'2 ... AV n—p+1 / 
and e = . •., en )'. Let Mg = I - Z(Z'Z)~^Z'. Then the residuals from the 
regressions of Y^q^, j and e on Z are given by 
( 0 )  = MzY ( 0 ) '  
(2 .12)  
Y(-l) = MzY(_I), 
* 
e = Mze. 
The model of (2.11) in terms of deviations from Z is 
Y(O)=Y(_i)01+e. 
We consider the ordinary least squares estimator for model (2.12). The ordinary least 
squares estimator of is 
«1 = Y(-l)Y,o) . (2.13) 
The estimator 9^ is the ordinary least squares estimator of 9-^ obtained from the 
multiple regression fit associated with (2.8). 
A useful property for our proofs is the fact that a stationary autoregressive 
process can be expressed as an infinite moving average. Define u'j- by the equations 
wj - 92Wj_i 9pWj_pj^i =0, J = 1,2, - • • (2.14) 
16 
where it'Q = 1 and wj  = 0 j = — 1, -2, • • •, — p .  Then 
oo 
Al'i = ^ 
j=Q 
See Theorem 2.6.1 of Fuller (1976, p. 56). The following theorem gives the limiting 
distribution of the ordinary least squares estimator of the parameter of model 
(2.12) when = 1. The result for normal errors appears in Fuller (1976, p. 374). 
The extension to martingale difference errors follows Chan and Wei (1988). 
Theorem 2.3 Assume satisfies conditions {i),[ii) and (Hi) in (2.2). 
Let (Iq. y '_i, • • •. ) be a fixed finite vector or a finite vector random variable. 
Assume = 1 and jm^l < 1, t = 2, • • • ,/>. Let 
oo 
G (2.15) 
i=l 
oo 
i=l 
where = ( —l)'"^^2{(2i — l)7r} ^ and » a sequence of independent normal 
random variables with mean zero and variance one. Then 
n(^l-l) ^ (2G'C)-1(T2 - 1), 
where $1 and is given in (2.13), c = "'j' satisfies the difference 
equation (2.14)-
Proof. For the ordinary least squares estimator, 
17 
Using the result in Theorem 8.5.1 of Fuller (1976, p. 374). 
^ V»',2_i+Op(n-l/2) 
= n-lc ^ »-,_ie, + 0p(^-l/2), 
^ =/J+ 1 
=  O p { n ) ,  
where W'l = e j .  Also by Theorem 1 of Hannan and Heyde ( 1972) and Theo­
rem 1 of Lai and Wei (1983), n~^Z'Z converges to a positive definite autocovariance 
matrix almost surely and 
z'z = O p i n )  
(Z'Z)-^ = Op(n-^). 
Therefore 
/ 
"--YI-DY,.!, = «-2Y[_j,Y,_I,-.-2Y;_^,Z(Z'Z)-'Z'Y(_ 
= n-V f; 
t = P + l  
a"^Y(-i)e = n-Wj_jje-a-^Y[_^^Z(Z'Z)-lz'e 
1) 
n 
= n-lf Y,  
t=P+l 
From Theorem 1 of Dickey and Fuller (1979) and Theorem 3.1.2 of Chan and Wei 
18 
(1988), 
t - 0 '^ 
t=p+ l  
n-1 Y] W t ^ i e t  - 2-1(7"-1)0-2 
t=p - r l  
under the conditions (i),(u) and ( H i )  in (2.2). Hence, 
n(4i -l)-(2Gc)-l(r2-l). 
Therefore the result is proven. • 
The limiting distribution of the estimator of is the limiting distribution given 
in Dickey and Fuller (1979) multiplied by a nuisance parameter, c. 
Using the ordinary least squares estimator, we can estimate cr^. Let the estimator 
of (T~ for the ordinary least squares estimator be 
= (n - 2p)-l(Y(0) -h Y(_i))'(Y(o) Y(-i))- (2.16) 
Lemma 2.1 Under the assumptions of Theorem 2.3, is consistent for <7-. 
Proof. Using the result of Theorem 2.3, 
= (n - 2p)~l e e -(n - 2p)"l(^i - 1)^ Y(_i)e 
= (n - 2p)-le'e -  ( n  -  2 p ) ~ ' ^ e ' Z ( Z ' Z ) - ^ Z ' e  - (n - 2p)~l(^i - 1)^ v'e 
2 
— (T in probability 
because n^/^Z'e converges to a normal distribution by Theorem 2.2 and, hence, 
Z'e = Op(nl/2). • 
19 
For the ordinary least squares estimator, a statistic of interest is that constructed 
by analogy to the t-statistic of usual regression analysis. The statistic is 
= (2.17) 
where 
The limiting distributions of r: is given in the following theorem. The result was 
^1 
first given in Dickey and Fuller (1979). 
Theorem 2.4 Under the assumptions of Theorem 2.3, 
-  (4G)-1/2(T2-1)  
where c, G and T are given in (2.15). 
Proof. Using the result of Theorem 2.3, 
* / * / / 
"•«1 = (''"^Y(-l)Y(_i,32,-l/2„-lY,-l)e 
n 
because 
= ^ W t _ x e t * O p [ n - ' ^ ! h  
<=/J-f-l t=p+l 
- (4G)- i /2(r2  -1)  
t=p- r l  
= n~^c^ ^ for i = 0,1 
t=p+ l  
n Y ( - i ) e  =  n  ^  
t-p+l 
20 
and n ^ in probability to cr' where W'l = ej. i-; 
Unlike the limiting distribution of the limiting distribution of the pivotal statistic 
does not depend on the nuisance parameter, c, and is the same as the limiting dis­
tribution given in Dickey and Fuller (1979). The limiting distribution is tabulated in 
Table 8.5.2 of Fuller (1976, p. 373). 
2.3 Symmetric Least Squares Estimator 
In this section, we investigate the symmetric least squares estimator. The sym­
metric least squares estimator of this section is obtained by minimizing 
n 
Q p  =  ^  -  ° : 2 ^ ( - 2  
t = p + l  
T ( ^ t - p  -  - OL2^t-p+2 
For n observations, the symmetric least squares estimator is 
= (2.18) 
where 
Xa = 
Id 1 
^n —1 ^n—2 
p+1 ^n—p-f2 
n ^ 
^n—3 
• K p-hl 
In 
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For the stationary case, the following lemma proves that the limiting distribution of 
is the same normal distribution as the limiting distribution of à. 
Lemma 2.2 Let \\ he a stationary time series satisfying 
P 
t  =  1 , 2 ,  •  •  • .  
Let the roots of 
P 
mP — ocjmP ^ = 0 
J = 1 
be less than one in absolute value. Assume is a sequence of random variables 
with respect to an increasing sequence of a-field {^t}t^i such that 
^{^t\^t—l} — 0 a.a. f = l,2. - -, 
E{et'<^t-l}  — 0.6.  (  = 1.2.  
Then 
nl/2(â(^)-a) ^ iV(0,V-l(T2) 
where plim n~^X'X = Vp. 
Proof. From Theorem 2.2, 
71^/2(0-a)  -  iV(0 ,V-^(T2) .  
Therefore it is enough to prove that 
"(s) ~ " = Op(n~^). 
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To show this, for j  >  i  
Therefore 
t =p-\-\ t = l  
n p+1 
= 2 E n-in-j+ E 
t =p+ l  t = l + j — i  
+ Ê 
f = n — / j + j i — i + 1  
= 2(X'X)(.^)-0p(l). 
X^Xa = 2X'X + 0p(l) 
X'^Ys = 2X'Y-0p(l) 
and 
(X^Xs)-^-(2X'X)-1 = (2X'X)-1(2X^X - X^X^)(X^Xj)-l 
= O p ( n - - )  
because X'X = O p { n )  by Theorem 1 of Hannan and Heyde (1972). Hence 
â(^)-â = (XiXs)-lx^Yg - (X'Xj-^X'Y 
= {(2X'X)-1 + Op(n-2)}{2X'Y + Op(l)} - (X'X)-IX'Y 
= 2X'YOp(n-2) + (2X'X)-l0p(l) 4- Op(n-2) 
= Op(n-l) 
because X Y = Op(n). • 
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For the case with a unit root, we consider the symmetric least squares estimator 
of • • •, 9p) as defined in (2.8). The symmetric least squares estimator of 9 is 
«(5) = (w;W,)-1W^Y5 (2.19) 
where 
Wc = Yn-l 
> 2  
AYo 
• • •  
-Ay. p - r l  
\ ^ n - p + l  - ^ ^ n - p + 2  ••• -Al'n y 
The limiting distribution of is given in the following theorem. The theorem 
extends the result of Fuller (1979) to martingale difference errors. 
Theorem 2.5 Under the assumptions of Theorem 2.3, 
n(^(,)l-l) - -(2G'c)- • 1  
and 
where = plim (n — 2p)~^Z^Z and Z is defined in (2.11). 
Proof. Under the assumptions, 
Ô(,)-9 = (W'sWs)-'^W'sii 
where u = (Cp+j, • • •, en, Vp+i, • • •, Vn)' and 
n = ^ t-p - aii'i-p+l apYt-
(2.20) 
24 
Let the i-th element of W^u be q^. Then 
n n 
91 = 2] 
i=p+l t=p+l 
n n n p 
(—p4-l i=p+l i=p+lj=l 
= 2 I] Y + 22^' Y ^^t-l^t-i 
t=p+l t=n—p+'2 i=l t—n—p -ri^2 
p-1 p p 
t=2 i=l t=i-^ '2 
Now 
Ynù.Yn^i = Op(n^^"),ioTi=l,---,p 
1  n _ ; r „ - j  =  1 ' ; ?  - i -  Op(for i. j = 1, • • •,p.  
See Theorem 8.5.1 of Fuller (1976, p. 374). It follows that 
n P 
?1 = 2 ^ Yi_iet - (p - 1)}'^ +Yj{p-i- l)oLiY^ ~ Op(n^''^) 
t=p+l t=l 
n P 
= 2 ^ Yt_iet - Y + Op{n^/^) 
t=:p+l i=l 
= 2 "£ rt_ie,-c-lv2 + Op(nl/2) 
t=P+l 
because 
P P 
= l + ^(j-l)aj-
i=l i=2 
p—l 
= 1 ~ ^ ~ l)(^i ~ ^i+l) ~ (P ~ l)^p 
i=2 
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P 
= 1-E»; 
i=2 
Therefore, using the results given Theorem 2.3, 
n 
91 = 2c ^ Wt_-^et-cW'i + Op{n'^/'^) 
t=p+l 
=  c ( W ' ^ - f ^ e ^ ) - c \ V ^  +  O p ( n ^ / ' h  
t=p 
=  - c  4- O p ( n ^ '  '^). 
t=p 
Also for 9j, i  =  2 ,  • • •  , p .  by the arguments in Lemma 2.2, 
n n 
'ii = E - Y. 
i=p+l  i=p+l  
n 
= 2  ^  -Op( l )  
i=p+l 
where + Ay^_p^2 ^  r AF^. Also from the result in Theorem 
8.5.1 of Fuller (1976), (W^Ws)"! is 
y 0 V2l + 0,(n-3/2) j 
Therefore, 
Ê Ê =! )+ 
t=p+l t=p 
- -(2Gc)-l. 
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Also, by Lemma 2.2. 
"'"pi'} - mv^V) 
and the results are proven. • 
The estimator of cr^ for the symmetric least squares estimator is defined to be 
= (2rz -4p)-l(Y5 -
Then the estimated variance of 0^^^ is 
V'(9,,)) = 2(W',W,r'.>f,,. 
Corollary 2.5.1 Under the assumptions of Theorem 2.3, 
where 
Proof. Omitted. 2 
2.4 Standardized least Squares Estimator 
In this section, we investigate an alternative estimator of a. We call the estima­
tor the standardized least squares estimator and define the estimator by 
a = Dâ (2.21) 
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where à is the ordinary least squares estimator and D is a diagonal matrix with { i . j )  
element 
d; = _ I •^t=p+l t—i 
y 2 
•^t=p+l t 
r2 \l/2 
(2.22) 
Another expression for this estimator (2.21) is 
1 /5(1,2) p(l,3) 
f(2,l) 1 p(2..3) 
^(3,1) /5(3,2) 1 
\  p ( p , l )  P ( P ' ' 2 )  p ( p , i )  
/ô ( l ,p )  
P(2,P) 
P ( 2 . p )  
\  ^ (  p( l ,0 )  \  
^( 2 ,0 )  
^(3,0) (2.23) 
1 / V p { p , o )  j  
where 
t - p — l  t = p + l  t = p - ^ l  
Thus the estimator is constructed using the estimated correlations rather than the 
estimated covariances. The estimated correlations are constructed using the Pearson 
definition of correlation. This estimator has not been investigated for the model with 
unit roots. 
The coefficient â can be obtained by regressing the standardized variable 
the standardized variables * ' •• 
Then by a Taylor approximation, 
'2i 
— 1 — 
+  ^  , . - 2 ,  
•2 V " y 2 
^ ^ t = p + l  h  
+  O p ( n - ^ ) .  
In the stationary case, à has the same distribution as à because 
D = I + O p ( n  ) .  
In the model with a unit root, ct has a different limiting distribution than à. The 
standardized least squares estimators of in (2.11) are 
P 
(9i = ^ c/j-â- (2.24) 
P 
Oi = ^ (/j6^' for i = 2, • • •, p. 
J = i  
While the use if correlations might be considered natural, the properties of the esti­
mator for the nonstationary case have not been previously investigated. We give the 
limiting distribution of in the following theorem. 
Theorem 2.6 Under the assumptions of Theorem 2.3, 
n(0i-l) - -(2G'c)-^ 
and 
- [ 9 2 r - - . B p ) ' }  - .V(0,V-V2) 
where Vz = plim (n — p) ^Z'Z and Z is the matrix of differences defined in (2.11). 
Proof. First consider the ratio 
Using the results in Theorem 8.5.1 of Fuller (1976, p. 374), for A; = 1, • • •, i, 
"'^y'Lk+i = n-hhvi+Op{n-h 
where Wf = Also 
n-2 ^ = £ H'2+Op(n-l/2). 
t=p+l (=P+1 
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Therefore the ratio is 
and (fj = 1 + O p { n  ^). For the limiting distribution of 
P 
— 1) = n(^| - 1) + n - 1)Â( 
i"=l 
P 
= - 1) + nY^idi - l)a^ + Op(R-l/2) 
i=l 
"-^csf^p+i "ti ' s:"=p+i "f ' " 
-Iv" e2 
- (-2Cr'c)-^ 
- 1 / 2 ,  
smce Ef=i (o:; = 1 - I]f=2 = c Also for (9j, i  =  2 . - • • , p ,  
P 
h = 
j=i 
P P 
= 
j=i j=i 
= ^j + Op(n~M 
where are regression coefficients obtained by regressing on • •, 
Therefore the limiting distribution of ^2' * ' ' i is the same as the limit­
ing distribution of ^2 ; " , and the limiting distribution is given in Theorem 8.5.1 
of Fuller (1976, p. 374). • 
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For the pivotal statistic, the estimated variance of 0-^ is 
n 
(=f+l 
where is defined in (2.7) and s" is given in (2.16). The pivotal can also be 
computed directly using the standardized variables defined after (2.23). The limiting 
distribution of the pivotal for 6-^ is given in the following corollary. 
Corollary 2.6.1 Under the assumptions of Theorem 2.3, 
-1) (2.25) 
- -(4Cr')~l/2. 
Proof. Since =  I  - r  O p ( n ~ ^ ) .  
n 
V(èi) = (1,.••,!)( Y. X;X^)-^(l,...,l)V^Op(n-l) 
t=p-rl 
= (Y(_1)Y(_1))~^5" ^ Op(n~^) 
where is given in (2.9). Therefore the result follows. -
The limiting distribution of the pivotal statistic does not depend on c and is the 
same as the limiting distribution given in Dickey, Hasza and Fuller (1984). 
2.5 Estimation of the largest Root 
In this section we develop estimators of the unit root of a process of the type 
(2.1) with a single unit root. We are motivated to consider alternative estimators for 
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the symmetric procedure because the distributions of statistics associated with <9^ 
studied in Section 2.2 had distributions that depended on the unknown parameter c. 
When one root of the characteristic equation (2.6) is given, the characteristic 
equation can be factored to obtain 
m' Qim^-1 ap = (m- Op) (2.26) 
where is the given root. Then model (2.1) can be reparameterized to give 
- • • • - O p Y f . _ p j _ i  = rni(Yf._i -  ^ 2^(-2 - • • • - (2-2'') 
or 
Yt = (^2 '"l)^<-l + (% -'"1^2)^i-2 + •• • 
-f { O p  -  m i 9 p _ i ) Y i _ p _ i  -  r n i O p Y f . _ p  +  e^. 
If m2 = 1 and <1, j = 2, • • • ,p, the model of (2.27) reduces to 
ù.Yt = ^2^^<-l -r • • • - OpAYi._pj^i ^ (2 .28)  
Then AY^ is a stationary (p-l)-th order autoregressive time series. The reduced 
model (2.28) for a sample of n observations can be written in the matrix form. 
D = Z$ 4- e, (2.29) 
where 
D = (AYpr--,AYn)', 
^Arp_i A)p_2 
z = 
All 
V AK„_i  Ar„_2 •••  AYn-p+i  y 
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and e = (ep, • • •, en )'. The ordinary least squares estimator of *3? in model (2.29) is 
«'= (Z'Z)-^Z'D. (2.30) 
Let $ — { O 2 ,  •  •  •  , 0 p ) .  Using the Taylor approximation about the point (1, •••, 
i9p), the model (2.27) is 
= ^2^4-1 "I + (2.31) 
+ ~  ^ 2 ^ t - 2  -  -  O p Y f _ p )  
-r —1 + • • • + t = p -i- I, - • • ,n. 
where ABi = 0^ — Oi, i = 2, - • • ,p. Let 
R-(O) 1 o 
II (Y(_i),.. 
^(-1) = ^(-1) -(Y(_2), 
^(0) = ^(0) - (Y(_i),-. 1 + 
^(-1) = Y(-l) -(Y(_2). •••,Y(_p))^. 
Then the set of equation in (2.31) in matrix form is 
R.(0) — _2^ T Z($ — ^) + e. (2.32) 
Multiplying (2.32) by Mg = I — Z(Z'Z)"~^Z', the model is reduced to 
R(0)= ^"1 R(_i) + e (2.33) 
* * * . * 
where R(0)~ MzR(-_ij> and e= Mge. For model (2,33), we 
consider a symmetric least squares estimator for defined by 
mi =(R(_i)R(_i)+ R(O)R(o))~^2R(_I)R(O) . (2.34) 
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Theorem 2.7 Suppose the assumptions of Theorem 2.3 are satisfied. Then 
n(mi - 1) - -(2G)"1 ' 
where G and T are defined in (2.15). 
Proof. We have 
-2,*' * , " ,,-1 
n(mi-l) = [n (R(_i)R(_i) + R(0)R(0))]" 
n - R(o)/(R(_i) - R(0))}- (2.35) 
Then for the numerator of (2.35), 
-n~^(R(0) - R(_i))'(R(o) - R(-i)) 
= -n"^(R(0) - - ^ (-1)) 
4- "~^(R(o) - R(_1))'Z(Z'Z)-1Z'(R(0) - R(_i)) 
and 
R ( 0 ) - R ( _ 1 )  =  e - Z ( $ - $ ) .  
Therefore 
^  ^ ^ ^ ( 0 )  ~  ^ ( - 1 ) ) ' ( ^ ( 0 )  ~  ^ ( - 1 ) )  ~  "  ^ e ' e ~ O p ( n  ^ )  
and 
,i-l(R(0) - R(_i))'Z(Z'Z)-1Z'(R,D, - R,_i,) 
=  n - l { e - Z ( $ -  4 ' ) } ' Z ( Z ' Z ) - ^ Z ' { e  -  Z ( $  -  $ ) }  
= Op(n-^). 
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It follows that the numerator converges in probability to For the denominator. 
-n-2Rj_j|Z(z'z)-"z'R,_i, 
t =p+ l  
and 
n " R(0)R(0)~ " ^ -r Op(n (2.36) 
<=p+l 
where W'l = Yl^j—pJr\ Result (2.36) holds because, by Theorem 2.3. 
=  O p { n )  for j = 0,1, 
Z ' Z  =  O p ( n ) .  
$ = $ + Op(n-^/^), 
=  O p ( n ^ )  for i = 0,1, • • • ,p and j = 0.1, • • • ,p. 
From Theorem 3.1.2 of Chan and Wei (1988), 
t = P + l  
and, hence. 
n{mi - 1) - -(2G)-\ 
• 
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The important conclusion of Theorem 2.7 is that the limiting distribution is free 
of the nuisance parameter c. The limiting distribution has been tabulated and can 
be used to test the hypothesis of a unit root. See Fuller (1976, Table 8.5.1) and 
Dickey, Hasza and Fuller (1984) for tables. 
As we defined in Section 2.1, we can estimate <r" using 
~ (2"-4p)  ^{(R(0)  " '"I  R-( - l ) ) ' (R- (0)  " '"I  I^( - l ) )  
+ (R(_1) -f^i -^1 R(0))}-
It follows that 
R(0) ~'"1 R(-i) = Mz{e - Z(^ -'Ï') - (mj - l)R^_j^j}, 
— (n — 2p) e -f- Op(n ^ ). 
Therefore is consistent for cr^. Then we can define the test statistic. 
where 
V'(mi) = 2(R(_i)R(_j) + R(0)R(0))~^5"j2-
The following theorem provides the limiting distribution of As with the esti­
mator of Theorem 2.7, the distribution is free of nuisance parameters. 
Theorem 2.8 Under the assumptions in Theorem 2.3, 
- -(4G)-1/2. 
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Proof. The estimator is consistent. Also from the result of Theorem 2.7. 
t=p+\ 
Hence, 
0 * ' * * ' * o , _ 1 /o 1 
2(R-(-l)R(-l) + R(0)R(0))^i2} " 
= -(4.-2 ^ Y. 
i=p-rl f=p+l 
- -(4Cr')-l/2. 
Therefore the result follows. 
2.6 The Autoregressive Model With an Intercept 
The p-th order autoregressive time series with an intercept satisfies 
Yj- = ag -h 4- • • • + OipYt-p — ^ = 1.2. • • •. (2.37) 
For the first order autoregressive time series with qq = 0, aj^ = 1 and identically 
independently normal random variables with mean zero and variance Dickey and 
Fuller (1979) proved that 
- ^ (-1))^ — G - H'^, 
EE=2(^-1 - ^ (-1)M - 2-^(r2 - 1) - TH. 
^ \ , I M  - ( G -  if2)-l{2-l(T2 - 1) - T H }  
where is the ordinary least squares estimator, 
f(_i) = (-i-D-^Ên-i. 
t=2 
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H = ^ (2.38) 
i'=l 
and G, T, gi and are defined in (2.1.5). In this section, the estimators of the 
previous sections are investigated for the model (2.37) by changing each observation 
into the deviation from its sample mean. 
Assume that is stationary and let /i/ = ( 1 - - • • • - ap)"^aQ. Then (2.37) 
can be rewritten as 
Yt -/i = ai(y^ -/O + + ap(Yt_p - fi) + e^, 
where Vf — // is the stationary p-th order autoregressive time series with mean zero. 
If |m]^| <1, i = in characteristic equation (2.6), the ordinary least squares 
estimator of a = -  •  •  , a p )  has the same normal limiting distribution as the 
ordinary least squares estimator in thé model without intercept given (2.2). Results 
of this type are available in standard texts. The proof for martingale differences 
follows Lai and Wei (1983). 
Theorem 2.9 Let Yf- satisfy (2.37) where conditions (i), (ii) and (Hi) in (2.2) 
hold for {ei}. Let 
«/. = ( t, 
t=p+l t=p+]. 
where 
• '^H,t = (î'f-l -
i(_i) = E n-r 
(=p+i 
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Suppose the roots of the characteristic equation (2.6) are less than one in absolute 
value. Then 
nV2(â-a)^iV(0,V-l(T2), 
where Yp is the autocovariance matrix ofYf_i,---.Yi_p. 
Proof. We have 
t=p+l i=p4-l 
By Theorem 1 of Hannan and Heyde (1972) and Theorem 1 of Lai and Wei (1983). 
n-1 
n 
IZ — Vp a.s. 
t =p- r l  
and Vp is positive definite. Also 
(=p4-l t =p- r l  
- n  " ( X  -  f l i p ) '  ^  e i  
t = p - r l  
where X = and Ip is a column vector containing p ones. Since 
— li is the p-th order autoregressive time series 
t =p+ l  
converges to the normal distribution by Theorem 2.2. The term 321 ^t 
of (2.39) converges to a normal distribution by Corollary 2.1.1. Now converges 
to n almost surely by Theorem 1 of Hannan and Heyde (1972). Therefore the second 
term on the right of (2.39) converges in probability to zero and ^t 
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converges In law to the specified normal distribution. 
For the model with intercept, one method of constructing each estimator is by-
correcting each observation by the mean of the vector in which it appears. For the 
parameters of the stationary part, 
* ' * 1 * ' 
h . f i  =  / / ) " / < '  
where 
Yi_iy„ = Mz„Y,_ 
Y f o r i  =  0 , 1 .  
Mz^ = i-z;,(z;,z^)-iz;,, 
Z f i  = Cjj_pZ, 
= Con—2pW5, 
Y s , f i  = C2n_2pY5, 
Cn = I-n Hnln» 
'V^ /v. . _ v> .\2\1/2 
=  I  v n  ^ v . - V - . ^ 2  1  '  f o r  . . . p .  
E?=p+i(>f-f(0): 
The estimator of the unit root, given in equation (2.34) for the model with intercept 
is 
'"I,M = (R-(-l),/xR-(-l),/i+R-(0),/IR.(0),^)~^2R(_I),^R(0),^, 
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where 
-(),/( ~ ^( — 0)/' 1))^' ( — p + l  —  i ) , ( . i ^ ^  ^ ^ •  
and $ = (^2'""'^p)' &s in (2.11). The limiting distribution for the unit root case 
was first given by Dickey and Fuller (1979). The extension to martingale difference 
errors follows Chan and Wei (1988). 
Theorem 2.10 Let Yf satisfy (2.37) where conditions (i), (ii) and {Hi) in (2.2) 
hold for {e^}. If = 1 and |7TJj  | < 1 for i = 2, •--,p in the characteristic equation 
(2.6), then 
"(^1,^-1) - -(2c)-l(G'-£f2)-l. 
where G and T are defined in (2.15) and H is defined in (2.38). 
Proof. Using the result in Theorem 8.5.2 of Fuller (1976, p. 379), 
" ^X-l),/,^(-l),/i = ^ E (^ï'f-l -  ^ ^(-1))^+ Op(n~^/'^) 
t=p+l 
n 
t=p+l 
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where Wt = ^i-1) ^ Sj=p-^i ^ is defined in 
Theorem 2.3. By MacNeil (1978), 
^ (Vn-l-»(-l))^ - c2(G-ff2) 
t=P+l 
and by Theorem 1 of Dickey and Fuller (1979), 
n-if E - c{2-i(r2-i)-rff}. 
t=p+\ 
Therefore it is enough to prove for 0^^ that 
^Op(n-l), 
n~^Y(_i),;<e = «"^Yj_^j^^e + Op(a~M. 
By Theorem 1 of Hannan and Heyde (1972) and Theorem 1 of Lai and Wei (1983). 
converges to a positive definite autocovariance matrix almost surely and, 
hence. (Z^,Z^)~^ = Op(n~^). Therefore 
because Z^e = Op{n~^l'^) by Theorem 2.9. Therefore the results for are 
obtained. For 
%n.f^ -1 = 
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where u is defined in (2.20). The first element of is 
91,/I - -c ^  + Op(n^/*') 
t = p  
by the arguments used in Section 2.3. .A.lso the first row of ( Wg ^ is 
n  
t=p+l 
Therefore 
1,^ -1) = è (in-i - f; .2,, 
t = p ^ l  t = p  
and the result follows. Also in the same manner as in Section 2.4. 
P 
" ( h . f i ~ ^ )  =  " ( h . / j  - 1) -  Dojf .ju 
i=l 
P 
= n(èi i^ - 1) + n Y^(di - l)aj + Op(n~^'-) 
i= l  
-C-22-l(Cr'-if2)-l 
For by Theorem 2.9, 
= '®' + Op(n~ )^. 
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Also 
= è (W'f-l-»(-l))^-0p(-,-l.'2) 
t = p+\ 
and 
" ^(^(0) ~ ^(-1))'(^(0) ~ ^(-1)) = è 
(=p+l 
Therefore the limiting distribution of is as stated. • 
As was done for the model without intercept, an estimator of can be obtained 
for each procedure. We have 
4 = (n -2p- -^1,^ 
4 , ^  =  ( 2 n  - 4 f " ^ 1 , / /  
»< * y * * 
•^(R-(-l)./i -'"1.// 1^(0),/i) (^(-1),/: -'"1,// 1^(0).^)}' 
It can be shown that these estimators are consistent for cr^. Also test statistics for 
the unit root can be constructed using these estimators of <t '. Thus. 
- 1 ) .  
1,/t 
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where 
n 
m.,,> = E 
t = P + l  
V'(7ni,^,) = 2(R(0),^R(O),^,+R(-l),^R(_l),^)"^4./i' 
^ ( s ) , ^  =  ^ 2 n - 4 p Z ( s ) -
The limiting distributions of these statistics follow from Theorem 2.10. 
Theorem 2.11 Under the assumptions of Theorem 2.10, 
c_ (G •1/2{2-1(J 
£ 
-2 
- H G - ^2)-l/2^ 
C 
-2 -1(G- ^2pl/2 
C 
-2 ^2pl/2_ 
Proof. Omitted. 
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3. BURG'S ESTIMATOR 
In this chapter, a method of estimating the autocorrelations suggested by Burg 
(1975) is investigated. Before discussing Burg's estimator, we investigate some prop­
erties of the autocovariance and partial autocovariance functions. 
Let •)(h) ,  h = 0,1, • • •, be the autocovariance function of a covariance stationary 
time series, Y^. Denote by the j-th coefficient associated with the k-th order 
autoregression fit to the autocovariances. Then = (©j^l^ - • • is given by 
/ 7( 0 )  
7(1) 
7(1) 
7 ( 0 )  
' l ( k  -  1) 
f ( k - 2 )  
^ ' ou ' 
°k2 
\  7 ( k - l )  7 ( t - 2 )  
or in matrix form. 
^ 7(1) ^ 
7 ( 2 )  (3.1) 
7(0) y \ <!>kk / \ / 
(.3.2) ^ k ^ k  = ^ k  
where (^A;)(! j) = 7(1'~ ii) (^fc)j = 7(7). Then k= 1,2, •••.is called the 
partial autocorrelation between and after adjusting for • • •, 
We give some lemmas on general properties associated with (3.1). 
//Vjj, m (3.1)  is  posi t ive def ini te ,  then 
^ k - 1  -  h k ^ k - l ^ k - l  ^  
Lemma. 3.1 
(•3.3) 
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where 
' & - 1  =  
/ 0 0 0 
0 0 0 
0 1 0 
\ 1 0 0 
0 1 \ 
1 0 
0 0 
0  0 /  
Proof. Searle (1982, p. 260) shows that the inverse of a partitioned matrix is 
A B 
C D 
- 1  
/  .  - 1  A-^B(D - CA-^B)~lCA-l -A-^B(D - CA~1B)-1 \ 
\ -(D - CA-^B)-^CA-^ (D - CA-^B)-^ 
where A.D — C'A""^B and the left matrix are nonsingular. We can partition Yas 
V;. = k-1 B 
B' D 
where B = (f ik - 1), • • •, 7( 1))' and D = 7(0). Let E = (7( 1 ),•••, 7(A: - 1))' and 
F = 7(A:). Then 
^6 vr^Cj 
-1 
&-1 
b' 
B 
/ 
^  —  - - — 1  T O / i - v  u ' A r ~ l  t l \ — l / f  1  — •  ^  Vt_iE - V-^B(D - B'V-^B)-XF - B'V^^E) 
(D - B'V-_^^B)-1(F - B'V-^^E) 
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because 
(  ^k-1 - ' ^ k k ^ k - l ^ k - l  
\ <^kk 
B = Jjt-iE, 
(D - B'1),:_\B)--1(F - B'V^:_\E) = 9U.. 
Therefore the result is proven. 
Lemma 3.2 is positive definite and Of^f^ is defined by (3.1), then 
1. 
Proof. Using the notation given in Lemma 3.1. ^can be partitioned as 
^ D E' F 
^ k ^ l  =  B A B  
F B' D 
where A = V)r._p Assume that 4>f^j^ > 1. Then 
\ 
D - B'A~^B < F - B'A~^E 
and 
(1,(B'-E')A-1,-1)V^.+i(1,(B'-E')A-1,-1/ 
= (D + (B'-E')A-1E-F,0,.--,0,F + (B'-E')A-^B-D) 
x(l,(B'-E')A-\-l/ 
= 2{(D-B'A-^B)-(F-B'A-'E)} <0 /  A  — l l  (3.4) 
because 
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B'A"^B < e'A~1E. 
The inequality (3.4) contradicts the assumption that is positive definite. 
Therefore < 1. Assume that < —1. Then 
F - B'A-^E < -(D - B'A-^A) 
and 
(L -(B' + E')A-^ -(B' + E')A-^ 1)' 
= 2{(D-B'A-^B) + (F-B'A~^E)} < 0. 
This contradicts the assumption that is positive definite. Therefore < 1. 
From the lemmas given above, (o/tl' " ' ' A:-l) be obtained from 
o/t-l.t-l' For example, 
\ ( \ 
®21 
®22 ) 
©32 
V 933 ) 
©11 - ©22^11 
<^22 
\ <P22 
/ 
^33 
<^33 
^22 y 
«21 , 
^ <^21 - <^33*^2 ^ 
<^22 - <^33<P21 
V ^33 
49 
In general. 
ni = <^6-1,! - hkn-l,k-i (3.5) 
for i  = l,2,---,Ar - 1 and k  = 2,3, ' - Also ^ ^e given 
by (<l>kir • • •<<i>kk^ because \4>f^f;\ < 1 and 
i^'<Pkk^k-l) ^ + 
^k-1 -  ^^^'^^kk^k-0 
^ '^kl ^ 
\ / 
For example. 
( 
921 
\ ®22 
( 1 - ®33) + '^33'^t-L 
\ 
®31 
©32 
\ 
and. generally. 
/ •> -1 (I-P^S) (031^033032) 
(1 - 033)~^(o32 + o.33®3l) j  
n-l,j = - oik) ^ '^kk'^kM-l (3.6) 
Burg (1975) gave a method to estimate the partial autocorrelations recursively. 
To define Burg's estimator, we assume = 0. Burg's estimation procedure 
begins by considering 
n 
Qi = + m-i -«11)1)4-
t=2 
The <i>\Y for which Q-^ is minimized is obtained by setting the first derivative equal 
to zero and solving for the estimator of The estimator, denoted by is 
^11 = ( è n-i + è f; 
t=2 t='2 t=2 
Given @21' the deviations, 
ht  = i = 3,4, •••,«. 
h, t - l  = ^ t - '2  -
are computed and the estimator of the partial correlation between and ^^—2 after 
adjusting for Y^_i is estimated by 
«22 = ( è fit - Ê E hlbu-l-
i=3 t='2 t=3 
Since the variance of and are close for a stationary time series, the de­
nominator is close to the variance of fn multiplied by 2. Therefore ooo is close to 
the sample correlation between fn and Also Ogg ""nimizes 
n  
Q2 = -022h.i-l)" 
t=Z 
Using (3.5), the estimator of 021 is 001 ®11 ~ "^22"^11- continue the procedure 
iteratively by computing 
n  n  n  
t=k-r l  t=k+l  t=k  + l  
where 
f k -U = fk -24~  ^ k - l , k - lh-2 , t - l  
h - l , t  = h-2 , t - l  -  ^k - l , k - l fk -2 , t  
fo t  =  h t  =  ^ t -
Then given hy (^n, - • • ,^k-l,k-l) ^kk (3.5). Using 
this relation, and ^ are defined by 
f k -U = ^  ^k-Uk- l^ ' t -k+l^  (3-8)  
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h-l,t  - -'^k-l,l^'t-k-r2 ®A:-1,A,—1^<-
In a stationary time series, the coefficients in the population regression of Yf. on 
- are the same as the coefficients in the population regression of 
Yf._f^ on Hence, Burg's estimator of the partial autocorrelations 
is the partial correlation between Y^ and Y^_^, after adjusting for — 
The same coefficients are used to adjust 1'^ and to adjust Y^_f^. Now we consider 
the limiting distribution for Burg's estimator in both the stationary case and the 
nonstationary case. 
3.1 Stationary Case 
Let Yi be the p-th order autoregressive time series satisfying 
P 
In this section. Burg's estimator in model (3.9) is investigated for the model whose 
roots of (3.10) are less than one in absolute value. 
Let n observations on the p-th order autoregressive time series model (3.9) be 
given and let 
(3.9) 
and let the characteristic equation associated with (3.9) be 
P 
(3.10) 
52 
e = (ep4.i,---.en) 
Then the matrix form of (3.9) is 
Y = X<t)p 4- e 
where (f)p = (<i>pi, • • • ,0pp)'- The ordinary least squares estimator of (f)p is 
= (X'X)~^X'Y. 
and the symmetric least squares estimator of (jip is 
'{s)p = (X',Xs)-lxiY, 
where 
Y3 — • • •, In; ï'i? • • • • ^n-p)' 
' ip ip-i : 
Xs = ^n-1 ^n-2 ••• ^n-i 
1^2 ^3 ^p+1 
(3.11) 
(3.12) 
^  p + 1  ^ n — p + 2  j  
Theorem 2.2 and Lemma 2.2 proved the normality of the limiting distributions of (j)p 
and Let {(Pf^ir • • »<^jtfc) be as defined in (3.1). Then the population regression 
equation can be written as 
= 4i^(-i + • • • + ' i>kk^\-k + (3.13) 
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where is the population regression residual. From (3.13). the symmetric least 
squares estimator of (f>j^ = is 
hs)k = 
where (Xs)i.j is the matrix containing i-th to j-th columns of X5. i.e., 
f V \ 
(.3.14) 
1; n—i 
Y; i-l  
^n-j 
\  ^n-p+i ^n-p~j ) 
and, Xj and Ys are defined in (3.12). The symmetric least squares estimator of the 
partial autocorrelations [éi-^.oooi • • ' )®pp) can be obtained from (3.6) and 
is denoted by (©(5)11. • • • ^©(^jpp)-
Before deriving the limiting distribution of ("^(6)11) ' ' ' '')^(g)pp)' we need to de­
fine the function that carries the autoregressive coefficients into the partial autocor­
relations. From Lemma 3.1, there is a one to one mapping from 
( ©11, ©22, • • •, A; ) to ( 1 < <^A;2 ' • • • '  ^ kk )• For example, 
\ 
/ 
^ <^21 ^ 
= 
^ <^11 - (6220)11 
^ "^22 ! 4>22 
^ <^31 ^ ^ <^21 
- <^33 "^22 
hi  
= 
<P22 - <^33<P21 
\  hz  j \ <^33 
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^ <?11 - 022®11 - <^33^22 ^ 
H2 - <P33<^11 - ®33^22'Pll 
\ <^33 
= r3 ( 911,022'<^33)-
Then T^, is defined as the function that transforms to 
* ^ ^ ' 2 ' •  '  '  ' i s  a  c o n t i n u o u s  a n d  d i f f e r e n t i a b l e  f u n c t i o n .  A l s o  w e  c a n  
define the inverse of T/. when éf^f^ is not one. For k = 2, 
/ \ 
Oil 
\ ©22 
For k = 3, using (3.6), 
= Tg ^(O21'®22) 
Oil = (1-®22) ^®21 
9 1 
= ( 1 - O33 - 032 - 633(^31 ) (<?3i -r <P33©32 ) 
/ 0 _i \ (1-0^3) (031 + <2^33032) 
(1 - <?|3)~^(032 + 633931) y 
( 0 1 ^ ( ^ ~ ®33 ~ ^32 - <^33<^31 ) (<^31 + ®33'P32 ) 
1— 1 
^3 (<2^31>.32'®33) = ( 1 - <633) ^(032 + 633031) 
hz 
Using Tp and the Taylor expansion, we prove that the limiting distribution of 
^*^(s)ll''^(s)22'"'''^(s)pp) normal. For the stationary case, the limiting distri­
bution of the partial autocorrelations follows from the limiting distribution of the 
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ordinary least squares estimator of the autoregressive parameters. Our theorem ex­
tends early result to martingale difference errors and the symmetric least squares 
estimator. 
Theorem 3.1 Let the roots of 
P 
m? -  ^ 2 -^ = 0 
J = 1 
he less than one in absolute value. Assume ® sequence of random variables 
with respect to an increasing sequence of a-field such that 
E{^t\^t — l} — 0 Q.'S. ^ = 1.2. - - -, 
E{e^\!Fi_l} = a" a.s. ( = 1,2.-". 
Let ( Iq ,  • • • ,  ) be a fixed finite vector or a finite vector random variable. 
Then 
n^''''{(C(3)ll5'?>(5)22'""'®(5)pp)' ~ (®ll'®22'""'®pp)'} 
^iV(0..-lpV-^4<r2) 
where 
andTp is the function from (Ppp) to {<Ppi, - • • ,<i)pp) defined above. 
Proof. First partition (Xs)'^,i^(Xs)i.i^ and (Xs)'^,fYs as 
(Xs)'i.^.(Xs -
A B 
B' D 
E 
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where 
A 
B 
D 
E 
F 
^k:k^^^ ^ k:k-
and (X5); • is defined in (3.14). Then 
^{s)k = \^'^s)[ .k('X.s)i:kl  ) i .& 
A B 
B' D 
V' 
/ 
E 
F 
A-^E - A"^] ~ B(D - B'A-^B)-^(F - B'A-^E) 
(D - B'A-1B)-1(F - B'A-^E) 
/  -  _ i  •  \  
'^(s)k-l--^ ®®(5)H-
'^(s)kk 
n—p 
(B)i = E + E Wf+i-
t=p-r-l  (=1  
n—k n—p+k 
= E n+*,-i><+ E n-i+iii 
t=p+l — k t=:k-rl  
n—p 
= E + Ê n-fc+ii-t+Opd) 
t=\  t=p+l 
= Op ( l )  
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Therefore 
B — J^._2^E-r Op( 1) 
A-^B = Jjt_iA-lE-Op(n-l) 
because p l i m  and A~^ = O p ( n ~ ^ ) .  Hence, 
^{s)k --
^  ^ { s ) k - l  -  ' ^ ( s ) k k ^ k - l ^ ( s ) k - l  ^  
\ / 
-^Opin'h 
- 1 ,  
where < 1 for j = 1.2. - • .k.  Since plim and o^j, < 1 
for J = 1, • • • ,p. Pr( jOjji < 1) < 1 — e for large n. Therefore the inverse function of Tp 
exists when all Ojj are less than one in absolute value. Using the result from Lemma 
2.2 and a Taylor expansion, 
l/2r'T'—1/1 \ T—1/-A \l ^ \ r i n  1 xr—1 «'-2^ 
^ N(0,ApVp'A'p<T' 
where 
and 
^)i/dàpj 
'  '^(s)pp^' ~ (<^11)922, 
—1 il '2 \ 
,<Ppp) '}  
- N{0,ApVp^A'pa-
Hence the result is proven. 
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For k = 2. 
Tp ^(<?i>2b®22) = 
Ag = 
(1-022) ^^121 
(1-022)"' (1-022)" <^11 
0 1 
because 022 ~ ~ *^22)®11' ^^so 
Vo = ^ (l-ofl)-l(l-42)-l 
2 
\ ;i -ô2^)-l(l (l-o2^)-l(l-o^2)-l 
Therefore, the estimated variance of ('^(6)11''^(5)22) 
\ 
/ 
)'} 5)11'^(5)22 
n ^ ( 1 — ©22 ) ^ ( 1 — ©J 1 )( 1 + ©22 ) 
v 0 n-l(l -©l^) 
To derive the limiting distribution of Burg's estimator of the partial autocorre­
lations, consider the relationship between Burg's estimator and the symmetric least 
squares estimator of the autocorrelations. 
Theorem 3.2 Under the assumptions given in Lemma 2.2, 
'^(s)kk ~'^kk -
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where is the symmetric least squares estimator of the partial autocorrelations 
defined in (3.14) and is Burg's estimator of the partial autocorrelations defined 
in (3.7), and 
0221 • • •.àpp)' — {éii,022^ ",0pp)'} — -^(0,--^p^p ^-^'p^^'")-
Proof. For k = I,  
n i  =  ( Ê i - f  
f=2 t=2 t='2 
-Wll = • t  if + if) ' ,111-' 
t=p -^l t=l 
n n —p 
M Y, nii-i+E iw-i' 
t=p—l t=l 
n — 1 
t=2 
n-l 
>>2(1 nn-i-op(i)) 
(=2 
= Oil ~Op(n~^). 
Suppose — Oil ~ for any i  < k. Then 
by Taylor expansion. The coefficient of in the regression of on 
(Xs)i;j^._l is the same as that of (Xs)f;.f, in the regression of Ys on 
(Xs)^;jr. by adjusting (X5)]^.j^._j^. It follows the symmetric least squares estimator of 
k-th partial autocorrelation can be rewritten as 
%)kk 
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= { s ) k - i y " (^•s)l:A--l^(s)A;-l}j ^ 
where 
In the proof of Theorem 3.1, it is shown that 
^A;-1^(5)A--1 ~ ^ is)k-l = Op(n~^). 
Hence 
'^(s)k-l " (®A;-l.A;-l-®A,--l,A--2'""'°A--l,l) '  = 
Let For the denominator, 
{('^s)k:k -  ^ '^s)i:k-l^(s)k-iy 
i^^^h-.k ~  ^ ^s)i:k-l^k-l^k-iy{^'^s)k:k -  i^s)i:k~l^k-l^k-l} 
t=k+l 
and 
,{i^a)k:k ~ I*»'!;*.—~ l*(s)/l-l}i '  
= { È i4--u + ''Lu-ii}~'-0p(""'^) 
t=k+l 
For numerator, 
{i^s)k:k -  - i '^s)i:k-l^(s)k-l^ 
= {(^s)k:k ~ i^s)i:k-l^k-l^k-iy{^^s) -
n 
= 2 ^ (//î-l,f^A:-l,f-l) 
(=&+! 
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Therefore 
and 
n —1 n — 1 
^(s)kk = ( E + E 4-1,(&&-!,(-l) 
t=k-rl t=k-r\ 
+ O p ( n  ^  )  
= ^kk + Opi"~^) 
n^/'^{(©(5)ll, 0(5)22' • • • ' <P(s)pp)' - (<5^11' ®22- • • • ' ®pp)'} 
- N(0,ApVp^A'p<T'^) 
because 
"^•''"^{^°(5)ll'°(s)22'""-'^(5)pp)' ~ '°pp)'} 
-  N(0,ApVp^A'pa-). 
Hence the result is proven. 
Using the function Tp, we can obtain Burg's estimator of the autoregressive pa­
rameter 0p = [Opii • • •, 0pp)' from Burg's estimator of the partial autocorrelation. 
For p = 2, 
and for p = 3, 
/ 7 
<^21 
^ <^2 
<^31 
/ 7 1 ' 
<P11 - <P22<Pll 
\ 922 
<t>32 
\ ®33 / 
<2^11 - <^22'^11<^33<P22 
®22 - 'P33^11'P33'P22')^11 
hi 
\ 
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In general. 022-' " ' ' ®pp)- ^'sing the Taylor expansion we can show 
that 0p has the same limiting distribution as the ordinary least squares estimator 
Theorem 3.3 Under the assumption given in Lemma 2.2, 
- :V(0,Vp ^2) 
where ©221 * • • -©pp) onj Tp is defined in Theorem 3.1. 
Proof. Under the Taylor expansion, 
^ p ~ ^ p  — Îpf'î'lii C>22'• " • ©pp) ~ ^pi^ll'*^22'• " '''pp) 
= Ap ^{(0pi,0p2'"''©pp/ " (<ppl;°p2'"''°pp)^} (^p(" 
where Ap is defined in Theorem 3.1. Then from Theorem 3.2. the result follows. Z 
3.2 Unit Root Case 
Let Yi be p-th order autoregressive time series model satisfying 
P  
= 1] ^ pj^^t-j -i- n (3-15) 
;=1 
and let the characteristic equation associated with (3.9) be 
P 
mP -  ^  (PpjmP-^ = 0. (3.16) 
J = 1 
In the last section, we investigated Burg's estimator when is a stationary process. 
In this section, we will assume that one root of the characteristic equation (3.16) is 
one and the others are less than one in absolute value. The limiting distributions of 
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the estimated autoregressive parameters based on Burg's estimator are derived. We 
start this section with a lemma. 
Lemma 3.3 Let be stationary time series satisfying (3.15) where {e^} is a 
sequence of random variables with mean zero and variance cP" and the roots of the 
characteristic equation (3.16) are less than one in absolute value. Then 
CO 
^ luj = 1 - Opi -  (t>p2 -  ••• -  0pp 
j=0 
oo 
— (1 — — 922) ' " (1 — Opp), 
^ - ( 1 - piOpi -  P20p2 PpOpp) ^ 
j=0 
= f( 1 — )(1 — c!>22) • • • ( 1 — Opp)j \ 
where is the correlation between and and the {ttj} is given in Theorem 
2.6.1 of Fuller (1976, p. 57). 
Proof. Using Lemma 3.1, we have 
00 
"-'j  = 1 - ()p2 -—°pp 
j=0 
= 1 -
= 1- 1 ,  (I - <PppJp-l)0p-l 
V 3pp 
- 1 - (1 - 0pp)lp_i0p_l - Opp 
= (1 - lp_l</'p-l)(l - •ji'pp) 
— ( 1 — ^11 )(1 — <P22) " • ~ *^pp) 
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where Ip = ( 1. • • •, l)p. Since Yf = 
oc 
Also 
Therefore 
Let 
and 
Var(Yi) = ( ^ wj)<7^ 
j=0 
l(0) = Opiiil) -  • • • + Opptip) + cr'^ 
— 1 0 
=  { 1  —  p i 0 p i  -  •  -  •  —  p p Ç p p )  a " .  
oo 
yi ii'i - ( 1 - Piopi - - - ppopp) 
j=0 
pp = (Pl-----Pp)' 
- 1  
Rp = 
Then (3.1) can be rewritten as 
Therefore 
1 Pi 
Pi 1 
\  Pp—1 Pp—2 
Rp<l}p = Pp. 
Pp-l 
•• Pp-2 
1 -  Pl<^pl Ppàpp 
= 1 - p'p^p 
— 1 — ^pR-pff^p 
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= 1 - 0n-l - ®ppJp-l</'n-l 
\ àpp 
^p-l - '^pp^p-l^p-1 
(Dpp 
= 1 - (<ffp-i - <2i>ppJp_i<Ap-i)'R-p-i(0p-i - <^ppJp-i^p-i) 
/ 2 
-'2((f>p_i - <^ppJp-i^p-i) ^p-lPp-l<t>pp ~ ®PP 
= 1 - <^p-l(^p-l ~ '^PP^p-l^p-l ~ '^PP^p-l^p-l '^pp^p-l^'^p-l 
/ 2 
-20p_l(Jp-lPp-l -  Pp-i<i>pp)<^pp -  <Ppp 
= 1 - Pp_l^p-1 ^  ®pp<^p-l - Opp 
— ( 1 ~ Pn_l</'p—1 )( 1 ~ <^pp) 
(1- Opp ) 
and the results are proven. 
Let mi, - • • ,mp be the roots of the characteristic equation (.3.16). If = 1 and 
jmjl < 1 for i = 2, • • • ,p, the characteristic equation can be represented as 
(m -  l)(mP~^ - ^ p-l,!^^""^ 7p-l.p-l). 
where 
P  
'/p-Lt = - E ép,r 
i=k+l 
Then the roots of 
mP ^ -  rjp-1,1"^^ ^ Vp-l,p-l = 0 (3.17) 
are m2,• • • ,mp and, hence, are less than one in absolute value. Also, 
= Vp-l,lZt-l + • • • + ?p-l,p-l^(-p+l + H (3.18) 
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where = Yi 
Lemma 3.4 Suppose is given in (3.18) and the roots of (3.17) are less than one 
in absolute value. Assume that is a sequence of random variables satisfying 
(2.2). Then 
- _ £ -(1 - 7ll)(l - ~ 
+ '7ll)(l + %^2)" (1 + ^p -l,p -l) 
where rjn is the partial autocorrelation function of Z^, 
30 
G = Y.{{2i - (3.19) 
and is a sequence of independent normal random variables with mean zero 
and variance one. 
Proof. From Theorem 3.1.2 of Chan and Wei (1988) and Theorem 1 of Dickey 
and Fuller ( 1979). 
t='2 j=0 
where the wj's are defined in Theorem 2.6.1 of Fuller (1976, p. 57) and G is defined 
in (3.19). Also by Theorem 1 of Hannan and Heyde (1972), ^t (^°"verges 
in probability to Therefore. 
2Zr ' 
But from Lemma 3.3, 
oo 
XI = (1 -'7ll)(l -'/22)---(l -'7p-l,p-l) 
i=o 
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oc 
(  ^  j ^  -  ( 1  - ' / ï i ) ( l  -  7 O 2 ) " " ( ^  - ' / p - 1  p - l ) -
J=0 
Therefore the result follows. • 
For convenience, denote and b^. in (3.7) by 
Yl and by ^{Z)it ^{Z)it following lemma gives the limiting 
distribution of for i = 1,2. • • • ,p. 
Lemma 3.5 Under the assumptions given in Lemma 3-4, 
®(r);t+i.A:-ri = ~& = 1. ".P- 1 
and 
• • • -©(I'lpp)' - (-'/lb • • •, -f/p-Lp-i )'} 
^ XiO.ApVpKA'pa-) 
where A.p_i is defined in Theorem 3.1 and is the autocovariance matrix of Zf.  
Proof. For k = I, we have 
Jl^(Y)lt = - <^{Y)ll^t-l)^ 
t=Z (=3 
n 
= ~ ^(-1 + 
t=z 
n n n 
= IZ 4-2(1 ^ ^ (4-1 + (1 - 'P(y)li)'" ^ 
t=Z (=3 (=3 
t=2 
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because 
~ 1 = Op(n ^), 
n Y,Yt = Opinai. 
f=3 
n 
= Op(n). 
i=3 
See Fuller (1976, p. 376). Also by the same arguments, 
n n S^fr)Li-l = (=3 t=Z 
n 
= £(r,_2-ii-i)^-0p(i) 
i=3 
n 
^=2 
tt  —1 n 
iz f{Y)uHyn,t-l = -®(F)ll^t-l)(^i-2-<^(y)ll^i-l) 
f=1 t=z 
n 
= - v;_i)(v,_2 - V(_i) - Op(i) 
t=Z 
n 
= 1]/(Z)0(^(Z)0.<-1 
t=2 
Therefore 
'^S"=3 /(r)K^(r)l.^-l 
-(r)22 = 
-^S"=2 /(Z)0(('(Z)0,(-1 _ . -1, 
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Suppose that for k = k — 1, 
n n 
e ^{Y)k~2,t = 
t=k+l t—k 
n n 
E \Y)k-2,t-l = Y.\z)k-Z,t-l^^P^^^ 
t = k -r\ t=k 
n n 
H f(Y)k-2AY)k-2,t-l = f{Y)k-2Az)k-Z.t-l^^P^^1 
i=fc—1 t=k 
°{y)k-l.k-l = -°(Z)A-2,t-2 + 0^(0"^). 
Then 
n 
= A,*-r 1 
n 
= 2] <-^(r)A:-2.i-®(y)A--LA.-l^(r))l-2,t-l'" 
( = A.'-rl 
n n 
c2 
- S ^(r)A-2.f V')A-2.«-l 
t=k^l t=k-rl 
n 
"2 v~* ,2 
'^ '^{Y)k-l,k-l 2Lw  \Y)k-2,t-l 
t~k^l 
n n f2 
-  E ^{Z)k-Z,t~'^^{Z)k-2,k-2 S hz)k-z,t\z)k-z.t-l 
t=k+l t=k-i-l 
n 
1 "*2 l2 
^'^(Z)A.-2,A:-2 2^ lZ)k-3,(-l 
i=A-+l 
n 
t=k+l 
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t=:k 
In the similar manner, 
n n 
^=A;+1 t=k 
n n 
12 hY)k-l/(Y)k-l,t ' l  = -  Y. hz)k-2Az)k-•2.t-l^^P^^'>• 
t=k+l t=k 
Therefore, 
'^{Y)kk = ~°(Z)k-l,k-i + Opin-'^). 
From Theorem 3.2, 
- -V(0. 
where (Ap_i)(-j) = d(Tp_i)i/dOpj, and. hence, 
reV2{(<î(^)22, • • • ,<P(Y)p-2.p-2^' "  ('711' '  '  '  '  '^p-l.p-l) '} 
:^.V(0,Ap_iV-iiA;_j<r2). 
The resuit is proven. 
If = 1 and I t t î j I < 1 for i = 2, • • • ,p, then evaluating (3.10) at m = 1 gives 
1 - <i>p\ — • • • — épp = G. 
We can obtain Burg's estimator of the autoregressive parameter, denoted by 
= i^p\i " ' 1 ®pp)) for Burg's estimator of the partial autocorrelation, 
' •®(F)pp' using the function Tp defined in Theorem 3.1. Let 
^1,5 = hy)pi 
From Lemma 3.3, 
<7 ^  — liOji 1 — ) • • • (1 — <Z)pp) 
= lpVp4p^2 
" ,-l 
j=i 
Therefore the pivotal for Burg's estimator is 
TB = l^"'{^l,5}r^'"(^l,5 -1) 
/ (1-0, (DU ( 1 - o 
1/2  
(V')ppJ 
Theorem 3.4 Suppose the assumptions in Lemma 3-4 are satisfied. Then 
"(^1,5-1) — -(2G) ^(1 -'/li)'"(l -'7p_i,p_l) 
and 
tq ^ -(4Cr')-l/2, 
where 0]^ q is given in (3.20), G in Lemma 3.4 and rjn are defined in (3.18). 
Proof. Using the results from Lemma 3.3, Lemma 3.4 and Lemma 3.5, 
n(<^l - 1) = -n(l - '^(V)pp^ 
= -rj(l -<Â(y')ii)(l-0(y')22)---(l-<^(r)pp) 
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(1 - •(! - 7p-l,p-l) 
2Ct(1 + -H np-l ,p- i )  
-T + np-i,p-i) 
The denominator of rg is 
2(1  T- + '^(Y)pp^ + Op(n ^). 
Since converges in probability to —the result follows. • 
For the p-th order autoregressive time series with intercept, the partial autocor­
relations are estimated by the procedure given in (3.7) with 
fot = = ^'t -
where F = Then Burg's test statistic for a unit root, rg is given in the 
same manner as for the time series without intercept. The test statistic converges to 
-2~l(Cr' -
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4. EXTENSION TO MULTIVARIATE AUTOREGRESSIVE TIME 
SERIES 
In this chapter, we consider a multivariate p-th order autoregressive time series 
Yf = AiY^_l -r ApY(_p T- e( (4.1) 
where 
Y( = 
and ,  Yq  are initial conditions. Also { e ^ }  is assumed to be a sequence of 
independent random vectors with mean 0. covariance matrix S^e and 
sup E{\ei f\^~^} < L. i = for some u, L > 0, The ordinary least squares 
estimator of A = (Aj^, • • • ,Ap) is 
n n 
À = ( ^ Y,X;_IM Y, (4.2) 
(=p+l t—p+1 
where Xj_j^ = ( Y^_p • • •, Y^_^). A standardized least squares estimator of A is 
Â = M^^ÀMi (4.3) 
where Mg is the k x k diagonal matrix with (i,i) element and 
M^ is kp X kp diagonal matrix whose element (S?=p+i where 
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n  =  k { j  —  I )  ^  i  ( o T  i  = L - . A- and j  — 1. - .p. The characteristic equation 
associated with (4.1) is 
P 
^ AP--^Aj| = 0 (4.4) 
J = 1 
where denotes the k x  k identity matrix. 
For convenience, we define some notation. 
Definition 4.1 Let A = (a/j) be a p x q matrix and let A j denote the j-th 
column of A. Then 
vec A = («11. «21 ' • • • • ''pi' « 12• «22' • • • ' «p2• • • • «Iq- "2(7' • • • • )' 
= (a' i,---. A'Ç)'. 
Definition 4.2 The Kronecker product of a p x q matrix A and m x n matrix B, 
denoted A ® B, is the pm x qn matrix 
A g) B = 
^ aiiB a i 2 B  • • •  a ^ ^ B  ^  
«21® <^22® ••• (^2gB 
\  UpiB ap2B • • •  apqB J 
For some properties of vec and Kronecker product, see Fuller (1987, p. .382). 
If all roots of the characteristic equation (4.4) are less than one in absolute value, 
Y( is stationary and 
n^/2i'ec(Â-A) - .V(0.F"^ O 17ee) 
where 
F = plim(n-p) ^ ^  
t=p+l 
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and Â is defined in (4.2). See Fuller (1976, p. 340). 
If there is a unit root, the ordinary least squares estimator does not converge 
in distribution to a normal distribution. Fountis and Dickey (1989) studied the 
limiting distribution of the ordinary least squares estimator when one characteristic 
root of (4.4) is one and the other roots are less than one in absolute value. We now 
investigate the limiting distribution of the standardized least squares estimator when 
one characteristic root is one and the other roots are less than one in absolute value. 
The multivariate first order autoregressive time series will be considered first and the 
extension to the multivariate p-th order autoregressive time series will be given. 
The test that A has a unit root is equivalent to a rank deficiency test of I - A. 
Johansen ( 1988) derived the likelihood ratio test of rank deficiency using the residuals 
based on the ordinary least squares estimator. In Section 4.2. we will develop the 
test analogous to the likelihood ratio test of rank deficiency using the standardized 
least squares estimator. 
4.1 Unit Root Test Based on the Standardized Least Squares Estimator 
We consider the multivariate first order autoregressive time series 
(4.5) 
Then the characteristic equation associated with (4.5) is 
- All = 0 (4.6) 
and the characteristic roots of (4.6) are the characteristic values of Aj. If one root 
is one and the rest of the roots are less than one in absolute value, then there exists 
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C - ^ A ^ C  =  (4.7) 
C such that 
/ 
1 0 
0 22 
where gg is a matrix whose characteristic roots are less than one in absolute 
value. Then (4.-5) can be reparameterized to 
+€t (4.8) 
where W^ = C ^Y^,e^ = C and - c-1. 
/ 
Hwi -
1 0 
\ 0 22 
Then the first element of W^, denoted by n'l j., is a first order univariate autoregres-
sive time series with a unit root. The other elements of W^. denoted by W2 f = 
^)\ form a multivariate autoregressive time series with all roots less 
than one in absolute value. 
The ordinary least squares estimator of is 
H w l  = ( E  ( 4 . 9 )  
t=2 t=2 
The following lemmas give properties used to derive the limiting distribution of the 
standardized least squares estimator. 
Lemma 4.1 If one root is one and the rest of the roots of (4.6) are less than one, 
1/2 S^n v2 
^t=2 ^ i,t-l  
— 1 + Op(n ^ ),  i  — 1,. • •, fc. 
1 1  
Moreover where " (Ae (î, 1) element of the matrix C of (4-7) is not 
zero, 
V" V'2 \ V- /v" ,,,2 
=14^=^)  
1/2 
Proof. Let Cj be the i-th row of C, j) = Cjj, and C^-g = (cj2'' " " 
Then 
Z % = E c, w,w;c; 
i=2 f=2 
and 
/ 
= Ci. c-
4 E "'i.f - Z «'i.fWLfc;. 2 ^ c,. 2 Y] W2,fw^ ,c;., 
i=2 t=2 t=2 
By Lemma 1 of Fountis and Dickey (1989), 
Therefore 
= Op(n) 
t=2 
EW2,tW^,l = Opin). 
t=2 
n n 
r2 _ 2 sr 2 
t=2 t—2 
^tn = + 
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Also 
n y 2 y 2 \ 2 
^(=2 ^  ^  _  U , n  -  \\1 
\^n v'2 V" v2 
•^t='2 i,t ^t='2 i,t 
= 1 + C>p(n-M 
because a-^ ^ = O p ( n )  and Xl"=:2 f — O p ( n ^ )  and 
= O p ( n ^ ^ ^ )  
= Op(l) .  
Therefore, if is not zero, by a Taylor approximation. 
S?=-2iA ) ' [ 
y.2 _y-2 
- ^ t = 2  
•-> 0 
srn ^|^2 \ 1/2 
##7 
and the result is proven. 
By Theorem 4 of Lai and Wei (1985) and Lemma 4.1. the standardized least squares 
estimator of A is consistent for A if 
k - 1  
^ A'li:ee(A\)' (4.10) 
t=0 
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is of full rank. Model (4.5) can be regarded as a linear system. In the linear system, 
1 / 2  (4.10) is the condition of controllability of ( Aj, 17ee )• Speaking intuitively, we shall 
1 / 2  
say that the system is controllable if, for the given matrices and 17ee • we can 
construct realization of e^, • • • which moves to = 0. 
Lemma 4.2 Assume that {e^} is a sequence of independent random vectors with 
mean 0, covariance matrix See o.nd sup < L, i = I, - • •, k. for some 
1/2  .  
u, I > 0, and (Ai.Sei ) satisfies (4-10). Also assume that one characteristic root 
of (4-6) is one and the other characteristic roots are less than one in absolute value. 
Let 
Q = - Hwi 
where H^Vl " defined in (4-9). Partition Q into 
Qii Qi2 
^ Q21 Q22 ) 
where Q^l scalar, Q]^2 " the I x (k — 1) matrix, Qgi is the (k — I) x I matrix, 
a n d  Q o o  i s  t h e  ( k  —  I )  x  ( k  —  I )  m a t r i x .  i s  n o t  z e r o  f o r  /  =  1 ,  •  •  •  , k ,  
"Qii - -(2G)-1 
and n^!'^ vec Q22 converges to a multivariate normal distribution with mean 0 and 
with mean zero and covariance F~^ 0 See where 
F = plim („ - 1)-1 ^  W2,(Wf2 (, 
t=2 
Proof. By Lemma 4.1, 
MiMpl = (l-r)I;t + Op(7i-3/2) 
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where r = (2 EL2 " "LI^hen 
HwiC-^MiMq -Hwi 
= (Hwi -  H w i ) C -1MiMQ - K^iHk - C-1MiMQ-1C) 
= (Hwl - HwiKIt + Op(n-l)) - rHwi + Op(n-^^'^) 
~ — (1 + r)H^]^ + Op(n •'^/'^) 
= (EW(w;_i - (1 + r)Hwi è w<_iw;_i)(f; wi_iw;_i)-i 
t=2 t=2 t=2 
= ' E - rHwl E W(-lW;_i)( -£ w,_iw;_i)-l 
t=2 t=2 t=2 
^Op(«-V2) 
since H^vi - H^vi = Op{n~^i '^) by Lemma 2 of Fountis and Dickey (1989). Also 
from the results of Fountis and Dickey (1989), 
( .-1 n 
V 0 
\ n 
y (=2 0 
£ I" 0 0 
0 F 
where 
Also 
(=2 
-• e «"i,<-1^2,1-1 = 
t—2 
n 
(=2 
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since r  =  O p ( n ~ ^ ) .  Now 
n n n 
iz ^ L^'Lf-l - '• z ""ll = s ^li^'^Li-l - 2~^"'l,n + 
t='2 t=2 t='2 
= -2 ^ ^ ^ -r Op(n ^). 
t=2 
Therefore converges in distribution to —(26')"^. Also by Ahn and Reinsel 
(1990), n^/^rec 2^2,1^0 t-1 converges to a multivariate normal distribution 
with mean zero and variance F ® S^e where 62j contains elements 2 to k of e^. 
Hence, n^' 'i-ec Q22 converges to a normal distribution with mean zero and variance 
F-^Sl^ee. = 
The largest root of the characteristic equation (4.4) can be estimated by replac­
ing parameters with their estimators. Fountis and Dickey (1989) proved that the 
estimated largest root based on the ordinary least squares estimator converges to 
the distribution given in Dickey and Fuller (1979). Let the estimated characteristic 
equation based on the standardized least squares estimator be 
— Aj I = 0. (4.11) 
Then the largest root of (4.11) estimates the largest root of (4.4). The following the­
orem proves that the estimated largest root based on the standardized least squares 
estimator converges to the distribution given by Dickey, Hasza and Fuller (1984). 
Theorem 4.1 Assume that {e^.} is a sequence of independent distributed random 
v e c t o r s  w i t h  m e a n  0 ,  c o v a r i a n c e  m a t r i x  S e e  a n d  s u p  <  L ,  i  =  1 ,  -  •  •  , k ,  
for some u, L > 0, and A2 and See satisfy (4-10). If one characteristic root of 
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(4-4) one and the rest of the roots are less than one, and C^- is not zero for 
i = I, - • • ,k, then 
n(A]^ — 1 ) — —(2(7) 
Proof. We have 
Ai = Mq ^ÂiMi = M^^CHvviC~^Mi. 
Then 
= iAIjt-MolcHwiC-lMi: 
= M-^Ci iAC-^Mo-HwlC'^Mi! 
= ^AC-^Mq-HwlC~^Mij IM^^Ci 
= Aljf.-HwiC-^MiM^^C:. 
Therefore AI^. - A]^| = 0 is equivalent to Q - Alj^.i = 0 where 
Q = HwiC-^MIMQ ^ C. 
Partition Q into 
Qll Qi2 \ 
^ q2i q22 / 
where is scalar, Qj^2 is the I x (k — 1) matrix, Q21 is the (k — 1) x 1 matrix, 
and Q22 is the (k — 1) x (k — 1) matrix. Let /(A) = |Q — Mj^\. Then f(\i) = 0 and 
by Searle (1982, p. 258), 
/(^l) = KQll - ^1) + Ql2(Q22 ~ ^I^/J-i)~^Q2IIIQ22 - ^ llfc-ll 
= 0. 
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By Lemma 4.1. Lemma 4.2, and Theorem 4 of Lai and Wei (1985), Q. and 
Q22 converge almost surely to 1 and F respectively where F is defined in 
Lemma 4.2. Therefore IQ22 - converges almost surely to !F — and 
|F - ^ 0. Therefore by Lemma 4.2, 
Qll - ^ 1 = -Ql2(Q22 - ^ iIA:-i)~^Q21 = 
and 
- 1) = "(Aj - Qll) T n(Qii - 1) 
= Op(n-^'"')^n(Qii - 1) 
- -(2G)-k 
Therefore the result is proven. • -
The multivariate p-th order autoregressive time series in (4.1) can be represented 
as the first order autoregressive time series 
where 
^ Aj ••• Ap_i Ap ^ 
# = u 
0 0 
and 
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Ct = (e;,0..-.0)'. 
Also the characteristic equation (4.4) is equivalent to 
-  0 - (4.12) 
Therefore we can obtain the limiting distribution of the estimated largest root based 
on the standardized least squares estimator for the multivariate p-th order autore-
gressive time series. 
Corollary 4.1.1 Assume that, for the multivariate p-th order autoregressive time 
series given in (4-^)> •^ee " positive definite and one characteristic root of (4-12) 
is one and the other roots are less than one in absolute value. Suppose that C is a 
matrix such that 
c-yc = 
0 D y 
If C^ - J  is not zero for j  =  1 ,  •  •  • .  kp. then 
n(/\]^ — 1 ) — —(2Cr) ^ 
where Aj is the largest root of 
P 
J = 1 
Proof. The covariance matrix of Q is 
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To prove this corollary, it is enough to show that $ and Sç satisfy (4.10). But by 
Lai and Wei (1985), the controllability condition (4.10) is equivalent to the condition 
that 
r a n k ( S ç , ^ S ç ,  -  •  •  =  k p .  (4.1.3) 
But the last k ( p  - t) rows of are of the form 
( ^H p - i )  ° ) •
Therefore (4.13) is satisfied and the result follows. -
Corollary 4.1.1 can be applied to the univariate case. Assuming that, for the p-
th order univariate time series given in (2.1), one characteristic root is one and the 
other roots are less than one in absolute value. 
n ( m i - l )  -  - ( 2 G ' ) - 1  
where is the largest root of 
P 
m P  —  ^2 à ^ m P  ' = 0 
i= l  
and âj are the standardized least squares estimators defined in Section 2.4. The 
limiting distribution of the estimated largest root converges to the distribution given 
in Dickey, Hasza and Fuller (1984). The limiting distribution does not depend on the 
nuisance parameter, c that appears in the limiting distribution of the standardized 
least squares estimator of given in Theorem 2.6. 
For the multivariate p-th order autoregressive time series with intercept, the 
standardized least squares estimator is constructed by correcting each observation 
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by its mean. By same arguments as used in Section 2.6, each statistic converges to 
4.2 Unit Root Test Based on the Likelihood Ratio 
Let us consider the multivariate first order time series 
4- e( (4.14) 
where Yq is an initial condition and {e^} is a sequence of independent random vectors 
with mean 0. covariance matrix See and sup < I for / = 1. • • •. k. for 
some 1/ and L > 0. .Assume that S^e is positive definite. The characteristic equation 
associated with (4.14) is 
:AI^ - All =0. (4.15) 
If there are unit roots, {Y(} is not stationary. In the presence of unit roots. Ij^. — 
is not of full rank. .Assume that there are g unit roots, the other roots are less than 
one in absolute value and the rank of — A^ is k — g. Assume that there is a 
nonsingular matrix, say C such that 
1 i '^ 9  ^ \ C-^AiC = ^ (4.16) 
\ 0 Hwi,22 y 
where the characteristic roots of H^2,22 less than one in absolute value. Note 
that assumption (4.16) is the assumption that the part of the Jordan canonical form 
associated with the unit roots is diagonal. 
Let W( = TwY( where Tw = C~^. The model (4.14) can be written as 
= (4.17) 
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where = TwA^T^^ and = Twe^. Then the first g elements of 
are univariate first order autoregressive processes with a unit root and the rest of 
elements of are stationary. Therefore is nonstationary and 2^^ is 
stationary where ^ contains the first g rows of Tw and 9 contains the last 
k - g rows of Tw The process satisfying (4.16) is called cointegrated and each 
row of 2 is said to be a cointegrating vector. For more details of cointegration, 
see Granger and Weiss (1983) and Engle and Granger (1987). 
Johansen (1988) developed a likelihood ratio test statistic of rank deficiency 
using residuals. The test is a test of the hypothesis that the rank — Ij^. is at most 
k — g. In case of the multivariate first order time series, the test statistic is 
k 
-n ^ log(l - Xi) (4.18) 
i = k — g ^ l  
where > \ p .  and the are the roots of 
®01®Ô0^®01 - = 0, (4.19) 
and 
n 
500 = 
t=2 
501 = 
t=2 
Sll  = EYf-lYLl-
(=2 
Reinsel and Ahn (1989) obtained a test statistic of rank deficiency which is 
88 
where are the roots of 
n 
|(Ài -  Âi) J] Yf_iY!_i(Ài -  Ài/ -  T { n  -  2)i7eel = 0, 
t=2 
is the Gaussian reduced rank estimator given in Ahn and Reinsel (1988) and 
( = 2  t = ' 2  
n 
i7ee = (n-2)-l53(Yi-ÂiYi_l)(Yi-ÀiYi_l)'. 
t=2 
The Gaussian reduced rank estimator is the least squares estimator of Aestimated 
subject to the restriction that the rank of A^ — is k - g. 
4.2.1 The Ordinary Least Squares Estimator 
Anderson (1951) investigated the likelihood ratio test statistic of rank deficiency 
in the general multivariate linear model assuming normality of {e^}. Applying the 
result to model (4.14), the likelihood ratio for the test that rank deficiency of A^ 
is equal to g is a power of 
k 
n (1-7;)"' 
i=k—g-T\ 
where 7^- are the roots of 
n 
i(Âi - h) E Yi-lY;_i(Ài - I^.)' - 7(« - 2)i7ee! = 0, (4.20) 
t=2 
71 > 72 ^ > 7p and 
t=2 t=2 
n 
i7ee = (R - 2)-l ^(Y( - ÂiY(_i)(Y( - ÂiY(_i)\ 
2 
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See p. 507 of Anderson (1984). Therefore, the log-likelihood ratio is a multiple of 
k 
^ W(l + 7i). (4.21) 
i=k—g-rl 
In .Anderson (1984), the test statistic for rank deficiency is in the form of (4.21). The 
test statistic (4.21) can be approximated by 
k 
E ir (4.22) 
i=k—g-^l 
Therefore test statistic for Hq: g unit roots vs Hless than g unit roots is 
k 
V i; (4.231 
i=k—g-^l 
and test statistic for Hq: g unit roots vs Hh unit roots, for g > h is 
k - h  
E  î i -  (4.24) 
i=k—g+l 
In this subsection, we consider (4.2.3) and (4.24) as test statistics for unit roots for the 
more general assumption on {e^} given in (4.14). Under the null model, we assume 
that g roots of (4.15) are one, the other roots are less than one in absolute value and 
rank of — Ij^. is equal to k — g. We consider the limiting distribution of the roots 
of (4.20) where is the ordinary least squares estimator. 
Since 
i = (l-Â)-U 
where 7 is the root of (4.24) and A is the root of (4.19). Therefore the test statistic in 
(4.21) is equivalent to the test statistic in (4.18). Therefore, using the results given 
by Johansen (1988), we can obtain the limiting distributions of the test statistics 
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given in (4.23) and (4.24). In this subsection, we prove the limiting distributions of 
the test statistics given in (4.23) and (4.24) directly using the results given by Ahn 
and Reinsel (1990). 
We investigate the model (4.17) first because the nonstationary processes and the 
stationary processes are segregated in W(. The following lemma gives the limiting 
distribution of the roots for W^. 
Lemma 4.3 In the model (4-17), assume that {e^} is a sequence of independent 
random vectors with mean 0, covariance matrix oncf sup < L. i = 
•  . k .  f o r  s o m e  i > .  L  >  0. Assume that there are g unit roots and the other roots 
are less than one in absolute value. Consider the equation 
n 
;(Hwl -  h ) " ~ ^  E Wf_iW;_i(Hwi -  1^.)'  -  i S e e '  =  0. (4.25) 
t=2 
where 
Hwi = 
t=2 t=2 
= C-^ÀiC 
n 
See = ("-2)-l;E(Wi-HwiWf_i)(Wi-HwiW^_l)' 
t — 2  
= C-^i7eeC-l'. 
Then the smallest g roots of (4-35) converge in probability to zero and the other roots 
of (4.25) converge in probability to the roots of 
i(Hwl,22 - Ifc-g)'^ww22(^wl,22 ~ ~ T-^e€l.2l = 0 (4.26) 
where 
n 
'^WW22 = plim n ^ ^^2,t-1^2,t-l' 
t=2 
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'eel.2 = S eell '^66r2-^ge22 ee21 
/ 
See = ^ e e l l  ^ € € 1 2  
\  ^€ e 2 \  ^ € € 2 2  
i7ggii is a g X g matrix, is a g x (k - g) matrix, l^ggOl - 9) 
matrix and ^gg22 za a ( A- - g ) x ( t - g ) matrix. 
Proof. By Theorem 1 of Ahn and Reinsel (1990), 
/ 
(H^l - H^^) 
nig 0 
0 ""'W-g 
converges in a distribution. Also 
^  n ' h r  0 
\ 0 
EL2w,_iw;_i 
^ -h 
\ 
n -Lg 0 
0 
^•-<7 / 
f  r l  \ J q  B ( r ) B ( r f d r  0 
y 0 -^ww22 J 
where B(r) is a ^-dimensional standard Brownian motion. Also 
n n 
See = (n-2)-l5^6i6;-(n-2)-1^6iW;_i(Hwi-Hwi)' 
t=2 t=2 
n 
t=2 
n 
M n  -  2 ) - l ( H w i  -  H w i )  X ;  W ( _ i W ; _ i ( H „ i  -  H „ i ) '  
t=2 
n 
= (n-2)-l^e(e; + 0p(a-l). 
t=2 
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— 7-^66' = 0. (4.27) 
Therefore See converges in probability to See and the equation (4.25) converges in 
probability to 
0 0 
0 (HWL22 ~ lA;-^)'^Ww22(Hwl.22 ~ 
Let Gg be an upper triangular matrix such that 
Gg jCggGg = Ij^.. 
Partition Gg into 
/p p \ Ggll Ggi2 
(4.28) 
\ / 0 Gg22 
where Gg^ i s  s . g x g  matrix, Gg^o isagx(t—g) matrix and Ggoo is a ( A'-g) x ( A-g) 
matrix. Then the equation (4.27) is 
/ - - \ 0 0 
y 0 (H;y]^ 22 - lA;-g)-^WW22(Hwi_22 ~^k-g^' y 
0 0 
^g22^^wL22 ~ ^A'-3)-^WW22(^^W1,22 ~ lA.--5f)'*^e22 y 
Gg -
\ 
- • h  
= 0. 
Then the roots of (4.27) are ( 0 .  -  •  •  , 0 , 1 1 ,  •  '  •  i l k - g ^  where (li, ' " A;-g) ^^e the 
roots of 
|Gg22(Hwl,22 ~ Ijk-gww22(Hwl.22 ~ ^-g)'^€22 ~ = 0. 
Since Gg22 and 22 nonsingular and ^ww22 positive definite, -.j is 
positive. Since 
^622*^622 ~ -^ecll •^€el2'^gg22'^ee21 
- '^6el.2' 
,-l 
93 
the result is proven. Z 
Since there exists a transformation C from to and the roots of (4.27) are 
invariant over any linear transformation, the roots of 
n 
i(Âi Yf_lYLl(Âl - 4/ - l^ee = 0 (4.29) 
t='2 
are equivalent to the roots of (4.27). Therefore the smallest g roots of (4.29) converge 
in probability to zero and the other roots converge in probability to positive roots of 
(4.26). 
Now we consider the limiting distribution of the roots. First we investigate the 
model (4.17). This theorem is based upon the results of Ahn and Reinsel (1990). 
Theorem 4.2 Assume that {e^} is a sequence of independent distributed random 
v e c t o r s  w i t h  m e a n  0 ,  c o v a r i a n c e  m a t r i x  S  a n d  s u p  E { \ e i  <  L .  i  =  I .  • • • .  k ,  
for some u, L > Q. Assume that there are g unit roots of (4-15), the other roots 
of (4-15) are less than one in absolute value and that (4-^6) holds. Let Yq be a 
fixed finite vector or a finite vector random variable. In the model (4-17), Then the 
smallest g roots of 
n 
|(Hwi - I/;) ^ ~ ïfc)' ~ = 0 (4.30) 
t=2 
converge in distribution to the roots of 
\r'-  f  I g \  =  0 (4.31) 
where 
Y  =  [ ^ B ( r ) d B ( r ) '  Jo 
94 
n = [ B(r)B(r)'(ir 
VO 
and B(r) is a g-dimensional standard Brownian motion. 
Proof. Let Cvv = and Cw = Partition Cw into 
^Wll ^Wl2 \ 
y ^w21 ^w22 J 
where & g x g matrix. is a. g x (k — g) matrix. C^21 is a ( A; - g) x g 
matrix and Cvv22 is a (t — g) x (A; - g) matrix. Then, by Lemma 1 of Ahn and 
Reinsel ( 1990). 
^Wll — Opi'^ 
Cwl2 = 0p(n-1'2) 
^W21 — Op{n ^ ) 
^W22 — !)• 
.Also let 
n 
Sww = ^^t-l^t-l 
t=2 
/s s \ 
_ °wwll  ^wwl2 
^ Sww21 Sww22 ) 
where S^^vll is a g x g matrix, S;yw]^2 is a g x (& - g) matrix. S^;y21 is & 
(k — g) X g matrix and S^^22 is a (t — g) x (t - g) matrix. Then, by Lemma 1 of 
Ahn and Reinsel (1990), 
^WWll = Opiri^) 
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^WWl2 -
^ W W 2 2  —  O p ( n ) .  
Let 
n 
Pw = Cw^W(_iW;_iC^ 
t=2 
Pwll Pwl2 
\ Pw21 Pw22 
where Pwll is a (/ x 5 matrix. P^vio is a (/ x (A: — y) matrix. Pw21 is a (A' - g) < g 
matrix and Pw22 is a (A- - 5) x (A: - g) matrix. Then 
Pwll = ^wll^wwll^wll ~ ^ Wl2^ww22^wr2 
Pwl2 = ^wl2Sww22^w22 ~ 
Pw22 = ^w22®ww22^w22 ~ 
Also 
iPw - f ^ e e \  
-  iPw22 ~ /^6e22ilPwll ~ f ^ e e l l  ~  (Pw21 ~ /•^662l) 
x(Pw22 ~ /^6622) ^(Pwl2 ~ /^eel2)i 
and 
(Pw21 ~ /^e€2l)(Pw22 ~ /^€e22) ^(Pwl2 ~ f^eeVl) 
— (^wl2^ww22^w22 
* / — ^ 
x(Cw22Sww22^w22 
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x(Cw22^WW22^wr2 -r op( n^) 
* " / 1/2 
= (Cwl2^ww22^w22 )) 
^ ^ W22^ WW22^ w22 ) ^ + op(n ^)) 
A  */ 1/2 
x(c-w22^"ww22^wr2 •*• °P^" )) 
- ^wl2^ww22^wl2 
Therefore 
iPw -  /-Seel  
= 'Pw22 ~ /•^ee22ii^WllSwwll^Wll ~ f ^ e e l l  ~  op(l)'-
Then «~^Pw22 -^€€22 <:oiiverge in probability to positive definite matrices. 
Therefore the roots of :P^22 ~ /•^ee22l divided by n converge in probability to 
positive parameters. Therefore the smallest g roots of (4..30) are associated with 
'^wll®wwll^wll ~ f^eell - op( 1)1 = 0. (4.32) 
By Lemma 1 and Lemma 3 of Fountis and Dickey (1989), 
n n 
t='2 t='2 
where is the first g elements of e^. Therefore (4.32) is 
n n n 
' E Z Wl.(-lW'i -£ - /É„u + op(l)! = 0-
t=2 t=2 t=2 
Then by Theorem 2.6 of Phillips (1988) and Lemma 1 of Ahn and Reinsel (1990), 
è  ^ ^r6ul/ ' B ( r W B(r)'l' r-Vf 
t=2 
(=2 
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where B(r) is a ^-dimensional standard Brownian motion. Also i/ggu converges in 
probability to l/ggU be Lemma 4.3. Therefore (4.32) converges in distribution to 
1( B ( r ) d B ( r ) ' ) ' [  B(r)c/B(r)' - / 1^1 = 0 Jo Jo Jo 
and the result is proven. • 
By the transformation from W( to Y^, we obtain the limiting distribution of the 
roots for the general model (4.14). 
Corollary 4.2.1 For the  model  (4-14) ,  the  smal les t  g  roots  of  
n 
:(Ài -I f , )  Y ,  Yf-iY;_i(Ài - I;-.)' - /±ee; = 0 (4.-33) 
t=2 
converge  in  d is tr ibut ion to  roots  of  (4-31) .  
Proof. There exists a transformation Tw from Y( to defined in (4.16) and 
Tw is nonsingular. Then in equation (4.33), 
n 
:Tw:!(Ài - h . )  Y ,  Yi-lY!_i(Âi - 1^)' -
t=2 
n ^ 
= iTw(Ài - IfcjTw'i TwY(_iY;_iT^iTw^ (À; - IJ./T'W 
t=2 
"/Tw-^eeT^I 
n 
= i(Hwi - Ijt) ^ ^(-l^(-l(Hwl - ~ f ^ e e \ '  
t= '2  
Therefore the roots are invariant over the transformation and the result follows from 
Theorem 4.2. • 
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Now we can obtain the limiting distributions of the test statistic for the test of g 
unit roots. 
Corollary 4.2.2 In the model (4-H)i 1st fi be the roots of (4.33), where > ^2 — 
••• > ff^. Also let /g be the roots of (4-31), where fi > fo ^ ^ fg- Then 
Z - = k _ g + l  f i  c o n v e r g e s  t o  E f j f '  f i -
Proof. From Theorem 4.2, the roots of (4.31) converge in distribution to the 
roots of (4.33). Therefore the ordered roots of (4.31) converge in distribution to the 
ordered roots of (4.33) and the result follows. ^ 
Now we consider the model with intercept 
YF = Aq -r -r (4.34) 
where Yq is an initial condition and {e^} is a sequence of independent random vectors 
with mean 0. covariance matrix See and sup E{\ei i\^~'^} < £ for i = 1. - • • . k .  for 
some u and L > 0. Then the ordinary least squares estimator is 
n 
tz=2 
t=2 
where 
t=2 
The estimator of is 
i7ee,/i = (n-3) ^ -Y(_i))} 
(=2 
x{Y(--?,o|-Âi,p(Ye_i-Y,_i))}'. 
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It follows that the equation analogous to (4.33) is 
~ - I;;.)' 
-/i7ee,/(! = 0. (4.35) 
Also the transformed model with intercept is 
= HwO ^ 6^ (4.36) 
where 
W t  =  C - ^ Y t  
HwO = C~^Ao 
Hwl = C-^AiC 
and C is defined in (4.16). The equation analogous to (4.25) is 
-/•S£E.,/; = 0. (4.37) 
where 
n 
t=2 
t=2 
n 
i=2 
x{W( - W,o) - Hwl.^(Wt_i - W,_i))}' 
*(_,) = C-D-'EWi-i-
t=2 
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Then by Phillips and Durlauf (1986). 
and from Ahn and Reinsel (1990), 
t=2 
- I' B(r)'jB(r) - B(r)</rB( 
and 
n 
E<Wu- l  -
t='2 
- B(r)Jr B(r)'</ril;;//^. 
Therefore we can obtain the limiting distribution of the roots of (4..35). This theorem 
is based upon the results of Ahn and Reinsel (1990). 
Theorem 4.3 In the model (4-34)i Assume that {e^} is a sequence of independent 
distributed random vectors with mean 0, covariance matrix on j 
sup E{''eiy\^~'^} < L, i = 1, " '. A:, for some u. L > 0. Assume that g roots of 
(4-15) are one and the other roots of (4-15) are less than one in absolute value, and 
that (4-16) holds. Lei Yq be a fixed finite vector or a finite vector random variable. 
Then the roots of 
— fSee.fll = 0 
converge in distribution to the roots of 
\r'^n-W^-fig\ = Q (4.38) 
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where 
B ( r ) d B { r ) ' -  B { r ) d r B ( l ) '  
fin = [ B{r)B(r)'dr — f B { r ) d r  [  B ( r ) ' d r  Jo JO Jo 
and B(f) is a g-dimensional standard Brownian motion. 
Proof. The proof follows that of Theorem 4.2. Z 
Corollary 4.3.1 In the model (4-34), let be the roots of (4-35), where j > 
f^i:2 ^ ^ i be the roots of (4.38), where > f^^ 2 > ••• > 
f ^ . g .  T h e n  c o n v e r g e s  t o  V f j / '  f ^ ^ j .  
Proof. Omitted. Z 
4.2.2 The Standardized Least Squares Estimator 
In this subsection, we introduce a new estimator for the multivariate autore-
gressive model by standardizing the regression variables. Before standardizing, Yf 
is transformed with an estimated transformation that estimates the transformation 
such that the first g elements of the transformed process from are first order au-
toregressive processes with a unit root. The roots of an equation analogous to (4.20) 
are obtained for estimators based upon the standardized transformed process. 
Before considering the model (4.14), we investigate a special case. Consider the 
model 
+T7f (4.39) 
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where Hy^ is of the form 
/ 
Hvi = 
\ 
\ Hvl,21 Hvi.22 ) 
where 21 s .  (k  — g)  x  g  matrix and Hy2,22 is a - g) x (A; - g) matrix, and 
the covariance matrix of 77^ is the identity matrix. Let be a diagonal matrix 
whose diagonal elements are the same as the diagonal elements of — 
Then the model (4.-39) expressed in terms of standardized variables is 
and the standardized least squares estimator of is defined to be 
Hyl - jjHyJ^MyJ 
where the ordinary least squares estimator of Hy^ is 
t=2 t='2  
Then for the estimator (4.40) the equation analogous to (4.30) is 
KHvi - - h)' — 1 / TJ 
(4.40) 
(4.41) 
or 
where 
' (Hyl — Dy)  ^  V^-iV^_i(Hy2 — Dy)'  — fSrfrjl  — 0 
t= '2  
- 1  Dv = My 
(4.42) 
t=2 
The limiting distribution of the roots of (4.42) is given in the following lemma. 
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Lemma 4.4 For a g-dimensional standard Brownian motion, B(r), let 
« > =  B { r ) d B ( r ) '  -  B ( r ) B ( r ) ' d r J  JQ JO 
and let 
n  ~  [  B ( r ) B ( r ) ' d r  Jo 
where J is a diagonal matrix whose (i,i) element is 
Bi(l)2[2 Bi(r)^dr\-'^ 
JO 
a n d B i i r )  i s  t h e  i - t h  e l e m e n t  o f B ( r ) .  F o r  t h e  m o d e l  (4-39) ,  assume that { r j f }  is a se­
quence of independent distributed random vectors with mean 0, covariance matrix I^. 
and sup < L, i = I, - • • ,k. for some u, L > 0. Also assume that char­
acteristic roots o/Hy]^ 22 /ess than one in absolute value. Let Vg, - -. Vn 
be observed. Let Vq be a fixed finite vector or a finite vector random variable. The 
smallest g roots of (4.4S) converge in distribution to the roots of 
1^1 = 0. (4.43) 
Proof. Let Ry be a diagonal matrix whose (i,i) element is 
t=2 
Then 
Dy = Iji. + Ry 4- O p { n ~ ^ )  
where Dy is defined in (4.42), and equation (4.42) is 
!{(Hvi -Ia:)-IIv}E|L2V(_iV!_i{(Hvi -I(.)-Rv}' (4.44) 
—/Sïjij + Op{n Ml = 0. 
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To make of (4.39) a block diagonal matrix, define 
Let 
/ 
Tu = 
(^Vl,22 ^ k — g ^  ^Vl,21 ^ k — g  )  
Sw 
*"1 
= TuV(, 
= TUI^t^T/TU 
— TuHy]^Ty 
= Tu%. 
Then 
Ui = 
/ 
\ l'v22 y 
Uf_l + ut 
and the covariance matrix of the first g elements of is the identity matrix. Also 
the first g elements of U( and are the same as the first g elements of and 
respectively. With the transformation Tu, equation (4.44) becomes 
{IHul - Ifc) - TJ'RvTu} S,"^2 U(-lU'i_i{(Hui - It.) - TjI RvTu}' 
—f Si /u  +  Op(  n  ^ )| = 0. 
Let Cu = Hui - Ifi and partition Cu into 
^Ull ^Ul2 
^u21 ^u22 
where Cyn is a g x g matrix, Cy^2 is a y x (fc — g)  matrix, Cy21 is a.  (k  — g)  x  g  
matrix and Cu22 ^ — g) x (t — g) matrix. Then, by Lemma 1 of Ahn and 
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Reinsel ( 1990), 
Let 
Cull = O p { n  ^) 
Cul2 = Cp(n-l/2) 
C u 2 1  =  O p ( n ~ ^ )  
Cu22 = Op(l). 
Suu = l]U^-lU[_i 
t=2 
^uull ^uul2 
®uu21 Suu22 
where Syull is a g x g matrix, Suur2 is a g x ( A- — g) matrix. Suu21 is a ( A- — g) x g 
matrix and Suu22 is a (A- — g) x (k - g) matrix. .A.lso 
/ 
TuRyTy^ = 
\ 
'^u21 h-c 
/ 
Ryll 0 
0 R, 
\ / 
g /  \  -  "V22 / 
Ryll 0 
^ '^u21^vll ~ I^v22^u21 ^v22 y 
where Ty^l = (HvL22 " h-g)~^^yi:21' Then 
\ 
\  -'^U21 h-g  )  
Ryll = O p { n  ^ )  
Rv22 = 
TU21^V11 ~ ^ Vll'^u21 - O p ( n  ^). 
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Let 
Pu = (Cu-TuRvTÛ^)X]Uf_iU;_i(Cu-TuRvTûM' 
t=2 
^ ^Ull Pul2 
y Pu2i Pu22 y 
where Pyll is a g x g matrix, Pul2 is a 9 x - g) matrix. Pu21 is a (t - g) x g 
matrix and Pu22 ^ - g) x (t - g) matrix. Now Suuj2 = Then, 
by the argument used in Theorem 4.2, 
Pull - (^ull ~ ^Vll)®UUll(^Ull ~ ^vll)' 
+CU12Suu22^U21 
= Cy]^2Suu22^u22 
= ^u22^uu22^u22 
Pu 12 
Pu22 
and 
Pu - f ^ v u  \  
- 'Pu22 ~ /•^i/i/22ii(^ull ~ ^vll)^uull(^ull - ^ vll)' 
where 
Sl/U = 
^ T T ^ 
^uvll ^i/ul'2 
v / •^1/1/21 ^uv22 
Then a"^Py22 ^ind Syy22 con^verge in probability to a positive definite matrices. 
Therefore the roots associated with !Pu22 "" f^vu22\ divided by n converge in 
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probability to positive parameters and, hence, the roots of Pu22 diverge. 
Therefore the smallest g roots of (4.42) are associated with the equation 
i(^ull ~ ^vll)^uull(^ull ~ ^ vll)' ~ "^(1)1 = 0- (4.45) 
By Lemma 1 and Lemma 3 of Fountis and Dickey (1989), 
n n 
Cull = E''i,('"'i,t-i<Eui,(-iu'i,i-ir^ + <'p<''"'i 
t='2 t—'2 
where is the vector containing partition of the first g elements of and i 
is the vector containing the first g elements of %/(. Let •P' be 
n n 
" ~ ^Vll ^ ^ li-l^U-l)-
f = 2  t = ' 2  
Then by Lemma 1 of Ahn and Reinsel (1990), 
,1 
o/_v/v/ 
"'è''i.(U'i,(-i C 
t = 2  «/u 
è ui,(-iu'i,,_i c  
t = 2  t/U 
Therefore converges to 
iP = / B(r)£/B(r)' — / B(r)B(r)VrJ 
Vo VO 
and the roots of (4.45) converge in distribution to roots of (4.43). Therefore the result 
is proven. G 
By stochastic integration, 
b i { r ) d b i ( r )  =  2 - h b i { l ) ^  -  1 ) .  
J\J 
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Therefore the diagonal elements of are —2~^. In the univariate case, the limiting 
distribution of the root is (4 Jq  B(r}^dr)~^ is the same as the limiting distribution 
of square of the pivotal statistic of the standardized least squares estimator given in 
(2.25) because G is equal to Jq  B(r\^dr by Chan and Wei (1988). 
Consider the model (4.14) and the equation 
n 
!(Âl -h) Y, - In)' - /i^l = 0. (4.46) 
t—'2 
Let Q be an orthogonal matrix such that 
n 
Q'G1(ÀI - I^.) Y, Yi-iY;_i(Ài - lA.)'GeQ (4.47) 
t='2 
is a diagonal matrix whose diagonal elements are ordered where Ge is an upper 
triangular matrix such that 
Ggi^eeGe = 
We use Q and Gg to define the standardized least squares estimator for Y^. Let 
Tv = Q^Gg. Then by applying Ty to the model (4.14). we have 
TyY^ = TvA][Tv^TvY^_i -Tve^. 
Let 
- v t  = TvYf 
Hyi = tvA^Ty^ 
v t  =  TyCf 
and write 
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Then the standardized least squares estimator of is 
Hyl = gHyl^V,! 
where is the ordinary least squares estimator of Hy^ and • is a diagonal 
matrix whose diagonal elements are the same as the diagonal elements of 
The standardized least squares estimator of is 
Al =tylHyltv. 
For standardized V^, the equation analogous to (4.46) is 
ifftvi - - It)' - /M-2 ; = 0, (4.48) 
t='2 
or 
n 
K H y i  - D y ) ^  V ( _ l V ; _ i ( H y i  -  D y ) '  -  /  I ^ . :  =  0 .  
t=2 
or 
n 
i(Ai - Y, Yi-iY;_ib^,(Ai - i;i)' - / i;«i = o, 
t=2 
where Dy = My qM ^ p Dy = Ty ^Ty, and 
l7gg=tylM-2tyl'. 
Theorem 4.4 Assume that {e^} is a sequence of independent distributed random 
vectors with mean 0, covariance matrix S and sup < L, i = I, - • • ,k, 
for some u, L > 0. Assume that there are g unit roots of (4-15), the other roots of 
(4-15) are less than one in absolute value and that (4-16) holds. Let yq be a fixed 
finite vector or a finite vector random variable. Let f^ be the roots of (4-48) where 
> ^2 - " ' - fk- /j be the roots of (4-43), where > /g > " > 
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fg. Then converges in distribution to and, hence, ^ f i  converges in 
distribution to ^ f:. 
—'1=1 
Proof. For Tw, the transformation from Y( to defined in (4.17), let 
Ge 
where Ge is the upper triangular matrix. Then Gg is the positive definite square 
root of See defined in (4.28) because 
s e e  —  T'w'^eeT^. 
Let Q be the orthogonal matrix of (4.47). Then the diagonal matrix of (4.47) can be 
written as 
n 
Q'Gé(Hwl - IWZ W(-lW;_i(Hwi -  I j I 'g.Q.  
f=2 
Let P = GgQ and partition P into 
P l 2 ^  
\ P2I P22 J 
where \s g x g matrix. P22 is the g x (k — 1) matrix, P21 is the {k — g) x g 
matrix, and Pgo is the (k - g) x (k - g) matrix. By Lemma (4.3), 
n 
(Hwi - Ijln-l y ,  - It)' 
t=2 
(4.49) 
converges in probability to 
0 0 
y  0  ( H w l , 2 2  ~  - g ) W W 2 2 ( 1 , 2 2  ~  ^ k - g " ) '  
I l l  
and the smallest g roots of (4.49) in the metric See converges in probability to zero. 
Because 
QGei7eeG;Q' = ^  
the roots of (4.49) in metric 17eg are the same as roots of 
n 
Q'G^diwi ^ -It)'G,Q (4.50) 
t—2 
That is, the smallest g diagonal elements of (4.50) converge in probability to zero and 
the other diagonal elements of (4.50) converge in probability to the roots of (4.26). 
Because 
(Hwl.22 ~ lA-g)'^ww22(Hwl,22 ~ 
is positive definite and 
P'(Hwri,22 ~ lA;-g)-^ww22(HwL22 ~ 
converges in probability to the diagonal matrix with g first diagonal elements zero. 
Pl2 converges in probability to 0. Let 
P = Pii 0 ^ 
\ P21 P22 ) 
Then P = P + op(l). Let = P'W^. Then 
= Hvl^(-1 
where 
Hyl — PH^^P \ 
m  =  
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and defined in (4.8). Then 
n 
(Hvl  -  Dv) E V<-iV;_i(Hvi  -  Dv)'  
t=2 
n 
= (Hvi-Dv)X;Vt_iV;_l(Hvi-Dv)' + op(l) (4.Ô1) 
t=2 
where 
Hvl = 
t='2 t='2 
Dv =  MvoMy j ,  
n 
Sr,r, = (n-2)-l j ; ; ( V t - H v i V ^ _ l ) ( V i - H v i V ^ _ l ) '  
t=2 
and My be a diagonal matrix whose diagonal elements are the same as the diagonal 
elements of V^_^. and Dy are defined in (4.42). Also the covariance 
matrix of rji is 
^ t f t )  = P'^^eeP 
= P^l^egP -r Op(l). 
Therefore Srfrj converges in probability to Iji^ and, hence, Èrjrj converges in probabil­
ity to Ijfj. Therefore, because the matrix (4.51) is the matrix in the second expression 
of (4.48), 
h  = /i + op(l) 
where are the roots of 
n 
KHvl - Dv) Y. Vf-lV;_i(Hvi - Dv)' - /P'i^eePI = 0 (4.52) 
t=2 
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and £:•••> /)t and /j are the roots of (4.48). 
The limiting distributions og the roots of a process with lower block triangular 
coefficient matrix were obtained Lemma 4.4. Now 
H VI = PH WP 
' 11  
, - l  
0 
P2I P22 
Ig 0 
0 HwL22 
\ 
» -1 
11 0 
-P22'P2iPU P22 
Hvl,21 Hyi 22 / 
Hvl,21 = P2lPr/ ~ P22HwL22P-^2^P2lPr/ ^vl:22 = ^22^wl,22^22 ' 
Therefore Hyj is a block lower triangular matrix. By Lemma 4.4, the smallest g 
roots of (4.-52) converge in distribution to the roots of (4.43). Hence the result follows 
because the differences between the roots of (4.52) and the roots of (4.48) converge 
in probability to zero. Z 
The first g elements of TyY^ are estimated first order autoregressive processes with 
a unit root. 
For the model with intercept. 
Yf = Aq-t-AiYf_l  + (4. .53)  
we can obtain the standardized least squares estimator by correcting each observation 
for the mean. Let be an orthogonal matrix such that 
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is a diagonal matrix where 
and 
À 1 , , .  =  E ( Y ( - Y , o , M Y , _ i - Y , _ I , ) '  
i=2 
= < { E ( Y i - 1  - Y , _ i ) ) ( Y f _ i  - Y ,  
t='2 
n 
s e e . f i  =  ( n - 2 )  ^  -  Y ( 0 )  -  -  Y ( _ ^ ) ) }  
t=2 
• ^ { ^ t  -  Y(o) -
Then the equation analogous to (4.48) is 
n 
(Hyl.// - Ôv,/() ^ - fST)TJ,fi' = 0 (4.54) 
t=2 
where 
n 
Hvl./i = - V(o))(V^,,f_i -
t=2 
x{E(Vp,(-l - V,_1,)(V^,,_1 - V,_1,)'}-!. 
t='2 
v,_i, = ("-D-^EVi-i-
t=2 
Dv/i is a diagonal matrix whose (i,/) element is 
t=2 t=2 
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and is an i-th element of The following 
theorem gives the standardized least squares estimator and its limiting distribution 
for the model with intercept. We can prove the theorem using the same arguments 
as used in the proofs of Theorem 4.3 and Theorem 4.4. 
Theorem 4.5 Assume that {e^} is a sequence of independent distributed random 
vectors with mean 0, covaridnce matrix S and sup <1, i = !,•••. A-. 
for some u. Z > 0. Assume that there are g unit roots of (4-15), the other roots of 
(4-15) are less than one in absolute value and that (4-16) holds. Let yq be a fixed 
finite vector or a finite vector random variable. Let f^ j^ be the roots of (4-54) where 
4,1 ^  //i.2 ^ ^ fn,k- let f^^i be the roots of 
where f^^l> 
^ B(r)d'B(r)' - B(r)drB(l)' -
fin = [ B(r)'B(r)'dr — [ B{r)dr [ B{r)'dr. 
Jo Jo Jo 
3^ is a diagonal matrix whose (i,i) element is 
iB,-(I)2 -2 Bi(r)drBi{l)\{2 Bi(r)'^dr - 2( B,-(r)cir)2}-l 
j o  « / o  « / o  
B(r) is a g-dimensional standard Brownian motion, and B^(r) is the i-th element of 
B(r). Then the j converges in distribution to the limiting distribution to j and, 
hence, converges in distribution to 
Proof. For convenience, assume that .4q  = 0. Let be the first element of 
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and let 
n 
t=2 
Then 
n n 
( " ^ l(-l))^) 1/2-1 (4.55) 
converges in distribution to 
Bi(1)2 -2 f\i(r)drBi(l). 
JO 
The equation (4.55) is 
- ^ 1(0))^ - 1Z(('1.(-1 - ''l(-l))'^u2 ^ 
t='2 t='2 t=2 
- 0 ,  
• r O p ( n  " )  
n  
=  n i r ^  ^  -  ( n  -  l ) ( i ' f ( 0 )  ~  ^ ( I ' l ^ f - l  "  ^ l ( - l ) ) ^ ) " ^  "  O p ( n ~ - )  
t=2 
n  
= "')'L --^1(-1)''1.M^(^Z(''U-1 -2(" -Op(n-2) 
t=2 
Then from the result of Theorem 4.4 and Lemma 1 of Ahn and Reinsel (1990). 
- Bid) 
n-l/2c.i(_j| A /  Bi(r)</r 
t=2 
Therefore the first g  elements of Dy,^ — converge in distribution to Let ( 
be the first g elements of and let 
t=2 
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Then by Lemma 1 of Ahn and Reinsel (1990), 
t='2 
— [ B(r)B(r)(/r- [ B(r)dr [ 'B(r)'dr 
JO Jo JQ 
É=2 
- f B ( r ) d B ( r ) ' - f B ( r ) d r B ( l ) ' .  
Jo Jo 
Therefore theorem is proven from the results of Lemma 4.4 and Theorem 4.4. ~ 
In this chapter we reviewed previous results on the properties of estimators of 
the multivariate processes with unit roots and reviewed previous results on tests for 
unit roots. We introduced a new estimator for the parameters of the multivariate 
autoregressive process. The estimator is analogous to the estimator for the univariate 
process based upon standardized variables. Hence we call the new procedure stan­
dardized least squares. We demonstrated that the use of standardized least squares 
in the multivariate situation leads to distributions that are extensions of the distribu­
tions for univariate standardized least squares. The limiting distributions associated 
with the unit roots for standardized least squares differ from the limiting distribution 
associated with ordinary least squares. 
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5. MONTE CARLO STUDY 
In the previous chapters, we investigated the large sample behavior of several 
estimators of the parameters for stationary and nonstationary autoregressive pro­
cesses. Because the results were based on large samples, the magnitude of the bias 
for samples encountered in practice is unknown. To investigate the performance of 
the estimators in finite samples, we carried out a Monte Carlo simulation. Programs 
for univariate time series were written in FORTRAN using double precision arith­
metic. SASGRAPH with the spline option was used to draw continuous and smooth 
power curves. For multivariate time series, the SAS MATRIX procedure was used. 
5.1 Univariate Time Series 
5.1.1 Model 
We consider a second order autoregressive time series 
Yt = ag + f a2}(_2 + (5.1) 
where {e^} is a sequence of normal random variables with mean zero and variance 
one. In the Monte Carlo study, the errors were assumed to have normal distributions 
with mean zero and variance one. The errors were generated using the DRNNOF 
subroutine in the IMSL package. The intercept ag was set equal to zero in the 
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simulation. Let the characteristic equation associated with (5.1) be 
0 
m — ajm — a2 = 0 (5.2) 
and let and mo be the characteristic roots. If both roots are less than one in 
absolute value, the initial observations were generated by 
n = 
1-2 = 7(0)"^ /S(l)ei-r{7(0)-7(0)-S(l)-}^ /'^ e2 
where 
1(0)  =  
1(1) = 
( 1 -i- Q2 )( 1 — aj - ao )( 1 -r aj — ao ) 
" «L L 
( 1 CIO )( 1 ~ m — C12 )( 1 — — 0:2 ) 
With this construction,is stationary. W'hen one root is one and the other 
root is less than one in absolute value, the initial observations were generated by 
I'o = 0 
Fi = (l-4)-V2ei 
12 = (l-Q2)li + e2. 
Then t  = 1,2, , is a stationary autoregressive process with root 
equal to —a2-
In the simulations, the root, was fixed at 0.8, 0.0, and -0.8, and the other 
root, m2, was varied from 1 to -1. The coefficients aj^ and Q2 were determined 
by each pair of and m2- Ten thousand samples of size n=100 and n=25 were 
generated for each pair of roots. We considered estimators for two cases. In one the 
120 
parameter ag is estimated. In the other the parameter ag is assumed to be known 
and equal to zero. 
.Assuming the intercept is zero, the ordinary least squares estimators are 
/ . 
"1 
V " 2  
= (x'X)-IX'Y (0 ) - (5.3) 
9i = âi 4- Q2, 
and the ordinary least squares test statistic for a unit root is 
where 
V(9i)  = (1 ,1) (X'X )-1(1,1)V^, 
(=3 
X = Y(_2)), 
Y(i) = 
Note that for n = 100, there are n - 2=98 observations in the regression. The divisor 
for s" is n — 4 because there are re — 2 observations and 2 estimators. 
The symmetric least squares estimators for the model without intercept are 
/ . \ 
= (X^Xa)-^X^Y' (0)3  
^(5)1 
^(3)1 = <^(5)1 -"(3)2' 
and the test statistic for a unit root is 
'V)i ^ 
(5.4) 
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where 
' i )  = (2"-8)-'i;{(n-i(„in-i-â(,)2n-2)^ 
t=Z 
Xs = (Y(_j)^,Y(_2)3), 
Y(,), = 
The divisor of is 2n — 8 because the degree of freedom for the ordinary least 
squares estimator is n — 4 and the same data set is used twice. 
The standardized least squares estimator of is defined in terms of the least 
squares estimator by 
<9^ =  d i à i  —  d 2 ô i 2  
and the test statistics for a unit root is 
where 
V-(^l) = (c/i,c/2)(X'X)-l(c?i,(f2)V-. 
An estimator of the largest root based on the symmetric approach is 
* /  *  * / *  
where 
mi = (R(_i)R(_jj + R(0)R|0)) ^2 R(_i)R(Q) (5.5) 
R(i) = Mz{Y(_,-)-Y(_,-_i)(èAltir^E^Wi-lK 
<=3 (=3 
Mz =  I -Z(Z'Z) -1Z' ,  
Z = Y(_i)-Y(_2). 
The corresponding test statistic is 
where 
v ( m i )  =  2(R(_i)R(_j)-f-R(0)R(0)) 
- (2n-8) H(R-(0) "'"I R-(-l))'(R-(0) ~'"1 ^ (-1)^ 
+ (R-(-i) -^1 R(0)/(R(-i) -^1 R(0))}' 
For the case that the model has an intercept, the least squares statistics in (5.3) 
are calculated by replacing with where 
=  ' ^ ( i )  ~ ~ - ' > ~ ^ ^ n - 2 ^ n - 2 ^ ( i )  
and Ifj—2 ^ column vector containing n-2 ones. Therefore, for the model with 
intercept, the ordinary least squares estimators are 
/ . 
h , n  =  
and the ordinary least squares test statistic for a unit root is 
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where 
4 =  ( " - 5 ) ~ ^ ( Y ( o ) , ^ - Q 2 , ^ Y ( _ 2 ) ^ ^ , ) '  
The divisor for the estimator of cr^ in the model with intercept is n — 5 for the ordinary 
least squares estimator instead of n — 4 because one more parameter is estimated. 
For the symmetric least squares estimator for the model with intercept. 
\ ^ ( s ) 2 4 i  )  
V )L// = ^ { s ) l . n  -
and the test statistic for a unit root is 
' ( s ) l . f i  ( s ) l , n  
- 1 )  
where 
^ s . f i  = (Y(_i)5^^,Y(_2)5^^), 
The divisor of ^ is 2(n — 5) because the degree of freedom for the ordinary least 
squares estimator is n — 5 and the same data set is used twice. 
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For the symmetric least squares root estimator for the model with intercept, 
'"1.^ =(R(-i),;iR(_i),,i +R(0),/(R(0),^)"^2R(-i),/iR(0).// 
where 
Mz^, = I — Zyu ( Z^i ) ^zj,, 
- Y( _ 2 ) ^ ^ ,  
=  Z - ( n - 2 )  ^ l n _ 2 ^ n - 2 ^ '  
The corresponding test statistic is 
where 
r(mi) = 2(R(_I),^R(_I)^^ -R(0),^R(0),^)~^4,/t' 
4,/ i  =  ( 2 7 )  -  8 ) - ^ { ( r ( q ) ^ ^  ^ ( - 1 ) . ; , )  
Note that the mean adjustment for ordinary least squares (5.3) corresponds to 
the ordinary least squares regression of on Ff-i and Y^_2 including an intercept 
in the regression. After some preliminary experimentation, it was decided to adjust 
each of the regressors by its respective mean. 
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Burg's estimator for the model without intercept is 
where 
©11 
"B2 = ®22 
h , b  = ®11 + ^ 22 - <Pll^22 
t='2 t='2 t='2 
a  b l  
- <Pll^f-l)" + ^(^(-2 - ®ll^i-l)"i 
f=3 t=Z 
n 
-< - '^ll^f-l)(^t-2 - ®llii-l)r 
t=Z 
Oil - 011022-
2i-l 
The approximate variance of 9-^ jg is 
^'(^l.g) = ^2 
/ -1  
7 ( 0 )  1 (1) 
7 ( 1 )  7 ( 0 )  
locr" 
— 2(1 — oJ]^)(l — 022) 
since cr^ =  7 ( 0 ) (  1 — @11 )( 1 — 902) 7 (1) = 7(0)c»ii. Therefore a pivotal statistic 
for Burg's estimator is 
Tg = iV'(9i,B)r'''2(«i,B - 1) 
_ /(1 - iPn (l - •?22)\ 
\ 2( 1 + (Î22 ) / 
If there is an intercept in the model, Burg's estimator is calculated by replacing ©n 
with ©11,^ where 
h i . , ,  = Ê(y( - fKii-i - n 
t=2 t=2 
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f  =  " - ' Ê n -
t = l  
Note that in Burg's estimator the mean adjustment differs from that of other estima­
tors. The Burg's adjustment is made using the grand mean while in other estimators 
each vector is adjusted by its respective mean. 
The ordinary least squares test statistic, r; , and the ordinary least squares root 
^1 
test, have the limiting distribution given in Dickey and Fuller (1979). We say the 
ordinary least squares test and the ordinary least squares root test are tests based 
on the ordinary least squares method. The symmetric least squares test statistic. 
. Burg's test statistic, rg, the standardized least squares test statistic, r- , and 
the symmetric least squares root test statistic, have the limiting distribution 
given in Dickey. Hasza and Fuller (1984). The symmetric least squares test. Burg's 
test, the standardized least squares test and the symmetric least squares root test 
are called tests based on the symmetric least squares method. 
5.1.2 Results 
We compared the empirical power of five test statistics: ordinary least squares 
test, symmetric least squares test, standardized least squares test. Burg's test, and 
symmetric least squares root test. The hypothesis that = 1 was tested at the 
significance level of 0.0-5 against the alternative that < 1. The empirical power is 
the fraction of the samples in which the statistic was in the rejection region. 
The empirical power for the model without intercept with sample size n = 100 
is given in Table 5.1. For the model without intercept with sample size n = 100, the 
sizes for the ordinary least squares test are close to 0.05. However the sizes for 
Table 5.1: Empirical Power of Unit Root Test at 
Level of 0.05 for the Model without In­
tercept (10,000 Samples of Size n=100) 
m i  m 2 
" " V l l  
^ 5  ^ m i  
1.000 0.0523 0.0550 0.0631 0.0554 0.0645 i  
0.990 0.1120 0.0344 0.0420 0.0368 0.0438 
0.975 0.1740 0.0815 0.0940 0.0856 0.0954 
0.9.50 0.2979 0.1904 0.2041 0.1918 0.2015 i 
0.900 0..5.334 0.4208 0.4399 0.4206 0.4312 ' 
0.800 0.7900 0.7164 0.73.33 0.7176 0.7216 
0.600 0.9401 0.9160 0.92.32 0.9151 0.9160 ! 
0.8 0.400 0.9771 0.9657 0.9702 0.9654 0.9660 , 
0.200 0.9885 0.9833 0.9853 0.9825 0.9822 1  
0.000 0.9936 0.9904 0.9917 0.9899 0.9899 : 
-0.200 0.9956 0.9938 0.9952 0.9937 0.9937 
-0.400 0.9964 0.9959 0.9966 0.9960 0.9964 
-0.600 0.9971 0.9965 0.9974 0.9968 0.9970 : 
-0.800 0.9977 0.9976 0.9980 0.9958 0.9976 : 
-0.900 0.9982 0.9975 0.9981 0.9944 0.9974 ; 
-0.950 0.9984 0.9974 0.9981 0.9928 0.9976 j 
1.000 0.0523 0.0536 0.0551 0.0518 0.0538 ! 
0.990 0.1024 0.0338 0.0351 0.0336 0.0346 ! 
0.975 0.1795 0.0872 0.0922 0.0880 0.0895 ; 
0.0 0.950 0.3524 0.2423 0.2517 0.2404 0.2415 j  
0.900 0.7492 0.6639 0.6801 0.6649 0.6659 
0.800 0.99.36 0.9904 0.9917 0.9899 0.9899 1  
0.600 1.0000 1.0000 1.0000 1.0000 1.0000 i  
1.000 0.0503 0.0457 0.0484 0.0427 0.0466 i  
0.990 0.1036 0.0347 0.0362 0.0368 0.0350 
0.975 0.1770 0.0880 0.0932 0.0922 0.0885 
—0.8 0.950 0.3628 0.2498 0.2613 0.2533 0.2495 1  
0.900 0.7861 0.7099 0.7268 0.7016 0.7105 
0.800 0.9977 0.9976 0.9980 0.99.58 0.9976 
0.600 1.0000 1.0000 1.0000 1.0000 1.0000 
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Figure 5.1: Power Curves for the Model without Intercept at mi = 0.8 
(10,000 samples of Size n=100) 
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Figure 5.2: Power Curves for the Model without Intercept at = 0.0 
(10,000 samples of Size n=100) 
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Figure 5.3: Power Curves for the Model without Intercept at = —0.8 
(10,000 samples of Size n=100) 
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Table 5.2: Empirical Power of Unit Root Test at 
Level of 0.05 for the Model without In­
tercept (10,000 Samples of Size n=25) 
m o  
\ n  
^5 ^ i h i  
1.000 0.0590 0.0614 0.0864 0.0574 0.1414 
0.990 0.1023 0.0155 0.0311 0.0225 0.0.557 
0.975 0.1107 0.0274 0.0479 0.0360 0.0720 
0.9.50 0.1-331 0.0447 0.0680 0.0509 0.0909 
0.900 0.1604 0.0741 0.1048 0.0807 0.1175 
0.800 0.2001 0.1156 0.1487 0.1220 0.1464 
0.600 0.2.546 0.1657 0.2070 0.1703 0.1891 
0.8 0.400 0.2846 0.2016 0.2434 0.2029 0.2146 
0.200 0.3069 0.2231 0.26.39 0.2204 0.2315 
0.000 0.3202 0.2348 0.2773 0.2342 0.2411 
-0.200 0.3309 0.2456 0.2889 0.2474 0.2506 
-0.400 0.3367 0.2534 0.2997 0.2587 0.2.597 
-0.600 0.3427 0.2627 0.3071 0.2699 0.2649 
-0.800 0.3473 0.26.54 0.3144 0.2805 0.2632 
-0.900 0..3464 0.2647 0.3120 0.2895 0.2628 
-0.950 0.3448 0.2622 0.31.35 0.2950 0.2.554 
1.000 0.0519 0.0488 0.0597 0.0467 0.0513 
0.990 0.0724 0.0137 0.0179 0.01.39 0.0164 
0.975 0.0851 0.0249 0.0312 0.02.59 0.0291 
0.950 0.1111 0.0433 0.0534 0.0447 0.0481 
0.900 0.1641 0.0910 0.1135 0.0916 0.0977 
0.800 0.3202 0.2.348 0.2773 0.2342 0.2411 
0.600 0.6516 0.5867 0.6484 0..5875 0.5915 
0.0 0.400 0.8569 0.8293 0.8707 0.8269 0.8.308 
0.200 0.9481 0.9426 0.9615 0.9369 0.9436 
0.000 0.9810 0.9821 0.9885 0.9781 0.9817 
-0.200 0.9924 0.9933 0.9966 0.9912 0.9934 
-0.400 0.9969 0.9979 0.9988 0.9959 0.9982 
-0.600 0.9991 0.9993 0.9996 0.9977 0.9995 
-0.800 0.9995 0.9997 0.9999 0.9985 0.9998 
-0.900 0.9997 0.9998 0.9999 0.9983 0.9997 
-0.9.50 0.9996 0.9998 1.0000 0.9986 0.9997 
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Table 5.2 (Continued) 
mi mo 
"•^1 ^^(5)1 ""^1 ^mi 
1.000 0.0486 0.0371 0.0456 0.0389 0.0390 
0.990 0.0679 0.0142 0.0166 0.0176 0.0143 
0.975 0.0804 0.0248 0.0309 0.0306 0.02.56 
0.950 0.1076 0.0458 0.0552 0.0531 0.04.59 
0.900 0.1688 0.0953 0.11.58 0.1102 0.0953 
0.800 0.3473 0.26.54 0.3144 0.2805 0.2632 
0.600 0.7651 0.7247 0.7865 0.7099 0.7233 
-0.8 0.400 0.9582 0.9567 0.9725 0.9386 0.9558 
0.200 0.9962 0.9971 0.9982 0.9911 0.9966 
0.000 i 0.9995 0.9997 0.9999 0.9985 0.9998 
-0.200 0.9999 1.0000 1.0000 0.9998 1.0000 
-0.400 1.0000 1.0000 1.0000 1.0000 1.0000 
the three tests based on the symmetric least squares method are significantly greater 
than 0.05 at the 5 % level when = 0.8. The standard error of the estimated 
proportion is 0.0022 for size equal to 0.05 and 10,000 samples. The size for Burg's test 
at = 0.0 and the sizes for the standardized least squares test and the symmetric 
least squares root test at = —0.8 differ from 0.05 at the 0.05 level. The sizes 
for the tests based on the symmetric least squares method tend to decrease as 
decreases. Burg's test generally has better power than the other tests based on the 
symmetric method, but the better power is because the size for Burg's test is larger 
than the nominal size. 
The power curves for the model without intercept with sample size n  = 100 
are given in Figures 5.1, 5.2 and 5.3. The power curves for the test based on the 
symmetric least squares method were close. Therefore only two curves - one is for 
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Figure 5.4: Power Curves for the Model without Intercept at = 0.8 
(10,000 samples of Size n=25) 
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Figure 5.5; Power Curves for the Model without Intercept at mi = 0.0 
(10,000 samples of Size n=25) 
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Figure 5.6: Power Curves for the Model without Intercept at = —0.8 
(10,000 samples of Size n=25) 
136 
the ordinary least squares test and another is for the symmetric least squares test -
are shown in the figures. The power curves show that the ordinary least squares test 
is more powerful than the symmetric least squares test at any The low power 
curves at mo near to one show the bias of the symmetric least squares test for each 
Each test has better power for smaller m^. Also the power of each test converges 
to one faster for the smaller 
For the model without intercept with sample size n = 25, the empirical power 
is shown in Table 5.2. At = 0.8, all sizes are above 0.05. The symmetric least 
squares root test has size of 0.1414 for = 0.8. which is really poor. .Àt = 0.0. 
the size for Burg's test is 0.0597, which is significantly larger than 0.05 at the ô% 
level. The sizes of the other tests are close to 0.05 at mj = 0.0. At = —0.8. 
the ordinary least squares test has the size close to the nominal size of 0.05. but the 
other tests have the lower sizes than 0.05. The size of each test tends to decrease as 
m Y decreases. .A.s with sample size n = 100, the tests based on the symmetric least 
squares tests are biased for n = 25. 
Plots of the empirical power of the tests for the model without intercept with 
sample size 25 are shown in Figures 5.4, 5.5 and 5.6. When = 0.8, all empirical 
power for the model without intercept with sample size n = 25 is below 0.35. The 
ordinary least squares test has better power than the rest of the tests for = 0.8. 
At = 0.0 and —0.8, the symmetric least squares test, the standardized least 
squares test and the symmetric root test are close to each other. Hence the power 
curve for the symmetric least squares test is the only one plotted test for = 0.0 
and —0.8. At mi = 0.0, Burg's test and the ordinary least squares test have better 
power than the symmetric least squares test. The ordinary least squares test has 
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Table 5.3: Empirical Mean Square Error and Ratio of Mean Square Error of 
the Ordinary Least Squares Estimator to Mean Square Error of 
Each Estimator for the Model without Intercept (10,000 Samples 
of Size n=100) 
Mean Square Error Ratio 
mi m2 ^1 ^(5)1 h ^(s)! h .B h 
0.8 
1.000 
0.990 
0.97.5 
0.9.50 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.000072 
0.000053 
0.000083 
0.000127 
0.000224 
I 0.000468 
I 0.001176 
I 0.002186 
! 0.003502 
; 0.005125 
: 0.0070.54 
I 0.009295 
i 0.011854 
i 0.014739 
i 0.017091 
0.000087 
0.000042 
0.000071 
0.000114 
0.000208 
0.000447 
0.001140 
0.0021.30 
0.003423 
0.005020 
0.006922 
0.009132 
0.011662 
0.014.534 
0.016943 
0.000092 
0.000047 
0.000078 
0.000123 
0.000219 
0.000459 
0.001150 
0.002133 
0.00.3414 
0.004993 
0.006876 
0.009069 
0.011.591 
0.014473 
0.016916 
0.000088 
0.000046 
0.000077 
0.000122 
0.000219 
0.000462 
0.001162 
0.0021.59 
0.003457 
0.00.50.59 
0.006966 
0.009187 
0.011740 
0.014665 
0.017144 
0.821 
1.242 
1.166 
1.112 
1.073 
1.048 
1.032 
1.026 
1.023 
! 1.021 
1.019 
1.018 
1.016 
1.014 
1.009 
1.012 
1.012 ! 
1.148 
0.0 
1.000 
0.990 
0.975 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.001384 
0.001009 
0.001505 
0.002101 
0.003151 
0.005125 
0.008949 
0.012704 
0.016464 
0.020284 
0.024186 
0.028189 
0.032324 
0.036600 
0.039790 
0.001707 
0.000879 
0.001362 
0.001973 
0.003035 
0.005020 
0.008861 
0.012625 
0.016386 
0.020202 
0.024094 
0.028084 
0.032210 
0.036479 
0.039619 
0.001703 
0.000880 
0.001361 
0.001968 
0.003022 
0.004993 
0.008813 
0.012570 
0.016332 
0.0201.50 
0.024042 
0.028031 
0.0321.58 
0.036433 
0.039595 
0.001670 
0.000888 
0.001377 
0.001992 
0.003060 
0.005059 
0.008917 
0.012688 
0.016453 
0.020271 
0.024168 
0.028162 
0.032287 
0.036553 
0.039746 
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Table 5.3 (Continued) 
m-i 
Mean Square Error Ratio : 
^1 h ^(3)1 ^1,5 ^1 
1.000 0.004121 0.004911 0.004910 0.004681 0.839 0.839 0.880 : 
0.990 0.00.3210 0.002836 0.002806 0.002849 1.132 1.144 1.126 ; 
0.975 0.004696 0.004309 0.004271 0.004348 1.090 1.099 1—*
 
o
 
00
 
o
 
0.950 0.006500 0.006162 0.006117 0.006223 1.055 1.063 1.044 ' 
0.900 0.009533 0.009248 0.009195 0.009.348 1.031 1.037 1.020 i 
0.800 0.0147.39 0.014534 0.014473 0.014665 1.014 1.018 1.005 ' 
0.600 0.023177 0.023053 0.022989 0.023198 1.005 1.008 0.999 
-0.8 0.400 0.029555 0.029464 0.029404 0.029586 1.003 1.005 0.999 
0.200 0.034043 0.033952 0.033898 0.034042 1.003 1.004 1.000 
0.000 0.036600 0.036479 0.036433 0.036553 1.003 1.005 1.001 
-0.200 0.037144 0.036959 0.036926 0.037055 1.005 1.006 1.002 
-0.400 0.035604 0.035319 0.035303 0.03.5492 1.008 1.009 1.003 
-0.600 0.031880 0.031442 0.031448 0.031766 1.014 1.014 1.004 
-0.800 0.025960 0.025248 0.025274 0.02.5832 1.028 1.027 1.005 
-0.950 0.020617 0.0190.54 0.019093 0.020458 1.082 1.080 1.008 
better power than Burg's test and the symmetric least squares test for mo close to 
one and m]^=0.0. When mo is less than 0.6, Burg's test has better power at m2=0.0. 
At = —0.8, the power curves are similar to the power curves at m^ = 0.0. 
Table 5.3 contains the mean squares errors of the alternative estimators of 
for the model without intercept with sample size n=100. The mean square error for 
the ordinary least squares estimator of 9-^ is smaller than the mean square errors of 
the other estimators in the nonstationary case and larger in the stationary case. For 
the nonstationary case, the bias of the ordinary least squares estimator in Table 5.5 
is much smaller than the biases of the other estimators and the smaller bias causes 
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Figure 5.7: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
without Intercept at mj = 0.8 (10,000 samples of Size n=100) 
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Figure 5.8: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
without Intercept at = 0.0 (10,000 samples of Size n=100) 
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Figure 5.9: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
without Intercept at = —0.8 (10,000 samples of Size n=100) 
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the smaller mean square error. In the stationary case, the symmetric least squares 
estimator. Burg's estimator and the standardized least squares estimator of have 
smaller mean square error than the ordinary least squares estimator of $1, except for 
the standardized least squares estimator at = 0.8 and m2 = —0.95. When m2 is 
close to one but not equal to one, the ratios of the mean square error of the ordinary 
least squares estimator of Oi to the mean square error of the other estimator are 
larger than one. For mi = 0.8 and m2 = 0.99, the ratio of the mean square error for 
the ordinary least squares estimator of to the mean square error for the symmetric 
least squares estimator of is 1.242. This means that the symmetric least squares 
estimator is 24.2 percent more efficient than the ordinary least squares estimator. 
The plots of the ratios of the mean square error of the ordinary least squares 
estimator of to the mean square errors of the alternative estimators of are given 
in Figures 5.7, 5.8 and 5.9. At = 0.8, all ratios are above one when mo is close 
to one. The ratios for the symmetric least squares estimator and the standardized 
least squares estimator are decreasing as mg is decreasing at = 0.8. The ratio 
for Burg's estimator is not decreasing and larger than the symmetric least squares 
estimator and the standardized least squares estimator, but the ratio is close to one 
when m2 is less than 0.6 and = 0.8. At = 0.0. the ratios for the symmetric 
least squares estimator. Burg's estimator and the standardized least squares estimator 
have similar behavior. When mg is 0.99, the ratios are above 1.1. Then the ratios 
decrease and are close to one for m2 in (—0.95,0.7). At = —0.8, the behavior 
of the ratios is different. When m2 is larger than zero and = —0.8. all ratios 
are similar to the ratios for = 0.0. The ratio for the standardized least squares 
estimator is close to one when mo is less than zero and = 0.0. But the ratios 
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Table 5.4: Empirical Mean Square Error and Ratio of Mean Square Error of 
the Ordinary Least Squares Estimator to Mean Square Error of 
Each Estimator for the Model without Intercept ( 10,000 Samples 
of Size n=25) 
mi mo Hi 
Mean Square Error Ratio 
^(s)l ^1,B ^(5)1 ^l.S h 
\ 0.8 
1.000 
0.990 
0.97.5 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.002244 
0.000741 
0.001077 
0.001491 
0.0023.35 
0.004128 
0.008632 
0.014585 
0.022014 
0.030912 
0.041299 
0.053213 
0.066667 
0.081436 
0.0918.39 
0.002207 
0.000498 
0.000743 
0.001086 
0.001807 
0.003463 
0.007722 
0.013397 
0.020520 
0.029081 
0.039108 
0.050675 
0.063881 
0.078770 
0.091148 
0.002583 
0.000714 
0.001028 
0.001447 
0.002249 
0.00.3983 
0.008196 
0.013654 
0.020453 
0.028636 
0.038280 
0.049522 
0.062572 
0.077679 
0.090432 
0.002245 
0.000671 
0.000960 
0.001382 
0.002204 
0.004031 
0.008413 
0.014123 
0.021227 
0.029764 
0.039799 
0.051427 
0.064781 
0.080063 
0.092348 
1.017 
1.486 
1.450 
1.373 
1.292 
1.192 
1.118 
1.089 
1.073 
1.063 
1.056 
1.050 
1.044 
1.0.34 
1.008 
0.869 
1.038 
1.048 
1.0.30 
1.0.38 
1.036 
1.053 
1.068 
1.076 
1.080 
1.079 
1.075 
1.065 
1.048 
1.016 
0.999 ! 
1.105 i 
1.122 i 
1.079 I 
1.059 ; 
1.024 I 
1.026 I 
1.0.33 i 
1.037 : 
1.0.39 
1.038 : 
1.035 • 
1.029 ; 
1.017 I 
0.994 i 
0.0 
1.000 
0.990 
0.975 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.020911 
0.008630 
0.012672 
0.016931 
0.022527 
0.030912 
0.045299 
0.058892 
0.072185 
0.085576 
0.099518 
0.114324 
0.130010 
0.146302 
0.160667 
0.02.3670 
0.007362 
0.010960 
0.015054 
0.020636 
0.029081 
0.043658 
0.057397 
0.070717 
0.084033 
0.097805 
0.112297 
0.127374 
0.142474 
0.154571 
0.023645 
0.007360 
0.010963 
0.015019 
0.020446 
0.028636 
0.042920 
0.056500 
0.069800 
0.083148 
0.096950 
0.111500 
0.126721 
0.142029 
0.154209 
0.022664 
0.007442 
0.011160 
0.015403 
0.0211.39 
0.029764 
0.044580 
0.058351 
0.071646 
0.084957 
0.098801 
0.113526 
0.129134 
0.145233 
0.159254 
0.883 
1.172 
1.156 
1.125 
1.092 
1.063 
1.0.38 
1.026 
1.021 
1.018 
1.018 
1.018 
1.021 
1.027 
1.039 
0.884 
1.173 
1.1.56 
1.127 
1.102 
1.080 
1.055 
1.042 
1.034 
1.029 
1.026 
1.025 
1.026 
1.030 
1.042 
0.923 
1.160 
1.1.36 
1.099 
1.066 
1.039 
1.016 
1.009 
1.008 
1.007 
1.007 
1.007 
1.007 
1.007 
1.009 
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Table 5.4 (Continued) 
mi mg 
Mean Square Error Ratio 1  
h V)1 h,B ^1 ^(3)1 
1  
h 
1.000 0.05.3680 0.058530 0.057919 0.055138 0.917 0.927 0.974 • 
0.990 0.024765 0.021669 0.021235 0.021.547 1.143 1.166 1.149 ; 
0.975 0.036374 0.032702 0.032028 0.032799 1.112 1.1.36 1.109 ; 
0.9.50 0.047746 0.044015 0.043143 0.044477 1.085 1.107 1.074 1  
0.900 0.062695 0.059317 0.058253 0.060142 1.057 1.076 1.042 i  
0.800 0.081436 0.078770 0.077679 0.080063 1.0.34 1.048 1.017 I  
0.600 0.1067.53 0.105032 0.10.3992 0.106446 1.016 1.027 1.003 ' 
-0.8 0.400 0.124663 0.122966 0.122065 0.124447 1.014 1.021 1.002 : 
0.200 0.137698 0.135290 0.134574 0.137161 1.018 1.023 1.004 1  
0.000 0.146302 0.142474 0.142029 0.14.52.33 1.027 1.0.30 1.007 i  
-0.200 0.150014 0.14.3942 0.143889 0.148278 1.042 1.043 1.012 i  
-0.400 0.148610 0.139209 0.139665 0.146183 1.068 1.064 1.017 ' 
-0.600 0.143018 0.128313 0.129411 0.140108 1.115 1.105 1.021 
-0.800 0.137552 0.111891 0.11.3711 0.134579 1.229 1.210 1.022 
-0.950 0.152450 0.098165 0.100225 0.150834 L553 1.521 1.011 : 
for the symmetric least squares estimator and Burg's estimator increase as mo gets 
close to -1. 
For the model without intercept with sample size n = 2-5, the mean square error 
of the estimators of 0-^ and the ratio of mean square error of the ordinary least squares 
estimator of to the mean square error of each alternative estimator of 6i are given 
in Table 5.4. The ratios for sample size n = 25 tend to be larger than the ratios for 
sample size n = 100. For example, at = 0.8 and m2 = 0.99, the ratio for the 
symmetric least squares estimator is 1.486 with sample size n = 25, while the ratio is 
1.242 with sample size n = 100. Therefore the efficiency of the ordinary least squares 
estimator tends to be lower in the smaller sample. At mj = 0.8 in the nonstationary 
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Figure 5.10: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
without Intercept at mi = 0.8 (10,000 samples of Size n=25) 
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Figure 5.11: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
without Intercept at mj = 0.0 (10,000 samples of Size n=25) 
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Figure 5.12: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
without Intercept at = —0.8 (10,000 samples of Size n=25) 
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case, the ratio for the symmetric least squares estimator is larger than one and. 
therefore, the symmetric least squares estimator is more efficient than the ordinary 
least squares estimator. In the nonstationary case, for the other estimators at = 
0.8 and all estimators at = 0.0 and —0.8, the ratios are less than one, but the 
ratios are larger than for sample size n = 100. 
The ratio plots for the model without intercept with sample size n = 25 are 
shown in Figures 5.10, 5.11 and 5.12. At = 0.8, the ratio for the symmetric least 
squares estimator is decreasing as m2 is decreasing. Therefore the efficiency of the 
symmetric least squares estimator to the ordinary least squares estimator decreases, 
but the symmetric least squares estimator is still more efficient than the ordinary least 
squares estimator because the ratio is larger than one. .\t = 0.8, the ratio for 
Burg's estimator tends to increase as m2 gets close to zero. .Also When m^is equal 
to 0.8 and mo is smaller than 0.2 the ratio for Burg's estimator is the largest and. 
hence, Burg's estimator is more efficient than the ordinary least squares estimator, 
the symmetric least squares estimator and the standardized least squares estimator. 
\t mi = 0.0 in the stationary case, all ratios increase as mg gets close to one and the 
ratios for Burg's estimator and the symmetric least squares estimator tend to increase 
as m2 gets close to -1. At mi = 0.0. the ratio for Burg's estimator is the largest. 
.At mi = —0.8, all ratios increase as m2 gets close to one. When m^is equal to 
-0.8 and m2 gets close to -1, the ratios for Burg's estimator and the symmetric least 
squares estimator go up rapidly above one, while the ratio for the standardized least 
squares estimator is close to one. Therefore the symmetric least squares estimator 
and Burg's estimator are mote efficient than the ordinary least squares estimator and 
the standardized least squares estimator with small sample size when one root is 
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Table 5.5: Empirical Bias for the Model without In­
tercept (10,000 Samples of Size n=100) 
h mi 777.2 #1 *(4)1 h,B 
1.000 -0.00.367 -0.00605 -0.00624 -0.00600 
0.990 -0.00318 -0.00304 -0.00326 -0.00315 
0.975 -0.00399 -0.00383 -0.00406 -0.00396 
0.950 -0.00468 -0.004.54 -0.00474 -0.00466 
0.900 -0.00563 -0.00550 -0.00569 -0.00563 
0.800 -0.00718 -0.00710 -0.00724 -0.00722 
0.600 -0.01005 -0.01000 -0.01007 -0.01010 
0.8 0.400 -0.01287 -0.01284 -0.01287 -0.01295 
0.200 -0.01571 -0.01571 -0.01570 -0.01581 
0.000 -0.01858 -0.01862 -0.01857 -0.01871 
-0.200 -0.02149 -0.02157 -0.02150 -0.02163 
-0.400 -0.02442 -0.02458 -0.02447 -0.02458 
-0.600 -0.02737 -0.02762 -0.02753 -0.027.52 
-0.800 -0.03030 -0.03073 -0.03071 -0.03038 
-0.900 -0.03170 -0.03233 -0.03239 -0.03168 
-0.950 -0.03229 -0.03317 -0.03328 -0.03221 
1.000 -0.01801 -0.02770 -0.02770 -0.027.30 
0.990 -0.01463 -0.01453 -0.01455 -0.01456 
0.975 -0.01737 -0.01724 -0.01723 -0.01729 
0.9.50 -0.01864 -0.01857 -0.01854 -0.01863 
0.900 -0.01912 -0.01911 -0.01907 -0.01919 
0.800 -0.01858 -0.01862 -0.01857 -0.01871 
0.600 -0.01676 -0.01680 -0.01680 -0.01688 
0.0 0.400 -0.01500 -0.01508 -0.01.509 -0.01509 
0.200 -0.01337 -0.01350 -0.01350 -0.01341 
0.000 -0.01179 -0.01196 -0.01194 -0.01178 
-0.200 -0.01019 -0.01041 -0.01038 -0.01015 
-0.400 -0.00853 -0.00878 -0.00877 -0.00848 
-0.600 -0.00674 -0.00707 -0.00707 -0.00672 
-0.800 -0.00470 -0.00531 -0.00531 -0.00478 
-0.900 -0.00342 -0.00454 -0.00454 -0.00356 
-0.950 -0.00232 -0.00438 -0.00435 -0.00246 
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Table 5.5 (Continued) 
mi mo ^1 h,B fl 
1.000 -0.03170 -0.04738 -0.04745 -0.04584 
0.990 -0.02620 -0.02021 -0.02608 -0.02617 
0.975 -0.03082 -0.03085 -0.03069 -0.03083 
0.950 -0.03273 -0.03288 -0.03274 -0.0.3284 
0.900 -0.03282 -0.03313 -0.03303 -0.0.3298 
0.800 -0.03030 -0.03073 -0.03071 -0.03038 
0.600 -0.02399 -0.02448 -0.02452 -0.02394 
-0.8 0.400 -0.01771 -0.01825 -0.01830 -0.01764 
0.200 -0.01134 -0.01192 -0.01196 -0.01133 
0.000 -0.00470 -0.00531 -0.00.531 -0.00478 
-0.200 0.00226 0.00161 0.00164 0.00208 
-0.400 0.00951 0.00876 0.00884 0.00923 
-0.600 0.01694 0.01599 0.01613 0.01657 
-0.800 0.02447 0.02296 0.02319 0.02404 
-0.900 0.028.52 0.02595 0.02625 0.02818 
-0.950 0.03165 0.02703 0.02738 0.03141 
close to one and the other root is close to -1. 
The biases of the estimators of for the model without intercept with sample 
size n = 100 are shown in Table 5.5. For = 0.8 and the stationary case, the 
biases of the estimators are similar. The biases for mi = 0.8 and = 0.0 are all 
negative: the parameter is underestimated. In the stationary case at = 0.8, as 
m2 increases the biases are increasing, while the biases are decreasing at = 0.0 
and —0.8. When mg is close to -1 and = 0.0, the magnitude of the bias for the 
symmetric least squares estimator and for Burg's estimator is larger than that of the 
ordinary least squares estimator. For = —0.8, the sign of the bias changes when 
1712 negative. 
151 
Table 5.6: Empirical Bias for the Model without In­
tercept (10,000 Samples of Size n=25) 
mi m 2 Ôl ^1 
1.000 -0.014-36 -0.02782 -0.03147 -0.02717 
0.990 -0.00832 -0.00751 -0.01013 -0.00888 
0.975 -0.01166 -0.010.55 -0.01378 -0.01220 
0.950 -0.01495 -0.01.368 -0.01717 -0.01553 
0.900 -0.01942 -0.01809 -0.02148 -0.01999 
0.800 -0.02585 -0.02476 -0.02760 -0.026.50 
0.600 -0.03664 -0.03599 -0.03781 -0.03735 
0.8 0.400 -0.04681 -0.04656 -0.04752 -0.04763 
0.200 -0.05676 -0.05693 -0.05713 -0.05770 
0.000 -0.06656 -0.06721 -0.06675 -0.06763 
-0.200 -0.07625 -0.07750 -0.07653 -0.07747 
-0.400 -0.08589 -0.08789 -0.08664 -0.08723 
-0.600 -0.09538 -0.09845 -0.09727 -0.09678 
-0.800 -0.10414 -0.10918 -0.10861 -0.10529 
-0.900 -0.10706 -0.11464 -0.114.56 -0.10767 
-0.950 -0.10667 -0.11746 -0.11750 -0.10672 
1.000 -0.06763 -0.10483 -0.10507 -0.10043 
0.990 -0.03639 -0.03754 -0.03799 -0.03733 
0.975 -0.04860 -0.04957 -0.05003 -0.04955 
0.950 -0.05737 -0.05835 -0.05866 -0.0.5850 
0.900 -0.06397 -0.06482 -0.06478 -0.06511 
0.800 -0.06656 -0.06721 -0.06675 -0.06763 
0.600 -0.06259 -0.06336 -0.06250 -0.06345 
0.0 0.400 -0.05.561 -0.0.56.53 -0.0.5.551 -0.05604 
0.200 -0.04775 -0.04881 -0.04782 -0.04780 
0.000 -0.03973 -0.04101 -0.04011 -0.03950 
-0.200 -0.03173 -0.03338 -0.03257 -0.03135 
-0.400 -0.02347 -0.02576 -0.02501 -0.02302 
-0.600 -0.01412 -0.01776 -0.01701 -0.01366 
-0.800 -0.00133 -0.00921 -0.00816 -0.00085 
-0.900 0.01072 -0.00515 -0.00356 0.01109 
-0.950 0.02415 -0.00326 -0.00116 0.02467 
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Table 5.6 (Continued) 
a a to
 
^1 V)1 h,B ^1 j 
1.000 -0.11204 -0.16222 -0.16233 -0.15087 : 
0.990 -0.06402 -0.06693 -0.06636 -0.06.524 
0.975 -0.08469 -0.08830 -0.08750 -0.08641 1 
0.950 -0.09849 -0.10279 -0.10185 -0.10055 1 
0.900 -0.10693 -0.11162 -0.11069 -0.10879 
0.800 -0.10414 -0.10918 -0.10861 -0.10529 
0.600 -0.08214 -0.08775 -0.08769 -0.08226 1 
-0.8 0.400 -0.0.5.589 -0.06203 -0.06197 -0.05553 
0.200 -0.02880 -0.03565 -0.03523 -0.02828 ; 
0.000 -0.00133 -0.00921 -0.00816 -0.00085 
-0.200 0.02665 0.01726 0.01914 0.02699 j 
-0.400 0.0.55.33 0.04356 0.04647 0.05551 1 
-0.600 0.08.525 0.06897 0.07319 0.08516 ! 
-0.800 0.12038 0.09218 0.09805 0.11975 i 
-0.900 0.14934 0.10298 0.10988 0.14910 ; 
-0.950 0.17940 0.10922 0.11677 0.18004 1 
The biases of the estimators of 9^ for the model without intercept with sample 
size 25 are given in Table 5.6. The range of biases for sample size 25 is wider than the 
range of biases for sample size 100. At = 0.8 and —0.8, the biases with sample 
size 25 are similar to the biases with sample size 100. .A.t = 0.8, the biases are 
decreasing for m2 less than 0.9, but the biases for the ordinary least squares estimator 
and the standardized least squares estimator are positive for mg less than or equal 
to 0.9. 
The empirical power of the unit root test for the model with intercept with 
sample size n = 100 is given in Table 5.7. For the model with intercept with sample 
size n = 100, the true sizes for the ordinary least squares test and the symmetric 
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Table 5.7: Empirical Power of Unit Root Test at Level of 
0.05 for the Model with Intercept ( 10,000 Sam­
ples of Size n=100) 
mi mo ^841 
1.000 0.0.541 0.0462 0.0689 0.0570 0.0678 
0.990 0.0657 0.0609 0.0847 0.0722 0.0842 
0.950 0.1099 0.1451 0.1691 0.1500 0.16.35 
0.900 0.1966 0.2717 0.2966 0.27.32 0.2917 
0.800 0.3618 0.4964 0.5219 0.4922 0..5099 
0.600 0.5724 0.7333 0.7505 0.7281 0.7394 
0.8 0.400 0.6801 0.8299 0.8430 0.8283 0.8361 
0.200 0.7428 0.8784 0.8908 0.8772 0.8840 
0.000 0.78.34 0.9094 0.9191 0.9088 0.9147 
-0.200 0.81.30 0.9257 0.9341 0.9251 0.9292 
-0.400 0.8333 0.9372 0.9450 0.9.365 0.9410 
-0.600 0.8479 0.9461 0.9529 0.94.52 0.9495 
-0.800 0.8579 0.9518 0.9587 0.9470 0.9549 
-0.950 0.8627 0.9579 0.9631 0.9423 0.9603 
1.000 0.0480 0.0488 0.0.521 0.0483 0.0514 
0.990 0.0549 0.0581 0.0629 0.0582 0.0612 
0.950 0.1194 0.1679 0.1790 0.1683 0.1756 
0.0 0.900 0.3024 0.4324 0.4513 0.4307 0.4435 
0.800 0.7834 0.9094 0.9191 0.9088 0.9147 
0.600 0.9994 1.0000 1.0000 1.0000 1.0000 
0.400 1.0000 1.0000 1.0000 1.0000 1.0000 
1.000 0.0483 0.0505 0.0524 0.0505 0.0518 
0.990 0.0551 0.0587 0.0620 0.0605 0.0609 
0.950 0.1219 0.17.36 0.1820 0.1788 0.1777 
-0.8 0.900 0.3231 0.4621 0.4784 0.4575 0.4699 
0.800 0.8579 0.9518 0.9587 0.9470 0.9549 
0.600 1.0000 1.0000 1.0000 1.0000 1.0000 
1  .  o  -
Figure 5.13: Power Curves for the Model with Intercept at = 0.8 (10,000 
samples of Size n=100) 
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Figure 5,14: Power Curves for the Model with Intercept at = 0.0 (10,000 
samples of Size n=100) 
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Figure 5.15: Power Curves for the Model with Intercept at = —0.8 
(10,000 samples of Size n=100) 
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least squares test are within the 95 % confidence intervals for the nominal size of 
0.05. The other tests have larger sizes than 0.05 at = 0.8. All sizes are close to 
the nominal size when = 0.0 and = —0.8. The tests based on the symmetric 
least squares method are more powerful than the ordinary least squares test for all 
parameter configurations. Burg's test and the symmetric least squares root test have 
better power than the ordinary least squares test, but for = 0.8 Burg's test and 
the symmetric least squares root test have size much above the nominal level. The 
power for tests based on the symmetric least squares method is close to each other 
when m2 is less than 0.9. .\lso all power for the stationary cases is larger than the 
size. Therefore all tests are unbiased. For the symmetric least squares test, the power 
at = 0.8 and m2 = 0.99 is less than the power of the ordinary least squares test. 
For the other pairs of and mo, the power for the symmetric least squares test is 
larger than the power for the ordinary least squares test. 
The power curves for the model with intercept and sample size 100 are shown 
in Figures 5.13, 5.14 and 5.15. As in the case without intercept, the power of the 
tests based on the symmetric method is similar. Therefore only two curves - one 
for the ordinary least squares test and another for the symmetric least squares test 
- are shown in all figures. At m]^=0.8, 0.0 and -0.8, all curves are increasing as 
m-2 is decreasing and the curves for the symmetric least squares test are above the 
curves for the ordinary least squares test for all m2- Therefore the tests based on 
the symmetric method are more powerful than the ordinary least squares test when 
there is an intercept in the model with sample size 100. At = 0.8, the power for 
both the symmetric least squares test and the ordinary least squares test does not 
converge to one. At mj = 0.0 and = —0.8, the power converges to one and the 
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Table 5.8: Empirical Power of Unit Root Test at Level 
of 0.05 for the Model with Intercept ( 10.000 
Samples of Size n=25) 
mi m 2 
1  
! 
! 
1.000 0.0670 0.0446 0.1211 0.0774 0.1448 1  
0.990 0.0707 0.0487 0.1184 0.0771 0.1480 
0.975 0.0715 0.0514 0.1241 0.0822 0.1533 
0.9.50 0.07.36 0.0585 0.1288 0.0875 0.1517 
0.900 0.0795 0.0722 0.1360 0.0948 0.1523 i  
0.800 0.0816 0.0899 0.1441 0.1027 0.1475 ; 
0.600 0.0912 0.1146 0.1586 0.1193 0.1546 1 
0.8 0.400 0.0987 0.1314 0.1697 0.1342 0.1629 I  
0.200 0.10.32 0.1410 0.1781 0.14.36 0.1665 i  
0.000 0.10.54 0.1478 0.1819 0.1489 0.1712 : 
-0.200 0.1095 0.1.527 0.1878 0.1529 0.1732 
-0.400 0.1125 0.1.5.39 0.1910 0.1591 0.1754 : 
-0.600 0.1156 0.1580 0.1957 0.1667 0.1764 , 
-0.800 0.1149 0.1575 0.1954 0.1737 0.1762 ; 
-0.9.50 0.1055 0.1581 0.1918 0.1826 0.1729 : 
1.000 0.0505 0.0477 0.0613 0.0493 0.0620 
( 
! 
0.990 0.0515 0.0503 0.0661 0.0514 0.0652 ' 
i 0.975 0.0544 0.0558 0.0702 0.0569 0.0709 
0.950 0.0576 0.0635 0.0796 0.0650 0.0792 
0.900 0.0679 0.0833 0.1060 0.0855 0.1018 
0.800 0.10.54 0.1478 0.1819 0.1489 0.1712 
1 0.600 0.2412 0.3463 0.4088 0.3453 0.3784 
0.0 0.400 0.4271 0.5779 0.6507 0.5756 0.6130 
0.200 0.6090 0.7574 0.8143 0.7524 0.7890 
0.000 0.7501 0.8760 0.9101 0.8672 0.8929 
-0.200 0.8513 0.9363 0.9575 0.9295 0.9469 
-0.400 0.9103 0.9708 0.9825 0.9616 0.9749 
-0.600 0.9463 0.98.56 0.9917 0.9792 0.9879 
-0.800 0.9672 0.9923 0.9963 0.9842 0.9938 
-0.950 0.9737 0.9954 0.9955 0.9865 0.9953 
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Table 5.8 (Continued) 
mi m2 
1.000 0.0471 0.0498 0.0600 0.0597 0.0552 
0.990 0.0488 0.0518 0.0630 0.0621 0.0576 
0.975 0.0.509 0.05.50 0.0669 0.0677 0.0609 
0.950 0.0553 0.0631 0.0769 0.0763 0.0712 
0.900 0.067.3 0.0833 0.1049 0.1003 0.0959 
0.800 0.1149 0.1575 0.19.54 0.17.37 0.1762 
0.600 0.31.34 0.4529 0.5244 0.4594 0.4866 
-0.8 0.400 0.6276 0.7840 0.8346 0.7692 0.8084 
0.200 0.8682 0.9514 0.9680 0.9364 0.9586 
0.000 0.9672 0.9923 0.9963 0.9842 0.9938 
-0.200 0.9944 0.9992 0.9998 0.9981 0.9993 
-0.400 0.9991 1.0000 1.0000 0.9997 1.0000 
-0.600 1.0000 1.0000 1.0000 1.0000 1.0000 
power converges to one faster at = —0.8. 
For the model with intercept with sample size n = 25, the empirical power is 
given in Table 5.8. At = 0.8, all power is poor. All power for = 0.8 is 
less than 0.2 and all sizes are not close to 0.05. .A.t = 0.8. the symmetric least 
squares test has size smaller than 0.05 and the other tests have size larger than 
0.05. At = 0.0. Burg's test and the symmetric least squares root test have larger 
sizes than the nominal size of 0.05 and the other tests are close to 0.05 at the 5 % 
significance level. At m j = —0.8, the sizes of the ordinary least squares test and the 
symmetric least squares test are close to 0.05 and the other tests have power larger 
than the nominal size. In fact, Burg's test and the symmetric least squares test have 
larger size than the nominal size at all 
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Figure 5.16: Power Curves for the Model with Intercept at 
samples of Size n=25) 
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Figure 5.17: Power Curves for the Model with Intercept at mj = 0.0 (10,000 
samples of Size n=25) 
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Figure 5.18: Power Curves for the Model with Intercept at — —0.8 
(10,000 samples of Size n=25) 
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Power curves for the model with intercept with sample size 25 are shown in 
Figures 5.16, 5.17 and 5.18. At = 0.8, all power is poor. The power curves do 
not increase very much as m2 moves from 1.0 to -1.0. .'^t = 0.0 and —0.8, the 
symmetric least squares test, the standardized least squares test and the symmetric 
least squares test have similar behavior. Therefore only the symmetric least squares 
test is shown in the figures for = 0.0 and —0.8. The curves for = 0.0 are 
similar to the curves for = —0.8, but the curves for m ^  = —0.8 converge to one 
faster than the curves for mi = 0.0. At mi = 0.0 and -0.8. Burg's test has the best 
power and the symmetric least squares test has better power than the ordinary least 
squares test. 
The mean square errors of the estimators of $1 for the model with intercept and 
n = 100 are given in Table 5.9. The ratio of the mean square error of the ordinary least 
squares estimator to the mean square error of the symmetric least squares estimator 
is larger than one for all parameter configurations. Therefore the symmetric least 
squares estimator is more efficient than the ordinary least squares estimator for the 
model with intercept with sample size 100 in both the stationary and nonstationary 
cases. The ratio for Burg's estimator is less than 1 for mi = 0.8 and m2 larger than 
or equal to 0.9. and for = —0.8 and m2 less than or equal to -0.8. Therefore 
the behavior of Burg's estimator is poor when the both roots are close to 1 or to 
-1. This may be due to method of mean correction used for Burg's estimator. The 
standardized least squares estimator is more efficient than the ordinary least squares 
estimator when m2 is close to one for all For other m2, the mean square error 
of the standardized least squares estimator is close to the mean square error of the 
ordinary least squares estimator. 
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Table 5.9: Empirical Mean Square Error and Ratio of Mean Square Error of the 
Ordinary Least Squares Estimator to Mean Square Error of Each Es­
timator for the Model with Intercept (10,000 Samples of Size n=100) 
"'1 mo 
Mean Square Error Ratio I 
' h.. h.. • U B f i  j 
1 
1.000 0.000267 0.000245 0.000284 0.000266 1.090 0.941 1.005 j 
0.990 0.000271 0.000248 0.000280 0.000266 1.091 0.966 1.018 
0.975 0.000288 0.000267 0.000297 0.000285 1.079 0.971 1.011 
0.950 0.000336 0.000314 0.000341 0.000332 1.071 0.987 1.013 i 
0.900 0.000468 0.000444 0.000470 0.000465 1.054 0.996 1.008 ' 
0.800 0.000815 0.000789 0.000814 0.000813 1.033 1.002 1.003 ; 
0.600 0.001808 0.001773 0.001785 0.001796 1.020 1.013 1.007 i 
0.8 0.400 0.003201 0.003149 0.003142 0.003169 1.016 1.019 1.010 1 
0.200 0.004996 0.004922 0.004889 0.004937 1.015 1.022 1.012 ; 
0.000 0.007196 0.007096 0.007033 0.007107 1.014 1.023 1.012 , 
-0.200 0.009804 0.009674 0.009578 0.009685 1.013 1.024 1.012 
-0.400 0.012818 0.012654 0.012529 0.012673 1.013 1.023 1.011 
-0.600 0.016226 0.016022 0.01.5883 0.016075 1.013 1.022 1.009 
-0.800 0.020021 0.019775 0.0196.59 0.019926 1.012 1.018 1.005 
-0.950 0.023128 0.022912 0.022833 0.023193 1.009 1.013 0.997 ; 
0.0 
1.000 
0.990 
0.975 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.00487.3 
0.004621 
0.004629 
0.004854 
0.0055.54 
0.007196 
0.010770 
0.014462 
0.018214 
0.022015 
0.025826 
0.029579 
0.033232 
0.036864 
0.039692 
0.004711 
0.004422 
0.004444 
0.004683 
0.00.5421 
0.007096 
0.010689 
0.014394 
0.0181.57 
0.021961 
0.025766 
0.029502 
0.033129 
0.036739 
0.039546 
0.004697 
0.004401 
0.004414 
0.004647 
0.005373 
0.007033 
0.010615 
0.014317 
0.018074 
0.021873 
0.025680 
0.029431 
0.033071 
0.036645 
0.039204 
0.004695 
0.004414 
0.004440 
0.004689 
0.00.5431 
0.007107 
0.010719 
0.014441 
0.018215 
0.022024 
0.025831 
0.029568 
0.033183 
0.036748 
0.039518 
1.034 
1.045 
1.042 
1.036 
1.025 
1.014 
1.008 
1.005 
1.003 
1.002 
1.002 
1.003 
1.003 
1.003 
1.004 
1.038 
1.0.50 
1.049 
1.045 
1.0.34 
1.023 
1.015 
1.010 
1.008 
1.006 
1.006 
1.005 
1.005 
1.006 
1.012 
1.038 
1.047 
1.042 
1.035 
1.023 
1.012 
1.005 
1.001 
1.000 
1.000 
1.000 
1.000 
1.001 
1.003 
1.004 
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Table 5.9 (Continued) 
Mean Square Error 
• —0.8 
1.000 
0.990 
0.975 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.015223 
0.014440 
0.014275 
0.014770 
0.016345 
0.020021 
0.026893 
0.032127 
0.035472 
0.036864 
0.036338 
0.034001 
0.029923 
0.024106 
0.019119 
0.014794 
0.013901 
0.013768 
0.014.323 
0.016017 
0.019775 
0.026721 
0.032009 
0.035373 
0.0367.39 
0.036144 
0.033700 
0.029477 
0.023458 
0.017863 
0.014607 
0.013731 
0.013604 
0.014170 
0.015879 
0.0196.59 
0.026625 
0.031917 
0.035281 
0.036645 
0.036056 
0.033654 
0.029610 
0.024497 
0.030725 
0.014642 
0.013810 
0.013737 
0.014354 
0.016091 
0.019926 
0.026917 
0.032151 
0.035437 
0.036748 
0.036151 
0.033786 
0.029753 
0.024049 
0.019142 
1.029 
1.039 
1.037 
1.031 
1.020 
1.012 
1.006 
1.004 
1.003 
1.003 
1.005 
1.009 
1.015 
1.028 
1.070 
1.042 
1.052 
1.049 
1.042 
1.029 
1.018 
1.010 
1.007 
1.005 
1.006 
1.008 
1.010 
1.011 
0.984 
0.622 
1.040 
1.046 
1.0.39 
1.029 
1.016 
1.005 
0.999 
0.999 
1.001 
1.003 
1.005 
1.006 
1.006 
1.002 
0.999 
Plots for the ratios of the mean square error of the ordinary least squares esti­
mator of to the mean square error of the alternative estimators of 0-^ are shown in 
Figures 5.19, 5.20 and 5.21. .A.t = 0.8. the ratios for the symmetric least squares 
estimator decrease as m2 decreases, but the curve is always above one. Therefore 
the efficiency of the symmetric least squares estimator goes down as mo moves away 
from one, but the symmetric least squares estimator is always more efficient than 
the ordinary least squares estimator when mi = 0.8. For m\ = 0.8. the efficiency of 
Burg's estimator is worst when m^is near to one, and the efficiency is the best when 
mo is less than 0.2. Atm^ = 0.0, Burg's estimator has the best efficiency for all m2-
All ratios tend to decrease as 77%2 moves away from one at = 0.0. The ratios for 
1.10-
Figure 5.19: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
with Intercept at = 0.8 (10,000 samples of Size n=100) 
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Figure 5.20; Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
with Intercept at mj = 0.0 (10,000 samples of Size n=100) 
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Figure 5.21: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to M«!an Square Error of Other Estimators for the Model 
with Intercept at = —0.8 (10,000 samples of Size n=100) 
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Table 5.10: Empirical Mean Square Error and Ratio of Mean Square Error of the 
Ordinary Least Squares Estimator to Mean Square Error of Each Es­
timator for the Model with Intercept (10,000 Samples of Size n=25) 
Mean Square Error Ratio 
X X ! 
mi m 2 ^1,/i ^(5)l./< 
' u  i 
! 
1.000 0.008683 0.007174 0.010.555 0.009037 1.210 0.823 0.961 
0.990 0.008955 0.0073.54 0.010643 0.009281 1.218 0.841 0.965 1 
0.975 0.009197 0.007705 0.010929 0.009581 1.194 0.841 0.960 ! 
0.950 0.009851 0.008399 0.011577 0.010362 1.173 0.851 0.951 ; 
0.900 0.011376 0.009970 0.012793 0.011803 1.141 0.889 0.964 ! 
0.800 0.015179 0.013817 0.016096 0.015566 1.099 0.943 0.975 
0.600 0.025197 0.023818 0.025137 0.02.5247 1.0.58 1.002 0.998 
0.8 0.400 0.038346 0.036843 0.037066 0.037974 1.041 1.035 1.010 
0.200 0.054609 0.053045 0.051958 0.053771 1.029 1.051 1.016 
0.000 0.073976 0.072412 0.069848 0.072616 1.022 1.059 1.019 : 
-0.200 0.096420 0.094896 0.090832 0.094549 1.016 1.062 1.020 
-0.400 0.121872 0.120445 0.115070 0.119636 1.012 1.059 1.019 
-0.600 0.150172 0.149012 0.142775 0.147895 1.008 1.052 1.015 
-0.800 0.180780 0.180606 0.174082 0.179099 1.001 1.038 1.009 
i 
-0.950 0.201574 0.206689 0.195380 0.2015.32 0.975 1.032 1.000 
1.000 0.080367 0.078739 0.077377 0.078192 1.021 1.039 1.028 
0.990 0.078951 0.077293 0.075877 0.076696 1.021 1.041 1.029 
i  0.975 0.078046 0.076209 0.074570 0.0758.52 1.024 1.047 1.029 
1  0.950 0.076616 0.0746.30 0.072750 0.074511 1.027 1.053 1.028 
0.900 0.074652 0.072742 0.070493 0.072832 1.026 1.059 1.025 
0.800 0.073976 0.072412 0.069848 0.072616 1.022 1.059 1.019 
0.600 0.080050 0.078866 0.07.5917 0.079177 1.015 1.054 1.011 
0.0 0.400 0.089016 0.087944 0.084752 0.088395 1.012 1.050 1.007 
0.200 0.099088 0.098009 0.094620 0.098537 1.011 1.047 1.006 
0.000 0.109826 0.108628 0.10.5085 0.109209 1.011 1.045 1.006 
-0.200 0.121073 0.119665 0.11.5958 0.120332 1.012 1.044 1.006 
-0.400 0.132.599 0.130947 0.126923 0.131716 1.013 1.045 1.007 
-0.600 0.144029 0.142179 0.137315 0.142969 1.013 1.049 1.007 
-0.800 0.155211 0.153213 0.145725 0.153903 1.013 1.065 1.008 
-0.950 0.163481 0.162009 0.151660 0.162109 1.009 1.078 1.008 
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Table 5.10 (Continued) 
mi m-: 
Mean Square Error Ratio 
'iV' (3)1,/, la)l,p h,B^,  
-0.8 
1.000 
0.990 
0.975 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
0.226.306 
0.220246 
0.215171 
0.206775 
0.194803 
0.180780 
0.170226 
0.165260 
0.160712 
0.155211 
0.1482.33 
0.1.39666 
0.129982 
0.122176 
0.1.34959 
0.228415 
0.221.556 
0.21.5661 
0.206627 
0.194448 
0.180606 
0.170335 
0.16.5.344 
0.160097 
0.153213 
0.144042 
0.132057 
0.116736 
0.097821 
0.083.358 
0.219552 
0.212924 
0.207160 
0.198490 
0.187017 
0.174082 
0.164164 
0.158687 
0.152818 
0.145725 
0.137908 
0.131846 
0.137748 
0.229778 
1.369844 
0.221669 
0.215889 
0.210861 
0.202818 
0.191780 
0.179099 
0.169734 
0.164865 
0.159923 
0.153903 
0.146495 
0.137635 
0.127659 
0.119248 
0.132612 
0.991 
0.994 
0.998 
1.001 
1.002 
1.001 
0.999 
0.999 
1.004 
1.013 
il.029 
1.058 
1.113 
1.249 
1.619 
1.031 
1.0.34 
1.0.39 
1.042 
1.042 
1.0.38 
1.037 
1.041 
1.052 
1.065 
1.075 
1.059 
0.944 
0.532 
0.099 
1.021 
1.020 
1.020 
1.020 
1.016 
1.009 
1.003 
1.002 
1.005 
1.008 
1.012 
1.015 
1.018 
1.025 
1.018 
the symmetric least squares estimator and the standardized least squares estimator 
at = 0.0 are close to one for mo less than 0.4. For Burg's estimator, the ratio is 
increasing as m2 gets close to -1. For = —0.8. as m2 gets close to -1. the ratio 
for the symmetric least squares estimator goes up rapidly, while the ratio for Burg's 
estimator goes down rapidly. 
Mean square errors of the estimators of and the ratios of the mean square 
error of the ordinary least squares estimator of 9i to the mean square error of the 
alternative estimator of for the model with intercept with sample size n = 25 are 
given in Table 5.10. At m j = 0.8, the ratio for the symmetric least squares estimator 
for n = 25 is larger than the ratio for n = 100 when m2 is larger than or equal to 
1 . 3 1  
1.2-
0 
H  
S 
1.1-
1. o 
o . 9 -
O  .  8  H  .  
l ,Bn 
M 2  
Figure 5.22: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
with Intercept at = 0.8 (10,000 samples of Size n=25) 
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Figure 5.23: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
with Intercept at = 0.0 (10,000 samples of Size n=25) 
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Figure 5.24: Ratio of Mean Square Error of the Ordinary Least Squares Esti­
mator to Mean Square Error of Other Estimators for the Model 
with Intercept at = —0.8 (10,000 samples of Size n=25) 
Table 5.11: Empirical Bias for the Model with Inter­
cept (10,000 Samples of Size n=100) 
mi m2 *1,/' ^(3)1,// 
1.000 -0.01202 -0.01198 -0.01299 -0.01221 
0.990 -0.01174 -0.01165 -0.01249 -0.01182 
0.975 -0.01180 -0.01168 -0.01238 -0.01183 
0.950 -0.01216 -0.01203 -0.012.59 -0.01216 
0.900 -0.01.329 -0.01322 -0.01.363 -0.01331 
0.800 -0.01602 -0.01602 -0.01627 -0.01605 
0.600 -0.02188 -0.02195 -0.02199 -0.02189 
O
O
 o
 0.400 -0.02792 -0.02802 -0.02791 -0.02789 
0.200 -0.03403 -0.03416 -0.03393 -0.03399 
0.000 -0.04021 -0.04036 -0.04004 -0.04015 
-0.200 -0.04643 -0.04661 -0.04621 -0.04637 
-0.400 -0.0.5267 -0.0.5286 -0.05243 -0.05262 
-0.600 -0.0.5890 -0.05910 -0.05868 -0.0.5885 
-0.800 -0.06510 -0.065.34 -0.06.505 -0.06510 
-0.9.50 -0.06951 -0.07011 -0.06995 -0.06950 
1.000 -0.0.5358 -0.0.5431 -0.05429 -0.0.5397 
0.990 -0.0.50.52 -0.05091 -0.05082 -0.05062 
0.975 -0.04823 -0.04846 -0.04830 -0.04823 
0.9.50 -0.04578 -0.04595 -0.04573 -0.04576 
0.900 -0.04303 -0.04321 -0.04293 -0.04303 
0.800 -0.04021 -0.04036 -0.04004 -0.04015 
0.600 -0.03729 -0.03737 -0.03704 -0.03719 
0.0 0.400 -0.03528 -0.0.3535 -0.03502 -0.03521 
0.200 -0.033.53 -0.03361 -0.03328 -0.03351 
0.000 -0.03186 -0.03196 -0.03163 -0.03188 
-0.200 -0.03018 -0.0.3029 -0.02994 -0.03021 
-0.400 -0.02834 -0.02849 -0.02808 -0.02837 
-0.600 -0.02633 -0.02656 -0.02600 -0.02631 
-0.800 -0.02432 -0.02477 -0.02370 -0.02422 
-0.9.50 -0.02175 -0.02366 -0.01947 -0.02163 
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Table 5.11 (Continued) 
mi mo ^1,/i h,B^l  
1.000 -0.09516 -0.09661 -0.09597 -0.09571 
0.990 -0.08957 -0.09042 -0.08979 -0.08972 
0.975 -0.08492 -0.08.548 -0.08488 -0.08495 
0.950 -0.07975 -0.08018 -0.07964 -0.07977 
0.900 -0.07319 -0.07356 -0.07312 -0.07322 
0.800 -0.06510 -0.06534 -0.06505 -0.06510 
0.600 -0.05384 -0.0.5401 -0.0.5377 -0.0.5381 
-0.8 0.400 -0.04393 -0.04417 -0.04381 -0.04388 
0.200 -0.03418 -0.03452 -0.03390 -0.03412 
0.000 -0.02432 -0.02477 -0.02370 -0.02422 
-0.200 -0.01426 -0.01484 -0.01.303 -0.01413 
-0.400 -0.00410 -0.00482 -0.00171 -0.00393 
-0.600 0.00.590 0.00501 0.01082 0.00617 
i -0.800 0.01589 0.01446 0.02849 0.01624 
i -0.950 0.02625 0.02173 0.08211 0.02626 
-0.2. and the ratio is less than one for mo = —0.95. Unlike the ratios for n = 100. the 
standardized least squares estimator of has smaller mean square error than the 
ordinary least squares estimator of when m-j is larger than 0.6 at = 0.8. The 
ratios for the symmetric least squares estimator and Burg's estimator for sample size 
25 are similar to the respective ratios for sample size 100. At = 0.0, all ratios are 
larger than one. Figure 5.23 shows that the mean square error of Burg's estimator is 
the smallest at = 0.0. •A.t = —0.8, the ratios for the symmetric least squares 
estimator are close to, but less than one when m-2 is less than 0.95. Burg's estimator 
is poor when = —0.8 and m2 — —0.95. At = —0.8, as mo gets close to -1, 
the ratio for the symmetric least squares estimator goes up rapidly, while the ratio 
for Burg's estimator goes down rapidly as m2 approaches one, which is similar to the 
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Table 5.12: Empirical Bias for the Model with Inter­
cept (10,000 Samples of Size n=25) 
^1 m-i ^(5)1,/< *1,/' 
1.000 -0.06167 -0.06013 -0.07891 -0.06426 
0.990 -0.06186 -0.06074 -0.07848 -0.06451 
0.97.5 -0.06.316 -0.06223 -0.07911 -0.06586 
0.950 -0.06572 -0.06497 -0.08033 -0.06831 
0.900 -0.07108 -0.07070 -0.08317 -0.07314 
0.800 -0.08269 -0.08286 -0.09126 -0.08412 
0.600 -0.10703 -0.10810 -0.11172 -0.10776 
o
 
G
O
 
0.400 -0.1.3202 -0.13.394 -0.13436 -0.13249 
0.200 -0.15729 -0.16010 -0.15798 -0.15766 
0.000 -0.18270 -0.18643 -0.18222 -0.18309 
-0,200 -0.20819 -0.21284 -0.20703 -0.20869 
-0.400 -0.23365 -0.23926 -0.23245 -0.23435 
-0.600 -0.25881 -0.26564 -0.25855 -0.25973 
-0.800 -0.28292 -0.29202 -0.28545 -0.28379 
-0.950 -0.29603 -0.31272 -0.30258 -0.29575 
1.000 -0.21895 -0.22698 -0.22636 -0.22190 
0.990 -0.21.558 -0.22325 -0.22227 -0.21826 
0.975 -0.21173 -0.21886 -0.21737 -0.21415 
0.950 -0.20577 -0.21209 -0.20990 -0.20773 
0.900 -0.19607 -0.20118 -0.19799 -0.197.30 
0.800 -0.18270 -0.18643 -0.18222 -0.18309 
0.600 -0.16701 -0.16974 -0.16473 -0.16705 
O
 
O
 
0.400 -0.15604 -0.15846 -0.15303 -0.15606 
0.200 -0.14667 -0.14901 -0.14321 -0.14663 
0.000 -0.13792 -0.14036 -0.13413 -0.13778 
-0.200 -0.12931 -0.13206 -0.12516 -0.12901 
-0.400 -0.12029 -0.12376 -0.11557 -0.11979 
-0.600 -0.11002 -0.11512 -0.10405 -0.10936 
-0.800 -0.09643 -0.10613 -0.08607 -0.09574 
-0.950 -0.07041 -0.09968 -0.01362 -0.06964 
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Table 5.12 (Continued) 
^(s) l4i  h ,Bu h^i  
-0.8 
1.000 
0.990 
0.975 
0.950 
0.900 
0.800 
0.600 
0.400 
0.200 
0.000 
-0.200 
-0.400 
-0.600 
-0.800 
-0.950 
-0.37402 
-0.36632 
-0.35716 
-0.34297 
-0.31915 
-0.28292 
-0.22901 
-0.18291 
-0.13927 
-0.09643 
-0.05368 
-0.01072 
0.03271 
0.08015 
0.14803 
-0.39158 
-0.38308 
-0.37281 
-0.35705 
-0.33088 
-0.29202 
-0.23684 
-0.19096 
-0.14795 
-0.10613 
-0.06487 
-0.02419 
0.01506 
0.05112 
0.07772 
-0.38373 
-0.37522 
-0.36497 
-0.34936 
-0.32366 
-0.28545 
-0.23000 
-0.18196 
-0.13478 
-0.08607 
-0.03366 
0.02623 
0.10402 
0.25221 
0.84775 
-0.37791 
-0.37016 
-0.36066 
-0.34591 
-0.32114 
-0.28379 
-0.22889 
-0.18231 
-0.1.38.50 
-0.09574 
-0.05327 
-0.01070 
0.03232 
0.07912 
0.14631 
case for sample size 100. 
The empirical biases for the model with intercept with sample size n —100 are 
given in Table 5.11. Unlike the model without intercept, the biases of the ordinary 
least squares estimator for the nonstationary case are similar to the biases of the 
other estimators. The magnitude of the bias in the model with intercept is larger 
than the magnitude of the bias in the model without intercept. At = 0.8 and 
= 0.0, the biases are negative. At = —0.8, the biases are negative when mo 
is less than -0.6, and the biases are positive otherwise. Therefore the biases for all 
estimators tend to be positive if both roots are close to -1, and negative otherwise. At 
=0.8 and 0.0, the bias for each estimator tends to increase as m g decreases, while 
at = 0.0 and —0.8, the bias of each estimator tends to decrease as m2 decreases. 
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When = -0.8 and mo is smaller than -0.2. the biases for Burg's estimator are 
different from the biases of the other estimators. 
The empirical biases for the model with intercept with sample size n = 25 are 
shown in Table 5.12. For the model with intercept in sample size 25, the biases are 
similar to the biases in sample size 100 at each nq, but the magnitude of biases in 
sample size 25 in larger than in sample size 100. 
To summarize, the ordinary least squares test is preferred for the model without 
intercept because the ordinary least squares test is more powerful than the other 
tests and the sizes are close to the nominal size. With sample size of 25. each 
test has poor power when the second root is close to one. For the model without 
intercept, the ordinary least squares estimator is a more efficient estimator of in 
the nonstationary case, but the relative efficiency is smaller in the smaller sample. 
The other estimators are more efficient than the ordinary least squares estimator for 
in the stationary case and the efficiency is larger in the smaller sample. 
For the model with intercept, the symmetric least squares test for a unit root is 
preferred because the symmetric least squares test is more powerful than tests based 
on the ordinary least squares method. Also the size of the symmetric least squares 
test is close to the nominal size. The symmetric least squares estimator of is more 
efficient than the ordinary least squares estimator of when the intercept is in the 
model. 
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5.2 Multivariate Time Series 
5.2.1 Model 
We consider a multivariate first order autoregressive time series 
Y t  =  A q +  e t  ( 5 . 7 )  
where {«%} is a sequence of independent identically distributed multivariate normal 
random variables with mean 0 and covariance See- In the Monte Carlo study, the 
covariance matrix of the error vectors was the identity matrix. The error vectors 
were generated using the NORMAL function in the MATRIX procedure in SAS. The 
intercept Aq was set equal to a zero matrix in the simulation. The initial condition 
Yq was also set equal to zero. In the simulation. Aj^ was a diagonal matrix. Several 
different A^ were used in the simulations. Ten thousand samples of size 100 and ten 
thousand samples of size 25 w^ere generated for each A^. 
Assuming the intercept is known to be the zero matrix, the ordinary least squares 
estimators of Aj and See 
i7.e = (n-2) 
where = (Y2_j, • • •, Y„_j). Then the ordinary least squares likelihood based 
test statistics are derived by computing the equation 
i(Ài - I2)Y^_jjY|_]^j(ÂI - Ig)' - Âi7ee| = 0 (5.8) 
where Ig is the 2 x 2 identity matrix. From (5.8), we can obtain Ge and Q such that 
= I2 
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and 
Q'G1(Ài - l2)Y(_i)Yj_^)(Âi - I.2)'GeQ = I2 
where Q is an orthogonal matrix. Let T = Q'G^. We note that 
Ti^eeT' = Ig. 
If we apply the transformation matrix T to equation (5.7), we have 
tY( = TAq f TAit-^tY(_i + te^. 
Let = TY^. Bq = TAq, = TAj^T"^ and t ]^ = Te^. and write 
= Bq r BiV^_l ^ 77f. (5.9) 
Then the standardized least squares estimator of B^ is 
t='2 t='2 
= Mq ^B^M^ 
where B^ is the ordinary least squares estimator and M? is the diagonal matrix 
whose diagonal elements are the same as the diagonal elements of T?Y^ _J jY|_^.^T'. 
Then the equation analogous to (5.8) is 
n 
ilbi - y. - i^,)' -  /mg-i = 0. (5.10) 
t=2 
Since Bj^ = M^^BMj = M^^TÀ^T'M]^ and V( = TY^, equation (5.10) can be 
written as 
|(TÂi - MoMj-lt)Y(_i)Y[_jj(tÂi - MoMj-^T)' - Algl = 0 (5.11) 
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The standardized least squares likelihood based test statistics are derived from (5.11). 
If the intercept is estimated, the estimators are computed by replacing Y| 
with YI -v , where 
- i n -
Then the ordinary least squares estimators are 
À1,, = 
and the equation (5.8) is adjusted to be 
- 1-2)'- Â^ii7ee,/<i =0. (5.12) 
By computing Gg^u and Qe/< such that 
^ef2  ^ ee . f l  Ge^( = lo 
and 
where is an orthogonal matrix. is calculated and the standardized 
least squares likelihood based test statistics are derived by computing 
i(T^Âi_^ - Mo.^Mi^^T/7 )Y(_l)^^Y^_^j^^(T^Âi^^ - ) 
—A^l2| — 0 (o.l3) 
where is the diagonal matrix whose diagonal elements are the same as the 
diagonal elements of 
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We considered three tests: (I) test of two unit roots against not two unit roots. 
(II) test of two unit roots against one unit root and (III) test of one unit root against 
no unit root. The test statistics for two unit roots against not two roots are the sum 
of the roots in (5.8), (5.11), (5.12) and (5.13). The test statistic for two unit roots 
against one unit roots is the largest root in (5.8), (5.11), (5.12) and (5.13). In the 
model without intercept, the ordinary least squares estimator and the standardized 
least squares estimator are given from root equations (5.8). (5.11) respectively. In 
the model with intercept, the test statistics for the ordinary least squares estimator 
are given in (5.12) and the test statistics for the standardized least squares estimator 
are given in (5.13). The limiting distribution of the test statistics under the null 
hypothesis that there are two unit roots are obtained by generating observations 
with 
Ai = 
0 1 / 
The four test statistics for the test of one unit root against no unit root are the 
smallest roots of (5.8), (5.11), (5.12) and (5.13). The limiting distribution of the 
smallest root under the null model was simulated by generating the model with 
Ai = 
0 0 
The approximate percentiles of each test statistic under the null hypothesis are given 
in Table 5.13. 
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Table 5.13: Approximate Percentiles of the Test Statistics under the Null 
Hypothesis (10.000 repetition) 
Ordinary Least Squares Standardized Least Squares 
n Test Probability Probability 
• 0.90 0.95 0.99 0.90 0.95 0.99 
I 10.771 12.867 17.3.54 10.901 12.860 17.4.55 
100 II 9.672 11.727 16.271 9.942 11.864 16.318 
No III 2.993 4.143 6.984 3.1.30 4.294 7.047 
Intercept I 11.647 14.137 21.3.54 11.580 14.022 20.859 
25 II 10.658 13.084 20.203 10.706 13.178 19.574 
III 2.722 3.891 7.021 2.677 3.698 6.478 
I 16.271 18.852 24.5.52 14.802 17.276 22.4.58 
0
 
0
 
II 13.531 15.809 20.627 12.578 14.885 20.044 
Intercept III 6.568 8.073 11.960 5.337 6.759 10.077 
I 18.4.50 22.026 30.683 16.512 20.023 28.027 
25 II 15.795 19.382 27.257 14.549 17.608 26.020 
1 III 6.423 8.184 12.200 5.167 6.706 10.528 
5.2.2 Results 
The empirical power of the two tests for the model without intercept is given 
in Table 5.14. The empirical power of the two tests for the model with intercept 
is given in Table 5.15. We considered the three nominal sizes 0.10, 0.05 and 0.01. 
The coefficient matrix A]^ was a diagonal matrix. The diagonal elements and 
A22 are given in the left part of the table. The cut-off points for each test and each 
sample size are given in Table 5.13. 
In Test I with sample size n = 100 without intercept, the power is not large for 
(A]^]^, A22) = (1.0,0.9), but for the other pairs of the diagonal elements the power 
is large for both the ordinary least squares and the standardized least squares tests. 
For Test I without intercept with sample size n = 25, the power for each test is 
smaller than with sample size n = 100. The standard errors for the empirical sizes 
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are 0.003. 0.0022 and 0.00099 for the levels equal to 0.10. 0.05 and 0.01 respectively. 
For (A][j, A22) = (1.0,0.7), (0.9,0.7) and (0.8,0.7), the power for Test I with sample 
size n = 25 is much smaller than with sample size n = 100. The standardized least 
squares test has better power than the ordinary least squares test in Test I without 
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Table 5.14: Empirical Power of Unit Root Test for the Model without Intercept 
(10,000 samples) 
Ordinary Least Squares Standardized Least Squares 
n Test All A22 Significance Level Significance Level 
0.10 0.05 0.01 0.10 0.05 0.01 ; 
1 I 1.0 0.9 0.3.359 0.19.58 0.0512 0.3985 0.2422 0.0655 i 
1.0 0.7 0.9917 0.9624 0.7580 0.9956 0.9769 0.7999 
1.0 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
0.9 0.7 0.9997 0.9967 0.9434 0.9999 0.9989 0.9604 
0.8 0.7 1.0000 0.9998 0.9956 1.0000 0.9999 0.9983 
100 II 1.0 0.9 0.32.54 0.1843 0.0426 0.3576 0.2097 0.05.33 
1.0 0.7 0.99.38 0.9701 0.76.30 0.9943 0.9766 0.7929 
1.0 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
1 in 1.0 0.9 0.0896 0.0332 0.0037 0.1018 0.0401 0.0044 
j 1.0 0.7 0.1025 0.0520 0.0095 0.1061 0.0.541 0.0107 
1 
I 
0.9 0.7 0.8843 0.7109 0.2893 0.9228 0.7564 0.3288 
0.8 0.7 0.9994 0.99.59 0.8952 0.9999 0.9981 0.9238 
I 1.0 0.9 0.1054 0.0561 0.0091 0.1224 0.0625 0.0110 
1.0 0.7 0.2319 0.1307 0.02.54 0.2658 0.1501 0.0324 
1.0. 0.0 0.9831 0.9472 0.7309 0.9876 0.9608 0.7696 
0.9 0.7 0.2882 0.1613 0.0308 0.32.55 0.1865 0.0374 
0.8 0.7 0.38.32 0.2284 0.0431 0.4192 0.2490 0.0504 
25 II 1.0 0.9 0.1000 0.0532 0.0093 0.1113 0.0565 0.0113 
1.0 0.7 0.2196 0.1221 0.0258 0.2471 0.1323 0.0327 
1.0 0.0 0.9861 0.9540 0.7360 0.9888 0.9576 0.7788 
III 1.0 0.9 0.0400 0.0125 0.0002 0.0462 0.01.52 0.0008 
1.0 0.7 0.0784 0.0286 0.0022 0.0905 0.0375 0.00.34 
0.9 0.7 0.1816 0.0694 0.0056 0.2432 0.1026 0.0108 
0.8 0.7 0.3668 0.1557 0.0135 0.4620 0.2232 0.0283 
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intercept with both sample sizes. For (A^, A22) = (1.0,0.9). the power for the 
ordinary least squares test in Test I without intercept with sample size 25 is smaller 
than the nominal size of 0.01. The difference is about one standard error of the 
estimate. 
For Test II with sample size n — 100 without intercept, the power for the stan­
dardized least squares test is better than the power for the ordinary least squares 
test in both sample sizes. In Test II without intercept, the power converges to one 
in both tests as A22 decreases, but with sample size n = 25, the power converges to 
one slower. 
In Test III with sample size n = 100 without intercept, the sizes for the ordinary 
least squares test for ( A^]^, A22) = (1.0,0.9) are lower than the nominal sizes at the 
5 % significance level. In Test III with sample size n = 100 without intercept, the size 
for the standardized least squares test at the level 0.10 is close to 0.10, but for the 
other levels, the sizes are lower than the nominal sizes. At (A^. Ao?) = (1.0.0.7) 
in Test III without intercept with sample size 100, the ordinary least squares test 
and the standardized least squares test have sizes close to their nominal sizes except 
the standardized least squares test for the nominal size of 0.10. The power for the 
standardized least squares test in Test III with intercept with sample size n = 100 is 
better than the power for the ordinary least squares test. The sizes in Test III without 
intercept with sample size n = 25 at (A^^, A22) = (1.0,0.9) and (1.0,0.7) are lower 
than the nominal sizes for both the ordinary least squares and the standardized least 
squares tests and the power is low. In Test III with intercept with sample size n = 25, 
the standardized least squares test has better power than the ordinary least squares 
test. 
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Table 5.15: Empirical Power of Unit Root Test for the Model with Intercept 
(10,000 samples) 
: Ordinary Least Squares Standardized Least Squares 
! " Test • All ^22 Significance Level Significance Level 
1 0.10 0.05 0.01 0.10 0.05 0.01 
i I 1.0 0.9 0.2515 0.1373 0.0301 0.3140 0.1795 0.0446 
1.0 0.7 0.9.304 0.8322 0.4969 0.9665 0.8968 0.6067 
1.0 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
0.9 0.7 0.9877 0.9.563 0.7321 0.9985 0.9870 0.8703 
0.8 0.7 0.9996 0.99.55 0.9.341 0.9999 0.9995 0.9796 
; 100 II 1.0 0.9 0.2228 0.1193 0.0274 0.2706 0.1490 0.0309 
1.0 0.7 0.9493 0.8617 0.5508 0.9707 0.9035 0..5941 
1.0 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
III 1.0 0.9 0.0505 0.0169 0.0012 0.0844 0.0307 0.0022 
1.0 0.7 0.0982 0.0476 0.0079 0.1068 0.05.56 0.0099 
0.9 0.7 0.5168 0.3365 0.0783 0.7527 0.5469 0.1940 
0.8 0.7 0.9577 0.8728 0.4582 0.9962 0.9697 0.7183 
I 1.0 0.9 0.1149 0.0556 0.0119 0.1288 0.0644 0.01.36 
; 1.0 0.7 0.1833 0.0977 0.0220 0.2222 0.11.59 0.0260 
i 1.0 0.0 0.9233 0.8319 0.5.345 0.9488 0.8748 0.6054 
i 0.9 0.7 0.2100 0.1111 0.0250 0.2905 0.1535 0.0370 
0.8 0.7 0.2531 0.1373 0.03.36 0.3568 0.1962 0.0500 
; 25 II 1.0 0.9 0.1082 0.0519 0.0122 0.1144 0.0593 0.0126 
1 1.0 0.7 0.1674 0.0846 0.0199 0.1886 0.1029 0.0222 
1 1.0 0.0 0.9290 0.8362 0.5536 0.9458 0.8778 0..5879 
! III 1.0 0.9 0.0226 0.0068 0.0003 0.0364 0.0104 0.0008 
1 1.0 0.7 0.0455 0.0149 0.0010 0.0689 0.0219 0.0019 
i 1 0.9 0.7 0.0606 0.0219 0.0019 0.1389 0.0522 0.00.50 ! 0.8 0.7 0.0942 0.0.327 0.0038 0.2222 0.0911 0.0086 
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In Test. I with intercept, the ordinary least squares test and the standardized least 
squares test are similar to the corresponding tests for the model without intercept. 
The standardized least squares test has better power than the ordinary least squares 
test in Test I with intercept with both sample sizes of 100 and 25. In Test I with 
intercept with sample size 100, the power for both tests is low at ( Aog ) — 
(1.0.0.9), but the power is high for the other pairs of diagonal elements. With 
sample size n = 100, the power of each test for Test I with intercept is smaller than 
for Test I without intercept. In Test I with intercept with sample size 25. the power 
for the ordinary least squares test and the standardized least squares test is lower 
than the power with sample size 100 at (A^^,Aoo) = (1.0,0.7) and (0.9.0.7). but 
for (A^,A22) = (1.0.0.0) the power is pretty high. With sample size n = 25. 
the power of each test for Test I with intercept is better than the power for Test I 
without intercept at (A^. Aoo) = ( 1.0.0.9) except the ordinary least squares test 
at level equal to 0.05. and at the other pairs of diagonal elements, the power for Test 
I without intercept is better than the power for Test I with intercept. 
The power in Test II with intercept has the behavior similar to the power of Test 
II without intercept in both sample sizes. In Test II with intercept, the power for the 
standardized least squares test is better than the power for the ordinary least squares 
test. At (A^, A22) = (1-0,0.7), the power for both tests is high with sample size 
100, but the power is low with sample size 25. With sample size n = 100, the power 
for Test II with intercept is smaller than the power for Test II without intercept at 
any pair of diagonal elements of Aj^. With sample size n = 25, the power of each test 
for Test II with intercept is better than the power for Test II without intercept at 
(A^, A22) = (1.0,0.9) except the ordinary least squares test at level equal to 0.05, 
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and at the other pairs of diagonal elements, the power for Test I without intercept is 
better than the power for Test I with intercept. 
In Test III with intercept with sample size 100, the ordinary least squares test 
and the standardized least squares test have smaller sizes for (A^^, A22) = (1.0,0.9) 
than the nominal sizes. .\t ( A^, A22) = (1.0,0.7), the sizes for the ordinary least 
squares test in Test III with intercept with sample size 100 are close to the nominal 
sizes at the levels equal to 0.10 and 0.05, but the size is smaller at level 0.01. For the 
standardized least squares test in Test III with intercept with sample size 100, the 
sizes are smaller than the nominal sizes for all levels at ( A^^. A22) = (1.0,0.9) and 
the sizes are larger for the levels equal to 0.10 and 0.05 at (A^. A22) = (1.0.0.7). 
The standardized least squares test has size close to the nominal size at the levels 
equal to 0.01. In test III with intercept with sample size 25. the sizes are poor at 
all levels for both tests at ( A]^]^, A22) = (1-0,0.9) and (1.0,0.7). The ordinary least 
squares and the standardized least squares tests have the much smaller sizes than the 
nominal sizes at (A^, A22) = (1.0,0.9) and (0.8,0.7) in Test III with intercept with 
sample size 25. In the test III with intercept with sample size n = 25, power of the 
standardized least squares test is better than the power of the ordinary least squares 
test, but both power is very small. 
To summarize, the standardized least squares test has better power than the 
ordinary least squares test for Tests I, II and III with both sample sizes and both 
models. The power with sample size 25 is smaller than the power with sample size 
100. The sizes for the test of one unit root against no unit root are poor for both 
tests with sample size 25 and the second root close to one. 
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