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ABSTRACT
Preconditioning for the Mixed Formulation of Linear Plane Elasticity. (August 2004)
Yanqiu Wang, B.S., Fudan University, China;
M.S., Fudan University, China
Chair of Advisory Committee: Dr. Joseph E. Pasciak
In this dissertation, we study the mixed nite element method for the linear
plane elasticity problem and iterative solvers for the resulting discrete system. We use
the Arnold-Winther Element in the mixed nite element discretization. An overlap-
ping Schwarz preconditioner and a multigrid preconditioner for the discrete system
are developed and analyzed.
We start by introducing the mixed formulation (stress-displacement formulation)
for the linear plane elasticity problem and its discretization. A detailed analysis of
the Arnold-Winther Element is given. The nite element discretization of the mixed
formulation leads to a symmetric indenite linear system.
Next, we study ecient iterative solvers for the symmetric indenite linear system
which arises from the mixed nite element discretization of the linear plane elasticity
problem. The preconditioned Minimum Residual Method is considered. It is shown
that the problem of constructing a preconditioner for the indenite linear system can
be reduced to the problem of constructing a preconditioner for the H(div) problem
in the Arnold-Winther nite element space. Our main work involves developing an
overlapping Schwarz preconditioner and a multigrid preconditioner for the H(div)
problem. We give condition number estimates for the preconditioned systems together
with supporting numerical results.
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1CHAPTER I
INTRODUCTION
The purpose of this thesis is to study the mixed formulation (stress-displacement
formulation) of the planar linear elasticity problem and to develop preconditioners
for the resulting linear system.
Mixed nite element methods [2, 22] have been widely used in solving partial
dierential equations. Compared to the primal-based methods, mixed nite element
methods have some well-known advantages. For example, the dual variable, which
is usually the variable of primary interest, is computed directly as a fundamental
unknown. Mixed methods also have some obvious disadvantages, such as the necessity
of constructing stable pairs of nite element spaces and the fact that the resulting
discrete system is indenite. Therefore, the construction of stable pairs of nite
element spaces and the development of ecient iterative solvers for the resulting
discrete system remain two of the most important issues in the applications of mixed
nite element methods.
For decades, extensive research has been carried out to explore the mixed for-
mulation of the plane elasticity problem (also known as the weak formulation of
the Hellinger-Reissner Principle). Most of this research focused on developing stable
pairs of mixed nite element spaces and several dierent solutions have been pro-
posed [3, 4, 8, 44]. As stated in those papers, the crux of the diculty is that the
stress tensor in the Hellinger-Reissner Principle has to be symmetric. Indeed, this
symmetry condition is so hard to satisfy that the authors of [3, 4, 44] resorted to
composite elements. Only recently did Arnold and Winther construct a new stable
This dissertation follows the style and format of Mathematics of Computation.
2pair of mixed nite elements [8] which does not use composite elements. We will base
our research on the lowest order Arnold-Winther nite element.
We mention some alternative ways to circumvent the diculty of constructing
stable pairs of nite elements. One way is to reformulate the saddle-point problem
by using Lagrangian functionals so that it does not require symmetric tensors [3, 5].
Another way is to use the least-square formulation so that the classical discrete inf-
sup condition is no longer needed [14, 23, 24]. Also, other authors resort to the use
of stabilizing techniques (see [34] and the references therein).
The Arnold-Winther nite element spaces consist of piecewise polynomials. It
has been proved in [8] that the Arnold-Winther nite element spaces are stable for
the pure displacement boundary problem. In Chapter III, we will generalize their
proof for stability to problems with more general boundary conditions under certain
regularity assumptions.
The discretization of the mixed formulation leads to a symmetric indenite lin-
ear system. Generally speaking, there are three main approaches for solving large
symmetric indenite linear systems corresponding to mixed formulations. One can
use the well-studied Uzawa-type method [10, 31, 17, 12, 55]. The second choice is the
positive denite reformulation proposed by Bramble and Pasciak in [15] and [16]. The
third choice is the preconditioned minimum residual method analyzed in [6, 49]. We
adopt the idea of the preconditioned minimum residual method. An analysis similar
to the one in [6] will show that the problem of constructing a preconditioner for the
indenite linear system derived from the mixed formulation of linear plane elastic-
ity can be reduced to the problem of constructing a preconditioner for the H(div)
problem on the Arnold-Winther nite element space on the symmetric tensor eld.
We consider an overlapping Schwarz preconditioner and a multigrid precondi-
tioner. Overlapping Schwarz methods provide ecient preconditioners for second
3order elliptic problems. Two-level additive Schwarz methods were rst introduced by
Dryja and Widlund [27, 28]. Multiplicative Schwarz methods and a general framework
for the overlapping Schwarz methods were developed by Bramble, Pasciak, Wang and
Xu [18]. Later, Dryja and Widlund showed that two-level Schwarz methods work well
even in the case of small overlapping of sub-domains [29]. For a systematic analy-
sis of the overlapping Schwarz method, see also [52, 53, 54]. The application of the
overlapping Schwarz method to vector problems on H(div) was discussed in [43, 6].
Multigrid methods provide another type of ecient preconditioner. A vast
amount of research has been done in this area, among which we refer to survey
papers [20, 13, 53], the book by Hackbusch [41], the book by Bramble and Zhang [19]
and the references therein. In [53], it was pointed out that the multigrid algorithm
and the multiplicative Schwarz algorithm can be considered in the general framework
of the so-called Successive Subspace Correction Methods. Application of the multigrid
method to vector problems on H(div) was studied in [42, 6, 7].
Our main work involves developing an overlapping Schwarz preconditioner and
a multigrid preconditioner for the H(div) problem on the Arnold-Winther nite
element space. The discrete operator which results from the H(div) problem is not
uniformly elliptic. This causes the main diculty in the development and the analysis
of our preconditioners since the classical techniques require the operator to have some
elliptic regularity. To deal with this diculty, we follow the idea of using a Helmholtz-
like decomposition [6, 32] and decompose the Arnold-Winther nite element space
into two orthogonal subspaces: the subspace of divergence free functions and its
orthogonal compliment. Then, the analysis of our preconditioners can be done on
these two subspaces separately.
Our results state that, for polygonal domains and the pure displacement bound-
ary problem or the pure traction boundary problem, the condition number of the
4preconditioned system using the overlapping Schwarz preconditioner is uniform with
respect to the mesh size and the number of sub-domains; for convex polygonal do-
mains and the pure displacement boundary problem or the pure traction boundary
problem, the condition number of the preconditioned system using the variable V-
cycle multigrid preconditioner is independent of the number of levels.
Finally, we give an outline of this thesis. In Chapter II, we introduce the basics
about Sobolev spaces, the linear plane elasticity problem together with its variational
formulations, and the Airy operator which connects the plane elasticity problem to
the biharmonic problem. Several important issues like the existence and uniqueness
of the weak problem, the regularity of the weak solution, a decomposition of the
H(div ,
, S2) space and the related exact sequence are discussed in this chapter.
In Chapter III, we introduce the mixed nite element discretization of plane elas-
ticity and the Arnold-Winther elements. The Arnold-Winther element is related to
the Argyris element by the Airy operator. In this chapter, we also briey introduce
several other nite elements for the mixed formulation. In Chapter IV, we discuss
iterative solvers for the linear system which results from the saddle-point problem.
The preconditioned minimum residual algorithm is given there. We show that the
problem of nding a preconditioner for the saddle-point problem can be reduced to
the problem of nding a preconditioner for the H(div) problem. Also in this section,
we briey introduce several other iterative solvers for the saddle-point problem. We
develop an overlapping Schwarz preconditioner for the H(div) problem in Chapter
V and a multigrid preconditioner for the H(div) problem in Chapter VI. The condi-
tion numbers of the resulting preconditioned systems are analyzed there. Finally, in
Chapter VII, we give the results of numerical experiments.
5CHAPTER II
PRELIMINARIES
In this chapter, we introduce the basics about Sobolev space, the linear elasticity
problem together with its variational formulations, and the Airy operator. We start
with some denitions and properties of Sobolev spaces, especially the symmetric
matrix space H(div ,
, S2) and its properties on the boundary ∂
. Then we describe
the model problem for planar linear elasticity and discuss its variational formulations.
The existence, uniqueness and the regularity results for the weak solution are stated.
Finally, we introduce the Airy operator, which connects the divergence free part of
H(div ,
, S2) to the biharmonic problem and yields an orthogonal decomposition
of the space H(div ,
, S2). The most interesting property of this decomposition is
that the orthogonal complement of the divergence free part gains H s-regularity. This
decomposition will be the key factor for the analysis in Chapter V and Chapter VI.
A. Sobolev spaces
Let 
 be a bounded, open subset of Rn with a Lipschitz continuous boundary and
denote ∂
 to be the boundary of 
. Let (x1, . . . , xn) be a coordinate system for Rn.
We restrict our attentions on real-valued functions over 
. A scalar function u on 
 is
dened as a mapping from 
 to R. Let α = (α1, . . . , αn) be a multi-index, where αi,
i = 1, . . . , n, are nonnegative integers. The length of α is dened by |α| = ∑ni=1 αi.
Denote
Dαu =
∂|α|u
∂α1x1 · · ·∂αnxn .
Here Dα is considered in the weak sense.
We review some basic concepts of Sobolev spaces. Let Ck(
) be the space of kth
6order continuously dierentiable functions on 
 and C∞(
) be the space of innitely
dierentiable functions on 
. Dene Ck(
) to be the space of functions which are kth
order dierentiable and continuous up to the boundary ∂
. Let C∞0 (
) be the subset
of C∞(
) such that every u ∈ C∞0 (
) has compact support in 
. For 1 ≤ p ≤ ∞, let
Lp(
) be the Lebesgue space dened on 
 with the norm
‖u‖Lp(Ω) =


(∫
Ω
|u|p dx
)1/p
, 1 ≤ p <∞,(
ess sup
  ∈Ω
|u(x)|
)
, p = ∞.
Let W s,p(
) be the Sobolev space for s ≥ 0 and 1 ≤ p ≤ ∞ with the norm and the
semi-norm dened by:
1. if s = m is an integer:
‖u‖W m,p(Ω) =



∑
|α|≤m
‖Dαu‖pLp(Ω)


1/p
, 1 ≤ p <∞,
max
|α|≤m
(‖Dαu‖L∞(Ω)), p = ∞,
|u|W m,p(Ω) =



∑
|α|=m
‖Dαu‖pLp(Ω)


1/p
, 1 ≤ p <∞,
max
|α|=m
(‖Dαu‖L∞(Ω)), p = ∞,
72. if s = m + t where m is an integer and 0 < t < 1:
‖u‖W s,p(Ω) =



‖u‖pW m,p(Ω) + ∑
|α|=m
∫
Ω
∫
Ω
|Dαu(x)−Dαu(y)|p
|x− y|n+tp dx dy


1/p
,
when 1 ≤ p <∞,
max

‖u‖W m,∞(Ω), max|α|=m ess sup  ,  ∈Ω
  6= 
|Dαu(x)−Dαu(y)|
|x− y|t

,
when p = ∞,
|u|W s,p(Ω) =



∑
|α|=m
∫
Ω
∫
Ω
|Dαu(x)−Dαu(y)|p
|x− y|n+tp dx dy


1/p
,
when 1 ≤ p <∞,
max
|α|=m

ess sup
  ,  ∈Ω
  6= 
|Dαu(x)−Dαu(y)|
|x− y|t

,
when p = ∞.
For u ∈ W s,p(
), let ~u be the extension of u to Rn by zero outside 
. Dene
~W s,p(
) = {u ∈ W s,p(
) such that ~u ∈ W s,p(Rn)}, (2.1)
where W s,p(Rn) is the Sobolev space dened on Rn. Dene
W s,p0 (
) = C
∞
0 (
)
W s,p(Ω)
,
which means the closure of C∞0 (
) under W
s,p(
) norm.
Let < ·, · > be the duality pairing. For s < 0 and 1 < p < ∞, we dene the
Sobolev space W s,p(
) to be the dual space of W−s,q0 (
), where
1
p
+ 1
q
= 1. The norm
8on W s,p(
), s < 0, is dened by
‖u‖W s,p(Ω) = sup
v∈W
−s,q
0 (Ω)
v 6=0
< u, v >
‖v‖W−s,q(Ω) .
W s,2(
) is a Hilbert space and is commonly denoted by Hs(
). Similarly,
W s,20 (
) is denoted by H
s
0(
).
For properties of Sobolev spaces, see [47, 45, 37, 35, 1]. We only list several
important results in the following.
Theorem II.1. When s− 1/p is not an integer, we have
~W s,p(
) = W s,p0 (
).
Furthermore, when 0 ≤ s < 1/p, we have
~W s,p(
) = W s,p0 (
) = W
s,p(
).
Let   be an open subset of ∂
, which is Lipschitz continuous. We can dene a
unit outward normal vector eld n almost everywhere on   and n ∈ (L∞( ))2. We
say that   is of class Ck,1 if for every x ∈  , there exists a neighborhood V of x in
Rn and a map φ : Rn−1 → V ∩   which is k times continuously dierentiable and its
derivatives of order k are Lipschitz continuous. If   is of class Ck,1 for k ≥ 1, then
the unit outward normal vector n is of class Ck−1,1.
For u ∈ C∞(
), dene  u = u|Γ.
Theorem II.2. (Trace theorem) If   is of class Ck,1, then the mapping
u→ { u,  ∂u
∂n
, . . . , 
∂mu
∂nm
}
which is defined for u ∈ C∞(
) has a unique continuous extension as an operator
9from
W s,p(
) onto
m∏
i=0
W s−i−1/p,p( ) for m + 1/p < s ≤ k + 1.
Corollary II.1. We have
H10 (
) = {u ∈ H1(
) such that u|∂Ω = 0},
H20 (
) = {u ∈ H2(
) such that u|∂Ω = 0, (Dαu)|∂Ω = 0, for |α| = 1}.
We also dene the following spaces:
H10,Γ(
) = {u ∈ H1(
) such that u|Γ = 0},
H20,Γ(
) = {u ∈ H2(
) such that u|Γ = 0, (Dαu)|Γ = 0, for |α| = 1}.
Remark II.1. If   is of class C1,1, then
H20,Γ(
) = {u ∈ H2(
) such that u|Γ = 0,
∂u
∂n
|Γ = 0}.
However, it is possible to extend slightly the above statement for the case when 
 is
a bounded two-dimensional Lipschitz polygon. Notice that a polygon is never of class
C1,1. Let  i, 1 ≤ i ≤ N , be the boundary edges of 
. Then u→ { 1 ∂u∂   , . . . , N ∂u∂   } is
a linear, continuous operator from H2(
) onto
∏N
i=1H
1/2( i). Furthermore, we have
H20,Γ(
) = {u ∈ H2(
) such that u|Γ = 0,
∂u
∂n
|Γi∩Γ = 0 for 1 ≤ i ≤ N}.
Similar to the denition (2.1) for ~W s,p(
), we dene the space ~W s,p( ) on an
open set   ⊂ ∂
 by
~W s,p( ) = {u ∈ W s,p( ) such that ~u ∈ W s,p(∂
)},
where ~u is the extension of u to ∂
 by zero outside  . For u ∈ H10,Γ(
), notice that
u|∂Ω ∈ H1/2(∂
) and u|Γ = 0. Clearly, we have
u|∂Ω\Γ ∈ ~W 1/2,2(∂
\ ).
10
Normally, when n = 2 and   is a 1-D curve, we denote
H
1/2
00 ( ) = ~W
1/2,2( )
with the norm (if   is simply connected)
‖u‖2
H
1/2
00 (Γ)
= ‖u‖2H1/2(Γ) +
∫
Γ
(
u2
s
+
u2
| | − s) ds.
The above denition for the H
1/2
00 ( ) norm can easily be generalized to the case when
  is multiply connected. We have
H
1/2
00 ( ) ( H
1/2
0 ( ) = H
1/2( ).
Another obvious result is that, for each u ∈ H1/200 (∂
\ ), there exists a v ∈ H10,Γ(
)
such that v|∂Ω\Γ = u.
Next, we generalize the above denitions of Sobolev spaces to the cases of vector
functions and symmetric matrix functions. We will focus on two-dimensional prob-
lems. Therefore, in the rest of this section, 
 is a bounded, open subset in R2 with a
Lipschitz continuous boundary and the coordinate system is set to be (x, y).
Let R2 be the space of 2-dimensional real vectors and S2 be the space of symmetric
2× 2 real matrices. Dene the inner product between vectors and the inner product
between matrices by:
u · v =
2∑
i=1
uivi, for u = (ui)1≤i≤2, v = (vi)1≤i≤2 ∈ R2,
σ : τ =
2∑
i,j=1
σijτij, for σ = (σij)1≤i,j≤2, τ = (τij)1≤i,j≤2 ∈ S2.
Dene a 2-dimensional vector function v = (vi)1≤i≤2 to be a mapping from 
 to
R2 and a 2 × 2 symmetric matrix function τ = (τij)1≤i,j≤2 to be a mapping from 

to S2. We adopt the convention that a Latin character in lower case denotes a scalar
11
or a scalar function, a bold Latin character in lower case denotes a vector or a vector
function and a bold Greek character denotes a matrix or a matrix function.
Dene
W s,p(
,R2) = (W s,p(
))2,
W s,p(
, S2) = (W
s,p(
))3,
with norms
‖v‖W s,p(Ω,  2) = (‖v1‖pW s,p(Ω) + ‖v2‖pW s,p(Ω))1/p,
‖τ‖W s,p(Ω,  2) = (‖τ11‖pW s,p(Ω) + 2‖τ12‖pW s,p(Ω) + ‖τ22‖pW s,p(Ω))1/p.
We generalize notations for other spaces in the same fashion.
For simplicity, denote ‖ · ‖s,Ω to be the Hs-norm over scalar, vector or matrix
elds, depending on the type of the function. We also use the notation (·, ·) for the
L2-inner product over scalar, vector or matrix elds dened on the whole domain 
.
Dene the gradient of a scalar function u and the gradient of a vector function
v, respectively, by
∇u =

 ∂∂xu
∂
∂y
u

 and ∇v =

 ∂∂xv1 ∂∂yv1
∂
∂x
v2
∂
∂y
v2

 .
Also, we dene the divergence of a vector function v and the divergence of a matrix
function τ , respectively, by
div v =
∂
∂x
v1 +
∂
∂y
v2 and div τ =

 ∂∂xτ11 + ∂∂yτ12
∂
∂x
τ21 +
∂
∂y
τ22

 .
Dene
H(div ,
, S2) = {τ ∈ L2(
, S2) such that div τ ∈ L2(
,R2)},
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with the norm
‖τ‖2  (div ,Ω,  2) = ‖τ‖20,Ω + ‖div τ‖20,Ω.
H(div ,
, S2) is a Hilbert space with the inner product
(σ, τ )   (div ,Ω,  2) = (σ, τ ) + (div σ,div τ ).
Similar to Theorem 2.4 and Theorem 2.5 in [35], we have the following results:
Lemma II.1. C∞(
, S2) is dense in H(div ,
, S2)
Lemma II.2. For τ ∈ H(div ,
, S2), we have τn|∂Ω ∈ H−1/2(∂
,R2), where n is
the unit outward normal vector on ∂
. Furthermore, the following Green’s formula
is true:
(div τ , v) + (τ ,∇v) =< τn, v >∂Ω for all v ∈ H1(
,R2).
τn|∂Ω is called the normal component of τ on ∂
. Let   be an arbitrary open
subset of ∂
. For each v ∈ H1/200 ( ,R2), let ~v be the extension of v to ∂
 by zero
outside  . It is not hard to see that ‖v‖   1/2
00 (Γ,
 
2)
is equivalent to ‖~v‖   1/2(∂Ω,  2) up
to a constant independent of v. Dene
< τn, v >Γ=< τn, ~v >∂Ω . (2.2)
Clearly, < τn, · >Γ is a well dened functional on H1/200 ( ,R2) since
< τn, v >Γ =< τn, ~v >∂Ω≤ ‖τn‖   −1/2(∂Ω,   2)‖~v‖   1/2(∂Ω,   2)
≤ c‖τn‖   −1/2(∂Ω,  2)‖v‖   1/2
00 (Γ,
 
2)
,
where c is a positive constant independent of v. Therefore τn is in (H
1/2
00 ( ,R
2))∗,
the dual space of H
1/2
00 ( ,R
2). Note that τn is not necessarily in H−1/2( ,R2).
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Dene
H0,Γ(div ,
, S2) = {τ ∈ H(div ,
, S2) such that
< τn, v >Γ= 0 for all v ∈ H1/200 ( ,R2)},
H0(div ,
, S2) = H0,∂Ω(div ,
, S2).
Notice that if τn ∈ L2(∂
,R2), then the boundary condition of H0,Γ(div ,
, S2) is
equivalent to τn|Γ = 0.
Remark II.2. Clearly, an equivalent way to define H0,Γ(div ,
, S2) is
H0,Γ(div ,
, S2) = {τ ∈ H(div ,
, S2) such that
< τn, v >∂Ω= 0 for all v ∈ H10,∂Ω\Γ(
,R2)},
which is used in [22].
For v ∈ H1/2(∂
\ ,R2), there exists w ∈ H1/2(∂
,R2) such that w|∂Ω\Γ = v.
For τ ∈ H0,Γ(div ,
, S2), we formally dene
< τn, v >∂Ω\Γ=< τn,w >∂Ω . (2.3)
We claim that < τn, v >∂Ω\Γ is uniquely dened independent of the choice of w.
Indeed, if w1, w2 ∈ H1/2(∂
,R2) are two dierent extensions of v to ∂
, then
clearly (w1 −w2)|Γ ∈ H1/200 ( ,R2). Hence < τn,w1 >∂Ω=< τn,w2 >∂Ω.
Finally, we shall mention the properties of H0,Γ(div ,
, S2) relative to a partition
of 
. Let 
 = ∪ki=1
i be a partition into non-overlapping sub-domains, each of which
has a Lipschitz boundary ∂
i. Then, similar to Proposition 1.2 on Page 95 of [22],
we have the following lemma.
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Lemma II.3. The following statement is true:
H0,Γ(div ,
, S2) = {τ satisfying τ |Ωi ∈ H(div ,
i, S2) and
k∑
i=1
< τni, v >∂Ωi= 0, for all v ∈ H10,∂Ω\Γ(
,R2)},
where ni is the unit outward normal vector on ∂
i.
B. The linearized theory of elasticity
The theory of elasticity deals with the deformation and the internal force of a given
body under external forces and boundary conditions. We call the body a continuum
if the physical quantities distributed over the body can be represented as continuous
elds or piecewise continuous elds.
Our analysis will focus on plane elasticity problems. We use the displacement
eld u ∈ R2 to represent the deformation of a body. In the linearized theory of
elasticity, the infinitesimal strain tensor of the body is dened by
ε(u) =
1
2
[∇u + (∇u)t] .
The strain tensor describes the deformation independent of both translation and
rotation. Indeed, if we dene the space of infinitesimal rigid body motion:
RM := span



1
0

 ,

0
1

 ,

−y
x



 ,
which represents the translation and innitesimal rigid body rotation, then RM is
exactly the kernel of ε(·). The strain tensor ε is symmetric by denition and therefore
ε ∈ S2.
When external forces are exerted on a body, the material volumes interact by
exerting internal forces on one another. The internal forces can be characterized by
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the linearized Cauchy stress tensor σ and the stress tensor eld must satisfy the local
balance of linear and angular momentum. We only consider the time-independent
case, or in other words, the equilibrium status:
− div σ = f , (balance of linear momentum)
σ = σt, (balance of angular momentum)
where f is the body force per unit volume. The balance of angular momentum is
equivalent to the statement that σ ∈ S2. The balance of linear momentum is normally
referred to as the equilibrium equation.
The stress and the strain are related to each other by the general Hooke's law.
The relation between the stress and the strain, normally known as the constitutive
equation, is a property of the material that constitutes the body. Assume we have a
linear hyper-elastic material, which means that the stress σ is a linear function of the
strain ε and there exists a well-dened strain energy density function U(ε) such that
σij =
∂U(ε)
∂εij
, for 1 ≤ i, j ≤ 2.
Then, the constitutive equation for the innitesimal deformation [51] can be written
as
σ = Cε,
where C is a symmetric fourth-order tensor which is called the stiffness tensor. An
equivalent way to state the constitutive equation is
ε = Aσ,
where A = C−1 is the compliance tensor. Clearly A is also a symmetric and fourth-
order tensor. We say the material is homogeneous if A and C are spatially independent
tensors.
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One special type of elasticity material is the so-called isotropic material. We
say a material is isotropic if the stiness tensor C is invariant with respect to all
orthogonal transformations of the coordinate system. In this case, the constitutive
equation becomes ([51])
σ = 2µε + λ(trε)I, (2.4)
or
ε =
1
2µ
σ − λ
4µ(λ+ µ)
(trσ)I, (2.5)
where trε is the trace of ε, I is the 2 × 2 identity matrix and λ, µ are the Lame`
coecients which satisfy (µ, λ) ∈ [µ1, µ2] × (0,∞) for 0 < µ1 < µ2. If a material
satises
trε = divu = 0,
we say it is incompressible. Notice that, by (2.4), the problem of incompressible
material can be considered to be the extreme situation of λ tends to ∞. Therefore,
we say a material is nearly incompressible if λ is large, comparing to µ. In this case,
|C| is large while |A| is bounded.
Combining all the above, we have the so-called field equations for linear elasticity
problems:
ε =
1
2
[∇u + (∇u)t] ,
σ = Cε,
−div σ = f .
(2.6)
System (2.6) is not a well-posted problem unless we provide it with appropriate
boundary conditions. Let 
 be the region occupied by the body we are studying and
17
let ∂
 =  D ∪ T where  D ∩ T = ∅. We consider two types of boundary conditions:
displacement boundary condition: u = u0 on  D,
traction boundary condition: σn = t0 on  T ,
(2.7)
where n is the outward normal vector on  .
Finally, we mention the applications of plane elasticity problems. In the real
world, elastic bodies are alway three-dimensional. However, there are cases when the
displacement u, the strain ε and the stress σ are nearly independent of one spatial
coordinate. In these cases, the elastic body can be modeled by the plane elasticity
problem. Two typical types of plane elasticity problems are the plane strain problem
and the plane stress problem. The plain strain problem models the behavior of a
cylindrical body under external forces parallel to its cross sections. The model is
based on an assumption that there is no displacement along the direction of the axis
of the cylindrical body. The plain stress problem models the behavior of a thin plate
under external forces parallel to the plate. The model is based on an assumption that
the stress is conned on the plane parallel to the plate. Figure 1 illustrates these two
models.
t t 00
t t0 0
Figure 1. Typical plane strain model and plane stress model.
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C. Variational principles
Assume that 
 is a bounded, open subset of R2 with a Lipschitz continuous boundary.
Furthermore, we assume that both C and A are uniformly positive denite in 
 and
bounded above. Consider Problem (2.6) under boundary conditions (2.7). There are
three dierent ways to formulate it variationally: the primal variational principle, the
dual variational principle and the mixed variational principle. First, we introduce the
primal variational principle. Assume temporarily that the displacement boundary
condition satises u0 = 0.
(Primal variational principle) Given f ∈ L2(
,R2) and t0 ∈ (H1/200 ( T ,R2))∗, nd
u ∈ H10,ΓD(
,R2) such that u minimizes the potential energy functional∫
Ω
1
2
Cε(v) : ε(v) dx− (f , v)− < t0, v >ΓT ,
over the space H10,ΓD(
,R
2). The corresponding weak problem can be written
as: Find u ∈ H10,ΓD(
,R2) such that
(Cε(u), ε(v)) = (f , v)+ < t0, v >ΓT for all v ∈ H10,ΓD(
,R2). (2.8)
Korn's Inequality [21, 25] states that for all v ∈ H10,ΓD(
,R2) (when  D 6= ∅) or
v ∈ H1(
,R2)/RM (when  D = ∅), there exists a positive constant C independent
of v such that
‖ε(v)‖0,Ω ≥ C‖v‖1,Ω.
By the Lax-Milgram Lemma, we have the following theorem about the existence and
the uniqueness of the weak solution.
Theorem II.3. If  D 6= ∅, then Problem (2.8) has a unique solution in H10,ΓD(
,R2).
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If  D = ∅, and we have the following compatibility condition,
(f , v)+ < t0, v >∂Ω= 0 for all v ∈ RM, (2.9)
then Problem (2.8) has a solution and the solution is unique in H 1(
,R2)/RM .
In the case that u0 6= 0, assume that u0 ∈ H1/2( D,R2). There exists a
~u0 ∈ H1(
, S2) such that ~u0|ΓD = u0. Consider the following problem: Find
w ∈ H10,ΓD(
,R2) such that
(Cε(w), ε(v)) = (f , v)+ < t0, v >ΓT −(Cε(~u0), ε(v)) for all v ∈ H10,ΓD(
,R2).
The right hand side of the above equation is a well-dened functional on H10,ΓD(
,R
2).
Hence the problem is well posed. Clearly, w+~u0 is the weak solution for Problem (2.6)
with boundary conditions (2.7). Therefore, the non-homogeneous boundary problem
can be reduced to a homogeneous boundary problem with a dierent right-hand side.
Hence the theoretical analysis only needs to be done on Problem (2.8).
Notice that w + ~u0 is the solution of the following problem: Find u ∈ H1(
,R2)
such that u|ΓD = u0 and
(Cε(u), ε(v)) = (f , v)+ < t0, v >ΓT for all v ∈ H10,ΓD(
,R2). (2.10)
Therefore in the implementation of nite element methods, we actually approximate
Problem (2.10). The solution for Problem (2.10) exists and is unique in the same
sense as stated in Theorem II.3.
Next, we consider the dual variational principle and the mixed variational prin-
ciple for linear plane elasticity. Assume temporarily that t0 = 0. Similar to the
analysis in Chapter 1 of [22], the primal formulation can be transformed to
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(Dual variational principle) Given f ∈ L2(
,R2) and u0 ∈ H1/2( D,R2), nd σ ∈
H0,ΓT (div ,
, S2) such that −div σ = f and σ minimizes the complimentary
energy functional ∫
Ω
1
2
Aτ : τ dx− < τn,u0 >ΓD ,
over the space H0,ΓT (div ,
, S2);
(Mixed variational principle) Given f ∈ L2(
,R2) and u0 ∈ H1/2( D,R2), nd
(σ,u) ∈ (H0,ΓT (div ,
, S2),L2(
,R2)) which is the critical point of the follow-
ing saddle-point problem
inf
  ∈
 
0,ΓT
(div ,Ω,  2)
sup
 ∈  2(Ω,   2)
∫
Ω
(
1
2
Aτ : τ + div τ · v) dx + (f , v)− < τn,u0 >ΓD .
Notice that the term < τn,u0 >ΓD in both the dual variational principle and the
mixed variational principle is dened in the sense of (2.3).
Among the three variational principles we stated, only the dual formulation does
not involve the displacement eld u. Consider the problem of solving for u ∈ R2
corresponding to a given symmetric matrix eld ε = (εij)1≤i,j≤2. There are three
independent equations but only two unknowns. The system is overdetermined. To
make the problem solvable, ε has to satisfy the following compatibility condition:
∂2
∂y2
ε11 +
∂2
∂x2
ε22 = 2
∂2
∂x∂y
ε12. (2.11)
The compatibility condition on ε implies that all symmetric matrix functions are
not possible strain elds. This causes problem for the dual principle, since condition
(2.11) has to be explicitly added to the formulation to make the solution meaningful.
Therefore, it is impractical to use the dual variational principle in real applications.
We will focus on the mixed variational principle, which is commonly referred to
as the Hellinger-Reissner Principle. Compared to the primal-based methods, mixed
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methods have some well-known advantages [2, 22]. For example, the dual variable
σ, which is usually the variable of primary interest, is computed directly as a funda-
mental unknown. Mixed methods also have some obvious disadvantages, such as the
necessity of constructing stable pairs of nite element spaces and the fact that the
resulting discrete system is indenite.
From the mixed variational principle we can derive the mixed formulation for
the linear elasticity problem, which is often referred to as the stress-displacement
formulation. Assume that t0 = 0. The mixed problem is: given f ∈ L2(
,R2) and
u0 ∈ H1/2( D,R2), find (σ,u) ∈ (H0,ΓT (div ,
, S2),L2(
,R2)) such that

(Aσ, τ ) + (div τ ,u) =< τn,u0 >ΓD for all τ ∈ H0,ΓT (div ,
, S2),
(div σ, v) = (−f , v) for all v ∈ L2(
,R2).
(2.12)
Theorem II.4. If  D 6= ∅, then the mixed problem (2.12) has a unique solution. If
 D = ∅ and f satisfies the compatibility condition (2.9), then Problem (2.12) has a
solution and the solution is unique in (H0,ΓT (div ,
, S2),L
2(
,R2)/RM).
Proof. Let u be the solution for Problem (2.10) with t0 = 0 and dene σ =
Cε(u). By Green's formula, it is not hard to see that σ ∈ H0,ΓT (div ,
, S2) and
div σ = −f . Therefore, by Theorem II.3, Im(div ) = L2(
,R2) when  D 6= ∅ and
Im(div ) = L2(
,R2)/RM when  D = ∅. Hence Im(div ) is closed in L2(
,R2).
Since we have assumed that A is uniformly positive denite in 
, so (A·, ·) is coercive
on Ker(div ). By Theorem 1.1 in Chapter II of [22], Problem (2.12) has a solution
and the solution is unique in (H0,ΓT (div ,
, S2), Im(div )). This completes the proof
of the theorem.
Consider the case when t0 6= 0. Assume that t0 ∈ (H1/200 (
,R2))∗. By Theorem
II.3, there exists a ~σ ∈ H(div ,
, S2) such that ~σn|ΓT = t0. Similar to the derivation
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of Problem (2.10), the non-homogeneous boundary problem can be reduced to a
homogeneous boundary problem with a dierent right-hand side. Using linearity, it
is easy to see that the mixed problem with t0 6= 0 can be written as: Find (σ,u) ∈
(H(div ,
, S2),L
2(
,R2)) such that σn|ΓT = t0 and

(Aσ, τ ) + (div τ ,u) =< τn,u0 >ΓD for all τ ∈ H0,ΓT (div ,
, S2),
(div σ, v) = (−f , v) for all v ∈ L2(
,R2).
(2.13)
Notice that in the mixed formulation, the traction boundary condition becomes the
essential boundary condition and the displacement boundary condition becomes the
natural boundary condition. Problem (2.13) is used in the implementation of mixed
nite element methods, while theoretical analysis only needs to be done on Problem
(2.12).
Clearly, the solution for Problem (2.13) exists and is unique in the same sense as
stated in Theorem II.3 and Theorem II.4. Let u be the solution for Problem (2.10) and
dene σ = Cε(u). By Green's formula, it is not hard to see that σ ∈ H(div ,
, S2)
and div σ = −f . Furthermore, one can easily verify that σn|ΓT = t0 and
(Aσ, τ ) + (div τ ,u) =< τn,u0 >ΓD .
Therefore, (σ,u) is also the solution for Problem (2.13). Hence the mixed problem
(2.13) is equivalent to the primal based problem (2.10) in the sense that they have
the same solution.
Finally, we discuss some regularity results for elasticity problems. Assume that
f is in L2(
,R2), t0 = 0 and u0 = 0. We say that the weak solution of Problem
(2.13) has Hs-regularity for some 0 < s ≤ 1 if the solution (σ,u) satises σ ∈
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H(div ,
, S2) ∩Hs(
, S2), u ∈ H1+s(
,R2) and
‖σ‖s,Ω + ‖u‖1+s,Ω ≤ CR‖f‖0,Ω, (2.14)
where CR is a positive constant depending only on 
,  T and A.
We state some regularity results on a polygonal domain, which were proved by
Grisvard [38, 39, 40]. Let 
 be a polygon with N corners. When we consider corners
of 
, we always include the points where  T and  D meet, even if they may not be
actual corners of 
. Let ωj, 1 ≤ j ≤ N , be the measure of the interior angle at the
j-th corner. Consider the Lame system, that is, σ = 2µε + λtr(ε)I. We have
• for the pure displacement boundary problem, Problem (2.13) has H s-regularity
for s ≤ 1 such that
s < inf
j=1,...,N
{Re z; sin2(zωj) = (λ+ µ)
2
(λ+ 3µ)2
z2 sin2 ωj, 0 < Re z < 1};
• for the mixed boundary problem, Problem (2.13) has Hs-regularity for s ≤ 1
such that
s < inf
j=1,...,N
{Re z; sin2(zωj) = (λ+ 2µ)
2 − (λ+ µ)2z2 sin2 ωj
(λ+ µ)(λ+ 3µ)
, 0 < Re z < 1};
• for the pure traction boundary problem, Problem (2.13) has H s-regularity for
σ ∈ Hs(
, S2) for s ≤ 1 such that
s < inf
j=1,...,N
{Re z; sin2(zωj) = z2 sin2 ωj, 0 < Re z < 1}.
It turns out that:
• (for the pure displacement boundary problem or the pure traction boundary
problem) Problem (2.13) has H1-regularity when 
 is a convex polygon. For a
non-convex polygonal domain where no internal angle is equal to 2pi, Problem
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(2.13) has Hs-regularity for s ∈ (0, s0), where 1/2 < s0 < 1 depends on the
Lame coecients.
• (for the mixed boundary problem) Convexity of the domain no longer guarantees
H1-regularity. For a non-convex polygonal domain where no internal angle is
equal to 2pi, Problem (2.13) has Hs-regularity for s ∈ (0, s0), where s0 depends
on the Lame coecients and is not necessarily greater than 1/2.
Notice that the constant CR in Inequality (2.14) depends on the Lame coecients
λ and µ. When λ → ∞, CR may get large. A recent result by Bacuta and Bramble
[11] states that if 
 is a convex polygon, then for the pure displacement boundary
problem we have
‖u‖2,Ω ≤ c‖f‖0,Ω,
where c is a positive constant independent of the Lame coecients.
D. The Airy operator
The Airy stress function was rst introduced by British astronomer, Sir George Bid-
dell Airy (1801-1892). Recall that we have the equilibrium equation −div σ = f . If
the body force f = 0, Airy noticed that the following type of symmetric matrix eld,
σ = airy q =

 ∂
2
∂y2
q − ∂2
∂x∂y
q
− ∂2
∂x∂y
q ∂
2
∂x2
q

 ,
satises the equilibrium equation for arbitrary q ∈ C3(
). On the other hand, for a
given stress eld σ which satises div σ = 0, if there exists a q such that airy q = σ,
then we say that q is the Airy stress function for σ.
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Dene
curl q =

 ∂∂yq
− ∂
∂x
q

 and curlv =

 ∂∂yv1 − ∂∂xv1
∂
∂y
v2 − ∂∂xv2

 .
It is clear that
airy q = curl curl q.
Dene
u× v = u1v2 − u2v1, for u = (ui)1≤i≤2, v = (vi)1≤i≤2 ∈ R2,
τ × v =

τ11v2 − τ12v1
τ21v2 − τ22v1

 , for τ = (τij)1≤i,j≤2 ∈ R4, v = (vi)1≤i≤2 ∈ R2.
Assume that 
 is a polygon. For σ ∈ C∞(
, S2) satisfying div σ = 0, it is
fundamental to show that there exists q ∈ C∞(
) such that σ = airy q. Indeed, let
x0 be a xed point in 
 and for all x ∈ 
, let γ   be a smooth path from x0 to x.
Dene
w1(x) =
∫
γ  

 σ22
−σ21

 · t ds,
w2(x) =
∫
γ  

−σ12
σ11

 · t ds,
where t is the unit tangential vector on γ   pointing toward x. By Green's formula,
one can easily show that w1 and w2 are independent of the choice of γ   . Dene
q =
∫
γ  

w1
w2

 · t ds.
It is not hard to see that q is also independent of the choice of γ   and airy q = σ.
Notice that the above argument also works for σ ∈ H(div ,
, S2) satisfying div σ =
0 and the resulting q is in H2(
). Combining the above analysis and Theorem II.3,
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we have the following lemma.
Lemma II.4. The following exact sequence holds:
0 → P1(
) ⊂−→ H2(
) airy−→ H(div ,
, S2) div−→ L2(
,R2) → 0,
We want to derive a similar exact sequence for H0,ΓT (div ,
, S2) where  T 6= ∅.
First, we state the following lemmas.
Lemma II.5. For q ∈ H2(
) and v ∈ H1(
,R2), we have
< (airy q)n, v >∂Ω=< curl q,∇v × n >∂Ω,
where n is the unit outward normal vector.
Proof. By Green's formula, for q ∈ C∞(
) and v ∈ C∞(
,R2),
< (airy q)n, v >∂Ω = (div airy q, v) + (airy q,∇v)
= 0 + (curl curl q,∇v)
=< curl q,∇v × n >∂Ω .
Using a density argument, we can show that the result is true for q ∈ H2(
) and
v ∈ H1(
,R2).
Remark II.3. Notice that for u, v ∈ H1(
,R2), by the Green’s formula and a
density argument,
< u,∇v × n >∂Ω= (curlu,∇v) ≤ ‖u‖1,Ω‖v‖1,Ω.
By setting u to be harmonic in 
, we have ‖u‖1,Ω ≤ c‖u‖1/2,∂Ω where c is a positive
constant independent of u. Therefore, ∇v × n is in H−1/2(∂
). Furthermore, for
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v ∈ C∞(
,R2), the result of Lemma II.5 can be written as
< (airy q)n, v >∂Ω=
N∑
i=1
< curl q,∇v × ni >Γi for all q ∈ H2(
),
where  i, i = 1, . . . , N , are the edges of the polygon 
 and ni are the outward normal
vectors on each  i.
Lemma II.6. Consider the line segment l = (0, 1). For q ∈ L2(l) satisfying
∫
l
q
dv
dx
dx = 0 for all v ∈ C∞0 (l),
we can conclude that q = constant on l.
Proof. Dene L20(l) = {v ∈ L2(l) |
∫
l
v dx = 0}. First, we show that d
dx
C∞0 (l) is
dense in L20(l). For v ∈ L20(l), let w =
∫ x
0
v(s) ds. It is clear that w ∈ H10 (l) and there
exists {wn}∞n=1 ⊂ C∞0 (l) such that wn → w in H10 (l). Therefore dwndx ∈ ddxC∞0 (l) and
dwn
dx
→ v in L20(l). Hence ddxC∞0 (l) is dense in L20(l).
Therefore, q is orthogonal to L20(l) in the L
2 inner product. It is obvious that
L2(l) = L20(l)⊕ span{1}. Hence q = constant on l.
Dene
~P ΓT1 (
) = P1(
) ∩H20,ΓT (
).
Notice that ~P ΓT1 (
) = P1(
) when  T = ∅ and ~P ΓT1 (
) = ∅ when  T 6= ∅. Now we
can prove the following lemma:
Lemma II.7. The following exact sequences are true:
1. If  T 6= ∂
 and  T is connected,
~P ΓT1 (
)
⊂−→ H20,ΓT (
)
airy−→ H0,ΓT (div ,
, S2) div−→ L2(
,R2) → 0,
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2. If  T = ∂

0 → H20 (
) airy−→ H0(div ,
, S2) div−→ L2(
,R2) → RM → 0.
Proof. First, as stated in the proof of Theorem II.4, we have Im(div ) =
L2(
,R2) when  D 6= ∅ and Im(div ) = L2(
,R2)/RM when  D = ∅.
By Lemma II.4, for τ ∈ H0,ΓT (div ,
, S2) satisfying div τ = 0, there exists
q ∈ H2(
), which is not unique, such that airy q = τ . We only need to show that q
can be chosen in H20,ΓT (
). By Lemma II.5 and the denition of H0,ΓT (div ,
, S2),
for all v ∈ H10,ΓD(
,R2),
< curl q,∇v × n >∂Ω= 0.
Let l be an edge of the polygon 
 and assume that l ∈  T . For any v ∈ C∞0 (l,R2),
we can extend v to ∂
 by zero outside l and the resulting function, which is still
denoted by v, is in C∞(∂
,R2). Let t be the unit tangential vector on l. Then
< curl q,
∂
∂t
v >l = − < curl q,∇v × n >l
= − < curl q,∇v × n >∂Ω
= 0.
By Lemma II.6, curl q = constant on l. Therefore, ∇q is piecewise constant on  T .
Since  T is connected and ∇q ∈ H1/2( T ), it is not hard to see that ∇q = constant
on  T . Notice that Ker(airy ) = P1(
). Without loss of generality, we can set
∇q = 0 on  T , which implies that q = constant on  T . Again, we can use the fact
that Ker(airy ) = P1(
) to set q = 0 on  T . Therefore, we have q ∈ H20,ΓT (
).
Finally, notice that Ker(airy ) = P1(
) and this implies the exactness condition
on H20,ΓT (
). This completes the proof of the lemma.
Remark II.4. The condition that  T is connected is essential to the proof for Lemma
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II.7. One can easily construct counterexamples when  T is not connected.
Lemma II.7 implies a decomposition of the space H0,ΓT (div ,
, S2):
H0,ΓT (div ,
, S2) = H0 +H1,
where
H0 = Ker(div ) = airy (H20,ΓT (
)),
H1 = {τ ∈ H0,ΓT (div ,
, S2) | τ ⊥ H0 in the H(div ,
, S2) inner product}.
Notice that H0 and H1 are orthogonal in both the H(div ,
, S2) inner product and
the L2 inner product.
Clearly, div is a bijection fromH1 onto Im(div ). Therefore, an inverse operator
div−1 can be dened, which maps

L2(
) onto H1, if  D 6= ∅;
L2(
)/RM onto H1, if  D = ∅.
Indeed, let σ ∈ H0,ΓT (div ,
, S2) and u ∈ L2(
,R2) satisfy

(σ, τ ) + (div τ ,u) = 0 for all τ ∈ H0.ΓT (div ,
, S2),
(div σ,w) = (v,w) for all w ∈ L2(
,R2).
(2.15)
Then σ = div−1v ∈ H1. Furthermore, assuming Hs-regularity for the above system,
then by Inequality (2.14), we have div−1v ∈ Hs(
, S2) and
‖div−1v‖s,Ω ≤ CR‖v‖0,Ω.
We can conclude that, for all σ ∈ H0,ΓT (div ,
, S2), there exists a unique de-
composition
σ = airy q + div−1v,
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where q ∈ H20,ΓT (
) and v = div σ. We point out that, q can be considered as the
solution of the following biharmonic problem: Find q ∈ H20,ΓT (
) such that
(airy q, airy p) = (σ, airy p) for all p ∈ H20,ΓT (
).
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CHAPTER III
MIXED FINITE ELEMENT DISCRETIZATION
In this chapter, we discuss the mixed nite element discretization for the linear plane
elasticity problem (2.12). The Arnold-Winther nite element spaces are introduced
and proved to be stable under certain regularity assumptions. We also show that
the divergence free part of the Arnold-Winther nite element space is connected to
the Argyris nite element space by the Airy operator, which results in an orthogonal
decomposition of the Arnold-Winther nite element space. This decomposition is, in
fact, a discrete version of the decomposition introduced in Chapter II.
In this chapter, we assume that 
 is a polygon and  D is connected. We always
consider the points where  D and  T meet as corners of the polygon, even if the
internal angers associated with these points may be pi. Also, we assume that the
compliance tensor A is uniformly positive denite in 
 and bounded above.
A. Mixed nite element method
As we have stated before, although Problem (2.13) is used in the implementation of
mixed nite element methods, theoretical analysis only needs to be done on Prob-
lem (2.12), where the traction boundary condition satises t0 = 0. Let (Σ,V ) ⊂
(H0,ΓT (div ,
, S2),L
2(
,R2)) be a pair of nite dimensional subspaces. Problem
(2.12) can be approximated by the following discrete problem: Find σ ∈ Σ and
u ∈ V such that

(Aσ, τ ) + (div τ ,u) =< τn,u0 >ΓD ∀ τ ∈ Σ,
(div σ, v) = (−f , v) ∀ v ∈ V .
(3.1)
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As we shall see below, under certain conditions imposed on (Σ,V ), the discrete
problem (3.1) has a unique solution and the discrete solution is a good approximation
to the weak solution of Problem (2.13). In the following, we will state these conditions.
Let Σ∗ and V ∗ be the dual spaces of Σ and V respectively. Dene linear oper-
ators A : Σ → Σ∗ and B : Σ → V ∗ by
< Aσ, τ > = (Aσ, τ ) for all τ ∈ Σ,
< Bσ, v > = (div σ, v) for all v ∈ V .
(3.2)
Let Bt : V → Σ∗ be the adjoint of B.
The discrete problem (3.1) can be written in the following operator form:

Aσ + Btu = F in Σ∗,
Bσ = G in V ∗.
(3.3)
The functional G in (3.3) is dened by (−f , ·). Notice that for each f ∈
L2(
,R2)/Ker(Bt),
G(w) = (−f ,w) = 0 for all w ∈ Ker(Bt).
Therefore, there exists a σ ∈ Σ such that
G(w) =< σ,Btw >=< Bσ,w > for all w ∈ V .
This implies that G is in Im(B) as long as f ∈ L2(
,R2)/Ker(Bt).
Since we assumed that A is uniformly bounded above, there exists a positive
number ‖A‖ such that
(Aσ, τ ) ≤ ‖A‖‖σ‖   (div ,Ω,  2)‖τ‖   (div ,Ω,  2) for all σ, τ ∈ Σ,
(div σ, v) ≤ ‖σ‖   (div ,Ω,  2)‖v‖  2(Ω,   2) for all σ ∈ Σ, v ∈ V .
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In other words, both A and B are bounded operators.
We say that the pair of mixed nite element spaces (Σ,V ) is stable if there exist
positive constants CA and CB which only depend on 
,  T and A such that
(Aσ,σ) ≥ CA‖σ‖2  (div ,Ω,  2) for all σ ∈ Ker(B), (3.4)
sup
  ∈Σ
(div τ , v)
‖τ‖   (div ,Ω,  2)
≥ CB‖v‖  2(Ω,  2) for all v ∈ V /Ker(Bt). (3.5)
Inequality (3.5) is normally referred to as the discrete inf-sup condition. The impor-
tance of constructing a stable pair of nite element spaces is explained in the following
theorems (see [22]).
Theorem III.1. If (Σ, V ) is stable and f ∈ L2(
,R2)/Ker(Bt), then the discrete
problem (3.1) has a unique solution in (Σ, V /Ker(Bt)).
If (σ^, u^) is a solution of the weak problem (2.13) and (σ,u) is a solution of the
discrete problem (3.1), we have the following error estimates [22]:
Theorem III.2. If (Σ, V ) is stable, then
‖σ^ − σ‖   (div ,Ω,  2) ≤
(
1 +
‖A‖
CA
)(
1 +
1
CB
)
inf
  ∈Σ
‖σ^ − τ‖   (div ,Ω,  2)
+
1
CA
inf
 ∈  
‖u^− v‖  2(Ω,   2),
and
‖u^− u‖  2(Ω,  2)/Ker(Bt) ≤
(
1 +
1
CB
)
inf
 ∈  
‖u^− v‖  2(Ω,   2)
+
‖A‖
CB
‖σ^ − σ‖   (div ,Ω,  2).
Furthermore, if Ker(B) ⊂ Ker(div ), then we have
‖σ^ − σ‖   (div ,Ω,  2) ≤
(
1 +
‖A‖
CA
)(
1 +
1
CB
)
inf
  ∈Σ
‖σ^ − τ‖   (div ,Ω,  2).
For decades, extensive research has been done on developing stable pairs (Σ,V ).
According to the strong resemblance between system (3.1) and the mixed system for
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the Laplace equation, one may rst think of using the lowest order Raviart-Thomas
element RT0 to construct the space Σ, i.e.
ΣRT0(T ,
, T ) = {σ ∈ H0,ΓT (div ,
, S2) such that σ|T ∈ (RT0)2 for all T ∈ T },
where
RT0 = span



a+ cx
b+ cy



 .
However, notice that σ ∈ ΣRT0(T ,
, T ) has to be symmetric. Therefore, σ12 = σ21
has to be a constant. This constraint results in the loss of approximating properties.
Indeed, it was very dicult to develop stable pairs of nite element spaces for
linear elasticity problems because of the symmetry requirement on Σ (see Chapter
VII of [22]). Stable nite elements on triangular meshes that have been developed
include the Johnson-Mercier element [44], the Arnold-Douglas-Gupta element [4] and
the Arnold-Winther element [8]. We will study, in detail, the Arnold-Winther element
in Section B and briey introduce other nite elements in Section D.
B. Arnold-Winther elements
Arnold and Winther proposed a new family of mixed nite elements for elasticity in
[8]. First, we introduce the lowest order Arnold-Winther element.
Let T be a quasi-uniform triangulation of 
 with characteristic mesh size h which
aligns with the corners of 
. On each triangle T ∈ T , dene Pi(T ) to be the space
consisting of polynomials of degree less than or equal to i. Let Pi(T, S2) = (Pi(T ))3
and Pi(T,R2) = (Pi(T ))2 be the spaces of polynomial tensors and polynomial vectors
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respectively. Dene
ΣT = {τ ∈ P3(T, S2) such that div τ ∈ P1(T,R2)},
V T = P1(T,R
2).
There are 24 degrees of freedom (dof) for ΣT and 6 degrees of freedom for V T . The
degrees of freedom for ΣT are:
• the nodal values of the three components of τ at each vertex of T (9 dofs);
• the moments of degree 0 and 1 of the two normal components of τ on each edge
of T (12 dofs);
• the moments of degree 0 of the three components of τ on T (3 dofs).
The degrees of freedom of V T are given as the zeroth and rst order moments on T .
Figure 2 illustrates the degrees of freedom for ΣT and V T .
Figure 2. Finite elements ΣT and V T .
It has been shown that the degrees of freedom dened above are unisolvent for
ΣT and V T (see [8]). Furthermore, we clearly have div ΣT = V T . Indeed, for
v = (v1, v2)
t in V T , let σ be dened by
∂
∂x
σ11 = v1,
∂
∂y
σ22 = v2 and σ12 = σ21 = 0.
Then σ ∈ ΣT and div σ = v.
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The Arnold-Winther element is ane under the matrix Piola transformation [8].
Let T^ be a reference triangle and J be the Jacobian matrix of the ane mapping from
T^ to T . Dene T to be the nodal value interpolation from C
2(T, S2) to ΣT associated
with the degrees of freedom for the Arnold-Winther element. For σ ∈ C2(T, S2),
dene σ^ ∈ C2(T^ , S2) by the matrix Piola transformation
σ^(x^) = J−1σ(x)J−t. (3.6)
Then
T σ(x) = JTˆ σ^(x^)J
t. (3.7)
Another important property is that ([8]), for σ ∈ C2(T, S2),
div T σ = P   T div σ, (3.8)
where P
  T
is the L2 projection onto V T .
The nite element spaces on the mesh T and domain 
 are dened as follows:
Σ(T ,
, T ) = {τ dened on 
 satisfying τ |T ∈ ΣT for each T ∈ T ,
τ is continuous on the degrees of freedom on each vertex
and each edge of T and τn|ΓT = 0.}
V (T ,
) = {v ∈ L2(
,R2) such that v|T ∈ V T for each T ∈ T }.
The boundary condition τn|ΓT = 0 implies two linear relations among three compo-
nents of τ on boundary nodes. Hence on each corner of the polygon 
 where two
traction boundary edges meet, we have τ = 0. This fact was noticed by Arnold and
Winther in [8]. For simplicity, when  T = ∅, we denote Σ(T ,
, T ) by Σ(T ,
).
Notice that for τ ∈ Σ(T ,
, T ), τn is continuous on the shared edge of two
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triangular elements. Therefore, by Lemma II.3,
Σ(T ,
, T ) ⊂ H0,ΓT (div ,
, S2).
Another immediate observation is that
div Σ(T ,
, T ) ⊂ V (T ,
).
Remark III.1. In the definition of Σ(T ,
, T ), we require the continuity on each
vertex. This does not seem to be natural for defining a subspace of H 0,ΓT (div ,
, S2),
in which nodal values are meaningless. A seemingly natural way to define the finite
element space is
~Σ(T ,
, T ) = {τ ∈ H0,ΓT (div ,
, S2) such that τ |T ∈ ΣT for each T ∈ T }.
The only continuity requirement for τ ∈ ~Σ(T ,
, T ) is that τn has to be continuous
across each internal edge of T . Notice that Σ(T ,
, T ) and ~Σ(T ,
, T ) may not be
equal. For example, if one consider the clusters of triangles as shown in Figure 3, a
function τ ∈ ~Σ(T ,
, T ) does not necessarily need to have continuous nodal value
on vertex v, although it has to be continuous on vertex w. Therefore, it is difficult to
determine a basis for ~Σ(T ,
, T ). This is the reason why we would like to explicitly
define continuous nodal values in Σ(T ,
, T ).
x
y
v
w
Figure 3. Clusters of triangles.
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We need to show that under certain conditions, (Σ(T ,
, T ),V (T ,
)) is sta-
ble. In [8], the stability of (Σ(T ,
),V (T ,
)) for the pure displacement bound-
ary problem is proved. In the rest of this section, we generalize their proof to
(Σ(T ,
, T ),V (T ,
)) under the assumption of Hs-regularity for s > 1/2.
To do this, we rst construct an operator Σ : H0,ΓT (div ,
, S2)∩Hs(
, S2) →
Σ(T ,
, T ) such that the following commutative diagram holds:
H0,ΓT (div ,
, S2) ∩Hs(
, S2) div−→ L2(
,R2)
↓ΠΣ ↓P  
Σ(T ,
, T ) div−→ V (T ,
)
(3.9)
where P
 
: L2(
,R2) → V (T ,
) is the L2 orthogonal projection and there ex-
ists a positive constant CΠ independent of the mesh size h such that for all τ ∈
H0,ΓT (div ,
, S2) ∩Hs(
, S2), s > 1/2,
‖Στ‖0,Ω ≤ CΠ‖τ‖s,Ω. (3.10)
The moments of degree 0 and 1 of the two normal components on each edge are
well dened for functions in H0,ΓT (div ,
, S2)∩Hs(
, S2), where s > 1/2. Therefore,
in the construction of Σ, we have no problem in dealing with the degrees of freedom
on each edge. However, because of degrees of freedom on each vertex, the natural
interpolation associated with the degrees of freedom is not bounded with respect to
the norm ‖ · ‖s,Ω for s ≤ 1. We need to consider a Clement type interpolation.
One important feature of the Σ that we construct is that it preserves the es-
sential boundary condition τn|ΓT = 0. Notice that τij and (Στ )ij, 1 ≤ i, j ≤ 2,
need not be zero on  T . Hence, we want Σ to preserve the boundary condition in
a natural way. For this purpose, we resort to the interpolation operator dened by
Scott and Zhang in [50].
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Consider the triangles in T as closed subsets of 
 which contain their boundary.
For each triangle T ∈ T , dene ST =
⋃{Ti|Ti ∩ T 6= ∅, Ti ∈ T }. Let Rh be the
interpolation operator from Hs(
), s > 1/2, onto the space of C0-quadratics with
respect to T , as dened by Scott and Zhang [50]. We only need to pay attention
that when we choose the integration simplex (see [50] or Appendix A for details) for
boundary points where  D and  T meet, the simplex should be chosen to be a subset
of  T . The degrees of freedom for the C
0-quadratic element are nodal values on each
vertex and the center point of each edge of T . We call these points \nodes".
Rh is a linear interpolation satisfying (see [50] or Appendix A for the proof):
1. Rhp = p for all C
0-quadratics p dened on mesh T ;
2. let l ⊂  T be a boundary edge and v ∈ Hs(
) satisfy v|l = 0, then Rhv|l = 0;
3. (stability) for 1/2 < s ≤ 1, there exists a positive constant c independent of h
such that
‖Rhv‖0,T ≤ c(‖v‖0,ST + hs|v|s,ST ) for all v ∈ Hs(
); (3.11)
4. (approximability) for 1/2 < s ≤ 3 and 0 ≤ t ≤ min(s, 1), there exists a positive
constant c independent of h such that
‖v −Rhv‖t,T ≤ chs−t|v|s,ST for all v ∈ Hs(
). (3.12)
Dene Rh which maps H
s(
, S2), s > 1/2, to the space of symmetric tensors of
C0-quadratics with respect to the mesh T by
• on each corner x of the polygon 
 such that both of the boundary lines adjacent
to x are in  T ,
Rh(τ )(x) = 0;
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• on all the other nodes x,
Rh(τ )(x) =

(Rhτ11)(x) (Rhτ12)(x)
(Rhτ21)(x) (Rhτ22)(x)

 .
Lemma III.1. Rh is an interpolation which satisfies
1. for τ ∈ H0,ΓT (div ,
, S2) ∩Hs(
, S2), s > 1/2, we have (Rhτ )n|ΓT = 0;
2. (stability) for 1/2 < s ≤ 1, there exists a positive constant c independent of h
such that
‖Rhτ‖0,T ≤ c(‖τ‖0,ST + hs|τ |s,ST ) for all τ ∈ Hs(
, S2); (3.13)
3. (approximability) for 1/2 < s ≤ 3 and 0 ≤ t ≤ min(s, 1), there exists a positive
constant c independent of h such that
‖Rhτ − τ‖t,T ≤ chs−t|τ |s,ST for all τ ∈ Hs(
, S2) ∩H0,ΓT (div ,
, S2).
(3.14)
Proof. First, we show that Rh preserves the essential boundary condition on
 T . Indeed, we only need to show that the boundary condition is preserved on all
nodes on  T . We divide those nodes into three categories:
(I) x is inside a boundary line, or in other words, x is not a corner of the polygon

;
(II) x is a corner of the polygon 
 where  D and  T meets;
(III) x is a corner of the polygon 
 and the two boundary lines connected to x are
both in  T .
Let τ ∈ H0,ΓT (div ,
, S2) ∩Hs(
, S2). For x of type (I) and (II), x is either inside
a boundary edge l ⊂  T or is one end of a boundary edge l ⊂  T . Let n = (n1, n2)t
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be the outward normal vector on l. Then τn|l = 0. Since Rh is linear, clearly
(Rhτ )n|   =

Rhτ11 Rhτ12
Rhτ21 Rhτ22



n1
n2


∣∣∣∣∣∣∣
 
=

Rh(τ11n1 + τ12n2)|  
Rh(τ21n1 + τ22n2)|  

 = 0.
For x of type (III), Rhτ (x) is forced to be 0 by denition. Therefore, the boundary
condition is preserved.
The stability result (3.13) follows immediately from the denition of Rh and In-
equality (3.11). We need to prove the approximability result (3.14). By the Bramble-
Hilbert Lemma, there exists a ρ ∈ P2(ST , S2) (see Appendix A for details) such that
‖τ − ρ‖s′,ST ≤ chs−s
′|τ |s,ST , 0 ≤ s′ ≤ s ≤ 3,
where c is a positive constant independent of h and ST . Hence by the triangle in-
equality, inverse inequality and the stability result (3.13), for 0 ≤ t ≤ min(s, 1),
‖Rhτ − τ‖t,T
≤ ‖τ − ρ‖t,T + ‖Rh(τ − ρ)‖t,T + ‖ρ−Rhρ‖t,T
≤ ‖τ − ρ‖t,T + ch−t(‖τ − ρ‖0,ST + hmin(s,1)|τ − ρ|min(s,1),ST ) + ‖ρ−Rhρ‖t,T
≤ chs−t|τ |s,ST + ‖ρ−Rhρ‖t,T .
By the denition of Rh, ρ−Rhρ has none-zero nodal values only at the corners
of polygon 
 which connect two boundary edges in  T . Denote Vc to be the set of
such corner nodes. Then ‖ρ−Rhρ‖2t,T ≤ ch2(1−t)
∑
  ∈Vc∩T |ρ(x)|2. Now we evaluate
|ρ(x)| for each x ∈ Vc. It is easy to see that x is the intersection of two edges γ1,
γ2 of the mesh Th and γ1, γ2 ⊂  T ∩ ∂ST . Denote n1, n2 to be the outward normal
vectors on γ1, γ2 respectively. Figure 4 is an example of T and x ∈ Vc. The polygon
inside the thick line contour is ST .
Notice that n1 6= n2. This guarantees that |ρ(x)| ≤ c(|(ρn1)(x)|+ |(ρn2)(x)|),
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Figure 4. An example of T and x ∈ Vc.
where c is independent of h, even if n1 or n2 is parallel to the x-axis or y-axis. By
the boundary condition of τ and the trace theorem,
h|ρ(x)|2 ≤ c
2∑
i=1
‖ρni‖20,γi = c
2∑
i=1
‖(τ − ρ)ni‖20,γi
≤ ch(h−2‖(τ − ρ)‖20,ST + h2min(s,1)−2|(τ − ρ)|2min(s,1),ST )
≤ ch2s−1|τ |2s,ST .
Hence |ρ(x)| ≤ chs−1|τ |s,ST and consequently ‖ρ − Rhρ‖t,T ≤ chs−t|τ |s,ST . This
completes the proof of approximability for Rh.
Dene 0Σ : H0,ΓT (div ,
, S2) ∩Hs(
, S2) → Σ(T ,
, T ) by setting
(α) (0Στ )(x) = 0 for all vertices x in T ;
(β)
∫
e
(0Στ )n ds =
∫
e
τn ds and
∫
e
(0Στ )n s ds =
∫
e
τn s ds for all edges e in T ;
(γ)
∫
T
0Στ dx =
∫
T
τ dx for all triangles T in T .
Clearly, 0Σ preserves the homogeneous essential boundary condition.
Lemma III.2. For all τ ∈ H0,ΓT (div ,
, S2) ∩Hs(
, S2), 1/2 < s ≤ 1, we have
‖0Στ‖0,T ≤ c(‖τ‖0,T + hs‖τ‖s,T ) for all T ∈ T , (3.15)
where c is a positive constant independent of h and T .
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Proof. Recall that the Arnold-Winther element is ane under the matrix Piola
transformation (3.6). Let T^ be a reference triangle and J be the Jacobian matrix
of the ane mapping from T^ to T . For τ ∈ H(div , T, S2) ∩ Hs(T, S2), dene
τ^ ∈ H(div , T^ , S2) ∩Hs(T^ , S2) by the matrix Piola transformation (3.6). Let 0T be
the restriction of 0Σ to T . In [8], the authors have shown that
0T τ (x) = J
0
Tˆ
τ^ (x^)J t.
Notice that
‖0
Tˆ
τ^‖0,Tˆ ≤ c‖τ^‖s,Tˆ for all τ^ ∈ H(div , T^ , S2) ∩Hs(T^ , S2),
where c is a constant depending only on T^ . Inequality (3.15) follows from a standard
scaling argument.
Dene
Σ = 
0
Σ(I−Rh) + Rh = 0Σ + (I− 0Σ)Rh.
Notice that for τ ∈ H0,Γ(div ,
, S2)∩Hs(
, S2), s > 1/2, (I−0Σ)Rhτ has nonzero
degrees of freedom only on nodal values on each vertex. Σ clearly preserves the
boundary condition of H0,Γ(div ,
, S2) and we have the following lemma.
Lemma III.3. For s > 1/2, Σ : H0,ΓT (div ,
, S2) ∩ Hs(
, S2) → Σ(T ,
, T )
satisfies (3.9) and (3.10). Furthermore, we have the following approximation property
‖τ − Στ‖0,Ω ≤ chs‖τ‖s,Ω for 1/2 < s ≤ 3, (3.16)
where c is a positive constant independent of h.
Proof. By Green's formula, for τ ∈ H0,ΓT (div ,
, S2)∩Hs(
, S2), v ∈ V T and
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T ∈ T , ∫
T
div (τ − Στ ) · v dx
=−
∫
T
(τ − Στ ) : ∇v dx +
∫
∂T
(τ − Στ )n · v ds
=−
∫
T
[(I − 0Σ)(I −Rh)τ ] : ∇v dx +
∫
∂T
[(I − 0Σ)(I −Rh)τ ]n · v ds
=0.
The last equality followed from (β) and (γ) in the denition of 0Σ. Therefore (3.9)
is true.
For τ ∈ H0,ΓT (div ,
, S2) ∩Hs(
, S2), 1/2 < s ≤ 3, we have
‖τ − Στ‖0,Ω ≤ ‖τ −Rhτ‖0,Ω + ‖0Σ(τ −Rhτ )‖0,Ω
≤ c
∑
T∈T
(‖τ −Rhτ‖0,T + hmin(s,1)‖τ −Rhτ‖min(s,1),T )
≤ c
∑
T∈T
hs|τ |s,ST ≤ chs|τ |s,Ω.
Notice that the last step of the above inequality is true because of the nite overlap-
ping property of ST when T is quasi-uniform. This proves (3.16) and consequently,
(3.10) is true.
Remark III.2. Another important consequence of the operator Σ is that, by (3.2)
we immediately have Ker(Bt) = ∅ when  D 6= ∅ and Ker(Bt) = RM when  D = ∅.
Therefore, the compatibility condition f ∈ L2(
,R2)/Ker(Bt) in Theorem III.1 is
consistent with the compatibility condition (2.9) for the weak problem.
Now we can prove the following theorem:
Theorem III.3. If the weak problem (2.12) has H s-regularity for s > 1/2, then the
pair of finite element spaces (Σ(T ,
, T ),V (T ,
)) is stable with CA depending only
on A and CB = 1/
√
C2ΠC
2
R + 1, where CR is the constant in Inequality (2.14).
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Proof. Since divΣ(T ,
, T ) ⊂ V (T ,
) and A is uniformly positive denite
in 
, clearly Inequality (3.4) is true with CA depending only on A.
Next we prove that Inequality (3.5) is true. Let v ∈ V /Ker(Bt). As stated
in Remark III.2, we have Ker(Bt) = ∅ when  D 6= ∅ and Ker(Bt) = RM when
 D = ∅. Therefore, v satises the compatibility condition (2.9). By the regularity
assumption, there exists a σ ∈ H0,ΓT (div ,
, S2) ∩Hs(
, S2) such that div σ = v
and ‖σ‖s,Ω ≤ CR‖v‖0,Ω, where CR > 0 only depends on 
,  T and A. By Lemma
III.3,
‖Σσ‖2  (div ,Ω,  2) = ‖Σσ‖20,Ω + ‖P   div σ‖20,Ω
≤ C2Π‖σ‖2s,Ω + ‖v‖20,Ω
≤ (C2ΠC2R + 1)‖v‖20,Ω.
Therefore, we have
‖v‖0,Ω = (v, v)‖v‖0,Ω =
(P
 
div σ, v)
‖v‖0,Ω
≤
√
C2ΠC
2
R + 1
(div Σσ, v)
‖Σσ‖   (div ,Ω,  2)
≤
√
C2ΠC
2
R + 1 sup
  ∈Σ(T ,Ω,ΓT )
(div τ , v)
‖τ‖   (div ,Ω) .
This completes the proof of the theorem.
Remark III.3. In [8], the authors proved the stability of (Σ(T ,
),V (T ,
)). The
proof of Theorem III.3 followed their idea. The result in [8] can be viewed as a
simplified case of Theorem III.3 in two aspects. First, Σ does not need to preserve
essential boundary conditions and hence a normal Cle´ment type operator [26] can be
used instead of a Scott-Zhang type operator. Second, for each v ∈ L2(
,R2), there
exists a σ ∈ H1(
, S2) such that div σ = v and ‖σ‖1,Ω ≤ c‖v‖0,Ω, where c is a
positive constant independent of v. Indeed, this σ can be easily obtained by solving
an elasticity problem on a convex polygon containing 
 with div σ = v inside 
 and
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div σ = 0 outside 
. Therefore, no regularity assumption is required in this case.
Notice that this has only been done when there is no essential boundary condition on
σ.
Let (σ^, u^) be a solution of the weak problem (2.13) and (σ,u) be a solution of the
discrete problem (3.1). One can derive an error estimate by Theorem III.2. However,
similar to Theorem 5.1 in [8], we have the following more precise error estimates:
Theorem III.4. If the weak problem (2.13) has H s-regularity for 1/2 < s ≤ 3, then
‖σ^ − σ‖0,Ω ≤ chs‖σ^‖s,Ω,
‖div σ^ − div σ‖0,Ω ≤ chmax(0,s−1)‖div σ^‖max(0,s−1),Ω,
‖u^− u‖0,Ω ≤ chmin(s,2)‖u^‖min(s,2)+1,Ω,
where c is a general constant independent of h.
We have introduced the lowest order element of the family of Arnold-Winther
elements. In general, the k-th order (k ≥ 1) Arnold-Winther element is dened by
ΣkT = {symmetric tensors τ ∈ Pk+2(T, S2) such that div τ ∈ Pk(T,R2)},
V kT = Pk(T,R
2),
with dim(ΣkT ) = (3k
2 + 17k + 28)/2 and dim(V kT ) = (k + 1)(k + 2). The degrees of
freedom for the k-th order ΣkT are:
• the nodal values of the three components of τ at each vertex of T (9 dofs);
• the moments of degree 0, 1, . . . , k of the two normal components of τ on each
edge of T (6k + 6 dofs);
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• the moments ∫
T
τ : ρ dx for all
ρ ∈ ε(Pk(T,R2)) + airy (λ21λ22λ23Pk−2(T )),
where (λ1, λ2, λ3) are the barycentric coordinate functions of T ((3k
2+5k−2)/2
dofs).
The degrees of freedom for V kT are the moments of degree 0, . . . , k on T .
We would also like to mention a nonconforming version of the Arnold-Winther
element recently introduced in [9]. Consider the lowest order Arnold-Winther el-
ement. Notice that the vertex degrees of freedom is unnatural for a subspace of
H0,ΓT (div ,
, T ), but unavoidable for dening conforming nite elements. How-
ever, one can drop the vertex degrees of freedom and dene a nonconforming element.
Dene
ΣNCT = {τ ∈ P2(T, S2) such that ntτn ∈ P1(e) for each edge e of T}.
There are 15 degrees of freedom for ΣNCT which are exactly the degrees of freedom
for ΣT except for the nodal values. The space VT is dened to be P1(T,R2). It has
been proved in [9] that the nonconforming Arnold-Winther element is stable.
C. Airy operator on the discrete level
In this section, we show that on the discrete level, there exist exact sequences similar
to the exact sequences in Lemma II.4 and Lemma II.7.
Denote QT to be the lowest order Argyris element [25] on T . It is a quintic
element and the degrees of freedom are
• the nodal value on each vertex (3 dofs), the rst derivatives at each vertex (6
dofs) and the second derivatives at each vertex (9 dofs);
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• the moments of degree 0 of ∂
∂  
q on the edges of T (3 dofs).
Figure 5 illustrates the degrees of freedom for the Argyris element.
Figure 5. The Argyris nite element.
Notice that airyQT ⊂ ΣT , Ker(airy ) = P1(T ) and divΣT = V T . We imme-
diately observe the following exact sequence by counting dimensions:
0 → P1(T ) ⊂−→ QT airy−→ ΣT div−→ V T → 0.
Dene
Q(T ,
, T ) = {q dened on 
 satisfying q|T ∈ QT for each T ∈ T ,
q is continuous on the degrees of freedom on each vertex
and each edge of T and q|ΓT = 0, ∇q|ΓT = 0}.
It is not dicult to see that Q(T ,
, T ) ⊂ H20,ΓT (
) and
airy Q(T ,
, T ) ⊂ Σ(T ,
, T ).
Dene
~P ΓT1 (
) = P1(
) ∩ Q(T ,
, T ).
Notice that ~P ΓT1 (
) = P1(
) when  T = ∅ and ~P ΓT1 (
) = ∅ when  T 6= ∅.
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Lemma III.4. Assume that Problem (2.12) has H s-regularity, s > 1/2. Then the
following exact sequences are true:
1. If  T 6= ∂
 and  T is connected,
~P ΓT1 (
)
⊂−→ Q(T ,
, T ) airy−→ Σ(T ,
, T ) div−→ V (T ,
) → 0,
2. If  T = ∂

0 → Q(T ,
, T ) airy−→ Σ(T ,
, T ) div−→ V (T ,
) → RM → 0.
Proof. First, by Theorem III.1 and Theorem III.3, div maps Σ(T ,
, T ) onto
V (T ,
) when  T 6= ∂
 and div maps Σ(T ,
, ∂
) onto V (T ,
)/RM .
Next, consider the divergence free part of Σ(T ,
, T ). Clearly, airy Q(T ,
, T )
is divergence free. Conversely, let σ ∈ Σ(T ,
, T ) satises div σ = 0. Similar to
Section D in Chapter II, we can construct q such that airy q = τ and it is elemen-
tary to show that q is a piece-wise quintic polynomial with continuous second order
derivatives at the vertices of T . Furthermore, following the proof of Lemma II.7, q
can be chosen to satisfy the boundary conditions q|ΓT = 0 and ∇q|ΓT = 0. Therefore,
q is in Q(T ,
, T ).
Finally, notice that Ker(airy ) = P1(
) and this implies the exactness condition
on Q(T ,
, T ). This completes the proof of this lemma.
Lemma III.4 implies a decomposition of the discrete space Σ(T ,
, T ):
Σ(T ,
, T ) = H0(T ,
, T ) +H1(T ,
, T ),
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where
H0(T ,
, T ) = Ker(B) = airy (Q(T ,
, T )),
H1(T ,
, T ) = {τ ∈ Σ(T ,
, T ) | τ ⊥ H0(T ,
, T )
in the H(div ,
, S2) inner product}.
H0(T ,
, T ) and H1(T ,
, T ) are orthogonal in both the H(div ,
, S2) inner prod-
uct and the L2 inner product.
Clearly, div is a bijection from H1(T ,
, T ) onto V (T ,
) when  D 6= ∅ or onto
V (T ,
)/RM when  D = ∅. An inverse operator div−1T can be dened which maps

V (T ,
) onto H1(T ,
, T ), if  D 6= ∅;
V (T ,
)/RM onto H1(T ,
, T ), if  D = ∅.
Let σ ∈ Σ(T ,
, T ) and u ∈ V (T ,
) satisfy

(σ, τ ) + (div τ ,u) = 0 for all τ ∈ Σ(T ,
, T ),
(div σ,w) = (v,w) for all w ∈ V (T ,
).
(3.17)
Then div−1T v is dened to be σ ∈ H1(T ,
, T ).
Therefore, for all σ ∈ Σ(T ,
, T ), there exists a unique decomposition
σ = airy q + div−1T v,
where q ∈ Q(T ,
, T )/ ~P ΓT1 (
) and v = div σ.
By Theorem III.4, we have the following lemma.
Lemma III.5. Assume that Problem (2.12) has H s-regularity for s > 1/2. Then,
for v ∈ V (T ,
) when  D 6= ∅ or v ∈ V (T ,
)/RM when  D = ∅,
‖div−1v − div−1T v‖0,Ω ≤ chs‖v‖0,Ω,
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where c is a positive constant independent of h.
Finally, we would like to mention additional properties of H0(T ,
, T ), the di-
vergence free part of Σ(T ,
, T ). Let T be a triangle in T and τ ∈ ΣT . Let xi,
i = 1, 2, 3 be the vertices of T and denote ei to be the edge opposite to the vertex xi.
Since div τ ∈ V T = P1(T,R2), we know that div τ = 0 if an only if∫
T
(div τ ) · v dx = 0 for all v ∈ P1(T,R2).
By Green's formula and the fact that τ is symmetric, we have
∫
T
(div τ ) · v dx =
3∑
i=1
∫
ei
(τn) · v ds−
∫
T
τ : ε(v) dx.
Then, div τ = 0 if the right hand side of the above equation is zero for all v ∈
P1(T,R2). Clearly, this is true if τ has nonzero degrees of freedom only on nodal
values on each vertex of T . Let τ i, i = 1, 2, 3 be given constant symmetric tensors
and dene τ ∈ ΣT by:
τ (xi) = τ i for i = 1, 2, 3,∫
ei
τn ds =
∫
ei
τns ds = 0 for i = 1, 2, 3,∫
T
τ dx = 0.
Then div τ = 0, which implies that there exists a q ∈ QT such that τ = airy q.
Dene q ∈ QT by:
airy q(xi) = τ i for i = 1, 2, 3,
q(xi) = 0, ∇q(xi) = 0 for i = 1, 2, 3,∫
ei
∂
∂n
q ds = 0 for i = 1, 2, 3.
Note that setting airy q(xi) = τ i reduces to dening the second order derivativ
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at the vertices. Hence q is dened by setting the values on each of the degrees of
freedom.
Lemma III.6. For τ and q defined above, we have τ = airy q.
Proof. We will show that τ and airy q are identical on all degrees of freedom.
Notice that we already have airy q(xi) = τ (xi) for i = 1, 2, 3.
Let n and s denote the outward normal vector and the unit tangential vector on
∂T respectively. A simple calculation shows that
∂2
∂s2
q = nt(airy q)n,
∂2
∂n∂s
q = −nt(airy q)s.
By integration by parts, we have∫
ei
nt(airy q)n ds =
∫
ei
∂2
∂s2
q ds = 0,∫
ei
nt(airy q)s ds =
∫
ei
∂2
∂n∂s
q ds = 0,∫
ei
nt(airy q)n s ds =
∫
ei
∂2
∂s2
q s ds = −
∫
ei
∂
∂s
q ds = 0,∫
ei
nt(airy q)s s ds =
∫
ei
∂2
∂n∂s
q s ds = −
∫
ei
∂
∂n
q ds = 0.
Notice that n and s are constants on each ei. Therefore, a linear combination gives∫
ei
(airy q) n ds = 0,∫
ei
(airy q) ns ds = 0.
Finally, let n = (n1, n2)
t. Since
∫
ei
∂
∂  
q ds = 0 and
∫
ei
∂
∂  
q ds = 0 implies∫
ei
∂
∂x
q ds =
∫
ei
∂
∂y
q ds = 0, by Green's formula,
∫
T
airy q dx =
3∑
i=1
∫
ei

 n2 ∂∂yq −n1 ∂∂yq
−n2 ∂∂xq n1 ∂∂xq

 ds = 0.
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Combining all the above, we have τ = airy q.
D. Other mixed elements
In this section, we introduce several other mixed nite elements for linear plane
elasticity. For simplicity, we only consider the pure displacement boundary problem,
that is,  T = ∅.
As we mentioned in Section A, it is not easy to construct stable pairs of nite
element spaces for the linear plane elasticity problem. Brezzi and Fortin discussed this
diculty in detail in Chapter VII of [22]. They also point out two ways to solve this
problem: one can relax the symmetry requirement for the stress by using Lagrangian
functionals, or one can resort to composite elements.
For more on using the Lagrange multiplier to relax the symmetry constraint on
the stress, we refer to [22, 3, 5]. Notice that in their formulations, the problem ends
up with three variables: the stress, the displacement, and the Lagrange multiplier.
We turn to the second way mentioned above, the use of composite elements.
The idea was introduced by Johnson and Mercier in [44]. Later Arnold, Douglas and
Gupta developed another composite element in [4]. Next, we briey introduce these
two composite elements.
Divide each triangle T ∈ T into three sub-triangles T1,T2 and T3 by connecting
each vertex with the barycenter of T . The Johnson-Mercier elements on T are dened
by
ΣJMT = {τ ∈ H(div , T, S2) such that τ |Ti ∈ P1(Ti, S2), for i = 1, 2, 3},
V JMT = {v ∈ P1(T,R2)}.
The degrees of freedom for ΣJMT are:
54
• the moments of degree 0 and 1 of the two normal components of τ on each edge
of T (12 dofs);
• the moments of degree 0 of the three components of τ on T (3 dofs).
The degrees of freedom of V JMT are the zeroth and the rst order moments on T .
Figure 6 shows the degrees of freedom for the Johnson-Mercier element.
Figure 6. The Johnson-Mercier nite element.
It has been proved that the Johnson-Mercier element is stable [44]. Furthermore,
the Johnson-Mercier element is related to the Hsieh-Clough-Tocher element [25] by
the airy operator as the Arnold-Winther element is related to the Argyris element.
However, notice that div ΣJMT * V
JM
T , so we do not have the exact sequences as in
Lemma III.4 or a commutative diagram as (3.9).
Next, we dene the Arnold-Douglas-Gupta element. Dene
ΞkT = {τ ∈ H(div , T, S2) such that τ |Ti ∈ Pk(Ti, S2), for i = 1, 2, 3
and div τ ∈ Pk−1(T,R2)}.
Let τ 1, τ 2 and τ 3 be three linearly independent elements in ΞkT/Pk(T, S2). The choice
for τ i is arbitary and not unique. Then, the k-th order (k ≥ 2) Arnold-Douglas-Gupta
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elements on T are dened by
Σ
ADGk
T = span{Pk(T, S2), τ 1, τ 2, τ 3},
V
ADGk
T = {v ∈ Pk−1(T,R2)}.
The degrees of freedom for ΣADGkT are:
• the moments of degree 0, 1, . . . , k of the two normal components of τ on each
edge of T (6k + 6 dofs);
• the moments ∫
T
τ : ρ dx for all
ρ ∈ ε(Pk−1(T,R2)) + airy (λ21λ22λ23Pk−4(T )),
where (λ1, λ2, λ3) are the barycentric coordinate functions of T (
3
2
k(k−1) dofs).
The degrees of freedom for V kT are the moments of degree 0, . . . , k − 1 on T . Since
span{τ 1, τ 2, τ 3} is not uniquely determined, neither is the space ΣADGkT . The authors
of paper [4] showed that τ i, i = 1, 2, 3 can be selected so that ΣADGkT is invariant
under ane transformations of T onto itself.
Figure 7 shows the degrees of freedom for the lowest order (k = 2) Arnold-
Douglas-Gupta elements, which has 21 degrees of freedom for the stress on each
triangle:
Figure 7. The Arnold-Douglas-Gupta nite element with k = 2.
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Notice that divΣADGkT ⊂ V ADGkT . In particular, a commutative diagram similar
to (3.9) is true for the Arnold-Douglas-Gupta elements, where s = 1 and Σ is the
natural interpolation associated with the degrees of freedom. We refer to [4] for more
details and results.
There are several other methods to discretize the mixed formulation for lin-
ear plane elasticity. One method which is frequently used employs the stabilizing
technique [34]. A stabilizing term is added to the original formulation which can
generalize the choice of nite element spaces for the stress and the displacement. An-
other method is to use least-square methods for the stress-displacement formulation
[23, 24], where least-square functionals based either on the L2 norm or on the H−1
norm are dened.
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CHAPTER IV
ITERATIVE SOLVERS FOR SADDLE POINT PROBLEMS
In this chapter, we discuss the iterative solvers for the linear systems which result from
the mixed nite element discretization. First, we introduce the MINRES algorithm
for solving symmetric indenite linear problems and point out that the convergence
rate of the MINRES method depends on the eigenvalue distribution of the linear
system, which makes preconditioning important. Next, we discuss in detail the idea
of preconditioning the mixed system by using norm equivalence. Using this idea, the
problem of preconditioning the mixed system (3.1) can be reduced to the problem of
preconditioning a H(div) problem in the symmetric matrix space, which will be the
starting point of Chapter V and Chapter VI. Finally, several other iterative solvers
are briey introduced.
A. The preconditioned MINRES method
Let H be a n-dimensional real inner product space with inner product (·, ·) and
corresponding norm ‖ · ‖. Let M : H → H be a linear operator which is symmetric
with respect to (·, ·). M is not necessarily positive denite. Our purpose is to nd a
u ∈ H such that
Mu = f, (4.1)
for a given f ∈ Im(M) ⊂ H.
One way to solve Problem (4.1) is to use the minimum residual (MINRES)
method [48]. Consider the Krylov subspace for r ∈ H:
Km(M, r) = span{r,Mr, . . . ,Mm−1r}.
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Given u0 ∈ H, set r0 = f −Mu0. For m = 1, 2, . . ., the mth step of the MINRES
method calculates um which satises
‖f −Mum‖ = min
v∈u0+Km(M,r0)
‖f −Mv‖.
Then um is an approximation to u. The minimization process using the Lanczos
procedure leads to a 3-recurrence algorithm for the MINRES method:
Algorithm IV.1. (MINRES) Given u0 ∈ H/Ker(M), set p0 = r0 = f −Mu0. For
i = 1, . . . until convergence, do
1. αi = (r
i,Mpi)/(Mpi,Mpi);
2. ui+1 = ui + αip
i, ri+1 = ri − αiMpi;
3. βi = (r
i+1,Mri+1)/(ri,Mri);
4. pi+1 = ri+1 + βip
i.
Notice that Im(M) = H/Ker(M). The condition u0 ∈ H/Ker(M) guarantees
that ui ∈ H/Ker(M) for each i.
Since M is a symmetric operator, all its eigenvalues are real. Assume that all
the nonzero eigenvalues {λi}mi=1, m ≤ n, are in the set
E = [a, b] ∪ [c, d], where a < b < 0 < c < d.
Using the eigenvector expansion, we have
‖ri‖ ≤ δi(E)‖r0‖,
where
δi(E) = inf
p∈Pi
sup
t∈E
|p(t)|
and Pi = {all polynomials p with degrees no more than i and satisfying p(0) = 1}.
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Let
κ(M) =
max{|a|, d}
min{|b|, c} . (4.2)
By using Chebyshev polynomials, one can derive an upper bound for δi(E):
δi(E) ≤ inf
p˜∈P[i/2]
sup
t∈E
|~p(t2)| ≤ 2
(
κ(M)− 1
κ(M) + 1
)[i/2]
.
Further discussion about the MINRES method and its convergence rate can be found
in [33, 36].
Let {xi}mi=1 be an orthonormal set of eigenfunctions of M corresponding to the
non-zero eigenvalues {λi}mi=1 and spanning Im(M). Let M † be the pseudo-inverse of
M dened by
M †u =
m∑
i=1
λ−1i (u, xi)xi. (4.3)
It is clear that
κ(M) = ‖M‖‖M †‖ ≤ ‖M‖∗‖M †‖∗,
where the operator norms ‖ · ‖ and ‖ · ‖∗ are dened by
‖M‖ = sup
v∈H
v 6=0
‖Mv‖
‖v‖ , ‖M‖∗ = supv∈H
v 6=0
‖Mv‖∗
‖v‖∗ ,
where ‖ · ‖∗ is any norm on H.
The error estimate indicates that MINRES converges relatively slow when κ(M)
is large. A solution to this problem is the preconditioned MINRES method. Let
S : H → H be a linear operator which is symmetric with respect to (·, ·) and positive
denite. Instead of solving system (4.1), one can solve
SMu = Sf.
Notice that (S−1·, ·) is also an inner product on H and SM is symmetric with
respect to (S−1·, ·). We have the following preconditioned MINRES algorithm:
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Algorithm IV.2. (Preconditioned MINRES) Given u0 ∈ H, set r0 = f − Mu0,
p0 = z0 = Sr0. For i = 1, . . . until convergence, do
1. αi = (z
i,Mpi)/(Mpi, SMpi);
2. ui+1 = ui + αip
i, ri+1 = ri − αiMpi;
3. zi+1 = zi − αiSMpi;
4. βi = (z
i+1,Mzi+1)/(zi,Mzi);
5. pi+1 = zi+1 + βip
i.
It is clear that we want to choose S so that:
• the action of S on a vector is not too expensive;
• κ(SM)  κ(M).
Finally, we mention the matrix form of the above algorithm. Let {φi}ni=1 be a
computational basis for H. All u ∈ H can be uniquely written as u = ∑ni=1 uiφi,
where ui, 1 ≤ i ≤ n, are real numbers. Denote u = (ui)1≤i≤n ∈ Rn. Dene the vector
form of the right hand side f ∈ H by
(f)i = (f, φi) for 1 ≤ i ≤ n. (4.4)
Let [·, ·] be the Euclidean inner product on Rn. Notice that f 6= f and
(u, v) = [u, v] = [u, v].
Dene the matrix forms of M and S by
(M)ij = (M φi, φj) for 1 ≤ i, j ≤ n,
((S)−1)ij = (S−1 φi, φj) for 1 ≤ i, j ≤ n.
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Remark IV.1. Let {ψi}ni=1 be a basis for H which is bi-orthonormal to {φi}ni=1, that
is, (φi, ψj) = δij, where δij is the Kronecker delta. Clearly, f =
∑n
i=1 f iψi. Notice
that {(ψi, ·)}ni=1 forms a basis for H∗, in other words, f is a vector representation of
(f, ·) ∈ H∗. Let operators M : H → H∗ and S : H∗ → H satisfy
<Mu, v > = (Mu, v) for all u, v ∈ H,
< S−1u, v > = (S−1u, v) for all u, v ∈ H.
It is not hard to see that M is the matrix representation of M and S is the matrix
representation of S.
Normally, in real applications, instead of computing S, one only computes the
action of S on a vector f by Sf = (S f), which is equivalent to the action of S on f
or the action of S on (f, ·) ∈ H∗.
Clearly,
M u = (Mu) for all u ∈ H,
SM u = (SM u) for all u ∈ H.
Problem (4.1) can be rewritten as
SM u = S f.
The matrix form of preconditioned MINRES algorithm is as follows:
Algorithm IV.3. (Preconditioned MINRES in matrix form) Given u0 ∈ Rn, set
r0 = f −M u0, p0 = z0 = S r0. For i = 1, . . . until convergence, do
1. αi = [z
i,M pi]/[M pi, S M pi];
2. ui+1 = ui + αip
i, ri+1 = ri − αiM pi;
3. zi+1 = zi − αiSM pi;
4. βi = [z
i+1,M zi+1]/[zi,M zi];
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5. pi+1 = zi+1 + βip
i.
It is easy to see that Algorithm IV.3 is equivalent to Algorithm IV.2. Therefore,
they have the same convergence rate estimate, which depends on κ(SM).
Remark IV.2. Another implementation of MINRES method is based on using the
Lanczos procedure to tridiagonalize the matrix (see [48, 36] for details). It is math-
ematically equivalent to the MINRES algorithm stated here, although some authors
believe that it is more stable.
B. Preconditioning the saddle-point problem using norm equivalence
Assume that H1 and H2 are two Hilbert spaces with norms ‖ · ‖H1 and ‖ · ‖H2 .
Denote L(H1, H2) to be the set of all linear operators which map H1 to H2. For
O ∈ L(H1, H2), dene operator norm
‖O‖ = sup
x∈H1
x6=0
‖Ox‖H2
‖x‖H1
.
To be explicit, we consider system (3.3). Assume that we have H s-regularity,
where s > 1/2. For simplicity, denote Σ(T ,
, T ) by Σ and V (T ,
) by V . Let
‖ · ‖Σ be the H(div ,
, S2) norm on Σ and ‖ · ‖Σ∗ be its dual norm. Denote ‖ · ‖  
to be the L2(
,R2) norm on V and ‖ · ‖
 
∗ to be its dual norm. System (3.3) can be
written as
M

σ
u

 =

A Bt
B 0



σ
u

 =

F
G

 , (4.5)
where F ∈ Σ∗, G ∈ Im(B) ⊂ V ∗ and M∈ L(Σ× V ,Σ∗ × V ∗).
Lemma IV.1. Let F ∈ Σ∗ and G ∈ Im(B). Let (σ,u) be a solution of the equation
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(4.5), then
c0(‖F‖Σ∗ + ‖G‖   ∗) ≤ ‖σ‖Σ + ‖u‖   /Ker(Bt) ≤ c1(‖F‖Σ∗ + ‖G‖   ∗),
where c0 and c1 are positive and independent of the mesh size h.
Proof. By the stability of the nite elements spaces (Σ,V ) and Proposition
1.3 in [22],
‖σ‖Σ + ‖u‖
  /Ker(Bt) ≤ c1(‖F‖Σ∗ + ‖G‖   ∗),
where c1 is independent of h. By the Schwartz inequality, we have
‖F‖Σ∗ + ‖G‖   ∗ = sup
  ∈Σ
F (τ )
‖τ‖Σ + sup ∈  
G(v)
‖v‖
 
= sup
  ∈Σ
(Aσ, τ ) + (div τ ,u)
‖τ‖Σ + sup ∈  
(div σ, v)
‖v‖
 
≤ c(‖σ‖Σ + ‖u‖   ),
where c is independent of h. Notice that the above inequality is true for u+w, where
w is any element in Ker(Bt). Therefore
‖F‖Σ∗ + ‖G‖   ∗ ≤ c(‖σ‖Σ + ‖u‖   /Ker(Bt)).
Dene the L2 inner product over Σ× V by


σ
u

 ,

τ
v



 = (σ, τ ) + (u, v) for all σ, τ ∈ Σ and u, v ∈ V .
Let ι1 : Σ
∗ → Σ and ι2 : V ∗ → V be dened by
(ι1(F ), τ ) = F (τ ) for all τ ∈ Σ,
(ι2(G), v) = G(v) for all v ∈ V .
(4.6)
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Denote ι ∈ L(Σ∗ × V ∗,Σ× V ) to be
ι =

ι1 0
0 ι2

 .
Since Σ∗ × V ∗ is a nite dimensional space, ι is invertible. Dene an operator
M ∈ L(Σ× V ,Σ× V ) by M = ι ◦M. By (3.2), M can be written as
M =

ι1 ◦ A ι1 ◦ Bt
ι2 ◦ B 0

 =

A Bt
B 0

 ,
where A : Σ → Σ and B : Σ → V satisfy
(Aσ, τ ) = (Aσ, τ ) for all σ, τ ∈ Σ,
(Bσ, v) = (div σ, v) for all σ ∈ Σ and v ∈ V .
System (4.5) is equivalent to
M

σ
u

 =

ι1(F )
ι2(G)

 . (4.7)
Clearly, M is symmetric with respect to the L2 inner product over Σ × V . Also,
notice that the computing of the matrix form M is straight forward since each one of
(A·, ·), (B·, ·) and (Bt·, ·) is computable. By (4.4) and (4.6), the vector form of the
right hand side ι1(F ) and ι2(G) can be computed by F (·) and G(·). Therefore, we
can use the MINRES algorithm dened in Section A to solve Problem (4.7).
The convergence rate of MINRES is determined by κ(M). One can show that
κ(M) depends on h. Let µi, i = 1, . . . , m, be the eigenvalues of A in ascending order
and let σi, i = 1, . . . , k, be the non-zero singular values of B in ascending order. It is
clear that µi, i = 1, . . . , m, are of order O(1), σ1 is of order O(1) and σk is of order
O(h−1). A detailed analysis of κ(M) is given in [49], which states that the non-zero
65
eigenvalues of M are in [a, b] ∩ [c, d] where a < b < 0 < c < d and
a ≥ 1
2
(
µ1 −
√
µ21 + 4σ
2
k
)
, b ≤ 1
2
(
µm −
√
µ2m + 4σ
2
1
)
,
c ≥ µ1, d ≤ 1
2
(
µm −
√
µ2m + 4σ
2
k
)
.
Combining all the above gives that κ(M) is at least of order O(h−1). To get an
ecient algorithm, we need to nd a preconditioner S : Σ × V → Σ × V , which
is symmetric with respect to the L2 inner product and positive denite, such that
κ(SM) is bounded by a positive number independent of the mesh size h.
Let M † be the pseudo-inverse of M dened by (4.3). Then M† = M † ◦ ι is a
pseudo-inverse of M. By Lemma IV.1, we have ‖M‖ ≤ c1 and ‖M†‖ ≤ 1/c0. Dene
a linear operator S : Σ∗×V ∗ → Σ×V by S = S ◦ ι. Since SM is symmetric under
(S−1·, ·),
κ(SM) ≤ ‖SM‖‖M †S−1‖
= ‖SM‖‖M†S−1‖
≤ ‖S‖‖S−1‖‖M‖‖M†‖
≤ c1
c0
‖S‖‖S−1‖.
(4.8)
Therefore, as long as both ‖S‖ and ‖S−1‖ are bounded uniformly in h, κ(SM) will
be independent of h.
Consider those S in the form
S =

S1 0
0 S2

 , (4.9)
where S1 : Σ → Σ and S2 : V → V are linear operators. Then
S =

S1 ◦ ι1 0
0 S2 ◦ ι2

 =

S1 0
0 S2

 .
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We want to nd out conditions on S1 and S2 such that both S1, S2 and their inverses
are bounded uniformly in h.
Dene a bilinear form on Σ as follows:
Λ(σ, τ ) = (σ, τ ) + (div σ,div τ ), (4.10)
which is equal to to the H(div ,
, S2) inner product. Use the same notation Λ to
denote an operator induced by the bilinear form Λ:
(Λσ, τ ) = Λ(σ, τ ) for all σ, τ ∈ Σ.
Here, we use the same notation for the bilinear form and the induced operator and it
should cause no ambiguity. Consider the following problems: for F ∈ Σ∗, find σ ∈ Σ
such that
Λ(σ, τ ) = F (τ ) for all τ ∈ Σ, (4.11)
and for G ∈ V ∗, find u ∈ V such that
(u, v) = G(v) for all v ∈ V . (4.12)
By the same analysis as before, we can conclude that the problem of nding a
preconditioner S can be reduced to the problem of nding preconditioners for the
H(div) problem (4.11) and Problem (4.12).
Lemma IV.2. Let S1 : Σ → Σ be a linear operator which is symmetric with respect
to the L2 inner product and positive definite. Let S2 : V → V be a linear operator
which is symmetric with respect to the L2 inner product and positive definite. Assume
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that S1 and S2 satisfy
µ0Λ(σ,σ) ≤ Λ(S1Λσ,σ) ≤ µ1Λ(σ,σ) for all σ ∈ Σ, (4.13)
µ2(u,u) ≤ (S2u,u) ≤ µ3(u,u) for all u ∈ V . (4.14)
Then S1 = S1 ◦ ι1 and S2 = S2 ◦ ι2 satisfy
‖S1‖ ≤ µ1, ‖S−11 ‖ ≤
1
µ0
,
‖S2‖ ≤ µ3, ‖S−12 ‖ ≤
1
µ2
.
A natural choice for S2 is the identity operator. Then S2 = ι2 is the exact solver
of Problem (4.12). The matrix representation S
2
for S2 is just the inverse of the
mass matrix. Since the space V consists of discontinuous linears on the triangles, S
2
reduces to the inversion of a 3× 3 block diagonal matrix.
All that is left is to construct a preconditioner S1, which satises (4.13) with µ0,
µ1 independent of h. Two possible constructions, the overlapping Schwarz precondi-
tioner and the multigrid preconditioner, will be discussed and analyzed in Chapter V
and Chapter VI respectively.
C. Other iterative solvers
In this section, we discuss several other iterative solvers for saddle-point problems.
Notice that
M =

 I 0
BA−1 I



A 0
0 −BA−1Bt



I A−1Bt
0 I

 . (4.15)
Dene C = BA−1Bt. Clearly C is symmetric and semi-positive denite.
Several iterative solvers have been developed for system (4.7). We have already
introduced the method of using preconditioned MINRES algorithm with a precon-
68
ditioner constructed by norm equivalence in Section B. In this section, we briey
introduce some other methods or preconditioners.
We consider two basic type of methods:
Category (I): A linear iterative method with the (i+ 1)st step dened by
M^



σi+1
ui+1

−

σi
ui



 =

f
g

−M

σi
ui

 ,
where M^ ∈ L(Σ× V ,Σ× V ) satises
ρ(I − M^−1M) ≤ δ < 1. (4.16)
Here ρ(·) denotes the spectral radius of the given operator;
Category (II): Preconditioned MINRES method with a symmetric positive denite
preconditioner S such that κ(SM) is bounded independent of the mesh size h.
Notice that M^ in Category (I) can not be symmetric positive denite, since
otherwise M^−1M would be a symmetric indenite operator under the inner product
(M^ ·, ·) and hence ρ(I−M^−1M) > 1. Therefore, a linear iterative method in Category
(I) can not induce a preconditioner in Category (II), and vice versa. This is dierent
from the case of symmetric positive denite systems, where linear iterative methods
are equivalent to preconditioners [53].
One possible way to construct a preconditioner S is given in the previous section.
Here is another way to construct S [46]:
Lemma IV.3. Assume that A^ : Σ → Σ and C^ : V → V are symmetric with respect
to the L2 inner product and positive definite. Furthermore, assume that Ker(C) and
V /Ker(C) are invariant subspaces under operator C^. Assume there exist positive
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numbers µ0, µ1, µ2 and µ3 such that
µ0(Aτ , τ ) ≤ (A^τ , τ ) ≤ µ1(Aτ , τ ) for all τ ∈ Σ, (4.17)
µ2(Cv, v) ≤ (C^v, v) ≤ µ3(Cv, v) for all v ∈ V /Ker(C). (4.18)
Define S =

A^−1 0
0 C^−1

. Then
κ(SM) ≤ (
√
5 + 1) max{µ1, µ3}
2 min{µ0, µ2} .
Proof. Dene S0 =

A−1 0
0 C†

, where C† is a pseudo-inverse of C, and
denote T = S0M . A simple calculation shows that
T (T − I)(T 2 − T − I) = 0
and hence κ(S0M) =
√
5+1
2
(see [46]). Since S0 is symmetric with respect to the
L2 inner product and semi-positive denite, it induces an operator norm on L(Σ ×
V /Ker(C),Σ× V /Ker(C)) by
‖O‖S−10 = sup
x∈Σ×   /Ker(C)
x6=0
(S−10 Ox,Ox)1/2
(S−10 x, x)1/2
.
It is not hard to see that (Σ×V )/Ker(M) = Im(M) = Σ×V /Ker(C). Therefore,
in the estimate of κ(SM), we can simply restrict all operators to Σ × V /Ker(C).
Notice that ρ(O) = ‖O‖S−10 if O is symmetric under the inner product (S
−1
0 ·, ·). We
have
κ(SM) ≤ ‖SM‖S−10 ‖M
−1S−1‖S−10
≤ ‖SS−10 ‖S−10 ‖S0M‖S−10 ‖M
−1S−10 ‖S−10 ‖S0S
−1‖S−10
≤ (
√
5 + 1) max{µ1, µ3}
2 min{µ0, µ2} .
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Next, we introduce dierent ways to construct M^ in Category (I). Intuitively, one
wants to choose M^ so that M^−1 is an inexpensive approximation of M . By Equation
(4.15), we would like to rst consider
M1 =

 I 0
BA−1 I



A 0
0 −C^

 =

A 0
B −C^


and a symmetric version
M2 =

 I 0
BA−1 I



A 0
0 −C^



I A−1Bt
0 I

 =

A Bt
B BA−1Bt − C^

 .
Lemma IV.4. Assume that ρ(I − C^−1C) ≤ δ < 1. Then
ρ(I −M−11 M) ≤ δ,
ρ(I −M−12 M) ≤ δ.
Proof. The results follow clearly from
I −M−11 M =

0 −A−1Bt
0 I − C^−1C

 ,
I −M−12 M =

I −A−1Bt
0 I



0 o
0 I − C^−1C



I A−1Bt
0 I

 .
Indeed, the linear iterative method using M1 is the preconditioned Uzawa method
[31, 17], in which the inner iteration requires the exact inverse of A. This, in some
applications, can be expensive. Therefore, an inexact Uzawa method has been pro-
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posed:
~M1 =

 I 0
BA^−1 I



A^ 0
0 −C^

 =

A^ 0
B −C^


where A^−1 is an approximation of A and C^−1 is an approximation of C. Also, a
symmetric version of the inexact method can be dened by
~M2 =

 I 0
BA^−1 I



A^ 0
0 −C^



I A^−1Bt
0 I

 =

A^ Bt
B BA^−1Bt − C^

 .
The linear iterative method with ~M2 was introduced by Bank, Welfert and Yserentant
in [12].
The convergence rate analysis for ~M1 and ~M2 is non-trivial (see [31, 17] for the
analysis of ~M1 and [12] for the analysis of ~M2). Also, in a recent paper [55], the author
analyzed both ~M1 and ~M2 and their convergence rates under a unied framework,
which is based on the fact that the error reduction matrices in both methods can be
transformed to a product of symmetric matrices and block diagonal matrices. We
skip the convergence rate analysis here since it is not our purpose.
Remark IV.3. Notice that the linear iterative method stated as Category (I) is equiv-
alent to the Richardson method applied to the following system
M^−1M

σ
u

 = M^−1

f
g

 . (4.19)
Therefore, M^ is also called a preconditioner in the literature.
Finally, we mention the idea of positive denite reformulation introduced by
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Bramble and Pasciak in [15]. Consider system (4.19). Set
M^ =

A^ 0
B −I

 ,
where A^ : Σ → Σ is symmetric positive denite and satises (4.17) with µ1 < 1. Set
T =

A− A^ 0
0 I

 .
Clearly, T is symmetric positive denite. It has been shown ([15]) that M^−1M is
symmetric positive denite under the inner product (T ·, ·). Hence the iterative meth-
ods for symmetric positive denite problem can be applied for system (4.19) under
the inner product (T ·, ·) and preconditioners can be developed.
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CHAPTER V
THE OVERLAPPING SCHWARZ PRECONDITIONER
In this chapter, we develop a two-level overlapping Schwarz preconditioner for the
H(div) problem (4.11) and analyze the condition number of the preconditioned
system. We start with introducing the framework of an overlapping Schwarz pre-
coditioner in Section A. An abstract condition number estimate is given here. In
Section B, we build the subspace decompositione and several important operators for
the H(div) problem. Finally, in Section C, we prove that the assumptions for the
abstract condition number estimate hold under the settings of Section B.
A. Framework of an overlapping Schwarz preconditioner
Denote Σ = Σ(T ,
, T ). Recall that we have dened the bilinear form Λ on Σ in
(4.10) and used the same notation Λ for the operator induced by the bilinear form
Λ. For i = 0, . . . , K, let Σi ⊂ H0,ΓT (div ,
, S2) and assume that there exist linear
operators Ii : Σi → Σ such that
Σ =
K∑
i=0
IiΣi.
Both the L2 inner product (·, ·) and the H(div ,
, S2) inner product Λ(·, ·) are well
dened on Σi.
In the remainder of this chapter, we use . to denote \less than or equal to" up
to a positive constant independent of the mesh size h and the number of subspaces
K.
For each i, dene the operator Λi : Σi → Σi by
(Λiσ, τ ) = Λ(σ, τ ) for all σ, τ ∈ Σi.
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Let Iti : Σ → Σi be the L2-adjoint of Ii and Pi : Σ → Σi be the Λ-adjoint of Ii.
Clearly, we have
ΛiPi = I
t
iΛ.
This gives the subspace problem: given f ∈ Σ, find σi = Piσ ∈ Σi, where σ satisfies
Λσ = f , such that
(Λiσi, τ ) = (I
t
iΛσ, τ ) = (I
t
if , τ ) for all τ ∈ Σi. (5.1)
Normally, each Σi is a low dimensional space compared to Σ, which makes Problem
(5.1) easier to solve than Problem (4.11). This gives rise to the overlapping Schwarz
method [53, 29], which uses cheaper subspace solvers to build an iterative method or,
equivalently, a preconditioner.
Let Ri : Σi → Σi, i = 0, . . . , K, be linear operators which are symmetric with
respect to the L2 inner product and positive denite. Assume that there exist positive
constants r0 and r1 such that
r0(Λ
−1
i σ,σ) ≤ (Riσ,σ) ≤ r1(Λ−1i σ,σ) for i = 0, . . . , K and σ ∈ Σi. (5.2)
For i = 0, . . . , k, dene the operator Ti : Σ → Σ by
Ti = IiRiΛiPi = IiRiI
t
iΛ.
Clearly Ti is symmetric with respect to Λ(·, ·). The additive and multiplicative
Schwarz preconditioners (denoted by Ba and Bm respectively) are dened by:
BaΛ =
k∑
i=0
Ti;
BmΛ = I− (I−Tk)(I−Tk−1) · · · (I−T0)2 · · · (I−Tk−1)(I−Tk)
= I−E∗E.
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Note that the computation of the action of Ba or Bm on a function f ∈ Σ only
involves the application of Λ, the approximate solution of subspace problems using
Ri and the application of the interpolation operator Ii.
It is clear that Ba =
∑K
i=1 IiRiI
t
i. We have the following result [54]:
Lemma V.1. B−1a : Σ → Σ exists and
(B−1a σ,σ) = min
 
i∈Σi
 =
 K
i=0 Ii

i
K∑
i=0
(R−1i σi,σi). (5.3)
Next, we give abstract condition number estimates for both BaΛ and BmΛ. The
proof of the following result is standard [53, 52]:
Theorem V.1. Assume that (5.2) holds and:
(S.1) For all σ ∈ Σ, there exists a decomposition σ = ∑Ki=0 Iiσi and a positive
constant C0 such that
K∑
i=0
Λ(σi,σi) ≤ C0Λ(σ,σ);
(S.2) For all σi, τ i ∈ Σi, 0 ≤ i ≤ K, there exists a positive constant C1 such that
K∑
i,j=0
Λ(Iiσi, Ijτ j) ≤ C1
(
K∑
i=0
Λ(σi,σi)
)1/2( K∑
j=0
Λ(τ j, τ j)
)1/2
.
Then
r0
C1
Λ(σ,σ) ≤ (B−1a σ,σ) ≤ r1C0Λ(σ,σ) for all σ ∈ Σ. (5.4)
If, in addition to (S.1) and (S.2), we assume:
(S.3) There exists a constant C2 with 0 ≤ C2 ≤ 2 and
Λ(Tiσ,σ) ≤ C2Λ(σ,σ) for all σ ∈ Σ and 0 ≤ i ≤ K.
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Then
2− C2
C0r21(1 + C1)
2
Λ(σ,σ) ≤ Λ(BmΛσ,σ) ≤ Λ(σ,σ) for all σ ∈ Σ. (5.5)
Notice that (5.4) is equivalent to
1
r1C0
Λ(σ,σ) ≤ Λ(BaΛσ,σ) ≤ C1
r0
Λ(σ,σ) for all σ ∈ Σ.
B. An overlapping Schwarz preconditioner for the H(div) problem
In this section, we build the subspaces and operators needed for dening an over-
lapping Schwarz preconditioner for Problem (4.11) following the framework given in
Section A. For simplicity, we only consider the pure traction boundary problem on a
polygonal domain 
. The analysis can easily be generalized to problems with general
boundary conditions which have Hs-regularity for s > 1/2.
Let TH be a quasi-uniform mesh on 
 with characteristic mesh size H and Th be a
quasi-uniform renement of TH with characteristic mesh size h. Let ~
i, i = 1, . . . , K
be a non-overlapping decomposition of 
 whose boundaries align with the coarse
mesh TH . Extend ~
i by one or more layers of ne elements to get 
i. Then we
have an overlapping cover {
i}Ki=1 of 
 whose boundaries align with the ne mesh Th.
Figure 8 illustrates how the sub-domains are dened inside 
 and near the boundary
of 
. The bold line contour draws the boundary of ~
i and the outermost dashed line
contour draws the boundary of 
i. We have illustrated the case of one cell overlap
although we may overlap many more cells in practice.
Denote the characteristic distance between ∂ ~
i\∂
 and ∂
i\∂
 as δ. Further-
more, assume that there exists a positive integer Nc such that each x ∈ 
 is included
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Ω˜i
Ω i
Ω˜i
Ωi
Figure 8. Sub-domains ~
i and 
i.
in at most Nc sub-domains in {
i}. Dene
Q0 = Q(TH ,
, ∂
), Σ0 = Σ(TH ,
, ∂
), V 0 = V (TH ,
),
Q = Q(Th ,
, ∂
), Σ = Σ(Th ,
, ∂
), V = V (Th ,
).
For i = 1, . . . , K, dene Σi, V i and Qi to be the subspaces of Σ, V and Q respec-
tively, which vanish outside 
i. Recalling how we dened the boundary conditions
for Q(T ,
, ∂
) and Σ(T ,
, ∂
), it is clear that
Qi ( Q(Th,
i, ∂
i), Σi ( Σ(Th,
i, ∂
i) for all i = 1, . . . , K.
Hence the space Σi does not correspond to a natural stress tensor approximation
subspace with pure traction boundary condition.
Denote 	(T ) to be the set of all vertices in mesh T . We know that Q0 * Q
and Σ0 * Σ since, for example, a function σ ∈ Σ0 is not necessarily continuous
at the points in 	(Th)\	(TH) and a function q ∈ Q0 does not necessarily have con-
tinuous second order derivatives at the points in 	(Th)\	(TH). Hence we need to
dene interpolation operators. The easiest way to do this is by using the nodal value
interpolation on each T ∈ Th and then taking average on the discontinuous degrees
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of freedom at vertices. For any point v ∈ 	(Th), let (v) be the set of all triangles
in TH which contain the vertex v and denote |(v)| to be the number of triangles in
(v). For q ∈ Q0 and τ ∈ Σ0, dene ~q and ~τ as follows. On each element T ∈ Th,
let ~q|T ∈ QT and ~τ |T ∈ ΣT satisfy
airy ~q(v)|T =
(
1
|(v)|
∑
Tv∈Θ(v)
airy q(v)|Tv
)
− airy q(v)|T ,
~τ (v)|T =
(
1
|(v)|
∑
Tv∈Θ(v)
τ (v)|Tv
)
− τ (v)|T ,
(5.6)
on each vertex v of T and ~q, ~τ vanish at all the other degrees of freedom. Dene
I0q = q + ~q for all q ∈ Q0,
I0τ = τ + ~τ for all τ ∈ Σ0.
(5.7)
It is not hard to see that I0 preserves the boundary condition q = 0, ∇q = 0 on ∂

and I0 preserves the boundary condition τn = 0 on ∂
. Therefore, I0 maps Q0 to
Q and I0 maps Σ0 to Σ. Consequently, we have ~q ∈ H20 (
) and ~τ ∈ H0(div ,
, S2).
Lemma V.2. For all q ∈ Q0 and i = 0, 1, 2, we have
|q − I0q|i,Ω . h2−i|q|2,Ω. (5.8)
Proof. For q ∈ Q0, let ~q be dened as in (5.6). The Argyris element is almost
ane but not ane [25]. However, by using the technique in the proof of Theorem
6.1.1 in [25] and a scaling argument, we have
|~q|i,T . h2−i|~q|2,T for i = 0, 1, 2.
Let vi, i = 1, 2, 3, be vertices of T . Since airy q is a symmetric matrix of cubic
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polynomials, we have
|~q|22,T . ‖airy ~q‖20,T . h2
3∑
i=1
|(airy ~q)(vi)|2 . |airy q|20,T . |q|22,T .
Combining all the above, we have
|q − I0q|i,Ω = |~q|i,Ω . h2−i|~q|i,Ω . h2−i|q|2,Ω for i = 0, 1, 2.
Remark V.1. The spaces Qi, V i and the operator I0 are defined only for the purpose
of theoretic analysis. They are not used in the implementation of the preconditioner.
The following lemma shows the relations between the spaces dened above.
Lemma V.3. The following commutative diagram of exact sequences holds:
0 → Q0 airy−→ Σ0 div−→ V 0 −→ RM → 0
↓I0 ↓I0 ↓id
0 → Q airy−→ Σ div−→ V −→ RM → 0
(5.9)
For each i = 1, . . . , K, we have the exact sequence
0 −→ Qi airy−→ Σi div−→ V i. (5.10)
Proof. By Lemma III.4, in order to prove (5.9), it is sucient to prove the
commutativity property. For all q ∈ Q0 and τ = airy q, we have ~τ (v)|T = airy ~q(v)|T
at each vertex v of each T ∈ Th, where ~τ and ~q are dened by (5.6). By Lemma III.6,
we can conclude that ~τ = airy ~q, which implies that airy I0 = I0airy . Furthermore,
for each τ ∈ Σ0 we have div ~τ = 0, which implies that div I0τ = div τ . This
completes the proof of (5.9).
By the denitions of Qi and Σi, for i = 1, . . . , K, we can see that for each q ∈ Qi,
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airy q vanishes on the vertices on ∂
i and for each τ ∈ Σi, τ vanishes on the vertices
on ∂
i. Hence by Lemma III.4 and Lemma III.6, (5.10) is clear.
The next lemma follows from the commutative diagram (5.9).
Lemma V.4. For all τ ∈ Σ0, there exists a positive constant ω independent of h
and H such that
Λ(I0τ , I0τ ) ≤ ωΛ(τ , τ ). (5.11)
Consequently, for all τ ∈ σ,
Λ(P0τ ,P0τ ) ≤ ωΛ(τ , τ ).
Proof. Since
Λ(I0τ , I0τ ) = ‖I0τ‖20,Ω + ‖div I0τ‖20,Ω = ‖I0τ‖20,Ω + ‖div τ‖20,Ω,
we only need to show that ‖I0τ‖20,Ω ≤ ω‖τ‖20,Ω. This follows from a standard scaling
argument, the denition of I0 and the quasi-uniformity of the mesh.
Notice that Σi ⊂ Σ for i = 1, . . . , K. Therefore, Ii, i = 1, . . . , K can be dened
to be natural embeddings.
There are dierent ways to dene Ri, i = 0, . . . , K, which satisfy (5.2). The
simplest way is to dene Ri = Λ
−1
i . Then r0 = r1 = 1. Notice that in this case, for
all σ ∈ Σ,
Λ(T0σ,σ) = Λ(P0σ,P0σ) ≤ ωΛ(τ , τ ).
Since ω is not necessarily less than 2, Assumption (S.3) may not hold. This can be
dealt with by a simple modication to R0. Dene
Ri =


ρΛ−10 ,
Λ−1i for i = 1, . . . , K,
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where ρ satises ρω < 2. Then (5.2) holds with r0 = min(1, ρ), r1 = max(1, ρ) and
Assumption (S.3) holds with C2 = ρω.
Finally, we introduce a Clement type operator which will be used in the condition
number estimates for Ba and Bm in Section C.
Lemma V.5. There exists an interpolation operator PQ0 : H20 (
) → Q0 such that
|(I− PQ0)q|i,Ω . H2−i|q|2,Ω for all q ∈ H20 (
) and i = 0, 1, 2. (5.12)
Proof. The proof will be done by construction. There exists a Clement type
operator [26, 50]  which maps H1(
) onto its continuous piecewise linear subspace
based on the mesh TH and  preserves the homogeneous boundary condition. For
T ∈ TH , consider T to be a closed triangle which includes its own boundary. Let
ST =
⋃
{Ti|Ti ∩ T 6= ∅, Ti ∈ TH}.
Then,  is stable in the sense that
‖w‖0,T .
1∑
m=0
Hm−1|w|m,ST for all w ∈ H1(
). (5.13)
Let φj, j = 1, . . . , N be the basis of the Argyris nite element space Q0. That is,
φj is equal to 1 on the jth degree of freedom while vanishing on all the other degrees
of freedom. The Argyris element is almost ane but not ane. However, by using
the technique in the proof of Theorem 6.1.1 in [25], we can conclude that ‖φj‖0,T . H
when the jth degree of freedom (dof) is the nodal value at a vertex or the moment on
an edge, while ‖φj‖0,T . H2 when the jth degree of freedom is a rst derivative at
a vertex. Note that for q ∈ H20 (
), we have ∇q ∈ (H10 (
))2. For 1 ≤ j ≤ N , dene
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linear operators Nj : H
2
0 (
) → R by:
Nj(q) =


q(v), when the jth dof is the nodal value on vertex v ;
(
∂
∂x
q)(v),
(
∂
∂y
q)(v),
when the jth dof is a rst derivative on vertex v ;
0, when the jth dof is the second derivative on vertex v ;
∫
e
∂
∂  
q ds, when the jth dof is the moment on edge e .
Dene the operator PQ0 : H20(
) → Q0 by
PQ0q =
N∑
j=1
Nj(q)φj
Clearly PQ0 is well-dened and preserves the boundary condition. Another important
observation is that PQ0p = p for all p ∈ P1(
). We will show that PQ0 dened as
above satises Inequality (5.12).
First, we show that PQ0 is stable in the following sense:
|PQ0q|i,T ≤
2∑
m=0
Hm−i|q|m,ST , for q ∈ H20 (
), T ∈ TH , i = 0, 1, 2. (5.14)
By the inverse inequality, we only need to prove Inequality (5.14) for i = 0.
Let vk, k = 1, 2, 3 be the three vertices of T and ek be the edge of T which is
opposite to the vertex vk. Then
‖PQ0q‖0,T ≤
N∑
j=1
|Nj(q)|‖φj‖0,T . H
3∑
k=1
|q(vk)|
+H2
3∑
k=1
|( ∂
∂x
q)(vk)|+H2
3∑
k=1
|( ∂
∂y
q)(vk)|+H
3∑
k=1
|
∫
ek
∂
∂n
q ds|.
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By the Sobolev embedding theorem, Inequality (5.13) and the trace theorem, we have
3∑
k=1
|q(vk)| .
2∑
m=0
Hm−1|q|m,T ,
3∑
k=1
|( ∂
∂x
q)(vk)|+
3∑
k=1
|( ∂
∂y
q)(vk)| .
2∑
m=1
Hm−2|q|m,ST ,
3∑
k=1
|
∫
ek
∂
∂n
q ds| . H1/2‖ ∂
∂n
q‖0,∂T
. H1/2(H−1/2‖∇q‖0,T +H1/2‖∇q‖1,T )
.
2∑
m=1
Hm−1|q|m,T .
The stability result (5.14) follows immediately by combining all the above inequalities.
Finally we prove Inequality (5.12). Let q ∈ H20 (
). By the Bramble-Hilbert
Lemma, there exists a linear polynomial p such that
‖q − p‖i,ST . H2−i|q|2,ST for i = 0, 1, 2.
Notice that PQ0p = p. By the triangle inequality and Inequality (5.14),
|q − PQ0q|i,T ≤ |q − p|i,T + |PQ0(q − p)|i,T
. H2−i|q|2,ST .
Inequality (5.12) follows from the above inequality and the limited overlapping prop-
erty of {ST}.
C. The condition number estimate
In this section, we prove that Assumptions (S.1) and (S.2) are true under the settings
in Section B.
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Denote P
  0 to be the L
2 orthogonal projection from V onto V 0. Clearly,
‖P
  0v‖0,Ω ≤ ‖v‖0,Ω for all v ∈ V . (5.15)
Denote Q to be the natural interpolation operator onto the Argyris nite element
space dened on Th associated with the degrees of freedom. It is not hard to see
that Qq is well dened as long as q is in C
1(
) and q has continuous second order
derivatives on each node of the ne mesh. Furthermore, if we also have q|∂Ω = 0 and
∇q|∂Ω = 0, then Qq is in Q.
We construct a partition of unity {θi}Ki=1 using the Argyris nite element on the
mesh Th (without any boundary conditions). Specically, we start with a smooth
partition of unity, {~θi}Ki=1 satisfying
(1) supp(~θi) ⊂ 
i ; (2) |~θi|W j,∞(Ω) ≤ Cδ−j, j = 0, 1, 2.
We then dene θi = Q~θi. It easily follows that {θi}Ki=1 is a partition of unity satisfying
(1) θi|T ∈ P5(T ) for any T ∈ Th;
(2) θi ⊂ C1(
) and θi has continuous second order derivatives on each vertex of the
ne mesh;
(3) |θi|W j,∞(Ω) ≤ Cδ−j, j = 0, 1, 2.
Clearly we have
θi|∂Ωi\∂Ω = 0, ∇θi|∂Ωi\∂Ω = 0,
airy θi(v) = 0 for all v ∈ 	(Th) ∩ (∂
i\∂
).
Hence for any q ∈ Q, we have Q(θiq) ∈ Qi. Furthermore, by the approximation
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property of the Argyris element (Theorem 6.1.1 in [25]) and an inverse inequality,
|θiq − Q(θiq)|22,Ω .
∑
T∈Th
(h4|θiq|6,T )2 . |θiq|22,Ω for all q ∈ Q.
Note that we can apply the inverse inequality here since θiq|T is a polynomial of
degree less than or equal to 10. Therefore we have
|Q(θiq)|2,Ω . |θiq|2,Ω for all q ∈ Q. (5.16)
Lemma V.6. Under the settings in Section B, Assumption (S.1) is true with C0 =
c(H
4
δ4
+ 1), where c is a positive constant depending only on ω and Nc.
Proof. The main idea of the proof is very similar to that used in the analysis
given in [32]. It is based on the exact sequence given in Lemma III.4. The space Σ can
be divided into two parts by the exact sequence. The decomposition in Assumption
(S.1) will be constructed separately on the two dierent parts of Σ.
For σ ∈ Σ, dene σg0 ∈ Σ0 and u0 ∈ V 0 such that

(σg0, τ ) + (div τ ,u0) = 0, for all τ ∈ Σ0,
(div σg0, v) = (P   0div σ, v), for all v ∈ V 0.
For i = 1, . . . , K, dene σgi ∈ Σ(Th, ~
i, ∂ ~
i) and ui ∈ V (Th, ~
i) such that

(σgi , τ )Ω˜i + (div τ ,ui)Ω˜i = 0 for all τ ∈ Σ(Th, ~
i, ∂ ~
i),
(div σgi , v)Ω˜i = (div σ −P   0div σ, v)Ω˜i for all v ∈ V (Th, ~
i).
We need to show the above denitions are proper, i.e. the compatibility condition
(2.9) is satised. Since RM ⊂ V 0 ⊂ V and div σ is orthogonal to RM in the L2
inner product, so clearly
(P
  0
div σ, v) = (div σ, v) = 0 for all v ∈ RM.
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Thus σg0 is well dened. Since the boundary of ~
i aligns with the coarse mesh, if v
dened on ~
i is in RM , then the extension of v by zero in 
\~
i is in V 0. Therefore,∫
Ω˜i
(div σ −P
  0div σ) · v dx = 0 for all v ∈ RM.
Hence σgi is also well dened for i = 1, . . . , K.
The moments of degree 0 and 1 of σin on each edge of the ne mesh on ∂ ~
i are
zero. By Lemma III.6, we can extend σgi to 
i by a divergence-free function in 
i\~
i
which has nonzero degrees of freedom only on the vertices on ∂ ~
i. The resulting
function can be extended to 
 by zero outside 
i and yields a function, which is
still denoted by σgi , in Σi. By construction, div σ
g
i = 0 in 
\~
i. Since the mesh is
quasi-uniform, a scaling argument shows that for i = 1, . . . , K,
‖σgi ‖   (div ,Ω,  2) . ‖σgi ‖   (div ,Ω˜i,  2).
By the above inequality and Lemma IV.1,
K∑
i=0
Λ(σgi ,σ
g
i ) . ‖σg0‖2  (div ,Ω,  2) +
K∑
i=1
‖σgi ‖2  (div ,Ω˜i,  2)
. ‖P
  0div σ‖20,Ω +
K∑
i=1
‖div σ −P
  0div σ‖20,Ω˜i
. ‖div σ‖20,Ω
. Λ(σ,σ).
Next, consider
σa = σ − I0σg0 −
K∑
i=1
σ
g
i . (5.17)
A simple calculation shows that div σa = 0. By the nite overlapping assumption
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and Lemma V.4, we know that
Λ(σa,σa) . Λ(σ,σ) + ωΛ(σg0,σ
g
0) +Nc
K∑
i=1
Λ(σgi ,σ
g
i )
. (1 + ω +Nc)Λ(σ,σ).
By the commutative diagram (5.9), for all τ ∈ Σ such that div τ = 0, there exists a
unique p ∈ Q which satises airy p = τ . We dene airy −1τ = p. Set
σa0 = airyPQ0airy −1σa,
σai = airy Q(θiairy
−1(σa − I0σa0)), for i = 1, . . . , K.
The above denitions are proper since div σa = 0 and div (σa − I0σa0) = 0. Clearly
σa =
K∑
i=0
Iiσ
a
i (5.18)
while σai ∈ Σi and div σai = 0 for i = 0, . . . , K. By Inequality (5.12),
Λ(σa0,σ
a
0) = ‖airyPQ0airy −1σa‖20,Ω . |PQ0airy −1σa|2,Ω
. |airy −1σa|2,Ω . ‖σa‖20,Ω = Λ(σa,σa).
Let q^ = airy −1(σa − I0σa0) and q = airy −1σa. Then by the commutative diagram
(5.9),
q^ = airy −1(σa − I0airyPQ0q) = (I− PQ0)q + (I− I0)PQ0q.
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By Inequality (5.16), the assumptions on θi, Inequality (5.8) and Inequality (5.12),
K∑
i=1
Λ(σai ,σ
a
i ) =
K∑
i=1
‖airy Q(θiq^)‖20,Ω .
K∑
i=1
|θiq^|22,Ωi
.
K∑
i=1
(δ−4|q^|20,Ωi + δ−2|q^|21,Ωi + |q^|22,Ωi)
. Nc(
H4
δ4
+ 1)|q|22,Ω
. Nc(
H4
δ4
+ 1)‖σa‖20,Ω.
Therefore we can conclude that
K∑
i=0
Λ(σai ,σ
a
i ) . (1 + ω +Nc)Nc(
H4
δ4
+ 1)Λ(σ,σ).
Finally, dene σi = σ
g
i + σ
a
i for i = 0, . . . , K. By (5.17) and (5.18), we have
σ =
∑K
i=0 Iiσi while σi ∈ Σi and
K∑
i=0
Λ(σi,σi) ≤ 2(
K∑
i=0
Λ(σgi ,σ
g
i ) +
K∑
i=0
Λ(σai ,σ
a
i )) ≤ c(
H4
δ4
+ 1)Λ(σ,σ),
where c depends only on ω and Nc. This completes the proof of Lemma V.6.
Remark V.2. In the case that  D 6= ∅, P   0div σ may not satisfy the compatibility
condition (2.9). However, div σ−P
  0
div σ still satisfies condition (2.9). Therefore,
we can set σg0 ∈ Σ(TH ,
, T ) and σgi ∈ Σ(Th,
i, ∂
i) for i = 1, . . . , K, which
are well defined. Also, PQ0 should be constructed in a way such that it preserves
the boundary condition on  T (similar to the Scott-Zhang interpolation defined in
Appendix A). The rest of the proof still holds.
Remark V.3. We have shown in the above theorem that C0 is of order O(
H4
δ4
+ 1).
Recall that for classical second order elliptic problems, a similar result has been proved
with C0 of order O(
H2
δ2
+ 1). In our proof the divergence free part is mapped to the
fourth order Argyris finite element space, which brings H
4
δ4
to the result. It is not clear
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whether a sharper estimate can be proved for our problem.
Lemma V.7. Under the settings in Section B, Assumption (S.2) is true with C1 =
ω +Nc.
Proof. For simplicity, dene the K-dimensional vectors σ and τ by
(σ)i = Λ(σi,σi)
1/2 for i = 1, . . . , K,
(τ )i = Λ(τ i, τ i)
1/2 for i = 1, . . . , K.
Denote |σ| and |τ | to be the Euclidean norm of σ and τ respectively. By the Schwarz
inequality and the nite overlapping condition, we have
K∑
i,j=1
Λ(σi, τ j) ≤ Nc|σ| |τ |.
Therefore
K∑
i,j=0
Λ(Iiσi, Ijτ j) = Λ(I0σ0, I0τ 0) + Λ(I0σ0,
K∑
i=1
τ i)
+ Λ(
K∑
i=1
σi, I0τ 0) +
K∑
i,j=1
Λ(σi, τ i)
≤ ωΛ(σ0,σ0) + ω1/2Λ(σ0,σ0)1/2N1/2c |τ |
+N1/2c |σ|ω1/2Λ(τ 0, τ 0)1/2 +Nc|σ| |τ |
=
(
Λ(σ0,σ0)
1/2 |σ|
) ω ω1/2N1/2c
ω1/2N
1/2
c Nc



Λ(τ 0, τ 0)1/2
|τ |


≤ (ω +Nc)
(
K∑
i=0
Λ(σi,σi)
)1/2( K∑
j=1
Λ(τ j, τ j)
)1/2
.
Combining Theorem V.1, Lemma V.6 and Lemma V.7, we can get a condition
number estimate for BaΛ. Notice that the condition number will depend on
H4
δ4
+ 1,
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ω, Nc, r0 and r1, but not on h or K.
Recall that we have already shown that Assumption (S.3) holds under appropri-
ate choices of Ri in Section B. Therefore, we also get a condition number estimate
for BmΛ. Again, the condition number will depend on
H4
δ4
+ 1, ω, Nc, r0 and r1, but
not on h or K.
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CHAPTER VI
THE MULTIGRID PRECONDITIONER
In this section, we develop a multigrid preconditioner for the H(div) problem (4.11).
First, we state the algorithm for the variable V-Cycle multigrid method and give
an abstract condition number estimate under Assumptions (M.1) and (M.2) on the
smoother. In Section B, we build a multigrid preconditioner with an additive Schwarz
smoother for Problem (4.11). In Section C, we prove that the additive Schwarz
smoother dened in Section B satises Assumptions (M.1) and (M.2).
A. Framework of a multigrid preconditioner
Assume that there exists a family of nite element spaces {Σk}Kk=1 such that Σk ⊂
H0,ΓT (T ,
, S2) for each k. Then, the L2 inner product (·, ·) and the H(div ,
, S2)
inner product Λ(·, ·) are well dened on each Σk. The spaces {Σk}Kk=1 may not
be nested. However, we assume that there exists a series of interpolation operators
Ik : Σk−1 → Σk for k = 2, . . . , K.
In the remainder of this chapter, we use . for \less than or equal to" up to a
positive constant independent of the mesh size h and the level k.
For each k, dene an operator Λk : Σk → Σk by
(Λkσ, τ ) = Λ(σ, τ ) for all σ, τ ∈ Σk.
Let Itk : Σk → Σk−1 be the L2-adjoint of Ik and let Pk−1 : Σk → Σk−1 be the
Λ-adjoint of Ik. It is clear that
Λk−1Pk−1 = ItkΛk.
Assume that on each level k, there is a linear operator Rk : Σk → Σk which is
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symmetric with respect to the L2 inner product and positive denite. We call Rk a
smoother. Let mk, k = 2, . . . , K, be a series of positive numbers and assume that
β0mk ≤ mk−1 ≤ β1mk, where 1 < β0 ≤ β1.
The variable V-cycle multigrid preconditioner Bk : Σk → Σk is dened as follows:
Algorithm VI.1. Set B1 = Λ
−1
1 . Assuming that Bk−1 : Σk−1 → Σk−1 is defined,
define Bk : Σk → Σk as follows: for g ∈ Σk, set τ 0 = 0 and define
(1) τ l = τ l−1 + Rk(g −Λkτ k−1) for l = 1, . . . , mk;
(2) σmk = τmk + IkBk−1Itk(g −Λkτ mk);
(3) σl = σl−1 + Rk(g −Λkσl−1) for l = mk + 1, . . . , 2mk.
Set Bkg = σ
2mk .
The general theorem giving a condition number estimate for BkΛk and its proof
can be found in [19]. We state the theorem in the following:
Theorem VI.1. Assume that
(M.1) the spectrum of I−RkΛk lies inside the interval [0, 1);
(M.2) there exist a constant 0 < α ≤ 1 and a constant Cp independent of k such
that for all τ ∈ Σk,
|Λk((I− IkPk−1)τ , τ )| ≤ C2αp Rk(Λkτ ,Λkτ )αΛk(τ , τ )1−α.
Then, the preconditioner Bk is symmetric and positive definite. Furthermore, Bk
satisfies
mαk
M +mαk
Λ(τ , τ ) ≤ Λ(BkΛkτ , τ ) ≤ M +m
α
k
mαk
Λ(τ , τ ) for all τ ∈ Σk,
where M is a sufficiently large positive constant depending only on Cp and α.
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B. A multigrid preconditioner for the H(div) problem
In this section, we construct a multigrid preconditioner for Problem (4.11) following
the framework in Section A. We only consider the pure displacement boundary
problem, that is,  t = ∅, on convex polygonal domains. As noted in Chapter II,
the solution has H1-regularity.
Let T1 be a unit-size coarse triangulation of 
. Once we have the k-th level
triangulation Tk, dene the (k + 1)-st level mesh Tk+1 by breaking each triangle in
Tk into four triangles by connecting the midpoints of the edges. By repeating this
process we get a series of nested meshes T1, T1, . . . , TK. Denote the characteristic
mesh size of Tk as hk. Clearly, hk = 12hk−1 = O(2−k). Dene the nite element spaces
Qk = Q(Tk,
), Σk = Σ(Tk,
), V k = V (Tk,
).
Notice that Qk ⊂ H2(
), Σk ⊂ H(div ,
, S2) and V k ⊂ L2(
,R2) for each k.
The bilinear form for the biharmonic problem is dened on H2(
) by
A(q, p) =
∫
Ω
(
∂2q
∂x2
∂2p
∂x2
+ 2
∂2q
∂x∂y
∂2p
∂x∂y
+
∂2q
∂y2
∂2p
∂y2
) dx
= (airy q, airy p).
Dene operators Ak : Qk → Qk and Λk : Σk → Σk by
(Akq, p) = A(q, p) for all q, p ∈ Qk,
(Λkσ, τ ) = Λ(σ, τ ) for all σ, τ ∈ Σk.
The spaces {Qk} and {Σk} are non-nested, hence we need to dene interpolation
operators. Following the idea of (5.6) and (5.7), dene ~q and ~τ by (5.6) with Q0, Q,
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Σ0 and Σ replaced by Qk−1, Qk, Σk−1 and Σk respectively. Dene
Ikq = q + ~q for all q ∈ Qk−1,
Ikτ = τ + ~τ for all τ ∈ Σk−1.
It is not hard to see that Ik maps Qk−1 to Qk and Ik maps Σk−1 to Σk. Therefore
~q ∈ H2(
) and ~τ ∈ H(div ,
, S2).
Dene Pk−1 to be the Λ-adjoint of Ik and dene Pk−1 to be the A-adjoint of Ik.
Similar to Lemma V.3 and Lemma V.4, we have the following results.
Lemma VI.1. The following commutative diagram of exact sequences holds:
0 −→ P1(
) −→ Qk−1 airy−→ Σk−1 div−→ V k−1 → 0
↓Ik ↓Ik ↓id
0 −→ P1(
) −→ Qk airy−→ Σk div−→ V k → 0
(6.1)
Lemma VI.2. We have
Λ(Ikσk−1, Ikσk−1) ≤ ωΛ(σk−1,σk−1) for all σk−1 ∈ Σk−1,
where ω is independent of k. Consequently
Λ(Pk−1σk,Pk−1σk) ≤ ωΛ(σk,σk) for all σk ∈ Σk.
One disadvantage of the interpolation Ik is that it has no approximation property,
in general, for σ ∈ Σk−1. However, the following two lemmas indicate that Ik does
give an \approximation" in some senses.
Lemma VI.3. Let τ k−1 ∈ Σk−1 be continuous piecewise linear on all components.
Clearly τ k−1 ∈ Σk since it is continuous. We have
((I− Ik)σk−1, τ k−1) = 0 for all σk−1 ∈ Σk−1.
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Proof: Let T ∈ Tk−1 and vi, i = 1, 2, 3, be the three midpoints of each edge
of T . We note that (I − Ik)σk−1 has nonzero degrees of freedom only on the nodal
values at vi, i = 1, 2, 3. By Lemma III.6, (I− Ik)σk−1 = airy q for some q ∈ Q(Tk, T )
which has nonzero degrees of freedom only on the second order derivatives on each
vi. Now, since σk−1 has continuous normal components, we have airy qn|∂T = 0,
i.e. ∂
2
∂   ∂  
q = ∂
2
∂   2
q = 0, where n is the outward normal vector and s is the normal
tangential vector of T . It follows that both q and ∇q vanish on ∂T and integration
by parts gives for continuous piecewise linear τ k−1 that
((I− Ik)σk−1, τ k−1) = (airy q, τ k−1) = 0.
Recall the denitions of the operators div−1 in (2.15) and div−1T in (3.17). Denote
div−1k = div
−1
Tk .
Lemma VI.4. ‖(I− Ik)div−1k−1vk−1‖0,Ω . hk‖vk−1‖0,Ω for all vk−1 ∈ V k−1.
Proof: Notice that (I− Ik)div−1k−1vk−1 is divergence free. Therefore
((I− Ik)div−1k−1vk−1,div−1vk−1) = 0.
According to Lemma VI.3, for any τ k−1 ∈ Σk−1 which is continuous and piecewise
linear,
((I− Ik)div−1k−1vk−1, τ k−1) = 0.
Let τ k−1 be the L2 projection of div
−1vk−1 into the space of continuous piecewise
linear functions based on Tk−1. Notice that Ikτ k−1 = τ k−1. By the regularity as-
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sumption and Lemma III.5,
‖((I− Ik)div−1k−1vk−1‖20,Ω = ((I− Ik)div−1k−1vk−1,div−1k−1vk−1 − div−1vk−1)
− ((I− Ik)div−1k−1vk−1, Ik(div−1k−1vk−1 − τ k−1))
. ‖(I− Ik)div−1k−1vk−1‖0,Ω(hk‖vk−1‖0,Ω + ‖div−1k−1vk−1 − τ k−1‖0,Ω)
. ‖(I− Ik)div−1k−1vk−1‖0,Ω(hk‖vk−1‖0,Ω
+ ‖div−1k−1vk−1 − div−1vk−1‖0,Ω + ‖div−1vk−1 − τ k−1‖0,Ω)
. hk‖(I− Ik)div−1k−1vk−1‖0,Ω‖vk−1‖0,Ω.
This completes the proof of the lemma.
Finally, we construct a smoother Rk dened in terms of vertex based subspaces.
Let Nk be the set of all nodes in Tk. For each v ∈ Nk, let Sk(v) be the set of triangles
in Tk meeting at the vertex v. The union of all triangles in Sk(v) forms a sub-domain
which we denote 
k,v. Clearly {
k,v}v∈Nk is an overlapping decomposition of 
 such
that each x ∈ 
 is in at most three sub-domains in {
k,v}v∈Nk , which is denoted by
Nc = 3. Dene a decomposition of the spaces Qk and Σk based on these sub-domains
as follows: Qk,v and Σk,v are the subspaces of functions in Qk and Σk respectively,
which have support contained in 
k,v. Let Pk,v : Qk → Qk,v be the A projection,
Pk,v : Σk → Σk,v be the Λ projection and I tk,v : Qk → Qk,v, Itk,v : Σk → Σk,v be L2
projections. Dene Ak,v : Qk,v → Qk,v and Λk,v : Σk,v → Σk,v by
(Ak,vp, q) = A(p, q) for all p, q ∈ Qk,v,
(Λk,vσ, τ ) = Λ(σ, τ ) for all σ, τ ∈ Σk,v.
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Clearly, we have Ak,vPk,v = Itk,vAk and Λk,vPk,v = Itk,vΛk. Dene
Rk = ρ
∑
v∈Nk
Pk,vA−1k = ρ
∑
v∈Nk
A−1k,vItk,v,
Rk = ρ
∑
v∈Nk
Pk,vΛ
−1
k = ρ
∑
v∈Nk
Λ−1k,vI
t
k,v,
(6.2)
where ρ > 0 is a scaling factor which only depends on the nite overlapping constant
Nc. Similar to Lemma V.1, for all τ ∈ Σk we have
R−1k (τ , τ ) = ρ inf
 
v∈Σk,v

v
 
v=
 
∑
v∈Nk
Λ(τ v, τ v). (6.3)
Also, we mention that Rk is dened purely for theoretical analysis and only Rk will
be used in the implementation. The implementation of Rk involves solving local
problems on each 
k,v.
Remark VI.1. The above smoother Rk is constructed by using an additive Schwarz
scheme. A multiplicative version of the smoother can be constructed based on the
same space decomposition.
C. The condition number estimate
In this section we prove that the smoother Rk satises Assumptions (M.1) and (M.2).
Lemma VI.5. For ρ ≤ 1/3, the smoother Rk satisfies Assumption (M.1).
Proof. The proof follows from the Schwartz inequality and the nite overlap-
ping condition Nc = 3 (see [6]).
Lemma VI.6. The smoother Rk satisfies Assumption (M.2).
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Proof. As shown in Section C of Chapter III, there exists a decomposition
σk = airy qk + div
−1
k vk for σk ∈ ΣK, where qk ∈ Qk and vk = div σk ∈ V k. Dene
σ1k = airy (qk − IkPk−1qk),
σ2k = Ik(airyPk−1qk −Pk−1airy qk),
σ3k = div
−1
k vk − Ikdiv−1k−1vk,
σ4k = Ik(div
−1
k−1vk −Pk−1div−1k vk).
Notice that all σik, i = 1, 2, 3, 4, are in Σk and σ
1
k is divergence free. Then
|Λ((I− IkPk−1)σk,σk)| = |Λ(σ1k + σ2k + σ3k + σ4k,σk)|
. |Λ(σ1k, airy qk)|+
4∑
i=2
R−1k (σ
i
k,σ
i
k)
1/2Rk(Λkσk,Λkσk)
1/2.
(6.4)
We will show that
(I) |Λ(σ1k, airy qk)| . Rk(Λkσk,Λkσk)1/4Λ(σk,σk)3/4;
(II) R−1k (σ
i
k,σ
i
k) . Λ(σk,σk) for i = 2, 3, 4.
Then, since Assumption (M.1) implies Rk(Λkσk,Λkσk) ≤ Λ(σk,σk), Assumption
(M.2) will follow from (6.4), (I) and (II), with α = 1/4.
To prove (I), rst notice that for the biharmonic problem, we have ([19])
1
~λk
‖Akqk‖20,Ω . (RkAkqk,Akqk) for all qk ∈ Qk,
where ~λk = O(h
−4
k ) is the largest eigenvalue of the operator Ak.
Theorem 14.1 in [19] states that
A((I− IkPk−1)qk, qk) . (Akqk, qk)3/4
(‖Akqk‖20,Ω
~λk
)1/4
,
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if 
 is a convex polygon. Therefore,
|Λ(σ1k, airy qk)| = |Λ(airy (qk − IkPk−1qk), airy qk)|
= |A((I− IkPk−1)qk, qk)| . (Akqk, qk)3/4
(‖Akqk‖20,Ω
~λk
)1/4
. Λ(σk,σk)
3/4(RkAkqk,Akqk)1/4.
Thus, to prove (I), we only need to show that
(RkAkqk,Akqk) ≤ (RkΛkσk,Λkσk). (6.5)
Notice that by the denition of Rk and Rk,
(RkAkqk,Akqk) = ρ
∑
v∈Nk
A(Pk,vqk,Pk,vqk),
(RkΛkσk,Λkσk) = ρ
∑
v∈Nk
Λ(Pk,vσk,Pk,vσk).
Hence Inequality (6.5) will follow if for each v ∈ Nk,
A(Pk,vqk,Pk,vqk) = Λ(airy (Pk,vqk), airy (Pk,vqk)) ≤ Λ(Pk,vσk,Pk,vσk). (6.6)
Notice that for any p ∈ Qk,v,
Λ(Pk,vσk, airy p) = (σk, airy p) = (airy qk, airy p)
= (airyPk,vqk, airy p) = Λ(airyPk,vqk, airy p).
This implies that airy (Pk,vqk) is the Λ-projection of Pk,vσk into the subspace airy (Qk,v)
of Σk,v. Therefore, Inequality (6.6) is true. This completes the proof of (I).
Next, we prove (II). Notice that there exists a partition of unity {θv}v∈Nk ⊂ C(
)
which satises
(1) θv|T ∈ P1(T ) for any T ∈ Tk; (2) supp(θv) ⊂ 
k,v;
(3) |θv|W j,∞(Ω) . h−jk , j = 0, 1.
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Specically, it can be dened by interpolating a smooth partition of unity by using
continuous piecewise linears.
Denote k to be the natural interpolation operator onto Σk associated with the
degrees of freedom. Clearly k is linear and preserves σk ∈ Σk. Notice that for each
σik, k(θvσ
i
k) is a well dened function in Σk,v and σ
i
k =
∑
v∈Nk k(θvσ
i
k). Since
the Arnold-Winther element is ane under the matrix Piola transformation (3.6), a
simple scaling argument shows that
‖k(θvτ )‖0,Ω . ‖θvτ‖0,Ω.
Also, by (3.8), it is easy to see that
‖div k(θvτ )‖0,Ω = ‖P   kdiv (θvτ )‖0,Ω ≤ ‖div (θvτ )‖0,Ω,
where P
  k
is the L2 projection onto V k.
By Equation (6.3), the inverse inequality and the properties of θv, for i = 2, 3, 4,
R−1k (σ
i
k,σ
i
k) ≤ ρ
∑
v∈Nk
(‖k(θvσik)‖20,Ωk,v + ‖div k(θvσik)‖20,Ωk,v)
. ρ
∑
v∈Nk
(‖θvσik‖20,Ωk,v + ‖div (θvσik)‖20,Ωk,v)
. ρh−2k ‖σik‖20,Ω + ρ‖div σik‖20,Ω.
Hence the proof for (II) reduces to proving for i = 2, 3, 4 that
‖σik‖0,Ω . hk‖σk‖   (div ,Ω,  2),
‖div σik‖0,Ω . ‖σk‖   (div ,Ω,  2).
(6.7)
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For σ2k, clearly for any τ k−1 = airy pk−1 + div
−1
k−1wk−1 ∈ Σk−1,
|Λ(airyPk−1qk −Pk−1airy qk, τ k−1)|
= |(airyPk−1qk, airy pk−1)− (airy qk, Ikτ k−1)|
= |(airy qk, Ikdiv−1k−1wk−1)|
≤ |(airy qk, (Ik − I)div−1k−1wk−1)|+ |(airy qk,div−1k−1wk−1 − div−1wk−1)|
. hk‖σk‖   (div ,Ω,  2)‖τ k−1‖   (div ,Ω,  2).
We used the Schwartz inequality, Lemma III.5 and Lemma VI.4 for the last inequality
above. Then, by setting τ k−1 = airyPk−1qk − Pk−1airy qk and using Lemma VI.2,
we have
‖σ2k‖   (div ,Ω,  2) . ‖airyPk−1qk −Pk−1airy qk‖   (div ,Ω,  2)
. hk‖σk‖   (div ,Ω,  2).
Therefore, σ2k satises (6.7).
Next, we consider σ3k. Dene P   k−1 to be the L
2 projection onto V k−1. Then
‖div σ3k‖0,Ω = ‖vk −P   k−1vk‖0,Ω ≤ ‖vk‖0,Ω . ‖vk‖0,Ω . ‖σk‖H(div ,Ω,  2)
and by Lemma III.5 and Lemma VI.4,
‖σ3k‖0,Ω . ‖div−1k vk − div−1vk‖0,Ω + ‖div−1vk − div−1k−1vk‖0,Ω
+ ‖(I− Ik)div−1k−1vk‖0,Ω
. hk‖vk‖0,Ω . hk‖σk‖H(div ,Ω,  2).
Hence σ3k satises (6.7).
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For σ4k, let τ k−1 ∈ Σk−1 be arbitrary. Then
|Λ(div−1k−1vk −Pk−1div−1k vk, τ k−1)| = |Λ(div−1k−1vk, τ k−1)−Λ(div−1k vk, Ikτ k−1)|
= |(div−1k−1vk, τ k−1)− (div−1k vk, Ikτ k−1) + (P   k−1vk − vk,div τk−1)|
= |(div−1k−1vk, τ k−1)− (div−1k vk, Ikτ k−1)|.
(6.8)
Since (div−1vk, (I−Ik)τ k−1) is zero, by (6.8), Lemma III.5 and Lemma VI.2, we have
|Λ(div−1k−1vk −Pk−1div−1k vk, τ k−1)| = |(div−1k−1vk − div−1vk, τ k−1)
+ (div−1vk − div−1k vk, Ikτ k−1)|
. hk‖σk‖H(div ,Ω,  2)‖τ k−1‖H(div ,Ω,  2).
Therefore, by setting τ k−1 = div
−1
k−1vk −Pk−1div−1k vk and using Lemma VI.2,
‖σ4k‖   (div ,Ω,  2) . ‖div−1k−1vk −Pk−1div−1k vk‖   (div ,Ω,  2)
. hk‖σk‖   (div ,Ω,  2).
Therefore, σ4k satises (6.7).
Combining all the above shows that Rk satises Assumption (M.2) with a con-
stant Cp independent of k.
By Theorem VI.1, Lemma VI.5 and Lemma VI.6, the condition number of BkΛk
is independent of the level k.
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CHAPTER VII
NUMERICAL RESULTS
In this chapter, we present results from several numerical experiments. We start
with an experiment on the approximation behavior of the Arnold-Winther element
for the mixed elasticity problem. Then, experiments on the condition number esti-
mates of preconditioned systems with the overlapping Schwarz preconditioner and
the multigrid preconditioner are given.
We only consider homogeneous isotropic material (see Equation (2.4)) with Lame
coecients µ = 0.5 and λ = 1. In all the following experiments, 
 is the unit square
(0, 1) × (0, 1). Let T1 be the mesh obtained by bisecting 
 into two triangles using
its negatively sloped diagonal. For k = 2, . . ., dene Tk by breaking each triangle in
the mesh Tk−1 into four triangles by connecting the midpoints of the edges. Then,
the characteristic mesh size of Tk is hk = 21−k. For simplicity, all meshes in our
experiments come from this family of meshes {Tk}. Notice that each mesh in this
family is totally decided by its size hk. Therefore, in the remainder of this chapter,
we use either the level k or the mesh size hk to characterize each single mesh.
To observe the approximation behavior of the Arnold-Winther element, we con-
sider the mixed problem (2.12) with homogeneous pure displacement boundary con-
dition u|∂Ω = 0. The displacement eld is set to be
u =

sin(pix) sin(piy)
sin(pix) sin(piy)

 .
The Arnold-Winther element is used to discretize the problem. We solve the discrete
problem (3.1) on each mesh Tk, k = 1, . . . , 5, and compare the discrete solution
(σk,uk) with the nodal value interpolation, ( ~σk, ~uk), of the exact solution (σ,u) on
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(Σ(Tk,
),V (Tk,
)). In order to avoid introducing lower order approximation errors,
the right hand side (−f , v) in (3.1) is calculated exactly instead of using numerical
integration. By the Bramble-Hilbert lemma, the Schwarz Inequality and Theorem
III.4, we expect the following approximation results:
‖~σk − σk‖0,Ω ≤ ch3k,
‖div ~σk − div σk‖0,Ω ≤ ch2k,
‖~uk − uk‖0,Ω ≤ ch2k,
(7.1)
where c is a general constant independent of hk. In Table 1, we give the numeri-
cal results, which appear to agree with (7.1). Notice that we even have ‖div ~σk −
div σk‖0,Ω = 0, which can be derived from the commutative diagram (3.9).
Table 1. Approximation behavior of the Arnold-Winther element.
k 1 2 3 4 5
‖~σk − σk‖0,Ω 1.5875 0.2547 0.0337 0.0042 0.0005
‖div ~σk − div σk‖0,Ω 0 0 0 0 0
‖~uk − uk‖0,Ω 0.5424 0.2664 0.0797 0.0208 0.0053
Next, we experiment with the overlapping Schwarz preconditioners. For simplic-
ity, we only consider the pure traction boundary problem with homogeneous traction
boundary condition σn|∂Ω = 0. Both the mixed problem (3.1) and the H(div)
problem (4.11) are solved by the preconditioned MINRES method. The overlapping
Schwarz preconditioners Ba and Bm are used for Problem (4.11). The preconditioner
S, as dened in (4.9) with S1 being Ba or Bm and S2 being the identity operator, is
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used for Problem (3.1). For Problem (4.11) we set the exact solution to be
σ =

x(1− x) 0
0 y(1− y)

 .
For Problem (3.1), we set the body force to be
g =

1− 3x2
2y − 1

 ,
which satises the compatibility condition (2.9). However, we do not know the exact
solution for this problem.
We will report the condition number estimates for various meshes and sub-
domains. For a symmetric positive denite matrix, we dene the condition number
as the ratio between the maximum eigenvalue and the minimum eigenvalue, while
for a symmetric indenite matrix, the condition number is dened as in (4.2). Since
the 3-recurrence MINRES Algorithm is equivalent to the Lanczos procedure [48], the
condition number estimate of a symmetric linear system can be calculated from its
solving process using the MINRES Algorithm.
Following the notations in Chapter V, we denote H to be the size of the coarse
mesh, h to be the size of the ne mesh and K to be the number of sub-domains.
Recall that the overlapping sub-domain decomposition is obtained by extending a
non-overlapping sub-domain decomposition by a distance of δ and the boundaries of
the overlapping sub-domains have to align with the ne mesh. By the analysis in
Chapter V, the condition numbers for BaΛ and BmΛ should depend on
H4
δ4
+ 1 but
not on h or K.
First, consider the case of xed coarse mesh size H = 1/2 and sub-domains as
shown in Figure 9. In this case, we have K = 4 and δ = 1/8. In the experiment,
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we take ne mesh sizes to be h = 1/8, 1/16, 1/32 and report the condition number
estimates of the unpreconditioned systems and the preconditioned systems for both
Problem (4.11) and Problem (3.1) in Table 2. The condition number estimates using
overlapping Schwarz preconditioners appear to be uniform with respect to h. We
mention that the condition number estimates for Problem (3.1) and Problem (4.11)
on the same mesh are not comparable since they are dened dierently.
Ω4Ω3
Ω2Ω1
(1,1)
(0,0)
Figure 9. The coarse mesh and sub-domains with H = 1/2, δ = 1/8 and K = 4.
Table 2. Condition number estimates with H = 1/2, δ = 1/8 and K = 4.
H(div) problem (4.11) Mixed problem (3.1)
h No Prec. Additive Multiplicative No Prec. Additive Multiplicative
1/8 3.4e+5 5.12 1.06 1.6e+3 5.78 1.86
1/16 1.4e+6 5.01 1.06 2.1e+3 5.66 1.88
1/32 5.5e+6 4.96 1.06 3.5e+3 5.19 1.89
For the H(div) problem (4.11), we also compute the condition number estimates
for dierent K and h while the coarse mesh and the overlapping constant δ are xed.
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Set the coarse mesh size to be H = 1/4. We consider the cases of dividing 
 into
K = 4, K = 8 and K = 16 non-overlapping rectangles whose boundary align with
the coarse mesh TH . Extend each rectangle by a distance δ = 1/8 to get overlapping
decompositions of 
. For example, in the case K = 4, the sub-domains will be the
same as in Figure 9. The condition number estimates are given in Table 3 and they
appear to be uniform with respect to both K and h.
Table 3. Condition number estimates for Problem (4.11) with H = 1/4 and δ = 1/8.
Additive Multiplicative
h K = 4 K = 8 K = 16 K = 4 K = 8 K = 16
1/8 4.86 6.07 6.04 1.02 1.02 1.02
1/16 4.88 5.98 6.02 1.02 1.02 1.02
We also experimented on the case that both H = 1/2 and K = 4 are xed,
while δ and h change. The four sub-domains are obtained by dividing 
 into four
equal squares and then extending each square by a distance δ = 1/4, 1/8, 1/16 or
1/32. In Table 4, the condition number estimates for various δ and h are given. Note
that as suggested by Theorem V.1 and Lemma V.6, larger values of δ yields better
preconditioners.
Finally, we report some numerical results for the multigrid preconditioner for
Problem (4.11). Only pure displacement problems with homogeneous boundary con-
ditions are considered. Random right hand sides are used in the experiments.
Consider the variable V-cycle multigrid preconditioner dened in Chapter VI
with the number of smoothings satisfying mk−1 = 2mk and one smoothing on the
nest level. Experiments show that the variable V-cycle multigrid preconditioner with
108
Table 4. Condition number estimates for Problem (4.11) with K = 4 and H = 1/2.
h δ Additive Multiplicative
1/4 1/4 4.85 1.01
1/8 1/8 5.12 1.06
1/16 1/16 8.35 1.52
1/32 1/32 18.63 2.75
Richardson smoother, BRk , does not work, as shown in Table 5. Here, the Richardson
smoother is constructed by applying the Richardson method to the corresponding
stiness matrix 
k
on each level.
Next, we consider the variable V-cycle multigrid preconditioner Bk with the ad-
ditive Schwarz smoother built on the vertex based subspaces, as dened in Chapter
VI. The scaling factor ρ in Equation (6.2) is set to be 1
3
. We report the condition
number estimates for BkΛk in Table 5, together with the condition number estimates
for Bmk Λk, where B
m
k is the variable V-cycle multigrid preconditioner using the mul-
tiplicative Schwarz smoother as discussed in Remark VI.1. These results indicate
that Bmk works better than Bk, which is not surprising since multiplicative overlap-
ping Schwarz methods have been observed to work better than additive overlapping
Schwarz methods in numerous cases.
Further experiments also suggest that the V-cycle multigrid preconditioner BVk
with the additive Schwarz smoother as in Bk is optimal for this test problem, as
shown in Table 6, although we are still unable to explain that theoretically.
It is known that the multigrid preconditioner is more ecient than the overlap-
ping Schwarz preconditioner in general. However, comparing the condition number
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estimates in Table 2 and Table 5, it appears that the multiplicative Schwarz precon-
ditioner performs better than the multigrid preconditioner. This might be a result of
large overlapping sizes, compared to the sub-domain size, in the overlapping Schwarz
preconditioner and relatively small problems (the nest mesh is only h = 1/32).
Table 5. Condition number estimates for Λk, B
R
k Λk, BkΛk and B
m
k Λk.
level d.o.f.s cond(Λk) cond(B
R
k Λk) cond(BkΛk) cond(B
m
k Λk)
1 38 4.1507e+04
2 115 1.5100e+05 1.7536e+04 4.52 3.10
3 395 6.0250e+05 7.0180e+04 4.49 3.19
4 1459 2.4105e+06 2.7784e+05 4.49 3.39
5 5603 9.6413e+06 1.0560e+06 4.45 3.41
Table 6. Condition number estimates for BVk Λk.
level 2 3 4 5
cond(BVk Λk) 4.52 4.37 4.38 4.44
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CHAPTER VIII
CONCLUSIONS
Our research provides a rigorous theoretical analysis on the mixed formulation (stress-
displacement formulation) of the linear plane elasticity problem, its nite element
discretization and some preconditioning techniques.
We prove the stability of the Arnold-Winther nite element spaces for pure
traction boundary problems and mixed boundary problems under H s-regularity for
s > 1/2. This generalizes the result given in [8], which is only for the pure displace-
ment boundary problems. A Scott-Zhang type interpolation operator which preserves
the homogeneous boundary condition τn|ΓT = 0 is constructed and is essential to
our proof of the stability of the Arnold-Winther nite element spaces.
Another goal was to develop ecient iterative solvers for the symmetric indenite
linear system which results from the Arnold-Winther nite element discretization of
the mixed formulation. Several iterative solvers are discussed in Chapter IV. We
concentrate on the preconditioned Minimum Residual Method and show that the
problem of constructing a preconditioner for the mixed system can be reduced to
the problem of constructing a preconditioner for the H(div) problem (4.11) on the
Arnold-Winther nite element space. An overlapping Schwarz preconditioner and a
multigrid preconditioner are developed for the H(div) problem and condition number
estimates for the preconditioned systems are given in Chapter V and VI. For the
overlapping Schwarz preconditioner, we prove that if the elasticity problem has H s-
regularity for s > 1/2, then the condition number of the preconditioned system is
independent of the ne mesh size h and the number of sub-domains K. For the
multigrid preconditioner, we prove that if the elasticity problem has H1-regularity,
then the condition number of the preconditioned system is independent of the number
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of levels k.
Since the operator Λ in the H(div) problem (4.11) is not uniformly elliptic,
a Helmholtz-like decomposition is used in the analysis of the condition numbers
for our preconditioners. The analysis is based on the observation that the space
H0,ΓT (div ,
, S2) can be decomposed into two orthogonal subspaces: the subspace
of divergence free functions and its orthogonal compliment. As implied by Lemma II.4
and Lemma II.7, there exists a one-to-one correspondence between the divergence free
subspace and the space H20,ΓT (
)/P1(
) via the Airy operator, while the orthogonal
compliment of the divergence free subspace gains Hs-regularity for s > 1/2. Simi-
larly, on the discrete level, the nite element space Σ(T ,
, T ) can be decomposed
into two orthogonal subspaces: the subspace of divergence free functions, where Λ
behaves like an identity operator, and its orthogonal compliment, where Λ behaves
like an ordinary second order dierential operator. As shown in Lemma III.4, the
divergence free subspace is related to the Argyris nite element space via the Airy
operator. These two decompositions are essential to the analysis of our precondition-
ers.
There is still space for possible improvements to this research. For example,
for the multigrid preconditioner, our analysis requires H1-regularity of the elasticity
problem, which is only true if we have the pure displacement problem or the pure
traction problem on a convex polygonal domain. There may be possible improve-
ments to reduce this regularity requirement. Another example is that, as suggested
by the numerical results in Chapter VII, the V-cycle multigrid also gives optimal con-
vergence, although we are still unable to explain this theoretically. This is another
direction for the future work.
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APPENDIX A
THE SCOTT-ZHANG TYPE OPERATOR RH
We follow the idea in [50] in the construction of the Scott-Zhang type operatorRh.
Let T be a quasi-uniform triangulation for the polygonal domain 
 with characteristic
mesh size h. Dene the nite element space of C0-quadratics by
Xh = {v ∈ C0(
) such that v|T ∈ P2(T ) for all T ∈ T }.
The degrees of freedom are the nodal values on each vertex and the center point of
each edge. We call those points \nodes". Let N = {xi}Ni=1 be the set of all \nodes"
and φi, 1 ≤ i ≤ N , be the corresponding nodal basis function on xi. Let E be the set
of all edges of the triangles in T .
We consider each triangle T ∈ T as a closed set which includes its boundary. We
also consider each edge e ∈ E as a closed line segment which includes its ends. For
each T ∈ T , dene
ST = ∪{Ti ∈ T |Ti ∩ T 6= ∅}.
Since T is quasi-uniform, there are only a nite number of triangles in each ST and
{ST}T∈T satises the nite overlapping condition.
For each node xi ∈ N , we dene a simplex Ki by the following:
• if xi /∈  T , we choose Ki = T where T ∈ T is any triangle such that xi ∈ T
(the choice may not be unique);
• if xi ∈  T , we choose Ki = e where e ∈ E is any edge such that e ⊂  T and
x ∈ e (the choice may not be unique).
Let xi,j, j = 1, . . . , ni, be the nodes in Ki and assume that they are arranged
in a way such that xi,1 = xi. Let φi,j, j = 1, . . . , ni, be the restriction to Ki of the
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basis function associated with the node xi,j. Let {ψi,j}nij=1 be the L2(Ki)-dual basis
for {φi,j}nij=1, i.e. ∫
Ki
φi,jψi,k dx = δjk =


1, j = k,
0, j 6= k.
(A.1)
We dene ψi = ψi,1. Notice that ψi is only dened on Ki, while φi is dened on 
.
The following lemma and its proof can be found in [50].
Lemma VIII.1. For i = 1, . . . , N , there exist c > 0 and C > 0 independent of h
such that
‖φi‖0,Ω ≤ ch, (A.2)
‖ψi‖0,Ki ≤ Ch−dim(Ki)/2. (A.3)
For s > 1/2, dene Rh : H
s(
) → Xh by
Rhv =
N∑
i=1
φi
∫
Ki
ψiv dx.
Clearly, Rh is well dened and preserves the homogeneous boundary condition on  T .
It is not hard to see that Rhv = v for all v ∈ Xh.
Next, we prove the stability and the approximability for Rh.
Lemma VIII.2. Let 1/2 < s ≤ 1 be a real number. For v ∈ H s(
), we have
‖Rhv‖0,T ≤ c(‖v‖0,ST + hs|v|s,ST ),
where c is a positive constant independent of h and T .
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Proof. By a scaling argument and the Schwartz inequality,
‖Rhv‖0,T ≤
∑
xi∈T
∣∣∣∣
∫
Ki
ψiv dx
∣∣∣∣ ‖φi‖0,T
≤ ch
∑
xi∈T
‖ψi‖0,Ki‖v‖0,Ki
≤ ch
∑
xi∈T
h−dim(Ki)/2‖v‖0,Ki.
If Ki is an edge, then Ki is an edge of a triangle Ti ∈ T such that Ti ⊂ ST . Let
T^ be a reference triangle and K^ be the corresponding edge of Ki in T^ . By the trace
theorem and a scaling argument,
h−dim(Ki)/2‖v‖0,Ki = h−1/2‖v‖0,Ki ≤ c(h−1‖v‖0,Ti + hs−1|v|s,Ti).
If Ki is a triangle Ti ∈ T , clearly Ti ⊂ ST . We have
h−dim(Ki)/2‖v‖0,Ki = h−1‖v‖0,Ti.
Combining all the above, we have
‖Rhv‖0,T ≤ ch
∑
T⊂ST
(h−1‖v‖0,T + hs−1|v|s,T ) ≤ c(‖v‖0,ST + hs|v|s,ST ).
Lemma VIII.3. Let s and s′ be two real numbers which satisfy 0 ≤ s′ ≤ s ≤ 3. For
all v ∈ Hs(ST ), there exists ξ ∈ P2(ST ) such that
‖v − ξ‖s′,ST ≤ chs−s
′|v|s,ST ,
where c is a positive constant independent of h and T .
Proof. The result comes from the generalization of the Bramble-Hilbert lemma
[30] and interpolation of Sobolev spaces.
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Lemma VIII.4. Let s ∈ (1/2, 3] be a real number and t satisfies 0 ≤ t ≤ min(s, 1).
For v ∈ Hs(
), we have
‖v − Rhv‖t,T ≤ chs−t|v|s,ST ,
where c is a positive constant independent of h and T .
Proof. For v ∈ Hs(
), let ξ be dened as in Lemma VIII.3. Then
‖v −Rhv‖t,T ≤ ‖v − ξ‖t,T + ‖Rh(v − ξ)‖t,T
≤ ‖v − ξ‖t,T + ch−t(‖v − ξ‖0,ST + hmin(s,1)|v − ξ|min(s,1),ST )
≤ chs−t|v|s,ST .
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