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Tato práce se zabývá návrhem řadicích sítí pomocí kartézskeho genetického programovaní
s využitím koevoluce. Řadicí sítě jsou abstraktní modely schopné seřadit posloupnost čísel.
Výhodou řadicích sítí je snadná implementovatelnost do hardware, ale jejich návrh je velmi
složitý. Jednou z nekonvečních a efektivních možností jak navrhovat řadicí sítě je pomocí
kartézskeho genetického programování (CGP). CGP je algoritmus patřící do skupiny evo-
lučních algoritmů inspirovaných Darwinovou evoluční teorii. Efektivitu CGP algoritmu je
možno zvýšit použitím koevoluce. Koevoluce je přístup, který pracuje s více populacemi,
které se vzájemně ovlivňují a neustále vyvíjejí, čímž zabraňují uváznutí prohledávání v lo-
kálním optimu. V práci je ukázané, že pomocou koevolúcie je možné dosiahnuť takmer
dvojnásobné urýchlenie v porovnaní s evolučným návrhom.
Abstract
This paper deals with sorting networks design using Cartesian Genetic Programming and
coevolution. Sorting networks are abstract models capable of sorting lists of numbers.
Advantage of sorting networks is that they are easily implemented in hardware, but their
design is very complex. One of the unconventional and effective ways to design sorting
networks is Cartesian Genetic Programming (CGP). CGP is one of evolutionary algorithms
that are inspired by Darwinian theory of evolution. Efficiency of the CGP algorithm can
be increased by using coevolution. Coevolution is an approach that works with multiple
populations, which are influencing one another and constantly evolving, thus prevent the
local optima deadlock. In this work it is shown, that with the use of coevolution, it is
possible to achieve nearly twice the acceleration compared to evolutionary design.
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Od praveku je vývoj ľudstva spätý s technológiou. Kedysi malá skupina ľudí bola doslova
očarená ohňom, dnes nikoho neprekvapia zariadenia umožňujúce komunikáciu naprieč pla-
nétou. S rastom ľudskej populácie čo do počtu i inteligencie sa stále viac zvyšujú požiadavky
na kvalitnejšie nástroje, prístroje i metódy ich návrhu a tvorby.
Táto práca sa zameriava na tvorbu triediacich sietí, matematických modelov schopných
zoraďovať postupnosti čísel. Výhodou týchto modelov je ich jednoduchá implementovatel-
nosť do hardware a obrovské využite paralelizmu, avšak za cenu veľmi zložitého návrhu.
V súčasnosti prestáva byť v ľudských silách navrhovať triediace siete ručne a konvenčné
metódy návrhu tiež neposkytujú dostatočne efektívne riešenia, preto sa začínajú v tejto
oblasti používať evolučné metódy návrhu.
Evolučné algoritmy sú pomerne efektívne na návrh triediacich sietí i iných vecí, od
nábytku až po antény raketoplánov. Bohužiaľ aj tieto metódy majú svoje slabé stránky.
Sú časovo náročné a často majú tendenciu uviaznuť v lokálnom optime, tzn. nájdu len
suboptimálne riešenie. Jedným z možných prístupov ako zmierniť alebo odstrániť tieto
problémy je využite koevolúcie.
Koevolúcia je algoritmus kombinujúci dva alebo viac populácií, ktoré sa vyvíjajú súbežne
a vzájomne sa ovplyvňujú. Tento prístup je analogický k systému dravca a koristi - čím
lepšie vlastnosti má korisť aby ušla, tým lepšie vlastnosti musí mať dravec, aby korisť
ulovil. Pomocou tohoto prístupu sú populácie nútené neustále sa prispôsobovať dynamicky
sa meniacim podmienkam, čo rieši problém uviaznutia. Na reprezentáciu dravcov stačí
zlomok celkovej množiny možností, čo značne urýchľuje výpočet.
V kapitole 2 – Evolučné algoritmy je vysvetlená problematika a základné princípy evo-
lučných algoritmov. Detailnejšie budú preskúmané špecifické varianty evolučných algorit-
mov – genetické algoritmy, genetické programovanie, kartézske genetické programovanie
a koevolučné algoritmy. Kapitola 3 – Triediace siete pojednáva o funkčnosti triediacich
sietí. Sú tu zhrnuté ich výhody, nevýhody, súčasný stav a problematika ich návrhu. V ka-
pitole 4 – Návrh triediacich sietí pomocou koevolučného CGP je načrtnutý návrh programu
schopného vytvárať triediace siete s pomocou koevolúcie a v kapitole 5 – Implementácia
je popísaná implementácia tohoto programu. Kapitola 6 – Návrh testovania algoritmov
popisuje spôsob testovania programu a následne sú v kapitole 7 – Výsledky testov popísané




Táto kapitola sa zaoberá problematikou evolučných algoritmov na všeobecnej úrovni a nie-
ktorých konkrétnych vybraných algoritmov spadajúcich do tejto kategórie. Obsah tejto
kapitoly vychádza z publikácii [6, 7, 8, 9, 10, 11].
Evolučné algoritmy (EA) patria do širokej oblasti informatiky zaoberajúcej sa ume-
lou inteligenciou. Účelom algoritmov umelej inteligencie je nájdenie optimálneho riešenia
z množiny všetkých možných riešení úlohy. Takáto úloha je v matematike známa pod
pojmom optimalizačný problém a množina jej možných, takzvaných kandidátnych rieše-
ní sa nazýva stavový priestor. Najzákladnejšie algoritmy umelej inteligencie prechádzajú
hrubou silou každý prvok stavového priestoru, kým nenájdu riešenie požadovanej kvality.
V praxi však veľmi často existujú úlohy s obrovskými stavovými priestormi, kde je tento
naivný prístup nepoužiteľný. Rozsiahle priestory sa prehľadávajú rôznymi heuristickými
stochastickými algoritmami, medzi ktoré zaraďujeme aj evolučné algoritmy.
Termínom evolučné algoritmy označujeme také algoritmy, ktoré nejakým spôsobom vy-
chádzajú z Darwinovej evolučnej teórie. Ako je uvedené v publikácii Evolučné algoritmy [6],
tento prístup je veľmi efektívny na riešenie extrémne zložitých problémov s rozsiahlym sta-
vovým priestorom, avšak za podmienky, že nie je striktne požadované najoptimálnejšie
riešenie a kvalitné suboptimálne riešenie je postačujúce. Ďalšou výhodou týchto algoritmov
je, že vyžadujú iba minimálne znalosti o riešenom probléme.
2.1 Základné prvky evolučných algoritmov
Bežné optimalizačné metódy, ako napr. horolezecký algoritmus, fungujú na princípe vy-
lepšovania jedného počiatočného alebo náhodne zvoleného riešenia. Rozdiel medzi týmito
metódami a evolučnými algoritmami je ten, že EA používajú k vytváraniu nových riešení
operátory inšpirované biológiou. Ďalej majú tú výhodu, že nepracujú s jedným kandi-
dátnym riešením, ale s multimnožinou kandidátnych riešení – jedincov, ktorá sa nazýva
populácia. To umožňuje prehľadávať stavový priestor paralelne v rôznych smeroch [10].
Populácia je definovaná ako:
P (t) = {xt,1, xt,2, . . . , xt,N} (2.1)
kde xt,i sú jedinci, t je simulačný čas a N je veľkosť populácie.
Simulačný čas evolúcie t je diskrétny a označuje počet tzv. generácií populácie od
začiatku algoritmu.
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Keďže hľadaný jedinec musí spĺňať určité požiadavky na kvalitu, musí existovať funkcia,
ktorá je schopná vyjadriť mieru splnenia požadovaných vlastností. Táto miera splnenia po-
žiadaviek, resp. kvality riešenia sa nazýva fitness. Existujú rôzne spôsoby vyjadrenia fitness,
ale pre účely tejto práce postačí uviesť, že zvyčajne býva fitness vyjadrená v percentách,
prípadne v celých alebo reálnych číslach. Dôležité však je, aby vždy bolo možné vzájomne
porovnať fitness jedincov. V prípade záujmu je možné sa o ostatných druhoch fitness do-
čítať v [6, 10]. V prirovnaní k Darwinovej evolučnej teórii, fitness predstavuje schopnosti
jedinca. Vyššia hodnota fitness znamená, že jedinec má lepšie vlastnosti, a tým aj väčšiu
šancu prežiť a rozmnožovať sa.
Jedinci sú v implementáciách evolučných algoritmov reprezentovaní pomocou dátových
štruktúr, ktorých formát býva najčastejšie volený s ohľadom na biologické operátory použité
v EA.






t := t + 1;





Ako už bolo spomenuté, tento algoritmus (1) na určitom stupni abstrakcie simuluje
biologickú evolúciu. Na začiatku algoritmu je simulačný čas nastavený na nulu. V ďalšom
kroku funkcia inicializácia P(t) inicializuje počiatočnú populáciu P(t) buď náhodne,
alebo vopred známymi čiastočnými riešeniami.
Následne funkcia ohodnotenie P(t) vypočíta fitness každého jedinca v populácii. Je-
dinci s vyššou fitness majú väčšiu pravdepodobnosť, že budú vo funkcii výber P(t) ∈
P(t-1) vybraní pre tvorbu novej generácie. Často sa u EA používa selekčná stratégia eli-
tizmu, kedy sa najlepší jedinec predošlej populácie dostane do novej populácie vždy. Účelom
selekčnej časti EA je teda vyberať jedincov do novej generácie tak, aby sa priemerná fitnes
populácie v čase zvyšovala.
Dôležitým prvkom celého algoritmu je funkcia zmena P(t), ktorá na jedincov aplikuje
biologické operátory. Konkrétne biologické resp. genetické operátory sa líšia podľa použi-
tých variantov EA. Tieto operátory majú zaistiť zmenu jedinca. Nezáleží na tom, či je táto
zmena progresívna alebo regresívna, pretože slabší jedinci budú pravdepodobne vylúčení
v nasledujúcej iterácii pri operácii selekcie. Do novej generácie je možné zahrnúť určitý
počet jedincov zo starej generácie bez zmeny, vtedy sa jedná o tzv. prekrývanie populácií.
V biológii je možné prekrývanie populácií pozorovať u väčšiny vyšších druhov živočíchov
vrátane ľudí, kde v jednom časovom okamihu existujú jedinci z viacerých generácií. Opa-
kom prekrývania populácií je takzvaný generačný variant EA. V generačnom variante EA
sa do novej generácie dostanú vždy len novovytvorení jedinci. Tomu biologicky odpovedá
napríklad rozmnožovanie jednoročných rastlín.
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S novovytvorenou populáciou opäť opakujeme funkcie ohodnotenie P(t), výber P(t)
∈ P(t-1) a zmena P(t) a to dovtedy, kým nezačne platiť výraz koniec. Ten je zvyčajne
formulovaný tak, že bol nájdený jedinec s dostatočne vysokou fitness, alebo bol dosiahnutý
maximálny limit generácií, prípadne počas posledných niekoľko generácií nedošlo k zlepšeniu
fitness žiadneho jedinca. Samozrejme do ukončujúceho výrazu môže byť začlenená aj iná,
problémovo špecifická formulácia.
2.2 Genetický algoritmus
Genetický algoritmus (GA) je jedna z metód spadajúcich pod EA. Bol vynájdený Johanom
Hollandom v roku 1975. Po tom, ako jeho žiak David Goldberg koncom osemdesiatych rokov
ukázal, že ide o efektívnu metódu riešenia niektorých zložitých problémov, stal sa genetický
algoritmus veľmi populárnym a najštudovanejším spomedzi evolučných algoritmov [10].
Samotný algoritmus je v princípe zhodný s vyššie uvedeným základným evolučným
algoritmom 1 na predchádzajúcej strane. Hlavný ideologický rozdiel oproti evolučným al-
goritmom je v tom, že GA používa vyšší stupeň abstrakcie. Ako napovedá názov, genetické
algoritmy nereprezentujú jedinca ako indivíduum, ale zameriavajú sa na jeho genetickú in-
formáciu. Tento fakt sa v praxi odráža v reprezentácii jedinca, selekčnej stratégii, vo výbere
použitých biologických operátorov a ich implementácií.
2.2.1 Reprezentácia jedinca v GA
V analógii s biológiou je genetická informácia jedinca zakódovaná v tzv. chromozóme:
S = (g1, g2, . . . , gL) (2.2)
Chromozóm S je definovaný ako lineárny reťazec symbolov konštantnej dĺžky L. Jednot-
livé symboly chromozómu gi sa nazývajú gény a môžu nadobúdať hodnoty (alely) z abecedy:
Ai = {ai,1, ai,2, . . . , ai,Ni} (2.3)
Podľa tejto definície je možné, aby každý gén naberal hodnoty z inej abecedy alel Ai,
avšak v praxi často platí Ai = A pre všetky i, takže všetky gény naberajú hodnoty z rovnakej
abecedy.
Chromozóm teda predstavuje zakódovanú genetickú informáciu vo všeobecnej genetike
nazývanú genotyp, ktorá reprezentuje jedného konkrétneho jedinca tzv. fenotyp [7].
2.2.2 Selekčné stratégie v GA
V tejto stati je uvedený prehľad základných selekčných stratégií prevzatých z knihy Evoluční
hardware[10]. Najjednoduchším príkladom selekčnej stratégie je deterministická selekcia.
Pri deterministickej selekcii sú jedinci (chromozómy) zoradení podľa fitness a následne je
vybraných K najlepších jedincov.
Ďalšou selekčnou stratégiou je proporcionálna selekcia, niekedy nazývaná výber pomocou
rulety. V tomto prípade je pre každého jedinca definovaná pravdepodobnosť, s akou bude
vybraný. Tá je daná pomerom jeho fitness k súčtu fitness všetkých jedincov v populácii
a odpovedá kruhovým výsekom na pomyselnej rulete. Pri výbere sa vygeneruje náhodné
číslo z intervalu < 0; 1 > a podľa výseku (intervalu), do ktorého toto číslo patrí, je jedinec
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vybraný. Ak je potrebné vybrať K jedincov, opakuje sa tento algoritmus K krát. Jedi-
nec s najväčšou fitness má najväčšiu šancu byť vybraný, a to i opakovane, čo môže viesť
k degenerácii populácie a prípadnému uviaznutiu GA v lokálnom maxime.
Variantom proporcionálnej selekcie je výber podľa poradia, kedy sú jedinci zoradení podľa
fitness ako pri deterministickej selekcii, ale vyberaní náhodne ruletou. Pravdepodobnosť
výberu v tomto variante je závislá na poradí a nie na pomeroch fitness, čím sa zvyšuje
šanca vybratia horšieho jedinca a znižuje šanca degenerácie populácie. Prípadný výber
horšieho jedinca podporuje genetickú diverzitu, čo môže mať pozitívny vplyv na celkový
vývoj populácie.
V súčasnosti veľmi populárnou selekčnou stratégiou je turnajový výber. Z populácie sa
náhodne vyberie podmnožinaM jedincov. Z tejto podmnožiny je jedinec s najlepšou fitness
vybraný do novej generácie. Výhodou tohoto algoritmu je možnosť zmeny selekčného tlaku.
Sila selekčného tlaku je nepriamoúmerná počtu vybraných jedincov M . Pri jeho zvýšení sa
zníži šanca, že celkovo slabší jedinec bude najsilnejší z vybranej podmnožiny. Podobne ako
v predchádzajúcich stratégiách sa tento proces opakuje K-krát.
2.2.3 Genetické operátory v GA
V GA sú najčastejšie používanými genetickými operátormi mutácia a kríženie. Mutácia
je unárny genetický operátor. Je aplikovaná na jeden chromozóm, v ktorom je náhodne
vybraných k génov, u ktorých sa náhodne zmení hodnota. Príklad mutácie jedného génu
chromozómu je znázornený na 2.1d.
Kríženie je n-árny genetický operátor. Pri krížení dochádza k výmene častí medzi
najmenej dvoma rodičovskými chromozómami. Pre jednoduchosť bude v nasledujúcom
texte uvažované kríženie medzi práve dvomi jedincami tak, ako je to v prírode. Pri krížení
dvoch rodičovských chromozómov vznikajú vždy dva chromozómy potomkov. Existuje
mnoho variantov operátorov kríženia, tu sú pre predstavu uvedené tri najzákladnejšie:
• Jednobodové kríženie je najjednoduchším prípadom kríženia. U jednobodového krí-
ženia sa náhodne vyberie bod v rodičovských chromozómoch a za týmto bodom si
rodičia vymenia všetky svoje gény. Tento proces je ilustrovaný na obr. 2.1a.
• viacbodové kríženie je o trochu zložitejším a efektívnejším, ako jednobodové kríženie.
Toto kríženie umožňuje vytvárať zaujímavejších jedincov a ako je uvedené v publi-
kácii Evoluční hardware [10], dokáže dôkladnejšie premiešať genetický materiál. Pri
implementácii je možné zvoliť jeden z dvoch prístupov:
– Náhodne je vygenerovaných k bodov, ktoré rozdelia chromozóm na oblasti. Gény
sú potom prehodené len v párnych resp. nepárnych oblastiach.
– Na chromozóm je k-krát aplikované jednobodové kríženie, každý raz s iným
náhodne vygenerovaným číslom.
Princíp viacbodového kríženia je znázornený na obr. 2.1b
• uniformné kríženie je variant, v ktorom sa používa náhodne vygenerovaná bitová
maska o dĺžke chromozómu. Ak je v maske bit na príslušnej pozícii nastavený, dôjde
na tejto pozícii k výmene génov medzi rodičovskými chromozómami. Viz. obr. 2.1c.
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Rodič 1: a b c d e f g h
Rodič 2: s t u v w x y z
⇓jednobodovékríženie
Potomok 1: a b c v w x y z
Potomok 2: s t u d e f g h
(a) Jednobodové kríženie.
Rodič 1: a b c d e f g h
Rodič 2: s t u v w x y z
⇓viacbodovékríženie
Potomok 1: a b c v w x g h
Potomok 2: s t u d e f y z
(b) Viacbodové kríženie.
Rodič 1: a b c d e f g h
Rodič 2: s t u v w x y z
Maska: 1 0 1 1 0 1 0 0
⇓uniformnékríženie
Potomok 1: s b u v e x g h
Potomok 2: a t c d w f y z
(c) Uniformné kríženie.
Originál: a b c d e f g h
⇓mutácia
Mutant: a b c d e s g h
(d) Mutácia.
Obrázok 2.1: Genetické operátory v genetických algoritmoch.
2.3 Genetické programovanie
Genetické programovanie je podobne ako genetický algoritmus jeden z variantov evolučných
algoritmov. Táto metóda vznikla koncom osemdesiatych rokov minulého storočia a v jej
počiatkoch sa najviac spomína meno John Koza.
Najznateľnejší rozdiel medzi genetickým programovaním a genetickými algoritmami je
v účele, na ktorý sa používajú. V GA je hlavným cieľom nájsť čo najoptimálnejšie para-
metre pre riešený problém. Naproti tomu genetické programovanie je v skutku programo-
vanie, a teda je určené pre tvorbu programov, algoritmov alebo rozhodovacích postupov [8].
Algoritmus využitý v genetickom programovaní je opäť zhodný s všeobecným evolučným
algoritmom 1, ale líši sa v reprezentácii jedinca a určovaní hodnoty fitness.
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2.3.1 Reprezentácia jedinca v GP
Na rozdiel od genetických algoritmov, kde sú chromozómy reprezentované lineárnymi reťaz-
cami konštantnej dĺžky, v genetickom programovaní sú chromozómy reprezentované stro-
movými štruktúrami premennej dĺžky.
Listy tejto stromovej štruktúry patria do množiny terminálov. Množina terminálov
reprezentuje vstupy vyvíjaného programu, algoritmu alebo konštanty. Konštanty je možné
buď generovať úplne náhodne, alebo vymedziť určitú množinu konštánt a nové konštanty
generovať z tejto množiny pomocou funkcií.
Množina funkcií predstavuje uzly stromového chromozómu. Z tohoto faktu vyplýva
požiadavka na takzvanú uzavretosť množiny funkcií. Množina funkcií je uzavretá vtedy,
ak výsledok funkcie alebo prvok z množiny terminálov môže byť použitý ako argument
každej funkcie z množiny funkcií. Pre reprezentáciu chromozómu to znamená, že akýkoľvek
uzol stromu môže mať ako argument ľubovolný podstrom alebo list. Splnenie podmienky
uzavretosti teda zaručuje, že vždy vznikne validný chromozóm. Pre tie funkcie, ktoré nie sú
definované pre nejakú hodnotu (napr. delenie nulou), sa vytvorí tzv. chránený variant tejto
funkcie. Tá pre nedefinovanú vstupnú hodnotu definuje nejakú vopred zvolenú návratovú
hodnotu. Množina funkcií spravidla obsahuje aritmetické a logické funkcie, programové
konštrukcie (podmienky, cykly), alebo iné problémovo špecifické funkcie.
2.3.2 Určenie fitness jedinca v GP
Jedinec je testovaný pomocou tzv. trénovacej množiny, čo je množina, ktorá sa skladá
z vektoru vstupov a vektoru výstupov. Pre každý vstup vo vektore vstupov existuje oča-
kávaný výstup vo vektore výstupov. Fitness jedinca sa teda určí spustením vyvíjaného
programu nad trénovacou množinou a porovnaním získaných výstupov s očakávanými vý-
stupmi. Spustenie, je prechod stromom od listov ku koreňu a vyhodnotenie výrazu, ktorý
vznikne týmto prechodom. Samotný tvar fitness je problémovo špecifický. Napríklad v prí-
pade úloh založených na symbolickej regresii je fitnes počítaná ako priemerná odchýlka
medzi získanými a očakávanými výstupmi a cieľom evolučného procesu je minimalizovať
túto odchýlku. Ak je vopred známy celkový počet výstupov (napr. návrh číslicových obvo-
dov), môže byť fitness reprezentovaná ako pomer správnych výstupov ku všetkým možným
výstupom s cieľom dosiahnuť 100% správnych výstupov.
2.3.3 Selekčná stratégia a genetické operátory v GP
Selekčné stratégie sú úplne zhodné s tými, ktoré boli popísané v 2.2.2. Je vhodné pozna-
menať, že najčastejšie sa v genetickom programovaní používa turnajová selekcia.
Genetické operátory sú opäť mutácia a kríženie a principiálne sú veľmi podobné tým,
ktoré sa používajú v genetických algoritmoch. Pri mutácii sa náhodne vyberie jeden uzol
a jemu odpovedajúci podstrom a nahradí sa novým, náhodne vygenerovaným podstromom.
Analogicky pri krížení sa vyberie uzol u každého z rodičov a podstromy dané týmto uzlom






































2.4 Kartézske genetické programovanie
Kartézske genetické programovanie (CGP) je variant genetického programovania, ktorý sa
prvýkrát spomína v roku 1999. Bol predstavený Julianom Millerom, ktorý sa pri jeho tvor-
be inšpiroval architektúrou programovateľných hradlových polí. Na vývoji CGP pracoval
Miller spolu s Petrom Thompsonom. V CGP je genetická informácia (genotyp) reprezento-
vaná pomocou orientovaných grafov. V praxi sa najčastejšie používajú acyklické orientované
grafy. Kartézske genetické programovanie sa využíva pri návrhu matematických výrazov,
číslicových obvodov a počítačových programov.
2.4.1 Reprezentácia chromozómu v CGP
Na rozdiel od všeobecného GP, v ktorom je chromozóm reprezentovaný stromovou štruktú-
rou, v CGP je chromozóm reprezentovaný uzlami umiestnenými v kartézskej mriežke. Tieto
uzly predstavujú funkcie a sú vzájomne poprepájané. Chromozóm v CGP má nasledujúce
parametre:
• nc – počet stĺpcov v kartézskej mriežke
• nr – počet riadkov v kartézskej mriežke
• ni – počet primárnych vstupov obvodu
• no – počet primárnych výstupov obvodu
• Γ – množina dostupných funkcií (typov uzlov)
• nf – počet dostupných funkcií nf = |Γ|
• nn – maximálny počet vstupov uzlu (argumentov funkcie)
• l-back – miera prepojiteľnosti uzlov určuje počet stĺpcov naľavo od aktuálneho, kto-
rých výstupy uzlov je možné pripojiť na vstup aktuálneho uzlu
Tu je uvedený najčastejší spôsob implementácie CGP chromozómu, ako je popísaný
v [10]. Chromozóm je implementovaný ako lineárne pole celých čísel o dĺžke:
ΛCGP = nrnc(nn + 1) + no (2.4)
Primárnym vstupom sú postupne priradené indexy z intervalu 〈0, ni − 1〉. Ku každému
výstupu uzlu sú tiež priradené indexy z intervalu 〈ni, (nr ∗ nc + ni − 1)〉. Uzly sa indexujú
po stĺpcoch zhora nadol. Najľavejší horný uzol má index ni, najpravejší dolný uzol má
(nr ∗ nc + ni − 1). Chromozóm pozostáva z uzlov definovaných nn číslami s hodnotami
už spomenutých indexov a jednej hodnoty, ktorá predstavuje funkciu uzlu. Vstupy uzlu sú
výstupy uzlov predošlých stĺpcov až do hĺbky povolenej parametrom l-back, alebo primárne
vstupy. Primárne vstupy môžu byť pripojené na vstupy uzlu vždy. Na konci chromozómu
sa nachádza no hodnôt s indexmi uzlov, ku ktorým sú pripojené primárne výstupy obvodu.
Algoritmus CGP opäť prebieha veľmi podobne ako vyššie uvedený všeobecný evolučný
algoritmus 1. Používa sa tu variant označovaný ako (1 + λ). Toto označenie znamená, že
populácia je tvorená 1 rodičom a λ potomkami. Pri tvorbe novej populácie sa zo starej
vyberie najlepší jedinec (rodič). Z rodiča sa mutáciou vygeneruje λ potomkov a spolu
s rodičom tvoria novú generáciu.
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2.5 Koevolučné algoritmy
Koevolučné algoritmy (CoEA) môžeme chápať ako rozšírenie paradigmy evolučných algo-
ritmov o fakt, že v prírode neexituje len jediný izolovaný živočíšny druh, ale viac druhov,
ktoré majú medzi sebou rôzne vzťahy a vzájomne sa ovplyvňujú. Samotné evolučné algo-
ritmy pracujú tak, že vyhodnotia tzv. objektívnu fitness jedincov, na základe nej porovnajú
jedincov a tých lepších vyberú pre ďalšiu generáciu. Inými slovami, EA sú implementované
tak, aby fitness populácie v priebehu evolúcie bola striktne neklesajúca. Stáva sa, že tieto
algoritmy uviaznu v lokálnom optime, pretože na nájdenie najoptimálnejšieho riešenia by
bolo potrebné vybrať do nasledujúcej generácie slabších jedincov, a to v klasických EA
nie je možné. Tento problém riešia koevolučné algoritmy zavedením takzvanej subjektívnej
fitness. Subjektívna fitness neporovnáva jedincov na základe ich vlastností, ale na základe
ich interakcií s inými jedincami.
Ak prebiehajú tieto interakcie v rámci jednej populácie a jedného druhu, jedná sa o tzv.
jednopopulačný koevolučný algoritmus (ang. single population CoEA). Ak je v hre viace-
ro populácií jedného druhu (napr. oddelených bariérami) alebo viacero populácií rôznych
druhov, ide o viacpopulačný koevolučný algoritmus (ang. multiple population CoEA). Jed-
nopopulačné koevolučné algoritmy sa používajú na riešenie problémov, v ktorých fitness
jedinca závisí od prítomnosti alebo absencie iných jedincov v populácii.
Koevolučné algoritmy riešia najčastejšie dva typy úloh: kompozičné úlohy a úlohy zalo-
žené na testoch. U kompozičných úloh je na nájdenie riešenia potrebná správna interakcia
medzi viacerými komponentami, na ktoré je možné nazerať ako na funkčný celok. V úlo-
hách založených na testoch je kvalita riešenia daná tým, ako riešenie spĺňa tzv. testy. Test
je v tomto kontexte považovaný za podmnožinu množiny trénovacích vektorov. Trénovací
vektor pozostáva z postupnosti vstupov programu a referenčných výstupov, ktoré očaká-
vame od perfektne funkčného riešenia. Jedinec teda spĺňa test, ak pre každý zo vstupov
vráti patričnú výstupnú hodnotu. Medzi úlohy založené na testoch patrí napríklad návrh
triediacich sietí. Po prvý krát bola použitá koevolúcia v úlohe založenej na teste v práci
Daniela Hillisa v roku 1990 [4], ktorá sa zaoberá návrhom triediacich sietí, čo je náplňou
i tejto práce.
V tejto práci sú jednopopulačný algoritmus a kompozičné úlohy spomenuté len pre
úplnosť a ďalej bude rozoberaný len viacpopulačný koevolučný algoritmus1 a riešenie úloh
založených na teste. Zameranie na viacpopulačný algoritmus a úlohy založené na teste
vyplýva z dôvodu, že hlavnou témou tejto práce je úloha návrhu triediacich sietí, ktorá
bude priblížená v neskorších kapitolách. Prípadní záujemcovia o jednopopulačný algoritmus
alebo kompozičné úlohy si môžu naštudovať článok Coevolutionary Principles [9], odkiaľ
bolo prevzaté toto rozdelenie i pseudokód koevolučného algoritmu 2.
Na začiatku tohto algoritmu sú inicializované populácie P(t) v množine populácií P fun-
kciou inicializácia P(t). Následne sú vo funkcii výber_testov T(t) ∈ (P - {P(t)}),
vybrané testy, resp. jedinci z iných populácií, ktorí budú slúžiť na ohodnotenie aktuálnej
populácie.
Testy na ohodnocovanie je možné vyberať pri zmene fitness, alebo pravidelne každých
x generácií, prípadne je možné kombinovať oba tieto prístupy. Vybrané testy sa ukladajú
v archíve, pamäťovej štruktúre, ktorá je najčastejšie implementovaná ako kruhový register.
Testami z archívu je populácia vo funkcii ohodnotenie P(t), T(t) ohodnotená. Fun-
kcie výber_jedincov P(t) ∈ P(t-1) a zmena P(t) fungujú podobne ako v základnom
1ďalej v tomto texte bude pre jednoduchosť používaný len výraz „koevolučný algoritmus“ na označenie
viacpopulačného koevolučného algoritmu.
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Algoritmus 2: Koevolučný algoritmus.
begin
t := 0;
foreach P(t) ∈ P do
inicializácia P(t);




t := t + 1;
foreach P(t) ∈ P do
výber_jedincov P(t) ∈ P(t-1);
zmena P(t);





EA, tj. na základe fitness sa vyberajú vhodní jedinci do nasledujúcej generácie a aplikáciou
genetických operátorov vzniknú noví jedinci. Vo funkcii výber_jedincov P(t) ∈ P(t-1)
je však jedna dôležitá zmena. V prípade, že je v starej populácii viacero jedincov s rovnakou
fitness, ako rodič je vybraný ten jedinec, ktorý nebol jedincom v predchádzajúcej populácii.
Táto podmienka zabezpečuje genetickú diverzitu, čím umožňuje lepšie prehľadávanie stavo-
vého priestoru. Algoritmus opäť beží dovtedy, kým nie je splnená ukončujúca podmienka
koniec.
Tento algoritmus je veľmi dobre paralelizovateľný, napr. časti obsiahnuté v cykloch
ForEach môžu byť vykonávané súčasne za podmienky, že sú dostupné dostatočne aktuálne
testy v archíve. Taktiež ohodnotenie jednotlivých jedincov by mohlo byť paralelné, ak by




Táto kapitola ponúka základný prehľad najdôležitejších aspektov triediacich sietí a spôsobov
ich návrhu. Pre podrobnejšie informácie o triediacich sieťach sa doporučuje naštudovať
publikácie [4, 1, 3, 2], z ktorých boli čerpané informácie uvedené v tejto kapitole.
Triediaca sieť je abstraktný model, ktorého funkciou je zoradenie prvkov na vstupoch.
Je reprezentovaný ako orientovaný acyklický graf sN vstupmi aN výstupmi. Počet vstupov
a výstupov je vopred pevne daný. Triediaca sieť sa skladá z tzv. komparátorov. Komparátor
je možné vyrobiť z komponentov realizujúcich funkcie minimum a maximum z dvoch prvkov
vid. obr. 3.1a. V literatúre sú triediace siete reprezentované tzv. Knuthovými diagramami
[5], kde sú komparátory znázorňované pomocou zvislých čiar, ako na obr. 3.1b. Komparátor
má dva vstupy a dva výstupy, ktoré porovná a prípadne zoradí tak, aby na prvom výstupe
bola nižšia a na druhom výstupe vyššia zo vstupných hodnôt. Tento princíp je ilustrovaný
na obr. 3.1c. Príklad celej triediacej siete a princíp jej fungovania je možné vidieť na
obrázku 3.2.
Podobne ako triediace algoritmy, aj triediace siete majú schopnosť zoradiť akékoľvek
dátové typy na vstupe, nad ktorými je definovaná relácia usporiadania. Dôležitou vlast-
nosťou triediacich sietí je fakt, že počet komparátorov v sieti závisí len od počtu vstupov
siete N , ktorý je vopred známy a pevne daný. Preto už pred samotným porovnávaním
poznáme štruktúru siete, počet porovnaní, ktoré vykoná a poradie, v akom budú vykona-
né. Neovplyvňujúce sa porovnávania môžu dokonca prebiehať paralelne. Znalosť štruktúry
a možnosť paralelného porovnávania je dôvodom jednoduchej a efektívnej implementácie
do hardware.
3.1 Problematika
Triediaca sieť je platná, ak dokáže správne zoradiť všetky možné permutácie prvkov na
vstupoch. Platných triediacich sietí pre daný počet vstupov N môže existovať nekonečne
mnoho. Na implementáciu do hardware je však potrebné vybrať tie najefektívnejšie. Na
porovnávanie kvality a efektivity sa používajú dve metriky:
• c(N) – počet komparátorov
• ∆(N) – oneskorenie siete
Hlavným cieľom návrhu triediacich sietí je navrhnúť takú sieť, ktorá pre daný počet
vstupov N , obsahuje minimálny počet komparátorov c(N) a zoradí postupnosť s mini-
málnym oneskorením ∆(N). Napriek jednoduchej reprezentácii, tvorba triediacich sietí
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s minimálnou časovou a priestorovou zložitosťou je problematická, pretože s narastajúcim
počtom vstupov, rastie počet potrebných komparátorov, a tým aj zložitosť vzťahov medzi
nimi. Triediaca sieť je minimálna z pohľadu počtu komparátorov, ak je platná a zároveň
neexistuje platná triediaca sieť s menším počtom komparátorov.
Parametre najlepších známych sietí sú uvedené v tab. 3.1. V súčastnosti však len
siete s N ≤ 8 boli matematicky overené ako minimálne z pohľadu počtu komparátorov
[5] a siete s N ≤ 16 boli overené ako minimálne z pohľadu oneskorenia [3]. Overenie
a prípadné nájdenie lepších sietí pre N > 8, resp. N > 16 zostáva otvoreným problémom.
Táto práca sa sústreďuje na hľadanie platných, prípadne minimálnych sietí z pohľadu počtu
komparátorov. Problém minimalizácie sietí z časového hľadiska nie je v tejto práci riešený
a termínom minimálna triediaca sieť bude ďalej myslená výhradne minimálnosť z pohľadu
počtu komparátorov.
N 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
c(N) 1 3 5 9 12 16 19 25 29 35 39 45 51 56 60
∆(N) 1 3 3 5 5 6 6 7 7 8 8 9 9 9 9
Tabuľka 3.1: Parametre minimálnych známych sietí [3, 5].
3.2 Overovanie platnosti
Pre triediacu sieť s N vstupmi existuje N ! možných kombinácií na vstupe. Ako už bolo
zmienené, triediaca sieť je platná, ak dokáže korektne zoradiť akúkoľvek z týchto permutácií.
Otestovanie všetkých N ! možností je však s rastúcim N veľmi časovo i výpočetne náročné.
Počet testovacích vektorov potrebných na overenie platnosti triediacej siete je možné vý-
razne zredukovať pomocou teorému 0-1. Teorém 0-1 hovorí, že triediaca sieť s N vstupmi
je platná, ak dokáže správne zoradiť každú z 2N možných kombinácii núl a jednotiek na
vstupe, do neklesajúcej postupnosti na výstupe. Hoci funkcia 2N rastie stále exponenciálne,
úspora potrebných testovacích vektorov v porovnaní s N ! je pre N ≥ 4 značná a s rastúcim
N sa zväčšuje. Teorém 0-1 bol dokázaný W. G. Bouriciusom a je popísaný v treťom diele



























Obrázok 3.2: Triediaca sieť s N = 4 a princíp jej fungovania.
3.3 Existujúce riešenia
Konvenčné metódy sú väčšinou založené na vytváraní väčších sietí úpravou alebo kombiná-
ciou menších. Iným možným prístupom, ktorý popisuje Batcher [2], je návrh založený na
algoritme bitonic mergesort. Za najefektívnejšie konvenčne navrhované siete sú v súčastnos-
ti považované tzv. AKS siete, nazývané podľa ich tvorcov Ajtaia, Komlósa a Szemerédiho.
Tieto siete dosahujú priestorovú zložitosť O(N ∗ logN) a časovú zložitosť O(logN). Žiaľ nie
sú v praxi veľmi použiteľné, kvôli veľkej lineárnej konštante skrytej v notácii priestorovej
zložitosti.
Medzi nekonvenčnými metódami je významná práca W. D Hillisa [4], ktorý sa pokúšal
nájsť minimálnu sieť pre N = 16 s využitím koevolúcie. Hoci sa mu nepodarilo znovuobja-
viť najmenšie riešenie obsahujúce 60 komparátorov, ktoré objavil M W. Green v roku 1969,
podarilo sa mu nájsť platnú sieť so 61 komparátormi pomocou súťaživej koevolúcie. Pozo-
ruhodné sú aj výsledky prehľadávacieho algoritmu, nazývaného Evolving Non-Determinism
(END). Ide o masívne paralelný koevolučný algortimus, ktorý dokázal objaviť rovnako dob-




Návrh triediacich sietí pomocou
koevolučného CGP
Táto kapitola pojednáva o návrhu programu využívajúceho koevolúciu a CGP za účelom
tvorby triediacich sietí. Kombinácia koevolúcie a kartézskeho genetického programovania
je pomerne nepreskúmaná, ale existujúce práce ukazujú zaujímavé výsledky [11]. Riešenie
tejto práce je rozvrhnuté do dvoch programov:
1. evolučný program využívajúci CGP na evolúciu triediacich sietí
2. koevolučný program využívajúci CGP na evolúciu triediacich sietí a GA na evolúciu
triediacich vektorov
Účelom tohto rozdelenia je získať možnosť porovnania efektivity evolučného a koevoluč-
ného algoritmu na tvorbu triediacich sietí. Oba navrhnuté programy využívajú všeobecné
základy CGP popísané v podkapitole 2.4 – Kartézske genetické programovanie, avšak nie-
ktoré aspekty bolo treba upraviť tak, aby vyhovovali účelu tvorby triediacich sietí. V nasle-
dujúcich statiach sú uvedené rozdiely oproti štandardným algoritmom a nejakým spôsobom
dôležité alebo zaujímavé problémy, ktoré boli riešené vo fáze návrhu programu.
4.1 CGP chromozóm
Prvým rozhodnutím, ktoré bolo potrebné učiniť pri návrhu, bol výber úrovne abstrakcie
a spôsobu reprezentácie chromozómu. Vybraná bola reprezentácia, v ktorej uzly kartézske-
ho programu tvoria komparátory. V porovnaní s reprezentáciou, kde by uzly boli tvorené
funkciami MAX(a, b) a MIN(a, b), má reprezentácia pomocou komparátorov tú výhodu,
že je z nej možné jednoducho vyextrahovať triediacu sieť. Z toho vyplývajú zmeny v re-
prezentácii programu oproti „klasickému“ CGP, napr. pri reprezentácii siete kartézskym
programom nie je potrebné uchovávať v chromozóme informáciu o type uzlu, pretože trie-
diaca sieť sa skladá výhradne z komparátorov. Ďalším rozdielom je, že každý uzol má vždy
práve dva vstupy a dva výstupy. Príklad takejto reprezentácie kartézskeho programu je
uvedený na obr. 4.1. Takýto program je zakódovaný ako lineárne pole celých čísel o pevnej
dĺžke:
L = nc ∗ nr + no (4.1)
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Červené čísla na obr. 4.1 predstavujú indexy chromozómu. Hodnoty na týchto indexoch
sú reprezentované modrými číslami. Tieto sú obmedzené tak, ako je to u klasického CGP,
tj. uzly v k-tom stĺpci môžu nadobúdať hodnoty výstupov uzlov zo stĺpcov v intervale
〈k − l-back; k − 1〉 (l-back ≥ 1), alebo hodnoty primárnych vstupov. V niektorých častiach
programu je výhodné na chromozóm nazerať ako na množinu uzlov, ktoré sa nachádzajú
na párnych indexoch poľa menších ako nc ∗ nr a majú dĺžku dvoch dátových typov poľa.
Ako už bolo spomenuté, funkcie uzlov nie sú v chromozóme zahrnuté, pretože sa implicitne
predpokladá, že každý uzol je komparátorom.
Pri overovaní správnosti siete sa využíva ešte jedno pole celých čísel, ktoré obsahuje
zoraďované dáta. Toto dátové pole má taktiež dĺžku L danú rovnicou (4.1). Počas ove-
rovania sa do prvých ni položiek poľa nakopírujú vstupné hodnoty trénovacieho vektoru.
Nasleduje prechod chromozómom po uzloch. Hodnoty v uzle chromozómu určujú pozície
v dátovom poli, z ktorých budú vybrané čísla. Tieto sú porovnané a uložené vzostupne do
dátového poľa na indexy, zhodné s indexmi aktuálneho uzlu v chromozóme. Dátové pole
teda obsahuje hodnoty vrátené jednotlivými uzlami. Výsledná číselná postupnosť je tvo-
rená hodnotami v dátovom poli na indexoch daných hodnotami položiek chromozómu na
indexoch 〈nc ∗ nr;L〉. Táto postupnosť sa porovná s príslušnou postupnosťou trénovacieho






































Obrázok 4.1: Schéma kartézskeho programu pre tvorbu triediacich sietí o veľkosti N = 4
s CGP parametrami (Ni = 4;No = 4;Nc = 4;Nr = 2).
Aby bolo možné triediacu sieť reprezentovanú kartézskym programom minimalizovať, je
potrebné poznať počet aktívnych uzlov v chromozóme. Tento problém je riešený rekurzív-
nym prechodom cez kartézsky program od výstupov k vstupom, pričom sa do pomocného
poľa zaznamenávajú údaje o tom, či je uzol aktívny, a tiež počet aktívnych uzlov v celom
chromozóme. Tieto údaje sú s výhodou využité pri vyššie zmienenom prechode stromom
počas overovania tak, že sa vyhodnocujú len aktívne uzly, čím sa celé overovanie značne
zrýchli.
Počas generovania alebo mutácie chromozómu je nutné dodržiavať obmedzenia vyplý-
vajúce z parametru l-back. Pretože počítanie týchto obmedzení počas každej mutácie by
výrazne spomalilo beh programu, sú tieto obmedzenia predpočítané pri spustení a uložené
v pamäti po celú dobu behu programu.
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4.2 Trénovacie vektory
Pri návrhu boli zvažované dva varianty trénovacích vektorov:
1. kombinácie čísel {0; 1}
2. permutácie čísel (1−N)
Prvý variant vychádza z teorému 0-1 popísaného v kapitole 3. Jeho výhodou je, že
je to najmenšia množina vektorov, ktorá je schopná plne overiť platnosť triediacej siete.
V porovnaní s druhým variantom potrebuje oveľa menej vektorov pre N ≥ 4 a s rastúcim N
sa táto výhoda značne zväčšuje. V experimentoch budú použité oba varianty trénovacích
vektorov a bude skúmaná ich vhodnosť pre evolučný resp. koevolučný návrh triediacich
sietí.
Generovanie trénovacích vektorov, podobne ako je to u CGP obmedzení, prebieha pred
začiatkom programu a trénovacie vektory sú uložené v pamäti po celý čas, pretože ich
generovanie počas behu by bolo časovo náročné a celý program by to výrazne spomalilo.
4.3 Princíp minimalizácie triediacich sietí
Ďalším z dôležitých rozhodnutí, ktoré bolo potrebné učiniť vo fáze návrhu, bolo určiť, ako
bude prebiehať minimalizácia triediacich sietí. Prvou z možností bolo minimalizovať po-
čas hľadania platnej siete. Princíp tejto minimalizácie spočíval v tom, že ak bolo v novej
populácii viacero jedincov s rovnakou fitness, ktorá bola väčšia alebo rovná fitness rodiča,
bol za rodiča zvolený jedinec s najmenším počtom komparátorov. Tento prístup sa pri
experimentoch však ukázal ako nevýhodný, pretože objavoval väčšinou neplatné siete, hoci
s nízkym počtom komparátorov. Z tohoto dôvodu bol nakoniec zvolený prístup minima-
lizovania nájdených platných sietí. Ak sa počas behu programu podarí nájsť platnú sieť,
program nekončí, ale začne sieť evolučne minimalizovať. Toto správanie zabezpečuje vý-
berová podmienka, ktorá preferuje riešenia s menším počtom komparátorov a maximálnou
fitness.
4.4 Špecifikácia ukončujúcej podmienky
Veľmi významnou časťou evolučných a koevolučných algoritmov je ukončujúca podmienka.
Samozrejmosťou je, že táto podmienka obsahuje výraz, ktorý ukončí algoritmus v prípade,
že bola nájdená sieť s maximálnou fitness a minimálnym počtom komparátorov. Ďalej
boli do ukončujúcej podmienky zahrnuté bežne používané výrazy ukončujúce algoritmus
po určitom počte generácií, resp. po určitom počte generácií, počas ktorých nedošlo ku
zmene fitness resp. počtu komparátorov.
4.5 Návrh evolučného programu
V tejto sekcii je rekapitulovaný návrh evolučného programu aby následne poslúžil ako vý-
chodisko pri návrhu koevolučného programu i pri implementácii.
Algoritmus evolučného programu vychádza v princípe z algoritmu 1. Evolučný program
používa populáciu triediacich sietí reprezentovaných kartézskymi programami tak, ako je to
uvedené v podkapitole 4.1. Počas selekcie, je ako rodič vybraný jedinec s najväčšou fitness,
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a v prípade zhody fitness je vybraný ten jedinec, ktorý nebol rodičom v predchádzajúcej
generácii.
Fitness triediacej siete fTSexact je u evolučného algoritmu určená celou množinou tréno-
vacích vektorov a vypočítaná na princípe skóre. Ak je daná postupnosť poslaná na vstup
kandidátnej triediacej siete správne zoradená, je k hodnote fitness pripočítaná 1, inak 0.




g (s (xi)) , kde (4.2)
g (s (xi)) =
{
0 pre s (xi) 6= yi
1 pre s (xi) = yi
(4.3)
kde s je kandidátna triediaca sieť, xi sú vstupné hodnoty trénovacieho vektoru i (nezora-
dená postupnosť) a yi je zoradená postupnosť trénovacieho vektoru i, n je počet trénovacích
vektorov v množine trénovacích vektorov. Čím väčšiu má kandidátne riešenie fitness, tým
je kvalitnejšie.
Použitým genetickým operátorom v evolučnom programe je mutácia. Evolúcia je ukon-
čená v prípade, že začne platiť podmienka definovaná v predchádzajúcej podkapitole.
4.6 Návrh koevolučného programu
Koevolučný program má značne zložitejšiu štruktúru ako evolučný program. Dá sa povedať,
že koevolučný program „obsahuje“ evolučný program a je naviac rozšírený o evolúciu testov
a mechanizmy, pomocou ktorých sa tieto evolúcie ovplyvňujú.
Základným prvkom koevolúcie, ktorá rieši problémy založené na testoch, je evolúcia
testov. V tejto práci bol pre evolúciu testov zvolený genetický algoritmus z dôvodu jeho
jednoduchosti a vhodnosti pre tento účel. Ako bolo spomenuté v podkapitole 2.5 – Ko-
evolučné algoritmy, testy sú podmnožiny z množiny trénovacích vektorov. V programe sú
reprezentované lineárnymi chromozómami – poľami celých čísel, ktoré predstavujú indexy
do tabuľky trénovacích vektorov. Ako selekčné stratégie pre tento program boli zvolené
turnajová a deterministická selekcia, pričom do novej populácie je vždy zaradených i nie-
koľko kompletne náhodných jedincov z dôvodu podpory genetickej diverzity. Na jedincov
vybraných turnajovou selekciou je aplikované viacbodové kríženie. Počas experimentov sa
zistilo, že najlepšie výsledky dosahujú testy, ktorých trénovacie vektory sú unikátne. Z to-
hoto dôvodu sú testy generované tak, aby neobsahovali duplicity. Ak po krížení vzniknú
potomkovia obsahujúci duplicitné trénovacie vektory, sú tieto vektory náhodne zmutované
na iné, vyhovujúce podmienke unikátnosti.
Najdôležitejším bodom návrhu koevolučného programu je bezpochyby ohodnocovanie
jedincov. Populácia triediacich sietí je ohodnocovaná pomocou testov nachádzajúcich sa





g (s (xi)) (4.4)
kde s je kandidátna triediaca sieť, xi sú vstupné hodnoty trénovacieho vektoru i (nezora-
dená postupnosť) a yi je zoradená postupnosť trénovacieho vektoru i, t je počet trénovacích
vektorov v teste a g(s(xi)) udáva vzťah 4.3.
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Fitness testu fTe(t) z populácie testov sa získa na základe priemernej fitness sietí z ar-







kde o je počet triediacich sietí v archíve a ffTStest(sj) je fitness triediacej siete j z archívu
určená testom t.
Do archívu testov sú podľa paradigmy súťaživej koevolúcie vyberané testy, pre ktoré
dosahujú siete z archívu sietí najmenšie priemerné hodnoty fitness. Do archívu sietí sú
naopak vyberané siete s najvyššou fitness, a to buď pri zmene fitness rodiča, alebo pravidelne
každých k generácií. Tento princíp je pre lepšie pochopenie popísaný na obrázku 4.2, ktorý
zobrazuje koncept dátových štruktúr koevolučného algoritmu a vzťahy medzi nimi.
Evolúcie v koevolučnom programe môžu prebiehať sekvenčne, čiastočne paralelne ale-
bo plne paralelne. V tejto práci bol zvolený plne paralelný prístup, pretože úloha tvorby
triediacich sietí je časovo náročná a parelelizmus umožní rýchlejšie testovanie. Archívy
predstavujú z pohľadu paralelizácie chránené sekcie, pomocou ktorých si evolúcie vymieňa-
jú informácie a vytvárajú tak evolučný tlak daný kooperatívnou alebo súťaživou povahou
medzi populáciami. Tieto sekcie je potrebné zabezpečiť pomocou vhodných synchronizač-

















Ako bolo zmienené v návrhu, je implementačná časť tejto práce rozdelená do dvoch prog-
ramov, programu evolučného (EVOL) a koevolučného (KOEVOL). Tieto programy majú
samostatné priečinky, main.c a Makefile súbory, ale zdieľajú spoločné knižnice umiest-
nené v priečinku libs. Ako implementačný jazyk bol zvolený jazyk C, hlavne z dôvodu
jeho rýchlosti a dostupnosti paralelizačných možností. Ako operačný systém bola použitá
linuxová distribúcia CentOS, mimo iné aj z dôvodu kompatibility so školským serverom
merlin.
5.1 Parametre programu
Evolučné i koevolučné algoritmy obsahujú mnoho parametrov, ktoré môžu ovplyvniť vý-
sledky programu. Vzhľadom k tomu, že zadávať tieto parametre z príkazového riadku by
bolo nepraktické, zadávajú sa parametre vo forme makier preprocesoru jazyka C do súbo-
ru settings.h. Tento spôsob zadávania parametrov programu bol zvolený tiež z dôvodu
urýchlenia programu a jednoduchosti implementácie. Pri zmene parametrov je nutné prog-
ram vždy znovu preložiť príkazom make. Zoznam možných parametrov i s vysvetľujúcimi
komentármi sa nachádza v súbore settings_default.h. Tento súbor obsahuje štandardné
nastavenie a je určený výhradne pre čítanie.
Nevýhodou tohoto prístupu je chýbajúca kontrola parametrov, hoci pri nezadaní nie-
ktorého z parametrov je použitý štandardný parameter zo súboru settings_default.h.
Oba súbory s nastaveniami sú spoločné pre evolučnú i koevolučnú verziu programu.
5.2 Implementované entity
Pre CGP i GA existujú knižnice funkcií dostupné pod slobodnou licenciou, avšak v tejto
práci bola použitá vlastná implementácia všetkých potrebných dátových štruktúr a funkcií,
pretože autor si chcel sám skúsiť implementáciu evolučných algoritmov. V nasledujúcich
sekciách sú stručne popísané implementované dátové štruktúry a funkcie, ktoré s týmito
štruktúrami pracujú. Základné typy sú definované v súbore data_types.h a funkcie nad
nimi pracujúce sú implementované v individuálnych moduloch.
Triediaca sieť
Návrh triediacich sietí je založený na princípe CGP, preto je triediaca sieť implementovaná
ako štruktúra obsahujúca nasledujúce položky:
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chromozome – jednorozmerné pole reprezentujúce kartézsky program, tak ako bolo popísané
v kapitole návrhu.
full_fitness – celočíselná premenná uchovávajúca fitness získanú pri ohodnotení kartéz-
skeho programu celou množinou trénovacích vektorov.
part_fitness – celočíselná premenná uchovávajúca fitness získanú pri ohodnotení kartéz-
skeho programu testom (tj. podmnožinou trénovacích vektorov).
active_nodes – jednorozmerné bitové pole označujúce aktívne uzly kartézskeho programu.
active_nodes_count – celočíselná premenná uchovávajúca počet aktívnych uzlov kartéz-
skeho programu.
Nad triediacou sieťou pracujú funkcie pre inicializáciu, ohodnotenie, mutáciu, počítanie
aktívnych uzlov CGP a funkcie pre výpisy sietí a štatistických informácií.
Tabuľka trénovacích vektorov
Tabuľka trénovacích vektorov je implementovaná ako jedno dvojrozmerné a jedno jednoroz-
merné pole, alebo dve rovnako veľké dvojrozmerné polia, podľa zvoleného typu trénovacích
vektorov. Prvé pole obsahuje nezoradené vstupné postupnosti a druhé pole obsahuje zora-
denú referenčnú výstupnú postupnosť resp. postupnosti.
Test
Test bol navrhnutý na princípoch GA. Podobne ako triediaca sieť, je implementovaný ako
štruktúra obsahujúca:
tests – jednorozmerné pole reprezentujúce chromozóm GA. Hodnoty tohto poľa predsta-
vujú indexy do tabuľky trénovacích vektorov.
fitness – celočíselná premenná uchovávajúca fitness testu.
Nad touto štruktúrou sú definované funkcie pre inicializáciu, ohodnotenie, mutáciu dup-
licít a kríženie.
Populácia sietí
Populácia sietí je jednorozmerné pole triediacich sietí o dĺžke (1+λ). S populáciou sietí pra-
cujú funkcie umožňujúce inicializáciu populácie, tvorbu novej populácie pomocou mutácie,
výber rodiča z populácie, ohodnotenie populácie a pomocná funkcia pre výpis populácie.
Populácia testov
Populácia testov je jednorozmerné pole testov o voliteľnej dĺžke. Nad populáciou testov sú
definované funkcie pre inicializáciu populácie, ohodnotenie populácie, zoradenie populácie
podľa fitness, funkcia pre zmenu populácie pomocou deterministickej selekcie a turnajového
výberu s krížením, a pomocná funkcia pre výpis populácie.
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Archív sietí
Archív sietí je navrhnutý ako dva oddelené kruhové registre. Do jedného kruhového registra
sú pridávané triediace siete pri zmene fitness, do druhého registra sú pridávané triediace
siete pravidelne každých k generácií. Nad archívom sietí pracujú funkcie zabezpečujúce
inicializáciu archívu a pridanie siete do jedného z kruhových registrov.
Archív testov
Archív testov je navrhnutý ako jeden kruhový register, do ktorého sú pridávané testy pra-





Funkčnosť evolučného a koevolučného programu bola preverená v úlohách tvorby triediacich
sietí s počtom vstupov N = {4; 5; 6; 7}. Cieľom tohto overenia bolo zistiť, či sú navrhnu-
té programy schopné generovať platné a prípadne minimálne siete s uvedenými počtami
vstupov a porovnať efektivitu evolučného a koevolučného riešenia v týchto úlohách. V na-
sledujúcich sekciách sú uvedené zoznamy evolučných a koevolučných parametrov použitých
pri testovaní, a zdôvodnenia ich nastavenia.
6.1 Voľba parametrov CGP pre testovanie
Parametre CGP boli pre koevolučný i evolučný beh nastavené nasledovne:
• počet riadkov kartézskeho programu nr = 1
• počet stĺpcov kartézskeho programu nc = N2
• hodnota l-back = N2
• počet jedincov v populácii λ = 4
• maximálny počet generácií = 2 ∗ 106
• maximálny počet generácií bez zmeny fitness = 5 ∗ 105
• pravdepodobnosť mutácie = 10%
Hodnoty parametrov nr, nc a l-back boli zvolené s ohľadom na maximalizáciu prepoji-
teľnosti kartézskeho programu. Parameter nc v tomto prípade predstavuje celkovú veľkosť
kartézskeho programu a bol nastavený na hodnotu N2 hneď z dvoch dôvodov:
1. Siete s počtom komparátorov N2 je veľmi jednoduché vytvoriť štandardnými metó-
dami, pretože zodpovedajú algoritmu bublinkového triedenia, ktoré je považované za
jeden z najmenej efektívnejších algoritmov, a teda nemá zmysel hľadať menej efektívne
siete.
2. Pre N ≥ 4 je rozdiel medzi počtom komparátorov minimálnej siete c(N) a počtom
komparátorov v „najhoršej“ sieti reprezentujúcej algoritmus bublinkového triedenia
dostatočne veľký, aby poslúžil ako priestor pre neutrálne mutácie.
Hodnoty maximálneho povoleného počtu generácií, maximálneho počtu generácií bez
zmeny fitness a pravdepodobnosti mutácie boli získané experimentovaním.
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6.2 Voľba parametrov GA pre testovanie
Parametre ovplyvňujúce chovanie genetického algoritmu v koevolučnom programe boli zvo-
lené takto:
• veľkosť podmnožiny trénovacích vektorov = {10%; 20%; 30%; 40%; 50%}
• počet deterministicky zvolených jedincov v novej populácii = 4
• počet náhodných jedincov v novej populácii = 4
• počet jedincov získaných krížením v novej populácii = 8
• veľkosť archívu sietí = 16
• veľkosť archívu testov = 1
• rýchlosť pridávania sietí do archívu = 32
• počet bodov vo viacbodovom krížení = 2
Najdôležitejším parametrom koevolúcie je veľkosť podmnožiny trénovacích vektorov,
ktorá určuje počet použitých vektorov v percentách. Tento parameter má pravdepodobne
najväčší vplyv na koevolúciu, preto bude testovaný postupne pre {10%; 20%; 30%; 40%; 50%}.
Počty deterministicky zvolených jedincov, náhodných jedincov a jedincov vytvorených
krížením boli získané experimentálne.
Veľkosti archívu sietí, archívu testov a populácie testov boli zvolené tak, aby pomer
rýchlosti evolúcie sietí ku rýchlosti evolúcie testov bol v rozsahu 50− 200 generácií sietí na
jednu generáciu testov. Experimenty ukázali, že pri tomto pomere dochádza k dostatoč-





V tejto kapitole sú uvedené výsledky testov navrhnutých v predošlej kapitole. Testy bo-
li prevedené s oboma variantmi trénovacích vektorov uvedenými v podkapitole 4.2. Pri
prvých testoch sa však ukázalo, že variant trénovacích vektorov založený na teoréme 0-1
znemožňuje koevolučnému algoritmu nájsť platnú triediacu sieť. Vektory v tomto variante
predstavujú minimálnu množinu vektorov potrebnú na overenie platnosti triediacej siete. Je
pravdepodobné, že práve minimálnosť tejto množiny je nepriaznivá, pretože pri trénovaní
na podmnožiny z minimálnej množiny TV obvod „zabúda“ predošlé znalosti. Celkový prie-
beh koevolúcie teda nekonverguje k optimálnemu riešeniu, ale cyklí pri učení na niekoľkých
podmnožinách trénovacích vektorov.
Pre experimentovanie a porovnanie evolučného a koevolučného programu bol teda po-
užitý len 2. variant trénovacích vektorov (tj. permutácie čísel (1−N)), ktorý generuje N !
trénovacích vektorov.
Evolučný resp. koevolučný návrh triediacich sietí je vyhodnocovaný a porovnávaný
v nasledujúcich aspektoch:
• fitness [%] – percentuálna úspešnosť zoradenia vstupnej postupnosti
• počet komparátorov – minimálne počty komparátorov sú uvedené v tabuľke 3.1
• generácie – počet generácií potrebných k nájdeniu platnej resp. minimálnej triediacej
siete (maximálny povolený počet generácií je 2 ∗ 106)
• počet vyhodnotení TV – počet vyhodnotení trénovacích vektorov potrebný k nájdeniu
platnej resp. minimálnej triediacej siete
• reálny čas [s] – reálny čas potrebný na nájdenie triediacej siete
• procesorový čas [s] – procesorový čas strávený vykonávaním zdrojového kódu (pred-
stavuje súčet procesorových časov všetkých vlákien programu)1
Prevedené testy je možné považovať za úspešné, pretože vo všetkých sadách behov,
s výnimkou kombinácie parametrov (N = 5;TV = 10%), boli nájdené platné triediace
siete. Neúspech pre kombináciu parametrov (N = 5;TV = 10%) je možné vysvetliť tým,
že návrh siete s (N = 5) je zložitejší problém, ako návrh siete s (N = 4) a 10% trénovacích
vektorov (tj. 12 vektorov) je v prípade tejto úlohy jednoducho nepostačujúcich.
1na meranie reálneho a procesorového času bol použitý UNIXový príkaz time
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Minimálnosť sa skúmala len u platných sietí a okrem variantov (N = 7;TV = 20%)
a (N = 7;TV = 50%) sa podarilo nájsť minimálnu sieť v každom variante, v ktorom boli
platné siete. Neúspech zminimalizovania uvedených variantov je pravdepodobne spôsobený
malým počtom experimentov alebo nízkym maximálnym počtom generácií. Žiaľ, oba tieto
dôvody vyplývajú z veľkej časovej náročnosti problému hľadania sietí s (N = 7), kde sa
dĺžka jedného behu pohybuje v rozmedzí cca. 30− 240 minút.
7.1 Návrh triediacich sietí s N = 4
V úlohe návrhu sietí s (N = 4) sa ako výrazne lepšie vo všetkých pozorovaných aspektoch
javí riešenie bez použitia koevolúcie. Toto je takmer s istotou spôsobené veľkou jednodu-
chosťou úlohy a malým počtom TV, preto tu koevolúcia nie je prospešná, práve naopak,
môže riešenie spomaľovať. Pomocou evolučného i koevolučného programu sa v každom
behu podarilo nájsť sieť s plnou fitness a minimálnym možným počtom komparátorov.
Počet generácií bol v prípade evolučnej i koevolučnej verzie porovnateľný, avšak u evoluč-
ného programu stačilo k nájdeniu riešenia menej vyhodnotení trénovacích vektorov. Reálny
i procesorový čas behu boli porovnateľné pre oba varianty programov. Grafy zobrazujúce
výsledky všetkých behov pre N = 4 sa nachádzajú v prílohe B.1. Diagram jednej z navr-
hnutých sietí pre N = 4 je v prílohe C na obr. C.1.
N = 4 veľkosť podmnožiny TV [%] EVOL10 % 20 % 30 % 40 % 50 %
fitness [%]
min 100,000 100,000 100,000 100,000 100,000 100,000
avg 100,000 100,000 100,000 100,000 100,000 100,000
max 100,000 100,000 100,000 100,000 100,000 100,000
počet
komparátorov
min 5,000 5,000 5,000 5,000 5,000 5,000
avg 5,000 5,000 5,000 5,000 5,000 5,000




min 1,240 0,975 0,862 1,510 0,838 0,570
avg 14,181 12,588 14,581 13,715 12,212 12,467




min 0,128 0,129 0,094 0,167 0,099 0,055
avg 1,793 1,669 1,984 1,806 1,921 1,197
max 9,381 11,089 19,097 11,832 14,054 4,446
reálny
čas [s]
min 0,009 0,008 0,007 0,012 0,008 0,006
avg 0,106 0,097 0,113 0,111 0,114 0,112
max 0,508 0,609 1,008 0,707 0,714 0,397
procesorový
čas [s]
min 0,014 0,013 0,009 0,020 0,014 0,004
avg 0,205 0,188 0,220 0,216 0,223 0,111
max 1,000 1,204 1,993 1,394 1,416 0,395
Tabuľka 7.1: Výsledky experimentov pre tvorbu sietí s N = 4.
Výsledky boli agregované zo 100 behov pre každý variant.
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7.2 Návrh triediacich sietí s N = 5
V tejto úlohe sa začínajú prejavovať výhody koevolúcie u variantov s veľkosťami podmnožín
40% a 50%, v ktorých sa podarilo dosiahnuť menšie minimálne i priemerné počty generácií
a reálny čas.
Pomocou riešenia bez koevolúcie a pomocou koevolučného programu s veľkosťami pod-
množín TV väčších ako 20% bolo vo všetkých behoch dosiahnuté plne funkčné a minimálne
riešenie. Pre koevolučný algoritmus s veľkosťou podmnožiny 10% (tj. 12 vektorov) nebo-
la koevolúcia schopná nájsť funkčné riešenie. Priemerný počet generácií bol najnižší pre
variant s veľkosťou podmnožiny TV 10%, avšak vo variante s veľkosťou podmnožiny 30%
prebehlo najmenej vyhodnotení trénovacích vektorov v rámci koevolúcie, pričom tento po-
čet bol porovnateľný s počtom vyhodnotení TV u evolučného programu. U 30% došlo až
k 1, 96 násobnému priemernému urýchleniu v porovnaní s evolučným programom, pri za-
chovaní 100%-tnej kvality a minimálnosti. Toto urýchlenie bolo spôsobené paralelizáciou,
pretože procesorové časy týchto variantov sú približne rovnaké. Grafy zobrazujúce výsledky
všetkých behov pre N = 5 sa nachádzajú v prílohe B.2. Diagram jednej z navrhnutých sietí
pre N = 5 je v prílohe C na obr. C.2.
N = 5 veľkosť podmnožiny TV [%] EVOL10 % 20 % 30 % 40 % 50 %
fitness [%]
min 0,000 100,000 100,000 100,000 100,000 100,000
avg 1,267 100,000 100,000 100,000 100,000 100,000
max 80,000 100,000 100,000 100,000 100,000 100,000
počet
komparátorov
min X 9,000 9,000 9,000 9,000 9,000
avg X 9,000 9,000 9,000 9,000 9,000




min 2000,000 20,382 8,068 5,561 2,059 4,461
avg 2000,000 209,796 39,987 35,753 32,810 38,950




min 256,193 5,834 2,831 2,611 1,220 2,141
avg 264,130 55,915 18,605 21,055 23,191 18,696
max 275,746 267,692 80,036 138,717 88,046 55,402
reálny
čas [s]
min 22,425 0,452 0,209 0,196 0,086 0,299
avg 23,629 4,344 1,355 1,512 1,646 2,658
max 27,228 20,588 5,821 9,412 6,178 8,157
procesorový
čas [s]
min 44,632 0,895 0,414 0,387 0,166 0,298
avg 46,983 8,651 2,699 3,013 3,281 2,655
max 54,041 40,992 11,603 18,761 12,332 8,149
Tabuľka 7.2: Výsledky experimentov pre tvorbu sietí s N = 5.
Výsledky boli agregované zo 100 behov pre každý variant.
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7.3 Návrh triediacich sietí s N = 6
V tejto úlohe sa pre koevolučný variant s veľkosťou podmnožiny 10% podarilo nájsť platnú
sieť iba v 17 behoch programu. Celkovo sa však v každej podmnožine ≥ 20% podarilo
nájsť nielen platné, ale aj minimálne siete v 97%-ách behov. Počet generácií je najnižší
pre podmnožinu s veľkosťou 30%, ale najnižší počet vyhodnotení dosiahla podmnožina
s veľkosťou 20%, pričom variant s 30%-tnou veľkosťou bol úspešnejší v hľadaní minimálneho
riešenia. Tento koevolučný variant bol priemerne 1, 8 krát rýchlejší ako evolučný program,
pričom jeho procesorový čas bol len 1, 11 krát väčší. Grafy zobrazujúce výsledky všetkých
behov pre N = 6 sa nachádzajú v prílohe B.3. Diagram jednej z navrhnutých sietí pre
N = 6 je v prílohe C na obr. C.3.
N = 6 veľkosť podmnožiny TV [%] EVOL10 % 20 % 30 % 40 % 50 %
fitness [%]
min 0,000 100,000 100,000 100,000 100,000 100,000
avg 16,950 100,000 100,000 100,000 100,000 100,000
max 100,000 100,000 100,000 100,000 100,000 100,000
počet
komparátorov
min 12,000 12,000 12,000 12,000 12,000 12,000
avg 13,000 12,320 12,210 12,090 12,240 12,050




min 372,181 35,965 74,996 45,277 41,948 44,589
avg 1892,067 618,656 509,697 561,764 537,753 608,167




min 267,575 58,660 232,242 135,880 21,995 128,416
avg 1372,765 1275,569 1322,080 1651,908 1608,493 1579,723
max 2416,146 4279,549 4017,818 4234,423 4222,234 4249,025
reálny
čas [s]
min 29,478 6,531 24,057 14,463 16,666 21,990
avg 143,615 167,905 164,169 234,236 257,701 300,445
max 235,453 600,024 713,762 951,052 1078,711 977,614
procesorový
čas [s]
min 58,902 13,049 48,021 28,903 33,303 21,977
avg 286,713 335,335 327,935 467,772 514,753 300,230
max 470,598 1198,638 1425,448 1897,423 2153,391 977,019
Tabuľka 7.3: Výsledky experimentov pre tvorbu sietí s N = 6.
Výsledky boli agregované zo 100 behov pre každý variant.
30
7.4 Návrh triediacich sietí s N = 7
Úloha návrhu sietí s (N = 7) spustená z časových dôvodov len 10-krát pre každý variant,
čo nie je možné považovať za validnú štatistickú vzorku. Napriek tomuto faktu získané
výsledky naznačujú trend urýchľovania výpočtu z úloh (N = 5) a (N = 6). Plne funkčné
triediace siete sa podarilo nájsť v evolučnom programe i programe využívajúcom koevolú-
ciu pre všetky testované veľkosti podmnožín. U podmnožiny s veľkosťou 20% bola dokonca
platná sieť nájdená v každom behu, avšak nepodarilo sa u nej nájsť minimálne riešenie,
z čoho vyplýva aj dosiahnutie maximálneho počtu generácií v každom behu tohto variantu.
U všetkých ostatných variantov sa podarilo nájsť vždy aspoň jedno minimálne riešenie.
Reálne časy sú u koevolučných variantov lepšie ako u evolučného variantu. Na množinách
20% a 50% u koevolučného programu sa podarilo dosiahnuť porovnateľný procesorový čas
s evolučným programom. Grafy zobrazujúce výsledky všetkých behov pre N = 7 sa nachá-
dzajú v prílohe B.4. Diagram jednej z navrhnutých sietí pre N = 7 je v prílohe C na obr.
C.4.
N = 7 veľkosť podmnožiny TV [%] EVOL10 % 20 % 30 % 40 % 50 %
fitness [%]
min 0,000 100,000 0,000 0,000 0,000 94,286
avg 40,000 100,000 90,000 90,000 90,000 99,143
max 100,000 100,000 100,000 100,000 100,000 100,000
počet
komparátorov
min 16,000 20,000 16,000 16,000 21,000 16,000
avg 25,000 27,600 26,333 28,556 27,889 24,000




min 1949,753 2000,000 1791,466 1471,240 2000,000 590,709
avg 1994,975 2000,000 1979,147 1947,124 2000,000 1836,645




min 107,057 127,786 256,921 114,481 43,113 1439,099
avg 1542,651 1349,008 1593,659 2516,476 2091,499 1808,021
max 4235,067 3850,235 4246,223 4039,840 4172,190 3318,759
reálny
čas [min]
min 18,110 48,131 61,442 64,403 96,924 39,407
avg 22,924 63,263 80,022 85,957 120,738 127,362
max 33,276 87,068 95,437 120,382 158,250 156,618
procesorový
čas [min]
min 36,177 96,081 122,755 128,708 96,924 39,345
avg 45,779 126,348 159,881 172,044 120,738 127,243
max 66,485 173,661 190,627 243,355 158,250 156,581
Tabuľka 7.4: Výsledky experimentov pre tvorbu sietí s N = 7.
Výsledky boli agregované z 10 behov pre každý variant.
7.5 Návrh triediacich sietí pre väčšie N
Návrh triediacich sietí je časovo veľmi náročný problém, preto sa nepodarilo dospieť k tes-
tovaniu návrhu pre siete s N ≥ 8. Z výsledkov uskutočnených testov však vyplýva, že




Cieľom tejto práce bolo naštudovať problematiku evolučných algoritmov, obzvlášť CGP
a koevolučného algoritmu a triediacich sietí, ktorá je uvedená v kapitole 2 resp. v kapi-
tole 3 tejto práce. Tieto znalosti boli následne demonštrované pri návrhu a implementácii
programu generujúceho triediace siete s rôznym počtom vstupov pomocou CGP a koevolú-
cie. Z dôvodov porovnávania efektívnosti výsledného koevolučného riešenia boli navrhnuté
a implementované dve verzie programu: evolučná a koevolučná verzia.
Obe verzie boli testované na úlohách tvorby triediacich sietí s počtami vstupov N =
{4; 5; 6; 7}. Pri testovaní sa zistilo, že evolúcia dosahuje pre siete s N = 4; porovnateľné
až lepšie výsledky ako koevolúcia. S rastúcim N sa však koevolúcia začína javiť časovo
výhodnejšia, pričom je schopná dosiahnuť takmer dvojnásobného urýchlenia pri zachovaní
kvality výsledku.
V tejto práci poslúžili triediace siete viac ako meradlo efektívnosti evolučných a koevo-
lučných algoritmov, než ako cieľ výskumu. V prípade záujmu o návrh sietí s vyšším N by
bola pravdepodobne vhodnejšia problémovo špecifickejšia reprezentácia s obmedzenejším
stavovým priestorom, ideálne schopná využívať na overenie teorém 0-1. Takáto reprezentá-
cia sa spomína napríklad v [10], avšak až príliš sa odkláňa od CGP a navyše by ju nebolo
možné použiť z dôvodov uvedených v kapitole 4.
Túto prácu by bolo možné rozšíriť napr. o paralelné ohodnocovanie jedincov v rám-
ci populácií, ideálne s využitím grafických procesorov, ktoré sa v dnešnej dobe javia ako
perspektívne hardwarové platformy. Iná možnosť rozšírenia by sa mohla týkať napr. auto-
matického hľadania optimálnych parametrov evolúcie a koevolúcie.
Táto práca značne rozšírila moje obzory, pretože mi poskytla možnosť zoznámiť sa so
soft-computingovými metódami návrhu, ktoré nie sú zahrnuté v látke preberanej v bakalár-
skom štúdiu. Pomocou týchto metód sa mi podarilo navrhnúť, implementovať a otestovať
komplexný program, určený na návrh triediacich sietí. Veľkým prínosom bolo tiež získanie
znalostí z oblasti paralelizácie pomocou vlákien a skúsenosť s písaním technickej správy.
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Technická správa sa na priloženom CD nachádza v adresári tech_report/. Zdrojové kódy
správy preložitelné príkazom make s využitím programu LATEX sa nachádzajú v adresári
tech_report/src/.
Program
Zdrojové kódy evolučného programu sa nachádzajú v adresári code/evol/. Zdrojové kódy
koevolučného programu sa nachádzajú v adresári code/coevol/. Každý z programov je
možné preložiť resp. spustiť z jeho adresára zadaním príkazu make resp. make run.
V adresári code/ sa nachádza súbor settings.h, v ktorom je možné definovať parametre
programu pomocou makier preprocesoru jazyka C. V prípade chýbajúcich parametrov
v súbore settings.h budú použité štandardné hodnoty uložené v súbore
default_settings.h. Tento súbor obsahuje všetky patrične okomentované parametre,
ktoré boli potrebné pre beh evolučného a koevolučného programu. V adresári code/ sa
nachádza ešte skript start.sh, ktorý slúži na dávkové testovanie programov a výsledky
testov ukladá do adresára code/TESTS.
Testy
Adresár tests/ obsahuje adresáre a súbory s výsledkami testov, ktoré vznikli spustením
skriptu start.sh a boli v tejto práci vyhodnotené.
Appendix
Adresár appendix obsahuje adresáre appendix/graphs/ a appendix/sortnets/.
V adresári appendix/graphs/ sa nachádza skript graph.gpl pre program gnuplot,
dátové súbory vychádzajúce z prevedených testov a grafy vytvorené týmto skriptom vo
formáte pdf. Skript je možné spustiť príkazom gnuplot graph.gpl
V adresári appendix/sortnets/ sa nachádza skript visualise_sortnet.py
interpretovatelný programom python3 dátové súbory vychádzajúce z prevedených testov
a diagramy vytvorené týmto skriptom vo formáte svg. Skript je možné spustiť napr.
príkazom python3 visualise_sortnet.py –N 4 –input N4.txt –output N4.svg
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Dodatok B
Grafy k výsledkom testov
B.1 Grafy výsledkov pre tvorbu sietí s N = 4
Táto sekcia obsahuje grafy pre siete s počtom vstupov N = 4. Pre každú z veľkostí
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Obrázok B.1.6: Procesorový čas pre N = 4.
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B.2 Grafy výsledkov pre tvorbu sietí s N = 5
Táto sekcia obsahuje grafy pre siete s počtom vstupov N = 5. Pre každú z veľkostí
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Obrázok B.2.6: Procesorový čas pre N = 5.
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B.3 Grafy výsledkov pre tvorbu sietí s N = 6
Táto sekcia obsahuje grafy pre siete s počtom vstupov N = 6. Pre každú z veľkostí
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Obrázok B.3.6: Procesorový čas pre N = 6.
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B.4 Grafy výsledkov pre tvorbu sietí s N = 7
Táto sekcia obsahuje grafy pre siete s počtom vstupov N = 7. Pre každú z veľkostí
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Implementované programy obsahujú parameter PRINT_SN. Ten v prípade, že je
programom nájdená minimálna triediaca sieť, spôsobí jej výpis v textovom tvare. Tento
textový tvar je možné previesť na diagram triediacej siete pomocou jednoduchého skriptu
visualise_sortnet.py v jazyku python. Tento skript sa spúšťa príkazom:
python3 visualise_sortnet.py --N 4 --input N4.txt --output N4.svg
kde –N veľkosť vykresľovanej siete, –input vstupný súbor obsahujúci sieť v textovom
tvare a –output výstupný súbor, do ktorého bude uložený diagram siete vo formáte svg.
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Diagram siete s N = 4
[[1 4][2 3][1 2][3 4][2 3]]
Obrázok C.1: Diagram a textová podoba jednej z najlepších dosiahnutých sietí pre N = 4.
Diagram siete s N = 5
[[2 3][1 4][3 4][1 2][1 5][4 5][3 4][2 3][3 4]]
Obrázok C.2: Diagram a textová podoba jednej z najlepších dosiahnutých sietí pre N = 5.
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Diagram siete s N = 6
[[2 4][1 6][2 3][1 5][4 6][3 5][1 2][3 4][5 6][4 5][2 3][3 4]]
Obrázok C.3: Diagram a textová podoba jednej z najlepších dosiahnutých sietí pre N = 6.
Diagram siete s N = 7
[[1 5][2 7][3 6][5 7][4 6][3 5][1 4][2 4][2 3][6 7][1 2][2 3][4 5][4 6][3 4][5 6]]
Obrázok C.4: Diagram a textová podoba jednej z najlepších dosiahnutých sietí pre N = 7.
50
