= specific heat of water at constant pressure; CD = heat storage capacity of the bed; Dx = longitudinal dispersion coefficient; E = rate of evaporation; ea = vapor pressure of air; EBH = effective barrier height; ELEV = elevation of the sun in degrees; e0 = saturation vapor pressure of air evaluated at a temperature equal to that of the water surface; EWi = water-surface elevation at grid point i; g = acceleration of gravity; HA = hour angle of the sun; Hj = sum of last two terms in equation 10 evaluated at grid point i and at time jAt; HR = time of day, in hours; H (t) -increase in heat content of the slab between time 0 and t; I = rainfall rate; K = kinematic surface exchange coefficient; L = latent heat of vaporization; g = latitude of the river (34.0° N); n = Manning's roughness coefficient; NH = dimensionless surface exchange number; P = wetted perimeter of the channel; Q = discharge; q = lateral inflow per unit length; QT = tributary flow rate; RH = hydraulic radius; RS = part of incoming solar radiation absorbed by the water; RSM = part of the incoming solar radiation which would be absorbed by the water under shade-free conditons; Sf = friction slope; T = cross-sectional average water temperature; t = time; Ta = air temperature; Te = excess water temperature above ambient; To = final temperature of the water as it leaves the system; Ti = initial temperature of the water as it enters the system; T\ = temperature at grid point i and at time j At; Tq = temperature of tributary inflow; Tw = wet-bulb air temperature; TZM = meridian of the time zone; U = cross-sectional average velocity; U{ = velocity at grid point i and at time j A t; U* = shear velocity; V = windspeed; W = top width of the channel; x = longitudinal distance along the channel; XN = normal distance from the tops of the trees to the shade point; y = depth of flow; 2/j = distance above the insulated bottom of the slab; ymo = measured depth at steady low flow; Z = thickness of bottom slab; z = elevation of the bed above some datum; (3 = acute angle between the azimuth of the sun and the azimuth of the river subreach; T = psychrometric constant; 8 = declination of the sun; AS = change in tributary storage to occur during a time step; Ai = time step in finite-difference solution; ATg = temperature rise within the slab; Ax = distance step in finite-difference solution; € = emissivity of water; 770 = Manning's roughness at steady low flow; 771 = rate of change of Manning roughness with stage; 0 = space derivative weighting factor; K = thermal diffusivity; p = density of water; a = Stefan Boltzman constant for blackbody radiation; T = travel time of a water particle through the system; 3>B = flux of thermal energy from the bed to the water; <$6 = heat flux caused by longwave radiation emitted by the water; <£6 = heat utilized by evaporation; Qh = heat conducted from the water as sensible heat; 4%v = net nea-t flux caused by incoming radiation from the sun and the sky; <£g = heat flux added to the river by tributary inflow; <!>£ = heat added to the water by rain fall directly on the surface; <$r = flux of thermal energy from the air to the water; and \j/ = empirical wind function. 
CONVERSION TABLE

INTRODUCTION
In 1964 the Department of the Interior was desig nated as the lead agency for coordinating federal activi ties in water-data acquisition. Responsibility for these activities was assigned to the U.S. Geological Survey. Federal and nonfederal committees were formed to advise the Survey about water-data needs. In the early 1970's the nonfederal committee recommended that a series of interdisciplinary river-quality assessment studies be performed to (1) define the kinds and amounts of data required to adequately assess various types of river-quality problems, and (2) to develop and document methods for assessing planning alternatives in terms of potential impacts on river quality.
Partly because it is in a developed basin with problems at the present time, the Chattahoochee River basin was selected as one site for a river-quality assessment study. The Chattahoochee is one of the largest rivers in the southeastern United States. Its headwaters are in the Blue Ridge province of north Georgia. It flows across the Piedmont and onto the Coastal Plain near Colum bus, Ga. The Chattahoochee River joins the Flint River at the Georgia-Florida State line to form the Apalachicola River which drains into the Gulf of Mexico. The Chattahoochee's length from headwaters to the conflu ence with the Flint River is about 710 km, and its drainage area is about 23,000 km2 . On April 1, 1975, a river quality assessment project began addressing problems related to (1) thermal loading and heat dissipation, (2) wastes from concentrated urbanindustrial areas, (3) effects on river quality of hydropower pulsation, and (4) sediment sources, trans port characteristics, and deposition for the Chattahoo chee River basin below Buford Dam and above West Point Dam.
One element of the Chattahoochee River assessment study was to develop and verify coupled flow-tempera ture models of a 27.9-km reach between Buford and Norcross, Ga., with special emphasis on evaluating the effects of hydropulsation on the flow and temperature regimes. The purpose of this report is to present these models with verification and to identify and specify the procedures necessary for their successful application.
Buford Dam, located approximately 65 km northeast of Atlanta, Ga., creates Lake Sidney Lanier. Its hydroelectric units are used for peaking purposes, so the flow in the Chattahoochee River below the dam is highly unsteady. For example, the U.S. Army Corps of Engi neers maintains a minimum flow of 15.4 m3/s through the dam but typically releases two pulses of water with peak discharges of about 215 m3/s during week days. Just downstream of the dam, the total stage rise associated with the pulses usually occurs in a timespan of 10 to 20 minutes.
A linear, implicit finite-difference flow model is coupled with two implicit finite-difference transport models to describe the flow as well as the transport of heat and dye in the reach of the Chattahoochee River below Burfod Dam. The study reach is illustrated in figure 1. It extends from the powerhouse at Buford Dam to the Highway 141 Bridge near Norcross. The river flows through rolling hills for most of this distance. The overall slope is 0.00036. The first 3.2 km are steep and rocky with a slope of 0.0011, and supercritical flow is present at several places during low flow. A bedrock control, below Highway 20, ponds the water in about a 6.4-km reach at low flow. The channel ranges from 45 to 65 m wide with a roughly rectangular cross section (see fig. 2 ). A characteristic cross section has large fallen trees protruding 6 to 15 m into the stream at the banks. The trees have fallen in because of bank sloughing which results from the large and rapid stage variations. Along the tips of the fallen trees, the water is somewhat deeper than in the center of the channel. The fallen trees ap parently act in muct the same way as jetties or groins. The channel bed is primarily coarse sand (1 mm) on bed rock. At low flow, sand dunes, 1.8 to 3 m in length and about 0.3 m high, cover the bed. A typical Manning roughness coefficient is 0.042. In the following sections, the flow, mass, and tem perature models are described, and the available data, as well as the calibration and verification of each model, are presented. Two data sets, each containing con tinuous flow, stream temperature, and meteorologic data, were obtained. One set was for the period of Oc tober 20 through October 26, 1975 , and the other for March 21 through March 24, 1976. In addition, a conser vative tracer (rhodamine-WT dye) was injected contin uously at a constant rate during the March run, and samples were collected at 10-minute intervals near the center and at the end of the reach. These data are used to verify the transport model, and in addition, they served as an excellent check for the flow model. After the calibration and verification results have been presented, each model is discussed with special empha sis being placed on identifying the problems associated with analyzing transport in highly unsteady flows and the potential accuracy of such an analysis. Finally, the effect of the hydropulsation on the flow, transport, and temperature regimes is dealt with in some detail.
MODEL DEVELOPMENT FLOW MODEL
Techniques available for modeling unsteady openchannel flow have advanced rapidly in the past 10 to 15 years, but almost all models are based on the same basic equations. These are continuity equations describing the conservation of mass
and the conservation of momentum
in which U= cross-sectional average velocity, A = crosssectional area, x = longitudinal distance, t= time, q = lateral inflow per unit length, g = acceleration of gravity, y = depth of flow, z = elevation of the bed above some datum, and Sf= friction slope. The friction slope may be evaluated from either the Chezy or the Manning equa tion. The Manning equation
Sf = A2
(3)
will be used in this paper where n = Manning's roughness coefficeint, Q = discharge, and RH = hydraulic radius. Equation 3 is not dimensionless but is expressed in SI units. To convert to the inch-pound system of units, a numerical value of 2.22 must be placed in the denominator. Equations 1 and 2 are nonlinear in velocity, and no practical analytic solutions are available for unsteady flow. Early efforts to develop computer-based numerical solutions centered around the method of characteristics (Lai, 1967 , Yevjevich and Barnes, 1970 , Wylie, 1970 . More recent efforts have centered around direct finitedifference solutions. Explicit techniques, an example of which was pioneered by Garrison, Granju, and Price (1969) , are bounded by rigid stability criteria and tend to be expensive. Probably the earliest truly practical solu tion technique was the nonlinear, implicit finite-differ ence scheme of Amein and Fang (1970) which is uncondi tionally stable for any time step and allows an accurate and economical solution for most flow problems.
The solution technique chosen here, called linear, im plicit, is a subset of the Amein and Fang technique which eliminates the need for iteration when advancing from time step to time step. In figure 3 , which illustrates the finite-difference grid, the solid black circles repre sent points where all variables in equations 1 and 2 are known, and the open circles represent points at which variables are unknown. The subscript J designates the time grid point, and the subscript i designates the space grid point. Time and space derivatives are represented by the following respective finite-difference approxima tions: . dx + 1 -
in which A£ = time step, Ax = distance step, and /is the variable whose derivative is sought, that is, U, A, or y. The approximation of the space derivative at the unknown time level (j+l) gives this scheme the name "fully forward" implicit. According to Fread (1974) , this scheme is the most stable of the four-point difference techniques. It must, however, be operated with a reasonably small grid size to maintain accuracy. When the difference approximations, equations 4 and 5, are applied to equations 1 and 2, a system of equations of the following form is obtained:
and + +
in which B, C, D, and E are coefficients which are func tions of Ax, At, U, y, and Manning n at the known time level. The friction slope at the new time step was ap proximate by use of a Taylor series expansion about the old time step value. For a given number of grid points, N, there are N-2 such equations. Two additional equa tions are provided by the upstream and downstream boundary conditions. For most of the cases reported here, the upstream boundary condition was a rating curve which related discharge to depth, the relationship having been determined by stream gaging techniques. This would not normally be good practice under highly unsteady conditions. The reasons for its applicability here are discussed later. A few runs were made using only the measured stage as an upstream boundary con dition, and the results were almost identical. The downstream boundary condition was specified as y(t), where ytf 1 , the depth at the new time step, was approx imated by a constant factor times I/N-I-The value of the constant factor was determined by experimentation with a step-backwater program. This type of boundary condition produces some backwater and drawdown ef-fects but is more stable than a rating curve and more realistic than assuming a constant depth. It is sometimes referred to as a zero-gradient boundary con dition. Measured downstream depth could have been in corporated as the downstream boundary condition but was solved at each time step by Von Rosenberg's (1969) technique for pentidiagonal matrices. The lateral inflow term in equation 1, q, was used to handle tributary flow and withdrawals along the Chattahoochee. Field observations at low and high flows in dicated that while the mean tributary discharge was small, several of the tributary valleys have a con siderable storage capacity. Figure 4 shows an upstream view of Suwanee Creek during a high stage in the Chattahoochee. When the Chattahoochee River was rising, it was not unusual to observe reverse flow conditions in the tributary channels where they joined the main stem. So while the discharge in the tributaries at points well away from the Chattahoochee was nearly constant, the actual interchange of water between the river and the tributaries was quite variable due to constantly chang ing stage in the main stream. The actual interchange of water between the tributaries and the river was simu lated by routing the tributary flow through a hypotheti cal tank, or pond, attached to the main stem. The storage in the pond was computed as a function of the water-surface elevation in the Chattahoochee, and the lateral inflow component to the river, q, was determined by the continuity equation 9 = QT ~ 3? (8) in which QT = tributary flow rate, and A 5=change in tributary storage to occur during time step A t. This sim ple modification produced more realistic recessions on the hydrographs by releasing additional tributary flow during the falling stage of the main stem.
MASS AND HEAT TRANSPORT MODELS
Applying the principle of conservation of thermal energy to a one-dimensional open channel, the conser vative form of the governing transport equation becomes
in which T= cross-sectional average water temperature, Dx -longitudinal dispersion coefficient, 3>T = flux of thermal energy from the air to the water, W=top width of the channel, Cp = specific heat of water at constant pressure, p -density of water, <b E =flux of thermal energy from the bed to the water, P= wetted perimeter of the channel, and the other symbols are as previously defined. Assuming water to be incompressible and the product Dx A to be independent of x, equation 9 can be simplified to
which is called the nonconservative form of the transport equation. If the velocity field satisfies the con tinuity of flow equation, the exact solutions of equations 9 and 10 are identical. When numerical tehcniques are used, however, equation 9 will provide a more conser vative solution (Roache, 1972) . When the transported substance is dye rather than thermal energy,the values of 3> T and $ B are zero, and T can be replaced by C which represents the concentration of dye. Both equations 9 and 10 were solved when modeling the movement of dye, but only equation 10 was used in the temperature model.
The next to the last term in equations 9 and 10 represents the rate of change of water temperature due to exchange of energy between the atmosphere and water. The ratio AJW is the effective water depth, sometimes called the hydraulic depth. The rate of ex change of energy between the atmosphere and water has been discussed many times, but one of the first and most complete analyses of the processes involved has been given by Anderson (1954) . For the purpose of this study, the net exchange was expressed as the sum (11) in which 3>N = net heat flux caused by incoming radiation from the sun and the sky; <S>6 = heat flux caused by longwave radiation emitted by the water; 3> e = heat utilized by evaporation; $^ = heat conducted from the water as sensible heat; 3>R = heat added by rain falling directly on the surface; and 3>9 = heat flux added to the river by tributary inflow. The values of <b r <bN-and 3>R are positive and the values of 3v 3vand ^are negative if the water is gaining thermal energy as a result of the respective processes.
The net flux caused by incoming radiation from the sun and the sky, $iV-is composed of four components, the incoming atmospheric and solar radiation and the reflected components of each. The incoming com ponents were measured directly, but the reflected parts had to be estimated. The traditional assumption that 3 percent of the atmospheric radiation is reflected (Anderson, 1954 ) was made.
The source of all solar radiation is the sun, and if some object is between the water surface and the sun, much of this radiation will be intercepted. The banks of the Chattahoochee River between Buford and Norcross are almost completely tree lined (figs. 2 and 5). The incom ing solar radiation, however, was measured by use of a pyranometer placed in an unobstructed area. The part of the measured solar radiation actually absorbed by the water is a complex function of the elevation and azimuth of the sun as well as the azimuth of the river reach, the height and density of the trees, and the width of the river.
A two-step procedure was used to estimate the part of the measured solar radiation, RS, actually absorbed by the water. The first step was to determine the part of the available solar radiation which would have been ab sorbed providing no shading had occurred. Anderson (1954) has presented a formula for the computation of this shade-free absorption in which ALON = longitude of the river (84.2°W), TZM = meridian of the time zone, and HR =time of day in hours. The equation of time was ignored and the declination of the sun, obtained from a solar ephemeris, was assumed constant during each run. The second step was to reduce the value of RSM ap propriately to account for the shading of the water due to trees and other obstructions on the banks. The shaded part of the water surface was assumed to absorb solar radiation at 20 percent of the measured rate, and the clear part of the water surface was assumed to absorb at RSM times the measured rate. The value of RS therefore, was determined as 0.2 times the part of the water surface shaded plus RSM times the part of the water surface exposed to the sun. The part of the water surface in any subreach to be shaded at any time of day was determined from the geometric relation between the elevation and azimuth of the sun, the azimuth of the river subreach, the effective barrier height, EBH, the water-surface width, W, and the bank width, BW. The physical relationship between these terms is illustrated in figure 6. The river cross section was assumed to be symmetric about the centerline, which is a reasonable assumption for the study reach. The normal distance from the tree tops to the shade point, XN, was deter mined from the expression
in which 0 = the acute angle between the azimuth of the sun and the azimuth of the river subreach. The azimuth of the sun, AZS, was computed from AZS = arc cos (sin 8 -sin ELEV sin I) -( cos ELEV cos I ) (16)
Using the above expressions, the part of the measured solar radiation to be absorbed by the water, RS, was FIGURE 6.-Schematic of river cross section used to determine the part of the water surface to be shaded by bank vegetation.
computed once for each subreach and each time step during the day. Analytic expressions must be used to relate all other terms in equation 11 to the water temperature and the meteorologic variables. The expression used to deter mine each term will be summarized.
Longwave radiation emitted by the water surface was computed using the Stefan-Boltzman law for blackbody radiation = ea-(T + 273.16)4 (17) in which e=emissivity of water (0.97), a = StefanBoltzman constant for blackbody radiation (5.67E-8 W/[m2C4]), and 273.16 converts to the Kelvin scale when Tis given in degrees Celsius. The energy added by rainfall was determined by
in which / = rainfall rate, and Tw = wet-bulb air temperature. Equation 18 does not account for the water flowing into the river as sheet flow or from small ditches during or after a rain. In some cases this nontributary inflow is believed to be a significant, but unac counted for, item in the energy budget. It is assumed that the rate of evaporation can be estimated by a formula of the Dalton type
in which E = rate of evaporation in units of length per time, $ = an empirical coefficient or wind function, e0 = saturation vapor pressure of air evaluated at a temperature equal to that of the water surface, and ea = vapor pressure of the air above the water, which is commonly measured at a height equal to the height of the measured wind velocity. The wind function was estimated from = 3.01 + 1.13F (20) in which ^ = wind function that gives the evaporation rate in millimeters per day when the vapor pressure deficit is expressed in kilopascals, and the windspeed, V, is expressed in meters per second. Equation 20 was derived from thermal data collected on the San Diego Aqueduct in southern California (Jobson, 1977) , and, to the authors' knowledge, it is the only wind function ever derived from an energy balance of an open channel. Em pirical wind functions derived from lake or pan data are numerous (Ryan and Stolzenbach, 1972; Tennessee Valley Authority, 1972; Brutsaert and Yeh, 1970) . The thermal energy utilized by evaporation was expressed as
in which L = latent heat of vaporization. Heat exchange by conduction has received relatively little attention because its magnitude is usually small in comparison to the evaporative heat exchange. Assum ing that the eddy diffusivities of heat and mass are iden tical, which leads directly to the Bowen ratio concept, the conduction term can be expressed as = y (T -ro (22) in which 7 = psychrometric constant (0.598 based on an assumed atmospheric pressure of 98.0 kPa); and Ta = air temperature which should be measured at the same elevation as the vapor pressure. The last term in equations 9 and 10 represents the thermal flux at the bed of the river. Past attempts to model the bed conduction term have estimated the heat flux as the product of the thermal conductivity and the temperature gradient within the bed. This transient temperature gradient was either estimated (Messenger, 1963) or determined from a few measurements within the bed (Brown, 1969; Pluhowski, 1970) . Measurements of bed temperatures are difficult and seldom available. In addition, bed conditions are seldom uniform. Even though the bed conduction term has been shown to be significant (Brown, 1969 , Pluhowski, 1970 , at least for shallow depths, it is usually ignored because of the above difficulties.
The earth under a river can be approximated as an in finitely thick conducting medium, the thermal proper ties of which can be estimated, at least approximately. The thermal conductivity of flowing water is much greater, because of turbulence, than that of the soil, so the surface temperature of the bed can be assumed to follow the water temperature very closely.
Mathematical expressions for the temperature distribution and heat fluxes within a semi-infinite medium which result from an arbitrary temporal varia tion in surface temperature are relatively simple (Carslaw and Jaeger, 1959) . Unfortunately, these ex pressions converge slowly, and their use in a thermal model would be expensive. On the other hand, if the earth below the river were considered to be a slab, in sulated on the bottom and of an arbitrary thickness, Z, the equations are still fairly simple but converge much faster. If the temporal variations in surface temperature are cyclical, the heat fluxes determined by the semiinfinite and finite thickness slab equations become in distinguishable as the slab thickness increases. In fact, assuming a diurnal water temperature swing of 10°C and thermal properties for saturated sand, the surface heat fluxes for a slab only 25 cm thick are within 6 percent of the values for a semi-infinite medium.
The heat exchange between the water and the bed was, therefore, estimated by considering the bed to be a homogeneous slab, insulated on the lower face and with a surface temperature on top equal to that of the overly ing water. The heat flux into or out of the bed was then determined as a function of the past history of the water temperature. Only the thermal diffusivity and heatstorage capacity of the soil needed to be known. A slab thickness of 100 cm was assumed to be sufficiently thick to give the desired accuracy.
The temperature distribution within a slab, initially at constant temperature, for which the surface is subjected to a unit increase in temperature at time zero is given by (Carslaw and Jaeger, 1959) cos
in which A7£ = the temperature rise within the slab, K =the thermal diffusivity, Z = thickness of the slab, and 2/6 = the distance above the insulated bottom of the slab. The increase in the heat content of the slab can be evaluated at any time by multiplying equation 23 by the heat-storage capacity, then integrating over the total thickness
in which H(t) = the increase in heat content of the slab between time 0 and t resulting from the unit increase in surface temperature at time zero; and Cv =the heatstorage capacity of the slab which is the product of the density and specific heat. Of course, this heat must have been provided from the overlying water. Equations 9 and 10 are solved by use of a finitedifference approximation that advances in time by discrete steps of duration At. The heat flux to the water &H(j) during any time step jAt to (/+ 1)A£ which results from a unit increase in temperature at time zero, can be computed as (25) The AH(j)'s describe the time variation of the response of the system to a unit change in water temperature.
Equation 24 is linear with respect to temperature, and since water temperature fluctuations can be represent ed by a series of step changes, the superposition princi ple is used to determine the heat flux from the bed to the water for any temperature history by use of the equation (26) k=-s in which $e(J&t) is the heat flux to the water from the bed during the time jAt to (j + l)At; AT(kAt) is the change in water temperature which occurred at kAt (k<j); AH is given by equation 25; and the water temperature is assumed to have been constant for times before t = -s&t. Equation 26 is solved for each grid point and each time step in the temperature model. The river temperature was assumed to have been'constant before the model started (A!T = 0 for &<0), and the bed conduction term was limited to a 24-hour memory (8 = 288-.?).
The heat content of the tributary inflows was modeled in equation 10 by treating it as a surface exchange term. The equivalent surface exchange was determined from
in which <J»g = heat flux added to the river by the tributary inflow; Tq = temperature of the tributary in-flow; and q = tributary flow rate at the river. The value of $q is added to the value of &T for use in the model. The value of q represents the actual interchange of water between the tributary and the river as computed from equation 9. If the flow was from the river to the tributary, the value of Tq was set equal to the river temperature, otherwise it was set equal to the temperature of the water in the tributary storage. The temperature of the water in tributary storage was up dated each time step by considering the steady tributary flow, QT, and storage volume. No surface exchange was allowed for the water held in tributary storage. The dispersion coefficient used when solving equation 10 was determined from RHU* = 250 (28) in which U* = shear velocity, and 250 is the approximate average of the indicated ratio for the data summarized by Fischer (1973) . Roache (1972) gives a method of de termining the effective numerical dispersion coefficient for a differencing scheme such as that of Stone and Brian (1963) . Under the combination of grid spacing and time steps used for the variable grid model of the Chattahoochee (eq. 9), the effective numerical dispersion coefficient often exceeded the value given by equation 28. Although the model coding allowed for its inclusion, the value of Dx was assumed equal to zero when solving equation 9. Equations 9 and 10 are Eulerian equations, meaning that they represent a description of the variation of temperature with respect to a fixed coordinate system. Another description, the Lagrangian, considers the variation of the temperature of a given fluid particle or fluid lump as the particle moves through the system. In the Lagrangian framework, one conceptually follows an individual fluid particle while keeping track of the fac tors which tend to change its temperature. Applying the thermal continuity equation to a unit mass of fluid, one obtains
Integrating equation 29 during the traveltime,
T -T. = T (Dô
in which T{ = initial temperature of the water particle as it enters; T0 = final temperature of the water particle as it leaves; and T -traveltime of the particle through the system. Expanding the right-hand side of equation 30 yields
Equation 31 cannot be solved before equation 10 because the value of the temperature as a function of distance and time must be known to perform the in tegration. Equation 31 was solved for each time step in the model, however, because it is of great value in the process of analyzing the results of the model. Its main value lies in evaluating the contribution of each physical process to the total temperature change of a particle of water passing through the system. Solution of the one-dimensional transport equation is a much less formidable task than solving the flow equa tions. Most numerical efforts have dealt with ways to minimize numerical dispersion of steep concentration fronts. To the writers' knowledge, numerical dispersion caused by sudden flow changes, such as those that occur on the Chattahoochee, have not previously been analyzed, however.
In order to find a stable, accurate solution technique, which would minimize numerical dispersion with large distance steps and widely varying velocities, preliminary experiments were conducted with three types of solu tions. An explicit scheme was found to be highly disper sive and its stability is strictly limited to values of Ai and Ax which satisfy
The quantity on the left is called the transport Courant number. A finite-element technique with linear basis functions was derived which is more stable and contains less numerical dispersion than the explicit technique, but it still requires the transport Courant number to be less than two. Later research revealed that this centered, implicit 6-point scheme is very similar to the method presented by Price, Cavendish, and Varga (1968) . The technique finally selected for use in this study was a slight variation of the implicit scheme of Stone and Brian (1963) . This centered 6-point scheme considers all points in the time derivative as shown in figure 7. The weighting coefficients on the points used to estimate the time derivative, 0, are cyclic functions of time, which ac cording to Stone and Brian reduce the numerical disper sion of propagating high frequency harmonics more ef fectively. With the time derivative weighting factor, 0, greater than 0.5, the method is unconditionally stable; however, it is still desirable to keep the transport Courant number less than 2 when considering high fre quency transients.
The weighting coefficients on the known and unknown concentration values for the space derivatives derived by Stone and Brian (1963) are identical to those for a linear basis function finite-element technique. The authors modified the values of the centering coeffi cients, 0 and £, from 0.5 used by Stone and Brian, to 0.6. This modification damps the ringing and overshoot of the Stone and Brian scheme while maintaining the numerical dispersion advantage of the finite-element scheme.
Application of the finite-difference forms of equations 9 or 10 to the stencil shown in figure 7 results in two less equations than there are unknowns at the new time step. The two additional equations are provided by the upstream and downstream boundary conditions. The upstream condition was simply a known concentration. A zero gradient downstream boundary condition was assumed by computing the new concentration at the downstream boundary from an explicit upwind differen cing scheme without diffusion. The solution for the re maining concentrations involved the inversion of a tridiagonal matrix for each time step.
At the beginning of the project, a solution code for equations 10 and 31, which had been developed for use on the San Diego Aqueduct (Jobson, 1976) , was avail- able. This model contained three simplifications from the modified Stone and Brian technique however. The coefficient, 6, was not time variable, the value of ? was 0.5, and only equally spaced grid points were allowed. because of the highly unsteady flow in the Chattahoochee, there was some doubt regarding the accuracy of this simplified solution technique to the nonconservative form of the transport equation. To address this concern the transport of dye was modeled by equation 9, which was solved by the modified Stone and Brian technique, and equations 10 and 31, which were solved by the simplified technique. It was found that the dye concen trations predicted by the two models were essentially equal, so the temperature model was not receded. The solution to equation 9 will be referred to as the conser vative model since it solves the conservative form of the transport equation and the simplified solution to equa tion 10 will be referred to as the nonconservative model. The finite-difference formulation for the nonconser vative model (eq 10) was f-
in which 0 = space derivative weighting factor (0.60), T\ = temperature at grid point i and time, j&t, U{ = velo city at grid point i and time j&t, and Hi = the sum of the last two terms in equation 10 evaluated at grid point i and time jA£. Little has been written about the numerical simulation of the source-sink terms, Hi,in equations 9 or 10 but cer tain precautions are necessary. In equation 33 the sur face exchange term is evaluated at the old time step. One consideration is the maximum size of the time step which can be used with this procedure without seriously compromising accuracy. To illustrate the requirements consider a Lagrangian excess temperature model with no bed conduction or dispersion. The governing differ ential equation simplifies to dTe dt KW Te (34) in which Te = the excess water temperature, above am bient, and K = the kinematic surface exchange coeffi cient. For steady uniform flow with constant meteoro logical conditions, the coefficient on the right of equa tion 34 is constant and an exact solution is easily ob tained. Evaluating the surface exchange at the old time step, the finite-difference approximation becomes (35) The dimensionless surface exchange number, NH, as given by (36) governs the accuracy of the numerical solution. A few simple calculations will demonstrate that the numerical solution is very accurate for values of AT# <0.2 while the numerical solution overshoots and becomes oscillatory for values ofNH >l. The surface exchange term, Hj, in equation 10 is nearly a linear function of temperature for temperature differences encountered during any one time step in the model. The surface exchange number, is, therefore, a meaningful criteria for limiting time step size. As shown by Jobson (1973) the value of the kinematic surface exchange coefficient will almost never exceed 8 m/d while the minimum hydraulic depth in the Chattahoochee is always greater than 0.3 m. By use of equation 36, it is easily seen that the numerical scheme should accurately model the surface exchange for values of Ai less than 10 minutes. A 5-minute time step was used throughout for both the flow and the transport models. Consideration should also be given to the distribution of the surface exchange term between grid points. With a steady uniform condition and no surface exchange ex cept at grid point k, the water temperature must remain constant both upstream and downstream of grid k and increase by the amount Hk Ax/Uk between grid point k -1 and k. Simplifying equation 33 for steady condi tions by observing that the old and new temperatures must be the same, one obtains (37) in which AHi represents the distributed part of the sur face exchange to be applied at grid point i. Under the assumed conditions, it is easily seen that AHi-0 for k-2>i>k + l. that is, in order to get realistic results from equation 33, a point source of heat must be distributed between two grid points. Applying equation 37 between grid points k + 2 and k and simplifying, the amount to be applied at grid k +1 is obtained applying the same equation between grid points fc + 1 and k + 1, the amount to be applied at grid point k is obtained
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Summing equations 38 and 39, it is seen that the sum of the distributed surface exchanges is equal to the total point source. If a point source is not distributed as in dicated in equations 38 and 39, the numerical solution will contain errors upstream of the source similar to what is sometimes referred to as ringing. In order to preserve thermal continuity under unsteady, nonuniform conditions, the physical surface exchange terms were distributed between two grid points using AH, = (40) This procedure was found to work well in both the con servative and nonconservative models.
COUPLING
The flow and transport models were run independent ly. At each time step, five items of information for each of the 48 grid points in the flow model were stored on magnetic disk for use by the transport model. These items include the top width, velocity, cross-sectional area, tributary inflow (at the river), and the tributary flow into the storage volume (beside the river). This ar rangement saved a significant amount of computer cost because the transport models were not run until the flow model was calibrated. After final calibration, the flow model was not rerun. Likewise, the transport model could be run as many times as necessary without rerun ning the flow model. In using the conservative transport model (eq 9), the coupling was direct, since this solution allowed for une qual distance steps, and the grid spacings in the flow and the transport models were identical.
The nonconservative transport model (eq 10), which also contained the solution code for equation 31, re quired equal grid spacing. In order to make the output of the flow model compatible with the solution to equation 10, the flow data were interpolated to an equal grid spacing by use of a processor program. The logic of the processor program assumed that the velocity and crosssectional area of the "true" river varied linearly with distance between the flow model grid points. The crosssectional area at grid i in the equally spaced model was determined by integrating the "true" area from the point Xi-Ax/2 to Xi + Ax/2 and dividing by Ax. This pro cedure assured that the total instantaneous volume of water within a subreach was the same for both models. The velocity at any grid in the equally spaced model was assumed to be equal to the value at the point in the "true" river.
Top widths for the temperature model were deter mined from the cross-sectional areas provided by the flow model. For each available cross section, the measured relation between width and area was fitted with a third degree polynomial of the form
in which a0, 0-1,0-2, and o3 are fitted coefficients and A is the given area.
MODEL CALIBRATION AND VERIFICATION
FLOW MODEL
The most sophisticated mathematical procedures are of little value without adequate data to verify them. Data needed for a flow model include internal reach data, which describe the physical characteristics of the river (geometry, channel elevation, and roughness), and boundary condition data such as flow or stage at each end of the reach and flow in each tributary.
For modeling purposes the internal characteristics of the river are discretized at a number of grid points which represent the longitudinal variations of channel geometry, elevation, and roughness. The required number of grid points is a function of the objectives of the study as well as the frequency of temporal variations in the boundary conditions. In this case it was desirable to model extreme flow changes (discharge varying by a factor of 14) which occur in very short time periods (about 10 minutes). Assuming these flow changes are equivalent to a periodic function with a 20-minute period, a 10-minute sampling period should be statisti cally adequate (Bendat and Piersol, 1966) . This provides two samples per cycle of the highest frequency change. A 5-minute time step was used thorughout this study.
The magnitude of the time step generally dictates the spacing of the internal grid points. Stability and ac curacy are related to the Courant number
Explicit models and the method of characteristics become unstable at C#>1. Even in highly unsteady flow as in the Chattahoochee, implicit models operate satisfactorily for values of CN as large as 15, but ac curacy decreases as the value of CN departs from unity. The average velocity in the Chattahoochee varied from 0.33 m/s at steady low flow to 0.79 m/s at high flow, while the average depth varied from about 1.1 to 2.2 m. The distance step required for maximum accuracy therefore varied from about 1.1 km at low flow to about 1.6 km at high flow. The actual spacing of the crosssectional data depended somewhat on field conditions, but the average spacing was 0.7 km (table 1) . All hydraulic data were obtained by project personnel of the Chattahoochee River Quality Assessment Project, and a complete description of the data and methods used in its acquisition is in progress (R. E. Faye, U.S. Geological Survey, written commun., 1978). Briefly, the cross-sectional data were obtained at high flow by use of a sonic depth sounder and a boat. Absolute bed eleva tions were obtained by referencing the water-surface elevation, at the time the cross section was taken, to references which had previously been set on the bank. The field crew also estimated the flow resistance (Mann ing ri) at the time of the field survey.
The cross-sectional data were processed as follows. First the sonic sounder charts were digitized to form coordinate pairs which described the shape and eleva tion of the cross section. A program was then developed which produced tabular values of area and top width ver sus maximum depth and fitted these tabular values with an expression of the form -Tay + (43) in which ym = maximum water depth in the cross section, Ta = bottom width of the channel, and Tb is the shape factor which determines the rate of increase of width with elevation.
The coefficients for equation 43 are shown in table 1 along with the location of the cross section and other pertinent information. The bottom elevation, in table 1, is the bed elevation of a cross section with a shape defined by equation 43 which was judged to best repre sent actual measured cross section. In general this was the mean elevation of the channel bottom at low flow. In addition to the above internal reach data, which are more or less the standard field data collected for flow modeling purposes, the hydraulic depth at each cross section was measured on July 17, 1976, under conditions of steady low flow. These depths, shown in table 1, were obtained by averaging 3-to 10-point measurements ob tained at uniform spacing across the river.
Boundary condition information consisted of a con tinuous record of stage at the upstream end of the reach as well as discharge at the four tributaries and at one withdrawal point. A stage discharge rating curve was also available at the upstream end of the reach. This stage-discharge relation was used along with the recorded stage to drive the model. Normally this would be poor practice but was justified here. Unique rating curves apply only to steady flow under constant in fluence of downstream backwater, if present. Under unsteady flow conditions, a different value of stage will be obtained for the same discharge depending on whether the discharge is increasing or decreasing and how fast. The Chattahoochee River below Buford is hydraulically unique. First, the flow is totally governed by releases from the Buford powerplant. These releases occur in fixed increments. Long periods (3 to 5 hours) of steady flow separated by rapid changes (10 to 15 minutes) are the rule, the reach of river from the dam to the Highway 20 bridge is very steep, with supercritical flow at several locations. Virtually no upstream reflec tion of waves is possible and backwater effects are nonexistent. Thus, when a flow change is made at Buford Dam, the flow at the gage located less than 0.4 km downstream stabilizes rapidly. During periods of unsteady flow, when the hysteresis loop rating should be considered, the time period of the loop is shorter than or equal to the time steps or the resolution of the model. Thus, no great inaccuracy is involved in using the rating curve as a boundary condition. Several runs were made using the stage directly as a boundary condition with no significant change in results.
Field reconnaissance and topographic maps indicated that a rock outcrop about 10 km below the Highway 141 Bridge controlled the depth in the lower end of the reach. The downstream boundary conditions were simu lated, therefore, by assuming that the water between the bridge and this control was ponded to an average depth of about 2 m at low flow. The Manning's rough ness coefficient over the control was assumed to be 0.016. Measured stage could have easily been used as a downstream boundary condition, but results were con sidered good enough without this refinement.
In addition to the boundary data, at least partial records of stage and discharge were available at the Highway 20 Bridge, Littles Ferry Bridge, Highway 120 Bridge, and the Highway 141 Bridge.
Discharges on tributary streams were virtually con stant for both periods, so a constant flow was assumed.
The observed values are shown in table 2.
The calibration of the flow model centered on the March data and involved a two-step process. The first step was to calibrate the model at steady low flow, and the second step involved additional calibration necessary to match the dynamic response of the system. in which EW{ = water-surface elevation at grid point i, and Ui = Manning's roughness coefficient applicable to the subreach between grid points i and i + 1. Equation 44 was easily solved for the unknown roughness coeffi cient, n^ applicable to each subreach since all other terms were known. In a few cases errors in the watersurface elevation were detected. These showed up as subreaches where the water appeared to run uphill or where the computed n value was unrealistically small or large (less than 0.005 or greater than 0.1). When this situation occurred for a subreach, the value of n was set equal to a realistic value, such as the value estimated in the field, and a corrected water-surface elevation for the grid point was computed. The bed elevation at the grid point was then established as the water-surface eleva tion minus the measured depth. The roughness coefficients computed by use of equa tion 44 are applicable to the subreach between grid points, and the dynamic model requires roughness coef ficients applicable to a subreach centered on the grid point. Some judgment was necessary, therefore, in averaging the roughness coefficients computed from equation 44 to obtain values, which were used in the dynamic model. Using the roughness values, tabulated in table 1, the dynamic flow model was run to equilibri um at steady low flow and the surface profile computed. This computed profile can be compared to the "observed" profile in figure 8 . The above procedure assured that the flow model gave realistic depths, volumes, and surface areas, at least at steady low flow.
The ability to match the depths at all cross sections under steady low flow conditions does not guarantee that the model will reproduce unsteady flow. In order to match the dynamic response of the system, it was found necessary to vary some of the roughness coefficients with depth. These variations were necessary to make the modeled and observed rises in stage during the hydropulses agree. The roughness was assumed to vary with depth as (45) in which n(y) = roughness coefficient at depth, y, 17 o = steady low-flow roughness (table 1), i?; = rate of change of roughness with stage, also shown in table 1, and ymo = measured hydraulic depth at low flow. The grid points at which the roughness was to be varied with depth and an approximate value of T^ was determined from a sensitivity analysis using a simple backwater pro gram for different flows. Once the model was calibrated at steady low flow, dynamic calibration using the March data only required seven of the roughness values be varied with depth. The variation with depth was not ex treme. At section 18 the roughness decreased by 85 per cent as the flow increased to its maximum, but varia tions in the roughness at other sections were less than 50 percent. One set of adjustments was made to the flow model as a result of observations of the behavior of the transport model. The low-flow traveltime in the upper reach was increased slightly by arbitrarily increasing the low-flow cross-sectional areas, above the values indicated in table 1 at section numbers 7 through 15 in the pool above the control at section 16, by an average of about 36 percent. This adjustment was believed to be justified because of the rather poor quality of the low-flow depth informa tion in this reach. The adjustment had very little effect on the modeled stage or discharge values but improved the low-flow timing of the transport model at Littles Ferry.
The results of the final calibration are illustrated in figure 9 in which the observed and modeled stages at Buford Dam and the four bridges are plotted for the 3l/z -day calibration period. The small rise in the observed stage at Highway 141 on March 21 was caused by a light rain which occurred before 0600 that day. No tributary flow measurements were available during this day, so constant values were assumed in the model. Visually, the stage predictions are good. The cross correlation of observed and modeled stages indicates peak correlation coefficients of 0.997, 0.997, 0.999, and 0.988 at lags in minutes of +20 for Higway 20, -5 for Littles Ferry, -30 for Highway 120, and -10 for Highway 141, respectively. A positive lag indicates the model lagged behind the observed. At zero lag the correlation coeffi cients were 0.989, 0.996, 0.979, and 0.987, respectively.
During the March run, field crews attempted to con tinuously measure discharge at the bridges. A detailed description of the manner in which these measurements were obtained is in progress (R. E. Faye, written com- mun., 1978), but briefly it involved the periodic measure ment of velocity and depth at particular transverse sta tions, plotting the data at each station against time, and interpolating the data to a particular time in order to estimate the instantaneous discharge. A complete tra verse of the river required about 1 hour. Figures 10 through 13 are presented so that a comparison of the modeled and measured discharges can be made. A rat ing curve was also available at the Highway 141 Bridge, so that an "observed" discharge could also be deter mined by use of the table and the observed stage. The agreement of the modeled and measured discharges is excellent for flows as large as 110 m3/s. The differences are less than 5 percent. At higher flows, the model con sistently predicts lower than observed discharges. The peak modeled discharge on March 23 at Littles Ferry and Highway 141 was 20 percent lower than the meas ured value. Because discharge measurements under highly unsteady flow conditions are of questionable ac curacy, the 20-percent difference in results was not con sidered serious. Overall, the model results were con sidered to be very good. The consistency with which the transport model reproduced the dye concentrations bears out the accuracy of the flow model. Only a few discharge measurements were available for the October run. These were made on October 23 and 24 and are illustrated in figure 16. The measured peak discharge at Littles Ferry on October 23 was 12 percent higher than the modeled value obtained with the up dated roughness coefficients. As with the spring run, the agreement between the modeled and observed dis charge on the rising limb of the hydrograph is good.
It was assumed that a slight change in roughness oc- curred beween October 1975 and March 1976, so the roughness coefficients given in table 1 were used when generating a flow field for the spring transport model, and the updated coefficients, given above, were used in generating the flow field for the fall transport model.
MASS TRANSPORT OF A CONSERVATIVE SUBSTANCE
It is generally recognized that neither equation 9 or 10 accurately represent the longitudinal mixing (disper sion) of a slug injection until considerable mixing has oc curred. In fact, the criteria given by Fischer (1973) sug gest that the equations will not accurately represent the dispersion of a slug injection in the Chattahoochee within the first 7.3 km at high flow or within the first 8.6 km at low flow. On the other hand, it has been shown that dispersion plays an almost insignificant role for the case of a steady injection rate (Sayre and Chang, 1968) . In consideration of the above, an independent verifica tion of the transport model was deemed desirable.
To generate data against which the transport model could be verified, rhodamine-WT dye was injected into the river just below Buford Dam starting at 1100 hours, March 21, 1976. The injection rate was held constant for a 3-day period by use of a small positive-displacement pump. Figure 17 contains a photograph of the injection site. The dye was pumped from the barrels through a tub, hung on a cable, to the center of the channel. The dye fell about 3 m before striking the water surface. Three hours after injection began, sampling began at Littles Ferry Bridge, and 6 hours later it began at the Highway 141 Bridge. Dip samples were collected in 25 mL bottles clipped to an angle iron. Samples were taken from the thalweg of the river every 10 minutes, and at 6-hour intervals samples were collected at 6-m intervals across the river. During times of steady flow, the max imum variation in concentration across the width of the river was about 5 percent. Unfortunately, during unsteady conditions, the traverse results were relatively meaningless because of the time required to obtain the samples. Dye concentrations at Littles Ferry and Highway 141 Bridges were then simulated by both the conservative (eq. 9) and nonconservative (eq. 10) transport models. 141. On the whole, however, the results of both models appear excellent, and their differences appear to be trivial. Because the nonconservative model appeared to satisfactorily represent the transport under the highly 
THE TEMPERATURE MODEL
Four types of data are needed for use with a temper ature model. These are: hydraulic data which describe the flow; physical data which define the geometric rela tion between the river and its surroundings; meteorologic data which help define the heat flux at the airwater interface; and temperature data at the upstream boundary and at all tributaries.
Hydraulic data input to the temperature model in cluded flow velocity and area as well as the tributary flow (both the steady and variable component) at each grid point and time step. These data were passed to the temperature model directly from the flow model.
Physical data included the azimuth, effective barrier height, bank width, and the relation between top width and flow area for each grid point. Top widths were determined for each cross section by use of equation 41. Spot checks indicated the relations defined by equation 41 were accurate to within 1.5 percent most of the time for within-bank flow, which is all that is of concern here. The azimuth of each subreach, the effective barrier height, and the coefficients for use in equation 41 are shown in table 3. The azimuth values, centered at the grid point, were determined by use of a 1:24,000 scale topographic map, and the effective barrier heights, figure 6, were estimated in the field at the time the longitudinal depth profile was measured. The banks of the Chattahoochee are very steep and the trees often lean out over the river as shown in figure 5 . A constant bank width of 0.3 m was assumed. In so far as the shading computations were concerned, the river top width was assumed to have a value representative of steady low flow at each grid point.
The thermal properties of the river bed might also be classified as physical data. The bed of the Chattahoochee River is mostly covered with small sand dunes so the thermal diffusivity and heat storage capacity were assumed to be 0.77 mm2/s and 0.68 cal/cm°C, respec tively. Braslavskii and Vikulina (1963) suggest these values are applicable for saturated sand.
Stream temperatures in the Chattahoochee River and its tributaries were monitored by personnel of the Chat tahoochee River Quality Assessment Project. These data and the details of their collection will be reported elsewhere (R. E. Faye, written commum., 1978). The locations of the data collection points, however, are shown in figure 1.
During the October run the temperature recorder at the upstream end of the reach malfunctioned, so the upstream boundary of the temperature model was set at the Highway 20 Bridge, which is 3.7 km downstream of the boundary of the flow model. Water temperatures at Highway 20 were available on 15-minute intervals, start ing at 1300 hours on October 21, 1975, and continuing for the duration of the run. Before 1300 hours on the 21st, the upstream temperatures were estimated. Hour ly temperatures were available for all tributaries and at the Highway 141 Bridge for the entire Fall run. Inter- "Top widths are given in meters when the area is given in hundreds of square meters. mittent temperature data were available at the Littles Ferry and Highway 120 Bridges.
Much more complete temperature data were collected during the March run. Beginning at 0000 hours on March 21 and continuing to 0700 hours on March 24, 1976, 5-minute data were recorded at the upstream boundary as well as at Highway 20, Littles Ferry, Highway 120, and Highway 141. Becasue of a recorder malfunction, approximately 24 hours of data were miss ing at Highway 120, however. Five-minute data were also recorded on Suwanee Creek from 0000 hours on March 21 until 1800 hours on March 23,1976. Only a few temperature measurements, obtained at random times, were available for the other tributaries. Using available temperatures, regression equations were derived for each tributary which predicted the instantaneous tributary temperature from the Suwanee Creek tem perature. After 1800 hours on March 23, all tributary temperatures, including the Suwanee Creek tempera ture, were estimated from the air temperature using a regression expression which had been derived from the random data. Before 1800 hours on March 23, the pre dicted temperatures in Level, James, and Dick Creeks were probably accurate to within +2°C and after this time about +3°C.
All temperature data were first placed on cards and then plotted to check for keypunching or instrument er rors. Once the data were verified in this manner, the hourly or 15-minute data were expanded to a 5-minute time base by straight-line interpolation. The expanded data sets were stored on magnetic disk for use with the temperature model.
The initial temperature distribution in the river was assumed to vary linearly with distance between points of observation.
Meteorologic data needed to drive the temperature model include windspeed, incoming solar radiation, in coming atmospheric radiation, air temperature, wetbulb air temperature, and rainfall intensity. All meteorologic data were obtained at the R. M. Clayton Sewage Treatment Plant in Atlanta, Ga. This site was selected primarily because of its security, its nearness to the study headquarters, its proximity to the river, and because it offered good exposure to the sun and wind. A propeller-type anemometer was used to sense the windspeed. The starting speed of the propeller was about 0.45 m/s with full tracking at about 1.4 m/s. The wind direction was also recorded but not used in the model. The general exposure of the anemometer is shown in figure 22 . A closeup of the anemometer with the Chattahoochee River in the background in shown in figure 23 .
The total incoming solar radiation was determined by use of an Eppley1 precision spectral pyranometer. The instrument is sensitive to radiation with a wavelength between 0.3 and 3 /urn. The pyranometer is the instru ment on the left in figure 24 . The incoming atmospheric radiation was determined by use of two Eppley pyrgeometers which are sensitive to radiation in the range of 4 to 50 /^m. These instruments are shown to the right of figure 24.
Two psychrometers were also used to determine the wet-and dry-bulb air temperatures. These can be seen projecting from the tower in figure 22 .
A closer view of the ventilated psychrometer is shown in figure 25 . The temperatures in this instrument were which was continually wetted by distilled water. The probes projected across a plastic tube which was shielded from radiation by a curved aluminum sheet and through which air was drawn at a speed of 4.5 m/s by a vane axial fan. A detailed description of this psychrometer has been given by Jobson and Sturrock (1976) . A closer view of the nonventilated psychrometer is shown in figure 26 . This instrument was originally de signed for use during the Lake Hefner studies and has been described in detail by Anderson and others (1950) . This instrument is generally called a Top Hat psychrom eter because of the shape of the radiation shield. Tem peratures are sensed by copper-constant thermocouples which are housed above a distilled water reservoir and within a housing that facilitates natural ventilation. Rainfall was measured by a tipping bucket rain gage.
An Esterline Angus D2020 recorder was housed in the tower and used to record all meteorologic data. At a specified time interval, the time as well as the millivolt values of the 10 parameters were printed on a paper tape. No averaging of the readings was possible, so the recorded value represented only an instantaneous reading. A sampling of the 10 channels required about 5 seconds. The recording was at hourly intervals in Oc tober and at 5-minute intervals in March. No special processing of the windspeed and solar radiation data was required for the October period because the records were complete. October 20, 22, and 24 were essentially clear days and the radiation values indicated only a little cloudiness around noon on October 21 and 23. On October 25, it was partly cloudy. Daily average values of all meteorologic data are presented in table 4. The output of the two pyrgeometers agreed to within 3 percent, so their results were averaged for use in the model. Previous experience has indicated that the pyrgeometers indicate too much diurnal variation in the incoming atmospheric radiation, so daily average, rather than instantaneous values, were used in the model. No rainfall occurred during the October run.
Both psychrometers worked satisfactorily during the October run. It was believed, however, that the ven tilated psychrometer was a little more accurate, so its readings were used throughout. Air temperature con tained a typical diurnal swing of about 19°C and a gradual warming trend (table 4) occurred during the run.
Data coverage during the March period was not as complete. No meteorologic data were available before 1140 hours on March 21. It was assumed that meteoro logic conditions between midnight and 1140 hours on March 21 were identical to those which occurred be tween midnight and 1140 hours on March 23. Although rain is known to have occurred during this period, no record was available, so it was assumed to have been zero. After 1140 hours on the 21st, complete data were available for the windspeed, solar radiation, and rainfall (which was zero). These values were used directly. The days of March 23 and 24, as well as the afternoon of March 21, were almost free of clouds. It was quite cloudy until about 1500 hours on March 22. The outputs of the two pyrgeometers differed by about 19 percent during the March run. The outputs of the two sensors were averaged, however, to give the values used in the model (table 4). The temperatures from the ventilated psychrometer were again used in the model except for an 8-hour period on March 24. During this period the October 20, 1975 October 21, 1975 October 22, 1975 October 23, 1975 October 24, 1975 October 25, 1975 March 21, 1976 March 22, 1976 March 23, 1976 March 24, 1976 values from the Top Hat psychrometer were used because the wick of the ventilated psychrometer was partly dry. During the March run the diurnal air temperature swing was about 15°C. Like the temperature data, all meteorologic data were placed on punch cards, plotted, and edited. The hourly values, for the fall run, were then expanded to a 5-minute time base by straight-line interpolation. The vapor pressures were then computed and the data sets stored on magnetic disk for use by the model.
The temperature model contains several physical con stants and empirical coefficients. The usual modeling procedure is to select a calibration period during which one or several of the empirical coefficients are adjusted until a "good" fit occurs. The calibrated model should then be run with an independent set of data to verify that the coefficients, determined during the calibrating period, are "universally" applicable to the particular river reach.
In this case all model coefficients were assumed a pri ori on the basis of assumptions already given. Because no coefficients were adjusted to fit the measured tem peratures, both the March and October data should be considered as verifications of the temperature model.
The measured and predicted water temperatures for the October verification are shown in figures 27, 28, 29, and 30. The observed temperatures at the Highway 20 Bridge, shown in figure 27, were used as the upstream boundary condition of the temperature model. The water temperature at the Highway 20 Bridge for times before 1130 hours on October 21 had to be assumed because no measured values were available. The as sumption of these values of course invalidates any verification of the model during these first few hours, but it does allow the starting times of the flow and temperature models to be the same. Very few measured water temperatures were available at Littles Ferry Bridge ( fig. 28 ) or Highway 120 ( fig. 29) . At Littles Ferry the data on October 22 consisted of three spot measurements which would appear to have been too high by 0.5 to 1°C. It is possible that these spot measurements were taken too near the bank or that poor procedures were used. The accuracy of periodic temperature-measuring techniques used by the U.S. Geological Survey has been estimated to be ±0.8°C (Moore, 1969; Rawson, 1970; and Blodgett, 1971) . On October 23 the spot field measurements are within 0.5°C of the computed values, and the general shape of the computed and measured curves are alike. Except for the two points on October 23, the general shape and magnitude of the measured temperature distribution at the Highway 120 Bridge ( fig. 29) fig. 32 ) are very similar; however, the modeled temperatures appear to be about 1.5°C higher than the observed values. It is dif ficult to believe the model could be off this much since very little surface exchange can take place during the short traveltime between Buford Dam and Highway 20. This was particularly true during the high flow pulses around noon on March 22 and 23. At Littles Ferry Bridge the agreement between the modeled and ob served temperatures is very good (fig. 23) . The poorest agreement occurs between noon and 2100 hours on March 21. No meteorologic data were available before 1100 hours on this day, and a light rain had occurred during the night. In order to account for the heat input of the nontributary inflow caused by the rain, 150 Watts/m2 was added to the incoming radiation term for the first 9 hours of March 21. At Highway 120 ( fig. 34) , the poorest fit occurred between 1500 and midnight on March 21, or about 3 hours later than at Littles Ferry. The errors at Highway 120 are also believed to be the result of the rainfall and lack of meteorologic data dur ing the first part of March 21. Finally at Highway 141 ( fig. 35 ) the region of poorest fit occurred between 1800 hours on March 21 and 0300 hours on March 22, again about 3 hours later than at Highway 120. It appears that the combination of rainfall and lack of data created an area of poor fit which shows up at each measurement point as the water is convected through the system. The RMS difference between the observed and computed temperatures at the Highway 141 Bridge was 0.20°C, and the mean difference was + 0.09°C. These results are considered to be very good. Temperature's occurring before 2315 hours on March 21 were not considered in these statistics becasue the time required for a particle to traverse the system was 23.24 hours on this day.
DISCUSSION OF RESULTS
FLOW DYNAMICS
The results of the flow model may be summarized as follows. A linear, implicit finite-difference flow model was used to simulate the depth, velocity, and discharge at 48 points in a 27.9-km reach of the Chattahoochee River under highly unsteady flow conditions. The reach is fairly uniform in cross section but varies considerably in local slope ( fig. 8) in the modeled stage for the March calibration run was less than 0.16 m, while for flows of less than 100 m3/s the error remained less than 0.1 m. The comparison of the modeled and observed dis charge values (figs. 10-13), while not as good as the stage comparison, was considered good. Two types of differences between the observed and modeled dis charges were apparent. These were differences in phas ing and in peak discharge values. Differences in the peak discharge for the small pulse of March 22 were less than 5 percent, an excellent agreement, but differences as large as 20 percent occurred for the peak discharge of the large pulse of March 23. The percentage error generally seemed to increase in the downstream direc tion. Although the accuracy of the observed peak discharges, obtained under such highly unsteady condi tions, may not be very good, they are consistently higher than the peak discharge computed by the model. Thus, it is apparent that the model underestimated the peak discharge.
The second type of difference appears in the timing, or phasing, of the discharge curves. The phasing difference appears to increase systematically in the downstream direction, and the worst case appears to occur at the Highway 141 Bridge ( fig. 13 ). Here the modeled and observed discharges agree very well on the rising limb of the hydrograph. The discharge computed by use of the rating table appears to be inadequate on the rising limb of the hydrograph. During a rising stage the hydraulic gradient in a river will be larger than under the steady state conditions upon which a rating curve is based, thus, the velocity and discharge will be larger than the rating table value. On the recession the reverse effect should occur although perhaps to a lesser extent. The observed and rating table values agree very closely on the recessions of figure 13, but the modeled values are much lower. The general phenomenon discussed here is commonly known as a looped rating curve. The reasons this was not significant at the upstream end of the study reach have been discussed earlier under boundary condi tions. The discharge results for the March run are plot ted in figures 36 thorugh 39 for the bridges at Highways 20, Littles Ferry, 120, and 141, respectively, in a form which demonstrates the looped ratings. Except at High way 120, the model consistently predicts a more pro nounced loop than was observed. Both the model and the observations indicate that the stage-discharge loop is affected by the magnitude of the pulse. The results shown in figures 36 through 39 probably present the model results in the worst possible light because for the modeled and observed curves to match, the model must simultaneously reproduce the correct stage, discharge, and rate of change of discharge with stage. The results at Littles Ferry and Highway 120 Bridges are con sidered very good. The model does appear to have some systematic bias at Highway 141 which may be caused by some bias in the assumed channel characteristics downstream of the bridge, that is, the self-setting downstream boundary condition. The channel charac teristics in the vicinity of the Highway 20 Bridge were believed to be less accurate than the values for other parts of the reach. The major contribution of this study was to apply ex isting solution techniques, with certain minor im provements, to a very comprehensive data set in order to verify the existing technology of flow modeling.
There are two questions that should be asked at this point. What can be done to improve the mathematical model, and what additions to the data base or calibration procedures could be incorporated to improve the results?
The first question is difficult to answer. In general, the linear-implicit technique is an entirely satisfactory method for routing flow. It is not perfect, however, and an uninitiated user will have problems. These problems will probably be related to boundary or initial conditions at first and later to schematization problems.
Contrary to the literature, the linear-implicit scheme is not unconditionally stable. Very good initial condi tions are required, at least for models configured with nonuniform grid spacing and nonprismatic cross sec tions. For the Chattahoochee, a compatible backwater program which computed the initial velocities and depths was required. The use of the term compatible is intentional. The friction slope terms in the backwater program must be averaged in the same manner as in the dynamic model. To reduce programming difficulties in the dynamic model, a linear average was used in both the dynamic and backwater programs. Instabilities can also result from boundary conditions. An unrealistic rating curve or a self-setting boundary condition based on discharge only can produce oscilla tions or waves at the upstream end. Each stream will have its own peculiarities, and experience is the only way to discover them.
Schematization problems not related to boundary con ditions usually take the form of an anomalous grid point depth. For instance, the flow may proceed smoothly down a uniform slope through uniform sections and sud denly double in depth or produce some peculiar watersurface irregularity. The problem is not an instability, it just doesn't appear realistic. In the Chattahoochee model, two such places were encountered. The first oc curred at river-kilometer 551.26 ( fig. 8) , and the other was at river-kilometer 541.24. These problems can usually be alleviated by adding an interpolated section to shorten the distance step. Apparently the friction and bed slopes are too different, and extrapolating these slopes between grids gives unrealistic conditions.
A compatible backwater program is very valuable for spotting and correcting problem areas. Experience with the Chattahoochee model indicates that any change in stage at a given steady discharge, accomplished by changing the roughness coefficients or other parame ters in the backwater program, will produce an equal change in stage under unsteady discharge in the flow model. The backwater calculations can be performed quickly on a desk-top calculator, so many trials can be evaluated quickly. Efforts which have gone into improv ing backwater programs, such as expansion loss coeffi cients, should now be incorporated into unsteady flow models.
Another area deserving further study is the method used to represent the cross-sectional shape. Aesthetic appeal is certainly important in some instances. The question can be raised as to whether equation 43 is an adequate representation of the cross-sectional shape, or should the actual measured shape be used for each sec tion. Little research has been done on the question, and this study did not address the problem. It is the writers' opinion that computed results are not very sensitive to the actual cross-sectional shape as long as the correct areas are given as a function of stage. In summary, three areas should be investigated in order to improve the mathematical model. First, more needs to be known about the best way to handle bound ary and initial conditions. Second, much of the existing knowledge used in sophisticated backwater programs should be incorporated into dynamic models. Finally, the question of how to best represent the cross-sectional shape should be studied.
The collection of necessary and sufficient field data as well as the intelligent use of these data appears to be more critical in the development of an accurate flow model than the selection of the particular solution technique. It was found that adequate cross-sectional information could be obtained quickly at high flow by use of a sonic depth-sounder and a boat. Top widths at the time of the traverse were obtained by stadia. Ver tical control, between the bridges, while desirable, was not critical provided a depth profile at one steady flow conditions was available. The depth profile obtained at steady low flow was perhaps the most useful set of data available in calibrating the flow model. Furthermore these data were fairly easy to obtain. It would have been helpful to check the top widths when this profile was taken, however, so that cross-sectional areas could have been checked more closely.
Optimization is currently popular in the model field. Optimization in this case was obtained on a trial and error basis wherein the modeler selected each new trial on the basis of the results of his previous trials and engineering judgment. It would appear that a formal ized optimization procedure which incorporates all factors that were considered in calibrating the Chat tahoochee flow model would be extremely difficult to design. Furthermore, if all these factors are not con sidered, there exists a very real possibility that the resulting model would be far from realistic.
TRANSPORT
Many dye studies have been conducted in rivers of the United States. Virtually all of these, however, were per formed as nearly as possible under conditions of steady flow and using an instantaneous slug injection. From these studies the steady flow traveltime and dispersion coefficients are inferred. Using the continuous injection procedure, the traveltime and dispersion characteristics can also be inferred from the timing and shape of the first rise in concentration under steady flow conditions. In addition, the response of the system to unsteady flow can also be determined. The continuous injection focuses the concentration changes in the regions of most inter est, that is, in the regions where the flow is unsteady. The results in figures 18 and 19 or 20 and 21 indicate that the transport response of the system is being reproduced very well by either of the transport models.
Any differences in the modeled results in figures 18 and 20 or figures 19 and 21 are due to differences in the solution routines for the conservative and nonconservative forms of the transport equation. Although several significant differences existed in the solution schemes, there appears to be little difference in the results. As with the flow model, it appears that the key to successful modeling results is good data and calibration techniques and not the use of highly sophisticated solution schemes.
The anomalous rise in concentration on the leading edge of the power wave, shown in figures 18 and 20, is probably the most interesting result to be obtained from the dye study. The plateau concentration of 11 //g/L at Littles Ferry, which occurred between about 0600 and 1000 hours on March 22, is the value which would be computed by dividing the flow rate of dye by the river discharge at Littles Ferry. The observed peak concen tration which occurred about 1100 hours, on the other hand, is larger than the value which would be predicted by dividing the dye flow rate by the low flow discharge from Buford Dam. The cause of this anomaly served as the subject of many discussions, and full agreement has not been reached. A plausible cause, however, appears to be the interaction of tributary inflow with the river stage. Stage variations in the Chattahoochee River are large and rapid, while considerable storage volume ex ists in the tributary channels ( fig. 4) . In fact, backflow up the tributaries was observed in the field during times of rapidly increasing stage. The reduced dilution which occurs as the water wave passes a tributary and reduces or stops the tributary inflow would certainly appear to be at least a partial explanation of the anomaly. Assum ing complete mixing in the cross section, however, this phenomenon should not raise the peak above 12.7 jug/L. Some of the anomaly may be due to inhibited transverse mixing which perhaps occurs on the leading edge of the power wave. It can be noted that no negative anomaly occurs when the effect of the flow reduction passes Littles Ferry bridge at about 0800 and 2200 hours on March 23. However, the effect of the tributaries at high flow would be expected to be much less. Furthermore, the water stored in the tributaries before the flow reduction probably contains about as much dye as the river water.
The flow and transport models were run for one hypothetical case in which the tributary inflow was set equal to zero, but the discharge at Buford Dam was the same as used in figures 18 through 21. An interesting, perhaps disturbing, result was that the anomaly, although reduced in size, remained.
TEMPERATURE
Both the October and the March runs are considered to be verifications of the temperature model because no calibration was involved. All physical parameters and coefficients were determined by deduction on the basis of other studies. In order to assess the sensitivity of the results to these determinations, however, the parame ters were arbitrarily changed one at a time and the ef fect on the predicted temperatures determined. In the interest of economy and simplicity, the sensitivity analyses were restricted to the March data. The sen sitivity to bed conduction, bank shading, and the two coefficients in the wind function was checked. In addi tion, the sensitivity of the computed temperatures to the measured values of top width and atmospheric radiation was determined. These two quantities were considered to be of somewhat questionable accuracy.
Rerunning the model assuming no heat transfer at the bed (no bed conduction) decreased the mean error in the computed temperature by 0.006°C, yet increased the RMS error by 7 percent. Visual changes in the predicted temperatures were subtle, but generally bed conduction acts as a slight damper to the computed temperatures. The October data were also rerun with no bed con duction and again the RMS error increased even though the mean error decreased. Clearly, inclusion of the bed conduction term improved the model results.
The effect of shading by the banks and trees was thought to be a weakness in the temperature model. Estimates of the effective barrier heights were rather crude, so two cases were rerun. The first case elimi nated shading entirely, and the second case reduced the effective barrier height by 20 percent. Completely eliminating the shading caused more damping of tem perature swings at times and less at other times. It increased the mean error by 0.269°C and the RMS error by 86 percent. In general the changes were hard to characterize except that the computed temperatures with shading looked more like the measured values than did the temperatures computed without shading. As suming that there was a tendency to overestimate the tree height in the field, the effective barrier heights were reduced 20 percent. This change increased the mean error by 0.073°C and the RMS error by 11 per cent. The visual effect of this change was small.
Wind function (eq. 20) was developed from a thermal balance of the San Diego aqueduct which is in the arid region of southern California. Because of the sheltering due to trees and the humid climate in northern Georgia, the applicability of this wind function to the Chattahoochee River could be questioned. The constant term, 3.01, and the mass transfer coefficient, 1.13, were varied in dependently. Reducing the mass transfer coefficient by 25 percent increased the mean error by 0.053°C and the RMS error by 4 percent. Reducing the constant term by 50 percent increased the mean error by 0.118°C and the RMS error by 29 percent. Neither of these changes af fected the visual fit significantly.
The cross-sectional area and flow velocity were believed to be fairly accurate because of the accuracy in timing of the transport model. The top width measure ments, however, were subject to some doubt because of the dense brush and fallen trees along the banks (see fig.  2 ). Without changing the flow fields in terms of velocity and area, the top widths were increased by 10 percent and the model rerun. This change, which of course decreased the hydraulic depth by 10 percent, increased the mean error in the computed temperature by 0.055°C and the RMS error by 8 percent.
Reducing the atmospheric radiation by 10 percent lowered the mean temperature at the Highway 141 Bridge by 0.24°C and increased the RMS error by 42 percent.
In summary, adjusting each coefficient or question able measurement by an amount judged to be roughly equal to its maximum probable error always resulted in a poorer fit (in terms of the RMS) of the measured temperatures. Nevertheless, the fit could probably have been improved by adjusting more than one of the param eters simultaneously. For example, the mean error could have been forced to zero in any of several ways, by reducing the atmospheric radiation by 3 percent, by decreasing the top width by 13 percent, by increasing the effective barrier height by 20 percent, or by some combination of these. Some combination of adjustments could undoubtedly have been found which would have reduced the RMS error significantly. Furthermore, none of the adjustments would be large in comparison with the confidence limits of the original estimate or measurement. For example, a 3-percent error in the at-mospheric radiation term seems to be reasonable when it is remembered that the measured atmospheric term represents the average output of two pyrgeometers which differed by 19 percent in March and were located about 30 km from the study reach. No juggling of the terms to improve the fit was attempted, however.
Within the limitations discussed above, the tempera ture model provides a powerful tool for determining the effect of hydropulsations on the temperature regime of the Chattahoochee. The effect on the temperature at the upstream end of the reach will be discussed first, and then the cause of some specific anomalies at the down stream end of the reach will be investigated. These investigations will also provide some insight into the effects of hydropulsations on other river-quality parameters.
Because of the simpler flow release pattern in March, these data will be discussed first. The data presented in figure 31 indicate that the Buford outlet temperature, during times of low flow, was constant at about 7°C. The small temperature rise, of about 0.25°C, occurring between 0300 and 0800 hours on March 21 is probably due to heating from inflow of the rainfall which occurred during the night. The solar heating, which occurred be tween 0900 and 1800 hours is obvious. It is perhaps sur prising that for low flow near noon almost a 1°C temperature rise occurred over the short distance (0.48 km) between the dam and the recorder.
At 0700 hours on March 22 (point A in fig. 31 ), the tur bines were started to provide the first flow pulse of 110 m3/s. The river temperature increased by 0.6°C almost immediately. At 2200 hours on March 22 the flow was quickly reduced to 15.4 m3/s (point B in fig. 31 ) and held constant until the start of the second pulse of 220 m3/s which occurred at 0700 hours on March 23 (point C). At 1200 hours on March 23, point D, the flow was quickly returned to 15.4 m3/s and remained constant at this value for the remainder of the study. The small amount of heating after 1200 hours on March 23 is probably due to solar radiation. A gradual decay in temperature oc curs at the completion of each flow pulse. Considerable water is ponded between the dam and the temperature gage, and this gradual decay is probably the result of the rather slow flushing of this ponded water at low flow.
At high flow the traveltime and surface exchange be tween the dam and the temperature gage is negligible so the immediate temperature rises of 0.6°C and 1.8°C, respectively, for the small and large pulses indicate that the turbines withdraw mostly hypolimnion water at low flow but at least a mixture of hypolimnion and epilimnion water at high flow. The higher the flow the greater proportion of epilimnion water withdrawn. If any waterquality parameter has different values in the hypolim nion and epilimnion waters of the lake, the temporal variation of the parameter in the river can be easily predicted from the data in figure 31. At steady low flow, the river parameter will be close to the hypolimnion value, but with the starting of the turbines, the value will immediately shift toward the epilimnion value. The magnitude of the shift will be a function of the discharge. After the turbines are shut down, the river value will gradually shift back to the hypolimnion value.
During the October verification period, the upstream temperature distribution as well as the inflow hydrograph is much more complex. In addition, the first temperature measurements were at the Highway 20 Bridge, 4.2 km downstream of the dam. However, the steep gradient in this short reach ( fig. 8 ) precludes much surface exchange, except at steady low flow. Consider October 22 which was a rather typical day. More specifically consider a water particle, which is labeled A in figure 27 and which passed the Highway 20 Bridge at 1000 hours. Since the traveltime for this water (from the upstream end of the model to Highway 20) was 2.75 hours, it had been released from the dam just before 0715 hours, and steady low flow had occurred during its entire passage ( fig. 15) . The model indicates that this particle cooled by only about 0.25°C during the passage, so the water released from the dam must have had a temperature of about 9.8°C during steady low flow.
The particle labeled B in figures 15 and 27 was released from the dam a little before 1240 hours and ar rived at Highway 20 at 1520 hours, just after the tur bines were started ( fig. 15) . The entry temperature of this particle would have been 9.8°C, therefore, and the 2.8°C temperature rise between points A and B in figure 27 resulted from surface exchange.
Between 1445 and 1500 hours on October 22, the power release at Buford began. Just before this power release started, the particle represented by point C in figures 15 and 27 entered the system with a tem perature of about 9.8°C. It did not experience as much surface exchange as particle B, however, because the power pulse, which followed, flushed it through the system more rapidly then the particles which preceded or followed it. Its traveltime from the upstream end of the model was only 0.74 hours as compared to 2.75 hours for particles A and B or 1.01 hours for particle D. The reduction in temperature between points B and C, therefore, is the result of the flushing action of the power pulse.
The water particle presented by point D in Figures 15 and 27 entered the system a little before 1700 hours which is about the time of the peak discharge in figure  15 . Assuming that surface exchange was negligible for this particle because of the large depth, short traveltime, and the low solar radiation after 1700 hours, its entry temperature would have been 12.8°C. As in March the turbines appear to be withdrawing much more epilimnion water during high flow. A sudden temperatue increase of 3°C (from 9.8 to 12.8°C) probably occurred at the upstream boundary when the turbines were started. Likewise, a sudden shift in values of other water-quality properties, which differ between the warm surface water and the cooler deep waters, prob ably occurs each time the turbines are started. Gerald Wiley, U.S. Army Corps of Engineers (oral commun., 1977) , has observed sudden shifts in the dissolved oxy gen content of the discharge waters upon starting or stopping of the turbines at Buford.
Finally, the particle of water labeled E left the dam a little before 2000 hours, which corresponds to the sec ond peak in discharge in figure 15 . This water traversed the 3.7-km reach in 1.07 hours. The minimum tempera ture between points D and E in figure 27 undoubtedly is the result of a reduced release temperature during the reduced flow occurring at 1900 hours. The gradual flush ing of the system after the flow shutdown is apparent in the gradual decay in temperature after point E just as in the March run.
In light of the above discussion, it is interesting to compare the observed temperatures at Highway 20 on October 24 to those of October 22. Meteorologic condi tions were very similar on these two days so any tem perature differences are primarily dependent on dif ferences in flow scheduling. On Friday, October 24, the first power pulse began 3 hours earlier than on the 22d, figure 15. Moving the pulse ahead to 1200 hours in creased the flow in the river before the solar heating had time to influence the river temperature. This eliminated the local minimum in temperature which occurred about 1600 hours (point C) on the other days.
In summary, hydropulsation had a significant effect on the water temperature below Buford Dam during both the March and October verification periods. At low flow the water temperature remained constant and low, but during the power releases, it almost immediately rose by between 0.6°C and 1.8°C in March and by as much as 3°C in October. Furthermore, the flushing ac tion, illustrated by the temperature changes between points B and D in figure 27, helps accentuate these temperature changes and carry them downstream.
At the lower end of the reach, thp effects of hydropulsation are still present although somewhat damped. As before, consider the March data first. Before 0700 hours on March 22 (point AT in fig. 35 ) a steady low flow of 15.4 m3/s existed throughout the reach. The diurnal swing occurring before this time should, therefore, be fairly typical of steady low flow conditions. A light rain occurred during the early morning hours of March 21, and although its exact influence is not known, it is believed to have increased the river temperature by as much as 1.2°C at 0900 hours on March 21 and to have in creased the peak temperature that day by as much as 0.6°C. The influence of this warming is not completely dissipated until 0700 hours on March 22. Nevertheless, water particles released from the dam just after mid night on March 21 with a temperature of 7.0°C gained 5.8°C during their 23.25-hour traveltime and arrived at Highway 141 at 2315 hours with a temperature of 12.8°C.
The thermal effect of the first power wave is first observed at Highway 141 about 1200 hours on March 22, just 5 hours after the turbines were started. The traveltime of the particles passing the 141 Bridge at 1200 hours on March 22 (labeled BT in figs. 9, 31, and 35) was reduced to 23.16 hours meaning that the flushing had just begun.
For reference, the times at which particles left Buford Dam and arrived at Highway 141 are also indicated in figure 9 and figure 31.
Stream temperatures decreased rapidly after 1200 hours on March 22 due to the flushing action and reached minimum values at 1630 hours (labeled CT in figs. 9, 31, and 35) on March 22. This water entered the reach only 11.5 hours earlier, at 0500 hours on March 22, 2 hours before the turbines were started (figs. 9 and 31). Even though this water was in the river during the entire heating part of the day (0500-1630 hours), the short traveltime and relatively large depth (1.7 m) dur ing transit prevented much warming from surface ex change. The water-temperature increase during transit was 1.6°C, and surface exchange accounted for only 1.0°C of this change. The 0.6°C occurred due to mixing with the warm water which was both upstream and downstream of the slug. Flushing action decreased the water temperature at Highway 141 by 1.9°C in 4.5 hours.
The water particles that traversed the reach most rapidly (9.75 hours) passed the Highway 141 Bridge at 1730 hours (DT in figs. 9, 31, and 35) on March 22. This water entered the system at 0745 hours, 45 minutes after the turbines were started, with a temperature of 7.4°C. The warming from CT to DT in figure 35 is the result of the arrival of the warm epilimnion water withdrawn by the turbines at high flow. The epilimnion water warmed only 1.2°C during transit, because of the shorter traveltime and higher initial temperature, com pared to a warming of 1.6°C for the hypolimnion water represented by CT.
Some warming occurred even at night, indicating the natural river temperature is higher than the release temperature, even at high flow. Consider the water passing Highway 141 at 0600 hours on March 23 (labeled ET in figs. 9, 31, and 35) . This water entered the system at 1845 hours on March 22 with a temperature of 7.3°C ( fig. 31 ). Even though it traversed the system during the cool part of the night, it warmed by 0.3°C during the transit.
The warming of the river between points ET and FT in figure 35 at Highway 141 is caused by natural heating due to surface exchange and longer transit times due to low flow. The water particles reprsented by point FT had the longest traveltime of any water to traverse the system between the two flow pulses (15.75 hours). This water entered the system, during the high flow, on March 22 at 2130 hours (figs. 9 and 31) with nearly the same temperature as the water represented by ET, but it absorbed the morning solar radiation.
The drop in temperature from point FT to GT in figure  35 is partly due to flushing action, but it is mainly due to the reduction in the upstream temperature which oc curred during the low flow between power pulses. The flushing action on March 23 had little effect on the tem perature because the river was already cold, whereas, it had been warm on March 22 when the flushing action began. The traveltime of the water labeled GT was 14.0 hours, indicating it entered the system at midnight with a temperature of 7.0°C, figure 31 .
The water particles with shortest traveltime on March 23 (labeled HT) rode the rising stage like the particles labeled DT on March 22. This water entered the system at 0730 hours with a temperature of 8.0°C.
Finally, the water leaving the system at 1800 hours on March 23 (IT) traversed the reach at approximately a high steady flow of 225 m3/s. This water had a traveltime of 8.9 hours, a depth of 2.75 m, and temperature rise of 1.2°C. Most of the temperature rise was due to absorbed solar radiation.
The effects of hydropulsation during the October verification can be illustrated in the same manner. Con sider the temperature variations observed to occur at Highway 141 between 1900 hours on October 23 and 2400 hours on October 24. The flow release schedule and meteorologic conditions were similar during most other days. As before, the times for which the temperatures are discussed are labeled in figures 15, 27, and 30. Con sider first the water particles that passed the Highway 141 Bridge at 1900 hours on October 23. This water, labeled AT, passed the Highway 20 Bridge at midnight with a relatively high temperature of 11.6°C. It traversed the reach during relatively low and receding flow, figure 15 , and was in the river during all of the daylight hours. The water temperature increased by about 1.8°C during its transit. Radiant exchange should have increased its temperature by 1.72°C, so evaporative cooling and other exchange processes near ly balanced one another.
Next consider the minimum water temperature on Oc tober 23, which occurs at Highway 141 at about mid night, point BT. This water that left the dam just before the turbines were started was from the hypolimnion and had a low temperature of about 9.8°C. Furthermore, it was flushed through the system very quickly, and it entered the stream about sunset so surface exchange was also minimal. The model indicates that surface ex change accounted for only 0.1 °C of the 1°C temperature rise actually measured. The remaining 0.9°C temperature rise was the result of dispersive mixing with the warm water ahead and behind it in the river. In summary, three factors combined to give the local temperature minimum at point BT in figure 30 . These were flushing, low initial temperature, and small surface exchange because of the nighttime passage. The water passing Highway 141 at 0200 hours on Oc tober 24 is labeled CT in the figures. The traveltime of this water was only a little longer than that represented by BT (8.9 versus 8.0 hours), but it entered the system after the turbines were started ( fig. 15 ) and, therefore, at a higher temperature ( fig. 27 ). The increase in tem perature from BT to CT in figure 30 represents the arrival of the warmer epilimnion water being withdrawn at high flow. The net surface exchange for this water was less than 0.1 °C, and in fact the total temperature change of the water as it traversed the reach was less thanO.PC.
The minimum water temperature at Highway 141 on October 24 occurred at 0715 hours and is labeled DT in figures 15, 27, and 30. This water entered the reach at 2000 hours on March 23 between the high flow pulses ( fig. 15 ) with a low temperature of 11.4°C ( fig. 27 ). Because of nighttime passage and relatively rapid tran sit speed, little surface exchange occurred. Most of the 0.5°C temperature rise of the water was the result of dispersive mixing with the warm water ahead of and im mediately behind it in the river.
Meteorologic conditions on October 24 were similar to those of the other days, however, the flow release was started about 3 hours earlier. This change in the flow schedule had a significant effect on the temperature of the river. Consider the maximum temperature at High way 141 on October 24, point ET. The water represent ed by this point was released from Buford Dam about 2100 hours on October 23 ( fig. 15) passing Highway 20 about midnight ( fig. 27 ). This water started out warm ( fig. 27 ), slowly traversed the reach under low-flow con ditions (fig 15) , and was in the river during the entire warm part of the day. As a result it absorbed enough radiation to warm it by 2.10°C while evaporative cooling lowered its temperature by 0.3°C. It is interesting that the temperature minimum which occurs at Highway 20 between points AT and BT as well as the temperature maximum which occurs between DT and ET have been completely dissipated by the time the water reaches the Highway 141 Bridge.
By tracing the route of a few individual water parti cles through the river reach, the effects of hydropulsation on the thermal regime of the river have been illustrated. These effects are complicated, however, in that they depend on several factors such as the timing of the release in relation to the time of day and of earlier releases. Rapid temperatures rises of as much as 3°C are common at the upper end of the reach. At the lower end of the reach, these effects are still significant although they are somewhat damped. Rapid tempera ture decreases caused by flushing are more likely at the lower end of the reach. By studying the travel times and flow release schedules, it is possible to predict the origin of the river water (epilimnetic or hypolimnetic) for any particular time. This could be important if water-quality parameters vary significantly between hypolimnetic and epilimnetic waters.
One way to view the effect of the reservoir on the river temperature is to consider an excess temperature, either positive or negative, as the difference between the observed water temperature and the temperature which would have occurred had the reservoir not been present. The question can then be asked: How fast does this excess temperature decay in the downstream direc tion?
To illustrate the rate of decay of a temperature per turbation downstream of the reservoir, the thermal model was rerun with all conditions identical to those in figures 30 and 35 except that the upstream temperature was increased by 1°C. The difference between the two predicted temperatures is then a direct measure of the percentage of the excess temperature (or effect of the reservoir) which has been dissipated within the reach. Figure 40 is a plot of the excess temperature remaining at Highway 141 for the March run. To facilitate analysis the letters AT through IT shown in the previous figures are also included. Under steady low flow conditions, before point BT, at least 65 percent of any thermal ef fect caused by Buford Dam should be dissipated by the time the water reaches the Highway 141 Bridge. At a steady flow of about 100 m3/s, points DT to ET, only a little more than 10 percent of the perturbation is dissipated, and at a steady flow of about 200 m3/s, points HT to IT, less than 10 percent of any excess heat would be dissipated by the time the water reaches Highway 141. The percentage of the excess heat to be dissipated within the reach is very dependent on the travel time.
The excess temperatures at the Highway 141 Bridge during the October run are illustrated in figure 41 and again specific points are labeled. In general it appears that a smaller percentage of the excess heat is dissipated during the October run. At high flow, points BT to CT, only about 5 percent is dissipated, and at low flow, AT, only slightly over 30 percent is dissipated. There are a number of reasons for the apparent decrease in the rate of return to natural temperature for the October run. First, the traveltime at low flow in October, point AT, is only 19 hours compared to 23.2 hours in March. The frequent power releases in October never allowed the river to reach steady low flow. The release schedule was also different between the two runs. In October the low flow water, AT, spent most of its time in the river at night when meteorologic conditions are not optimal for rapid decay. At high flow the March and October results are in bet ter agreement. The minimum traveltimes in October and March were 8.8 and 7.7 hours, respectively. In March the fast moving water, DT, ET, traversed the reach during the daylight hours, while in October the fast moving water, points BT, CT, traversed the reach at night.
It thus appears that the results of the two runs are fairly consistent. At high flow as little as 5 to 10 percent of the excess temperature is dissipated before reaching Highway 141. Unless low flow is maintained for more than 18 hours, seldom would more than 40 percent of the excess temperature be dissipated before reaching Highway 141.
SUMMARY AND CONCLUSIONS
A coupled flow-temperature model has been developed and verified with data collected on a 27.9-km reach of the Chattahoochee River between Buford and Norcross, Ga. A major contribution of this study has been to apply existing solution techniques, with minor improvements, to a very comprehensive data set in order to verify the existing technology of modeling flow and transport under highly unsteady flow conditions. The modeling analysis has identified transport phenomena unique to unsteady flow.
A linear, implicit finite-difference flow model was coupled with implicit finite-difference transport and temperature models. Both the conservative and nonconservative forms of the transport equation were solved, and the differences in the predicted concentra tions of dye were found to be insignificant. The temperature model, therefore, was based on the simpler nonconservative form of the transport equation.
Two extensive data sets were available for calibration and verification of the models under conditions of ex tremely unsteady flow. Continuous flow, temperature, and meteorologic data were available for the periods of October 20-26, 1975, and March 21-24, 1976 . In addi tion, rhodamine-WT dye was injected to the flow at the upstream end of the reach at a constant rate during the March run, and frequent samples were obtained near the center and at the downstream end of the reach. The dye concentrations were used to verify the transport models.
The flow model was calibrated using the depth profile obtained at steady low flow and dynamic stage data col lected in March 1976. A comparison of the modeled and observed stages at four points in the reach indicated that timing errors were generally less than 15 minutes, and errors in absolute stage were generally less than 0.15 m. Agreement of the modeled and observed dis charges for flows less than 100 m3/s was excellent, the difference being less than 5 percent. At higher flows the model generally predicted a peak discharge which was about 20 percent less than the observed value.
The flow model was verified by use of the data col lected during October 1975. The modeled values of the stage were generally within 0.15 m of the observed values and timing errors were generally less than 30 minutes. The verification results were considered to be very good.
Numerical solution of either the conservative or nonconservative form of the transport equation did an ex cellent job of simulating the observed concentrations of dye in the river under highly unsteady flow conditions. Timing errors generally appeared to be less than 15 minutes. The agreement between the observed and modeled dye concentrations was considered to be an ex cellent verification of the transport models.
Both the October and March runs were considered as verifications of the temperature model because no calibration was involved. Results were considered to be very good. Temperature change as large as 5.8°C oc curred as the water traversed the reach. The model was able to predict the downstream temperature with a RMS error of 0.32°C in October and 0.20°C in March.
Hydropulsation has a significant effect on the water temperature below Buford Dam. At low flow the release temperature is low and constant. At the beginning of a power release, the water temperature increases by as much as 3°C almost instantaneously because the tur bines withdraw warm epilimnetic water at high flow. Any water-quality property which differs markedly be tween the epilimnetic and metilimnetic waters of the reservoir is likely to experience similar sudden changes in the river. The flushing action of the power release often causes a rapid temperature reduction to occur prior to the arrival of the warm epilimnetic water. The effects of hydropulsation are somewhat damped at the lower end of the reach. The thermal effects of hydropul sation are complicated because they are dependent on the timing of the releases with respect to both the time of day and past releases.
At least during the March run, the temperature of the water released from the dam was lower than the natural river temperature, even at high flow. Unless the river is held at steady low flow for longer than 18 hours, at least 60 percent of the thermal effect caused by Buford Dam will remain at the Georgia Highway 141 Bridge.
By use of both the Lagrangian and Eulerian forms of the transport equation, it was usually possible to predict the origin of the water in the river, whether from the epilimnion or hypolimnion. This ability could be very helpful in predicting water quality, if the parameter of interest differs significantly between the epilimnetic and hypolimnetic waters of the reservoir.
