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NONLINEAR TRAVELLING WAVES ON NON-EUCLIDEAN
SPACES
MAYUKH MUKHERJEE
Abstract. We study travelling wave solutions, that is, solutions of
the form v(t, x) = eiλtu(g(t)x), to nonlinear Schro¨dinger and Klein-
Gordon equations on Riemannian manifolds, both compact and non-
compact ones, with emphasis on the NLKG. Here g(t) represents a one-
parameter family of isometries generated by a Killing field X and a
case of particular interest is when X has length ≤ 1, which leads in
certain settings to hypoelliptic operators with loss of at least one de-
rivative. In the compact case, we establish existence of travelling wave
solutions via “energy” minimization methods and prove that at least
compact isotropic manifolds have genuinely travelling waves. We es-
tablish certain sharp regularity estimates on low dimensional spheres
that improve results in [T1] and carry out the subelliptic analysis for
NLKG on spheres of higher dimensions utilizing their homogeneous coset
space properties. Such subelliptic phenomenon have no parallel in the
setting of flat spaces. We will also study related phenomenon on com-
plete noncompact manifolds with certain symmetry assumptions using
concentration-compactness type arguments.
1. Introduction, Setting and Notations
Let us consider a complete Riemannian manifold M . Let X be a Killing
field on the manifold, which flows by a one-parameter family of isometries
g(t) of M . The following is the nonlinear Schro¨dinger (NLS) equation:
i∂tv +∆v = −K|v|p−1v,(1.1)
and the following is the nonlinear Klein-Gordon (NLKG) equation:
∂2t v −∆v +m2v = K|v|p−1v,(1.2)
where in each case, K > 0 is a constant and m ∈ R.
In this paper, we will investigate travelling wave solutions to both the NLS
and the NLKG. In the past, there has been a lot of investigation on travel-
ling wave solutions to nonlinear Schro¨dinger, Klein-Gordon and sine-Gordon
equations. However, most of the literature focuses on travelling waves in an
Euclidean setting: (x, t) ∈ R× [0,∞) and their associated stability analysis.
For example, see [JMMP], [MJS]. In the setting M = Rn and g(t)x = x+ tv
for x, v ∈ Rn, such travelling waves have been studied in [S] and [BL].
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As far as non-Euclidean settings are concerned, we must also mention recent
interest in standing wave solutions (solutions of the form v(t, x) = eiλtu(x))
to (1.1) and (1.2) in non-Euclidean settings. For example, see [MS], [CM],
and [CMMT]. To the best of our knowledge, the study of travelling waves
on Riemannian manifolds was initiated in [T1]. Our aim in this paper is
to extend and build on the investigation started in [T1], using variants and
modifications of techniques introduced in the aforementioned references, par-
ticularly [MT] and [CMMT]. We should also mention that the study in [T1]
focuses solely on compact manifolds. In this paper, we extend the investiga-
tion to select non-compact manifolds with certain symmetry assumptions.
1.1. Setting up the auxiliary equations and standing assumptions.
First, to fix notations, we define
Fλ,X(u) = (−∆u− iXu+ λu, u),(1.3)
Fm,λ,X(u) = (−∆u+X2u+ 2iλXu + (m2 − λ2)u, u),(1.4)
EX(u) =
1
2
(−∆u− iXu, u) − 1
p+ 1
∫
M
|u|p+1dM,(1.5)
and
Eλ,X(u) = 1
2
(−∆u+X2u+ 2iλXu, u) − 1
p+ 1
∫
M
|u|p+1dM.(1.6)
In all of the above, and henceforth, (u, v) denotes the L2 inner product
(u, v) =
∫
M uvdM .
In general, if F is an isometry of M and we define F ∗u(x) = u(F (x)), then
it is known that the Laplacian −∆ commutes with F ∗. Since g(t)x flows by
isometries, the Laplacian −∆ commutes with g(t)∗ for all t, that is,
∆(u(g(t)x)) = (∆u)(g(t)x).
Using this, if we differentiate v(t, x) = eiλtu(g(t)x) with respect to t, we get
i∂tv = e
iλt(−λu(g(t)x) + iXu(g(t)x)),
where, as mentioned before, X is the Killing field flowing by g(t). Thus,
(1.1) holds if and only if
−∆u+ λu− iXu = K|u|p−1u.(1.7)
Differentiating v(t, x) = eiλtu(g(t)x) twice with respect to t, we get
∂2t v = e
iλt(−λ2u(g(t)x) + 2iλXu(g(t)x) +X2u(g(t)x)).
Thus, (1.2) holds if and only if
−∆u+X2u+ 2iλXu+ (m2 − λ2)u = K|u|p−1u.(1.8)
As we mentioned before, we assume that the Killing field X is bounded,
that is,
〈X,X〉 ≤ b2 <∞, b ∈ R.(1.9)
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On a complete manifold M , the Laplacian −∆ is essentially self-adjoint
when defined on C∞c (M), and still calling −∆ the self-adjoint extension of
the Laplacian, we can see that iX is a small relatively bounded perturbation
of ∆ on which the Kato-Rellich theorem applies, which in turn means that
−∆− iX is self-adjoint. This implies
Spec(−∆− iX) ⊂ [α,∞), α ∈ R.(1.10)
Now, as regards (1.8), by a similar logic as above, if we assume 〈X,X〉 ≤ b2 <
1, we can see that −∆+X2 is a strongly elliptic nonnegative semidefinite self-
adjoint operator and 2iλX is a relatively bounded perturbation of −∆+X2
with relative bound 0. Let us quickly justify this. We have,
(iαXu, iαXu) = 2α2(iXu, iXu) − α2(iXu, iXu) = 2α2(X.∇u,X.∇u) + α2(X2u, u)
≤ 2α2b2(−∆u, u) + α2(X2u, u) ≤ α2C(−∆u, u) + α2C(X2u, u)
= α2C((−∆+X2)u, u) ≤ α2C‖(−∆+X2)u‖‖u‖
≤ α2CC ′‖(−∆+X2)u‖2 + α2C 1
C ′
‖u‖2.
This means that −∆+X2 + 2iλX is self-adjoint, giving
Spec(−∆+X2 + 2iλX) ⊂ [β(λ),∞), β(λ) ∈ R.(1.11)
As long as we are concentrating on compact manifolds, (1.9) is not a geomet-
ric restriction. We will also find the opportunity to say something about non-
compact manifolds which have such bounded Killing fields later. Note, how-
ever, that all non-compact manifolds do not have to have bounded Killing
fields. For example, rotate the parabola y = x2, z = 0 about the y-axis in
R3. The only Killing fields of the resulting surface of revolution generate
rotations about the y-axis and are not bounded. The hyperbolic space Hn
provides another example of a non-compact manifold which has no bounded
Killing fields.
Remark 1.1. Comparing the auxiliary equations (1.7) and (1.8) we can
now claim and justify a bias in our investigations towards the NLKG, which,
as far as travelling waves are concerned, is harder to study because of the
presence of the second order operator X2 in (1.8). Depending on the length
of X, −∆ + X2 may be elliptic, subelliptic 1 or even hyperbolic. As an
example, consider ∆ = ∂2x1 + ... + ∂
2
xn on the torus T
n and X =
√
2∂x1 .
Then, −∆ + X2 = ∂2x1 − ∂2x2 − ..... − ∂2xn . This demarcates a big point
of deviation from the general methodology of [CMMT] and [MT], wherein
the auxiliary equations derived from (1.1) and (1.2) by assuming standing
wave solutions are always elliptic. It is also worthwhile to mention here that
1A self-adjoint second order differential operator L is called subelliptic of order ε (0 <
ε < 1) at x ∈ M is there is a neighborhood U of x such that
‖u‖2Hε ≤ C(|(Lu, u)|+ ‖u‖
2) ∀ u ∈ C∞0 (U).
See [F] for more details.
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from the point of view of standing wave solutions, the auxiliary equations
for both NLS and NLKG are absolutely similar, so there is no difference in
the respective analyses.
1.2. Outline of the paper. Now we give a broad outline of the rest of this
paper. As advertised before, we will study travelling wave solutions with
bounded Killing fields X. [T1] established the existence of such travelling
wave solutions for (1.1) and (1.2) on compact manifolds, by establishing the
existence of minimizers of Fλ,X(u) and Fm,λ,X(u) respectively in the space
H1(M) keeping the integral
∫
M |u|p+1dM constant. In Section 2, we estab-
lish the existence of constrained energy minimizers, i.e., we minimize the
energies EX(u) and Eλ,X(u) subject to the mass ‖u‖2L2 being constant and
use usual variational arguments to show that these constrained minimizers
actually give travelling wave solutions to (1.1) and (1.2). These are respec-
tively Proposition 2.2 and Lemma 2.1.
As the whole point of this investigation is to get travelling wave solutions,
we must address the concern that the constrained minimizers u might not
always satisfy Xu 6= 0. This is a legitimate concern, as constrained minimiz-
ers can even turn out to be constants. This concern is taken up in Section
3, where it is shown that on fairly general spaces (compact isotropic man-
ifolds) and for at least a non-empty set of parameters λ and m, we have
honest travelling wave solutions to (1.8). To be precise, these are Theorem
3.3 (which generalizes Lemma 2.1 in [T1]) and Theorem 3.4.
So far, we have investigated (1.8) under the assumption 〈X,X〉 < 1. In
Section 4, we first allow the length of the Killing field to equal 1, albeit on a
measure zero subset ofM . Our setting isM = Sn and X = (x1∂2−x2∂1)|Sn
is the restriction of a rotation vector field from Rn+1. Here we extend the
analysis on S2 done in [T1] to Sn along somewhat similar lines of reasoning,
with certain modifications, of course. The existence result for (1.8) on Sn is
recorded in Proposition 4.3. We also improve on an estimate on S2 (see (4.1)
below) given in [T1] and show that our estimate is sharp. These estimates
are recorded in Subsection 4.2 and Lemma 4.6.
In Section 5, we consider a particular situation where the Killing field X has
length 1 everywhere. We investigate the resulting subLaplacian −∆+X2 in
the setting M = S7 with reference to the contact structure available on S7.
The existence result for (1.8) is given by Proposition 5.3. For the optimal
value of q∗ mentioned in Proposition 5.3, refer to Subsection 5.2, particularly
Lemma 5.5. From the method of proof of Lemma 5.5 it can be inferred as
a corollary that the estimate in Proposition 4.2 in [T1] is sharp.
In Section 6, we establish our main theorems for this paper: existence of
constrained Fm,λ,X minimizers for (1.8) and constrained Eλ,X minimizers for
(1.8) in the non-compact setting. These are respectively Theorem 6.4 and
Theorem 6.6. Let us note here that among the two, the latter is somewhat
more analytically involved and requires the application of the concentration-
compactness principle and a stronger symmetry assumption on the manifold
TRAVELLING WAVES FOR NLS AND NLKG ON RIEMANNIAN MANIFOLDS 5
to work.
Finally, in Section 7, we raise the following question: for the class of non-
compact manifolds considered in the statement of Theorem 6.4, does per-
turbing the Killing field slightly perturb the resulting constrained minimizer
only slightly? Under a certain interpretation of this question, our answer is
affirmative, and is recorded in Proposition 7.1.
2. Existence of constrained Energy minimizers on a compact
manifold
In [T1], it was proved that on compact M , with α as in (1.10) and
(2.1) λ > −α,
we have
Fλ,X(u) ∼= ‖u‖2H1 ∀ u ∈ H1(M),(2.2)
whereHs denotes the usual Sobolev spaces (the above fact comes from ellip-
tic regularity once it is known that λ is above the lowest possible eigenvalue
of −∆− iX). It was also proved that with
(2.3) 〈X,X〉 ≤ b2 < 1, Spec(−∆+X2 + 2iλX) ⊂ [β(λ),∞), β(λ) ∈ R
and
(2.4) m2 − λ2 > −β(λ),
we have
Fm,λ,X(u) ∼= ‖u‖2H1 ∀ u ∈ H1(M).(2.5)
In [T1], (2.2) was then used to minimize Fλ,X(u) over H
1(M), subject to
the constraint ∫
M
|u|p+1dM = constant.(2.6)
Similarly, (2.5) was used to minimize Fm,λ,X(u) over H
1(M), subject to the
constraint (2.6), which would then give a solution to (1.8). Here, we find
solutions to (1.7) and (1.8) via constrained energy minimizers, which goes
as follows:
For the NLS, we will try to minimize the energy EX(u) and for the NLKG,
we will try to minimize the energy Eλ,X subject to
(2.7) Q(u) := ‖u‖2L2 = β (constant).
The reason for doing this, as mentioned before, is the following:
Lemma 2.1. (Energy minimizers imply solutions) LetM be a compact
manifold. Then
• If u ∈ H1(M) minimizes EX(u), subject to keeping the mass ‖u‖2L2 =
β (constant), then u solves (1.7) with K > 0 and for some λ ∈ R.
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• If u ∈ H1(M) minimizes Eλ,X(u) subject to keeping the mass ‖u‖2L2 =
β (constant), then u solves (1.8) with K > 0 and for some m ∈ R.
Proof. On calculation, we can see that with u, v ∈ H1(M),
d
dτ
∣∣∣∣
τ=0
EX(u+ τv) = Re(−∆u− iXu− |u|p−1u, v).(2.8)
Also,
d
dτ
∣∣∣∣
τ=0
Q(u+ τv) = 2Re(u, v).(2.9)
So, for the NLS, if u ∈ H1(M) minimizes EX constrained by Q(u) = con-
stant, then,
v ∈ H1(M),Re(u, v) = 0 =⇒ Re(−∆u− iXu− |u|p−1u, v) = 0.
Since Re(., .) is a non-degenerate R-bilinear dual pairing of H1(M) and
H−1(M) (which is the dual of H1(M) with respect to the L2 norm on
H1(M)), we have that there exists a λ ∈ R such that a mass-constrained
EX-minimizer u satisfies
(2.10) −∆u+ λu− iXu = |u|p−1u.
Now, if u solves (2.10), then ua = au solves
(2.11) −∆ua + λua − iXua = |a|1−p|ua|p−1ua,
which finally means that we can solve (1.7) for any K > 0.
Similarly, for the NLKG, we have
(2.12)
d
dτ
∣∣∣∣
τ=0
Eλ,X(u+ τv) = Re(−∆u+ 2iλXu +X2u− |u|p−1u, v),
and
d
dτ
∣∣∣∣
τ=0
Q(u+ τv) = 2Re(u, v).(2.13)
As before, since Re(., .) is a non-degenerate R-bilinear dual pairing ofH1(M)
andH−1(M), we have that there exists a σ ∈ R such that a mass-constrained
Eλ,X-minimizer u satisfies
−∆u+Xu+ 2iλXu + σu = |u|p−1u.(2.14)
Clearly, there exists m ∈ R be such that m2 − λ2 = σ. Finally, using the
scaling ua = au, we see that we can produce a solution to (1.8) for any
constant K > 0 and some m ∈ R. 
So far we have argued that mass constrained energy minimizers, if they
exist, would indeed give solutions to (1.7) and (1.8). Now we have to estab-
lish the existence of such constrained energy minimizers. Let us label our
assumptions
(2.15) 〈X,X〉 ≤ b2, b ∈ R,
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and
(2.16) 〈X,X〉 ≤ b2 < 1, b ∈ R.
Proposition 2.2. (Existence of constrained energy minimizers) On
a compact Riemannian manifold M , if p ∈ (1, 1 + 4/n), then we can find,
assuming (2.15) and (2.16) respectively, minimizers for EX , and Eλ,X for
all λ ∈ R, when the minimization is done in the class of H1(M) functions
having constant L2-norm.
Proof. Let us define
Iβ = inf{EX |u ∈ H1(M), Q(u) = β},(2.17)
I ′β = inf{Eλ,X |u ∈ H1(M), Q(u) = β}.(2.18)
Recall the Gagliardo-Nirenberg inequality:
‖u‖Lp+1 ≤ C‖u‖1−γL2 ‖u‖
γ
H1
,(2.19)
where γ = n2 − np+1 , and hence γ(p + 1) < 2.
Choosing λ satisfying (2.1), we have,
Fλ,X(u) = (−∆u− iXu+ λu, u) = (−∆u− iXu, u) + (λu, u)
= (−∆u− iXu, u) − 2
p+ 1
∫
M
|u|p+1dM + 2
p+ 1
∫
M
|u|p+1dM + (λu, u)
= 2EX(u) +
2
p+ 1
∫
M
|u|p+1dM + λQ(u).
This gives via (2.19),
(2.20) Fλ,X(u) ≤ 2EX(u) + CQ(u)(p+1)
(1−γ)
2 ‖u‖γ(p+1)
H1
+ λQ(u), C > 0.
This derivation implies two things:
Since Q(u) = β is constant, Iβ > −∞, since Fλ,X(u) ≥ 0. Also, since
γ(p + 1) < 2, if uν is a sequence in H
1(M) such that EX(uν) → Iβ, then
(2.20) implies that ‖uν‖H1 remains bounded. This is because, Fλ,X(u) ∼=
‖u‖2H1 .
Similarly, for the NLKG, choosing m such that m2−λ2 > −β(λ), with β(λ)
defined as in (2.3), we have
‖u‖2H1 ∼= Fm,λ,X(u)
= (−∆u+X2u+ 2iλXu+ ((m2 − λ2)u, u)
= (−∆u+X2u+ 2iλXu, u) − 2
p+ 1
∫
M
|u|p+1dM + 2
p+ 1
∫
M
|u|p+1dM
+ ((m2 − λ2)u, u)
= 2Eλ,X(u) + 2
p+ 1
∫
M
|u|p+1dM + (m2 − λ2)Q(u).
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This gives
‖u‖2H1 . 2Eλ,X(u) + CQ(u)
p+1
2
(1−γ)‖u‖γ(p+1)
H1
+ (m2 − λ2)Q(u)(2.21)
= 2Eλ,X(u) +K‖u‖γ(p+1)H1 +K ′,(2.22)
where K,K ′ > 0 are constants. So, as before, I ′β > −∞ and if uν ∈ H1(M)
is a sequence satisfying Eλ,X(uν)→ I ′β, then ‖uν‖H1(M) must be bounded.
So, in both the cases, passing to a subsequence if need be, we can assert
that there exists u ∈ H1(M) such that
uν → u
weakly in H1(M).
Now, by the compactness of Sobolev embedding H1(M) →֒ L2(M), uν has
a convergent subsequence, called uν again by abuse of notation, converging
in L2-norm, and the L2-limit is u. So, by the triangle inequality, ‖u‖L2 =
‖uν‖L2 .
Now to prove that u attains the infimum Iβ , that is,
EX(u) = Iβ.
We know that
EX(u) =
1
2
Fλ,X(u)− 1
p+ 1
∫
M
|u|p+1dM − 1
2
λQ(u).
Since uν → u in Lp+1-norm, by the triangle inequality, we have ‖uν‖Lp+1 →
‖u‖Lp+1 . So it suffices to establish that
Fλ,X(u) ≤ lim inf Fλ,X(uν).
But this is a consequence of the fact that uν → u weakly in H1 and
Fλ,X(u) ∼= ‖u‖2H1 . This settles the case for the NLS.
For the NLKG, we have to prove that Eλ,X(u) = I ′β. Now,
(2.23) Eλ,X(u) = 1
2
Fm,λ,X(u)− 1
p+ 1
∫
M
|u|p+1dM − 1
2
(m2 − λ2)Q(u).
Since ‖uν‖L2 = ‖u‖L2 and ‖uν‖Lp+1 → ‖u‖Lp+1 , we just have to argue that
Fm,λ,X(u) ≤ lim inf Fm,λ,X(uν).
As argued before, this derives from the facts that uν → u weakly in H1(M)
and Fm,λ,X(u) ∼= ‖u‖2H1 . That finishes the proof. 
Remark: Note that the constrained Fλ,X or Fm,λ,X minimizers give solu-
tions to (1.7) and (1.8) respectively for p ∈ (1, n+2n−2) (the optimal range for
compact Sobolev embeddings), while the constrained EX or Eλ,X minimizers
give solutions to (1.7) and (1.8) respectively for a smaller range of p; to wit,
p ∈ (1, 1 + 4/n). However, it is not apriori clear that the solutions obtained
from the two minimization schemes are the same. Since they are different
variational formulations, they can potentially give different solutions.
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3. Nontriviality of solutions and a few other remarks
As mentioned in the outline, we must note that the mere existence of min-
imizers will not guarantee waves that are actually travelling. For example,
on a compact manifold M
u = [(m2 − λ2)/K] 1p−1
solves (1.8) and it is natural to ask if this is an Fm,λ,X minimizer subject to
(2.6). In general, it is also possible to have non-constant constrained mini-
mizers u such that Xu = 0; such waves will definitely not be travelling. [T1]
established the following result in this regard:
Proposition 3.1. Given n ≥ 2, p ∈ (1, (n+2)/(n−2)), m > 0,K > 0, and
a Killing field on Sn such that 〈X,X〉 ≤ b2 < 1, there exists ε0 > 0 such
that, for ε ∈ (0, ε0], the constrained Fm,0,X -minimization process produces a
genuinely travelling wave solution to
−∆u+X2u+ 1
ε2
m2u =
1
ε2
K|u|p−1u.
Here we extend the above result to arbitrary compact connected isotropic
manifolds. To begin the discussion, we first quote the following
Lemma 3.2. (Global constrained minimizer of (−∆u+m2u, u)L2(Rn))
Given
(3.1) n ≥ 2, p ∈ (1, n+ 2
n− 2), A ∈ (0,∞),
there is a minimizer u0 ∈ H1(Rn) to Fm(u) = ((−∆+m2)u, u)L2(Rn) subject
to the constraint
∫
Rn
|u|p+1dRn = A.
Proof. For a proof, refer to Lemma 2.2 of [T1] and also [BL]. 
We just want to point out the following important fact about the above
lemma: the proof, as stated in [T1] and [BL], also establishes that we can
arrange so that the constrained minimizer u0 is a radial function. We will
use this fact in the sequel. Now, we have the following
Theorem 3.3. (travelling waves on isotropic manifolds) Given a com-
pact connected isotropic manifold2 M of dimension n ≥ 2, p ∈ (1, (n+2)/(n−
2)), m > 0,K > 0 and a Killing field X such that 〈X,X〉 ≤ b2 < 1, there ex-
ists δ > 0 such that for ε ∈ (0, δ], the constrained Fm,0,X -minimizing process
produces a solution to
−∆u+X2u+ 1
ε2
m2u =
1
ε2
K|u|p−1u
with Xu 6= 0.
2Isotropic manifolds are defined as those Riemannian manifolds such that, given any
p ∈ M and unit vectors v, w ∈ Tp(M), there exists ϕ ∈ Isom(M) such that ϕ(p) = p and
dϕp(v) = w.
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Proof. We have
Fm,0,0(u) = ((−∆+m2)u, u) = ‖∇u‖2L2 +m2‖u‖2L2 .
Then, for all u ∈ H1(M), we have
Fm,0,X(u) = ‖∇u‖2L2+(X2u, u)+m2‖u‖2L2 = ‖∇u‖2L2−‖Xu‖2L2+m2‖u‖2L2 ≤ Fm,0,0(u).
Now, if u is not travelling, that is, Xu = 0, then Fm,0,X(u) = Fm,0,0(u),
which means that if u ∈ H1(M) minimizes Fm,0,X subject to (2.6), then
u also minimizes Fm,0,0 subject to (2.6). Now let us consider the function
v(x) = u(φ(x)), where φ ∈ Isom(M). We have Fm,0,0(v) = Fm,0,0(u). Also,
Fm,0,X(v) ≥ Fm,0,X(u) (since u is a Fm,0,X −minimizer)
= Fm,0,0(u) (since Xu = 0).
Now,
Fm,0,0(v) = (−∆u(φ(x)) +m2u(φ(x)), u(φ(x)))
=
∫
M
(−∆u(φ(x)) +m2u(φ(x))u(φ(x))dM
=
∫
M
(−∆u(y) +m2u(y))u(y)dM
= Fm,0,0(u).
Now, we have
Fm,0,X(v) = Fm,0,0(v) =⇒ Xv = 0.
This happens for all φ ∈ Isom(M). Now, choose a point P ∈M and let Y be
a smooth vector field on M such that XP and YP are linearly independent
and XP and YP have the same length. Consider the isometry φ ∈ Isom(M)
such that φ(P ) = P and dφ(XP ) = YP . Then, if v(x) = u(φ(x)), we have
Xv|P = Y u|P = 0. Since this happens for all vector fields Y , we can see
that u is locally constant. Also, since p can be any point on M (and M is
connected), we finally have that u is globally constant.
Now, let us scale the metric on (M,g) to Mr = (M,g
r
ij) by g
r
ij = r
2gij .
Consider a metric ball U of radius k on M which is small enough so that U
is diffeomorphic to the open Euclidean 1-ball in Rn. Let U r be the dilated
image of U under the scaling. On Mr, consider the vector field Xr =
1
rX.
Let ur denote the minimizer of F
r
m,0,Xr
(u), subject to
∫
Mr
|u|p+1dMr = A.
If ur is constant, on calculation,
ur = (
A
V
)
1
p+1 r−
n
p+1 ,
where V is the volume of (M,g).
That gives,
F rm,0,Xr(ur) = m
2(
A
V
)
2
p+1V rnr
− 2n
p+1
= Cr
n(p−1)
p+1 ,
TRAVELLING WAVES FOR NLS AND NLKG ON RIEMANNIAN MANIFOLDS 11
where C is a constant. Since Xrur = 0, this is also the infimum of F
r
m,0,0(u),
subject to
∫
Mr
|u|p+1dMr = A.
Now,
inf
u∈H1(Mr),supp u⊂Ur
F rm,0,0(u) ≥ inf
u∈H1(Mr)
F rm,0,0(u).
So, as r →∞,
(3.2) inf
u∈H10 (U
r)
F rm,0,0(u)→∞.
But, as r →∞, U r approaches the flat Euclidean space Rn.
Let P be the centre of the balls U r, which have radius rk. Using the radial
minimizer u0 of Lemma 3.2, define
(3.3) vr(x) = χ(x)u
0(distr(P, x)), x ∈ U r,
where distr is the metric distance in (M,g
r
ij) and χ(x) is a smooth radial
cut-off function such that χ ≡ 1 on BrP (rk − 1r ), where the superscript r on
the ball denotes the ball in the grij metric.
We have ∫
Mr
|vr|p+1 → A
and
F rm,0,0(vr)→ F 0m,0,0(u0) = ((−∆Rn +m2)u, u)L2(Rn) <∞,
thereby contradicting (3.2).
So, for r large, there exists a constrained minimizer ur such that Xrur 6= 0,
which solves
(3.4) −∆rur +X2rur +m2ur = K|ur|p−1ur,
where K > 0 is arbitrary, as we can scale ur 7→ aur. Seeing that −∆r =
− 1
r2
∆ and Xr =
1
rX, and scaling back (3.4), we finally have our result.

The next natural question is: what about the nontriviality of energy
minimizers? Do they necessarily need to be travelling for at least a certain
set of parameters? As before, we have the following:
Theorem 3.4. Given a compact connected isotropic manifold M of dimen-
sion n ≥ 2, p ∈ (1, 1 + 4/n), m > 0,K > 0 and a Killing field X such
that 〈X,X〉 ≤ b2 < 1, there exists δ > 0 such that for ε ∈ (0, δ], the mass
constrained E0,X-minimizing process produces a solution to
−∆u+X2u+ 1
ε2
m2u =
1
ε2
K|u|p−1u
with Xu 6= 0.
Proof. Proceeding as in the proof of Theorem 3.3, we see that if u minimizes
E0,X = 12‖∇u‖2 − 12‖Xu‖2 − 1p+1
∫
M |u|p+1dM subject to
(3.5) ‖u‖2L2 = β,
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and Xu = 0, then u is constant.
Now, let us scale the metric on (M,g) to Mr = (M,g
r
ij) by g
r
ij = r
2gij .
Consider a metric ball U of radius k on M which is small enough so that
U is diffeomorphic to the open Euclidean 1-ball in Rn. Let U r be the
dilated image of U under the scaling. On Mr, consider the vector field
Xr =
1
rX. Let ur denote the minimizer of Er0,Xr subject to (3.5). Then,
on calculation, ur = (
β
V )
1/2r−n/2, where V is the volume of (M,g), and
Er0,Xr(ur) = − 1p+1( βV )
p+1
2 V rn−
n(p+1)
2 . This gives,
(3.6) Er0,Xr(ur)→ 0 as r →∞.
If for all r, Xrur = 0, then this also means
(3.7) Er0,0(ur)→ 0 as r →∞.
Now, we have,
inf
u∈H1(M),supp u⊂Ur
Er0,0(u) ≥ inf
u∈H1(M)
Er0,0(u),
which means,
(3.8) lim inf
r
inf
u∈H1(M),supp u⊂Ur
Er0,0(u) ≥ 0.
But, as r →∞, U r approaches the Euclidean space Rn, and
(3.9) inf
u∈H1(Rn)
E0,0(u) < 0.
For a proof of the nontrivial claim (3.9), see Appendix A.2 of [CMMT]. This
gives a contradiction. By corresponding scaling arguments outlined in the
proof of Theorem 3.3, this proves our contention. 
4. 〈X,X〉 ≤ 1: subelliptic phenomenon on Sn, n ≥ 3.
In this section, let us relax (for the travelling waves of the NLKG) slightly
the previously held restriction that 〈X,X〉 ≤ b2 < 1. Now, if we allow the
length of X to equal 1 at some points of M , then −∆ +X2 is not elliptic
there anymore, which somewhat restricts the techniques we have at our
disposal. To balance for that, we will carry out the investigation on a much
more restricted geometric setting, namely, the sphere Sn. [T1] has a detailed
investigation of this on the sphere S2, which we recall below. If S2 is centred
at the origin in R3, andX,Y and Z denote 2π-periodic rotations of S2 about
the x, y and z-axis respectively, and L0 = ∆−X2, we have the following
Proposition 4.1. ( [T1])
(4.1) D((−L0)1/2) →֒ Lq(S2), ∀q ∈ [2, 6),
and the inclusion is compact. Then, under the assumptions
2 < p+ 1 < 6,
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and
|λ| < 1
2
,m2 > λ2,
given K > 0, (1.8) has a nonzero solution u ∈ D((−L0)1/2).
We will now extend the above analysis to a sphere of dimension n. We
will also improve on the estimate (4.1) and show that our estimate is sharp.
4.1. Setting up the problem. Let Xij , i < j, denote the vector field on
Sn, which is the restriction of the vector field xi∂j−xj∂i on Rn+1 onto Sn. It
is known that the Laplacian on Sn is given by ∆ = Σi<jX
2
ij (actually, much
more general statements can be made; for a survey article, see [C], Appendix
B.4). So pick one of these Xij ’s, say without loss of generality, X12, hence-
forth called just X. It is to be noted that 〈X,X〉 < 1 does not hold here
always. So L0 = ∆−X2 is not globally elliptic, but it satisfies Ho¨rmander’s
condition for hypoellipticity. Let us justify this: from the above sum of
squares, we see that L0 is elliptic on S
n \ {(±1, 0, ..., 0), (0,±1, 0, ..., 0)}.
Pick, without loss of generality, the point (1, 0, ..., 0). On calculation,
[X23,X13] = (x2∂1 − x1∂2)|Sn = X12.
Together, at (1, 0, .., 0), X1j , j = 2, 3, ..., n+1 generate the full tangent space
of Sn.
Also, by results in [T2] (Chapter XV, Theorem 1.8), L0 is hypoelliptic with
loss of a single derivative (also see the Appendix at the end), which means
the following:
L0φ ∈ Hsloc ⇒ u ∈ Hs+1loc .(4.2)
This gives that
D(L0) ⊆ H1(Sn),
which in turn implies, by complex interpolation,
(4.3)
D((−L0)1/2) = [L2(Sn),D(−L0)]1/2 ⊂ [L2(Sn),H1(Sn)]1/2 = H1/2(Sn).
Now, if we let
(4.4) Lα = L0 − iαX,
we see that Lα is self-adjoint for all α ∈ R. However, to work with (−Lα)1/2,
or even to define it via the spectral theorem, we need to establish the negative
semidefiniteness of Lα for a certain range of α and establish what the range
is. We actually have
Lemma 4.2. Lα = ∆−X2 − iαX is negative semidefinite for |α| < n− 1.
Proof. To start, we can do an eigenvector decomposition of L2(Sn) with
respect to the self-adjoint ∆. Since X is Killing, it commutes with ∆ and
respects the eigenspace decomposition. This means, X maps any eigenspace
of ∆ into itself. Let Vk denote the space of degree k harmonic homogeneous
polynomials, defined on Rn+1 and then restricted to Sn. It is known that
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all the eigenfunctions of the Laplacian on Sn are given by the members of
Vk (see [T4], Chapter 8, Section 4). The eigenvalue corresponding to Vk is
k(k + n − 1). It is also known that Vk is generated by polynomials of the
form
PC(x) = (c1x1 + ..... + cn+1xn+1)
k, where xi ∈ Rn+1, ci ∈ C and Σc2i = 0.
Now,
X(PC(x)
∣∣∣∣
Sn
) = [(x1∂2 − x2∂1)PC(x)]
∣∣∣∣
Sn
.
But,
[(x1∂2 − x2∂1)PC(x)]
∣∣∣∣
Sn
= [(x1∂2 − x2∂1)(c1x1 + ....+ cn+1xn+1)k]
∣∣∣∣
Sn
= k(x1c2 − x2c1)(c1x1 + ....+ cn+1xn+1)k−1
∣∣∣∣
Sn
.
If PC(x)
∣∣∣∣
Sn
is an eigenfunction of X, then we must have γ(x1c2−x2c1)
∣∣∣∣
Sn
=
(c1x1 + ... + cn+1xn+1)
∣∣∣∣
Sn
, γ ∈ C. That gives, c3 = ... = cn+1 = 0. Also,
using that c21 + c
2
2 = 0, we see that γ = ±i. From the above discussion, we
conclude that an element f ∈ Vk has eigenvalue l with respect to iX, then
|l| ≤ k, and k is also a possible eigenvalue.
Now, on the finite dimensional vector space Vk, the operator iX is Hermitian,
allowing it to have a basis of eigenfunctions, say, v1, v2, ..., vmk , where mk =
dim Vk. Choose any of these basis eigenfunctions, and call it u
∗. Let the
eigenvalue corresponding to u∗ be l, where, as commented before, |l| ≤ k.
Then,
(−Lαu∗, u∗) = k(k + n− 1)‖u∗‖2L2 + (X2u∗ + iαXu∗, u∗)
≥ k(k + n− 1)‖u∗‖2L2 − l2‖u∗‖2L2 − |α|l‖u∗‖2L2
= (k(k + n− 1)− l2 − |α|l)‖u∗‖2L2 ≥ 0.
This finally implies that Lα is negative semidefinite with one dimensional
kernel (containing only the constants) when |α| < n− 1. 
Clearly, D((−L2λ)1/2) = D((−L0)1/2), and by (4.3), both lie insideH1/2(Sn),
and by Sobolev embedding, H1/2(Sn) →֒ L 2nn−1 (Sn).
Now, let q∗ be the optimal (greatest) number such that
(4.5) D((−L0)1/2) ⊂ Lq(Sn),∀ q ∈ [2, q∗],
or
(4.6) D((−L0)1/2) ⊂ Lq(Sn),∀ q ∈ [2, q∗).
Whichever be the case, we will now argue that the inclusions (4.5) and
(4.6) are continuous via the closed graph theorem applied to the inclusion
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operator. For the norm on D((−L0)1/2), we use the graph norm given by
‖u‖2
D((−L0)1/2)
= ((−L0)1/2u, (−L0)1/2u) + (u, u),
which turns D((−L0)1/2) into a Hilbert space (see Proposition 1.4 of [Sc]).
Let us argue the applicability of the closed graph theorem above. It suffices
to demonstrate the impossibility of the following scenario: un is a sequence
in D((−L0)1/2), such that un → u in D((−L0)1/2)-norm, un → v in Lq
norm, and u 6= v. Observe that un → u in D((−L0)1/2)-norm implies that
un → u in L2-norm. Also, being in a compact setting, un → v in Lq-norm
means un → v in L2-norm, meaning u = v.
We also note that the continuity of the inclusion in (4.5) or (4.6) will actually
guarantee that (4.6) is compact. Let us argue this first: by interpolation
(see [T3], Chapter 4, Section 2), for all q ∈ [2, q∗), we can produce s ∈ (0, 1)
such that D((−L0)s/2) ⊂ Lq(Sn) is a continuous inclusion.
D((−L0)s/2) = [L2(Sn),D((−L0)1/2)]s ⊂ [L2(Sn), Lq′(Sn)]s,
where q′ < q∗ is chosen such that [L
2(Sn), Lq
′
(Sn)]s = L
q. We can then
compose the continuous inclusion D((−L0)s/2) ⊂ Lq(Sn) with the compact
inclusion D((−L0)1/2) →֒ D((−L0)s/2) (the fact that this last inclusion is
compact is not trivial; for a proof, see Theorem A.38 of [MK]). Since the
composition of a bounded and a compact operator is compact, we have our
claim that continuity of the inclusion (4.5) or (4.6) would imply compactness
of (4.6).
Now, we have our existence result:
Proposition 4.3. (Existence result on Sn) With X = x1∂2 − x2∂1|Sn ,
where x1∂2 − x2∂1 denotes the usual rotation vector field on Rn+1, assume
2 < p+ 1 < q∗,(4.7)
where q∗ is the greatest number such that (4.5) or (4.6) is compact. Also
assume
|λ| < n− 1
2
, m2 > λ2.(4.8)
Then, given K > 0, the equation
− L2λu+ (m2 − λ2)u = K|u|p−1u(4.9)
has a nonzero solution u ∈ D((−L2λ)1/2).
Proof. As we have shown above, −L2λ is positive semidefinite when |λ| <
n−1
2 . So, the spectral theorem gives a definition of (−L2λ)1/2. Then we use
the fact that
Fm,λ,X(u) = (−L2λu, u) + (m2 − λ2)(u, u) ∼= ‖u‖2D((−L2λ)1/2),(4.10)
where ‖u‖2
D((−L2λ)1/2)
is the graph norm given by
‖u‖2
D((−L2λ)1/2)
= ((−L2λ)1/2u, (−L2λ)1/2u) + (u, u),
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which turns D((−L2λ)1/2) into a Hilbert space (see Proposition 1.4 of [Sc]).
Let
Iβ = inf{Fm,λ,X(u) : u ∈ D((−L2λ)1/2)},
under the constraint (2.6). Now, take a sequence of functions uν ∈ D((−L2λ)1/2)
such that Fm,λ,X(uν) → Iβ. Then, (4.10) implies that ‖uν‖D((−L2λ)1/2) is
uniformly bounded, which in turn means (a subsequence of) uν weakly con-
verges to u ∈ D((−L2λ)1/2). By virtue of the compactness of (4.6), uν has
a subsequence, still called uν with mild abuse of notation, that is strongly
Lp+1 convergent to u, where p + 1 < q∗, meaning that ‖u‖p+1Lp+1 = β, as in
(2.6). Also,
Fm,λ,X(u) ≤ lim inf Fm,λ,X(uν).
So, u ∈ D((−L2λ)1/2)) gives a constrained minimizer to Fm,λ,X(u) subject to
(2.6). The constrained minimizer will give a solution to (1.8), as wanted. 
Remark: Arguing as before with the closed graph theorem applied to the
identity map, we can establish that
(4.11) ‖.‖D((−L2λ)1/2)) ∼= ‖.‖D((−L0)1/2)).
This is because un → u in ‖.‖D((−L2λ)1/2))-norm implies un → u in L2-norm,
and if un → v in ‖.‖D((−L0)1/2))-norm, then un → v in L2-norm, whence
u = v.
It is not apriori clear that the constrained Fm,λ,X minimizer obtained above
is non-constant always. However, when λ = 0, the arguments of Theorem
3.3 go through, giving the following:
Lemma 4.4. Given p + 1 ∈ (2, q∗), m > 0,K > 0 and the Killing field X
as mentioned at the beginning of Subsection 4.1, there exists δ > 0 such that
for ε ∈ (0, δ], the constrained Fm,0,X-minimizing process on Sn produces a
solution to
−∆u+X2u+ 1
ε2
m2u =
1
ε2
K|u|p−1u
with Xu 6= 0.
4.2. What is the optimal q∗? On S
n, H1/2 Sobolev embeds in L
2n
n−1 . By
mimicking the calculations in [T1], we now try to see if this can be improved.
For any vector field Xij 6= X, the points where Xij vanish, will lie on, say,
Uij where Uij is isometric to S
n−2. By using the ellipticity of L0 away from
points which have coordinates (±1, 0, ..., 0) and (0,±1, .., 0)), or the “poles”,
we have,
u ∈ D((−L0)1/2)⇒ φu ∈ H1(Sn) ⊆ L
2n
n−2 (Sn)(4.12)
by Sobolev embedding, where φ ∈ C∞c (S) and S = Sn\{(±1, 0, ..., 0), (0,±1, .., 0)}.
Before proceeding, let us prove the following
Lemma 4.5.
D((−L0)1/2) = {u ∈ L2(Sn) : Xiju ∈ L2(Sn),Xij 6= X}.(4.13)
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Proof. We start by referring to Proposition 1.10, Chapter 8 of [T4], which
gives a characterization of D(A1/2), where A is a non-negative, unbounded
self-adjoint operator on a Hilbert space H constructed by the Friedrichs
method.
In the notation of the said proposition, here H = L2(Sn). Also, let
H1 = {u ∈ L2(Sn) : Xiju ∈ L2(Sn),Xij 6= X}.
(u, v)H1 = (u, v) +
∑
Xij 6=X
(Xiju,Xijv).
J is the natural inclusion H1 → L2(Sn). Then we have that
D(−L0) = {u ∈ H1 : v 7→ (u, v) +
∑
Xij 6=X
(Xiju,Xijv) is continuous in v
∀v ∈ H1 in the L2-norm}.
Now, if we can prove that H1 is a Hilbert space with inner product (., )H1 ,
then the conclusion of Proposition 1.10 ( Chapter 8 of [T4]) gives that
D((−L0)1/2) = H1.
Now, call Hij = D(Xij) = {u ∈ L2 : Xiju ∈ L2}, which becomes a Hilbert
space with graph inner product (u, v)ij = (u, v) + (Xiju,Xijv). Then,
H1 =
⋂
i<j
Hij
will become a Hilbert space with the norm (., .)H1 . This is because, given
a Cauchy sequence in H1, it becomes a Cauchy sequence in each Hij, and
since the above intersection is finite, we can select a subsequence which
is convergent in every Hij. Also, the limit of this subsequence must be the
same in every Hij, because of the shared component (., .) (L
2 inner product)
in each (., .)ij . The limit then lies in the intersection H1, which proves that
H1 is a Hilbert space with inner product (., .)H1 . 
With that in place, we take a function u ∈ D((−L0)1/2)) having small
support in a neighborhood around any of above poles, say, without loss of
generality, (1, 0, ..., 0), and project it down to Rn. This produces a com-
pactly supported projected function on Rn, still called u with mild abuse of
notation, such that
u ∈ H1/2(Rn), ∂xiu ∈ L2(Rn), ∀i ∈ {2, 3, ..., n}.(4.14)
Now, observe that (4.14) implies, after Fourier transforming, (ξ21+ξ
2
2+ .....+
ξ2n)
1/4uˆ ∈ L2(Rn) and ξiuˆ ∈ L2(Rn) for all i ∈ {2, 3, ..., n}. That means
fˆ = (ξ21 + ξ
4
2 + .... + ξ
4
n)
1/4uˆ ∈ L2(Rn).
We label u = k ∗ f , where
kˆ = (ξ21 + ξ
4
2 + ....+ ξ
4
n)
−1/4.
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This means that
k ∈ C∞(Rn \ {0}).
Let us quickly justify this: choose ψ(ξ), a bump function that is identically
equal to 1 around the origin. Then ψkˆ is compactly supported, which means
̂
(ψkˆ) is smooth. So it suffices to prove that
̂
((1− ψ)kˆ) ∈ C∞(Rn \ {0}).
Calling g = (1−ψ)kˆ, we see that g is smooth. Now, choose x 6= 0, and let ϕ
be a smooth bump function around x that is zero at the origin. We need to
prove that ϕgˆ is smooth, or equivalently, ϕˆ ∗ g vanishes faster than powers
of |ξ|.
Define η(x) = |x|−2mϕ(x). We see that η(x) ∈ C∞c (Rn). Then we have,
ϕˆ = (−∆)mηˆ, and ϕˆ ∗ g = ((−∆)mηˆ) ∗ g = ηˆ ∗ ((−∆)mg). Now, no matter
how high m is, ηˆ is always Schwartz. Since we can choose m as large as we
want, we can make (−∆)mg decay as fast as we want, which gives that ϕˆ∗g
decays faster than powers of |ξ| as infinity.
Also, k satisfies the anisotropic homogeneity
(4.15) k(δ2x1, δx2, ..., δxn) = δ
−nk(x1, x2, ..., xn).
Define Ω0 = {(x1, ...., xn) : 1/2 ≤ |x|2 < 1} and define Ωj for j ∈ Z as the
image of Ωj−1 under the map
(x1, x2, ...., xn) 7→ (2−1x1, 2−1/2x2, ...., 2−1/2xn).
Using (4.15), we have
(4.16) |k| ≤ C2nj/2 on Ωj,
where
|Ωj | = 2−(n+1)/2|Ωj−1| = C2−((n+1)/2)j .
Set
k1 = k on
⋃
j≥0
Ωj, 0 elsewhere
and
k2 = k on
⋃
j<0
Ωj, 0 elsewhere,
so that k = k1 + k2. Also, let ul = kl ∗ f, l = 1, 2.
By (4.16), we have∫
|k1|rdRn ≤ C
∑
j≥0
2njr/2−((n+1)/2)j <∞(4.17)
when r < n+1n . Also,∫
|k2|rdRn ≤ C
∑
j<0
2njr/2−((n+1)/2)j <∞(4.18)
when r > n+1n . Now by using Young’s inequality for convolutions, we have,
u1 ∈ Lq, where q ∈ [2, 2(n+1)(n−1) ) and u2 ∈ Lq, where q ∈ (2(n+1)(n−1) ,∞). But
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u2 = u − u1 ⇒ u2 ∈ L2, and by interpolation, u2 ∈ Lq, q ∈ [2,∞). So,
finally, u ∈ Lq, where q ∈ [2, 2(n+1)(n−1) ). So, in our previously introduced nota-
tion, q∗ =
2(n+1)
(n−1) .
4.3. The endpoint case q = 2(n+1)(n−1) = 6 for n = 2. In the special case of
n = 2, our setting is now the sphere S2. We already have
D((−L0)1/2) ⊂ Lq(S2), ∀q ∈ [2, 6).(4.19)
Here we extend the above inclusion up to q = 6 and also argue that this is
sharp. We have
Lemma 4.6. (Optimal embedding and sharpness)
D((−L0)1/2) ⊂ L6(S2).
Also, this embedding is sharp. That is,
D((−L0)1/2) ⊂ Lq(S2) =⇒ q ≤ 6.
Proof. We start by observing that, similar to (4.13) above,
D((−L0)1/2) = {u ∈ L2(S2) : Y u,Zu ∈ L2(S2)},
where Y,Z are respectively the restrictions on S2 of the vector fields that
generate rotations about the y-axis and the z-axis in R3.
Ellipticity of −L0 away from the poles (0,±1, 0), (0, 0,±1) implies
u ∈ D((−L0)1/2)⇒ ϕu ∈ H1(S2),
where S = S2 \ {(0,±1, 0), (0, 0,±1)} and ϕ ∈ C∞c (S).
With that in place, we take a function u ∈ D((−L0)1/2)) having small
support in a neighborhood around any of the points in S, say, without loss
of generality, (0, 1, 0) and project it to R2 in the following way: let γxy, γyz
and γzx denote the great circles on S
2 lying on the xy, yz and zx-planes
respectively. Then the projection takes a neighborhood of (0, 1, 0) in γxy
onto the y-axis and a neighborhood of (0, 1, 0) in γyz onto the x-axis. This
produces a compactly supported projected function on R2, still called u with
mild abuse of notation, such that
(4.20) u ∈ H1/2(R2), ∂yu ∈ L2(R2).
Also, since we have already asserted that Zu ∈ L2(S2), this will give
(4.21) (x∂y − y∂x)u ∈ L2(R2).
Since u is compactly supported, ∂yu ∈ L2(R2) =⇒ x∂yu ∈ L2(R2), which,
coupled with the last fact, implies, y∂xu ∈ L2(R2).
We will use the first two pieces of data, namely, u ∈ H1/2(R2) and ∂yu ∈
L2(R2). We observe that this means
(4.22) u ∈ H1/2x (L2y) ∩ L2x(H1y ).
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Let us first justify this.
u ∈ L2x(H1y ) actually means ‖‖u‖H1y‖L2x <∞ ⇔ ‖‖(1+η2)
1
2 uˆy‖L2η |‖L2x <∞,
where uˆy represents Fourier transform with respect to y, that is, uˆy is now
a function of x and η.
Now,
‖‖u‖H1y‖L2x = ‖‖(1 + η2)
1
2 uˆy‖L2x‖L2η
= ‖(1 + η2) 12‖uˆy‖L2x‖L2η = ‖(1 + η2)
1
2 ‖uˆ‖L2ξ‖L2η
= ‖‖(1 + η2) 12 uˆ‖L2ξ‖L2η <∞,
since (1 + η2)1/2uˆ ∈ L2(R2).
Similarly, u ∈ H1/2x (L2y) ⇔ ‖(1 + ξ2)1/4uˆx(ξ)‖L2y ∈ L2ξ , where uˆx means
Fourier transform with respect to x only. This holds iff ‖‖((1+ξ2)1/4uˆx(ξ)‖L2y‖L2ξ <
∞, which follows from u ∈ H1/2(R2). This implies (4.22).
Now we propose to use interpolation ([LM], Chapter 4 has a detailed treat-
ment of these sorts of spaces and allied results). By interpolation, we can
say that for θ ∈ [0, 1]
(4.23) u ∈ H 12 θ(H1−θy ),
where Hrx(H
s
y) denotes H
s
y -valued H
r-functions of x. This is because,
u ∈ H 12 θ(H1−θy )⇔ (1 + ξ2)θ/4uˆ(ξ, y) ∈ L2ξ(H1−θy )
⇔ (1 + ξ2)θ/4(1 + η2)(1−θ)/2uˆ(ξ, η) ∈ L2ξ(L2η).
But this follows by interpolation from (1 + ξ2)1/4uˆ(ξ, η) ∈ L2ξ(L2η) and (1 +
η2)1/2uˆ(ξ, η) ∈ L2ξ(L2η). Now, from (4.23), particularly for θ = 2/3, we have
u ∈ H1/3x (H1/3y ).
Now, when we use Sobolev embedding in one dimension, we know that H1/3
embeds in L6. That means, u ∈ L6x(L6y), which implies, u ∈ L6(R2).
We will now prove the next part of the lemma: that the estimate of u ∈ L6
as obtained above is sharp. Since u has compact support, ∂yu ∈ L2(R2)⇒
x∂yu ∈ L2(R2), which, coupled with (4.21) implies y∂xu ∈ L2(R2). We also
have (4.20).
Let us define
u(r, σ, a, b, x, y) = rσu(rax, rby).
In the ensuing calculations, we will write, when convenient, u(r, σ, a, b) for
u(r, σ, a, b, x, y) for ease of handling symbols.
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We have,
‖∂yu(r, σ, a, b)‖2L2 =
∫
R2
|∂yu(r, σ, a, b, x, y)|2dxdy =
∫
R2
|∂yrσu(rax, rby)|2dxdy
=
∫
R2
|rb∂z2rσu(z1, z2)|2r−ar−bdz1dz2
= rb+2σ−a‖∂yu‖2L2 .
Similarly, we can calculate,
‖y∂xu(r, σ, a, b)‖2L2 = r2σ+a−3b‖y∂xu‖2L2 .
Now,
uˆ(r, σ, a, b, ξ, η) ≃
∫
R2
u(r, σ, a, b, x, y)e−i(ξx+ηy)dxdy
=
∫
R2
rσu(rax, rby)e−i(ξx+ηy)dxdy
=
∫
R2
rσu(z1, z2)e
−i( ξ
ra
z1+
η
rb
z2)r−ar−bdz1dz2
= rσ−a−buˆ(r−aξ, r−bη).
So,
‖u(r, σ, a, b)‖2
H1/2
=
∫
R2
(1 + ξ2 + η2)1/2r2σ−2a−2b|uˆ(r−aξ, r−bη)|2dξdη
= r2σ−2a−2b
∫
R2
(1 + r2aθ2 + r2bφ2)1/2|uˆ(θ, φ)|2rarbdθdφ, θ = r−aξ, φ = r−bη
=
∫
R2
(r2(2σ−a−b) + r4σ−2bξ2 + r4σ−2aη2)1/2|uˆ(ξ, η)|2dξdη.
We will want to compare this estimate with ‖u‖2
H1/2
=
∫
R2
(1+ξ2+η2)1/2|uˆ(ξ, η)|2dξdη.
Also, on calculation, ‖u(r, σ, a, b)‖pLp = rσp−a−b‖u‖pLp .
Now, suppose that 6 is not a sharp exponent. We begin by choosing a u ∈
D((−L0)1/2) satisfying u ∈ L6+ε, where ε > 0. In the above equations, we
let σ = 1 by observation. Then we see that for a = 4 and b = 2 (and calling
u(r, 1, 4, 2) = ur), we see that ‖∂yur‖L2 = ‖∂yu‖L2 , ‖y∂xur‖L2 = ‖y∂xu‖L2
and ‖ur‖H1/2 ≤ ‖u‖H1/2 when r ≥ 1.
On calculation, ‖ur‖6+εL6+ε = rε‖u‖6+εL6+ε . Clearly, as we let r increase, the left
hand side increases, with a fast decreasing support, since the support of u
was compact to begin with.
Finally, to get a contradiction, we just have to take a sequence of ur for
fast increasing r, with disjoint supports, and sum them up. To be precise,
we already have ‖ur‖L6+ε = Krθ, where K = ‖u‖L6+ε is a constant and
θ = ε6+ε > 0.
Define a new function u∗ by u∗ = Σ 12n vrn , where rn is chosen such that
2n−1 ≤ rθn < 2n and vrn is obtained by a translate of urn parallel to the x-
axis, in such a way that all the vrn have disjoint support. That way, we still
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preserve control over ‖∂yu∗‖L2 , ‖y∂xu∗‖L2 and ‖u∗‖H1/2 , but the L6+ε-norm
of u∗ blows up, contrary to our assumption. 
4.4. Higher regularity in case of nonsmooth nonlinearity on S2: a
particular calculation. It has already been shown that
u ∈ D((−L0)1/2)⇒ u ∈ L6.
Now if u solves (1.8), then we can do better. A specific case (p = 3) has
been worked out in [T1] and it has been shown (using an elliptic bootstrap-
ping argument) that u is then smooth. Now, if p is not an odd integer, we
cannot expect a similar smoothness, because the nonlinearity of (1.8) itself
is then not smooth. However, we can expect higher Sobolev spaces and,
in turn, higher Lr spaces (by Sobolev embedding) for u when p is not an
odd integer. Here, we calculate one explicit case, namely, p = 4. A word
is in order regarding this choice. Firstly, let P = −L2λ + (m2 − λ2) and
F (u) = K|u|p−1u whence Pu = F (u). Let 3 < p < 6.
Then, F (u) ∈ L6/p. On calculation, (L6/p)∗ = L 66−p . By using the Sobolev
embedding theorem, we can find a δ > 0 such that Hδ ⊂ L 66−p . On calcula-
tion, this happens when δ > p/3− 1. So, by duality,
(4.24) F (u) ∈ L6/p ⊆
⋂
δ>p/3−1
H−δ,
which means
(4.25) u = P−1(F (u)) ⊆
⋂
δ>p/3−1
H1−δ.
The above claim comes from the fact that P is hypoelliptic from Ho¨rmander’s
condition. We see that P is hypoelliptic if L2λ is. Since −∆+X2 = Y 2+Z2,
and [Y,Z] = X (see the more general demonstration on page 13), L2λ is hy-
poelliptic. Also, from Theorem 1.8, Chapter XV of [T2], P is hypoelliptic
with the loss of a single derivative.
Note that we already know that u ∈ H1/2. So this bootstrapping process
yields something better than what we started with only when δ < 1/2, or
equivalently, 3 < p < 9/2. So for an explicit demonstration we have chosen
p = 4.
When p = 4, according to previous calculation,
u = P−1(F (u)) ⊆
⋂
δ>1/3
H1−δ =
⋂
ε>0
H2/3−ε.(4.26)
As argued before, u ∈ H1 when u is supported away from the poles. So,
choose neighborhoods around the “north pole” of the 2-sphere in the follow-
ing manner: U, V and W are open neighborhoods such that V ⊂ V ⊂W ⊂
W ⊂ U . Also choose a smooth bump function φ such that supp φ ⊂W and
φ ≡ 1 on V . Note that φu satisfies (1.8) inside V , so with a suitably chosen
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φ we can ensure that φu ∈
⋂
ε>0
H2/3−ε(U).
Now we are going to determine if φu belongs in a higher Sobolev space.
Surely, φu will not solve (1.8) on U , but that is fine. All we want to in-
vestigate is the behavior of u around the pole, which can be tracked by the
behavior of φu inside V . Now, projecting down U on the plane, we see that
the projection of φu, called v, satisfies ∂yv ∈ L2 and v has compact sup-
port. This implies, by the interpolation procedure on mixed Sobolev spaces
carried out in the proof of Lemma 4.6, that,
(4.27) v ∈ Lr, r < 10.
Let us argue how this goes. We know v ∈ ⋂ε>0H2/3−ε and ∂yv ∈ L2. By
arguments outlined in the proof of Lemma 4.6, that means
(4.28) v ∈ H2/3−εx (L2y) ∩ L2x(H1y ),∀ε > 0.
By interpolation,
(4.29) v ∈ H(2/3−ε)θx (H1−θy ),∀ε > 0, θ ∈ [0, 1].
Choosing θ = 15/3−ε , we finally get that
(4.30) v ∈ H(2/3−ε)(
1
5/3−ε
)
x (H
(2/3−ε)( 1
5/3−ε
)
y ),∀ε > 0.
Sobolev embedding then gives (4.27).
(4.27), in turn, through the bootstrapping procedure given by (4.24), (4.25)
and (4.26), implies that v ∈
⋂
ε>0
H4/5−ε, which means, u ∈
⋂
ε>0
H4/5−ε. This
is a gain in regularity.
5. 〈X,X〉 = 1 vis-a-vis contact structures
When λ = 0, we can extend the analysis done till now to a much larger
class of manifolds to get an existence result for the NLKG. These are the
class of so-called K-contact manifolds with an associated metric g. To recall
the definitions:
Definition 5.1. A contact manifold (M2n+1, η), with characteristic or Reeb
vector field ξ has an associated Riemannian metric g if η(X) = g(X, ξ)
and there exists a tensor field of type (1, 1) such that φ2 = −I + η ⊗ ξ,
dη(X,Y ) = g(X,φY ). This is called a contact metric structure. A contact
metric structure (M,φ, ξ, η, g) is called a K-contact structure if the Reeb
vector field ξ is a Killing field (with respect to g).
Examples of K-contact manifolds abound in literature (see [B]). This in-
cludes in particular the Sasakian manifolds, and more particularly, the odd
dimensional unit spheres (the word “unit” is important, for otherwise the
metric from Euclidean space will not be an associated one).
Under this setting, let us consider the Reeb vector field, sayX, on (M,φ,X, η, g)
and consider L0 = ∆ − X2, where ∆ is the Laplace-Beltrami operator on
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M . Since η(X) = 1, we see that X has unit length throughout. It has been
shown by [BD], using a result of Radkevic, that L0 is subelliptic of order
1/2. So by a result of Kohn-Nirenberg, we can say that the subLaplacian L0
is hypoelliptic with the loss of a single derivative (also from the subelliptic
estimates it can be proved that L0 has discrete spectrum, as has been proved
in [BD]).
Now, we can either make the technical assumption that Lα = L0 − iαX
is negative semidefinite, or we can treat travelling wave solutions of NLKG
with λ = 0. Under this assumption, using arguments quite similar to what
has gone before, we can then give an existence statement of the NLKG on
K-contact manifolds with an associated metric.
However, as we show below, in specific cases of manifolds with locally con-
tact structures where the spectrum can be evaluated explicitly, we can say
more. We again make a mention of [T1], which investigates this phenome-
non on M = S3. The setup there is as follows: the group SU(2), with its
bi-invariant Riemannian metric, is isometric to S3 and is a cover of SO(3).
Call X,Y and Z the left-invariant vector fields on SU(2), covering vector
fields on SO(3) that generate 2π-periodic rotations of R3 about the x, y and
z-axis, respectively. Then the Laplacian on S3 can be written as
∆ = X2 + Y 2 + Z2,(5.1)
〈X,X〉 = 〈Y, Y 〉 = 〈Z,Z〉 = 1 on S3,(5.2)
so a solution to the NLKG under these conditions can be called sonic wave
solutions.
Call, as before, L0 = ∆−X2. The main result is as follows:
Proposition 5.2. ( [T1])
(5.3) D((−L0)1/2) →֒ Lq(S3), q ∈ [2, 4),
and the inclusion is compact. Then, under the assumptions
(5.4) 1 < p < 3
and
|λ| < 1
2
,m2 > λ2,
(1.8) has a nonzero solution u ∈ D((−L0)1/2).
5.1. Estimates on S7. Here we will attempt to give an analysis onM = S7
along somewhat similar lines. Note, however, that the above analysis on S3
depends heavily on the fact that it can be given a Lie group structure. As
is well known, S1 and S3 are the only such spheres. So, in certain details,
our investigation has to diverge. We also mention that here we will give a
sharp estimate corresponding to (5.3), and our method will also prove that
the estimate (5.3) in [T1] is actually sharp.
In our situation, what will come in handy is the fact that S7 has certain
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homogeneous space-like properties3, one of them being: S7 has a global
orthonormal frame of Killing fields which do not commute. This allows us
to write the Laplacian on S7 as ∆ = X21 +X
2
2 + ....+X
2
7 where Xi generate
the global orthonormal Killing frame. If we consider S7 as the sphere in
R8 centred at the origin, then at the point P ∈ S7 having coordinates
P = (x1, x2, .., x8), we can take
X1 = (x2,−x1, x4,−x3, x6,−x5, x8,−x7),
X2 = (x3,−x4,−x1, x2, x7,−x8,−x5, x6),
X3 = (x4, x3,−x2,−x1,−x8,−x7, x6, x5),
X4 = (x5,−x6,−x7, x8,−x1, x2, x3,−x4),
X5 = (x6, x5, x8, x7,−x2,−x1,−x4,−x3),
X6 = (x7,−x8, x5,−x6,−x3, x4,−x1, x2),
X7 = (x8, x7,−x6,−x5, x4, x3,−x2,−x1).
Let us mention as a side remark that the existence of global Killing frames
is a stronger condition than being able to write the Laplacian as a sum
of squares in local coordinates; for details, see [DN]. They show, among
other things, that S1, S3 and S7 are the only spheres that possess global
orthonormal Killing frames.
LettingX = X1 without loss of generality, L0 = ∆−X2, and Lα = L0−iαX,
and following the lines of calculation in Section 4, we see that −Lα is positive
semidefinite when |α| < 6, whence by the spectral theorem we can define
(−L0)1/2.
Now, let q∗ be the optimal (greatest) number such that
(5.5) D((−L0)1/2) ⊂ Lq(S7),∀ q ∈ [2, q∗)
is compact. We can see that if the inclusion (5.5) holds, it is continuous via
the closed graph theorem applied to the inclusion operator. For the norm
on D((−L0)1/2), we use the graph norm given by
‖u‖2
D((−L0)1/2)
= ((−L0)1/2u, (−L0)1/2u) + (u, u),
which turns D((−L0)1/2) into a Hilbert space (see Proposition 1.4 of [Sc]).
Then, as argued before (see page 15), proving the inclusion (5.5) will prove
the compactness of the same.
So, our existence result is:
Proposition 5.3. (Existence result on S7) With X = X1 as above (with-
out loss of generality), assume
2 < p+ 1 < q∗ (as in (5.5)).
Also assume,
|λ| < 3, m2 > λ2.
3The reason being, S7 has a similar connection with the octonions as has S3 with the
quaternions.
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Then, given K > 0, the equation
−L2λu+ (m2 − λ2)u = K|u|p−1u
has a nonzero solution u ∈ D((−L0)1/2).
Proof. We apply Ho¨rmander’s sum of squares (see [H]) on L0 = ∆ − X2
where X = X1 without loss of generality, to conclude that it is hypoelliptic
with the loss of one derivative.
Then we use the fact that
Fm,λ,X(u) = (−L2λu, u) + (m2 − λ2)(u, u) ∼= ‖u‖2D((−L2λ)1/2),(5.6)
where ‖u‖2
D((−L2λ)1/2)
is the graph norm given by
‖u‖2
D((−L2λ)1/2)
= ((−L2λ)1/2u, (−L2λ)1/2u) + (u, u),
which turns D((−L2λ)1/2) into a Hilbert space.
Let
Iβ = inf{Fm,λ,X(u) : u ∈ D((−L2λ)1/2)},
under the constraint (2.6). Now, take a sequence of functions uν ∈ D((−L2λ)1/2)
such that Fm,λ,X(uν) → Iβ. Then, (4.10) implies that ‖uν‖D((−L2λ)1/2) is
uniformly bounded, which in turn means (a subsequence of) uν weakly con-
verges to u ∈ D((−L2λ)1/2). By virtue of the compactness of (4.6), uν has
a subsequence, still called uν with mild abuse of notation, that is strongly
Lp+1 convergent to u, where p + 1 < q∗, meaning that ‖u‖p+1Lp+1 = β, as in
(2.6). Also,
Fm,λ,X(u) ≤ lim inf Fm,λ,X(uν).
So, u ∈ D((−L2λ)1/2)) gives a constrained minimizer to Fm,λ,X(u) subject to
(2.6). The constrained minimizer will give a solution to (1.8), as wanted. 
Remark 5.4. Note that the above proposition is not a special case of
Proposition (4.3), because of the very different natures of the sub-Laplacians
and merits its own different proof.
5.2. Optimal exponent q∗. For us, the problem is again to determine how
high q∗ can be. In this case the Sobolev Embedding yields,
H1/2(S7) ⊆ L7/3(S7)
However, we have the following
Lemma 5.5.
(5.7) H1/2(S7) →֒ Lq, q < 8/3,
and the inclusion is compact. Also, this is optimal. That is,
H1/2(S7) ⊂ Lq =⇒ q < 8/3.
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Proof. By similar arguments as outlined just before Proposition 4.3, we can
assert that proving the inclusion (5.7) will automatically show that it is
compact.
We observe that we can localize an open set of S7 to an open set in H7 with
coordinates (p, q, t) such that
(1− L0)−1/2u(z) = k(z, .) ∗ u(z)
plus lower order terms, where kˆ ∈ C∞(R7 \ {0}) satisfies the following
anisotropic homegeneity:
kˆ(sx, sy, s2τ) = s−1kˆ(x, y, τ),
which means,
k(λp, λq, λ2t) = λ−7k(p, q, t),(5.8)
where p and q refer to triplets of real numbers and (p, q, t) ∈ H7, the Heisen-
berg group of dimension 7. For details on these kinds of calculations, see [T3]
and [FS]. See also [P].
We now want to see what (5.8) implies. Let us assume without loss of
generality that
k(p, q, t) = 1 when |p|2 + |q|2 + t2 = 1.
If we let Ω0 = {(p, q, t) : 1 ≤ k(p, q, t) ≤ 8} and define Ωk inductively as the
image of Ωk−1 under the map
(p, q, t) 7→ (2−1p, 2−1q, 2−2t),
we see that
Vol Ωk = 2
−8Vol Ωk−1 = C2
−8k.
Hence, with B = ∪k≥0Ωk, on calculation, we have∫
B
|k(p, q, t)|pdV ≤ C
∑
k≥0
27pk2−8k <∞,
which means that
k ∈ Lploc(H7) for p <
8
7
.
By interpolation we find that k ∗ u ∈ Lqloc(H7) for q < 83 .
We will prove that the above estimate of p < 87 is optimal. The derivation
will employ a similar scaling trick as used before, though the calculations will
be simpler. Observe that the integration here takes place on a Heisenberg
group, but we note that the ordinary Lebesgue measure on Rn gives the
Haar measure on Hn, and the Heisenberg group is unimodular. So we can
transform coordinates and repeat similar calculations that we did for R2.
Define
(5.9) k(r, σ, p, q, t) = rk(rσp, rσq, r2σt).
The right hand side is equal to r.r−7σk(p, q, t) = r(1−7σ)k(p, q, t) by anisotropic
homogeneity. Also k(r, σ, p, q, t) ∈ C∞(H7 \ 0) for all r, σ.
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Now we calculate the local Lp-norm of k(r, σ) in two different ways:
Firstly,
‖k(r, σ)‖pB(0,r) =
∫
B(0,r)
|krσ |pdV
=
∫
B(0,r)
rp−7σp|k(p, q, t)|pdV
= r(1−7σ)p‖k‖pB(0,r),(5.10)
the second step coming from the anisotropic homogeneity.
Again
‖k(r, σ)‖pB(0,r) =
∫
B(0,r)
|rk(rσp, rσq, rqσt)|pdV
=
∫
B(0,r′)
rp|k(p′, q′, t′)|pr−8σ, r′ > r
= rp−8σ‖k‖pB(0,r′),(5.11)
the second step coming from a change of variables.
Comparing (5.10) and (5.11), we see that (1−7σ)p > p−8σ, meaning p < 87 .
This also takes care of the endpoint case of 8/7. 
Remark 5.6. One observes that similar scaling tricks, as in (5.9), can be
used to show that the estimate of 1 < p < 3 as in (5.4) (which is quoted
from Proposition 4.2 of [T1]) is sharp.
6. Results in the non-compact setting: Main theorems
In this section, we enter into our main theorems, which deal with con-
strained minimizing solutions of (1.7) and (1.8) on non-compact manifolds.
As mentioned at the outset of this paper, we extend results from [T1] and
also results proved earlier in this paper to a non-compact setting. More
precisely, we will try to repeat the analysis of Section 1 of [T1] and Section
1.3 of this thesis in the case of non-compact manifolds M . Before we begin,
here is a heuristic story. What will cost us most dearly in the non-compact
setting is the failure of compact Sobolev embedding. That means, we have
to find out means of exercising some control over functions outside a large
compact set. We do this in two different ways: one is to consider constrained
minimization in a subclass of H1(M) functions and impose appropriate geo-
metric restrictions on the manifold M that will make elements of the said
subclass vanish at infinity, and this will make the failure of the Sobolev
embedding a manageable problem. This we do in the case of Fm,λ,X min-
imizers in Subsection 6.1. Another way to proceed is to use concentration
compactness arguments in the presence of a certain geometric homogeneity
of the space M . In that case, once we prove concentration, we can use the
geometric homogeneity of the space to bring all the zones of concentration
within a compact region and get compact Sobolev embedding into action.
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This we implement in the case of constrained Eλ,X minimizers in Subsection
6.2.
6.1. Fm,λ,X minimizers. Here we consider non-compact manifoldsM with
C∞ bounded geometry which are of the form [0,∞)×N . Here N is assumed
to be compact and (n − 1) dimensional, and M has the product metric
g = dr2 + φ(r)gN , where φ is smooth and positive with φ(1) = 1, and gN
denotes the metric on N . Also, we assume that M is complete, and all the
points (0, x), x ∈ N are identified to a single point (which could be thought
of as the origin). The last two assumptions respectively mean that we do
not have to worry about cone points and boundaries.
If X is a Killing field on (N, gN ), consider the push-forward vector field Xr
on (N,φ(r)gN ), that is, Xr = ir∗X, ir : (N, gN ) → (N,φ(r)gN ) being the
identity map. This induces a Killing field on M , still called X by abuse of
notation. Note that, for r ∈ [0,∞), x ∈ N , X(r,x) =
√
φ(r)X(1,x). We will
consider only those M which have bounded geometry and those functions
φ such that 〈X,X〉 ≤ b2 < 1. As an example of the kind of space we are
talking about, consider the cylinder [1,∞)× S1 fitted with a hemispherical
cap (diffeomorphic to the closed 2-disc) to make it complete. Here X is
given by (slow) rotation about the axis of the cylinder.
In general (see [CMMT], Section 2.3, for example), we should not expect
minimizers of Fm,λ,X on H
1(M) when M is complete and non-compact,
even if it has rotational symmetry. However, we can minimize Fm,λ,X on
the class of radial functions which are in H1(M); that is, we will try to
minimize Fm,λ,X over
H1r (M) = {u ∈ H1(M) : u is a radial function}.
A word is in order regarding what is meant by a radial function. Here it
means those functions which are dependent only on the variable r running
over [0,∞) of the space M = [0,∞)×N , i.e., we are considering only those
functions f for which f(r, x) = ϕ(r). Also, if A(r)drdN represents the
volume form of M , then by calculation, we have A(r) = (φ(r))
n−1
2 .
To work out constrained Fm,λ,X minimizers, we first need a lemma:
Lemma 6.1. Consider a non-compact complete manifold M of dimension n
satisfying the properties described at the beginning of this subsection. Also,
assume a positive lower bound on φ(r) outside a compact set, say, when
r > 1. Then, if f ∈ H1r (M), f vanishes at infinity.
Proof. We start by justifying that f ∈ H1r (M)⇒ f ∈ C(M \U), where U is
a neighborhood of the origin, let us say, without loss of generality, a ball of
radius 1. The argument behind this is essentially local. Choose (r′, x′) ∈M
and a small open ball B = (r′ − δ, r′ + δ) × V around (r′, x′), where V is
open in N . We can see that u ∈ H1(B)⇒ u(r, x′) ∈ H1((r′− δ, r′+ δ)), and
since all the components of the metric tensor g are uniformly bounded on B,
one-dimensional Sobolev embedding gives u(r, x′) ∈ C((r′−δ, r′+δ))⇒ u ∈
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C(B) . Also, since functions in C(M \ U) can be uniformly approximated
by functions in C∞(M \ U), we can assert that it is enough to prove the
lemma for f ∈ C1(M \ U) ∩H1r (M).
Now, if f does not vanish at infinity, then, there exists an ε > 0 such that
no matter what compact set in M we select, f attains a value greater than
ε outside this compact set. By scaling the function if necessary, we can use
ε = 1.
Let qk ∈M be a sequence of points satisfying the following:
(a) qk has coordinates (rk, x), rk ∈ (0,∞), x ∈ N (fixed), such that rk is a
strictly increasing sequence in k,
(b) dist(qk, qk+1) > 2 for all k,
(c) f(qk) > 1 for all k,
(d) there exist annuli Dk = (rk − sk, rk + s′k) × N, sk, s′k > 0 such that f
falls below 1/2 somewhere inside each Dk and the Dk’s do not intersect each
other, and
(e) |Dk| is bounded above by a positive constant.
Clearly,∫
Dk
|∇f |2A(r)drdN ≥ Ck(
∫
Dk
|∇f |A(r)drdN)2 (using (e))
& Ck(
∫ rk+s′k
rk−sk
|∇f |A(r)dr)2 & (
∫ rk+s′k
rk−sk
|∇f |dr)2
& 1/4 (using (c) and (d)) .
where Ck =
1
|Dk|
is bounded below, since |Dk|’s are bounded above. Since
this is happening for all k, this will contradict the fact that f ∈ H1r (M).
We must point out that (d) and (e) above hold necessarily, as otherwise, we
will have a sequence of annuli Bk such that |f | > 1/2 on Bk and |Bk| → ∞.
That will imply f /∈ H1r (M).

Here, we have assumed a lower bound on the function A(r). To give some
alternative criteria under which we can force f to vanish at infinity, we refer
to Lemma 2.1.1 from [MT], which says the following:
Lemma 6.2. Assume that A(r) satisfies either∫
|r|≥1
dr
A(r)
<∞
or
lim
|r|→∞
A(r) =∞, and sup
|r|≥1
∣∣∣∣A
′(r)
A(r)
∣∣∣∣ <∞.
Then
f ∈ H1r (M)⇒ f |M1 ∈ C(M1) and
lim
|r|→∞
|f(r)| = 0,
TRAVELLING WAVES FOR NLS AND NLKG ON RIEMANNIAN MANIFOLDS 31
where M1 consists of all the points of M having r-coordinates ≥ 1.
Let us also prove the following
Lemma 6.3. Consider a non-compact manifold M as described in the state-
ment of Lemma 6.1. Given m,λ ∈ R, we assume the following bounds on
b:
(6.1) b2 + 2|λ|b < 1, and also 2|λ|b < m2 − λ2 if m2 − λ2 > 0.
Now, under (2.3), and if (2.4) holds, then we have,
Fm,λ,X(u) ∼= ‖u‖2H1 .
Proof. We have, Spec(−∆+X2+2iλX) ⊂ [β(λ),∞) and m2−λ2 > −β(λ).
Assume first that m2 − λ2 > 0. We have,
Fm,λ,X(u) ≤ (−∆u, u) + |(Xu,Xu)| + 2|λ||(Xu, u)| + ((m2 − λ2)u, u).
Using 〈X,X〉 ≤ b2, on calculation this gives, Fm,λ,X(u) . ‖u‖2H1 . Also,
(−∆u, u)− |(Xu,Xu)| − 2|λ||(Xu, u)| + ((m2 − λ2)u, u) ≤ Fm,λ,X(u).
We want to show that
(6.2) C‖u‖2H1 ≤ (−∆u, u)− |(Xu,Xu)| − 2|λ||(Xu, u)| + ((m2 − λ2)u, u),
where C > 0 is independent of u. This will hold if and only if we can find a
constant C such that
|(Xu,Xu)| + 2|λ||(Xu, u)| ≤ (1− C)(−∆u, u) + (m2 − λ2 − C)‖u‖2L2 .
On calculation, using 〈X,X〉 ≤ b2, we get
|(Xu,Xu)| + 2|λ||(Xu, u)| ≤ (b2 + 2|λ|b)(−∆u, u) + 2|λ|b‖u‖2L2 .
which finally proves (6.2).
Now let us consider the case 0 ≥ m2 − λ2 > −β(λ). As before, letting
−L2λ = −∆+X2 + 2iλX, we have
Fm,λ,X(u) ≤ (−L2λu, u) + (u, u) . ‖u‖2H1 (using 〈X,X〉 ≤ b2).
Also, the calculation for ‖u‖2H1 . (−L2λu, u) + (u, u) is similar to the proof
of (6.2). So, we are done if we can prove that
(6.3) (−L2λu, u) + (u, u) . Fm,λ,X(u).
We see that (−L2λu, u) ≥ β(λ)(u, u). When α > −β(λ), we have
(−L2λu, u) + α(u, u) ≥ C(−L2λu, u) ≥ C
2
(−L2λu, u) + β(λ)
2
C(u, u)
& (−L2λu, u) + (u, u),
where C = 1 + αβ(λ) . 
Now, we have our first main theorem of this paper:
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Theorem 6.4. (Main theorem I) Consider a non-compact manifold M
as described in the statement of Lemma 6.1. Given m,λ ∈ R, we assume
(6.1) and (2.3). Now, if (2.4) is satisfied, then we can minimize Fm,λ,X(u)
in the class of functions H1r (M) subject to (2.6). Here we keep p in the
range (1, n+2n−2).
Proof. We already know, under our assumptions,
Fm,λ,X(u) ∼= ‖u‖2H1(M).(6.4)
We also have, H1(M) →֒ Lq(U) compactly, q ∈ [2, 2nn−2), where U is compact
in M . Also, by Lemma 6.1,
u ∈ H1r (M)⇒ u vanishes at infinity.
So,
u ∈ H1r (M)⇒ u ∈ L∞(M \ U).
Also, u ∈ L2(M). This means, by interpolation,
u ∈ Lq(M \ U) for all q ∈ [2,∞].
We also have, ∫
M\U
|u|qdM ≤ ‖u‖q−2
L∞(M\U)
∫
M\U
|u|2dM
≤ ‖u‖q−2L∞(M\U)‖u‖2H1(M),(6.5)
and this gives,
u ∈ H1r (M)⇒ u ∈ Lq(M) ∀ q ∈ [2,
2n
n− 2)
⇒ u ∈ Lp+1(M) ∀ p ∈ (1, n+ 2
n− 2) (p = 1 is not in our range).
As usual, let
Iβ = inf{Fm,λ,X(u) : u ∈ H1r (M), subject to (2.6)}.
Clearly, Iβ > 0, because of (6.4), (6.5) and the constraint (2.6). Now, take a
sequence uν ∈ H1r (M) such that ‖uν‖p+1Lp+1 = β, and Fm,λ,X(uν) ≤ Iβ + 1/ν.
Passing to a subsequence if necessary and without changing the notation,
uν → u ∈ H1r (M) weakly, which implies, by compact Sobolev embedding,
uν −→ u in Lp+1(U)-norm for all relatively compact U.(6.6)
Also, using (6.6) with very large U ’s and the fact that uν , u vanish at infinity,
we have from (6.5),
‖uν − u‖Lp+1(M\U) −→ 0,(6.7)
meaning finally that
‖u‖p+1
Lp+1
= β.
Also, we have to prove that Fm,λ,X(u) = Iβ. This comes from the fact that
Fm,λ,X(u) ≤ lim inf Fm,λ,X(uν).
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So finally a constrained Fm,λ,X minimizer is obtained. 
6.2. Constrained energy minimizers. We now write about constrained
energy minimizers in a non-compact setting. To be precise, we assume that
our non-compact manifold M is weakly homogeneous. To recall what this
means, we make the following
Definition 6.5. A manifold M is said to be weakly homogeneous if there
is a group G of isometries of M and a number D > 0 such that for every
x, y ∈M , there exists a g ∈ G such that dist(x, g(y)) ≤ D.
On such spaces, we are trying to minimize the energy
Eλ,X(u) = 1
2
(−∆u+X2u+ 2iλXu, u) − 1
p+ 1
∫
M
|u|p+1dM
subject to ‖u‖2L2 = β (constant) and (2.3), the minimization being done over
H1(M), and p ∈ (1, 1 + 4/n).
Let
Iβ = inf{Eλ,X(u) : u ∈ H1(M), ‖u‖2L2 = β}.
We will make the following technical assumption:
Iβ < −(m
2 − λ2)
2
β,(6.8)
where m is selected such that m2−λ2 > max {−β(λ), 0}, with β(λ) defined
as in (2.3). We also assume that (6.1) is satisfied.
With that in place, we state the second main theorem of this paper:
Theorem 6.6. (Main Theorem II) If M is a non-compact weakly homo-
geneous manifold, under the technical assumption (6.8), we can minimize
Eλ,X(u) in the class of functions H1(M) subject to ‖u‖L2 = β and (2.3).
Here we want p in the range (1, 1 + 4n).
Arguing with the Gagliardo-Nirenberg inequality as in Proposition 1.3,
we can reach equation (2.21), which lets us conclude that Iβ > −∞, and
if uν is a sequence in H
1(M) satisfying Eλ,X(uν) < Iβ + 1ν , then (a subse-
quence) uν is weakly convergent to u ∈ H1(M).
Now, we can see that establishing u as the constrained energy minimizer
amounts to establishing two things:
• uν −→ u in L2-norm, so that ‖u‖2L2 = β,• Eλ,X(u) = Iβ .
Now, in view of (2.23), the second bullet point will be established if we can
prove that
(6.9) ‖uν‖Lp+1 → ‖u‖Lp+1 ,
and
(6.10) Fm,λ,X(u) ≤ lim inf Fm,λ,X(uν).
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Since ‖uν‖H1 is uniformly bounded, (6.9) will be established via the Gagliardo-
Nirenberg inequality (applied to u−uν), in conjunction with the first bullet
point above. Also, (6.10) is a consequence of weak convergence, spectral
assumption (2.3) and m2 − λ2 > −β(λ).
So now, our entire task hinges on proving the first bullet point, namely
(6.11) uν → u in L2-norm.
To accomplish this, we use the techniques of concentration-compactness,
as laid out in [L]. Below we give a formal statement of this. The state-
ment was originally made in the setting of the Euclidean space, but as
noted in [CMMT], the concentration-compactness principle and most of the
subsidiary results generalize to manifolds of bounded geometry with essen-
tially no changes at all. We will state the reformulated version as appears
in [CMMT].
Proposition 6.7. Let M be a Riemannian manifold with C∞ bounded ge-
ometry. Fix β ∈ (0,∞). Let {uν} ∈ Lp+1(M) be a sequence satisfying∫
M |uν |p+1dM = β. Then, after extracting a subsequence, one of the follow-
ing three cases holds:
(i) Vanishing: If BR(y) = {x ∈M : d(x, y) ≤ R} is the closed R-ball around
y, then for all R ∈ (0,∞),
lim
ν→∞
sup
y∈M
∫
BR(y)
|uν |p+1dM = 0.
(ii) Concentration: There exists a sequence of points {yν} ⊂ M with the
property that for each ε > 0, there exists R(ε) <∞ such that∫
BR(ε)(yν)
|uν |p+1dM > β − ε.
(iii) Splitting: There exists α ∈ (0, β) with the following properties: For each
ε > 0, there exists ν0 ≥ 1 and sets E#ν , Ebν ⊂M such that
d(E#ν , E
b
ν)→∞ as ν →∞(6.12)
and∣∣∣∣
∫
E#ν
|uν |p+1dM − α
∣∣∣∣ < ε,
∣∣∣∣
∫
Ebν
|uν |p+1dM − (β − α)
∣∣∣∣ < ε, ν > ν0.(6.13)
For a statement of the above fact in the even more general setting of
measure metric spaces, see Appendix A.1 of [CMMT]. A couple of lines
about the heuristics of the concentration-compactness principle: when we
have a sequence of elements in a Banach space with fixed norm, or, in
other words, lying on a sphere in the Banach space, we cannot necessarily
pick a norm convergent subsequence unless the Banach space itself is finite
dimensional. But, we can give an exhaustive list of the possible behaviors
of subsequences, at least in the context of the Lp spaces. That is what the
concentration-compactness principle gives. In our case, the only handle we
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have on the sequence uν is that all of them have the same L
2-norm. This
should make the application of the concentration-compactness argument
seem natural. In applications such as ours, the usual line of attack is to rule
out vanishing and splitting phenomena, so we are left with concentration
phenomenon as the only possibility. From there, we will show how to go to
compactness, i.e., convergence of the subsequence, ‖uν − u‖L2 → 0, which
has been the goal of the first bullet point.
Ruling out vanishing and splitting
To rule out vanishing, one has to make the technical assumption mentioned
before:
Iβ < −(m
2 − λ2)
2
β,(6.14)
where m is selected such that m2 − λ2 > −β(λ), with β(λ) defined as in
(2.3) and also m2 − λ2 > 0.
It is not clear that we can always have (6.8) regardless of the manifold
type. Some discussion about the assumption Iβ < 0 is found in (3.0.10) and
(3.0.11) of [CMMT].
Step I: Ruling out vanishing.
Assume vanishing occurs, that is, ∀ R ∈ (0,∞),
lim
ν→∞
sup
y∈M
∫
BR(y)
|uν |2dM = 0.
We already know that uν ’s satisfy Eλ,X(uν) < Iβ + 1/ν and that, {uν} is
bounded in H1(M).
Then, we have, by Lemma 2.1.2 of [CMMT]
2 < r <
2n
n− 2 =⇒ ‖uν‖Lr(M) → 0.
That means,
‖u‖2H1 ∼= Fm,λ,X(u) = 2Eλ,X(u) +
2
p+ 1
∫
M
|u|p+1dM + (m2 − λ2)β
implies in conjunction with (6.8) that
‖u‖2H1 ≤ lim inf ‖uν‖2H1 ≤
2
C∗
Iβ +
1
C∗
(m2 − λ2)β < 0,
which gives a contradiction. Here C∗ is a constant such that C∗‖f‖2H1 ≤
Fm,λ,X(f) for all f ∈ H1(M).
Step II: Ruling out splitting.
To rule out the splitting phenomenon, we first need a technical lemma, which
is a special case of Propositions 3.1.2 and 3.1.3 of [CMMT].
Lemma 6.8. (i) If β > 0, Iβ < −m2−λ22 β, σ > 1, then
Iσβ < σIβ.(6.15)
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(ii) If 0 < η < β and Iβ < −m2−λ22 β, we have
(6.16) Iβ < Iβ−η + Iη.
Finally, we work to rule out splitting phenomena. We have
Proposition 6.9. If {uν} ∈ H1(M) is a Eλ,X-minimizing sequence with
‖uν‖2L2 = constant, then splitting ((6.12) and (6.13)) cannot occur.
Proof. Begin by choosing ε > 0 sufficiently small such that
Iβ < Iα + Iβ−α − C1ε,(6.17)
where C1 is a constant that will be chosen later.
Suppose now that splitting happens. We have already argued that ‖uν‖H1
is uniformly bounded. Also, seeing that ‖uν‖L2 = constant and ‖uν‖Lp+1 is
uniformly bounded by an application of the Gagliardo-Nirenberg inequality,
it follows from (6.12) and (6.13) that there exists ν1 such that when ν ≥ ν1,
we have
(6.18)
∫
Sν
|uν |2dM +
∫
Sν
|∇uν |2dM +
∫
Sν
|uν |p+1dM < ε,
where Sν is a set of the form
Sν = {x ∈M : dν < d(x,E#ν ) ≤ dν + 2} ⊂M \ (E#ν ∪Ebν)
for some dν > 0. Call
E˜ν(r) = {x ∈M : d(x,E#ν ) ≤ r}.
Now define functions χ#ν and χbν by
χ#ν (x) =


1, if x ∈ E˜ν(dν)
1− d(x, E˜ν(dν)), if x ∈ E˜ν(dν + 1)
0, if x /∈ E˜ν(dν + 1)
and
χbν(x) =


0, if x ∈ E˜ν(dν + 1)
d(x, E˜ν(dν + 1)), if x ∈ E˜ν(dν + 2)
1, if x /∈ E˜ν(dν + 2).
Observe that both χ#ν (x) and χbν(x) are Lipschitz with Lipschitz constant 1
and the intersection of their supports has measure zero. Also set
u#ν = χ
#
ν uν , u
b
ν = χ
b
νuν .
Just to motivate what we are doing, we want a control on the term |Eλ,X(uν)−
Eλ,X(u#ν + ubν)| i.e., show that
(6.19) |Eλ,X(uν)−Eλ,X(u#ν +ubν)| = |Eλ,X(uν)− [Eλ,X(u#ν )+Eλ,X(ubν)]| . ε,
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and get a contradiction from the fact that |Iβ − Iα − Iβ−α| > C1ε which
comes from (6.17). Choosing m such that m2 − λ2 > −β(λ), with β(λ) as
in (2.3), we know that
2Eλ,X(uν) = Fm,λ,X(uν)− 2
p+ 1
‖uν‖p+1Lp+1 − (m2 − λ2)‖uν‖2L2 ,
and hence we see by triangle inequality that controlling each of the terms
(6.20)
∫
M
(
|uν |p+1 − (|u#ν |p+1 + |uν |p+1)
)
dM,
∫
M
(
‖uν‖H1 − (‖u#ν ‖H1 + ‖ubν‖H1)
)
dM,(6.21)
|Fm,λ,X(uν)− (Fm,λ,X(u#ν ) + Fm,λ,X(ubν))|,(6.22)
would be sufficient. To that end, we first note that when ν ≥ ν1,
‖u#ν ‖2L2 = αν , where |α− αν | < 2ε
and
‖ubν‖2L2 = βν − αν , where |(β − α)− (βν − αν)| < 2ε.
Now, we have∫
M
(
|uν |p+1 − (|u#ν |p+1 + |uν |p+1)
)
dM ≤
∫
Sν
|uν |p+1dM < ε
and ∫
M
(
|uν |2 − (|u#ν |2 + |uν |2)
)
dM ≤
∫
Sν
|uν |2dM < ε.(6.23)
Using ∇u#ν = χ#ν ∇uν + (∇χ#ν )uν , the corresponding identity for ∇ubν and
the fact that both χ#ν (x) and χbν(x) have Lipschitz constant 1, we see that
∫
M
(
|∇uν |2 − (|∇u#ν |2 + |∇uν |2)
)
dM ≤
∫
Sν
|uν |2dM +
∫
Sν
|∇uν |2dM . ε.
(6.24)
(6.23) and (6.24) together give (6.21). Now we are left with (6.22).
From the definition of Fm,λ,X(u) and what has gone before, we see that it
suffices to control
|(X2uν , uν)− (X2u#ν , u#ν )− (X2ubν , ubν)|
or, equivalently, ∣∣∣∣
∫
M
(|Xuν |2 − |Xu#ν |2 − |Xubν |2)dM
∣∣∣∣.
and also ∣∣∣∣(iXuν , uν)− (iXu#ν , u#ν )− (iXubν , ubν)
∣∣∣∣.
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Now, as before, Xu#ν = χ
#
ν Xu
#
ν +X(χ
#
ν )u
#
ν , so
∣∣∣∣
∫
M
(|Xuν |2 − |Xu#ν |2 − |Xubν |2)dM
∣∣∣∣ ≤
∫
Sν
|uν |2dM +
∫
Sν
|Xuν |2dM
(6.25)
.
∫
Sν
|uν |2dM +
∫
Sν
|∇uν |2dM . ε,(6.26)
the last observation coming from the fact that X is bounded, which means
that |Xuν | = |X.∇uν | . |∇uν |. Lastly, we can also control∣∣∣∣(iXuν , uν)− (iXu#ν , u#ν )− (iXubν , ubν)
∣∣∣∣
by using the Cauchy-Schwarz inequality. This is because
|(iXuν , uν)− (iXu#ν , u#ν )− (iXubν , ubν)| = |(Xuν , uν)− (χ#ν Xu#ν +X(χ#ν )u#ν , u#ν )
−(χbνXubν +X(χbν)ubν , ubν)|
= |(Xuν , uν)− (Xuν , χ#ν uν)− (Xuν , χbνuν)− (X(χ#ν )uν , u#ν ) + (X(χbν)uν , ubν)|
≤ |(Xuν , uν)− (Xuν , χ#ν uν)− (Xuν , χbνuν)|+ |(X(χ#ν )uν , u#ν )|+ |(X(χbν)uν , ubν)|
≤ |
∫
Sν
Xuνuν |+ |
∫
Sν
uνu
#
ν |+ |
∫
Sν
uνubν | ≤ |
∫
Sν
Xuνuν |+ 2
∫
Sν
|uν |2.
Now,
|
∫
Sν
Xuνuν | ≤ ‖Xuν‖L2(Sν)‖uν‖L2(Sν) ≤ ‖X.∇uν‖L2(Sν)‖uν‖L2(Sν)
. ‖∇uν‖L2(Sν)‖uν‖L2(Sν) ≤ ε
the last step coming from (6.18). That completes the proof. 
Now that we have ruled out the alternatives, we can say that the mini-
mizing sequence uν will concentrate. Recall that this means
Corollary 6.10. Under the setting of Lemma 6.8, there is a sequence of
points yν ∈ M such that for all ε > 0, there exists R(ε) < ∞ (independent
of ν) such that ∫
M\BR(ε)(yν)
|uν |2dM < ε.(6.27)
This allows us to invoke the assumption of weak homogeneity at last.
Using weak homogeneity, we can map the sequence yν into a compact region
K ⊂ M and we still call the translates of uν as uν . Now, any subsequence
which concentrates will have compact Sobolev embedding, i.e., we use the
compact embedding H1(M) →֒ L2(K). Then, weak H1 convergence of uν
allows us to find a subsequence, still called uν , such that
(6.28) ‖uν − u‖L2(K) → 0.
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We see that (6.28) holds for all bounded K ⊂ M . Hence, from (6.27), we
see that ‖u‖2L2 = β and uν → u in L2(M)-norm.
This is what we intended to prove.
7. Small perturbations of X and corresponding minimisers
Previously, we have established the existence of Fm,λ,X minimizers on non-
compact manifolds of type M = N × [0,∞) which have bounded geometry
and metrics of the type g = dr2+φ(r)gN , with smooth φ. Similarly, we can
establish the existence of constrained Fλ,X minimizers.
Now, we raise the following perturbation question: if we perturb the Killing
field X slightly, can we prove that the corresponding constrained minimizers
also vary slightly? It certainly seems believable on a compact manifold,
but the question is more involved on a non-compact setting. We study
this question for the Fλ,X minimizers in connection with the NLS equation.
Roughly, we establish that on the class of manifolds considered in Lemma
6.1, slight perturbations in the Killing field will result in slight variations in
the constrained Fλ,X-minimizers in the sense of L
s-norm, s ∈ [2, 2nn−2). More
formally,
Proposition 7.1. Consider a non-compact manifold M satisfying all the
conditions as in Lemma 6.1. Start with a bounded Killing field X on M and
assume that Xn = X + εnX
′′
is a Killing field for all n ∈ N, where X ′′ is
another bounded Killing field on M , and εn → 0 is a decreasing sequence of
positive real numbers. Let un be constrained minimizers of Fλ,Xn(u) subject
to (2.6). Then, there exists a subsequence of un, still called un, such that
‖um − un‖Ls → 0, as m,n→∞, s ∈ [2, 2n
n− 2).
Proof. Let us suppose, X
′′
is such that 〈X ′′ ,X ′′〉 ≤ C.
Now
Fλ,X′ (u) = (−∆u+ λu− iX
′
u, u)
= (−∆u− iXu− iεX ′′u+ λu, u)
= Fλ,X(u)− (iεX ′′u, u) −→ Fλ,X(u) as ε −→ 0.
Also,
|Fλ,X′ (u)− Fλ,X(u)| = |(iεX
′′
u, u)| ≤ ‖εX ′′u‖‖u‖
= ‖εX ′′ .∇u‖‖u‖ ≤ |εX ′′ |‖∇u‖‖u‖
≤ Cε‖u‖2H1 ,
the last step using the bound on X
′′
and the Cauchy-Schwarz inequality.
Now, consider a decreasing sequence εn −→ 0 and consider the perturbations
Xn = X + εnX
′′
of X. Suppose for each n, un ∈ H1r (M) is a minimizer of
Fλ,Xn subject to ‖u‖p+1Lp+1 = β (constant). We will start by arguing that un
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has a convergent subsequence in the Lr-norm, r ∈ [2, 2nn−2).
First, we argue that ‖un‖2H1 is uniformly bounded. We need to see that
Iβ,n uniformly bounded ⇐⇒ Fλ,Xn(un) uniformly bounded(7.1)
=⇒ ‖un‖2H1 uniformly bounded,(7.2)
where Iβ,n = inf{Fλ,Xn(u) : u ∈ H1r (M), ‖u‖p+1Lp+1 = β}.
We observe that Fλ,Xn(u) ≥ 0 for all n, u. So, fixing an integer k, we have
|Iβ,k+q − Iβ,k| ≤ |Fλ,Xk+q(uk)− Fλ,Xk(uk)|(7.3)
. εk‖uk‖2H1(7.4)
for all positive integers q. That means,
Iβ,k+q ≤ Iβ,k + Cεk‖uk‖2H1 ,(7.5)
which gives that Iβ,n is uniformly bounded, which means that Fλ,Xn(un) is
uniformly bounded.
Now we know, ‖u‖2H1(M) ≤ C(n)Fλ,Xn(u) for all u ∈ H1(M). That gives, for
m > k, k being fixed,
‖u‖2H1(M) ≤ C(k)((−∆ − iXk + λ)u, u)
= C(k)((−∆ − iXm + λ)u, u) + C(k)((iXm − iXk)u, u)
≤ C(k)Fλ,Xm(u) + C(k)|(εm − εk)(X
′′
u, u)|
≤ C(k)Fλ,Xm(u) + CC(k)εk‖u‖2H1(M),
which finally implies
(7.6) ‖u‖2H1 ≤
C(k)Fλ,Xm(u)
1− CC(k)εk
.
Let us justify (7.6). We claim that there exist some positive integer l such
that CC(k)εk < 1 for all k ≥ l. If not, there will exist a subsequence, still
called C(k) with mild abuse of notation, such that CC(k)εk ≥ 1, which means
that C(k) → ∞ as k → ∞. But this contradicts the fact that C(k) → C∗,
where C∗ is a constant such that
‖u‖2H1 ≤ C∗Fλ,X(u).
Now, (7.6) means, in particular
(7.7) ‖um‖2H1 ≤
C(k)
1−CC(k)εk
Fλ,Xm(um),
which means that finally we have, {‖un‖2H1} is uniformly bounded.
Since we have ‖un‖2H1 ≤ K uniformly, we can say that un converges in the
weak topology of H1(M). Since we are working on manifolds of bounded
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geometry, we also have, when 2 < s <∞, and relatively compact U ,∫
M\U
|un|sdM ≤ ‖un‖s−2L∞(M\U)
∫
M\U
|un|2dM(7.8)
≤ ‖un‖s−2L∞(M\U)‖un‖2H1(M).(7.9)
Also, compact Sobolev embedding gives us
H1(M) →֒ Ls(Ω) compactly, ∀s ∈ [2, 2n
n− 2)
given Ω ⊂M relatively compact. This, together with (7.8), gives
un ∈ H1r (M)⇒ un ∈ Ls(M) ∀ s ∈ [2,
2n
n− 2).
Passing to a subsequence if necessary and without changing the notation,
un → u ∈ H1r (M) weakly implies, by the compactness of Sobolev embedding,
un −→ u in Ls(U)− norm for all relatively compact U.(7.10)
Also, using (7.8), using (7.10) with very large U ’s and the fact that un, u
vanish at infinity (this is Lemma 6.1) , we have
un −→ u in Ls(M \ U)− norm,(7.11)
meaning, ‖uk+q − uk‖Ls is small beyond some integer k, for all positive in-
tegers q.

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8. Appendix
Here we justify our claim that on Sn, −L2λ = −∆+X2+2iλX loses one
derivative when |λ| < n−12 , i.e., L2λu ∈ Hsloc =⇒ u ∈ Hs+1loc . To prove this,
we invoke Theorem 1.8, Chapter XV of [T2]. Let P = p(x,D) ∈ OPS2 have
an expansion into homogeneous terms as follows:
p(x, ξ) ∼ p2(x, ξ) + p1(x, ξ) + .....
Define the subprincipal symbol of P as follows:
sub σ(P ) = p1(x, ξ) +
i
2
∑
ν
∂2
∂xν∂ξν
p2(x, ξ).
Also, let Σ = {(x, ξ) : p2(x, ξ) = 0}. Let Q = Q(x,ξ) denote the Hessian of
p2(x, ξ) at a point (x, ξ) ∈ Σ. Q = Q(u) is a quadratic form on T (T ∗(X)),
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and we denote the associated bilinear form by Q(u, v). If σ denotes the
symplectic form on T ∗(X), we define the associated Hamilton map F by
σ(u, Fv) = Q(u, v).
It can be proved that the nonzero eigenvalues of F are of the form ±iµν(µν >
0), and call tr+F :=
∑
µν .
Now we can quote the aforementioned theorem:
Theorem 8.1. ( [T2]) Suppose p2(x, ξ) ≥ 0 vanishes to exactly second order
on Σ, with TΣ not involutive at each point of Σ, and suppose
(8.1) Re sub σ(P ) + tr+F > 0
holds. Then P is hypoelliptic with loss of exactly one derivative.
From the above statement, observe that it is immediately clear that L0
loses exactly one derivative, because (8.1) is trivially satisfied in that case.
The principal symbol of L2λ is given by
p2(x, ξ) =
n∑
i=2
ξ2i +
∑
i<j
(xiξj − xjξi)2
The characteristic variety is
Σ = {((x1, x2, ..., xn); (0, 0, ..., 0))} ∪ {((x1, 0, ..., 0); (ξ1 , 0, ..., 0))}.
So,
dist (((x1, 0, .., 0); (ξ1 , ξ2, ..., ξn)),Σ)
2 =
n∑
j=2
ξ2j ≤ p2(x, ξ),
which shows that p2(x, ξ) vanishes to exactly second order on Σ.
For the rest of the calculation, we specialize to n = 2 for ease of presen-
tation, because the general case is exactly analogous. We already have
Re sub σ(P ) = −2λξ1. We can see that
Q =


0 0 0 0
0 2ξ21 0 −2x1ξ1
0 0 0 0
0 −2x1ξ1 0 2x21 + 2

 ,
which gives on calculation that
F =


0 0 0 0
0 −2x1ξ1 0 2x21 + 2
0 0 0 0
0 −2ξ21 0 2x1ξ1

 ,
Calculating the eigenvalues of F , we see that tr+F = 2|ξ1|. So, if |λ| < 1/2,
we have that
Re sub σ(P ) + tr+F > 0.
TRAVELLING WAVES FOR NLS AND NLKG ON RIEMANNIAN MANIFOLDS 43
References
[B] D. Blair, Riemannian geometry of compact and symplectic manifolds, Birkha¨user,
Progress in Mathematics, Volume 203, 2002.
[BD] E. Barletta and S. Dragomir, Differential equations on compact Riemannian mani-
folds, Ann. Scuola Norm. Sup. Pisa Cl. Sci.(4), 30, (2001), 63-95.
[BL] H. Berestycki and P.-L. Lions, Nonlinear scalar field equations, I, Existence of a
ground state, Arch. Rat. Mech. Anal. 82 (1983), 313-345.
[C] R. Camporesi, Harmonic analysis and propagators on homogeneous spaces, Phys.
Rep., (1990), no. 1-2, 1 - 134.
[CM] H. Christianson, and J. Marzuola,, Existence and stability of solitons for the non-
linear Schro¨dinger equation on hyperbolic space, Nonlinearity, 23 (2010), 89-106.
[CMMT] H. Christianson, J. Marzuola, J. Metcalfe, and M. Taylor, Nonlinear bound states
on weakly homogeneous spaces, Comm. PDE, 39 (2014), no. 1, 34-97.
[DN] J. D’Atri, H. Nickerson, The existence of special orthonormal frames, J. Differential
Geometry 2 (1968), 393-409.
[F] G. Folland, A fundamental solution for a subelliptic operator, Bull. Amer. Math. Soc.,
79, No. 2 (1973), 373-376.
[FS] G. Folland and E. Stein, Estimates for the ∂b complex and analysis on the Heisenberg
group, Comm. Pure Appl. Math., 27 (1974), 429-522.
[GL] N. Garofalo and E. Lanconelli, Existence and nonexistence results for semilinear
equations on the Heisenberg group, Indiana U. Math. J., 41 (1992), 71-98.
[He] S. Helgason, Groups and Geometric Analysis, Pure and Applied Math., Academic
Press, 1984.
[H] L. Ho¨rmander, Hypoelliptic second order differential equations, Acta Math., 119
(1967), 147-171.
[JMMP] C. Jones, R. Marangell, P. Miller and R. Plaza, On the stability analysis of
periodic sine-Gordon traveling waves, Phys. D 251 (2013), 63-74.
[K] T. Kato, Perturbation theory for linear operators, Springer Classics in Mathematics,
1996.
[L] P.L. Lions, The concentration-compactness principle in the calculus of variations. The
locally compact case. I, Ann. Inst. H. Poincare´ Anal. Non Line´aire, 1(2), 109-145, 1984.
[L1] P.L. Lions, The concentration-compactness principle in the calculus of variations. The
locally compact case. II, Ann. Inst. H. Poincare´ Anal. Non Line´aire, 1(4), 223-283,
1984.
[LM] J.L. Lions and E. Magenes, Non-homogeneous Boundary value problems and appli-
cations Volumes I - III, Springer-Verlag (1973).
[MS] G. Mancini and K. Sandeep, On a semilinear equation in Hn, Ann. Scuola Norm.
Sup. Pisa, 7 (2008), 635-671.
[MJS] R. Marangell, C. Jones and H. Susanto, Localized standing waves in inhomogeneous
Schrdinger equations, Nonlinearity 23 (2010), no. 9, 2059-2080.
[M] A. McIntosh, Operator theory - Spectra and Functional Calculi, Online lecture notes,
2010.
[MT] J. Marzuola and M. Taylor, High dimensional vortex standing waves for Nonlinear
Schro¨dinger equations, Preprint, 2013.
[MK] A. Milani and N. Koksch, An introduction to semiflows, Chapman and Hall/CRC
Monographs and Surveys in Pure and Applied Mathematics, 134, Chapman and
Hall/CRC, Boca Raton, FL, 2005.
[Mu] M. Mukherjee, Extremal values of the (fractional) Weinstein functional on the hy-
perbolic space, Preprint, 2015, http://arxiv.org/abs/1406.4931.
[P] R. Ponge, Heisenberg calculus and spectral theory of hypoelliptic operators on Heisen-
berg manifolds, Mem. AMS 194 (2008), #906.
44 MAYUKH MUKHERJEE
[Sc] K. Schmu¨dgen, Unbounded self-adjoint operators on Hilbert space, GTM 265,
Springer, Dordrecht, 2012.
[S] W. Strauss, Existence of solitary waves in higher dimensions, Comm. Math. Phys.
55, 149-162, 1977.
[T1] M. Taylor, Traveling wave solutions to NLS and NLKG equations in non-Euclidean
settings, Houston J. Math., to appear.
[T2] M. Taylor, Pseudodifferential operators, Princeton Univ. Press, Princeton, NJ, 1981
[T3] M. Taylor, Noncommutative Microlocal Analysis, Mem. AMS #313, 1984.
[T4] M. Taylor, Noncommutative Harmonic Analysis, AMS, Providence, RI, 1986.
[T5] M. Taylor, Hardy spaces and bmo on manifolds with bounded geometry, J. Geom.
Anal. 19 (2009), No. 1, 137 - 190.
[Y] K. Yosida, Functional Analysis, Springer Verlag, 1980.
[Z] D. Zhelobenko, Compact Lie groups and their representations, Translations of Math-
ematical Monographs, AMS, Providence, RI, 1973.
Max Planck Institute for Mathematics, Vivatsgasse 7, 53111 Bonn,, Ger-
many
E-mail address: mukherjee@mpim-bonn.mpg.de
