A key feature of wireless communications is the spatial reuse. However, the spatial aspect is not yet well understood for the purpose of designing efficient spectrum sharing mechanisms. In this paper, we propose a framework of spatial spectrum access games on directed interference graphs, which can model quite general interference relationship with spatial reuse in wireless networks. We show that a pure strategy equilibrium exists for the two classes of games: (1) any spatial spectrum access games on directed acyclic graphs, and (2) any games satisfying the congestion property on directed trees and directed forests. Under mild technical conditions, the spatial spectrum access games with random backoff and Aloha channel contention mechanisms on undirected graphs also have a pure Nash equilibrium. We then propose a distributed learning algorithm, which only utilizes users' local observations to adaptively adjust the spectrum access strategies. We show that the distributed learning algorithm can converge to an approximate mixed-strategy Nash equilibrium for any spatial spectrum access games. Numerical results demonstrate that the distributed learning algorithm achieves up to 100% performance improvement over a random access algorithm.
INTRODUCTION
Cognitive radio is envisioned as a promising technique to alleviate the problem of spectrum under-utilization [1] . It enables unlicensed wireless users (secondary users) to opportunistically access the licensed channels owned by legacy Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. spectrum holders (primary users), and thus can significantly improve the spectrum efficiency [1] .
A key challenge of the cognitive radio technology is how to resolve the resource competition by selfish secondary users in a decentralized fashion. If multiple secondary users transmit over the same channel simultaneously, severe interferences or collisions might occur and the data rates of all users may get reduced. Therefore, it is necessary to design efficient spectrum sharing mechanism for cognitive radio networks.
The competitions among secondary users for common spectrum have often been studied as a noncooperative game theory (e.g., [6, 9, 18, 19, 23] ). Nie and Comniciu in [18] designed a self-enforcing distributed spectrum access mechanism based on potential games. Niyato and Hossain in [19] studied a price-based spectrum access mechanism for competitive secondary users. Chen and Huang in [6] investigated stable spectrum sharing mechanism design based on evolutionary game theory. Fĺ elegyhĺćzi et al. in [9] proposed a two-tier game framework for medium access control (MAC) mechanism design.
When not knowing spectrum information such as channel availability, secondary users need to learn the network environment and adapt the spectrum access decisions accordingly. Han et al. in [11] used no-regret learning to solve this problem, assuming that the users' channel selections are common information. When users' channel selections are not observable, authors in [2, 13] designed multi-agent multi-armed bandit learning algorithms to minimize the expected performance loss of distributed spectrum access.
A common assumption of the above results is that secondary users are close-by and interfere with each other when they transmit on the same channel simultaneously. However, a unique feature of wireless communication is spatial reuse. If users who transmit simultaneously are located sufficiently far away, then simultaneous transmissions over the same channel may not cause any performance degradation to any user (see Figure 1 for an illustration). Such spatial effect on spectrum sharing is less understood than many other aspects in existing literature [24] .
Recently, Tekin et al. in [22] and Southwell et al. in [21] proposed a novel spatial congestion game framework to take spatial relationship into account. The key idea is to extend the classical congestion game upon an undirected graph, by assuming that the interferences among the players are symmetric and a player's throughput depends on the number of players in its neighborhood that choose the same resource. As illustrated in Figure 1 , however, the interference relationship among the secondary users can be asymmetric due to the heterogeneous transmission powers and locations of the users. We hence propose a more general framework of spatial spectrum access game on directed interference graphs, which take users' heterogeneous resource competition capabilities and asymmetric interference relationship into account. The congestion game on directed graphs has also been studied in [4] , with the assumption that players have linear and homogeneous payoff functions. The game model in this paper is more generic and allows linear/nonlinear player-specific payoff functions. Moreover, we design a distributed algorithm for achieving the equilibria of the game. The main results and contributions of this paper are as follows:
• General game formulation: We formulate the distributed spectrum access problem as a spatial spectrum access game on directed interference graphs, with userspecific channel data rates and channel contention capabilities.
• Existence of Nash equilibria: We show by counterexamples that a general spatial spectrum access game may not have a pure Nash equilibrium. We then show that a pure strategy equilibrium exists for the following two classes of games: (1) any spatial spectrum access games on directed acyclic graphs, and (2) any games satisfying the congestion property on directed trees and directed forests. We also show that under mild conditions the spatial spectrum access games with random backoff and Aloha channel contention mechanisms on undirected graphs are potential games and have pure Nash equilibria.
• Distributed learning for achieving approximate Nash equilibrium: We propose a distributed learning algorithm that can converge to an approximate mixed Nash equilibrium for any spatial spectrum access games by utilizing users' local observations only. Numerical results demonstrate that the distributed learning algorithm achieves up-to 100% performance improvement over the random access algorithm.
The rest of the paper is organized as follows. We introduce the system model and the spatial spectrum access game in Sections 2 and 3, respectively. We investigate the existence of Nash equilibria in Section 4. Then we present the distributed learning algorithm in Section 5. We illustrate the performance of the proposed algorithm through numerical results in Section 6, and finally conclude in Section 7.
SYSTEM MODEL
We consider a cognitive radio network with a set M = {1, 2, ..., M } of independent and stochastically heterogeneous primary channels. A set N = {1, 2, ..., N } of secondary users try to access these channels distributively when the channels are not occupied by primary (licensed) transmissions. Here we assume that each secondary user is a dedicated transmitter-receiver pair.
To take users' spatial relationship into account, we denote dn = (dTx n , dRx n ) as the location vector of secondary user n, where dTx n and dRx n denote the location of the transmitter and the receiver, respectively. Each secondary user n has a transmission range δn. Then given the location vectors of all secondary users, we can obtain the interference graph G = {N , E} to describe the interference relationship among the users (see Figure 1 for an example). Here the vertex set N is the same as the secondary user set. The edge set is defined as
where ||dTx i , dRx j || is the distance between the transmitter of user i and the receiver of user j. As illustrated in Figure  1 , an interference edge can be directed or undirected. If an interference edge is directed from secondary user i to user j, then user j's data transmission will be affected by user i's transmission on the same channel, but user i will not be affected by user j. If the interference edge is undirected 1 between user i and user j, then the two users can affect each other. Note that a generic directed interference graph can consist of a mixture of directed and undirected edges. In the sequel, we call an interference graph undirected, if and only if all the edges of the graph are undirected. We also denote the set of users that can cause interference to user n as Nn = {i :
Based on the interference model above, we describe the cognitive radio network with a slotted transmission structure as follows:
• Channel State: the channel state for a channel m during time slot t is
0, if channel m is occupied by primary transmissions, 1, if channel m is idle.
• Channel State Transition: for a channel m, the channel state Sm(t) is a random variable with a probability density function as ψm. In the following, we denote the channel idle probability θm as the mean of Sm(t), i.e., θm = E ψm [Sm(t)].
• User Specific Channel Throughput: for each secondary user n, its realized data rate b n m (t) on an idle channel m in each time slot evolves according to a random process with a mean B n m , due to users' heterogeneous transmission technologies and the local environmental effects such as fading.
• Time Slot Structure: each secondary user n executes the following stages synchronously during each time slot:
-Channel Sensing: sense one of the channels based on the channel selection decision made at the end of previous time slot.
-Channel Contention: Let an be the channel selected by user n, and a = (a1, ..., aN ) be the channel selection profile of all users. The probability that user n can grab the chosen idle channel an during a time slot is gn(N an n (a)) ∈ (0, 1), which depends on the subset of user n's interfering users that choose the same channel N an n (a) {i ∈ Nn : ai = a n }. Here are two examples: 1) Random backoff mechanism: the contention stage of a time slot is divided into λmax minislots (see Figure 2 ). Each contending user n first counts down according to a randomly and uniformly generated integer backoff time counter (number of mini-slots) λn between 1 and λmax. If there is no active transmissions till the countdown timer expires, the user monitors the channel and transmits RTS/CTS messages on that channel. If multiple users choose the same backoff counter, a collision will occur and no users can grab the channel successfully. Once successfully gets the channel, the user starts to transmit its data packet. In this case, we have
where K n an (a) = |N an n (a)| = i∈Nn I {a i =a n } denotes the number of user n's interfering users choosing the same channel as user n. 2) Aloha mechanism: user n contends for an idle channel with a probability pn ∈ (0, 1) in a time slot. If multiple interfering users contend for the same channel, a collision occurs and no user can grab the channel for data transmission. In this case, we have gn(N an n (a)) = pn i∈N a n n (a)
(1 − pi) . (2) Note that for the random backoff mechanism, the channel grabbing probability gn(N Under a fixed channel selection profile a, the long-run expected throughput of a secondary user n choosing channel an can be computed as
Since our analysis is from the secondary users' perspective, we will use the terms "secondary user" and "user" interchangeably. Due to page limit, the detailed proofs are given in our technical report [5] .
SPATIAL SPECTRUM ACCESS GAME
We now consider the problem that each user tries to maximize its own throughput by choosing a proper channel distributively. Let a−n = {a1, ..., an−1, an+1, ..., aN } be the channels chosen by all other users except user n. Given other users' channel selections a−n, the problem faced by a user n is
The distributed nature of the channel selection problem naturally leads to a formulation based on the game theory, such that users can self organize into a mutually acceptable channel selection (pure Nash equilibrium)
We thus formulate the distributed channel selection problem on an interference graph G as a spatial spectrum access game
where N is the set of players, M is the set of strategies, G describes the interference relationship among the players, and Un is the payoff function of player n. It is known that not every finite strategic game possesses a pure Nash equilibrium [17] . We then introduce a more general concept of mixed Nash equilibrium. Let σn (σ For simplicity, we use the same payoff notation Un(σ1, ..., σN ) to denote the expected throughput of user n under the mixed strategy profile (σ1, ..., σ N ), and it can be computed as
aN ). (6)
Similarly to the pure Nash equilibrium, the mixed Nash equilibrium is defined as:
mixed Nash equilibrium, if for every user n ∈ N , we have
where σ * −n denote the mixed strategy choices of all other users except user n.
Note that the pure Nash equilibrium is a special case of the mixed Nash equilibrium, wherein every user chooses a single channel with probability one. One critical issue in game theory is the existence of both mixed and pure Nash equilibria, which motivates the study in the following Section 4.
EXISTENCE OF NASH EQUILIBRIA
In this part, we study the existence of Nash equilibria in a spatial spectrum access game. Since a spatial spectrum access game is a finite strategic game (i.e., with finite number of players and finite number of channels), we know that it always admits a mixed Nash equilibrium according to [17] .
On the other hand, not every finite strategic game possesses a pure Nash equilibrium [17] . A pure Nash equilibrium is much preferable than a general mixed strategy Nash equilibrium, as in a pure strategy equilibrium users can achieve mutually acceptable channel selections without randomly picking and switching channels all the time. This motivates us to further investigate the existence of pure Nash Equilibria of the spatial spectrum access games.
Existence of Pure Nash Equilibria on Directed Interference Graphs
We first study the existence of pure Nash Equilibria on directed interference graphs.
First of all, we can construct a game which does not have a pure Nash equilibrium. Theorem 1. There exists a spatial spectrum access game on a directed interference graph not admitting any pure Nash equilibrium. Figure 3 shows such an example. It is easy to verify that for all 8 possible channel selection profiles, there always exists one user (out of these three users) having an incentive to change its channel selection unilaterally to improve its throughput.
We then focus on identifying the conditions under which the game admits a pure Nash equilibrium. To proceed, we first introduce the following lemma. We know that any directed acyclic graph (i.e., a directed graph contains no directed cycles) can be given a topological sort (i.e., an ordering of the nodes), such that if node i < j then there are no edges directed from the node j to node i in the ordering [3] . From Lemma 1, we know that 1 − p) . If all three players (nodes) choose channel 1, then each player has the incentive of choosing channel 2 to improve its throughput assuming that the other two players do not change their channel choices. We can show that such derivation will happen for all 8 possible strategy profiles a = (a1, a2, a3), where ai ∈ {1, 2} for i ∈ {1, 2, 3}. Corollary 1. Any spatial spectrum access game on a directed acyclic graph has a pure Nash equilibrium.
To obtain more insightful results, we next impose the following property on the spatial spectrum access games:
Furthermore, a spatial spectrum access game satisfies the congestion property if (7) holds for all users n ∈ N .
The congestion property means that the more contending users exist, the less chance a user can grab the channel. Such a property is natural for practical wireless systems such as the random backoff and Aloha systems. We can show that Lemma 2. Consider any spatial spectrum access game satisfying the congestion property on a given directed interference graph G that has a pure Nash equilibrium. Then we can construct a new spatial spectrum access game by adding a new player, whose channel grabbing probability satisfies the congestion property and who can have interference relationship with at most one player n ∈ N in the original game. The new game also has a pure Nash equilibrium.
Definition 3 (Directed Tree [3]). A directed graph is called a directed tree if the corresponding undirected graph obtained by ignoring the directions on the edges of the original directed graph is a tree.
Note that a (undirected) tree is a special case of directed trees. Since any spatial spectrum access game over a single node always has a pure Nash equilibrium, we can then construct the directed tree recursively by introducing a new node and adding an (directed or undirected) edge between this node and one existing node. From Lemma 2, we obtain that Corollary 2. Any spatial spectrum access game satisfying the congestion property on a directed tree has a pure Nash equilibrium.
Definition 4 (Directed Forest [3]). A directed graph is called a directed forest if it consists of a disjoint union of directed trees.

Figure 4: An interference graph that consists of directed acyclic graphs and directed trees
Similarly, we can obtain from Lemma 2 that Corollary 3. Any spatial spectrum access game satisfying the congestion property on a directed forest has a pure Nash equilibrium.
As illustrated in Figure 4 , according to Lemmas 1 and 2, we can construct more complicated directed interference graphs over which a spatial spectrum access game satisfying the congestion property has a pure Nash equilibrium.
Existence of Pure Nash Equilibria on Undirected Interference Graphs
We now study the case that the interference graph is undirected. This is a good approximation of reality if the transmitter of each user is close to its receiver, and all users' transmit powers are roughly the same.
When an undirected interference graph is a tree, according to Corollary 2, any spatial spectrum access game satisfying the congestion property has a pure Nash equilibrium. However, for those non-tree undirected graphs without a topological sort, the existence of pure Nash equilibrium can not be proved following the results in previous Section 4.1. This motivates us to further study the existence of pure Nash equilibria on generic undirected interference graphs.
First of all, [15] showed that a 3-players and 3-resources congestion game with user-specific congestion weights may not have a pure Nash equilibrium. Such a congestion game can be considered as a spatial spectrum access game on a complete undirected interference graph (by regarding the resources as channels). When all users have homogeneous channel contention capabilities and all channels have the same mean data rates, [22] showed that the spatial spectrum access game on any undirected interference graphs has a pure Nash equilibrium. Clearly, the applicability of such a channel-homogeneous model is quite limited, since the channel throughputs in practical wireless networks are often heterogeneous. We hence next focus on exploring the random backoff and Aloha systems with user-specific data rates, which provide useful insights for the user-homogeneous and user-heterogeneous channel contention mechanisms, respectively.
Here we resort to a useful tool of potential game 2 , which is defined as Definition 5 (Potential Game [16] ). A game is called a potential game if it admits a potential function Φ(a) such that for every n ∈ N and a−n ∈ M N −1 , sgn Φ(a n , a−n) − Φ(an, a−n) 2 Note that it is much more difficult to find a proper potential function to take into account users' asymmetric relationships (i.e., directions of edges on graph) when the interference graph is directed. Hence in this study we only apply the tool of potential game in the undirected case.
where sgn(·) is the sign function.
Definition 6 (Better Response Update [16] ). The event where a player n changes to an action a n from the action a n is a better response update if and only if Un(a n , a−n) > Un(an, a−n).
An appealing property of the potential game is that it always admits a pure Nash equilibrium and the finite improvement property, which is defined as Definition 7 (Finite Improvement Property [16] Based on the potential game theory, we first study the random backoff mechanism. We show in Theorem 2 that when the undirected interference graph is complete, there exists indeed a pure Nash equilibrium.
Theorem 2. Any spatial spectrum access game on a complete undirected interference graph with the random backoff mechanism is a potential game with the potential function
where Km(a) is the number of users choosing channel m under the strategy profile a, and hence has a pure Nash equilibrium.
We then consider the random backoff mechanism in the asymptotic case that λmax goes to infinity. This can be a good approximation of reality when the number of backoff mini-slots is much greater than the number of interfering users, and collision rarely occurs. In this case, we have
here K n an (a) denotes the number of users that choose channel an and can interfere with user n. Equation (9) implies that the channel opportunity is equally shared among 1+K n an (a) contending users (including user n). We consider the user specific throughput as
where hn is regarded as a user-specific transmission gain. For example, a user n can possess a higher transmission gain if the distance between its transmitter and receiver is shorter than other users given that all the users transmit with the same power level. We show that
Theorem 3. Any spatial spectrum access game on any undirected interference graph with user-specific transmission gains and the random backoff mechanism in the asymptotic case is a potential game with the potential function
and hence has a pure Nash equilibrium.
We now consider the Aloha mechanism. According to (2), we have the throughput function as
We can show that
Theorem 4. Any spatial spectrum access game on any undirected interference graph with the Aloha mechanism is a potential game with the potential function
When a spatial spectrum access game is a potential game, we can design a distributed algorithm such that each user asynchronously updates the channel selection myopically to increase its throughput. According to the finite improvement property of the potential game, such an algorithm can achieve a pure Nash equilibrium within finite number of iterations. However, asynchronous better response updates require each user to have the complete information of other users' channel selections. This can only be achieved with extensive information exchange among the users, which may not be always feasible. It will be very nice to design a distributed algorithm that achieves the equilibrium without information exchange.
DISTRIBUTED LEARNING FOR SPATIAL SPECTRUM ACCESS
In this part, we discuss how to achieve an equilibrium for the spatial spectrum access games. As shown in Section 4, a generic spatial spectrum access game does not necessarily have a pure Nash equilibrium, and thus it is impossible to design a mechanism achieving pure Nash equilibria in general. We hence target on approaching the mixed Nash equilibria. Govindan and Wilson in [10] proposed a global Newton method to compute the mixed Nash equilibria for any finite strategic games. This method hence can be applied to find the mixed Nash equilibria for the spatial spectrum access games. However, such an approach is a centralized optimization, which requires that each user has the complete information of other users and compute the solution accordingly. This is often infeasible in a cognitive radio network, since acquiring complete information requires heavy information exchange among the users, and setting up and maintaining a common control channel for message broadcasting demands high system overheads [1] . Moreover, this approach is not incentive compatible since some users may not be willing to share their local information due to the energy consumption of information broadcasting. We thus propose a distributed learning algorithm for any spatial spectrum access games, and the algorithm does not require any information exchange among users. Each user only estimates its expected throughput locally, and learns to adjust its channel selection strategy adaptively. We show that the distributed learning algorithm can converge to a mixed Nash equilibrium approximately.
Expected Throughput Estimation
We first introduce the estimation of user's expected throughput based on local observations. To achieve an accurate estimation, a user needs to gather a large number of local observation samples. This motivates us to divide the spectrum access time into a sequence of decision periods indexed by T (= 1, 2, ...), where each decision period consists of tmax time slots (see Figure 5 as an illustration). During a single decision period, a user accesses the same channel in all tmax time slots. Thus the total number of users accessing each channel does not change within a decision period, which allows users to better learn the environment.
Suppose user n chooses channel m to access at decision period T . According to (3), a user's expected throughput during period T depends on the probability of grabbing the channel gn(N an n (a(T ))) on that period, the channel idle probability θm, and the mean data rate B n m . Similarly to our work in [7] on the expected throughput estimation for imitation-based spectrum sharing mechanism design, we will apply the maximum likelihood estimation (MLE) to get accurate estimations of there parameters for the distributed learning mechanism design, due to MLE's efficiency and ease of implementation.
Maximum Likelihood Estimation
At the beginning of each time slot t(= 1, ..., tmax) of a decision period T , a user n will sense the same channel an(T ) = m. If the channel is idle, the user will compete to grab the channel according to a specified channel contention mechanism. At the end of each time slot t, a user observes S , which is the sample averaging estimation.
When length of decision period t max is large, by the central limit theorem, we know that
where N (·) denotes the normal distribution. Similarly, we can apply the MLE to estimate the channel idle probability θm and the mean channel data rate B 
i.e., the estimation of expected throughput U n(a(T )) is unbiased.
Distributed Learning Algorithm
Based on the expected throughput estimation, we now propose the distributed learning algorithm for spatial spectrum access games. The idea is to extend the principle of single-agent reinforcement learning to a multi-agent setting. Such multi-agent reinforcement learning algorithm has also been applied to the classical congestion games on complete graphs [14, 20] . Here we apply the learning algorithm to the generalized spatial congestion games on any generic graphs and derive the convergence conditions accordingly. The algorithm works as follows. 3 When Sm(t) and b n m (t) are non-i.i.d. random variables, the MLE can also be derived based on the specific probability distribution functions by following the similar procedure as introduced in Section 5.1.1.
At the beginning of each period T , a user n ∈ N chooses a channel a n(T ) ∈ M to access according to its mixed strategy σn(T ) = (σ n m (T ), ∀m ∈ M), where σ n m (T ) is the probability of choosing channel m. The mixed strategy is generated according to P n(T ) = (P n m (T ), ∀m ∈ M), which represents its perceptions of the payoff performance of choosing different channels based on local estimations. Perceptions are based on local observations in the past and may not accurately reflect the expected payoff. For example, if a user n has not accessed a channel m for many decision intervals, then perception P n m (T ) can be out of date. The key challenge for the learning algorithm is to update the perceptions with proper parameters such that perceptions equal to expected payoffs at the equilibrium.
Similarly to the single-agent learning, we choose the Boltzmann distribution as the mapping from perceptions to mixed strategies, i.e.,
where γ is the temperature that controls the randomness of channel selections. When γ → 0, each user will choose to access channels uniformly at random. When γ → ∞, user n always chooses the channel with the largest perception value P n m (T ) among all channel m ∈ M. We will show later on that the choice of γ trades off convergence and performance of the learning algorithm.
At the end of a decision period T , a user n computes its estimated expected payoffŨn(a(T )) as in Section 5.1 (i.e., by using the MLE method based on the set of local observations Ωn(T ) during the period), and adjusts its perceptions as
where (μT ∈ (0, 1), ∀T ) are the smoothing factors. A user only changes the perception of the channel just accessed in the current decision period, and keeps the perceptions of other channels unchanged.
Algorithm 1 summarizes the distributed learning algorithm. Next we study the convergence of the learning algorithm based on the theory of stochastic approximation [12] .
Convergence of Distributed Learning Algorithm
We now study the convergence of the proposed distributed learning algorithm.
First, the perception value update in (15) can be written in the following equivalent form, 
For the sake of brevity, we denote the perception values, update values, and mixed strategies of all the users as select a channel m ∈ M according to (14) . 8:
for each time slot t in the period T do 9:
sense and contend to access the channel m.
10:
record the observations S compute the estimated expected payoffŨn(a(T )). 14:
update the perceptions value P n(T ) according to (15) .
15:
set the period index T = T + 1.
16: end loop
Let P r{N m n (a(T ))|P (T ), a n (T ) = m} denote the conditional probability that, given that the users' perceptions are P (T ) and user n chooses channel m, the set of users that choose the same channel m in user n's neighborhood Nn is N m n (a(T )) ⊆ Nn. Since each user independently chooses a channel according to its mixed strategy σn(T ), then the random set N m n (a(T )) follows the Binomial distribution of |Nn| independent non-homogeneous Bernoulli tries with the probability mass function as
where I {a i (T )=m} = 1 if user i chooses channel m, and I {a i (T )=m} = 0 otherwise. Since the update value Z n m (T ) depends on user n's estimated payoffŨn(a(T )) (which in turn dependents on N m n (a(T ))), thus Z n m (T ) is also a random variable. The equations in (16) are hence stochastic difference equations, which are difficult to analyze directly. We thus focus on the analysis of its mean dynamics [12] . To proceed, we define the mapping from the perceptions P (T ) to the expected payoff of user n choosing channel m as Q n m (P (T )) E[U n (a(T ))|P (T ), a n (T ) = m].
Here the expectation E[·] is taken with respective to the mixed strategies σ(T ) of all users (i.e., the perceptions P (T ) of all users due to (14) ). We show that 
the mapping from the perceptions to the expected payoff
Note that the condition (19) is a sufficient condition to form a contraction mapping, which is in turn is a sufficient condition for convergence. Simulation results show that a slightly larger γ may also lead to the convergence of the mapping. Based on the property of contraction mapping, there exists a fixed point P * such that Q(P * ) = P * . By the theory of stochastic approximations [12] , we show that the distributed learning algorithm also converges to the same limit point P * .
Theorem 5. For the distributed learning algorithm, if the temperature γ satisfies (19) , T μT = ∞ and T μ 2 T < ∞, then the sequence {P (T ), ∀T ≥ 0} converges to the unique limit point P *
with probability one. Further, the limit point P * satisfies
We next explore the property of the equilibrium P * of the distributed learning algorithm. From Theorem 5, we see that
It means that the perception value P n * m is an accurate estimation of the expected payoff in the equilibrium. Moreover, we show that the mixed strategy σ * is an approximate Nash equilibrium.
Definition 8 (Approximate Nash Equilibrium [8]).
A mixed strategy profileσ = (σ1, ...,σN ) is a ξ-approximate Nash equilibrium if
where Un(σn,σ−n) denotes the expected payoff of player n under mixed strategyσ, andσ−n denotes the mixed strategy profile of other users except player n.
Here ξ ≥ 0 is the gap from a (precise) mixed Nash equilibrium. For the distributed learning algorithm, we show that Theorem 6. For the distributed learning algorithm, the mixed strategy σ * in the equilibrium P * is a ξ-approximate Nash equilibrium, with ξ = maxn∈N {−
The gap ξ can be interpreted as the weighted entropy, which describes the randomness of the learning exploration. A larger ξ means worse learning performance. When each user adopts the uniformly random access, the gap ξ reaches the maximum value and results in the worst learning performance. Theorems 5 and 6 together illustrate the tradeoff between the convergence and performance through the choice of γ. A small enough γ is required to explore the environment (so that users are not getting stuck in channels with the current best payoffs) and guarantee the convergence of distributed learning. If γ is too small, however, then the performance gap ξ is large due to over-exploration. 
NUMERICAL RESULTS
We now evaluate the proposed distributed learning algorithm by simulations. We consider a Rayleigh fading channel environment. The data rate of user n on an idle channel m is given according to the Shannon capacity, i.e., b
, where V m is the bandwidth of channel m, ζ n is the power adopted by user n, N0 is the noise power, and g n m (t) is the channel gain, which is a random variable that follows the exponential distribution with the meanḡ n m . In the following simulations, we set Vm = 10 MHz, N0 = −100 dBm, and ζn = 100 mW. By choosing different mean channel gainsḡ We consider a network of M = 5 channels and N = 9 users with four different interference graphs (see Figure 6 ). We implement both the random backoff and Aloha mechanisms for channel contention. For the random backoff mechanism, we set the number of backoff mini-slots in a time slot λmax = 10. For the Aloha mechanism, the channel contention probabilities of the users are {0.7, 0.7, 0.7, 0.5, 0.5, 0.5, 0.3, 0.3, 0.3}, respectively. Notice that in this study we focus on channel choices instead of the adjustment of contention probabilities.
For the distributed learning algorithm initialization, we set the length of each decision period tmax = 200, which can achieve a good estimation of the mean data rate. We set the smooth factor μT =
200+T
, which satisfies the condition
We first evaluate the distributed learning algorithm with different choices of temperature γ on the interference graph (d) in Figure 6 . We run the learning algorithm sufficiently long until the time average system throughput does not change. The result in Figure 7 verifies the trade-off between the convergence and performance, and demonstrates that a proper temperature γ can offer the best performance. When is γ small, the gap ξ in Theorem 6 can be large. When γ is very large, the algorithm may get stuck in local optimum and the performance is again negatively affected. We set γ = 5.0 in the following simulations since it achieves good system performance in both random backoff and Aloha mechanisms as in Figure 7 .
We then look at the learning dynamics. Figures 8 and 9 show the dynamics of users' time average throughputs with random backoff and Aloha mechanisms, respectively. These results demonstrate the convergence of the distributed learning algorithm in both mechanisms.
To benchmark the performance of the distributed learning algorithm, we compare it with the solutions obtained by the following two algorithms:
• Random Access: each user chooses a channel to access purely randomly.
• Centralized Optimization: the solution obtained by solving the centralized global optimization of maxa n∈N Un(a).
We implement these algorithms together with the distributed learning algorithm on the four types of interference graphs in Figure 6 . The results are shown in Figures  10 and 11 . For the random backoff (Aloha, respectively) mechanism, we see that the distributed learning algorithm achieves up-to 100% (65%, respectively) performance improvement over the random access algorithm. Compared with the centralized optimal solution, the performance loss of the distributed learning in the full-interference graph (b) is 28% (34%, respectively). Such performance loss is not due to the algorithm design; instead it is due to the selfish nature of the users. In the partial-interference graphs (a), (c), and (d), the performance loss can be further reduced to less than 10% (17%, respectively). This shows that the negative 
CONCLUSION
In this paper, we explore the spatial aspect of distributed spectrum sharing, and propose a framework of spatial spectrum access game on directed interference graphs. We investigate the critical issue of the existence of pure Nash equilibria, and develop a distributed learning algorithm converging to an approximate mixed Nash equilibrium for any spatial spectrum access games. Numerical results show that the algorithm is efficient and has significant performance gain over a random access algorithm that does not take the spatial effect into consideration.
For the future work, we are going to design distributed algorithms that maximize the system-wide throughput.
