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Abstract
We show propagation of local equilibrium for the symmetric inclu-
sion process (SIP) after diffusive rescaling of space and time, as well as
the local equilibrium property of the non-equilibrium steady state in
the boundary driven SIP. The main tool is self-duality and a coupling
between n SIP particles and n independent random walkers.
1 Introduction
The symmetric inclusion process (SIP) was introduced in [GKRV] and stud-
ied in more detail in [GRV]. It is a process where particles move on the
lattice Zd according to symmetric nearest neighbor random walk jumps at
rate m/2, and on top of that there is an attractive interaction governed by
“inclusion jumps” where particles at nearest neighbor positions invite each
other (invitations which are always followed up) at rate 1. The attractive
interaction as opposed to exclusion in the well-known exclusion process is
responsible for interesting phenomena. In the limit of small diffusion, con-
densation phenomena occur [GRVc, GRVk, CCG], and there is an analogue
of Liggett’s comparison inequality which leads to “propagation of positive
correlations” for appropriately chosen initial product measures [GRV].
The fundamental property which makes this model tractable, despite the
interaction, is self-duality. Self-duality, combined with a good coupling of
exclusion walkers and independent random walkers has lead in the context
of the exclusion process to the proof of the hydrodynamic limit, in the sense
of propagation of local equilibrium; see e.g. [MP], [MIPP] for two good ref-
erence on this approach based on v-functions. The construction of a good
coupling between exclusion walkers and independent random walkers relies
quite strongly on particular properties of the exclusion process, in particular
1
ar
X
iv
:1
31
1.
16
20
v2
  [
ma
th.
PR
]  
27
 Ja
n 2
01
5
monotonicity, which in turn leads to a decreasing number of discrepancies
(second class particles) in the courese of time. The SIP is not monotone
because of the attractive interaction, and therefore presents new challenges
both for coupling and for a strong hydrodynamic limit behavior. By self-
duality it is easy to see that the (linear) diffusion equation is the correct
macroscopic equation. However, because the stationary measures are prod-
ucts of discrete Gamma distributions, their tails are exponential and there-
fore the standard and powerful general method for hydrodynamic limits of
gradient systems, namely the GPV (Guo-Papanicolaou-Varadhan) approach
(see [KL]) cannot be applied, neither can we use later developed methods
relying on monotonicity. This problem will manifest itself even more when
we pass to the hydrodynamics of the asymmetric inclusion process, where
an equation of Burger’s type is expected after hyperbolic rescaling of space
and time.
In this paper we show that SIP particles and independent random walk-
ers can be coupled such that their distance at time t is o(
√
t) (i.e., goes to
zero when divided by
√
t in the limit t → ∞), which is enough to prove
both propagation of local equilibrium and the local equilibrium property of
the boundary driven non-equilibrium steady state. The idea of the coupling
is very similar to what happens for simple symmetric exclusion: random
walk jumps are performed together and inclusion jumps by inclusion parti-
cles only. The discrepancies created on the time scale of potential creation
of discrepancies, i.e., when at least two inclusion particles are at nearest
neighbor positions, are behaving as a simple random walk. Since inclusion
particles in a state of potential creation of discrepancies will leave this state
after an exponential time, with parameter bounded from below uniformly
over all such configurations, we have that the time at which discrepancies
can be built up is at most t1/2+ with probability close to one as t→∞. In
this time window the differences between the SIP walkers and corresponding
independent random walkers can be decomposed into a sum of quantities
behaving as continuous-time simple random walk. As a consequence, since
the time window is at most t1/2+, the total discrepancy built up will not
exceed t1/4+/2 with probability close to one. This intuition would be correct
if there are no effects of multiple particles meeting, i.e., the symmetry of the
created discrepancies are correct for “two-particle collisions”. We therefore
still prove that the effect of higher order collisions, where multiple (more
than 2) particles are at neighboring positions can be neglected on the time
scale we are interested in.
As a consequence of this coupling result, on the hydrodynamic space
and time scale, we can treat the SIP particles as independent random walk-
ers and we obtain propagation of local equilibrium with the linear diffusion
equation as macro equation. Furthermore, by applying the coupling to par-
ticles absorbed at the boundaries, we obtain the local equilibrium property
of a boundary driven non-equilibrium state obtained by coupling a system
2
of SIP particles to boundary reservoirs at different densities. Notice that
for this non-equilibrium state no exact solution of the matrix-ansatz type is
available.
Our paper is organized as follows. In sections 2.1–2.2 we introduce the
SIP and basic properties such as self-duality and invariant product mea-
sures. In sections 2.3–2.5 we introduce macroscopic profiles, propagation of
local equilibrium, the boundary driven SIP, and the local equilibrium prop-
erty of its unique non-equilibrium stationary measure. In these sections
we use the coupling between independent walkers and SIP walkers. In sec-
tion 3 we prove the essential estimate controlling the distance between the
independent walkers and corresponding SIP walkers in this coupling.
2 Definition and basic properties of the SIP (m)
The simple symmetric inclusion process on Z with parameter m is defined
to be the Markov process with state space Ω = NZ (where N denotes natural
numbers including zero) with generator
L SIP(m)f(η) =
∑
i∈Z
∑
j∈{i−1,i+1}
ηi
(m
2
+ ηj
)
(f(ηij)− f(η)) (1)
where ηij denotes the configuration obtained from η ∈ Ω by removing one
particle at i and putting it at j: ηij = η − δi + δj where δx denotes the
configuration with a single particle at location x ∈ Z and no particles else-
where.
The interpretation of the process with generator (1) is that every parti-
cle makes the jumps of a continuous-time symmetric nearest neighbor ran-
dom walk at rate m/2 and on top of that there is interaction by inclusion.
This interaction is described as follows: to every pair of particles at near-
est neighbor positions is associated a Poisson clock (independent form the
others) which rings at rate one. If this “invitation clock” rings for a pair
of particles at positions i, i + 1, then with probability 1/2 the particle at i
joins the particle at i+ 1 or vice versa.
The semigroup associated to the generator (1) is denoted by St. It is well-
defined on multivariate polynomials in the variables ηi, i ∈ Z, depending on
a finite number of variables. This is a consequence of self-duality, see section
2.2 below. In fact, Stf is well-defined for many more functions f but we
will need only those (polynomials) here. We denote by Stf the semigroup
working on a function f , and µSt for the semigroup working on a probability
measure µ on Ω, i.e., the distribution of SIP (m) at time t > 0 when started
initially from µ.
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2.1 Equilibrium and local equilibrium measures
The stationary and reversible product measures for the SIP (m) can be
easily obtained from a detailed balance computation (cf. [GRV]). If ν⊗Z is
a product measure with marginal ν then detailed balance implies
ν(n)ν(k)n
(m
2
+ k
)
= ν(n− 1)ν(k + 1)(k + 1)
(m
2
+ n− 1
)
which leads to
ν(n)
ν(n− 1)
n(
m
2 + n− 1
) = ν(k + 1)
ν(k)
k + 1(
m
2 + k
)
This gives the discrete Gamma (negative binomial) distribution νλ on N,
with scale parameter λ ∈ [0, 1] and shape parameter m/2, as possible
marginals, i.e.
ν(n) = νλ(n) =
1
Z
λn
n!
Γ
(
m
2 + n
)
Γ
(
m
2
) , n ∈ N.
where 0 ≤ λ < 1 and where
Z = (1− λ)−m/2
is the normalizing constant.
We can then introduce “local” equilibrium measures, with marginals
described above, but where the constant λ is allowed to depend on the
location. For λ : Z → [0, 1), we denote by νλ the product measure on Ω
with probability mass function
ν⊗Zλ (η) =
∏
i∈Z
νλ(i)(ηi), η ∈ Ω (2)
where νλ(i) is the discrete Gamma (negative binomial) distribution on N,
with scale parameter λ(i) and shape parameter m/2, defined via the mass
function
νλ(i)(n) =
1
Zλ(i)
λ(i)n
n!
Γ
(
m
2 + n
)
Γ
(
m
2
) , n ∈ N. (3)
Here Zλ(i) = (1 − λ(i))−m/2 is the normalizing constant. To the “scale
parameter profile” λ : Z→ [0, 1) corresponds the “density profile”
ρ(i) =
∫
ηiν
⊗Z
λ (dη) =
m
2
λ(i)
1− λ(i) . (4)
For a constant λ, i.e., λ(i) = λ for all i ∈ Z, we of course recover the
homogeneous reversible product measure ν⊗Zλ (dη). It is natural to expect,
but at present not yet proved that these measures are the only ergodic
measures of the SIP.
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2.2 Self-duality
In order to formulate self-duality of the SIP (m), we introduce the self-
duality polynomials. Define for k, n ∈ N, k ≤ n
d(k, n) =
n!
(n− k)!
Γ
(
m
2
)
Γ
(
m
2 + k
) (5)
and for k > n, d(k, n) = 0. The relation between this polynomial (in n) and
the discrete Gamma distribution (3) is given by
∞∑
n=0
d(k, n)νλ(n) =
(
λ
1− λ
)k
(6)
We denote by Ωf the set of configurations in Ω with a finite number of
particles, i.e. Ωf = {ξ ∈ Ω :
∑
x∈Z ξx < ∞}. In particular, for x1, . . . , xn ∈
Z we denote by
∑n
i=1 δxi the configuration with particles located at positions
x1, . . . , xn.
For ξ ∈ Ωf we define
D(ξ, η) =
∏
i∈Z
d(ξi, ηi). (7)
This is well defined since d(0, n) = 1, for all n ∈ N.
Self-duality of the SIP (m) is then the following result, proved in [GKRV],
and see also [GRV] for more details on the self-duality of SIP (m).
THEOREM 2.1. For ξ ∈ Ωf , η ∈ Ω we have
ESIP(m)η D(ξ, η(t)) = E
SIP(m)
ξ D(ξ(t), η). (8)
The relation between the product measures ν⊗Zλ from (2) and the duality
functions is given by the following formula [GRV] which easily follows from
(6): ∫
D
(
n∑
i=1
δxi , η
)
ν⊗Zλ (dη) =
n∏
i=1
λ(xi)
1− λ(xi) . (9)
In particular, for the homogeneous product measures we have∫
D
(
n∑
i=1
δxi , η
)
ν⊗Zλ (dη) =
(
λ
1− λ
)n
. (10)
For a finite configuration ξ ∈ Ωf , we can write ξ =
∑n
i=1 δxi (notice that for
different i, the corresponding xi are allowed to be equal), and we will then
denote expectation in the SIP (m) also by ESIP(m)x1,...,xn , and the locations of the
corresponding n SIP (m) particles by X1(t), . . . , Xn(t).
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An important role will be played by the “correlation functions”
V (νλ, x1, . . . , xn; t)
=
∫
ESIP(m)η D
(
n∑
i=1
δxi , η(t)
)
ν⊗Zλ (dη)−
n∏
i=1
∫
ESIP(m)η D(δxi , η(t))ν
⊗Z
λ (dη). (11)
By self-duality, (9) and the fact that a single inclusion walker is a random
walk jumping at rate m2 , this can be rewritten as
V (ν⊗Zλ , x1, . . . , xn; t)
= ESIP(m)x1,...,xn
(
n∏
i=1
λ(Xi(t))
1− λ(Xi(t))
)
− EIRW(m)x1,...,xn
(
n∏
i=1
λ(Xi(t))
1− λ(Xi(t))
)
. (12)
Here IRW (m) denote n independent random walkers moving at rate m2 , and
EIRW(m)x1,...,xn is the expectation in this process, initially started at (x1, . . . , xn).
So we see that the function V (ν⊗Zλ , x1, . . . , xn; t) measures the difference
between expectation over n SIP particles and n random walkers.
Moreover, for a function φ : Z→ R, the expectation
ψ(t, x) := EIRW(m)x φ(X1(t)) (13)
solves the discrete diffusion equation with diffusion constant m2
∂ψ(t, x)
∂t
=
m
2
(ψ(t, x+ 1) + ψ(t, x− 1)− 2ψ(t, x)) (14)
with initial condition ψ(0, x) = φ(x), which after suitable scaling converges
to the continuous diffusion equation.
From (12), as we will see later, it follows that if we can show that in some
sense n independent random walkers and n inclusion walkers can be coupled
so that their distance is not too large (as a function of time) then we have, in
the sense of propagation of local equilibrium, that the inclusion process has
the diffusion equation with diffusion constant m (14) as its hydrodynamic
limit.
2.3 Macro profiles and propagation of local equilibrium
We define a macro profile to be a smooth function pi : R→ [0, 1).
DEFINITION 2.1. We say that a sequence λN : Z→ [0, 1), N ∈ N of profiles
corresponds to the macro profile pi : R→ [0, 1) if for all y1, . . . , yn ∈ R
lim
N→∞
∫
D
(
n∑
i=1
δbNyic, η
)
ν⊗ZλN (dη) =
n∏
i=1
pi(yi)
1− pi(yi) . (15)
We denote this property by “λN ≈ pi”.
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Intuitively this means that around the macro point y ∈ R, and corre-
sponding micro point bNyc, the profile λN (bNyc) is close to pi(y), and as a
consequence the product measure ν⊗ZλN is close to the product measure ν
⊗Z
pi .
A simple example of a possible choice for the profiles λN is given by
λN (i) = pi(i/N).
DEFINITION 2.2. We say that a sequence of probability measures µN , N ∈ N
on the configuration space Ω satisfies the local equilibrium property (LEP)
with profile pi if for all y1, . . . , yn ∈ R
lim
N→∞
∫
D
(
n∑
i=1
δbNyic, η
)
µN (dη) =
n∏
i=1
pi(yi)
1− pi(yi) . (16)
We denote this property by µN ≈ LEP(pi).
Because ν⊗ZλN is a product measure, we have in particular that if a profile
λN corresponds to the macro profile pi, then µN = ν
⊗Z
λN
satisfies LEP with
macro profile pi, i.e., λN ≈ pi implies ν⊗ZλN ≈ LEP(pi).
If λN ≈ pi then we consider the evolution of the local equilibrium state
ν⊗ZλN after a macroscopic time N
2t. By duality, (11) and the scaling of simple
random walk to Brownian motion, we have, for y1, . . . , yn ∈ R∫
EηD
(
n∑
i=1
δbNyic, η(N
2t)
)
ν⊗ZλN (dη)
= ESIP(m)bNy1c,...,bNync
(
n∏
i=1
λN (Xi(N
2t))
1− λN (Xi(N2t)
)
= V (ν⊗ZλN , bNy1c, . . . , bNync, N2t) +
n∏
i
EIRW(m)bNyic
(
λN (Xi(N
2t))
1− λN (Xi(N2t)
)
= V (ν⊗ZλN , bNy1c, . . . , bNync, N2t) +
n∏
i=1
ψ(t, yi) + o(1) (17)
where o(1) goes to zero when N →∞, and where ψ(t, yi) is the solution of
the diffusion equation
∂ψ(t, y)
∂t
=
m
2
∂2ψ(t, y)
∂y2
(18)
with initial condition
ψ(0, y) =
pi(y)
1− pi(y) . (19)
Therefore, in order to obtain that ν⊗ZλN after time N
2t satisfies LEP with
macro profile ψ(t, y), it is crucial to prove that the V functions vanish in
that limit. More precisely, if we can prove that for all y1, . . . , yn ∈ R
lim
N→∞
V (ν⊗ZλN , bNy1c, . . . , bNync, N2t) = 0 (20)
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then we have that λN ≈ pi implies ν⊗ZλN SN2t ≈ LEP(ψ(t, ·)) where ψ(t, y)
satisfies (18), (19). We say then that on the macro scale “propagation of
local equilibrium” holds, with corresponding macro equation (18).
In turn, because we speed up time by a factor N2, using (12), (20)
holds if we can find a coupling (X1(t), . . . , Xn(t); X˜1(t), . . . , X˜n(t)) between
n inclusion walkers and n independent random walkers such that, for all i,
|Xi(t)− X˜i(t)|/
√
t converges to zero in probability as t→∞.
2.4 Boundary driven SIP(m)
The boundary driven SIP (m) on N ∈ N lattice sites is a process on the
configuration space ΩN = N{1,...,N} defined via its generator
L SIPf(η) = L SIPa f(η) +L
SIP
0 f(η) +L
SIP
b f(η) (21)
= α(
m
2
+ η1)
(
f(η0,1)− f(η))+ γη1 (f(η1,0)− f(η))
+
N−1∑
i=1
ηi
(m
2
+ ηi+1
) (
f(ηi,i+1)− f(η))+ ηi+1 (m
2
+ ηi
) (
f(ηi+1,i)− f(η))
+ σ(
m
2
+ ηN )
(
f(ηN+1,N )− f(η))+ βηN (f(ηN,N+1)− f(η)) .
Here, we denote, for η ∈ ΩN , with slight abuse of notation
η0,1 = η + δ1, η
1,0 = η − δ1
and similarly
ηN+1,N = η + δN , η
N,N+1 = η − δN
this notation turns out to be useful in the dual process, where we have two
more sites, namely 0 and N+1 associated to the reservoirs. Here α, β, γ and
σ are positive constants with γ > α and β > σ. In the presence of boundary
generators, we have the following duality result.
THEOREM 2.2. The process (η(t))t≥0 defined by (21) is dual to the absorbing
boundaries process (ξ(t))t≥0 with configuration space ΩDual = N0,1,...,N,N+10
with generator
L SIPDualf(ξ) = (γ − α)ξ1
(
f(ξ1,0)− f(ξ)) (22)
+
N−1∑
i=1
ξi(
m
2
+ ξi+1)
(
f(ξi,i+1)− f(ξ))+ ξi+1(m
2
+ ξi)
(
f(ξi+1,i)− f(ξ))
+ (β − σ)ξN
(
f(ξN,N+1)− f(ξ)) ,
with duality function
DSIP(ξ, η) =
(
α
γ − α
)ξ0 ( N∏
i=1
ηi!
(ηi − ξi)!
Γ(m2 )
Γ(m2 + ξi)
) (
σ
β − σ
)ξN+1
. (23)
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REMARK 2.1. Notice that the duality between the operators (21) and (22)
is valid for all non-negative values of α, β, γ, σ. The restriction γ > α
and β > σ ensures that the operator (22) is a Markov generator (i.e., all
transition rates are non-negative).
In the dual process the reservoirs have been replaced by absorbing bound-
aries. This is a considerable simplification, because in the dual process
eventually all particles will end up at 0 or N + 1. Therefore, the unique sta-
tionary distribution νNρL,ρR of the boundary driven process with generator
(21) can be completely characterized by the absorption probabilities of SIP
particles absorbed at the boundaries. This measure νNρL,ρR is called “non-
equilibrium steady state” and the non-equilibrium is, in this case, created by
the boundary reservoirs, i.e., when ρL 6= ρR.
More precisely, denoting ρL =
α
γ−α , ρR =
σ
β−σ we obtain from the
duality (23) the following result for the correlation functions of νNρL,ρR of the
boundary driven process with generator (21).∫
DSIP(ξ, η)νNρL,ρR(dη) =
∑
k+l=‖ξ‖
ρkLρ
l
RP
SIP,abs,N
ξ (ξ(∞) = kδ0+lδN+1) (24)
where ‖ξ‖ = ∑N+1x=0 ξx denotes the total number of dual particles, and where
PSIP,abs,Nξ denotes the path space measure of the dual absorbing SIP process
with generator (22) starting from ξ. That is, the correlation functions in the
steady state with boundaries are completely determined by the absorption
probabilities of the dual SIP(m).
From now on we will choose the parameters γ = (ρL + 1)m/2, α =
ρLm/2, σ = ρRm/2, β = (ρR + 1)m/2, which implies that a single dual
particle is a continuous-time random walk moving at rate m/2 and absorbed
at 0 or N + 1. Since the absorption probability of such a random walker is
linear as a function of the starting point, we obtain as a particular case of
(24) the linear density profile in the steady state with boundaries:∫
DSIP(δi, η)ν
⊗Z
ρL,ρR
(dη) = ρL +
(ρR − ρL)i
N + 1
=: ρR,LN (i). (25)
When we consider this profile on the macro scale we obtain, for x ∈ [0, 1]
the linear macro profile
lim
N→∞
∫
DSIP(δbxNc, η)νNρL,ρR(dη) = ρL + (ρR− ρL)x =: ρR,L,macro(x). (26)
2.5 Local equilibrium property of steady states with
boundaries
Denote by ESIP,abs,Nx1,...,xn the expectation in the process with n SIP particles,
moving on {0, . . . , N+1} according to the generator (22), and EIRW,abs,Nx1,...,xn the
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corresponding expectation for independent random walkers. The particles
under ESIP,abs,Nx1,...,xn (resp. E
IRW,abs,N
x1,...,xn ) move as SIP particles (resp. independent
random walkers) on {1, . . . , N} and are absorbed at the left end 0 (resp.
right end N + 1) at rate γ − α (resp. β − σ). Absorbed and non-absorbed
particles do not interact. We can then rewrite (24) in this notation:∫
DSIP
(
n∑
i=1
δxi , η
)
νNρL,ρR(dη) =
∑
k+l=‖ξ‖
ρkLρ
l
RPSIP,abs,Nx1,...,xn (|{i : Xi(∞) = 0}| = k)
= ESIP,abs,Nx1,...,xn
(
n∏
i=1
ρN (Xi(∞))
)
, (27)
where we defined ρN (0) = ρL, ρN (N + 1) = ρR.
We can now define the local equilibrium property of νNρL,ρR as follows.
Intuitively, this property means that around the macro point x ∈ [0, 1] (cor-
responding to micro point bxNc), the measure νNρL,ρR looks like the SIP(m)
equilibrium product measure νρ(x) where ρ(x) is the macroscopic linear pro-
file ρL,R,macro defined in (26).
DEFINITION 2.3. Let ρ : [0, 1]→ [0,∞), and µN a collection of probability
measures on N{1,...N}0 . The sequence µN , N ∈ N, satisfies the local equilib-
rium property with profile ρ (notation µN ≈ LEP(ρ) if for all n ∈ N and for
all x1, . . . , xn ∈ [0, 1]:
lim
N→∞
∫
DSIP
(
n∑
i=1
δbxiNc, η
)
µN (dη) =
n∏
i=1
ρ(xi). (28)
Here N is the set of positive integers and N0 = N ∪ {0}.
In view of (27) we obtain then the following statement. If for all x1, . . . , xn ∈
[0, 1] and a1, . . . , an ∈ {0, N + 1}
lim
N→∞
PSIP,abs,Nbx1Nc,...,bxnNc(X1(∞) = a1, . . . , Xn(∞) = an)
= lim
N→∞
n∏
i=1
PSIP,abs,NbxiNc (Xi(∞) = ai)
= lim
N→∞
PIRW,abs,Nbx1Nc,...,bxnNc(X1(∞) = a1, . . . Xn(∞) = an) (29)
then νNρL,ρR ≈ LEP(ρ), where ρ is the macroscopic linear profile ρL,R,macro
defined in (26).
REMARK 2.2. In fact, (29) is slightly stronger because in (28) the order
of particles is not important. We will in the coupling that we construct
always choose to attach the same label to the random walk particle and the
corresponding SIP particle, and these labels will not change in the course
of the coupling.
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In words, asymptotic (as N →∞) factorization of the absorption proba-
bilities implies the local equilibrium property of the non-equilibrium steady
state.
This factorization (29) in turn is implied by the existence of a coupling
(X1(t), . . . , Xn(t)), (X˜1(t), . . . , X˜n(t)) of n SIP(m) particles (with absorption
at 0, N+1) with n independent random walkers (with absorption at 0, N+1)
both starting from initial state (bx1Nc, . . . , bxnNc) such that
lim
N→∞
P
(
Xi(∞) 6= X˜i(∞) for some i ∈ {1, . . . , n}
)
= 0. (30)
If we can couple n SIP particles and n independent random walkers on Z (in
a Markovian way) such that they are at distance o(
√
t) apart when t→∞,
then we can also use that coupling (see Section 3) to achieve (30). Indeed,
if the ith SIP particle is absorbed at 0, then this happens before time bN2
for b large enough, with probability close to one. As long as the random
walker and the corresponding SIP are not absorbed, they both move as if
they were on the infinite lattice. That is, if the random walk particle is
not yet absorbed at the moment that the SIP particle is absorbed, it is at
distance at most δN from 0, with probability close to one, for any δ > 0.
Therefore, the probability that it will be absorbed at the other end N + 1
is at most δ. Hence the probability that they will be absorbed at different
ends tends to zero as N →∞.
3 Coupling finitely many SIP particles and
independent random walkers
In this section we prove Theorem 3.2. The first non-trivial case to be tackled
is the case of two particles. Then we show that on the time scale
√
t only
“binary collisions” play a role, and the n particle case can thus be reduced
to a two particle case. Results are stated and proved for the one dimensional
case but easily extend to higher dimenssions using the discussion in Remark
3.1 below.
3.1 Coupling two SIP particles with two independent ran-
dom walkers
We first consider basic coupling (X(t), Y (t), U(t), V (t)) such that (X(t), Y (t))
evolves as two SIP (m) particles, U(t), V (t) as two independent random
walkers moving at rate m/2.
To define the generator of the basic coupling, we need some notation. We
denote by e13, resp. e24 the vector (1, 0, 1, 0), resp. (0, 1, 0, 1). Furthermore
11
we denote x = (x, y, u, v) The generator of the basic coupling then reads
L f(x) =
m
2
∑
=±1
((f(x+ e13)− f(x)) + (f(x+ e24)− f(x)))
+ I(|x− y| = 1)(f(x, x, u, v) + f(y, y, u, v)− 2f(x, y, u, v)). (31)
This generator is interpreted as follows: random walk jumps are performed
together, and inclusion jumps are performed only in the first two coordinates.
REMARK 3.1. We couple similarly two independent random walk particles
absorbed at left end 0 and right end N+1 and two SIP particles absorbed at
left end 0 and right end N +1. The random walk jumps until absorption are
performed together, and the inclusion jumps are performed only by the inclu-
sion particles. So it can happen that one (e.g. SIP ) particle is absorbed and
the corresponding random walk particle not, then the corresponding random
walk particle jumps alone.
The aim is to show that, when the particles are initially at the same
location, i.e., when X(0) = U(0), Y (0) = V (0), then, for all a > 0, we can
keep them closer than a
√
t for t large, with probability close to one. More
precisely, we show the following.
THEOREM 3.1. In the basic coupling (X(t), Y (t), U(t), V (t)) (31) between
two SIP (m) and two independent random walkers moving at rate m2 , start-
ing at the same initial positions, we have
lim
t→∞
|X(t)− U(t)|2
t
= 0 (32)
where the limit is in L1, and hence in probability, for every starting position
with X(0) = U(0), Y (0) = V (0). The same statement holds for |Y (t)−V (t)|.
PROOF. We are interested in the function φ(x) = x− u. An easy compu-
tation using (31) gives
L φ = I(y = x+ 1)− I(y = x− 1)
and
L (φ2)− 2φL (φ) = I(y = x+ 1) + I(y = x− 1).
Denoting z = y − x we thus find
φ(x(t))− φ(x(0))−
∫ t
0
I(|z(s)| = 1)z(s) = M(t) (33)
where {M(t) : t ≥ 0} is a martingale with quadratic variation
< M,M >t=
∫ t
0
(
L (φ2)(x(s))− 2φ(x(s))L (φ(x(s)))) ds = ∫ t
0
I(|z(s)| = 1)ds.
(34)
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The process {z(t) : t ≥ 0} is a Markov process with generator
Lf(z) = I(|z| = 1)(f(0)− f(z)) +m (f(z + 1) + f(z − 1)− 2f(z)) . (35)
This means a continuous-time random walk with rate 1 + m to jump from
1,−1 towards the origin and rate m for all other nearest neighbor jumps.
This random walk is clearly null recurrent, hence we conclude from (34) that
lim
t→∞
< M,M >t
t
= 0.
from which in turn we conclude
lim
t→∞
M(t)√
t
= 0.
Therefore, in order to obtain the desired property (32) of the coupled process
{x(t) : t ≥ 0}, we still have to tackle the additive functional
A(t) :=
∫ t
0
I(|z(s)| = 1)z(s)ds. (36)
We claim now that it is sufficient to show that E0(A(t)2)/t converges to
zero when t → ∞, where E0 denotes expectation in the process {z(t) :
t ≥ 0} starting at z(0) = 0. That is, we show that starting at z(0) = 0
represents no lack of generality. Indeed, when started at z(0) = z > 0 to
the right of the origin, as long as 0 is not hit, the random walk behaves as
an ordinary continuous-time nearest neighbor random walk, and therefore,
the expectation of the contribution to A(t) before hitting zero is dominated
by (∫ t
0
Ez(I(|z(s)| = 1)ds
)
I(t ≤ τ0))
where τ0 denotes the hitting time of 0. Because z(s), as long as 0 is not hit
behaves as an ordinary random walk, we have the bound∫ t
0
Ez(I(|z(s)| = 1)ds ≤ C
√
t.
Because τ0 is finite with probability one, this contribution to A(t) can thus
be neglected (on the relevant time scale
√
t). Hence, by the strong Markov
property, we can then restrict to the case where the starting point z(0) = 0.
Let us abbreviate ps(x, y) = P(z(s) = y|z(0) = x) the transition proba-
bility in the Markov process {z(s), s ≥ 0}. By reflection symmetry and the
Markov property, we have
1
4
E0(A(T )2) = E0
(∫ T
0
I(z(s) = 1) ds−
∫ T
0
I(z(s) = −1) ds
)2
=
∫ T
0
∫ T
t
pt(0, 1)ps−t(1, 1) dsdt−
∫ T
0
∫ T
t
pt(0, 1)ps−t(−1, 1) dsdt
=
∫ T
0
∫ T−t
0
pt(0, 1)pr(1, 1)
(
1−
∫ T−t−r
0
fu(−1, 1)du
)
dr dt (37)
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where fu(−1, 1) denotes the probability density for the first hitting time of
1, starting from −1.
Let us now abbreviate
ψ(T, t, r) =
(
1−
∫ T−t−r
0
fu(−1, 1)du
)
and for δ > 0
κ(δ, T ) =
(
1−
∫ δT
0
fu(−1, 1)du
)
.
By recurrence of the process {z(t) : t ≥ 0}, for all δ > 0, κ(δ, T ) → 0 as
T → ∞. In fact, even choosing δ = δT we have limT→∞ κ(δT , T ) → 0 as
long as δTT → ∞ as T → ∞ (e.g. we can choose δT = T−1/2). Because
the random walk z(t) moves as an ordinary random walk outside the set
S = {−1, 0, 1}, and upon each visit to S, S is left after an exponential
waiting time, it is straightforward to obtain the bounds
pt(0, 1) < C/
√
t, pt(1, 1) ≤ C/
√
t, (38)
for some constant C > 0. These bounds (38) yield the estimate
1
T
∫ a
0
∫ b−t
0
pt(0, 1)pr(1, 1)drdt < C1ab/T
for some constant C1.
Therefore,
1
T
∫ T
0
∫ T−t
0
pt(0, 1)pr(1, 1)ψ(T, r, t) drdt
=
1
T
∫ T
0
∫ T−t
0
pt(0, 1)pr(1, 1)I(T − t− r > δT )ψ(T, r, t)drdt
+
1
T
∫ T
0
∫ T−t
0
pt(0, 1)pr(1, 1)I(T − t− r ≤ δT )ψ(T, r, t)drdt
≤ C2κ(δ, T ) + C3δ. (39)
Choosing δ = δT = T
−1/2, and taking the limit T →∞ gives
lim
T→∞
1
T
E0(A(T )2) = 0 (40)
as we needed.
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3.2 The general case: Coupling n SIP particles and n inde-
pendent random walkers
The aim of this section is to implement the above coupling for n SIP and
n random walkers and show the coupling property announced in Theorem
3.2. To this end we introduce the following notation. We start by pairing
each SIP particle with one random walker and assigning to each pair a
label from the set En = {1, 2, · · · , n}. Denote by ∆n = ZEn the space of
possible positions for the n-particles, i.e. for y = (y1, · · · , yn) ∈ ∆n, yi ∈ Z,
corresponds to the position of the ith particle. Now for a given particles
position configuration y ∈ ∆n, the number of particles η(x) at site x ∈ Z,
associted with y, is given by η(x) =
∑n
i=1 I(yi = x), i.e. η(x) is the frequency
with which x occurs along the sequence y1, . . . , yn.
Therefore the coupling of interest is that with generator L that acts on
functions f : Zn × Zn 7→ R as
L f(y, y˜) =
∑
e=±1
n∑
i=1
m
2
[
f(yi,i+e, y˜i,i+e)− f(y, y˜)]
+
∑
e=±1
n∑
i=1
n∑
k=1
I(yk = yi + e)
[
f(yi,i+e, y˜)− f(y, y˜)] , (41)
where
yi,i+ej =
{
yj if j 6= i
yi + e otherwise
(42)
i.e. in yi,i+e each particle, apart from particle i, maintains its position, but
the position of the ith particle is translated by e. Our next result is the
general version of Theorem 3.1.
THEOREM 3.2. In the coupling (Y (t), Y˜ (t)) (41) between the n-SIP(m) par-
ticles and n-independent random walkers moving at rate m2 , starting at the
same initial positions (i.e. Y (0) = Y˜ (0)), we have
lim
t→∞
∣∣∣Yi(t)− Y˜i(t)∣∣∣2
t
= 0, for all 1 ≤ i ≤ n, (43)
where the above limit is in probability.
PROOF. As was done for the case with two particles, we consider functions
φi : ∆n ×∆n 7→ R of the form
φi(y, y˜) = yi − y˜i, i ∈ En. (44)
It follows from here that
L φi(y, y˜) =
∑
e=±1
e
n∑
k=1
I(yk = yi + e) = η(yi + 1)− η(yi − 1), (45)
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where once again η(x) is the number of particles located at the site x. Ob-
serve from the second equality of (45) that L φi is the difference between
the number of particles located on the right and the left hand side of the
position of the ith particle.
Further, we have that
L (φ2i )(y, y˜)− 2(φL φ)(y, y˜) =
∑
e=±1
n∑
k=1
I(yk = yi + e)
= η(yi + 1) + η(yi − 1).
(46)
For each pair i, k ∈ En put zi,k = yk − yi, i.e., the difference between the
positions of the ith and the kth SIP(m) particles. This give rise to the
Martingale Mi with
Mi(t) = φi(Y (t), Y˜ (t))− φi(Y (0), Y˜ (0))−
n∑
k=1
∫ t
0
I(|zi,k(t)| = 1)zi,k(s)ds.
(47)
Here we use the first equality of (45). It follows from the first equality of
(46) that the quadratic variation of Mi takes the form
< Mi,Mi >t =
∫ t
0
[
L (φ2i )(Y (s), Y˜ (s))− 2(φiL φi)(Y (s), Y˜ (s))
]
ds
=
n∑
k=1
∫ t
0
I(|zi,k(s)| = 1)ds = o(t).
(48)
The last equality follows because the process (Y1(t), ..., Yn(t)) is clearly not
positive recurrent.
So as before we still have to tackle the analogue of the two particle
additive functional
Ai,k(t) =
∫ t
0
I(|zi,k(s)| = 1)zi,k(s)ds. (49)
Notice that this resembles very much the two particle quantity: the differ-
ence is however that there are other particles around that could perturb the
behavior of zi,k(t), in particular this is no longer a Markov process now. We
will show however that we can neglect on the relevant time scale the effect
of other particles. For this we introduce some notation. Let us call
∆ = {s : ∃i 6= k : |zi,k(s)| = 1} (50)
the set of possible collision times: these are the times at which discrepancies
between independent walker and SIP particles can arise. We say that there
is a binary collision at time s ∈ ∆ if the pair i, k ∈ En with i 6= k,
|zi,k(s)| = 1 and min{|zi,l(s)|, |zl,k(s)|} ≥ 2 for all l ∈ En \ {i, k}, i.e., if
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at time s precisely two SIP particles are at neighboring positions, and all
other particles are further apart. We call B the set of binary collision times.
We notice that since there are n (i.e., finitely many) particles, the set ∆,
when entered, is left after a random time T which can be dominated by
an exponential time τ with parameter uniformly bounded from below by
λ > 0 (uniform in the realization of the particle configuration). This is
because once entered the set ∆ only a finite number of transitions is needed
to leave it again, and this number is uniformly bounded from above by an
n-dependent constant (see figure 1 below for an example of such an exit
path). As a consequence, the total time spent in the set ∆ during the time
 
  
           Possible strategy for exiting  Δ  for   5-SIP(m) particles.
Figure 1: Strategy for exiting ∆
interval [0, T ] for the n SIP particles has the same asymptotic leading order
behavior as for n independent random walkers. Another consequence is that
the total time spent in higher order (than binary) collisions is negligible on
time scale
√
T :
lim
T→∞
1√
T
Ey
∫ T
0
I(s ∈ ∆ \B)ds = 0
where the expectation is w.r.t. n SIP particles initially at y ∈ Zn. Indeed,
the time that at least three independent random walkers are at nearest
neighbor positions is dominated by C +Cn
∫ T
1 (C/
√
t)2 ≤ C +Cn ln(T ). By
the above argument, the same holds for n SIP particles. Therefore, if we
want to show
lim
t→∞
1√
t
EyAi,k(t) = lim
t→∞
1√
t
Ey
∫ t
0
I(|zi,k(s)| = 1)zi,k(s)ds = 0 (51)
we can assume that when the i and k-th SIP(m) particles create a discrep-
ancy with the corresponding random walkers because they are at neighboring
positions and make an inclusion jump, the other particles do not interact
with these two. Therefore, we obtain (51) as in the two particle case.
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REMARK 3.2. In this final remarks we indicate some generalizations and
further perspectives.
1. To generalize to more general finite-range symmetric and translation
invariant random walks in d ≥ 1: the essential ingredients of the proof
of Theorem 3.2 is that for the two-particle case discrepancies are cre-
ated on a time scale of order
√
t (when the inclusion walkers are at
neighboring positions) and create a difference of o(
√
t). Next, multiple
collisions can be neglected. Both statements remain true for general
symmetric and translation invariant random walk with bounded jumps
size in d = 1.
In d ≥ 2, the set ∆ when possible discrepancies occur is then the set of
times when at least two SIP particles are at distance less than or equal
to the maximal jump size. The fact that in the time interval [0, t],
independent random walkers visit this set ∆ where possible discrepan-
cies are created only during a time window of size t
1
2
+ with probability
close to one as t → ∞ remains identically true. In fact, in d = 2 the
set ∆ is visited during a time window of order log(t) and in d ≥ 3
of order 1, so in fact the estimates can even be made stronger, but
certainly the result of Theorem 3.2 remains valid. The consequences
of the coupling result for the SIP are based on self-duality, and the
invariance principle for a single random walk. For self-duality to hold
it is essential that the underlying random walk is symmetric.
2. The SIP is dual to an interacting diffusion process with state space
[0,∞)Z (energies associated to lattices sites), called the Brownian en-
ergy process, and for integer values of m also to an interacting diffu-
sion process called the Brownian momentum process with state space
RZ (momenta associated to lattice sites), see [GKRV], [GRV], and
[CGGR] for an overview of all these models. As a consequence, the
results on propagation of local equilibrium and of the local equilibrium
property of the steady state with boundaries immediately apply to these
models.
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