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FORMALLY SELF-ADJOINT QUASI-DIFFERENTIAL OPERATORS AND BOUNDARY
VALUE PROBLEMS
ANDRII GORIUNOV, VLADIMIR MIKHAILETS, KONSTANTIN PANKRASHKIN
ABSTRACT. We develop the machinery of boundary triplets for one-dimensional operators generated by
formally self-adjoint quasi-differential expression of arbitrary order on a finite interval. The technique are
then used to describe all maximal dissipative, accumulative and self-adjoint extensions of the associated
minimal operator and its generalized resolvents in terms of the boundary conditions. Some specific classes
are considered in greater detail.
1. INTRODUCTION
Many problems of the modern mathematical physics and the quantum mechanics lead to the study of
differential operators with strongly singular coefficients such as Radon measures or even more singular
distributions, see the monographs [2, 3] and the very recent papers [10, 13, 11, 12] and the references
therein. In such situations one is faced with the problem of a correct definition of such operators as the
classical methods of the theory of differential operators cannot be applied anymore. It was observed in
the recent years that a large class of one-dimensional operators can be handled in a rather efficient way
with the help of the so-called Shin–Zettl quasi–derivatives [4, 24]. The class of such operators includes,
for example, the Sturm-Liouville operators acting in L2([a,b],C) by the rule
(1) l(y) =−(py′)′+qy,
where the coefficients p and q satisfy the conditions
1
p
,
Q
p
,
Q2
p
∈ L1([a,b],C),
Q is the antiderivative of the distribution q, and [a,b] is a finite intevral. The condition 1/p ∈ L1([a,b],C)
implies that the potential function q may be a finite measure on [a,b], see [18].
For the two-term formal differential expression
(2) l(y) = imy(m)+qy, m ≥ 3,
where q = Q′ and Q ∈ L1([a,b],C), the regularisation with quasi-derivatives was constructed in [19].
Similarly one can study the case
q = Q(k), k ≤
[m
2
]
,
where Q ∈ L2([a,b],C) if m is even and k = m/2, and Q ∈ L1([a,b],C) otherwise, and all the derivatives
of Q are understood in the sense of distributions.
In the present paper we consider one-dimensional operators generated by the most general formally
self-adjoint quasi-differential expression of an arbitrary order on the Hilbert space L2([a,b],C), and the
main result consists in an explicit construction of a boundary triplet for the associated symmetric minimal
quasi-differential operator. The machinery of boundary triplets [15] is a useful tool in the description and
the analysis of various boundary value problems arising in mathematical physics, see e.g. [6, 8, 9], and
we expect that the constructions of the present paper will be useful, in particular, in the study of higher
order differential operators on metric graphs [5].
The quasi-differential operators were introduced first by Shin [25] and then essentially developed by
Zettl [26], see also the monograph [14] and references therein. The paper [26] provides the description of
2010 Mathematics Subject Classification. 34B05, 34L40, 34B38, 47N20.
Key words and phrases. quasi-differential operator; distributional coefficients; self-adjoint extension; maximal dissipative
extension; generalized resolvent.
The first and second authors were partially supported by the grant no. 01-01-12 of National Academy of Sciences of Ukraine
(under the joint Ukrainian-Russian project of NAS of Ukraine and Russian Foundation of Basic Research).
1
2 ANDRII GORIUNOV, VLADIMIR MIKHAILETS, KONSTANTIN PANKRASHKIN
all self-adjoint extensions of the minimal symmetric quasi-differential operator of even order with real-
valued coefficients. It is based on the so-called Glasman-Krein-Naimark theory and is rather implicit. The
approach of the present work gives an explicit description of the self-adjoint extensions as well as of all
maximal dissipative/accumulative extensions in terms of easily checkable boundary conditions.
The paper is organised as follows. In Section 1 we recall basic definitions and known facts concerning
the Shin–Zettl quasi-differential operators. Section 2 presents the regularization of the formal differential
expressions (1) and (2) using the quasi-derivatives, and some specific examples are considered. In Section
3 the boundary triplets for the minimal symmetric operators are constructed. All maximal dissipative,
maximal accumulative and self-adjoint extensions of these operators are explicitly described in terms
of boundary conditions. Section 4 deals with the formally self-adjoint quasi-differential operators with
real-valued coefficients. We prove that every maximal dissipative/accumulative extension of the minimal
operator in this case is self-adjoint and describe all such extensions. In Section 5 we give an explicit
description of all maximal dissipative/accumulative and self-adjoint extensions with separated boundary
conditions for a special case. In Section 6 we describe all generalized resolvents of the minimal operator.
Some results of this paper for some particular classes of quasi-differential expressions were announced
without proof in [16, 17].
2. QUASI-DIFFERENTIAL EXPRESSIONS
In this section we recall the definition and the basic facts concerning the Shin–Zettl quasi-derivatives
and the quasi-differential operators on a finite interval, see [14, 26] for a more detailed discussion.
Let m ∈ N and a finite interval [a,b] be given. Denote by Zm([a,b]) the set of the m×m complex
matrix-valued functions A whose entires (ak,s) satisfy
(3)
1) ak,s ≡ 0, s > k+1;
2) ak,s ∈ L1 ([a,b],C) , ak,k+1 6= 0 a. e. on [a,b],
k = 1,2, . . . ,m, s = 1,2, . . . ,k+1;
such matrices will be referred to as Shin–Zettl matrices of order m on [a,b]. Any Shin–Zettl matrix
A defines recursively the associated quasi-derivatives of orders k ≤ m of a function y ∈ Dom(A) in the
following way:
D[0]y := y,
D[k]y := a−1k,k+1(t)
(
(D[k−1]y)′−
k
∑
s=1
ak,s(t)D[s−1]y
)
, k = 1,2, . . . ,m−1,
D[m]y := (D[m−1]y)′−
m
∑
s=1
am,s(t)D[s−1]y,
and the associated domain Dom(A) is defined by
Dom(A) :=
{
y
∣∣∣D[k]y ∈ AC([a,b],C), k = 0,m−1 } .
The above yields D[m]y ∈ L1([a,b],C). The quasi-differential expression l(y) of order m associated with
A is defined by
(4) l(y) := imD[m]y.
Let c ∈ [a,b] and αk ∈ C, k = 0,m−1. We say that a function y solves the Cauchy problem
(5) l(y)−λy = f ∈ L2([a,b],C), (D[k]y)(c) = αk, k = 0,m−1,
if y is the first coordinate of the vector function w solving the Cauchy problem for the associated the first
order matrix equation
(6) w′(t) = Aλ (t)w(t)+ϕ(t), w(c) = (α0,α1, . . .αm−1)
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where we denote
(7) Aλ (t) := A(t)−

0 0 . . . 0
0 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0
i−mλ 0 . . . 0
 ∈ L1([a,b],Cm×m),
and ϕ(t) :=
(
0,0, . . . ,0, i−m f (t))T ∈ L1([a,b],Cm). The following statement is proved in [26].
Lemma 1. Under the assumptions (3), the problem (5) has a unique solution defined on [a,b].
The quasi-differential expression l(y) gives rise to the associated maximal quasi-differential operator
Lmax : y 7→ l(y),
Dom(Lmax) =
{
y ∈ Dom(A)
∣∣∣D[m]y ∈ L2([a,b],C)} .
in the Hilbert space L2([a,b],C), and the associated minimal quasi-differential operator is defined as the
restriction of Lmax onto the set
Dom(Lmin) :=
{
y ∈ Dom(Lmax)
∣∣∣D[k]y(a) = D[k]y(b) = 0, k = 0,m−1} .
If the functions ak,s are sufficiently smooth, then all the brackets in the definition of the quasi-derivatives
can be expanded, and we arrive at the usual ordinary differential expressions, and the associated quasi-
differential operators become differential ones.
Let us recall the definition of the formally adjoint quasi-differential expression l+(y).The formally
adjoint (also called the Lagrange adjoint) matrix A+ for A ∈ Zm([a,b]) is defined by
A+ :=−Λ−1m AT Λm,
where AT is the conjugate transposed matrix to A and
Λm :=

0 0 . . . 0 −1
0 0 . . . 1 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 (−1)m−1 . . . 0 0
(−1)m 0 . . . 0 0
 .
One can easily see that Λ−1m = (−1)m−1Λm.
We we can define the Shin–Zettl quasi-derivatives associated with A+ which will be denoted by
D{0}y,D{1}y, ...,D{m}y,
and they act on the domain
Dom(A+) :=
{
y
∣∣∣D{k}y ∈ AC([a,b],C), k = 0,m−1 } .
The formally adjoint quasi-differential expression is npw defined as
l+(y) := imD{m}y
and we denote the associated maximal and minimal operators by L+max and L+min respectively The following
theorem is proved in [26].
Theorem 1. The operators Lmin, L+min, Lmax, L
+
max are closed and densely defined in L2 ([a,b],C), and
satisfy
L∗min = L
+
max, L
∗
max = L
+
min.
If l(y) = l+(y), then the operator Lmin = L+min is symmetric with the deficiency indices (m,m), and
L∗min = Lmax, L
∗
max = Lmin.
We also will require the following two lemmas whose proof can be found e.g. in [14]:
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Lemma 2. For any y,z ∈ Dom(Lmax) there holds
b∫
a
(
D[m]y · z− y ·D[m]z
)
dt =
m
∑
k=1
(−1)k−1D[m−k]y ·D[k−1]z
∣∣∣t=bt=a
Lemma 3. For any (α0,α1, ...,αm−1),(β0,β1, ...,βm−1) ∈Cm there exists a function y ∈ Dom(Lmax) such
that
D[k]y(a) = αk, D[k]y(b) = βk, k = 0,1, ...,m−1.
3. REGULARIZATIONS BY QUASI-DERIVATIVES
Let us consider some classes of formal differential expressions with singular coefficients admitting a
regularisation with the help of the Shin–Zettl quasi-derivatives.
Consider first the formal Sturm–Liouville expression
l(y) =−(p(t)y′)′(t)+q(t)y(t), t ∈ [a,b].
The classical definition of the quasi-derivatives
D[0]y := y, D[1]y = py′, D[2]y = (D[1]y)′−qD[0]y
allows one to interpret the above expression l as a regular quasi-differential one if the function p is finite
almost everywhere and, in addition,
(8) 1
p
, q ∈ L1([a,b],C).
Some physically interesting coefficients q (i.e. having non-integrable singularities or being a measure) are
not covered by the preceding conditions, and this can be corrected using another set of quasi-derivatives
as proposed in [?, 24]. Set
D[0]y = y, D[1]y = py′−Qy,
D[2]y = (D[1]y)′+
Q
p
D[1]y+
Q2
p
y,
(9)
where function Q is chosen so that Q′ = q and the derivative is understood in the sense of distributions.
Then the expression
l[y] =−D[2]y
is a Shin–Zettl quasi-differential one if the following conditions are satisfied:
(10) 1
p
,
Q
p
,
Q2
p
∈ L1([a,b],C).
In this case the expression l generates the associated quasi-differential operators Lmin and Lmax. One can
easily see that if p and q satisfy conditions (8), then these operators coincide with the classic Sturm-
Liouville operators, but the conditions (10) are considerably weaker than (8), and the class of admissible
coefficients is much larger if one uses the quasi-differential machinery. This can be illustrated with an
example.
Example 1. Consider the differential expression (1) with p(t) = tα and q(t) = ctβ , and assume c 6= 0.
The conditions (8) are reduced to the set of the inequalities α < 1 and β >−1, while the conditions (10)
hold for
α < 1 and β > max
{
α −2,
α −3
2
}
.
So we see that the use of the quasi-derivatives allows one to consider the Sturm–Liouville expressions
with any power singularity of the potential q if it is compensated by an appropriate function p. 
Remark 1. The formulas (9) for the quasi-derivatives contain a certain arbitrariness due to the non-
uniqueness of the function Q which is only determined up to a constant. However, one can show that if
Q˜ := Q+ c, for some constant c ∈ C, then Lmax(Q) = Lmax(Q˜) and Lmin(Q) = Lmin(Q˜), i.e. the maximal
and minimal operators do not depend on the choice of c. 
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One can easily see that the expression
l+(y) =−(py′)′+qy
defines the quasi-differential expression which is formally adjoint to one generated by (1). It brings up
the associated maximal and minimal operators L+max and L+min. Theorem 1 shows that if p and q in (1) are
real-valued, then the operator Lmin = L+min is symmetric.
It is well-known that for the particular case p ≡ 1 and q ∈ L2([a,b],C) one has
Dom(Lmax) =W 22 ([a,b],C)⊂C1([a,b],C).
The following example shows that in some cases all functions in Dom(Lmax)\{0} are non-smooth.
Example 2. Consider the differential expression (1) with
p(t)≡ 1, q(t) = ∑
µ∈Q∩(a,b)
αµδ (t−µ),
where Q is the set of real rational numbers and
αµ 6= 0 for all µ ∈Q∩ (a,b), and ∑
µ∈Q∩(a,b)
|αµ |< ∞.
Then one can take
Q(t) = ∑
µ∈Q∩(a,b)
αµ H(t−µ),
with H(t) being Heaviside function, and Q is a function of a bounded variation having discontinuities at
every rational point of (a,b). Therefore, for every subinterval [α,β ] ⊂ (a,b) and any y ∈ Dom(Lmax) ∩
C1([α,β ],C) we have
y′(µ+)− y′(µ−) = αµ y(µ), µ ∈Q∩ [α,β ].
Then αµy(µ) = 0 for all µ ∈ Q∩ [α,β ], which gives y(µ) = 0, and the density of {µ}∩ [α,β ] in [α,β ]
implies y(t) = 0 for all t ∈ [α,β ]. 
Now consider the expression
l(y) = imy(m)(t)+q(t)y(t), m ≥ 3,
assuming that
q = Q(k), 1 ≤ k ≤
[m
2
]
,
Q ∈
{
L2([a,b],C), m = 2n, k = n;
L1([a,b],C) otherwise,
(11)
where the derivatives of Q are understood in the sense of distributions. Introduce the quasi-derivatives as
follows:
D[r]y = y(r), 0 ≤ r ≤ m− k−1;
D[m−k+s]y = (D[m−k+s−1]y)′+ i−m(−1)s
(
k
s
)
QD[s]y, 0 ≤ s ≤ k−1;
D[m]y =
{
(D[m−1]y)′+ i−m(−1)k
(k
k
)QD[k]y, 1 ≤ k < m/2,
(D[m−1]y)′+QD[m2 ]y+(−1)m2 +1Q2y, m = 2n = 2k;
(12)
where
(k
j
)
are the binomial coefficients. It is easy to verify that for sufficiently smooth functions Q the
equality l(y) = imD[m]y holds. Also one can easily see that, under assumptions (11), all the coefficients of
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the quasi-derivatives (12) are integrable functions. The Shin–Zettl matrix corresponding to (12) has the
form
(13) A(t) :=

0 1 0 . . . 0 . . . 0 0
0 0 1 . . . 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
−i−m
(k
0
)Q 0 0 . . . 0 . . . 0 0
0 i−m
(k
1
)Q 0 . . . 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 0 . . . 0 1
(−1)
m
2 Q2δ2k,m 0 0 . . . i−m(−1)k+1
(k
k
)Q . . . 0 0

,
where δi j is the Kronecker symbol. Similarly to the previous case the initial formal differential expression
(2) can be defined in the quasi-differential form
l[y] := imD[m]y,
and it generates the corresponding quasi-differential operators Lmin and Lmax.
Remark 2. Again, the formulas for the quasi-derivatives depend on the choice of the antiderivative Q of
order k of the distribution q which is not only defined up to a a polynomial of order ≤ k−1. However, one
can show that the maximal and minimal operators do not depend on the choice of this polynomial. 
For k = 1 the above regularization was proposed in [24], and for even m they were announced in [21].
The general case is presented here for the first time. Note that if the distribution q is real-valued, then the
operator Lmin is symmetric.
4. EXTENSIONS OF SYMMETRIC QUASI-DIFFERENTIAL OPERATORS
Throughout the rest of the paper we assume the Shin–Zettl matrix is formally self-adjoint, i.e. A =
A+. The associated quasi-differential expression l(y) is then formally self-adjoint, l(y) = l+(y), and the
minimal quasi-differential operator Lmin is symmetric with equal deficiency indices by Theorem 1. So
one may pose a problem of describing (by means of boundary triplets) various classes of extensions of
Lmin in L2([a,b],C).
For the reader’s convenience we give a very short summary of the theory of boundary triplets based on
the results of Rofe-Beketov [23] and Kochubei [20], see also the monograph [15] and references therein.
Let T be a closed densely defined symmetric operator in a Hilbert space H with equal (finite or infinite)
deficiency indices.
Definition 1 ([15]). The triplet (H,Γ1,Γ2), where H is an auxiliary Hilbert space and Γ1, Γ2 are the linear
maps from Dom(T ∗) to H, is called a boundary triplet for T , if the following two conditions are satisfied:
(1) for any f ,g ∈ Dom(L∗) there holds
(T ∗ f ,g)
H
− ( f ,T ∗g)
H
= (Γ1 f ,Γ2g)H − (Γ2 f ,Γ1g)H ,
(2) for any g1,g2 ∈ H there is a vector f ∈ Dom(T ∗) such that Γ1 f = g1 and Γ2 f = g2.
The above definition implies that f ∈ Dom(T ) if and only if Γ1 f = Γ2 f = 0. A boundary triplet
(H,Γ1,Γ2) with dimH = n exists for any symmetric operator T with equal non-zero deficiency indices
(n,n) (n ≤ ∞), but it is not unique.
Boundary triplets may be used to describe all maximal dissipative, maximal accumulative and self-
adjoint extensions of the symmetric operator in the following way. Recall that a densely defined linear
operator T on a complex Hilbert space H is called dissipative (resp. accumulative) if
ℑ(T f , f )
H
≥ 0 (resp. ≤ 0), for all f ∈ Dom(T )
and it is called maximal dissipative (resp. maximal accumulative) if, in addition, T has no non-trivial dis-
sipative/accumulative extensions in H . Every symmetric operator is both dissipative and accumulative,
and every self-adjoint operator is a maximal dissipative and maximal accumulative one. Thus, if one has a
symmetric operator T , then one can state the problem of describing its maximal dissipative and maximal
accumulative extensions. According to Phillips’ Theorem [22] (see also [15, p. 154]) every maximal
FORMALLY SELF-ADJOINT QUASI-DIFFERENTIAL OPERATORS AND BOUNDARY VALUE PROBLEMS 7
dissipative or accumulative extension of a symmetric operator is a restriction of its adjoint operator. Let
(H,Γ1,Γ2) be a boundary triplet for T . The following theorem is proved in [15].
Theorem 2. If K is a contraction on H, then the restriction of T ∗ to the set of the vectors f ∈ Dom(T ∗)
satisfying the condition
(14) (K− I)Γ1 f + i(K + I)Γ2 f = 0
or
(15) (K− I)Γ1 f − i(K + I)Γ2 f = 0
is a maximal dissipative, respectively, maximal accumulative extension of T . Conversely, any maximal dis-
sipative (maximal accumulative) extension of L is the restriction of T ∗ to the set of vectors f ∈Dom(T ∗),
satisfying (14) or (15), respectively, and the contraction K is uniquely defined by the extension. The max-
imal symmetric extensions of T are described by the conditions (14) and (15), where K is an isometric
operator. These conditions define a self-adjoint extension if K is unitary.
Remark 3. Let K1 and K2 be the unitary operators on H and let the boundary conditions
(K1− I)Γ1y+ i(K1 + I)Γ2y = 0
and
(K2− I)Γ1y− i(K2 + I)Γ2y = 0
define self-adjoint extensions. These are two different bijective parameterizations, which reflects the
fact that each self-adjoint operators is maximal dissipative and a maximal accumulative one at the same
time. The extensions, given by these boundary conditions coincide if K1 = K−12 . Indeed, the boundary
conditions can be written in another form:
K1 (Γ1y+ iΓ2y) = Γ1y− iΓ2y, Γ1y− iΓ2y ∈ Dom(K) = H,
K2 (Γ1y− iΓ2y) = Γ1y+ iΓ2y, Γ1y+ iΓ2y ∈ Dom(K) = H,
and the equivalence of the boundary conditions reads as K1K2 = K2K1 = I. 
Let us get back to the quasi-differential operators. The following result is crucial for the rest of the
paper as it allows to apply the boundary triplet machinery to the symmetric minimal quasi-differential
operator Lmin.
Lemma 4. Define linear maps Γ[1], Γ[2] from Dom(Lmax) to Cm as follows: for m = 2n and n ≥ 2 we set
(16) Γ[1]y := i2n

−D[2n−1]y(a),
...,
(−1)nD[n]y(a),
D[2n−1]y(b),
...,
(−1)n−1D[n]y(b)
 , Γ[2]y :=

D[0]y(a),
...,
D[n−1]y(a),
D[0]y(b),
...,
D[n−1]y(b)

and for m = 2n+1 and n ∈ N we set
(17) Γ[1]y := i2n+1

−D[2n]y(a),
...,
(−1)nD[n+1]y(a),
D[2n]y(b),
....,
(−1)n−1D[n+1]y(b),
αD[n]y(b)+βD[n]y(a)

, Γ[2]y :=

D[0]y(a),
...,
D[n−1]y(a),
D[0]y(b),
...,
D[n−1]y(b),
γD[n]y(b)+δD[n]y(a)

,
where
α = 1, β = 1, γ = (−1)
n
2
+ i, δ = (−1)
n+1
2
+ i.
Then (Cm,Γ[1],Γ[2]) is a boundary triplet for Lmin.
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Remark 4. The values of the coefficients α , β , γ , δ for the odd case may be replaced by an arbitrary set
of numbers satisfying the conditions
(18) αγ +αγ = (−1)
n, βδ +βδ = (−1)n+1, αδ +βγ = 0,
βγ +αδ = 0, αδ −βγ 6= 0.
Proof. We need to check that the triplet (Cm,Γ[1],Γ[2]) satisfies the conditions 1) and 2) in Definition 1
for T = Lmin and H = L2 ([a,b],C). Due to Theorem 1, L∗min = Lmax.
Let us start with the case of even order. Due to Lemma 2, for m = 2n:
(Lmaxy,z)− (y,Lmaxz) = i2n
2n
∑
k=1
(−1)k−1D[2n−k]y ·D[k−1]z
∣∣∣t=bt=a .
Denote
Γ[1] =: (Γ1a,Γ1b) , Γ[2] =: (Γ2a,Γ2b) ,
where
Γ1ay = i2n
(
−D[2n−1]y(a), ...,(−1)nD[n]y(a)
)
,
Γ1by = i2n
(
D[2n−1]y(b), ...,(−1)n−1D[n]y(b)
)
,
Γ2ay =
(
D[0]y(a), ...,D[n−1]y(a)
)
,
Γ2by =
(
D[0]y(b), ...,D[n−1]y(b)
)
.
One calculates
(Γ1ay,Γ2az) = i2n
n
∑
k=1
(−1)kD[2n−k]y(a) ·D[k−1]z(a),
(Γ2ay,Γ1az) = i2n
2n
∑
k=n+1
(−1)k−1D[2n−k]y(a) ·D[k−1]z(a),
(Γ1by,Γ2bz) = i2n
n
∑
k=1
(−1)k−1D[2n−k]y(b) ·D[k−1]z(b),
(Γ2by,Γ1bz) = i2n
2n
∑
k=n+1
(−1)kD[2n−k]y(b) ·D[k−1]z(b),
which results in (
Γ[1]y,Γ[2]z
)
= i2n
n
∑
k=1
(−1)k−1D[2n−k]y ·D[k−1]z
∣∣∣t=bt=a ,
(
Γ[2]y,Γ[1]z
)
= i2n
2n
∑
k=n+1
(−1)kD[2n−k]y ·D[k−1]z
∣∣∣t=bt=a ,
and this means that the condition 1) of the Definition 1 is fulfilled, and the surjectivity condition 2) is true
due to Lemma 3.
The case of odd order is treated similarly. Due to Lemma 2, for m = 2n+1 we have
(Lmaxy,z)− (y,Lmaxz) = i2n+1
2n+1
∑
k=1
(−1)k−1D[2n−k]y ·D[k−1]z
∣∣∣t=bt=a .
Denote
Γ[1] =: (Γ1a,Γ1b,Γ1ab) , Γ[2] =: (Γ2a,Γ2b,Γ2ab) ,
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where
Γ1ay = i2n+1
(
−D[2n]y(a), ...,(−1)nD[n+1]y(a)
)
,
Γ1by = i2n+1
(
D[2n]y(b), ...,(−1)n+1D[n+1]y(b)
)
,
Γ1aby = i2n+1
(
αD[n]y(b)+βD[n]y(a)
)
,
Γ2ay =
(
D[0]y(a), ...,D[n−1]y(a)
)
,
Γ2by =
(
D[0]y(b), ...,D[n−1]y(b)
)
,
Γ2aby = γD[n]y(b)+δD[n]y(a).
One calculates
(Γ1ay,Γ2az) = i2n+1
n
∑
k=1
(−1)k−1D[2n−k]y(a) ·D[k−1]z(a),
(Γ2ay,Γ1az) = i2n+1
2n+1
∑
k=n+2
(−1)kD[2n−k]y(a) ·D[k−1]z(a),
(Γ1by,Γ2bz) = i2n+1
n
∑
k=1
(−1)k−1D[2n−k]y(b) ·D[k−1]z(b),
(Γ2by,Γ1bz) = i2n+1
2n+1
∑
k=n+2
(−1)kD[2n−k]y(b) ·D[k−1]z(b),
(Γ1aby,Γ2abz)− (Γ2aby,Γ1abz) =
= i2n+1(−1)n
(
D[n]y(b) ·D[n]z(b)−D[n]y(a) ·D[n]z(a)
)
,
which shows that the condition 1) of Definition 1 is satisfied. Now take arbitrary vectors
f1 = ( f1,k)2nk=0, f2 = ( f2,k)2nk=0 ∈ C2n+1. The last condition in (18) means that the system{
αβn +βαn = f1,n
γβn +δαn = f2,n
has a unique solution (αn,βn). Denoting
αk := f1,k, βk := f2,k for k < n,
αk := (−1)2n+1−k f1,k, βk := (−1)2n−k f2,k for n+1 < k < 2n
we obtain two vectors (α0,α1, ...,αm−1),(β0,β1, ...,βm−1) ∈ Cm ≡ C2n+1. By Lemma 3, there exists a
function y ∈ Dom(Lmax) such that
D[k]y(a) = αk, D[k]y(b) = βk, k = 0,1, ...,m−1,
and due to above special choice of α and β one has Γ[1]y = f1 and Γ[2]y = f2, so the surjectivity condition
of Definition 1 holds. 
For the sake of convenience, we introduce the following notation. Denote by LK the restriction of Lmax
onto the set of the functions y(t) ∈ Dom(Lmax) satisfying the homogeneous boundary condition in the
canonical form
(19) (K− I)Γ[1]y+ i(K+ I)Γ[2]y = 0.
Similarly, denote by LK the restriction of Lmax onto the set of the functions y(t) ∈ Dom(Lmax) satisfying
the boundary condition
(20) (K− I)Γ[1]y− i(K+ I)Γ[2]y = 0.
Here K is an arbitrary bounded operator on the Hilbert space Cm, and the maps Γ[1] Γ[2] are defined by
the formulas (16) or (17) depending on m. Theorem 2 and Lemma 4 lead to the following description of
extensions of Lmin.
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Theorem 3. Every LK with K being a contracting operator in Cm, is a maximal dissipative extension of
Lmin. Similarly every LK with K being a contracting operator in Cm, is a maximal accumulative exten-
sion of the operator Lmin. Conversely, for any maximal dissipative (respectively, maximal accumulative)
extension L˜ of the operator Lmin there exists a contracting operator K such that L˜ = LK (respectively,
L˜ = LK). The extensions LK and LK are self-adjoint if and only if K is a unitary operator on Cm. These
correspondences between operators {K} and the extensions {L˜} are all bijective.
Remark 5. The self-adjoint extensions of a symmetric minimal quasi-differential operator were described
by means of the Glasman-Krein-Naimark theory in the work [26] and several subsequent papers. How-
ever, the description by means of boundary triplets has important advantages, namely, it gives a bijective
parametrization of extensions by unitary operators, and one can describe the maximal dissipative and the
maximal accumulative extensions in a similar way.
5. REAL EXTENSIONS
Recall that a linear operator L acting in L2([a,b],C) is called real if:
(1) For every function f from Dom(L) the complex conjugate function f also lies in Dom(L).
(2) The operator L maps complex conjugate functions into complex conjugate functions, that is
L( f ) = L( f ).
If the minimal quasi-differential operator is real, one arrives at the natural question on how to describe
its real extensions. The following theorem holds.
Theorem 4. Let m be even, and let the entries of the Shin–Zettl matrix A = A+ be real-valued, then the
maximal and minimal quasi-differential operators Lmax and Lmin generated by A are real. All real maximal
dissipative and maximal accumulative extensions of the real symmetric quasi-differential operator Lmin
of the even order are self-adjoint. The self-adjoint extensions LK or LK are real if and only if the unitary
matrix K is symmetric.
Proof. As the coefficients of the quasi-derivatives are real-valued functions, one has
D[i]y = D[i]y, i = 1,2n,
which implies l(y) = l(y). Thus for any y ∈ Dom(Lmax) we have
D[i]y ∈ AC([a,b],C), i = 1,2n−1, l(y) ∈ L2([a,b],C), Lmax(y) = Lmax(y).
This shows that the operator Lmax is real. Similarly, for y ∈ Dom(Lmin) we have
D[i]y(a) = D[i]y(a) = 0, D[i]y(b) = D[i]y(b) = 0, i = 1,2n−1,
which proves that Lmin is a real as well.
Due to the real-valuedness of the coefficients of the quasi-derivatives, the equalities (16) imply
Γ[1]y = Γ[1]y, Γ[2]y = Γ[2]y.
As the maximal operator is real, any of its restrictions satisfies the condition 2) of the above definition of
a real operator, so we are reduced to check the condition 1).
Let LK be an arbitrary real maximal dissipative extension given by the boundary conditions (19), then
for any y ∈ Dom(LK) the complex conjugate y satisfies (19) too, that is
(K− I)Γ[1]y+ i(K+ I)Γ[2]y = 0.
By taking the complex conjugates we obtain(
K− I
)
Γ[1]y− i
(
K + I
)
Γ[2]y = 0,
and LK ⊂ LK due to Theorem 3. Thus, the dissipative extension LK is also accumulative, which means
that it is symmetric. But LK is a maximal dissipative extension of Lmin. As the deficiency indices of Lmin
are finite, the operator LK = LK must be self-adjoint. Furthermore, due to Remark 3 the equality LK = LK
is equivalent to K−1 = K. As K is unitary, we have K−1 = KT , which gives K = KT . In a similar way
one can show that a maximal accumulative extension LK is real if and only if it is self-adjoint and K =
KT . 
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6. SEPARATED BOUNDARY CONDITIONS
Now we would like to discuss the extensions defined by the so-called separated boundary conditions.
Denote by fa the germ of a continuous function f at the point a. We recall that the boundary conditions
that define an operator L ⊂ Lmax are called separated if for any y ∈ Dom(L) and any g,h ∈ Dom(Lmax)
with
ga = ya, gb = 0, ha = 0, hb = yb.
we have g,h ∈ Dom(L).
The following statement gives a description of the operators LK and LK with separated boundary con-
ditions in the case of an even order m = 2n .
Theorem 5. The boundary conditions (19) and (20) defining LK and LK respectively are separated if and
only if the matrix K has the block form
(21) K =
(
Ka 0
0 Kb
)
,
where Ka and Kb are n×n matrices.
Proof. We consider the operators LK only, the case of LK can be considered in a similar way.
We start with the following observation. Let y,g,h∈Dom(Lmax). Then one can prove by induction that
ya = ga if and only if D[k]ya = D[k]ga, k = 0,1, ...,m and, similarly, yb = hb if and only if D[k]yb = D[k]hb,
k = 0,1, ...,m. Therefore, the equality ya = ga implies Γ1ay = Γ1ag and Γ2ay = Γ2ag, and the equality
yb = hb implies Γ1by = Γ1bh and Γ2by = Γ2bh.
If K has the form (21), then the boundary condition (19) can be rewritten as a system:{
(Ka− I)Γ1ay+ i(Ka + I)Γ2ay = 0,
−(Kb− I)Γ1by+ i(Kb + I)Γ2by = 0,
and these boundary conditions are obviously separated.
Inversely, let the boundary conditions (19) be separated. Let us represent K ∈C2n×2n in the block form
K =
(
K11 K12
K21 K22
)
.
with n×n blocks K jk. We need to show that K12 = K21 = 0. The boundary conditions (19) take the form{
(K11− I)Γ1ay+K12Γ1by+ i(K11 + I)Γ2ay+ iK12Γ2by = 0,
K21Γ1ay+(K22− I)Γ1by+ iK21Γ2ay+ i(K22 + I)Γ2by = 0.
By definition, any function g with ga = ya and gb = 0 must also satisfy this system, which gives{K11 [Γ1ay+ iΓ2ay] = Γ1ay− iΓ2ay,
K21 [Γ1ay+ iΓ2ay] = 0.
Therefore, Γ1ay+ iΓ2ay ∈ Ker(K21) for any y ∈ Dom(LK).
Now rewrite (19) in a parametric form. For any F = (F1,F2) ∈ C2n consider the vectors −i(K + I)F
and (K− I)F . Due to Lemma 3 there is a function yF ∈ Dom(Lmax) such that
(22)
{
−i(K + I)F = Γ[1]yF ,
(K− I)F = Γ[2]yF .
A simple calculation shows that yF satisfies the boundary conditions (19) and, therefore, yF ∈ Dom(LK).
We can rewrite (22) as a system, 
−i(K11 + I)F1− iK12F2 = Γ1ayF ,
−iK21F1− i(K22 + I)F2 = Γ1byF ,
(K11− I)F1 +K12F2 = Γ2ayF ,
K21F1 +(K22− I)F2 = Γ2byF .
The first and the third equations show that Γ1ay+ iΓ2ay =−2iF1 for any F1 ∈ Cn. Therefore, Ker(K21) =
Cn which means K21 = 0. The equality K12 = 0 is proved in the same way. 
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7. GENERALIZED RESOLVENTS
Let us recall that a generalized resolvent of a closed symmetric operator L in a Hilbert space H is an
operator-valued function λ 7→ Rλ defined on C\R which can be represented as
Rλ f = P+
(
L+−λ I+
)−1 f , f ∈H ,
where L+ is a self-adjoint extension L which acts a certain Hilbert space H + ⊃ H , I+ is the identity
operator on H +, and P+ is the orthogonal projection operator from H + onto H . It is known [1] that an
operator-valued function Rλ is a generalized resolvent of a symmetric operator L if and only if it can be
represented as
(Rλ f ,g)H =
∫ +∞
−∞
d
(
Fµ f ,g
)
µ −λ , f ,g ∈H ,
where Fµ is a generalized spectral function of the operator L, i.e. µ 7→ Fµ is an operator-valued function
Fµ defined on R and taking values in the space of continuous linear operators in H with the following
properties:
(1) For µ2 > µ1, the difference Fµ2 −Fµ1 is a bounded non-negative operator.
(2) Fµ+ = Fµ for any real µ .
(3) For any x ∈H there holds
lim
µ→−∞
||Fµx||H = 0, limµ→+∞ ||Fµx− x||H = 0.
The following theorem provides a description of all generalized resolvents of the operator Lmin.
Theorem 6. 1) Every generalized resolvent Rλ of the operator Lmin in the half-plane Imλ < 0 acts by
the rule Rλ h = y, where y is the solution of the boundary-value problem
l(y) = λy+h,
(K(λ )− I)Γ[1] f + i(K(λ )+ I)Γ[2] f = 0.
Here h(x) ∈ L2([a,b],C) and K(λ ) is an m×m matrix-valued function which is holomorph in the lower
half-plane and satisfy ||K(λ )|| ≤ 1.
2) In the half-plane Imλ > 0, every generalized resolvent of Lmin acts by Rλ h = y, where y is the
solution of the boundary-value problem
l(y) = λy+h,
(K(λ )− I)Γ[1] f − i(K(λ )+ I)Γ[2] f = 0.
Here h(x) ∈ L2([a,b],C) and K(λ ) and K(λ ) is an m×m matrix-valued function which is holomorph in
the lower half-plane and satisfy ||K(λ )|| ≤ 1.
The parametrization of the generalized resolvents by the matrix-valued functions K is bijective.
Proof. The Theorem is just an application of Lemma 4 and Theorem 1 and Remark 1 in [7] which prove
a description of generalized resolvents in terms of boundary triplets. Namely, one requires to take as an
auxiliary Hilbert space Cm and as the operator γy := {Γ[1]y,Γ[2]y}.

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