This paper proposes empirical likelihood con…dence intervals for causal e¤ects identi…ed from regression discontinuity designs. We consider sharp and fuzzy discontinuity designs and treat regression functions as nonparametric. Our empirical likelihood con…dence intervals have natural shapes and do not require variance estimation unlike Wald-type con…dence intervals. These advantages are illustrated by simulation studies and an empirical example which evaluates the e¤ect of class sizes on pupils'scholastic achievements.
Introduction
Since Thistlethwaite and Campbell (1960) , regression discontinuity design (RDD) analysis has been used as a fundamental tool to investigate causal e¤ects of treatment assignments to outcomes of interest. There are numerous methodological developments and empirical applications of RDD analysis particularly in the …elds of economics, psychology, and statistics (see, e.g., Trochim (2001) and Imbens and Lemieux (2008) for a review). The main purpose of this paper is to propose a new inference approach to RDD analysis based on empirical likelihood (Owen (1988) ).
In the literature of RDD analysis, there are at least two important issues that have attracted attentions from statisticians. First, although RDD analysis were initially discussed in the context of regression analysis, recent research tries to understand more deeply estimated parameters of interest based on theory of causal e¤ects (Rubin (1974) , Holland (1986) , and Angrist, Imbens and Rubin (1996) ).
In particular, depending on the relationship between the treatment and covariate, RDDs are split into two categories, the sharp and fuzzy RDDs. In the sharp case, where the treatment is completely determined by the covariate typically based on some cuto¤ value, we can identify and estimate the average causal e¤ect of the treatment at the cuto¤ value of the covariate. In the fuzzy case, where
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the treatment is partly determined by the covariate and the treatment assignment probability jumps at some cuto¤ value of the covariate, we can identify and estimate the average causal e¤ect of the treatment for compliers (see, Section 2.1 and Hahn, Todd and van der Klaauw (2001) ). The present paper also adopts this framework and focuses on inference problems for those average causal e¤ects in the sharp and fuzzy RDDs.
Second, since RDD analysis focuses on causal e¤ects locally at some cuto¤ value of the covariate, the importance on ‡exible functional forms or nonparametric analysis has been emphasized in the statistics literature (Sacks and Ylvisaker (1978) and Kna ‡, Sacks and Ylvisaker (1985) ), which mostly focuses on robust constructions of con…dence intervals for causal e¤ects. Hahn, Todd and van der Klaauw (2001) and Porter (2003) proposed nonparametric estimators for average causal e¤ects in the sharp and fuzzy RDDs based on local polynomial …ttings (Fan and Gijbels (1996) ). Their nonparametric estimators show reasonable convergence rates and are asymptotically normal. However, the asymptotic variances of those estimators, which are required to construct Wald-type con…dence intervals, are rather complicate due to discontinuities in the conditional mean and variance functions. Typically, in order to estimate the asymptotic variances, we need additional nonparametric regressions to estimate left and right limits of the conditional variance and nonparametric density estimation for the covariate. The present paper constructs empirical likelihood-based con…dence intervals which allow nonparametric regression functions but do not require complicate variance estimation.
This paper also contributes to the rapidly growing literature on empirical likelihood (see, Owen
(2001) for a review). In particular, we extend the likelihood construction by Chen and Qin (2000) to the sharp and fuzzy RDD setups, which incorporates local polynomial …tting into the empirical likelihood framework. We show that the empirical likelihood ratios for causal e¤ects in the sharp and fuzzy RDDs are asymptotically chi-square distributed. Therefore, we can still observe Wilks' phenomenon (Fan, Zhang and Zhang (2001) ) in this nonparametric RDD setup.
This paper is organized as follows. Section 2 presents our basic setup and constructs empirical likelihood for causal e¤ects. Section 3 studies asymptotic properties of empirical likelihood con…dence intervals. The proposed methods are evaluated by Monte Carlo simulations (Section 4.1) and an empirical example which evaluates the e¤ect of class sizes to pupils'scholastic achievements investigated in Angrist and Lavy (1999) . Section 5 concludes. Appendix A contains proofs and lemmas.
Setup and Methodology

Regression Discontinuity Design
We …rst introduce our basic setup. Let Y i (1) and Y i (0) be potential outcomes of unit i with and without exposure to a treatment, respectively. De…ne W i 2 f0; 1g as an indicator variable for the treatment.
We set W i = 1 if unit i is exposed to the treatment and set W i = 0 otherwise. The observed outcome is for one class and W i = 1 for two classes), and X i is the number of enrollments.
Depending on the assignment rule for W i based on X i , we have two cases, called the sharp and fuzzy RDDs. In the sharp RDD, the treatment is deterministically assigned based on the value of X i , i.e.,
where I f g is the indicator function and c is a known constant. A parameter of interest in this case is the average causal e¤ect at the discontinuity point c,
Since the di¤erence of potential outcomes 
are continuous at x = c, then the average causal e¤ect s can be identi…ed as a contrast of the right and left limits of the conditional mean
In contrast to the sharp RDD, the fuzzy RDD focuses on the case where the covariate X i is not informative enough to determine the treatment W i but X i can a¤ect on the treatment probability. In particular, the fuzzy RDD assumes that the conditional treatment probability of W i jumps at X i = c,
To de…ne a reasonable parameter of interest, let W i (x) be a potential treatment for unit i when the cuto¤ level for the treatment was set at x, and assume that W i (x) is non-increasing in x at x = c. By using the terminology of Angrist, Imbens and Rubin (1996) , the unit i is called a complier if her cuto¤ level is X i , i.e., 1
A parameter of interest in the fuzzy RDD, suggested by Hahn, Todd and van der Klaauw (2001), is the average causal e¤ect for compliers at X i = c,
Hahn, Todd and van der Klaauw (2001) showed that under mild conditions the parameter f can be identi…ed by the ratio of the jump in the conditional mean of Y i to the jump in the conditional treatment probability at X i = c, i.e.,
If additional covariates Z i are available, the above identi…cation results go through by slightly modifying the assumptions and adding conditioning variables Z i = z to the conditional means and probabilities.
The main focus of this paper is how to make inference on these average causal e¤ects s and f , particularly how to construct valid con…dence intervals for s and f .
To estimate the parameters s and s , it is common to apply nonparametric regression techniques (see, e.g., Hahn, Todd and van der Klaauw (2001) and Porter (2003) ). For example, the parameter s can be estimated by using the local linear regression estimators (Fan and Gijbels (1996) ):
where^ l and^ r are estimators for the left and right limits of the conditional mean
, respectively, and are obtained as solutions to the weighted least square problems with respect to a l and a r min
respectively, with a kernel function K and bandwidth h satisfying h ! 0 as n ! 1. Similarly, a nonparametric estimator for f can be obtained aŝ
where^ wl and^ wr are estimators for the right and left limits of the conditional treatment probabilities wl = lim x"c Pr f W i = 1j X i = xg and wr = lim x#c Pr f W i = 1j X i = xg, respectively, and are obtained as solutions to the weighted least square problems with respect to a wl and a wr , min a wl ;b wl
respectively. Although the kernel functions and bandwidths in (3) and (4) can be di¤erent, we assume they are identical to simplify the presentation.
Porter (2003) showed that the nonparametric estimators^ s and^ f are asymptotically normal with some nonparametric convergence rates. Based on the derived asymptotic distributions, it is possible to construct asymptotically valid Wald-type con…dence intervals for s and f . However, to this end, we need to estimate the asymptotic variances of the estimators which take rather complicate forms: they depend on the left and right limits of the conditional variances of Y i and W i at X i = c and the density function of X i evaluated at c. Also the shapes of the Wald-type con…dence intervals are restricted to be symmetric around the estimators^ s and^ f . This paper develops alternative con…dence intervals for s and f based on empirical likelihood which avoid complicate variance estimation and determine the shapes of the con…dence intervals by data emphasis.
Empirical Likelihood
We now construct empirical likelihood functions for the average causal e¤ect parameters s and f .
Our construction can be considered as an extension of Chen and Qin (2000) to the sharp and fuzzy RDDs, which introduced an empirical likelihood approach to local linear …tting for the conditional mean function. Let I i = I fX i cg be an indicator for whether the covariate X i exceeds the cuto¤ level c. Note that although W i = I i in the sharp RDD, W i 6 = I i in the fuzzy RDD.
We …rst consider the sharp RDD case. Observe that the local linear estimators^ l and^ r de…ned in (3) satisfy the …rst-order conditions (see, Fan and Gijbels (1996, p. 20 
where
If we regard (5) 
By applying the Lagrange multiplier method under certain regularity conditions (see, Newey and Smith (2004, Theorem 2.2)), we can obtain the dual problem of (6) . The dual form of the log empirical likelihood ratio is written as
where n (t; a) = 2 R 2 : 0 g i (t; a) 2 V for i = 1; : : : ; n , V is an open interval containing 0, and
Also, the concentrated empirical likelihood function for t is de…ned as
where A is a parameter space of l . In practice, we use the dual representations in (7) and (9) to implement empirical likelihood inference. Note that the optimization problem for the Lagrange multiplier in (7) is two-dimensional and the objective function is typically concave in . Therefore, the computational cost to evaluate the empirical likelihood ratio`s (t; a) based on (7) 
and l E [^ l ]. Therefore, the functions (7) and (9) can be employed as valid empirical likelihood ratios for the parameters s and l .
We next consider the fuzzy RDD case. Similar to (6), we consider the following likelihood maximization problem:
Note that the last two conditions come from the …rst-order conditions for the local linear estimators of wl and wr . The dual form of the empirical likelihood ratio is written as f (t; a; a wl ; a wr ) = 2 flog L f (t; a; a wl ; a wr ) + n log ng
= 2 sup
2 n(t;a;awl;awr )
where n (t; a) = 2 R 4 : 0 h i (t; a; a wl ; a wr ) 2 V h for i = 1; : : : ; n , V h is an open interval containing 0, and
Also, the concentrated empirical likelihood function for t is de…ned as 
By undersmoothing, the functions (11) and (13) can be employed as valid empirical likelihood ratios for the parameters f , l , wl , and wr .
Asymptotic Properties
This section investigates asymptotic properties of the empirical likelihood ratios proposed in the last section and constructs asymptotically valid empirical likelihood con…dence intervals for the average causal e¤ects s and f identi…ed from the sharp and fuzzy RDDs.
First, we consider the empirical likelihood ratios`s (t; a) in (7) and`s (t) in (9) for the sharp RDD.
We impose the following assumptions.
Assumption 3.1.
(ii) There exists a neighborhood N around c such that (a) the density function f of X i is continuously di¤ erentiable and bounded away from zero in
s I fx cg is continuously di¤ erentiable in N n fcg and is continuous at c with …nite left and right hand derivatives, (c)
is continuous in N n fcg and has …nite left and right hand limits at c, and
is uniformly bounded on N for some 4. Also, V l and V r de…ned in (17) are positive.
(iii) K is a symmetric and bounded density function with support [ k; k] for some k 2 (0; 1).
(v) A is compact and l 2 int (A).
Assumption 3.1 (i) is on the data structure. Since RDD analysis is typically applied to cross section data, this assumption is reasonable. Assumption 3.1 (ii) restricts the local shape of the data distribution form around x = c. This assumption allows discontinuity of the conditional moments Under these assumptions, the asymptotic distributions of the empirical likelihood ratios`s ( s ; l )
and`s ( s ) are obtained as follows.
Theorem 3.1. Next, we consider the empirical likelihood ratios`f (t; a; a wl ; a wr ) in (11) and`f (t) in (13) for the fuzzy RDD. For this case, we add the following assumption.
There exists a neighborhood N 0 around c such that E [ W i j X i = x] ( wr wl ) I fx cg is continuously di¤ erentiable in N 0 n fcg and is continuous at c with …nite left and right hand derivatives.
Also, wl ; wr 2 (0; 1).
This assumption corresponds to Assumption 3.1 (ii) in the sharp RDD case. The asymptotic properties of the empirical likelihood ratios`f ( s ; l ; wl ; wr ) and`f ( f ) are obtained as follows. (ii) Under Assumption 3.1 and 3.
Since the proof is similar to that of Theorem 3.1, it is omitted. Based on Theorem 3.2 (ii), the 100 (1 ) % empirical likelihood con…dence interval for f can be constructed as
Note that in the fuzzy RDD case, implementation of the Wald-type con…dence interval becomes more complicate than the sharp RDD case because of a linear approximation to the ratio^ f =^ r ^ l wr ^ wl , estimation of the asymptotic variance of (^ wr ;^ wl ), and estimation of the asymptotic covariance between (^ r ;^ l ) and (^ wr ;^ wl ).
Finally, we discuss two extensions of the present results: additional covariates and parametric side information. If we have additional covariates Z i which a¤ect on Y i or W i in linear ways, we simply modify the estimating functions g i (t; a) in (8) or h i (t; a; a wl ; a wr ) in (12) as
respectively. The empirical likelihood ratios are analogously de…ned, and under similar conditions those ratios are asymptotically chi-square distributed at the true parameter values.
So far, we do not impose any parametric functional form on the conditional mean E [
and conditional treatment probability Pr f W i = 1j X i = xg. Our empirical likelihood approach can naturally accommodate parametric side information. For example, consider the fuzzy RDD with the cuto¤ value c = 0, and specify the regression model for Y i as
where P l (X i ) and P r (X i ) are …nite dimensional vectors of polynomials of X i without constant terms.
This speci…cation allows the regression functions to have di¤erent left and right limits at the threshold
1 . The regression model (14) can be estimated by the two stage least squares with instrumental variables V i , for example. Typical candidates for V i are the indicator variable I i and polynomials of X i .
To incorporate parametric information in (14), we can modify the estimating function h i (t; a; a wl ; a wr ) in (12) as
The empirical likelihood ratios and their asymptotic chi-square distributions can be obtained under analogous conditions. By applying the same argument, it is also possible to incorporate parametric information on the conditional treatment probability Pr f W i = 1j X i = xg, such as the logit or probit functions.
Numerical Examples
In this section we study the …nite sample performance of the proposed empirical likelihood methods through simulations and an empirical application, and compare with the conventional t-tests based on the asymptotic normality of the average causal e¤ect estimators^ s and^ f .
Simulations
Consider the following data generating process of the sharp RDD:
, " i iid N (0; 1), and
A jump in the conditional mean of Y i occurs at c = 0:5 with the jump size (the average causal e¤ect) s = 3 shifting from l = 0:25 to r = 3:25. A representative sample with 100 observations is displayed in Figure 1 (a) .
As mentioned above, the t-test and resulting Wald-type con…dence interval depend on consistent estimators of 2 r (c) = lim x#c 2 (x) and 2 l (c) = lim x"c 2 (x) at the discontinuity point c. We choose (x) as in (16), viz. with increasing variances toward the discontinuity point on the right side and homoskedastic on the left side, so that we are able to check how well the variance function is estimated at the jump point, the key component in the construction of the t-test. We consider two t-tests using Choice of the kernel function a¤ects the construction of the t-tests and the associated con…dence intervals through a scale constant C(K) appeared in the estimated asymptotic variances (c.f. Porter, 2003) . Table 1 gives the values of C(K) for various commonly used kernel functions with bounded supports. It shows that when the Epanechnikov kernel function is used, the jump size estimator b s has the smallest variance and the con…dence interval for s is the tightest. We use this kernel function in our simulations and the empirical application. Table 1 and Figure 1 Here
Compared to the choice of the kernel function, it is well known that nonparametric estimation and inference is much more sensitive to the selection of the smoothing bandwidth h. In our experiments, we use the six …xed bandwidths ranging from h = 0:8 to h = 1:3 when the sample size is 100 and from 2 This is because local linear …tting may assign negative weights to some squared residuals. e.g. when a small bandwidth is used or the design point is close to the boundary. In such cases the resultant variance estimates may be volatile enough to reach the negativity region. In our simulations, the percentages of negative local linear estimates of^ Over all bandwidths considered, the EL test appears to have the least size distortions among three tests. When the larger sample size is used, the empirical sizes of the three tests are closer to the nominal ones, with the largest improvement observed for the EL test. Figure 2 compares every …nite-sample percentile (1% -99% percentiles) of each of the two squared t test statistics and the EL test statistic (not just the 5% and 10% quantiles as reported in Tables 2 and 3 Again, with such data-dependent bandwidths the performance of the two t-tests is dominated by that of the empirical likelihood-based test. Figures 3 and 4 show the size-adjusted powers of the three tests under the alternative H A : s = A ; based on critical values from preliminary simulations such that they respectively have the correct sizes (c.f. Table 4 ). We observe that all tests are more powerful when a larger bandwidth is used. Two t-tests have generally similar powers except that AN2 is less powerful for small bandwidths due to the relatively higher variability of the local linear variance estimates. It is clear from the …gures that the EL test has the dominant powers for all bandwidths considered over its competitors except when the value of A is at the far right side of the null hypothesis. This exception disappears when the sample size is 200 and the EL test has the uniformly highest powers among all the three tests considered. Simulation evidences reported suggest that the empirical likelihood method is very promising in constructing tests which have better sizes and higher powers over the conventional t-tests and thus is recommended for use in practice. 
An Empirical Application
We use the data of Angrist and Lavy (1999) to study the e¤ect of the number of classes on pupils' scholastic achievement. In Israeli public schools, Maimonides's rule, which stipulates that the class be split when it has more than 40 students, has been used to determine the division of enrollment cohorts into classes. Here we only consider schools which have one or two classes and focus on the 4th graders, although Angrist and Lavy's original analysis involved schools with up to six classes and studied the 3rd, 4th and 5th graders. We end up with a sample with 1177 observations (after removing 2 observations with missing values), with 307 schools having only one class (the controlled group) and 870 schools having two classes (the treated group). The plots of the average math scores and verbal scores against the enrollment sizes are displayed in Figures 6 and 7 respectively, with the round circles denoting the controlled group and the pentagrams for the treated group. The actual class sizes may not be the same as what would be predicted by a strict application of the Maimonides's rule, that is, there could be the cases that more than 40 students are crowded into one class and some classes have less than 20 students due to various administrative constraints. This is clear from the …gures that the schools with enrollments near the cuto¤ point 40 appearing both in the treated and controlled group, making it an fuzzy RDD. The local linear …ts are also plotted for the two groups. We use the bandwidth h = 10 for illustration, which is selected via cross validation. The jump size in the average verbal scores seems to be larger than that in the average math scores. The local linear estimate of the propensity score function is plotted in Figure 5 , with treatment assignments, which are jiggled with random noises in the plot so that overlapped observations are distinguishable. A discontinuity at the enrollment count 40 is clearly identi…ed.
We construct the con…dence intervals for the average causal treatment e¤ect f in (2) for the fuzzy RDD by inverting the t-test (the AN CIs) and the empirical likelihood test (the EL CIs) with con…dence level 90%. They are shown in Figures 8 (b) and 9 for the math score and the verbal score, respectively, together with the local linear point estimates using a group of bandwidths. The treatment e¤ect is estimated ranging from 1.8 to 7.4 for the math score and from 5.0 to 12.0 for the verbal score.
The corresponding estimates and con…dence intervals for the discontinuity size in the propensity score function, which can be thought as the jump in a sharp RDD design, are plotted in Figure 8 
Conclusion
This paper proposes empirical likelihood inference for average causal e¤ects in regression discontinuity designs. Our methods allow sharp and fuzzy regression discontinuity designs and do not need to specify parametric functional forms on the regression functions. Compared to the conventional Wald-type con…dence interval, our empirical likelihood ratios do not require the asymptotic variance estimation and can be asymmetric around the estimators. Monte Carlo simulations and an empirical example on the evaluation of class sizes to pupils'performances illustrate the bene…ts of the proposed methods.
A Mathematical Appendix
De…ne^ = arg min a2A`s ( s ; a), 
A.1 Proof of Theorem 3.1
Proof of (i). From Lemma A.1 (iii), the …rst-order condition for^ ( s ; l ), which solves the optimization problem in (7), satis…es
w.p.a.1 (with probability approaching one), whereV 1 =
2 , the second equality follows from an expansion around^ ( s ; l ) = 0, and _ is a point on the line joining^ ( s ; l ) and 0. Since
A.1 (ii) and (iii)) and V is positive de…nite (Assumption 3.1 (ii)),V 1 is invertible w.p.a.1. Thus, we have^ ( s ; l ) =V
, and a second-order expansion of`s ( s ; l ) = 2
w.p.a.1, whereV 2 = 1 nh
2 and • is a point on the line joining^ ( s ; l ) and 0. Since
! 0 by the same argument toV 1 , we have 2V
(ii) implies the conclusion.
Proof of (ii). Based on Lemma A.2, we can apply the same argument to derive (19), which yields
w.p.a.1., whereṼ 1 =
2 , and _ and • are points on the line joining^ ( s ;^ ) and 0. Also, Lemma A.2 implies 2Ṽ 1 1
We now derive the asymptotic distribution of
w.p.a.1. Since the derivative of this condition with respect to^ ( s ;^ ) converges in probability to the positive de…nite matrix V (by Lemma A.2), we can apply the implicit function theorem, i.e., ( s ; a) is continuously di¤erentiable with respect to a in a neighborhood of^ w.p.a.1. Let
w.p.a.1, whereĜ 1 is implicitly de…ned. On the other hand, an expansion of (21) around ^ ;^ ( s ;^ ) = ( l ; 0) yields
where ~ ;~ is a point on the line joining ^ ;^ ( s ;^ ) and ( l ; 0), andĜ 2 andV 3 are implicitly de…ned. Combining (22) and (23),
. From this and an expansion of
From (20), (25), and
where N (0; I) and A = V 1=2 G. Therefore, the conclusion is obtained.
A.2 Lemmas
Denote
(c + ) (c) :
Lemma A.1. Suppose that Assumption 3.1 (i)-(iv) holds. Then (ii)
! V , and
Proof of (i). We only prove the …rst statement. The other statements can be shown in the same manner. By the change of variables and Assumption 3.1 (i)-(iv),
Var (S ln;1 ) 1
Therefore, Chebyshev's inequality yields the conclusion.
Proof of (ii). Proof of the …rst statement. It is su¢ cient to show that
Since the proofs are similar, we only show the …rst statement. By the de…nition of
By the same argument to derive (26),
Thus, from Chebyshev's inequality and Lemma A.1 (i), the probability limit of the …rst term in (27) is 2 l s 2 l;12 s l;20 . By applying the same argument to the second and third terms of (27), we obtain the conclusion.
Proof of the second statement. From the de…nition of g i ( s ; l ), it is su¢ cient to show that
Since the proofs are similar, we only show the …rst statement. From the de…nition of K li ,
(
For T 1 , Lyapunov's central limit theorem implies
and the change of variables and Assumption 3.1 (ii)-(iv) imply
Thus, from Lemma A.1 (i) and n 1=2 h 3=2 ! 0 (Assumption 3.1 (iv)), we have T 1 = o p (1) . Similarly, we can show that T 2 = o p (1). For T 4 , the change of variables and Assumption 3.1 (ii)-(iv) yield where the convergence follows from a similar argument to (28). Therefore, Lyapunov's central limit
Combining these results, we obtain the conclusion.
Proof of (iii). (ii)
! V , and 
