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Abstract
In rank aggregation, preferences from different users are summarized into a total order under the
homogeneous data assumption. Thus, model misspecification arises and rank aggregation methods take
some noise models into account. However, they all rely on certain noise model assumptions and cannot
handle agnostic noises in the real world. In this paper, we propose CoarsenRank, which rectifies the
underlying data distribution directly and aligns it to the homogeneous data assumption without involving
any noise model. To this end, we define a neighborhood of the data distribution over which Bayesian
inference of CoarsenRank is performed, and therefore the resultant posterior enjoys robustness against
model misspecification. Further, we derive a tractable closed-form solution for CoarsenRank making it
computationally efficient. Experiments on real-world datasets show that CoarsenRank is fast and robust,
achieving consistent improvement over baseline methods.
1 Introduction
Rank aggregation refers to the task of recovering the total order over a set of items, given a collection of
pairwise/partial/full preferences over the items [23]. Compared to rating items, the preference is a more natural
expression of user opinions which can provide more consistent results [31]. Therefore, rank aggregation is
a practical and useful approach to summarize user preferences [11]. Furthermore, the preferences could
arise not only by explicitly querying users, but also through passive data collection, i.e., by observing user
purchasing behavior [2], clicks on search engine results [12], etc. The flexible collection of preferences enables
successful application of rank aggregation in various fields, from image rating [22] to peer grading [31], and
bioinformatics [19].
A basic assumption underlying most rank aggregation models is that all preferences are provided
by homogeneous users, sharing the same annotation accuracy and agreeing with the single ground truth
ranking [12, 21]. However, the above homogeneous data assumption is rarely satisfied due to the flexible
data construction and the complex real situation [14, 20, 26]. Therefore, rank aggregation methods usually
suffer from model misspecification, namely the inconsistency between the collected ranking data and the
homogeneous data assumption [29].
To alleviate the aforementioned inconsistency issue, existing methods usually resort to an augmentation
of the ranking model to account for additional perturbation in observed preferences [15]. Particularly, the
reliability of users is considered in [10, 15], which studied rank aggregation in a crowdsourcing environment
for pairwise/trinary preferences. [31] introduced a general framework to aggregate ordinal peer gradings
from users while considering the user reliability. However, each user usually provides one preference
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Figure 1: Robust rank aggregation against model misspecification
in real applications, which would cause overfitting since we need to estimate the reliability w.r.t. each
preference [32]. Actually, these previous attempts simply amount to convolving the original ranking model
with the pre-assumed corruption mechanism. It leads to a new model with a few more parameters but is just
as bound to be misspecified w.r.t. agnostic noises in the real world.
In this paper, we present a novel rank aggregation approach, called CoarsenRank. The main idea of
CoarsenRank is to perform rank aggregation over the neighborhood of the noisy ranking data, which enables
CoarsenRank to be robust against model misspecification [35, 9]. However, it is intractable to directly
inference over the neighborhood of the noisy ranking data because of the unlimited samples involved. It also
prohibits gradient-based solutions adopted for distributional robustness in the optimization community due
to the particularity of the ranking data [5, 13]. Considering that no generalization test is required for rank
aggregation, the relative entropy is adopted as the divergences metric for tractability concerns with accuracy
guarantee [3, 27]. We further introduce a prior distribution for the unknown size of the neighborhood to avoid
parameter tuning. Then, a computationally efficient formula is derived for CoarsenRank. Unfortunately, the
direct posterior inference is still inefficient due to the annoying rank structure. A data augmentation trick is
introduced to ensure a closed form solution for the approximated posterior.
More precisely, we make the following key contributions:
◦ We introduce a novel robust rank aggregation method called CoarsenRank. To the best of our
knowledge, CoarsenRank is the first rank aggregation method against model misspecification and
enjoys distributional robustness.
◦ We obtain a computationally efficient formula for CoarsenRank, which introduces only one extra
hyperparameter to vanilla ranking models. Further, we derive a tractable closed-form solution and
introduce a data-driven criterion for choosing the hyperparameter.
◦ We successfully applied our CoarsenRank on four real-world datasets. Empirical results demonstrate
the superior reliability and efficiency of CorasenRank over other baselines.
The remainder of this paper is organized as follows. Section 2 discusses the noisy rank aggregation setting
and introduces the main idea of our CoaesenRank. In Sect. 3, we illustrate how CoarsenRank enables us to
perform robust rank aggregation against model misspecification and obtain a simple formula for CoarsenRank.
Section 4 presents a closed form EM algorithm for CoarsenRank and discusses the strategy for hyperparameter
selection. Section 5 demonstrates the efficacy of CoarsenRank through empirical results on four real-world
datasets. Section 6 concludes the paper and envisions the future work.
2
2 Rank aggregation under model misspecification
In this paper, we focus on the noisy rank aggregation. The term “noisy” here refers to a general concept that
the observed preferences are inconsistent with the assumption of the ranking aggregation model.
2.1 Problem statement
Considering an item set O = {o1, o2, . . . , oM }, the observed dataset RN denotes a collection of preferences
over subsets of O, i.e., RN = {ρ1, ρ2, . . . , ρN }, ρn : ρ1n > ρ2n > . . . > ρkn and {ρ1n, ρ2n, · · · , ρkn} ⊆ O. Let
<N = {%1, %2, . . . , %N } denote the latent consistent counterpart of the collected preferences RN . The notation
ρin > ρ
j
n denotes item ρin is preferred over item ρ
j
n. The goal of rank aggregation is to aggregate the collected
preferences RN into a total order over all items in O.
In this paper, we focus our work on the probability ranking model. Particularly, it assumes a generative
model Pθ for the collected preferences RN . However, in practice, the real data generation model Po may not
be perfectly consistent with the adopted generative model Pθ . The inconsistency could arise when preferences
were not collected from a homogeneous user community because the single total order assumption would be
no longer satisfied. Here comes the noisy rank aggregation problem, we want to aggregate the preferences
RN against most potential uncertainties caused by the adopted misspecified ranking model Pθ .
2.2 Previous attempts: Correction at the sample level
When encountering the inconsistent preferences, previous approaches usually resort to an augmentation of the
ranking model to account for additional error/noise/uncertainty at the sample level (See the upper panel of
Fig.1). There are essentially two ways of doing this:
◦ One intuitive approach is to correct each noisy preference by pre-assuming some corruption distribution,
i.e., P(ρn |%n). However, this simply amounts to convolving the original model distribution Pθ with the
chosen corruption distribution, leading to a new model that has a few more parameters but is just as a
bound to be misspecified w.r.t. other unlisted perturbations.
◦ The second approach would be to model the joint distribution P(ρn, %n), which needs to allow for most
potential perturbations. Essentially, it needs to be a nonparametric model for P(ρn, %n), but leads to be
computationally expensive.
Since the corruption patterns underlying the noisy preferences vary from setting to setting, it is impossible
to design the general practice that is suitable for most settings. Therefore, in this paper, we aggregate the
noise preference from another perspective.
2.3 CoarsenRank: Rectifying the underlying data distribution
Note that in many situations, it is impractical to correct the model, and these are the situations our method is
intended to address. We are concerned with a broader class of noisy rank aggregation problems in general,
not just one particular kind of perturbation considered in previous methods.
Motivated by the recent advances of robust Bayesian inference [25, 35], we assume that the observed
noisy preferences RN locates in nearby of its latent consistent counterpart<N , i.e., D(RN,<N ) <  . D(·, ·)
denotes some divergence measure between two datasets. Then, the rank aggregation over the coarsened
ranking “zone” {<N |D(RN,<N ) < } would be robust to a distributional perturbation from the adopted
ranking model Pθ (See the lower panel of Fig.1). We refer to our model as coarsened rank aggregation or
CoarsenRank for short. Compare with the previous methods, our CoarsenRank is robust to most potential
perturbations while possessing high computational efficiency.
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Figure 2: Coarsened rank aggregation. See Theorem 1 for the detailed explanation for Condition 1. See
Corollaries 1 and 2 for our detailed explanation for Condition 2.
3 Coarsened rank aggregation
In this section, we illustrate how CoarsenRank enables us to perform rank aggregation in a way that is robust
to model misspecification. Particularly, CoarsenRank need to perform rank aggregation over a coarsened
ranking “zone” {<N |D(RN,<N ) < }, instead of the original ranking data RN directly. Fig. 2 illustrates the
pipeline of how we derive our CoaesenRank model.
3.1 Approximate posterior conditioning on D(RN,<N ) < 
According to our motivation above, we first define the empirical distribution for the preferences RN and<N ,
namely Po(RN ) = 1N
∑N
n=1 δ(ρn) and Pθ(<N ) = 1N
∑N
n=1 δ(%n), where δ(·) is the Dirac delta function [36].
Assuming that the empirical distribution converges to the corresponding data generating distribution, namely
Po(RN ) → Po and Pθ(<N ) → Pθ when N → +∞, we come to Theorem 1, our approximate posterior.
Theorem 1 (Lemma S3.1 in [25]) Suppose D(RN,<N ) is an almost surely (a.s.)-consistent estimator1
of D(Po, Pθ), namely D(RN,<N ) a.s.−−−−−−→
N→+∞ D(Po, Pθ), where Po(RN ) → Po and Pθ(<N ) → Pθ when
N → +∞. Assume P(D(Po, Pθ) = ) = 0 and P(D(Po, Pθ) < ) > 0, then we have
P(θ |D(RN,<N ) < ) a.s.−−−−−−→
N→+∞ P(θ |D(Po, Pθ) < ), (1)
for any θ ∈ Θ such that
∫
|θ |P(dθ) < ∞.
Theorem 1 is a general conclusion in robust Bayesian inference [25]. It justifies our motivation to pursue
robustness in a distributional sense. In what follows, we extend Theorem 1 to some variants which possess
nice properties for robust rank aggregation.
Level of distributional robustness The value of parameter  is usually difficult to set without sufficient
prior knowledge. We treat it as a random variable and introduce a prior on it. Then, we have the following
conclusion.
Corollary 1 Assume all conditions for Theorem 1 are satisfied and θ ∼ pi(θ), the approximate posterior can
be further simplified, namely
P(θ |D(Po, Pθ) < ) = pi(θ)P(D(Po, Pθ) <  |θ)
P(D(Po, Pθ) < ) ∝ exp(−αD(Po, Pθ))pi(θ), (2)
when random variable  subjects to an exponential prior.
1In probability theory, an event happens almost surely (a.s.) if it happens with probability one.
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Indeed, a very large class of distributions can be adopted as prior pi(α). A case of particular interest arises
when  ∼ Exp(α), since it leads to a computationally simple formula via maintaining exponential formulation.
The efficacy of the exponential prior is verified in our experiment (See Sect. 5).
Inspired by the exponential formulation of posterior derived in Eq. (2), we give the following derivations
(Eq. (3)) to explain why the standard posterior is lack of robustness.
P(θ |RN = <N ) = pi(θ)Pθ(RN )∫
pi(θ)Pθ(RN )dθ
∝ pi(θ)Pθ(RN ) = pi(θ)exp(
N∑
n=1
logPθ(ρn)) (3)
i
= pi(θ)exp(N
∫
Po(RN )logPθ) ii≈ pi(θ)exp(N
∫
PologPθ) iii∝ pi(θ)exp(NDKL(Po(RN )‖Pθ).
where i holds because the empirical data distribution Po(RN ) = 1N
∑N
n=1 δ(ρn). ii indicates Monte Carlo
approximation. iii holds due to the incorporate of the entropy term. The standard posterior (Eq.(3)) diverges
to infinity as N → +∞, while the approximate posterior (Eq.(2)) remains stable.
Types of distributional robustness and tractability The choice of D(·, ·) in P(θ |D(Po, Pθ) < ) (Eq. (1))
affects both the richness of the robustness types we wish to cover as well as the tractability of the resulting
optimization problem. The Wasserstein metric is a popular option in previous approaches on distributional
robustness [5, 13, 35], which exhibits super tolerance to adversarially corrupted outliers [8, 9] and also
allows robustness to unseen data [1, 33]. Meanwhile, [3, 27] adopted f-divergences in pursuit of tractable
optimization approaches. Considering the particularity of rank aggregation task: 1) no generalization test
required; 2) high complexity of the ranking model. We consider Kullback-Leibler (KL) divergence, since it
helps to exhibit robustness to most types of perturbations and allows inference following standard algorithms
with no additional computational burden.
Corollary 2 IfD(RN,<N ) is an almost surely (a.s.)-consistent estimator ofDKL(Po‖Pθ) =
∫
Po(R)log
(
Po (R)
Pθ (R)
)
dR,
and  is subject to an exponential prior, i.e.,  ∼ Exp(α). We obtain the following approximation to the
posterior:
P(θ |D(RN,<N ) < ) ∝∼ pi(θ)
N∏
n=1
PτNθ (ρn), (4)
where ∝∼ denotes the distribution on the left is approximately equal to the distribution proportional to the
expression on the right, and τN = 1/N1/N+1/α .
3.2 Coarsened probability ranking model
Here we instantiate Pθ with the Plackett-Luce (PL) model [30, 24], which is one of the most popular and
frequently applied parametric distributions to analyze rankings of a finite set of items. Note, our technique
is not limited to the PL model, but also applicable to other probability ranking models. For a ranking list
ρn : ρ1n > ρ2n > · · · > ρkn, the Plackett-Luce model assumes
Pθ(ρn) =
k−1∏
i=1
θρin
θρin + θρi+1n + · · · + θρkn
, (5)
where θ ∈ RM+ is the positive support parameters associated with each item.
According to Corollary 2, a simple formulation of our CoarsenRank can be represented as follow:
max
θ
P(θ |D(RN,<N ) < ) ∝∼ pi(θ)
N∏
n=1
PτNθ (ρn) = pi(θ)
N∏
n=1
[
k−1∏
i=1
θρin
θρin + θρi+1n + · · · + θρkn
]τN
,
(6)
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where τN = 1/N1/N+1/α . k denotes the length of each preference. RN denotes the observed preferences, while
<N represents the latent preferences which is consistent with the adopted ranking model Pθ .
Remark 1 (Connection between CoarsenRank and the standard posterior) Since  ∼ Exp(α), we have
E() = 1α denoting the the expected discrepancy of the observed preferences RN w.r.t.<N . Further, E()
approximates to zero as α→ +∞, which means the misspecification no longer exists. Meanwhile, the robust
posterior Eq.(6) degenerates to the standard posterior as τN = 1/N1/N+1/α approximates to 1 when α→ +∞.
Remark 2 (Optimization intractability and our strategy) The main inferential issue related to Eq. (6)
concerns the presence of the annoying normalization terms,θρin + θρi+1n + · · · + θρkn , ∀n = 1, 2, . . . , N, ∀i =
1, 2, · · · , k − 1, that do not permit the direct maximization of the posterior. Further, the nonnegative constraint
over the model parameters θ rules out the direct applications of gradient-based optimization approaches.
Motivated by [7], we introduce the data augmentation trick to address the above difficulty. Considering
the fact that the Gumbel distribution is employed as a distribution of the support parameters and the conjugacy
of the Gamma density with the Gumbel distribution, we follow [7] and introduce an auxiliary Gamma random
variable for each normalization term, which leads to a joint distribution without suffering from the annoying
normalization terms. Therefore, a simple and effective solution is derived accordingly for the approximated
posterior (Eq. (6)).
4 Efficient Bayesian inference
According to our discussion in Remark 2, we resort to the data augmentation trick to eliminate the annoying
normalization terms peculiar to the ranking model Eq.(5), which helps to deduce an efficient inference method
for Eq. (6).
4.1 Data augmentation
First, we reformulate Eq. (6) as follows:
N∏
n=1
[
k−1∏
i=1
θρin
θρin + θρi+1n + · · · + θρkn
]τN
=
N∏
n=1
k−1∏
i=1
[
θρin
θρin + θρi+1n + · · · + θρkn
]τN
=
N∏
n=1
k−1∏
i=1
(
θρin
ηin
)τN
,
(7)
where ηin = θρin + θρi+1n + · · ·+ θρkn . Regarding each normalization term ηin in Eq.(7), we introduce an auxiliary
variable ξin, ∀n = 1, 2, . . . , N and ∀i = 1, 2, . . . , k − 1. According to Remark 2, let each η be subject to a
Gamma distribution, namely Gam(ξ |p, q) = q
Γ(p) (qξ)p−1e−qξ . Here Γ(p) is the gamma function evaluated
at p. More specifically, we define the posterior distribution of ξin as follows,
P(ξin |ρn, θ) = Gam(ξin |1, ηin) = ηine−ξ
i
nη
i
n . (8)
Now, we can deal with the joint distribution directly, which leads to significant simplifications for optimization.
Further, we utilize a Gamma prior to instantiate the prior distribution pi(θ), which naturally satisfies the
nonnegative constrain of θ, i.e., θ ∼ Gam(θ |α, β) = ∏Mm=1Gam(θm |αm, βm)). (αm, βm) is initialized to (1, 2)
in this paper, ∀m = 1, 2, . . . ,M. Therefore, the full likelihood of our CoarsenRank model can be further
formulated as follows,
P(RN,Ξ, θ, ) = pi(θ)
N∏
n=1
(
Pθ(ρn)
k−1∏
i=1
P(ξin |ρn, θ)
)τN
=
M∏
m=1
Gam(θm |αm, βm)
N∏
n=1
k−1∏
i=1
(
θρin · e−ξ
i
nη
i
n
)τN
,
(9)
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Algorithm 1 Closed form EM for Coarsened rank aggregation (CoarsenRank)
1: Input: the collection of preferences RN .
2: Initialization: hyperparameters (α, β) for θ.
3: for t = 1, 2, . . . ,T do
4: E-step: calculate the posterior expectation of auxiliary variable ξin according to (10).
5: M-step: update θm according to Eq. (12) ∀m = 1, 2, . . .M .
6: C-step: normalize θ, i.e., θm = C ∗ θm/∑t θt, ∀m = 1, 2, . . .M .
7: end for
8: Output: item score θ.
where τN = 1/N1/N+1/α . RN = {ρ1, ρ2, . . . , ρn} denotes the observed preferences. Ξ = {ξin} denotes the
introduced auxiliary variables.  ∼ Exp(α) is the discrepancy between the observed preferences RN and its
latent consistent counterpart <N , measured in KullbackâĂŞLeibler divergence. Note that k denotes the
length of each preference, which is usually not fixed in real-word applications.
4.2 EM algorithm with closed-formed updating rules
Concerning the presence of the introduced auxiliary variables Ξ, we resort to the Expectation-Maximization
(EM) framework, which is a silver bullet to compute the maximum-likelihood solution or maximum a
posteriori estimation in the presence of latent variables.
Expectation step (M-step) In the expectation step, we calculate the expectation of each auxiliary variable
ξin w.r.t. its posterior distribution P(ξin |ρn, θ):
EP(ξ in |ρn,θ)[ξin] =
1
θρin + θρi+1n + · · · + θρkn
=
1
ηin
. (10)
where n = 1, 2, . . . , N and i = 1, 2, . . . , k − 1. Then, the expectation of the complete-data log likelihood
function w.r.t. the posterior of the introduced auxiliary variables can be represented as follows:
L(θ) =
M∑
m=1
[(αm − 1) log θm − βmθm] + N∑
n=1
k−1∑
i=1
[
τN log θρin − τNE[ξin]ηin
]
+ constant. (11)
Maximization step (M-step) In the maximization step, we maximize the objective function Eq. (11) by
setting its gradient w.r.t. θm to zero and obtain the following estimates for θm ∀m = 1, 2, . . . ,M:
θm =
τN
∑N
n=1
∑k−1
i=1 (ϕmn,i) + αm − 1
τN
∑N
n=1
∑k−1
i=1 (ψmn,i · E[ξin]) + βm
, ϕmn,i =
{
1 ρin = m
0 otherwise
and ψmn,i =
{
1 m ∈ {ρin, . . . , ρkn},
0 otherwise.
(12)
Calibration for real application (C-step) In real applications, the number of items involved in partial
comparisons usually varies significantly. Some items may appear frequently in the ranking list due to their
popularity, while others only appear a few times due to their professionality. In such cases, the final ranking
will not be unique or even not converge. To ensure a unique solution and to avoid overfitting, regularization
may be used. To ensure the nonnegativity of the parameter θ, we perform normalization over θ. Namely,
θ = C · θ/∑m θm where C is the tunable regularization parameter depending on the number of items. We
fixed C = N/2 in our experiment for simplicity.
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4.3 A data-driven strategy for choosing α
If we have no prior basis for choosing parameter α in Eq. 2, then the following diagnostic curve can help
to make a data-driven choice. Let f (α) be a measure of fit to the data and g(α) be a measure of model
complexity. Following [34], we use the posterior expected log likelihood for f (α), and the difference between
the log-likelihood evaluated at the posterior mean of the parameters and the posterior expected log-likelihood
for g(α). Specifically, we define f (α) = Eqα(θ |RN ) [logPθ(RN )] and g(α) = logPE(θ)(RN ) − f (α), where
qα(θ |RN ) is an approximate posterior distribution for θ and E(θ) = Eqα(θ |RN )[θ] is the posterior expectation
of θ. Therefore, the adopted Deviance Information Criterion (DIC) can be represented as DIC = g(α) − f (α)
[34]. As α ranges from 0 to +∞, DIC traces out a curve in R, and the technique is to choose α with the lowest
DIC or where DIC levels off.
5 Experimental evaluation
In this section, we verify the efficacy of the proposed CoarsenRank on noisy rank aggregation with the
start-of-the-art approaches. The results are carried on four real-world noisy ranking datasets.
5.1 Experimental setting
Regarding the performance metric, we consider the Kendall’s τ distance [17], which is one of the most
common measures of similarity between rankings. τ(σ1, σ2) = 1
M
∑
i< j(1[(σi1 > σ j1 ) ∧ (σi2 > σ j2 )]+1[(σi1 <
σ
j
1 )∧(σi2 < σ j2 )]) counts the pairwise agreements between items from two rankingsσ1 andσ2. M = 12M(M−1)
denotes total number of pairs. τ ranges from 0 (worst) to 1 (best).
As for baselines, we first consider the vanilla Plackett-Luce model [30, 24]. For the sake of fair
comparison, we optimize it with two optimization approaches, i.e., gradient descent (PL) [6] and EM using
data augmentation (PL-EM) [7]. Then, we compare the results with PeerGrader [31], which is a variation of
Plackett-Luce model for partial preferences while incorporating the user reliability estimation module. We
also compare with the popular noisy ranking model CrowdBT [10]. Since CrowdBT was originally designed
for pairwise preferences, we generalize CrowdBT to partial preferences following rank-breaking [28]. Namely,
we first break each partial preference into a set of pairwise comparisons and then apply CrowdBT to each
pairwise comparison independently.
Similar to CoarsenRank, we propose to calibrate the baseline to avoid overfitting and guarantee a
unique solution. In terms of PL-EM, we adopt the same calibration method as CoarsenRank. In terms
of other baselines, their formulation a little different from us, our calibration method cannot be applied.
Following CrowdBT, we use virtual node regularization [10]. Specifically, it augments the original dataset
RN with Ro, which consists of the pairwise comparison between all items and a virtual item θ0, namely
Ro = {θm > θ0, θm < θ0,m = 1, 2, . . . ,M}.
In this section, we conduct our experiment on four real-world datasets introduced in previous research,
whose statistics are introduced in Table 1. The Readlevel dataset [10] contains English text excerpts whose
reading difficulty level is annotated by workers from a crowdsourcing platform. The total order over all
excerpts is provided by the domain expert. The SUSHI dataset is introduced in [16], which consists of
customers’ preferences over 100 types of sushi. Following [18], we generate the total order using the vanilla
PL over the entire preferences. The BabyFace dataset [15] consists of the evaluations of workers from Amazon
Mechanical Turk on images of childrenâĂŹs facial microexpressions from happy to angry. A total order
over all microexpressions is provided as ground truth by the agreement of most workers after the experiment.
The PeerGrading dataset [32] consists of assessments, i.e., Self-grading and Peer grading, from students
over group submissions. We then created the ordinal gradings by merging the Self-grading and Peer grading
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regarding the same assignment provided by each student. The TA gradings (following a linear order) provided
by six teaching assistants over all submissions are considered as ground truth.
Table 1: The statistics of four real ranking datasets
Dataset #items (M) #users #preference (N) length of preferences (k) #annotations per user
Readlevel [10] 490 624 12, 728 2 1 − 42
SUSHI [16] 100 5, 000 5, 000 10 1
BabyFace [15] 18 41 3, 074 3 ≥ 60
PeerGrading [32] 219 79 3, 619 2/3 2 − 26
5.2 Deviance Information Criterion (DIC) for choosing the hyperparameter α
Following Sect. 4.3, we adopted the DIC to choose the hyperparameter α for different datasets. Since it
is intractable to analytically calculate the posterior expectation in DIC, we implement a Gibbs Sampling
procedure (details refer to appendix). Particularly, the posterior distribution of Ξ subjects to Gamma
distribution according to our definition (Eq. (8)). The full conditional distributions of θ can be easily derived
according to Eq. (12). Therefore, we can collect the samplings from qα(θ |RN ) and calculate the Monte Carlo
estimation of DIC for different α. The number of samplings is set to 50 in our experiment. The diagnostic
curves of α on four datasets are plotted in Fig. 3(a)-(d), respectively.
The results show that the DIC decreases dramatically at first when α is small, then the curve reaches a
cusp and levels off, with more modest increases/decreases in fit when α becomes larger. α is chosen at the
point with the lowest DIC or where DIC levels off in our experiment, marked as “ • ” in each figure.
5.3 The efficacy of CoarsenRank in four real applications
Fig. 3(e) shows the performance improvement of all methods over PL-EM on four datasets. It can be
observed that: (1) CoarsenRank achieves consistently improvement over other rank aggregation baselines.
It demonstrates the great potential of CoarsenRank in real applications, where model misspecification
widely exists. (2) The accuracy of PL is comparable with PL-EM on all datasets, which rules out the
possibility that the EM algorithm would lead to performance improvement. (3) CrowdBT and PeerGrader
get superior performance on BabyFace because of sufficient annotations (over 60) from each user and
the trinary preferences setting in BabyFace. (4) The performance of CrowdBT and PeerGrader, vary
significantly on different datasets. The reason is that their pre-assumed corruption patterns may not be
consistent with unknown noises in each dataset. (5) Marginal improvement is achieved by CrowdBT
and PeerGrader on Readlevel, SUSHI and PeerGrading when each user provides almost one preference.
Points 4 & 5 are model misspecification cases our CoarsenRank is intended to address.
Fig. 3(f) shows the computation cost of all methods on four real datasets. (1) CoarsenRank achieves a
much lower computation compared to other robust ranking aggregation baselines. It shows our CoarsenRank
is promising for deploying in a large-scale environment, where reliability and efficiency are all required.
(2) The computation costs of CoarsenRank and PL-EM are comparable because of the only difference
betweenCoarsenRank and PL-EM lying at the choosing of parameter τ (See Eq. 12). (3) PeerGrader suffers
from significant inefficiencies since it needs to optimize parameters alternatively. (4) CrowdBT replaces the
inefficient alternative optimization with the online Bayesian moment matching and achieves lower computation
compared to PeerGrader. However, it still inefficient on SUSHI dataset because of the lack of an efficient
rank-break method for long preferences.
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Figure 3: (a)-(d) The diagnostic plot of α on four datasets, respectively. The α used in our experiment
are marked as “ • ” in each figure. (e) Performance improvement of various methods over PL-EM on four
datasets, following τ∗−τ0τ0 . τ0 is the accuracy of PL-EM in Kendall’s τ distance. (f) The computation cost of
all baselines on four datasets, respectively.
6 Conclusion
Our CoarsenRank performs imprecise inference conditioning on a neighborhood of the noisy preferences,
which opens a new door to the robust rank aggregation against model misspecification. Experiments
on four real applications demonstrate imprecise inference on the neighborhood of the noisy preferences,
instead of the original dataset, can improve the model reliability. It shows that our CoarsenRank has great
potential in real applications, e.g., social choice, information retrieval, recommender system, etc, where
errors/nosies/uncertainties widely exist. A promising direction is to explore other divergence metrics for other
statistical properties of rank aggregation.
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A Detailed Proof for Theorem 1, Corollary 1 and Corollary 2
Theorem 1 (Lemma S3.1 in [25]) Suppose D(RN,<N ) is an a.s.-consistent estimator of D(Po, Pθ)2,
namely D(RN,<N ) a.s.−−−−−−→
N→+∞ D(Po, Pθ), where Po(RN ) → Po and Pθ(RN ) → Pθ when N → +∞. Assume
P(D(Po, Pθ) = ) = 0 and P(D(Po, Pθ) < ) > 0, then we have
P(θ |D(RN,<N ) < ) a.s.−−−−−−→
N→+∞ P(θ |D(Po, Pθ) < ),
for any θ ∈ Θ such that
∫
|θ |P(dθ) < ∞.
Proof Since P(D(Po, Pθ) = ) = 0, we have 1(D(RN,<N ) < ) a.s.−−−−−−→
N→+∞ 1(D(Po, Pθ) < )3. Then we
have |1(D(RN,<N ) < )| < 1 hold ∀N > 0 since 0 ≤ 1(·) ≤ 1. According to the dominated convergence
theorem [4], we have P(D(RN,<N ) < ) a.s.−−−−−−→
N→+∞ P(D(Po, Pθ) < ).
Similarly, we have θ1(D(RN,<N ) < )) a.s.−−−−−−→
N→+∞ θ1(D(Po, Pθ) < )). Since 0 ≤ 1(·) ≤ 1,
|θ1(D(RN,<N ) < ))| ≤ |θ |,∀N > 0. Therefore, we haveP(θ1(D(RN,<N ) < )) a.s.−−−−−−→
N→+∞ P(θ1(D(Po, Pθ) <
)), according to the dominated convergence theorem and
∫
|θ |P(dθ) < ∞. Above all, we have
P(θ |D(RN,<N ) < ) = P(θ1(D(RN,<N ) < ))
P(D(RN,<N ) < )
a.s.−−−−−−→
N→+∞
P(θ1(D(Po, Pθ) < ))
P(D(Po, Pθ) < ) = P(θ |D(Po, Pθ) < ).
Corollary 1 Assume all conditions for Theorem 1 are satisfied and θ ∼ pi(θ), the approximate posterior can
be further simplified, namely
P(θ |D(Po, Pθ) < ) = pi(θ)P(D(Po, Pθ) <  |θ)
P(D(Po, Pθ) < ) ∝ exp(−αD(Po, Pθ))pi(θ),
when random variable  subjects to an exponential prior.
Proof Note that since  ∼ Exp(α), we have
P(D(Po, Pθ) <  |θ) = 1 − P(D(Po, Pθ) >  |θ) = exp(−αD(Po, Pθ)).
where the second equation holds because the exponential prior is independent from θ. Substitute the
P(D(Po, Pθ) <  |θ) in Eq.(2) with exp(−αD(Po, Pθ)) and finish the proof.
Before giving the proof for Corollary 2, we first introduce Lemma 1 which contains some preliminary
results in previous research [25].
Lemma 1 Let ∆k = {p ∈ Rk : ∑i pi = 1, pi > 0 ∀i}. Let q ∈ ∆k . We argue that if X1, . . . , XN i.i.d. ∼ q and
sj = 1N
∑N
n=1 δ(Xn = j) for j = 1, . . . , k, then for p ∈ ∆k near q,
Es∈q(exp(−αDKL(p‖s))) ≈
(
Nτn
α
) k−1
2
exp(−NτNDKL(p‖q)),
where τN = 1/N1/N+1/α .
2In probability theory, an event happens almost surely (a.s.) if it happens with probability one.
31(x) denotes the indicator function, which returns one when x is true and zero, otherwise.
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Corollary 2 SupposeD(RN,<N ) is an a.s.-consistent estimator ofDKL(Po‖Pθ) =
∫
Po(R)log
(
Po (R)
Pθ (R)
)
dR,
and  subjects to an exponential prior, i.e.,  ∼ Exp(α). We obtain the following approximation to the
posterior:
P(θ |D(RN,<N ) < ) ∝∼ pi(θ)
N∏
n=1
PτNθ (ρn),
where ∝∼ denotes the distribution on the left is approximately equal to the distribution proportional to the
expression on the right, and τN = 1/N1/N+1/α .
Proof According to Theorem 1, we have
P(θ |D(RN,<N ) < )
1∝ P(D(RN,<N ) < )|θ)pi(θ),
where
1∝ is according to Bayesian theory but omitting the normalization constant with respect to θ.
Further, we have
P(D(RN,<N ) <  |θ) 1= E<N∼Pθ (exp(−αDKL(Po(RN )‖Pθ(<N )))|θ)
2≈ exp(−NτNDKL(Po(RN )‖Pθ))
3∝ exp
(
NτN
∫
Po(RN )logPθ
)
4
=
N∏
n=1
PτNθ (ρn).
where τN = 1/N1/N+1/α .
1
= follows Corollary 1. 2= follows Lemma 1.
3∝ holds due to the omitting of the
entropy term. 4= holds because the empirical data distribution Po(RN ) = 1N
∑N
n=1 δ(ρn).
B Gibbs sampling for Coarsened rank aggregation
In our CoarsenRank, there are two types of latent variables, namely Ξ and θ. According to our definition, the
posterior distribution of ξin can be represented as follows:
P(ξin |ρn, θ) = Gam(ξin |1, ηin) = ηine−ξ
i
nη
i
n, (13)
where n = 1, 2, . . . , N and i = 1, 2, . . . , k. Similarly, the full conditional distributions of θm are still members
of the Gamma family, where m = 1, 2, . . . ,M . Namely,
P(θm |RN,Ξ) = Gam
(
θm | τN
N∑
n=1
k−1∑
i=1
(ϕmn,i) + αm − 1, τN
N∑
n=1
k−1∑
i=1
(ψmn,i · E[ξin]) + βm
)
. (14)
Therefore, the Gibbs sampling procedure for Coarsened rank aggregation (CoarsenRank) can be
summarized in Algorithm 2.
C Experiment
C.1 Detailed descriptions of datasets
In this section, we conduct our experiment on four real-world datasets introduced in previous research. The
detailed descriptions of datasets are introduced in the following.
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Algorithm 2 Gibbs Sampling for Coarsened rank aggregation (CoarsenRank)
1: Input: the collection of preferences RN .
2: Initialization: hyperparameters (α, β) for θ.
3: for t = 1, 2, . . . ,T do
4: sample ξin from P(ξin |ρn, θ) according to Eq. (13), ∀n = 1, 2, . . . , N , ∀i = 1, 2, . . . , k.
5: sample θm from P(θm |RN,Ξ) according to Eq. (14), ∀m = 1, 2, . . . ,M .
6: end for
7: Output: item score samples {θtm}M×T .
The Readlevel dataset [10] contains English text excerpts whose reading difficulty level is annotated by
workers from a crowdsourcing platform. This dataset consists of 490 excerpts from 624 workers, resulting in
a total of 12, 728 pairwise comparisons. A total order for 490 excerpts is provided by the domain expert. The
number of annotation varies significantly for different works, ranging from 1 to 42.
The SUSHI dataset is introduced in [16], which consists of partial preferences over 100 types of sushi from
n = 5, 000 customers. Following [18], we generate the total order using the vanilla PL over the entire 5, 000
preferences. To create training data, we randomly replace 2, 000 preferences in the original SUSHI dataset
with another 2, 000 random generated preferences. The number of preference provided by each customer is
fixed to one.
The BabyFace dataset [15] consists of the evaluations of workers from Amazon Mechanical Turk on
images of childrenâĂŹs facial microexpressions from happy to angry, which yielded a collection of 3, 074
trinary preferences from 41 workers. A total order over all microexpressions is provided as ground truth by
the agreement of most workers after the experiment. Each worker provides at least 60 annotations.
The PeerGrading dataset [32] consists of assessments, i.e., Self grading and Peer grading, from 219
students over 79 group submissions. We then created the ordinal gradings by merging the Self grading and
Peer grading regarding the same assignment provided by each student, which results in a total of 3, 619
preferences with each containing 2 − 3 items. Further, the TA gradings (following a linear order) provided by
six teaching assistants over all submissions are considered as ground truth. The number of annotation from
different students ranges from 2 to 26.
C.2 Experimental results
Table 2: Experiment results of various rank aggregation methods on four real dataset
Baselines
Vanilla Robust Ours
PL PL-EM CrowdBT PeerGrader CoarsenRank
Readlevel 0.6853 0.6879 0.6944 0.6965 0.7436
SUSHI 0.8554 0.8578 0.8765 0.8588 0.8970
BabyFace 0.8824 0.8824 0.9085 0.9150 0.9020
PeerGrading 0.8023 0.8014 0.8060 0.8040 0.8130
15
Table 3: The computation cost (s) of all baselines on four datasets, respectively. We independently ran each
baseline 50 times and collected the computation cost (s). The computation cost is represented by the mean
with the standard deviation. For the sake of fair comparison, the inner iteration is fixed to 15 for all methods.
Empirical results were implemented with an Intel i5 processor(2.30 GHz) and 8 GB random-access memory
(RAM).
Baselines
Vanilla Robust Ours
PL PL-EM CrowdBT PeerGrader CoarsenRank
Readlevel 0.9263 ± 0.1247 1.265 ± 0.2015 3.3788 ± 0.2542 31.9912 ± 0.8596 1.2658 ± 0.2385
SUSHI 10.7290 ± 1.95 2.3894 ± 0.4537 16.2149 ± 1.9536 57.2892 ± 1.3125 2.3503 ± 0.4943
BabyFace 1.6276 ± 0.1256 0.4983 ± 0.0366 1.3060 ± 0.0432 27.2255 ± 0.9180 0.4801 ± 0.0242
PeerGrading 1.3613 ± 0.1355 0.4224 ± 0.0456 0.9091 ± 0.0729 23.9479 ± 0.1328 0.4052 ± 0.0259
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