This work discusses three promising strategies for the compensation of deviations within the online phase of a cooperative energy management concept.
INTRODUCTION
In order to limit the climate change and minimize the negative effects of carbon dioxide, the European Union aims to reduce emissions by 80% to 95% by the year 2050. 1 The integration of distributed energy resources (DER), the increase of the share of renewable energy sources (RES), and customer participation are crucial to achieve this goal. However, the fluctuating character of RES and DER is a key challenge for the reliable grid planning and operation. Studies show that the flexibilities at customer side have the potential to support the grid and help handle the volatility to match consumption and generation. [2] [3] [4] According to the work of Monti, 3 heating and hot water account for 40% of energy consumption in Germany, and commercial and residential buildings for 30% of the total energy consumption. Therefore, we focus on the special case of electro-thermal devices (ETD) with thermal storage as sources of flexibility to support RES integration and enable stable and reliable grid operation. As pointed out in the work of Cai et al, 5 distributed approaches are especially suitable for the disperse location of DER, which additionally underlines the potential of urban environment to provide flexibility and support grid operation. Therefore, in this work several distributed strategies for a cooperative two-phase energy management (EM) concept for residential areas are compared and evaluated. We apply model predictive control (MPC) for the coordination of ETD as dispatch resources within the online phase of the EM to compensate schedule and forecast deviations. First, we introduce the general MPC problem formulation, where aggregated weather and schedule deviations are evaluated to coordinate flexibilities and calculate an optimal combination of heating systems to be switched to compensate deviations. Then, we introduce the distributed version of the centralized MPC coordination, for which the control variable (CV) and constraint sets are distributed to the building EM systems (BEMSs). Furthermore, a concept for hierarchical distributed MPC (hMPC) based on dual decomposition is adapted to the present use case for ETD to solve local subproblems in parallel. Finally, a concept for centralized continuous rescheduling with receding horizon is implemented, which updates day-ahead schedules each time deviations are detected. Based on the performance of all MPC strategies, a combined method (CM) of rescheduling and deviation compensation is suggested with the corresponding threshold to decide if deviation compensation or rescheduling is more reasonable.
The novelty of this work is the distributed MPC (dMPC) formulation for coordination of ETD to compensate schedule and forecast deviations as presented in Section 3.2. Further innovation is the CM, which deploys a dynamic threshold for the applicability of compensation and rescheduling. The main contribution of this paper is the substantial evaluation and comparison of dMPC strategies for coordination of ETD to compensate schedule and forecast deviations. The complete set of files for the execution of all presented strategies is open-source and freely available on GitHub to be used and modified at users' disposal. 6 
BACKGROUND

Energy management concept
This work completes the two-phase EM for ETD and thermal storage at city district level introduced in previous works. [7] [8] [9] [10] [11] [12] In the following, we provide a summary of the concept as an overview of the background and the relation between the phases and to illustrate the transition from an aggregator-led to a distributed approach.
The EM concept exploits the flexibilities arising from the shifted switching of heating systems and charging and discharging of thermal storage in order to compensate schedule and forecast deviations. It is organized in two phases, a planning phase and an online short-term phase, as illustrated in Figure 1 . Within the planning phase, BEMSs solve local optimization problems based on weather and thermal demand forecasts and user behavior to generate a set of optimal or near-optimal binary schedules for the heating systems for the next day in resolution of one hour. 7 Based on the sets of schedules, an optimal combination of schedules is calculated, which enables a maximal integration of local and overregional renewable energy (RE) sources. 8, 9 In the short-term phase, deviations from the schedules and RE fluctuations are detected during runtime and compensated for. Therefore, BEMS communicate their flexibility for the optimization horizon in order to calculate an optimal combination of flexibilities to be switched on or off to compensate the detected and forecasted deviations. To this aim, an MPC framework was designed, implemented, and tested, which combines global and local optimization criteria. The global objective is to support RE integration and to follow the negotiated aggregated schedule. This allows reliable operation of the grid segment and facilitates EM for the upper grid, as the schedule is expected to be fulfilled within certain limits depending on the installed flexibilities. The reduced level of uncertainty allows a more precise scheduling of conventional power sources and supports further the integration of RE. Local criteria are building specifics such as individual preferences or limitations regarding switching, comfort issues, and unexpected user behavior. However, local criteria are not a part of the MPC framework and therefore not addressed specifically. They are integrated based on a weighting vector entry for each BEMS and accounted for in the scheduling phase, where comfort and switching issues are integrated into the schedule calculation.
At each time step, each BEMS solves a local MIMO (Multiple Input Miltiple Output) MPC problem at building level, in order to maintain the temperature in the building stable, considering factors such as presence of occupants, heating 
Methodology
The proposed EM concept is designed especially for cities or city districts with residential buildings. Industrial areas are out of the scope of this work, as these have specific characteristics in terms of dimensions and use, different occupancy, thermal, and electrical profiles. This work considers solely electro-thermal systems, small (controllable) household devices such as washing machines and dishwashers are not subject of the EM. The focus on ETD leads to specific conditions and limitations. As the time constant of thermal systems is significantly longer than that of purely electrical systems (milliseconds versus minutes), the primary goal is the compensation of deviations in the range between 5 and 60 minutes. Individual peaks in RE generation or very short consumption deviations are beyond the scope of this analysis. Furthermore, a primary concern is the lifetime of devices, as this is reduced in case of frequent switching.
The concept presented here is cooperative and does not follow any financial gain optimization for individual households. Instead, a cooperativity function is being developed to guarantee a fair distribution of benefits according to the share of commitment and provided flexibility. Contrary to competitive strategies where participants bid and compete to achieve a better energy price, the solution is beneficial for all market participants.
We assume an existing communication infrastructure, which can be used by the EM. Communication issues such as latency, delay, and package loss are not of central interest, again due to the slow time constant of the system. Furthermore, studies show that even small neighborhood clusters of few buildings have potential to support the grid with minimal communication bandwidth consumption, and load profile shaping can be achieved with minimal communication requirements. 13 The authors believe that this conclusion holds true for the compensation of deviations presented here.
Literature review
In recent years, the application of MPC in the field of power systems and smart grids is increasing as it allows problem-specific formulation of objective functions and combination of conflicting objectives, continuous update of system constraints, the consideration of forecasts, and the loopback principle, which results in high performance and functionality of the control method. Several concepts for centralized, decentralized, and distributed MPC have been presented in literature. [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] The advantage of centralized methods is the performance in terms of optimality. However, they are often not applicable for large-scale systems such as smart grids, which integrate numerous interacting components and subsystems, due to complexity, computation, and communication issues, which is a central challenge in this context. 15, 16, 26 Therefore, numerous concepts for distributed MPC have been developed, which can be classified as decentralized, hierarchical, and distributed concepts. Decentralized control structures handle the control input and output of subsystems independently, which can decrease the performance and cause instability issues in case the subsystems are not independent and interact among each other. 15, [27] [28] [29] In distributed control architectures, subsystems exchange information, so that interaction effects can be included in the local computations. Noniterative independent algorithms receive data from other subsystems once and follow solely local objectives. Here, the goal is to find a Nash equilibrium in game-theoretical sense, 15, 17, 18 which can be unstable and far from Pareto optimal solutions which are the outcome of iterative cooperating algorithms. 17 Hierarchical concepts combine decentralized and distributed control methods and apply aggregators, which coordinate groups of local controllers which solve problems in parallel. Several methods have been developed and applied, like dual decomposition, 30, 31 Dantzig-Wolfe as a column generation method, 32 alternating direction method for multipliers, 33, 34 and the Douglas-Rachford splitting method. 21 There is a vast amount of literature on EM systems in general and numerous authors address the challenges of day-ahead planning and online regulation with forecast updates, mainly in order to enable virtual power plants and interact with the electricity market. [21] [22] [23] [24] [25] 35, 36 Most methods focus on the maximization of economic gain and the reduction of energy cost in a competitive way, instead of cooperation and grid support as presented here. 24, 32, 36 Several concepts adopt continuous rescheduling of the devices as a method to compensate generation and consumption variations during runtime. 20, 35, 36 However, rescheduling is applied as a stand-alone method, which requires significant computational resources, 35, 36 contrary to our work, which applies an adapted rescheduling as an alternative strategy to the implemented dMPC methods and combines them in the final step. In the work of Bakker, 20 a new planning session is triggered every time the forecast error exceeds a preset limit. The new planning session is executed as rescheduling for the remaining time period. The work applies preset limits which are not further discussed and a fix horizon. In the present paper, we compare different approaches for dMPC and rescheduling with receding horizon, and suggest a CM to apply deviation compensation and trigger rescheduling with dynamically set limits.
The works [22] [23] [24] [25] are the most relevant references for the presented dMPC-based compensation of schedule and forecast deviations. The work of Sossan et al 23 suggested a similar MPC-based dispatch of groups of prosumers to compensate the mismatch between the schedules and the consumption in the online phase. However, different conditions, effects, and time frame are addressed, as the focus is on electrochemical storage and real power flow instead of ETD and combined analysis of electrical and thermal systems as presented here. This leads to an entirely different MPC formulation regarding the control input and output, the objective function and constraints, but also the communication requirements and the scalability.
Arnold and Andersson 24 presented an application of MPC at system level in a multicarrier system with focus on the potential benefit of local compensation of forecast uncertainties compared to the activation of spinning reserves. Model predictive control is applied at aggregator level instead of city-district level and considers active power generation and natural gas import instead of thermal storage flexibility as discussed here. Again, the different focus and conditions affect the requirements and result in a specific formulation of the optimization problem. For example, the objective is to minimize the overall operation cost, instead the minimization of schedule and forecast deviations as suggested here.
Other works 22, 25 addressed the coordination of heating systems, flexible loads, and local generation within cooperating microgrids toward a common goal, and presented advanced MPC frameworks formulated similarly to the dMPC presented in this work. However, both aim to minimize the overall operation cost and discuss one method, whereas our work offers a thorough evaluation of the performance of several strategies and suggests a CM with dynamically set limits. Both works underline the necessity for combined strategies for electro-thermal applications and for a generalizable and scalable EM concept to enable the cross-domain analysis to support multienergy systems. However, none of them addresses the issue of uncertainties for the planning phase of the two-stage EM concept, as, eg, in case of very high discrepancies between the negotiated 24-hours-ahead schedule and the short-term operation.
As already mentioned, the complexity of large-scale applications in power systems is a central challenge for centralized MPC formulations due to high computation and communication requirements. Therefore, distributed and hierarchical MPC is better suitable in this context. However, the interaction among subsystems has to be properly reflected in the formulation to avoid global instability issues due to insufficient coordination between units. A further challenge is the combination of global grid objectives and local customer objectives, as these are very often in conflict and require different levels of information and permissions. Furthermore, centralized and hierarchical concepts might be problematic from data-privacy point of view, as sensitive customer information has to be communicated in order to solve the global optimization problem.
None of the introduced references offers a comparison and evaluation of various MPC strategies, which is a major contribution of this work. Here, continuous rescheduling as regular optimization strategy and two MPC strategies, ie, sequential distributed and parallel hierarchical, are evaluated in terms of residual deviation, number of switching events and optimality in the context of electro-thermal applications. According to the identified necessity for integration of multienergy systems and exploitation of synergy effects, we focus on electro-thermal systems with heating devices and thermal storage to provide flexibility for the EM. A cooperative iterative concept for distributed MPC is presented, which operates without an aggregator and communicates solely the forecast and schedule deviation curve and, therefore, accounts for data-privacy issues. The concept combines global and local objectives, addresses explicitly convergence and quantifies scalability.
The major knowledge gap filled by this work is the definition of a combined coordination method, which deploys a dynamic threshold to decide if the schedule deviations should be compensated by addressing flexibilities, or if the difference between negotiated schedule and real-time consumption is so high, that a rescheduling should be triggered for the receding horizon. In this way, in case of significant forecast errors, the efficiency of the EM is improved, as schedules are updated, and extensive coordination to follow outdated schedules, possibly unsuccessful, is avoided.
MODEL PREDICTIVE CONTROL FORMULATION
Model predictive control is a technique from optimal control applying a dynamic process model to predict the evolution of the system over a predefined prediction horizon. Based on the prediction, the optimal control decision for the current time step is calculated. According to the receding horizon strategy, the optimal trajectory of control decisions is calculated at each time step over the complete horizon, and the control decision for the current time step is applied to the system. In the following time step, the system state, the disturbances, and the predictions are updated, and the optimization is solved with the updated initial state. In the following, the mathematical formulations of the implemented coordination strategies, distributed, hierarchical distributed MPC, rescheduling, and combined strategy are presented in detail.
Distributed MPC
The formulation of the cooperative dMPC follows up on the decentralized scheduling presented in the work of Kolen et al 7 and completes the distributed EM concept for ETD for urban districts. The transition to a distributed approach increases the robustness, as in case the central entity is damaged, the whole subsystem could be isolated. Furthermore, frequent communication of customer data could be an issue in terms of data privacy, eg, in case of consumption data, which allows conclusions about the presence of occupants or the operation of devices. Moreover, the combination of system-level objectives with individual BEMS priorities is a central issue of future energy supply systems.
Within dMPC, the CV and constraint sets are distributed to the BEMS as local entities based on primal decomposition. The concept is implemented as primal decomposition and depicted in Figure 2 . Here, each BEMS performs a local optimization to maintain the building temperature, includes forecast updates and customer behavior, and manages the local flexibility and the monitoring and operation of the heating device. For the dMPC strategy, each BEMS processes the information received from the previous BEMS, calculates a decision for the optimal activation of local resources to achieve the global objective, and manages the communication with the other BEMS. Without a central entity as an aggregator, the BEMS calculates their decisions subsequently, adapts the variables, and transmits them to the next BEMS. Equations (1) to (5) present the formulation of the aggregated deviation forecast D t,k , which is a sum of the forecasted RES and schedule deviations P t and P dRES t for the prediction horizon t to t + k. The aggregated deviation D t,k for the cluster is processed and scaled down to a reference deviation vector R t,k for each BEMS. BEMS n solves a local MPC problem, which is intro- 
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duced further below, estimates the available flexibility F n t,k for the prediction horizon, and updates the reference R t,k with their residual R nr t,k to pass it to BEMS n + 1. In this way, BEMS n + 1 receives reference R n+ t,k , which includes the residual deviations of all preceding BEMS. Building EM system, which cannot offer flexibility in the current time step, passes the reference updated with their reference as a residual
Each BEMS i ∈ {1, … , n} solves locally a global single-input single-output (SISO) MPC problem based on the local flexibility F n and the global aggregated deviation as input, and the switching plan over the control horizon for BEMS i as output. The system dynamics is described by a linear discrete-time state-space model
The matrices A, B 1 , B 2 , C, and D are dynamically changing at each time step and extracted from the building model.
Here, x i corresponds to the state of the system, which is the power consumption of BEMS i, and k is the current control interval. x(k+1) denotes the state of the system after the immediate compensation actions at the current time step. For the next time interval, the consumption has changed, and the new measured value is taken as updated state of the system. u i = [u 1 u 2 u 3 · · ·u n ] T ∈ [0,1] n × 1 is the CV, which represents the control decision in regard of the flexibilities, which should be switched. Accordingly, u i (k) denotes the control decision for BEMS i. The CV is chosen to be binary, as even sophisticated heating systems can only be switched to discrete levels and not continuously. v i (k) is the measured input disturbance and corresponds to the scaled reference deviation R t,k . y i (k) is the control output, determining the power consumption of BEMS i. The objective of the short-term compensation phase is to track the negotiated day-ahead schedule to enable reliable resource planning for the upper grid. Therefore, the MPC controller has to keep the output as close as possible to the reference of the scheduled consumption while integrating other considerations. The MPC objective function integrates the global objective in the first term and local objectives in the last three terms
with
being the Quadratic Programming (QP) decision. Here, for any variable x, x (k + i | k) denotes the value of x predicted at time step k for time step k + i.
The first term J y (z k ) represents the output reference tracking error, which is the difference between the output y and the reference r, the day-ahead demand schedule
with p being the prediction horizon, w y i the weighting factor for the process output at ith time step, r the reference value of the process output, and y the predicted value of the process output. The minimization of the output reference tracking error represents the global objective of the EM concept to track the day-ahead schedule and enables reliable planning of resources for the grid. J u (z k ) represents the CV tracking error enabling the adaptive weighting and enables the adaptive weighting by setting a specific target value for each CV
Here, uj,t(k + 1|k) is the target value for the jth CV at ith time step. The adaptive weighting enables the altering of switching priorities of particular BEMS at every time step and, therefore, the prioritization of certain CV over other in case of specific requirements of particular houses. This option enables the integration of individual limitations and preferences and, therefore, increases the flexibility of the application and increase customer acceptance. Possible reasons to alter switching priorities could be operation limitations on the frequency of switching, relationship between start-up times, and deviation character or tariff conditions, among others. Finally, the individual consideration is a step stone to the cooperativity of the concept, as it allows flexible consideration of occurring disadvantageous conditions and limitations during runtime and supports a fair coordination of flexibilities.
The CV move suppression term J u (z k ) is utilized to regulate the CV increment and introduces a constraint on the difference of consecutive control moves to minimize the number switching events
Frequent switching of ETD reduces the efficiency and the life span of the devices and should be avoided. Finally, J (z k ) represents constraint violations with being the penalty weight for constraint violations and 2 k the slack variable limits constraint violations
The terms include weighting factors, which enable the tuning of the controller by increasing or decreasing the impact of the terms and variables. The objective function integrates global objectives in the first output reference tracking term and local objectives represented by the last three terms.
In terms of global convergence, the local objectives for each BEMS are combined to
The solution of the problem is a vector of future inputs U = {u 0 , … ,u m−1 } over the control horizon m for each BEMS. The problem is solved as a mixed integer quadratic programming due to the quadratic objective term and the linear constraints. The prediction and control horizon are three time steps according to the availability of short-term forecasts. Time steps have a duration of 15 minutes. The final deviation residual for the cluster is evaluated at the first BEMS, which compares it to the previous iteration and triggers a new iteration in case the convergence threshold is not reached. In the current use case, the convergence threshold is set to 0.001%. Therefore, the calculation converges as soon as the difference between two consequent iterations is below 0.001% and the coordination is completed. The primal decomposition converges to the centralized MPC solution, assuming there is one and assuming there are no coupling constraints. 37 Furthermore, it offers the advantage that the global power limitation is always respected. 38 
Hierarchical-dMPC
The hierarchical-distributed MPC strategy (hMPC) described in the work of Hidalgo-Rodríguez and Myrzik 31 is adapted to the current use case and presented here as a summary. For further detail on the original work, the reader is referred to the work of the aforementioned authors. 31 In hMPC, the centralized problem where an aggregator coordinates BEMS flexibilities to compensate deviations and follow a negotiated schedule as defined in Equation (8) is decomposed by means of dual decomposition into local subproblems that can be solved locally and in parallel, as depicted in Figure 3 , and managed by a local controller referred to as an aggregator. A subgradient iterative method aims to find the optimal global solution, or a solution close to it, by manipulating at each iteration, the dual variables (Lagrange multipliers or prices) used in the local subproblems, until their value converges or until the method reaches a maximum number of iterations. The remaining three terms of the objective function of the centralized problem are not considered, as they integrate local objectives such as the minimization of the number of switching events or the selective weighting, which are managed locally in hMPC. The approach is described as following:
subject to
Then, the partial Lagrangian associated with this centralized problem is
This resulting expression is separable. Within the subgradient approach, at each iteration l, each BEMS n must find its vector U l + 1 n = [u n (k), ..., u n (k + p)], which contains the optimal values of the BEMS's CVs for the whole prediction horizon and minimizes
Each BEMS communicates the optimal solution vector U n and the flexibility vector F n = [f n (k)..f n (k + p)] T to the aggregator. The aggregator solves the following subproblem:
which can be solved analytically. Once all information is available, the aggregator performs a subgradient update by computing a new vector of prices, as shown in Equation (19)
T are compact representations for the prices, predicted power, and disturbances, respectively.
According to the work of Hidalgo-Rodríguez and Myrzik, 31 due to the introduction of binary values, the convergence to the solution of the centralized problem is not guaranteed. This is solved with the relaxation of binary constraints as discussed in the work of the aforementioned authors. 31 
Rescheduling
The continuous rescheduling during runtime disables the compensation of deviations and triggers the scheduling procedure each time deviations are detected. In this way, during runtime, the day-ahead schedules are updated at every time step.
The implementation follows the approach for global optimization described in the work of Molitor. 12 Upon triggering of the scheduling algorithm, the BEMS executes a local optimization based on local constraints and objectives, and calculates a set of near-optimal schedules for the heating device and the thermal storage. The objective of the local optimization is to minimize the number of switching events and described in the following:
Here, s ON t,n and s OFF t,n describe the state change of the heating device of BEMS n. As the heating system state is binary, the device can be either switched on or off or not. s t,n corresponds to the state of heating system n and is considered binary too, a device can be either on or off. A further constraint is the balance of the thermal demand Q d t,n and the heat flow between heating device . Q h t,n and storage . Q s t,n . The minimal and maximal thermal storage state of charge is limited according to the operational boundaries, where Q sCap n corresponds to the storage capacity of the nth heating system. In the second step, the coordinator runs a global optimization to find an optimal combination of schedules which fit the system-level objective best. The original algorithm described in the work of Molitor 12 aims to flatten fluctuations in energy demand and supply. Here, the system-level objective is the maximization of RE generation, which is applied as a reference curve for the calculation of the day-ahead schedules in the planning phase. For the continuous rescheduling in the short-term phase, we adapt the concept to the purpose of the compensation of deviations and set the objective to minimization the curve of forecasted deviations min D subject to
Here, D t,k stands for the forecasted deviation vector at time t over the prediction horizon k. The predicted deviation at time step t is defined as the sum of the predicted load and RE deviations, P t and P dRES t , respectively. This approach is more flexible than the compensation of deviations, as forecast updates are integrated continuously. Here, the schedules are more adequate as they are adjusted at every time step instead of once per day. However, the scheduling is associated with significant calculation and communication time and effort.
The centralized scheduling is computationally highly intensive. The number of variables grows rapidly, and the method tends to get stuck around local extrema. Furthermore, depending on the optimality gap and the number of BEMS, convergence is not guaranteed.
Combined method: Rescheduling and MPC
The main advantage of dMPC and hMPC is the reference curve tracking, which reduces load profile uncertainties for the upper grid and facilitates the planning of conventional generation plants by following a negotiated cluster schedule within certain limits depending on installed flexibilities. However, this requires certain forecast accuracy. In case the intraday consumption and RE generation curves deviate significantly from the day-ahead forecast, the MPC compensation strategies would be following an obsolete schedule leading to very frequent compensation of significant deviations and increased number of switching events. On the other hand, the continuous rescheduling method introduces the flexibility to integrate a significantly deviating curve and the adaptivity to rapidly changing conditions in the range of hours.
Therefore, the general concept of the CM is to follow the negotiated reference curve while the deviation is within certain limits and define a threshold for the accumulated deviation as a trigger point for rescheduling. For example, on a winter day with no significant PV generation, where the weather forecast is adequate to a great extent, the negotiated schedules will most likely reflect well the heating behavior of the participating households, and the dMPC and hMPC will perform well as a short-term compensation strategy. On the contrary, in case of a winter day with variable wind and rainfall, intercorrelation from previous time steps can affect the weather course to a significant extent and cause deviation mitigation over the day, which impacts the effectivity and performance of dMPC and hMPC significantly. In this case, rescheduling would be more suitable to adapt the reference curve for the next hours and apply dMPC or hMPC on top for in-range deviations.
To define a threshold to trigger rescheduling, several factors are considered, ie, the relation of the deviation magnitude to the schedule, the installed flexibilities, and the development of deviation over time. Therefore, we apply root square mean error (RSME) to evaluate the cumulative development of the forecast deviation from the last hour with the current hour and the current forecast updates. RSME deploys the difference between forecast and the measured values as presented in Equation (22) , which here corresponds to D t = P t + P dRES t = P sched t − P real t . The calculation of RSME for the previous and the current hours are introduced in Equations (23) and (24)
The values of RSME t-6 and RSME t are compared continuously. In case the deviation over the current hour is higher than over the previous hour and exceeds 10% of the scheduled power, this is considered a significant progressing deviation and rescheduling is triggered
If any of both conditions in (25) are not satisfied, the deviation is considered either not progressing, or not significant, and deviations are compensated with the MPC strategies.
The properties of the CM are defined by the properties of the applied methods and are discussed in Section 6.
SYSTEM MODELING AND IMPLEMENTATION
In this section, the building models and the interface to the MPC control strategies are introduced.
For the test scenario presented in Section 6, a cluster of 10 buildings was modeled using the python framework PyCity, which enables modeling, data management, and optimization of city districts. 39 PyCity contains numerous functionalities such as weather and user behavior forecasting, realistic building models, and import of existing building parameters and automatic model generation over OpenStreetMap. The structure of PyCity is presented in Figure 4 .
PyCity is based on the package network, which enables the generation and description of mathematical graphs, and extended by the topology of cities, as shown in Figure 4 . City districts are modeled as graphs, where nodes represent buildings, and edges are infrastructures and physical connections such as cables or thermal pipes. Buildings can be modeled with several apartments and thermal zones with different electrical and thermal profiles. The platform generates user profiles, stochastic electrical or thermal, and standard load profiles. 39 PyCity enables the generation of RE sources such as a wind or PV farm and building energy system equipment such as electrical and thermal energy systems. Profiles for heating, thermal, and warm water demand can be generated. Weather and price data are available through a reference to an environment object. The platform offers a sound basis for the generation and management of city district models. PyCity was developed at E.ON Energy Research Center. It is open-source and freely available over GitHub. 39 Figure 5 presents the model of a building with a Combined Heat and Power (CHP) and thermal storage, which can interact as an active participant in the control strategy and support the EM with the available storage flexibility. The building is modeled as one thermal zone with weather profile and thermal and electrical demand profiles as input from PyCity. Within the building, the operational parameters for the CHP and the thermal storage are available as output. Due to the low-level physical model of the thermal storage, the available flexibility is calculated with an estimation algorithm from the temperature layers of the water tank.
The buildings were modeled in a homogeneous way, assuming a residential district with a consistent socioeconomic structure. Therefore, the occupant distribution and presence profiles follow a similar pattern. These were generated and imported from PyCity based on the Richardson tool. 40 As the control strategies are implemented in Python and buildings are modeled with the imports from PyCity, the interface between both is setup accordingly. The building model is integrated as a functional mock-up unit (FMU) and run from Python. In this way, the building model and the control exchange data during runtime. The building simulation calculates the available flexibility based on the thermal storage capacity and the expected local deviation based on weather forecasts and user behavior and forwards them to the short-term compensation of deviations. The control deploys the information to update the curves, includes RE forecast updates, and addresses the building model with the switching signals to compensate the deviations or to trigger a rescheduling.
The optimization for the test scenario is implemented within the open-source optimization framework created within the EU-Storage4Grid project and registered under the LinkSmart brand by Fraunhofer. 41 The framework enables prototyping and flexible definition of optimization problems according to changing conditions, and clustering of components in either real-time or discrete applications. Moreover, the framework is deployable in different platforms due to its container-based implementation. Instances of the framework can be deployed either as a central entity in a centralized concept, or at building level in case of distributed approaches. Therefore, it is a highly suitable option for the application in the MPC-based compensation of deviations.
The framework interface is a RESTful application programming interface (API), which is used to manage the optimization, to integrate new optimization models and to introduce and fetch resources that the software needs for its operation. The API lists these resources and the possible operations of the framework in a human-readable and machine-readable format, which is useful for discovery and integration. Besides, the API sets the data model of the resources facilitating its usage on a large-scale basis.
The framework architecture includes modules for management and processing of input data, an optimization controller, optimization modeling, linking of a solver, optimization models management, optimization models repository, and an output controller, as illustrated in Figure 6 . If required, eg, in case of real-time applications, predictive algorithms for the forecast of power consumption and RES generation are also available. This is also the basis for the evaluation of the forecast updates.
The optimization models are defined with the Python-based tool Pyomo, 42 which uses mathematical nomenclature for their definition. Besides, it allows to link different solvers, with Bonmin and CPLEX 43 being most suitable for this task due to the quadratic nature of the optimization problem. Additionally, the distribution of tasks between buildings is accomplished via the internet of things communication protocol message-queuing telemetry transport (MQTT). The MQTT protocol allows the use of a broker for publishing and subscribing messages from the different optimization instances and its further processing.
The deployment of the framework reduces the complexity of the implementation of the MPC strategies, as the optimization problem is defined using Pyomo nomenclature and inputs and outputs for the optimization are registered in form of MQTT topics through its API. Consequently, the framework takes care of the automatic mapping of the inputs to the optimization parameters and the outputs to the optimization variables. Moreover, the multiple instantiation capability reduces implementation efforts for multiple buildings. Finally, the distribution of tasks and communication between optimization instances (or buildings) is also supported by the framework.
TEST SCENARIO
In the following, the setting of the demonstration scenario is introduced. Based on the main criteria for the performance of short-term compensation of deviations being computational and reference tracking performance and RE utilization, the performance indicators for the evaluation are defined. The performance of all methods regarding the presented performance indicators are presented in Section 6.
Setting
The focus of this work is on the compensation of deviations and the best way for a cooperative group of buildings to perform adequately and provide flexibilities to the upper grid. Furthermore, for a very limited number of buildings in a relatively small area with short distances, grid losses and data exchange issues are assumed to be negligible. Therefore, the scenario and the evaluation do not include grid issues or communication infrastructures.
The scenario consists of 10 residential buildings with different annual electricity consumptions, within 2400kWh to 4000kWh range. The buildings power demand is met by local PV generation and power import from the grid. Furthermore, buildings 3 and 6 may also generate local power with the installed micro-CHPs.
Electricity load profiles are generated with the Richardson tool. 40 The tool for profile generation enables setting of number of occupants, dynamic presence patterns, different household appliances, etc, and generates a stochastic load profile in resolution of 1 minute. Based on this, the thermal demand profiles are generated with PyCity based on weather forecasts and expected user behavior. Deviations were generated by modifying weather development as a source of PV deviations. Here, variations in the range of seconds up to 5 minutes are not considered. First, high-frequency variations are not suitable for compensation with thermal devices due to the high inertia and time constant of the thermal domain. Then, a previous study showed that load variations are usually in the range of 5 to 20 minutes. 10, 11 Therefore, only deviations of 5 minutes and more are considered in the calculation. According to the work of Stoyanova et al, 8 the time step is set to 15 minutes for the distributed and decomposition strategies and 1 hour for the rescheduling.
Thermal power demands are generated by considering space heating and domestic hot water demands in 150 m 2 dwellings per hour. Each building is equipped with a gas boiler as primary heat source. Buildings thermal energy storage units can store thermal power during generation excess. Thermoelectric devices in buildings 1 to 6 are the flexibility sources for EM. Buildings, which charge thermal energy storage with HP operation, can offer positive flexibility (greater electric consumption), and CHP operation is assigned as negative flexibility.
An overview of the installed resources is presented in Table 1 , where, for each building, the installed PV power, flexible and nonflexible heating devices such as heat pumps (HP), CHP and boiler, the flexibility, and the number of occupants are listed. The predictions on electric and thermal power demand fluctuations are calculated by FMU models considering the number of actual occupants. Rightmost column shows the maximum numbers of home occupants at once during the simulation day. Functional mock-up units calculate predictions for next hour every 15 minutes.
In order to keep the presentation of the results clear, solely PV deviations were introduced for the testing. Figure 7 shows the day-ahead forecast for the PV generation in resolution of one hour depicted with the blue line, and the actual PV generation (yellow line). The deviations from the day-ahead schedules were chosen to be high to reach the threshold for rescheduling for the CM. 
Performance indicators
The definition of the performance indicators residual deviation and number of switching events is introduced in accordance with the work of Stoyanova et al. 8 Additionally, the computation time is included as a factor for the computational performance, and the scalability potential is evaluated for each method.
Residual deviation RD after compensation actions in kWh is calculated as the sum of the absolute value of the difference between the controller's output and the scheduled power for each time step multiplied by time in hours as described in Equation (26) . The goal of the compensation strategies is to minimize the residual deviation, which quantifies the noncompensated deviation
In (10), k is the time index and corresponds to the current control interval. T s is the time step in hours, eg, a time step of 15 minutes corresponds to T s = 1 4 hr. N sim is the total number of time slots within the simulation duration, and y(k) and P sch (k) correspond to the output and the scheduled power consumption at time step k.
Frequent switching of heating devices is linked to start-up delays and individual schedule tracking issues and reduces their lifetime. Therefore, it is included as a performance indicator Sw i in Equation (27) with the goal to be minimized
In (11) , k is the time index or the current control interval and u i corresponds to the control input for household i. As a further performance indicator, the computation time was measured with an internal clock function of Python. The optimization was done on an Intel(R) Core (TM) i5-8250 U CPU @ 1.6 GHz 1.8 GHz, without other tasks running in the background, which could impact the computation time.
The scalability of the presented methods depends highly on the complexity of the computation at building level, on the local computational resources, the amount of information to be processed and communicated, on the communication specifics, and on the convergence of the algorithm.
The assumptions regarding the communication traffic are done based on the work of Ali and Suhail Hussain, 44 which discussed the communication traffic in a microgrid. We classify several types of messages, ie, reference value, prices, schedules, and RE forecasts. For all types of messages, the structure of a forecast message could be used as defined in the work of the aforementioned authors. 44 Here, 8 bytes are reserved per measured value, 1 byte for the tag, and 1 byte for the length fields, with 70 bytes of protocol overhead. For the presented use case with a control horizon of three time steps, the messages have a size of around 100 bytes including protocol overhead.
According to the works of Kuzlu et al 45 and Xu et al, 46 neighborhood area networks require communication technologies with data rate of up to 10 Mbps such as coaxial cable (up to 172 Mbps), Ethernet (10 Mbps to 10 Gbmp), or WiFi (2 to 600 Mbps). Based on this data rate and the assumed data package sizes, latency is expected to be in the range of milliseconds and, therefore, negligible compared to the data processing and optimization times.
In the case of the iterative hMPC, the aggregator processes the information and sends price vectors to the BEMS, which compute their schedules in parallel and send them back. Therefore, the execution time T exec is defined as
with t a being the data processing time for the aggregator, t loc the processing time at BEMS level, t c the time for communication between aggregator and BEMS, n the number of BEMS, and k the number of iterations. For rescheduling and dMPC, the BEMS calculate their decision based on the information from the previous BEMS and a message is communicated in a ring among the BEMS. Therefore, T dMPC exec and T resch exec are calculated as
Here, t c corresponds to the communication in the ring and t it is the time which the first BEMS needs to evaluate signals from the upper grid, data from overregional RES, and proof the convergence. t opt loc corresponds to the time necessary for the local optimization and generation of schedules, and t iter loc to the computation time for the search of the best fitting schedules for the received reference curve at each iteration.
RESULTS AND DISCUSSION
Here, the test results for the presented strategies are discussed first individually and later compared in terms of computational performance, residual deviation, number of switching events, and scalability. In order to create a common basis to compare the performance of the methods and avoid putting any of the methods to advantage or disadvantage due to formulation-specific parameters, the methods were implemented from scratch in the same environment using the same models. Furthermore, weights, which improve the controller performance, were discarded, and the scenario was run with the same parameters where possible.
Performance of dMPC, hMPC, and rescheduling
As discussed in Section 5, the applied strategies have very different characteristics and performance goals. While dMPC and hMPC aim to compensate deviations and follow the day-ahead schedule as closely as possible, the rescheduling strategy maximizes the integration of RE by adapting the schedules to fit the RE generation curve. In order to evaluate the performance, the strategies are tested on the demonstration scenario as introduced in Section 5 and Table 1 with a time step of 15 minutes and different numbers of cooperating households.
The forecasted and the actual PV generation were presented in Figure 7 . Figure 8 depicts the initial deviation in the time between 7:00 AM and 8:00 PM with the blue line. The residual deviation after dMPC compensation (red line) activates flexibilities adequately following the original deviation closely. In terms of compensation, the method shows better performance than the other strategies. The hMPC method (yellow line) shows acceptable performance for the compensation of deviations with some overcompensation of the deviation between 8:15 AM and 10:00 AM. This is explained with the binary output of the BEMS. The rescheduling does not aim to compensate the deviation and the residual deviation curve will not affect the deviation. Figure 9 shows the level of integration of RE for all strategies. As expected, the continuous rescheduling (violet line) achieves the best results in terms of integrated RE due to the adapting schedules.
In conclusion, all methods meet their design performance goals with a very good and good performance in terms of the compensation of deviations for dMPC and hMPC, and very good performance for the integration of RE for rescheduling. The simulations showed that dMPC required the lowest number of switching events with 26 switching events over a day. The number of switching actions is slightly higher for the continuous rescheduling, 34, and significantly higher for hMPC, 48. Table 2 presents the computational times for dMPC and hMPC for problems of different dimensions. The results show that calculation time of both methods increases linearly with the number of cooperating active buildings with dMPC performing slightly better. However, both dMPC and hMPC are computationally feasible even with 100 households for the applied hardware. The rescheduling is a computationally highly intensive problem. Depending on the set parameters and optimality gap and on the number of variables, it could take hours for the rescheduling to converge. Here, an option would be to apply the distributed rescheduling as described in the work of Kolen et al, 7 as convergence and computation time appear to be significantly improved.
Based on the measured computation times in Table 2 and the limit of 30 iterations set in the work of Hidalgo-Rodríguez and Myrzik 31 for the convergence, the execution time for hMPC is calculated to T hMPC exec = (t a + t loc n + t c ) k = (20 + 0.4n) 30. For a time step of 15 minutes or 900 seconds, the possible number of participating BEMS is limited to 25. However, we assume that especially the aggregator will have more computation resources than the PC used for the simulation, as other sources state computation times of similar problems of less than 0.1 second and limitation of the number of iterations to 10. If the aggregator processes the data in about one second with maximum number of 10 iterations, the scalability would be increased to 222 BEMS.
For dMPC, the maximal number of iterations is set to three, even though the algorithm is expected to converge after two iterations. Then, T dMPC exec = (t loc n + t ) k = (0.2n + 5) 3, with a maximum number of buildings being 1475 for a time step of 15 minutes.
As the computation time for centralized continuous rescheduling depends on several factors and within the testing the computation time and the convergence varied a lot, the authors decided that an evaluation of the scalability is not possible at this point. However, in case the two-level scheduling in the work of Kolen et al 7 is applied, the method would be applicable for around 1200 buildings with T resch
In a summary, rescheduling and MPC compensation perform well in their field of application. Rescheduling improves the integration of RE and offers adaptivity to changing conditions at the cost of high computation requirements. On the contrary, MPC strategies enable the suggested use case for the cluster to track a negotiated schedule and enable reliable planning and operation for the upper grid with good computation time. However, the accuracy of day-ahead forecasts is critical for the performance. Therefore, a combination of rescheduling and MPC compensation is expected to benefit from the strong sides of the methods and improve the performance significantly. As in the investigated use case dMPC performs better than hMPC in terms of compensation of deviations and computation time, for the CM, we will apply rescheduling with dMPC.
Performance of the CM
As expected, the residual deviation is higher for the CM than for the MPC compensation strategies, as the triggered rescheduling does not aim to compensate the deviations. This is illustrated in Figure 10 , where the residual deviation for the CM is depicted with the green line and lies between the initial deviation and the residual deviation after applying dMPC. However, unlike the continuous rescheduling, the initial deviation is slightly decreased. Figure 11 shows the achieved integration of RE for dMPC, rescheduling, and the CM. As expected, the green curve for the CM is close to, but lower than the violet curve of the RE integration rescheduling achieved by continuous rescheduling, as the dynamic RSME-based threshold leads to less frequent rescheduling. The method decreased the number of switching events to 18. This confirms the hypothesis that the CM benefits from the strong sides of both methods and performs better than the individual methods.
The CM offers a way to reduce the effect of the disadvantages of rescheduling with receding horizon being the immense computational cost and the convergence issues due to getting stuck around local extrema. By rescheduling the ETD only in case the deviation exceeds the dynamic threshold, the number of rescheduling rounds can be limited to a few per day instead of once per hour. Under these conditions, higher computation times can be acceptable, as the rescheduling will have a beneficial effect on the EM in the following time steps.
On the other hand, the CM applies a compensation strategy most of the time and benefits of the convergence of dMPC to the centralized solution as it is implemented as a primal decomposition. Within dMPC, the local MPC integrates global input to calculate an optimal plan for the activation of flexibilities to support the global objective with binary output. Therefore, in case the aggregated flexibility is lower than the aggregated deviation, dMPC ends after the second iteration; as for the same order of BEMS, the results will not vary over the iterations. Small variations are possible for varying order of the BEMS. However, this would modify the final distribution of flexibilities and, slightly, the residual deviation in case the aggregated flexibility is higher than the aggregated deviation, but will not change the residual deviation in case the flexibilities are lower than the deviation. Therefore, in case the aggregated flexibility did not compensate the deviation, the residual could be signaled to the upper grid.
In case hMPC is applied as a compensation strategy for the CM, the binary constraint should be relaxed according to the method in the work of Hidalgo-Rodríguez and Myrzik 31 to guarantee convergence. The relatively high number of iterations decreases the scalability compared to the other methods, but in acceptable limits according to the primary application field of the EM, being city districts with a limited number of BEMS. Beneficial are the lower degree of freedom in the coordination and the subproblems can be solved without gradients. 38 However, the solution is not applicable if the algorithm did not converge.
The scalability of the CM is limited to the lower of both methods involved. Under these conditions, the method is applicable for around 1200 buildings for two-level rescheduling and dMPC or 220 buildings for the application of hMPC.
CONCLUSIONS
In this work, three methods for the compensation of schedule deviations within a two-phase EM have been compared and evaluated in terms of computational and optimization performance. Based on the results, a CM is proposed, which offers improved performance. Based on the performance of the individual methods, dMPC was chosen for the testing of the CM. Furthermore, a dynamic RSME-based threshold is defined, which evaluates the deviation trend and triggers rescheduling in case the day-ahead schedule seems obsolete and the deviation is progressing.
As expected, the simulation results show that the CM does not perform well as dMPC and hMPC in terms of compensation of deviations, but better than the continuous rescheduling. However, the CM achieves better integration of RE than the MPC compensation methods. The rescheduling strategy is more flexible and maximizes the utilization of RES, as the reference is updated continuously. However, rescheduling increases the communication and computation immensely and is not applicable on a frequent basis. Furthermore, the optimization often gets stuck around local extrema and cannot converge. Here, an option would be to apply two-level distributed scheduling. The CM offers a good tradeoff between efficient compensation and low computation cost of MPC compensation with the adaptivity to changing real-time conditions and the improved integration of RE of rescheduling.
