The cumulative reaction probability ͓CRP or N(E)] for the four-atom reaction, H 2 ϩOH→H ϩH 2 O is calculated using one of the formulations of Miller, Schwartz, and Tromp ͓J. Chem. Phys. 79, 4889 ͑1983͔͒ and the transition state wave packet ͑TSWP͒ approach of Zhang and Light ͓J. Chem. Phys. 104, 6184 ͑1996͔͒. It is shown that locating the dividing surface of the flux operator in the transition state region significantly reduces the number of wave packets which must be followed in order to converge the CRP as compared to the use of initial state selected wave packets ͑ISSWP͒. In addition we examine the use of transition state normal coordinates ͑versus Jacobi coordinates͒ and show that the use of transition state wave packets defined in normal coordinates yields more rapid convergence of the CRP and individual contributions of the TSWP to the CRP can closely approximate the probabilities of reaction for each transition state as a function of energy. Problems with large amplitude motions using the normal coordinates of the loose non-linear transition state are shown to be absent if normal coordinates of a linear transition state are used. Applications to the 3-D H ϩ H 2 (J ϭ 0͒ reaction and to the 6D H 2 ϩ OH (J ϭ 0͒ reaction demonstrate that both N(E) and the initial state reaction probabilities at many energies can be evaluated accurately and efficiently by propagation of each TSWP only once. © 1997 American Institute of Physics. ͓S0021-9606͑97͒00102-5͔
I. INTRODUCTION
The rate constant is one of most important quantities for a chemical reaction. To calculate it accurately and easily has long been a goal for theoretical chemists. The classical transition state theory ͑TST͒ and its improved versions with various corrections provide computationally inexpensive tools which can only be used to compute approximately the rate constant for a given potential energy surface. However the approximations inherent in TST make it desirable to have an exact quantum formulation which has some of the advantages of TST but which can yield exact results. Thus since Yamamoto 1 and Miller et al. 2, 3 introduced a rigorous formulation for the constants, based on the reactive flux correlation function, substantial effort has been devoted to develop practical and accurate ways to calculate either the cumulative reaction probability ͑CRP͒, N(E), or the thermal rate constant efficiently. In most studies, [2] [3] [4] [5] [6] [7] 14, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] the flux-flux correlation function formulation to calculate directly the thermal reaction rate constant, k(T), was applied to systems ranging from 1D model problems to atom-diatom reactions in 3D.
Recently, remarkable progress has been made by Miller and coworkers [8] [9] [10] [11] [12] [13] in the direct calculation of the CRP which is simply related to the rate constant via a Boltzmann average. In particular, the ''transition state probability operator'' ͑TSPO͒ approach of Manthe and Miller 11 revealed for the first time the relation between the exact quantum CRP and the eigenvalues of an operator in the transition state region. They showed that N(E) can be calculated as a summation of positive semi-definite eigenvalues of an ''eigenreaction probability operator'' for eigenstates of an ''activated complex'' determined in the transition state region. At a given energy, the number of eigenstates with significant ''eigenreaction probabilities'' will often be much lower than the number of open states in either asymptotic region for a multidimensional system, thus reducing substantially the number of states which must be considered. However, these ''eigenreaction probabilities'' must be calculated separately at each energy. This is of course not an optimal approach and can be very time consuming when N(E) is desired at many energies ͑in order to calculate k(T) for example͒. Very recently, a similar idea was used by Thompson and Miller 14 in their flux-position correlation function approach and by Manthe 29, 30 in his reaction rate operator approach to the direct rate constant calculation. They both used a Lanczos iterative procedure to calculate the eigenvalues of a low rank thermal flux operator and time-dependent propagation. However, the backward propagation required in these approaches makes it very difficult to use an absorbing potential. Thus these approaches demand a much larger grid space, especially for high temperatures.
The initial state selected wave packet ͑ISSWP͒ approach has also enjoyed great success in the exact study of threeand four-atom chemical reaction dynamics. 31, 32 Due to its initial-value nature, the time-dependent wave packet method scales slower than N 2 ͑where N is the number of basis functions͒, in contrast to the N 3 scaling of traditional timeindependent (L 2 ) approaches to reactive scattering. ͑Of course, the iterative approach based time-independent methods are usually much more favorable than N 3 scaling.͒ Another attractive feature is that in the ISSWP approach one propagation provides reactive scattering information for all desired energies for an initial state. These features make the ISSWP approach extremely efficient in calculating the reaction probabilities from a few initial states. So far, a substan-tial number of studies have been carried out for some fouratom chemical reactions by using this approach, which include the initial state selected cumulative reaction probability ͑ISSCRP͒ calculations for diatom-diatom reactions in full dimensions 33, 34 or in five dimensions, [35] [36] [37] [38] [39] the ISSCRP calculations for atom-triatom reactions in full dimensions, 40 and recently a state-to-state reaction probability calculation for an atom-triatom reaction. 41 These studies have substantially extended the scope of theoretical research in gas-phase chemical reaction.
However, the ISSWP approach can only provide dynamical information for a very limited number of initial states. For a four-atom reaction, there may be an enormous number of open reactant states even for quite modest translational energies. As a result, one has to propagate an enormous number of wave packets if one wants to calculate N(E) by using the ISSWP method. This may be computationally forbidding.
Very recently we developed a new time-dependent transition state wave packet ͑TSWP͒ approach to N(E) in Ref.
42 ͑henceforth referred as I͒. This approach provides the contribution of each TSWP to N(E) at all desired energies from one calculation. In Paper I we showed that this approach is very efficient; the computational effort used in our one calculation ͑for all E's͒ is close to that used for N(E) at only the single highest energy in the TSPO approach. Thus the new approach is more efficient than TSPO approach in the usual case that many energies are desired.
The TSWP approach was derived simply from the famous formulation given by Miller and coworkers, 3 
N͑E
where the Fs are quantum flux operators at dividing surfaces ͑which may or may not be the same͒. We take advantage of the fact that the flux operator has only two nonzero eigenvalues for one dimension, 17, 18, 8 and evaluate the trace in Eq. ͑1͒ efficiently in a direct product basis of the flux operator eigenstates, which are highly localized near the dividing surface, and the Hamiltonian eigenstates on the dividing surface ͑internal states͒. The microcanonical density operator, ␦(EϪH), will eliminate contributions to N(E) from internal states with internal energy much higher than the total energy E, thus limiting the number of transitions states which must be considered. Thus by choosing a dividing surface with the lowest density of internal states, we can minimize the number of internal states required in evaluating the trace. Utilizing the Fourier transform for ␦(EϪH), we transfer the problem into a time-dependent formulation by treating each direct product basis function as an initial wave packet. Just like the ISSWP approach, we can obtain the information for all the desired energies by propagating these wave packets once.
The TSWP approach is time dependent and may take full advantage of time dependent wave packet ͑TDWP͒ techniques. At the same time, in the TSWP approach we may need to propagate many fewer wave packets than in the IS-SWP approach. For systems with many rotational degrees of freedom and a reaction barrier in the transition state region, the density of states in the asymptotic region is much higher than that in the transition state region. Thus fewer wave packets are required for convergence in the TSWP approach than in the ISSWP approach. We also showed in Paper I, the TSWP method can also be used to calculate the cumulative reaction probability from an initial state ͑or to a final state͒ by locating the second flux operator in the corresponding asymptotic region. This yields the same information and provides an alternative to the ISSWP approach and it may be more efficient if the reaction probabilities from a large number of initial states are desired.
The TSWP method is a very general approach to the cumulative reaction probability applicable to both indirect ͑i.e. with a well or wells in the transition state region instead of a barrier͒ and direct gas-phase reactions. For direct gasphase reactions, it is very efficient because it allows us to minimize the number of wave packets we have to propagate by locating the first flux surface on the saddle point. However, for reactions with wells supporting resonances, the efficiency of our approach over other approaches has not yet been demonstrated. More comments on this are given in the Conclusion.
In Paper I, we applied the TSWP method to the 3D H ϩ H 2 ͑even rotation͒ reaction for Jϭ0 by locating the first dividing surface in the transition state region in Jacobi coordinates for reactants. Besides the attractive features we had expected, the demonstration also showed an aspect less than ideal: the ͑correct͒ contribution to N(E) from a transition state wave packet may be slightly larger than 1 or slightly smaller than 0, making it improper to interpret the individual contributions as probabilities. The example was also not able to demonstrate the higher efficiency of the TSWP approach ͑vs ISSWP͒ because the density of internal states in the asymptotic region for the particular application ͑the H ϩ H 2 reaction͒ is very close to that in transition state region calculated on the dividing surface we used.
In this paper, we explore further the TSWP method in several aspects. We apply it to the 6D H 2 ϩ OH reaction for Jϭ0 using Jacobi coordinates. We also investigate the convergence properties of the TSWP method when normal coordinates of the transition state are used and the dividing surface is chosen to be the usual transition state surface ͑TSS͒ perpendicular to the reaction coordinate at the top of the barrier. This is shown ͑on the 3D H ϩ H 2 reaction͒ to improve the convergence properties and efficiency when the normal coordinates for a collinear transition state is used as compared with the surfaces used with Jacobi coordinates.
However, we found that one should be extremely careful in using normal mode coordinates, in particular for nonlinear transition states. In fact one can obtain erroneous results when one does not use it properly. We demonstrate this on the 6D H 2 ϩ OH reaction. Finally we show that collinear normal coordinates for the H 2 ϩ OH reaction can largely resolve these problems.
In section II we briefly review the theory for the timedependent transition state wave packet approach to the cumulative reaction probability. We then briefly discuss the definitions of the TSWP approach using normal coordinates for the transition state. Then we will present in section III the results of the applications of the TSWP method to the 3D H ϩ H 2 reaction in normal mode coordinates and 6D H 2 ϩ OH reaction in Jacobi coordinates and in normal mode coordinates. Finally we discuss the results and conclusions.
II. THEORY

A. TSWP approach
The time-dependent transition state wave packet ͑TSWP͒ approach to the cumulative reaction probability N(E) ͑Ref. 42͒ is very similar to the regular time-dependent initial state selected wave packet ͑ISSWP͒ approach to reactive scattering 31, 32 except for the initial wave packet position and construction. In the ISSWP approach, the initial wave packet is usually a direct product of a Gaussian wave packet for the translational motion located in the reactant asymptotic region and a specific internal state for reactants. In TSWP approach, on the other hand, we first choose a dividing surface S 1 separating the products from reactants preferably with a minimum value of the density-of-states for the energy region considered. Then initial wave packets ͉ i ϩ ͘ 
where the flux operator F is defined as
and where is the reduced mass of the system, q is the coordinate perpendicular to the dividing surface located at qϭq 0 which separates products from reactants, and p q is the momentum operator conjugate to the coordinate q. It is well known that in one dimension the flux operator only has a Ϯ pair of non-vanishing eigenvalues, and the corresponding eigenstates are also complex conjugates. 17, 18, 8 In Eq. ͑2͒, the ͉ϩ͘ state denotes the eigenstate of F with a positive eigenvalue.
After constructing the initial wave packets, we propagated them in time as in the ISSWP approach. The cumulative reaction probability N(E) can be computed as
͑4͒
where ͉ i Ј͘ are the derivatives of ͉ i ͘ with respect to x. Here x can be any coordinate as long as the surface xϭx 0 divides the product from reactant. The energy-dependent wave functions ͉ i ͘ are calculated on the second dividing surface, S 2 at
͑5͒
As pointed out in Paper I, the second dividing surface S 2 is not required to be at the same position as S 1 . One can choose the location depending on what one would like to obtain from the calculation. If only the cumulative reaction probability N(E) is of interest, then it is usually advantageous to locate S 2 at the same position as S 1 . If one wants the initial state selected cumulative reaction probabilities, they are obtained by putting S 2 at xϭx 0 in the appropriate asymptotic region. By expanding i in term of the internal basis in the asymptotic region, n (q),
where n represents the collection of rovibrational quantum numbers for the system, q represents the coordinates other than x, we can get the cumulative reaction probability for the initial state n as
Thus the summation of the contributions of all the transition states to a specific asymptotic channel gives the total reaction probability for that channel.
B. Normal coordinates and the TS Hamiltonian
The use of normal coordinates at the transition state appears to be advantageous for the TSWP approach for three reasons. First, the normal coordinates are Cartesian and the kinetic energy is separable in these coordinates ͑by neglecting the vibration angular momentum terms͒, thus leading to a very sparse representation of the Hamiltonian in a discrete variable representation ͑DVR͒. Second, if the normal coordinates are defined at the transition state, the location of one flux surface at the zero of the normal coordinate corresponding to the imaginary frequency assures that the TS surface goes through the saddle point of the PES perpendicular to the usual reaction coordinate. This, we shall see, reduces the number of transition states contributing to N(E) and makes their contributions more like probabilities lying between zero and unity. Finally, the use of transition state wave packets defined in normal coordinates connects this exact quantum picture very closely to the usual TST approximate approach where each TS is assumed to contribute to N(E) as a Heaviside function, ⌰(EϪE n ), with unit probability if the energy exceeds the energy of the transition state and zero otherwise.
Normal coordinates can be defined by diagonalizing the mass scaled Hessian matrix ͑the matrix of second Cartesian spatial derivatives of the potential energy function͒ at a given configuration. The non-zero eigenvalues yield the normal mode frequencies of the system. Note that ''normal'' coor-dinates may be defined with respect to any configuration, not only the configuration at which the potential gradient is zero. If the spatial first derivatives of the potential are zero at this point, then the normal mode coordinates describe harmonic motion about this point plus motion along the reaction path; if not, then the normal coordinates can still be defined. In either case, the diagonalizing transformation is orthogonal and yields the eigenvectors corresponding to center-of-mass translation ͑3, with zero eigenvalues͒, rigid body rotation ͑2 ͑linear͒ or 3͑non-linear͒, nominally with zero eigenvalues͒, and the remainder internal vibrational modes. In the case of a transition state, one internal eigenvalue will be negative corresponding to translation along the reaction coordinate. The separation of the CM translation is rigorous, but the separation of vibrations and rotations may be approximate for large amplitude motions. In general the linear combinations of Cartesian coordinates corresponding to infinitesimal rotations depend on the specific configuration. Thus it is possible to separate rotations and vibrations with Cartesian normal coordinates only in a small amplitude region. As will be noted below, there are problems with very large amplitude motions in normal coordinates defined for non-linear configurations.
III. APPLICATIONS
In this section we define and test the applications of the TSWP approach to the CRP for several systems: the H ϩ H 2 reaction using normal mode coordinates; the H 2 ϩ OH reaction using Jacobi coordinates; and the H 2 ϩ OH reaction using normal mode coordinates defined both for the ͑non-linear͒ transition state and a linear reference configuration. Results, including advantages and problems, are discussed for each. All calculations are for total angular momentum, Jϭ0.
A. The H ؉ H 2 reaction for J‫0؍‬ in normal mode coordinates
Hamiltonian
The Watson Hamiltonian for the H ϩ H 2 reaction in normal mode coordinates has been discussed in detail by Seideman and Miller. 10 With the vibrational angular momenta neglected, the resulting Hamiltonian for Jϭ0 is simply written as 
While P 2 is a little more complicated,
͑11͒
Numerical results
Since we have published the N(E) results for this reaction by using Jacobi coordinates in Paper I, here we only present briefly the results by using normal-mode coordinates, with the emphasis on the difference between these two calculations. In the present calculation, a total number of 34 sine DVR points are used for the Q 1 coordinate, covering a range of ͓-120,50͔ a.u. ͑Note that for mass scaled distances, the range in Bohr multiplied by the square root of the effective mass in a.u.͒ For Q 2 , 40 sine DVR points are used in a range of ͓-100,100͔ a.u. For , 10 Gaussian-Laguerre DVR points with a reference frequency 0.006 a.u. ͑Ref. 10͒ are used in our calculation. This set of parameters gave us very well converged results. However we did not spend time on optimizing them because the calculation is so fast; the whole calculation of all energies for all required TSWP's taking less than 30 minutes on a SGI-R8000 CPU.
Both S 1 and S 2 surfaces were chosen at Q 2 ϭ0, which cuts through the saddle point and has a minimum density-ofstates for the Q 1 and degrees of freedom. On that surface, we first solve for the two dimensional eigenstates, ͉ i ͘, in Q 1 and . The initial wave packets to propagate, ͉ i ϩ ͘, are just the direct product of ͉ i ͘ and the eigenstate of the F operator for Q 2 coordinate with positive eigenvalue. After constructing the initial wave packets, we propagate them in (Q 1 ,Q 2 ,) coordinates as in the regular wave packet approach, and measure the reactive flux through S 2 . Absorbing potentials are applied at the two ends of Q 2 coordinate range to prevent spurious reflection of the wave packet from the boundary.
In Fig. 1 , we compare the density-of-states on the Q 2 ϭ0 surface with those on the other surfaces which have been shown in Paper I, namely on a dividing surface in the   FIG. 1 . Number of open states as a function of total energy in asymptotic region ͑solid circles͒, on the Q 2 ϭ0 surface ͑stars͒ in normal mode coordinates, and on the sϭS/ͱ3 surface ͑open circles͒ in Jacobi coordinates for the H ϩ H 2 reaction. asymptotic region and the sϭS/ͱ3 surface in Jacobi coordinates. Very clearly, the density-of-states on the Q 2 ϭ0 surface is lower than those on the other two surfaces, especially at high energy. This means that we can expect to converge N(E) by including the contributions from fewer transition states when using the normal mode coordinates and choosing S 1 at Q 2 ϭ0. Thus we can obtain higher efficiency from the present method. This finding is likely to apply to most direct reactions with a saddle point in the transition state region.
The higher efficiency in converging the CRP with respect to the number of transition states by using normal mode coordinates can be found by comparing Fig. 2 in this paper and Fig. 3 in Paper I. In Paper I, the contributions from the first 13 transition states were required to converge the CRP for energies up to 1.4 eV. In the present calculation contributions from only the first 9 states are required; in fact the sum of only the first 7 states already gives quite well converged results. The minor difference between the accurate N(E) ͑solid circles͒ and the present one is due to neglect of the vibrational angular momenta in the Watson Hamiltonian as was discussed in Ref. 10 . Finally, we see that the classical transition state approximation to the cumulative reaction probability for this reaction is surprisingly good for energy up to 1.2 eV, while for higher energy the discrepancy gets larger and larger.
Detailed comparisons between the first nine N i (E)s from the previous and the present calculation, shown in Fig. 3͑a͒ and 3͑b͒, reveal that the N i (E)s calculated from transition states defined on the normal mode coordinate dividing surface show less negative behavior than those from the Jacobi coordinate dividing surface. For the first 9 N i (E)s the most negative value is Ϫ0.02 for the 6th transition state at Eϭ1.12 eV. Thus the N i (E) from normal mode transition states can approximately be regarded as probabilities, positive definite. However, the N i (E)s still cannot approximate the transition state probabilities properly because the well known resonances in this reaction make some N i (E)s, especially N 3 (E), not well behaved. Fig. 3͑b͒ also clearly shows that we need to include contributions from fewer transition states in normal mode coordinates; we can see that N 8 (E) and N 9 (E) from normal mode transition states are much smaller than those from Jacobi coordinates, and have negligible effect on the final N(E) up to 1.4 eV.
B. The 6D H 2 ؉ OH reaction in Jacobi coordinates
In this subsection, we apply the TSWP method to the 6D H 2 ϩ OH reaction in diatom-diatom mass-scaled Jacobi coordinates. The Hamiltonian for the diatom-diatom system is written as 43 
Hϭ
is the reduced mass of the system,
with M i defined as,
The mass-scaled coordinates s i are defined as
where R i (iϭ1Ϫ3͒ is the intermolecular distance, and the bond lengths for H 2 and OH, respectively. Now we define two new variables q 1 and q 2 ͑analogous to collinear reaction coordinates͒ by rotating the s 1 and s 2 axes by the angle ,
42,44
ͩ q 1 q 2 ͪ ϭ ͩ cos sin Ϫsin cos ͪͩ s 1 s 2 ͪ .
͑15͒
The Hamiltonian in Eq. 12 can be written in q i and s 3 as
͑16͒
By choosing S 1 at q 1 ϭ0, we can calculate the ''internal'' transition states for the other five degrees of freedom by solving the eigenstates of the 5D Hamiltonian obtained by setting q 1 ϭ0 in Eq. 16. Note that since the transition state is non-linear, this surface is not the exact transition state surface.
After constructing the initial wave packets in (q 1 ,q 2 ,s 3 , 1 , 2 ,) coordinates, we transfer them to the (s 1 ,s 2 ,s 3 , 1 , 2 ,) coordinates, and propagate them as in the regular wave packet approach. The calculation of the bound states in 5D has been presented in detail in Ref. 45 , the propagation of the 6D wave packet in the diatom-diatom coordinates has been shown in Ref. 34 , and we will not present them here again.
Numerical results
The parameters used in this calculation are very similar to those in the initial state selected total reaction probability calculation. 34 The rotation angle in Eq. 15 is equal to 17°. There are even and odd parities for the H 2 ϩ OH reaction for total angular momentum Jϭ0 related to the wave function symmetry with respect to torsion angle ϭ0. 36 Usually we will only present and discuss the results for even parity for the purpose of illustration.
As for the H ϩ H 2 reaction, we first show in Fig. 4 the number of open states of even parity as a function of energy in the asymptotic region and on the dividing surface S 1 . Very notably, the number of open states on S 1 is much smaller than that in the asymptotic region. For Eϭ0.4 eV, for example, the ratio between these is about 13, while for Eϭ0.6 eV the ratio is about 8. Thus unlike the H ϩ H 2 reaction, this four-atom reaction reveals the superiority of the present TSWP method; the TSWP should require many fewer wave packet propagations in order to calculate the CRP. Fig. 5 shows the contributions to the N(E) from some of the transition states, N i (E) (iϭ1-5,10,15,20,25,30,35͒ for even parity and N i (E) (iϭ1-5,7,9,11,13,15͒ for odd parity. Note that all the N i (E)s are smooth, showing no strong resonance feature as in the H ϩ H 2 reaction shown in Ref. 42 and Fig. 3 in the present paper. None of the N i (E)s has a value larger than 1 in contrast to the N 1 (E) in the H ϩ H 2 reaction. Negative contributions, while still present for some transition states at some energies, are very small. The convergence of N(E) for the reaction for even parity with the number of transition states is shown in Fig. 6͑a͒ . We can see that the summation of the contributions from the first 25 transition states has already given well converged results in the whole energy region considered. By comparison, the IS-SWP approach would probably require well over 100 initial state wave packets. It is shown in Fig. 6͑b͒ that the summation of the contributions from the first 15 transition states gives the converged N(E) for odd parity which is significantly smaller than the N(E) for the even parity. Here we do not present the overall N(E) and the comparison with the result of Manthe et al., 12 as we will discuss these in detail in Subsection 4.
In Fig. 7 , we show the convergences of some initial state selected cumulative reaction probabilities ͑ISSCRP͒ from the TSWP calculation together with those from the ISSWP calculations. The ISSCRP from the TSWP approach are in good agreement with those from the ISSWP approach, especially in the lower energy region. The ratio of CPU time between the ISSWP and TSWP approaches to N(E) ͑with no initial state projections͒ is roughly equal to the ratio of open states in the asymptotic region and on S 1 ͑about 8 at Eϭ0.6 eV͒. The total CPU time for a calculation is about 150 hours on one SGI-R8000 CPU. While in order to get the results shown in Fig. 7 , longer propagation time is required, and the ratio then drops to about 4. C. The 6D H 2 ؉ OH reaction in the normal mode coordinates for a nonlinear transition state
Hamiltonian
In this subsection, we present the calculation of N(E) for the 6D H 2 ϩ OH reaction in normal mode coordinates. The coordinates are obtained by numerically constructing and diagonalizing the mass-weighted force constant matrix 10 at the non-linear saddle point on the WDSE PES shown in Fig. 8. Following Manthe et al. , 12 we neglect the vibrational angular momentum and effective potential terms of the Watson Hamiltonian which were found to have a negligible effect. 10 The resulting Hamiltonian for a four-atom system for zero total angular momentum can be written as,
where Q n (nϭ1,6͒ are the mass-weighted normal coordinates of the six vibrational modes at the transition state. These can be roughly described as O-H stretching mode, H 2 in-plane rotation mode, out-of-plane torsion mode of the system, O-H in-plane rotation mode, H 2 stretching mode, and relative mode between O-H and H 2 , respectively. The coordinates Q 5 and Q 6 are analogous to the r 2 and r 1 coordinates in Jacobi coordinates and directly determine the chemical arrangement of the system. Manthe et al. 12 used Gauss-Hermite DVRs for the coordinates Q 1 and Q 4 , and sinc-function DVRs for the Q 5 and Q 6 . They found that the O-H stretching mode Q 1 is strongly coupled with the O-H bending mode Q 4 because the actual rotation of O-H with fixed bond length changes the value of both Q 4 and Q 1 . In Fig. 9͑a͒ , we show a 2D PES for Q 4 and Q 1 with the other four normal coordinates fixed at zero. The minimum path is roughly on a circle, and more important is the fact that the O-H can rotate essentially freely in an angular range of ͓Ϫ40°,140°͔. On such a potential, it does not appear that Gauss-Hermite DVRs are a good choice to use for coordinates Q 1 and Q 4 .
Since the minimum potential path is roughly on a circle, we can define a polar coordinate system as:
where 0 is the approximate radius of the circle in Fig. 9͑a͒ , and we take a value of 82.5 a.u. for it in the calculation. On the polar coordinates, the 2D PES shown in Fig. 9͑a͒ becomes that shown in Fig. 9͑b͒ , which is much easier to handle. The kinetic energy operators for Q 1 and Q 4 in Eq. 17 are transformed to those appropriate for polar coordinates
These kinetic energy operators in polar coordinates are again simple to deal with.
Numerical results
DVRs are used for all six degrees of freedom in our calculation. For , Q 2 , and Q 3 , we used 3, 6, and 7 potential optimized DVR ͑PODVR͒ ͑Ref. 46͒ points obtained from the reference potential for each coordinate with other five fixed at the values on saddle point ͑i.e., ϭ82.5, other five equal 0͒. We used a 14 point sine DVR for covering a range of ͓Ϫ40°,140°͔, and 23 and 24 sine DVR points for Q 5 and Q 6 , covering a range of ͓Ϫ85, 50͔ and ͓Ϫ70,70͔ a.u. respectively. Because the interaction potential is symmetric with respect to the out-of-plane vibration mode Q 3 , we can classify the Q 3 vibration into two classes: symmetric and asymmetric vibration corresponding to even parity and odd parity in Jacobi coordinates. In this subsection, we will only present the results for symmetric vibration ͑even parity͒ to illustrate what we found from the study. FIG. 7 . The convergence of the cumulative reaction probability for some initial states with respect to the number of ''transition states.'' The solid circles are the reaction probabilities from the ISSWP calculation. Fig. 10 again shows the contributions from some transition states, N i (E)s, using non-linear molecule normal mode coordinates. All these N i (E)s are very smooth, all less than 1, and only some of have tiny negative values ͑on the order of 10 Ϫ4 ). However, the summation of the first 40 N i (E), shown in Fig. 11 yields N(E) ͑open circles͒ much larger than that obtained in Jacobi coordinates, and also much larger than that given by Manthe et al. 12 Something is wrong.
The problem lies in the fact that using the six Cartesian normal coordinates for internal motion, we can span more space than true internal coordinates, i.e. a single configuration defined in internal coordinates may be represented by two configurations in our six normal coordinates. In Jacobi coordinate both 1 and 2 are limited in a range of ͓0,180°͔. The change of the system configuration from trans to cis is accomplished by changing of torsional angle from 0 to 180°. While in the nonlinear molecule normal mode coordinates as shown in Fig. 8 , because the maximum torsional angle is 90°by the out-of-plane vibrational motion, the change of the system configuration from trans to cis can only be accomplished by in-plane rotation of O-H or H 2 . In the transition state as shown in Fig. 8 , H 2 is almost collinear with the O-HЈ bond, so the in-plane rotation of H 2 obviously can change the system configuration from trans to cis. The angle between O-H and O-HЈ is quite big (Ϸ63°) in the transition state configuration. Because of the very low barrier for O-H in-plane rotation to linearity, however, as can be found in Figs. 8 and 9 , the O-H in-plane rotation can also change the system configuration from trans to cis. As a result, the system will have two identical saddle configurations, one is as shown in Fig. 8 , the other is at a large value of and H 2 rotated somewhat clockwise from that shown in Fig. 8 . These two identical saddle configurations have identical internal coordinates and actually are related by a rotation of the whole system. So using the Cartesian normal coordinates for the ''internal'' vibrations only, we access some extra unphysical volume of space. Since a relatively low energy transition state lies in this region, it results in an erroneous larger value of the density of states and CRP. Although the three center-of-mass coordinates separate cleanly in normal coordinates, the remaining nine vibration/rotation coordinates which govern the vibrations and rotations, and cannot be separated cleanly for varying configurations. Since we cannot use all nine coordinates, the use of the six ''vibrational normal modes'' only is an approximation. In the case of a ''tight'' transition state, this will probably be a good approximation.
If we limit the rotation range of O-H by limiting the maximum value of ͑the minimum value is fixed at Ϫ40°͒, we can see the decrease of N(E) as shown in Fig. 11 . By setting the maximum value of around 45°we can get a N(E) very close to that obtained from Jacobi coordinates. From this, we infer that Manthe et al. 12 used a basis set covering a range up to Ϸ45°, and obtained an answer very close to the exact result which we obtained using Jacobi coordinates. This inference can also be supported by the 2D PES shown in Fig. 9͑a͒ , a range of ͓Ϫ45°,45°͔ for is most likely to be chosen if one uses Gauss-Hermite DVRs with the frequencies obtained at Q 1 ϭQ 4 ϭ0.
We also realize that there is one more problem in using such a large O-H rotation coordinate besides the extra unphysical space. From the 2D PES in Fig. 9 , we should take a range of ͓Ϫ40°,140°͔ for . However, this range contains the coordinates at which the system becomes linear and the vibrational angular momentum terms neglected in the calculation diverge. Thus the N(E)s shown in Fig. 11 for max ϭ70, 100 and 140 degree should be substantially corrected. However, there is no doubt that the corrected N(E)s for these three angles will still be much larger than the correct answer.
The problems actually have long been recognized by spectroscopists when analyzing their spectra. [47] [48] [49] [50] [51] They have been solved in some degree by using perturbation theory, [47] [48] [49] very successfully solved by using the Watson's Hamiltonian for a linear molecule 52, 10 for triatom molecules. 51 In the following section, we use the Watson's 
͑25͒
The requirement that z ϭ0 is equivalent to omitting the R degree of freedom. The final Hamiltonian is thus a function of six coordinates (r,,,,Q 6 ,Q 7 ),
‫ץ‬Q 7 2 ϩV. ͑26͒
Numerical results
This calculation for the linear molecule is now very similar to that for a nonlinear molecule in the previous subsection except that the numbers of DVR points and their types are changed due to the change in coordinates. The symmetry of the wave function in coordinate is taken into account, and the symmetric and asymmetric wave functions correspond to even parity and odd parity in Jacobi coordinates, respectively. In the present calculation, we use 3 PODVR points as in the previous subsection for the OH stretching coordinate r, 11 sine DVR points for the OH bending coordinate covering a range of ͓0, 100͔ degrees, 6 Gaussian-Laguerre DVR points for the H 2 bending coordinate with the reference frequency equal to 0.0033 a.u., and 8 sine DVR ͑for even parity͒ or cosine DVR ͑for odd parity͒ for the torsion coordinate . The numbers of sine DVR points and their ranges for Q 6 and Q 7 are the same as those for Q 5 and Q 6 in the previous subsection.
The density of states on the Q 7 ϭ0 surface is only slightly smaller than that on S 1 in Jacobi coordinates in Subsection 2, so we do not plot it. The convergence of the CRP with the number of transition states then is expected to be close to that in Subsection 2. Fig. 12 shows some of the contributions N i (E) as a function of energy as in Fig. 10 . They all are less than 1 and can be regarded as essentially non-negative with the largest negative value equal to Ϫ0.005. The converged N(E) from the first 30 transition states for even parity is shown in Fig. 13 , together with that for odd parity from first 15 transition states. As can be seen from the figure, the N(E)s are not perfect agreement with those from Jacobi coordinates, especially for odd parity. The reason, we believe, is the neglect of the vibrational angular momentum terms. Unlike the H ϩ H 2 reaction in the normal mode coordinates for a linear molecule in which the true saddle geometry is linear, here the true saddle geometry is non-linear differing significantly from the linear geometry we used as reference configuration. Thus we can expect the neglected vibrational angular momentum terms here will have a much larger effect than in the H ϩ H 2 case, and the error in N(E) here will be larger than that in the H ϩ H 2 case. The neglected vibrational angular momentum terms are very complex, and we gave up the attempt to include them. ͑The purpose of using normal coordinates is to simplify the calculation!͒ The overall speed of the computation using normal mode coordinates is much faster than using Jacobi coordinates because the direct product basis used in normal mode coordinates is much easier to handle than the nondirect product basis ͑the coupled angular momentum basis͒ in Jacobi coordinates. For the basis set used in this subsection, the CPU time for a calculation is about 50 hours in a SGI-R8000 CPU. While if we use the similar basis set as used by Manthe et al. 12 corresponding to max ϭ45°, the CPU time for a calculation is reduced to about a day!
IV. CONCLUSION
The transition state wave packet method for determining the cumulative reaction probability, N(E), and the reaction probability from given initial states has been applied to two systems, the 3D H ϩ H 2 (Jϭ0) and the 6D H 2 ϩ OH (Jϭ0) reactions. The focus of the paper has been on three areas: the demonstration that the TSWP method is an effi- cient and accurate method for determining the CRP at many energies, thus providing access to accurate thermal rate constants; the demonstration that the use of normal coordinates for linear transition states is advantageous; and an investigation of problems which may be associated with the use of normal coordinates for non-linear transition states.
For the H ϩ H 2 system the TSWP method is only slightly more efficient than the initial state selected wave packet approach since the density of states on the TS surface is comparable to the density of asymptotic internal states. For this system, it is demonstrated that the use of normal coordinates at the linear transition state decreases the number of transition state wave packets required for convergence of the CRP. In addition, the contributions from each TSWP lie almost entirely between 0 and 1, making them numerically comparable to ''probabilities of reaction'' from given TS wave packets.
The great advantage of the TSWP approach is demonstrated for the H 2 ϩ OH (Jϭ0) system. For this system the density of internal states near the TS is a small fraction of the asymptotic density, leading to greatly enhanced convergence of the TSWP approach in terms of the number of wave packet propagations required for the CRP. This is true even when Jacobi coordinates and a less than optimal dividing surface is used. Accuracy was demonstrated for this reaction by comparison of the initial state reaction probabilities with those calculated using the ISSWP approach. Good agreement was also obtained in comparison of the CRP obtained by Manthe et al. 12 Since the calculations for the four atom H 2 ϩ OH reaction are quite substantial ͑six dimensions are used͒, we examined the utility of normal coordinates defined with respect to the non-linear TS and with respect to a linear reference configuration. The normal coordinates were defined by diagonalization of the second ͑Cartesian͒ derivative matrix of the potential at the reference configurations, and the six normal coordinates corresponding to internal vibrations and translation along the reaction coordinate were used. ͑The bending vibration corresponding to non-zero vibrational angular momentum was dropped for the linear configuration since we considered Jϭ0 only.͒ It was found that the use of the TS normal coordinates produced unreliable results since they permitted double counting of specified internal configurations. This problem has been noted by others for large amplitude motion. 50, 51 The H 2 ϩ OH reaction may be especially susceptible to this problem since the TS is very ''loose'' with only a small barrier to the linear configuration. Use of normal coordinates with a linear reference configuration yielded results of satisfactory accuracy, but not exact results since we neglected the ͑complex͒ angular momentum and Coriolis terms in the Watson Hamiltonian. However, the use of normal coordinates which permit a direct product representation of the basis, is highly advantageous in terms of efficiency ͑a factor of 5 or more͒. Therefore further investigation of means to resolve the problems found here is warranted. In any case, the TSWP approach in standard Jacobi coordinates permits exact separation of the angular momentum and provides an efficient approach to the exact CRP and state selected reaction probabilities.
However, for reactions with wells supporting resonances, the efficiency of our approach over other approaches has not yet been demonstrated. The efficiency of the TSWP approach, especially over the TSPO approach of Manthe and Miller, appears likely, but still needs more investigation. First we have to investigate how to choose the first dividing surface to achieve the goal of minimizing the number of initial wave packets required. Second we should determine how this number of wave packets relates to the number of eigenstates of the ''eigenreaction probability operator'' required in the TSPO approach. Finally we would have to investigate the performance of the time-dependent approach used in the TSWP method in cases where long-lived resonances are involved, compared to the iterative approach in the TSPO method. ͑Although it is well known that the timedependent propagation is rather similar to the iterative approach in treating the Green's function acting on an initial vector.͒ Also for reactions with long-lived resonances, reaction probabilities are usually required at many energies. This makes the TSWP approach attractive since the TSWP approach can provide information for all energies by propagating each wave packet once.
