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A reaction-diffusion system involving an integrodifferential linear parabolic 
equation and a nonlinear ordinary differential equation is studied, under third type 
boundary conditions. Such a system may be used to describe the evolution of a 
class of man-environment epidemics. Conditions are given for the existence and the 
asymptotic stability of a unique nontrivial equilibrium solution, by using monotone 
iteration techniques. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
In recent years, quite a large amount of literature has been devoted to the 
analysis of reaction-diffusion systems which arise in the study of chemical, 
ecological, and epidemic systems. 
In connection with epidemic phenomena particular emphasis has been 
given to the case of integral-type reaction terms, to take into account distant 
interaction between the involved species (see, e.g., [2,4, 1 l] and related 
papers). The case in which one of the two species does not diffuse has also 
been considered [6, 171. Here we study a particular class of reaction- 
diffusion systems of this kind which has been motivated by man-en- 
vironment epidemic phenomena [5]; in the opinion of the author, it may be 
used to model a wider class of man-environment interactions due to either 
pollutants or infectious agents in the environment which are fed by human or 
other populations. 
Due to such a positive feedback the interaction term is a generalization of 
quasimonotone increasing operators not necessarily of the Nemitskii type 
(see also [ 151). The partial differential equation has been subjected to 
general third type boundary conditions which include, as particular cases, 
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the homogeneous Dirichlet and the homogeneous Neumann boundary con- 
ditions. 
The methods presented here can be regarded as a generalization of the 
usual monotone techniques [ 13, 181 to the more general class of 
quasimonotone operators in ordered Banach spaces (See also [ 151). 
Sufficient conditions for the bifurcation of a nontrivial equilibrium solution 
are given in terms of threshold parameters. 
It is clear from the analysis that the results obtained can be transferred to 
a wider class of problems even if we have focused on the particular system 
(2.1). In particular we can mention that general uniformly elliptic operators 
instead of the Laplace operator can be used as the linear operator in 
Equation (2.6). 
In Section 2 an abstract formulation of the initial value problem is given 
and existence and uniqueness of the solution is outlined; furthermore a 
comparison theorem is given, without an explicit proof, based on [3, 141. 
From this, general properties of the evolution operator of the system are 
given in an abstract form. In Section 3 the stability of the trivial solution is 
studied, introducing suitable threshold parameters. In Section 4, starting from 
the same parameters, sufficient conditions are given for the existence and 
global asymptotic stability of a unique nontrivial equilibrium solution of the 
system. 
2. NOTATIONS AND PRELIMINARY RESULTS 
The aim of this paper is to study the following system of semilinear 
parabolic integrodifferential equations: 
f u,(x; t) = d,Llu,(x; t) - a,, lQ(x; t) + Jn k(x, x’) u*(x’; t) dx’, 
a 
at u,(x; = -a22 u,(x; 4 + &(x; t))* 
(2.la) 
The first equation is subject to a boundary condition of the form 
P(x)~U,(X;t)+a(X)U~(X;t)=O, (x, t) E X2 x (0, +a). (2.lb) 
Here R denotes an open bounded subset of R” (n = 1,2,3) whose boundary 
8Q is sufficiently regular; a/&$ denotes the outward normal derivative on ~%2; 
a(.) and ,8(.) are sufficiently smooth nonnegative functions such that 
a(x) +/3(x) > 0, x E af2. 
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We shall assume that a,, and uZ2 are positive real constants and that the 
function g: R, + R, satisfies the following assumptions: 
(i) if 0 < z’ < z” then 0 < g(z’) < g(z”); 
(ii) g(0) = 0; 
(iii) g is twice continuously differentiable, g;(O) exists, and g”(z) < 0 
for 0 < z. 
Furthermore we assume that the kernel 
is a given positive continuous function such that if we denote by 
a ,2 = TF; I, k(x, x’) dx’ 
then 
lim sup f(z) < allazz. 
z-+cc z aI2 
System (2. I), (2.1 b) is supplemented by initial conditions 
2$(x; 0) = 24 I(x), xEQi= 1,2, (2.10) 
not both identically zero. 
As usual we consider in R* the partial ordering induced by the positive 
cone K = R + x R, ; i.e., if 5 = (cl, &)’ and q = (qr, q2)’ belong to R*, then 
r~11meansr~~q,,i=1,2;r>~1standsforr~rl,andr#tt;r~~stands 
for ri > vi, i = 1,2. We shall denote by ItI = It1 / + It21 the norm of an 
element r E R2. 
In order to study system (2.1) we introduce the Banach space X:= 
C@, R*) (of the functions u = (u, , u2)’ which are continuous in d), 
endowed with the norm 
X is thus an ordered Banach space with the pointwise partial order induced 
by the above said order < on R*: i.e., we set I( < v in X iff u(x) < v(x) in fi, 
etc., X, = (U E Xlu > 0). For any couple U, v of elements of X, we may 
define the interval 
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Let A be defined as the operator DA = diag(d,, 0)d with domain 
D(A):= U=(U1,UZ)‘EX mu ,p-&+au, I I i =o (2.2) an 
and let F denote the nonlinear operator 
where we have denoted by G the Nemitskii (substitution) operator associated 
with g, 
%Xx) = g@,(x)), u,EC(fi,R),xE~ (2.4) 
and H is the integral operator associated with the kernel k, 
W+)(x) = c, k(x, ’) &‘) dx’, u2 E C@, R), x E fi. (2.5) 
Thanks to the assumptions made on k and g we can state the following 
properties for the operator F: 
(a) F(0) = 0; 
(b) F is quasimonotone nondecreasing operator on X, , i.e., 0 < u < u 
and ui = vi imply Fi(u) < F,(v) for i E { 1,2}; 
(c) if U, 21 E X, , 0 < u < u’, and ui = 2ri then 
Fj(v) - Fj(u) = -ajj(vj - uj) 
wheneverjf i (i,jE {l, 2)); 
(d) for each Y > 0 there exists an L(r) > 0 such that, for all U, v E X, , 
Ilull, Ilull G r3 
IF’(u) - F(v>ll GW>ll u - u II ; 
(e) Vu E (0, l), Vu E X, , u %- 0: OF(U) < F(m) [ 11; 
(f) VR E R, - (0) 3 C, , a quasimonotone increasing linear operator 
s.t. 
Vu,vEX+, O<u<u, I(uII,IluII <R:F(u)-F(v)>C,(u-v). 
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With the above notations in mind, system (2.1a), (2.lb), (2.10) can be 
rewritten in the abstract form 
$ u(t) = Au(t) + F(u(t)), t>O (2.6) 
u(0) = u” E x, (2.60) 
Under the above assumptions it can be shown (see [9, 14,211) that a 
unique local solution of problem (2.6), (2.60) exists. Since it can be shown 
that, under our assumptions on F, we have 
then [20] the solution of (2.6), (2.60) can be extended to the whole [0, +a~). 
Under the regularity assumptions made on g it can be shown that this 
solution is actually a classical solution of problem (2.la), (2.lb), (2. lo); by 
this we mean that [9] 
u E (C’*‘(ld x (0, +a~), R) n C’*‘(fi x (0, +co), R)) 
X (Cov’@X (O,+oo),R)nC(fix (O,+co),R) 
and satisfies system (2.1a), (2.lb), (2.10) (see also [6]). 
If we denote by U(t) u” the solution of problem (2.6), (2.60) it can be 
shown that the translation operator U(t): X, E-+X has the following 
properties [ 91: 
U(0) = I. (2.8a) 
vs, t > 0, U(f + s) = U(t) U(s). (2.8b) 
vt>o, U(f) 0 = 0. (2.8~) 
vt>o, the map u” E X, I+ U(t) u” E X is continuous, 
UniformlyintE [t,,t,JcR+. (2.8d) 
vu0 E x, the map t E R, H U(t) u” is continuous. (2.8e) 
vt>o, U(f) x, c x, . (2.8f) 
The following lemma will be useful in the sequel [3, 13, 14, 151. 
LEMMA 2.1. Suppose that (a)-(d) hold for F and that u(x; t) = (ul(x; t), 
u,(x; t))’ and v(x; t) = (uI(x; t), u&x; t))’ are two classical solutions of the 
following two problems respectively: 
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; u(x; t) < DAu(x; t) + F(u)(x; t) 
f 0(x; t) ) DAu(x; t) + I;(v)@; t) (2.10) 
in Sa X (0, +a~), with boundary conditions 
B(x)~(X;t)+a(x)uI(X;f)~B(X)~LI~(X;f)+a(x)v,(x;r) (2.11) 
on a.64 X (0, +a~), and initial conditions 
0 sg 24(x; 0) Q v(x; 0) in fi; (2.12) 
then 
0 Q u(x; t) Q 0(x; t) in 4X [0, +oo). (2.13) 
Moreover, if 
q-9 0) f u(*, 0) in 0, (2.14) 
then 
u(x; t) < 0(x; t) inf2 X (0, +a~). (2.15) 
This lemma implies in particular the strict monotonicity of the operator 
w 
VUO, v” E x, : u” < v” =s Vt > 0: U(t) u” < u(t) zI” (2.16) 
Vu",voEX+:uo&uo,uo#uod't>O:U(t)uo-dI(t)uo. (2.17) 
From this, the strict positivity follows: 
vu”EX+:uo#O=sVt>O:Ow(t)uo. (2.18) 
Remark 2.1. Observe that if any of the inequalities (2.9)-(2.12) is a 
strict inequality then also (2.13) is a strict inequality. 
Remark 2.3. We shall denote by 4,(x) the eigenfunction associated to 
the first eigenvalue 1, of the following linear boundary value problem. 
A#+J#=O in L! with /3(x) $ (x) + a(x) d(x) = 0 on X!. (2.19) 
It is well known [ 161 that if a(x) > 0 and /3(x) 2 0 are sufficiently smooth on 
XJ then 1, is a real nonnegative number. If a(x) > 0 on XJ then A, > 0. The 
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corresponding eigenfunction is #&) > 0 in 0, and if B(x) > 0 on XJ then 
#i(x) > 0 on G. In any case we will normalize #r so that supxGIT $i(x) = 1. 
We wish to remark that if /3(x) = 0 at some points on &2 then 4,(x) > 0 in 
L! but has zero values at the same points on X!. If we wish to avoid this, it 
is possible [8, 191 to consider instead of #1, another function J, such that 
A& + A, & < 0 in 0 with p(x) g (x) + a(x) JJx) > 0 on aQ (2.20) 
and 
qJl(x) > 0 on EL 
3. STABILITY OF THE TRIVIAL SOLUTION 
Let 4, be the first eigenfunction of the linear boundary value problem 
(2.19); we define here the following quantities: 
(3-l) 
(3.2) 
It is clear that 
H(h) G H(h) 4, in a, (3.3) 
H(h) 4, G H(h) in a. (3.4) 
If, according to the boundary conditions, it happens that 9, (x) = 0 at some 
point of X4 then we proceed as in Remark 2.3 substituting in (3.1) and (3.3) 
F, for til. The following theorem holds: 
THEOREM 3.1. If 
8 g:(O) H(h) 
’ : = (all + d,l,) a22 < l 
then the trivial solution is globally asymptotically stable in X, for system 
(2.6). 
If 
(3.6) 
then the trivial solution is unstable for system (2.6). 
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Proof: In order to prove the first part of the theorem, consider the matrix 
C= (3.7) 
If no E X, , a constant vector <E K may be chosen such that u”(x) < 4, 
x E fi. Let w&) denote the solution of the ODE problem 
f w(t) = -(AlO + C) w(t), t>O (3.8a) 
w(O) = r (3.8b) 
and set 
4% t) : = wr(t) h(x), (x,t)EkR+. 
We have then 
(3.9) 
g (x; t) = (-$ w&t)) #l(X) = (-40 + Cl w*(t) h(x) 
2 Dh(x; t) + F(u(*; t))(x) in D X (0, +co) 
according to (2.19) (or (2.20)) and (3.3). 
As far as the boundary conditions are concerned we have from (2.19) (or 
(2.20)) that 
B(x) p (x; t) + a(x) u(x; t) 2 0 on 80 X [0, +a~). 
We may then apply Lemma 2.1 to state that if u(x; t) : = [U(t) u’](x), 
(x, t) E B x [0, +co) is the solution of system (2.la), (2.lb) with initial 
condition u” then 
u(x; t) < u(x; t) infix [0, +co). (3.10) 
Since, due to (3.5), both the eigenvalues of the matrix -L,D + C are real 
and negative, the first part of the theorem follows from (3.9) (see [6, 131). 
To show the second part of the theorem, observe that, for a suitable choice 
of E > 0, a 6 > 0 exists such that for any r> 0, ]z] < 6 we have 
g(z) > (g’(0) - E) z; hence, due to (3.4) if we set 
c; : = 
( 
--all 
g;(o)-- 
WI) , 
-a22 1 
(3.11) 
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we can state that 
VYE K ICI & 6: w, Q(x) > 4,(x> a5 (3.12) 
Due to (3.6) E can be chosen in such a way that the largest eigenvalue of 
(-n, D + C,l) is positive. Then, all that we need is to show that if {E K, 
] r] < 6 and we proceed as in (3.8a)-(3.9) with C: instead of C, we have 
$ (x: t) = ($ w&)) h(x) = (-AID + C’> w&) 4,(x> 
< Ddu(x; t) + F(v(.; t))(x), inR X (O,+co); 
the theorem follows from Lemma 2.1, by the same arguments used in 
[6, Theorem 4.3; 131. 
4. EXISTENCE OF NONTRIVIAL EQUILIBRIUM SOLUTIONS 
The stationary problem associated with (2.1 a), (2.1 b) is the following 
d,du:(x)-a,,u:(x)+~~k(x,x’)u:(x’)dx’=O 
(4.la) 
-a22GYx) + g@:(x)) = 0 
with 
~(x)-&(x)+a(x)u:(x)=o in 30. (4.lb) 
From the second of (4.1 a) we can get 
4%) = -& g(%%>> 
which with the first of (4.la) gives 
(4.2) 
d&;(x)-a,,u:(x)+~~~k(x,x’)g(u:(x’))dx’=O in R (4.3) 
subject to (4.lb). It is unlikely then, due to the presence of the integral 
operator that (4.3) and hence (4.la) admits spatially homogeneous solutions, 
even with a homogeneous Neumann boundary condition on uf . Anyhow, to 
show the existence of a unique solution of (4.la), (4.lb) we will use the 
monotone techniques of [ 13, 15, 181. 
409/103/2-20 
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We say that _u E X, is a lower solution of system (4.la), (4.lb) if g(x) is a 
classical solution of 
m4x) + F@)(x) > 0 in R (4.4a) 
with boundary conditions 
P(x) g a> + a(x) _u(x) < 0 in 2K?. (4.4b) 
The notion of upper solution is given by reversing the above inequalities. 
It will be useful to recall the following important lemmas [ 13, 181. 
LEMMA 4.1. Zf u > 0 is a lower solution of system (4.la), (4.lb) then 
U(t) _u is nondecreasing in t > 0. Furthermore if 
Jv;(_~):={~~~(A)lAy/+F(~)=o,y~~}f0 
then a #- = min Jtr, (u) exists such that 
lim 
I++00 
(1 U(t) _u - $- (( = 0. (4.5) 
LEMMA 4.2. Zf u > 0 is an upper solution of system (4. la), (4. lb) then 
U(t) ii is nonincreasing in t > 0. Furthermore if we denote by 
,~^_(P):={v/E~(A)IAw+F(w)=O,W~~} 
then a 4, = max Jvl (ti) exists such that 
lim 1) U(t) P - 4, (I = 0. (4.6) I-too 
LEMMA 4.3. Let kk)ksN be a nonincreasing s_equence of solutions of 
system (4.la), (4.lb) such that Vk E N: xk % 0 (in R zf/3(x) # 0 in aa; in R 
tf p(x) = 0 at some point in 80). Then a x s 0 (as above) exists such that 
lim,,, (Jxk -x1( = 0. This function x is itself a solution of the same system. 
Consider now the following nonlinear function 
and consider the ODE system 
$44 =mn t > 0. 
It is easy to show [7] 
(4.8) 
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PROPOSITION 4.4. If 
(4.9) 
then two equilibrium solutions exist for system (4.8) in the positive case. 
They are given by the origin 0 = (0, O)‘, and by the only nontrivial solution 
zi+ = (z:, zf)’ of the system f(z) = 0. In this case 0 is unstable while z* is 
globally asymptotically stable in K - {O}. 
Observe now that, due to the fact that 4,(x) < 1, 
(4.10) 
then if e2 > 1, also 8 > 1 and Proposition 4.4 holds true. We have 
PROPOSITION 4.5. If 19~ > 1 then the nontrivial equilibrium solution z* of 
(4.8) is an upper solution of system (4. la), (4.lb). 
Proof. In fact, 
DAz* +F(z*)=F’(z*)~~(z*)=O 
and 
Now, thanks to Proposition 4.5 and Lemma 4.2, a $: = max UK (z*) 
exists such that 
lim 11 U(t) z* - 4: 11 = 0. 
t++oO 
Furthermore, for any no E X, , ifcEK-{O)issuchthatO<u’<<,then 
U(t) u” <z&t) if zr(t) is the solution of the ODE system (4.8) with initial 
condition z(0) = <. It is clear then, thanks to the global asymptotic stability 
of z* that 
This implies in particular that if $ is any other equilibrium solution of 
system (2.la), (2.lb), then $ < 4:. Hence $: is the maximum element 
among all equilibrium solutions of (2.la), (2.lb), and then independent of 
z *. From now on we will denote it with 4, . It is easily seen that 4 + % 0. 
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Consider now the matrix Cl defined in (3.11). As we saw in Section 3, if 
B, > 1 then the largest eigenvalue pu, of (-A, D + CL) is real and positive. It is 
well established then (see, e.g., [ 10, p. 661) that corresponding to ,uu, there will 
be an eigenvector tl% 0. Then the following proposition holds. 
PROPOSITION 4.6. If 9, > 1, then for any y > 0 such that II& q(J< 6, 
(see (3.12)) the function g(x): = y&(x) q in fi, is a lower solution of system 
(4.la), (4.lb). 
Proof: We need only to observe that due to the meaning of o,(x) and to 
(3.12), we have 
D&(x) + Q(x)) > rh(x)(-4D + C:) v =P,Y~(x) rl> 0 
and due to (2.19), 
P(x) g (x) + a(x) g(x) = 0. 
We can introduce an infinitesimal sequence (yk)keN of positive real 
numbers such that )]yk#iq)I < 6, f or any k E N (where 6 is defined as in 
(3.12)). Then, after Proposition 4.6, _uk(x) := yL(i(x) 71, k E N is a nonin- 
creasing sequence of lower solutions of system (4. la), (4. lb). In correspon- 
dence of it we can construct, thanks to Lemma 4.1, a nonincreasing sequence 
(#JksN, 0, * 0 (in J7 if p(x) # 0 in 80; in 0 if p(x) = 0 at some point in an) 
of solutions of system (4. la), (4.lb). By Lemma 4.3 an equilibrium solution 
$- of system (2.la), (2.lb) exists such that 0 < #- < $+ and 
lim,+, II h - 4- II = 0. N ow if no # 0, it is clear that a v > 0 and a 
sufficiently large k E N exist such that U(V) u” > _uk. 
It can be shown then, by standard techniques [6, 13, 181 that 
for any u” E X, - {0}: (lima d(U(t) u’, [I-, d,]) = 0. (4.11) + 
In order to prove that d- is equal to 4, we need the following proposition. 
PROPOSITION 4.1. Under the assumptions made on g, the translation 
operator U(t) is a strongly concave operator [12], i.e., 
vt > 0, VZPEX,, u” 9 0, vu E (0, 1) 3cz = a(uO, a) s.t. 
u(t)(ou”) > (1 + a) au(t) UO. (4.12) 
ProoJ: Let t > 0, (T E (0, 1) and u” E X, , u” $0, and set 
x(t) = U(t)(ouO) -aU(t) u”. 
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It is clear that x(O) = 0 and if t > 0, 
~*(l)=$(U(r)ouO)- u $ U(f) u” 
= A (U(t) uuO) + F( U(t) ml”) 
- a{A(U(t) u”) + F(U(t) u”)}. 
If we take e) and f) in Section 2 into account, then 
uuO) - F(oU(t) u”) > A,@) + C&t), t>O 
It is possible then to show, thanks to the strong comparison theorems (see 
Remark 2.2) and to the fact that C, is a quasimonotone increasing operator, 
that 
Vt > 0: x(t) * 0, 
from which the thesis follows. 
THEOREM 4.7. Zf 8, > 1 then system (2.la), (2.lb) admits a unique 
nontrivial equilibrium solution 4 + 0 which is globally asymptorically stable 
in X, - {O}. 
ProojI This result follows from the fact that any equilibrium solution 4 
of system (2.la), (2.lb) is a fixed point of U(t) for any t > 0. But we have 
shown that U(t) is, for f > 0, strongly positive, monotone, and strongly 
concave, and then a uniqueness theorem of fixed points holds [ 12, p. 1881. 
The global asymptotic stability follows from (4.11). 
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