Abstract: A number of strategies for state and parameter estimation for a centrifugal compressor system are investigated using a nonlinear dynamical model. It is found that high frequency measurements can be combined with lower frequency measurements to achieve high fidelity state estimation for stable equilibria, limit cycles, as well as transients using either a multirate discrete extended Kalman filter or a data fusion based algorithm with one independent estimator per measurement. When there is a change in one of the parameters of the system only a filter designed to adapt to such changes produces estimates with acceptable errors for a locally stable equilibrium.
INTRODUCTION
Compressor systems are in many process plants the most critical equipment and it is vital to have a reliable knowledge of the current state to ensure their integrity and safe operation. The transient dynamics of the compressor system can be very fast compared to the sampling rates of the instrumentation. Measurements from the compressor typically include pressures, temperatures, valve positions and perhaps volume or mass flow. If the compressor is driven by an electrical motor with a variable speed drive, it is also possible to get reliable high frequency estimates of torque and rotational velocity without additional instrumentation. Typically a setpoint for the rotational velocity is realized by very fast control algorithms in the frequency converter adjusting the torque and thus rate of revolution of the electrical motor, which in turn is connected to the compressor either directly or via a gearbox.
A state estimator capable of utilizing the measurements from the compressor as well as the high frequency estimates from the control algorithm in the electrical drive system could provide valuable insight in what kind of stress the compressor is experiencing during a transition period caused, e.g., by a power dip, setpoint change or other variations in the process. Such knowledge can then be used to assess the impact of a transient on the condition of the machinery. The academic body of literature on control of centrifugal compressors is large whereas not many articles have had state estimation as the main topic. A review of efforts in designing observers for feedback control can be found in Bøhagen (2007) .
In this paper we evaluate methods to obtain a state estimator for an electrically driven compressor system capable of utilizing measurements gathered asynchronously and with a large variation in the sampling rates providing a reconciliation of measurements with lower sampling rates as well as a high fidelity estimate of system states and model parameters. The dynamical model used in simulations and filter design is presented in Section 2 and then the estimation strategies are outlined in Section 3. Numerical experiments and simulation scenarios are explained in Section 4 together with the results for the different estimation strategies before conclusions are given in Section 5.
COMPRESSOR MODEL
A dynamical model for a compressor system was derived to study the phenomena of surge and rotating stall in Greitzer (1976) . This model was later extended to include variable rotational velocity in Fink et al. (1992) . Compressor modeling is covered in detail in Gravdahl and Egeland (1999) . A set of equations, taken from Gravdahl et al. (2002) , describing the dynamics of a compressor with varying rotational velocity connected via a duct at the outlet to a throttled plenum volume are:
where p is the plenum pressure, m is the mass flow through the compressor and ω is the rotational velocity of the compressor impeller. The parameter V p is the plenum volume and p 01 and a 01 represent the stagnation pressure and the speed of sound of the gas at the inlet respectively. The area and the length of the duct from the compressor to the plenum are denoted A 1 and L c respectively and J is the moment of inertia for the rotating parts of the machinery. The function Ψ c (ω, m) represents the compressor characteristic which is modeled by the expression,
where c n is the negative massflow parameter, c p is the specific heat at constant pressure, T 01 is the stagnation temperature at the inlet, κ = c p /c v is the ratio of specific heats where c v is the specific heat at constant volume, k f is the fluid friction factor, r 1 is the mean inducer radius and r 2 is the is the impeller radius. The constant α is given by
where β 1b is outlet angle of the the inlet blades and the inlet density is denoted by ρ 1 . The cardinality and sweep of the rotor blades is accounted for by the function
where β 2b ∈ (0, π) is the rotor blade angle and n blades is the number of blades. The throttle valve massflow is modeled as:
where the throttle parameter k t is a scaled value of the valve opening. The drive torque delivered by the electrical motor is denoted τ d and the compressor torque is given by the function τ c (ω, m) = μr 2 2 ωm.
(6) More details of the model formulations in (1-6) can be found in Gravdahl et al. (2002) . The model has, with slight modifications, been shown to agree well with dynamics observed in actual compressors given appropriate parameter values in Gravdahl et al. (2004) .
Parameter augmentation
Since some of the parameters in the compressor model represent physical properties that vary over time, there is a need to adapt the model to such variation. One way of achieving this is by augmenting the varying parameter to the state vector and introducing a corresponding state equation saying that the parameter is constant. Here the stagnation temperature at the inlet is assumed to vary, and T 01 is augmented to the state vector with the dynamicṡ T 01 = 0.
(7) In addition to changes in the inlet temperature, changes of the parameters related to the gas as well as the inlet stagnation pressure are to be expected on a short time scale. Parameters relating to the compressor geometry are also likely to change over time due to increased leakage or maintenance work, but such changes are expected to be manageable through an offline procedure. Note that parameter estimation comes at cost of an increase of dimension of the state space which introduces new equilibrium solutions to the model.
STATE ESTIMATION STRATEGIES
In practical applications it is common that several measurements are available with asynchronous sampling at different rates. There are a number of different ways to incorporate the measurements in the state estimation algorithm. An estimation strategy based on multi sensor, multirate, asynchronous data fusion via Kalman filters for linear systems is presented in Yan et al. (2006) where independent estimators for each measurement are used and the corresponding estimates are fused based on the respective estimate covariance matrix. Even though the present study is concerned with nonlinear systems using extended Kalman filters with multiple asynchronous measurements, the approach from Yan et al. (2006) is adapted and tested. An alternative option is to switch between different measurement configurations based on available measurements and update the estimate accordingly using a multirate filter as in Oliveira and Pascoal (1998) .
Multirate discrete extended Kalman filter
Assume that the physical process of which the states are to be estimated can be described by the system,
x(0) = x 0 , where x = x(t) is the state vector with initial value x 0 , u = u(t) represent actuator inputs, y i are the measurements with configuration i, f (x, u) represent the state derivatives and h i (x, u) is a measurement function. The superscript i is used to enumerate the filter configuration for different measurement functions each related to a specific sensor or combination of sensors. The sensor information can be obtained at discrete times and is assumed to contain a component of random noise, and the same is true for the actuator inputs. Neither of the functions f or h can be known exactly, but it is assumed that there exists suitable models with sufficient fidelity to be used for state estimation. Consider the general nonlinear difference equation,
x k=0 = x 0 , where x k is the state vector at time k, y i k is a measurement from sensor configuration i and w i represents the corresponding measurement noise and g k (x k , u k ) represents the change of states from time t k to time t k+1 and is defined as,
where
and adding Gaussian noise terms Bv and D i w, we get a discrete time model for the physical system for an arbitrary time step, Δt k = t k+1 − t k :
(11) A discrete extended Kalman Filter for this model has a correction step taking measurements into account and a prediction step propagating the state estimatesx k (t k ) and covariance matrix P k (t k ) in time, see e.g. Jazwinski (1970) . The correction step adjusts the estimates at time t k by identifying the current measurement configuration i based on available measurements and using the update rule:
where R is the covariance of the measurement noise w and
is the Jacobian of the measurement function with configuration i at the estimated states. The prediction step is given bŷ
is the Jacobian of the system function at the estimated states and Q is the covariance matrix of the system noise v.
Data fusion estimation algorithm
The data fusion algorithm from Yan et al. (2006) takes the current state estimatesx i k and estimate error covariance matrices P i k from a set of N independent Kalman filters and combines them to achieve an optimal combined estimate in the sense of linear minimum covariance using the expression:
The estimation error covariance for the combined estimate is then Carlson (1990) showed that P k ≤ P i k ∀i ∈ [1, N] which implies that each additional estimate improves the combined result, see Yan et al. (2006) . Note that it is not required that the individual estimators are based on measurements for which the system is observable or that they use the same time step. In the present study this data fusion algorithm is directly applied to nonlinear state estimation by replacing the Kalman filters with extended ones. The individual extended Kalman filters perform the following correction step when the (scalar) measurement is available:
with
Otherwise the estimate is propagated according tox
NUMERICAL EXPERIMENTS
The model introduced in Section 2 has been implemented using Simulink with parametrization according to table 1, and simulations have been performed for four different scenarios:
• For each scenario five different estimation strategies have been applied:
• CEKF ω : Constant gain extended Kalman-Bucy filter with h 1 (x, u) = ω − ω 0 as measurement where the Jacobians, A 0 = ∂f (x, u)/∂x| x=x0 and C 1 0 = ∂h 1 (x, u)/∂x| x=x0 , are computed for the design operating point x 0 and then used to calculate a measurement feedback gain
where P is found by solving the associated Riccati equation,
• DEKF: Discrete extended Kalman filter with a scalar measurement given by h 1 (x, u) = ω (DEKF ω ) or h 2 (x, u) = p (DEKF p ) using (17) and (18); • DEKFPE: Discrete extended Kalman filter with parameter estimation using (17) and (18) with h 1 (x, u) = ω measurements and T 01 as an augmented state using (7); • MDEKF: Multirate discrete extended Kalman filter with measurement configurations h 1 (x, u) = ω, h 2 (x, u) = p and h 12 (x, u) = [ω, p] T using (12) and (13);
• FDEKF: Data fusion estimation algorithm with two independent discrete extended Kalman filters, one using h 1 (x, u) = ω (DEKF ω ) and the other with (17) and (18). The combined estimate is obtained by fusing the independent estimates using (14) and (15) at arbitrary times.
The ω measurement is available to all estimators at a sampling rate of 1 kHz. For the estimators using multiple measurements p has been sampled with the time step 
Stable operating point
In the simulations with the stable operating point there is an initial transient due to the offset between the initial condition in the simulation and the actual stable operating point at x = [163346, 0.302, 3592.7] T which is reached at approximately t = 5 s. In Fig. 1 , this transient is shown as a trajectory in the m-p/p 01 plane where it is clear that the simulation actually enters the region of unstable operation before the state settles at the equilibrium. As shown in Fig. 2 , the different estimators also experience an initial transient due to the initial estimation error. The advantage of using the lower frequency p measurement is clear from the instant reduction in the errors at t = 0.1 for MDEKF and FDEKF. The advantage of using multiple measurements is also clear in Fig. 3 where the evolution of the errors are shown in a time window for which the simulation as well as the estimators have converged to the stable operating point. The correction steps every 0.1 seconds clearly reduces the errors for the estimators using the pressure measurement. Table 2 shows a comparison of the average estimation errors in all states for the different estimation strategies. In this case all strategies have acceptable performance with only a small improvement through use of multiple measurements. 
Limit cycle
Setting the throttle parameter k t = 0.00075 shifts the location of the throttle line, whereṗ = 0, to the left of the surge line as show in Fig. 4 . This means that the operation point equilibrium at x = [206872, 0.245, 4425.5] T is unstable and the trajectory in the m-p/p 01 plane clearly shows that the compressor is operating in a limit cycle. Nonlinear effects are obviously important in this scenario and this makes it more challenging for the state estimators. In Fig. 5 , a time interval of the pressure estimate errors is shown for DEKF ω , MDEKF and FDEKF illustrating the effect of the correction steps from pressure measurements every 0.1 seconds. In table 3, the estimation errors for all states and estimation strategies are listed. In this case the filter with parameter estimation failed to converge and the performance of CEKF is no longer of the same order as the other filters with the exception of DEFK p with 10 Hz sampling. Increasing the sampling rate of the pressure to where the compressor is experiencing a loss of driving torque from t = 10 to t = 12.
20 Hz improved the results significantly for DEKF p , and also MDEKF and FDEKF performed better.
Torque drop
The torque drop scenario is motivated by the occurrence of power drops resulting in a loss of driving torque to the compressor. Due to the rapid dynamics of the transients in the system, there is a risk for the operating point entering the unstable region before protection measures can prevent it, thus threatening the integrity of the machines mechanical parts which could be damaged. In this scenario the torque drops to half its original value instantly at t = 10 and then recovers after 2 seconds. The trajectory of the operating point in the m-p/p 01 plane shown in Fig. 6 does in fact enter the unstable region during the transition to the new (stable) equlibrium at x = [130374 0.209 2594.1] T corresponding to the lower torque. During the re-acceleration back to the original equilibrium, when the drive torque is recovered, the operating point does however remain in the stable region. All the estimation strategies are fairly successful in tracking the operating point through the transitions as shown in Fig. 7 . The filter with parameter estimation has a clearly larger transient in the estimation error whereas the other filters maintain their performance levels. 
Parameter change
In this scenario a ramped increase of the inlet temperature by 10 degrees over 5 seconds is introduced in the simulation which quickly adjusts the states to operate in the new corresponding equilibrium. The state estimators also react to the change by adjusting the estimates, and with the exception of the DEKFPE they all fail to converge. Convergence of the DEKFPE is rather slow, but it eventually reaches the correct equilibrium with an accurate estimate of the inlet temperature and estimate error variances similar to those reported in table 2. The CEKF and DEKF both converge to an equilibrium which is different from the actual one as shown in Fig. 8 . The errors in the MDEKF and FDEKF filters have been excluded from the figure since they are oscillating heavily depending on the availability of the pressure measurement.
CONCLUSIONS
The present study shows that it is feasible to make use of both high frequency and low frequency measurements gathered asynchronously from different independent sensors to obtain a high fidelity state estimate of the current state including transients also for nonlinear systems. The performance of the state fusion estimation algorithm with extended Kalman filters is comparable to the multirate discrete extended Kalman filter in the cases when the system is operating in a limit cycle or experiences a large transient in the inputs, if the sampling rate for the pressure measurement is large enough. Estimators utilizing only one measurement perform well in scenarios when the system is locally stable but for the limit cycle additional measurements are necessary. The discrete multirate extended Kalman filter has the best overall performance, but the data fusion based algorithm has the advantage of decentralization. This can be very useful if the different sensors belong to disjoint systems separated by a communication time lag, such as pressure measurements from a process control system and rotational speed estimates from a frequency converter.
A parameter change has a large impact on the results, and only the filter with an ability to adapt to such changes is successful. A robust state estimator for general applications will need to adapt to parameter changes and make use of at least two measurements in order to achieve sufficient fidelity.
