Let Q(k; l) be a poset whose Hasse diagram is a regular spider with k +1 legs having the same length l (cf. Fig. 1 ). We show that for any n 1 the n th cartesian power of the spider poset Q(k; l) is a Macaulay poset for any k 0 and l 1. In combination with our recent results 2] this provides a complete characterization of all Macaulay posets which are cartesian powers of upper semilattices, whose Hasse diagrams are trees.
Introduction
Let (P; ) be a nite poset. For x; y 2 P we write x y if x y and there is no z 2 P yielding x z y. The poset (P; ) is called ranked if there exists a function r P : P 7 ! IN such that min x2P r P (x) = 0 and for any x; y 2 P the conditions x y implies r P (x)+1 = r P (y). We call the number r P (x) the rank of x. The set P t = fx 2 P j r P (x) = tg is called the t th level of P. For a subset A P i and t > 0 de ne the shadow of A as (A) = fx 2 P t?1 j x y for some y 2 Ag:
Consider the shadow minimization problem on a ranked poset (P; ): for a given poset (P; ) and given natural numbers t > 0 and m, 1 m jP t j nd a set A P t such that jAj = m and j (A)j j (B)j for any B P t with jBj = m. We call such a set optimal.
This problem is one of the central problems in combinatorics and has a lot of applications (see 7] for an introduction to the subject).
Let be a total order on P. For z 2 P t denote F t (z) = fx 2 P t j x zg: We call a subset A P i initial segment if A = F t (z) for some z 2 P t . A poset (P; ) is called Macaulay, if there exists a total order (called Macaulay order), such that the following properties hold: N 1 (nestedness) : For any t > 0, and any z 2 jP t j the initial segment F t (z) has minimal shadow among all subsets of P t of the same cardinality; N 2 (continuity) : For t > 0 it holds: (F t (z)) = F t?1 (z 0 ) for some z 0 2 P t?1 .
In our paper we deal with the spider poset Q(k; l). The elements of this poset are natural numbers 0; 1; : : : ; (k + 1)l, and the partial order is de ned as follows:
i (i) = (mod k + 1) and , or (ii) = (k + 1)l. The Hasse diagram of Q(k; l) can be obtained from k + 1 copies of a chain with l + 1 vertices by identifying their top vertices (see Fig. 1 for an example of Q(3; 2)). We denote by Q n (k; l) the n th cartesian power of the poset Q(k; l). The elements of Q n (k; l) are n-dimensional vectors with integral entries in the range 0; (k + 1)l]. The partial order on this set is de ned as follows: ( 1 ; : : :; n ) ( 1 ; : : :; n ) i i i , i = 1; : : : ; n. It is easy to show that the poset Q n (k; l) is ranked for any n 1. The Macauleyness of the poset Q n (k; l) for particular values k and l has been extensively studied in the literature. For example, for the n-cube (i.e. for k = 0 and l = 1) the corresponding result is known as the Kruskal-Katona theorem 10, 11] . For the lattice of multisets (or grids for brevity), i.e. for k = 0 and l 1, the result follows from the Clements-Lindstr om theorem 6] (cf. Theorem 1). Finally, the Macauleyness of the star poset (l = 1 and k 0) is established in 1, 12, 13].
In 2] it is shown that if the Hasse diagram of a ranked semilattice P is a tree and if a certain cartesian power of P is Macaulay, then the poset P is isomorphic to Q(k; l) for some k and l. This motivates our interest in the spider poset. The main result of the paper is that the poset Q n (k; l) is Macaulay for any positive k; l and n. This theorem includes such important results in combinatorics as the Kruskal-Katona theorem 10, 11] and Clements-Lindstr om theorem 6] as special cases. In order to prove our theorem we use an approach which is based on Steiner operations (cf. 5]), in particular on compression. It is known that such operations can be e ciently applied to many combinatorial problems. For example, by using this approach the rst proof of the Kruskal-Katona theorem in 11] was shortened from 30 pages to just 1.5 pages (see e.g. 8] ). In the case of the n-cube a compressed set has a very simple structure. However, as the poset becomes more complicated, only compression is not enough to establish its Macauleyness, and more sophisticated arguments are needed. We believe that our technique and the order we introduce can be well applied to a wider class of posets. Some possible directions to such extension are mentioned in the conclusion.
The paper is organized as follows: in Section 2 we de ne a total order on Q n (k; l) and list some of its properties. Section 3 consists of auxiliary results that are used in Section 4 to prove our main result, namely the Macauleyness of the order , and, thus, of the poset Q n (k; l). An application of this result to an edge-isoperimetric problem for products of block graphs (graphs in which every block is a clique) and a conclusion in Section 5 complete the paper.
The order and its properties
In order to simplify the denotations we often write Q n and Q n t instead of Q n (k; l) and Q n t (k; l) respectively, if the values of k and l are obvious from the context. For n 2 we denote the elements of Q n by bold Latin letters, while the elements of Q are denoted by Greek letters. , then a = (0; 3; 1; 3; 1; 0), I 0 (a) = f1; 6g, I 1 (a) = f3; 5g, I 2 (a) = ;, I 3 (a) = f2; 4g, p 0 (a) = (0; 4), p 1 (a) = (1; 5), p 3 (a) = (8; 3), and a = (0; 4; 1; 5; 8; 3). Now we de ne the total order L n 0 (k; l) on the set Q n 0 (k; l). The de nition is inductive on k and n. Since jQ n 0 (0; l)j = 1, then the order L n 0 (0; l) is trivial. For n = 1 we order the elements of Q 0 (k; l) as 0 < 1 < < k. Assume for each k 0 and n 0 with 0 k 0 < k and n 0 < n, the order L n 0 (k 0 ; l) is well de ned and let k 1 and n 2. First we partition the elements of Q n 0 into 2 n blocks B :
Now we are ready to de ne the total order n k;l on Q n (k; l). For a;b 2 Q n t , n 1 and t 1 we write b n k;l a (or a n k;l b)
(ii) if a = b holds, thenã is greater thanb in the lexicographic order.
We often use simpli ed denotation for this order if the values of n; k and l are clear from the context. For a subset X Q n we refer to its largest (resp. smallest) element as to the largest (resp. smallest) element of X in order . c. For any l > 1 the subposet of Q n with the element set R = fc 2 Q n (k; l) j c i] > k; 1 i ng and the induced partial order is isomorphic to Q n (k; l?1). Moreover, the induced total order on R is isomorphic to n k;l?1 ;
d. Consider for k > 1 the subposet of Q n with the element set S = fc 2 Q n (k; l) j c i] > 0; 1 i ng and the induced partial order is isomorphic to Q n (k ?1; l). Moreover, the induced total order on S is isomorphic to n k?1;l . 
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Our technique is based on manipulations with the grids fL x j x 2 Q n 0 g (cf. Lemma 1b).
Obviously, the set of these grids forms a partition of Q n . This fact is illustrated in Fig. 2 Denote by F n t (m) the set formed by the rst m vertices of Q n t . Let M Q n and A Q n t .
We say that the set A is an initial segment in the set M if A \ M = F n t (m) \ M for some s s s m. The following lemma shows that the order satis es the continuity in the de nition of the Macaulay poset.
Lemma 3 For any n; m and t > 0 one has: (F n t (m)) = F n t?1 (m 0 ) for some m 0 .
Proof. Denote A = F n t (m) for brevity. Furthermore, denote by a and c the largest vectors from A and (A) respectively. The de nition of the order implies a = c. Let Finally, if b = c, then the lemma follows from Lemma 1b, since the continuity is satis ed for grids with respect to the lexicographic order (cf. 6, 7] ).
This lemma and the following theorem, which we will prove in Section 4, provide the Macauleyness of the poset Q n (k; l). Theorem 2 For any positive integers n; l; t, and k 0 j (F n t (jAj))j j (A)j for any subset A Q n t (k; l).
Some auxiliary results
Let A Q n t , n 2, and let i be an integer, 1 i n. Furthermore, for 2 Q denote Q n;i t ( ) = fx 2 Q n t j x i] = g A i ( ) = A \ Q n;i t ( ): Denote by C i (A) the set obtained from A by replacing A i ( ) with the rst jA i ( )j vectors of Q n;i t ( ) for all 2 Q. We say that the set A is i-compressed if C i (A) = A. If A is i-compressed for any i = 1; : : : ; n, we call the set A compressed. Although the following lemma states a standard property of the compression, we provide a proof for completeness. Lemma Similar inequality holds for D = C i A too. However, for D this inequality becomes an equality. This is true, because by Lemmas 1 and 3 the set (D i ( )) \ Q n;i t?1 ( ) is an initial segment in Q n;i t?1 ( ) and, obviously, i ! (D i ( )) is also an initial segment in the same set. Finally, since Theorem 2 holds in n ? 1 dimensions, then (D i ( )) \ Q n;i t?1 ( ) (B i ( )) \ Q n;i t?1 ( ) and the lemma follows.
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Due to this lemma we assume in the sequel that A 2 Q n t is an optimal compressed set. The second assertion can be proved similarly.
Lemma 6 Let x;y 2 Q n 0 with x y and (x; y) = 1. Furthermore, let Q n t \ L x 6 = ;. z j < j for some j 6 = i. Therefore, z 0 = z 1 ;:::;z i ?1;:::;z j +1;:::;zn 1 ;:::;x i];:::; j ;:::; n 2 Q n t \ L x . Since z p] = z 0 p] for p 6 2 fi; jg, and since A is p-compressed, then z 0 2 A. 2 Lemma 7 Let n 3, let x;y 2 Q n 0 be adjacent and let x y. Furthermore, let Q n t \L x 6 = ;. a. Let L x be not full and let p withp = p 1 ;:::;pn 1 ;:::; n be the smallest element of (Q n t nA)\L x .
If p n = n , then L y is empty. Fact 1 There exists j, 1 j < n, such that p j < q j .
Proof. Indeed, since p;q 2 Q n t , then
Thus, if p n > q n then the assertion is true. If p n = q n , then i = n and the assertion follows from (1) and the fact that p j 6 = q j for j 6 = i. If p n < q n , then p n = n implies p n = l ? 1 and q n = l. It follows from (1) that P n?1 j=1 p j = P n?1 j=1 q j + 1. Now if p j q j for j = 1; : : : ; n ? 1 then p r = q r + 1 for some r < n and p j = q j for j 6 Since p n = n and i 6 = n then p n q n . This and (1) 
We just sketch the arguments.
Assume the contrary, i.e. (Q n t n A) \ L x 6 = ; and let q 2 (Q n t n A) \ L x . We apply the permutation to q as above and consider the resulting vector (q) 2 L x of the form (q) = q 1 ;:::;q i ;:::;qn 1 ;:::; i ;:::; n for some i, 1 i n, with i < i = k. We can assume p j 6 = q j for all j 6 = i. As in Fact 1, there exists j, 1 j < n, such that q j < p j . Now, if j 6 = i, then consider z 2 Q n t \ L y of the formz = z p = z and z q is obtained from z q?1 by replacing some of its nonzero entry with k for q = 1; : : : ; p. Since L z is full, and since (z q ; z q?1 ) = 1, then Lemma 6a implies all grids L z p ; : : : ; L z 0 = L x are full. This contradicts the choice of L x .
It remains to consider the case y j] 6 = k for j 6 = i. Since jyj > jxj, then jyj = 1, y i] = k and jxj = 0. Now if y j] 6 = 0 for some j > i then consider the vector y 0 obtained from y by exchanging y i] and y j]. One has z y 0 y and L z is full as above, which leads to a contradiction. Since z j] 6 = 0 for j 6 = i by the arguments above, then x j] > 0 for j 6 = i. Finally, if y j] > 1 for some j < i, then for y 0 = (1; : : : ; 1; 2; k; 0; : : : ; 0) (with y 0 i] = k) one has z (1; : : : ; 1; k; 1; 0; : : : ; 0) y 0 y. This implies L z is full, and we have a contradiction. Therefore, y = (1; : : :; 1; k; 0; : : : ; 0) (with y i] = k). Finally, if x and y are in the last block, then we apply the arguments above to the subblocks of this block. It follows that x and y are either in di erent subblocks or in the last subblock. In the former case x and y are of the form from the statement with p = 2. In the last case we partition the last subblock into further subblocks and proceed in accordance with the recursive de nition of the order . Note that if z j = y j for some j then L z is full, which contradicts the choice of L z . This implies p k ? 2.
The order provides a numbering of the vectors of Q n by 1; 2; : : : ; jQ n j. In accordance with that for x 2 Q n denote by N(x) the number of the vector x in the order and for A Q n let N(A) = P x2A N(x). We assume throughout the text that A is optimal and N(A) < N(B) for any optimal set B with jBj = jAj: (2) In the proof of Theorem 2 we use some operations on optimal sets which result in optimal set B with N(B) N(A). These operations are based on the transformation T on grids which is described in the following lemma. At this point remember that in accordance with the Clements-Lindstr om theorem (cf. Theorem 1) the lexicographic order is the Macaulay order for grids. For a grid G and its level G t we refer to an initial segment of the lexicographic order in G t as to lexicographic segment. Let H be a s 0 1 s 0 n (host) grid and let G be a s 00 1 s 00 n (guest) grid. Furthermore, let I H H t 0 and I G G t 00 be lexicographic segments in H t 0 and G t 00 respectively. Our transformation T(H; G) consists of the replacing of the segments I H and I G by the lexicographic segmentsĨ H andĨ G respectively, which are de ned as follows: if jI H j + jI G j jH t 0j, thenĨ H is the lexicographic segment of length jI H j + jI G j in H t 0 andĨ G = ;. Otherwise, if jI H j+jI G j > jH t 0j, thenĨ H is H t 0 andĨ G is the lexicographic segment of length jI H j+jI G j?jH t 0j in G t 00.
Lemma 9 Let n 2, s 0 i?1 s 0 i and s 00 i?1 s 00 i for i = 2; : : : ; n. Furthermore, let s 0 i s 00 i for i = 1; : : : ; n and let t 0 t 00 . Then j (Ĩ H )j + j (Ĩ G )j j (I H )j + j (I G )j.
Proof. We assume I G 6 = ; and prove the lemma by induction on n. For n = 1 the lemma is obviously true, so let us make the inductive step for n 2. Denote by h (if I H 6 = ;) and g the largest elements of the segments I H and I G in the lexicographic order respectively. If I H = ; we set h = (t 0 ; 0; : : :; 0). Note that P n i=1 h i] = t 0 and P n i=1 g i] = t 00 . We introduce the (n ? 1)-dimensional subgrids H(i) = fx 2 H j x 1] = ig, i = 1; : : : ; h 1], and G(i), i = 1; : : : ; g 1], de ned similarly.
We apply the transformation T(H (h 1]); G(g 1]) ) (in (n ? 1) dimensions) and obtain two new lexicographic segments I H and I G . By induction j ( I H )j + j ( I G )j j ( Fig. 3 by dotted lines) Fig. 3 . In this Figure we Obviously, the lexicographic segment I G transforms into a lexicographic segment in G. We denote this segment by I G . The lexicographic segment I H , in turn, transforms into a set which we denote by B. Note that for any i and any subset D
Ĥ (i) it holds: (D)\H(i) Ĥ (i).
This implies j (B)j + j ( I G )j = j (I H )j + j (I G )j. Replace the set B with a lexicographic segment I H of the same size in H t 0 . Then j ( I H )j j (B)j by Theorem 1. Thus, for the segments I H and I G one has j ( I H )j + j ( I G )j j (I H )j + j (I G )j.
We apply the transformations described in cases 1 and 2 to the obtained segments I H and I G . After a nite number of such applications we transform these segments intoĨ H andĨ G without increasing the sum of the shadows.
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The last lemma shows that the elements of a lexicographic segment in a smaller grid can be moved in a sense into a larger grid without increasing the sum of their shadows. This property in the case s 0 i = s 00 i , i = 1; : : : ; n, implies such important properties of grids (cf. 7]) as additivity (if t 0 = t 00 ) and shadow increasing (if t 0 < t 00 and I H =Ĩ G = ;). In the sequel, however, we will apply Lemma 9 with t 0 = t 00 only. We prove Theorem 2 by using double induction on n and k. For k = 0 the theorem is true due to Theorem 1. If A = F n t (jAj), then the theorem is true too. Otherwise, denote by a the largest vector of A and by b the smallest vector of Q n t n A. Since Proof. Indeed, if b is in the last block then a is in the last block too. We partition A into A 0 A 00 with A 0 = fx 2 Q n t j x i] = 0 for some ig A 00 = A n A 0 : We can consider A 00 as a subset of a subposet R which is isomorphic to Q n t (k ? 1; l) (cf. Lemma 1d). Clearly, j (A)j = j (A 0 )j + j (A 00 )j with (A 00 ) being the shadow of A 00 in S. If we replace A 00 with an initial segment in S of the same size, then this results in an optimal set B (induction on k). Lemma 1d implies B = F n t (j(B)j). Since B 6 = A, then N(B) < N(A), which contradicts (2). 2 As mentioned before, we apply the induction on n to prove Theorem 2. However, our general methods work well for n 3 only. Since the theorem is obviously true for n = 1, in order to start the induction we have to consider the next special case n = 2. For x 2 Q n t we de ne the marginal shadow of x with respect to the set A as (x) = (A x) n (A n x):
Lemma 11 Theorem 2 is true for n = 2.
Proof. We use the induction on l and k. For l = 1 and arbitrary k the lemma is true due to Lemma 5 in 1]. For k = 0 and arbitrary l the lemma follows from Theorem 1. Let us make A: (4) Indeed, the negation of (3) implies L b is not empty, while the negation of (4) implies j~ (x)j = 1 for some x 2 Q 2 t n A with x a. Replacing a with x results in an optimal set with a smaller value of N. Note that (3) and (4) It can be easily shown that B is an optimal set. Now jA 3 j < jA 4 j implies N(B) < N(A), which contradicts (2). Proof. We apply Fact 4 and consider some z 2 Q n 0 adjacent to b. If z b, then kbk > t implies L z \ Q n t 6 = ;. Thus, L z is full by the de nition of b. If z b, then Lemma 7a (applied with x = b and y = z) implies L z is empty.
Our goal is to show that for any c 2 Q n 0 with b c a (if it exists) L c is either empty or full. Assume the contrary and let c 2 Q n 0 be the smallest element such that b c a and L c is neither empty nor full. We show c = a. By using Lemma 9 it is easy to show that B is optimal. However, N(B) < N(A), which contradicts (2).
Case 3. Assume b n 6 = n and a n = 0. Furthermore, assume kbk > t or kbk = t and jbj = 0. We proceed similarly to case 2 and according to arguments of the proof of Fact 6
and Lemma 7b obtain that A a is shrinked. Assume c 6 = b (this implies jcj > t) and let d withd = d 1 ;:::;dn 1 ;:::; n be the largest element of A c . Now if d n 6 = 0, then we replace d with b. By the arguments of case 1 together with the arguments above, this replacement leads to an optimal set B with N(B) < N(A), which contradicts (2). Finally, assume d n = 0 and let z c. Note that Q n t \L z 6 = ;, since otherwise kck = t, thus, L c is full. Now Lemma 7b implies L z is full. For a given m, 1 m jV G j, consider a problem of nding a subset A V G such that jAj = m and jI G (A)j = I G (m). It is an edge-isoperimetric problem (EIP).
In 3, 4] (see also 7]) a relation between the EIP and the following problem on posets is presented. Let P be a ranked poset and A P. The set A is called ideal if (A \ P i ) A for any i > 0. Denote R P (A) = P x2A r P (x) and R P (m) = maxR(A) with the maximum running over all ideals A with jAj = m. For a xed m consider the problem of constructing an ideal A in P such that jAj = m and R P (A) = R P (m). We refer to this problem as to the MRI (maximum rank ideal) problem. We say that the MRI problem has a nested structure of solutions (NSS for short) if there exists a total order on the set P, such that any m rst elements of P in this order form an ideal with maximum rank. It is shown in 1] and 7] that the properties N 1 and N 2 provide the existence of the NSS in the MRI problem and that the corresponding total order can be constructed from the Macaulay order. Similarly, the NSS can be de ned with respect to the EIP problem. Furthermore, we say that a graph G is represented by a poset P with jPj = jV G j if the EIP on G and the MRI problem on P have NSS and I G (m) = R P (m) for m = 1; : : : ; jV G j. Let T be a tree with k vertices. We construct a graph H(T; l) as follows: for each edge e = (u; v) of T we add new vertices w e 1 ; : : : ; w e l and connect any w e i with w e j for i 6 = j and with u and v. In other words, we replace every edge of T by a clique on l + 2 vertices (cf. Fig. 5 a,b) . The vertices that were added to T are shown in Fig. 5 by smaller cycles. The added edges are represented by thin lines. The graph H(T; l) is a particular case of a block graph (i.e. graph in which every block is a clique). Some block graphs were studied with respect to the bandwidth in 9]. In our case all blocks have to have exactly l vertices. It can be easily shown that regardless of tree T, the graph H(T; l) is represented by the dual of the spider poset Q(k; l + 1) (i.e. the poset with the same elements set but with inverse partial order, cf. The theorem in 3] implies that the n th cartesian power of graph H(T; l) (denoted by H n (T; l)) is represented by the dual of the poset Q n (k; l + 1). Another general result (see 1, 7] ) shows that the dual of any Macaulay poset is a Macaulay poset too. Hence, the EIP for the powers of H n (T; l) has an NSS and for a xed n and l the function I H n (T ;l) (m) is the same for all basic trees T with the same number of vertices. This is an analogue of the corresponding proposition concerning powers of trees (i.e. for l = 0) 3]. The corresponding order for the EIP on the graph H n (T; l) can be derived from the order . For explicit constructions and further details readers are referred to 1, 3, 4, 7] . Finally, let us mention some further research directions. Theorem 2 in combination with the results of 2] describes all upper semilattices whose Hasse diagrams are trees and whose cartesian powers are Macaulay posets. Due to the properties of the dual posets (see above), a similar result also holds for lower semilattices. However, the problem of specifying all trees, whose cartesian powers are Macaulay posets, is still open. Consider Macaulay posets (P; P ) and (Q; Q ) consisting of l and l + 1 levels respectively. Furthermore let P and Q have just one maximal element, and let q be one in Q. Construct a new poset R with the element set P Q and the partial order R de ned as follows: x R y i (i) x; y 2 P and x P y, or (ii) x; y 2 Q and x Q y, or (iii) y = q. Then R is a ranked poset and r R (x) = r P (x) for x 2 P and r R (x) = r Q (x) for x 2 Q. For which P and Q is any cartesian power R n Macaulay? Another possible extension is that of taking another copy of Q instead of the poset P (denote it by Q 0 ) and identifying the maximal elements of Q and Q 0 . We believe that our technique of dealing with grids L x and the principals lying in the construction of the order can be well used in solution of the shadow minimization problem on cartesian powers of such posets.
