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As one of the most important cultural heritages, classical western paintings have always played a special
role in human live and been applied for many different purposes. While image classification is the subject
of a plethora of related publications, relatively little attention has been paid to automatic categorization
of western classical paintings which could be a key technique of modern digital library, museums and
art galleries. This paper studies automatic classification on large western painting image collection. We
propose a novel framework to support automatic classification on large western painting image collec-
tions. With this framework, multiple visual features can be integrated effectively to improve the accuracy
of identification process significantly. We also evaluate our method and its competitors based on a large
image collection. A careful study on the empirical results indicates the approach enjoys great superiority
over the state-of-the-art approaches in different aspects.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the growth of the Internet has unleashed a wave
of innovations reshaping the way people interacting with digital me-
dia data (e.g. music, image and video). Massive image data is being
generated on a daily basis from various domain applications [1--8].
In particular, thousands of paintings have been collected by muse-
ums and galleries for the purpose of exhibition, historical study and
education. Consequently, developing effective technologies to orga-
nize, manage and access those visual information has been becom-
ing an extremely important research issue. In particular, automatic
image classification has been received a lots of attention in the past
decades. With such techniques, richer functionality for browsing and
exploring can be possible for general users.
While image classification is the subject of a plethora of related
publications, relatively little attention has been paid to automatic
categorization/classification of western classical paintings which
could be a key technique of modern digital library and related fields.
In addition, due to huge amount potential applications including in-
dexing, retrieval and online recommendation systems, techniques fa-
cilitating classification on large classical western painting collections
are gaining in importance. The classical western paintings date back
to the Ancient Egypt, about 6000 years ago. They are one of the most
important components for the Human cultural heritage. In this study,
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image classification problem is explored for western paints during
Baroque and Rococo period [9,10]. This period began around 1600
B.C. and continued throughout the 18th century.
The image classification problem is to determine predefined cat-
egories for an unlabeled image based on its computable content pa-
rameters. Traditionally, the categorization process can be divided
into two main steps: feature extraction and multiclass classification.
In the step of feature extraction, image analysis methods are used to
generate representation for visual content. Then, a classifier, which
can be an algorithm or a statistic model, is applied to identify the
labels from the representation of the images with respect to their
features. The obvious shortcoming of the approach is that it requires
a comprehensive image signature to represent visual content well.
However, it has so far proved that using low level features to repre-
sent high-level concepts ("semantic relevant”) effectively is a highly
difficult task due to the well known "semantic gap”. In fact, recent
research results in psychophysics and neurophysiology have shown
that different kinds of global and local features are very important
for visual information classification [11,12]. Thus, minimizing the
"semantic gap” in the respect of image content representation intro-
duces two sub-problems:
• How should the low-level features be combined effectively for a
given classification or retrieval tasks, and
• How should the features extracted in different solution be com-
bined for classification or retrieval tasks.
Furthermore, recent research results revealed that: for categoriza-
tion task, it can lead to various problems such as poor robustness and
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Fig. 1. Examples of Claude Monet's paintings.
small sample size problem by only utilizing a single source of visual
characteristic from image.
It is not hard to see that classic western paintings drafted by the
same artist share certain drawing characteristics. They could contain
similar visual patterns and styles. For particular painters, the num-
ber of style can be very limited. The typical example is the founder of
impressionist painting---Claude Monet [13]. His paintings include
visible brushstrokes, open composition, emphasis on light in its
changing qualities (often accentuating the effects of the passage of
time), ordinary subject matter, the inclusion of movement as a cru-
cial element of human perception and experience, and unusual visual
angles. Fig. 1 illustrates some examples of Claude Monet's paintings.
All of those observations suggest the feasibility of automatic catego-
rization process based on visual information automatically. In this
study, a general solution for classical paints image categorization
has been developed and we have carried out a relative performance
evaluation over a large scale image collection. The goal of this re-
search is to develop a approach that enables a computer to examine
a piece of classical paint, and recognize who is the artist to draw the
paint effectively. To the best of our knowledge, no similar work has
been reported in the literature. In brief, the main contributions to
this advancement and content of the article are as follows:
• We propose a novel statistical model to profile salient characteris-
tics of art work from the certain painter. The approach can effec-
tively combine multiple kinds of visual features at different reso-
lutions.
• Distinguished from previous approaches, we design a hieratical
structure that integrates different classification models seamlessly.
To further improve accuracy, multilevel score fusion scheme is also
designed based on regression model. A prototype implementation
of the proposed scheme has been implemented with Java and C++.
• To validate the superiority of the proposed method and provide
comparative results, we have constructed a large test collection.
This testbed is the first large image data set for the classical paint-
ing classification problem. It contains 1080 classical painting im-
ages from 25 different artists. Based on this test collection, we have
carried out a comprehensive empirical study. The careful analy-
sis of the results indicates that our approach achieves substantial
performance improvement on different aspects over the existing
methods.
The remainder of this paper is organized as follows. The next sec-
tion reviews some background information and related work about
painting image classification. Section 3 presents the information
about local and global feature extraction. Section 4 describes the
detailed algorithms of the proposed scheme. Section 5 gives an in-
troduction about the experimental configuration. In Section 6, we
present a performance study over the proposed approach and give a
detailed analysis of results. Next, issues related to system architec-
ture and configuration are discussed in Section 7. Finally, we draw
some conclusions and indicate future directions for this research in
Section 8.
2. Related work
The main goal for image classification is to assign the image to
a predefined class/label. The basic process can be used to speed up
image retrieval and the effectiveness of visual information manage-
ment processing. Driven by various emerging domain applications, a
large amount of innovations have been accomplished for classifica-
tion in the recent years. The corresponding research study to over-
come obstacles to accurate image classification is directly associated
to several technical fields, among which image feature and content
representation extraction, classification and visual information mod-
eling with statistical approaches and performance evaluation. Due to
space limitation, it is possible to give a comprehensive survey cov-
ering related research. Instead, we drill down our focus and provide
some research results directly associated to this study. Details about
basic principles and a more comprehensive study can be found in
Ref. [2].
Although a lot of research efforts have been invested in the do-
mains of image classification/cagetoerization, very limited attention
has been focused on developing techniques relate to accident paint-
ings. Among the earliest of such systems, Melzer et al. explored how
to apply different type of brush strokes to classify portrait minia-
tures [14]. Both a model based and a semiparametric, neural network
approach are used as the detector. In the following work, Sablatnig
et al. [15] study using "structural signature” based on brush strokes
for artist classification problem. A hierarchically structured classifi-
cation scheme is developed to separates the classification into mul-
tiple kinds of information: color, shape of region, and structure of
brush strokes. In addition, the problem of painting image retrieval
problem has been investigated by Colombo et al. They discuss the
emotional effects of different visual features [16].
Li and Wang develop a general classification framework for Chi-
nese painting classification problem [17]. They design a mixture of
2D multiresolution hidden Markov models (MHMMs) as statistical
modeling method to characterize a type of stroke from different
artists. After training the models, the methods can be applied for
categorization of images. In the study, the Daubechies 4 wavelet
coefficients are considered as the content representation for each
image. The algorithm has been evaluated using test collection con-
taining 271 paintings from five different Chinese artists. The best
accuracy achieved is around 80% dependent on the painters. Au-
thors also claims that the approach can be potentially applied to
classification of other cultures. However, they did not provide any
corresponding experimental results. In Ref. [18], Jiang et al. pro-
posed a scheme to categorize traditional Chinese paintings into two
classes---Gongbi and Xieyi. Low-level features considered include
color histogram, color coherence vectors, texture features and edge
size histogram. In the system, C4.5 decision tree classifier is firstly
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Table 1
Summary of existing identification methods' properties
Identification
methods
Multifeature
integration
Size of
testbed
Local feature
considered
Global feature
considered
MKZ [14] No Small Yes No
CDP [16] No Small Yes No
LW [17] No Small No No
JHY [18] No Small No No
used as a pre-classification to identify traditional Chinese paintings
and non-traditional Chinese paintings. Then SVM (support vector
machine) is applied as the final classifier. They report an accuracy
of 91.01% based on color coherence vector and 90.3% based on Ohta
color histogram. The corresponding test collection contains 3688
images. More recently, Berezhnoy et al. initializes the AUTHENTIC
project [19]. The main aim is to create a set of software tools to help
artists in assessing authenticity of paintings.
Based on above discussion and analysis, Table 1 summarizes the
properties of the previous approaches for classification of identifi-
cation methods. Those methods either use single kind of visual fea-
ture to represent painting objects or simply ignore the joint effects
of different feature. Furthermore, none of them considers both local
and global features. In this case, achieving effective visual informa-
tion retrieval is rather difficult. Moreover, all of methods mentioned
above have been tested based on very small data sets.
3. Visual feature extraction
Local and global visual information could play different roles
in image classification and retrieval. Both of them contain various
discriminative evidences related to image identification. Thus, our
proposed system considers both of them. In this section, an introduc-
tion about visual feature and related extraction procedure is given.
In our system, those features are used as content representation for
images.
3.1. Global visual features
Global visual features contain image characteristic from the
coarser level [20]. For each image, our approach extracts our differ-
ent global features and their detail information is present as below:
• Color: It is known that the human eye responds well to color fea-
ture. Given a discrete color space defined by some color axes, the
color histogram is obtained by discretizing the image colors and
counting the number of times each discrete color occurs in the im-
age. In our experiments, we used the color space CIE L ∗ u ∗ v. The
reason for selecting the CIE L ∗ u ∗ v instead of the normal RGB or
other color spaces is that it is more uniform perceptually [21]. The
three axes of the L ∗ u ∗ v space are firstly divided into 4 sections
to obtain a total of 64 (i.e. 4 × 4 × 4) bins for the color histogram.
However, we found that, for the collection of images used in our
experiments, not all the bins had non-zero counts. So, after elim-
inating those bins which had zero count, our color features are
presented as 37-dimensional vectors.
• Texture: Texture features carry the property measures, such as
smoothness, coarseness and regularity, of an image. The texture
features are extracted using a filter-based method. This method
detects the global periodicity of intensity values in an image by
identifying regions that have high energy and narrow peaks. The
advantage of filter-based methods is in their consistent interpre-
tation of feature data over both natural and artificial images. The
Gabor filter [21] is a frequently used filter in texture extraction. It
measures a set of selected orientations and spatial frequencies. The
total number of filters needed for our Gabor filter is 30. Texture
features are therefore represented as 30-dimensional vectors.
• Shape: Shape is an important and powerful attribute for image
retrieval. It can represent spatial information that is not present in
color and texture histogram. In our system the shape information
of an image is described based on its edges. A histogram of the edge
directions is used to represent global information of shape attribute
for each image. The Canny edge operator is used to generate edge
histogram of images in the pre-processing stage. In order to solve
the scale invariance problem, the histograms are normalized to
the number of edge points in each image. In addition, smoothing
procedures presented in are used to make histogram invariant to
rotation. The histogram of edge directions is represented by 30
bins. Shape features are thus presented as 30-dimensional vectors.
• Color layout: A color histograms describes the global color distri-
bution in a image [22]. However, it lacks information regarding the
spatial distribution of color. Color layout is used to capture local
information on the color distribution. The whole image is firstly di-
vided into 8×8 sub-blocks and their average colors are calculated.
A series of coefficients are obtained by conducting 8× 8 DCT (Dis-
crete Cosine Transform) over these average colors. Low-frequency
coefficients are selected using zigzag scanning and quantized to
construct this color layout descriptor. The color space for this de-
scriptor is YCrCb. The dimensionality of color layout is 30. This
includes the first 10 value from Y, Cr and Cb coefficients.
3.2. Local visual features
Asmentioned above, our approach considers both local and global
visual features. To extract local features, special scheme is designed
to integrate joint effect of different partitions from an image. The
corresponding extraction process can be denoted as
vf = Extractf (obj) = [v1f , v2f , . . . , vBf ] (1)
where vf is the set of vectors for feature type f extracted from the
B blocks of the input image object obj. One 2D image example is
illustrated in Fig. 2. In this study, image is partitioned into 4×4=16
subblocks and 16 Gabor wavelet based feature vectors are extracted
from the individual subimage. Thus, B is equal to 16 for this research.
Based on Ref. [23], 2D Gabor wavelets can be defined as follows:
u,v(z)=
‖ku,v‖2
2
e−‖ku,v‖2‖z‖2/22 [eiku,vz − e−2/2] (2)
where ku,v = kveiu ; kv = kmax/f v gives the frequency, u = u/8,
u ∈ [0,) provides the orientation. It is not hard to find out that
Gabor wavelet is made up of a planar sinusoid multiplied by a two
dimensional Gaussian. This property insures that the frequency in-
formation close to the center of the Gaussian can be easily captured.
Since Gabor wavelet can effectively exhibit characteristics of spa-
tial locality and orientation selectivity, image descriptor based it can
carry more comprehensive local information about paintings style.
4. A framework for classical western paintings classification
As the architecture shown in Fig. 3, our classification framework
contain two major layers---RBF neural network classifiers based on
different local and global visual features and classification score fu-
sion schemes based on linear regression [24].
4.1. RBF neural network based classifier
For the purpose of effective classic painting identification, RBF
neural network classifier is constructed with multiple kinds of
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Fig. 2. The procedure of local visual feature extraction.
Fig. 3. System architecture of western paintings classification framework.
features. The radial basis function (RBF) neural network is very
powerful scheme for data modeling and has been widely applied
for function approximation, pattern classification, data compression
and so on [25].
In our framework, the individual feature of the visual signal is ex-
tracted, and then, individual classifier is built up based on each kind
of feature. The structure of the RBF neural network in our frame-
work is shown in Fig. 4 and contains three layers including the input
layer, the hidden layer and the output layer. For RBF neural network,
RBF represent a special class of functions. Their particular feature
is that the functions response monotonically decreases (increase) as
the distance from the central point grows. Given the input feature
vector Vf , the typical example used in our framework is Gaussian
function as
Rk(Vf )= exp
‖Vf − k‖2
22k
(3)
where k represents the standard deviation of the Gaussian function
on neuron k at hidden layer. The output layer is a limit discriminant
that outputs a weighted sum of the basis functions and the equation
for a single output ofc from neuron in output layer is as
ofc(Vf ) =
K∑
k=1
wckRk(Vf ) + w0k (4)
where w0k is the weight of the bias and distance between output
vector Of = {o1, o2, . . . , oC} and standard training pattern encoded is
used to quantify similarity between class label and input object using
feature vector vf of feature f as content representation for the input
image.
4.2. Training process with binary output codes with penalty
To improve the effectiveness of our categorization model under
different circumstances, an encoding scheme called binary output
codes with penalty (BOCP) is designed and integrated into our sys-
tem. It is based on error correcting output codes (ECOC) [26]. The
basis of this method is to create codeword for each class and the
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Fig. 4. The structure of radial basis function (RBF) neural network classifier.
determine class label based on distances between outputs from clas-
sifier and predefined codewords. Hamming distance is one of the
most popular function [27] and used in this work. For the proposed
BOCP, the fundamental principle consists of two steps:
• Training stage: The first step is to construct C×C confusion matrix
CM and the format is as
CM =
⎡
⎢⎢⎣
p11 p12 · · · p1C
p21 p22 · · · p2C
· · · · · ·
pC1 pC2 · · · pCC
⎤
⎥⎥⎦
where C is the number of artist in target database and each element
pij represents the probability of painter i's test data but misclassi-
fied to painter j by a set of RBF neural networks during training.
Then, based on the content of the confusion matrix M, the target
vector corresponding to painter c, TCc = [tcc1, . . . , tccC], can be ob-
tained via the following encoding scheme, where tcij is designed
as
tcij =
⎧⎨
⎩
1 if pij >0, i = j;
−1 if pij >0, i!= j;
0 otherwise
In fact, the target vector in such encoding scheme guarantees that
an unique target codeword TCc=[tc1C , . . . , tccC] corresponds to each
artist c.
• Test stage: The pre-trained RBF neural network produces an out-
come, Of = [of1, o
f
2 . . . o
f
C], based on input feature vector vf . The dis-
tance between output vector O and each target codeword for each
painter TCc=[tcc1, . . . , tccC] is calculated with Hamming distance as
dcf (O, TCc)= lcf =
C∑
c=1
|ofc − tccC | (5)
The distance dcf (.) can be used to measure likelihood value l
c
f be-
tween artist label c and input object based on feature type f.
From above, it is not hard to find out that TCc = [tc1C , . . . , tccC] is a
desirable output pattern and can be used for the network training
patterns.
4.3. Combining classification score and classification process
One obvious question is what is the relative weight of informa-
tion carried by different kinds of features in a given image data
set. As we mentioned previously, different sets of features have dif-
ferent importance to determine the final likelihood score of image.
As shown in Fig. 3, the fusion scheme can be viewed as two lay-
ers of gating networks and gating function CF(.) is used to combine
outputs from RBF neural network classifiers based on different fea-
tures or gating function for fusion in different layers can be defined
as
Lcl = CF(Wcl , Lcl−1) (6)
where CF(.) is combination function, Wcl is weight vector for combi-
nation. This is a multiple layer architecture in the proposed frame-
work. Input of the layer one is output vector containing similarity
scores generated by different RBF neural network classifiers using
various features. The input of the layer two are outputs from gating
function in the first layer. In this study, we choose linear regression
as gating function [28]. It has been widely used in the statistical,
database and machine learning community. As mentioned before,
global features and local features have different impacts on painting
categorization process. Global visual information capture the char-
acteristic of paintings in general granularity and at the same time,
local features carry more detail property in the finer representation.
The combination of two kinds of characteristics can help to enhance
final performance of whole system.
Algorithm for automatic painter identification
Input: A painting image with unknown artist c
Output: Painter label of the image
1 Process the image to get segments having fixed size;
2 Feature extraction;
3 Derive relevance scores using architecture shown in Fig. 3;
4 Return artist label with Eq. 7;
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After the setup of the system, we can conduct the task of classi-
fication. The basic procedure is shown in Algorithm 1 and contains
four steps. For a given image item, at the initial stage of the process,
the system partitions the small segments (line 1). After that, the fea-
ture extraction procedure generates four different kinds of features
with the same procedure described before. Next, the features are fed
into RBF neural network classifiers. The likelihood score based on a
particular feature can be generated based on Eq. (5). Then, relevance
scores can be combined with fusion method mentioned above. Those
scores quantify the similarity between the input image and the artist
label. In the final step, a label for the image can be assigned based
on those relevance scores.
c∗ = argmax
1 cC
Lc (7)
5. Experimental configuration
We now proceed to describe the experimental setting for evalu-
ating the classification framework described in Section 4. It includes
test data sets for the experiments. We also present performance
evaluation metrics.
5.1. Test collection
In this study, we construct one data set for the our experimental
study and the raw data is collected from Internet. It consists of
1080 images from 25 different classical painters. The artists includes
Michelangelo Merisi da Caravaggio, Peter Paul Rubens, Jan Vermeer,
Diego Velazquez, Nicolas Poussin, Giovanni Battista Tiepolo, Antoine
Watteau, Jean-Honoré Fragonard, François Boucher, Thomas Gains-
borough, John Constable, Jean Auguste Dominique Ingres, Eugène
Delacroix, J.M.W. Turner, Caspar David Friedrich, Francisco Goya,
Jacques-Louis David, Claude Monet, Albert Bierstadt, Jean-Baptiste-
Camille Corot, Gustave Courbet, Jean-Baptiste-Siméon Chardin,
Vincent van Gogh, Edgar Degas and Diego Velázquez. Those artist
are active painters from the 16th to the 18th century. The detail
information about this data set can be found in Table 2.
The size of each image item in the test collection data set is either
512 × 256 or 256 × 512. For classification, we use 20% of each data
Table 2
Detail information of the classical paintings test collection
No Artist name Number of paints
1 Michelangelo Merisi da Caravaggio 40
2 Peter Paul Rubens 50
3 Jan Vermeer 80
4 Diego Velazquez 70
5 Nicolas Poussin 60
6 Giovanni Battista Tiepolo 30
7 Antoine Watteau 50
8 Jean-Honoré Fragonard 60
9 François Boucher 30
10 Thomas Gainsborough 40
11 John Constable 40
12 Jean Auguste Dominique Ingres 50
13 Eugène Delacroix 20
14 J. M. W. Turner 40
15 Caspar David Friedrich 30
16 Francisco Goya 80
17 Jacques-Louis David 40
18 Claude Monet 50
19 Albert Bierstadt 25
20 Jean-Baptiste-Camille Corot 35
21 Gustave CourbetHaydn 40
22 Vincent van Gogh 30
23 Edgar Degas 20
24 Jean-Baptiste-Siméon Chardin 20
25 Diego Velázquez 20
set for training purposes and the remaining data items to evaluate
the performance of all the schemes studied. In all the experiments
presented below, there is no overlap between the training set and
the test set.
5.2. Evaluation metrics
There are many different metrics for classification performance
assessment. To evaluate the effectiveness, we use categorization ac-
curacy (CA) for performance assessment in this study and its defini-
tion is given as
CA = Number of objects identified correctly
Total number of input objects
(8)
In order to study the efficiency of the methods, the average response
time for processing is applied to measure the efficiency of different
techniques,
Average response time = Total query response time
Number of queries
(9)
Where Total query response time is the time required for the system
to identify the set of images and its total size is equal to number of
queries. It represents the average time required for classifying a single
input image. A lower average response time is preferred as it implies
faster identification process, and hence better query efficiency.
6. Experimental evaluation
In this study, we focus on a comprehensive empirical study of
this framework from three different aspects---effectiveness, effi-
ciency and robustness.
6.1. Effectiveness study
We proceed to make a comparative study on the accuracy of the
various artist identification. Table 3 illustrates the results based on
test set mentioned in Section 5.1. The bottom two rows show how
the CDP and MKZ perform. The experiments verify the fact that both
of them achieve very close identification accuracy. CDP's accuracy is
40.2% and MKZ achieves the accuracy of 37.7%. Both are the worst
among all five methods. Furthermore, although the JHY technique
achieves better performance than CDP and MKZ, it still suffers from
low accuracy. This is because JHY only considers global low-level fea-
tures (such as color histogram, color coherence vectors, texture fea-
tures and edge size histogram) in one image. At the same time, com-
paring to previous threemethods, LW achieves further improvement.
However, performance gain is very limited and the accuracy is still
far below 55%. In fact, experimental results clearly demonstrate that
method we proposed significantly outperforms the other four ap-
proaches. For example, from Table 3, it shows that compared to LW,
the SHEN method improves the identification precision from 52.7%
to 69.7%. In addition, this is a remarkable improvement over LW. On
average, around 32.3% improvement can be observed. On the other
Table 3
Query accuracy comparison of different approaches for artist identification
Query methods Identification accuracy (%) Identification accuracy+ (%)
SHEN 69.7 69.6
LW 52.7 52.5
JHY 47.5 47.5
CDP 40.2 40.1
MKZ 37.7 37.4
SHEN denotes the method present in this paper. Identification Accuracy+ denotes
results obtained with 5-fold cross validation.
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hand, to enhance the stability and robustness of the empirical study
result, we also validate the approach with K-fold cross-validation. K
Table 4
Average response time comparison of different approaches
Query methods Ave. response time (s)
SHEN 0.29
LW 0.42
JHY 0.47
CDP 0.49
MKZ 0.51
SHEN denotes the method present in this paper.
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Fig. 5. Comparison of identification accuracy for different categorization methods under various kinds of visual distortion and noise: (a) blurring with Gaussian filter; (b)
blurring with median filter; (c) dark; (d) brighten; (e) Gaussian noise; and (f) salt and pepper noise.
as set to be 5. The resulted achieved is very similar when compared
each other. We believe that this performance gain is due to local and
global visual information integration.
6.2. Efficiency study
For large visual information systems, size of collection could be
big and thus the response time is another crucial concern of the
system performance. In this experiment, we show how this af-
fects the time efficiency. Tests were run with 800 images covering
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all artists in the collection. There is no overlapping between query
sets and training sets.
Table 4 shows the response time of query for different artist
identification schemes. From the experimental results summarized
in the table, we can see that our method leads to the best result in
terms of query response time against the other four methods. For
example, the artist identification process with LW, JHY, CDP andMKZ
required 0.42, 0.47, 0.49 and 0.51 s. Actually they are very close to
each other. In contrast, it takes SHEN only 0.29 s to complete the
whole process. Comparing other four approaches, there is around
45% saving on average. This is a big improvement.
6.3. Robustness study
Robustness against distortion or noise is one of themost desirable
performance factor for large visual information systems. In general,
humans have a very impressive capability to identify and classify
image or other visual information, from a very small sample and even
in the presence of moderate amounts of distortion. This property
is potentially useful in various real world application, where the
query image may have its origins in a process like low-quality live
recording and additional noise in production process. In following,
we will study the problem in detail.
To study the robustness of different identification techniques, im-
age data items we used are modified with different kinds of dis-
tortion as query examples and a series of experiments have been
carried out to evaluate the performance of different systems in the
presence of moderate amount of noise and other kinds of distortion.
During the evaluation, we ran the same set of tests as in the pre-
vious experiments. However, each query image is distorted and the
results are compared against the results obtained from using a non-
distorted query. The levels and types of distortions are varied to test
the robustness of different schemes. Fig. 5 summaries the accuracy
of different methods under various distortions. Distortion and noise
cases include blurring with Median and Gaussian filter, brighten,
darken, Gaussian and salt and pepper noise. The experimental re-
sults clearly show that compared with the other four approaches,
the SHEN emerges as the most robust technique in terms of accu-
racy. It performs significantly better than the other competitors on
all distortion cases. Thus, we can conclude that SHEN is fairly robust
to different levels of noise and distortion. The main reason for this
superior performance is that the proposed method considers more
information from different aspects and different resolutions. Those
information make the method proposed more robust against differ-
ent distortion and noise cases.
7. Discussion
In this section, we give a discussion of the issues related to the
performance on the proposed method. They include: (1) effects of
different feature configurations and (2) effects of parameters for RBF
neural network. The results present below is obtained with image
data sets described in Section 5.1.
7.1. Effects of different feature configurations
Local and global visual information can make different contri-
butions on the painting classification process. The empirical study
present in this section tries to answer two questions---whether dif-
ferent kinds of visual features can influence the effectiveness of our
approach and if so, how they have an impact on identification accu-
racy. To study the problems in details, a series of experiments have
been designed and carried out, which incorporated different kinds
of visual features into our system separately and the results of dif-
ferent system setting based on a single set of queries are compared.
Table 5
Performance comparison of our framework with different visual feature configura-
tions
Feature configuration Identification accuracy (%)
Local + global features 69.7
Local features (4× 4) 60.3
Global features 58.7
Table 6
Training time and identification accuracy comparison of our method with different
numbers of hidden units in RBF classifier
Size of hidden unit Training cost (s) Query accuracy (%)
20 2340 69.7
17 2820 69.2
14 3980 69.7
10 4830 69.2
8 6920 69.1
6 9290 69.3
4 10 300 69.5
The our system was tested based on three different visual feature
sets: local visual features, global visual features and local features
plus global features. Table 5 summarizes the results of this study (of
visual feature configurations). The main observation is that it is diffi-
cult to achieve superior identification accuracy with the system only
considering local visual features or global visual features. For exam-
ple, the system based on local features and based on global feature
provide an identification accuracy of 60.8% and 58.7% individually.
Comparing the system integrating both local and global visual fea-
tures, there is a big room in terms of accuracy improvement.
7.2. Effects of parameters of neural network
The parameter setting enjoys great influence on data modeling
effectiveness for neural network. It is very time consuming task to
select the optimal parameter to maximize the performance. In fact,
a wide variety of parameter values can be tuned in order to find
an optimal choice for the network learning algorithm in the above
experiments. However, performing a large number of random pa-
rameter tests is impossible in real application due to resource limi-
tation or other reasons. Additionally, different applications may re-
quire different sets of parameters of the network. Since number of
hidden layer is the important parameter for RBF neural network, we
carry out the corresponding empirical study on this factor and basic
methodology is to compare training cost and query accuracy of the
system containing RBF network with different numbers of hidden
units.
Table 6 summaries the training time of neural network and iden-
tification accuracy with various numbers of hidden units. It is not
hard to see that the more hidden units the neural network contains,
the training cost required to complete the learning process becomes
more expensive. However, more complex neural network architec-
ture does not guarantee the better identification accuracy. Since the
network serves as a sub classifier, the number of hidden units is re-
stricted to a practical limit in terms of computational cost. We find
that 14 is optimal number for hidden unit based on this empirical
study.
8. Conclusion and challenges ahead
With continued growth of image content available on the In-
ternet, visual information processing has attracted significantly
increasing attention from different research fields. Since art and
culture heritage have always played an crucial role in our daily lives,
classical painting categorization based on "artist” is being essentially
important due to numerous potential applications in digital library
and museum. In this article, we described a novel framework
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to facilitate effective artist identification process in large classic
paint databases. The approach can effectively integrate both local
and global visual information for identification process. To fur-
ther enhance the system, we also design special encoding scheme
called binary output codes with penalty (BOCP) to combine like-
lihood scores from various subclassifiers. The system has been
fully implemented and tested with different data sets. As shown
in experimental evaluation, our system significantly improves the
effectiveness and efficiency over the state of art systems. At the
same time, better robustness against visual noise can be achieved.
The work related to our current approach continues along several
directions. Automatic identification over media data is fundamen-
tal research problem and will enjoy greatest impact. In coming
future, we plan to extend the current techniques to support iden-
tification problem for a wide range of media data. Also current
evaluation procedure is very time consuming and tedious. Thus,
developing analytical cost models that can accurately predict the
query costs in terms of effectiveness, space and time complexity
is another interesting research direction. Furthermore, until now
there is no standard test collection for evaluating painter iden-
tification methods. We believe the test collection we create has
great potential to be standard data set for unify evaluation process.
Moreover, how to generating large scale testbeds is another open
but promising research problem with great impact to the relative
communities.
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