Recently, the attentional seq2seq model had made a remarkable progress on the abstractive summarization. But most of these models do not considers the relation between original sentences, which is the important feature in extractive method. In this work, we proposed a Hierarchical Neural model to address problem. First, we use a self-attention to discovers the relation between original sentences. Secondly, we use a copy mechanism to solve the OOV problem. The experiment demonstrates that our model achieves state-of-the-art ROUGE scores on LCSTS dataset.
INTRODUCTION
Text summarization is a task about producing a short text from a document that contains the main information of the original text. According to the current implementations, it can be divided into extractive and abstractive. While the extractive method is forming summaries by copying parts of the original text, the abstractive method generates new phrases, possibly rephrasing or using words that were not in the original text. Since 2015, neural network models, based on the attentional seq2seq model, had made a remarkable progress on the abstractive summarization [1] [2] [3] . However, it also still challenged by: (1) Most these neural models just use the attention mechanism, which only considers the relation between original text and decode state, but not the relation between original sentences. (2) the out of vocabulary(OOV) problem, it means that some important token of the original text is not in the vocabulary.
To address the above challenge, some excellent methods have been proposed one after another. For example, COPYNET [4] and Pointer-Generator Networks(PGN) [5] solve the OOV problem by copying words that were in the original text. And GraphBased Attention mechanism [6] discovers the relation between original sentences by using the adjacent matrix.
In this paper, we propose a hierarchical neural model with self-attention to expresses the salient information of sentences and discovers the relation between original sentences. Also, we use a copy mechanism that combining the ideas of COPYNET and PGN to solve the OOV problem. We show that our model achieves state-of-the-art ROUGE result on the LCSTS dataset [7] . 
MODEL
In this section, we describe our neural model, whose base framework is similar to that of Tan et al. [6] , and shown in Figure 1 . The main difference is that our decoder is just a word decoder, but not a hierarchical decoder. Besides, we use a self-attention mechanism to discover the relation between original sentences, and present a copy mechanism to deal OOV words.
hierarchical encoder-decoder framework
Shown in Figure 1 , we use a hierarchical encoder to map the original text to a token matrix W, a list of sentence vector and a test vector h. This hierarchical encoder consists of the word encoder and sentence encoder. In word encoder, each sentence of the original text is an input sequence and we use three layers of LSTM to encode token sequence into a sentence representation , where is the index of sentence. Then we sample the last word encoder output of each input sequence as the input of sentence encoder. In sentence encoder, we use one layer of LSTM to encode sentence representation to document representation .
And in the decoder, we use three layers of LSTM as a word decoder. On each step t, the decoder receives as input, where is the representation of the preious word. But to address the OOV problem, in our model, contains the word embedding and attentional sampling of the preious word. The is calculated by:
Then the decoder will decode the input and the previous output into .
attention mechanism
Since the attention mechanism using in neural model, its main function usually is calculating the important score of each encode output according to decode state. But in
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text summarization, the relation between original sentences is also the important feature, which is often used in extractive method. We need to know which sentence is the important or the summary sentence. And these sentences often play an important role in text summarization.
In our model, we use the Scaled Dot-Product Attention [8] to discovers the relation between original sentences, scilicet, to find out which sentence is an important one.
(2)
Here, we define and is the last dimension of K. Besides, the , and are learnable parameters. Then we caculate the temporary attention scores by LuongAttention [9] . (3) where is a learnable parameter. Because of our asymmetric framework, we apply an attentional forgotten gate that decides whether to keep the attention information(context) of the previous step. Then we compute the attention distribution and context by following equations:
where , , and are learnable parameters.
prediction with copy mechanism
In this part, we assume a vocabulary V and use [unk] for any OOV word. To predict which token to generate, we should firstly calculate the final token distribution that contains the word of V and the OOV words. So similar to PGN, we also use a copying probability as a switch to choose between generating a token by sampling from V or copying a OOV token from the original source. So for each decode step t , the copying probability is computed by:
Next, the vocabulary distribution is computed by: (8) At the same time, to solve the OOV problem, we should know the the OOVs distribution. However, because the OOVs of each example is different, we should find a representation to express each OOV token. Here we use the Equation 1 to do this.Then we calculate the OOVs distribution by: (9) Finally, the probability distribution over the extended vocabulary is computed by:
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(10) During training, the loss function of the step t is the negative log likelihood of the target word:
And the overall loss is the average value of .
EXPERIMENTS dataset
The published LCSTS dataset [7] is a published Chinese short text summarization dataset, which collects the pairs of (short news, summary) from Sina Weibo. Similar to the setting of [7] , we select 2.08 million pairs from Part I as the training set and 9k+ pairs from Part II and Part III, which scored ≥3. And each short news of these pair contains no less than 2 sentences.
experimental result
In training phase, we set the size of vocabulary to 25000, the embedding dimension to 128 and the dimension of hidden value to 256. Then we evaluate our model by using ROUGE [10] and compare with following methods, including attentional RNN [7] and COPYNET [4] .
The experimental result is shown in TABLE I, where (+C) expresses the model based on character, and (+W) expresses that based on word. According to result, our method achieves the better ROUGE-1 and ROUGE-L scores, which shows our method captures more important information from the original text.
However, we get a lower ROUGE-2 score. This phenomenon may be due to two reasons. One is that the structure of the generated summary is different from the target summary. Other is our method can't capture the order characteristics of the token in the original better, such as the Equation 1.
CONCLUSION AND FUTURE WORK
In this paper, we proposed a Hierarchical Neural model to discover the relation between original sentences and address the OOV problem. The experiment shows that our method achieves competitive performance on ROUGE-1 and ROUGE-L scores.
But the ROUGE-2 score also shows that our model still has many places to be optimized, such as capturing the order characteristics of the token in the original.
