We present a numerical method for interface-resolved simulations of evaporat- The interface velocity is computed with a novel approach that ensures accurate mass conservation, by constructing a divergence-free extension of the liquid velocity field onto the entire domain. The resulting approach does not depend on the type of interface reconstruction (i.e. can be employed in both algebraic and geometrical VoF methods). We extensively verified and validated the overall method against several benchmark cases, and demonstrated its excellent mass conservation and good overall performance for simulating evaporating two-fluid flows in two and three dimensions.
method, phase change
Introduction
Multiphase flows undergoing phase change are found in many environmental and industrial contexts, such as cloud formation and rainfall, cooling towers, wet scrubbers and spray combustion. These systems are inherently complex, with the different phases exchanging mass, momentum and energy through an 5 interface that moves and deforms with the flow. The thickness of this interface is typically several orders of magnitude smaller than any other relevant flow scale. From a continuum mechanics modeling perspective, the interface is often modeled as infinitesimally thin, and its physics simplified to appropriate interphase coupling conditions, derived from interfacial transport balances and ther-10 modynamic considerations [1] . Even considering these modeling assumptions, first-principles, interface-resolved numerical simulations of these flows remain a challenge although simulations can provide valuable insights for e.g. upscale models aiming to improve predictive engineering tools [2] .
Interface-resolved simulations of two-fluid flows are often divided into two 15 categories according to the interface representation [3] : (1) Interface-tracking (or front-tracking) methods explicitly define a mesh with Lagrangian markers, attached to and moving with the interface; (2) interface-capturing methods define the interface in a higher dimension by solving a transport equation for an auxiliary scalar field. Front-tracking methods [4] allow in general for a more accurate 20 interface representation, at the cost of more complex implementations, specially when it comes to handling surface topology changes. Conversely, interfacecapturing methods are in general less accurate but simpler to implement, and naturally handle topology changes. Methods that fall in this category are the level-set, [5] , the volume-of-fluid [6] , constrained-interpolation [7] and diffuse-25 interface [8] methods. Given the pros and cons of the different approaches, most of them have been used to simulate phase-changing two-fluid flows in different configurations. Also, most methods assume that one of these two dominant mechanisms drives phase change: (1) large temperatures, when phase change is triggered by a prescribed interface saturation temperature -boiling, and (2) 30 species concentration gradients near the interface, with phase change induced by a prescribed non-uniform interface concentration -evaporation.
Front-tracking (FT) methods have been used to study boiling flows, with application to film boiling; see e.g. [9] , [10] and [11] . Recent studies have extended this framework to evaporating two-fluid flows in two dimensions [12] , 35 also in presence of chemical reactions [13] . Despite the successes of FT methods for phase change, highly scalable parallel implementations are challenging and remain scarce [14] . Such a feature is crucial for simulating e.g. turbulent gasliquid flows, which may require massive simulations with O(10 8 − 10 9 ) Eulerian grid cells [15] .
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As regards interface-capturing methods, the first study of interface-resolved simulations of phase change two-fluid flows used a level-set method, applied to film boiling [16] . Several studies have followed, aiming to incorporate interphasecoupling jump conditions with the so-called ghost-fluid method, which provides a sharp representation of the jump at the discrete level. These methods have 45 been employed for boiling [17, 18, 19] , evaporation [20] and the combination of the two [21] . Despite the proven successes of the level-set methods for phase change problems, these are not mass-preserving by construction. Machineprecision mass conservation is desirable for numerical simulations of several systems, e.g. in multiphase turbulent flows, where the flow statistics should be 50 collected over periods of time long enough that mass loss becomes significant.
Recent studies have dealt with this problem of level-set methods (in the absence of phase change) by introducing mass correction steps, where lost mass is redistributed near the interface depending on e.g. the local interface curvature [22, 23] .
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Another widely-used interface-capturing approach for multiphase flow simulations is the volume-of-fluid (VoF) method, which has the major strength of ensuring mass conservation by construction. These methods have been extended to simulations of boiling flows [24, 25, 26] (in two dimensions), and evaporation [27, 28] . Mass-preserving methods for boiling flows have also been devised based on coupled level-set and VoF methods [29] , or the constrained-interpolation method [30] . Most of these methods use the flow velocity to transport the liquid/gas volume fraction field and include a source term accounting for the phase change. This can however cause numerical issues, as the velocity in the presence of phase change has a jump across the interface, and its divergence is non-zero.
Moreover, these approaches cannot be easily and directly adapted to VoF methods where a smooth (and often divergence-free) velocity field is necessary to transport the VoF function with preserved interface thickness. Interface smearing due to the transport of a VoF function with a non-divergence-free velocity field is often avoided by resorting to ad-hoc interface-compression schemes de-
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veloped for certain classes of algebraic VoF methods [31, 32] . Other approaches using VoF for evaporating flows rely on the geometrical reconstruction of the interface, for computing interface mass fluxes, and estimating and re-distributing divergence errors in the grid cells around the interface in order to improve mass conservation; see [27] . Finally, we should note that, in the context of numerical 75 studies for evaporating flows, thorough verification/validation studies demonstrating the grid convergence of the methods for different benchmarks remain scarce.
Here, we present a numerical model for three-dimensional direct numerical simulations of evaporating flows using a volume-of-fluid method. The method is 
Governing equations
We shall consider a system with two immiscible and incompressible Newtonian fluids: a single component liquid (phase 1) and an ideal mixture of an inert gas and vaporized liquid (phase 2). The two phases are bounded by an infinitesimally small interface, through which energy, momentum and mass can 110 be transferred. Evaporation (i.e. mass transfer due to phase change) can occur, and is driven by the partial pressure of the inert gas in phase 2.
Before introducing the governing equations, it is convenient to define a phase indicator function H distinguishing the two phases at position x and time t:
where Ω 1 and Ω 2 are the domains pertaining to phases 1 and 2. We can use H to define the thermophysical properties in the whole domain Ω = Ω 1 ∪ Ω 2 as follows:
where ξ i (i = 1, 2 for phases 1 and 2) can be the mass density ρ i , the dynamic viscosity µ i , the thermal conductivity k i or the heat capacity at constant pressure c p,i . Hereafter, unless otherwise stated, thermophysical quantities not 115 specifically referring to one of the phases are defined from eq. (2).
The equations governing the mass, energy and momentum transport for phase 1 and 2 are coupled through appropriate interfacial conditions [1] . Below we present the governing equations in the so-called one-fluid or whole-domain formulation, where each transport equation is defined in Ω [33, 18] .
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Navier-Stokes equations
The interfacial mass fluxṁ due to phase change makes the velocity field u discontinuous. This can be expressed by the following Rankine-Hugoniot condition [1] :
where n is interface normal vector (pointing to Ω 2 ), u i=1,2 is the fluid velocity in each subdomain, and u Γ the interface velocity (Γ = Ω 1 ∩ Ω 2 ). The continuity equation accounting for this condition reads [9] :
where δ Γ ≡ δ(x − x Γ ) is a three-dimensional Dirac delta function, non-zero at the interface position x Γ .
The momentum equation can be written as follows [30] :
where p is the pressure field and g the gravitational acceleration; the rightmost term accounts for the jump in stress due to surface tension, with σ being 125 the surface tension coefficient and κ local interface curvature. Though the two phases are assumed incompressible, the third term on the left-hand-side of eq. (5) is non-zero (and singular) at the interface, due to phase change.
Vaporized liquid mass transport
The transport of vapor mass is only defined in Ω 2 , and driven by a standard convection-diffusion equation:
where Y 
where p t is the total pressure of the mixture, and M l and M g denote the molar gas of the liquid and inert gas. By assuming the thermodynamic equilibrium at the interface, it is possible to relate p l,sat 2,Γ to the local interface temperature T Γ , through the Clausius-Clapeyron relation [34]:
where T sat is the liquid saturation temperature at ambient pressure p t , R is the universal molar gas constant, and h lv the latent heat of phase change. Finally, since in the current work we limit ourselves to a single-component liquid and neglect the gas dissolution in the liquid phase, the mass balance across the interface results in the following condition forṁ [34] :
where ∇ Γ denotes the gradient at x = x Γ .
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Energy transport
The conservation of thermal energy can be written in the one-fluid formulation as follows:
where viscous dissipation has been neglected. Here T is the temperature field, c p the specific heat at constant pressure and k the thermal conductivity. The last term in eq. (10) quantifies the jump in enthalpy due to phase change, mostly due to the latent heat h lg , but also due to the differences in specific heat between 135 the two phases. Note that the jump in heat flux at the interface can be easily derived by integrating eq. (10) across Γ.
Governing parameters
Eqs. (4), (5), (6), (8), (7) and (10) mass ratio; in addition to these, one needs to consider the ratios of the different thermophysical properties, λ ξ ≡ ξ 1 /ξ 2 , where ξ can be ρ, µ, c p or k.
Numerical method
The governing equations are solved on a fixed regular Cartesian grid (i.e. with spacing ∆x = ∆y = ∆z), with a marker-and-cell arrangement of velocity and 145 pressure points, using a finite-difference method. All scalar fields are defined at the cell centers. Hereafter we describe the phase-change two-fluid solver, starting with the interface-capturing method.
Interface representation
To capture the interface, we use the MTHINC volume-of-fluid method [35] .
For the sake of clarity, we start by briefly describing the original method and then explain our approach for modifying the advection scheme to account for a smooth but non-divergence-free interface velocity, u Γ . The construction of the interface velocity is described later in section 3.6.
We start by considering the cell-averaged volume fraction field, or volumeof-fluid function C, governed by the following equation:
where H ht is a hyperbolic tangent function, approximating the phase indicator function H. The numerical fluxes are determined from the semi-analytical procedure described in [35] , without requiring an explicit interface reconstruction.
The volume-of-fluid function C is integrated in time with a directional-splitting method [36, 37] , with an additional correction accounting for the non-zero divergence of the interface velocity. As described in [35] , the following implicit equations are solved sequentially from time step n to n + 1:
where ∆t is the time step, and f n , g * and h * * are the numerical fluxes computed as in [35] , and u Γ , v Γ and w Γ denote the three components of the interface velocity vector. Since each of the advection steps in eq. (12) corresponds to a non-divergence-free one-dimensional velocity field [38] , the original method performs a further correction to ensure that the divergence-free condition is satisfied:
where F n i,j,k is given by:
The second term on the right-and-side of eq. (13) corresponds to the correction used in the conventional directional-splitting method for a divergence-free advection velocity. In the present work, we extend the directional-splitting advection method in eq. (13) to ensure that the corresponding non-zero interface velocity divergence is accurately prescribed:
The last term in eq. (15) can be seen as an implicit volume deflation step, and
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ensures that the correct value of the velocity divergence is used to update C to time level n + 1; (∇ · u Γ ) n i,j,k is the discrete divergence of u Γ at time level n. Once C n+1 is determined, the thermophysical properties are updated using eq. (2), where the volume fraction field C is used as a smoothed approximation of the phase indicator function H. This makes all terms involving thermophysical 160 properties numerically differentiable.
Flow solver
The two-fluid Navier-Stokes solver uses a projection method [39] with the pressure-splitting technique described in [40] , reducing the pressure-correction step to a constant-coefficients Poisson equation; see also [41] . The underlying idea is to split the variable-coefficients pressure Poisson equation into two parts:
a variable-coefficients term that is treated explicitly by extrapolating the pressure field into the current time level, and a constant-coefficients term. This allows for using efficient FFT-based direct solvers for the second-order finitedifference Poisson equation with constant coefficients [42] , which are about one order of magnitude faster than a standard iterative solver. We should note however that the overall method can be easily applied to standard two-fluid solvers that do not use this pressure-splitting technique. The overall solution procedure uses an Adams-Bashforth method to advance the solution from time step n to n + 1, and is summarized below in semi-discrete form:
where ρ 0 = min(ρ 1 , ρ 2 ), RHS denotes the discretized advection, diffusion, gravity and surface tension terms in eq. (5)
delta function approximating δ Γ in eqs. (4), (5) and (10), and is discretized using 165 the Youngs method [43, 44] . The continuum surface force model (CSF) [45] is used for discretizing the surface tension term; see also [6] .
This set of equations is very close to that of [41] , except for the last term of eq. (18) . One can easily see that this term approximates the right velocity divergence at the interface due to phase change, i.e. eq. (4), regularized over the 170 grid cells where 0 < C < 1. This CSF-like approach makes the final velocity field numerically differentiable. Still, the flow velocity u may vary strongly across the interface, and therefore the use of second-order central schemes for the spatial derivatives of the convective terms in RHS is not desirable. Accordingly, a QUICK scheme [46] is employed for the convective term, while second-order 
Vapor mass transport
Equation (6) is solved in Ω 2 with the Dirichlet boundary condition prescribed at the interface in eq. (7). This equation is discretized in time as follows:
with m = n + 1 or n, depending on whether the diffusion term is discretized 185 implicitly or explicitly. The spatial discretization needs to be modified close to the interface to prescribe the boundary condition at x = x Γ . To achieve this, the finite-difference stencil is modified in grid cells close to interface by constructing a signed distance (i.e. level-set) field φ from C, with the method proposed in [51, 52] . Here φ > 0 corresponds to Ω 1 , and φ < 0 to Ω 2 .
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The advection term is discretized using an upwind scheme; see e.g. [30] .
Taking the discretization in x as example, it reads:
where u c is the x-velocity component interpolated into the cell center (i.e.
When the interface crosses a grid cell, the discretized form of the gradients of Y l 2 should be modified to conform to the interface boundary condition. This is achieved by considering a higher-order one-sided difference on an irregular stencil. For instance, the gradient of Y l 2 at i − 1/2 is computed as follows (the procedure for i + 1/2 is analogous):
where Y l,n 2,Γ is computed from eqs. (7) and (8), with the interface temperature 
In eq. (22), the one-sided difference coefficients β are computed following the approach reported in [54], as in [55] . The resulting stencil is given by x =
. Using the level-set function, the coefficient θ
/∆x is computed as proposed in [53] :
In case of small values of θ − x < 0.25, the point x i is removed from the onesided difference stencil to prevent errors as it approaches a singular value [55] .
Finally, the above procedure is performed in a dimension-by-dimension manner for directions y and z.
As regards the diffusion term, if an explicit temporal discretization of eq. (20) is employed, the second derivatives are discretized using the first derivatives, previously computed. Taking once more the term in x as an example, the second derivative reads [56] :
Conversely, if an implicit discretization is chosen, the procedure proposed in [17] 195 is employed; see also [20] . The procedure involves solving an Helmholtz equation where the boundary condition in eq. (7) is prescribed with the aid of the constructed level-set field. The resulting symmetric definite positive linear system is solved with the parallel semicoarsening multigrid solver (PFMG) of the HYPRE library [57] . 
Interfacial vapor mass flux
The calculation of the interfacial vapor mass flux is accomplished using eq. (9), written in terms ofṁ:
Since Y l 2 is not defined in Ω 1 , standard finite differences cannot be directly used to approximate the gradient at the interface. Instead, we follow the approach used in e.g. [18] and extend the Y l 2 into Ω 1 . This allows us to defineṁ in a band near the interface. Hence, before computingṁ from eq. (26), Y l 2 is extrapolated into the liquid domain using a second-order pde-based extrapolation [58] . This involves the successive solution to steady state of the three following equations:
where Y Finally, eqs. (27) are integrated in time using about 15 forward Euler pseudo time steps, and a first-order upwind scheme [18] to advect the scalar fields. The extended vapor species field Y l,e 2 is then used to compute the gradients in eq. (26) using a central difference scheme. This allow us to defineṁ in a band of about 220 6 ∆l around the interface, which covers the region where 0 < C < 1.
Energy equation
All the terms in the energy eq. (10) are discretized explicitly using an AdamsBashforth scheme:
where RHS T denotes the discretized form of the diffusive and source terms in eq. (10). We should note that the volume-averaged field of (ρc p ) −1 , not ρc p ,
should be used for a consistent discretization of the diffusion and jump terms, as 225 eq. (28) suggests. Our spatial discretization uses the 5 th order WENO scheme described in [61] , while the diffusion term is treated using standard central differences. The Dirac delta function in the singular term is regularized as explained above for the discretization of the momentum equations.
Interface velocity construction
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The calculation of the interface velocity u Γ for the advection of C is a key aspect of this method. The main challenge stems from the discontinuity of the one-fluid-formulation velocity u across the interface, while u Γ as defined in eq. (3) is continuous.
To overcome this issue, we adopt a strategy that accurately extends the liquid velocity into the gas domain, making the extended field differentiable in Ω. The basic idea is that phase change induces a Stefan flow, which is responsible for the jump in the flow velocity u. Hence, a divergence-free liquid-velocity extension can be obtained by subtracting this jump to u. The Stefan flow velocity u S can be obtained from a velocity potential ϕ as follows:
The solution of the first equation in (29) can be, once more, obtained for a wide variety of boundary conditions for ϕ using the efficient FFT-based direct solver described in [47] . The main advantage of this approach is that, since u S is defined in the entire domain, an extended liquid velocity u e 1 can be easily computed:
and it can be easily seen that u e 1 is divergence-free by construction. Note that a similar idea has been recently developed in [62] (3) can be used to compute u Γ :
The interface velocity u Γ is then used to advect C, as described in section 3.1.
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The computational overhead associated with the computation of u Γ is relatively small: less than 2% of the total wall-clock time per time step in a threedimensional domain (measured for the last setup described in section 4.5).
Finally, we should note that C may also be advected directly using u e 1 and a source term accounting for phase change on the right-hand-side. Inserting eq. (31) into (11), we get:
Since u e 1 is divergence-free, the original splitting advection in [38] can be used, followed by a step that accounts for the source term [62] . Still, test simulations 240 when reproducing the benchmarks in section 4 showed that the interface shape is better preserved when the phase-change term is explicitly accounted for in the split advection steps (eq. 12), i.e. when u Γ is explicitly used to advect the interface as described above in section 3.1.
Time marching
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The numerical solution proceeds as follows. First, the volume-of-fluid function is advanced to C n+1 , the corresponding interface normal vectors and cur-vature are updated, and the level-set is reconstructed. , which is used to transport C at the next time level.
The time step is fixed and estimated from the stability constraints of the overall system:
where ∆t c , ∆t σ , ∆t µ , ∆t m and ∆t e are the maximum allowable time steps due to convection, surface tension, momentum, vapor mass and thermal energy diffusion. These are determined as suggested in [63]:
where |u i,max | is an estimate of the maximum value of the ith component of the flow velocity; ∆t m is only considered when the vapor mass diffusion term 255 is discretized explicitly. Setting C ∆t = 0.35 in the present work was seen to be sufficient for a stable and accurate time integration.
Finally, we should note that our framework can be easily adapted to a twophase flow undergoing temperature-induced phase change in a single-component system, i.e. boiling. This procedure is described in Appendix A.
Results
We present now a validation of our method against several benchmark cases.
For clarity, the physical parameters defining the different setups are displayed in table 1. Unless otherwise stated, the time step is set to be constant and determined from eq. (33) 
We For an evaporating static droplet, the liquid velocity should be zero. We therefore expect the divergence-free liquid velocity extension to be u Finally, we analyze the accuracy of our method by inspecting the convergence of the droplet mass and shape errors with increasing resolution. We 300 consider the case with most significant velocity jump, λ ρ = 100 and a time step 
Isothermal droplet evaporation
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This test case considers the evaporation of a circular droplet, using the same domain and boundary conditions as in the previous section. The difference is that the evaporation is driven by a difference between the species concentration at the interface and the domain boundary. Hence, we now solve eq. 
where error is slightly larger when the vapor mass diffusion is discretized explicitly.
Yet, both approaches show an error convergence between 1.75 and 2.0 as the grid is refined.
Fully-coupled system -reproduction of psychrometric data
Next we consider the solution of the fully coupled system in the same con-340 figuration of the previous sections. In this case, evaporation is driven by the partial pressure of the vaporized liquid near the interface, which is smaller than the corresponding saturated value at the interface p l,sat 2,Γ . We recall that p l,sat 2,Γ is related to the interface temperature through the Clausius-Clapeyron relation (eq. 7).
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We consider a stationary circular droplet with the same geometry and outflow conditions of the previous cases. The energy equation is solved with Dirichlet temperature boundary conditions T ∞ at all boundaries. As in the previous case, the steady state solution of eq. (6) (7) and (8). Similarly to the recent work in [12] , we use psychrometric data to validate our numerical method. A water droplet is immersed in air with relative humidity ψ and so-called dry bulb temperature, T db , equal to the initial droplet temperature.
As evaporation is triggered, the droplet is cooled and its temperature decreases.
This evaporative cooling is counterbalanced by a conductive heat flux from the warmer air to the droplet. Eventually, a uniform equilibrium temperature is reached inside the droplet -so-called wet-bulb temperature, T wb . Accordingly, in our computational domain the temperature boundary condition is set to the desired dry bulb temperature T ∞ = T db , and the corresponding mass fraction prescribed at the boundary, Y l 2,∞ ; this is computed from the desired air relative humidity ψ at the dry bulb temperature T db (cf. eq. 7):
with p l,sat 2,∞ computed from eq. (8) evaluated at T db . For simplicity, in addition to the non-dimensional governing parameters in table 1, we report the system properties in table 2 and its caption. As in [12] , the liquid density and thermal conductivity are set smaller than those of water, while 
keeping the thermal diffusivity constant, in order to lower the computational cost of the simulations. Figure 6 (a) illustrates the time evolution of the droplet temperature profile, for T db = 313 K and ψ = 50%. Indeed, an equilibrium droplet (wet bulb) temperature T wb is attained after a transient due to the mechanisms described 360 above. The velocity vector field, temperature and mass fraction at this equilibrium condition are shown in panels (b,c) of the same figure. We performed simulations for several combinations of T db and ψ, and compared the resulting equilibrium droplet temperature to the expected value of the wet-bulb temperature T wb from psychrometric data, see e.g. [64] . good, with slight deviations for the highest temperature and relative humidity considered. A similar trend has been reported in [12] , where the discrepancies have been attributed to the assumption of constant thermophysical properties,
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which actually vary in a not negligible way at high values of T db and ψ. Figure 9 depicts the time history of the droplet sedimentation for the three cases under consideration. All cases show an oscillatory trajectory, due to droplet-wall interactions in this confined geometry and to the droplet inertia.
As the evaporation rate (i.e. Ste w ) increases, the frequency of the droplet os- The solution grid convergence for this more complex case is illustrated for the setup with highest mass transfer, Ste w = 0.26, confirming that 128 × 512 grid points (about 50 grid points over the initial droplet diameter) suffice for accurately resolving this problem. Finally, we perform a three-dimensional simulation for a fully coupled case, where a single droplet moves, deforms and evaporates in a non-isothermal envi- 
Conclusions
We have presented a numerical method for interface-resolved simulations of phase changing two-fluid flows using a volume-of-fluid method. The solver is based on an algebraic MTHINC VoF, implemented in an efficient, FFT-based 450 two-fluid finite-difference Navier-Stokes solver. To circumvent the issues related to the jump in fluid velocity across the interface, we transport the VoF func- cussions, and for pointing out the PhD thesis in [62] , which reports a similar approach for constructing a divergence-free velocity extension in the context of boiling flows.
Appendix A. Application of the method for boiling simulations
Here we briefly explain how to extend the numerical framework described for evaporation to study temperature-induced phase change (i.e. boiling), which occurs between a liquid phase and its vapor. From a physical point of view, boiling starts when the partial pressure of liquid in the gaseous phase is equal to the pressure p t that the surrounding environment exerts on the liquid itself.
By fixing p t and postulating thermodynamic equilibrium at the interface [1] , the Clausius-Clapeyron relation indicates that the interfacial temperature T Γ is constant and equal to the saturation temperature T sat , evaluated at p t . Under this assumption, together with the incompressibility constrain on both phases and weak viscous dissipation, the governing equations reduce to the following form, see e.g. [1, 9] , Therefore, their numerical solution follows the procedure reported in section 3.2.
Moreover, employing a VoF method to capture the interface dynamics, the interface representation (section 3.1) and the interface velocity construction (sec-500 tion 3.6) remain formally unchanged, with the minor modification of constructing the interface velocity from a divergence-free extension of the vapor velocity, instead of that of the liquid.
To solve the boiling problem, the main difference is that the energy eq. (A.1c)
is solved with a Dirichlet boundary condition at the interface: T Γ = T sat . In 505 practice, we solve eq (A.1c) with the same schemes used for Y l 2 , but for a temperature field T 1 in Ω 1 , and T 2 in Ω 2 , separately, with T Γ = T sat imposed at the interface. Then, following the procedure reported in [18] , the temperature field in the liquid domain T 1 is extrapolated into the vapor domain Ω 2 , and the temperature field in the vapor domain T 2 is extrapolated into the liquid domain 510 Ω 1 using the procedure described in section 3.4. The resulting extended fields T e 1 and T e 2 are continuously differentiable across Γ. Accordingly, they can be used to computeṁ in eq. (A.1d) using a central difference scheme. This allows to defineṁ in a band around the interface, covering the region where the VoF function is 0 < C < 1.
