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Abstract: We develop and estimate optimal age replacement policies for devices whose age is
measured in two time scales. For example, the age of a jet engine can be measured in the number
of flight hours and the number of landings. Under a single-scale age replacement policy, a device
is replaced at age  or upon failure, whichever occurs first. We show that a natural generalization
to two scales is to replace nonfailed devices when their usage path crosses the boundary of a
two-dimensional region M, where M is a lower set with respect to the matrix partial order. For
lifetimes measured in two scales, we consider devices that age along linear usage paths. We
generalize the single-scale long-run average cost, estimate optimal two-scale policies, and give
an example. We note that these policies are strongly consistent estimators of the true optimal
policies under mild conditions, and study small-sample behavior using simulation. © 2003 Wiley
Periodicals, Inc. Naval Research Logistics 50: 000–000, 2003.
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1. INTRODUCTION
In practice, the age of a device is often measured in more than one time scale. For example,
automobiles age in the “parallel” scales of calendar time since purchase and number of miles
driven. Routine engine maintenance depends on both of these scales, since an oil change is
recommended every 3 months or 3000 miles, whichever comes first. For many devices, the scale
most relevant for maintenance is difficult to determine. For example, Kordonsky and Gertsbakh
[11] note that the joint between an aircraft wing and the fuselage is subjected simultaneously to
corrosion, landing stresses, and level flight stresses; thus, calendar time, the number of landings,
and total flight time are all relevant scales. A maintenance policy should take into account the
parallel scales in which an item operates. In this paper, we focus on developing, optimizing, and
estimating age replacement policies based on two time scales.
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Most methods for developing maintenance policies are based on a single time scale; see
McCall [20], Pierskalla and Voelker [24], and Valdez-Flores and Feldman [28]. Under age
replacement policies, a device is replaced (or overhauled) at failure or at a predetermined age
  0, whichever occurs first. Let X, a positive random variable with distribution function F,
represent the failure time of a device. Following Bather [3], define F( x)  P(X  x) and
survivor function S( x)  P(X  x). Let the cost for replacement be K if the device is replaced
preventively, (i.e., X  ) and K  c if it is replaced due to failure (i.e., X  ), where K 
0 and c  0. If devices have independent lifetimes, the long-run average cost per unit of time







,   0. (1)
If F is absolutely continuous and has increasing hazard function, then C() has at most one
minimum. In addition, if the hazard function is continuous and strictly increases without bound,
there exists a unique and finite value * minimizing C() (e.g., Barlow and Proschan [2]). When
F is unknown, numerous parametric and nonparametric approaches are available for estimating
* based upon lifetime data (e.g., Arunkumar [1], Bather [3], Ingram and Scheaffer [10], and
Kumar and Westberg [15]). In most of these approaches, F in Eq. (1) is replaced with an
estimator Fˆ based upon the data. This results in an estimator Cˆ () of the cost function C(); *
is then estimated by minimizing Cˆ ().
Extending inference results so they can be used for maintenance of a device whose age is
measured in two scales requires knowledge of the usage path, or “history” of the device. This
notion is central to the literature of multiple time scales (e.g., Duchesne and Lawless [5]). Let
x  0 denote the chronological time since introduction of a device into service, and let y( x)
represent usage accumulated by the device up to age x (e.g., the total number of miles a car has
been driven up to age x). The usage path of a device up to chronological time x is defined to
be {(u, y(u)): 0  u  x}. In addition, if the random variable X represents the chronological
age of the device at failure and Y  y(X), then (X, Y) represents the time and cumulative usage
at failure. In practice, X and Y are often observable, but the usage path is not. In such cases, the
usage path is usually approximated by a straight line (e.g., Gertsbakh and Kordonsky [8] and
Lawless, Hu, and Cao [16]). Linear usage paths also result from cyclic usage in fatigue life
experiments. As such, we focus attention on devices whose usage paths are linear or can be
adequately approximated by straight lines.
Modeling the lifetime of a device whose failure depends upon the parallel effects of time and
usage has received a great deal of attention in the past decade; see Kordonsky and Gertsbakh
[12], Lawless, Hu, and Cao [16], Murthy, Iskanda, and Wilson [21], and Singpurwalla and
Wilson [27]. Much less attention, however, is given to maintenance policies based on multiple
scales. Most recent work in this area focuses on finding an appropriate combined scale to be
used for preventive maintenance. With this approach, the cost of a policy can be computed in
the combined scale, and, under appropriate conditions, an optimal policy can be found in that
scale. Kordonsky and Gertsbakh [12], and along slightly different lines Kordonsky and Gerts-
bakh [11, 13, 14], restrict attention to linear combined scales t(a)  (1  a) x  ay( x), where
a  [0, 1]. Under an age replacement policy in such a scale, a device is replaced at age  (in
the combined scale) or upon failure at age T(a)  (1  a)X  aY, whichever occurs first.
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Most recently, Duchesne and Lawless [5] propose an “ideal” time scale that generalizes some
of the work of Kordonsky and Gertsbakh. An ideal scale captures chronological age and usage
in such a way that, under appropriate conditions, the lifetime distribution of a device in this scale
is independent of the usage path. Thus, in principle, an age replacement policy based on an ideal
time scale could be used for devices regardless of their usage path.
Because using a combined scale reduces the problem of maintenance in multiple scales to that
of maintenance in one scale, it has the advantage of being tractable and easily understood.
Combined scales, however, do not completely address the problems of maintenance in multiple
scales. This can be seen by translating policies developed in combined scales to policies in the
original scales. Age replacement policies based on linear scales correspond to replacing devices
if (X, Y) falls in the triangular region M  {( x, y( x)): (1  a) x  ay( x)  } or when their
usage path crosses the boundary of M, whichever occurs first. Similarly, policies based on an
ideal time scale correspond to regions in the positive quadrant whose upper boundaries follow
the contours of the ideal time scale. By considering such regions in the original scales, in Section
2 we develop a more general class of policies that should be considered when searching for the
optimal policy. For devices that age along linear usage paths, in Section 3 we develop a cost
function that allows for comparison of costs for policies in this general class. Estimators for this
cost function and an optimal policy, along with a numerical example, are also given in Section
3. In Section 4 we discuss the large- and small-sample properties of these estimators and
compare their performance with policies based on a common scale-combining approach. A
discussion is given in the last section.
2. EXTENDING AGE REPLACEMENT THEORY TO TWO TIME SCALES
Under a single-scale policy with replacement time , a device is replaced if it fails in the
interval (0, ) or if its time in use (the 1-dimensional equivalent of a usage path) crosses the
right-most boundary of (0, ). In two scales, the equivalent of the failure replacement interval
(0, ) is a region M so that a device is replaced if (X, Y) is in M (i.e., upon failure) or when its
usage path crosses the boundary of M, whichever occurs first. We now consider how such
policies might be constructed based on observed bivariate failure times ( x1, y1), . . . , ( xn, yn).
2.1. Introductory Case Studies
Case Study 1. Consider policy MX  (0, ˆ)  (0, 	), where ˆ minimizes an estimator of
cost function (1) based on the observed failure times x1, . . . , xn. Under this policy, a device is
replaced when its age reaches ˆ or fails, whichever occurs first, regardless of the usage accrued.
Such a policy is adequate for the failure data in Table 1, from [27]. The data consist of the time
since inception of service and mileage at failure of 40 locomotive traction motors. Because the
sample correlation coefficient exceeds 0.99, knowing age in days is practically equivalent to
knowing usage in miles, so a policy based solely on chronological age suffices.
Such policies are often used in practice [7]. Policies of this form, however, ignore the
bivariate nature of the failure data and thus do not always fully account for the joint effect of
age and usage on failure.
Case Study 2. Consider failures due to metal fatigue [11]. A sample of 30 identical steel
specimens is divided into six groups of five; each group is subjected to a cyclic two-level loading
regime until failure. Group j is subjected to a periodic sequence of 5000 loading cycles
consisting of 5000j cycles of small amplitude (i.e., low load) followed by 5000(1  j)
cycles of large amplitude (i.e., high load), j  1, . . . , 6. Table 2 records the cumulative number
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of low cycles and high cycles at failure for each specimen. By design, the observations fall
almost perfectly on lines of slopes 1  0.053, 2  0.250, 3  0.667, 4  1.5, 5  4, and
6  19, as displayed in Figure 1. The dashed lines in Figure 1 represent these approximate
linear usage paths.
As with the traction motors, a policy can be specified for devices along a given usage path
solely in terms of one scale, namely, the number of low-load cycles. One approach is to consider
observations along each path separately; let ˜j minimize an estimate of cost function (1) based
Table 1. Traction motor data.
i Miles Days i Miles Days
1 9766 166 21 5922 128
2 2041 35 22 1974 31
3 12392 249 23 2030 65
4 9889 190 24 12532 221
5 974 27 25 14796 316
6 1594 41 26 979 22
7 2128 59 27 15062 261
8 2158 75 28 2062 32
9 11187 223 29 16888 397
10 47660 952 30 3099 48
11 13827 335 31 28 1
12 5992 164 32 95 27
13 6925 145 33 12600 295
14 7078 170 34 8067 140
15 7553 140 35 41425 827
16 25014 498 36 105 2
17 25380 571 37 12302 209
18 26433 499 38 447 29
19 16494 340 39 9766 166
20 7162 160 40 57304 1200
Table 2. Metal data.
Specimen j Low High Specimen j Low High
1 0.95 256800 13500 16 0.40 32000 45700
2 0.95 235800 11600 17 0.40 48000 70400
3 0.95 370150 19250 18 0.40 42000 61500
4 0.95 335100 17500 19 0.40 42000 60600
5 0.95 380300 20000 20 0.40 54000 80400
6 0.80 153000 38000 21 0.20 10000 37500
7 0.80 176200 44000 22 0.20 16000 62700
8 0.80 160300 40000 23 0.20 12000 45300
9 0.80 156000 39000 24 0.20 19000 72600
10 0.80 103000 25000 25 0.20 11000 42000
11 0.60 84000 54400 26 0.05 3000 53900
12 0.60 81000 52300 27 0.05 3750 68550
13 0.60 90000 59900 28 0.05 4250 77950
14 0.60 57000 37300 29 0.05 3320 57950
15 0.60 66000 42700 30 0.05 2750 51250
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on data from group j. Using the low-load cycle failure times, with K/c  0.5 we obtain: ˜1 
235800, ˜2  103000, ˜3  57000, ˜4  32000, ˜5  10000, ˜6  2750. Hence, the “composite”
policy, summarized by the replacement time vector (235800, 103000, 57000, 32000, 10000,
2750), replaces nonfailed devices on path 1 at 235800 low-load cycles, replaces nonfailed
devices on path 2 at 103000 low-load cycles, etc. The failure replacement region corresponding
to this policy is depicted on the top part of Figure 2.
Implementing this composite policy is problematic. Under the policy, a nonfailed device on
usage path 5 would be replaced preventively when it accumulates x  10000 low-load cycles;
at this point, since the usage path has slope 5  4, the device has accumulated y( x)  40000
high-load cycles. Under the same policy, however, a nonfailed device on usage path 4 that has
accumulated x  31980 low-load cycles would not be replaced (as it has not reached age x 
32000); at this point, since the usage path has slope 4  1.5, the device has accumulated
y( x)  47970 high-load cycles. Since the metal fatigue experiment is designed so that the
accumulation of low-load cycles and high-load cycles are the only factors leading to device
failure, this composite policy is not desirable, because the second device is “older” than the first
in both scales.
Now, consider the policy summarized by the replacement time vector (100000, 103000,
57000, 32000, 12000, 2750); the failure replacement region is depicted on the bottom part of
Figure 2. Under this policy, a non-failed device on usage path 2 that has accumulated x 
102960 low-load cycles would not be replaced (as it has not reached age x  103000); at this
point, since the usage path has slope 2  0.25, the device has accumulated y( x)  25740
high-load cycles. Under the same policy, however, a nonfailed device on usage path 1 would be
replaced preventively at age x  100000; at this point, since the usage path has slope 1 
0.053, the device has accumulated y( x)  5263 high-load cycles. This composite policy is not
desirable either, because the second device is “younger” than the first in both scales.
Figure 1. Metal data with approximate linear usage paths. Triangles represent the number of low-load
and high-load cycles at failure.
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2.2. Description of a Class of Maintenance Policies
For devices with linear usage paths, we now describe a class of two-scale policies which
generalizes the class of single-scale policies {(0, ):   0}. We assume devices under
consideration age only in chronological time and in the amount of usage accumulated. For
failure times u  (u1, u2) and v  (v1, v2) in   (0, 	)2, let  denote matrix partial order
on  where u v if and only if u1  v1 and u2  v2. The set L   is a lower set with respect
to a partial order  on  if u  L, v  , and v  u imply v  L (e.g., Robertson, Wright,
and Dykstra [25]); a lower set contains all “predecessors” of each of its members. For   (0,
	), the class of single-scale policies {(0, ):   0} is the class of open lower sets with respect
to the simple order  on (0, 	). In the two-scale age replacement problem, let  denote the
support of (X, Y), and let  denote the class of all open lower sets with respect to the matrix
partial order on . The class  is thus a natural generalization of the class of single-scale
policies to two-scale policies. Similar to a member of the class of single scale policies, M  
defines a policy such that if it prescribes replacement of a device of a particular age, it also
prescribes replacement of any “older” device; if it does not prescribe replacement of the device,
it does not prescribe replacement of any “younger” device either. Note the policy developed in
Figure 2. Composite policies for the metal data. The top part depicts the failure replacement region for
the policy with replacement times (235800, 103000, 57000, 32000, 10000, 2750). The bottom part depicts
the failure replacement region for the policy with replacement time vector (100000, 103000, 57000, 32000,
12000, 2750).
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Case Study 1 is a member of , where   (0, 	)2. Similarly, rectangular, triangular, and
other planar regions used by Murthy, Iskander, and Wilson [21] as warranty policies are
members of , where   (0, 	)2.
In the context where devices age along m linear usage paths, let  denote the union of the m
paths. Specifically, for 0  1  2  . . .  m, define   {( x, ix): 0  x, i  1, . . . ,
m}. Given a replacement time vector   (1, 2, . . . , m), let the corresponding composite
policy be M  {( x, ix): 0  x  i, i  1, . . . , m}. The policies illustrated graphically
in Figure 2 (and described in Case Study 2) are not members of. Consider the policy on the
top part of Figure 2. Replacement time vector (235800, 103000, 57000, 32000, 10000, 2750) has
55  44; under the corresponding policy, a device on path 5 would be replaced at (10000,
40000) but an “older” device on path 4 at (31980, 47970) would not be replaced. For i  j,
therefore, it seems reasonable to require jj  ii, since devices along path i accumulate
chronological time at a faster rate than devices along path j. Now consider the policy on the
bottom part of Figure 2. Replacement time vector (100000, 103000, 57000, 32000, 12000, 2750)
has 2  1; under the corresponding policy, a device on path 2 at (102960, 25740) would not
be replaced, but a “younger” device on path 1 would be replaced at (10000, 5263). For i  j,
therefore, it seems reasonable to require j  i, since devices along path j accumulate age in
the second scale at a faster rate than devices along path i.
In the context of linear paths, then, we note that in order for a composite policy M based on
the replacement time vector  (1, 2, . . . , m) to be “sensible” when implemented, we need
jj  ii and j  i for i  j in {1, . . . , m}. More formally, we say a replacement time
vector   (1, 2, . . . , m) is admissible if  lies in the set A  {(t1, t2, . . . , tm): 	  t1 
t2  . . .  tm  0, 1t1  2t2  . . .  mtm}. In Proposition 1 (see the Appendix), we
demonstrate that   A is a necessary and sufficient condition for M to be in ; that is,
admissible replacement time vectors correspond to policies which are lower sets with respect to
the matrix partial order on .
We now examine one more desirable quality for an age replacement policy in two scales. Let
r  K/c denote the ratio of the preventive replacement cost and the additional cost to replace
a device due to failure, and note that * minimizing C() depends on K and c only through r.
As r decreases, it becomes proportionally more costly to replace at failure, and the replacement
age based on a single scale should also decrease. The following result is proved in the Appendix.
THEOREM 1: Let 0  s  r. If C() has at least one minimum, then, *(s)  *(r).
Hence, for a decreasing sequence of cost ratios r1, r2, . . . , the corresponding single-scale
policies (0, 1), (0, 2), . . . form a sequence of nested lower sets (0, 1)  (0, 2)  . . . .
Two-scale age replacement policies should also be more conservative as r decreases; in
particular, policies for smaller r should be subsets of those for larger r. Let   (0, 	)2.
Depicted in Figure 3 are policies based on regions M1  {( x, y( x)): x  y( x)  6, x  0}
for r1  1 and M2  {( x, y( x)): 5x  y( x)  15, x  0} for r2  0.5. With r1  1, the
additional cost to replace a device due to failure is equal to the preventive replacement cost; with
r2  0.5, the additional cost to replace a device due to failure is twice the preventive
replacement cost. As such, policy M2 should hedge against this higher failure replacement cost
and prescribe replacement earlier than the time suggested by policy M1. Figure 3 shows,
however, that nonfailed devices with y( x)  5x are replaced when x  1 under policy M1 and
when x  1.5 under policy M2.
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2.3. Two-Scale Policies Based on Approaches in the Literature
Due to the complexity of modeling lifetimes in multiple scales, recent work in this area
focuses on finding appropriate methods for combining scales to form a single time scale. Three
combined time scales that seem best suited for age replacement policies given failure data in two
scales, age and usage, are the linear scales of Kordonsky and Gertsbakh [12, 11, 13, 14] and the
“ideal” time scale of Duchesne and Lawless [5]. The latter two combined scales are based solely
on the underlying failure models and are developed independently of the age replacement
problem.
Kordonsky and Gertsbakh [12] find the “best” scale for age replacement among the family of
scales that are convex combinations of age and usage, {t(a)  (1  a) x  ay( x), a  [0,
1]}. In scale t(a), the lifetime is T(a)  (1  a)X  aY. For a fixed a, let Fa(t)  P(T(a) 






1 	 Fau du
,   0. (2)
The dimension of Ca() is cost per unit of time in the scale t(a). To compare costs across time
scales, Kordonsky and Gertsbakh convert (2) into a cost function with dimension cost per unit
of chronological time as
Da  CaE
Ta/E
X,   0. (3)
The optimal policy minimizes (3) over both a and . Care needs to be taken in applying this
method, however. Because the scale corresponding to the optimal policy is a function of K/c,
varying K/c can lead to nonnested policies.
Figure 3. Nonnested policies. Solid lines represent boundaries of policies M1 and M2 and the dashed line
represents a linear usage path of slope 5.
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Kordonsky and Gertsbakh [11, 13, 14] also consider the family of linear scales {t(a)  (1 
a) x  ay( x), a  [0, 1]} but find the a* minimizing CV[T(a)], the coefficient of variation
(CV) of lifetime in scale t(a). Once a* is found, a policy can be constructed based on age in
scale t(a*). When 0  a*  1, policies for a decreasing sequence of ratios r form a sequence
of “nested” right triangles. For the metal data set in Case Study 2, the min CV scale is 0.129x 
0.871y( x). Using an estimator of cost function (1) in this scale, we find the replacement time
for 0.7  r  1 is 39840; for 0.594  r  0.7 the replacement time is 38010; and for r 
0.594 the replacement time is 33960. These replacement times induce the set of nested triangles
depicted in Figure 4.
Finally, Duchesne and Lawless [5] define the ideal time scale (ITS), in which the lifetime
distribution of a device is independent of the path. Duchesne [4] focuses on inference procedures




, 0  
  1). Maintenance and inspection policies are
mentioned by Duchesne [4] as potential applications of his ITS concept. Duchesne [4] notes that
ITSs are, by definition, unique up to one-to-one transformations. This nonuniqueness of the ITS
causes difficulty when trying to obtain a path-independent age replacement policy. For the metal
data in Case Study 2, Duchesne and Lawless [5] show that scale x  6.7y( x) is a reasonable
approximation to the true, unknown ITS. Let T denote the lifetime in this scale; upon estimating
FT(t)  P(T  t) with the empirical distribution, we find that for r  0.5, an estimate of *
in this scale is ˆ 261250. The ITS interval (0, 261250) corresponds to the planar region MT 
{( x, y( x)): x  6.7y( x)  261250}. The boundary of this policy is the solid line in Figure
5. Because t  x  6.7y( x) is ideal for the metal data, u  t2 is also ideal. In scale u, an
estimate of the optimal replacement time is vˆ  4076002. In the plane, the ITS interval (0,
4076002) corresponds to the region MU  {( x, y( x)): x  6.7y( x)  407600}. The boundary
of this region is the dashed line in Figure 5. Although both policies are based on the same data,
observe MU is quite different than MT.
Figure 4. Nested policies for metal data. Dashed lines represent policy boundaries, based on the min CV
scale. The policy for r  0.594 is nested within the policy for 0.594  r  0.7, which is in turn nested
within the policy for 0.7  r  1.
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In this section, we have discussed how a two-scale age replacement policy might be obtained
if scales age and usage are combined in various ways. Combining scales is convenient in that
it allows analysis to proceed along one scale. There is a drawback, however, to each of the
methods described in this section. The first approach can yield nonnested policies; the second
does not optimize a cost criterion; the third can produce policies that change with monotone
transformations of the combined time scale. The fundamental drawback of combining of scales,
as explained by Kordonsky and Gertsbakh [13] in the context of aircraft parts, is that there is
often no single time scale that adequately describes wear and damage accumulation leading to
failure. As a result, useful information is lost even if the “best” single time scale is used (i.e.,
the one which best accounts for the damage accumulation processes and their interaction). For
this reason, we now introduce a new approach that finds the least-cost policy that is in fact a
policy in two time scales.
3. POLICIES GIVEN DATA ALONG SEVERAL LINEAR PATHS
In this section we first describe the cost function used to define an “optimal” policy in the
setting in which failure data fall along several linear paths. Then, we explain how to estimate
the optimal policy for given failure data, and present an example.
3.1. The Cost of a Composite Policy
Consider a population of devices differing only in their rate of use, which remains constant
throughout their lifetimes. Thus, suppose that upon entering service, a device is assigned a linear
path having slope i with probability pi, i  1, . . . , m. Suppose also that 0  1  2
 . . .  m  	. Let Fi be the distribution of lifetime X (in chronological time) given  
Figure 5. Policies based on ideal scales t and u. The solid line represents the policy boundary for r 
0.5 based on scale t and the dashed line represents the policy boundary for r  0.5 based on scale u.
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i, i  1, . . . , m. From (1), the long-run average cost per unit time for a device on path i under







, i 0, i  1, . . . , m. (4)
Let *i be an optimal age replacement time for devices on path i, i  1, . . . , m. Consider policy
M  {( x, ix): 0  x  *i, i  1, . . . , m}. This composite policy has replacement times
summarized by the vector (*1, *2, . . . , *m), meaning devices on path i are replaced upon
failure or when their age reaches *i (whichever occurs first), i  1, . . . , m. For the metal data,
minimizing the empirical version of (4) separately for each i  1, . . . , m results in replacement
time vector   (235800, 103000, 57000, 32000, 10000, 2750). In Section 2.2, we noted that
 is not admissible; that is, the corresponding policy M is not a lower set in. Several ad hoc
methods can be used to transform M into a member of . For example, a linear interpolation
can be used to “smooth” sequential members of  which violate either of the admissibility
conditions i1  i or i1i1  ii. These schemes, however, do not take into account the
overall cost of implementing the resulting policy.
We define the cost of policy M with corresponding replacement time vector   (1,





piCii, i  0, i 1, . . . , m. (5)
Gertsbakh and Kordonsky [7] study a cost function of this form as they address the “optimal”
time scale for maintenance in heterogeneous environments. Here C() represents the expected
long-run average cost per unit of time in use of maintaining a device under a policy corre-
sponding to its operating conditions. The dimension of C() is cost per unit of (chronological)
time in use. If it is more meaningful to the decision maker, Eq. (5) can be easily transformed to
cost per unit of time in use in the second scale. Because paths are linear, minimizing (5) in the
second scale results in the same policy obtained in the first scale.
From Proposition 1 (Appendix), in order for a policy M with replacement time vector  
(1, 2, . . . , m) to be in ,  must lie in the set
A  t1, t2, . . . , tm: 	  t1 t2 · · ·  tm 0, 1t1 2t2 · · ·  mtm. (6)
For a given r  0, let * denote the vector which minimizes (5) subject to the restriction that
 is in A. If a collection of conditional distributions {Fi} has (*1, *2, . . . , *m)  A, then by
the optimality of each *i it follows that *  (*1, *2, . . . , *m), regardless of the mixing
probabilities. Collections of distributions with this property often arise from models common in
the literature. Lawless, Hu, and Cao [16] study failure data from automobile brake pads using





  [0, 1]. They assume linear usage paths y( x)  x, so that u(
)  x
, and they fit a
two-parameter Weibull distribution to failure times in scale u(
). Although their work does not
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pertain directly to age replacement theory, the resulting collection of distributions of X has this
property. Duchesne and Lawless [5], Gertsbakh and Kordonsky [8], and Oakes [23] study linear
time scales t( g)  x  gy( x), g  0. Under a linear path assumption, time scale t( g) takes
form x(1  g ). When a parametric distribution including a scale parameter is fit to failure
times in scale t( g), the resulting collection of distributions of X has this property. In certain
cases, proportional hazard models can also produce collections of conditional distributions with
this property.
3.2. Estimating the Optimal Composite Policy
We now turn to estimation under constraints (6) based on independent, simple random
samples of size ni from path i, i  1, . . . , m. Assume {Fi} is a collection of distributions with
(*1, *2, . . . , *m)  A. Let Sˆ i denote the empirical survivor function based on the ordered
sample chronological lifetimes xi,(1)  xi,(2)  . . .  xi,(ni) from path i, and let
Cˆ ii 





, i 0, i  1, . . . , m. (7)




piCˆ ii, i  0, i 1, . . . , m. (8)
To find the optimal policy, minimize (8) subject to the constraints in (6). The empirical cost
function (7) is piecewise decreasing, so finding its minimizer reduces to evaluating (7) at a finite
number of “strategic” points. A similar technique can be applied in searching for a minimizer
of Cˆ (). As motivation, consider a simple example with m  2.
Suppose 1  1, 2  3, and that chronological failure times along these paths are {1, 2, 3,
4, 5} and {1, 1.5, 2, 2.5, 3.5}, respectively. Suppose p1, p2  0, and p1  p2  1. A grid based
on these observations and the boundaries of the admissibility region A  {(t1, t2): 	  t1 
t2  0, t1  3t2} is depicted in Figure 6. We seek to minimize Cˆ (1, 2)  p1Cˆ 1(1) 
p2Cˆ 2(2) over all (1, 2) in the set A.
In each rectangle formed by the grid and bounded by consecutive observations, Cˆ (1, 2) is
left-continuous and decreasing in each argument. Thus, in each such rectangle, the upper
right-hand vertex is a local minimum of Cˆ (1, 2). Checking only the upper right-hand vertices
that lie in A [e.g., (2, 1)] will not necessarily produce the global minimum. Such a procedure
would fail to check points such as (3, 3) and (4.5, 1.5) in Figure 6. To find the global minimum,
therefore, an enumeration procedure must find the upper rightmost point in each region formed
by the intersection of A and the rectangles of the grid. We now describe this search procedure
for general m.
For convenience, suppose that along each path no two failure times are equal, so that xi,(1) 
xi,(2)  . . .  xi,(ni); also let xi,(0)  0 and xi,(ni1)  	, i  1, . . . , m. Form an
m-dimensional grid




xi,1, xi,2, . . . , xi,ni (9)




xi,ji, xi,ji1, where ji 0, . . . , ni, i 1, . . . , m, (10)
Cˆ () is decreasing in each argument, so the minimum of Cˆ () in H occurs at the vertex
( x1,( j11), x2,( j21), . . . , xm,( jm1)). This vertex dominates all other points in H with respect
to the matrix partial order on (0, 	)m; that is,   ( x1,( j11), x2,( j21), . . . , xm,( jm1)) @  
H. Let H denote the set of all hypercubes H as in (10) for which H  A  A. For some H in
H, the nondominated vertex ( x1,( j11), x2,( j21), . . . , xm,( jm1)) lies in A; for others, this
vertex lies outside of A. In either case, the nondominated point in H  A yields the smallest
value of Cˆ () in H  A. For each H in H, the nondominated point u(H)  (u1, u2, . . . , um)
is constructed explicitly as
u1 minx1,j11, 21 x2,j21, . . . , m1 xm,jm1,




um minx1,j11, x2,j21, . . . , xm,jm1.
Figure 6. Grid based on observations on two linear paths. The rays represent the boundaries of the region
A for these paths.
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Let ˆ  argmin Cˆ (u(H)) among all H in H. In the Appendix, we prove that ˆ is indeed
admissible and also prove the following optimality result.
THEOREM 2: Cˆ (ˆ)  Cˆ () @   A.
3.3. Example
Returning to the metal data, when r  0.5 we obtain ˆ  (235800, 103000, 57000, 26666.7,
10000, 2750). To amplify the fact that Mˆ is a member of , Figure 7 depicts a scatterplot of
the data overlaid with line segments representing paths curtailed by their corresponding
replacement times. When r  0.75 and r  1, the second component becomes 152000; all
other components are identical to the policy for r  0.5. Thus, for these data, the procedure
produces nested policies.
This example also sheds light on ways to reduce the computational burden of finding ˆ: it is
often unnecessary to compute Cˆ at the nondominated point in every H  H. We recommend
first finding the unrestricted minimizer ˜. If ˜  A, then ˆ  ˜, and no further computation is
necessary. Computing ˜ can save computation even if ˜ A. In some cases, ˜ may violate only
one constraint defining the set A; restricting the coordinates causing the violation (while leaving
the others relaxed) may lead to an optimal solution. More specifically, suppose that ˜  (˜1,
˜2, . . . , ˜m) is such that for some k in {1, . . . , m  1}, either ˜k  ˜k1 or k˜k  k1˜k1.
Let ˜k and ˜k1 minimize
Ckk, k1  Cˆ kkpk Cˆ k1k1pk1
over all (k, k1) in
Figure 7. Metal data with policy for r  0.5. The solid lines represent the failure replacement region
for the policy with replacement time vector (235800, 103000, 57000, 26666.7, 10000, 2750).
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Ak tk, tk1: tk tk1, ktk k1tk1.
Let ˜ denote the vector formed by replacing ˜k and ˜k1 in ˜ with ˜k and ˜k1, respectively.
It can be shown that if ˜  A, then ˆ  ˜. This approach works for the metal data for r 
0.5; recall from Case Study 2 that ˜ violates one constraint defining set A. This approach applies
sequentially on the metal data for r  0.75; in this case ˜ violates two constraints.
4. SIMULATION RESULTS
Frickenstein [6] formally addresses large-sample results, and shows (along the lines of Ingram
and Scheaffer [10]) that under mild conditions, the estimated optimal replacement times are
strongly consistent estimators of the true optimal replacement times. This section illustrates,
using simulation, that these estimates are well-behaved in small-sample situations as well. First,
the results of a general simulation are given to gain insight into the behavior of the estimated
cost function and policy for small sample sizes; next, nesting of policies with different cost
ratios is investigated. We end with a comparison which shows that our procedure tends to
produce policies having lower true cost than those based on the min CV method.
4.1. General Simulation Results
In this simulation, devices have “low,” “medium,” or “high” rates of use, corresponding to
usage paths of slope 1  1, 2  2, or 3  5. For each path, lifetimes arise from the Weibull
distribution, with density





where  0,  0. As in the simulations of Ingram and Scheaffer [10], let  2 for each path.
Different scale parameters  are chosen for the three paths: 1  40/21, 2  10/7, 3  1 for
paths 1, 2, and 3, respectively. These scale parameters ensure (*1, *2, *3) is admissible for any
r  0. Four groups of simulations are performed to investigate the small-sample behavior of
Cˆ () and ˆ as sample sizes n  (n1, n2, n3), mixing probabilities p  ( p1, p2, p3), and cost
ratio r vary. There are three runs within each group, to investigate the effects of varying r. Table
3 gives the settings used in each run. Mixing probabilities (1/3, 1/3, 1/3) represent populations
for which devices are evenly spread across several usage rates, and mixing probabilities (0.1,
0.8, 0.1) represent populations for which a large majority of the devices have a “medium” rate
of use (e.g., automobiles). Table 3 contains runs for which the relative frequencies of the sample
sizes along paths differ from the mixing probabilities since it is not uncommon for the mixture
of test assets to differ from the mixture in the actual population. Finally, the cost ratios 1, 0.5,
and 0.1 are common in the literature.
Each run of the simulation consists of 200 replications. In replication j, generate a data set
consisting of ni Weibull(2, i) lifetimes, i  1, 2, 3, and for this data set compute ˆ( j)
corresponding to the given p and r using the procedure described in Section 3. Results are
summarized in Table 4. For each run, we compute several quantities to gain insight into the
small-sample performance of ˆ as an estimator of *. Table 4 contains *, the minimizer of the
true cost function C(), found numerically. It also lists Av(ˆ) and sd(ˆ), the average value and
standard deviation of the ˆ( j) for the 200 replications. Finally, it includes p(ˆ), the proportion
15Frickenstein and Whitaker: Age Replacement Policies in Two Time Scales
of the replications for which ˆ  (˜1, ˜2, ˜3). This quantity reveals how often ˜  A and hence
we find ˆ “automatically,” with minimal computation.
By comparing rows 1–6 with rows 7–12 in Table 4, we note that increasing sample sizes
generally results in an increase in the (estimated) accuracy and precision of ˆ. As expected,
increasing sample sizes increases the proportion of replications for which ˆ  (˜1, ˜2, ˜3). The
effect of a nonuniform p on ˆ in small-sample situations is generally to slightly decrease the
accuracy and precision of ˆ, but this effect is reduced as the sample sizes increase.
For each run, we also compute several quantities to gain insight into the small-sample
performance of Cˆ () as an estimator of the true cost C(). First, we compute C(*), the exact
cost of the true optimal policy, from (5). Next, we compute Av[Cˆ (ˆ)]  (1/ 200) ¥j1200
Cˆ ( j)(ˆ( j)), where Cˆ ( j)(ˆ( j)) is the estimated minimum cost of age replacement for replication j,
and then the sample standard deviation of the Cˆ (ˆ). We also compute Av[C(ˆ)]  (1/ 200)
¥j1
200 C(ˆ( j)), where C(ˆ( j)) is the true minimum cost of age replacement at the estimated
optimal policy for replication j. We also find b[Cˆ (ˆ)]  Av[Cˆ (ˆ)]  Av[C(ˆ)] and
MSE[Cˆ (ˆ)]  (1/ 200) ¥j1200 (Cˆ ( j)(ˆ( j))  C(ˆ( j)))2. These quantities are scaled by the factor
1/c and displayed in Table 5.
Table 3. Settings for general simulation runs.
Run n p r
Group 1 1 (5, 5, 5) (1/3, 1/3, 1/3) 1.0
2 (5, 5, 5) (1/3, 1/3, 1/3) 0.5
3 (5, 5, 5) (1/3, 1/3, 1/3) 0.1
Group 2 4 (5, 5, 5) (0.1, 0.8, 0.1) 1.0
5 (5, 5, 5) (0.1, 0.8, 0.1) 0.5
6 (5, 5, 5) (0.1, 0.8, 0.1) 0.1
Group 3 7 (10,10,10) (1/3, 1/3, 1/3) 1.0
8 (10,10,10) (1/3, 1/3, 1/3) 0.5
9 (10,10,10) (1/3, 1/3, 1/3) 0.1
Group 4 10 (10,10,10) (0.1, 0.8, 0.1) 1.0
11 (10,10,10) (0.1, 0.8, 0.1) 0.5
12 (10,10,10) (0.1, 0.8, 0.1) 0.1
Table 4. Small-sample performance of ˆ
* Av(ˆ) sd(ˆ) p(ˆ)
1 2.078 1.558 1.091 2.005 1.440 0.988 0.708 0.475 0.383 0.225
2 1.406 1.054 0.738 1.471 1.048 0.713 0.526 0.370 0.296 0.260
3 0.607 0.456 0.319 0.866 0.607 0.407 0.356 0.234 0.162 0.210
4 2.078 1.558 1.091 2.180 1.464 0.973 1.050 0.570 0.334 0.225
5 1.406 1.054 0.738 1.607 1.078 0.706 0.925 0.510 0.279 0.260
6 0.607 0.456 0.319 0.923 0.634 0.424 0.411 0.310 0.183 0.210
7 2.078 1.558 1.091 2.121 1.545 1.035 0.642 0.448 0.357 0.250
8 1.406 1.054 0.738 1.466 1.064 0.747 0.475 0.361 0.266 0.330
9 0.607 0.456 0.319 0.753 0.538 0.357 0.261 0.182 0.137 0.225
10 2.078 1.558 1.091 2.301 1.601 1.031 1.032 0.616 0.330 0.250
11 1.406 1.054 0.738 1.514 1.054 0.725 0.607 0.410 0.241 0.330
12 0.607 0.456 0.319 0.768 0.551 0.364 0.268 0.232 0.139 0.225
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As in Table 4, by comparing rows 1–6 with rows 7–12 of Table 5, we note that increasing
sample sizes results in an increase in the (estimated) accuracy and precision of Cˆ () as an
estimator of C(). As with ˆ, the effect of a nonuniform p on Cˆ () is to slightly decrease the
accuracy and precision of Cˆ (), but this effect is reduced as the sample sizes grow.
4.2. Results of Nesting Simulation
Due to the nature of the single-scale cost function (1) and in turn (8), the policies produced
by our procedure are not necessarily nested. However, we now show by simulation that, in
practice, our procedure tends to produce nested policies even with small samples. For a fixed
group in the study above, let ˆ( j)(r) denote the estimated policy for cost ratio r given the data
for replication j. It can be shown that these policies are nested if ˆ( j)(0.1)  ˆ( j)(0.5) 
ˆ( j)(1). For each of the four groups, we find that nesting occurs in each of the 200 replications
in the general simulation. In this simulation we use a more refined sequence {1, 0.9, . . . , 0.1}.
We retain the same slopes and Weibull parameters as in the general simulation. The nesting
simulation consists of 4 runs of 20 replications each; for each replication we use a new random
number seed. To investigate the effect of sample size and mixing probability on nesting, we vary
n and p between runs. The settings for n and p for the four runs coincide with the settings in
groups 1–4 in Table 3. In each replication of a given run, we generate ni Weibull(2, i)
lifetimes, i  1, 2, 3; for this data set we find ˆ( j)(r) for each r in {1, 0.9, . . . , 0.1} and we
check whether ˆ( j)(0.1)  ˆ( j)(0.2)  . . .  ˆ( j)(1). For each run, we find that nesting occurs
in each of the 20 replications.
4.3. Comparison with the min CV Method
We further use simulation to compare true costs of policies estimated using our procedure
with those estimated using the min CV procedure. Unlike our procedure, the min CV method
is not designed specifically for the purpose of estimating (*1, *2, *3). Nonetheless, for certain
families of conditional distributions, the policy based on the min CV method does in fact
estimate (*1, *2, *3). As in the general simulation, we assume devices have usage paths of slope
1  1, 2  2, or 3  5 and Xi  Weibull(2, i), i  1, 2, 3. By choosing 1  2.5, 2 
Table 5. Small-sample performance of Cˆ (ˆ).
C(*) Av[Cˆ (ˆ)] sd[Cˆ (ˆ)] Av[C(ˆ)] b[Cˆ (ˆ)] MSE[Cˆ (ˆ)]
1 1.618 1.481 0.272 1.679 0.199 0.107
2 1.095 0.904 0.202 1.150 0.246 0.094
3 0.473 0.272 0.112 0.518 0.247 0.074
4 1.554 1.420 0.351 1.623 0.204 0.142
5 1.052 0.860 0.249 1.110 0.251 0.112
6 0.454 0.256 0.145 0.513 0.257 0.084
7 1.618 1.516 0.183 1.654 0.139 0.052
8 1.095 0.960 0.144 1.133 0.173 0.049
9 0.473 0.318 0.090 0.503 0.185 0.042
10 1.554 1.465 0.242 1.597 0.132 0.071
11 1.052 0.921 0.178 1.094 0.172 0.058
12 0.454 0.300 0.115 0.490 0.191 0.047
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20/11, and 3  1, the vector (*1, *2, *3) is admissible for any r  0. For a given r  0, our
procedure always returns a policy with lower estimated cost than any other policy in (6). But
since our choice of scale parameters for this simulation results in a triangular policy, and min
CV restricts attention to such policies, we would expect the min CV policy to have lower actual
cost than our estimated policy. We find, though, that our procedure compares favorably in terms
of true costs. The 12 runs of this simulation use the n, p, and r as described in Table 3; each run
of the simulation consists of 200 replications. In a given replication, we generate ni lifetimes
from Weibull(2, i), i  1, 2, 3. From this data set we compute ˆCV, the policy produced by
the min CV method. We also compute ˆ using our method. Hence, the result of each run are
pairs (ˆ( j), ˆCV( j) ), j  1, . . . , 200. For each run, we compute C() at each of these values and
(due to occasional nonnormality) perform a Wilcoxon signed-rank test on the differences
C(ˆCV( j) )  C(ˆ( j)), j  1, . . . , 200. For every run we reject the null hypothesis that the true
mean difference is non-positive; approximate p-values are 0 in each case. In fact, our estimator
results in a lower-cost policy in 67–85% of the 200 replications for each run.
5. DISCUSSION
In this paper, we generalize the classical age replacement policy to two scales for the case in
which devices age along linear paths. The class of lower sets generalizes two-scale policies
found in the literature, and members of this class are sensible from the standpoint of imple-
mentation. It is also desirable for two-scale policies to be nested when considering (in sensitivity
analyses, for example) a decreasing sequence of cost ratios; otherwise, the replacement times
prescribed by the policies can be inconsistent with the interpretation of the cost ratios. The
procedure we develop in Section 3 does not rely on finding a single “best” or “ideal” scale.
Instead, it considers the lifetime distributions corresponding to devices on different paths in a
manner resulting in an estimate of the optimal policy among a much larger class of policies.
In Section 3, the composite policy technically applies only to devices on the given paths. The
assumption that devices age exactly along linear paths is usually an approximation of reality;
thus, it is worthwhile to consider ways to extend these policies to ones that apply to devices on
any path. The policy (0, ) in a combined scale t extends in a natural way to the region {( x,
y( x)): t  } in the positive quadrant, as exemplified in Figures 4 and 5. The key consideration
for extending the policy produced by our estimation procedure is to ensure that the resulting
policy is a lower set with respect to the matrix partial order on (0, 	)2. Consider, for example,
a population of devices aging along lines of slope 1  0.5, 2  2, or 3  8. Suppose that for
some r  0 the replacement times are 1  20, 2  10, and 3  5, respectively. The solid
lines segments in Figure 8 represent the failure replacement region for this policy. To extend this
policy to the positive quadrant, we need a nonincreasing function on (0, 	) that is contained
within the rectangular regions delimited by the dashed lines in Figure 8. This function induces
a boundary of the failure replacement region; nonfailed devices are replaced when their usage
path crosses this boundary. A “conservative” extension is to choose a step function coincident
with the lower boundaries of the boxes; a more “aggressive” extension is to choose a step
function coincident with the upper boundaries of the boxes (in this case there is no usage limit
for devices with x  5). Between the two extremes, we arbitrarily choose a smooth curve
through the policy points {(20, 10), (10, 20), (5, 40)}, as depicted in Figure 8.
In Section 3, the Fi were estimated with empirical distributions. It is also possible to estimate
the Fi under the restriction that the estimates have increasing hazard functions. Ingram and
Scheaffer [10], however, find little value added from the increased computational burden over
empirical estimation. It is also possible to estimate parameters of certain collections of para-
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metric distributions {Fi} under the restriction that (˜1, ˜2, . . . , ˜m) be admissible. Gertsbakh
and Kordonsky [8] consider a collection of Weibull distributions with constant shape parameter.
In such a case, it can be shown that if the scale parameters satisfy conditions akin to (6), the
resulting composite policy (˜1, ˜2, . . . , ˜m) is in A. General conditions under which (˜1,
˜2, . . . , ˜m) is admissible need further study.
It is not difficult to imagine practical applications of extending these results to more than two
scales. Some of the concepts developed here can be generalized to more than two scales. For
example, m linear paths in k  1 scales can be represented by ( x, y1( x), . . . , yk( x)), where
yj( x)  ijx, i  1, . . . , m, j  1, . . . , k. For m such paths, as in two scales, an age
replacement policy need only specify replacement ages (1, 2, . . . , m) in chronological time.
In addition, the cost function (5) remains the same, and lower sets can be defined in higher
dimensions.
Another important extension is the problem of incorporating additional external covariates
into a multiple time scale policy. In fact, the definition of time scale is general enough to include
covariates. In the single-scale realm, Kumar and Westberg [15] and Love and Guo [17] contain
methods for obtaining age replacement policies for a pressure gauge given covariate informa-
tion. Both of these use a parametric model to incorporate the effect of the covariate on gauge
lifetime. Makis and Jardine [18, 19], on the other hand, recommend a combination of age
replacement and “condition-based” replacement in hopes of obtaining replacement decisions
that are more accurate than by employing one approach or the other. The foundation of their
work is the Cox proportional hazard model (PHM) with time-dependent covariates. Finally, we
have not considered the practical (but difficult) problem of maintenance when component
replacements are not renewals. In such cases, current research suggests using models for systems
rather than components.
Figure 8. Extension of estimated optimal policy. The solid lines represents the failure replacement region
for the policy with replacement time vector (20, 10, 5). The dashed lines represent bounds for a
nonincreasing function serving as a policy boundary under the lower set restriction. The smooth curve
represents the boundary of one possible extension of the policy based on the linear paths of slope 0.5, 2,
and 8.
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APPENDIX
PROOF OF THEOREM 1: Without loss of generality, let c (the additional cost to replace a device due to failure) be
1. Let *(r) denote the minimum value of C(; r), the cost function in (1) with cost ratio r. Let   inf{ x: S( x) 
0};   	. Then, for cost ratio 0  s  r,






is a positive, continuous, and strictly decreasing function of  on (0, ). Suppose C(; s) attains a minimum at *(s);
there may be several minima. It can be shown that *(s)  . For   *(s),
C; r 	 C*s; r  
C; r 	 C; s  
C; s 	 C*s; s  
C*s; s 	 C*s; r. (11)
Since *(s) minimizes C(; s), the second term on the right-hand side of (11) is nonnegative; in addition, because C(;
r)  C(; s) is strictly decreasing on (0, v), the sum of the first and third terms is positive. Thus, C(; r)  C(*(s);
r) @   *(s), and it follows that C(; r) can only attain a minimum for some *(r)  *(s). 
PROPOSITION 1: Given a replacement time vector   (1, 2, . . . , m) for devices on linear usage paths where
0  1  2  . . .  m, the corresponding composite policy M  {( x, ix): 0  x  i, i  1, . . . , m} is a
lower set with respect to the matrix partial order on   {( x, ix): 0  x, i  1, . . . , m} if and only if both i1 
i and i1i1  ii, i  1, . . . , m  1.
PROOF: Starting with the reverse statement, let x  M and let y   such that y  x. To show M is a lower set
with respect to the matrix partial order on , it suffices to show y  M. Because x  M, the age x  (t, jt) for
some 0  t  j and some j, j  1, . . . , m. Similarly, because y  , y  (s, ks) for some s  0 and some k,
k  1, . . . , m. Because y  x, it follows that s  t and ks  jt. It suffices to show 0  s  k. First, treat the
case k  j. Because s  t and j  k, we have 0  s  t  j  k. On the other hand, if k  j, then, because
ks  jt and jj  kk, we have 0  s  (j/k)t  (j/k)j  k. Thus, the policy is a lower set. Turning to
the direct statement, suppose M is a lower set; let i  {1, . . . , m  1}. Suppose further that i1  i. Let x 
(i1  i)/ 2; consider u  ( x, i1x)  M and v  (x, ix)  . Note that v  u, but because x  i, v  M.
This contradicts the fact that M is a lower set. Thus, i1  i. Similarly, suppose i1i1  ii. Let y 
(i1i1  ii)/ 2, x  y/i and z  y/i1. Consider u  ( x, y)  M and v  (z, y)  . Note that v  u,
but because z  i1, v  M, contradicting the fact that M is a lower set. Thus i1i1  ii. 
PROPOSITION 2: For any x  ( x1, x2, . . . , xm) in (0, 	)m, let Bx {  (0, 	)m:  x}. Define u(x) as follows:
u(x)  (u1(x), u2(x), . . . , um(x)), where
u1xminx1, 21 x2, . . . , m1 xm,








umxminx1, x2, . . . , xm.
Then, (i) u(x)  A  Bx and (ii) y  u(x) @y  A  Bx, where A is defined in (6).
PROOF: First, u(x)  Bx since ui(x)  xi, i  1, . . . , m; that is, u(x)  x. To show u(x)  A it suffices to show
iui(x)  i1ui1(x) and ui(x)  ui1(x) for i  1, . . . , m  1. Let i  {1, . . . , m  1}. Since i1  i,
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iuix  iminx1, x2, . . . , xi, i1i xi1, . . . , mi xm
minix1, ix2, . . . , ixi, i1xi1, . . . , mxm
mini1x1, i1x2, . . . , i1xi, i1xi1, . . . , mxm
 i1minx1, x2, . . . , xi, xi1, i2i1 xi2, . . . , mi1 xm
 i1ui1x;
also
uix  minx1, x2, . . . , xi, i1i xi1, i2i xi2, . . . , mi xm
minx1, x2, . . . , xi, xi1, i2i1 xi2, . . . , mi1 xm
 ui1x.
Thus, u(x)  A  Bx, proving (i). To show (ii), let y  A  Bx, and let i  {1, . . . , m}. Since y  A, y1  y2
 . . .  yi and mym  . . .  i2yi2  i1yi1  iyi, then (m/i) ym  . . .  (i2/i) yi2  (i1/
i) yi1  yi, so by definition of u(y), ui(y)  yi. It follows that u(y)  y. Since y  Bx, it follows that yi  xi, i 
1, . . . , m. Since each ui(z) is nondecreasing in each argument of z  (0, 	)m, we have y  u(y)  u(x), as
required. 
PROPOSITION 3: Let H as in (10) be a member of H; let x  ( x1, x2, . . . , xm) denote the vertex ( x1,( j11),
x2,( j21), . . . , xm,( jm1)) and let z  ( z1, z2, . . . , zm) denote the vertex ( x1,( j1), x2,( j2), . . . , xm,( jm)). Let u(H)  u(x)
as in Proposition 2. Then (i) y  u(H) @ y  A  H, and (ii) u(H)  A  H.
PROOF: Let u  (u1, u2, . . . , um)  u(H). Let y  A  H (such a y exists, since A  H  A). Since H  Bx
it follows that y  A  Bx; from Proposition 2 we know that y  u, thus proving (i). By (i), we have yi  ui, i 
1, . . . , m. Since y  H, we know that zi  yi  xi, i  1, . . . , m. Because u  x, we know ui  xi, i  1, . . . ,
m. From these inequalities it follows that zi  ui  xi, i  1, . . . , m, so that u(H)  H. By Proposition 2 we know
u(H)  A; thus, we have shown (ii). 
PROOF OF THEOREM 2: Let   A. Because the grid  defines a partition of the positive orthant,   H for some
H  H. Form u(H) as described in Proposition 3. By definition, Cˆ (ˆ)  Cˆ (u(H)), so it remains to show Cˆ (u(H)) 
Cˆ (). By construction of u(H) we have   u(H); in H, Cˆ () is decreasing in each argument, so it follows that
Cˆ (u(H))  Cˆ (), as required. 
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