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 МЕТОД АДАПТИВНОГО ПРОГНОЗУВАННЯ МАКСИМАЛЬНИХ УМОВНИХ                       
ДИСПЕРСІЙ СПІВВІДНОШЕНЬ ВИХІДНИХ КООРДИНАТ ПРОЦЕСУ                                 
З РІЗНОТЕМПОВОЮ ДИСКРЕТИЗАЦІЄЮ 
The paper proposes the concept of maximal conditional sample variance of ratio’s discrepancy. We consider the 
GARCH model design method for forecasting these variances in case of multivariate heteroskedastic processes with a 
small sample period for input disturbances and a large period for outputs. The dynamics of processes in stochastic envi-
ronment is described with polynomial matrix models with multirate sampling. Furthermore, the adaptive tuning of 
GARCH model coefficients is based on the recursive least squares method. Additionally, we provide the research results. 
Вступ 
Останнім часом у теорії та на практиці час-
то виникає потреба в керуванні та прогнозу-
ванні співвідношень між різними параметрами 
складних систем [1, 2]. У зв’язку з цим необ-
хідно розробляти нові методи й алгоритми ке-
рування, прогнозування та аналізу систем, що 
називаються координуючими. Зокрема, коор-
динуючі системи використовуються в хімічній 
промисловості, будівництві, системах синхрон-
ного керування технічними пристроями або їх 
частинами, а також в екології, біології, меди-
цині, економіці тощо. Одночасно з розвитком 
методів керування співвідношеннями необхід-
но розробляти також методи оцінки якості ко-
ординуючого керування, а також прогнозуван-
ня співвідношень. 
У класичній теорії стохастичних систем 
однією з найпоширеніших мір якості керуван-
ня, а також і однією з часто прогнозованих ве-
личин є умовна дисперсія вихідної координати. 
В [3, 4] введено нове поняття — максимальна 
умовна вибіркова дисперсія вихідних коорди-
нат об’єкта, і показано доцільність її застосу-
вання для прогнозування волатильності різних 
процесів. У контексті розвитку теорії коорди-
нуючих систем у даній статті вводиться анало-
гічне поняття — максимальна дисперсія нев’яз-
ки співвідношення, що є мірою волатильності 
не окремої координати, а співвідношення ко-
ординат. 
Постановка задачі 
Ставиться задача обчислення та досліджен-
ня максимальних умовних вибіркових диспер-
сій нев’язок співвідношень між координатами 
багатовимірного об’єкта в стохастичному сере-
довищі. Модель динаміки системи задається у 
вигляді матрично-поліноміального багатовимір-
ного рівняння з різнотемповою дискретизацією 
[5]. Зовнішнє збурення задається процесом ав-
торегресії першого порядку з гауссовим білим 
шумом. Додатково ставиться задача адаптивно-
го оцінювання параметрів цієї моделі. 
Визначення максимальних вибіркових умов-
них дисперсій співвідношень координат ба-
гатовимірних процесів з різнотемповою дис-
кретизацією 
Багатовимірна модель динаміки об’єкта з 
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При цьому співвідношення періодів кван-
тування для дискретних відліків вихідних коор-
динат буде  
 0h mT= ,                    (2) 
де m  — ціле число, більше за одиницю. Тоді 
визначимо співвідношення операторів зворот-
ного зсуву: 
 11
mz z− −= ,  
де 1z −  — оператор зворотного зсуву на один 
період квантування 0T , 
1
1z
−  — оператор зворо-
тного зсуву на один період h . Структура полі-
номів у моделі (1) має вигляд 
1 1
1 1 1 1( ) 1 ...
s
i si i
A z a z a z− − −= + + + , 
 1 10 1( ) ...
q
ij qij ij ij
C z c c z c z− − −= + + + ,  (3) 
1,2,...,i n= ; 1,2,...,j n= . При цьому 0i
a  — змі-
щення і-ої вихідної координати.  
Нехай задано множину співвідношень між 
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SY ,             (4) 
де 1( , ..., )
T
ny y=Y  — вектор вихідних коорди-
нат, S  — матриця розмірності , ,l n l n× <   
1











S S  — вектор-рядки, що 
її формують, b  — вектор-стовпчик розмірності 
l . Лінійні співвідношення (4) мають виконува-
тись у кожний момент часу, але у стохастич-
ному середовищі це недосяжно, тому введемо 









⎛ ⎞⎡ ⎤= −⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
SY b . В такому разі дисперсії коор-
динат вектора e  є мірами якості керування 
співвідношеннями, оскільки чим менша диспер-
сія і-ої координати нев’язки ( 1,..., ),ie i l=  тим з 
більшою точністю виконується і-те співвідно-
шення i iS b=Y .   
Умовне математичне сподівання нев’язки 
співвідношень дорівнює 1 1[ ( )] [ ( )j jM e jh M jh− −= −SY   
1] [ ( )]jb M jh−− = −S Y b  для довільного моменту 
часу jh , тому необхідно спочатку обчислити 
умовне математичне сподівання вектора вихідних 
координат. Оскільки 1 1 1[ ( )] ( [ ( )],j jM jh M y jh− −=Y  
1..., [ ( )])
T
j nM y jh− , достатньо знайти умовне ма-
тематичне сподівання кожної вихідної коорди-
нати. Для цього різнотемпову модель (1) треба 
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,             (5) 
1,2,...,i n= . 
Досі природа збурення не бралась до ува-
ги. У даній статті пропонується розглянути 
поширений на практиці і досить загальний ви-
падок, коли збурення є процесом авторегресії 
першого порядку [7], що можна подати у ви-
гляді 
 0 0 0( ) (( 1) ) ( )kT g k T v kTξ = ξ − + , (6) 
де 0( )v kT  — векторний незалежний гауссів 
дискретний білий шум, g ≈ 0,8—0,9 — відомий 
скалярний коефіцієнт.  
Для подальших обчислень корисно знайти 
умовне математичне сподівання 0( )kTξ  відносно 
інформації, наявної на момент часу 0( )k i T− , 
тобто 0( )k iM kT− ξ . Запишемо 
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тоді, враховуючи 0(( 1) ) ((k i k iM v k i T M v k− −− + = −   
0 02) ) ... ( ) 0k ii T M v kT−− + = = = , отримаємо 
0 0( ) (( ) )
i
k iM kT g k i T− ξ = ξ − , що і треба було 
знайти. 
З урахуванням цього та формули (5) знай-
демо умовне математичне сподівання вихідної 
координати ( )iy jh  для довільного j  та кожно-
го 1,...,i n= : 
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 0 0... [ ]in iq nc jh qT a+ + ξ − + . (7) 
Визначимо вибіркове умовне математичне 
сподівання нев’язки співвідношення ie  протя-
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Y  — вектор-стовпчик, що склада-
ється з умовних математичних сподівань вихід-
них координат, розрахованих згідно з (7). Ви-
значимо вибіркову умовну дисперсію на інтер-
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∑ ∑Y Y  (8) 
Визначимо максимальну вибіркову умовну 
дисперсію при зміні p  в інтервалі max1 p p≤ ≤  
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,  (9) 
де maxp  встановлюється залежно від інерційно-
сті процесу, 1,2,...,i l= . 
Прогнозування максимальних дисперсій не-
в’язок співвідношень на основі моделей 
GARCH 
Для прогнозування та аналізу динаміки 
максимальних вибіркових умовних дисперсій 
побудуємо узагальнену авторегресійну умовно 
гетероскедастичну модель (GARCH) для кож-
ної нев’язки ie  [4]: 
max max
2 2
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,  (10) 
де iw  – процеси дискретного білого шуму з 
нульовим середнім, ,i ir t  — порядки моделі 
(знаходяться емпірично, якщо it  = 0, то отри-
муємо модель ARCH), 1 1, ,..., , ,...,i ii i r i i t iλ σ σ ρ ρ  — 
коефіцієнти моделі, які необхідно оцінити (ме-
тодика розробляється нижче). 
На основі рівняння (10) виконаємо про-
гнозування максимальної вибіркової умовної 
дисперсії (9) на один великий період кванту-
вання 0h mT= : 
max max
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Для прогнозування згідно з (11) необхідно 
виконувати адаптивну настройку коефіцієнтів 
моделі GARCH (10) відповідно до умови міні-
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iξ  — обчислене значення максимальної 
вибіркової умовної дисперсії і-го співвідно-





 — прогнозована ди-
сперсія, що визначається згідно з (11). 
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де вектор оцінюваних коефіцієнтів i
)
θ  згідно з 
моделлю (10) буде дорівнювати 
 1 , 1[ ,..., , ,..., , ]i i
T
i i r i i t i i= σ σ ρ ρ λ
)
θ ,  (14) 
а вектор обчислюваних координат становитиме 
max max
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θ , при яких мінімізується крите-
рій (13), застосовується рекурентний метод 
найменших квадратів [8]: 
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⎫⎡ ⎤⎡ ⎤ ⎛ ⎞ ⎡ ⎤⎪⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ ⋅ − ⎬⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎝ ⎠ ⎣ ⎦⎪⎣ ⎦ ⎭
X X , (16) 
1 1i i i
k k k
P h P h P h
m m m
⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎛ ⎞ ⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − − − ×⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦
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1 1Ti i i
k k k
h h P h
m m m
⎧ ⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎛ ⎞⎪⎡ ⎤ ⎡ ⎤ ⎡ ⎤× ⋅ + ⋅ − ×⎨ ⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎪⎣ ⎦ ⎣ ⎦ ⎝ ⎠⎩ ⎣ ⎦





h h P h
m m m
−
⎫ ⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎛ ⎞⎪⎡ ⎤ ⎡ ⎤ ⎡ ⎤× ⋅ ⋅ −⎬ ⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎪⎣ ⎦ ⎣ ⎦ ⎝ ⎠⎭ ⎣ ⎦
X X ,  (17) 
1,2,...,i l= , 
0 0




θ  — початкове наближення век-
тора коефіцієнтів. 
Таким чином, процедура (15)–(17) повто-




θ  моделей динаміки нев’язок кож-
ного співвідношення. 
Приклад 
Нехай задано двовимірний об’єкт з різно-
темповою дискретизацією типу (1) такого ви-
гляду [6]: 
1 1 2
1 1 1 2 1
1 1 2 3 4





A z I A z A z
C z I C z C z C z C z
h T
− − −
− − − − −
= − −




1,01045 0 0,11838 0
, ,
0 0,78855 0 0,11844
A A
−⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟= =
⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
 
1 2
1,4333 2,1333 0,3455 1,5798
, ,
0,55526 1,00526 0,36112 0,01905
C C
⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟= =
⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
 
3 4
0,17417 0,48627 0,0578 0,05298
, .
0,10947 0,2035 0,0333 0,03716
C C
− −⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟= =
⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
 
Будемо подавати на вхід процес типу (6) із 
g = 0,9 і дисперсією v  = 0,01. Нехай необхідно 
відстежувати дисперсію одного співвідношення 
1 2( ) 2 ( ) 1Y r Y r− = , тобто в (4) маємо (1 2),= −S  
1, 1b l= = . Експериментально встановлено, що 
динаміка максимальної (при 
max1
8p = ) вибірко-
вої умовної дисперсії нев’язки цього співвідно-
шення задовільно описується адаптивною мо-
деллю типу ARCH (1), тобто 1 11, 0r t= = . Мо-
делювання проводилось протягом N = 500 ве-
ликих періодів дискретизації. У рівняннях (15)—
(17) покладається 1 1
1000 0









Результати комп’ютерного моделювання пока-
зано на рисунку. Можна бачити, що якість 
прогнозування досить висока. 
Висновки 
Визначене в статті поняття максимальної 
вибіркової умовної дисперсії нев’язки співвід-
ношення є оцінкою волатильності нев’язки 
заданого співвідношення між вихідними коор-
динатами багатовимірного стохастичного ди-
намічного об’єкта з різнотемповою дискрети-
зацією. Запропонований метод синтезу моде-
лей GARCH дав можливість спрогнозувати дис-
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кий період дискретизації вперед. Як показали 
експериментальні дослідження, прогнозування 
цієї дисперсії на основі запропонованого алго-
ритму є досить точним і ефективним. 
У подальших дослідженнях планується до-
кладніше вивчити математичні та експеримен-
тальні властивості запропонованої в даній стат-
ті величини. 
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