We prove error bounds on the worst-case error for integration in certain Korobov and Sobolev spaces using rank-1 lattice rules with generating vectors constructed by the component-by-component algorithm. For a prime number of points n a rate of convergence of the worst-case error for multivariate integration in Korobov spaces of O n −α/2+δ , where α > 1 is a parameter of the Korobov space and δ is an arbitrary positive real number, has been shown by Kuo. First we improve the constant of this error bound. Further we prove an error bound which shows that the rate of convergence is optimal up to a power of log n for prime n. These error bounds are then generalised to the case where the number of points is not a prime number.
Introduction
We want to approximate d-dimensional integrals over the unit cube, that is
by quasi-Monte Carlo (QMC) rules, which are equal weight quadrature rules of the form
We consider the case where the quadrature points x k are chosen from a set of the form kÞ n for k = 0, . . . , n − 1. Here the generating vector z is an integer vector, and the braces {x} indicate that we take the fractional part in each component of x. Integration rules of this form, that is
where {γ j } is a positive, non-increasing sequence. This sequence characterises the decreasing importance of the successive coordinate directions in weighted Korobov and Sobolev spaces (see [17] for further details). Further, they proved that the epsilon exponent of strong tractability belongs to [1, 2] for Sobolev spaces. Equivalently, the best possible rate of convergence of the worst-case error in Sobolev spaces is at least O n −1/2 , with the implicit constants independent of d. Later it was shown in [18] that if n is prime essentially the same results can be obtained within the smaller class of shifted rank-1 lattice rules.
Using rank-1 lattice rules for approximating integrals depends, of course, on finding a generating vector z which ensures a low error. Even for moderate n and d it is computationally far too costly to search through all possible vectors z (even though the components of z can be restricted to {1, . . . , n − 1}). Sloan and his collaborators (see for example [13] , [14] and [15] ) showed that in Sobolev spaces a good generating vector can be constructed one component at a time. The worst-case error for those spaces can be calculated exactly, and the component-by-component algorithm chooses the next component such that this worst-case error is minimised. Again, the number of points in these results is assumed to be a prime number. Under the condition (2) these results guarantee that a lattice rule satisfying a strong tractability error bound can be constructed component-by-component. In detail they showed that a lattice rule with a generating vector z constructed this way achieves a worst-case error bound of order O n −1/2 for Sobolev spaces (see [13] ), agreeing with the existence results above. It is not known whether the worst-case error of lattice rules with generating vectors g of Korobov form (see [7] and [8] ), that is g = (1, a, a 2 , . . . , a d−1 ) (mod n), yield a strong tractability error bound. In [19] it was shown that under condition (2) the worst-case error of such lattice rules satisfies a tractability error bound. Therefore, for n and d not small, the componentby-component algorithm is the only feasible constructive method for rank-1 lattice rules which are shown to achieve a strong tractability error bound.
¿From [18] it is also known that there exists a rank-1 lattice rule with the better convergence order of O n −1+δ for Sobolev spaces for all 0 < δ ≤ 1/2, which satisfies a strong tractability error bound under the stronger condition Those results were not constructive, so it was not known how to actually find the generating vectors for lattice rules with an improved order of convergence. Numerical experiments already suggested that the component-by-component algorithm of [13] finds vectors with this property. Kuo then showed in [9] that this is indeed the case.
In the first part of this paper we use different arguments to prove again that lattice rules constructed by the component-by-component algorithm achieve the higher convergence order. The constant in this bound is smaller than the constant in [9] . Further we prove an error bound which shows that the convergence order is optimal up to a power of log n, that is, the worst-case error is O (log n) d n −1 (see Section 6 for those results and Section 4 for similar results for integration in weighted Korobov spaces). The power −1 of n is best possible as this is even true for the one dimensional case, see [18] .
In section 5 we refine the arguments of section 4 to generalise the error bounds to arbitrary n. Kuo and Joe gave first results in this direction (see [10] ). They first proved an existence result and also a bound on the error of integration using rank-1 lattice rules with a generating vector constructed by the component-by-component algorithm with a worst-case error of O n −1/2 . The existence result of their paper can easily be generalised to show that there exists a generating vector for a lattice rule which satisfies the higher convergence order, and which ensures strong tractability under the same condition on the weights as for the case where n is a prime number. We show that vectors constructed by the component-by-component algorithm satisfy this existence result. Results where the number of points is a non-prime number are especially interesting as it allows us to reduce the construction cost of the generating vector (see [2] for further developments).
The weighted Korobov space
In this section we introduce so-called weighted Korobov spaces. Integration of functions in such spaces was analysed in many papers (see for example [5] , [6] , [9] , [10] , [18] and [19] ). These spaces are tensor product spaces of one dimensional reproducing kernel Hilbert spaces (for more details on reproducing kernels see [1] ). Let H 1,β,γ denote the space of periodic functions on [0, 1] with absolutely convergent Fourier series. The inner product for f, g ∈ H 1,β,γ is given by
where α > 1 is a fixed parameter characterising the rate of decay of the Fourier coefficientŝ f andĝ. The prime in indicates that the term h = 0 is omitted. This space has a reproducing kernel,
where a reproducing kernel is characterised by the following property:
for all f ∈ H 1,β,γ and x ∈ [0, 1]. As mentioned earlier, the space we consider here is a tensor product of spaces H 1,β,γ . Take two positive sequences β = (β 1 , β 2 , . . . ) and
. . is non-increasing (for our purposes we use a slightly more general version of weighted spaces, compare for example [9] , [10] and [14] ). Our tensor product space is then
where the inner product is given by
This space has also a reproducing kernel
The worst-case error for integration in H d,¬, is defined as
(for the integration error with rank-1 lattice rules with generating vector z we write e n,d (z) instead of e n,d ) and the initial error is defined as
It is known from [18] that the worst-case error squared of integration with a rank-1 lattice rule with generating vector z in weighted Korobov spaces is given by
and the initial error squared is given by
The component-by-component algorithm
In this section we introduce the component-by-component algorithm. We need some notation first: Let (a, b) denote the greatest common divisor of two integers a and b and let Z n = {a : 1 ≤ a ≤ n − 1, (a, n) = 1}. As in [10] we consider only generating
. This ensures that all one dimensional projections of the set
The component-by-component algorithm (see [13] ) now constructs a generating vector in an inductive way. We set the first component to be 1 (the error function yields the same value for any one dimensional vector with its component from the set Z n ). We keep the first component and choose the second component such that the 2-dimensional worst-case error is minimised. With the first two components fixed we search for the third component which minimises the 3-dimensional worst-case error, and so on.
Algorithm 1
1. Set z * 1 , the first component of z * , to 1.
For
Throughout the paper we will denote generating vectors constructed by Algorithm 1 by z * . Note that for α an even natural number we have
for x ∈ [0, 1], where B α is the Bernoulli polynomial of degree α (see [12] ). By choosing α an even number we can make use of this formula, and the infinite sum in the worst-case error expression reduces then to a polynomial. 4 The convergence rate of the integration error in weighted Korobov spaces for n prime
In this section we establish error bounds on the worst-case error for the integration problem in weighted Korobov spaces. As mentioned in the introduction, these results will be used in Section 6 to obtain results for weighted Sobolev spaces (see [5] and [6] ). The following lemma states the worst-case error squared in a different form, which is more suitable for our ongoing analysis (this result is used frequently, see for example [18] ). In a similar way as above, we use the notation ∈ d , where the prime in the sum indicates that the term h = (0, . . . , 0) is omitted.
Lemma 1
The square worst-case error for integration in weighted Korobov spaces can be written as
Proof. We have
If h · z is a multiple of n, then Thus
¾
In the component-by-component algorithm we construct the generating vector inductively by minimising the worst-case error e n,s (z * 1 , . . . , z * s−1 , z s ) as a function of z s and where z * 1 , . . . , z * s−1 are fixed. Therefore it is useful to extract the dependence on the last variable z d in the worst-case error expression of Lemma 1. This is done in the following lemma.
As usual we write
to denote the Riemann zeta function.
Lemma 2
where
Proof. We use the formula for the worst-case error from Lemma 1 to obtain
We obtain a concise formula for those terms by observing that
multiplied by the sum of the terms in (4) which depend on
Then we have
and the result follows.
¾
Note that from (5) it follows that the worst case error as a function of z d can be written as e
is also the minimiser of κ(z d ). As we will see later on bounds on κ(z * d ) will be essential for obtaining bounds on e n,d (z * ). In the following we will make extensive use of Jensen's inequality (see [3] ) in the following form:
where a k ≥ 0 are real numbers and 0 < λ ≤ 1.
The first theorem improves a result first found by Kuo in [9] . It states the existence of a generating vector which can be found component by component such that the worst-case error of the corresponding lattice rule satisfies a certain bound.
Theorem 1 Let n be a prime number and let
Proof. As the vector z * is constructed one component at a time we will use induction to proof the result. First we consider the case where d = 1. The worst-case error squared is a sum over all h 1 ∈ Z \ {0} with h 1 z * 1 ≡ 0 (mod n). As (z * 1 , n) = 1, the sum is over all h 1 ∈ Z \ {0} which are multiples of n, i.e.
We have ζ(α) λ ≤ ζ(αλ) by Jensen's inequality and so
which shows that the result is true for d = 1.
In the following we will show that z * 
In the following we derive an upper bound on
λ by the inequality above. We estimate
where we used Jensen's inequality.
runs through the set {1, . . . , n − 1} as z d runs through the same set and therefore the last expression equals
where we used the fact that r(α,
As the sum in the parentheses is now independent of h d , we can treat this sum separately in the following way: we sum over all h ∈ Z d−1 for which h · z * ≡ c (mod n), where c runs through the set {0, . . . , n − 1}. But this means that we have to sum over all h ∈ Z d−1 and therefore
and this last sum can be simplified by
For the first part of (8) we write
where the first sum is 2ζ(αλ) and the second sum gives
Altogether we get
By using (6), (7), (8), (9) and (10) 
In the following we will show how the bound on κ(z * d ) can be used to obtain a bound on the worst-case error. By using Jensen's inequality again and by inserting the bound
where the last step follows from the following three inequalities:
and
which is true as αλ > 1. Therefore we have
and Lemma 2 yields
By using Jensen's inequality we derive
¾
This bound shows that the worst-case error e n,d (z * ) is O n −1/2λ for any 1/α < λ ≤ 1, that is, a convergence order of O n −α/2+δ for any 0 < δ ≤ (α − 1)/2 can be achieved. This is almost the best possible dependence on n as the order O n −α/2 can not be improved, even for d = 1 (see [12] ).
In the following we derive a new bound on κ(z * d ), which can then be used to obtain a bound on the worst-case error with a convergence order of (log n) η n −α/2 for some η > 0. We need the following lemma which borrows ideas from the proof of Theorem 5.5 in [11] . 
Lemma 3 Let n be a prime number and z
* d ∈ {1, . . . , n − 1} be such that κ(z * d ) ≤ κ(z d ) for all z d ∈ {1, . . . , n − 1}, where κ is defined in Lemma 2. Then κ(z * d ) 1/α ≤ 2(1 − log 2 + (1 − n −1 )ζ(α) 1/α + log n)(n − 1) −1 d−1 j=1 (β 1/α j + 2γ 1/α j (1 − log 2 + ζ(α) 1/α + log n)) − d−1 j=1 β 1/α j .
Proof. We use the technique of
Therefore, for any −n/2 < h ≤ n/2 we have
As in the proof of Theorem 5.5 in [11] we obtain now
Using Jensen's inequality we obtain
where we used that 1≤h≤n/2 h −1 ≤ 1 + log(n/2) = 1 − log 2 + log n.
¾
Now we can use the proof technique of Theorem 1 with the bound on κ(z * d ) from Lemma 3 to obtain the following theorem.
Theorem 2 Let n be a prime number. Let z
* be constructed by Algorithm 1, then
For example for α = 2 we have 1 − log 2 + ζ(2) 1/2 = 1.5894 . . . and for α = 4 we have 1 − log 2 + ζ(4) 1/4 = 1.3268 . . . . Further we have that ζ(α) 1/α decreases as α increases and therefore 1 − log 2 + ζ(α) 1/α ≤ 1.5895 for all α ≥ 2. Theorem 2 shows that the generating vector of a lattice rule with a prime number of points which yields a worst-case error of O (log n) dα/2 n −α/2 can be constructed by the component-by-component algorithm. The power −α/2 of n is best possible as it cannot be improved even for d = 1, see [18] . Note that in the classical setting generating vectors with the best possible convergence order up to a power of log n were called "good lattice points" (see for example [12] ). In this case Sloan and Reztsov [15] showed for prime numbers n which satisfy n > e dα/(α−1) , that is, n grows exponentially in d, that generating vectors constructed by the component-by-component algorithm are good lattice points. On the other hand, Theorem 2 shows that good lattice points can be constructed by the component-by-component algorithm for all prime numbers n.
The convergence rate of the integration error in weighted Korobov spaces for arbitrary n
In the following let n ≥ 2 be an arbitrary natural number and let φ(n) denote the number of elements of Z n .
As stated in [10] , by a slight generalisation of (12) in [18] the worst-case error squared for arbitrary n is given by the same equation as in (3). Kuo and Joe proved in [10] that there exists a vector z ∈ Z d n such that the worst-case error squared for integration in weighted Korobov spaces satisfies
where l is the number of distinct prime factors of n. Let 0 < λ ≤ 1, by observing that r(α, β, γ, h) λ = r(αλ, β λ , γ λ , h) and using Jensen's inequality it follows from Lemma 1 that
The sum above is again a worst-case error function for a weighted Korobov space, but now with αλ as parameter and β λ j and γ λ j as weights. Therefore we can use the existence result from [10] stated above to obtain the following theorem.
Theorem 3 Let n ≥ 2 be a natural number, 1/α < λ ≤ 1 and l be the number of distinct prime factors of n. Then there exists a vector
Kuo and Joe also showed that generating vectors constructed by the component-bycomponent algorithm satisfy
In the following we are improving this result by showing several bounds on e 2 n,d (z * ), one of which also includes the bound (11) shown in [10] .
In the following we are going to prove that generating vectors for lattice rules satisfying the above bound can be constructed by the component-by-component algorithm. We will make use of the following two lemmas, which will allow us to apply the ideas of the proof of Theorem 1 to prove a bound for the case where n is not necessarily a prime number.
Lemma 4 Let n ≥ 2 be a natural number, then we have for all
Proof. The sum
So the last sum can be written as
Let g = (c, n). As {z
consists of n/g elements, and therefore there are n/(n/g) = g elements 
¾
In the following we use the above lemma to derive a bound on κ(z * d ), which can then be used to generalise Theorem 1.
Lemma 5 Let z
Proof. Following the arguments in the proof of Theorem 1 we obtain
Now we have
and by inserting this formula in the sum above we get
* )/n = 0 and therefore
Similar to (9) we have
and therefore
λ we obtain the result.
¾
The following two theorems show that z * constructed by Algorithm 1 satisfies the existence result given by Theorem 3. With some modifications in the proof of Theorem 1 and by using the bound on κ(z * d ) from Lemma 5 we get the following theorem. Theorem 4 Let n ≥ 2 be a natural number and 1/α < λ ≤ 1. Let z * be constructed by Algorithm 1, then
If n is a prime number, then φ(n) = n − 1 and therefore Theorem 1 and Theorem 4 yield the same result. Let ψ(n) = (n − 1)/φ(n). Then from Lemma 5 we obtain
and we can proceed in a similar way to the proof of Theorem 4 to obtain the following theorem.
Theorem 5
Let n ≥ 2 be a natural number, 1/α < λ ≤ 1 and ψ(n) = (n − 1)/φ(n). Let z * be constructed by Algorithm 1, then
Again, if n is a prime number, then φ(n) = n − 1 and ψ(n) = 1 and therefore Theorem 1 and Theorem 5 yield the same result.
where l is the number of distinct prime factors of n. By some minor changes in the ideas above we can also obtain the bound
Therefore the vector z * constructed by Algorithm 1 satisfies the existence result given by Theorem 3. For λ = 1 (13) was shown by Kuo and Joe in [10] .
We can change Lemma 4 and Lemma 5 to generalise Lemma 3 to arbitrary n. By doing this we can obtain the following two theorems.
Theorem 6 Let
n ≥ 2 be a natural number. Let z * be constructed by Algorithm 1, thene 2 n,d (z * ) ≤ d j=1 (β 1/α j + 2γ 1/α j (1 − log 2 + ζ(α) 1/α + log n)) α φ(n) α .
Theorem 7
Let n ≥ 2 be a natural number and ψ(n) = (n − 1)/φ(n). Let z * be constructed by Algorithm 1, then
We have ψ(n) ≤ n/φ(n) = p|n p/(p − 1). Let m be a fixed natural number and N(m) = {n ∈ N : ψ(n) ≤ 2 m }, then N(m) contains at least all n with at most m distinct prime factors. Theorem 7 then shows that for all n ∈ N(m) a generating vector z * with a worstcase error of O (log n) dα/2 n −α/2 can be constructed by Algorithm 1. (The constant in the convergence order depends on m. If we choose n to be the product of the first l prime numbers, then ψ(n) goes to infinity as l goes to infinity. In this case the constant in the convergence order goes to infinity as well, therefore we need to restrict n to the set N(m).) As the best possible rate of convergence is O n −α/2 even for d = 1 (see [18] ), the convergence order is optimal up to a power of log n for all n ∈ N(m) and therefore good lattice points can be constructed by the component-by-component algorithm for all n ∈ N(m).
The next theorem proves that e n,d (z * ) achieves a strong tractability error bound under certain conditions on the weights. By using the same arguments as in the proof of Theorem 4 in [9] we have the following theorem. 
, where
Moreover, if
for all n ∈ N(m) and any δ > 0, independently of d under the same condition on the weights as in the theorem above.
Integration in weighted Sobolev spaces
As mentioned in the introduction, for integration in weighted Sobolev spaces one uses randomly shifted rank-1 lattice rules rather than rank-1 lattice rules. Those rules are of the form
where z is the generating vector as before and ∆ is a d-dimensional vector randomly chosen from [0, 1) d . The spaces we consider are spaces of not necessarily periodic functions. Again we first consider a one dimensional Sobolev space. This space is parameterised by positive numbers β and γ and a number a ∈ [0, 1]. The Hilbert space S 1,β,γ,a is the space of absolutely continuous and once-differentiable real functions defined on [0, 1] with square integrable first derivatives. The inner product is given by
This space has a reproducing kernel K (for more details on reproducing kernels see [1] ) given by
. . ) and γ = (γ 1 , γ 2 , . . . ) be two sequences such that γ 1 /β 1 , γ 2 /β 2 , . . . is non-increasing. Our tensor product space is then
The inner product is given by a) is a d-dimensional vector whose j-th component is x j if j ∈ u and a j if j ∈ u, and dx u = j∈u dx j . The reproducing kernel of this space is given by
In [5] , Hickernell defined the so-called shift-invariant kernel K * d . For any kernel K d the shift-invariant kernel is given by
It is called shift-invariant as , (0, . . . , 0) ) and e n,d (P n,d (z, ∆), K d ) denote the worst-case error of integration using the point set P n,d (z, ∆) in a Hilbert space with reproducing kernel K d . The associated shift-invariant kernel has the property that the expected value of the square worst-case error for integration with a shifted lattice rule is given by (see [6] )
In the following we will use the abbreviationsβ j = β j + γ j (a
Then, as shown in [14] , the shift invariant kernel K * d,¬,, associated with the reproducing kernel K d,¬,, is given by
We see that K * d,¬,, is a kernel for a weighted Korobov space with α = 2. The expected value of the square worst-case error for integration in weighted Sobolev spaces given above is (see [13] )ê ¿From the expressions for the expected value of the worst-case error and the initial error one can see that the results for integration in Korobov spaces also apply to integration in Sobolev spaces. The first result shows the existence of a good generating vector (compare with Theorem 3).
Theorem 9
Let n ≥ 2 be a natural number and 0 < λ ≤ 1. Then there exists a vector
The following results show that a generating vector satisfying the bound of Theorem 9 can be constructed by Algorithm 2 (compare with Theorem 4 and Theorem 5).
Theorem 10
Let n ≥ 2 be a natural number and 1/2 < λ ≤ 1. Let z * be constructed by Algorithm 2, thenê
Theorem 11
Let n ≥ 2 be a natural number, 1/2 < λ ≤ 1 and ψ(n) = (n − 1)/φ(n). Let z * be constructed by Algorithm 2, then
As for the Korobov space we can also derive the bound
where l is the number of distinct prime factors of n. This shows that the generating vector z * constructed by the component-by-component algorithm satisfies the existence result of Theorem 9.
The following two theorems show that a convergence order of O (log n) d n −1 can be achieved for vectors constructed by the component-by-component algorithm.
Theorem 12
Let n ≥ 2 be a natural number. Let z * be constructed by Algorithm 2, then
Theorem 13
Let n ≥ 2 be a natural number and ψ(n) = (n − 1)/φ(n). Let z * be constructed by Algorithm 2, then
Therefore these results show that a vector z
m } can be constructed by the component-by-component algorithm. As the best possible rate of convergence is O (n −1 ) even for d = 1 (see [18] ) the convergence order is optimal up to a power of log n for all n ∈ N(m).
The next theorem shows thatê n,d (z * ) achieves a strong tractability error bound (compare with Theorem 8). 
Moreover, if
Numerical results
In the numerical experiment we compare the best error bounds of the theorems above with the worst-case error of lattice rules with the generating vectors constructed by the component-by-component algorithm (The values of these errors are taken from [9] and [10] , except for the values of Table 9 and 10.). For the Korobov spaces we choose α = 2 and the parameter a = (1, . . . , 1) in weighted Sobolev spaces. In all tables β j = 1 and we consider the following choices of γ j :
The columns e n,d (z * ) (for Korobov spaces) andê n,d (z * ) (for Sobolev spaces) give the error of integration with a rank-1 lattice rule constructed component-by-component.
For the bounds of Theorem 4, 5, 10 and 11 we choose λ * such that the error bound is minimised. The columns A n,d (λ * ) give the best error bound from the theorems above and ω * = 1/(2λ * ). For Table 8 the bound of Theorem 12 yields the best result. In this case we estimate ω * by
The valueω gives the convergence rate of e n,d (z * ), which is estimated bỹ
and analogously for weighted Sobolev spaces.
For n prime we also state the worst-case error bound by Kuo [9] , which is denoted by B n,d (λ) and is given by
for the weighted Korobov space and
for the weighted Sobolev space. We chooseλ in order to minimise the error bound and ω = 1/(2λ). For arbitrary n we state the worst-case error bound by Kuo and Joe [10] , which is denoted by C n,d and is given by
for the weighted Sobolev space. Again, l is the number of distinct prime factors of n.
Concluding remarks
For the case where n is a prime number the error bounds of Theorem 1 and Theorem 10 improve the bounds by Kuo by a factor of ((1 − 1/n)2) 1/(2λ) ≈ 2 1/(2λ) ≥ √ 2, where 1/α < λ ≤ 1 for weighted Korobov spaces and 1/2 < λ ≤ 1 for weighted Sobolev spaces, as can be seen from the tables in the appendix. For arbitrary n the improvement of the new bounds upon the results known by Kuo and Joe [10] can be considerably larger than for the case where n is a prime number. Again, see the tables in the appendix for more details.
In some cases (see Table 1 ) the new bound is very tight whereas in others this is not the case. The bound seems to be tighter the closerω is to ω * , that is the closer the estimated convergence order nω is to the convergence order used in the error bound n ω * . For example, in Table 1 the estimated convergence order is approximately n −1/2 and as the convergence order used in the error bound is at least n −1/2 the error bound is very tight.
It is known that the average order of φ(n) is 6n/π 2 and the average order of l, the number of distinct prime factors of n, is log log n (see [4] ). The bounds for the cases where n is not a prime are worse then for the cases where n is a prime number. As was pointed out by Kuo and Joe in [10] , the worst-case errors are very similar for n prime compared to the case where the number of points is not a prime number. The bounds on the other hand vary quite strongly, because φ(n) and the number of distinct prime factors can vary a lot from one value of n to the next. This seems to suggest that the bounds for composite numbers n are improvable.
As mentioned in [10] , the cost of constructing a d dimensional vector z is O (nφ(n)d 2 ). On the other hand we showed in this paper that the convergence of the error of integration with a vector z constructed by the component-by-component algorithm is of order φ(n) −1+δ for all δ > 0 and all integers n ≥ 2. Although the bound is not as good as for n prime, we also have that the number of operations required to construct such a vector is lower. The numerical results (see Tables 4, 5 , 9 and 10) suggest that there is not much difference in the errors for n prime and not prime. Choosing n a non-prime number reduces the construction cost and so it seems that those cases are advantageous.
Algorithm 1 and 2 are entirely deterministic and construct a generating vector for a lattice rule which satisfies the bounds given by the above theorems. By allowing randomness in the construction algorithm one can speed up the search for a good generating vector. Such possibilities would be for example to choose a z s randomly until it satisfies the bounds given above (see [16] for more details).
A new approach is given in [2] , where n is a product of two distinct primes p and q. In that paper the search cost is reduced to O (n(p + q)d
2 ) operations. The rules constructed there achieve strong tractability error bounds, with a convergence order of O p −1+δ q −1/2 for any δ > 0 in weighted Sobolev spaces. 
