Abstract-The control approach for chaotic systems is one of the hottest research topics in nonlinear area. This paper is concerned with the controller design problem for chaotic systems. The particle swarm optimization (PSO) algorithm is firstly proposed to search for the weights of the Chebyshev neural networks (CNNs), and then an adaptive controller for the chaotic systems is designed based on the PSO and CNNs. Moreover, it is proved that the designed controller can guarantee the stability of chaotic systems. Numeral simulation shows the effectiveness of the proposed method in the Logistic chaotic system.
I. INTRODUCTION
Since the control approach for the chaotic systems was firstly proposed in [1] , controlling chaotic system has become a hot research topic in nonlinear areas. Therefore, there are many approaches solving the control problem of chaotic systems, such as feedback control of chaotic system, adaptive control of chaotic system, state feedback law [2] [3] [4] . These methods are required to control all states of the system. However, in the actual engineering system, some state variables cannot be controlled directly. To overcome these drawbacks, it is interesting and important for finding the suitable practical control method in engineering application.
The neural network can learn and approach any nonlinear and uncertain system dynamics model with arbitrary precision, thus it provides new ideas and methods to solve the control problem for chaotic systems.
In this case, the chaotic control methods designed by using neural networks have made some achievements [5] [6] [7] [8] [9] [10] [11] [12] . On the other hand, the studies in [13] show that the neural network with the orthogonal polynomial function has global approximation properties for approaching continuous function on any compact set with arbitrary precision. Particularly, when the orthogonal polynomial function is taken as Chebyshev polynomial, the performance of the designed neural networks is optimal. The reason is that the connection weights of Chebyshev neural networks (CNNs) is determined by the unidirectional gradient method, which is easy to make the objective function into local optimal impacting the efficiency of such neural network. Additionally, the particle swarm optimization (POS) adopts the speed-displacement search model, where the computational complexity is low, and the optimal solution is obtained by the cooperation and competition between particles. In this sense, the weights of the neural networks (NNs) are trained by using POS, which can give full play to the global optimization capability and rapid local convergence advantages for the PSO. Moreover, the PSO algorithm can also improve the generalization and learning capability of neural network [14] . These advantages of the PSO algorithm and CNNs motivate us to develop a control approach based on the PSO and CNNs for chaotic systems. Furthermore, to be best of the author's knowledge, few results have been reported on this issue.
Motivated by the aforementioned analysis, the PSO algorithm is utilized to determine the connection weights of the CNNs, thus a novel CNN algorithm based on the PSO is proposed. In this case, we use the proposed algorithm to design an adaptive controller for the chaotic system. 
where T 0 (x)=1, T 1 (x)=x, and the recurrence formula is:
Since the range of 
where 0 
where r denotes the number of training samples. It follows from the gradient descent method that the learning rule of W j is:
As mentioned before, one has
where η is the learning rate, and 0 1 η < < .
B. Optimized Connection Parameters based on PSO
Since the connection weights of CNNS from section II(A) is determined by single-point gradient method, it is easy to fall into local minimum value. When the learning rate in formula (8) is hard to accurately given, it is hard to make the neural network algorithm converge under certain conditions. In the optimization process, each particle of the PSO algorithm updates themselves through their own experience and group experience, and the convergence rate is fast. In this sense, adopting the PSO algorithm for optimizing network connection weights can improve the efficiency of neural network algorithm, and the convergence performance can be improved. In what follows, we firstly give the detailed mathematical description of the PSO:
Suppose that
is a target search space of n-dimension, and a group 1 2 { , , , } n X x x x = is composed by n particles. Then the velocity and position of the th i particle is defined by:
And the current individual optimal solution of the th i particle is:
The current group optimal solution is:
where k is the number of current evolution generation. According to the theory of optimal particle tracking, the particle Where the "MaxNumber'' is the maximum iterations.
For the neural network model in Section II(A), we make the connection weights W j of CNNs as the position vector x in the PSO algorithm. We also determine the fitness function in particle swarm optimization according to the Eq.(7). Given a set of initial velocity randomly, and using the PSO algorithm to conduct iteration training, when the fitness function is less than the given error range, 
where R n x ∈ is the system status, and p is the system parameter.
Using the neural network learning algorithm based on the PSO to simulate the input-output relationship of chaotic model (11) , one has
According to the system stability theory, the controller can be taken as:
where d x is the desired target track, β is the parameter. Then combining Eq. (12) and Eq.(13) yields:
If the proposed neural network can approach the system (11), then the error system is described by
where
According to the system stability theory, we assume 1 | | < β , which guarantees the error system (15) is asymptotically stable. It is easy to prove that when the system (11) is applied to control, it can track the controlled objective. So the approximation performance of the neural network is particularly important. In what follows, we will discuss the demands of the fuzzy Chebyshev basis function neural network to the chaotic system control accuracy.
Definition 1 Suppose
is bounded or integral in the domain, and if ) (X g satisfies the following inner product relationship: 
On the other hand, Chebyshev orthogonal polynomial satisfies the following inner product relationship:
Substituting Eq.(17) into Eq.(18) yields:
Since the orthogonal polynomial C 0 (x), C 1 (x), …, C n (x) is linearly independent, the integral order of the Eq.(19) can be changed, then: 
to make the optimization mean square approximation and find out the value ) , 2 , 1 (
ρ is the minimum. Lemma 1 [13] A neural network based on the orthogonal polynomial possesses the global approximation property for arbitrary precision approaching continuous function on any compact set. Theorem 1 According to Eq.(11), utilizing the input-output relationship of the CNN learning algorithm based on the PSO, we can get the neural network model (12) for the chaotic system. Using the controller designed by Eq. (13) Taking the absolute value on both sides of the equation above, one has: Remark: Theorem 1 denotes that the tracking error cannot be less than the model error. Therefore, the model error on the stability of the system is an extremely important role that the higher accuracy of the model, the higher accuracy of the control.
IV THE NUMERICAL SIMULATION
We use the Logistic chaotic system to check the effectiveness of the chaos control method. The details are as follows.
Logistic mapping system is: . When the control is exerted at the 100th step, the control results are showed in figure 3 and figure 4 , respectively.
V CONCLUSION
An adaptive control method based PSO and CNNs is proposed for chaotic systems. The PSO algorithm is mainly used to search for the weights of the CNNs. Then, an adaptive controller for the chaotic systems is designed using the approach which is combined with PSO and CNNs. Furthermore, we prove that the designed controller can guarantee the stability of chaotic systems.
The number of iterations i
The output value X(k)
The control objective X r=0.7
The number of iterations i The output value X(k)
The control objective X r(k)=0.5+0.2*sin(k*pi/100) Finally, the Logistic chaotic system is given to demonstrate the effectiveness of the proposed method.
