Introduction
This paper presents a high-speed and a highly-accurate parallel vehicle-detection processing technique, which uses a Massive-Parallel Memory-Embedded SIMD Matrix processor (MX-1) [1] . The MX-1 can execute a Haar-like feature based vehicle-detection algorithm in real-time and operates with low power consumption of about 150 mW. Furthermore, MX-1 is programmable and therefore it can implement a software-based flexible architecture. The vehicle-detection algorithm applies the AdaBoost algorithm in addition to Haar-like features [2] . It is efficient and can also be adapted to detect other types of objects with high accuracy. Most effective vehicle-detection processing suitable for MX-1 is achieved with new methods for scan-window parallelization and reduction of the number of Haar-like features. The resulting detection time is about 300 ms at 162 MHz clock frequency when using an evaluation board equipped with the MX-1 processor. Moreover, while keeping the high accuracy of the vehicle-detection rate (> 99 %), the number of Haar-like features can be reduced to about 60 % of that available in conventional public-domain software.
Massive-Parallel Memory-Embedded SIMD Matrix Processor (MX-1)
The Massive-Parallel Bit-Serial SIMD Processor: MX-1 can achieve 17 GOPS for 16 bit additions at 162 MHz clock frequency with only 150 mW power dissipation when it is implemented in a 90 nm CMOS technology [1] . Fig. 1 shows the MX-1 block diagram, which consists of three main blocks: (1) the SIMD processor core, (2) the controller of the SIMD processor core, and (3) the interface module. 1 Mbit SRAM for data registers and 1,024 processing elements (PEs), each for 2 bits in parallel, are connected by a flexible switching network, and are integrated on the small area of 3.1 mm 2 in a 90 nm low-power CMOS process. A vertical channel (V-ch) connects the PEs, while a Horizontal channel (H-ch) connects memory cells and PEs. Through V-ch a communication path between a PE and another PE, being a distance of a power of 2 rows away, is generated and operated in one cycle. Since the MX-1 consists of a simple SRAM-based architecture, the processed-data width and the magnitude of parallelism can be changed and optimized with high flexibility according to the needs of each application by software control.
Effective Parallel Object Detection for MX-1
The investigated vehicle detection uses a number of Haar-like features arranged in scan windows, and one cascaded-classifier. Therefore, in conventional ASICs or DSPs, the algorithm needs to be processed sequentially as indicated in Fig. 2-(a) . For detecting vehicle candidate areas, the conventional processor needs to sweep a scan window (SW), which includes a Haar-like feature from the top left-corner to bottom right-corner in a target picture stored on SRAM. As a result, conventional processors have to execute a huge number of scanning instances for detecting vehicles. On the other hand, with the MX-1 it becomes possible to process all SWs in vertical direction of the image at once, as shown in Fig. 2-(b) . Since all PEs are located in a line and have access to the image data with a 1,024-fold parallelism, a large improvement in processing speed can be expected. Furthermore, for acceleration of the vehicle-detection processing, the MX-1 can store different divided parts of the target pictures so that higher parallelism is achieved and the PEs can process more face-candidate areas at the same time.
The Haar-like features applied in this investigation use the seven kinds of patterns shown in Fig. 3 . These binary features are defined as regions that consist of two, three or four neighboring rectangles. The algorithm detects vehicles by changing the position and size of the features used in the SWs. For each feature, the brightness difference between black and white areas of the feature is calculated. If the brightness difference is more than a preset threshold value, it will be judged that the object within the SW agrees with the expected pattern of a vehicle. Therefore, it is possible to suppress changes of light conditions and the influence of image noise, because the relative brightness differences do not change [2] . For efficient and flexible vehicle detection algorithm realization with the MX-1, two novel ideas are proposed [3] : (1) Image preprocessing with addition and accumulation of the image-pixel data, and (2) Pointer based parallel processing of the accumulated data at the boundaries of the Haar-like features only.
A New Haar-like Feature Based Vehicle Detection
As mentioned above, with MX-1 is becomes possible to process all scan windows in vertical direction of the target image simultaneously, as shown in Fig. 2 . If the heights of Haar-like features are the same, vertical calculation can be operated in parallel because the operation number and time of data is the same. This enables us to reduce the sequential processing for a large number of Haar-like features and achieve a fast detection time. Fig. 4 shows an example of the new composite Haar-like features for vehicle detection.
By applying the Haar-like feature based detection, we need to detect vehicles within 80 -100 pixel SW in VGA sized input image so as to avoid an accident in real world. So we applied two scan window sizes (40x40 and 80x80) and 500 vehicles and 3,000 non-vehicles were used in learning phase. The simulation results for the above condition are shown in Fig. 5 . In this figure, TDR and FDR mean the True and False Detection rates for each 40x40 and 80x80 SWs, respectively. From these results, the large SW used in learning phase can be obtained better true detection rate (TDR) in vehicle detection.
Moreover, by analyzing the generated Haar-like feature set in learning phase, we found that it contains many small black and white features, which is smaller than 1x1 pixels. So we deleted the small features from the original feature set generated in learning phase, and performed the detection simulation. Figure 6 shows the simulation results. From these results we can find that the deletion of the small size features from original feature set is not only keep the detection accuracy but also decrease FDRs. Moreover, the number of features can be drastically decreased about 60% compared with the original feature set in learning phase. Thus, we can expect that further speed up of the detection time for the vehicle detection. Finally, we show the real world test example in Figure 7 .
Conclusions
In this paper, a parallel vehicle-detection technique with a massive-parallel memory-embedded SIMD matrix has been reported. Furthermore, we offer new composite Haar-like features (arrangement of multiple features in a scan window) for higher speed of the vehcile detection process. As a result, the number of Haar-like features has been reduced by about 60 %, while keeping the accuracy value of the face detection rate (> 99 %). 
