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Abstract
We extend a result of S. Friedland (Linear Algebra Appl. 12 (1982) 81–98) on the variation
of eigenvalues of matrices to show that, if a; b are elements of a Banach algebra, both algebraic
of degree at most n, then the Hausdorff distance between their spectra satisfies
D . .a/;  .b//n 6 cn.2M/n−1ka − bk;
where M D max.kak; kbk/ and cn 6 23n C 13 . The same technique also re-proves a local form
of this result, obtained earlier by B. Aupetit and J. Zemánek (Linear Algebra Appl. 52/53
(1983) 39–44), but with improved bounds on the constants. We further investigate the sharp-
ness of these bounds. © 2000 Elsevier Science Inc. All rights reserved.
AMS classification: Primary 15A42; Secondary 47A10
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1. Introduction
This paper takes as its starting point the following classical fact about eigenvalues
of matrices. Given a norm k  k on the spaceMn.C/ of n  n complex matrices, there
exists a positive constant c such that
D
(
.a/;  .b/
n 6 c(2M/n−1ka − bk .a; b 2Mn.C//; (1)
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where M D max.kak; kbk/. Here, and in what follows, we write .a/ for the spec-
trum of a, and D.K;L/ for the Hausdorff distance between compact subsets K;L
of C.
Results of this kind go back at least as far as [8], and have since been re-proved
by many different methods, mostly with a view to determining the best value of
the constant c for a particular norm k  k (for more on this see [4, Chapter VIII]).
However, these proofs all seem to make essential use of the fact thatMn.C/ is finite-
dimensional. We shall give a short and elementary proof that (1) holds in any Banach
algebra, provided only that a; b are algebraic elements, with a constant c depending
only on the degree of algebraicity.
Theorem 1.1. Let .A; k  k/ be a unital Banach algebra; and let a; b 2 A be
elements that are algebraic of degree at most n. Then
D
(
.a/;  .b/
n 6 cn.2M/n−1ka − bk; (2)
where M D max.kak; kbk/ and cn 6 n.
We do not know the best value for cn. Taking a D 1 and b D −1, it clear that
cn > 1 for all n, and it is conceivable that cn D 1 for all n. This is true in at least
one special case: Elsner [5, Theorem 1] showed that if k  k is the operator norm
onMn.C/ with respect to the Euclidean norm on Cn, then (1) always holds with
c D 1. However, for a general algebra norm onMn.C/, the best result known, due
to Friedland [6, (4.18)], is merely that (1) holds with c D n. This we can improve,
even for general Banach algebras.
Theorem 1.2. The optimal value of cn in Theorem 1:1 satisfies
cn 6
1
2
min
r2f0;1;:::;ng

n − r C
p
.n − r/2 C 2r.r C 1/

6 2
3
n C 1
3
:
A local form of the inequality (1) also extends to Banach algebras. Aupetit and
Zemánek [3, Theorem 2.7] showed that if a is an algebraic element of a Banach
algebra A, then there exist constants C;  > 0 such that
D
(
.a C x/;  .a/ 6 Ckxk1=m .x 2 A; kxk < /; (3)
where m is the maximum of the multiplicities of the roots of the minimal polynomial
of a. This result is useful in the study of spectrum-preserving linear maps (see [2]
for more details). However, it is a qualitative result. Neither the proof in [3], nor the
alternative proof sketched in Johnson’s review [7], give very efficient estimates for
the constant C. We offer a third proof, using a similar technique to that employed in
Theorem 1.1, which does yield such an estimate.
Theorem 1.3. Let .A; k  k/ be a unital Banach algebra. Let a be an algebraic ele-
ment of A; and let p be its minimal polynomial. Let n be the degree of p; let m be
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the maximum of the multiplicities of the roots of p; and assume that the distinct roots
of p are separated by at least 2kak .thus 0 <  6 1/. Then
lim sup
x!0
D
(
.a C x/;  .a/
kxk1=m 6

2
3
n C 1
3
1=m
.2kak/1−1=m
n=m−1
: (4)
How sharp is this result? First of all, let us note that the exponent 1=m in kxk1=m
cannot be improved. This is well known in the case of matrices, and in fact is true
in any semisimple Banach algebra A. More precisely, Ransford and White [9, The-
orem 1.2] showed that if a is an element of A with .a/ D f1; : : : ; kg and if (3)
holds for some constants C;  > 0, then
.a − 11/m    .a − k1/m D 0:
As for the right-hand side of (4), the exponent 1 − 1=m in the term .2kak/1−1=m
is forced upon us for reasons of homogeneity. There remains the term n=m−1 in
the denominator, which becomes small when two of the roots of p are relatively
close together. This is explained by the following result, which further shows that
the exponent n=m − 1 is sharp, at least when m divides n. In fact it suffices to work
inMn.C/ with the usual operator norm.
Theorem 1.4. Let m;n be positive integers such that m < n and m divides n; and
let 0 <  6 m=n. Then there exists a 2Mn.C/ with minimal polynomial of degree
n; each eigenvalue of multiplicity m; separated from the others by at least 2kak;
and such that
lim sup
x!0
D
(
.a C x/;  .a/
kxk1=m >
1
4
m
n
n=m .2kak/1−1=m
n=m−1
: (5)
Theorems 1.1, 1.2, 1.3 and 1.4 stated above are proved in Sections 2, 3, 4 and 5,
respectively. The authors are grateful to Bernard Aupetit for some helpful comments.
2. Proof of Theorem 1.1
The proof is based on the following simple lemma.
Lemma 2.1. Let .A; k  k/ be a unital Banach algebra; let a; b 2 A; and let p be a
monic polynomial of degree n such that p.a/ D 0. Then
kp.b/k 6 n.M C R/n−1kb − ak;
where M D max.kak; kbk/ and R D maxfjj V p./ D 0g.
Proof. Write p. / D . − 1/    . − n/. For each j , set aj D a − j 1 and bj D
b − j 1. Then bj D .b − a/ C aj , so
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p.b/Db1b2b3    bn
D.b − a/b2b3    bn C a1b2b3    bn
D.b − a/b2b3    bn C a1.b − a/b3    bn C a1a2b3    bn
:::
D
nX
jD1
.a1    aj−1.b − a/bjC1    bn/ C .a1    an/
D
nX
jD1
.a1    aj−1.b − a/bjC1    bn/;
the last equality holding because a1a2    an D p.a/ D 0. Since jj j 6 R for all j ,
we have kajk; kbjk 6 M C R, and hence
kp.b/k 6
nX
jD1
ka1    aj−1.b − a/bjC1    bnk 6 n.M C R/n−1kb − ak:
This completes the proof. 
Proof of Theorem 1.1. Let p be a monic polynomial of degree n such that p.a/ D
0 and all of whose roots lie in .a/. In particular, each root  satisfies jj 6 kak 6
M . By Lemma 2.1, we have
kp.b/k 6 n.2M/n−1kb − ak:
If  2 .b/, then by the spectral mapping theorem p./ 2 .p.b//, and so jp./j
6 kp.b/k. On the other hand, since all the roots of p lie in .a/, we have jp./j >
dist.;  .a//n. Combining all these facts, we obtain
dist.;  .a//n 6 n.2M/n−1kb − ak . 2 .b//:
By symmetry, the same inequality is true if we exchange the roles of a and b, and so
D
(
.a/;  .b/
n 6 n.2M/n−1kb − ak:
This completes the proof. 
3. Proof of Theorem 1.2
All we really need in the proof of Theorem 1.1 is an estimate for the spectral
radius of p.b/, which in general is smaller than its norm. In this section, we prove a
refinement of Lemma 2.1 which gives just such an estimate, allowing us ultimately
to obtain the improved constants in Theorem 1.2. Here, and in what follows, we write
 for the spectral radius.
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Lemma 3.1. Let .A; k  k/ be a unital Banach algebra and let u1; : : : ; uk 2 A. If
x 2 A satisfies
xk D u1xk−1 C u2xk−2 C    C uk;
then its spectral radius .x/ satisfies
.x/k 6 ku1k.x/k−1 C ku2k.x/k−2 C    C kukk:
Proof. If all the uj D 0, then the result is clear, so we can suppose that at least
one uj =D 0. Set ’.t/ D ku1ktk−1 C ku2ktk−2 C    C kukk. Then tk’.1=t/ is a non-
constant polynomial, whose constant coefficient is 0, and whose other coefficients
are non-negative. Therefore there exists a unique t0 > 0 such that tk0 ’.1=t0/ D 1.
Setting 0 D 1=t0, we see that ’.0/ D k0 and ’.t/ > tk for all non-negative t 6 0.
It therefore suffices to prove that .x/ 6 0.
Let C > 0 be chosen large enough that kxjk 6 Cj0 for j D 0; 1; : : : ; k − 1. We
claim that in fact kxnk 6 Cn0 for all n > 0. Indeed, if this is true for all exponents
up to n − 1, then
kxnk D ku1xn−1 C u2xn−2 C    C ukxn−kk
6 ku1kCn−10 C ku2kCn−20 C    C kukkCn−k0
D Cn−k0 ’.0/ D Cn0 ;
thereby proving the claim by induction. Hence, finally,
.x/ D lim
n!1 kx
nk1=n 6 lim
n!1.C
n
0 /
1=n D 0;
as desired. 
We can now prove the promised refinement of Lemma 2.1.
Lemma 3.2. Let .A; k  k/ be a unital Banach algebra; let a; b 2 A; and let p be a
monic polynomial of degree n such that p.a/ D 0. Then
.p.b// 6 cn.M C R/n−1kb − ak;
where M D max.kak; kbk/ and R D maxfjj V p./ D 0g; and where
cn 6 min
r2f0;1;:::;ng
1
2

n − r C
p
.n − r/2 C 2r.r C 1/

6 2
3
n C 1
3
: (6)
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Proof. In the notation of Lemma 2.1, we have
p.b/ D
nX
jD1
.a1    aj−1.b − a/bjC1    bn/:
Likewise, starting the decomposition process from the other end, we obtain
p.b/ D
nX
kD1
.b1    bk−1.b − a/akC1    an/:
Let r be an integer with 0 6 r 6 n. Then
p.b/2 D
nX
kD1
.b1    bk−1.b − a/akC1    an/p.b/
D
nX
kDrC1
.b1    bk−1.b − a/akC1    an/p.b/
C
rX
kD1
.b1    bk−1.b − a/akC1    an/

nX
jD1
.a1    aj−1.b − a/bjC1    bn/
D u1p.b/ C u2 .say/:
By Lemma 3.1 we have
.p.b//2 6 ku1k.p.b// C ku2k:
Now
ku1k 6
nX
kDrC1
kb1    bk−1.b − a/akC1    ank
6 .n − r/.M C R/n−1kb − ak
and
ku2k 6
rX
kD1
nX
jD1
kb1    bk−1.b−a/akC1    ana1    aj−1.b − a/bjC1    bnk
6 12 r.r C 1/.M C R/2n−2kb − ak2
(note that the terms with j > k all vanish as they contain a factor akC1    ana1    ak
D 0). Substituting into the inequality for .p.b// and solving gives
.p.b// 6 1
2

n − r C
p
.n − r/2 C 2r.r C 1/

.M C R/n−1kb − ak:
This proves the required bound for .p.b// with the estimate for cn as given
in (6).
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Finally, the second inequality in (6) is proved by taking r to be the nearest integer
to 2n=3, and then using elementary algebra. 
As remarked in the beginning of the section, Theorem 1.2 now follows upon re-
peating the proof of Theorem 1.1 with this new lemma.
4. Proof of Theorem 1.3
Let 1; : : : ; k be the distinct points of the spectrum of a, and let D1; : : : ;Dk be
disjoint open discs of equal radius around them. By upper semicontinuity of the spec-
trum [1, Theorem 3.4.2], there exists  > 0 such that, if kxk < , then .a C x/ Sk
1 Dj . By Newburgh’s theorem [1, Theorem 3.4.4], reducing  if necessary, we can
further suppose that kxk <  implies .a C x/ \ Dj =D ; .j D 1; : : : ; k/. Hence, if
kxk < , then
D
(
.a C x/;  .a/ D max
j
D
(
.a C x/ \ Dj ; fj g

D max
j
Dj .x/ .say/; (7)
and we now estimate each Dj .x/.
Let x 2 A with kxk < . The minimal polynomial p of a is of the form
p. / D . − 1/m1    . − k/mk ;
where each j 2 .a/ and each mj 6 m. By Lemma 3.2,
.p.a C x// 6 . 23n C 13 /.2Mx/n−1kxk;
where Mx D max.kak; ka C xk/. If  2 .a C x/, then by the spectral mapping
theorem p./ 2 .p.a C x//, and so jp./j 6 .p.a C x//. On the other hand, if
 2 Dj , then
jp./j > j − j jm.2kak − j − j j/n−m:
Putting these facts together, we obtain
j − j jm 6 ..2=3/n C 1=3/.2Mx/
n−1kxk
.2kak − j − j j/n−m . 2 .a C x/ \ Dj /
and hence
Dj .x/
m 6 ..2=3/n C 1=3/.2Mx/
n−1kxk(
2kak − Dj .x//n−m :
Now, as x ! 0, the numerator in this last expression tends to 0, whereas the denom-
inator remains bounded away from 0. Therefore Dj .x/ ! 0, and hence the denomi-
nator in fact tends to .2kak/n−m. Thus
lim sup
x!0
Dj .x/m
kxk 6
..2=3/n C 1=3/.2kak/n−1
.2kak/n−m .j D 1; : : : ; k/:
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Using (7) and simplifying yields
lim sup
x!0
D
(
.a C x/;  .a/m
kxk 6
..2=3/n C 1=3/.2kak/m−1
n−m
:
Finally, taking mth roots gives (4) and completes the proof. 
5. Proof of Theorem 1.4
Set k D n=m and  D =.2=k − /. By assumption  6 1=k, so  6 1. Let a be
the n  n matrix whose diagonal entries are e2ij=k .j D 1; : : : ; n/, with 1’s just
above the main diagonal and 0’s elsewhere. We claim that this a works.
First note that kak 6 1 C . Also, the minimal polynomial of a is the same as its
characteristic polynomial, namely . k − k/m. In particular, it is of degree n, each
root is of multiplicity m, and the distance between distinct roots is at least
2 sin.=k/ > 4=k > 4=k
1 C  kak D 2kak:
It remains to check that (5) holds. Let  > 0 and let x be the n  n matrix with
entries 0 everywhere except for an  in the bottom left-hand corner. The character-
istic polynomial of a C x is just . k − k/m − , so its eigenvalues include .k C
1=m/1=k. Hence
D
(
.a C x/;  .a/

> 
1=m.1 C o.1//
kk−1
as  ! 0:
As kxk D , it follows that
lim sup
x!0
D
(
.a C x/;  .a/
kxk1=m >
1
kk−1
:
On the other hand, recalling that  6 1, we have
.2kak/1−1=m
n=m−1
6 2.1 C /
k−1=m
.2=k/k−1
6 4k
k−1
k−1
:
Combining these inequalities gives (5) and completes the proof. 
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