Abstract-In this paper, we present an acoustic direction-ofarrival (DOA) tracking system to track multiple maneuvering targets using a state space approach. The system consists of three blocks: beamformer, rand.om sampling, and, particle filter. The beamforrmer block processes the received acoustic data to output bearing batches as point statistics. The random sampling block determines temporal clustering of the bearings in a batch to determine region-of-interests (ROIs). Based on the track-before-detect approach, each ROI indicates the presence of a possible target. We describe three raindom sampling algorithms called, RANSAC, MSAC, andu NAPSAC to use in the random sampling block. The particle filter then tracks the targets via its interactions with the beamformer and the random sampling blocks. We present a computational analysis of the random sampling blocks and show trackincg results with field data.
INTRODUCTION
In this paper, we discuss automated tracking of the directionof-arrival (DOA) angles of multiple targets using an acoustic array in the presence of noise or interferers [1 6] We present three random sampling algorithms to temporally cluster bear- ing observations to form region -of-interests (ROI) to be used by a particle filter tracker. The ROI processing is becoming a popular method, for trackers based, on the track-before-detect concept [7] [8] [9] [10] .
The ROI processing idea relies on the observation that temporally consistent data, e.g., bearings, indicate the presence of actual targets, when we assume that the clutter observations are uniformly distributed in the state space. Hence, during tracking, each new ROI in the observed data can be used to address a fundamental issue for target tracking algorithms in a statistical framework: initialization. Unfortunately, forming ROIs is a set covering problem, which is NPcomplete [I 1-13] .
Hence, we present three robust and efficient rand.om sampling algorithms for ROI processing: RANSAC for random sampling consensus, MSAC for m-estimator sampling consensus, and NAPSAC for N-adjacent points sample consensus. These algorithms are commonly applied to motion segmentation problems in computer vision [14] [15] [16] [17] [18] [19] [20] [21] [22] . We show the application of these algorithms to our multi target bearing tracking problem. In addition, we discuss their computation complexity and analyze their statistical behavior.
We also present a particle filter algorithm to track the DOA's of multiple targets, using an acoustic node that contains an array of microphones with known positions. Each particle in the filter is created by concatenating the state vector for each target called a partition For example the partition of the kth target has a state that consists of the DOA Ok (t) and the DOA rate 0k (t) of the kth target. The total number of targets (or partitions) K is determined by a random sampling block based on the ROl processing. Hence, given K targets, a particle has K partitions where each target, and hence each partition, is assumed to be independent Target motions are modeled as locally linear within an estimation period of duration T.
In a particle filter, where the observations arrive in sequence, the state probability density function is represented by dis-crete state samples (particles) distributed according to the underlying distribution (as explained by the state space) either directly or by proper weighting [23, 24] . Hence, the filter can approximate any statistics of the distribution arbitrarily accurately by increasing the number of particles with proven convergence results. In the particle filtering framework, the data association problem is undertaken implicitly by the state space model interaction. However, the particle filter suffers from the curse of dimensionality problem, as the number of targets increases [25] . To improve the efficiency of the algorithm, various methods are proposed, such as the partitioning approach [2, 26] , or other Bayesian approaches [27] .
Our particle filter uses multiple DOA's to determine the state vector, based on an image template matching idea. We denote the DOA collection as a batch. In our problem, a DOA image is first formed when a batch of DOA observations are received from a beamformer that processes the received acoustic data at T second intervals. Then, image templates for target tracks are created using the state update function and the target partition state vectors. By determining the best matching template (e.g., probable target track), the target state-vectors are estimated. Because the observations are treated as an image, the data association and DOA ordering problems are naturally alleviated. Moreover, by assuming that the DOA observations are approximately normally distributed around the true target DOA tracks, with constalnt DOA miss-probability and clutter density, a robust particle filter tracker is formulated.
The paper is organized as follows. Section 2 explains the mechanics of the automated tracking system for multiple target DOA tracking. Sections 3, 4, and 5 elaborate on the individual elements of the tracking system. Computer simulations are shown in Sect. 6 to demonstrate the performance of the algorithms.
TRACKER DESIGN
We construct the tracking system mechanics (i) to compensate DOA estimation biases due to rapid target motion [3] ,
(ii) to result in higher resolution DOA estimates than just beamforming [2] [3] [4] , (iii) to be robust against changes in target signal characteristics, and (iv) to automatically determine the number of targets. The tracker system consists of three blocks as illustrated in Fig. 1 . Details of the individual blocks are given in the following sections. Below we discuss the elements of this design.
We note that the main objective of our tracker is to report multiple target DOAs at some period T, after observing the acoustic data at the node microphones. Quite often, target DOA's can change more than a few degrees during an estimation period, e.g., due to rapid target motion. Hence, if we were to just use conventional snapshot DOA estimation methods (e.g., MUSIC, MVDR, etc.) for tracking the targets, the bearing estimates become biased, because the received data is not stationary [28] . This is intuitive because these methods estimate an average of the target angular spread during their [OKI, Figure 1 . Tracker mechanics is demonstrated using three basic blocks. The beamformer block monitors the received acoustic signals to adapt to their frequency characteristics for better bearing estimation. It calculates a batch of DOA's that form point statistics for the random sampling and particle filter blocks. The random sampling block searches for temporal clusters in the bearing batch to determine region-of-interests (ROIs). Consistent ROIs are declared as targets by the particle filter block. The particle filter estimates the tracking posterior and can make various inferences (i.e., mean and mode estimates). estimation periods [3] .
In general, locally linear motion models eliminate this bias by simultaneously estimating the bearing with the target motion parameters for the estimation period, of T. Conceptually, this is equivalent to aligning the received acoustic data with the motion parameters so that the data becomes stationary for bearing estimation purposes. But, this alignment process relies heavily on the observation model and, is computationally costly because the high volume of the acoustic data used for estimation. In this paper, we propose to use a beamformer block in our system to buffer the variability in the observed acoustic signals to create a compressed and invariant point statistics for our tracker block [5, 29] .
Therefore the beamformer block (Fig 1) processes the acoustic data, sampled at F, at smaller intervals ot r T Ml (e.g., MAl 10), where the targets are assumed to be relatively stationary (Fig 2) The parameter M is called the batch size This reduces the number of acoustic data samples available for processing, resulting in a sequence of noisier DOA estimates However these noisier DOA estimates are smoothed in the particle filter block, because a motion structure is imposed, on the batch of DOA s.
We use the target bearing 0 and the bearing rate 0 in our state vector to model the kth target (k 1, . . .V, Kt, where vt is the number of targets at time t) motion to illustrate the ideas in this paper:
.14(t) = Ok(t) ' Xk (t) (1) where the DOA's are measured. counterclockwise with respect to the x-axis. The state vector for the particle filter is a concatenation of these target partitions5
The state update function is locally constant velocity model for each target on its bearing:
where Uk(t) -KA (0, u) with Zu = diag{cr k2 9 } and
In [4, 5] , we discuss other state models to characterize motion. For our state vector, a batch of DOA's when M > 2 is sufficient for the state-observability [3, 30] . Since the filter is built on the compressed statistics which is also sufficient for the state vector, it achieves a significant reduction in compu- [2] [3] [4] . The trackers presented in [2, 3] directly employ the classical narrow-band observa tion model, where targets exhibit constant narrow-band frequency characteristics [28, 31] . The tracker in [4] Figure 3 . The random sampling and particle filter blocks use the state update function to create target track templates. In the figure, the solid line represents the true DOA track. Black dots represent the noisy DOA estimates. The dashed line and the dotted, line represent the DOA tracks for the two proposed particles i and j These tracks are calculated using the state update function h. Visually, ith particle is a better match than the jth particle; hence, its likelihood is higher. signals, assuming that the varying frequencies are narrowband. The tracker in [6] also incorporates an amplitude model for the signals. Because their probability density equations explicitly use an observation equation, these trackers are hardwired to their observation model. Hence, a complete rework of the filter equations would be required to track targets with e.g., wideband, signal characteristics (e.g., from [6] to [32] [33] . That is, it first converges on a mod,e in the, possibly, multi-modal target posterior and. sifts out the corresponding DOA data. It then iterates to find other modes until stopping criteria are met. This block creates new partitions (targets) for the particle filter, which can clelete its own partitions. Conceptually, this initialization idea here is equivalent to track-before-detect approach used in the radar community [9, 10] .
The final block is an independent partition particle filter tracker that uses the generated ROI's by the random sampling plot to propose particles for efficiency [2] . Our particle filter does not use a Markov random field to penalize the state update function as the targets approach each other (target interactions), since the target bearing may cross even if the targets are not close in proximity. While calculating the particle weights, the tracker uses the bearing batch data from the beamformer block directly. The filter data-likelihood employs the joint probability density assignment approach when targets are close to each other to better address their data interactions [34, 35] . Note that the filter avoids any direct data association thanks to the ROI processing by the random sampling block.
The particle filter block does not constrain the number of targets Kt that can be tracked by the filter. However, the number of targets that can be tracked is theoretically bounded by the number of microphones in the acoustic array [28] . Figure 1 also illustrates feedback paths (dashed lines) for guided sampling or beamforming. Although not fully explored in this paper, we note that when the number of targets increase (e.g., K=& 0), the particle filter tracker can provide guidance for the random sampling and the beamformer blocks for further computational efficiency.
BEAMFORMER BLOCK
Beamforming is the name given to a wide variety of array processing algorithms that focus an array's signal processing capabilities in a particular direction [28] . Beamformers use the collected, acoustic data to determine target DOA's and, are called narrow-band beamformers if they use the classical narrow-band array observation model [28, 31] ,. Beamformers are wideband if they are designed for target signals with broadband frequency characteristics [36] . There are also other beamformers that are designed, for signals with timevarying narrow-band frequency characteristics [37, 38] .
The beamformer block chooses a beamfomer for processing the acoustic data depending on the local characteristics of the acoustic signals. That is, given the observed, acoustic signal and its time-frequency distribution, we choose an optima'l beamformer to ca'lculate target DOA's For example, we can choose multiple beamformers if the received acoustic signal shows both narrow-band and wideband characteristics.
The output of the beamformer yt,f {yt+mT,f(P)}J is a DOA data cube with P,fj-highest DOA peaks of the beamformer pattern (Fig. 2) . In general, the number of DOA peaks Pm f at batch index m and each frequency index f should be greater than or equal to the number of targets K. In the simulations section, we fix Pmif = P but the derivations below explicitly show the dependance on m and f Note that the input of the particle filter has the same structure regardless of the target signal characteristics.
Finally, the choice of the parameter T for beamforming is determined by various physical constraints, including (i) target frequency range, ( 
RANDOM SAMPLING FOR REGION-OF-INTEREST PROCESSING
A region-of-interest (ROI) is defined as a cluster of any measurement sequence in time that is likely to be generated by a target (Fig. 5 ). The number of ROIs in a bearing batch is a strong indicator of the number of targets. In this section, we describe the application of three random sampling methods to determine the number of targets in bearing data batches, based on ROI processing. These three methods are named RANSAC for random sampling consensus [14] , MSAC for m-estimator sampling consensus [19] , and, NAPSAC for N adjacent points sample consensus [22] . We will show that these algorithms provide more efficient ways of clustering the data to initiate ROIs, when compared to other clustering approaches applied to similar tracking problems [7, 8] .
Determining the ROIs using the bearing batches as point statistics becomes a challenging problem in the face of outliers and missing bearing observations. To solve this problem efficiently, each of the random sampling procedures use a small number of bearing estimates as feasible and enlarges this set with consistent data as much as possible while iterating. These algorithms are successfully used in many computer vision problems for geometric motion segmentation, model order selection, and multiple structure data regres sion [14] [15] [16] [17] [18] [19] [20] . In this section, we show how to apply these algorithms for tracking multiple targets using point statistics.
In general, every possible sub set of data needs to be con-'The bias is calculated by taking the angular average of the target track.
Hence this bias also depends on the heading direction. The worst case bias happens when the target heading and DOA sum up to -w Moreover it is also possible to analytically find an expected bias by assuming uniform heading direction, ising a simiiar analysis done in [3] . additional order of magnitude by allowing ourselves to miss a ROI at a fractional probability. Note that, the probability of missing the same target over a many consecutive batches exponentially goes to zero, as we gather more data. We further discuss the failure modes of the random sampling algorithms and also suggest improvements later. We illustrate four ROIs in the figure Rh (i = 1, . . ., 4). The first three ROIs show a clustering of DOA sequences in time that are likely to be generated by targets, when we assume that the target bearings slowly change along the batch index. Let I be the number of RANSAC iterations required to determine a ROI with probability p. Let us assume that in the data there is only one target and the rest ofthe data are outliers. Let e denote the proportion of outliers and hence q = 1-e denote the probability that any selected point is an inlier. Then, after I selections, the probability that all the selections are outliers are given by I -p =1 _ q )V (6) [encer the number of iterations required to pick an inlier set is given by ,1 to determine the ROI with p = .99 probability. This corresponds to an order of magnitude improvement in computation. Moreover, when the targets have missing bearings, the combinatorial approaches need to further process the clusters to link them temporally [7, 8] . On the other hand, RANSAC declares a ROI even with missing bearings since the support is not affected much by a few missing bearings. The pseudo code for the RANSAC algorithm is given in Table 2 . sometimes the tracks are confused. In those cases, track information from the particle filter can be used to resolve the confusion, while sampling the ROIs.
When we have multiple targets in the bearing batches, the corresponding target bearings lie on manifolds that are more likely to adjacent to other inlier points in a ROI than to the outliers or pseudo-outliers, corresponding to other ROIs.
Hence, if the first selected, point is an inlier, the data points that are close to it have higher probabilities of being inliers.
On the other hand, if an outlier point is selected, then the adjacent points are less likely to be inliers. However, if, in fact, there are K targets in the bearing batch, then there will be at least K regions, where sampling close to the initial random sample improves over an unbiased random selection. This advantage comes at the expense of more calculations. Table 3   Table 3 . MSAC Algorithm 1 Randomly select L data points from the bearing batch data and instantiate a solution Xk using (3).
2. Determine the cost function JMASAC using (8) . Also determine the number of inliers as in RANSAC. 3 . If the number of inliers are above some threshold a, e.g., a = M4-1, re-estimate the solution Xk using all the inlier points using (3) and terminate. 4 . If the number of inliers are less than the threshold w, re-select a new set of L-points randomly and repeat above.
5. After I trials, use the data set with the number of largest consensus inlier set, and estimate the solution Xk by using (3 (8)). 5 . If the number of inliers are above some threshold a, e.g., a = M-1, re-estimate the solution Xk using all the inlier points using (3) and terminate. 6. If the number of inliers are less than the threshold w, re-select a new set of L-points as above.
7. After I trials, use the data set with the number of largest consensus inlier set, and estimate the solution k by using (3).
In Table 4 , we list the pseudo code for NAPSAC. On line 2 we show how to prioritize samples based on their proximity to the originally chosen random point on line 1. This strategy provides a guidance based on proximity. Other generic guidance methods exist using RANSAC for computer vision problems [39] . For our specific problem, when we are looking for a new ROI corresponding to a target that is already being tracked, we can exploit the tracking information. This is achieved by weighting points according to their distances to the updated track information. This way, the points that are closer to the proposed track are chosen more often than others while determining a ROI. Even if the target maneuvers, its ROI can be easily easily determined since we are choosing the points randomly based on proximity.
PARTICLE FILTER
In this section, the details of the particle filter block in Fig. 1 are discussed We first discuss the observation equation and then describe the joint probabilistic density association principle.
Observyation Equation
The observations Yt {Y+mT,f (P)}M-J consist of all the batch DOA estimates from the beamformer block indexed by Tn. Hence, the acoustic data of length T is segmented into M segments of length T. The batch of DOA's, Yt,f, is assumed to form an approximately normally distributed cloud around the true target DOA tracks (Fig. 2) . In addition, only one DOA is present for each target at each J or the target is missed. Multiple DOA measurements imply the presence of clutter or other targets. We also assume that there is a constant detection probability for each target denoted by Kf, where dependence on f is allowed. An additional partition dependency is also allowed, i.e., Kf, since RANSAC may have a different k detection probability when it detects the targets one at a time using a constant number of iterations.2
The particle filter observation model also includes a clutter model because beamformers can produce spurious DOA peaks as output (e.g., the sidelobes in the power vs. angle patterns) [28] . To derive the clutter model, we assume that the spurious DOA peaks are random with uniform spatial distribution on the angle space, and are temporally as well as spatially independent. In this case, the probability distribution for the number of spurious peaks is best approximated by the Poisson distribution with a spatial density [35, 40] . Moreover, the probability density function (pdf) of the spurious peaks is the uniform distribution on [0, 2F (3) xwT(t), X(t) [x (t), xT(t) T Hence, the set nXtt(j) contains the same elements of the set nxt(j), reindexed sequentially from 1, . , a.
We denote 7 j (Ym,f) P(Ym,f xt (9) where -y > I is a constant that depends on the maximum number of beamformer peaks P, the beamformer itself (i.e., the smoothness of the beamformer's steered response), and the number of targets K. Equation (9) implies that the natural space (or similarly volume) of the clutter is reduced by a factor of ry because of the characteristics of our specific system.
We now derive the data-likelihood function using the joint probabilistic data association arguments found in [35] . Similar arguments for active contour tracking that is relevant to this paper are found in [41] Consider the output of one batch period Ym,f Yt+mT,f(P), where p 0, , ., Pm,f for each J and. m. The DOA's ym f may belong to none, or some combination, or all of the targets in the particle filter parti tions. Hence, we first define a notation to represent possible combinations between the data and the particle filter partitions to effecti ely deri e the obser ation density 2In addition, recognition/identification may have an impact on choice of the acoustic frequencies Hence, some targets may have a lower detection probability at the recognized target frequencies The partition dependence of the detection probability can address this issue It also allows the particle filter to guide the beamformer block for improved detection. where £i is in nxt( ), and the function b is derived from the assumption that the associated target DOA's form a Gaussian distribution around the true target DOA tracks: (12) where the superscript 0 on the state update function h refers only to the DOA component ofthe state update and T2 (am, fJ) can be supplied by the beamformer block.
Note that the DOA distribution (12) is not a proper circular distribution for an angle space. For angle spaces, the von Mises distribution is used as a natural distribution [42] The von Mises distribution has a concentration parameter with a corresponding circular variance. It can be shown that for small (T2 << 1 (high concentration) the von Mises distribution tends to the Gaussian distribution in (12) [43] . Because the von Mises distribution has numerical issues for small DOA variances the Gaussian approximation (12) is used in this paper. Hence, special care must be taken in the implementation to handle angle wrapping issues.
The Gaussian in (11) I ( ) are directly multiplied, because the partitions are assumed to be independent. To elaborate, considerTn= 2 andj 3 from the example of12 above:
Hence, the density 72,3 (Ym, f is a Gaussian mixture that peaks, when the updated DOA components ofthe partitions 2 and 3 (ho ( )) are simultaneously close to the observed. Note that Eqn. (13) guarantees that no measurement is assigned to multiple targets simultaneously.
Given the densities 7n,j, the observation density function can be constructed as a combination of all the target association hypotheses. Hence, by adding mixtures that consist of the data permutations and the partition combinations, we derive the observation density:
Uc Ej72nJ(Ym,f) (14) f=lm=O =O K j=1
In Eqn. 14, the parameters K (rf f K = 1) are the elements of a detection (or confusion) matrix. For example, when K = 2 2 is the probability that no target DOA is in the beamfornner output, whereas f 2 ( 2) means that 1f (2) target DOA('s) are present in the beamformer output at each J. These fixed values are provided by the random sampling block. Moreover, when two partitions k1 and k2 have close DOA tracks and are about to cross, it is possible that the beamformer's Rayleigh resolution is not enough to output two DONs for both targets. Then, the particle filter can provide a guidance, by using the current state estimates, to the beamformer and the random sampling blocks to resolve those cases.
Particle Filter Proposal Function
To demonstrate the performance of the system, we use only the state update function as the proposal function of the particle filter. We propose each target partition independently to cope with the curse of dimensionality in sampling high dimensions. Note that once the proposal function is formulated, the rest of the particle filter structure is well-defined: weighting and, resampling. In weighting stage, the approximate posterior distribution is used when targets are sufficiently apart When they are close, we use the joint posterior.
Algorithm Details Pseudo-code of the particle filter algorithm is given in Table 5. The filter implementation employs an efficient resampling strategy, named "deterministic resampling", first outlined. by Kitagawa [44] This resamplin strategy is preferred because of (i) the efficient sorting of the particles and (ii) the number of random number generations. The deterministic resampling strategy also has known convergence properties [44] . Faster resampling schemes without convergence proofs are also available [45] and, these could, make a difference in the filter computation, especially when K = 1. where p yt xj ) is fully joint observation density, given by Eqn. (14). Finally, the partitions are managed by the specific interaction between the particle filter and the random sampling block. New partitions are introduced into the particle filter, using the distribution supplied by the random sampling block. The particle filter deletes partitions at either the proposal stage or after estimation, when there are not enough bearings within the gate of the mode estimate. Lastly, note that our implementation of the particle filter does not make partition associations such as partition split or merge. We leave these decisions to a higher level fusion algorithm in the sensor network. (c) NAPSAC Figure 10 . As we increase the number of peaks P, we allow more clutter into the random sampling algorithms. Hence, the false alarm rate shows an increasing trend as P increases. In this example, the threshold for declaring a target is l -I1, where l = 10. Hence, the false alarm rates are lower than the ones shown in Fig. 8 .
Field Data Results
A uniform circular acoustic array with 8 microphones with I meter radius is used to collect the acoustic data for a five vehicle convoy at the Aberdeen Proving Grounds. The acoustic data sampling rate was FS = 1024Hz. The convoy consisted of two military Hummers (HMMV) and three commercial sports utility vehicles (SUV), traveling on gravel on an oval track. Detection and tracking of the commercial vehicles presented a difficult challenge because the commercial vehicles were in between the two louder military vehicles, hence they were acoustically suppressed (Fig. 14) . Hence, this presented an opportunity to test our tracking system Our results for different beamformer outputs are shown in Fig. 15 .
One of the main problems while processing the field acous tic data is getting reliable DOA estimates in multi target scenarios. We observed that the heamformer would only output DOA estimates corresponding to a subset of the targets. After careful investigation, it was determined that the acoustic signatures of the weak targets were being suppressed by the louder ones. To detect more targets, we modified the beamformer to use up to 10 frequencies and to also select several peaks in the steered frequency response. The beamformer also used multiple snapshots of data. These modifications result in the ability to detect silent targets; however, it substantially increased the amount of clutter.
We modified the random sampling block to cope with the presence of multiple observations per target. Moreover, since the number of peaks could change from one data set to another, we formulated adaptive thresholds to accept the RANSAC ROI output and declare a target. A number of measures are taken. The first measure is to put a minimum bound on the number of batch indexes in which inliers are found This is to ensure the DOA estimates are spread over the entire batch of data as one would expect from an actual target. A value of 85% of the number of batch indexes is used.
The next measure is to put a lower limit on the total number of inliers found by the RANSAC block. Hence, we assume that the maximum number of targets our system would track is less than the number of microphones in the acoustic array and compute the number of DOA estimates per target in a scenario with the maximum number of targets. The third measure is an upper limit on the gradient of the line found by RANSAC. After taking into consideration real world constraints of vehicle motion and observing the field data, it was determined that a change in more than 6 degrees per batch index would not be considered a target. Similar thresholds were used to decide when to delete targets. the ROI processing in our proposal stage. As future work, we will incorporate the ROI processing to increase the efficiency of our particle tracker. The gate size is judiciously chosen to be 9 degrees. The gate size can also be chosen adaptively by using a bank of random sampling blocks. We are currently investigating how to statistically and automatically infer the results of such random sampling banks.
7. CONCLUSIONS In this paper, we demonstrated the application of RANSAC, MSAC, and NAPSAC algorithms for processing region-ofinterests to track multiple targets using bearing measurements. We showed that each of these algorithms are well suited for ROI processing in conjunction with a tracker.
Among the random sampling algorithms, we determined that RANSAC is the most useful because of its performance and its flexibility to also handle multi frequency target tracking case. Our tracking results show significant promise in the ROI processing algorithms proposed in this paper since a simple bootstrap particle filter could handle a difficult convoy scenario. 
