Abstract-The paper aims to introduce a method for the analytical formulation of the integral square error (ISE). In this manner, the aim of the research is to create a parametric solution of the ISE for linear continuous feedback control systems while the closed-loop system is stable and the difference between reference and output, or error, is strictly proper. The potential advantage of this technique is that it allows the finding of an analytical solution for the ISE criterion and hence it is well adopted when a parametric solution of the ISE for optimal control problems is needed. This method is also superior to the numerical methods, because it returns the exact solution of the ISE. Comparisons with a powerful numerical method are given to validate the proposed method.
I. INTRODUCTION
The problem of calculating the integral square error (ISE), numerically and analytically, occurs in the analysis and design of feedback control systems. Solving this problem, an "optimum controller" can often be achieved. Formally, a "performance index" is a design tool available to engineers as a quantitative measure of a system so that parameters in the system can be adjusted to meet the desired specification optimally. Analytical formulation against numerical computation and approximation of ISE has played a considerable great role in optimal control problems. The main reason may be due to application of the evolutionary algorithms in optimization of cost function which highlights the worth of mathematical formulation of performance indices rather than numerical calculation in the controller design on automatic control. The first attempt for a solution for ISE was established by James, et al. [l] based on the recurrence formula. Then, Newton et al. [2] extended the earlier method based on the solution of a matrix equation dependent on whether the order of the system is odd or even. A method based on Lyapanov equation was also defined by Kalman and Bertram [3] . These methods do not obtain a general formulation of the square error. Jury and Dewey [4] presented a method to obtain a general formulation of the square error. This scheme is slightly simpler than that used in the Newton method but still, it is difficult for parametric formulation. Kealy and O'Dwyer [5] demonstrated two methods to determine analytically the ISE value for a FOPDT process model under the PI control: using contour integration and the method of residues and using Parseval's theorem and contour integration. However, this method does not include a general formulation method for any type of process model and controller. Bryson and Ho [6] proposed a numerical method to compute the H 2 norm by measuring the steady-state covariance (or power) of the output response to unit white noise input. Matlab TM (2013) software still uses this numerical technique to compute the H 2 norm due to its accuracy. Some recent applications of ISE in control engineering can be found in [7] [8] [9] [10] . Besides the numerical approximation and computation methods of ISE in literature, the point discussed in this correspondence is a demonstration of a method for parametric formulation of the ISE for any order of stable feedback control systems.
II. PROBLEM DESCRIPTION AND METHOD
The problem that will be considered is that of the solution of the integral
in which e(t) is the inverse Laplace transformation of E(s) in Fig. 1 which shows a typical continuous linear time invariant negative feedback control system. For a linear time-invariant plant, the Laplace transformation of e(t), E(s), associated with a stable feedback control system can be, in general, written in the following form
Assumption I E(s) must be strictly proper so that J in Equation 1 has a finite value.
Assumption II Closed-loop system must be asymptotically stable.
The 
Controllability Gramian of matrices A and B can be extracted from Equation 6 as follows 
Due to Assumption II, the closed loop system is asymptotically stable. Then, the reciprocal characteristic polynomial of matrix A To find diagonal and off-diagonal elements of the matrix P in Equation 8, formulas described in [11] In Equations 13 and 14, T ij are the corresponding elements of Table I , and m denotes the number of elements in the (n-k)-th row of Table I (   1   8  7  6  5  4  3  2  1  1   86  7  66  5  46  3  26  1  5   95  8  75  6  55  4  35  2  15  0  4   84  7  64  5  44  3  24  1  3   93  8  73  6  53  4  33  2  13  0  2   82  7  62  5  42  3  22  1  1   91  8  71  6  51  4  31  2 In this section, the analytical formulation of the ISE given in Equations 15 and 16 is evaluated. In this way, using Equations 15 and 16, the given cost function is analytically computed for six different orders, n=1:6, of transfer function expressed in Equation 10 as depicted in Table II . For verification purposes, ISE cost functions for 6 random stable transfer functions, see Table III , are computed using the related results obtained in Table II . Then, a comparison is drawn using a powerful numerical method presented in [6] . As the results in Table III show, there is a small deviation between the exact and numerical solution techniques. This deviation is not important in practice. However, the analytical method is superior to the numerical method whenever a parametric solution based on controller variables, which can be useful in controller design application, is desired.
IV. CONCLUSION
A strategy for analytical formulation of the integral square error (ISE) was proposed. In this manner, ISE was analytically formulated for linear continuous feedback control systems while the closed-loop system is stable and the difference between reference and output, or error, is strictly proper. Comparisons with a powerful numerical method were drawn to validate the proposed method. The results show that the proposed technique can be successfully applied in control systems designs, specifically, when a parametric solution of ISE based on controller parameters is required for optimal design purposes. Table Elements Elements of matrix P ISE 
