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Dendritic integration, involving active mechanisms like voltage-gated channels on 
a neuron’s dendrites, is a key component of overall synaptic integration. Active dendritic 
integration, including dendritic spiking, has been shown to play a crucial role in a 
number of cellular and behavioral processes including the enhancement of stimulus 
selectivity in the visual cortex. Inhibition of pyramidal cells via local interneurons can 
also sculpt and refine sensory processing by modulating the input-output response to 
incoming sensory information. Such modulation of dendritic integration would thus have 
a powerful influence on cortical circuitry in the visual cortex. However the precise 
relationship between inhibition and active dendritic integration, and the functional 
consequences of this inhibition on sensory processing, remain under explored. Here, 
we present new insights into the ways in which interneurons influence dendritic 
integration in the mouse visual cortex. We begin by exploring the ways in which visual 
processing is measured in mouse cortex, including the measurement of dendritic 
spiking in vitro, and discuss what is known about how interneuron-mediated inhibition 
shapes visual processing. Next we report new data outlining the ways in which the two 
largest, genetically distinct interneuron subtypes influence measurements of dendritic 
integration in brain slices and discuss the implications of these findings on visual 
processing in vivo. Finally, in the appendix we report our characterizations of a novel
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integrated optical stimulation and electrophysiological recording device. In sum, this 
study extends our knowledge of the complex ways in which inhibition shapes synaptic 
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CHAPTER 1 INTRODUCTION 
1.1 Overview 
The principal function of most neurons is to integrate a barrage of synaptic inputs 
and convert them into outputs, typically action potentials. In sensory cortices this 
synaptic integration ensures the transformation of environmental stimuli from the 
periphery into a meaningful perception of the outside world.  Early conventional models 
of synaptic integration derive from simple cable theory, and considered a neuron’s 
dendrites as passive components that linearly sum synaptic input1. However, in vitro 
studies have revealed a rich array of active voltage-gated mechanisms present on the 
dendrites of pyramidal cells that can support dendritic spiking2–8 and nonlinearly amplify 
incoming inputs. Incorporating dendritic spiking into neuronal models expands the 
theoretical computational power of individual neurons9–13. Such active mechanisms in 
the dendrites of cortical pyramidal cells include voltage-gated sodium (Na+) and calcium 
(Ca2+) channels as well as N-methyl-D-Aspartate (NMDA) receptors. Active dendritic 
mechanisms have been shown to be critical for synaptic integration in a number of 
behavioral contexts14–17, brain regions16,18,19, and species 20,21. These mechanisms play 
critical roles in sensory cortices where they can reflect arousal levels,17,21,22 and 
contribute to sensory information processing in somatosensory cortex15,19. Active 
dendritic integration also plays an important role in visual sensory processing. In layer 
2/3 neurons in the visual cortex, dendritic synaptic input activates NMDA receptors and 
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voltage-gated channels, and these mechanisms facilitate visual stimuli processing in 
awake mice by enhancing neuronal orientation selectivity23.  
Another important mechanism contributing towards synaptic integration is 
inhibition. Cortical pyramidal cell inhibition is predominantly the result of the actions of 
locally projecting, gamma-aminobutyric acid (GABA)-releasing interneurons (although 
glycinergic inhibition24,25 and long-range GABAergic projection neurons26,27 contribute to 
inhibition in other brain regions). While comprising only 20-30% of the total cortical cell 
population28, interneurons are critical for shaping cortical circuits29–32 and modifying 
behavior33–35. Inhibition of pyramidal cells via local interneurons can sculpt and refine 
sensory processing by modulating the input-output (IO) response to incoming sensory 
information36. In the visual cortex, interneuron mediated inhibition is known to play a 
pivotal role in a number of sensory processes including surround suppression37,38, 
orientation and direction selectivity30,39–41, processing of naturalistic stimuli42, and 
visually guided locomotion33,34.  
Despite the fundamental nature of these two processes, dendritic spiking and 
inhibitory regulation, the precise mechanisms by which inhibitory interneurons influence 
dendritic spiking, and the functional consequences of this inhibition on sensory 
processing, are not yet fully understood. Below we review the ways in which synaptic 
integration is influenced by inhibition in general, and detail what is known about how 
inhibition affects nonlinear dendritic integration in cortical brain slices. We also briefly 
explore interneurons of the visual cortex and examine the ways in which interneurons 
influence visual processing, with an emphasis on the individual contribution of distinct 
interneuron subtypes towards these processes. 
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1.2 Synaptic integration and inhibition 
Cortical pyramidal cells can have thousands of excitatory synapses throughout 
their dendritic arbor. Furthermore, many individual subtypes of interneurons have 
biased axonal projection patterns, targeting specific subcellular regions of pyramidal 
cells43. Inhibition can therefore be either proximal or distal to the site of excitation. As a 
result, assessing how the spatial and temporal properties of inhibition interacts with 
excitatory inputs is critical towards understanding synaptic integration. Inhibitory 
sources located nearer to the soma than the source of excitation have long been 
thought to be the most effective sites for reducing the amount of excitatory charge that 
reaches the soma during synaptic integration44–46.  In one such study using 
computational modeling and in vitro electrophysiology, inhibitory sources located distally 
to the site of excitation were shown to be almost completely incapable of modifying 
somatic depolarization across the tested spatial and temporal range44. Inhibition located 
at the soma or at the point of excitation was able to affect the magnitude of simulated 
depolarization; however, the maximal diminution of charge occurred when inhibition was 
located on the same dendritic branch in a position proximal to the source of excitation 
(i.e. “on-the-path” inhibition)44.  
Other results have emphasized the divergent roles of proximal/on-the-path and 
distal inhibition, reaching the conclusion that proximal and distal inhibition are 
computationally distinct. In this formulation, distal inhibition is “relative” in the sense that 
a distally located inhibitory input can always be overcome (i.e. propagated to the soma 
at pre-inhibitory levels) by increasing the level of excitatory strength, whereas proximal 
inhibition is “absolute” as it always results in a reduction in simulated excitatory post-
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synaptic potentials (EPSPs) regardless of the strength of distal excitation45. 
Electrophysiological studies in cortical slice and cultured neurons have also shown that 
the most effective inhibitory sites are proximal to the source of excitation46,47.  
However, the experimental evidence is not entirely conclusive regarding the so 
called “absoluteness”45 of proximal inhibition. One study in the electric fish 
electrosensory lateral line lobe  revealed distinct effects on the IO ( in this case firing 
rate v. current ) curves when inhibition was localized to the soma or dendrites. The 
distinct cytoarchitecture of the electric fish cortex allowed for pharmacological agonism 
of GABA receptors to remain isolated in separate regions of a recorded neuron. Contra 
the theory of “relative” distal inhibition, the neuron’s response to increasing current 
steps when dendritic GABA receptors were activated reduced the slope of the IO plot 
and maximal firing rate without affecting the firing threshold or rheobase48. Somatic 
GABA antagonism preserved the IO slope and maximal firing rate, while increasing the 
amount of current required to initiate an action potential48.  
 
1.2.1 Inhibition and nonlinear dendritic integration 
Studies such as these offer key insights into the ways in which excitation and 
inhibition interact during passive synaptic integration, however these interactions are 
less well understood in the context of active dendritic integration. Results from 
experiments which take into account active dendritic processes suggest that dendritic 
spiking and inhibition interact in a complex, nonlinear fashion49,50. Computational 
modeling experiments which assessed how the temporal and spatial distribution of 
inhibition affects a well-known active dendritic conductance, mediated by the NMDA 
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receptor (i.e. NMDA spikes), suggest that these spikes are particularly sensitive to distal 
inhibition51. These results demonstrated that when inhibitory stimulation was directed on 
the distal tip of the dendrite, it was more effective at reducing NMDA spiking than on-
the-path inhibition, which was previously presumed to be a highly efficacious inhibitory 
location47,51.  Additionally, distally located “off-the-path” inhibition was shown to be 
highly effective at dampening dendritic hotspots52,  which are distal dendritic areas with 
concentrated channel densityity4,53.  
Computational modeling is not the only means to assess how inhibition shapes 
dendritic integration. Direct electrophysiological recordings from dendrites provided the 
experimental support for active mechanisms on dendrites and has served to elucidate 
the rich array of voltage-activated ion channels present on dendrites from distinct 
cortical and sub-cortical areas2,4,8,54,55. However, previous work has also demonstrated 
the feasibility of monitoring dendritic integration from whole-cell somatic patch clamp 
recordings49,56–60. Active dendritic mechanisms can be assessed in somatic whole-cell 
electrophysiological recordings due to a characteristic response to subthreshold 
stimulation49,56–60.  Stimulating dendrites (e.g. by afferent axon stimulation, with 
glutamate iontophoresis, or glutamate uncaging; Figure 1A) with linearly increasing 
intensity results in a supralinear response above a cell-dependent threshold56 (Figure 
1B). These supralinear IO curves are thought to be a hallmark of the recruitment of 
active voltage-gated mechanisms on the dendrites, largely mediated by NMDA receptor 
activation, when sufficient dendritic depolarization relieves the voltage-dependent Mg2+ 
block and allows for the cooperative recruitment of NMDA receptor currents above what 
would be expected for passive, linear summation22,56,61. The magnitude of stimulus 
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intensity required to reach the supralinear threshold is cell variant, however these 
supralinear responses are affected by inhibition in a location-dependent fashion49,50.  
In vitro slice electrophysiology studies that actively engage dendrites have 
reached divergent conclusions regarding how the location of inhibition affects 
supralinear responses at the soma. In a study of layer 5 pyramidal cells in the 
somatosensory cortex, evoking dendritic spiking with glutamate uncaging coupled with 
focal GABA iontophoresis revealed distinct responses based on the location of 
inhibition49. Somatically located inhibition resulted in a reduction in the overall 
magnitude of supralinear responses while dendritic inhibitory locations lead to a shift in 
the stimulus intensity threshold required to produce supralinear responses49. This 
increase in threshold accompanying dendritic inhibition did not result in a change in the 
magnitude of the membrane depolarizations once initiated49. These results support the 
notion of distinct computational roles for proximal and distal inhibition. The finding that 
dendritic inhibition results solely in raising the threshold of stimulus intensity required to 
produce a dendritic spike argues that distal inhibition is relative; sufficient excitatory 
strength is able to fully overcome the effects of distal inhibition. In contrast, they found 
that proximal or somatic inhibition function as absolute restrictors on the amount of 
charge dendritic spikes can convey to the soma; even at maximal strength, excitatory 
inputs were incapable of reaching the same magnitude as control conditions in the 
presence of proximally placed inhibition. However, a separate study in hippocampal 
area CA1 observed that distally located sources of inhibition were more effective at 
modulating the gain of IO curves than somatically placed inhibitory sources50. Using 
two-photon glutamate uncaging to recruit active dendritic mechanisms and one-photon 
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GABA uncaging, this study found that dendritic inhibition was more effective than 
somatic inhibition at shunting nonlinear dendritic responses50.  
 In summation, taking into account active mechanisms on dendrites complicates 
the consensus regarding the spatial interactions between excitation and inhibition. 
Traditional models and preparations in which active mechanisms on dendrites are not 
engaged have drawn the conclusion that inhibition is most effective when it “intercepts” 
excitation by virtue of being proximally located. In this formulation, inhibitory sources 
located distal to the site of excitation have a smaller role in modifying excitatory 
propagation. When engaged, the active mechanisms on dendrites may change this 
relationship. Modeling studies focusing on NMDA spikes suggest a prominent role for 
distal inhibition51, as do experiments focusing on the subthreshold, active dendrite-
dependent nonlinear increases in membrane potential in hippocampal pyramidal cells50. 
However, other experimental evidence reaffirms the distinction regarding proximal 
inhibition as being the most efficacious at modifying the effects of dendritic spiking in 
cortical pyramidal cells49. In intact cortical circuits however, inhibition arises 
predominantly from the synapses made by interneurons. While biases in interneuron 
axonal projection patterns result in spatially segregated sites of inhibition, it is perhaps 
more physiologically relevant to examine the ways in which interneuron-mediated 
inhibition shapes active dendritic integration. 
 
1.3 Variety of mouse cortical interneurons 
The primary regulatory input responsible for refining the activity of excitatory cells 
is inhibition and, in the cortex, the majority of inhibition is due to the actions of 
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interneurons62. Comprising around 20-30% of the total cortical cell population, 
interneurons exhibit a remarkable variety of morphologies, intrinsic properties, firing 
patterns, connectivity, and expression of molecular markers62,63. This diversity has 
presented challenges in taxonomy and classification of interneurons64,65, however the 
presence or absence of various neuropeptides, calcium binding proteins, and other 
molecular markers has enabled researchers to form a coherent strategy by which to 
begin grouping interneurons28,66–69. In particular, the discovery that nearly all 
interneurons in the mouse cortex can be divided into three non-overlapping subtypes 
based on the presence of certain markers70, combined with the subsequent 
development of cre-driver lines71 corresponding to a subset of non-overlapping markers, 
has allowed significant advancements towards understanding the role of individual 
interneuron subtypes in cortical function. Based on these findings, nearly 100% of 
GABAergic interneurons in the mouse cortex belong to groups expressing one of the 
following three proteins: the calcium-binding protein parvalbumin (PV), the hormone 
peptide somatostatin (SOM also abbreviated SST), or the serotonin receptor 5HT3a70. 




The largest group of interneurons corresponds to those cells expressing PV70. 
While absent in the most superficial cortical layer, they comprise the plurality of 
interneurons in layers 4-6 and represent approximately 40% of all GABA-expressing 
cells in the mouse cortex63,70. PV interneurons are canonically associated with a so 
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called “fast-spiking” (FS) electrophysiological profile72 which is characterized by 
sustained high frequency action potentials in response to depolarizing current injection 
and are non-accommodating (i.e. display repetitive firing without spike frequency 
adaptation)28,62. Before the advent of other tools to distinguish interneurons subtypes, 
this FS electrical property was thought to be a distinguishing characteristic of all 
interneurons73. Therefore many experiments on interneurons performed prior to the 
current classification discovery were likely comprised mostly of PV cells (though some 
other interneuron subtypes also display the FS phenotype)62.  
Morphologically PV cells generally fall into two categories, basket and chandelier 
cells. Basket cells are typically multipolar and target the soma and proximal dendrites of 
pyramidal cells68,74. They receive their name due to the ‘basket like’ innervation profile 
caused by multiple cells targeting the soma of a pyramidal cell62. Chandelier cells are 
multipolar or bi-tufted cells that target the axons of pyramidal cells and other 
neurons75,76 and are so named due to a characteristic configuration of the terminal 
portion of their axons62,76. Glutamatergic inputs onto FS PV cells tend to be strongly 
depressing28. PV cells are perhaps the key providers of inhibitory signals in the 
neocortex28, and not only because they are the most common subtype of interneuron, 
their distinct morphological characteristic allow them unique access to other cells. The 
proximal and somatic targeting of basket cells ideally situates them to function as a gain 
control mechanism for incoming excitatory inputs while the axon synapsing chandelier 





The second most numerous group of genetically distinct interneurons, accounting 
for approximately 30% of the interneuron population, are those expressing the peptide 
SOM70. There is considerable diversity among the population of interneurons that 
express SOM. SOM interneurons can be further subdivided according to co-expression 
of other molecular markers, cortical layer, morphology, electrical properties and 
synapse targeting, making categorization and generalizations about the group difficult77. 
Researchers have estimated there could be up to 100 distinct subtypes of cortical SOM 
interneurons when all possible categorizations are taken into consideration77. Despite 
this diversity, SOM expression is typically associated with Martinotti cells, a subset 
characterized by extensive horizontal axonal arborization in cortical layer 1, which target 
the distal dendrites of pyramidal cells78. Martinotti cells are most prevalent in cortical 
layer 5, although can also be found in layer 2/378,79, and tend to have a regular adapting 
firing pattern following an initial burst; in contrast with FS PV cells, excitatory inputs onto 
Martinotti cells are strongly facilitating28.  
Not all SOM cells are Martinotti cells and the function of SOM cells is highly layer 
specific80. Layer 2/3 SOM cells inhibit pyramidal cells81 and even more potently provide 
inhibition to PV cells30. They are, in turn, inhibited by both PV and vasoactive intestinal 
peptide (VIP) expressing interneurons32. Layer 4 SOM cells are non-Martinotti in 
morphology and inhibit neighboring interneurons in the same layer77. In contrast most 
layer 5 SOM cells are classic Martinotti cells and, in addition to inhibiting layer 1 tuft 
dendrites of pyramidal cells, are responsible for the di-synaptic inhibitory motif found in 
that layer82. SOM positive cells in layer 6 consist of Martinotti cells with translaminar 
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projections to layer 1, as well as intralaminar projections to layers 5 and 678. Layer 6 
also contains a small subset of SOM positive inhibitory projection neurons (i.e. 
GABAergic cells that are not interneurons) which send long range (up to several mm) 
axonal projections83. Finally, in addition to being a molecular marker, somatostatin itself 
can be co-transmitted along with GABA from SOM interneurons84. Somatostatin can act 
pre-synaptically through a number of G-protein coupled receptors (GCPRs), which can 
have a hyperpolarizing effect84. Somatostatin may also act on potassium leak 
conductance as well as inhibiting voltage-gated calcium channels85, together resulting in 
inhibition of GABA release86.Given the amount of diversity among SOM cells, it is likely 




The final category of interneurons in the mouse belongs to serotonergic receptor 
(5HT3aR) expressing neurons. Comprising just under half of 5HT3a receptor positive 
interneurons, interneurons that also co-express VIP are the most well know of this 
highly diverse subtype, as VIP expression also does not overlap with SOM or PV 
expressing neurons. Additionally, the development of a cre-driver line for VIP 
interneurons further heightened the notoriety of this cell type71. Similarly to SOM 
neurons, VIP interneurons are also highly morphologically and electrophysiologically 
diverse87. In general, many VIP interneurons are dendrite targeting68 with vertically 
extending axons, and predominantly synapse onto other interneuron subtypes, most 
strongly SOM interneurons31. As such they are often considered ‘dis-inhibitory’ 
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interneurons as their inhibition of other interneurons increases the activity of pyramidal 
cells31. However, a small group of VIP positive interneurons, specifically those with a 
basket-type morphology, are known to directly target the soma of pyramidal cells79.  
Most (~80%) of VIP-negative 5HT3aR expressing interneurons co-express the 
glycoprotein reelin and include the neurogliaform cells originally described by Ramon y 
Cajal28.  Neurogliaform cells are ubiquitous in cortical layer 1, where their radially 
dendrites and round axonal arbor originally earned them the name spiderweb cells88. 
Neurogliaform cells have several properties unique among interneurons. They 
electrically couple not only to other neurogliaform cells but also to other interneuron 
subtypes, a property which is speculated to aid in synchronizing networks of 
interneurons28,89. They produce extended inhibitory post-synaptic potentials (IPSP) onto 
their pyramidal cell targets by activating both GABAA and GABAB receptors possibly 
through volume release28,90,91.   
 As previously stated, interneurons represent some of the more diverse types of 
neurons in the entire brain. The finding that just three non-overlapping molecular 
markers correspond to nearly all interneuron subtypes in the mouse cortex, and the 
development of cre-driver lines for PV, SOM, and VIP interneurons, has made it 
dramatically easier to study and classify the behavior and function of interneurons as a 
whole. However, it has also perhaps led to an oversimplification and tendency to ‘lump’ 
all interneurons of a given subtype together when discussing their role in cortical 
circuitry77. Below we detail some of the ways in which the three genetically defined 
interneuron subtypes help to shape visual sensory processing. While we believe the 
evidence is strong enough to support distinct roles in visual processing for each of these 
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three subtypes, it is important to keep in mind that even within a defined subgroup, 
there is a great deal of heterogeneity. With that caveat, below we explore recent 
research in visual sensory areas that has begun to elucidate the complex ways in which 
of interneurons regulate pyramidal cells responses to environmental stimuli.  
 
1.4 Inhibition and visual processing in mouse cortex 
The selective response to specific features of sensory stimuli over others is a 
fundamental property of cortical neurons. For example, visual cortex neurons often 
display a preference for moving lines oriented at a given angel over others, a property 
known as orientation tuning (Figure 2). In species with a more developed visual system, 
(e.g. cats) neurons that prefer one orientation often cluster together in three-
dimensional space and interneurons within these clusters typically exhibit sharp 
orientation tuning92.  However, in species lacking such orientation columns, (e.g. 
rodents), interneurons were thought to be only weakly stimulus selective, with their 
broadly tuned responses reflecting the pooled input from the heterogeneous 
surrounding excitatory cell population93. There is sufficient evidence that, taken as a 
whole, GABAergic interneurons in the mouse visual cortex are less stimulus selective 
than excitatory cells94–96. Studies using population calcium imaging in genetically 
identified interneurons combined with post-hoc immunostaining for three unique 
interneuron markers (PV, SOM, and VIP) in mouse primary visual cortex initially 
suggested that the three main subtypes of interneurons are indeed broadly tuned for 
orientation and spatial frequency94. No differences in stimulus selectivity were found 
between the three interneuron subtype, and both VIP and PV interneurons had 
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significantly broader tuning for orientation and direction than nearby excitatory cells97. 
For individual interneurons that did exhibit stimulus tuning, their tuning properties 
tended to mirror those of the surrounding pyramidal cells. This finding supported the 
conclusion that the tuning present in inhibitory interneuron subtypes reflects the 
average, or pooled, response properties of the nearby excitatory cell population94. 
However, the further development of genetic tools to individually visualize and target 
specific interneuron subtypes for physiological characterization98 and monitoring during 
active visual perception96, as well as the ability to manipulate their patterns of activity 
using optogenetics30,39–41, has led to a much more sophisticated understanding how 
interneurons contribute to visual stimuli processing.  
 
1.4.1 Visual response properties of interneuron by subtype 
Thus far, evidence for the presence of stimulus-tuned responses in PV 
interneurons is still contended. Studies that classified interneurons based on narrow 
spike waveform probably consisted of predominantly PV cells and indicated that PV 
cells are generally broadly tuned93,99. Calcium imaging studies in PV-cre mice have also 
demonstrated these interneurons were less orientation selective than layer 2/3 
pyramidal cells96 and were generally broadly tuned for orientations97,100. However, other 
studies have shown that PV cells in the visual cortex can have heterogeneous 
responses that may depend on local connectivity patterns98,100.  
Targeted electrophysiological recordings revealed a subset of PV cells that 
displayed high orientation and direction selectivity as well as precise stimulus 
selectivity98. A separate calcium imaging study similarly found that, while the majority of 
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PV interneurons were broadly tuned, a subset had some orientation preference, albeit 
less than previously reported98,100. A follow-up study determined that the degree of 
orientation selectivity expressed in PV interneurons was correlated with the morphology 
of the individual neurons101. PV interneurons with higher orientation selectivity tended to 
have dendritic arbors that branched more closely to the soma and less extensive 
dendritic trees101. The majority of PV interneurons have extensive dendritic ramifications 
and widely sample from the surrounding pyramidal cell populations, the pooled nature of 
these inputs is reflected in the broad tuning of most PV interneurons. It therefore 
appears likely that the majority of PV interneurons, with typically broad dendritic 
arborization and perisomatic synapse location, function to dampen global pyramidal 
response non-selectivity as a putative feedforward inhibitory mechanism95. However, 
the smaller subset of PV cells with atypical dendritic arborization and a high degree of 
stimulus selectivity may in fact contribute to the generation of precise responses via 
tuned inhibition in pyramidal cells of the visual cortex.  
In contrast to the ambiguity regarding stimulus selectivity among PV cells, there 
is a general consensus about the response properties of SOM cells. For example, SOM 
cells are known to display size-dependent response properties that are absent in other 
interneuron subtypes37, while other experimental evidence pointed to key differences 
between the three interneuron subtypes. In one study, transgenic mice that genetically 
labeled SOM- and PV- expressing interneurons separately, were used to measure the 
electrophysiological response properties to visual stimuli95. Results from this analysis 
showed differences in both receptive field properties and stimulus selectivity between 
the two interneuron subtypes. In both layer 2/3 and layer 4 of mouse primary visual 
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cortex, SOM interneurons exhibited smaller On/Off receptive subfields than PV 
interneurons95. SOM cells also had stronger orientation and direction selectivity to 
drifting gratings than PV cells, which were generally not tuned to the orientation or 
direction of gratings95.  
Contrary to the theory of broad tuning responses being the norm for all 
interneuron subtypes in the mouse visual cortex, the orientation and direction selectivity 
of SOM interneurons was found to be similar to that of pyramidal cells in both layer 2/3 
and layer 4. Potentially establishing a distinct processing function for each interneuron 
subtype, the evoked spiking response from SOM cells was significantly weaker and 
more delayed than that of PV cells95. This positions SOM cells as being uniquely suited 
for inhibiting late arriving intracortical inputs; furthermore, these differences in stimulus 
selectivity and firing responses suggests unique inhibitory roles for the two subtypes of 
interneurons. In this theory, SOM interneurons, with their delayed but stimulus selective 
responses and dendrite-targeting synapses, may provide tuned feedback inhibition to 
their pyramidal cell targets.  
While further studies are necessary to explore discrepancies in the literature, an 
examination of the response properties and connectivity patterns of SOM, PV, and VIP 
cells allows for general conclusions about their responses to visual cues to be drawn. In 
the mouse visual cortex, inhibitory interneurons are generally less stimulus tuned than 
pyramidal cell counterparts due to pooling large numbers of inputs from the 
surrounding, heterogeneously tuned, excitatory cell population81,94. Moreover, there are 
individual differences within subtypes that shed light on their computational roles in 
sensory processing. The strong but depressing synapses typical of PV interneurons 
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allows for rapid but transient responses to incoming stimuli, a feature which is 
characteristic of feedforward inhibition28. Likewise, the dense connectivity patterns 
between local pyramidal cells and PV interneurons81 leads to indiscriminate pooling of 
excitatory input from the local pyramidal cell population, and results in broad tuning 
responses to visual stimuli for most PV interneurons; this places them in a key position 
to function as a gain control mechanism. In contrast, SOM interneurons appear to have 
tuned responses to certain visual stimuli95. This, coupled with their dendritic targeting 
synapses and delayed response profiles, may allow SOM interneurons to play a key 
role in intracortical feedback, perhaps regulating incoming intracortical connections 
between pyramidal cells. Finally, while there is some agreement that VIP interneurons 
are not tuned for traditionally assayed visual stimuli like drifting gratings39,94,97, they may 
have a key role in modulating the response patterns of other interneuron subtypes. As 
they synapse predominantly onto SOM interneurons in narrow vertical columns in the 
visual cortex102 and have broad tuning response properties97 that are potently modified 
by behavioral context34,35, VIP interneurons form disinhibitory circuit motifs82, allowing 
selective increases in pyramidal cell output under a given visual and behavioral regime. 
While the varying response patterns of different interneuron subtypes to visual 
stimuli can shed light on their role in the cortical circuity of visual processing, there is 
likely more to be gained from exploring how interneurons contribute to the output of the 
visual system. That is, how do interneurons functionally contribute to the modulation of 
pyramidal cells responses to visual stimuli. Recently, several studies have attempted to 
address the specific signal processing roles subtypes of interneurons fill by 
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manipulating their activity patterns in vivo during visual presentation and monitoring the 
resulting changes in pyramidal cell output.   
 
1.4.2 Modification of pyramidal cell responses to visual stimuli by interneuron 
subtypes 
 Similar to the response properties themselves, there is little consensus regarding 
the role each subtype of interneuron plays in transforming the output of a pyramidal cell 
in the visual cortex. Since stimulus selectivity is a hallmark of cortical neurons, and 
pharmacological blockage of cortical GABAergic signaling eliminates orientation and 
direction selectivity103, inhibitory interneuron activity must be necessary for generating 
the types of gain modulation necessary for stimulus selectivity. In this context, gain 
modulation refers to a change in the IO relationship of a neuron and the stimulus it 
responds to (e.g. firing rate vs. excitatory input). Divisive (or multiplicative) gain control 
alters the slope of the IO curve and thus affects the firing rate by the same factor across 
inputs (reviewed in104). Of note, divisive gain control does not alter stimulus preference. 
A well-known example of this occurs in the visual cortex where orientation and contrast 
interact in a multiplicative fashion to alter firing rate105. Pyramidal cells in the visual 
cortex respond more strongly to higher contrast visual stimuli, regardless of the 
orientation of the stimuli106. Thus, a cell’s firing rate will be uniformly increased by the 
same factor across all orientations with increasing stimulus contrast, preserving the 
orientation tuning width36. This is in contrast to subtractive (or additive) gain control in 
which all activity is decreased or increased by a fixed amount104. This preserves the 
slope of the IO curve, but modifies the threshold at which stimulus input can trigger 
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spike output, resulting in a sharpening of a stimulus tuning curve. For example, 
modeling studies suggest that adding a constant hyperpolarizing current to a neuron 
reduces the stimulus threshold and results in a narrowing of the model neuron’s tuning 
width107.  
Recent experiments have used optogenetics to manipulate the activity of each of 
the three main subtypes of interneurons independently during visual stimulation30,39–41. 
These studies monitored the effects of these modifications on pyramidal cell output in 
the visual cortex and reached different conclusions about the type of inhibition each 
interneuron subtype performed. VIP interneuron modulation did not have an effect on 
stimulus selectivity across any of these recent studies.  The effects of PV and SOM 
interneuron manipulation were inconsistent39–41. Regarding the role PV interneurons 
play in stimulus modulation, one group found PV activation narrowed the orientation 
tuning curve and increased direction selectivity39. This subtractive form of inhibition 
produced by PV interneuron activation was further explored by measuring the effects of 
PV activation on current clamped cell’s IO curves. These electrophysiological 
recordings supported the results seen on a neuron’s turning curve; PV cell activation 
increased firing threshold without altering the slope of the curve (a subtractive form of 
modulation)39. In contrast, other experimental evidence points to PV cell activation 
resulting in a divisive form of inhibition that, on average, reduces the magnitude of a 
cells tuning curve but has no effect on tuning width, thus preserving the cells stimulus 
selectivity40.  
A similar study used bidirectional optogenetic modulation of PV cells and found 
the resulting change in pyramidal cell firing was best described by a linear 
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transformation that contained both divisive and subtractive forms of gain modulation41. 
Optogenetically activating or suppressing PV cells resulted in robust alterations in a 
pyramidal cell global responses to visual stimuli and a modest decrease or increase in 
pyramidal cells orientation selectivity, respectively41. This study found no effect of PV 
activation on pyramidal cell tuning width; however, in a follow up study the effect of PV 
activation on tuning width seem to depend on the level of PV cell firing rate induced by 
the optogenetic stimulation. The narrowing of pyramidal cell tuning width was not 
present at lower light intensities, yet was revealed with progressive increases in PV cell 
firing rate108. The discrepancies in these three studies can perhaps also be explained by 
the ‘iceberg effect’, the fact that cell firing rates cannot go below zero and thus the 
subthreshold tuning curve cannot be inferred from firing rates alone. By having a higher 
level of optogenetic stimulation as in Lee et. al, 2012, it is possible that the divisive gain 
control of PV cells was converted to subtractive inhibition resulting in a narrowing of the 
tuning curve due to effects on spike threshold77,108. When taking into account the 
possible effects of the ‘iceberg’ these studies point to PV cells having a pivotal role in 
circuit modulation, where they can perform divisive gain inhibition potently modulating 
pyramidal cell activity while preserving stimulus selectivity.  
The role of SOM interneurons in visual information processing is even less clear. 
Two contemporaneous experiments using similar paradigms reached opposite 
conclusions about the types of gain modulation SOM interneurons perform during visual 
processing. One study found activation of SOM interneurons uniformly reduced the 
response of nearby pyramidal cells at all orientations40. This subtractive form of 
inhibition resulted in an increase in orientation selectivity and a sharpened tuning curve. 
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In contrast, the other study found SOM activation reduced pyramidal cell firing without 
affecting stimulus selectivity, indicative of divisive inhibition39.  A potential explanation 
for these discrepant results may be a result of the recruitment of other interneurons 
during SOM activation. Indeed, recent work has shown that SOM activation suppresses 
PV cell firing at least twice as potently as it does pyramidal cell firing30. This effect is 
present even when as few as 2 to 3 SOM cells are activated, underscoring the key 
nature of the interactions between interneuron subtypes. Given the differences in length 
of optogenetic activation between the two studies, it is possible that the divisive gain 
control is a result of more recruitment of PV and pyramidal cells and that subtractive 
inhibition is more typical of SOM interneurons. Supporting this conclusion, SOM 
interneurons are known to be responsible for subtractive inhibition onto pyramidal cells 
in the olfactory cortex109 and their dendrite targeting synapses could be mechanistically 
suited to subtractive inhibition110. 
While VIP interneurons appear not to participate directly in modifying pyramidal 
cells orientation tuning, they are important regulators of SOM activity, and play a key 
role in interactions between visual stimuli and the behavioral state of an animal. 
Previous work showed optogenetic manipulation of VIP interneuron activity did not 
affect orientation or direction selectivity measurements39, however a subsequent study 
showed VIP interneurons can indirectly affect orientation tuning via effects on a 
pyramidal cell’s spatial frequency preference111. Optogenetic activation of VIP 
interneurons increases the network response activity to stimuli with higher spatial 
frequency, while the inverse is true when optogenetically suppressing VIP 
interneurons111. As orientation tuning is dependent on spatial frequency in other 
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species112, the increased preferences for higher spatial frequencies following activation 
of VIP interneurons resulted in a reduction in orientation selectivity and broadening of 
the orientating tuning curves of nearby pyramidal cells111. 
 
1.5 Conclusion 
As has been examined in previous sections, there are strong, location-dependent 
effects of inhibition. Of note, an important property that influences the type of inhibitory 
effect an individual interneuron exerts on its pyramidal cell targets is the interneuron’s 
axonal projection patterns. Where on the cell body or dendritic tree an interneuron 
targets a pyramidal cell affects how that pyramidal cell responds to inhibition. Of the 
three genetically distinct interneuron subtypes in the mouse cortex, PV and SOM cells 
primarily send axonal projections to pyramidal cells rather than other interneurons63, 
and there are major morphological differences in the domains these two cell types 
target. In the cortex, PV cells are known to preferentially project to somatic, peri-somatic 
and proximal dendritic locations, while SOM cells have a much higher percentage of 
synaptic contacts on more distal dendrites43. This difference is especially important due 
to an emerging understanding of the role dendritic spiking plays in sensory processing 
in the visual cortex and elsewhere.  For example, it has recently been demonstrated 
that, in layer 2/3 neurons of the visual cortex, dendritic synaptic input activates NMDA 
receptors and voltage-gated sodium and calcium channels, and that these dendritic 
spikes aid in determining cellular stimulus selectivity23. Blocking these dendritic spikes 
via hyperpolarization or pharmacological blockage of NMDA receptors reduces the 
orientation selectivity of the pyramidal cell23. Furthermore, in the mouse primary visual 
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cortex, individual dendritic subsections have their own orientation preference113 and 
evidence from ferret visual cortex suggests functional clustering of dendritic response 
domains aids in cellular orientation selectivity20. Therefore, the morphological 
differences between SOM and PV cell projection patterns could vastly influence how 
they are able to shape a pyramidal cells ultimate response to sensory input based on 
the localization of their connection. 
1.6 Methods for Chapter 1 figures 
1.6.1 Figure 1 
Figure 1 was obtained using methods that correspond exactly to those described 
in Chapter 2.2.2 Methods – subsections 2.2.2.1 “Animals”, 2.2.2.2 “Slice preparation”, 
2.2.2.3 “Electrophysiology”, and 2.2.2.5 “Analysis” 
 
1.6.2 Figure 2 
Figure 2 was obtained using methods as previously described23. Procedures 
involving animals were carried out in accordance with the guidelines and regulations of 
the US Department of Health and Human Services and approved by the Institutional 
Animal Care and Use Committee of the University of North Carolina. Data was collected 
from C57BL/6J (Jackson stock #000664) mice. Equal numbers of male and female 
littermates were used for all experiments. Mice were housed in a temperature and 
humidity-controlled environment on a 12-hour light/dark cycle with ad libitum access to 
food and water. Direct patch clamp recordings in superficial of layer 2/3 visual cortex 
neurons were made in lightly anesthetized mice passively viewing visual stimuli. Mice 
were anesthetized using 1.5% inhalable isofluorane and a custom metal head plate was 
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cemented to the exposed skull. Following a craniotomy, visual cortex was identified by 
intrinsic signal optical imaging to ensure recording are from areas that are responsive to 
the visual stimulus. Once primary visual cortex was identified, in vivo 
electrophysiological recordings were made under two-photon microscopic guidance. 
Alexa 594 dye (25µM) was included in the patch pipette in order to produce a 
characteristic plume of the fluorescent dye from the tip with the application of positive 
pressure. This plume was used to monitor tip integrity when approaching cell bodies 
and the dye also served to negatively stain larger structures (e.g. blood vessels, cell 
bodies) as it diffuse into the interstitial cortical tissue, allowing the pipette to be guided 
around the “shadows” of such structure114. Visual stimuli consist of square wave 
gratings displayed at eight different orientations in a randomized order (6 repetitions, 1 
second long, interspersed with periods of grey screen) at a speed of 2 Hz and 0.04 





1.7 Chapter 1 Figures 
Figure 1. Example of dendrite-dependent nonlinearity 
 
 
Figure 1. Example of dendrite-dependent nonlinearity. (A) Top, cartoon schematic of 
recording configuration showing electrical stimulation of afferent axons synapsing onto 
dendrites of a cell in whole-cell recording configuration. Bottom, infrared (IR) Dodt-
contrast image overlaid with fluorescent image of visual cortex example cell. (B) 
Example cell’s input-output (IO) curve showing membrane potential response to linearly 
increasing electrical stimulation. Linear extrapolation based on first 4 data points 
represented by dashed line.  
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Figure 2. Example of orientation tuning 
  
 
Figure 2. Example of orientation tuning. (A) Two-photon calcium image z-projection of 
pyramidal cell in layer 2/3 of the visual cortex with recording pipette. (B) Membrane 
potential response to 1s bars of drifting gratings. Presentation of gratings represented 
by grey rectangles and direction of motion represented by arrows. (C) Polar plot 
illustrating cell’s response in action potentials (AP) per second to drifting gratings. 
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CHAPTER 2 INTERNEURON REGULATION OF NONLINEAR SYNAPTIC 
INTEGRATION IN MOUSE VISUAL  
 
2.1 Overview 
Given the somewhat contrasting results surrounding the role of interneuron 
subtypes in sensory processing, we conducted experiments designed to address the 
ways in which active dendritic mechanisms and interneuron mediated inhibition interact 
in the visual cortex. There is a lack of consensus in the literature regarding the roles of 
SOM and PV on modifying pyramidal cell response to visual stimuli in vivo. Thus, aiming 
to address the issue at a more fundamental level, we utilized brain slices to make high 
resolution recordings and gain spatial control over synaptic activation. Experimental 
evidence for the location dependent effects of inhibition, coupled with the distinct axonal 
projection patterns of the two interneuron subtypes, led us to the theory that the two 
interneuron subtypes would differ in the type of inhibition they would provide, be that 
subtractive of divisive. We initially hypothesized that SOM cells, with their unique 
dendrite targeting morphology, would provide subtractive inhibition to dendritic 
integration, increasing the threshold of stimulation required to recruit dendritic spiking. 
We likewise theorized that the more proximally targeting PV cells would provide divisive 
gain control during dendritic stimulation, lowering the magnitude of the nonlinearly 
amplified charge by the time it reached the soma. However, experimental results from 
the hippocampus50 in tandem with the lack of consensus regarding the in vivo 
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transformations each interneuron subtype is responsible for, provided us ample reason 
to remain open minded
2.2 Interneuron influences on nonlinear synaptic integration in neocortex1 
2.2.1 Introduction 
 The integration of excitatory synaptic inputs in neuronal dendrites involves 
passive properties and active (i.e. voltage-gated) mechanisms115. Active mechanisms 
have been implicated as an important contributor to synaptic integration in a number of 
behavioral contexts14–17,23, brain regions16,18,19, and animal species20,21. Furthermore, 
inhibitory interneurons are key components in sculpting and refining activity in cortical 
circuits31,81,82,116,117 and behavior17,37,118–120. Still, it remains unclear how inhibitory 
interneurons modulate active dendritic processes during synaptic integration. 
Inhibitory neurons are diverse in their morphology and connectivity, suggesting 
that they may have correspondingly diverse roles in neural circuitry. Interneurons exhibit 
a wide variety of axonal projection patterns onto their pyramidal cell targets. For 
example, basket cells are known to predominantly target cell bodies121, while Martinotti 
cells target the apical dendritic tufts78, and chandelier cells target the axon initial 
segment68.  Thus, inhibition can be either proximal or distal relative to the site of 
excitatory input, and this spatial relationship influences their interaction. Proximal 
inhibition is effective at diminishing the amount of charge propagated to the soma44–46.  
                                                        
1 Chapter 2.2 is currently available as a pre-print titled The impact of interneurons on nonlinear 




Distal inhibition has been shown to be less effective46,47 and could be overcome by 
larger excitatory inputs45. 
 
Inhibition can influence active synaptic integration as well. The NMDA receptor is 
key component in nonlinear synaptic integration in dendrites122. Computational 
modeling suggests that NMDA spikes are particularly sensitive to distal dendritic 
inhibition. When colocalized to the same dendritic segment, even small scale inhibitory 
conductances are capable of eliminating the nonlinear increase in membrane potential 
associated with NMDA spikes, while somatically placed inhibition has negligible effects 
on both the spike waveform at the dendrite and the EPSP amplitude at the soma51. 
Several in vitro experiments have also reached the conclusion that, in the context of 
active dendritic integration, the effectiveness of distal inhibition is more potent than 
previously assumed49,50,59.  Active dendritic mechanisms can be studied with whole-cell 
electrophysiological recordings due to a characteristic response to subthreshold (i.e. 
below action potential threshold) stimulation49,56–60. Stimulating dendrites with linearly 
increasing intensity results in an initial linear somatic response, until the point at which 
sufficient depolarization recruits active mechanisms on the dendrites and responses 
become supralinear due to the recruitment of active voltage-gated mechanism22,56,61. 
These responses are known to be affected by inhibition in a location dependent 
fashion49,50. However, whether proximal or distal inhibition has a larger effect on 
dendritic nonlinearities remains disputed. Additionally, it remains unclear how specific 
interneuron subtypes affect active dendritic synaptic integration, though it is natural to 
expect interneuron effects to vary by their characteristic subcellular targeting. We 
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manipulated two prevalent interneuron subtypes: somatostatin-expressing interneurons 
(SOM) and parvalbumin-expressing interneurons (PV). These two subtypes have 
distinct axonal projection patterns. Around 60% of PV interneuron synapses onto layer 
2/3 pyramidal cells are found in the perisomatic and proximal dendritic regions123. In 
contrast, SOM interneurons are biased towards distal regions, sending more than 90% 
of their axonal projections to dendrites78,123. We used whole-cell patch clamp 
recordings, electrical stimulation of excitatory inputs to pyramidal neurons, and 
optogenetic activation of interneurons to characterize how distinct interneuron subtypes 




All procedures involving animals were carried out in accordance with the 
guidelines and regulations of the US Department of Health and Human Services and 
approved by the Institutional Animal Care and Use Committee of the University of North 
Carolina. Transgenic mice that express the improved light-activated cation 
channelrhodopsin (hChR2/H134R, hereafter ChR2) and the fluorescent protein 
tdTomato (tdTom) in a cre-dependent fashion (Ai27, Jackson labs #012567), were 
crossed with animals expressing cre-recombinase under either the SOM promoter 
(Jackson labs #010708) or PV promoter (Jackson labs #017320). Resulting 
experimental animals thus have ChR2 and tdTom expression in either SOM or PV cells. 
Equal numbers of male and female littermates from each genotype were used for all 
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experiments. Mice were housed in a temperature and humidity-controlled environment 
on a 12-hour light/dark cycle with ad libitum access to food and water. 
2.2.2.2 Slice preparation 
Cortical brain slices were dissected from adult mice (ranging in age from post-
natal day 30 to 76) of both sexes which were determined to be heterozygous for both 
ChR2/tdTOM (Ai27+) and either PV-cre or SOM-cre. Slices were generated as 
described previously124. Briefly, mice were anesthetized with pentobarbital sodium 
(40mg/kg) and, following the loss of corneal reflex and toe-pinch response, were 
transcardially perfused with chilled dissection buffer (containing, in mM: 87 NaCl, 2.5 
KCl, 1.25 NaH2PO4, 26 NaHCO3, 75 sucrose, 10 dextrose, 1.3 ascorbic acid, 7 MgCl2, 
and 0.5 CaCl2) bubbled with 95% O2 and 5% CO2. Mice were decapitated, their brains 
rapidly removed, and 350 µm-thick coronal slices were cut in chilled dissection buffer 
using a vibrating microtome (VT1000S, Leica, Buffalo Grove, IL). Slices were quickly 
transferred to a holding chamber to recover at 35º C for 20 minutes in artificial 
cerebrospinal fluid (aCSF; containing, in mM: 124 NaCl, 3 KCl, 1.25 NaH2PO4, 26 
NaHCO3, 1 MgCl2, 2 CaCl2, 1.25 ascorbic acid, and 20 dextrose) bubbled with 95% O2 
and 5% CO2. Following 20 minutes recovery, the holding chamber was transferred to 
room temperature for a minimum of 40 minutes before slices were used. Recordings 
were made in a submersion chamber perfused with bubbled aCSF at 2 ml/minute with 
temperature maintained at 33º C. For some experiments, 50 µM picrotoxin (PTX) or 100 




Patch clamp pipettes were pulled from borosilicate glass using a gravity-driven 
pipette puller (PC-10, Narishige, Tokyo, Japan). Pipette tip resistances ranged from 4.2 
– 7.8 MΩ when filled with internal solution (containing, in mM: 135 K+ gluconate, 4 KCl, 
10 HEPES, 10 Na2-phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.025 Alexa Floura 594; 
pH adjusted to 7.25 with KOH, osmolarity adjusted to ~295 mmol kg-1 with sucrose as 
needed). Layer 2/3 neurons were visualized for whole-cell recording on an upright 
microscope (Axio Examiner, Zeiss, Thornwood, NY) using infrared differential 
interference contrast or by fluorescence-based targeting for Cre+ neurons. Neurons 
were recorded in current clamp configuration using a patch clamp amplifier (Multiclamp 
700B, Molecular Devices, Sunnyvale, CA) and data was collected using pCLAMP 10 
software (Molecular Devices). Following an initial pipette seal resistance of ≥ 1 GΩ, 
capacitive transients were minimized before manually breaking into the cell. Input 
resistance was monitored by test current pulses. Cells were discarded if series 
resistance was initially > 25 MΩ or if either series or input resistance change by > 25% 
throughout the duration of recording. The bridge was rebalanced as necessary. Layer 
2/3 pyramidal cell identity was confirmed by analysis of intrinsic membrane properties, 
responses to optogenetic stimulation, firing patterns to depolarizing current steps, 
and/or the presence of dendritic spines and apical dendrites after being filled with Alexa 
Fluor 594. Interneuron subtypes were identified by fluorescence, intrinsic membrane 
properties, response to optogenetic stimuli and firing response to depolarizing current 
steps.  
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For dendrite-dependent nonlinearity experiments in layer 2/3 pyramidal cells, 
synaptic stimulation was performed as follows. After achieving a whole-cell recording 
configuration, the fluorescent signal from the Alexa Floura 594 was used as a guide to 
visually place a borosilicate theta stimulating pipette (World Precision Instruments, 
Sarasota, FL) filled with aCSF in close proximity (~5 µm) to the dendritic arbor of the 
cell being recorded from. Alternatively, if the dendritic arbor could not be visualized, the 
stimulating pipette was placed ~125 µm away from the soma (Figure 3A for histogram). 
Afferent axons from nearby cells could then be electrically stimulated (0.1 ms duration 
of negative current at various stimulus intensities, repeated for 5 sweeps) to elicit 
dendritic spikes. The stimulus intensity (SI) value required to produce a somatically 
detectable excitatory post-synaptic potential (EPSP) response was cell dependent and 
ranged from 20µA to 240 µA with a median of 40 µA (mean = 46.363 ± 4.731 µA, n = 
55). Once a detectable (i.e. ~0.5 mV) EPSP was achieved, the SI value was linearly 
increased by 10 or 20 µA steps until one of three scenarios was achieved: a clearly 
nonlinear increase in EPSP value occurred, after which at least three additional SI 
values were recorded for curve-fitting analysis; the cell began to fire action potentials; or 
a depolarization of >35 mV occurred. The number of stimulus intensity values used to 
achieve these criteria range from 8 to 20 with a median of 11. To test for potential 
confounding effect of linearly increasing the SI value, in a subset of cells, SI values 
were presented in decreasing intervals. No differences in EPSP values were present 
between these trials and trials in which the intensity was linearly increased 
(Supplemental Figure 1). To evaluate the effect of optogenetic activation of a given 
interneuron subtype on dendrite-dependent nonlinear increases in EPSP values, a 100 
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ms pulse of 450 nm light was delivered across the surface of the slice via a reflected 
laser pulse (peak power: 2.5 W; range: 2.21 – 6.25 mW/mm2; Techood Laser, 
Shenzhen, China). When electrical stimulation of nearby axons was paired with 
optogenetic stimulation, the electrical pulse was initiated 50 ms after the onset of a 100 
ms light pulse. For these experiments, each SI value was repeated twice per sweep, 
once under control conditions and then again at the mid-point of the 100 ms light pulse.  
 
2.2.2.4 Immunofluorescence (IF) 
Animals were anaesthetized with a mixture of ketamine (100mg/kg) and xylazine 
(15 mg/kg) and intracardially perfused with phospho-buffered saline (PBS) followed by 
4% paraformaldehyde. After fixing overnight, 50 µm sections were cut and rocked in a 
blocking buffer (containing: 0.02% Sodium Azide, 0.03% Bovine Serum Albumin, 0.05% 
Goat Serum, 0.2% Triton X-100; in 250 mL PBS) for 1 hour. Primary antibody solutions 
were prepared in PBS using rabbit anti-RFP (Rockland 600-401-379; 1:400) and rat 
anti-SOM (Millipore Sigma MAB345, 1:400) primary antibody solutions were added to 
slices and incubated overnight at 4º C. Sections were then washed in blocking buffer at 
room temperature 3 x for 15 minutes each after which secondary antibodies were 
prepared using goat anti-rabbit (Invitrogen A10520; 1:500) and goat anti-rat (Invitrogen 
A11006; 1:500) were washed onto sections for 2 hours at room temperature. Sections 
were then washed in blocking buffer at room temperature 2 x for 15 minutes then once 
more in PBS containing 0.1% Tween20 for 15 minutes. DAPI staining (1:1000 dilution in 
PBS) occurred at room temperature for 15 minutes followed by a final wash in PBS at 




Data was analyzed using custom scripts for IGOR Pro (WaveMetrics, Portland, 
OR), including event detection and analysis routines written by T. Ishikawa (Jikei 
University). To ascertain whether electrically induced nonlinear responses were 
dependent on NMDAR activation, cells IO plots were fit to a linear function (y = a + bx) 
in control aCSF and aCSF containing 100 µm APV, and the slope of the linear fit 
between the two experimental conditions was compared. One cell exhibited a sublinear 
IO curve in both control and APV containing aCSF and was excluded from further 
analysis (Supplemental Figure 2). Cells were analyzed for nonlinearity by comparing 
mean somatic EPSP responses to a linear extrapolation of previous mean values to 
determine the nonlinearity relative to linear extrapolation (NRLE) ratio59. Briefly, input-
output (IO) plots of mean EPSP vs SI values were generated, and the SI values with the 
largest difference in EPSP responses (i.e. largest ∆) were identified. All prior EPSP 
response means were then fit to the linear equation. The experimentally derived EPSP 
for the SI value corresponding to the largest ∆ was then compared to the expected 
value based on the linear extrapolation. Cells that had at least one experimental EPSP 
value that was at least 134% above the expected value were considered to display a 
nonlinear response profile, while cells that did not were considered linear and were 
excluded from analysis (a total of 14/69 cell were linear – example cells in 
Supplemental Figure 3). If a cell displayed multiple points of nonlinearity, the first 
instance was considered for analysis (example cells with multiple nonlinear events in 
Supplemental Figure 4). In order to access changes in the magnitude of the dendritic 
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dependent nonlinearity caused by SOM and PV interneuron activation, the difference 
between the experimental EPSP values and the linear extrapolation at the SI with the 
largest ∆ were compared under control conditions and during optogenetic activation. 
Furthermore, the average of the first three supralinear EPSP response values were 
compared under control stimulation conditions and during optogenetic activation of each 
interneuron subtype. In order to access changes in gain and offset, the entire IO curve 
under control and optogenetic conditions was fit to a sigmoid: base + {max/(1 +
exp-(𝑥ℎ𝑎𝑙𝑓 − 𝑥)/rate7} where base and max are the baseline and maximal responses, 
respectively, and rate determines the slope parameter50. From this fitting we were able 
to calculate the degree of separation along the x-axis between control and optogenetic 
conditions from the x-half parameter. Furthermore, changes in slope due to optogenetic 
activation could be accessed by comparing the peak of the first derivative of the 
sigmoidal fit during control and optogenetic conditions. 
 
2.2.2.6 Statistics 
Unless otherwise stated, all measurements are presented as mean ± s.e.m. 
Electrophysiological experiments did not utilize randomization or blinding because each 
cell serves as an internal control (e.g. EPSP value during control stimulation or in the 
presence of optogenetic activation of interneuron subtypes, spiking fidelity in standard 
aCSF or aCSF containing [50 µm] PTX, etc.). Statistical differences between control 
conditions and during optogenetic activation of interneuron subtypes were accessed by 




2.2.3.1 Electrical stimulation of afferent axons results in NMDAR-dependent supralinear 
integration 
We made whole-cell current clamp recordings from layer 2/3 pyramidal cells in 
slices of mouse visual cortex. To activate nonlinear mechanisms on dendrites, we 
electrically stimulated nearby axons with increasing stimulus intensities (Figure 3A). 
Brief (0.1 ms) current pulses from the stimulating pipette were sufficient to elicit EPSPs 
at the soma. The majority of pyramidal cells (55/69) exhibited a characteristic response 
to increasing stimulus intensity (SI) values, in which the EPSP values increased 
surpalinearly above a cell-variable SI threshold (Figure 1B). To identify the voltage-
dependent channels contributing to the nonlinear response, we blocked NMDA 
receptors with the competitive antagonist (2R)-amino-5-phosphonopentanoate (APV) 
(Figure 3C). Bath application of APV resulted in expected reductions in the duration of 
the EPSP (Supplemental Figure 5; mean full-width at half-maximal (FWHM) control = 
20.9 ± 2.4 ms, mean FWHM APV = 12.0 ± 1.7 ms, p = 0.009; mean tau control = 26.3 ± 
2.9 ms, mean tau APV = 15.1 ± 2.2 ms, p = 0.005, n = 8). Blocking NMDA receptors 
resulted in a significant reduction in the slope of the input-output (IO) curve (Figure 3D), 
bringing the mean EPSP values closer to the linear trajectory extrapolated from the 
lower stimulus intensities (46.6% reduction in slope, mean slope control = 0.06 ± 0.01 
mV/µA, mean slope APV = 0.03 ± 0.01 mV/µA, p < 0.01, n = 8). Blocking NMDA 
receptors did not result in a completely linear IO curve in most cells, suggesting the 
contribution of other active voltage-gated channels (e.g. Na+ or Ca2+ channels) to 
dendritic nonlinearities. Thus, brief electrical excitation of axons recruits active 
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mechanisms on the dendrites of layer 2/3 visual cortex neurons, manifesting as 
nonlinear increases in EPSP / SI input-output relationship.  
 
2.2.3.2 Activation of SOM but not PV interneurons decreases EPSP amplitudes in the 
supralinear regime 
 Next, we investigated the effects of SOM and PV interneurons on active 
nonlinear synaptic integration. We crossed mice that expressed cre-recombinase in an 
interneuron subtype with animals that express an optimized form of the light-activated 
cation channel channelrhodopsin-2 (ChR2) and the fluorescent protein tdTomato 
(tdTom) in a cre-dependent fashion. Mice thus expressed both ChR2 and tdTom in 
either SOM (SOM-cre+/ChR2+/tdTom+) or PV cells (PV-cre+/ChR2+/tdTom+). We made 
whole cell recordings from pyramidal neurons, as before, in slices from either SOM or 
PV mice. In each sweep, electrical stimulation was presented with and without 
optogenetic stimulation of inhibitory neurons (SOM or PV) (Figure 4A and B). 
Optogenetically evoked inhibitory post-synaptic potentials (IPSP) amplitudes recorded 
in pyramidal neurons were similar for both SOM and PV cell activation (Figure 4C; 
SOM: mean = -2.518 ± 0.299 mV, n = 27; PV: mean = -2.432 ± 0.325 mV, n = 28; p = 
0.846). However, they exhibited notable difference in the time course with the IPSPs 
resulting from stimulation of SOM cells displaying a significantly longer delay time to 
peak (Figure 4C; SOM mean = 135.9 ± 7.1 ms, n = 27; PV mean = 113.5 ± 8.1 ms, n = 
28; p = 0.043) and slower time to return to baseline compared to those by PV cells 
(Figure 4C; SOM mean = 248.9 ± 27.7 ms, n = 27; PV mean = 172.8 ± 17.8 ms, n = 28; 
p = 0.023). 
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To analyze the role of each interneuron subtype in synaptic integration, we 
examined the degree to which activating SOM or PV interneurons affected the nonlinear 
IO curves. Specifically, we were interested in whether a supralinear response would be 
preserved during optogenetic activation and how each interneuron subtype might affect 
the magnitude of the response and the SI threshold value at which the IO curves 
became nonlinear. Most cells (55/69) exhibited a nonlinearity in their IO curve 
(examples of linear cells are shown in Supplemental Figure 3). The supralinear 
response was preserved during optogenetic stimulation for the majority of cells (47/55). 
SOM cell activation resulted in a switch from nonlinear to linear IO curve in 6 of 27 cells, 
while PV cell activation led to linearization in just 2 of 28 nonlinear cells (Supplemental 
Figure 6). Thus, SOM cells appear to exert a greater degree of influence on nonlinear 
synaptic integration than PV cells. However, neither interneuron subtype consistently 
eliminated nonlinear synaptic integration, and instead had other effects on the IO 
curves. 
To assess the effects of SOM and PV cells on the IO curves, we first examined 
how optogenetic stimulation affected the magnitude of the nonlinear increase. We 
determined the SI value at which responses became nonlinear (see Methods for further 
details) and compared the experimental EPSP response to the expected EPSP 
response based on a linear extrapolation at that SI value (Figure 4D).  We found that 
optogenetic activation of SOM cells resulted in a significant reduction in the magnitude 
of the nonlinear increase compared to control (Figure 4E; control mean = 3.9 ± 0.4 mV, 
opto mean = 2.9 ± 0.3 mV, p = 3.9 * 10-8, n = 27). In contrast, activating PV interneurons 
during electrical stimulation did not significantly alter the magnitude of the nonlinear 
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response (Figure 4F, control mean = 3.4 ± 0.3 mV, opto mean = 3.0 ± 0.3 mV, p = 
0.064, n = 28). Thus, activation of SOM, more so than PV interneurons, affect the 
dendritic nonlinearity.  
 
2.2.3.3 SOM cells mediate predominantly divisive gain control while PV cells modestly 
affect threshold 
To assess how SOM and PV cells affected the overall IO curves, we 
parameterized the data using sigmoidal curve fits (see Methods for further details). We 
found that activation of SOM interneurons strongly reduced the slope of the sigmoidal fit 
compared to control conditions (Figure 5A; mean slope control = 0.22 ± 0.04 mV/µA, 
mean slope opto = 0.19 ± 0.04 mV/µA, p = 0.0006, n = 27). Of note, it had no effect on 
offset, which is related to the threshold for supralinear synaptic integration. (Figure 5A; 
mean offset control = 120.0 ± 17.5 µA, mean offset opto = 118.5 ± 18.0 µA, p = 0.896, n 
= 27). By contrast, PV cell activation moderately increased the offset of the IO curves 
(Figure 5B; mean offset control = 139.0 ± 10.5 µA, mean offset opto = 142.9 ± 10.4 µA 
p < 0.039, n = 28), but had little effect on the slope (Figure 5B, mean slope control = 
0.16 ± 0.02 mV/µA, mean slope opto = 0.16 ± 0.01 mV/µA, p = 0.195, n = 28). Taken as 
a whole, these results demonstrate that SOM interneurons have a greater effect than 
PV interneurons on voltage-dependent synaptic integration. SOM cells mediate a 
predominantly divisive form of inhibitory gain control during active synaptic integration, 




2.2.3.4 SOM interneurons exhibit a greater degree of mutual inhibition than PV 
interneurons 
 While determining the appropriate laser intensity and duration necessary to 
achieve optimal optogenetic stimulation, we found that SOM interneurons inhibit each 
other to a greater degree than do PV interneurons. We made whole-cell recordings 
directly from SOM or PV interneurons to characterize their response to optogenetic 
stimulation (Figure 6A and B). SOM and PV cells both responded to depolarizing 
current steps consistent with prior reports79,125 (Supplemental Figure 7 and 8). We 
characterized how each interneuron subtype responded to trains of light pulses (10 and 
20 Hz, 20 ms pulse duration). Four SOM cells (out of 17 total) reliably responded to all 
pulses in a train by firing at least one action potential per pulse, while three SOM cells 
were non-responsive. The remaining 10 SOM cells reliably fired action potentials only to 
the first pulse in a train of light pulses, and responded with a lower reliability to 
subsequent pulses in the train (Figure 6C; across all cells mean action potential 
probability at first pulse = 0.7 ± 0.1, mean action potential probability to subsequent 
pulses = 0.3 ± 0.1, p = 0.001, n = 17).  By contrast, the majority of PV cells (9 of 12 
cells) faithfully responded to all pulses in a light train with at least one action potential 
per pulse (Figure 6D, mean action potential probability at first pulse = 0.9 ± 0.06, mean 
action potential probability to subsequent pulses = 0.7 ± 0.1, p = 0.143, n = 12).  
To determine whether inhibitory inputs are responsible for the reduced responses 
to subsequent pulses in SOM neurons, we blocked gamma aminobutyric acid (GABA) 
transmission via bath application of the GABAA receptor antagonist picrotoxin (PTX) 
(Figure 7A and B). In PTX, SOM cells were more likely to respond to all light pulses at 
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both 10 Hz (Figure 7C, mean action potential probability across all pulses in standard 
aCSF = 0.45 ± 0.12, mean probability in PTX = 0.83 ± 0.07, p = 0.003, n = 14) and 20 
Hz (Figure 7E, mean probability standard aCSF = 0.38 ± 0.12, mean probability in PTX 
= 0.68 ± 0.12, p < 0.011, n=13). The reduced inhibition present in PTX containing aCSF 
was even sufficient to induce firing in some cells that had been entirely non-responsive 
to optogenetic stimulation in standard aCSF. Thus, it appears that optogenetic 
stimulation of SOM cells leads to direct release of GABA from nearby SOM cell axons 
(even in the absence of somatic action potentials), sufficient to inhibit responses to light 
pulses, an effect which is alleviated with PTX. On the other hand, PTX had little to no 
effect on spike probability of PV interneurons at either 10 Hz (Figure 7D, mean action 
potential probability in standard aCSF = 0.74 ± 0.14, mean in PTX = 0.91 ± 0.09, p = 
0.165 n = 10) or 20 Hz (Figure 7F, mean probability in standard aCSF = 0.80 ± 0.13, 
mean probability in PTX = .90 ± 0.09, p = 0.289, n = 10). Thus, SOM interneurons 
exhibited stronger mutual inhibition than PV interneurons. 
 
2.2.4 Discussion 
Optogenetic manipulation of the two largest interneuron subtypes revealed their 
distinct inhibitory effects on nonlinear synaptic integration. Activating SOM cells reduced 
the magnitude of the somatic depolarization during nonlinear synaptic integration 
(Figure 4). In contrast, activating PV cells had only modest effects on nonlinear 
integration (Figure 5). These results generally support the hypothesis that SOM cells, 
with their more dendrite-biased axonal projection patterns, have a stronger influence 
over nonlinear integration than PV cells. However, SOM cell activation did not shift the 
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threshold level of synaptic input required to activate nonlinear synaptic integration. 
Thus, SOM cells do not regulate the recruitment of nonlinear integration mechanisms, 
although they do modulate the amplitude of the resulting postsynaptic depolarization 
seen in the soma, placing them downstream of the dendritic mechanism for the 
nonlinear enhancement of the synaptic inputs, namely dendritic spikes23.  
 
2.2.4.1 Location dependent effects of inhibition 
The location of inhibition relative to excitation plays a critical role in synaptic 
integration44. In the absence of active dendritic mechanisms, inhibition is most effective 
at modulating excitatory conductances when inhibitory sources are positioned proximal 
to the site of excitation44–47. In the presence of active dendritic mechanisms, the 
location-dependence of inhibition is still strong. It has been previously shown that focal 
GABA iontophoresis targeting perisomatic areas during nonlinear responses to 
glutamate uncaging49 results in a reduction in the overall magnitude of supralinear 
responses, while dendritically located GABA iontophoresis leads to a shift in the 
stimulus intensity threshold for supralinear responses49. Once the increased threshold is 
reached however, the magnitude of the somatic depolarizations remains comparable49. 
These reports support the notion of distinct computational roles for proximal and distal 
inhibition. 
Although SOM and PV interneurons have relatively distinct projection patterns, 
the differences are more subtle than the contrast that can be achieved with local GABA 
iontophoresis, as used in prior work49. Even at dendritic locations, PV inputs can 
outnumber SOM inputs126. However, our results show that, on average, SOM inputs 
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were distal relative to PV inputs. Peak IPSP responses resulting from stimulation of 
SOM cells were significantly later in arriving to the soma than IPSPs evoked from 
stimulating PV cells (Figure 4C), implying a more distal origin.  Despite this, our results 
differed markedly from predictions from modeling and iontophoresis studies, and this 
prompts a re-evaluation of physiological roles for SOM and PV, particularly in the 
context of nonlinear synaptic integration. 
We found that SOM-mediated inhibition functions both as a restrictor on the 
absolute charge conveyed to the soma, and as a gain modulator, altering the slope of 
the IO curve. The divisive effect of activating SOM cells reduced not only the slope of 
the IO plots, but also the magnitude of active dendrite dependent EPSPs (the first 
nonlinearity step; Figure 4E) measured at the soma. The inhibition mediated by PV 
cells had only modest effects on the offset (i.e., threshold) of the IO curves (Figure 5B). 
Thus, our findings are more in line with a similar recent experiment in hippocampal 
pyramidal cells from area CA1, in which a combination of two-photon glutamate 
uncaging and one-photon GABA uncaging demonstrated that dendritic inhibition was 
more effective than somatic inhibition at shunting nonlinear dendritic responses50. 
Similarly, we found that inhibition mediated by SOM cells (putatively distal relative to PV 
interneurons) suppresses supralinear responses in the soma, without affecting the input 
threshold for the generation of supralinear responses. This may be a result of 
differences in the IPSP generated by each interneuron subtype. SOM cell IPSPs took 
longer to reach peak magnitude due to the distal location of their projections, however 
the IPSP response at the soma was similar in magnitude for both SOM and PV 
activation (Figure 4C). Due to attenuation of charge during propagation, this implies 
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that the IPSP response experienced at the dendrites was likely greater during SOM 
stimulation than PV stimulation. If the majority of SOM inputs were both larger and more 
distal than PV inputs, yet proximal relative to excitatory sources, this could explain how 
the nonlinear response was reduced in magnitude and gain in response to SOM but not 
PV stimulation. Furthermore, this would account for the lack of effect on the initiation of 
dendritic nonlinearities.  
There are two main limitations to our study. The first concerns the method used 
to induce dendritic nonlinearities. The use of electrical stimulation of presynaptic axons 
to recruit nonlinear synaptic integration is realistic in that it uses physiological synapses 
(rather than glutamate uncaging), but it also limits our ability to spatially control the 
location of synaptic excitation relative to inhibition. We targeted electrical stimulation to 
distal regions of the recorded cell’s dendritic arbor (Figure 3B), the site for dendritic 
spike generation in layer 2/3 pyramidal cells of the visual cortex23. However, it is 
possible that in vivo patterns of excitation and inhibition have a precise architecture127 
that our experiments failed to capture. It is also possible that SOM axons were activated 
in addition to excitatory axons during electrical stimulation, altering the baseline SOM 
activity prior to optogenetic stimulation. The second limitation is with the optogenetic 
stimulation, which is relatively strong (few if any SOM neurons failed to respond to the 
light) and may be considered an upper limit case. Note that the effects on nonlinear 
synaptic integration were modest, even with this strong activation of inhibitory inputs. 
Thus, more modest stimulation regimes would be expected to yield smaller changes 
than reported here. Overall, these limitations are important to consider, but leave the 
qualitative results we report intact. 
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In summary, we find that the roles of SOM and PV inhibition do not map neatly 
onto the roles suggested by prior work for dendritic and somatic-targeted inhibition. Our 
results demonstrate that SOM-mediated inhibition reduces the amplitude of somatic 
EPSPs during supralinear synaptic integration, and PV-mediated inhibition does not. 
More importantly, neither SOM nor PV inhibition cause large changes in the threshold 
for the recruitment of nonlinear mechanisms.  
 
2.2.4.2 Mutual inhibition among SOM interneurons 
Our experiments also revealed strong mutual inhibition among SOM cells, and 
relatively weak inhibition among PV cells (Figure 7). These results are surprising for 
two reasons: recent studies on mutual inhibition between interneuron subtypes have 
shown that SOM cells inhibit most other interneuron subtypes while avoiding inhibiting 
one another (but see ref128); and PV cells exhibit the opposite connectivity patterns, 
strongly inhibiting other PV interneurons while making few connections to other 
genetically distinct interneurons32.  
Several possibilities could account for the discrepancy between our results and 
the presumed lack of connectivity between SOM cells from prior studies. A previous 
connectivity study examined IPSCs in genetically distinct interneuron subtypes to a 
single short pulse of optogenetic activating light32. Trains of pulses might have revealed 
the connectivity we observed. Also, SOM cells are not a uniform class129. Different 
sampling biases could partially explain the discrepancy. In this work, 
immunohistochemistry confirmed the presence of somatostatin in the vast majority of 
the population of tdTom+ cells (Supplemental Figure 9). With these points, a 
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parsimonious explanation for our results is that the broad population of SOM cells 
exhibit more mutual inhibition than previously thought. 
In summary, our results provide new evidence for mutual inhibition among SOM 
interneurons. Inhibition from these SOM interneurons suppresses nonlinear synaptic 
integration more than that from PV neurons. However, neither SOM nor PV 






2.2.5 Chapter 2 figures  
Figure 3. Electrical stimulation of afferent axons results in NMDA receptor-




Figure 3. Electrical stimulation of afferent axons results in NMDA receptor-dependent 
dendritic supralinearities. (A) Top, cartoon schematic of recording configuration. Middle, 
example image of layer 2/3 pyramidal cell filled with fluorescent Alexa 594 dye. 
Recording patch pipette outlined for illustrative purposes. Approximate location of theta 
glass stimulating pipette indicated by dashed lines. Bottom, histogram of distance 
between each stimulating pipette from the recorded cell soma. (B) Example input-output 
(IO) curve showing subthreshold excitatory response to linearly increasing stimulus 
pulses (100 µs duration). Dashed line indicates linear extrapolation of mean EPSP 
values before responses become supralinear. Inset, example voltage trace responses. 
Error bars indicate ± s.e.m. (C) Same as (B) in the presence of 100 µM APV. Color-
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coded dashed lines indicate linear fit of entire IO function. (D) Change in slope (mV/µA) 
for entire IO function in control aCSF and in the presence of APV (n = 8). 
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Figure 4. SOM activation reduces the magnitude of nonlinear responses. (A) Left, 
cartoon schematic depicting recording and optogenetic activation of a SOM interneuron. 
Right, example pyramidal cell response to electrical stimulation (purple hash marks) and 
100 ms optogenetic stimulation of SOM cells (light blue) (B) Same as (A) with activation 
of PV interneurons in gold. (n = 28). (C) Left, IPSP response in recorded pyramidal cells 
following optogenetic activation of either SOM (blue) or PV (gold) interneurons (n = 54), 
example traces above. Middle, time difference between optogenetic stimulus onset and 
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peak (minimum) IPSP response in pyramidal cells during activation of either SOM (blue) 
or PV (gold) interneurons (n = 54), example traces above. Right, comparison of decay 
exponential (tau) in pyramidal IPSP responses from during optogenetic stimulation of 
either SOM (blue) or PV (gold) interneurons (n = 54). (D) Top, cartoon schematic 
depicting recording and optogenetic activation of a SOM interneuron subtype (blue). 
Middle, example voltage response to control stimulation (i.e. in the absence of 
optogenetic activation - black) and stimulation during optogenetic activation of SOM 
interneurons (blue). Bottom, example input-out (IO) curve during control subthreshold 
stimulation (black) and during optogenetic activation of SOM interneurons (blue). 
Dashed line indicates linear extrapolation of first 4 mean values. Error bars indicate ± 
s.e.m. (E) Top, cartoon schematic depicting recording and optogenetic activation of a 
SOM interneurons (blue). Bottom, comparison of the magnitude of experimental EPSP 
response minus expected linear extrapolation under control conditions (black) to 
optogenetic activation of SOM interneurons (blue) (n = 27). (F) Same as (E) with PV 




Figure 5. SOM cells mediate predominantly divisive gain control while PC 




Figure 5. SOM cells mediate predominantly divisive gain control while PV activation 
results in modest subtractive inhibition. (A) Left, example input-out (IO) response to 
linearly increasing levels of electrical stimulation, fitted with a sigmoidal curve, in the 
absence (black) or presence (blue) of optogenetic activation of SOM cells. Dashed line 
(purple) indicates linear extrapolation from first four data points. Error bars indicate ± 
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s.e.m. Middle, comparison of slope of sigmoidal fit during control (black) to optogenetic 
activation of SOM cells (blue). Right, comparison of the x-half (offset) of  sigmoidal fit 
during control (black) to optogenetic activation of SOM cells (blue). (n = 27). (B) same 
as (A) with activation of PV interneurons in gold (n = 28). 
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Figure 6. SOM cell activation reduces spike fidelity to trains of optogenetic stimuli. (A) 
Cartoon schematic of SOM recording configuration. (B) same as (A) with 
recording/activation of PV interneurons. (C) Top, example SOM cell response to 10 Hz 
trains of 450 nm light pulses (20 ms pulse width), initial response black, subsequent 
responses blue. Bottom, comparison of spike probability to the initial pulse in a 10 Hz 
train of light to all subsequent pulses. The majority (58.8%) of cells showed a reduction 
in action potential firing to subsequent pulses while only 23.5% of cells responded with 
equal probability to all pulses (n = 17). (D) Same as (C) but during activation of PV cells 
in gold. 50% of cells responded too all pulsus in a train while only 25% showed a 
reduced action potential probability to subsequent pulses (n = 12).   
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Figure 7. SOM cells exhibit greater GABAergic mutual inhibition than do PV cells 
 
 
Figure 7. SOM cells exhibit greater GABAergic mutual inhibition than do PV cells. (A) 
Cartoon schematic indicating recording configuration and hypothesized mutual inhibition 
between SOM interneurons. (B) Same as (A) with recording/activation of PV 
 56 
interneurons in gold. (C) Top, example responses of SOM cell to 10 Hz trains of 450 nm 
light pulses (20 ms pulse width) in control aCSF (black trace) and aCSF containing 50 
µM PTX (blue trace). Bottom, comparison of intracellular spike probability to all pulses in 
a 10 Hz train of light in control aCSF and PTX containing aCSF (n = 14). (D) Same as 
(C) with recording/activation of PV interneurons in gold (n = 10). (E) same as (C) 
showing SOM cell response to 20 Hz trains of 450 nm light pulses (n = 13). (F) same as 
(D) showing PV cell response to 20 Hz trains of 450 nm light pulses in gold (n = 10).  
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Supplemental Figure 1. Stimulus intensity presentation does not influence EPSP 
magnitude. (A) Cartoon schematic of recording configuration (B) Example EPSP 
response to linearly increasing (black) or decreasing (green) stimulus intensities. Inset, 
sample voltage traces. 
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Supplemental Figure 2. Sublinear pyramidal cell 
 
 
Supplemental Figure 2. Sublinear pyramidal cell. (A) Top, cartoon schematic of 
recording configuration. Bottom, example infrared image of layer 2/3 pyramidal cell filled 
with fluorescent Alexa 594 dye. Recording patch pipette outlined for illustrative 
purposes. Approximate location of theta glass stimulating pipette indicated by dashed 
lines. (B) Input-out (IO) plot showing sublinear response to linearly increasing current 








Supplemental Figure 3. Example of linear responding cells. (A), example linear input-
out (IO) response to increasing levels of electrical stimulation in the absence (black) or 
presence (blue) of optogenetic activation of SOM cells. Inset, sample voltage traces at 
maximal stimulus intensity (black). Dashed line (purple) indicates linear extrapolation. 








Supplemental Figure 4. Example cells with multiple nonlinear increases. (A) Top, 
cartoon schematic depicting recording and optogenetic activation of a SOM interneuron. 
Bottom, example input-out (IO) trace during control stimulations (black) or stimulations 
during optogenetic activation of SOM interneurons (blue). (B) Same as (A) with 
activation of PV interneurons in gold. 
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Supplemental Figure 5. APV affect EPSP kinetics. (A) Bottom, comparison of the full 
width at half max (FWHM) of induced EPSP at maximal stimulus intensities in control 
aCSF (black) or aCSF containing 100 µM APV (purple). Top, example voltage traces. 
(B) Same as in (A) with the comparison of the decay constant, tau, in control (black) and 
APV containing (purple) aCSF. (n = 8). 
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Supplemental Figure 6. Example cells with nonlinear increases during control 




Supplemental Figure 6. Example cells with nonlinear increases during control 
stimulation that were linearized during optogenetic stimulation. (A) Top, cartoon 
schematic depicting recording and optogenetic activation of a SOM interneuron. Bottom, 
example input-out (IO) trace during control stimulations (black) or stimulations during 
optogenetic activation of SOM interneurons (blue) Dashed line (purple) indicates linear 
extrapolation. (B) Same as (A) with activation of PV interneurons in gold. 
  
 63 
Supplemental Figure. 7 SOM cells respond with high rate of action potential firing 




Supplemental Figure 7. SOM cells respond with high rate of action potential firing 
when nearby SOM cells are not stimulated. (A) Top, cartoon schematic indicating 
recording configuration, Bottom, example response to 100 ms of 450 nm light pulse. (B) 
Same cell’s response to 500 ms of +175 pA current. (C) Top, spike time raster for same 
cell in response to 100 ms light pulse. Bottom, peri-stimulus time histogram. (D) Spike 
time raster of cells response to increasing steps of depolarizing current.  
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Supplemental Figure 8. PV cells respond with high rate of action potential firing 




Supplemental Figure 8. PV cells respond with high rate of action potential firing when 
nearby PV cells are not stimulated. (A) Top, cartoon schematic indicating recording 
configuration, Bottom, example response to 100 ms of 450 nm light pulse. (B) same 
cell’s response to 500 ms of +175 pA current. (C) Top, spike time raster for same cell in 
response to 100 ms light pulse. Bottom, peri-stimulus time histogram. (D) Spike time 
raster of cells response to increasing steps of depolarizing current.  
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Supplemental Figure 9. The majority of tdTom+/ChR2+ cells are SOM+ 
 
 
Supplemental Figure 9. The majority of tdTom+/ChR2+ cells are SOM+. (A) Left, 
representative image of coronal section of mouse visual cortex stained with 
somatostatin and tdTomato antibodies. Middle- left, enlarged section of leftmost image 
showing cells positive for somatostatin expression. Middle- right, same as middle-left 
showing cells positive for tdTomato expression. Right, merged image. (B) Quantification 
of cell expression, mean ± s.e.m. (6 sections, 2 mice). 
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CHAPTER 3 CONCLUSIONS 
 
3.1 Gain control mechanisms of distinct interneuron subtypes  
Inhibition is known to be a major method of modulating synaptic integration and 
can be classified as either divisive or subtractive104 based on how the inhibition modifies 
neuronal IO response. Divisive inhibition results in a change in the gain (slope) of the IO 
function. In the context of dendritic linearities, divisive inhibition shifts the threshold 
required to initiate nonlinear dendritic mechanisms, but does not affect the amplitude of 
these responses once initiated49. In subtractive inhibition, the IO relationship is scaled 
down by a fixed amount uniformly104. As such, subtractive inhibition results in a uniform 
reduction in the magnitude of dendritic nonlinearities without affecting the stimulus 
threshold required to initiate the nonlinear response49. These studies on the location 
dependent effect of inhibition on dendritic spiking suggested that inhibitory interneuron 
sub-populations, with respect to their distinct targeting morphologies, could mediate 
these different forms of inhibitory control via modifications of dendritic spiking. Our 
experiments, using electrical stimulation of afferents to evoke dendritic nonlinearities 
and optogenetic manipulation of SOM and PV cell activity, found that SOM cell 
activation resulted in divisive inhibition of dendritic nonlinearities, while PV cell activation 
had modest subtractive effects. These results were surprising, and challenge 
traditionally understood ideas regarding how interneuron subtypes, especially SOM 
cells, regulate dendritic spiking. However, recent experiments, and the work presented 
in this dissertation, suggest that further exploration into these unique cell responses are 
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required in order to ascertain the way interneuron subtypes influence dendritic 
integration.
 
3.1.1 In vitro future directions 
 Initially, future experiments should seek to replicate our experimental paradigm 
with alternative forms of dendritic stimulation. Electrical stimulation of afferent axons has 
a long history of being used to evoke nonlinear dendritic spikes56, and reliably produced 
NMDA receptor dependent nonlinear responses in our hands. However, in order to fully 
confirm this methodology will reliably induce active dendrite dependent nonlinearities, 
direct dendritic recordings, dual dendritic and somatic recordings, or the inclusion of a 
calcium indicator could be considered. While electrical stimulation is arguably a more 
physiologically relevant method to induce dendritic spiking than other alternatives, as it 
makes use of existing cortical circuitry and synapses, it does have one principle 
drawback: lack of spatial control over the location of excitation. While we placed the 
stimulating electrode in a position to maximize dendritic excitability (~150 µm away from 
the soma), there is a certain degree of uncertainty as to where the axons we stimulated 
terminated on the recorded cell. Future studies could overcome this setback by using 2-
photon glutamate uncaging, another method for eliciting nonlinear dendritic EPSPs 49,50 
which has a very high degree of spatial resolution. The goal of our study was not to 
replicate the findings on the location dependent effects of inhibition on dendritic 
integration, rather we aimed to determine if interneuron subtypes could be mapped onto 
these findings. One possible explanation for our finding that SOM cells provide divisive 
rather than subtractive inhibition is that the SOM synapses we stimulated were on 
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average proximal to the sources of dendritic spike generation. By using 2-photon 
glutamate uncaging to systematically vary the site of dendritic stimulation during SOM 
cell activation, this hypothesis could be further explored.  
 
3.2 Gain control and dendritic spiking during active sensory processing 
In vitro experiments are critical for determining some of the fundamental 
constraints in which inhibition and excitation interact, however, the type of inhibition 
each class of interneuron provides in the context of in vivo stimulus processing is 
considerably more complex. As was mentioned in Chapter 1.4.2, during active stimulus 
processing in the visual cortex, divisive inhibition does not alter stimulus selectivity77,130–
132, while subtractive inhibition can sharpen stimulus selectivity40,133. However, the type 
of inhibition a pyramidal cell experiences is likely to reflect a dynamic relationship 
between interneuron subtype, cortical area/layer, and stimulus features. For example, 
SOM interneurons in the visual cortex were recently shown to provide subtractive 
inhibition at long response latencies to small visual stimuli and switch to faster, divisive 
inhibition for larger visual stimuli132. Furthermore, SOM cell activation potently 
modulates PV cell activity, suppressing overall firing rates while increasing the 
orientation selectivity of PV cells30. This form of inhibition, while predominantly 
subtractive, also contained divisive components, illustrating the flexible nature of gain 
control mechanisms. Laminar specificity may also play a key role in divergent response 
properties of interneuron within the same subtype; recent work in the barrel cortex 
revealed that SOM cells recorded from different layers had opposite responses to 
activity related changes in whisker movements80. Additionally, the locations of a 
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pyramidal cells relative to interneurons in cortical space can affect the tuning properties 
of pyramidal cells, even within the same cortical layer. It was recently shown that 
GABAergic interneurons form three-dimensional clusters in cortical space, and 
pyramidal cells of the visual cortex located within these clusters displayed sharper 
orientation tuning responses than pyramidal cells outside the clusters116. SOM and PV 
interneurons also form distinct clusters in the visual cortex and alter the tuning 
properties of pyramidal cells within their clusters in different ways. While orientation 
selectivity was higher for pyramidal cells within each unique subtype’s cluster, the mean 
tuning width was only significantly narrowed for pyramidal cells within SOM interneuron 
clusters. This suggests that SOM clusters may participate in tuned inhibition, 
preferentially suppressing non-optimal stimuli116. Conversely divisive inhibition on the 
part of PV interneurons suppresses the untuned baseline response of pyramidal cell 
located within their clusters more effectively than the tuned response, thus elevating the 
orientation selectivity, but preserving the tuning width116. Further investigation is needed 
to determine the ways in which interneurons mediate dendritic integration during active 
cortical processes in vivo. In order to accomplish the goal of understanding the ways in 
which dendritic spiking is shaped by active inhibition during visual processing, in vivo 
experiments will also need to be performed.  
 
3.2.1 In vivo future directions 
Our lab has previously shown that active dendritic spikes are important 
contributors for neuronal stimulus selectivity during sensory processing in the visual 
cortex23. Inhibiting dendritic spiking, either electrically or pharmacologically, reduces the 
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orientation selectivity of layer 2/3 pyramidal cells in the visual cortex, demonstrating the 
active role dendritic spiking plays in synaptic integration during visual sensory 
processing in vivo. In order to determine the role individual interneuron subtypes may 
play in modifying dendritic spiking, experiments could be conducted to 
electrophysiologically monitor dendritic spiking while interneuron subtype activity is 
manipulated optogenetically. We have previously demonstrated the feasibility of making 
electrophysiological recordings directly from the dendrites of a layer 2/3 visual cortex 
pyramidal cell in lightly anesthetized mice viewing visual stimuli (Figure 8). By coupling 
this method of monitoring dendritic spiking with optogenetic activation of SOM or PV 
interneurons, we could assess whether the type of inhibition we found each subtype to 
be responsible for in vitro, also holds true for an intact and functioning cortical circuit in 
vivo. Perhaps even more relevant, direct dendritic recordings would reveal the effect 
each interneuron subtype has on dendritic spiking, dendritic stimulus selectivity, and (by 
including a calcium indicator in the internal solution) overall cellular stimulus selectivity. 
It was previously hypothesized that, given their dendrite targeting morphology, SOM 
cells would be potent regulators of dendritic spiking. While we found that activation of 
SOM cells more strongly modulated dendritic nonlinearities than did activation of PV 
cells, our finding that SOM activation did not affect recruitment of nonlinear mechanisms 
calls into question the traditionally considered specialized role of SOM cells in modifying 
active dendrites. In vivo experimentation can directly test these implications and monitor 
the functional consequences for stimulus processing in the visual cortex. 
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3.3 SOM mutual inhibition 
Our experiments revealed an unexpected response pattern among SOM cells to 
optogenetic activating light pulses. A majority of whole-cell recordings from putative 
SOM cells revealed a stereotypical loss of action potential entrainment to pulses of light 
during trains of stimuli, a phenotype almost entirely lacking among the PV cells 
analyzed. Both SOM and PV cells responded to depolarizing current steps consistent 
with prior reports79,125. Increased action potential entrainment to subsequent light pulses 
in SOM cell recordings was revealed in the presence of the GABA antagonist PTX, 
indicating some form of inhibition-dependent mechanism was responsible for the lack of 
firing fidelity. These results were surprising given the prior reports of minimal 
connectivity between SOM cells32. One possible explanation for our findings are the 
inherent actions of somatostatin, which is co-transmitted along with GABA from these 
interneurons. Somatostatin is known to act pre-synaptically through a number of 
GPCRs which can lead to hyperpolarization and thus reduced likelihood to fire 
subsequent action potentials84–86. However, the timescale required for GPCR activation 
compared to the timescale of the effects observed in in our study, coupled with the 
results from our pharmacological intervention experiments, render this possibility 
remote. Additionally, as was discussed in Chapter 1.3, while SOM cells are an important 
subclass of neurons,  they are not a uniform class, and display much heterogeneity 
within this grouping129. Preferentially sampling a subtype of SOM cells could partially 
explain the discrepancy, however the possibility of systemic sampling bias remains 
remote. Given these alternatives, we feel the most parsimonious explanation for our 
results is that SOM cells exhibit more mutual inhibition than previously thought. The 
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reduction in response fidelity to subsequent pulses in stimuli trains was a result of direct 
GABA release from nearby SOM axons, leading to hyperpolarization from the cell being 
recorded from, and an inability to reach action potential threshold on subsequent pulses 
in the train. By eliminating GABAA transmission pharmacologically, we were able to 
ameliorate the effects of this bulk GABA release and subsequently observed an 
increased response fidelity to all pulses of light. 
 
3.3.1 Mutual inhibition future directions 
 In order to elaborate on our findings that SOM cells mutually inhibit one another 
to a greater degree than previously considered, initial studies should rule out possible 
counter explanations for the phenotype we described. By using the same experimental 
model, whole cell recordings from fluorescently identified SOM cells during trains of 
optogenetic activating light pulses, could be conducted in the presence of a 
somatostatin agonist134; this methodology would remove the aforementioned effects of 
somatostatin as a potentially confounding factor. Similarly, the Ai27 mouse line is known 
to be less sensitive to optogenetic stimulation, and require higher laser intensity in order 
to fire action potentials135, a variable that could easily be eliminated by using a similar 
mouse line such as Ai32. As described in Chapter 1.3.2, SOM cells exhibit a large 
degree of diversity. While we believe that systemic sampling bias is unlikely to explain 
our results, using a mouse line to identify and characterize a subset of SOM expressing 
cells could reveal if this is a global property of SOM cells. To begin, we propose using 
the GIN mouse line, which labels approximately 35% of SOM cells and corresponds to 
Martinotti cells in cortical layer 2/377, and is thus likely to be among the subset of SOM 
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cells making up our study. Finally, an elegant study recently testing connectivity 
between interneuron subtypes as well as pyramidal cells found little reciprocal 
connectivity between SOM cells and a high degree of connectivity between PV cells32. 
Similar to our experimental design, this study used whole cell patch clamp recordings 
from a given interneuron subtype, and monitored the post-synaptic response to full field 
optogenetic stimulation for each subtype (e.g. while recording from a SOM cell, they 
would monitor the inhibitory post-synaptic current (IPSC) response to stimulation of all 
other SOM cells, all PV cells, all VIP cells, etc.)32. We believe our differences in our 
experimental findings and those of Pfeffer et. al 2013 can be accounted for by 
differences in methodology. Their experimental paradigm involved monitoring the IPSC 
response to a single 2 ms pulse of full field activating light. The lack of response fidelity 
to trains of light pulses we found among SOM cells was only revealed at non-initial 
pulses, suggesting there are intricate timing dynamics at play during SOM mutual 
inhibition (Figure 6A). Furthermore, while PV mutual connectivity was not revealed in 
our experiments, again differences in methodology and analysis may account for these 
discrepancies. PV cells were much more responsive to optogenetically activating light 
pulses, with the vast majority firing at least one action potential for all pulses in a train 
(Figure 6B). We believe that mutual inhibitory connectivity between PV cells does in 
fact exist, and is consistent with prior reports, however was not strong enough to 
overcome our rather intense optogenetic activation paradigm.  
3.4 Methods for chapter 3 Figure 
Figure 8 was obtained using methods that correspond exactly to those described 
in Chapter 1.6.2.  
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3.5 Chapter 3 Figures 
Figure 8. Example of direct dendritic patch electrophysiological recording 
 
 
Figure 8. Example of direct dendritic patch electrophysiological recording. Left, z-
projection image of average intensity from a dendritic recording of a layer 2/3 neuron in 
the visual cortex of a lightly anesthetized mouse. Scale bar 20µm. Pipette approximately 
170µm away from soma in 3-dimensional space. Right, example dendritic membrane 
potential response to 1 s presentations of drifting grating visual stimuli. Presentation of 
gratings represented by grey rectangles and direction of motion represented by arrows.
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APPENDIX A SIMULTANEOUS OPTOGENETIC STIMULATION WITH 




 Optogenetics has become a standard tool to manipulate the activity of a specific 
group of neurons, while electrophysiological recordings have long been used to quantify 
such activity. Optogenetic manipulations in vivo often require either superficial 
stimulation of an exposed surface of tissue, or the placement of a secondary optical 
stimulation device, usually an optical fiber. Both options present several drawbacks 
ranging from variations in optical intensity reaching the desired neuron population due 
to tissue scattering, to tissue damage from optical cannula implantation, both of which 
can provide challenges to reproducibility. A recently created device seeks to address 
these challenges by integrating an optical stimulation fiber directly into a standard 
electrophysiological recording apparatus136. This Optopatcher (AM systems) aims to 
reliably deliver the same amount of optical stimulation across cells with the added 
benefit of eliminating tissue damage caused by optical fiber implantation. We set out to 
characterize the system with different sized optical fibers to ascertain whether the 
Optopatcher would have the additional effect of reducing network wide perturbations 
associated with large-scale activation of cells.  
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The combination of manipulation and recording can prove difficult to disentangle, 
especially in vivo. As neurons exist as ensembles in networks, manipulations of a given 
subtype of neurons may perturb the network as a whole and lead to unintended 
consequences in the population of cells being recorded. For example, optogenetic 
stimulation of SOM interneurons in the visual cortex has more profound effects on the 
visual response properties of PV interneurons than it does on pyramidal cells30. As a 
result, ascertaining whether a change in pyramidal cells visual response during 
optogenetic stimulation of SOM cells is a direct result of SOM’s influence on pyramidal 
cells, or and indirect result brought about by SOM’s influence on PV cells, is difficult to 
determine. Single-cell electroporation of ChR2 can help to ameliorate these network 
effects, although the reduction in throughput must be weighed against these benefits. 
Given these confines, we aimed to determine if the Optopatcher had the ability to 
selectively activate a small number of geographically proximate cells. Characterization 
of the Optopatcher was carried out in two stages: first, fluorescent dye was used to 
determine light spread and intensity with different types of optical fibers; subsequent 
experiments were performed in cortical brain slices to test the ability to reliably activate 
ChR2 positive SOM cells. 
 
A.2 Materials and methods 
A.2.1 In vitro characterization 
Fluorescent agar was made by diluting Fluorescein (F2456, Sigma, St. Louis, 
MO) into 5% agar until a final concentration of 1:50 was achieved. Before solidifying, 
fluorescent agar was poured onto a standard microscope slide (12-550-15, Fisher 
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Scientific, Hampton, NH) until a disc with a maximum thickness of ~3 mm was formed. 
The slide was then suspended above a CMOS camera (DCC1645C, ThorLabs, Newton, 
NJ) outfitted with a 4mm fixed focal length lens (#33-300, Edmunds Optics, Barrington, 
NJ) combined with a YFP emissions filter centered at 535 nm (MF535-22, Thorlabs, 
Newton, NJ). Optogenetic light stimulation was generated via a diode-pumped solid 
state 473 nm laser (MBL-F-473, peak power: 200 mW; range 1.2 – 11.24 mW/mm2 
Ready Lasers, Anaheim, CA) connected to a multimodal optical fiber with a core 
diameter of either 50 µm or 200 µm (FG050UGA or FT200UMT, respectively, Thorlabs, 
Newton, NJ). Optical fibers were stripped of cladding for the final ~20 mm and the bare 
core was threaded through the Optopatcher and into the patch pipette. 
 
A.2.2 Animals 
All procedures involving animals were carried out in accordance with the guidelines and 
regulations of the US Department of Health and Human Services and approved by the 
Institutional Animal Care and Use Committee of the University of North Carolina. Transgenic 
mice that express the improved light-activated cation channelrhodopsin (hChR2/H134R, 
hereafter ChR2) and the fluorescent protein tdTomato (tdTom) in a cre-dependent fashion 
(Ai27, Jackson labs #012567), were crossed with animals expressing cre-recombinase under 
the SOM promoter (Jackson labs #010708). Resulting experimental animals thus have ChR2 
and tdTom expression in SOM cells. Equal numbers of male and female littermates from each 
genotype were used for all experiments. Mice were housed in a temperature and humidity 
controlled environment on a 12-hour light/dark cycle with ad libitum access to food and water. 
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A.2.3 Slice preparation 
Cortical brain slices were obtained using methods that correspond exactly to those 
described in to Chapter 2.2.2 Methods – subsections 2.2.2.2.“Slice preparation”,  
 
A.2.4 Electrophysiology 
Recordings were obtained using methods that correspond exactly to those described in 
to Chapter 2.2.2 Methods – subsections 2.2.2.3 “Electrophysiology”,  
 
A.2.5 Analysis and Statistics 
Images were analyzed using ImageJ and quantifications were made using IGOR 
Pro. analysis software (WaveMetrics, Portland, OR). All values are presented as mean 
± s.e.m. unless otherwise stated. 
 
A.3 Results 
A.3.1 Larger diameter core increases light intensity 
The design of the Optopatcher allows for a relatively wide range of optical fiber 
options. The optical fiber emerges from the pipette holder parallel to the reference 
electrode, therefore the size of optical fiber is limited predominantly by the inner 
diameter of the borosilicate glass pipette (Figure 9A). We designed a system to 
quantify the effects of different core diameters on light properties by coating a glass 
coverslip with fluorescent agar, suspending it above a camera, lens and filter system 
(Figure 9B) and lowering the Optopatcher into the agar (Figure 9C). A comparison of 
two different core diameter optical fibers revealed expected results. The 200 µm core 
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optical fiber required less laser power (5.1 mW/mm2) to saturate the image (achieving a 
gray value of 255 on the 8-bit image). In contrast, the maximum laser intensity (11.2 
mW/mm2) was unable to saturate the camera with the 50 µm diameter optical fiber. At 
maximal laser intensity, the 50 µm core achieved a peak gray value of 48.3 (horizontal) 
and 50.0 (vertical) with a full-width at half-maximum (FWHM) values of 572 and 668 µm, 
horizontally and vertically, respectively (Figure 9D). In contrast, at saturation intensity, 
the 200 µm core had a horizontal FWHM value of 495 µm and a vertical FWHM value of 
561 µm (Figure 9E). While the 200 µm core diameter fiber did result in dramatically 
more intense light production, the larger diameter of the core resulted in the tip of the 
fiber being ~700 µm away from the tip of the glass recording pipette, ~300 µm further 
away than the 50 µm diameter fiber. 
 
A.3.2 Simultaneous recording and stimulation from the Optopatcher was unable 
to produce action potential responses 
Having established that the 200 µm core diameter was capable of producing a 
more intense amount and spread of light than smaller core diameters, we next tested 
the ability of the Optopatcher, outfitted with this diameter fiber, to induce responses in 
ChR2 positive cells. We crossed mice that expressed cre-recombinase under the SOM 
promoter with mice from the Allen Institute that express improved ChR2 and the 
fluorescent protein tdTomato in a cre-dependent fashion. Resultant mice thus 
expressed ChR2 and tdTomato in SOM interneurons. We generated cortical brain slices 
from these mice and performed whole cell patch clamp electrophysiology to test the 
efficacy of the Optopatcher. While recording from fluorescently identified ChR2 cells, we 
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attempted to optogenetically activate them using the Optopatcher’s internal optical fiber 
(Figure 10A). When presented with 100 ms pulses of light at maximal laser intensity 
(11.24 mW/mm2), the majority of cells responded with membrane depolarizations 
greater than 1 mV above resting membrane potential (mean = 2.68 ± 0.68 mV, n = 8; 
Figure 10B), however none of the recorded cells reached action potential threshold. In 
contrast, when presented with 100 ms pulses of full field optogenetic stimulation (Figure 
10C), the majority of cells (n = 5 of 8) responded by firing at least one action potential 
(Figure 10D). The three cells that did not fire action potentials in response to full field 
stimulation had membrane depolarizations averaging 8.74 ± 1.63 mV. 
 
We next sought to determine whether the lack of suprathreshold response from 
recorded cells was due to issues with the proximity of the optical fiber relative to the 
recorded cell’s soma. We therefore devised a second recording configuration wherein 
whole cell patch clamp recordings were made by a standard recording pipette. The 
Optopatcher was then attached to a second manipulator, allowing us to vary the 
position of the light source around the cell being recorded from (Figure 11A1-4). As 
before, we compared the response of 100 ms pulses of light from the optoptacher, to 
the cells response to full field illumination (Figure 11B). Similar to the results observed 
in the simultaneous activation and recording experiments, cells exhibited some 
depolarization in response to light pulses from the Optopatcher (Figure 11C; mean at 
position of maximal effect = 2.29 ± 1.31 mV, n = 5). However, across all tested 
positions, no cell responded with an action potential response; in contrast, a majority of 
 81 
cells (3/5) responded by firing at least one action potential in response to full field 
illumination (Figure 11C). 
 
A.4 Discussion 
While initial testing in fluorescent dye showed promising light characterizations, 
we were unable to elicit action potential responses in any tested cells using the 
Optopatcher. These results were surprising as both the initial development paper136 and 
subsequent experiments using a similar device18 have reported successful activation of 
opsins-containing cells in vivo. Our experimental configurations were purposefully 
similar to the initial characterization experiments. Katz et al. 2013 reported using an 
optical fiber with a 62 µm core and numerical aperture of 0.22, and through careful 
positioning of the optical fiber within the glass pipette, achieved a peak power output of 
5.4 mW (with the optical fiber approximately 3 mm from the tip of the glass pipette). Our 
recording configurations were similar; we made use of both a 50 µm and 200 µm core 
diameters with numerical aperture’s of 0.22 and 0.39, respectively. Additionally, we 
were able to achieve peak outputs ranging from 5.1 and 11.2 mW/mm2. Positioning the 
optical fiber within the glass pipette is crucial, given the transparency of the glass and 
the possibility of diffraction; however, in both initial experiments, and in our hands, 
maximal light intensity was achieved when the fiber was positioned as close to the 
pipette tip as physically possible136. The taper of our pipettes allowed the optical fiber to 
be much closer to the glass pipette, often less than 1 mm from the end. Achieving the 
desired taper and tip dimensions of whole cell recording pipettes is often a matter of 
individual preference and is painstakingly achieved. Therefore, differences in the 
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physical characteristics of recording pipettes will be present from lab to lab. However, 
our experiments using the Optopatcher on a second manipulator and varying the 
position around the recorded cell should account for differences in the physical 
proximity of the optical light source relative to the pipette tip. 
If differences in experimental setup are unlikely to account for the lack of action 
potential response, another possible explanation is differences in the mouse lines used 
for characterization. We used Ai27 mice to express ChR2 in cre+ cells in our studies, in 
contrast to the Thy1-COP4/EYFP mice used in the Katz et al. 2013 experiment. While 
our use of mouse lines was determined by prior experimental considerations, Ai27 cells 
are known to be less photosensitive than similar cre-dependent optogenetic 
strategies135, and are potentially less photosensitive than those used by Katz et al. 
2013.The higher peak power output of the laser used for full field stimulation may 
account for the increased photo-responsiveness and ability to produce action potentials 
in more of the cells.  
In summary, while utilizing similar hardware to other manipulations, we were 
unable to successfully photo stimulate cells beyond small millivolt depolarizations using 
the Optopatcher. While subthreshold fluctuations in membrane potentials can be 
informative56, the lack of action potential level responses limit the usefulness of the 
Optopatcher for our experimental aims. As we were unable to induce firing during 
simultaneous recording and stimulation with the Optopatcher, no comment can be made 
regarding the usefulness of the Optopatcher in terms of restricting optogenetic 
activation to a small group of cells. While promising in concept, researchers interested 
in utilizing the Optopatcher as an alternative to traditional optical fiber implantation 
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should take into consideration the photo-responsiveness of their cell lines and perform 
their own characterizations before determining the suitability of the Optopatcher for their 
experimental conditions.       
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A.5 Appendix A Figures 
Figure 9. In vitro characterization of the Optopatcher 
 
Figure 9. In vitro characterization of the Optopatcher (A) Medial view of Optopatcher 
with optical fiber highlighted in dashed line (modified from “Optopatcher Instructions” 
AM systems). (B) Characterization paradigm with Optopatcher above glass coverslip 
suspended above camera-lens-filter system. (C) Captured image of characterization 
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taken with camera as glass pipette enters fluorescent agar. (D) Left, grayscale image 
taken when Optopatcher is outfitted with a 50 µm diameter core optical fiber with laser 
at full power. Middle, horizontal spread of light in fluorescent agar. Right, vertical light 
spread. (E) Same as (D) with Optopatcher outfitted with 200 µm diameter core optical 
fiber and laser at saturation intensity.  
  
 86 
Figure 10. Simultaneous recording and activation using the Optopatcher is 




Figure 10. Simultaneous recording and activation using the Optopatcher is insufficient 
to elicit action potentials from ChR2 positive cells. (A) Top left, infrared image of whole 
cell recording using the Optopatcher (OP). Top right, cartoon diagram of recording 
configuration. Bottom, example trace showing cells response to 100 ms 473 nm light 
emitted from the Optopatcher. (B) Quantification of mean depolarization resulting from 
100 ms stimulation from the Optopatcher (mean = 2.68 ± 0.68 mV, n = 8). (C) Top, 
cartoon diagram illustrating recording made from Optopatcher while cell is illumined with 
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full field light (Optopatcher remains off). Bottom, example cell response to 100 ms of full 
field light. (D) Mean number of action potentials in response to 100 ms full field 









Figure 11. Proximity to the tip of the optical fiber does not affect action potential 
probability. (A1-4) Top, cartoon schematic of experimental setup. Cell is being recorded 
on a separate patch pipette from the Optopatcher, while the Optopatcher descends 
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through the slice along a fixed axis. Middle, infrared images showing recording pipette 
(right) and Optopatcher (left) as it descend through the slice. Bottom, cell’s response to 
100 ms light pulses emitted from the Optopatcher in the above position. (B) Top, 
cartoon illustration of recording paradigm. Bottom, response of cell in (A) to 100 ms of 
full field illumination. (C) Left, depolarization when the Optopatcher was placed in the 
position of maximal response per cell (mean = 2.29 ± 1.31 mV, n = 5). Right, mean 
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