AbstrAct
IntroductIon
Data warehouses are based on multidimensional models which contain the following elements: facts (the goal of the analysis), measures (quantitative data), dimensions (qualifying data), dimension attributes, classification hierarchies, levels of hierarchies (dimension attributes which form hierarchies), and attributes which describe levels of hierarchies of dimensions.
When it comes to the conceptual models of data warehouses, it is argued by many authors that the existing methods for conceptual modelling used for relational or object-oriented systems do not ensure sufficient support for the representation of multidimensional models in an intuitive way. Use of the aforementioned methods also ensures a waste of some of the semantics of multidimensional models. The necessary semantics must be added to the model informally, but that makes the model unsuitable for automatic transformation purposes. The conceptual models proposed by authors such as Sapia et al. (1998) , Tryfona et al. (1999) and Lujan-Mora et al. (2002) are with various opportunities for expression, as can be seen in a comparison of the models in works such as , (Pedersen, 2000) and (Abello et al, 2001) . This means that when a particular conceptual model is used for the modelling of data warehouses, some essential features may be missing. Lujan-Mora et al. (2002) argue that problems also occur because of the inaccurate interpretation of elements and features in the multidimensional model. They say that this applies to nearly all conceptual models that have been developed for data warehousing. The variety of elements and features in the conceptual models reflect differences in opinion about the best model for data warehouses, and that means that there is no universal agreement about the relevant standard (Rizzi et al., 2006) .
There are two possible approaches towards the development of a conceptual model. One can be developed from scratch, which means additional work in terms of the formal description of the model's elements. A model can also be developed by modifying an existing model so as to express the concepts of the multidimensional paradigm.
The conceptual models of data warehouses can be classified into several groups in accordance with how they are developed (Rizzi et al., 2006 ):
• Models based on the E/R model, e.g., ME/R or StarE/R (Tryfona et al., 1999) ; • Models based on the UML., e.g., those using UML stereotypes (Lujan-Mora et al., 2002 ); • Independent conceptual models proposed by different authors, e.g., Dimensional Fact Model (Golfarelli et al., 1998) .
In the data warehousing field there exists the metamodel standard for data warehouses -the Common Warehouse Metamodel (CWM). It is actually a set of several metamodels, which describe various aspects of data warehousing. CWM is a platform independent specification of metamodels (Poole et al., 2003) developed so as to ensure the exchange of metadata between different tools and platforms. The features of a multidimensional model are basically described via an analysis-level OLAP package, however, CWM cannot fully reflect the semantics of all conceptual multidimensional models (Rizzi et al., 2006) .
ExIstIng MEthods for thE dEvElopMEnt of concEptuAl ModEls for dAtA WArEhousEs
There are several approaches to learn the requirements for a conceptual data warehouse model and to determine how the relevant model can be built. Classification of these approaches is presented in this section, along with an overview of methods, which exist in each approach. Weaknesses of the approaches are analysed to show the necessity to develop new methods. The positive aspects of existing approaches and the existence of many methods in each approach, however, suggests that several method components can be used in an appropriate situation.
We will use the method concept according to Brinkkemper (1996) : "A method is an approach to perform a systems development project, based on a specific way of thinking, consisting of directions and rules, structured in a systematic way in development activities with corresponding development products."
There are several approaches how to determine the requirements for the development of a conceptual model for a data warehouse. The requirements for data warehouses are different than those which apply to other types of systems.
In the data warehousing field we can speak about information requirements (Winter & Strauch, 2003) , (Goeken, 2005) , as opposed to the functional requirements that are usually used.
The methods for developing of conceptual models for data warehouses can be split up into several groups (see Figure 1 ) on the basis of the approach that is taken:
• The data-driven approach (Artz, 2005) , (List et al., 2002 ) is based on exploration of the models and data of data sources. The integration of models and data are essential in this approach. The conceptual model for a data warehouse comes from models of data sources via transformation. The analysis needs of an organisation are not identified at all, or are identified only partly.
•
The requirements-driven approach (Winter & Strauch, 2003) is based on the elicitation of requirements in different ways. Some authors speak about more detailed subgroups that are based on various ways of requirements elicitation. For example, Artz (2005) speaks of a measurement-driven approach, List et al. (2002) refer to user-driven and goal-driven approaches, while Boehnlein and Ulbrich-vom-Ende (2000) speak of a process-driven approach.
All of the aforementioned approaches, including the data-driven approach, are ways of analysing the information requirements for data warehouses.
Data-driven methods have been proposed by many authors, including Golfarelli et al. (1998 ), Inmon (2002 , and Phipps and Davis (2002) . One of the best known is the semi-automatic method called the "Dimensional Fact Model" (Golfarelli et al., 1998) , which creates a conceptual data warehouse model from existing ER model of a data source. Inmon (2002) proposes a rebuilt waterfall lifecycle for systems development, where the elicitation of the analysis needs of the users occurs after the implementation of the data warehouse.
Most requirements-driven methods represent some aspects of the process-driven, goal-driven or user-driven methods. The exception is the "Information requirements-driven method" (Winter & Strauch, 2003) . This is described by the authors as a four-step method for the engineering of requirements for data warehousing.
Process-driven methods are represented in (Boehnlein & Ulbrich-vom-Ende, 2000) , and in methods developed for so called process data warehouse, e.g. (Kueng et al., 2001) , (List et al., 2002) . The "Metric driven approach" (Artz, 2005) can be seen as a version of the process-driven method. It begins with the identification of the most important business process that requires measurement and control. Kaldeich and Oliveira (2004) propose method, where a process model known as "As Is" and one called "To Be" are built, and they refer to the relevant analytical processes. A new ER model which includes the data that are necessary for data analysis is developed.
The goal-driven methods are, for example, the methods of Giorgini et al. (2005) and Bonifati et al. (2001) . Giorgini et al. (2005) perform the requirements analysis from two perspectives -modelling of organisations and modelling of decisions. Bonifati et al.(2001) present a method that consists of three steps -top-down analysis, bottom-up analysis, and integration. The authors use the Goal-Question-Metric approach for the top-down analysis. This makes it possible to identify the relevant organisation's goals.
The user-driven methods are described in (Westerman, 2001) , (Goeken, 2005) and, in part, in (Kimball et al., 1998) to elicit user requirements. According to the "Kimball method" (Kimball et al., 1998) , business users are interviewed to define the requirements. The goal of the interviews is to understand the work that users do and the way in which decisions are taken. IT experts are also interviewed so as to examine the available data sources. The existence and quality of data meant for analytical needs are estimated. The Wal-Mart method (Westerman, 2001 ) is designed for the implementation of business strategies. The author of the "Viewpoint" method (Goeken, 2005) states that the analysis of information needs is just one part of all requirements. The central object of the exploration should be the recipient of the information and his or her needs. To formalise these needs, Goeken (2005) proposes a method, which is based on the idea that many people with different needs are involved into the systems development process.
Figure 1. Approaches and methods for the development of conceptual models for data warehouses
Often more than one approach is used in a particular method. When it comes to the combination of many sources, the Kimball method (Kimball et al., 1998) , which involves four steps, can be mentioned. The other aforementioned methods also tend to be combinations of several approaches -two in most cases. The primary method is taken into account to determine the aforementioned classification. The goal-driven method of Bonifati et al. (2001) , for instance, uses also the data-driven approach for certain specific purposes.
According to comparisons of all of the various approaches in the literature (List et al., 2002) , (Winter & Strauch, 2003) and after an examination of the previous mentioned methods from various perspectives, certain strengths and weaknesses can be defined.
strengths

•
For the user driven approach: The elicitation of user requirements and the involvement of users, which is essential in data warehousing projects to ensure the successful use of the data warehouse that is created; • For the data driven approach: This is the fastest way to define a data warehouse model; • For the process and goal driven approaches: Essential business processes and indicators to measure these processes are identified. The model can be developed for an analysis of these indicators.
Weaknesses
• For the user-driven approach: Users do not have a clear understanding of data warehouses, about business strategies or organisational processes. It takes much more time to achieve consensus on requirements, and there are usually problems in prioritising the requirements; • For the data driven approach: The models according to some methods are generated semi-automatically. Such models perhaps do not reflect all of the facts that are needed in analysing business goals. This is due to the nature of underlying models of data sources, which are built for operational purposes, not for data analysis.
• For the process and goal driven approaches: The model will reflect the opinion of senior management and a few experts, and it will correspond to a highly specialised issue. It is hard to predict the needs of all users. The model reflects business processes not processes of decision making.
To summarise, it can be said that more than one approach must usually be put to work to obtain a data model, which reflects the analytical needs of an organisation in a precise and appropriate way. The problem is choosing the method that is to be the primary method. There are several problems in this regard:
• There are no recommendations as to which approach is more suitable as the primary method in any given situation; • There are no recommendations on which modelling technique to use, because none of the conceptual models satisfies all of the previously described criteria for expressiveness; • There are no suggestions on how to describe the needs of users in terms of different levels of granularity in the information if different users have different requirements and different access rights; • There are no accepted suggestions for particular business areas which approach and which modelling technique is more suitable.
thE MEthod EngInEErIng And thE dEfInItIon of nEW MEthods
In this section we will propose three new methods, which have been developed in accordance with the ideas of method engineering. These are the userdriven, data-driven and goal-driven method. In each case the contingency factors are formulated and evaluated. The methods have been applied successfully in data warehousing projects at the University of Latvia. Brinkkemper (1996) defines method engineering: "Method engineering is the engineering discipline to design, construct and adapt methods, techniques and tools for the development of information systems".
Method engineering involves one of three main strategies: development of a new method, method construction, and adaptation. A new method is developed, if no existing method is applicable. These methods are known as ad-hoc methods (Ralyte et al., 2003) . Method construction means that a new method is built up from components or fragments of existing methods (Ralyte et al., 2003) . This approach is called also an integration approach (Leppanen et al., 2007) . Adaptation means that some components of an existing method are modified or may be passed over (Leppanen et al., 2007) . We apply these strategies to components of methods presented in this chapter. Methods proposed here are new methods, which have been constructed from new, adapted or existing components of other methods.
A method can be considered to be a set of method components (Harmsen, 1997) . Rolland (1997) uses the concept of context to describe the usage of method components. A context is defined as a pair <situation, decision>. The decision about the suitability of a method's fragment in a specific situation depends on 1) The purpose for which the fragment has been designed; 2) The technique for the achieving the goal, 3) The goal to be achieved (evaluation). Rolland (1997) and Leppanen et al. (2007) stated that criteria for characterizing the situation of a method in the context of method engineering have been poorly defined. In the field of information systems development (ISD), many proposals have been made about contingency factors (Fitzgerald & Fitzgerald, 1999) , (Mirbel& Ralyte, 2005) , (Leppanen et al., 2007) , e.g. contingency factors include the availability, stability and clarity of ISD goals, for instance, as well as the motivation of stakeholders. This can also be of assistance in methods construction in the method engineering field. .
Method representation is also important because method engineering should help to look at a variety of methods to find a useful one that exists or can be adapted, or it should help to construct a new one from useful components of other methods. The description of methods in this chapter is based on the Software Process Engineering Metamodel (OMG, 2005) . The main elements of the metamodel are Activity, WorkProduct, and Role. Each activity can be divided up into the more detailed activities that are called steps.
We have based the description of each new method in this chapter on its process aspect. The sequence of activities and steps is described, and although the performers of activities are not analysed in detail, the related products are described. For activities or steps, the context and situation are analysed.
user driven Method (udM)
In this section we propose a user driven method (UDM) that we have developed according to method engineering principles. We will use examples from a case study to explain some method components. The method was successfully applied for the development of the data marts at the University of Latvia for the analysis of employees and students. The results about the experience of application of the user-driven method are published in detail in (Benefelds & Niedrite, 2004) .
The situations in this project were used to identify the contingency factors that determine whether an existing method component can be used or adapted, or a new method component should be developed.
The process model of the UDM is characterized by the activities shown in Figure 2 . Activity 1. The definition of the problem area; Activity 2. Interviewing. The employees to be interviewed are chosen and potential user groups are identified. Questions in the interviews are focused on the goals of the work, the quality criteria which exist, as well as the data that are needed for everyday data analysis.
Step 2.1. Making a list of employees to be interviewed -identification of user groups. We used existing method component, particularly, we performed this step according to Kimball's method (Kimball et al., 1998) .
Step 2.2. Selection of questions for the interviews. To prepare to the interview we used existing method component, particularly, we performed this step according to Kimball's method (Kimball et al., 1998) . Only the content of the interview template (Kimball et al., 1998) was adapted according to the project situation. A list of interview questions was produced and then adapted for each potential user group of the data warehouse. Answers that are given are registered into a table;
Step 2.3. Organising and conducting the interviews. We adapted existing method component, particularly, the groups of interviewed employees selected according to Kimball's method (Kimball et al., 1998) are merged also vertically in appropriate project situations.
Activity 3. Processing of the interview results.
Interview results are processed with the help of two tables in the form of matrixes. The first, "Interest sphere ↔ Interviewees", is one in which each cell contains answers to the questions. The second one is "Interest groups ↔ Interviewees".
Step 3.1. Grouping the interview results into interest sphere. The interest sphere is defined as a grouping tool for similar requirements. The definition of these groups is made by the interviewer based on the answers to the interview questions; the interest sphere is the group of similar answers. The answers are summarized in the following matrix: one matrix dimension is "Interest sphere"; the second dimension is Table  1 represents a fragment of the above mentioned matrix from the data warehouse project where the method was applied.
Step 3.2. Grouping the interview results into interest groups. This method component uses the table "Interest sphere ↔ Interviewees" and transforms it into the similar table "Interest group ↔ Interviewees". The similar interest spheres are merged into interest groups, which are larger groups used for prioritizing of the requirements.
This matrix served as a basis for analysing the number of potential users in each interest group. One dimension of the table is "Interest group". The second dimension is "Interviewees". The cells of the table contain the value k, where k=1, if the interviewed user group had a requirement from this interest group, k=1,5 -if the interviewee emphasized the particular issue as of the major priority for him or her. We have also applied extra coefficient p to emphasize the importance of the needs of a user or user group for the data analysis. For this category of users the value of the table cell is k*p.
The Table 2 represents a fragment of the above mentioned new matrix from the data warehouse project where the method was applied. We have used the following extra coefficients for the result analysis in our case study: p=1 -for faculties, p=2 -for top management and departments. Activity 4. The development of the conceptual model of the data warehouse. This activity is based on the elicited analysis requirements. The ME/R notation is used to document the conceptual model.
Step 4.1. Identifying the facts. Fact attributes and dimensions are found out from the requirements. We adapted existing method component, particularly, the ME/R notation ) was used and an idea was added on how to analyse the documented statements of requirements.
Step 4.2. Identifying the dimension hierarchies. Data models of data sources are used to determine the hierarchies of dimension attributes. One of the data driven methods, e.g., DFM (Golfarelli et al., 1998) can be used. We adapted existing method component, particularly, DFM method was used. The adaptation means that a starting point is added to the DFM from the Step 4.1.
Activity 5. Prioritisation of requirements. The main goal of this step is to describe the dimension attributes so as to determine the necessary data sources and the quality of their data, the usage statistics of dimension in different data marts, and the number of potential users. Step 5.1. Finding out the usage statistics of dimensions in different data marts. In this step the potential workload is estimated to develop the needed dimensions for different data marts. The existing method component, particularly, data warehouse "bus matrix" (Kimball et al., 1998) can be used.
Step 5.2. Description of the dimension attributes to find out the necessary data sources and their data quality. This step creates a table for the description of the dimensions and their attributes. The evaluation of the data quality and the description of necessary transformations are given. The goal of this step is to estimate the necessary resources for solving the data quality problems. Also it should be found out whether the data exist or not.
Step 5.3. Evaluation of the number of potential users for interest groups. This step groups the data marts into "Interest groups" identified in the previous steps; the number of potential users for each group is given. The information from the table "Interest groups"-"Interviewees" is used, the coefficients are not taken into account. The goal of this step is to estimate the number of potential users for data marts.
Step 5.4. Discussion of the results and making a decision about priorities. This step uses the following criteria for the prioritization and decision making:
• The potential number of users for each interest group, not only for the data mart; • The potential number of users, when the coefficients are applied from the table "Interest groups"-"Interviewees". This number of users reflects to a greater extent the analysis needs, but not the needs to get the operational information; • The existence and the quality of the necessary data from the data sources; • The complexity of the data marts to be developed, e.g. number of dimensions; • The number of data sources.
The new UDM method uses four existing method components. Three existing method components have been adapted according to the situation. Five new method components have been built. The new method components are used mostly for the prioritisation of requirements. An overview of the method components is given in Table 3 . The goal of the usage of the component is characterised. For each component a type is assigned -N for new components, A for adapted components or E for existing components. The origins of existing and adapted components are stated.
As far as the adapted components are concerned, two of the adaptation cases had userdriven method components as their origin. In one adaptation case, an existing data-driven method component (4.2.) was used. This choice was based on the fact that in most cases, only analysis dimensions are obtainable from interview results, while information about the hierarchical structure of attributes is rarely available.
The new user-driven method is characterized by the set of six contingency factors, which were identified during the evaluation of the method components (Table 3) 
:
UDM_f1. One or several business processes, which should be measured are not distinguished; UDM_f2. There are potentially many interviewees, which are performing data analysis; UDM_f3. The broad spectrum of the requirements; UDM_f4. The need to group the requirements according to their similarity to prioritize the requirements; UDM_f5. The data analysis requirements, which are grouped, should be transformed into appropriate multidimensional conceptual model;
UDM_f6. There are many requirements and it is necessary to prioritize them.
data-driven Method (ddM)
In this section we propose a data driven method (DDM) that we have developed according to method engineering principles. We will use examples from a case study to explain some method components. The method was successfully applied for the development of the data marts at the University of Latvia for the evaluation of the e-learning process using e-study environment WebCT. The results about the experience of application of the data driven method are published in detail in (Solodovnikova & Niedrite, 2005) . The situations in this project were used to identify the contingency factors that determine whether an existing method component can be used or adapted, or a new method component should be developed. The process model of the DDM is given in the Figure 3 and Table 3 . An overview of the method components in the UDM a lot of unnecessary data not suitable for data analysis. To restrict this global data model and to build a subset of it we need to define the restriction principles.
Step 1.1. Identification of the process, which should be analyzed. The process, which should be analysed, is found out from the customer, but specific analysis needs and identifiers are not defined.
Step 1.2. Development of the process model for the identified process. A process model is made for the high level process from the Step 1.1. This model reflects the interaction between process steps and the information systems of the organization. The goal of the step is finding data sources, used by the process, which will be analysed. As a result, a limited process model is built, only processes that are related with the process from the step 1.1. are modelled. An existing process modelling technique can be adapted for this step. In our case study for the analysis goal "Elearning analysis at the University of Latvia" we can consider the following process model (Figure 4) . Activity 2. The study of the data sources. The data models for each of the data sources used in the previous activity are developed. Only the data elements (entities and attributes), which are needed for the execution of the analysed process are included into the data model.
Step 2.1. Identification of entities and attributes used in the process steps for each data source involved into the process model. In this step limited data models are built, only the data used by processes of the 1.2. method component are included. For this step we can use a data modelling technique and adapt it according to the mentioned limitations.
Step 2.2. Identification of relationships among entities for each data model separately. For the definition of relationships among entities of each particular data model, the existing data models of data sources or data dictionaries of RDBMS are used. Existing methods e.g. data model analysis, metadata dictionary analysis are used.
In our case study as potential data sources involved into e-learning process, the following systems or files were discovered: 1) Student Information System (RDBMS); 2) WebCT web server log files that conform to the Common Log Format (CLF); 3) WebCT internal database, whose data were available through API and the result was obtained as an XML file. The data Activity 3. Estimation of integration possibilities of data sources. Appropriate attributes from data sources are identified, whose values can be used for the integration of different data sources directly without or with transformations. The result of this activity is an integrated data model that corresponds to the analysed process.
Step 3.1. Identification of attributes from data sources usable for integration without transformations. Existing integration methods of data models can be used in this step. During this step attributes are discovered, which are common for many data models.
Step 3.2. Identification of attributes from data sources usable for integration with transformations. Existing integration methods of data models can be used. Integration problems are discovered and appropriate solutions to these problems are defined.
Step 3.3. Specification of transformations with other data for granularity changes. During this step the transformations for other data not only for the key attributes should be specified, if it is necessary. Existing integration methods of data models can be used. The result of this step is the specification of data aggregation for data integration purposes.
Activity 4. Development of the conceptual model of the data warehouse. The facts for the analysis are identified. The dimension hierarchies according to some known data-driven method are identified. For example, DFM is used. The previously identified fact attributes are used as the starting points for the building of the attribute trees. For each fact attribute its own attribute tree is built and further DFM steps also are applied.
Step 4.1. Identification of facts. Attributes are identified, which could be used as fact attributes. An existing data driven method can be adapted. We used DFM (Golfarelli et al., 1998 ), but we adapted it for the integrated data model. Searching for many-to-many relationships on each particular Step 4.2. Identification of hierarchies. In this step dimensions and hierarchies of dimension levels are identified. An existing data driven method can be adapted. We used DFM (Golfarelli et al., 1998 ), but we adapted it for the integrated data model. The global data model and the existing relationships between entities of data models of different data sources are used to extend the initially drawn attribute trees according to the DFM method. Activity 5. Definition of the user views. According to the data driven approach user requirements are not discovered in detail before the development of a conceptual model of a data warehouse, therefore, two aspects exist concerning the users: 1) which data from the conceptual model are allowed or not for particular users; 2) which operations with the allowed data are applicable according to the data semantics.
The concept of users' views was introduced to formalize the analysis requirements and to provide a specification of access rights and reports for the developers. The users' views are defined based Figure 5 . Existing data of data sources on the conceptual model of the data warehouse, the facts and possible data aggregation possibilities of this model, and the responsibilities of the particular user or user group. This approach is based on the assumption of Inmon (2002) that in a data warehouse the OLAP applications are developed iteratively.
The definitions of users' views are specified more accurately after discussing them with the customer.
The definition of each view is a set of m+2 elements (R,G m (L mj ), F), where 0<=m <=n; n-the number of dimensions and the other elements have the following meaning:
R -The identifier to be analysed: the name of the identifier, which is expressed in business terms and describes the fact, aggregation function, and the level of detail of dimension hierarchy; The definition of these constraints can be of two types -data analysis restriction or data ownership restriction:
• Data analysis restriction is a constraint, which is defined by the developer of the data warehouse based on the goal of the analysis; this restriction is provided for all users, which have this restriction defined within their user view. For example, the notation Course (Faculty) means that users can see the facts, which have the dimension Course, detailed until Faculty level.
• Data ownership restriction is a constraint, which means that allowed data are defined for a user depending on his or her position and department. For example, the notation Course (Faculty=Value) means that each user can see only the facts, which correspond to the courses of the faculty of a particular user.
Let us see an example from our case study -the management view definition. The management of the university is interested in evaluation of e-courses from the quantitative perspective of usage. The indicators, which characterize the e-course usage, are given in the management view in Table 4 .
These indices can be compared with the financial figures of WebCT purchase and maintenance as well as finances, invested into the course development. The financial figures itself are not included into the data warehouse. The analysis comprises the whole university data; the granularity is up to the faculty level; the time dimension uses all reporting period or monthly data. The management is interested also in data about the activity of course designers or teaching assistants. The management view is characterized by the assessment at the end of the reporting period.
The method uses four existing components from other methods, adapts five existing components from other methods, and one new method component is built.
An overview about all method components is given in the Table 5 . The designations used in this table are the same as in the case of the UDM and are described before Table 2 . From adapted components for the DDM method it can be inferred that in three adaptation cases as a basic components are used method components which are not specific for the data warehousing field. Modelling and integration methods components from ISD field are used. Specific existing method components are used for discovering the elements of data warehouses: facts and hierarchies.
From the description of the method and its components also a set of contingency factors (seven factors), which characterize the data-driven method DDM, can be discovered:
DDM_f1. The process is new for the organization, DDM_f2. Many data sources are involved, which should be integrated, DDM_f3. One or several interrelated processes, which should be analysed, are identified, DDM_f4. It is possible to get an integrated model of involved data sources,
DDM_f5
. The indicators, which should be analysed, are not known, DDM_f6. The analysis dimensions are not known also, DDM_f7. There is only the analysis goal identified, but the analysis requirements are not known and there are no possibilities to find them out.
goal-driven Method (gdM)
In this section a goal driven method (GDM) for the development of a conceptual model of a data warehouse is proposed. The method was developed according to method engineering principles. The method was successfully applied for the development of the data marts at the University of Latvia for the process measurement of the student enrolment to study courses. The results about the experience of application of the data driven method are published in detail in . The situations in this project were used to identify the contingency factors that determine whether an existing method component can be used or adapted, or a new method component should be developed. GDM is based on goal-question-(indicator)-metric (GQ(I)M) method (Park et al., 1996) . A goal driven measurement process GQ(I)M proposed in (Park et al., 1996) is used as a basis for discovering indicators for the process measurement. The basic elements of the GQ(I)M method and their relationships are represented by the Indicator definition metamodel. An association between classes Indicator and Attribute is added to describe the necessary transformation function. This metamodel is described in detail in ) and we will use it later in our method.
The process model of the GDM is given in the Figure 6 and consists of four activities. (Park et al., 1996) and more detailed three steps can be considered according to GQ(I)M:
Step According to the GQ(I)M after the definition of measurement goals, questions that characterize achievement of the goals were formulated and indicators that answer these questions were identified. In our case study one of the identified measurement goals was "Improve the effectiveness of enrolment process from the students' viewpoint." We identified five questions, e.g. "How many students could not enrol in courses through internet and why?" and also found out indicators that answer these questions. For our example question the corresponding indicators are I10 "Number of students with financial debt" and I11" Number of students with academic debt". Activity 2. The development of notional model. Using GQ(I)M method together with identification of goals, questions, and indicators, also entities (process participants, objects, processes) and attributes are identified, which are involved into business processes. According to the GDM, a model named notional model is developed as a UML 2.0 Structure diagram. The notional model includes the identified entities and attributes and is an instance of the Indicator definition metamodel.
Figure 6. The process model of he GDM
In our case study during the application of the GDM method in the development project of the data mart for the analysis of the enrolment process of students into the study courses, the notional model depicted in Figure 7 was developed. In our case study the indicators I10 and I11 that correspond to our example question are formulated with OCL in Table 6 . Step 4.1. Identification of facts. OCL query operations (Table 6 ) that define Indicators are further analysed to design a data warehouse model. Firstly potential facts are identified. If a result of an operation is numerical, for example, sum(), size(), round(), multiplication, division, such values are considered as potential facts.
Step (Figure 8 ) was produced for the case study indicators, including also our two example indicators described in previous activities.
The GDM uses four existing method components. The result of these components is a set of identified indicators The method uses also four new method components. The method does not use adapted method components. An overview of the method components is given in Table 7 . The designations used in this table are Table 7 . An overview of method components of the GDM as in the case of the UDM and are described before Table 2 . For the goal-driven method GDM the following set of contingency factors was identified:
GDM_f1. One or several interrelated processes, which should be measured, are wellknown; GDM_f2. The indicators, which should be analysed, are not known; GDM_f3. During the process of identification of the indicators it is possible to find out the set of entities and attributes that characterize the measured process. Not for all proposed methods all these criteria are important. The values of these criteria for each method according to the contingency factors of methods derived from descriptions of methods and their components are given in the Table 8 . If the criteria did not influence the decision during the development of the particular method, the cell in the table contains "-". The notation GDM_f1, for example, means that the first factor of GDM method is the source of the value in the cell.
To conclude, it can be said that eleven different contingency factors are identified, whose values have influenced the decisions about the approach that should be used. These contingency factors also determined method components that should be used, adapted, or built during the construction of a particular method.
