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 Non-intrusive load monitoring is the concept of determining the operational loads using 
single-point sensing. The features contained within the electrical load’s signal are used to identify 
a unique signature which is used by a machine learning classifier to automate the load 
identification process. In this thesis, existing machine learning classification techniques are 
reviewed within the context of the non-intrusive load monitoring application. A non-intrusive load 
monitoring algorithm is developed in this to extract the prominent hidden features contained within 
the electrical load’s signal which helps identify the operation of different appliances from a single 
point of an electrical circuit. Decision tree and Naïve Bayes classifiers are used as the machine 
learning classification technique to automate the load classification process. The co-testing of 
machine learning classifiers was introduced in this work to improve the classification accuracy of 
previously seen methods when applying the one-against-the-rest testing approach. When the 
proposed NILM algorithm was applied to a real test system, a classification accuracy of 99.61% 
for decision tree and 99.38% for Naïve Bayes was obtained. When compared to previous methods 
in literature utilizing one-against-the-rest testing approach, a classification accuracy of 76.31% for 
decision tree and 67.44% for Naïve Bayes was obtained. The results demonstrate the effectiveness 
of the proposed non-intrusive load monitoring approach through the notable significant increase 
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Electricity generation and consumption has changed over the past decade. In 
traditional legacy electric power systems, the electric utilities deliver electric power to the 
consumers with no further forms of communication. In recent years however, 
advancements in technologies has altered how the electric utilities and consumers interact 
where homeowners install distributed generation to sell electricity to the electric utilities. 
As such, the term consumer is insufficient in explaining their role in the electrical grid 
anymore and the term prosumers (power producers and consumers) was introduced which 
combines the words producer and consumer. 
The Ministry of Energy in Ontario, Canada, is charged with ensuring Ontario’s long-
term energy plan which covers reliability, clean energy, customer engagement, and 
ensuring that conservation and demand management is prioritized over building new power 
generation. As such, the Ministry of Energy has been offering programs and incentives to 
homeowners in an attempt to promote green technologies and lower electricity 
consumption. For instance, the microFIT program [1] incentivizes consumers to purchase 
and install rooftop solar photovoltaic in their homes. A fixed rate contract is signed between 
the participating consumer and the local electric utility which governs the purchase of the 
electricity generation. However, the incorporation of these new green programs has caused 
different power quality issues as distributed generation was never planned for the 
traditional electrical grid [2] and [3]. These power quality disturbances can cause various 
amounts of effects ranging from voltage flicker to citywide blackouts [4] and [5]. 
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Therefore, homeowners are made to pay for the mitigation or system upgrades necessary 
to maintain the electrical grid which causes their electricity bills to increase.  
One way of addressing this problem is by educating homeowners with real time 
feedback on their electricity usage and provide actionable tips to help lower their electricity 
bill. The Ministry of Energy has already started approaching this problem with the Green 
Button Initiative [6], which allows homeowners to view their smart meter data through 
third party cellular phone applications (APPS) with the hopes that homeowners can get 
meaningful information from it. However, this is not a perfect solution as it only provides 
historical smart meter data and is unable to provide useful feedback to homeowners in 
terms of what suitable actions they should take and at what time. Therefore, a better 
solution is required which is able to provide real-time feedback and also give meaningful 
and actionable tips that can actively help a homeowner in lowering their electricity bill. 
In order to provide homeowners with the most suitable corrective actions, knowledge 
is required regarding the operation of individual loads inside the household. Currently, the 
only method to obtain this information is to purchase multiple sensors which are installed 
behind the wall, in the electrical panel, or interfaced between the load and the electrical 
outlet. As a result, this method is expensive as multiple sensors are required and intrusive 
into the homeowner’s household as a professional might be required to install these 
sensors. For this reason, an alternative solution is required which is capable of detecting 
the individual load appliances’ operations without intruding into the home. This alternative 
method is introduced as Non-Intrusive Load Monitoring (NILM) in literature and is the 
process of installing sensors at a single point outside of the home so that the information 
regarding the electrical circuit can be analyzed to identify the operation of individual loads 
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[7]. With this disaggregated information, not only will homeowners be able to self-analyze 
their own energy consumption, electric utilities could also utilize the information to create 
new demand response programs which will help alleviate the stresses that are seen on the 
electrical grid. 
1.2 Problem Statement and Motivation 
Non-intrusive load monitoring algorithms are being developed experimentally using 
costly hardware which is impractical for real world applications. These algorithms provide 
a high degree of accuracy but require sampling rates of at least 1 MHz which are only 
available in hardware that costs over $1,000 [8]. Recent developments in simulation and 
experimental work have been developed which significantly reduce the required sampling 
rate to under 50 kHz which minimizes the costs to nearly $400 [9]. However, these methods 
rely on computationally expensive machine learning algorithms or perform classification 
using solely binary methods. Expensive machine learning algorithms may need a long 
period of time in order to construct a classification model and therefore are difficult to 
update when new information is available [10]. Using only binary classifiers, a final 
conclusive class label is indeterminable whenever classification is required. This limits the 
ability of the non-intrusive load monitoring algorithm and renders it ineffective in real-
world applications. 
1.3 Contribution 
The main contributions of this thesis is to develop a Non-Intrusive Load Monitoring 
algorithm that can detect and classify the operation of individual loads in households. The 
approach will limit the amount of hardware needed in order to minimize the costs, but still 
maintain a high classification accuracy. With this, real-time identification of loads in 
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operation will allow homeowners to monitor, control, and make better decisions in their 
energy usage while also allowing electric utilities to better understand their customers. This 
increased customer engagement will allow electric utilities to actively engage with 
customers to ensure the longevity of the electrical grid thus lowering the cost of operations. 
In this work, an algorithm is developed which combines the strengths of binary 
classifiers with multi-class classification results. The wavelet transform is utilized as the 
feature extraction method of choice on the transient signals captured from the current 
waveform. A parametric and non-parametric algorithm are chosen as the binary classifier 
to see the potential that each method presents. The performance of the algorithm is 
evaluated on a dataset generated from a real test system. This dataset will contain current 
transients at differing voltage levels and harmonic injection from different loads to simulate 
the stochastic nature of the electrical grid. 
1.4 Thesis Organization 
This thesis consists of six chapters with Chapter 1 outlining the need for non-
intrusive load monitoring and the existing issue with the load detection and classification 
processes. The problem statement and motivation are presented and the contribution of this 
work is introduced. 
Chapter 2 discusses the existing machine learning techniques applied to NILM in the 
literature. The advantages and disadvantages of each machine learning technique are 




Chapter 3 introduces the machine learning techniques used in this work. The feature 
extraction was performed using the application of discrete wavelet transform which is a 
powerful time-frequency signal analysis tool. 
 Chapter 4 describes the procedures of implementing the proposed approach for 
detection and classification of individual loads in NILM application. The algorithm is 
explained thoroughly and the methods for choosing a wavelet for each load are discussed 
before a physical test system is constructed which consists of different loads as well as the 
necessary tools required to capture the electrical signals. Finally, a dataset of electrical 
signals is created using the test system. 
Chapter 5 brings together the discrete wavelet transform and machine learning 
techniques in order to obtain the classification accuracies. Two different approaches to 
classification are presented, one-against-the-rest and multi-class, with an analysis of the 
advantages and disadvantages of both being presented. Finally, co-testing is presented as a 
solution which incorporates the advantages of both methods. 
Finally, conclusions are drawn in Chapter 6 which show that co-testing classification is a 
method that significantly improves upon the weaknesses of one-against-the-rest and 
incorporates the classification abilities of multi-class classification.  
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2 Literature Review 
2.1 Introduction 
This chapter aims to provide a review of existing machine learning techniques used 
in the literature, with a strong emphasis on the applications used in the field of NILM. The 
different approaches of machine learning techniques applied to NILM will be outlined and 
the different requirements of each method will be compared. The complexity associated 
with each technique will also be discussed as a mean to evaluate the feasibility of its 
implementation in a real-world application.  
2.2 Overview of Machine Learning Techniques 
Machine learning is a powerful tool which has been applied to many problems in 
research. It is a tool capable of creating a model to a problem which generates a set of 
possible solutions. This solution set is known through having a set of previously identified 
solutions which map the inputs of the problem to the correct solution. The model is capable 
of taking a set of inputs and correspondingly give them a predicted solution from the 
solution set, a process known as classification. However, not every machine learning 
technique is applicable to every problem and therefore an analysis of the problem is 
required before machine learning techniques can be applied [11]-[14]. If the problem is too 
complex, simplistic machine learning techniques are incapable of properly creating a 
model that can accurately map the inputs to the solution set. If the problem is too simplistic, 
complex machine learning techniques may over analyze the problem and improperly 
identify the correct model. 
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2.2.1 Supervised Machine Learning 
This technique is commonly applicable when the features and the class labels are 
defined in the dataset. As depicted in Figure 2.1, the feature vector consists of the features 
Colour, Stem, and Texture with Class being the class label identification. Since all the 
information regarding the feature vector itself is known along with the correct class label, 
it is easier to train a machine learning algorithm as it is able to understand how the inputs 
should be mapped to the outputs. For instance, by passing the feature vector {Red, Yes, 
Smooth} along with the class label {Apple}, the machine learning algorithm understands 
that this specific feature vector is defining a class called {Apple}. This method of training, 
namely supervised machine learning [15], allows for post analysis of the created 
classification model as there is a set of data that the model should correctly identify. By 
knowing the correct number of classifications, a classification accuracy can be obtained. 
Colour Stem Texture Class
Red Yes Smooth Apple
Green Yes Smooth Pear
Green No Rough Lime
Yellow No Rough Lemon
Red No Fuzzy Peach
... ... ... ...
Red Yes Smooth Apple  
Figure 2.1 – Labeled Dataset Example 
2.2.2 Unsupervised Machine Learning 
When the classes are not defined in the data set, a machine learning technique is 
required to group the data with similar characteristics (i.e., features) into classes. As 
depicted in Figure 2.2, the same dataset is observed but the class column is not provided 
8 
 
along with the feature vectors. As such, this data as it stands cannot be used to train machine 
learning algorithms in the same manner. In order to use this unlabeled information for the 
purposes of machine learning, it is necessary to find a way to identify the class labels. 







Red Yes Smooth  
Figure 2.2 – Unlabeled Dataset Example 
To do this, machine learning algorithms which are able to discover pattern and 
group data into defined classes are required. A common approach is to use clustering 
techniques in order to group the data points in Euclidean space [16]. The main issue with 
clustering techniques is that the number of clusters (i.e., classes) must be determined a 
priori which may require a trial and error process and a well-defined stopping criteria. 
Once the algorithm has identified the clusters, the feature vectors are given a class label 
which identifies them as belonging to a cluster. This newly labeled information can now 
be used in the same format as the supervised machine learning approach above, but the 
accuracy cannot be guaranteed as there is no method to ensure that the class labels are 
accurate. This approach is called unsupervised machine learning [17] and allows for the 
usage of unlabeled information to be useful in machine learning. 
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Colour Stem Texture Class
Red Yes Smooth 1
Green Yes Smooth 2
Green No Rough 4
Yellow No Rough 4
Red No Fuzzy 3
... ... ... ...
Red Yes Smooth 1  
Figure 2.3 – Post Clustering Unlabeled Dataset Example 
2.2.3 Non-Intrusive Load Monitoring: An Application 
In 1992, George Hart presented the idea of monitoring an electrical circuit in order 
to identify the operation of appliances in a home [7]. In order to monitor the electrical 
circuit of the home, a device was proposed to be installed between the electrical socket of 
the home and the revenue meter. This concept allowed for a single device to be installed in 
order to capture all the information about the electrical circuit from a single point. In the 
past, there was an interest in sub-metering inside the home in order to capture the electrical 
circuit of the appliances. Since the sub-metering method required installation of multiple 
monitoring devices inside the home, it was an intrusive load monitoring approach. Hart’s 
method however, is considered Non-Intrusive Load Monitoring (NILM) because it 
required the installation of only a single device which was located outside of the home at 
a single point and hence without any intrusion to the home. Hart proposed an algorithm 
using NILM which looked at the change in power in order to determine the switching state 
of the appliances. By knowing the change in power of different appliances, it was possible 
to identify specific appliances that were in operation. This has been the basis of NILM and 
ever since research has applied many feature extraction and machine learning techniques 
to the problem. 
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NILM research can be broken down into two main categories: steady-state analysis 
[18]-[28] and transient analysis [29]-[39]. Steady-state analysis uses steady-state 
information from the electrical circuit in order to determine the switching state and 
operation of appliances. The most common electrical quantity used in steady-state analysis 
is the active or reactive power commonly obtained from the smart meter. However, 
traditional smart meters used for revenue metering only record information at a frequency 
of 1/900 Hz, 15 minute intervals [40], while many methods in literature utilize frequencies 
less than 1 Hz [41]. As such, previous works in literature install custom smart metering 
devices in order to obtain the electrical quantities they desire at the higher frequencies [42]. 
The goal of NILM is to disaggregate the individual power consumption of the 
operational loads. Henao et al. [25] show that the NILM problem can be written as the 
summation of each individual loads power consumption. This can be seen mathematically 
in (2.1) where N is the number of loads on the captured electrical circuit, Ptotal is the total 




 (2.1)  
Breaking down (2.1) to its components gives (2.2) where the power being drawn is 





 (2.2)  
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Since the voltage of the system is equivalent to the voltage of the individual loads, it can 
be factored out leaving only the current. Seen in (2.3), the current of the system is 




 (2.3)  
As such, in the literature it can be seen that methods require any combination of power, 
voltage, and current metrics in order to perform NILM. 
Huang et al. [43] conducted a study to analyze the uniqueness of power signatures. 
The study included current waveforms, instantaneous power waveform, harmonics, steady-
state power, steady-state reactive power, and non-active current waveform captured at 17 
Hz. By applying the similarity index (2.4), a value is evaluated which corresponds with the 
resemblance of both power signatures. 
𝑆 $,- =
𝑎(𝑖)2(345
𝑎(𝑖)2(345 + 𝑎 𝑖 − 𝑏(𝑖) 2(345
 (2.4)  
Where a is the power signature of an appliance, b is the equivalent power signature of 
another appliance, and N is the total number of samples in the power signature. The study 
concluded that all forms of power signatures, other than non-active current, are greater than 
99% similar and are insufficient in providing distinguishing features. On the other hand, 
the maximum observed similarity in the non-active current waveform was only 52%. Using 
this information, it is apparent that steady-state power measures do not provide enough 
information to be useful for accurate NILM applications. At 17 Hz, the information 
obtained was not capable of distinguishing one appliance from the others. Therefore, the 
work conducted in this thesis will solely look at transient methods that exist in NILM. 
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Patel et al. [29] applied the Fast Fourier Transform (FFT) to the instantaneous 
power waveform in order to observe the individual component frequencies that correlate 
to the switching of loads. The FFT is the basis of the Discrete Fourier Transform (DFT) 
which is shown in (2.5) [44]. 
𝐷𝐹𝑇 𝑘 = 𝑋 𝑘 =
1





, 𝑘 = 0,… ,𝑁 − 1 (2.5)  
Where x is a time domain waveform, X is the transformed frequency domain waveform, N 
is the length of the time domain waveform, k is the frequency variable, and n is the time 
variable. A band-pass filter of 100 Hz to 100 kHz passband was used along with another 
band-pass filter of 50 kHz to 100 MHz passband on another channel simultaneously. Both 
channels had a notch filter applied to remove the 60 Hz components of the waveform and 
the waveforms were captured at 100 MHz. Support Vector Machine (SVM) was applied as 
the machine learning technique of choice as it was capable of creating a classification 
model which accurately modeled large feature spaces. An evaluation was conducted on six 
different households with their proposed method resulting in an average classification 
accuracy of 88.2%. 
Duarte et al. [30] continued the work in [29] by comparing the Short Time Fourier 
Transform (STFT) [45] with the Continuous Wavelet Transform (CWT) [46] for the 
purposes of feature extraction and classification. The STFT is defined as: 
𝑆𝑇𝐹𝑇 𝜚, 𝑔 = 𝑋 𝑘 = 𝑥 𝑛
L
F4CL
𝑔[𝑛 − 𝜚]𝑒CDOF (2.6)  
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where x is a time domain waveform, X is the transformed frequency domain waveform, g 
is the window function, 𝜚 is the index to define the size of the fixed window function, and 
𝜔 is the angular frequency. The CWT is defined as: 










𝑎 𝑑𝑛 (2.7)  
where x is a time domain waveform, X is the transformed frequency domain waveform, 𝜓 
is a continuous function in both time and frequency domain called the mother wavelet, 
where 𝜓 is a scaled and translated version of the mother wavelet, a is the scale factor, and 
b is the translation factor. The required voltage waveforms were captured at 5.21 MHz and 
using a 1 microsecond time-window, FFT’s of 2048 points of data were captured for each 
voltage transient event which resulted in a feature vector size of 2049 for STFT and 98 for 
CWT when using the Morlet Wavelet. This significant reduction in feature vector size 
decreases the computational complexity of the problem and when paired with SVM, was 
able to produce an 80% classification accuracy which is an 8.57% improvement over 
STFT. 
Su et al. [31] investigated the feature extraction techniques of STFT and the 
Discrete Wavelet Transform (DWT). The DWT is defined as: 










𝑎  (2.8)  
Using these two techniques, three loads were tested which all had different levels of active 
and reactive power. The turn-on transient energy was captured in addition to the previous 
two values. Seen in Figure 2.4, the turn on transient of a 123 horsepower induction motor 
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is observed. When  the STFT is applied to extract the features, a spectrogram is created 
which can be seen in Figure 2.5. 
 
Figure 2.4 – Turn on Transient of 123 Horsepower Induction Motor 
 
Figure 2.5 – STFT Extracted Features 
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From the STFT extracted features, it can be observed that during the period from 0 seconds 
to 0.3 seconds a high amount of frequencies in the range of 30 Hz to 91 Hz is observed. 
However, when compared to the multi-level decomposition features extracted by the DWT, 
seen in Figure 2.6, an in-depth breakdown of different frequency ranges is obtained. 
 
Figure 2.6 – DWT Extracted Features 
The features extracted from the STFT and the DWT were compared, and it was concluded 
that the features computed from the DWT were better as they were capable of breaking 
down different frequency ranges providing a clearer image of the waveform. An Artificial 
Neural Network (ANN) was trained using the active and reactive power as the steady-state 
features and the results were compared to those obtained using turn-on transients. The 
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study concluded that the turn-on transient was able to improve the classification accuracy 
by almost the double compared to when only using the active and reactive power.  
Alshareef et al. [32] applied the DWT with different order Daubechies wavelets 
and Ensemble Decision Tree (EDT) classifier to NILM. Current transients were captured 
at 15.36 kHz and the DWT was applied for feature extraction. Daubechies 1 through 5 were 
applied to observe the effects of increasing the wavelet order along with increasing the 
number of decision trees in the EDT classification model. Experimentally shown, the 
classification accuracy increases when increasing the number of trees in the classification 
model, in particular, reaching 95.83% when third order Daubechies was used for feature 
extraction with the DWT. 
Du et al. [33] used voltage-current trajectories mapped to a binary grid to create a 
graphical signature that was used to identify the load in operation. The voltage-current 
trajectories were obtained at a sampling rate of 30.72 kHz which are normalized and 
mapped to a binary grid. The loads were split into seven different categories, as seen in 
Table 2.1, and a typical normalized voltage-current trajectory signature for each category 
type was identified. Lastly, an ANN was trained to identify the different load types with an 
average success rate of 99% classification accuracy for different household appliances. 
Table 2.1 – Load Category Types 
Load Type Category Name 
Resistive Loads R 
Reactive Loads X 
Electronic Loads without Power Factor Correction NP 
Electronic Loads with Power Factor Correction P 
Complex Structure Loads M 
Linear Loads T 
Phase Angle Controllable Loads PAC 
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Kong et al. [34] introduced cepstrum-smoothing-based load disaggregation for the 
purposes of identifying appliances. The advantages of this method is that when multiple 
appliances simultaneously switched on, it was able to identify each appliance separately. 
The voltage waveform was sampled at 1 MHz with a low-pass filter at a 5 kHz cut-off 
frequency and a high-pass filter at a 30 kHz cut-off frequency, which allowed the voltage 
signals of appliances to be separated from the noise. Cepstrum smoothing was applied in 
order to obtain the features necessary to identify the appliance. The cepstrum was obtained 
by mapping the voltage waveform into the frequency domain using Fast Fourier Transform 
(2.5), before taking the inverse Fourier transform of the logarithm to transform into the 
frequency domain, seen in (2.9). 







(  (2.9)  
Where 𝑥(𝑛) is the recovered signal in the time domain, N is the length of the signal, and 
X(k) is the kth sample of the FFT. DFT was applied to the recovered signal 𝑥(𝑛) by applying 
a window function (2.10) which transforms the signal to the frequency domain, seen in 
(2.11). 
𝑤[𝑚] = 1				𝑖𝑓				0 < 𝑗 < 𝑚,				0 ≤ 𝑗 < 𝑛
0				𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒																															
 (2.10) 
𝑄[𝑘] = 𝐷𝐹𝑇 𝑤[𝑚]×𝑥[𝑛]  (2.11) 
where Q(k) is the frequency of the of the original voltage waveform. The dominant peaks 
were extracted from the cepstrum signal and Mahalanobis distance was used to determine 
the combination of appliances that were in operation. A classification accuracy of 98.95% 
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for single load operation and 96.37% for multiple load operation was obtained using the 
proposed method. 
Gillis et al. [35] designed a new set of 400 length-6 filter wavelets which are suited 
for extracting features specifically from power applications. Using Procrustes analysis, a 
wavelet was matched to a target load transient and the wavelet with the lowest dissimilarity 
was chosen as the representative wavelet for that load. The Procrustes analysis is based on 
the following formula: 
𝑧 = 𝛼𝑊𝛽 + 𝛿 (2.12) 
where z is the transformed signal, W is the wavelet being transformed, 𝛼 is the scale factor, 
𝛽 is the orthogonal rotation and reflection factor, and 𝛿 is the translation factor. By finding 
the distance between the transformed wavelet signal and the target load signal, a value was 
obtained which signifies the difference between the two signals. By altering the 𝛼,	𝛽, and 
𝛿 values in (2.12) , the difference between the two signals can be minimized using (2.13). 




Where N is the length of the signals, x is the target load transient, and z is the transformed 
wavelet signal obtained using (2.12). After the minimum value was found, a dissimilarity 
measure Δ, seen in (2.14), was calculated to show the disparity between the two signals. 
Δ =
𝑥 𝑖 − 𝑧 𝑖 2(345
𝑥 𝑖 − 𝜇o 2(345
 (2.14) 
where 𝜇o is the mean of signal x. After a wavelet is matched with each target load signal, 
a set of representative wavelets was obtained that were used to extract the ideal features 
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from the transient signals. DT classifiers were trained in one-against-the-rest manner and 
the classification accuracy of the method was observed to be 96.12%. Gillis et al. continued 
their work in [36] and introduced the semi-supervised learning which is a combination of 
supervised and unsupervised learning where the dataset contains feature vectors with and 
without class labels. This approach allows for a small subset of information to be known 
about the problem itself, but most of the data can come from unlabeled information. Using 
k-Nearest Neighbour (k-NN) as a lazy learner, it first used the labeled data for training to 
create a classification model. It classifies all the unlabeled data and assigns a class label to 
each feature vector. Using this newly labeled dataset combined with the already known 
feature vectors with class labels, a DT was trained as the eager learner to create a final 
classification model. The k-NN allows for all of the unlabeled feature vectors to be used in 
the training of the final DT classifier. Using this approach, a classification accuracy of 
94.36% was obtained for DT which uses k-NN for labeling the unlabeled data. 
Guzel et al. [37] applied Principal Components Null Space Analysis (PCNSA) to 
identify appliances in operation using the time-frequency information or electro-magnetic 
interference signature. Principal component analysis [47] was applied to reduce the high 
dimensionality data that is being captured over the frequency range of 10 kHz to 5 MHz. 
Using the reduced dimensionality data, Approximate Null Space (ANS) method was used 
to calculate the minimum eigenvector which minimizes the intra-class variance. Using this 
information, PCNSA was applied to determine the direction of ANS which was used to 
identify the appliance in operation. Applying the algorithm on a dataset of 14 classes, an 
overall classification accuracy of 79.9% was obtained. 
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 Chang [38] considered different features derived from power signatures for the 
NILM problem. For the power signatures considered in Table 2.2, separate Back 
Propagation-ANN’s (BP-ANN) were trained in order to experimentally compare the 
classification accuracies obtained utilizing each feature separately. When utilizing PQ as 
the features, a classification accuracy of 53.03% was obtained experimentally. With the 
addition of the Total Harmonic Distortion (THD) of voltage and current in (VTHD) and 
(ITHD) respectively, a classification accuracy of 60.68% was obtained. Using the transient 
information along with VTHD and ITHD, a classification accuracy of 92.12% was obtained. 
Chang et al. continued this work in [39] and introduced the concept of extracting Pspectra 
from the transient information as the features used in classification. The Pspectra was 
calculated as the root of the sum of the high-pass filtered waveform for each level of the 
DWT. This method ignored the low-pass filtered signal from the DWT and only considered 
the high-pass filtered waveforms. Utilizing this new feature with the same machine 
learning technique, a classification accuracy of 92.8% was seen experimentally. 
Table 2.2 – Features Used For Machine Learning by Chang et al. [39] 
Feature Symbolic Representation 
Active and reactive power PQ 
Active and reactive power with voltage 
and current total harmonic distortion 
PQVTHDITHD 
Transient response time and turn-on 
transient energy, using STFT 
tTRUT (STFT) 
Transient response time and turn-on 
transient energy, using DWT 
tTRUT (DWT) 
Power spectrum of the wavelet transform 
coefficients for the power waveform 
Pspectra 
 
In the literature, machine learning algorithms such as ANN [48], SVM [49], k-NN 
[50], and DT [51] have been used. The DT and k-NN created classification models that 
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maps the split of the records on the attributes. DT creates a tree with nodes that look at a 
feature of the feature vector. Figure 2.7 shows an example of a simplistic DT which 
classifies a fruit as one of four class labels. The first node looks at the colour feature to 
determine which branch to proceed, before another feature is inspected to determine the 
exact class label that should be assigned to this fruit. 
Is the colour of the 
fruit red?







Figure 2.7 – Decision Tree Structure Example 
In k-NN, every point is analyzed in Euclidean space to see which known points are 
the closest to the new point that needs classification. As depicted in Figure 2.8, all the data 
points are mapped in Euclidean space where there are two classes being considered, red 
and blue. A new data point is mapped onto the same space, grey, and it needs to be 
classified as either red or blue. Looking at the area around the new point, blue is the closest 
point and therefore k-NN will classify the new point as blue. However, if a wider area is 
considered, it is apparent that there are two red points and one blue point nearby. Knowing 
this information, k-NN would classify the new data points as red, which is the class 
represented prominently in the wider area. Therefore, these models provide benefits to the 
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user, as they are capable of following along with the algorithm as it classifies to know 
exactly when the model fails to classify correctly. 
 
Figure 2.8 – k-Nearest Neighbour Structure Example 
Unlike DT and k-NN, the SVM and ANN create classification models which are 
completely hidden from the user. ANN consists of an input layer, one or more hidden 
layers, and an output layer. The input layer is where the feature vector is supplied into the 
ANN; this layer is in charge of mapping the inputs to the multiple neurons in the hidden 
layer. From there, the hidden layer makes all of its decisions about the features and this can 
go through multiple different hidden layers before finally reaching the output layer. Each 
neuron makes its decision by analyzing the features in the feature vector along with its 







Where y is the decision of the neuron, n is the amount of features being analyzed, x is the 
feature vector, and w is the weights of each corresponding feature. The output layer 
aggregates all the decisions made by the final hidden layer to determine the class label that 
this new feature vector represents. Since these hidden layers are hidden from the user, it is 





Figure 2.9 – Different Layers of Artificial Neural Network  
SVM separates the data points in Euclidean space using a hyperplane that separates 
the two class labels. Considering the hyperplane, SVM is capable of distinguishing solely 
between two class labels. The optimal hyperplane is defined as: 
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ℎ = 𝜂𝑥 − 𝑏 = 0 (2.16) 
where h is the hyperplane, 𝜂 is the normal vector to the hyperplane, b is the offset of the 
hyperplane from origin, and x is the set of points which satisfies the zero condition. In spite 
of that, kernel methods allow SVM to disassemble the data points to create subsets of 
binary problems that SVM can classify. When combined, SVM is adapted to distinguish 
between multiple class labels. As a result of kernel methods, it is complicated to analyze 
all of the SVMs created to conduct post analysis. Therefore, when dealing with a problem 
that may contain uncertain results, it is beneficial to use machine learning algorithms which 
provide a clear classification model so that post analysis work can be done in order to 








Figure 2.10 – Support Vector Machine Example 
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2.3 Performance Review 
Seen in research done to date, many of the works rely on a method of Wavelet 
Transform (WT) for feature extraction. When compared to the other feature extraction 
methods, the WT is capable of extracting features that provide a high degree of 
classification accuracy at the lowest observed sampling frequency. Low sampling 
frequency is an important point as it lowers the cost of the hardware required to implement 
the solution in a real application. The solutions that require high sampling frequency in the 
megahertz range are infeasible implementations in a household because of the cost of the 
equipment necessary. As such, [29], [30], [34], and [37] are methods in literature which, 
although were already implemented experimentally, are impractical methods to install in a 
home. 
Table 2.3 – Requirements of Different Power Measures 
Power measures Dependencies 
Voltage Waveform (VW) Voltage transducer and A/D 
Current Waveform (CW) Current transducer and A/D 
Power Waveform (PW) Voltage and current transducer and A/D 
Active Power (AP) Voltage and current transducer and A/D 
Reactive Power (RP) Voltage and current transducer and A/D 
Electro-Magnetic Interference (EMI) EMI clamp on sensor 
 
Focusing on the practical methods in literature, it can be seen that the DWT is the 
most prevalent choice for feature extraction. Since DWT extracts frequency based 
information from a waveform, it is an inexpensive method to obtain measurements for. 
Depending on the necessity for voltage or current waveforms, a single transducer is 
required to reduce the actual waveform to a ±5V voltage waveform, which is within the 
reading ranges of analog-to-digital (A/D) devices. Most other power measures are 
variations of this set-up requiring either more transducers or other expensive equipment. 
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As a result, methods relying solely on voltage or current waveform result in inexpensive 
equipment to implement. The proposed NILM method obtaining the highest classification 
accuracy utilizing the cheapest measurement is [35]. A classification accuracy of 96.12% 
was obtained by employing DWT on the current waveform that was captured at 15.36 kHz. 
Methods in [32], and [36] also employed the DWT on the current waveform, however, 
applied different training and classification techniques. 













[29] Exp. SVM FFT 100 MHz 88.2 PW 
[30] Exp. SVM CWT 5.21 MHz 80 VW 






AP, RP, and 
turn-on 
transient 
[32] Sim. EDT DWT 15.36 kHz 95.83 CW 




30.72 kHz 99 VW, and CW 
[34] Exp. k-NN Cepstrum 
smoothing 
1 MHz 98.95 VW 
[35] Sim. DT DWT 15.36 kHz 96.12 CW 
[36] Sim. DT DWT 15.36 kHz 94.36 CW 
[37] Exp. PCNSA ANS 2 MHz 79.9 EMI 
[38] Exp. BP-ANN DWT 30 kHz 92.12 PW 
[39] Exp. BP-ANN Pspectra 30 kHz 92.8 PW 
 
2.4 Summary  
Machine learning techniques are powerful tools which are capable of analyzing a 
problem in order to create a model that maps inputs to corresponding outputs. By analyzing 
the inputs, a generalized mapping function is created which learns the patterns in the inputs 
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to map them to the outputs. In order to choose the appropriate machine learning technique, 
an analysis is required to understand the problem and consider which machine learning 
techniques are appropriate. 
Supervised and unsupervised machine learning were introduced as methods to utilize 
training data for the purposes of training a machine learning algorithm. Supervised machine 
learning required access to a dataset of labeled feature vectors, which allowed machine 
learning algorithms to be easily trained. When access to labeled data was not available, 
unsupervised machine learning was necessary to determine the class labels of the dataset 
in order to utilize machine learning algorithms. 
A state-of-the-art review of the current literature regarding NILM was conducted to 
understand which machine learning methods and training techniques have been successful. 
The FFT and WT are the most prominent feature extraction methods in literature. Previous 
works compare the two to see the performance of both methods under the same condition, 
with the result of the WT being capable of extracting features from electrical signals since 
it provided the most distinguishing characteristics. 
Machine learning algorithms were used to perform classification, among them the DT, 
SVM, k-NN, and ANN were heavily used. A summarization of each method revealed how 
each method trains and conducts classification. It was seen that SVM and ANN suffer high 
computationally complexity and produced solution models that were hidden or too 
complex for post analysis. 
A final performance review of the methods in literature outlined the strengths and 
weaknesses of each proposed NILM approach. Methods requiring high sampling 
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frequencies were impractical implementations for real world applications and methods 
involving complex sensor equipment were overly complicated, as specific hardware was 
required which would increase the cost of implementing the NILM solution. A final 
conclusion was drawn which showed the DWT being the strongest feature extraction 
method which was capable of providing high classification accuracies 96.12% when paired 




3 Machine Learning and Feature Extraction 
3.1 Introduction 
In this chapter, an overview of existing machine learning techniques will be 
presented and discussed. The two machine learning techniques that are used in this work 
namely decision tree and Naïve Bayes representing an eager learner and the nearest 
neighbour representing a lazy learner will be explained in detail. Moreover, the feature 
extraction approach used in this work will be presented with mathematical representation. 
3.2 Machine Learning Techniques 
Machine learning is the process that allows computers to learn patterns from the 
datasets. To apply machine learning techniques to different problems, an analysis is 
required which considers the problem at hand. The first thing to consider is whether the 
data is to be organized in such a way that strong assumptions can be made. If assumptions 
are present which accurately describes the data, the problem can utilize the power of 
parametric machine learning algorithms. Examples of these machine learning algorithms 
include Naïve Bayes (NB), Perceptron’s, ANN, and Logistic Regression [47]. Their 
strength lies in the fact that they are able to utilize minimal training data to create a 
simplistic model that fits the data. However, because strong assumptions are required the 
problems cannot be complex or else parametric methods will have a hard time correctly 
performing classification. 
On the other hand, if strong assumptions cannot be made about the data, non-
parametric machine learning algorithms become suitable in this case. Examples of these 
machine learning algorithms include k-NN, DT, and SVM. The advantages of non-
parametric algorithms are that they can take a complex problem and create a model which 
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describes the solution to the problem. When compared to parametric algorithms, a 
significant amount of training data is required in order to train the non-parametric 
algorithms. 
The nature of NILM is a complex and stochastic problem where voltage variations, 
harmonics, and other power quality disturbances may affect the load identification process. 
Since such complexity exists, non-parametric algorithms are ideal, however, a parametric 
algorithm will also be utilized in this work to observe the effects of applying a complex 
problem to a parametric algorithm. 
3.2.1 k-Nearest Neighbour 
k-NN is a machine learning algorithm which has traits that closely resemble 
clustering techniques. In clustering techniques, data points are grouped together based on 
similarity and regions are formed which map any points inside the area to a certain cluster 
[52]. As such, clustering techniques are applied with unlabeled datasets as they attempt to 
find groups of data that have similar traits. In order to begin determining the clusters 
themselves, it is necessary to know how many clusters to look for. Some methods require 
the number of clusters be supplied along with the problem while other methods form 
clusters until a certain error tolerance is reached. After the training phase is complete, the 
important value generated is the center of each cluster. In this manner, it is really simple to 
perform classification of new data points as the only calculation required is to find which 
cluster’s center is the closest to the new data point. In Figure 3.1, a simple example is 
shown to illustrate the clustering of 100 data points into three clusters. The clusters are 
visually represented using different colours and the square boxes represent the middle of 
the corresponding cluster. However, looking at Figure 3.2 the three data points that were 
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clustered into the purple cluster actually belong to the orange cluster. In this manner, 
clustering techniques are unable to form complex shapes in order to cluster data which 
cannot be split. 
 
Figure 3.1 – Three Clusters Example 
 
Figure 3.2 – Pitfall of Clustering Techniques 
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k-NN utilizes the concepts present in clustering techniques, but does not predefine 
the cluster regions in a training phase. Instead, k-NN’s training phase uses the labeled 
dataset by storing it internally in memory. When compared to clustering techniques, k-NN 
uses less time in regards to training, but takes a longer time during classification. Since 
there is no computation during the training phase, when it comes to classification the 
algorithm has to perform a significant amount of computation whereas clustering 
techniques balance out the computational work between the training and testing phases. In 
this manner, k-NN is a resource and computationally heavy algorithm when the dataset 
size gets too large. 
Without the predefined cluster regions, k-NN depends upon analyzing all the data 
points to extract information regarding the closest neighbours to a new data point. This 
addresses the flaw in the training phase of clustering techniques because there is no need 
to know exactly how many clusters are in the data set. This also helps when the data cannot 
be split into separate regions as k-NN only relies on the relative neighbourhood to the new 
data point. By looking at the nearest k points to the new data point, k-NN classifies by 
analyzing the most frequent class that shows up in the nearest k neighbours. In this manner, 
k-NN is able to correctly see that the three orange data points in Figure 3.2 are actually part 
of the orange class and not the purple class. 
In order for k-NN to determine the k nearest neighbours, there needs to be a distance 
metric which determines precisely the closest points. There are many different distance 




Euclidean distance is a way of measuring the distance between two points in 
Euclidean space [53]. As long as the points being analyzed are of the same dimensionality, 
it is possible to obtain their corresponding Euclidean distance. To obtain the Euclidean 
distance, the mathematical expression in (3.1) is used to obtain the length of the line that 
separates the two points. 
𝐸𝐷s,t = 𝑋 𝑙 − 𝑌 𝑙 2
%
 (3.1) 
Where X represents the coordinates of point a, Y represents the coordinates of point 
b, l represents the dimensions of X, and the square root of the squared sum of their 
differences is the length of the shortest path to connect point a to point b. In the example 
shown in Figure 3.3, the coordinates of point a is [2,2] and point b is [5,8]. The Euclidean 
distance that separates the two points is obtained by calculating (3.1) using the two points, 
which gives us a value of 6.708 units. The length of the red line, which is the absolute 




Figure 3.3 – Euclidean Distance Example 
3.2.1.2 Manhattan	Distance	
Manhattan distance was developed as a method to measure the distance between 
two points using only horizontal or vertical movements [54]. When compared to Euclidean 
distance which resembles a bird flying from point a to point b, Manhattan distance moves 
more like a taxicab in urban cities. If a bird and taxicab was to utilize Euclidean distance 
in order to travel from point a to point b, the bird would be able to fly freely in the sky 
while the taxicab would have to drive through buildings. However, the Manhattan distance 
would find the shortest distance while ensuring that the taxicab drives on roads. 
𝑀𝐷s,t = 𝑋 𝑙 − 𝑌 𝑙
%
 (3.2) 
The sum of the absolute difference of each dimension is the length of the shortest 
path to connect point a to point b using the Manhattan distance. Using the same points in 
35 
 
the previous example, Figure 3.3, the Manhattan distance is obtained using (3.2), which 
gives a distance of nine units. Looking at Figure 3.4, it is seen that there are a multitude of 
lines which can be drawn which have the distance of 9 units. 
 
Figure 3.4 – Manhattan Distance Example 
3.2.1.3 Chebyshev	Distance	
Chebyshev distance is a metric to measure the largest difference between any two 
points in the same dimensional plane [55]. This gives a way to analyze exactly how close 
together the two points are, given that each dimensional plane is to be analyzed 
independently of each other and the only output is the difference between the two points 
which maximize separation.  
𝐶𝐷s,t = max% 𝑋 𝑙 − 𝑌 𝑙  (3.3) 
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The maximum of the absolute difference of each dimension is the length of the 
shortest path to connect point a to point b using the Chebyshev distance. Using the same 
example as before, the Chebyshev distances are seen in the yellow and purple lines of 
Figure 3.5. The yellow line has a length of 3 units and the orange line has a length of 6 
units. Therefore, the Chebyshev distance for the two points is the maximum value of the 
two lines, which is 6 units. 
 
Figure 3.5 – Chebyshev Distance Example 
3.2.1.4 Choice	of	the	Distance	Measure	
In order to choose a distance metric for the problem, it is necessary to analyze the 
input values of the problem in order to ensure that the distance metric is appropriate. In 
many cases, the distance between two points is unconstrained by the obstacles and 
therefore there is no need to consider the Manhattan distance as it assumes a constraint 
which is not faced by most problems. The Chebyshev distance considers only the 
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dimension in which maximum separation of the two point occurs. At times, this is not ideal 
as this does not give a definitive distance value that could clearly identify the differing 
characteristics of two points. As such, Euclidean distance is the most common, and the 
most applicable distance metric that can be used in a wide variety of problems because it 
gives the absolute distance in which the two points are separated. As long as there is even 
a slight difference between the two points, it will be reflected in the Euclidean distance. 
3.2.2 Decision Tree 
DT is a binary classifier that is capable of finding hidden features to identify classes. 
Since DT is a deterministic approach of machine learning, it is simple to analyze the 
solution model afterwards in order to see which features are the most dominant in 
discriminating the two classes [15]. In order to find the most distinct feature at each node, 
a method is required which determines the degree of split between the two class labels. 
Gini Index [47] is commonly used to determine the impurity of the node, which is defined 
by the sum of the percentage chance of a class being incorrectly labeled. This means in 
order to find a good attribute to split the two classes, the Gini Index needs to be minimized 
in order to obtain the most accurate split between the two classes. 




Where C is the number of classes in the set and p(i|t) is the percentage of class i which 
were incorrectly labeled. After completion of the Gini index calculation among the 
attributes and finding the best splits, a classification tree model is induced which accurately 
represents the problem given in the training set. This means that the model formed through 
this process is able to obtain a high degree of accuracy if the training set was to be also 
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used as the testing set. However, because this training process was completed, a 
phenomenon occurs where the classification model can be over-fitted. This means that the 
model itself is too strict and only accurately represents the training set and not necessarily 
the actual problem. 
For some problems, overfitting might not be a problem because the training set 
accurately represents the whole solution set, but this is not common for complex problems 
as the solution set is too large to obtain as a training set. Therefore, it is necessary to avoid 
overfitting in order to obtain a better classification model. Tree Pruning is a technique 
which creates a decision tree model, before programmatically deciding which sections of 
the model to remove [56]. This model reduction is done by calculating which node has 
little effect on the overall classification and removing those instances. By doing this until 
a certain stopping criteria is reached, usually when there are no more nodes that can be 
removed without significantly reducing original classification accuracy, the classification 
model should be less complex and more accurate for the complex problem. 
3.2.3 Naïve Bayes 
Unlike the previous two machine learning techniques, NB is a parametric algorithm 
which attempts to find a function that can estimate the chances of one feature belonging to 
a certain class label. This concept is based on Bayes Theorem [57], seen in (3.5),  
𝑃 𝐴 𝐵 =
𝑃 𝐵 𝐴 ×𝑃 𝐴
𝑃 𝐵  
(3.5) 
where P(A|B) shows the percent chance of event A occurring given that B occurs, P(B|A) 
shows the percent chance of event B occurring given A occurs, P(A) shows the percent 
chance of event A occurring, and P(B) shows the percent chance of event B occurring. 
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Employing the Bayes Theorem, NB considers each feature in the feature vector separately. 
Analyzing each feature independently it is able to create Gaussian distributions, which map 
the space where the features are seen to a class that it belongs to. To determine the Gaussian 
distribution [57], the following formula is used: 







  (3.6) 
where x is the feature being considered, v|c is the percent chance that the value of the feature 
being considered is of class c, µC is the mean of the known values of the feature being 
considered, and σC2 is the variance of the known values of the feature being considered. 
Calculating this value for all the classes gives a percent chance of the new feature belonging 
to the known classes in the dataset. This process continues for all the features in the feature 
vector until the class label with the highest percentage chance across all the features is 
chosen as the final classification label. 
3.2.4 Choice of the machine learning classification technique  
In this work, a single multi-class machine learning classifier is required along with a 
set of binary classifiers. The choice of the multi-class classifier chosen is k-NN due to its 
representation of a lazy learner, which implies that the machine learning algorithm itself 
doesn’t attempt to interpret the dataset in any way to find any sort of relations between the 
inputs and outputs. This allows for classification to be conducted utilizing the raw features 
themselves which is beneficial in this case as the multi-class classifier is required to predict 
a primal class label as a preliminary step to classification. Since k-NN is a lazy learner 
which utilizes a distance measure to find the closest neighbour, it is capable of matching a 
raw feature vector to the most similar raw feature vector inside the known set. This allows 
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for an educated guess approach to determine preliminarily the class label that is expected 
for this new case. 
Afterwards, a set of binary classifiers are required in order to complete the final class 
label prediction which is necessary for co-testing, as described below in Section 3.3.3. 
Through the literature, it was seen that DT is an established binary classification method 
which has produced classification accuracies greater than 90%. Along with this, NB is also 
chosen as it is a parametric machine learning algorithm when compared to k-NN and DT 
which are non-parametric algorithms. By choosing a parametric algorithm, it can 
experimentally be observed how well statistical analysis can be applied to the features 
extracted by the DWT. 
3.3 Machine Learning Classification Approaches 
When utilizing the machine learning algorithms described above, there are different 
ways to model the problem in order to take advantage of different strengths of each 
algorithm. Some algorithms are capable of analyzing multiple different class labels at once, 
while others are extremely strong at discriminating between two classes. Therefore, 
consideration is given to three different techniques to model the problem in order to 
conduct classification. 
3.3.1 Multi-class 
Many problems in the real world deal with more than two outcomes at a time. If a 
classification model was created which was capable of classifying an electrical signal by 
labeling it as either powered on or powered off, this would be a binary problem. However, 
the problem can be much more complex in particular when it is required to distinguish 
between refrigerator, stove, television, or other such appliances being in operation. This 
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significantly increases the complexity of the problem, but allows for a more meaningful 
outcome from the classification model [58]. Seen in Figure 3.6, a dataset of training data 
is supplied into the multi-class capable algorithm and a single solution model is created 
which is capable of discerning between the four different classes seen in the dataset. 
Multiclass Machine 




Class 1 Size: 280
Class 2 Size: 280
Class 3 Size: 280
Class 4 Size: 280
 
Figure 3.6 – Multi-class Machine Learning Approach 
3.3.2 One-Against-the-Rest 
When utilizing machine learning algorithms which have strong discriminating 
powers between two different class labels such as DT and NB, it is wise to consider using 
One-Against-the-Rest (OAR) as the problem modelling technique [59]. Essentially, OAR 
breaks down the problem as a whole into multiple different binary problems. Instead of 
considering all the classes at once, the problem is simplified so that only two classes are 
ever being considered at a time. This allows for more freedom of the chosen algorithm and 
reduces the complexity of the solution model.  
Seen in Figure 3.7, the dataset is first split into four different datasets. The new 
datasets each contain only two class labels now instead of the original four and each dataset 
is only concerned about a class which is not already being considered in another dataset. 
This means that the first dataset labels class 1 as class positive, and class ζ (the rest of the 
classes) as class negative. Repeating this for the second dataset, class 2 is labeled as class 
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positive and class ζ as class negative. This process reduces the complexity of the original 
dataset and creates four simpler problems, which are fed into a binary machine learning 




Class 1 Size: 280
Class 2 Size: 280
Class 3 Size: 280
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Figure 3.7 – One-Against-the-Rest Machine Learning Approach 
When it comes to classification, each solution model determines whether the new 
case belongs to the class that solution model is in charge of. If the new case classifies 
positive in class 2 solution model, and classifies negative in the other three solution models, 
the class label for the new case is class 2. However, when using this approach there is a 
chance of error where more than one solution model classifies as positive. In those cases, 
it is hard to determine exactly what the correct class label of the new case should be. As 
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such, a new testing approach is required to overcome the limitations of OAR classification 
approach. 
3.3.3 Co-Testing 
In the interest of overcoming the limitation of OAR, co-testing was introduced as a 
method which combines the strengths of multi-class classification with the binary 
classification models produced by OAR. To accomplish this, the classification models 
generated by multi-class and OAR are necessary to form the co-testing classification 
model. By taking the multi-class model generated in Figure 3.6 and the binary classifiers 
generated in Figure 3.7, a new classification model can be created. Seen in Figure 3.8, the 
multi-class solution model is used to predict a primal class label which is used in a decision 
making process to choose which binary solution model to utilize. The goal of the primal 
class label is to limit the classification to only one binary solution model. This reduces the 
computational complexity of the OAR method by reducing the amount of feature extraction 
calculations from four down to one and the number of binary models necessary from four 
down to one. Along with the previously mentioned benefits, by employing co-testing the 
issues associated with OAR as discussed in Section 3.3.2 can be mitigated. When utilizing 
OAR, there is a chance where the outcome from classification is a result which contains 
more than one positive result from multiple different binary classifiers. In this case, it is 
impossible to determine which class is the correct final class label. When co-testing is 
employed, the reduction from four binary models necessary down to one definitively 



















Figure 3.8 – Co-Testing Classification Model 
3.4 Feature Extraction Methods 
In order to use machine learning, unique features need to be provided for 
classification. Typically, more predominant features exist in transients when compared to 
the steady-state. These features can also be extracted in many different mathematical ways. 
In the literature, the Short-Time Fourier Transform (STFT) [29]-[31] and the Wavelet 
Transform (WT) [30]-[32] are the most prevalent method used to extract features for the 
purposes of classification. 
3.4.1 Necessity for Feature Extraction 
In NILM, the installed sensors capture information regarding the electrical circuit. 
This information is in the time domain which shows instantaneous current draw of the 
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operational loads. Seen in Figure 3.9, the current waveform for two Incandescent 
Lightbulbs (ILB) is observed. 
 
Figure 3.9 – Differing Transients from Identical ILB Load 
Although the two transients originated from the same ILB, the nature of the Alternating 
Current (AC) power source causes the transients to exhibit different shapes. In order to 
obtain a feature vector which would identify the different loads even when the time domain 
information looked different, a feature extraction technique is required. In the literature, 
signal processing tools were utilized to transform the time domain signal into the time-
frequency domain for analysis. STFT and the WT are two methods that have been used 




3.4.2 Short Time Fourier Transform 
The STFT is an adoption of the Discrete Time Fourier Transform (DTFT) in which 
a window function is used to break a signal up into blocks of time so they can be analyzed 
separately [60]. This can be thought of as providing the DFT only a small piece of a signal, 
followed by another piece of the signal until the entire signal has been processed. In the 
literature, several problems with the STFT have been discussed with respect to NILM. The 
most prominent issues are that the STFT, seen in (2.6), only uses one function (e-jωn) and 
therefore doesn’t have any flexibility for allowing for different functions. Additionally, the 
moving window is a fixed size in time where if the window in time decreases, the frequency 
resolution increases, which will lead to poor time-frequency resolution. This trade-off 
between time and frequency resolution is problematic to the feature extraction process in 
the time-frequency domain. Together these issues make the STFT a poor choice for feature 
extraction. 
3.4.3 Wavelet Transform 
The WT was developed as a way to overcome the aforementioned problems with the 
STFT [61]. First, instead of using one function (e-jωn), the wavelet transform allows for 
choice in the function used. These different functions are called wavelets and follow a set 
of properties that allow them to extract different features. This means that each WT, seen 
in (2.8), that uses a different wavelet will produce a different set of features for the same 
signal. In the WT, the window size is no longer fixed and can be varied based on the scale 
and translation parameters used in the wavelet transform. These parameters allow for 
unique tuning of the WT by producing different features based on each parameter for the 
same signal. Furthermore, the WT allows for multi-resolution analysis which can be 
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thought of as breaking down the signal into a series of different decomposition levels 
through the use of a series of filters. 
𝜙 𝑛 = ℎG 𝑟 2𝜙 2𝑛 − 𝑟

 (3.7)  
𝜓 𝑛 = ℎ5 𝑟 2𝜙 2𝑛 − 𝑟

 (3.8)  
 
Where 𝜙 is the scaling function, 𝜓 is the wavelet function, ℎG is the low-pass filter 
coefficients and ℎ5 is the high-pass filter coefficients. Using the scaling and wavelet 
function, the wavelet coefficients can be calculated using (3.9). 
𝑐𝐴D = 𝑋, 𝜙D,% 					&					𝑐𝐷D = 𝑋,𝜓D,% , 𝑙 = 0,… ,
𝑁
2D − 1 
(3.9)  
Where 𝑐𝐴D is the low-pass wavelet coefficients, 𝑐𝐷D is the high-pass wavelet coefficients, 
j is the different levels of decomposition, and N is the length of the signal X. These different 
decomposition levels allow for extracting different features in each of their specific 
frequency regions. Together, these properties make the WT a great choice for feature 
extraction and have been used extensively in literature.  
3.4.4 Feature Extraction Process 
The WT has many benefits over the other signal analysis methods and most 
importantly its ability to use different wavelets to extract different features from the same 
signal. In the literature, research on multi-resolution analysis paired with ways of choosing 
wavelets based on different load types has been conducted. Essentially, a set of wavelets 
were designed based on the minimum criteria of wavelets which allows a wavelet to be 
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chosen for each load. This wavelet choice is selected by comparing the target transient 
signal with each wavelet and choosing the wavelet that has maximum covariance to the 
target signal [62]. Seen in (3.10), covariance analysis gives the similarity between two 
signals, target signal X and representative wavelet W.  
𝑐𝑜𝑣 𝑋,𝑊 =
1
𝐿 − 1 𝑋 𝑙 − 𝜇s 𝑊 𝑙 − 𝜇

%45
 (3.10)  
Where µX is the mean of target signal X and µW is the mean of representative wavelet W. 
The most ideal wavelet for extracting features from the transient signal is identified as the 
representative wavelet in the set with the maximum covariance value. By doing so, a 
different wavelet is chosen for each load and therefore different features are extracted based 
on the transient signal, seen in Figure 3.10.  






Figure 3.10 – Choosing a Representative Wavelet for each Load Transient 
The WT is applied to the transient signal with the chosen representative wavelet giving the 
coefficients of the details and approximation. Afterwards, the energy of the wavelet 












Where 𝑙 is the length of the coefficients, 𝐸 is the energy of the approximation, 𝐸 is the 
energy of the detail, and 𝑗 is the different levels of decomposition. The complete process 












Figure 3.11 – Obtaining the Energy of the Wavelet Coefficients 
3.5 Summary 
The machine learning algorithms presented in this thesis are described thoroughly in 
this chapter. The strengths of the parametric and non-parametric machine learning 
algorithms are considered and it was concluded that for the complex problem of NILM, 
non-parametric algorithms would be the most appropriate machine learning algorithms of 
choice. However, a single parametric algorithm was chosen to experimentally observe the 
effects of statistical analysis on the NILM problem.  
The multi-class classifier k-NN is a non-parametric lazy learning algorithm which uses 
a distance metric to evaluate the nearest neighbours of a feature vector in Euclidean space. 
By calculating the distance between a new feature vector and all known feature vectors in 
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the set, a matrix of distances is formed which shows the points in the known set that are 
closest to the new point. Analyzing the k closest points, an understanding of the 
neighbourhood is observed and the prevailing class label would be the classified class label. 
The two binary classifiers DT and NB were presented as algorithms which have strong 
binary classification. DT is a non-parametric algorithm which attempts to find the split 
between the features in the feature vector that best separates the two class labels. The best 
split is evaluated by using the Gini Index, which assesses the impurity of the split itself, 
and by minimizing this value, the best split is obtained. This is repeated until the 
classification tree is created through exhaustion by finding all the splits. Afterwards, tree 
pruning is applied in order to generalize the classification model and not have it be trained 
strictly to the training dataset only. 
NB was applied as a parametric approach of machine learning. The algorithm relies 
on the Bayes Theorem which allows it to create a mapping function that considers each 
feature vector separately. By analyzing the chance of a certain feature of the feature vector 
belonging to a certain class, a Gaussian distribution is created which probabilistically 
determines the chances of the feature belonging to one of two classes. 
Through literature, it was seen that only two feature extraction techniques were 
common and that some techniques were improvements on others. The STFT and WT are 
the two most commonly used feature extraction methods in literature, which were observed 
to be the most reliable methods compared to the other analysis methods. The literature has 
revealed the limitations of the STFT since it suffers a fixed window length and also because 
the transform uses only the sine and the cosine functions. On the other hand, The WT was 
introduced as an improvement over the STFT as it allowed for different functions called 
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wavelets to be used. This increased the amount of information extracted from the signal 
itself and was seen to be the best feature extraction method in literature. Using the WT, the 
energy of the coefficients were calculated for the details and approximations, which are 




4 Non-Intrusive Load Monitoring 
4.1 Introduction 
This chapter outlines the procedures used in this work to implement the proposed co-
testing approach after extracting the features using the wavelet transform. The chapter 
describes the test system used to generate the dataset of the loads under study for NILM 
application and provide the measures used to assess the performance of the proposed 
classification approach. 
4.2 Transient Signal Data Acquisition 
In this section, the feature extraction process is described in detail starting from the 
signal acquisition until the calculation of the features needed for classification. A part of 
the transient signal is required in the WT and it is important to take the same part of the 
signal as using a different part of the signal will extract different features. Typically, in the 
literature a part of the signal is recorded after switching occurs [30]-[36]. For instance, if 
switching occurs when time is equal to zero, the transient can be recorded after that time 
for a preset period of time. The second important step is related to what signal or 
combination of signals should be used for feature extraction. Typically, the current 
waveform was used in [35] and [36], however, studies [30] and [34] have shown that the 
voltage can be used at much higher sampling frequencies. In this work, the current signal 
can be used and one cycle representing 1/60 seconds after switching. An example transient 




Figure 4.1 – Raw CFL Transient 
Lastly, the sample difference should be computed between cycles to remove steady-
state information. Again, this is commonly done in the literature when investigating 
transient behavior, seen in [35] and [36]. The sample difference over one cycle can simply 
be taken as the second cycle subtracted from the first for each sample point. In Figure 4.2, 
the computed sample difference of the same CFL transient is shown and it can be observed 
that all of the steady state information is removed and the transient is basically zero (with 




Figure 4.2 – Extracted CFL Transient 
4.3 Test System Description 
In order to assess the performance of the proposed approach, an experimental test 
bed was set-up to perform real experiments with real loads. A programmable AC source 
was used to supply a clean sinusoidal waveform with no harmonic distortion with the 
ability to vary the voltage magnitudes. A set of electronic switches were used to control 
the loads so that an automated process of testing can be used. These electronic switches 
consumes low power and hence do not affect the waveshapes of the switching transients 
produced by loads. In a typical home, the four most common load types are resistive loads, 
non-active loads, switched mode power supplies (SWPS) and battery chargers, therefore 
one of each of the four different load types can be chosen in this experiment. Current 
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transducers were used to send the analog signals followed by an Analog to Digital (A/D) 
converter that feeds the measured voltage across a resistor to a PC. This voltage is related 
to the monitored current by a factor of the resistance and the turns ratio of the current 
transformer. The output of the A/D converter is fed directly into a computer’s Universal 






USB Computer for 
processing











Data Signal  
Figure 4.3 – Schematic Diagram of Test System 
The following is a description of the physical hardware used in this set-up. A 
programmable AC source rated 2kVA Chroma 61604 [63] was chosen due to its accuracy 
in providing clean sinusoidal voltage waveform, and as well its ability to modify the 
voltage amplitude within the range of 0V to 300V. The simplest example of a resistive load 
found in almost every home is an ILB and therefore a 60W ILB [64] was selected. One of 
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the most common non-active (harmonic producing) loads found in modern homes is a CFL. 
These lightbulbs are able to output about the same amount of light as an ILB while using 
significantly less active power. However, this reduction in active power is seen as an 
increase in non-active power making it the perfect non-load. A 13W CFL is chosen as the 
lumens is equivalent of a 60W ILB. The most common switched mode power supply 
(SMPS) loads that exist in modern homes are personal computers. So a 100W Dell Laptop 
[65] was selected as a representative SMPS load. Lastly, for a battery charger, a good 
example of battery chargers are small electronics that use battery power, as such a 20W 
Canon DSLR Camera charger was selected. These loads can be switched automatically 
using WeMo Insight switches [66], which are essentially electronic switches with the 
ability to be controlled over a Wi-Fi connection. The A/D converter used in this work is 
the 1608FS-Plus Omega Data Acquisition Module (DAQ) with the ability to sample up to 
eight channels at 50 kHz on each channel [67]. The output of the DAQ is connected to a 
USB and is able to be connected right to a computer for processing. Figure 4.4 depicts the 
experimental set-up used in this work which resides in the smart grid laboratory at UOIT. 
 
Figure 4.4 – Physical Experimental Setup 
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4.4 Dataset Generation 
This section describes the process of data set generation using the experimental set-
up described earlier which was used for processing and load classification. In order to test 
any algorithm for robustness and completeness, a large dataset containing many different 
cases is needed. These cases should include all possible switching cases with replication 
and at different voltages magnitude deviations. The ANSI C84.1 standard [68] for voltage 
fluctuations in a system states a maximum voltage changes of ±5% meaning a total of 6V 
up and down of the nominal 120V can occur. A 2V steps can be used for 114V to 126V to 
test all possible voltages that can occur and therefore seven different voltages steps will be 
used. Since there are four loads in the set-up shown in Figure 4.4, a total of 32 different 
switching combinations exist (8 switching cases for each load × 4 loads). An example of 
eight switching combinations for the CFL is seen in Table 4.1. 
Table 4.1 – Load Switching Combinations for CFL 
Cases ILB CFL PC BATT 
1 0  0 0 
2 0  0 1 
3 0  1 0 
4 0  1 1 
5 1  0 0 
6 1  0 1 
7 1  1 0 
8 1  1 1 
 
Lastly, each load must be switched on several times to generate a dataset that 
represents all possible transients that can exist for each case. Five times was chosen as after 
five times it was seen experimentally that transients begin to repeat themselves. This makes 
the total number of cases to be 1,120 (5 replications × 32 cases × 7 voltage levels). In order 
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to record transients for these 1,120 cases, a script based on Python language [69] was 
written to automatically switch the electronic switches into each case before switching the 
desired load on to capture the transient of that load. The program was capable of performing 
160 (5×32) cases in order but was incapable of changing the voltage. Therefore, manual 
voltage changes were done for each of the seven voltages levels and the python script was 
re-run after each changes. In total 1,120 different load switching transients were saved to 
a comma separated values (csv) file for processing. Two cycles of the transient signal were 
captured while only one cycle of information was required for classification. This extra 
cycle of information was captured to ensure that the entire load transient was seen therefore 
half a cycle pre-switching and one-and-a half cycle post switching were saved. Lastly, class 
labels were added at the end of the dataset to match the different load transients to each 
load. This was done by assigning a ‘1’ for ILB, ‘2’ for CFL, ‘3’ for PC and ‘4’ for Battery 
Charger. This makes the total dataset consist of 1,120 rows and 513 columns (512 for 2 
cycles of switching transient at 256 samples per cycle + 1 for class labels). 
4.5 The Proposed Co-Testing Algorithm applied to the NILM Problem 
This section outlines the proposed co-testing approach applied to the NILM problem. 
A set of wavelets needs to be chosen that are designed to extract the hidden features from 
transient signals that come from household appliances. Gillis et al. [36] designed a set of 
wavelets, the Gillis-Morsi ‘GM’ wavelets, for the purposes of extracting features from 
household appliances. By applying covariance analysis, seen in (3.10), between the 
transient signal and the GM wavelets, a matrix of similarity is formed where the index of 
the maximum value obtained corresponds to the wavelet that is most ideal to extract 
features from the transient signal. A set of four GM wavelets is obtained with each one 
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corresponding to a specific load type inside the home. Following the process of wavelet-
load signal matching, a machine learning technique is required in order to create a 
classification model. NILM is a complex problem with multiple class labels, as such multi-
class testing technique is the ideal choice of classification. However, the WT requires that 
the target signal captured be transformed using the four different wavelets in the chosen 




















Figure 4.5 – Using Wavelet Transform to Obtain Features 
As such, a multi-class machine learning algorithm cannot be used when multiple 
different WTs are required. Therefore, OAR can be applied in order to convert the multi-
class problem into multiple binary problems. Binary machine learning algorithms, such as 
DT and NB, which strongly discern between two class labels can be applied to the smaller 
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binary problems. At this point, the OAR training phase of the NILM algorithm has been 
completed and the process can be seen in Figure 4.6. 











Figure 4.6 – OAR Training Phase of NILM Algorithm 
Another classification model is required in order to convert the four binary 
classification models back into a multi-class solution. In order to do that, the features 
obtained from the WT cannot be utilized as the same problem occurs here where the WT 
produces four different set of features that cannot be used in one classification model alone. 
As such, the raw transient signal itself was utilized as the features of the multi-class 
classification model. By using the raw transient signal itself, there is no need to add more 
computational complexity by using another feature extraction technique. Since transient 
signals have distinguishing shapes, it would be ideal to choose a machine learning method 
which is capable of using this information directly. k-NN, as a lazy learner, is capable of 
using this information as it computes a distance measure between two points in high-
dimensional space. Since the distance measure being used is the Euclidean distance, every 
difference between the corresponding points will be translated into a final number. As such, 
the training phase of the multi-class portion of the NILM algorithm is seen in Figure 4.7. 
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Figure 4.7 – Multi-class Training Phase of NILM Algorithm 
Now that all the pieces of the algorithm have been laid out, the only remaining part is 
to put it all together. When a new transient signal is fed to the system and needs to be 
classified, the raw transient signal is first classified using the multi-class classifier. The 
multi-class classifier k-NN calculates the distances between the new transient signal and 
all known transient signals and forms the distance matrix. By taking the top five closest 
neighbours, a majority vote is used to see the class label which is most prevalent in the 
neighbourhood. The prevalent class label is taken as the primal classification label that 
chooses which of the four binary classification models will be used to predict the final 
classification label. For example, if the multi-class classifier chooses class ‘3’ as the label, 
the class ‘3’ binary classification model is used to help identifying whether or not this new 
transient signal is actually class ‘3’. The corresponding class ‘3’ wavelet is used in the WT 
along with the transient signal and the features are classified using the class ‘3’ binary 
classification model. The output of the classification model will be positive, the transient 
is class ‘3’, or negative, the transient is not class ‘3’. In this manner, the strengths of OAR 
are still apparent as the powers of the strong binary discriminators are present, and the 
problem of having multiple binary classifiers provide positive is solved. The preliminary 
multi-class classifier allows for the ability to reduce computational complexity, by 
removing the necessity to compute four WTs down to only one WT, and to limit the 
classification output to only one result. This method of training and classification is the co-
testing classification described in Section 3.3.3. 
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Figure 4.8 – Proposed NILM Algorithm 
Now that the NILM algorithm has been created, a method is required to test it 
rigorously. Monte Carlo Method along with k-fold cross validation are utilized in tandem 
to test the adaptability of the classification models. A known method of randomly splitting 
the dataset into smaller subsets is k-fold cross validation. By choosing a value for the 
parameter k, the k-fold cross validation algorithm uses the dataset as a whole and splits it 
equally into k smaller subsets. These smaller subsets are used for either training or testing 
depending on the current iteration of k-fold. This method allows for the classification 
model to be trained with a set of transients, and tested with another set of transients never 
seen before. By repeating this k number of times, where all subsets have been used as a 
testing set once, an average classification accuracy is obtained that shows the robustness 
of the classification models being generated. Monte Carlo Method [70] is a technique 
which was introduced in 1,949 as a way to solve complex problems of stochastic nature. 
By randomly selecting a set of inputs from the stochastic set, and repeating this process a 
large number of times, a solution can be obtained by averaging the results over all 
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iterations. In [36], a k value of ten is used for k-fold cross validation and 1,000 Monte Carlo 
iterations were determined to be sufficient for robust testing of the classification models. 
The Machine Learning Toolbox [71] in MATLAB [72] was utilized as the programming 
language in order to create the classification models necessary. Additionally, code was 
written in MATLAB in order to implement Monte Carlo Method and k-fold cross 
validation required to test the proposed co-testing algorithm. 
In order to evaluate the proposed co-testing algorithm applied to the NILM problem, 
the accuracy measures introduced in [47] will show the strengths and weaknesses of the 
method. For total classification performance, the percentage accuracy measure (ACC) can 
be used to obtain the percent chance that the algorithm correctly predicted a class label. 
𝐴𝐶𝐶% =
𝑇𝑃 + 𝑇𝑁
𝑃 + 𝑁 ×100 
(4.1) 
Where true positive (TP) is the amount of positive cases correctly classified, true negative 
(TN) is the amount of negative cases incorrectly classified, P is the total amount of positive 
cases, and N is the total amount of negative cases. In order to evaluate the classifier on its 
positive classification rate, the True Positive Rate (TPR) measure can be used. Seen in 
(4.2), this metric shows just how strong the binary discriminators are at correctly 
identifying positive class labels. On the other hand, to see a classifier’s negative 
classification rate, the True Negative Rate (TNR) measure can be used. Seen in (4.3), this 












Using these accuracy measures and the Monte Carlo Method, a testing algorithm can be 
used so that the NILM algorithm is tested and analyzed thoroughly using the accuracy 
measures defined. The testing algorithm is seen in Figure 4.9, which is a combination of 
all the components described in this section. Monte Carlo iterations is set at 1,000 and k-
fold cross validation is set to split the data into ten subsets each iteration. This way the 
dataset is split in a completely random manner each time and the randomness is necessary 
as this attempts to reproduce the stochastic environment of the electrical grid. Once the 
dataset has been split into ten subsets, a loop is run which sets one of the subsets aside for 
testing and uses the remaining subsets for training. The training subsets are used to train 
the co-testing classifier and consequently the performance of the trained model is evaluated 
using the testing subset. This loop is repeated ten times until each subset has been used 
once. The average accuracy is calculated after ten repetitions and this concludes one 
iteration of the Monte Carlo Method. This is repeated 1,000 times and at the end the average 
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In order to test the proposed NILM algorithm, a test system was set-up which was 
capable of producing a dataset of rigorous test cases. This system was able to capture the 
current waveform of the entire system from a single point to emulate the goal of NILM. As 
such, a test system was constructed, as depicted in  
Figure 4.3, which consisted of a calibrated programmable AC source that provides 
clean voltage to the four significant load types present in literature. A Wi-Fi connected 
electronic switch is connected to each load to enable automation through a Python script 
on the computer. In order to capture the current waveform, a current transformer was 
connected to an A/D converter that captures the current waveform at 15.36 kHz which was 
stored on the computer as a csv file. 
To rigorously test and evaluate the robustness of the NILM algorithm, the dataset 
generated included voltage fluctuations and harmonic distortions and therefore the test 
system will generate a set of load transients at varying voltages between 114V to 126V 
with 2V steps. To introduce harmonic distortions, different load combinations was included 
to introduce the harmonic injections of operational loads in the electrical circuit. Lastly, 
transient signals were seen to repeat themselves and therefore the experiment was 
replicated five times leading to a dataset of 1,120 load transients (5 replications × 32 cases 
× 7 voltage levels). By subtracting previous cycle information from the current cycle, all 
steady-state information in the current waveform is removed leaving only transient 
information. 
 Finally, the co-testing NILM algorithm was outlined along with the test method to 
ensure that the proposed method works under different operating conditions. The multi-
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class classifier   k-NN was trained with the raw transient signals of the load to perform 
preliminary classification. The purpose of this preliminary classification is to obtain the 
primal class label that will decide which binary classification model to utilize for the final 
classification. Four DT and NB classifiers were trained to generate a set of DT classifiers 
with each classifier representing one of the class labels, and the same for the NB classifiers. 
The multi-class and binary classifiers are used together to form two NILM algorithms, one 
consisting of k-NN multi-class and DT binary classifiers and the other consisting of k-NN 
multi-class and NB binary classifiers. Monte Carlo method and k-fold cross validation were 
introduced for the purposes of testing the two NILM algorithms. The dataset was split into 
ten different subsets which were used by k-fold cross validation to test the accuracy of the 
algorithm. This was repeated 1,000 times for Monte Carlo which allows for an average 




5 Experimental Results and Evaluation 
5.1 Introduction 
In this chapter, the NILM algorithm described in Chapter 4 was tested using the 
dataset that was generated from the real test system described earlier. The NILM algorithm 
is implemented using the machine learning algorithms described in Chapter 3 and the 
classification accuracies are calculated in order to evaluate the effectiveness of the NILM 
algorithm. 
5.2 One-Against-the-Rest Approach 
For comparative purposes, another NILM algorithm needs to be compared against. 
In [35], Gillis et al. used OAR as the machine learning technique and proved to have 
significant results in the upper 90% region when accompanied with the WT. By replicating 
their methodology, an equivalent result can be obtained when using the transient signals 
that were captured from the real test system. This method utilized only OAR and was 
capable of creating binary classifiers that were able to strongly identify the four different 
load types inside the household. 
5.2.1 Results 
Table 5.1 – OAR Accuracies utilizing Decision Tree 
Load Chosen Wavelet Accuracy TPR TNR 
ILB GM3.1.53 85.98 94.04 83.26 
CFL GM3.1.45 69.92 77.14 67.57 
PC GM3.1.20 91.18 95.54 89.73 
Battery GM3.1.12 58.17 85.11 49.20 







Table 5.2 – OAR Accuracies utilizing Naïve Bayes 
Load Chosen Wavelet Accuracy TPR TNR 
ILB GM3.1.53 73.62 99.17 64.99 
CFL GM3.1.45 51.39 95.85 36.75 
PC GM3.1.20 93.41 83.43 96.74 
Battery GM3.1.12 51.32 98.81 35.58 
Total  67.44 94.31 58.48 
 
5.2.2 Discussion 
The classification accuracies of OAR implemented using DT and NB separately are 
seen above in Table 5.1 and Table 5.2. The accuracy of DT and NB are seen to be 76.31% 
and 67.44% respectively. From this, DT is observed to be the better method of choice when 
compared to NB as it was capable of producing an 8.87% increase in classification 
accuracy. However, when the TPR and TNR are factored into the decision, it is apparent 
that NB is comparably better than DT at classifying positive cases, 6.35% increase, and 
DT is better than NB at classifying negative cases, 13.95%. 
In case of DT, the TPR and TNR accuracies can be seen in Figure 5.1. It is apparent 
that the TPR accuracies are substantially better than the TNR accuracies with an average 
of 87.96% and 72.43% for TPR and TNR respectively. It is clear that DT is a binary 
classifier that is capable of creating classification models that are strong at predicting 
positive cases. However, when the need to classify negative cases is required DT suffers 
tremendously in comparison. 
In case of NB, the TPR and TNR accuracies can be seen in Figure 5.2. It is apparent 
that the TNR for NB is extremely low as there is an average accuracy of 58.48% compared 
to an average of 94.31% for TPR. However, it is seen that the TNR for the PC is extremely 
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high, at 96.74%. This observation is interesting as the TNR for the other three loads is well 
below 70%. Considering the strengths of NB, as being based on the usage of probability 
theory, it is seen that the features for PC can be mapped distinctly on a Gaussian 
distribution from the other three load types. From this, it is clear that NB is a good choice 
for its positive classification strengths, but is unable to perform well for three of the load 
types under negative classification instances. 
 
Figure 5.1 – Decision Tree – OAR – True Positive Rate versus True Negative Rate 
 




Looking at the results presented for OAR, it is apparent that the method itself creates 
strong binary discriminators for both DT and NB. However, the method suffers because of 
the poor negative classification rate apparent in seven of the eight classifiers created. For 
DT, there exists a 15.53% difference between the TPR and TNR of the classifiers while an 
even greater 35.83% difference between the TPR and TNR of NB can be seen. As such, a 
robust conclusion can be made that NILM algorithms that uses OAR approach perform 
well at classifying positive cases but suffer greatly on negative cases. In order to increase 
the negative classification rate, co-testing was proposed as a method to rely more heavily 
on the positive classification powers of the binary classifiers. 
5.4 Co-Testing 
5.4.1 Results 
Table 5.3 – Co-Testing Accuracies utilizing Decision Tree 
Load Chosen Wavelet Accuracy TPR TNR 
ILB GM3.1.53 98.38 93.96 99.87 
CFL GM3.1.45 93.42 75.11 99.46 
PC GM3.1.20 98.80 95.58 99.87 
Battery GM3.1.12 95.55 84.36 99.23 
Total  96.54 87.30 99.61 
 
Table 5.4 – Co-Testing Accuracies utilizing Naïve Bayes 
Load Chosen Wavelet Accuracy TPR TNR 
ILB GM3.1.53 99.52 98.47 99.87 
CFL GM3.1.45 97.34 91.01 99.43 
PC GM3.1.20 95.69 83.15 99.88 
Battery GM3.1.12 98.33 98.25 98.35 





Looking at the results presented for co-testing, it can be seen that the overall 
classification accuracy of the method is significantly higher than OAR. There is a 20.23% 
increase in the classification accuracy in case of DT and a 30.28% increase in case of NB. 
From this, it is seen that co-testing significantly improves the classification accuracy of the 
NILM algorithm. In order to see exactly how co-testing improves upon OAR, the TPR and 
TNR can be analyzed. When looking at the TPR of the two methods, it can be seen that 
there is actually a -0.66% decrease for DT and a -1.58% decrease for NB. This decrease in 
the TPR is attributed to the misclassification that occurs in the primal classification stage. 
During preliminary class label classification, k-NN was used to predict the primal class 
label which decides which binary classifier to use to predict the final class label. As such, 
a classification accuracy is also associated with k-NN which where the decrease in the TPR 
for the binary classifiers is seen. When k-NN predicts the primal class label incorrectly, the 
improper binary classifier was chosen as the final classifier. As a consequence of the false 
primal class label, the binary classifier which would’ve classified positively did not see the 
new case and therefore didn’t perform the proper classification. As such, the TPR of the 
binary classifier decreases as it wasn’t able to perform the positive classification required. 
However, the TNR of the two methods can be seen to have a 27.18% and 40.9% increase 
for DT and NB respectively. This significant improvement implies that the co-testing 
method of classification was capable of increasing the negative classification accuracy by 




Figure 5.3 – Decision Tree – Co-Testing – True Positive Rate versus True Negative Rate 
 
Figure 5.4 – Naïve Bayes – Co-Testing – True Positive Rate versus True Negative Rate 
5.5 Summary 
After applying the proposed NILM algorithm on the set-up test system, the 
classification accuracies obtained were presented and discussed. Three different accuracy 
metrics were analyzed to further understand the differences between OAR methods and the 
proposed co-testing classification approach. In order to obtain accuracies to compare 
against, the OAR methodology present in [35] was replicated and evaluated on the same 
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test system as co-testing. This allowed for a fair comparison between both methods to be 
seen. 
Looking at the accuracies obtained for OAR, seen in Figure 5.1 and Figure 5.2, it can 
be observed that the TPR accuracies for seven out of eight classifiers of DT and NB were 
significantly higher than their TNR counterparts, around ~90% for TPR compared to ~60% 
for TNR. This shows that the OAR methodology is capable of creating binary classifiers 
that are powerful at classifying positive cases but suffers when classifying negative cases. 
The one classifier, PC for NB, showed an exceptionally high degree of accuracy in both 
TPR and TNR. This observation shows that the transient signature of PC can be mapped 
distinctly on a Gaussian distribution. The overall classification accuracies of the OAR 
methodology is 76.31% for DT and 67.44% for NB. 
When co-testing is applied, the overall classification accuracies seen are significantly 
higher where an accuracy of 96.54% is observed for DT and 97.72% for NB. Looking to 
the TPR and TNR accuracies, it can be seen that the TPR accuracies are slightly lower than 
previously seen, -0.66% decrease for DT and a -1.58% decrease for NB. This decrease in 
classification accuracy is present because of the introduction of the k-NN classifier used 
for primal class label classification. As a result of this, the misclassification rate of k-NN 
impacts the performance of the binary classifiers. The greatest change in classification 
accuracy is present in the TNR, where there is a 27.18% increase for DT and 40.9% 
increase for NB. This shows that co-testing is a classification approach which is capable of 




6 Conclusion and Recommendations 
6.1 Conclusion 
In this thesis, different machine learning techniques were studied in the context of 
NILM. A state-of-the-art literature review was presented in which the strengths and 
weaknesses of previously implemented algorithms were highlighted. The NILM method 
breaks down into two main categories which rely on different information from the 
electrical circuit: steady-state analysis and transient analysis. In steady-state analysis, it 
was seen that the power measures obtained were insufficient in providing enough 
distinguishing features. Therefore, a strong focus was applied to transient methods which 
were capable of extracting distinguishing features that could identify the switching of 
individual loads. Through literature, the STFT and WT were compared against one another 
to see which method was capable of producing the most distinct features. It was seen that 
the WT has more capabilities for feature extraction as it was capable of breaking down the 
electrical signal into different low and high frequency components, providing a variable 
size window, and possessing a large library of wavelet functions. The different machine 
learning techniques presented in the literature applied to NILM were examined. Their 
computation complexity, transparency of design, and overall classification strengths were 
analyzed to compare which method was feasible and effective to implement in a real world 
application. Afterwards, this thesis focused on applying the WT with a new classification 
approach named co-testing. 
Co-testing was introduced as a classification approach to improve the classification 
accuracies of binary classification approaches. By combining aspects of multi-class 
classification with string binary classifiers, a classification approach was proposed which 
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would rely more heavily on the strengths of each binary classifier. Using this method, the 
weaknesses of the binary classifiers were mitigated and the overall classification accuracy 
can be increased. As binary machine learning classifiers, DT and NB were chosen, with k-
NN being chosen as the multi-class classifier. Combined, the k-NN classifier provided a 
primal class label which was used to choose the binary classifier that would predict the 
final class label. 
In order to test the proposed method, a real test system was built to obtain the necessary 
dataset. Four load types were chosen to represent the different types of appliances inside 
the household and a program was written to automate the collection of turn-on transients. 
A programmable alternating current source was used to allow for the changing of voltage 
levels to create different operating environments for the loads. Monte Carlo Method was 
applied along with k-fold cross validation to test the proposed algorithm rigorously. 
In the case of NB, a final classification accuracy of 97.72% was observed when 
employing co-testing classification. When comparing to previous NILM methods in 
literature using solely OAR, the accuracy obtained was only 67.44%. This difference of 
30.28% shows that the co-testing classification approach was able to significantly improve 
the results obtained from the binary classifiers trained using the OAR approach previously 
seen in literature. 
6.2 Recommendations 
Through the work completed in this thesis, a recommendation can be given to 
advance the field of NILM. In order to have a feasible NILM approach to implement in a 
real world application, the hardware required has to be limited to inexpensive equipment. 
NILM methods in literature which have sampling frequencies in the MHz range require 
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expensive hardware and as such are impractical methods to propose for commercial 
applications. Therefore, research should focus on creating or improving methods that rely 
on sampling frequencies less than 30.72 kHz as the price of A/D hardware drops 
significantly after 50 kHz. Furthermore, as NILM is the concept of monitoring an electrical 
circuit from a single point outside of a household, the ideal place for this hardware to exist 
would be at the smart meter. Since the smart meter already exists outside of the home for 
the purposes of recording energy usage, it is the ideal place for this extra hardware to exist 
without intruding the homeowner. Future smart meters should incorporate this into their 
design to allow for higher sampling frequencies and an onboard microcontroller to allow 
for analysis work to be done from the smart meter. 
6.3 Future Work 
Through the completion of the work outlined in this thesis, more work can be applied 
to further improve upon the methods proposed. Co-testing was presented as a method 
which was capable of significantly improving the negative classification rate of binary 
classifiers. However, the method was introduced as a method of improving the TNR of 
OAR trained binary classifiers. A new binary classification method can be introduced 
which will significantly increase the TPR accuracy of the binary classifiers. Through the 
usage of different binary classifiers or introducing a new classification approach, the 
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