In this paper we develop an efficient Monte Carlo algorithm for estimating the expected information gain that measures how much the information entropy about uncertain quantity of interest θ is reduced on average by collecting relevant data Y . The expected information gain is expressed as a nested expectation, with an outer expectation with respect to Y and an inner expectation with respect to θ. The standard, nested Monte Carlo method requires a total computational cost of O(ε −3 ) to achieve a root-mean-square accuracy of ε. In this paper we reduce this to optimal O(ε −2 ) by applying a multilevel Monte Carlo (MLMC) method. More precisely, we introduce an antithetic MLMC estimator for the expected information gain and provide a sufficient condition on the data model under which the antithetic property of the MLMC estimator is well exploited such that optimal complexity of O(ε −2 ) is achieved. Furthermore, we discuss how to incorporate importance sampling techniques within the MLMC estimator to avoid so-called arithmetic underflow. Numerical experiments show the considerable computational savings compared to the nested Monte Carlo method for a simple test case and a more realistic pharmacokinetic model. = g ξ (θ) + ǫ (i) for i = 1, . . . , N e ,
Introduction
The motivation for this research comes from construction of optimal Bayesian experimental designs, for which the so-called expected information gain has been often employed as a quality criterion of experimental designs, see for instance [4, 18, 13, 14, 1] . Let θ be a (possibly multi-dimensional) random variable which represents the uncertain quantity of interest. By collecting relevant data Y ξ (which is again possibly multi-dimensional) through carrying out some experiments under an experimental setup ξ, one can expect that the uncertainty of θ, measured by the information entropy, can be reduced. The aim of Bayesian experimental designs is to find an optimal experimental setup ξ * such that the expected amount of the information entropy reduction about θ is maximized.
In what follows, we give a formal definition of the expected information gain for a particular experimental setup ξ. The information entropy of θ before collecting data Y ξ is given by
where p(θ) denotes the prior probability density function of θ, and the expectation is taken with respect to the same p(θ). On the other hand, after collecting data Y ξ , the conditional information entropy of θ is
where p(θ | Y ξ ) denotes the posterior probability density function of θ given Y ξ and the expectation here is taken with respect to p(θ | Y ξ ) instead of p(θ). Thus the expected conditional information entropy of θ by collecting data Y ξ is
Now the expected information gain measures the average amount of the reduction of the information entropy about θ by collecting data Y ξ , and is defined by the difference
Here the inner expectation appearing in the right-most side is nothing but the Kullback-Leibler divergence between p(θ) and p(θ | Y ξ ). In the context of Bayesian experimental designs, it is considered that the larger the value of U ξ , the more informative the data Y ξ is about θ and thus the better the experimental design ξ is. This is why the expected information gain is used as a quality criterion of experimental designs. Let us consider the following data model:
where the function g ξ represents the deterministic part of the model response which depends on θ and ξ, and ǫ denotes the stochastic part of the model response, i.e, the measurement error. It is often the case where ǫ is assumed to be zero-mean Gaussian with covariance matrix Σ ǫ . Throughout this paper we assume that the prior probability density function of θ, the function g ξ , and the probability distribution of ǫ are given. As considered in [13, 14, 1] , this data model can be extended to allow the repetition of experiments as
where N e is the number of repetitive experiments and ǫ (i) are independent and identically distributed (i.i.d.) measurement errors. This extended model, however, can be easily rewritten into the form of (2) by concatenating
) ⊤ with a suitable choice of g ξ and ǫ. Thus we stick to the original model (2) in this paper. Moreover, since we shall consider a fixed experimental setup ξ, we omit the subscript ξ and simply write g, Y, U etc. when distinguishing different ξ's is not important.
The aim of this paper is to develop an efficient Monte Carlo algorithm for estimating the expected information gain U . In the next section, we introduce the standard, nested Monte Carlo method as a classical algorithm to estimate U , and give a brief review of the relevant literature. Then in Section 3, after introducing the concept of a multilevel Monte Carlo (MLMC) method, we construct an MLMC estimator for U as an alternative, more efficient algorithm. We prove under a sufficient condition on the data model that the MLMC estimator can estimate U with a root-mean-square accuracy ε by the optimal computational complexity O(ε −2 ). (Here and in what follows, the difference between the noise ǫ and the accuracy ε should not be confused.) Moreover we discuss how to incorporate importance sampling techniques within the MLMC estimator, which might be quite useful in practical applications. Numerical experiments in Section 4 confirm the considerable computational savings compared to the nested Monte Carlo method not only for a simple test case but also for a more realistic pharmacokinetic model adapted from [17] .
Nested Monte Carlo
The nested Monte Carlo (NMC) method is the most standard approach to estimate the expected information gain [18, 13, 1, 16] . Given the data model (2) , it is straightforward to generate i.i.d. random samples of Y given a particular value of θ and also those of Y itself. Besides, since Y − g(θ) follows the probability distribution of ǫ, it is easy to compute p(Y | θ) for given θ and Y . On the other hand, it is usually hard to generate i.i.d. random samples of θ given a particular value of Y and to compute p(θ | Y ) and p(Y ) for given θ and Y .
Based on this fact, we use Bayes' theorem
to rewrite the expected information gain U (1) into
With this form of U , the NMC estimator for the expected information gain is given by
for M, N > 0, where θ (n,0) , θ (n,1) , . . . , θ (n,m) denote i.i.d. random samples of θ, and Y (n) denotes a random sample of Y generated conditionally on θ (n,0) . In [18] , Ryan showed that the bias and the variance of the NMC estimator are of O(M −1 ) and of O(N −1 ), respectively. Since the mean square error of the NMC estimator is given by the sum of the variance and the squared bias, U can be estimated with a root-mean-square accuracy ε by using N = O(ε −1 ) and M = O(ε −2 ) samples. Assuming that each computation of g, which is necessary for calculating p(Y | θ), can be performed with unit cost, the total computational complexity is N (
Much more recently, in [1] , Beck et al. provided a thorough error analysis of the NMC estimator and derive the optimal allocation of N and M for a given ε. In fact, they consider the situation where g cannot be computed exactly and only its discretized approximation g h with a mesh discretization parameter h is available. Here it is assumed that, as h gets smaller, g h approaches to g, but at the same time, the computational cost of g h increases. Therefore, their optimization deals with not only the number of samples N and M but also the parameter h. In this paper, we assume that g can be computed exactly, so that dealing with such situations is left open for future works, see Section 5.
More importantly, Beck et al. incorporated importance sampling based on the Laplace approximation from [14] within the NMC estimator. This approach is quite useful in reducing the number of inner samples M substantially and also in mitigating the risk of so-called arithmetic underflow : when p(Y | θ) (as a function of θ for a fixed Y ) is highly concentrated around a certain value of θ, the Monte Carlo estimate of the inner expectation
appearing in (4) can be numerically zero. Taking the logarithm of 0 of course returns error. This can happen in practice especially for small M . Therefore, it is desirable to apply a change of measure such that most of the samples of θ are concentrated properly depending on Y (n) , which is exactly what the Laplace-based importance sampling aims to do. We note, however, that using importance sampling does not improve the order of computational complexity, so that the necessary cost of O(ε −3 ) remains unchanged.
Multilevel Monte Carlo

Basic theory of MLMC
In order to reduce the total computational complexity from O(ε −3 ) to O(ε −2 ), we consider applying a multilevel Monte Carlo (MLMC) method [5, 6] . The MLMC method has already been applied to estimate nested expectations of the form
for independent random variables X and Y , where an outer expectation is taken with respect to Y and an inner one is taken with respect to X, see [3, 6, 7, 8] . In particular, the case where f is smooth has been briefly discussed in [6, Section 9] . In this paper we make a rigorous argument when f is a logarithmic function. Before introducing an MLMC estimator for the expected information gain, we give an overview of the MLMC method. Let P be a random output variable which cannot be sampled exactly, and let P 0 , P 1 , . . . be a sequence of random variables which approximate P with increasing accuracy but also with increasing cost. The problem here is to estimate E[P ] efficiently.
For L ∈ Z >0 we have the following telescoping sum
The standard Monte Carlo method estimates the left-hand side directly by
The mean square error of Z MC is given by the sum of variance and squared bias:
The MLMC method, on the other hand, independently estimates each term on the right-hand side of (5) . In general, if we have a sequence of random variables
the MLMC estimator is given by
The mean square error of Z MLMC is
For the same underlying stochastic sample, P ℓ and P ℓ−1 can be well correlated and thus V[Z ℓ ] is expected to get smaller as the level ℓ increases. This means that, in order to estimate E[Z ℓ ] with a fixed root-mean-square accuracy, the necessary number of samples N ℓ decreases as ℓ increases, and, as a consequence, most of the number of samples are allocated on smaller levels for estimating E[P L ]. Since the cost for each computation of Z ℓ is assumed to be cheaper for smaller ℓ, the overall computational cost can be significantly reduced compared to the standard Monte Carlo method.
In his seminal work [5] , Giles made this observation explicit as follows, see also a recent review [6] :
Let P be a random variable and let P ℓ denote the corresponding level ℓ approximation of P . If there exist independent random variables Z ℓ with expected cost C ℓ and variance V ℓ , and positive constants α, β, γ, c 1 , c 2 , c 3 such that α ≥ min(β, γ)/2 and
then there exists a positive constant c 4 such that for any ε < e −1 there are L and N ℓ for which the MLMC estimator (8) has a mean square error less than ε 2 with a computational complexity C with bound
Remark 1. As discussed for instance in [7, Section 2.1], a computational complexity for the standard Monte Carlo estimator to have a mean square error less than ε 2 is of O(ε −2−γ/α ). Thus regardless of the values of β and γ, the MLMC estimator has an asymptotically better complexity bound than the standard Monte Carlo estimator.
MLMC estimator for expected information gains
Here we introduce an MLMC estimator for the expected information gain. First let us define a random output variable
where Y is distributed conditionally on the random variable θ of the first term. It is obvious that P cannot be computed exactly because of the expectation
appearing in the second term. We can introduce a sequence of approximations P 0 , P 1 , . . . of P with increasing accuracy but also with increasing cost as follows:
Note that the standard, nested Monte Carlo estimator (4) is essentially the same as (6) with P L given as above for a fixed L.
In what follows, let M ℓ := M 0 2 ℓ for some M 0 ∈ Z >0 for all ℓ ≥ 0, i.e., we consider a geometric sequence for M ℓ . Then a sequence of corrections Z 0 , Z 1 , . . . is defined as follows: Z 0 is the same as P 0 , given by
For ℓ > 0, the simplest one is
where the first M ℓ−1 random samples of θ used in the second term is also used in the first term. However, according to [9, 3, 6, 7] , we can consider a better "tight coupling" of P ℓ and P ℓ−1 . Namely, the set of M 0 2 ℓ random samples of θ used to compute P ℓ is divided into two disjoint sets of M 0 2 ℓ−1 samples to compute two realizations of P ℓ−1 , denoted by P ℓ−1 , respectively. In this way Z ℓ is given by
where
for a randomly generated Y . Because of the independence of P (a)
. Moreover, it is important that the following "antithetic" property of Z ℓ holds:
Due to the concavity of log, this Z ℓ is always non-positive when ℓ ≥ 1.
In this paper, we always consider the latter definition of Z ℓ for ℓ > 0. Our MLMC estimator for the expected information gain is given by (8) for L ∈ Z >0 and N 0 , . . . , N L ∈ Z >0 into which the above Z ℓ is substituted. It is already clear from the construction of Z ℓ that the parameter γ in Theorem 1 should be 1.
MLMC variance analysis
In this subsection we prove β > γ for Z ℓ defined in (10) , meaning that our MLMC estimator is in the first regime of Theorem 1, so that the total computational complexity is O(ε −2 ).
In order to prove the main theorem below, we need the following results.
Lemma 1. Let X be a random variable with zero mean, and let X N be an average of N i.i.d. samples of X. If E[|X| p ] is finite for p ≥ 2, there exists a constant C p depending only on p such that
Lemma 2. Let X > 0 be a positive random variable with mean µ such that E[X 2 ] < ∞, and let X N be an average of N i.i.d. samples of X. Let ρ be a probability density function of X and assume that there exist a non-increasing function g > 0 and a constant 0
holds. Then, the probability density function of X N , denoted by ρ N , satisfies
Proof. We prove the lemma by induction on N . Since the result is trivial when N = 1, let us assume N ≥ 2. Consider the decomposition N = N 1 + N 2 such that N 1 , N 2 ∈ Z >0 and 1/2 < N 1 /N 2 < 2. Note that such a decomposition is always possible for any N ≥ 2. Using the identity N X N = N 1 X N1 + N 2 X N2 for independent X N1 and X N2 , the convolution of probability density functions gives
Since it is assumed that 1/2 < N 1 /N 2 < 2, for any 0 < y < ξ 0 µ, we have
It follows from this fact, the concentration inequality given in [15, Theorem 2.1] (see also [2, Chapter 2.5.2]) and the induction assumption that
which completes the proof of the lemma. Now we prove: 
and that there exists p * ≥ 0 such that
for all 0 ≤ p ≤ p * . Then we have
Proof. Using the antithetic property (11), we have
Applying Jensen's inequality gives
In what follows, we show a bound on the expectation of the last term of (14) .
For a particular value of Y , we denote the probability density function of
As the mean of the random variable p(Y | ·)/p(Y ) (for a fixed Y ) equals to 1, the assumption (12) and Lemma 2 ensure the existence of a positive constant I 0 such that, for any Y , the first term of (15) is bounded as
.
Since e x ≥ x 2+2p * /Γ(3 + 2p * ) holds for p * ≥ 0 and any x ≥ 0, where Γ denote the gamma function, we further have
when M 0 2 ℓ > 1, where we used Hölder's inequality in the second inequality.
For any x ≥ ξ 0 with 0 < ξ 0 < 1/3, we have
from which the second term of of (15) is bounded as
where we used Lemma 1 in the last inequality. Taking an outer expectation with respect to Y , based on the assumption (16), we obtain a bound on the expectation of the last term of (14):
Since similar bounds exist for the expectations of the first two terms of (14), we obtain a bound on the variance of Z ℓ :
A bound on the expectation of Z ℓ can be shown in a similar manner.
Remark 2. As is clear from the proof, the "left-tail part", i.e., the first term of (15), decays sufficiently fast and is negligible as compared to the remaining part when p * > 1/2, whereas the situation becomes opposite when p * < 1/2.
Remark 3. This theorem proves the parameters α and β appearing in Theorem 1 should be α = 1 and β = 1+min(1, 2p * ), respectively. Since we have γ = 1, our MLMC estimator is in the regime β > γ whenever p * > 0, implying that the optimal computational complexity of O(ε −2 ) can be achieved for estimating the expected information gain U . As mentioned in Remark 1, the standard (nested, in this case) Monte Carlo method only achieves the complexity of O(ε −2−γ/α ).
Since α = γ = 1, we recover the results of [18, 1] .
Incorporating importance sampling
In practice, it might be the case where p(Y | θ), as a function of θ for a fixed Y , is highly concentrated around a certain value of θ. If i.i.d. random samples of θ are distributed outside the concentrated region, the Monte Carlo estimates p(Y | ·) (a) , p(Y | ·) (b) and p(Y | ·) can be numerically zero in computers. This issue is called arithmetic underflow [1] . If this happens, computers return error because we take the logarithm of 0 for computing Z ℓ . To avoid this issue, we incorporate importance sampling into the MLMC estimator.
Let q(θ | Y ) be an importance distribution of θ which satisfies q(θ | Y ) > 0 whenever p(θ) > 0. For a given Y , we have the following identity
so that the expected information gain U becomes
The corresponding random variables P ℓ and Z ℓ used in the MLMC estimator are replaced bŷ
respectively, where the averages are taken with respect to i.i.d. random samples of θ ∼ q(· | Y ) for a randomly chosen Y . 
for all 0 ≤ p ≤ p * . Then a similar proof to that used in Theorem 2 goes through and we obtain
Hence the MLMC estimator with importance sampling still achieves the computational complexity of O(ε −2 ) whenever p * > 0.
The question is how to construct an importance distribution q(θ | Y ) depending on each particular problem. The common guideline is to find a good approximation of the posterior distribution p(θ | Y ). The Laplace approximation method, which has been recently studied in [14, 1] for estimating the expected information gain, is a method to approximate p(θ | Y ) by a (multivariate) Gaussian distribution: when the data Y is generated conditionally on the known value of θ = θ * , the Laplace method approximates p(θ | Y ) by a Gaussian distribution N (θ,Σ), for instance, witĥ
Here we defined J(θ) := −∇ θ g(θ), H(θ) := −∇ θ ∇ θ g(θ), and E ǫ := Y − g(θ * ). We refer to [14, 1] for details. It is clear that we need to compute the firstorder and second-order derivatives of g with respect to θ. When their analytical computations are not available, one may approximate them by finite differences.
Numerical experiments
Two examples are presented here to demonstrate the efficiency of our MLMC estimator by comparing the numerical performance with that of the NMC estimator. In order to avoid arithmetic underflow, we always use the Laplace-based importance sampling within both the MLMC and the NMC estimators. The first example is a simple test case where the analytical value of U is available, while the second one is based on a more realistic pharmacokinetic (PK) model adapted from [17] . Throughout all the experiments, we set M 0 (the number of inner samples at level 0) to be 1.
Simple test case
Let θ be a vector in R p and consider the following linear data model:
where A ∈ R q×p and Y, ǫ ∈ R q . We assume that the prior distribution of θ is given by the multivariate Gaussian distribution N (µ θ , Σ θ ) and the noise ǫ follows N (0, Σ ǫ ). Allowing to repeat experiments N e times, the expected information gain for this model can be evaluated analytically as
where I denotes the identity matrix of size q × q.
In what follows, we set p = 2, q = 3, µ θ = (1, 0) ⊤ ,
For this parameter setting, the analytical values of U for the cases N e = 1 and N e = 10 are 4.4574 and 6.6642, respectively. The numerical results for the case N e = 1 are shown in Fig. 1 . The left top plot shows the behaviors of the mean values of both P ℓ and Z ℓ , where the means are estimated empirically by using 2 × 10 4 random samples for each level. Note that the logarithm of the absolute mean value in base 2 is plotted as a function of level. While the mean value of P ℓ is almost constant, the absolute mean value of Z ℓ decays geometrically fast as the level increases. The slope of the line for Z ℓ is −0.93, which means α = 0.93 and is in good agreement with Theorem 2.
The right top plot shows the behaviors of the empirical variances of both P ℓ and Z ℓ . Here we again plot the logarithm of the variance in base 2 as a function of level. While the variance of P ℓ is almost constant, the variance of Z ℓ decays geometrically fast as the level increases. The slope of the line for Z ℓ is −1.64, which means β = 1.64 and agrees well with Theorem 2. These two convergence results in conjunction with the fact γ = 1 indicate that the MLMC estimator can achieve the computational complexity of O(ε −2 ) for estimating U .
In order to confirm that this is indeed the case in practice, we run the following algorithm which is a slight modification from one described in [6, Section 3.1].
Algorithm 1.
Let ω ∈ (0, 1) be a user-specified parameter. For a target rootmean-square accuracy ε, start with L = L 0 and give an initial number of samples N * for all the levels ℓ = 0, . . . , L. Until extra samples need to be evaluated, repeat the following:
1. evaluate extra samples on each level.
2. compute (or update) the empirical variancesV ℓ for ℓ = 0, . . . , L.
3. define optimal N ℓ for ℓ = 0, . . . , L according to
4. test for the weak error convergence |E[Z L ]|/(2 α − 1) ≤ √ ωε, where we use the empirical estimates for E[Z ℓ ] and α.
5.
if the weak error is not converged, let L = L + 1 and give an initial number of samples N L .
In this algorithm, the optimal allocation of N ℓ given in Item 3 is derived by minimizing the total cost L ℓ=0 N ℓ C ℓ for a fixed variance L ℓ=0 V ℓ /N ℓ = (1−ω)ε 2 . The weak error convergence test in Item 4 comes from the assumption E[Z ℓ ] ∝ 2 −αℓ , which leads to
In this way, Algorithm 1 heuristically ensures that the mean square error (9) of the MLMC estimator is bounded above by
In our experiments, we always put ω = 0.25, L 0 = 2 and N * = 10 3 . The left bottom plot of Fig. 1 shows the resulting allocation of N ℓ from ℓ = 0 to the maximum level ℓ = L for different values of ε. We see that, as ε decreases, the maximum level L increases so as to satisfy the weak error convergence. As expected, for any ε, N ℓ decreases geometrically as the level increases, i.e., most of the samples are allocated on the coarser levels. The right bottom plot compares the total cost required for the MLMC estimator to have the root-mean-square accuracy less than ε with that for the NMC estimator.
Here the total cost for the NMC estimator is computed by
for the same maximum level L with the MLMC estimator, so that the mean square error (7) of the NMC estimator is bounded above by ε 2 . As the theoretical result predicted, we see that the total cost of the MLMC estimator is of O(ε −2 ), whereas that of the NMC estimator is of O(ε −3 ). For ε = 5 × 10 −4 , the MLMC estimator is more than 380 times more efficient. The estimated U is 4.458, which agrees quite well with the analytical value.
As shown in Fig. 2 , even for the case N e = 10, similar convergence behaviors of the mean value |E[Z ℓ ]| and the variance V[Z ℓ ] are observed. In this case, the estimated values of α and β are 0.99 and 1.97, respectively. For ε = 5 × 10 −4 , the MLMC estimator achieves the computational saving of a factor more than 50. The estimated U is 6.664, which agrees well with the analytical value.
Pharmacokinetic model
Let us consider a more realistic example which is adapted from the PK model used in [17, Example 3] . Suppose that a drug is administrated to subjects. In order to reduce the uncertainty about a set of PK parameters, which affect the absorption, distribution and elimination of the drug in the subjects' body, it would be helpful to take blood samples of the subjects at several different times and to measure the concentration of drug in the samples.
In the data model (2) considered in this paper, θ is a set of PK parameters, ξ is a set of blood sampling times after the administration of the drug, denoted by ξ = (t 1 , . . . , t J ), and Y = (Y 1 , . . . , Y J ) is a vector of the measured drug concentration at times t = t 1 , . . . , t J . Following [17] , let θ = (k a , k e , V ) ∈ R 3
>0
with k a being the first-order absorption constant, k e the first-order elimination constant, V the volume of distribution. The drug concentration at time t j , where hour is used as a unit, is modeled as
with the white noise ǫ ∼ N (0, 0.01). The difference from the original model in [17] is that we remove one noise term whose variance depends on the value of g tj for simplicity. The prior probability distributions of k a , k e and V are assumed independent and given by log k a ∼ N (0, 0.05), log k e ∼ N (log 0.1, 0.05) and log V ∼ N (log 20, 0.05), respectively. Regarding the experimental setup ξ, we follow [17] and consider three different blood sampling schemes with all J = 15: Table 1 , we summarize these results. In our problem setting, the expected information gain for the geometric-scheme sampling ξ 3 is slightly larger than that for the beta-scheme sampling ξ 1 , which itself is larger than that for the even-spacing-scheme sampling ξ 2 . Thus ξ 3 is the best experimental setup among these three. There may exist a better experimental setup yielding a larger U , although such an investigation is beyond the scope of this paper. 
Conclusion
In this paper we have developed an MLMC estimator for the expected information gain, which is one of the most important quality criteria of Bayesian experimental designs. Under a sufficient condition on the data model, we prove that our MLMC estimator achieves the computational complexity of O(ε −2 ), which compares favorably with that of the nested Monte Carlo estimator, which is O(ε −3 ). Combining importance sampling techniques with the MLMC estimator is straightforward and is quite helpful not only in reducing the variance of the corrections Z ℓ but also, as shown in [1] , in mitigating the risk of arithmetic underflow. Numerical experiments support our theoretical result.
We leave the following issues open for future research:
• an extension to the situation where the function g can only be evaluated approximately. As studied in [1] , in engineering applications, it is often the case that g is a functional of the solution of partial differential equations and only approximate values of g from finite difference or finite element approximations are available. As a natural extension of this paper, a multi-index Monte Carlo method [12] is expected to work well in such situations.
• the use of quasi-Monte Carlo (QMC) sampling instead of i.i.d. random sampling. The idea behind QMC sampling is that by distributing samples more uniformly or evenly over the domain, i.e., by generating "lowdiscrepancy" points or sequences, the rate of convergence for estimating expectations is to be improved. There are some works which combine QMC sampling with MLMC, see for instance [10, 11] . It is expected to achieve additional computational savings also in the current application.
• a combination with an optimization algorithm to find optimal Bayesian experimental designs. The ultimate goal in this direction of research would be to efficiently construct optimal Bayesian experimental designs. In this paper, we only dealt with an estimation of the expected information gain for a given experimental setup. Combining the MLMC estimator with an optimization algorithm would be a promising approach to attain this goal. 
