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ABSTRACT 
The transfer matrix approach allows one to exhibit fairly easily fundamental 
invariants of multivariable systems under the action of transformation groups. These 
transformation groups include the classical state feedback, state, and input changes of 
coordinates. Then the solvability of numerous classical control problems (e.g. decou- 
plability, disturbance rejection, model following) can be expressed directly in terms of 
these invariants. In this expository paper we present in a unified way three lists of 
feedback invariants related to the infinite behavior of linear systems. These invariants 
turn out to be crucial in studying feedback decoupling problems. The main tools for 
this study are factorization of transfer matrices over the P.I.D. of proper rational 
functions. When dealing with stability we factor transfer matrices over the P.I.D. of 
proper rational stable functions. We illustrate the use of these invariants by studying 
some decoupling problems. 
I. INTRODUCTION 
The aim of this expository paper is to exhibit some structural properties of 
linear systems, to introduce recently defined feedback invariants, and to 
apply these to solving some decoupling problems in a unified way. Most of 
the results presented here have been obtained with C. Comma&; see [ 11, 14, 
29, 301. Since 1970 there has been considerable interest in the study of 
multivariable systems zeros. Finite zeros have been defined by using different 
approaches: factorization of transfer matrices, the system matrix formulation, 
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and the geometric approach; see [l-6]. Following a basic procedure proposed 
by McMillan [7], many authors have defined the infinite zeros of a rational 
matrix [l, 8-111. Using [12], the infinite structure has been defined also via 
the system matrix pencil [13] or purely geometrically [ 141. Some related 
factorizations at infinity have also been studied [ll, 15-201. 
We present in a unified way three lists of feedback inuariants related to 
the abovementioned infinite behavior of linear systems: 
(1) The infinite structure of the system transfer matrix. 
(2) The infinite structure of each system transfer matrix row. 
(3) The essential orders. 
When dealing with stability we will introduce three other lists related to the 
finite behavior of the system. 
The main tools for this study are factorizations of proper rational transfer 
matrices over useful rings such as the P.I.D. of proper rational functions or 
proper rational stable functions. We will use mainly: 
(1) Hermite forms, which are the simplest triangular forms achievable by 
right multiplication with unimodular matrices. 
(2) Smith forms, which are the simplest diagonal forms achievable by left 
and right multiplication with unimodular matrices. 
The use of these factorizations allows us to exhibit quite easily the abovemen- 
tioned fundamental feedback invariants of the system transfer matrix. 
In this paper we will use these invariants to solve some decoupling 
problems in a unified way. For authoritative references representing impor- 
tant steps in the development of decoupling theory see [21-241. We will 
consider static or dynamic state feedback decoupling compensators with or 
without singular input transformations, putting together the results of [25-301. 
The paper is organized as follows. 
In Section 2, we briefly recall some mathematical tools concerning 
factorizations of transfer matrices over the P.I.D. of proper rational functions. 
We give some preliminaries concerning feedback and introduce some feed- 
back invariants. 
Section 3 is devoted to the state feedback decoupling problem; necessary 
and sufficient decoupling conditions are given in terms of the abovemen- 
tioned invariants. 
In Section 4 we present factorizations of transfer matrices over the P.I.D. 
of proper rational stable functions. We introduce other feedback invariants 
and solve the state feedback decoupling problem with stability. 
Some concluding remarks end the paper. 
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II. FEEDBACK INVARIANTS 
II. 1. Preliminaries 
Let R(s) be the field of rational functions. A rational function f(s) = 
n(s)/d(s) is said to be proper [strictly proper] if deg d(s) >, deg n(s) 
[deg d(s) > deg n(s)], where deg n(s) denotes the polynomial degree 
of n(s). 
Denote by R,(s) the ring of proper rational functions, and by Rgxm( s) 
the set of proper rational p X m transfer matrices. 
The units (invertible elements) of the ring Rzx “( s) are called bicausal 
matrices and are characterized by the property that B(s) is a bicausal matrix 
if and only if 
det[ lim B(s)) # 0. 
S+M 
In the sequel, we will need Smith forms of proper rational transfer matrices 
over the ring of proper rational functions. We introduce a factorization at 
infinity which was studied in [8, 11, 191. 
DEFINITION 1. Let T(s) be a p X m rational matrix. A Smith-McMillan 
factorization at infinity of T(s) is a factorization of the form 
T(s) = ~1(4w~2w 
with B,(s) and B,(s) bicausal matrices and 
A(4 = o o > 
[ I A.(s) 0 
where A(s)=diag(s”l,..., s”r). The integers ni are assumed to be decreas- 
ingly ordered. 
A bicausal matrix possesses neither poles nor zeros at infinity. One then 
has the following: 
THEOREM 1. Let T(s) be a p X m rational matrix. Then there exist 
Smith-McMillan factorizations at infinity of T(s). Moreover A(s) is uniquely 
defined, with r = rank T(s). When n, is negative, - n, is an infinite zero 
order of T(s); when ni is positive, ni is an infinite pole order of T(s). 
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Notice that when T(s) is proper R(s) coincides with the Smith form of 
T(s) over the P.I.D. of proper rational functions. When T(s) is proper, the 
r+‘s are negative; in this case the negatives of the rri’s are the infinite zero 
orders of T(s). The nonuniqueness of these factorizations is characterized in 
[ 111 via a multiplicative group of bicausal isomorphisms. 
We will also need Hermite forms over the ring of proper rational 
functions. One has the following theorem [16]. 
THEOREM 2. Let T(s) be a p X m surjective proper rational matrix. T(s) 
can be factorized as T(s) = H(s)B(s) where B(s) is a hicausal matrix and 
H(s) = [ @s),O] > 
0 
hij = yij/sk”, kij < ti, k, j are positive integers, and {,j are polynomials. 
H(s) is uniquely defined by T(s) and is called the Hermite form of T(s) 
over the P.I.D. of proper rational functions. 
For simplicity we assume in Theorem 2 that T(s) is sujective [full row 
rank over R(s)]. Define Z(s) = I?-‘(s). Z( s coincides with the interactor ) 
of [18]. 
We define now, as in [28], the column rank at infinity of a rational matrix. 
DEFINITION 2. Let T(s) be a p X m rational matrix. Denote by T( s ) the 
ith column of T(s). Define the integers 7; such that 
lim T,(s)s-C = ti, 
s 4 a 
where ti is a nonnull constant vector when 7;(s) is nonnull. When q(s) = 0 
we define r, = - cc and t, = 0. 
The column rank at infinity of T(s) is defined as the rank (over the real 
field) of the matrix T = [tl,. . . , t,]. 
When T,(s) is nonnull, if r, is negative, then - 1; is the infinite zero order 
of TJ s); otherwise ri is the infinite pole order of T,(s). 
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A Smith-McMillan 
= $ s;]. 
factorization at infinity is 
[ “; ;I[ so1 sY!d] = W)A(s). 
The system with transfer matrix T(s) possesses two infinite zeros of respec- 
tive orders 1 and 4. T(s) can be factorized as 
W(s) is the Hermite form of T(s) over the P.I.D. of proper rational functions. 
Consider I(s) = H-‘(s), the interactor of T(s): 
The column rank at infinity of I(s) is 1 ( rl = 4, r, = 3). 
IZ.2. State Feedback and Precompensators 
In this subsection we will focus our attention on compensators imple- 
mentable by state feedback. 
Let T(s) be a p x m strictly proper rational transfer matrix, and (A, B, C) 
be a realization (not necessarily minimal) of T(s), i.e., 
i=Ax+Bu, XER”, u E R”, 
y=cx, y E RP, 
with T(s) = C(sZ - A)-‘& 
In the following we will restrict our attention to p X m strictly proper 
transfer matrices T(s) with null static kernel, i.e., a minimal basis of Ker T(s) 
contains no constant vectors. This can always be achieved by eliminating the 
dependent inputs. In the state space formulation T(s) possesses a null static 
kernel if and only if B is injective in any realization (A, B, C) of T(s). 
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We will consider different control laws: 
(i) Precompensation. u(s) = C(s)u(s), where C(s) is an m X 9 proper 
rational matrix; then the transfer matrix of the controlled system is T(s)C(s). 
(ii) Static state feedback. u=FxtGv, where FERNS” and GE 
R” Xm is nonsingular; then the closed loop transfer matrix is C( SZ - A - 
BF)-‘BG. 
(iii) Dynamic state feedback. u = F(s)r + Gu, where F(s) E RrX”(s) 
and GE Rmx” is nonsingular; in this case the closed loop transfer matrix is 
C[sZ - A - BF(s)]-‘BG. 
In cases (ii) and (iii), when the input transformation G is singular, we speak 
of singular static (or dynamic) state feedback. 
Consider the effect of a nonsingular dynamic state feedback. The closed 
loop is 
T,(s)=C[sZ-A-BF(s)] -lBG 
=T(s)[Z-F(s)(sZ-A)-‘B] -‘G=T(s)B(s), 
where B(s) is easily seen to be a bicausal precompensator. The converse 
problem was studied in [31-321. 
THEOREM 3. Let T(s) be a p X m strictly proper rational matrix with 
null static kernel, and (A, B, C) be a realization of T(s). Let C(s) be an 
m X m proper rational compensator. Then there exists an m x n proper 
rational matrix F(s) and a square full rank constant matrix G such that 
T(s)C(s) = C[sZ - A - BF(s)] -lBG 
if and only if C(s) is bicausal. 
The effect of a bicausal precompensator is then equivalent to the effect of 
a dynamic state feedback with nonsingular input transformation G. This is 
true in any realization, and in particular in a minimal one. It is shown in 1311 
that the effect of a bicausal precompensator is also equivalent to the effect of 
a static state feedback, but acting on a possibly nonminimal realization of 
T(s). A similar result has been given in [31] for static state feedback; in this 
case the bicausal precompensator C(s) must satisfy a supplementary condi- 
tion 
When considering the effect of a singular dynamic state feedback, the 
equivalent precompensator will be equal to B(s)G, where B(s) is bicausal 
and G a singular constant matrix. 
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IZ.3. Feedback Invariants 
We will use mainly three lists of invariants: 
(1) The infinite zero orders of the system transfer matrix. 
(2) The infinite zero orders of the system transfer matrix rows. 
(3) The essential orders. 
The infinite zero orders of T(s) [or of Ti(s), where Ti( s) is the ith row of 
T(s)] are obtained from Theorem 1. Using Theorem 3, it can be seen easily 
that these integers are feedback invariants; they will play a key role in solving 
regular state feedback decoupling. For solving singular state feedback decou- 
pling we will need other feedback invariants: the essential orders. 
Let us factorize the full row rank transfer matrix T(s) as follows: 
with R(s) invertible and B(s) bicausal. For instance, take for R(s) the 
Hermite form of T(s) over the ring of proper rational functions (see Theorem 
2). One has the following definition [29]. 
DEFINITION 3. Let T(s) be a p x m full row rank strictly proper rational 
matrix. Let T(s) = [ R(s),O]B(s) be a factorization of T(s) with R(s) invert- 
ible and B(s) bicausal. Let ki denote the order of the pole at infinity of the 
i th column of R-‘(s). The p positive integers ki are called the essential 
orders of T(s). 
As shown in [33], the essential orders are uniquely defined and not 
dependent on the chosen factorization of T(s). 
Consider first the following example: 
T(s) = 
[ 
SC2 0 s-5 = 
--s-l s-3 0 1 
= [ R(s),01 B(s), 
R-ys)= s2 O 
[ 1 s4 s3 
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The infinite pole orders of the columns are 4 and 3; see [8]. Then the 
essential orders of T(s) are k, = 4, k, = 3. In [29] several equivalent charac- 
terizations of the essential orders are provided within both the geometric and 
the transfer matrix approaches. 
We will give now another equivalent definition of these integers in order 
to show that they are strongly connected to the infinite behavior of the 
system. 
THEOREM 4. Let T(s) be a p X m full row rank proper rational matrix. 
Denote by { ni} the infinite zero orders of T(s), and by { nij} the infinite 
zero orders of Ti(s), the (p - 1) x m matrix obtained j+om T(s) by removing 
the ith row. Then 
ki = i nj - ‘ilnij. 
j=l j=l 
Since the n,‘s and nij’s are invariant under right multiplication of T(s) by 
bicausal matrices, the essential orders are feedback invariants. 
III. FEEDBACK DECOUPLING 
This section is subdivided into three parts. In the first, we formulate the 
decoupling problem and stress the fact that feedback decoupling compen- 
sators are simpler than equivalent decoupling precompensators. In the sec- 
ond, we consider the nonsingular static or dynamic state feedback decoupling 
problem u = FX + Gv or u = F(s)r + Gv, G nonsingular. In the third we 
show that invertibility of the matrix G is too strong a requirement and solve 
the singular case. 
111.1. Problem Formulation 
We will consider now some decoupling problems. In order to avoid 
trivialities we will require the compensated system to be as “output control- 
lable” as the initial system. We will say that the proper precompensator C(s) 
is admissible if 
rankT(s)C(s) =rankT(s). 
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This admissibility condition is equivalent to the preservation of the C” 
controlled output trajectories. 
The system with full row rank transfer matrix T(s) E RPpX”‘(s) is said to 
be decoupled if there exist nonzero positive integers m, . . . mP satisfying 
i mi = m 
i=l 
such that T(s) has the following block diagonal form: 
with Z’,,(s) E RF* k(s). We will not consider the non-full-row-rank case here. 
This means that each input block defined above influences only one 
output. If one wants this influence top be effective, the ‘Iii(s) must be 
nonnull for each i; in this case the system is called nondegenerate. 
The decoupling problem can be formulated as follows: Find an admissible 
proper precompensator C(s) such that T( s)C( s) is decoupled and nondegen- 
erate, if such a compensator exists. 
The abovedefined decoupling problem is always solvable for full row rank 
(surjective) systems. A solution is given by C(s) = (l/s’)T*( s), where T*(s) 
is a right inverse of T(s) and X is some integer sufficiently large to ensure 
that C(s) is proper. 
In this paper we focus our interest on decoupling compensators which are 
feedback implementable. This type of solution is highly desirable from a 
practical point of view. Besides the well-known nice properties of feedback 
controllers, feedback implementation leads to simpler controllers [3O]. 
THEOREM 5. Consider the system with p x m strictly proper transfer 
matrix T(s) with null static kernel, and a minimal realization (A, B, C) of 
T(s). Let C(s) be a feedback implementable precompensator. Then the 
feedback implementation F(s) of C( s) has McMillan degree (dimension of a 
minimal realization) less than or equal to that of T(s). 
We will now consider the nonsingular state feedback decoupling problem. 
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III.2. The Nonsingular Case 
One has the following result [25-261. 
THEOREM 6. Let T(s) be a p X m surjective strictly proper rational 
matrix with null static kernel. The system with transfer matrix T(s) is 
decouplable by an admissible nonsingular static state feedback (u = Fx +- Gv, 
G nonsingular) on a minimal realization of T(s) if and only if the infinite 
zero orders of T(s) are equal to the infinite zero orders of the rows q(s) 
of T(s). 
The decoupling problem considered is then solvable if and only if the 
above-stated lists of feedback invariants are identical. A similar theorem is 
given in [26] for the block decoupling problem. The decoupling condition of 
Theorem 6 turns out to be also necessary and sufficient when considering 
nonsingular dynamic state feedback decoupling; see [23]. In the nonsingular 
case we therefore do not need dynamic state feedback. As shown in the next 
subsection, this is no longer the case for singular state feedback. 
lII.3. The Singular Case 
As seen in the following example, it is too restrictive to require the 
invertibility of the matrix G, because it may be possible to decouple by 
reducing the number of inputs. 
Consider 
The infinite zero orders of T(s) are 2 and 1; the infinite zero orders of the 
rows of T(s) are 1 and 1. Then by Theorem 6 this system cannot be 
decoupled by nonsingular static (or dynamic) state feedback, while the 
constant admissible compensator 
[ 
1 0 
G= 0 1 
0 0 
works perfectly. 
It appears that relaxing this invertibility condition extends significantly 
the class of decouplable systems. For this reason we will consider now the 
effect of dynamic singular state feedback defined by u = F(s)x + Gv, where 
F(s) is an m X n proper rational matrix and G is an m X p constant matrix. 
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It turns out that the problem is solvable if the number of inputs is sufficiently 
large [30]. 
THEOREM 7. The system whose transfer matrix T(s) is a p x m strictly 
proper rational surjective transfer matrix with null static kernel is decou- 
plable by an admissible dynamic state feedback on a minimal realization of 
T(s) if and only if 
m>,2p-k, 
where k is the column rank at infinity of Z(s), the interactor of T(s). 
Recall that Z(s) = Z?‘(s) is defined in Theorem 2 and that the column 
rank at infinity is given in Definition 2. To illustrate, consider the following 
example: 
Sf5 1 [ s-2 0 ,“3 0 = _s-1 ’ B(s), s-3 0 I 
Z(s) = ;a ,“3 . 
[ 1 
The column rank of I(s) at infinity is 1. In this case m = 3, p = 2, so the 
decoupling condition is satisfied, and feedback decoupling with singular G is 
possible. Notice that for this example nonsingular feedback decoupling is 
impossible (see Theorem 6). 
Consider the compensator 
One has 
T(s)C,(s) = ‘i5 ,ol , i 1 
and in this case the McMillan degree of the decoupled system is 8. 
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One has 
c,(s) = 1 1 I SC2 0 0 0 1 
T(s)C,(s) = ‘,’ ,03 > [ 1 
and the McMillan degree of the decoupled system is 7. One can prove that 
Cs(s) is not state feedback implementable. . 
Consider finally 
This compensator is easily obtained from the constructive procedure of [30]. 
For this a factorization [R(s),01 R( s) of the transfer matrix is needed. We can 
take for R(s) the Hermite form of T(s) over the P.I.D. of proper rational 
functions, or in a state space context make tmobservable by state feedback 
the largest controllability subspace of ker C. Then R(s) is the transfer matrix 
of the abovedefined feedback system. One gets 
C,(s) is a “piece” of a bicausal matrix. C,(s) is then an admissible 
decoupling precompensator that is implementable via dynamic state feedback 
and turns out to result in the minimal McMillan degree (7) for the decoupled 
system. As shown in the following theorem, the essential orders given in 
Definition 3 characterize the “simplest” achievable decoupled system. 
THEOREM 8 [30]. Consider a system whose transfer matrix T(s) is a 
p x m strictly proper rational surjective trunsfer mutrir with null static 
kernel. 
(i) The system is always decouplable by an admissible proper precompen- 
sator; the minimal McMillan degree achievable far the decoupled system is 
X7_)--k,, where the ki’s are the essential orders of T(s). 
FEEDBACK 
(ii) Zf the system is decouplable by an admissible dynamic state feedback 
compensator on a minimal realization of T(s), the minimal McMillan degree 
achievable for the decoupled system is also Ef=,k,. 
Consider again the above example. The essential orders are 4 and 3, and 
the minimal McMillan degree achievable is then 7. 
In the general case, when T(s) is not full row rank, the dynamic state 
feedback block decoupling problem with possibly singular input transforma- 
‘tion can be solved. In this case the problem is solvable if and only if the 
number of independent inputs is larger than or equal to 2r - k*, where r is 
the transfer matrix rank and k* is the dimension of a particular invariant 
space, see [38]. 
IV. STABILITY 
In this section, we consider state feedback decoupling as before, but with 
the requirement of closed loop stability. We will introduce three lists of 
invariants which are the counterpart of the lists considered in Section 2, and 
will solve the decoupling problem with stability. 
For clarity of exposition we will assume the system under consideration to 
be stable. This can be always satisfied by assigning all the closed loop poles to 
stable locations with a static state feedback acting on a minimal realization. 
ZV. 1. Preliminaries 
In this subsection, we will consider factorizations of transfer matrices over 
the ring R,,(s) of proper rational stable functions. The stability domain 
under consideration is any region in the complex plane symmetrically located 
with respect to the real axis and including at least one point of the real axis. 
We can build on Zip,““(s) both Smith forms and Her-mite forms because of 
the existence in this ring of a degree. Define the degree S(s) of f(s) E R J s) 
as @f(s)) = d,(f(s))+ d,(f(s)), w h ere d X f( s)) is the infinite zero order of 
f(s), and d 2( f( s)) is the number of unstable zeros of f(s) counted with their 
multiplicity [20, 34, 351. With this degree R,(s) is a Euclidian domain. 
We briefly recall now what are Smith forms and Hermite forms 
over R,(s). 
THEOREM 9 [36) Let T(s) be a p X m proper rational stable matrix 
[ E Rp,““‘(s)]. T(s) can befactorized as T(s) = B,(s)A(s)B,(s), where B,(s) 
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and B,(s) are bicausal and b&able (stable and stably invertible) matrices 
and 
A(4 = o o ) 
[ I 4s) 0 
where 
A(s) =diag(f,(s),...,f,(s)) 
and r is equal to the rank of T(s) over R(s). Moreover, f;(s) divides f;, I(s) 
for i = 1,. . . , r - 1. 
A(s) is called a Smith form of T(s) over R,,(s). 
Notice that A(s) contains all the system’s infinite and unstable zeros. The 
J(s) are defined up to units of R,,(s). 
THEOREM 10 [16, 341. Let T(s) be a p x m proper stable surjective 
rational matrix. T(s) can be factorized as T(s) = H(s)B(s), where B(s) is a 
bicausal and bistable matrix and H(s) = [R(s), 01, with 
1 h,,(s) H(s) = hii 
with @hii( < 6(hii(s)) for j < i. 
H(s) is called a Hermite form of 
0 
. i h,,(s) 
T(s) over R,(s). He1 is called a 
generalized interactor f T(s) over R,,(s). 
Consider the following example: 
and choose the stability domain as the open left half plane. A Smith form of 
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where 7~ = s + a is any stable polynomial. A(s) exhibits the two infinite zeros 
(of respective orders 1 and 2) and the unstable zero (located at s = 1) of T(s). 
A Hermite form of Z’(s) over R,,(s) is 
H(s) = 
a 
,+(a-1)/2 
T2 
We will present now a complement of Theorem 3 incorporating stability 
requirements. 
THEOREM 11 [24]. Let T(s) be a p X rn strictly proper stable rational 
matrix with null static kernel, and (A, B, C) be a stable realization of T(s). 
Let C(s) be an m X m proper rational precompensator, dynamic state feed- 
back implementable on (A, B, C). Then the feedback system considered is 
stable if and only if C(s) is stable. 
A bicausal stable compensator is then implementable by nonsingular 
dynamic state feedback with stability. We will use the following feedback 
invariants: 
(1) The infinite and unstable zeros of T(s). 
(2) The infinite and unstable zeros of q(s). 
(3) The stable decoupling invariants of T(s). 
The two first lists are obtained easily from A(s) of Theorem 9. The stable 
decoupling invariants generalize the essential orders given in Definition 3 and 
are given by 
DEFINITION 4. Let T(s) be a p X m sujective strictly proper stable 
rational matrix. Let T(s) = [R(s), 0] B(s) be a factorization of T(s) with R(s) 
invertible and B(s) bicausal and bistable. Denote by 9i the number of 
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infinite and unstable poles of the ith column of R-‘(s) counted with their 
multiplicity. The integers qi are called the stable decoupling invariants of 
T(s). 
As shown in [30], the stable decoupling invariants are uniquely defined. 
One can choose a generalized interactor (see Theorem 10) for R-‘(s). R(s) 
can be obtained also by making unobservable by state feedback the largest 
controllability subspace of ker C and taking the transfer matrix of the 
feedback system. 
We will consider first the nonsingular state feedback decoupling problem 
with stability. 
ZV.2. The Nonsingular Case with Stability 
One has the following theorem [26]. 
THEOREM 12. Let T(s) be a p x m surjective strictly proper rational 
matrix with null static kernel. The system of transfer matrix T(s) is decou- 
plable by an admissible nonsingular static state feedback with stability if 
and only if the infinite and unstable zeros (counted with multiplicity) of 
T(s) are equal to the infinite and unstable zeros of the rows Ti(s) of T(s). 
This theorem says that, even when nonsingular static state feedback 
decoupling is possible, stability cannot be always ensured. When considering 
nonsingular dynamic state feedback with stability, and using Theorem 11, we 
can prove easily that conditions of Theorem 6 are necessary and sufficient. 
Consider now the more difficult singular case. 
ZV.3. The Singular Case with Stability 
One has the following theorem when stability requirements are incorpo- 
rated in Theorem 7. 
THEOREM 13 [28]. The system whose transfer matrix T(s) is a p x m 
strictly proper surjective transfer mat ix with null static kernel is decouplable 
with stability by an admissible dynamic state feedback implementable on a 
minimal realization of T(s) if and only if 
m&2p-k 
(k is the same as in Theorem 7). 
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Notice that the number of necessary inputs for decoupling is the same as 
in Theorem 7 (without stability). This is not surprising, since when using 
dynamic state feedback we can add unstable zeros, thereby avoiding the 
unstable-pole-zero cancellations. When using static state feedback, unstable 
zeros can be added only by removing inputs. 
The minimal McMillan degree of the decoupled system is in general 
larger than in the former case (without stability considerations): 
THEOREM 14 [30]. Consider a system whose transfer matrix T(s) is a 
p x m strictly proper stable rational surjective transfw matrix with null static 
kernel. 
(i) The system is always decouplable by an admissible proper precompen- 
sator with stability, and the minimal McMillan degree achievable for the 
decoupled system is CrS)=qi, where the qi’s are stable decoupling invariants 
of T(s). 
(ii) lf the system is decouplable by an admissible dynamic state feedback 
compensator with stability on a minimal realization of T(s), then the 
minimal McMilZan degree achievable for the decoupled system is also Cp= Iqi. 
In the minimal McMillan degree case, the closed loop system possesses 
the minimal number of infinite zeros (Ef=,k,) and the minimal number of 
unstable zeros (Cp, lqi - Cf= ,ki). 
V. CONCLUDING REMARKS 
The use of transfer matrix factorizations over classical rings allows us to 
give concise proofs and to exhibit strong structural properties of linear 
systems. 
We have defined in this paper some lists of feedback invariants which are 
related to the infinite structure of the system, or to the unstable structure of 
the system when stability requirements are added. We have illustrated the 
use of these invariants for solving some decoupling problems. 
Roughly speaking, we can state the following: Decoupling surjective 
systems by precompensation with stability is always possible. Decoupling 
such systems by possibly singular dynamic state feedback with stability is 
possible if the number of inputs is sufficiently large. Decoupling such systems 
by possibly singular static state feedback (with stability or not) is more 
difficult; the largest controllability subspace in Ker C has to be large enough 
[37]. Decoupling such systems by nonsingular static state feedback requires 
even stronger conditions on the process. 
508 JEAN-MICHEL DION 
Some decoupling problems remain to be solved, e.g. decoupling by 
possibly singular static state feedback with stability. Singular decoupling 
problems for systems defined over unique factorization domains as in [24] are 
also open. 
The author thanks anonymous reviewers for constructive comments. 
REFERENCES 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
H. H. Rosenbrock, State Space and MuEtiuariabZe Theory, Thomas Nelson, 
London, 1970. 
A. S. Morse, Structural invariants of linear multivariable systems, SIAM J. Control 
11(3):446-465 (1973). 
B. D. 0. Anderson, A note on transmission zeros of a transfer matrix, IEEE 
Trans. Automat. Control 21:589-591 (1976). 
B. A. Francis and W. M. Wonham, The role of transmission zeros in linear 
multivariable regulators, Internat. J. Control 22(5):657-681 (1975). 
A. G. J. MacFarlane and N. Karkanias, Poles and zeros of linear multivariable 
systems: A survey of the algebraic, geometric and complex variable theory, 
Znternat. J. Control 24:33-74 (1976). 
W. M. Wonham, Linear Multivariable Control: A Geometric Approach, 
Springer-Verlag, New York, 1979. 
B. McMillan, Introduction to formal realizability theory, Bell Syst. Tech. J. 
31541-666 (1952). 
G. Verghese, Infinite Frequency Behaviour in Generalized Dynamical Systems, 
Ph.D. Dissertation, Dept. of Electrical Engineering, Stanford Univ., 1978. 
A. C. Pugh and P. A. Ratcliffe, On the zeros and poles of a rational matrix, 
International. J. Control 30:213-226 (1979). 
G. Verghese and T. Kailath, Comments on: On structural invariants and the root 
loci of linear multivariable systems, Internut. J. Control 29:1077-1080 (1979). 
J. M. Dion and C. Comma&, Smith-McMillan factorizations at infinity of 
rational matrix functions and their control interpretation, Systems Control Lett. 
1(5):312-320 (1982). 
J. C. Willems, Almost invariant subspaces: An approach to high gain 
feedback-part I: Almost controlled invariant subspaces, IEEE Trans. Automat. 
Control 26235-252 (1981). 
S. Jaffe and N. Karkanias, Matrix pencil characterization of almost (A, B)- 
invariant subspaces: A classification of geometric concepts, Zntemat. J. Control 
3351-93 (1981). 
C. Comma& and J. M. Dion, Structure at infinity of linear multivariable 
systems: A geometric approach, IEEE Trans. Automat. Control 27:693-696 
(1982). 
P. A. Fuhrmann and J. C. Willems, The factorization indices for rational function 
matrices, Integral Equations Operator Theory 2:287-301 (1979). 
FEEDBACK INVARIANTS OF LINEAR SYSTEMS 509 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
A. S. Morse, System invariants under feedback and cascade control, in Proceed- 
ings of the International Symposium, Udine, Springer, New York, 1975. 
L. Pemebo, An algebraic theory for the design of controllers for linear multivari- 
able systems, IEEE Trans. Automat. Control 26:171-194 (1981). 
W. A. Wolovich and P. L. Falb, Invariants and canonical forms under dynamic 
compensation, SUM J. Control 14:996- 1008 (1976). 
A. I. G. Vardulakis and N. Karkanias, Classification of proper bases of rational 
vector spaces: Minimal MacMillan degree bases, Internat. I. CantroE 38:779-809 
(1983). 
A. I. G. Vardulakis and N. Karkanias, Proper and stable minimal MacMillan 
degree bases of rational vector spaces, IEEE Trans. Automat. Control 
29:1118-1120 (1984). 
P. L. Falb and W. A. Wolovich, Decoupling in the design and synthesis of 
multivariable control systems, IEEE Trans. Automat. Control 12(6):651-669 
(1967). 
A. S. Morse and W. M. Wonham, Status of noninteracting control, lEEE Trans. 
Autumat. Control 16(6):568-581 (1973). 
M. L. J. Hautus and M. Heymann, Linear feedback decoupling, transfer function 
analysis, IEEE Trans. Automat. Control 28~823-832 (1983). 
K. B. Datta and M. L. J. Hautus, Decoupling of multivariable control systems 
over unique factorization domains, SL4M 1. Control 22, No. 1 (1984). 
J. Descusse and J. M. Dion, On the structure at infinity of linear decouplable 
systems, IEEE Trans. Automat. Control 19(5):971-974 (1982). 
J. M. Dion, Feedback block decoupling and infinite structure of linear systems, 
Internat. J. Conrrol 37(3):521-533 (1983). 
J. Descusse, J. F. Lafay, and M. Malabre, Solution of the static state feedback 
decoupling problem for linear systems with two inputs, IEEE Trans. Automat. 
Control 30:914 (1983). 
J. Descusse, J. F. Lafay, and M. Malabre, A survey on Morgan’s problem, 
presented at IEEE Conference on Decision and Control, Athens, 1986. 
C. Comma& J. Descusse, J. M. Dion, J. F. Lafay, and M. Malabre, New 
decoupling invariants, the essential orders, Internat. J. Control 44(3):689-700 
(1986). 
J. M. Dion and C. Comma&. The minimal delay decoupling problem: Feedback 
implementation with stability, SIAM J. Control 26:66-82 (1988). 
M. L. J. Hautus and M. Heymann, Linear feedback-an algebraic approach, 
SIAM I. Control 16X3-105 (1978). 
J. Hammer and M. Heymann, Causal factorization and linear feedback, SIAM 1. 
Con&o2 19(4):445-468 (1981). 
C. Comma& and J. M. Dion, Some structural invariants within the transfer 
matrix approach, presented at IEEE Conference on Decision and Control, 
Athens, Dec. 1986. 
N. D. Hung and B. D. 0. Anderson, Triangularization technique for the design of 
multivariable control systems, IEEE Trans. Automat. Control AC-24(3):455-460 
(1979). 
JEAN-MICHEL DION 
35 M. Vidyasagar and N. Viswanadham, Algebraic design techniques for reliable 
stabilization, IEEE Trans. Automat. Control AC-27(5):1085-1095 (1982). 
36 M. Marcus, Introduction to Modern Algebra, Marcel Dekker, New York, 1978. 
37 J. Descusse, J. F. Lafay, and M. Malabre, Solution to Morgan’s problem, ZEEE 
Trans. Automat. Control 8 (1988). 
38 C. Commault, J. M. Dion, and J. Torres, Invariant spaces at infinity of linear 
systems-application to block decoupling, ZEEE Trans. Automat. Control, to 
appear. 
Received 25 November 1987; find manuscript accepted 12 Juntrury 1989 
