The DEBS Grand Challenge 2018 is set in the context of maritime route prediction. Vessel routes are modeled as streams of Automatic Identification System (AIS) data points selected from real-world tracking data. The challenge requires to correctly estimate the destination ports and arrival times of vessel trips, as early as possible. Our proposed solution partitions the training vessel routes by reported destination port and uses a nearest neighbor search to find the training routes that are closer to the query AIS point. Particular improvements have been included as well, such as a way to avoid changing the predicted ports frequently within one query route and automating the parameters tuning by the use of a genetic algorithm. This leads to significant improvements on the final score.
INTRODUCTION
The 2018 edition of DEBS Grand Challenge targets a route prediction problem, using real-world data published by the maritime transportation service Marine Traffic. Part of the routes are used for training. For these the arrival ports and times are known in Author's accepted version. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. advance. The information is provided as Automatic Identification System (AIS) data. AIS points include geographic coordinates, ship id, current speed, timestamp, ship type, ship direction (course and heading) and draught. For each evaluated AIS point the response is split into estimating the arrival port (Query 1) and time (Query 2). More information about the problem proposed is available in [1] .
Our solution stores paths of ships from training routes separately for each destination port. All AIS points are added in a Spatial Indexing Structure optimized for fast retrieval of nearest point and insertion of new points. This structure is used for both queries: finding the nearest point to a query point will provide a route for which the destination port and arrival time are known.
ARCHITECTURE OVERVIEW
The solution is split into training and classification phases. Both expose a series of configurable parameters and optional features (e.g., switching from one metric to another, usage of different dimensions to represent space). Finding the best combination gets harder as the parameters number increase. To ease this process we used a genetic algorithm in which individuals are assignments of parameters and the fitness function is the overall prediction score. We ran the genetic algorithm locally on training data and observed that the score increased, therefore, validating this approach of setting the optimal values for parameters.
Training Phase
2.1.1 Route Partitioning. First we divide the data into routes. A route is a set of AIS points emitted by a single ship when moving from one port to another. In the context of our training data, we identified the routes as a series of AIS points having the same ship id, departure port and arrival time. Then we sort the data points in each route by reported timestamp and construct a linked list. We consider each list node as a RoutePoint object that has a unique id and a precomputed distance from departure, i.e. the sum of the great circle distances between all pairs of previous consecutive points that are part of the same route.
Port Partitioning and 5-Dimensional Space.
We partition all the RoutePoints by their arrival port. For each port we construct a separate Ball Tree [2] that contains all RoutePoints of routes that arrive to it. All RoutePoint objects contain references to the current and previous AIS point in the route. Using these we calculate the bearing that is the polar angle between current and previous points.
Ball Trees can work with any number of dimensions. The best choice found empirically was to use five dimensions. 
Classification Phase
Figure 1: Evaluation of a route point: get the closest point first for each possible destination and then the closest of all these. Use this point as reference to respond to queries.
Nearest RoutePoints search.
A high level view of our algorithm is depicted in Figure 1 . Given the RoutePoint to classify, based on the 5-dimensional Euclidean metric, we search for the closest RoutePoint in each of the Ball trees. This is parallelized using Java Parallel Streams [3] . Then we use a similarity function to get the closest point out of all these.
The similarity function has as input two RoutePoints and returns a similarity factor. This factor is based on the distance between points, but also takes into account the course, heading, speed and distance from departure. The function sets a weight given by each of these parameters based on a penalty factor chosen by a genetic algorithm and adjusted proportionally with the difference between the corresponding parameter values in the two points (e.g., the weight adjustment will make the course more significant as closer the course of one point will get to the course of the other point). The multiplication of the parameter weights is used as an aggregated weight on the great circle distance between the two points. This helps to distinguish which is the more relevant result in case of relatively similar distances to points associated to different ports.
Using the similarity function, we chose the final RoutePoint that best represents the given RoutePoint to classify. For Query 1, the result is the arrival port of the chosen RoutePoint. For Query 2 we use the precomputed remaining time spent on the route from the chosen RoutePoint to the route end. The time is added to the timestamp of the RoutePoint to classify.
Longest Predicted Segment.
Because the final score is based on the longest correct suffix, GPS errors and variance in AIS points emission intervals between routes can lower the score drastically. As such, we remember the prediction of the classifier and actually output the value of the longest consecutive subsequence with the same prediction. This reduces the fluctuations of the prediction while still allowing the change of the chosen results when the prediction becomes stable.
EVALUATION
For the implementation of the Spatial Indexing Structure we tested two different data structures: first K-D trees and then Ball trees. Switching to Ball trees reduced the runtime by 41.1% (average processing time of one evaluation route on our local benchmark).
By adding the two dimensions that represent the bearing measure: sine and cosine of the angle; the score of Query 1 was improved by 4.5%, while the Query 2 score declined by 19.6%, relative to the use of bearing as a single dimension.
Parallelizing the computation of the nearest point by multithreading reduced the run time by 40.4% (average processing time of one evaluation route).
Our best scores obtained on the testing platform are 0.8249 average earliness rate for Query 1 with 19.0 seconds total system runtime, and 181.866 mean error in minutes for Query 2 with 18.0 seconds total system runtime.
FUTURE WORK
There are a series of potential improvements to our solution. One is the use of R-Trees as the Spatial Indexing Structure as they are also optimized for nearest neighbor search but also especially for the great circle distance.
A higher level improvement is dynamic learning of evaluation routes. When the destination port and arrival time are known, the route can be inserted in the Spatial Indexing Structure similarly to a training route.
Lastly, instead of looking only at the most recent AIS point of a route, we could consider a sliding window of the last k AIS points. For this, the distance function can be generalized to sum the distances within last k most recent pairs of points. However implementing this would require adapting the similarity function and the run time can potentially increase.
