We study a double-ended queue which consists of two classes of customers. Whenever there is a pair of customers from both classes, they are matched and leave the system immediately. The matching follows first-come-first-serve principle. If a customer from one class cannot be matched immediately, he/she will stay in a queue and wait for the upcoming arrivals from the other class. Thus there cannot be non-zero numbers of customers from both classes simultaneously in the system. We also assume that each customer can leave the queue without being matched because of impatience. The arrival processes are assumed to be independent renewal processes, and the patience times for both classes are generally distributed. Under suitable heavy traffic conditions, assuming that the diffusion-scaled queue length process is stochastically bounded, we establish a simple asymptotic relationship between the diffusion-scaled queue length process and the diffusion-scaled offered waiting time processes, and further show that the diffusion-scaled queue length process converges weakly to a diffusion process. We also provide a sufficient condition for the stochastic boundedness of the diffusion-scaled queue length process. At last, the explicit form of the stationary distribution of the limit diffusion process is derived.
Introduction
Consider a simple matching system which consists of two classes of customers. Whenever there is a pair of customers from both classes, they are matched and leave the system immediately. The matching follows first-come-first-serve principle. If a customer from one class cannot be matched immediately, he/she will stay in a queue and wait for the upcoming arrivals from the other class. Thus there cannot be non-zero numbers of customers from both classes simultaneously in the system. Customers are assumed to be impatient and they can leave the system without being matched. Such system forms a double-ended queueing system, which is schematically shown in Figure 1 . We assume that the arrival processes are independent renewal processes, and the patience times for customers of each class are IID with a general distribution. Under certain conditions, we establish a simple asymptotic relationship between the diffusionscaled queue length process and the diffusion-scaled offered waiting time processes, and show that the diffusion-scaled queue length process converges weakly to a diffusion process. Those conditions consist of a suitable heavy traffic condition, a mild condition on patience-time distributions, and an assumption that the diffusion-scaled queue length process is stochastically appropriate hazard rate scaling.
The rest of the paper is organized as follows. In Section 2, we introduce the model of the double-ended queue with renewal arrivals and generally distributed patience times. In Section 3, we present the asymptotic framework by introducing the main assumptions. All the main results are collected in Section 4, and their proofs are provided in Section 5, and Appendix.
We use the following notation. Denote by R, R + , Z, and N the sets of real numbers, nonnegative real numbers, integers, and positive integers, respectively. For a real number a, define a + = max{a, 0} and a − = max{0, −a}. Similarly, for a real function f defined on [0, ∞), define f + (t) = max{0, f (t)} and f − (t) = max{0, −f (t) 
For a stochastic process X, we will use the notation X(t) and X t interchangeably. 
Network model
We study a double-ended queue which consists of two classes of customers -Classes 1 and −1. Whenever there is a pair of customers from both classes, they are matched and leave the system immediately. The matching follows first-come-first-served principle. If a customer from one class cannot be matched immediately, he/she will stay in a queue and wait for the upcoming arrivals from the other class. We also assume that each customer is impatient. A double-ended queue is schematically given in Figure 1 .
and standard deviation σ i . Define
The renewal process N i is the arrival process for Class i. We assume that the patience times of customers of Class i are given by an i.i.d. sequence {d i,k : k ∈ Z}. For k ∈ N, d i,k represents the patience time of the k-th customer of Class i who enters the system after time 0, and for k ∈ −N ∪ {0}, d i,k is the patience time of the (−k + 1)-st customer of Class i who enters the system prior to time 0 (if such customers exist). We assume that d i,1 has cumulative distribution function F i . Finally, we assume Q(0), {u 1,k : k ∈ N}, {u −1,k : k ∈ N}, {d 1,k : k ∈ Z}, and {d −1,k : k ∈ Z} are independent. For k ∈ Z, define t i,k to be the arrival time of the k th customer of Class i. More precisely, for k ∈ N, t i,k = k l=1 u i,l , and for k ∈ −N ∪ {0}, we let t i,k = 0, that is all customers, who arrive prior to time 0, have arrival times equal to 0. For k ∈ Z, let w i,k , which is called the offered waiting time, denote the waiting time that the (k1 {k>0} + (−k + 1)1 {k≤0} )-th customer of Class i needs to experience assuming her/his patience time is infinite. For a customer who arrives prior to time 0, we assume her/his waiting time starts to count at time 0. Let G i (t) denote the number of Class i customers who abandon the system by time t. Then for t ≥ 0,
The process G i will be called the abandonment process for Class i. The queue length process now can be formulated as follows:
To study the offered waiting times, we next define R i (t) to be the number of Class i customers who have arrived by time t, and will abandon the system eventually. Then for t ≥ 0, For Class 1, there are Q 1 (0) = Q + (0) customers entering the system prior to time 0, and for such customers, define
. . , −1, and R 1,0 = 0.
Here R 1,k , k = −Q 1 (0) + 1, . . . , −1, 0, represents the number of the first −k customers of Class 1 who arrives prior to time 0, and will abandon the system eventually. In the following, we characterize the offered waiting times of customers in terms of {t −i,k , k ∈ Z}, {R i (t), t ≥ 0} and {R 1,k (0), k = −Q 1 (0) + 1, . . . , −1, 0}. First, it is clear that the offered waiting time of the first customer of Class 1 who arrives prior to time 0 is t −1,1 (i.e., the arrival time of the first customer of Class −1). For k = −Q 1 (0) + 1, . . . , −1, assuming he/she is patient, the (−k + 1)-st customer of Class 1 arriving before time 0 will be matched with the (−k + 1 − R 1,k (0))-th customer of Class −1. Thus the offered waiting time of the (−k + 1)-st customer of Class 1 who arrives before time 0 is
We next consider the customers arriving after time 0. For k ∈ N, at time t 1,k , the k-th customer of Class 1 arrives at the system. If Q −1 (t 1,k −) > 0 (i.e., there are customers of Class −1 waiting at time t 1,k ), then the offered waiting time is
, there is no customer of Class −1 waiting at time t 1,k ), this k-th customer of Class 1 must wait in the system for the
)-th customer of Class −1, and the offered waiting time is
Next noting that R −1 (t) = G −1 (t) when Q −1 (t) = 0, we have
Combining (2.4), (2.5) and (2.6), we have that
Using similar arguments, we have for Class −1,
It is shown in Lemma 5.1 that for i = ±1 and k ∈ N,
We thus define the virtual waiting time process W i (t), which can be interpreted as the amount of time that a hypothetical customer of Class i arriving right after time t will have to wait in the system, as follows. For t ≥ 0, Remark 2.1.
When this happens, we have Q 1 (t −1,k −) > 0, and w −1,k = 0. (See Lemma 5.1 for its proof.) In fact, this k-th customer of Class −1 will be matched with a customer of Class 1 who arrives prior to time 0 and are waiting in the queue at time t −1,k . (ii) Lemma 5.1 shows that for k ∈ N, in (2.7), when Q −1 (t 1,k −) = 0, we have
Asymptotic framework
We consider a sequence of double-ended queues indexed by n ∈ N. For the n-th system, all the notation introduced in Section 2 is carried forward except that we append a superscript n to all quantities to indicate the dependence of parameters, random variables, and stochastic processes on n. Let i = ±1. In particular, we assume all the random variables {u n i,k : k ∈ N}, {d n i,k : k ∈ Z}, {t n i,k : k ∈ Z}, {w n i,k : k ∈ Z}, and stochastic processes Q n , N n i , G n i , R n i , W n i are defined on the space (Ω n , F n , P n ). The expectation operator with respect to P n will be denoted by E n . Finally, the cumulative distribution function of d n i,1 is F n i , and the mean and standard deviation of u n i,1 are
and σ n i . The following are our main assumptions. Assumption 3.1 (Conditions on inter-arrival times). There exist independent sequences of i.i.d. nonnegative random variables {ũ n i,k : k ∈ N}, i = ±1, such that for k ∈ N and n ∈ N,
n ∈ N} is uniformly integrable. Assumption 3.2 (Heavy traffic condition). There exists c ∈ R such that 
Assumption 3.4 (Conditions on hazard rate functions). For i = ±1, F n i has density function f n i and hazard rate function Remark 3.1.
(i) From Assumption 3.1, we have for i = ±1,
, and (ii) The heavy traffic condition in Assumption 3.2 implies that λ 1 = λ −1 . We are going to let
(iii) Assumption 3.3 is similar to Assumption 3.4 in [19] . We list some examples of the cumulative distribution function satisfying Assumption 3.3 (also see Remark 3.4 of [19] ).
(a) Let F be a cumulative distribution function which is right differentiable at 0, and
Such patience times distribution has been considered in [29, 21, 5, 4] . 
is the hazard rate function of F n , and such hazard rate scaling of patience times distribution has been studied in [26, 25, 15] .
(c) There are many other distribution functions besides those in (a) and (b) satisfying Assumption 3.3. For example, let
where F n is as in (a) or (b), and δ > 0. It is easy to see that F n i has the same scaling limit function as F n . In fact, Assumption 3.3 only requires F n i has the scaling limit over a small interval [0, O(
(iv) Under Assumption 3.4, we have F n i (t) = 1 − exp{− x 0 h n i (u)du}, and F n i satisfies Assumption 3.3 with H i (x) = x 0 h i (u)du. Thus the patience times distribution discussed in (iii)(b) is a special case of Assumption 3.4. This assumption is the same as the main assumption in [15] .
Main results
Define the fluid and diffusion-scaled processes as follows. For i = ±1 and t ≥ 0, Fluid scaled processes: 
Our main results are presented as follows. Theorem 4.1 establishes an asymptotic linear relationship between the diffusion-scaled offered waiting time processes and the diffusion scaled queue length process for both classes. Theorem 4.1. Assume thatQ n is stochastically bounded andQ n (0) converges weakly to some random variable q as n → ∞. Then under Assumptions 3.1, 3.2 and 3.3, we have
Under the same conditions as in Theorem 4.1, we haveQ n ⇒ Q as n → ∞, where for t ≥ 0,
with W a standard Brownian motion independent of q.
Theorem 4.3. Let Q be as in Theorem 4.2. Assume that
and
Then Q has a unique stationary distribution with density function given by
where C 0 is a positive constant such that R π(dx) = 1. Corollary 4.4. Under Assumptions 3.1, 3.2 and 3.4,Q n is stochastically bounded, and if Q n (0) converges weakly to some random variable q as n → ∞, thenQ n ⇒ Q as n → ∞, where
with W a standard Brownian motion. Furthermore, assume that
where C 0 is a positive constant such that R π(dx) = 1.
Proofs
We first re-characterize the offered waiting times in the following lemma, which will be used in other proofs. Recall from (2.7), (2.8) and (2.10) that for i = ±1 and k ∈ N,
, and w n −1,k = 0. Consequently, we have for i = ±1, and k ∈ N,
is the number of the matched pairs that leave the system by time t. On the other hand, if Q n i (t) > 0, then Q n i (0) + N n i (t) − R n i (t) will be greater than or equal to the number of the matched pairs that leave the system by time t. So when Q n i (t) = 0, we have Q n −i (t) ≥ 0, and
cannot be zero, and must be positive. Now assume
is the number of matched pairs that leave the system by time t n i,k . Then we have
This shows (5.2). Finally, (5.3) follows immediately from (5.1) and (5.2).
Let i = ±1. We next introduce the following filtrations. First recall that we assume Q 1 (0) ≥ 0 and Q −1 (0) = 0. We will let w n 1,k = 0 when k < −Q n 1 (0) + 1, and w n −1,k = 0 when k ≤ 0. Now define for k = 0, −1, −2, . . ., 6) and for k ∈ N, 
Proof. From (2.7) and (2.8), it is clear that w n i,k ∈ F n i,k , k ∈ Z. To see d n i,k is independent of F n i,k , it suffices to show that d n i,k is independent of the offered waiting times of all customers from both classes who arrive before t n i,k , because we assume Q n (0), {u n 1,k : k ∈ N}, {u n −1,k : k ∈ N}, {d n 1,k : k ∈ Z}, and {d n −1,k : k ∈ Z} are independent. Fix k ∈ Z. We will use mathematical induction in the following. For the first customer who arrives at the system (prior to time 0 or after time 0), assuming he/she is from Class i, the offered waiting time is t −i,1 , which is independent of d i,k . Assume that d i,k is independent of the offered waiting times of the first l customers (among all customers of both classes) who arrive at the system before t n i,k . We next note that for any l ∈ Z and i = ±1, the offered waiting time w i,l of the l1 {l>0} + (−l + 1)1 {l≤0} -th customer of Class i is determined by the offered waiting times of all customers from both classes who arrive before him/her, and other random variables that are independent of d i,k . Thus d i,k is also independent of the offered waiting time of the (l + 1)1 {l>0} + (−l + 2)1 {l≤0} -th customer (among all customers of both classes) who arrive at the system before t n i,k . The lemma now follows.
We divide the rest of the section into four subsections. In Section 5.1, we decomposeŴ n i into several processes, and study the asymptotic behaviors of these processes (see Lemmas 5.5, 5.7, 5.8). In Section 5.2, using the results from the previous subsection, we prove the C-tightness of (Ŵ n 1 ,Ŵ n −1 ) in Lemma 5.9, and establish the weak convergence of (Ŵ n 1 ,Ŵ n −1 ) in Theorem 5.11. The weak limit is uniquely characterized by a continuous functional defined in Proposition 5.10. Section 5.3 is then devoted to derive the weak convergence ofR n i andĜ n i , and as shown in Lemmas 5.12 and 5.13, they have the same weak limit that can be characterized in terms of the offered waiting time processes. We also provide all the proofs of Theorems 4.1, 4.2, and 4.3 in this section. Finally, the proof of Corollay 4.4 can be found in Section 5.4.
Decomposition ofŴ n i
We decomposeŴ n i into several stochastic processes, and these processes will be analyzed separately in Lemmas 5.5, 5.7, 5.8. 
Proof. It suffices to show that
The lemma follows.
We first establish the fluid limit of the state process in Lemma 5.4, and then study the processes in (5.9) -(5.12) as n → ∞ in Lemmas 5.5, 5.7, 5.8.
Lemma 5.4. Assume thatQ n is stochastically bounded. Then under Assumptions 3.1 and 3.3, we have Recall that for t ≥ 0,
We first consider W n 1 , and note that from (2.2), for t ≥ 0,
Consequently, we have for T ≥ 0,
Using functional central limit theorems for triangular arrays and renewal processes (see again Theorem 1 in [13] ), under Assumption 3.1, Next from (5.13), for t ≥ 0, 
. From Doob's inequality for martingales, we have for T ≥ 0,
From the random time change theorem, we have
Next using Assumption 3.3, we have that for δ > 0, lim sup
From (5.16), (5.17), and the assumption thatQ n is stochastically bounded, we see thatŴ n i is also stochastically bounded, and so
Therefore, (5.21) can be bounded by
This shows that 1 n Lemma 5.5. Assume thatQ n is stochastically bounded. LetM n i,1 andM n i,2 be as in (5.9) and (5.10). Then under Assumptions 3.1, 3.2 and 3.3,
where ι : [0, ∞) → [0, ∞) is the identity map, and Y 1 (t) = σ 1 B 1 (λt) and Y −1 (t) = σ −1 B −1 (λt) with B 1 and B −1 being two independent standard Brownian motions.
Proof. DefineM
Using Theorem 1 in [13] , under Assumptions 3.1 and 3.2,
where Y 1 (t) = σ 1 B 1 (λt) and Y −1 (t) = σ −1 B −1 (λt) with B 1 and B −1 being two independent standard Brownian motions. We next note that for i = ±1 and t ≥ 0,
The lemma follows by applying the random time change theorem, Lemma 5.4, and Assumptions 3.1 and 3.2 to
The following lemma on martingale convergence (see [22] or [7] ) will be used in the proof of Lemma 5.7.
Lemma 5.6. Suppose {M n (t); t ≥ 0} is a local martingale w.r.t some filtrations, and for t ≥ 0,
Then M n ⇒ 0 as n → ∞.
Lemma 5.7. Assume thatQ n is stochastically bounded. LetM n i,3 be as in (5.11). Then under Assumption 3.1, 3.2, and 3.3,M n i,3 ⇒ 0.
Proof. Recall that {M n i,3 (t)} t≥0 is an {F n i,t ∨ σ(d n i, [nt] )} t≥0 martingale, where F n i,t is defined in (5.7), and its quadratic variation is
We next observe that for t ≥ 0, 
Noting thatN n i (2t/λ) ⇒ 2t as n → ∞, thus P(N n i (2t/λ i ) < t) → 0. Next from Lemma 5.4, we haveR n i ⇒ 0, and we further observe thatR n i is uniformly integrable (which follows from the uniform integrability ofN n i ). Thus E(R n i (2t/λ)) → 0. Finally, the result follows from Lemma 5.6. Proof. Noting that we assume Q 1 (0) ≥ 0 and Q −1 (0) = 0, soξ n −1 ≡ 0, and it only needs to showξ
We see that {M n (t)} t≥0 is a {F n 1,−⌊nt⌋ ∨ σ(d n 1,−⌊nt⌋ )} t≥0 martingale, and
It is clear that {[M n ] t } t≥0 is C-tight and from Theorem VI.4.13 of [14] , we conclude that {M n (t)} t≥0 is also C-tight. Using the fact thatQ n (0) ⇒ 0, we obtain that
Thus it suffices to show that for δ > 0,
We observe that for all k = −Q n (0) + 1, . . . , −1, 0, 
Combining the above convergence and (5.28), we haveξ n 1 ⇒ 0.
Weak convergence of
We prove the C-tightness of (Ŵ n 1 ,Ŵ n −1 ) in Lemma 5.9, and establish the weak convergence of (Ŵ n 1 ,Ŵ n −1 ) in Theorem 5.11. The weak limit is uniquely characterized by a continuous functional defined in Proposition 5.10.
Lemma 5.9. Assume thatQ n is stochastically bounded. Then under Assumptions 3.1, 3.2 and 3.3, (Ŵ n 1 ,Ŵ n −1 ) is C-tight.
Proof. From (5.16) and (5.17) in the proof of Lemma 5.4, we know thatŴ n i is stochastically bounded. Now from (5.8), for 0 ≤ s ≤ t < ∞,
From Lemmas 5.4, 5.5 and 5.7,
) are weakly convergent. We next note that for δ > 0, Using Assumption 3.3 and noting thatN n i is C-tight andŴ n i is stochastically bounded, we have that for δ > 0,
The result follows. (i) Given x ∈ D([0; ∞), R), there exists a unique pair of (w 1 , w −1 ) such that w i ∈ D([0; ∞), R + ), i = ±1, and for t ≥ 0,
Proof. See Appendix.
Theorem 5.11. Assume thatQ n (0) converges weakly to some random variable q, andQ n is stochastically bounded. Then under Assumptions 3.1, 3.2, and 3.3,
where X is a Brownian motion with drift 
From Lemmas 5.5, 5.7, and 5.8, we have
where B 1 is a Brownian motion with drift c λ and variance λ(σ 2 1 + σ 2 −1 ). Next Lemma 5.9 establishes the C-tightness of (Ŵ n 1 ,Ŵ n −1 ). Let (W 1 ,W −1 ) be a weak limit of (Ŵ n 1 ,Ŵ n −1 ) along with a subsequence {n l } l∈N . Using Skorohod representation theorem, we can assume (Ŵ
We can now rewrite the waiting time process as follows.
Using Proposition 5.10 (ii) and (5.32), (5.34), we have
where X is a Brownian motion with drift c λ , variance λ(σ 2 1 + σ 2 −1 ), and initial value X(0) = q/λ. Finally, from the uniqueness of (Ψ 1 , Ψ −1 ) in Proposition 5.10 (i), we have (Ŵ n 1 ,Ŵ n −1 ) ⇒ (Ψ 1 , Ψ −1 )(X).
Weak convergence ofR
The following two lemmas show that bothR n i andĜ n i converge to
, with X defined in Theorem 5.11.
Lemma 5.12. Assume thatQ n is stochastically bounded. Then under Assumptions 3.1, 3.2, and 3.3,R Proof. From (5.13), for t ≥ 0,
The result follows from Lemmas 5.5, 5.7, and (5.34).
Lemma 5.13. Assume thatQ n is stochastically bounded. Then under Assumptions 3.1, 3.2, and 3.3,
Proof. The proof idea is similar to the proof of Proposition 4.1 in [7] . We first show that
, it is clear that w n 1,k ≤ w n 1,l for l ≤ k ≤ 0, and so (5.36) holds for l ≤ k ≤ 0. For k = −Q n (0) + 1 and l = 1, we have
We note that R n 1,−Q n (0)+1 + 1 ≥ R n 1 (t n 1,1 −), and so
Thus it is clear that (5.36) holds for k = −Q n (0)+1 and l = 1. Consider now k ∈ N. If w n i,k = 0, then (5.36) holds clearly. Suppose now that w n i,k > 0. Then
, and if w n i,l = 0, then from Lemma 5.1,
Thus (5.36) holds for 1 ≤ k ≤ l. For t ≥ 0, define Observing that w n i,k + t n i,k = W n i (t n i,k −) + t n i,k ≤ t for all t n i,k < τ n i (t), each customer arriving before time τ n i (t) should have left the system by time t. This says Proof of Theorem 4.1. Recall that Q n (0) ≥ 0. We then note that for t ≥ 0, from (5.8) and (5.13),Ŵ
and from (2.2),
Recalling from Lemma 5.5, we have where ι : [0, ∞) → [0, ∞) is the identity map, and Y 1 (t) = σ 1 B 1 (λt) and Y −1 (t) = σ −1 B −1 (λt) with B 1 and B −1 being two independent standard Brownian motions. Then for t ≥ 0,
Combining ( 
Let (W 1 , W −1 ) denote the weak limit of (Ŵ n 1 ,Ŵ n −1 ) and X be defined in Theorem 5.11. Then from Theorem 5.11, we see that
Denote by Q the weak limit ofQ n in (5.42). Then from Theorem 4.1, we have
The result follows.
Proof of Theorem 4.3. We first obtain the generator of Q as follows. For x ∈ R and f ∈ C 2 0 (R),
From Proposition 9.2 in [10] , it suffices to verify that R Af (x)π(dx) = 0 for all f ∈ C 2 0 (R). Indeed, using integration by parts, we have
Thus π is a stationary distribution of Q. Finally, the uniqueness of π follows from the irreducibility of Q.
Proof of Corollary 4.4
The goal is to proveQ n is C-tight under Assumption 3.1, 3.2, and 3.4. We first follow [15] to construct the compensator for the abandonment process G n i . Define the potential waiting time process for the customers of Class i as follows: For k ∈ N,
We note that for k ∈ N,w n i,k (t) represents the amount of time spent by the k th customer of Class i since entering the system, and remains constant at d n i,k once the time spent reaches the patience time, and for k ∈ −N ∪ {0},w n i,k represents the potential waiting time process of the (−k + 1) st customer who enters the system before time 0 (if such customer exists). The following measure, which is called the potential queue measure, assigns a unit mass to the potential waiting time of each customer of Class i that has entered the system by time t and whose potential waiting time has not yet reached the patience time.
The number of Class i customers at time t can then be formulated as follows:
where χ n i (t) = inf{x > 0 : η n i,t [0, x] ≥ Q n i (t)} which is the waiting time of the head-of-the-line Class i customer in the queue at time t. The abandonment process of Class i at time t becomes
=0
. Recall from Assumption 3.4 that for i = ±1, the patience time distribution function F n i has density function f n i and hazard rate function
, where h i is a nonnegative measurable function. Define for t ≥ 0,
Lemma 5.14. For n ∈ N, the process A n i is the {G n i,t } compensator of the process G n i , and in particular,
Proof. First it can be seen that (Q n , G n i , A n i ) ∈ {G n i,t }. Then the rest of the proof is essentially the same as that of Lemma 5.4 in [15] .
Proof. The following proof is adapted from [25] . We first observe that for t ≥ 0,
and so
Finally, we have for t ≥ 0, Lemma 5.16. AssumeQ n (0) converges weakly to some random variable q. ThenQ n is C-tight.
Proof. For t ≥ 0, we note that
From Lemmas 5.14 and 5.15, the quadratic variation of the local martingaleM n i is
(5.43)
Thus from Lemma 5.6, we haveM n i ⇒ 0. Furthermore, we have for t ≥ 0,
Using Gronwall's inequality, we have
Next using similar argument as in (5.43), we have for 0 ≤ s ≤ t < ∞, The rest of the proof is similar to the proof of Lemma 1 in [26] . Choose δ > 0 such that 2κδ < 1, and then partition [0, T ] into ⌊T /δ⌋ + 1 subintervals [y j , y j+1 ], j = 0, 1, . . . , ⌊T /δ⌋, where y 0 = 0, y j = jδ, j = 1, . . . , ⌊T /δ⌋, and y ⌊T /δ⌋+1 = T . Let c = 2 x T . We first observe that for n ≥ 1, There exists n 0 ∈ N such that when n ≥ n 0 , Finally, from the above estimate, we see that sup 0≤t≤T |w n (λ n (t)) − w(t)| ∨ sup 0≤t≤T |λ n (t) − t| → 0, as n → ∞.
