Recent studies have demonstrated the existence of community structure and rich club nodes, (i.e., highly interconnected, high degree hub nodes), in human brain functional networks. The cognitive relevance of the detected modules and hubs has also been demonstrated, for both task based and default mode networks, suggesting that the brain selforganizes into patterns of co-activated sets of regions for performing specific tasks or in resting state. In this paper, we report studies on the resilience or robustness of this modular structure: under systematic erosion of connectivity in the network under thresholding, how resilient is the modularity and hub structure? The results show that the network shows show strong resilience properties, with the modularity and hub structure maintaining itself over a large range of connection strengths. Then, at a certain critical threshold that falls very close to 0, the connectivity, the modularity, and hub structure suddenly break down, showing a phase transition like property. Additionally, the spatial and topological organization of erosion of connectivity at all levels was found to be homogenous rather than heterogenous; i.e., no "structural holes" of any significant sizes were found, and no gradual increases in numbers of components were detected. Any loss of connectivity is homogenously spread out across the network. The results suggest that human taskbased functional brain networks are very resilient, where the whole network structure fails only when connectivity is almost fully removed from the network. The findings may help further the understanding of dynamics of and relationships between structural and functional brain networks.
INTRODUCTION
With graph theory, network science, and computational neuroscience joining forces, significant advances have been made in furthering the understanding of human brain network organization [6, 3, 8, 7, 13, 12] . Recent studies have demonstrated the existence of small-worldness, community structure and a set of rich club nodes, (i.e., highly interconnected, high degree hub nodes, with large periphery), in human brain structural and functional networks [4, 8, 7, 6 ]. The cognitive relevance of the detected modules and hubs has also been demonstrated, for both task based and default mode or resting state networks, suggesting that the brain self-organizes into co-activated sets of regions for performing specific tasks or in resting state [4] .
Most of these studies on the functional structure of brain networks, that is, patterns of measured co-activation of brain regions as the brain is in a resting state or performing a specific task, is based on the experimental basis provided by fMRI or functional magnetic resonance imaging studies [5, 13] . After considerable pre-and post-processing of such data, fMRI based brain networks are produced, on which established graph theoretic algorithms are applied, to deduce information about the topology and spatial organization of brain networks, and the relationship of graph theoretic properties to brain function and dynamics. However, mining and detection of these patterns is dependent on the data, and it is known that in the brain domain, experimentally measured data is subject to innumerable variations on experimental conditions, pre-and post-processing steps, and human subjects, along with combinatorial explanations of these variations [5] . Therefore, to base the results of analysis on a simple application of algorithms to numerical data can be problematic in terms of interpretation of the data [5] . Further, while small-worldness, modularity structure, and hub structure has essentially been demonstrated by multiple studies, the resilience of their topological and spatial organization and their relationship to the numerical data provided by the experiments is still an open question.
In this paper, we report studies on the resilience or robustness of this modular structure: under systematic erosion of connectivity in the network under thresholding, how resilient is the modularity and hub structure? The results show that the functional co-activation network shows strong resilience properties, with the modularity and hub structure maintaining itself over a large range of connection strengths. Then, at a certain critical threshold that falls very close to 0, the connectivity, the modularity, and hub structure suddenly breaks down, showing a phase transition like property. Additionally, the spatial and topological organization of erosion of connectivity at all levels was found to be homogenous rather than heterogenous; no "structural holes" of any significant sizes appeared, and no gradual increases in numbers of components were detected. Loss of connectivity was homogenously spread out across the network. The results suggest that human task-based functional brain networks are very resilient, where the whole network structure fails only when connectivity is almost fully removed from the network. The findings may help further the understanding of dynamics of functional brain networks, such as their criticality and stability, ad the relationships between structure and function.
Paper summary
We first present a static modularity analysis and rich club or hub analysis as presented in previous work [4] . Our results match with the previously reported results in the literature [4] . Then, in Section 2 we present our thresholding method, and its application on the data to produce graphs at various levels of decreasing connectivity. In Section 3 we analyze the dynamics of how the community structure organization and rich club structure changes dynamically as the connectivity in the graph is systematically eroded. We show the existence of a sudden phase transition like behavior, where the community structure organization suddenly breaks down, and we show that this is in the region that represents the bulk of connectivity in the network. We also analyze how the rich club structure changes. Finally, in Section 4 we summarize our findings, discuss our results, and present ideas for future work.
DATA AND THRESHOLDING
From [4] , we have obtained data on functional coactivation brain networks. In the original paper, the authors have collected 1641 instances of task-related fMRI or PET studies published between 1985 and 2010, available in the BrainMap database. The human brain has been then parcellated into 638 regions covering the whole brain, and for every pair of these regions, a Jaccard Index similarity was defined, that was computed using the 1641 instances of task related data mentioned above. That is, for every individual task, patterns of co-activation between pairs of brain regions were available, and the Jaccard Index was then used as metaanalysis, to provide a measure of "co-activation" association between every two pairs of 638 brain regions over the entire set of tasks. This provides the functional co-activation matrix, where a high value of co-activation between two brain regions indicates the high measure of similarity between the patterns of activations of two regions reported across a range of task-based experiments. For more information, please see the original source [4] .
Using the functional co-activation matrix, a network G can be defined with V vertices, and E edges, where two vertices vi and vj are connected by an edge with a weight wij equal to the functional co-activation measure described above. If two nodes do not have an edge between them, this means that the corresponding brain regions have no coactivation. From the data available, the numerical range is particularly small, varying from 0 (no co-activation) to 0.3355 (highest co-activation). The adjacency matrix is represented by A, where Aij = wij if the nodes are connected, and Aij = 0 otherwise.
The original source [4] reports that this graph has a strong modular structure with four principal modules detected (occipital, central, frontoparietal, and default mode), that not only correspond to the known large scale structural organization of the brain, but also correspond to the known specific behavioral, and cognitive functions supported by these regions in the brain, thereby showing the relationship between structural and functional structure. We reproduced these results, by applying the same algorithm to the data as the authors, and confirmed the existence of these modules. Additionally, a rich-club structure was also reported in the study, showing the existence of a set of highly connected, highly interrelated, high degree hub nodes, Therefore, it was interesting to ask the following question: how resilient is this network to systematic erosion of connectivity? The answer to this question would not only help to deepen our understanding of the topological and spatial organization of the modularity and hub structure of the functional network, it would also help us to understand the patterns of co-activation as they are spread across the brain, both topologically and spatially. More specifically, we ask the classic integration versus segregation question: under systematic erosion of connectivity, does the co-activation network fracture into separate components gradually with modularity structure rapidly changing, or does the modularity structure hold as network connectivity erodes, pointing to a more globally integrated structure of co-activation.
We did the following. Looking at the data range and distribution, we identified a set of relevant numerical thresholds t. Then, at every step, a new network was produced from the original network, with all edges above the value of t being removed from the network. Repeated application of this process produced a set of networks with the same set of nodes, but decreasing in connectivity. This process was performed till there were no edges left in the network. These new sparse networks were then examined for connectivity, modularity and hub (degree centrality) structure. For modularity, we used the Louvain algorithm that the authors of the original paper used. The Louvain algorithm is a well known fast algorithm for Newman's modularity maximization [2] . Figure 1A shows the results of the modularity analysis for the original functional coactivation network. We detected 5 large clusters, corresponding exactly with the 4 large clusters reported in the original source [4] . The 4 detected modules were largely identified to be the occipital, central, frontoparietal, and default mode. In our case, two clusters were detected for the fronto-pareital, making the total number of modules 5.
RESULTS

Modularity and hubs analysis
We then performed an analysis of the distribution of edge strengths in the network 2. The data range is small, and varies from 0 to a maximum of 0.3355, but most of the con- At 0.03, the connectivity and modularity and hub structure suddenly breaks down, showing a phase transition like behavior. That is, till the thresholded range of 0.05, the modularity analysis and rich club structure continue to show the same results; i.e., 4 main modules, and persistent nodes with high degrees as hubs. However, suddenly, at 0.04-0.03, the modularity structure suddenly breaks with more than 300 modules emerging at 0.03. To test this finding more deeply, we tracked the Laplacian eigenvalues and their relationship to the Cheeger constant, tracking the appearance of connected components and the ease of partitioning a network into subgraphs (see below).
Further, the authors in [4] also reported the existence of 21 principal nodes that form the rich club of hubs. These are characterized by a high degree of interconnectedness between themselves, as well as the rest of the network, and have the highest degrees. We tracked 50 nodes with the highest degree centrality in each of the original and thresholded network versions, and tracked the appearance and disappearance of nodes from this "rich club" set at every thresholding step. Figure 5a shows the results of the analysis: the top 21 nodes with the highest degree show high resilience to erosion over a large range of thresholding, and at a threshold value of 0.1-0.04 again the same phase transition like behavior is seen. Their degrees suddenly drop drastically in this range. The lines have been plotted for visual tracking convenience, and the points where degree is shown to be zero do not signify that the degree has dropped to zero, rather it signifies that that particular node has moved out of the "rich club" of the 21 highest degree nodes at that level of thresholding. Interestingly, some of the nodes go out of the rich club and then appear again. Since we tracked the top 50 nodes for their degrees at every level of thresholding, Fig. 5b shows a few nodes that appear in the rich club in the zone of thresholding where the nodes of the original rich club move out of the rich club: 0.1 to 0.05.
Zeros of Laplacian
The Laplacian is defined as L = D − A, where D is a diagonal matrix with dii equal to the degree of the node i. A well-known theorem states that the first eigenvalue of the Laplacian is always a zero, and the number of zeros in the eigenspectrum signifies the number of disconnected, connected components in the graph. Figure 6 shows the results of this analysis, confirming the observations above. Only the first eigenvalue is a zero till the threshold of 0.05, at 0.04 there are two zero eigenvalues, signifying 2 components, and thereafter, at 0.03, there are 313 zeros, Fig. 6a . Further, tracking the second smallest eigenvalue next to zero, Fig. 6b , shows that it is positive but falling till 0.05, and then falls to zero at 0.04.
Cheeger constant
Given any two vertex-disjoint subgraphs V1 and V2, we let E(V1, V2) represent the set of edges that run between the two vertex groups. Given a graph G and a subgraph V of G, we represent by V the complement of V , that is the set of vertices in G but not in V . Then, we define
and the Cheeger constant is defined as
The Cheeger constant measures the ease with which a graph can be cut into two parts. That is, if it is small, then the number of edges running between a subgraph and its complement is much lower than the degrees of the nodes in the subgraph, and therefore, it will be easy to partition i.e., all connections higher than the threshold have been removed from the network and modularity and degrees computed. Note the gradual homogenous decay upto the threshold point (0.04-0.03) beyond which the whole network breaks down suddenly, and just above the threshold, (till 0.05), the network maintains its connectivity and community structure, even though the network becomes sparser. the graph into parts. Conversely, if it is high, then it will be harder to partition the graph into parts, since there is a high number of edges running between subgraphs. Thus, for the brain network, we expect to see high values of the constant hG(V ), since it appears that it is difficult to produce components by eroding the connectivity, for a large range of the connectivity strengths or edge weights.
While it is infeasible to compute the Cheeger constant, we make two observations on approximations. First, it is reasonable to expect that out of all possible subgraphs of a graph G, detected modules will have the least values for hG(V ), because by definition, modularity finding through modularity maximization finds communities that minimizes the number of edges running between these communities. In other words, by definition, modularity finding means looking for solutions with highest possible intramodule connectivity and lowest possible intermodule connectivity. Thus, computing hG(V ) by setting V to be the subgraphs defined by the detected modules will ensure that we are looking for a set with the least possible Cheeger constant values, out of all possible subgraphs in G. Second, the second eigenvalue of the Laplacian is computable, and the following relation provides upper and lower bounds on the second eigenvalue of the Laplacian using the Cheeger constant:
The second eigenvalue of the Laplacian is also used as a measure of connectivity, via its Fiedler eigenvector, frequently used in spectral graph partitioning. Thus, putting together the above two ideas, we computed the constant hG(V ) for each of the subgraphs defined by the communities for the original and thresholded versions of the network and then chose the minimum of these values. Table 1 shows the results. It is worth mentioning that the inequality in Eq 3 is satisfied even with this rough computation. The results in Table 1 show that the constants are large, suggesting that there is a high number of edges running between each subgraph and its complement, implying that the network is not partitioned easily into subgraphs, and is resilient at all levels of thresholding upto the phase transition like point where everything breaks up. For all computations, we have used the weighted information, and not binarized versions of the networks.
CONCLUSIONS AND DISCUSSION
In this paper, we reported studies on the resilience or robustness of the modularity and hub structure of human brain functional co-activation networks. We investigated the question: under systematic erosion of connectivity in the network under thresholding, how resilient is the modularity and hub structure? The results show that modularity and hub structure show strong resilience properties, with the modularity and hub structure maintaining itself over a large range of connection strengths. Then, at a certain critical threshold that falls very close to 0, the connectivity, the modularity, and hub structure suddenly break down, showing a phase transition like property within a very small range of connectivity. Additionally, the spatial and topological organization of erosion of connectivity at all levels was found to be homogenous rather than heterogenous. This implies that no "structural holes" of any significant sizes were detected and no gradual increases in numbers of components were detected. Our hypothesis thus says that when such holes emerge under loss of connectivity, they are homogenously spread out across the network. This is very different from other networks, such as road and air traffic and transportation networks, for example, where the loss of functional or flow connectivity is much more heterogenous [1] . The results suggest that human task-based functional brain networks are very resilient, where the whole network structure fails only when connectivity is almost fully removed from the network.
A number of directions for future work are possible. First, other types of systematic erosion of connectivity could be explored. For example, the same question could be asked by changing the thresholding method to removing the highest degree nodes one by one, and observing how the network structure erodes. Second, the existence of the phase transition like behavior needs to be explored more completely. While there is a lot of reported literature on phase transitions in random and small world networks [14] , this literature is not directly related to modularity, even though it is now established that all modular networks are small world networks [9] (although the converse may not be true). Therefore, it will be interesting perform such studies over other data sets, but also model such behavior for modular networks, and relate it to the eigenstructure of the networks. Finally, it will be useful to extend these aspects into exploring the possible implications for nderstanding the dynamics of and relationships between structural and functional brain networks [11, 10, 13] . In particular, it is known that higher level functional processes such as information processing in the brain are related to the anatomical structure, but recent studies have shown that this relationship is not only dependent on direct structural connectivity, but also indirect longer paths through the network [10] . If indirect paths are important, then the study of how resilient they are at different hierarchical levels will be an interesting question to study. Further, the findings and future studies may help further the understanding of dynamics of functional brain networks, such as their criticality and stability properties at various levels of connectivity and thresholding [11] . 
