Extension of frames and bases - I by Krishna, K. Mahesh & Johnson, P. Sam
ar
X
iv
:1
81
0.
01
62
9v
1 
 [m
ath
.O
A]
  3
 O
ct 
20
18
EXTENSION OF FRAMES AND BASES - I
K. MAHESH KRISHNA, AND P. SAM JOHNSON
Department of Mathematical and Computational Sciences
National Institute of Technology Karnataka (NITK), Surathkal
Mangaluru 575 025, India
Emails: kmaheshak@gmail.com, kmaheshakma16f02@nitk.edu.in,
nitksam@gmail.com, sam@nitk.ac.in
Date: October 4, 2018
Abstract: We extend the theory of operator-valued frames (resp. bases), hence the theory of frames
(resp. bases), for Hilbert spaces and Hilbert C*-modules, in two folds. This extension leads us to develop
the theory of operator-valued frames (resp. bases) for Banach spaces. We give a characterization for
the operator-valued frames indexed by a group-like unitary system. This answers an open question
asked in the paper titled “Operator-valued frames” by Kaftal, Larson, and Zhang in Trans. Amer.
Math. Soc. (2009). We study stability of the extension. We also extend Riesz-Fischer theorem, Bessel’s
inequality, variation formula, dimension formula, and trace formula. Further, notions of p-orthogonality,
p-orthonormality and Riesz p-bases have been developed in Banach spaces and Paley-Wiener theorem
has also been generalized. We derive ‘4-inequality,’ ‘4-parallelogram law,’ and ‘4-projection theorem.’
Keywords: Frames, operator-valued frames, strong-operator topology, strict topology, representations,
group-like unitary system, perturbation, Hilbert C*-modules.
Mathematics Subject Classification (2010): Primary 42C15, 47A13, 47B65, 46H25; Secondary
42C40, 46C05, 46L05.
Contents
1. Introduction 2
2. Extension of operator-valued frames and bases 5
3. Characterizations of the extension 17
4. Similarity, composition and tensor product 24
5. Frames and discrete group representations 27
6. Frames and group-like unitary systems 30
7. Perturbations 34
8. Sequential version of the extension 38
9. The finite dimensional case 60
10. Further extension 66
11. Extension of homomorphism-valued frames and bases 74
12. Sequential version of homomorphism-valued frames and bases 85
13. Further extension in modules 103
14. p-operator-valued frames and p-bases 109
15. Sequential version of p-operator-valued frames and p-bases 118
16. Appendix 132
17. Conjectures 135
18. Acknowledgments 135
References 136
1
21. Introduction
Frame for a Hilbert space is a relaxed orthonormal basis. This was first introduced and studied by Duffin,
and Schaeffer, in 1952, in the study of sequences of type {eiλnx}n∈Z, λn ∈ C, x ∈ (−r, r) , r > 0 [15].
Paper of Daubechies, Grossmann, and Meyer [13] triggered the area. To give further introduction, we set
notations first.
Fonts X ,X0,Y denote Banach spaces. Dual of X is denoted by X ∗. For a set Y in X , we denote the
span closure of Y by spanY . The identity operator on X is denoted by IX . Field of scalars (R or C) is
denoted by K. The unit circle group is denoted by T. Notations J,L,M,Lj are used for indexing sets.
Our sequences are also indexed by these notations. Cardinality of J is denoted by Card(J). If a sequence
{xj}j∈J is in X , by the convergence of
∑
j∈J xj (in X ) we mean the convergence of the net obtained by
the set inclusion, on the collection of all finite subsets of J. Letter H always denotes a Hilbert space, so
is any of its ‘integer’ subscripts. Banach space of all bounded linear operators from H to H0 is denoted
by B(H,H0). We write B(H,H) as B(H). If Y ⊆ B(H), we denote the commutant of Y by Y ′. A unital
C*-algebra is denoted by A and all of our C*-algebras are unital. Whenever we want to use the identity
of A, we write A as (A, e). Standard Hilbert C*-module indexed with J is denoted simply by HA and
the same indexed by L is denoted by HA(L). Letters E,E0,E1,E2 denote Hilbert C*-modules. Whenever
both E,E0 are over the same C*-algebra A, the collection of all maps from E to E0 which are linear,
A-linear (we call such maps as homomorphisms) bounded adjointable is denoted by Hom∗
A
(E,E0). We
declare End∗A(E) := Hom
∗
A(E,E). We use “in”, for words such as ‘frames’, ‘orthogonal’, ‘orthonormal’,
..., whenever we are handeling collections in B(H,H0) or Hom∗A(E,E0) or B(X ,X0), and we use “for”,
whenever we are dealing with sequences in H or E or X . For instance, “{Aj}j∈J is orthonormal in
B(H,H0)” and “{xj}j∈J is orthonormal for H”.
Frames played a prominent role in both pure and applied mathematics. As illustrations, in the pure,
(i) In 2005-2006 it was shown that [4, 5, 7], the famous (operator algebra question) Kadison-Singer
conjecture (i.e., every pure state on the abelian von Neumann algebra of all bounded diagonal
operators on ℓ2(N) extends uniquely as a pure state on B(ℓ2(N)) [25]) is true if and only if Feichtinger
conjecture (i.e., every bounded frame in a Hilbert space can be written as a finite union of Riesz
sequences (cf. [4])) is true if and only if Bourgain-Tzafriri conjecture (i.e., for every b > 0, there
exists m ∈ N and an a > 0 such that for every linear operator T : Cn → Cn with ‖Tej‖ = 1, ∀j =
1, ..., n, and ‖T ‖ ≤ √b, we can find a partition {Qj}mj=1 of {1, ..., n} such that ‖
∑
k∈Qj akTek‖2 ≥
a
∑
k∈Qj |ck|2, ∀j = 1, ...,m, ∀ck ∈ C, ∀k ∈ Qj , where {ej}nj=1 is the standard orthonormal basis
for Cn (cf. [4])) is true if and only if the Paving conjecture (i.e., given ǫ > 0, there exists m ∈ N
such that for every n ∈ N and every linear operator T : Cn → Cn whose matrix w.r.t. the
standard orthonormal basis {ej}nj=1 for Cn has zero diagonal, we can find a partition {Qj}mj=1 of
{1, ..., n} such that ‖PQjTPQj‖ ≤ ǫ‖T ‖, ∀j = 1, ...,m, where PQj is the orthogonal projection from
Cn onto span{ek}k∈Qj (cf. [4])) is true (Marcus, Spielman, and Srivastava solved Kadison-Singer
conjecture [33]).
(ii) Define Ta : L2(R) ∋ f 7→ Taf ∈ L2(R), (Taf)(x) = f(x − a), ∀x ∈ R, for each a ∈ R, and
Eb : L2(R) ∋ f 7→ Ebf ∈ L2(R), (Ebf)(x) = e2πibxf(x), ∀x ∈ R, for each b ∈ R. Let χ[0,c) be
the characteristic function on [0, c). The abc-problem demands to characterize a, b, and c such
that {EmbTnaχ[0,c)}m,n∈Z is a (Gabor or Weyl-Heisenberg) frame for L2(R) (Dai, and Sun solved
abc-problem [12]).
3In applied, frames are in regular use in sampling theory [21], filter banks [6], signal and image processing
[14], quantum measurement [16], and wireless communication [24].
Definition 1.1. [15] A collection {xj}j∈J in a Hilbert space H is said to be a frame for H if there exist
a, b > 0 such that
(1) a‖h‖2 ≤
∑
j∈J
|〈h, xj〉|2 ≤ b‖h‖2, ∀h ∈ H.
Constants a and b are called as lower and upper frame bounds, respectively. Supremum (resp. infimum)
of the set of all lower (resp. upper) frame bounds is called optimal lower (resp. upper) frame bound. If
the optimal frame bounds are equal, then the frame is called as tight frame. A tight frame whose optimal
bound is one is termed as Parseval frame.
For good references on the theory of frames, we refer [3], [11], [22], [40], [6], [21], [38] (those last three are
dedicated to finite frames. Further, last one is devoted to finite tight frames).
Another way of writing Inequality (1) (i.e., Definition 1.1) is
(2) the map H ∋ h 7→
∑
j∈J
〈h, xj〉xj ∈ H is well-defined bounded positive invertible operator.
Let us now define Aj : H ∋ h 7→ 〈h, xj〉 ∈ K, for each j ∈ J. Hence one more way for Statement (2) is
(3)∑
j∈J
A∗jAj converges in the strong-operator topology on B(H) to a bounded positive invertible operator.
Now Statement (3) leads to
Definition 1.2. [27] A collection {Aj}j∈J in B(H,H0) is said to be an operator-valued frame on H
with range in H0 if the series
∑
j∈J A
∗
jAj converges in the strong-operator topology on B(H) to a bounded
invertible operator.
Sun [36] used the term G-frame for operator-valued frame. We call Definition 1.1 as sequential version
and Definition 1.2 as operator version of frames. Sun showed that these two notions are equivalent, under
certain circumstances (Theorem 3.1 in [36]). We will show this in both folds of our extensions (Theorem
3.7, and Theorem 10.13).
In Section 2 we enlarge the theory of operator-valued frames for Hilbert spaces by Kaftal, Larson, and
Zhang [27], and by Sun [36] (this extension leads us to develop the theory of operator-valued frames
for Banach spaces, which we handle in Section 14). Definition 2.17 introduces relative orthonormal sets
and Riesz basis for operators. This section contains extension (operator version) of (i) Riesz-Fischer
theorem (Theorem 2.15), and (ii) Bessel’s inequality (Theorem 2.19). Notions of Parseval, Riesz, or-
thonormal, dual, orthogonal, disjoint operator-valued frames are introduced in this section. A dilation
result (Theorem 2.38) also appears in this section.
Section 3 contains various characterizations (Theorem 3.1, Theorem 3.6, Theorem 3.7) of orthonormal
bases, Riesz bases, operator-valued frames, Bessel sequences, Riesz operator-valued frames and orthonor-
mal operator-valued frames. Theorem 3.7 connects operators to elements and this gives an idea to define
extension in sequential form (we launch this in Section 8).
Section 4 contains four types of similarities between two operator-valued frames. It also contains compo-
sition and tensor product of operator-valued frames.
4Section 5 studies operator-valued frames indexed by groups. Advantage of indexing a frame with group
is - we can generate frames by starting with two fixed operators. Theorem 5.3 characterizes unitary
representations of discrete groups which generate Parseval operator-valued frames.
In Section 6 we study operator-valued frames indexed by group-like unitary systems. Theorem 6.5
characterizes unitary representations of group-like unitary system which generate Parseval operator-
valued frames. Corollary 6.7 answers the question raised by Kaftal, Larson, and Zhang in Trans. Amer.
Math. Soc. [27], namely “We do not know if there is a similar necessary and sufficient condition for frames
indexed by a unitary system, or at least by some structured unitary system, such as a Gabor system”
(Page No. 6371, (iii) of Remark 6.8 in [27]).
Section 7 shows that Definition 2.1 is stable under perturbations. Theorem 7.6, Theorem 7.9, and
Theorem 7.10 are main results here.
Section 8 starts by abstracting the clues from Theorem 3.7. All the notions, results and characterizations
which appeared in Section 2 are in this section, in sequential form. As an eagle view on results, Theorem
8.22 (resp. 8.38, 8.41, 8.45, 8.52, 8.55, 8.57, 8.59, 8.60) is sequential version of Theorem 2.38 (resp. 3.1,
3.6, 4.4, 5.3, 6.5, 7.6, 7.9, 7.10). This section contains extension (sequential version) of Bessel’s inequality
(Theorem 8.9). Corollary 8.40 tells that our extension is correct.
Section 9 handles frames in finite dimensional Hilbert spaces. Theorem 9.1 characterizes finite frames for
finite dimensional spaces. Properties of the space, frames, and operators are pasted together in Theorem
9.3, which also has extended variation formula, extended dimension formula, and extended trace formula.
Theorem 9.7 (resp. Theorem 9.8) tells when can we get a frame for Cm (resp. Rm) from a frame for Rm
(resp. Cm). An interesting example of tight frame for R2, using circular functions, is in Proposition 9.11.
Section 10 further extends Section 2, and Section 8. We achieve this by removing condition (ii) in
Definition 2.1. Theorem 10.13 gives a link between operator, and sequential versions, whereas Theorem
10.14 provides a characterization of ‘further extension’ for collections inside B(H).
In Section 11 we try to do the results of Section 2 in Hilbert C*-module settings. This enlarges the
notion of operator-valued frames (what we call as homomorphism-valued frames) for Hilbert C*-modules
by Kaftal, Larson, and Zhang [26]. This section contains extension (homomorphism version) of (i) Riesz-
Fischer theorem (Theorem 11.9), and (ii) Bessel’s inequality (Theorem 11.12). Here we only state results
whose proofs are similar to the proofs of corresponding results in Section 2 (we briefly sketch the proof
of some of the statements for which certain arguments in the corresponding proof in Section 2 need
additional support to validate, unlike Hilbert spaces).
Section 12 has sequential version of Section 11 and this is comparable with Section 8. Again, for proofs
we follow the same strategy done for the proofs in Section 11. This section contains extension (sequential
version in Hilbert C*-modules) of (i) Riesz-Fischer theorem (Theorem 12.27), and (ii) Bessel’s inequality
(Theorem 12.38).
Further extension of Section 11, and Section 12 are done in Section 13.
Section 14 starts with the fundamental idea of writing frame inequality (Inequality (18)) independent
from the inner product (Inequality (19)). This results in the precise formulation of the notion of p-
operator-valued frames (Definition 14.2). Notions of p-orthogonality and p-orthonormality for collection
of operators between Banach spaces are in Definition 14.4 and Definition 14.6, respectively. Definition
14.12 gives notions of relative p-orthonormality and Riesz p-basis for operators. A characterization of all
these notions is in Theorem 14.24.
5Section 15 takes a different root than its operator-version (Section 14), unlike Section 8 or Section 12,
which were born from Section 2 or Section 11, respectively. This section contains sequential definitions
of p-frame, Riesz p-basis, Riesz p-frame, orthonormal p-frame. Theorem 15.50 characterizes all these
notions. Definition 15.2 (resp. Definition 15.3) gives the notion of p-orthogonal sequence (resp. p-
orthogonal basis) in Banach spaces. Theorem 15.5, and Theorem 15.14 show that these definitions give
back traditional orthogonality and orthonormality definitions in Hilbert spaces (whenever p = 2). 4-
inequality (Theorem 15.23), 4-parallelogram law (Theorem 15.24) and 4-projection theorem (Theorem
15.25) are derived in this section. Extended trace formula, and extended dimension formula for Banach
spaces are in Theorem 15.59.
The appendix, Section 16 has the notion of Riesz p-basis and the relative Riesz p-basis for Banach spaces.
Definition 16.1 coincides with the usual Riesz basis definition in Hilbert spaces, when p = 2 (Remark
16.2). Theorem 16.3 extends Paley-Wiener theorem (from Hilbert space to Banach space). Relative Riesz
p-bases are characterized in Theorem 16.11.
Section 17, the last section contains some conjectures about the path-connectedness of frames indexed
by groups, and group-like unitary systems (they are inspired from Theorem 8.1 in [27]).
2. Extension of operator-valued frames and bases
Definition 2.1. Let J be an index set, H,H0 be Hilbert spaces. Define Lj : H0 ∋ h 7→ ej⊗h ∈ ℓ2(J)⊗H0,
where {ej}j∈J is the standard orthonormal basis for ℓ2(J), for each j ∈ J. A collection {Aj}j∈J in
B(H,H0) is said to be an operator-valued frame (we write (ovf)) in B(H,H0) with respect to a collection
{Ψj}j∈J in B(H,H0) if
(i) the series
∑
j∈JΨ
∗
jAj converges in the strong-operator topology (SOT) on B(H) to a bounded positive
invertible operator,
(ii) both
∑
j∈J LjAj,
∑
j∈J LjΨj converge in the strong-operator topology on B(H, ℓ2(J)⊗H0) to bounded
operators.
We denote the limit of
∑
j∈JΨ
∗
jAj by SA,Ψ (which we call as frame operator for {Aj}j∈J w.r.t. {Ψj}j∈J),
and use notations θA, θΨ (which we call as analysis operators for {Aj}j∈J w.r.t. {Ψj}j∈J and their
adjoints as synthesis operators) to denote the limits of
∑
j∈J LjAj,
∑
j∈J LjΨj, respectively. Real α, β >
0 satisfying αIH ≤ SA,Ψ ≤ βIH are called as lower and upper frame bounds, taken in order. Let
a = sup{α : αIH ≤ SA,Ψ}, b = inf{β : SA,Ψ ≤ βIH}. One sees that a = ‖S−1A,Ψ‖−1 and b = ‖SA,Ψ‖.
We call a as optimal lower frame bound, b as optimal upper frame bound for the frame {Aj}j∈J w.r.t.
{Ψj}j∈J. If a = b, then the frame is called as tight frame (or exact frame) w.r.t. {Ψj}j∈J. A tight frame
is said to be Parseval w.r.t. {Ψj}j∈J if optimal frame bound is one.
Whenever {Aj}j∈J is an operator-valued frame w.r.t. {Ψj}j∈J we write ({Aj}j∈J, {Ψj}j∈J) is (ovf).
For fixed J, H,H0 and {Ψj}j∈J, the set of all operator-valued frames in B(H,H0) with respect to collection
{Ψj}j∈J is denoted by FΨ.
If the condition (i) in Definition 2.1 is replaced by “the series
∑
j∈JΨ
∗
jAj converges in the strong-operator
topology on B(H) to a positive bounded operator,” then we say {Aj}j∈J w.r.t. {Ψj}j∈J is Bessel.
We mention here that the sayings “{Aj}j∈J is an operator-valued frame w.r.t. {Ψj}j∈J in B(H,H0)” and
“{Aj}j∈J w.r.t. {Ψj}j∈J is an operator-valued frame in B(H,H0)” are the same.
Definition 2.1 is more flexible. As examples, (i) any invertible operator is a frame w.r.t. a positive
multiple of it, (ii) Let U, V be two commuting positive invertible operators on a Hilbert space. Then U
is (ovf) w.r.t. V.
6Both the conditions in Definition 2.1 are independent as the following example reveals.
Example 2.2. On C, define Anx :=
x√
n
, ∀x ∈ C, ∀n ∈ N, and Ψ1x := x,Ψnx := 0, ∀x ∈ C, ∀n ∈ N \ {1}.
Then
∑∞
n=1Ψ
∗
nAnx converges to a positive invertible operator but
∑∞
n=1 LnAnx doesn’t. On the other
hand both
∑2
n=1 LnIC,
∑2
n=1 Ln((−1)nIC) are bounded operators but
∑2
n=1((−1)nIC)∗IC is not invertible
(it is zero operator).
We note that (i) in Definition 2.1 implies that there are real a, b > 0 such that
a‖h‖2 ≤
∑
j∈J
〈Ajh,Ψjh〉 =
∑
j∈J
〈Ψjh,Ajh〉 ≤ b‖h‖2, ∀h ∈ H,
and another way for (ii) is
{Aj}j∈J is Bessel w.r.t. {Aj}j∈J, and {Ψj}j∈J is Bessel w.r.t. {Ψj}j∈J.
Whenever Ψj = Aj , ∀j ∈ J condition (i) in Definition 2.1 implies condition (ii) (Proposition 2.3 in [27]).
Thus Definition 1.2 is a particular case of Definition 2.1.
An operator-valued frame (resp. a Bessel sequence) with respect to itself is an operator-valued frame
(resp. a Bessel sequence).
We note the following.
(i) Definition 2.1 is symmetric, i.e., if {Aj}j∈J is an (ovf) w.r.t. {Ψj}j∈J, then {Ψj}j∈J is an (ovf)
w.r.t. {Aj}j∈J.
(ii) {h ∈ H : Ajh = 0, ∀j ∈ J} = {0} = {h ∈ H : Ψjh = 0, ∀j ∈ J}, and span ∪j∈J A∗j (H0) = H =
span ∪j∈J Ψ∗j (H0).
(iii) θAh =
∑
j∈J ej ⊗Ajh, ∀h ∈ H.
(iv) SA,Ψ = SΨ,A.
(v) The operators Lj ’s defined in Definition 2.1 are isometries from H0 to ℓ2(J)⊗H0, and for j, k ∈ J
we have
L∗jLk =
{
IH0 if j = k
0 if j 6= k and
∑
j∈J
LjL
∗
j = Iℓ2(J) ⊗ IH0(4)
where the convergence is in the strong-operator topology.
(vi) L∗k({aj}j∈J ⊗ y) = aky, ∀{aj}j∈J ∈ ℓ2(J), ∀y ∈ H0, for each k in J.
(vii) If {Aj}j∈J, {Bj}j∈J ∈ FΨ, then {Aj +Bj}j∈J ∈ FΨ, and {αAj}j∈J ∈ FΨ, ∀α > 0.
(viii) If ({Aj}j∈J, {Ψj}j∈J) is tight (ovf) with bound a, then SA,Ψ = aIH.
It is interesting to note that the collection of all operator-valued frames (Definition 1.2) is closed by
nonzero scalar multiplication but need not be closed with addition. From the very Definition 2.1 we get
Proposition 2.3. Let ({Aj}j∈J, {Ψj}j∈J) be (ovf) in B(H,H0) with an upper frame bound b. If Ψ∗jAj ≥
0, ∀j ∈ J, then ‖Ψ∗jAj‖ ≤ b, ∀j ∈ J.
Proof. For each h ∈ H, j ∈ J we get 〈Ψ∗jAjh, h〉 ≤
∑
j∈J〈Ψ∗jAjh, h〉 ≤ b〈h, h〉 and therefore ‖Ψ∗jAj‖ =
suph∈H,‖h‖=1〈Ψ∗jAjh, h〉 ≤ b, ∀j ∈ J. 
Following is an extension of ‘expansion result’ for Bessel sequences to operator-valued frames due to Li,
and Sun [31].
7Proposition 2.4. If ({Aj}j∈J, {Ψj}j∈J) is Bessel in B(H,H0), then there exists a B ∈ B(H,H0) such
that ({Aj}j∈J ∪ {B}, {Ψj}j∈J ∪ {B}) is a tight (ovf). In particular, if ({Aj}j∈J, {Ψj}j∈J) is (ovf) in
B(H,H0), then there exists a B ∈ B(H,H0) such that ({Aj}j∈J ∪ {B}, {Ψj}j∈J ∪ {B}) is a tight (ovf).
Proof. Let λ > ‖SA,Ψ‖. Define B := (λIH−SA,Ψ)1/2. Then
∑
j∈J Ψ
∗
jAj +B
∗B = SA,Ψ+(λIH−SA,Ψ) =
λIH. 
Definition 2.5. [36] A collection {Aj}j∈J in B(H,H0) is said to be an orthonormal basis in B(H,H0)
if
〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ H0, ∀j, k ∈ J and
∑
j∈J
‖Ajh‖2 = ‖h‖2, ∀h ∈ H.
We observe 〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ H0, ∀j, k ∈ J if and only if AjA∗k = δj,kIH0 , ∀j, k ∈ J. Hence
if {Aj}j∈J is orthonormal, then ‖Aj‖2 = ‖AjA∗j‖ = 1, ∀j ∈ J. Also if the spaces are complex, and if
{Aj}j∈J is orthonormal, then
∑
j∈J A
∗
jAj = IH in SOT.
Example 2.6. (i) If U : H → H0 is unitary, then {U} is an orthonormal basis in B(H,H0).
(ii) From Equation (4), we deduce that {L∗j}j∈J is an orthonormal basis in B(ℓ2(J)⊗H0,H0).
Inspired from the Definition 2.5, we define
Definition 2.7. A collection {Aj}j∈J in B(H,H0) is said to be an orthogonal set in B(H,H0) if
〈A∗jy,A∗kz〉 = 0, ∀y, z ∈ H0, ∀j, k ∈ J, j 6= k.
Definition 2.8. A collection {Aj}j∈J in B(H,H0) is said to be an orthonormal set in B(H,H0) if
〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ H0, ∀j, k ∈ J and
∑
j∈J
‖Ajh‖2 ≤ ‖h‖2, ∀h ∈ H.
Proposition 2.9. Let {Aj}j∈J be in B(H,K). Choose xj ∈ H such that Ajh = 〈h, xj〉, ∀h ∈ H, ∀j ∈ J.
Then {Aj}j∈J is an orthonormal set (resp. basis) in B(H,K) if and only if {xj}j∈J is an orthonormal
set (resp. basis) for H.
Proof. 〈A∗jy,A∗kz〉 = 〈yxj , zxk〉 = yz¯〈xj , xk〉, ∀y, z ∈ K, ∀j, k ∈ J and
∑
j∈J ‖Ajh‖2 =
∑
j∈J |〈h, xj〉|2, ∀h ∈
H. 
Theorem 2.10. (i) Every orthonormal set Y in B(H,H0) is contained in a maximal orthonormal set.
(ii) If B(H,H0) has an operator T such that TT ∗ is bounded invertible, then B(H,H0) has a maximal
orthonormal set.
Proof. (i) This is an application of Zorn’s lemma to the poset (P,), where
P = {Z : Z is an orthonormal set in B(H,H0) such that Z ⊇ Y }
and for Z1, Z2 ∈ P, Z1  Z2 if Z1 ⊆ Z2.
(ii) We apply (i) to the orthonormal set Y = {(TT ∗)−1/2T }.

It is interesting to observe that second condition in the definition of orthonormal set comes from first. In
fact,
Lemma 2.11. If {Aj}j∈J in B(H,H0) satisfies 〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ H0, ∀j, k ∈ J, then∑
j∈J ‖Ajh‖2 ≤ ‖h‖2, ∀h ∈ H.
8Proof. For every h ∈ H and every finite subset S ⊆ J we get
0 ≤
∥∥∥∥∥∥h−
∑
j∈S
A∗jAjh
∥∥∥∥∥∥
2
=
〈
h−
∑
j∈S
A∗jAjh, h−
∑
k∈S
A∗kAkh
〉
= ‖h‖2 − 2
∑
j∈S
‖Ajh‖2 +
∑
j∈S
〈
Ajh,Aj
(∑
k∈S
A∗kAkh
)〉
= ‖h‖2 − 2
∑
j∈S
‖Ajh‖2 +
∑
j∈S
‖Ajh‖2 = ‖h‖2 −
∑
j∈S
‖Ajh‖2
⇒∑j∈S ‖Ajh‖2 ≤ ‖h‖2. Therefore∑j∈J ‖Ajh‖2 ≤ ‖h‖2. 
Remark 2.12. (i) Lemma 2.11 is ‘an’ extension of Bessel’s inequality.
(ii) Let Y be an orthogonal set of ‘vectors’ in a Hilbert space which excludes 0. The simple procedure of
dividing every element of Y by its norm gives an orthonormal set. This procedure no longer holds
for ‘operators’. As an example, consider ℓ2(N). For each n ∈ N, let Pn be the projection onto the
nth coordinate of ℓ2(N). Then 〈P ∗j ({an}n∈N), P ∗k ({bn}n∈N)〉 = 0, ∀{an}n∈N, {bn}n∈N ∈ ℓ2(N), ∀j, k ∈
N, j 6= k and ∑∞k=1 ‖Pk({an}n∈N)‖2 = ∑∞k=1 |ak|2 = ‖{an}n∈N‖2, ∀{an}n∈N ∈ ℓ2(N). Now ‖Pn‖ =
1, ∀n ∈ N and 〈P ∗1 ({1/n}n∈N), P ∗1 ({1/n}n∈N)〉 = 1 6=
∑∞
n=1 1/n
2 = 〈{1/n}n∈N, {1/n}n∈N〉. There-
fore
{
Pn
‖Pn‖ = Pn
}
n∈N
is not an orthonormal set for B(ℓ2(N)). However, Proposition 2.13 gives a
procedure for converting certain types of orthogonal sets of operators into orthonormal sets.
Proposition 2.13. Let {Aj}j∈J be orthogonal in B(H,H0). If AjA∗j ’s are bounded invertible for all j ∈ J,
then {Uj := (AjA∗j )−1/2Aj}j∈J is orthonormal in B(H,H0) and spanB(H0){Uj}j∈J = spanB(H0){Aj}j∈J.
Proof. UjU
∗
k = ((AjA
∗
j )
−1/2Aj)(A∗k(AkA
∗
k)
−1/2) = (AjA∗j )
−1/20(AkA∗k)
−1/2 = 0, ∀j 6= k, ∀j, k ∈ J, and
UjU
∗
j = (AjA
∗
j )
−1/2AjA∗j (AjA
∗
j )
−1/2 = IH0 , ∀j ∈ J. Inequality condition in the definition of orthonormal
set comes from Lemma 2.11. 
Theorem 2.14. (i) If {An}mn=1 is orthogonal in B(H,H0), then∥∥∥∥∥
m∑
n=1
A∗nyn
∥∥∥∥∥
2
=
m∑
n=1
‖A∗nyn‖2, ∀y1, ..., yn ∈ H0.
In particular, ‖A1 + · · ·+Am‖2 ≤ ‖A1‖2 + · · ·+ ‖Am‖2.
(ii) If {An}mn=1 is orthonormal in B(H,H0), then ‖
∑m
n=1A
∗
nyn‖2 =
∑m
n=1 ‖yn‖2, ∀y1, ..., yn ∈ H0. In
particular, ‖A1 + · · ·+Am‖2 = m.
(iii) If {Aj}j∈J is orthogonal in B(H,H0) such that AjA∗j is invertible for all j ∈ J, then {Aj}j∈J is
linearly independent over K as well as over B(H0). In particular, if {Aj}j∈J is orthonormal in
B(H,H0), then it is linearly independent over K as well as over B(H0).
Proof. (i) ‖∑mn=1A∗nyn‖2 = 〈∑mn=1A∗nyn,∑mk=1 A∗kyk〉 =∑mn=1〈A∗nyn, A∗nyn〉 =∑mn=1 ‖A∗nyn‖2, ∀y1, ..., yn ∈
H0 and ‖A1+· · ·+Am‖ = ‖A∗1+· · ·+A∗m‖ = supg∈H0,‖g‖=1 ‖(A∗1+· · ·+A∗m)g‖ ≤ (
∑m
n=1 ‖A∗n‖2)1/2 =
(
∑m
n=1 ‖An‖2)1/2.
(ii) follows from (i), since AnA
∗
n = IH0 , n = 1, ...,m.
(iii) Let S be a finite subset of J and cj ∈ K (resp. Tj ∈ B(H0)), j ∈ S be such that
∑
j∈S cjAj = 0
(resp.
∑
j∈S TjAj = 0). Then for each fixed k ∈ S, we get ckAkA∗k =
∑
j∈S cjAjA
∗
k = 0 (resp.
TkAkA
∗
k =
∑
j∈S TjAjA
∗
k = 0) which implies ck = 0 (resp. Tk = 0). When {Aj}j∈J is orthonormal,
AjA
∗
j = IH0 , hence it is linearly independent over K as well as over B(H0).
9
Following is an extension of Riesz-Fischer theorem.
Theorem 2.15. Let {Aj}j∈J be orthonormal in B(H,H0), {Uj}j∈J be in B(H0) and y ∈ H0. Then∑
j∈J
A∗jUjy converges in H if and only if
∑
j∈J
‖Ujy‖2 converges.
Proof. For every finite subset S of J and y ∈ H0 we get∥∥∥∥∥∥
∑
j∈S
A∗jUjy
∥∥∥∥∥∥
2
=
〈∑
j∈S
Ujy,Aj
(∑
k∈S
A∗kUky
)〉
=
∑
j∈S
‖Ujy‖2.
Thus {∑j∈S A∗jUjy : S is a finite subset of J} is a Cauchy net if and only if {∑j∈S ‖Ujy‖2 : S is a finite subset of J}
is a Cauchy net. Since H and K are complete, result follows. 
Corollary 2.16. Let {Aj}j∈J be orthonormal in B(H,H0), {cj}j∈J be a sequence of scalars and y ∈ H0.
Then ∑
j∈J
cjA
∗
jy converges in H if and only if {cj‖y‖}j∈J ∈ ℓ2(J).
In particular, if y ∈ H0 is nonzero, then
∑
j∈J cjA
∗
jy converges in H if and only if {cj}j∈J ∈ ℓ2(J).
We set up the orthonormal and Riesz basis definitions in extended set up as
Definition 2.17. Let {Aj}j∈J, {Ψj}j∈J be in B(H,H0). We say
(i) {Aj}j∈J is an orthonormal set (resp. basis) w.r.t. {Ψj}j∈J if {Aj}j∈J or {Ψj}j∈J is an orthonormal
set (resp. basis) in B(H,H0), say {Aj}j∈J is an orthonormal set (resp. basis) in B(H,H0), and there
exists a sequence {cj}j∈J of reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J <∞ and Ψj = cjAj , ∀j ∈ J.
We write ({Aj}j∈J, {Ψj}j∈J) is an orthonormal set (resp. basis).
(ii) {Aj}j∈J is a Riesz basis w.r.t. {Ψj}j∈J if there exists an orthonormal basis {Fj}j∈J in B(H,H0)
and invertible U, V ∈ B(H) with V ∗U is positive such that Aj = FjU,Ψj = FjV, ∀j ∈ J. We write
({Aj}j∈J, {Ψj}j∈J) is Riesz a basis.
Remark 2.18. In (ii) of Definition 2.17, since U and V are invertible, V ∗U is not just positive, it is
also invertible.
From the definition we see that whenever ({Aj}j∈J, {Ψj}j∈J) is an orthonormal (resp. Riesz) set (resp.
basis), then ({Ψj}j∈J, {Aj}j∈J) is an orthonormal (resp. Riesz) set (resp. basis).
Whenever, Ψj = Aj , ∀j ∈ J we are forced to take cj = 1, ∀j ∈ J (a right multiplication by A∗j to Aj = cjAj
gives this). Thus Definition 2.17 reduces to the definition of orthonormal basis for ‘one collection case’.
Theorem 2.19. Let ({Aj}j∈J, {Ψj = cjAj}j∈J) be orthonormal in B(H,H0). Then
(i) Generalized Bessel’s inequality - operator version:∑
j∈J
(2− cj)〈Ajh,Ψjh〉 ≤ ‖h‖2, ∀h ∈ H.
If cj ≤ 2, ∀j ∈ J, then
∑
j∈J(2− cj)Ψ∗jAj ≤ IH.
(ii) For h ∈ H,
h =
∑
j∈J
Ψ∗jAjh ⇐⇒
∑
j∈J
(2− cj)〈Ajh,Ψjh〉 = ‖h‖2 ⇐⇒
∑
j∈J
c2j‖Ajh‖2 = ‖h‖2.
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If cj ≤ 1, ∀j ∈ J, then h =
∑
j∈J Ψ
∗
jAjh ⇐⇒ (1 − cj)Ajh = 0, ∀j ∈ J ⇐⇒ (1 − cj)A∗jAjh ⊥
h, ∀j ∈ J.
Proof. (i) For h ∈ H and each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
Ψ∗jAjh
∥∥∥∥∥∥
2
=
〈∑
j∈S
cjA
∗
jAjh,
∑
k∈S
ckA
∗
kAkh
〉
=
∑
j∈S
c2j‖Ajh‖2
≤ (sup{c2j}j∈J)∑
j∈S
‖Ajh‖2, which is convergent.
Therefore
∑
j∈J Ψ
∗
jAjh exists and similarly
∑
j∈J(2− cj)Ψ∗jAjh also exists. Then
0 ≤
∥∥∥∥∥∥h−
∑
j∈J
Ψ∗jAjh
∥∥∥∥∥∥
2
=
〈
h−
∑
j∈J
cjA
∗
jAjh, h−
∑
k∈J
ckA
∗
kAkh
〉
= ‖h‖2 − 2
∑
j∈J
cj‖Ajh‖2 +
∑
j∈J
c2j‖Ajh‖2 = ‖h‖2 −
∑
j∈J
(2cj − c2j)‖Ajh‖2,
⇒∑j∈J(2cj − c2j)‖Ajh‖2 =∑j∈J(2 − cj)〈Ajh,Ψjh〉 ≤ ‖h‖2.
(ii) First ’if and only if’ part comes from (i). We next use - {Aj}j∈J is an orthonormal set, which gives
other if’s and only if’s.

Remark 2.20. Since {cj}j∈J is bounded, one can simply get
∑
j∈J(2− cj)〈Ajh,Ψjh〉 ≤M‖h‖2, ∀h ∈ H,
for some real M > 0. In fact, one choice for M is sup{cj |2− cj|}j∈J. What is interesting in the Theorem
2.19 is that we can reduce M upto one.
Corollary 2.21. (Generalized Fourier expansion) Let ({Aj}j∈J, {Ψj = cjAj}j∈J) be an orthonormal
basis in B(H,H0). Then
1
sup{cj}j∈J
∑
j∈J
Ψ∗jAj ≤ IH ≤
1
inf{cj}j∈J
∑
j∈J
Ψ∗jAj .
Proof. From the proof of Theorem 2.19,
∑
j∈JΨ
∗
jAj exists, in SOT. Then
1
sup{cj}j∈J
∑
j∈J Ψ
∗
jAj =
1
sup{cj}j∈J
∑
j∈J cjA
∗
jAj ≤
∑
j∈J A
∗
jAj = IH ≤ 1inf{cj}j∈J
∑
j∈J cjA
∗
jAj =
1
inf{cj}j∈J
∑
j∈JΨ
∗
jAj . 
Remark 2.22. Whenever Ψj = Aj , ∀j ∈ J,H0 = C, last corollary gives Fourier expansion.
Corollary 2.23. If ({Aj}j∈J, {Ψj = cjAj}j∈J) is an orthonormal basis in B(H,H0), then inf{cj}j∈J ≤
‖∑j∈JΨ∗jAj‖ ≤ sup{cj}j∈J.
Proof. Take norm in generalized Fourier expansion. 
Corollary 2.24. If ({Aj}j∈J, {Ψj = cjAj}j∈J) is orthonormal in B(H,H0) such that cj ≤ 2, ∀j ∈ J, then
‖∑j∈J(2− cj)Ψ∗jAj‖ ≤ 1.
Following theorem is a generalization of “If {ej}j∈J is orthonormal for H, then for each h ∈ H, the set
Yh = {ej : 〈h, ej〉 6= 0, j ∈ J} is either finite or countable”, operator version.
Theorem 2.25. If ({Aj}j∈J, {Ψj = cjAj}j∈J) is orthonormal in B(H,H0) with cj ≤ 2, ∀j ∈ J, then for
each h ∈ H, the set Yh = {Aj : (2− cj)〈Ajh,Ψjh〉 6= 0, j ∈ J} is either finite or countable.
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Proof. For n ∈ N, define
Yn,h :=
{
Aj : (2− cj)〈Ajh,Ψjh〉 > 1
n
‖h‖2, j ∈ J
}
.
Suppose, for some n, Yn,h has more than n− 1 elements, say A1, ..., An. Then
∑n
j=1(2− cj)〈Ajh,Ψjh〉 >
n 1n‖h‖2 = ‖h‖2. From Theorem 2.19,
∑
j∈J(2 − cj)〈Ajh,Ψjh〉 ≤ ‖h‖2. This gives ‖h‖2 < ‖h‖2 which is
impossible. Hence Card(Yn,h) ≤ n− 1. Thus the countable union ∪∞n=1Yn,h = Yh is countable. 
Theorem 2.26. (i) If ({Aj}j∈J, {Ψj}j∈J) is an orthonormal basis in B(H,H0), then it is a Riesz basis.
(ii) If ({Aj = FjU}j∈J, {Ψj = FjV }j∈J) is a Riesz basis in B(H,H0), then it is an (ovf) with optimal
frame bounds ‖(V ∗U)−1‖−1 and ‖V ∗U‖.
Proof. (i) We may assume {Aj}j∈J is an orthonormal basis. Then there exists a sequence {cj}j∈J of
reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and Ψj = cjAj , ∀j ∈ J. Define Fj := Aj , ∀j ∈
J, U := IH and V :=
∑
j∈J cjA
∗
jAj . From the proof of Theorem 2.19, V is a well-defined bounded
operator. Then FjU = FjIH = Fj = Aj , FjV =
∑
k∈J ckFjA
∗
kAk =
∑
k∈J ckAjA
∗
kAk = cjAj =
Ψj, ∀j ∈ J. Since all cj ’s are positive, V is positive invertible, whose inverse is
∑
j∈J c
−1
j A
∗
jAj . We
finally note V ∗U = V ≥ 0.
(ii) For every finite subset S of J and h ∈ H, we get ‖∑j∈S LjFjh‖2 =∑j∈S ‖Fjh‖2 and this converges to
‖h‖2. Therefore θA = θFU exists as bounded operator. Also, ‖
∑
j∈S LjΨjh‖2 =
∑
j∈S ‖cjAjh‖2 ≤
(sup{c2j}j∈J)
∑
j∈S ‖Ajh‖2 and this converges. Therefore θΨ = θFV also exists as bounded operator.
Now SA,Ψ =
∑
j∈J V
∗F ∗j FjU = V
∗IHU = V ∗U which is positive invertible. This also gives optimal
frame bounds.

Remark 2.27. Whenever ({Aj}j∈J, {Ψj = cjAj}j∈J) is an orthonormal basis in B(H,H0), we can explic-
itly write the inverse of SA,Ψ using cj’s and Aj’s, and it is
∑
j∈J c
−1
j A
∗
jAj . In fact, SA,Ψ(
∑
j∈J c
−1
j A
∗
jAj) =∑
k∈J ckA
∗
k(
∑
j∈J c
−1
j AkA
∗
jAj) = IH, (
∑
j∈J c
−1
j A
∗
jAj)SA,Ψ =
∑
j∈J c
−1
j A
∗
j (
∑
k∈J c
−1
k AjA
∗
kAk) = IH.
Theorem 2.28. Let ({Aj = FjU}j∈J, {Ψj = FjV }j∈J) be a Riesz basis in B(H,H0). Then
(i) There exists unique {Bj}j∈J, {Φj}j∈J in B(H,H0) such that
IH =
∑
j∈J
B∗jAj =
∑
j∈J
Φ∗jΨj , in SOT
and ({Bj}j∈J, {Φj}j∈J) is Riesz (ovf).
(ii) {h ∈ H : Ajh = 0, ∀j ∈ J} = {0} = {h ∈ H : Ψjh = 0, ∀j ∈ J}, and span ∪j∈J A∗j (H0) = H =
span ∪j∈J Ψ∗j (H0). If V U∗ ≥ 0, then there are real a, b > 0 such that for every finite subset S of J,
a
∑
j∈S
|cj |2‖h‖2 ≤
〈∑
j∈S
cjA
∗
jh,
∑
k∈S
ckΨ
∗
kh
〉
≤ b
∑
j∈S
|cj |2‖h‖2, ∀h ∈ H, ∀cj ∈ K, ∀j ∈ S.
Proof. (i) Define Bj := Fj(U
−1)∗,Φj := Fj(V −1)∗, ∀j ∈ J. Then
∑
j∈J B
∗
jAj =
∑
j∈J U
−1F ∗j FjU =
IH =
∑
j∈J V
−1F ∗j FjV =
∑
j∈JΦ
∗
jΨj. Suppose there are {Cj}j∈J, {Ξj}j∈J in B(H,H0) such that
IH =
∑
j∈J C
∗
jAj =
∑
j∈J Ξ
∗
jΨj, then IH =
∑
j∈J C
∗
j FjU =
∑
j∈J Ξ
∗
jFjV ⇒ U−1 =
∑
j∈J C
∗
j Fj and V
−1 =∑
j∈J Ξ
∗
jFj ⇒ B∗k = U−1F ∗k = (
∑
j∈J C
∗
j Fj)F
∗
k = C
∗
k and Φ
∗
k = V
−1F ∗k = (
∑
j∈J Ξ
∗
jFj)F
∗
k =
Ξ∗k, ∀k ∈ J. Next, ((V −1)∗)∗(U−1)∗ = V −1(U−1)∗ = (U∗V )−1 = ((V ∗U)∗)−1 ≥ 0. Hence
({Bj}j∈J, {Φj}j∈J) is Riesz (ovf).
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(ii) Since U, V are bounded invertible, we get the first part. Whenever V U∗ ≥ 0,
1
‖V U∗‖−1
∑
j∈S
|cj |2‖h‖2 = 1‖V U∗‖−1
〈∑
j∈S
cjF
∗
j h,
∑
k∈S
ckF
∗
k h
〉
≤
〈
V U∗
∑
j∈S
cjF
∗
j h
 ,∑
k∈S
ckF
∗
k h
〉
=
〈∑
j∈S
cjU
∗F ∗j h,
∑
k∈S
ckV
∗F ∗k h
〉
=
〈∑
j∈S
cjA
∗
jh,
∑
k∈S
ckΨ
∗
kh
〉
≤ ‖V U∗‖
〈∑
j∈S
c∗jF
∗
j h,
∑
k∈S
ckF
∗
k h
〉
= ‖V U∗‖
∑
j∈S
|cj |2‖h‖2, ∀h ∈ H, ∀cj ∈ K, ∀j ∈ S.

Using frames we can describe the left-inverses of analysis operators completely, as next proposition shows.
Proposition 2.29. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). Then the bounded left-inverses of
(i) θA are precisely S
−1
A,Ψθ
∗
Ψ + U(Iℓ2(J)⊗H0 − θAS−1A,Ψθ∗Ψ), where U ∈ B(ℓ2(J)⊗H0,H).
(ii) θΨ are precisely S
−1
A,Ψθ
∗
A + V (Iℓ2(J)⊗H0 − θΨS−1A,Ψθ∗A), where V ∈ B(ℓ2(J)⊗H0,H).
Proof. We prove (ii). (⇐) Let V : ℓ2(J)⊗H0 → H be a bounded operator. Then (S−1A,Ψθ∗A+V (Iℓ2(J)⊗H0−
θΨS
−1
A,Ψθ
∗
A))θΨ = IH + V θΨ − V θΨIH = IH. Therefore S−1A,Ψθ∗A + V (Iℓ2(J)⊗H0 − θΨS−1A,Ψθ∗A) is a bounded
left-inverse of θΨ.
(⇒) Let L : ℓ2(J)⊗H0 → H be a bounded left-inverse of θΨ. Define V := L. Then S−1A,Ψθ∗A+V (Iℓ2(J)⊗H0−
θΨS
−1
A,Ψθ
∗
A) = S
−1
A,Ψθ
∗
A + L(Iℓ2(J)⊗H0 − θΨS−1A,Ψθ∗A) = S−1A,Ψθ∗A + L− IHS−1A,Ψθ∗A = L. 
Following proposition is fundamental in the development of theory.
Proposition 2.30. For every {Aj}j∈J ∈ FΨ,
(i) θ∗AθA =
∑
j∈J A
∗
jAj in SOT.
(ii) SA,Ψ = θ
∗
ΨθA = θ
∗
AθΨ = SΨ,A.
(iii) ({Aj}j∈J, {Ψj}j∈J) is Parseval if and only if θ∗ΨθA = IH.
(iv) ({Aj}j∈J, {Ψj}j∈J) is Parseval if and only if θAθ∗Ψ is idempotent.
(v) Aj = L
∗
jθA, ∀j ∈ J.
(vi) θAS
−1
A,Ψθ
∗
Ψ is idempotent.
(vii) θA and θΨ are injective and their ranges are closed.
(viii) θ∗A and θ
∗
Ψ are surjective.
Proof. Let h, g ∈ H. We observe
〈θ∗AθAh, g〉 =
〈∑
j∈J
LjAjh,
∑
k∈J
LkAkg
〉
=
∑
j∈J
∑
k∈J
〈L∗kLjAjh,Akg〉 =
∑
j∈J
〈Ajh,Ajg〉 =
〈∑
j∈J
A∗jAjh, g
〉
,
and
〈SA,Ψh, g〉 =
∑
j∈J
〈Ajh,Ψjg〉 =
∑
j∈J
∑
k∈J
〈L∗kLjAjh,Ψkg〉 = 〈θAh, θΨg〉 = 〈θ∗ΨθAh, g〉,
thus proving (i) and (ii); (iii) follows from (ii). For (iv), if ({Aj}j∈J, {Ψj}j∈J) is Parseval then (θAθ∗Ψ)2 =
θAθ
∗
ΨθAθ
∗
Ψ = θAIHθ
∗
Ψ = θAθ
∗
Ψ, and if θAθ
∗
Ψ is idempotent then multiplying from the left by θ
∗
Ψ and
from the right by θA to θAθ
∗
ΨθAθ
∗
Ψ = θAθ
∗
Ψ gives S
3
A,Ψ = S
2
A,Ψ. Since L
∗
j is linear, we get (v). For
(vi), (θAS
−1
A,Ψθ
∗
Ψ)
2 = θAS
−1
A,Ψ(θ
∗
ΨθAS
−1
A,Ψ)θ
∗
Ψ = θAS
−1
A,Ψθ
∗
Ψ; (ii) implies first part of (vii), and (viii). For
the second part of (vii), let {xn}∞n=1 in H be such that {θAxn}∞n=1 converges to y ∈ H0. This gives
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SA,Ψxn → θ∗Ψy as n → ∞ and this in turn gives xn → S−1A,Ψθ∗Ψy as n → ∞. An application of θA gives
θAxn → θAS−1A,Ψθ∗Ψy as n→∞. Therefore y = θA(S−1A,Ψθ∗Ψy). 
Because of (ii), i.e.,
∑
j∈JΨ
∗
jAj = θ
∗
ΨθA in the last theorem, Definition 2.1 is equivalent to
Definition 2.31. A collection {Aj}j∈J in B(H,H0) is said to be an (ovf) w.r.t. {Ψj}j∈J in B(H,H0) if
there exist a, b, c, d > 0 such that
(i)
∑
j∈JΨ
∗
jAj =
∑
j∈J A
∗
jΨj,
(ii) a‖h‖2 ≤∑j∈J〈Ajh,Ψjh〉 ≤ b‖h‖2, ∀h ∈ H,
(iii)
∑
j∈J ‖Ajh‖2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J ‖Ψjh‖2 ≤ d‖h‖2, ∀h ∈ H.
Condition (iii) in the previous definition says both θA, θΨ exist and hence SA,Ψ exists and is bounded.
Also (i) and (ii) say that SA,Ψ is positive invertible.
Following the last theorem, one sees that θ∗ΨθΨ =
∑
j∈JΨ
∗
jΨj in SOT, and Ψj = L
∗
jθΨ for every j ∈ J.
We call the idempotent operator PA,Ψ := θAS
−1
A,Ψθ
∗
Ψ as the ‘frame idempotent’ for ({Aj}j∈J, {Ψj}j∈J)
whose range is closed. Moreover, PΨ,A = P
∗
A,Ψ.
Definition 2.32. An (ovf) ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) is said to be a Riesz (ovf) if PA,Ψ = Iℓ2(J)⊗
IH0 . A Parseval and Riesz (ovf) (i.e., θ
∗
ΨθA = IH and θAθ
∗
Ψ = Iℓ2(J) ⊗ IH0) is called as an orthonormal
(ovf). In other words, ({Aj}j∈J, {Ψj}j∈J) is Riesz (ovf) if θ∗Ψ (resp. θ∗A) is right inverse of θA (resp.
θΨ), and ({Aj}j∈J, {Ψj}j∈J) is orthonormal (ovf) if θ∗Ψ (resp. θ∗A) is inverse (both right and left) of θA
(resp. θΨ).
An adjoint operation in the Definition 2.32 reveals that it is symmetric.
Caution 2.33. Definition of Riesz basis (resp. orthonormal basis) and definition of Riesz (ovf) (resp.
orthonormal (ovf)) are different. Theorem 3.1 further illustrates this.
Proposition 2.34. (i) If ({Aj}j∈J, {Ψj}j∈J) is a Riesz basis in B(H,H0), then it is a Riesz (ovf).
(ii) If ({Aj}j∈J, {Ψj = cjAj}j∈J) is an orthonormal basis in B(H,H0), then it is a Riesz (ovf).
Proof. (i) Let {Fj}j∈J be an orthonormal basis in B(H,H0) and U, V : H → H be bounded invertible
with V ∗U is positive such that Aj = FjU,Ψj = FjV, ∀j ∈ J. We proved in Theorem 2.26 that a
Riesz basis is an (ovf). For Riesz,
PA,Ψ =
∑
j∈J
LjAj
 (V ∗U)−1
∑
k∈J
Ψ∗kL
∗
k
 =
∑
j∈J
LjFjU
U−1V ∗−1
∑
k∈J
V ∗F ∗kL
∗
k

=
∑
j∈J
LjFj
∑
k∈J
F ∗kL
∗
k
 =∑
j∈J
LjL
∗
j = Iℓ2(J) ⊗ IH0 .
(ii) SA,Ψ =
∑
j∈J cjA
∗
jAj ; S
−1
A,Ψ =
∑
j∈J c
−1
j A
∗
jAj ,
PA,Ψ = θAS
−1
A,Ψθ
∗
Ψ = (
∑
k∈J LkAk)(
∑
j∈J c
−1
j A
∗
jAj)(
∑
l∈J clA
∗
l L
∗
l ) = (
∑
k∈J LkAk)(
∑
j∈J A
∗
jL
∗
j)
=
∑
k∈J LkL
∗
k = Iℓ2(J) ⊗ IH0 .

Remark 2.35. Statement (ii) in Proposition 2.34 can also be derived from (i) of Theorem 2.26 and (i)
of Proposition 2.34.
Proposition 2.36. An (ovf) ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) is Riesz (ovf) if and only if θA(H) =
ℓ2(J)⊗H0 if and only if θΨ(H) = ℓ2(J)⊗H0.
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Proof. Let PA,Ψ = Iℓ2(J) ⊗ IH0 . Now ℓ2(J) ⊗ H0 = PA,Ψ(H) = θAS−1A,Ψθ∗Ψ(H) ⊆ θA(H) ⊆ ℓ2(J) ⊗ H0.
If θA(H) = ℓ2(J) ⊗ H0 and y ∈ ℓ2(J) ⊗ H0, then there exists an x ∈ H such that y = θAx. Now
y = θAS
−1
A,ΨSA,Ψx = (θAS
−1
A,Ψθ
∗
Ψ)θAx = PA,Ψy. The symmetry of definition of (ovf) proves the second
part of ‘if and only if.’ 
Proposition 2.37. An (ovf) ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) is orthonormal (ovf) if and only if it is
Parseval (ovf) and AjΨ
∗
k = δj,kIH0 , ∀j, k ∈ J.
Proof. (⇒) Definition of orthonormal (ovf) includes Parseval. Now θAθ∗Ψ = Iℓ2(J)⊗ IH0 . Hence em⊗ y =
θAθ
∗
Ψ(em ⊗ y) =
∑
j∈J LjAj(
∑
k∈JΨ
∗
kL
∗
k(em ⊗ y)) =
∑
j∈J LjAjΨ
∗
my =
∑
j∈J(ej ⊗ AjΨ∗my) = em ⊗
(AjΨ
∗
my +
∑
j∈J,j 6=m(ej ⊗ AjΨ∗my)), ∀m ∈ J, ∀y ∈ H0. Thus AjΨ∗my = δj,my, ∀y ∈ H0, since {ej}j∈J is
orthonormal.
(⇐) We have to show that ({Aj}j∈J, {Ψj}j∈J) is Riesz (ovf). Consider θAθ∗Ψ =
∑
j∈J LjAj(
∑
k∈J Ψ
∗
kL
∗
k) =∑
j∈J LjL
∗
j = Iℓ2(J) ⊗ IH0 .

Next, we generalize general Naimark/Han/Larson dilation theorem [23].
Theorem 2.38. Let ({Aj}j∈J, {Ψj}j∈J) be a Parseval (ovf) in B(H,H0) such that θA(H) = θΨ(H) and
PA,Ψ is projection. Then there exist a Hilbert space H1 which contains H isometrically and bounded linear
operators Bj ,Φj : H1 → H0, ∀j ∈ J such that ({Bj}j∈J, {Φj}j∈J) is an orthonormal (ovf) in B(H1,H0)
and Bj |H = Aj ,Φj |H = Ψj, ∀j ∈ J.
Proof. We first note that PA,Ψ is the orthogonal projection from ℓ
2(J) ⊗ H0 onto θA(H) = θΨ(H).
Define H1 := H ⊕ θA(H)⊥. Then H ∋ h 7→ h ⊕ 0 ∈ H1 is an isometry. Define Bj : H1 ∋ h ⊕ g 7→
Ajh + L
∗
jP
⊥
A,Ψg ∈ H0,Φj : H1 ∋ h ⊕ g 7→ Ψjh + L∗jP⊥A,Ψg ∈ H0, ∀j ∈ J. Clearly Bj |H = Aj ,Φj |H =
Ψj, ∀j ∈ J. Now θB(h ⊕ g) =
∑
j∈J LjAjh +
∑
j∈J LjL
∗
jP
⊥
A,Ψg = θAh + P
⊥
A,Ψg, ∀h ⊕ g ∈ H1. Similarly
θΦ(h ⊕ g) = θΨh + P⊥A,Ψg, ∀h ⊕ g ∈ H1. Now 〈θ∗Bz, h ⊕ g〉 = 〈z, θB(h ⊕ g)〉 = 〈θ∗Az, h〉 + 〈P⊥A,Ψz, g〉 =
〈θ∗Az ⊕ P⊥A,Ψz, h ⊕ g〉, ∀z ∈ ℓ2(J) ⊗ H0, ∀h ⊕ g ∈ H1. Hence θ∗Bz = θ∗Az ⊕ P⊥A,Ψz, ∀z ∈ ℓ2(J) ⊗ H0 and
similarly θ∗Φz = θ
∗
Ψz ⊕ P⊥A,Ψz, ∀z ∈ ℓ2(J)⊗H0. By using θA(H) = θΨ(H) and θ∗ΨP⊥A,Ψ = 0 = P⊥A,ΨθA, we
get SB,Φ(h⊕g) = θ∗Φ(θAh+P⊥A,Ψg) = θ∗Ψ(θAh+P⊥A,Ψg)⊕P⊥A,Ψ(θAh+P⊥A,Ψg) = (SA,Ψh+0)⊕(0+P⊥A,Ψg) =
SA,Ψh⊕P⊥A,Ψg = IHh⊕ IθA(H)⊥g, ∀h⊕ g ∈ H1. Hence ({Bj}j∈J, {Φj}j∈J) is Parseval (ovf) in B(H1,H0).
We find PB,Φz = θBS
−1
B,Φθ
∗
Φz = θBθ
∗
Φz = θB(θ
∗
Ψz⊕P⊥A,Ψz) = θA(θ∗Ψz)+P⊥A,Ψ(P⊥A,Ψz) = PA,Ψz+P⊥A,Ψz =
PA,Ψz+(Iℓ2(J)⊗ IH0)−PA,Ψ)z = Iℓ2(J)⊗ IH0z, ∀z ∈ ℓ2(J)⊗H0. Hence ({Bj}j∈J, {Φj}j∈J) is Riesz-(ovf)
in B(H1,H0). Thus ({Bj}j∈J, {Φj}j∈J) is orthonormal (ovf) in B(H1,H0). 
Definition 2.39. An (ovf) ({Bj}j∈J, {Φj}j∈J) in B(H,H0) is said to be a dual of (ovf) ({Aj}j∈J, {Ψj}j∈J)
in B(H,H0) if θ∗ΦθA = θ∗BθΨ = IH. The ‘operator-valued frame’ ({A˜j := AjS−1A,Ψ}j∈J, {Ψ˜j := ΨjS−1A,Ψ}j∈J),
which is a ‘dual’ of ({Aj}j∈J, {Ψj}j∈J) is called the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
From the duality definition it is clear that ({Bj}j∈J, {Φj}j∈J) is dual of ({Aj}j∈J, {Ψj}j∈J) if and only if
both ({Aj}j∈J, {Φj}j∈J) and ({Ψj}j∈J, {Bj}j∈J) are Parseval operator-valued frames.
By taking adjoint in the duality condition, we see that ({Bj}j∈J, {Φj}j∈J) is dual of ({Aj}j∈J, {Ψj}j∈J)
if and only if ({Aj}j∈J, {Ψj}j∈J) is dual of ({Bj}j∈J, {Φj}j∈J). Further, if {Bj}j∈J, {Cj}j∈J ∈ FΨ are
duals of {Aj}j∈J ∈ FΨ, then the ‘operator-valued frame’ ({(Bj + Cj)/2}j∈J , {Ψj}j∈J) is also a dual of
({Aj}j∈J, {Ψj}j∈J).
Sun showed that canonical dual frame gives rise to expansion coefficients with minimum norm (Lemma
2.1 in [36]). Following is the result in the extended setting.
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Proposition 2.40. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). If h ∈ H has representation h =∑
j∈JA
∗
jyj =
∑
j∈JΨ
∗
jzj , for some {yj}j∈J, {zj}j∈J in H0, then∑
j∈J
〈yj , zj〉 =
∑
j∈J
〈Ψ˜jh, A˜jh〉+
∑
j∈J
〈yj − Ψ˜jh, zj − A˜jh〉.
Proof.
Right side =
∑
j∈J
〈Ψ˜jh, A˜jh〉+
∑
j∈J
〈yj , zj〉 −
∑
j∈J
〈yj , A˜jh〉 −
∑
j∈J
〈Ψ˜jh, zj〉+
∑
j∈J
〈Ψ˜jh, A˜jh〉
= 2
∑
j∈J
〈Ψ˜jh, A˜jh〉+
∑
j∈J
〈yj , zj〉 −
∑
j∈J
〈yj , AjS−1A,Ψh〉 −
∑
j∈J
〈ΨjS−1A,Ψh, zj〉
= 2
〈∑
j∈J
S−1A,ΨA
∗
jΨjS
−1
A,Ψh, h
〉
+
∑
j∈J
〈yj , zj〉 −
〈∑
j∈J
A∗jyj, S
−1
A,Ψh
〉
−
〈
S−1A,Ψh,
∑
j∈J
Ψ∗jzj
〉
= 2〈S−1A,Ψh, h〉+
∑
j∈J
〈yj , zj〉 − 〈h, S−1A,Ψh〉 − 〈S−1A,Ψh, h〉 = Left side.

Theorem 2.41. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) with frame bounds a and b. Then
(i) The canonical dual (ovf) of the canonical dual (ovf) of ({Aj}j∈J, {Ψj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
(iii) If a, b are optimal frame bounds for ({Aj}j∈J, {Ψj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. (i) Frame operator for the canonical dual ({AjS−1A,Ψ}j∈J, {ΨjS−1A,Ψ}j∈J) is
∑
j∈J
(ΨjS
−1
A,Ψ)
∗(AjS−1A,Ψ) = S
−1
A,Ψ
∑
j∈J
Ψ∗jAj
S−1A,Ψ = S−1A,ΨSA,ΨS−1A,Ψ = S−1A,Ψ.
Therefore, its canonical dual is ({(AjS−1A,Ψ)SA,Ψ}j∈J, {(ΨjS−1A,Ψ)SA,Ψ}j∈J) which is original frame.
(ii) Multiplying the inequality a ≤ SA,Ψ ≤ b by S−1A,Ψ gives (ii).
(iii) Let c be the optimal upper frame bound for the canonical dual. Since a is already a lower frame
bound for ({Aj}j∈J, {Ψj}j∈J), from (ii), c ≤ 1a . Again from (ii), 1c is a lower frame bound for
({(AjS−1A,Ψ)SA,Ψ = Aj}j∈J, {(ΨjS−1A,Ψ)SA,Ψ = Ψj}j∈J). But then 1c ≤ a. Therefore c = 1a . Similarly
one can prove that 1b is the optimal lower frame bound for the canonical dual.

Proposition 2.42. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be operator-valued frames in B(H,H0).
Then the following are equivalent.
(i) ({Bj}j∈J, {Φj}j∈J) is dual of ({Aj}j∈J, {Ψj}j∈J).
(ii)
∑
j∈JΦ
∗
jAj =
∑
j∈JB
∗
jΨj = IH where the convergence is in the SOT.
Proof. θ∗ΦθA =
∑
j∈J Φ
∗
jAj , θ
∗
BθΨ =
∑
j∈J B
∗
jΨj . 
Theorem 2.43. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). If ({Aj}j∈J, {Ψj}j∈J) is a Riesz basis
in B(H,H0), then ({Aj}j∈J, {Ψj}j∈J) has unique dual. Converse holds if θA(H) = θΨ(H).
Proof. (⇒) Let ({Bj}j∈J, {Φj}j∈J) and ({Cj}j∈J, {Ξj}j∈J) be operator-valued frames such that both are
duals of ({Aj}j∈J, {Ψj}j∈J). Then θ∗ΨθB = IH = θ∗AθΦ = θ∗ΨθC = θ∗AθΞ ⇒ θ∗Ψ(θB−θC) = 0 = θ∗A(θΦ−θΞ)
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⇒ θAθ∗Ψ(θB − θC) = IH(θB − θC) = 0 = θΨθ∗A(θΦ − θΞ) = IH(θΦ − θΞ). An action of L∗j from the left
gives Bj = Cj ,Φj = Ξj , ∀j ∈ J.
(⇐) We are also given θA(H) = θΨ(H). Suppose ({Aj}j∈J, {Ψj}j∈J) is not a Riesz basis in B(H,H0).
Then, from Proposition 2.36, θA(H) ( ℓ2(J) ⊗ H0. Let P : ℓ2(J) ⊗ H0 → θA(H)⊥ = θΨ(H)⊥ be
the orthogonal projection, T : θA(H)⊥ → H be a nonzero bounded linear operator. Define Bj :=
AjS
−1
A,Ψ+L
∗
jPT
∗, Φj := ΨjS−1A,Ψ+L
∗
jPT
∗, ∀j ∈ J. Since T is nonzero and P is onto, there exists a k ∈ J
such that Bk 6= AkS−1A,Ψ. Now θB = θAS−1A,Ψ + PT ∗, θΦ = θΨS−1A,Ψ + PT ∗, SB,Φ = θ∗ΦθB = (S−1A,Ψθ∗Ψ +
TP )(θAS
−1
A,Ψ +PT
∗) = S−1A,Ψ+ S
−1
A,Ψ0T
∗+ T 0S−1A,Ψ+ TPT
∗ = S−1A,Ψ+ TPT
∗, which is positive invertible.
Thus ({Bj}j∈J, {Φj}j∈J) is an (ovf) which is different from the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
We show this (ovf) is also a dual of ({Aj}j∈J, {Ψj}j∈J) (and thus getting a contradiction): θ∗AθΦ =
θ∗A(θΨS
−1
A,Ψ + PT
∗) = IH + 0, θ∗ΨθB = θ
∗
Ψ(θAS
−1
A,Ψ + PT
∗) = IH + 0.

Proposition 2.44. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). If ({Bj}j∈J, {Φj}j∈J) is dual
of ({Aj}j∈J, {Ψj}j∈J), then there exist Bessel sequences {Cj}j∈J and {Ξj}j∈J (w.r.t. themselves) in
B(H,H0) such that Bj = AjS−1A,Ψ +Cj ,Φj = ΨjS−1A,Ψ +Ξj , ∀j ∈ J, and θC(H) ⊥ θΨ(H), θΞ(H) ⊥ θA(H).
Converse holds if θ∗ΞθC ≥ 0.
Proof. (⇒) Define Cj := Bj − AjS−1A,Ψ,Ξj := Φj − ΨjS−1A,Ψ, ∀j ∈ J. Since {Aj}j∈J, {Ψj}j∈J, {Bj}j∈J,
{Φj}j∈J are Bessel (w.r.t. themselves), {Cj}j∈J and {Ξj}j∈J are Bessel (w.r.t. themselves). Further
θC = θB − θAS−1A,Ψ, θΞ = θΦ − θΨS−1A,Ψ. Consider θ∗ΨθC = θ∗Ψ(θB − θAS−1A,Ψ) = IH − IH = 0, θ∗AθΞ =
θ∗A(θΦ − θΨS−1A,Ψ) = IH − IH = 0.
(⇐) Clearly θB and θΦ exist, bounded and θB = θAS−1A,Ψ + θC , θΦ = θΨS−1A,Ψ + θΞ. Using θ∗ΞθC ≥ 0,
SB,Φ = θ
∗
ΦθB = (S
−1
A,Ψθ
∗
Ψ + θ
∗
Ξ)(θAS
−1
A,Ψ + θC) = S
−1
A,Ψ + S
−1
A,Ψ0 + 0S
−1
A,Ψ + θ
∗
ΞθC = S
−1
A,Ψ + θ
∗
ΞθC ≥ S−1A,Ψ,
hence SB,Φ is positive invertible. To show the dual, θ
∗
AθΦ = θ
∗
A(θΨS
−1
A,Ψ + θΞ) = IH + 0, θ
∗
ΨθB =
θ∗Ψ(θAS
−1
A,Ψ + θC) = IH + 0. 
Definition 2.45. An (ovf) ({Bj}j∈J, {Φj}j∈J) in B(H,H0) is said to be orthogonal to an (ovf) ({Aj}j∈J, {Ψj}j∈J)
in B(H,H0) if θ∗ΦθA = θ∗BθΨ = 0.
We note that the definition is symmetric. Also, dual frames cannot be orthogonal to each other and
orthogonal frames can not be dual to each other. Further, unlike dual frames, if ({Bj}j∈J, {Φj}j∈J) is
orthogonal to ({Aj}j∈J, {Ψj}j∈J), then both ({Aj}j∈J, {Φj}j∈J) and ({Bj}j∈J, {Ψj}j∈J) are not frames.
Proposition 2.46. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be operator-valued frames in B(H,H0).
Then the following are equivalent.
(i) ({Bj}j∈J, {Φj}j∈J) is orthogonal to ({Aj}j∈J, {Ψj}j∈J).
(ii)
∑
j∈JΦ
∗
jAj =
∑
j∈JB
∗
jΨj = 0 where the convergence is in the SOT.
Remark 2.47. Proposition 2.42 and Proposition 2.46 are very simple, but they tell how we can define
duality and orthogonality without using analysis operators (we do this in Section 10).
Proposition 2.48. Two orthogonal operator-valued frames have common dual (ovf).
Proof. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two orthogonal operator-valued frames in B(H,H0).
Define Cj := AjS
−1
A,Ψ + BjS
−1
B,Φ,Ξj := ΨjS
−1
A,Ψ + ΦjS
−1
B,Φ, ∀j ∈ J. Then θC = θAS−1A,Ψ + θBS−1B,Φ, θΞ =
θΨS
−1
A,Ψ+θΦS
−1
B,Φ, SC,Ξ = θ
∗
ΞθC = (S
−1
A,Ψθ
∗
Ψ+S
−1
B,Φθ
∗
Φ)(θAS
−1
A,Ψ+θBS
−1
B,Φ) = S
−1
A,Ψ+S
−1
B,Φ which is positive
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and 〈SC,Ξh, h〉 = 〈S−1A,Ψh, h〉+〈S−1B,Φh, h〉 ≥ min
{‖SA,Ψ‖−1, ‖SB,Φ‖−1} ‖h‖2, ∀h ∈ H, hence SC,Ξ is invert-
ible. Therefore ({Cj}j∈J, {Ξj}j∈J) is an (ovf) in B(H,H0). This is a common dual of ({Aj}j∈J, {Ψj}j∈J)
and ({Bj}j∈J, {Φj}j∈J). In fact, θ∗CθΨ = (S−1A,Ψθ∗A+S−1B,Φθ∗B)θΨ = IH+0, θ∗ΞθA = (S−1A,Ψθ∗Ψ+S−1B,Φθ∗Φ)θA =
IH + 0, and θ∗CθΦ = (S
−1
A,Ψθ
∗
A + S
−1
B,Φθ
∗
B)θΦ = 0 + IH, θ
∗
ΞθB = (S
−1
A,Ψθ
∗
Ψ + S
−1
B,Φθ
∗
Φ)θB = 0 + IH. 
Next we have an interpolation result.
Proposition 2.49. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two Parseval operator-valued frames
in B(H,H0) which are orthogonal. If C,D,E, F ∈ B(H) are such that C∗E + D∗F = IH, then
({AjC + BjD}j∈J, {ΨjE + ΦjF}j∈J) is a Parseval (ovf) in B(H,H0). In particular, if scalars c, d, e, f
satisfy c¯e+ d¯f = 1, then ({cAj + dBj}j∈J, {eΨj + fΦj}j∈J) is a Parseval (ovf).
Proof. We see θAC+BD =
∑
j∈J Lj(AjC + BjD) = θAC + θBD, θΨE+ΦF =
∑
j∈J Lj(ΨjE + ΦjF ) =
θΨE + θΦF and hence SAC+BD,ΨE+ΦF = θ
∗
ΨE+ΦF θAC+BD = (θΨE + θΦF )
∗(θAC + θBD) = E∗θ∗ΨθAC +
E∗θ∗ΨθBD + F
∗θ∗ΦθAC + F
∗θ∗ΦθBD = E
∗SA,ΨC + 0 + 0 + F ∗SB,ΦD = E∗IHC + F ∗IHD = IH. 
Definition 2.50. Two operator-valued frames ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) in B(H,H0)
are called disjoint if ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is (ovf) in B(H⊕H,H0).
The important thing to remember in disjoint frame definition is that only the domain of collection of
operators will change not the codomain.
Proposition 2.51. If ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) are orthogonal operator-valued frames
in B(H,H0), then they are disjoint. Further, if both ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) are
Parseval, then ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is Parseval.
Proof. θA⊕B(h ⊕ g) =
∑
j∈J Lj(Aj ⊕ Bj)(h ⊕ g) =
∑
j∈J Lj(Ajh+ Bjg) = θAh+ θBg, ∀h⊕ g ∈ H ⊕H,
θΨ⊕Φ(h ⊕ g) = θΨh + θΦg, ∀h ⊕ g ∈ H ⊕ H, 〈θ∗Ψ⊕Φy, h⊕ g〉 = 〈y, θΨ⊕Φ(h ⊕ g)〉 = 〈θ∗Ψy, h〉 + 〈θ∗Φy, g〉 =
〈θ∗Ψy ⊕ θ∗Φy, h ⊕ g〉, ∀y ∈ ℓ2(J) ⊗ H0, ∀h ⊕ g ∈ H ⊕ H. Thus SA⊕B,Ψ⊕Φ(h ⊕ g) = θ∗Ψ⊕ΦθA⊕B(h ⊕ g) =
θ∗Ψ⊕Φ(θAh+ θBg) = θ
∗
Ψ(θAh + θBg) ⊕ θ∗Φ(θAh+ θBg) = (SA,Ψ + 0) ⊕ (0 + SB,Φ) = SA,Ψ ⊕ SB,Φ, which
is bounded positive invertible with S−1A⊕B,Ψ⊕Φ = S
−1
A,Ψ ⊕ S−1B,Φ. That last conclusion comes from the
expression for SA⊕B,Ψ⊕Φ. 
3. Characterizations of the extension
Theorem 3.1. Let {Fj}j∈J be an arbitrary orthonormal basis in B(H,H0). Then
(i) The orthonormal bases ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {cjFjU}j∈J), where
U ∈ B(H) is unitary and cj ∈ R, ∀j ∈ J such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J <∞.
(ii) The Riesz bases ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjV }j∈J), where U, V ∈
B(H) are invertible such that V ∗U is positive.
(iii) The operator-valued frames ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjV }j∈J),
where U, V ∈ B(H) are such that V ∗U is positive invertible.
(iv) The Bessel sequences ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjV }j∈J), where
U, V ∈ B(H) are such that V ∗U is positive.
(v) The Riesz operator-valued frames ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjV }j∈J),
where U, V ∈ B(H) are such that V ∗U is positive invertible and U(V ∗U)−1V ∗ = IH.
(vi) The orthonormal operator-valued frames ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjV }j∈J),
where U, V ∈ B(H) are such that V ∗U = IH = UV ∗.
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Proof. (i) We first show that every collection of the form ({FjU}j∈J, {cjFjU}j∈J), U : H → H unitary,
cj ∈ R, ∀j ∈ J with 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ is an orthonormal basis in B(H,H0). For
this, it is sufficient to prove {FjU}j∈J is an orthonormal basis. This we achieve using orthonormal-
ity of Fj ’s and unitariness of U. Indeed, 〈(FjU)∗y, (FkU)∗z〉 = 〈U∗F ∗j y, U∗F ∗k z〉 = 〈F ∗j y, F ∗k z〉 =
δj,k〈y, z〉, ∀j, k ∈ J, ∀y, z ∈ H0 and
∑
j∈J ‖FjUh‖2 = 〈
∑
j∈J F
∗
j FjUh,Uh〉 = ‖Uh‖2 = ‖h‖2, ∀h ∈ H.
For the other side, let ({Aj}j∈J, {Ψj}j∈J) be an orthonormal basis in B(H,H0). We may assume
{Aj}j∈J is an orthonormal basis and there exist cj ∈ R, ∀j ∈ J with 0 < inf{cj}j∈J ≤ sup{cj}j∈J <
∞ and Ψj = cjAj , ∀j ∈ J. Define U :=
∑
j∈J F
∗
j Aj . This exists in SOT, since for every finite subset
S of J and h ∈ H,∥∥∥∥∥∥
∑
j∈S
F ∗j Ajh
∥∥∥∥∥∥
2
=
〈∑
j∈S
F ∗j Ajh,
∑
k∈S
F ∗kAkh
〉
=
∑
j∈S
〈
Ajh, Fj
(∑
k∈S
F ∗kAkh
)〉
=
∑
j∈S
‖Ajh‖2.
Now, FjU = Fj(
∑
k∈J F
∗
kAk) = Aj , cjFjU = cjAj = Ψj, ∀j ∈ J.We are done if we show U is unitary,
and this is so: UU∗ = (
∑
j∈J F
∗
j Aj)(
∑
k∈J A
∗
kFk) =
∑
j∈J F
∗
j (
∑
k∈J AjA
∗
kFk) =
∑
j∈J F
∗
j Fj =
IH, U∗U = (
∑
j∈JA
∗
jFj)(
∑
k∈J F
∗
kAk) =
∑
j∈J A
∗
j (
∑
k∈J FjF
∗
kAk) =
∑
j∈J A
∗
jAj = IH.
(ii) From the very definition of Riesz basis, we conclude whenever U, V : H → H are invertible
with V ∗U is positive, then ({FjU}j∈J, {FjV }j∈J) is a Riesz basis. We turn for other way. Let
({Aj}j∈J, {Ψj}j∈J) be Riesz basis. Then there exists an orthonormal basis {Gj}j∈J in B(H,H0)
and invertible R,S : H → H with S∗R is positive and Aj = GjR,Ψj = GjS, ∀j ∈ J. Define
U :=
∑
j∈J F
∗
j GjR, V :=
∑
j∈J F
∗
j GjS. Since {Fj}j∈J and {Gj}j∈J are orthonormal bases, as in the
proof of (i), U, V are well-defined. Now FjU = GjR = Aj , FjV = GjS = Ψj, ∀j ∈ J. It remains
to show U and V are invertible and V ∗U is positive. For this we consider U(R−1(
∑
k∈JG
∗
kFk)) =
(
∑
j∈J F
∗
j GjR)(R
−1(
∑
k∈JG
∗
kFk)) =
∑
j∈J F
∗
j (
∑
k∈JGjG
∗
kFk) =
∑
j∈J F
∗
j Fj = IH, (R
−1(
∑
k∈JG
∗
kFk))U =
R−1(
∑
j∈JG
∗
jFj)(
∑
k∈J F
∗
kGkR) = R
−1(
∑
j∈JG
∗
j (
∑
k∈J FjF
∗
kGkR)) = R
−1(
∑
j∈JG
∗
jGj)R = IH,
and similarly V −1 = S−1(
∑
j∈JG
∗
jFj), V
∗U = S∗(
∑
j∈JG
∗
jFj)(
∑
k∈J F
∗
kGkR) = S
∗R ≥ 0.
(iii) (⇐) ∑j∈J Lj(FjU) = (∑j∈J LjFj)U,∑j∈J Lj(FjV ) = (∑j∈J LjFj)V. These show analysis opera-
tors for ({FjU}j∈J, {FjV }j∈J) are well-defined and the equality
∑
j∈J(FjV )
∗(FjU) = V ∗U shows
that it is an (ovf).
(⇒) Let ({Aj}j∈J, {Ψj}j∈J) be (ovf). Since analysis operators for this frame exists, as in the proof
of (i),
∑
j∈J F
∗
j Aj ,
∑
j∈J F
∗
j Ψj exist (note that, following the proof of (i), we get ‖
∑
j∈S F
∗
j Ajh‖2 =∑
j∈S ‖Ajh‖2, which converges to ‖θAh‖2 = ‖
∑
j∈J LjAjh‖2 =
∑
j∈J ‖Ajh‖2) as bounded op-
erators, call them as U, V respectively. But then FjU = Aj , FjV = Ψj, ∀j ∈ J and V ∗U =
(
∑
j∈JΨ
∗
jFj)(
∑
k∈J F
∗
kAk) =
∑
j∈J Ψ
∗
jAj = SA,Ψ which is positive invertible.
(iv) Similar to (iii).
(v) We view (iii). (⇐) PA,Ψ = θAS−1A,Ψθ∗Ψ = (
∑
j∈J LjFjU)(V
∗U)−1(
∑
k∈J V
∗F ∗kL
∗
k) = θFU(V
∗U)−1V ∗θ∗F =
θF IHθ∗F =
∑
j∈J LjFj(
∑
k∈J F
∗
kL
∗
k) =
∑
j∈J LjL
∗
j = Iℓ2(J) ⊗ IH0 .
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(⇒)
U(V ∗U)−1V ∗ =
∑
k∈J
F ∗kAk
S−1A,Ψ
∑
j∈J
Ψ∗jFj

=
∑
l∈J
F ∗l L
∗
l
∑
k∈J
LkAk
S−1A,Ψ
∑
j∈J
Ψ∗jL
∗
j
∑
m∈J
LmFm

=
∑
l∈J
F ∗l L
∗
l
 θAS−1A,Ψθ∗Ψ
∑
m∈J
LmFm
 =
∑
l∈J
F ∗l L
∗
l
PA,Ψ
∑
m∈J
LmFm

=
∑
l∈J
F ∗l L
∗
l
 (Iℓ2(J) ⊗ IH0)
∑
m∈J
LmFm
 =
∑
l∈J
F ∗l L
∗
l
∑
m∈J
LmFm

=
∑
l∈J
F ∗l Fl = IH.
(vi) From (v). (⇐) SA,Ψ = V ∗U = IH, PA,Ψ = θAS−1A,Ψθ∗Ψ = θAθ∗Ψ = θFUV ∗θ∗F = θF IHθ∗F = Iℓ2(J)⊗IH0 .
(⇒) V ∗U = SA,Ψ = IH,
UV ∗ =
∑
j∈J
F ∗j Aj
∑
k∈J
Ψ∗kFk
 =
∑
j∈J
F ∗j L
∗
j
∑
l∈J
LlAl
∑
k∈J
Ψ∗kL
∗
k
∑
m∈J
LmFm

= θ∗F θAθ
∗
ΨθF = θ
∗
FPA,ΨθF = θ
∗
F (Iℓ2(J) ⊗ IH0)θF =
∑
j∈J
F ∗j Fj = IH.

Remark 3.2. Once ({Aj}j∈J, {Ψj}j∈J) is given (may be an orthonormal basis or a Riesz basis or an
(ovf) or a Bessel sequence or a Riesz (ovf) or an orthonormal (ovf)), the operators U as well as V are
uniquely determined. In fact, if W ∈ B(H) also satisfies FjU = FjW = Aj , ∀j ∈ J, then U = IHU =∑
j∈J F
∗
j (FjU) =
∑
j∈J F
∗
j (FjW ) =W.
Corollary 3.3. (i) If ({Aj}j∈J, {Ψj = cjAj}j∈J) is an orthonormal basis in B(H,H0), then
sup{‖Aj‖}j∈J ≤ 1, sup{‖Ψj‖}j∈J ≤ sup{cj}j∈J, AjΨ∗j = cjIH0 , ∀j ∈ J.
(ii) If ({Aj}j∈J, {Ψj}j∈J) is Bessel in B(H,H0), then
sup{‖Aj‖}j∈J ≤ ‖U‖, sup{‖Ψj‖}j∈J ≤ ‖V ‖, sup{‖AjΨ∗j‖}j∈J ≤ ‖UV ∗‖.
Corollary 3.4. Let {Fj}j∈J be an arbitrary orthonormal basis in B(H,H0). Then
(i) The orthonormal bases ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J), where
U ∈ B(H) is unitary.
(ii) The Riesz bases ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J), where U ∈
B(H) is invertible.
(iii) The operator-valued frames ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ B(H) is such that U∗U is invertible.
(iv) The Bessel sequences ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J), where
U ∈ B(H).
(v) The Riesz operator-valued frames ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ B(H) is such that U∗U is invertible and U(U∗U)−1U∗ = IH.
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(vi) The orthonormal operator-valued frames ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ B(H) is such that U∗U = IH = UU∗.
(vii) The operator-valued frames ({Aj}j∈J, {Aj}j∈J) in B(H,H0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ B(H) is such that U∗ is surjective.
(viii) ({Aj}j∈J, {Aj}j∈J) is an orthonormal basis in B(H,H0) if and only if it is an orthonormal (ovf).
Proof. For (i), cj = 1, ∀j ∈ J, and for (ii)-(vi), T ∗T is positive, ∀T ∈ B(H). That (ii) and (vi) give (viii).
Now, for T ∈ B(H), we have T ∗T is invertible in B(H) if and only if T ∗ is surjective, hence (vii).

Caution 3.5. Theorem 3.1 holds whenever indexing set of orthonormal basis {Fj}j∈J is same as that
of ({Aj}j∈J, {Ψj}j∈J), which may be orthonormal basis/Riesz basis/operator-valued frame/Bessel/Riesz
(ovf)/orthonormal (ovf). Interestingly, Theorem 3.1 fails if this is not so.
Theorem 3.6. Let {Aj}j∈J, {Ψj}j∈J be in B(H,H0). Then ({Aj}j∈J, {Ψj}j∈J) is an (ovf) with bounds
a and b (resp. Bessel with bound b)
(i) if and only if
U : ℓ2(J)⊗H0 ∋ y 7→
∑
j∈J
A∗jL
∗
jy ∈ H, and V : ℓ2(J)⊗H0 ∋ z 7→
∑
j∈J
Ψ∗jL
∗
jz ∈ H
are well-defined, U, V ∈ B(ℓ2(J)⊗H0,H) such that aIH ≤ V U∗ ≤ bIH (resp. 0 ≤ V U∗ ≤ bIH).
(ii) if and only if
U : ℓ2(J)⊗H0 ∋ y 7→
∑
j∈J
A∗jL
∗
jy ∈ H, and S : H ∋ g 7→
∑
j∈J
LjΨjg ∈ ℓ2(J)⊗H0
are well-defined, U ∈ B(ℓ2(J)⊗ H0,H), S ∈ B(H, ℓ2(J) ⊗H0) such that aIH ≤ S∗U∗ ≤ bIH (resp.
0 ≤ S∗U∗ ≤ bIH).
(iii) if and only if
R : H ∋ h 7→
∑
j∈J
LjAjh ∈ ℓ2(J)⊗H0, and V : ℓ2(J)⊗H0 ∋ z 7→
∑
j∈J
Ψ∗jL
∗
jz ∈ H
are well-defined, R ∈ B(H, ℓ2(J) ⊗ H0), V ∈ B(ℓ2(J) ⊗ H0,H) such that aIH ≤ V R ≤ bIH (resp.
0 ≤ V R ≤ bIH).
(iv) if and only if
R : H ∋ h 7→
∑
j∈J
LjAjh ∈ ℓ2(J)⊗H0, and S : H ∋ g 7→
∑
j∈J
LjΨjg ∈ ℓ2(J)⊗H0
are well-defined, R,S ∈ B(H, ℓ2(J)⊗H0) such that aIH ≤ S∗R ≤ bIH (resp. 0 ≤ S∗R ≤ bIH).
Proof. We argue only for (i), in frame situation. (⇒) Now U = θ∗A, V = θ∗Ψ and V U∗ = θ∗ΨθA = SA,Ψ.
(⇐) Now θA = U∗, θΨ = V ∗ and SA,Ψ = θ∗ΨθA = V U∗. 
Let {Aj}j∈J, {Ψj}j∈J be in B(H,H0). For each fixed j ∈ J, suppose {ej,k}k∈Lj is an orthonormal ba-
sis for H0. Riesz representation theorem, when applied to continuous linear functionals H ∋ h 7→
〈Ajh, ej,k〉 ∈ K,H ∋ h 7→ 〈Ψjh, ej,k〉 ∈ K gives unique uj,k, vj,k ∈ H such that 〈Ajh, ej,k〉 = 〈h, uj,k〉, ∀h ∈
H, ∀k ∈ Lj and 〈Ψjh, ej,k〉 = 〈h, vj,k〉, ∀h ∈ H, ∀k ∈ Lj . Since j ∈ J was arbitrary, we get 〈Ajh, ej,k〉 =
〈h, uj,k〉, ∀h ∈ H, ∀k ∈ Lj , ∀j ∈ J and 〈Ψjh, ej,k〉 = 〈h, vj,k〉, ∀h ∈ H, ∀k ∈ Lj , ∀j ∈ J. Now Ajh =∑
k∈Lj 〈Ajh, ej,k〉ej,k =
∑
k∈Lj 〈h, uj,k〉ej,k, ∀h ∈ H, ∀j ∈ J and similarly Ψjh =
∑
k∈Lj 〈h, vj,k〉ej,k, ∀h ∈
H, ∀j ∈ J.We now show, for each j ∈ J, both {uj,k}k∈Lj and {vj,k}k∈Lj are Bessel sequences, and find the
21
adjoints of Aj ’s and Ψj’s in terms of these:
∑
k∈Lj |〈h, uj,k〉|2 = ‖Ajh‖2 ≤ ‖Aj‖2‖h‖2,
∑
k∈Lj |〈h, vj,k〉|2 =
‖Ψjh‖2 ≤ ‖Ψj‖2‖h‖2, ∀h ∈ H, 〈h,A∗jy〉 = 〈Ajh, y〉 =
∑
k∈Lj 〈h, uj,k〉〈ej,k, y〉 = 〈h,
∑
k∈Lj 〈y, ej,k〉uj,k〉, 〈h,Ψ∗jy〉 =
〈Ψjh, y〉 =
∑
k∈Lj 〈h, vj,k〉〈ej,k, y〉 = 〈h,
∑
k∈Lj 〈y, ej,k〉vj,k〉, ∀h ∈ H, ∀y ∈ H0. ThereforeA∗jy =
∑
k∈Lj 〈y, ej,k〉uj,k,
Ψ∗jz =
∑
k∈Lj 〈z, ej,k〉vj,k, ∀y, z ∈ H0, ∀j ∈ J. Evaluation of these at ej,k0 gives uj,k0 = A∗jej,k0 , vj,k0 =
Ψ∗jej,k0 , ∀k0 ∈ Lj , j ∈ J. This produces the following important theorem.
Theorem 3.7. Let {Aj}j∈J, {Ψj}j∈J be in B(H,H0). Suppose {ej,k}k∈Lj is an orthonormal basis for H0,
for each j ∈ J. Let uj,k = A∗jej,k, vj,k = Ψ∗jej,k, ∀k ∈ Lj , j ∈ J. Then ({Aj}j∈J, {Ψj}j∈J) is
(i) an orthonormal set (resp. basis) in B(H,H0) if and only if {uj,k : k ∈ Lj , j ∈ J} or {vj,k : k ∈
Lj , j ∈ J} is an orthonormal set (resp. basis), say {uj,k : k ∈ Lj , j ∈ J} is an orthonormal set (resp.
basis) for H and there is a sequence {cj}j∈J of reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞
and for each j ∈ J, vj,k = cjuj,k, ∀k ∈ Lj .
(ii) a Riesz basis in B(H,H0) if and only if there are bounded invertible operators U, V : H → H and
an orthonormal basis {fj,k : k ∈ Lj , j ∈ J} for H such that V U∗ ≥ 0 and uj,k = Ufj,k, vj,k =
V fj,k, ∀k ∈ Lj , ∀j ∈ J.
(iii) an (ovf) in B(H,H0) with bounds a and b if and only if there exist c, d > 0 such that the map
T : H ∋ h 7→
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k ∈ H
is well-defined bounded positive invertible operator such that a‖h‖2 ≤ 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H, and∑
j∈J
∑
k∈Lj
|〈h, uj,k〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
|〈h, vj,k〉|2 ≤ d‖h‖2, ∀h ∈ H.
(iv) Bessel in B(H,H0) with bound b if and only if there exist c, d > 0 such that the map
T : H ∋ h 7→
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k ∈ H
is well-defined bounded positive operator such that 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H, and∑
j∈J
∑
k∈Lj
|〈h, uj,k〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
|〈h, vj,k〉|2 ≤ d‖h‖2, ∀h ∈ H.
(v) an (ovf) in B(H,H0) with bounds a and b if and only if there exist c, d, r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈h, vj,k〉uj,k, ∀h ∈ H;
a‖h‖2 ≤
∑
j∈J
∑
k∈Lj
〈h, uj,k〉〈vj,k, h〉 ≤ b‖h‖2, ∀h ∈ H, and
∑
j∈J
∑
k∈Lj
|〈h, uj,k〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
|〈h, vj,k〉|2 ≤ d‖h‖2, ∀h ∈ H.
(vi) Bessel in B(H,H0) with bound b if and only if there exist c, d, r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈h, vj,k〉uj,k, ∀h ∈ H;
0 ≤
∑
j∈J
∑
k∈Lj
〈h, uj,k〉〈vj,k, h〉 ≤ b‖h‖2, ∀h ∈ H, and
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j∈J
∑
k∈Lj
|〈h, uj,k〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
|〈h, vj,k〉|2 ≤ d‖h‖2, ∀h ∈ H.
Proof. (i) (⇒) We may assume {Aj}j∈J is an orthonormal set/basis. Then there exists a sequence
{cj}j∈J of reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and Ψj = cjAj , ∀j ∈ J. Then for each
j ∈ J, vj,k = Ψ∗jej,k = (cjAj)∗ej,k = cjA∗jej,k = cjuj,k, ∀k ∈ Lj . To show orthonormality of uj,k’s,
consider the cases j 6= l and j = l, for j, l ∈ J. In the first case, 〈uj,k, ul,m〉 = 〈A∗jej,k, A∗l el,m〉 =
δj,l〈ej,k, el,m〉 = 0, and in the second case 〈uj,k, uj,m〉 = 〈A∗jej,k, A∗jej,m〉 = 〈ej,k, ej,m〉 = δk,m.
Basis case: Now {Aj}j∈J satisfies
∑
j∈J ‖Ajh‖2 = ‖h‖2, ∀h ∈ H and this implies ‖h‖2 =∑
j∈J ‖
∑
k∈Lj 〈h, uj,k〉ej,k‖2 =
∑
j∈J
∑
k∈Lj |〈h, uj,k〉|2, ∀h ∈ H. Thus, due to the orthonormality
of {uj,k : k ∈ Lj , j ∈ J}, it is a basis.
(⇐) We may assume {uj,k : k ∈ Lj , j ∈ J} is an orthonormal set/basis. Then there exists
a sequence {cj}j∈J of reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and for each j ∈ J,
vj,k = cj,kuj,k, ∀k ∈ Lj . Let j, l ∈ J. Whenever j 6= l,
〈A∗jy,A∗l z〉 =
〈∑
k∈Lj
〈y, ej,k〉uj,k,
∑
m∈Ll
〈z, el,m〉ul,m
〉
= 0, ∀y, z ∈ H0,
and whenever j = l,
〈A∗jy,A∗jz〉 =
〈∑
k∈Lj
〈y, ej,k〉uj,k,
∑
m∈Lj
〈z, ej,m〉uj,m
〉
=
∑
k∈Lj
〈y, ej,k〉〈ej,k, z〉 = 〈y, z〉, ∀y, z ∈ H0.
For all h ∈ H,∑
j∈J
‖Ajh‖2 =
〈∑
j∈J
A∗jAjh, h
〉
=
〈∑
j∈J
∑
k∈Lj
〈Ajh, ej,k〉A∗jej,k, h
〉
=
〈∑
j∈J
∑
k∈Lj
〈h, uj,k〉uj,k, h
〉
=
∑
j∈J
∑
k∈Lj
|〈h, uj,k〉|2 ≤ ‖h‖2,
and
Ψjh =
∑
k∈Lj
〈Ψjh, ej,k〉ej,k =
∑
k∈Lj
〈h, vj,k〉ej,k =
∑
k∈Lj
〈h, cjuj,k〉ej,k
= cj
∑
k∈Lj
〈h, uj,k〉ej,k = cj
∑
k∈Lj
〈h,A∗jej,k〉ej,k = cjAjh, ∀j ∈ J.
Basis case:
∑
j∈J ‖Ajh‖2 =
∑
j∈J
∑
k∈Lj |〈h, uj,k〉|2 = ‖h‖2, ∀h ∈ H.
(ii) (⇒) There exist {Fj}j∈J, an orthonormal basis in B(H,H0) and bounded invertible operators
U, V : H → H with V ∗U positive such that Aj = FjU,Ψj = FjV, ∀j ∈ J. Then uj,k = A∗jej,k =
U∗F ∗j ej,k, vj,k = Ψ
∗
jej,k = V
∗F ∗j ej,k, ∀k ∈ Lj , ∀j ∈ J, and V ∗(U∗)∗ = V ∗U ≥ 0. Now we are
through if we show {F ∗j ej,k : k ∈ Lj , j ∈ J} is an orthonormal basis for H. Let j, k ∈ J. For j 6= k,
〈F ∗j ej,l, F ∗k ek,m〉 = δj,k〈ej,l, ek,m〉 = 0; for j = k, 〈F ∗j ej,l, F ∗j ej,m〉 = 〈ej,l, ej,m〉 = δl,m and∑
k∈Lj ,j∈J
|〈h, F ∗j ej,k〉|2 =
∑
j∈J
∑
k∈Lj
|〈Fjh, ej,k〉|2 =
∑
j∈J
‖Fjh‖2 = ‖h‖2, ∀h ∈ H.
(⇐) Let U, V : H → H be bounded invertible, {fj,k : k ∈ Lj , j ∈ J} be an orthonormal ba-
sis for H such that V U∗ ≥ 0 and uj,k = Ufj,k, vj,k = V fj,k, ∀k ∈ Lj , ∀j ∈ J. Define Fj : H ∋∑
l∈J,k∈Ll al,kfl,k 7→
∑
k∈Lj aj,kej,k ∈ H0. Claim: Aj = FjU∗,Ψj = FjV ∗, ∀j ∈ J. To show this, it
is enough if we get A∗j = UF
∗
j ,Ψ
∗
j = V F
∗
j , ∀j ∈ J. For this, we find F ∗j , ∀j ∈ J. For each fixed j ∈ J,
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and for y ∈ H0, since {ej,k}k∈Lj is an orthonormal basis for H0, we can write y =
∑
k∈Lj aj,kej,k,
uniquely. Also, each h ∈ H has unique expansion h = ∑l∈J,m∈Ll bl,mfl,m. Then 〈F ∗j y, h〉 =
〈F ∗j (
∑
k∈Lj aj,kej,k),
∑
m∈Ll,l∈J bl,mfl,m〉 = 〈
∑
k∈Lj aj,kej,k,
∑
m∈Lj bj,mej,m〉 =
∑
k∈Lj aj,kbj,k and
〈∑k∈Lj aj,kfj,k, h〉 = 〈∑k∈Lj aj,kfj,k,∑m∈Ll,l∈J bl,mfl,m〉 =∑k∈Lj aj,k〈fj,k,∑l∈J∑m∈Ll bl,mfl,m〉 =∑
k∈Lj aj,kbj,k. Therefore F
∗
j y =
∑
k∈Lj aj,kfj,k. This gives UF
∗
j y =
∑
k∈Lj aj,kUfj,k =
∑
k∈Lj aj,kuj,k =∑
k∈Lj aj,kA
∗
jej,k = A
∗
jy, V F
∗
j y =
∑
k∈Lj aj,kV fj,k =
∑
k∈Lj aj,kvj,k =
∑
k∈Lj aj,kΨ
∗
jej,k = Ψ
∗
jy, ∀j ∈
J. Using {F ∗j }j∈J we show {Fj}j∈J is an orthonormal basis in B(H,H0). For j 6= k, given y, z ∈ H0,
we write y =
∑
l∈Lj cj,lej,l, z =
∑
m∈Lk dk,mek,m, uniquely. Then 〈F ∗j y, F ∗k z〉 = 〈
∑
l∈Lj cj,lfj,l,
∑
m∈Lk dk,mfk,m〉 =
0. For j = k, given w, x ∈ H0, we write w =
∑
l∈Lj rj,lej,l, x =
∑
m∈Lj sj,mej,m, uniquely. Then
〈F ∗j w,F ∗j x〉 = 〈
∑
l∈Lj rj,lfj,l,
∑
m∈Lj sj,mfj,m〉 =
∑
l∈Lj rj,lsj,l = 〈w, x〉. Now for h =
∑
k∈Ll,l∈J al,kfl,k ∈
H, ∑j∈J ‖Fjh‖2 = ∑j∈J ‖∑k∈Lj aj,kej,k‖2 = ∑j∈J∑k∈Lj |aj,k|2 = ‖h‖2. At last (V ∗)∗U∗ =
V U∗ ≥ 0.
(iii) For all h ∈ H, ∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈Ajh, ej,k〉Ψ∗jej,k =
∑
j∈J
Ψ∗jAjh,
∑
j∈J
〈Ajh,Ψjh〉 =
∑
j∈J
〈∑
k∈Lj
〈h,A∗jej,k〉ej,k,
∑
l∈Lj
〈h,Ψ∗jej,l〉ej,l
〉
=
∑
j∈J
〈∑
k∈Lj
〈h, uj,k〉ej,k,
∑
l∈Lj
〈h, vj,l〉ej,l
〉
=
∑
j∈J
∑
k∈Lj
〈h, uj,k〉〈vj,k, h〉,
∥∥∥∥∥∥
∑
j∈J
LjAjh
∥∥∥∥∥∥
2
=
∑
j∈J
‖Ajh‖2 =
∑
j∈J
∑
k∈Lj
|〈h, uj,k〉|2;
∥∥∥∥∥∥
∑
j∈J
LjΨjh
∥∥∥∥∥∥
2
=
∑
j∈J
∑
k∈Lj
|〈h, vj,k〉|2.
(iv) Similar to (iii).
(v)
∑
j∈JΨ
∗
jAj exists and is bounded positive invertible if and only if there exist c, d, r > 0 such that
‖∑j∈J∑k∈Lj 〈h, uj,k〉vj,k‖ ≤ r‖h‖, ∀h ∈ H,∑j∈J∑k∈Lj 〈h, uj,k〉vj,k =∑j∈J∑k∈Lj 〈h, vj,k〉uj,k, ∀h ∈
H and a‖h‖2 ≤ ∑j∈J∑k∈Lj 〈h, uj,k〉〈vj,k, h〉 ≤ b‖h‖2, ∀h ∈ H, and ∑j∈J LjAj (resp. ∑j∈J LjΨj)
exists and is bounded if and only if there exists c > 0 (resp. d > 0) such that
∑
j∈J
∑
k∈Lj |〈h, uj,k〉|2 ≤
c‖h‖2, ∀h ∈ H (resp. ∑j∈J∑k∈Lj |〈h, vj,k〉|2 ≤ d‖h‖2, ∀h ∈ H).
(vi) Similar to (v).

Remark 3.8. Theorem 3.7 gives light to “define” extension in sequential form, we will do this in Section
8.
Caution 3.9. Theorem 3.7 does not say “it is enough to study either operator version or sequential
version”, because it holds under the assumption “{ej,k}k∈Lj is an orthonormal basis for H0, for each
j ∈ J”, which need not hold for all H0 and for each j ∈ J. Thus it is necessary to study both operator
version and sequential version. So Section 8 doesn’t come from this section, we have to study it separately,
with a separate definition (that should match with Theorem 3.7, whenever its assumptions are fulfilled).
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4. Similarity, composition and tensor product
Definition 4.1. An (ovf) ({Bj}j∈J, {Φj}j∈J) in B(H,H0) is said to be right-similar (resp. left-similar)
to an (ovf) ({Aj}j∈J, {Ψj}j∈J) in B(H,H0) if there exist invertible RA,B, RΨ,Φ ∈ B(H) (resp. LA,B, LΨ,Φ
∈ B(H0)) such that Bj = AjRA,B,Φj = ΨjRΨ,Φ (resp. Bj = LA,BAj ,Φj = LΨ,ΦΨj), ∀j ∈ J.
Since the operators giving similarity are invertible, definition of similarity is symmetric.
Proposition 4.2. Let {Aj}j∈J ∈ FΨ with frame bounds a, b, let RA,B, RΨ,Φ ∈ B(H) be positive, invertible,
commute with each other, commute with SA,Ψ, and let Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J. Then
(i) {Bj}j∈J ∈ FΦ and a‖R−1
A,B
‖‖R−1
Ψ,Φ‖
≤ SB,Φ ≤ b‖RA,BRΨ,Φ‖. Assuming that ({Aj}j∈J, {Ψj}j∈J) is
Parseval, then ({Bj}j∈J, {Φj}j∈J) is Parseval if and only if RΨ,ΦRA,B = IH.
(ii) θB = θARA,B, θΦ = θΨRΨ,Φ, SB,Φ = RΨ,ΦSA,ΨRA,B, PB,Φ = PA,Ψ.
Proof.
∑
j∈JΦ
∗
jBj =
∑
j∈J(ΨjRΨ,Φ)
∗(AjRA,B) = RΨ,Φ
(∑
j∈JΨ
∗
jAj
)
RA,B implies SB,Φ exists, positive,
invertible and equals RΨ,ΦSA,ΨRA,B. Now, θB =
∑
j∈J LjBj =
∑
j∈J LjAjRA,B = θARA,B, and similarly
for θΦ; PB,Φ = θBS
−1
B,Φθ
∗
Φ = (θARA,B)(RΨ,ΦSA,ΨRA,B)
−1(θΨRΨ,Φ)∗ = PA,Ψ. Assumptions together with
inequality 1‖R−1A,B‖‖R−1Ψ,Φ‖
≤ RA,BRΨ,Φ ≤ ‖RA,BRΨ,Φ‖ and (ii) gives the inequality in (i). Second part of
(i) is clear. 
Lemma 4.3. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J, for some
invertible RA,B, RΨ,Φ ∈ B(H). Then θB = θARA,B, θΦ = θΨRΨ,Φ, SB,Φ = R∗Ψ,ΦSA,ΨRA,B, PB,Φ =
PA,Ψ. Assuming that ({Aj}j∈J, {Ψj}j∈J) is Parseval, then ({Bj}j∈J, {Φj}j∈J) is Parseval if and only
if R∗Ψ,ΦRA,B = IH.
Proof. From the definitions of θB and θΦ we get first two conclusions; substituting these in definitions of
SB,Φ and PA,Ψ give the remaining two. 
Theorem 4.4. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ. The following are equivalent.
(i) Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J, for some invertible RA,B, RΨ,Φ ∈ B(H).
(ii) θB = θAR
′
A,B, θΦ = θΨR
′
Ψ,Φ for some invertible R
′
A,B, R
′
Ψ,Φ ∈ B(H).
(iii) PB,Φ = PA,Ψ.
If one of the above conditions is satisfied, then invertible operators in (i) and (ii) are unique and are
given by RA,B = S
−1
A,Ψθ
∗
ΨθB, RΨ,Φ = S
−1
A,Ψθ
∗
AθΦ. In the case that ({Aj}j∈J, {Ψj}j∈J) is Parseval, then
({Bj}j∈J, {Φj}j∈J) is Parseval if and only if R∗Ψ,ΦRA,B is the identity operator if and only if RA,BR∗Ψ,Φ
is the identity operator.
Proof. (i) ⇒ (ii) is direct. For the reverse, let (ii) hold. From Proposition 2.30, Bj = L∗jθB =
L∗jθAR
′
A,B = AjR
′
A,B; the same procedure gives Φj also. Lemma 4.3 gives (ii) ⇒ (iii). Assume (iii).
We note the following θB = PB,ΦθB and θΦ = P
∗
B,ΦθΦ. Using these, θB = PA,ΨθB = θA(S
−1
A,Ψθ
∗
ΨθB) and
θΦ = P
∗
A,ΨθΦ = (θAS
−1
A,Ψθ
∗
Ψ)
∗θΦ = θΨ(S−1A,Ψθ
∗
AθΦ).We now try to show that both S
−1
A,Ψθ
∗
ΨθB and S
−1
A,Ψθ
∗
AθΦ
are invertible. This is achieved via, (S−1A,Ψθ
∗
ΨθB)(S
−1
B,Φθ
∗
ΦθA) = S
−1
A,Ψθ
∗
ΨPB,ΦθA = S
−1
A,Ψθ
∗
ΨPA,ΨθA =
S−1A,Ψθ
∗
ΨθA = IH, (S
−1
B,Φθ
∗
ΦθA)(S
−1
A,Ψθ
∗
ΨθB) = S
−1
B,Φθ
∗
ΦPA,ΨθB = S
−1
B,Φθ
∗
ΦPB,ΦθB = S
−1
B,Φθ
∗
ΦθB = IH and
(S−1A,Ψθ
∗
AθΦ)(S
−1
B,Φθ
∗
BθΨ) = S
−1
A,Ψθ
∗
AP
∗
B,ΦθΨ = S
−1
A,Ψθ
∗
AP
∗
A,ΨθΨ = S
−1
A,Ψθ
∗
AθΨ = IH, (S
−1
B,Φθ
∗
BθΨ)(S
−1
A,Ψθ
∗
AθΦ) =
S−1B,Φθ
∗
BP
∗
A,ΨθΦ = S
−1
B,Φθ
∗
BP
∗
B,ΦθΦ = S
−1
B,Φθ
∗
BθΦ = IH.
Let RA,B, RΨ,Φ ∈ B(H) be invertible. From the previous arguments, RA,B and RΨ,Φ satisfy (i) if and only
if they satisfy (ii). Let Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J. Using (ii), θB = θARA,B, θΦ = θΨRΨ,Φ and
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these imply θ∗ΨθB = θ
∗
ΨθARA,B = SA,ΨRA,B, θ
∗
AθΦ = θ
∗
AθΨRΨ,Φ = SA,ΨRΨ,Φ these imply the formula
for RA,B and RΨ,Φ. For the last, we recall SB,Φ = R
∗
Ψ,ΦSA,ΨRA,B and the following fact: let a and b be
invertible elements such that ab = e, the identity element. Then ba = (a−1(ab)b−1)−1 = e. 
Corollary 4.5. For any given (ovf) ({Aj}j∈J, {Ψj}j∈J), the canonical dual of ({Aj}j∈J, {Ψj}j∈J) is the
only dual (ovf) that is right-similar to ({Aj}j∈J, {Ψj}j∈J).
Proof. Whenever ({Bj}j∈J, {Φj}j∈J) is dual of ({Aj}j∈J, {Ψj}j∈J) as well as right-similar to ({Aj}j∈J, {Ψj}j∈J),
we have θ∗BθΨ = IH = θ
∗
ΦθA and there exist invertible RA,B, RΨ,Φ ∈ B(H) such that Bj = AjRA,B,Φj =
ΨjRΨ,Φ, ∀j ∈ J. Theorem 4.4 tells RA,B = S−1A,Ψθ∗ΨθB, RΨ,Φ = S−1A,Ψθ∗AθΦ. But then RA,B = S−1A,ΨIH =
S−1A,Ψ, RΨ,Φ = S
−1
A,ΨIH = S
−1
A,Ψ. So ({Bj = AjS−1A,Ψ}j∈J, {Φj = ΨjS−1A,Ψ}j∈J) is the canonical dual of
({Aj}j∈J, {Ψj}j∈J). 
Corollary 4.6. Two right-similar operator-valued frames cannot be orthogonal.
Proof. Let ({Bj}j∈J, {Φj}j∈J) be right-similar to ({Aj}j∈J, {Ψj}j∈J). Choose invertible RA,B, RΨ,Φ ∈
B(H) such that Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J. Using Theorem 4.4 we get θ∗BθΨ = (θARA,B)∗θΨ =
R∗A,Bθ
∗
AθΨ = R
∗
A,BSA,Ψ 6= 0 because R∗A,B and SA,Ψ are invertible. 
Remark 4.7. For every (ovf) ({Aj}j∈J, {Ψj}j∈J), each of ‘operator-valued frames’ ({AjS−1A,Ψ}j∈J, {Ψj}j∈J),
({AjS−1/2A,Ψ }j∈J, {ΨjS−1/2A,Ψ }j∈J), and ({Aj}j∈J, {ΨjS−1A,Ψ}j∈J) is a Parseval (ovf) which is right-similar to
({Aj}j∈J, {Ψj}j∈J). Thus every (ovf) is right-similar to Parseval operator-valued frames.
Proposition 4.8. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = LA,BAj ,Φj = LΨ,ΦΨj, ∀j ∈ J, for some
invertible LA,B, LΨ,Φ ∈ B(H0). Then
(i) θB = (Iℓ2(J) ⊗ LA,B)θA, θΦ = (Iℓ2(J) ⊗ LΨ,Φ)θΨ, SB,Φ = θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,ΦLA,B)θA, PB,Φ = (Iℓ2(J) ⊗
LA,B)θA(θ
∗
Ψ(Iℓ2(J) ⊗ L∗Ψ,ΦLA,B)θA)−1θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ).
(ii) Assuming ({Aj}j∈J, {Ψj}j∈J) is Parseval, then ({Bj}j∈J, {Φj}j∈J) is Parseval if and only if PA,Ψ(Iℓ2(J)⊗
L∗Ψ,ΦLA,B)PA,Ψ = PA,Ψ if and only if PB,Φ = (Iℓ2(J) ⊗ LA,B)PA,Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ).
Proof. (i) From the definition of Lj, we see that LjR = (Iℓ2(J) ⊗ R)Lj , ∀R ∈ B(H0), ∀j ∈ J. Using
this we get θB =
∑
j∈J LjBj =
∑
j∈J LjLA,BAj = (Iℓ2(J) ⊗ LA,B)
∑
j∈J LjAj = (Iℓ2(J) ⊗ LA,B)θA and
θΦ =
∑
j∈J LjΦj =
∑
j∈J LjLΨ,ΦΨj = (Iℓ2(J) ⊗ LΨ,Φ)
∑
j∈J LjΨj = (Iℓ2(J) ⊗ LΨ,Φ)θΨ. Now SB,Φ =
θ∗ΦθB = ((Iℓ2(J)⊗LΨ,Φ)θΨ)∗(Iℓ2(J)⊗LA,B)θA = θ∗Ψ(Iℓ2(J)⊗L∗Ψ,ΦLA,B)θA and PB,Φ = θBS−1B,Φθ∗Φ = (Iℓ2(J)⊗
LA,B)θA(θ
∗
Ψ(Iℓ2(J)⊗L∗Ψ,ΦLA,B)θA)−1((Iℓ2(J)⊗LΨ,Φ)θΨ)∗ = (Iℓ2(J)⊗LA,B)θA(θ∗Ψ(Iℓ2(J)⊗L∗Ψ,ΦLA,B)θA)−1θ∗Ψ(Iℓ2(J)⊗
L∗Ψ,Φ).
(ii) (First equivalence) For the direct part, let IH = SB,Φ = θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,ΦLA,B)θA. Premultiply-
ing this equality by θA and postmultiplying by θ
∗
Ψ give the conclusion. For the converse part, let
θAθ
∗
Ψ = θA(θ
∗
Ψ(Iℓ2(J) ⊗ L∗Ψ,ΦLA,B)θA)θ∗Ψ. The bracketed term in this equality is the expression for SB,Φ.
Thus θAθ
∗
Ψ = θASB,Φθ
∗
Ψ. Multiplying this equality from the left by θ
∗
Ψ and from the right by θA give
IHSB,ΦIH = IHIH.
(Second equivalence) Let PB,Φ = (Iℓ2(J) ⊗ LA,B)PA,Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ) which gives θ∗ΦθBS−1B,Φθ∗ΦθB =
θ∗Φ(Iℓ2(J)⊗LA,B)θAθ∗Ψ(Iℓ2(J)⊗L∗Ψ,Φ)θB = θ∗ΦθBθ∗ΦθB = S2B,Φ. On the other hand, let ({Bj}j∈J, {Φj}j∈J) be
Parseval. Substituting for θB and θΦ in the definition of PB,Φ gives the last equality in the statement. 
Definition 4.9. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two operator-valued frames in B(H,H0).
We say that ({Bj}j∈J, {Φj}j∈J) is
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(i) RL-similar (right-left-similar) to ({Aj}j∈J, {Ψj}j∈J) if there exist invertible RA,B, LΨ,Φ in B(H),B(H0),
respectively such that Bj = AjRA,B,Φj = LΨ,ΦΨj , ∀j ∈ J.
(ii) LR-similar (left-right-similar) to ({Aj}j∈J, {Ψj}j∈J) if there exist invertible LA,B, RΨ,Φ in B(H0),B(H),
respectively such that Bj = LA,BAj ,Φj = ΨjRΨ,Φ, ∀j ∈ J.
Proposition 4.10. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = AjRA,B,Φj = LΨ,ΦΨj, ∀j ∈ J, for some
invertible RA,B, LΨ,Φ in B(H),B(H0), respectively. Then θB = θARA,B, θΦ = (Iℓ2(J) ⊗ LΨ,Φ)θΨ, SB,Φ =
θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ)θARA,B, PB,Φ = θA(θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ)θA)−1θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ).
Proof. θB =
∑
j∈J LjBj =
∑
j∈J LjAjRA,B = θARA,B, θΦ =
∑
j∈J LjΦj =
∑
j∈J LjLΨ,ΦΨj = (Iℓ2(J) ⊗
LΨ,Φ)θΨ, SB,Φ = θ
∗
ΦθB = ((Iℓ2(J) ⊗ LΨ,Φ)θΨ)∗θARA,B = θ∗Ψ(Iℓ2(J) ⊗ L∗Ψ,Φ)θARA,B, PB,Φ = θBS−1B,Φθ∗Φ =
(θARA,B)(θ
∗
Ψ(Iℓ2(J)⊗L∗Ψ,Φ)θARA,B)−1((Iℓ2(J)⊗LΨ,Φ)θΨ)∗ = θA(θ∗Ψ(Iℓ2(J)⊗L∗Ψ,Φ)θA)−1θ∗Ψ(Iℓ2(J)⊗L∗Ψ,Φ).

Remark 4.11. RL-similarity looks very innocent here, but it gives a characterization result (like Theorem
4.4) in Banach spaces (Theorem 14.31), where right-similarity is innocent.
Proposition 4.12. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = LA,BAj ,Φj = ΨjRΨ,Φ, ∀j ∈ J, for some
invertible LA,B, RΨ,Φ in B(H0),B(H), respectively. Then θB = (Iℓ2(J) ⊗ LA,B)θA, θΦ = θΨRΨ,Φ, SB,Φ =
R∗Ψ,Φθ
∗
Ψ(Iℓ2(J) ⊗ LA,B)θA, PB,Φ = (Iℓ2(J) ⊗ LA,B)θA(θ∗Ψ(Iℓ2(J) ⊗ LA,B)θA)−1θ∗Ψ.
Proof. θB =
∑
j∈J LjBj =
∑
j∈J LjLA,BAj = (Iℓ2(J) ⊗ LA,B)θA, θΦ =
∑
j∈J LjΦj =
∑
j∈J LjΨjRΨ,Φ =
θΨRΨ,Φ, SB,Φ = θ
∗
ΦθB = (θΨRΨ,Φ)
∗((Iℓ2(J) ⊗LA,B)θA) = R∗Ψ,Φθ∗Ψ(Iℓ2(J) ⊗ LA,B)θA, PB,Φ = θBS−1B,Φθ∗Φ =
((Iℓ2(J)⊗LA,B)θA)(R∗Ψ,Φθ∗Ψ(Iℓ2(J)⊗LA,B)θA)−1(θΨRΨ,Φ)∗ = (Iℓ2(J)⊗LA,B)θA(θ∗Ψ(Iℓ2(J)⊗LA,B)θA)−1θ∗Ψ.

Composition of frames: Let {Aj}j∈J be an (ovf) w.r.t. {Ψj}j∈J in B(H,H0), and {Bl}l∈L be an (ovf)
w.r.t. {Φl}l∈L in B(H0,H1). Suppose {C(l,j) := BlAj}(l,j)∈L×J is an (ovf) w.r.t. {Ξ(l,j) := ΦlΨj}(l,j)∈L×J
in B(H,H1). Then the frame ({C(l,j)}(l,j)∈L×J, {Ξ(l,j)}(l,j)∈L×J) is called as composition of frames
({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L).
Proposition 4.13. Suppose ({C(l,j) := BlAj}(l,j)∈L×J, {Ξ(l,j) := ΦlΨj}(l,j)∈L×J) is the composition of
operator-valued frames ({Aj}j∈J, {Ψj}j∈J) in B(H,H0), and ({Bl}l∈L, {Φl}l∈L) in B(H0,H1). Then
(i) θC = (Iℓ2(J)⊗θB)θA, θΞ = (Iℓ2(J)⊗θΦ)θΨ, SC,Ξ = θ∗Ψ(Iℓ2(J)⊗SB,Φ)θA, PC,Ξ = (Iℓ2(J)⊗θB)θA(θ∗Ψ(Iℓ2(J)⊗
SB,Φ)θA)
−1θ∗Ψ(Iℓ2(J) ⊗ θ∗Φ). If ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈J, {Φl}l∈J) are Parseval frames, then
({C(l,j)}(l,j)∈J×J, {Ξ(l,j)}(l,j)∈J×J) is Parseval frame.
(ii) If PA,Ψ commutes with Iℓ2(J)⊗SB,Φ, then PC,Ξ = (Iℓ2(J)⊗ θB)PA,Ψ(Iℓ2(J)⊗S−1B,Φ)PA,Ψ(Iℓ2(J)⊗ θ∗Φ).
Proof. (i) Let {ej}j∈J (resp. {fl}l∈L) be the standard orthonormal basis for ℓ2(J) (resp. ℓ2(L)). For
h ∈ H, we have
(Iℓ2(J) ⊗ θB)θAh =
∑
j∈J
(Iℓ2(J) ⊗ θB)(ej ⊗Ajh) =
∑
j∈J
(ej ⊗ θB(Ajh))
=
∑
j∈J
ej ⊗
(∑
l∈L
(fl ⊗Bl(Ajh))
)
=
∑
j∈J
∑
l∈L
(ej ⊗ fl ⊗ C(l,j)h)
=
∑
(l,j)∈L×J
((ej ⊗ fl)⊗ C(l,j)h) =
∑
(l,j)∈L×J
L(l,j)C(l,j)h = θCh.
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Similarly θΞ = (Iℓ2(J) ⊗ θΦ)θΨ. Thus SC,Ξ = θ∗ΞθC = θ∗Ψ(Iℓ2(J) ⊗ θ∗Φ)(Iℓ2(J) ⊗ θB)θA = θ∗Ψ(Iℓ2(J) ⊗
θ∗ΦθB)θA = θ
∗
Ψ(Iℓ2(J) ⊗ SB,Φ)θA which implies PC,Ξ = θCS−1C,Ξθ∗Ξ = (Iℓ2(J) ⊗ θB)θA(θ∗Ψ(Iℓ2(J) ⊗
SB,Φ)θA)
−1θ∗Ψ(Iℓ2(J)⊗ θ∗Φ). Whenever SA,Ψ and SB,Φ are identity, the operator θ∗Ψ(Iℓ2(J)⊗SB,Φ)θA
becomes identity, hence ({C(l,j)}(l,j)∈J×J, {Ξ(l,j)}(l,j)∈J×J) is Parseval.
(ii) Let PA,Ψ, Iℓ2(J) ⊗ SB,Φ commute with each other. Then (θ∗Ψ(Iℓ2(J) ⊗ SB,Φ)θA)(S−1A,Ψθ∗Ψ(Iℓ2(J) ⊗
S−1B,Φ)θAS
−1
A,Ψ) = θ
∗
Ψ(Iℓ2(J) ⊗ SB,Φ)PA,Ψ(Iℓ2(J) ⊗ S−1B,Φ)θAS−1A,Ψ = θ∗ΨPA,Ψ(Iℓ2(J) ⊗ SB,Φ)(Iℓ2(J) ⊗
S−1B,Φ)θAS
−1
A,Ψ = θ
∗
ΨθAS
−1
A,Ψ = IH and (S
−1
A,Ψθ
∗
Ψ(Iℓ2(J)⊗S−1B,Φ)θAS−1A,Ψ)(θ∗Ψ(Iℓ2(J)⊗SB,Φ)θA) = S−1A,Ψθ∗Ψ(Iℓ2(J)⊗
S−1B,Φ)PA,Ψ(Iℓ2(J)⊗SB,Φ)θA = S−1A,Ψθ∗Ψ(Iℓ2(J)⊗S−1B,Φ)(Iℓ2(J)⊗SB,Φ)PA,ΨθA = S−1A,Ψθ∗ΨθA = IH. Thus
S−1C,Ξ = S
−1
A,Ψθ
∗
Ψ(Iℓ2(J)⊗S−1B,Φ)θAS−1A,Ψ. So PC,Ξ = (Iℓ2(J)⊗θB)θAS−1A,Ψθ∗Ψ(Iℓ2(J)⊗S−1B,Φ)θAS−1A,Ψθ∗Ψ(Iℓ2(J)⊗
θ∗Φ) = (Iℓ2(J) ⊗ θB)PA,Ψ(Iℓ2(J) ⊗ S−1B,Φ)PA,Ψ(Iℓ2(J) ⊗ θ∗Φ).

Tensor product of frames: Let {Aj}j∈J be an (ovf) w.r.t. {Ψj}j∈J in B(H,H0), and {Bl}l∈L be an
(ovf) w.r.t. {Φl}l∈L in B(H1,H2). The (ovf) ({C(j,l) := Aj ⊗Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗Φl}(j,l)∈J×L) in
B(H⊗H1,H0 ⊗H2) is called as tensor product of frames ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L).
Proposition 4.14. Let ({C(j,l) := Aj ⊗ Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗ Φl}(j,l)∈J×L) be the tensor product
of operator-valued frames ({Aj}j∈J, {Ψj}j∈J) in B(H,H0), and ({Bl}l∈L, {Φl}l∈L) in B(H1,H2). Then
θC = θA ⊗ θB, θΞ = θΨ ⊗ θΦ, SC,Ξ = SA,Ψ ⊗ SB,Φ, PC,Ξ = PA,Ψ ⊗ PB,Φ. If ({Aj}j∈J, {Ψj}j∈J) and
({Bl}l∈L, {Φl}l∈L) are Parseval, then ({C(j,l)}(j,l)∈J×L, {Ξ(j,l)}(j,l)∈J×L) is Parseval.
Proof. Since the operators are linear, we verify the equalities at elementary tensors. Let {ej}j∈J (resp.
{fl}l∈L) be the standard orthonormal basis for ℓ2(J) (resp. ℓ2(L)). For h ∈ H, g ∈ H1, we have
(θA ⊗ θB)(h⊗ y) = θAh⊗ θBg =
∑
j∈J
(ej ⊗Ajh)
 ⊗(∑
l∈L
(fl ⊗Blg)
)
=
∑
j∈J
∑
l∈L
(ej ⊗Ajh⊗ fl ⊗Blg) =
∑
(j,l)∈J×L
(ej ⊗ fl ⊗Ajh⊗Blg)
=
∑
(j,l)∈J×L
((ej ⊗ fl)⊗ (Aj ⊗Bl)(h⊗ g)) =
∑
(j,l)∈J×L
L(j,l)C(j,l)(h⊗ g) = θC(h⊗ g).
Similarly θΞ = θΨ ⊗ θΦ. Further, SC,Ξ = θ∗ΞθC = (θ∗Ψ ⊗ θ∗Φ)(θA ⊗ θB) = SA,Ψ ⊗ SB,Φ and PC,Ξ =
θCS
−1
C,Ξθ
∗
Ξ = (θA ⊗ θB)(S−1A,Ψ ⊗ S−1B,Φ)(θ∗Ψ ⊗ θ∗Φ) = θAS−1A,Ψθ∗Ψ ⊗ θBS−1B,Φθ∗Φ = PA,Ψ⊗ PB,Φ. Last part of the
statement now follows directly. 
5. Frames and discrete group representations
Let G be a discrete group (a topological group with discrete topology), {χg}g∈G be the standard orthonor-
mal basis for ℓ2(G). Let λ be the left regular representation of G defined by λgχq(r) = χq(g
−1r), ∀g, q, r ∈
G; ρ be the right regular representation of G defined by ρgχq(r) = χq(rg), ∀g, q, r ∈ G. We denote the
von Neumann algebra generated by unitaries {λg}g∈G in B(ℓ2(G)) by L(G). Similarly R(G) denotes the
von Neumann algebra generated by {ρg}g∈G in B(ℓ2(G)). We recall L(G)′ = R(G), R(G)′ = L(G).
Definition 5.1. Let π be a unitary representation of a discrete group G on a Hilbert space H. An operator
A in B(H,H0) is called an operator frame generator (resp. a Parseval frame generator) w.r.t. an operator
Ψ in B(H,H0) if ({Ag := Aπg−1}g∈G, {Ψg := Ψπg−1}g∈G) is an (ovf) in B(H,H0). In this case, we write
(A,Ψ) is an operator frame generator for π.
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We note that whenever A is a generator w.r.t. Ψ, Ψ is a generator w.r.t. A.
Proposition 5.2. Let (A,Ψ) and (B,Φ) be operator frame generators in B(H,H0) for a unitary repre-
sentation π of G on H. Then
(i) θAπg = (λg ⊗ IH0)θA, θΨπg = (λg ⊗ IH0)θΨ, ∀g ∈ G.
(ii) θ∗AθB, θ
∗
ΨθΦ, θ
∗
AθΦ are in the commutant π(G)
′ of π(G)′′. Further, SA,Ψ ∈ π(G)′ and (AS−1/2A,Ψ ,ΨS−1/2A,Ψ )
is a Parseval frame generator.
(iii) θATθ
∗
Ψ, θATθ
∗
B, θΨTθ
∗
Φ ∈ R(G) ⊗ B(H0), ∀T ∈ π(G)′. In particular, PA,Ψ ∈ R(G) ⊗ B(H0).
Proof. Let g, p, q,∈ G and h ∈ H0.
(i) From the definition of λg and χq, we get λgχq = χgq. Therefore Lgqh = χgq ⊗ h = λgχq ⊗ h =
(λg ⊗ IH0)(χq ⊗ h) = (λg ⊗ IH0)Lqh. Using this,
θAπg =
∑
p∈G
LpApπg =
∑
p∈G
LpAπp−1πg =
∑
p∈G
LpAπp−1g
=
∑
q∈G
LgqAπq−1 =
∑
q∈G
(λg ⊗ IH0)LqAπq−1 = (λg ⊗ IH0)θA.
Similarly θΨπg = (λg ⊗ IH0)θΨ.
(ii) θ∗AθBπg = θ
∗
A(λg ⊗ IH0)θB = ((λg−1 ⊗ IH0)θA)∗θB = (θAπg−1)∗θB = πgθ∗AθB. In the same way,
θ∗ΨθΦ, θ
∗
AθΦ ∈ π(G)′. By taking B = A and Φ = Ψ we get SA,Ψ ∈ π(G)′. Since π(G)′ is a C*-algebra
(in fact, a von Neumann algebra) and SA,Ψ is positive invertible, we have S
−1/2
A,Ψ ∈ π(G)′. This gives∑
g∈G
(ΨS
− 1
2
A,Ψπg−1 )
∗(AS−
1
2
A,Ψπg−1 ) =
∑
g∈G
πgS
− 1
2
A,ΨΨAS
− 1
2
A,Ψπg−1 =
∑
g∈G
S
− 1
2
A,ΨπgΨAπg−1S
− 1
2
A,Ψ
= S
− 1
2
A,Ψ
∑
g∈G
(Ψπg−1)
∗(Aπg−1 )
S− 12A,Ψ = S− 12A,Ψ
∑
g∈G
Ψ∗gAg
S− 12A,Ψ
= S
− 1
2
A,ΨSA,ΨS
− 1
2
A,Ψ = IH,
and hence the last part.
(iii) Let T ∈ π(G)′. Then
θATθ
∗
Ψ(λg ⊗ IH0) = θAT ((λg−1 ⊗ IH0)θΨ)∗ = θATπgθ∗Ψ = θAπgTθ∗Ψ = (λg ⊗ IH0)θATθ∗Ψ.
Now, from the construction of L(G), we get θATθ
∗
Ψ ∈ (L(G)⊗{IH0})′ = L(G)′ ⊗{IH0}′ = R(G)⊗
B(H0). In the same fashion θATθ∗B, θΨSθ∗Φ ∈ R(G) ⊗ B(H0), ∀S ∈ π(G)′. For the choice T = S−1A,Ψ
we get PA,Ψ ∈ R(G)⊗ B(H0).

Theorem 5.3. Let G be a discrete group with identity e and ({Ag}g∈G, {Ψg}g∈G) be a Parseval (ovf) in
B(H,H0). Then there is a unitary representation π of G on H for which
Ag = Aeπg−1 , Ψg = Ψeπg−1 , ∀g ∈ G
if and only if
AgpA
∗
gq = ApA
∗
q , AgpΨ
∗
gq = ApΨ
∗
q , ΨgpΨ
∗
gq = ΨpΨ
∗
q , ∀g, p, q ∈ G.
Proof. For ‘only if’ part, we have
AgpΨ
∗
gq = Aeπ(gp)−1(Ψeπ(gq)−1 )
∗ = Aeπp−1πg−1πgπqΨ
∗
e = ApΨ
∗
q , ∀g, p, q ∈ G
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and similarly the others can be shown. We now prove the ‘if part’. Using assumptions, we use the
following three equalities in the proof, among them we derive the second, remainings are similar. For all
g ∈ G,
(λg ⊗ IH0)θAθ∗A = θAθ∗A(λg ⊗ IH0), (λg ⊗ IH0)θAθ∗Ψ = θAθ∗Ψ(λg ⊗ IH0),
(λg ⊗ IH0)θΨθ∗Ψ = θΨθ∗Ψ(λg ⊗ IH0).
Noticing λg is unitary, we get (λg ⊗ IH0)−1 = (λg ⊗ IH0)∗; also we observed in the proof of Proposition
5.2 that (λg ⊗ IH0)Lq = Lgq. So
(λg ⊗ IH0)θAθ∗Ψ(λg ⊗ IH0)∗ =
∑
p∈G
(λg ⊗ IH0)LpAp
∑
q∈G
(λg ⊗ IH0)LqΨq
∗
=
∑
p∈G
Lgp
∑
q∈G
ApΨ
∗
qL
∗
gq
 = ∑
r∈G
Lr
(∑
s∈G
Ag−1rΨ
∗
g−1sL
∗
s
)
=
∑
r∈G
Lr
(∑
s∈G
ArΨ
∗
sL
∗
s
)
= θAθ
∗
Ψ.
Define π : G ∋ g 7→ πg := θ∗Ψ(λg ⊗ IH0)θA ∈ B(H). Using the fact that frame is Parseval, πgπh =
θ∗Ψ(λg ⊗ IH0)θAθ∗Ψ(λh ⊗ IH0)θA = θ∗ΨθAθ∗Ψ(λg ⊗ IH0)(λh ⊗ IH0)θA = θ∗Ψ(λgh ⊗ IH0)θA = πgh for all
g, h ∈ G, and πgπ∗g = θ∗Ψ(λg⊗ IH0)θAθ∗A(λg−1 ⊗ IH0)θΨ = θ∗ΨθAθ∗A(λg⊗ IH0)(λg−1 ⊗ IH0)θΨ = IH, π∗gπg =
θ∗A(λg−1 ⊗ IH0)θΨθ∗Ψ(λg ⊗ IH0)θA = θ∗A(λg−1 ⊗ IH0)(λg ⊗ IH0)θΨθ∗ΨθA = IH for all g ∈ G. Since G has
the discrete topology, this proves π is a unitary representation. It remains to prove Ag = Aeπg−1 ,Ψg =
Ψeπg−1 for all g ∈ G. Indeed,
Aeπg−1 = L
∗
eθAθ
∗
Ψ(λg−1 ⊗ IH0)θA = L∗e(λg−1 ⊗ IH0)θAθ∗ΨθA = ((λg ⊗ IH0)Le)∗θA = L∗geθA = Ag,
and
Ψeπg−1 = L
∗
eθΨθ
∗
Ψ(λg−1 ⊗ IH0)θA = L∗e(λg−1 ⊗ IH0)θΨθ∗ΨθA = ((λg ⊗ IH0)Le)∗θΨ = L∗geθΨ = Ψg.

In the direct part of Theorem 5.3, we can drop ‘Parseval’ since it has not been used in the proof; same
is true in the following corollary.
Corollary 5.4. Let G be a discrete group with identity e and ({Ag}g∈G, {Ψg}g∈G) be an (ovf) in
B(H,H0). Then there is a unitary representation π of G on H for which
(i) Ag = AeS
−1
A,Ψπg−1SA,Ψ,Ψg = Ψeπg−1 for all g ∈ G if and only if AgpS−2A,ΨA∗gq = ApS−2A,ΨA∗q , AgpS−1A,ΨΨ∗gq =
ApS
−1
A,ΨΨ
∗
q ,ΨgpΨ
∗
gq = ΨpΨ
∗
q for all g, p, q ∈ G.
(ii) Ag = AeS
−1/2
A,Ψ πg−1S
1/2
A,Ψ,Ψg = ΨeS
−1/2
A,Ψ πg−1S
1/2
A,Ψ for all g ∈ G if and only if AgpS−1A,ΨA∗gq =
ApS
−1
A,ΨA
∗
q , AgpS
−1
A,ΨΨ
∗
gq = ApS
−1
A,ΨΨ
∗
q ,ΨgpS
−1
A,ΨΨ
∗
gq = ΨpS
−1
A,ΨΨ
∗
q for all g, p, q ∈ G.
(iii) Ag = Aeπg−1 ,Ψg = ΨeS
−1
A,Ψπg−1SA,Ψ for all g ∈ G if and only if AgpA∗gq = ApA∗q , AgpS−1A,ΨΨ∗gq =
ApS
−1
A,ΨΨ
∗
q ,ΨgpS
−2
A,ΨΨ
∗
gq = ΨpS
−2
A,ΨΨ
∗
q for all g, p, q ∈ G.
Proof. We apply Theorem 5.3 the Parseval (ovf)
(i) ({AgS−1A,Ψ}g∈G, {Ψg}g∈G) to get: there is a unitary representation π of G on H for which AgS−1A,Ψ =
(AeS
−1
A,Ψ)πg−1 ,Ψg = Ψeπg−1 for all g ∈ G if and only if (AgpS−1A,Ψ)(AgqS−1A,Ψ)∗ = (ApS−1A,Ψ)(AqS−1A,Ψ)∗,
(AgpS
−1
A,Ψ)Ψ
∗
gq = (ApS
−1
A,Ψ)Ψ
∗
q , ΨgpΨ
∗
gq = ΨpΨ
∗
q for all g, p, q ∈ G.
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(ii) ({AgS−1/2A,Ψ }g∈G, {ΨgS−1/2A,Ψ }g∈G) to get: there is a unitary representation π of G on H for which
AgS
−1/2
A,Ψ = (AeS
−1/2
A,Ψ )πg−1 ,ΨgS
−1/2
A,Ψ = (ΨeS
−1/2
A,Ψ )πg−1 for all g ∈ G if and only if (AgpS−1/2A,Ψ )(AgqS−1/2A,Ψ )∗ =
(ApS
−1/2
A,Ψ )(AqS
−1/2
A,Ψ )
∗, (AgpS
−1/2
A,Ψ )(ΨgqS
−1/2
A,Ψ )
∗ = (ApS
−1/2
A,Ψ )(ΨqS
−1/2
A,Ψ )
∗, (ΨgpS
−1/2
A,Ψ )(ΨgqS
−1/2
A,Ψ )
∗ =
(ΨpS
−1/2
A,Ψ )(ΨqS
−1/2
A,Ψ )
∗ for all g, p, q ∈ G.
(iii) ({Ag}g∈G, {ΨgS−1A,Ψ}g∈G) to get: there is a unitary representation π of G on H for which Ag =
Aeπg−1 ,ΨgS
−1
A,Ψ = (ΨeS
−1
A,Ψ)πg−1 for all g ∈ G if and only if AgpA∗gq = ApA∗q , Agp(ΨgqS−1A,Ψ)∗ =
Ap(ΨqS
−1
A,Ψ)
∗, (ΨgpS−1A,Ψ)(ΨgqS
−1
A,Ψ)
∗ = (ΨpS−1A,Ψ)(ΨqS
−1
A,Ψ)
∗ for all g, p, q ∈ G.

6. Frames and group-like unitary systems
Definition 6.1. [18] A collection U ⊆ B(H) containing IH is called as a unitary system. If the group
generated by unitary system U , denoted by group(U) is such that
(i) group(U) ⊆ TU := {αU : α ∈ T, U ∈ U}, and
(ii) U is linearly independent, meaning - TU 6= TV whenever U, V ∈ U are such that U 6= V,
then U is called as a group-like unitary system.
Let U be a group-like unitary system. As in [18], we define mappings f : group(U) → T and σ :
group(U) → U in the following way. For each U ∈ group(U) there are unique α ∈ T, V ∈ U such that
U = αV . Define f(U) = α and σ(U) = V . These f, σ are well-defined and satisfy U = f(U)σ(U), ∀U ∈
group(U). These mappings are called as corresponding mappings associated to U . We use the following
proposition repeatedly.
Proposition 6.2. [18] For a group-like unitary system U and f, σ as above,
(i) f(Uσ(VW ))f(VW ) = f(σ(UV )W )f(UV ), ∀U, V,W ∈ group(U).
(ii) σ(Uσ(V W )) = σ(σ(UV )W ), ∀U, V,W ∈ group(U).
(iii) σ(U) = U and f(U) = 1 for all U ∈ U .
(iv) If V,W ∈ group(U), then
U = {σ(UV ) : U ∈ U} = {σ(V U−1) : U ∈ U}
= {σ(V U−1W ) : U ∈ U} = {σ(V −1U) : U ∈ U}.
(v) For fixed V,W ∈ U , the following mappings are injective and continuous from U to itself:
U 7→ σ(V U) (resp. σ(UV ), σ(UV −1), σ(V −1U), σ(V U−1), σ(U−1V ), σ(V U−1W )).
Since group(U) is a group, we note that, in (iv) of previous proposition, we can replace V by V −1. Hence,
whenever V ∈ group(U), we have ∑U∈U xU =∑U∈U xσ(V U).
Definition 6.3. [18] A unitary representation π of a group-like unitary system U on H is an injective
mapping from U into the set of unitary operators on H such that
π(U)π(V ) = f(UV )π(σ(UV )), π(U)
−1
= f(U−1)π(σ(U−1)), ∀U, V ∈ U ,
where f and σ are the corresponding mappings associated with U .
Since π is injective, once we have a unitary representation of a group-like unitary system U on H, then
π(U) is also a group-like unitary system.
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Let U be a group-like unitary system and {χU}U∈U be the standard orthonormal basis for ℓ2(U). We
define λ on U by λUχV = f(UV )χσ(UV ), ∀U, V ∈ U . Then λ is a unitary representation which we call
as left regular representation of U . Similarly, we define right regular representation of U by ρUχV =
f(V U−1)χσ(V U−1), ∀U, V ∈ U [18].
Definition 6.4. Let U be a group-like unitary system. An operator A in B(H,H0) is called an operator
frame generator (resp. a Parseval frame generator) w.r.t. Ψ in B(H,H0) if ({AU := Aπ(U)−1}U∈U , {ΨU :=
Ψπ(U)−1}U∈U ) is an (ovf) (resp. a Parseval (ovf)) in B(H,H0). We write (A,Ψ) is an operator frame
generator for π.
Theorem 6.5. Let U be a group-like unitary system with identity I and ({AU}U∈U , {ΨU}U∈U) be a
Parseval (ovf) in B(H,H0) with θ∗A or θ∗Ψ is injective. Then there is a unitary representation π of U on
H for which
AU = AIπ(U)
−1, ΨU = ΨIπ(U)−1, ∀U ∈ U
if and only if
Aσ(UV )A
∗
σ(UW ) = f(UV )f(UW )AV A
∗
W ,
Aσ(UV )Ψ
∗
σ(UW ) = f(UV )f(UW )AVΨ
∗
W ,
Ψσ(UV )Ψ
∗
σ(UW ) = f(UV )f(UW )ΨVΨ
∗
W
for all U, V,W ∈ U .
Proof. (⇒) For all U, V,W ∈ U , we have
Aσ(UV )A
∗
σ(UW ) = AIπ(σ(UV ))
−1(AIπ(σ(UW ))−1)∗
= AI(f(UV )π(U)π(V ))
−1f(UW )π(U)π(W )A∗I
= f(UV )f(UW )AIπ(V )
−1(AIπ(W )−1)∗
= f(UV )f(UW )AV A
∗
W ,
others can be shown similarly.
(⇐) We have to construct unitary representation which satisfies the stated conditions. Following obser-
vation plays an important role in this part. Let h ∈ H. Then Lσ(UV )h = χσ(UV )⊗h = f(UV )λUχV ⊗h =
f(UV )(λUχV ⊗ h) = f(UV )(λU ⊗ IH0)(χV ⊗ h) = f(UV )(λU ⊗ IH0)LV h.
As in the proof of Theorem 5.3, we argue the following, for which now we prove the first. For all U ∈ U ,
(λU ⊗ IH0)θAθ∗A = θAθ∗A(λU ⊗ IH0), (λU ⊗ IH0)θAθ∗Ψ = θAθ∗Ψ(λU ⊗ IH0),
(λU ⊗ IH0)θΨθ∗Ψ = θΨθ∗Ψ(λU ⊗ IH0).
Consider
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(λU ⊗ IH0)θAθ∗A(λU ⊗ IH0)∗ =
(∑
V ∈U
(λU ⊗ IH0)LV AV
)(∑
W∈U
(λU ⊗ IH0)LWAW
)∗
=
(∑
V ∈U
f(UV )Lσ(UV )AV
)(∑
W∈U
f(UW )Lσ(UW )AW
)∗
=
∑
V ∈U
Lσ(UV )
(∑
W∈U
f(UV )f(UW )AV A
∗
WL
∗
σ(UW )
)
=
∑
V ∈U
Lσ(UV )
(∑
W∈U
Aσ(UV )A
∗
σ(UW )L
∗
σ(UW )
)
=
(∑
V ∈U
Lσ(UV )Aσ(UV )
)(∑
W∈U
Lσ(UW )Aσ(UW )
)∗
= θAθ
∗
A
where last part of Proposition 6.2 is used in the last equality.
Define π : U ∋ U 7→ π(U) := θ∗Ψ(λU ⊗ IH0)θA ∈ B(H). Then π(U)π(V ) = θ∗Ψ(λU ⊗ IH0)θAθ∗Ψ(λV ⊗
IH0)θA = θ
∗
ΨθAθ
∗
Ψ(λU ⊗ IH0)(λV ⊗ IH0)θA = θ∗Ψ(λUλV ⊗ IH0)θA = θ∗Ψ(f(UV )λσ(UV ) ⊗ IH0)θA =
f(UV )θ∗Ψ(λσ(UV )⊗IH0)θA = f(UV )π(σ(UV )) for all U, V ∈ U , and π(U)π(U)∗ = θ∗Ψ(λU⊗IH0)θAθ∗A(λ∗U⊗
IH0)θΨ = θ
∗
ΨθAθ
∗
A(λU ⊗ IH0)(λ∗U ⊗ IH0)θΨ = IH, π(U)∗π(U) = θ∗A(λ∗U ⊗ IH0)θΨθ∗Ψ(λU ⊗ IH0)θA =
θ∗A(λ
∗
U ⊗ IH0)(λU ⊗ IH0)θΨθ∗ΨθA = IH for all U ∈ U . Further,
π(U)f(U−1)π(σ(U−1)) = θ∗Ψ(λU ⊗ IH0)θAf(U−1)θ∗Ψ(λσ(U−1) ⊗ IH0)θA
= f(U−1)θ∗ΨθAθ
∗
Ψ(λU ⊗ IH0)(λσ(U−1) ⊗ IH0)θA
= f(U−1)θ∗Ψ(λU ⊗ IH0)(λσ(U−1) ⊗ IH0)θA
= f(U−1)θ∗Ψ(λUλσ(U−1) ⊗ IH0)θA
= f(U−1)θ∗Ψ(f(Uσ(U
−1))λσ(Uσ(U−1)) ⊗ IH0)θA
= θ∗Ψ(f(Uσ(U
−1I))f(U−1I)λσ(Uσ(U−1I)) ⊗ IH0)θA
= θ∗Ψ(f(σ(UU
−1)I)f(UU−1)λσ(σ(UU−1)I) ⊗ IH0)θA
= θ∗Ψ(λI ⊗ IH0)θA = IH
⇒ π(U)−1 = f(U−1)π(σ(U−1)) for all U ∈ U . We shall now use θ∗A is injective (or even θ∗Ψ is injec-
tive) to show π is injective and thereby to get π is a unitary representation. Let π(U) = π(V ). Then
θ∗Ψ(λU ⊗ IH0)θA = θ∗Ψ(λV ⊗ IH0)θA ⇒ θ∗Ψ(λU ⊗ IH0)θAθ∗A = θ∗Ψ(λV ⊗ IH0)θAθ∗A ⇒ θ∗ΨθAθ∗A(λU ⊗ IH0) =
θ∗ΨθAθ
∗
A(λV ⊗ IH0) ⇒ λU ⊗ IH0 = λV ⊗ IH0 . We show U and V are identical at elementary tensors.
For h ∈ ℓ2(U), y ∈ H0, we get, (λU ⊗ IH0)(h ⊗ y) = (λV ⊗ IH0)(h ⊗ y) ⇒ λUh ⊗ y = λV h ⊗ y ⇒
(λU − λV )h ⊗ y = 0 ⇒ 0 = 〈(λU − λV )h ⊗ y, (λU − λV )h ⊗ y〉 = ‖(λU − λV )h‖2‖y‖2. We may assume
y 6= 0 (if y = 0, then h ⊗ y = 0). But then (λU − λV )(h) = 0, and λ is a unitary representation (it is
injective) gives U = V. The pending part AU = AIπ(U)
−1,ΨU = ΨIπ(U)−1 for all U ∈ U we show, now.
AIπ(U)
−1 = L∗IθA(θ
∗
Ψ(λU ⊗ IH0)θA)∗ = L∗I(θ∗Ψ(λU ⊗ IH0)θAθ∗A)∗ = L∗I(θ∗ΨθAθ∗A(λU ⊗ IH0))∗
= L∗I(θ
∗
A(λU ⊗ IH0))∗ = (θ∗A(λU ⊗ IH0)LI)∗ = (θ∗Af(UI)(λU ⊗ IH0)LI)∗
= (θ∗ALσ(UI))
∗ = L∗UθA = AU
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and
ΨIπ(U)
−1 = L∗IθΨ(θ
∗
Ψ(λU ⊗ IH0)θA)∗ = L∗I(θ∗Ψ(λU ⊗ IH0)θAθ∗Ψ)∗ = L∗I(θ∗ΨθAθ∗Ψ(λU ⊗ IH0))∗
= L∗I(θ
∗
Ψ(λU ⊗ IH0))∗ = (θ∗Ψ(λU ⊗ IH0)LI)∗ = (θ∗Ψf(UI)(λU ⊗ IH0)LI)∗
= (θ∗ΨLσ(UI))
∗ = L∗UθΨ = ΨU .

Neither Parsevalness of the frame nor θ∗A or θ
∗
Ψ is injective was used in the direct part of previous theorem
and the corollaries which come out of it.
Since θA is acting between Hilbert spaces, we know that θA(H) = Ker(θ∗A)⊥ and Ker(θ∗A) = θA(H)⊥.
From Proposition 2.30, range of θA is closed. Therefore θA(H) = Ker(θ∗A)⊥. Thus the condition θ∗A is
injective in the last theorem can be replaced by θA is onto. Same is true for θ
∗
Ψ.
Corollary 6.6. Let U be a group-like unitary system with identity I and ({AU}U∈U , {ΨU}U∈U ) be an
(ovf) in B(H,H0) with θ∗A or θ∗Ψ is injective. Then there is a unitary representation π of U on H for
which
(i) AU = AIS
−1
A,Ψπ(U)
−1SA,Ψ,ΨU = ΨIπ(U)−1 for all U ∈ U if and only if Aσ(UV )S−2A,ΨA∗σ(UW ) =
f(UV )f(UW )AV S
−2
A,ΨA
∗
W , Aσ(UV )S
−1
A,ΨΨ
∗
σ(UW ) = f(UV )f(UW )AV S
−1
A,ΨΨ
∗
W , Ψσ(UV )Ψ
∗
σ(UW ) =
f(UV )f(UW )ΨVΨ
∗
W for all U, V,W ∈ U .
(ii) AU = AIS
−1/2
A,Ψ π(U)
−1S1/2A,Ψ,ΨU = ΨIS
−1/2
A,Ψ π(U)
−1S1/2A,Ψ for all U ∈ U if and only if Aσ(UV )S−1A,ΨA∗σ(UW ) =
f(UV )f(UW )AV S
−1
A,ΨA
∗
W , Aσ(UV )S
−1
A,ΨΨ
∗
σ(UW ) = f(UV )f(UW )AV S
−1
A,ΨΨ
∗
W , Ψσ(UV )S
−1
A,ΨΨ
∗
σ(UW ) =
f(UV )f(UW )ΨV S
−1
A,ΨΨ
∗
W for all U, V,W ∈ U .
(iii) AU = AIπ(U)
−1,ΨU = ΨIS−1A,Ψπ(U)
−1SA,Ψ for all U ∈ U if and only if Aσ(UV )A∗σ(UW ) =
f(UV )f(UW )AV A
∗
W , Aσ(UV )S
−1
A,ΨΨ
∗
σ(UW ) = f(UV )f(UW )AV S
−1
A,ΨΨ
∗
W , Ψσ(UV )S
−2
A,ΨΨ
∗
σ(UW ) =
f(UV )f(UW )ΨV S
−2
A,ΨΨ
∗
W for all U, V,W ∈ U .
Proof. We apply Theorem 6.5 to the Parseval (ovf)
(i) ({AUS−1A,Ψ}U∈U , {ΨU}U∈U ), there is a unitary representation π of U on H for which AUS−1A,Ψ =
(AIS
−1
A,Ψ)π(U)
−1,ΨU = ΨIπ(U)−1 for all U ∈ U if and only if (Aσ(UV )S−1A,Ψ)(Aσ(UW )S−1A,Ψ)∗ =
f(UV )f(UW )(AV S
−1
A,Ψ)(AWS
−1
A,Ψ)
∗, (Aσ(UV )S
−1
A,Ψ)Ψ
∗
σ(UW ) = f(UV )f(UW )(AV S
−1
A,Ψ)Ψ
∗
W , Ψσ(UV )Ψ
∗
σ(UW ) =
f(UV )f(UW )ΨVΨ
∗
W for all U, V,W ∈ U .
(ii) ({AUS−1/2A,Ψ }U∈U , {ΨUS−1/2A,Ψ }U∈U ), there is a unitary representation π of U onH for which AUS−1/2A,Ψ =
(AIS
−1/2
A,Ψ )π(U)
−1,ΨUS
−1/2
A,Ψ = (ΨIS
−1/2
A,Ψ )π(U)
−1 for all U ∈ U if and only if (Aσ(UV )S−1/2A,Ψ )(Aσ(UW )S−1/2A,Ψ )∗ =
f(UV )f(UW )(AV S
−1/2
A,Ψ )(AWS
−1/2
A,Ψ )
∗, (Aσ(UV )S
−1/2
A,Ψ )(Ψσ(UW )S
−1/2
A,Ψ )
∗ = f(UV )f(UW )(AV S
−1/2
A,Ψ )(ΨWS
−1/2
A,Ψ )
∗,
(Ψσ(UV )S
−1/2
A,Ψ )(Ψσ(UW )S
−1/2
A,Ψ )
∗ = f(UV )f(UW )(ΨV S
−1/2
A,Ψ )(ΨWS
−1/2
A,Ψ )
∗ for all U, V,W ∈ U .
(iii) ({AU}U∈U , {ΨUS−1A,Ψ}U∈U ), there is a unitary representation π of U onH for which AU = AIπ(U)−1,ΨUS−1A,Ψ =
(ΨIS
−1
A,Ψ)π(U)
−1 for all U ∈ U if and only if Aσ(UV )A∗σ(UW ) = f(UV )f(UW )AVA∗W , Aσ(UV )(Ψσ(UW )S−1A,Ψ)∗ =
f(UV )f(UW )AV (ΨWS
−1
A,Ψ)
∗, (Ψσ(UV )S
−1
A,Ψ)(Ψσ(UW )S
−1
A,Ψ)
∗ = f(UV )f(UW )(ΨV S−1A,Ψ)(ΨWS
−1
A,Ψ)
∗
for all U, V,W ∈ U .

Corollary 6.7. Let U be a group-like unitary system with identity I and {AU}U∈U be a Parseval operator-
valued frame in B(H,H0) (w.r.t. itself) with θ∗A is injective. Then there is a unitary representation π of
U on H for which AU = AIπ(U)−1 for all U ∈ U if and only if Aσ(UV )A∗σ(UW ) = f(UV )f(UW )AV A∗W
for all U, V,W ∈ U .
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Remark 6.8. Corollary 6.7 is an answer to the sentence in (iii) of Remark 6.8 in [27].
7. Perturbations
First result on perturbation of a frame for a Hilbert space is due to Christensen, in 1995, which states
Theorem 7.1. [9] Let {xn}∞n=1 be a frame for H with bounds a and b. If {yn}∞n=1 in H satisfies
c :=
∞∑
n=1
‖xn − yn‖2 < a,
then it is a frame for H with bounds a (1−√ ca)2 and b (1 +√ cb)2 .
Three months later, Christensen himself generalized this and derived the following.
Theorem 7.2. [10] Let {xn}∞n=1 be a frame for H with bounds a and b. If {yn}∞n=1 in H is such that
there exist α, γ ≥ 0 with α+ γ√
a
< 1 and∥∥∥∥∥
m∑
n=1
cn(xn − yn)
∥∥∥∥∥ ≤ α
∥∥∥∥∥
m∑
n=1
cnxn
∥∥∥∥∥+ γ
(
m∑
n=1
|cn|2
) 1
2
, ∀c1, . . . , cm ∈ K,m = 1, . . . ,
then it is a frame for H with bounds a
(
1− (α + γ√
a
)
)2
and b
(
1 + (α+ γ√
b
)
)2
.
Casazza, and Christensen extended the previous result further in 1997, and obtained the next theorem.
Theorem 7.3. [8] Let {xn}∞n=1 be a frame for H with bounds a and b. If {yn}∞n=1 in H is such that
there exist α, β, γ ≥ 0 with max{α+ γ√
a
, β} < 1 and∥∥∥∥∥
m∑
n=1
cn(xn − yn)
∥∥∥∥∥ ≤ α
∥∥∥∥∥
m∑
n=1
cnxn
∥∥∥∥∥+ γ
(
m∑
n=1
|cn|2
) 1
2
+ β
∥∥∥∥∥
m∑
n=1
cnyn
∥∥∥∥∥ , ∀c1, . . . , cm ∈ K,m = 1, . . . ,
then it is a frame for H with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
One important result about the invertibility of an operator (which is an extension of result of Carl
Neumann), used in the derivation of Theorem 7.3 (also due to Casazza, and Christensen) is
Theorem 7.4. [8] Let X ,Y be Banach spaces, U : X → Y be a bounded invertible operator. If a bounded
operator V : X → Y is such that there exist α, β ∈ [0, 1) with
‖Ux− V x‖ ≤ α‖Ux‖ + β‖V x‖, ∀x ∈ X ,
then V is invertible and
1− α
1 + β
‖Ux‖ ≤ ‖V x‖ ≤ 1 + α
1− β ‖Ux‖, ∀x ∈ X ;
1− β
1 + α
1
‖U‖‖y‖ ≤ ‖V
−1y‖ ≤ 1 + β
1− α‖U
−1‖‖y‖, ∀y ∈ Y.
Study of perturbation of operator-valued frames is initiated by Sun [37].
Theorem 7.5. [37] Let {Aj}j∈J be an (ovf) (w.r.t. itself) in B(H,H0) with frame bounds a and b.
Suppose {Bj}j∈J in B(H,H0) is such that there exist α, β, γ ≥ 0 with max{α + γ√a , β} < 1 and one of
the following two conditions holds:∥∥∥∥∥∥
∑
j∈S
(A∗j −B∗j )yj
∥∥∥∥∥∥ ≤ α
∥∥∥∥∥∥
∑
j∈S
A∗jyj
∥∥∥∥∥∥+ β
∥∥∥∥∥∥
∑
j∈S
B∗j yj
∥∥∥∥∥∥+ γ
∑
j∈S
‖yj‖2
 12 , ∀yj ∈ H0, ∀j ∈ S
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for every finite subset S of J, or∑
j∈J
‖(Aj −Bj)h‖2
 12 ≤ α
∑
j∈J
‖Ajh‖2
 12 + β
∑
j∈J
‖Bjh‖2
 12 + γ‖h‖, ∀h ∈ H.
Then {Bj}j∈J is an (ovf) (w.r.t. itself) with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
For the extension, we have following results.
Theorem 7.6. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). Suppose {Bj}j∈J in B(H,H0) is such
that Ψ∗jBj ≥ 0, ∀j ∈ J and there exist α, β, γ ≥ 0 with max{α+ γ‖θΨS−1A,Ψ‖, β} < 1 and for every finite
subset S of J
(5)
∥∥∥∥∥∥
∑
j∈S
(A∗j −B∗j )L∗jy
∥∥∥∥∥∥ ≤ α
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥+ β
∥∥∥∥∥∥
∑
j∈S
B∗jL
∗
jy
∥∥∥∥∥∥+ γ
∑
j∈S
‖L∗jy‖2

1
2
, ∀y ∈ ℓ2(J)⊗H0.
Then ({Bj}j∈J, {Ψj}j∈J) is an (ovf) with bounds 1−(α+γ‖θΨS
−1
A,Ψ
‖)
(1+β)‖S−1A,Ψ‖
and ‖θΨ‖((1+α)‖θA‖+γ)1−β .
Proof. For each finite subset S of J and for every y in ℓ2(J)⊗H0,∥∥∥∥∥∥
∑
j∈S
B∗jL
∗
jy
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
(A∗j −B∗j )L∗jy
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥
≤ (1 + α)
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥+ β
∥∥∥∥∥∥
∑
j∈S
B∗jL
∗
jy
∥∥∥∥∥∥+ γ
∑
j∈S
‖L∗jy‖2

1
2
which implies
(6)
∥∥∥∥∥∥
∑
j∈S
B∗jL
∗
jy
∥∥∥∥∥∥ ≤ 1 + α1− β
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥+ γ1− β
∑
j∈S
‖L∗jy‖2

1
2
, ∀y ∈ ℓ2(J)⊗H0.
We notice
〈y, y〉 = 〈(Iℓ2(J) ⊗ IH0)y, y〉 =
〈∑
j∈J
LjL
∗
jy, y
〉
=
∑
j∈J
‖L∗jy‖2, ∀y ∈ ℓ2(J)⊗H0.
Let S1, S2 be two finite subsets of J with S1 ⊆ S2. Following inequality shows that
∑
j∈J B
∗
jL
∗
jy exists for
all y ∈ ℓ2(J)⊗H0.∥∥∥∥∥∥
∑
j∈S2
B∗jL
∗
jy −
∑
j∈S1
B∗jL
∗
jy
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈S2\S1
B∗jL
∗
jy
∥∥∥∥∥∥
≤ 1 + α
1− β
∥∥∥∥∥∥
∑
j∈S2\S1
A∗jL
∗
jy
∥∥∥∥∥∥+ γ1− β
 ∑
j∈S2\S1
‖L∗jy‖2
 12 , ∀y ∈ ℓ2(J)⊗H0.
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From the continuity of norm, Inequality (6) gives∥∥∥∥∥∥
∑
j∈J
B∗jL
∗
jy
∥∥∥∥∥∥ ≤ 1 + α1− β
∥∥∥∥∥∥
∑
j∈J
A∗jL
∗
jy
∥∥∥∥∥∥+ γ1− β
∑
j∈J
‖L∗jy‖2
 12
=
1+ α
1− β ‖θ
∗
Ay‖+
γ
1− β ‖y‖, ∀y ∈ ℓ
2(J)⊗H0(7)
and this gives
∑
j∈J B
∗
jL
∗
j is bounded; therefore its adjoint exists, which is θB; Inequality (7) now produces
‖θ∗By‖ ≤ 1+α1−β ‖θ∗Ay‖ + γ1−β ‖y‖, ∀y ∈ ℓ2(J) ⊗ H0 and from this ‖θB‖ = ‖θ∗B‖ ≤ 1+α1−β ‖θ∗A‖ + γ1−β =
1+α
1−β ‖θA‖ + γ1−β . Now using the hypothesis Ψ∗jBj ≥ 0 for all j ∈ J, we get θ∗ΨθB =
∑
j∈J Ψ
∗
jBj ≥ 0. All
in all, we derived SB,Ψ is a positive bounded linear operator. Continuity of the norm, existence of frame
operators together with Inequality (5) give
‖θ∗Ay − θ∗By‖ ≤ α‖θ∗Ay‖+ β‖θ∗By‖+ γ‖y‖, ∀y ∈ ℓ2(J)⊗H0
which implies
‖θ∗A(θΨS−1A,Ψh)− θ∗B(θΨS−1A,Ψh)‖ ≤ α‖θ∗A(θΨS−1A,Ψh)‖+ β‖θ∗B(θΨS−1A,Ψh)‖+ γ‖θΨS−1A,Ψh‖, ∀h ∈ H.
But θ∗AθΨS
−1
A,Ψ = IH and θ
∗
BθΨS
−1
A,Ψ = SB,ΨS
−1
A,Ψ. Therefore
‖h− SB,ΨS−1A,Ψh‖ ≤ α‖h‖+ β‖SB,ΨS−1A,Ψh‖+ γ‖θΨS−1A,Ψh‖
≤ (α+ γ‖θΨS−1A,Ψ‖)‖h‖+ β‖SB,ΨS−1A,Ψh‖, ∀h ∈ H.
Since max{α+ γ‖θΨS−1A,Ψ‖, β} < 1, Theorem 7.4 tells that SB,ΨS−1A,Ψ is invertible and ‖(SB,ΨS−1A,Ψ)−1‖ ≤
1+β
1−(α+γ‖θΨS−1A,Ψ‖)
. From these, we get (SB,ΨS
−1
A,Ψ)SA,Ψ = SB,Ψ is invertible and ‖S−1B,Ψ‖ ≤ ‖S−1A,Ψ‖‖SA,ΨS−1B,Ψ‖ ≤
‖S−1
A,Ψ
‖(1+β)
1−(α+γ‖θΨS−1A,Ψ‖)
. Therefore ({Bj}j∈J, {Ψj}j∈J) is an (ovf). Observing that ‖SB,Ψ‖ ≤ ‖θΨ‖‖θB‖ ≤
‖θΨ‖((1+α)‖θA‖+γ)
1−β , and ‖S−1B,Ψ‖−1 and ‖SB,Ψ‖ are optimal lower and upper frame bounds for ({Bj}j∈J, {Ψj}j∈J),
we get the frame bounds stated in the theorem. 
Remark 7.7. Theorem 7.6 is free from frame bounds for ({Aj}j∈J, {Ψj}j∈J).
Corollary 7.8. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). Suppose {Bj}j∈J in B(H,H0) is such
that Ψ∗jBj ≥ 0, ∀j ∈ J and
r :=
∑
j∈J
‖Aj −Bj‖2 < 1‖θΨS−1A,Ψ‖2
.
Then ({Bj}j∈J, {Ψj}j∈J) is an (ovf) with bounds 1−
√
r‖θΨS−1A,Ψ‖
‖S−1
A,Ψ
‖ and ‖θΨ‖(‖θA‖+
√
r).
Proof. Take α = 0, β = 0, γ =
√
r. Then max{α+ γ‖θΨS−1A,Ψ‖, β} < 1 and for every finite subset S of J,∥∥∥∥∥∥
∑
j∈S
(A∗j −B∗j )L∗jy
∥∥∥∥∥∥ ≤
∑
j∈S
‖A∗j −B∗j ‖2

1
2
∑
j∈S
‖L∗jy‖2

1
2
≤ γ
∑
j∈S
‖L∗jy‖2

1
2
, ∀y ∈ ℓ2(J)⊗H0.
Now use Theorem 7.6. 
Theorem 7.9. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0) with bounds a and b. Suppose {Bj}j∈J is
Bessel (w.r.t. itself) in B(H,H0) such that θ∗ΨθB ≥ 0 and there exist α, β, γ ≥ 0 with max{α+ γ√a , β} < 1
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and
(8)
∣∣∣∣∣∣
∑
j∈J
〈(Aj −Bj)h,Ψjh〉
∣∣∣∣∣∣
1
2
≤ α
∑
j∈J
〈Ajh,Ψjh〉
 12 + β
∑
j∈J
〈Bjh,Ψjh〉
 12 + γ‖h‖, ∀h ∈ H.
Then ({Bj}j∈J, {Ψj}j∈J) is an (ovf) with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
Proof. For all h in H,
∑
j∈J
〈Bjh,Ψjh〉
 12 ≤
∣∣∣∣∣∣
∑
j∈J
〈(Bj −Aj)h,Ψjh〉
∣∣∣∣∣∣
1
2
+
∑
j∈J
〈Ajh,Ψjh〉
 12
≤ (1 + α)
∑
j∈J
〈Ajh,Ψjh〉

1
2
+ β
∑
j∈J
〈Bjh,Ψjh〉

1
2
+ γ‖h‖
which implies
(1 − β)
∑
j∈J
〈Bjh,Ψjh〉

1
2
≤ (1 + α)
∑
j∈J
〈Ajh,Ψjh〉

1
2
+ γ‖h‖ ≤ (1 + α)
√
b‖h‖+ γ‖h‖, ∀h ∈ H.
In a similar manner, from Inequality (8),∑
j∈J
〈Ajh,Ψjh〉

1
2
≤
∣∣∣∣∣∣
∑
j∈J
〈(Aj −Bj)h,Ψjh〉
∣∣∣∣∣∣
1
2
+
∑
j∈J
〈Bjh,Ψjh〉

1
2
≤ α
∑
j∈J
〈Ajh,Ψjh〉

1
2
+ (1 + β)
∑
j∈J
〈Bjh,Ψjh〉

1
2
+ γ‖h‖
≤
(
α+
γ√
a
)∑
j∈J
〈Ajh,Ψjh〉

1
2
+ (1 + β)
∑
j∈J
〈Bjh,Ψjh〉

1
2
, ∀h ∈ H
implies
(
1−
(
α+
γ√
a
))∑
j∈J
〈Ajh,Ψjh〉
 12 ≤ (1 + β)
∑
j∈J
〈Bjh,Ψjh〉
 12 , ∀h ∈ H.
But
√
a‖h‖ ≤
(∑
j∈J〈Ajh,Ψjh〉
) 1
2
, ∀h ∈ H. Thus ({Bj}j∈J, {Ψj}j∈J) is an (ovf) with bounds a
(
1−
(
α+ γ√
a
)
1+β
)2
=
a
(
1− α+β+
γ√
a
1+β
)2
and
(
(1+α)
√
b+γ
1−β
)2
= b
(
1 +
α+β+ γ√
b
1−β
)2
. 
Theorem 7.10. Let ({Aj}j∈J, {Ψj}j∈J) be an (ovf) in B(H,H0). Suppose {Bj}j∈J in B(H,H0) is
such that Ψ∗jBj ≥ 0, ∀j ∈ J,
∑
j∈J ‖Aj − Bj‖2 converges, and
∑
j∈J ‖Aj − Bj‖‖ΨjS−1A,Ψ‖ < 1. Then
({Bj}j∈J, {Ψj}j∈J) is an (ovf) with bounds 1−
∑
j∈J ‖Aj−Bj‖‖ΨjS−1A,Ψ‖
‖S−1A,Ψ‖
and ‖θΨ‖(
∑
j∈J ‖Aj −Bj‖2+ ‖θA‖).
Proof. Let α =
∑
j∈J ‖Aj − Bj‖2 and β =
∑
j∈J ‖Aj − Bj‖‖ΨjS−1A,Ψ‖. For each finite subset S of J and
for every y in ℓ2(J)⊗H0,
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∥∥∥∥∥∥
∑
j∈S
B∗jL
∗
jy
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
(A∗j −B∗j )L∗jy
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥ ≤
∑
j∈S
‖Aj −Bj‖‖L∗jy‖+
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥
≤
∑
j∈S
‖Aj −Bj‖2

1
2
∑
j∈S
‖L∗jy‖2

1
2
+
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥
≤ α
∑
j∈S
‖L∗jy‖2
 12 +
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥ = α
〈∑
j∈S
LjL
∗
jy, y
〉 1
2
+
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥ ,
which converges to α‖y‖ + ‖θ∗Ay‖. Hence θB exists and ‖θB‖ ≤ α + ‖θA‖. Therefore SB,Ψ = θ∗ΨθB =∑
j∈JΨ
∗
jBj exists and is positive. Now
‖IH − SB,ΨS−1A,Ψ‖ =
∥∥∥∥∥∥
∑
j∈J
A∗jΨjS
−1
A,Ψ −
∑
j∈J
B∗jΨjS
−1
A,Ψ
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈J
(A∗j −B∗j )ΨjS−1A,Ψ
∥∥∥∥∥∥
≤
∑
j∈J
‖Aj −Bj‖‖ΨjS−1A,Ψ‖ = β < 1.
Therefore SB,ΨS
−1
A,Ψ is invertible and ‖(SB,ΨS−1A,Ψ)−1‖ ≤ 1/(1−β). Conclusion of frame bounds is similar
to proof of Theorem 7.6. 
8. Sequential version of the extension
Definition 8.1. A set of vectors {xj}j∈J in a Hilbert space H is said to be a frame w.r.t. set {τj}j∈J in
H if there are c, d > 0 such that
(i) the map H ∋ h 7→∑j∈J〈h, xj〉τj ∈ H is a well-defined bounded positive invertible operator.
(ii)
∑
j∈J |〈h, xj〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J |〈h, τj〉|2 ≤ d‖h‖2, ∀h ∈ H.
The operator in (i) is denoted by Sx,τ and is called as frame operator. Let a, b > 0 be such that aIH ≤
Sx,τ ≤ bIH. We call a and b as lower and upper frame bounds, respectively. Supremum of the set of all
lower frame bounds is called optimal lower frame bound and infimum of the set of all upper frame bounds
is called optimal upper frame bound. With this, optimal lower (resp. upper) frame bound is ‖S−1x,τ‖−1
(resp. ‖Sx,τ‖). If optimal bounds are equal, we say the frame is exact. Whenever optimal bound of an
exact frame is one, we say it is Parseval. We term the bounded operators θx : H ∋ h 7→ {〈h, xj〉}j∈J ∈
ℓ2(J), θτ : H ∋ h 7→ {〈h, τj〉}j∈J ∈ ℓ2(J) as analysis operators and adjoints of these as synthesis operators.
If condition (i) is replaced by
the map H ∋ h 7→
∑
j∈J
〈h, xj〉τj ∈ H is well-defined bounded positive operator,
then we call {xj}j∈J is Bessel w.r.t. {τj}j∈J. If {xj}j∈J is frame (resp. Bessel) w.r.t. {τj}j∈J, then we
write ({xj}j∈J, {τj}j∈J) is frame (resp. Bessel).
For fixed J,H, and {τj}j∈J the set of all frames for H w.r.t. {τj}j∈J is denoted by Fτ .
We note, whenever ({xj}j∈J, {τj}j∈J) is a frame for H, then span{xj}j∈J = H = span{τj}j∈J.
Theorem 8.2. Let {xj}j∈J, {τj}j∈J be in H. Define Aj : H ∋ h 7→ 〈h, xj〉 ∈ K, Ψj : H ∋ h 7→ 〈h, τj〉 ∈
K, ∀j ∈ J. Then ({xj}j∈J, {τj}j∈J) is a frame for H if and only if ({Aj}j∈J, {Ψj}j∈J) is an operator-valued
frame in B(H,K).
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Proof.
∑
j∈JΨ
∗
jAjh =
∑
j∈J〈h, xj〉τj , ∀h ∈ H. 
If we wish, we can avoid mapping given in Definition 8.1, and set up an alternate definition using only
inequalities and an equality, precisely as shown below.
Proposition 8.3. Definition 8.1 holds if and only if there are a, b, c, d > 0 such that
(i) a‖h‖2 ≤∑j∈J〈h, xj〉〈τj , h〉 ≤ b‖h‖2, ∀h ∈ H,
(ii)
∑
j∈J |〈h, xj〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J |〈h, τj〉|2 ≤ d‖h‖2, ∀h ∈ H,
(iii)
∑
j∈J〈h, xj〉τj =
∑
j∈J〈h, τj〉xj , ∀h ∈ H.
If the space is over C, then (iii) can be omitted.
Proof. Direct part follows easily. We assume definition in the statement of proposition. Condition (ii)
gives the existence of Sx,τ as bounded operator, since it is composition of θx and θ
∗
τ , both are bounded.
We now find the adjoint of Sx,τ . For all h, g ∈ H, 〈Sx,τh, g〉 =
∑
j∈J〈h, xj〉〈τj , g〉 = 〈h,
∑
j∈J〈g, τj〉xj〉 =
〈h, Sτ,xg〉. Therefore S∗x,τ = Sτ,x. But (iii) gives Sx,τ = Sτ,x. Hence Sx,τ is self-adjoint. Positivity and
invertibility of Sx,τ are now given by (i). Assume now that space is over the complex field and don’t
assume (iii). Now the middle term in (i) is 〈Sx,τh, h〉. We are now happy, since the Hilbert space H is
complex, and in this an operator T is positive if and only if 〈Th, h〉 ≥ 0, ∀h ∈ H. 
From Definition 8.1 we see that if ({xj}j∈J, {τj}j∈J) is Bessel (or frame), then both {xj}j∈J, {τj}j∈J are
Bessel sequences (w.r.t. themselves).
Proposition 8.4. Let ({xj}j∈J, {τj}j∈J) be a frame for H with upper frame bound b. If for some j ∈ J
we have 〈xj , xl〉〈τl, xj〉 ≥ 0, ∀l ∈ J, then 〈xj , τj〉 ≤ b for that j.
Proof. 〈xj , xj〉〈τj , xj〉 ≤
∑
l∈J〈xj , xl〉〈τl, xj〉 ≤ b‖xj‖2. 
Proposition 8.5. Every Bessel sequence ({xj}j∈J, {τj}j∈J) for H can be extended to a tight frame for
H. In particular, every frame ({xj}j∈J, {τj}j∈J) for H can be extended to a tight frame for H.
Proof. Let {el}l∈L be an orthonormal basis for H, and λ > ‖Sx,τ‖. Define yl := (λIH − Sx,τ)1/2el, ∀l ∈
L. Then
∑
j∈J〈h, xj〉τj +
∑
l∈L〈h, yl〉yl = Sx,τh + (λIH − Sx,τ )h = h, ∀h ∈ H. Therefore ({xj}j∈J ∪
{yl}l∈L, {τj}j∈J ∪ {yl}l∈L) is a tight frame for H. 
First frame algorithm is due to Duffin and Schaeffer [15] and this continues to hold in our extension.
Proposition 8.6. Let ({xn}∞n=1, {τn}∞n=1) be a frame for H with bounds a and b. For h ∈ H define
h0 := 0, hn := hn−1 +
2
a+ b
Sx,τ (h− hn−1), ∀n ≥ 1.
Then
‖hn − h‖ ≤
(
b− a
b+ a
)n
‖h‖, ∀n ≥ 1.
Proof. We first observe
h− hn = h− hn−1 − 2
a+ b
Sx,τ (h− hn−1) =
(
IH − 2
b + a
Sx,τ
)
(h− hn−1)
= · · · =
(
IH − 2
b+ a
Sx,τ
)n
h, ∀h ∈ H, ∀n ≥ 1.
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Now we try to bound the norm of IH − 2b+aSx,τ . For all h ∈ H,
−b− a
b+ a
‖h‖2 = ‖h‖2 − 2b
b+ a
‖h‖2 ≤ ‖h‖2 − 2
b + a
〈Sx,τh, h〉 =
〈(
IH − 2
b+ a
Sx,τ
)
h, h
〉
≤ ‖h‖2 − 2a
b + a
‖h‖2 = b− a
b+ a
‖h‖2.
Therefore ‖IH − 2b+aSx,τ‖ = suph∈H,‖h‖=1 |〈(IH − 2b+aSx,τ )h, h〉| ≤ b−ab+a . This gives ‖hn − h‖ ≤ ‖IH −
2
b+aSx,τ‖n‖h‖ ≤
(
b−a
b+a
)n
‖h‖, ∀n ≥ 1.

Definition 8.7. Let {xj}j∈J, {τj}j∈J be in H. We say
(i) {xj}j∈J is an orthonormal set (resp. basis) w.r.t. {τj}j∈J if {xj}j∈J or {τj}j∈J is an orthonormal
set (resp. basis) for H, say {xj}j∈J is an orthonormal set (resp. basis) for H, and there exists a
sequence {cj}j∈J of reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and τj = cjxj , ∀j ∈ J. We
write ({xj}j∈J, {τj}j∈J) is orthonormal set (resp. basis).
(ii) {xj}j∈J is a Riesz basis w.r.t. {τj}j∈J if there are invertible U, V ∈ B(H) and an orthonormal basis
{fj}j∈J for H such that xj = Ufj, τj = V fj , ∀j ∈ J and V U∗ ≥ 0. We write ({xj}j∈J, {τj}j∈J) is a
Riesz basis.
Like “operator version”, last definition is symmetric. Let τj = xj , ∀j ∈ J. Then cj = 1, ∀j ∈ J. Therefore
we have the definition of orthonormality in the sequence case and for the Riesz basis case, we must have
U = V. Then V U∗ = UU∗ ≥ 0, comes automatically.
Caution 8.8. We have to remember, clearly, the “star” is in different positions (it is on different
operators) in (ii) of Definition 2.17 and in (ii) of Definition 8.7.
Theorem 8.9. Let ({xj}j∈J, {τj = cjxj}j∈J) be orthonormal for H. Then
(i) Generalized Bessel’s inequality - sequential version:∑
j∈J
(2− cj)〈h, xj〉〈τj , h〉 ≤ ‖h‖2, ∀h ∈ H.
(ii) For h ∈ H,
h =
∑
j∈J
〈h, xj〉τj ⇐⇒
∑
j∈J
(2− cj)〈h, xj〉〈τj , h〉 = ‖h‖2 ⇐⇒
∑
j∈J
c2j |〈h, xj〉|2 = ‖h‖2.
If cj ≤ 1, ∀j, then h =
∑
j∈J〈h, xj〉τj ⇐⇒ (1 − cj)〈h, xj〉 = 0, ∀j ∈ J ⇐⇒ (1− cj)xj ⊥ h, ∀j ∈ J.
Proof. (i) For h ∈ H and each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
〈h, xj〉τj
∥∥∥∥∥∥
2
=
〈∑
j∈S
cj〈h, xj〉xj ,
∑
k∈S
ck〈h, xk〉xk
〉
=
∑
j∈S
c2j |〈h, xj〉|2
≤ (sup{c2j}j∈J)∑
j∈S
|〈h, xj〉|2,
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the last sum converges. Hence
∑
j∈S〈h, xj〉τj exists. In a similar manner
∑
j∈J(2− cj)〈h, xj〉〈τj , h〉
also exists. Then
0 ≤
∥∥∥∥∥∥h−
∑
j∈J
〈h, xj〉τj
∥∥∥∥∥∥
2
=
〈
h−
∑
j∈J
cj〈h, xj〉xj , h−
∑
k∈J
ck〈h, xk〉xk
〉
= ‖h‖2 − 2
∑
j∈J
cj |〈h, xj〉|2 +
∑
j∈J
c2j |〈h, xj〉|2 = ‖h‖2 −
∑
j∈J
(2cj − c2j)|〈h, xj〉|2,
⇒∑j∈J(2cj − c2j)|〈h, xj〉|2 =∑j∈J(2− cj)〈h, xj〉〈τj , h〉 ≤ ‖h‖2.
(ii) First ‘if and only if’ follows from (i). Others follow from orthonormality of {xj}j∈J.

Corollary 8.10. (Generalized Parseval formula) Let ({xj}j∈J, {τj = cjxj}j∈J) be an orthonormal basis
for H. Then
1
sup{cj}j∈J
∑
j∈J
〈h, xj〉〈τj , h〉 ≤ ‖h‖2 ≤ 1
inf{cj}j∈J
∑
j∈J
〈h, xj〉〈τj , h〉, ∀h ∈ H.
Proof. From the proof of Theorem 8.9,
∑
j∈J〈h, xj〉〈τj , h〉 exists, ∀h ∈ H. Then 1sup{cj}j∈J
∑
j∈J〈h, xj〉〈τj , h〉 =
1
sup{cj}j∈J
∑
j∈J cj |〈h, xj〉|2 ≤
∑
j∈J |〈h, xj〉|2 = ‖h‖2 ≤ 1inf{cj}j∈J
∑
j∈J cj |〈h, xj〉|2 ≤ 1inf{cj}j∈J
∑
j∈J〈h, xj〉〈τj , h〉,
∀h ∈ H. 
Remark 8.11. Whenever τj = xj , ∀j ∈ J, last corollary gives the Parseval formula.
Theorem 8.12. If ({xj}j∈J, {τj = cjxj}j∈J) is an orthonormal set for H with cj ≤ 2, ∀j ∈ J, then for
each h ∈ H, the set Yh = {xj : (2 − cj)〈h, xj〉〈τj , h〉 6= 0, j ∈ J} is either finite or countable.
Proof. For n ∈ N, define
Yn,h :=
{
xj : (2− cj)〈h, xj〉〈τj , h〉 > 1
n
‖h‖2, j ∈ J
}
.
Suppose, for some n, Yn,h has more than n−1 elements, say x1, ..., xn. Then
∑n
j=1(2−cj)〈h, xj〉〈τj , h〉 >
n 1n‖h‖2 = ‖h‖2. From Theorem 8.9,
∑
j∈J(2 − cj)〈h, xj〉〈τj , h〉 ≤ ‖h‖2 This gives ‖h‖2 < ‖h‖2 which is
impossible. Hence Card(Yn,h) ≤ n− 1 and hence Yh = ∪∞n=1Yn,h being a countable union of finite sets is
finite or countable. 
Theorem 8.13. (i) If ({xj}j∈J, {τj}j∈J) is an orthonormal basis for H, then it is a Riesz basis.
(ii) If ({xj = Ufj}j∈J, {τj = V fj}j∈J) is a Riesz basis for H, then it is a frame with optimal frame
bounds ‖(V U∗)−1‖−1 and ‖V U∗‖.
Proof. (i) We may assume {xj}j∈J is an orthonormal basis. Then there exists a sequence {cj}j∈J of reals
such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and τj = cjxj , ∀j ∈ J. Define fj := xj , ∀j ∈ J, U := IH
and V : H ∋ h 7→∑j∈J cj〈h, xj〉xj ∈ H. From the proof Theorem 8.9, V is a well-defined bounded
operator. Then Ufj = xj , V fj =
∑
k∈J ck〈fj , xk〉xk = cjxj = τj , ∀j ∈ J. Since all cj ’s are pos-
itive, V is positive invertible, whose inverse (at h ∈ H) is ∑j∈J c−1j 〈h, xj〉xj . In fact, V −1V h =∑
k∈J c
−1
k 〈
∑
j∈J cj〈h, xj〉xj , xk〉xk =
∑
k∈J〈h, xk〉xk = h, V V −1h =
∑
k∈J ck〈
∑
j∈J c
−1
j 〈h, xj〉xj , xk〉xk =∑
k∈J〈h, xk〉xk = h, ∀h ∈ H. We end by noting that V U∗ = V IH = V ≥ 0.
(ii) Following inequalities show that {xj}j∈J, {τj}j∈J are Bessel sequences (w.r.t. themselves):
∑
j∈S |〈h, xj〉|2 =∑
j∈S |〈h, Ufj〉|2 =
∑
j∈S |〈U∗h, fj〉|2 ≤ ‖U∗h‖2 ≤ ‖U∗‖2‖h‖2,
∑
j∈S |〈g, τj〉|2 =
∑
j∈S |〈g, V fj〉|2 ≤
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‖V ∗g‖2 ≤ ‖V ∗‖2‖g‖2, ∀h, g ∈ H, for each finite S ⊆ J. Further,
1
‖(V U∗)−1‖〈h, h〉 ≤ 〈V U
∗h, h〉 ≤ ‖V U∗‖〈h, h〉, ∀h ∈ H;
〈V U∗h, h〉 = 〈U∗h, V ∗h〉 =
∑
j∈J
〈U∗h, fj〉〈fj , V ∗h〉
=
∑
j∈J
〈h, Ufj〉〈V fj , h〉 =
∑
j∈J
〈h, xj〉〈τj , h〉, ∀h ∈ H,
and ∑
j∈J
〈h, xj〉τj =
∑
j∈J
〈h, Ufj〉V fj = V
∑
j∈J
〈U∗h, fj〉fj
 = V U∗h = UV ∗h
= U
∑
j∈J
〈V ∗h, fj〉fj
 =∑
j∈J
〈h, V fj〉Ufj =
∑
j∈J
〈h, τj〉xj , ∀h ∈ H.
For the optimal bounds we note that if T is a positive invertible operator on a Hilbert space H,
then sup{α : αIH ≤ T } = ‖T−1‖−1 and inf{β : T ≤ βIH} = ‖T ‖.

Theorem 8.14. Let ({xj = Ufj}j∈J, {τj = V fj}j∈J) be a Riesz basis for H. Then
(i) There exist unique {yj}j∈J, {ωj}j∈J in H such that
h =
∑
j∈J
〈h, yj〉xj =
∑
j∈J
〈h, ωj〉τj , ∀h ∈ H
and ({yj}j∈J, {ωj}j∈J) is Riesz. Moreover, the convergence is unconditional.
(ii) {xj}j∈J, {τj}j∈J are complete in H. If V ∗U ≥ 0, then there are real a, b > 0 such that for every
finite subset S of J
a
∑
j∈S
|cj |2 ≤
〈∑
j∈S
cjxj ,
∑
k∈S
ckτk
〉
≤ b
∑
j∈S
|cj |2, ∀cj ∈ K, ∀j ∈ S.
Proof. (i) Since {xj}j∈J, {τj}j∈J are Riesz bases (w.r.t. themselves), we have yj = (U−1)∗fj , ωj =
(V −1)∗fj, ∀j ∈ J and they are unique. The knowledge ‘inverse of a positive invertible element in a
C*-algebra is again positive’ gives ({yj}j∈J, {ωj}j∈J) is Riesz.
(ii) Completeness is clear. Let V ∗U ≥ 0. Then
1
‖(V ∗U)−1‖
∑
j∈S
|cj |2 = 1‖(V ∗U)−1‖
〈∑
j∈S
cjfj,
∑
k∈S
ckfk
〉
≤
〈∑
j∈S
cjUfj,
∑
k∈S
ckV fk
〉
=
〈∑
j∈S
cjxj ,
∑
k∈S
ckτk
〉
≤
〈
V ∗U
∑
j∈S
cjfj
 ,∑
k∈S
ckfk
〉
≤ ‖V ∗U‖
∑
j∈S
|cj |2
for all cj ∈ K, ∀j ∈ S.

Lemma 8.15. (cf. [11]) Let {xj}j∈J be complete in H, {yj}j∈J be Bessel in H0 with bound b and assume
that there exists a > 0 such that a
∑
j∈S |cj |2 ≤ ‖
∑
j∈S cjxj‖2 for all finite S ⊆ J, cj ∈ K, j ∈ S. Then
T : span{xj}j∈J ∋
∑
finite cjxj 7→
∑
finite cjyj ∈ span{yj}j∈J, is a bounded linear operator and has unique
extension from H into H0; the norm of T and its extension is at most
√
b/a.
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Theorem 8.16. Let {xj}j∈J, {τj}j∈J be in H. Then the following are equivalent.
(i) ({xj}j∈J, {τj}j∈J) is a Riesz basis for H.
(ii) {xj}j∈J, {τj}j∈J are complete in H, and there exist a, b, c, d > 0 such that for every finite subset
S ⊆ J,
a
∑
j∈S
|cj|2 ≤
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
2
≤ b
∑
j∈S
|cj |2, ∀cj ∈ K, ∀j ∈ S,
c
∑
j∈S
|dj |2 ≤
∥∥∥∥∥∥
∑
j∈S
djτj
∥∥∥∥∥∥
2
≤ d
∑
j∈S
|cj |2, ∀dj ∈ K, ∀j ∈ S,
and ∑
j∈J
〈h, xj〉〈τj , h〉 ≥ 0, ∀h ∈ H.
Proof. (i) ⇒ (ii) Let U, V ∈ B(H) be bounded invertible with V U∗ ≥ 0 and {fj}j∈J be an orthonormal
basis for H such that xj = Ufj , τj = V fj , ∀j ∈ J. Since {xj}j∈J, {yj}j∈J are Riesz, first two inequalities
in (ii) hold. For that last, we find U∗ and V ∗. For all h, g ∈ H, 〈U∗h, g〉 = 〈h,∑j∈J〈g, fj〉xj〉 =
〈∑j∈J〈h, xj〉fj , g〉. Therefore U∗h = ∑j∈J〈h, xj〉fj and similarly V ∗h = ∑j∈J〈h, τj〉fj , ∀h ∈ H. These
give 0 ≤ 〈U∗h, V ∗h〉 =∑j∈J〈h, xj〉〈τj , h〉, ∀h ∈ H.
(ii) ⇒ (i) Let {ej}j∈J be an orthonormal basis for H. Lemma 8.15 gives that the mappings H ∋∑
j∈J ajej 7→
∑
j∈J ajxj ∈ H, H ∋
∑
j∈J ajej 7→
∑
j∈J ajτj ∈ H, H ∋
∑
j∈J ajxj 7→
∑
j∈J ajej ∈
H, H ∋ ∑j∈J ajτj 7→ ∑j∈J ajej ∈ H are well-defined bounded linear operators on H, call them as
U, V,E, F , respectively. Then Uej = xj , V ej = τj , ∀j ∈ J, and UE = EU = IH = V F = FE. Further,
〈V U∗h, h〉 = 〈U∗h, U∗h〉 =∑j∈J〈U∗h, ej〉〈ej , V ∗h〉 =∑j∈J〈h, xj〉〈τj , h〉 ≥ 0, ∀h ∈ H. 
Proposition 8.17. For every {xj}j∈J ∈ Fτ ,
(i) θ∗x({cj}j∈J) =
∑
j∈J cjxj , θ
∗
τ ({cj}j∈J) =
∑
j∈J cjτj , ∀{cj}j∈J ∈ ℓ2(J);
θ∗xθxh =
∑
j∈J〈h, xj〉xj , θ∗τθτh =
∑
j∈J〈h, τj〉τj , ∀h ∈ H.
(ii) Sx,τ = θ
∗
τθx = θ
∗
xθτ . In particular,
Sx,τh =
∑
j∈J
〈h, xj〉τj =
∑
j∈J
〈h, τj〉xj , ∀h ∈ H and
〈Sx,τh, g〉 =
∑
j∈J
〈h, xj〉〈τj , g〉 =
∑
j∈J
〈h, τj〉〈xj , g〉, ∀h, g ∈ H.
(iii) Every h ∈ H can be written as
h =
∑
j∈J
〈h, S−1x,ττj〉xj =
∑
j∈J
〈h, τj〉S−1x,τxj =
∑
j∈J
〈h, S−1x,τxj〉τj =
∑
j∈J
〈h, xj〉S−1x,τ τj .
(iv) ({xj}j∈J, {τj}j∈J) is Parseval if and only if θ∗τθx = IH.
(v) ({xj}j∈J, {τj}j∈J) is Parseval if and only if θxθ∗τ is idempotent.
(vi) θxS
−1
x,τθ
∗
τ is idempotent.
(vii) θx and θτ are injective and their ranges are closed.
(viii) θ∗x and θ
∗
τ are surjective.
Proof. Similar to proof of Proposition 2.30. 
We call Px,τ := θxS
−1
x,τθ
∗
τ as the frame idempotent.
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Definition 8.18. A frame ({xj}j∈J, {τj}j∈J) for H is called a Riesz frame if Px,τ = Iℓ2(J). A Parseval
and Riesz frame (i.e., θ∗τθx = IH and θxθ
∗
τ = Iℓ2(J)) is called as an orthonormal frame.
Proposition 8.19. (i) If ({xj}j∈J, {τj}j∈J) is a Riesz basis for H, then it is a Riesz frame.
(ii) If ({xj}j∈J, {τj = cjxj}j∈J) is an orthonormal basis for H, then it is a Riesz frame.
Proof. (i) Let {fj}j∈J be an orthonormal basis for H and U, V : H → H be bounded invertible with
V U∗ is positive such that xj = Ufj, τj = V fj , ∀j ∈ J. From Theorem 8.13, ({xj}j∈J, {τj}j∈J)
is a frame for H. Now θxh = {〈h, Ufj〉}j∈J = θfU∗h, ∀h ∈ H. Similarly θτ = θfV ∗. Therefore
Sx,τ = V θ
∗
fθfU
∗ = V U∗. This gives Px,τ = θxS−1x,τθ
∗
τ = θfU
∗(V U∗)−1(θfV ∗)∗ = θfθ∗f = Iℓ2(J).
(ii) Sx,τh =
∑
j∈J〈h, xj〉τj =
∑
j∈J〈h, xj〉cjxj , ∀h ∈ H; S−1x,τh =
∑
j∈J c
−1
j 〈h, xj〉xj , ∀h ∈ H, Px,τ ({aj}j∈J) =
θxS
−1
x,τθ
∗
τ ({aj}j∈J) = θxS−1x,τ(
∑
j∈J ajcjxj) = θx(
∑
k∈J c
−1
k 〈
∑
j∈J ajcjxj , xk〉xk) = θx(
∑
k∈J akxk) =∑
l∈J〈
∑
k∈J akxk, xl〉el = {aj}j∈J, ∀{aj}j∈J ∈ ℓ2(J), where ({el}l∈J is the standard orthonormal
basis for ℓ2(J).

Proposition 8.20. A frame ({xj}j∈J, {τj}j∈J) for H is a Riesz frame if and only if θx(H) = ℓ2(J) if
and only if θτ (H) = ℓ2(J).
Proof. Let Px,τ = Iℓ2(J). Now ℓ
2(J) = Px,τ (H) = θxS−1x,τθ∗τ (H) ⊆ θx(H) ⊆ ℓ2(J). If θx(H) = ℓ2(J) and
y ∈ ℓ2(J), then there exists an h ∈ H such that y = θxh. Now y = θxS−1x,τSx,τh = (θxS−1x,τθ∗τ )θxh = Px,τy.
Definition of frame is symmetric, thus another ‘if and only if’. 
Proposition 8.21. A frame ({xj}j∈J, {τj}j∈J) for H is an orthonormal frame if and only if it is a
Parseval frame and 〈xj , τk〉 = δj,k, ∀j, k ∈ J.
Proof. Let {ej}j∈J be the standard orthonormal basis for ℓ2(J). (⇒) 〈xj , τk〉 = 〈θ∗xej, θ∗τek〉 = 〈ej , θxθ∗τek〉 =
〈ej , Iℓ2(J)ek〉 = δj,k, ∀j, k ∈ J. (⇐) For all {aj}j∈J ∈ ℓ2(J), θxθ∗τ ({aj}j∈J) = θx(
∑
j∈J ajτj) =
∑
k∈J〈
∑
j∈J ajτj , xk〉ek =∑
k∈J akek. Hence ({xj}j∈J, {τj}j∈J) is an orthonormal frame.

Following is a dilation theorem.
Theorem 8.22. Let ({xj}j∈J, {τj}j∈J) be a Parseval frame for H such that θx(H) = θτ (H) and Px,τ be a
projection. Then there exist a Hilbert space H1 which contains H isometrically and an orthonormal frame
({yj}j∈J, {ωj}j∈J) for H1 such that xj = Pyj, τj = Pωj , ∀j ∈ J, where P is the orthogonal projection
from H1 onto H.
Proof. Let {ej}j∈J be the standard orthonormal basis for ℓ2(J), and define H1 := H ⊕ θx(H)⊥. Then
H ∋ h 7→ h⊕0 ∈ H1 is isometry. Denote the orthogonal projection fromH1 ontoH by P . Define yj := xj⊕
P⊥x,τej , ωj := τj ⊕P⊥x,τej, ∀j ∈ J. Then, clearly Pyj = xj , Pωj = τj , ∀j ∈ J. Now θy(h⊕ g) = {〈h⊕ g, xj⊕
P⊥x,τej〉}j∈J = {〈h, xj〉+ 〈g, P⊥x,τej〉}j∈J = {〈h, xj〉}j∈J + {〈P⊥x,τg, ej〉}j∈J = θxh+ P⊥x,τg, ∀h⊕ g ∈ H1 and
〈θ∗y({aj}j∈J), h⊕g〉 = 〈{aj}j∈J, θy(h⊕g)〉 = 〈{aj}j∈J, θxh+P⊥x,τg〉 = 〈θ∗x({aj}j∈J), h〉+〈P⊥x,τ{aj}j∈J, g〉 =
〈θ∗x({aj}j∈J)⊕P⊥x,τ ({aj}j∈J), h⊕g〉, ∀{aj}j∈J ∈ ℓ2(J), ∀h⊕g ∈ H1. Hence θy(h⊕g) = θxh+P⊥x,τg, ∀h⊕g ∈
H1, and θ∗y({aj}j∈J) = θ∗x({aj}j∈J) ⊕ P⊥x,τ{aj}j∈J, ∀{aj}j∈J ∈ ℓ2(J). Similarly we can find θω and θ∗ω.
Therefore, by using θx(H) = θτ (H) and θ∗τP⊥x,τ = 0 = P⊥x,τθx, we get Sy,ω(h ⊕ g) = θ∗ω(θxh + P⊥x,τg) =
θ∗τ (θxh+P
⊥
x,τg)⊕P⊥x,τ (θxh+P⊥x,τg) = (Sx,τh+0)⊕(0+P⊥x,τg) = Sx,τh⊕P⊥x,τg = IHh⊕Iθx(H)⊥g, ∀h⊕g ∈ H1.
Hence ({yj}j∈J, {ωj}j∈J) is a Parseval frame for H1. We see Py,ω({aj}j∈J) = θBS−1y,ω({aj}j∈J), ∀{aj}j∈J ∈
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ℓ2(J). Hence ({yj}j∈J, {ωj}j∈J) is a Riesz frame for H1. Therefore ({yj}j∈J, {ωj}j∈J) is an orthonormal
frame for H1. 
Definition 8.23. A frame ({yj}j∈J, {ωj}j∈J) for H is said to be a dual of frame ({xj}j∈J, {τj}j∈J)
for H if θ∗ωθx = θ∗yθτ = IH. The ‘frame’ ({x˜j := S−1x,τxj}j∈J, {τ˜j := S−1x,ττj}j∈J), which is a ‘dual’ of
({xj}j∈J, {τj}j∈J) is called the canonical dual of ({xj}j∈J, {τj}j∈J).
Definition is symmetric, and ({yj}j∈J, {ωj}j∈J) is a dual of ({xj}j∈J, {τj}j∈J) if and only if both ({xj}j∈J, {ωj}j∈J)
and ({τj}j∈J, {yj}j∈J) are Parseval frames. It is also true that if {yj}j∈J, {zj}j∈J ∈ Fτ are duals of
{xj}j∈J ∈ Fτ , then the ‘frame’ ({(yj + zj)/2}j∈J , {τj}j∈J) is also a dual of ({xj}j∈J, {τj}j∈J).
Proposition 8.24. Let ({xj}j∈J, {τj}j∈J) be a frame for H. If h ∈ H has representation h =
∑
j∈J cjxj =∑
j∈J djτj , for some scalar sequences {cj}j∈J, {dj}j∈J, then∑
j∈J
cj d¯j =
∑
j∈J
〈h, τ˜j〉〈x˜j , h〉+
∑
j∈J
(〈cj − 〈h, τ˜j〉)(d¯j − 〈x˜j , h〉).
Proof. Right side =∑
j∈J
〈S−1x,τh, τj〉〈xj , S−1x,τh〉+
∑
j∈J
cj d¯j −
∑
j∈J
cj〈xj , S−1x,τh〉 −
∑
j∈J
d¯j〈S−1x,τh, τj〉+
∑
j∈J
〈S−1x,τh, τj〉〈xj , S−1x,τh〉
= 2〈Sx,τS−1x,τh, S−1x,τh〉+
∑
j∈J
cj d¯j −
〈∑
j∈J
cjxj , S
−1
x,τh
〉
−
〈
S−1x,τh,
∑
j∈J
djτj
〉
= 2〈h, S−1x,τh〉+
∑
j∈J
cj d¯j − 〈h, S−1x,τh〉 − 〈S−1x,τh, h〉 = Left side.

Theorem 8.25. Let ({xj}j∈J, {τj}j∈J) be a frame for H with frame bounds a and b. Then
(i) The canonical dual frame of the canonical dual frame of ({xj}j∈J, {τj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({xj}j∈J, {τj}j∈J).
(iii) If a, b are optimal frame bounds for ({xj}j∈J, {τj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. For h ∈ H,
∑
j∈J
〈h, x˜j〉τ˜j =
∑
j∈J
〈h, S−1x,τxj〉S−1x,ττj = S−1x,τ
∑
j∈J
〈h, S−1x,τxj〉τj
 = S−1x,τh.
Thus the frame operator for the canonical dual ({x˜j}j∈J, {τ˜j}j∈J) is S−1x,τ . Therefore, its canonical dual is
({Sx,τS−1x,τxj}j∈J, {Sx,τS−1x,ττj}j∈J). Others can be proved as in the earlier consideration ‘operator-valued
frame’. 
Proposition 8.26. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be frames for H. Then the following
are equivalent.
(i) ({yj}j∈J, {ωj}j∈J) is a dual of ({xj}j∈J, {τj}j∈J).
(ii)
∑
j∈J〈h, xj〉ωj =
∑
j∈J〈h, τj〉yj = h, ∀h ∈ H.
Proof. θ∗ωθxh =
∑
j∈J〈h, xj〉ωj , θ∗yθτh =
∑
j∈J〈h, τj〉yj . 
Theorem 8.27. Let ({xj}j∈J, {τj}j∈J) be a frame for H. If ({xj}j∈J, {τj}j∈J) is a Riesz basis for H,
then ({xj}j∈J, {τj}j∈J) has unique dual. Converse holds if θx(H) = θτ (H).
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Proof. Let ({yj}j∈J, {ωj}j∈J) and ({zj}j∈J, {ρj}j∈J) be dual frames of ({xj}j∈J, {τj}j∈J). Since ({xj}j∈J, {τj}j∈J)
is a Riesz basis, there exist invertible U, V ∈ B(H) and an orthonormal basis {fj}j∈J for H such that
xj = Ufj, τj = V fj, ∀j ∈ J and V U∗ ≥ 0. Then
∑
j∈J〈h, yj − zj〉τj =
∑
j∈J〈h, yj〉τj −
∑
j∈J〈h, zj〉τj =
h−h = 0, ∀h ∈ H ⇒ U(∑j∈J〈h, yj−zj〉fj) = 0⇒∑j∈J〈h, yj−zj〉fj = 0, ∀j ∈ J⇒ 〈h, yj−zj〉 = 0, ∀h ∈
H, ∀j ∈ J ⇒ yj = zj , ∀j ∈ J. Similarly ωj = ρj , ∀j ∈ J. Hence the dual of ({xj}j∈J, {τj}j∈J) is unique.
To prove the converse, we further have θx(H) = θτ (H). Suppose ({xj}j∈J, {τj}j∈J) is not a Riesz basis.
Then from Proposition 8.20, θx(H) ( ℓ2(J). Let P : ℓ2(J) → θx(H)⊥ be the orthogonal projection,
T : θx(H)⊥ → H be a nonzero bounded linear operator, and {ej}j∈J be the standard orthonormal
basis for ℓ2(J). Since {Pej}j∈J contains a Schauder basis for θx(H)⊥, there exists k ∈ J such that
TPek 6= 0. Therefore if we define yj = S−1x,τxj + TPej, ∀j ∈ J, then {yj}j∈J and {S−1x,τxj}j∈J are
different. Now define ωj = S
−1
x,ττj + TPej, ∀j ∈ J. We see θy = θxS−1x,τ + PT ∗, θω = θτS−1x,τ + PT ∗ and
Sy,ω = θ
∗
ωθy = (S
−1
x,τθ
∗
τ + TP )(θxS
−1
x,τ + PT
∗) = S−1x,τ + S
−1
x,τ0T
∗ + T 0S−1x,τ + TPT
∗ = S−1x,τ + TPT
∗ which
is positive invertible. Hence ({yj}j∈J, {ωj}j∈J) is a frame for H. This is a dual of ({xj}j∈J, {τj}j∈J). In
fact, θ∗xθω = θ
∗
x(θτS
−1
x,τ + PT
∗) = IH + 0 = IH, and θ∗τθy = θ
∗
τ (θxS
−1
x,τ + PT
∗) = IH + 0 = IH. Therefore
({xj}j∈J, {τj}j∈J) has two distinct duals, one - the canonical dual, and two - ({yj}j∈J, {ωj}j∈J), which is
a contradiction. 
Proposition 8.28. Let ({xj}j∈J, {τj}j∈J) be a frame for H. If ({yj}j∈J, {ωj}j∈J) is a dual of ({xj}j∈J, {τj}j∈J),
then there exist Bessel sequences {zj}j∈J and {ρj}j∈J (w.r.t. themselves) for H such that yj = S−1x,τxj +
zj, ωj = S
−1
x,ττj + ρj , ∀j ∈ J, and θz(H) ⊥ θτ (H), θρ(H) ⊥ θx(H). Converse holds if θ∗ρθz ≥ 0.
Proof. (⇒) Define zj := yj − S−1x,τxj , ρj := ωj − S−1x,ττj + ρj , ∀j ∈ J. Since {xj}j∈J, {τj}j∈J, {yj}j∈J,
{ρj}j∈J are all Bessel (w.r.t. themselves), {zj}j∈J and {ρj}j∈J are Bessel (w.r.t. themselves). Next,
θz = θy−θxS−1x,τ , θρ = θω−θτS−1x,τ . Now θ∗τθz = θ∗τ (θy−θxS−1x,τ) = IH− IH = 0, θ∗xθρ = θ∗x(θω−θτS−1x,τ) =
IH − IH = 0.
(⇐) Surely {yj}j∈J and {ωj}j∈J are Bessel (w.r.t. themselves), θy = θxS−1x,τ + θz, θω = θτS−1x,τ + θρ. From
θ∗ρθz ≥ 0, Sy,ω = θ∗ωθy = (S−1x,τθ∗τ + θ∗ρ)(θxS−1x,τ + θz) = S−1x,τ + 0 + 0 + θ∗ρθz ≥ S−1x,τ , hence Sy,ω is positive
invertible. Frame ({yj}j∈J, {ωj}j∈J) is a dual of ({xj}j∈J, {τj}j∈J). Indeed, θ∗τθy = θ∗τ (θxS−1x,τ + θz) =
IH + 0, θ∗xθω = θ
∗
x(θτS
−1
x,τ + θρ) = IH + 0. 
Lemma 8.29. Let ({xj}j∈J, {τj}j∈J) be a frame for H and {ej}j∈J be the standard orthonormal basis for
ℓ2(J). Then the dual frames of ({xj}j∈J, {τj}j∈J) are precisely ({yj = Uej}j∈J, {ωj = V ej}j∈J), where
U, V : ℓ2(J)→ H are bounded left-inverses of θτ , θx, respectively, such that V U∗ is positive invertible.
Proof. (⇐) We see θyh = {〈h, Uej〉}j∈J =
∑
j∈J〈h, Uej〉ej =
∑
j∈J〈U∗h, ej〉ej = U∗h, ∀h ∈ H. Similarly
θω = V
∗. Then Sy,ω = θ∗ωθy = V U
∗ is positive invertible. Hence ({yj}j∈J, {ωj}j∈J) is a frame. We
further see θ∗yθτ = Uθτ = IH, θ
∗
ωθx = V θx = IH. Hence ({yj}j∈J, {ωj}j∈J) is a dual of ({xj}j∈J, {τj}j∈J).
(⇒) Let ({yj}j∈J, {ωj}j∈J) be a dual frame of ({xj}j∈J, {τj}j∈J). Then θ∗yθτ = IH = θ∗ωθx. Define
U := θ∗y , V := θ
∗
ω. Then U, V : ℓ
2(J) → H are bounded left-inverses of θτ , θx, respectively, such that
V U∗ = θ∗ωθy = Sy,ω is positive invertible. Further, Uej = θ
∗
yej = yj , V ej = θ
∗
ωej = ωj , ∀j ∈ J. 
Lemma 8.30. Let ({xj}j∈J, {τj}j∈J) be a frame for H. Then the bounded left-inverses of
(i) θx are precisely S
−1
x,τθ
∗
τ + U(Iℓ2(J) − θxS−1x,τθ∗τ ), where U ∈ B(ℓ2(J),H).
(ii) θτ are precisely S
−1
x,τθ
∗
x + V (Iℓ2(J) − θτS−1x,τθ∗x), where V ∈ B(ℓ2(J),H).
Proof. We prove (i). (⇐) Let U : ℓ2(J) → H be a bounded operator. Then (S−1x,τθ∗τ + U(Iℓ2(J) −
θxS
−1
x,τθ
∗
τ ))θx = IH+Uθx−UθxIH = IH. Therefore S−1x,τθ∗τ +U(Iℓ2(J)−θxS−1x,τθ∗τ ) is a bounded left-inverse
of θx.
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(⇒) Let L : ℓ2(J) → H be a bounded left-inverse of θx. Define U := L. Then S−1x,τθ∗τ + U(Iℓ2(J) −
θxS
−1
x,τθ
∗
τ ) = S
−1
x,τθ
∗
τ + L(Iℓ2(J) − θxS−1x,τθ∗τ ) = S−1x,τθ∗τ + L− IHS−1x,τθ∗τ = L. 
Theorem 8.31. Let ({xj}j∈J, {τj}j∈J) be a frame for H. The dual frames ({yj}j∈J, {ωj}j∈J) of ({xj}j∈J, {τj}j∈J)
are precisely
({yj = S−1x,τxj + V ej − V θτS−1x,τxj}j∈J, {ωj = S−1x,ττj + Uej − UθxS−1x,ττj}j∈J)
such that
S−1x,τ + UV
∗ − UθxS−1x,τθ∗τV ∗
is positive invertible, where {ej}j∈J is the standard orthonormal basis for ℓ2(J), and U, V ∈ B(ℓ2(J),H).
Proof. From Lemma 8.29 and Lemma 8.30 we can spell the characterization for the dual frames of
({xj}j∈J, {τj}j∈J) as the families
(
{
yj = S
−1
x,τθ
∗
xej + V ej − V θτS−1x,τθ∗xej = S−1x,τxj + V ej − V θτS−1x,τxj
}
j∈J ,{
ωj = S
−1
x,τθ
∗
τej + Uej − UθxS−1x,τθ∗τej = S−1x,ττj + Uej − UθxS−1x,ττj
}
j∈J)
such that
(S−1x,τθ
∗
τ + U(Iℓ2(J) − θxS−1x,τθ∗τ ))(S−1x,τθ∗x + V (Iℓ2(J) − θτS−1x,τθ∗x))∗
is positive invertible, where {ej}j∈J is the standard orthonormal basis for ℓ2(J), and U, V ∈ B(ℓ2(J),H).
A direct expansion gives
(S−1x,τθ
∗
τ + U(Iℓ2(J) − θxS−1x,τθ∗τ ))(S−1x,τθ∗x + V (Iℓ2(J) − θτS−1x,τθ∗x))∗
= (S−1x,τθ
∗
τ + U(Iℓ2(J) − θxS−1x,τθ∗τ ))(θxS−1x,τ + (Iℓ2(J) − θxS−1x,τθ∗τ )V ∗) = S−1x,τ + UV ∗ − UθxS−1x,τθ∗τV ∗.

Definition 8.32. A frame ({yj}j∈J, {ωj}j∈J) for H is said to be orthogonal to a frame ({xj}j∈J, {τj}j∈J)
for H if θ∗ωθx = θ∗yθτ = 0.
Orthogonality is symmetric. Similar to the observation we made in Section 2, dual frames cannot be
orthogonal to each other and orthogonal frames can not be dual to each other. If ({yj}j∈J, {ωj}j∈J) is
orthogonal to ({xj}j∈J, {τj}j∈J), then both ({xj}j∈J, {ωj}j∈J) and ({yj}j∈J, {τj}j∈J) are not frames.
Proposition 8.33. Let ({xj}j∈J, {τj}j∈J), ({yj}j∈J, {ωj}j∈J) be frames for H. Then the following are
equivalent.
(i) ({yj}j∈J, {ωj}j∈J) is orthogonal to ({xj}j∈J, {τj}j∈J).
(ii)
∑
j∈J〈h, xj〉ωj = 0 =
∑
j∈J〈g, τj〉yj , ∀h ∈ H.
Proposition 8.34. Two orthogonal frames have common dual frame.
Proof. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be two orthogonal frames for H. Define zj :=
S−1x,τxj + S
−1
y,ωyj , ρj := S
−1
x,ττj + S
−1
y,ωωj , ∀j ∈ J. Then θz = θxS−1x,τ + θyS−1y,ω, θρ = θτS−1x,τ + θωS−1y,ω,
Sz,ρ = θ
∗
ρθz = (S
−1
x,τθ
∗
τ + S
−1
y,ωθ
∗
ω)(θxS
−1
x,τ + θyS
−1
y,ω) = S
−1
x,τ + S
−1
y,ω which is positive and 〈Sz,ρh, h〉 =
〈S−1x,τh, h〉 + 〈S−1y,ωh, h〉 ≥ min
{‖Sx,τ‖−1, ‖Sy,ω‖−1} ‖h‖2, ∀h ∈ H, hence Sz,ρ is invertible. Therefore
({zj}j∈J, {ρj}j∈J) is a frame for H. This is a common dual of ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J).
In fact, θ∗zθτ = (S
−1
x,τθ
∗
x + S
−1
y,ωθ
∗
y)θτ = IH + 0, θ
∗
ρθx = (S
−1
x,τθ
∗
τ + S
−1
y,ωθ
∗
ω)θx = IH + 0, and θ
∗
zθω =
(S−1x,τθ
∗
x + S
−1
y,ωθ
∗
y)θω = 0 + IH, θ
∗
ρθy = (S
−1
x,τθ
∗
τ + S
−1
y,ωθ
∗
ω)θy = 0 + IH. 
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Following is an interpolation result.
Proposition 8.35. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be two Parseval frames for H which are
orthogonal. If A,B,C,D ∈ B(H) are such that AC∗+BD∗ = IH, then ({Axj+Byj}j∈J, {Cτj+Dωj}j∈J)
is a Parseval frame for H. In particular, if scalars a, b, c, d satisfy ac¯+bd¯ = 1, then ({axj+byj}j∈J, {cτj+
dωj}j∈J) is a Parseval frame for H.
Proof. We see θAx+Byh = {〈h,Axj+Byj〉}j∈J = {〈A∗h, xj〉}j∈J+{〈B∗h, yj〉}j∈J = θxA∗h+θyB∗h, ∀h ∈
H and similarly θCτ+Dω = θτC∗ + θωD∗. Therefore SAx+By,Cτ+Dω = θ∗Cτ+DωθAx+By = (θτC∗ +
θωD
∗)∗(θxA∗ + θyB∗) = Cθ∗τθxA
∗ + Cθ∗τθyB
∗ + Dθ∗ωθxA
∗ + Dθ∗ωθyB
∗ = CSx,τA∗ + C0B∗ + D0A∗ +
DSy,ωB
∗ = CIHA∗ +DIHB∗ = IH. 
Definition 8.36. Two frames ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) for H are called disjoint if ({xj⊕
yj}j∈J, {τj ⊕ ωj}j∈J) is a frame for H⊕H.
Proposition 8.37. If ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are disjoint frames for H, then they are
disjoint. Further, if both ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are Parseval, then ({xj ⊕ yj}j∈J, {τj ⊕
ωj}j∈J) is Parseval.
Proof. We find (Sx,τ⊕Sy,ω)(h⊕g) = Sx,τh⊕Sy,ωg =
∑
j∈J〈h, xj〉τj⊕
∑
j∈J〈g, yj〉ωj =
(∑
j∈J〈h, xj〉τj +
∑
j∈J〈g, yj〉τj
)
⊕(∑
j∈J〈h, xj〉ωj +
∑
j∈J〈g, yj〉ωj
)
=
∑
j∈J(〈h, xj〉 + 〈g, yj〉)(τj ⊕ ωj) =
∑
j∈J〈h ⊕ g, xj ⊕ yj〉(τj ⊕ ωj) =
Sx⊕y,τ⊕ω(h ⊕ g), ∀h ⊕ g ∈ H ⊕ H. Thus Sx⊕y,τ⊕ω = Sx,τ ⊕ Sy,ω is bounded, positive and S−1x⊕y,τ⊕ω =
S−1x,τ⊕S−1y,ω. Next, θx⊕y(h⊕g) = {〈h⊕g, xj⊕yj〉}j∈J = {〈h, xj〉+〈g, yj〉}j∈J = {〈h, xj〉}j∈J+{〈g, yj〉}j∈J =
θxh + θyg exists for all h ⊕ g ∈ H ⊕ H, ‖θx⊕y(h ⊕ g)‖ = ‖θxh + θyg‖ ≤ ‖θx‖‖h‖ + ‖θy‖‖g‖ ≤
max{‖θx‖, ‖θy‖}(‖h‖+ ‖g‖) ≤ 2max{‖θx‖, ‖θy‖}(‖h‖2 + ‖g‖2)1/2 = 2max{‖θx‖, ‖θy‖}‖h⊕ g‖, ∀h⊕ g ∈
H ⊕H and similarly θτ⊕ω exists and is also bounded. Therefore ({xj ⊕ yj}j∈J, {τj ⊕ ωj}j∈J) is a frame
for H⊕H. From the expression of Sx⊕y,τ⊕ω we get the last conclusion. 
Characterizations for sequential version
Theorem 8.38. Let {fj}j∈J be an arbitrary orthonormal basis for H. Then
(i) The orthonormal bases ({xj}j∈J, {τj}j∈J) for H are precisely ({Ufj}j∈J, {cjUfj}j∈J), where U ∈
B(H) is unitary and cj ∈ R, ∀j ∈ J such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J <∞.
(ii) The Riesz bases ({xj}j∈J, {τj}j∈J) for H are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈ B(H)
are invertible such that V U∗ is positive.
(iii) The frames ({xj}j∈J, {τj}j∈J) for H are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈ B(H) are
such that V U∗ is positive invertible.
(iv) The Bessel sequences ({xj}j∈J, {τj}j∈J) for H are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈
B(H) are such that V U∗ is positive.
(v) The Riesz frames ({xj}j∈J, {τj}j∈J) for H are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈ B(H)
are such that V U∗ is positive invertible and U∗(V U∗)−1V = IH.
(vi) The orthonormal frames ({xj}j∈J, {τj}j∈J) for H are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈
B(H) are such that V U∗ = IH = U∗V .
Proof. (i) Since a unitary operator carries orthonormal basis to orthonormal basis, collections of the
form ({Ufj}j∈J, {cjUfj}j∈J), U : H → H is unitary, cj ∈ R, ∀j ∈ J, 0 < inf{cj}j∈J ≤ sup{cj}j∈J <
∞ are orthonormal bases. For the other way, let ({xj}j∈J, {τj}j∈J) be an orthonormal basis for
49
H. Now we may assume {xj}j∈J is an orthonormal basis for H and τj = cjxj , ∀j ∈ J, for some
cj ∈ R, ∀j ∈ J with 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞. Since both {fj}j∈J and {xj}j∈J are
orthonormal bases for H, there exists a unitary U : H → H such that Ufj = xj , ∀j ∈ J. This gives
cjUfj = cjxj = τj , ∀j ∈ J.
(ii) We need to prove only the direct part. Let {ej}j∈J be an orthonormal basis for H and R,S : H → H
be bounded invertible such that xj = Rej, τj = Sej, ∀j ∈ J and SR∗ ≥ 0. Let T : H → H be the
unitary operator obtained by defining Tfj := ej, ∀j ∈ J. Define U := RT, V := ST. Then U, V are
invertible, Ufj = RTfj = Rej = xj , V fj = STfj = Sej = τj , ∀j ∈ J and V U∗ = STT ∗R∗ = SR∗ ≥
0.
(iii) (⇐) θxh = {〈h, xj〉}j∈J = {〈U∗h, fj〉}j∈J = θf (U∗h), θτh = θf (V ∗h), ∀h ∈ H. We find θ∗fθfh =
θ∗f ({〈h, fj〉}j∈J) =
∑
j∈J〈h, fj〉fj = h, ∀h ∈ H. Hence Sx,τ = θ∗τθx = V θ∗fθfU∗ = V U∗ is positive
invertible.
(⇒) Let {ej}j∈J be the standard orthonormal basis for ℓ2(J). Let T : H → ℓ2(J) be the unitary
isomorphism obtained by defining Tfj := ej. Define U := θ
∗
xT, V := θ
∗
τT . Then Ufj = θ
∗
xTfj =
θ∗xej = xj , V fj = θ
∗
τTfj = θ
∗
τej = τj , ∀j ∈ J and V U∗ = θ∗τTT ∗θx = θ∗τ Iℓ2(J)θx = Sx,τ which is
positive invertible.
(iv) Similar to (iii).
(v) We refer to the proof of (iii). (⇐) We first find θfθ∗f ({aj}j∈J) =
∑
j∈J ajθffj =
∑
j∈J aj(
∑
k∈J〈fj , fk〉ek) =∑
j∈J ajej = {aj}j∈J, ∀{aj}j∈J ∈ ℓ2(J). Then Px,τ = θxS−1x,τθ∗τ = θfU∗(V U∗)−1V θ∗f = θfIHθ∗f =
Iℓ2(J).
(⇒) U∗(V U∗)−1V = (T ∗θx)S−1x,τ (θ∗τV ) = T ∗Px,τT = T ∗Iℓ2(J)T = T ∗T = IH.
(vi) Naturally, we refer to the proof of (v). (⇐) Sx,τ = V U∗ = IH, Px,τ = θxS−1x,τθ∗τ = θxθ∗τ =
θfU
∗V θ∗f = θfIHθ
∗
f = θfθ
∗
f = Iℓ2(J).
(⇒) V U∗ = Sx,τ = IH, U∗V = T ∗θxθ∗τT = T ∗Px,τT = T ∗Iℓ2(J)T = IH.

Corollary 8.39. (i) If ({xj}j∈J, {τj = cjxj}j∈J) is an orthonormal basis for H, then ‖xj‖ = 1, ∀j ∈
J, ‖τj‖ = cj , ∀j ∈ J.
(ii) If ({xj}j∈J, {τj}j∈J) is a Riesz basis for H, then
1
‖U−1‖ ≤ ‖xj‖ ≤ ‖U‖, ∀j ∈ J,
1
‖V −1‖ ≤ ‖τj‖ ≤ ‖V ‖, ∀j ∈ J.
(iii) If ({xj}j∈J, {τj}j∈J) is a Bessel sequence for H, then ‖xj‖ ≤ ‖U‖, ∀j ∈ J, ‖τj‖ ≤ ‖V ‖, ∀j ∈ J.
Corollary 8.40. Let {fj}j∈J be an arbitrary orthonormal basis for H. Then
(i) The orthonormal bases ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ B(H)
is unitary.
(ii) The Riesz bases ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ B(H) is
invertible.
(iii) The frames ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ B(H) is such
that UU∗ is invertible.
(iv) The Bessel sequences ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ B(H).
(v) The Riesz frames ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ B(H) is
such that UU∗ is invertible and U∗(UU∗)−1U = IH.
(vi) The orthonormal frames ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈
B(H) is such that UU∗ = IH = U∗U .
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(vii) The frames ({xj}j∈J, {xj}j∈J) for H are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ B(H) is surjec-
tive.
(viii) ({xj}j∈J, {xj}j∈J) is an orthonormal basis for H if and only if it is an orthonormal frame.
Theorem 8.41. Let {xj}j∈J, {τj}j∈J be in H. Then ({xj}j∈J, {τj}j∈J) is a frame with bounds a and b
(resp. Bessel with bound b)
(i) if and only if
U : ℓ2(J) ∋ {cj}j∈J 7→
∑
j∈J
cjxj ∈ H, and V : ℓ2(J) ∋ {dj}j∈J 7→
∑
j∈J
djτj ∈ H
are well-defined, U, V ∈ B(ℓ2(J),H) such that aIH ≤ V U∗ ≤ bIH (resp. 0 ≤ V U∗ ≤ bIH).
(ii) if and only if
U : ℓ2(J) ∋ {cj}j∈J 7→
∑
j∈J
cjxj ∈ H, and S : H ∋ g 7→ {〈g, τj〉}j∈J ∈ ℓ2(J)
are well-defined, U ∈ B(ℓ2(J),H), S ∈ B(H, ℓ2(J)) such that aIH ≤ S∗U∗ ≤ bIH (resp. 0 ≤ S∗U∗ ≤
bIH).
(iii) if and only if
R : H ∋ h 7→ {〈h, xj〉}j∈J ∈ ℓ2(J), and V : ℓ2(J) ∋ {dj}j∈J 7→
∑
j∈J
djτj ∈ H
are well-defined, R ∈ B(H, ℓ2(J)), V ∈ B(ℓ2(J),H) such that aIH ≤ V R ≤ bIH (resp. 0 ≤ V R ≤
bIH).
(iv) if and only if
R : H ∋ h 7→ {〈h, xj〉}j∈J ∈ ℓ2(J), and S : H ∋ g 7→ {〈g, τj〉}j∈J ∈ ℓ2(J)
are well-defined, R,S ∈ B(H, ℓ2(J)) such that aIH ≤ S∗R ≤ bIH (resp. 0 ≤ S∗R ≤ bIH).
Proof. We prove the first one for Bessel sequences, remainings are similar by considering adjoints.
(⇒) The given operators U, V are adjoints of bounded operators H ∋ h 7→ {〈h, xj〉}j∈J ∈ ℓ2(J) and H ∋
h 7→ {〈h, τj〉}j∈J ∈ ℓ2(J), respectively. Therefore U∗h = {〈h, xj〉}j∈J and V ∗g = {〈g, τj〉}j∈J, ∀h, g ∈ H.
From this,
〈V U∗h, g〉 = 〈U∗h, V ∗g〉 =
∑
j∈J
〈h, xj〉〈τj , g〉 =
〈∑
j∈J
〈h, xj〉τj , g
〉
=
〈∑
j∈J
〈h, τj〉xj , g
〉
=
∑
j∈J
〈h, τj〉〈xj , g〉 = 〈UV ∗h, g〉 = 〈h, V U∗g〉, ∀h, g ∈ H,
〈V U∗h, h〉 = 〈U∗h, V ∗h〉 =∑j∈J〈h, xj〉〈τj , h〉 ≥ 0, ∀h ∈ H and 〈V U∗h, h〉 ≤ b‖h‖2, ∀h ∈ H. Thus we got
V U∗ is self-adjoint and from this, ‖V U∗‖ = suph∈H,‖h‖=1〈V U∗h, h〉 ≤ b.
(⇐) From the presence of U∗ and V ∗, we get H ∋ h 7→ {〈h, xj〉}j∈J ∈ ℓ2(J),H ∋ h 7→ {〈h, τj〉}j∈J ∈
ℓ2(J) are well-defined and bounded, respectively; hence {xj}j∈J, {τj}j∈J are Bessel sequences (w.r.t.
themselves). Finally, 0 ≤ 〈V U∗h, h〉 =∑j∈J〈h, xj〉〈τj , h〉 ≤ ‖V U∗‖〈h, h〉 ≤ b〈h, h〉, ∀h ∈ H. 
Similarity and tensor product
Definition 8.42. A frame ({yj}j∈J, {ωj}j∈J) for H is said to be similar to a frame ({xj}j∈J, {τj}j∈J)
for H if there are invertible operators Tx,y, Tτ,ω ∈ B(H) such that yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J.
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Definition is symmetric.
Proposition 8.43. Let {xj}j∈J ∈ Fτ with frame bounds a, b, let Tx,y, Tτ,ω ∈ B(H) be positive, invertible,
commute with each other, commute with Sx,τ , and let yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J. Then
(i) {yj}j∈J ∈ Fτ and a‖T−1x,y‖‖T−1τ,ω‖ ≤ Sy,ω ≤ b‖Tx,yTτ,ω‖. Assuming that ({xj}j∈J, {τj}j∈J) is Parseval,
then ({yj}j∈J, {ωj}j∈J) is Parseval if and only if Tτ,ωTx,y = IH.
(ii) θy = θxTx,y, θω = θτTτ,ω, Sy,ω = Tτ,ωSx,τTx,y, Py,ω = Px,τ .
Proof. For h ∈ H, θxTx,yh = {〈Tx,yh, xj〉}j∈J = {〈h, Tx,yxj〉}j∈J. Hence θy exists and θy = θxTx,y. Like-
wise we get θω. Now Sy,ω = θ
∗
ωθy = (θτTτ,ω)
∗θxTx,y = Tτ,ωSx,τTx,y, Py,ω = θyS−1y,ωθ
∗
ω = (θxTx,y)(T
−1
x,yS
−1
x,τT
−1
τ,ω)(Tτ,ωθ
∗
τ ) =
Px,τ . Other parts are simple. 
Lemma 8.44. Let {xj}j∈J ∈ Fτ , {yj}j∈J ∈ Fω and yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J, for some invertible
Tx,y, Tτ,ω ∈ B(H). Then θy = θxT ∗x,y, θω = θτT ∗τ,ω, Sy,ω = Tτ,ωSx,τT ∗x,y, Py,ω = Px,τ . Assuming that
({xj}j∈J, {τj}j∈J) is Parseval frame, then ({yj}j∈J, {ωj}j∈J) is Parseval frame if and only if Tτ,ωT ∗x,y =
IH.
Proof. Let h ∈ H. Then θxT ∗x,yh = {〈T ∗x,yh, xj〉}j∈J = {〈h, Tx,yxj〉}j∈J = {〈h, yj〉}j∈J = θyh; θω =
θτT
∗
τ,ω, Sy,ω = (θτT
∗
τ,ω)
∗θxT ∗x,y = Tτ,ωSx,τT
∗
x,y, Py,ω = (θxT
∗
x,y)(T
∗−1
x,yS
−1
x,τT
−1
τ,ω)(Tτ,ωθ
∗
τ ) = Px,τ . 
Theorem 8.45. Let {xj}j∈J ∈ Fτ , {yj}j∈J ∈ Fω. The following are equivalent.
(i) yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J, for some invertible Tx,y, Tτ,ω ∈ B(H).
(ii) θy = θxT
′∗
x,y, θω = θτT
′∗
τ,ω for some invertible T
′
x,y, T
′
τ,ω ∈ B(H).
(iii) Py,ω = Px,τ .
If one of the above conditions is satisfied, then invertible operators in (i) and (ii) are unique and are given
by Tx,y = θ
∗
yθτS
−1
x,τ , Tτ,ω = θ
∗
ωθxS
−1
x,τ . In the case that ({xj}j∈J, {τj}j∈J) is Parseval, then ({yj}j∈J, {ωj}j∈J)
is Parseval if and only if Tτ,ωT
∗
x,y = IH if and only if T
∗
x,yTτ,ω = IH.
Proof. The implications (i) ⇒ (ii) ⇒ (iii) come from Lemma 8.44. (ii) ⇒ (i) Let {ej}j∈J be the stan-
dard orthonormal basis for ℓ2(J). Then yj = θ
∗
yej = (θxT
′∗
x,y)
∗ej = T ′x,yθ
∗
xej = T
′
x,yxj , ωj = θ
∗
ωej =
(θτT
′∗
τ,ω)
∗ej = T ′τ,ωθ
∗
τej = T
′
τ,ωτj , ∀j ∈ J. (iii) ⇒ (ii) θy = Py,ωθy = Px,τθy = θx(S−1x,τθ∗τθy), θω =
P ∗y,ωθω = P
∗
x,τθω = θτ (S
−1
x,τθ
∗
xθω) and (S
−1
x,τθ
∗
τθy)(S
−1
y,ωθ
∗
ωθx) = S
−1
x,τθ
∗
τPy,ωθx = S
−1
x,τθ
∗
τPx,τθx = S
−1
x,τθ
∗
τθx =
IH, (S−1y,ωθ
∗
ωθx)(S
−1
x,τθ
∗
τθy) = S
−1
y,ωθ
∗
ωPx,τθy = S
−1
y,ωθ
∗
ωPy,ωθy = S
−1
y,ωθ
∗
ωθy = IH, (S
−1
x,τθ
∗
xθω)(S
−1
y,ωθ
∗
yθτ ) =
S−1x,τθ
∗
xP
∗
y,ωθτ = S
−1
x,τθ
∗
xP
∗
x,τθτ = S
−1
x,τθ
∗
xθτ = IH, (S
−1
y,ωθ
∗
yθτ )(S
−1
x,τθ
∗
xθω) = S
−1
y,ωθ
∗
yP
∗
x,τθω = S
−1
y,ωθ
∗
yP
∗
y,ωθω =
S−1y,ωθ
∗
yθω = IH.
Now let yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J. Then θy = θxT ∗x,y ⇒ θ∗τθy = θ∗τθxT ∗x,y = Sx,τT ∗x,y ⇒
Tx,y = θ
∗
yθτS
−1
x,τ , and θω = θτT
∗
τ,ω ⇒ θ∗xθω = θ∗xθτT ∗τ,ω = Sx,τT ∗τ,ω ⇒ Tτ,ω = θ∗ωθxS−1x,τ . 
Corollary 8.46. For any given frame ({xj}j∈J, {τj}j∈J), the canonical dual of ({xj}j∈J, {τj}j∈J) is the
only dual frame that is similar to ({xj}j∈J, {τj}j∈J).
Proof. If ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are similar and dual to each other, then there exist
invertible Tx,y, Tτ,ω ∈ B(H) such that yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J. Theorem 8.45 gives Tx,y =
θ∗yθτS
−1
x,τ = IHS
−1
x,τ , Tτ,ω = θ
∗
ωθxS
−1
x,τ = IHS
−1
x,τ = S
−1
x,τ . Hence ({yj}j∈J, {ωj}j∈J) is the canonical dual of
({xj}j∈J, {τj}j∈J). 
Corollary 8.47. Two similar frames cannot be orthogonal.
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Proof. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be similar. Then there exist invertible Tx,y, Tτ,ω ∈
B(H) such that yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J. From Theorem 8.45, θy = θxT ∗x,y, θω = θτT ∗τ,ω.
Therefore θ∗yθτ = (θxT
∗
x,y)
∗θτ = Tx,yθ∗xθτ = Tx,ySx,τ 6= 0. 
Remark 8.48. For every frame ({xj}j∈J, {τj}j∈J), each of ‘frames’ ({S−1x,τxj}j∈J, {τj}j∈J), ({S−1/2x,τ xj}j∈J, {S−1/2x,τ τj}j∈J),
and ({xj}j∈J, {S−1x,ττj}j∈J) is a Parseval frame which is similar to ({xj}j∈J, {τj}j∈J). Hence each frame
is similar to Parseval frames.
Tensor product of frames: Let ({xj}j∈J, {τj}j∈J) be a frame for H and ({yl}l∈L, {ωl}l∈L) be a frame
for H1. The frame ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) for H⊗H1 is called as tensor
product of frames ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L).
Proposition 8.49. Let ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) be the tensor prod-
uct of frames ({xj}j∈J, {τj}j∈J) for H, and ({yl}l∈L, {ωl}l∈L) for H1. Then θz = θx ⊗ θy, θρ = θτ ⊗
θω, Sz,ρ = Sx,τ ⊗ Sy,ω, Pz,ρ = Px,τ ⊗ Py,ω. If ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L) are Parseval, then
({z(j,l)}(j,l)∈J×L, {ρ(j,l)}(j,l)∈J×L) is Parseval.
Proof. At elementary tensor h⊗g ∈ H⊗H1, (θx⊗θy)(h⊗g) = θxh⊗θyg = {〈h, xj〉}j∈J⊗{〈g, yk〉}k∈L =
{〈h, xj〉〈g, yj〉}(j,k)∈J×L = {〈h ⊗ g, xj ⊗ τk〉}(j,k)∈J×L = θz(h ⊗ g). Similarly θρ = θτ ⊗ θω. Then Sz,ρ =
θ∗ρθz = (θ
∗
τ ⊗ θ∗ω)(θx ⊗ θy) = θ∗τθx⊗ θ∗ωθy = Sx,τ ⊗Sy,ω and Pz,ρ = θzS−1z,ρθ∗ρ = (θx ⊗ θy)(S−1x,τ ⊗ S−1y,ω)(θ∗τ ⊗
θ∗ω) = θxS
−1
x,τθ
∗
τ ⊗ θyS−1y,ωθ∗ω = Px,τ ⊗ Py,ω. 
Frames and discrete group representations
Definition 8.50. Let π be a unitary representation of a discrete group G on a Hilbert space H. An
element x in H is called a frame generator (resp. a Parseval frame generator) w.r.t. τ in H if ({xg :=
πgx}g∈G, {τg := πgτ}g∈G) is a frame (resp. Parseval frame) for H. In this case we write (x, τ) is a frame
generator for π.
Proposition 8.51. Let (x, τ) and (y, ω) be frame generators in H for a unitary representation π of G
on H. Then
(i) θxπg = λgθx, θτπg = λgθτ , ∀g ∈ G.
(ii) θ∗xθy, θ
∗
τθω, θ
∗
xθω are in the commutant π(G)
′ of π(G)′′. Further, Sx,τ ∈ π(G)′ and (S−1/2x,τ x, S−1/2x,τ τ)
is a Parseval frame generator.
(iii) θxTθ
∗
τ , θxTθ
∗
y, θτTθ
∗
ω ∈ R(G), ∀T ∈ π(G)′. In particular, Px,τ ∈ R(G).
Proof. Let g, p, q,∈ G and h ∈ H.
(i) As earlier, {χg}g∈G is the standard orthonormal basis of ℓ2(G). Then
λgθxh = λg({〈h, xp〉}p∈G) = λg
∑
p∈G
〈h, xp〉χp
 = ∑
p∈G
〈h, xp〉λgχp =
∑
p∈G
〈h, xp〉χgp
=
∑
p∈G
〈h, πpx〉χgp =
∑
q∈G
〈h, πg−1qx〉χq =
∑
q∈G
〈h, πg−1πqx〉χq =
∑
q∈G
〈πgh, πqx〉χq
=
∑
q∈G
〈πgh, xq〉χq = {〈πgh, xq〉}q∈G = θx(πgh).
(ii) θ∗xθyπg = θ
∗
xλgθy = (λg−1θx)
∗θy = (θxπg−1)∗θy = πgθ∗xθy. By taking y = x and ω = τ we get
Sx,τ ∈ π(G)′. From this, S−1/2x,τ ∈ π(G)′. We next show that S−1/2x,τ x is a Parseval frame generator
w.r.t. S
−1/2
x,τ τ. Consider
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S
S
− 1
2
x,τ x,S
− 1
2
x,τ τ
h =
∑
g∈G
〈h, πgS−
1
2
x,τ x〉πgS−
1
2
x,τ τ =
∑
g∈G
〈h, S− 12x,τ πgx〉S−
1
2
x,τ πgτ
= S
− 1
2
x,τ
∑
g∈G
〈S− 12x,τ h, πgx〉πgτ
 = S− 12x,τ Sx,τ (S− 12x,τ h) = IHh.
(iii) Let T ∈ π(G)′. Then
θxTθ
∗
τλg = θxT (λg−1θτ )
∗ = θxT (θτπg−1)
∗ = θxTπgθ∗τ = θxπgTθ
∗
τ = λgθxTθ
∗
τ .
Therefore θxTθ
∗
τ ∈ L(G)′ = R(G). To get Px,τ ∈ R(G) we take T = S−1x,τ .

For the direct part of the following theorem and corollaries of that, there is no need of Parseval condition.
Theorem 8.52. Let G be a discrete group with identity e and ({xg}g∈G, {τg}g∈G) be a Parseval frame
for H. Then there is a unitary representation π of G on H for which
xg = πgxe, τg = πgτe, ∀g ∈ G
if and only if
〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, τgq〉 = 〈xp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉, ∀g, p, q ∈ G.
Proof. Proof 1. (⇒) For all g, p, q ∈ G, we have
〈xgp, xgq〉 = 〈πgpxe, πgqxe〉 = 〈πgπpxe, πgπqxe〉 = 〈πg−1πgπpxe, πqxe〉 = 〈πpxe, πqxe〉 = 〈xp, xq〉.
Two others are similar.
(⇐) We claim the following three, among them we prove third, others are similar.
λgθxθ
∗
x = θxθ
∗
xλg , λgθxθ
∗
τ = θxθ
∗
τλg, λgθτθ
∗
τ = θτθ
∗
τλg, ∀g ∈ G.
Consider
λgθτθ
∗
τλg−1χp = λgθτθ
∗
τχg−1p = λgθττg−1p = λg{〈τg−1p, τq〉}q∈G = λg
∑
q∈G
〈τg−1p, τq〉χq

=
∑
q∈G
〈τg−1p, τq〉χgq =
∑
r∈G
〈τg−1p, τg−1r〉χr =
∑
r∈G
〈τp, τr〉χr = {〈τp, τr〉}r∈G
= θττp = θτθ
∗
τχp.
Define π : G ∋ g 7→ πg := θ∗τλgθx ∈ B(H). We use the fact that given frame is a Parseval frame
to get πgπh = θ
∗
τλgθxθ
∗
τλhθx = θ
∗
τλgλhθxθ
∗
τθx = θ
∗
τλgλhθx = θ
∗
τλghθx = πgh for all g, h ∈ G, and
πgπ
∗
g = θ
∗
τλgθxθ
∗
xλg−1θτ = θ
∗
τθxθ
∗
xλgλg−1θτ = IH, π
∗
gπg = θ
∗
xλg−1θτθ
∗
τλgθx = θ
∗
xλg−1λgθτθ
∗
τθx = IH
for all g ∈ G. Due to the discrete topology of G, π is a unitary representation. We now establish
xg = πgxe, τg = πgτe for all g ∈ G. For,
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πgxe = θ
∗
τλgθxxe = θ
∗
τλg{〈xe, xp〉}p∈G = θ∗τλg
∑
p∈G
〈xe, xp〉χp
 = θ∗τ
∑
p∈G
〈xe, xp〉χgp

= θ∗τ
∑
q∈G
〈xe, xg−1q〉χq
 = θ∗τ
∑
q∈G
〈xg−1g, xg−1q〉χq
 = θ∗τ
∑
q∈G
〈xg, xq〉χq

= θ∗τ{〈xg, xq〉}q∈G =
∑
q∈G
〈xg, xq〉τq = xg,
and
πgτe = θ
∗
τλgθxτe = θ
∗
τλg{〈τe, xp〉}p∈G = θ∗τλg
∑
p∈G
〈τe, xp〉χp
 = θ∗τ
∑
p∈G
〈τe, xp〉χgp

= θ∗τ
∑
q∈G
〈τe, xg−1q〉χq
 = θ∗τ
∑
q∈G
〈τg−1g, xg−1q〉χq
 = θ∗τ
∑
q∈G
〈τg, xq〉χq

= θ∗τ{〈τg, xq〉}q∈G =
∑
q∈G
〈τg, xq〉τq = τg.
Proof 2. Define Ag : H ∋ h 7→ 〈h, xg〉 ∈ K, Ψg : H ∋ h 7→ 〈h, τg〉 ∈ K, ∀g ∈ G. Then, from Theorem
8.2, ({xg}g∈G, {τg}g∈G) is a frame for H if and only if ({Ag}g∈G, {Ψg}g∈G) is an (ovf) in B(H,K).
Further, from the proof of Theorem 8.2, we also see that ({xg}g∈G, {τg}g∈G) is a Parseval frame if
and only if ({Ag}g∈G, {Ψg}g∈G) is a Parseval (ovf). Now applying Theorem 5.3 to the Parseval (ovf)
({Ag}g∈G, {Ψg}g∈G) yields - there is a unitary representation π of G on H for which
Ag = Aeπg−1 , Ψg = Ψeπg−1 , ∀g ∈ G(9)
if and only if
AgpA
∗
gq = ApA
∗
q , AgpΨ
∗
gq = ApΨ
∗
q , ΨgpΨ
∗
gq = ΨpΨ
∗
q , ∀g, p, q ∈ G.(10)
But Equation (9) holds if and only if
〈h, xg〉 = Agh = Aeπg−1h = 〈πg−1h, xe〉 = 〈h, πgxe〉,
〈h, τg〉 = Ψgh = Ψeπg−1h = 〈πg−1h, τg〉 = 〈h, πgτe〉, ∀g ∈ G, ∀h ∈ H
⇐⇒ xg = πgxe, τg = πgτe, ∀g ∈ G.
Also, Equation (10) holds if and only if
〈αxgq , xgp〉 = AgpA∗gqα = ApA∗qα = 〈αxq, xp〉,
〈ατgq , xgp〉 = AgpΨ∗gqα = ApΨ∗qα = 〈ατq , xp〉,
〈ατgq , τgp〉 = ΨgpΨ∗gq = ΨpΨ∗q = 〈ατq, τp〉, ∀α ∈ C
⇐⇒ 〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, τgq〉 = 〈xp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉, ∀g, p, q ∈ G.

Corollary 8.53. Let G be a discrete group with identity e and ({xg}g∈G, {τg}g∈G) be a frame for H.
Then there is a unitary representation π of G on H for which
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(i) xg = Sx,τπgS
−1
x,τxe, τg = πgτe for all g ∈ G if and only if 〈S−2x,τxgp, xgq〉 = 〈S−2x,τxp, xq〉, 〈S−1x,τxgp, τgq〉 =
〈S−1x,τxp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉 for all g, p, q ∈ G.
(ii) xg = S
1/2
x,τ πgS
−1/2
x,τ xe, τg = S
1/2
x,τ πgS
−1/2
x,τ τe for all g ∈ G if and only if 〈S−1x,τxgp, xgq〉 = 〈S−1x,τxp, xq〉,
〈S−1x,τxgp, τgq〉 = 〈S−1x,τxp, τq〉, 〈S−1x,τ τgp, τgq〉 = 〈S−1x,ττp, τq〉 for all g, p, q ∈ G.
(iii) xg = πgxe, τg = Sx,τπgS
−1
x,ττe for all g ∈ G if and only if 〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, S−1x,ττgq〉 =
〈xp, S−1x,ττq〉, 〈τgp, S−2x,ττgq〉 = 〈τp, S−2x,ττq〉 for all g, p, q ∈ G.
Proof. Apply Theorem 8.52 to
(i) ({S−1x,τxg}g∈G, {τg}g∈G) to get: there is a unitary representation π of G on H for which S−1x,τxg =
πgS
−1
x,τxe, τg = πgτe for all g ∈ G if and only if 〈S−1x,τxgp, S−1x,τxgq〉 = 〈S−1x,τxp, S−1x,τxq〉, 〈S−1x,τxgp, τgq〉 =
〈S−1x,τxp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉 for all g, p, q ∈ G.
(ii) ({S−1/2x,τ xg}g∈G, {S−1/2x,τ τg}g∈G) to get: there is a unitary representation π of G on H for which
S
−1/2
x,τ xg = πg(S
−1/2
x,τ xe), S
−1/2
x,τ τg = πg(S
−1/2
x,τ τe) for all g ∈ G if and only if 〈S−1/2x,τ xgp, S−1/2x,τ xgq〉 =
〈S−1/2x,τ xp, S−1/2x,τ xq〉, 〈S−1/2x,τ xgp, S−1/2x,τ τgq〉 = 〈S−1/2x,τ xp, S−1/2x,τ τq〉, 〈S−1/2x,τ τgp, S−1/2x,τ τgq〉 = 〈S−1/2x,τ τp, S−1/2x,τ τq〉
for all g, p, q ∈ G.
(iii) ({xg}g∈G, {S−1x,ττg}g∈G) to get: there is a unitary representation π of G on H for which xg =
πgxe, S
−1
x,ττg = πg(S
−1
x,ττe) for all g ∈ G if and only if 〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, S−1x,ττgq〉 =
〈xp, S−1x,ττq〉, 〈S−1x,ττgp, S−1x,ττgq〉 = 〈S−1x,ττp, S−1x,ττq〉 for all g, p, q ∈ G.

Frames and group-like unitary systems
Definition 8.54. Let π be a unitary representation of a group-like unitary system U on a Hilbert space
H. An element x in H is called a frame generator (resp. a Parseval frame generator) w.r.t. τ in H if
({xU := π(U)x}U∈U , {τg := π(U)τ}U∈U ) is a frame (resp. Parseval frame) for H. In this case we write
(x, τ) is a frame generator for π.
Theorem 8.55. Let U be a group-like unitary system with identity I and ({xU}U∈U , {τU}U∈U) be a
Parseval frame for H with θ∗x or θ∗τ is injective. Then there is a unitary representation π of U on H for
which
xU = π(U)xI , τU = π(U)τI , ∀U ∈ U
if and only if
〈xσ(UV ), xσ(UW )〉 = f(UV )f(UW )〈xV , xW 〉,
〈xσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈xV , τW 〉,
〈τσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈τV , τW 〉
for all U, V,W ∈ U .
Proof. Proof 1. (⇒) Let U, V,W ∈ U . Then
〈xσ(UV ), xσ(UW )〉 = 〈π(σ(UV ))xI , π(σ(UW ))xI〉 = 〈f(UV )π(U)π(V )xI , f(UW )π(U)π(W )xI 〉
= f(UV )f(UW )〈π(V )xI , π(W )xI〉 = f(UV )f(UW )〈xV , xW 〉, ∀U, V,W ∈ U .
Others are similar.
(⇐) We claim the following three, among them we prove first.
λUθxθ
∗
x = θxθ
∗
xλU , λUθxθ
∗
τ = θxθ
∗
τλU , λUθτθ
∗
τ = θτθ
∗
τλU , ∀U ∈ U .
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We verify λUθxθ
∗
x = θxθ
∗
xλU . For {cV }V ∈U ∈ ℓ2(U), consider
λUθxθ
∗
x({cV }V ∈U) = λUθx
(∑
V ∈U
cV xV
)
= λU
{〈∑
V ∈U
cV xV , xW
〉}
W∈U

= λU
(∑
W∈U
〈∑
V ∈U
cV xV , xW
〉
χW
)
=
∑
W∈U
〈∑
V ∈U
cV xV , xW
〉
f(UW )χσ(UW )
=
∑
W∈U
∑
V ∈U
cV f(UV )f(UV )f(UW )〈xV , xW 〉χσ(UW )
=
∑
W∈U
∑
V ∈U
cV f(UV )〈xσ(UV ), xσ(UW )〉χσ(UW ) =
∑
V ∈U
∑
W∈U
cV f(UV )〈xσ(UV ), xσ(UW )〉χσ(UW )
=
∑
V ∈U
∑
W∈U
cV f(UV )〈xσ(UV ), xW 〉χW =
∑
W∈U
∑
V ∈U
cV f(UV )〈xσ(UV ), xW 〉χW
=
∑
W∈U
〈∑
V ∈U
cV f(UV )xσ(UV ), xW
〉
=
{〈∑
V ∈U
cV f(UV )xσ(UV ), xW
〉}
W∈U
= θx
(∑
V ∈U
cV f(UV )xσ(UV )
)
= θx
(∑
V ∈U
cV f(UV )θ
∗
xχσ(UV )
)
= θxθ
∗
x
(∑
V ∈U
cV λUχV
)
= θxθ
∗
xλU ({cV }V ∈U).
We next claim (λU θx)
∗{cV }V ∈U =
∑
V ∈U f(UV )cσ(UV )xV , ∀{cV }V ∈U ∈ ℓ2(U). In fact, 〈(λU θx)∗{cV }V ∈U , h〉 =
〈{cV }V ∈U , λU ({〈h, xW 〉}W∈U )〉 = 〈{cV }V ∈U ,
∑
W∈U 〈h, xW 〉f(UW )χσ(UW )〉 =
∑
W∈U f(UW )〈xW , h〉cσ(UW ) =
〈∑V ∈U f(UV )cσ(UV )xV , h〉, ∀{cV }V ∈U ∈ ℓ2(U), ∀h ∈ H. Similarly (λU θτ )∗{cV }V ∈U =∑V ∈U f(UV )cσ(UV )τV ,
∀{cV }V ∈U ∈ ℓ2(U).
Define π : U ∋ U 7→ π(U) := θ∗τλUθx ∈ B(H). Then, π(U)π(V ) = θ∗τλUθxθ∗τλV θx = θ∗τθxθ∗τλUλV θx =
θ∗τλUλV θx = θ
∗
τf(UV )λσ(UV )θx = f(UV )θ
∗
τλσ(UV )θx = f(UV )π(σ(UV )) for all U, V ∈ U , and π(U)π(U)∗ =
θ∗τλUθxθ
∗
xλ
∗
Uθτ = θ
∗
τθxθ
∗
xλUλ
∗
Uθτ = θ
∗
xλUλ
∗
Uθτ = θ
∗
xθτ = IH for all U ∈ U . Similarly π(U)∗π(U) =
θ∗xλ
∗
Uθτθ
∗
τλUθx = IH for all U ∈ U . We further find
π(U)f(U−1)π(σ(U−1)) = θ∗τλUθxf(U
−1)θ∗τλσ(U−1)θx = f(U
−1)θ∗τθxθ
∗
τλUλσ(U−1)θx
= f(U−1)θ∗τλUλσ(U−1)θx = f(U
−1)θ∗τf(Uσ(U
−1))λσ(Uσ(U−1))θx
= θ∗τf(Uσ(U
−1I))f(U−1I)λσ(Uσ(U−1I))θx
= θ∗τf(σ(UU
−1)I)f(UU−1)λσ(σ(UU−1)I)θx = θ
∗
τθx = IH
for all U ∈ U . Therefore π(U)−1 = f(U−1)π(σ(U−1)) for all U ∈ U . Using θ∗x is injective (or θ∗τ is
injective) we show π is injective. Let π(U) = π(V ). Then θ∗τλUθx = θ
∗
τλV θx ⇒ θ∗τλUθxθ∗x = θ∗τλV θxθ∗x
⇒ θ∗τθxθ∗xλU = θ∗τθxθ∗xλV ⇒ θ∗xλU = θ∗xλV ⇒ λU = λV ⇒ U = V .
Finally
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π(U)xI = θ
∗
τλUθxxI = (λ
∗
Uθτ )
∗({〈xI , xV 〉}V ∈U ) = (f(U−1)λσ(U−1)θτ )∗({〈xI , xV 〉}V ∈U)
= f(U−1)(λσ(U−1)θτ )
∗({〈xI , xV 〉}V ∈U) = f(U−1)
∑
V ∈U
f(σ(U−1)V )〈xI , xσ(σ(U−1)V )〉τV
= f(U−1)
∑
V ∈U
f(σ(U−1)V )〈xσ(σ(IU−1)U), xσ(σ(U−1)V )〉τV
= f(U−1)
∑
V ∈U
f(σ(U−1)V )f(σ(IU−1)U)f(σ(U−1)V )〈xU , xV 〉τV
= f(U−1)f(σ(IU−1)U)
∑
V ∈U
〈xU , xV 〉τV = f(σ(IU−1)U)f(U−1)xU = f(σ(IU−1)U)f(IU−1)xU
= f(Iσ(U−1U))f(U−1U)xU = xU
and
π(U)τI = θ
∗
τλUθxτI = (λ
∗
Uθτ )
∗({〈τI , xV 〉}V ∈U) = (f(U−1)λσ(U−1)θτ )∗({〈τI , xV 〉}V ∈U )
= f(U−1)(λσ(U−1)θτ )
∗({〈τI , xV 〉}V ∈U) = f(U−1)
∑
V ∈U
f(σ(U−1)V )〈τI , xσ(σ(U−1)V )〉τV
= f(U−1)
∑
V ∈U
f(σ(U−1)V )〈τσ(σ(IU−1)U), xσ(σ(U−1)V )〉τV
= f(U−1)
∑
V ∈U
f(σ(U−1)V )f(σ(IU−1)U)f(σ(U−1)V )〈τU , xV 〉τV
= f(U−1)f(σ(IU−1)U)
∑
V ∈U
〈τU , xV 〉τV = f(σ(IU−1)U)f(U−1)τU = f(σ(IU−1)U)f(IU−1)τU
= f(Iσ(U−1U))f(U−1U)τU = τU .
Proof 2. If we define AU : H ∋ h 7→ 〈h, xU 〉 ∈ K, ΨU : H ∋ h 7→ 〈h, τU 〉 ∈ K, ∀U ∈ U , then
({xU}U∈U , {τU}U∈U ) is a Parseval frame for H if and only if ({AU}U∈U , {ΨU}U∈U ) is a Parseval (ovf) in
B(H,K). It is also easy to see that θ∗x (resp. θ∗τ ) is injective if and only if θ∗A (resp. θ∗Ψ) is injective. At
this point we naturally use Theorem 6.5 to get - there is a unitary representation π of U on H for which
AU = AIπ(U)
−1, ΨU = ΨIπ(U)−1, ∀U ∈ U
if and only if
Aσ(UV )A
∗
σ(UW ) = f(UV )f(UW )AV A
∗
W , Aσ(UV )Ψ
∗
σ(UW ) = f(UV )f(UW )AVΨ
∗
W ,
Ψσ(UV )Ψ
∗
σ(UW ) = f(UV )f(UW )ΨVΨ
∗
W , ∀U, V,W ∈ U .
Now for all h ∈ H, for all α ∈ C, and for all U ∈ U ,
〈h, xU 〉 = AUh = AIπ(U)−1h = 〈π(U)−1h, xU 〉 = 〈h, π(U)xU 〉,
〈h, τU 〉 = ΨUh = ΨIπ(U)−1h = 〈π(U)−1h, τU 〉 = 〈h, π(U)τU 〉,
and
〈αxσ(UW ) , xσ(UV )〉 = Aσ(UV )A∗σ(UW )α = f(UV )f(UW )AV A∗Wα = 〈αxσ(W ), xσ(V )〉,
〈ατσ(UW ) , xσ(UV )〉 = Aσ(UV )Ψ∗σ(UW )α = f(UV )f(UW )AVΨ∗Wα = 〈ατσ(W ), xσ(V )〉,
〈ατσ(UW ) , τσ(UV )〉 = Ψσ(UV )Ψ∗σ(UW )α = f(UV )f(UW )ΨVΨ∗Wα = 〈ατσ(W ), τσ(V )〉.
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Hence the theorem. 
Corollary 8.56. Let U be a group-like unitary system with identity I and ({xU}U∈U , {τU}U∈U ) be a
frame for H with θ∗x or θ∗τ is injective. Then there is a unitary representation π of U on H for which
(i) xU = Sx,τπ(U)S
−1
x,τxI , τU = π(U)τI for all U ∈ U if and only if 〈S−2x,τxσ(UV ), xσ(UW )〉 = f(UV )f(UW )〈S−2x,τxV , xW 〉,
〈S−1x,τxσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈S−1x,τxV , τW 〉, 〈τσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈τV , τW 〉 for
all U, V,W ∈ U .
(ii) xU = S
1/2
x,τ π(U)S
−1/2
x,τ xI , τU = S
1/2
x,τ π(U)S
−1/2
x,τ τI for all U ∈ U if and only if 〈S−1x,τxσ(UV ), xσ(UW )〉 =
f(UV )f(UW )〈S−1x,τxV , xW 〉, 〈S−1x,τxσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈S−1x,τxV , τW 〉, 〈S−1x,ττσ(UV ), τσ(UW )〉 =
f(UV )f(UW )〈S−1x,ττV , τW 〉 for all U, V,W ∈ U .
(iii) xU = π(U)xI , τU = π(U)S
−1
x,τ τI for all U ∈ U if and only if 〈xσ(UV ), xσ(UW )〉 = f(UV )f(UW )〈xV , xW 〉,
〈xσ(UV ), S−1x,ττσ(UW )〉 = f(UV )f(UW )〈xV , S−1x,ττW 〉, 〈τσ(UV ), S−2x,ττσ(UW )〉 = f(UV )f(UW )〈τV , S−2x,ττW 〉
for all U, V,W ∈ U .
Proof. Apply Theorem 8.55 to
(i) ({S−1x,τxU}U∈U , {τU}U∈U ) to get: there is a unitary representation π of U on H for which S−1x,τxU =
π(U)(S−1x,τxI), τU = π(U)τI for all U ∈ U if and only if 〈S−1x,τxσ(UV ), S−1x,τxσ(UW )〉 = f(UV )f(UW )〈S−1x,τxV , S−1x,τxW 〉,
〈S−1x,τxσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈S−1x,τxV , τW 〉, 〈τσ(UV ), τσ(UW )〉 = f(UV )f(UW )〈τV , τW 〉 for
all U, V,W ∈ U .
(ii) ({S−1/2x,τ xU}U∈U , {S−1/2x,τ τU}U∈U ) to get: there is a unitary representation π of U on H for which
S
−1/2
x,τ xU = π(U)(S
−1/2
x,τ xI), S
−1/2
x,τ τU = π(U)(S
−1/2
x,τ τI) for all U ∈ U if and only if 〈S−1/2x,τ xσ(UV ), S−1/2x,τ xσ(UW )〉 =
f(UV )f(UW )〈S−1/2x,τ xV , S−1/2x,τ xW 〉, 〈S−1/2x,τ xσ(UV ), S−1/2x,τ τσ(UW )〉 = f(UV )f(UW )〈S−1/2x,τ xV , S−1/2x,τ τW 〉,
〈S−1/2x,τ τσ(UV ), S−1/2x,τ τσ(UW )〉 = f(UV )f(UW )〈S−1/2x,τ τV , S−1/2x,τ τW 〉 for all U, V,W ∈ U .
(iii) ({xg}U∈U , {S−1x,ττg}U∈U ) to get: there is a unitary representation π of U on H for which xU =
π(U)xI , S
−1
x,ττU = π(U)(S
−1
x,τ τI) for all U ∈ U if and only if 〈xσ(UV ), xσ(UW )〉 = f(UV )f(UW )〈xV , xW 〉,
〈xσ(UV ), S−1x,ττσ(UW )〉 = f(UV )f(UW )〈xV , S−1x,ττW 〉, 〈S−1x,ττσ(UV ), S−1x,ττσ(UW )〉 = f(UV )f(UW )〈S−1x,ττV , S−1x,ττW 〉
for all U, V,W ∈ U .

Perturbations
Theorem 8.57. Let ({xj}j∈J, {τj}j∈J) be a frame for H. Suppose {yj}j∈J in H is such that 〈h, yj〉τj =
〈h, τj〉yj , 〈h, yj〉〈τj , h〉 ≥ 0, ∀h ∈ H, ∀j ∈ J and there exist α, β, γ ≥ 0 with max{α + γ‖θτS−1x,τ‖, β} < 1
and for every finite subset S of J∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥ ≤ α
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥+ γ
∑
j∈S
|cj |2

1
2
+ β
∥∥∥∥∥∥
∑
j∈S
cjyj
∥∥∥∥∥∥ , ∀cj ∈ K, ∀j ∈ S.(11)
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds 1−(α+γ‖θτS
−1
x,τ‖)
(1+β)‖S−1x,τ‖ and
‖θτ‖((1+α)‖θx‖+γ)
1−β .
Proof. Let S ⊆ J be finite and {cj}j∈J ∈ ℓ2(J). Then∥∥∥∥∥∥
∑
j∈S
cjyj
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥ = (1 + α)
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥+ β
∥∥∥∥∥∥
∑
j∈S
cjyj
∥∥∥∥∥∥+ γ
∑
j∈S
|cj |2
 12 .
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Therefore ∥∥∥∥∥∥
∑
j∈S
cjyj
∥∥∥∥∥∥ ≤ 1 + α1− β
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥+ γ1− β
∑
j∈S
|cj |2
 12 .
Hence ℓ2(J) ∋ {cj}j∈J 7→
∑
j∈J cjyj ∈ H is a well-defined bounded linear operator with norm ≤ 1+α1−β ‖θ∗x‖+
γ
1−β and hence θy exists, ‖θy‖ ≤ 1+α1−β ‖θx‖+ γ1−β . Now from Inequality (11),
(12)
‖θ∗x({cj}j∈J)− θ∗y({cj}j∈J)‖ ≤ α‖θ∗x({cj}j∈J)‖+ β‖θ∗y({cj}j∈J)‖+ γ
∑
j∈J
|cj |2

1
2
, ∀{cj}j∈J ∈ ℓ2(J).
Let {ej}j∈J be the standard orthonormal basis for ℓ2(J). Since {τj}j∈J is a Bessel sequence (w.r.t. itself),
{〈θτS−1x,τh, ej〉}j∈J ∈ ℓ2(J) for each h ∈ H. This implies {〈S−1x,τh, θ∗τej〉 = 〈S−1x,τh, τj〉}j∈J ∈ ℓ2(J) for each
h ∈ H. So by considering θτS−1x,τh = {〈S−1x,τh, τj〉}j∈J ∈ ℓ2(J) in Inequality (12),
‖h− Sy,τS−1x,τh‖ ≤ α‖h‖+ β‖Sy,τS−1x,τh‖+ γ
∑
j∈J
|〈S−1x,τh, τj〉|2
 12
= α‖h‖+ β‖Sy,τS−1x,τh‖+ γ
∑
j∈J
|〈θτS−1x,τh, ej〉|2
 12
= α‖h‖+ β‖Sy,τS−1x,τh‖+ γ‖θτS−1x,τh‖ = (α+ γ‖θτS−1x,τ‖)‖h‖+ β‖Sy,τS−1x,τh‖, ∀h ∈ H.
Thus Sy,τS
−1
x,τ is invertible. Rest is similar to the proof of Theorem 7.6. 
Corollary 8.58. Let ({xj}j∈J, {τj}j∈J) be a frame for H. Suppose {yj}j∈J in H is such that 〈h, yj〉τj =
〈h, τj〉yj , 〈h, yj〉〈τj , h〉 ≥ 0, ∀h ∈ H, ∀j ∈ J and
r :=
∑
j∈J
‖xj − yj‖2 < 1‖θτS−1x,τ‖2
.
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds 1−
√
r‖θτS−1x,τ‖
‖S−1x,τ‖ and ‖θτ‖(‖θx‖+
√
r).
Proof. Take α = 0, β = 0, γ =
√
r. Then max{α+ γ‖θτS−1x,τ‖, β} < 1 and for every finite subset S of J,∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥ ≤
∑
j∈S
|cj |2
 12 ∑
j∈S
‖xj − yj‖2
 12 ≤ γ
∑
j∈S
|cj |2
 12 , ∀cj ∈ K, ∀j ∈ S.
Now we can apply Theorem 8.57. 
Theorem 8.59. Let ({xj}j∈J, {τj}j∈J) be a frame for H with bounds a and b. Suppose {yj}j∈J in H
is such that
∑
j∈J〈h, yj〉〈τj , h〉 exists for all h ∈ H and is nonnegative for all h ∈ H and there exist
α, β, γ ≥ 0 with max{α+ γ√
a
, β} < 1 and∣∣∣∣∣∣
∑
j∈J
〈h, xj − yj〉〈τj , h〉
∣∣∣∣∣∣
1
2
≤ α
∑
j∈J
〈h, xj〉〈τj , h〉

1
2
+ β
∑
j∈J
〈h, yj〉〈τj , h〉

1
2
+ γ‖h‖, ∀h ∈ H.
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
Proof. Similar to proof of Theorem 7.9. 
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Theorem 8.60. Let ({xj}j∈J, {τj}j∈J) be a frame for H. Suppose {yj}j∈J in H is such that 〈h, yj〉τj =
〈h, τj〉yj , 〈h, yj〉〈τj , h〉 ≥ 0, ∀h ∈ H, ∀j ∈ J,
∑
j∈J ‖xj − yj‖2 converges, and
∑
j∈J ‖xj − yj‖‖S−1x,ττj‖ < 1.
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds 1−
∑
j∈J ‖xj−yj‖‖S−1x,ττj‖
‖S−1x,τ‖ and ‖θτ‖(
∑
j∈J ‖xj − yj‖2+ ‖θx‖).
Proof. Let α =
∑
j∈J ‖xj− yj‖2, β =
∑
j∈J ‖xj − yj‖‖S−1x,ττj‖, S ⊆ J be finite, h ∈ H and {cj}j∈J ∈ ℓ2(J).
Then∥∥∥∥∥∥
∑
j∈S
cjyj
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥ ≤
∑
j∈S
|cj |2
 12 ∑
j∈S
‖xj − yj‖2
 12 +
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
≤ α
∑
j∈S
|cj |2

1
2
+
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥ ,
‖h− Sy,τS−1x,τh‖ =
∥∥∥∥∥∥
∑
j∈J
〈h, xj〉S−1x,ττj −
∑
j∈J
〈h, yj〉S−1x,ττj
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈J
〈h, xj − yj〉S−1x,ττj
∥∥∥∥∥∥
≤
∑
j∈J
‖h‖‖xj − yj‖‖S−1x,ττj‖ = β‖h‖.
Others are similar to the proof of Theorem 7.10. 
9. The finite dimensional case
Theorem 9.1. Let H be a finite dimensional Hilbert space, {xj}nj=1, {τj}nj=1 be a finite set of vectors in
H such that 〈h, xj〉τj = 〈h, τj〉xj , 〈h, xj〉〈τj , h〉 ≥ 0, ∀h ∈ H, ∀j = 1, ..., n. Then ({xj}nj=1, {τj}nj=1) is a
frame for H if and only if for every set {xr1 , ..., xrk , τs1 , ..., τsl : r1, ..., rk, s1, ..., sl ∈ {1, 2, ..., n}, k+ l = n}
of n vectors with {r1, ..., rk} ∩ {s1, ..., sl} = ∅ one has span{xr1 , ..., xrk , τs1 , ..., τsl} = H.
Proof. We can assume H is not trivial.
(⇐) Proof 1. There exists 1 ≤ j ≤ n such that xj 6= 0 6= τj (otherwise Sx,τ is zero). We note
that Sx,τ is self-adjoint and the upper frame bound condition is satisfied. In fact,
∑n
j=1〈h, xj〉〈τj , h〉 ≤
(
∑n
j=1 ‖xj‖‖τj‖)‖h‖2, ∀h ∈ H. Define φ : H ∋ h 7→
∑n
j=1〈h, xj〉〈τj , h〉 ∈ R. Then φ is continuous. Since
the unit sphere of H is compact, there exists g ∈ H with ‖g‖ = 1 such that a := ∑nj=1〈g, xj〉〈τj , g〉 =
inf{∑nj=1〈h, xj〉〈τj , h〉 : h ∈ H, ‖h‖ = 1}. We wish to say a > 0. If this is false: since 〈g, xj〉〈τj , g〉 ≥ 0, ∀j
we must have 〈g, xj〉〈τj , g〉 = 0, ∀j. Let xr1 , ..., xrk be the only xj ’s such that 〈g, xj〉 = 0. Then there exist
τs1 , ..., τsl such that 〈g, τs1〉 = · · · = 〈g, τsl〉 = 0, k + l = n and {r1, ..., rk} ∩ {s1, ..., sl} = ∅. But then
g ⊥ span{xr1 , ..., xrk , τs1 , ..., τsl} = H which implies g = 0 which is forbidden. Now the argument is: a is
lower frame bound. Indeed, for a nonzero h, a‖h‖2 ≤ (∑nj=1〈 h‖h‖ , xj〉〈τj , h‖h‖ 〉)‖h‖2 =∑nj=1〈h, xj〉〈τj , h〉.
Proof 2. We prove by contrapositive. Suppose ({xj}nj=1, {τj}nj=1) is not a frame for H. Then lower frame
bound condition is violated. Then for each m ∈ N, there exists ym ∈ H such that
∑n
j=1〈ym, xj〉〈τj , ym〉 ≤
1
m‖ym‖2. By normalizing and omitting ym’s which are zeros we may assume ‖ym‖ = 1, ∀m. Now we take
the finite dimensionality of H to get a convergent subsequence {ymk}∞k=1 of {ym}∞m=1 converging to
y ∈ H, as k → ∞. Then limk→∞
∑n
j=1〈ymk , xj〉〈τj , ymk〉 =
∑n
j=1〈y, xj〉〈τj , y〉 = 0 and ‖y‖ = 1. This
gives there exists a set {xr1 , ..., xrk , τs1 , ..., τsl : r1, ..., rk, s1, ..., sl ∈ {1, 2, ..., n}, k + l = n} of n vectors
with {r1, ..., rk} ∩ {s1, ..., sl} = ∅ and span{xr1 , ..., xrk , τs1 , ..., τsl} ( H.
(⇒) Again contrapositive. Suppose there exists a set {xr1 , ..., xrk , τs1 , ..., τsl : r1, ..., rk, s1, ..., sl ∈ {1, 2, ..., n}, k+
l = n} of n vectors with {r1, ..., rk} ∩ {s1, ..., sl} = ∅ and span{xr1 , ..., xrk , τs1 , ..., τsl} ( H. Let h ∈ H
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be nonzero such that h ⊥ span{xr1 , ..., xrk , τs1 , ..., τsl}. Now because of {r1, ..., rk} ∩ {s1, ..., sl} = ∅ and
k + l = n we get
∑n
j=1〈h, xj〉〈τj , h〉 = 0 which says the lower frame bound condition fails. 
Proposition 9.2. Let ({xj}nj=1, {τj}nj=1) be a frame for a finite dimensional Hilbert space H with a
lower frame bound a > 1 and ‖xj‖ = ‖τj‖ = 1, ∀j = 1, ..., n. If S is any subset of {1, ..., n} such that
Card(S) < a, then ({xj}j /∈S, {τj}j /∈S) is a frame for H with lower frame bound a− Card(S).
Proof.
a‖h‖2 ≤
n∑
j=1
〈h, xj〉〈τj , h〉 =
∑
j∈S
〈h, xj〉〈τj , h〉+
∑
j /∈S
〈h, xj〉〈τj , h〉
≤
∑
j∈S
‖h‖2‖xj‖‖τj‖+
∑
j /∈S
〈h, xj〉〈τj , h〉 = Card(S)‖h‖2 +
∑
j /∈S
〈h, xj〉〈τj , h〉, ∀h ∈ H.

Theorem 9.3. Let ({xj}nj=1, {τj}nj=1) be a frame for a finite dimensional complex Hilbert space H of
dimension m. Then we have the following.
(i) The optimal lower frame bound (resp. optimal upper frame bound) is the smallest (resp. largest)
eigenvalue for Sx,τ .
(ii) If {λj}mj=1 denote the eigenvalues for Sx,τ , each appears as many times as its algebraic multiplicity,
then
m∑
j=1
λj =
n∑
j=1
〈xj , τj〉 =
n∑
j=1
〈τj , xj〉.
(iii) There exist m− 1 vectors {yj}mj=2 in H such that ({xj}nj=1 ∪ {yj}mj=2, {τj}nj=1 ∪ {yj}mj=2) is a tight
frame for H.
(iv) Condition number for Sx,τ is equal to the ratio between the optimal upper frame bound and the
optimal lower frame bound.
(v) If the optimal upper frame bound is b, then
b ≤
n∑
j=1
〈xj , τj〉 =
n∑
j=1
〈τj , xj〉 ≤ mb.
(vi)
Trace(Sx,τ ) =
n∑
j=1
〈xj , τj〉 =
n∑
j=1
〈τj , xj〉;
Trace(S2x,τ ) =
n∑
j=1
n∑
k=1
〈τj , xk〉〈τk, xj〉 =
n∑
j=1
n∑
k=1
〈τj , τk〉〈xk, xj〉.
(vii) If the frame is tight, then the optimal frame bound b = 1m
∑n
j=1〈xj , τj〉 = 1m
∑n
j=1〈τj , xj〉. In
particular, if 〈xj , τj〉 = 1, ∀j = 1, ..., n, then b = n/m. Further,
h =
1
b
n∑
j=1
〈h, xj〉τj = 1
b
n∑
j=1
〈h, τj〉xj , ∀h ∈ H; ‖h‖2 = 1
b
n∑
j=1
〈h, xj〉〈τj , h〉 = 1
b
n∑
j=1
〈h, τj〉〈xj , h〉, ∀h ∈ H.
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(viii) If the frame is tight, then
(Extended variation formula)
n∑
j=1
n∑
k=1
〈τj , xk〉〈τk, xj〉 = 1
dimH
 n∑
j=1
〈xj , τj〉
2
=
1
dimH
 n∑
j=1
〈τj , xj〉
2 = n∑
j=1
n∑
k=1
〈τj , τk〉〈xk, xj〉.
(ix) If the frame is tight with the optimal bound b and is such that 〈x1, τ1〉 = · · · = 〈xn, τn〉, and
〈τj , xk〉〈τk, xj〉 is constant for all j 6= k, 1 ≤ j, k ≤ n, then
〈xj , τj〉 = b
n
dimH, ∀j, 〈τj , xk〉〈τk, xj〉 =
(
b
n
)2
n− dimH
n− 1 dimH, ∀j, k, j 6= k.
(x) If the frame is Parseval, then
(Extended dimension formula) dimH =
n∑
j=1
〈xj , τj〉 =
n∑
j=1
〈τj , xj〉.
(xi) If the frame is Parseval, then for every T ∈ B(H),
(Extended trace formula) Trace(T ) =
n∑
j=1
〈Txj , τj〉 =
n∑
j=1
〈Tτj , xj〉.
Proof. (i) Using spectral theorem, H has an orthonormal basis {ej}mj=1 consisting of eigenvectors
for Sx,τ . Let {λj}mj=1 denote the corresponding eigenvalues. Then Sx,τh =
∑m
j=1〈h, ej〉Sx,τej =∑m
j=1 λj〈h, ej〉ej , ∀h ∈ H. Since Sx,τ is positive invertible, λj > 0, ∀j = 1, ..., n. Therefore
min{λj}mj=1‖h‖2 ≤
m∑
j=1
λj |〈h, ej〉|2 = 〈Sx,τh, h〉 =
n∑
j=1
〈h, xj〉〈τj , h〉 ≤ max{λj}mj=1‖h‖2, ∀h ∈ H.
To get optimal frame bounds we take eigenvectors corresponding to min{λj}mj=1 and max{λj}mj=1.
(ii)
∑m
j=1 λj =
∑m
j=1 λj‖ej‖2 =
∑m
j=1〈Sx,τej, ej〉 =
∑m
j=1
∑n
k=1〈ej , xk〉〈τk, ej〉 =
∑n
k=1
∑m
j=1〈ej , xk〉〈τk, ej〉 =∑n
k=1〈xk, τk〉. Since Sx,τ = Sτ,x, we get
∑m
j=1 λj =
∑n
j=1〈τj , xj〉.
(iii) Let {ej}mj=1 and {λj}mj=1 be as in (i). We may assume λ1 ≥ · · · ≥ λm. Define yj :=
√
λ1 − λjej , j =
2, ...,m. To show ({xj}nj=1∪{yj}mj=2, {τj}nj=1∪{yj}mj=2) is a tight frame for H:
∑n
j=1〈h, xj〉〈τj , h〉+∑m
j=2〈h, yj〉〈yj , h〉 = 〈Sx,τh, h〉+
∑m
j=2(λ1−λj)|〈h, ej〉|2 =
∑m
j=1 λj |〈h, ej〉|2+
∑m
j=2(λ1−λj)|〈h, ej〉|2 =
λ1|〈h, e1〉|2 + λ1
∑m
j=2 |〈h, ej〉|2 = λ1
∑m
j=1 |〈h, ej〉|2 = λ1‖h‖2, ∀h ∈ H.
(iv) This follows from (i).
(v) As in (iii), we may assume λ1 ≥ · · · ≥ λm. Then (i) gives b = λ1. Now use (ii): b = λ1 ≤
∑m
j=1 λj =∑n
j=1〈xj , τj〉 =
∑n
j=1〈τj , xj〉 ≤ bm = λ1m.
(vi) Let {fj}mj=1 be an orthonormal basis for H. Then
Trace(Sx,τ ) =
m∑
k=1
〈Sx,τfk, fk〉 =
m∑
k=1
〈
n∑
j=1
〈fk, xj〉τj , fk
〉
=
n∑
j=1
m∑
k=1
〈fk, xj〉〈τj , fk〉 =
n∑
j=1
〈τj , xj〉,
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and
Trace(S2x,τ ) =
m∑
l=1
〈Sx,τfl, Sx,τfl〉 =
m∑
l=1
〈
n∑
j=1
〈fl, xj〉τj ,
n∑
k=1
〈fl, τk〉xk
〉
=
n∑
j=1
n∑
k=1
〈τj , xk〉
m∑
l=1
〈fl, xj〉〈τk, fl〉 =
n∑
j=1
n∑
k=1
〈τj , xk〉〈τk, xj〉,
Trace(S2x,τ ) =
m∑
l=1
〈Sx,τfl, Sx,τfl〉 =
m∑
l=1
〈
n∑
j=1
〈fl, xj〉τj ,
n∑
k=1
〈fl, xk〉τk
〉
=
n∑
j=1
n∑
k=1
〈τj , τk〉
m∑
l=1
〈fl, xj〉〈xk, fl〉 =
n∑
j=1
n∑
k=1
〈τj , τk〉〈xk, xj〉.
(vii) Now Sx,τ = λIH, for some positive λ. This gives λ1 = · · · = λm = λ = b. From (ii) we get the
conclusions.
(viii) Let the optimal frame bound be b. From (vi) and (vii),
n∑
j=1
n∑
k=1
〈τj , τk〉〈xk, xj〉 =
n∑
j=1
n∑
k=1
〈τj , xk〉〈τk, xj〉 = Trace(S2x,τ )
= Trace(b2IH) = b2m =
 1
m
n∑
j=1
〈xj , τj〉
2m.
(ix) From (vii), b = n〈xj , τj〉/dimH, ∀j. Using this in (viii)
b2 dimH =
n∑
j=1
n∑
k=1
〈τj , xk〉〈τk, xj〉 =
n∑
j=1
〈τj , xj〉〈τj , xj〉+
n∑
j,k=1,j 6=k
〈τj , xk〉〈τk, xj〉
=
b2(dimH)2
n2
n+ 〈τj , xk〉〈τk, xj〉(n2 − n), ∀j 6= k,which gives the answer.
(x) dimH =∑mj=1 ‖ej‖2 =∑mj=1∑nk=1〈ej , xk〉〈τk, ej〉 =∑mj=1∑nk=1〈ej , τk〉〈xk, ej〉 =∑nk=1∑mj=1〈ej , xk〉〈τk, ej〉 =∑n
k=1
∑m
j=1〈ej , τk〉〈xk, ej〉 =
∑n
k=1〈xk, τk〉 =
∑n
k=1〈τk, xk〉.
(xi) Let {fj}mj=1 be an orthonormal basis forH. Then Trace(T ) =
∑m
j=1〈Tfj, fj〉 =
∑m
j=1〈
∑n
k=1〈Tfj, xk〉τk, fj〉 =∑n
k=1
∑m
j=1〈τk, fj〉〈Tfj, xk〉 =
∑n
k=1
∑m
j=1〈τk, fj〉〈fj , T ∗xk〉 =
∑n
k=1〈τk, T ∗xk〉 =
∑n
k=1〈Tτk, xk〉.
Similarly by using Tfj =
∑n
k=1〈Tfj, τk〉xk, we get Trace(T ) =
∑n
k=1〈Txk, τk〉.

Remark 9.4. Trace formula even holds in infinite dimensions, namely -
Proposition 9.5. Let ({xj}j∈J, {τj}j∈J) be a frame for H. Then
(i) Trace(Sx,τ ) =
∑
j∈J〈xj , τj〉 =
∑
j∈J〈τj , xj〉;
Trace(S2x,τ ) =
∑
j∈J
∑
k∈J〈τj , xk〉〈τk, xj〉 =
∑
j∈J
∑
k∈J〈τj , τk〉〈xk, xj〉.
(ii) If the frame is Parseval, and T ∈ B(H), then Trace(T ) =∑j∈J〈Txj, τj〉 =∑j∈J〈Tτj , xj〉.
Proposition 9.6. Let G be a finite group, (x, τ) be a frame generator for a finite dimensional complex
Hilbert space H whose generated frame has bounds a and b. Then
a ≤ order(G)
dimH 〈x, τ〉 =
order(G)
dimH 〈τ, x〉 ≤ b.
In particular, if the frame is tight with the optimal bound c, then 〈x, τ〉 = 〈τ, x〉 = c dimH/ order(G).
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Proof. Let dimH = m, {λj}mj=1 be eigenvalues for Sx,τ . Define Tg : H ∋ h 7→ 〈h, πgτ〉πgx ∈ H, ∀g ∈ G.
Then Trace(Tg) = 〈πgx, πgτ〉 = 〈x, τ〉, ∀g ∈ G, and Sx,τ =
∑
g∈G Tg. From Theorem 9.3, a ≤
min{λj}mj=1 ≤ max{λj}mj=1 ≤ b. This gives am ≤
∑m
j=1 λj = Trace(Sx,τ ) =
∑
g∈GTrace(Tg) =∑
g∈G〈x, τ〉 ≤ bm. 
Theorem 9.7. If a frame ({xj}nj=1, {τj}nj=1) for Rm is such that
n∑
j=1
〈h, xj〉〈τj , g〉 =
n∑
j=1
〈g, xj〉〈τj , h〉, ∀h, g ∈ Rn,
then it is also a frame for Cm. Further, if ({xj}nj=1, {τj}nj=1) is tight (resp. Parseval) frame for Rm, then
it is also a tight (resp. Parseval) frame for Cm.
Proof. Let a, b be lower and upper frame bounds, in order. For z ∈ Cm we write z = Re z+i Im z,Re z, Im z ∈
Rm. Then
a‖z‖2 = a‖Re z‖2 + a‖ Im z‖2 ≤ a
n∑
j=1
〈Re z, xj〉〈τj ,Re z〉+ a
n∑
j=1
〈Im z, xj〉〈τj , Im z〉
= a
 n∑
j=1
〈Re z, xj〉〈τj ,Re z〉+ i
n∑
j=1
〈Im z, xj〉〈τj ,Re z〉

− ai
 n∑
j=1
〈Re z, xj〉〈τj , Im z〉+ i
n∑
j=1
〈Im z, xj〉〈τj , Im z〉

= a
n∑
j=1
〈Re z + i Im z, xj〉〈τj ,Re z〉 − ai
n∑
j=1
〈Re z + i Im z, xj〉〈τj , Im z〉
= a
 n∑
j=1
〈z, xj〉〈τj ,Re z〉+
n∑
j=1
〈z, xj〉〈τj , i Im z〉
 = a
 n∑
j=1
〈z, xj〉〈τj , z〉

≤ b‖Re z‖2 + b‖ Im z‖2 = b‖z‖2.
Whenever frame is tight or Parseval for Rm, we continuously get equalities in the last chain. 
Theorem 9.8. If ({xj}nj=1, {τj}nj=1) is a frame for Cm such that
n∑
j=1
〈h,Rexj〉〈Im τj , h〉 =
n∑
j=1
〈h, Imxj〉〈Re τj , h〉, ∀h ∈ Cm,
then ({Rexj}nj=1∪{Imxj}nj=1, {Re τj}nj=1∪{Im τj}nj=1) is a frame for Rm. Further, if ({xj}nj=1, {τj}nj=1)
is tight (resp. Parseval) for Cm, then ({Rexj}nj=1 ∪ {Imxj}nj=1, {Re τj}nj=1 ∪ {Im τj}nj=1) is tight (resp.
Parseval) for Rm.
Proof. Taking a, b as lower and upper frame bounds, respectively; since Rm is inside Cm, we get a‖h‖2 ≤∑n
j=1〈h, xj〉〈τj , h〉 ≤ b‖h‖2, ∀h ∈ Rm. We find
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n∑
j=1
〈h, xj〉〈τj , h〉 =
n∑
j=1
〈h,Rexj + i Imxj〉〈Re τj + i Im τj , h〉
=
n∑
j=1
〈h,Rexj〉〈Re τj , h〉+ i
n∑
j=1
〈h,Rexj〉〈Im τj , h〉 − i
n∑
j=1
〈h, Imxj〉〈Re τj , h〉+
n∑
j=1
〈h, Imxj〉〈Im τj , h〉
=
n∑
j=1
〈h,Rexj〉〈Re τj , h〉+
n∑
j=1
〈h, Im xj〉〈Im τj , h〉, ∀h ∈ Rm.
Therefore a‖h‖2 ≤∑nj=1〈h,Rexj〉〈Re τj , h〉+∑nj=1〈h, Imxj〉〈Im τj , h〉 ≤ b‖h‖2, ∀h ∈ Rm.Hence ({Rexj}nj=1∪
{Imxj}nj=1, {Re τj}nj=1 ∪ {Im τj}nj=1) is a frame for Rm. Other facts are clear. 
Remark 9.9. Number of elements in the resulting frame in Theorem 9.8 is twice the number of elements
in the original frame.
Proposition 9.10. Let ({xj}j∈J, {τj}j∈J) be a frame for H. Then H is finite dimensional if and only if∑
j∈J
〈xj , τj〉 =
∑
j∈J
〈τj , xj〉 <∞.
In particular, if dimension of H is finite, 〈xj , τj〉 > 0, ∀j ∈ J and inf{〈xj , τj〉}j∈J is positive, then
Card(J) <∞.
Proof. Let {ek}k∈L be an orthonormal basis for H, and a, b be frame bounds for ({xj}j∈J, {τj}j∈J).
(⇒) Now L is finite. Then ∑j∈J〈xj , τj〉 = ∑j∈J∑k∈L〈xj , ek〉〈ek, τj〉 = ∑k∈L∑j∈J〈xj , ek〉〈ek, τj〉 ≤
b
∑
k∈L ‖ek‖2 = bCard(L) <∞. Since ({xj}j∈J, {τj}j∈J) is a frame, we must have
∑
j∈J〈xj , ek〉〈ek, τj〉 =∑
j∈J〈xj , ek〉〈ek, τj〉. Therefore
∑
j∈J〈xj , τj〉 =
∑
j∈J〈τj , xj〉 <∞.
(⇐) dimH =∑k∈L ‖ek‖2 ≤ (1/a)∑k∈L∑j∈J〈ek, xj〉〈τj , ek〉 = (1/a)∑j∈J∑k∈L〈ek, xj〉〈τj , ek〉 = (1/a)∑j∈J〈xj , τj〉 <
∞.
For the second, 0 < inf{〈xj , τj〉}j∈J Card(J) ≤
∑
j∈J〈xj , τj〉 <∞. 
Proposition 9.11. Let aj , bj ≥ 0, θj , φj ∈ R, j = 1, ..., n. Then
(i)
{
xj :=
[
aj cos θj
aj sin θj
]}n
j=1
is a tight frame for R2 w.r.t.
{
τj :=
[
bj cosφj
bj sinφj
]}n
j=1
if and only if
n∑
j=1
ajbj cos(θj + φj)ajbj sin(θj + φj)
ajbj sin(θj − φj)
 =
00
0
 .
(ii) For all k, l with kl ≥ 3,
{[
cos
(
2πj
k
)
sin
(
2πj
k
)]}kl−1
j=0
is a tight frame for R2 w.r.t.
{[
cos
(
2πj
l
)
sin
(
2πj
l
)]}kl−1
j=0
.
Proof. (i) A direct computation shows that the matrix of the frame operator Sx,τ for the given collection
is 
n∑
j=1
ajbj cos θj cosφj
n∑
j=1
ajbj sin θj cosφj
n∑
j=1
ajbj cos θj sinφj
n∑
j=1
ajbj sin θj sinφj
 .
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Another computation shows (using trigonometric formulas for compound angles) that the frame is
tight, i.e., Sx,τ = aIR2 for some a > 0 if and only if
n∑
j=1
ajbj cos(θj + φj)ajbj sin(θj + φj)
ajbj sin(θj − φj)
 =
00
0
 .
(ii) We take the advantage of ‘if’ in (i). We even show
kl−1∑
j=0

cos
(
2πj
k +
2πj
l
)
sin
(
2πj
k +
2πj
l
)
cos
(
2πj
k − 2πjl
)
sin
(
2πj
k − 2πjl
)
 =

0
0
0
0
 for k 6= l.
We get this from:
∑kl−1
j=0
(
cos
(
2πj
k +
2πj
l
)
+ i sin
(
2πj
k +
2πj
l
))
=
∑kl−1
j=0 e
( 2pijk +
2pij
l )i =
∑kl−1
j=0 e
( 2piik +
2pii
l )j =
0, and
∑kl−1
j=0
(
cos
(
2πj
k − 2πjl
)
+ i sin
(
2πj
k − 2πjl
))
=
∑kl−1
j=0 e
( 2pijk − 2pijl )i =
∑kl−1
j=0 e
( 2piik − 2piil )j = 0.
For the case k = l, clearly
k2−1∑
j=0
cos
(
4πj
k
)
sin
(
4πj
k
)
sin 0
 =
00
0
 .

10. Further extension
Definition 10.1. A collection {Aj}j∈J in B(H,H0) is said to be a weak operator-valued frame (we write
weak (ovf)) in B(H,H0) with respect to collection {Ψj}j∈J in B(H,H0) if the series SA,Ψ :=
∑
j∈JΨ
∗
jAj
converges in the strong-operator topology on B(H) to a bounded positive invertible operator.
Notions of frame bounds, optimal bounds, tight frame, Parseval frame, Bessel are in same fashion as in
Definition 2.1.
For fixed J, H,H0, and {Ψj}j∈J the set of all weak operator-valued frames in B(H,H0) with respect to
collection {Ψj}j∈J is denoted by FwΨ.
Above definition is equivalent to
Definition 10.2. A collection {Aj}j∈J in B(H,H0) is said to be a weak (ovf) w.r.t. {Ψj}j∈J in B(H,H0)
if there exist a, b, r > 0 such that
(i) ‖∑j∈JΨ∗jAjh‖ ≤ r‖h‖, ∀h ∈ H,
(ii)
∑
j∈JΨ
∗
jAjh =
∑
j∈J A
∗
jΨjh, ∀h ∈ H,
(iii) a‖h‖2 ≤∑j∈J〈Ajh,Ψjh〉 ≤ b‖h‖2, ∀h ∈ H.
If the Hilbert space is complex, then condition (ii) can be dropped.
Conditions (i) and (ii) in the previous definition say SA,Ψ exists, bounded and self adjoint and (i) says it
is positive invertible.
Now we try to get concepts and results devoloped earlier it this further extension. Care should be taken
that “statements and proofs should not use analysis as well as synthesis operators”.
Results we derived earlier, for the extension, if it does not use analysis operators, we state them here, for
others we give the proof.
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Proposition 10.3. Let ({Aj}j∈J, {Ψj}j∈J) be a weak (ovf) in B(H,H0) with upper frame bound b. If
Ψ∗jAj ≥ 0, ∀j ∈ J, then ‖Ψ∗jAj‖ ≤ b, ∀j ∈ J.
Proposition 10.4. If ({Aj}j∈J, {Ψj}j∈J) is a weak Bessel in B(H,H0), then there exists a B ∈ B(H,H0)
such that ({Aj}j∈J ∪ {B}, {Ψj}j∈J ∪ {B}) is a tight weak (ovf). In particular, if ({Aj}j∈J, {Ψj}j∈J) is
weak (ovf) in B(H,H0), then there exists a B ∈ B(H,H0) such that ({Aj}j∈J ∪ {B}, {Ψj}j∈J ∪ {B}) is
a tight weak (ovf).
Definition 10.5. A weak (ovf) ({Bj}j∈J, {Φj}j∈J) in B(H,H0) is said to be dual of a weak (ovf)
({Aj}j∈J, {Ψj}j∈J) in B(H,H0) if
∑
j∈J B
∗
jΨj =
∑
j∈J Φ
∗
jAj = IH. The ‘weak (ovf)’ ({A˜j := AjS−1A,Ψ}j∈J, {Ψ˜j :=
ΨjS
−1
A,Ψ}j∈J), which is a ‘dual’ of ({Aj}j∈J, {Ψj}j∈J) is called the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
Proposition 10.6. Let ({Aj}j∈J, {Ψj}j∈J) be a weak (ovf) in B(H,H0). If h ∈ H has representation
h =
∑
j∈J A
∗
jyj =
∑
j∈J Ψ
∗
jzj , for some {yj}j∈J, {zj}j∈J in H0, then∑
j∈J
〈yj , zj〉 =
∑
j∈J
〈Ψ˜jh, A˜jh〉+
∑
j∈J
〈yj − Ψ˜jh, zj − A˜jh〉.
Theorem 10.7. Let ({Aj}j∈J, {Ψj}j∈J) be a weak (ovf) with frame bounds a and b. Then
(i) The canonical dual weak (ovf) of the canonical dual weak (ovf) of ({Aj}j∈J, {Ψj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
(iii) If a, b are optimal frame bounds for ({Aj}j∈J, {Ψj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. Proof of Theorem 2.41 carries, since we have not used analysis operators there. 
Definition 10.8. A weak (ovf) ({Bj}j∈J, {Φj}j∈J) in B(H,H0) is said to be orthogonal to a weak (ovf)
({Aj}j∈J, {Ψj}j∈J) in B(H,H0) if
∑
j∈J B
∗
jΨj =
∑
j∈JΦ
∗
jAj = 0.
Proposition 10.9. Two orthogonal weak operator-valued frames have common dual weak (ovf).
Proof. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two orthogonal weak operator-valued frames in
B(H,H0). Define Cj := AjS−1A,Ψ +BjS−1B,Φ,Ξj := ΨjS−1A,Ψ +ΦjS−1B,Φ, ∀j ∈ J. Then
SC,Ξ =
∑
j∈J
Ξ∗jCj =
∑
j∈J
(S−1A,ΨΨ
∗
j + S
−1
B,ΦΦ
∗
j )(AjS
−1
A,Ψ +BjS
−1
B,Φ)
= S−1A,Ψ
∑
j∈J
Ψ∗jAj
S−1A,Ψ + S−1A,Ψ
∑
j∈J
Ψ∗jBj
S−1B,Φ + S−1B,Φ
∑
j∈J
Φ∗jAj
S−1A,Ψ + S−1B,Φ
∑
j∈J
Φ∗jBj
S−1B,Φ
= S−1A,ΨSA,ΨS
−1
A,Ψ + S
−1
A,Ψ0S
−1
B,Φ + S
−1
B,Φ0S
−1
A,Ψ + S
−1
B,ΦSB,ΦS
−1
B,Φ = S
−1
A,Ψ + S
−1
B,Φ
which is positive invertible. Therefore ({Cj}j∈J, {Ξj}j∈J) is a weak (ovf) in B(H,H0). Further,
∑
j∈J Ψ
∗
jCj =∑
j∈JΨ
∗
j (AjS
−1
A,Ψ + BjS
−1
B,Φ) = IH + 0S
−1
B,Φ = IH,
∑
j∈J A
∗
jΞj =
∑
j∈JA
∗
j (ΨjS
−1
A,Ψ + ΦjS
−1
B,Φ) = IH +
0S−1B,Φ = IH, and
∑
j∈J Φ
∗
jCj =
∑
j∈JΦ
∗
j (AjS
−1
A,Ψ + BjS
−1
B,Φ) = 0S
−1
A,Ψ + IH = IH,
∑
j∈JB
∗
jΞj =∑
j∈JB
∗
j (ΨjS
−1
A,Ψ + ΦjS
−1
B,Φ) = 0S
−1
A,Ψ + IH = IH. This says ({Cj}j∈J, {Ξj}j∈J) is a common dual of
({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J). 
Proposition 10.10. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two Parseval weak operator-
valued frames in B(H,H0) which are orthogonal. If C,D,E, F ∈ B(H) are such that C∗E +D∗F = IH,
then ({AjC +BjD}j∈J, {ΨjE +ΦjF}j∈J) is a Parseval weak (ovf) in B(H,H0). In particular, if scalars
c, d, e, f satisfy c¯e + d¯f = 1, then ({cAj + dBj}j∈J, {eΨj + fΦj}j∈J) is a Parseval weak (ovf).
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Proof. SAC+BD,ΨE+ΦF =
∑
j∈J(ΨjE+ΦjF )
∗(AjC+BjD) = E∗SA,ΨC+E∗(
∑
j∈J Ψ
∗
jBj)D+F
∗(
∑
j∈J Φ
∗
jAj)C+
F ∗SB,ΦD = E∗IHC + E∗0D + F ∗0C + F ∗IHD = IH. 
Definition 10.11. Two weak operator-valued frames ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) in B(H,H0)
are called disjoint if ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is a weak (ovf) in B(H⊕H,H0).
Proposition 10.12. If ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) are weak orthogonal operator-valued
frames in B(H,H0), then they are disjoint. Further, if both ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J)
are Parseval weak, then ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is Parseval weak.
Proof. Let h⊕ g ∈ H⊕H. Then
SA⊕B,Ψ⊕Φ(h⊕ g) =
∑
j∈J
(Ψj ⊕ Φj)∗(Aj ⊕Bj)(h⊕ g) =
∑
j∈J
(Ψj ⊕ Φj)∗(Ajh+Bjg)
=
∑
j∈J
(Ψ∗j (Ajh+Bjg)⊕ Φ∗j (Ajh+Bjg)) =
∑
j∈J
Ψ∗jAjh+
∑
j∈J
Ψ∗jBjg
⊕
∑
j∈J
Φ∗jAjh+
∑
j∈J
Φ∗jBjg

= (SA,Ψh+ 0)⊕ (0 + SB,Φg) = (SA,Ψ ⊕ SB,Φ)(h⊕ g).

Characterizations
Theorem 10.13. Let {Aj}j∈J, {Ψj}j∈J be in B(H,H0). Suppose {ej,k}k∈Lj is an orthonormal basis for
H0, for each j ∈ J. Let uj,k = A∗jej,k, vj,k = Ψ∗jej,k, ∀k ∈ Lj , j ∈ J. Then ({Aj}j∈J, {Ψj}j∈J) is
(i) a weak (ovf) in B(H,H0) with bounds a and b if and only if the map
T : H ∋ h 7→
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k ∈ H
is a well-defined bounded positive invertible operator such that a‖h‖2 ≤ 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H.
(ii) weak Bessel in B(H,H0) with bound b if and only if the map
T : H ∋ h 7→
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k ∈ H
is well-defined bounded positive operator such that 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H.
(iii) a weak (ovf) in B(H,H0) with bounds a and b if and only if there exists r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈h, vj,k〉uj,k, ∀h ∈ H;
a‖h‖2 ≤
∑
j∈J
∑
k∈Lj
〈h, uj,k〉〈vj,k, h〉 ≤ b‖h‖2, ∀h ∈ H.
(iv) weak Bessel in B(H,H0) with bound b if and only if there exists r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;
∑
j∈J
∑
k∈Lj
〈h, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈h, vj,k〉uj,k, ∀h ∈ H;
0 ≤
∑
j∈J
∑
k∈Lj
〈h, uj,k〉〈vj,k, h〉 ≤ b‖h‖2, ∀h ∈ H.
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Theorem 10.14. Let {Aj}j∈J, {Ψj}j∈J be in B(H) such that Ψ∗jAj ≥ 0, ∀j ∈ J. Then ({Aj}j∈J, {Ψj}j∈J)
is a weak (ovf) in B(H) if and only if
T : ℓ2(J)⊗H ∋ y 7→
∑
j∈J
(Ψ∗jAj)
1
2L∗jy ∈ H
is a well-defined bounded surjective operator.
Proof. (⇒) For every finite subset S of J and every y ∈ ℓ2(J)⊗H, we have
∥∥∥∥∥∥
∑
j∈S
(Ψ∗jAj)
1
2L∗jy
∥∥∥∥∥∥ = suph∈H,‖h‖=1
∣∣∣∣∣∣
〈∑
j∈S
(Ψ∗jAj)
1
2L∗jy, h
〉∣∣∣∣∣∣ = suph∈H,‖h‖=1
∣∣∣∣∣∣
∑
j∈S
〈L∗jy, (Ψ∗jAj)
1
2 h〉
∣∣∣∣∣∣
≤ sup
h∈H,‖h‖=1
∑
j∈S
‖L∗jy‖‖(Ψ∗jAj)
1
2h‖ ≤ sup
h∈H,‖h‖=1
∑
j∈S
‖L∗jy‖2

1
2
∑
j∈S
‖(Ψ∗jAj)
1
2h‖2

1
2
= sup
h∈H,‖h‖=1
∑
j∈S
‖L∗jy‖2
 12 ∑
j∈S
〈(Ψ∗jAj)
1
2 h, (Ψ∗jAj)
1
2h〉
 12
= sup
h∈H,‖h‖=1
∑
j∈S
‖L∗jy‖2
 12 ∑
j∈S
〈Ψ∗jAjh, h〉
 12 ≤ sup
h∈H,‖h‖=1
∑
j∈S
‖L∗jy‖2
 12 ‖SA,Ψh‖ 12
≤
∑
j∈S
‖L∗jy‖2
 12 ‖SA,Ψ‖ 12 ,
and
∑
j∈J ‖L∗jy‖2 exists (it equals ‖y‖2). Therefore T is bounded linear with ‖T ‖ ≤ ‖SA,Ψ‖1/2. Since
SA,Ψ is invertible, for given g ∈ H there exists h ∈ H such that g = SA,Ψh. Now we need to ensure the con-
vergence of
∑
k∈J Lk(Ψ
∗
kAk)
1/2h. In fact, for finite S ⊆ J, ‖∑k∈S Lk(Ψ∗kAk)1/2h‖2 = 〈∑k∈S Ψ∗kAkh, h〉,
this goes to 〈SA,Ψh, h〉. But then,
g =
∑
j∈J
Ψ∗jAjh =
∑
j∈J
(Ψ∗jAj)
1
2L∗j
∑
k∈J
Lk(Ψ
∗
kAk)
1
2 h
 = T
∑
k∈J
Lk(Ψ
∗
kAk)
1
2h
 .
(⇐) First we show that ∑j∈J〈Ψ∗jAjh, h〉 converges, ∀h ∈ H and using this, we show ∑j∈J Ψ∗jAjh con-
verges, ∀h ∈ H. Let h ∈ H, S be a finite subset of J. Then
∑
j∈S
〈Ψ∗jAjh, h〉 ≤
∥∥∥∥∥∥
∑
j∈S
Ψ∗jAjh
∥∥∥∥∥∥ ‖h‖ =
∥∥∥∥∥∥
∑
j∈S
(Ψ∗jAj)
1
2L∗j
(∑
k∈S
Lk(Ψ
∗
kAk)
1
2h
)∥∥∥∥∥∥ ‖h‖
=
∥∥∥∥∥∥T
∑
k∈S
Lk(Ψ
∗
kAk)
1
2h+
∑
k∈J\S
0
∥∥∥∥∥∥ ‖h‖ ≤ ‖T ‖
∥∥∥∥∥∑
k∈S
Lk(Ψ
∗
kAk)
1
2h
∥∥∥∥∥ ‖h‖
= ‖T ‖
〈∑
k∈S
Ψ∗kAkh, h
〉 1
2
‖h‖.
Therefore
∑
j∈S〈Ψ∗jAjh, h〉 ≤ ‖T ‖2‖h‖2. Since Ψ∗jAj ≥ 0, ∀j ∈ J, {
∑
j∈S〈Ψ∗jAjh, h〉 : S ⊆ J is finite} is
monotonically increasing, and this gives the convergence of
∑
j∈J〈Ψ∗jAjh, h〉. Next,
70
∥∥∥∥∥∥
∑
j∈S
Ψ∗jAjh
∥∥∥∥∥∥ = supg∈H,‖g‖=1
∣∣∣∣∣∣
〈∑
j∈S
Ψ∗jAjh, g
〉∣∣∣∣∣∣ = supg∈H,‖g‖=1
∣∣∣∣∣∣
∑
j∈S
〈(Ψ∗jAj)
1
2 h, (Ψ∗jAj)
1
2 g〉
∣∣∣∣∣∣
≤ sup
g∈H,‖g‖=1
∑
j∈S
‖(Ψ∗jAj)
1
2 h‖2

1
2
∑
j∈S
‖(Ψ∗jAj)
1
2 g‖2

1
2
=
∑
j∈S
〈Ψ∗jAjh, h〉
 12 sup
g∈H,‖g‖=1
∑
j∈S
〈Ψ∗jAjg, g〉
 12 ≤
∑
j∈S
〈Ψ∗jAjh, h〉
 12 ‖T ‖.
So
∑
j∈J Ψ
∗
jAjh converges and ‖SA,Ψh‖ = ‖
∑
j∈S Ψ
∗
jAjh‖ ≤ ‖T ‖2‖h‖. Clearly SA,Ψ is positive. Since
range of T is closed, there exists bounded linear T † : H → ℓ2(J)⊗H such that TT † = IH. With this, for
h ∈ H
‖h‖4 = 〈TT †h, h〉2 =
〈∑
j∈J
(Ψ∗jAj)
1
2L∗jT
†h, h
〉2
=
∑
j∈J
〈L∗jT †h, (Ψ∗jAj)
1
2h〉
2
≤
∑
j∈J
‖L∗jT †h‖2
∑
j∈J
‖(Ψ∗jAj)
1
2h‖2
 = 〈∑
j∈J
LjL
∗
jT
†h, T †h
〉∑
j∈J
〈Ψ∗jAjh, h〉
= ‖T †h‖2
∑
j∈J
〈Ψ∗jAjh, h〉 ≤ ‖T †‖‖h‖2
∑
j∈J
〈Ψ∗jAjh, h〉
and this gives ‖T †‖−1‖h‖2 ≤ 〈SA,Ψh, h〉, ∀h ∈ H. 
Similarity and tensor product of weak operator-valued frames
Definition 10.15. A weak (ovf) ({Bj}j∈J, {Φj}j∈J) in B(H,H0) is said to be right-similar to a weak (ovf)
({Aj}j∈J, {Ψj}j∈J) in B(H,H0) if there exist invertible RA,B, RΨ,Φ ∈ B(H) such that Bj = AjRA,B,Φj =
ΨjRΨ,Φ, ∀j ∈ J.
Proposition 10.16. Let {Aj}j∈J ∈ FwΨ with frame bounds a, b, let RA,B, RΨ,Φ ∈ B(H) be positive,
invertible, commute with each other, commute with SA,Ψ, and let Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J.
Then {Bj}j∈J ∈ FwΦ, SB,Φ = RΨ,ΦSA,ΨRA,B, and a‖R−1A,B‖‖R−1Ψ,Φ‖ ≤ SB,Φ ≤ b‖RA,BRΨ,Φ‖. Assuming that
({Aj}j∈J, {Ψj}j∈J) is a Parseval weak (ovf), then ({Bj}j∈J, {Φj}j∈J) is a Parseval weak (ovf) if and only
if RΨ,ΦRA,B = IH.
Proof. Proof is there in the proof of Proposition 4.2. 
Proposition 10.17. Let {Aj}j∈J ∈ FwΨ, {Bj}j∈J ∈ FwΦ and Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J, for
some invertible RA,B, RΨ,Φ ∈ B(H). Then SB,Φ = R∗Ψ,ΦSA,ΨRA,B. Assuming that ({Aj}j∈J, {Ψj}j∈J) is
a Parseval weak (ovf), then ({Bj}j∈J, {Φj}j∈J) is a Parseval weak (ovf) if and only if R∗Ψ,ΦRA,B = IH.
Proof. SB,Φ =
∑
j∈J Φ
∗
jBj =
∑
j∈JR
∗
Ψ,ΦΨ
∗
jAjRA,B = R
∗
Ψ,ΦSA,ΨRA,B. 
Remark 10.18. For every weak (ovf) ({Aj}j∈J, {Ψj}j∈J), each of ‘weak operator-valued frames’ ({AjS−1A,Ψ}j∈J, {Ψj}j∈J),
({AjS−1/2A,Ψ }j∈J, {ΨjS−1/2A,Ψ }j∈J), and ({Aj}j∈J, {ΨjS−1A,Ψ}j∈J) is a Parseval weak (ovf) which is right-
similar to ({Aj}j∈J, {Ψj}j∈J).
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Tensor product: Let {Aj}j∈J be a weak (ovf) w.r.t. {Ψj}j∈J in B(H,H0), and {Bl}l∈L be a weak (ovf)
w.r.t. {Φl}l∈L in B(H1,H2). The weak (ovf) ({C(j,l) := Aj ⊗Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗Φl}(j,l)∈J×L) in
B(H⊗H1,H0 ⊗H2) is called as tensor product of ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L).
Proposition 10.19. Let ({C(j,l) := Aj ⊗Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗Φl}(j,l)∈J×L) be the tensor product
of weak operator-valued frames ({Aj}j∈J, {Ψj}j∈J) in B(H,H0), and ({Bl}l∈L, {Φl}l∈L) in B(H1,H2).
Then SC,Ξ = SA,Ψ⊗SB,Φ. If ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L) are Parseval weak frames , then
({C(j,l)}(j,l)∈J×L, {Ξ(j,l)}(j,l)∈J×L) is Parseval weak.
Proof. At each elementary tensor h⊗ g ∈ H ⊗H1, we have
(SA,Ψ ⊗ SB,Φ)(h⊗ g) = SA,Ψh⊗ SB,Φg =
∑
j∈J
Ψ∗jAjh
⊗(∑
k∈L
Φ∗kBkg
)
=
∑
j∈J
∑
k∈L
(Ψ∗j ⊗ Φ∗k)(Aj ⊗Bk)(h⊗ g) =
∑
(j,k)∈J×L
(Ψj ⊗ Φk)∗(Aj ⊗Bk)(h⊗ g) = SC,Ξ(h⊗ g).

Sequential version of weak frames
Definition 10.20. A collection {xj}j∈J in H is called a weak frame w.r.t. a collection {τj}j∈J in H if
Sx,τ : H ∋ h 7→
∑
j∈J〈h, xj〉τj ∈ H is a well-defined bounded positive invertible operator. Notions of frame
bounds, optimal bounds, tight frame, Parseval frame, Bessel are in parallel to the same in Definition 8.1.
For fixed J,H, and {τj}j∈J the set of all weak frames for H w.r.t. {τj}j∈J is denoted by Fwτ .
Above definition is equivalent to
Definition 10.21. A collection {xj}j∈J in H is called a weak frame w.r.t. a collection {τj}j∈J in H if
there are a, b, r > 0 such that
(i) ‖∑j∈J〈h, xj〉τj‖ ≤ r‖h‖, ∀h ∈ H,
(ii)
∑
j∈J〈h, xj〉τj =
∑
j∈J〈h, τj〉xj , ∀h ∈ H,
(iii) a‖h‖2 ≤∑j∈J〈h, xj〉〈τj , h〉 ≤ b‖h‖2, ∀h ∈ H.
If the space is complex, then (ii) is not required.
Note that the first condition in the above definition gives the existence and boundedness of Sx,τ and
second and third conditions give the self-adjointness, positivity and invertibility of Sx,τ .
Theorem 10.22. Let {xj}j∈J, {τj}j∈J be in H. Define Aj : H ∋ h 7→ 〈h, xj〉 ∈ K, Ψj : H ∋ h 7→
〈h, τj〉 ∈ K, ∀j ∈ J. Then ({xj}j∈J, {τj}j∈J) is a weak frame for H if and only if {Aj}j∈J, {Ψj}j∈J is a
weak operator-valued frame in B(H,K).
Proposition 10.23. If ({xj}j∈J, {τj}j∈J) is a weak frame for H, then every h ∈ H can be written as
h =
∑
j∈J
〈h, S−1x,ττj〉xj =
∑
j∈J
〈h, τj〉S−1x,τxj =
∑
j∈J
〈h, S−1x,τxj〉τj =
∑
j∈J
〈h, xj〉S−1x,τ τj .
Proof. For all h ∈ H, h = S−1x,τSx,τh = S−1x,τ(
∑
j∈J〈h, xj〉τj) =
∑
j∈J〈h, xj〉S−1x,τ τj , h = Sx,τS−1x,τh =∑
j∈J〈S−1x,τh, xj〉τj =
∑
j∈J〈h, S−1x,τxj〉τj . Other two expansions will come from Sx,τ = Sτ,x. 
Proposition 10.24. Let {xj}j∈J and {τj}j∈J be in H such that 〈h, xj〉〈τj , h〉 ≥ 0, ∀h ∈ H, ∀j ∈ J, and
h =
∑
j∈J
〈h, xj〉τj =
∑
j∈J
〈h, τj〉xj , ∀h ∈ H.
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Then ({xj}j∈J, {τj}j∈J) is a tight weak frame for H.
Proof. Given equation gives existence, boundedness and self-adjointness of Sx,τ . We have to show the
frame inequality. Now
‖h‖2 = lim
〈 ∑
j∈S, S finite
〈h, xj〉τj , h
〉
= lim
∑
j∈S, S finite
〈h, xj〉〈τj , h〉 =
∑
j∈J
〈h, xj〉〈τj , h〉, ∀h ∈ H,
where to get the last equality we have used the fact that a monotonically increasing net of real numbers
converges. 
Proposition 10.25. Let ({xj}j∈J, {τj}j∈J) be a weak frame for H with an upper frame bound b. If for
some j ∈ J we have 〈xj , xl〉〈τl, xj〉 ≥ 0, ∀l ∈ J, then 〈xj , τj〉 ≤ b for that j.
Proposition 10.26. Every weak Bessel sequence ({xj}j∈J, {τj}j∈J) for H can be extended to a tight weak
frame for H. In particular, every weak frame ({xj}j∈J, {τj}j∈J) for H can be extended to a tight weak
frame for H.
Proposition 10.27. Let ({xn}∞n=1, {τn}∞n=1) be a weak frame for H with bounds a and b. For h ∈ H
define
h0 := 0, hn := hn−1 +
2
a+ b
Sx,τ (h− hn−1), ∀n ≥ 1. Then ‖hn − h‖ ≤
(
b− a
b+ a
)n
‖h‖, ∀n ≥ 1.
Definition 10.28. A weak frame ({yj}j∈J, {ωj}j∈J) for H is said to be a dual of weak frame ({xj}j∈J, {τj}j∈J)
for H if ∑j∈J〈h, xj〉ωj = ∑j∈J〈h, τj〉yj = h, ∀h ∈ H. The ‘weak frame’ ({x˜j := S−1x,τxj}j∈J, {τ˜j :=
S−1x,ττj}j∈J), which is a ‘dual’ of ({xj}j∈J, {τj}j∈J) is called the canonical dual of ({xj}j∈J, {τj}j∈J).
Symmetry of Definition 10.20 implies symmetry of Definition 10.28.
Proposition 10.29. Let ({xj}j∈J, {τj}j∈J) be a weak frame for H. If h ∈ H has representation h =∑
j∈J cjxj =
∑
j∈J djτj , for some scalar sequences {cj}j∈J, {dj}j∈J, then∑
j∈J
cj d¯j =
∑
j∈J
〈h, τ˜j〉〈x˜j , h〉+
∑
j∈J
(〈cj − 〈h, τ˜j〉)(d¯j − 〈x˜j , h〉).
Theorem 10.30. Let ({xj}j∈J, {τj}j∈J) be a weak frame for H with frame bounds a and b. Then
(i) The canonical dual weak frame of the canonical dual weak frame of ({xj}j∈J, {τj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({xj}j∈J, {τj}j∈J).
(iii) If a, b are optimal frame bounds for ({xj}j∈J, {τj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. We refer to the proof of Theorem 8.25. 
Definition 10.31. A weak frame ({yj}j∈J, {ωj}j∈J) for H is said to be orthogonal to a weak frame
({xj}j∈J, {τj}j∈J) for H if
∑
j∈J〈h, xj〉ωj =
∑
j∈J〈h, τj〉yj = 0, ∀h ∈ H.
Since Definition 10.20 is symmetric, Definition 10.31 is also symmetric.
Proposition 10.32. Two orthogonal weak frames have common dual weak frame.
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Proof. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be orthogonal frames for H. Define zj := S−1x,τxj +
S−1y,ωyj , ρj := S
−1
x,ττj + S
−1
y,ωωj , ∀j ∈ J. For h ∈ H,
Sz,ρh =
∑
j∈J
〈h, zj〉ρj =
∑
j∈J
〈h, S−1x,τxj + S−1y,ωyj〉(S−1x,ττj + S−1y,ωωj)
= S−1x,τ
∑
j∈J
〈S−1x,τh, xj〉τj
 + S−1y,ω
∑
j∈J
〈S−1x,τh, xj〉ωj
+ S−1x,τ
∑
j∈J
〈S−1y,ωh, yj〉τj
+ S−1y,ω
∑
j∈J
〈S−1y,ωh, yj〉ωj

= S−1x,τSx,τS
−1
x,τh+ S
−1
y,ω0 + S
−1
x,τ0 + S
−1
y,ωSy,ωS
−1
y,ωh = S
−1
x,τh+ S
−1
y,ωh = (S
−1
x,τ + S
−1
y,ω)h.
Therefore ({zj}j∈J, {ρj}j∈J) is a weak frame for H. For duality:
∑
j∈J〈h, xj〉ρj =
∑
j∈J〈h, xj〉S−1x,ττj +∑
j∈J〈h, xj〉S−1y,ωωj = S−1x,τ (
∑
j∈J〈h, xj〉τj) + S−1y,ω(
∑
j∈J〈h, xj〉ωj) = h + S−1y,ω0 = h,
∑
j∈J〈h, τj〉zj =
S−1x,τ (
∑
j∈J〈h, τj〉xj) + S−1y,ω(
∑
j∈J〈h, τj〉yj) = h + S−1y,ω0 = h, and
∑
j∈J〈h, yj〉ρj = S−1x,τ (
∑
j∈J〈h, yj〉τj) +
S−1y,ω(
∑
j∈J〈h, yj〉ωj) = S−1x,τ0 + h = h,
∑
j∈J〈h, ωj〉zj = S−1x,τ (
∑
j∈J〈h, ωj〉xj) + S−1y,ω(
∑
j∈J〈h, ωj〉yj) =
S−1x,τ0 + h = h, ∀h ∈ H. 
Proposition 10.33. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be two Parseval weak frames for H
which are orthogonal. If A,B,C,D ∈ B(H) are such that AC∗+BD∗ = IH, then ({Axj+Byj}j∈J, {Cτj+
Dωj}j∈J) is a Parseval weak frame for H. In particular, if scalars a, b, c, d satisfy ac¯ + bd¯ = 1, then
({axj + byj}j∈J, {cτj + dωj}j∈J) is a Parseval weak frame for H.
Proof. For all h ∈ H,
SAx+By,Cτ+Dωh =
∑
j∈J
〈h,Axj +Byj〉(Cτj +Dωj)
= C
∑
j∈J
〈A∗h, xj〉τj
+D
∑
j∈J
〈A∗h, xj〉ωj
+ C
∑
j∈J
〈B∗h, xj〉τj
+D
∑
j∈J
〈B∗h, yj〉ωj

= CA∗h+D0 + C0 +DB∗h = h.

Definition 10.34. Two weak frames ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) for H are called disjoint
if ({xj ⊕ yj}j∈J, {τj ⊕ ωj}j∈J) is a weak frame for H⊕H.
Proposition 10.35. If ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are disjoint weak frames for H, then
they are disjoint. Further, if both ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are Parseval weak, then
({xj ⊕ yj}j∈J, {τj ⊕ ωj}j∈J) is Parseval weak.
Proof. Proof is inside the proof of Proposition 8.37. 
Similarity and tensor product
Definition 10.36. A weak frame ({yj}j∈J, {ωj}j∈J) for H is said to be similar to a weak frame ({xj}j∈J, {τj}j∈J)
for H if there are invertible operators Tx,y, Tτ,ω ∈ B(H) such that yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J.
Proposition 10.37. Let {xj}j∈J ∈ Fwτ with frame bounds a, b, let Tx,y, Tτ,ω ∈ B(H) be positive, invertible,
commute with each other, commute with Sx,τ , and let yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J. Then {yj}j∈J ∈
Fwτ , Sy,ω = Tτ,ωSx,τTx,y, and
a
‖T−1x,y‖‖T−1τ,ω‖ ≤ Sy,ω ≤ b‖Tx,yTτ,ω‖. Assuming that ({xj}j∈J, {τj}j∈J) is
Parseval weak, then ({yj}j∈J, {ωj}j∈J) is Parseval weak if and only if Tτ,ωTx,y = IH.
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Proof. For h ∈ H, Sy,ω =
∑
j∈J〈h, yj〉ωj =
∑
j∈J〈h, Tx,yxj〉Tτ,ωτj = Tτ,ω(
∑
j∈J〈Tx,yh, xj〉τj) = Tτ,ωSx,τTx,yh.

Proposition 10.38. Let {xj}j∈J ∈ Fwτ , {yj}j∈J ∈ Fwω and yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J, for some
invertible Tx,y, Tτ,ω ∈ B(H). Then θy = θxT ∗x,y, θω = θτT ∗τ,ω, Sy,ω = Tτ,ωSx,τT ∗x,y, Py,ω = Px,τ . Assuming
that ({xj}j∈J, {τj}j∈J) is a Parseval weak frame, then ({yj}j∈J, {ωj}j∈J) is a Parseval weak frame if and
only if Tτ,ωT
∗
x,y = IH.
Remark 10.39. For every weak frame ({xj}j∈J, {τj}j∈J), each of ‘weak frames’ ({S−1x,τxj}j∈J, {τj}j∈J),
({S−1/2x,τ xj}j∈J, {S−1/2x,τ τj}j∈J), and ({xj}j∈J, {S−1x,ττj}j∈J) is a Parseval weak frame which is similar to
({xj}j∈J, {τj}j∈J).
Tensor product: Let ({xj}j∈J, {τj}j∈J) be a weak frame for H, and ({yl}l∈L, {ωl}l∈L) be a weak frame
for H1. The weak frame ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) for H ⊗H1 is called as
tensor product of weak frames ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L).
Proposition 10.40. Let ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) be the tensor product
of weak frames ({xj}j∈J, {τj}j∈J) for H, and ({yl}l∈L, {ωl}l∈L) for H1. Then Sz,ρ = Sx,τ ⊗ Sy,ω. If
({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L) are Parseval weak, then ({z(j,l)}(j,l)∈J×L, {ρ(j,l)}(j,l)∈J×L) is
Parseval weak.
Proof. For all elementary tensors h⊗ g ∈ H⊗H1,
(Sx,τ ⊗ Sy,ω)(h⊗ g) = Sx,τh⊗ Sy,ωg =
∑
j∈J
〈h, xj〉τj
⊗(∑
k∈L
〈g, yk〉ωk
)
=
∑
j∈J
∑
k∈L
〈h, xj〉〈g, yk〉(τj ⊗ ωk) =
∑
(j,k)∈J×L
〈h⊗ g, xj ⊗ yk〉(τj ⊗ ωk) = Sz,ρ(h⊗ g).

11. Extension of homomorphism-valued frames and bases
Kaplansky [28] was the first to introduce inner products on modules which take values in commutative
C*-algebras. Paschke [34] studied these spaces without assuming commutativity.
Books [30, 32, 39] contain Hilbert C*-modules. The definition of frames for Hilbert C*-modules (over
unital C*-algebra) for the first time, appears in 2002, in the paper of Frank and Larson [17].
Definition 11.1. [17] A set {xj}j∈J in E is said to be a frame for E if there are real a, b > 0 such that
a〈x, x〉 ≤
∑
j∈J
〈x, xj〉〈xj , x〉 ≤ b〈x, x〉, ∀x ∈ E
where the sum converges in the norm of A. We say {xj}j∈J is Bessel if
∑
j∈J〈x, xj〉〈xj , x〉 ≤ b〈x, x〉, ∀x ∈
E.
Definition 11.2. Let E,E0 be Hilbert C*-modules over a unital C*-algebra A. Define Lj : E0 ∋ y 7→
ej ⊗ y ∈ HA ⊗ E0, where {ej}j∈J is the standard orthonormal basis for HA, for each j ∈ J. A collection
{Aj}j∈J in Hom∗A(E,E0) is said to be a homomorphism-valued frame (we write (hvf)) in Hom∗A(E,E0)
with respect to a collection {Ψj}j∈J in Hom∗A(E,E0) if
(i) the series SA,Ψ :=
∑
j∈J Ψ
∗
jAj (frame homomorphism) converges in the strict topology on End
∗
A(E)
to an adjointable (hence bounded homomorphism) positive invertible homomorphism.
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(ii) both θA :=
∑
j∈J LjAj, θΨ :=
∑
j∈J LjΨj (analysis homomorphisms) converge in the strict topology
on Hom∗A(E,HA ⊗ E0) to adjointable homomorphisms.
We call, real α, β > 0 satisfying αIE ≤ SA,Ψ ≤ βIE are called as lower and upper frame bounds,
respectively. Let a = sup{α : αIE ≤ SA,Ψ}, b = inf{β : SA,Ψ ≤ βIE}. We term a as the optimal lower
frame bound, b as the optimal upper frame bound. If a = b, then the frame is called as tight frame or
exact frame. A tight frame is said to be Parseval if a = 1.
For fixed J, E,E0, and {Ψj}j∈J, the set of all homomorphism-valued frames in Hom∗A(E,E0) with respect
to collection {Ψj}j∈J is denoted by FΨ.
If we do not demand the invertibility condition in (i), then we say that {Aj}j∈J is Bessel w.r.t. {Ψj}j∈J.
Like Hilbert space situation, we write ({Aj}j∈J, {Ψj}j∈J) is (hvf)/Bessel.
Proposition 11.3. If ({Aj}j∈J, {Ψj}j∈J) is Bessel in Hom∗A(E,E0), then there exists a B ∈ Hom∗A(E,E0)
such that ({Aj}j∈J ∪ {B}, {Ψj}j∈J ∪ {B}) is a tight (hvf). In particular, if ({Aj}j∈J, {Ψj}j∈J) is a (hvf)
in Hom∗
A
(E,E0), then there exists a B ∈ Hom∗A(E,E0) such that ({Aj}j∈J ∪ {B}, {Ψj}j∈J ∪ {B}) is a
tight (hvf).
Definition 11.4. Let {Aj}j∈J in Hom∗A(E,E0). We say
(i) {Aj}j∈J is an orthogonal set in Hom∗A(E,E0) if
〈A∗jy,A∗kz〉 = 0, ∀y, z ∈ E0, ∀j, k ∈ J, j 6= k.
(ii) {Aj}j∈J is an orthonormal set in Hom∗A(E,E0) if
〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ E0, ∀j, k ∈ J and
∑
j∈J
〈Ajx,Ajx〉 ≤ 〈x, x〉, ∀x ∈ E.
(iii) {Aj}j∈J is an orthonormal basis in Hom∗A(E,E0) if
〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ E0, ∀j, k ∈ J and
∑
j∈J
〈Ajx,Ajx〉 = 〈x, x〉, ∀x ∈ E.
Theorem 11.5. (i) Every orthonormal set Y in Hom∗A(E,E0) is contained in a maximal orthonormal
set.
(ii) If Hom∗A(E,E0) has a homomorphism T such that TT
∗ is bounded invertible, then Hom∗A(E,E0) has
a maximal orthonormal set.
Lemma 11.6. If {Aj}j∈J in Hom∗A(E,E0) satisfies 〈A∗jy,A∗kz〉 = δj,k〈y, z〉, ∀y, z ∈ E0, ∀j, k ∈ J, and∑
j∈J〈Ajx,Ajx〉 converges for all x ∈ E, then
∑
j∈J〈Ajx,Ajx〉 ≤ 〈x, x〉, ∀x ∈ E.
Proof. For x ∈ E and each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
A∗jAjx
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
〈∑
j∈S
A∗jAjx,
∑
k∈S
A∗kAkx
〉∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈S
〈Ajx,Ajx〉
∥∥∥∥∥∥ ,
which is convergent. Therefore
∑
j∈JA
∗
jAjx exists. Then
0 ≤
〈
x−
∑
j∈J
A∗jAjx, x−
∑
k∈J
A∗kAkx
〉
= 〈x, x〉 − 2
∑
j∈J
〈Ajx,Ajx〉+
∑
j∈J
〈Ajx,Ajx〉
= 〈x, x〉 −
∑
j∈J
〈Ajx,Ajx〉,
⇒∑j∈J〈Ajx,Ajx〉 ≤ 〈x, x〉, ∀x ∈ E.
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Proposition 11.7. Let {Aj}j∈J be orthogonal in Hom∗A(E,E0) such that
∑
j∈S〈Ajx,Ajx〉 converges for
all x ∈ E. If AjA∗j s are bounded invertible, then {Uj := (AjA∗j )−1/2Aj}j∈J is orthonormal in Hom∗A(E,E0)
and spanEnd∗
A
(E0){Uj}j∈J = spanEnd∗A(E0){Aj}j∈J.
Proof. Like Hilbert space situation, but one has to use Lemma 11.6 to get the inequality in the definition
of orthonormality. 
Theorem 11.8. (i) If {An}mn=1 is orthogonal in Hom∗A(E,E0), then〈
m∑
n=1
A∗nyn,
m∑
k=1
A∗kyk
〉
=
m∑
n=1
〈A∗nyn, A∗nyn〉, ∀y1, ..., yn ∈ E0.
In particular, ‖∑mn=1A∗nyn‖2 = ‖∑mn=1〈A∗nyn, A∗nyn〉‖ , ∀y1, ..., yn ∈ E0 and ‖A1 + · · · + Am‖2 ≤
‖A1‖2 + · · ·+ ‖Am‖2.
(ii) If {An}mn=1 is orthonormal in Hom∗A(E,E0), then 〈
∑m
n=1A
∗
nyn,
∑m
k=1A
∗
kyk〉 =
∑m
n=1〈yn, yn〉, ∀y1, ..., yn ∈
E0. In particular, ‖
∑m
n=1A
∗
nyn‖2 = ‖
∑m
n=1〈yn, yn〉‖, ∀y1, ..., yn ∈ E0 and ‖A1 + · · ·+Am‖2 = m.
(iii) If {Aj}j∈J is orthogonal in Hom∗A(E,E0) such that AjA∗j is invertible, then {Aj}j∈J is linearly inde-
pendent over A as well as over End∗A(E0). In particular, if {Aj}j∈J is orthonormal in Hom∗A(E,E0),
then it is linearly independent over A as well as over End∗
A
(E0).
Theorem 11.9. Let {Aj}j∈J be orthonormal in Hom∗A(E,E0), {Uj}j∈J be in End∗A(E0) and y ∈ E0.
Then ∑
j∈J
A∗jUjy converges in E if and only if
∑
j∈J
〈Ujy, Ujy〉 converges in A.
Corollary 11.10. Let {Aj}j∈J be orthonormal in Hom∗A(E,E0), {cj}j∈J be a sequence with elements
from A and y ∈ E0. Then∑
j∈J
cjA
∗
jy converges in E if and only if {cj〈y, y〉
1
2 }j∈J ∈ HA.
In particular, if y ∈ E0 is such that 〈y, y〉1/2 is invertible (in A), then
∑
j∈J cjA
∗
jy converges in E if and
only if {cj}j∈J ∈ HA.
Definition 11.11. Let {Aj}j∈J, {Ψj}j∈J be in Hom∗A(E,E0). We say
(i) {Aj}j∈J is an orthonormal set (resp. basis) w.r.t. {Ψj}j∈J if {Aj}j∈J or {Ψj}j∈J is an orthonormal
set (resp. basis) in Hom∗A(E,E0), say {Aj}j∈J is an orthonormal set (resp. basis) in Hom∗A(E,E0),
and there exists a sequence {cj}j∈J of positive invertible elements in the center of A such that
0 < inf{‖cj‖}j∈J ≤ sup{‖cj‖}j∈J < ∞ and Ψj = cjAj , ∀j ∈ J. We write ({Aj}j∈J, {Ψj}j∈J) is an
orthonormal set (resp. basis).
(ii) {Aj}j∈J is a Riesz basis w.r.t. {Ψj}j∈J if there exists an orthonormal basis {Fj}j∈J in Hom∗A(E,E0)
and invertible U, V ∈ End∗
A
(E) with V ∗U is positive such that Aj = FjU,Ψj = FjV, ∀j ∈ J. We
write ({Aj}j∈J, {Ψj}j∈J) is a Riesz basis.
Since cj ’s are invertible, previous definition is symmetric.
Theorem 11.12. Let ({Aj}j∈J, {Ψj = cjAj}j∈J) be orthonormal in Hom∗A(E,E0) such that cj ≤ 2e, ∀j ∈
J (e is identity of A). Then
(i)
∑
j∈J(2e− cj)〈Ajx,Ψjx〉 ≤ 〈x, x〉, ∀x ∈ E, i.e.,
∑
j∈J(2e− cj)Ψ∗jAj ≤ IE.
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(ii) For x ∈ E,
x =
∑
j∈J
Ψ∗jAjx ⇐⇒
∑
j∈J
(2e− cj)〈Ajx,Ψjx〉 = 〈x, x〉 ⇐⇒
∑
j∈J
c2j〈Ajx,Ajx〉 = 〈x, x〉.
If cj ≤ e, ∀j, then x =
∑
j∈JΨ
∗
jAjx ⇐⇒ (e − cj)Ajx = 0, ∀j ∈ J ⇐⇒ (e − cj)A∗jAjx ⊥ x, ∀j ∈ J.
Proof. (i) For x ∈ E and each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
Ψ∗jAjx
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
〈∑
j∈S
cjA
∗
jAjx,
∑
k∈S
ckA
∗
kAkx
〉∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈S
c2j〈Ajx,Ajx〉
∥∥∥∥∥∥
≤ (sup{‖cj‖2}j∈J)
∥∥∥∥∥∥
∑
j∈S
〈Ajx,Ajx〉
∥∥∥∥∥∥ , which is convergent.
Therefore
∑
j∈J Ψ
∗
jAjx exists and similarly
∑
j∈J(2e− cj)Ψ∗jAjx also exists. Then
0 ≤
〈
x−
∑
j∈J
Ψ∗jAjx, x−
∑
k∈J
Ψ∗kAkx
〉
=
〈
x−
∑
j∈J
cjA
∗
jAjx, x−
∑
k∈J
ckA
∗
kAkx
〉
= 〈x, x〉 − 2
∑
j∈J
cj〈Ajx,Ajx〉+
∑
j∈J
c2j〈Ajx,Ajx〉 = 〈x, x〉 −
∑
j∈J
(2cj − c2j)〈Ajx,Ajx〉
⇒∑j∈J(2cj − c2j)〈Ajx,Ajx〉 =∑j∈J(2e− cj)〈Ajx,Ψjx〉 ≤ 〈x, x〉.
(ii) For this we use the fact that the set of all positive elements in a C*-algebra forms a cone.

Corollary 11.13. Let ({Aj}j∈J, {Ψj = cjAj}j∈J) be an orthonormal basis in Hom∗A(E,E0). Then
1
sup{‖cj‖}j∈J
∑
j∈J
Ψ∗jAj ≤ IE ≤
1
inf{‖cj‖}j∈J
∑
j∈J
Ψ∗jAj .
Proof. 1sup{‖cj‖}j∈J
∑
j∈JΨ
∗
jAj =
1
sup{‖cj‖}j∈J
∑
j∈J cjA
∗
jAj ≤
∑
j∈J A
∗
jAj = IE ≤ 1inf{‖cj‖}j∈J
∑
j∈J cjA
∗
jAj =
1
inf{‖cj‖}j∈J
∑
j∈JΨ
∗
jAj . 
Corollary 11.14. If ({Aj}j∈J, {Ψj = cjAj}j∈J) is an orthonormal basis in Hom∗A(E,E0), then inf{‖cj‖}j∈J ≤
‖∑j∈JΨ∗jAj‖ ≤ sup{‖cj‖}j∈J.
Corollary 11.15. If ({Aj}j∈J, {Ψj = cjAj}j∈J) is orthonormal in Hom∗A(E,E0) such that cj ≤ 2e, ∀j ∈ J,
then ‖∑j∈J(2e− cj)〈Ajx,Ψjx〉‖ ≤ ‖x‖2, ∀x ∈ E and ‖∑j∈J(2e− cj)Ψ∗jAj‖ ≤ 1.
Theorem 11.16. If ({Aj}j∈J, {Ψj = cjAj}j∈J) is orthonormal in Hom∗A(E,E0) with cj ≤ 2e, ∀j ∈ J,
then for each x ∈ E, the set
Yx :=
∞⋃
n=1
{
Aj : (2e− cj)〈Ajx,Ψjx〉 > 1
n
〈x, x〉, j ∈ J
}
is either finite or countable.
Proof. For n ∈ N, define
Yn,x :=
{
xj : (2e− cj)〈Ajx,Ψjx〉 > 1
n
〈x, x〉, j ∈ J
}
.
Suppose, for some n, Yn,x has more than n− 1 elements, say x1, ..., xn. Then
∑n
j=1(2e− cj)〈Ajx,Ψjx〉 >
n 1n 〈x, x〉 = 〈x, x〉. From Theorem 11.12,
∑
j∈J(2e − cj)〈x, xj〉〈τj , x〉 ≤ 〈x, x〉. This gives 〈x, x〉 < 〈x, x〉
which is impossible. Therefore Card(Yn,x) ≤ n− 1 and hence Yx = ∪∞n=1Yn,x is finite or countable. 
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Proposition 11.17. (i) If ({Aj}j∈J, {Ψj}j∈J) is an orthonormal basis in Hom∗A(E,E0), then it is a
Riesz basis.
(ii) If ({Aj = FjU}j∈J, {Ψj = FjV }j∈J) is a Riesz basis in Hom∗A(E,E0), then it is a (hvf) with optimal
frame bounds ‖(V ∗U)−1‖−1 and ‖V ∗U‖.
Proof. (i) We may assume {Aj}j∈J is an orthonormal basis. Then there exists a sequence {cj}j∈J of
positive invertible elements in the center of A such that 0 < inf{‖cj‖}j∈J ≤ sup{‖cj‖}j∈J <∞ and
Ψj = cjAj , ∀j ∈ J. Define Fj := Aj , ∀j ∈ J, U := IE and V :=
∑
j∈J cjA
∗
jAj . Since cj ’s are in the
center of A and Aj ’s are orthonormal, V is well-defined bounded adjointable homomorphism (with
bound sup{‖cj‖}j∈J). Then FjU = Aj , FjV =
∑
k∈J ckAjA
∗
kAk = cjAj , ∀j ∈ J. Now positivity of
cj ’s imply V is positive invertible, whose inverse is
∑
j∈J c
−1
j A
∗
jAj . Note that V
∗U = V ≥ 0.
(ii) For every finite subset S of J and x ∈ E, we get ‖∑j∈S LjFjx‖2 = ‖∑j∈S〈Fjx, Fjx〉‖ and this
converges to ‖x‖2. Therefore θA = θFU exists and is bounded adjointable. Also, ‖
∑
j∈S LjΨjx‖2 =
‖∑j∈S c2j〈Ajx,Ajx〉‖ ≤ (sup{‖cj‖2}j∈J)‖∑j∈S〈Ajx,Ajx〉‖ and this converges. Therefore θΨ =
θFV is also bounded adjointable. Now SA,Ψ =
∑
j∈J V
∗F ∗j FjU = V
∗U which is positive invertible.

Theorem 11.18. Let ({Aj = FjU}j∈J, {Ψj = FjV }j∈J) be a Riesz basis in Hom∗A(E,E0).
(i) There exist unique {Bj}j∈J, {Φj}j∈J in Hom∗A(E,E0) such that
IE =
∑
j∈J
B∗jAj =
∑
j∈J
Φ∗jΨj ,
and ({Bj}j∈J, {Φj}j∈J) is Riesz (hvf).
(ii) {x ∈ E : Ajx = 0, ∀j ∈ J} = {0} = {x ∈ E : Ψjx = 0, ∀j ∈ J}. If V U∗ ≥ 0, then there are real
a, b > 0 such that for every finite subset S of J,
a
∑
j∈S
cjc
∗
j 〈x, x〉 ≤
〈∑
j∈S
cjA
∗
jx,
∑
k∈S
ckΨ
∗
kx
〉
≤ b
∑
j∈S
cjc
∗
j 〈x, x〉, ∀x ∈ E, ∀cj ∈ A, ∀j ∈ S.
Proposition 11.19. Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) in Hom∗A(E,E0). Then the bounded adjointable
left-inverses of
(i) θA are precisely S
−1
A,Ψθ
∗
Ψ + U(IHA⊗E0 − θAS−1A,Ψθ∗Ψ), where U ∈ Hom∗A(HA ⊗ E0,E).
(ii) θΨ are precisely S
−1
A,Ψθ
∗
A + V (IHA⊗E0 − θΨS−1A,Ψθ∗A), where V ∈ Hom∗A(HA ⊗ E0,E).
It is well-known that, in contrast with Hilbert spaces, a closed subspace of a Hilbert C*-module need not
be orthogonally complemented. With regard to this, we are going to use the following theorem in the
next result.
Theorem 11.20. (cf. [32]) If T ∈ Hom∗
A
(E,E0) is such that T (E) is closed, then Ker(T ) (resp. T (E))
is an orthogonally complementable submodule in E (resp. E0).
Proposition 11.21. For every {Aj}j∈J ∈ FΨ,
(i) θ∗AθA =
∑
j∈J A
∗
jAj.
(ii) SA,Ψ = θ
∗
ΨθA = θ
∗
AθΨ = SΨ,A.
(iii) ({Aj}j∈J, {Ψj}j∈J) is Parseval if and only if θ∗ΨθA = IE.
(iv) ({Aj}j∈J, {Ψj}j∈J) is Parseval if and only if θAθ∗Ψ is idempotent.
(v) Aj = L
∗
jθA, ∀j ∈ J.
(vi) θAS
−1
A,Ψθ
∗
Ψ is idempotent.
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(vii) θA and θΨ are injective and their ranges are closed.
(viii) θ∗A and θ
∗
Ψ are surjective.
(ix) Ker(θA) and Ker(θΨ) (resp. θA(E) and θΨ(E)) are orthogonally complementable submodules of E
(resp. HA ⊗ E0).
Proof. Proof is similar to the corresponding proposition in ‘operator-valued frames’. For (ix), we have to
use (vii) and Theorem 11.20. 
Like we noticed in Hilbert space setting, the previous proposition says Definition 11.2 is equivalent to
Definition 11.22. A collection {Aj}j∈J in Hom∗A(E,E0) is said to be a (hvf) w.r.t. {Ψj}j∈J in Hom∗A(E,E0)
if there exist a, b, c, d > 0 such that
(i)
∑
j∈JΨ
∗
jAj =
∑
j∈J A
∗
jΨj,
(ii) a〈x, x〉 ≤∑j∈J〈Ajx,Ψjx〉 ≤ b〈x, x〉, ∀x ∈ E,
(iii) ‖∑j∈J〈Ajx,Ajx〉‖ ≤ c‖x‖2, ∀x ∈ E; ‖∑j∈J〈Ψjx,Ψjx〉‖ ≤ d‖x‖2, ∀x ∈ E.
We call the idempotent homomorphism PA,Ψ := θAS
−1
A,Ψθ
∗
Ψ as the frame idempotent.
Definition 11.23. A (hvf) ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) is said to be a Riesz (hvf) if PA,Ψ =
IHA ⊗ IE0 . A Parseval and Riesz (hvf) (i.e., θAθ∗Ψ = IHA ⊗ IE0 and θ∗ΨθA = IE) is called as an
orthonormal (hvf).
Proposition 11.24. (i) If ({Aj}j∈J, {Ψj}j∈J) is a Riesz basis in Hom∗A(E,E0), then it is a Riesz (hvf).
(ii) If ({Aj}j∈J, {Ψj}j∈J) is an orthonormal basis in Hom∗A(E,E0), then it is a Riesz (hvf).
Proposition 11.25. A (hvf) ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) is a Riesz (hvf) if and only if θA(E) =
HA ⊗ E0 if and only if θΨ(E) = HA ⊗ E0.
Proposition 11.26. A (hvf) ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) is an orthonormal (hvf) if and only if
it is a Parseval (hvf) and AjΨ
∗
k = δj,kIE0 , ∀j, k ∈ J.
Theorem 11.27. Let ({Aj}j∈J, {Ψj}j∈J) be a Parseval (hvf) in Hom∗A(E,E0) such that θA(E) = θΨ(E)
and PA,Ψ is projection. Then there exist a Hilbert C*-module E1 which contains E isometrically and
bounded homomorphisms Bj ,Φj : E1 → E0, ∀j ∈ J such that ({Bj}j∈J, {Φj}j∈J) is an orthonormal (hvf)
in Hom∗
A
(E1,E0) and Bj |E = Aj ,Φj |E = Ψj, ∀j ∈ J.
Proof. One has to ensure that θA(E) is orthogonally complementable in HA ⊗ E0. This comes from (ix)
of Proposition 11.21. Construction of E1 and other arguments are similar to the corresponding dilation
result in Section 2. 
Definition 11.28. A (hvf) ({Bj}j∈J, {Φj}j∈J) in Hom∗A(E,E0) is said to be a dual of (hvf) ({Aj}j∈J, {Ψj}j∈J)
in Hom∗
A
(E,E0) if θ
∗
ΦθA = θ
∗
BθΨ = IE. The ‘homomorphism-valued frame’ ({A˜j := AjS−1A,Ψ}j∈J, {Ψ˜j :=
ΨjS
−1
A,Ψ}j∈J), which is a ‘dual’ of ({Aj}j∈J, {Ψj}j∈J) is called the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
Proposition 11.29. Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) in Hom∗A(E,E0). If {yj}j∈J, {zj}j∈J in E0 are
such that x =
∑
j∈J A
∗
jyj =
∑
j∈J Ψ
∗
jzj, ∀x ∈ E, then∑
j∈J
〈yj , zj〉 =
∑
j∈J
〈Ψ˜jx, A˜jx〉+
∑
j∈J
〈yj − Ψ˜jx, zj − A˜jx〉.
Theorem 11.30. Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) with frame bounds a and b. Then
80
(i) The canonical dual (hvf) of the canonical dual (hvf) of ({Aj}j∈J, {Ψj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
(iii) If a, b are optimal frame bounds for ({Aj}j∈J, {Ψj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proposition 11.31. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be homomorphism-valued frames in
Hom∗A(E,E0). Then the following are equivalent.
(i) ({Bj}j∈J, {Φj}j∈J) is dual of ({Aj}j∈J, {Ψj}j∈J).
(ii)
∑
j∈JΦ
∗
jAj =
∑
j∈JB
∗
jΨj = IE.
Theorem 11.32. Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) in Hom∗A(E,E0). If ({Aj}j∈J, {Ψj}j∈J) is a Riesz
basis in Hom∗
A
(E,E0), then ({Aj}j∈J, {Ψj}j∈J) has unique dual. Converse holds if θA(E) = θΨ(E).
Definition 11.33. A (hvf) ({Bj}j∈J, {Φj}j∈J) in Hom∗A(E,E0) is said to be orthogonal to a (hvf)
({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) if θ∗ΦθA = θ∗BθΨ = 0.
Proposition 11.34. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be homomorphism-valued frames in
Hom∗A(E,E0). Then the following are equivalent.
(i) ({Bj}j∈J, {Φj}j∈J) is orthogonal to ({Aj}j∈J, {Ψj}j∈J).
(ii)
∑
j∈JΦ
∗
jAj =
∑
j∈JB
∗
jΨj = 0.
Proposition 11.35. Two orthogonal homomorphism-valued frames have a common dual (hvf).
Proposition 11.36. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two Parseval homomorphism-
valued frames in Hom∗
A
(E,E0) which are orthogonal. If C,D,E, F ∈ EndA(E) are such that C∗E+D∗F =
IE, then ({AjC + BjD}j∈J, {ΨjE + ΦjF}j∈J) is a Parseval (hvf) in Hom∗A(E,E0). In particular, if
a, b, c, d ∈ A satisfy a∗c + b∗d = e (the identity of A), then ({cAj + dBj}j∈J, {eΨj + fΦj}j∈J) is a
Parseval (hvf).
Definition 11.37. Two homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) in
Hom∗
A
(E,E0) are called disjoint if ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is a (hvf) in Hom∗A(E⊕ E,E0).
Proposition 11.38. If ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) are orthogonal homomorphism-valued
frames in Hom∗A(E⊕E,E0), then they are disjoint. Further, if both ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J)
are Parseval, then ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is Parseval.
Characterizations
Theorem 11.39. Let {Fj}j∈J be an arbitrary orthonormal basis in Hom∗A(E,E0). Then
(i) The orthonormal bases ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {cjFjU}j∈J),
where U ∈ End∗A(E) is unitary and c′js are positive invertible elements in the center of A such that
0 < inf{‖cj‖}j∈J ≤ sup{‖cj‖}j∈J <∞.
(ii) The Riesz bases ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjV }j∈J), where
U, V ∈ End∗
A
(E) are invertible such that V ∗U is positive.
(iii) The homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjV }j∈J),
where U, V ∈ End∗
A
(E) are such that V ∗U is positive invertible.
(iv) The Bessel sequences ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjV }j∈J), where
U, V ∈ End∗
A
(E) are such that V ∗U is positive.
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(v) The Riesz homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjV }j∈J),
where U, V ∈ End∗A(E) are such that V ∗U is positive invertible and U(V ∗U)−1V ∗ = IE.
(vi) The orthonormal homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) are precisely
({FjU}j∈J, {FjV }j∈J), where U, V ∈ End∗A(E) are such that V ∗U = IE = UV ∗.
Proof. Similar to proof of Theorem 3.1, but note that∑
j∈J
〈FjUx, FjUx〉 =
〈∑
j∈J
F ∗j FjUx,Ux
〉
= 〈Ux,Ux〉 = 〈x, x〉,
and 〈∑
j∈S
F ∗j Ajx,
∑
k∈S
F ∗kAkx
〉
=
∑
j∈S
〈
Ajx, Fj
(∑
k∈S
F ∗kAkx
)〉
=
∑
j∈S
〈Ajx,Ajx〉
for every finite subset S of J, for every unitary U ∈ End∗
A
(E), and for all x ∈ E. 
Corollary 11.40. (i) If ({Aj}j∈J, {Ψj = cjAj}j∈J) is an orthonormal basis in Hom∗A(E,E0), then
sup{‖Aj‖}j∈J ≤ 1, sup{‖Ψj‖}j∈J ≤ sup{‖cj‖}j∈J, AjΨ∗j = cjIE0 , ∀j ∈ J.
(ii) If ({Aj}j∈J, {Ψj}j∈J) is Bessel in Hom∗A(E,E0), then
sup{‖Aj‖}j∈J ≤ ‖U‖, sup{‖Ψj‖}j∈J ≤ ‖V ‖, sup{‖AjΨ∗j‖}j∈J ≤ ‖UV ∗‖.
Corollary 11.41. Let {Fj}j∈J be an arbitrary orthonormal basis in Hom∗A(E,E0). Then
(i) The orthonormal bases ({Aj}j∈J, {Aj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ End∗
A
(E) is unitary.
(ii) The Riesz bases ({Aj}j∈J, {Aj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjU}j∈J), where U ∈
End∗
A
(E) is invertible.
(iii) The homomorphism-valued frames ({Aj}j∈J, {Aj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ End∗
A
(E) is such that U∗U is invertible.
(iv) The Bessel sequences ({Aj}j∈J, {Aj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjU}j∈J), where
U ∈ End∗
A
(E).
(v) The Riesz homomorphism-valued frames ({Aj}j∈J, {Aj}j∈J) in Hom∗A(E,E0) are precisely ({FjU}j∈J, {FjU}j∈J),
where U ∈ End∗A(E) is such that U∗U is invertible and U(U∗U)−1U∗ = IE.
(vi) The orthonormal homomorphism-valued frames ({Aj}j∈J, {Aj}j∈J) in Hom∗A(E,E0) are precisely
({FjU}j∈J, {FjU}j∈J), where U ∈ End∗A(E) is such that U∗U = IE = UU∗.
(vii) ({Aj}j∈J, {Aj}j∈J) is an orthonormal basis in Hom∗A(E,E0) if and only if it is an orthonormal (hvf).
Caution 11.42. Why is the result corresponding to (vii) in Corollary 3.4 missing in the statement of
Corollary 11.41? The reason is that a closed submodule of a Hilbert C*-module need not be orthogonally
complemented.
Theorem 11.43. Let {Aj}j∈J, {Ψj}j∈J be in Hom∗A(E,E0). Then ({Aj}j∈J, {Ψj}j∈J) is a (hvf) with
bounds a and b (resp. Bessel with bound b)
(i) if and only if
U : HA ⊗ E0 ∋ y 7→
∑
j∈J
A∗jL
∗
jy ∈ E, and V : HA ⊗ E0 ∋ z 7→
∑
j∈J
Ψ∗jL
∗
jz ∈ E
are well-defined, U, V ∈ Hom∗
A
(HA ⊗ E0,E) such that aIE ≤ V U∗ ≤ bIE (resp. 0 ≤ V U∗ ≤ bIE).
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(ii) if and only if
U : HA ⊗ E0 ∋ y 7→
∑
j∈J
A∗jL
∗
jy ∈ E, and S : E ∋ g 7→
∑
j∈J
LjΨjg ∈ HA ⊗ E0
are well-defined, U ∈ Hom∗
A
(HA ⊗ E0,E), S ∈ Hom∗A(E,HA ⊗ E0) such that aIE ≤ S∗U∗ ≤ bIE
(resp. 0 ≤ S∗U∗ ≤ bIE).
(iii) if and only if
R : E ∋ h 7→
∑
j∈J
LjAjh ∈ HA ⊗ E0, and V : HA ⊗ E0 ∋ z 7→
∑
j∈J
Ψ∗jL
∗
jz ∈ E
are well-defined, R ∈ Hom∗A(E,HA⊗E0), V ∈ Hom∗A(HA⊗E0,E) such that aIE ≤ V R ≤ bIE (resp.
0 ≤ V R ≤ bIE).
(iv) if and only if
R : E ∋ h 7→
∑
j∈J
LjAjh ∈ HA ⊗ E0, and S : E ∋ g 7→
∑
j∈J
LjΨjg ∈ HA ⊗ E0
are well-defined, R,S ∈ Hom∗A(E,HA ⊗ E0) such that aIE ≤ S∗R ≤ bIE (resp. 0 ≤ S∗R ≤ bIE).
One more charactrization (Theorem 12.17) will appear in Section 12.
Theorem 11.44. [34] Let T : E→ E0 be linear. The following are equivalent.
(i) Operator T is bounded, and A-linear.
(ii) There exists a real K > 0 such that 〈Tx, Tx〉 ≤ K〈x, x〉, ∀x ∈ E.
Theorem 11.45. [2] If T ∈ End∗A(E) is self-adjoint, then the following are equivalent.
(i) T is surjective.
(ii) There are a, b > 0 such that a‖x‖ ≤ ‖Tx‖ ≤ b‖x‖, ∀x ∈ E.
(iii) There are c, d > 0 such that c〈x, x〉 ≤ 〈Tx, Tx〉 ≤ d〈x, x〉, ∀x ∈ E.
Theorem 11.46. Let {Aj}j∈J, {Ψj}j∈J be in Hom∗A(E,E0). If ({Aj}j∈J, {Ψj}j∈J) is (hvf), then
(i) there are a, b > 0 such that
a‖x‖2 ≤
∥∥∥∥∥∥
∑
j∈J
〈Ajx,Ψjx〉
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈J
〈Ψjx,Ajx〉
∥∥∥∥∥∥ ≤ b‖x‖2, ∀x ∈ E,
(ii) there are c, d > 0 such that∑
j∈J
〈Ajx,Ajx〉 ≤ c〈x, x〉, ∀x ∈ E and
∑
j∈J
〈Ψjx,Ψjx〉 ≤ d〈x, x〉, ∀x ∈ E.
If Ψ∗jAj ≥ 0, ∀j ∈ J, then the converse holds.
Proof. (i) Norm preserves the order relation among positive elements of a C*-algebra.
(ii) We apply Theorem 11.44 to θA and θΨ.
Let Ψ∗jAj ≥ 0, ∀j ∈ J and (i), (ii) hold. That (ii) gives θA, θΨ ∈ Hom∗A(E,HA ⊗ E0). Thus SA,Ψ = θ∗ΨθA
exists as a bounded homomorphism. Further, Ψ∗jAj ≥ 0, ∀j ∈ J gives SA,Ψ = θ∗ΨθA is positive. Even
if Ψ∗jAj > 0 for atleast one j, we get SA,Ψ > 0. But this happens (else Ψ
∗
jAj = 0, ∀j ∈ J implies
x = 0, ∀x ∈ E, from (i) of the assumptions. Thus E = {0} which is too trivial). Hence S1/2A,Ψ exists. Using
this in (i),
√
a‖x‖ ≤ ‖S1/2A,Ψx‖ ≤
√
b‖x‖, ∀x ∈ E. We now refer Theorem 11.45 to end the proof. 
Corollary 11.47. Let {Aj}j∈J, {Ψj}j∈J be in Hom∗A(E,E0). If ({Aj}j∈J, {Ψj}j∈J) is Bessel, then
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(i) there is b > 0 such that∥∥∥∥∥∥
∑
j∈J
〈Ajx,Ψjx〉
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈J
〈Ψjx,Ajx〉
∥∥∥∥∥∥ ≤ b‖x‖2, ∀x ∈ E,
(ii) there are c, d > 0 such that∑
j∈J
〈Ajx,Ajx〉 ≤ c〈x, x〉, ∀x ∈ E and
∑
j∈J
〈Ψjx,Ψjx〉 ≤ d〈x, x〉, ∀x ∈ E.
If Ψ∗jAj ≥ 0, ∀j ∈ J, then the converse holds.
Similarity, composition and tensor product
Definition 11.48. A (hvf) ({Bj}j∈J, {Φj}j∈J) in Hom∗A(E,E0) is said to be right-similar (resp. left-
similar) to a (hvf) ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) if there exist invertible RA,B, RΨ,Φ ∈ End∗A(E)
(resp. LA,B, LΨ,Φ ∈ End∗A(E0)) such that Bj = AjRA,B,Φj = ΨjRΨ,Φ (resp. Bj = LA,BAj ,Φj =
LΨ,ΦΨj), ∀j ∈ J.
Proposition 11.49. Let {Aj}j∈J ∈ FΨ with frame bounds a, b, let RA,B, RΨ,Φ ∈ End∗A(E) be positive,
invertible, commute with each other, commute with SA,Ψ, and let Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J.
Then
(i) {Bj}j∈J ∈ FΦ and a‖R−1
A,B
‖‖R−1
Ψ,Φ‖
≤ SB,Φ ≤ b‖RA,BRΨ,Φ‖. Assuming that ({Aj}j∈J, {Ψj}j∈J) is
Parseval, then ({Bj}j∈J, {Φj}j∈J) is Parseval if and only if RΨ,ΦRA,B = IE.
(ii) θB = θARA,B, θΦ = θΨRΨ,Φ, SB,Φ = RΨ,ΦSA,ΨRA,B, PB,Φ = PA,Ψ.
Lemma 11.50. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J, for some
invertible RA,B, RΨ,Φ ∈ End∗A(E). Then θB = θARA,B, θΦ = θΨRΨ,Φ, SB,Φ = R∗Ψ,ΦSA,ΨRA,B, PB,Φ =
PA,Ψ. Assuming that ({Aj}j∈J, {Ψj}j∈J) is Parseval, then ({Bj}j∈J, {Φj}j∈J) is Parseval if and only if
R∗Ψ,ΦRA,B = IE.
Theorem 11.51. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ. The following are equivalent.
(i) Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J, for some invertible RA,B, RΨ,Φ ∈ End∗A(E).
(ii) θB = θAR
′
A,B, θΦ = θΨR
′
Ψ,Φ for some invertible R
′
A,B, R
′
Ψ,Φ ∈ End∗A(E).
(iii) PB,Φ = PA,Ψ.
If one of the above conditions is satisfied, then invertible homomorphisms in (i) and (ii) are unique and
are given by RA,B = S
−1
A,Ψθ
∗
ΨθB, RΨ,Φ = S
−1
A,Ψθ
∗
AθΦ. In the case that ({Aj}j∈J, {Ψj}j∈J) is Parseval, then
({Bj}j∈J, {Φj}j∈J) is Parseval if and only if R∗Ψ,ΦRA,B = IE if and only if RA,BR∗Ψ,Φ = IE.
Corollary 11.52. For any given (hvf) ({Aj}j∈J, {Ψj}j∈J), the canonical dual of ({Aj}j∈J, {Ψj}j∈J) is
the only dual (hvf) that is right-similar to ({Aj}j∈J, {Ψj}j∈J).
Corollary 11.53. Two right-similar homomorphism-valued frames cannot be orthogonal.
Remark 11.54. For every (hvf) ({Aj}j∈J, {Ψj}j∈J), each of ‘homomorphism-valued frames’ ({AjS−1A,Ψ}j∈J, {Ψj}j∈J),
({AjS−1/2A,Ψ }j∈J, {ΨjS−1/2A,Ψ }j∈J), and ({Aj}j∈J, {ΨjS−1A,Ψ}j∈J) is a Parseval (hvf) which is right-similar to
({Aj}j∈J, {Ψj}j∈J).
Proposition 11.55. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = LA,BAj ,Φj = LΨ,ΦΨj, ∀j ∈ J, for
some invertible LA,B, LΨ,Φ ∈ End∗A(E0). Then
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(i) θB = (IHA ⊗ LA,B)θA, θΦ = (IHA ⊗ LΨ,Φ)θΨ, SB,Φ = θ∗Ψ(IHA ⊗ L∗Ψ,ΦLA,B)θA, PB,Φ = (IHA ⊗
LA,B)θA(θ
∗
Ψ(IHA ⊗ L∗Ψ,ΦLA,B)θA)−1θ∗Ψ(IHA ⊗ L∗Ψ,Φ).
(ii) Assuming ({Aj}j∈J, {Ψj}j∈J) is Parseval, then ({Bj}j∈J, {Φj}j∈J) is Parseval if and only if PA,Ψ(IHA⊗
L∗Ψ,ΦLA,B)PA,Ψ = PA,Ψ if and only if PB,Φ = (IHA ⊗ LA,B)PA,Ψ(IHA ⊗ L∗Ψ,Φ).
Definition 11.56. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two homomorphism-valued frames
in Hom∗
A
(E,E0). We say that ({Bj}j∈J, {Φj}j∈J) is
(i) RL-similar (right-left-similar) to ({Aj}j∈J, {Ψj}j∈J) if there exist invertible RA,B, LΨ,Φ in End∗A(E),
End∗A(E0), respectively such that Bj = AjRA,B,Φj = LΨ,ΦΨj, ∀j ∈ J.
(ii) LR-similar (left-right-similar) to ({Aj}j∈J, {Ψj}j∈J) if there exist invertible LA,B, RΨ,Φ in End∗A(E0),
End∗A(E), respectively such that Bj = LA,BAj ,Φj = ΨjRΨ,Φ, ∀j ∈ J.
Proposition 11.57. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = AjRA,B,Φj = LΨ,ΦΨj , ∀j ∈ J,
for some invertible RA,B, LΨ,Φ in End
∗
A
(E),End∗
A
(E0), respectively. Then θB = θARA,B, θΦ = (IHA ⊗
LΨ,Φ)θΨ, SB,Φ = θ
∗
Ψ(IHA ⊗ L∗Ψ,Φ)θARA,B, PB,Φ = θA(θ∗Ψ(IHA ⊗ L∗Ψ,Φ)θA)−1θ∗Ψ(IHA ⊗ L∗Ψ,Φ).
Proposition 11.58. Let {Aj}j∈J ∈ FΨ, {Bj}j∈J ∈ FΦ and Bj = LA,BAj ,Φj = ΨjRΨ,Φ, ∀j ∈ J, for
some invertible LA,B, RΨ,Φ in End
∗
A
(E0),End
∗
A
(E), respectively. Then θB = (IHA ⊗ LA,B)θA, θΦ =
θΨRΨ,Φ, SB,Φ = R
∗
Ψ,Φθ
∗
Ψ(IHA ⊗ LA,B)θA, PB,Φ = (IHA ⊗ LA,B)θA(θ∗Ψ(IHA ⊗ LA,B)θA)−1θ∗Ψ.
Composition of frames: Let {Aj}j∈J be a (hvf) w.r.t. {Ψj}j∈J in Hom∗A(E,E0), and {Bl}l∈L be a
(hvf) w.r.t. {Φl}l∈L in Hom∗A(E0,E1). Suppose {C(l,j) := BlAj}(l,j)∈L×J is a (hvf) w.r.t. {Ξ(l,j) :=
ΦlΨj}(l,j)∈L×J in Hom∗A(E,E1). Then the frame ({C(l,j)}(l,j)∈L×J, {Ξ(l,j)}(l,j)∈L×J) is called as compo-
sition of frames ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L).
Proposition 11.59. Suppose {C(l,j) := BlAj}(l,j)∈L×J w.r.t. {Ξ(l,j) := ΦlΨj}(l,j)∈L×J is compo-
sition of homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0), and ({Bl}l∈L, {Φl}l∈L) in
Hom∗
A
(E0,E1). Then
(i) θC = (IHA⊗θB)θA, θΞ = (IHA⊗θΦ)θΨ, SC,Ξ = θ∗Ψ(IHA⊗SB,Φ)θA, PC,Ξ = (IHA⊗θB)θA(θ∗Ψ(IHA⊗
SB,Φ)θA)
−1θ∗Ψ(IHA ⊗ θ∗Φ). If ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈J, {Φl}l∈J) are Parseval frames, then
({C(l,j)}(l,j)∈J×J, {Ξ(l,j)}(l,j)∈J×J) is Parseval.
(ii) If PA,Ψ commutes with IHA ⊗ SB,Φ, then PC,Ξ = (IHA ⊗ θB)PA,Ψ(IHA ⊗ S−1B,Φ)PA,Ψ(IHA ⊗ θ∗Φ).
Tensor product of frames: Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) in Hom∗A(E,E0), and ({Bl}l∈L, {Φl}l∈L)
be a (hvf) in Hom∗
A
(E1,E2). The (hvf) ({C(j,l) := Aj ⊗ Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗ Φl}(j,l)∈J×L) in
Hom∗A(E⊗ E1,E0 ⊗ E2) is called as tensor product of frames ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L).
Proposition 11.60. Let ({C(j,l) := Aj ⊗ Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗ Φl}(j,l)∈J×L) be the tensor prod-
uct of homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,HA(L)), and ({Bl}l∈L, {Φl}l∈L)
in Hom∗A(E1,E2). Then θC = θA ⊗ θB, θΞ = θΨ ⊗ θΦ, SC,Ξ = SA,Ψ ⊗ SB,Φ, PC,Ξ = PA,Ψ ⊗ PB,Φ. If
({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L), are Parseval, then ({C(j,l)}(j,l)∈J×L, {Ξ(j,l)}(j,l)∈J×L) is Par-
seval.
Perturbations in Hilbert C*-modules
Theorem 11.61. [20] Let E be a finitely or countably generated Hilbert C*-module over A and {xn}∞n=1
be a frame for E with bounds a and b. Suppose that {yn}∞n=1 is in E and that there exist α, β, γ ≥ 0 with
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max{α+ γ√
a
, β} < 1 and one of the following two conditions is satisfied:∥∥∥∥∥
∞∑
n=1
〈x, xn − yn〉〈x, xn − yn〉∗
∥∥∥∥∥
1
2
≤ α
∥∥∥∥∥
∞∑
n=1
〈x, xn〉〈x, xn〉∗
∥∥∥∥∥
1
2
+ β
∥∥∥∥∥
∞∑
n=1
〈x, yn〉〈x, yn〉∗
∥∥∥∥∥
1
2
+ γ‖x‖, ∀x ∈ E
or ∥∥∥∥∥
m∑
n=1
cn(xn − yn)
∥∥∥∥∥ ≤
∥∥∥∥∥
m∑
n=1
cnxn
∥∥∥∥∥+
∥∥∥∥∥
m∑
n=1
cnyn
∥∥∥∥∥+
∥∥∥∥∥
m∑
n=1
cnc
∗
n
∥∥∥∥∥
1
2
, ∀cj ∈ A,m = 1, 2, ....
Then {yn}∞n=1 is a frame for E with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
Theorem 11.62. Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) in Hom∗A(E,E0). Suppose {Bj}j∈J in Hom∗A(E,E0)
is such that Ψ∗jBj ≥ 0, ∀j ∈ J and there exist α, β, γ ≥ 0 with max{α+ γ‖θΨS−1A,Ψ‖, β} < 1 and for every
finite subset S of J∥∥∥∥∥∥
∑
j∈S
(A∗j −B∗j )L∗jy
∥∥∥∥∥∥ ≤ α
∥∥∥∥∥∥
∑
j∈S
A∗jL
∗
jy
∥∥∥∥∥∥+ β
∥∥∥∥∥∥
∑
j∈S
B∗jL
∗
jy
∥∥∥∥∥∥+ γ
∥∥∥∥∥∥
∑
j∈S
〈L∗jy, L∗jy〉
∥∥∥∥∥∥
1
2
, ∀y ∈ HA ⊗ E0.
Then ({Bj}j∈J, {Ψj}j∈J) is a (hvf) with bounds 1−(α+γ‖θΨS
−1
A,Ψ
‖)
(1+β)‖S−1A,Ψ‖
and ‖θΨ‖((1+α)‖θA‖+γ)1−β .
Proof. Proof is along with the lines of Theorem 7.6, by observing
〈y, y〉 = 〈(Iℓ2(J) ⊗ IH0)y, y〉 =
〈∑
j∈J
LjL
∗
jy, y
〉
=
∑
j∈J
〈L∗jy, L∗jy〉, ∀y ∈ HA ⊗ E0.

Theorem 11.63. Let ({Aj}j∈J, {Ψj}j∈J) be a (hvf) in Hom∗A(E,E0) with bounds a and b. Suppose
{Bj}j∈J is Bessel (w.r.t. itself) in Hom∗A(E,E0) such that θ∗ΨθB ≥ 0 and there exist real α, β, γ ≥ 0 with
max{α+ γ√
a
, β} < 1 and∥∥∥∥∥∥
∑
j∈J
〈(Aj −Bj)x,Ψjx〉
∥∥∥∥∥∥
1
2
≤ α
∥∥∥∥∥∥
∑
j∈J
〈Ajx,Ψjx〉
∥∥∥∥∥∥
1
2
+ β
∥∥∥∥∥∥
∑
j∈J
〈Bjx,Ψjx〉
∥∥∥∥∥∥
1
2
+ γ‖x‖, ∀x ∈ E.
Then ({Bj}j∈J, {Ψj}j∈J) is a (hvf) with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
Proof. By replacing | · | and (·) by ‖ · ‖ in Theorem 7.9 and using Theorem 11.45 we get this theorem. 
12. Sequential version of homomorphism-valued frames and bases
Definition 12.1. A set of vectors {xj}j∈J in a Hilbert C*-module E is said to be a frame w.r.t. set
{τj}j∈J in E if there are real c, d > 0 such that
(i) the map Sx,τ : E ∋ x 7→
∑
j∈J〈x, xj〉τj ∈ E is well-defined adjointable positive invertible homomor-
phism.
(ii)
∑
j∈J〈x, xj〉〈xj , x〉 ≤ c〈x, x〉, ∀x ∈ E;
∑
j∈J〈x, τj〉〈τj , x〉 ≤ d〈x, x〉, ∀x ∈ E.
Let a, b > 0 be such that aIE ≤ Sx,τ ≤ bIE. We call a and b as lower and upper frame bounds, respectively.
Supremum of the set of all lower frame bounds is called the optimal lower frame bound and infimum of
the set of all upper frame bounds is called the optimal upper frame bound. If optimal bounds are equal,
we say the frame is exact. Whenever optimal bound of an exact frame is one, we say it is Parseval.
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The bounded homomorphisms θx : E ∋ x 7→ {〈x, xj〉}j∈J ∈ HA, θτ : E ∋ x 7→ {〈x, τj〉}j∈J ∈ HA
as analysis homomorphisms and adjoints of these as synthesis homomorphisms. The map defined by
Sx,τ : E ∋ x 7→
∑
j∈J〈x, xj〉τj ∈ E is called as frame homomorphism. If condition (i) is replaced by
the map E ∋ x 7→
∑
j∈J
〈x, xj〉τj ∈ E is well-defined adjointable positive homomorphism,
then we call {xj}j∈J is Bessel w.r.t. {τj}j∈J.
For fixed J,E and {τj}j∈J the set of all frames for E w.r.t. {τj}j∈J is denoted by Fτ .
Proposition 12.2. Definition 12.1 holds if and only if there are real a, b, c, d > 0 such that
(i) a〈x, x〉 ≤∑j∈J〈x, xj〉〈τj , x〉 ≤ b〈x, x〉, ∀x ∈ E.
(ii)
∑
j∈J〈x, xj〉〈xj , x〉 ≤ c〈x, x〉, ∀x ∈ E;
∑
j∈J〈x, τj〉〈τj , x〉 ≤ d〈x, x〉, ∀x ∈ E.
(iii)
∑
j∈J〈x, xj〉τj =
∑
j∈J〈x, τj〉xj , ∀x ∈ E.
Theorem 12.3. Let {xj}j∈J, {τj}j∈J be in E over A. Define Aj : E ∋ x 7→ 〈x, xj〉 ∈ A, Ψj : E ∋
x 7→ 〈x, τj〉 ∈ A, ∀j ∈ J. Then ({xj}j∈J, {τj}j∈J) is a frame for E if and only if ({Aj}j∈J, {Ψj}j∈J) is a
homomorphism-valued frame in Hom∗A(E,A).
Proposition 12.4. Let ({xj}j∈J, {τj}j∈J) be a frame for E with upper frame bound b. If for some j ∈ J
we have 〈xj , xl〉〈τl, xj〉 ≥ 0, ∀l ∈ J, then ‖〈xj , τj〉‖ ≤ b for that j.
Proof. We take norm on 〈xj , xj〉〈τj , xj〉 ≤
∑
l∈J〈xj , xl〉〈τl, xj〉 ≤ b〈xj , xj〉. 
Definition 12.5. [17]. A collection {xj}j∈J in E over A is said to be orthogonal if 〈xj , xk〉 = 0, ∀j, k ∈
J, j 6= k.
Definition 12.6. [32] A collection {xj}j∈J in E over (A, e) is said to be orthonormal if 〈xj , xk〉 =
δj,ke, ∀j, k ∈ J.
Proposition 12.7. Let {xj}j∈J be orthogonal for E over (A, e). If 〈xj , xj〉’s are invertible (in A) for all
j ∈ J, then {yj := 〈xj , xj〉−1/2xj}j∈J is orthonormal for E and spanA{xj}j∈J = spanA{xj}j∈J.
Proof. Let j, k ∈ J. If j = k, then 〈yj , yj〉 = 〈〈xj , xj〉−1/2xj , 〈xj , xj〉−1/2xj〉 = 〈xj , xj〉−1/2〈xj , xj〉〈xj , xj〉−1/2 =
e. If j 6= k, then 〈yj , yk〉 = 〈〈xj , xj〉−1/2xj , 〈xk, xk〉−1/2xk〉 = 〈xj , xj〉−1/2〈xj , xk〉〈xk, xk〉−1/2 = 0. 
Theorem 12.8. Let E be over (A, e).
(i) If {xn}mn=1 is orthogonal for E, then 〈
∑m
n=1 xn,
∑m
k=1 xk〉 =
∑m
n=1〈xn, xn〉. In particular, ‖
∑m
n=1 xn‖2 =
‖∑mn=1〈xn, xn〉‖2 and ‖∑mn=1 xn‖2 ≤∑mn=1 ‖xn‖2.
(ii) If {xn}mn=1 is orthonormal for E, then 〈
∑m
n=1 xn,
∑m
k=1 xk〉 = me. In particular, ‖
∑m
n=1 xn‖ =
√
m.
(iii) If {xj}j∈J is orthogonal for E such that 〈xj , xj〉 is invertible (in A), ∀j ∈ J, then {xj}j∈J is linearly
independent over A. In particular, if {xj}j∈J is orthonormal in E, then it is linearly independent
over A.
Proof. (i) and (ii) are clear, we prove (iii). Let S be a finite subset of J and aj ∈ A, j ∈ S be such that∑
j∈S ajxj = 0. Then for each fixed k ∈ S, we get ak〈xk, xk〉 = 〈
∑
j∈S cjxj , xk〉 = 0 ⇒ ak = 0. When
{xj}j∈J is orthonormal, 〈xj , xj〉 = e, ∀j ∈ J, hence it is linearly independent over A. 
Proposition 12.9. If {xj}j∈J is orthonormal for E over (A, e), then it is closed.
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Proof. Whenever {xjn}∞n=1 is in {xj}j∈J converging to an element x ∈ X . Then ‖xjl − xjm‖p = ‖2e‖p =
2, ∀xjl 6= xjm . This implies, from the Cauchyness of {xjn}∞n=1, that xjn = x except for finitely many
jn’s. 
Proposition 12.10. Let E be over (A, e) having a dense subset indexed with J. If {yl}l∈L is orthonormal
for E, then Card(L) ≤ Card(J).
Proof. Let {xj}j∈J be dense in E. For all yl 6= ym, we have ‖yl − ym‖2 = ‖〈yl − ym, yl − ym〉‖ =
‖〈yl, yl〉 + 〈ym, ym〉‖ = ‖e + e‖ = 2. Hence the collection of balls {B(yl, 1/
√
2)}l∈L is disjoint, where
B(yl, 1/
√
2) := {x ∈ E : ‖x− yl‖ < 1/
√
2}. Since {xj}j∈J is dense, it must contain atleast one point from
each of the balls B(yl, 1/
√
2). Thus Card(L) ≤ Card(J). 
Corollary 12.11. If E is separable, then every orthonormal set for E is also separable.
Definition 12.12. We say a collection {xj}j∈J in E over (A, e) is
(i) a Hamel basis for E if every element of E can be written uniquely as a finite linear combination of
xj’s over A.
(ii) a basis for E if every x ∈ E has a unique representation x =∑j∈J cjxj , cj ∈ A, ∀j ∈ J, convergence
is in the norm of E.
(iii) an orthonormal basis for E if {xj}j∈J is both orthonormal set and a basis.
(iv) a Riesz basis for E if there exist an orthonormal basis {fj}j∈J for E and an invertible U ∈ End∗A(E)
such that xj = Ufj, ∀j ∈ J.
Clearly, if {xj}j∈J is an orthonormal basis and x =
∑
j∈J cjxj , then (i) cj ’s are precisely given by
cj = 〈x, xj〉, ∀j ∈ J, (ii) 〈x, x〉 =
∑
j∈J〈x, xj〉〈xj , x〉, ∀x ∈ E. Hence an orthonormal basis is a Bessel
sequence.
Lemma 12.13. If {xj}j∈J is a Bessel sequence for E, then
(i)
∑
j∈J ajxj converges in E, ∀{aj}j∈J ∈ HA and
(ii) the map HA ∋ {aj}j∈J 7→
∑
j∈J ajxj ∈ E is well-defined bounded homomorphism.
Proof. (i) Let b > 0 be such that
∑
j∈J〈x, xj〉〈xj , x〉 ≤ b〈x, x〉, ∀x ∈ E. For finite S ⊆ J we have∥∥∥∥∥∥
∑
j∈S
ajxj
∥∥∥∥∥∥ = supy∈E,‖y‖=1
∥∥∥∥∥∥
〈∑
j∈S
ajxj , y
〉∥∥∥∥∥∥ = supy∈E,‖y‖=1
∥∥∥∥∥∥
∑
j∈S
aj〈xj , y〉
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∑
j∈S
aja
∗
j
∥∥∥∥∥∥
1
2
sup
y∈E,‖y‖=1
∥∥∥∥∥∥
∑
j∈S
〈y, xj〉〈xj , y〉
∥∥∥∥∥∥
1
2
≤
√
b
∥∥∥∥∥∥
∑
j∈S
aja
∗
j
∥∥∥∥∥∥
1
2
which is convergent.
(ii) follows from (i). Note that the norm of homomorphism is less than or equal to
√
b.

Theorem 12.14. Let {xj}j∈J be orthonormal for E over A. If {xj}j∈J is Bessel, then the following are
equivalent.
(i) {xj}j∈J is an orthonormal basis for E.
(ii) x =
∑
j∈J〈x, xj〉xj , ∀x ∈ E.
(iii) 〈x, y〉 =∑j∈J〈x, xj〉〈xj , y〉, ∀x, y ∈ E.
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(iv) 〈x, x〉 =∑j∈J〈x, xj〉〈xj , x〉, ∀x ∈ E.
(v) spanA{xj}j∈J = E.
(vi) If 〈x, xj〉 = 0, ∀j ∈ J, then x = 0.
Proof. (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) are direct. For (iv) ⇒ (v), we simply note that for each x in E, the
net {∑j∈S〈x, xj〉xj : S ⊆ J, S is finite} converges to x. Now, for (v) ⇒ (vi), let 〈x, xj〉 = 0, ∀j ∈ J.
Choose a sequence {yn}∞n=1 in spanA{xj}j∈J such that yn → x as n → ∞. Then 0 = limn→∞〈x, yn〉 =
〈x, limn→∞ yn〉 = 〈x, x〉. Thus x = 0. Finally for (vi) ⇒ (i), we first find that - since {xj}j∈J is Bessel,
{〈x, xj〉}j∈J ∈ HA. Therefore from Lemma 12.13,
∑
j∈J〈x, xj〉xj converges in E, ∀x ∈ E. Let x ∈ E be
fixed. Define y :=
∑
j∈J〈x, xj〉xj . Then 〈y − x, xj〉 = 〈x, xj〉 − 〈x, xj〉 = 0, ∀j ∈ J. Therefore (vi) gives
y = x. If x also has representation
∑
j∈J ajxj , for some aj ∈ A, j ∈ J, then 〈x, xk〉 = 〈
∑
j∈J ajxj , xk〉 =
ak, ∀k ∈ J. Thus {xj}j∈J is an orthonormal basis for E. 
Corollary 12.15. Let {xj}j∈J be Bessel for E over (A, e) such that 〈x, x〉 = e, ∀j ∈ J, and
〈x, x〉 =
∑
j∈J
〈x, xj〉〈xj , x〉, ∀x ∈ E.(13)
Then {xj}j∈J is an orthonormal basis for E.
Proof. For each fixed k ∈ J, Equation (13) gives e = 〈xk, xk〉 =
∑
j∈J〈xk, xj〉〈xj , xk〉 = e+
∑
j∈J,j 6=k〈xk, xj〉〈xj , xk〉.
Since 〈xk, xj〉〈xj , xk〉 ≥ 0, ∀k, we must get 〈xk, xj〉 = 0, ∀k 6= j. Thus {xj}j∈J is orthonormal. Now The-
orem 12.14 applies and completes the proof. 
Note that, in Theorem 12.14, only in proving (vi) implies (i) we have used the fact that {xj}j∈J is Bessel.
Hence we have
Corollary 12.16. Let {xj}j∈J be orthonormal in E. Then (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒
(vi), where (i) {xj}j∈J is an orthonormal basis for E, (ii) x =
∑
j∈J〈x, xj〉xj , ∀x ∈ E, (iii) 〈x, y〉 =∑
j∈J〈x, xj〉〈xj , y〉, ∀x, y ∈ E, (iv) 〈x, x〉 =
∑
j∈J〈x, xj〉〈xj , x〉, ∀x ∈ E, (v) spanA{xj}j∈J = E, (vi) If
〈x, xj〉 = 0, ∀j ∈ J, then x = 0.
Result which we promised after Theorem 11.43 is here.
Eventhough we do not have Riesz representation theorem for Hilbert C*-modules, we can derive an
analogous to Theorem 3.7.
Theorem 12.17. Let {Aj}j∈J, {Ψj}j∈J be in Hom∗A(E,E0). Suppose {ej,k}k∈Lj is an orthonormal basis
for E0, for each j ∈ J. Let uj,k = A∗jej,k, vj,k = Ψ∗jej,k, ∀k ∈ Lj , j ∈ J. Then ({Aj}j∈J, {Ψj}j∈J) is
(i) an orthonormal set (resp. basis) in Hom∗A(E,E0) if and only if {uj,k : k ∈ Lj , j ∈ J} or {vj,k : k ∈
Lj , j ∈ J} is an orthonormal set (resp. basis) for E, say {uj,k : k ∈ Lj , j ∈ J} is an orthonormal set
(resp. basis) and there is a sequence {cj}j∈J of positive invertible elements in the center of A such
that 0 < inf{‖cj‖}j∈J ≤ sup{‖cj‖}j∈J <∞ and vj,k = cjuj,k, ∀k ∈ Lj , for each j ∈ J.
(ii) a Riesz basis in Hom∗A(E,E0) if and only if there are invertible U, V ∈ End∗A(E) and an orthonormal
basis {fj,k : k ∈ Lj , j ∈ J} for E such that V U∗ ≥ 0 and uj,k = Ufj,k, vj,k = V fj,k, ∀k ∈ Lj , j ∈ J.
(iii) a (hvf) in Hom∗A(E,E0) with bounds a and b if and only if there exist c, d > 0 such that the map
T : E ∋ x 7→
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k ∈ E
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is a well-defined adjointable positive invertible homomorphism such that a〈x, x〉 ≤ 〈Tx, x〉 ≤ b〈x, x〉, ∀x ∈
E, and∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉
∥∥∥∥∥∥ ≤ c‖x‖2, ∀x ∈ E;
∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈vj,k, x〉
∥∥∥∥∥∥ ≤ d‖x‖2, ∀x ∈ E.
(iv) Bessel in Hom∗A(E,E0) with bound b if and only if there exist c, d > 0 such that the map
T : E ∋ x 7→
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k ∈ E
is a well-defined adjointable positive homomorphism such that 〈Tx, x〉 ≤ b〈x, x〉, ∀x ∈ E, and∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉
∥∥∥∥∥∥ ≤ c‖x‖2, ∀x ∈ E;
∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈vj,k, x〉
∥∥∥∥∥∥ ≤ d‖x‖2, ∀x ∈ E.
(v) a (hvf) in Hom∗A(E,E0) with bounds a and b if and only if there exist c, d, r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖x‖, ∀x ∈ E;
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉uj,k, ∀x ∈ E;
a〈x, x〉 ≤
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈vj,k, x〉 =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈uj,k, x〉 ≤ b〈x, x〉, ∀x ∈ E, and∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉
∥∥∥∥∥∥ ≤ c‖x‖2, ∀x ∈ E;
∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈vj,k, x〉
∥∥∥∥∥∥ ≤ d‖x‖2, ∀x ∈ E.
(vi) Bessel in Hom∗A(E,E0) with bound b if and only if there exist c, d, r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖x‖, ∀x ∈ E;
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉uj,k, ∀x ∈ E;
0 ≤
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈vj,k, x〉 =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈uj,k, x〉 ≤ b〈x, x〉, ∀x ∈ E, and∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉
∥∥∥∥∥∥ ≤ c‖x‖2, ∀x ∈ E;
∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈vj,k, x〉
∥∥∥∥∥∥ ≤ d‖x‖2, ∀x ∈ E.
Proof. (i) (⇒) For the set case, arguments are similar to the proof of Theorem 3.7.
Basis case: Now {Aj}j∈J satisfies
∑
j∈J〈Ajx,Ajx〉 = 〈x, x〉, ∀x ∈ E and this implies
〈x, x〉 =
∑
j∈J
〈∑
k∈Lj
〈x, uj,k〉ej,k,
∑
m∈Lj
〈x, uj,m〉ej,m
〉
=
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉, ∀x ∈ E.
Next we identify {uj,k : k ∈ Lj , j ∈ J} is a Bessel sequence. In fact,∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉 =
∑
j∈J
∑
k∈Lj
〈Ajx, ej,k〉〈ej,k, Ajx〉 =
∑
j∈J
〈Ajx,Ajx〉 = 〈x, x〉, ∀x ∈ E.
Theorem 12.14 now couples and tells {uj,k : k ∈ Lj , j ∈ J} it is an orthonormal basis.
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(⇐) We note∑
j∈J
〈Ajx,Ajx〉 =
∑
j∈J
〈∑
k∈Lj
〈Ajx, ej,k〉ej,k,
∑
m∈Lj
〈Ajx, ej,m〉ej,m
〉
=
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉 ≤ 〈x, x〉, ∀x ∈ E,
then similar to the proof of Theorem 3.7.
Basis case: Again note
∑
j∈J〈Ajx,Ajx〉 =
∑
j∈J
∑
k∈Lj 〈x, uj,k〉〈uj,k, x〉 = 〈x, x〉, ∀x ∈ E, then
similar to the proof of Theorem 3.7.
(ii) Similar to the proof of (ii) in Theorem 3.7 with the following.
(⇒) ∑
j∈J,k∈Lj
〈x, F ∗j ej,k〉〈F ∗j ej,k, x〉 =
∑
j∈J
∑
k∈Lj
〈Fjx, ej,k〉〈ej,k, Fjx〉
=
∑
j∈J
〈Fjx, Fjx〉 = 〈x, x〉, ∀x ∈ E.
(⇐) For x =∑l∈J,k∈Ll al,kfl,k ∈ E,∑
j∈J
〈Fjx, Fjx〉 =
∑
j∈J
〈∑
k∈Lj
aj,kej,k,
∑
m∈Lj
aj,mej,m
〉
=
∑
j∈J
∑
k∈Lj
aj,ka
∗
j,k = 〈x, x〉.
(iii) For all x ∈ E,∑
j∈J
〈Ajx,Ψjx〉 =
∑
j∈J
〈∑
k∈Lj
〈x,A∗jej,k〉ej,k,
∑
l∈Lj
〈x,Ψ∗jej,l〉ej,l
〉
=
∑
j∈J
〈∑
k∈Lj
〈x, uj,k〉ej,k,
∑
l∈Lj
〈x, vj,l〉ej,l
〉
=
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈vj,k, x〉,
〈∑
j∈J
LjAjx,
∑
k∈J
LkAkx
〉
=
∑
j∈J
〈Ajx,Ajx〉 =
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉;
〈∑
j∈J
LjΨjx,
∑
k∈J
LkΨkx
〉
=
∑
j∈J
〈Ψjx,Ψjx〉 =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈x, vj,k〉,
and ∑
j∈J
Ψ∗jAj ≥ 0 ⇐⇒
∑
j∈J
〈Ajy,Ψjy〉 =
∑
j∈J
〈Ψjy,Ajy〉 ≥ 0, ∀y ∈ E
⇐⇒
∑
j∈J
∑
k∈Lj
〈y, uj,k〉〈vj,k, y〉 =
∑
j∈J
∑
k∈Lj
〈y, vj,k〉〈uj,k, y〉, ∀y ∈ E.
(iv) Similar to (iii).
(v) Similar to (v) in Theorem 3.7.
(vi) Similar to (v).

Theorem 12.18. Let {xj}j∈J be orthonormal for E with the property: If 〈x, xj〉 = 0, ∀j ∈ J, then x = 0.
Then {xj}j∈J is a maximal orthonormal set for E.
91
Proof. If the statement fails, then there is a proper orthonormal set Y for E which properly contains
{xj}j∈J. Choose y in Y \ {xj}j∈J. But then 〈y, xj〉 = 0, ∀j ∈ J and hence y = 0, from the assumption.
This is clearly impossible, because y is in the orthonormal set Y . 
Corollary 12.19. Let {xj}j∈J be orthonormal for E. Consider the following statements. (i) {xj}j∈J is
an orthonormal basis for E. (ii) x =
∑
j∈J〈x, xj〉xj , ∀x ∈ E. (iii) 〈x, y〉 =
∑
j∈J〈x, xj〉〈xj , y〉, ∀x, y ∈ E.
(iv) 〈x, x〉 = ∑j∈J〈x, xj〉〈xj , x〉, ∀x ∈ E. (v) spanA{xj}j∈J = E. (vi) If 〈x, xj〉 = 0, ∀j ∈ J, then x = 0.
(vii) {xj}j∈J is a maximal orthonormal set for E. Then (i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v)⇒ (vi)⇒ (vii).
Theorem 12.20. Let E over (A, e) be such that 〈x, x〉 is invertible (in A) for all non zero x ∈ E. Suppose
{xj}j∈J is orthonormal for E which is also Bessel. Then the following are equivalent.
(i) {xj}j∈J is an orthonormal basis for E.
(ii) {xj}j∈J is a maximal orthonormal set for E.
Proof. Corollary 12.19 gives (i) ⇒ (ii). In view of Theorem 12.14, to prove (ii) ⇒ (i) it is enough to
show that (ii) ⇒ (vi) of Theorem 12.14. If (vi) of Theorem 12.14 fails, choose a nonzero x ∈ E such
that 〈x, xj〉 = 0, ∀j ∈ J. Define y := 〈x, x〉−1/2x. Then 〈y, y〉 = e. Note that y 6= xj , ∀j ∈ J (otherwise,
if y = xj for some j ∈ J, then 〈〈x, x〉−1/2x − xj , 〈x, x〉−1/2x − xj〉 = 0 ⇒ e − 0 − 0 + e = 0 which is
impossible). Note also that {xj}j∈J ∪ {y} ( E (for instance, 2y /∈ {xj}j∈J ∪ {y}). Then the proper
orthonormal set {xj}j∈J ∪ {y} properly contains {xj}j∈J, thus (ii) collapses. 
Theorem 12.21. Let {xj}j∈J be Bessel for E over (A, e) which is also orthonormal for E. If there exists
an x ∈ E such that 〈x, x〉 −∑j∈J〈x, xj〉〈xj , x〉 is invertible (in A), then {xj}j∈J can not be a maximal
orthonormal set for E.
Proof. Since {xj}j∈J is Bessel, we see
∑
j∈J〈x, xj〉xj exists, say y. Then 〈x−y, x−y〉 = 〈x−
∑
j∈J〈x, xj〉xj , x−∑
k∈J〈x, xk〉xk〉 = 〈x, x〉 −
∑
j∈J〈x, xj〉〈xj , x〉, which is invertible. Let z = (x − y)−1/2(x − y). Then
〈z, z〉 = e, 〈z, xj〉 = 0, ∀j ∈ J and z 6= xj , ∀j ∈ J. So the proper orthonormal set {xj}j∈J ∪ {y} properly
contains {xj}j∈J. 
Theorem 12.22. For E over A,
(i) Every orthonormal set Y in E is contained in a maximal orthonormal set.
(ii) If E has a vector x such that 〈x, x〉 is invertible in A, then E has a maximal orthonormal set.
Proof. (i) This is an application of Zorn’s lemma to the poset (P,), where
P = {Z : Z is an orthonormal set for E such that Z ⊇ Y }
and for Z1, Z2 ∈ P, Z1  Z2 if Z1 ⊆ Z2.
(ii) Apply (i) to the orthonormal set Y = {〈x, x〉−1/2x}.

Theorem 12.23. If E over A has an orthonormal basis {xj}j∈J, then E is unitarily isomorphic to HA.
Proof. Let {ej}j∈J be the standard orthonormal basis for HA. Define U : E ∋
∑
j∈J ajxj 7→
∑
j∈J ajej ∈
HA. Then U is bijective, and 〈U(
∑
j∈J ajxj), U(
∑
k∈J akxk)〉 = 〈
∑
j∈J ajej ,
∑
k∈J akek〉 =
∑
j∈J aja
∗
j =
〈∑j∈J ajxj ,∑k∈J akxk〉, ∀∑j∈J ajxj ∈ E, which says it is a unitary. 
Theorem 12.24. Let {xj}j∈J be an orthonormal basis for E over A. Then the orthonormal bases for E
which are also Bessel sequences are precisely {Uxj}j∈J, where U : E→ E is a unitary homomorphism.
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Proof. (⇒) Let {yj}j∈J be an orthonormal basis as well as a Bessel sequence for E. Define U : E ∋∑
j∈J ajxj 7→
∑
j∈J ajyj ∈ E. Then U is a bounded adjointable invertible homomorphism with U∗ : E ∋∑
j∈J bjyj 7→
∑
j∈J bjxj ∈ E and Uxj = yj , ∀j ∈ J. We find 〈U∗Ux, y〉 = 〈Ux,Uy〉 = 〈
∑
j∈J〈x, xj〉yj ,
∑
k∈J〈y, xk〉yk〉 =∑
j∈J〈x, xj〉〈xj , y〉 = 〈IEx, y〉, ∀x, y ∈ E and hence U is unitary.
(⇐) Since U is invertible, {Uxj}j∈J is a Schauder basis for E overA. Unitariness of U gives orthonormality
of {Uxj}j∈J. Now
∑
j∈J〈x, Uxj〉〈Uxj , x〉 =
∑
j∈J〈U∗x, xj〉〈xj , U∗x〉 = 〈U∗x, U∗x〉 = 〈x, x〉, ∀x ∈ E and
hence {Uxj}j∈J is Bessel. 
Proposition 12.25. If {xj}j∈J in E is such that 〈xj , xj〉 = e, ∀j ∈ J, and
∑
j∈J〈x, xj〉〈xj , x〉 =
〈x, x〉, ∀x ∈ E, then {xj}j∈J is an orthonormal basis for E.
Proof. Equality
∑
j∈J〈x, xj〉〈xj , x〉 = 〈x, x〉, ∀x ∈ E says that {xj}j∈J is Bessel (with bound 1). Evaluating
this equality at xk, for each k ∈ J, we get
∑
j∈J〈xk, xj〉〈xj , xk〉 = 〈xk, xk〉 ⇒
∑
j∈J,j 6=k〈xk, xj〉〈xj , xk〉 = 0.
Since the set of all positive elements in a unital C*-algebra is a cone and each term in the last sum is
positive, we must have 〈xk, xj〉〈xj , xk〉 = 0, ∀j 6= k. This implies ‖〈xk, xj〉‖ = 0, ∀j 6= k, by C*-condition.
Now Theorem 12.14 says that {xj}j∈J is an orthonormal basis for E. 
Theorem 12.26. Let E over (A, e) be such that 〈x, x〉 is invertible (in A) for all non zero x ∈ E. Let
{xn}∞n=1 be linearly independent (over A) in E. Define y1 := x1, z1 := 〈y1, y1〉−1/2y1,
yn := xn −
n−1∑
k=1
〈xn, zk〉zk, zn := 〈yn, yn〉− 12 yn, ∀n ≥ 2.
Then {yn}∞n=1 is orthogonal for E, {zn}∞n=1 is orthonormal for E and
spanA{zn}mn=1 = spanA{xn}mn=1 = spanA{yn}mn=1, ∀m ∈ N.
In particular, spanA{zn}∞n=1 = spanA{xn}∞n=1 = spanA{yn}∞n=1.
Proof. Similar to the Gram-Schmidt orthogonalization in Hilbert spaces. 
Theorem 12.27. Let {xj}j∈J be orthonormal for E over A, and {aj}j∈J be in A. Then∑
j∈J
ajxj converges in E if and only if
∑
j∈J
aja
∗
j converges in A.
In this case, define x :=
∑
j∈J ajxj. Then aj = 〈x, xj〉, ∀j ∈ J.
Proof. For every finite subset S of J, we get∥∥∥∥∥∥
∑
j∈S
ajxj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
〈∑
j∈S
ajxj ,
∑
k∈S
akxk
〉∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈S
aja
∗
j
∥∥∥∥∥∥ .
Thus {∑j∈S ajxj : S is a finite subset of J} is Cauchy net if and only if {∑j∈S aja∗j : S is a finite subset of J}
is a Cauchy net. Since E and A are complete, the result follows. 
Remark 12.28. Theorem 12.27 is an extension of Riesz-Fischer theorem.
Theorem 12.29. (i) If E has an orthonormal basis which is also a Hamel basis for E, then E is finite
dimensional.
(ii) An infinite orthonormal basis for E can not be a Hamel basis for E.
Proof. Since we have Theorem 12.27, the proof is similar to the proof of statement “if Hilbert space H
has an orthonormal basis which is also a Hamel basis for H, then H is finite dimensional”. 
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Proposition 12.30. Let {xj = Uej}j∈J be a Riesz basis for E such that {ej}j∈J is a Bessel sequence.
Then
(i) {xj}j∈J is a frame (w.r.t. itself) for E.
(ii) There exists a unique sequence {yj}j∈J in E such that x =
∑
j∈J〈x, yj〉xj , ∀x ∈ E. Further, {yj}j∈J
is Riesz.
Proof. (i) ‖U‖−2〈x, x〉 ≤∑j∈J〈x, xj〉〈xj , x〉 =∑j∈J〈U∗x, ej〉〈ej , U∗x〉 = 〈U∗x, U∗x〉 ≤ ‖U‖2〈x, x〉, ∀x ∈
E.
(ii) Define yj := (U
−1)∗ej , ∀j ∈ J. Then {yj}j∈J is Riesz. Also,
∑
j∈J〈x, yj〉xj =
∑
j∈J〈x, (U−1)∗ej〉Uej =
U(
∑
j∈J〈U−1x, ej〉ej) = x, ∀x ∈ E. If {zj}j∈J in E also fulfills x =
∑
j∈J〈x, zj〉xj , ∀x ∈ E, then∑
j∈J〈x, zj − yj〉xj = 0, ∀x ∈ E ⇒ zj = yj, ∀j ∈ J.

Lemma 12.31. Let {xj}j∈J be complete in E (over A), {yj}j∈J be in E0 (over A). Suppose a, b > 0 are
such that for all finite subsets SE, SE0 ⊆ J,
a
∥∥∥∥∥∥
∑
j∈SE
cjc
∗
j
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈SE
cjxj
∥∥∥∥∥∥
2
, ∀cj ∈ A, ∀j ∈ SE,(14)
∥∥∥∥∥∥
∑
j∈SE0
djyj
∥∥∥∥∥∥
2
≤ b
∥∥∥∥∥∥
∑
j∈SE0
djd
∗
j
∥∥∥∥∥∥ , ∀dj ∈ A, ∀j ∈ SE0 .(15)
Then T : span
A
{xj}j∈J ∋
∑
finite ajxj 7→
∑
finite ajyj ∈ spanA{yj}j∈J defines a bounded homomorphism
and extends uniquely as a bounded homomorphism from E into E0, the norm of the extended homomor-
phism is less than or equal to ( ba )
1/2.
Proof. Since A is a C*-algebra,
∑
j∈SE cjc
∗
j = 0 implies cj = 0, ∀j ∈ SE. Therefore {xj}j∈J is linearly
independent over A. This gives well-definedness of T . Linearity of T is obvious. For the boundedness of
T , ∥∥∥∥∥∥T
∑
j∈SE
cjxj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
j∈SE
cjyj
∥∥∥∥∥∥
2
≤ b
∥∥∥∥∥∥
∑
j∈SE
cjc
∗
j
∥∥∥∥∥∥ ≤ ba
∥∥∥∥∥∥
∑
j∈SE
cjxj
∥∥∥∥∥∥
2
.
Continuity of T and completeness of {xj}j∈J give the remaining last conclusion of lemma. 
Lemma 12.32. Let {xj}j∈J be complete in E (over A), {yj}j∈J be in E0 (over A). Suppose a, b > 0 are
such that for all finite subsets SE, SE0 ⊆ J,
a
∑
j∈SE
cjc
∗
j ≤
〈∑
j∈SE
cjxj ,
∑
k∈SE
ckxk
〉
, ∀cj ∈ A, ∀j, k ∈ SE,〈 ∑
j∈SE0
djyj ,
∑
k∈SE0
dkyk
〉
≤ b
∑
j∈SE0
djd
∗
j , ∀dj ∈ A, ∀j, k ∈ SE0 .
Then T : spanA{xj}j∈J ∋
∑
finite ajxj 7→
∑
finite ajyj ∈ spanA{yj}j∈J defines a bounded homomorphism
and extends uniquely as a bounded homomorphism from E into E0, the norm of the extended homomor-
phism is less than or equal to ( ba )
1/2.
Proof. We take norm in given inequalities and apply Lemma 12.31. 
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Theorem 12.33. Let {xj}j∈J be in E over A. Assume that E is self-dual. Then the following are
equivalent.
(i) {xj}j∈J is a Riesz basis for E.
(ii) span
A
{xj}j∈J = E, and there exist a, b > 0 such that for every finite subset S ⊆ J,
a
∑
j∈S
cjc
∗
j ≤
〈∑
j∈S
cjxj ,
∑
k∈S
ckxk
〉
≤ b
∑
j∈S
cjc
∗
j , ∀cj ∈ A, ∀j, k ∈ S.
(iii) span
A
{xj}j∈J = E, and there exist a, b > 0 such that for every finite subset S ⊆ J,
a
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
2
≤ b
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥ , ∀cj ∈ A, ∀j ∈ S.
Proof. We prove (i) ⇒ (ii) ⇒ (iii) ⇒ (i). Clearly, (ii) ⇒ (iii). For (i) ⇒ (ii), let {fj}j∈J be an or-
thonormal basis for E and U ∈ End∗
A
(E) be invertible such that xj = Ufj, ∀j ∈ J. Since U is invertible,
spanA{xj}j∈J = E. Further for every finite subset S ⊆ J,
1
‖U−1‖2
∑
j∈S
cjc
∗
j =
1
‖U−1‖2
〈∑
j∈S
cjfj ,
∑
k∈S
ckfk
〉
≤
〈∑
j∈S
cjxj ,
∑
k∈S
ckxk
〉
≤ ‖U‖2
〈∑
j∈S
cjfj ,
∑
k∈S
ckfk
〉
= ‖U‖2
∑
j∈S
cjc
∗
j , ∀cj ∈ A, ∀j, k ∈ S.
We next show (iii) ⇒ (i). Let {fj}j∈J be an orthonormal basis for E. We try to apply Lemma 12.31
for {fj}j∈J and {xj}j∈J. Since {fj}j∈J is an orthonormal basis, it satisfies Inequality (14) (now it is an
equality). Second inequality in the assumption gives Inequality (15). Already {fj}j∈J is complete in E.
Therefore, if we define Ufj := xj , ∀j ∈ J, then it extends as a bounded homomorphism on E. Next we
try to apply Lemma 12.31 for {xj}j∈J and {fj}j∈J. Now the first inequality in the assumption gives
Inequality (14) and orthonormality of {fj}j∈J gives Inequality (15). Given that {xj}j∈J is complete in
E. So, if we define V xj := fj, ∀j ∈ J, then it extends as a bounded homomorphism on E. We easily see
UV = V U = IE. Thus U is invertible. Still we are not done - we cannot tell that {xj}j∈J is a Riesz
basis. Why? What about the adjointability of U? (then only we can conclude {xj}j∈J is a Riesz basis).
This comes from a result of Paschke, which says a bounded homomorphism from a Hilbert C*-module to
a pre-Hilbert C*-module has an adjoint (Proposition 3.4 in [34]). 
Remark 12.34. In Theorem 12.33, self-duality of E was used only in the last conclusion of (iii) ⇒ (i).
Corollary 12.35. Let E be self-dual, spanA{xj}j∈J = E, and for each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥ , ∀cj ∈ A, ∀j ∈ S.(16)
Then {xj}j∈J is an adjointable isometric isomorphism image of an orthonormal basis for E.
Proof. Equality (16) implies {xj}j∈J is a Riesz basis (from Theorem 12.33). Let {fj}j∈J be an orthonormal
basis for E and U ∈ End∗A(E) be invertible such that xj = Ufj, ∀j ∈ J. Equality (16) also tells whenever
{cj}j∈J ∈ HA, then
∑
j∈J cjxj converges in E. Then for each x =
∑
j∈J cjfj ∈ E,
‖Ux‖2 =
∥∥∥∥∥∥
∑
j∈J
cjxj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
j∈J
cjc
∗
j
∥∥∥∥∥∥ = ‖x‖2(17)
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Threfore U is an adjointable isometric isomorphism. 
Corollary 12.36. Let E be self-dual, spanA{xj}j∈J = E, and for each finite subset S ⊆ J,〈∑
j∈S
cjxj ,
∑
k∈S
ckxk
〉
=
∑
j∈S
cjc
∗
j , ∀cj ∈ A, ∀j, k ∈ S.
Then {xj}j∈J is an orthonormal basis for E.
Proof. Similar to the proof of Corollary 12.35 but rather writing Equation (17) we have to write
〈Ux,Ux〉 =
〈∑
j∈J
cjxj ,
∑
k∈J
ckxk
〉
=
∑
j∈J
cjc
∗
j = 〈x, x〉,
which tells U is unitary. 
Definition 12.37. Let {xj}j∈J, {τj}j∈J be in E over A. We say
(i) {xj}j∈J is an orthonormal set (resp. basis) w.r.t. {τj}j∈J if {xj}j∈J or {τj}j∈J is an orthonormal
set (resp. basis) for E, say {xj}j∈J is an orthonormal set (resp. basis) for E, and there exists a
sequence {cj}j∈J of positive invertible elements in the center of A such that 0 < inf{‖cj‖}j∈J ≤
sup{‖cj‖}j∈J < ∞ and τj = cjxj , ∀j ∈ J. We write ({xj}j∈J, {τj}j∈J) is an orthonormal set (resp.
basis).
(ii) {xj}j∈J is a Riesz basis w.r.t. {τj}j∈J if there are invertible U, V ∈ End∗A(E) and an orthonormal
basis {fj}j∈J for E such that xj = Ufj, τj = V fj , ∀j ∈ J and V U∗ ≥ 0. We write ({xj}j∈J, {τj}j∈J)
is a Riesz basis.
Due to invertibility of cj ’s, definition is symmetric.
Theorem 12.38. Let ({xj}j∈J, {τj = cjxj}j∈J) be orthonormal for E over (A, e) such that cj ≤ 2e, ∀j ∈ J.
Then
(i)
∑
j∈J(2e− cj)〈x, xj〉〈τj , x〉 ≤ 〈x, x〉, ∀x ∈ E.
(ii) For x ∈ E,
x =
∑
j∈J
〈x, xj〉τj ⇐⇒
∑
j∈J
(2e− cj)〈x, xj〉〈τj , x〉 = 〈x, x〉 ⇐⇒
∑
j∈J
c2j〈x, xj〉〈xj , x〉 = 〈x, x〉.
If cj ≤ e, ∀j, then ⇐⇒ (e − cj)〈x, xj〉 = 0, ∀j ∈ J ⇐⇒ (e− cj)xj ⊥ x, ∀j ∈ J.
Proof. (i) For x ∈ E and each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
〈x, xj〉τj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
〈∑
j∈S
cj〈x, xj〉xj ,
∑
k∈S
ck〈x, xk〉xk
〉∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈S
c2j〈x, xj〉〈xj , x〉
∥∥∥∥∥∥
≤ (sup{‖cj‖2}j∈J)
∥∥∥∥∥∥
∑
j∈S
〈x, xj〉〈xj , x〉
∥∥∥∥∥∥ ,
the last sum converges. Hence
∑
j∈S〈x, xj〉τj exists. In a similar manner
∑
j∈J(2e− cj)〈x, xj〉〈τj , x〉
also exists. Then
0 ≤
〈
x−
∑
j∈J
〈x, xj〉τj
〉
=
〈
x−
∑
j∈J
cj〈x, xj〉xj , x−
∑
k∈J
ck〈x, xk〉xk
〉
= 〈x, x〉 − 2
∑
j∈J
cj〈x, xj〉〈xj , x〉+
∑
j∈J
c2j〈x, xj〉〈xj , x〉 = 〈x, x〉 −
∑
j∈J
(2cj − c2j)〈x, xj〉〈xj , x〉,
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⇒∑j∈J(2cj − c2j)〈x, xj〉〈xj , x〉 =∑j∈J(2e− cj)〈x, xj〉〈τj , x〉 ≤ 〈x, x〉.
(ii) Arguments are simple.

Corollary 12.39. Let ({xj}j∈J, {τj = cjxj}j∈J) be an orthonormal basis for E. Then
1
sup{‖cj‖}j∈J
∑
j∈J
〈x, xj〉〈τj , x〉 ≤ 〈x, x〉 ≤ 1
inf{‖cj‖}j∈J
∑
j∈J
〈x, xj〉〈τj , x〉, ∀x ∈ E.
Proof. 1sup{‖cj‖}j∈J
∑
j∈J〈x, xj〉〈τj , x〉 = 1sup{‖cj‖}j∈J
∑
j∈J cj〈x, xj〉〈xj , x〉 ≤
∑
j∈J〈x, xj〉〈xj , x〉 = 〈x, x〉 ≤
1
inf{‖cj‖}j∈J
∑
j∈J cj〈x, xj〉〈xj , x〉 ≤ 1inf{‖cj‖}j∈J
∑
j∈J〈x, xj〉〈τj , x〉, ∀x ∈ E. 
Corollary 12.40. Let ({xj}j∈J, {τj = cjxj}j∈J) be an orthonormal basis for E. Then
1
sup{‖cj‖}j∈J
∥∥∥∥∥∥
∑
j∈J
〈x, xj〉〈τj , x〉
∥∥∥∥∥∥ ≤ ‖x‖2 ≤ 1inf{‖cj‖}j∈J
∥∥∥∥∥∥
∑
j∈J
〈x, xj〉〈τj , x〉
∥∥∥∥∥∥ , ∀x ∈ E.
Corollary 12.41. If ({xj}j∈J, {τj = cjxj}j∈J) is orthonormal for E over (A, e) such that cj ≤ 2e, ∀j ∈ J,
then ‖∑j∈J(2e− cj)〈x, xj〉〈τj , x〉‖ ≤ ‖x‖2, ∀x ∈ E.
Theorem 12.42. If ({xj}j∈J, {τj = cjxj}j∈J) is orthonormal for E over (A, e) such that cj ≤ 2e, ∀j ∈ J,
then for each x ∈ E, the set
Yx :=
∞⋃
n=1
{
xj : (2e− cj)〈x, xj〉〈τj , x〉 > 1
n
〈x, x〉, j ∈ J
}
is either finite or countable.
Proof. For n ∈ N, define
Yn,x :=
{
xj : (2e− cj)〈x, xj〉〈τj , x〉 > 1
n
〈x, x〉, j ∈ J
}
.
Suppose, for some n, Yn,x has more than n−1 elements, say x1, ..., xn. Then
∑n
j=1(2e−cj)〈x, xj〉〈τj , x〉 >
n 1n 〈x, x〉 = 〈x, x〉. From Theorem 12.38,
∑
j∈J(2e − cj)〈x, xj〉〈τj , x〉 ≤ 〈x, x〉. This gives 〈x, x〉 < 〈x, x〉
which is impossible. Hence Card(Yn,x) ≤ n− 1 and hence Yx = ∪∞n=1Yn,x is finite or countable. 
Theorem 12.43. (i) If ({xj}j∈J, {τj}j∈J) is an orthonormal basis for E, then it is a Riesz basis.
(ii) If ({xj = Ufj}j∈J, {τj = V fj}j∈J) is a Riesz basis for E, then it is a frame with optimal frame
bounds ‖(V U∗)−1‖−1 and ‖V U∗‖.
Proof. (i) We may assume that {xj}j∈J is an orthonormal basis. Then there exists a sequence {cj}j∈J
of positive invertible elements in the center of A such that 0 < inf{‖cj‖}j∈J ≤ sup{‖cj‖}j∈J < ∞
and τj = cjxj , ∀j ∈ J. Define fj := xj , ∀j ∈ J, U := IE and V : E ∋ x 7→
∑
j∈J cj〈x, xj〉xj ∈ E.
Using cj ’s are in the center of A, we get V ∈ End∗A(E). Then xj = Ufj, V fj =
∑
k∈J ck〈fj , xk〉xk =
cjxj = τj , ∀j ∈ J. Since all cj ’s are positive invertible, V is positive invertible, whose inverse (at
x ∈ E) is ∑j∈J c−1j 〈x, xj〉xj , and V U∗ = V ≥ 0.
(ii) Following show that {xj}j∈J, {τj}j∈J are Bessel sequences (w.r.t. themselves):
∑
j∈S〈x, xj〉〈xj , x〉 =∑
j∈S〈x, Ufj〉〈Ufj, x〉 =
∑
j∈S〈U∗x, fj〉〈fj , U∗x〉 ≤ 〈U∗x, U∗x〉 ≤ ‖U∗‖2〈x, x〉,
∑
j∈S〈y, τj〉〈τj , y〉 =∑
j∈S〈y, V fj〉〈V fj , y〉 ≤ 〈V ∗y, V ∗y〉 ≤ ‖V ∗‖2〈y, y〉, ∀x, y ∈ E, for each finite S ⊆ J. Further,
‖(V U∗)−1‖−1〈x, x〉 ≤ 〈V U∗x, x〉 ≤ ‖V U∗‖〈x, x〉, ∀x ∈ E, 〈V U∗x, x〉 = 〈U∗x, V ∗x〉 =∑j∈J〈U∗x, fj〉〈fj , V ∗x〉 =∑
j∈J〈x, Ufj〉〈V fj, x〉 =
∑
j∈J〈x, xj〉〈τj , x〉, ∀x ∈ E and
∑
j∈J〈x, xj〉τj =
∑
j∈J〈x, Ufj〉V fj = V (
∑
j∈J〈U∗x, fj〉fj) =
V U∗x = UV ∗x = U(
∑
j∈J〈V ∗x, fj〉fj) =
∑
j∈J〈x, V fj〉Ufj =
∑
j∈J〈x, τj〉xj , ∀x ∈ E.
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
Theorem 12.44. Let ({xj = Ufj}j∈J, {τj = V fj}j∈J) be a Riesz basis for E over A. Then
(i) There exist unique {yj}j∈J, {ωj}j∈J in E such that
x =
∑
j∈J
〈x, yj〉xj =
∑
j∈J
〈x, ωj〉τj , ∀x ∈ E
and ({yj}j∈J, {ωj}j∈J) is Riesz.
(ii) {xj}j∈J, {τj}j∈J are complete in E. If V ∗U ≥ 0, then there are real a, b > 0 such that for every
finite subset S of J,
a
∑
j∈S
cjc
∗
j ≤
〈∑
j∈S
cjxj ,
∑
k∈S
ckτk
〉
≤ b
∑
j∈S
cjc
∗
j , ∀cj ∈ A, ∀j ∈ S.
Proof. (i) is similar to Hilbert space situation. For (ii), from the invertibility of U , and from (v) of
Corollary 12.16, we see the completeness of {xj}j∈J in E. Similarly {τj}j∈J is also complete in E. If
V ∗U ≥ 0, then
1
‖(V ∗U)−1‖
∑
j∈S
cjc
∗
j =
1
‖(V ∗U)−1‖
〈∑
j∈S
cjfj,
∑
k∈S
ckfk
〉
≤
〈∑
j∈S
cjUfj,
∑
k∈S
ckV fk
〉
=
〈∑
j∈S
cjxj ,
∑
k∈S
ckτk
〉
≤
〈
V ∗U
∑
j∈S
cjfj
 ,∑
k∈S
ckfk
〉
≤ ‖V ∗U‖
∑
j∈S
cjc
∗
j
for all cj ∈ A, ∀j ∈ S. 
Theorem 12.45. Let {xj}j∈J, {τj}j∈J be in E over A. Then the following are equivalent.
(i) ({xj}j∈J, {τj}j∈J) is a Riesz basis for E.
(ii) {xj}j∈J, {τj}j∈J are complete in E, and there exist a, b, c, d > 0 such that for every finite subset
S ⊆ J,
a
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
2
≤ b
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥
2
, ∀cj ∈ A, ∀j ∈ S,
c
∥∥∥∥∥∥
∑
j∈S
djd
∗
j
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥
∑
j∈S
djτj
∥∥∥∥∥∥
2
≤ d
∥∥∥∥∥∥
∑
j∈S
djd
∗
j
∥∥∥∥∥∥
2
, ∀dj ∈ A, ∀j ∈ S,
and ∑
j∈J
〈x, xj〉〈τj , x〉 ≥ 0, ∀x ∈ E.
Proof. We have to use Lemma 12.31 in proving (ii) ⇒ (i). Other facts are similar to proof of the
corresponding result in Hilbert space. 
Proposition 12.46. For every {xj}j∈J ∈ Fτ ,
(i) θ∗x({cj}j∈J) =
∑
j∈J cjxj , θ
∗
τ ({cj}j∈J) =
∑
j∈J cjτj , ∀{cj}j∈J ∈ HA;
θ∗xθxy =
∑
j∈J〈y, xj〉xj , θ∗τθτy =
∑
j∈J〈y, τj〉τj , ∀y ∈ E.
(ii) Sx,τ = θ
∗
τθx = θ
∗
xθτ . In particular,
Sx,τy =
∑
j∈J
〈y, xj〉τj =
∑
j∈J
〈y, τj〉xj , ∀y ∈ E and
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〈Sx,τy, z〉 =
∑
j∈J
〈y, xj〉〈τj , z〉 =
∑
j∈J
〈y, τj〉〈xj , z〉, ∀y, z ∈ E.
(iii) Every y ∈ E can be written as
y =
∑
j∈J
〈y, S−1x,ττj〉xj =
∑
j∈J
〈y, τj〉S−1x,τxj =
∑
j∈J
〈y, S−1x,τxj〉τj =
∑
j∈J
〈y, xj〉S−1x,ττj .
(iv) ({xj}j∈J, {τj}j∈J) is Parseval if and only if θ∗τθx = IE.
(v) ({xj}j∈J, {τj}j∈J) is Parseval if and only if θxθ∗τ is idempotent.
(vi) θxS
−1
x,τθ
∗
τ is idempotent.
(vii) θx and θτ are injective and their ranges are closed.
(viii) θ∗x and θ
∗
τ are surjective.
(ix) Ker(θx) and Ker(θx) (resp. θx(E) and θx(E)) are orthogonally complementable submodules of E
(resp. HA).
Proof. Proof of (i)-(vi) are similar to Hilbert space situation. For (ix), we have to use (vii) and Theorem
11.20. 
We call Px,τ := θxS
−1
x,τθ
∗
τ as the frame idempotent.
Definition 12.47. A frame ({xj}j∈J, {τj}j∈J) for E is called a Riesz frame if Px,τ = IHA . A Parseval
and Riesz frame (i.e., θ∗τθx = IE and θxθ
∗
τ = IHA) is called as an orthonormal frame.
Proposition 12.48. (i) If ({xj}j∈J, {τj}j∈J) is a Riesz basis for E, then it is a Riesz frame.
(ii) If ({xj}j∈J, {τj = cjxj}j∈J) is an orthonormal basis for E, then it is a Riesz frame.
Proposition 12.49. A frame ({xj}j∈J, {τj}j∈J) for E is a Riesz frame if and only if θx(E) = HA if and
only if θτ (E) = HA.
Proposition 12.50. A frame ({xj}j∈J, {τj}j∈J) for E over (A, e) is an orthonormal frame if and only
if it is a Parseval frame and 〈xj , τk〉 = δj,ke, ∀j, k ∈ J.
Theorem 12.51. Let ({xj}j∈J, {τj}j∈J) be a Parseval frame for E such that θx(E) = θτ (E) and Px,τ is a
projection. Then there exist a Hilbert C*-module E1 which contains E isometrically and an orthonormal
frame ({yj}j∈J, {ωj}j∈J) for E1 such that xj = Pyj , τj = Pωj, ∀j ∈ J, where P is the orthogonal projection
from E1 onto E.
Definition 12.52. A frame ({yj}j∈J, {ωj}j∈J) for E is said to be a dual of frame ({xj}j∈J, {τj}j∈J)
for E if θ∗ωθx = θ
∗
yθτ = IE. The ‘frame’ ({x˜j := S−1x,τxj}j∈J, {τ˜j := S−1x,ττj}j∈J), which is a ‘dual’ of
({xj}j∈J, {τj}j∈J) is called the canonical dual of ({xj}j∈J, {τj}j∈J).
Proposition 12.53. Let ({xj}j∈J, {τj}j∈J) be a frame for E. If y ∈ E has representation y =
∑
j∈J cjxj =∑
j∈J djτj , for some sequences {cj}j∈J, {dj}j∈J in A, then∑
j∈J
cjd
∗
j =
∑
j∈J
〈S−1x,τy, τj〉〈xj , S−1x,τy〉+
∑
j∈J
(〈cj − 〈S−1x,τy, τj〉)(d∗j − 〈xj , S−1x,τy〉).
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Proof. Right side =∑
j∈J
〈S−1x,τy, τj〉〈xj , S−1x,τy〉+
∑
j∈J
cjd
∗
j −
∑
j∈J
cj〈xj , S−1x,τy〉 −
∑
j∈J
〈S−1x,τy, τj〉d∗j +
∑
j∈J
〈S−1x,τy, τj〉〈xj , S−1x,τy〉
= 2〈Sx,τS−1x,τy, S−1x,τy〉+
∑
j∈J
cjd
∗
j −
〈∑
j∈J
cjxj , S
−1
x,τy
〉
−
〈
S−1x,τy,
∑
j∈J
djτj
〉
= 2〈y, S−1x,τy〉+
∑
j∈J
cjd
∗
j − 〈y, S−1x,τy〉 − 〈S−1x,τy, y〉 = Left side.

Theorem 12.54. Let ({xj}j∈J, {τj}j∈J) be a frame for E with frame bounds a and b. Then
(i) The canonical dual frame of the canonical dual frame of ({xj}j∈J, {τj}j∈J) is itself.
(ii) 1/b, 1/a are frame bounds for the canonical dual of ({xj}j∈J, {τj}j∈J).
(iii) If a, b are optimal frame bounds for ({xj}j∈J, {τj}j∈J), then 1/b, 1/a are optimal frame bounds for
its canonical dual.
Proposition 12.55. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be frames for E. Then the following
are equivalent.
(i) ({yj}j∈J, {ωj}j∈J) is dual of ({xj}j∈J, {τj}j∈J).
(ii)
∑
j∈J〈z, xj〉ωj =
∑
j∈J〈z, τj〉yj = z, ∀z ∈ E.
Theorem 12.56. Let ({xj}j∈J, {τj}j∈J) be a frame for E. If ({xj}j∈J, {τj}j∈J) is a Riesz basis for E,
then ({xj}j∈J, {τj}j∈J) has unique dual. Converse holds if θx(E) = θτ (E).
Proof. From Proposition 12.46, θx(E) and θτ (E) are orthogonally complementable submodules of HA.
Rest are similar to Hilbert space situation. 
Proposition 12.57. Let ({xj}j∈J, {τj}j∈J) be a frame for E. If ({yj}j∈J, {ωj}j∈J) is a dual of ({xj}j∈J, {τj}j∈J),
then there exist Bessel sequences {zj}j∈J and {ρj}j∈J for E such that yj = S−1x,τxj + zj , ωj = S−1x,ττj +
ρj , ∀j ∈ J, and θz(E) ⊥ θτ (E), θρ(E) ⊥ θx(E). Converse holds if θ∗ρθz ≥ 0.
Lemma 12.58. Let ({xj}j∈J, {τj}j∈J) be a frame for E and {ej}j∈J be the standard orthonormal basis
for HA. Then the dual frames of ({xj}j∈J, {τj}j∈J) are precisely ({yj = Uej}j∈J, {ωj = V ej}j∈J), where
U, V : HA → E are bounded left-inverses of θτ , θx, respectively, such that V U∗ is positive invertible.
Lemma 12.59. Let ({xj}j∈J, {τj}j∈J) be a frame for E over A. Then the adjointable left-inverses of
(i) θx are precisely S
−1
x,τθ
∗
τ + U(IHA − θxS−1x,τθ∗τ ), where U ∈ Hom∗A(HA,E).
(ii) θτ are precisely S
−1
x,τθ
∗
x + V (IHA − θτS−1x,τθ∗x), where V ∈ Hom∗A(HA,E).
Theorem 12.60. Let ({xj}j∈J, {τj}j∈J) be a frame for E over A. The dual frames ({yj}j∈J, {ωj}j∈J) of
({xj}j∈J, {τj}j∈J) are precisely
({yj = S−1x,τxj + V ej − V θτS−1x,τxj}j∈J, {ωj = S−1x,ττj + Uej − UθxS−1x,ττj}j∈J)
such that
S−1x,τ + UV
∗ − UθxS−1x,τθ∗τV ∗
is positive invertible, where {ej}j∈J is the standard orthonormal basis for HA, and U, V ∈ Hom∗A(HA,E).
Definition 12.61. A frame ({yj}j∈J, {ωj}j∈J) for E is said to be orthogonal to a frame ({xj}j∈J, {τj}j∈J)
for E if θ∗ωθx = θ
∗
yθτ = 0.
100
Proposition 12.62. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be frames for E. Then the following
are equivalent.
(i) ({yj}j∈J, {ωj}j∈J) is orthogonal to ({xj}j∈J, {τj}j∈J).
(ii)
∑
j∈J〈z, xj〉ωj =
∑
j∈J〈z, τj〉yj = 0, ∀z ∈ E.
Proposition 12.63. Two orthogonal frames have common dual frame.
Proposition 12.64. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be two Parseval frames for E over
(A, e) which are orthogonal. If A,B,C,D ∈ End∗A(E) are such that AC∗ + BD∗ = IE, then ({Axj +
Byj}j∈J, {Cτj +Dωj}j∈J) is a Parseval frame for E. In particular, if a, b, c, d ∈ A satisfy ac∗ + bd∗ = e,
then ({axj + byj}j∈J, {cτj + dωj}j∈J) is a Parseval frame for E.
Definition 12.65. Two frames ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) for E are called disjoint if ({xj⊕
yj}j∈J, {τj ⊕ ωj}j∈J) is a frame for E⊕ E.
Proposition 12.66. If ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are disjoint frames for E, then they are
disjoint. Further, if both ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are Parseval, then ({xj ⊕ yj}j∈J, {τj ⊕
ωj}j∈J) is Parseval.
Characterizations
Theorem 12.67. Let {fj}j∈J be an arbitrary orthonormal basis for E over A. Then
(i) The orthonormal bases ({xj}j∈J, {τj}j∈J) for E are precisely ({Ufj}j∈J, {cjUfj}j∈J), where U ∈
End∗A(E) is unitary and cj’s are positive invertible elements in the center of A such that 0 <
inf{‖cj‖}j∈J ≤ sup{‖cj‖}j∈J <∞.
(ii) The Riesz bases ({xj}j∈J, {τj}j∈J) for E are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈ End∗A(E)
are invertible such that V U∗ is positive.
(iii) The frames ({xj}j∈J, {τj}j∈J) for E are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈ End∗A(E) are
such that V U∗ is positive invertible.
(iv) The Bessel sequences ({xj}j∈J, {τj}j∈J) for E are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈
End∗A(E) are such that V U
∗ is positive.
(v) The Riesz frames ({xj}j∈J, {τj}j∈J) for E are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈ End∗A(E)
are such that V U∗ is positive invertible and U∗(V U∗)−1V = IE.
(vi) The orthonormal frames ({xj}j∈J, {τj}j∈J) for E are precisely ({Ufj}j∈J, {V fj}j∈J), where U, V ∈
End∗A(E) are such that V U
∗ = IE = U∗V .
Corollary 12.68. (i) If ({xj}j∈J, {τj = cjxj}j∈J) is an orthonormal basis for E, then ‖xj‖ = 1, ∀j ∈
J, ‖τj‖ = ‖cj‖, ∀j ∈ J.
(ii) If ({xj}j∈J, {τj}j∈J) is a Riesz basis for E, then
1
‖U−1‖ ≤ ‖xj‖ ≤ ‖U‖, ∀j ∈ J,
1
‖V −1‖ ≤ ‖τj‖ ≤ ‖V ‖, ∀j ∈ J.
(iii) If ({xj}j∈J, {τj}j∈J) is a Bessel sequence for E, then ‖xj‖ ≤ ‖U‖, ∀j ∈ J, ‖τj‖ ≤ ‖V ‖, ∀j ∈ J.
Corollary 12.69. Let {fj}j∈J be an arbitrary orthonormal basis for E over A. Then
(i) The orthonormal bases ({xj}j∈J, {xj}j∈J) for E are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈
End∗
A
(E) is unitary.
(ii) The Riesz bases ({xj}j∈J, {xj}j∈J) for E are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ End∗A(E) is
invertible.
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(iii) The frames ({xj}j∈J, {xj}j∈J) for E are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ End∗A(E) is such
that UU∗ is invertible.
(iv) The Bessel sequences ({xj}j∈J, {xj}j∈J) for E are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ End∗A(E).
(v) The Riesz frames ({xj}j∈J, {xj}j∈J) for E are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈ End∗A(E)
is such that UU∗ is invertible and U∗(UU∗)−1U = IE.
(vi) The orthonormal frames ({xj}j∈J, {xj}j∈J) for E are precisely ({Ufj}j∈J, {Ufj}j∈J), where U ∈
End∗
A
(E) is such that UU∗ = IE = U∗U .
(vii) ({xj}j∈J, {τj}j∈J) is an orthonormal basis for E if and only if it an orthonormal frame.
Theorem 12.70. Let {xj}j∈J, {τj}j∈J be in E over A. Then ({xj}j∈J, {τj}j∈J) is a frame with bounds a
and b (resp. Bessel with bound b)
(i) if and only if
U : HA ∋ {cj}j∈J 7→
∑
j∈J
cjxj ∈ E, and V : HA ∋ {dj}j∈J 7→
∑
j∈J
djτj ∈ E
are well-defined, U, V ∈ Hom∗
A
(HA,E) such that aIE ≤ V U∗ ≤ bIE (resp. 0 ≤ V U∗ ≤ bIE).
(ii) if and only if
U : HA ∋ {cj}j∈J 7→
∑
j∈J
cjxj ∈ E, and S : E ∋ z 7→ {〈z, τj〉}j∈J ∈ HA
are well-defined, U ∈ Hom∗A(HA,E), S ∈ Hom∗A(E,HA) such that aIE ≤ S∗U∗ ≤ bIE (resp.
0 ≤ S∗U∗ ≤ bIE).
(iii) if and only if
R : E ∋ y 7→ {〈y, xj〉}j∈J ∈ HA, and V : HA ∋ {dj}j∈J 7→
∑
j∈J
djτj ∈ E
are well-defined, R ∈ Hom∗
A
(E,HA), V ∈ Hom∗A(HA,E) such that aIE ≤ V R ≤ bIE (resp. 0 ≤
V R ≤ bIE).
(iv) if and only if
R : E ∋ y 7→ {〈y, xj〉}j∈J ∈ HA, and S : E ∋ z 7→ {〈z, τj〉}j∈J ∈ HA
are well-defined, R,S ∈ Hom∗
A
(E,HA) such that aIE ≤ S∗R ≤ bIE (resp. 0 ≤ S∗R ≤ bIE).
Theorem 12.71. Let {xj}j∈J, {τj}j∈J be in E. If ({xj}j∈J, {τj}j∈J) is a frame, then
(i) there are a, b > 0 such that
a‖x‖2 ≤
∥∥∥∥∥∥
∑
j∈J
〈x, xj〉〈τj , x〉
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈J
〈x, τj〉〈xj , x〉
∥∥∥∥∥∥ ≤ b‖x‖2, ∀x ∈ E,
(ii) there are c, d > 0 such that∑
j∈J
〈x, xj〉〈xj , x〉 ≤ c〈x, x〉, ∀x ∈ E and
∑
j∈J
〈x, τj〉〈τj , x〉 ≤ d〈x, x〉, ∀x ∈ E.
If 〈x, xj〉τj = 〈x, τj〉xj , 〈x, xj〉〈τj , x〉 ≥ 0, ∀x ∈ E, ∀j ∈ J, then the converse holds.
Proof. (⇒) (resp. (⇐)) is an application of Theorem 11.44 (resp. Theorem 11.45). 
Corollary 12.72. Let {xj}j∈J, {τj}j∈J be in E. If ({xj}j∈J, {τj}j∈J) is Bessel, then
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(i) there is b > 0 such that∥∥∥∥∥∥
∑
j∈J
〈x, xj〉〈τj , x〉
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j∈J
〈x, τj〉〈xj , x〉
∥∥∥∥∥∥ ≤ b‖x‖2, ∀x ∈ E,
(ii) there are c, d > 0 such that∑
j∈J
〈x, xj〉〈xj , x〉 ≤ c〈x, x〉, ∀x ∈ E and
∑
j∈J
〈x, τj〉〈τj , x〉 ≤ d〈x, x〉, ∀x ∈ E.
If 〈x, xj〉τj = 〈x, τj〉xj , 〈x, xj〉〈τj , x〉 ≥ 0, ∀x ∈ E, ∀j ∈ J, then the converse holds.
Similarity and tensor product
Definition 12.73. A frame ({yj}j∈J, {ωj}j∈J) for E is said to similar to a frame ({xj}j∈J, {τj}j∈J) for
E if there are invertible Tx,y, Tτ,ω ∈ End∗A(E) such that yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J.
Proposition 12.74. Let {xj}j∈J ∈ Fτ with frame bounds a, b, let Tx,y, Tτ,ω ∈ End∗A(E) be positive,
invertible, commute with each other, commute with Sx,τ , and let yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J. Then
(i) {yj}j∈J ∈ Fτ and a‖T−1x,y‖‖T−1τ,ω‖ ≤ Sy,ω ≤ b‖Tx,yTτ,ω‖. Assuming that ({xj}j∈J, {τj}j∈J) is Parseval,
then ({yj}j∈J, {ωj}j∈J) is Parseval if and only if Tτ,ωTx,y = IE.
(ii) θy = θxTx,y, θω = θτTτ,ω, Sy,ω = Tτ,ωSx,τTx,y, Py,ω = Px,τ .
Lemma 12.75. Let {xj}j∈J ∈ Fτ , {yj}j∈J ∈ Fω and yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J, for some invertible
Tx,y, Tτ,ω ∈ End∗A(E). Then θy = θxT ∗x,y, θω = θτT ∗τ,ω, Sy,ω = Tτ,ωSx,τT ∗x,y, Py,ω = Px,τ . Assuming that
({xj}j∈J, {τj}j∈J) is Parseval frame, then ({yj}j∈J, {ωj}j∈J) is Parseval frame if and only if Tτ,ωT ∗x,y =
IE.
Theorem 12.76. Let {xj}j∈J ∈ Fτ , {yj}j∈J ∈ Fω. The following are equivalent.
(i) yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J, for some invertible Tx,y, Tτ,ω ∈ End∗A(E).
(ii) θy = θxT
′∗
x,y, θω = θτT
′∗
τ,ω for some invertible T
′
x,y, T
′
τ,ω ∈ End∗A(E).
(iii) Py,ω = Px,τ .
If one of the above conditions is satisfied, then invertible homomorphisms in (i) and (ii) are unique
and are given by Tx,y = θ
∗
yθτS
−1
x,τ , Tτ,ω = θ
∗
ωθxS
−1
x,τ . In the case that ({xj}j∈J, {τj}j∈J) is Parseval, then
({yj}j∈J, {ωj}j∈J) is Parseval if and only if Tτ,ωT ∗x,y = IE if and only if T ∗x,yTτ,ω = IE.
Corollary 12.77. For any given frame ({xj}j∈J, {τj}j∈J), the canonical dual of ({xj}j∈J, {τj}j∈J) is the
only dual frame that is similar to ({xj}j∈J, {τj}j∈J).
Corollary 12.78. Two similar frames cannot be orthogonal.
Remark 12.79. For every frame ({xj}j∈J, {τj}j∈J), each of ‘frames’ ({S−1x,τxj}j∈J, {τj}j∈J), ({S−1/2x,τ xj}j∈J, {S−1/2x,τ τj}j∈J),
and ({xj}j∈J, {S−1x,ττj}j∈J) is a Parseval frame which is similar to ({xj}j∈J, {τj}j∈J).
Tensor product of frames: Let ({xj}j∈J, {τj}j∈J) be a frame for E, and ({yl}l∈L, {ωl}l∈L) be a frame
for E1. The frame ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) for E ⊗ E1 is called as tensor
product of frames ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L).
Proposition 12.80. Let ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) be the tensor prod-
uct of frames ({xj}j∈J, {τj}j∈J) for E, and ({yl}l∈L, {ωl}l∈L) for E1. Then θz = θx ⊗ θy, θρ = θτ ⊗
θω, Sz,ρ = Sx,τ ⊗ Sy,ω, Pz,ρ = Px,τ ⊗ Py,ω. If ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L) are Parseval, then
({z(j,l)}(j,l)∈J×L, {ρ(j,l)}(j,l)∈J×L) is Parseval.
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Perturbations
Theorem 12.81. Let ({xj}j∈J, {τj}j∈J) be a frame for E over A. Suppose {yj}j∈J in E is such that
〈x, yj〉τj = 〈x, τj〉yj , 〈x, yj〉〈τj , x〉 ≥ 0, ∀x ∈ E, ∀j ∈ J and there exist α, β, γ ≥ 0 with max{α +
γ‖θτS−1x,τ‖, β} < 1 and for every finite subset S of J∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥ ≤ α
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥+ γ
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥
1
2
+ β
∥∥∥∥∥∥
∑
j∈S
cjyj
∥∥∥∥∥∥ , ∀cj ∈ A, ∀j ∈ S.
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds 1−(α+γ‖θτS
−1
x,τ‖)
(1+β)‖S−1x,τ‖ and
‖θτ‖((1+α)‖θx‖+γ)
1−β .
Corollary 12.82. Let ({xj}j∈J, {τj}j∈J) be a frame for E over A. Suppose {yj}j∈J in E is such that
〈x, yj〉τj = 〈x, τj〉yj , 〈x, yj〉〈τj , x〉 ≥ 0, ∀x ∈ E, ∀j ∈ J and
r :=
∥∥∥∥∥∥
∑
j∈J
(xj − yj)(x∗j − y∗j )
∥∥∥∥∥∥ < 1‖θτS−1x,τ‖2 .
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds 1−
√
r‖θτS−1x,τ‖
‖S−1x,τ‖ and ‖θτ‖(‖θx‖+
√
r).
Proof. Take α = 0, β = 0, γ =
√
r. Then max{α+ γ‖θτS−1x,τ‖, β} < 1 and for every finite subset S of J,∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥
1
2
∥∥∥∥∥∥
∑
j∈S
(xj − yj)(x∗j − y∗j )
∥∥∥∥∥∥
1
2
≤ γ
∥∥∥∥∥∥
∑
j∈S
cjc
∗
j
∥∥∥∥∥∥
1
2
, ∀cj ∈ A, ∀j ∈ S.
Now we can apply Theorem 12.81. 
Theorem 12.83. Let ({xj}j∈J, {τj}j∈J) be a frame for E over A with bounds a and b. Suppose {yj}j∈J
in E is such that
∑
j∈J〈x, yj〉〈τj , x〉 exist for all x ∈ E and is positive (in the C*-algebra A) for all x ∈ E
and there exist α, β, γ ≥ 0 with max{α+ γ√
a
, β} < 1 and∥∥∥∥∥∥
∑
j∈J
〈x, xj − yj〉〈τj , x〉
∥∥∥∥∥∥
1
2
≤ α
∥∥∥∥∥∥
∑
j∈J
〈x, xj〉〈τj , x〉
∥∥∥∥∥∥
1
2
+ β
∥∥∥∥∥∥
∑
j∈J
〈x, yj〉〈τj , x〉
∥∥∥∥∥∥
1
2
+ γ‖x‖, ∀x ∈ E.
Then ({yj}j∈J, {τj}j∈J) is a frame with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
13. Further extension in modules
We follow the same strategy as we did for ‘further extension’ in Hilbert spaces.
Definition 13.1. A collection {Aj}j∈J in Hom∗A(E,E0) is said to be a weak homomorphism-valued frame
(we write weak (hvf)) in Hom∗
A
(E,E0) with respect to collection {Ψj}j∈J in Hom∗A(E,E0) if the series
SA,Ψ :=
∑
j∈JΨ
∗
jAj converges in the strict topology on End
∗
A(E) to a bounded positive invertible homo-
morphism.
Notions of frame bounds, optimal bounds, tight frame, Parseval frame, Bessel are very similar to the
corresponding in Definition 11.2.
For fixed J, E,E0, and {Ψj}j∈J, the set of all weak homomorphism-valued frames in Hom∗A(E,E0) with
respect to collection {Ψj}j∈J is denoted by FwΨ.
Last definition holds if and only if
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Definition 13.2. A collection {Aj}j∈J in Hom∗A(E,E0) is said to be a weak (hvf) w.r.t. {Ψj}j∈J in
Hom∗A(E,E0) if there exist a, b, r > 0 such that
(i) ‖∑j∈JΨ∗jAjx‖ ≤ r‖x‖, ∀x ∈ E,
(ii)
∑
j∈JΨ
∗
jAjx =
∑
j∈J A
∗
jΨjx, ∀x ∈ E,
(iii) a〈x, x〉 ≤∑j∈J〈Ajx,Ψjx〉 ≤ b〈x, x〉, ∀x ∈ E.
Proposition 13.3. If ({Aj}j∈J, {Ψj}j∈J) is weak Bessel in Hom∗A(E,E0), then there exists a B ∈
Hom∗A(E,E0) such that ({Aj}j∈J∪{B}, {Ψj}j∈J∪{B}) is a tight weak (hvf). In particular, if ({Aj}j∈J, {Ψj}j∈J)
is a weak (hvf) in B(H,H0), then there exists a B ∈ Hom∗A(E,E0) such that ({Aj}j∈J∪{B}, {Ψj}j∈J∪{B})
is a tight weak (hvf).
Definition 13.4. A weak (hvf) ({Bj}j∈J, {Φj}j∈J) in Hom∗A(E,E0) is said to be a dual of weak (hvf)
({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) if
∑
j∈J B
∗
jΨj =
∑
j∈JΦ
∗
jAj = IE. The ‘weak (hvf)’ ({A˜j :=
AjS
−1
A,Ψ}j∈J, {Ψ˜j := ΨjS−1A,Ψ}j∈J), which is a ‘dual’ of ({Aj}j∈J, {Ψj}j∈J) is called the canonical dual
of ({Aj}j∈J, {Ψj}j∈J).
Proposition 13.5. Let ({Aj}j∈J, {Ψj}j∈J) be a weak (hvf) in Hom∗A(E,E0). If x ∈ E has representation
x =
∑
j∈JA
∗
jyj =
∑
j∈JΨ
∗
jzj , for some {yj}j∈J, {zj}j∈J in E0, then∑
j∈J
〈yj , zj〉 =
∑
j∈J
〈Ψ˜jx, A˜jx〉+
∑
j∈J
〈yj − Ψ˜jx, zj − A˜jx〉.
Theorem 13.6. Let ({Aj}j∈J, {Ψj}j∈J) be a weak (hvf) with frame bounds a and b. Then
(i) The canonical dual weak (hvf) of the canonical dual weak (hvf) of ({Aj}j∈J, {Ψj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aj}j∈J, {Ψj}j∈J).
(iii) If a, b are optimal frame bounds for ({Aj}j∈J, {Ψj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Definition 13.7. A weak (hvf) ({Bj}j∈J, {Φj}j∈J) in Hom∗A(E,E0) is said to be orthogonal to a weak
(hvf) ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) if
∑
j∈JB
∗
jΨj =
∑
j∈J Φ
∗
jAj = 0.
Proposition 13.8. Two orthogonal weak homomorphism-valued frames have common dual weak (hvf).
Proposition 13.9. Let ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) be two Parseval weak homomorphism-
valued frames in Hom∗
A
(E,E0) which are orthogonal. If C,D,E, F ∈ End∗A(E) are such that C∗E+D∗F =
IE, then ({AjC + BjD}j∈J, {ΨjE + ΦjF}j∈J) is a Parseval weak (hvf) in Hom∗A(E,E0). In particular,
if a, b, c, d ∈ A satisfy a∗c + b∗d = e (the identity of A), then ({cAj + dBj}j∈J, {eΨj + fΦj}j∈J) is a
Parseval weak (hvf).
Definition 13.10. Two weak homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J)
in Hom∗A(E,E0) are called disjoint if ({Aj ⊕Bj}j∈J, {Ψj ⊕Φj}j∈J) is a weak (hvf) in Hom∗A(E⊕ E,E0).
Proposition 13.11. If ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J) are weak orthogonal homomorphism-
valued frames in Hom∗
A
(E,E0), then they are disjoint. Further, if both ({Aj}j∈J, {Ψj}j∈J) and ({Bj}j∈J, {Φj}j∈J)
are Parseval weak, then ({Aj ⊕Bj}j∈J, {Ψj ⊕ Φj}j∈J) is Parseval weak.
Characterizations
Theorem 13.12. Let {Aj}j∈J, {Ψj}j∈J be in Hom∗A(E,E0). Suppose {ej,k}k∈Lj is an orthonormal basis
for E0, for each j ∈ J. Let uj,k = A∗jej,k, vj,k = Ψ∗jej,k, ∀k ∈ Lj , ∀j ∈ J. Then ({Aj}j∈J, {Ψj}j∈J) is a
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(i) weak (hvf) in Hom∗
A
(E,E0) with bounds a and b if and only if there exist c, d > 0 such that the map
T : E ∋ x 7→
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k ∈ E
is a well-defined adjointable positive invertible homomorphism such that a〈x, x〉 ≤ 〈Tx, x〉 ≤ b〈x, x〉,
∀x ∈ E, and∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉
∥∥∥∥∥∥ ≤ c‖x‖2, ∀x ∈ E;
∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈vj,k, x〉
∥∥∥∥∥∥ ≤ d‖x‖2, ∀x ∈ E.
(ii) weak Bessel in Hom∗
A
(E,E0) with bound b if and only if there exist c, d > 0 such that the map
T : E ∋ x 7→
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k ∈ E
is a well-defined adjointable positive homomorphism such that 〈Tx, x〉 ≤ b〈x, x〉, ∀x ∈ E, and∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈uj,k, x〉
∥∥∥∥∥∥ ≤ c‖x‖2, ∀x ∈ E;
∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈vj,k, x〉
∥∥∥∥∥∥ ≤ d‖x‖2, ∀x ∈ E.
(iii) weak (hvf) in Hom∗
A
(E,E0) with bounds a and b if and only if there is r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖x‖, ∀x ∈ E;
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉uj,k, ∀x ∈ E;
a〈x, x〉 ≤
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈vj,k, x〉 =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈uj,k, x〉 ≤ b〈x, x〉, ∀x ∈ E.
(iv) weak Bessel in Hom∗A(E,E0) with bound b if and only if there is r > 0 such that∥∥∥∥∥∥
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k
∥∥∥∥∥∥ ≤ r‖x‖, ∀x ∈ E;
∑
j∈J
∑
k∈Lj
〈x, uj,k〉vj,k =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉uj,k, ∀x ∈ E;
0 ≤
∑
j∈J
∑
k∈Lj
〈x, uj,k〉〈vj,k, x〉 =
∑
j∈J
∑
k∈Lj
〈x, vj,k〉〈uj,k, x〉 ≤ b〈x, x〉, ∀x ∈ E.
Lemma 13.13. If T ∈ Hom∗A(E,E0) has closed range, then there exists a bounded homomorphism R :
E0 → E such that TRy = y, ∀y ∈ E0.
Proof. From Theorem 11.20, Ker(T ) and T (E) are orthogonally complementable submodules in E and
E0, respectively. Rest is routine. 
Theorem 13.14. Let {Aj}j∈J, {Ψj}j∈J be in End∗A(E) such that Ψ∗jAj ≥ 0, ∀j ∈ J. Then ({Aj}j∈J, {Ψj}j∈J)
is a weak (hvf) in End∗A(E) if and only if
T : HA ⊗ E ∋ y 7→
∑
j∈J
(Ψ∗jAj)
1
2L∗jy ∈ E
is a well-defined bounded surjective adjointable homomorphism.
Proof. (⇒) For every finite subset S of J and every y ∈ HA ⊗ E, we have
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∥∥∥∥∥∥
∑
j∈S
(Ψ∗jAj)
1
2L∗jy
∥∥∥∥∥∥ = supx∈E,‖x‖=1
∥∥∥∥∥∥
〈∑
j∈S
(Ψ∗jAj)
1
2L∗jy, x
〉∥∥∥∥∥∥ = supx∈E,‖x‖=1
∥∥∥∥∥∥
∑
j∈S
〈L∗jy, (Ψ∗jAj)
1
2x〉
∥∥∥∥∥∥
≤ sup
x∈E,‖x‖=1
∥∥∥∥∥∥
∑
j∈S
〈L∗jy, L∗jy〉
∥∥∥∥∥∥
1
2
∥∥∥∥∥∥
∑
j∈S
〈(Ψ∗jAj)
1
2x, (Ψ∗jAj)
1
2x〉
∥∥∥∥∥∥
1
2
= sup
x∈E,‖x‖=1
∥∥∥∥∥∥
∑
j∈S
〈L∗jy, L∗jy〉
∥∥∥∥∥∥
1
2
∥∥∥∥∥∥
∑
j∈S
〈Ψ∗jAjx, x〉
∥∥∥∥∥∥
1
2
≤ sup
x∈E,‖x‖=1
∥∥∥∥∥∥
∑
j∈S
〈L∗jy, L∗jy〉
∥∥∥∥∥∥
1
2
‖SA,Ψx‖ 12 ≤
∥∥∥∥∥∥
∑
j∈S
〈L∗jy, L∗jy〉
∥∥∥∥∥∥
1
2
‖SA,Ψ‖ 12 ,
∑
j∈J〈L∗jy, L∗jy〉 exists (it equals to 〈y, y〉). Therefore T is bounded linear with ‖T ‖ ≤ ‖SA,Ψ‖
1
2 . We can
show the surjectivity of T as we showed the same in Theorem 10.14. The adjoint of T is
∑
j∈J LjΨ
∗
jAj .
(⇐) We show ‖∑j∈J〈Ψ∗jAjx, x〉‖ converges, ∀x ∈ E and using this, we show ∑j∈J Ψ∗jAjx converges,
∀x ∈ E. Let x ∈ E, and S be a finite subset of J. Then∥∥∥∥∥∥
∑
j∈S
〈Ψ∗jAjx, x〉
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈S
Ψ∗jAjx
∥∥∥∥∥∥ ‖x‖ =
∥∥∥∥∥∥
∑
j∈S
(Ψ∗jAj)
1
2L∗j
(∑
k∈S
Lk(Ψ
∗
kAk)
1
2 x
)∥∥∥∥∥∥ ‖x‖
=
∥∥∥∥∥∥T
∑
k∈S
Lk(Ψ
∗
kAk)
1
2 x+
∑
k∈J\S
0
∥∥∥∥∥∥ ‖x‖ ≤ ‖T ‖
∥∥∥∥∥∑
k∈S
Lk(Ψ
∗
kAk)
1
2x
∥∥∥∥∥ ‖x‖
= ‖T ‖
∥∥∥∥∥
〈∑
k∈S
Ψ∗kAkx, x
〉∥∥∥∥∥
1
2
‖x‖.
Therefore ‖∑j∈S〈Ψ∗jAjx, x〉‖ ≤ ‖T ‖2‖x‖2. Since Ψ∗jAj ≥ 0, ∀j ∈ J, we get the convergence of ‖∑j∈J〈Ψ∗jAjx, x〉‖.
Next, ∥∥∥∥∥∥
∑
j∈S
Ψ∗jAjx
∥∥∥∥∥∥ = supz∈E,‖z‖=1
∥∥∥∥∥∥
〈∑
j∈S
Ψ∗jAjx, z
〉∥∥∥∥∥∥ = supz∈E,‖z‖=1
∥∥∥∥∥∥
∑
j∈S
〈(Ψ∗jAj)
1
2 x, (Ψ∗jAj)
1
2 z〉
∥∥∥∥∥∥
≤ sup
z∈E,‖z‖=1
∥∥∥∥∥∥
∑
j∈S
〈(Ψ∗jAj)
1
2 x, (Ψ∗jAj)
1
2 x〉
∥∥∥∥∥∥
1
2
∥∥∥∥∥∥
∑
j∈S
〈(Ψ∗jAj)
1
2 z, (Ψ∗jAj)
1
2 z〉
∥∥∥∥∥∥
1
2
=
∥∥∥∥∥∥
∑
j∈S
〈Ψ∗jAjx, x〉
∥∥∥∥∥∥
1
2
sup
z∈E,‖z‖=1
∥∥∥∥∥∥
∑
j∈S
〈Ψ∗jAjz, z〉
∥∥∥∥∥∥
1
2
≤
∥∥∥∥∥∥
∑
j∈S
〈Ψ∗jAjx, x〉
∥∥∥∥∥∥
1
2
‖T ‖.
So
∑
j∈JΨ
∗
jAjx converges and ‖SA,Ψx‖ = ‖
∑
j∈SΨ
∗
jAjx‖ ≤ ‖T ‖2‖x‖. Clearly SA,Ψ is positive. Now
using Theorem 11.44 there exists a positive b such that 〈SA,Ψx, x〉 = 〈S1/2A,Ψx, S1/2A,Ψx〉 ≤ b〈x, x〉, ∀x ∈ E.
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From Lemma 13.13, there exists a bounded homomorphism R : E→ HA⊗E such that TRx = x, ∀x ∈ E.
This gives
‖x‖2 = ‖〈TRx, x〉‖ =
∥∥∥∥∥∥
〈∑
j∈J
(Ψ∗jAj)
1
2L∗jRx, x
〉∥∥∥∥∥∥ =
∥∥∥∥∥∥
〈
Rx,
∑
j∈J
Lj(Ψ
∗
jAj)
1
2 x
〉∥∥∥∥∥∥
≤ ‖Rx‖
∥∥∥∥∥∥
∑
j∈J
Lj(Ψ
∗
jAj)
1
2x
∥∥∥∥∥∥ = ‖Rx‖
∥∥∥∥∥∥
〈∑
j∈J
Lj(Ψ
∗
jAj)
1
2 x,
∑
k∈J
Lk(Ψ
∗
kAk)
1
2x
〉∥∥∥∥∥∥
1
2
= ‖Rx‖
∥∥∥∥∥∥
∑
j∈J
〈(Ψ∗jAj)
1
2x, (Ψ∗jAj)
1
2x〉
∥∥∥∥∥∥
1
2
= ‖Rx‖
∥∥∥∥∥∥
〈∑
j∈J
Ψ∗jAjx, x
〉∥∥∥∥∥∥ ≤ ‖R‖‖x‖‖〈SA,Ψx, x〉‖
implies ‖R‖−1‖x‖ ≤ ‖S1/2A,Ψx‖. Applying Theorem 11.45 now completes the proof. 
Similarity and tensor product of weak homomorphism-valued frames
Definition 13.15. A weak (hvf) ({Bj}j∈J, {Φj}j∈J) in Hom∗A(E,E0) is said to be right-similar to weak
(hvf) ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E0) if there exist invertible RA,B, RΨ,Φ ∈ End∗A(E) such that Bj =
AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J.
Proposition 13.16. Let {Aj}j∈J ∈ FwΨ with frame bounds a, b, let RA,B, RΨ,Φ ∈ End∗A(E) be positive,
invertible, commute with each other, commute with SA,Ψ, and let Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J.
Then {Bj}j∈J ∈ FwΦ, SB,Φ = RΨ,ΦSA,ΨRA,B, and a‖R−1
A,B
‖‖R−1
Ψ,Φ‖
≤ SB,Φ ≤ b‖RA,BRΨ,Φ‖. Assuming that
({Aj}j∈J, {Ψj}j∈J) is a Parseval weak (hvf), then ({Bj}j∈J, {Φj}j∈J) is a Parseval weak (hvf) if and only
if RΨ,ΦRA,B = IE.
Proposition 13.17. Let {Aj}j∈J ∈ FwΨ, {Bj}j∈J ∈ FwΦ and Bj = AjRA,B,Φj = ΨjRΨ,Φ, ∀j ∈ J, for
some invertible RA,B, RΨ,Φ ∈ End∗A(E). Then SB,Φ = R∗Ψ,ΦSA,ΨRA,B. Assuming that ({Aj}j∈J, {Ψj}j∈J)
is Parseval weak, then ({Bj}j∈J, {Φj}j∈J) is Parseval weak if and only if R∗Ψ,ΦRA,B = IE.
Remark 13.18. For every weak (hvf) ({Aj}j∈J, {Ψj}j∈J), each of ‘weak homomorphism-valued frames’
({AjS−1A,Ψ}j∈J, {Ψj}j∈J), ({AjS−1/2A,Ψ }j∈J, {ΨjS−1/2A,Ψ }j∈J), and ({Aj}j∈J, {ΨjS−1A,Ψ}j∈J) is a Parseval weak
(hvf) which is right-similar to ({Aj}j∈J, {Ψj}j∈J).
Tensor product: Let {Aj}j∈J be a weak (hvf) w.r.t. {Ψj}j∈J in Hom∗A(E,E0), and {Bl}l∈L be a
weak (hvf) w.r.t. {Φl}l∈L in Hom∗A(E1,E2). The weak (hvf) ({C(j,l) := Aj ⊗ Bl}(j,l)∈J×L, {Ξ(j,l) :=
Ψj ⊗ Φl}(j,l)∈J×L) in Hom∗A(E ⊗ E1,E0 ⊗ E2) is called as tensor product of ({Aj}j∈J, {Ψj}j∈J) and
({Bl}l∈L, {Φl}l∈L).
Proposition 13.19. Let ({C(j,l) := Aj ⊗ Bl}(j,l)∈J×L, {Ξ(j,l) := Ψj ⊗ Φl}(j,l)∈J×L) be the tensor prod-
uct of weak homomorphism-valued frames ({Aj}j∈J, {Ψj}j∈J) in Hom∗A(E,E1), and ({Bl}l∈L, {Φl}l∈L) in
Hom∗
A
(E1,E2). Then SC,Ξ = SA,Ψ⊗SB,Φ. If ({Aj}j∈J, {Ψj}j∈J) and ({Bl}l∈L, {Φl}l∈L) are Parseval weak
(hvf), then ({C(j,l)}(j,l)∈J×L, {Ξ(j,l)}(j,l)∈J×L) is a Parseval weak (hvf).
Sequential version
Definition 13.20. A collection {xj}j∈J in E is called a weak frame w.r.t. collection {τj}j∈J in E if
Sx,τ : E ∋ x 7→
∑
j∈J〈x, xj〉τj ∈ E is a well-defined adjointable positive invertible homomorphism. Notions
of frame bounds, optimal bounds, tight frame, Parseval frame, Bessel are same as in Definition 12.1.
For fixed J,E, and {τj}j∈J the set of all weak frames for E w.r.t. {τj}j∈J is denoted by Fwτ .
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Previous definition is equivalent to
Definition 13.21. A collection {xj}j∈J in E is called a weak frame w.r.t. collection {τj}j∈J in E if there
are a, b, r > 0 such that
(i) ‖∑j∈J〈x, xj〉τj‖ ≤ r‖x‖, ∀x ∈ E,
(ii)
∑
j∈J〈x, xj〉τj =
∑
j∈J〈x, τj〉xj , ∀x ∈ E,
(iii) a〈x, x〉 ≤∑j∈J〈x, xj〉〈τj , x〉 ≤ b〈x, x〉, ∀x ∈ E.
Theorem 13.22. Let {xj}j∈J, {τj}j∈J be in E over A. Define Aj : E ∋ x 7→ 〈x, xj〉 ∈ A, Ψj : E ∋ x 7→
〈x, τj〉 ∈ A, ∀j ∈ J. Then ({xj}j∈J, {τj}j∈J) is a weak frame for E if and only if ({Aj}j∈J, {Ψj}j∈J) is a
weak homomorphism-valued frame in Hom∗
A
(E,A).
Proposition 13.23. If ({xj}j∈J, {τj}j∈J) is a weak frame for E, then every y ∈ E can be written as
y =
∑
j∈J
〈y, S−1x,ττj〉xj =
∑
j∈J
〈y, τj〉S−1x,τxj =
∑
j∈J
〈y, S−1x,τxj〉τj =
∑
j∈J
〈y, xj〉S−1x,ττj .
Proposition 13.24. Let ({xj}j∈J, {τj}j∈J) be a weak frame for E with upper frame bound b. If for some
j ∈ J we have 〈xj , xl〉〈τl, xj〉 ≥ 0, ∀l ∈ J, then 〈xj , τj〉 ≤ b for that j.
Proposition 13.25. Every weak Bessel sequence ({xj}j∈J, {τj}j∈J) for E can be extended to a tight weak
frame for E. In particular, every weak frame ({xj}j∈J, {τj}j∈J) for E can be extended to a tight weak
frame for E.
Definition 13.26. A weak frame ({yj}j∈J, {ωj}j∈J) for E is said to be a dual of weak frame ({xj}j∈J, {τj}j∈J)
for E if
∑
j∈J〈x, xj〉ωj =
∑
j∈J〈x, τj〉yj = x, ∀x ∈ E. The ‘weak frame’ ({x˜j := S−1x,τxj}j∈J, {τ˜j :=
S−1x,ττj}j∈J), which is a ‘dual’ of ({xj}j∈J, {τj}j∈J) is called the canonical dual of ({xj}j∈J, {τj}j∈J).
Proposition 13.27. Let ({xj}j∈J, {τj}j∈J) be a weak frame for E over A. If x ∈ E has representation
x =
∑
j∈J cjxj =
∑
j∈J djτj , for some sequences {cj}j∈J, {dj}j∈J in A, then∑
j∈J
cjd
∗
j =
∑
j∈J
〈x, τ˜j〉〈x˜j , x〉+
∑
j∈J
(〈cj − 〈x, τ˜j〉)(d∗j − 〈x˜j , x〉).
Theorem 13.28. Let ({xj}j∈J, {τj}j∈J) be a weak frame for E with frame bounds a and b. Then
(i) The canonical dual weak frame of canonical dual weak frame of ({xj}j∈J, {τj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for canonical dual of ({xj}j∈J, {τj}j∈J).
(iii) If a, b are optimal frame bounds for ({xj}j∈J, {τj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Definition 13.29. A weak frame ({yj}j∈J, {ωj}j∈J) for E is said to be orthogonal to a weak frame
({xj}j∈J, {τj}j∈J) for E if
∑
j∈J〈x, xj〉ωj =
∑
j∈J〈x, τj〉yj = 0, ∀x ∈ E.
Proposition 13.30. Two orthogonal weak frames have common dual weak frame.
Proposition 13.31. Let ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) be two Parseval weak frames for E
over (A, e) which are orthogonal. If A,B,C,D ∈ End∗A(E) are such that AC∗+BD∗ = IE, then ({Axj +
Byj}j∈J, {Cτj+Dωj}j∈J) is a Parseval weak frame for E. In particular, if a, b, c, d ∈ A satisfy ac∗+bd∗ =
e, then ({axj + byj}j∈J, {cτj + dωj}j∈J) is a Parseval weak frame for E.
Definition 13.32. Two weak frames ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) for E are called disjoint
if ({xj ⊕ yj}j∈J, {τj ⊕ ωj}j∈J) is a weak frame for E⊕ E.
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Proposition 13.33. If ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are disjoint weak frames for E, then
they are disjoint. Further, if both ({xj}j∈J, {τj}j∈J) and ({yj}j∈J, {ωj}j∈J) are Parseval weak, then
({xj ⊕ yj}j∈J, {τj ⊕ ωj}j∈J) is Parseval weak.
Similarity and tensor product
Definition 13.34. A weak frame ({yj}j∈J, {ωj}j∈J) for E is said to be similar to a weak frame ({xj}j∈J, {τj}j∈J)
for E if there are invertible Tx,y, Tτ,ω ∈ End∗A(E) such that yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J.
Proposition 13.35. Let {xj}j∈J ∈ Fwτ with frame bounds a, b, let Tx,y, Tτ,ω ∈ End∗A(E) be positive,
invertible, commute with each other, commute with Sx,τ , and let yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J.
Then {yj}j∈J ∈ Fwτ , Sy,ω = Tτ,ωSx,τTx,y, and a‖T−1x,y‖‖T−1τ,ω‖ ≤ Sy,ω ≤ b‖Tx,yTτ,ω‖. Assuming that
({xj}j∈J, {τj}j∈J) is Parseval weak, then ({yj}j∈J, {ωj}j∈J) is Parseval weak if and only if Tτ,ωTx,y = IE.
Proposition 13.36. Let {xj}j∈J ∈ Fwτ , {yj}j∈J ∈ Fwω and yj = Tx,yxj , ωj = Tτ,ωτj , ∀j ∈ J, for some
invertible Tx,y, Tτ,ω ∈ End∗A(E). Then θy = θxT ∗x,y, θω = θτT ∗τ,ω, Sy,ω = Tτ,ωSx,τT ∗x,y, Py,ω = Px,τ . As-
suming that ({xj}j∈J, {τj}j∈J) is Parseval weak, then ({yj}j∈J, {ωj}j∈J) is Parseval weak if and only if
Tτ,ωT
∗
x,y = IE.
Remark 13.37. For every weak frame ({xj}j∈J, {τj}j∈J), each of ‘weak frames’ ({S−1x,τxj}j∈J, {τj}j∈J),
({S−1/2x,τ xj}j∈J, {S−1/2x,τ τj}j∈J), and ({xj}j∈J, {S−1x,ττj}j∈J) is a Parseval weak frame which is similar to
({xj}j∈J, {τj}j∈J).
Tensor product: Let ({xj}j∈J, {τj}j∈J) be a weak frame for E, and ({yl}l∈L, {ωl}l∈L) be a weak frame
for E1. The weak frame ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) for E ⊗ E1 is called as
tensor product of frames ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L).
Proposition 13.38. Let ({z(j,l) := xj ⊗ yl}(j,l)∈J×L, {ρ(j,l) := τj ⊗ ωl}(j,l)∈J×L) be the tensor prod-
uct of weak frames ({xj}j∈J, {τj}j∈J) for E, and ({yl}l∈L, {ωl}l∈L) for E1. Then Sz,ρ = Sx,τ ⊗ Sy,ω.
If ({xj}j∈J, {τj}j∈J) and ({yl}l∈L, {ωl}l∈L) are Parseval weak, then ({z(j,l)}(j,l)∈J×L, {ρ(j,l)}(j,l)∈J×L) is
Parseval weak.
14. p-operator-valued frames and p-bases
Idea: we write the frame inequality
a‖h‖2 ≤ 〈SA,Ψh, h〉 ≤ b‖h‖2, ∀h ∈ H(18)
free from inner product as
a‖h‖2 ≤ ‖S 12A,Ψh‖2 ≤ b‖h‖2, ∀h ∈ H.(19)
Now to form the definition we want the notion of “real powers” of an operator, which is available in [29].
Definition 14.1. (cf. [29]) Let X be a Banach space, A ∈ B(X ) be such that the resolvent of A contains
(−∞, 0]. For each α ∈ C, we define
Aα =
1
2πi
∫
γ
ζ(ζIX −A)−1dζ,
where the path γ encircles the spectrum of A counterclockwise avoiding the negative real axis and ζα takes
the principal branch.
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Definition 14.2. Let X ,X0 be Banach spaces, p ∈ [1,∞). Define Lj : X0 ∋ x 7→ ej ⊗ x ∈ ℓp(J) ⊗ X0,
where {ej}j∈J is the standard Schauder basis for ℓp(J), for each j ∈ J and L̂j : ℓp(J) ⊗ X0 → X0 by
L̂j({aj}j∈J ⊗ x) = ajx, at elementary tensors {aj}j∈J ⊗ x ∈ ℓp(J) ⊗ X0, extend by linearity, for each
j ∈ J. A collection {Aj}j∈J in B(X ,X0) is said to be a p-operator-valued frame in B(X ,X0) with respect
to a collection {Ψ̂j}j∈J in B(X0,X ) if
(i) the series ŜA,Ψ :=
∑
j∈J Ψ̂jAj (p-(ovf) operator) converges in the pointwise limit in B(X ) to a
bounded operator whose resolvent contains (−∞, 0].
(ii) both θA :=
∑
j∈J LjAj (analysis operator), θ̂Ψ :=
∑
j∈J Ψ̂jL̂j (synthesis operator) converge in the
pointwise limit in B(X , ℓp(J)⊗X0) and B(ℓp(J)⊗X0,X ), respectively, to bounded operators.
In this situation, we write ({Aj}j∈J, {Ψ̂j}j∈J) is a p-(ovf) in B(X ,X0). Positive α, β satisfying
(20) α1/p‖x‖ ≤ ‖Ŝ1/pA,Ψx‖ ≤ β1/p‖x‖, ∀x ∈ X
are called as lower and upper p-operator-valued frame bounds, taken in order.
Let a = sup{α : α1/p‖x‖ ≤ ‖Ŝ1/pA,Ψx‖, ∀x ∈ X}, b = inf{β : ‖Ŝ1/pA,Ψx‖ ≤ β1/p‖x‖, ∀x ∈ X} which are
precisely a = ‖Ŝ−1/pA,Ψ ‖−p and b = ‖Ŝ1/pA,Ψ‖p. We call a as the optimal lower p-(ovf) bound, b as the optimal
upper p-(ovf) bound for the p-(ovf) ({Aj}j∈J, {Ψ̂j}j∈J). Whenever ŜA,Ψ = αIX , for some α ∈ K, we say
p-(ovf) is tight and whenever
(21) ŜA,Ψ = IX
we call p-(ovf) as Parseval p-(ovf).
For fixed J, X ,X0, p and {Ψ̂j}j∈J, the set of all p-operator-valued frames in B(X ,X0) with respect to
collection {Ψ̂j}j∈J is denoted by F̂Ψ,p.
Caution 14.3. (i) Definition 14.2 when considered on Hilbert spaces, includes a lot more than the Def-
inition 2.1. It is obvious that if ({Aj}j∈J, {Ψ̂j}j∈J) is an (ovf) in B(H,H0), then ({Aj}j∈J, {Ψ∗j}j∈J)
is a 2-(ovf) because the spectrum of SA,Ψ is in (0,∞). Consider {An := 1+in Iℓ2(N)}∞n=1 and
{Ψ̂n := inIℓ2(N)}∞n=1. Then ({An}∞n=1, {Ψ̂n}∞n=1) is a 2-(ovf) in B(ℓ2(N), ℓ2(N)) for the reason
that the spectrum of ŜA,Ψ is {(−1+ i)π2/6}. But ({An = 1+in Iℓ2(N)}∞n=1, {(Ψ̂n)∗ = −in Iℓ2(N)}∞n=1) is
not an (ovf) in B(ℓ2(N), ℓ2(N)) because the spectrum of SA,Ψ is {(−1 + i)π2/6} and hence it is not
self-adjoint (also it is not positive).
(ii) We have not defined the definition of Parsevalness as -
(22) p-(ovf) is Parseval if α = β = 1 in Inequality (20).
In Hilbert spaces, Equation (21) and Sentence (22) are equivalent. But these are not same in Banach
spaces, one can consider ŜA,Ψ = iIℓ1(J). Of course, Equation (21) implies Sentence (22). Similar
comments hold for the definition of p-tight (ovf).
We note the following.
(i) θAx =
∑
j∈J ej ⊗Ajx, ∀x ∈ X .
(ii) The operators Lj ’s defined in Definition 14.2 are isometries from X0 to ℓp(J)⊗X0, and for j, k ∈ J
we have
L̂jLk =
{
IX0 if j = k
0 if j 6= k
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and ∑
j∈J
LjL̂j = Iℓp(J) ⊗ IX0
where the convergence is in the pointwise limit.
(iii) If {Aj}j∈J, {Bj}j∈J ∈ F̂Ψ,p, then {Aj +Bj}j∈J ∈ F̂Ψ,p, and {αAj}j∈J ∈ F̂Ψ,p, ∀α > 0.
Definition 14.4. A collection {Aj}j∈J in B(X ,X0) is said to be a p-orthogonal set if the following
conditions hold.
(i) There exists unique Âk in B(X0,X ) for each Ak, k ∈ J such that AjÂk = 0, ∀j 6= k, ∀j ∈ J.
(ii) If L ⊆ J is such that∑j∈L LjAj ∈ B(X , ℓp(J)⊗X0), then ‖∑j∈L LjAjx‖p =∑j∈L ‖Ajx‖p, ∀x ∈ X .
(iii) If L ⊆ J is such that ∑j∈L ÂjL̂j ∈ B(ℓp(J)⊗X0,X ), then ‖∑j∈L ÂjL̂jy‖p =∑j∈L ‖ÂjL̂jy‖p, ∀y ∈
X0.
In this case, we say that Âj is the right p-orthogonal inverse of Aj for each j ∈ J.
Theorem 14.5. (i) Let {An}mn=1 be p-orthogonal in B(X ,X0), Ân be the right p-orthogonal inverse of
An for each n = 1, ...,m. Then ‖
∑m
n=1 Ânyn‖p =
∑m
n=1 ‖Ânyn‖p, ∀y1, ..., yn ∈ X0. In particular,
‖Â1 + · · ·+ Âm‖p ≤ ‖Â1‖p + · · ·+ ‖Âm‖p.
(ii) If {Aj}j∈J is p-orthogonal in B(X , ℓp(J)⊗X0) such that AjÂj is invertible for each j ∈ J, where Âj
is the right p-orthogonal inverse of Aj, then it is linearly independent over K as well as over B(X0).
Proof. (i) ‖∑mn=1 Ânyn‖p = ‖∑mn=1 ÂnL̂n(∑mk=1 Lkyk)‖p =∑mn=1 ‖L̂n(∑mk=1 Lkyk)‖p =∑mn=1 ‖Ânyn‖p,
∀y1, ..., yn ∈ X0 and ‖Â1 + · · ·+ Âm‖ = supy∈X0,‖y‖=1 ‖(Â1 + · · ·+ Âm)y‖ ≤ (
∑m
n=1 ‖Ân‖p)1/p.
(ii) Let S ⊆ J be finite and cj ∈ K (resp. Tj ∈ B(X0)), j ∈ S be such that
∑
j∈S cjAj = 0
(resp.
∑
j∈S TjAj = 0). Fixing k ∈ S, we get ckAkÂk =
∑
j∈S cjAjÂk = 0 (resp. TkAkÂk =∑
j∈S TjAjÂk = 0) which implies ck = 0 (resp. Tk = 0).

Definition 14.6. A collection {Aj}j∈J in B(X ,X0) is said to be a p-orthonormal set if the following
conditions hold.
(i) There exists unique Âk in B(X0,X ) for each Ak, k ∈ J such that AjÂk = δj,kIX0 , ∀j ∈ J.
(ii) If L ⊆ J is such that ∑j∈L LjAj ∈ B(X , ℓp(J) ⊗ X0), then ‖∑j∈L LjAjx‖p = ∑j∈L ‖Ajx‖p ≤
‖x‖p, ∀x ∈ X .
(iii) If L ⊆ J is such that∑j∈L Âj L̂j ∈ B(ℓp(J)⊗X0,X ), then ‖∑j∈L ÂjL̂jy‖p =∑j∈L ‖L̂jy‖p, ∀y ∈ X0.
(iv) The maps θA : X ∋ x 7→
∑
j∈J LjAjx ∈ ℓp(J)⊗X0 and θ̂A : ℓp(J)⊗X0 ∋ y 7→
∑
j∈J ÂjL̂jy ∈ X are
well-defined bounded linear operators.
In this case, we write Âj is the right p-orthonormal inverse of Aj for each j ∈ J.
As a consequence of (ii) in the previous definition, we see that whenever {Aj}j∈J is p-orthonormal in
B(X ,X0), then ‖Aj‖ ≤ 1, ∀j ∈ J.
Theorem 14.7. Let {Aj}j∈J be p-orthonormal in B(X ,X0), {Uj}j∈J be in B(X0), Âj be the right p-
orthonormal inverse of Aj for each j ∈ J and y ∈ X0. Then∑
j∈J
ÂjUjy converges in X if and only if
∑
j∈J
‖Ujy‖p converges.
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Proof. We use condition (iii) in Definition 14.6. Let S ⊆ J be finite. Then∥∥∥∥∥∥
∑
j∈S
ÂjUjy
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈S
ÂjL̂j
(∑
k∈S
LkUky
)∥∥∥∥∥∥
p
=
∑
j∈S
∥∥∥∥∥L̂j
(∑
k∈S
LkUky
)∥∥∥∥∥
p
=
∑
j∈S
‖Ujy‖p.
Now, using the completeness of X and K, we see that ∑j∈J ÂjUjy exists if and only if ∑j∈J ‖Ujy‖p
exists. 
Corollary 14.8. Let {Aj}j∈J be p-orthonormal in B(X ,X0), {cj}j∈J be a sequence of scalars, Âj be the
right p-orthonormal inverse of Aj for each j ∈ J and y ∈ X0. Then∑
j∈J
cjÂjy converges in X if and only if {cj‖y‖}j∈J ∈ ℓp(J).
In particular, if y ∈ X0 is nonzero, then
∑
j∈J cjÂjy converges in X if and only if {cj}j∈J ∈ ℓp(J).
Definition 14.9. A collection {Aj}j∈J in B(X ,X0) is said to be a p-orthonormal basis if the following
conditions hold.
(i) There exists unique Âk in B(X0,X ) for each Ak, k ∈ J such that AjÂk = δj,kIX0 , ∀j ∈ J and∑
j∈J ÂjAj = IX .
(ii) If L ⊆ J is such that ∑j∈L LjAj ∈ B(X , ℓp(J) ⊗ X0), then ‖∑j∈L LjAjx‖p = ∑j∈L ‖Ajx‖p ≤
‖x‖p, ∀x ∈ X .
(iii) If L ⊆ J is such that∑j∈L Âj L̂j ∈ B(ℓp(J)⊗X0,X ), then ‖∑j∈L ÂjL̂jy‖p =∑j∈L ‖L̂jy‖p, ∀y ∈ X0.
(iv) The maps θA : X ∋ x 7→
∑
j∈J LjAjx ∈ ℓp(J)⊗X0 and θ̂A : ℓp(J)⊗X0 ∋ y 7→
∑
j∈J ÂjL̂jy ∈ X are
well-defined bounded linear isometries.
Example 14.10. Let H and H0 be Hilbert spaces. If {Aj}j∈J is an orthonormal basis in B(H,H0), then
we argue that it is a 2-orthonormal basis in B(H,H0). In fact,
(i) For each Ak, k ∈ J, A∗k in B(H0,H) satisfies AjA∗k = δj,kIH0 , ∀j ∈ J and
∑
j∈J A
∗
jAj = IH.
Let k ∈ J be fixed. If there exists T in B(H0,H) such that AjT = δj,kIH0 , ∀j ∈ J, then T =∑
j∈JA
∗
jAjT = A
∗
kAkT +
∑
j∈J,j 6=k A
∗
jAjT = A
∗
kIH0 +
∑
j∈J,j 6=k A
∗
j0 = A
∗
k. Hence the right 2-
orthonormal inverse of Ak is unique. Thus Âk = A
∗
k, ∀k ∈ J.
(ii) If L ⊆ J is such that∑j∈L LjAj ∈ B(H, ℓ2(J)⊗H0), then ‖∑j∈L LjAjh‖2 = 〈∑j∈L LjAjh,∑k∈L LkAkh〉 =∑
j∈L〈Ajh, L∗j(
∑
k∈L LkAkh)〉 =
∑
j∈L〈Ajh,Ajh〉 =
∑
j∈L ‖Ajh‖2 ≤
∑
j∈J ‖Ajh‖2 = ‖h‖2, ∀h ∈ H.
(iii) We first identify that L̂j = L
∗
j , ∀j ∈ J. If L ⊆ J is such that
∑
j∈LA
∗
jL
∗
j ∈ B(ℓ2(J) ⊗H0,H), then
‖∑j∈LA∗jL∗jy‖2 =∑j∈L〈L∗jy,Aj(∑k∈LA∗kL∗ky)〉 =∑j∈L〈L∗jy, L∗jy〉 =∑j∈L ‖L∗jy‖2, ∀y ∈ H0.
(iv) ‖θAh‖2 = ‖
∑
j∈J LjAjh‖2 =
∑
j∈J ‖Ajh‖2 = ‖h‖2, ∀h ∈ H. From (i) and (iii), we have θ̂A = θ∗A.
Hence ‖θ̂Ay‖2 = ‖θ∗Ay‖2 = ‖
∑
j∈JA
∗
jL
∗
jy‖2 =
∑
j∈J〈L∗jy, L∗jy〉 = 〈
∑
j∈J LjL
∗
jy, y〉 = 〈(Iℓ2(J) ⊗
IH0)y, y〉 = ‖y‖2, ∀y ∈ H0.
Remark 14.11. If {Aj}j∈J is a p-orthonormal basis in B(X ,X0), then from (iii) of Definition 14.9 we
see
∑
j∈J LjAj and
∑
j∈J ÂjL̂j are isometries and using this in (ii) we get ‖x‖p = ‖
∑
j∈J LjAjx‖p =∑
j∈J ‖Ajx‖p, ∀x ∈ X , and ‖y‖p = ‖
∑
j∈J Âj L̂jy‖p =
∑
j∈J ‖L̂jy‖p, ∀y ∈ X0.
Definition 14.12. Let {Aj}j∈J be in B(X ,X0), and {Ψ̂j}j∈J be in B(X0,X ). We say
(i) {Aj}j∈J is a p-orthonormal set (resp. basis) w.r.t. {Ψ̂j}j∈J if {Aj}j∈J is a p-orthonormal set (resp.
basis), say {Aj}j∈J is a p-orthonormal set (resp. basis), and there exists a sequence {cj}j∈J of reals
such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and Ψ̂j = cjÂj , where Âj is the right p-orthonormal
inverse of Aj for each j ∈ J. We write ({Aj}j∈J, {Ψ̂j}j∈J) is a p-orthonormal set (resp. basis).
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(ii) {Aj}j∈J is a Riesz p-basis w.r.t. {Ψ̂j}j∈J if there exists a p-orthonormal basis {Fj}j∈J in B(X ,X0)
and invertible U, V ∈ B(X ) with the resolvent of V U contains (−∞, 0] such that Aj = FjU, Ψ̂j =
V F̂j , ∀j ∈ J, where F̂j is the right p-orthonormal inverse of Fj for each j ∈ J. We write ({Aj}j∈J, {Ψ̂j}j∈J)
is a Riesz p-basis.
Theorem 14.13. (i) If ({Aj}j∈J, {Ψ̂j}j∈J) is a p-orthonormal basis in B(X ,X0), then it is a Riesz
p-basis.
(ii) If ({Aj = FjU}j∈J, {Ψ̂j = V F̂j}j∈J) is a Riesz p-basis in B(X ,X0), then it is a p-(ovf) with optimal
frame bounds ‖(V U)−1/p‖−p and ‖(V U)1/p‖p.
Proof. (i) Let {cj}j∈J be a sequence of reals such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and
Ψ̂j = cjÂj , ∀j ∈ J. Define Fj := Aj , ∀j ∈ J, U := IX and V :=
∑
j∈J cjÂjAj . Since sup{cj}j∈J <
∞ and ∑j∈J ÂjAj converges, V is a well-defined bounded operator. Then Aj = FjU, V F̂j =∑
k∈J ckÂkAkF̂j =
∑
k∈J ckÂkAkÂj = cjÂj = Ψ̂j, ∀j ∈ J. Since cj > 0, ∀j ∈ J, we see V is invert-
ible, whose inverse is
∑
j∈J c
−1
j ÂjAj . An important fact which remained is to show the containment
of (−∞, 0] in the resolvent of V U = V IX = V . Let λ ∈ (−∞, 0]. Then λ− cj 6= 0, ∀j ∈ J. Therefore
λIX − V = λIX −
∑
j∈J cjÂjAj = λ
∑
j∈J ÂjAj −
∑
j∈J cjÂjAj =
∑
j∈J(λ − cj)ÂjAj is bounded
invertible with inverse
∑
j∈J(λ − cj)−1ÂjAj . Thus the resolvent of V U contains (−∞, 0].
(ii) θA =
∑
j∈J LjAj =
∑
j∈J LjFjU = θFU, θ̂Ψ =
∑
j∈J Ψ̂jL̂j = V
∑
j∈J F̂jL̂j = V θ̂F , and ŜA,Ψ =∑
j∈J Ψ̂jAj = V
∑
j∈J F̂jFjU = V IXU = V U whose resolvent contains (−∞, 0]. Optimal bounds
are clear.

Proposition 14.14. Let ({Aj}j∈J, {Ψ̂j}j∈J) be a p-(ovf) in B(X ,X0). Then the bounded
(i) left-inverses of θA are precisely Ŝ
−1
A,Ψθ̂Ψ + U(Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ), where U ∈ B(ℓp(J)⊗X0,X ).
(ii) right-inverses of θ̂Ψ are precisely θAŜ
−1
A,Ψ + (Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ)V , where V ∈ B(X , ℓp(J)⊗X0).
Proof. (i) (⇐) Let U : ℓp(J) ⊗ X0 → X be a bounded operator. Then (Ŝ−1A,Ψθ̂Ψ + U(Iℓp(J)⊗X0 −
θAŜ
−1
A,Ψθ̂Ψ))θA = IX + UθA − UθAIX = IX . Therefore Ŝ−1A,Ψθ̂Ψ + U(Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ) is a
bounded left-inverse of θA.
(⇒) Let L : ℓp(J) ⊗ X0 → X be a bounded left-inverse of θA. Define U := L. Then Ŝ−1A,Ψθ̂Ψ +
U(Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ) = Ŝ−1A,Ψθ̂Ψ + L(Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ) = Ŝ−1A,Ψθ̂Ψ + L− IX Ŝ−1A,Ψθ̂Ψ = L.
(ii) (⇐) Let V : X 7→ ℓp(J)⊗X0 be a bounded operator. Then θ̂Ψ(θAŜ−1A,Ψ+(Iℓp(J)⊗X0−θAŜ−1A,Ψθ̂Ψ)V ) =
IX + θ̂ΨV − IX θ̂ΨV = IX . Therefore θAŜ−1A,Ψ+ (Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ)V is a bounded right-inverse
of θ̂Ψ.
(⇒) Let R : X → ℓp(J)⊗ X0 be a bounded right-inverse of θ̂Ψ. Define V := R. Then θAŜ−1A,Ψ +
(Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ)V = θAŜ−1A,Ψ + (Iℓp(J)⊗X0 − θAŜ−1A,Ψθ̂Ψ)R = θAŜ−1A,Ψ +R− θAŜ−1A,ΨIX = R.

Proposition 14.15. For every {Aj}j∈J ∈ F̂Ψ,p,
(i) ŜA,Ψ = θ̂ΨθA.
(ii) ({Aj}j∈J, {Ψ̂j}j∈J) is Parseval if and only if θ̂ΨθA = IX .
(iii) ({Aj}j∈J, {Ψ̂j}j∈J) is Parseval if and only if θAθ̂Ψ is idempotent.
(iv) Aj = L̂jθA, ∀j ∈ J.
(v) Ψ̂j = θ̂ΨLj , ∀j ∈ J.
(vi) θAŜ
−1
A,Ψθ̂Ψ is idempotent.
114
(vii) θA is injective whose range is closed.
(viii) θ̂Ψ is surjective.
Proof. A direct verification gives (i), and (ii) is a consequence of that. Justifications for the remainings
are similar to the proof of Proposition 2.30. 
The idempotent operator P̂A,Ψ := θAŜ
−1
A,Ψθ̂Ψ is called as the frame idempotent for ({Aj}j∈J, {Ψ̂j}j∈J).
Definition 14.16. A p-(ovf) ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) is said to be a Riesz p-(ovf) if P̂A,Ψ =
Iℓp(J) ⊗ IX0 . A Parseval and Riesz p-(ovf) (i.e., θ̂ΨθA = IX and θAθ̂Ψ = Iℓp(J) ⊗ IX0) is called as an
orthonormal p-(ovf).
Proposition 14.17. A p-(ovf) ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) is a Riesz p-(ovf) if and only if θA(X ) =
ℓp(J)⊗X0.
Definition 14.18. A p-(ovf) ({Bj}j∈J, {Φ̂j}j∈J) in B(X ,X0) is said to be a dual of p-(ovf) ({Aj}j∈J, {Ψ̂j}j∈J)
in B(X ,X0) if θ̂ΦθA = θ̂ΨθB = IX . The ‘p-(ovf)’ ({A˜j := Aj Ŝ−1A,Ψ}j∈J, {Ψ˜j := Ŝ−1A,ΨΨ̂j}j∈J), which is a
‘dual’ of ({Aj}j∈J, {Ψ̂j}j∈J) is called the canonical dual of ({Aj}j∈J, {Ψ̂j}j∈J).
Theorem 14.19. Let ({Aj}j∈J, {Ψ̂j}j∈J) be a p-(ovf) with frame bounds a and b. Then
(i) The canonical dual p-(ovf) of the canonical dual p-(ovf) of ({Aj}j∈J, {Ψ̂j}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aj}j∈J, {Ψ̂j}j∈J).
(iii) If a, b are optimal frame bounds for ({Aj}j∈J, {Ψ̂j}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. Frame operator for the canonical dual ({A˜j := AjŜ−1A,Ψ}j∈J, {Ψ˜j := Ŝ−1A,ΨΨ̂j}j∈J) is
∑
j∈J
(Ŝ−1A,ΨΨ̂j)(Aj Ŝ
−1
A,Ψ) = Ŝ
−1
A,Ψ
∑
j∈J
Ψ̂jAj
 Ŝ−1A,Ψ = Ŝ−1A,ΨŜA,ΨŜ−1A,Ψ = Ŝ−1A,Ψ.
Therefore, its canonical dual is ({(AjŜ−1A,Ψ)Ŝ−1A,Ψ}j∈J, {ŜA,Ψ(Ŝ−1A,ΨΨ̂j)}j∈J). Rest follows from the consid-
eration of Ŝ
−1/p
A,Ψ and frame bound definition. 
Proposition 14.20. Let ({Aj}j∈J, {Ψ̂j}j∈J) and ({Bj}j∈J, {Φ̂j}j∈J) be p-operator-valued frames in B(X ,X0).
Then the following are equivalent.
(i) ({Bj}j∈J, {Φ̂j}j∈J) is dual of ({Aj}j∈J, {Ψ̂j}j∈J).
(ii)
∑
j∈J Φ̂jAj =
∑
j∈J Ψ̂jBj = IX .
Proof. θ̂ΦθA =
∑
j∈J Φ̂jAj , θ̂ΨθB =
∑
j∈J Ψ̂jBj . 
Definition 14.21. A p-(ovf) ({Bj}j∈J, {Φ̂j}j∈J) in B(X ,X0) is said to be orthogonal to a p-(ovf)
({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) if θ̂ΦθA = θ̂ΨθB = 0.
Proposition 14.22. Let ({Aj}j∈J, {Ψ̂j}j∈J) and ({Bj}j∈J, {Φ̂j}j∈J) be p-operator-valued frames in B(X ,X0).
Then the following are equivalent.
(i) ({Bj}j∈J, {Φ̂j}j∈J) is orthogonal to ({Aj}j∈J, {Ψ̂j}j∈J).
(ii)
∑
j∈J Φ̂jAj =
∑
j∈J Ψ̂jBj = 0.
Proposition 14.23. Let ({Aj}j∈J, {Ψ̂j}j∈J) and ({Bj}j∈J, {Φ̂j}j∈J) be two Parseval p-operator-valued
frames in B(X ,X0) which are orthogonal. If C,D,E, F ∈ B(X ) are such that EC + FD = IX , then
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({AjC +BjD}j∈J, {EΨ̂j + F Φ̂j}j∈J) is a Parseval p-(ovf) in B(X ,X0). In particular, if scalars c, d, e, f
satisfy ec+ fd = 1, then ({cAj + dBj}j∈J, {eΦ̂j + f Φ̂j}j∈J) is a Parseval p-(ovf).
Proof. We see θAC+BD =
∑
j∈J Lj(AjC + BjD) = θAC + θBD, θ̂EΨ+FΦ =
∑
j∈J(EΨ̂j + F Φ̂j)L̂j =
Eθ̂Ψ + F θ̂Φ and hence ŜAC+BD,EΨ+FΦ = θ̂EΨ+FΦθAC+BD = (Eθ̂Ψ + F θ̂Φ)(θAC + θBD) = Eθ̂ΨθAC +
Eθ̂ΨθBD + F θ̂ΦθAC + F θ̂ΦθBD = EŜA,ΨC + E0D + F0C + FŜB,ΦD = EIXC + FIXD = IX . 
Characterization
Theorem 14.24. Let {Fj}j∈J be an arbitrary p-orthonormal basis in B(X ,X0), F̂j be the right p-
orthonormal inverse of Fj for each j ∈ J. Then
(i) The p–orthonormal bases ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) are precisely ({FjU}j∈J, {cjU−1F̂j}j∈J),
where U ∈ B(X ) is invertible isometry and cj ∈ R, ∀j ∈ J such that 0 < inf{cj}j∈J ≤ sup{cj}j∈J <
∞.
(ii) The Riesz p-bases ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) are precisely ({FjU}j∈J, {V F̂j}j∈J), where U, V ∈
B(X ) are invertible such that the resolvent of V U contains (−∞, 0].
(iii) The p-operator-valued frames ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) are precisely ({FjU}j∈J, {V F̂j}j∈J),
where U, V ∈ B(X ) are such that the resolvent of V U contains (−∞, 0].
(iv) The Riesz p-operator-valued frames ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) are precisely ({FjU}j∈J, {V F̂j}j∈J),
where U, V ∈ B(X ) are such that the resolvent of V U contains (−∞, 0] and U(V U)−1V = IX .
(v) The orthonormal p-operator-valued frames ({Aj}j∈J, {Ψ̂j}j∈J) in B(X ,X0) are precisely ({FjU}j∈J, {V F̂j}j∈J),
where U, V ∈ B(X ) are such that the resolvent of V U contains (−∞, 0] and V U = IX = UV .
Proof. (i) (⇐) Let U : X → X be invertible isometry, cj ∈ R, ∀j ∈ J with 0 < inf{cj}j∈J ≤
sup{cj}j∈J < ∞. We need to show that ({FjU}j∈J, {cjFjU}j∈J) is a p-orthonormal basis in
B(X ,X0). To show this, we try to get {FjU}j∈J is a p-orthonormal basis. Note that U−1F̂j
is the unique right bounded inverse of FjU for each j ∈ J. In fact, FjUU−1F̂j = IX0 , and if
T ∈ B(X0,X ) is any right bounded inverse of FjU , then FjUT = IX0 ⇒ F̂j = UT (from the
uniqueness of right bounded inverse of Fj) ⇒ U−1F̂j = T. Then FjUF̂kU = FjUU−1F̂k = FjF̂k =
δj,kIX0 , ∀j, k ∈ J. If L ⊆ J is such that
∑
j∈L LjFjU ∈ B(X , ℓp(J)⊗X0), then ‖
∑
j∈L LjFjUx‖p =∑
j∈L ‖FjUx‖p ≤ ‖Ux‖p = ‖x‖p, ∀x ∈ X . If L ⊆ J is such that
∑
j∈L F̂jUL̂j ∈ B(ℓp(J)⊗X0,X ), then
‖∑j∈L F̂jUL̂jy‖p = ‖∑j∈L U−1F̂j L̂jy‖p = ‖U−1(∑j∈L F̂jL̂jy)‖p = ‖∑j∈L F̂jL̂jy‖p =∑j∈L ‖L̂jy‖p, ∀y ∈
X0. In a similar fashion, we get the maps θA : X ∋ x 7→
∑
j∈J LjFjUx ∈ ℓp(J) ⊗ X0 and
θ̂A : ℓ
p(J)⊗X0 ∋ y 7→
∑
j∈J F̂jUL̂jy ∈ X are well-defined bounded linear isometries.
(⇒) We may take {Aj}j∈J as a p-orthonormal basis in B(X ,X0). Then there exists cj ∈ R, ∀j ∈ J
with 0 < inf{cj}j∈J ≤ sup{cj}j∈J < ∞ and Ψ̂j = cjÂj , ∀j ∈ J. Define U :=
∑
j∈J F̂jAj . This
operator exists in pointwise limit, since for every finite subset S of J and x ∈ X ,∥∥∥∥∥∥
∑
j∈S
F̂jAjx
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈S
F̂j L̂j
(∑
k∈S
LkAkx
)∥∥∥∥∥∥
p
=
∑
j∈S
∥∥∥∥∥L̂j
(∑
k∈S
LkAkx
)∥∥∥∥∥
p
=
∑
j∈S
‖Ajx‖p.
We see U(
∑
j∈J ÂjFj) = (
∑
k∈J F̂kAk)(
∑
j∈J ÂjFj) =
∑
k∈J F̂k(
∑
j∈J AkÂjFj) =
∑
k∈J F̂kFk =
IX , (
∑
j∈J ÂjFj)U = (
∑
j∈J ÂjFj)(
∑
k∈J F̂kAk) =
∑
j∈J Âj(
∑
k∈J FjF̂kAk) =
∑
j∈J ÂjAj = IX .
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Therefore U−1 =
∑
j∈J ÂjFj . For x ∈ X ,
‖Ux‖p =
∥∥∥∥∥∥
∑
j∈J
F̂jAjx
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈J
F̂jL̂j
∑
k∈J
LkAkx
∥∥∥∥∥∥
p
=
∑
j∈J
∥∥∥∥∥∥L̂j
∑
k∈J
LkAkx
∥∥∥∥∥∥
p
=
∑
j∈J
‖Ajx‖p = ‖x‖p,
where we used Remark 14.11 to get the last equality. Thus U is invertible isometry. Now, FjU =
Fj(
∑
k∈J F̂kAk) = Aj , cjU
−1F̂j = cj
∑
k∈J ÂkFkF̂j = cjÂj = Ψ̂j , ∀j ∈ J.
(ii) (⇐) This is the definition of Riesz p-basis.
(⇒) There exists a p-orthonormal basis {Gj}j∈J in B(X ,X0) and bounded invertible operators
R,S : X → X with the resolvent of SR contains (−∞, 0] such that Aj = GjR, Ψ̂j = SĜj , ∀j ∈ J,
where Ĝj is the right p-orthonormal inverse of Gj for each j ∈ J. Define U :=
∑
j∈J F̂jGjR, V :=
S
∑
j∈J ĜjFj . Since {F̂j}j∈J and {Ĝj}j∈J are p-orthonormal bases, as in the proof of (i), U, V
are well-defined. We find FjU = Fj
∑
k∈J F̂kGkR = GjR = Aj , V F̂j = S
∑
k∈J ĜkFkF̂j = SĜj =
Ψ̂j, ∀j ∈ J. Consider U(R−1
∑
j∈J ĜjFj) = (
∑
k∈J F̂kGkR)(R
−1∑
j∈J ĜjFj) = IX , (R
−1∑
j∈J ĜjFj)U =
(R−1
∑
j∈J ĜjFj)(
∑
k∈J F̂kGkR) = IX , and V (
∑
j∈J F̂jGjS
−1) = (S
∑
k∈J ĜkFk)(
∑
j∈J F̂jGjS
−1) =
IX , (
∑
j∈J F̂jGjS
−1)V = (
∑
j∈J F̂jGjS
−1)(S
∑
k∈J ĜkFk) = IX . Hence U , and V are invertible. At
the end, the resolvent of V U = (S
∑
j∈J ĜjFj)(
∑
k∈J F̂kGkR) = SR contains (−∞, 0].
(iii) (⇐) θFU = (
∑
j∈J LjFj)U =
∑
j∈J Lj(FjU), V θ̂F̂ = V (
∑
j∈J F̂j L̂j) =
∑
j∈J(V F̂j)L̂j . Therefore
θFU = θFU , and θ̂V F̂ = V θ̂F̂ . Now ŜFU,V F̂ =
∑
j∈J V F̂jFjU = V (
∑
j∈J F̂jFj)U = V IXU = V U
exists and whose resolvent contains (−∞, 0]. (⇒) Define U := θ̂F θA =
∑
j∈J F̂jAj , V := θ̂ΨθF =∑
j∈J Ψ̂jFj . Then FjU = Fj
∑
k∈J F̂kAk = Aj , V F̂j =
∑
k∈J Ψ̂kFkF̂j = Ψ̂j, ∀j ∈ J, and the
resolvent of V U = (
∑
j∈J Ψ̂jFj)(
∑
k∈J F̂kAk) =
∑
j∈J Ψ̂jAj = ŜA,Ψ contains (−∞, 0].
(iv) From (iii). (⇐) P̂FU,V F̂ = θFU Ŝ−1FU,V F̂ θ̂V F̂ = θFU(V U)−1V θ̂F̂ = θF IX θ̂F̂ = (
∑
j∈J LjFj)(
∑
k∈J F̂kL̂k) =
Iℓp(J)⊗IX0 . (⇒) U(V U)−1V = θ̂F θAŜ−1A,Ψθ̂ΨθF = θ̂F P̂A,PsiθF = θ̂F (Iℓp(J)⊗IX0)θF = (
∑
j∈J F̂j L̂j)(
∑
k∈J LkFk) =
IX .
(v) From (iv). (⇐) ŜFU,V F̂ = V U = IX , P̂FU,V F̂ = θFU Ŝ−1FU,V F̂ θ̂V F̂ = θFUIX θ̂V F̂ = θFUV θ̂F̂ =
θF IX θ̂F̂ = Iℓp(J) ⊗ IX0 . (⇒) V U = ŜA,Ψ = IX ,
UV =
∑
j∈J
F̂jAj
∑
k∈J
Ψ̂kFk
 =
∑
j∈J
F̂j L̂j
∑
l∈J
LlAl
∑
k∈J
Ψ̂kL̂k
∑
m∈J
LmFm

= θ̂F θAθ̂ΨθF = θ̂F P̂A,ΨθF = θ̂F (Iℓp(J) ⊗ IX0)θF = IX .

Corollary 14.25. (i) If ({Aj}j∈J, {Ψ̂j}j∈J) is a p-orthonormal basis in B(X ,X0), then
sup{‖Aj‖}j∈J ≤ 1, ‖Ψ̂j‖ ≤ cj‖F̂j‖, ∀j ∈ J, AjΨ̂j = cjIX0 , ∀j ∈ J.
(ii) If ({Aj}j∈J, {Ψ̂j}j∈J) is p-(ovf) in B(X ,X0), then
sup{‖Aj‖}j∈J ≤ ‖U‖, ‖Ψ̂j‖ ≤ ‖V ‖‖F̂j‖, ∀j ∈ J, ‖AjΨ̂j‖ ≤ ‖UV F̂j‖, ∀j ∈ J.
Similarity
Definition 14.26. Let ({Aj}j∈J, {Ψ̂j}j∈J) and ({Bj}j∈J, {Φ̂j}j∈J) be p-operator-valued frames in B(X ,X0).
We say that ({Bj}j∈J, {Φ̂j}j∈J) is
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(i) right-similar to ({Aj}j∈J, {Ψ̂j}j∈J) if there exist invertible RA,B ∈ B(X ), RΨ,Φ ∈ B(X0) such that
Bj = AjRA,B, Φ̂j = Ψ̂jRΨ,Φ, ∀j ∈ J.
(ii) left-similar to ({Aj}j∈J, {Ψ̂j}j∈J) if there exist invertible LA,B ∈ B(X0), LΨ,Φ ∈ B(X ) such that
Bj = LA,BAj , Φ̂j = LΨ,ΦΨ̂j , ∀j ∈ J.
Proposition 14.27. Let {Aj}j∈J ∈ F̂Ψ,p, {Bj}j∈J ∈ F̂Φ,p, RA,B ∈ B(X ), RΨ,Φ ∈ B(X0), both RA,B, RΨ,Φ
be invertible and Bj = AjRA,B, Φ̂j = Ψ̂jRΨ,Φ, ∀j ∈ J. Then θB = θARA,B, θ̂Φ = θ̂Ψ(Iℓp(J)⊗RΨ,Φ), ŜB,Φ =
θ̂ΦθB = θ̂Ψ(Iℓp(J) ⊗RΨ,Φ)θARA,B, P̂B,Φ = θA(θ̂Ψ(Iℓp(J) ⊗RΨ,Φ)θA)−1θ̂Ψ(Iℓp(J) ⊗RΨ,Φ).
Proof. θB =
∑
j∈J LjBj =
∑
j∈J LjAjRA,B = θARA,B, θ̂Φ =
∑
j∈J Φ̂jL̂j =
∑
j∈J Ψ̂jRΨ,ΦL̂j =
∑
j∈J Ψ̂jL̂j(Iℓp(J)⊗
RΨ,Φ) = θ̂Ψ(Iℓp(J)⊗RΨ,Φ), ŜB,Φ = θ̂ΦθB = θ̂Ψ(Iℓp(J)⊗RΨ,Φ)θARA,B, P̂B,Φ = θBŜ−1B,Φθ̂Φ = θARA,B(θ̂Ψ(Iℓp(J)⊗
RΨ,Φ)θARA,B)
−1θ̂Ψ(Iℓp(J) ⊗RΨ,Φ) = θA(θ̂Ψ(Iℓp(J) ⊗RΨ,Φ)θA)−1θ̂Ψ(Iℓp(J) ⊗RΨ,Φ). 
Proposition 14.28. Let {Aj}j∈J ∈ F̂Ψ,p, {Bj}j∈J ∈ F̂Φ,p, LA,B ∈ B(X0), LΨ,Φ ∈ B(X ), both LA,B, LΨ,Φ
be invertible and Bj = LA,BAj , Φ̂j = LΨ,ΦΨ̂j, ∀j ∈ J. Then θB = (Iℓp(J)⊗LA,B)θA, θ̂Φ = LΨ,Φθ̂Ψ, ŜB,Φ =
LΨ,Φθ̂Ψ(Iℓp(J) ⊗ LA,B)θA, P̂B,Φ = (Iℓp(J) ⊗ LA,B)θA(θ̂Ψ(Iℓp(J) ⊗ LA,B)θA)−1θ̂Ψ.
Proof. θB =
∑
j∈J LjBj =
∑
j∈J LjLA,BAj = (Iℓp(J) ⊗ LA,B)
∑
j∈J LjAj = (Iℓp(J) ⊗ LA,B)θA, θ̂Φ =∑
j∈J Φ̂jL̂j =
∑
j∈J LΨ,ΦΨ̂jL̂j = LΨ,Φ
∑
j∈J Ψ̂jL̂j = LΨ,Φθ̂Ψ, ŜB,Φ = θ̂ΦθB = LΨ,Φθ̂Ψ(Iℓp(J) ⊗ LA,B)θA,
P̂B,Φ = θBŜ
−1
B,Φθ̂Φ = (Iℓp(J)⊗LA,B)θA(LΨ,Φθ̂Ψ(Iℓp(J)⊗LA,B)θA)−1LΨ,Φθ̂Ψ = (Iℓp(J)⊗LA,B)θA(θ̂Ψ(Iℓp(J)⊗
LA,B)θA)
−1θ̂Ψ. 
Definition 14.29. Let ({Aj}j∈J, {Ψ̂j}j∈J) and ({Bj}j∈J, {Φ̂j}j∈J) be p-operator-valued frames in B(X ,X0).
We say that ({Bj}j∈J, {Φ̂j}j∈J) is
(i) RL-similar (right-left-similar) to ({Aj}j∈J, {Ψ̂j}j∈J) if there exist invertible RA,B, LΨ,Φ ∈ B(X )
such that Bj = AjRA,B, Φ̂j = LΨ,ΦΨ̂j , ∀j ∈ J.
(ii) LR-similar (left-right-similar) to ({Aj}j∈J, {Ψ̂j}j∈J) if there exist invertible LA,B, RΨ,Φ ∈ B(X0)
such that Bj = LA,BAj , Φ̂j = Ψ̂jRΨ,Φ, ∀j ∈ J.
Lemma 14.30. Let {Aj}j∈J ∈ F̂Ψ,p, {Bj}j∈J ∈ F̂Φ,p, RA,B, LΨ,Φ ∈ B(X ) be invertible and Bj =
AjRA,B, Φ̂j = LΨ,ΦΨ̂j, ∀j ∈ J. Then θB = θARA,B, θ̂Φ = LΨ,Φθ̂Ψ, ŜB,Φ = LΨ,ΦŜA,ΨRA,B, P̂B,Φ = P̂A,Ψ.
Assuming that ({Aj}j∈J, {Ψ̂j}j∈J) is a Parseval p-(ovf), then ({Bj}j∈J, {Φ̂j}j∈J) is a Parseval p-(ovf) if
and only if LΨ,ΦRA,B = IX .
Proof. θB =
∑
j∈J LjBj =
∑
j∈J LjAjRA,B = θARA,B, θ̂Φ =
∑
j∈J Φ̂jL̂j =
∑
j∈J LΨ,ΦΨ̂jL̂j = LΨ,Φθ̂Ψ,
ŜB,Φ = θ̂ΦθB = LΨ,Φθ̂ΨθARA,B = LΨ,ΦŜA,ΨRA,B, P̂B,Φ = θBŜ
−1
B,Φθ̂Φ = (θARA,B)(LΨ,ΦŜA,ΨRA,B)
−1(LΨ,Φθ̂Ψ) =
θAŜ
−1
A,Ψθ̂Ψ = P̂A,Ψ. 
Theorem 14.31. Let {Aj}j∈J ∈ F̂Ψ,p, {Bj}j∈J ∈ F̂Φ,p. The following are equivalent.
(i) Bj = AjRA,B, Φ̂j = LΨ,ΦΨ̂j, ∀j ∈ J, for some invertible RA,B, LΨ,Φ ∈ B(X ).
(ii) θB = θAR
′
A,B, θ̂Φ = L
′
Ψ,Φθ̂Ψ for some invertible R
′
A,B, L
′
Ψ,Φ ∈ B(X ).
(iii) P̂B,Φ = P̂A,Ψ.
If one of the above conditions is satisfied, then invertible operators in (i) and (ii) are unique and are given
by RA,B = Ŝ
−1
A,Ψθ̂ΨθB, LΨ,Φ = θ̂ΦθAŜ
−1
A,Ψ. In the case that ({Aj}j∈J, {Ψ̂j}j∈J) is a Parseval p-(ovf), then
({Bj}j∈J, {Φ̂j}j∈J) is a Parseval p-(ovf) if and only if LΨ,ΦRA,B = IX if and only if RA,BLΨ,Φ = IX .
Proof. (i) ⇒ (ii) ⇒ (iii) are from Lemma 14.30. Assume (ii). From Proposition 14.15, Bj = L̂jθB =
L̂jθAR
′
A,B = AjR
′
A,B, ∀j ∈ J. Again Proposition 14.15 gives Φ̂j = θ̂ΦLj = L′Ψ,Φθ̂ΨLj = LΨ,ΦΨ̂j , ∀j ∈
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J. Hence (i) holds. For (iii) ⇒ (ii), θB = P̂B,ΦθB = P̂A,ΨθB = θA(Ŝ−1A,Ψθ̂ΨθB), θ̂Φ = θ̂ΦP̂B,Φ =
θ̂ΦP̂A,Ψ = (θ̂ΦθAŜ
−1
A,Ψ)θ̂Ψ. To show Ŝ
−1
A,Ψθ̂ΨθB , and θ̂ΦθAŜ
−1
A,Ψ are invertible: (Ŝ
−1
A,Ψθ̂ΨθB)(Ŝ
−1
B,Φθ̂ΦθA) =
Ŝ−1A,Ψθ̂ΨP̂B,ΦθA = Ŝ
−1
A,Ψθ̂ΨP̂A,ΨθA = IX , (Ŝ
−1
B,Φθ̂ΦθA)(Ŝ
−1
A,Ψθ̂ΨθB) = Ŝ
−1
B,Φθ̂ΦP̂A,ΨθB = Ŝ
−1
B,Φθ̂ΦP̂B,ΦθB =
IX , and (θ̂ΦθAŜ−1A,Ψ)(θ̂ΨθBŜ
−1
B,Φ) = θ̂ΦP̂A,ΨθBŜ
−1
B,Φ = θ̂ΦP̂B,ΦθB Ŝ
−1
B,Φ = IX , (θ̂ΨθBŜ
−1
B,Φ)(θ̂ΦθAŜ
−1
A,Ψ) =
θ̂ΨP̂B,ΦθAŜ
−1
A,Ψ = θ̂ΨP̂A,ΨθAŜ
−1
A,Ψ = IX .
For the formula, let invertible RA,B, LΨ,Φ ∈ B(X ) satisfy θB = θARA,B, θ̂Φ = LΨ,Φθ̂Ψ. Hence θ̂ΨθB =
θ̂ΨθARA,B = ŜA,ΨRA,B, θ̂ΦθA = LΨ,Φθ̂ΨθA = LΨ,ΦŜA,Ψ, from which the formula follows. 
Corollary 14.32. For a given p-(ovf) ({Aj}j∈J, {Ψ̂j}j∈J), the canonical dual of ({Aj}j∈J, {Ψ̂j}j∈J) is
the only dual p-(ovf) that is RL-similar to ({Aj}j∈J, {Ψ̂j}j∈J).
Proof. Whenever ({Bj}j∈J, {Φ̂j}j∈J) is dual of ({Aj}j∈J, {Ψ̂j}j∈J) as well as RL-similar to ({Aj}j∈J, {Ψ̂j}j∈J),
we have θ̂ΨθB = IX = θ̂ΦθA and there exist invertible RA,B, LΨ,Φ ∈ B(X ) such that Bj = AjRA,B, Φ̂j =
LΨ,ΦΨ̂j, ∀j ∈ J. Theorem 14.31 tells RA,B = Ŝ−1A,Ψθ̂ΨθB, LΨ,Φ = θ̂ΦθAŜ−1A,Ψ. But then RA,B = Ŝ−1A,ΨIX =
Ŝ−1A,Ψ, LΨ,Φ = IX Ŝ
−1
A,Ψ = Ŝ
−1
A,Ψ. So ({Bj = AjŜ−1A,Ψ}j∈J, {Φ̂j = Ŝ−1A,ΨΨ̂j}j∈J) is canonical dual of ({Aj}j∈J, {Ψ̂j}j∈J).

Corollary 14.33. Two RL-similar p-operator-valued frames cannot be orthogonal.
Proof. Let ({Bj}j∈J, {Φ̂j}j∈J) be RL-similar to ({Aj}j∈J, {Ψ̂j}j∈J). Choose invertibleRA,B, LΨ,Φ ∈ B(X )
such that Bj = AjRA,B, Φ̂j = LΨ,ΦΨ̂j, ∀j ∈ J. Using Theorem 14.31 we get θ̂ΨθB = θ̂ΨθARA,B =
ŜA,ΨRA,B 6= 0. 
Remark 14.34. For every p-(ovf) ({Aj}j∈J, {Ψ̂j}j∈J), each of ‘p-operator-valued frames’ ({AjŜ−1A,Ψ}j∈J, {Ψ̂j}j∈J),
({AjŜ−1/2A,Ψ }j∈J, {Ŝ−1/2A,Ψ Ψ̂j}j∈J), and ({Aj}j∈J, {Ŝ−1A,ΨΨ̂j}j∈J) is a Parseval p-(ovf) which is RL-similar to
({Aj}j∈J, {Ψ̂j}j∈J). Thus every p-(ovf) is RL-similar to Parseval p-operator-valued frames.
Proposition 14.35. Let {Aj}j∈J ∈ F̂Ψ,p, {Bj}j∈J ∈ F̂Φ,p and Bj = LA,BAj , Φ̂j = Ψ̂jRΨ,Φ, ∀j ∈ J, for
some invertible LA,B, RΨ,Φ ∈ B(X0). Then
(i) θB = (Iℓp(J) ⊗ LA,B)θA, θ̂Φ = θ̂Ψ(Iℓp(J) ⊗ RΨ,Φ), ŜB,Φ = θ̂Ψ(Iℓp(J) ⊗ RΨ,ΦLA,B)θA, P̂B,Φ = (Iℓp(J) ⊗
LA,B)θA(θ̂Ψ(Iℓp(J) ⊗RΨ,ΦLA,B)θA)−1θ̂Ψ(Iℓp(J) ⊗RΨ,Φ).
(ii) Assuming ({Aj}j∈J, {Ψ̂j}j∈J) is a Parseval p-(ovf), then ({Bj}j∈J, {Φ̂j}j∈J) is a Parseval p-(ovf) if
and only if P̂A,Ψ(Iℓp(J)⊗RΨ,ΦLA,B)P̂A,Ψ = P̂A,Ψ if and only if P̂B,Φ = (Iℓp(J)⊗LA,B)P̂A,Ψ(Iℓp(J)⊗
RΨ,Φ).
Proof. Similar to the proof of Proposition 4.8. Please note that rather considering “stars” we have to
consider “hats”. 
15. Sequential version of p-operator-valued frames and p-bases
Here we develop abstractly the notion of sequential version of p-frames in Banach spaces. Our definition
is different than that of frames for Banach spaces by Grochenig [19] as well as by Aldroubi, Sun, and
Tang [1].
Definition 15.1. Let X be a Banach space, p ∈ [1,∞). A sequence {fj}j∈J in X ∗ is said to be a p-frame
w.r.t. a sequence {τj}j∈J in X if
(i) θf : X ∋ x 7→ {fj(x)}j∈J ∈ ℓp(J) (analysis operator) and θ̂τ : ℓp(J) ∋ {aj}j∈J 7→
∑
j∈J ajτj ∈ X
(synthesis operator) are well-defined bounded operators,
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(ii) Ŝf,τ : X ∋ x 7→
∑
j∈J fj(x)τj ∈ X (p-frame operator) is a bounded operator whose resolvent contains
(−∞, 0].
In this situation, we write ({fj}j∈J, {τj}j∈J) is a p-frame for X .
Constants a, b > 0 satisfying
a1/p‖x‖X ≤ ‖Ŝ1/pf,τ x‖X ≤ b1/p‖x‖X , ∀x ∈ X
are called as lower and upper p-frame bounds, in order. Supremum of the set of all lower p-frame bounds
is called the optimal lower frame bound and similarly for the optimal upper frame bound. Whenever
Ŝf,τ = αIX , for some α ∈ K, we say p-frame is tight and whenever Ŝf,τ = IX we call p-frame as Parseval
p-frame.
Definition 15.2. A sequence {xj}j∈J in X is said to be p-orthogonal for X if L ⊆ J and {cj}j∈L is a
sequence of scalars such that
∑
j∈L cjxj ∈ X , then ‖
∑
j∈L cjxj‖p =
∑
j∈L ‖cjxj‖p.
Definition 15.3. A sequence {xj}j∈J in X is said to be p-orthonormal for X if the following conditions
hold.
(i) If L ⊆ J and {cj}j∈L is a sequence of scalars such that
∑
j∈L cjxj ∈ X , then ‖
∑
j∈L cjxj‖p =∑
j∈L |cj |p.
(ii) If {aj}j∈J ∈ ℓp(J), then
∑
j∈J ajxj ∈ X and ‖
∑
j∈J ajxj‖p =
∑
j∈J |aj |p.
Example 15.4. For 1 ≤ p < ∞, the standard Schauder basis {ej}j∈J for ℓp(J) is p-orthogonal as well
as p-orthonormal for ℓp(J), for 1 ≤ p <∞.
Note that every orthogonal set (resp. orthonormal set) in every Hilbert space satisfies Definition 15.2
(resp. Definition 15.3).
Theorem 15.5. A 2-orthogonal sequence for a Hilbert space H is an orthogonal sequence for H.
Proof. Let {xj}j∈J be 2-orthogonal for H. We have to show 〈xj , xk〉 = 0, ∀j 6= k, ∀j, k ∈ J. Let j 6= k.
Case (i): H is over C. We use polarization identity to get,
〈xj , xk〉 = ‖xj + xk‖
2 − ‖xj − xk‖2 + i‖xj + ixk‖2 − i‖xj − ixk‖2
4
=
(‖xj‖2 + ‖xk‖2)− (‖xj‖2 + ‖ − xk‖2) + i(‖xj‖2 + ‖ixk‖2)− i(‖xj‖2 + ‖ − ixk‖2)
4
= 0.
Case (ii): H is over R. We again use polarization identity to get,
〈xj , xk〉 = ‖xj + xk‖
2 − ‖xj − xk‖2
4
=
(‖xj‖2 + ‖xk‖2)− (‖xj‖2 + ‖ − xk‖2)
4
= 0.

Proposition 15.6. If {xj}j∈J is p-orthogonal for X such that xj 6= 0, ∀j ∈ J, then
{
xj
‖xj‖
}
j∈J
is p-
orthonormal for X .
Proof. If L ⊆ J and {cj}j∈L is a sequence of scalars such that
∑
j∈L cj
xj
‖xj‖ ∈ X , then we see ‖
∑
j∈L cj
xj
‖xj‖‖p =∑
j∈L ‖cj xj‖xj‖‖p =
∑
j∈L |cj |p, and if {aj}j∈J ∈ ℓp(J), then
∑
j∈S
|aj |p =
∑
j∈S
∥∥∥∥aj xj‖xj‖
∥∥∥∥p =∑
j∈S
∥∥∥∥ aj‖xj‖xj
∥∥∥∥p =
∥∥∥∥∥∥
∑
j∈S
aj
‖xj‖xj
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈S
aj
xj
‖xj‖
∥∥∥∥∥∥
p
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for every finite subset S of J. From the existence of
∑
j∈J |aj |p we get the existence of
∑
j∈J aj
xj
‖xj‖ and∑
j∈J |aj |p = ‖
∑
j∈J aj
xj
‖xj‖‖p.

Theorem 15.7. (i) If {xn}mn=1 is p-orthogonal for X , then ‖
∑m
n=1 xn‖p =
∑m
n=1 ‖xn‖p.
(ii) If {xj}j∈J is p-orthogonal for X such that xj 6= 0, ∀j ∈ J, then {xj}j∈J is linearly independent. In
particular, if {xj}j∈J is p-orthonormal, then it is linearly independent.
Proof. Only (ii) is nontrivial, we prove it. Case (i): X is over C. Let cj1 , ..., cjn ∈ C be such that∑n
k=1 cjkxjk = 0, where j1, ..., jn ∈ J. Fix 1 ≤ l ≤ n. Now
‖0 + xjl‖p − ‖0− xjl‖p + i‖0 + ixjl‖p − i‖0− ixjl‖p = 0
⇒
∥∥∥∥∥
n∑
k=1
cjkxjk + xjl
∥∥∥∥∥
p
−
∥∥∥∥∥
n∑
k=1
cjkxjk − xjl
∥∥∥∥∥
p
+ i
∥∥∥∥∥
n∑
k=1
cjkxjk + ixjl
∥∥∥∥∥
p
− i
∥∥∥∥∥
n∑
k=1
cjkxjk − ixjl
∥∥∥∥∥
p
= 0
⇒
∥∥∥∥∥∥
n∑
k=1,k 6=l
cjkxjk + (cjl + 1)xjl
∥∥∥∥∥∥
p
−
∥∥∥∥∥∥
n∑
k=1,k 6=l
cjkxjk + (cjl − 1)xjl
∥∥∥∥∥∥
p
+ i
∥∥∥∥∥∥
n∑
k=1,k 6=l
cjkxjk + (cjl + i)xjl
∥∥∥∥∥∥
p
− i
∥∥∥∥∥∥
n∑
k=1,k 6=l
cjkxjk + (cjl − i)xjl
∥∥∥∥∥∥
p
= 0
⇒
n∑
k=1,k 6=l
‖cjkxjk‖p + ‖(cjl + 1)xjl‖p −
n∑
k=1,k 6=l
‖cjkxjk‖p − ‖(cjl − 1)xjl‖p
+ i
n∑
k=1,k 6=l
‖cjkxjk‖p + i‖(cjl + i)xjl‖p − i
n∑
k=1,k 6=l
‖cjkxjk‖p − i‖(cjl − i)xjl‖p = 0
⇒ |cjl + 1| = |cjl − 1| and |cjl + i| = |cjl − i| ⇒ cjl + cjl = 0 and cjl − cjl = 0. Hence cjl = 0. Since
l was arbitrary, we must have cj1 = · · · = cjn = 0. Case (ii): Consider ‖0 + xjl‖p − ‖0 − xjl‖p = 0 and
proceed. 
Proposition 15.8. Let {xj}j∈J be p-orthonormal for X . Then
(i) ‖xj‖ = 1, ∀j ∈ J. In particular, if {xn}mn=1 is p-orthonormal in X , then ‖
∑m
n=1 xn‖p = m.
(ii) If x ∈ X has an expansion x =∑j∈J cjxj for some scalar sequence {cj}j∈J, then ‖x‖p =∑j∈J |cj|p.
In particular, {cj}j∈J ∈ ℓp(J).
(iii) If S is any finite subset of J, then ‖∑j∈S ajxj‖p =∑j∈S |aj|p.
Proof. (i) xj = 1 · xj ⇒ ‖xj‖p = |1|p, ∀j ∈ J.
(ii) For every finite subset S ⊆ J, ‖∑j∈S cjxj‖p = ∑j∈S |cj |p. From the convergence of ∑j∈J cjxj , we
get the convergence of
∑
j∈J |cj |p and ‖x‖p =
∑
j∈J |cj|p.
(iii) Define dj := aj if j ∈ S and 0 if j ∈ J \ S. Now apply (i) of Definition 15.3.

Proposition 15.9. If {xj}j∈J is p-orthonormal for X , then it is closed.
Proof. Let {xjn}∞n=1 be in {xj}j∈J converging to an element x ∈ X . Then ‖xjl − xjm‖p = |1|p+ | − 1|p =
2, ∀xjl 6= xjm . Therefore {xjn}∞n=1 is eventually constant. 
Proposition 15.10. Let X has a dense subset indexed with J. If {yl}l∈L is p-orthonormal for X , then
Card(L) ≤ Card(J).
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Proof. We just need to observe ‖yl − ym‖p = |1|p + | − 1|p = 2, ∀yl 6= ym. Other arguments are similar
with the corresponding result in Hilbert C*-module. 
Corollary 15.11. If X is separable, then every p-orthonormal set for X is also separable.
Definition 15.12. A sequence {xj}j∈J in X is said to be a p-orthonormal basis for X if the following
conditions hold.
(i) {xj}j∈J is a Schauder basis for X .
(ii) If L ⊆ J and {cj}j∈L is a sequence of scalars such that
∑
j∈L cjxj ∈ X , then ‖
∑
j∈L cjxj‖p =∑
j∈L |cj |p.
(iii) If {aj}j∈J ∈ ℓp(J), then
∑
j∈J ajxj ∈ X and ‖
∑
j∈J ajxj‖p =
∑
j∈J |aj |p.
Example 15.13. We refer Example 15.4.
We note that every orthonormal basis for every Hilbert space satisfies Definition 15.12.
Theorem 15.14. A 2-orthonormal set in a Hilbert space H is an orthonormal set in H.
Proof. Let {xj}j∈J be a 2-orthonormal set in H. From Proposition 15.8, ‖xj‖ = 1, ∀j ∈ J. Let j 6=
k, j, k ∈ J. When H is over C, using polarization identity,
〈xj , xk〉 = ‖xj + xk‖
2 − ‖xj − xk‖2 + i‖xj + ixk‖2 − i‖xj − ixk‖2
4
=
(|1|2 + |1|2)− (|1|2 + | − 1|2) + i(|1|2 + |i|2)− i(|1|2 + | − i|2)
4
= 0.
By using polarization identity for the real case we get 〈xj , xk〉 = 0 when H is over R. 
Corollary 15.15. A 2-orthonormal basis for a Hilbert space H is an orthonormal basis for H.
Lemma 15.16. If {xj}j∈J is p-orthonormal for X , then fj : span{xj}j∈J ∋
∑
finite ajxj 7→ aj ∈ K, ∀j ∈ J
are well-defined bounded linear functionals of norm one. In particular, each fj has unique extension to
span{xj}j∈J by preserving the norm.
Proof. Since {xj}j∈J is linearly independent, all the fj ’s are well-defined. For x =
∑
j∈S ajxj ∈ span{xj}j∈J
we get |fj(x)|p = |aj |p ≤
∑
j∈S |aj |p = ‖
∑
j∈S ajxj‖p = ‖x‖p for all j ∈ J. We also have fj(xj) = 1 for
all j ∈ J. Hence ‖fj‖ = 1, ∀j ∈ J. 
Theorem 15.17. Let {xj}j∈J be a p-orthonormal sequence for X and {aj}j∈J be a sequence of scalars.
Then ∑
j∈J
ajxj converges in X if and only if
∑
j∈J
|aj |p converges.
In this case, if x =
∑
j∈J ajxj ∈ span{xj}j∈J, then aj = fj(x), ∀j ∈ J, where fj is the unique bounded
linear extension of fj : span{xj}j∈J ∋
∑
finite ajxj 7→ aj ∈ K, ∀j ∈ J.
Proof. Proof comes from (iii) in Proposition 15.8. For ‘in this case’, we act by fk to the sum
∑
j∈J ajxj ,
for each k ∈ J. 
Theorem 15.18. Let {xj}j∈J be a p-orthonormal sequence for X such that {fj(x)}j∈J ∈ ℓp(J), ∀x ∈ X ,
where fj is the unique bounded linear extension of fj : span{xj}j∈J ∋
∑
finite ajxj 7→ aj ∈ K for each
j ∈ J (Lemma 15.16 gives the existence of fj’s). If span{xj}j∈J = X , then the following are equivalent.
(i) {xj}j∈J is a p-orthonormal basis for X .
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(ii) x =
∑
j∈J fj(x)xj , ∀x ∈ X , and φ =
∑
j∈J φ(xj)fj, ∀φ ∈ X ∗, i.e., φ(x) =
∑
j∈J φ(xj)fj(x), ∀x ∈
X , ∀φ ∈ X ∗.
(iii) X ∗ = span{fj}j∈J, in pointwise limit, i.e., for each φ ∈ X ∗, there exists a sequence {φn}∞n=1 in
span{fj}j∈J such that φn(x)→ φ(x) as n→∞ for all x ∈ X .
(iv) If x ∈ X is such that fj(x) = 0, ∀j ∈ J, then x = 0.
Proof. (i) ⇒ (ii) is clear. For (ii) ⇒ (iii), we observe that for each x in X and for each φ in X ∗, the net
{∑j∈S φ(xj)fj(x) : S ⊆ J, S is finite} converges to φ(x). For (iii) ⇒ (iv), let x ∈ X be such that fj(x) =
0, ∀j ∈ J. Let φ ∈ X ∗. Then there exists a sequence {φn}∞n=1 in span{fj}j∈J such that φn(x)→ φ(x) as
n→∞. Since φn ∈ span{fj}j∈J, ∀n ∈ N, we have φn(x) = 0, ∀n ∈ N. Therefore φ(x) = limn→∞ φn(x) =
0. Since φ ∈ X ∗ was arbitrary, x = 0. Now, for (iv) ⇒ (i), since {fj(x)}j∈J ∈ ℓp(J), ∀x ∈ X , from
Theorem 15.17,
∑
j∈J fj(x)xj converges in X , ∀x ∈ X . Let x ∈ X be fixed. Define y :=
∑
j∈J fj(x)xj .
Then fj(y − x) =
∑
k∈J fk(x)fj(xk) − fj(x) = fj(x) − fj(x) = 0, ∀j ∈ J. Therefore (iv) gives y = x. If
x also has representation
∑
j∈J ajxj , for some aj ∈ K, j ∈ J, then fk(x) = fk(
∑
j∈J ajxj) = ak, ∀k ∈ J.
Thus {xj}j∈J is a p-orthonormal basis for X . 
Remark 15.19. In Theorem 15.18, only in proving (iv) ⇒ (i) we used {fj(x)}j∈J ∈ ℓp(J), ∀x ∈ X . Thus
even without assumption {fj(x)}j∈J ∈ ℓp(J), ∀x ∈ X in Theorem 15.18 we get (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Theorem 15.20. Let {xj}j∈J be a p-orthonormal basis for X and fj : X ∋
∑
k∈J akxk 7→ aj ∈ K, ∀j ∈ J.
Then for each x ∈ X , the set Yx := {fj : fj(x) 6= 0, j ∈ J} is either finite or countable.
Proof. For n ∈ N, define
Yn,x :=
{
fj : |fj(x)|p > ‖x‖
p
n
, j ∈ J
}
.
Suppose, for some n, Yn,x has more than n − 1 elements, say f1, ..., fn. Then
∑n
j=1 |fj(x)|p > n‖x‖
p
n =
‖x‖p. We already have ∑nj=1 |fj(x)|p ≤ ‖x‖p. This gives ‖x‖p < ‖x‖p which is impossible. Hence
Card(Yn,x) ≤ n − 1. We next note Yx = ∪∞n=1Yn,x, being a countable union of finite sets is finite or
countable. 
Theorem 15.21. (i) If X has a p-orthonormal basis which is also a Hamel basis for X , then X is
finite dimensional.
(ii) An infinite p-orthonormal basis for X can not be a Hamel basis for X .
Proof. (i) Let {xj}j∈J be a p-orthonormal basis as well as a Hamel basis for X , fj : X ∋
∑
k∈J akxk 7→
aj ∈ K, ∀j ∈ J. Since
∑
j∈J
1
jp2+p
is a convergent series, from Theorem 15.17,
∑
j∈J
xj
jp+1 converges
in X , say to x. Since {xj}j∈J is a Hamel basis for X , there exist xj1 , ..., xjm in {xj}j∈J such that
x = aj1xj1 + · · · + ajmxjm , aj1 , ..., ajm ∈ K, uniquely. Suppose dimension of X is infinite. Then
{xj}j∈J is infinite. So there exists a k ∈ J such that xk 6= xjl , 1 ≤ l ≤ m. Then
0 = fk(aj1xj1 + · · ·+ ajmxjm ) = fk(x) = fk
∑
j∈J
xj
jp+1
 = fk ( xk
kp+1
)
=
1
kp+1
,
which is a contradiction. Hence X is finite dimensional.
(ii) Similar to the proof of (i).

Theorem 15.22. Let {xj}j∈J be a p-orthonormal basis for X .
(i) If T : X → X0 is an isometric isomorphism, then {Txj}j∈J is a p-orthonormal basis for X0.
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(ii) If {yj}j∈J is a p-orthonormal basis for X0, then the map T : X ∋
∑
j∈J ajxj 7→
∑
j∈J ajyj ∈ X0 is
a well-defined isometric isomorphism.
Proof. (i) Since T is bounded invertible, {Txj}j∈J is a Scahauder basis for X0. If L ⊆ J and {cj}j∈L
is a sequence of scalars such that
∑
j∈L cjTxj ∈ X , then ‖
∑
j∈L cjTxj‖p = ‖T (
∑
j∈L cjxj)‖p =
‖∑j∈L cjxj‖p =∑j∈L |cj |p. Also, if {aj}j∈J ∈ ℓp(J), then∑j∈J ajTxj ∈ X0 and ‖∑j∈J ajTxj‖p =∑
j∈J |aj |p.
(ii) From Theorem 15.17, T is well-defined. Again, Theorem 15.17 says that T is surjective. Orthonor-
mality of {yj}j∈J gives the injectiveness of T . For x =
∑
j∈J ajxj ∈ X , ‖Tx‖p = ‖
∑
j∈J ajyj‖p =∑
j∈J |aj |p = ‖x‖p. Thus T is isometry.

One can see the following inequality, we call 4-inequality, which looks like Cauchy-Schwarz inequality
(reason: if H is a real Hilbert space, then (‖x+ y‖2 − ‖x− y‖2)/4 = 〈x, y〉 ≤ ‖x‖‖y‖, ∀x, y ∈ H).
Theorem 15.23. (4-inequality) If X has a 4-orthonormal basis, then
‖x+ y‖4 − ‖x− y‖4
8
≤ (‖x‖2 + ‖y‖2)‖x‖‖y‖, ∀x, y ∈ X .
Proof. Starting with a 4-orthonormal basis {xj}j∈J for X , and x, y ∈ X , we can write x =
∑
j∈J ajxj , y =∑
j∈J bjxj for unique {aj}j∈J, {bj}j∈J ∈ ℓ4(J). Then
‖x+ y‖4 − ‖x− y‖4 =
∥∥∥∥∥∥
∑
j∈J
(aj + bj)xj
∥∥∥∥∥∥
4
−
∥∥∥∥∥∥
∑
j∈J
(aj − bj)xj
∥∥∥∥∥∥
4
=
∑
j∈J
|aj + bj |4 −
∑
j∈J
|aj − bj |4
= 4
∑
j∈J
(|aj |2 + |bj|2)(aj b¯j + a¯jbj) ≤ 8
∑
j∈J
(|aj |2 + |bj|2)|ajbj |
≤ 8
∑
j∈J
(|aj |2 + |bj |2)2

1
2
∑
j∈J
|ajbj|2

1
2
≤ 8
∑
j∈J
(|aj |2 + |bj |2)2

1
2
∑
j∈J
|aj |4

1
4
∑
j∈J
|bj |4

1
4
= 8
∑
j∈J
|aj |4 +
∑
j∈J
|bj|4 + 2
∑
j∈J
|ajbj |2
 12 ‖x‖‖y‖
= 8
‖x‖4 + ‖y‖4 + 2∑
j∈J
|ajbj |2
 12 ‖x‖‖y‖
≤ 8
‖x‖4 + ‖y‖4 + 2
∑
j∈J
|aj |4

1
2
∑
j∈J
|bj |4

1
2

1
2
‖x‖‖y‖
= 8(‖x‖4 + ‖y‖4 + 2‖x‖2‖y‖2) 12 ‖x‖‖y‖ = 8(‖x‖2 + ‖y‖2)‖x‖‖y‖.

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Theorem 15.24. (4-parallelogram law) If X has a 4-orthonormal basis, then
‖x+ y‖4 + ‖x− y‖4 ≤ 2(‖x‖4 + ‖y‖4) + 12‖x‖2y‖2
= 2((‖x‖2 + ‖y‖2)2 + 4‖x‖2‖y‖2), ∀x, y ∈ X .
Proof. Let {xj}j∈J be a 4-orthonormal basis for X , and x, y ∈ X . Then x =
∑
j∈J ajxj , y =
∑
j∈J bjxj
for unique {aj}j∈J, {bj}j∈J ∈ ℓ4(J). Consider
‖x+ y‖4 + ‖x− y‖4 =
∥∥∥∥∥∥
∑
j∈J
(aj + bj)xj
∥∥∥∥∥∥
4
+
∥∥∥∥∥∥
∑
j∈J
(aj − bj)xj
∥∥∥∥∥∥
4
=
∑
j∈J
|aj + bj|4 +
∑
j∈J
|aj − bj |4
= 2
∑
j∈J
|aj |4 + 2
∑
j∈J
|bj|4 + 2
∑
j∈J
((a¯jbj)
2 + (aj b¯j)
2) + 8
∑
j∈J
|ajbj |2
= 2‖x‖4 + 2‖y‖4 + 2
∑
j∈J
((a¯jbj)
2 + (aj b¯j)
2) + 8
∑
j∈J
|ajbj|2
≤ 2(‖x‖4 + ‖y‖4) + 4
∑
j∈J
|a¯jbj |2 + 8
∑
j∈J
|ajbj|2 = 2(‖x‖4 + ‖y‖4) + 12
∑
j∈J
|ajbj|2
≤ 2(‖x‖4 + ‖y‖4) + 12
∑
j∈J
|aj|4

1
2
∑
j∈J
|bj |4

1
2
= 2(‖x‖4 + ‖y‖4) + 12‖x‖2y‖2.

Theorem 15.25. (4-projection theorem) If Y is a closed convex subset of X which has a 4-orthonormal
basis, then for every x ∈ X , there exists unique y ∈ Y such that
‖x− y‖ = inf
z∈Y
‖x− z‖.
Proof. Let {xn}∞n=1 be a sequence in Y such that limn→∞ ‖xn−x‖ = infz∈Y ‖x−z‖. Let d = infz∈Y ‖x−
z‖. Using the convexity of Y , we see that∥∥∥∥xn + xm2 − x
∥∥∥∥ ≥ d, ∀n,m ∈ N, i.e., ‖xn − xm − 2x‖ ≥ 2d, ∀n,m ∈ N.
By using 4-parallelogram law (Theorem 15.24) we get
‖xn − xm‖4 = ‖(xn − x)− (xm − x)‖4
≤ 2‖xn − x‖4 + 2‖xm − x‖4 + 12‖xn − x‖2‖xm − x‖2 − ‖(xn − x) + (xm − x)‖4
≤ 2‖xn − x‖4 + 2‖xm − x‖4 + 12‖xn − x‖2‖xm − x‖2 − 16d4, ∀n,m ∈ N.
Therefore ‖xn − xm‖4 → 2d4 + 2d4 + 12d2d2 − 16d4 = 0 as n,m → ∞. Let y = limn→∞ xn. Since
Y is closed, y ∈ Y . Now ‖x − y‖ = ‖x − limn→∞ xn‖ = limn→∞ ‖x − xn‖ = d. Let y∗ ∈ Y be such
that ‖x − y∗‖ = infz∈Y ‖x − z‖. We again use the convexity of Y to get (y + y∗)/2 ∈ Y and hence
‖x− (y + y∗)/2‖ ≥ d. Then
‖y − y∗‖4 = ‖(y − x)− (y∗ − x)‖4
≤ 2‖y − x‖4 + 2‖y∗ − x‖4 + 12‖y − x‖2‖y∗ − x‖2 − ‖(y − x) + (y∗ − x)‖4
= 2d4 + 2d4 + 12d2d2 − ‖y + y∗ − 2x‖4 ≤ 16d4 − 16d4 = 0.
Therefore y = y∗. 
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Corollary 15.26. If Y is a closed subspace of X which has a 4-orthonormal basis, then for every x ∈ X ,
there exists unique y ∈ Y such that ‖x− y‖ = infz∈Y ‖x− z‖.
Remark 15.27. Since ℓ4(J) has a 4-orthonormal basis (the standard Schauder basis {ej}j∈J is a 4-
orthonormal basis for ℓ4(J)), 4-inequality, 4-parallelogram law, and 4-projection theorem hold in ℓ4(J).
Proposition 15.28. If X has a 4-orthonormal basis, then X is uniformly convex.
Proof. Let 0 < ǫ ≤ 2. Let x, y ∈ X such that ‖x‖ = 1, ‖y‖ = 1 and ‖x − y‖ ≥ ǫ. Take 0 < δ ≤
(1− ǫ4/16)1/4. Then by the 4-parallelogram law,∥∥∥∥x+ y2
∥∥∥∥4 ≤ 2 ∥∥∥x2∥∥∥4 + 2 ∥∥∥x2∥∥∥4 + 12 ∥∥∥x2∥∥∥2 ∥∥∥y2∥∥∥2 −
∥∥∥∥x− y2
∥∥∥∥4 ≤ 18 + 18 + 34 − ǫ416
= 1− ǫ
4
16
≤ (1− δ)4.

Theorem 15.29. (i) Every p-orthonormal set Y for X is contained in a maximal p-orthonormal set.
(ii) Every X has a maximal p-orthonormal set.
Proof. (i) comes from the use of Zorn’s lemma and (ii) comes from (i) by considering a nonzero x ∈ X
and Y = {‖x‖−1x}. 
Theorem 15.30. If X has a p-orthonormal basis {xj}j∈J, then X is isometrically isomorphic to ℓp(J).
Proof. Let {ej}j∈J be the standard Schauder basis for ℓp(J). Define U : X ∋
∑
j∈J ajxj 7→
∑
j∈J ajej ∈
ℓp(J). From Proposition 15.8, U is well-defined. Clearly it is linear. For x =
∑
j∈J ajxj ∈ X , ‖Ux‖p =
‖∑j∈J ajej‖p = ∑j∈J |aj |p = ‖x‖p. Thus U is isometry. Let ∑j∈J ajej ∈ ℓp(J). From condition (iii) of
Definition 15.12, we get
∑
j∈J ajxj ∈ X . Now it is transparent that U(
∑
j∈J ajxj) =
∑
j∈J ajej . 
Theorem 15.31. Let {xj}j∈J be a p-orthonormal basis for X . Then the p-orthonormal bases for X are
precisely {Uxj}j∈J, where U : X → X is invertible isometry.
Proof. (⇐) Since U is invertible, clearly {Uxj}j∈J is a Schauder basis for X . Let {cj}j∈L be any sequence
of scalars such that
∑
j∈L cjUxj ∈ X . Then, linearity and continuity of U−1 gives
∑
j∈L cjxj ∈ X . But
then ‖∑j∈L cjUxj‖p = ‖U(∑j∈L cjxj)‖p = ‖∑j∈L cjxj‖p =∑j∈J |cj |p. Now, let {aj}j∈J ∈ ℓp(J). Then
we have
∑
j∈J ajxj ∈ X and ‖
∑
j∈J ajxj‖p =
∑
j∈J |aj|p ⇒
∑
j∈J ajUxj = U(
∑
j∈J ajxj) ∈ X and
‖∑j∈J ajUxj‖p = ‖U(∑j∈J ajxj)‖p = ‖∑j∈J ajxj‖p =∑j∈J |aj |p.
(⇒) Let {yj}j∈J be an arbitrary p-orthonormal basis for X . Define V : X ∋
∑
j∈J ajxj 7→
∑
j∈J ajyj ∈ X .
From Proposition 15.8 and condition (iii) of Definiton 15.12 we get the well-definedness of V . Then
yj = V xj , ∀j ∈ J and for x =
∑
j∈J ajxj ∈ X , ‖V x‖p = ‖
∑
j∈J ajyj‖p =
∑
j∈J |aj |p = ‖x‖p, so U is an
isometry. One can easily check that the inverse of V is V −1 : X ∋∑j∈J bjyj 7→∑j∈J bjxj ∈ X . 
Definition 15.32. A sequence {gj}j∈J in X ∗ is said to be a Riesz p-basis w.r.t. a sequence {ωj}j∈J in
X if there exist a p-orthonormal basis {τj}j∈J for X and bounded invertible operators U, V : X → X with
resolvent of V U contains (−∞, 0] such that ωj = V τj , ∀j ∈ J and gj = fjU, ∀j ∈ J, where fj : X ∋∑
k∈J akτk 7→ aj ∈ K, ∀j ∈ J. We write ({gj}j∈J, {ωj}j∈J) is a Riesz p-basis for X .
Remark 15.33. Definition of Riesz p-basis demands existence of a p-orthonormal basis, whereas that of
p-frame doesn’t.
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Theorem 15.34. If ({gj = fjU}j∈J, {ωj = V τj}j∈J) is a Riesz p-basis for X , then there exist a unique
sequence {hj}j∈J in X ∗, and a unique sequence {ρj}j∈J in X such that
x =
∑
j∈J
hj(x)ωj =
∑
j∈J
gj(x)ρj , ∀x ∈ X , and {hj(x)}j∈J ∈ ℓp(J), ∀x ∈ X .
Moreover, ({hj}j∈J, {ρj}j∈J) is a Riesz p-basis.
Proof. Define hj := fjV
−1, ρj := U−1τj , ∀j ∈ J. Then
∑
j∈J hj(x)ωj =
∑
j∈J fj(V
−1x)V τj = V (
∑
j∈J fj(V
−1x)τj) =
V (V −1x) = x,
∑
j∈J gj(x)ρj =
∑
j∈J fj(Ux)U
−1τj = U−1(
∑
j∈J fj(Ux)τj) = U
−1(Ux) = x, ∀x ∈ X .
Now resolvent of U−1V −1 = (V U)−1 contains (−∞, 0]. Hence ({hj}j∈J, {ρj}j∈J) is a Riesz p-basis.
Clearly {hj(x)}j∈J ∈ ℓp(J), ∀x ∈ X . Suppose there are {φj}j∈J in X ∗, and {xj}j∈J in X such that
x =
∑
j∈J φj(x)ωj =
∑
j∈J gj(x)xj , ∀x ∈ X . Then x =
∑
j∈J φj(x)V τj =
∑
j∈J fj(Ux)xj , ∀x ∈ X . First
equality gives V −1x =
∑
j∈J φj(x)τj , ∀x ∈ X . By applying fk on this gives fk(V −1x) = φk(x), ∀x ∈
X , ∀k ∈ J. Therefore φj = hj, ∀j ∈ J. Since U is invertible, from x =
∑
j∈J fj(Ux)xj , ∀x ∈ X
we get U−1y =
∑
j∈J fj(y)xj , ∀y ∈ X . We evaluate this at τk to get U−1τk = xk, ∀k ∈ J. Hence
xj = ρj , ∀j ∈ J. 
Proposition 15.35. If ({gj}j∈J, {ωj}j∈J) is a Riesz p-basis for X , then
(i) {ωj}j∈J is complete in X , and there exist a, b > 0 such that for every finite subset S ⊆ J,
a
∑
j∈S
|cj |p ≤
∥∥∥∥∥∥
∑
j∈S
cjωj
∥∥∥∥∥∥
p
≤ b
∑
j∈S
|cj |p, ∀cj ∈ K, ∀j ∈ S, and
(ii) the collection of functionals {gj}j∈J is uniformly bounded (in the operator-norm) in X ∗.
Proof. Let {τj}j∈J be a p-orthonormal basis for X and U, V : X → X be bounded invertible with resolvent
of V U contains (−∞, 0] such that ωj = V τj , ∀j ∈ J and gj = fjU, ∀j ∈ J, where fj : X ∋
∑
k∈J akτk 7→
aj ∈ K, ∀j ∈ J.
(i) Since V is invertible, {ωj}j∈J is complete in X . We find
1
‖V −1‖p
∑
j∈S
|cj |p = 1‖V −1‖p
∥∥∥∥∥∥
∑
j∈S
cjτj
∥∥∥∥∥∥
p
≤
∥∥∥∥∥∥
∑
j∈S
cjV τj
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈S
cjωj
∥∥∥∥∥∥
p
≤ ‖V ‖p
∥∥∥∥∥∥
∑
j∈S
cjτj
∥∥∥∥∥∥
p
= ‖V ‖p
∑
j∈S
|cj |p, ∀cj ∈ K, ∀j ∈ S.
(ii) We first see |fj(x)|p ≤
∑
k∈J |fk(x)|p = ‖
∑
k∈J fk(x)τk‖p = ‖x‖p, ∀x ∈ X , fj(τj) = 1, ∀j ∈ J.
Therefore ‖fj‖ = 1, ∀j ∈ J and hence sup{‖gj‖}j∈J ≤ sup{‖fj‖‖U‖}j∈J = ‖U‖.

Theorem 15.36. (i) If {τj}j∈J is a p-orthonormal basis for X , then ({fj}j∈J, {τj}j∈J) is p-frame for
X , where fj : X ∋
∑
k∈J akτk 7→ aj ∈ K, ∀j ∈ J.
(ii) A Riesz p-basis ({gj = fjU}j∈J, {ωj = V τj}j∈J) for X is a p-frame for X with optimal bounds
‖(V U)−1/p‖−p and ‖(V U)1/p‖p.
Proof. (i) Second condition in Definition 15.12 says θf exists and is an isometry, whereas third condition
says θ̂τ exists and is an isometry. Now the p-frame operator Ŝf,τx =
∑
j∈J fj(x)τj = IXx, ∀x ∈ X .
(ii) For x =
∑
j∈J fj(x)τj ∈ X we see θg(x) = {(fjU)(x)}j∈J = θf (Ux) ∈ ℓp(J), and for {aj}j∈J ∈ ℓp(J)
we see θ̂ω({aj}j∈J) =
∑
j∈J ajωj =
∑
j∈J ajV τj = V θ̂τ({aj}j∈J). Also Ŝg,ωx =
∑
j∈J gj(x)ωj =
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j∈J fj(Ux)V τj = V (
∑
j∈J fj(Ux)τj) = V (Ux). Therefore ({gj}j∈J, {ωj}j∈J) is a p-frame; for
optimal bounds we note that V U invertible and (V U)−1/p, (V U)1/p exist (from Definition 14.1).

Proposition 15.37. For every {fj}j∈J ∈ F̂τ,p,
(i) Ŝf,τ = θ̂τθf .
(ii) ({fj}j∈J, {τj}j∈J) is Parseval if and only if θ̂τθf = IX .
(iii) ({fj}j∈J, {τj}j∈J) is Parseval if and only if θf θ̂τ is idempotent.
(iv) θf Ŝ
−1
f,τ θ̂τ is idempotent.
(v) θf is injective whose range is closed.
(vi) θ̂τ is surjective.
Proof. (i) is direct verification, and (ii) comes from that. Arguments for the remainings are similar to
the proof of Proposition 2.30. 
The idempotent operator P̂f,τ := θf Ŝ
−1
f,τ θ̂τ is called as the frame idempotent for ({fj}j∈J, {τj}j∈J).
Definition 15.38. A p-frame ({fj}j∈J, {τj}j∈J) for X is said to be a Riesz p-frame if P̂f,τ = Iℓp(J). A
Parseval and Riesz p-frame (i.e., θ̂τθx = IX and θf θ̂τ = Iℓp(J)) is called as an orthonormal p-frame.
Proposition 15.39. A p-frame ({fj}j∈J, {τj}j∈J) for X is a Riesz p-frame if and only if θf (X ) = ℓp(J).
Definition 15.40. A p-frame ({gj}j∈J, {ωj}j∈J) for X is said to be a dual of a p-frame ({fj}j∈J, {τj}j∈J)
for X if θ̂ωθf = θ̂τθg = IX . The ‘p-frame’ ({f˜j := fjŜ−1f,τ}j∈J, {τ˜j := Ŝ−1f,τ τj}j∈J) for X which is a ‘dual’
of ({fj}j∈J, {τj}j∈J) is called as the canonical dual of ({fj}j∈J, {τj}j∈J).
We see whenever ({gj}j∈J, {ωj}j∈J) is a dual of ({fj}j∈J, {τj}j∈J), then ({fj}j∈J, {τj}j∈J) is a dual of
({gj}j∈J, {ωj}j∈J).
Theorem 15.41. Let ({fj}j∈J, {τj}j∈J) be a p-frame for X with frame bounds a and b. Then
(i) The canonical dual p-frame of the canonical dual p-frame of ({fj}j∈J, {τj}j∈J) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({fj}j∈J, {τj}j∈J).
(iii) If a, b are optimal frame bounds for ({fj}j∈J, {τj}j∈J), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. For x ∈ X ,
∑
j∈J
f˜j(x)τ˜j =
∑
j∈J
fj(Ŝ
−1
f,τx)Ŝ
−1
f,τ τj = Ŝ
−1
f,τ
∑
j∈J
fj(Ŝ
−1
f,τx)τj
 = Ŝ−1f,τ Ŝf,τ (Ŝ−1f,τx) = Ŝ−1f,τx.
Thus p-frame operator for the canonical dual ({f˜j}j∈J, {τ˜j}j∈J) is Ŝ−1f,τ . Therefore, its canonical dual is
({fjŜ−1f,τ Ŝf,τ}j∈J, {Ŝf,τ Ŝ−1f,τ τj}j∈J). Other facts are easy. 
Proposition 15.42. Let ({fj}j∈J, {τj}j∈J) and ({gj}j∈J, {ωj}j∈J) be p-frames for X . Then the following
are equivalent.
(i) ({gj}j∈J, {ωj}j∈J) is dual of ({fj}j∈J, {τj}j∈J).
(ii)
∑
j∈J fj(x)ωj =
∑
j∈J gj(x)τj = x, ∀x ∈ X .
Proof. θ̂ωθfx =
∑
j∈J fj(x)ωj , θ̂τθgx =
∑
j∈J gj(x)τj , ∀x ∈ X . 
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Proposition 15.43. Let ({fj}j∈J, {τj}j∈J) be a p-frame for X . If {τj}j∈J is a Schauder basis for X and
fj(τk) = δj,k, ∀j, k ∈ J, then ({fj}j∈J, {τj}j∈J) has unique dual.
Proof. Let ({gj}j∈J, {ωj}j∈J) and ({hj}j∈J, {ρj}j∈J) be two dual p-frames of ({fj}j∈J, {τj}j∈J). Then∑
j∈J(gj(x) − hj(x))τj = 0, ∀x ∈ X and
∑
j∈J fj(x)(ωj − ρj) = 0, ∀x ∈ X . First equality gives gj =
hj , ∀j ∈ J and by evaluating second equality at a fixed xk gives ωk = ρk, and k is free. 
Lemma 15.44. Let ({fj}j∈J, {τj}j∈J) be a p-frame for X and {ej}j∈J be the standard Schauder basis for
ℓp(J). Let hj :
∑
k∈J akek 7→ aj ∈ K, ∀j ∈ J. Then the dual p-frames of ({fj}j∈J, {τj}j∈J) are precisely
({gj = hjU}j∈J, {ωj = V ej}j∈J), where U : X → ℓp(J) is bounded right-inverse of θ̂τ , and V : ℓp(J)→ X
is bounded left-inverse of θf such that the resolvent of V U contains (−∞, 0].
Proof. (⇐) We see θgx = {gj(x)}j∈J = {fj(Ux)}j∈J =
∑
j∈J fj(Ux)ej = Ux, ∀x ∈ X , and θ̂ω({aj}j∈J) =∑
j∈J ajωj =
∑
j∈J ajV ej = V ({aj}j∈J), ∀{aj}j∈J ∈ ℓp(J). Then Ŝg,ω = θ̂ωθg = V U whose resolvent
contains (−∞, 0]. Hence ({gj}j∈J, {ωj}j∈J) is a p-frame. Now we check duality: θ̂τθg = θ̂τU = IX ,
θ̂ωθf = V θf = IX .
(⇒) Let ({gj}j∈J, {ωj}j∈J) be a dual frame of ({fj}j∈J, {τj}j∈J). Then θ̂τθg = IX , θ̂ωθf = IX . Define
U := θg, V := θ̂ω. Then U : X → ℓp(J) is a bounded right-inverse of θ̂τ , and V : ℓp(J)→ X is a bounded
left-inverse of θf such that the resolvent of V U = θ̂ωθg = Ŝg,ω contains (−∞, 0]. Moreover, hjU(x) =
hj(
∑
k∈J gk(x)ek) =
∑
k∈J gk(x)hj(ek) = gj(x), ∀x ∈ X , ∀j ∈ J, and V ej = θ̂ωej = ωj, ∀j ∈ J. 
Lemma 15.45. Let ({fj}j∈J, {τj}j∈J) be a p-frame for X . Then the bounded
(i) right-inverses of θ̂τ are precisely θf Ŝ
−1
f,τ + (Iℓp(J) − θf Ŝ−1f,τ θ̂τ )U, where U ∈ B(X , ℓp(J)).
(ii) left-inverses of θf are precisely Ŝ
−1
f,τ θ̂τ + V (Iℓp(J) − θf Ŝ−1f,τ θ̂τ ), where V ∈ B(ℓp(J),X ).
Proof. (i) (⇐) Let U : X → ℓp(J) be a bounded operator. Then θ̂τ (θf Ŝ−1f,τ + (Iℓp(J) − θf Ŝ−1f,τ θ̂τ )U) =
IX + θ̂τU − IX θ̂τU = IX . Therefore θf Ŝ−1f,τ + (Iℓp(J) − θf Ŝ−1f,τ θ̂τ )U is a bounded right-inverse of θ̂τ .
(⇒) Let R : X → ℓp(J) be a bounded right-inverse of θ̂τ . Define U := R. Then θf Ŝ−1f,τ +(Iℓp(J)−
θf Ŝ
−1
f,τ θ̂τ )U = θf Ŝ
−1
f,τ + (Iℓp(J) − θf Ŝ−1f,τ θ̂τ )R = θf Ŝ−1f,τ +R− θf Ŝ−1f,τ = R.
(ii) (⇐) Let V : ℓp(J) → X be a bounded operator. Then (Ŝ−1f,τ θ̂τ + V (Iℓp(J) − θf Ŝ−1f,τ θ̂τ ))θf = IX +
V θf − V θfIX = IX . Therefore Ŝ−1f,τ θ̂τ + V (Iℓp(J) − θf Ŝ−1f,τ θ̂τ ) is a bounded left-inverse of θf .
(⇒) Let L : ℓp(J)→ X be a bounded left-inverse of θf . Define V := L. Then Ŝ−1f,τ θ̂τ +V (Iℓp(J)−
θf Ŝ
−1
f,τ θ̂τ ) = Ŝ
−1
f,τ θ̂τ + L(Iℓp(J) − θf Ŝ−1f,τ θ̂τ ) = Ŝ−1f,τ θ̂τ + L− Ŝ−1f,τ θ̂τ = L.

Theorem 15.46. Let ({fj}j∈J, {τj}j∈J) be a p-frame for X . The dual p-frames ({gj}j∈J, {ωj}j∈J) of
({fj}j∈J, {τj}j∈J) are precisely
({gj = fjŜ−1f,τ + hjU − fjŜ−1f,τ θ̂τU}j∈J, {ωj = Ŝ−1f,ττj + V ej − V θf Ŝ−1f,ττj}j∈J)
such that the resolvent of
Ŝ−1f,τ + V U − V θf Ŝ−1f,τ θ̂τU
contains (−∞, 0], where {ej}j∈J is the standard Schauder basis for ℓp(J), hj :
∑
k∈J akek 7→ aj ∈ K, ∀j ∈
J, and U ∈ B(X , ℓp(J)), V ∈ B(ℓp(J),X ).
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Proof. From Lemma 15.44 and Lemma 15.45 we can characterize the dual frames of ({fj}j∈J, {τj}j∈J) as
the families {
gj = hjθf Ŝ
−1
f,τ + hjU − hjθf Ŝ−1f,τ θ̂τU = fjŜ−1f,τ + hjU − fjŜ−1f,τ θ̂τU
}
j∈J
,{
ωj = Ŝ
−1
f,τ θ̂τej + V ej − V θf Ŝ−1f,τ θ̂τej = Ŝ−1f,τ τj + V ej − V θf Ŝ−1f,τ τj
}
j∈J
such that the resolvent of
(Ŝ−1f,τ θ̂τ + V (Iℓp(J) − θf Ŝ−1f,τ θ̂τ ))(θf Ŝ−1f,τ + (Iℓp(J) − θf Ŝ−1f,τ θ̂τ )U)
contains (−∞, 0], where {ej}j∈J is the standard Schauder basis for ℓp(J), hj :
∑
k∈J akek 7→ aj ∈ K, ∀j ∈ J,
and U ∈ B(X , ℓp(J)), V ∈ B(ℓp(J),X ). We expand and see
(Ŝ−1f,τ θ̂τ + V (Iℓp(J) − θf Ŝ−1f,τ θ̂τ ))(θf Ŝ−1f,τ + (Iℓp(J) − θf Ŝ−1f,τ θ̂τ )U)
= Ŝ−1f,τ + V U − V θf Ŝ−1f,τ θ̂τU.

Definition 15.47. A p-frame ({gj}j∈J, {ωj}j∈J) for X is said to be orthogonal to a p-frame ({fj}j∈J, {τj}j∈J)
for X if θ̂ωθf = θ̂τθg = 0.
Orthogonality is symmetric. Dual p-frames cannot be orthogonal to each other and orthogonal p-frames
cannot be dual to each other. Also, if ({gj}j∈J, {ωj}j∈J) is orthogonal to ({fj}j∈J, {τj}j∈J), then both
({fj}j∈J, {ωj}j∈J) and ({gj}j∈J, {τj}j∈J) are not p-frames.
Proposition 15.48. Let ({fj}j∈J, {τj}j∈J) and ({gj}j∈J, {ωj}j∈J) be p-frames for X . Then the following
are equivalent.
(i) ({gj}j∈J, {ωj}j∈J) is orthogonal to ({fj}j∈J, {τj}j∈J).
(ii)
∑
j∈J fj(x)ωj =
∑
j∈J gj(x)τj = 0, ∀x ∈ X .
Proposition 15.49. Let ({fj}j∈J, {τj}j∈J) and ({gj}j∈J, {ωj}j∈J) be two Parseval p-frames for X which
are orthogonal. If A,B,C,D ∈ B(X ) are such that CA+DB = IX , then ({fjA+gjB}j∈J, {Cτj+Dωj}j∈J)
is a Parseval p-frame for X . In particular, if scalars a, b, c, d satisfy ca+db = 1, then ({afj+bgj}j∈J, {cτj+
dωj}j∈J) is a Parseval p-frame for X .
Proof. We observe θfA+gBx = {(fjA+gjB)(x)}j∈J = {fj(Ax)}j∈J+{gj(Bx)}j∈J = θf (Ax)+θg(Bx), ∀x ∈
X and θ̂Cτ+Dω({aj}j∈J) =
∑
j∈J aj(Cτj+Dωj) = Cθ̂τ ({aj}j∈J)+Dθ̂ω({aj}j∈J). Therefore ŜfA+gB,Cτ+Dω =
θ̂Cτ+DωθfA+gB = (Cθ̂τ +Dθ̂ω)(θfA+ θgB) = Cθ̂τθfA+Cθ̂τθgB +Dθ̂ωθfA+Dθ̂ωθgB = CŜf,τA+ 0+
0 +DŜg,ωB = CIXA+DIXB = IX . 
Characterizations
Theorem 15.50. Let {τj}j∈J be a p-orthonormal basis for X and fj : X ∋
∑
k∈J akτk 7→ aj ∈ K, ∀j ∈ J.
Then
(i) The Riesz p-bases ({gj}j∈J, {ωj}j∈J) for X are precisely ({fjU}j∈J, {V τj}j∈J), where U, V ∈ B(X )
are invertible such that the resolvent of V U contains (−∞, 0].
(ii) The p-frames ({gj}j∈J, {ωj}j∈J) for X are precisely ({fjU}j∈J, {V τj}j∈J), where U, V : X → X are
such that the resolvent of V U contains (−∞, 0].
(iii) The Riesz p-frames ({gj}j∈J, {ωj}j∈J) for X are precisely ({fjU}j∈J, {V τj}j∈J), where U, V ∈ B(X )
are such that the resolvent of V U contains (−∞, 0] and U(V U)−1V = IX .
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(iv) The orthonormal p-frames ({gj}j∈J, {ωj}j∈J) for X are precisely ({fjU}j∈J, {V τj}j∈J), where U, V ∈
B(X ) are such that the resolvent of V U contains (−∞, 0] and UV = IX = V U .
Proof. (i) (⇐) This is the definition of Riesz p-basis.
(⇒) Let {ρj}j∈J be a p-orthonormal basis for X , R,S : X → X be bounded invertible with
resolvent of SR contains (−∞, 0] such that gj = hjR,ωj = Sρj, ∀j ∈ J, where hj : X ∋
∑
k∈J akρk 7→
aj ∈ K, ∀j ∈ J. Define T : X ∋
∑
j∈J ajτj 7→
∑
j∈J ajρj ∈ X . Then T is bounded invertible with
T−1 : X ∋ ∑j∈J bjρj 7→ ∑j∈J bjτj ∈ X . Define U := T−1R and V := ST . Then U, V are
bounded invertible and the resolvent of V U = STT−1R = SR contains (−∞, 0]. Let j ∈ J. Now
V τj = STτj = Sρj = ωj and for x =
∑
j∈J fj(x)τj ∈ X , we get (hjT )x = hj(
∑
k∈J fk(x)Tτk) =
hj(
∑
k∈J fk(x)ρk) =
∑
k∈J fk(x)hj(ρk) =
∑
k∈J fk(x)δj,k = fj(x). Thus hjT = fj ⇒ hj = fjT−1 ⇒
hjR = fjT
−1R = fjU . But hjR = gj and j was arbitrary. This gives fjU = gj , ∀j ∈ J.
(ii) (⇐) θgx = {fjUx}j∈J = θf (Ux), ∀x ∈ X , θ̂ω({aj}j∈J) =
∑
j∈J ajV τj = V (
∑
j∈J ajτj) = V θ̂τ ({aj}j∈J),
∀{aj}j∈J ∈ ℓp(J). So θg and θ̂ω exist and are bounded linear. Now Ŝg,ωx =
∑
j∈J(fjU)(x)V τj =
V (
∑
j∈J fj(Ux)τj) = V (Ux), ∀x ∈ X . Therefore Ŝg,ω = V U whose resolvent contains (−∞, 0].
(⇒) Let {ej}j∈J be the standard Schauder basis for ℓp(J). Since {τj}j∈J is an orthonormal basis
for X , the map defined by T : X ∋∑j∈J ajτj 7→∑j∈J ajej ∈ ℓp(J) is an isometric isomorphism with
inverse T−1 : ℓp(J) ∋ ∑j∈J bjej 7→ ∑j∈J bjτj ∈ X . Define U := T−1θg and V := θ̂ωT . Then U, V
are bounded with resolvent of V U = (θ̂ωT )(T
−1θg) = θ̂ωθg = Ŝg,ω contains (−∞, 0] and for x =∑
j∈J fj(x)τj ∈ X we have (fjU)x = fj(T−1θgx) = fj(T−1({gk(x)}k∈J)) = fj(
∑
k∈J gk(x)T
−1ek) =
fj(
∑
k∈J gk(x)τk) =
∑
k∈J gk(x)δj,k = gj(x), V τj = θ̂ωTτj = θ̂ωej = ωj , ∀x ∈ X , ∀j ∈ J.
(iii) From (ii). (⇐) We see θf θ̂τ ({aj}j∈J) =
∑
j∈J ajθf (τj) =
∑
j∈J aj
∑
k∈J fk(τj)ek =
∑
j∈J ajej =
{aj}j∈J, ∀{aj}j∈J ∈ ℓp(J). Hence P̂g,ω = θgŜ−1g,ω θ̂ω = θfU(V U)−1V θ̂τ = θfIℓp(J)θ̂τ = Iℓp(J).
(⇒) U(V U)−1V = (T−1θg)Ŝ−1g,ω(θ̂ωT ) = T−1P̂g,ωT = T−1Iℓp(J)T = Iℓp(J).
(iv) From (iii). (⇐) Ŝg,ω = V U = IX , P̂g,ω = θgŜ−1g,ω θ̂ω = θgIX θ̂ω = θfUV θ̂τ = θfIX θ̂τ = θf θ̂τ = Iℓp(J).
(⇒) V U = θ̂ωTT−1θg = θ̂ωθg = Ŝg,ω = IX , UV = T−1θg θ̂ωT = T−1P̂g,ωT = T−1Iℓp(J)T = IX .

Theorem 15.51. (cf. [11]) Let {xj}j∈J be a Schauder basis for X . Then the functionals fj : X ∋∑
k∈J akxk 7→ aj ∈ K, ∀j ∈ J are bounded. If there exists r > 0 such that ‖xj‖ ≥ r, ∀j ∈ J, then the
collection {fj}j∈J is uniformly bounded.
Corollary 15.52. (i) If ({gj = fjU}j∈J, {ωj = V τj}j∈J) is a Riesz p-basis for X , then {gj}j∈J is
uniformly bounded, and ‖V −1‖−1 ≤ ‖ωj‖ ≤ ‖V ‖, ∀j ∈ J.
(ii) If ({gj}j∈J, {ωj}j∈J) is a p-frame for X , then {gj}j∈J is uniformly bounded, and ‖ωj‖ ≤ ‖V ‖, ∀j ∈ J.
Proof. We recall ‖τj‖ = 1, ∀j ∈ J. Remainings follow from ‖gj‖ ≤ ‖fj‖‖U‖, ∀j ∈ J and Theorem
15.51. 
Similarity
Definition 15.53. Let ({fj}j∈J, {τj}j∈J) and ({gj}j∈J, {ωj}j∈J) be p-frames for X . We say that ({gj}j∈J, {ωj}j∈J)
is similar to ({fj}j∈J, {τj}j∈J) if there exist invertible Tf,g, Tτ,ω ∈ B(X ) such that gj = fjTf,g, ωj =
Tτ,ωτj , ∀j ∈ J.
Lemma 15.54. Let {fj}j∈J ∈ F̂τ , {gj}j∈J ∈ F̂ω and gj = fjTf,g, ωj = Tτ,ωτj , ∀j ∈ J, for some invertible
Tf,g, Tτ,ω ∈ B(X ). Then θg = θfTf,g, θ̂ω = Tτ,ωθ̂τ , Ŝg,ω = Tτ,ωŜf,τTf,g, P̂g,ω = P̂f,τ . Assuming that
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({fj}j∈J, {τj}j∈J) is a Parseval p-frame, then ({gj}j∈J, {ωj}j∈J) is a Parseval p-frame if and only if
Tτ,ωTf,g = IX .
Proof. θg(x) = {gj(x)}j∈J = {fj(Tf,gx)}j∈J = θf (Tf,gx), ∀x ∈ X , θ̂ω({aj}j∈J) =
∑
j∈J ajωj =
∑
j∈J ajTτ,ωτj =
Tτ,ω(θ̂τ ({aj}j∈J)), ∀{aj}j∈J ∈ ℓp(J), Ŝg,ω = θ̂ωθg = Tτ,ωθ̂τθfTf,g = Tτ,ωŜf,τTf,g, P̂g,ω = θgŜ−1g,ω θ̂ω =
(θfTf,g)(Tτ,ωŜf,τTf,g)
−1(Tτ,ωθ̂τ ) = P̂f,τ . 
Theorem 15.55. Let {fj}j∈J ∈ F̂τ , {gj}j∈J ∈ F̂ω. The following are equivalent.
(i) {gj}j∈J ∈ F̂ω and gj = fjTf,g, ωj = Tτ,ωτj , ∀j ∈ J, for some invertible Tf,g, Tτ,ω ∈ B(X ).
(ii) θg = θfT
′
f,g, θ̂ω = T
′
τ,ωθ̂τ for some invertible T
′
f,g, T
′
τ,ω ∈ B(X ).
(iii) P̂g,ω = P̂f,τ .
If one of the above conditions is satisfied, then invertible operators in (i) and (ii) are unique and are
given by Tf,g = Ŝ
−1
f,τ θ̂τθg, Tτ,ω = θ̂ωθf Ŝ
−1
f,τ . In the case that ({fj}j∈J, {τj}j∈J) is a Parseval p-frame, then
({gj}j∈J, {ωj}j∈J) is a Parseval p-frame if and only if Tτ,ωTf,g = IX if and only if Tf,gTτ,ω = IX .
Proof. Lemma 15.54 gives (i) ⇒ (ii) ⇒ (iii). (ii) ⇒ (i) Let {ej}j∈J be standard Schauder basis for
ℓp(J). Then
∑
j∈J gj(x)ej = θg(x) = θf (Tf,gx) =
∑
j∈J fj(Tf,gx)ej , ∀x ∈ X . (iii) ⇒ (ii) θg = P̂g,ωθg =
P̂f,τθg = θf (Ŝ
−1
f,τ θ̂τθg), and θ̂ω = θ̂ωP̂g,ω = θ̂ωP̂f,τ = (θ̂ωθf Ŝ
−1
f,τ )θ̂τ . We show Ŝ
−1
f,τ θ̂τθg and θ̂ωθf Ŝ
−1
f,τ are
invertible. In fact, (Ŝ−1f,τ θ̂τθg)(Ŝ
−1
g,ω θ̂ωθf ) = Ŝ
−1
f,τ θ̂τ P̂g,ωθf = Ŝ
−1
f,τ θ̂τ P̂f,τθf = IX , (Ŝ
−1
g,ω θ̂ωθf )(Ŝ
−1
f,τ θ̂τθg) =
Ŝ−1g,ω θ̂ωP̂f,τθg = Ŝ
−1
g,ω θ̂ωP̂g,ωθg = IX , and (θ̂ωθf Ŝ
−1
f,τ )(θ̂τθgŜ
−1
g,ω) = θ̂ωP̂f,τθgŜ
−1
g,ω = θ̂ωP̂g,ωθgŜ
−1
g,ω = IX ,
(θ̂τθgŜ
−1
g,ω)(θ̂ωθf Ŝ
−1
f,τ ) = θ̂τ P̂g,ωθf Ŝ
−1
f,τ = θ̂τ P̂f,τθf Ŝ
−1
f,τ = IX .
Let Tf,g, Tτ,ω ∈ B(X ) be invertible and gj = fjTf,g, ωj = Tτ,ωτj , ∀j ∈ J. Then θg = θfTf,g implies
θ̂τθg = θ̂τθfTf,g = Ŝf,τTf,g implies Tf,g = Ŝ
−1
f,τ θ̂τθg, and θ̂ω = Tτ,ωθ̂τ implies θ̂ωθf = Tτ,ωθ̂τθf = Tτ,ωŜf,τ ,
hence Tτ,ω = θ̂ωθf Ŝ
−1
f,τ . 
Corollary 15.56. For a given p-frame ({fj}j∈J, {τj}j∈J), the canonical dual of ({fj}j∈J, {τj}j∈J) is the
only dual p-frame that is similar to ({fj}j∈J, {τj}j∈J).
Proof. If ({fj}j∈J, {τj}j∈J) and ({gj}j∈J, {ωj}j∈J) are similar and dual to each other, then there exist
invertible Tf,g, Tτ,ω ∈ B(X ) such that gj = fjTf,g, ωj = Tτ,ωτj , ∀j ∈ J. Theorem 15.55 gives Tf,g =
Ŝ−1f,τ θ̂τθg = Ŝ
−1
f,τ IX = Ŝ
−1
f,τ , Tτ,ω = θ̂ωθf Ŝ
−1
f,τ = IX Ŝ
−1
f,τ = Ŝ
−1
f,τ . Hence ({gj}j∈J, {ωj}j∈J) is the canonical
dual of ({fj}j∈J, {τj}j∈J). 
Corollary 15.57. Two similar p-frames cannot be orthogonal.
Proof. Let ({fj}j∈J, {τj}j∈J) and ({gj}j∈J, {ωj}j∈J) be similar. Then there exist invertible Tf,g, Tτ,ω ∈
B(X ) such that gj = fjTf,g, ωj = Tτ,ωτj , ∀j ∈ J. From Theorem 15.55, θg = θfTf,g, θ̂ω = Tτ,ωθ̂τ .
Therefore θ̂τθg = θ̂τθfTf,g = Ŝf,τTf,g 6= 0. 
Remark 15.58. For every p-frame ({fj}j∈J, {τj}j∈J), each of ‘p-frames’ ({fjŜ−1x,τ}j∈J, {τj}j∈J), ({fjŜ−1/2x,τ }j∈J, {Ŝ−1/2x,τ τj}j∈J),
and ({fj}j∈J, {Ŝ−1x,ττj}j∈J) is a Parseval p-frame which is similar to ({fj}j∈J, {τj}j∈J). Hence each p-frame
is similar to Parseval p-frames.
A finite dimensional result
We refer [35], for the definition of trace of operators in Banach spaces.
Theorem 15.59. If ({fj}nj=1, {τj}nj=1) is a Parseval p-frame for a finite dimensional Banach space X ,
then
(i) (Extended dimension formula) dimX =∑nj=1 fj(τj).
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(ii) (Extended trace formula) For any T ∈ B(X ), Trace(T ) =∑nj=1 fj(Tτj).
Proof. (i) We may assume X = Km and let {ej}mj=1 be the standard basis for Km. Define pj : Km ∋
(x1, ..., xm) 7→ xj ∈ K, j = 1, ...,m. Then
m =
m∑
j=1
pj(ej) =
m∑
j=1
pj
(
n∑
k=1
fk(ej)τk
)
=
n∑
k=1
m∑
j=1
fk(ej)pj(τk) =
n∑
k=1
fk
 m∑
j=1
pj(τk)ej
 = n∑
k=1
fk(τk).
(ii) Since X is finite dimensional, T becomes a finite rank operator. Then there exist {gj}mj=1 in X ∗
and {ωj}mj=1 in X such that Tx =
∑m
j=1 gj(x)ωj , ∀x ∈ X , for some m. Starting from the definition
of trace, we get
Trace(T ) =
m∑
j=1
gj(ωj) =
m∑
j=1
gj
(
n∑
k=1
fk(ωj)τk
)
=
n∑
k=1
m∑
j=1
fk(ωj)gj(τk)
=
n∑
k=1
fk
 m∑
j=1
gj(τk)ωj
 = n∑
k=1
fk(Tτk).

16. Appendix
With the analogy of Hilbert spaces, and since we have defined the notion of p-orthonormal basis for
Banach spaces (Section 15) we define
Definition 16.1. A collection {xj}j∈J in X is said to be a Riesz p-basis for X if there exists a p-
orthonormal basis {τj}j∈J for X and a bounded invertible operator T : X → X such that xj = Tτj, ∀j ∈ J.
Remark 16.2. In Corollary 15.15 we proved that 2-orthonormal basis for a Hilbert space H is an or-
thonormal basis for H. Hence Definition 16.1 gives Riesz basis definition when considered on Hilbert
spaces.
We can get Riesz p-bases by perturbing p-orthonormal bases, in precise we can say the following theorem
(which is an extension of Paley-Wiener theorem).
Theorem 16.3. Let {xj}j∈J be a p-orthonormal basis for X . If {yj}j∈J is a sequence in X such that
there exists 0 ≤ λ < 1 and∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥ ≤ λ
∑
j∈S
|cj |p
 1p , ∀cj ∈ K, ∀j ∈ S
for every finite subset S ⊆ J, then {yj}j∈J is a Riesz p-basis for X .
Proof. Given inequality shows that the map T : X ∋ ∑j∈J cjxj 7→ ∑j∈J cj(xj − yj) ∈ X is a bounded
linear operator of norm atmost λ. Since λ < 1, IX−T is bounded invertible. Now (IX−T )xj = yj, ∀j ∈ J.
Hence {yj}j∈J is a Riesz p-basis for X . 
Remark 16.4. From Corollary 15.15 we see that Theorem 16.3 gives Paley-Wiener theorem (in Hilbert
space) when p = 2.
Corollary 16.5. Let {xj}j∈J be a p-orthonormal basis for X , q be the conjugate index of p. If {yj}j∈J
is a sequence in X such that ∑j∈J ‖xj − yj‖q < 1, then {yj}j∈J is a Riesz p-basis for X .
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Proof. Define λ :=
∑
j∈J ‖xj − yj‖q, and let S be a finite subset of J. By using Holder’s inequality, we
get ∥∥∥∥∥∥
∑
j∈S
cj(xj − yj)
∥∥∥∥∥∥ ≤
∑
j∈S
|cj |p

1
p
∑
j∈S
‖xj − yj‖q

1
q
≤ λ
∑
j∈S
|cj |p

1
p
.
Now apply Theorem 16.3. 
Theorem 16.6. If {xj}j∈J is a Riesz p-basis for X , then there exists a unique sequence {gj}j∈J in X ∗
such that
x =
∑
j∈J
gj(x)xj , ∀x ∈ X , and {gj(x)}j∈J ∈ ℓp(J), ∀x ∈ X .
Proof. There exist a bounded invertible operator T : X → X and a p-orthonormal basis {τj}j∈J for X
such that xj = Tτj, ∀j ∈ J. Let fj : X ∋
∑
k∈J akτk 7→ aj ∈ K, ∀j ∈ J. Define gj := fjT−1, ∀j ∈ J.
Then x = TT−1x = T (
∑
j∈J fj(T
−1x)τj) =
∑
j∈J fj(T
−1x)Tτj =
∑
j∈J gj(x)xj , ∀x ∈ X . Let {hj}j∈J
in X ∗ be such that x = ∑j∈J hj(x)xj = ∑j∈J hj(x)Tτj , ∀x ∈ X ⇒ T−1x = ∑j∈J hj(x)τj , ∀x ∈ X . An
action of fk on this sum gives gk(x) = fk(T
−1x) = hk(x), ∀x ∈ X , ∀k ∈ J. Moreover,
∑
j∈J |gj(x)|p =∑
j∈J |fj(T−1x)|p = ‖T−1x‖p ≤ ‖T−1‖p‖x‖p <∞, ∀x ∈ X . 
Lemma 16.7. Let {xj}j∈J be complete in X , {yj}j∈J be in X0. Suppose a, b > 0 are such that for all
finite subsets SX , SX0 ⊆ J,
a
∑
j∈SX
|cj |p ≤
∥∥∥∥∥∥
∑
j∈SX
cjxj
∥∥∥∥∥∥
p
, ∀cj ∈ K, ∀j ∈ SX ,
∥∥∥∥∥∥
∑
j∈SX0
djyj
∥∥∥∥∥∥
p
≤ b
∑
j∈SX0
|dj |p, ∀dj ∈ K, ∀j ∈ SX0 .
Then T : span{xj}j∈J ∋
∑
finite ajxj 7→
∑
finite ajyj ∈ span{yj}j∈J defines a bounded linear operator and
extends uniquely as a bounded linear operator from X into X0 and the norm of the extended operator is
less than or equal to ( ba )
1/p.
Proof. First inequality in the statement says that {xj}j∈J is linearly independent in X . Clearly T is
linear. Now ∥∥∥∥∥∥T
∑
j∈SX
cjxj
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈SX
cjyj
∥∥∥∥∥∥
p
≤ b
∑
j∈SX
|cj |p ≤ b
a
∥∥∥∥∥∥
∑
j∈SX
cjxj
∥∥∥∥∥∥
p
.
Therefore ‖T ‖ ≤ ( ba )1/p. Since span{xj}j∈J = X , lemma follows. 
Theorem 16.8. Let {xj}j∈J be in X . Then the following are equivalent.
(i) {xj}j∈J is a Riesz p-basis for X .
(ii) span{xj}j∈J = X , and there exist a, b > 0 such that for every finite subset S ⊆ J,
a
∑
j∈S
|cj |p ≤
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
p
≤ b
∑
j∈S
|cj |p, ∀cj ∈ K, ∀j ∈ S.
Proof. (i) ⇒ (ii) Let {τj}j∈J be a p-orthonormal basis for X and T : X → X be bounded invertible such
that xj = Tτj, ∀j ∈ J. Since span{τj}j∈J = X and T is invertible, we clearly have span{xj}j∈J = X . If
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S ⊂ J is finite, then
1
‖T−1‖p
∑
j∈S
|cj |p = 1‖T−1‖p
∥∥∥∥∥∥
∑
j∈S
cjτj
∥∥∥∥∥∥
p
≤
∥∥∥∥∥∥
∑
j∈S
cjTτj
∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
p
≤ ‖T ‖p
∥∥∥∥∥∥
∑
j∈S
cjτj
∥∥∥∥∥∥
p
= ‖T ‖p
∑
j∈S
|cj |p, ∀cj ∈ K, ∀j ∈ S.
(ii)⇒ (i) Let {ej}j∈J be a p-orthonormal basis for X . From Lemma 16.7, the operators U : span{ej}j∈J ∋∑
finite ajej 7→
∑
finite ajxj ∈ span{xj}j∈J, V : span{xj}j∈J ∋
∑
finite ajxj 7→
∑
finite ajej ∈ span{ej}j∈J
extend uniquely as bounded operators on X , which we again denote by U, V , respectively. Then UV =
V U = IX and hence U is invertible. Therefore {xj = Uej}j∈J is a Riesz p-basis for X . 
Corollary 16.9. Let span{xj}j∈J = X , and for each finite subset S ⊆ J,∥∥∥∥∥∥
∑
j∈S
cjxj
∥∥∥∥∥∥
p
=
∑
j∈S
|cj |p, ∀cj ∈ K, ∀j ∈ S.(23)
Then {xj}j∈J is a p-orthonormal basis for X .
Proof. From Theorem 16.8 we see that {xj}j∈J is a Riesz p-basis for X . So, there exist a p-orthonormal
basis {τj}j∈J for X and an invertible operator T : X → X such that xj = Tτj, ∀j ∈ J. Then for each
x =
∑
j∈J cjτj ∈ X we see that {cj}j∈J ∈ ℓp(J) (from Proposition 15.8) and hence (from Equation (23))∑
j∈J cjxj exists in X . Then
‖Tx‖p =
∥∥∥∥∥∥
∑
j∈J
cjxj
∥∥∥∥∥∥
p
=
∑
j∈J
|cj |p =
∥∥∥∥∥∥
∑
j∈J
cjτj
∥∥∥∥∥∥
p
= ‖x‖p.
Hence T is an isometry. Theorem 15.31 now says that {xj}j∈J is a p-orthonormal basis for X . 
Definition 16.10. A collection of vectors {yj}j∈J in X is said to be a Riesz p-basis w.r.t. {ωj}j∈J in X
if there are bounded invertible operators U, V : X → X and a p-orthonormal basis {τj}j∈J for X such that
xj = Uτj , ωj = V τj , ∀j ∈ J and the resolvent of V U−1 contains (−∞, 0]. We write ({yj}j∈J, {ωj}j∈J) is
Riesz p-basis.
Theorem 16.11. Let {τj}j∈J be an arbitrary p-orthonormal basis for X . Then the Riesz p-bases
({yj}j∈J, {ωj}j∈J) for X are precisely ({Uτj}j∈J, {V τj}j∈J), where U, V : X → X are bounded invert-
ible with the resolvent of V U−1 contains (−∞, 0].
Proof. We have to justify only the direct part. Let {ρj}j∈J be a p-orthonormal basis for X and R,S :
X → X be bounded invertible such that yj = Rρj, ωj = Sρj, ∀j ∈ J and the resolvent of SR−1 contains
(−∞, 0]. Define T : X ∋∑j∈J ajτj 7→∑j∈J ajρj ∈ X . Clearly T is a bounded invertible operator (also,
T is an isometry). Define U := RT, V := ST. Then U, V are invertible, Uτj = RTτj = Rρj = yj , V τj =
STτj = Sρj = ωj , ∀j ∈ J and the resolvent of V U−1 = STT−1R−1 = SR−1 contains (−∞, 0]. 
Corollary 16.12. If ({xj}j∈J, {τj}j∈J) is a Riesz p-basis for X , then ‖U−1‖−1 ≤ ‖yj‖ ≤ ‖U‖, ∀j ∈
J, ‖V −1‖−1 ≤ ‖ωj‖ ≤ ‖V ‖, ∀j ∈ J.
Proposition 16.13. If ({yj = Uτj}j∈J, {ωj = V τj}j∈J) is a Riesz p-basis for X , then ({gj := fjU−1}j∈J, {ωj}j∈J)
is a p-frame for X , where fj : X ∋
∑
k∈J akτk 7→ aj ∈ K, ∀j ∈ J.
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Proof. Ŝg,ωx =
∑
j∈J gj(x)V ωj =
∑
j∈J fj(U
−1x)V τj = V (
∑
j∈J fj(U
−1x)τj) = V U−1x, ∀x ∈ X . There-
fore Ŝg,ω = V U
−1 whose resolvent contains (−∞, 0]. 
17. Conjectures
We end this paper, the Part I, with the following conjectures.
Statement 17.1. Let π be a unitary representation of a discrete group G on H, and let Ψ ∈ B(H,H0).
Suppose
∅ 6= FG,Ψ := {A ∈ B(H,H0) : ({Aπg−1}g∈G, {Ψπg−1}g∈G) is an operator-valued frame in B(H,H0)}.
CONJECTURE (i) If dimH0 <∞, then FG,Ψ need not be path-connected in the operator-norm topology
on B(H,H0).
CONJECTURE (ii) If dimH0 =∞, then the following statement is not true:
FG,Ψ is path-connected in the operator-norm topology on B(H,H0) if and only
if the von Neumann algebra R(G) generated by the right regular representations of
G is diffuse (i.e., R(G) has no nonzero minimal projections).
Statement 17.2. Let π be a unitary representation of a group-like unitary system U on H, and let
Ψ ∈ B(H,H0). Suppose
∅ 6= FU ,Ψ := {A ∈ B(H,H0) : ({Aπ(U)−1}U∈U , {Ψπ(U)−1}U∈U) is an operator-valued frame in B(H,H0)}.
CONJECTURE (i) If dimH0 <∞, then FU ,Ψ need not be path-connected in the operator-norm topology
on B(H,H0).
CONJECTURE (ii) If dimH0 =∞, then the following statement is not true:
FU ,Ψ is path-connected in the operator-norm topology on B(H,H0) if and only
if the von Neumann algebra R(U) generated by the right regular representations of
U is diffuse.
Statement 17.3. Let π be a unitary representation of a discrete group G on H, and let τ ∈ H. Suppose
∅ 6= FG,τ := {x ∈ H : ({πgx}g∈G, {πgτ}g∈G) is a frame for H}.
CONJECTURE: FG,τ need not be path-connected in the norm topology on H.
Statement 17.4. Let π be a unitary representation of a group-like unitary system U on H, and let
τ ∈ H. Suppose
∅ 6= FU ,τ := {x ∈ H : ({π(U)x}U∈U , {π(U)τ}U∈U ) is a frame for H}.
CONJECTURE: FU ,τ need not be path-connected in the norm topology on H.
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