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On a scattering length for additive functionals and spectrum of
fractional Laplacian with a non-local perturbation
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Abstract
In this paper we study the scattering length for positive additive functionals of symmetric
stable processes on Rd. The additive functionals considered here are not necessarily continuous.
We prove that the semi-classical limit of the scattering length equals the capacity of the support
of a certain measure potential, thus extend previous results for the case of positive continuous
additive functionals. We also give an equivalent criterion for the fractional Laplacian with a
measure valued non-local operator as a perturbation to have purely discrete spectrum in terms
of the scattering length, by considering the connection between scattering length and the bottom
of the spectrum of Schro¨dinger operator in our settings.
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Schro¨dinger operators, Scattering lengths, Stable processes.
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1 Introduction
In [10, 11], Kac and Luttinger studied a connection between the scattering length Γ(V ) of a positive
integrable potential V and Brownian motion Bt on R
3. They gave a probabilistic expression of
Γ(V ) as
Γ(V ) = lim
t→∞
1
t
∫
R3
(
1−Ex
[
e−
∫ t
0
V (Bs)ds
])
dx,
where Ex denotes the expectation of Bt started at x ∈ R
3. In addition, they proved that if V = 1K
for a compact set K ⊂ R3 satisfying the so called Kac’s regularity (the Lebesgue penetration time
of K by Bt is the same as the hitting time of K), then limp→∞ Γ(p1K) = Cap(K). Moreover,
they conjectured that for any positive integrable function V with compact support satisfying the
regularity as above
lim
p→∞
Γ(pV ) = Cap(supp[V ]).(1.1)
∗The first named author is partially supported by a Grant-in-Aid for Scientific Research (C) No. 17K05304 from
Japan Society for the Promotion of Science.
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Taylor [24] developed the notion of scattering length further into a tool for studying the ef-
fectiveness of a potential as a perturbation of the Laplacian −∆ on Rd. More precisely, for
a positive integrable function V on Rd, let UV be the capacitary potential of V defined by
UV (x) = limε→0(ε+ V −∆)
−1V (x). Taylor defined the scattering length Γ(V ) as
Γ(V ) = −
∫
Rd
∆UV (x)dx
and proved Kac and Luttinger’s formula ([24, Proposition 1.1]), which makes it natural that the
scattering length is analogous to the capacity. Indeed, for a compact set K ⊂ Rd with the Kac’s
regularity, the capacitary potential UK of K is given by UK(x) = 1−Ex[e
−
∫∞
0 VK(Bt)dt] for VK =∞
on K and 0 off K. Then −∆UK is equal to γK the equilibrium measure on K. Hence Γ(VK) =
−
∫
Rd
∆UK(x)dx =
∫
Rd
γK(dx) = Cap(K), where Cap denotes the Wiener capacity. Therefore, the
phenomenon of (1.1) is expected naturally.
The Kac-Luttinger’s conjecture (1.1) was confirmed by Taylor [24]. For more general symmetric
Markov processes, Takahashi [20] gave a new probabilistic representation of the scattering length
of a continuous potential which makes the limit (1.1) quite transparent. For symmetric Markov
processes again, Takeda [22] considered the behaviour of the scattering length of a positive smooth
measure potential by using the random time change argument for Dirichlet forms and gave a simple
elegant proof of the analog of (1.1) without Kac’s regularity. The result in [22] was extended to
a non-symmetric case by He [9]. For general right Markov processes, Fitzsimmons, He and Ying
[7] extended Takahashi’s result by using the tool of Kutznetsov measure and proved the analog of
(1.1) for a positive continuous additive functional.
Some interesting applications for spectral properties of −∆+V have been studied with scattering
lengths. Taylor [24] gave a two-sided bound for the bottom of the spectrum of −∆+V on a bounded
region with the Neumann boundary condition via Γ(V ). This result was extended by Siudeja [17]
in the context of isotropic stable processes. Furthermore, Taylor [25] gave the following equivalent
criterion for discreteness of the spectrum of −∆+ V in terms of Γ(V ): for given c > 0, there exists
r0 = r0(c) ∈ (0, 1] and R : (0, r0]→ (0,∞) such that
Γ(r2Vr,ξ) ≥ r
2c, for r ∈ (0, r0], |ξ| ≥ R(r),(1.2)
where Vr,ξ is the function supported on the unit cube D1,0 in R
d defined by Vr,ξ(x) = V (rx + ξ).
In the case V = ∞ on Rd \ Ω, the condition (1.2) becomes Cap(Dr,ξ \ Ω) ≥ r
2c Cap(Dr,ξ) for
r ∈ (0, r0], |ξ| ≥ R(r), where Dr,ξ is the cube in R
d with side length r and center ξ. This is known
as one of the equivalent criteria for discreteness of the spectrum of −∆ on L2(Ω) with the Dirichlet
boundary condition on ∂Ω ([15]).
Scattering lengths cited so far were considered for positive continuous additive functionals. In
the present paper, we first define the scattering length of a positive additive functional of the form
Aµt +
∑
0<s≤t
F (Xs−,Xs)(1.3)
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which is not necessarily continuous, in the context of symmetric transient stable process X =
(Xt,Px) of index α (0 < α < 2) in R
d. Here Aµt is the positive continuous additive functional of
X with a positive smooth measure µ on Rd as its Revuz measure and F is a symmetric positive
bounded Borel function on Rd × Rd vanishing on the diagonal. Let F(p) be a non-local linear
operator defined by
F(p)f(x) = Cd,α
∫
Rd
(
1− e−pF (x,y)
)
f(y)
|x− y|d+α
dy, p ≥ 1(1.4)
for any measureable function f on Rd, where Cd,α := α2
α−1π−d/2Γ(d+α2 )Γ(1 −
α
2 )
−1. Put Ff :=
F(1)f . We assume that F(p)1 ∈ L1(Rd) for any p ≥ 1. Let Uµ+F be the capacitary potential relative
to the additive functional (1.3) defined by
(1.5) Uµ+F (x) := 1−Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
.
In this paper, we shall define the scattering length Γ(µ+ F ) relative to (1.3) by
Γ(µ+ F ) :=
∫
Rd
(1− Uµ+F )(x)µ(dx) +
∫
Rd
F(1− Uµ+F )(x)dx.
We will explain in Section 2 why the expression as above is natural for the definition of the scattering
length relative to (1.3). We will also give another expression for the scattering length above, which
plays a crucial role throughout this paper (see Lemma 2.1(1)).
Our first result of this paper is about the semi-classical limit of the scattering length. We
will investigate the behaviour of the scattering length Γ(pµ + pF ) when p → ∞. More precisely,
let τt be the right continuous inverse of the positive continuous additive functional A
µ+F1
t :=
Aµt +
∫ t
0 F1(Xs)ds defined by τt := inf{s > 0 | A
µ+F1
s > t}. Denote by Sµ+F1 the fine support of
Aµ+F1t , the topological support of µ+ F1 relative to the fine topology of X,
Sµ+F1 =
{
x ∈ Rd | Px(τ0 = 0) = 1
}
.
Theorem 1.1. Assume that there exists a positive function ψ(p) satisfying ψ(p) ≤ p and ψ(p)→∞
as p→∞, the non-local operator F(p) induced by F satisfies the following condition: for large p ≥ 1
and a constant C > 0
F(p)1(x) ≥ Cψ(p)F1(x) for x ∈ Rd.(1.6)
Then limp→∞ Γ(pµ + pF ) = Cap(Sµ+F1). Here Cap is the capacity relative to the Dirichlet form
(E ,F) of X.
Theorem 1.1 can be regarded as a generalization of the result in [22] (in the framework of
symmetric stable processes). In Section 2, we will prove Theorem 1.1 with the help of Lemmas 2.1
and 2.3 and confirm the condition (1.6) with some concrete examples of F s.
Sections 3 and 4 are devoted to the spectral theory of the Neumann fractional Laplacian with a
positive potential V and a measure valued non-local operator dF defined by dFf(x) := Ff(x)dx as
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perturbations, including an equivalent criterion for discreteness of the spectrum of the Schro¨dinger
operator
LV+F = (−∆)
α/2 + V + dF.
In Section 3, we give a two-side bound for the bottom of the spectrum of LV+F with the Neumann
boundary condition on the unit cube D1,0 in R
d via the scattering length Γ(V +F ). The proofs are
analogous to corresponding results in [17] with some additional modification due to F . It is well
known that an operator H has discrete spectrum if its spectrum set σ(H) consists of eigenvalues of
finite multiplicity (with the only accumulated point ∞). We will abbreviate this with the notation
σ(H) = σd(H). We also give an equivalent criterion for σ(LV+F ) = σd(LV+F ) in terms of the
scattering length for V and F , by using the results obtained in the previous section.
Let Fr,ξ be the function supported on D1,0 × D1,0 defined by Fr,ξ(x, y) := F (rx + ξ, ry + ξ).
The second result of this paper is the following.
Theorem 1.2. The following conditions are equivalent.
(i) For given c > 0, there exists r := r(c) ∈ (0, 1] and R := R(c) > 0 such that
Γ(rαVr,ξ + Fr,ξ) ≥ r
αc for |ξ| ≥ R.
(ii) For given c > 0, there exists r0 := r0(c) ∈ (0, 1] and R : (0, r0]→ (0,∞) such that
Γ(rαVr,ξ + Fr,ξ) ≥ r
αc for |ξ| ≥ R(r), r ∈ (0, r0].
(iii) σ(LV+F ) = σd(LV+F ).
In Section 4, we give the proof of Theorem 1.2. The sufficient condition for discreteness of the
spectrum in terms of the scattering length (((i)) =⇒ ((iii))) is proved by Proposition 4.1. The
necessary condition (((ii)) =⇒ ((i))) follows from Proposition 3.1 in combination with Lemmas 4.2
and 4.3. Finally we also discuss an easier-to-handle sufficient condition for σ(LV+F ) = σd(LV+F )
based on the concept of thin at infinity studied in [14, 23] in our settings.
Throughout this paper, we use c, C, c′, C ′, ci, Ci (i = 1, 2, . . .) as positive constants which may
be different at different occurrences. For notational convenience, we let a ∧ b := min{a, b} for any
a, b ∈ R.
2 Scattering lengths
Let X = (Xt,Px) be the symmetric α-stable process in R
d with 0 < α < 2 and d ≥ 1, that is X is a
irreducible and conservative Le´vy process whose characteristic function is given by exp(−t|ξ|α) (ξ ∈
R
d). For simplicity, we assume that d > α, the transience of X. Note that X admits a strictly
positive joint continuous transition density function pt(x, y) on (0,∞) × R
d × Rd satisfying the
following two-sided bound: for some c > 0 which depends only on d and α,
c−1
(
t−d/α ∧
t
|x− y|d+α
)
≤ pt(x, y) ≤ c
(
t−d/α ∧
t
|x− y|d+α
)
, x, y ∈ Rd, t > 0(2.1)
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(cf. [6]). Let (−∆)α/2 be the fractional Laplacian on Rd, the generator of X. The Dirichlet form
(E ,F) on L2(Rd) associated with X (or (−∆)α/2) is given by
E(f, g) =
Cd,α
2
∫
Rd
∫
Rd
(f(x)− f(y))(g(x) − g(y))
|x− y|d+α
dxdy
F =
{
f ∈ L2(Rd) :
∫
Rd
∫
Rd
(f(x)− f(y))2
|x− y|d+α
dxdy <∞
}
,
where Cd,α := α2
α−1π−d/2Γ(d+α2 )Γ(1−
α
2 )
−1. It is known that X has a Le´vy system (N(x,dy),dt)
where N(x,dy) = Cd,α|x− y|
−(d+α)dy, that is,
Ex
∑
s≤t
φ(Xs−,Xs)
 = Ex [∫ t
0
∫
Rd
Cd,αφ(Xs, y)
|Xs − y|d+α
dyds
]
for any non-negative Borel function φ on Rd × Rd vanishing on the diagonal and any x ∈ Rd (cf.
[5]).
Let µ be a positive smooth measure on Rd and denote by Aµt a positive continuous additive
functional (PCAF in abbreviation) of X in the Revuz correspondence to µ: for any bounded
measurable function f on Rd (Bb(R
d) in notation),∫
Rd
f(x)µ(dx) =↑ lim
t→0
1
t
∫
Rd
Ex
[∫ t
0
f(Xs)dA
µ
s
]
dx.
It is known that the family of positive smooth measures and the family of equivalence classes of the
set of PCAFs are in one to one correspondence under Revuz correspondence ([8, Theorem 5.1.4].
Let F (x, y) be a symmetric positive bounded Borel function on Rd×Rd vanishing on the diagonal.
Then
∑
0<s≤t F (Xs−,Xs) is an (discontinuous) additive functional of X. It is natural to consider a
combination of the additive functionals of the form (1.3) because the pure jump process X admits
many discontinuous additive functionals.
For β > 0, we define the β-order resolvent kernel rβ(x, y) =
∫∞
0 e
−βtpt(x, y)dt, x, y ∈ R
d.
Since X is transient and β 7→ rβ(x, y) is decreasing, one can define the 0-order resolvent kernel
r(x, y) := limβ→0 rβ(x, y) < ∞ for x, y ∈ R
d with x 6= y. It is known that r(x, y) is nothing but
the Riesz kernel, r(x, y) = Cd,α|x− y|
α−d. For a non-negative Borel measure ν, we write
Rν(x) := Cd,α
∫
Rd
|x− y|α−dν(dy) = Ex
[∫ ∞
0
dAνt
]
:= Ex [A
ν
∞]
and Rf(x) := Rν(x) when ν(dx) = f(x)dx for any f ∈ Bb(R
d).
We say that a non-negative Borel measure ν on Rd (resp. a non-negative symmetric Borel
function φ on Rd×Rd vanishing on the diagonal) is Green-bounded (ν ∈ SD0(X) (resp. φ ∈ JD0(X)),
in notations) if
sup
x∈Rd
Ex [A
ν
∞] <∞,
(
resp. sup
x∈Rd
Ex
[∑
t>0
φ(Xt−,Xt)
]
<∞
)
.
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Throughout this section, we assume that F ∈ JD0(X).
Let F be a non-local linear operator defined as in (1.4). We assume that µ is finite, µ(Rd) <∞
and F1 ∈ L1(Rd). Now we shall define the scattering length Γ(µ + F ) relative to the additive
functional (1.3). In analogy with classical potential theory, it seems to be natural to define Γ(µ+F )
by the total mass of (−∆)α/2Uµ+F ,
Γ(µ+ F ) =
∫
Rd
(−∆)α/2Uµ+F (x)dx.
We note that the capacitary potential Uµ+F defined in (1.5) satisfies the following formal equation
(−∆)α/2Uµ+F = (1− Uµ+F )µ+ F1− dFUµ+F .(2.2)
Indeed, let X˜ = (Xt, P˜x) be the transformed process of X by the pure jump Girsanov transform
defined by
Y Ft := exp
− ∑
0<s≤t
F (Xs−,Xs) +
∫ t
0
F1(Xs)ds
 , t ∈ (0,∞).(2.3)
Note that the multiplicative functional (2.3) is a uniformly integrable martingale under the as-
sumption (cf. [3, Theorem 3.2]), because e−F − 1 ≥ δ − 1 for some δ > 0 by the boundedness of F
and
sup
x∈Rd
Ex
[∫ ∞
0
∫
Rd
(
e−F (Xs,y) − 1
)2
|Xs − y|d+α
dydt
]
≤ sup
x∈Rd
Ex
[∫ ∞
0
∫
Rd
F (Xs, y)
|Xs − y|d+α
dydt
]
= sup
x∈Rd
Ex
[∑
t>0
F (Xt−,Xt)
]
<∞.
From this fact, we see that the transformed process X˜ is to be a transient and conservative sym-
metric stable-like process on Rd in the sense of [6]. Let (−∆˜)α/2 be the generator of X˜. Then
(−∆˜)α/2 is formally given by
(−∆˜)α/2 = (−∆)α/2 + dF− F1.(2.4)
It is known that a PCAF of X can be regarded as a PCAF of X˜ ([18, Lemma 2.2]). Thus we see
from [12, Lemma 4.9] and [21, Lemma 3.2] that
Uµ+F (x) = 1−Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
= 1− E˜x
[
e−A
µ
∞−
∫∞
0 F1(Xt)dt
]
= E˜x
[∫ ∞
0
e−A
µ
t −
∫ t
0 F1(Xs)ds (dAµt + F1(Xt)dt)
]
.(2.5)
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The equation (2.5) implies that Uµ+F satisfies the following formal equation(
µ+ F1 + (−∆˜)α/2
)
Uµ+F = µ+ F1.(2.6)
Hence we have (2.2) by applying (2.4) to (2.6). We note that the relation (2.2) is rigorously
established for µ and F whenever µ and F1 are belonging to L2(Rd).
Now, let us define the scattering length Γ(µ+F ) relative to (1.3) by the total mass of (−∆)α/2Uµ+F ,
that is,
(2.7) Γ(µ+ F ) :=
∫
Rd
(1− Uµ+F )(x)µ(dx) +
∫
Rd
F(1− Uµ+F )(x)dx.
The following expression and monotonicity of the scattering length (2.7) play a crucial role
throughout this paper.
Lemma 2.1. (1) The scattering length (2.7) also can be rewritten as
Γ(µ + F ) =
∫
Rd
Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
(µ(dx) + F1(x)dx) .(2.8)
(2) Let ν be a positive finite smooth measure on Rd and G be a symmetric positive bounded Borel
function on Rd×Rd vanishing on the diagonal set satisfying G1 ∈ L1(Rd), where G is the non-local
operator defined as in (1.4) for G. If µ ≤ ν and F ≤ G, then Γ(µ + F ) ≤ Γ(ν +G).
Proof. (1): The expression (2.8) is a consequence of the symmetry of F . Indeed,∫
Rd
F(1− Uµ+F )(x)dx = Cd,α
∫
Rd
∫
Rd
(
1− e−F (x,y)
)
Ey[e
−Aµ∞−
∑
t>0 F (Xt−,Xt)]
|x− y|d+α
dydx
=
∫
Rd
Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
F1(x)dx.
(2): The proof is a mimic of the proof of [17, Proposition 3.2] in our settings. It is clear that
Uµ+F ≤ Uν+G under the assumption. By virtue of [12, Lemma 4.9] and [21, Lemma 3.2],
Uµ+F (x) = 1−Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
= 1− E˜x
[
e−A
µ
∞−
∫∞
0 F1(Xt)dt
]
= E˜x
[∫ ∞
0
E˜Xt
[
e−A
µ
∞−
∫∞
0 F1(Xs)ds
]
(dAµt + F1(Xt)dt)
]
= E˜x
[∫ ∞
0
EXt
[
e−A
µ
∞−
∑
s>0 F (Xs−,Xs)
]
(dAµt + F1(Xt)dt)
]
:= R˜
(
E·
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
(µ+ F1)
)
(x),(2.9)
where R˜ denotes the 0-order resolvent operator of X˜ with the resolvent kernel r˜(x, y). Let K ⊂ Rd
be a Kac’s regular set in the sense that the Lebesgue penetration time of K by the transformed
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process X˜ is the same as the hitting time of K. In this case, the capacity potential U˜K of K is
given by
U˜K(x) = 1− E˜x
[
e−
∫∞
0 VK(Xt)dt
]
for VK = ∞ on K and 0 off K. Moreover, analogously to (2.9), we see that U˜K(x) = R˜γK(x) for
the equilibrium measure γK on K (cf. [19]).
First, we suppose that the topological supports supp[µ + F1] and supp[ν +G1] are bounded
such that supp[µ+F1] ∪ supp[ν +G1] ⊂ K. In view of (2.9) and the fact that U˜K = R˜γK = 1 on
supp[µ + F1] ∪ supp[ν +G1], we then have
Γ(µ + F ) =
∫
supp[µ+F1]
R˜γK(x)Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
(µ(dx) + F1(x)dx)
=
∫
supp[µ+F1]
∫
Rd
r˜(x, y)Ex
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
(µ(dx) + F1(x)dx)γK(dy)
=
∫
supp[µ+F1]
R˜
(
E·
[
e−A
µ
∞−
∑
t>0 F (Xt−,Xt)
]
(µ+ F1)
)
(y)γK(dy)
=
∫
supp[µ+F1]
Uµ+F (y)γK(dy) ≤
∫
supp[ν+G1]
Uν+G(y)γK(dy) = Γ(ν +G).(2.10)
Now we prove the monotonicity (2.10) without assumptions on the supports. Let νn (resp. Gn)
be a non-decreasing sequence of finite positive smooth measures on Rd (resp. a non-decreasing
sequence of symmetric positive bounded Borel functions on Rd × Rd vanishing on the diagonal
satisfying Gn1 ∈ L
1(Rd)) such that supp[νn+Gn1] is bounded, supp[νn+Gn1] ⊂ K for any n ≥ 1
and νn +Gn ր ν +G as n→∞. Set µn := νn ∧ µ and Fn := Gn ∧ F . Then we have∫
Rd
Ex
[
e−A
µn
∞ −
∑
t>0 Fn(Xt−,Xt)
]
(µn(dx) + Fn1(x)dx)
= Γ(µn + Fn) ≤ Γ(νn +Gn) =
∫
Rd
Ex
[
e−A
νn
∞−
∑
t>0Gn(Xt−,Xt)
]
(νn(dx) +Gn1(x)dx).
Both integrands are bounded above by
∫
Rd
(ν(dx) +G1(x)dx) < ∞, hence we have the assertion
by the dominated convergence theorem.
Remark 2.2. The scattering length (2.7) is also expressed as
Γ(µ + F ) = lim
t→∞
1
t
∫
Rd
(
1−Ex
[
e−A
µ
t −
∑
0<s≤t F (Xs−,Xs)
])
dx.
Indeed, it follows from [12, Lemma 4.9] and (2.8) that
Γ(µ + F ) =
∫
Rd
E˜x
[
e−A
µ
∞−
∫∞
0 F1(Xs)ds
]
(µ(dx) + F1(x)dx)
= lim
t→∞
1
t
∫
Rd
(
1− E˜x
[
e−A
µ
t −
∫ t
0
F1(Xs)ds
])
dx
= lim
t→∞
1
t
∫
Rd
(
1−Ex
[
e−A
µ
t −
∑
0<s≤t F (Xs−,Xs)
])
dx.
In the second equality above, we use the result due to [22, (2.2)] (also [7, Theorem 2.2]).
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Now we are going to study the behaviour of the scattering length Γ(pµ + pF ) when p → ∞.
As we mentioned in the previous section, this problem was decisively solved in the case F ≡ 0 by
Takeda [22], through the random time change argument for Dirichlet forms: let ν be a positive
finite smooth measure on Rd and Sν the fine support of A
ν
t . Then
lim
p→∞
Γ(pν) = Cap(Sν).(2.11)
However, we cannot apply time change method to our problem directly because our scattering
length contains a discontinuous additive functional.
Let τt be the right continuous inverse of the PCAF A
µ
t +
∫ t
0 F1(Xs)ds, that is, τt := inf{s > 0 |
Aµs +
∫ s
0 F1(Xu)du > t}. Let denote by Sµ+F1 the fine support of A
µ
t +
∫ t
0 F1(Xs)ds,
Sµ+F1 =
{
x ∈ Rd
∣∣∣ Px(τ0 = 0) = 1} ,
and by Cap the capacity relative to the Dirichlet form (E ,F) (see [5], [8]). For p ≥ 1, set
F(p)1(x) := Cd,α
∫
Rd
(
1− e−pF (x,y)
)
|x− y|d+α
dy.
Clearly, F1(x)(= F(1)1(x)) ≤ F(p)1(x) for p ≥ 1. For notational convenience, we let AF1t :=∫ t
0 F1(Xs)ds.
Lemma 2.3. For any ε > 0
lim
p→∞
Γ
(
pF + p1+εµ+ p1+εF1
)
= Cap(Sµ+F1).
In particular, lim supp→∞ Γ(pµ+ pF ) ≤ Cap(Sµ+F1).
Proof. The last assertion easily follows from the first one with the monotonicity of the scattering
length. Put k = 1/(1 + ε). From the expression (2.8), one can easily see that
Γ
(
pkF + pµ+ pF1
)
=
∫
Rd
Ex
[
e−p
k
∑
t>0 F (Xt−,Xt)−pA
µ
∞−pA
F1
∞
] (
pµ(dx) + F(p
k)1(x)dx+ pF1(x)dx
)
.
Since F(q)1 ≤ qF1 for any q ≥ 1,
Γ
(
pkF + pµ+ pF1
)
≤
∫
Rd
Ex
[
e−pA
µ
∞−pA
F1
∞
] ((
1 + pk−1
)
pµ(dx) +
(
pkF1 + pF1
)
(x)dx
)
=
(
1 + pk−1
)
Γ (pµ+ pF1) .
Therefore we have by the monotonicity of the scattering length that
Γ (pµ+ pF1) ≤ Γ
(
pkF + pµ+ pF1
)
≤
(
1 + pk−1
)
Γ (pµ+ pF1) .
By applying (2.11), the scattering lengths of both sides of the above converge to Cap(Sµ+F) as
p→∞, which implies the first assertion.
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Now we prove the first main result of this paper.
Proof of Theorem 1.1: Let ψ(p) be the function which appeared in the condition (1.6). By the
monotonicity of the scattering length, we have for some C > 0
Γ
(
ψ(p)
n
µ+
Cψ(p)
n
F1
)
≤ Γ
(
pF +
ψ(p)
n
µ+
Cψ(p)
n
F1
)
≤ Γ
(
pF + p1+εµ+ p1+εF1
)
for any n ≥ 1 and ε > 0. Then, by Lemma 2.3 and applying (2.11) again, one can get that
lim
p→∞
Γ
(
pF +
ψ(p)
n
µ+
Cψ(p)
n
F1
)
= Cap(Sµ+F1).
From this and the condition (1.6), we see that
lim inf
p→∞
Γ (pµ+ pF ) ≥ lim inf
p→∞
Γ
(
ψ(p)
n
µ+ pF
)
= lim inf
p→∞
∫
Rd
Ex
[
e−p
∑
t>0 F (Xt−,Xt)−
ψ(p)
n
Aµ∞
](ψ(p)
n
µ(dx) + F(p)1(x)dx
)
=
n
n+ 1
lim inf
p→∞
∫
Rd
Ex
[
e−p
∑
t>0 F (Xt−,Xt)−
ψ(p)
n
Aµ∞
]
·
(
n+ 1
n
ψ(p)
n
µ(dx) + F(p)1(x)dx+
1
n
F(p)1(x)dx
)
≥
n
n+ 1
lim inf
p→∞
∫
Rd
Ex
[
e−p
∑
t>0 F (Xt−,Xt)−
ψ(p)
n
Aµ∞−
Cψ(p)
n
AF1∞
]
·
(
F(p)1(x)dx+
ψ(p)
n
µ(dx) +
Cψ(p)
n
F1(x)dx
)
=
n
n+ 1
lim
p→∞
Γ
(
pF +
ψ(p)
n
µ+
Cψ(p)
n
F1
)
=
n
n+ 1
Cap(Sµ+F1).
Letting n→∞, we have
Cap(Sµ+F1) ≤ lim inf
p→∞
Γ(pµ+ pF ).(2.12)
The proof will be finished by the last assertion of Lemma 2.3 and (2.12).
Now, we consider some concrete examples of F s satisfying the condition (1.6). Denote by B(a, b)
the open ball in Rd with center a and radius b.
Example 2.4. Let F be the function on Rd × Rd such that for R,R′ > 0
F (x, y) =
1
2
φ(|x− y|)
(
1B(x,R′)(y)1B(0,R)(x) + 1B(y,R′)(x)1B(0,R)(y)
+1B(y,R′)(x)1B(x,R′)(y)1B(0,R+R′)\B(0,R)(x)1B(0,R+R′)\B(0,R)(y)
)
,
where φ is a non-negative strictly increasing smooth function on [0,∞) satisfying φ(0) = 0, φ(t) =
o(tα) (t→ 0) and
φ−1(p−1t)α ≤
1
ψ(p)
φ−1(t)α, t ≥ 0, large p ≥ 1(2.13)
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for a positive function ψ(p) such that ψ(p) ≤ p and ψ(p)→∞ as p→∞. Then the condition (1.6)
holds for this F . First, let us take x ∈ B(0, R). In this case, F is given by
F (x, y) =

φ(|x− y|) y ∈ B(x,R′) ∩B(0, R)
1
2φ(|x− y|) y ∈ B(x,R
′) ∩B(0, R)c
0 otherwise.
Then we have
F1(x) = Cd,α
∫
Rd
1− e−F (x,y)
|x− y|d+α
dy = Cd,α
∫
B(x,R′)
1− e−F (x,y)
|x− y|d+α
dy
= Cd,α
{∫
B(x,R′)∩B(0,R)
1− e−φ(|x−y|)
|x− y|d+α
dy +
∫
B(x,R′)∩B(0,R)c
1− e−
1
2
φ(|x−y|)
|x− y|d+α
dy
}
≤ Cd,α
∫
B(x,R′)
1− e−φ(|x−y|)
|x− y|d+α
dy.(2.14)
By using integration by parts, the right-hand side of (2.14) is equal to
C ′d,α
∫ R′
0
1− e−φ(r)
r1+α
dr = C ′d,α
{
e−φ(R
′) − 1
α(R′)α
+
1
α
∫ R′
0
r−αφ′(r)e−φ(r)dr
}
= C ′d,α
{
e−φ(R
′) − 1
α(R′)α
+
1
α
∫ φ(R′)
0
1
φ−1(t)α
e−tdt
}
,(2.15)
where C ′d,α is a positive constant depending on d and α. On the other hand, by a similar calculation
above with the inequality 1−e−a−b ≤ (1−e−a)+(1−e−b) for any a, b ≥ 0 and the condition (2.13),
we see
F(p)1(x) = Cd,α
{∫
B(x,R′)∩B(0,R)
1− e−pφ(|x−y|)
|x− y|d+α
dy +
∫
B(x,R′)∩B(0,R)c
1− e−
p
2
φ(|x−y|)
|x− y|d+α
dy
}
≥ Cd,α
∫
B(x,R′)
1− e−
p
2
φ(|x−y|)
|x− y|d+α
dy ≥
Cd,α
2
∫
B(x,R′)
1− e−pφ(|x−y|)
|x− y|d+α
dy
=
C ′d,α
2
{
e−pφ(R
′) − 1
α(R′)α
+
1
α
∫ pφ(R′)
0
1
φ−1(p−1t)α
e−tdt
}
≥
ψ(p)
2
C ′d,α
{
e−φ(R
′) − 1
α(R′)α
+
1
α
∫ φ(R′)
0
1
φ−1(t)α
e−tdt
}
(2.16)
for large p ≥ 1. Hence we can confirm by (2.14), (2.15) and (2.16) that
F(p)1(x) ≥
1
2
ψ(p)F1(x), x ∈ B(0, R), large p ≥ 1.(2.17)
Next, take x ∈ B(0, R +R′) \B(0, R). In this case, F is given by
F (x, y) =

1
2φ(|x− y|) y ∈ B(x,R
′) ∩B(0, R)
1
2φ(|x− y|) y ∈ B(x,R
′) ∩B(0, R)c
0 otherwise.
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Then, by the same calculations as (2.14), (2.15) and (2.16)
F1(x) ≤ Cd,α
∫
B(x,R′)
1− e−φ(|x−y|)
|x− y|d+α
dy = C ′d,α
{
e−φ(R
′) − 1
α(R′)α
+
1
α
∫ φ(R′)
0
1
φ−1(t)α
e−tdt
}
and
F(p)1(x) ≥
Cd,α
2
∫
B(x,R′)
1− e−pφ(|x−y|)
|x− y|d+α
dy
≥
ψ(p)
2
C ′d,α
{
e−φ(R
′) − 1
α(R′)α
+
1
α
∫ φ(R′)
0
1
φ−1(t)α
e−tdt
}
=
ψ(p)
2
F1(x)
for large p ≥ 1. Therefore, we can confirm (2.17) for x ∈ B(0, R + R′) \ B(0, R). For x ∈
B(0, R + R′)c, (2.17) is trivial because F(p)1(x) = 0 for any p ≥ 1. Hence we have (2.17) for any
x ∈ Rd. Moreover, for x ∈ B(0, R+R′)
F(p)1(x) = Cd,α
(∫
B(0,R+R′)∩B(x,1)
1− e−pF (x,y)
|x− y|d+α
dy +
∫
B(0,R+R′)∩B(x,1)c
1− e−pF (x,y)
|x− y|d+α
dy
)
≤ Cd,α
∫
B(x,1)
1− e−
3p
2
φ(|x−y|)
|x− y|d+α
dy + Cd,α
∫
B(0,R+R′)∩B(x,1)c
(
1− e−
3p
2
‖φ‖∞
)
dy
≤ C ′d,α
∫ 1
0
1− e−
3p
2
φ(r)
rα+1
dr + Cd,α
∣∣∣B(0, R +R′)∣∣∣ .
Since φ(t) = o(tα) (t → 0), it follows that F(p)1 is bounded on B(0, R + R′) and is zero on
B(0, R+R′)c for any p ≥ 1. This shows that F(p)1 ∈ L1(Rd) for any p ≥ 1. By a similar way as in
the proof of [4, Proposition 7.10(3)], one can also prove that F(p)1 ∈ Lℓ(Rd)(ℓ ≥ 1) for any p ≥ 1.
We omit the details.
There are many functions satisfying the condition (2.13). For instance, they can be given by
φ(t) = tβ, φ(t) = tβ/(1 + t)β , φ(t) := φ(1)(t) = log(1 + tβ) and its iterated function φ(n)(t) =
φ(φ(n−1)(t)) (n ≥ 2) for β > α. For these functions, it holds that F ∈ JD0(X) (cf. [2, Example
2.1]) and we can take the function ψ(p) which appeared in (2.13) as
ψ(p) = pα/β.
Hence, the scattering length Γ(pµ+ pF ) induced by the functions φ above converges to Cap(Sµ+F1)
as p→∞, in view of Theorem 1.1.
The behaviour of scattering lengths for small potentials is of independent of interest. Let us
consider the case that µ(dx) = V (x)dx with V being a positive L1(Rd)-function.
Proposition 2.5. Suppose that V and F1 have bounded supports in Rd. Then
lim
ε→0
1
ε
Γ(εV + εF ) =
∫
Rd
(
V + F̂1
)
(x)dx,
where F̂1(x) := Cd,α
∫
Rd
F (x, y)|x− y|−d−αdy.
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Proof. It is clear from (2.8) that Γ(V + F ) ≤
∫
Rd
(V (x)dx + F1(x)dx). For convenience, assume
that V and F1 have a common bounded support B ⊂ Rd. By (2.9), we see that
UV+F (x) := R˜
(
E·
[
e−
∫∞
0 V (Xt)dt−
∑
t>0 F (Xt−,Xt)
]
(V + F1)
)
(x).(2.18)
It is known in [18, Corollary 2.8] that the resolvent kernel r˜(x, y) of R˜ satisfies
C−1
|x− y|d−α
≤ r˜(x, y) ≤
C
|x− y|d−α
, x, y ∈ Rd(2.19)
for some C > 0. Then∫
B
UV+F (x)dx =
∫
B
R˜
(
E·
[
e−
∫∞
0 V (Xt)dt−
∑
t>0 F (Xt−,Xt)
]
(V + F1)
)
(x)dx
≤ C
∫
B
∫
Rd
1
|x− y|d−α
Ey
[
e−
∫∞
0
V (Xt)dt−
∑
t>0 F (Xt−,Xt)
]
(V + F1)(y)dy dx
≤ C(B)Γ(V + F ) ≤ C(B)
∫
Rd
(V + F1)(x)dx,(2.20)
where C(B) := C supy∈Rd
∫
B |x− y|
α−ddx. From this and the fact that F(ε)1→ 0 as ε→ 0, we see∫
B
UεV+εF (x)dx −→ 0, as ε→ 0,
which implies that UεV+εF → 0 a.e. on B. The same are true for UεV+εFV and ε
−1UεV+εFF
(ε)1
because ε−1F(ε)1→ F̂1 as ε→ 0. Now, by the definition of the scattering length and the dominated
convergence theorem,∣∣∣∣∫
Rd
(
V + ε−1F(ε)1
)
(x)dx− ε−1Γ(εV + εF )
∣∣∣∣
=
∫
B
UεV+εF (x)
(
V + ε−1F(ε)1
)
(x)dx −→ 0, as ε→ 0.
The proof is complete.
3 Bounds for the bottom of the spectrum via scattering length
In the rest of the sections, we are going to consider the case that µ is an absolutely continuous
measure with respect to the Lebesgue measure having V ≥ 0 as a density function, that is, µ(dx) =
V (x)dx.
In this section, we give a two-sided bound for the bottom of the spectrum of the fractional
Neumann Laplacian on the unit cube D := D1,0, the cube of side length 1 centered at 0, in R
d with
local and non-local perturbations. We assume that V and F1 are integrable functions supported
on D.
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Let (−∆)
α/2
N be the fractional Laplacian on L
2(D) with the Neumann boundary condition, as
the generator of the Dirichlet form on L2(D) defined by
Eref(f, g) =
Cd,α
2
∫
D
∫
D
(f(x)− f(y))(g(x) − g(y))
|x− y|d+α
dxdy
F refa =
{
f ∈ L2(D) :
∫
D
∫
D
(f(x)− f(y))2
|x− y|d+α
dxdy <∞
}
.
It is known that (Eref ,F refa ) is the active reflected Dirichlet form of (E
D,FD), the Dirichlet form
on L2(D) associated with the part process XD of X on D. The stochastic process Y = (Yt,Px)
associated with (Eref ,F refa ) (or (−∆)
α/2
N ) is then the reflected stable process on D (cf. [1]).
Define the bottom of the spectrum of the formal Schro¨dinger operator LNV+F := (−∆)
α/2
N +V +
dF on L2(D) by
λN1 (V + F ) := inf
ϕ∈Frefa
Eref(ϕ,ϕ) +HV+FD (ϕ,ϕ)∫
D ϕ(x)
2dx
,(3.1)
where
HV+FD (ϕ,ϕ) =
∫
D
ϕ(x)2V (x)dx+
∫
D
∫
D
ϕ(x)ϕ(y)
(
1− e−F (x,y)
)
|x− y|d+α
dxdy.(3.2)
The next two propositions are originally due to [17] when F ≡ 0 (also [24] for the Brownian
motion). The proofs can be deduced by some modifications to the perturbation term. First, we
give a upper bound for λN1 (V + F ).
Proposition 3.1. There exists a constant C2(D) > 0 such that
λN1 (V + F ) ≤ C2(D)Γ(V + F )
provided Γ(V + F ) is small.
Proof. Note that the infimum in (3.1) may be taken over L2(D). Put ϕ := 1 − UV+F . Clearly
ϕ ∈ L2(D). Let Vn := 1B(0,n)(V ∧ n) and Fn(·, y) := 1B(0,n)(F (·, y) ∧ n) for y ∈ R
d, where B(0, n)
is the open ball in Rd with center 0 and radius n. Since Vn and Fn1 belong to L
2(Rd), the relation
(2.2) is rigorously established for Vn and Fn. Therefore we have by Fatou’s lemma that
λN1 (V + F )
∫
D
ϕ(x)2dx
≤
Cd,α
2
∫
Rd
∫
Rd
lim inf
n→∞
(UVn+Fn(x)− UVn+Fn(y))
2
|x− y|d+α
dxdy
+
∫
Rd
lim inf
n→∞
(1− UVn+Fn)
2(x)Vn(x)dx+
∫
Rd
lim inf
n→∞
(1− UVn+Fn)(x)Fn(1− UVn+Fn)(x)dx
≤
Cd,α
2
lim inf
n→∞
∫
Rd
∫
Rd
(UVn+Fn(x)− UVn+Fn(y))
2
|x− y|d+α
dxdy
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+ lim inf
n→∞
∫
Rd
(1− UVn+Fn)
2(x)Vn(x)dx+ lim inf
n→∞
∫
Rd
(1− UVn+Fn)(x)Fn(1− UVn+Fn)(x)dx
= lim inf
n→∞
{∫
Rd
UVn+Fn(x)(−∆)
α/2UVn+Fn(x)dx+ Γ(Vn + Fn)
−
∫
Rd
UVn+Fn(x)(1− UVn+Fn)(x)Vn(x)dx−
∫
Rd
UVn+Fn(x)Fn(1− UVn+Fn)(x)dx
}
.
= lim inf
n→∞
Γ(Vn + Fn).
The sequences Vn and Fn converge to V and F , respectively. Thus by the monotonicities of the
capacitary potential and the scattering length we see that UVn+Fn ր UV+F and Γ(Vn + Fn) ր
Γ(V + F ) as n→∞, respectively. Hence we have
λN1 (V + F )
∫
D
(1− UV+F )
2(x)dx ≤ lim inf
n→∞
Γ(Vn + Fn) = Γ(V + F ).(3.3)
From (2.20), it holds that∫
D
(1− UV+F )
2(x)dx ≥ 1− 2
∫
D
UV+F (x)dx ≥ 1− 2C(D)Γ(V + F ),
Applying this to (3.3), we obtain that
λN1 (V + F )(1− 2C(D)Γ(V + F )) ≤ Γ(V + F ).
Now the assertion holds if we make Γ(V + F ) so small that Γ(V + F ) ≤ 1/(4C(D)).
Remark 3.2. The result of Proposition 3.1 is valid for any bounded domain D.
Next, we turn to a lower bound for λN1 (V +F ). To do this, we need some facts on subordinated
processes. Let B = (Bt,Px) be a Brownian motion in R
d running twice the usual speed. Let
Z = (Zt,Px) be a reflected Brownian motion on D, that is, Z is the process generated by the
Laplacian with the Neumann boundary condition in D. We will derive symmetric stable processes
from B and Z by using a subordination technique. Let St be a positive α/2-stable subordinator
independent of B and Z. Then the symmetric α-stable process X is nothing but the subordinated
process of B by St, that is, Xt = BSt . Let W = (Wt,Px) be the subordinated process of Z by St.
It is known that W is a stable-like process studied in [6], but it is, in general, different from Y the
reflected stable process on D associated with (Eref ,F refa ) (or (−∆)
α/2
N ) (cf. [1]).
Let denote by −W the generator of W and λW1 (V + F ) the bottom of the spectrum of the
Schro¨dinger operator −W + V + dF. It is easy to check that for some c2 > c1 > 0
c1λ
W
1 (V + F ) ≤ λ
N
1 (V + F ) ≤ c2λ
W
1 (V + F ).(3.4)
Moreover, we can prove the following relation by using a simlilar method as in [17, Lemma 4.1]:
for any t > 0
Ex
[
e−
∫ t
0 V (Ws)ds−
∑
0<s≤t F (Ws−,Ws)
]
≤ 1− UTV+F (x).(3.5)
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Proposition 3.3. There exists a constant C1(D) > 0 such that
C1(D)Γ(V + F ) ≤ λ
N
1 (V + F ).
Proof. In view of (3.4), it is enough to show that there exists a constant c(D) > 0 such that
c(D)Γ(V +F ) ≤ λW1 (V +F ). To do this, we prove that there exist T > 0 and a constant c1(D) > 0
such that
sup
x∈D
(
1− UTV+F (x)
)
≤ e−c1(D)Γ(V +F ).(3.6)
Then, we see from (3.5) that∥∥∥e−T (V +dF−W)∥∥∥
2,2
≤ sup
x∈D
Ex
[
e−
∫ T
0 V (Ws)ds−
∑
s≤T F (Ws−,Ws)
]
≤ sup
x∈D
(
1− UTV+F
)
≤ e−c1(D)Γ(V +F ),
which implies c(D)Γ(V + F ) ≤ λW1 (V + F ). Here ‖ · ‖2,2 means the operator norm from L
2(D) to
L2(D). Now we shall prove (3.6). By the Markov property, for any t, s > 0
U t+sV+F (x)− U
t
V+F (x)
= Ex
[
e−
∫ t
0
V (Xu)du−
∑
0<u≤t F (Xu−,Xu)
]
−Ex
[
e−
∫ t+s
0
V (Xu)du−
∑
0<u≤t+s F (Xu−,Xu)
]
= Ex
[
e−
∫ t
0 V (Xu)du−
∑
0<u≤t F (Xu−,Xu)
(
1−EXt
[
e−
∫ s
0 V (Xu)du−
∑
0<u≤s F (Xu−,Xu)
])]
= Ex
[
e−
∫ t
0 V (Xs)ds−
∑
0<s≤t F (Xs−,Xs)U sV+F (Xt)
]
≤ Ex
[
U sV+F (Xt)
]
.
Letting s→∞, we have by (2.18) and (2.19) that
UV+F (x)− U
t
V+F (x) ≤ Ex [UV+F (Xt)]
= Ex
[
R˜
(
E·
[
e−
∫∞
0 V (Xt)dt−
∑
t>0 F (Xt−,Xt)
]
(V + F1)
)
(Xt)
]
=
∫
Rd
pt(x, y)R˜
(
E·
[
e−
∫∞
0 V (Xt)dt−
∑
t>0 F (Xt−,Xt)
]
(V + F1)
)
(y)dy
≤ C
∫
Rd
pt(x, y)
∫
Rd
Ez[e
−
∫∞
0
V (Xt)dt−
∑
t>0 F (Xt−,Xt)](V + F1)(z)
|y − z|d−α
dzdy
≤ C
(
sup
x∈D,z∈Rd
∫
Rd
pt(x, y)
|y − z|d−α
dy
)
Γ(V + F ).(3.7)
In view of (2.1), since∫
Rd
pt(x, y)
|y − z|d−α
dy ≤ C
∫
Rd
∫ ∞
0
pt(x, y)pτ (y, z)dτdy
= C
∫ ∞
t
pτ (x, z)dτ ≤ C
′
∫ ∞
t
τ−d/αdτ = C ′t−d/α+1 −→ 0, as t→∞,
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the left hand side of (3.7) converges to 0 as t→∞, locally uniformly in x. Thus we can take large
enough T > 0 so that UV+F − U
T
V+F ≤ UV+F/2. On the other hand, we have by (2.18) and (2.19)
again
UV+F (x) = R˜
(
E·
[
e−
∫∞
0
V (Xt)dt−
∑
t>0 F (Xt−,Xt)
]
(V + F1)
)
(x)
≥ C−1
∫
D
Ey[e
−
∫∞
0
V (Xt)dt−
∑
t>0 F (Xt−,Xt)](V +F1)(y)
|x− y|d−α
dy
≥ C−1 (diamD)α−d Γ(V + F ), x ∈ D.
Hence we obtain
1− UTV+F (x) ≤ 1−
1
2
UV+F (x) ≤ 1− c(D)Γ(V + F ) ≤ e
−c1(D)Γ(V +F )
uniformly in x ∈ D. The proof is complete.
4 Equivalent criteria for discrete spectrum via scattering length
In this section, we give an equivalent characterization for discreteness of the spectrum of the formal
Schro¨dinger operator
LV+F := (−∆)
α/2 + V + dF
in terms of the scattering length, by using the results obtained in the previous section.
Let Dr,ξ be the d-dimensional cube of the form
Dr,ξ =
{
x ∈ Rd : |ξj − xj| ≤
r
2
, j = 1, 2, · · · , d
}
, ξ ∈ Rd.
In the sequel, we use the notation (−∆)
α/2
N,r,ξ for the Neumann fractional Laplacian on L
2(Dr,ξ), to
emphasize the dependence of its side length r and center ξ. Similarly to (3.1), we write λN,r,ξ1 (V +F )
for the bottom of the spectrum of (−∆)
α/2
N,r,ξ + V + dF. Let Vr,ξ be a function supported on D0,1
given by Vr,ξ(x) = V (rx + ξ) and Fr,ξ a non-negative function supported on D1,0 ×D1,0 given by
Fr,ξ(x, y) := F (rx+ ξ, ry + ξ). Then, by the definition, we can easily check that
λN,r,ξ1 (V + F ) = r
−αλN,1,01 (r
αVr,ξ + Fr,ξ).
First, we give the sufficient condition for the discreteness of the spectrum of LV+F in terms of
the scattering length relative to V and F restricted to cubes. By σess(H) we mean the essential
spectrum set of a operator H. Let Fr,ξ be the non-local linear operator defined in (1.4) for Fr,ξ.
Proposition 4.1. Let C1(D1,0) be the positive constant as in Proposition 3.3. Suppose that for
given c > 0 there exists r := r(c) ∈ (0, 1] and R := R(c) > 0 such that
C1(D1,0)Γ(r
αVr,ξ + Fr,ξ) ≥ r
αc for |ξ| ≥ R.(4.1)
Then σ(LV+F ) = σd(LV+F ).
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Proof. Let us denote by λess(V + F ) the bottom of the set σess(LV+F ). To end the proof, we will
show that λess(V +F ) =∞ under (4.1). It follows from (4.1) and Proposition 3.3 that there exists
a constant C1(D1,0) > 0 such that
r−αλN,1,01 (r
αVr,ξ + Fr,ξ) ≥ r
−αC1(D1,0)Γ(r
αVr,ξ + Fr,ξ) ≥ c for |ξ| ≥ R
and which yields that
σ
(
r−α
(
(−∆)
α/2
N,1,0 + r
αVr,ξ + dFr,ξ
))
⊂ [c,∞) for |ξ| ≥ R.(4.2)
Note that the operators (−∆)
α/2
N,r,ξ + V + dF and r
−α
(
(−∆)
α/2
N,1,0 + r
αVr,ξ + dFr,ξ
)
are unitarily
equivalent. Therefore, (4.2) is equivalent to
σ
(
(−∆)
α/2
N,r,ξ + V + dF
)
⊂ [c,∞) for |ξ| ≥ R.(4.3)
By a standard argument involving Rellich’s theorem, (4.3) implies that σess(LV+F ) ⊂ [c,∞), that
is, λess(V + F ) ≥ c. Since c is arbitrary, we have the assertion by letting c→∞.
Now we turn to the necessary condition. Let C∞0 (R
d) be the set of all C∞ functions with
compact support on Rd. Set
M :=
{
f ∈ C∞0 (R
d) : E(f, f) +HV+F (f, f) ≤ 1
}
,
where HV+F (f, f) is the bilinear form defined as in (3.2) with D replaced by Rd. In a similar way
of [13, Lemma 2.2], we see that σ(LV +F ) = σd(LV+F ) if and only if M is precompact in L
2(Rd).
For the Schro¨dinger operator (−∆)
α/2
D,r,ξ + V + dF, where (−∆)
α/2
D,r,ξ is the fractional Laplacian
on L2(Dr,ξ) with the Dirichlet boundary condition, we denote by λ
D,r,ξ
1 (V + F ) the bottom of its
spectrum.
Lemma 4.2. If σ(LV+F ) = σd(LV+F ), then for each r ∈ (0, 1], λ
D,r,ξ
1 (V + F )→∞ as |ξ| → ∞.
Proof. The proof is similar to that of [13, Lemma 2.3 and Proposition 2.4]. We address here the
proof for reader’s convenience. For a fixed x0 ∈ R
d and R > 0, the compact embedding theorem
says that MB = {f |B(x0,R) ∈ L
2(B(x0, R)) : f ∈ M} is precompact in L
2(B(x0, R)). From this
fact, we see that the precompactness of M is equivalent to the precompactness of MB with the
condition: for any ε > 0 there exists R := R(ε) > 0 such that∫
B(x0,R)c
f(x)2dx ≤ ε, for any f ∈M.(4.4)
Now, choose a sufficiently small ε > 0 and assume that Dr,ξ ⊂ B(x0, R)
c where R = R(ε) corre-
sponds to ε according to (4.4). Then for any f ∈ C∞0 (Dr,ξ) with EDr,ξ(f, f) +H
V+F
Dr,ξ
(f, f) ≤ 1 we
have
∫
Dr,ξ
f(x)2dx ≤ ε. Therefore
EDr,ξ(f, f) +H
V+F
Dr,ξ
(f, f)∫
Dr,ξ
f(x)2dx
≥
1
ε
.
This implies that λD,r,ξ1 (V + F )→∞ as |ξ| → ∞.
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Lemma 4.3. If for each r ∈ (0, 1] λD,r,ξ1 (V + F )→∞ as |ξ| → ∞, then so does λ
N,r,ξ
1 (V + F ).
Proof. Let λ := λD,1,01 (r
αVr,ξ + Fr,ξ). For a fixed a ∈ (0, 1), set τ := λ
−a. Since the transition
density pt(x, y) of (−∆)
α/2 satisfies (2.1) for x, y ∈ D1,0 and t > 0, we have for some C > 0∥∥∥∥e−τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)∥∥∥∥
1,2
≤ Cτ−d/α,
∥∥∥∥e−τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)∥∥∥∥
2,∞
≤ Cτ−d/α,
while the definition of λ gives∥∥∥∥e−τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)∥∥∥∥
2,2
≤ e−τλ.
Here ‖ · ‖p,q means the operator norm from L
p(D1,0) to L
q(D1,0) for 1 ≤ p, q ≤ ∞. Then∥∥∥∥e−3τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)1∥∥∥∥
∞
=
∥∥∥∥e−2τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)e−τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)1∥∥∥∥
∞
≤
∥∥∥∥e−2τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)∥∥∥∥
2,∞
∥∥∥∥e−τ(rαVr,ξ+dFr,ξ+(−∆)α/2D,1,0)∥∥∥∥
2,2
≤ Cτ−d/αe−τλ = Cλad/αe−λ
1−a
,
that is, the transition density p
D, rαVr,ξ+Fr,ξ
t (x, y) of (−∆)
α/2
D,1,0 + r
αVr,ξ + dFr,ξ satisfies
0 ≤ p
D, rαVr,ξ+Fr,ξ
3τ (x, y) ≤ Cλ
ad/αe−λ
1−a
, for x, y ∈ D1,0.
By p
N, rαVr,ξ+Fr,ξ
t (x, y), we denote the transition density of (−∆)
α/2
N,1,0 + r
αVr,ξ + dFr,ξ. Put
q
rαVr,ξ+Fr,ξ
t (x, y) := p
N, rαVr,ξ+Fr,ξ
t (x, y) − p
D, rαVr,ξ+Fr,ξ
t (x, y), for t ∈ (0, 3τ ], x, y ∈ D1,0.
Then q
rαVr,ξ+Fr,ξ
t (x, y) satisfies the following fractional heat equation:{ (
∂t − (−∆)
α/2 − rαVr,ξ − dFr,ξ
)
q
rαVr,ξ+Fr,ξ
t (·, y) = 0 on (0,∞) ×D1,0
q
rαVr,ξ+Fr,ξ
0 (x, y) = 0, q
rαVr,ξ+Fr,ξ
t (x, y) = p
N, rαVr,ξ+Fr,ξ
t (x, y) on x ∈ ∂D1,0.
(4.5)
Therefore
0 ≤ q
rαVr,ξ+Fr,ξ
t (x, y) ≤ p
N,1,0
t (x, y). x ∈ ∂D1,0,(4.6)
where pN,1,0t (x, y) is the transition density of (−∆)
α/2
N,1,0. Set
D
(τ)
1,0 :=
{
y ∈ D1,0 : dist(y, ∂D1,0) ≥ τ
1/(d+α+1)
}
.
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Then we see that
pN,1,0t (x, y) ≤
Ct
|x− y|d+α
≤ Cτ1−
d+α
d+α+1 , x ∈ ∂D1,0, y ∈ D
(τ)
1,0 , t ∈ (0, 3τ ].(4.7)
So applying the maximum principle for the fractional Laplacian to (4.5), together with (4.6) and
(4.7), gives
q
rαVr,ξ+Fr,ξ
t (x, y) ≤ Cτ
1− d+α
d+α+1 , x ∈ D1,0, y ∈ D
(τ)
1,0 , t ∈ (0, 3τ ],
and hence, for sufficiently large λ, we have
0 ≤ p
N, rαVr,ξ+Fr,ξ
3τ (x, y) = q
rαVr,ξ+Fr,ξ
3τ (x, y) + p
D, rαVr,ξ+Fr,ξ
3τ (x, y)
≤ Cτ1−
d+α
d+α+1 +Cλad/αe−λ
1−a
= λ−a(1−
d+α
d+α+1) + Cλad/αe−λ
1−a
≤ C ′λad/αe−λ
1−a
, x ∈ D1,0, y ∈ D
(τ)
1,0 .(4.8)
By using the semigroup property of e−t(r
αVr,ξ+dFr,ξ+(−∆)
α/2
N,1,0), the estimate (4.8) can be extended
for any t ∈ [3τ,∞),
0 ≤ p
N, rαVr,ξ+Fr,ξ
t (x, y) ≤ C
′λad/αe−λ
1−a
, x ∈ D1,0, y ∈ D
(τ)
1,0 , t ∈ [3τ,∞).(4.9)
In particular, if λ is large enough that 3τ = 3λ−a < 1, then the estimate (4.9) holds for p
N, rαVr,ξ+Fr,ξ
1 (x, y).
On the other hand, since
p
N, rαVr,ξ+Fr,ξ
1 (x, y) ≤ p
N,1,0
1 (x, y) ≤ C, x ∈ D1,0, y ∈ D1,0 \D
(τ)
1,0 ,
it follows that ∫
D1,0
p
N, rαVr,ξ+Fr,ξ
1 (x, y)dy
=
∫
D
(τ)
1,0
p
N, rαVr,ξ+Fr,ξ
1 (x, y)dy +
∫
D1,0\D
(τ)
1,0
p
N, rαVr,ξ+Fr,ξ
1 (x, y)dy
≤ Cλad/αe−λ
1−a
+ Cλ−a/(d+α+1).
We also have a similar bound for
∫
D1,0
p
N, rαVr,ξ+Fr,ξ
1 (x, y)dx by the symmetry. Hence we can deduce
that ∥∥∥∥e−(rαVr,ξ+dFr,ξ+(−∆)α/2N,1,0)∥∥∥∥
2,2
≤ Cλad/αe−λ
1−a
+ Cλ−a/(d+α+1)
which implies the assertion.
We are now ready to prove the necessary condition for the discreteness of the spectrum of LV+F
in terms of the scattering length.
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Proposition 4.4. Suppose that σ(LV+F ) = σd(LV+F ). Then for given c > 0, there exists r0 :=
r0(c) ∈ (0, 1] and R : (0, r0]→ (0,∞) such that
Γ(rαVr,ξ + Fr,ξ) ≥ r
αc for |ξ| ≥ R(r), r ∈ (0, r0].(4.10)
Proof. We argue by contradiction. For given c > 0, choose r0 := r0(c) so small that Proposition
3.1 can be applied, so that Γ(rαVr,ξ + Fr,ξ) ≤ r
α
0 c implies
λN,1,01 (r
αVr,ξ + Fr,ξ) ≤ C(D1,0)Γ(r
αVr,ξ + Fr,ξ).
As a consequence, if Γ(rαVr,ξ + Fr,ξ) ≤ r
αc for r ∈ (0, r0], then
λN,r,ξ1 (V + F ) = r
−αλN,1,01 (r
αVr,ξ + Fr,ξ)
≤ r−αC(D1,0)Γ(r
αVr,ξ + Fr,ξ) ≤ cC(D1,0).(4.11)
However, we cannot have the bound (4.11) for large enough |ξ| in view of Lemma 4.2 and Lemma
4.3. The proof is complete.
Now, we can finish the proof of Theorem 1.2.
Proof of Theorem 1.2 : It is clear that (4.10) implies (4.1). Hence we can conclude from
Proposition 4.1 and Proposition 4.4 that the assertions in Theorem 1.2 are equivalent.
Remark 4.5. It is well known that the compactness of a bounded semigroup of linear operators is
equivalent to the discreteness of the spectrum of the corresponding generator. Therefore we see that
the assertions ((i)) and ((ii)) in Theorem 1.2 are equivalent to the compactness of the following
non-local Feynman-Kac semigroup pV+Ft on L
2(Rd)
pV+Ft f(x) = Ex
[
e−
∫ t
0 V (Xs)ds−
∑
0<s≤t F (Xs−,Xs)f(Xt)
]
.
We further discuss a sufficient condition for the discreteness of the spectrum of LV+F .
Corollary 4.6. Let V ∈ SD0(X) (resp., or F ∈ JD0(X)). Assume that for any c > 0 there exists
r = r(c) ∈ (0, 1] and
lim
|ξ|→∞
|{V ≤ c} ∩Dr,ξ| = 0
(
resp., or lim
|ξ|→∞
|{F1 ≤ c} ∩Dr,ξ| = 0
)
.(4.12)
Then σ(LV+F ) = σd(LV+F ).
Proof. First we prove the assertion for V . In view of the assumption (4.12), it follows that for any
c > 0 there exists r = r(c) ∈ (0, 1] and R = R(c) > 0 such that for |ξ| ≥ R
|{V > c} ∩Dr,ξ| ≥
1
2
|Dr,ξ| =
1
2
|Dr,0|.(4.13)
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Hence, we have by (4.13)
Γ(rαVr,ξ + Fr,ξ) ≥ Γ(r
αVr,ξ)
= rα
∫
D1,0
Ex
[
e−r
α
∫∞
0 Vr,ξ(Xs)ds
]
Vr,ξ(x)dx
= rα−1
∫
Dr,ξ
Er−1(x−ξ)
[
e−r
α
∫∞
0 Vr,ξ(Xs)ds
]
V (x)dx
≥ rα−1
∫
Dr,ξ
e
−rα supy∈D1,0 Ey[
∫∞
0 Vr,ξ(Xs)ds]V (x)dx
≥ rα−1
∫
{V >c}∩Dr,ξ
e
−rα supy∈Dr,ξ
Ey[
∫∞
0 V (Xs)ds]V (x)dx
≥ rα−1e−r
αℓ
∫
{V >c}∩Dr,ξ
V (x)dx ≥ rα−1e−r
αℓ c
2
|Dr,0|
which implies Theorem 1.2((i)). The proof of the assertion for F can be deduced in a similar way,
by using the fact that Fr,ξ1(r
−1(x− ξ)) = rd+α−1F1(x) on Dr,ξ.
The condition (4.12) means that the sublevel set {V ≤ c} (resp. {F1 ≤ c}) is to be thin at
infinity. More results for compactness of Schro¨dinger operators based on the concept of thin at
infinity can be found in [14, 23] (see also [16, 26] as special cases).
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