Abstract. This paper is devoted to a study of the multiple recurrence of two commuting transformations. We derive a result which is similar but not identical to that of one single transformation established by Bergelson, Host and Kra. We will use the machinery of "magic systems" established recently by B. Host for the proof.
1. Introduction 1.1. History and results. Let (X, X , µ, T ) be an invertible measure preserving system, and A be a set of positive measure. The Khintchine's Recurrence Theorem [14] states that for every ǫ > 0, the set {n ∈ Z : µ(A ∩ T n A) > µ(A) 2 − ǫ} is syndetic. More recently, Furstenberg [9] proved a Multiple Recurrence Theorem, showing that under the same assumptions, the set {n ∈ Z : µ(A ∩ T n A ∩ T 2n A ∩ · · · ∩ T kn A) > 0} is syndetic for every integer k ≥ 1. Aiming at a simultaneous extension of Khintchine's and Furstenberg's Recurrence theorems, Bergelson, Host and Kra [4] established the following result:
Theorem (Bergelson, Host, Kra). Let (X, X , µ, T ) be an ergodic invertible measure preserving system and A ∈ X with µ(A) > 0. Then for every ǫ > 0, the sets {n ∈ Z : µ(A ∩ T n A ∩ T 2n A) > µ(A) 3 − ǫ} and {n ∈ Z : µ(A ∩ T n A ∩ T 2n A ∩ T 3n A) > µ(A) 4 − ǫ} are syndetic.
We recall that a subset E of Z is said to be syndetic if there exists an integer N > 0 such that E ∩ [M, M + N) = ∅ for every M ∈ Z.
It was shown in [4] that an analogous result fails both if we remove the assumption of ergodicity and if for longer arithmetic progressions.
Furstenberg and Katznelson [11] generalized Furstenberg's Recurrence theorem to commuting transformations. It is therefore natural to ask the question if a result analogous to the above theorem can be established for commuting transformations. We prove the following result regarding the case of two transformations: Theorem 1.1. Let (X, X , µ) be a probability space, and T 1 , T 2 be two commuting invertible measure preserving transformations. Assume that (X, X , µ, T 1 , T 2 ) is ergodic. Let A ∈ X with µ(A) > 0. Then for every ǫ > 0, the set {n ∈ Z : µ(A ∩ T We remark that, by the same counterexample as in [4] , the hypothesis of ergodicity is necessary for the theorem.
The fundamental difference with the case of a single transformation is that the exponent 4 can not be replaced by 3: Theorem 1.2. For every 0 < c ≤ 1, there exist a probability space (X, X , µ), with two commuting invertible measure preserving transformations T 1 , T 2 such that (X, X , µ, T 1 , T 2 ) is ergodic, and a measurable set A ∈ X , with µ(A) > 0, such that µ(A ∩ T We recall a definition: Definition 1.4. The upper Banach density of a subset E of Z 2 is:
Question 2: The Polynomial Recurrence Theorem was proved by Bergelson and Leibman [3] . Frantzikinakis and Kra [8] provided a more precise result for any family of linearly independent integer polynomials:
Theorem (Frantzikinakis, Kra). Let (X, X , µ, T ) be an invertible measure preserving system, and p 1 , . . . , p k be linearly independent integer polynomials with p i (0) = 0 for i = 1, . . . , k, and A ∈ X . Then for every ǫ > 0, the set
Can this result be generalized for commuting transformations? Let (X, X , µ) be a probability space, and T 1 , . . . , T k be commuting invertible measure preserving transformations. Let p 1 , . . . , p k be as in the above theorem, and A ∈ X . It is true that the set {n ∈ Z : µ(A ∩ T
k+1 −ǫ} is syndetic? Very recently, Chu, Frantzikinakis, and Host [6] gave an affirmative answer to this question when
1.3. Conventions and notation.
1.3.1. As usual, we can restrict to the case that all the probability spaces that we deal with are standard.
In general, we write (X, µ) for a probability space, omitting the σ-algebra. When needed, the σ-algebra of a the probability space (X, µ) is written X .
We implicitly assume that the term "bounded function" means realvalued, bounded and measurable.
If S is a measure-preserving transformation of a probability space (X, X , µ) then we write I(S) for the sub−σ-algebra of X consisting in S-invariant sets.
Let (X 1 , X 1 , µ 1 ), (X 2 , X 2 , µ 2 ) be two probability spaces. Let f 1 ∈ L ∞ (µ 1 ), and f 2 ∈ L ∞ (µ 2 ), we denote by f 1 ⊗f 2 the function on
1.3.2. Throughout this paper, by a system, we mean a probability space (X, X , µ) endowed with a single or several commuting measure preserving invertible transformations.
For a system (X, µ, T 1 , T 2 ), a factor is a system (Y, ν, S 1 , S 2 ) and a measurable map π : X → Y such that the image π(µ) of µ under π is equal to ν and
If f is an integrable function on X, we write
1.3.3. We say that the averages of some sequence (a n ) converge to some limit L, and we write:
if the averages of a n on any sequences of intervals [M i , N i ) whose lengths N i − M i tend to infinity converge to L:
For t ∈ T, we use the standard notation e(nt) = exp(2πint).
1.4. Methods.
1.4.1. The first ingredient used in the proofs of Theorem 1.1 and Theorem 1.3 is a method introduced by Frantzikinakis [7] : in order to show some sequence I n is large for n in a syndetic set, we show that the average of I n over an appropriately chosen sequence of intervals converges to a large limit. More precisely, we introduce an ergodic rotation (Z, α), and we show that for some well chosen non-negative continuous function χ on Z, the weighted average of χ(nα)I n converges to a large limit. This strategy is sufficient for the proof of Theorem 1.3 (Section 2).
However, for the general case (Theorem 1.1), before using the first ingredient, we need first to make some reduction. We will use more elaborated tools such as the machinery of "magic systems" introduced recently by Host [12] .
Ever since Tao [17] proved the norm convergence of multiple ergodic averages with several commuting transformations of the form (1) 1
several other proofs were given with different approaches by Austin [1] , Host [12] and Towsner [18] . Among these proofs, those by Austin and Host were proceeded by building an extension of the original system with good properties, called "pleasant" system (using terminology from [1] ) and "magic" system (using terminology from [12] ). We will follow this idea of building a suitable extension system. We first prove that every ergodic system has an ergodic magic extension. Then we use this result three times, and we get an ergodic magic extension. We consider our problem on this extension system. By using the properties of magic systems related to the convergence of multiple averages, we are reduced to consider our problem on a factor of this extension system. At last, we give a description of this factor, and we find that we are in a situation very similar to that of the product case.
We will review "magic systems" and the corresponding properties needed in Section 3, and give the proof of Theorem 1.1 in Section 4.
1.4.2.
Another important ingredient is the following inequality. This inequality was proved in a particular case by Atkinson, Watterson, and Moran [2] , and it is related to a class of inequalities studied by Sidorenko ([15] , [16] ). Lemma 1.6. Let (X, X , µ) be a probability space, k ≥ 1 be an integer, and X 1 , X 2 , . . . , X k be k sub-σ-algebras of X . For any bounded nonnegative function f on X, we have
Proof. We can restrict to the case that the function f is bounded below by some positive constant ǫ. Indeed, for the general case, it suffices to apply the inequality to the function f + ǫ and to take the limit of both sides when ǫ tends to 0.
We write
. Let J be the integral on the left hand side of (2) . By the Hölder Inequality and (3),
On the other hand, for 1
and this proves the inequality.
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Proof of Theorem 1.3
In this section, we assume that (Y 1 , ν 1 , S 1 ) and (Y 2 , ν 2 , S 2 ) are two ergodic systems, and that (X, µ,
For every n, and all bounded functions η, ϕ, ψ on X, we define
We prove: 2.
1. An ergodic rotation. Let (Z, Z, θ, R) denote the common factor of of systems Y 1 and Y 2 spanned by the eigenfunctions corresponding to the common eigenvalues of these two systems.
We recall that Z is a compact abelian group, endowed with a Borel σ-algebra Z and Haar measure θ. R is the translation by some fixed α ∈ Z. We consider Z as a sub-σ-algebra of both (
For a bounded function η on X, we write
We begin with a classical lemma (see for example [10] , Lemma 4.18):
Proof. For i = 1, 2, let K i be the Kronecker factor of (Y i , S i ). It is known that any
Hence c i,j = 0 only when t i = s j . This completes the proof. Lemma 2.3. Let η, ϕ, ψ be bounded functions on X. Then the averages of the difference I n (η, ϕ, ψ) − I n (η, ϕ, ψ) converge to 0.
Proof. Without loss of generality, we can assume that max{|η|, |ϕ|, |φ|} ≤ 1. By a density argument, we can suppose that η(y 1 , y 2 ) = α 1 (y 1 )β 1 (y 2 ), ϕ(y 1 , y 2 ) = α 2 (y 1 )β 2 (y 2 ), and that ψ(y 1 , y 2 ) = α 3 (y 1 )β 3 (y 2 ) for some bounded functions α i on Y 1 and β i on Y 2 , i = 1, 2, 3, all of them being bounded by 1 in absolute value. Using the notation introduced above, we have
For every n,
By the Ergodic Theorem, the averages of this expression converge to
By Lemma 2.2, this is equal to 0. This completes the proof.
Lemma 2.4. For every common eigenvalue e(t) of Y 1 and Y 2 , the averages of the difference 
, and ψ(y 1 , y 2 ) = f (y 1 , y 2 ), we have e(nt)I n (f, f, f ) = I n (η, ϕ, ψ) .
Since ϕ(y 1 , y 2 ) = h(y 1 ) f (y 1 , y 2 ) and ψ(y 1 , y 2 ) = f (y 1 , y 2 ), we have
By Lemma 2.3, the averages of the difference I n (η, ϕ, ψ) − I n (η, ϕ, ψ) converge to 0. This completes the proof.
2.2.
A well chosen function χ. In the sequel, we fix f , ǫ > 0 as in Theorem 2.1. By continuity of the translation in
We have
We choose a continuous function χ on Z, non-negative, satisfying
By Lemma 2.4 and a density argument, we immediately get Corollary 2.5. The averages of the difference
converge to 0.
We have Lemma 2.6.
Proof. By Lemma 2.5, it suffices to prove (7) lim sup
By ergodicity of (Z, θ, R), the sequence {nα} is uniformly distributed in Z. Therefore the average of χ(nα) converges to 1, and this gives (7).
2.3.
End of the proof. Applying Lemma 1.6 with k = 2, X 1 = Z × Y 2 and X 2 = Y 1 × Z, we immediately get the following estimate of
Corollary 2.7.
We can now resume the proof of Theorem 2.1:
Proof of Theorem 2.1. By Corollary 2.7, it suffices to prove that the set E : = {n :
Suppose by contradiction that E is not syndetic, then there exists a sequence of intervals [M i , N i ) whose lengths tend to infinity such that I n (f ) ≤ I 0 (f, f , f) − ǫ for every i and for every n ∈ [M i , N i ). Taking averages of χ(nα) I 0 (f, f , f ) − I n (f ) over these intervals, we have a contradiction with Lemma 2.6.
Preliminaries: Magic systems
In this Section, (X, X , µ, T 1 , T 2 ) is a system. We review some definitions and properties of [12] needed in sequel, and establish more properties that do not appear there.
The results of this section hold for any number of commuting transformations, but we state and prove them only for two transformations.
3.1. The box measure and the box seminorm. Let X * = X 4 . The points of X * are written as x * = (x 00 , x 01 , x 10 , x 11 ).
3.1.1. Let µ 1 = µ × I(T 1 ) µ be the relatively independent square of µ over I(T 1 ). This means that µ 1 is the measure on X 2 characterized by:
Then µ 1 is invariant under the transformations
When needed, we write µ *
The projection π 00 : x → x 00 is a factor map from (X * , µ
We remark that by construction,
We recall the definition of the seminorm introduced in [12] : For every f ∈ L ∞ (µ) on X,
We generally omit the subscript µ when there is no ambiguity. By (8),
and by Proposition 2 of [12] , we have
Here are some properties that we need:
, and for every n, we write
Then for every t ∈ T, (10) lim sup
For t = 0, this is Proposition 1 of [12] , and the general case follows by the same proof.
Let f 0 , f 1 , f 2 and I n (f 0 , f 1 , f 2 ) be as in Lemma 3.1. For every n, we have
Applying Lemma 3.1 to the pair of transformations (T 2 , T 1 T
−1
2 ), we have (11) lim sup
and by the same argument, (12) lim sup
.
In fact, we can take the simultaneous instead of iterated limit by Theorem 1.1 of [5] .
By the Hölder Inequality, Lemma 3.2 implies that, for every f ∈ L ∞ (µ), (13) |||f
be a factor map, and f ∈ L ∞ (ν), by Lemma 3.2, we have (14) |||f
Moreover, by applying Lemma 3.2 to the measure µ and to each element of its ergodic decomposition, we get:
3.1.3. We recall some properties about some σ-algebra on X introduced in [12] :
, Lemma 4). Let G be the σ-algebra on X consisting of sets B such that there exists a subset A of X 3 satisfying the relation
for µ * -almost every x = (x 00 , x 01 , x 10 , x 11 ) ∈ X 4 . Then for every f ∈ L ∞ (µ), we have
If f is invariant under T 1 then, by the construction of the measure µ * , we have f (x 00 ) = f (x 10 ) µ * -almost everywhere, and f is measurable with respect to G. If f is invariant under T 2 then, by a similar reason, f (x 00 ) = f (x 10 ) µ * -almost everywhere, and f is measurable with respect to G. This proves the lemma.
Combining Lemma 3.4 and Lemma 3.5, we immediately get:
Corollary 3.6. Let (X, µ, T 1 , T 2 ) be a system, then for every f ∈ L ∞ (µ), we have if |||f ||| T 1 ,T 2 = 0 then E(f | I(T 1 ) ∨ I(T 2 )) = 0 .
Magic systems.
We recall the definition of the magic system: Lemma 3.9. Let p : (Y, ν, S 1 , S 2 ) → (X, µ, T 1 , T 2 ) be a factor map and assume that (X, µ, T 1 , T 2 ) is magic. Then for every f ∈ L ∞ (µ),
Proof. We write f = f 1 + f 2 , where f 1 is I(T 1 )) ∨ I(T 2 )-measurable, and E(f 2 | I(T 1 )) ∨ I(T 2 )) = 0. Since (X, µ, T 1 , T 2 ) is magic, we have |||f 2 ||| T 1 ,T 2 = 0. By (14) , |||f 2 • p||| S 1 ,S 2 = 0. By Lemma 3.6, E(f 2 • p | I(S 1 ) ∨ I(S 2 )) = 0. On the other hand, f 1 • p is measurable with respect to I(S 1 ) ∨ I(S 2 ). Therefore
One of the main results of [12] is the following theorem:
Theorem 3.10 (Theorem 1, [12] ). The system (X * , µ * , T * 1 , T * 2 ) built in Section 3.1 is magic.
is a factor map, we have: Corollary 3.11. Every system (X, µ, T 1 , T 2 ) admits a magic extension.
We can not use this result directly because the system X * is not ergodic even if X is ergodic.
The existence of ergodic magic extension. In this Section we show:
Theorem 3.12. Every ergodic system (X, X , µ, T 1 , T 2 ) admits an ergodic magic extension.
Recall that we assume that (X, X , µ) is a standard probability space. Then X admits a dense countably generated σ-algebra X ′ . Substituting this algebra for X , we reduce to the case that the σ-algebra X is countably generated. In the sequel,
denotes the ergodic decomposition of µ under T 1 and T 2 .
Theorem 3.12 follows from the following proposition:
Proposition 3.13. Let (X, X , µ, T 1 , T 2 ) be a magic system. Then for µ-almost every x, the system (X, X , µ x , T 1 , T 2 ) is magic.
Proof of Theorem 3.12 assuming Proposition 3.13. By Corollary 3.11, there exist a magic system (X * , µ * , T * 1 , T * 2 ) and a factor map π :
Since the measures π(µ * x ) are invariant under T 1 and T 2 and since µ is ergodic, then for µ * -almost every x we have π(µ * x ) = µ, and thus π : (X * , µ *
Before giving the proof of Proposition 3.13, we need the following two lemmas. We begin with the notation. We denote
We recall that for µ-almost every x, the measure µ x is invariant and ergodic under T 1 and T 2 . The map x → µ x is A-measurable and for every bounded function f on X,
Lemma 3.14. There exists a countable family Φ of bounded W-measurable functions on X, which is dense in L p (W, ν) for every p ∈ [1, +∞) and every probability measure ν on (X, X ) which is invariant under T 1 and T 2 .
Proof. Let F = {f n : n ∈ N} be a countable family of bounded Xmeasurable functions on X which is dense in L p (ν) for every p ∈ [1, +∞) and every probability measure ν on (X, X ). For each n, define Then each function g n is bounded and invariant under T 1 . For every n, let h n be the function associated to T 2 by the same construction.
Let F 1 = {g n : n ∈ N} and F 2 = {h n : n ∈ N}. Then, for i = 1, 2, F i is dense in L p (I(T i ), ν) for every p ∈ [1, +∞) and every T iinvariant probability measure ν on (X, X ). Let Φ be family of functions consisting in finite sums of functions of the form gh with g ∈ F 1 and h ∈ F 2 , then Φ satisfies the lemma.
Lemma 3.15. Let f be a bounded function on X and let f be a Wmeasurable representative of E µ (f | W). Then, for µ-almost every x, we have
Proof. Let Φ = {φ n : n ∈ N} be the family of functions given by Lemma 3.14. For every n,
Thus there exists a set A n with µ(A n ) = 1 such that (f − f )φ n dµ x = 0 for every x ∈ A n . Let A be the intersection of the sets A n for n ∈ N. Then µ(A) = 1. Let x ∈ A. We have (f − f )φ n dµ x = 0 for every n and, by density of the family
Proof of Proposition 3.13. Let F = {f n : n ∈ N} be a countable family of bounded X -measurable functions on X which is dense in L p (ν) for every p ∈ [1, +∞) and every probability measure ν on (X, X ).
For each n, let f n be a W-measurable representative of E µ (f n | W). By Lemma 3.15, for every n we have that f n = E µx (f n | W) µ x -almost everywhere for µ-almost every x, and there exists a set A n such that µ(A n ) = 1 and,
Fix an integer n ∈ N. Since E µ (f n − f n | W) = 0 and (X, µ, T 1 , T 2 ) is magic, we have |||f n − f n ||| µ,T 1 ,T 2 = 0.
By Lemma 3.3, we have
So |||f n − f n ||| µx,T 1 ,T 2 = 0 for µ-almost every x. There exists a set B n ⊂ X such that µ(B n ) = 1 and for every x ∈ B n , |||f n − f n ||| µx,T 1 ,T 2 = 0 .
We have µ(C) = 1. We check that for every x ∈ C the system (X, µ x , T 1 , T 2 ) is magic. Let x ∈ C and f be a bounded measurable function on X, we have to show that |||f − E µx (f | W)||| µx,T 1 ,T 2 = 0.
Since the family {f n } is dense in L 4 (µ x ), there exists a sequence (n i ) of integers such that f n i converges to f in L 4 (µ x ). By (13) applied to the measure µ x , we have (17) |||f
On the other hand, since f n i converges to f in L 4 (µ x ), we have that
(µ x ) and, as above,
For every i, since x ∈ A n i we have that
. Since x ∈ B n i , we have |||f n i − f n i ||| µx,T 1 ,T 2 = 0 and thus
For every i,
Combining (17), (18), (19), we get |||f − E µx (f | W)||| µx,T 1 ,T 2 = 0 for every x ∈ C. This finishes the proof.
Proof of Theorem 1.1
In this section, we prove:
be an ergodic system and 0 ≤ f ≤ 1. Then for every ǫ > 0, the set In this section, we fix the ergodic system (X, µ, T 1 , T 2 ), and the function f as in Theorem 4.1, and for every n, we write
Construction of ergodic magic extensions. We write
2 . We use Theorem 3.12 three times:
2 ) be an ergodic magic extension of (X, µ, T 1 , T 2 ) and let π ′ : X ′ → X be the factor map. Write T
3 ) and letπ : X → X ′′ be the factor map. Write T 1 = T 2 T 3 . Then the three systems (X,μ, T 2 , T 3 ), (X,μ, T 1 , T 3 ) and (X,μ, T 1 , T 2 ) are all ergodic, and π
In the sequel, we write
For every n, and all bounded functions η, ϕ, ψ on X, we definē
In particular,
We write also J n : =Ī n (g 0 , g 1 , g 2 ) . We have Proposition 4.2. Let t ∈ T. Then the averages of the difference e(nt) I n − J n converge to 0.
Proof. Since (X,μ, T 2 ,T 3 ) is magic, by Definition 3.7 of magic systems and the definition of g 2 ,
Then by Lemma 3.1, the averages of the difference of
is magic, by the same argument as above, the averages of the difference of e(nt) Ī n (h, g 1 , g 2 ) − J n converge to 0. Summing up all the results above, we get the announced result.
4.2.
Reduction to a special system. For i = 1, 2, 3, let (Y i , Y i , ν i ) be a factor of X which is isomorphic to (X, I(T i ),μ). Denote by π i : X → Y i the factor map. Then ν i := π i (μ). Since for j = 1, 2, 3, every σ-algebra I(T i ) is invariant under the transformation T j , then each of these transformations induces a measure preserving transformation on each factor Y i .
The transformation T 1 induces the identity on Y 1 and the transformations T 2 and T 3 induce the same transformation on Y 1 , which we write R 1 . Therefore we have
By ergodicity of (X, X ,μ, T 1 , T 2 ), the system (X, I(T 1 ),μ, T 2 ) is ergodic and thus (Y 1 , ν 1 , R 1 ) is ergodic.
In the same way, we get a measure preserving transformation R 2 on Y 2 and a measure preserving transformation R 3 on Y 3 with
As above, we have (Y 2 , ν 2 , R 2 ) and (Y 3 , ν 3 , R 3 ) are ergodic.
We can thus identify these two systems and consider g as a function on Y . Then we have
By (22), we have (24) gdν = f dµ .
4.3.
Description of the special system. We recall the properties that will be used in the sequel:
ν is a joining of ν 1 , ν 2 and ν 3 , meaning that, for i = 1, 2, 3, the projection of ν on Y i is equal to ν i . Moreover ν is invariant under the transformations S 1 , S 2 , S 3 defined in (23).
Remark. For i = j, Y is ergodic under S i and S j . By (d), the σ-algebra Y i and Y j are independent. In other words, the projection of
The following proposition is a more precise description of ν: 
where m is the image of ν on Z × Z × Z. In other words, ν is the conditionally independent product measure over Z × Z × Z.
Proof. For i = 1, 2, 3 let K i be the Kronecker factor of Y i . Since ν is invariant under S 1 , we have
for every N. Since Y 2 , Y 3 are independent, taking the limit as N → ∞, we have
Note that the functions α 2 ⊗ α 3 and E(α 2 | K 2 ) ⊗ E(α 3 | K 3 ) have the same conditional expectation on I ν 2 ×ν 3 (R 2 × R 3 ). Therefore we have
By the same computation, substituting S 2 for S 1 , we obtain
On the other hand, for i = 1, 2, 3, the right hand side of (25) remains unchanged if E(α i | K i ) is substituted for α i . Therefore we can reduce to the case that α i is measurable with respect to K i . By density, we can suppose that α i is an eigenfunction of Y i corresponding to the eigenvalue λ i . By invariance of ν under S 1 again, we get
By the same argument, we have that α 1 (y 1 )α 2 (y 2 )α 3 (y 3 ) dν = 0 except if λ 1 = λ 2 = −λ 3 . The announced conclusion follows.
We have the following description of the measure m: By Proposition 4.4, this is equal to
By linearity, the neighborhood U with the announced property exists when each h i , i = 1, 2, 3, is a finite sum of product functions of the type described above. The general case follows by a density argument.
Let ǫ > 0 be as in Theorem 4.1, and let U be the neighborhood of 0 in Z defined by Proposition 4.6 with ǫ/2 substituted for ǫ. Let χ be a non-negative continuous function on Z, such that χdθ = 1 , and χ(z) = 0 if z / ∈ U .
We keep the notation ǫ, U, χ in the sequel. By Proposition 4.2 and a density argument, we have (27) lim sup
Proof. If nα / ∈ U, then χ(nα) J 0 − J n = 0. If nα ∈ U, then by Proposition 4.6,
Since {nα} is uniformly distributed in Z, the averages of χ(nα) converge to 1, this gives (27).
4.5.
End of the proof. We have the following estimate of J 0 :
Corollary 4.9 (of Lemma 1.6).
J 0 ≥ ( gdν) 4 = ( f dµ) 4 .
Proof. Since 0 ≤ g ≤ 1, we have
Applying Lemma 1.6 to the probability space (Y, ν) with k = 3, X 1 = Y 1 × Y 2 , X 2 = Y 1 × Y 3 and X 3 = Y 2 × Y 3 , the announced conclusion follows.
We can now resume the proof of Theorem 4.1:
Proof of Theorem 4.1. By Corollary 4.9, it suffices to prove that the set E : = {n ∈ Z : I n > J 0 − ǫ} is syndetic. Suppose by contradiction that E is not syndetic. Then there exists a sequence of intervals [M i , N i ) whose lengths N i − M i tend to infinity and such that I n ≤ J 0 − ǫ for every i and every n ∈ [M i , N i ). Therefore
χ(nα) · ǫ for every i. Taking the lim sup of both sides, since the averages of χ(nα) converge to 1, we get that the lim sup of the left hand side of (28) is greater than or equal to ǫ. On the other hand, it follows from Corollary 4.7 and Lemma 4.8 that the lim sup of the left hand side of (28) is less than or equal to ǫ/2. We have a contradiction.
Proof of Theorem 1.2
Let (Y, ν, S) be the two-side ( )-Bernoulli-shift. This means that {0, 1, 2} is endowed with the uniform probability measure τ , and that Y = {0, 1, 2}
Z is endowed with the product measure ν = τ Z . The points of Y are written y = (y n : n ∈ Z) where y n ∈ {0, 1, 2} for every n. The shift map S is given by (Sy) n = y n+1 for every n. Since (Y, ν, S) is weakly mixing, the system (X, µ, T 1 , T 2 ) is ergodic. For (i, j, k) ∈ {0, 1, 2} 3 , let f (i, j, k) be defined by the following table: 2 ) be the l-times product system of (X, µ, T 1 , T 2 ), and A ′ be the l-times product of set A. Then the system (X ′ , µ ′ , T ′ 1 , T ′ 2 ) is ergodic and the set A ′ satisfies the announced property.
