Scalable document hashing and retrieval by Chappell, Timothy A.
Scalable Document Hashing and Retrieval
A THESIS SUBMITTED TO
THE SCIENCE AND ENGINEERING FACULTY
OF QUEENSLAND UNIVERSITY OF TECHNOLOGY
IN FULFILMENT OF THE REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
Timothy Chappell
Science and Engineering Faculty
Queensland University of Technology
2015

QUT Verified Signature
ii
Abstract
Document signatures are short binary strings used to represent text documents or other po-
tentially searchable objects in a search engine. They encode a small subset of the original
document; typically not enough for the document to be human-readable, but enough for
a search engine to use this signature in place of the original document when performing
searches.
Signature files, as a method of document indexing and searching, have historically pre-
sented inferior performance and other miscellaneous drawbacks compared to the inverted file
approaches which are used in state of the art information retrieval systems today [Zobel et al.,
1998].
Signatures, however, have not lost all relevance in information retrieval. Signature search-
ing has been shown to approach the performance of standard inverted file approaches in-
cluding BM25 [Geva and De Vries, 2011]. Additionally, with computational resources
and processing becoming further decentralised, the benefits of the embarrassingly parallel
indexing and retrieval approaches signatures offer become increasingly valuable.
The goals of this research include investigating the suitability of signature approaches
for various information retrieval tasks, from ad hoc retrieval to whole document and plagia-
rism detection methods, looking at the efficiency characteristics of signature generation and
searching, as well as determining how signature approaches nay be effectively scaled to large
collections.
Additional goals include exploring various methods of applying relevance feedback to
signature search to improve the quality of results. As the nature of signatures makes a flex-
ible range of queries available to the signature search engine, it is worthwhile investigating
whether these properties can be utilised in relevance feedback, which conceptually makes use
iii
of whole-document or passage queries, and has historically been performed utilising query
expansion to get around the fact that inverted file approaches scale poorly to long queries. A
second advantage held by document signatures in this area is that the initial signature search
provides a foundation for extremely efficient subsequent searches on the original result list,
while inverted file approaches do not.
This research takes a look at signature approaches as well as evaluation methodologies,
dealing with signatures from a software development point of view, utilising specialised hard-
ware features and parallel programming to make indexing and searching signature files more
efficient. Also investigated are the advantages document signatures have in the information
retrieval tasks of ad hoc search, document similarity search and plagiarism/duplicate sub-
document detection.
The research also looks into the use of and evaluation of relevance feedback approaches
as well as the theoretical underpinnings of document signatures and their relationship with
the vector space model and dimensionality reduction.
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Chapter 1
Introduction
Information retrieval deals with making it easier for users to extract the information they
need from a large collection of information sources. The definition of what a “user” is and
the format of the information may vary depending on the application, but the fundamental
concept still holds. Computer systems are very good at pattern matching by their nature, and
while it may take a human a considerable amount of time to locate a document that happens
to contain the information they need, a computer can easily scan an enormous amount of text
looking for user-supplied keywords. However, as the amount of information available grows,
even a computer may not be able to find information as quickly as a user might want. For
this purpose it makes sense to store extra information, organised in a way such that it can be
used to efficiently find the document the user is looking for. Many textbooks, for instance,
have an appendix known as an “index” that contains a list of terms used in the book and the
pages those terms appear on. A user that is looking for a book that talks about a particular
topic can therefore make use of such an index in order to quickly check those pages in order
to determine whether this is the book the user is after or not. An electronic equivalent of the
index can be similarly used by a computer system in order to quickly find a document for
a user. Building this index may still require scanning the entire collection; however, this is
a task that only needs to be performed once, after which it can be used to save time across
innumerable subsequent user queries.
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There are a number of different models for the sort of electronic index described, and his-
torically two competing models were the inverted file and document signature approaches [Zo-
bel et al., 1998]. The inverted file approach is most akin to the book index described pre-
viously, and generally consists of associating words that appear in a collection with the
documents that feature those words. While a typical book index usually only features special
terms, an electronic index can feature far more and makes performing a conjunctive query
simply a matter of looking up all the documents that appear in every query term’s index.
The document signature approach is different and consists of labelling each document with
a small fingerprint that can be used to encode the terms featured in that document, making
identifying these documents by their terms much more efficient than scanning the text of the
entire document.
The document signature approach does not appear to have any history before the advent
of electronic information retrieval; however, it does have a lot in common with a technique
used for the categorisation of edge-notched cards called Zatocoding [Mooers, 1947], where
multiple notches are used to encode a single topic onto a card, greatly increasing the number
of potential topics that may be used at the expense of introducing the possibility of false
positives. The document signature approach known as superimposed coding makes use of this
technique in a digital fashion, encoding the terms that appear in the document into a binary
signature that represents the document, allowing an efficient test to positively determine the
presence of a term in a document, albeit with a chance of false positives.
Ultimately, however, as data sizes continued to grow and the cost of storing and main-
taining inverted files continued to drop, directly accessing documents with matching terms
became far more compelling a prospect than needing to scan a signature for every document,
irrespective of how efficient the process is. There have been some refinements on the standard
signature approaches, but these were ultimately unable to beat inverted file approaches on
standard search tasks [Zobel et al., 1998].
Fundamentally, this research is about revisiting the use of document signatures to index
collections of data, looking at new developments and how signature models can be used in
modern information retrieval settings.
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1.1 Research goals
Principally, the aim of this research is to assess document signatures and how they fit into the
contemporary field of information retrieval. Part of the problem with the understanding that
signature file approaches are categorically inferior to inverted file approaches is that this has
lead to a dearth of new research with respect to signature files, meaning that their applicability
to many modern information retrieval tasks is poorly understood.
Primary goals of this research include:
• Producing an analysis of document signatures, with particular focus on the Topology-
Preserving Document Signature (TOPSIG) [Geva and De Vries, 2011] approach, look-
ing at the differences between this approach and traditional superimposed coding ap-
proaches.
Although conceptually similar, TOPSIG signatures perform much more competitively
in comparison to state-of-the-art inverted file methods than their superimposed coding
counterparts. This research will look at how both methods fit into the vector space
model and preserve enough information about the original document to make informa-
tion retrieval possible.
• Implementing a modular, extensible and highly efficient signature searching platform
that is available to the public and can be used as a basis for future research in this area.
While plenty of open source search platforms exist, none implement signature search-
ing approaches, which makes testing the feasibility of signature search approaches dif-
ficult, particularly with respect to performance testing, considering a high-performance
search engine must often be designed from the beginning with a particular focus on
computational efficiency. This research will look at developing a high-performance
platform for signature searching and the issues associated with its implementation.
• Developing a scalable approach for searching document signatures.
One of the original criticisms of signature approaches is their limited scalability. One
constant problem with signature-based search engines is that the search time increases
linearly with the collection size, which imposes problems with respect to using signa-
ture search approaches on Web-scale collections. This research will look at finding a
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solution to the scalability problem for document signature search.
Secondary goals of this research include:
• Producing an analysis of relevance feedback with respect to signature search.
Relevance feedback is a topic that is particularly apropos to signature approaches
due to the fact that queries tend to be naturally long (up to the full length of the
document) and as a result inverted file relevance feedback approaches need to make an
early term significance determination and determine an appropriate trade-off between
the number of terms in the query and the performance of the re-ranking step. As
both traditional relevance feedback and pseudo-relevance feedback approaches are
important information retrieval techniques it makes sense to assess their effectiveness
in relation to signature searching.
• Assessing various approaches to parallelisation and how they may be applied to boost
the performance of signature creation and searching approaches.
Parallelisation is essential for unlocking the latent performance of modern multi-core
systems; however, it can be difficult to get right. This research will look at issues that
arise when attempting to multi-thread the different algorithms involved in signature
search.
• Exploring the theoretical underpinnings of signature search approaches, how the dif-
ferent approaches are related and looking at the similarities and differences between
them.
• Investigating how Hamming distance, the metric used to measure how relevant results
are in signature search, correlates with similarity and looking at ways its properties can
be used in other search scenarios.
• Developing a method of performing scalable sub-document searching using signature
files.
1.2. STRUCTURE OF THESIS 5
1.2 Structure of thesis
This monograph is structured as a series of chapters, each of which covers a different topic.
While each chapter is designed for the most part to stand on its own, the chapters often build
on or refer to concepts introduced in previous chapters.
There are a total of 11 chapters in this monograph and the remaining 10 chapters are
discussed in the following sections.
Chapter 2: State of Existing Research
Chapter 2 looks at the current state of research into document signatures and related fields,
from early punched card categorisation systems to modern locality-sensitive hashing ap-
proaches. While there are a number of different approaches to document signatures, a number
of which seem to have been developed independently and took different paths to come to
similar conclusions, it is definitely possible to trace certain concepts used in signature search,
many of which were created for entirely different purposes. This chapter attempts to tie all of
the most prominent research together and show the different areas attention has been devoted
to over the years.
Chapter 3: Document Signatures
Chapter 3 reviews the theoretical underpinnings of document signatures, how they are searched
and the nature of the compromises that must be made between search efficiency and quality.
While the different document signature and locality-sensitive hashing approaches were often
developed separately and are justified in different ways, this chapter attempts to show how
they are derived from combining the vector space model [Salton et al., 1975] of information
retrieval with dimensionality reduction. The use of term weighting approaches used in
ranking algorithms are also shown to be effective at resolving the inter-term cross-talk that
results from the dimensionality reduction.
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Chapter 4: Software Implementation
Testing the effectiveness of signature approaches and working out ways they can be refined
requires the use of a software search engine; however, at the time of this research, there
were no publicly accessible fully-featured search engines that used signature files. While
some open source locality-sensitive hashing implementations were available, these were very
limited in capability and were found to be unsuited for general-purpose searching. This
research looks at addressing this issue through the creation of a new search engine, TOPSIG,
which is available as an open source search platform. Chapter 4 discusses the implementation
of the TOPSIG search engine, the design decisions associated with its development, the
modular structure and the approaches it takes in the indexing and searching of signature
files.
Chapter 5: Parallel Processing
Performance is an important consideration for modern search engines and one of the original
criticisms of signature file approaches was related to this. Technology has, however, moved
on since much of the original research into signature files was conducted, and multi-core and
multi-processor systems are now virtually ubiquitous. Chapter 5 looks into the indexing and
searching of signature files from the perspective of parallelism, as well as issues associated
with multithreading information retrieval tasks for performance reasons and in general how
to make optimal use of the available hardware.
Chapter 6: Evaluation and Refinement
Chapter 6 takes a look at document signatures from the view of how effective they are at
retrieving documents for users, more specifically within the realm of ad hoc search (that
is, searching for documents with short, user-supplied conjunctive text queries). While a
“vanilla” search engine implemented using the signature approaches described in earlier
chapters is capable of performing searches, the quality initially leaves a lot to be desired. This
chapter looks at how search engines are evaluated, as well as looking at different approaches
and refinements that can be implemented to improve the effectiveness of ad hoc signature
search. Some optimisations, while effective at improving results, come with side-effects
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such as an increase in memory usage or a reduction in signature searching performance, and
these are looked at with a view to determining whether certain compromises are worthwhile.
Chapter 7: Relevance Feedback
Chapter 7 looks at relevance feedback, the concept of using feedback from the user on the
usefulness of the results they have received thus far to return additional useful results to
the user. This chapter covers the evaluation of relevance feedback approaches considering a
prototype implementation of focused relevance feedback in TOPSIG.
Chapter 8: Document Similarity
Chapter 8 looks at document similarity; the ability to use document signatures as a proxy for
the original documents when making similarity determinations, as well as related tasks such
as the automated classification or tagging of new documents by topic, and how Hamming
distance correlates with document similarity and shared topics and tags.
Chapter 9: Inverted Signature Slice Lists
Chapter 9 looks at the inverted signature slice list (ISSL), a new approach to solving the
“Hamming distance problem” of scalability in signature searches. This chapter describes
the approach, its performance characteristics and limitations as well as how the approach
compares to other attempts to solve the same issues of signature scalability.
Chapter 10: Duplicate Sub-Document Identification
Chapter 10 looks at the use of document signatures for detecting duplicate sub-documents;
that is, passages of identical text appearing in two or more documents. This task is often used
in applications such as plagiarism detection. The chapter looks at the effectiveness of using
Hamming distance to determine instances of duplicate sub-documents, how its effectiveness
can be improved and the performance and limitations of TOPSIG with respect to this task.
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Chapter 11: Conclusions and Recommendations
Chapter 11 is the denouement to this monograph and consists of a summary of the research
performed, the contributions made during the course of this research and topics of interest
with respect to future research in this area.
1.3 Contributions
The primary contributions of this thesis are:
• An assessment of document signatures and their effectiveness, applicability and effi-
ciency across different situations. This is primarily covered in Chapters 3 and 6, but is
an underlying theme throughout the entire monograph.
• The TOPSIG open source signature search platform, which is a highly optimised and
fully-featured search engine capable of performing many different search tasks and is
usable both as a search engine in its own right and as a component of a larger system.
The platform is introduced in Chapter 4
• An approach for efficient whole-document nearest neighbour searching with signatures
that gets around fundamental scalability limitations inherent to locality-sensitive hash-
ing approaches. This is covered in Chapter 9.
Secondary contributions include:
• A relevance feedback evaluation platform that is capable of communicating with an
external server and exchanging topic and relevance information, and evaluating the
capability of compatible relevance feedback modules while maintaining the secrecy of
the collection characteristics. This is covered in Chapter 7.
• A detailed discussion and demonstration of parallel processing techniques with infor-
mation retrieval, the performance implications of locking and synchronisation and how
this affects the implementation of high performance information retrieval systems. This
is covered in Chapter 5.
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• An assessment of the literature showing how document signatures, locality-sensitive
hashes and Zatocoding are intertwined approaches with similar theoretical underpin-
nings.
• An examination of locality-sensitive hashing Hamming distances and how they corre-
late with document similarity and categorisation. This is covered in Chapter 8.
• An investigation into scalable sub-document nearest-neighbour searching and the ap-
plicability of document signatures for plagiarism detection tasks. This is covered in
Chapter 10.
1.4 Publications arising from this research
Chappell, T. and Geva, S. (2012). Overview of the INEX 2011 relevance feedback track. In
Focused Retrieval of Content and Structure: 10th International Workshop of the Initiative
for the Evaluation of XML Retrieval (INEX 2011), pages 269–277. Springer.
Chappell, T. and Geva, S. (2013). Overview of the INEX 2012 relevance feedback track. In
Focused Access to Content, Structure and Context: 11th International Workshop of the
Initiative for the Evaluation of XML Retrieval (INEX 2012). Springer.
Chappell, T. and Geva, S. (2013). Working notes for TopSig at ShARe/CLEF 2013. In
Working Notes for CLEF 2013 Conference, volume 1179. CEUR Workshop Proceedings.
Chappell, T., Geva, S. Nguyen, A. and Zuccon, G. (2013). Efficient Top-K Retrieval with
Signatures. In Proceedings of the 18th Australasian Document Computing Symposium,
pages 10–17. ACM.
Chappell, T., Geva, S. and Zuccon, G. (2015). Approximate Nearest-Neighbour Search with
Inverted Signature Slice Lists. In Advances in Information Retrieval: 37th European
Conference on IR Research, ECIR 2015, Vienna, Austria, March 29 – April 2, 2015.
Proceedings, pages 147–158. Springer.
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Chapter 2
State of Existing Research
There is a rich body of literature behind document signatures; the use of bit strings as an
indexing mechanism for document collections, their theoretical underpinnings, their effec-
tiveness at information retrieval and their performance characteristics. While their use in
modern electronic information retrieval systems dates back to the 1980s, the basic idea behind
them can be traced back to a mechanism used for the categorisation and retrieval of punched
cards. Also discussed are the performance issues inherent to this form of document indexing
and the research that has been conducted looking into ways of ameliorating or overcoming
this.
A different, but closely related area of research is that of locality-sensitive hashing, the
concept of creating binary hashes or digests of documents or other inputs in a way that
preserves the pairwise distances between different inputs hashed with that method, allowing
these hashes to be compared for similarity, not just equality. As with document signatures,
locality-sensitive hashing has similar performance and scalability when this technique is used
on large collections of inputs, and ways of avoiding distance computations between millions
or billions of pairs of hashes are of interest to researchers.
Another area that is looked at is relevance feedback, the concept of using feedback from
the user on the usefulness of the results they have received thus far to return additional useful
results to the user. Once again, there is a wealth of literature on this topic, covering the
classical query expansion and vector space query models where feedback is provided through
dichotomous classification, as well as more modern approaches and refinements such as finer-
grained feedback classification and the gathering of feedback through non-standard inputs.
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Other research topics include evaluation approaches for relevance feedback techniques, as
well as the use of pseudo-relevance feedback, a related concept that borrows from relevance
feedback approaches but can still be used even when actual user feedback is not available,
simply based on the assumption that the earliest returned results will be relevant.
2.1 Document representation
2.1.1 Signature files
The usage of signature files [Faloutsos, 1992] in the information retrieval space dates back to
the 1980s, when the declining costs of storage capacity coupled with ever-increasing amounts
of information to be searched [Larson, 1984] lead to a situation where it was desirable
to spend storage capacity to increase the performance of full text searches on document
collection.
The core idea behind signature indexing is to store a proxy representation of the search-
able collection, with documents in the original collection reduced to ’signatures’ in the proxy
collection. These signatures act as digests or hashes for the original document, but also need
to be constructed in a way that allows searches that are partial and approximate.
Partial searching
Search queries are usually subsets of the documents they are supposed to match. For
example, a search query of “The quick brown fox” should match a document containing
the text: “The quick brown fox jumped over the lazy dogs.”
Approximate searching
It is usually desirable that documents that do not precisely match the search query
are returned. For example, while the search query “The fast brown fox” may not
be a subset of the document “The quick brown fox jumped over the lazy dogs,” the
semantic meanings are identical and a user searching with this sample query could
reasonably expect to see the sample document returned. Hence, a suitable hashing
algorithm should allow for a sufficient degree of error so as to catch these cases.
Faloutsos and Christodoulakis [1984] discuss a number of ways of storing alternate rep-
resentations of collections to enable more efficient searching, including through the use of
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document signatures. They discuss two techniques in their 1984 paper: word signatures and
superimposed coding.
2.1.2 Word signatures
The word signatures approach, as also described by Larson [1984], involves hashing each
term in the document to a binary string. These binary strings are then concatenated to form
a signature for the given document. If the documents contain a variable number of words,
as is the case for most text collections, the signatures themselves are also variable length.
(Algorithm 2.1)
Algorithm 2.1 Pseudo-code algorithm for word signature generation
1: for all documents ∈ collection do
2: for all word positions ∈ document do
3: document signature[word position]← hash(document[word position])
4: end for
5: end for
Searching these word signatures is performed in a similar way to traditional full-text
searching. The terms that make up the query signature are hashed together and the word
signatures that make up the document signature are scanned, with each correct comparison
improving this document’s rank in the search results. (Algorithm 2.2)
The efficiency advantages of this approach (when compared with full-text searching)
primarily come from two factors: moving the text parsing effort from the search engine
to the signature indexer (where it only needs to be performed once per document instead of
once per document per search) and reducing the amount of data that needs to be compared
(as the binary representation of a term would ideally be much shorter than the term itself).
Text parsing in particular is an inherently slow activity due to the fact that different terms
can occupy a variable amount of space, inhibiting the effectiveness of vectorisation and other
optimisations essential for efficient execution.
2.1.3 Superimposed coding
Superimposed coding is a more advanced method, also described by Faloutsos and Christodoulakis
[1984]. It can be traced back to a technique called Zatocoding [Mooers, 1947], which was
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Algorithm 2.2 Pseudo-code algorithm for word signature searching
1: for all word ∈ query do
2: query signature[word position]← hash(word)
3: end for
4: for all document signatures ∈ collection do
5: for all word positions ∈ document do
6: if document signature[word position] ∈ query signature then
7: score[document]← score[document] + 1
8: end if
9: end for
10: end for
used for the organisation of edge-notched cards in card files.
Edge-notched cards were introduced as a means of finding cards of particular subjects in a
card file. Through the use of notches on the sides of the cards, the cards could be categorised
and finding all the cards that match a particular set of topics was simply a matter of selecting
those cards that had a particular set of notches. One downside to this approach is that the
number of different subjects that can be recorded is limited to the number of notches that can
be physically placed on the card. A binary encoding system, while capable of increasing the
number of subjects that cards can appear under, would remove the ability to store multiple
subjects per card. The traditional system is an inefficient encoding, as while it allows a given
card to be filed under any possible combination of subjects, in most cases a card will only
need to be filed under a small number of subjects. In these cases most of the notched positions
are wasted on a typical card.
Zatocoding is a technique introduced by Mooers [1947], and the principle idea behind this
technique is that a particular subject is represented by multiple notches in different positions
on the card. These positions are chosen randomly [Mooers, 1951], with the only restriction on
their selection being that every subject has a unique pattern. For a card to match a particular
topic, the card must be notched in all of the positions marked by that topic. A different topic
would be represented by a different set of notches, and while some of those notches may
overlap with the other topic’s notches, this would not cause a false positive.
The use of multiple notches per topic heavily increases the number of potential subjects
that the card file can be categorised into. For instance, consider a card with n positions
available for notching. With the traditional approach, this card file would only be able to
code cards into n different categories, while with Zatocoding, n!
r!(n−r)! different categories
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can be coded, where r is the number of positions available for notching and r is the number
of notches used per category. For instance, with a 10 position card, 3 notches per category
means a total of 120 topics can be used.
Zatocoding can lead to false positives. False positives occur when a combination of
categories on a single card sets the right notches such that it appears that another category
has been notched. The more positions that are notched (up to n
2
), the greater the number of
categories that can be coded with this system, but also the greater the likelihood of false pos-
itives. Zatocoding was designed for the machine-processing of edge-notched cards [Mooers,
1956] and was a technique with unparalleled efficiency at the time.
Algorithm 2.3 Pseudo-code algorithm for superimposed coding signature generation
1: for all documents ∈ collection do
2: for all word positions ∈ document do
3: document signature← document signature ∨ hash(document[word position])
4: end for
5: end for
The superimposed coding approach to document signatures combines Zatocoding tech-
niques with the word signatures approach. As with word signatures, the terms that appear in
a given document are individually hashed into different patterns of bits. However, rather than
being concatenated together to form a document signature, the word signatures are instead
superimposed on top of one another, with the resultant document signature being the bitwise
union of the comprising word signatures.
In this way superimposed coding for document signatures is essentially Zatocoding used
to index documents by the terms they contain, rather than the categories they are a part of.
The reason Zatocoding works is because, out of the many potential subjects a given card
could cover, in practice a given card is typically only categorised under a certain number of
them.
For this same reason superimposed coding works for documents; a given document will
only contain a small portion of the possible terms that make up the vocabulary of the language
the document is written in, as per Zipf’s law [Zipf, 1949].
To determine if a query matches this signature, the terms of the query simply need to be
encoded in the same way. The 1 bits in the resultant query signature can then be compared
to the 1 bits in the document signature. If all the query signature 1 bits are matched by 1
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Algorithm 2.4 Pseudo-code algorithm for superimposed coding signature searching
1: for all word ∈ query do
2: query signature← query signature ∨ hash(word)
3: end for
4: for all document signatures ∈ collection do
5: if document signature ∧ query signature = query signature then
6: score[document]← score[document] + 1
7: end if
8: end for
bits in the document signature, the query most likely appears in that document. Less-perfect
matches can be identified by the presence of a smaller number of matching bits.
The approach used here; generating a bitwise union of hashes to allow matches against
any hashed item; is known more generally as a Bloom filter [Bloom, 1970], a common
algorithm used in associative data structures, particularly ones for which most lookups fail.
By using a Bloom filter, these data structures can very quickly determine that a given
lookup will not return any results. In the case of a false positive, the only loss is that the more
expensive full lookup is needed to definitively determine that the associated object does not
exist. This principle is utilised to make use of the Bloom filter for information retrieval. As
most documents can be expected to lack the queried terms (providing proper stopping is done
so that terms like ’the’ or ’a’ that appear in every document are not included) the rationale
behind using the Bloom filter is that these documents can be efficiently discarded while the
remaining documents are searched more exhaustively to definitively determine whether the
terms appear or not (as well as applying other query constraints, such as phrase matching,
word proximity etc.
The most notable outcome of the superimposed coding approach is that the document
signatures are the same length as the term signatures. While using word signatures to encode
a 1000-term document will require generating a document signature twice as long as that
of a 500-term document, the superimposed coding signatures will all be the same length. A
constant signature size makes signature searching a more vectorisable process, as pipelines or
threads looking at one signature do not need to know anything about the previous signatures
to handle the current one.
The individual searches are also more efficient with the superimposed coding approach.
The document can be searched for instances of the query string simply by counting the
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number of bits that overlap between the two. On modern hardware this can be performed
with two operations (bitwise AND and population count [Reina, 2014, p. 3]) per data word.
Searching with superimposed coding signatures does, however, require that all of the
signature data in the collection be processed with each search query, which means that
irrespective of the efficiency of the signature searching algorithm, performance would still
be limited by factors like memory bandwidth and the approach would be limited in how
effectively it can scale to large collections. Roberts [1979] takes advantage of the fact that
an ad hoc query will only need to consider certain bit positions and stores the signature data
in slices of bit positions, such that a search query only needs to read and process those slices
that it will make us of.
The main disadvantage of the superimposed coding approach comes from the fact that,
like the Bloom filter, it has a propensity towards generating false positives. While false
positives can arise in the word signatures approach due to two (or more) terms hashing to the
same binary signature, superimposed coding can result in false positives simply because the
collective sum of the other words in the document happen to hit the same bits as a potential
search term that does not appear in the document at all.
The likelihood of this happening increases as the length of the document (and hence
the number of terms in the document) increases. This necessitates the use of larger term
signatures and creates a performance-accuracy trade-off; larger signatures taking longer to
search and requiring more storage capacity, and shorter signatures causing more false posi-
tives and hence increasing the number of documents that need to be comprehensively (full-
text) searched. Faloutsos and Chan [1988] got around this problem by dividing the original
documents up into logical blocks of a fixed number of terms before creating document
signatures from them. These logical blocks were sized based on the signature length and term
signature density, such that the generated document signatures have an average density of
50%, which has been shown to be the most effective density for retrieval with superimposed
codes [Kent et al., 1990].
Due to the propensity for false positives to appear when superimposed coding is used, it
was standard practice [Faloutsos and Christodoulakis, 1984, Ishikawa et al., 1993] to perform
a more expensive and exact search on matching documents to weed out these erroneous
results, utilising the document signatures more as a filtering mechanism than as a typical
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search index.
2.1.4 Drawbacks of signature file approaches
Compared to competing document indexing approaches, the signature approach described
by Faloutsos and Christodoulakis [1984] has a number of downsides. Zobel et al. [1998]
compared the use of superimposed coding signature files with inverted file [Harman et al.,
1992] indices and found the former to be inferior for ad hoc information retrieval purposes.
Ad hoc information retrieval refers to information retrieval performed using queries;
typically strings of text that should be present in the documents returned by the search
engine. This term distinguishes this form of information retrieval task from other forms
such as document similarity and nearest neighbour tasks.
The drawbacks to the superimposed coding approach to signature storage are many and
make signatures less useful compared to inverted file approaches as Zobel et al. [1998]
discuss. Many of the advantages offered by these signatures are negated by the greater storage
and processing requirements needed to reach performance parity with inverted files.
Signature representations of files have also been used for purposes other than information
retrieval. Similarity hashing is a process by which a file is reduced to a signature of reduced
size that maintains the structure of a file in a way that two document signatures can be
compared for similarity in content even though the content cannot be reproduced from the
signature. An example of this discussed by Manasse [2004] is shingling, where overlapping
sub-sequences of a document are hashed and a signature is created by concatenating the n
lowest unique hashes. These signatures can then be compared, the similarity of the signatures
approximating the similarity of the documents. The downside is that these signatures are of
limited use for searching as they would only be suitable for searching for strings shorter than
the overlapping sub-sequences used and even then would have a high chance of false positives
(where other sub-sequences in documents hash to the same value) and false negatives (where
the hash in question does not appear in the signature because its numerical value is too high.)
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2.1.5 Topological signatures
Topology preserving document signatures [Geva and De Vries, 2011] are a refinement on this
approach. Instead of working in the same way as a bloom filter, which result in many false
positives but no false negatives, the signatures contain a vector space representation [Salton
et al., 1975] of the document collection. In its most basic form, this would mean each signa-
ture would require one bit for every possible term in the vocabulary. These signatures then
function as a co-occurrence matrix with columns representing terms and rows representing
the documents they are found in. A search would then consist of searching the matrix for rows
that have bits set for the matching terms. This approach would not result in false positives or
negatives as each term is isolated; however, this is not feasible for the very large vocabularies
most document collections use.
Algorithm 2.5 Pseudo-code algorithm for TOPSIG generation
1: for all documents ∈ collection do
2: for all word positions ∈ document do
3: document vector← document vector + hash(document[word position])
4: end for
5: for all component ∈ document vector do
6: if document vector[component] ≤ 0 then
7: document signature[component]← 0
8: else
9: document signature[component]← 1
10: end if
11: end for
12: end for
For storage purposes, dimensionality reduction is necessary to limit the signature sizes.
Sahlgren [2005] discusses the drawbacks of traditional dimensionality reduction (such as
singular value decomposition (SVD), as described in use for this purpose by Deerwester
et al. [1990]) approaches when applied to such large co-occurrence matrices. Sahlgren’s
approach, referred to as random indexing, involves reducing terms down to a number of bit
positions with signs (positive and negative.) These term signatures are then added together
and flattened into a binary representation to produce a dimensionality-reduced co-occurrence
matrix. The query is then flattened into a query signature of the same length and compared,
bit-for-bit, with each of the document signatures. While both false positives and negatives
can occur with this approach, the signatures nonetheless present a statistically close enough
match with the original term vector matrix to be useful for searching even without referencing
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the original file.
Topology-preserving document signatures addresses many the drawbacks of signature
approaches covered in Zobel et al. [1998] by presenting a technique that is able to compete
with state of the art inverted file approaches such as BM25 [Geva and De Vries, 2011] while
keeping their unique benefits signature files enjoy such as efficient storage and inherently
parallelisable indexing and searching.
Algorithm 2.6 Pseudo-code algorithm for TOPSIG searching
1: for all word ∈ query do
2: query vector← query vector + hash(word)
3: end for
4: for all component ∈ query vector do
5: if query vector[component] ≤ 0 then
6: query sig[component]← 0
7: else
8: query sig[component]← 1
9: end if
10: end for
11: for all document sig ∈ collection do
12: score[document]← score[document] + distance(document sig, query sig)
13: end for
2.2 Locality-sensitive hashing
One important way in which topological signatures are distinct from signatures generated
through superimposed coding is that, rather than just simply acting as a filter, topological
signatures also function as a locality-sensitive hash for the document they index.
A hash function is a function that takes an arbitrary input object; for example, a text
string; and produces a binary string (known as a hash) of a fixed length. A standard property
of hash functions is that the same input will always produce the same hash, while different
input is almost certain to produce a vastly different hash. These binary strings can be much
smaller than the original inputs, so comparing them for equality may be much faster.
Hash functions are frequently used in applications such as error checking where it is
desirable for a given hash function to exhibit a behaviour called avalanche, where similar
(but not identical) inputs produce very different hashes. This provides a number of benefits,
one of which is that small variations (as, for instance, can sometimes occur with memory
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errors) in content stand out clearly when making a visual comparison of the hash values.
Another benefit of avalanche is that, when the two source pieces of text do not match, there
is no way of drawing any other information from their hash values; it is generally not feasible
to create an input that hashes to a particular value other than trying to hash many different
inputs and comparing them each time; the input cannot simply be adjusted to make the hash
match more closely. This property is extremely important for hashes used in cryptography.
It is another type of hash, the locality-sensitive hash, that has certain properties that make
it useful for information retrieval tasks. A locality-sensitive hash exhibits a property very
different to avalanche; when such a hash function receives two slightly different inputs, the
resultant hashes will only be slightly different, if not identical. This makes them appropriate
for tasks in which it is desirable to find close matches in addition to exact matches.
Locality-sensitive hashing was introduced by Indyk and Motwani [1998] as a solution
to the curse of dimensionality that makes tasks like nearest-neighbour search problematic
in high-dimensionality spaces. In the vector space model of document representation, a
representation which was pioneered by Salton et al. [1975], documents are represented as
vertices in nD space, where n is the number of terms in the vocabulary. The document
vertex’s position in this space is based on the term frequency of those terms; an an example,
in a collection where the vocabulary is "red", "blue" and "apple", the document
"red apple" might be represented by a vertex at point (1, 0, 1), the three dimensions
each representing one of the vocabulary terms ("red", "blue", "apple").
Nearest-neighbour searching is the task of finding the vertex or vertices that is nearest
to a given position; this problem is often defined as “k-nearest neighbour”, and covers
finding the k closest vertices to a particular location. The basic problem associated with
this task is that the naı¨ve solution of comparing every vertex with the specified position is
inefficient. As a result, many solutions to the nearest-neighbour problem attempt to find ways
of performing this task more efficiently. In low-dimensionality spaces there are numerous
ways of reducing the workload associated with this task. In 2D space, for example, the
plane could be divided into a grid, with a list associated with each cell of the grid recording
the vertices that fall within it. A algorithm for finding the nearest-neighbour could then
simply consider vertices in the same cell as the search position first, then check adjacent cells
etc. before needing to check to check the rest of the points. Alternatively, a suitable data
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structure, such as a quad-tree, could be used to partition down the collection, allowing the
nearest-neighbour of a position to be found simply by traversing down the tree as though
that position was being added to the tree. These and other typical solutions, while effective
in low-dimensionality spaces, become more expensive as the dimensionality of the space
increases and practically worthless when the dimensionality is as high as the vocabulary count
of a typical document collection. This phenomenon of the difficulty of nearest-neighbour
searching in high-dimensionality spaces is known as the curse of dimensionality. Locality-
sensitive hashing is a method of reducing the space’s dimensionality to a more practical
range while still preserving the pairwise distances between vertices in this space. Gionis
et al. [1999] found that, through locality-sensitive hashing, high-dimensionality similarity
searches of images could be performed with an error rate comparable to that when utilising
the Sphere/Rectangle-tree [Katayama and Satoh, 1997], another technique used for searching
high-dimensionality spaces, at a much greater speed.
One instance of an application for locality-sensitive hashes is to use them for the purpose
of eliminating duplicate pages when creating a collection of documents by crawling the Web,
as such contain no additional information and will hence consume extra space unnecessarily.
Because comparing a newly-downloaded web page to every web page downloaded so far
could be very expensive, it may be desirable to hash them to make these comparisons faster.
In the context of building a web collection, two pages that only differ very slightly (for
instance, in title or metadata) are still for all intents and purposes duplicates, meaning that
any such hash function should match these as well. A locality-sensitive hash function could
be tuned to match sufficiently similar documents to either the same hash or to hashes that
are extremely close, making it possible to remove these from consideration early on. Manku
et al. [2007] found that using 64 bit locality-sensitive hashes and counting signatures that
were within 3 bits of each other as near-duplicates was an effective method of automatically
detecting and removing these duplicates while web-crawling.
This approach can be extended to the more general problem of determining how similar
two searchable objects are. The similarity between two locality-sensitive hashes approx-
imates how similar the objects the hashes were generated from are. This similarity can
be measured using a measure known as Hamming distance [Hamming, 1950], which is
essentially the edit distance between two binary strings; the number of bits that need to be
changed to transform one string into another.
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Creating document signatures that can be compared for similarity with a Hamming dis-
tance calculation is a well-established use of locality-sensitive hashing. Broder’s Minhash
[Broder, 1997] is one example of a locality-sensitive hashing algorithm that was used suc-
cessfully in the AltaVista search engine [Broder, 2000] for the purpose of discarding duplicate
documents. Simhash [Sadowski and Levin, 2007], a more recent locality-sensitive hashing
approach introduced by Charikar [2002], has also been successfully used in this area, includ-
ing by Manku et al. [2007].
This has upsides and downsides; topological signatures introduce a potential for error that
does not exist with superimposed signatures. While superimposed coding can only generate
false positives, topological signatures can generate both false positives and false negatives.
Due to both this and the fact that topological signatures are generally used for the entire
retrieval process rather than simply to cull the set of documents that have to be searched
in full, false negatives mean that a document is missed entirely, while false positives can
fill the top-k list with incorrect results. By comparison, with superimposed coding the only
downside to false positives is the fact that the search will take longer as fewer documents are
culled.
While it is most common for locality-sensitive hashes to be created from documents for
the purposes of text searching and similarity, another common use for them is as a means
of image representation. Any input can be converted to a locality-sensitive hash providing
it can be represented as a feature vector; as a result, a popular approach is to create a hash
from an image after performing feature extraction. Ke et al. [2004] made use of the locality-
sensitive hashing algorithm described in Gionis et al. [1999] to hash image features in order
to efficiently find copies of images, including cases where images have been modified. Chum
et al. [2008] found success using Broder’s Minhash [Broder, 1997] for similar purposes.
2.2.1 Comparison with document signatures
While, in certain contexts, the terms document signature and locality-sensitive hash can be
used interchangeably, it is worth addressing precisely what the two terms mean. Locality-
sensitive hashes are not necessarily document signatures and document signatures are not
necessarily locality-sensitive hashes. These differences arise due to the fact that the two
approaches are used in different areas; locality-sensitive hashing approaches are designed
24 CHAPTER 2. STATE OF EXISTING RESEARCH
to work effectively for scenarios such as near-duplicate detection and k-nearest neighbour
tasks, while document signatures are typically modelled around more traditional information
retrieval tasks, such as query-based search. This distinction grows muddier when approaches
like Geva and De Vries [2011] are considered, where the resulting document signatures can
be utilised in both contexts. In general, however, for locality-sensitive hashing, being able to
calculate the Hamming distance between two locality-sensitive hashes in order to determine
the similarity between the two original objects is the most important task, while for document
signature approaches the ability to use the underlying signatures to retrieve results based on
keyword search with high recall and precision is considered the most important factor.
2.3 The Hamming distance problem
The main limiting factor in the scalability of k-nearest neighbour search is that, although
Hamming distance computations can be performed extremely quickly (on modern hardware,
this typically involves a bitwise exclusive-or instruction followed by a population count
instruction [Reina, 2014, p. 3] followed by an add instruction for each word of the two
signatures) the execution time required to perform these computations over millions of signa-
tures quickly adds up when dealing with web-scale collections. Manku et al. [2007] referred
to this as “the Hamming distance problem”. Solutions to the Hamming distance problem
are typically probabilistic and introduce a level of inaccuracy that is often tunable inversely
with the query speed. Other solutions are guaranteed to be accurate, but only for nearest
neighbours within a certain radius (that is, within a Hamming distance of n bits from the
query.)
One example of a radius-limited similarity search approach is Reina [2014], who made
use of locality-sensitive hashing in conjunction with a hash table and bitwise trie1 to make it
possible to traverse to bitwise-adjacent signatures.
Broder [2000] found that, when using Minhash [Broder, 1997], storing the hashes of
each item in sorted order made searching an entire collection for pairwise near duplicates an
O
(
n log n
)
task as opposed to an O
(
n2
)
task, an efficiency improvement that, together with
the fact that only exact matches were required, made removing duplicates from a 200 million
1A trie is a data structure that is also known as a prefix tree.
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document collection feasible.
Sood and Loguinov [2011] makes use of the probabilistic nature of Simhash [Sadowski
and Levin, 2007] to perform fuzzier searches without needing to scan the entire collection. In
the field of image searching, Chum and Matas [2012] make use of an optimised Minhash ap-
proach in conjunction with stopping before hashing all features and inverting the minhashes
to allow for constant-time lookup.
Another way of reducing the number of signatures that need to be searched, as used by
Sacks-Davis and Ramamohanarao [1983], is to group signatures into blocks and generate
block signatures that represent the entire block. This process can be used effectively with
superimposed coding signatures; as described before, superimposed coding signatures only
indicate when a particular document does not match the query, rather than when one does. As
a result these block signatures can be used to reduce the number of comparisons performed
entirely without error, as the block signatures are simply the result of combining all the
document signatures with a bitwise OR instruction. Depending on how well the blocks are
partitioned, this can greatly benefit performance; however, there are problems associated with
using a method like this with topological signatures.
It is generally not possible to create a single signature that represents a group of topologi-
cal signatures perfectly. One potential alternative is the creation of a signature that represents
the midpoint of a cluster of documents. These cluster signatures could then be searched in
an initial pass, and then the documents that belong to those clusters that came close enough
to the original query can be searched in the second pass. Again, the effectiveness of this
approach would largely come down to how well the documents can be clustered; they would
need to be very tight cluster groups for the approach to work effectively.
2.4 Relevance feedback
Portions of this section were published in the paper Overview of the INEX 2011 relevance feedback
track [Chappell and Geva, 2012], which was published in Focused Retrieval of Content and Structure,
pages 269–277. Springer, 2012.
Relevance feedback is an approach that seeks to improve the precision of future results
provided to the user through soliciting feedback from the user as to whether the results that
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have already been provided to the user were useful or not. Through application of this
information, the system can make an attempt to improve the query results. [Harman, 1992]
Rocchio and Salton [1965] proposed an early form of relevance feedback as part of a
set of recommendations into improving the effectiveness of information retrieval systems,
some of which were incorporated into the SMART retrieval system [Salton, 1971]. The form
of relevance feedback they proposed involved the user giving the system an initial search
query and retrieving a set of results. The user would then look at the query results and mark
documents as being either relevant or not relevant. On submitting this information back to the
system, the system would then refine the initial query, adding search terms from the relevant
documents, ostensibly giving greater weight to documents that share similarities with the set
of relevant documents and lesser weight to documents that share similarities with the set of
irrelevant documents.
Rocchio [1971] refined this approach by performing this query expansion in the vector
space model [Salton et al., 1975], rather than the boolean model that user-provided queries
typical occupy by default. The main differences between the two approaches are that:
• Vector queries can be weighted [Buckley, Chris and Salton, Gerard, 1995], while
boolean queries cannot.
• Boolean queries are more flexible, allowing the user to specify conjunctions, disjunc-
tions and negations, while vector queries do not (although vector queries can feature
negative weights).
In a typical user search scenario, the user provides an unweighted query vector, which
is then matched against weighted documented vectors in the collection. This is because a
document, especially one that is part of a larger collection, contains a wealth of context that
can be used to determine the relative value of different terms. By comparison, a query does
not usually have any such context to draw from, making it meaningless to weight the terms
in the query, unless the user is asked to weight the terms themselves [Salton et al., 1983].
Relevance feedback, however, can be used to formulate queries that do have context; they
have the context of the documents that were marked relevant to draw from. The concept
of using this information to weight the relative value of terms in the expanded relevance
feedback query is known as the probabilistic model[Salton and Buckley, 1990]. Harman,
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Donna [1992] found that the effectiveness of the probabilistic model was highly dependent
on the nature of the collection.
Relevance feedback is typically provided directly by the user through some user interface
mechanism, such as marking the result as relevant or not relevant after viewing it. Schenkel
and Theobald [2005] uses a finer-grained model for relevance specification for XML search
by allowing the user to specify an XML element to mark as relevant or not relevant, allowing
the user to exercise additional control over the results. Kelly and Belkin [2001] investigated
other, more implicit forms of gathering relevance feedback from the user, gleaning this
information based on how the user interacts with the accessed documents rather than asking
the user directly.
2.4.1 Evaluation
Of great importance to the task of comparing different methods of ranking and retrieval is
having a standard, systematic way of evaluating the results so that it can be empirically
claimed that, for the given test collection, one particular method is better than another.
Ruthven and Lalmas [2003, p. 109] describe two metrics; precision and recall; typically
used to evaluate the quality of information retrieval systems. Recall representing the por-
tion of relevant articles returned, precision representing the ratio of relevant documents to
irrelevant documents returned by the system. Systems are typically compared in terms of
average precision at various levels of recall; for example, the level of precision at 10% recall
(meaning after 10% of relevant documents have been returned), 20% recall and so on. The
mean precision over all recall points can then be calculated to compare two different systems.
Ruthven and Lalmas [2003, p. 111–112] also describe alternate evaluation methods suited
for relevance feedback, to counter the effect where the documents marked as ’relevant’ are
pushed to the top of the document ranking, artificially raising the mean precision of the
results. Those alternative evaluation methods include:
Freezing where the initially top-ranked documents are frozen in place and the relevance
feedback system used to rerank the remaining documents, the precision/recall evalua-
tion conducted on the entire document set.
Residual ranking where the top-ranked documents, after being used to train the relevance
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feedback system, are removed from the document set before evaluation.
Test and control groups where the document set is partitioned into two equal groups, the
first used to train the relevance feedback system and the second used to evaluate the
system.
One subject of difficulty when it comes to systematically evaluating relevance feedback
engines is how to simulate a user providing feedback to the search engine. In the TREC
2008 Relevance Feedback track [Buckley, 2008] this was done by providing users with a
number of qrels (query relevance judgements) files for each run category, which ranged
from relevance judgements being provided for 1 document to a large number (40-800) of
documents. This information was provided in advance and therefore did not take into account
which documents each system returned first without relevance feedback. The goal of the task
was therefore to show how effectively different information retrieval systems could make use
of the advance knowledge that some documents were relevant and some were not relevant in
order to provide better results, rather than to provide a true simulation of a relevance feedback
system.
An alternative evaluation model and example implementation in a signature search engine
is covered in Chapter 7. In this implementation, a variation of residual ranking is used where
each document is removed from the set and added to the final ranking as it is evaluated. This
is to reflect the increased interactivity of the focused relevance feedback approach, where a
user will evaluate documents as he/she sees them and will have a better experience if more
relevant documents are seen earlier rather than later. The trec eval [Buckley, 2004] and
inex eval [Geva et al., 2009] tools are used to calculate the precision/recall table and
mean precision values, used for comparing different algorithms. These are the tools used
by the TREC and INEX conferences respectively for the comparative evaluation of ranking
algorithms.
2.4.2 Pseudo-relevance feedback
The use of relevance feedback requires, in order to elicit feedback in the first place, an actual
user to provide said feedback. This limitation has certain implications for the situations in
which relevance feedback can be used:
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• An increase in the amount of effort required from the user in order to interact with the
search engine.
• Systems that make use of relevance feedback can only be used in the context of manual
queries and cannot be used for automatic processing.
This precludes the use of and limits the effectiveness of using actual relevance feedback in
many situations. However, even in cases where user feedback is not available, some aspects
of the relevance feedback approach can be used by making the often reasonable guess that
the first results returned to the user will be the ones the user wanted anyway and making use
of that information as if it were actual feedback provided by the user. This technique is often
referred to as pseudo-relevance feedback.
The actual origin of this approach is difficult to trace, but in one of the earlier examples of
pseudo-relevance feedback being effectively applied, Buckley et al. [1993] found that making
use of the SMART system’s relevance feedback implementation, even in a fully automatic
setting, was capable of improving search quality at TREC. The main factor affecting how
well pseudo-relevance feedback will work is the level of confidence that the earliest results
will in fact be relevant to the user. If they are not, pseudo-relevance feedback can easily cause
results to deteriorate. [Buckley et al., 1995]
The use of pseudo-relevance feedback in conjunction with signature files appears to be a
new approach and is covered in more detail in § 6.2.7 (page 193).
2.5 Summary
Document signatures were originally developed to make it possible to perform full text
searches on documents without the memory use and processing time that would normally
entail. By replacing the terms in a document with pseudo-randomly generated word signa-
tures that function as hashes and uniquely identify each term, the expenses of text parsing
are avoided and terms can be compared to each other simply by comparing their signatures,
which will generally be less than a data word long. These signatures will often be a good deal
shorter than their full text counterpart and can therefore be stored and searched as a shadow
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copy2 of the collection, potentially on systems that do not individually have the capacity to
store the full-sized collection.
A refinement on this approach called superimposed coding was developed to take advan-
tage of the fact that the order of terms in a document does not matter with typical queries.
By superimposing all the word signatures on top of each other, a document signature can be
created that would match if any of the word signatures were compared to it with a bitwise
AND operation. To avoid these document signatures quickly becoming overwhelmed if there
were more than a couple of terms in the document, the size of the signatures was increased
and the bit density of the word signatures was decreased, to the point where each word
would only set a few bits in the final document signature. With this approach, the search
query could be combined from the word signatures of the search terms in the same way and
documents searched simply by combining the query signature and the document signature
with bitwise AND. This vastly improved retrieval efficiency comes with the cost of false
positives occurring. As a result, superimposed coding was used more to filter the collection
before more expensive and precise searches were performed on the remaining results.
The superimposed coding approach has a close resemblance to an earlier approach used in
the categorisation and searching of edge-notched cards known as Zatocoding, which sought to
encode more topics into card edges than there were positions available to notch. By notching
a number of different bits a wider range of different topics could be identified, at the cost of
occasional false positives appearing during retrieval, like with superimposed coding.
Due to the fact that queries tend to be much shorter, and hence their generated queries
much less dense than the document signatures they are compared against, it was realised that
comparing the entire query signature with the entire document signature was an unnecessary
expense. A refinement to take advantage of this was to store the signature in slices of all the
bits from all the signatures at each bit position. As a result, if a given query only needed to
analyse 3 bit positions, it would retrieve those 3 blocks and scan them, ignoring the rest of
the collection. This refinement is known as the bit-sliced signature approach.
Topological signatures present a way of improving on the performance of superimposed
coding signatures, and share attributes of both document signatures and locality-sensitive
2In this context, a shadow copy of a document collection represents a more limited view of that collection
and must be updated when the original collection changes, but can be used as a proxy for the purposes of
searching.
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hashes. Locality-sensitive hashes have the property of hashing similar inputs to similar
hashes, resulting in hashes that can be compared for similarity with a simple Hamming
distance operation. Locality-sensitive hashes are generally smaller than the inputs they en-
code, and as a result can be much more efficient to search, making them useful for searching
a collection for similar documents, images or any other input that can be encoded with a
locality-sensitive hash. These can be used for culling near-duplicates in web crawling, for
performing reverse image lookups3, for finding documents that are related to the document
the user is currently reading and other various tasks.
Sufficiently large collections, however, can cause problems when a typical retrieval sce-
nario requires every hash in the collection to be compared against a particular hash. This
is typically known as the “Hamming distance problem”. As a result there are various ap-
proaches used to avoid an excessive number of Hamming distance computations, such as
querying adjacent positions, encoding to adjacent positions during hashing, creating multiple
hashes and encoding to the minimum-valued hash to increase the likelihood of a match
occurring.
The ability of signature files to handle both ad hoc and whole-document queries makes
it potentially usable in a number of unique ways that have not previously been explored.
One of these is relevance feedback, a search task in which sentence, passage and document-
sized queries can all be equally valid. Relevance feedback is used to boost the retrieval
effectiveness of user searches by soliciting information from the user on what information
they find useful. If the user indicates that a particular document is useful, terms that appear in
that document can be added to the query. This allows the search system to obtain additional
information about the user’s intentions that were not fully communicated to the system
with the original query. Performing query expansion in the vector space model can be
used to weight the query that is generated from user feedback, making approaches such as
probabilistic feedback weighting possible. In cases where user feedback is not available,
relevance feedback approaches can still be used simply by making the often reasonable guess
that the first results returned to the user are relevant. While feedback gathered in this manner
does not provide additional information about the user’s intentions, it does make it possible
for the system to discover implicit connections between related documents and find other
useful results in this way. This technique is known as pseudo-relevance feedback and can be
3Searches for images utilising another image as a query.
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reasonably effective in cases where the information retrieval system is able to locate relevant
results early on.
Chapter 3
Document Signatures
There are a number of different document signature approaches, each with their own the-
oretical underpinnings, however, the shared purpose between all of them is to transform
input into a representation that can be searched more efficiently; a form of dimensionality
reduction. Superimposed coding signatures and topological signatures are both models of
document signatures that are generated and searched in similar ways; however, there are
many differences between the two approaches that subtly shape their effectiveness in different
situations.
Topological signatures owe a substantial portion of their effectiveness to the search en-
gine’s ability to resolve collisions between different terms, as inter-term collisions can lead
to term cross-talk, a phenomenon wherein the co-occurrence of certain terms in a document
can lead to other terms becoming more difficult to search for. Term weighting approaches
typically used in ranking functions can be re-purposed for term signature collision resolution,
reducing the likelihood of the more important terms being overwritten by the less important
terms. Also unique to topological signatures is the application of a bit mask, which is
generated with and used with a query signature, and is applied during the computation of
Hamming distances between the query signature and the collection’s document signatures to
reduce the effect of random noise caused by the presence of unrelated terms in the documents.
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3.1 Signature files
Document signatures are signatures that act as a digest of the document they represent to
the search system [Faloutsos, 1992]. These signatures are typically stored in a denatured
binary representation and as such are not readable by humans. Their purpose is to contain
information that can be used by the information retrieval system appropriate to perform
standard search engine tasks on them, such as determining the term frequency of certain
terms.
These document signatures can form a shadow collection that is, while not human-readable,
can potentially be much smaller than the original collection. Information retrieval operations
can be performed on this reduced set without referring back to the original collection.
This has important ramifications for distributed applications of information retrieval, as
reducing the size of the collection that must be mirrored across machines in a cluster can
allow larger collections to be stored and searched in a distributed fashion.
3.2 Term-document matrix
3.2.1 Bag-of-words model
The term-document matrix is a method for describing a bag-of-words document collection as
a matrix in the vector space model of document representation [Salton et al., 1975]. In a bag-
of-words representation, documents are viewed as being comprised purely of the terms they
contain, without consideration for the order those words appear in, their proximity to other
words etc. In a term-document matrix, the rows represent documents, the columns represent
terms and the cells represent the presence of a term within that cell.
By way of example, consider a simple collection of 3 documents.
• Document A contains the text "The apple is red".
• Document B contains the text "The sky is blue".
• Document C contains the text "The flag is red and blue".
When these documents are processed by the indexing engine, all extra information that is
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the is and apple sky flag red blue
Document A 1 1 0 1 0 0 1 0
Document B 1 1 0 0 1 0 0 1
Document C 1 1 1 0 0 1 1 1
Table 3.1: An example term-document matrix of a simple collection
not needed for a bag-of-words representation is essentially stripped out. Capitalisation and
punctuation are both ignored, as are any formatting tags or other data not considered part of
the document. The indexer typically performs other steps as well, including stopping and
stemming, but those steps are omitted from this example as they do not contribute to the
explanation.
The terms these three documents share are: "the", "is", "and", "apple", "sky",
"flag", "red", "blue". These terms will become the columns of the term-document
matrix this collection becomes. It is worth noting that any term that appears in the collection
will require its own column, irrespective of how few documents that term appears in.
The three documents become rows of the same matrix and a given cell will have a value
based on the incidence of the term its column represents in the document its row represents.
The resultant term-document matrix is depicted in Table 3.1.
3.2.2 Query matrix arithmetic
Search queries are provided in the same bag-of-words representation as the documents. In
a pure bag-of-words representation, phrase queries1 are not automatically available. They
can be performed by searching for documents that contain all the terms and later removing
documents from the result list that do not contain the phrase; however, typically n-gram
representation2 or similar approaches are necessary to enable phrase searching.
In this particular example each term appears only a maximum of 1 time per document and
the associated term-document cell is assigned 1 if the term appears in that document and 0 if
it does not. These cells can also be weighted differently, using factors such as the number of
1Queries that require the result documents to match segments of text comprised of multiple terms. These
queries are typically specified by quoting the text in question.
2In n-gram representation, unique groups of n adjacent terms are stored. Bag-of-words representation could
be considered a case of n-gram representation where n = 1.
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the 0
is 0
and 1
apple 0
sky 0
flag 0
red 1
blue 1
Table 3.2: An example query vector, represented as a column matrix

1 1 0 1 0 0 1 0
1 1 0 0 1 0 0 1
1 1 1 0 0 1 1 1
×

0
0
1
0
0
0
1
1

=

1
1
3

Document A 1
Document B 1
Document C 3
Figure 3.1: Example of performing a query by multiplying the collection’s term-document
matrix by the query’s column matrix, returning a second column matrix containing the scores
of the three documents for that query
times the term appeared in the document and the relative importance of the term to exercise
finer control over the results.
With the document-term matrix prepared, queries are a matter of matrix multiplication
and are constructed in the same way as the rows of the document-term matrix. For instance,
the query "red and blue" would be represented as the column matrix depicted by Ta-
ble 3.2. The query is represented as a column matrix as the multiplicand must have the same
number of rows as the multiplier (the term-document matrix) has columns.
Once the query matrix has been constructed, a query is performed by multiplying the
term-document matrix by it. The resulting matrix contains the document scores of each
document with respect to the query. (Figure 3.1)
The more terms from the query that appear in the document, the higher that document’s
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score will be. These scores can then be sorted and provided to the user.
3.2.3 Scalability
This model is a fundamental underpinning of many information retrieval approaches, but has
certain issues preventing it from being used as-is in any practical sense.
The collection matrix is very large, with columns equal to the collection’s vocabulary
and rows equal to the number of documents in said collection. It is easy to see that even a
modest-sized collection like the Wikipedia corpus (§B.2) will require a matrix that is millions
of columns by millions of rows in size.
Such a large matrix would require sparse storage techniques to make up for the inef-
ficiencies associated with reserving columns for all possible terms, even though very few
of them actually appear in each document. The matrix multiplication operation would also
be similarly expensive to perform on such large matrices, potentially requiring billions of
multiplications and additions.
Using the Wikipedia XML corpus as an example illustrates some of the computational
problems associated with this approach. This is a collection with 2 666 192 documents and
a vocabulary size of 2 132 352 [De Vries and Geva, 2012]. As a result the term-document
matrix for this collection would be 2666192 × 2132352 and the search query would be a
2132352 × 1 column matrix. Multiplying these two matrices would result in an output
matrix of 2666192 × 1, each cell of which would require 2 132 352 multiplications and
additions, for a total of 5 685 255 578 880, or ∼ 5.7 trillion multiplications and additions
per query. Performing such a computation is not out of the reach of modern hardware,
especially as matrix multiplication is highly parallelisable; however, it is still overly com-
putationally expensive for a single query on a document collection that is not particularly
large. A sparse representation of the same matrix, while able to take advantage of the fact
that only 695 864 108 of the 4 546 925 051 904 cells are filled, would nonetheless still be very
expensive to multiply.
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3.3 Dimensionality reduction
Improving this approach while continuing to use the underlying matrix multiplication model
means reducing one or both of the dimensions. Reducing the row count means reducing
the number of documents in the collection; in other words, making an early determination
that certain documents are not feasible candidates and can therefore be discarded. While
approaches that are based on culling the collection before performing a more expensive
search do exist, they exist outside the scope for this chapter.
Reducing the column count is a plan of attack with more potential and approaches exist
to deal with this kind of situation. While reducing the column count simply by discarding
terms is a useful strategy3 it is possible to go further by reducing the association between
columns and specific terms. If the term-document matrix and query column matrix can be
projected into a lower-dimensionality space in which the final output is the same (or close
to it), queries performed in this lower-dimensionality and therefore better-performing space
will be equivalent (or close) to the original high-dimensionality space.
3.3.1 Matrix projection
A projection matrix is a matrix that is used, via matrix multiplication, to transform a matrix
into a different space. For instance, in 3D graphics, 3D coordinates are projected onto a flat
plane so they can be displayed on a screen. This transformation is performed by multiplying
the 3D coordinate vectors by a projection matrix, which returns another matrix representing
the same coordinates but in a lower dimensionality (2D) space. A similar principle is used
here; the idea behind dimensionality reduction is to utilise a projection matrix to transform the
term-document matrix into a lower dimensionality matrix that maintains important details,
such as the pairwise distances between terms, such that performing queries through matrix
multiplications in this space leads to results that are close to the results that would be obtained
if the same query was performed on the original matrices.
To illustrate this concept, consider if the identity matrix were used as the projection
matrix, as shown in Figure 3.2. Note that, in these depictions, the query matrix is represented
as a row matrix, not a column matrix. This is so the query matrix can be multiplied by the
3Collections routinely contain many terms that are not worthwhile indexing at all; terms that only appear
once and are not actual words or names, but just garbage that found its way into the collection somehow.
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
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


1 1 0 1 0 0 1 0
1 1 0 0 1 0 0 1
1 1 1 0 0 1 1 1
 × =

1 1 0 1 0 0 1 0
1 1 0 0 1 0 0 1
1 1 1 0 0 1 1 1

[
0 0 1 0 0 0 1 1
]
× =
[
0 0 1 0 0 0 1 1
]
Figure 3.2: An example of utilising the identity matrix as a projection matrix
projection matrix as-is. For the resulting query matrix to be used as a multiplicand for the
term-document matrix in a query it will first need to be transposed.
Because the identity matrix is used, and multiplying a matrix against the identity matrix
results in the same matrix again, it is easy to see that the results will remain unchanged when
projecting the term-document matrix and the query vector into this space.
Using a projection matrix that actually results in a transformation, but is of the same
order4 and rank5 as the identity matrix used in the previous example makes it possible to
illustrate the point about the columns of the term-document matrix not mattering, providing
both the term-document matrix and the query matrix are multiplied by the same projection
matrix. (Figure 3.3) A matrix of this form is known as a permutation matrix, providing all
non-zero values are set to 1.
This new projection matrix does result in a different term-document matrix and query
matrix, but if the new matrices are used in a query, the same results are still returned, as
Figure 3.4 illustrates.
Conceptually, the reason for this is very simple: all the projection matrix did was rear-
range the columns around. Therefore, while the column for "the" might have moved to
where the column for "apple" used to be, as the query matrix was scrambled in the exact
4The dimension of a square matrix. The identity matrix used was an 8× 8 matrix and is therefore regarded
as a matrix of order 8.
5The rank of a matrix is the number of rows (or columns) that are linearly independent of the others. An
identity matrix of order n is also of rank n as every row-column pair is independent of the others. The identity
matrix used was therefore a rank 8 matrix.
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
0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0


1 1 0 1 0 0 1 0
1 1 0 0 1 0 0 1
1 1 1 0 0 1 1 1
 × =

1 0 0 1 0 1 1 0
0 0 0 1 1 0 1 1
0 1 1 1 1 1 1 0

[
0 0 1 0 0 0 1 1
]
× =
[
0 0 1 0 1 1 0 0
]
Figure 3.3: An example of utilising a permutation matrix as a projection matrix. Although
the resulting matrices are different, multiplying them will yield the same result.

1 0 0 1 0 1 1 0
0 0 0 1 1 0 1 1
0 1 1 1 1 1 1 0
×

0
0
1
0
1
1
0
0

=

1
1
3

Document A 1
Document B 1
Document C 3
Figure 3.4: Example of performing a query using the projected forms of the term-document
matrix and the query matrix (now transposed)
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same way the end result was all the same.
3.3.2 Term cross-talk
Providing there is at least one non-zero value per row and no more than one non-zero value
per column in the projection matrix, projecting the term-document and query matrices into
this space will result in unchanged queries. This does, however, lead to problems considering
the whole point of the projection is to reduce the dimensionality of the resulting matrices.
It is easy to see that the above conditions (at least one non-zero value per row and no
more than one non-zero value per column) will not remain true if the number of columns in
the matrix is reduced. The number of rows in the projection matrix cannot change, as it must
be equal to the number of columns in the term-vector matrix for matrix multiplication to still
be possible, and therefore reducing the number of columns while keeping the number of rows
identical will require at least one of these conditions to be broken. For this reason it makes
sense to look at why these conditions are necessary:
• If a particular row does not contain any non-zero values, the term associated with that
row will not be searchable. It will disappear from both the collection and the query.
While not all terms are necessarily valuable and some should be excluded in the name
of improving search performance, this is not a decision that should be made by the
projection matrix.
• If a non-zero value in a row shares a column with any other non-zero values, this
will result in cross-talk between the rows linked through that column. For instance,
searching for one term may reveal documents that do not contain that term but contain
a linked term.
• Although unrelated to the conditions above, each row should sum to the same value,
preferably 1. If the rows sum to different values the terms associated with those rows
will have their impact on the final scores distorted.
Term weighting is useful but, one again, this is a decision that should take place outside
the projection matrix. If the rows sum to consistent values other than 1, the resulting
scores will still be scaled, but they will at least remain consistent in relation to each
other so the final ordering should remain the same.
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the 0 0 0 1
is 0 0 0 1
and 1 0 0 0
apple 0 1 0 0
sky 0 0 1 0
flag 1 0 0 0
red 0 1 0 0
blue 0 0 1 0
Table 3.3: Example 8 × 4 projection matrix, containing multiple instances of cross-talk
between terms
The first and last of these points are deal breakers and there is no room to negotiate
with those; distorting or entirely invalidating the scores of certain terms without proviso is
unacceptable. The second is less of a problem; cross-talk between terms may reduce the
quality of certain searches but it will not invalidate terms entirely.
3.3.3 Collection-aware dimensionality reduction
One potential approach is to reduce the dimensionality of the projection matrix by taking
advantage of certain vagaries specific to the collection in question. This can be in the
relatively simple form of ensuring that the most important terms do not cross-talk with other
terms, while terms that almost always appear together can be grouped without affecting the
quality of the results too much. Table 3.3 is one potential example of such a projection matrix,
annotated with term names against the columns to make it clear as to what is happening.
As explained previously, terms that share columns will be linked. Searches for one will
find documents with any of the linked terms. In this example, the linked terms are "the"
and "is", "and" and "flag", "apple" and "red", and "sky" and "blue".
• The terms "the" and "is" both appear in every document. This also means they
always appear together, so a search for ”the” will already return documents containing
"is" and vice versa.
• The terms "apple" and "red" are linked on one side. This does result in one
undesirable effect; searches for ”apple” will return Document C which does not include
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
0 0 0 1
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 0
0 1 0 0
0 0 1 0


1 1 0 1 0 0 1 0
1 1 0 0 1 0 0 1
1 1 1 0 0 1 1 1
 × =

0 2 0 2
0 0 2 2
2 1 1 2

[
0 0 1 0 0 0 1 1
]
× =
[
1 1 1 0
]
Figure 3.5: Transforming the example term-document and query matrices using a projection
matrix to create representations of a lower dimensionality

0 2 0 2
0 0 2 2
2 1 1 2
×

1
1
1
0
 =

2
2
4

Document A 2
Document B 2
Document C 4
Figure 3.6: Using the reduced dimensionality projections of the term-document matrix and
the query matrix to run a query
it.
• The terms "sky" and "blue" are also linked in one direction. Again, this means
searching for ”sky” will return Document C which contains "blue" but not "sky".
• The terms "flag" and "and" are linked as while they both only appear in one doc-
ument, they both appear in that same document. It therefore makes sense to combine
them for this collection.
This new projection matrix can be introduced and it should allow the dimensionality of
the term-document and query matrices to be reduced without substantially reducing its ability
to respond to typical queries.
Projecting the term-document matrix and query matrix into the reduced dimensionality
space using the projection matrix described in Table 3.3 results in smaller (3 × 4 and 1 × 4
respectively) representations of the original matrices suitable for query purposes. (Figure 3.5)
When used in a sample search (Figure 3.6), the lower-dimensionality versions return
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different results; documents A and B now return scores of 2 instead of 1, while document C
returns a score of 4 instead of 3. This is caused by cross-talk between terms that both appear
in a single document; for instance, "red" and "apple" are both linked terms, so a search
for either term will result in points for both of them.
While this particular projection matrix works well for this collection (and would work
well for most queries) there are a number of issues with creating projection matrices of this
style:
• Term cross-talk. Linked terms are indistinguishable to the search engine, and irrespec-
tive of how tightly they are associated in the collection, it is never good for "apple"
and "red" to return the exact same results.
There are situations in which it is preferable for certain terms to behave as other terms
for the purposes of indexing and searching. Consider stemming: the technique of using
a ruleset to chop off the end of a word so words with a common root (such as "camp",
"camped", "camping") are all treated identically. While this is a good use for
treating different terms in the same way, this is not something that should be determined
based on term document co-incidence and definitely should not be implemented in the
projection matrix.
• The projection matrix is overfitted for the collection. There is no semantic relationship
between the terms "flag" and "and"; the only reason they were linked by the
projection matrix here is because one document contained both of them. This means
the matrix will adapt poorly to introductions of new documents into the collection,
which may contain either "flag" or "and" but not necessarily both.
• Making the projection matrix rely so heavily on the collection implies that the collec-
tion must be analysed before it is possible to create the matrix.
Furthermore, there may be additional costs required for the process of creating the
projection matrix to ensure that the cross-talk is distributed reasonably and makes
sense for the collection. Dimensionality reduction is a well-studied area and some
of the approaches to creating smart projection matrices that avoid these problems are
incredibly expensive.
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Any approach that is so sensitive to the design of the projection matrix that it essen-
tially demands one of the expensive processes is going to carry with it a great deal of
additional overhead, heavily impacting its potential suitability.
3.3.4 Multi-column term projection
Cross-talking terms being indistinguishable from each other in this projection matrix are the
biggest downside to this approach, and this is caused by the fact that each term is only bound
to a single column (although certain columns are bound to multiple terms). The solution to
this is expanding to covering multiple columns with a single term:
• More incidences of cross-talk will occur. Each term will cross-talk with more terms
simply by virtue of there being more potential overlapping columns for cross-talk to
happen over.
• Fewer terms, if any at all, will be directly linked and therefore indistinguishable to
the search engine. With each term being associated with one of four columns, only
a maximum of four unique terms were permitted. Expanding this opens up many
potential permutations.
It should also be noted that the projection matrix’s size for this example is very small,
as are the documents used. If the matrix is expanded to hundreds or even thousands
of columns wide (still extremely small compared to a reasonably-sized collection’s
vocabulary) there will be room for innumerable unique representations of terms.
The issues associated with choosing the number of overlapping columns (incidences
where cross-talk can take place) are discussed in more depth towards the end of § 3.4.4;
for the purposes of this discussion it is sufficient to ensure that each term can be uniquely
represented in the reduced-dimensionality space.
Using this approach to ensure each term has a unique representation while maintaining
the existing order of the projection matrix (8× 4) could result in something like the example
shown in Table 3.4.
Unlike before, no particular attention was paid to matching the matrix design to the
way the associated terms are used in the collection, as so much cross-talk is taking place
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the 13
1
3
1
3 0
is 0 13
1
3
1
3
and 12
1
2 0 0
apple 0 12
1
2 0
sky 0 0 12
1
2
flag 12 0
1
2 0
red 0 12 0
1
2
blue 12 0 0
1
2
Table 3.4: Example 4 × 8 projection matrix, utilising fractional values to ensure each term
has a unique representation
regardless. However, despite all the cross-talk, these important invariants are maintained:
• Searches for a term will always be able to locate documents containing that term; none
of the rows are blank and therefore none of the terms are invalidated by this projection
matrix.
• No two terms are entirely identical after projection. Although "blue" and "sky"
still overlap, searching for "blue" and finding "sky" will only add 0.5 to the docu-
ment’s score (as only one of the columns matches), not a full 1.0 (which would require
both columns); as a result, a document that actually contains the term "blue" will do
better in the final scoring.
Pairs of terms can still cause this kind of confusion; however. For instance, document
A contains the terms "apple" and "red". This combination will, due to cross talk,
cause the document to appear as if it also contained the term "sky", which it does not.
• Each row of the projection matrix sums to a total value of 1 (the decimal values
that cannot be represented accurately in two digits are rounded). This ensures that
individual terms do not have different scores compared to other individual terms; they
all have a value of 1.
This does not avoid the fact that the scores are artificially inflated due to cross-talk,
which is even more prevalent now as every term currently carries a bit of almost every
other term with it, meaning that the scores will not be clean. However, providing the
most suitable result gets the highest score, this scarcely matters.
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
1
3
1
3
1
3 0
0 13
1
3
1
3
1
2
1
2 0 0
0 12
1
2 0
0 0 12
1
2
1
2 0
1
2 0
0 12 0
1
2
1
2 0 0
1
2


1 1 0 1 0 0 1 0
1 1 0 0 1 0 0 1
1 1 1 0 0 1 1 1
 × =

1
3 1
2
3 1
1
6
5
6
5
6
2
3 1
1
6 1
1
3
156 1
2
3 1
1
6 1
1
3

[
0 0 1 0 0 0 1 1
]
× =
[
1 1 0 1
]
Figure 3.7: Utilising the new fractional projection matrix to transform the term-document
and query matrices

1
3 1
2
3 1
1
6
5
6
5
6
2
3 1
1
6 1
1
3
156 1
2
3 1
1
6 1
1
3
×

1
1
0
1
 =

256
256
456

Document A 25
6
Document B 25
6
Document C 45
6
Figure 3.8: Using the reduced dimensionality projections of the term-document matrix and
the query matrix to run a query
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Projecting the term-document and query matrices into this new fractional representation
(Figure 3.7) and performing a matrix multiplication to execute a query (Figure 3.8) results
in scores similar to last time, which at least shows that performance for this test has not
regressed. This approach does, however, greatly increase the flexibility with which the
projection matrix can be created.
The exact process used to create the projection matrix is still an open question at this
point. As speed is one of the primary areas this research is concerned with the most efficient
(random projection) is automatically the most useful to us.
The basic idea behind random projection is that the exact composition of the projection
matrix does not matter providing it meets certain requirements and is applied consistently.
While a comprehensive discussion of random projection is beyond the scope of this mono-
graph, it does serve as a good launchpad for introducing document signature approaches, now
that their mathematical underpinnings have been introduced.
3.4 Topological signatures
3.4.1 Introduction
The history behind document signatures and a discussion of the different approaches used in
signature generation is discussed in § 2.1 (page 12). The topological signatures (TOPSIG)
approach developed by Geva and De Vries [2011], as discussed in § 2.1.4 (page 18), was
chosen as a basis for this study into signature files.
The basic idea behind TOPSIG is a random projection from the term-document matrix
of the collection to be indexed to reduce its dimensionality. The random projection in
question utilises both positive and negative values. The resulting term-document matrix is
then flattened into a binary space, with positive values reduced to 1s and negative / zero
values reduced to 0s. A similar process is used to flatten query signatures, which are then
compared to the term-document signatures (henceforth known as document signatures) with
a Hamming distance computation.
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3.4.2 Comparisons with superimposed coding
The main difference between TOPSIG and the superimposed coding signature file approach
introduced by Faloutsos and Christodoulakis [1984] (and described in § 2.1.3) is that TOPSIG
includes both positive and negative values in the random projection. The Faloutsos approach
can be interpreted as a similar approach utilising a random projection of only positive values
and zero-values. This means the binary signature for a document will approach a binary
signature consisting entirely of 1s as more unique terms are added to the document.
A binary signature consisting entirely of 1s is, of course, completely indistinguishable
from another binary signature consisting entirely of 1s even if they came from different
documents. These signatures will match every search query6, requiring these documents
to be included in the exhaustive full-text searches. Furthermore, the signature does not need
to entirely fill up before problems start to appear; as with a bloom filter [Bloom, 1970], the
performance of the signature files will drop as they grow denser and denser and the rate at
which false positives occur increases accordingly.
As discussed in § 2.1.4 (page 18), this can be avoided by using larger signature files, which
will take longer to entirely fill with 1s. This, however, comes with its own drawback; larger
signature files increase the storage and processing burden placed on the information retrieval
system and can be wasteful if there are smaller files residing within the same collection.
3.4.3 Term signature collisions
TOPSIG’s innovation of introducing both positive and negative values into the projection
provides a number of advantages over Faloutsos and Christodoulakis [1984]’s superimposed
coding approach.
Compared to the Faloutsos and Christodoulakis [1984] approach, TOPSIG responds bet-
ter to dense signatures. While two traditional signatures with 100% density are indistin-
guishable (and worthless for retrieval tasks, as they will respond positively to all queries),
two TOPSIG signatures of the same density can be easily distinguished, usually enough to
still perform retrieval tasks on them.
6From the perspective of the information retrieval engine, all terms will appear to be a positive match when
compared against a 100% dense traditional signature.
50 CHAPTER 3. DOCUMENT SIGNATURES
the 0 0 0 0 1 0 1 0
quick 0 0 1 0 0 1 0 1
brown 1 0 0 1 0 1 1 0
fox 0 1 0 0 0 0 1 0
SUM 1 1 1 1 1 2 3 1
SIGNATURE 1 1 1 1 1 1 1 1
Table 3.5: Example 8 bit superimposed coding signature of “the quick brown fox”
jumped 0 0 0 0 1 0 1 1
over 1 0 1 0 0 0 0 0
the 0 0 0 0 1 0 1 0
dogs 0 1 0 1 0 1 0 0
SUM 1 1 1 1 2 1 2 1
SIGNATURE 1 1 1 1 1 1 1 1
Table 3.6: Example 8 bit superimposed coding signature of “jumped over the dogs”
By way of example, consider a collection with a signature size of 8 bits. A signature of
this size will be very easy to overwhelm even with only a few terms. In this example we
consider two documents of four terms each, ”the quick brown fox” (Table 3.5) and ”jumped
over the dogs” (Table 3.6). Both of these documents contain enough terms to allow the
resultant document signature to reach 100% density.
With the Faloutsos and Christodoulakis [1984] approach, both of these documents result
in identical signatures (1111111); hence, not only will "the quick brown fox" match
the terms "jumped", "over" and "dogs", but it will also match every other possible term
that is searched, as will the document "jumped over the dogs". As a result, both of
these documents will appear in every query irrespective of the terms that appear in that query,
requiring more time to be spent manually verifying that both documents appear.
In this situation, with 100% dense signatures, TOPSIG’s utilisation of positive and nega-
tive values shows some of its advantages.
The signatures created from the two documents are distinct: "the quick brown
fox" (Table 3.7) has a signature of 00110011, while "jumped over the dogs"
(Table 3.8) has a signature of 11010010. The signatures of the terms "the", "quick",
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the 0 0 0 0 -1 0 +1 0
quick 0 0 +1 0 0 -1 0 +1
brown -1 0 0 +1 0 -1 +1 0
fox 0 -1 0 0 0 0 +1 0
SUM -1 -1 +1 +1 -1 -2 +3 +1
SIGNATURE 0 0 1 1 0 0 1 1
Table 3.7: Example 8 bit topological signature of “the quick brown fox”
jumped 0 0 0 0 -1 0 +1 -1
over +1 0 -1 0 0 0 0 0
the 0 0 0 0 -1 0 +1 0
dogs 0 +1 0 +1 0 -1 0 0
SUM +1 +1 -1 +1 -2 -1 +2 -1
SIGNATURE 1 1 0 1 0 0 1 0
Table 3.8: Example 8 bit topological signature of “jumped over the dogs”
"brown" and "fox" all provide 100% matches with the signature of the document "the
quick brown fox", while none of the other terms ("jumped", "over" and "dogs")
do. Vice versa, the terms "jumped", "over", "the" and "dogs" all 100% match
the signature for "jumped over the dogs" while none of "quick", "brown" and
"fox" do.
However, the use of TOPSIG does not preclude concerns about signature density alto-
gether. For instance, when creating a longer signature comprised of the full phrase ”the quick
brown fox jumped over the dogs” (Table 3.9), potential drawbacks begin to arise.
In this example the terms "quick", "over" and "dogs" no longer return 100%
matches with the signature; "quick" expects the 3rd and 8th bits to be 1s, "over" expects
the 1st to be 1 and "dogs" expects this of the 2nd. These will only register as partial matches
and will have a limited contribution to the document’s score. The remaining terms "the",
"brown", "fox" and "jumped" continue to register as 100% matches.
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the 0 0 0 0 -1 0 +1 0
quick 0 0 +1 0 0 -1 0 +1
brown -1 0 0 +1 0 -1 +1 0
fox 0 -1 0 0 0 0 +1 0
jumped 0 0 0 0 -1 0 +1 -1
over +1 0 -1 0 0 0 0 0
the 0 0 0 0 -1 0 +1 0
dogs 0 +1 0 +1 0 -1 0 0
SUM 0 0 0 +2 -3 -3 +5 0
SIGNATURE 0 0 0 1 0 0 1 0
Table 3.9: Example 8 bit topological signature of “the quick brown fox jumped over the
dogs”
3.4.4 Term frequency
Of special note in the previous example, however, is the term "the" which appears twice;
in this example document the term has a term frequency of 2. This has no effect on the
signatures generated with the superimposed coding approach Faloutsos and Christodoulakis
[1984] describes; additional instances of a term write over the same parts of the signature as
the original term and therefore have no effect. With topological signatures, however, repeated
terms do have an effect on the resulting signature.
For instance, consider "quick" from the previous example: its signature consists of 3
values, two positive and one negative. The negative value in the 6th column is reinforced by
negative values in the terms ”brown” and ”dogs” in the same column and is safely represented
in the final signature. However, the positive values in the 3rd and 8th columns are cancelled
out by negative values from the terms "over" and "jumped".
If, however, the term appeared twice ("the quick brown fox jumped over
the quick dogs") the -1s in the 3rd and 8th columns would be rendered ineffectual
by +2s in those columns from two instances of "over". The 6th column would become
more sharply negative (-4) but the result would be unchanged. (Table 3.10)]
The resulting signature (00110011) would match "quick" perfectly; however, matches
for the terms "over" and "jumped" would match 2
3
.
The likelihood of a collision of the nature described occurring between two terms can be
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the 0 0 0 0 -2 0 +2 0
quick 0 0 +2 0 0 -2 0 +2
brown -1 0 0 +1 0 -1 +1 0
fox 0 -1 0 0 0 0 +1 0
jumped 0 0 0 0 -1 0 +1 -1
over +1 0 -1 0 0 0 0 0
dogs 0 +1 0 +1 0 -1 0 0
SUM 0 0 +1 +2 -3 -4 +5 +1
SIGNATURE 0 0 1 1 0 0 1 1
Table 3.10: 8 bit signature of “the quick brown fox jumped over the quick dogs”
probability =
d−1∏
i=0
1− d− i
2(w − i)
Figure 3.9: Formula to calculate the probability of two different term signatures colliding,
where w is the signature width and d is the term signature density)
calculated as shown in Figure 3.9 (where w is the signature width, d is the number of values
changed by each term (known as the term signature density) and the possibility of each value
being either positive or negative is equal). For the purposes of this calculation, cases in which
two signatures both contribute to a column of the signature in the same direction (positive or
negative) does not count as a collision.
In this contrived example, with an excessively short signature width and document length,
the impact of individual terms has a lot of weight on the effectiveness of signature searches.
A real example would utilise much longer documents and as a result feature many instances
of collisions of this nature. This carries a number of implications:
• The signatures should ideally be much longer.
TOPSIG recommends 512 bits or greater and increasing the signature width has a
positive effect on search precision [Geva and De Vries, 2011]. Increasing the signature
width reduces the likelihood of individual collisions occurring, diminishing the impact
that collisions will have on the document collection as a whole.
• The impact of individual collisions matters less as the signature density is increased.
Standard practice is to treat the term signature density as a proportion of the entire
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signature a given term will change. TOPSIG found that a density of 1
6
( 1
12
positive and
1
12
negative) was the most effective; this implies each term will set, on average, 851
3
of
the values in a 512 bit signature.
With a large number of bits set, the impact of individual collisions between terms is
minimal, despite how frequently they will occur with every term setting 1
6
of the values in the
signature.
It is where these collisions occur that allow term frequency and term weighting to show
their effectiveness.
3.4.5 Term weights
In the previous example, the term "the" appeared twice. As the term had no instances of
collisions with other terms (it shared signs with other terms affecting the 5th and 7th columns,
but this is not a collision as it reinforced those terms, instead of diminishing the impact those
terms had on searching) these repeated instances had no effect on the resulting term.
However, in the later example where the term "quick" was doubled up, this change did
have an effect on the result as the term "quick"was being partially reduced in effectiveness
by two other terms ("jumped" and "over"). This partially implements term frequency in
the signature search space.
Given a particular term in a document, that term has a good chance, depending on the
signature width and term signature density involved, of having a number of the values it
wants to set colliding with the values that other terms want to set. The proportion of values
with erasing collisions reduces the impact that this particular term will have on search results,
however, as the same thing is happening to every term in the document, this is effectively
neutral.
However, in the case of a term appearing multiple times, the impact this term will have
on search results will be increased. Each value this term sets will have a lower likelihood of
being negated through collisions: where a given value would have been erased if any other
term had that same value in the opposite sign, it now requires two such terms to do this.
Hence, repeated terms are more likely to appear when searched for.
This is a useful property in information retrieval. The concept of term frequency is that
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the more times a given term appears in a document, the more likely it is that a user searching
for that term will want to see the document in question. For example, the Wikipedia page
for “Albert Einstein” contains the term “Einstein” 545 times7. By comparison, the Wikipedia
page for “Physicist” contains the term “Einstein” only once8. From the perspective of a full
text search engine that does not care about the titles of documents, this alone would rank the
page for “Einstein” higher than the page for “Physicist” in a search for the term “Einstein”.
This is what the user would most likely want.
Another incidental property that this approach results in is the effect of normalising
the term frequency to the document length; a document with more terms will result in an
increased likelihood of collisions, reducing the base impact on the final search results each
term will have. This is also a useful property in information retrieval; a 10 000 term document
that includes the term “Einstein” 3 times is probably as much about Einstein as a 100 000 term
document that includes the term 30 times.
The incidental property of multiple appearances of a term making that term more impor-
tant in the composition of its document signature that term appears in can be fine-tuned to
enable a wider variety of applications.
Consider again the Wikipedia page for “Albert Einstein”. While it contains the term
“Einstein” 545 times, it also contains 742 instances of the term “the”. Although “the” is
typically considered a stop word (a term that is removed from documents prior to indexing
to reduce the size of collections and increase search engine performance), if stop words are
not taken into account by the search engine in question, to it the document “Einstein” is even
more about the term “the” than the term “Einstein”.
Hence, while term frequency normalised to document length allows terms to maintain
a consistent level of value regardless of where they appear in the collection, the value of
terms in relation to each other has an impact on the effectiveness of search queries featuring
multiple terms9, as well as generally lowering the quality of the document signatures with
respect to facilitating searches that users might actually care about.
7https://en.wikipedia.org/wiki/Albert_Einstein (retrieved October 19, 2015)
8https://en.wikipedia.org/wiki/Physicist (retrieved October 19, 2015)
9In the query “the Einstein”, the term “the” would overwhelm the term “Einstein” despite “Einstein” being
a more useful term to distinguish documents with.
56 CHAPTER 3. DOCUMENT SIGNATURES
TERM the quick brown fox jumped over dogs
WEIGHT 0 0.13 0.15 1 0.3 0.1 0.01
Table 3.11: Inverse document frequency weights of terms, the values derived from term
frequency information collected online
the 0 0 0 0 0 0 0 0
quick 0 0 +0.13 0 0 -0.13 0 +0.13
brown -0.15 0 0 +0.15 0 -0.15 +0.15 0
fox 0 -1 0 0 0 0 +1 0
jumped 0 0 0 0 -0.3 0 +0.3 -0.3
over +0.01 0 -0.01 0 0 0 0 0
the 0 0 0 0 0 0 0 0
dogs 0 +0.1 0 +0.1 0 -0.1 0 0
SUM -0.14 -0.9 +0.12 +0.25 -0.3 -0.38 +1.45 -0.17
SIGNATURE 0 0 1 1 0 0 1 0
Table 3.12: Example signature calculation utilising inverse document frequency in addition
to term frequency to weight the terms
3.4.6 Inverse document frequency
A popular counterweight to term frequency is inverse document frequency and the combina-
tion of the two is known as tf-idf [Salton et al., 1975]. The document frequency of a term
is simply the proportion of documents in the collection that the term appears in. The idea
behind inverse document frequency is to invert it to weigh a term’s score by its rarity. A
term that is likely to appear everywhere (e.g. “the”) will be given a very low score, while
a much rarer term (like “Einstein”) will be given a high score and as such will be weighted
much more strongly by comparison. This effectively normalises the impact of all terms with
respect to their importance to ba potential user of the search system.
Inverse document frequency and other forms of weighting can be applied by modifying
the amounts a given term will increase or decrease the values of its columns. Utilising
the previous example, weighting the terms inversely with their likelihood of appearing in
literature10 (Table 3.11), we get the following:
10This data was found by searching for the requisite terms with Google Ngram Viewer (https://books.
google.com/ngrams), inverting ( 1x ) their 2008 values and normalising them so the rarest term was valued
at 1 and the other terms were valued lower based on how more frequently they appeared.
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IDF(t) = log
N
1 + df(t)
Figure 3.10: Inverse document frequency (IDF) is typically calculated as the logarithm of
the reciprocal of the proportion of documents in the collection that contain the term. N = the
number of documents in the collection, df(t) = the number of documents containing term t.
This example serves more to illustrate the concept as it has little effect over the result. The
three rarest terms, now weighted the highest ("brown", "fox" and "jumped") matched
perfectly in the original example, while "quick", "over" and "dogs", terms which only
had partial matches originally still have partial matches. The term "the" had its weight
round to 0, which makes sense as "the" is a common enough term that it would usually
appear in a stop list anyway.
The only change in the resulting signature is in the 3rd column, which is now a 1. Previ-
ously the terms "over" and "quick" cancelled each other out in the 3rd column resulting
in the default value of 0 which favours "over"; however, weighting "quick"more heavily
than "over" results in "quick" winning out, increasing "quick"’s match from 1
3
to 2
3
and reducing "over"’s match from 1
2
to 0
2
, which is reasonable in this case, considering how
common the term "over" is; the terms "brown" and "quick" which collide with it are
both more desirable as search terms.
The form of inverse document frequency used here is a simplified example intended to
show how the metric can be applied to improve the quality of signature generation. In practice
it is normally calculated as the logarithm of the reciprocal of the proportion of documents in
the collection that contain the term. (Figure 3.10)
Term frequency and inverse document frequency are just one example of an application
of term weights; other cases, such as weighing a term more heavily based on where it appears
in a document (additional weight given to terms appearing in the title, for instance) can also
be used in the same fashion without adding any additional requirements for the storage of the
signatures.
3.4.7 Fixed-point intermediary signatures
Fractional values, as used above in § 3.4.6, can be included in the calculation at little cost
as the resultant signature remains binary and the process of creating it from the sum vector
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is only concerned with the signs of the values. As a result, making use of larger values or
fractional values in the intermediary signatures is an issue for processing time and memory
during indexing and has no long-term implications for collection sizes or search performance.
The only impact using fractional values in the intermediary signatures should have is:
• The potential need to use larger term signatures caches for performance.
• A potential increase in computational expense during indexing. The intermediary
signatures may need to be stored in a larger data type and the operations for working
on them may be more computationally expensive.
Both of these downsides are actually entirely avoidable, the first trivially. It is a subject
that will be discussed in depth later in § 4.4.6; however, storing the term signature vectors
naı¨vely (that is, as a trivial array of values) is quite suboptimal; storing the positions and signs
is more efficient memory-wise and allows for a more efficient implementation of the code to
sum the vectors into a document signature. With this approach it makes sense to not cache
the weight of the term at all, but determine it at the time when the weight is needed, assuming
that it is a fast operation. In this case using fractional term weights would have no effect on
the cache size.
Avoiding any performance penalties in the latter case is only slightly more involving.
Assuming the use of a standard integer type, typically maxing out at 231−1 at minimum, there
is considerable levity for the use of a fixed-point decimal type instead of a more expensive
floating point type without requiring more expensive operations. Assuming a reasonable
upper bound T for the number of terms in a document, safe integral rates for terms could
be determined by multiplying the weight of a term by
⌊
231−1
T
⌋
and adding it to the integral
intermediary signature vector as before. Even generous values of T , such as 1 000 000 will
still result in a multiplier of 2147, which is sufficient to allow plenty of distinction between
different term weights at no additional processing cost.
Calculating the multiplier in such a way ensures that the intermediary signature will never
overflow the limits of the integer type11 even in the worst possible case; that is, a document
with the maximum permitted number of terms, all contributing the maximum possible term
11Integer overflows are undefined behaviour in C and other languages. While the underlying hardware
generally provides a mechanism for catching integer overflow, this is a dangerous thing to depend on when
writing portable code. Avoiding the possibility is the best solution.
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the 0 0 0 0 0 0 0 0
quick 0 0 +279 0 0 -279 0 +279
brown -322 0 0 +322 0 -322 +322 0
fox 0 -2147 0 0 0 0 +2147 0
jumped 0 0 0 0 -644 0 +644 -644
over +21 0 -21 0 0 0 0 0
the 0 0 0 0 0 0 0 0
dogs 0 +215 0 +215 0 -215 0 0
SUM -301 -1932 +258 +537 -644 -816 +3113 -365
SIGNATURE 0 0 1 1 0 0 1 0
Table 3.13: Inverse document frequency weights utilising fixed-point arithmetic (with a
multiplier of 2147×). The raw values are shown here; divide by 2147 for the actual weights.
weight in one direction (positive or negative) to one or more columns. In this case, with
1 000 000 terms all with 2147 in one column, that column will end up with a value of
2 147 000 000, which is slightly under the maximum 32 bit signed integer value of 231 − 1 or
2 147 483 647 and as such will not result in an integer overflow.
Table 3.13 shows how the § 3.4.6 example (Table 3.12) would look using a 2147 multiplier
and integer arithmetic to implement fixed-point intermediate signatures.
In this example there is no difference in the eventual outcome. Subtle differences can
arise in practise, with longer documents and less distinct term weights, as these fixed-point
values have less precision than their larger, floating-point equivalents; however, they can be
improved if smaller values of T can be safely relied upon.
3.4.8 Term signature density
The term signature density, the number or proportion of columns in the matrix a given term
affects when it appears in a document interacts in a complicated way with the performance
of signature searching. A higher signature density results in a greater number of collisions,
but reduces the impact of the individual collisions; and as previously described, collisions are
valuable as they allow term weights to take effect and the more collisions there are, the more
important they become. It is easiest to find the best results for a given domain by tuning the
signature density. The original TOPSIG paper [Geva and De Vries, 2011] found signature
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densities of 1
6
are the most effective.
A second issue, which does not generally manifest in collections with a reasonable sig-
nature size and signature density but is worth noting for other reasons is that in cases where
the signature generation does not guarantee the exact number of columns each term will be
guaranteed for.
For instance, consider a naı¨ve approach of iterating over every possible column and
determining whether this term affects it by using a random number generator based on the
term signature density. This means, for a term signature density of 1
6
, there is a 1
6
chance for
each column to be affected by a given signature. This does not mean that exactly 1
6
of the
columns will be affected, and more importantly, it does not mean that every term signature
will affect the same number of columns. This is important, however, especially when dealing
with low densities or short signature widths.
In the previous examples, the different terms were actually weighted differently, even
without the inverse document frequency changes that were added later. They were not
explicitly weighted; however, they did have an uneven impact on the score when searching for
those terms, even if the duplicated "the" is ignored. This comes from the uneven densities
of the different term signatures. The term "brown" affects four columns while the other
terms affect only two or three columns, making "brown" anywhere between 11
3
× and 2×
as important as the other terms. Different term weights are not an issue by themselves, but
this one was determined entirely by chance, which is not helpful. Larger signatures and
reasonable term signature densities can reduce the severity of this problem by lowering the
impact of individual bits on the eventual results. Approaches to signature generation that
guarantee that each term signature will affect a certain number of bits can also be effective,
although they reduce the space of possible signatures that can be generated.
3.5 Ad hoc retrieval
The principle idea behind topological signatures is to project and flatten a document-term
matrix into a low dimensionality form that is cheaper to store and process. In the same way
that a collection of document signature is an analogue of the term vector space of the original
document, a Hamming distance calculation [Slaney and Casey, 2008] between two document
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cos(θ) =
V1 · V2
‖V1‖‖V2‖
Figure 3.11: The cosine similarity between two angles is calculated by dividing the dot
product of the angles by the product of those angles’ magnitudes
HD(a, b) =
n∑
i=1
ai ⊕ bi
Figure 3.12: The Hamming distance between two bit strings is calculated as the number of
differing bits between the two strings
signatures is an analogue of a full cosine distance calculation between the term vectors of two
documents.
3.5.1 Cosine similarity
In the vector space model Salton et al. [1975] of information retrieval (see § 3.2, page 34) a
document is represented as a vector, where each element of the vector represents a term in the
collection vocabulary. Cosine similarity is a similarity metric that is popular in information
retrieval, and calculating the cosine similarity between two documents is a matter of calcu-
lating the cosine of the inner angle between the two vectors that represent said documents.
This value can be obtained by dividing the dot product of the two vectors by the product of
the magnitudes of the two vectors (Figure 3.11). This calculation returns a value between 0
and 1, representing the approximate similarity between the two documents. This is due to the
fact that cosx will always return a value between 0 and 1 for angles between −90◦ and 90◦,
and as term frequencies can never be negative, the angle between two document vectors will
never be greater than 90◦.
3.5.2 Hamming distance
Hamming distance is calculated as the number of differing bits between two bit vectors of
identical length [Hamming, 1950] (Figure 3.12). For example, the vectors 11010011 and
11010011 are exactly the same and therefore have a Hamming distance of 0 (Table 3.14).
The vectors 11010011 and 11001011 contain two differing bits and have a Hamming
distance of 2. The maximum Hamming distance between two vectors is the same as the
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1 1 0 1 0 0 1 1
1 1 0 1 0 0 1 1
0 0 0 0 0 0 0 0
Hamming distance: 0
Table 3.14: The Hamming distance between binary strings 11010011 and 11010011
1 1 0 1 0 0 1 1
1 1 0 0 1 0 1 1
0 0 0 1 1 0 0 0
Hamming distance: 2
1 1 0 1 0 0 1 1
0 0 1 0 1 1 0 0
1 1 1 1 1 1 1 1
Hamming distance: 8
Table 3.15: The Hamming distances between binary strings 11010011 and 11001011,
and 11010011 and 00101100
length they share; in this case, 8. The vectors 11010011 and 00101100 have a Hamming
distance of 8 as they share no bits. (Table 3.15)
In this way the Hamming distance effectively fulfils the same role in the document sig-
nature space as cosine distance does in the vector space. It is this property that allows the
Hamming distance, an operation of relative computational efficiency, to be used in place of
the cosine similarity operation. Replacing cosine similarity with Hamming distance provides
a number of advantages:
• The reduced-representation format within which Hamming distance can be computed
is less expensive to retrieve from disk, store in memory and move around than the
vector it represents.
• While cosine similarity requires the computation of the dot product (the multiplication
of each pair of components followed by the summing of those products) and mag-
nitudes (the squaring and summing of each component followed by calculating the
square root of the result) of the input vectors, Hamming distance only requires the use
of exclusive-OR and population count instructions for each data word.
• The computational costs of calculating the Hamming distances between binary signa-
tures remains fixed, while cosine similarities become more expensive as the number of
terms in the documents increases.
There are, however, issues with using Hamming distance directly for the purposes of
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ad hoc retrieval; these issues are most clear when considering traditional signature approaches
but are also present when dealing with topological signatures.
3.5.3 Masked retrieval
Signature zero bits
The biggest issue with using Hamming distances for ad hoc retrieval is that the 0 bits that
appear in traditional and topological signatures carry meaning. In the case of traditional sig-
natures, 0 bits mean that the term that uses them is not present in the document. Topological
signatures confuse things because 0 bits carry two meanings; the term that uses them either
is not present in the document or the term that uses them is present and these values just
happen to be negative. There is no problem with 0 bits carrying both of these meanings for
topological signature searching as only the presence of a term matters in ad hoc retrieval, but
it does cause some issues when it comes to implementing the search approach.
This matters in the common case of searching for a document (typically long, contains
tens, hundreds or even thousands of terms) with a much shorter query string (typically
short, containing only a few words) by creating document signatures for both of them and
performing a naı¨ve Hamming distance computation between them. The signature created
from the query string can be expected to be visually very different from the signature created
from the document that is being searched. In the case of the query signature, the small number
of terms etching their presence onto the blank slate of 0 bits that is the freshly-initialised
signature will have the effective result of encoding the non-existence of all the terms that are
not part of the query into the query string. Every term that is not part of the query will set bits
that will register as errors in the eyes of the Hamming distance computation. The only result
that would be a perfect match for such a query would be a document containing only the exact
text of the query and nothing else. This would have the effect of strongly penalising longer
documents (which would naturally have denser signatures) and result in a highly negative
impact on search quality.
Traditional signatures can get around this problem with a modified Hamming distance
calculation. By counting columns positively only when both bits are 1 bits (because, with
traditional signatures, 1 bits are the only indicator of the presence of a term) the extra noise
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brown -0.15 0 0 +0.15 0 -0.15 +0.15 0
SIGNATURE 0 0 0 1 0 0 1 0
Table 3.16: Example query signature for the query "brown". Both natural 0s and negative
values flatten to 0 bits.
is ignored.
Topological signatures require a different approach to get around this limitation, as while
1 bits do indicate the presence of a term, so can 0 bits. The solution here is to remember
which bits have been set at the time of constructing the signature.
Encoding absence into ad hoc search signatures
Consider the case of searching for the term "brown" in the signature created from "the
quick brown fox jumped over the dogs" (00110010) in the previous exam-
ple. The term "brown" looks like this when flattened, resulting in a signature of 00010010:
This is because the positive values flatten to 1s, while both the negative values and the
values that are simply ignored are both flattened to 0s. A Hamming distance computation
between this and the document signature would return a difference of 1, even though the
term "brown" appears in the document and none of the other terms in the document collide
with it. This error is present simply due to the presence of the term "over", in spite of the
fact that "over" is not being searched for and has nothing to do with the query in question.
This is effectively causing the query to be interpreted as "+brown -over" with respect
for this document.
To solve this, a separate signature we refer to as a mask is created from flattening affected
columns to 1s and untouched columns to 0s. This is a representation of the present/non-
present state of each column; effectively a traditional signature created with the same algo-
rithm as the topological signature. This separate signature provides the information necessary
to ignore the columns irrelevant to this query.
Modifying the Hamming distance algorithm to make use of the mask is simple; the
columns that are 0s in the mask are simply not considered. Here, the masked Hamming
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brown -0.15 0 0 +0.15 0 -0.15 +0.15 0
SIGNATURE 0 0 0 1 0 0 1 0
MASK 1 0 0 1 0 1 1 0
Table 3.17: Example query signature and mask. Negative values still flatten to 0s in the final
signature, but the mask can be applied to distinguish them from natural 0s.
distance between the document and the signature is 0 (perfect match) because the one differ-
ing bit was in one of the masked-off columns.
Masking document signatures
The mask signature is only generated for the query signature. There are a number of reasons
why generating masks for the document signatures is not performed:
• The mask signature must be generated at the same time as the standard signature,
while the columns still contain their original, unflattened values. This is a reasonable
requirement for the query signature as they are typically generated at the time of
search. However, when it comes to the original document signatures, these are usually
generated once per document and stored for later searches, to be reused again and again.
Storing masks with them would double the capacity required to store the signature files.
• Document signatures are normally much larger than query strings. Documents with
hundreds, thousands and even tens of thousands of terms are not uncommon. Given
this, reasonable signature sizes and term signature densities, the resulting documents
are usually going to be extremely dense and have relatively few of these untouched
holes in them. This is the opposite situation to a query signature, which is likely to be
mostly untouched.
• While it is not reasonable to penalise a document for containing terms that were not
in the query string, as documents usually contain many terms that are not in the query
string (and if the user had a query string that contained every term in the document
that user wouldn’t actually need the document anyway), it is reasonable to penalise
documents for not containing terms that are in the query. This is what the “downside”
to not treating holes in the document signature file differently is. It is not a perfect
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penalty, as assuming positive and negative values are generated equally, about half of
the bits in a given term will be indistinguishable from that term simply not appearing
in the first place, but it helps.
If desired, it would be possible to utilise a document signature mask to do a better
job at penalising the non-presence of terms, although this would be at the expense
highlighted in the first point and with the caveat revealed in the second point that it
probably would have very little effect. This could simply be done by adding to the
Hamming distance (and hence treating as errors) all bits that are 1s in the query mask
but 0s in the document mask, thus indicating the lack of term(s) present in the query.
This would be performed in conjunction with using the mask to avoid considering bits
not present in both signatures, to avoid double-penalising missing 1 bits while missing
0 bits are only penalised once.
The only difference this approach would result in is doubling the penalty accrued from
unset bits appearing in a document (as bits that have been set by terms are equally
likely to be 1s or 0s), which are likely to be rare in the first place, and given the
additional storage costs and the additional time to compute (as the mask is another
block of memory equal in size to the signature, effectively twice as much memory
bandwidth is needed, it will fill up twice as much of the cache etc.) it is unlikely to be
worthwhile.
3.6 Summary
This chapter reviews the document signature indexing method developed by Geva and De Vries
[2011], which is used as a base for much of the research described in this monograph.
The concept of treating documents in a collection as points in a higher-dimensional space,
where their position on each axis refers to the presence and prominence of a particular term
is known as the vector space model [Salton et al., 1975]. In this model, a collection is
formed of many points in this space, and the dimensionality of the space is the size of the
term vocabulary of the collection. The representation of these document vectors as rows
of a collection matrix known as the term-document matrix allows common search engine
queries to be represented as column vectors and these queries to be performed using matrix
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multiplication, resulting in another column vector featuring the score of each document in
the collection.
Performing queries in this space is expensive as the data structures involved are very
large, making the resultant matrix multiplication infeasible in a general search setting. The
idea behind document signatures is that these signatures act as a reduced-dimensionality
representation of the original document vectors, and maintain features such as their pairwise
distance to other documents despite occupying far less space.
These reduced dimensionality representations are constructed through multiplying the
matrices by a projection matrix, which is designed to project the term-document matrix and
any query matrices into the lower-dimensionality space, where the same operations can be
performed much more efficiently. To create a projection matrix that will actually reduce the
dimensionality of the term-document matrix, the projection matrix must have fewer columns
than rows, causing different terms to become intertwined and affect each others’ results, a
phenomenon known as cross-talk.
The extent to which cross-talk creates interference during searching is heavily influenced
by the design of the projection matrix. A projection matrix that perfectly intertwines multiple
terms will result in those terms becoming indistinguishable during queries. A better approach
is to have each term represented in multiple columns of the projection matrix, increasing the
amount of inter-term cross-talk but preserving the ability to distinguish terms.
Random indexing involves creating such a projection matrix with random values, and
while this approach may be less predictable than others, in practice it produces results of
similar quality and is far more efficient. The same query arithmetic can then be performed
with the projected term-document and query matrices, and will return similar results to
arithmetic performed on the original matrices, albeit with a higher error rate.
The individual cells of the projection matrix can be weighted to influence the way col-
lisions are resolved. The use of both positive and negative weights allows terms to be
distinguished even as matrix approaches high density levels. Weighting rows based on the
value and/or importance of the terms within relative to the collection and the document they
are in can also help in ensuring that, when terms cross-talk, the more important term is likely
to win.
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After the dimensionality-reduced signature vector has been constructed, the final step
is to flatten the vector to a binary signature. This process involves simply replacing each
element of the vector with a bit with a value of 0 or 1 based on whether its value is greater
than 0. This allows document similarity to be computed using a very efficient Hamming
distance calculation, rather than a relatively expensive cosine similarity calculation. The
process discards the difference between those elements of the vector that have a negative
value and those elements that were simply unaffected by any terms. As a vector created to
represent a search query will typically have a large number of unaffected elements which may
interfere in the search process, a bit mask is created from this, simply by setting each bit to 0
or 1 based on whether that position was affected by any term signatures or not. This bit string
can then be used to mask off the irrelevant parts of a document signature when calculating
the Hamming distance between it and the query signature.
Chapter 4
Software Implementation
For this research it was deemed necessary to build a software application that could create
and search signatures. While there are existing implementations of document signature
approaches available [Broder, 2000, Datar et al., 2004, Sadowski and Levin, 2007, Theobald
et al., 2008], they are typically too limited in terms of features (for instance, being unable to
perform ad hoc searches) or they are too single-purposes. There are also many feature-rich
search engine platforms available, but none of the platforms surveyed could be configured to
use signature files.
One of the outputs of this research is the software application, TOPSIG, a modular and
extensible search engine written in C. TOPSIG supports multiple execution modes and a
number of information retrieval contexts, while sharing a universal set of data structures,
file formats and processing functions. TOPSIG is also capable of handling a variety of file
formats, including compressed files, and is even flexible enough to be used for the indexing
and retrieval of objects other than documents.
TOPSIG is available under an open-source license in order to make the document sig-
nature experiments conducted in this monograph reproducible by other researchers and to
address the lack of any publicly available fully-featured signature search engines.
4.1 Choice of language
The original paper on TOPSIG utilised an “unoptimised Java engine” [Geva and De Vries,
2011] for testing, comparing the approach against competing algorithms etc. For the purposes
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of this research project the TOPSIG algorithm was reimplemented from scratch in a lower-
level language, C.
Moving the implementation to a lower-level language provides a number of advantages:
4.1.1 Performance
All things equal, software that is implemented as native code from the beginning can provide
superior performance to its higher-level counterparts that may be interpreted or utilise an
intermediary language that is dynamically recompiled at runtime.
4.1.2 Direct access to memory
Lower-level languages provide access to a computer’s memory in a matter that more accu-
rately reflects the actual state of the machine than what many higher-level languages provide.
It is usually clear whether the memory allocated to a particular data structure will be
stack-allocated or heap-allocated, exactly how much memory will be allocated, when the
memory will be allocated and when it will be deallocated. In addition, without a virtual
environment making its own claims on memory, more of it is available to the program.
This is crucial in information retrieval, where performance is critical and extremely large
collections are common.
4.1.3 Abstraction
Lower-level languages often do not do as good a job at abstracting details of the underlying
hardware away from you as higher-level languages do. This is normally valuable, as ab-
straction frees the programmer from thinking about the hardware the code is running on and
makes it easier for code to be ported to other platforms.
Abstraction, however, makes getting a clear picture of exactly what the hardware is doing
in a particular situation more difficult. Without understanding exactly how objects of data
structures are laid out in memory it can be difficult to optimise those data structures to
make more efficient use of CPU cache. Another abstraction that can cause problems when
attempting to measure performance is garbage collection. While a useful tool to free the
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programmer from having to manually manage memory, garbage collection can also run at
inopportune times, unexpectedly consuming CPU resources.
4.1.4 Flexibility of representation
Document signature approaches can also cause certain problems when implemented in higher-
level languages. Much of the motivation behind their design comes from the fact that the bit
manipulation operations used to generate and search them are highly efficient to implement
in low-level languages. If these advantages are not present in the implementation language
much of the justification for the use of signatures is rendered irrelevant.
As one example, a naı¨ve implementation of signature search simply consists of perform-
ing a Hamming distance computation between the search signature and all the document
signatures in a collection. Unless there is something very wrong with the implementation,
the main computational task will be the Hamming distance computation, making how well a
given language can implement this computation an important issue.
The most obvious way to implement a Hamming distance computation, conceptually, is
to:
• Retrieve a register’s worth of bits from the first bit sequence
• Retrieve a register’s worth of bits from the second bit sequence
• Perform an exclusive-or (XOR) operation on the two registers, producing a register
containing a 1 bit for each bit that differs between the two registers
• Count the number of 1 bits in this register through some method
• Increment a counting register by this count
• Repeat process until the two bit sequences have been entirely processed
While even lower-level languages like C do not provide control over whether a variable
is stored in a register or not1 automatic compiler optimisations are usually clever enough to
work this out, so this aspect is not an issue.
1C has the register storage specifier, but it is only advisory and its main function is to forbid a program
from taking the address of such a variable so that it is possible for the compiler to store it in a register, rather
than guaranteed.
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The efficiency of retrieving and performing operations on the bits in the two sequences
is also highly dependent on how the bit sequences are represented in memory. Lower-level
languages that allow type punning2 can make this a non-issue; if the bit sequences are present
in memory they can be extracted and treated as any type.
Higher-level languages can have problems with obtaining this level of access to the
underlying representations of data types. For example, if the type that works most naturally
with the language’s facilities for reading and writing binary data from files is a “byte” type,
gaining direct access to word-sized chunks of this memory without expending additional
computation time may be a problem.
In other cases, a language may offer a more suitable type to represent this model of use.
For example, Java has a BitSet type used for holding vectors of binary digits. BitSet also
has binary operations such as and, or and xor that can be used with other BitSet objects,
as well as a cardinality operation to count the number of set bits, so this data type would
seem to be optimal. The performance of BitSet is frequently subject to criticism, however,
with competing replacements such as OpenBitSet3 and FastBitSet4 designed to address this
limitation. It should be noted that OpenBitSet, while boasting greater performance than the
stock BitSet, is implemented in Java itself and therefore cannot take advantage of certain
CPU features suitable for accelerating the cardinality operations.
This is only one example, but it shows how higher-level languages leave you at the mercy
of the feature set and the quality of the implementation of those features. You can sometimes
be snared by the idiosyncrasies of the language when trying to do things your computer is
quite capable of doing.
Naturally, none of this is a problem in lower-level languages and compiler features can
even be used to access instructions such as POPCNT (count the number of bits in a word)
that can be put to good use for computing Hamming distances.
2Accessing data stored as one type as if it were another type. If the programmer is not careful, this can lead
to issues with aliasing.
3http://lucene.apache.org/core/3_4_0/api/all/org/apache/lucene/util/
OpenBitSet.html (retrieved October 19, 2015)
4http://javolution.org/apidocs/javolution/util/FastBitSet.html (retrieved Oc-
tober 19, 2015)
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4.2 Program architecture
This search engine implementation, titled TOPSIG, is implemented as a collection of mod-
ules. These modules expose an interface to other modules through header files; small source
files that exist to be included in other source files and provide forward declarations of func-
tions and types that appear in the main source file. Through these header files modules can
expose public-facing functions and types while keeping the implementation details hidden
from other modules. This provides two main benefits:
Information hiding
As the module is only accessed through the interface exposed by its header file, it is
much easier to know what can and cannot be modified without breaking other parts
of the program. Modules typically include their own header files, which then provide
forward declarations for the functions within the module and makes it possible for
the compiler to complain when the functions and the declarations in the header file
no longer match. As a result, anything that will break the external interface for other
modules must be changed in the header file, making it more explicit when a change
will cause other parts of the program to stop working.
Compilation speed
Modules can be compiled separately. As a result, unless the header file (and therefore,
the external interface) for that module changes, changes to a particular module only
require that module to be recompiled. This is most useful during development, where
being able to quickly modify and redeploy the application is a highly valuable property.
Additionally, this makes it possible to compile the program in parallel as modules can
be compiled independently and linked afterwards. This makes compilation much more
time-efficient on multiprocessor machines.
The architecture of the implementation consists of a hierarchy of modules that are linked
through their external interfaces, as illustrated in Figure 4.1. A detailed description of each
module is available in Appendix A.
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4.3 Test collections
Three main test collections (the Wall Street Journal collection from TREC, the Wikipedia
XML corpus and ClueWeb09) have been used in the course of this research and TOPSIG has
been given sufficient functionality in terms of file format support and compressed file support
to index and search all three, in addition to a wide variety of other collections. These three
collections represent a variety of collection sizes and formats, with the 508.5 MiB WSJ87-
92, the 50.7 GiB Wikipedia collection and the 25 TiB ClueWeb09. These collections are
described in more detail in Appendix B.
4.4 Signature generation
The basic idea behind signature generation of topological signatures, as described in Geva
and De Vries [2011], is to create term signature vectors consisting of positive, negative and
neutral values for each term in the document, add the vectors together and flatten the result
to a binary vector, with values greater than 0 being represented with a 1 bit and values less
than or equal to zero being represented with a 0 bit.
This process is visualised in § 3.4.3.
4.4.1 Desired properties for generated signatures
The exact method by which the term signature vectors are created is not defined and left up
to the implementer. For the purposes of creating TOPSIG signatures, it is necessary that the
process used for generating term signatures has the following properties:
• The positions of the affected columns should be well distributed.
Like with a hash table, the effectiveness of a signature file is highly dependent on the
quality of the hashing function. One difference between signature files and hash tables
is that the density of the set bits matters in signature files and does not matter in hash
tables, due to the fact that in a document signature many different hashes are overlaid
onto the same space and overly dense hashes can increase the rate of collisions to a
level at which the individual terms are difficult to identify in the final hash. Ideally,
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this term signature density should be configurable. As the interactions between term
density and the quality of the signatures created is complicated this is something we
would like to investigate.
• The signs of column values should also be evenly distributed.
If two different signatures affect the same column and use the same sign, if those
two signatures both appear in a document that is being indexed, the result is that both
signatures reinforce each other in that column. Compare what happened in § 3.4.3 with
the 7th column; multiple signatures in both documents added to that column, resulting
in a final value of +3 in the first document and +2 in the second document. However, as
§ 3.4.5 highlighted, collisions are useful and allow term frequency and term weighting
to work within the signature model.
Note that this does not mean that any one signature needs to have a certain ratio of
positive and negative values; a signature can be entirely composed of values of the same
sign and still function, providing there are plenty of other opposite-signed signatures
around to offset this. As with the positions, the poorer the distribution is, the lower the
quality of the generated signatures will be.
• A term should always hash to the same signature.
In § 3.4.3 the term "the" appears in both documents and generates the same result in
each: (0, 0, 0, 0, -1, 0, +1, 0). This is important, as otherwise it would not be possible to
regenerate the signature from the term to make it possible to search for the term again.
This property could be violated under certain circumstances; for instance, if a disam-
biguation engine is used to determine the context of a particular term, it could be used
to hash the same term into different signatures (for instance, to hash the fruit “apple”
to a different signature from the technology company “Apple”); but in most cases this
is a necessary property of signature generation.
This research looks at generating document signatures through random indexing [Sahlgren,
2005]; however, any approach that fulfils the above conditions (perhaps utilising a different
dimensionality reduction approach, such as singular value decomposition [Deerwester et al.,
1990]) could be used. These dimensionality reduction techniques typically have performance
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and scalability issues compared to random indexing, making them potentially less feasible for
this purpose.
4.4.2 Reproducibility
As explained previously, it is essential that a given term produce the same signature each
time. Failing to meet this requirement would render signature search futile.
There are at least two ways in which the reproducibility requirement can be satisfied:
Stored signatures
The signature for a term can be generated the first time that term is seen and then stored. It
could then be retrieved for subsequent instances of that term appearing in the collection while
indexing, and also retrieved for searching the collection.
This approach allows for a great deal of flexibility in the process by which term signatures
are generated. Any sort of random number generator could be used, as could any source of
entropy be used to seed it. It does, however, come with a number of issues:
• The term signatures table will need to be stored, not only while the collection is being
indexed, but for all subsequent searches. This requires it to be used everywhere the
signature data is used and effectively makes it a permanent attachment to the signature
data file.
• Collections that were indexed independently will not be compatible and there will be
no way of reconciling them without entirely re-indexing one of the collections. This
further limits the ways signature files can be used.
• The vocabulary for a given collection can be very large. The Wikipedia XML corpus
(§ B.2) has a vocabulary of over 2 million terms, approaching the number of documents
in the collection, and bigger collections can have even larger vocabularies. Storing
these could have serious ramifications for the storage (on-disk and in memory) of large
collections.
• Indexing a collection requires that each time a document is indexed, read-write access
to a table or associative array that stores the mappings of terms to term signatures is
78 CHAPTER 4. SOFTWARE IMPLEMENTATION
needed, and it is necessary that this same table be used for every document that is
indexed.
This can have serious ramifications for parallel indexing. Parallel indexing will be
discussed in detail later, but the pertinent issue is that every thread that is doing the
indexing will need to lock down this table constantly just to do its job, preventing the
other threads from getting work done.
Associative data structures that require only the pertinent parts of the table to be locked
when storing/retrieving records do exist; however, this degree of synchronisation can
still have serious negative effects on the performance of a system.
Seeded signatures
Alternatively, the term could be used to seed the pseudo-random number generator used for
generating the term signature vector. When the term is seen again, even if this incarnation of
the platform has never seen this term before and does not have the representation of the term
stored, the signature generated by the pseudo-random number generator for this term will be
identical.
What this means is that the random number generator used is effectively built into the
format specification for the signature file and requires that the random number generator
be available and work in the exact same way on every platform to ensure signatures are
adequately portable. However, compared to the many downsides of storing the generated
signatures, this is a clearly superior choice.
The use of a pseudo-random number generator seeded with the contents of the signature
makes the term signature generator conceptually a hash function, albeit one with more exact
requirements for the properties of the output result than a typical hash function.
4.4.3 Term signature generation
With the method of obtaining random data appropriate for generating the signature with
having been chosen, the remaining problem is how to generate the term signatures using said
random number generator. Being able to configure the signature density is also a desirable
property, as described earlier.
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To summarise the problem at hand, the term signature generator should utilise a pseudo-
random number generator, seeded with the term the signature is being generated for, to
generate a vector of a specified length with values randomly chosen from neutral, positive
and negative based on the specified signature density. For example, with a signature density
of 1
10
, each value will have a 9
10
chance of being neutral (zero), a 1
20
chance of being positive
and a 1
20
chance of being negative.
The most straightforward approach to meet this requirement is to simply iterate over
the signature width, producing random numbers and comparing them against the desired
signature density. The upside to this approach is that it is very simple to reason about and
show that it demonstrates the desired properties. The downside is that it may not be the most
efficient way to generate signatures.
4.4.4 Term signature performance
One issue potentially driving performance concerns in this area is the performance of the
random number generator; use of a slow generator will directly impact indexing speed. How-
ever, even if the random number generator is extremely efficient, it is easy to see that having
to generate 1024 values (assuming 1024 bit signatures) for every term in every document is
undesirable if it can be avoided.
• One potential step is simply to get more use out of each value the random number
generator outputs. Consider a relatively common approach for generating random
probabilities (values between 0.0 inclusive and 1.0 exclusive): you take a number
output by the generator, for instance, an unsigned 32 bit value; move it into a floating-
point type and then divide it by 232 to produce a value in the desired range.5 This can
then be compared with probability thresholds to determine whether to add a neutral,
positive or negative value to the vector.
Hence, one potential optimisation is to reduce the precision of the generated random
values and generate more of them with each call to a random number generator. For
example, with the same random number call, two 16 bit numbers could be generated
5Conceptually. As we are concerned with performance it makes more sense to normalise the probability
thresholds into the desired range and do the comparisons there so unnecessary floating point conversions are
not performed.
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instead. This would not necessarily mean that two values of the signature could be
generated in the same time as one with the 32 bit random numbers, but it would almost
certainly be faster. This could be considered trading signature quality for performance.
• An alternative approach, to avoid sacrificing signature quality at all while making more
use out of the random values, is to constrain the signature density to values that can
easily be selected with a random number generator producing small random numbers.
For example, if a signature density of 1
8
was chosen, this would mean a 14
16
chance of a
value being neutral, a 1
16
chance of it being positive and a 1
16
chance of it being negative.
A 4 bit random number generator, producing values between 0 and 15 would be enough
to manage that selection: if a value of 0–13 was returned it could mean neutral, while a
value of 14 could mean positive and a value of 15 could mean negative. This means that
a 32 bit random number generator would be able to cover eight columns with one call,
requiring a total of 128 calls to the random number generator for a 1024 bit signature.
Naturally, this comes with the downside of restricting the available range of signature
densities. In cases where a certain signature density produces superior results to the
best signature density with a power of two denominator, this could end up being another
speed-quality tradeoff.
• One other potential approach to reduce the number of calls to the random number
generator is to take advantage of the fact that term signatures vectors are typically
going to be quite sparse. This makes sense, as overly dense signatures will have to deal
with a larger number of collisions and there is some evidence that this has an effect on
the results; Geva and De Vries [2011] suggest a signature density that works out to be
1
6
in the scheme used here.
Hence, a superior approach for generating signatures is to instead choose the number
of columns that will have non-0 values based on the signature density, randomly se-
lect those columns and give them positive or negative values, randomly chosen. As
choosing whether a value is positive or negative can be done with just one bit out of the
random result, the number of calls to the random number generator could be reduced
to the same fraction as the signature density; a signature density of 1
6
should mean 1
6
of
the calls to the random number generator.
There is also further room for optimisation in there. If restricting the signature size
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to a power of two is considered more acceptable than restricting the denominator of
the signature density, a similar optimisation can be performed here. As an example,
consider a 128 bit signature: it would take 7 random bits to decide which column to
affect and 1 random bit to decide whether it should be set to a positive or negative
value6. If the desired signature density is 1
8
, a total of 16 columns would need to be set
to match this density. Setting these 16 columns would require a total of 8 × 16 (128)
bits of random data, or only four calls to the random number generator. Although more
typical signature lengths may not fit into the results returned by the random number
generator as neatly, there is plenty of room for improvement over the naı¨ve approach.
Empirically comparing the performance of the different approaches is a simple task, as
the signature generation algorithm can be implemented in a modular enough fashion to be
easily swappable, either as a compiler flag or as a runtime argument. As a result, comparing
the runtime performance of the signature generation methods is simply a matter of indexing
the same collection multiple times using the different methods and timing them.
Another factor that needs to be measured is the search quality of the signature methods.
Although the different methods are fundamentally designed to produce signatures with the
same statistical properties, they do generate signatures in different ways and hence will
produce different signatures, simply by virtue of using the random numbers for different
things. It is therefore important to ensure that the optimised signature generation approach
does not significantly impact the quality of results. This is more difficult to judge.
To measure the search quality we will simply be using a standard set of topics with
associated relevance judgements and measuring the P@10 (precision at 10 documents) of
each method. The issue that arises here is that differences in the results may not necessarily
show that certain signature generation methods produce higher quality signatures than others.
As all of these methods are random indexing methods there is automatically a certain level of
randomness in the results, even though the same signature methods will consistently produce
the same signatures for each term.
The impact of this element of random chance on the final results can be diminished by
sampling multiple results by seeding the random number generator differently each time. The
6The sign bit could be omitted if, for example, the algorithm was constrained to output the first half of the
bits as positive and the second half as negatives. For this research we are considering approaches that preserve
the binomial distribution of bit signs, however.
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Signature method Indexing time (s) P@10 σ(P@10)
Naı¨ve 503.631 0.3488 0.0083
Positional 125.682 0.354 0.015
Table 4.1: Comparison between indexing time of signature methods
random number generator is already seeded with the term the signature is being created for,
so to introduce a level of variance suitable for sampling we introduce a second parameter into
the seed, an optional signature seed which can then be varied to produce different results and
reduce the effect the element of chance has on the final results.
Table 4.1 shows the results of tests performed by indexing the WSJ87-92 collection
(§ B.1) with 1024 bit signatures. The two methods being tested are:
Naı¨ve
The method described in § 4.4.3, involving one call to the random number generator
for each column in the signature.
Positional
The method described earlier, involving one call to the random number generator for
each column being set, with that call determining the position of the column.
The P@10 score was averaged from a sample of 5 differently-seeded runs.
The positional signature generation approach performs much more efficiently than the
naı¨ve approach, with the overall indexing time reduced to less than a quarter of the original
time. The search quality is virtually unchanged; while the positional approach did produce
slightly better results, the results are too close to matter in practice.
4.4.5 Term signature caching
In § 4.4.2, the concept of storing term signature vectors after their generation in an associative
array or table is discussed. While this is a suboptimal model for various reasons as described
in the same section, one advantage it provides is that terms do not need to be regenerated
every time they are seen. Depending on factors such as the signature width and density, the
performance of the random number generator etc. in certain cases it may be faster to look up
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a signature that has already been generated rather than generating it again. This aspect can
be leveraged in conjunction with seeded signatures to create a term signature cache.
Caching signatures solely to improve the performance of the signature indexer provides
a number of advantages over storing signatures permanently:
• The table associating terms to the signatures they generate does not have to become
a permanent attachment to the signature data. As the signatures can be regenerated
without it, whenever the table becomes inconvenient to store it can be discarded.
• Signatures created by different instances of the application remain compatible.
• Parallel indexing causes no issues beyond the need to find an approach to caching
signatures that does not require excessive synchronisation between threads. As there is
no need to maintain consistency between the view of the term cache that each thread
has, there is a large amount of room for flexibility in determining the most efficient
approach.
One potential approach is to have each thread have its own copy of the signature cache
that the other threads don’t even look at; while term signatures would need to be
generated more times than they necessarily would due to threads not being able to
use the cached versions created by other threads, the efficiency gains from avoiding the
need to lock/unlock shared caches can easily make up for it.
Even without entirely isolating the individual caches like that, the fact that the threads
can recreate the signatures on their own still grants plenty of flexibility in cases where
it might simply be cheaper to create a signature again rather than retrieve it from a
cache.
Another possibility is to take advantage of the fact that most of the common terms
will have already appeared after indexing for a certain amount of time, presuming the
documents in the collection are well distributed. Hence a long-term cache could be
frozen a set portion of the way in and made read-only. Multiple threads can access a
read-only data structure without any need for synchronisation. Individual threads can
also keep smaller short-term caches for catching terms that are not common but can
appear many times in those documents in which they do appear.
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• It is not necessary for every term signature to be cached. The most benefit would come
from caching the terms that are seen the most often; terms that appear many times in
many documents7 as well as those terms that are not as common but appear multiple
times in those documents they do appear in.
As a result there is some level of justification for having multiple tiers of cache. A
short-term cache can be used to memoise term signature computations within the scope
of e.g. a document or paragraph, while serving the secondary purpose of keeping
track of terms that recur often enough to be added to the long-term cache. Terms
can disappear from the short-term cache after they stop appearing for a while. This
allows the caches to remain at a reasonable size, even in collections with very large
vocabularies, while allowing the indexer to gain performance benefits from not having
to generate signatures for every term.
Term signature caching is purely a performance optimisation; signature files created with
caching enabled will be exactly the same as signature files created without caching. As a
result there is no need to verify that a document quality regression did not occur; checking
that the generated signature files are identical is sufficient to ensure that the implementation
is not flawed.
For this research only a simple, single-tier cache was implemented. The cache functions
as a rolling buffer of a configurable size that is attached to a hash table. When the time comes
to generate a signature for a term, first the hash table is searched to determine if the signature
has already been generated. If it has, the software uses the signature in the cache instead
of generating a new one. If not, the next position in the rolling buffer will be used. If that
position already contains a signature, as will happen when the cache wraps around, it will
be removed from the hash table. The newly-created signature is then added to the buffer and
hash table so it can be retrieved in the future. Setting the term cache size is therefore a direct
example of choosing a speed/memory trade-off; a smaller cache will require less memory,
but terms will need to be regenerated more often. If the cache is large enough to store the
entire collection’s vocabulary then a term signature will only need to be generated once for
each term.
7More precisely, those terms that are not first eliminated by a stop list. It is faster to discard those term that
are of no use when searching than to bother even caching them.
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Cache size Memory use Indexing time (s)
None n/a 124.439
100 436 KiB 132.417
1000 4.3 MiB 113.377
10 000 43 MiB 88.801
100 000 436 MiB 87.07
1 000 000 4.3 GiB 86.358
Table 4.2: Comparison of indexing time and memory consumption while indexing the
WSJ87-92 collection with different term cache sizes. Larger cache sizes consume more
memory and start producing diminishing returns after a certain point.
Table 4.2 shows the results of tests performed by indexing the WSJ87-92 collection
(§ B.1) with 1024 bit signatures generated using the positional signature generation method
(§ 4.4.4).
At low cache sizes, the extra time taken to maintain the cache (primarily the hash ta-
ble lookup and copying the signature data into the cache) outweighs any benefit the cache
provides as terms are replaced too quickly. When the cache finally becomes big enough,
the effect it can have on the indexer’s overall performance is considerable, easily making up
for the memory consumed by the cache. Past that point, however, increasing the cache size
results in progressively diminishing returns.
The amount of memory consumed by the cache is a function of the number of the term
capacity of the cache and the size of the signatures; signatures with a smaller width require
less cache space.
4.4.6 Term signature representation
The tables in § 3.4.3 provide a conceptual view of how TOPSIG signatures are formed;
the term signatures are made up of neutral, positive and negative values. These are added
together, then flattened into a binary signature to produce the final result.
The way the term signatures are stored is a minor detail, but one with important per-
formance implications when taking other optimisations such as term signature caching into
account.
In a straightforward, unoptimised implication of a signature indexer, it may not even
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be necessary to store the term signatures at all. The unflattened document signature can
be represented as an in-memory array and the values in it incremented and decremented
according to the term signatures, which are processed as soon as they are generated. For
instance, rather than storing that the 3rd value in the term signature for "cat" is positive, the
indexer could just increment the 3rd value in the document signature for the document being
processed and immediately forget that the term signature ever did that.
Caching makes this impossible, however, as the term signatures need to be stored in
the cache for later retrieval so they can be added to a different document signature without
needing to be regenerated. This leaves the storage of these intermediary term signatures a
problem to be addressed.
Storing them as arrays of integers, as they appear in the example tables (values of -1, 0
and 1) is possible. Alternatively, if space is a concern,8 due to the fact that the only possible
states are -1, 0 and 1 they could be stored as trits.
However, a better idea could be to consider how term signatures are eventually used; they
are used to increment or decrement values in the unflattened document signature vector. To
do this when the term signatures are stored as an array of integers means looping through
the entire array and incrementing, decrementing or doing nothing to the document signature
vector depending on the value inside it.
As discussed in § 4.4.4, term signatures can be expected to be sparse, so the main oper-
ation for most indices of the term signature will be to do nothing. This reveals a potential
optimisation; by storing term signatures as sign/position pairs, the same way they are gen-
erated with a more optimal use of the random number generator, instead of looping through
an array of all possible positions in the signature, the indexer can simply loop through a list
of positions that are either incremented or decremented and handle those without needing
to address parts of the signature that are unaffected. Like the random number generator
optimisations, this produces better benefits when the signatures are sparse, but this is a fairly
safe assumption for term signatures.
8Space is always a concern. Smaller representations of signatures mean more can be cached in memory,
meaning greater performance.
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4.5 Signature storage
Document signatures, after being created by the indexer, need to be stored in some form so
that they will be available for queries. This could be in memory, but usually means on disk
so the generated signatures are available for subsequent invocations of the program, as well
as available to be used by other software, moved to other machines, processed etc. The way
signatures are stored, both on disk and in memory, has various implications for portability,
performance and convenience.
For the moment, the scenario the storage scheme is being designed around is that of
exhaustive sequential searching; that is, every signature in the collection is compared against
the search signature. Other means of searching signatures and what they imply for how
signatures are stored will be discussed later.
4.5.1 In-memory representation
First of all, it is highly desirable to have the in-memory representation of signature data match
the on-disk representation. This means that the bits that make up the signature in conjunction
with all the metadata necessary to store the signatures is stored in a block of memory identical
to how it is stored on disk. This has a number of implications:
• Reading signatures from disk into memory, the necessary first step for searching a
collection9 is as fast as possible.
If the in-memory and on-disk representations differ at all, the signature data will need
to be processed as it is being read in. Depending on the extent of the processing, this
can be done without slowing down the reading; however, at the same time, CPU time
that could be spent on something else in a different thread is wasted. Having identical
representations avoids this and allows you to spend idle CPU while the signature data
is being read on something else.
• Writing signatures to disk is also faster. A highly optimised signature indexer will
typically have threads processing the collection into signatures that are written out by a
9Assuming the collection is being searched in-memory. It is possible to stream a signature index, which can
be useful if only one query is being executed and/or the signature data requires more memory than is available
to the machine doing the searching.
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dedicated writer thread. Keeping the representations as similar as possible means less
processing is required on the writer thread’s side, meaning signature indexing takes
less time.
• Portability is a desirable property and moving signature data between architectures
can be problematic with mirrored in-memory and on-disk representations; occasionally
small sacrifices will need to be made.
One of the more well known architectural differences in the storage of data types is
endianness. In “little endian” byte ordering a data word has the bytes ordered from
least significant to most significant while “big endian” byte ordering has the bytes in
a word ordered from most significant to least significant. The x86 architecture uses
little endian. Some architectures such as ARM, MIPS and PowerPC make both byte
orderings available; however, this does not mean that a given system using one of these
architectures will be able to use programs with either. MIPS, for example, requires that
the byte order be specified on boot, which means the underlying operating system and
all the programs running on it will need to share endianness.
While little endian is almost ubiquitous, especially on consumer PCs, big endian byte
orderings are still used and cannot be ignored entirely.
The raw signature data itself is byte-order-agnostic, as the bits that make up the sig-
nature are stored in the same order regardless. While larger data units such as words
may be used to accelerate operations such as XOR and POPCNT across the signature
bit vectors, these operations are themselves agnostic to the underlying byte-ordering
and will produce the same results on any architecture. Hence, if only the signatures are
stored in the data file, endianness will not have any impact on the results.
This does not apply to any metadata stored with the signatures, which may feature
word-sized integers among other things. This can become a minor tradeoff between
performance and portability; is it most efficient to work with in-memory words that
use the same byte ordering as the architecture.
A potential compromise is to pick one of the byte orderings (such as little endian,
due to its ubiquity on consumer hardware) and use special access routines to read
signature metadata. These routines can, at compile time, be replaced with native
memory accesses on little endian architectures and with more complicated routines that
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reverse the byte order of data words during reads/writes on big endian architectures.
This allows the software to take advantage of performance gains from using a consis-
tent byte ordering that mirrors the native byte ordering of the hardware the program is
running on while also working, albeit with slightly poorer performance, on incompati-
ble hardware without sacrificing the portability of the signature data files.
• A similar problem, also related to portability, is the potential difference between the
optimal data word sizes between architectures. Typically a given architecture will have
a word size which is the most efficient unit of memory to work with on that architecture.
Hence, for frequently-accessed data, use of an architecture’s native word size is highly
desirable when considering the problem from the perspective of performance.
On modern consumer hardware, this typically comes down to a choice between 32 bit
and 64 bit word sizes. 64 bit hardware is almost ubiquitous in consumer PCs; however,
32 bit machines still exist and some consumers may still be using older operating
system software forcing their 64 bit machines to run in 32 bit mode.
This is, however, only a minor issue. Standard 64 bit consumer machines suffer no
performance penalties for accessing 32 bit words and unless a larger range of values is
necessary there is no justification for using 64 bit words for storing signature metadata.
64 bit accesses can be used in 64 bit machines to make signature processing more
efficient; however, this has no implications for the underlying data format and is simply
an advantage those machines will gain.
4.5.2 Signature metadata
Raw signature data, by itself, is not particularly useful for searching. After a signature
that closely matches the query is found, some way of tying that signature to a document
is desirable, especially as the signature is not itself human-readable and hence not terribly
useful to a human user.
To solve this problem some amount of metadata will need to be stored along with the
signature data. There are a number of potential storage options for the metadata:
• Stored separately from the signature data. (Figure 4.2) This effectively implies two
separate blocks: one of pure signature data and one of metadata (generally stored in
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Signature Signature Signature Metadata Metadata Metadata
Figure 4.2: Depiction of document metadata stored separately from the signature data. The
metadata could appear in a separate data file, or elsewhere in the same file.
Signature Metadata Signature Metadata Signature Metadata
Figure 4.3: Depiction of document metadata stored interleaved with the signature data. The
metadata appears in a contiguous block with the signature it represents. This keeps all the
data a given signature requires in one place.
the same order to ensure that there is a way of mapping signature data to metadata).
These blocks could be placed in separate files or stored in the same file. What matters
is the organisation.
This approach makes a lot of sense for searching if the code doing the searching does
not make use of the metadata until it has determined which signatures to return. CPUs
have caches of high-speed memory that is loaded in cache lines from regular memory
as memory accesses are made. This means that accessing contiguous bytes is very
efficient. However, data that is read into the cache and not subsequently used wastes
valuable cache space, which is what will happen to metadata that is stored interleaved
with signature data if the signature data is all used but the metadata is not.
• Interleaved with the signature data. (Figure 4.3) This typically means that, for each
signature, there is a small block of signature data and a small block of metadata. This
provides some of its own advantages.
With the metadata and the signature data forming one cohesive block, if that block is
available all the data required for working with the signature is as well. The metadata
is never apart from the signature data. This is inviting purely from the standpoint that it
is a very simple representation; signature blocks can be concatenated together to form
larger ones. Signature data can be streamed, either from disk or over a network. The
signature indexer only has to write out single blocks to a file; nothing needs to be kept
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after it is written out. All operations on signatures are much simpler when metadata
and signature data are kept together.
There are also several reasons to prefer that the signature metadata be available while
searching, in which case it is better for the data to be together to make best use of
the CPU cache. Certain kinds of metadata, such as “document quality” or “document
length” values created while indexing may be useful to the search code, making it pos-
sible to consider some factors other than Hamming distance from the search signature
when making a determination about how relevant a document is. Data that is relevant
for more targeted searching, such as category information, may also be useful to the
search code.
4.5.3 Signature file format
While both of the aforementioned storage models for signatures have their own benefits, the
model chosen for this research implementation is that with the interleaved signatures. This is
mostly to simplify file formats and make it easier to stream signature data for cases in which
the signature file cannot be kept entirely in memory. Note that, although Figure 4.3 showed
the metadata following the signature data, in the file format described below the signature
data actually follows the metadata.
The signature file format used by this implementation is as described in Table 4.4. The
format consists of two types of blocks; the collection header, which appears once per file, and
the signature block, of which one appears for each signature in the file.
The header does not contain the number of signatures in the file. This is because the
signature count is a value that is typically not known during indexing, and to write this to
the file would require rewinding after the file has been indexed, which can be problematic
in some situations. Furthermore, the number of signatures in a file can be calculated from
information in the header (the header size, the length of the document name field and the
signature width) combined with the file size.
The header file contains information necessary to create signatures that are compatible
with the signatures in this data file and hence enable the searching of the signature file in
question. This information is stored in the header rather than in the individual signature files
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Size Field description
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4 B The size of this header (in bytes)
4 B The version of the signature file format. This allows the file format to be changed
without breaking old signature files, as new versions of the software can detect the
old files. The current version is 2. Version 1 lacked a signature seed field.
4 B The length of the document name field in the signature block
4 B The signature width (in bits)
4 B The density of the signature. A value of x means a signature density of 1
x
.
4 B The additional seed (or salt) added to the term signature seeds
64 B The name of the signature generation method, padded with 0-bytes
Si
gn
at
ur
e
bl
oc
k
? The name of the document this signature represents. The length of this field is
equal to the value in the document name length field plus 1.
4 B The number of unique terms that appear in this document
4 B The length of the original document (in characters)
4 B The total number of terms in the original document
4 B The document’s “quality” index. This is used for splitting ties when searching.
4 B The starting position within the original document of the segment this signature
was generated from
4 B The end position within the original document of the segment this signature was
generated from
4 B Unused
4 B Unused
? The raw signature data. The size of this field is determined by the signature width
given in the header.
Figure 4.4: The file format of the signature data files used by TOPSIG
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due to a number of factors:
• Having signatures of different formats in the same collection makes that collection
more difficult to search. The standard signature search approach involves creating
one search signature and comparing it to all the signatures in the collection. If the
search signature must be recreated for every signature in the collection the additional
computational expense involved would make signature searching infeasible.
• Some parameters, such as the document name field length and the signature width
affect the size of the signature blocks. Having signatures of different sizes in the one
collection makes handling the data file more inefficient as determining the position of
signature n would require interpreting the previous n− 1 signatures first.
• The extra data stored with every signature would cause the size of the file to increase
dramatically, making it more difficult to store large collections in memory.
This is also the reason why it is important that the document name field length be sized
appropriately for the collection; the default size (255 bytes) is large and designed to
accommodate even really long document names; if the document names in a particular
collection are no longer than a certain size, it is useful to set this field to that size to
reduce the file size and memory usage of the signature data.
If the collection headers of two signatures match the signature blocks within them can
be combined. This means that multiple signature data files can be concatenated together
very efficiently, which is a useful property. For instance, while this research does not cover
indexing over multiple networked machines or clusters, different parts of a collection can be
indexed with identical settings on multiple machines, after which the resulting signature files
combined into one large signature file that can be searched like any other.
4.6 Availability
To make the software available to others for their own research, the decision was made for
the software to be released under an open license (the GNU GPL v3). The source is available
at www.topsig.org.
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4.7 Summary
In the course of investigating document signatures for the purpose of this research, the open-
source TOPSIG information retrieval platform was developed. The software was developed
in C to take advantage of that language’s performance, simplicity and ability to handle low-
level data representations efficiently. The initial goal for TOPSIG was to port the original
TOPSIG [Geva and De Vries, 2011] algorithm over to C, with particular attention paid to
performance and extensibility, in order to develop the approach further.
TOPSIG was implemented as a collection of interconnected modules, which expose only
a thin interface and the layout of certain data structures and act as a black box from the
perspective of other modules. This design encourages limited inter-module coupling and
information hiding. TOPSIG can launch in a variety of different modes and the root module
is responsible for transferring control to the most appropriate module for a given execution
mode. Certain modules are not directly responsible for a given execution mode but instead
provide common functionality to other modules, such as the search and threading modules.
The configuration module is a special case in that it provides access to user configuration
settings to the rest of the application.
User configuration is performed through a flexible combination of configuration files
and command-line arguments, and works on the basis that configuration settings declared
later overwrite those that are declared earlier. This makes the order in which configuration
is loaded important. By default, TOPSIG reads all the configuration information from the
config.txt file in the working directory from which TOPSIG is launched, then collects
additional configuration information through command-line arguments, allowing the user
to keep a common set of configuration options in this file and set additional options at
each launch. Additional flexibility comes from the fact that the user can supply additional
configuration files through the CONFIG option, which immediately loads in all the con-
figuration information from the specified file as soon as it is seen, allowing configuration
files to reference other configuration files, or the user to specify a different configuration
file at launch. Configuration files can even be nested a variable number of levels deep. All
configuration options are specified as key-value pairs through this approach and the value of a
given key can be read by any module that links the configuration module. Many configuration
settings are entirely optional and will assume sensible defaults if no value is given, while
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others require a value to be set before the execution modes that use it can be run.
Term signatures are generated reproducibly using the ISAAC pseudo-random number
generator, seeded with the text of the term that the signature is being generated for. The
generator is then used to select positions within the signature to set. This is a highly efficient
process; four times faster than the naı¨ve approach, albeit one that is also affected by the
signature density settings. Higher-density settings require more bits to be set and hence
require more random values to be generated.
As the expenses associated with generating these signatures takes up a relatively large
portion of the signature search indexing time, it is useful to store term signatures that have
already been generated in a term signature cache. The term signature cache is simply a hash
table that terms are added to after their signatures have been generated. For subsequent doc-
ument signature generations, terms signatures that are cached do not need to be regenerated
and can simply be added directly to the document signature.
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Chapter 5
Parallel Processing
Parallel processing refers to the act of completing a task through the utilisation of multiple
threads of execution running simultaneously. Many modern commercially-available systems,
from consumer personal computer hardware to portable devices like phones feature more
than one CPU core and can therefore execute code in multiple places simultaneously. Multi-
threaded software must, however, be implemented with a great deal of care when it comes
to accessing shared resources from multiple threads simultaneously. Accesses to unsynchro-
nised resources can produce unpredictable results and resource synchronisation, if performed
carelessly, can heavily reduce the overall processing speed of the application.
Chapter 4 largely focuses on performance from the perspective of a single-process single-
threaded application. However, when it comes to performance there are few modifications
more effective than utilising more of the latent computational capacity available to a multi-
core machine. Even single-core machines can benefit from multithreading, depending on the
nature of the task being parallelised, especially when dealing with I/O-bound or blocking
system calls or when hardware technologies like hyper-threading are available.
5.1 Synchronisation
Hypothetically, if you were to perfectly distribute a task over two threads, a system with two
cores available would be able to complete that task twice as quickly as it would compared to
a single-threaded task. If that task were to then be perfectly distributed over four threads, it
would be finished twice as quickly again, providing the cores were available.
97
98 CHAPTER 5. PARALLEL PROCESSING
In reality, however, multithreading is rarely that efficient. The performance of threads
comes from the fact that separate parts of the system can do work without regard for other
parts of the system and individually work as quickly as possible to result in a unified outcome.
Hence, when they have to concern themselves with what other threads are doing, such as
waiting for another thread to do something or give up control of a resource, threads lose
some of their efficiency.
5.1.1 Amdahl’s law
Amdahl’s law (also referred to as Amdahl’s argument) holds that the limit to which a task
can be improved through parallelisation is the reciprocal ( 1
x
) of the portion of the task that is
sequential (cannot be run in parallel) [Rodgers, 1985].
For instance, consider an application that reads a compressed data file from disk into
memory, performs some task with the data (that we assume is perfectly parallelisable) and
then writes the results, compressed, back onto the disk. The compressed reading and writing
parts of the task form 1
4
of the overall work and the actual computation comprises the remain-
ing 3
4
. This task is said to be 3
4
parallelisable is 1
4
sequential and hence can only be improved
up to 4×. This is the limit to which the system can be improved, and through adding more
processing threads this limit is approached. Naturally, this is a simplified perspective on
the issues surrounding multiprocessor programming; adding more processing threads usually
involves an increase in the amount of synchronisation that occurs [Jung et al., 2014], but it
does illustrate an important concept.
5.1.2 Subtask deducement
Notably, the maximum improvement Amdahl’s law describes assumes the task being paral-
lelised can be broken down into infinitesimally small subtasks, thereby allowing the amount
of time spend on the parallelisable portion of the code to be reduced to 0 as more processing
threads are added. In practice there are complications preventing this from being a reality and
determining the granularity of the subtasks to be divided is an important aspect of parallel
programming.
Consider the task of counting the number of bits set in an array. This is a trivially
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Figure 5.1: The maximum degree to which performance can be improved through
parallelisation is determined by the portion of the task that is run in parallel. Runtime
performance approaches this limit as more processors are added.
parallelisable task, as counting the number of bits in one part of the array does not rely
on the information gleaned from another part of the array. A single-threaded implementation
would simply iterate over the data in the array, counting the bits and returning the final result.
Dividing this task up for it to be processed by two threads is similarly simple; each thread
is assigned half of the array, the threads independently count their own halves and their
independent counts are summed at the end.
Ideally, this should result in a multithreaded implementation that performance twice as
fast as the single-threaded implementation on a system with at least two cores. In reality,
overhead reduces the amount of benefit gained by parallelising the system:
• Some amount of overhead is required for the system calls to create the processing
threads in the first place [Bohrer et al., 2013].
• The threads must be synchronised at the end, when the results are summed. This means
the system will necessarily finish after the last thread finishes. If the threads do not
finish at the same time, there will be some waste as one of the processing threads
remains idle while the other finishes its task.
Fortunately in this case, the two subtasks require an identical amount of work. In many
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cases the subtasks may not necessarily be equal, and it can be impossible to make
this determination before the work is actually done. For instance, many compression
algorithms take different amounts of time to process different kinds of data. This
can potentially make it difficult to partition up an array of data for a multithreaded
compression algorithm in such a way as to reduce the gap between thread completion
times.
Even in cases where the amount of work allocated to each thread is identical, multi-
threading is unpredictable and very much subject to the whims of the underlying task
scheduler. One thread may simply get more execution time than the other, causing it to
finish first. An example of this phenomenon is shown in § 5.2.4 (page 120).
A common solution to problems of this nature is to divide up the task into a fixed
number of subtasks, but instead of initially assigning them to different threads, instead
putting them in a queue, creating the threads and allowing the threads to pick up new
subtasks once they finish old subtasks. This means a thread will never be more than one
subtask length behind. It also makes the overall system more flexible, as threads and
new tasks can be added or removed at any time. In OpenMP parlance this is known as
dynamic scheduling [Danelutto and Torquati, 2014] (as opposed to static scheduling,
which involves deciding in advance which threads do what work).
• The final step of the task (summing the bit counts of each thread) is a form of a
reduction algorithm; that is, an algorithm that turns multiple inputs into a single output.
Reduction is not a trivial algorithm to efficiently parallelise. The standard form of
reduction is linear reduction, where each element of the list is reduced, one by one, into
a single accumulator variable. In this example, this would be keeping a totalCount
variable, looping over the array of results and adding each value to that variable. This
is the simplest version of reduction to implement, and in a single-threaded implemen-
tation is typically the fastest, but causes problems for multithreading as the result of
each reduce operation depends on all of the results before it.
One alternative is tree reduction, where the array is divided into parts, each of which
can be reduced independently. These values can then be reduced in turn to a final value.
Tree reduction can even occur in multiple stages.
In the case with two threads, adding up two values is such a small operation it can
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be considered inconsequential, especially compared to the amount of time potentially
wasted on the synchronisation step before it can run. It is, however, a good example
of overhead as it is a sequential operation that takes longer the more threads there
are. Given a large enough number of threads1, this step could theoretically become
noticeable.
At that point, the counting step could be optimised to take advantage of the gaps
between completion times of the individual threads by adding up the returned counts
by threads when they finish, instead of waiting for all the threads to complete before
beginning to sum them.
While this is an impractical example, it does show how the level of value in subdividing
certain tasks changes with the magnitude of the task.
With this in mind, to what degree can this task be subdivided? The logical limit to the
task’s subdivisibility would seem to be the number of machine words in the array. While
dividing the task further than this (say, into bytes or even bits) is of course possible, the
issue is that population counting is a task typically performed on the word level. Built-
in functionality such as the POPCNT instruction, as well as bit-twiddling hacks to achieve
similar performance on architectures without it operate on individual data words and it is
easy to see how subdividing beyond this level could easily result in a performance reduction
even before the additional overhead of extra threads is taken into account. The practical limit,
however, may be different, as overhead from creating the threads and other factors are taken
into account.
A practical example of the real-world performance of the algorithm described here ap-
pears in § 5.2.
5.1.3 Critical sections
Synchronisation directly reduces the amount of time the system is working in parallel, as syn-
chronisation effectively means every affected thread needs to stop what it is doing so they can
synchronise activities. [Polychronopoulos, 2012] As a result, the potential degree to which
1More specifically, a totally impractical number of threads. Figure 5.1 goes up to an absurd 1024 processing
threads; however, adding 1024 integers is such a fast operation it would be completely unnoticeable itself. This
should give an idea of how impractical it would be for the last stage of the bit-counting algorithm to matter.
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a system’s performance can be improved is directly related to how much synchronisation
occurs. Reducing the amount of time the code spends in synchronisation is also a far more
effective way of increasing performance than adding more processors.
Shared resources is the standard cause of contention between threads. Two systems that
do not share resources at all (e.g. entirely separate computers) would be able to perfectly
parallelise a task and complete it twice as quickly. However, when two threads are utilising
the resources of one machine, there are many potential sources of contention.
Any resource that is explicitly shared between threads requires synchronisation.2 There
are multiple ways of facilitating synchronisation, including mutexes and atomic operations;
however, all of them impact performance to some degree.
5.1.4 Mutexes
A mutex, or mutual exclusion is a mechanism for restricting access to a certain section of
code to one thread at a time. When two threads reach a mutex-protected piece of code
(normally referred to as a critical section), one of those threads locks the mutex and goes
in. The other thread, upon reaching the locked mutex, must wait until the first thread has
finished and released the mutex before it can lock the mutex itself and enter the critical
section. Mutexes can be used to protect any code that would cause problems if multiple
threads were to access it at the same time.
Mutexes are the simplest and most common tool for safely synchronising concurrent
code. They are capable of introducing delays and reducing the performance of a multi-
threaded system in two ways: other threads need to spend time waiting for them, and they
are implemented through the use of a synchronised atomic variable.
Wait delays
Delays are introduced whenever a thread has to wait at a mutex for another thread to release
it. These delays can be mitigated by:
2Providing at least one of these threads is a writer. Immutable resources do not require synchronisation when
shared among threads. Note that reading data from a file descriptor is still writing, as this changes the internal
read position of the file descriptor.
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• Reducing the amount of time spent in the critical section. Excess time spent in a critical
section causes a domino effect of problems for the multithreaded system it occurs in.
Threads that reach the critical section when it is locked will have to wait longer with
nothing to do for the duration of the critical section. In addition, when a mutex is
held for an excessively long amount of time more threads will reach the critical section
while it is still locked and have to wait.
Some critical sections inherently need to contain slow operations, especially system
calls, and this can naturally put limits on how well these can be optimised. In many
cases, however, critical sections can simply be removed by pulling out operations that
do not need to be part of the critical section in the first place. This can occasionally
involve breaking up a critical section into subtasks, especially if some of those subtasks
do not require mutex protection.
For instance, in a case with a shared data structure where threads want to read an ele-
ment, perform some expensive algorithm involving the value of that element, then write
the result back into the same shared data structure, this entire sequence of operations
could be performed in one critical section. However, assuming the expensive algorithm
described is not one that requires a lock, a better alternative may be to lock the data
structure, read the element, unlock the data structure, perform the computation, lock
it again, write the result and finally unlock it again. The conceptual superiority of the
latter method can be shown by considering the case where two threads arrive at the
same piece of code.
Assuming, for the sake of this exercise, that it takes 1 ms to read or write from this
shared data structure and 10 ms to do the calculation, the sequence of events with one
mutex are as described in Algorithm 5.1.
Algorithm 5.1 Monolithic critical section example
1. Thread A arrives at the critical section and locks the mutex.
2. Thread B arrives at the critical section and waits.
3. Thread A spends 12 ms (1 ms reading, 10 ms calculating, 1 ms writing) and unlocks the
mutex.
4. Thread B locks the mutex, spends 12 ms doing the same activities and unlocks the
mutex.
This sequence took a total of 24 ms, effectively as if it had not been parallelised at all.
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Splitting the critical section up, however, would make the result look more like the
listing in Algorithm 5.2. In this example the total time spent over the entire sequence
Algorithm 5.2 Segmented critical section example
1. Thread A arrives at the critical section and locks the mutex.
2. Thread B arrives at the critical section and waits.
3. Thread A spends 1 ms reading and unlocks the mutex.
4. Thread B locks the mutex, spends 1 ms reading and unlocks the mutex.
During this time Thread A has spent 1 ms calculating and has 9 ms left to go.
5. Thread A spends 9 ms to finish calculating.
During this time Thread B has spent 9 ms calculating and has 1 ms left to go.
6. Thread A locks the mutex, spends 1 ms writing and unlocks the mutex.
During this time Thread B has spent 1 ms to finish calculating.
7. Thread B locks the mutex, spends 1 ms writing and unlocks the mutex.
is 13 ms, which is almost perfect parallelisation. There is also a second advantage to
splitting up the critical section; in most cases reading from a data structure does not
require true mutual exclusion. Providing reading is an operation that does not change
the data structure being accessed, any number of threads can read at the same time.
The only reason threads have to lock the mutex before reading is to ensure that no
other thread attempts to write to the structure at the same time that this thread is trying
to read from it, which can cause its own problems.
Many platforms provide shared mutexes, or read-write locks that provide this func-
tionality and splitting up the critical section enables the above code to take advantage
of it, as the first instance of locking does not need to be an exclusive lock. If this
chance was made to the above example threads A and B would both lock the mutex for
shared access, read the value and unlock it simultaneously, allowing the two threads to
continue in lockstep until they have to write their results back, at which point one of the
threads will have to wait for 1 ms while the other thread writes, as writing does require
exclusive access. Due to this delay using shared mutexes does not actually improve
the performance of the above example; however, shared mutexes are still an important
tool. This is especially true if there is an imbalance in the number of reads and writes
occurring in a system; if reading from the shared data structure is the most common
operation most of the contention will come from multiple threads attempting to read
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at the same time, which is something they will be able to do without delay if shared
mutexes are used.
• Keeping the frequency at which critical sections become contested down. No matter
how slow the code in the critical sections is, if a mutex never reaches the critical section
while it is locked there will be no delays introduced into the system. Naturally, if this
could be guaranteed there would be no need for the mutex in the first place. It is
however possible to design a system so that the frequency at which threads hit the
same critical sections is reduced.
For instance, consider an associative data structure implemented as a hash table. These
are fairly standard data structures that are available in most programming environ-
ments, either built into the language itself or available in a standard library (e.g. C++’s
<unordered_map> template). Accesses to this data structure in a multithreaded
environment could be rendered thread-safe just as easily as with any basic resource;
by locking the mutex associated with the structure before accessing it and unlocking
it afterwards. In an environment where this data structure is frequently accessed,
with different threads reading and writing records in the table this can lead to serious
amounts of contention.
One solution is to make the data structure itself smarter and recognise that it is meant
to be used concurrently. These are known as concurrent data structures [Shavit, 2011].
The reason this is not how all data structures of this nature are designed is because in
most cases they are not used concurrently and the synchronisation required to allow
this adds to the performance cost of all operations. It is also not simply a matter of
switching the features off when a program does not use threads as data structures are not
necessarily used concurrently simply because the program they are in is multithreaded.
This is a situation where allowing the programmer maximum flexibility is desirable;
thus it is up to the programmer exactly how certain resources are to be synchronised.
In this example, a hash table could be implemented that provides its own concurrency
by having mutexes for each of the buckets. The way a standard hash table works is by
using a hash function on the key of the (key, value) pair inserted in the table. This hash
function is used to select one of many buckets that comprise the table and store the (key,
value) pair inside that bucket, which could be a list, a tree or some other structure. The
106 CHAPTER 5. PARALLEL PROCESSING
key can be used later to hash to the correct bucket, in which the previously-inserted
item should appear. Read and write operations on the hash table can then just lock the
bucket associated with the key they are using, and assuming a reasonable distribution
of accesses across the hash table, this could greatly reduce thread contention.
Only hash table resizes require that the entire table be locked down. Hash table operate
best when the number of items per bucket is small (preferably 1 or fewer, so the correct
item can be located with one operation), which is accomplished by having a large
number of buckets. The individual buckets use up a small amount of memory even
when empty, so wasting a lot of space with an overly large hash table is similarly
undesirable. One technique to allow hash tables to continue to work well even if
they were initially created with too few buckets is to resize the table, which generally
involves creating a new hash table with more buckets and rehashing every item in the
old hash table so they can be moved over. Naturally, this operation requires that the
entire table be locked down for the duration of the resize. As this is not a common
event and can be avoided entirely if the future load on the hash table can be correctly
anticipated, this is not a serious shortcoming of the data structure.
Depending on the nature of the situation, use of a smart data structure such as the one
described above can provide great performance benefits. The excessive synchronisa-
tion does, however, add its own overhead and any improvements to performance should
be verified with a profiler before a smart data structure is adopted.
Synchronisation costs
Mutexes are themselves synchronised, through use of atomic operations. Earlier on in this
section, an idealised example of a multithreaded system was provided to illustrate the value
of keeping everything out of a critical section if it does not need to be there. As such, it
ignores a number of important factors: including the fact that thread scheduling is almost
never as convenient as it is described here and that mutex locking and unlocking are not
inconsequential operations and in fact require their own synchronisation (after all, if two
threads could lock a mutex at the same time it could not be considered a mutex).
Mutex synchronisation is handled through atomic operations which have their own per-
formance issues, as is described below in § 5.1.5.
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5.1.5 Atomic operations
The basic concept behind an atomic operation is relatively simple: atomic operations happen
instantly and there is no chance of another thread running after an atomic operation has begun
but before it has finished. For instance, consider a multithreaded application that has the task
of counting all the bytes with a value of 1 in a large array. This could be designed by having
a shared value, count, and a number of threads that all iterate over their own parts of the
array and whenever they see a 1 they call count += 1. There are a number of ways this
could cause problems. Even if the code is entirely unoptimised and there is no cleverness
involved, count += 1 still most likely involves pulling the variable count into a register,
incrementing it by 1 and then putting it back into the memory address. Hence count += 1
could end up looking like Algorithm 5.3 internally.
Algorithm 5.3 Incrementing a variable in memory using an intermediary register
1 REGISTER = count;
2 REGISTER += 1;
3 count = REGISTER;
If the thread executing this code was pre-empted partway through; say, after REGISTER
= count, another thread might execute the same code, retrieving REGISTER, increment-
ing it and storing it again, only to have the first thread resume, increment its previous (and now
incorrect) value of count and store it, resulting in one of the counts being missed. Compiler
optimisations, instruction reordering etc. can also cause problems with this approach, but
even in this very simple example data consistency problems can occur.
In this example count could be protected by a mutex, which means that the second
thread would get to count += 1 and wait. Given that the whole purpose of the code is
to count 1s, it could be that a large portion of the total time is just waiting for the counter
to become available again. This is where atomic operations come in3. An atomic operation
ends up looking more like Algorithm 5.4 in the compiled code.
Algorithm 5.4 Incrementing a variable atomically with a fetch-and-add instruction
1 REGISTER = (count += 1);
3Note that mutexes are generally implemented with atomic operations so it is not quite true that atomic
operations are a replacement for mutexes, but here the example holds.
108 CHAPTER 5. PARALLEL PROCESSING
This is known as a fetch-and-add instruction and is a common implementation of atomic
increment, the idea being that in most cases (this counting case being a relatively contrived
one) it is valuable to know the previous value of the variable at the time of the increment.
Storing it before doing the increment would not work, as the thread could be pre-empted
between retrieving the value and performing the increment, in which case the value could
change before the increment happens.
This fetch-and-add operation is called an atomic operation because it happens entirely
within one instruction; it is inherently indivisible and therefore impossible to pre-empt part-
way through execution. This is an important detail of atomic operations, but not the only one.
Atomic operations are inherently synchronised, and as described in § 5.1, synchronisation
always comes with a cost. Atomic operations are more expensive than their non-atomic
counterparts and not because it is harder for them to do the same work in fewer instructions,
but because of all the other less obvious things atomic operations imply.
Consider the naı¨ve count += 1 loops described earlier. For simplicity when describing
this case we assumed no optimisations, either at the compiler level or on the hardware itself
would take place; the code would simply execute as-is. There are many different kinds of
optimisations, however, and they cause numerous problems when performing simultaneous
accesses to a shared variable.
Compiler optimisations are the easiest to consider. Generally compilers are free to reorder
instructions, change them or do anything else it wants as long as the outcome is the same from
a single-threaded perspective.
The compiler is free to rearrange instructions, replace them with other instructions or
even omit them entirely as long as the end result is the same from the perspective of a single
thread.
The compiler is also free to determine how CPU registers are used in the code. If the
intermediary values of a variable are not important (again, from the perspective of a single
thread) the compiler may not even store those changes to that variable in memory, but keep
them in a register instead.
In addition to work the compiler does, the CPU is also able to reorder instructions to a
limited extent, so long as the end result is the same from a single-threaded perspective. This
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is often done to take full advantage of instruction pipelining and other processor features.
Hence, consider the counting loop from earlier. As memory is slow and registers are fast,
the compiler may look at the code in question and decide that the counting variable is best
stored in a register. The compiled program could very well read the value of the count
variable into a register, increment that for every 1 seen and write it back into the count
variable at the end. The compiler does not care that another thread may be changing the
actual count variable in memory, as it only has to consider things from the perspective of a
single thread.
CPU cache is another area that can cause a naı¨ve understanding of where things are in
memory to be incorrect. If the count variable ends up in cache, it could be independently
incremented on multiple CPUs each with their own cache, causing data inconsistency. In
practice this does not happen; thanks to cache coherency, operations that would change a
value referenced in a cache line will invalidate every cache line pointing to that data across all
processing threads, CPU cores and processors. This, however, does come with a substantial
impact on performance; multiple threads writing to the same data (or even simply to nearby
data that happens to fall on the same cache line) will experience very poor performance due
to the cache being constantly invalidated.
Due to all these different concerns, it becomes quite clear that atomic operators actually
do quite a lot. Exactly how an atomic operation is implemented depends on the architecture
in question, but it often implies at least the following:
• A CPU memory fence, so instructions are not reorganised or pipelined in a way that
would cause the atomic operator to not be
• A compiler memory fence, implying the same. Note that this does not mean that opti-
misation cannot happen; the compiler is free to elide operations, even those operating
on the variable the atomic operation is influencing, but it is more limited in what can
happen4.
• Cache exclusivity. Cache coherency is a feature of pretty much every standard micro-
processor; however, if this is not available, atomic writes will need to ensure modified
4This is different to how things like C and C++’s volatile storage class specifier work; in those cases every
operation that happens to the memory happens in the order given and the changes cannot be optimised away,
but it does not imply a memory fence otherwise.
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memory is discarded from every cache.
As a result of all the extra work atomic operations need to do, they are a good deal slower
than their non-atomic equivalents. As well as defeating certain optimisations that could be
applied to the surrounding code, the deleterious effects they have on the CPU cache has
serious ramifications for high-performance computing tasks; the CPU cache is of such great
importance to the efficiency of otherwise memory-bound code that continually invalidating
parts of it, forcing the CPU to refer back to main memory far more often, can cause more
issues than any of the other cases of overhead previously described.
Their use is not optional as they are essential for the internal implementations of mutexes
and other higher level synchronisation primitives; however, they are also not silver bullets for
synchronisation and a lock-free or wait-free data structure is not necessarily a highly efficient
one.
5.1.6 Hidden instances of synchronisation
There are also many other instances of synchronisation that are not explicit, but are still im-
portant. Memory allocation, for instance, needs to be synchronised; otherwise the operating
system could potentially allocate the same area of memory to two threads, both of which
think they have exclusive access to it. Many other system calls are limited in the same way.
In general, any situation in which a thread has to consider what other threads may be
doing is synchronisation. Lock-free data structures (implemented with atomic operations),
while potentially much more efficient in multithreaded scenarios than data structures that
must be protected by a mutex, also require synchronisation (which happens internally by
virtue of the atomic operations, as described above in § 5.1.5). As a result they will always
be slower than entirely private data structures other threads will never touch. Hence, one of
the keys to effective parallel processing is to avoid synchronisation where possible.
5.2 Sample multithreaded bit counter
To test the practical limits of parallelising a simple task, a sample program is created that
simply tests the performance of counting the bits in an array, just like the task described
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previously in § 5.1.2. The program allocates a buffer of memory, fills it with pseudo-randomly
generated data and then times how long it takes to count the bits in the array. This is then run
several times and the total times averaged to ensure that outlier times have minimal effect over
the final result. This is important as operating systems frequently have many other programs
running in the background, which can make execution times unpredictable. Bit counting is
a useful operation to use as an example as it is a highly important component in an efficient
signature search engine.
5.2.1 Timing
Plenty of tools, such as the Unix time command exist for measuring the performance
of applications. However, tools like this that exist in the form of a separate program are
undesirable for various reasons:
• There is a specific piece of code, which is only part of the overall application, that we
wish to measure the performance of.
While the bit-counting code will be the main focus of the testing program, it is not the
only part. The array of bits must be allocated and filled with random data first and it
would be preferable to not count that.
• As we wish to take many timing samples and collect statistical information, such as
the mean and standard deviation, it makes sense to perform the timing code within the
application itself so this data can be gathered and reported in the one place.
• There is some degree of operating system overhead with respect to launching the
application, and this is overhead that will be reflected in the results. In addition, the
time command only reports times in seconds to the first three decimal places. We
would prefer something with greater precision.
There are numerous built-in clocks available, but librt’s clock_gettime is a useful,
high-precision one. The advantage it provides over other functions such as gettimeofday
is that it makes a monotonic clock available. A monotonic clock is similar to a wall-time5
5Wall-time refers to time that has passed, effectively from the perspective of a clock on a wall. The term is
often used to distinguish it from other timers that may count time passed in each thread or only measure CPU
time.
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clock in that it measures the amount of actual time that has passed (as opposed to system
time); however, it is distinct in that it does not have to reflect the actual time and is therefore
not subject to the vagaries of real-world time, such as time zones, daylight savings time, leap
seconds, network time adjustment etc. It is therefore extremely suitable for measuring how
long a particular operation takes.
On the system being used for testing (Dual Intel Xeon E5-2665s at 2.40 GHz with 252 GiB
RAM) clock_getres reports that clock_gettime has a resolution of 1 nanosecond.
Note that this only indicates the resolution of the values returned by clock_gettime,
not the resolution of the underlying hardware clock, which is often coarser6. Nonetheless,
the system clock should be a high enough precision for most of these tasks. To measure
variance in reported times, which may occur as a result of system clock imprecision or
other background tasks present on multitasking systems, each experiment is repeated multiple
times and the averages and standard deviations of the times are recorded.
Using this function to count the performance of a particular segment of code is simple:
take the time before and after the segment is run, then subtract the former from the latter.
The only remaining issue is to ensure that optimisation does not eliminate or precompute
calculations within the measured section. This can be verified by checking the assembler
output. In this case, the bit count is output to the terminal after each sample ensuring that the
program actually does the work, rather than avoiding some or all of it when it sees that the
final bit count will not be needed.
5.2.2 Bit counting
For this example to be representative, the bit-counting subroutine should be pretty much
optimal for the hardware. There are many well-established methods of counting bits, but as
modern architectures have a POPCNT instruction, that is what we will be using.
There are at least two ways of accessing the POPCNT instruction through GCC, the
C compiler we are using. One is through inline assembler, the other through the GCC
builtins __builtin_popcount and __builtin_popcountll. On the test machine
being used, __builtin_popcount handles 32 bit unsigned integers of type int, while
6http://lists.linaro.org/pipermail/linaro-dev/2012-February/010173.html
(retrieved October 19, 2015)
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__builtin_popcountll handles 64 bit unsigned integers of type long long. There
is also __builtin_popcountl, which handles values of type long, but as these are
typically identical in size to either int or long long it does not matter.
It should be noted that int, long and long long are integer data types in C that
correspond to different forms of usage (int is for storing typical integer numbers, while
long is for storing larger values) but their exact size is not specified in the C standard, al-
lowing compilers to choose sizes that correspond to efficient types on the native architecture.
For instance, a hypothetical machine that has 24 bit data words would be capable of storing
32 bit integer types, but this may be highly inefficient on that architecture. Instead C allows
the machine the freedom to use a 24 bit type for int and leaves it up to the programmer to
ensure that this meets the programmer’s needs.
In cases such as this, where the programmer wants to implement a highly efficient bit
counting routine, the sizes of these internal types is important. Thankfully C provides facili-
ties to inspect the sizes of these types at compile time and work around them, so it is generally
possible to write code that will work on every compliant architecture. On the machine and
compiler being used for testing, int, long and long long are 32 bit, 64 bit and 64 bit
respectively.
The __builtin_popcount family produces appropriate POPCNT instructions, if
they are available on architecture the compiler is targeting, and will produce a population
count subroutine if they are not available. Examining the assembler output on the test-
ing machine verifies that, with the appropriate compiler flag (-mpopcnt), __builtin
_popcountll does indeed emit the SSE4.2 [Singhal, 2008] popcntq instruction.
5.2.3 Single-threaded bit counter
With the bit counting program implemented in a single-threaded form, tests on arrays of
various sizes reveal the performance characteristics of the code running on a single thread.
One difference this implementation will have compared to the multithreaded implementation
is that the code does not spawn any threads. The time required to spawn the threads and
synchronise with them later will be counted in the multithreaded implementation; it should
be noted that spawning threads is considered to be an operation with so much overhead that
it is preferable to leave old threads lying around and give them more work to do (thread
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Size (MiB) Avg time (µs) σ (µs) Rate (MiB s−1)
64 9621 14 6652.12
128 19247 23 6650.39
256 38497 60 6649.87
512 76985 70 6650.65
1024 153948 106 6651.6
2048 307868 138 6652.2
4096 615748 209 6652.07
8192 1231275 496 6653.27
Table 5.1: Performance of a single-threaded bit-counting algorithm over arrays of 64 MiB
to 8192 MiB. The average processing time and standard deviations are calculated over 100
samples.
pooling).
Testing the program with 100 samples on various array sizes reveals that the algorithm
has a fairly steady level of performance (Table 5.1) with a rate of ∼6651 MiB s−1 irrespective
of the size of the array7.
To illustrate the importance of ensuring that a native population count instruction is
emitted by the compiler, recompiling the same program without the -mpopcnt flag results
in the same arrays being counted at a rate of ∼923 MiB s−1, approximately 7.2× slower.
This is, however, partially the fault a suboptimal software replacement for the popcnt
instruction. There is a popular 64 bit bit twiddling hack for counting the number of bits in a
64 bit word [Reina, 2014, pp. 63], implemented in C with the code in Algorithm 5.5.
Algorithm 5.5 Implementation of a bit-twiddling population count function
1 int64_t popcnt(int64_t v)
2 {
3 v = v - ((v >> 1) & 0x5555555555555555);
4 v = (v & 0x3333333333333333) + ((v >> 2) &
↪→ 0x3333333333333333);
5 return (((v + (v >> 4)) & 0x0f0f0f0f0f0f0f0f) *
↪→ 0x0101010101010101) >> 56;
6 }
Replacing the call to __builtin_popcountll with a call to the above function
7A mebibyte (MiB) is 220 (1 048 576) bytes. Explicit use of this suffix helps to avoid the ambiguities inherent
to the megabyte (MB) suffix, which depending on context can mean 1 048 576 bytes or 1 000 000 bytes.
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results in a rate of ∼2906 MiB s−1, only 2.2× slower than the code that uses the actual
popcnt instruction, making this a superior alternative on platforms where popcnt is not
available.
Due to the fact that the data processing speed stays the same regardless of the size of the
array, from now on arrays of 1024 MiB will be used for all testing.
5.2.4 Multithreaded bit counter
C does not provide standard library support for multithreaded programming, and as a result
an external library must be used to introduce this functionality. In fact, prior to C11, C
did not even have a standardised memory model, making truly portable multithreaded code
technically impossible to write in C. Thanks to relatively standard threading implementations,
such as POSIX threads providing such a memory model, it is possible to write multithreaded
code in C that is relatively portable.
For both this exercise and the TOPSIG implementation described in this monograph the
POSIX threads API is used to provide threads and synchronisation primitives.
Algorithm design
The multithreaded design used here is a simple one based on the design described in § 5.1.2.
The array is split up into identically-sized portions, one of which is assigned to each thread.
Once all the threads complete their processing, they return the number of bits they counted
to the central thread, which sums them up and returns the result to the user.
In a POSIX threads (pthreads) solution, the code that is to run in each thread is enclosed
in a function, the address of which is passed to pthread_create, which creates and
launches said thread, optionally with an argument used to pass data to the thread function.
In this simple example there is no need to make use of synchronisation primitives (such
as mutexes and condition variables) as the threads can all work independently until they
have finished. The job of the main thread (the one the program started with) is to create
all the threads, assigning them (through the optional argument) with the section of the array
they are in charge of. After all the threads have been created, the main thread then calls
pthread_join on each of the threads. This effectively causes the main thread to wait for
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Threads Avg time (µs) σ (µs) Rate (MiB s−1) Speed
Single threaded 153948 106 6651.60 1×
1 179596 620 5701.69 0.86×
2 88357 1862 11589.35 1.74×
4 47694 1399 21470.21 3.23×
8 41549 1674 24645.6 3.71×
16 43323 1625 23636.41 3.55×
32 43585 1035 23494.32 3.53×
64 33406 1263 30653.18 4.61×
128 29117 1717 35168.46 5.29×
256 29037 1050 35265.35 5.30×
512 29521 651 34687.17 5.21×
1024 35138 624 29142.24 4.38×
Table 5.2: Performance of a multithreaded bit-counting algorithm on 1024 MiB arrays with
varying numbers of processing threads. The average processing time and standard deviations
are calculated over 100 samples.
all the subtask threads to complete. The main thread can then sum up the bit counts returned
by the subtask threads and report the results.
Table 5.2 shows the performance of the multithreaded version of the algorithm across
different thread counts with a 1024 MiB array size. “Threads” in that table specifically refers
to the number of subtask threads (so 1 thread means 1 thread processing the entire 1024 MiB
array, 2 threads means 2 threads each processing 512 MiB of the array etc.); however, as the
main thread immediately joins with the first subtask thread after creating all of the threads, it
also correctly represents the total number of threads.
The first oddity that emerges from this initial performance evaluation is that the multi-
threaded implementation is slower than the single-threaded implementation with one thread
(6651.60 MiB s−1 for the single-threaded version compared to 5701.69 MiB s−1 for the mul-
tithreaded version). This is not in itself surprising; system call overhead, overhead from
spawning a new thread and overhead from the task manager are among the reasons a version
of the code that does the same work in a separate thread would be slower than a version
of the code that does all the work in the main thread. The threaded version of the program
simply does more work. However, it is still important to verify that this is, in fact, an accurate
description of what is going on. The second oddity, which shall be explored later on, is the
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fact that the run with 2 threads is actually more than twice as fast as the run with 1 thread.
Performance characteristics
The first step that must be performed in order to accurately compare the performance of the
threaded and non-threaded versions is to eliminate the differences between the two imple-
mentations, where it is possible to do so. Multithreading the initial implementation was not
simply a matter of inserting calls to the POSIX threading API; as the pthread_create
call necessary to create the subthreads requires the thread’s start function and input data to
match certain types, data that was initially passed to the bit counting function as separate
parameters had to be packed into a struct8, passed as a void pointer9 to pthread_create
and unpacked within the function. While it is unlikely that such a small amount of work
would cause a measurable difference in execution times, reducing the differences between the
two versions helps to ensure this. In this example, conditional compilation is used to select
between threading and non-threading versions of the software to help reduce differences
between them.
One of the easiest ways of measuring overhead is simply to modify the size of the input
data. If we can assume that overhead is a constant, doubling the amount of input data
should halve the impact of the overhead, revealing the part of the execution time that remains
constant and the part that scales to the size of the problem.
In this case, increasing the size of the input data from 1024 MiB to 2048 MiB almost
perfectly doubles the average processing time from 179 478 µs to 358 962 µs. The non-
threaded implementation scales similarly, growing from 153 611 µs to 307 130 µs. From this
we can observe that the performance differences between the non-threaded and threaded
versions are maintained irrespective of input size, with the threaded implementation running
at approximately 85.6% the speed of the non-threaded implementation.
From this experiment we can surmise that constant overhead from creating the threads is
not a factor in the performance difference between the two implementations.
8A struct is a data structure in C that functions as an aggregate type, bundling multiple variables together so
they can be passed as a single variable. In this case, the pointer to the array and the size of the array had to be
bundled together.
9A void pointer is a pointer (memory address) in C with no associated type. It can be used to allow functions
to take parameters of any type providing there is some mechanism for determining the correct type at the other
end. In this case the user function passed to pthread create is responsible for interpreting the type.
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Algorithm 5.6 Conditional compilation used to select between threaded and non-threaded
implementations
1 int ct;
2
3 for (ct = 0; ct < threadcount; ct++) {
4 threaddata[ct].buffer = (char *)buffer +
↪→ array_size / threadcount * ct;
5 threaddata[ct].array_size = array_size /
↪→ threadcount;
6 }
7
8 #ifdef THREADED_VER
9
10 for (ct = 0; ct < threadcount; ct++) {
11 pthread_create(&workthreads[ct], NULL,
↪→ count_bits_run, &threaddata[ct]);
12 }
13
14 for (ct = 0; ct < threadcount; ct++) {
15 pthread_join(workthreads[ct], NULL);
16 }
17
18 #else /* THREADED_VER */
19
20 for (ct = 0; ct < threadcount; ct++) {
21 count_bits_run(&threaddata[ct]);
22 }
23
24 #endif /* THREADED_VER */
25
26 for (ct = 0; ct < threadcount; ct++) {
27 bit_sum += threaddata[ct].bitcount;
28 }
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Optimised (µs) Unoptimised (µs)
Threaded 179870 455125
Non-threaded 153305 436138
Improvement 1.17× 1.04×
Table 5.3: Comparison between threaded (with 1 task thread) and non-threaded 1024 MiB
bit counters with compiler optimisations enabled and disabled
One possible alternative cause for the discrepancy is compiler optimisations. Optimising
compilers do not just make writing multithreaded code more complicated; they also make
it harder to reason about the performance of such code. This is unfortunate as making
useful judgements about the performance of an algorithm normally requires that available
optimisations be enabled.
Compilers do a great deal of work behind the scenes to try and coerce code into running
as quickly as possible. It is not unheard of for compilers to do things like inlining function
calls10 to reduce computation time at the expense of greater compile times. A quick way of
determining if compiler optimisations have something to do with the difference is to simply
turn compiler optimisations off.
With compiler optimisations disabled, while the non-threaded implementation continues
to perform faster than the threaded implementation, the improvement is reduced from 1.17×
to 1.04× (Table 5.3). We can therefore see that compiler optimisations contributed to most of
the discrepancy. The remaining 1.04× can likely be attributed to similar factors; compilers
typically do some trivial optimisations even when optimisation flags are not used and the
processor itself does some work behind the scenes.
The next question about performance that the data in Table 5.2 raises is why the perfor-
mance appears to reach its ceiling so quickly. Amdahl’s law (as described in § 5.1.1) shows
that continually adding more threads results in steadily diminishing returns and that every
multithreaded implementation will eventually reach a ceiling determined by how much of
the code is actually parallelisable; however, the ceiling would appear to be rather low based
on the amount of synchronisation the algorithm appears to be doing.
10Functions reduce the mental load placed on the programmer by allowing reusable segments of code to
be encapsulated; however, they also cause a minor performance penalty. A popular compiler optimisation is
to inline certain function calls, effectively pasting the function’s code back into the calling code to avoid that
penalty.
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The testing machine has 16 CPU cores and, while a modern system will typically run a
lot of things in the background, it makes little sense that the performance improvement would
effectively reach its maximum at ∼ 6×. A simple way of analysing this is to include some
extra code to reveal what each thread spends its time doing.
As it stands, the testing code measures the amount of time the bit counting operation
takes by querying a timer before and after the bit counting and calculating the difference.
This counts the total time required for all the threads to complete their work and synchronise,
ignoring how much time the threads actually spend doing the work. This is valuable as from a
practical perspective the only performance that matters is how long the task takes to complete,
not what the threads actually spend that time doing. From the perspective of understanding
the algorithm’s performance characteristics, however, it is valuable to have some insight into
how the time is being used within the threads.
Thread performance profiling
By having the threads themselves sample the time before and after they begin bit counting
and include that in the structure they pass back to the main thread when they return, we can
obtain, by calculating the deltas between these times and the start and end times sampled by
the main thread, the following information:
Thread initialisation
The amount of time that elapses between the thread counter beginning and the threads
starting their work. This can give some idea of the amount of overhead involved in
thread creation.
Processing time
The amount of time each thread spends simply counting the data it is given. This is use-
ful as it should be largely free of the effects of threading overhead and synchronisation
as neither occurs within the body of the function.
Thread synchronisation
The amount of time between each thread finishing its task and the bit counting complet-
ing. This is also valuable as it reveals not only the overhead involved in synchronising
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Data size 1024 MiB 2048 MiB 4096 MiB
Thread init (ns) 127385 138424 137158
Processing (ns) 182215759 360222679 723128409
Thread sync (ns) 126745 114862 106486
Table 5.4: Execution time breakdown of counting the bits in variably-sized arrays with 1
thread
the threads, but also how much time each thread spends waiting around, as the program
cannot finish until all the threads are done.
With the new timing code we can see how much time the threaded implementation,
with 1 task thread running as in the previous set of examples, spends on initialisation and
synchronisation compared to the actual processing.
The results, as shown in Table 5.4 show that the initialisation and synchronisation over-
head is relatively minimal, only comprising 0.1% of the total processing time for a 1024 MiB
array. We can also see that describing the initialisation and synchronisation time as overhead
is accurate, at least in this 1-thread example; increasing the array size has a corresponding
effect on the processing time but no apparent effect on the initialisation or synchronisation
time.
As visualising relationships between raw numbers is difficult, the following examples will
be charted using a timeline to reveal how the execution time is spent on different portions of
the task. Note that, unless otherwise specified, the following examples assume an array size
of 1024 MiB.
Moving to two threads reveals, at least in part, a potential inefficiency in the multithreaded
algorithm we have chosen.
As Figure 5.2 reveals, while the time spent on initialisation is very similar than in the
single-threaded run recorded in Table 5.4, one of the threads is spending a relatively large
amount of time (11 ms) in synchronisation. Note that, while the initialisation time is included
in the chart, the amount of time spend in initialisation is too small for it to visually register.
While thread #1 finished its work in 91 ms, thread #2 finished after only 80 ms. Because
all of the data has to be processed before the algorithm can finish, the overall performance of
the algorithm was constrained by the slower thread. Despite thread #2 having extra time left,
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Thread #1 #2
Thread init (ns) 117614 105745
Processing (ns) 91037546 80084722
Thread sync (ns) 102853 11067546
Figure 5.2: Breakdown of execution time ( initialisation, running time and
synchronisation) spent counting the bits in 1024 MiB of data with two threads
it was unable to take advantage of this fact.
As shown in Figure 5.3, when moving to four threads the inefficiencies present in the
design grow worse. Two of the threads finish early and have to wait for the other two
threads and the gap between them has grown even larger. The two threads that finished
early therefore spend 15.12 thread-milliseconds11 doing nothing, out of a total time of 208.69
thread-milliseconds. This means that, theoretically, if the additional processing time spend on
these threads could be used instead of wasted, the overall execution time could be improved
by 7.25%. While this is a relatively modest improvement, it would be enough to bring the
performance of the four-threaded run from 3.23× to 3.46× the speed of the single-threaded
run, keeping performance more closely in line with the number of threads being used.
Although it is by no means certain that it will even be possible to take advantage of the
leftover idle time, let alone to the extent described above, this does usefully illustrate how
even tasks that have to do the exact same work can easily fall out of lockstep and introduce
inefficiencies into the system, especially when the entire system has to wait for every thread
to complete its assigned task.
Extending this to 8 threads (Figure 5.4) shows how the amount of synchronisation time
spent waiting for other threads continues to grow with the thread count. By this point the
11Thread-milliseconds refers to the amount of time spent by all threads summed, as opposed to wall-time.
Ten threads spending one second on a task have performed 10 thread-seconds of work even though only one
second of time has elapsed.
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Thread #1 #2 #3 #4
Thread init (ns) 125031 119443 135720 133475
Processing (ns) 51862677 44598010 51689828 44373519
Thread end (ns) 184750 7455005 346910 7665464
Figure 5.3: Breakdown of execution time ( initialisation, running time and
synchronisation) spent counting the bits in 1024 MiB of data with four threads
inefficiencies present in the system have grown quite significant. As Table 5.2 from earlier
showed, despite 8× the available processing power, the code only runs 3.71× faster than the
single-threaded version. With four threads spending over a third of their time idle, it is now
clear why.
The fact that the threads are not being used to their full capacity is clearly the reason for
the low performance ceiling of the algorithm. It is therefore important to address this in some
way. Note that it is not necessarily important to be able to determine exactly what is causing
the issues here to be able to address them. While it would seem that there would be a reason
why half of the threads appear to be working at a slower rate compared to the others, that
does not necessarily mean that there is something wrong with the slower threads.
Note that, despite the consistent layout of the charts presented thus far (with odd-numbered
threads running slower than even-numbered threads) in practice the outcomes are not quite
this stable. Sometimes the order of the faster threads and the slower threads changes; for
example, with four faster threads and four slower threads. Unfortunately this means that one
potential optimisation; that is, redistributing the input, assigning the faster threads with more
data and the slower threads with less so that they all finish at the same time and reduce the
overall execution time as a result is not feasible.
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Figure 5.4: Breakdown of execution time ( initialisation, running time and
synchronisation) spent counting the bits in 1024 MiB of data with eight threads
Although this is delving into less portable territory, there are facilities available for exam-
ining which CPU a given thread is assigned to and coercing threads onto different CPUs if
necessary. Amending the per-thread processing code to call sched_getcpu() and return
the CPU ID to the calling thread does reveal a pattern that appears to be relatively stable; the
CPU IDs assigned to physical processor #0 appear to run slower than the CPU IDs assigned
to physical processor #1. Attempting to coerce threads to run only on the “fast” proces-
sor through pthread_setaffinity_np() does not help, frequently making execution
times even worse. This makes sense as the underlying operating system would likely make
similar adjustments itself if there were useful optimisations to be made here. It does, however,
hint that something more complicated may be going on here.
Table 5.2 showed that the implementation with two threads ran 2.03× faster than the
implementation with one thread. This is odd by itself as it seems to be something that would
not normally be possible. The situation becomes even more confusing when considering the
timeline in Figure 5.2 which reveals that, despite being more than twice as fast as the single-
threaded run, one of the threads is actually wasting time. Considering the processing time
spent in thread-nanoseconds, the run with two threads spent a total of 171122268 thread-
nanoseconds, while the run with one thread spent a total of 182215759 thread-nanoseconds,
completing the same task but spending 6.4% less time across the total number of threads.
This could not happen if the run with one thread was running as fast as possible; however,
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as Table 5.3 revealed in the comparison between the threaded and non-threaded versions of
the algorithm, there is indeed room for improvement in the threaded implementation. The
concept of superlinearity is a well-known one in parallel computing, and is a frequently
performance illusion arising from the way measurements are performed [Gunther et al.,
2015].
Previously, disabling optimisations helped to reveal discrepancies in the performance
characteristics of the between the threaded and non-threaded implementations. Rerunning
the 8 thread test with the optimisations turned off is enlightening. As Figure 5.5 shows, the
threads all run at nearly identical speeds, they are all fully utilised throughout the run and
they finish very close together such that very little time is actually wasted. However, this is a
situation that clearly supports the timeless adage of “work smart, not hard.”
Figure 5.5: Breakdown of execution time ( initialisation, running time and
synchronisation) spent counting the bits in 1024 MiB of data with eight threads and
compiler optimisations disabled
While all 8 threads are utilising almost all of the available processing time to work, the
entire operation takes 61 700 247 ns compared to 42 594 632 ns for the optimised version.
Even the “slow” threads in the optimised compile run 1.44× faster than the unoptimised
threads, while the “fast” threads run 2.32× faster.
From this, a better way of looking at this issue is to look at the faster threads as effi-
ciencies found through compiler optimisations, rather than looking at the slower threads as
inefficiencies. It is important to remember that the task scheduling that goes on on a modern
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PC is for all intents and purposes a black box, as it is affected by the design of the operating
system, intricacies involving the hardware and numerous other factors.
That being considered, it may not necessarily be possible to reclaim all of the “extra
time”; however, it should still be possible to redistribute the work to make slightly better use
of the available processing power. This is important because, as Figure 5.6 shows, the idle
time spent waiting for other threads to finish quickly becomes the activity half the threads
spend the majority of their time on. This is why, at sixteen threads, the implementation
actually takes longer to complete than the one with eight threads, in spite of the fact that the
code is running on a system with 16 processing cores.
Figure 5.6: Breakdown of execution time ( initialisation, running time and
synchronisation) spent counting the bits in 1024 MiB of data with sixteen threads
Thread task pooling
To reclaim the extra time it makes sense to adopt a solution like the one described in § 5.1.2;
that is, to remove the association between threads and the data they process, and simply
allow threads to retrieve more data once they have finished processing their current data. The
system does not need to determine how much data is given to each thread in advance and
the most any one thread can get behind is the duration of one subtask. This is a popular
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design pattern known as thread pooling. The issue with this approach is that it requires more
synchronisation, as well as synchronisation of a more complicated nature.
In the example implementation just described, the only synchronisation invoked was the
thread joining, which meant that the main thread had to wait for all the other threads to
finish first, but required no uses of synchronisation primitives. To allow individual threads
to retrieve data when they are ready for more implies a shared data structure. The bit array
itself can be considered immutable as there is no need for individual threads to modify it;
however, ensuring that threads do not claim the same parts of the bit array for themselves is
important, both due to the fact that multiple threads processing the same data is inefficient
and due to the fact that the final count will be off if certain sections are counted more than
once. This means a structure that is shared between and writeable by all of the threads is
necessary, which means that some mechanism of synchronising those accesses is necessary.
With the earlier design, the main thread split the input data up into portions, one for each
task thread. Perhaps a natural approach to solving the problem of certain threads finishing
early is to have a thread, when it finishes, find another thread with more work to do and
split the remaining workload with it. Consider a group of people working through piles
of documents. Some people will work faster than others, so it makes sense to have those
who finish take half of the documents from someone who is still working. Threads that
complete their task will seek out the thread with the most amount of work remaining in order
to maximise throughput. The proportion of the split could even be tuned to match the speeds
at which the threads work to try and even out the completion time as much as possible.
This solution matches the problem fairly well and would likely be effective, but there
are a number of issues with it that make it less than ideal. It is not a generalisable solution;
extending it to a task that includes data being constantly streamed in is unintuitive. Addi-
tionally, the synchronisation requirements are complicated; particularly in that a thread that
has completed its own task has to signal to another thread and interrupt it. POSIX threads is
only designed around waking up threads that are waiting on a mutex or condition variable,
something ill suited to this task. Exception handling is fraught with problems when used in a
situation such as this, and not handled well in C besides. Having a flag variable that needs to
be constantly checked is also a poor solution, especially as any such variable would need to
be checked using a reader lock or atomic-safe fetch instruction.
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A better solution, and the one that will be investigated next, is to split up the array
as normal, except into small subtasks that can be fetched by threads each time they are
ready for a new one. The frequency at which synchronisation will need to take place will
depend on the subtask granularity. Larger subtasks will be more efficient, as the threads
can spend more time working by themselves without needing to synchronise with the shared
data structure; however, larger subtasks will also lead to greater inefficiencies at the end,
including threads potentially having to wait up to the full length of a subtask before the
operation can finish. Smaller subtasks ameliorate this inefficiency at the expense of more
time spent in synchronisation. Tuning this factor will therefore be essential for maximising
the performance of the system.
There are multiple ways in which the synchronisation system necessary for this model can
be implemented. One simple approach, given that the amount of data is known in advance,
is to have a shared integer corresponding to the next free block, which initially starts at 0 and
increments each time a thread requests a new block. A thread can request a new block simply
by using an atomic fetch-and-add operation on the shared integer. Even if multiple threads
do this at the same time, each thread will retrieve a unique number and all the increments will
be correctly recorded. A thread that gets a number that is out of range for the supplied input
can simply return as this means there is no more data available. After completing a block,
the thread needs some way of returning the number of counted bits to the main thread for
reporting. The thread could atomically add the bit count to a shared running total, incurring
another minor hit of synchronisation overhead, or alternatively just keep its own running total
and return the total to the main thread at the end for summation.
Implementing the changes described above, we use the GCC builtin __sync_fetch
_and_add(), which, as the name implies, synchronises (erects a memory barrier), fetches
the value at the address it is given (and returns the result to the program) and adds its value
parameter to the value at that same address, all atomically. The new multithreading model
requires only minor changes to the implementation, including providing all the threads with a
pointer to the shared data structure they will all use to coordinate which portions of the array
to take.
Despite the fact that the array of bits is filled with “random” data, the pseudo-random
number generator is run with the same default seed each time and as a result generates the
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Threads Avg time (µs) σ (µs) Rate (MiB s−1) Speed
Single threaded 153948 106 6651.6 1×
1 181681 877 5636.25 0.85×
2 84643 3882 12097.87 1.82×
4 43540 535 23518.6 3.54×
8 28812 457 35540.75 5.34×
16 24905 468 41116.24 6.18×
32 25325 116 40434.35 6.08×
64 25448 158 40238.92 6.05×
128 25891 151 39550.42 5.95×
256 27493 562 37245.84 5.6×
512 36050 1325 28404.99 4.27×
1024 52476 1317 19513.68 2.93×
Table 5.5: Performance of a thread-pooled bit-counting algorithm on 1 MiB chunks of a
1024 MiB array with varying numbers of processing threads. The average processing time
and standard deviations are calculated over 100 samples.
same data each time. This is useful as it means that, for a given array size, the final bit count
at the end will be the same each time the program is run, and this makes it possible to verify
that the new implementation gives the same results as the previous implementation. This is
important as the new implementation is more complicated than the old implementation and
it is impossible to make performance judgements about code that is not producing correct
results. Thankfully, the bit count returned by both the old and new implementations is
identical for identical array sizes.
Table 5.5 shows the initial results from the new, thread-pooled implementation of the bit
counting algorithm. While the performance is approximately on parity with the previous im-
plementation at 1 thread, with multiple threads the improvement quickly becomes significant.
As the thread-pooled implementation is only a minor variation on the non-thread-pooled
version, leaving the timing code in place is trivial and makes it possible to verify that, in
the new implementation, the threads are kept busy most of the time. Figure 5.7 shows an
example of this at 8 threads.
While the maximum speedup of 6.18× for the run with 16 threads is not as fast as it
could theoretically be, given that 16× of the raw processing power is available, given that
all the threads are being fully utilised there is little more to do at this point. The rate of data
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Figure 5.7: Breakdown of execution time ( initialisation, running time and
synchronisation) spent counting the bits in 1024 MiB of data with eight threads, utilising a
thread-pooling bit counter
1 thread (µs) 16 threads (µs)
Processing all 64 bit words 177874 24836
Processing every 2nd word 135160 24535
Improvement 1.316× 1.012×
Table 5.6: Comparison of the time taken to process a 1024 MiB array with 1 and 16 threads,
processing all words and skipping half of them
being processed in the 16 thread run is over 40 GiB s−1, which could potentially be bumping
into memory bandwidth limitations. Limitations like these are an aspect of the hardware
that the implementation can bump into, and like the number of physical cores in a machine,
can provide an artificial ceiling to Amdahl’s law, restricting the maximum performance
of the software to something lower than the potential calculated from the proportion of
synchronisation in the system.
That the code is reaching this limit can be verified by modifying the code to only process
every second 64 bit word. This means that while the same amount of memory is pulled into
cache, only half of it is actually counted. As Table 5.6 shows, while this change results in a
significant performance increase for the run with 1 thread, it has almost no impact on the 16
thread run at all. For the given hardware 40 GiB s−1 would appear to be close to the maximum
speed this algorithm can run at.
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The multithreaded bit counter serves as a useful example to illustrate the kinds of issues
associated with creating a parallel implementation of a given algorithm. When implementing
a search engine there are a number of different tasks that are time consuming enough to
justify creating a multithreaded implementation for.
In the following sections we shall look at the problem of creating parallel implementations
of a signature indexer and search engine.
5.3 Parallel indexing
The job of the signature indexer is to read a collection of documents, decompose each
document down to its composite terms and create document signatures from those terms
for each document. These document signatures then get written to a file where they can later
be used for searching.
Indexing is typically only performed once per collection, for once a collection has been
indexed the index can be searched at will and typically a collection only needs to be reindexed
if it has changed. However, indexing is a time consuming operation as it requires every
document in the collection to be processed and collections can be sizeable. There is hence
plenty of incentive to improve the speed of this operation.
5.3.1 Model of a single-threaded indexer
A single-threaded view of the signature indexer is effectively a loop that performs the follow-
ing operations:
1. Read a document in from the input source.
2. Process the text of the document, creating term signatures from the terms that appear
in the document.
3. Create a document signature by summing the term signatures created in the previous
step and flattening the result.
4. Write the document signature out to a file.
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Steps 1 and 4 are notable for being I/O-bound operations. While they may involve
some degree of processing, particularly if the input source is a compressed archive, the
main operation performed in each case is a blocking system call, where the calling program
simply has to wait for the operating system to finish working before it can do anything else.
This can be a serious problem even with buffered I/O. It is also an example of an area in
which even a single-core processor could potentially benefit from a multithreaded software
implementation; the processor can task-switch and do other work while data is being read off
the hard disk.
Steps 2 and 3 are CPU-bound operations and are logical choices for things to run during
steps 1 and 4. It also makes sense for multiple threads to be running these operations at the
same time to increase thoroughput on multi-core processors. This is because they do not need
to compete with each other for a single resource; they can simply work on isolated sections
of memory and create the signature data to be output by the writer thread later.
5.3.2 Model of a multithreaded indexer
Considering this, one possible design is to have three different types of threads indexing the
collection: a reader thread associated with step 1, a worker thread associated with steps 2 and
3 and a writer thread associated with step 4.
1. The reader thread reads in documents and adds them to an input queue to be processed
later.
2. The worker thread takes documents that have been read in off the input queue and
processes them into signatures, which it then places on the output queue.
3. The writer thread takes signatures off the output queue and writes them to the signature
file.
Based on a relatively standard setup of reading a collection from one device and writing
the output signature data to one device, this model is designed around one reader thread, one
writer thread and any number of worker threads.
The idea is to have the reader thread and writer thread both be I/O-bound due to having
relatively little processing work to do, while the CPU-bound worker threads can be added
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Threads Memory use Indexing time (s) σ (s) Speed
Single threaded 43 MiB 90.113 1.178 1×
1 45 MiB 75.763 0.796 1.19×
2 86 MiB 38.467 0.093 2.34×
3 128 MiB 26.787 0.208 3.36×
4 169 MiB 20.483 0.115 4.4×
5 210 MiB 16.89 0.190 5.34×
6 250 MiB 15.664 0.610 5.75×
7 292 MiB 15.657 0.092 5.76×
8 333 MiB 15.948 0.811 5.65×
9 374 MiB 15.799 0.230 5.7×
10 417 MiB 15.948 0.288 5.65×
11 458 MiB 16.557 0.784 5.44×
12 499 MiB 16.857 0.561 5.35×
13 541 MiB 17.013 0.775 5.3×
14 581 MiB 21.136 2.669 4.26×
15 624 MiB 17.801 1.324 5.06×
16 666 MiB 19.557 3.647 4.61×
Table 5.7: Comparison of indexing time and memory consumption when indexing the
WSJ87-92 collection with multithreaded indexing enabled
until the machine runs out of processing power to run them or they reach performance parity
with the I/O threads. At this point the indexing operation itself becomes I/O-bound and no
further performance is possible without changing the I/O devices.
Table 5.7 shows how making use of multiple processing threads allows the amount of time
required to index the WSJ87-92 (§ B.1) collection to be substantially reduced. The settings
used for indexing are those used previously for testing in § 4.4.5; 1024 bit signatures and a
10 000 term signature cache. Note that, as described previously, the model implemented here
is of one reader thread, one writer thread and n processing threads. In Table 5.7 the “Threads”
column indicates the number of processing threads, so the actual number of threads used by
the software is actually two higher than the value in that column. Due to the fact that these
I/O-bound threads spend much of their time blocked, however, the number does accurately
represent the number of threads of independent execution being used to solve the problem. In
contrast with the multithreaded signature search code, the indexing code runs more efficiently
in multithreaded mode with one processing thread compared to the single-threaded version,
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Figure 5.8: Average execution time of the multithreaded indexer implementation when
indexing the WSJ87-92 collection
due to these blocking threads no longer slowing down the rest of the application.
To reduce jitter in the results, the times are calculated by averaging the results over 5 runs.
The standard deviation (σ) column shows the level of variation between the sampled scores.
The level of performance improvement scales with the number of task threads to begin
with, but as Figure 5.8 shows, the indexing speed reaches its maximum at 6–7 threads and
tapers off from there. This highlights one limitation of the described approach, especially
when dealing with certain collections.
The reader thread cannot share its job with any other threads. As the reader thread
assumes responsibility for the file handle used to read data from the collection in question
introducing other reader threads will cause contention over the file handle. This is less true for
collections that are split over multiple files, and especially untrue of collections that appear
on multiple devices and may benefit from a model that includes multiple reader threads.
However, it very much applies for collection like WSJ87-92 collection that are contained in
a single file.
As § B.1 describes, the WSJ collection is stored in one file and the documents in it are
delineated by SGML tags (<DOC> </DOC>). This means that, in addition to reading the
data in, it also needs to be scanned for the opening and closing tags, as well as other tags that
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are important to the indexer. All this work is performed by one thread. This means that a
single thread does the following for each document:
• Reads a block of data from the disk. This is a blocking operation and the reading thread
cannot do any other work while this is taking place.
• Scans the block of data for tags. The reader could be at the start of a new document or
in the middle of or finishing off a previous document. Irrespective of which of these is
the case, the reader must go over every byte of data at least once.
• If the reader finished scanning a document this block, it must add that document to the
queue for processing.
This process is plainly inefficient, especially due to the fact that the reader thread cannot
be scanning while it is reading and vice versa. While a standard feature available in modern
systems is that of buffered I/O streams, which helps by reading data in blocks so the data can
be made available as soon as the read call is made, this is not a sufficient solution. Buffered
reading is more geared towards systems that are built around reading small amounts of data
(on the order of individual bytes) at a time and as a result suffer from an extreme performance
downgrade as the software has to stop and retrieve more data; a task that no doubt carries
significant overhead; all the time. As this system already reads data in large blocks there is
little room for buffered I/O to provide any performance advantages.
This disadvantage, however, does not affect all collections equally. A collection that
exists in the form of basic files in a directory will not require scanning to be performed in
the reader thread; the entire file can simply be read in one go. A collection of this nature is
still unsuitable for high performance indexing, however; accessing individual files incurs a
significant amount of overhead, courtesy of the underlying operating system. The popular tar
archive format is used for storing multiple files in a single file and provides similar advantages
without the need for extra file system overhead. As each file is stored with an associated
metadata header containing, among other things, the size of the file, it is possible to simply
read the file into memory without needing to actually scan it. The WARC format used by
ClueWeb (§ B.3) and other Web collections is another example, as each entry is preceded by
a header, which contains information including the entry’s length (in bytes).
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Threads Indexing time Speed
ST* 48 min 21.532 s 1×
1 48 min 37.243 s 0.99×
2 25 min 19.138 s 1.91×
3 17 min 3.115 s 2.84×
4 12 min 56.633 s 3.74×
5 10 min 17.668 s 4.7×
6 8 min 52.767 s 5.45×
7 7 min 42.91 s 6.27×
8 6 min 49.838 s 7.08×
Threads Indexing time Speed
9 6 min 2.214 s 8.01×
10 5 min 24.277 s 8.95×
11 5 min 2.908 s 9.58×
12 4 min 40.96 s 10.33×
13 4 min 26.732 s 10.88×
14 4 min 15.385 s 11.36×
15 4 min 9.538 s 11.63×
16 3 min 58.952 s 12.14×
Table 5.8: Improvements in indexing time with the multithreaded TOPSIG indexer on the
Wikipedia collection. (*ST = Single-threaded)
The Wikipedia collection (§ B.2) is provided as a set of tar archives, with one file for
each document. As a result, the files can be read and added to the processing queue without
needing to be scanned by the reader thread. Table 5.8 shows the time required to index
the Wikipedia XML corpus with varying numbers of threads. With the reduced workload
placed on the reader thread it is able to get documents queued for processing by the task
threads faster. As Figure 5.9 shows, the indexing performance does eventually plateau;
however, TOPSIG is able to make use of far more of the hardware and attain a much greater
improvement in indexing time than it did with the WSJ87-92 collection.
5.3.3 I/O and CPU-bound processing
Performance parity between these threads is important for the overall performance of the
system. If the reader thread runs faster than the worker threads do, it will fill up memory with
the data it reads in, which can cause issues when dealing with systems with limited memory
and large collections. ClueWeb09 (§ B.3), for instance, is approximately 5 TiB compressed
and 25 TiB uncompressed. In this case, what will likely end up happening is that the reader
thread hits some predefined limit on the queue size and has to wait for the worker threads to
catch up before it can continue reading. This wastes time that could be spent reading in more
data if the worker threads were faster.
Once the system becomes I/O-bound, performance can potentially be improved further
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Figure 5.9: Improvements in indexing time with the multithreaded TOPSIG indexer on the
Wikipedia collection
by separating the collection and/or the output signature files onto different devices and em-
ploying multiple reader and/or writer threads. Multiple reader threads allow the input queue
to be filled faster in cases where the worker threads are routinely waiting around for more
input. Multiple writer threads allow the output queue to be emptied faster in cases where
the worker threads are filling up the output queue faster than the writer thread can empty it.
While signature data is typically much smaller than the collection data it is created from and
hence is less of a concern from the perspective of memory consumption, the indexing will
not be over until the writer threads have written out all of the signature, making it important
for the overall performance of the system that the writer threads work at least as fast as the
other threads.
5.3.4 Compressed input
While signature data created from documents will generally amount to uncompressable ran-
dom noise (due to the random indexing component of its production), the text data that a
standard document collection is comprised of is a completely different situation. Textual data
compresses exceptionally well and as a result many document collections are compressed.
The difference between 5 TiB compressed and 25 TiB uncompressed for ClueWeb09 provides
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a convincing argument for keeping that collection in its compressed form throughout indexing
simply to avoid requiring an extra 20 TiB of available disk space to work with the collection.
There are also performance reasons to prefer working with the compressed forms of data,
such as text, that compress particularly well. It can be faster to read in the compressed form of
a file and decompress it than to read in the uncompressed form, depending on the compression
scheme used. These reasons make a compelling argument for indexing collections directly
from their compressed forms rather than uncompressing them first.
Compressed input does, however, introduce some problems to the multithreaded indexer
model described above. That model has the reader thread reading in documents and adding
them to the input queue. However, compressed archives often compress multiple files to-
gether in a stream to take advantage of inter-file redundancies. The popular .tar.gz and .tar.bz2
combinations, for instance, consist of .tar archives used to group files together which are then
compressed with the GZip or BZip2 compression codecs. The result is that data needs to
be decompressed simply to work out where each file begins and ends. Determining where
this decompression is to be done is an important consideration when designing a parallel
signature indexer that can work with compressed files.
First of all, doing the decompression in the reader thread is automatically out. Decom-
pression is a CPU task; while the reader thread is waiting on a blocking system call to read in
the next block of data it is unable to decompress anything. Likewise, while the reader thread
is decompressing data it is unable to read in more of the compressed file, so valuable time
in the reader thread is wasted. However, the existing model cannot work while the data is in
compressed form due to the following:
• Data that is compressed in a stream cannot be split into blocks and processed individ-
ually because a portion of a compressed stream is only useful when all the data before
it in the stream is also available.
• Compressed data cannot be meaningfully split into individual documents before de-
compression takes place so the worker threads would receive incomplete portions of
documents that they cannot do anything with.
Frustratingly, decompressing a stream of compressed data is a task that cannot be mean-
ingfully multithreaded at all.
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One solution to this problem is to divide the responsibilities initially possessed by the
reader thread into two threads:
• A raw reader thread, tasked with simply reading data into a stream and nothing else.
• A decompresser thread, with the job of decompressing data off the aforementioned
stream and doing the rest of the work the reader thread used to do, adding decompressed
documents to the input thread.
This solution works best when the decompresser thread is at least as fast as the raw reader
thread. This means the decompresser thread will occasionally have to block and wait for more
data to be read in; however, additional CPU time can be used by more worker threads and
is not wasted. The case of having a decompresser thread that is slower than the raw reader
thread is the same as the case described previously where the worker threads are slower
than the reader thread; more and more memory will be used up until the reader thread runs
into a predefined limit and opts to wait for the other threads to catch up. This is not an
optimal situation, but it may be unavoidable depending on the compression codec used for
the data and the speed of the processor. As multiple decompresser threads cannot be used
to decompress a single stream, the only alternative is to switch to a less computationally
expensive form of compression.
In the case where multiple reader threads are desired, these would be replaced with pairs
of raw reader and decompresser threads, each decompresser thread only decompressing data
provided by its associated raw reader thread.
The other option is to use a compression scheme that does not compress the entire collec-
tion into one stream, but instead uses smaller streams that can be decompressed individually.
The .zip file format, for instance, compresses all files individually, allowing them to be
decompressed individually at the cost of being unable to exploit inter-file redundancies to
reduce the overall size of the archive. When the collection is stored in a manner similar to
this, decompression can be left to the worker threads, as the individual files can be decom-
pressed by any thread. Alternatively, the collection could be split into blocks of files that are
compressed and then archived together with the other compressed blocks. The raw reader
thread could then read in the blocks, adding them to a decompression queue. Any number
of decompression threads could then read blocks off the queue and decompress them, adding
140 CHAPTER 5. PARALLEL PROCESSING
the documents in them to the input queue for the workers.
However, as all of the test collections described in Appendix B are stream-compressed
and it is desirable that the software work as well as possible out of the box without needing
to recompress collections first, the model chosen in this case was the one where the task of
decompressing data and splitting it up into documents takes place in one thread.
5.4 Parallel searching
Compared to indexing, searching is a quick operation. It is, however, still able to benefit from
parallelisation as, while indexing is typically a one time operation for a given collection, that
index may be searched many times. Amortised over the lifetime of a document collection,
the benefits from parallel searching are potentially far greater than those of parallel indexing.
5.4.1 Subtask granuality
Part of the parallelisation problem is determining how to divide a task up so it can be
completed faster by multiple threads than it could be completed by a single thread. The
other part of the problem is determining exactly what the task that needs to be completed
faster is.
For instance, when it comes to the signature indexer described in § 5.3, is the task to be
optimised the indexing of a single document or the indexing of a collection of documents?
In that case, the solution described was to the problem of indexing an entire collection.
The different threads were concerned with different documents, in order to avoid having
to synchronise work on creating the same signature. While it would not take less time for
the indexer to index any individual document, it should take much less time to index an
entire collection. There is plenty of justification for taking this approach; collections of a
large number of small documents are commonplace, while collections of a small number of
extremely large documents are unusual.
The same issue arises when considering how to parallelise searching. Is the time taken to
perform an individual query in need of optimisation, or is reducing the time taken to perform
a number of queries more important? As with indexing, the size of the subtasks also has some
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influence over how effectively they can be parallelised. This is due to more synchronisation
being needed to coordinate the smaller subtasks.
If multiple threads are working on completing the same query, they necessarily must
synchronise with each other at least once: after completing their work on that query, to
combine their results and produce output for the user. While this approach may result in
individual queries being completed faster than an approach that has each thread working on
separate queries, the latter approach will have less synchronisation overall and as a result will
be faster.
Compared to the indexing of individual documents, there are legitimate reasons to paral-
lelise individual queries. The time taken to run a single query can be much greater than the
time taken to create a signature based on an individual document; the former scales with the
size of the collection, as more documents means more signatures to search through, while
the latter only depends on the size of that document. In addition, single queries are fairly
common things to perform, while indexing singular documents is not. Both scenarios will be
considered when looking at how to parallelise signature searching.
In general, the coarser the granularity of the subtasks is, the greater the overall perfor-
mance of the system. This does not necessarily mean the best solution is to make the subtask
granularity as coarse as possible; if the desired outcome is to improve the speed at which a
single query is executed, optimising for the amount of time it takes for the system to execute
a number of queries is not an appropriate solution. Hence, subtasks should be divided up as
coarsely as possible based on the user requirements for the system.
5.4.2 Model of a single-threaded searcher
There are multiple ways to search signatures, some of which will be discussed later. The
method being looked at here is the exhaustive sequential searching approach, as discussed in
§ 4.5. The process is basically that of taking a query signature, comparing it against a list of
document signatures and returning a list of the closest k signatures to the query signatures.
A single-threaded searcher therefore iterates over the collection of document signatures,
performing the following on each:
1. Compute the Hamming distance between the query signature and the current document
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signature.
2. If the Hamming distance is lower than that of any of the document signatures in the
top-k list, add it to the top-k list.
3. If the top-k list now contains more than k signatures, remove the entry with the highest
Hamming distance.
There are a few differences between this algorithm and the algorithm for signature index-
ing that was described in § 5.3.1:
• The indexer’s main job was comprised of discrete, independent subtasks. By compar-
ison, the searcher needs to keep maintain a cumulative top-k list as it iterates over the
entire collection, making it inherently less decomposable. It is hence not feasible to
simply throw document signatures into a queue and have worker threads process them
individually.
• The indexer was I/O bound on both ends. The searcher is not; while the signature data
needs to be read into memory initially, this data only needs to be read in once, is likely
much smaller than the original collection and can be used for an unlimited number of
queries afterwards. The only output is the top-k list that results from the search, a non-
issue when it comes to I/O throughput. As a result the searcher can run as quickly as
the CPU and memory bandwidth allow.
The only exception to this is if the searcher is built around a model of streaming the
signature data from disk. This is a highly undesirable model and one that would only
be used in cases where the amount of memory available to the system is very low. Such
a search engine would most likely be I/O-bound even without creating multiple worker
threads, so optimising it would be a futile task.
Streaming search is optionally available in TOPSIG through the configurable signature
cache. The SIGNATURE-CACHE-SIZE configuration option allows the user to spec-
ify the size (in MiB) of the memory area allocated to storing blocks of the signature
during searching. Table 5.9 shows the amount of time it takes to search WSJ87-
92 (§ B.1) with different signature cache sizes. This search is performed with the
same signature data created for the WSJ collection in § 5.3.2, with 1024 bit signatures.
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Cache (MiB) Query time (ms) σ (ms) Rate (MiB s−1) Speed
1 32.064 0.572 2113.4 1×
2 25.734 1.27 2552.89 1.21×
4 21.898 0.57 3101.72 1.47×
8 19.885 1.038 3173.03 1.5×
16 26.492 3.251 2367.45 1.12×
32 29.396 1.174 2216.73 1.05×
64 26.112 1.396 2570.75 1.22×
128 10.287 0.421 6683.6 3.16×
256 10.660 1.14 5426.23 2.57×
Table 5.9: TOPSIG single-threaded query performance on WSJ87-92 with cache sizes from
1 MiB to 256 MiB. The average query time and standard deviations are calculated over 5
samples.
TOPSIG is configured to retrieve the top 100 results and other advanced features such
as pseudo-relevance feedback are disabled. The generated signature file is 69 MiB and
performance is much higher when the cache is large enough to hold the entire collection
(128 MiB or 256 MiB) compared to when the cache size is smaller and the data must
be streamed off disk. As a result it is best to use a cache large enough to hold the entire
signature file if the memory is available.
As the Unix time command is being used to calculate execution time and as individual
queries take so little time to execute, these tests were performed on a set of 50 queries
duplicated 20 times to count the amount of time needed to execute 1000 queries. The
resulting times were then divided by 1000 to give an average per query time.
Going by the discussion of subtask granularity in § 5.4.1, there are two main approaches
that can be taken when determining how to decompose this task: compute the queries indi-
vidually and divide them between threads to complete a block of queries in less time overall
or allocate multiple threads to individual queries to compute them faster individually.
5.4.3 Model of a multithreaded batch searcher
The simplest model is to take the loop described in § 5.4.2 and use it, intact, as code to run
in a thread. This would not reduce the amount of time needed to run an individual query;
however, it would allow many queries to be run at the same time. As the queries do not share
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mutable resources there would be no need for them to synchronise. The signature data read
into memory at the start of program execution would be shared between threads; however, as
the search threads do not alter the signature data this would not cause any consistency issues.
The only work the main thread would have to do is to place incoming queries into a
queue. The worker threads would then fetch a query off the queue, execute it and return the
results before starting again with another query. The number of queries can then be scaled up
to match the resources available to the system.
5.4.4 Model of a multithreaded single query searcher
A more complicated problem is to parallelise the execution of a single query, reducing the
amount of time it takes to respond to individual queries and hence improving user experience
when the system is used interactively.
To determine a way of doing this, it may be helpful to break the task down further.
Extracting from a collection of signatures the k results that are closest to the query signature
is not itself an inherently parallelisable task; however, computing the Hamming distances of
a collection of signatures from a query signature is parallelisable. The distances of individual
signatures do not depend on other distances, and out of the two operations (computing the
Hamming distance and storing it in the top-k) the Hamming distance is certainly going to be
the more expensive one. The code for determining whether a new signature can be stored or
not can be implemented by caching the highest Hamming distance inside the top-k list. If a
new Hamming distance is not lower than this value, it can be discarded without even looking
inside the list. Depending on the value of k and the size of the collection, this could greatly
improve the performance of the top-k determination step.
5.4.5 Workload distribution
Going with this approach, one possibility is to assign the following types of threads:
1. The reader thread, which reads the signature data, splits it into blocks and divides them
among the search threads.
2. The search threads, which perform top-k searches in the normal fashion, but on the
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subset of the signature data it is assigned.
3. The output thread, which consolidates the top-k search results returned by the search
threads into a true top-k list.
This model is designed around one reader thread, one output thread and any number of
search threads. The reader thread has essentially no work to do after reading the signature file
initially; it does not even need to move data around, it simply provides pointers to data that is
already in memory to the search threads. As the algorithm is not I/O-bound, search threads
can generally continue to be added as long as computational resources permit. Logically,
the only limit should be the performance of the output thread, which has to do its top-k
consolidation work in a single thread as this can only take place after all the other threads
have finished.
This limit itself could be eliminated by adding a new thread:
4. A control thread, which spawns multiple output threads and waits for them to all finish
executing. It then takes their individual top-k lists and merges them together, creating
a top-k list for the entire collection.
Whether this approach as described is worthwhile or not largely depends on the size of
the collection and how long it normally takes to search it. For collections where the query
time is measured in microseconds the additional overhead and synchronisation required to
implement a solution like this would likely overshadow any performance gains from the
parallelisation. However, for large collections on which queries take seconds or longer to
run parallelising the query searching code could have a great impact on the responsiveness
of the system. Smaller collections could still benefit from a parallelisation model of the kind
described in § 5.4.3 when dealing with a large number of queries.
5.4.6 WSJ87-92 parallel performance
The multithreaded single query model was implemented in TOPSIG to provide parallel search-
ing capabilities. Searching the WSJ87-92 collection (§ B.1) with the multithreaded search
code shows an improvement in performance, but one that cuts out at 3.01× at only 5 threads
(Table 5.10). Due to the low amount of time taken to search each query, a topic file containing
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Threads Query time (ms) Rate (MiB s−1) Speed
ST* 10.287 6683.6 1×
1 11.766 5841.76 0.87×
2 7.428 9253.38 1.38×
3 4.947 13894.1 2.08×
4 4.408 15593.03 2.33×
5 3.909 17583.55 2.63×
6 5.172 13289.65 1.99×
7 5.562 12357.8 1.85×
8 5.318 12924.8 1.93×
9 5.15 13346.43 2×
10 5.267 13049.95 1.95×
11 5.459 12590.97 1.88×
12 5.109 13453.53 2.01×
13 5.423 12674.55 1.9×
14 5.343 12864.33 1.92×
15 5.995 11465.24 1.72×
16 5.984 11486.31 1.72×
Table 5.10: Multithreaded TOPSIG single query search performance on the WSJ87-92
collection. The query time was calculated as an average by performing 1000 queries and
dividing the total processing time by 1000. (*ST = Single-threaded)
1000 queries (the 50 queries used for relevance assessment in TREC duplicated 20 times) was
used for searching and the resulting processing time, as reported by the Unix time command,
was divided by 1000 to provide the average time per query.
The limited performance of multithreaded searching in this area may make sense. Search-
ing is much faster than indexing, but as a result, the turnaround time in which threads need
to be created, process their assigned portion of 69 MiB of data and then synchronise with the
main thread so it can consolidate their individual top-100 lists into one final top-100 list is
very low.
5.4.7 Wikipedia collection parallel performance
Moving to a larger collection increases this turnaround time, showing a more accurate por-
trayal of how search time can be improved with multiple threads even when searches are
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Threads Query time (ms) Rate (MiB s−1) Speed
ST* 164.035 6448.36 1×
1 169.976 6222.98 0.97×
2 93.797 11277.09 1.75×
3 64.914 16294.74 2.53×
4 57.019 18550.95 2.88×
5 47.732 22160.33 3.44×
6 44.085 23993.58 3.72×
7 43.195 24487.95 3.8×
8 45.219 23391.87 3.63×
9 41.943 25218.91 3.91×
10 43.726 24190.57 3.75×
11 33.57 31508.99 4.89×
12 45.138 23433.84 3.63×
13 38.647 27369.7 4.24×
14 47.792 22132.51 3.43×
15 42.107 25120.69 3.9×
16 45.651 23170.51 3.59×
Table 5.11: Multithreaded TOPSIG single query search performance on the Wikipedia XML
corpus. The query time was calculated as an average by performing 1000 queries and dividing
the total processing time by 1000. (*ST = Single-threaded)
performed query-at-a-time, without overhead taking up such a large chunk of the total pro-
cessing time. Table 5.11 shows the same test performed on the Wikipedia collection (§ B.2),
a collection which, indexed with the same settings as WSJ87-92, resulted in a 1058 MiB
signature file. The only other change to the search settings was to increase the signature
cache size to 1500 MiB to accommodate the larger signature file.
The larger collection allows TOPSIG to demonstrate a greater degree of improvement as
a result of moving to multiple threads (4.41× compared to 3.01×). This is still suboptimal,
although at 11 threads the data rate is over 30 GiB s−1, showing that even with the overhead
present in the multithreaded implementation the system is still capable of processing data
very quickly.
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5.4.8 Thread pool implementation
The other place to pull more execution time is in the synchronisation stage. There are two
activities that are performed for every query but are not executed in parallel, making them
the limiting factor in Amdahl’s law (§ 5.1.1):
• Waiting for all the search threads to finish.
• Consolidating the top-k results all the search threads returned into one final top-k list
for presentation to the user.
In the first item, TOPSIG’s multithreaded search implementation has a similar issue to that
of the multithreaded bit counter discussed in § 5.2.4; the performance of the whole system
relies on the performance of the slowest thread.
Thankfully, a similar solution to the one that worked so well for the multithreaded bit
counter can be used here as well. By changing the search algorithm slightly we can create
a similar thread pooling model, where the search threads and segments the signature file is
divided into are treated as separate concerns. With the new approach, threads are able to
process blocks of signature data as they wish and then return results to the software at the end
of processing.
The updated thread configuration is as follows:
1. The reader thread, which simply loads the signature data and allocates search threads
to process it.
2. The search threads, which sit on a shared data structure, reserve blocks of signatures for
themselves, calculate the Hamming distance to the query signature for all of signatures
in each block and store the results in their individual top-k lists. They cease processing
once there is no more unallocated signature data.
3. The output thread, which consolidates the top-k lists as the threads terminate into one
final list which is returned to the user.
As with the multithreaded bit counter, assigning unique tasks to each thread (to avoid
cases where the same work is done by multiple threads, wasting processing time) is done
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through the use of a shared variable that is atomically incremented (and the old value fetched)
by each thread when it needs a new task. The number of segments to divide the signature into
is specified through a new configuration option SEARCH-JOBS. If the job ID a signature
receives when it increments the shared variable is equal to or higher than SEARCH-JOBS
the thread terminates. The value of SEARCH-JOBS is used in conjunction with the job ID to
determine the range of signatures that the thread is responsible for.
5.4.9 Thread pool performance
Table 5.12 shows that the performance improvements from switching to the thread pool
search implementation when searching the WSJ collection are extremely modest; while the
maximum improvement is higher at 2.92×, the fact that the maximum data rate is still under
20 GiB s−1 shows that this is still far from optimal for the hardware. Additional performance
improvements with this collection may require implementing a batch indexer at the cost of
per-query performance. This set of performance tests was performed with identical settings
to the previous set, with the exception of the new SEARCH-JOBS option, which was set to
1024.
Repeating the performance tests with the Wikipedia collection (Table 5.13) shows results
getting much closer to the performance ceiling for the hardware, with the latter collection’s
greater size and larger documents allowing for more room within which to improve per-query
performance.
5.4.10 Top-k extraction
The second item potentially reducing the algorithm’s performance is that of the top-k consol-
idation. This is a step that has to be performed after all the other threads are finished, using
their data. While the amount of data is relatively small it is worth looking at exactly what is
involved in top-k determination.
Perhaps the most obvious way to extract the top k elements from an array is to sort the
array and chop off the top k items. This is suboptimal, however; comparative sort algorithms
have a complexity of O
(
n log n
)
and do more work than is necessary. Specifically, they
ensure that even elements that are not in the top k are in the correct order. While it is desirable
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Threads Query time (ms) Rate (MiB s−1) Speed
ST* 10.287 6683.6 1×
1 11.489 5982.7 0.9×
2 6.765 10160.55 1.52×
3 5.453 12604.36 1.89×
4 4.592 14968.23 2.24×
5 5.774 11903.24 1.78×
6 5.35 12846.53 1.92×
7 4.848 14178.41 2.12×
8 4.591 14970.83 2.24×
9 4.778 14385.54 2.15×
10 4.644 14801.9 2.21×
11 3.77 18230.89 2.73×
12 3.522 19515.64 2.92×
13 4.403 15612.16 2.34×
14 4.53 15171.75 2.27×
15 4.796 14331.55 2.14×
16 4.399 15624.23 2.34×
Table 5.12: Multithreaded TOPSIG single query search performance on the WSJ87-92
collection with thread pooling. The query time was calculated as an average by performing
1000 queries and dividing the total processing time by 1000. (*ST = Single-threaded)
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Threads Query time (ms) Rate (MiB s−1) Speed
ST* 164.035 6448.36 1×
1 175.422 6029.78 0.94×
2 92.466 11439.46 1.77×
3 58.679 18026.03 2.8×
4 53.171 19893.34 3.09×
5 40.477 26132.04 4.05×
6 38.221 27674.76 4.29×
7 34.385 30761.98 4.77×
8 33.339 31727.5 4.92×
9 30.133 35103.4 5.44×
10 30.163 35068.26 5.44×
11 28.947 36540.9 5.67×
12 29.392 35988.41 5.58×
13 28.571 37022.05 5.74×
14 28.873 36634.81 5.68×
15 28.373 37280.67 5.78×
16 28.587 37001.58 5.74×
Table 5.13: Multithreaded TOPSIG single query search performance on the Wikipedia XML
corpus with thread pooling. The query time was calculated as an average by performing 1000
queries and dividing the total processing time by 1000. (*ST = Single-threaded)
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Collection (Top-k) Query time (ms) Rate (MiB s−1)
WSJ87-92 (k = 100) 5.0038 13736.38
WSJ87-92 (k = 10) 2.9344 23423.56
WSJ87-92 (k = 1) 2.6648 25793.34
Wikipedia (k = 100) 28.351 37309.33
Wikipedia (k = 10) 26.5868 39785.04
Wikipedia (k = 1) 26.4012 40064.73
Table 5.14: Comparison of multithreaded TOPSIG search performance on WSJ87-92 and the
Wikipedia XML corpus with varying values of top-k. The query time was calculated as an
average by performing 1000 queries and dividing the total processing time by 1000.
for the top k elements to be ordered, as k is usually a far smaller value than n it makes more
sense to partition the array first and only sort the top k.
In TOPSIG the search threads store the top k in an array along with the index of the
lowest-scoring element. If the search thread sees a new item that compares better than the
lowest-scoring element, that element is replaced with the new item. The new lowest-scoring
element is then found. The idea is that the vast majority of results will fail the initial check
and be discarded instantly without any need to iterate through the top k array. A potential
optimisation is to store the top k array as a min heap so that the lowest-scoring element is
always available and can efficiently be replaced with the next lowest-scoring element if it is
overwritten; however, there are other issues associated with this optimisation that make it a
task of some complexity. These are discussed in greater detail in § 6.2.10 on page 221.
The effect is that the processing speed of TOPSIG’s query search code partially depends
on the value of k. Higher values of k means that elements in the array will be replaced
more often. It also means the final, non-parallel top-k consolidation will take longer. In the
previous examples a value of 100 was used for k. Table 5.14 shows the query time and data
processing rate of TOPSIG on the WSJ87-92 and Wikipedia collections with differing values
of k.
While the improvement is close to a constant (approximately 2–2.5ms) with both collec-
tions, this works out to be a substantial reduction in processing time for the WSJ collection.
While this is not strictly an optimisation as less information is being returned, if fewer than
the top k results are required it makes sense to capitalise on this performance improvement.
Despite the fact that the performance increase is more modest for searches on the Wikipedia
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collection, it does bring the overall level of performance very close to the 40 GiB s−1 rate that
appears to be the limit for the hardware in question.
5.5 Distributed computing
Not covered in this chapter is the topic of utilising distributed computing for signature in-
dexing and searching. Distributed processing is conceptually similar to parallel processing,
with the difference being that the computation is spread over multiple computers, instead of
simply multiple threads.
This has several implications; for instance, the costs required in synchronisation are far
greater when they require communication over a network, and there is usually no shared
memory available. Document signature approaches suit distributed computing platforms due
to the fact that indexing can be performed almost entirely in isolation, with the signature files
generated on multiple machines being trivial to combine for searching later.
Searches can also be distributed in the same fashion; however, this could potentially
cause issues with latency. A better approach may be to distribute the indexing, but to have a
copy of the signature data on each individual machine and use the machines to load-balance
search requests, allowing requests from many users to be handled. This is feasible due to the
relatively small file size of the indexed signature data.
5.6 Summary
One of the easiest ways of increasing the speed of an application is to take advantage of
the latent processing capabilities of unused cores on a multi-core or multi-processor system.
Hypothetically, doubling the number of threads can double the performance of a program;
however, this performance improvement is limited to the amount of time the application
spends in processing that can be parallelised. Amdahl’s law shows how adding more pro-
cessing threads will produce diminishing returns in performance improvement, the severity
of which depends on how great the non-parallelisable portions of the application are. The
non-parallelisable (sequel) parts of the application include any processing that is run before
the execution threads have been spawned, any processing run after the execution threads have
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been joined and any time that is spent in the middle waiting for other threads to do something.
The action of potentially waiting for a particular resource or location of memory to
become free is typically known as synchronisation. Synchronisation typically needs to be
performed with data structures and operations specifically designed for the task, known as
synchronisation primitives. Regular shared memory typically does not work due to the fact
that optimisations and instruction reordering in the compiler and on the CPU can cause
operations to not happen in the order specified, can cause reads and writes to work from
cache rather than actual memory and can sometimes cause operations to be skipped entirely.
Synchronisation primitives range from mutexes (mutual exclusions) and semaphores to low-
level operations such as atomic test-and-set or fetch-and-swap; however, all are designed
to be used to safely access shared resources between threads. Those parts of the program
protected by synchronisation primitives such that only one thread can be present in them at a
time are known as critical sections.
While invaluable to the stability of any multithreaded application that utilises shared
resources, synchronisation is an inherently sequential process, as it ultimately means waiting
for other threads to finish working and doing nothing in the meantime. Synchronisation
even incurs a performance cost in cases where there is no need to wait, as is the case with
lock-free data structures, as operations on shared memory need to invalidate any cache lines
that happen to reference it, which might be present on any CPU dealing with the same data.
Highly efficient parallel processing relies on avoiding excessive amounts of synchronisation.
One aspect of this is determining how to best partition out a large task among many
threads. An ideal partitioning is one that divides the data to be processed into chunks that are
small enough that there are plenty to share among the processing threads and that time is not
wasted waiting for a thread that happens to be running slower than the others to finish, but
simultaneously large enough so that the threads do not have to synchronise too often. Another
issue to consider when partitioning is whether certain subtask divisions require additional
synchronisation than others; for instance, if several subtasks may end up requiring shared
access to the same resource, it may be more optimal to split along allocations of that resource
simply to avoid having to synchronise it.
To show these factors being applied, a simple array bit-counting algorithm was developed,
using the POSIX threads API (pthreads) for multithreading. The bit-counting algorithm was
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designed to be very fast, processing data 64 bits at a time and utilising the SSE4.2 64 bit
POPCNT instruction. The algorithm was initially designed with the largest possible subtasks,
with the array simply divided into equal portions for each thread. This is an incredibly
simple way of dividing up a task and manages to entirely avoid synchronisation until the
end. However, this resulted in a performance shortfall as more threads were added, with
about half the threads finishing earlier than the other half and being left with nothing to do.
This was addressed by splitting the task into smaller subtasks and placing them into a queue
that the threads could grab new subtasks from whenever they finished their old tasks. In order
for multiple threads to share a queue of this form, some level of synchronisation is necessary
as the threads need to organise things between themselves such that multiple threads do not
take the same tasks. While a mutex would be capable for this task, in this case shared atomic
variable was sufficient as there is never any need for threads to wait, only that they take the
next available subtask and stop when all the subtasks are taken.
With the full set of optimisations enabled, the multithreaded bit counter was capable
of counting all the bits in a 1 MiB array in just 24 905 ns using 16 threads, processing
data at a rate of over 40 GiB s−1. This is ∼ 7.29× the rate of the run with only 1 thread,
and while this is slower than might be expected for a task processed with 16 threads, the
data is also approaching memory bandwidth limitations, meaning that the maximum rate at
which memory can be read in might be the ceiling for the algorithm. To verify this, the
algorithm was modified to skip counting every second word, and doing so barely showed any
improvement at all for the 16 thread run. By skipping every second word the system still had
to transfer the same amount of memory into cache, but half of it was unused by the program.
This showed that the speed limit was very likely imposed by memory bandwidth limitations.
The two main jobs TOPSIG has are signature indexing and searching. The basic model
behind the signature searching approach is that a given collection needs to be indexed once,
which is the process by which the signature file is generated, and after that it can be searched
many times with different queries. Both the indexing and searching operations can be multi-
threaded, and while the tasks are entirely different, they can both be implemented utilising a
similar multithreading model as the bit counter was. With the bit counter, the data array was
divided up into chunks which were stored in a central pool that threads could read from once
they had finished processing their previous chunks.
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In the case of the signature indexer, the resource in question is a file handle, reading a file
(potentially with compression), which is then through some process broken up into individual
documents, which are then converted into signatures and written out to a data file. Reading
the data does require some processing; however, this operation is largely I/O-bound. After
this, the individual documents can easily be processed independently so it makes sense to
adopt a similar model to the bit counter and put these on a queue for processing threads
to read. The biggest difference between the signature indexer and the bit counter is the
large amount of I/O taking place on both ends. While the bit counter created the array
before launching any of the threads, reading the signature data could take some time and
it makes sense to allow threads to start processing data even before all of it has been read
into memory. In fact, in the case of particularly large collections, it may be necessary to do
this; the ClueWeb09 collection occupies 25 TiB in its uncompressed state, which is a lot to
fit into RAM at once. On the output side, it makes sense to have a similar queueing system;
although in this case the processing threads will add generated signatures to the queue where
they will be written to a file by the output thread. To avoid the additional synchronisation
overhead at the cost of an additional memory overhead, each thread is given its own term
signature cache. With the use of multithreading, the time taken to index the Wikipedia
XML collection is reduced from 48 min 37 s with 1 thread to 3 min 59 s with 16 threads,
a performance improvement of over 12× (Table 5.8, page 136).
Signature searching can be implemented either as a batch model or as a single query
model. In a batch model, all of the queries are available from the start and it is up to the
search engine to execute all of them as quickly as possible. In a single query model, queries
are executed one at a time and the search engine optimised to execute this one query as
quickly as possible. For TOPSIG the decision was made to implement the single query search
model as it is more flexible, despite the fact that its optimisation ceiling will inherently be
lower than that of the batch model, which requires less synchronisation. The implementation
of multithreaded signature search is again quite simple; the document signatures are divided
up between the threads and the threads each return an individual top-k list. The top-k lists
are then consolidated into one top-k list which is returned to the user or written out to a topic
file. With multithreading, the time to search the Wikipedia XML collection is reduced from
160.531 ms with 1 thread to 28.373 ms with 15 threads, a performance improvement of 5.66×
(Table 5.13, page 151).
Chapter 6
Evaluation and Refinement
Chapter 3 describes the algorithms used for creating and searching signatures in TOPSIG;
however, there are numerous other important details that are necessary before a search engine
can start producing reasonable results. These range from fundamentals such as the way of
determining where terms in a document begin and end to algorithms used to weight the
scores of terms in order to reduce the likelihood of important terms being overwritten by less
important terms and other important refinements. TOPSIG exposes these refinements and
their settings through the configuration system.
In order to determine whether particular refinements work, how effective they are, what
settings to use for them and whether the ones that reduce indexing or search performance are
worthwhile it is necessary to have some means of empirically evaluating the effectiveness of
a search engine. All of the collections being tested have associated relevance judgements that
can be used in conjunction with evaluation tools to produce various scores that can be used
to determine whether certain refinements are effective.
6.1 Evaluation metrics
In information retrieval it is important to be able to make an empirical determination about
how well a given search engine or ranking approach works. This is useful both for improving
an engine in isolation and for performing comparative analysis of multiple search engines.
One issue with this is that search engine value is a difficult concept to pin down with a
precise definition, and an even harder one to measure objectively. Despite this, there are a
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number of popular measures that are used in the information retrieval field.
6.1.1 Dichotomous classification
The simplest form of document classification, and the form that this chapter looks at, is that
of dichotomous classification1 [Ja¨rvelin and Keka¨la¨inen, 2000]. In this classification system
documents are determined to be either relevant or not relevant in accordance to a particular
query. Other classification schemes may code certain parts of the document as being relevant
while other parts are not, and others may assign a value to each document quantifying the
degree to which it is relevant; certain documents may be considered to be of a higher value
than others, and despite them both being useful to the user, it would be preferable to return
one in place of the other if the choice had to be made.
For the purposes of search engine evaluation, relevance judgements (as described in Ap-
pendix B) are available. These are created by volunteers and consist of lists of documents that
are relevant to each query in a set of queries. Each system runs the set of queries and returns
a list of documents it considers to be the most relevant, in order of relevancy. These lists
are evaluated using the relevance judgements as ground truth and one or more information
retrieval metrics to produce a final score. The trec eval [Buckley, 2004] tool was used
to perform these evaluations. Popular evaluation metrics that make use of dichotomous
classification include precision at n (§ 6.1.3) and mean average precision (§ 6.1.5).
Graded classification
The primary alternative to dichotomous classification is graded classification, in which each
document is given a relevance score. Graded classification is used to express the concept
that some documents are more relevant than others, and systems evaluated with a graded
classification scheme are rewarded, not only for finding the right documents, but returning
them in the right order. Popular evaluation metrics that make use of graded classifications
are normalised discounted cumulative gain [Ja¨rvelin and Keka¨la¨inen, 2000] and expected
reciprocal rank [Chapelle et al., 2009].
As not all of the document collections used in this research have graded classifications
1Also referred to as binary classification.
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available, dichotomous classification is used for all evaluations presented in this monograph.
6.1.2 Precision and recall
The two main measures from which most evaluation metrics are derived are precision and
recall [Voorhees, 2007].
Precision
Precision refers to the proportion of documents, out of the documents that have been
retrieved for the user, that are relevant to the user’s query.
If an information retrieval system returns 10 documents and 7 of them meet the user’s
needs, the system is said to have a precision of 0.7.
Recall
Recall refers to the proportion of relevant documents in the entire collection that have
been retrieved for the user in response to the user’s query.
If an information retrieval system returns 10 documents and 7 of them meet the user’s
needs, but there are a total of 20 documents in the collection that meet the user’s needs,
the system is said to have a recall of 0.35.
These measures look at different needs of search engine users. A user who wants to get
a quick overview of a subject will usually have their needs best met by a system with high
precision, particularly on the first page of results. A user who wants to thoroughly investigate
a given topic will be best suited by a system offering high recall. Effectively, precision
penalises type I errors while recall penalises type II errors.
Recall and precision are rarely used as metrics by themselves. A system would able to
maximise recall simply by presenting every document in the collection to the user. While
such a system would certainly provide maximum recall, the precision would be too low for
the system to present any practical use to a user. Similarly, a search engine designed to
maximise precision may find that this goal is met by only returning one document, especially
if the system has a high degree of confidence in this document. The document may be highly
relevant to the query, but with such a low degree of recall such a system would be of limited
use to most users.
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As a result, popular metrics for judging search engine quality attempt to find a balance
between the two needs, incorporating precision and/or recall in addition to other metrics to
produce a final result.
6.1.3 Precision at n
One of the simplest information retrieval metrics, precision at n simply works on the portion
of retrieved documents after n documents have been retrieved. n is typically a fixed value like
5 or 10 and search engines are ranked based on how well they retrieve these early documents.
The essential idea is that a typical search engine interaction will not involve going past the
first page of results. With this measure, the better job a search engine does of filling up this
first page with useful information for the user, the better the search engine will rank.
6.1.4 Precision at recall
Precision at recall is similar to precision at n, but instead of judging precision after a cer-
tain fixed number of results have been returned, precision is instead judged after a certain
proportion of the relevant documents in the collection have been returned. For example,
the precision at recall of 0.1 is the precision after 10% of the relevant documents have been
returned.
This metric normalises differences in results between topics that can arise as a result
of different topics having differing levels of representation within the document collection.
Given two queries of similar difficulty, if one query has more relevant documents in the
collection searches for it will naturally result in a higher precision at n score than searches
for the other query. This also makes it possible to average the scores of different topics;
highly desirable to ensure that search engine ranking is not unduly influenced by a single
topic. With precision at n the queries with poorer representation in the collection will be
accordingly poorly represented in the final average. To illustrate this, consider two queries of
identical difficulty, one with 4 relevant documents in the collection, another with 8. A search
engine that returns half of the first query’s relevant results but all of the second query’s will
receive a average precision of 0.6, while a search engine that retrieves all of the first’s but
half of the second’s will only receive a score of 0.4.
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Figure 6.1: An example of a recall-precision curve, calculated from a TOPSIG run with 50
topics on the WSJ87-92 collection
Precision at recall scores are usually interpolated with other scores at neighbouring recall
proportions.
6.1.5 Average precision
Average precision simply refers to the score returned from averaging the precision at recall
scores at every possible recall proportion.
A common method of presenting the interpolated precision at recall metric discussed in
§ 6.1.4 is in a graph, with precision plotted against recall. The average precision for a search is
calculated as the average of all the individual precision values. An example of a graph of this
nature is Figure 6.1. The average precision of this run is the area under the recall-precision
curve; in this case, 0.1262.
The related mean average precision (MAP) score is the average precision score for mul-
tiple topics in a run all averaged together. This metric offers a way of reducing search engine
performance over an entire run down to a single figure for the purposes of comparison.
6.2 Performance evaluation
The result of running the TOPSIG signature search implementation, implemented almost ex-
actly as defined in chapters 3, 4 and 5, using the WSJ87-92 (§ B.1) collection as a test corpus,
results in a mean average precision (MAP) score of 0.0311, as reported by trec eval
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IP@r Score
0.00 0.3733
0.10 0.0775
0.20 0.0530
0.30 0.0320
0.40 0.0244
0.50 0.0000
0.60 0.0000
0.70 0.0000
0.80 0.0000
0.90 0.0000
1.00 0.0000
MAP 0.0311
P@10 0.1760
(a) trec eval results
(b) A plot of interpolated recall-precision data for the run. The MAP
score is the total area under the curve.
Table 6.1: Results from a reference TOPSIG run with all special features disabled
(Table 6.1a). This represents the area under the recall-precision curve (Table 6.1b), which is
trec eval has calculated as 3.11%.
6.2.1 Reported evaluation measures
trec eval reports the results of a number of evaluation measures when run. The three
measures presented in Table 6.1a are:
IP@r (Interpolated precision at recall)
An interpolated form of the precision at recall measurement described in § 6.1.4, sampled
at 11 points between (inclusive) 0.00 recall and 1.00 recall. The interpolation is performed
as results may appear at any recall, and only sampling precision at specific recall intervals
will result in an unnatural stair-stepping effect in the resulting precision-recall curve. In-
terpolating the precision values also allows trec eval to report a sensible result at 0.00
recall.
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MAP (Mean average precision)
The mean average precision score merely reflects the average of precision values at every
recall level, as described in § 6.1.5. It should be noted that the MAP score is not an average of
the interpolated precision at recall scores reported by trec eval, but is instead calculated
from the raw precision and recall values of each result. This is more accurate than simply
averaging the interpolated samples.
P@10 (Precision at 10 results)
This is the precision at nmeasure described in § 6.1.3, for n = 10. This is a common value as
it reflects a standard page of search engine results. For instance, Google returns ten results per
page by default. This measure therefore reflects the quality of the search engine experience
for a user that does not venture beyond the first place, as is the case with the majority of
search engine interactions.
The precision at 10 score for a single run must inherently be a multiple of 0.1. However,
as is the case with the other measures trec eval reports, this score is averaged over all of
the topics used to evaluate the search engine; in this case, 50 topics.
6.2.2 Signature parameters
The exact parameters used in indexing and searching are as follows:
• Signature width: 1024 bit
• Signature density: 1
21
• Signature seed: 0
• Number of results returned per query: 100
• Multithreading: enabled for both indexing and searching
The first four parameters are inherent to the process of signature creating and searching
and as a result are simply set to sensible defaults, as they cannot be omitted entirely. The fifth
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parameter does not have any impact on indexing or search quality and is in place to make
testing more time-efficient.
Signature width
The signature width is the length, in bits, of the bit vector that makes up a document signature.
The examples provided in § 3.4 use 8 bit signatures for explanatory purposes; however,
signatures of such a small length are infeasible for use in real document collections.
Signature width essentially provides a trade-off between quality of representation and
efficiency. Smaller signatures compress the term-vector representation into a smaller space
and are therefore more prone to term collisions or cross-talk as described in § 3.3.2. A lower-
quality representation will as a matter of course result in lower-quality results. On the other
hand, larger signatures require more storage space to represent. On a system with limited
RAM, fewer signatures can be stored in memory when they are larger. They also require
additional processing time; during indexing more work goes into generating the signature
vectors and flattening them into bit strings. During searching the calculation of Hamming
distances (see § 3.5.2) requires more processing time when the signatures are larger. Informal
testing found that 1024 bit signatures represents a good compromise between signature size
and quality.
TOPSIG allows the signature width to be specified at indexing time through the SIGNATURE
-WIDTH configuration option. While, in theory, any non-zero integral value could be rea-
sonably specified as a signature width, values that are not a multiple of 64 are discouraged
as this prevents the use of high performance 64 bit population count instructions on modern
processors, forcing the use of a slower population count implementation. This could be
avoided by either allocating additional space at the time of indexing, in which case the extra
space would be wasted and it would make more sense to just use the higher signature width
in the first place, or by temporarily copying the signature into a buffer with extra space at the
end, allowing the high performance routine to be used but incurring an unnecessary copy. A
superior solution to both is to simply use signature widths that are a multiple of 64 bit.
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Signature density
Signature density represents the proportion of bits in the signature that each term in a docu-
ment (or query, in the case of query signatures) influences. As § 3.4.8 explains in greater de-
tail, this parameter affects how term collisions are resolved. TOPSIG handles signature den-
sity through the SIGNATURE-DENSITY configuration option; a SIGNATURE-DENSITY
value of x represents an effective signature density of 1
x
. Geva and De Vries [2011] reported
a signature density of 1
6
to be effective; however, informal testing has favoured a density of
1
21
.
Signature seed
Signature generation in TOPSIG is facilitated by the use of a pseudo-random number genera-
tor (PRNG), as described in § 4.4.2. This is a key aspect of random indexing, but also means
that a portion of TOPSIG’s effectiveness is left up to chance.
To allow this impact to be investigated, and to allow the tuning of other parameters
without undue influence from the vagaries of random chance, TOPSIG allows the random
number generator to be salted with the SIGNATURE-SEED configuration option. A different
SIGNATURE-SEED value will result in every term producing a different term signature and
as a result will affect the final document signatures and the results while searching. This
is not really a tunable parameter; while different values will produce different results, some
of which will be better than others, the results are not generalisable to other collections or
other queries. Its main utility is in tuning other parameters, as if a given parameter change
shows improvement across a number of signature seeds there is a greater degree of confidence
that the improvements will stick around when other parameters or the provided input data is
changed.
Results per query
This parameter has no effect on the generated signature data, but instead affects the number of
results returned when searching. While a value of 10 is a standard page size and the majority
of user interactions with search engines do not go beyond the first page, a value of 100 has
been chosen for testing. This is due to the prominent use of mean average precision (MAP)
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as a metric for determining search engine effectiveness. While measures such as precision at
n are unaffected by results returned after the first n, MAP can be strongly influenced by them,
albeit not to the same degree as it is by the first results returned. This is due to the fact that
MAP is designed to measure search engine effectiveness across many potential scenarios,
including those in which the user continues checking page after page until they believe they
have all the information the web has to offer.
The number of results that TOPSIG returns in response to a query while in topic mode
(as § A.9 describes, this is the mode used for supplying a file of queries to be evaluated by
the search engine) is controlled by the configuration option TOPIC-OUTPUT-K. Returning
more results increases the computational expense involved in searching, as part of the search
task requires keeping track of the top k results seen so far. As § 5.4.10 explains, the greater
the value of k, the more results will be candidates for inclusion at the time they are seen.
Consider a simplified case of determining the top 1 result in a collection. The highest-
scoring signature could be at any position in the collection; it could be the first signature,
the last signature or any of the signatures in between. The “average” case would be for this
signature to be found halfway. Now consider the portion of the collection before the highest-
scoring signature; on average it will be half the size of the full collection, and it will have its
own highest scoring signature. Before this signature will be another sub-collection with its
own highest scoring signature, and so forth. Effectively, from the perspective of the signature
searcher, there will be logn highest-scoring signatures, where n is the size of the collection.
All of these must be remembered until the next one is found and it is only after the entire
collection has been processed that the highest scoring signature will be found. Extending this
to values of k greater than 1 introduces the following factors:
• The threshold for result candidacy will be lower, as a new result only needs to be greater
than the kth result to qualify.
• Additional work needs to be done for each candidate result, as it must replace the
old lowest-scoring candidate result and a new lowest-scoring candidate result must be
determined.
Currently TOPSIG implements the top k list as an array which must be linearly searched
for the new lowest-scoring candidate each time. While replacing this with a min heap is
a potential optimisation as replacing the min element in a heap is only a logn operation,
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as hinted at in § 5.4.10 there are additional complications preventing this from being a
trivial optimisation. These are detailed further in § 6.2.10 on page 221.
While it may be most performance-effective overall to simply return the first page of
results and perform the search again with a greater results per query setting on the off chance
that the user actually looks beyond the first page, for the purposes of evaluation it is important
to return a larger number of results in the first place, hence a default setting of 100 was chosen
for this parameter.
Multithreading
The parallel processing implementation used by TOPSIG is described at length in Chapter 5
(§§ 5.3–5.4). Unlike the other parameters, the settings associated with multithreading do
not affect the final results, just how efficiently the system can produce them. Tuning the
multithreading configuration options is more something that is done on a per-system basis,
as opposed to a per-collection basis, and typically involves using a large enough number of
threads to maximise CPU utilisation, but not too many as the additional overhead associated
with each thread eats into the total processing power available to TOPSIG.
Multithreading in TOPSIG is controlled through multiple configuration options, with
different configuration options for indexing and searching.
INDEX-THREADING Valid arguments are single and multi, to select between single-
threaded and multithreaded modes for indexing. While even single-core systems will
benefit from multithreaded mode due to the blocking I/O not stopping other work from
being performed, the single-threaded mode can be used even when TOPSIG is compiled
without POSIX threads support, making it usable in environments where this API is
unavailable.
INDEX-THREADS The number of processing threads that are run in multithreaded indexing
mode. The actual number of threads created by the application is two higher than the
value specified here, as one reader thread and one writer thread are created automati-
cally.
SEARCH-THREADING Equivalent to the INDEX-THREADING option, but selects the mode
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to use while searching. As with INDEX-THREADING, valid values are single and
multi.
SEARCH-THREADS The number of search threads created when searching in multithreaded
mode. Note that unlike INDEX-THREADS this more closely matches the actual num-
ber of threads running during searching, as the main thread joins with the search threads
after creating them, reducing the number of threads that are actually running by 1.
SEARCH-JOBS The number of jobs to break the searching task into. It is through this
parameter that TOPSIG implements the thread pool searcher described in § 5.4.8. Es-
sentially, the array of signatures to be searched is divided into this many jobs, which
are placed in a queue. The search threads are then launched and they grab new threads
off the queue whenever they are ready for a new job. This requires minimal synchro-
nisation as the only operation used is the atomic increment of a variable shared among
the search threads; as a result it is highly efficient and has minimal overhead.
The appropriate value to use for this configuration option is largely one that must be
determined through tuning; too small and the benefits from thread pooling are wasted,
but too large and the overhead from dividing the collection up into such small portions
will waste valuable processing time. A value of 1024 was found to work well in § 5.4.9
on the testing hardware (Dual Intel Xeon E5-2665s at 2.40 GHz with 252 GiB RAM,
32 hardware threads).
6.2.3 Term delineation
Creating a signature from a document involves extracting all the terms that make up a doc-
ument, creating term signatures for those terms and then combining the term signatures
together into a document signature. The first stage of this process requires a method of
determining where terms begin and end in order to extract them from the document.
One of the ways the approach used for term delineation influence the quality of results
is that in many cases punctuation does not considerably alter the meaning of a term, so it is
reasonable to assume that a user searching for "dogs" wants to match "dogs" as well as
"dogs.", "dogs,", "dogs!" and other contexts the term could be used in. Removing
the punctuation at the end of a term allows all variants to be matched under a single search
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for "dogs".
TOPSIG accomplishes this through a character mask. A mask of possible (8 bit) char-
acters is stored in memory, with a boolean value associated with each character recording
whether or not it is part of a term. Terms are considered to be contiguous strings of tern-valid
characters, while term-invalid characters are used to delineate them.
Determining exactly what counts as a term varies from language to language. English
and other Latin-derived languages use spaces to delineate terms; therefore the default be-
haviour of TOPSIG is to mark graphical characters (that is, characters that have some visual
representation, as determined by the ctype.h2 macro isgraph() as term-valid, and non-
graphical characters (including spaces) as term-invalid. Languages that lack a well-defined
word delimiter (or even a well-defined definition of what a word is) such as CJK3 languages
need to be indexed using an alternate process, such as with n-grams. n-gram search is not
presently implemented in TOPSIG; however, there are plans to add it later on.
This categorisation has a few benefits, among them the fact that it makes very few as-
sumptions about the target text. With an appropriate locale, it should work just as well with
UTF-8 text just as well as it handles ISO/IEC 8859-1 and other ASCII-based character sets.
It also allows numbers and symbols to be freely searched.
The downside, however, is that because the filter is too forgiving, it will also pull in too
much of the surrounding text, making the actual part of the string the user wants to search for
impossible to find. Absent of creating a more complicated scheme for delineating terms, the
best solution available is to further restrict the set of term-valid characters.
Configuration options
At present, TOPSIG does not allow the user to specify the character filter directly. Instead, the
user may configure the filter through the CHARMASK configuration option, which has three
valid settings.
ALL All graphical characters are term-valid. This means white-space characters (such as
the space and tab break) and control characters do not count as valid parts of terms,
2ctype.h is a part of the Standard C Library and contains macros that are used for determining in a
portable way whether characters belong in certain categories or not.
3Chinese, Japanese and Korean.
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but all other characters do. This is the most flexible model and allows the user to
search for almost anything; however, the filter also results in terms consuming too
much of the surrounding text. For instance, in the sentence "The quick brown
fox jumped over the lazy dogs." the last term would also consume the
period ending the sentence, preventing the unadorned term “dogs” from being usable
as a search term to find that sentence.
Graphical characters are determined through the use of the ctype.h macro
isgraph().
ALNUM All alphanumeric (A–Z and 1–9) characters are term-valid. This means white-space
characters, control characters, punctuation and other characters that are not either a
letter or a numerical digit do not count as valid parts of terms. This solves the problem
of punctuation being consumed by other characters, while still allowing numbers and
terms that are a mix of numbers and letters to be searched for.
Alphanumeric characters are determined through the use of the ctype.h macro
isalnum().
ALPHA All alphabetical (A-Z) characters are considered to be term-valid, while all remain-
ing characters, including white-space characters, control characters, punctuation and
numerical digits are marked as term-invalid. This is the most restrictive model and
limits what the user is capable of searching for, but also does the best job at filtering
junk terms out of the collection; as every term contributes to the signature file and the
overall amount of cross-talk experienced, reducing the set of terms as much as possible
can have a positive effect on document signature quality.
Alphanumeric characters are determined through the use of the ctype.h macro
isalpha().
Impact on search results
Table 6.2 shows the results from incorporating each of the more restrictive models of term
delineation into the indexing process. Both ALNUM and ALPHA modes involve a substantial
improvement on both MAP and early precision over the default ALL mode, which includes
all graphical characters in terms.
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IP@r Graph Alnum Alpha
0.00 0.3733 0.4670 0.4560
0.10 0.0775 0.1411 0.1459
0.20 0.0530 0.0591 0.0597
0.30 0.0320 0.0446 0.0430
0.40 0.0244 0.0281 0.0344
0.50 0.0000 0.0000 0.0000
0.60 0.0000 0.0000 0.0000
0.70 0.0000 0.0000 0.0000
0.80 0.0000 0.0000 0.0000
0.90 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000
MAP 0.0311 0.0427 0.0431
P@10 0.1760 0.2240 0.2320
(a) Results from trec eval
(b) A plot of interpolated recall-precision data for the
various character masks
Table 6.2: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with different term delineation settings
Note that one potential danger of preferring ALPHA here is that the topics that relevance
judgements are available for do not contain any non-alphabetical characters. There is there-
fore a danger of overfitting the collection’s signature based on this data, despite the fact that
in a real world situation users may well be searching for terms that contain alphanumeric
characters. As removing terms that the user does not search for will almost certainly improve
the quality of the resulting signature file from the perspective of that user, it may restrict
things for other users without the same limitations. For example, the collection could be
pre-processed to remove all terms that do not appear in the topic file. This would result in a
high quality search index that performs well against the relevance judgements but is almost
entirely useless for anything else.
Impact on performance
Term delineation has no appreciable impact on the time efficiency while indexing or search-
ing. Any differences that do arise will come from changes in the number of terms that need
to have signatures created (due to the altering of the definition of what counts as a term);
however, the difference is too small to accurately measure.
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Impact on workflow
Term delineation is applied to both the indexing and searching stages. During indexing it is
used to determine terms in the source files, while during searching it is used to determine
terms in the query. While not strictly necessary, it is usually best to use the same settings for
searching as were used for indexing. This ensures, among other things, that terms containing
characters that are not valid in the index are not included in the query and vice versa. As a
result the signature file must be rebuilt to change the term delineation settings.
6.2.4 Stemming
A related optimisation to term delineation is to strip away the grammatical artefacts from
the end of a term to improve the number of matches. This is known as suffix stripping,
or stemming. In the same way that a user searching for "dogs" would want to match
"dogs.", a user searching for "dog" would most likely want to match "dogs" as well.
Stemming involves reducing terms to their root words in order to conflate their different
forms into one term, so searches for any of the related terms will match any of the other
related terms.
There are other approaches that involve the use of a thesaurus that attempt to conflate
synonyms, so that terms like "obtain" and "procure" are conflated. One example
of this is an attempt to conflate related clinical terms using an ontological database, which
TOPSIG has some support for [Chappell and Geva, 2013b]. By comparison, stemming is
much simpler and often makes use of a set of rules rather than a dictionary. One example of
a stemmer is the Porter stemmer described in Porter [1980], which is a multi-stage process
with a set of pattern substitutions taking place at each stage.
Configuration options
TOPSIG allows use of one of two stemmers through the STEMMER configuration option.
Valid values for this option include:
NONE Disables the stemmer entirely.
S Uses the “S” stemmer as described in Harman [1991]. The “S” stemmer is a very simple
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IP@r None S Porter
0.00 0.4560 0.4858 0.5002
0.10 0.1459 0.2394 0.2353
0.20 0.0597 0.1128 0.1132
0.30 0.0430 0.0615 0.0523
0.40 0.0344 0.0270 0.0330
0.50 0.0000 0.0084 0.0000
0.60 0.0000 0.0000 0.0000
0.70 0.0000 0.0000 0.0000
0.80 0.0000 0.0000 0.0000
0.90 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000
MAP 0.0431 0.0624 0.0603
P@10 0.2320 0.2880 0.2700
(a) Results from trec eval
(b) A plot of interpolated recall-precision data for the
different stemmers
Table 6.3: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with various stemming settings
stemmer, appropriately named after the fact that it mainly exists to stem plurals, and
involves three substitutions:
• If the term ends with “ies” but not “eies”, replace the ending “ies” with “y”.
• If the term ends with “es” but not “aes”, “ees” or “oes”, replace the ending “es”
with “e”.
• If the term ends with “s” but not “us” or “ss”, remove the ending “s”.
PORTER Uses the Porter stemmer as described in Porter [1980]. It works in a similar fashion
to the “S” stemmer, but involves a much larger list of substitutions.
Impact on search results
Table 6.3 shows the results from indexing and searching WSJ87-92 with the S and Porter
stemmers. Both stemmers offer a substantial increase in both MAP and early precision over
not utilising a stemmer at all. Out of the two, the S stemmer gives somewhat better results.
It should be noted that all three runs are incorporating the alphabetical term delineation
174 CHAPTER 6. EVALUATION AND REFINEMENT
Random WSJ87-92
Hamming distance
Figure 6.2: Histogram of Hamming distances between pairs of documents in two collections;
WSJ87-92 (§ B.1) and a collection of randomly-generated signatures
that was one of the subjects of comparison in § 6.2.3. Unless otherwise noted, each optimi-
sation will build on the most effective optimisation setting explored in the last section. This
will reveal how the retrieval precision improves with each refinement.
Impact on collection distribution
All of the optimisations being investigated in this chapter will increase precision in some way,
but while the precision-recall graph and MAP scores are helpful in showing empirically that
one approach is better than another, they do a poor job at showing exactly what has changed
to cause these values to improve.
When a signature is created from a document, the terms in that document are assigned
pseudo-random signatures that, when summed together, form the final document signature.
If two documents have nothing to do with each other, from the perspective of their pairwise
relationship their signatures are effectively totally random. Effectively, every bit has an equal
chance of matching and an equal chance of not matching. Given many such documents,
the pairwise Hamming distances between them would form a binomial distribution centred
around a mean Hamming distance equal to half the signature width.
In practice, however, even documents that have nothing to do with each other have
average pairwise Hamming distances closer than half the signature width. Figure 6.2 shows
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the distribution of pairwise distances in two 1024 bit signature files; one is a signature file
created from the WSJ87-92 collection, the other a signature file with signatures created from
random bits.
The random signature collection exhibits a perfect binomial distribution with a mode
of 512, as expected. The signature collection created from an actual document collection
shows closer pairwise distances with a mode of 467, in addition to the “center of mass”
of the histogram being biased in favour of closer Hamming distances. This is because, in
practice, even documents with nothing to do with each other have similarities. There are
many words in the English language that are grammatically important but do not suggest
anything about the document itself with their presence alone. As a result two random English
language documents will automatically share more similarities than two segments of entirely
random data. The histograms in Figure 6.2 show the pairwise distances between many pairs
of documents in a collection; however, the pairwise distance between one random document
and the rest of the collection will show a similar result. The same is true of queries; due to
masking (§ 3.5.3) the Hamming space is smaller during query searching, however, within that
space the same statistical properties are still exhibited.
What this means is that, given any query in a typical document collection, even if there
are no relevant results in the entire collection the Hamming distances between that query’s
signature and the signatures in the collection will show a pattern similar to the WSJ87-92
collection in Figure 6.2. It is only signatures that diverge from that pattern enough that they
can be distinguished from the non-relevant signatures making up the rest of the collection
that can be retrieved using signature searching.
These histograms are useful in that they are capable of showing how different refinements
(such as stemming) affect the shape of the collection’s Hamming distribution, both in the
overall collection space and in query space.
Figure 6.3 shows two histograms representing the signature files produced when indexing
with and without the S stemmer. The histograms show the frequency of pairwise Hamming
distances between different document signatures in the collection. In this case there is very
little difference. With the S stemmer enabled the mean Hamming distance between random
documents is slightly reduced. This is easy to explain; stemming causes multiple previously
different terms to conflate as one. There is therefore a slightly smaller vocabulary in use and
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No stemmer S stemmer
Hamming distance
Figure 6.3: Comparison of collection pairwise distances with and without stemming
less capability for different documents to distinguish themselves.
Figure 6.4 again shows histograms of the two collections; however, this time they are
shown in the space of a single query. The specific query is topic #51 ("airbus subsidies")
of the topic set used in testing. The Hamming range here is smaller; as described earlier, this
is due to masking. As the query contains only two terms, the query signature is the product
of two term signatures. Due to the default signature density of 1
21
and the signature width
of 1024 bit, each term signature will set an average of 1024 × 1
21
' 48.76 bits. As query
signatures mask off the bits that are not set by any of the query’s term signatures when
calculating Hamming distances, the document signatures for this query can be expected to
fall into the 0–97 query space.
The query histogram also allows additional information to be shown to better illustrate
the effect this refinement has on the collection. The pips (+ for the unstemmed collection,
× for the stemmed collection) show where the Hamming distances of all the documents that
are relevant to this query. The vertical bars show the average Hamming distances of the
relevant documents in each query. The figure was created by averaging the histograms and
the relevant document Hamming positions over signature seeds 0 through 9.
As the graph demonstrates, the majority of the relevant documents lie on the extremely
thin tail that lies outside the standard binomial distribution the rest of the collection follows.
This is good for signature searching as it means these documents can actually be distinguished
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Hamming distance
No stemmer S stemmer
Figure 6.4: Comparison of query distances with and without stemming. The + and × pips
indicate relevant documents in the collection.
from the non-relevant documents that make up the vast majority of the collection. The
documents that are found on the bulk of the curve are impossible to distinguish as they share
that portion of the Hamming space with many thousands of non-relevant documents.
Figure 6.4 shows how enabling stemming reshapes the collection from the perspective of
a query.
In contrast to the collection space comparison in Figure 6.3, the overall composition of
the collection with respect to Hamming distances in query space does not change at all when
stemming is used.
This is due to the masking that takes place during ad hoc retrieval. In collection space the
pairwise distances between documents is reduced through the introduction of stemming. This
is due to the consolidation of different terms strengthening the inter-document links through
the presence of more incidental overlapping terms. This phenomenon is not seen in query
space, however, due to the following factors:
• The only bits that count towards Hamming distance in query space are those masked by
the query signature. Terms other than the query terms will be removed, either partially
or entirely, during the masking process.
• The comparisons are not between pairs of documents, but between one document and
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the signature. As a result there can be no incidental pairings; the only cases that
have any real effect on the overall score are incidences of query terms appearing in
documents, which is what the software is designed to search for in the first place.
Terms that overlap the masked portion of the query signature will not match the bit
pattern of the query signature and hence will not be counted.
In query space, the only noticeable change between the stemmed and non-stemmed ver-
sion of a collection is the exact position of certain relevant documents. Some may be made
more retrievable, some less, and whichever of the two there is more of will determine whether
stemming improves or reduces the quality of the collection it is applied to.
Stemming only really has a measurable effect on the retrieval effectiveness of ad hoc
queries when the stemming process creates additional matches for the term queries. In those
cases, stemming can be either beneficial or harmful. It is a valuable inclusion on the whole
because on average using stemming results in greater search precision than not using it, as
Table 6.3 showed; however it does not work on every topic.
Concordance with established practice
Stemming is a well-established information retrieval technique and its effectiveness at im-
proving results in ad hoc information retrieval is understood [Harman, 1991, Salton, 1968].
Term conflation through stemming is known to improve results and as such it is not surprising
to see this work with signature files. The question of which stemmer to choose from has also
been asked many times, with either the Porter or S stemmer coming out on top, usually
with the two stemmers producing similar results [Harman, 1991]. As a result, the Porter
stemmer is frequently preferred due to the greater degree of word conflation it causes [Fuller
and Zobel, 1998]; however, this is in the context of inverted file approaches where extra
conflation is useful as it reduces the size of the collection vocabulary further. This particular
benefit has little effect on the performance of signature search, so it makes sense to use the
S stemmer for collections where it produces superior results to the Porter stemmer when
utilising a signature indexer.
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Interactions with other settings
Stemming interacts with term delineation in a mutually beneficial fashion. Both the S and
Porter stemmers expect the terms they are given to be standard English terms without any
extra punctuation, especially at the end of the terms which is where the substitutions take
place. This does not cause the software to malfunction; terms that do not have endings that
exactly match at least one of the substitutions will simply not be stemmed. Stemming will
still work on these documents; however, as certain terms will not be stemmed the overall
improvement will be reduced.
Impact on performance
As with term delineation, there is no appreciable impact on indexing or searching speed.
Theoretically, there are two potential ways stemming could have changed the indexing time.
• The time taken up by the stemming itself. Both the Porter and S stemmers are very sim-
ple and easy to implement efficiently; however, they are still an additional processing
step, taking up valuable processing time during indexing.
• The reduced vocabulary as a result of stemming conflating multiple terms into one
means that, due to the term signature cache (§ 4.4.5) fewer term signatures will need to
be generated during indexing.
These factors may cancel each other out, or they may simply have too little of an effect
to be easily measurable.
Impact on workflow
As with term delineation, it is highly advisable that stemming be applied identically to both
indexing and searching to ensure that a term appearing in one is not stemmed in a way such
that it no longer matches the same term in the other. As a result the signature file must be
rebuilt to change the stemming settings.
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6.2.5 Stopping
As mentioned earlier, English documents contain many terms that, from the perspective of
a bag-of-words search engine, are basically filler. Adpositions (“in”, “of”, “with”), con-
junctions (“and”, “of”, “for”) and articles (“the”, “a”) serve an important purpose in the
language but do not by their presence hint at all as to the nature of the document they reside
in. As a result it makes sense to remove them from consideration early on in processing.
This way they do not take up any space in the final signature and potentially contest with
other terms (especially important given that common grammatical articles may appear many
times in a given document, giving them a high term frequency) and no time needs to be
wasted on creating term signatures for them. The practice of including a list of terms that are
immediately excluded from consideration whenever they are seen is known as stopping.
The list of terms to be excluded in this fashion is typically known as a stop list. The
individual terms in such a list are referred to as stop words.
Configuration options
Stopping is controlled through the STOPLIST configuration option. It is passed an argument
that is a path to a text file that consists of one term per line. Each term that appears in this file
is instantly excluded when seen.
Impact on search results
Table 6.5 shows the results of stopping using a simple list constructed by scanning a document
collection and listing all terms that appear in at least half of the documents. The idea is that
any term that has a 50% or greater chance of appearing in a given document is practically
worthless from an information retrieval standpoint as no user would reasonably have an
information need that a totally random document would have a 50% chance of satisfying.
The resulting stop list is shown in Table 6.4.
The result is a respectable improvement to both MAP and early precision scores, as shown
in 6.5. As the precision-recall curve shows, the improvement is largely uniform, not biased
towards the front end or lifting up the back end. This makes sense as the net effect of using
stopping is to simply remove a certain amount of noise from the signature files, allowing the
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Table 6.4: List of frequently-occurring terms used as a stop list. These are terms with a
document frequency of more than 50% of the documents in the collection.
IP@r None Stopping
0.00 0.5002 0.5307
0.10 0.2353 0.2875
0.20 0.1132 0.1486
0.30 0.0523 0.0686
0.40 0.0330 0.0468
0.50 0.0000 0.0000
0.60 0.0000 0.0000
0.70 0.0000 0.0000
0.80 0.0000 0.0000
0.90 0.0000 0.0000
1.00 0.0000 0.0000
MAP 0.0603 0.0727
P@10 0.2700 0.3160
(a) Results from trec eval
(b) A plot of interpolated recall-precision data for runs with and
without stopping
Table 6.5: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with stopping enabled and disabled
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query terms that appear in documents to more closely match the query.
Other stop lists
As removing stop words and therefore removing noise from the signatures has a strong effect
on the quality of the resulting signature file, it is desirable that the stop list be as long as
possible. It would, however, be disastrous to add terms that users may reasonably search
for to the stop list, as it would render these terms unsearchable. Building a stop list entirely
based on statistical data is reasonable enough, however, this approach is limited. The English
words “woman” and “through” appear with approximately the same frequency4; however,
one of these terms is a noun that may reasonably appear in a search query, while the other
is an adposition. As stopping is an established technique in search engine design there are
many pre-made stop lists available that may work better than the simple statistically-derived
one shown in Table 6.4.
The following stop lists were tested with TOPSIG:
Fox This is the stop list that appears in Fox [1989]. Due to the PDF copy of the document
being poorly transcribed into text form, a text copy of the list was sourced from else-
where5. It consists of 421 terms.
Puurula One of two stop lists extracted from ATIRE6, this stop list is described in Trotman
et al. [2014] as being used in Puurula [2013]. It consists of 989 terms.
NCBI The other stop list extracted from ATIRE, this stop list is described in Trotman et al.
[2014] as being used by the NCBI7. It consists of 313 terms.
Terrier This is the stop list packaged with the Terrier8 IR platform [Ounis et al., 2005, 2006].
It consists of 775 terms.
The results of applying these stop lists in TOPSIG are shown in Table 6.6. Although the
difference between the individual stop lists is minor, they all perform better than the simple
4Source: http://www.wordfrequency.info/ (retrieved October 19, 2015)
5http://trialstravails.blogspot.com.au/2014/04/fox-stop-words-list.html
(retrieved October 19, 2015)
6http://atire.org/ (retrieved October 19, 2015)
7http://ncbi.nlm.nih.gov/ (retrieved October 19, 2015)
8http://terrier.org/ (retrieved October 19, 2015)
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IP@r Fox Puurula NCBI Terrier
0.00 0.5795 0.5586 0.5214 0.5766
0.10 0.2984 0.3127 0.3054 0.2820
0.20 0.1700 0.1695 0.1680 0.1676
0.30 0.0952 0.0930 0.0838 0.0770
0.40 0.0419 0.0532 0.0465 0.0485
0.50 0.0069 0.0000 0.0000 0.0000
0.60 0.0000 0.0000 0.0000 0.0000
0.70 0.0000 0.0000 0.0000 0.0000
0.80 0.0000 0.0000 0.0000 0.0000
0.90 0.0000 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000 0.0000
MAP 0.0813 0.0835 0.0780 0.0797
P@10 0.3200 0.3280 0.3140 0.3140
(a) Results from trec eval
(b) A plot of interpolated recall-precision data for
stopping with various stop lists
Table 6.6: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with the “Fox”, “Puurula”, “NCBI” and “Terrier” stop lists
statistical stop list tested previously. Out of those stop lists, the Puurula list performs the best,
albeit with slightly poorer interpolated precision at 0 recall compared to the Fox and Terrier
lists.
Impact on collection distribution
As the histograms in Figure 6.5 show, stopping has a major effect on collection-wide pairwise
similarities. This is due to the fact that stop words are the main cause of similarity between
documents that have nothing to do with each other; the fact that document A and document
B both happen to share the words "the", "a", "of" etc. does not mean they share subject
matter. Removing these terms from the collection altogether therefore has the effect of
reducing these points of similarity between unrelated documents, increasing the pairwise
distances of documents in the collection as a whole and making it much easier to distinguish
documents that actually share similarities.
One thing to note is how the shape of the “With stopping” histogram is much closer to
the WSJ87-92 histograms in Figures 6.2 and 6.3. This is due to the fact that these histograms
were made using versions of the collection that were stopped with the same stop list. Because
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Hamming distance
Figure 6.5: Histograms comparing the pairwise collection distances with stopping enabled
and disabled
stopping has such a major effect on the collection distribution and because stopping is used
by default in all of the other comparisons it was used in these histograms such that the strong
influence of the terms that would otherwise be stopped do not provide a distraction from the
configuration parameters being tested.
The effect of stopping is more muted in query space, as Figure 6.6 shows. As with
Figure 6.5, the mode of the stopped histogram has been pushed back, showing a general
disassociation of the bulk of the collection with respect to the query, albeit to a lesser extent
in query space than it was in collection space. However, the average distance of relevant
documents in the collection has been reduced compared to the unstopped collection.
This is due to the fact that terms that are stopped are terms that are not part of the user’s
query. The only influence these terms that appear in the stop list have in query space is when
they affect the same bits as the query terms. Stopping prevents these terms from appearing
in the index in the first place, meaning fewer of these collisions occur. As a result the terms
in the query signature are able to match with their counterparts in the document signatures
more clearly. The net result is a reduction in the Hamming distances of documents containing
query terms.
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Figure 6.6: Histograms comparing query Hamming distances with stopping enabled and
disabled. The pips indicate the positions of relevant documents in the collection.
Concordance with established practice
While stopping is a well-established technique in information retrieval systems, its value
is often given in terms of its ability to avoid the creation of posting lists for these stopped
terms, which are generally useless for information retrieval and extremely long, sometimes
consisting of the majority of documents in the collection. These are unwieldy to index and
utilise in searching and as a result their removal is justified based on the fact that the terms
can be ignored without any impact on search results. The mere presence of useless terms in a
collection does not have any impact on the quality of the results an inverted file search engine
returns, but as there is nothing to lose and plenty of gain by removing them, their erasure is
justified.
The situation is different with document signatures; as signature file search engines do
not make use of per-term posting lists, there are no inherent performance penalties involved
with indexing common terms (at least, during searching; during indexing common terms do
incur a slight performance cost as signatures must be created for them as with any other
term, following which they will then take up space in the term signature cache that could
be occupied by more valuable terms); however, they do have an impact on the quality of
the search results. Due to the way signature files are created every additional term that
is indexed will reduce the search engine’s ability to find query terms, albeit by a small
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amount. The added problem imposed by common terms is the fact that they tend to appear
many times in documents, giving them an inflated score. As a result stopping does provide
some improvement, although the benefit stopping provides does overlap with the benefits
making use of term statistics and associated measures such as inverse document frequency
(§ 3.4.6, page 56) provides; if inverse document frequency is working as it should, the
extremely common terms should have their impact reduced accordingly, eliminating the need
for stopping.
Interactions with other settings
Stopping takes place after stemming, so terms that stem to a stop word are ignored in the same
way as terms that match a stop word precisely. When the stop list is loaded into memory, the
terms in it are stemmed before being added to the hash table which is used during processing
to determine if a term is a stop word or not. As a result a stop list can be used irrespective of
stemming settings and without manual preprocessing.
Impact on performance
As with term delineation and stemming, there is no noticeable impact on indexing or search
times. The presence of a stop list does require a hash table lookup for each term; however, this
may be counteracted by the fact that stopped terms do not need to have signatures generated
for them, saving some amount of processing time.
Impact on workflow
It is advisable to use the same stop list for both indexing and searching, although not strictly
necessary. If stopping is only performed during indexing a query that contains a stop word
will contain one term that will return effectively random noise, which may marginally reduce
search quality. If stopping is only performed during queries the overall collection quality will
suffer; however, the query itself will only be marginally affected through cross-talk with stop
words.
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6.2.6 Global term statistics
§ 3.4.6 shows how scaling term frequencies by the average commonness of that term made
search queries more likely to work. The logic behind this is that, given a term that appears in
10% of documents and a term that appears in 1% of documents, the latter term appearing in
a document represents a greater divergence from randomness than the first term appearing in
a document does, therefore it should be weighted more strongly to compensate.
In order to facilitate this, however, it is necessary to know how a term is used in other
documents in the collection. This information is not known at indexing time as by the time
the indexer has processed all the documents in the collection, all the document signatures
have already been created and it is too late to apply measures such as TF-IDF during their
creation.
As a result, a separate pass is required to gather term statistics. This approach is similar
to indexing, except without the creation of a signature file. Instead the terms are stored in
a hash table counting the number of times they appear and the number of documents they
appear in. After the entire collection has been processed the table is written to disk. During
indexing and searching the table can then be loaded into memory again and used to look up
data that can be used to weight terms during the creation of signatures.
Configuration options
TOPSIG must first be run in termstats mode to process the collection and record term
statistics. In termstats mode TOPSIG takes the same configuration options as index
mode for specifying the location of and format of the collection. There are some configura-
tion options specifically for handling global term statistics, however.
TERMSTATS-SIZE The number of unique terms that can be stored in the hash table. Larger
hash tables will consume more memory; however, once the table fills up the only
terms that will be counted are terms that are already in the hash table. As document
collections often contain a very large vocabulary of terms that are only seen once and
are of dubious value to the index, it can be useful to limit this value when memory is
limited and the collection is very large.
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TERMSTATS-PATH-OUTPUT The file to write the term statistics out to after the collection
has been processed.
There is also a configuration option for using the term statistics file that was created in
termstats mode with the indexing and search modes.
TERMSTATS-PATH The file to read the global term statistics from. Specifying a term statis-
tics file also automatically implies the application of term weighting during signature
creation.
Impact on search results
Global term statistics are used to improve the quality of the collection by modifying the
scores of term signatures, applying some degree of control over which terms beat out which
other terms in cases where collisions occur. This is different to how measures such as TF-IDF
are typically used in information retrieval; when they are utilised in inverted file [Rijsbergen,
1979] search engines they apply a weight directly to the term’s score. As all bits carry an
equal weight the only sense in which this weight is passed to the final score is to what degree
collision resolution plays out in favour of a signature. The idea is that a heavily-weighted
signature will be able to keep more of its bits than a lightly-weighted signature and will end
up affecting a greater portion of the final score.
A number of different scoring algorithms were tested to work with the global term statis-
tics data.
None score(t) = tf(t)
This is the way terms are scored by default, when global term statistics are not avail-
able. Terms are simply scored (weighted) according to their term frequency.
• tf(t) (Term frequency): the number of times this term appears in the document.
TF-IDF score(t) = tf(t) · log N
1 + df(t)
This is an implementation of the classic TF-IDF model [Salton et al., 1975], which
multiplies the term frequency by a second variable known as inverse document fre-
quency. There are a number of different IDF calculations; the one used here is sim-
ply the natural logarithm of the inverse of the document frequency multiplied by the
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number of documents in the collection. The document frequency is increased by 1 to
prevent divide-by-zero errors when creating term signatures for terms not present in
the collection (for instance, when creating query signatures).
• tf(t) (Term frequency): the number of times this term appears in the document.
• N (Document count): the number of documents in the collection.
• df(t) (Document frequency): the number of documents this term appears in.
BM25+ score(t) =
(
tf(t) · (k1 + 1)
tf(t) + k1(1− b+ b Davg )
+ δ
)
· log N − df(t) + 0.5
df(t) + 0.5
BM25 [Manning et al., 2008] is an enhanced version of TF-IDF first implemented as
part of the Okapi information retrieval system. The term frequency is first normalised
to the average document length, reducing the impact of term frequency for overly long
documents and strengthening it for short documents. BM25 also employs a slightly
different IDF formula.
BM25+ is a modified version of BM25 which adds an extra parameter, δ, which is used
to lower-bound the TF component to prevent the document length normalisation from
totally erasing terms in very long documents [Lv and Zhai, 2011].
• tf(t) (Term frequency): the number of times this term appears in the document.
• k1 (Tuning parameter): Set to 2.0 for this test.
• b (Tuning parameter): Set to 0.75 for this test.
• D (Document length): Length (in terms) of the current document.
• avg (Average document length): Average length (in terms) of documents in this
collection.
• N (Document count): the number of documents in the collection.
• df(t) (Document frequency): the number of documents this term appears in.
Log-Likelihood score(t) = (tf(t)− 0.5) · log
(
tf(t)
D
· C
tcf(t)
)
Log-Likelihood is a new weighting scheme created specifically to meet the needs of
TOPSIG in this area. It is modelled after TF-IDF, but replaces IDF with a different
measure which is designed to normalise the term frequency based on the frequency
with which that term appears in the full collection.
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IP@r None TF-IDF BM25+ LL
0.00 0.5586 0.5647 0.5805 0.5898
0.10 0.3127 0.3373 0.3035 0.3275
0.20 0.1695 0.1935 0.1892 0.1998
0.30 0.0930 0.1217 0.1432 0.1211
0.40 0.0532 0.0716 0.0590 0.0741
0.50 0.0000 0.0236 0.0327 0.0180
0.60 0.0000 0.0000 0.0109 0.0000
0.70 0.0000 0.0000 0.0000 0.0000
0.80 0.0000 0.0000 0.0000 0.0000
0.90 0.0000 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000 0.0000
MAP 0.0835 0.0945 0.0953 0.0961
P@10 0.3280 0.3500 0.3380 0.3520
(a) Results from trec eval
(b) A plot of interpolated recall-precision data for
various term statistics approaches
Table 6.7: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with TF-IDF, BM25+ and Log-Likelihood term statistics
• tf(t) (Term frequency): the number of times this term appears in the document.
• D (Document length): Length (in terms) of the current document.
• C (Collection length): Length (in terms) of every document in the collection.
• tcf(t) (Term collection frequency): the number of times this term appears in the
collection.
Table 6.7 shows the results from applying each of the term statistics measures. As the
interpolated precision-recall curve shows, all of the measures have a slight early precision
advantage over the default. TF-IDF and BM25+ have similar results, with TF-IDF having a
better precision at 10 while BM25+ has the edge in MAP. Log-Likelihood works better than
both methods in the signature space, however.
Interactions with other settings
As mentioned earlier, weighting mechanisms in the signature space only take effect during
collisions. Collisions are a largely undesirable side effect of the document signatures ap-
proach and other measures exist to reduce it, such as increasing the signature width so that
collisions have less of a negative effect on the search quality.
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Signature width MAP (no stats) MAP (with stats) Improvement
128 bit 0.0093 0.0138 1.484×
256 bit 0.0347 0.0417 1.202×
512 bit 0.0694 0.0789 1.137×
1024 bit 0.0835 0.0961 1.151×
2048 bit 0.0973 0.1062 1.091×
4096 bit 0.1084 0.1135 1.047×
8192 bit 0.1163 0.1208 1.039×
Table 6.8: The relative improvement from using term statistics with signature widths from
128 bit to 8192 bit
Table 6.8 compares the effectiveness of Log-Likelihood in increasing search quality (MAP,
to be specific) for various signature widths. For the most part increasing the signature width
reduces the proportionate benefits of utilising global term statistics. That said, collisions
occur at every signature width and global term statistics provide a benefit that is virtually free
(the only costs being increased memory usage and an extra pass before indexing) so the fact
that it does not work as well at greater signature widths is unimportant.
Global term statistics also have a similar relationship with stopping. If stopping was not
enabled global term statistics would end up serving a similar role, as many stop words are
so common that they would be weighted down accordingly, resulting in an improvement
in signature quality. However, as was explained in § 6.2.5, a statistically-derived stop list
is limited in effectiveness due to stop words and regular words becoming impossible to
distinguish purely from their prevalence in the collection after a certain point. For this same
reason global term statistics cannot perfectly replace stop lists and it is most valuable to use
both.
Impact on performance
Global term statistics appear to have a negligible performance impact, if any at all. The
biggest performance-related issue is the need to first generate the term statistics file, as
described below. Storing the term statistics in memory during indexing and searching costs
approximately 72 bytes per term, taking into account overhead from the hash table. This is
a relatively minor expense compared to the size of storing such a collection. For instance,
the WSJ87-92 collection only has 111 004 unique terms that are worth storing (that is, they
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Hamming distance
Without termstats With termstats
Figure 6.7: Comparison of histograms of pairwise collection signatures with and without
term statistics
appear more than once each) in the statistics file.
Impact on workflow
Use of global term statistics has a substantial impact on workflow due to the fact that it
is necessary to process the collection and store the term statistics before the collection can
be indexed. The term statistics file does not need to be updated for trivial changes to the
collection, such as adding more documents. Nor does not need to be updated for most
other configuration changes that affect the signature file, such as signature width, density and
splitting. It does, however, need to be replaced if the settings for term delineation, stemming
or stopping are changed. This is due to the fact that the global term statistics file does not
include the actual text of the term. To save space a hash of the term is stored instead; however,
this means that it is impossible to recover the original term from the statistics file in order to
change stemming or stopping settings.
Impact on collection distribution
The impact that applying global term statistics has on the pairwise distances of signature in
the collection and in query space is very similar to that of stemming (§ 6.2.4). In the collection
space, the result is a general disassociation among signatures, as shown in Figure 6.7. The
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Figure 6.8: Comparison of histograms of query Hamming distances with and without term
statistics. The pips show the position of relevant documents in the collection.
reduction in impact of less significant terms and reciprocal increase in impact of more sig-
nificant terms means that in the majority of cases distances between signatures will increase
as these documents obtained some portion of their similarity through co-ownership of terms
that do little to suggest that the documents share topics.
This phenomenon is repeated in query space, as Figure 6.8 shows, with distances between
collection signatures and the query signature increasing. The end result is that the long tail
on the left is stretched out further than before, making it easier for TOPSIG to select relevant
documents. The reason the disassociation is greater in query space than it is in collection
space is due to the fact that query terms are more likely to be weighted upwards (due to their
relative rarity and significance) than other terms in the document. More of the query term
bits end up influencing the signature file than previously.
6.2.7 Pseudo-relevance feedback
Relevance feedback is a subject discussed in more detail in its own chapter, Chapter 7. A
quick overview is that it is the concept of soliciting feedback from the user as to which
documents are relevant and which documents are not relevant as part of the user’s interaction
with the search engine. Relevance feedback is a way of boosting the quality of search results,
sometimes considerably, at the cost of some extra user interaction. There are a few models
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for relevance feedback, but one typical one is to display the first few results to the user. The
user will then mark some of those results as relevant and the search engine can then use this
information to rerank the remaining results to push documents that are similar to the relevant
results to the top.
Pseudo-relevance feedback, also known as blind relevance feedback is a similar technique
that performs the same function, except without the user feedback. The idea is early preci-
sion, especially very early precision is usually good enough that the search engine can be at
least somewhat confident that the first few results are going to be relevant. Knowing that, the
search engine can just proceed as if the user had marked those results as relevant and rerank
the results, pushing more similar documents to the top.
The way TOPSIG implements pseudo-relevance feedback is by taking the top x results
returned from the initial search. These results are then analysed and a new signature is created
from them. This signature is then used to re-rank the top y results, which are then returned to
the user. The original collection is not searched again in the process for two reasons:
• By default this would double the amount of time it takes to execute a query. While
there are other methods that can be applied to reduce the cost of the second search
due to the search utilising a document-type signature instead of a masked query-type
signature (see Chapter 9) re-searching the entire collection remains an unnecessary
computational expense.
• Doing so leads to worse overall results. The initial query, working in the query Ham-
ming space does a fairly good job of retrieving relevant results; it is, however, more
limited in its ability to accurately rank those results, again due to working in the query
Hamming space where there are relatively few bits available to distinguish between
results.
Pseudo-relevance feedback works in the document Hamming space and as a result has
more bits to work with and distinguish results; however, the extra detail would lead to
dredging up a lot of non-relevant results (results that poorly match the query but are
similar to other parts of the pseudo-relevance feedback signature) in the process.
Both the x and y values are tunable parameters that will affect the effectiveness of the
pseudo-relevance feedback approach. As a result TOPSIG provides two configuration options
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to supply them.
Configuration options
PSEUDO-FEEDBACK-SAMPLE The number of results from the first search to sample. The
signatures of these results are then combined to create a pseudo-relevance feedback
signature that is used to re-rank part of the result list.
PSEUDO-FEEDBACK-RERANK The number of results to re-rank with the pseudo-relevance
feedback signature.
Both of these variables have a maximum value of the number of documents returned by
the initial query.
Building the feedback signature
One difficulty associated with testing pseudo-relevance feedback is that the two variables,
PSEUDO-FEEDBACK-SAMPLE and PSEUDO-FEEDBACK-RERANK do not imply any sen-
sible default values to indicate whether a particular approach is working or not.
However, pseudo-relevance feedback has one benefit respective to the other optimisation
settings that makes this easier. Unlike the other configuration options discussed in this chap-
ter (with the exception of top-k retrieved) changing the pseudo-relevance feedback settings
does not require the signature to be recreated. As a result it is computationally feasible
to simply brute-force every possible combination of the two variables; this is due to the
fact that the top-k retrieved configuration option is set to 100, which limits valid values for
PSEUDO-FEEDBACK-SAMPLE and PSEUDO-FEEDBACK-RERANK to between 0 and 100
(inclusively).
The other problem involves finding an approach to build the feedback signature from the
sampled document signatures. Document signatures are created as a signature that simulta-
neously represents all its component term signatures by adding the term signatures together.
For this reason a sensible approach for creating a feedback signature that represents all the
sampled document signatures is to add them together. Problems arise, however, due to the
fact that the original signature scores are no longer available; only the flattened representation
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Figure 6.9: Heat maps showing the MAP for pseudo-relevance feedback sampling and re-
ranking settings of 0–100 with different scaling factors for building the feedback signature
is. While term signatures keep their original values until they are composed into document
signatures, these document signatures only have values of 0 and 1.
TOPSIG implements pseudo-relevance feedback by interpreting the 0 bits in the binary
signatures as -1.0 and the 1 bits as 1.0. Through this process the bit vector making up the
binary signature is transformed into a normal vector. These vectors are then multiplied by
a scaling formula, which can be used to promote results based on their prominence in the
list. Finally, all the vectors are added together and the values flattened back to 0s and 1s
based on their signs, just as document signatures are created from term signatures. The
resulting bit vector is the feedback signature. This signature is then used to re-rank the
PSEUDO-FEEDBACK-RERANK top results, which is simply a matter of calculating the
Hamming distances to these results and sorting them.
Figure 6.9 shows the heat maps generated by two scaling factors. These heat maps simply
indicate the MAP score generated by TOPSIG for runs of every value of PSEUDO-FEEDBACK-
SAMPLE and PSEUDO-FEEDBACK-RERANK between 0 and 100. The lighter values indi-
cate a higher MAP score than the darker values. The values are linearly scaled such that
white indicates the highest MAP for that figure and black indicates the lowest MAP.
The heat maps show that, for the most part results continue to improve as more of the
result list is re-ranked providing sampling remains within the safe 3-21 range. Sampling too
much of the collection results in progressively worse results, which are compounded as more
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Figure 6.10: Heat maps showing the MAP for pseudo-relevance feedback settings with and
without overlaying the original query signature onto the feedback signature
of the results are re-ranked.
The first scaling factor, Figure 6.9a, is simply a constant factor and its use will effec-
tively make the feedback signature the average of the sampled signatures. Using pseudo-
relevance feedback with this scaling factor does provide some improvement. The optimal
MAP score from the previous run is 0.0961, on Figure 6.9a that would be represented using
this colour . From this we can see that there are plenty of PSEUDO-FEEDBACK-SAMPLE
and PSEUDO-FEEDBACK-RERANK that will improve the overall results.
The second scaling factor attempts to improve on the first by factoring in the difference
between the signature width and the Hamming distance to that signature, the result of which
is then squared. The heat map of this scaling factor being applied is shown in Figure 6.9b. It
delivers similar, if slightly better results than the constant factor, although it also introduces an
interesting banding effect as a result of odd-numbered sample sizes producing poorer results
than even-numbered sample sizes.
Figure 6.10a shows the results of adopting a scaling function that uses an exponential
decay, simply taking the position in the result list into account, rather than the Hamming
distance. This results in a minor increase in MAP, although with a sharper drop-off at 30
samples.
One aspect of how pseudo-relevance feedback works is that the original search query
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Figure 6.11: Overlaid comparison between the heat maps in Figure 6.10, normalised into the
same range of MAP values
is discarded in the process and not used for the subsequent re-ranking. One refinement is
to re-incorporate the original signature back into the feedback signature. This is done by
adding only those bits enabled in the signature mask to the feedback signature, with a fixed
multiplier of 2.0 which was found to deliver the best results. Figure 6.10b shows the refined
results, which are very similar. Figure 6.11 shows a direct comparison between the two
heat maps within the same normalisation thresholds, which reveals that the results are nearly
identical, albeit slightly worse on the refined side.
Impact on search results
Table 6.9 shows the results of two TOPSIG searches on WSJ87-92, one with pseudo-relevance
feedback enabled, one without. The run with feedback enabled utilises a PSEUDO-FEEDBACK-
SAMPLE value of 19 and a PSEUDO-FEEDBACK-RERANK value of 93, meaning that the
top 19 results from the initial search are sampled to create the pseudo-relevance feedback
signature and the top 93 results from that search are then re-ranked by Hamming distance
using that signature. These values were chosen as they were one of the combinations that
provided the highest possible score in Figure 6.10a.
It is important to note that the use of pseudo-relevance feedback is a contentious one
within information retrieval [Croft et al., 2010, p. 210] with a reputation for working incon-
sistently and making the search engine less useful to end users, in spite of the fact that it
performs well at Cranfield-style experiments. Pseudo-relevance feedback allows a retrieval
engine to “win more” in cases where the results returned by the engine are already good, at
the expense of doing worse when the early results are poor. This has the effect of making
6.2. PERFORMANCE EVALUATION 199
IP@r None PRF
0.00 0.5898 0.5678
0.10 0.3275 0.3663
0.20 0.1998 0.2193
0.30 0.1211 0.1281
0.40 0.0741 0.0835
0.50 0.0180 0.0137
0.60 0.0000 0.0000
0.70 0.0000 0.0000
0.80 0.0000 0.0000
0.90 0.0000 0.0000
1.00 0.0000 0.0000
MAP 0.0961 0.1033
P@10 0.3520 0.3900
(a) Results from trec eval
(b) A plot of interpolated recall-precision data for runs with and
without pseudo-relevance feedback
Table 6.9: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with pseudo-relevance feedback disabled and enabled
the system do generally quite well at standard retrieval tasks while simultaneously being of
less use to an actual user. With a typical search engine interaction, the user only wants one
or two results about the topic they are looking for, compared to someone evaluating a search
pool who wants to find every related result. In those cases, the pseudo-relevance feedback
provides no benefit (as good results have already been provided to the user and the user is
happy), but will make things harder for the user when the early results are bad and they have
to dig even harder to find the results they are after than they would have if pseudo-relevance
feedback was not implemented at all.
Interactions with other settings
Pseudo-relevance feedback has relatively minor interactions with the other optimisations
discussed in this chapter, with the exception of the number of results retrieved parameter,
which merits a special mention. The heat maps were designed around the default retrieval
setting of 100 results, and although the heat maps suggest a pattern of which settings work
best for pseudo-relevance feedback with that setting, it is not necessarily clear whether the
pattern will hold or how it will scale.
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Figure 6.12: Heat map showing the MAP for pseudo-relevance feedback sampling and re-
ranking settings of 0–200
Figure 6.12 is a heat map created with identical settings to the previous heat maps, albeit
with TOPSIG configured to retrieve the top 200 results instead of the top 100 results. This
indicates that the pattern of re-ranking all or most of the results but only sampling the first
20 or so does hold. Note that the higher MAP values in Figure 6.12 are representative of the
greater MAP scores inherent to greater numbers of retrieved results, as is discussed in greater
detail in § 6.2.11.
Impact on performance
Pseudo-relevance feedback does impose a performance penalty on searches incorporating it.
The performance penalty scales with the signature width and the number of results sampled
and re-ranked, but not with the collection size, which is the typical determiner of search
performance. As a result while the performance decrease is relatively constant whether it
will be noticeable depends largely on the size of the collection.
Part of the issue is that the additional work required to use pseudo-relevance feedback;
that is, the creation of the feedback signature, using it to re-score the results and then sorting
them is a task that takes enough time to be noticeable, but is still too small in terms of the
portions that can be efficiently parallelised for a multithreaded implementation to provide any
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benefits. Hence, given a small task but a large number of queries to execute, the application
of pseudo-relevance feedback could end up taking up a considerable portion of the overall
processing time.
In the previous runs used to create the heat map, searching 50 topics without pseudo-
relevance feedback took an average of 383.3 ms, while searching the same topics with feed-
back enabled took an average of 462.2 ms, an increase of approximately 20%. Queries that
take greater amounts of time to execute could easily see the additional overhead of applying
pseudo-relevance feedback vanish into immeasurability; however, for short queries it can be
a concern.
As pseudo-relevance feedback is a process that only affects the signature search part of
the engine, it has no impact on indexing performance.
Impact on workflow
Pseudo-relevance feedback fits relatively cleanly into the standard workflow, thanks to the
fact that it does not require the collection signatures to be regenerated in order to be used. The
PSEUDO-FEEDBACK-SAMPLE and PSEUDO-FEEDBACK-RERANK configuration settings
may require tuning in certain situations if pseudo-relevance feedback is not delivering the
expected improvements to results; however this is typically a quick process.
6.2.8 Signature width
One of the most important factors affecting the quality of document signatures and their
effectiveness at document retrieval is the size of the generated signatures. Signature size,
commonly referred to as signature width, is the number of elements in the vector that make
up the document signatures and the term signatures it is composed from. It is also the size,
in bits, of the final signature.
The necessary size of signatures for a given task depends on the nature of that task. Signa-
tures as small as 32 or 64 bits have been found to be sufficient for near-duplicate detection of
documents in web crawling [Manku et al., 2007, Sood and Loguinov, 2011], while document
similarity work prefers signatures of 300 bits or greater width [Kulis and Grauman, 2009].
Using signatures for ad hoc retrieval is a different problem domain entirely, but Geva and
202 CHAPTER 6. EVALUATION AND REFINEMENT
De Vries [2011] found that signature widths of 512 bits or greater were preferable.
Signature size is a trade-off between accuracy and efficiency. Larger signatures provide a
higher quality representation of the underlying document than smaller signatures, but require
more processing time to create, more processing time to search and more memory and disk
space to store. Informal testing has found 1024 bit signatures to be a good trade-off between
quality and efficiency for ad hoc retrieval; however, different scenarios may favour different
trade-offs, so it is worthwhile to look at how different signature widths affect search quality
and processing time.
Configuration options
SIGNATURE-WIDTH The width of the signature, in bits. This value only needs to be
specified during indexing as this value is stored in the signature file henceforth (§ 4.5.3).
Generally speaking, signature widths that are a multiple of 64 are preferred, as this allows
TOPSIG to take advantage of high performance SSE4.2 [Singhal, 2008] instructions that can
be used to improve the performance of Hamming [1950] distance calculations.
Impact on search results
Increasing the signature width (Table 6.10) results in an increase mostly in the mean average
precision scores. Most of the improvement comes from making it possible for TOPSIG to find
relevant documents that are farther away; the effect of raising the signature width on early
precision is very slight. It should be noted that increasing MAP scores becomes harder the
higher they already are, so at this point even gains of 0.0080–0.0090 are reasonable, although
not necessarily worth the added computational and storage expenses.
On the other hand, decreasing the signature width from 1024 bit has a substantial effect
on both MAP and early precision as Table 6.11 shows. Early precision remains reasonable at
512 bit, but even that drops quickly after. The reason small signatures can be used effectively
in near-duplicate detection but return poor results in other tasks is because, while short
signatures are still capable of detecting very close results, that is all they can do with any
degree of effectiveness.
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IP@r 1024 2048 4096 8192
0.00 0.5678 0.5732 0.5600 0.6080
0.10 0.3663 0.3606 0.3663 0.3888
0.20 0.2193 0.2243 0.2407 0.2515
0.30 0.1281 0.1496 0.1740 0.1792
0.40 0.0835 0.0879 0.0936 0.1081
0.50 0.0137 0.0483 0.0531 0.0637
0.60 0.0000 0.0166 0.0181 0.0308
0.70 0.0000 0.0000 0.0138 0.0157
0.80 0.0000 0.0000 0.0114 0.0045
0.90 0.0000 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000 0.0000
MAP 0.1033 0.1090 0.1171 0.1263
P@10 0.3900 0.3820 0.3960 0.3940
(a) Results from trec eval
(b) A plot of interpolated recall-precision data
for runs utilising signature widths of 1024 bit and
greater
Table 6.10: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with signature widths of 1024 bit to 8192 bit
IP@r 1024 512 256 128
0.00 0.5678 0.5403 0.3944 0.2488
0.10 0.3663 0.2942 0.1723 0.0771
0.20 0.2193 0.1692 0.0916 0.0262
0.30 0.1281 0.1017 0.0158 0.0000
0.40 0.0835 0.0590 0.0133 0.0000
0.50 0.0137 0.0067 0.0000 0.0000
0.60 0.0000 0.0000 0.0000 0.0000
0.70 0.0000 0.0000 0.0000 0.0000
0.80 0.0000 0.0000 0.0000 0.0000
0.90 0.0000 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000 0.0000
MAP 0.1033 0.0826 0.0450 0.0183
P@10 0.3900 0.3300 0.2400 0.1300
(a) Results from trec eval
(b) A plot of interpolated recall-precision data
for runs utilising signature widths of 1024 bit and
smaller
Table 6.11: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with signature widths of 128 bit to 1024 bit
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Signature width Indexing time (s) σ (s) Search time (s) σ (s)
128 bit 18.6658 2.2577 0.3174 0.0803
256 bit 18.0086 3.6201 0.3252 0.0913
512 bit 20.1476 3.4239 0.3028 0.0084
1024 bit 20.0882 2.8727 0.3272 0.0141
2048 bit 20.1068 2.3865 0.4004 0.0095
4096 bit 25.7652 0.8998 0.4982 0.0156
8192 bit 45.625 1.1394 0.6206 0.0233
Table 6.12: Time to index and search 50 topics in the WSJ87-92 collection (§ B.1) with
signatures widths from 128 bit to 8192 bit. The averages and standard deviations were
collected over 5 samples.
Signature width File size
128 bit 51 MiB
256 bit 53 MiB
512 bit 59 MiB
1024 bit 69 MiB
2048 bit 90 MiB
4096 bit 133 MiB
8192 bit 217 MiB
Table 6.13: The size of the signature data file representing the WSJ87-92 collection when
indexed with signature widths from 128 bit to 8192 bit
Impact on performance
Signature width is one of the greatest determiners of signature indexing and searching perfor-
mance. Table 6.12 shows the average amount of time it takes to index WSJ87-92 and search
it with a set of 50 topics on the E5-2665 with 16 indexing and search threads. Overhead from
other factors, such as the processing of the collection (as described in § 5.3.2, the WSJ87-
92 collection requires the contents of the entire collection to be scanned before it can even
be processed) take up more time for the smaller signature widths, but on moving to larger
signature widths the extra computational load quickly becomes apparent.
There are other factors that can cause the signature width to impact performance. For
instance, if the amount of memory available to the system is too small to hold the entire
signature file, the signature file will need to be streamed during searching, which can impact
performance. Table 6.13 shows the effect signature width has on the signature file size.
There is some overhead; depending on indexing settings potentially a substantial amount
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Hamming distance
1024-bit signatures
8192-bit signatures
Figure 6.13: Comparison between query-space Hamming distance histograms for 1024 bit
and 8192 bit versions of the WSJ87-92 collection. The pips indicate the positions of relevant
documents in the collection.
of overhead; but when the signature width becomes large enough it quickly becomes the
primary source of the signature file’s file size. Greater signature file sizes also increases
the likelihood of the signature search engine bumping into memory bandwidth limits like
the apparent 40 GiB s−1 limit discussed in § 5.4.10. In addition, the signature indexer stores
integer vector versions of the term signatures for each term stored in the term cache, and this
is an expense incurred on each indexing thread. As a result greater signature widths can cause
much higher memory utilisation during indexing than otherwise expected.
Impact on collection distribution
Figure 6.13 shows the distribution of collection documents in Hamming distance from a sam-
ple query (The "airbus subsidies" query used in previous query-space histograms)
with 1024 bit and 8192 bit signature files. The two histograms have been lined up to compare
and contrast the different results; however, the two Hamming spaces are different. As both
signatures use a signature density of 1
21
, the two-term query "airbus subsidies" can
be expected to cover on average ∼ 97.52 bits of the 1024 bit signatures and ∼ 780.19 bits of
the 8192 bit signatures. Both histograms are shown in graphs that cover identical proportions
of their respective Hamming spaces.
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The most obvious difference between the two signature widths is that the bulk of the
8192 bit collection occupies a much thinner proportion of the total Hamming space than the
1024 bit collection. This is an important property of signature widths and is the reason greater
signature widths result in higher quality results.
Documents that have nothing to do with the query (typically referred to as non-relevant
documents, although these are distinct from documents that match query terms yet are not
relevant to the user) generally fall into a binomial distribution of Hamming distances from the
search query. If you flip 10 coins, on average 5 of them will land heads-up. However, if this
experiment is repeated many times the scores will begin to fall into a binomial distribution,
with scores of 5 being the most common, scores of 4 and 6 being less common, scores of 3
and 7 being less common again and so forth.
If you then scale the experiment up to 20 coins, the distribution will not simply be scaled
up as well, but will instead form a new binomial distribution with 10 at the centre. The
extreme scores in the 10 coin experiment (0 and 10) will happen more frequently than the
extreme scores in the 20 coin experiment (0 and 20) simply because the chances of getting
20 coins to all land with the same face are much lower than the same chances with 10 coins.
Signatures work the same way. As two signatures that have nothing to do with each
other are essentially random signatures in relation to each other, their Hamming distance is
effectively determined by coin flips, and thus will fall into a much smaller (proportionally)
range with 8192 bit signature widths than with 1024 bit signature widths. On the other hand,
when two signatures are similar, they will have some proportion of overlapping terms, and
those terms will make up a proportion of the signature.
This proportion does scale with the signature width, which is why the average relevant
document distances shown in Figure 6.13 are so close despite the axes having vastly different
scales. To illustrate this, consider a document that is 50% relevant and 50% irrelevant to
the query signature. The 50% relevant portion will contain matching bits, while the 50%
irrelevant portion will contain bits that might randomly match or not match. With an 8 bit
signature the Hamming distance could be any value between 0 and 4, but will most likely be
around 2. On the other hand, a document that is 100% irrelevant to the query signature could
have a Hamming distance between 0 and 8, most likely around 4. There is no certain way
of distinguishing these two documents; however, increasing the signature width will result
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in the binomial spread of the two documents being proportionally reduced, making it more
likely that the search engine will be able to correctly distinguish them.
In the same way, it is easier to distinguish between relevant and non-relevant signatures
in the 8192 bit signature collection than in the 1024 bit signature collection. The relevant
documents appear at similar positions; however the 8192 bit collection has a longer tail within
which retrieval can take place.
Interactions with other settings
Signature width has some subtle interactions with other configuration settings. The perfor-
mance overhead of pseudo-relevance feedback is caused by the search engine needing to
recreate document vectors from the document results, sum them together and then calculate
the Hamming distance to every document signature in the re-ranking list (§ 6.2.7). This
performance expense is almost directly tied to the signature width; the only part of the
operation that is not affected is the final sort. This can be an unexpected source of per-
formance problems when performing pseudo-relevance feedback on a small collection. As
described earlier, signature width also affects the memory utilisation of the term signature
cache during indexing. Each indexing thread has its own term signature cache in order
to avoid synchronisation overhead, and the term signatures are stored in unflattened form,
usually taking up 32 bits per bit of signature width.
Impact on workflow
Changing the signature width inherently requires the signature to be regenerated. Signature
widths are stored in the global metadata of the signature file due to the fact that signatures of
different widths are not compatible and can not be stored in the same collection. There is no
way to convert signatures of one width to another width without re-indexing the collection.
6.2.9 Signature density
Signature density refers to the number of bits set by each term signature. Unless the docu-
ments are especially short, it usually does not affect the density of the document signatures,
which are typically close to 100% dense and treated as if they are 100% dense anyway.
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Figure 6.14: The mean average precision of searches utilising signature densities from 1
1
to
1
64
, averaged across 5 different signature seeds
It does, however, influence the propensity of different terms to collide and the impact of
these collisions, as is described in § 3.4.8; signatures with a higher density are more likely to
collide, but as they affect more bits their impact on the document’s Hamming distance will not
be reduced as much by a collision compared to lower-density signatures. Signature densities
in TOPSIG are specified proportionally to the signature width, rather than as a precise number
of bits to be set.
Configuration options
SIGNATURE-DENSITY The signature density is specified as the inverse (x−1) of the value
of this configuration option. A value of 1 means a fully-dense term signature, while a
value of 100 means that 1
100
of the signature’s bits are set by this term signature.
Impact on search results
Signature density has a subtle interaction with the overall search results; while certain ranges
of values work better than others, it is not intuitively clear what level of signature density
works best with a given collection.
Figure 6.14 shows the mean average precision (MAP) scores of a search on WSJ87-92
with signature files created from various term signature densities, from 1
1
to 1
64
. Due to
the fact that signature density affects the way signatures are generated, there is a certain
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amount of inherent sensitivity that can make reading trends more difficult. To counteract this
the experiment was repeated with five different signature seeds/salts (see § 6.2.12) and the
arithmetic mean was taken of each sample. The default value of 1
21
that was in use previously
was itself extremely close to the optimum, but 1
19
provides a slightly higher MAP on average.
Note that moving to a signature density of 1
19
does reduce the MAP of the latest experi-
ment with 1024 bit signatures from 0.1033 to 0.1006; however, the former result is likely a
random factor caused by over-tuning. Throwing that out should make comparisons with later
results more sensible.
Interactions with other settings
Signature density does not really interact with other configuration settings. Small changes can
have an incidental result similar to changing the signature salt (§ 6.2.12) as both cause enough
changes to term signature generation to result in dramatic changes to the final signatures;
however, the two settings do not directly interact. Signature density and signature width also
only interact in the sense that the combination of the two factors affect how many bits are set
in each term signature.
Impact on performance
Highly dense term signatures take longer to index than mostly sparse term signatures. This is
due to the fact that creating the term vectors takes longer and requires more random numbers
to be generated (§ 4.4.4, page 79); additionally, adding the term vectors to the document
vectors also takes longer as TOPSIG’s indexer is optimised around sparse signatures. Index-
ing WSJ87-92 takes 20.0882 seconds with a SIGNATURE-DENSITY value of 21; however,
with a SIGNATURE-DENSITY value of 1 it takes 53.8532 seconds. Reducing the signature
density to 1
64
reduces the indexing time to 18.8798 seconds. Small changes to the signature
density have no noticeable effect, however, and high signature densities are typically unsuited
to retrieval tasks, as Figure 6.14 shows.
Signature density has no noticeable effect on the performance of signature searching.
Document signatures are entirely dense and Hamming distance calculation is performed
using binary operations on each word of the signature, meaning that the proportion of masked
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bits in the signature does not affect how long it takes to search.
Impact on workflow
Like signature width, signature density is an integral property of the signature file and is
in fact stored in the global metadata of the signature file (see § 4.5.3). Signature files with
different densities are incompatible and the signature density cannot be changed without re-
indexing from the original collection.
6.2.10 Document splitting
Signature splitting is a refinement step applied during document processing where docu-
ments are split up into smaller sub-documents and signatures are created for each of the
sub-documents. Faloutsos and Chan [1988] pioneered this method of improving signature
searching for the superimposed coding approach described in Faloutsos and Christodoulakis
[1984].
The superimposed coding approach to signature generation, as § 2.1.3 describes, involves
successively superimposing term signatures onto the document signature with a bitwise OR
operation. As a result, a document with no terms will generate a signature entirely comprised
of 0s, and as new terms are added to the document the signature will gradually approach a
signature comprised entirely of 1s.
As a signature comprised of 1s is just as useless for the purpose of searching as a signature
comprised entirely of 0s, Faloutsos divides the documents into logical blocks of a certain
number of terms, with that number specified such that on average 50% of the signature bits
will be 0s and 50% 1s. It has been shown that 50% is the optimal bit density for a document
signature for minimising the number of false matches [Kent et al., 1990].
While the signature approach used in TOPSIG does not suffer the same drawbacks as the
superimposed coding method, and terms can continue being added to documents indefinitely
without the resulting document signatures becoming unsearchable, it is also true that the
number of collisions between term signatures that occur is a factor of the number of terms in
the document. As a result an approach similar to Faloutsos’ logical blocks may be effective
here.
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The basic idea behind signature splitting is that shorter documents have fewer collisions
between terms, which on average results in lower quality search results. Splitting documents
up before indexing them will ideally produce signatures with fewer collisions that will be able
to match query keywords more accurately. In addition, query terms typically occur within
close proximity to each other in relevant documents; when terms are spread throughout a
document, it usually implies that a single document is covering multiple disparate topics and
therefore is less likely to meet the user’s requirement for a document that talks about one
topic using all the query terms.
As a result, providing the documents are not split too finely, the cases where a relevant
document is missed due to one query term appearing in one document and another query
term appearing in another document should be infrequent.
Configuration options
SPLIT-TYPE The mode of splitting for TOPSIG to use. Valid values are none, hard and
sentence.
none Document splitting is disabled entirely.
hard Document splitting occurs every SPLIT-MAX terms.
sentence Document splitting occurs when a period/full stop is seen, providing at
least SPLIT-MIN terms have been processed so far. The document will be split
after SPLIT-MAX terms have been processed even if no period has been seen.
SPLIT-MIN The minimum number of terms to allow in a sub-document. If a sub-document
is fewer than SPLIT-MIN terms at the time of splitting, it will be merged with the
previous sub-document, providing the combination does not cause the merged version
to have more than SPLIT-MAX terms.
SPLIT-MAX The maximum number of terms to allow in a sub-document.
SPLIT-OVERLAPPING Controls whether split sub-documents are overlapped. Overlap-
ping sub-documents are described in Overlapping sub-documents starting on page 215.
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IP@r None 256 128 64 32
0.00 0.5628 0.5918 0.5596 0.5742 0.4810
0.10 0.3609 0.3974 0.3496 0.3488 0.2877
0.20 0.2013 0.2312 0.2213 0.2046 0.1636
0.30 0.1332 0.1407 0.1638 0.1437 0.1125
0.40 0.0831 0.0791 0.0905 0.0770 0.0615
0.50 0.0175 0.0312 0.0300 0.0532 0.0491
0.60 0.0000 0.0164 0.0143 0.0164 0.0450
0.70 0.0000 0.0000 0.0110 0.0042 0.0153
0.80 0.0000 0.0000 0.0000 0.0000 0.0129
0.90 0.0000 0.0000 0.0000 0.0000 0.0073
1.00 0.0000 0.0000 0.0000 0.0000 0.0000
MAP 0.1006 0.1091 0.1063 0.1032 0.0898
P@10 0.3820 0.3860 0.3780 0.3420 0.3000
(a) Results from trec eval
(b) A plot of interpolated recall-precision data
for various splitting thresholds
Table 6.14: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with splitting disabled and with splitting thresholds between 256 terms
and 32 terms
Impact on search results
The model of document splitting described in Faloutsos and Chan [1988] had a specifically
defined threshold for splitting documents. If a term signature would contribute n bits to the
document signature and the size of the document signature was w bits, the document would
be split into blocks of w
2n
unique terms, in order to obtain a ratio of 1:1 set bits and unset bits.
With the signature method employed by TOPSIG there is no clear splitting point. As a
result it makes sense to try different splitting thresholds to determine which one works best
given the problem domain’s performance requirements.
Table 6.14 shows the results of using document splitting in indexing WSJ87-92 with
varying splitting thresholds. WSJ87-92 has an average document length of 291.30 terms,
meaning that splitting at thresholds above 256 terms would be of minimal usefulness. The
splitting mode used was HARD splitting, with both SPLIT-MIN and SPLIT-MAX values set
to the listed splitting threshold.
Splitting improves MAP at every setting tested except 32 terms, which would appear
to be the point at which the sub-documents are so small that relevant documents are being
split between incidences of query terms. Splitting appears to do little, if anything, for early
precision, with most of the benefit coming from mid to late precision, where it helps to
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Hamming distance
Without splitting With splitting
Figure 6.15: Comparison between the histograms of pairwise Hamming distance of
signatures created with and without document splitting
provide a modest increase to MAP.
This is compatible with the theory that splitting largely works due to reducing the amount
of noise in the generated signatures; the signatures that are found first are normally unambigu-
ous in their representation of the query terms. It is in the later signatures where distinguishing
the query terms from random noise becomes more difficult, which is where splitting helps the
most. Splitting at 32 terms actually provides the best late precision despite the early precision
being so poor and driving the MAP down.
It should be noted that, in this example, the case of 256-term splitting being the most
effective at increasing precision is not exactly due to 256-term splitting being the most
effective setting in isolation. As will be explained later, it is actually due to document
splitting being tested in conjunction with earlier refinements, one of which (pseudo-relevance
feedback) has a complicated interaction with document splitting.
Impact on collection distribution
As Figure 6.15 shows, introducing document splitting into a collection results in a mild
pairwise disassociation between documents. In addition, the slight bias towards similarity
is reduced and the collection with splitting enabled is closer to the expected binomial distri-
bution than the collection without splitting enabled.
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Hamming distance
Without splitting With splitting
Figure 6.16: Histograms comparing query Hamming distances with stopping enabled and
disabled. The pips indicate the positions of relevant documents in the collection.
This makes sense as the split collection contains more and smaller documents, and these
documents have less in common with each other on the whole simply due to the fact that
each document has fewer terms to incidentally overlap with other documents. This general
disassociation therefore makes it easier to determine genuinely similar documents, which can
be expected to have similar patterns of terms in close proximity to each other.
This property holds in query-space, as Figure 6.16 shows.
Splitting works by dividing up documents into portions that contain the query text and
portions that do not, strengthening the query’s association with those signatures that contain
the query terms and weakening the association with those signatures that do not. Splitting
also reduces the frequency of incidental query matches with non-relevant documents, pushing
the average Hamming distances of those documents back.
Despite the minimal improvement to early precision offered by splitting, it would seem
that this is more due to the fact that most of the relevant documents that the signature
representation is able to distinguish that clearly have already been brought as close as they
can be.
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Overlapping sub-documents
Document splitting can work against retrieval effectiveness when it splits up relevant doc-
uments such that the query terms are divided up between sub-documents. While this is
generally a sign that the splitting thresholds are too low, there are still potential edge case
scenarios where the splitting point happens to fall between query terms, despite the fact that
the query terms themselves are not very far apart.
One potential refinement to the document splitting process is to divide the document up
in such a way that the sub-documents overlap, so that terms that are close to each other
but happen to fall on opposite sides of a splitting point still appear in the same document
signature. Use of overlapping sub-documents will allow the signature search engine to make
certain guarantees about finding terms providing they fall within a given proximity of each
other. Without overlapping signatures, such guarantees are impossible; even terms right next
to each other could potentially be separated by a splitting point.
TOPSIG handles regular splitting by maintaining two hash tables of terms. When a term
is processed, after it has been stemmed and stopped (depending on configuration options),
if the term is not already in the current signature hash table, it is added to the table with a
term frequency of 1. If the term is already in the hash table, its term frequency in the table
is incremented by 1. Upon reaching a valid splitting point (for instance, a period/full stop
when there are more than SPLIT-MIN and terms in the hash table when SPLIT-TYPE is
sentence, or after any term if there are SPLIT-MAX terms in the hash table), TOPSIG
performs as described in Algorithm 6.1.
As a result of this process, signatures are not written to disk until the next signature is
ready. The purpose of the dual hash tables is to avoid sub-documents with too few (less than
SPLIT-MIN) terms being created when a splitting point is forced; for instance, when the
end of the original document is reached. As the terms that make up the previous signature are
kept around, they can be merged with the current signature whenever the previous signature
is too short.
To enable overlapping sub-documents, a third hash table is used. Providing SPLIT-
OVERLAPPING is set to true, the following changes are made to the splitting workflow:
• At the start of the splitting process, any terms that are in the overlapping hash table are
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Algorithm 6.1 Process for splitting in TOPSIG upon reaching a valid candidate splitting point
1. Add all the terms in the previous signature hash table to the document signature
2. If there are fewer than SPLIT-MIN terms in the previous signature hash table and the
number of terms in the previous table and the current table combined make up between
SPLIT-MIN and SPLIT-MAX terms:
(a) Add all the terms in the current signature hash table to the document signature
(b) Clear the current signature hash table
3. Clear the previous signature hash table
4. Move all terms, if any, in the current signature hash table to the previous signature hash
table
5. Add the document signature to the output queue so that it can be written to disk
Subdoc #1 Subdoc #2 Subdoc #3 Subdoc #4 Subdoc #5 Subdoc #6
• •
Figure 6.17: Example of splitting a document up into 6 sub-documents using regular sub-
document splitting. The • marks are example query terms that would be indexed separately
with this approach.
added to the document signature
• The overlapping hash table is then cleared
• When terms in the previous or current signature are added to the document signature,
those terms are also added to the overlapping hash table
The end result of those changes is that, whenever a signature is written out, the terms from
the previous signature is added to it. This means that, while the same number of signatures
are output whether sub-document overlapping is enabled or not, with overlapping enabled
the sub-documents written out are on average twice as long.
To visualise this, consider a document that contains splitting parameters sufficient to split
it into a total of 6 sub-documents during processing. Without signature overlapping, the result
would look as depicted in Figure 6.17; at each splitting point a new sub-document is created
covering the portion of the document between that splitting point and the last splitting point.
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Subdoc #2 Subdoc #4 Subdoc #6
• •
Subdoc #1 Subdoc #3 Subdoc #5
• •
Figure 6.18: Example of splitting a document up into 6 sub-documents utilising overlapped
splitting. The query terms both appear in the same sub-document now.
IP@r None 256 128 64 32
0.00 0.5628 0.5671 0.5669 0.5627 0.5836
0.10 0.3609 0.3714 0.3547 0.3706 0.3475
0.20 0.2013 0.2114 0.2165 0.2012 0.1939
0.30 0.1332 0.1339 0.1288 0.1411 0.1305
0.40 0.0831 0.0790 0.0909 0.0757 0.0739
0.50 0.0175 0.0241 0.0319 0.0404 0.0525
0.60 0.0000 0.0164 0.0164 0.0106 0.0416
0.70 0.0000 0.0000 0.0000 0.0000 0.0135
0.80 0.0000 0.0000 0.0000 0.0000 0.0094
0.90 0.0000 0.0000 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000 0.0000 0.0000
MAP 0.1006 0.1039 0.1079 0.1018 0.1071
P@10 0.3820 0.3820 0.3880 0.3680 0.3720
(a) Results from trec eval
(b) A plot of interpolated recall-precision data
for utilising various splitting thresholds with
overlapping splitting enabled
Table 6.15: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs with overlapping splitting enabled
In the diagram, the two • symbols indicate query terms that are close in proximity but
separated due to the placement of the splitting points.
When signature overlapping is enabled, however, the result is as depicted in Figure 6.18.
With the exception of the first sub-document, each sub-document covers the space of what
would have been two sub-documents if overlapping was disabled.
With overlapping enabled, the two • symbols representing query terms remain split up
in sub-documents #2 and #4, but both appear in #3. In this way overlapping splitting can
guarantee that two terms will end up in the same signature providing the distance between
them is less than the sub-document length.
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Figure 6.15 shows the results of splitting utilising the same splitting thresholds as before,
but with overlapping enabled. The results are middling; while overlapping sub-documents
does enable TOPSIG to catch edge cases of the nature of those described above, the main
reason splitting works is because the number of terms written into each individual signature
file is lower. Enabling sub-document overlapping has the effect of doubling the number of
terms per signature. This can be counteracted by halving the splitting threshold, but this
of course comes at the cost of doubling the number of signatures in the signature file and
reducing the proximity query terms have to be found in to ensure they will appear in the
same signature.
The main benefit to overlapping sub-documents is in how it avoids the sharp drop-off in
precision experienced when the splitting settings are too fine-grained (at 32 terms in the case
of ad hoc searches on WSJ87-92), which is when the edge cases of close query terms being
divided by splitting boundaries are most likely to occur. The problem is that fine-grained
splitting has its own issues relating to performance, as will be described in the next section,
and in the current experiment does not provide results as good as as splitting at 256 terms
does anyway. For cases where fine-grained splitting settings are useful, the overlapping sub-
document functionality may be more useful.
Impact on performance
As document splitting results in a larger number of signatures being written to the signature
file, splitting has implications for search performance simply due to the fact that it takes
longer to search a larger number of signatures.
The extent to which the signature file grows with search settings depends on how long
the original documents are and the splitting thresholds specified through the configuration
options. WSJ87-92 is a collection of relatively short documents, with an average document
length of 291.3 terms, and as a result splitting the collection with a threshold of 256 terms
only results in a minor increase in the total number of signatures.
Table 6.16 shows how splitting at various thresholds increases the number of signatures
and, accordingly, the size of the final signature file. The size of the signature file has
implications not only for search performance, but also for the size of the cache needed to
hold the signature data in memory, as is necessary for efficient searching. As Table 6.16
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Splitting Signatures File size
None 173252 69 MiB
At 256 terms 215981 83 MiB
At 128 terms 330049 122 MiB
At 64 terms 625958 223 MiB
At 32 terms 1279883 453 MiB
Table 6.16: The file size of the WSJ87-92 1024 bit signature data file with splitting thresholds
from 256–32 terms
Splitting Indexing time (s) σ (s) Search time (s) σ (s)
None 21.774 2.3219 0.3772 0.1157
256-term 20.1976 3.8662 0.4955 0.0617
128-term 21.791 3.4642 0.5422 0.146
64-term 19.9026 1.8803 0.6946 0.0452
32-term 22.4782 0.3621 0.963 0.02
Table 6.17: Time to index and search 50 topics in the WSJ87-92 collection (§ B.1) with
splitting thresholds from 256–32 terms. The averages and standard deviations were collected
over 5 samples.
shows, aggressive splitting settings can cause the size of the signature file to increase many
times over.
Needing to search a greater quantity of signatures imposes the lion’s share of the exe-
cution time penalty, as Table 6.17 shows. By comparison, increasing the signature width
provides much greater precision increases for the execution time cost compared with using
such a small splitting threshold. Splitting does however have little if any effect on indexing
time; as the same number of term signatures have to be generated irrespective of the splitting
settings, the only extra overhead comes from the relatively cheap cost of writing out extra
signatures.
Overlapping sub-document splitting has no performance penalties over regular splitting,
during both indexing and searching.
Interactions with other settings
While splitting does not directly interact with signature width (§ 6.2.8) they both perform a
similar function and this may cause the effectiveness of one refinement to change if the other
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is altered.
• Both document splitting and signature width trade signature file size and search speed
for ab increase in recall.
• Increases to signature width are associated with a commensurate increase in indexing
time, while document splitting has no such associated penalty.
• Increases to signature width increase the size of the entire collection in a consistent
and predictable fashion, while the impact document splitting has on the collection size
depends on the length of the documents in it.
• Long documents inherently gain more benefit from an increase in signature width or
document splitting than short documents. As a result document splitting can be used
to effectively normalise the length of the collection, while signature width has to be
applied collection-wide despite the fact that the shorter documents do not benefit as
much from it.
• Document splitting increases quality of document signature by reducing the number
of terms per document, reducing the amount of cross-talk that takes place, but at the
cost of potentially missing results that contain search terms spread over the text of the
document. Increased signature width simply allows a document to hold more terms
without the corresponding loss in signature quality.
As a result, while document splitting and signature width aim to solve similar problems
with similar performance trade-offs, they accomplish this through different means and their
effectiveness at this will depend on the nature of the collection.
Splitting and pseudo-relevance feedback also interact, albeit in a somewhat complex
fashion. Document splitting works by stripping away a lot of the extraneous terms that
appear in a document to better isolate the query terms. Pseudo-relevance feedback, however,
takes advantage of these terms to find subtle links between documents that enable it to better
distinguish between documents that otherwise have similar Hamming distances in query
space. As a result splitting partly works against pseudo-relevance feedback, although the
relationship is not necessarily that straightforward.
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Setting No pseudo-RF Pseudo-RF Change
No splitting 0.0949 0.1006 1.06×
256-term 0.0989 0.1091 1.1×
128-term 0.1018 0.1063 1.05×
64-term 0.1032 0.1032 1×
32-term 0.1007 0.0898 0.89×
Table 6.18: The MAP of WSJ87-92 queries, with and without pseudo-relevance feedback,
for splitting thresholds from 256–32 terms
As Table 6.18 shows, the optimal splitting threshold without pseudo-relevance feedback
enabled is actually 64 terms; however, the increasingly fine-grained splitting settings also
counteract the improvements to precision that pseudo-relevance feedback brings. With a
threshold of 256 terms, however, pseudo-relevance feedback provides a greater benefit than
it does with splitting disabled entirely.
This is due to the fact that pseudo-relevance feedback works best when provided with
a solid foundation; as it samples and re-ranks the top documents returned, having a better
initial result set improves the effectiveness of pseudo-relevance feedback. At 256 terms the
disadvantages of splitting with respect to pseudo-relevance feedback are not strong enough
to counteract the benefits of having a better top list to start with.
Implications for top-k retrieval
While the document splitting settings do not specifically interact with the top-k retrieval
setting, they are related due to the fact that the potential for document splitting affects
complicates how top-k retrieval can be implemented in TOPSIG. This same effect can also
be caused by pedantic cases in which a collection has multiple documents that resolve to the
same name; however, it is most often seen with splitting.
Document splitting involves dividing a single document up into multiple sub-documents,
which then receive individual signatures. A key point about these signatures is that they all
carry the original document name; that is, the name that a signature created from the original
document would have received without splitting, as per configuration settings (DOCID-FORMAT,
XML-DOCID-FIELD etc.) that control how the document name is determined. This is
important as evaluation software like trec eval [Buckley, 2004] requires the document to
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be correctly identified in order for it to be scored.
Evaluation software also requires that, within their topic, documents be unique. Use of
document splitting raises the possibility (in fact, the likely possibility) that a single query
will return different parts of the same document. It does not make any sense for a single
document to appear multiple times in the result list for a single query, and as a result TOPSIG
is required to ensure duplicate results are not used. (As an aside, TOPSIG does support
retrieving duplicate results with the DUPLICATES OK configuration option; however, as
this is only used for certain specialist applications, retrieval is not optimised specifically for
this option.)
What this means is that during searching, if a signature is found that qualifies for place-
ment in the top-k list and it shares its document name with one of the other signatures in that
list, only one of those signatures may be kept. TOPSIG simply keeps the signature with the
lowest Hamming distance in this case.
It is necessary for this duplicate detection to be performed immediately for the sake of
ensuring correctness. It is impossible, for instance, to perform top-k retrieval while keeping
duplicates and remove them when the threads’ top-k lists are consolidated.
• There is no way of guaranteeing that k documents will be available after consolidation.
Even if more than k documents are retrieved during searching, this will only increase
the search time while still not guaranteeing that the top-k list will be able to be filled.
• When a single document appears in the top-k list multiple times, the additional copies
each prevent an additional result from being added to the top-k list, meaning that after
duplicates are removed the top-k may not be the actual k highest scoring documents in
the collection.
As a result, this has implications for the way top-k retrieval is performed in TOPSIG. As
§ 5.4.10 describes, TOPSIG determines the top-k within a thread by maintaining the top-k
list in addition to the index of the lowest-scoring result in that list. Each signature is first
compared to this result in order to determine top-k eligibility. Upon determining that the
signature is eligible for inclusion in the top-k list, it replaces the lowest-scoring result. It is
then necessary to linearly search the collection to determine the new lowest-scoring result so
that this value is available for future signatures.
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This is an inherently inefficient process as determining the lowest-scoring member of
such a structure should not require an O
(
n
)
search. The typical data structure used in this
situation is that of a heap, in which finding the lowest (or highest, depending whether the heap
is a min-heap or max-heap) scoring member is an O
(
1
)
operation and inserting, removing or
replacing a member is an O
(
log n
)
operation.
Use of a heap to replace the O
(
n
)
linear search is not straightforward, however, due
to the necessity of eliminating duplicate documents, hence the complications introduced by
document splitting. Normally the linear search takes care of both determining the new lowest-
scoring member and finding any duplicates; however, if this operation is replaced with a
heap, a new way of eliminating duplicates will need to be introduced. The heap operations
in question only ever look at log2 k of the the top-k results, whereas a duplicate result could
appear anywhere in the list.
The dynamic nature of the top-k list, which frequently replaces results with better ones,
also poses problems. The better-performing hash tables and related high-efficiency approaches
such as bloom filters [Bloom, 1970] are incapable of high efficiency replacement of results,
which happens whenever a better duplicate is found. Use of the combination of a standard
hash table and a heap reduces performance in all but the most pedantic of situations.
In terms of potential solutions for this, the following possibilities exist, although none
have been implemented in TOPSIG as of yet:
• Allow the user to specify (for example, through the existing DUPLICATES OK con-
figuration setting) whether or not to use a pure heap that does not perform duplicate
removal. This would boost the performance of TOPSIG in those specialised cases
where duplicates are acceptable, and also be available to the user in situations where the
user knows there will be no duplicates (for instance, when the signature file is created
without splitting from a collection that contains no documents with duplicate names).
• Allow the user to run TOPSIG in a special mode where per-thread top-k determination
uses a heap and does not remove duplicates. Duplicate removal is then performed
during top-k consolidation. The threads can work with a higher value of k than the
eventual output to reduce the effect of duplicates taking the place of legitimate results.
This would not guarantee results that are correct; however, in certain situations perfor-
mance may be valued over guaranteed correctness, especially considering that the use
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of signatures in the first place means results can vary purely due to the representation.
• Find a data structure or data structures that can perform the necessary tasks (efficient
replacement of the lowest-scoring document and elimination or replacement of dupli-
cate results) at a higher level of efficiency than the existing linearly-scanned array.
Impact on workflow
Splitting is an indexing setting, and as such changing the splitting settings inherently requires
the collection to be re-indexed; however, it does not carry any implications for the signature
file format, nor does it require any special handling during searching. Signature files gener-
ated with different splitting settings are entirely compatible and can be merged together. As
a result splitting has a minimal impact on workflow, compared to other indexing settings.
6.2.11 Top-k retrieval
The top-k of a collection in response to a query simply refers to the k highest scoring
documents reported by the search engine. This value is configurable and can be set by users
based on their individual requirements.
Configuration options
TOPIC-OUTPUT-K The number of results to output for each topic.
Impact on search results
Adjusting the number of results retrieved is not in itself a refinement or optimisation. Without
changing other settings, all retrieving a different number of results does is give you more
results. It does, however, have implications for scoring considering the way search results are
evaluated, as § 6.2.2 (page 165) describes.
Table 6.19 shows the scores that result from retrieving varying numbers of results. This
mainly serves to show the immense effect the number of retrieved results has on the mean
average precision of a run. As described in § 6.1.4, precision at recall measures the portion
of relevant documents that have been retrieved at the point when a certain portion of the
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IP@r K=10 K=100 K=1000 K=10000
0.00 0.5876 0.5918 0.5926 0.5926
0.10 0.1236 0.3974 0.4052 0.4063
0.20 0.0760 0.2312 0.3048 0.3063
0.30 0.0200 0.1407 0.2242 0.2265
0.40 0.0150 0.0791 0.1635 0.1679
0.50 0.0000 0.0312 0.1136 0.1229
0.60 0.0000 0.0164 0.0707 0.0880
0.70 0.0000 0.0000 0.0380 0.0485
0.80 0.0000 0.0000 0.0153 0.0272
0.90 0.0000 0.0000 0.0030 0.0089
1.00 0.0000 0.0000 0.0000 0.0003
MAP 0.0427 0.1091 0.1554 0.1615
P@10 0.3540 0.3860 0.3860 0.3860
(a) Results from trec eval
(b) A plot of interpolated recall-precision data
when various numbers of results are returned
Table 6.19: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs when returning between 10 and 10000 results per query
collection has been retrieved. The relevance judgements we are using with WSJ87-92 have
6228 relevant documents, an average of 124.56 per topic. Even if the precision at 10 score
of 0.3860 (meaning 3.86 of the top 10 results are relevant, on average) was maintained
throughout (which it isn’t, as early precision is far easier to achieve than late precision),
with k = 100 TOPSIG would be unable to get even a third of the way through the relevant
results in each topics. As a result simply retrieving more documents can result in a substantial
boost to the area under the recall-precision curve that MAP measures.
Note that the precision at 10 results for k = 10 is different to the other scores. This
is due to the fact that each configuration explored in this chapter incorporates refinements
from previous configurations, including pseudo-relevance feedback. As the pseudo-relevance
feedback configuration settings used in this test are a PSEUDO-FEEDBACK-SAMPLE value
of 19 and a PSEUDO-FEEDBACK-RERANK value of 93, it is impossible to use these re-
sults as-is with the k = 10 search, as pseudo-relevance feedback relies on the results from
the initial search to sample and re-rank. As such, for k = 10 the values used were a
PSEUDO-FEEDBACK-SAMPLE value of 9 and a PSEUDO-FEEDBACK-RERANK value of
9. These values were checked by picking the position on the heat map in Figure 6.10a
(page 197) that gave the highest MAP when sample and re-ranking values were limited to
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IP@r K=10 K=100 K=1000 K=10000
0.00 0.5894 0.5918 0.5850 0.5826
0.10 0.1220 0.4015 0.3877 0.3720
0.20 0.0760 0.2319 0.2903 0.2683
0.30 0.0200 0.1403 0.2049 0.1782
0.40 0.0150 0.0786 0.1533 0.1368
0.50 0.0000 0.0305 0.1046 0.0969
0.60 0.0000 0.0164 0.0646 0.0678
0.70 0.0000 0.0000 0.0356 0.0413
0.80 0.0000 0.0000 0.0145 0.0187
0.90 0.0000 0.0000 0.0028 0.0070
1.00 0.0000 0.0000 0.0000 0.0003
MAP 0.0428 0.1094 0.1470 0.1399
P@10 0.3540 0.3880 0.3840 0.3840
(a) Results from trec eval
(b) A plot of interpolated recall-precision data
for runs with various k = settings and scaled
feedback
Table 6.20: Comparison of interpolated precision, MAP and precision at 10 documents
between TOPSIG runs when returning between 10 and 10000 results and with pseudo-
relevance feedback scaled to the result list size
10. All the other k = tests produced identical precision at 10 results scores, as the same top
documents were returned for all of them.
Interactions with other settings
The only other configuration option that top-k retrieved directly interacts with is pseudo-
relevance feedback (§ 6.2.7). As was described just previously, the number of documents
that can be sampled and re-ranked with pseudo-relevance feedback is limited by the number
of documents retrieved initially.
On the same note, however, expanding the number of results increases the amount of
space within which pseudo-relevance feedback sampling and re-ranking can take place. As
Figure 6.12 (page 200) shows, the pattern of which documents to sample and which to re-rank
largely remains the same as the top-k retrieved is scaled up. To test this out, the configurations
tested in Table 6.20 keep the PSEUDO-FEEDBACK-SAMPLE setting at 19, while increasing
PSEUDO-FEEDBACK-RERANK to keep it in line with k. The one exception is the k = 10
run, which as before, has PSEUDO-FEEDBACK-RERANK set to 9.
The resulting scores are not very different, with the exception of the k = 10000 results
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Results returned Search time (s) σ (s)
k = 10 0.2084 0.0054
k = 100 0.3414 0.1016
k = 1000 2.7948 0.2407
k = 10000 247.9632 3.5997
Table 6.21: Time to search 50 topics in WSJ87-92 with result list lengths ranging from 10 to
10000. The averages and standard deviations were sampled over 5 runs.
that actually show a lower MAP. This is for the same reason that re-ranking the entire
collection does not work; the propensity of the search engine to dig up results that happen
to be similar to the sampled documents but have little to do with the query when too many
documents are re-ranked.
Impact on performance
As was described in § 6.2.10 (starting from page 221) the way top-k determination is per-
formed in TOPSIG makes it a serious performance bottleneck. As Figure 6.21 shows, simply
keeping track of the top-k can quickly overwhelm everything else processing time is spent
doing. This is unfortunate as the increase in score is considerable, considering the extra
work involved is only in retrieving more results. That said, it is worth keeping in mind that
changing the number of returned results is not a refinement, but simply a setting that makes
it possible to show more of the results that TOPSIG has already obtained. Early precision is
far more important than MAP in most real-world scenarios, and extra results can be retrieved
when they are needed anyway.
Impact on workflow
Top-k retrieved is a setting that only carries any meaning during searches. It has no implica-
tions for the configuration of the collection during indexing. In fact, the only TOPSIG setting
that the number of results retrieved directly interacts with, pseudo-relevance feedback, is
also a search-only setting. This makes top-k retrieved one of the most unobtrusive TOPSIG
settings.
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6.2.12 Signature salting
As § 6.2.2 (page 165) introduced, TOPSIG incorporates random indexing by using a pseudo-
random number generator seeded with the term text. As this introduces an inherent level
of randomness into the quality of the signatures TOPSIG generates on a term-by-term basis,
TOPSIG makes a part of the random seed that remains constant from term to term (the salt)
configurable. This salt, otherwise referred to as the signature seed, can be changed in order to
produce a different set of results. Its main function is to show how solid certain refinements
are, particularly those like SIGNATURE-DENSITY that affect the generation of signatures
and are correspondingly affected by the same jitter that occurs when the signature seed is
changed.
TOPSIG makes use of the ISAAC random number generator [Jenkins Jr, 1996] (§ A.23)
to generate term signatures. ISAAC makes use of a 256 B buffer of state which also functions
as the initial seed. To generate random numbers uniquely for each term, the term is stemmed
(§ 6.2.4), reduced to lower-case and written into the buffer 4 B in. The signature seed is
written into those first 4 B. The remaining bytes are left as 0s. With this approach each term
generated with the same salt will consistently generate random numbers, ensuring that the
term signatures can be regenerated at any point without needing to be stored.
Configuration options
SIGNATURE-SEED The salt (or signature seed) used in conjunction with the term text as a
random seed, which is then used to produce random numbers for the purposes of term
signature generation.
Impact on search results
The signature seed is not a tunable value; different seeds produce different results, but that
is all. There is no seed that is better in all situations than any other seed, and the fact that a
seed happens to produce high quality results in one situation does not mean it will do so in
a different situation. Table 6.22 shows the mean, range and standard deviation of signature
searches with 25 different seeds. Because the signature seed is not a tunable property, a seed
of 0 is typically preferred as it keeps results easily reproducible.
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IP@r x¯ min max σ
0.00 0.5759 0.5380 0.6102 0.0195
0.10 0.3592 0.3378 0.3974 0.0166
0.20 0.2145 0.1897 0.2334 0.0103
0.30 0.1261 0.1100 0.1557 0.0117
0.40 0.0756 0.0568 0.0997 0.0082
0.50 0.0400 0.0273 0.0484 0.0055
0.60 0.0185 0.0021 0.0268 0.0059
0.70 0.0041 0.0000 0.0157 0.0061
0.80 0.0009 0.0000 0.0114 0.0026
0.90 0.0000 0.0000 0.0000 0.0000
1.00 0.0000 0.0000 0.0000 0.0000
MAP 0.1045 0.0995 0.1105 0.0029
P@10 0.3761 0.3600 0.3940 0.0113
(a) Results from trec eval
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(b) A plot of interpolated recall-precision data for
25 runs with different signature seeds
Table 6.22: The mean, range and standard deviations of 25 TOPSIG runs with each run
utilising a different signature seed
Interactions with other settings
The signature seed has the strongest interactions with signature width and density. These
three factors (seed, width and density) together control the position of, quantity of and sign
of bits set in term signatures. As a result, changing any of these values can cause the generated
signature to drastically change. It is therefore recommended to sample the results produced
by multiple signature seeds when attempting to tune signature width and density.
Impact on performance
The signature seed has no inherent effect on performance, either while indexing or searching.
Impact on workflow
The seed used in the generation of a signature file is stored in the signature file’s global
metadata (see § 4.5.3). As a result, changing the signature seed requires the collection to
be re-indexed. In addition, signature files generated with different seeds (just like signature
files generated with different signature widths or densities) are incompatible and cannot be
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combined.
6.2.13 Collection comparisons
The refinements and optimisations discussed so far in this chapter have been selected based
on their effectiveness on the WSJ87-92 (§ B.1) collection. However, different optimisations
can have varying levels of effectiveness when applied to other collections. Table 6.23 shows
how different configuration settings apply to different collections. The highlighted score in
each category indicates that this setting is incorporated into later categories. Specific points
of differentiation between the collections are discussed in the following sections.
XML filter
The Wikipedia XML corpus (§ B.2, page 389) is, as the name indicates, a collection of XML
documents from English Wikipedia. These XML documents consist of converted Wikipedia
markup annotated with YAGO. The additional information the annotated XML tags provide
can be useful for certain approaches as they can attach contextual information to the raw
article text. However, to a bag-of-words indexer that does not know how to deal with them,
they only add noise to the collection and a facility for removing them could be quite useful.
This is due to the fact that XML tags in most cases do not encode content, but rather document
structure, while user queries are typically designed to retrieve content.
For this purpose TOPSIG provides the TARGET-FORMAT-FILTER configuration op-
tion, which allows the user to specify a filter that is used to process documents before they
are indexed. Currently only the options none and xml are supported, and when xml is
selected, XML tags (beginning with < and ending with >) are stripped out and XML entities
(beginning with & and ending with ;) are converted to the character they represent. The XML
filter does not help with the WSJ87-92 collection, which consists of plain-text documents and
only a small amount of SGML markup which is used to delineate document sections.
Signature width
The Wikipedia collection gains a substantial benefit from moving to larger signature sizes
compared to WSJ87-92. This could potentially be due to the longer documents, greater
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Category TOPSIG settings WSJ87-92 Wikipedia
Vanilla All features disabled 0.0311 0.0274
Filter XML filter 0.0304 0.0676
Charmask
Alphanumeric 0.0427 0.0849
Alphabetic 0.0431 0.0818
Stemmer
S stemmer 0.0624 0.1012
Porter stemmer 0.0603 0.0921
Stoplist
Stats-based 0.0727 0.1420
Fox 0.0813 0.1486
Puurula 0.0835 0.1518
NCBI 0.078 0.1453
Terrier 0.0797 0.1491
Termstats
TF-IDF 0.0945 0.1527
BM25+ 0.0953 0.1351
Log-Likelihood 0.0961 0.1518
Pseudo Pseudo-relevance feedback 0.1033 0.1576
Width
128 bit signatures 0.0183 0.0071
256 bit signatures 0.0450 0.0521
512 bit signatures 0.0826 0.1227
1024 bit signatures 0.1033 0.1576
2048 bit signatures 0.109 0.192
4096 bit signatures 0.1171 0.202
8192 bit signatures 0.1263 0.2072
Splitting
512 terms 0.0992 0.1590
256 terms 0.1091 0.1511
128 terms 0.1063 0.1499
64 terms 0.1032 0.1316
32 terms 0.0898 0.1266
512 terms (overlapped) 0.1003 0.1636
256 terms (overlapped) 0.1039 0.1624
128 terms (overlapped) 0.1079 0.1635
64 terms (overlapped) 0.1018 0.1616
32 terms (overlapped) 0.1071 0.1607
Top-K
k = 10 0.0427 0.1608
k = 100 0.1091 0.1636
k = 1000 0.1554 0.1977
k = 10000 0.1615 0.2018
k = 10 (matching rerank) 0.0428 0.1608
k = 100 (matching rerank) 0.1094 0.1636
k = 1000 (matching rerank) 0.147 0.2027
k = 10000 (matching rerank) 0.1399 0.2024
Table 6.23: The effect various successive TOPSIG refinements have on the MAP scores of
searches performed on the WSJ87-92 (§ B.1) and Wikipedia (§ B.2) collections
232 CHAPTER 6. EVALUATION AND REFINEMENT
variety in length of documents and greater breadth of topics in Wikipedia compared to the
WSJ. At this level the amount of benefit could potentially make it worthwhile to move to
2048 bit signature files despite the greater indexing and search time requirements inherent in
doing so.
Document splitting
Like with larger signature widths, document splitting works better with Wikipedia than WSJ87-
92. This is almost definitely due to a greater range of document lengths in the Wikipedia col-
lection compared to the Wall Street Journal. Table 6.24 shows collection statistics collected
from WSJ87-92 and Wikipedia; of note is the fact that, despite the similar average document
lengths, Wikipedia’s document length standard deviation is much greater than WSJ’s. This
is also reflected in the length of the longest document in the Wikipedia collection, which
is several times longer than its counterpart in WSJ87-92. Variable document length can be
a problem when determining appropriate parameters for signature files; smaller documents
have correspondingly fewer terms and as a result do not require signature files as large as
longer documents to achieve a targeted level of signature quality.
Note that Table 6.24 shows the Wikipedia collection with 2 666 198 documents, despite
the fact that it officially has 2 666 192 documents. This is due to the fact that the Wikipedia
XML collection contains some DTDs9 that are not actual documents. TOPSIG does not
presently have any configuration options for excluding these; however, their inclusion does
not perceptibly alter the results and for the sake of result reproducibility it is best to use the
publicly available collections in their unmodified state.
Collection statistic WSJ87-92 Wikipedia
Total terms 44536611 889907936
Total documents 173252 2666198
Average terms/document 257.0626 333.7741
Standard deviation 233.5272 545.3926
Minimum terms 9 2
Maximum terms 9349 67686
Table 6.24: Comparison of collection statistics between the WSJ87-92 collection and the
Wikipedia XML corpus collection
9Document Type Definition, a type of file used to aid in interpreting the fields and structure of an XML
document.
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Configuration variable Value
CHARMASK ALPHA
STEMMER S
STOPLIST Puurula
PSEUDO-FEEDBACK-SAMPLE 19
PSEUDO-FEEDBACK-RERANK 93
SIGNATURE-WIDTH 1024
SIGNATURE-DENSITY 19
SPLIT-TYPE HARD
SPLIT-MIN 256
SPLIT-MAX 256
TOPIC-OUTPUT-K 100
SIGNATURE-SEED 0
Table 6.25: Summary of the configuration settings used for the WSJ87-92 collection that
were determined through successive refinement
6.3 Retrospective refinement
When tuning the various configuration settings in an attempt to maximise retrieval quality
it can be difficult to determine the correct path to take to achieve optimal results. There are
many subtle connections that exist between different configuration options and sometimes a
certain combination of settings can achieve results even when those settings taken individ-
ually result in poorer results than their alternatives. As Armstrong et al. [2009] note, many
search engine options exhibit interdependencies and result cross-contamination, making them
difficult to isolate and study independently.
One way of ameliorating this phenomenon is, once an initial configuration has been
determined, to experiment with tweaking previously determined configuration variables to
determine if any alternatives produce superior results with the current configuration set.
While this particular approach has a lot of limitations, as it is still restricted to modifying
settings one at a time, it can provide some benefit.
Going back to the WSJ87-92 collection, the configuration set that was in use by the end
of the run of tests was as is listed in Table 6.25. With those settings, an evaluation run on the
default 50 topic set gives a MAP of 0.1091.
Attempting alternatives to some of the values finds that the process already taken has
generally picked optimal values for most of the configuration settings (Table 6.26). One of
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TOPSIG setting MAP
Default 0.1091
Alphanumeric mask 0.1056
Statistical stoplist 0.074
Fox stoplist 0.1011
NCBI stoplist 0.0909
Terrier stoplist 0.1045
Porter stemmer 0.1103
512-term splitting 0.0992
Table 6.26: The MAP scores of various retrospective refinements on the WSJ87-92 collection
TOPSIG setting MAP
Alphanumeric mask 0.1103
Statistical stoplist 0.1089
Fox stoplist 0.1123
NCBI stoplist 0.1118
Terrier stoplist 0.1107
Table 6.27: The MAP scores of the second set of retrospective refinements on the WSJ87-92
collection
the attempted settings was that not included in the original set of experiments was 512-term
splitting, due to its success with the Wikipedia collection in Table 6.23.
The only setting that actually improved on the original MAP score was moving to the
Porter stemmer. The Porter stemmer is a more aggressive stemmer than the S stemmer, and
its higher early precision (Table 6.3, page 173) could have improved the effectiveness of
pseudo-relevance feedback. It is interactions like these that are not noticed when refinements
are only made one step at a time.
Repeating some of the same refinements as before, except with the alternate stemmer
selected reveals that the Fox [1989] stop list gives better results than the others in conjunction
with the Porter stemmer, as Table 6.27 shows. This comports with the findings by Armstrong
et al. [2009] that show interdependencies between stemmers and stoplists.
In the original set of experiments the splitting optimisations were the last set to actually be
applied to the main configuration set, and so any chances to the scores with different splitting
settings are a result of the new stemmer and stop list.
Table 6.28 reveals that the collection has changed enough to alter the effectiveness of
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TOPSIG setting MAP
Alphanumeric mask 0.1095
32-term splitting 0.1105
64-term splitting 0.1079
128-term splitting 0.1158
512-term splitting 0.105
32-term splitting (overlapped) 0.1121
64-term splitting (overlapped) 0.1149
128-term splitting (overlapped) 0.1145
256-term splitting (overlapped) 0.11
512-term splitting (overlapped) 0.1048
Table 6.28: The MAP scores of the third set of retrospective refinements on the WSJ87-92
collection
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Figure 6.19: A heat map showing the MAP of searches utilising feedback sampling and
re-ranking settings of 0–100 in conjunction with other retrospective refinements
the different splitting thresholds. Overlapping splitting is actually proving to be a good deal
more effective this time around, with it improving both the 32-term and 64-term runs. The
128-term run with overlapping disabled, however, proves to be the most effective choice at
the moment.
Refining the pseudo-relevance feedback settings takes place using a heat map as before,
although intriguingly the results are quite different this time around. As Figure 6.19 shows,
while parts of the map are familiar, the new map heavily favours very low sampling and/or
re-ranking values.
In this case, the favoured values are a PSEUDO-FEEDBACK-SAMPLE value of 2 and a
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TOPSIG setting MAP
Pseudo-relevance feedback (2 sampled, 10 reranked) 0.1213
Table 6.29: Result of refining the TOPSIG settings using the pseudo-relevance feedback
settings selected in Figure 6.19
TOPSIG setting MAP
64-term splitting 0.1075
256-term splitting 0.1068
512-term splitting 0.0964
32-term splitting (overlapped) 0.1086
64-term splitting (overlapped) 0.1084
128-term splitting (overlapped) 0.1123
256-term splitting (overlapped) 0.1043
512-term splitting (overlapped) 0.0961
Alphanumeric mask 0.1106
S stemmer 0.1046
Statistical stoplist 0.113
Puurula stoplist 0.109
NCBI stoplist 0.1103
Terrier stoplist 0.1073
Table 6.30: The MAP scores of the final set of retrospective refinements on the WSJ87-92
collection
PSEUDO-FEEDBACK-RERANK value of 10; that is, the first 2 results are sampled and the
top 10 results are re-ranked with the feedback signature. This results in the MAP being raised
again, to 0.1213 (Table 6.29).
In terms of the relatively inexpensive refinements, a MAP score of 0.1213 appears to be
as far as the WSJ87-92 search can be easily optimised, as Table 6.30 illustrates. This is a
reasonable increase over the base score of 0.1091, especially considering the only refinement
that carries any cost is the move from 256-term splitting to 128-term splitting. The other
refinements are effectively free.
While k = changes do not actually change the searching process at all, using the higher
values shows the MAP value that can be reached if a bit of extra time is available to do a
run with them. Increasing or decreasing the signature width does result in a corresponding
increase in MAP, as Table 6.31 shows; however, once again 1024 bit seems to be the sweet
spot when it comes to trading off between quality and performance.
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TOPSIG setting MAP
k = 1000 0.1675
k = 10000 0.1756
128 bit signature width 0.0109
256 bit signature width 0.0551
512 bit signature width 0.0959
1024 bit signature width 0.1213
2048 bit signature width 0.1279
4096 bit signature width 0.132
8192 bit signature width 0.1353
Table 6.31: The MAP scores returned when testing alternative signature widths and result
list lengths
TOPSIG setting MAP
8192 bit, k = 1000 0.1971
8192 bit, k = 10000 0.2064
Table 6.32: The MAP scores returned when testing larger result list lengths with 8192 bit
signatures
Table 6.32 simply shows the MAP scores that can be achieved while searching WSJ87-92
with 8192 bit signatures and a reasonable k = setting.
Note that this is not necessarily the optimal score for searching WSJ87-92 with TOPSIG;
there are other potential optimisations to find, including finding more precise values for
settings such as splitting and signature width, testing a wider range of pseudo-relevance
feedback settings etc.
One issue that must be kept in mind when tuning a set of parameters using relevance
judgements like this is to not overfit the configuration settings to a particular topic set and/or
collection. This is because it is not particularly worthwhile to be able to plug in some very
specific numbers and get a high MAP score just on one set of data; the whole purpose of
relevance judgements is to use one run with relevance judgements available to improve the
search engine for its use on other runs where relevance judgements are unavailable. The
random nature of signature files can be one cause of this, as certain settings may show better
results than others purely by chance. To avoid this it is useful to test refinements with multiple
signature seeds; doing this will make clear which optimisations actually work in a general
sense and which are the product of random luck.
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6.4 Comparison with existing systems
While this chapter has mostly focused on improving the TOPSIG system and the signature
indexing method it implements, it can be valuable to see how these precision and recall figures
compare with other search engines. To this end, the settings that were found to deliver the
best results when searching the Wikipedia XML Corpus (§ B.2) in § 6.2.13 (page 230) were
used to compare TOPSIG’s performance against the performance of other search engines
when searching the same collection.
Figure 6.20 shows the results of various systems that submitted runs to the INEX 2010
ad hoc track [Arvola et al., 2011] alongside the results TOPSIG gets for the same collection.
The settings used for TOPSIG were the settings tuned on the queries and topics for the INEX
2009 ad hoc track [Geva et al., 2010] in § 6.2.13 - no tuning was done with the INEX 2010
topics; TOPSIG was simply invoked on the new set of topics with identical parameters. This
is an important point because it replicates the conditions that systems submitted to the INEX
2010 ad hoc track would have had to deal with. When you make use of a set of topics
to tune a system in order to produce an evaluation with the same topics, you can achieve
results that would not be feasible when searching a collection for which you do not have this
foreknowledge.
A total of 172 runs submitted to the INEX 2010 ad hoc track are available for download
from the INEX 2010 Submitted Runs page 10 (under 2010 Official runs: minor errors
corrected); however, for the purposes of this comparison, not all runs were included in the
evaluation:
• Participating organisations were able to submit multiple runs- as a result, there are
many runs that consist of the same system re-run with slightly different parameters. In
each of these cases only the highest scoring (in terms of MAP) run was taken for each
system.
• Some submitted runs contained duplicates (that is, a given document was provided as a
response to a query multiple times) and these were rejected by trec eval [Buckley,
2004] and not included in the results.
These runs are not themselves in error in this respect; the INEX 2010 ad hoc track was
10http://www.inex.otago.ac.nz/data/runs.asp (retrieved October 19, 2015)
6.4. COMPARISON WITH EXISTING SYSTEMS 239
designed around focused retrieval, in which systems would retrieve document frag-
ments and be judged on how precisely they were able to pinpoint relevant information
within the document. As the TOPSIG system is not (as of yet) designed for focused
retrieval, these runs were instead judged using trec eval.
Figure 6.20: Interpolated precision / recall plot of systems evaluated against the topics of
the INEX 2010 ad hoc track. The TOPSIG data line includes error bars showing the range of
result variance over 10 different signature seeds.
The performance of the evaluated systems were as shown in Figure 6.20; while TOPSIG
produces results that are competitive with other systems as far as early precision is concerned,
the precision starts to drop off compared to other systems as recall increases. Accordingly,
while TOPSIG’s precision at 10 documents is quite reasonable compared to other systems
(Figure 6.21), its MAP is comparatively on the low side (Figure 6.22).
Note that Figure 6.20 includes error bars for TOPSIG’s results. This has to do with
the signature salting described in § 6.2.12; each seed will result in a different set of term
signatures being generated, but comparisons against a Cranfield-style experiment are meant
to generalise to how well a system will do on other topics. To this end the topics were
evaluated against signature files generated with 10 different seeds. As the bars show, TOP-
SIG’s best results actually outperform every other system at the very earliest recall level,
which shows why it is important to consider how different seed values affect the results when
benchmarking against other systems.
This performance is reasonably consistent with the known limitations of signature-based
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Figure 6.21: Precision at 10 scores of systems evaluated against the topics of the INEX 2010
ad hoc track
Figure 6.22: MAP scores of systems evaluated against the topics of the INEX 2010 ad hoc
track
approaches - as the principle metric used to rank signatures is the Hamming distance to the
query, and as the Hamming distance between unrelated signatures is binomially distributed,
the ability for signature-based approaches to discriminate between unrelated signatures and
weakly-related signatures is limited.
These results, however, do show that TOPSIG’s search performance is sufficient for find-
ing the earliest documents; the ones that typically matter the most to a typical user who will
rarely go past the first page when looking at results. However, this inability to precisely locate
later results also limits the contexts in which TOPSIG can be used as an ad hoc search engine.
When high recall (that is, returning a high portion of the relevant documents in the collection
to the user) is the goal, one of the other search engines would have far greater effectiveness
at achieving this goal.
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Configuration variable Value
CHARMASK ALNUM
STEMMER PORTER
STOPLIST Fox
PSEUDO-FEEDBACK-SAMPLE 2
PSEUDO-FEEDBACK-RERANK 10
SIGNATURE-WIDTH 1024
SIGNATURE-DENSITY 15
SPLIT-TYPE HARD
SPLIT-MIN 96
SPLIT-MAX 96
TOPIC-OUTPUT-K 1000
SIGNATURE-SEED 0
Table 6.33: Configuration settings used by TOPSIG for the .GOV2 collection
To show that this general trend continues to apply across multiple collections and in-
formation retrieval tasks, a similar comparison was done using the .GOV2 collection; a
TREC collection of web pages crawled from the .gov top-level domain in early 200411. This,
coupled with runs from The Open-Source Information Retrieval Reproducibility Challenge12
allows TOPSIG to be compared against various systems. TOPSIG was configured with the
settings summarised in Table 6.33 and the results are as depicted in Figure 6.23.
Figure 6.23: MAP scores of systems evaluated against topics from the TREC 2004, 2005
and 2006 Terabyte tracks
Once again, not very system was tested, although most of them were; in this case, all
11http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm (retrieved October
19, 2015)
12https://github.com/lintool/IR-Reproducibility (retrieved October 19, 2015)
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the systems with intact runs on all three sets of topics (2004, 2005 and 2006) were included.
This excluded MG4J and Terrier’s non-positional runs. This may be a better comparison
due to the fact that the existing systems all demonstrate results that are consistent with each
other. Here, once again, the signature-based TOPSIG system has difficulty retrieving results
at lower recall levels, causing a significant gap in the mean average precision between those
systems and TOPSIG.
System Type Size Time Terms Postings Tokens
ATIRE Count 12 GB 46m
ATIRE Count + Quantized 15 GB 56m
Galago Count 15 GB 6h 32m
Galago Positions 48 GB 26h 33m
Indri Positions 92 GB 6h 40m
JASS ATIRE Quantized 21 GB 58m
Lucene Count 12 GB 1h 25m
Lucene Positions 40 GB 1h 35m
MG4J Count 8 GB 1h 25m 34.9M 5.5G
MG4J Positions 37 GB 2h 06m 34.9M 5.5G 23.1G
Terrier Count 10 GB 8h 04m 15.3M 4.6G 16.2G
Terrier Count (inc direct) 19 GB 18h 16m 15.3M 4.6G 16.2G
Terrier Positions 36 GB 9h 37m 15.3M 4.6G 16.2G
TOPSIG Signatures 21 GB 2h 10m
Table 6.34: Comparisons of indexing times and index sizes of various systems
on the .GOV2 collection. This data (apart from the TOPSIG results) was
retrieved from https://github.com/lintool/IR-Reproducibility/blob/
master/Gov2.md (retrieved October 19, 2015)
As performance data from the systems in question is also available, it is possible to
compare TOPSIG to these systems in this dimension as well. Table 6.34 shows the amount
of time various systems take to index the .GOV2 collection, which consists of 25 205 179
documents with a total uncompressed size of 426 GiB, as well as the sizes of the index files
produced. For the purposes of this comparison, the signature file generated by TOPSIG was
treated as an index file.
The timings contained in those tables (other than the timings for TOPSIG) is from The
Open-Source Information Retrieval Reproducibility Challenge’s .GOV2 runs13 and were run
13 https://github.com/lintool/IR-Reproducibility/blob/master/Gov2.md
(retrieved October 19, 2015)
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on an Amazon EC214 instance with a dedicated Intel E5-2670; while the CPU is clocked
slightly higher (2.50 GHz compared to 2.40 GHz) than the CPU of the E5-2665 used for
the TOPSIG tests, these are nonetheless sufficiently similar systems to produce comparable
results.
System Model Index Topics 701-750 Topics 751-800 Topics 801-850
ATIRE BM25 Count 181 ms 208 ms 168 ms
ATIRE Quantized BM25 Count + Quantized 91 ms 94 ms 85 ms
Galago QL Count 1301 ms 925 ms 682 ms
Galago SDM Positions 4122 ms 6155 ms 3931 ms
Indri QL Positions 2425 ms 2210 ms 1594 ms
Indri SDM Positions 8312 ms 14 334 ms 7139 ms
JASS 1B Postings Count 47 ms 50 ms 46 ms
JASS 2.5M Postings Count 26 ms 25 ms 25 ms
Lucene BM25 Count 148 ms 105 ms 139 ms
Lucene BM25 Positions 118 ms 109 ms 117 ms
MG4J BM25 Count 360 ms 256 ms 269 ms
MG4J Model B Count 36 ms 48 ms 36 ms
MG4J Model B+ Positions 90 ms 89 ms 74 ms
Terrier BM25 Count 394 ms 320 ms 337 ms
Terrier DPH Count 1147 ms 642 ms 558 ms
Terrier DPH + Bo1 QE Count (inc. direct) 2421 ms 1681 ms 1640 ms
Terrier DPH + Prox SD Positions 1252 ms 945 ms 992 ms
TOPSIG Hamming distance Signatures 6479 ms 6484 ms 6475 ms
Table 6.35: Comparison of the average per-query search times of various systems
on the .GOV2 collection. This data (apart from the TOPSIG results) was
retrieved from https://github.com/lintool/IR-Reproducibility/blob/
master/Gov2.md (retrieved October 19, 2015)
Table 6.35 shows how long the various systems took to search the topics of the TREC
Terabyte track [Clarke et al., 2005]. This clearly shows TOPSIG’s performance to be on the
slow side despite its relatively poor performance against other systems. This is perhaps also
consistent with the known drawbacks of signature search approaches; while an inverted file
system only needs to consider documents that contain query keywords, signature approaches
must consider every signature. As a result, the fundamental cause of the difference in
performance between the approaches is due to how they scale; the query time for a signature
14https://aws.amazon.com/ec2/ (retrieved October 19, 2015)
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approach scales with the size of the collection, while the query time for an inverted file
approach scales, more or less, with the number of keywords in the query. As ad hoc tasks
are characterised by their short keywords, this represents a much less effective utilisation
of the unique properties of signatures than, for example, a document comparison task would.
While signature approaches can clearly be used for ad hoc retrieval in a pinch, especially if the
collection is small, there are fundamental limitations associated with the signature approach
that limits it in these scenarios.
6.5 Summary
To determine how effective an information retrieval system is at searching in a relatively
empirical fashion, two things are needed. One is a set of relevance judgements for the
collection being searched: this is data produced by volunteers who have manually assessed
a large number of documents with respect to their relevance to a search query. Relevance
judgements are typically created for a number of search queries (known as topics). The
simplest form of relevance classification is known as dichotomous classification or binary
classification; in it, documents are either marked as relevant or not relevant for a particular
query. The information retrieval system is then run, taking as input the series of assessed
topics and producing a list of the top results, just as if a search engine user typed that topic
into the search engine. The system is then scored based on how effectively it was able to
locate the relevant documents for each query and avoid the non-relevant documents.
To evaluate an information retrieval system’s performance based on this information, a
number of measures are used. The two main underlying metrics from which the most popular
scoring systems are derived are precision and recall. Precision is the proportion of documents
returned that were relevant. Recall is the proportion of all relevant documents in the collection
that were returned. These measures are typically not used directly, but rather expressed as
precision or recall at a certain number of documents returned. One of the simplest yet most
popular measures is precision at n, the number of relevant documents there are in the first
n documents returned by the search engine. Precision at 10 is a popular metric due to the
fact that 10 results is a popular search engine page size and most search queries do not go
past the first page. Precision at recall is another popular measure which is used to counteract
the bias precision at n experiences in favour of topics with a high proportion of relevant
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results, and refers to the precision after a certain proportion of relevant documents have been
returned; for instance, precision at 10% recall. Mean average precision (MAP) averages the
precision values at all recall points over all topics, producing a single score that represents
search engine performance for that run. trec eval [Buckley, 2004] is one example of a
tool that is capable of calculating all of these performance measures for a search engine run.
A vanilla run of TOPSIG with none of the settings changed is a functional search engine,
but not a particularly good one. Many of the configuration options in TOPSIG allow different
refinements to be used to improve TOPSIG’s results. The effectiveness of these refinements
can vary from collection to collection, as some of them are highly dependent on the format of
the documents, whether the text is interspersed with noise like formatting codes, the length
of the documents, how naturally correlated the collection is etc. As a result, to some extent
these options need to be tuned from collection to collection. In those cases where training
data is available, this is a good way of determining the right settings to use for this collection.
In other cases, the only available method may be to use settings that are known to be widely
effect and try to anecdotally determine whether the settings are working or not.
Term delineation is controlled through the CHARMASK configuration option and is used
by TOPSIG to determine which text characters make up terms and which do not. This
information is used to delineate terms, as terms in TOPSIG are categorised as contiguous
sequences of term characters. Three settings are available for this option: with ALL, every
non-whitespace character is counted as a term character. This setting is often good in cases
where an external program is generating artificial documents for indexing by TOPSIG as
they allow a flexible range of characters to be used for expressing terms; for instance, after
extracting features for an image so they can be turned into a signature. When dealing
with standard text documents, however, ALL tends to pick up a large amount of extraneous
punctuation. ALNUM indicates that all alphanumeric characters are valid term characters.
This can be useful if the collection is somewhat clean, as it allows combinations of letters
and numbers to be indexed, as these can often be valid search terms. In those cases where
the data quality of the collection is low, numbers and combinations of letters and numbers
often indicate non-term items that should not be indexed as they will contribute to the overall
level of noise present in the collection. ALPHA is the most restrictive setting and only counts
alphabetical characters as valid term characters, but in combination with alphabetical queries
can be used to great effect in extracting terms from relatively messy collections.
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Stemming is a process controlled by TOPSIG’s STEMMER configuration option and speci-
fies whether a stemmer should be used to mutate terms after they have been extracted from the
text; and if so, which stemmer. The typical task of a stemmer is to reduce words (for instance,
“walked”, “walking”, “walker”) down to a common root (“walk”) so that they coincide and
searches for one term returns all of them. TOPSIG supports three different settings; NONE,
which disables stemming entirely; S, which uses a simple stemmer described in Harman
[1991] to de-pluralise terms; and PORTER, which is a more detailed stemmer described in
Porter [1980] and performs many more substitutions.
Stopping is the process of maintaining a list (known as a stop list) of terms that are
immediately discarded whenever they are found when processing text for indexing. These
are typically terms like “the”, “a” etc. that are very common and therefore have high term
frequencies but worthless to search for as they appear in most English language documents
anyway. Stopping is most important for inverted file search engines, where these terms
would result in extremely large and unwieldy posting lists if they are not stopped; it is,
however, useful to remove these in signature systems due to their high term frequencies and
tendencies to overwrite more useful terms. TOPSIG handles stopping through the STOPLIST
configuration option, which simply takes the path of a file that contains one stop word per
line. Whenever a term that is encountered in the stop list is found, either while indexing or
while processing a query, it is ignored entirely.
Term statistics can be optionally used in weighting algorithms by TOPSIG and they allow
higher quality signatures to be generated by weighting terms that have more significance in
the document they appear in higher than other terms. Term statistics are gathered in a separate
step, by calling TOPSIG in termstats mode, and this processes the document collection,
counting the number of times each term appears and the number of different documents it
appears in. This information can then be using during indexing and searching to produce
better signatures and accordingly better results.
Pseudo-relevance feedback is a step that involves using relevance feedback techniques
even when user feedback is not available, simply by assuming that the first results returned
by the search engine are relevant. These results are then sampled to create a new feedback
signature that is then used to re-rank the top results. Pseudo-relevance feedback is con-
trolled through the configuration options PSEUDO-FEEDBACK-SAMPLE and PSEUDO-
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FEEDBACK-RERANK. PSEUDO-FEEDBACK-SAMPLE specifies the number of returned
results to automatically assume are relevant and sample for the creation of the feedback
signature. PSEUDO-FEEDBACK-RERANK specifies the number of the top results to re-
rank using this method. Only the re-ranked documents will gain any benefit from pseudo-
relevance feedback; however, if the value is set too high, feedback may succeed in dredging
up irrelevant documents that happen to fall a bit closer to the feedback query than legitimate
results. Pseudo-relevance feedback can be tuned without regenerating the signature file, and
as a result, it is easy and time-efficient to try a variety of settings and choose the ones that
perform the best.
The signature width (that is, the bit count of the document signatures) has strong impli-
cations for both execution speed and search quality in TOPSIG and can be controlled through
the SIGNATURE-WIDTH configuration option. Smaller signatures are faster to create, faster
to search and take up less space on disk and in memory than larger signatures, while larger
signatures are easier to distinguish from random noise as the binomial distribution of unre-
lated signature files distorts the signatures less and experience less degradation from inter-
term cross-talk. Generally speaking, larger signatures produce higher quality search results
but require more system resources and time to process; however, the effectiveness of raising
the signature width usually begins to drop off after a certain point, dependent on the nature
of the collection being indexed.
Document splitting is a processing feature available in TOPSIG that splits up documents
into smaller sub-documents based on the splitting configuration settings and creates separate
signatures for each sub-document. Splitting reduces the deleterious effects that indexing too
many terms in a given signature can have if the signature width is too low, but at the cost of
potentially dividing up query terms. Splitting is controlled through a number of configuration
options: SPLIT-TYPE, which specifies whether to split on sentence boundaries, to split
anywhere or to not split at all; SPLIT-MIN which provides the minimum number of terms
that can be indexed into a single signature; SPLIT-MAX, which provides the maximum; and
SPLIT-OVERLAPPING, which specifies whether signatures should be overlapped to avoid
pedantic cases of splits occurring between close query terms.
The number of results TOPSIG outputs per topic can also be configured through the
TOPIC-OUTPUT-K setting. This does not change the way searches are conducted; it only
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changes the number of results that are reported. This can, however, produce a higher MAP
score due to the fact that MAP continues to average the precisions even at high levels of
recall, meaning that returning more relevant documents will result in a higher MAP, even
though this does not improve results as much as returning relevant documents early on does.
One issue with refining the different TOPSIG settings is that many of these settings change
something fundamental about the signature generation process. As random indexing is used
to generate the signatures, there is some degree of variance or jitter inherent to topological
signatures that can interfere with attempts to determine the best settings to use for a collection.
As a result TOPSIG allows the random number generator used to generate the signatures to be
seeded with a custom value through the SIGNATURE-SEED configuration option, making
it possible to determine the extent to which the results are being determined by luck and,
by averaging the results of searches on a number of differently-seeded collections, reduce
the amount of jitter taking place in order to make it easier to determine whether results are
actually improving.
A number of the different optimisations interact, sometimes in complex and unexpected
ways. This can cause difficulties when attempting to find the optimal settings to use for a
particular collection, as finding the optimal choice for setting A, then finding the optimal
choice for setting B might not yield the true optimal result, which could involve an individu-
ally suboptimal choice for setting A. As a result it can be useful to try other variations on the
different configuration options after the first stage of refinements; this may allow the overall
score to be improved further.
Finally, TOPSIG was compared with other competing systems; once on the topics of the
INEX 2010 ad hoc track [Arvola et al., 2011] and once on the topics of the TREC Terabyte
track [Clarke et al., 2005]. While TOPSIG’s performance against other systems varied,
in all cases TOPSIG did a far better job of ranking the earlier (and thus highest-ranking)
documents than it did with lower-ranked relevant documents; other systems showed better
“staying power” and were still consistently able to pick up lower-ranked relevant results. As
even lower-ranked results are important for a system’s MAP score, this limitation of TOPSIG
meant that even systems that did not pick up early results as effectively as TOPSIG did were
still able to overpower it in terms of MAP. This particular limitation is itself not entirely
unexpected; the difficulty that signature-based approaches have with distinguishing results
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with higher Hamming distances is well established as characteristic of these systems.
This limitation, combined with the fact that TOPSIG also has trouble competing with
other approaches in terms of search performance, especially as collections grow larger, indi-
cates that signature approaches have some natural limitations in the realms of ad hoc search.
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Chapter 7
Relevance feedback
Relevance feedback is an information retrieval tool designed to improve the precision of a
search engine through the incorporation of user-supplied feedback [Harman, 1992].
While a typical user interaction with a search engine involves dissociated transactions;
that is, the user provides a query and retrieves results based purely on that query and any
additional data associated with that user, such as that user’s search history. This purely
transactional view of user search interaction therefore ignores any information that could
be obtained from the user’s response to the results retrieved from the initial interaction.
Relevance feedback utilises this information to improve the quality of results presented
to the user.
Portions of this chapter were published in the paper Overview of the INEX 2011 relevance
feedback track [Chappell and Geva, 2012], which was published in Focused Retrieval of Content and
Structure: 10th International Workshop of the Initiative for the Evaluation of XML Retrieval (INEX
2011), pages 269–277. Springer, 2012.
Portions were also published in the paper Overview of the INEX 2012 relevance feedback
track [Chappell and Geva, 2013a], which was published in Focused Access to Content, Structure
and Context: 11th International Workshop of the Initiative for the Evaluation of XML Retrieval
(INEX’12). Springer, 2012.
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7.1 Evaluation
As with any other information retrieval task, it is important to be able to evaluate rele-
vance feedback approaches in an environment that simulates user interaction. One difference
between relevance feedback and other typical information retrieval tasks is that relevance
feedback inherently requires the flow of control to pass back and forth between the user and
the information retrieval system. This is in contrast with more traditional search tasks, where
users can be simulated through the provision of a number of search topics.
The exact nature of the way relevance feedback is implemented affects how it can be
evaluated. For example, traditional relevance feedback approaches had the user provide
feedback on an initial set of results to be provided with a new set of results, which in the
context of a retrieval task are then judged. This means that, unlike with a typical information
retrieval task which consists of one exchange (where the user would query the system and
the system would respond with results) the relevance feedback approach would consist of
two exchanges (the user would query the system, the system would respond with results,
the user would provide feedback on those results and the system would respond with more
results). One way of evaluating this model of relevance feedback is to skip the first exchange
and simply assume the system would provide a fixed set of initial results, making the first
interaction from the user the provision of both the query and feedback on the relevance of
this fixed set of initial results. This is the method used to evaluate results in the TREC 2008
Relevance Feedback track [Buckley, 2008], which consisted of a number of runs in which
variable amounts of feedback were presented, ensuring the search engines were judged based
on their effectiveness at applying the feedback, rather than the effectiveness of their original
search.
In order to provide a realistic assessment of an entire system, however, it is necessary
for the system to be able to provide the initial set of results that the user provides feedback
on. This is due to the fact that it is important that a relevance feedback implementing search
engine be able to provide an effective set of initial results so that the user is able to provide
useful feedback to the system. Evaluating systems based on this criteria, however, requires
multiple exchanges of information, which is an inherently troublesome property.
One way of solving this problem is to break the task into multiple sessions. In the first
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session, the systems would simply receive a set of topics, as they would in any standard
ad hoc retrieval task. The systems would then evaluate these topics and provide a list of
results. In the second session, the systems would receive feedback based on which of the
top k of the results they submitted were useful. The systems would then make use of this
information and submit a second set of results, which is the set that would be evaluated. This
approach has some undesirable implications, such as the fact that each exchange requires a
separate set of deadlines and this approach greatly increases the complexities involved with
running such a track.
Another potential approach is to simply provide the participants with the information
about which documents are relevant to which tasks in advance, with instructions that they are
only supposed to use the data associated with the documents they return on the first pass. The
problem with this method of evaluation is that it technically gives participants the potential
to “cheat” by using the information to improve their results, even if it is just to tune free
parameters associated with their system.
The remaining approach is to have participants submit their systems and have them
provided with feedback and evaluated live. This was the approach chosen for the INEX
2011 [Chappell and Geva, 2012] and 2012 [Chappell and Geva, 2013a] Relevance Feedback
tracks, and despite additional operational complexity, it has a number of benefits, including
the fact that additional exchanges do not add to the complexity of running the track. This
makes it ideal for the evaluation of focused relevance feedback [Geva and Chappell, 2010]
approaches.
Focused relevance feedback is an approach to relevance feedback with a tight interactive
feedback loop with the user operating the system. In a typical focused relevance feedback
session, the user would be presented with documents one at a time. The user can then
either skip a document after deciding that it is not relevant or mark relevant passages in
the document if some or all of the document is relevant. The system will then provide
another result, potentially making use of this feedback information to change the next result
it provides. The interaction then continues until the user has all the information they require.
Evaluating search engines based on this model simply requires an evaluation system to
simulate a user. Providing the evaluation system has the information based on which parts
of which documents are relevant for each query, as soon as it is provided with a result, the
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system can then provide this feedback back to the search engine. The INEX Ad Hoc tracks
collected passage-level relevance information for the use of judging focused retrieval tasks,
providing a good source for this fine-grained relevancy information.
7.2 Focused relevance feedback at INEX 2011
For the INEX 2011 Focused Relevance Feedback track, participating organisations were
tasked with producing relevance feedback modules (implemented in the form of Java .JAR
files) that would be loaded by an evaluation platform, also implemented in Java. The evalu-
ation platform starts off by providing the relevance feedback module with the topic and the
text of all the documents in the collection. Because the documents were being passed to the
feedback module in this way the provided documents were only a small subset of the full
Wikipedia collection.
Because some participants wanted the ability to implement their submission in program-
ming languages other than Java, a Java plugin was provided that could communicate with a
relevance feedback executable through standard input and output streams.
Participants were provided with a version of the evaluation platform that would use a
set of training topics to test their implementation on, and would create relevance feedback
modules that worked with this platform and submit them. Then, a version of the eval-
uation platform with the evaluation topics would be run on a central machine using the
user-submitted relevance feedback modules and the results from this were used to score the
submissions. This ensured that both the topics and the relevance judgements were kept secret.
7.2.1 Submission format
Participating organisations submitted JAR files that implemented the following specification:
1 package rf;
2
3 public interface RFInterface {
4 public Integer[] first(String[] documentList,
↪→ String query);
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5 public Integer next();
6 public String getFOL();
7 public String getXPath();
8 public void relevant(Integer offset, Integer
↪→ length,
9 String Xpath, String relevantText);
10 }
In the call to first, the algorithm is given the set of documents and the query used to
rank them and must return an initial ranking of the documents. The purpose of this is to
quantify the improvement gained from providing the relevance assessments to the Relevance
Feedback Module. The Evaluation Platform then calls next to request the next document
from the algorithm, making a call to relevant to provide feedback on any relevant passages
in the document. The optional methods getFOL and getXPath, if implemented, allow the
Relevance Feedback Module to provide more focused results to the Evaluation Platform in
order to gain better results from the focused evaluation. None of the submitted algorithms
implemented these methods, however.
Before the track submission date, participants were also provided with an optional binary
interface JAR file to allow participants to supply an algorithm in the form of native client
code. The JAR file acts as a driver for the native client, passing information back and forth
using pipes.
7.2.2 Submissions
Two groups submitted a total of four Relevance Feedback Modules to the INEX 2011 Rele-
vance Feedback track- down from nine submissions to the INEX 2010 Relevance Feedback
track. QUT resubmitted the reference Relevance Feedback Module described in the next
paragraph while the University of Otago submitted three native client submissions using the
supplied driver.
To provide a starting point for participating organisations, a reference Relevance Feed-
back Module, both in source and binary form, was provided by QUT. This reference module
used the ranking engine Lucene [Jakarta, 2004] as a base for a modified Rocchio [1971]
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approach. The approach used was to provide the document collection to Lucene for indexing,
then construct search queries based on the original query but with terms added from those
selections of text nominated as relevant. A scrolling character buffer of constant size was
used, with old data rolling off as new selections of relevant text were added to the buffer, and
popular terms (ranked by term frequency) added to the search query. The highest ranked doc-
ument not yet returned is then presented to the Evaluation Platform and this cycle continues
until the collection is exhausted. The reference algorithm does not provide focused results
and as such does not implement the getFOL or getXPath methods.
The University of Otago made three submissions of a native client that uses the ATIRE
search engine with various settings, including Rocchio [1971] pseudo-relevance feedback
and tuning [Trotman and Crane, 2012].
7.2.3 Evaluation
To evaluate the results, the first 20 topics from the INEX 2009 Ad Hoc track were chosen as
the data set used for the evaluation. This was chosen due to the fact that the Ad Hoc track
was not run in 2011, the INEX 2010 Ad Hoc track results were already used in the INEX
2010 Relevance Feedback track and the INEX 2008 Ad Hoc track were used as training data
for the reference submission.
The Relevance Feedback Modules submitted by participating organisations were run
through the Evaluation Platform. As none of the submitted Relevance Feedback Modules
returned focused results, trec eval [Buckley, 2004] was used to evaluate the results.
Trec eval reports results using a variety of different metrics, including interpolated
recall-precision, average precision, exact precision and R-precision. Recall-precision reports
the precision (the fraction of relevant documents returned out of the documents returned so
far) at varying points of recall (after a given portion of the relevant documents have been
returned.) R-precision is calculated as the precision (number of relevant documents) after R
documents have been seen, where R is the number of relevant documents in the collection.
Average precision is calculated from the sum of the precision at each recall point (a point
where a certain fraction of the documents in the collection have been seen) divided by the
number of recall points.
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Run Average Precision R-Precision
Reference 0.4219 0.4126
Reference (NF) 0.3376 0.3361
Otago (BM25) 0.358 0.3597
Otago (Rocchio) 0.3576 0.3597
Otago (Tuned) 0.3656 0.3573
Table 7.1: Average precision and R-precision for submitted modules
Reference Ref (nf) Otago (BM25) Otago (Rocchio) Otago (Tuned)
P@5 0.5 0.5 0.54 0.54 0.52
P@10 0.515 0.435 0.445 0.445 0.485
P@15 0.49 0.4 0.4167 0.4167 0.45
P@20 0.4675 0.385 0.3975 0.3975 0.3975
P@30 0.4367 0.35 0.3583 0.3583 0.3533
P@100 0.3095 0.242 0.226 0.226 0.2175
P@200 0.2327 0.174 0.183 0.1828 0.1788
P@500 0.1224 0.1182 0.1154 0.1154 0.1152
P@1000 0.0636 0.0636 0.0636 0.0636 0.0636
Table 7.2: Exact precision at n results of different relevance feedback modules
As the Otago submissions do not make use of relevance feedback, alternative no-feedback
results for them have not been listed for these submissions. The reference run therefore
appears twice; as Reference when feedback is used and Reference (NF) without applying
feedback. The Otago submissions have abbreviated names for clarity, but Otago (BM25)
refers to untuned BM25 applied as-is. Otago (Rocchio) refers to BM25 with Rocchio pseudo-
relevance feedback. Otago (Tuned) refers to BM25 with Rocchio, stemming and tuning.
The following table shows the exact precision of the submitted modules in the form of
P@n precision, referring to the average proportion of relevant documents that have been
returned after n documents have been returned. For example, a P@5 value of 0.5 means that,
on average, 50% (or 2.5) of the first 5 documents returned were relevant.
Another way of plotting the results is the previously described interpolated recall-precision
curve. This has the downside of producing occasionally unexpected results due to the smooth-
ing being enough to show improvement in the reference run even at 0.0, despite the fact that
improvements don’t occur in the first 5 results as shown in the exact precision plot.
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Figure 7.1: Comparison of P@N precision of submitted Relevance Feedback modules
Reference Ref (nf) Otago (BM25) Otago (Rocchio) Otago (Tuned)
0.0 0.87 0.8418 0.8481 0.8481 0.8679
0.1 0.6903 0.5741 0.5782 0.5782 0.5916
0.2 0.5877 0.5105 0.494 0.494 0.516
0.3 0.5132 0.433 0.4354 0.4354 0.4518
0.4 0.4718 0.3986 0.3943 0.3943 0.3916
0.5 0.4329 0.3078 0.3537 0.3537 0.3632
0.6 0.3912 0.2703 0.3128 0.3134 0.3305
0.7 0.3557 0.2488 0.279 0.279 0.2977
0.8 0.3015 0.2053 0.241 0.241 0.2407
0.9 0.217 0.1716 0.1761 0.1761 0.1753
1.0 0.1528 0.1291 0.1369 0.1369 0.1368
Table 7.3: Interpolated recall-precision
In this case we present recall-precision data at 11 points from 0.0 to 1.0 to compare the
submitted modules.
7.3 Focused relevance feedback at INEX 2012
For the INEX 2012 Focused Relevance Feedback track, a different evaluation model was
trialled. There were two main drawbacks to the model of user-submitted JAR modules that
was used in INEX 2011:
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Figure 7.2: Recall-precision comparison of submitted relevance feedback modules
• The collection of documents to be searched is passed to the relevance feedback module
with each run, meaning that the entire collection must fit in memory in uncompressed
form. This puts a fairly severe constraint on the collection size in order for the evalua-
tion platform and modules to be able to be run by as many people as possible.
• The modules are run by the organisers of the track, which can be a potential cause for
problems simply because the code is being run on a different system than the system
it was developed for. This lead to a situation where some issues with classpaths meant
that the submitted JARs needed to be modified before they could be run, and where the
evaluation of one set of modules had to be run on a different system as a native Linux
binary was paired with the native interface JAR.
To overcome these problems, it was decided that a better approach was to let the partici-
pants run the relevance feedback modules on their own machine. Participants were supplied
with the evaluation platform (Figure 7.3), which would take the path to run the relevance
feedback module as input and then communicate with it using a particular standard. Users
could therefore implement the relevance feedback module in any language they could run on
their machine, providing the resulting program could be executed by the evaluation platform.
To get around the need to supply the collection to the module through memory each time,
the Wikipedia XML corpus (§ B.2) was specified as the collection to use. The evaluation
platform would contact an external server and retrieve the query for the current topic, which
it would pass to the feedback module. The feedback module would then return an article ID
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Figure 7.3: The Java evaluation platform used in the INEX 2012 Focused Relevance
Feedback track. Users would supply the path to the relevance feedback module and run
the application. The evaluation platform would then communicate with an external server to
provide results and retrieve feedback information.
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for one of the documents in the Wikipedia collection and pass it to the evaluation platform,
which would communicate this to the server, which would then pass back the text of relevant
passages which were passed to the relevance feedback module. The relevance feedback
module would once again return a new document and the process would continue until the
evaluation system had seen enough documents.
Training and evaluation modes were available; in training mode, would use a smaller
set of topics and the scores showing how well the relevance module did were presented to
the user, not preserved. Evaluation mode was only made available for a limited time period
before the deadline and would provide a larger list of results. All runs made in evaluation
mode were recorded and the results became the official scores that participant was rewarded.
7.3.1 Relevance Feedback module interface protocol
The evaluation platform and the module communicate using a pipe, a standard feature of
all modern operating systems. Hence, any programming language capable of creating an
executable that can read from standard input and write to standard output would be suitable
for creating a relevance feedback module for the task.
Each message from the evaluation platform or the relevance feedback module will be in
the form of a single line of text ending in a linefeed character. The meaning of the line of text
will be derived from the context in which it is submitted.
The evaluation platform communicates first, providing a topic line. This line will either
contain the text of the topic or the text EOF, signalling to the module that the evaluation is
over and it may exit. The module will respond with a document line. This line will contain
either a document ID or the text EOF, signalling to the evaluation platform that the module
has finished presenting documents for the current topic and is ready to move on to the next
topic. If a document ID is presented, the evaluation platform will respond with feedback.
Feedback will be provided in the form of a line with a number indicating the number of
passages of relevant text found in the document. If that number was 0, the document was
not relevant and the module should provide the next document ID. Otherwise, the evaluation
platform will immediately follow up the number with that many passages of feedback text,
each on a single line. After all the lines of feedback have been sent, the module is expected
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to respond with another document.
7.3.2 Relevance Feedback module interface format
The topic line supplied by the evaluation platform will be in ASCII text, stripped of characters
outside the 32-127 range. The line will be no more than 127 characters long, including the
linefeed.
The document ID line returned by the module should contain a number in ASCII text,
corresponding to the document ID within the Wikipedia collection of the document to return.
The ’lines of feedback’ line returned by the evaluation platform in response to a document
ID line will be a number in ASCII text containing the number of segments of relevant text
in the document. The feedback will then be followed by lines of text, one for each segment
of feedback. The line will be no more than 1048575 characters long, including the linefeed.
This, too, will be in ASCII text, stripped of characters outside the 32-127 range.
7.3.3 Submissions
Two groups made a total of 15 submissions to the INEX 2012 Relevance Feedback track, up
from four submissions from two groups in 2011. This may be partly due to the new format
making it easier to make many submissions as the need for each submission to be packaged
into its own Java archive and uploaded was no longer present.
Queensland University of Technology made five submissions using an experimental rele-
vance feedback mode in TOPSIG. This was originally planned to be the reference run for the
INEX 2012 Relevance Feedback track but due to time constraints this was not possible. The
TOPSIG runs, apart from the baseline run which did not make use of feedback at all, simply
used the feedback text as a new query and re-ranked the remaining documents found by the
initial query each time.
The baseline TOPSIG run consisted of an untuned 1024 bit signature search without using
collection statistics or relevance feedback returning 100 documents per topic. Subsequent
TOPSIG runs incorporated the simple feedback system described earlier.
TOPSIG-RF1 reranked the remaining documents not yet presented to the user by using
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the last line of feedback presented as a new search query. TOPSIG-RF2 kept the same
approach but increased the number of documents returned to 1000.
Increasing the signature size used when indexing a collection can improve search results
at the expense of processing power, memory utilisation and signature size. A second baseline
run was created, TOPSIG-2048, using 2048 bit signatures instead of 1024.
TOPSIG-RF3 kept the same approach from RF2 and increased the signature size to
2048 bits to match. TOPSIG-RF4 kept the same approach from RF3 and changed the
feedback approach to use all of the feedback presented instead of the last line. As this is
the first experiment performed with using active relevance feedback for signature searching
in TOPSIG, preliminary results are only experimental.
The Universidad Auto´noma Metropolitana made 10 submissions using Indri [Strohman
et al., 2005] as a base and employing a Markov random field to re-rank results with relevance
feedback. The BASE-IND run consists of a run with Indri without incorporating relevance
feedback while the MF and LF runs consist of the results when adding the 20 most frequent
and least frequent terms respectively from the feedback to the query. The RRMRF runs are
also based on Indri but employ the Markov random field for reranking.
The 100D, 300D and 1000D runs are the results from returning 100, 300 and 1000
documents respectively per topic. The L values represent the lambda parameter within the
UAM’s re-ranking approach. More details are available in Villatoro-Tello et al. [2012].
7.3.4 Evaluation
Two sets of topics were made available, not directly to participants but through the evaluation
platform. The training set used the first 10 topics from the INEX 2009 Ad Hoc track while
the evaluation set used 50 topics chosen from every 2nd topic from the INEX 2009 and 2010
Ad Hoc tracks, excluding the topics used for the training set. Topics without associated
relevance judgements were removed from the set beforehand.
All of the submissions were run through trec eval [Buckley, 2004] using default
settings. The results of each run were also presented to the submitter immediately after
submission.
Trec eval reports results using a variety of different metrics, including interpolated
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recall-precision, mean average precision, exact precision and R-precision. Recall-precision
reports the precision (the fraction of relevant documents returned out of the documents re-
turned so far) at varying points of recall (after a given portion of the relevant documents have
been returned.) R-precision is calculated as the precision (number of relevant documents)
after R documents have been seen, where R is the number of relevant documents in the
collection. Mean average precision is calculated from the sum of the precision at each recall
point (a point where a certain fraction of the documents in the collection have been seen)
divided by the number of recall points.
Unlike in the previous incarnations of the relevance feedback track, the evaluation plat-
form did not come with the option of producing no-feedback runs. However, both partici-
pating organisations created runs that did not utilise feedback, showing where feedback has
improved the results of these runs.
7.3.5 Comparisons
The following tables show the results of each submission in terms of mean average precision
(MAP), R-precision and exact precision.
The charts compare groups of submissions by exact precision. The y axis shows the
proportion of relevant documents retrieved and the x axis shows the total number of docu-
ments retrieved. Figure 7.4 shows a comparison of the exact precision of each of the UAM
runs submitted. Figure 7.5 shows a comparison of each QUT run, while Figure 7.6 gives a
comparison of the best feedback and non-feedback runs from each group.
7.4 Summary
Relevance feedback is an information retrieval technique wherein, after receiving a response
to their original query from the search engine, a user can communicate back how useful that
response was, allowing the search engine to take this information into account and provide
more results to the user that better match the user’s needs.
More traditional approaches to relevance feedback involved one such exchange, where
the user would provide feedback on the first set of results and receive a second set of results.
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Group Submission MAP R-Precision
UAM BASE-IND 0.1015 0.1828
UAM BASE-INDQE-20tMF 0.0775 0.1396
UAM BASE-INDQE-20tLF 0.0395 0.0718
UAM BASE-INDQE-20tMFandLF 0.0728 0.1364
UAM RRMRF-100D-L03 0.094 0.1612
UAM RRMRF-100D-L05 0.0946 0.1595
UAM RRMRF-300D-L03 0.1002 0.1769
UAM RRMRF-300D-L05 0.1004 0.1805
UAM RRMRF-1000D-L03 0.1015 0.1824
UAM RRMRF-1000D-L05 0.1015 0.1824
QUT TOPSIG 0.1393 0.2059
QUT TOPSIG-2048 0.2218 0.2666
QUT TOPSIG-RF1 0.1459 0.2028
QUT TOPSIG-RF2 0.2015 0.2509
QUT TOPSIG-RF3 0.2352 0.2747
QUT TOPSIG-RF4 0.2477 0.2812
Table 7.4: Mean average precision (MAP) and R-precision for submitted runs
Submission @5 @10 @15 @20 @30 @100 @200 @500
BASE-IND 0.456 0.41 0.36 0.327 0.3007 0.1844 0.1166 0.0557
BASE-INDQE-20tMF 0.396 0.33 0.2907 0.264 0.228 0.1232 0.0789 0.0406
BASE-INDQE-20tLF 0.308 0.198 0.148 0.125 0.0967 0.0412 0.0241 0.0114
BASE-INDQE-20tMFandLF 0.392 0.304 0.2653 0.237 0.204 0.1136 0.0741 0.0396
RRMRF-100D-L03 0.448 0.406 0.3733 0.348 0.3107 0.1846 0.0923 0.0369
RRMRF-100D-L05 0.452 0.404 0.372 0.351 0.312 0.1846 0.0923 0.0369
RRMRF-300D-L03 0.452 0.398 0.3587 0.337 0.3027 0.1876 0.117 0.0512
RRMRF-300D-L05 0.46 0.42 0.368 0.349 0.3 0.1708 0.1157 0.0512
RRMRF-1000D-L03 0.456 0.41 0.36 0.328 0.3007 0.1848 0.1166 0.0557
RRMRF-1000D-L05 0.456 0.41 0.36 0.328 0.3007 0.1848 0.1166 0.0557
TOPSIG 0.448 0.42 0.3827 0.366 0.332 0.232 0.116 0.0464
TOPSIG-2048 0.536 0.472 0.436 0.406 0.372 0.2512 0.1864 0.1037
TOPSIG-RF1 0.496 0.44 0.4067 0.384 0.3593 0.232 0.116 0.0464
TOPSIG-RF2 0.524 0.46 0.4173 0.398 0.3747 0.242 0.1733 0.0933
TOPSIG-RF3 0.56 0.504 0.4813 0.465 0.4187 0.2614 0.1906 0.1049
TOPSIG-RF4 0.584 0.51 0.4973 0.475 0.4313 0.2698 0.1924 0.1044
Table 7.5: Exact precision of submitted runs
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Figure 7.4: Exact precision of submissions by the Universidad Auto´noma Metropolitana
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Figure 7.5: Exact precision of submissions by the Queensland University of Technology
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Figure 7.6: Exact precision comparison: best non-RF and best RF submissions from each
participating organisation
Feedback in such system was often through dichotomous classification, where the user would
mark whole results as being either relevant or not relevant.
The interactive nature of relevance feedback makes it more problematic to evaluate than
typical search tasks, which are generally not modelled around multiple stages of interactions.
To enable this model of evaluation, the INEX 2011 and 2012 Relevance Feedback tracks
made use of an evaluation platform that would load relevance feedback modules written
by participants. The evaluation problem would then simulate a user to the search engine
contained in the relevance feedback module. These modules would then receive the initial
query, provide result documents, receive relevance information and then provide results re-
ranked using the relevance information to the user.
As this approach also makes it possible for any number of such interactions between
the artificial “user” and the search engine to take place, it is possible to evaluate relevance
feedback approaches that involve a tighter feedback loop. One such approach is focused
relevance feedback [Geva and Chappell, 2010], in which the system provides the user with
one document at a time to which the user replies with feedback (in the form of highlighting
relevant passages), which the search engine can incorporate at any time to re-rank the rest of
the collection if it so desires. In the end, the search engine is then evaluated based on the list
of documents it provided to the user in the order in which it provided them.
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Existing relevance feedback tracks, such as the TREC Relevance Feedback track [Buck-
ley, 2008] operated on a document-level model, meaning that finding existing systems that
incorporate this mode of feedback to compare against is difficult. To this end, the INEX
Focused Relevance Feedback track was run to produce competing systems to test these
signature-based approaches against.
For the INEX 2011 Focused Relevance Feedback track, this system was implemented by
providing participants with a relevance feedback evaluation platform for which participants
could implement compatible Java relevance feedback modules and would perform the eval-
uation using a set of training topics. Participants would test their feedback modules on this
system and submit them, where they will be run on a similar system but with access to the
full set of evaluation topics against which the submitted modules will be judged. This allows
the participants to implement their modules against a compatible system but keeps the true
topics hidden from the participants.
For the INEX 2012 track, a similar system was implemented, but redesigned such that
users would be able to run the modules on their own machines and as a result could implement
them in any language or environment. The evaluation platform would then communicate with
an external server, which would provide training topics against which the participants could
test their relevance feedback modules, and evaluation topics against which the users could
submit actual runs.
To allow TOPSIG to participate in the INEX 2012 track, an experimental relevance feed-
back mode was implemented. When TOPSIG is run in this mode it communicates through the
standard input and output streams in the same format used by the evaluation platform. With
relevance information TOPSIG was able to improve its MAP by more than 10 percentage
points.
While relevance feedback is a search engine technology that does place an additional bur-
den on the user, it is capable of delivering modest improvements in precision to implementing
search engines.
Chapter 8
Document Similarity
The models of signature searching that have been explored thus far in this monograph are of
ad hoc retrieval; that is, retrieval through the utilisation of short queries consisting of terms
present in the relevant documents. Ad hoc searching is the dominant model of user searching;
however, there are many situations in which it is preferable to search for documents using
another document as a query.
One potential use for document-query searching is determining whether a document is
already present in the collection before adding it, especially if there is a chance that the
document may exist in a slightly altered state. Other uses of document similarity searching
include the automatic categorisation of documents by finding similar documents in the same
category, as well as “more like this”-style queries to find related articles to the article the user
is presently reading.
Document similarity queries work with signatures due to the fact that similarity between
documents and the Hamming distances between their signatures are correlated, although
the correlation is noisy. Documents that share the same categories and/or tags also exhibit
closer pairwise Hamming distances than other documents in the same collection; while the
difference is not great, the presence of such a correlation does make it feasible to use signature
similarity for categorisation.
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8.1 Correlation with Hamming distance
Document signatures provide an intuitive model for determining the similarity of two doc-
uments: the same approach used in ad hoc signature search; Hamming distance [Hamming,
1950]. As explained in § 3.5.2, the Hamming distance of two signatures functions as an ana-
logue for the cosine similarities between the term vectors for the documents those signatures
were created from.
It is this property that allows documents to be efficiently compared through the compu-
tation of the Hamming distances of their signatures. While retrieving the similarity of two
documents is not in and of itself a standard task in information retrieval, document similarity
can form part of a component of other tasks.
Showing that the similarity and Hamming distance between two documents are inversely
correlated properties is difficult due to the fact that it is difficult to quantify similarity; whether
two documents are similar and, if so, exactly how similar they are. A simple binary system
where a pair of documents are either similar or not is sufficient for many applications, such as
near-duplicate detection, but insufficient on the whole for determining a method’s utility as far
as document similarity tasks go. The issue is that it provides no facility for judging relative
similarity of different documents. For instance, two documents that are exactly the same
apart from metadata, possibly extraneous header and footer data, and possibly with some
minor modifications to the main text are similar (and would be considered near-duplicates),
but two documents that both discuss the same topic could also be considered similar, just in
a different sense.
8.1.1 Hamming distance
As shown in Figure 8.1, the distance between documents in a collection tends to congregate
around an average Hamming distance equal to half the width of the signatures used to
represent those documents. This intuitively makes sense; if two documents have nothing
to do with one another, their signatures are effectively random noise with respect to each
other. Accordingly, if you take two entirely random signatures (that is, each bit has a 50%
chance of being 0 and a 50% chance of being 1) you can expect approximately 50% of the
bits to match (out of pure chance) and the other 50% to differ.
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Hamming distance
Figure 8.1: Histogram of Hamming distances between pairs of documents in a 1024 bit
signature file created from the Wikipedia collection (§ B.2)
Going by this, as the Hamming distances between two given document signatures can
be assumed to be approximately 50% of the signature width if there is no reason to assume
these documents have any relationship, it naturally follows that Hamming distances closer
than 50% represent a divergence from randomness that hints that the documents may be
related in some way.
8.1.2 Cosine similarity
As described earlier in § 3.5.1 (page 61), cosine similarity is a similarity metric calculated
between documents in the vector space model [Salton et al., 1975]. The cosine similarity
between two documents is calculated by taking the cosine of the angles between the two doc-
uments, which returns a value between 0 and 1 representing how similar the two documents
are. As mentioned previously, the Hamming distance between two signature files effectively
acts as an analogue for the cosine similarity between the two original documents. Sood and
Loguinov [2011] show how Hamming distance can be an effective replacement for cosine
similarity for the purposes of near-duplicate detection.
To test how Hamming distance and cosine similarity correlate, 10 000 documents were se-
lected from the WSJ87-92 (§B.1) collection, and all possible pairings considered, 100 000 000
pairs in total. For each pairing, the Hamming distance and cosine similarity were each
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similarity(V1, V2) =
V1 · V2
‖V1‖‖V2‖
Figure 8.2: Formula used to calculate the cosine similarity between two vectors
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Figure 8.3: Scatter plot of 100 000 000 pairwise 1024 bit Hamming distances against their
respective cosine similarity scores
calculated. TOPSIG was used to generate 1024 bit signatures for each signature and the
distance between them was calculated directly. TOPSIG was also specially configured to
output the term frequencies of each term in each document.
These term frequencies were then used by a separate specially-written program to calcu-
late the cosine similarities between two documents using the formula shown in Figure 8.2.
The term frequencies generated by TOPSIG were used as TOPSIG determines this inter-
nally anyway and it is useful to be able to maintain consistency between the two methods.
The cosine similarity and Hamming distance of each pair were plotted onto a scatter chart
and the resulting chart is shown in Figure 8.3. This shows an approximate correlation between
cosine similarity and Hamming distance for pairs of documents, with the chart approximating
a plot of arccos−x.
While the chart is messy and shows a number of outliers, such as the clusters of highly dis-
similar pairs (with a cosine similarity between 0.1 and 0.2) having close Hamming distances
(between 256 and 128), the general trend shown is that Hamming distance does effectively
approximate cosine similarity. Outliers like those clusters can be blamed on errors caused
by cross talk between terms, which are a unique artefact that the use of document signatures
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Figure 8.4: Scatter plot of 100 000 000 pairwise 4096 bit Hamming distances against their
respective cosine similarity scores
can result in (see § 3.4.3, page 49) and can be ameliorated through use of larger signatures.
Figure 8.4 shows the result of repeating the experiment using a signature width of 4096 bit;
this results in the aforementioned clusters disappearing, although there are still plenty of
outliers, the number of outright errors is reduced.
The Hamming range into which a bulk of the pairings at a particular cosine similarity
fall starts out very narrowly (a pair with a cosine similarity of 1 can only have a Hamming
distance of 0, for example) and widens as the documents become more dissimilar. This
matches up with the binomial distribution Hamming distances between the signatures of
unrelated documents fall into, as Figure 6.2 (page 174) showed.
8.1.3 Pre-determined similarity
While it is relatively easy to show a correlation between Hamming distance and cosine
similarity as above, showing that this necessarily means that Hamming distance and the actual
similarity of documents are similarly correlated is more difficult. All the previous example
shows is how two vector space model similarity measures, using the same input data, return
similar results.
To get around the issue of needing to use another metric that has its own approach to
determining document similarity in order to test whether Hamming distance is a useful
approximation of document similarity, an inverted approach is used. Rather than using
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random pairs of documents and calculating the similarity between them, we instead generate
pairs of documents to be a certain amount similar to each other. As the level of similarity
between the documents is known in advance, it can function as a ground truth for testing how
effective Hamming distance is at approximating document similarity.
To generate these files, 200 documents were selected from the English subset of the
ClueWeb09 collection (§ B.3, page 390). This selection process was a slightly more com-
plicated than the selection process used in the previous experiment; first, 200 of the .warc
archives that make up ClueWeb09 were randomly selected, and divided into 100 pairs. From
each pair of archives two documents of similar length were selected. This is to ensure
that, in each pair, one document does not dominate the other in term frequency or any
other aspects. Then, from each pair of documents, 100 documents were generated. Each
generated document represented a similarity level between 1% and 100% similar. Generating
a document for the similarity level of x involved taking x% of the terms from one document
and (100−x)% of the terms from the other document and combining them into one document.
This works because two random documents can be assumed to be unrelated, especially
in a collection as large and varied as ClueWeb09. Even on the off chance that a pair of
randomly-selected documents is related, the influence of that pairing will be diminished by
all the other pairings.
From these newly-created artificial documents, 1024 bit term signatures were created and
then compared with the second document in the pair they were generated from (specifically,
the document they were generated to be more similar to the higher the similarity factor was)
by use of Hamming distance. The results of the 10 000 pairings were then plotted onto a
scatter graph, as shown in Figure 8.5.
The documents by and large all follow the same progression of Hamming distance to
document similarity. While some of the original document pairs generated sequences that
behaved differently to the others, either going above or below the trend line, for the most part
the correlation between similarity and Hamming distance is linear.
Previously, Figure 8.3 exhibited some visible artefacts as a result of the random indexing
used in signature generation, so to reduce the impact of these the same scatter chart was
recreated, using 4096 bit signatures instead of 1024 bit. The resulting Figure 8.6 indicates the
same trends as before, showing that while a given Hamming distance does not guarantee a
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Figure 8.5: Scatter plot of document similarity and Hamming distance between pairs of
1024 bit signatures
0102030405060708090100
0
512
1024
1536
2048
2560
Document similarity (%)
H
am
m
in
g 
di
st
an
ce
Figure 8.6: Scatter plot of document similarity and Hamming distance between pairs of
4096 bit signatures
given similarity, it does strongly hint at one, particularly for very low Hamming distances.
The overall result of this experiment is to show that, allowing for some degree of un-
certainly, Hamming distance does correlate with document similarity, and not just for near-
duplicate detection (although that is where the correlation is strongest). This opens up the use
of signatures for many applications where it is desirable to find documents that are similar to
other documents. Some of these potential applications are described in § 8.2.
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8.2 Applications
8.2.1 Near-duplicate detection
Web crawling engines and other tools that have to trawl through a huge amount of data, much
of which may be duplicated many times over (especially if a single resource can be retrieved
through many different URIs) will usually want to be able to efficiently detect the existence
of duplicate articles.
While this would at first appear to be a fairly straightforward task, accomplished through
storing and comparing against digests of the document text, it is worth noting that two
documents that are in essence duplicates (in that there is no additional value to having a
second copy of the document) may not contain exactly the same content.
As well as information such as header data that will naturally vary if the document if
retrievable from multiple URIs, there may also be data that is part of the page itself that
differs from access to access, even though it is not important compared to the information
in the document itself. In these cases a simple filter will not suffice; what is needed is the
ability to detect a near duplicate of the document. Document signatures provide one way in
which this could be accomplished, although there are other examples of hashing algorithms
that produce identical hashes for similar documents and can also be used effectively for this
task. Examples of this include Charikar [2002]’s SimHash [Sadowski and Levin, 2007] and
SpotSigs [Theobald et al., 2008]. These hashing functions focus solely on the near-duplicate
detection side of similarity hashing and as a result can make performance trade-offs that
can’t be made by a more general similarity hashing algorithm. As § 8.3 (page 280) shows,
these similarity hashes have limited application when exploring more subtle links between
documents.
8.2.2 Topic correlation
There are also cases where the desired metric is not whether a document is a near-duplicate
of another document, but whether similar subjects are discussed by a certain set of doc-
uments. In situations like this the additional subtlety of document similarity is valuable;
given a number of documents that have no reason to share text among each other, the closer
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documents should be ones that discuss similar subject matter, especially when term weighting
approaches such as tf-idf are used.
Use of tf-idf and/or other similar properties when creating the signatures will ensure that
the impact of terms is normalised to their significance in the documents they appear in and
to the collection as a whole. This allows important terms to be used to identify the nature of
the documents they are in by virtue of their unusual preponderance in said documents, hence
building links between documents based on their subject matter, among other things. This is
because the prominence of noise terms that appear everywhere and have little bearing on the
meaning of a document are accordingly reduced, while signal terms that do heavily imply,
either by themselves or in conjunction with other terms, what the document they appear in
might be about have their importance boosted.
While documents that are merely related by subject matter will not appear very close to
other documents, the assumption is that they will still be closer to each other than unrelated
documents. This is an advantage that is gained by a document similarity metric that is able
to represent all possible degrees of relevance between two documents. As § 8.3 (page 280)
shows, approaches that are only designed for near-duplicate detection will not necessary
possess that characteristic.
8.2.3 Categorisation and clustering
Figure 8.7 shows two histograms of pairwise distances within a collection; one revealing pair-
wise distances between all signatures in a collection, the other revealing pairwise distances
between signatures that share the same topic. Relevance judgements from the 2009 INEX
ad hoc track were used to categorise documents by topic; if two documents are both relevant
results for a particular search query they are considered to share a topic.
Documents that actually do contain duplicate content will naturally show much more
overlap in Hamming distances; but as duplicate content is also strongly correlated with topic
similarity, this is not a problem.
The relationship between document similarity and relatedness of topics means that cat-
egorisation and clustering tasks are another area in which this property of document sig-
nature Hamming distances is potentially useful. The WSJ87-92 collection (§ B.1) stores
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Collection space Intra-topic space
Hamming distance
Figure 8.7: Histogram of pairwise Hamming distances in both the whole collection and
the intra-topic space of the Wikipedia collection, using relevance judgements from the 2009
INEX ad hoc track
category information in each document’s metadata. Figure 8.8 shows how the pairwise
distances between documents belonging to the same category is closer on average than those
of documents in general. This means it is potentially possible to, with some degree of
uncertainty, categorise documents by using their distance to other documents with known
category information.
Utilising document similarity computations for clustering does require that a solution be
found for common clustering problems such as determining an appropriate centre point to
use for a cluster. In cases where the clusters are already known and training data is available,
one potential approach is creating an artificial document signature based on the signatures
of documents known to be in the cluster and designed to be close to those signatures. This
could be done by iterating across the bits in the signatures, assigning a 0 bit or a 1 bit to the
artificial signature based on whether the majority of other signatures in that cluster have a 0
bit or a 1 bit value in that position.
Alternatively, the signature could be created probabilistically; with values assigned ran-
domly but to match the distribution of the signatures that belong in that cluster. For instance,
if 25% of signatures had a 0 bit in the 1st position while the other 75% had a 1 bit in that
position, the artificial signature created to represent that cluster would have a 25% chance of
having a 0 bit in the 1st position and a 75% chance of having a 1 bit.
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Figure 8.8: Histogram of pairwise Hamming distances in WSJ87-92 of both the whole
collection and just the documents categorised as DIVIDENDS (DIV)
In cases where the clusters are not known and training data is not available, approaches
such as k-means clustering [MacQueen et al., 1967] can be used with the same data to build
the clusters from the documents based on their similarity.
8.2.4 Diversity
Another area in which document similarity measures can be useful is in diversity and novelty
tasks. A standard staple of recommender systems1 [Hurley and Zhang, 2011, Ziegler et al.,
2005], the fundamental idea behind diversity is that an information retrieval system that
returns results close to the user query, whether that be a standard text query the user has
manually entered or an automatically generated query from that user’s previous activity, will
also tend to return many similar results.
The issue with returning many similar results is that the value of returning multiple
documents to the user is that there is more of a chance of covering all the information the
user wants. The information in the first returned result may not be the most valuable to the
user. Alternatively, the information the user wants may not all appear in one document, but
may instead appear over several documents. In either case, returning many similar documents
1A recommender system is an information retrieval system designed for recommending items (such as
articles, products, films or music) to users based on other items that user has viewed, purchased or reviewed in
the past. This is a subtask of relevance feedback (see Chapter 7).
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is a negative outcome for the user; one that is exacerbated when dealing with collections such
as web collections where such duplication is highly common.
This kind of behaviour is also rewarded by standard models of measuring the quality of
search engine results. If a user is searching for information on a particular subject it could
be that the most relevant article for them is the Wikipedia page on that subject. A search
engine would therefore do very well if, for the top 10 results, it returned that Wikipedia
page and 9 copies of it hosted on different sites. This is in spite of the fact that only one
of these documents is actually useful to the user. Diversity measures attempt to rectify this
dissonance between user experience and search engine evaluation by rewarding information
retrieval systems for returning a range of different topics.
Document similarity provides a way of avoiding overly homogeneous search results; in
the process of building a list of search results to return to the user, the document signatures
of these results can be compared with each other to either exclude or reduce the ranking
of results that are too close to other results in the list. Once again, as the bulk of the
work (generating the signatures and retrieving them from the collection) has already been
performed, the actual distance computation here is an extremely cheap way of diversifying
results.
8.3 Comparison with existing approaches
One very popular hash function for computing hashes that retain the pairwise similarity of
the original documents is Charikar [2002]’s SimHash, which has been found to be effective
for large-scale duplicate detection [Manku et al., 2007].
TOPSIG has a few advantages over algorithms like SimHash; the use of global term
statistics allows information specific to the search domain to be encoded into the signatures,
ensuring that the presence of terms that appear in many or all of the documents does not
falsely indicate similarity. This is what enables TOPSIG to be used in applications beyond
simple duplicate detection.
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Figure 8.9: Histogram of pairwise Hamming distances between signatures generated from
WSJ87-92 by SimHash and TOPSIG. As with Figure 8.8, documents with the DIVIDENDS
(DIV) tag were considered to be in-category.
Figure 8.9 shows the distribution of pairwise Hamming distances between 64 bit signa-
tures generated by SimHash2 and TOPSIG. While the signatures that belong to the “DIVI-
DENDS (DIV)” category are not as clearly distinguishable from the rest of the collection as
they are in Figure 8.8 (due to the reduced expressiveness of 64 bit signatures as compared to
1024 bit signatures, there is a clear separation between the two, whereas no such separation
exists for the signatures created by SimHash. This also shows that there is clear value to using
longer signature widths, even outside the realm of ad hoc retrieval. As less of the Hamming
space is dictated by chance, more subtle connections between documents can be found.
The use of signature Hamming distances as a similarity metric also provides signature
files with an advantage in the document similarity space over inverted file3 [Rijsbergen, 1979]
approaches, which scale in complexity with the number of terms in the search query. As
signature searches are unaffected by query length (with the exception of the time taken to
build the signature) this makes signatures optimal for this form of searching.
Inverted file approaches can perform similar document searches by identifying the nmost
important terms in a document (again, using measures like tf-idf to quantitatively determine
the most important terms) and using them to form an ad hoc query. This approach has some
disadvantages, however; it only considers the importance of terms from the perspective of the
2Implementation retrieved from https://github.com/vilda/shash October 19, 2015, default
settings used.
3Inverted file information retrieval search utilises an index of terms that contains a list of the documents each
term appears in.
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query document. The presence of important terms in one of the documents being searched for
and their absence from the query document does not count against that document’s inclusion
in the return set, despite being an obvious mark against the similarity of those documents.
Another advantage signature files have that is specific to similar document search is that
the work required to prepare a signature has likely already been performed in advance. While
this does not apply to all cases, it is normal for similar document search to be performed on
a document that is a part of the same collection being searched. This is the case for “more
like this” similarity queries and is typically the same for categorisation tasks as well. In these
cases the document’s signature is already available. This can be particularly relevant when
building similarity lists for a large number of signatures, especially when the collections are
small enough that this could consume a good portion of the overall clustering time.
8.4 Performance
Document searching works in largely the same manner as ad hoc searching when using
document signatures and as a result has a similar performance profile. As described in § 8.3,
this is a strong advantage of document signatures; a Hamming distance computation between
two signatures takes the same amount of time irrespective of the number of terms either is
comprised of.
By default, the most time consuming tasks involved in signature searching are the Ham-
ming distance calculations and keeping track of the top-k. In document similarity
One difference between document signature searching and ad hoc signature searching
is that signature masking typically does not occur in the former. The reasons for this are
effectively the same as those described in § 3.5.3; as both the search query and the items
being searched are full documents, the issues associated with creating masks for document
signatures apply to the query when that query is also a document signature. The fact that
masking is not necessary on either side for similar document searching to work also provides
some potential avenues for optimisation through collection preprocessing, a facet of signature
searching that is explored further in Chapter 9.
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8.5 Summary
The central theory underpinning the approach of using signature files to compute the similar-
ity values between different collections is that the Hamming distances between signature files
correlates with the similarity between the documents those files represent. This is difficult
to prove, especially considering that the answer may vary depending on how similarity is
defined.
One popular metric for determining the similarity between two objects is cosine similar-
ity. In terms of comparing documents, this essentially means that the two documents being
compared are represented in the vector space model as two vectors, and the cosine of the
angle between them is computed. This value can range from 1.0 in the case of both vectors
pointing in the same direction to 0.0 in the case of the vectors being at right angles. Values
below 0.0 are impossible as only positive values are valid in the vector space model. With this
system, a value of 1.0 means the documents are entirely similar and a value of 0.0 means that
they are entirely dissimilar. Plotting the cosine similarity and signature Hamming distances
of various pairs of documents show that there is a correlation between Hamming distance
and cosine similarity, although it is a particularly noisy correlation and one that becomes less
reliable as the level of similarity changes.
While this showed that there was some level of correlation between cosine angle and
Hamming distance, this only shows a correlation with similarity in that cosine angle is also of-
ten used as a measure of similarity. To be able to truly show a correlation between Hamming
distance and similarity, it is necessary to start with documents that are shown to have a certain
level of similarity and compare their Hamming distances to see if they match. To do this 100
pairs of randomly-selected documents from ClueWeb09 were combined together to generate
100 interpolated documents representing graduations from 1% to 100% similarity between
each pair. The interpolations were then compared with the document that they were generated
to be graduating towards, such that the 10% graduation would represent a document that is
10% similar to that document, and so on. For this to truly represent a graduation of similarity
it is necessary for the documents in a pair to be entirely dissimilar, so that it is fair to say that
the similarity between them is 0%. While this is difficult to show, there are enough pairs of
random documents that on the whole it is safe to say that the documents will have nothing to
do with each other simply by virtue of them being randomly selected. With this data a clear
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correlation is shown, although it becomes very messy as soon as the similarity drops below a
certain threshold. It does, however, form a clear enough picture to make it a safe assumption
that Hamming distance and similarity are correlated.
These experiments, however, only showed that Hamming distance correlates with docu-
ment similarity in a vector space model or bag-of-words sense; showing that the documents
share terms, not Hamming distance is able to determine if documents are topic or category
correlated. To test this out, terms from the Wikipedia collection that share a particular topic
were pairwise compared to determine if they were more strongly correlated than random
documents from the collection as a whole. This data was gathered from the relevance judge-
ments used for the same collection; if two documents were both marked as relevant responses
to the same query, they were deemed to share a topic. This experiment found that intra-
topic distances were closer than distances between documents in the collection as a whole;
however, there was also a significant overlapping portion between the distances where it
would be impossible to make a clear determination about whether a pair of documents was
topic-correlated or not. The same experiment was also repeated on data from the Wall Street
Journal collection, utilising the article descriptors found between the <IN> </IN> tags as
topics. Documents that shared the same tags were more closely correlated than the rest of
the collection; although again with a significant overlapping region in which it would be
impossible to make a determination one way or another.
The fact that virtually the same approach can be used for document similarity searches
as with ad hoc searches is one advantage signature files have over inverted file approaches.
While inverted file approaches scale poorly to the size of the query, signature files operate at
a constant speed irrespective of query size, making it not only feasible to search a collection
using an entire document as a query, but also no slower than a regular ad hoc search. Ad-
ditionally, the fact that a query mask, as necessary for ad hoc searching is not necessary for
similar document searches can be taken advantage of in order to improve search performance
with techniques such as the one discussed in the next chapter.
Chapter 9
Inverted Signature Slice Lists
The “Hamming distance problem” refers to the problem of scalability when it comes to
searching document signatures and locality-sensitive hashes. Irrespective of how fast the
individual Hamming distance computations are, the fact that every signature in the collection
needs to be compared to the query signature limits the applicability of document signature
approaches when collections become sufficiently large. By combining aspects of inverted
file and frame-sliced signature approaches we can develop a process that makes it possible to
search signature files in a fraction of the time it takes currently, albeit with some limitations.
The general concept behind inverted signature slice lists is that the document signatures
are sliced into sub-signatures, which are then inverted into a lookup table and associated
with lists of signatures. As a result of this inversion, it is possible to look up the signatures
associated with certain slice bit patterns in constant time. Due to the fact that it is also
desirable to find signatures that do not map exactly, adjacent signatures are looked up in the
same way. The number of different times a signature is found in a slice list and the adjacency
to the query slice it was found in is information that can be put together to form a reasonable
estimate of what each signature’s Hamming distance might be in a fraction of the normal
processing time.
While the inverted signature slice list approach is limited in its effectiveness at discrimi-
nating between signatures that are sufficiently far away, as well as limited to scenarios where
masked query signatures are not in use, the approach does allow a potentially vast increase
in signature search time.
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Portions of this chapter were published in the paper Efficient Top-K Retrieval with Signa-
tures [Chappell et al., 2013], which was published in Proceedings of the 18th Australasian Document
Computing Symposium. ACM, 2013.
Portions of this chapter are also present in the paper Approximate Nearest-Neighbour Search
with Inverted Signature Slice Lists [Chappell et al., 2015], which was published in Advances in
Information Retrieval: 37th European Conference on IR Research, ECIR 2015. Springer, 2015.
9.1 Signature search scalability
Through the use of highly efficient population count instructions, data structures optimised
for effective CPU cache utilisation and minimally-synchronised parallel processing, signature
searching through TOPSIG can be a highly efficient task on collections of small to medium
sizes, albeit with some performance issues when attempting to retrieve a large number of
results in one search, as shown in §§ 6.2.10–6.2.11. However, there are limits to how quickly
signatures can be searched on a given piece of hardware, as shown in § 5.4.10, and with
similar results found in a more direct implementation of the same concept (§ 5.2.4). The fact
that every signature in the signature file needs to be processed puts a fundamental ceiling on
signature search performance, no matter how efficient the implementation.
It is worth noting that the inverted file [Harman et al., 1992] approach, which has its own
disadvantages as discussed in § § 8.3, does not suffer from this limitation. An inverted file
search engine stores, for each term, a list of documents containing said term. As such, the
only time the entire collection or even a considerable portion of it needs to be considered
is when searching for query terms that appear in most of the documents. As it is often
disadvantageous to index these in an inverted file system anyway, in many cases a far smaller
portion of the collection is all that needs to be considered. Additionally, the amount of data
that needs to be processed by the search engine during the process of searching is far smaller
than the equivalent in signature data, with the exception of particularly pedantic cases where
a very large number of terms are included within the query.
Avoiding this fundamental limitation of signature searching requires using some method
of filtering signatures so that only signatures that have a chance of being within a reasonable
Hamming distance of the search query have to be processed.
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Signature # 1 2
Bit position 0 1 2 3 0 1 2 3
Figure 9.1: Example interleaved organisation of two 4 bit signatures
Bit position 0 1 2 3
Signature # 1 2 1 2 1 2 1 2
Figure 9.2: Example planar (bit sliced) organisation of two 4 bit signatures
This inherently requires some manner of inversion scheme; using some information from
the query to access information that will allow the search engine to consider fewer signatures
than it would otherwise. Part of the problem is that, in a strictly neutral sense, there is no way
of making such a determination perfectly without consulting the actual signature data. This
is partly due to the versatility of signature queries; a given query could be masked to consider
just one bit of the signature, all bits, or anything in between. There is no one scheme that
can handle all of these situations, so any such approach will need to be specialised, based on
what can be anticipated about the nature of the queries.
9.1.1 Bit-sliced signature files
To ameliorate the costs of signature searching in the superimposed coding signature file
approach, Roberts [1979] proposed a bit slicing approach to signature storage and searching,
in which signatures are stored in vertical slices of one bit position from multiple signatures,
rather than with all the bits from one signature followed by all the bits from another signature,
and only the bits associated with a particular query are processed. The idea behind this
approach is that a typical ad hoc query signature, which is normally far less dense than a
typical document signature, will only care about a small number of bits in the signature.
As the majority of the bits that make up the signature are just going to be ignored during
searching anyway, avoiding spending any time processing these would effectively be a free
way of improving performance.
The decision to only process certain bit positions in signatures has implications for the
way signatures are stored in memory and on disk. As Table 5.6 (page 130) showed, when
the processing performed on the data is so light, it does not matter from a performance
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perspective whether the data is processed or not, only that it is accessed. As performance is
limited to the speed at which the cache can be filled from memory, the only way to efficiently
process individual bit positions of signatures is to have the data from individual bit positions
stored contiguously. The approach proposed is to store signature data in planar, rather than
interleaved format [Kent et al., 1988]. Hence, rather than the signature file being divided
up into individual signatures, as depicted in Figure 9.1, the signature file is instead divided
up into segments representing each bit position and containing the bits each signature has at
those bit positions, as depicted in Figure 9.2.
Bit slicing is, however, limited to a certain extent in how far it can optimise performance.
Using a typical signature density; for instance, 1
21
will result in a query comprised of a single
term in a 1024 bit signature collection retrieving ∼ 48 of these bit slices from the collection.
A two-term query, the most popular query length in 2008-2009 according to Hitwise1 would
require ∼ 96 bit slices. Queries are getting longer, too, with Google reporting in 2010 that
54.5% of user queries were more than 3 words long2. This problem can be reduced by
lowering the signature density, making bit-sliced signatures a more feasible option as fewer
bit slices need to be retrieved for a query to be run [Kent et al., 1988]; however, reducing
the signature density comes with an associated reduction in search quality. As Figure 6.14
(§ 6.2.9, page 208) showed, reducing the signature density past the optimal point results in a
steady reduction in MAP. While reducing the signature density from 1
21
to 1
64
would result in
a potential tripling of processing speed (ignoring other factors) while utilising the bit-sliced
approach, this comes at the cost of nearly 20% of the MAP score for ad hoc searching.
To get around this limitation, Sacks-Davis and Ramamohanarao [1983] proposed a scheme
by which the bit-sliced file addresses blocks of signatures, rather than the individual sig-
natures themselves. These block-describing signatures represent all the signatures within
the block such that a match with the block signature is necessary before matches with the
signatures contained within are to be considered. It should be noted that this approach is
specifically designed for signatures created through the superimposed coding method, in
which there is no such thing as a false negative, only false positives, and the approach to
searching these signatures is designed around eliminating all signatures that cannot possibly
1http://image.exct.net/lib/fefc1774726706/d/1/SearchEngines_Jan09.pdf (re-
trieved October 19, 2015)
2http://certifiedknowledge.org/wp-content/uploads/2010/05/image.png
(retrieved October 19, 2015)
9.1. SIGNATURE SEARCH SCALABILITY 289
contain all the search queries. As a result, this approach does not by itself increase the error
rate or reduce search quality; however, for it to be effective in increasing performance, it too
requires a corresponding reduction in signature density and hence search quality [Zobel et al.,
1998].
Requesting fewer bit slices than the number of bits in the query signature is another
proposed approach for reducing the number of bit slices that need to be requested [Kent et al.,
1990, Sacks-Davis et al., 1987]. Once again, this is designed around the superimposed coding
approach; searching for fewer bits does not increase the error rate; however, it does increase
the number of false positives that will be found. With the superimposed coding approach this
method found some success; however, it is of limited utility when used in conjunction with
topological signatures.
As previously described in § 6.2.8 (page 201), topological signatures have a Hamming
distance error rate that is binomial in nature. Figure 6.13 (page 205) showed how increasing
the signature width results in a much smaller increase in the range of Hamming distances that
the bulk of the documents in the collection fall into. In the same way, reducing the signature
width results in a relative increase in the amount of error in the Hamming distance. This is
the main reason longer signatures are more effective for retrieval than shorter signatures.
Using less than all of the query signature will have effectively the same result on search
quality as using a smaller signature width in the first place; if the number of bits utilised is
halved, the effect on search quality will be the same as moving from 1024 bit signatures to
512 bit signatures. In order to have a substantial effect on search performance, this reduction
will need to be significant. Using 6 to 8 bits of the query signature [Zobel et al., 1998], the
minimum number that should be processed in order to maintain an acceptably low level of
false matches [Kent et al., 1990, Sacks-Davis et al., 1987] would have the same result on
a 1
21
-density 1024 bit signature as reducing the signature width to 128 bit, a change that is
associated with a substantial reduction in search quality (Table 6.11).
While the approach clearly has some potential for increasing the performance of search-
ing topological signatures with short ad hoc queries, bit-sliced signatures sacrifices a good
portion of the advantage signature files have over inverted file options, resulting in an in-
flexible storage design with less potential for multithreading in exchange for performance
increases that only apply in limited situations.
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the 0 01 1 0 1 0 0 1
quick 1 0 1 1 0 0 1 0
brown 1 0 0 1 1 0 1 0 0 1
fox 1 0 0 1 0 1 0 0
document 11010001 00110110 00000100 00000011
Figure 9.3: Example of the creation of a typical superimposed document signature
9.1.2 Frame-sliced signature files
To improve on the shortcomings of bit-sliced signatures, Lin and Faloutsos [1992] proposed
the use of frame-sliced signature files to improve on the performance of signature files
without compromising on insertion speed the way bit-sliced signatures do. In frame-sliced
signature files, rather than each term setting bits throughout the signature, the bits set by each
term are all set entirely within a randomly chosen frame in the signature. The signatures
are then stored vertically frame-wise, requiring only the lists of frames corresponding to the
frame positions used by terms in the search query to be processed.
To demonstrate how this approach would work within TOPSIG, consider a collection
of 32 bit signatures and a signature density of approximately 1
4
. Figure 9.3 shows how a
document (comprised of the text "the quick brown fox") could be converted into a
signature in the normal way. Figure 9.4 shows how the same process would work using the
frame-sliced signature approach, with the signature divided into four 8 bit frames. The frame
is chosen using the same random number generator that decides the bits to set, and as a result
from the term the frame can be determined. The signature file is then transposed in the same
manner as with bit-sliced signature files, except frame-by-frame, not bit-by-bit. Only the
frames corresponding to the terms in a particular query need to be considered, and for short
queries, this could substantially reduce the amount of data that needs to be processed per
query without the same inflexible data structure as with bit-sliced signature files.
The problem with this approach is that keeping the number of inter-term collisions at a
manageable level requires that the bits be randomly spread out through the signature file.
This keeps the number of collisions low and the impact of individual collisions lower, as it is
expected that not all bits will match a given query. One effect that frame-sliced signature files
have is a severe limitation in where the bits that correspond to a term can potentially go. As
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the 11000111
quick 10011000
brown 01100111
fox 11010110
document 10011000 11000111 01100111 11010110
Figure 9.4: Example of the creation of a frame-sliced document signature
Figure 9.3 shows, while there are plenty of chances for a collision to occur, and a number of
collisions do occur, the impact of these collisions is minimal as terms still set enough bits to
be retrievable. Maintaining the same density while moving to a frame-sliced model results in
the frames being extremely dense. As the number of frames is far lower than the number of
bits, the chance of a frame collision between terms occurring is considerable; the same chance
as two bits coinciding; however, the impact of such a collision is far greater due to the fact that
when two frames collide the majority of bits within those frames will also collide, potentially
making both terms irretrievable. This downside appears to be difficult to surmount due to the
fact that the slices must be sufficiently small for there to be a considerable performance gain
from utilising the frame-sliced signatures approach. While the frames themselves could be
made less dense to reduce the impact of the frame collisions, this would come with the same
costs as reducing the density of term signatures in any other context, as Figure 6.14 (§ 6.2.9,
page 208) showed.
9.1.3 Collection filtering approaches
The aforementioned approaches all focus on dealing with a smaller portion of each signature
in order to increase performance. Another way to avoid calculating Hamming distances for
the full-sized collection is to remove from consideration signatures that are unlikely to be
close to the search signature early on. This means filtering out the portion of the collection
that is least likely to contain any signatures close enough to the search signature to appear in
the list of top-k nearest, allowing Hamming distances to be computed only on those hashes
that are most likely to be near-duplicates.
It is important to note that computing the Hamming distances between the search signa-
ture and every signature in the search collection is only necessary due to the fact that any
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signature could potentially be one of the nearest k signatures (for any value of k up to the
size of the entire collection), no matter how dissimilar it is to the search query. However, we
observe that this is not a typical use case for signature searching.
In ad hoc searching, for instance, the results that the user wants are generally ones that
actually contain the query terms, and even with the usual amount of inter-term cross-talk that
document signatures experience, these should be relatively close to the search query.
As the histograms in Chapter 6, such as Figure 6.16 (§ 6.2.10, page 214) demonstrated,
the average Hamming distance of a relevant query result is approximately half the average
Hamming distance of an average non-relevant result. Many of the relevant results fall far
closer to the query than the non-relevant results, as otherwise they would not be retrievable.
In that sense it may not be necessary to accurately retrieve the top-k results, only those results
that appear within a certain range.
Other searching applications have even more specialised needs. In near-duplicate de-
tection, only signatures that are close enough to the search signature to be considered a
duplicate need to be retrieved without error. In more general k-nearest-neighbour cases, it is
again considered most important to be able to retrieve signatures that are close to the search
signature (for example, close enough to belong in the same cluster.) The correct identification
of the exact ranking of nearest k neighbours is unimportant if the exact similarity scores do
not really matter.
As such, being able to identify signatures that are likely to be similar before performing
Hamming distance calculations is desirable. In this paper, we introduce one such approach
that involves the generation of posting lists associated with a particular signature collection
that makes it possible to rapidly identify signatures that are close to a given search signature
and discard those that are farther away. This approach works with any collection, providing
the items in it have been hashed with an appropriate locality-sensitive hash.
One potential approach is to use signatures small enough such that two documents that are
similar enough to count as duplicates produce the same hash. The documents that correspond
to each hash can then be stored in a list associated with that hash, immediately filtering out
all the documents that do not have a matching signature.
This approach could be highly efficient, but is limited by the hashing function only
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supporting one level of discrimination, namely the exact match, which needs to be tuned
to balance the frequency of type I and type II errors. This tuning can only be applied per-
collection, not per-document, as the search signature must be tuned with the same parameters.
The inability to discriminate also prevents it from being used for k-nearest-neighbour search-
ing as the threshold cannot be dynamically tuned for k.
It also has limited use as a k-nearest-neighbour approach, due to the fact that the best
results for a particular search may not be exact matches: as a result it is necessary to be able
to distinguish between close matches (that may still be candidates for inclusion in the result
list if there are fewer close matches).
Another approach is to cluster the collection of signatures initially and only perform
Hamming distance computations on signatures that appear in the same cluster as the search
signature. One downside to this approach is that most suitable clustering approaches (such as
k-means clustering [MacQueen et al., 1967]) require a substantial amount of collection pre-
processing. Additionally, non-overlapping clusters present the complication that searching
for signatures that fall near the outer edge of their clusters (and potentially closer to signa-
tures in other clusters than certain signatures in their own clusters) can result in diminished
performance.
9.2 Inverted signature slices
The approach we propose in this chapter, the inverted signature slice list, is similar to the
inverted file approach [Rijsbergen, 1979], but applied to the frames of the binary signature,
rather than the terms in the original document.
The document signature is subdivided into bit slices, each of a fixed length, in a similar
method to frame-sliced signatures. The value of each bit slice and its position are then used
to index into an array of lists. The list associated with this slice’s value and position provide
constant-time lookup of this signature and any others that share the same bit slice. Building
these lists from a collection of signatures is very time-efficient because record lengths are
fixed and text parsing is unnecessary.
Once the lists have been generated, searching is simply a matter of slicing the search
signature and looking up the documents that share slices that both exactly match the search
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Algorithm 9.1 Pseudo-code algorithm for lists generation
1: for all signatures ∈ collection do
2: for all slice positions ∈ signature do
3: slice value← signature[slice position]
4: list[slice value, slice position]← signature
5: end for
6: end for
slices and slices that are adjacent to those. The number of times a given signature appears
in these lists and the quality of those occurrences (exact matches being more valuable than
near matches) give an indication of how close the document signature is to the search sig-
nature. Hamming distances can then be computed from the search signature for those likely
candidates and the true top-k results extracted from that.
For this approach to work it is necessary for the search signature to be a complete signa-
ture, not a masked signature as is used in ad hoc searching. This is due to the fact that the
slice needs to be able to be looked up exactly and each masked-off bit in the search signature
doubles the number of slices that need to be looked up. This limits the inverted signature slice
list approach to cases in which the search signature is a whole signature, such as in document
similarity searches.
9.2.1 Slice list creation
Generating the posting lists involves reading each signature in the collection, dividing that
signature up into slices and adding its id to the lists associated with each slice, as shown in
Algorithm 9.1).
This process is very similar to the construction of a typical inverted file, but with two key
differences:
• The position of the slice is stored along with the content of the slice to make up the
corresponding term. For example, if a slice 00110011 makes up the first 8 bits of a
signature, and the (identical) slice 00110011 makes up the last 8 bits of a signature,
the two slices have no relation to one another and hence correspond to entirely different
inverted lists. This is in contrast to a typical inverted file, where the presence of a given
word usually results in the document being placed in the same posting list regardless
of whether the word appears at the start, at the end or in the middle of the document.
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• While inverted files make use of an associative container for looking up terms, it is
simpler and more efficient to use the slice’s value directly as an array index. For
instance, the slice 00110011 has its value (51 in decimal) used as an index into an
array large enough to store all 256 possible slices.
In the proposed approach one of these arrays is created for every possible slice position. If
signatures are 64 bits wide, there are 8 possible positions this slice could appear in, hence a
total of 8 arrays capable of storing up to 256 slices. There is one of these arrays for every
possible slice position, so if the signatures are 64 bits wide, there are 8 possible positions this
slice could appear in, hence a total of 8 arrays. This can potentially represent a significant
waste of memory if the collection is too small to cover most of the indices; as such, it is
important to tune the slice width to suitably match the collection size.
The other reason it is important to adjust the slice width to the collection size is due to
the fact that each additional bit of slice width will halve the expected number of signatures
associated with a given slice width and position. To illustrate this with an extreme case, if
1 bit slices were used, each slice could only have a value of 0 or 1. If the signatures are
randomly distributed, it would be expected that half the signatures would be associated with
the 0-value slice for each position and half the signatures associated with the 1-value slice.
As each position would likely divide up the collection differently, any given search signature
would likely cover the majority of the collection, which is undesirable as the goal of this
approach is to substantially reduce the number of signatures that need to be considered for
Hamming distance computation.
Increasing the slice width reduces the load on any particular [value, position] pair by
half; as there are more possible values of each slice, each slice value would cover less of the
collection. Increasing the slice width will then continue to subdivide the collection and hence
represents the most effective way of improving search performance.
The most efficient slice width for a particular collection may not necessarily be a power
of 2. Furthermore, it does not even need to divide evenly into the signature size. In those
cases, when w bit slices divide unevenly into the n bit signature, (w − 1) bit slices may be
included alongside the w bit slices for some positions to ensure that the slices remain largely
uniform in width and that they cover the entire signature. For instance, a 63 bit signature with
32 bit slices may have slice position 0 covered by a 32 bit slice and slice position 1 covered
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0 1 2 3 4 5 6 7
00
01
10
11
Table 9.1: Example structure of a [w = 2, n = 16] posting list array. 2w rows (all possible
slice values) and n
w
columns (all possible slice positions) where n is the signature width andw
is the slice width. If the collection is small enough, many of these cells will remain unfilled.
by a 31 bit slice. This means the corresponding table for that slice width may be jagged,
with certain columns shorter than others. This has negligible implications for performance;
uneven slice widths prove to work just as well in practice as even ones.
The slice lists only need to be generated once for each collection. After generation, the
lists can be stored on disk and loaded into memory by the search tool. To minimise loading
times, we store the slice lists in a block that can be loaded into memory and used as-is.
The amount of disk space (and, when searching, memory) consumed by the posting lists
file is influenced by slice width, the number of slices per signature and the collection size.
Low slice widths result in a smaller table structure, but more signatures being referenced in
each list. Higher slice widths increase the size of the table, spreading the signature references
across more lists.
Table 9.1 shows an example posting lists table structure. Each cell refers to a posting
list and the combination of row (bit pattern) and column (slice position) allows the matching
signatures to be looked up in constant time. Each time the slice width increases by 1 bit, the
number of possible bit patterns (and hence rows) doubles. At the same time, the number of
possible positions decreases, as larger slices of a constant-width signature correspond with
fewer slices, hence the number of columns in the same table decreases.
A reference to every signature in the collection must appear in each column of the table
(as every signature will match at least one pattern for every slice position). When the slice
width is too small, increasing the slice width can actually reduce the disk space required
to store the posting lists. As the slice width continues to increase, however, the amount of
space taken up by the supporting structure will also increase, overwhelming the benefits from
reducing the number of entries in the posting lists. However, when the average number of
signatures per list goes below 1, the same savings do not continue to materialise. Even blank
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spaces in the table consume some space (typically an integer for each cell) and, for large
enough slice widths, the structure of the table can grow larger than the total size of the lists
themselves. As a result, for a given collection size and signature size there is a slice width
for optimal memory consumption; increasing or decreasing that slice width will increase the
amount of memory needed to store the file.
Slice list generation has little impact on the overall computational time efficiency of
our approach. For example, creating the 26 bit slice lists for the English-language subset
of ClueWeb09 (approximately 500 million signatures) on a 2.40GHz Intel Xeon computer
took under 3 hours single-threaded (using 1024 bit signatures). Generation can be trivially
parallelised by having each thread build slice lists for different subsets of the collection and
merging them at the end. However, for the purposes of the research presented in this paper,
the parallelisation of the slice list generation process was deemed unnecessary, even for a
collection as large as ClueWeb09. This is due to slice list generation being a step that only
needs to be performed once for each collection, after which the lists can be loaded each time
the collection is searched, similar to a regular search index. On the other hand, parallelisation
of the search process can lead to significant improvements in terms of computational time
efficiency.
Depending on the structure used to store the array of posting lists, it may be possible to
add new documents to the lists as they are added to the collection without regenerating the
entire array. However, dynamic arrays often have performance or storage efficiency impli-
cations that may discourage this; with sufficiently large collections and the associated slice
widths necessary to search those collections efficiently, the list collection may require most
of the memory available to the system in question. This makes dynamic arrays problematic
as they typically require a buffer of up to twice the amount of memory necessary to hold all
the items in the array for them to remain as efficient as regular arrays. Other data structures
that do not store items contiguously are not in the correct efficiency class for this approach.
ISSL table generation is performed in TOPSIG through the createisl execution mode.
A slice list can only be generated for a pre-existing signature, which is specified through the
SIGNATURE-PATH configuration variable, as with searching. The slice list is written out to
the path specified by the ISL-PATH variable. The size (in bits) of the slices that the signature
is sliced into can be specified through the ISL SLICEWIDTH configuration variable.
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9.2.2 Slice list searching
Searching the slice lists is a more complicated process than indexing them because the search
component is responsible for handling slices that do not match the query slices exactly.
Initially, the query signature is divided into slices in an identical fashion to the indexed
signatures. This may mean uneven slice widths if the desired slice width does not divide
evenly into the signature size, in which case it is important that the query signature is sliced
in the exact same way.
The [value, position] pair associated with each slice is looked up in the array of posting
lists, as done when indexing. Unlike indexing though, we expand the Hamming neighbour-
hood of each search and bring in similar signatures, under the assumption that even very
similar signatures may not match any of the slices exactly. As an example, the 16 bit signature
with two 8 bit slices 10110011 01010001 does not have any slice that exactly matches
the search signature 00110011 01010101, even though there are only 2 different bits and
this may well be considered similar enough to match.
To expand the Hamming neighbourhood, after consulting the [00110011, 0] list
looking for candidate documents to consider, we also consult every other possible slice value
within a certain Hamming distance from the original query. For example, to perform a 1 bit
Hamming expansion, we would include not only 00110011 but also the 8 other possible
slice values that exist one bit away. This includes 10110011 from the example earlier, so
this signature would be picked up, as would any other signature that contains a slice within a
Hamming distance of 1 from the respective slice in the search signature.
We can continue expanding the Hamming neighbourhood of our search signature by
bringing in slices that are farther away. This allows less precise matches to be made at the
cost of additional search time. The number of posting lists that must be considered at each
expansion is the binomial coefficient of the Hamming distance and the slice width, making
the total number of posting lists considered the sum of all Hamming distances up to that
point, or
∑h
i=0
(
i
w
)
where w is the slice width and h is the Hamming distance to expand
the neighbourhood. For example, to expand the neighbourhood to a Hamming distance of 2
requires reading the posting lists for the original slice, the 8 slices that are 1 bit away and the
28 slices that are 2 bits away for a total of 37 posting lists. Using larger slices also increases
the number of posting lists that must be considered in neighbourhood expansion due to w
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h 8 bit 9 bit 10 bit 11 bit 12 bit
0 1 1 1 1 1
1 9 10 11 12 13
2 37 46 56 67 79
3 93 130 176 232 299
4 163 256 386 562 794
5 219 382 638 1024 1586
6 247 466 848 1486 2510
7 255 502 968 1816 3302
8 256 511 1013 1981 3797
9 512 1023 2036 4017
10 1024 2047 4083
11 2048 4095
12 4096
Table 9.2: Given a neighbourhood expansion of h bits with one of these different slice widths,
the number of posting lists that will need to be scanned.
increasing, as Table 9.2 illustrates.
The configuration option used to control the Hamming neighbourhood expansion limits
is ISL-MAX-DIST, which specifies the maximum Hamming distance beyond which expan-
sion will not occur.
To illustrate the interaction between Hamming neighbourhood expansion and slice width,
consider two documents with 24 bit signatures, one just different enough from the other to
have 2 bits that differ (their Hamming distance is 2). This signature could be sliced up in a
number of ways; e.g., into 8 or 12 bit slices. If 12 bit slices are used, there is a 12
23
probability
that both differing bits will end up in different slices and an 11
23
probability that they end up in
the same slice. In the latter case, there is no need to expand the neighbourhood as one of the
slices will match exactly. In the former case, a 1 bit expansion is necessary.
With 8 bit slices, there will always be at least one slice that is identical between the two
signatures. As such, while neighbourhood expansion is unnecessary for the identification of
all signatures a Hamming distance of 2 away when using 8 bit slices, 12 bit slices can only be
expected to identify 11
23
of them without expanding the neighbourhood.
It should be noted that 12 bit slices will have posting lists 1
16
of the length of 8 bit slices,
meaning that moving to a 1 bit neighbourhood expansion (and hence needing to process 13×
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the number of posting lists) would still improve performance over using 8 bit slices and no
neighbourhood expansion.
In summary, while increasing the slice width does trade search accuracy for an increase
in retrieval speed, the trade-off is sufficiently worthwhile that even expanding the Hamming
neighbourhood to fully counteract the reduced search accuracy is often a more attractive
option than leaving the slice width the same. However, given that the improvement in retrieval
speed plateaus after the search table reaches a collection-dependent level of sparsity, retrieval
time efficiency can only be increased up to a point while maintaining a given level of search
accuracy.
The necessity of expanding the Hamming neighbourhood limits and partially counteracts
the performance benefits of increasing the slice width. In fact, each time the slice width is
reduced, the number of posting lists that must be considered to handle a given Hamming
neighbourhood increases. However, at the same time the gains from a particular Hamming
neighbourhood expansion are correspondingly reduced.
ISSL searching is currently limited to searching using signatures within the same signa-
ture file being searched as queries. The range of signatures used for searching is delimited by
the SEARCH-DOC-FIRST and SEARCH-DOC-LAST configuration settings.
9.2.3 Hamming distance estimation
Processing slice lists up to the desired neighbourhood expansion allows the search tool to not
only obtain a subset of the collection containing most of the close signatures, but to also use
this same information for calculating optimistic and pessimistic Hamming distances. This
can make it possible to cull the subset further before calculating true Hamming distances.
Algorithm 9.2 shows the approach we use, with approximate Hamming distance similarity
referred to as score. After processing the posting lists, the highest-scoring signatures are
likely to be the signatures with the lowest Hamming distances from the query signature.
To illustrate this, consider the case of 32 bit signatures and four 8 bit slices before neigh-
bourhood expansion. After consulting the posting lists for all slices, the potential range of
each signature’s Hamming distance can be calculated. A signature that appears in all 4 slices
is one that has exactly matched the search signature and as a result has a Hamming distance
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Algorithm 9.2 Pseudo-code algorithm for list searching
1: for all slice position ∈ query signature do
2: query value← query signature[slice position]
3: for all v ∈ values with 0-n bits set do
4: distance← popcount(query value ⊕ v)
5: similarity← slice width − distance
6: signature← list[query value ⊕ v, slice position]
7: score[signature]← score[signature] + similarity
8: end for
9: end for
of 0. A signature that appears in none of the slices cannot have a Hamming distance of less
than 4 as it would appear in at least one slice otherwise. Therefore, its optimistic Hamming
distance can be calculated as 4 (a case in which every slice had 1 bit differing from the search
signature) and its pessimistic distance calculated at 32 (a case in which no slice had any bits
in common with the search signature.) In the same way, a signature that appears in 3 of the
slices has an optimistic Hamming distance of 1 (if the slice the signature did not appear in
had 1 bit that differed from the respective slice in the search signature) and a pessimistic
Hamming distance of 8 (that same slice containing all differing bits.) With this information,
the subset can be culled based on the user’s requirements. If only signatures with a Hamming
distance of 3 or less are required, signatures with an optimistic distance of 4 or greater can
be discarded without needing to calculate the actual distance.
The range between optimistic and pessimistic Hamming distances can be narrowed through
neighbourhood expansion. In the previous example, one signature did not appear in any of
the slices and hence could have had a Hamming distance of anything from 4 to 32. On
expanding the neighbourhood by 1 bit, if the signature still never appears in any of the slices,
the possible range of values its Hamming distance could occupy is reduced to 8-32.
Using neighbourhood expansion to reduce the range of potential Hamming distances for
signatures in the collection is essentially the core concept behind the inverted signature slice
list approach. Before looking at any signatures, the range of Hamming distances those
signatures could have to the search query is 0-n (where n is the signature size). After
processing posting lists these ranges can be reduced and decisions can be made about which
signatures should have their true Hamming distances calculated.
The SEARCH-DOC-RERANK configuration option is used to control how many of the
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top-scoring signatures have their true Hamming distances from the query signature calcu-
lated. These top-scoring signatures are then stored by their true Hamming distances and
from the new list, the top SEARCH-DOC-TOPK signatures are returned to the user. If
SEARCH-DOC-RERANK is unspecified, it defaults to the same value as SEARCH-DOC-TOPK.
Expanding the Hamming neighbourhood increases the quality of these estimations at the
expense of more search time, but also reducing the subset of signatures that fall within the
desired range, allowing these signatures to be skipped when calculating true distances later.
Based on user requirements, the signature size, slice width, neighbourhood expansion and
heuristics for discarding signatures based on their optimistic and/or pessimistic Hamming
distances can be tuned to produce the desired trade-offs between performance, memory usage
and quality of results.
9.3 Evaluation
Search accuracy and retrieval time are the most important factors when judging the efficacy of
any search approach. Tuning parameters for the inverted signature slice list approach involves
making speed-accuracy trade-offs. To judge whether certain trade-offs are worthwhile or not,
it is necessary to be able to judge the correctness of the results returned.
For the purposes of evaluation, we have used the 500 million English-language documents
from ClueWeb09 (§ B.3) and 1024 bit document signatures. As the inverted signature slice
list approach is designed to retrieve the signatures with the closest Hamming distances to the
query, we are using an exhaustive Hamming distance search that retrieves the closest results
without fail as an approach to compare against. By definition, the closer the results retrieved
by this approach are to the exhaustive results, the more correct they are.
Making a search quality judgement therefore requires a quantitative way of analysing one
set of search results in terms of how closely it matches a second set of search results. The
standard information retrieval correctness metrics of precision-at-n and average precision are
suitable for judging binary classification tasks, such as near-duplicate detection. However, in
the case of the more general problem of document similarity, we want to be able to return
the most similar documents, even if they do not necessarily meet a given similarity threshold.
This makes binary classification metrics insufficient. In addition, metrics such as discounted
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cumulative gain (DCG) [Ja¨rvelin and Keka¨la¨inen, 2002] that do take into account graded
relevance scores are insufficient as they only judge precision, with no penalty for missing
results altogether (thus not recalling true near-duplicates). In fact, as the final step after
processing the slice lists is to calculate the true Hamming distance to the remaining candidate
signatures, the returned order will always be correct and the normalised DCG score always
1.
9.3.1 Cumulative distance ratio
To address these issues, the cumulative distance ratio metric was developed. Cumulative
distance ratio is effectively a graded relevance metric designed for the purpose of evaluating
lists of Hamming distances. This metric considers two lists of equal length; one a list of
the signatures returned by some retrieval method, the other being the definitive list of closest
signatures (obtained using an exhaustive Hamming distance search with every signature in
the collection). It ought to be remembered that, as the inverted signature slice list approach
is only concerned with returning the top-k nearest neighbours, here we are measuring its
accuracy compared to the definitive list of top-k nearest neighbours, rather than some other
external “truth” value.
Algorithm 9.3 Formula for calculating the distance ratio between result lists T and D
DR(p) =
∑p
i=1 T (i)∑p
i=1D(i)
The distance ratio at position p is calculated as the ratio between the cumulative sums
of the Hamming distances of the retrieved documents up to position p, where D(i) is the
Hamming distance of the ith result from the algorithm being evaluated and T (i) is the
Hamming distance of the ith closest signature. For the purposes of calculating the distance
ratio, we let 0÷ 0 = 1: this can be a common occurrence as it happens every time there is an
exact duplicate in the collection (Hamming distance of 0) and the search algorithm finds it.
From this, we can calculate the area under the distance ratio curve as the arithmetic mean of
all distance ratio scores in the result list; the cumulative distance ratio.
To illustrate this, consider a query signature and a collection of 10 signatures with Ham-
ming distances from the query of [3, 5, 7, 9, 14, 17, 24, 28, 33, 34]. A
nearest-neighbour search is run to retrieve the five signatures closest to the query signature
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Algorithm 9.4 Formula for calculating the cumulative distance ratio
CDR(p) =
∑p
i=1DR(i)
p
T(i) D(i) DR(i)
3 3 1
5 7 0.8
7 9 0.789
9 17 0.667
14 24 0.633
CDR@5 0.778
Table 9.3: Example cumulative distance ratio calculation. The cumulative sum values are
divided to produce a distance ratio (DR) for that row, which are then averaged to produce the
cumulative distance ratio (CDR) for that result list. The impact of successive results on the
CDR decreases as more results are seen.
Expansion CDR@10 Search time
0 bit 0.82 0.039 ms
1 bit 0.91 0.185 ms
2 bit 0.97 1.371 ms
3 bit 0.99 5.084 ms
4 bit 1 12.534 ms
5 bit 1 27.865 ms
6 bit 1 55.089 ms
7 bit 1 91.662 ms
8 bit 1 130.887 ms
Table 9.4: Expanding the Hamming neighbourhood is one of the most powerful ways of
improving search accuracy, but it comes with a large performance penalty. The first few bits
provide both the greatest gains to search quality and the fewest penalties to search speed.
A subset of this data is visualised in Figure 9.5. 1 million documents (from ClueWeb09),
1024 bit signatures and 20 threads.
and it comes back with [3, 7, 9, 17, 24]. In this case, the signatures at a distance
of 5 and 14 were mistakenly omitted. These results are compared against the Hamming
distances of the five true closest signatures, [3, 5, 7, 9, 14]. This would produce a
cumulative distance ratio score of 0.778 for p = 5, as Table 9.3 demonstrates.
Expanding the Hamming neighbourhood, as described earlier, causes more posting lists
to be consulted for each search. This increases the pool of candidates and hence search
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Figure 9.5: The impact of neighbourhood expansion (0 bit meaning no expansion) on
cumulative distance ratio
i j Search time CDR@10
0 0 0.040 ms 0.817
1
0 0.112 ms 0.869
1 0.193 ms 0.913
2
0 0.568 ms 0.896
1 0.703 ms 0.951
2 1.399 ms 0.967
i j Search time CDR@10
3
0 2.242 ms 0.911
1 2.452 ms 0.967
2 3.251 ms 0.985
3 5.080 ms 0.989
4
0 7.011 ms 0.913
1 7.258 ms 0.971
2 8.517 ms 0.99
3 11.483 ms 0.995
4 12.744 ms 0.996
Table 9.5: Searching a 1 million document subset of Wikipedia (1024 bit signatures, 16 bit
slices, 20 threads, k = 30) with the smaller candidate threshold. (i = distance beyond which
to stop considering posting lists. j = distance beyond which to stop extending the list of
candidate signatures)
quality at the cost of increased retrieval time. As Figure 9.5 shows, only a few bits of neigh-
bourhood expansion are needed to greatly improve search quality and expanding beyond that
not only provides increasingly diminishing returns but also comes with a substantial impact
to performance (search time: 3 bit = 5.084 ms, 4 bit = 12.534 ms, 5 bit = 27.865 ms, 8 bit =
130.887 ms).
This is due to the number of posting lists increasing binomially while the number of
nearby signatures remaining in the collection is rapidly depleted, causing improvements to
the cumulative distance ratio to start reaching their limit.
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9.3.2 Slicing optimisations
Despite the fact that increasing the width of signature slices results in a corresponding reduc-
tion in search accuracy, with greater Hamming neighbourhoods required to achieve the same
level of search precision that can be obtained with smaller slices, increasing the slice width
is necessary.
One optimisation we have implemented to gain some of the benefits from an expanded
Hamming neighbourhood (specifically, the more precise Hamming ranges of the signatures
found early on) is to define an earlier Hamming range, beyond which any signatures only
seen for the first time will not be considered.
In other words, when processing posting lists beyond this Hamming distance, any docu-
ments that are seen and have already accrued score from earlier posting lists will have their
score increased as normal. However, signatures that have not yet been seen and do not yet
have a score will be ignored. This allows expensive write operations for signatures with a
low likelihood of being close enough to the search query to be elided, saving that processing
time as well as the processing time required to analyse the score table at the end and extract
the top results.
The ISL-MAX-DIST-NONEW configuration option is used to specify the maximum
Hamming expansion distance beyond which previously unseen signatures (that is, signatures
with a score of 0) will not be considered. For obvious reasons, ISL-MAX-DIST-NONEW
must be set to an equal or lower value than ISL-MAX-DIST.
Table 9.5 demonstrates that these parameters can be configured to fine-tune the trade-off
between search accuracy and performance.
While the most effective slice width for a given collection size will depend on a number
of factors, including available memory, a good rule of thumb is to increase the slice width by
one bit each time the collection doubles in size. Doubling the size of the collection will result
in the average posting list length doubling in size too, which will make lookups far slower.
Increasing the slice width, on the other hand, will cause the average posting list length to
halve, the two effectively cancelling each other out. The slice width will therefore be able to
approximately track the memory-efficient hotspot, keeping search times comparable to what
they were before and memory use in line with the collection size.
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Figure 9.6: Keeping the slice width in line with collection growth to reduce the
corresponding growth in search times
Slice width Signatures Memory (MB) Search time
16 bit 15625 22.68 0.266 ms
17 bit 31250 40.24 0.332 ms
18 bit 62500 81.03 0.403 ms
19 bit 125000 154.64 0.499 ms
20 bit 250000 271.37 0.615 ms
21 bit 500000 557.01 0.737 ms
22 bit 1000000 1034.4 0.883 ms
23 bit 2000000 1973.53 1.010 ms
24 bit 4000000 3884.55 1.247 ms
25 bit 8000000 7900.06 1.486 ms
26 bit 16000000 13563.09 2.183 ms
Table 9.6: Increasing the slice width by 1 bit when doubling the number of signatures in the
collection keeps the average posting list length static, resulting in a smaller increase to query
time. As Table 9.8 illustrates, this is also accompanied by a corresponding drop in search
quality which must be alleviated through other means. 1024 bit signatures, 3 bit Hamming
expansion and 20 threads. Figure 9.6 visualises this progression.
Figure 9.6 captures the most significant aspect of the inverted slice signature lists ap-
proach. Note that each point on the curve corresponds to a different slice width, and a
successive doubling of the collection size. As the collection size is increased 1024-fold along
the x-axis, the search time is only increased by less than 10-fold. This is what makes it
possible to search the English ClueWeb09 for top-k nearest in about 57 ms. By comparison,
an exhaustive signature search takes about 2.8s (see Table 9.7); we achieve approximately a
50-fold speedup with the inverted signature slice list approach.
Inverted signature slice lists can scale with the available hardware to handle a variety of
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different collections. The approach can scale to the available memory through the use of large
slice widths and it can scale to available computing resources through parallel processing.
Memory usage is dependent on collection size (and signature size) more than anything else.
While the slice width can have a significant effect on memory usage, performance tends to
plateau not long after reaching the memory-efficient hotspot and going too far beyond that
is rarely necessary. Hence, memory usage generally remains comparable with the storage
required for the signature file in the first place.
9.3.3 Parallelisation
The searching portion of the inverted signature slice list approach lends itself naturally to par-
allelisation. The posting lists and the arrays they exist in are are large, immutable structures
that only have to be loaded once and can then be shared among many threads without need
to duplicate or synchronise these expensive resources.
In contrast to TOPSIG’s regular signature search, ISSL is parallelised in batch form, with
a view to optimising the typical case of needing to search for multiple source signatures
simultaneously. The source signatures are divided up between the number of sub-tasks,
a value specified through the configuration option SEARCH-DOC-JOBS, and these sub-
tasks are queued. Then threads are spawned, the number of which is specified through the
configuration option SEARCH-DOC-THREADS and threads take on one job at a time and
proceed to search for all the signatures assigned through that job before taking on a new job.
As a result each thread takes care of its own top-k tracking as there is no need to merge the
results returned from multiple workers and the only synchronisation necessary is a single
atomic variable used to track assigned jobs.
In testing, the multithreaded implementation provides up to a 6.6× performance im-
provement over the single-threaded implementation (see Figure 9.8). Further performance
improvements should be possible. In fact, most congestion should be avoidable because
there is little need for the threads to communicate during processing.
Each thread maintains its own score arrays, as these need to be written to frequently. As
they grow in size linearly with the collection, these data structures can be a significant cause
of memory usage as the number of simultaneously-running threads increases.
9.3. EVALUATION 309
12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
0
2
4
6
8
10
12
14
16
18
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
Query time (ms) Memory use (MB)
Slice width (bits)
Figure 9.7: When the table becomes too big for the collection it was built to contain, each
1 bit increase to slice width will nearly double the total memory usage. At this point the
search speed usually plateaus while memory utilisation continues to climb. As with other
optimisations, most of the benefits are realised early on. It is rarely necessary to go many bits
beyond the memory-efficient hotspot. Table 9.8 contains the data used in this figure.
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Figure 9.8: 26 bit slices, 3 bit Hamming expansion. Due to erratic scheduling, it is difficult to
determine the most efficient number of threads for searching. In this experiment 19 threads
was found to be the fastest organisation (38.317 ms search) and single-threaded the slowest
(256.508 ms search).
Slice width Search time Memory (MB) CDR@10
23 bit 199.738 ms 180029.43 0.925
24 bit 112.783 ms 177417.01 0.915
25 bit 66.753 ms 176260.59 0.902
26 bit 56.955 ms 177346.38 0.894
Exhaustive 2843.619 ms 92266.03 1
Table 9.7: Searching ClueWeb09 (500 million documents). 3 bit Hamming expansion, 20
threads.
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Figure 9.9: Indexed signature slice lists allow k-nearest-neighbour determination to be
performed efficiently even on web-scale collections. This collection is a 500 million
document English-language subset of ClueWeb09 Category A. 1024 bit signatures, 20
threads.
Slice width Memory (MB) Search time CDR@10
12 bit 512.451 15.435 ms 0.992
13 bit 486.889 8.57 ms 0.988
14 bit 469.643 5.623 ms 0.983
15 bit 454.257 3.813 ms 0.976
16 bit 443.246 2.413 ms 0.967
17 bit 443.052 1.923 ms 0.96
18 bit 456.543 1.453 ms 0.945
19 bit 495.099 1.171 ms 0.933
20 bit 557.47 1.025 ms 0.924
21 bit 742.026 0.852 ms 0.906
22 bit 1034.396 0.728 ms 0.888
23 bit 1618.767 0.679 ms 0.87
24 bit 2843.138 0.62 ms 0.849
25 bit 5523.508 0.554 ms 0.834
26 bit 8527.693 0.548 ms 0.836
Table 9.8: The optimal point for memory efficiency is dependent on the collection size (in
this example, 16-17 bits.) Below that, duplicates of signature references uses the majority
of the memory. Higher, the table structure overwhelms. 1 million documents, 1024 bit
signatures, 3 bit Hamming expansion and 20 threads. The relationship between search time
and memory usage is visualised in Figure 9.7.
Both offline (batch querying) and online processing models can be implemented in this
way. The most promising designs are those where each thread is responsible for its own query
(or queries) and does not need to communicate with any other thread during this process.
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These models, optimised for maximum throughput, would be most successful at making the
best use out of the underlying hardware.
The flaw with models that attempt to optimise per-query is that this requires synchronising
data structures (such as the score arrays) that are frequently read and written to. Inverted
signature slice lists are highly efficient, but heavily rely on caching for that efficiency.
As described earlier, while the indexing portion of this approach is also parallelisable,
the potential benefits of optimising this once-off operation were considered insufficiently
valuable as a research area. Hence only the search component has been parallelised in this
implementation.
9.4 System comparisons
Up until now, this chapter has only looked at the performance of inverted signature slice lists
in comparison with exhaustive searching. This is because it is difficult to find systems that
address the same problem space as ISSL, are designed for performance and are publicly
available for benchmarking against. While there are publicly available locality-sensitive
hashing libraries (such as LSHKIT [Dong, 2011]), the fact that they are designed to take the
original floating-point index vectors as input makes it difficult to compare them against more
generic solutions like ISSL which can accept binary data created through any approach. One
example of a tool that does address the same problem space as ISSL and is simultaneously
designed for performance is Norouzi et al. [2014]’s Multi-Index Hashing (MIH).
Multi-index hashing works in a similar way to inverted signature slice lists. Both ap-
proaches operate directly on binary vectors. Both approaches slice the vectors up into binary
substrings for storage into tables, which can then be efficiency searched. Both approaches
compare the full vectors to the search query in the final step. The biggest difference between
the approaches is that, while ISSL is designed to find approximate neighbours efficiently,
the multi-index hashing approach is designed to produce exact matches while still obtaining
sub-linear performance; the authors claim an improvement in performance of more than two
orders of magnitude.
While configuring the ISSL approach to handle a given collection size involves tuning the
signature slice width, configuring the multi-index hashing approach involves modifying the
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hash table count (which, in conjunction with the vector size, determines the substring width).
As with ISSL, biggest collections require longer signature slice widths to search efficiently,
meaning that the hash table count needs to be reduced. Like ISSL, the multi-index hashing
approach takes advantage of the fact that bigger collections also tend to contain more results
close to the query, meaning that less work needs to be done to find the closest results.
A number of tests were done to determine how the multi-index hashing approach stacks
up against inverted signature slice lists. Firstly, we test the approach against collections
of 104-108 64 bit signatures generated from the ClueWeb09 collection (§ B.3), as 64 bit
signatures were used for many of the multi-index hashing examples and are clearly what
the approach was designed to work with. The results of this experiment appear in Table 9.9.
The results were obtained by searching the collection size with 10 000 queries and dividing
the amount of time the search took by 10 000. Each tool was configured to return the top 100
results for each search.
Collection size 10 000 100 000 1 000 000 10 000 000 100 000 000
Linear scan 0.128 ms 1.141 ms 11.316 ms 114.112 ms 1151.578 ms
Multi-index hasher 0.153 ms 0.604 ms 2.15 ms 11.776 ms 43.545 ms
TOPSIG (1 thread) 0.223 ms 0.679 ms 7.192 ms 69.848 ms 693 ms
TOPSIG (32 threads) 0.147 ms 0.148 ms 0.576 ms 6.053 ms 76.426 ms
ISSL (1 thread) 0.13 ms 0.144 ms 0.163 ms 0.505 ms 0.519 ms
ISSL (32 threads) 0.11 ms 0.114 ms 0.12 ms 0.259 ms 0.168 ms
Table 9.9: Query time comparison between the multi-index hashing approach (Multi-index
hasher), its baseline for linear searching (Linear scan) against exhaustive TOPSIG and ISSL
approaches. Collection is comprised of 64 bit signatures.
9.4.1 Baseline comparisons
The first thing to look at are the two baselines. The software distribution of the multi-index
hashing tool comes with two programs, mih and linscan; the former implements the
multi-index hashing approach, while the latter implements a basic linear scan similar to the
default approach used by TOPSIG, used to produce baseline results to compare the multi-
index hasher against. The linear scan in question here is approximately 1.6× slower than
TOPSIG in single threaded mode. This is reasonable, as TOPSIG’s linear searching approach
is highly optimised, so there may be a gap in terms of implementation quality here. Note
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that neither of these tools is multithreaded, although this is documented as a potential future
modification on the program’s website3.
9.4.2 Substring widths
The next concern is the size of the signature slices to use for each method. The RUN.sh
script supplied with the multi-index hasher suggests hash values to use for various collection
sizes, and those values were used here. As ISSL works differently (using the substring widths
directly instead of using hash tables) slice widths of 32 bits are generally not recommended
except on collection sizes in the billions. As the signatures here are only 64 bits long, the
only signature widths that really make sense are factors of 64 - this effectively means 64, 32,
22, 16, 13, 11, 10 and 8. Apart from 64 and 32, which are longer than reasonable for an ISSL
table of a collection of this size, the slice widths in each case were chosen as the longest value
that would return 100 results for every query. The results of this selection process, as well as
the hash table counts that were chosen for the multi-index hasher are shown in Table 9.10.
Multi-index hasher ISSL
Collection size Hash tables Substring width Slice width Slices/sig
10 000 5 13 bit 11 bit 6
100 000 4 16 bit 13 bit 5
1 000 000 4 16 bit 16 bit 4
10 000 000 3 22 bit 16 bit 4
100 000 000 2 32 bit 22 bit 3
Table 9.10: Hash table counts and slice widths for the multi-index hashing and ISSL
approaches used for the experiment in Table 9.9.
9.4.3 Performance of the multi-index hasher
The multi-index hasher’s claim to sublinear performance is clearly shown to be justified in
Table 9.9. While initially outperformed by the 32-threaded exhaustive TOPSIG, when the
collection size reaches 100 000 000 results the multi-index hasher outperforms it by a good
margin.
3https://github.com/norouzi/mih (retrieved October 19, 2015)
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9.4.4 Comparing multi-index hashing to ISSL
While the ISSL approach is clearly much faster than the multi-index hashing approach, in
a number of respects the methods are simply not comparable. As was discussed in § 9.3
(page 302), ISSL is about making trade-offs between speed and accuracy, while the multi-
index hashing approach only makes relatively mild memory trade-offs. There are no settings
that will enable the multi-index hasher to search a collection of 100 000 000 signatures in
under a millisecond, while at the same time, no reasonable settings will allow the ISSL
approach to obtain the same level of accuracy (100%) at retrieving the top-k results as the
multi-index hasher (increasing the Hamming neighbourhood expansion radius will increase
the accuracy of the ISSL method, but the default TOPSIG exhaustive searching code will
become a more efficient option before the ISSL approach reaches perfect accuracy.) In some
respects, the choice between the two methods depends very much on the problem domain.
There are, however, some other issues that make used of the multi-index hasher difficult in
certain situations.
9.4.5 Performance across different signature sizes
While plenty of other solutions to the Hamming distance problem have been researched, in
many cases these approaches are targeted towards using very short signatures of 32 and 64
bits [Manku et al., 2007, Sood and Loguinov, 2011] as these are appropriate signature lengths
to use for near-duplicate detection and other similar tasks. These are not the only realms in
which we would like to do efficient signature retrieval at, however; in order to find more
subtle links between documents, such as those between documents that share categories or
topics, we often require longer signature widths.
The multi-index hashing paper [Norouzi et al., 2014] shows results for 64, 128 and 256
bit binary strings, and the approach itself has no inherent limitations preventing it from being
used in situations where signature widths are longer. To test this, a similar experiment to the
one in Table 9.9 was performed (again, using data from ClueWeb09), this time varying the
signature width rather than the collection size.
In order to evaluate the performance of the multi-index hasher, the optimal hash table
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counts need to be known. While suggested hash table counts are provided with the multi-
index hasher in the supplied RUN.sh script, these values are only provided for input sizes of
64, 128 and 256 bits. As a result, we need to determine these values in a way that does not
unfairly penalise the algorithm. One way is to potentially extrapolate the progression from the
provided data; the values appear to approximately double each time the input size is doubled.
This makes some amount of sense, as it simply means keeping the slice width constant. For
this particular experiment, which consists of 100 000 signature files and signature widths of
64, 128, 256, 512 and 1024 bits, this would mean choosing hash table counts of 4, 8, 15, 30
and 60, with the table counts of 4, 8 and 15 provided by RUN.sh and the table counts of 30
and 60 extrapolated.
However, informal testing found that these hash table counts delivered sub-par perfor-
mance compared to other counts, particularly with higher signature widths. It may make
sense that this has not been documented due to the fact that testing has not been performed
on higher signature widths. A comparison between the search times required for searching the
test collections with the recommended number of hash tables and the search times required
when choosing the number of hash tables that was found to be optimal for that signature
width and collection size is shown in Table 9.11.
Recommended Optimal
Signature Hash tables Search time Hash tables Search time
64 bit 4 0.604 ms 5 0.597 ms
128 bit 8 2.432 ms 10 2.392 ms
256 bit 15 7.721 ms 30 5.764 ms
512 bit 30 24.334 ms 60 14.477 ms
1024 bit 60 51.692 ms 120 18.949 ms
Table 9.11: Per-query performance of suggested and optimal hash table counts for multi-
index hashing on a collection of 100 000 signatures. Optimal hash table counts were
determined by trying different hash table counts on the same data and using the ones that
performed the best.
Using the table count determined to perform the most efficiently, the multi-index hasher
was compared with the other approaches on a collection of 100 000 signatures with various
signature sizes. The results of this comparison are shown in Table 9.12.
What we see here is that, relative to the other methods tested, the multi-index hasher has a
great deal of difficulty scaling to larger signature widths. This makes sense as it is a common
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Signature width 64 bit 128 bit 256 bit 512 bit 1024 bit
Linear scan 1.141 ms 1.910 ms 4.972 ms 11.460 ms 11.939 ms
Multi-index hasher 0.597 ms 2.392 ms 5.764 ms 14.477 ms 18.949 ms
TOPSIG (1 thread) 0.643 ms 0.782 ms 0.992 ms 1.473 ms 2.415 ms
TOPSIG (32 threads) 0.121 ms 0.127 ms 0.137 ms 0.168 ms 0.229 ms
ISSL (1 thread) 0.142 ms 0.168 ms 0.215 ms 0.306 ms 0.484 ms
ISSL (32 threads) 0.111 ms 0.112 ms 0.118 ms 0.120 ms 0.112 ms
Table 9.12: Signature width scaling comparison between the multi-index hashing approach
(Multi-index hasher), its baseline for linear searching (Linear scan) against exhaustive
TOPSIG and ISSL approaches. Times are per-query. Collection is comprised of 100 000
signatures.
drawback of standard attempts to solve the Hamming distance problem. As each extra bit
effectively adds an extra dimension to the signature, the number of places that two signatures
can occupy while still being close to each other grows quickly, which causes problems for
techniques like the multi-index hasher which need to be able to guarantee that the top-k
results are correct. (As a side note, while the incredibly low increase in query time shown by
the linear scan tool when moving from 512 bit to 1024 bit signatures looks odd, these results
are consistent across multiple tests.)
A similar limitation of the multi-index hashing approach is how performance is strongly
tied to the number of results returned. Due to the fact that the multi-index hashing approach
is designed to expand its radius of consideration progressively until it can guarantee that
the top-k values are accurate, this job becomes more difficult as k grows higher. Searching
the 64 bit 100 000 signature collection for the top 10, 100, 1000 and 10000 results takes the
multi-index hasher 0.234 ms, 0.606 ms, 1.496 ms and 3.368 ms respectively, while the linear
scan takes 1.125 ms, 1.142 ms, 1.246 ms and 1.247 ms respectively to return the same results.
9.4.6 Overall performance analysis
The multi-index hashing approach and the ISSL approach have a lot of similarities, despite
the fact that their overall objectives are different. The two main differences are in the storage
mechanism and how the expansion radius within which results are brought in is determined.
The multi-index hasher, as the name implies, makes use of hash tables for storing signa-
tures, while ISSL simply uses a direct lookup table of pointers. This means that ISSL uses
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more memory (in some cases, far more memory) to store the table, but can access the table
far more directly and in a more predictable fashion. It is difficult to tell how this affects the
performance of the two systems. It would be interesting to test an implementation of the
multi-index hasher that uses direct lookup tables like ISSL does, avoiding the computational
cost of computing hashes and other issues associated with hash tables at the expense of greater
memory consumption. The memory usage of the ISSL approach only causes problems when
dealing with signature data that takes up half or more of the available memory, as typically the
ISSL table grows with the signature file; using slice widths that provide the best performance
for each signature file size will avoid the situation where the ISSL table becomes exorbitantly
large.
The other difference is how the multi-index hashing approach and the ISSL approach
determine which tables to look at. If you only consider results within the tables associated
with the slices of the query signature you can miss out on a lot of results, even very close
results, and this gets worse as the slice width increases. The ISSL approach alleviates this
by taking expansion radius parameters, so the user can specify the exact trade-off between
accuracy and speed that they want. The multi-index hashing approach, on the other hand,
always returns perfect results, so it continues to expand the radius until it can guarantee that
there are no other results in the collection that would fit into the top-k list. On the one hand,
this approach is very much performance-dependent on the signature width and the value of
k; longer signature widths mean that there are far fewer ties and it can be harder to guarantee
that you have seen the top results, while a higher value of k means that there is a much
larger list to fill and that the set of potential candidates is far greater. This can easily reduce
performance to below that of a linear search if the signature width or k is high enough. On
the other hand, not all searches are equal and one given query’s Hamming neighbourhood
may feature a lot more close results than another query’s Hamming neighbourhood. The
multi-index hasher can take advantage of these close queries, finding the top k results easily,
making up for the extra time it has to spend finding the top k results for those harder queries,
getting an acceptable overall performance. The ISSL approach cannot take advantage of
this, and as a result a good “compromise” setting will often find ISSL spending more time
than it needs to on the early queries while achieving sub-par performance on the harder
queries. This optimisation could potentially be added to the ISSL approach in the future -
using information from the early neighbourhood to estimate the expansion radius required to
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approximate a certain specified “quality” setting, giving ISSL some of the advantages of the
multi-index hashing approach while still retaining the superior performance it has as a result
of the fact that it does not need to obtain the exact top-k.
9.5 Summary
Signature searching is a naturally very efficient operation, due to the fact that the central
operation involved in calculating between the similarity between two signature files can be
accomplished with a combination of exclusive-or and population count, both of which have
dedicated instructions available on modern CPUs. The ease with which signature searching
approaches can be multithreaded makes signature searching very fast on modern multi-
processor systems. However, signature searching has an underlying scalability problem in
that, to accomplish the general purpose task of retrieving the k signatures that are closest to a
particular query requires every signature in the collection to be processed. This is known as
the “Hamming distance problem” and fundamentally limits the kinds of situations in which
signature files can be used.
There have been many attempts to get around the scalability problem of document sig-
natures, most of which work by placing limits on the input, restricting the Hamming radius
within which signatures can be found, introducing a level of inaccuracy into signature search-
ing or all of the above. Inverted signature slice lists is the approach proposed in this chapter,
and is designed to partially solve the scalability problem of signature search with respect to
whole document queries (such as those used in similar document searches).
The inverted signature slice list (ISSL) approach involves creating an inverted file known
as an ISSL table that indexes blocks of a signature file known as slices. The slice size is
variable and configuring it will change how much space the ISSL table takes up, how efficient
the searches are and how accurate the search results are. Generating the ISSL table is simply
a matter of iterating over all of the signatures in a collection. Each signature is then sliced
up according to the slice width settings and a pointer to the signature is added to the posting
list in the ISSL table associated with that slice’s bit value and position. This allows each
signature that has a particular slice in a particular position to be looked up instantly. The
ISSL table is then saved alongside the signature file, and loaded along with the signature file
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by the ISSL search tool.
Searching the slice list is the same process in reverse, but with an additional detail used
to match non-precisely matching signature slices. The query signature is sliced in the same
way and the lists associated with each slice are looked up. Each signature that appears in
each list has its score increased by the slice width. The score refers to the number of bits a
signature is guaranteed to have in common with the query signature. In the case of 1024 bit
signatures being split into 64 16 bit slices, when looking up a slice of the query, any signature
containing that slice would gain 16 points as it is guaranteed to match at least 16 bits of the
query. If a signature appears 64 times, it will gain a score of 1024, showing that it matches all
1024 bits of the query. After this, the process is repeated, but looking up all of the possible
slices that are 1 bit removed from each query slice. Any matches here will gain only 15
points due to the fact that these slices only share 15 bits in common with the query slice.
This process is known as neighbourhood expansion and can be repeated with progressively
more distant slices, albeit at a cost to performance due to all the extra lookups that need to
be performed; with each bit of neighbourhood expansion, vastly more posting lists need to
be processed. The more the Hamming neighbourhood is expanded, the more accurately the
scores will come to represent the true level of similarity between the query signature and the
document signatures.
Once the requisite number of lookups have been performed, the top-k results from the
score table are then extracted and can be returned to the user. To ensure that the scores and
order of at least these top-k results are accurate, the actual Hamming similarity between them
and the query signature is then computed and the top-k results sorted.
Evaluating the effectiveness of the ISSL approach, particularly in comparison with the
exhaustive approach it is meant to provide a replacement for, requires a metric that is capable
of comparing two lists of items for which distance values are available. For this, a metric
called cumulative distance ratio (CDR) was developed, which is designed to compare two
lists of Hamming distances, and measure the difference in how effectively the two lists
managed to capture the closest distances. This makes CDR usable for judging the effective-
ness of k-nearest-neighbour approaches on collections of document lists where metrics such
as Kendall Tau [Kendall, 1938] and DCG [Ja¨rvelin and Keka¨la¨inen, 2000] are insufficient.
Cumulative distance ratio calculates the mean ratio between successive summed Hamming
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distances between the two lists. The closer to 1 the CDR is, the more similar the two lists are.
CDR is used to evaluate the ISSL approach by comparing the result lists it produces with the
result lists produced by an exhaustive Hamming distance search.
Through use of CDR as an evaluation metric, it is possible to show that, indeed, wider
Hamming neighbourhood expansions are associated with greater search times and more
accurate (in terms of CDR) results. The growth of CDR under neighbourhood expansion
is logarithmic, while the increase in search time is exponential, meaning that it is often best
to cap neighbourhood expansion at a small level (for example, at 3 bits).
Finer control over neighbourhood expansion can be exercised through the use of an
additional parameter: the maximum Hamming distance beyond which previously unseen
signatures will not be considered. The idea behind this parameter is to increase performance
by avoiding unnecessary writes to the score table, and involves no longer adding to the scores
of signatures that are currently at 0 after a certain point. While the number of posting
lists (and hence signatures) that need to be considered grows binomially with each bit of
neighbourhood expansion, the value of signature slices diminishes. Signatures that have
never been seen early on are less likely to be part of the top-k and as a result it makes sense
to ignore them and only use these later expansions to make the scores of the signatures that
are likely to be in the top-k more accurate.
While Hamming neighbourhood expansion settings are some of the most important tuning
parameters for ISSL searching, during ISSL indexing the most important parameter for
performance tuning is the slice width. Slice width affects a number of things and has a
complicated relationship with both performance and quality:
• Each 1 bit increase to slice width doubles the number of slice lists. Each slice list needs
to store, at the very least, a pointer, which means that the amount of space in memory
and/or on disk needed to store the structure of the ISSL table doubles each time.
• Doubling the number of slice lists means halving the number of documents that appears
in each slice list. As each document in a slice list needs to be iterated over and scored,
halving this can halve what is potentially the most time-consuming component of ISSL
searching.
• Increases to slice width also reduce the number of slices in the signature, due to the
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fact that larger slices means the signature is cut up into fewer slices. Doubling the slice
width will halve the number of slices in the signature and hence halve the number of
slice lists each document is included in.
• Increases to slice width increase the amount of extra posting lists required for Ham-
ming neighbourhood expansion; more lists require processing and the impact this has
increases as the Hamming neighbourhood grows.
• Increases to slice width stop reducing the number of documents that need to be pro-
cessed once the lists become so small that halving their size is a meaningless action.
• Due to the fact that fewer lists are consulted, increases to slice lists slightly reduce the
precision of ISSL searches.
The relationship with disk size and memory consumption is an especially interesting one;
if the slice width is too small, the large number of slices and the fact that each document
needs to appear in as many posting lists as there are slices results in a large ISSL table size
irrespective of consumption. However, if the slice width is too large, the size of the array
needed to hold the table and allow for direct lookups will quickly overwhelm the actual size of
the data in the table, as this array doubles in size with each extra bit of slice width. As a result,
there are effectively two different optimal slice widths for a given collection; the optimal size
slice width and the optimal performance slice width. The optimal performance slice width
is typically larger than the optimal size slice width, which means that slice width values
between those two points can be used to tune the ISSL table between memory efficiency and
search speed. Both of these optimal slice widths increase with the size of the collection; as a
general rule, doubling the number of signatures in a collection requires a slice width increase
of 1 bit to maintain existing performance levels.
ISSL table creation is not currently multithreaded in TOPSIG, but as it is a relatively fast
operation that does not need to be repeated very often, it was considered a low priority. ISSL
searching is multithreaded with a tasking model, where the signatures that are to be searched
for are split up between the tasks and threads handle one task at a time, taking on a new task
whenever they finish the old task. The actual process of searching for a single signature is
not multithreaded, due to the fact that individual signature searches are such quick operations
with the ISSL approach.
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While the use of ISSL reduces the accuracy of signature searching, particularly in the
ability to distinguish between documents with large Hamming distances, and is limited to
whole-document searching, ISSL is capable of an incredible performance increase over ex-
haustive searching approaches and in situations where it can be used it can be extremely
effective. The ISSL approach also shows an incredible ability to scale, outclassing other
similar approaches to the same problem like Norouzi et al. [2014]’s multi-index hasher, due
to the fact that it can make configurable recall/performance trade-offs.
Chapter 10
Duplicate Sub-document Identification
A related problem to document similarity and near-duplicate detection is the detection of
sub-documents (that is, portions of documents) that are similar or identical to other sub-
documents. Sub-document determination is useful for many applications, such as tracing the
source of different parts of a document, and a popular related sub-task that uses much of the
same technology is plagiarism detection.
While Hamming distance does show a correlation between documents that contain iden-
tical passages, even if the documents themselves do not, the correlation is quite weak and not
sufficient to identify documents without a significant proportion of duplicated text. Document
splitting can be used to alleviate this and aggressive splitting can be used to greatly increase
the likelihood of detecting documents with even small amounts of duplicate text. The ad-
ditional processing time required to search heavily split signatures can also be ameliorated
through the use of ISSL searching, which becomes more effective the more aggressively
splitting is used.
Despite the fact that simply using the Hamming distance between two document signa-
tures is an approach of limited effectiveness for the task of detecting the presence of duplicate
sub-documents, the application of other refinements makes this task a potentially effective use
of document signatures.
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10.1 Motivations
The basic idea behind duplicate sub-document identification is that there are certain use
cases where it is desirable to detect documents that are not similar on the whole, but contain
material that is present in another document. A sub-task of this is also to determine exactly
where in the two documents the duplication begins and ends, although there is no reason
this part of the operation could not be done with existing, potentially more computationally
expensive tools once the two related documents have been determined.
There are plenty of motivations for duplicate sub-document identification. One of the
most obvious of these is plagiarism detection; a common task with many potential applica-
tions. The standard plagiarism detection task is that the system has a suspicious document1
and a collection of source documents from which the suspicious document could potentially
contain content. The system then has to determine:
• Whether the suspicious document contains plagiarised material from the source docu-
ments.
• Which source documents the material is plagiarised from.
• Which parts of the suspicious document are copied, and from which parts of the source
document(s) they are copied from.
Although the two tasks described here: determining that there is a common sub-document
to two documents and determining the position of the sub-documents within those docu-
ments; are closely related, they will be discussed separately as a means of analysing the
issues distinct to each.
10.2 Shared sub-document detection
Determining that a document contains material from other documents is similar to a standard
search task, but with some crucial differences that can make the job more difficult:
1The document does not actually have to be suspect, it’s just the document that is being analysed to determine
if it contains any plagiarised material.
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• The plagiarised portion may only be a segment of the suspicious document (hence the
term sub-document). In addition, the portion may only be from a segment of the source
document.
This means that using the entire document as a query may introduce too much noise
into the search results and make it difficult to determine which documents contain
actual copied text and which documents are merely similar in content.
Effectively, the same factors that work well for similar document searching and clus-
tering (see § 8.2.2) work against duplicate sub-document detection. It is possible for
only small portions to be copied, which means a correspondingly reduced closeness
in signature Hamming distances; however, these same results can also appear for
documents that are not copied but similar in topic.
• While this depends on the exact nature of the suspected plagiarism, in certain cases
plagiarism is deliberate and the creator of the suspicious document may have gone to
some effort in order to conceal this. Rewriting sentences so that the text no longer
exactly matches can be a trivial way of defeating naı¨ve plagiarism detection tools.
While detecting plagiarism outside of the most basic cases (where the text is copied
and only lightly altered to throw off automated systems) is a task beyond current
technology, in cases where the author has taken the copied text and simply done the
bare minimum of work to disguise their actions; changing prepositions, reordering
sentences but not fundamentally altering the structure of the writing, there is still room
for IR techniques to be put to use.
The creation of signatures already takes away the order and context from the terms that
appear in the source text, as well as boosting the prominence of rare and important terms
while reducing that of common terms. As such, signatures can be a useful way of detecting
similar lazy attempts to disguise plagiarism even without any further work.
In contrast to tools that directly compare documents, attempting to find portions that exist
in both, finding duplicate sub-documents with signature search tools relies on finding statis-
tical similarities between the two documents. The issue is that, unlike with near-duplicate
detection where the entire document is the item for comparison, any portion of the document
could overlap with any portion of any other document. The statistical similarity between the
two documents will only be proportionate to the size of the common passages.
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Figure 10.1: Document similarity and Hamming distance between pairs of 1024 bit
signatures
§ 8.1.3 (page 273) showed how the similarity between two documents affected the Ham-
ming distance between those documents, and hence, the search engine’s ability to distinguish
between documents that are similar and documents that have no such relationship.
The similarity between pairs of documents has a strong effect on the ability to distinguish
them from pairs of documents that have nothing to do with each other. As Figure 10.1 shows,
it is difficult to make a determination, with any reasonable level of confidence, that two
documents are similar until the level of similarity between them reaches 30% or so. As
document similarity and the proportion of duplicate text between two documents is inherently
linked; in fact, given that the documents in question were generated from combining portions
between the two documents, the X axis of Figure 10.1 can be instead read as “proportion
of duplicate text shared between documents” when evaluating the usefulness of Hamming
distance as a duplicate sub-document detection measure.
From this perspective, the prospects of using signature similarity measures to determine
the presence of sub-documents in a collection seem quite poor. In typical scenarios of pla-
giarism, the plagiarised portion of a document is unlikely to make up 50% of said document.
The problems are actually worse than this considering that the same similarity measures
have also been shown to be effective at finding documents that are merely similar in subject
matter; as Figure 8.8 (page 279) in § 8.2.3 showed, the mode Hamming distance between
documents in the WSJ87-92 collection (§ B.1) with 1024 bit signatures that share categories
is approximately 416. By comparison, the mode Hamming distance between any pairs of
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documents in the same collection is approximately 468. This by itself effectively removes
the possibility of detecting documents with under 10% duplicated text at all, while making
other instances of duplicated text even harder to detect.
The long tail of the documents that share the same category in that same figure shows
that a considerable number of documents also exist at Hamming distances of 256 or less. It
would be impossible to tell the difference between documents that are merely similar to this
extent and documents that actually share 50% duplicate text with a pure Hamming distance
mechanism.
This is a problem considering that it is most likely documents that share topics or subject
matter that are likely to share duplicate sub-documents. The documents generated in § 8.1.3
for Figure 10.1 and other examples were created simply by combining pairs of documents
with varying thresholds in order to produce generated documents with certain known levels
of similarity. Apart from being of similar lengths, the pairs of documents generally had
nothing to do with each other; and this was by design, as creating interpolations of documents
that were already similar in subject matter would make the similarity values less meaning-
ful. However, this also presents an unrealistic picture of the difficulty involved in detecting
duplicate sub-documents; in a typical plagiarism scenario, the plagiarist will generally be
copying sections of a document that shares its subject with the document the plagiarist is
authoring, creating a level of natural similarity between the two documents that makes the
plagiarised portion stand out. A non-plagiarising author, writing on the same subject and
using the same sources would also have a document that shares a level of natural similarity
with those documents as well. This could make telling the two apart, necessary when making
determinations about whether plagiarism occurred or not, more difficult.
Figure 10.2 shows the results of an experiment designed to determine how effectively
TOPSIG can retrieve documents that contain varying degrees of copied text.
This experiment was performed using the data set created in § 8.1.3 (page 273), consisting
of 100 000 generated documents (100 graduations between each of 100 pairs of documents
from ClueWeb.) Added to this collection was a set of 3 558 032 other documents from
ClueWeb, which were added to disguise the generated documents and make them more
difficult to find, as would be the case in an actual query.
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Search method Average precision
Exhaustive 49.09
ISSL 31.60
Figure 10.2: Sub-document retrieval comparison between ISSL and exhaustive signature
searches
ISSL parameter Value
Slice width 26 bit
Expansion parameter i 3
Expansion parameter j 1
Table 10.1: Summary of the parameters used for sub-document retrieval through ISSL
searching
The resulting documents were then indexed as 1024 bit signatures and randomly shuffled
to ensure that the positions of documents within the collection would have no influence on
the outcome. Each of the 100 documents that form the second half of each pair (that is,
the documents that the generated documents approach as their similarity level increases) was
used as a search query in the collection and the top 100 results was retrieved each time. The
number of times the generated document at a particular graduation level was found in the 100
queries was counted and plotted on the graph.
Due to the fact that the query being used in each case is the full document, the search
process can be performance-optimised through the use of inverted signature slice lists, as
introduced in Chapter 9 (page 285). For this experiment both exhaustive Hamming distance
queries and ISSL queries were used. The parameters used for ISSL search were as listed in
Table 10.1.
Expansion parameters i and j are Hamming neighbourhood expansion parameters as
described in Table 9.5 (page 305).
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Figure 10.2 shows that the outcome of this experiment is as conjectured earlier; while
the retrieval rate is perfect when 95% or more of the document is copied, at lower levels of
similarity the retrieval rate drops very quickly. Even when 50% of the document is copied,
the chance of the copy appearing in the first 100 results is only 57%. Using ISSL results in
even poorer precision, which virtually stops detecting documents altogether when under 40%
of the text is copied, although the exhaustive approach is also unable to detect anything once
the proportion of copied text falls under 15%. 15% is still a considerable proportion of a
document and a plagiarism detection system would be expected to be able to retrieve results
found at that level.
Going by this it is clear that, used directly, signature searching is not an effective approach
for duplicate sub-document detection.
10.3 Document splitting
Document splitting was first described in § 6.2.10 in the context of improving the retrieval
performance of ad hoc searching. For the purposes of ad hoc searching, the application of
document splitting has various upsides and downsides, namely:
• Indexing smaller documents allows greater use of the signature space to be made, either
providing for an increase in signature quality without increasing the signature width,
or a potential decrease in signature width without as adverse an effect on signature
quality.
• Splitting the documents to be searched up means that documents that contain the
multiple instances of query terms spread throughout the document are penalised by
comparison to documents that contain the terms in a tight proximity. This can be either
a positive or a negative, depending on the nature of the documents, the search query
and the splitting parameters.
• Document splitting increases the number of signatures that are generated from a partic-
ular collection, increasing the search time and the amount of memory required to hold
the signature file.
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While the first and third points are upsides and downsides respectively, regardless of con-
text, the second point happens to be distinctly useful for duplicate sub-document detection.
• While rewarding tightly-grouped terms (indicating a potential quote or copied passage)
disproportionately over terms spread throughout the document (indicating topic corre-
lation in a more general sense) can be a potential negative for ad hoc search and more
general document similarity measurement, it is almost entirely a positive for duplicate
sub-document detection.
As was explained in § 10.2, the fact that documents that share similar subject matter
and documents that contain duplicate passages both have this similarity reflected in
Hamming distance in the same way causes problems. The fact that splitting, especially
particularly aggressive splitting makes detecting the former more difficult only makes
it easier to detect the latter.
• Splitting increases the significance of terms that would otherwise be considered mean-
ingless from the perspective of a standard search. Terms that do not actually help in
determining what the topic of a passage is, but are nonetheless of statistical importance
simply due to them not being extremely common terms or stop terms can interfere
with more general document similarity calculations, and to a lesser extent with ad hoc
search, but are advantageous to duplicate sub-document detection as they provide extra
hints to indicate that the text has been copied.
• Splitting can work to effectively increase the proportion of duplicate text from the
perspective of the signature. While this does, to an extent, depend on luck and splitting
thresholds, the effect this has is quite strong.
Consider a document that consists of 20% copied text from another document. As
Figure 10.1 (page 326) showed, at this level of similarity it is very hard to tell that any
copying has taken place at all. On the other hand, if the document was split in half, with
the 20% copied text falling squarely in one half or the other, the proportion of copied
text in that half would rise to 40%, making the duplication far more detectable. Split-
ting further would increase this even more, albeit with the increased risk of potentially
splitting the copied portion.
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Search method Average (unsplit) Average (split)
Exhaustive 49.09 80.02
ISSL 31.60 77.88
Figure 10.3: Comparison of sub-document retrieval performance between split and unsplit
collections with exhaustive and ISSL approaches
The increase in signature file size associated with signature splitting can also be amelio-
rated through use of inverted signature slice lists (ISSLs). While ISSL searching produced
poor results compared to exhaustive searching in Figure 10.2 (page 328), for various rea-
sons ISSLs are particularly suited to the task of duplicate sub-document identification when
splitting is incorporated into the design:
• ISSLs are at their most effective when dealing with pairs of signatures that are ex-
tremely close to each other, ideally with Hamming distances very close to zero. It
is at these distances that the strongest judgement about whether two documents share
duplicate sub-documents can be made.
• The effectiveness of duplicate sub-document detection relies heavily on how finely
the documents can be split, and correspondingly how large the resultant number of
signatures that need to be searched is, making this a strong case in favour of the
extremely large performance benefits ISSL provides.
Figure 10.3 shows the outcome from introducing splitting and re-running the previous
experiment. The previous, non-split runs have been kept in the graph for purposes of com-
parison. The document splitting mode used for this experiment was SENTENCE, which is de-
scribed (along with the other splitting modes) in § 6.2.10, page 211. The reason SENTENCE
splitting was used is because, while the exact position in the text that splitting occurs at
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does not matter in typical ad hoc search scenarios, for duplicate sub-document detection it is
advantageous to have the sub-documents generated through splitting align with the structure
of the text to increase the likelihood of the split sub-documents and the duplicate passages
aligning. The splitting thresholds SPLIT-MIN and SPLIT-MAX were set to 64 and 128
terms respectively.
Introducing splitting had two main effects on the sub-document detection performance:
• The sub-document detection rate is now much higher; the average precision is up 30
to 50 percentage points and documents with smaller portions of duplicate text are far
more likely to be detected.
• The quality downgrade from using ISSL searching in place of exhaustive searching is
far lower.
Both of these outcomes are as conjectured previously. The fact that ISSL now only has
a very slight effect on retrieval precision is very important, considering the performance
difference between the two approaches.
This experiment confirms that a potentially useful way of taking advantage of these
technologies is to reduce the splitting thresholds to a level at which TOPSIG will be able
to detect duplicate passages with a high rate of success, and use this information to make
determinations about which pairs of documents contain shared sub-documents.
Note that the introduction of splitting changes a couple of aspects of the way signature
searching works in this context. Though the effects of splitting on ad hoc retrieval, and
the various performance issues associated with it are discussed in § 6.2.10 (page 6.2.10),
things change further when the documents themselves are search queries. Splitting in an
ad hoc retrieval context has the main effect of introducing duplicates into the collection, and
consequentially, into the result set. As a result it is necessary for the search engine to have
some mechanism for resolving these duplicates. In the case of TOPSIG, that simply means
taking the result that is closest in terms of Hamming distance (and other factors used to break
ties, such as document length) and discarding the rest.
When performing a search in which documents are used as queries, however, the docu-
ment queries themselves may end up being split, which requires its own method of resolution.
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(b) With ISSL retrieval
Figure 10.4: Sub-document retrieval performance with varying signature densities
The way this is resolved in order to allow duplicate sub-document identification with poten-
tially split queries is to search using all of the split sub-documents that were created from the
original query documents as queries. This will increase the number of times the collection
needs to be searched, which is why it is necessary for searching performance to be optimised
as much as possible. Once this has finished the results need to be consolidated, as each query
could potentially produce multiple result lists. Consolidation is performed simply by merging
the result lists and taking the top-k results with the lowest Hamming distances. Tie-breaking
is particularly important for duplicate sub-document detection due to the fact that splitting
increases the likelihood of ties, and in this case was performed by resolving ties in favour
of the source document with the most duplicates detected, going by the assumption that a
document with a lot of suspicious passages is more likely to contain copied content than a
document with fewer suspicious passages. For this set of experiments, the consolidation is
performed using a separate tool, which is designed to take the trec eval-format result files
and combine them into a single result file.
In ad hoc searching the density of the generated term signatures, while important, is
not a particularly sensitive setting and generally returns acceptable results across a range of
settings. As is described in § 6.2.9 (page 207), signature density affects inter-term collisions
and as a result has an effect on how cleanly query terms can be identified within the document
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signature. If the signature density is too low, the query may be too sensitive to the effect of
stray collisions, making it far too easy for bad luck to ruin the search engine’s chance of
finding a term in a particular document. If the signature density is too high, however, far too
many of these collisions will happen, causing the signature to be lost in the background noise
of the enclosing document.
As Figure 10.4 shows, document searching appears to be a good deal less sensitive to
signature density than ad hoc searching. Generally speaking, signature density has no effect
on sub-document detectability whatsoever. This is due to the fact that document similarity
searches do not track individual terms, but the entire content of the document as a whole. As
a result the ability for individual terms to clearly stand out in the document signature is not
relevant in this context. The only point at which signature density will begin to affect the
efficacy of document similarity measures is when the density is so low in relation to either
the document length or the signature length that large portions of the document signature
are left entirely blank. Even then, this will only degrade the retrieval quality as far as the
reduced signature density affects TOPSIG’s ability to distinguish between documents. The
effect is essentially the same as reducing the signature width, although without the associated
benefits.
For the purposes of the other experiments conducted in this chapter, the term signature
density is set to 1
3
.
As Figure 10.5 shows, even the effects of signature width reduction are reduced, if not
eliminated entirely, by the introduction of splitting in document searching. With splitting
disabled, utilising smaller signatures with duplicate sub-document detection has the same
deleterious effect as it has on ad hoc search (see § 6.2.8, page 204). However, as with term
signature density, reducing the signature width appears to have very little effect on the results
once splitting is enabled.
The reason for this is fairly simple; document length has a strong effect on the importance
of signature width. As Table 6.23 (§ 6.2.13, page 231) shows, while increasing the signature
width always improves the precision of searches performed with the new width, increases to
signature width past the optimal setting for a given collision results in rapidly diminishing
returns. Raising the signature width from 1024 bit to 2048 bit when indexing the WSJ87-92
(§ B.1) collection had a very small effect on retrieval precision, while the same change had a
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1024 bit 512 bit 256 bit 128 bit 64 bit
Average 49.09 47.97 46.2 42.84 34.46
(a) Exhaustive retrieval, no splitting
1024 bit 512 bit 256 bit 128 bit 64 bit
Average 31.6 28.38 26.7 21.23 17.64
(b) ISSL retrieval, no splitting
1024 bit 512 bit 256 bit 128 bit 64 bit
Average 80.02 79.86 79.64 78.62 77.01
(c) Exhaustive retrieval, with splitting
1024 bit 512 bit 256 bit 128 bit 64 bit
Average 77.88 77.61 77.27 76.96 75.68
(d) ISSL retrieval, with splitting
Figure 10.5: Sub-document retrieval performance with signature widths from 128 bit to
1024 bit
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Width Avg Width Avg Width Avg
128 bit 78.60 96 bit 76.54 64 bit 76.86
112 bit 76.50 80 bit 76.35
(a) With exhaustive retrieval
Width Avg Width Avg Width Avg
128 bit 76.89 80 bit 75.98 32 bit 71.86
112 bit 76.50 64 bit 75.58
96 bit 76.23 48 bit 74.26
(b) With ISSL retrieval
Figure 10.6: Sub-document retrieval performance with small signature widths (from 128 bit
to 32 bit)
massive effect on precision with the Wikipedia (§ B.2) collection, due to the larger document
sizes of the Wikipedia collection.
The optimal signature width for duplicate sub-document detection with splitting enabled
is much lower than the alternative due to two factors:
• Splitting normalises the document length. As was explained in § 6.2.13, while the
Wikipedia and WSJ87-92 collections had relatively similar average document lengths,
Wikipedia had a much greater maximum document length and a much broader spread
of different document lengths. While signature width can also be used to address this
issue, document splitting does it in a more cost-effective way, due to the fact that longer
documents are split into more sub-documents than shorter documents.
• Splitting reduces the document length, meaning that fewer terms are indexed per sig-
nature
• Duplicate sub-document detection is most effective when the signatures match either
exactly or almost exactly. As a result, the fact that the search engine is more limited in
its ability to discern between candidate signatures is less important than it is for ad hoc
searching.
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Split Avg Split Avg Split Avg
64–128 78.60 16–32 76.94 64–112 78.67
56–112 79.31 8–16 75.30 64–96 78.71
48–96 80.45 4–8 73.40 64–80 78.91
32–64 81.83 64-64 80.95
(a) With exhaustive retrieval
Split Avg Split Avg Split Avg
64–128 76.89 16–32 78.10 64–112 76.99
56–112 77.71 8–16 76.09 64–96 77.07
48–96 80.12 4–8 74.10 64–80 77.32
32–64 82.62 64-64 79.12
(b) With ISSL retrieval
Figure 10.7: Sub-document retrieval performance with different document splitting
thresholds
As Figure 10.6 shows, with splitting enabled the signature width can be reduced to
almost absurdly low levels with very little effect on results. While the reduction in search
precision does reach perceptible levels at a signature width of 32 bit, even when compared
to the 1024 bit ISSL search shown in Figure 10.5d, this is only a reduction of 6 percentage
points in average precision in exchange for reducing the signature width to 1
32
of its original
size. As signature width has a strong effect on how quickly signatures can be processed and
how effectively they can be stored, this is very useful. Note that, for the purposes of this
experiment, the splitting parameters were set to SPLIT-MIN = 64 and SPLIT-MAX = 128.
Note that the signature width is only reduced to a minimum width of 64 bits in the
exhaustive search experiment plotted in Figure 10.6a; this is due to the fact that exhaustive
Hamming distance calculations are performed using the 64 bit population count instruction
in SSE4.2 [Singhal, 2008], causing problems with excessively low signature widths. ISSL
searching is not limited in the same way.
Figure 10.7 shows the effect that splitting with different thresholds; that is, with different
SPLIT-MIN and SPLIT-MAX values has on the results. As with ad hoc searching, splitting
improves precision up to a point, past which continuing to reduce the splitting threshold ac-
tually results in poorer performance. Table 6.23 (page 231) showed this behaviour happening
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across multiple collections; while the optimal splitting threshold for a particular scenario
may vary, all of them show this effect. For duplicate sub-document detection, the optimal
splitting settings appear to be a SPLIT-MIN setting of 32 and a SPLIT-MAX of 64, for
both exhaustive and ISSL searches. Note that 128 bit signatures were used for all runs in this
example.
Something that requires examination is exactly why extremely fine splitting thresholds
perform poorly for the purposes of duplicate sub-document detection. For ad hoc search,
it is because, at a certain level, aggressive splitting interferes with the ability of the search
engine to pinpoint the query terms, as useful statistical information such as the term frequency
of those query terms as well as the fact that multiple query terms may appear in the one
document is lost and the search engine no longer has the ability to distinguish between
candidate documents.
The loss in significance of query terms does not cause any problems for sub-document
detection; however, a similar problem does occur. What is happening to these results at lower
splitting thresholds is that the limited result lists (in the case of these tests, the top 100 results
are being returned from each search; this is therefore the size of the result lists) are being
filled up with sub-documents that have a Hamming distance from the query signature of 0,
therefore pushing out many other results that also have a Hamming distance of 0.
One potential way of reducing this problem is to relax the threshold to accept more results
at the same Hamming distance if they exist, rather than just sticking to the top 100 results.
One reason the 100 result limit exists is because, as is explained in more detail later on in
§ 10.4 (page 346), TOPSIG itself is not suited to the more involving task of ensuring that,
in a particular case, text has indeed been duplicated between two documents and exactly
where inside those documents the duplication has taken place. As a result the use case for
this design is one in which TOPSIG is used to create a list of documents that may potentially
contain duplicate passages of text, and this list will be passed onto another, more specialised
plagiarism detection tool that may not have the same level of performance as TOPSIG but is
capable of these more detailed tasks.
From this perspective, while it is undesirable to go beyond the result limit, if there are
more candidate documents that are just as qualified as the other documents already present
in the result list, it makes sense to include them. For this reason, the result consolidation tool
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Split Avg Split Avg Split Avg
64–128 76.89 16–32 78.10 64–112 76.99
56–112 77.71 8–16 76.09 64–96 77.07
48–96 80.12 4–8 74.10 64–80 77.32
32–64 82.62 64-64 79.12
(a) With hard limit in place
Split Avg Split Avg Split Avg
64–128 77.95 16–32 81.84 64–112 78.00
56–112 79.39 8–16 79.32 64–96 78.20
48–96 81.02 4–8 75.26 64–80 78.51
32–64 85.29 64-64 80.31
(b) With flexible limit in place
Figure 10.8: Comparison of sub-document retrieval in place with and without a flexible
result limit
was modified to accept more results beyond the first 100 if they have both the same Hamming
distance and the same number of duplicate instances as the 100th result.
Figure 10.8 shows the results of performing an ISSL search with the flexible top-k setting
disabled and enabled respectively. Once again, these tests were performed using 128 bit
document signatures. This change provides a general, but undramatic improvement to the
precision of the sub-document searching.
As the optimal splitting threshold has not changed, it can be assumed that this did not
solve the problem. The search precision increase can be credited to the fact that more
Limited result list Flexible result list
Precision (avg) Results (avg) Precision (avg) Results (avg)
76.89 100 77.95 119.73
77.71 100 79.39 116.95
80.12 100 81.02 121.40
82.62 100 85.29 130.82
78.10 100 81.84 130.49
76.09 100 79.32 146.16
74.10 100 75.26 135.50
Table 10.2: The relationship between results returned and sub-document detection precision
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results are being returned each time, which alone is enough to improve search precision. As
Table 10.2 shows, these small increases are correlated with larger result lists, and naturally
larger result lists mean that more documents are being returned, which in turn increases the
likelihood of retrieving one of the generated documents.
Because the problem persists even with this modification, it is clear that the problem is
not that equally valid results are being pushed out from the limited top-k list, but that the
results are being pushed out by other results that are more valid.
One potential cause for this problem is the way the sub-document duplication detection
tests are being performed. As explained previously in § 10.2 on page 328, these experiments
are being performed through the creation of an artificial signature collection that contains the
generated documents being searched for as well as extra files from the ClueWeb09 document
collection to act as camouflage. Each source document is then used as a search query and
the search is scored based on whether each duplicate graduation was found. This is repeated
with 100 source documents and the resulting scores are meant to indicate the likelihood of
finding a document that contains a given portion of copied text. For instance, if the documents
consisting of 20% text copied from the source documents appear in the top 100 results 33%
of the time, this is supposed to indicate that the chance of finding a document consisting of
20% copied text is 33%.
There is, however, one aspect of this test that makes this task more difficult in the exper-
iment than it would be in a more natural situation. The problem is that the same search in
this case is also used to determine if the document containing 21% of the source text can be
found in the top 100 results, as well as the document containing 22% and so on all the way
up to 100%. In a case where these other documents do appear in the top 100, they are taking
up space in the result list and hence making it more difficult to find the document containing
20% copied text. Due to the fact that a document containing a higher proportion of copied
text will naturally be a more valid result than a document containing a lower proportion,
simply because it contains a larger number of matching split sub-documents, the existence
of those more-copied results makes it harder for the less-copied results to find their way into
the top-k. In a more natural situation; the case of a collection containing a document that
consists of 20% text copied from the source document, there would not generally be all these
other duplicate copies in the same collection.
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Split Avg Split Avg Split Avg
64–128 76.89 16–32 78.10 64–112 76.99
56–112 77.71 8–16 76.09 64–96 77.07
48–96 80.12 4–8 74.10 64–80 77.32
32–64 82.62 64-64 79.12
(a) Including other generated results
Split Avg Split Avg Split Avg
64–128 79.83 16–32 88.91 64–112 79.86
56–112 82.64 8–16 86.70 64–96 79.89
48–96 85.44 4–8 84.23 64–80 80.21
32–64 91.44 64-64 81.80
(b) Excluding other generated results
Figure 10.9: Comparison of sub-document retrieval in place with and without excluding
other generated results
As a result, the design of the test makes acquiring these lower-percentage results arti-
ficially more difficult than it would be in a real-world situation. We attempt to solve this
problem by introducing an exclude-other flag into the result consolidation tool, which
will consider each case of trying to find a particular generated document separately for the
purposes of maintaining the top-k. As such, when the tool is making the determination as
to whether or not the 20% document appears in the top 100 results, it will ignore the 21%
document, the 19% document and all the other artificially-created documents other than the
20% document.
Figure 10.9 shows the results of an ISSL search without and with the exclusion flag
enabled on the result consolidation tool. This results in a dramatic increase in the resulting
precision, with improvements to the average precision of between 5 and 10 percentage points
and without increasing the number of result candidates. Despite this improvement, the
optimal splitting settings have still not changed and the finer splitting thresholds continue to
return poorer results, showing that something else must be pushing lower-percentage results
out of the top-k.
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As signature splitting can potentially cause the signature file size to balloon and the speed
at which the ISSL engine can search the collection is essential to maintaining good perfor-
mance, it is important that the parameters used for ISSL searching are properly optimised.
As Table 9.5 (page 305) showed, the Hamming neighbourhood expansion parameters are
a crucial factor in both search precision and performance. These are the parameters that
TOPSIG uses when performing an ISSL search to determine how many bit permutations of
the current bit slice will be checked for neighbouring documents; as Table 9.2 (page 299)
shows, the greater the neighbourhood expansion, the more posting lists need to be consulted.
For general document similarity tasks, performing some neighbourhood expansion is
important as similar signatures will often contain slices that do not match any of the slices in
the search signature exactly, but are 1 or 2 bits off. Through neighbourhood expansion these
can still be found and count towards the signature’s ISSL score, which is used to rank the
documents before the top-k are then properly reranked using the actual Hamming distance.
The task of detecting duplicate sub-documents, however, is a bit different to a typical
signature similarity task, especially when aggressive splitting is introduced. As described
earlier, the problem with overly aggressive splitting is not that the signatures are too far
away. The problem is that too many signatures are too close and it is too difficult to tell them
apart. For this reason, the current neighbourhood expansion settings may be too generous for
the task at hand.
While the previous experiments conducted in this chapter have been using the ISSL
expansion parameters of i = 3 and j = 1, if these parameters can be reduced without
overly impacting search quality it could result in a dramatic increase in performance, with
the number of posting lists that need to be scanned in each search heavily reduced.
Figure 10.10 shows the results of searching for duplicate sub-documents, with 32–64 and
4–8 term splitting respectively, using different Hamming neighbourhood expansion parame-
ters. The results are almost entirely unaffected by the expansion parameters, with a virtually
imperceptible drop in precision the only downside to eliminating Hamming expansion en-
tirely (i = 0, j = 0).
On the other hand, reducing the degree of neighbourhood expansion undertaken by the
search engine does have a strong effect on search performance. Table 10.3 shows the time
it takes to perform the entire suite of ISSL searches (that is, the search for however many
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j = 0 j = 1 j = 2 j = 3 j = 4
i = 0 91.19
i = 1 91.26
i = 2 91.26 91.35
i = 3 91.26 91.35 91.18
i = 4 91.26 91.35 91.18 91.29
(a) With 32–64 term sentence splitting
j = 0 j = 1 j = 2 j = 3 j = 4
i = 0 84.63
i = 1 84.66
i = 2 84.66 84.64
i = 3 84.66 84.64 84.56
i = 4 84.66 84.64 84.56 84.56
(b) With 4–8 term sentence splitting
Figure 10.10: Comparison of sub-document retrieval precision with variable Hamming
neighbourhood expansion parameters
i j Search time (32–64) Search time (4–8)
0 0 91.47 ms 3221.31 ms
1 1 132.16 ms 5265.40 ms
2
1 142.90 ms 4591.24 ms
2 296.27 ms 13 990.37 ms
3
1 142.47 ms 5480.70 ms
2 281.38 ms 13 299.47 ms
3 1109.81 ms 61 157.44 ms
4
1 141.57 ms 4716.16 ms
2 285.61 ms 13 031.48 ms
3 1320.79 ms 66 700.38 ms
4 3703.58 ms 290 505.74 ms
Table 10.3: Comparison of time to search for all 100 source documents with different
neighbourhood expansion parameters
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Split Avg Split Avg Split Avg
64–128 82.07 16–32 93.89 64–112 82.05
56–112 84.58 8–16 93.28 64–96 82.00
48–96 86.08 4–8 92.40 64–80 82.35
32–64 91.87 64-64 83.14
(a) k = 1000
Split Avg Split Avg Split Avg
64–128 82.40 16–32 96.76 64–112 82.35
56–112 84.79 8–16 96.68 64–96 82.40
48–96 87.25 4–8 96.04 64–80 82.56
32–64 93.41 64-64 84.11
(b) k = 10000
Figure 10.11: Comparison of sub-document retrieval performance with different result list
sizes
signatures the 100 source documents were split into) on the signature, with 32–64 and 4–
8 term splitting respectively. These runs were performed using a system with Dual Intel
Xeon E5-2665s clocked at 2.40 GHz with 252 GiB RAM, with ten threads used for the ISSL
searching.
The previous optimisations looked at ways of improving the performance of duplicate
sub-document identification within the confines of a limit of 100 results, with some flexibility
enabled. Depending on the situation, if it is possible to utilise larger result lists and scan these
using a more expensive approach to determine if cases of document copying have occurred,
larger result lists in conjunction with finer splitting thresholds can be used to retrieve more
candidate results and increase the precision of sub-document detection.
Figure 10.11 shows the results of different splitting thresholds with result list sizes of
1000 and 10000 respectively. Both of these will result in a greater performance penalty than
the standard settings, especially considering the fact that it means more candidate results must
be scanned after this processing has finished to determine whether duplication has actually
occurred; however, there is a considerable increase to precision, especially when it comes to
the detection of documents with smaller proportions of duplicate text.
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Split Avg Split Avg Split Avg
64–128 79.83 16–32 88.91 64–112 79.86
56–112 82.64 8–16 86.70 64–96 79.89
48–96 85.44 4–8 84.23 64–80 80.21
32–64 91.44 64-64 81.80
(a) With ClueWeb09 subset
Split Avg Split Avg Split Avg
64–128 77.88 16–32 82.09 64–112 77.98
56–112 79.03 8–16 79.27 64–96 78.08
48–96 81.20 4–8 75.31 64–80 78.42
32–64 85.08 64-64 80.32
(b) With full ClueWeb09 collection
Figure 10.12: Comparison between sub-document retrieval performance when using the
subset and when using the full collection
While theoretically the ideal splitting parameters should depend on the size of the dupli-
cate passages, there are reasons to bias in favour of finer splitting than coarser splitting:
• While fine-grained splitting will detect coarse-grained duplicate passages, the reverse
is less true.
• As the exact position at which the duplication begins and ends is not known, getting
the splitting thresholds to line up with the duplicate passages is purely a matter of luck.
Utilising finer-grained splitting increases the likelihood of getting a split sub-document
that entirely consists of duplicate text (and therefore will be found with a Hamming
distance of 0).
The previous experiments were performed using a 3.5 million document subset of the
ClueWeb09 collection as extra data, thrown in to camouflage the results that the search engine
is looking for. Figure 10.12 shows a comparison between the results of using various splitting
thresholds and returning the top 100 documents, one with the 3.5 million document subset,
the other using the entire ClueWeb09 English collection. While adding additional documents
does increase the amount of background noise, particularly when looking for the documents
with a smaller amount of duplicate text, the same settings largely continue to hold up under
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Split Avg Split Avg Split Avg
64–128 82.40 16–32 96.76 64–112 82.35
56–112 84.79 8–16 96.68 64–96 82.40
48–96 87.25 4–8 96.04 64–80 82.56
32–64 93.41 64-64 84.11
(a) With ClueWeb09 subset, k = 10000
Width Avg Width Avg Width Avg
128 bit 82.39 80 bit 83.19 32 bit 81.58
112 bit 83.37 64 bit 83.01
96 bit 82.41 48 bit 80.88
(b) With full ClueWeb09 collection, k = 10000
Figure 10.13: Comparison between 10000-result sub-document retrieval performance when
using the subset and when using the full collection
these circumstances.
10.4 Determining sub-document offsets
The other part of the duplicate sub-document identification problem is determining, in the
case where a system finds that a particular document contains a passage or passages from
another document, exactly how many passages there are and where they begin and end.
Determination of sub-document offsets is a more difficult problem for signature files than
merely determining the presence of duplicate sub-documents. While signature similarity
measures can be effective for showing, with varying levels of confidence, that duplicate sub-
documents are present in the document being analysed, making determinations about where
the sub-documents are positioned within the documents is less feasible.
The advantage that document signatures have over more naı¨ve approaches; that the doc-
ument signatures do not care about the order or position of terms, only their presence and
frequency, makes it difficult to make these determinations. As an example, the co-occurrence
of the terms "quick", "brown" and "fox" in two documents may be the indicator that
tells the search engine that the two documents share at least one common sub-document;
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however, the engine would not even be able to tell exactly where in the documents those
terms appear, let alone whether that is the extent of the duplicated passage.
Due to the fact that TOPSIG is not particularly suited to this aspect of the duplicate
sub-document identification task, the previous experiments were performed with TOPSIG
assuming the role of a filter, designed to detect possible instances of duplicate sub-documents.
The results can then be passed to another tool, which can analyse the text of the documents
it is provided directly and make its own conclusions, without the performance overhead of
needing to look at the wider collection.
TOPSIG does, however, have some limited facilities for recording the offset and location
of the sub-documents. During indexing, when a new term is processed the offsets indicating
its start and end positions within the enclosing document are stored. When subsequent
instances of that term appear within the same document, the start and end positions are
updated to cover the space created by the new term.
As an example of this process, the sentence "the quick brown fox jumped over
the lazy dogs" contains the term "the" twice, once starting at position 0 and ending
at position 3, and once starting at position 32 and ending at position 35. When the term
"the" first appears, the start and end offsets are set to 0 and 3 respectively. When the term
next appears, the end offset is updated to 35 but the start offset remains 0. These offsets
therefore cover the entire space between the start of the term and the end of the term.
When the terms are added to a signature file, their start and end offsets are merged together
in the same way to create a pair of start and end offsets for the signature itself. These values
are then written into the signature data file and provide an approximate picture of where the
text making up the signature begins and ends with respect to the original document.
Through utilising this information it is possible to gain information about the split sub-
document retrieved during a search, whether that search is with an ad hoc or document query.
Informal testing with plagiarism detection data from PAN 2011 [Potthast et al., 2011] found
that, while TOPSIG was able to correctly identify the documents in which plagiarism took
place as accurately as some of the other systems participating in the track, the system was
not able to accurately identify the offsets of the plagiarised passages. The accuracy increases
as finer-grained splitting is utilised; however, not sufficiently to compete with other search
platforms within the evaluation metric, which strongly punishes imprecise matching.
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10.5 Comparison with other systems
The PAN 2011 External Detection task [Potthast et al., 2011] presents participants with a
corpus of 11 093 text files marked as “source documents” and 11 093 text files marked as
“suspicious documents”. The objective is to analyse suspicious documents and find text that
has been plagiarised from the source documents. There is also another plagiarism detection
task run by PAN, the Intrinsic Detection task (involving detecting plagiarism without the
availability of the source documents), but for the purposes of this analysis we have chosen to
not make use of it.
Participating group Plagdet MAP
Grman and Ravas [2011] 0.5563 0.6852
Grozea and Popescu [2011] 0.4153 0.5835
Oberreuter et al. [2011] 0.3469 0.3753
Cooke et al. [2011] 0.2467 0.2319
Torrejo´n and Ramos [2011] 0.2340 0.3016
Rao et al. [2011] 0.1991 0.3671
Palkovskii et al. [2011] 0.1892 0.3987
Nawab et al. [2011] 0.0804 0.2338
Ghosh et al. [2011] 0.0012 0.0294
Table 10.4: Comparison between the original plagdet scores and the new MAP scores
obtained by submissions to the PAN 2011 External Detection track
To give an idea of how well the system can detect plagiarism in comparison with other
approaches, topics from the PAN 2011 External Detection task were modified and converted
to document-level relevance judgements and were searched by TOPSIG using the same ap-
proach as was used to produce the test results in § 10.3, using 32-64 term splitting. To provide
a baseline comparison, the other runs submitted to the track were converted to document-level
runs through this process:
• If the system reported detection of a passage in a source document, this was marked as
returning that source document
• Detections of passages without an accompanying source document were ignored
• Additional detections of the same document were removed
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The runs were then evaluated through trec eval to obtain MAP and interpolated
precision scores for the systems.
While this does change the goals of the track, there is a sufficient association between how
well systems did at the original task (plagdet score) and how well they did on this artificial
task (MAP) that it appears to function as a rough baseline for TOPSIG (Table 10.4).
Figure 10.14: Interpolated precision/recall chart of various systems using documents and
ground-truth data from PAN 2011
IP@r TopSig Grman Grozea Oberreuter Cooke Torrejo´n Rao Palkovskii Nawab Ghosh
0.00 0.4934 0.8558 0.7003 0.4519 0.4038 0.4231 0.4952 0.4840 0.2933 0.0673
0.10 0.4934 0.8558 0.6939 0.4519 0.3846 0.4231 0.4888 0.4840 0.2933 0.0673
0.20 0.4776 0.8365 0.6811 0.4519 0.3462 0.4038 0.4647 0.4840 0.2933 0.0449
0.30 0.4600 0.7981 0.6811 0.4519 0.3269 0.4038 0.4647 0.4840 0.2933 0.0449
0.40 0.4296 0.7404 0.6234 0.4327 0.2500 0.3462 0.4231 0.4391 0.2548 0.0449
0.50 0.4294 0.7404 0.6234 0.4327 0.2500 0.3462 0.4038 0.4391 0.2548 0.0449
0.60 0.2771 0.6250 0.5272 0.3269 0.1538 0.2692 0.3038 0.3814 0.2067 0.0064
0.70 0.2387 0.5673 0.5272 0.3077 0.1346 0.2500 0.2885 0.3301 0.1875 0.0064
0.80 0.2004 0.5433 0.5272 0.3077 0.1346 0.1923 0.2644 0.3096 0.1875 0.0064
0.90 0.1999 0.5433 0.4696 0.2885 0.1346 0.1731 0.2644 0.3096 0.1875 0.0064
1.00 0.1999 0.5433 0.4696 0.2885 0.1346 0.1731 0.2644 0.3096 0.1875 0.0064
MAP 0.3440 0.6852 0.5835 0.3753 0.2319 0.3016 0.3671 0.3987 0.2338 0.0294
P@10 0.0827 0.1500 0.1365 0.0885 0.0558 0.0692 0.0885 0.0942 0.0558 0.0115
Table 10.5: Interpolated precision/recall, MAP and precision at 10 documents of various
systems compared against a simple TOPSIG-based plagiarism detection engine using
documents and ground-truth data from PAN 2011
The resulting scores obtained by these systems and TOPSIG are shown in Table 10.5,
with the precision/recall curve shown in Figure 10.14. As the precision/recall curve shows,
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TOPSIG does a reasonably good job at early precision, with early results in the top 3, but falls
to the bottom 4 by the end.
Performance analysis is difficult as the original systems are unavailable for reproductive
testing; in addition, the track did not feature an execution time component and as such the
only record of the amount of time any of these indexers took is informal reporting within the
individual notebook papers for those runs. Out of those, Oberreuter et al. [2011], Grman
and Ravas [2011], Rao et al. [2011] and Ghosh et al. [2011] did not mention execution
time at all. Grozea and Popescu [2011] reported spending 24 hours on a 12 core Opteron
machine computing the similarity matrix, and another 24 hours on a 34-core Condor cluster
performing detailed analysis. It is also mentioned that only 48 hours was available for
translation and that this was insufficient time. Cooke et al. [2011] reported spending almost
an hour on most of the processing, with the exception of translation work which took 10.5
hours. Torrejo´n and Ramos [2011] mentioned that the work took about 30 minutes, although
it is unclear how this breaks down or if this figure covers all processing involved.
The most time-consuming task reported by Grozea and Popescu [2011] and Cooke et al.
[2011] was translation. The PAN 2011 corpus employs a number of obfuscation methods
used to disguise plagiarism when it occurs. One of these methods, and one that is applied to
approximately 10% of the affected passages, is machine translation, and as a result some of
the systems employed their own machine translations to respond to this. Naturally TOPSIG
does not employ such a component, but these results show that it is still reasonably competi-
tive without it.
While it is difficult to generalise from the limit anecdotes available here, and while it
is inadvisable to make comparisons to reported processing times from 2011 in 2015, this
data does suggest that a combination of TOPSIG and ISSL technologies could be used quite
competitively in a plagiarism detection context, even if another system was used on top to
properly detect and align the offending passages.
10.6 Summary
The central idea behind duplicate sub-document detection is simply the finding of instances
where a passage in one document is also a passage in another document. This is a popular
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application of information retrieval techniques and can be useful for tasks like merge tracking
and plagiarism detection. Outside of document detection, the approach also has applications
in image searching, facial recognition and other technologies where it is useful to efficiently
determine if parts of object A are also parts of object B.
Duplicate sub-document detection can be a tricky task due to the fact that there is no way
of knowing which part of the document could appear in another document. If that information
was known the duplicate portion could be used as a query and the other document could
be easily found using it. The problem with searching for the entire document is that the
other terms in the rest of the document could add too much noise to the search, making the
document that actually copies text from this document hard to find.
While the proportion of duplicate text in a document does roughly correlate with the
Hamming distance between that document and the document the text is copied from, as
the proportion of duplicate text decreases it becomes increasingly difficult to make this
determination. A test was performed in which documents that were artificially generated
to contain portions of other documents were included in a collection and searches were
performed using the signatures of those “other documents”. If a copied document appeared
in the top 100 results of a search, it was considered to be detected. The results found that
the chances of finding the document roughly correlated with the portion of the document
that was copied. If 50% of the document was copied, there was a roughly 50% chance of it
appearing in the top 100 results. If 15% or less was copied, there was no chance of finding
it. The results were even worse when ISSL searching was enabled; using ISSL to search
for a document with 50% copied text would only find it 5% of the time. This was due
to the fact that Hamming similarity simply is not a good enough metric for finding copied
documents when there are so many other ways for unrelated documents to appear to be close
enough using that metric. The fact that Hamming distance is so effective at finding similar
documents is what makes it hard to find those that actually contain copied text.
Document splitting was found to be the solution to this problem. Many of the downsides
to document splitting that were found when trying to use the technique for ad hoc search
(inability to sample query term usage across the entire document, chance of dividing the
query terms across splitting thresholds) either do not apply or are upsides when it comes to
finding similar or identical documents. In addition, instances of copied text stick out much
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more strongly due to their inherent contiguousness; if the document is split in two and the
duplicate sub-document appears in only one of the portions, it will stand out twice as much
and have twice as much effect on the Hamming distance as before, making it much easier to
identify.
Including splitting (with splitting in sentence mode and with a threshold of 64–128
terms) greatly increases the ability for signature searching to pick up the documents contain-
ing copied passages; with splitting enabled, the chance of locating a document consisting of
50% duplicate text is over 95%. Additionally, the reduction in search precision from using
ISSL is also reduced when splitting is enabled; the average precision only drops from 80.02%
to 77.88% when splitting is enabled, compared with a drop from 49.09% to 31.60% without
splitting. This means that not only is the level of accuracy much greater, but the performance
can be greatly improved too.
Using splitting in the context of document searching has different implications than it
does in the context of ad hoc searching. One of these is that the documents used for querying
are split too. This means that all of the split portions of documents need to be searched for
as well, increasing the number of queries that need to be searches in addition to increasing
the size of the collection. It also means that the result lists of multiple queries for the same
document need to be consolidated; in this case, duplicates were merged simply by taking the
copy with the closest Hamming distance, breaking ties by the number of times that copy was
found, taking advantage of the fact that if there are multiple similar sub-documents in a single
document, it is more likely to be a true duplicate.
There are other ways searching for duplicate sub-documents differs from regular sig-
nature searching. One is the fact that term signature density appears to have virtually no
effect on results, with no clear pattern emerging, whether ISSL searching is enabled or not.
Another is that reducing the signature width appears to have only a very tiny effect on results
when splitting is enabled, making this another area where effectively free performance can
be obtained. With ISSL searching, signature widths can be reduced to 64 bit before any
noticeable reduction in search quality begins to appear.
Splitting with smaller and smaller thresholds does improve performance, albeit with
average precision maxing out at 32–64. By increasing the number of documents returned
(in other words, by allowing documents that appear in the first 1000 or 10 000 to be counted
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as detected) it is possible to make greater use out of the smaller splitting thresholds, allowing
extremely high retrieval rates at the cost of needing to sort through more results. This problem
almost certainly comes from the fact that the current methods of breaking ties are insufficient
at these levels.
Another area in which duplicate sub-document search differs from regular similarity
searching is in the importance of Hamming expansion to search quality. When attempting
to find similar documents, the Hamming neighbourhood expansion parameters are important
to search quality; while they do result in a considerable increase in search time, they also
result in a decent improvement to CDR. This is not the case when performing duplicate
sub-document identification; the use of Hamming neighbourhood expansion appears to have
virtually no effect on search precision, meaning that it can be turned off entirely, reducing in
an extremely significant boost in performance at no perceptible cost. This is useful as splitting
is key to the effectiveness of duplicate sub-document searching and splitting documents finely
enough to be able to detect these sub-documents requires that the collection size and the
number of searches that need to be performed be multiplied many times over.
While TopSig has been shown to be highly effective and efficient at detecting the
presence of duplicate sub-documents, its functionality is more limited, however, in its ability
to determine exactly where the offsets of these duplicate sub-documents lie in the documents
where it is detected. TopSig does store within each signature the rough positions within the
original text of the sub-document the signature was created from; however, due to the way
signature splitting works the values are only approximate and there are numerous factors
that can throw this off. Furthermore, TopSig has no ability of detecting the true extents of
duplicate passages that do not lie precisely on sub-document boundaries. TopSig’s main
strength in this respect is that it can function as a highly efficient filtering mechanism that
can be used in conjunction with another application that can operate on the original text of
the suspect documents and determine where the instances of duplicate text begin and end.
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Chapter 11
Conclusions and Recommendations
This monograph has provided an overview of document signatures and an in-depth look at
developing, optimising, parallelising and evaluating a signature search platform, as well as a
look at a number of other topics related to document signatures.
11.1 Summary of the research
11.1.1 State of existing research
In Chapter 2 we looked at how document signatures were originally developed as a re-
placement for full-text searching, with the idea being that, if the terms of the document
were hashed into sequences of signatures, the document could be searched more efficiently
simply by hashing the query into signatures and comparing those signatures in the query
to the signatures in the document. This means that the task of parsing the document into
terms (tokenisation) can be avoided during searching, reducing the amount of time full text
searching takes. As an added benefit, the term signatures were usually smaller than the terms
themselves, meaning that the amount of data processed during searching can be reduced.
This was extended with superimposed coding, which took advantage of the fact that term
position does not matter with typical queries and simply overlapped all the term signatures
on top of each other with a bitwise OR operation to form the document signature, instead
of concatenating them. The resulting document signature therefore acts as a filter, and is as
such the same size as the term signatures. Checking if a term signature is in that document
simply required a bitwise AND operation. This reduces the size of the resulting signature
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and greatly reduced the amount of processing time necessary for conjunctive queries at the
cost of introducing the possibility of false positives. Reducing these to a manageable level
requires that the size of the term signatures be increased and the signature density (that is,
the number of bits set in each signature) be decreased; although as document signatures are
only the size of a single term signature, rather than the size of all the term signatures needed
for an entire document. Although developed independently, this approach parallels a much
earlier technique known as Zatocoding, which involved encoding multiple topics into a single
edged-notched card in a similar way to make better use of the available notching space.
Chapter 2 also looked at a related technology, the locality-sensitive hash, which is the
term used to describe a hashing function that hashes similar inputs to similar hashes, so
that similarity comparisons can be computed between them cheaply. One locality-sensitive
hashing approach, random indexing, works in a similar way to the superimposed coding
approach, except it involves hashing terms into term signatures composed of trits, which have
three states: 0, negative and positive. These are then added together with integer arithmetic,
and converted back to a binary signature by reducing negative values and 0 values to 0 and
positive values to 1. Topological signatures were developed to bring this approach to term
signatures. Making use of random indexing in conjunction with the masking that is at the
core of superimposed coding, topological signatures allow both ad hoc and whole document
queries to be performed using the same signatures. Whole document queries are conducted
using Hamming distance (that is, the number of differing bits between the two signatures),
ad hoc queries are performed by masking the two queries and then calculating the Hamming
distance between them.
Both document signatures and locality-sensitive hashes suffer from scalability issues
related to large collections; the “Hamming distance problem” is the term used to describe the
issue of finding nearest Hamming neighbours in a collection of hashes, and there exist various
approaches to find Hamming neighbours without needing to consult the entire collection,
typically by sacrificing the ability to guarantee that the k nearest neighbours will be retrieved,
the range beyond which results can be found etc.
Lastly, Chapter 2 also looked at relevance feedback, the approach of utilising user feed-
back on results already presented to provide more results to the user as part of the same query.
It was suggested as part of a series of recommendations into improving information retrieval
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systems and was first implemented as part of the SMART system. Feedback is typically
incorporated into the search by modifying the query; early approaches modified a standard
boolean query by adding additional terms based on terms that appear in the documents that
have been marked relevant. Later methods manipulated the query in the vector space model,
allowing the context those terms appeared in to be used to weight the added terms, in addition
to ensuring that they only influenced results to a certain degree and did not overshadow the
original query terms. In the absence of an actual user to provide feedback, pseudo-relevance
feedback is a related approach that involves providing feedback by simply assuming that
the first results returned to the user are relevant and performing re-ranking based on that
assumption. This likewise improves the quality of searching, although not to the same degree
as actual relevance feedback.
11.1.2 Document signatures
Chapter 3 discussed the model of signatures used in this research, reviewing their theoretical
underpinnings as a result of combining the vector-space model of information retrieval with
the concept of dimensionality reduction, and how this approach compares against the earlier
model of superimposed coding.
The main difference between topological signatures and superimposed signatures are
what happens when term signatures set bits that are used by other term signatures. With
superimposed signatures, such overlap has no effect until other signatures affect enough bits
to cause a false positive, in which a term appears to be part of a signature even though it
is not. With topological signatures, however, overlapping term signatures results in cross-
talk, in which these overlapping bits can both contribute towards and away from a term’s
representation in the signature. In order to influence which terms either “win” or at least
come out better represented when these term collisions occur, the term signatures can be
weighted with a measure such as the term’s inverse document frequency, such that bits that
belong to more significant terms have a higher likelihood of surviving into the final signature.
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11.1.3 Software implementation
Chapter 4 described the underlying implementation of the TOPSIG software, which was
developed as part of this research to provide a software platform for experimenting with sig-
nature searching. TOPSIG was implemented as a series of C modules with external interfaces.
These modules communicate to accomplish larger tasks, taking advantage of the fact that
many different useful applications of document signatures make use of the same algorithms
and data structures, while avoiding an excessive level of module co-dependence and making
it possible to largely work individual modules without affecting the rest of the program, or
even needing the entire program to be recompiled. The software was developed to address
the fact that, at the time this research was conducted, there were no competitive open-source
signature search engines available. For this reason TOPSIG has been made available under
an open source license, and can be downloaded from http://www.topsig.org.
The chapter also described the three main test collections; WSJ87-92, the Wikipedia
XML corpus and ClueWeb09, used for testing the effectiveness of the software on small,
medium and large-scale collections respectively. Also discussed was the method used to
generate signatures in a reproducible manner through the ISAAC random number generator,
as well as techniques to improve the speed at which document signatures can be generated
through the caching of term signatures. Finally, the file format and the considerations asso-
ciated with determining how to best store the signature data so that it can be used efficiently
in memory, transferred from disk with a minimal amount of effort and so that the locality
between document metadata and signature data can be maintained.
11.1.4 Parallel processing
Chapter 5 covered parallelisation, a topic essential to any modern discussion of performance-
critical algorithms. While the limits of physics, fabrication processes and the problem of
dealing with heat have brought an end to the increases in clock speed that processors used
to enjoy year after year, these limits have not stopped CPU manufacturers from increasing
the number of processing cores available. While two CPU cores are generally not as good as
one CPU core running twice as fast, the fact that each core has access to the same memory
does mean that many tasks can be significantly sped up by dividing their workloads between
multiple threads; this is known as multithreading.
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One of the issues associated with accessing the same data from multiple threads is that
each thread is unaware of what the other threads are doing and as a result may end up working
with the same data simultaneously, which can cause undefined effects to occur. For example,
if both threads attempt to increment the same value at the same time, they might do this by
reading the data into a register, incrementing it and writing it back. If two threads do this at the
same time they might end up writing the same value, causing only one write to count. There
are other, more disastrous effects that can happen as a result of multiple threads working
on the same data at the same time; even if only one thread is writing, as certain operations
may take place over multiple cycles and therefore be eligible for pre-emption. Avoiding this
involves the threads communicating with each other and using certain agreed-upon locking
mechanisms and access patterns to avoid this kind of contention. This practice is known as
synchronisation and is an important topic in parallel processing. The upshot is that multiple
threads cannot access the same resource simultaneously without synchronisation; however,
excessive amounts of synchronisation can drastically reduce the algorithm’s performance,
as communication between threads is inherently quite slow. This issue compounds over the
number of threads used; as per Amdahl’s law, the reciprocal of the proportion of the program
that is run sequentially (that is, not in parallel) is the limit to which that program can be
sped up through parallelisation, no matter how many CPU cores and threads are available.
Synchronisation primitives used to avoid this include high-level locks, such as mutexes and
semaphores, as well as low-level atomic operations, which can be used quite effectively for
accessing shared data structures as they are able to perform loads and stores atomically; that
is, in one instruction that cannot be pre-empted. Atomic operations also perform additional
effects, such as cache invalidation, that are necessary for synchronisation. The need to avoid
excessive synchronisation plays an important part in determining how to best partition a
given task for processing across multiple threads. Generally speaking, if the sub-tasks are
too small the amount of synchronisation necessary between threads is too great, while if the
sub-tasks ons are too large the software may end up waiting too long for a thread that is
running too slow to complete. There are also cases in which the way the task is partitioned
affects the synchronisation that is necessary; for instance, an indexer will generally have a
much easier time splitting a collection up into documents and processing each document
separately, as opposed to splitting the collection up into portions of documents (in which
case synchronisation will be necessary to share information between the threads processing
360 CHAPTER 11. CONCLUSIONS AND RECOMMENDATIONS
the same document as this must be consolidated to produce a consistent result).
Multithreading can also provide a performance boost in cases where additional CPU cores
are unavailable as they allow other work to continue during blocking operations. Due to
the fact that certain operations require the hardware to do something, in a single-threaded
implementation the other code may end up waiting for the hardware to do something; this
is often the case in file I/O, for example. Approaches such as buffered I/O can be used to
mitigate the costs of waiting for hardware in this situation, but do not eliminate it entirely
and this is one example of a scenario in which parallelisation can be applied to great effect.
11.1.5 Evaluation and refinement
Chapter 6 looked at how search engines are evaluated and how TOPSIG’s effectiveness as an
information retrieval system is measured. While Chapter 3 and Chapter 5 focused on tuning
TOPSIG’s performance in terms of time-efficiency, this chapter looks at tuning TOPSIG to do
a better job at retrieving results.
The chapter introduced the measures of precision and recall, as well as the related metrics
that are used to evaluate search engines, including precision at n, precision at recall and
average precision. Search engines are evaluated through the application of these metrics
and the relevance judgements associated with the signature and query being tested. These
relevance judgements are typically dichotomous classifications that score each document as
being relevant or not relevant to a particular query. In dichotomous classification precision
is calculated as the proportion of the returned documents that are relevant documents, while
recall is calculated as the proportion of relevant documents in the collection that were re-
turned. To evaluate a search engine, it is run on a set of queries that relevance judgements
are available for, and then scored with the previously described metrics based on whether the
documents the search engine returns are relevant or not.
A run with TOPSIG on the WSJ87-92 collection, using very basic implementations of the
signature indexing and searching algorithms described in Chapter 3 returned a mean average
precision (MAP) score of 0.0311 and a precision at 10 score of 0.1760. The MAP score is an
average of the precision at each recall level; that is, the area under the precision-recall curve,
and as such is difficult to visualise in terms of results from the score alone. The precision at
10 score is easier to conceptualise, as it is simply the chance of each result in the top 10 results
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returned by the search engine being relevant. In this case, a score of 0.1760 means that an
average of 1.76 relevant documents will be found in the top 10 results of a given query. The
value of 10 is typically chosen due to the fact that this is the size of a standard search engine
page. While the precision at 10 score is an easily understood metric, it is of course limited to
the first 10 documents and influenced by the 10 result page. Mean average precision allows
search engines to continue to raise their scores as long as they can keep finding more results,
while rewarding the search engine’s ability to find relevant documents early on.
The remainder of the chapter looks at various methods of improving TOPSIG’s retrieval
performance. The first method looked at is the tokenisation approach; by default, TOPSIG
merely tokenises based on whitespace; a standard approach in text processing contexts, but
one that also tends to pull in more data than necessary. By changing the tokenisation approach
to characterise all non-alphabetical characters as whitespace, an improved MAP score of
0.0431 is reported. Secondly, stemming; the use of a function to reduce a given word to
its word stem, removing the effect of plurals, tense and alternative forms. By incorporating
the S stemmer, a simple stemmer that is designed around eliminating common plurals, the
MAP was increased again to 0.0624. Incorporating stopping (the use of a list of common
terms that are usually impossible to search for anyway) improved precision further, to 0.0835.
Chapter 3 showed how global term statistics, such as the frequency of a given term across
the entire collection, could be used to weight terms and reduce the impact of term cross-
talk; incorporating global term statistics improved MAP again, to 0.0961. While this is an
automated run and therefore there is no user input available, pseudo-relevance feedback can
be applied, using relevance feedback by making the assumption that the first returned results
are relevant. This improved TOPSIG’s MAP score to 0.1033 and its precision at 10 documents
to 0.3900; in short, in the top 10 results of a given WSJ87-92 query, on average 3.9 are
relevant. Splitting; the concept of dividing documents into smaller portions to make them
easier to index and more localised resulted in another small increase, to a MAP score of
0.1091.
These results were all based on TOPSIG returning the top 100 results in response to each
query; however, as explained before, the MAP score of a run can continue to increase as
long as relevant documents continue to be found; as a result, it can be beneficial to continue
returning results from the perspective of optimising MAP. In the case of TOPSIG this amounts
to a jump from a MAP of 0.1091 when returning 100 results to 0.1615 when returning
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10 000 results. Returning 10 000 results takes longer than returning 100 results, and is not
particularly useful to a typical searcher as the earliest results do not change in the process;
however, it does give a better idea of the actual performance of TOPSIG with respect to MAP.
Searches on the Wikipedia collection were also similarly improved, although in some areas
differently to WSJ87-92. The overall result was an improvement from a MAP of 0.0274 to a
MAP of 0.2027.
While the initial results were rather poor and the improvement offered by most of the
refinements discussed in this chapter are rather minimal individually, they have a strong
cumulative effect, making it possible for TOPSIG to perform competitively as an information
retrieval system.
11.1.6 Relevance feedback
Chapter 7 covered relevance feedback, the utilisation of user feedback to improve results
within the same collection. For the purposes of this research, the form of relevance feedback
discussed was focused relevance feedback. Focused relevance feedback is a mode of feedback
procurement wherein users are offered one document at a time and are asked to highlight
sections of the document that they found relevant to their search. This is in contrast to more
traditional approaches, which involve a two-stage interaction with the user. In the first stage,
the user provides a query and the system returns a set of documents. In the second stage, the
user marks those documents as relevant or not relevant (as in dichotomous classification) and
submits this information to the system, which responds with a new set of relevant documents.
By comparison, the focused relevance feedback approach has the users marking passages
of the document and also involves a much tighter feedback loop, with many exchanges of
information between the user and the system.
This approach also requires a different process of evaluation. Traditional means of eval-
uating search engines only involve one interaction; and while processes of this nature can
still be used to evaluate relevance feedback systems of the more traditional dichotomous
kind described previously, this does require the nature of relevance feedback to be some-
what subverted. The TREC 2008 Relevance Feedback track, for instance, provided a set of
relevance-judged documents, with the idea being that participating systems would proceed
as if they had returned those results in response to the initial query. For processes with more
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steps of interaction, however, evaluation methods like this are unsuitable.
To fix this problem, a specialised evaluation platform was developed. The first incarnation
of this platform was used in the INEX 2011 Relevance Feedback track and involved pro-
viding participants with a a Java application that would accept relevance feedback modules
developed by the participants and would come with a training set of documents and data,
which was transmitted to the relevance feedback module through the API. Participants would
therefore implement a search engine with a relevance feedback component and submit that
as the relevance feedback module. For the purposes of evaluation, these modules were then
run on a centralised judging machine with access to the true data set. This platform had
certain issues, one being compatibility with the modules on the judging machine, another
being the fact that the entire collection had to be transmitted over the API limited the size of
the collection that could be used; many information retrieval problems become much easier
on small collections and this one was very small indeed.
In order to solve these issues, a second incarnation of the relevance feedback evaluation
platform was developed for use in the INEX 2012 Relevance Feedback track. In this version,
the participants would use a common data set (the Wikipedia XML corpus), eliminating
issues caused by the data set needing to be transmitted to the relevance feedback module and
indexed on the fly. In addition, the participants would run the evaluation platform and their
compatible relevance feedback modules on their own machines and the evaluation platform
would do its evaluation work by connecting to a remote server. The server would, by default,
transmit queries and supply feedback based on a set of training data. The actual evaluation
data set would only become available at a later date and all runs processed with it are judged
and recorded. The justification behind this approach is that, while it would be possible for
a participant to “cheat” by recording the relevance feedback module’s communications with
the evaluation platform to obtain the identity of the topics and the relevant documents, it
would be fairly obvious that such a thing is being done.
A relevance feedback module built into TOPSIG was found to be effective at improving
results during searching from a MAP of 0.1393 to 0.2477. As discussed previously, the
related approach of pseudo-relevance feedback was also found to work well in TOPSIG,
which is useful in non-interactive situations or in other situations where user feedback is not
available.
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11.1.7 Document similarity
Chapter 8 looked at whole-document queries, the kind of query most commonly used with
locality-sensitive hashes. This chapter showed how Hamming distance and document sim-
ilarity correlate with two examples. One showed a clear (albeit noisy) correlation between
Hamming distance and cosine similarity; a popular similarity metric, calculated as the cosine
of the angle between the two inputs in the vector-space model. The other showed a correlation
between Hamming distance and the similarity of documents that were artificially generated
to be a certain % similar to another document. These generated documents were created
by mixing a fraction of the terms in one document with the terms in another document,
effectively creating interpolations between the two documents. This was performed in order
to generate pairs of documents that are known to be a certain amount similar, based on the
fact that two random documents will usually have nothing in common.
With this correlation shown, it is clear that Hamming distance between signatures can
be used for document similarity tasks. Histograms were used to show that the distribution
of Hamming distance between documents that share categories or topics were closer than
the distribution of random documents, making it possible (with at least a small degree of
confidence) to determine the topic or category of an untagged document simply based on the
tags of the documents it is closest to. Other tasks document similarity could feasibly be used
for are diversity and clustering tasks.
The versatility of topological signatures, able to act as both document signatures and
locality-sensitive hashes for the same documents gives them advantages in this space that
inverted file approaches do not have, as they can perform these kinds of computations such
as efficiently as ad hoc retrieval tasks.
11.1.8 Inverted signature slice lists
Chapter 9 introduced the inverted signature slice list (ISSL) approach, a method designed
as a partial solution to the “Hamming distance problem” of finding nearest neighbours in a
collection of locality-sensitive hashes. Due to the fact that nearest-neighbour search inher-
ently requires the distance to every hash in the collection to be computed, techniques to scale
this problem are non-trivial and typically require the scope of the problem to be limited; for
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example, by limiting the Hamming distance beyond which neighbours can be found (most
often used in near-duplicate detection scenario, due to the fact that signatures beyond a certain
distance are of little interest to the task) or by accepting a level of inaccuracy in the results.
The ISSL approach introduced by this chapter does both; depending on the settings used
in building and searching the ISSL table, the technique guarantees the accurate acquisition
of nearest neighbours within a certain Hamming radius, and is able to acquire other nearest
neighbours with a high rate of accuracy that diminishes the farther away those neighbours are.
This usefulness of this approach comes from the fact that it is most important to accurately
acquire those nearest neighbours that are closest, while accuracy is less important the farther
away the neighbours are due to the fact that signatures are binomially distributed and at
higher distances there are many potential candidates, so the impact of picking the wrong
ones is significantly less.
The chapter showed that, by partitioning the signatures into slices of a given width, a
lookup table can be created based on the value of each slice and used to store all the signatures
containing that slice. The use of slices keeps the size of the lookup table manageable, as for
optimal performance it is best to have the lookup table stored as an array that can therefore be
looked up in constant time, while also keeping the table large enough such that the buckets
only contain a small number of signatures each, making the overall search process very fast.
With this lookup table, a signature can be identified instantly with its slices. Obtaining
signatures that are farther away and contain no slices in common with the query signature
is performed with neighbourhood expansion, where expansions of up to n bits away are
conducted by looking up all of the permutations of each slice of the query signature that are
up to a Hamming distance of n away. This means that signatures can be identified as long as
they share at least one slice that is within n bits away from the respective slice in the query
signatures.
The chapter also showed how searching with the ISSL table is performed by scoring
signatures based on the similarity between the slice in the query signature and the slice that
was used to find the signature, and with this information optimistic and pessimistic Hamming
distances that the signature could fall between can be built. Hamming neighbourhood expan-
sion is used to continue to narrow this range, as well as add new signatures to the pool, and
after all the expansion steps have been completed the top k signatures are found by taking
the top k scorers. These signatures can then be sorted based on their true Hamming distance,
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as Hamming distance calculations continue to be incredibly quick operations and only cause
problems when there are millions or billions of signatures to calculate the Hamming distance
of, and the top results returned to the user.
In order to show the effect ISSL searching has on search quality, a new measure referred
to as cumulative distance ratio (CDR) was introduced, which calculated the ratios between
cumulative sums of Hamming distances, in order to show the effect ISSL searching had on
the ability to obtain the nearest k distances. CDR was used to evaluate ISSL by comparing
the results an ISSL search for a query would return with the results an exhaustive search for
that same query would return.
With appropriate settings, it was shown in Chapter 9 that ISSL was capable of reducing
the amount of time taken to search web-scale collections such as ClueWeb09 in milliseconds
rather than seconds, with a performance improvement of almost 50× with 26 bit signatures,
yet without a considerable degradation in quality. Apart from the reduced search quality, the
disadvantages of the ISSL approach include the need to generate the ISSL table in advance,
the increased memory usage during searching and the fact that the technique can only be used
to optimise whole-document queries.
11.1.9 Duplicate sub-document identification
Finally, Chapter 10 covered duplicate sub-document detection, a related problem to document
similarity, but one based on finding cases where two documents share portions of identical
text. Note that this does not necessarily mean that the text is exactly identical, but rather,
that it shares enough similarities to be considered a copy. Similar sub-document detection is
of interest for tasks like locating unattributed sources, as is useful for things like plagiarism
detection.
To test the effectiveness with which TOPSIG could detect duplicate sub-documents, the
same set of generated documents used for similarity testing was used, as these documents
were created by taking text from two different documents and combining them into the one
document. Hence, finding a document that contains 10% of the text in another document is
equivalent to finding a document that consists of 10% plagiarised text. The task created to
evaluate this was simple; if TOPSIG was able to find the copy within the first 100 results when
searching for the original, it was considered to have correctly detected it. To camouflage the
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duplicate documents, extra documents from ClueWeb09 were added to the signature.
Initial results were quite poor, due to the inability of bag-of-words approaches to tell
the difference between documents that are similar and documents that share common sub-
passages, however, aggressive document splitting settings were found to increase TOPSIG’s
ability to identify these documents significantly. By splitting the documents into smaller
portions, passages of text that are copied stand out far more than passages that are merely
similar. In addition, the smaller document sizes and lower threshold for detection allows
much smaller signature widths, partially counteracting the increase in search time caused
by the aggressive splitting. Using ISSL for the searching, particularly with very small or
non-existent neighbourhood expansion settings was also found to be extremely effective at
reducing the search time required with little to no effect on the quality of the results.
While TOPSIG has been proven to be quite capable of detecting instances of duplicate
sub-documents, its ability to accurately determine the positions within the document of such
copies is extremely limited due to the way sub-document offset are calculated and the fact
that splitting takes place without any knowledge of where the true duplicate sub-documents
are. Because of this, the information necessary to determine where copied passages begin
and end is not available within the signature file. For these reasons it is currently intended
that TOPSIG be used more as a filtering mechanism for a more precise but slower approach,
such as a program used to find differences between two pieces of text.
11.2 Future developments
Document signatures are a rich area of study, and there are many cases in which a particular
line of inquiry lead to more potentially lucrative avenues to explore. Due to limited time and
resources it was simply not possible to follow all of them.
11.2.1 Signature representation
Weighted term signature density
One of the reasons that a gap remains between advanced inverted file approaches and topolog-
ical signatures is due to some limitations in the signature’s ability to represent the underlying
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document vectors. An example of this is in ranking functions; functions such as BM25
are used to weight the value of certain matching terms, rewarding the matching of more
valuable terms more than less valuable terms. At the moment, TOPSIG makes use of the
ranking function (typically log-likelihood) as a weighting mechanism when constructing the
signature to resolve collisions, where it proves to be quite effective; however, the only aspect
in which this influences the final score is that the bits belonging to more important terms have
a higher likelihood of surviving compared to less important terms.
One aspect that does influence the effect terms have on the final score is signature density.
In superimposed coding and Zatocoding, the number of bits set per feature was simply used as
a trade-off between the number of unique features that could be encoded and the likelihood of
false positives. As a result, it generally made sense to keep the number of bits set per feature
the same. Topological signatures, however, use the number of matching bits to score that
particular match in relation to other matches. As a result, if a term affects x bits, it will have
a maximum impact of x on the final score. This opens up the possibility of using a weighting
function to influence the density of a term signature, allowing more important terms to set
more bits and therefore have a greater effect on the final score.
While any approaches relating to modifying signature density based on term statistics
would need to be developed keeping in mind the weighting function used for resolving colli-
sions, the combination of the two approaches could potentially be used to make topological
signatures more accurately represent the underlying document vector.
Reflective random indexing
One issue with the use of topological signatures for document similarity calculations is the
fact that signatures represent a relatively limited interpretation of document meaning. As
each term hashes to a different term signature, the only way topological signatures are able
to represent similarity between documents is through the similarity of their shared terms.
Terms that have similar meaning or are used in similar context have nothing to do with each
other from the perspective of this implementation of topological signatures and are therefore
unable to contribute to these similarity calculations. As a result of this, while TOPSIG has
proven to be quite effective at finding documents which explicitly share text, its effectiveness
at finding documents that merely discuss the same topic is substantially lower.
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A potential way of working around this limitation is reflective random indexing, which
is based on creating term signatures that reflect the similarity of the terms they represent,
in the same way document signatures do. This can simply be done by creating random
signatures for documents, rather than terms, and creating term signatures by adding together
the document signatures of the documents those terms appear in, effectively inverting the
current process of signature creation. After this is done, the document signatures can be
recreated from the term signatures in the usual fashion, ideally resulting in a collection
where both documents and terms function as locality-sensitive hashes and where document
signatures are much more sensitive to documents that share topics than before.
Metadata storage
As described in § 4.5.2 (page 89), currently metadata and signatures are interleaved in the
on-disk and in-memory representations, and there are some good reasons for this. However,
when this decision was made it was not known that signature searching would become limited
by memory bandwidth in certain situations. This could potentially present a compelling case
for storing signatures and metadata in separate planes in order to transfer less data while
searching.
11.2.2 Software improvements
Flexibility and re-usability
The TOPSIG software has, throughout the course of this research, grown into a relatively
stable and feature-full platform capable of handling many different kinds of inputs and being
used for different tasks. However, the software can be inflexible in that more detailed tasks
require it to be paired with additional software; for instance, using TOPSIG for image search
requires a second program to perform feature extraction and produce data usable by TOPSIG
in the process. This is not in itself a problem, but the fact that TOPSIG was designed as a
user-facing application can make it less flexible for tasks of this nature. As a result, the plan
is to remake TOPSIG into an API that can be easily used by outside programs, and with the
interface functioning as a thin layer on top of the API. Additional interfaces, such as a GUI
or a Web interface could also be provided with little extra work.
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Documenting and refactoring
TOPSIG has a strong feature set and provides a number of highly efficient parallelised al-
gorithms for performing signature indexing and searching. It has, however, grown a lot of
barnacles in the process and is in some areas not the most polished or well documented ap-
plication. Something that could greatly improve TOPSIG’s usability to others is a substantial
refactoring effort, with configuration variables updated to be more consistent, better error
reporting in the case of invalid or missing parameters and with obsolete features removed.
Additional customisability
Certain parts of the application are not as configurable as they should be; particularly cer-
tain features that have been implemented to test some new functionality out. For instance,
currently the only way to change the weighting algorithm used to resolve collisions or the
way pseudo-relevance feedback is performed is through recompilation. Other features are
customisable, just not as much as they could be. One example is the DOCID-FORMAT
configuration option, which is used to configure how TOPSIG acquires the document name
(for storing in the signature metadata) of the document. This supports a number of options,
including an option to grab the document name from an XML field; however, this is very
much limited depending on the document format; for instance, there is no way to use a
different field in the WSJ87-92 collection or other similar SGML collections. In general
TOPSIG can be made into a far more flexible search platform by opening up more of the work
that takes place under the hood to customisation through configuration options. The biggest
exception here is cases where the additional customisability interferes with performance; for
instance, it may be more flexible to replace the XML format filter with a regex filter; however,
the performance cost of using regex on all input text would almost certainly be too great for
this to be a sensible option.
Consolidation of related systems
Partly due to the way the different parts of the software were developed, there are cases where
different parts of the software work are implemented in separate places and work differently
despite performing similar tasks. One example of this is pseudo-relevance feedback and
11.2. FUTURE DEVELOPMENTS 371
relevance feedback, which are handled by entirely different parts of TOPSIG and work in
fundamentally different ways. One of the strengths of TOPSIG’s modular design is the fact
that different modules can make use of other modules, reusing systems that have already
been implemented and avoiding unnecessary duplication. As a result, merging a number of
systems of this nature should result in a substantial increase in code quality. It would also
make across-the-board refinements to relevance feedback approaches easier to do.
11.2.3 Algorithm improvements
Accelerated top-k determination
Currently, one of the biggest limiters to TOPSIG’s performance, both in ad hoc and whole
document searching, is the way the top-k results are determined. As explained in § 6.2.10
from page 221 on, the process involves a linear search of the top-k list each time an item in
the list is replaced and replacing this with a heap is non-trivial. The amount of time spent on
this part of the task is so great, however, that it actively limits the performance of signature
searches. As a result there is an impetus to try and replace the current system with something
less glacial.
A potential replacement for the current system is to simply store lists for each possible
Hamming distance and add results to those lists as they are processed. As only an integer
(the signature ID) needs to be stored per signature, this should not increase the memory
requirements for searching too much. After the collection has been processed, the Hamming
distances signatures need to get into the top-k will be known and those signatures can be
added. The metadata used to break ties can then be used to sort the signatures and determine
the final top-k.
This approach would be less effective for streamed searching as the tie-breaking informa-
tion, as well as information necessary during output such as the document names needs to be
looked up in the signature metadata, which would require a large number of seek operations.
For in-memory searching, however, the performance improvements when searching for large
top-k values should be considerable.
The area in which this improvement may be the most important is in ISSL searching.
ISSL is designed for speed; yet to ensure the process of top-k extraction does not substantially
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impact the overall search speed, low values of k must be used. This in turn reduces the
quality of ISSL searching, as the ISSL approach depends on being able to pull in enough
close documents and re-rank them using the true Hamming distance to achieve near-parity
with exhaustive approaches. This means it is actually beneficial to use a potentially very
large value of k and calculate the actual Hamming distances to all k. Due to the fact
that straightforward ad hoc searches can be performed on the WSJ87-92 and Wikipedia
collections efficiently, it is clear that calculating even a very large number of Hamming
distances and pulling out the true top-k would have little impact on the overall search time.
The part of this process that currently does have a large impact on the search time is the
glacially slow top-k determination process. As a result, replacing this process may provide
substantial improvements to the ISSL approach.
Improved sub-document detection
There are many potential improvements to the current process used for sub-document detec-
tion, especially considering the limitations of the present approach.
One aspect of this is the way sub-document offsets and lengths are stored in the signature
metadata when splitting is enabled. They are determined based on following the terms that
make it into the final signature. This approach fits in quite neatly with the way splitting
and signature creation work in TOPSIG; it is not, however, a particularly accurate approach,
particularly due to the way certain terms (that is, stop words) are elided before they are even
added to the signature file. In addition, even when this does not take place, the fact that
punctuation, whitespace and other characters that do not make up part of the term are not
counted leads to gaps between sub-document definition points. Changing this so that the
offsets and lengths of all signatures created from a document cover the entire length of the
document when combined, with no gaps, means that it will be possible to tell when two sub-
documents form a contiguous block. This can be useful in many applications, on example
of which is ranking documents with contiguous duplicate sub-documents higher than other
documents in sub-document searching. Other improved methods of breaking ties should
make
While it is not possible to fix the fact that signatures do not contain sufficient information
to allow the precise beginnings and ends of the duplicated sub-documents to be determined,
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one potential fix is the inclusion of an extra module in TOPSIG that is able to make use
of current TOPSIG document processing code to take candidate pairs and find instances of
duplicate sub-documents. This requires going back to the source data and may not be feasible
in certain collections, particularly collections where quickly finding the original documents
would be expensive, but it would still be a useful inclusion.
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Appendix A
TOPSIG Software Modules
A.1 topsig-main.c
The application’s entry point. Unlike the other modules, topsig-main.c does not have an
associated header file; while it links to other modules, they do not link back. topsig-main.c
initialises the configuration module and then checks the first command line argument (the
mode) passed to the program to determine the correct module to run. The most stable
and well-established modes are provided in a list to the user when TOPSIG is run without
arguments. TOPSIG also supports other modes that are kept unlisted as they may be renamed
or removed at a later date. A list of the modes is provided in Table A.1.
If none of the valid modes are specified, the program displays usage information including
a list of valid modes and then terminates.
Mode Implementing module Reference
index topsig-index.c § A.3
query topsig-query.c § A.8
topic topsig-topic.c § A.9
termstats topsig-stats.c § A.11
experimental-rf topsig-experimental-rf.c § A.12
createisl topsig-issl.c § A.13
docsim topsig-issl.c § A.13
Table A.1: A list of valid TOPSIG modes and the modules that implement them. The
reference indicates the section in this chapter where each mode is discussed.
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A.2 topsig-config.c
This module is tasked with retrieving configuration information from the command line and
configuration files and storing this information in a hash table. Configuration parameters are
essential for driving many parts of the program and as a result most of the other modules make
use of the configuration module; this is not shown in Figure 4.1 as it would overcomplicate
the diagram.
Configuration parameters are provided as simple key-value pairs which can either be
provided through configuration files or with command line arguments. TOPSIG features a
well-defined configuration loading order, and if a given configuration key appears more than
once, the latest takes precedent. This allows default configuration options to be specified
and potentially overridden by more specific configuration options for particular tasks. In
addition, the special-purpose configuration key config allows further configuration files to
be included at any point, making the configuration system very flexible.
The configuration file format is that of a plain text file, with comments beginning with #
and configuration parameters provided as lines of the format KEY = VALUE. TOPSIG will
read configuration information from the file config.txt in the current working directory
first, and will then process the command line. Command line parameters are provided in the
format -KEY VALUE. Through the special-purpose configuration key config, additional
configuration files can be supplied on the command line through -config file.cfg.
Each module is responsible for accessing the configuration information it needs through
this system. As a result, the configuration system is not currently capable of sanity-checking
the parameters supplied by users. While the individual parts of the system are able to report
if the configuration parameters they are provided are missing or incorrect, the system is not
capable of detecting if the user specifies parameters that are not used by any part of the
system. This unfortunate limitation is a drawback of the high level of flexibility offered by
the configuration system.
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A.3 topsig-index.c
This module is used when TOPSIG is run in "index" mode. In this mode, TOPSIG reads
in a document collection and creates signatures from the documents inside, making that
collection or collections available for searching. The configuration option TARGET-PATH
is used to specify either a single target file or a directory of target files. Multiple targets (or
directories) can be provided through additional configuration options TARGET-PATH-2,
TARGET-PATH-3 etc.
After being read from these files, the documents are then passed to topsig-process.c
to be turned into signatures.
topsig-index.c contains a modular system for handling different collection formats.
The format of the target file (or the files in the target directory) is provided through the
configuration option TARGET-FORMAT and this parameter is used to select a function for
processing the target file. Supported formats include:
file Used when the target is a file representing a document. This is the most general-purpose
format and is used when using TOPSIG to index a single file, or when indexing a
collection of files stored in a directory. The files are simply processed as-is. The
configuration option DOCID-FORMAT is used to specify how the file will be named
inside the collection; available options include the base name (with or without the file
extension), the path to the file or, when processing XML-format files, an XML field.
tar Used to process standard UNIX "tar" (tape archive) archives. This is a popular format
for document collections and is in many cases preferable to a directory structure, as it
is often much faster to read a single file than many files. The Wikipedia XML corpus
(§ B.2) is provided as a set of compressed tar files.
wsj Used to process collections in the SGML-based format used by the WSJ87-92 collection
(§ B.1) and other early TREC collections. The documents are delineated by <DOC>
</DOC> tags and the document ID appears between <DOCNO> </DOCNO> tags.
warc This format is used by the ClueWeb collection (§ B.3) and consists of lines of meta-
data (in the format key: value) followed by the actual document text for each
document. The format changed slightly between ClueWeb09 and ClueWeb12 and the
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software was upgraded to handle both.
newline This format is used to handle collections that are provided as a plain text file with
one document per line. The documents are given a name based on their line number.
This is not a format typically used by actual document collections, but it is used as
an intermediary format when using TOPSIG to handle non-text data that has been
converted to a textual representation so it can be indexed and searched.
khresmoi This format is used to handle data from the 2012 Khresmoi medical documents
web crawl, and possibly other similar collections. The documents are delineated by
#CONTENT: and #EOR fields, with the document IDs appearing after the #UID:
fields.
A.4 topsig-filerw.c
This module provides file access capabilities for topsig-index.c. Many document col-
lections are compressed to reduce capacity requirements and bandwidth utilisation, and as a
result it is important for TOPSIG to be able to handle those formats natively. topsig-filerw.c
provides a file handle type and access functions that allow uncompressed, gz-compressed
and bz2-compressed files to be handled transparently. The type FileHandle is an ab-
stract type that is used polymorphically, with appropriate access functions chosen at runtime,
transparently to the calling module. C is not an object-oriented language, however, this is an
example of an object-oriented programming principle being applied effectively in it.
This particular abstraction does come with one downside, however; it makes it impossible
to separate the tasks of reading and decompressing. This is unfortunate as reading is a
blocking I/O-bound task, while decompressing is a blocking CPU-bound task, yet only one
can be happening at a time. This issue is described in more detail in §§ 5.3.3–5.3.4.
A.5 topsig-file.c
This module provides a couple of file system functions used by topsig-index.c, in-
cluding functions to determine the path separator used by the native operating system and
determine if a given path points to a directory. These operations are special due to the fact
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that they have to be implemented with non-portable operating system functionality. Keeping
non-portable code like this separate from the main program makes it easier to ensure the
program can compile on multiple systems:
• The entire module can be replaced at compile time. As the other modules only ac-
cess this module through its external interface (its header file, topsig-file.h), at
compile time it is possible to simply exclude this file from compilation. An alternative
implementation that implements the same interface can then be used. The implemen-
tation can be selected based on the platform the software is being compiled for.
• The other common way of handling code that needs to be handled differently on
multiple platforms is through the use of the preprocessor and conditional compilation.
Code that contains an extensive amount of preprocessor directives is, however, more
difficult to read, debug and reason about. It therefore makes sense to isolate this code
from the rest of the application.
A.6 topsig-process.c
This module processes documents that have been read into memory by topsig-index.c
and turns them into signatures, which are then written to a signature file. Processing doc-
uments involves parsing them looking for words, writing these words into a hash table and
recording their frequency, then calling functions in topsig-signature.c to create a
signature from these words and write that signature out to a file.
Document parsing is controlled by a number of configuration parameters. TARGET
-FORMAT-FILTER can be used to filter out tags when parsing XML documents. CHARMASK
is used for defining which characters can appear as parts of words. Any contiguous sequence
of valid characters is counted as a word and processed like one.
A.7 topsig-signature.c
This module is used for creating and storing document signatures. It provides a Signature
type and functions for creating signatures, adding terms to them, flattening them into a
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binary representation and writing them out to files. As the creation of term signatures is
slow, this is optimised through an optional cache, the manipulation of which is facilitated
through functions provided in this module with the SignatureCache type. This cache is
configurable through the TERM-CACHE-SIZE configuration option and disabled if this is
set to 0.
The file format used for the signature data files is described in § 4.5.3. topsig-signature.c
makes use of a number of configuration options to control the properties of the created signa-
tures, including SIGNATURE-WIDTH, SIGNATURE-DENSITY and SIGNATURE-METHOD.
A.8 topsig-query.c
This module is used when TOPSIG is run in "query" mode. This module does not handle
the searching itself, but instead calls functions in topsig-search.c to search using the
query provided by the configuration option QUERY-TEXT and display these results to the
user.
A.9 topsig-topic.c
This module is used when TOPSIG is run in "topic"mode. Like topsig-query.c, this
module does not handle the searching itself, but instead calls functions in topsig-search.c
to search using the queries provided in the topic file specified through the configuration option
TOPIC-PATH. The results from searching these topics are then written to the path specified
through the TOPIC-OUTPUT-PATH option.
Topic files are commonly used in ad hoc search engine tasks and are used to provide a set
of queries to the search engine. The TOPIC-FORMAT option can be used to provide the file
format of the topic file.
Search engine tasks often also have specific requirements for the format of the output files
the results are written to, and this format can also be specified through the TOPIC-OUTPUT
-FORMAT option. TOPIC-OUTPUT-K can also be used to specify the number of results that
should be returned per topic.
A.10. TOPSIG-SEARCH.C 381
A.10 topsig-search.c
This module provides the ad hoc (query) search functionality utilised by topsig-query.c
and topsig-topic.c. topsig-search.c has functions for loading a signature file
and searching it with text queries, with both in-memory and streaming modes (for when the
signature file is too large to fit in memory). This module utilises topsig-signature.c to
create query signatures, but does the actual signature searching itself. It also provides useful
utility functions to do with signature searching to other modules, such as topsig-issl.c.
The configuration option SIGNATURE-CACHE-SIZE specifies the amount of memory
available (in MiB) for storing signature data during searching. If this is large enough to store
the entire signature file, TOPSIG will use in-memory searching. If it is not, TOPSIG will use
streaming mode.
Pseudo-relevance feedback (also known as blind relevance feedback) is facilitated through
the PSEUDO-FEEDBACK-SAMPLE and PSEUDO-FEEDBACK-RERANK configuration op-
tions.
A.11 topsig-stats.c
This module is used when TOPSIG is run in "termstats" mode. In this mode, TOPSIG
will read a document collection similarly to during "index" mode; however, instead of
creating a signature file, it will record information about global term statistics into a file.
Global term statistics includes information like the number of times a given term appears in
the collection, the number of documents a term appears in etc.
The term statistics generated while TOPSIG is in "termstats" mode can be used in
indexing and searching to increase the quality of generated signatures. As TOPSIG normally
only has a view of one document when creating signatures it is unable to make use of inverse
document frequency (described in § 3.4.6) or other metrics which rely on knowing how a
term is used throughout the whole collection.
Use of global term statistics requires an extra pass to collect the information necessary;
however, its use is recommended as it can improve the quality of the generated signatures.
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A.12 topsig-experimental-rf.c
This module is used when TOPSIG is run in "experimental-rf" mode and provides
a relevance feedback engine. While running in relevance feedback mode, TOPSIG will run
in an interactive fashion. It will load a signature file in the same way as the "query" and
"topic" modes, but will wait for the user to provide a topic. TOPSIG will then provide
the top result that matches this topic and wait for the user to provide a number indicating
the number of passages of text in the document that were relevant to the user. A value of 0
means the document was not relevant to the user at all. If a value higher than 0 is provided,
the user will then provide that many passages of text, one per line, copied and pasted from
the document. After this is done, TOPSIG will then provide the next most relevant document,
having reranked the documents where possible from the feedback provided by the user.
This experimental relevance feedback engine is not intended to be used directly by an
actual user in this form; it is instead intended to be used by a relevance feedback evaluation
system that will interact with the TOPSIG system through a pipe1. More details on relevance
feedback and the evaluation program is available in Chapter 7.
A.13 topsig-issl.c
This module is used when TOPSIG is run in the "createisl" and "docsim" modes and
provides access to Inverted Signature Slice Lists functionality.
Inverted Signature Slice Lists is a new signature searching technology that allows searches
with document-sized queries to be performed extremely quickly through the use of a posting
list index into the signature data. The "createisl" mode takes a signature file and creates
an ISSL index into it, which is used for searching when TOPSIG is run in ”docsim” mode.
"docsim" mode is similar to TOPSIG’s "topic" mode, but instead of reading a list of
queries from a file, it uses a user-defined subset of the signatures in a signature file as queries
instead, finding the signatures that most closely match that signature file.
The Inverted Signature Slice Lists approach is described in more detail in Chapter 9.
1An operating system feature used to feed output from one program to another program as input, allowing
programs to directly talk to each other.
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A.14 topsig-stop.c
Documents frequently contain a large number of grammatical articles and other filler words
that play an important role in the language but have little value in being included in a search
engine index. This module allows a list of stop words to be provided through the STOPLIST
configuration option. Words that appear in this list will be immediately discarded from
documents during processing and discarded from queries during searching. As a result they
will not take up space in the term cache, they will not appear in the global term statistics
file and for the most part no time will be spent on them. Use of stop words can both
improve performance (as stop words are usually very common) and increase the quality of
the generated signature files.
A.15 topsig-stem.c
English (and many other languages) has a great number of words that share meaning and a
common word stem, and differ only grammatically. Plurals and verb conjugations are good
examples of this. Again, while these words play an important part in the language they are not
very useful from a search engine perspective and it is therefore frequently useful to remove
everything after the stem so that a noun and its plural form, or a verb and all its conjugations
are stored and searched as if they were all the same word. Through the configuration option
STEMMER the stemming algorithm used for this process can be selected.
A.16 topsig-porterstemmer.c
This module contains the public domain reference implementation2 of the classic Porter
[1980] stemmer. TOPSIG uses the thread-safe (Release 2) version of the stemmer, as the
processing performed in topsig-process.cmay be performed by multiple threads. This
module is called from topsig-stem.c when the STEMMER configuration option is set to
PORTER.
2http://tartarus.org/martin/PorterStemmer/ (retrieved October 19, 2015)
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A.17 topsig-document.c
This module provides a Document type, which encapsulates the contents of a document, its
title and other useful information and is used for passing documents between topsig-index.c
and topsig-process.c.
A.18 topsig-progress.c
This module provides progress- and performance-measuring tools which are used by topsig
-process.c to provide information to the user during indexing. The frequency of these
updates can be specified through the OUTPUT-PROGRESS and OUTPUT-PERIOD config-
uration options. If the total number of documents in the collection is known in advance,
the configuration option OUTPUT-PROGRESS-DOCUMENTS can be provided to show a
progress bar during indexing.
A.19 topsig-timer.c
This module provides high-precision timing functions used for timing operations in topsig
-issl.c.
A.20 topsig-thread.c
This module provides an interface to the POSIX threading API in the form of functions
designed to facilitate parallel processing. These functions are used in topsig-index.c,
topsig-search.c and topsig-issl.c to provide multithreaded forms of the index-
ing and search functionality. More discussion of parallel processing and how it is imple-
mented in TOPSIG can be found in Chapter 5.
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A.21 topsig-atomic.h
This header-only module provides access to atomic operations; operations that perform cer-
tain functionality in a way that guarantees the thread performing the operation will not be
pre-empted by another thread partway through.
Atomic operations vary from architecture to architecture and the way they are exposed
to the compiler also varies from compiler to compiler. This module provides a common
interface to these operations, protecting the rest of the program from the vagaries of individual
implementations. An overview of atomic operations appears in § 5.1.5.
A.22 topsig-semaphore.c
This module provides a portable implementation of semaphores, a useful synchronisation
primitive that is not natively implemented in the POSIX threads API. The wider set of POSIX
standards does provide unnamed semaphores; however, these are not correctly implemented
on all platforms and are generally intended to be used for inter-process communications.
A.23 ISAAC-rand.c
This module contains the public domain reference implementation3 of the ISAAC random
number generator [Jenkins Jr, 1996], the high performance random number generator em-
ployed to generate term signatures in TOPSIG. ISAAC generates 32 bit random numbers and
uses a 256 B seed by default.
3http://burtleburtle.net/bob/rand/isaacafa.html (retrieved October 19, 2015)
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Appendix B
Test Collections
Sample data is a must for developing any kind of software that is primarily concerned with
processing data. While data sets with similar properties to the type of data that the software
is expected to process can be useful, where possible it is preferable to use real data to avoid
potential issues arising from sample data being generated with an incomplete picture of the
types of scenarios the software will have to deal with in production.
Information retrieval in modern times is concerned with data that may come in many
different forms: textual, visual, audial etc. As textual data is the simplest to process and does
not require extensive work to extract features and otherwise prepare the data for indexing,
text was chosen as the format to be handled by the software initially. Textual data also comes
with other advantages, including the ready availability of high quality data sets, that make it
a useful choice.
While there are many sources of textual data available for use, many freely available, there
are some other concerns that need to be addressed when choosing a document collection for
testing an information retrieval engine.
One of these is whether or not there are relevance assessments available for the collection
in question. While any data set can be used quite effectively to test things like indexing and
search speed, and informally used to test the quality of search queries simply by entering
in likely queries and manually checking whether the results look good, this can only reveal
the most catastrophic of problems with search quality and cannot be used to get an accurate
picture of search engine quality.
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Collection Document count Uncompressed size Compressed size
WSJ87-92 (§ B.1) 173 252 508.5 MiB 187.35 MiB
Wikipedia (§ B.2) 2 666 190 47.56 GiB 7.56 GiB
ClueWeb09 (§ B.3) 1 040 809 705 27.3 TiB 5.54 TiB
Table B.1: The sizes of the WSJ87-92 (§ B.1), Wikipedia (§ B.2) and ClueWeb09 (§ B.3)
data sets
Relevance assessments provide a solution here. Typically, relevance assessments consist
of a list of search queries and which documents a search engine should return for that query.
In the most basic form, this data reveals the relevance of documents with respect to a partic-
ular search query in a binary fashion; each document is either relevant to the query or not.
A search engine is then judged on how well it retrieves the relevant documents. Sometimes
additional information is also available, such as how relevant a particular document is to the
query, or which portion of the document is relevant.
Relevance assessments are highly valuable and when available can be used to make
determinations about the recall and precision of the search engine results, data that can be
used to make quantitative comparisons with other search engines using the same data set.
Another concern related to the suitability of data sets for search engine development is
whether the data is heavily encumbered by its terms of use. Many sets of medical data have
strict requirements as to how they can be used, redistributed etc. These are frequently de-
identified to protect the anonymity of the patients involved, which is important but also less
than ideal from a “quality of data” standpoint, which would suggest that unaltered texts are
superior to work with. However, in some domains the use of data of this nature is necessary
as nothing else is available.
With these factors in mind, the three main collections that were used during this research
were WSJ87-92, the Wikipedia XML corpus and ClueWeb09. Other collections used are
described in the thesis at the point of reference, while these three collections are used in
multiple experiments and are therefore deemed important enough to address in this appendix.
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B.1 WSJ87-92
The WSJ87-92 collection consists of articles from the Wall Street Journal from the years
1987 through 1992. This collection was distributed by NIST1 as part of the TREC Research
Collection2. NIST also distributes relevance assessments in the form of QRELS files for this
collection3. These relevance assessments were created through manual assessment of the
pool of results returned by search engines for those queries in the TREC-1 Ad-Hoc track.
For the purposes of evaluation, the QRELS data that referred to documents in the Associated
Press, Department of Energy, Federal Register and Ziff-Davis collections was stripped out as
these collections were not used.
The collection is formatted in SGML, with each article delimited by a pair of <DOC> </DOC>
tags. Each article consists of a document ID and multiple metadata sections, also denoted by
tags, with the bulk of the article text appearing between the <TEXT> </TEXT> tags. There
are a total of 173 252 articles in the WSJ87-92 collection, the total size of which is 508.5MB
uncompressed. The small size and high quality data make it useful for search engine testing,
as the entire collection can be processed very efficiently.
B.2 The Wikipedia XML corpus
Filling the need for an intermediary collection is the 2009 edition of the Wikipedia XML cor-
pus4 used in various INEX tracks [Denoyer and Gallinari, 2006]. It is a corpus of 2 666 190
documents collected from Wikipedia and marked up with annotations from the semantic
knowledge base YAGO. The collection is stored in the form of individual XML files for each
document all archived in a small number of GZIPped TAR files and has an uncompressed
size of 50.7 GiB.
INEX also distributes relevance assessments, created through manual assessment of pools
of results returned by competing search engines in the ad-hoc tracks. Relevance assessments
1National Institute of Standards and Technology
2http://trec.nist.gov/data/docs_eng.html (retrieved October 19, 2015)
3http://trec.nist.gov/data/qrels_eng/index.html (retrieved October 19, 2015)
4http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/
software/inex/ (retrieved October 19, 2015)
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from the 2009 and 2010 Ad-Hoc tracks are available5. These assessments are unique among
the three collections discussed in that they also contain information about which sections of
the document the assessor considered to be relevant to the query.
This collection is of a considerable size and hence is useful for testing a search engine’s
performance when working with collections of hundreds of thousands or millions of docu-
ments, such as large corporate data sets.
B.3 ClueWeb09
Finally, filling the need for a web-scale collection is ClueWeb096, an collection of 1 bil-
lion (1 040 809 705) web documents with an uncompressed size of 25 TiB [Callan and Hoy,
2009]. The data set is multi-language, with 503 903 810 English-language documents and the
remaining documents in other languages.
Relevance assessments are available for this collection; TREC distributes them in the
form of QRELS files for this collection; the relevance assessments were created to assess
participants to the TREC Web tracks. The relevance assessments only feature English-
language documents, so the non-English documents were removed from the ClueWeb09
collection for the purposes of this research (as processing Chinese and similar text with
software designed for processing English text could cause problems as well as taking extra
time unnecessarily). Document quality information for ClueWeb09 is also available in the
form of the Waterloo Spam Ranking data7, allowing users of the data to process the collection
to remove unhelpful documents before searching it.
A more modern version of ClueWeb, ClueWeb128 is available, consisting of more English-
language documents and no documents in other languages. However, due to work on this
search engine beginning before this collection was made available, this research focuses on
ClueWeb09.
5https://inex.mmci.uni-saarland.de/data/documentcollection.jsp (retrieved Oc-
tober 19, 2015)
6http://lemurproject.org/clueweb09/ (retrieved October 19, 2015)
7https://plg.uwaterloo.ca/˜gvcormac/clueweb09spam/ (retrieved October 19, 2015)
8http://www.lemurproject.org/clueweb12.php/ (retrieved October 19, 2015)
References
Armstrong, T. G., Moffat, A., Webber, W., and Zobel, J. (2009). Improvements that don’t
add up: ad-hoc retrieval results since 1998. In Proceedings of the 18th ACM conference
on Information and knowledge management, pages 601–610. ACM.
Arvola, P., Geva, S., Kamps, J., Schenkel, R., Trotman, A., and Vainio, J. (2011). Overview
of the inex 2010 ad hoc track. In Comparative Evaluation of Focused Retrieval, pages
1–32. Springer.
Bloom, B. H. (1970). Space/time trade-offs in hash coding with allowable errors.
Communications of the ACM, 13(7):422–426.
Bohrer, P. J., Gheith, A., and Peterson, J. L. (2013). Creating a thread of execution in a
computer processor without operating system intervention. US Patent 8,561,070.
Broder, A. Z. (1997). On the resemblance and containment of documents. In Compression
and Complexity of Sequences 1997. Proceedings, pages 21–29. IEEE.
Broder, A. Z. (2000). Identifying and filtering near-duplicate documents. In Combinatorial
pattern matching, pages 1–10. Springer.
Buckley, C. (2004). trec eval IR evaluation package. http://trec.nist.gov/trec_
eval/.
Buckley, C. (2008). Relevance feedback track overview: TREC 2008. Technical report,
DTIC Document.
Buckley, C., Allan, J., and Salton, G. (1993). Automatic retrieval with locality information
using SMART. In Proceedings of the First Text REtrieval Conference TREC-1, pages
59–72.
391
392 REFERENCES
Buckley, C., Salton, G., Allan, J., and Singhal, A. (1995). Automatic query expansion using
SMART: TREC 3. NIST special publication sp, pages 69–69.
Buckley, Chris and Salton, Gerard (1995). Optimization of relevance feedback weights.
In Proceedings of the Eighteenth Annual International ACM Special Interest Group on
Information Retrieval Conference on Research and Development in Information Retrieval,
Feedback Methods, pages 351–357.
Callan, J. and Hoy, M. (2009). Clueweb09 data set (2009). http://lemurproject.
org/clueweb09/.
Chapelle, O., Metlzer, D., Zhang, Y., and Grinspan, P. (2009). Expected reciprocal rank
for graded relevance. In Proceedings of the 18th ACM conference on Information and
knowledge management, pages 621–630. ACM.
Chappell, T. and Geva, S. (2012). Overview of the INEX 2011 relevance feedback track. In
Focused Retrieval of Content and Structure: 10th International Workshop of the Initiative
for the Evaluation of XML Retrieval (INEX 2011), pages 269–277. Springer.
Chappell, T. and Geva, S. (2013a). Overview of the INEX 2012 relevance feedback track.
In Focused Access to Content, Structure and Context: 11th International Workshop of the
Initiative for the Evaluation of XML Retrieval (INEX’12), pages 269–277. Springer.
Chappell, T. and Geva, S. (2013b). Working notes for TopSig at ShARe/CLEF 2013. In
Working Notes for CLEF 2013 Conference, volume 1179. CEUR Workshop Proceedings.
Chappell, T., Geva, S., Nguyen, A., and Zuccon, G. (2013). Efficient top-k retrieval with
signatures. In Proceedings of the 18th Australasian Document Computing Symposium,
pages 10–17. ACM.
Chappell, T., Geva, S., and Zuccon, G. (2015). Approximate nearest-neighbour search
with inverted signature slice lists. In Advances in Information Retrieval, pages 147–158.
Springer.
Charikar, M. S. (2002). Similarity estimation techniques from rounding algorithms. In
Proceedings of the thiry-fourth annual ACM symposium on Theory of computing, pages
380–388. ACM.
REFERENCES 393
Chum, O. and Matas, J. (2012). Fast computation of min-hash signatures for image
collections. In Computer Vision and Pattern Recognition (CVPR), 2012 IEEE Conference
on, pages 3077–3084. IEEE.
Chum, O., Philbin, J., and Zisserman, A. (2008). Near duplicate image detection: min-hash
and tf-idf weighting. In BMVC, volume 810, pages 812–815.
Clarke, C., Craswell, N., and Soboroff, I. (2005). The trec terabyte retrieval track. In ACM
SIGIR Forum, volume 39, pages 25–25. ACM.
Cooke, N., Gillam, L., Wrobel, P., Cooke, H., and Al-Obaidli, F. (2011). A high-performance
plagiarism detection system. PLEF 2011 Notebook papers.
Croft, W. B., Metzler, D., and Strohman, T. (2010). Search engines: Information retrieval in
practice. Addison-Wesley Reading.
Danelutto, M. and Torquati, M. (2014). Loop parallelism: a new skeleton perspective on data
parallel patterns. In Parallel, Distributed and Network-Based Processing (PDP), 2014
22nd Euromicro International Conference on, pages 52–59. IEEE.
Datar, M., Immorlica, N., Indyk, P., and Mirrokni, V. S. (2004). Locality-sensitive hashing
scheme based on p-stable distributions. In Proceedings of the twentieth annual symposium
on Computational geometry, pages 253–262. ACM.
De Vries, C. M. and Geva, S. (2012). Pairwise similarity of topsig document signatures.
In Proceedings of the Seventeenth Australasian Document Computing Symposium, pages
128–134. ACM.
Deerwester, S., Dumais, S., Furnas, G., Landauer, T., and Harshman, R. (1990). Indexing
by latent semantic analysis. Journal of the American society for information science,
41(6):391–407.
Denoyer, L. and Gallinari, P. (2006). The Wikipedia XML Corpus. SIGIR Forum.
Dong, W. (2011). LHKIT: A C++ locality sensitive hashing library.
Faloutsos, C. (1992). Signature files. In Frakes, W. B. and Baeza-Yates, R., editors,
Information retrieval: data structures and algorithms, chapter 4, pages 44–65. Prentice
Hall.
394 REFERENCES
Faloutsos, C. and Chan, R. (1988). Fast text access methods for optical and large magnetic
disks: Designs and performance comparison. In VLDB, volume 88, pages 280–293.
Faloutsos, C. and Christodoulakis, S. (1984). Signature files: An access method for
documents and its analytical performance evaluation. ACM Transactions on Information
Systems (TOIS), 2(4):267–288.
Fox, C. (1989). A stop list for general text. In ACM SIGIR Forum, volume 24, pages 19–21.
ACM.
Fuller, M. and Zobel, J. (1998). Conflation-based comparison of stemming algorithms. In
Proceedings ofADCS’98 Third Australian Document Computing Symposium, page 7.
Geva, S. and Chappell, T. (2010). Focused relevance feedback evaluation. Simulation of
Interaction, page 9.
Geva, S. and De Vries, C. M. (2011). Topsig: topology preserving document signatures. In
Proceedings of the 20th ACM International Conference on Information and Knowledge
Management, pages 333–338. ACM.
Geva, S., Kamps, J., Lethonen, M., Schenkel, R., Thom, J. A., and Trotman, A. (2010).
Overview of the inex 2009 ad hoc track. In Focused retrieval and evaluation, pages 4–25.
Springer.
Geva, S., Kamps, J., and Trotman, A., editors (2009). Advances in Focused Retrieval, 7th
International Workshop of the Initiative for the Evaluation of XML Retrieval, INEX 2008,
Dagstuhl Castle, Germany, December 15-18, 2008. Revised and Selected Papers, volume
5631 of Lecture Notes in Computer Science. Springer.
Ghosh, A., Bhaskar, P., Pal, S., and Bandyopadhyay, S. (2011). Rule based plagiarism
detection using information retrieval. P etras et al.
Gionis, A., Indyk, P., Motwani, R., et al. (1999). Similarity search in high dimensions via
hashing. In VLDB, volume 99, pages 518–529.
Grman, J. and Ravas, R. (2011). Improved implementation for finding text similarities in
large collections of data. Proceedings of PAN.
REFERENCES 395
Grozea, C. and Popescu, M. (2011). The encoplot similarity measure for automatic detection
of plagiarism. Notebook for PAN at CLEF, 2011.
Gunther, N. J., Puglia, P., and Tomasette, K. (2015). Hadoop superlinear scalability.
Communications of the ACM, 58(4):46–55.
Hamming, R. W. (1950). Error detecting and error correcting codes. Bell System technical
journal, 29(2):147–160.
Harman, D. (1991). How effective is suffixing? JASIS, 42(1):7–15.
Harman, D. (1992). Relevance feedback and other query modification techniques. In Frakes,
W. B. and Baeza-Yates, R., editors, Information retrieval: data structures and algorithms,
chapter 11, pages 241–263. Prentice Hall.
Harman, D., Fox, E., Baeza-Yates, R., and Lee, W. (1992). Inverted files. In Frakes, W. B. and
Baeza-Yates, R., editors, Information retrieval: data structures and algorithms, chapter 3,
pages 28–43. Prentice Hall.
Harman, Donna (1992). Relevance feedback revisited. In Proceedings of the Fifteenth
Annual International ACM Special Interest Group on Information Retrieval Conference on
Research and Development in Information Retrieval, Interaction in Information Retrieval,
pages 1–10.
Hurley, N. and Zhang, M. (2011). Novelty and diversity in top-n recommendation–analysis
and evaluation. ACM Transactions on Internet Technology (TOIT), 10(4):14.
Indyk, P. and Motwani, R. (1998). Approximate nearest neighbors: towards removing the
curse of dimensionality. In Proceedings of the thirtieth annual ACM symposium on Theory
of computing, pages 604–613. ACM.
Ishikawa, Y., Kitagawa, H., and Ohbo, N. (1993). Evaluation of signature files as set access
facilities in OODBs. In ACM SIGMOD Record, volume 22, pages 247–256. ACM.
Jakarta, A. (2004). Apache Lucene: a high-performance, full-featured text search engine
library.
396 REFERENCES
Ja¨rvelin, K. and Keka¨la¨inen, J. (2000). IR evaluation methods for retrieving highly relevant
documents. In Proceedings of the 23rd annual international ACM SIGIR conference on
Research and development in information retrieval, pages 41–48. ACM.
Ja¨rvelin, K. and Keka¨la¨inen, J. (2002). Cumulated gain-based evaluation of IR techniques.
ACM Transactions on Information Systems (TOIS), 20(4):422–446.
Jenkins Jr, R. J. (1996). ISAAC. In Fast Software Encryption, pages 41–49. Springer.
Jung, H., Han, H., Fekete, A., Heiser, G., and Yeom, H. Y. (2014). A scalable lock manager
for multicores. ACM Transactions on Database Systems (TODS), 39(4):29.
Katayama, N. and Satoh, S. (1997). The SR-tree: An index structure for high-dimensional
nearest neighbor queries. In ACM SIGMOD Record, volume 26, pages 369–380. ACM.
Ke, Y., Sukthankar, R., and Huston, L. (2004). Efficient near-duplicate detection and sub-
image retrieval. In ACM Multimedia, volume 4, page 5.
Kelly, D. and Belkin, N. (2001). Reading time, scrolling and interaction: exploring
implicit sources of user preferences for relevance feedback. In Proceedings of the 24th
annual international ACM SIGIR conference on Research and development in information
retrieval, pages 408–409. ACM.
Kendall, M. G. (1938). A new measure of rank correlation. Biometrika, pages 81–93.
Kent, A., Sacks-Davis, R., and Ramamohanarao, K. (1990). A signature file scheme based
on multiple organizations for indexing very large text databases. Journal of the American
Society for Information Science, 41(7):508–534.
Kent, A. J., Sacks-Davis, R., and Ramamohanarao, K. (1988). A superimposed coding
scheme based on multiple block descriptor files for indexing very large data bases. In
Proceedings of the 14th International Conference on Very Large Data Bases, pages 351–
359. Morgan Kaufmann Publishers Inc.
Kulis, B. and Grauman, K. (2009). Kernelized locality-sensitive hashing for scalable image
search. In Computer Vision, 2009 IEEE 12th International Conference on, pages 2130–
2137. IEEE.
REFERENCES 397
Larson, P.-A. (1984). A method for speeding up text retrieval. ACM SIGMIS Database,
15(2):19–23.
Lin, Z. and Faloutsos, C. (1992). Frame-sliced signature files. Knowledge and Data
Engineering, IEEE Transactions on, 4(3):281–289.
Lv, Y. and Zhai, C. (2011). Lower-bounding term frequency normalization. In Proceedings
of the 20th ACM international conference on Information and knowledge management,
pages 7–16. ACM.
MacQueen, J. et al. (1967). Some methods for classification and analysis of multivariate
observations. In Proceedings of the fifth Berkeley symposium on mathematical statistics
and probability, volume 1, page 14. California, USA.
Manasse, M. (2004). Finding similar things quickly in large collections.
http://research.microsoft.com/en-us/projects/pageturner/
similarity.aspx.
Manku, G. S., Jain, A., and Das Sarma, A. (2007). Detecting near-duplicates for web
crawling. In Proceedings of the 16th International Conference on World Wide Web, pages
141–150. ACM.
Manning, C., Raghavan, P., and Schutze, H. (2008). Introduction to information retrieval,
volume 1. Cambridge University Press Cambridge.
Mooers, C. (1947). Putting probability to work in coding punched cards. In Paper presented
before the Division of Chemical Education, 112th Meeting Am. Chem. Soc, New York.
Mooers, C. N. (1951). Zatocoding applied to mechanical organization of knowledge.
American documentation, 2(1):20–32.
Mooers, C. N. (1956). Zatocoding and developments in information retrieval. In Aslib
Proceedings, volume 8, pages 3–22. MCB UP Ltd.
Nawab, R. M. A., Stevenson, M., and Clough, P. (2011). External plagiarism detection using
information retrieval and sequence alignment. Notebook for PAN at CLEF.
398 REFERENCES
Norouzi, M., Punjani, A., and Fleet, D. J. (2014). Fast exact search in hamming space with
multi-index hashing. Pattern Analysis and Machine Intelligence, IEEE Transactions on,
36(6):1107–1119.
Oberreuter, G., LHuillier, G., Rıos, S. A., and Vela´squez, J. D. (2011). Approaches for
intrinsic and external plagiarism detection. Proceedings of the PAN.
Ounis, I., Amati, G., Plachouras, V., He, B., Macdonald, C., and Johnson, D. (2005). Terrier
information retrieval platform. Advances in Information Retrieval, pages 517–519.
Ounis, I., Amati, G., Plachouras, V., He, B., Macdonald, C., and Lioma, C. (2006). Terrier: A
high performance and scalable information retrieval platform. In Proceedings of the OSIR
Workshop, pages 18–25. Citeseer.
Palkovskii, Y., Belov, A., and Muzyka, I. (2011). Using wordnet-based semantic similarity
measurement in external plagiarism detection. In Proceedings of the 5th International
Workshop on Uncovering Plagiarism, Authorship, and Social Software Misuse. Notebook
Papers of CLEF, volume 11.
Polychronopoulos, C. D. (2012). Parallel programming and compilers, volume 59. Springer
Science & Business Media.
Porter, M. F. (1980). An algorithm for suffix stripping. Program, 14(3):130–137.
Potthast, M., Eiselt, A., Barro´n-Ceden˜o, A., Stein, B., and Rosso, P. (2011). Overview
of the 3rdinternational competition on plagiarism detection. In CLEF (Notebook
Papers/LABs/Workshops).
Puurula, A. (2013). Cumulative progress in language models for information retrieval. In
Proceedings of Australasian Language Technology Association Workshop, pages 96–100.
Rao, S., Gupta, P., Singhal, K., and Majumder, P. (2011). External & intrinsic plagiarism
detection: Vsm & discourse markers based approach. Notebook for PAN at CLEF, 2011.
Reina, E. R. (2014). An Index Structure for Fast Range Search in Hamming Space. PhD
thesis, University of Ontario Institute of Technology.
Rijsbergen, C. J. V. (1979). Information Retrieval. Butterworth-Heinemann, Newton, MA,
USA, 2nd edition.
REFERENCES 399
Roberts, C. S. (1979). Partial-match retrieval via the method of superimposed codes.
Proceedings of the IEEE, 67(12):1624–1642.
Rocchio, J. J. (1971). Relevance feedback in information retrieval. In Salton, G., editor, The
SMART Retrieval System: Experiments in Automatic Document Processing, Prentice-Hall
Series in Automatic Computation, chapter 14, pages 313–323. Prentice-Hall, Englewood
Cliffs NJ.
Rocchio, J. J. and Salton, G. (1965). Information search optimization and interactive retrieval
techniques. In AFIPS ’65 (Fall, part I): Proceedings of the November 30–December 1,
1965, fall joint computer conference, part I, pages 293–305, New York, NY, USA. ACM.
Rodgers, D. P. (1985). Improvements in multiprocessor system design. In ACM SIGARCH
Computer Architecture News, volume 13, pages 225–231. IEEE Computer Society Press.
Ruthven, I. and Lalmas, M. (2003). A survey on the use of relevance feedback for information
access systems. Knowl. Eng. Rev., 18(2):95–145.
Sacks-Davis, R., Kent, A., and Ramamohanarao, K. (1987). Multikey access methods based
on superimposed coding techniques. ACM Transactions on Database Systems (TODS),
12(4):655–696.
Sacks-Davis, R. and Ramamohanarao, K. (1983). A two level superimposed coding scheme
for partial match retrieval. Information Systems, 8(4):273–280.
Sadowski, C. and Levin, G. (2007). Simhash: Hash-based similarity detection. Technical
report, Google.
Sahlgren, M. (2005). An introduction to random indexing. In Methods and Applications
of Semantic Indexing Workshop at the 7th International Conference on Terminology and
Knowledge Engineering, TKE, volume 5.
Salton, G. (1968). Automatic Information Organization and Retrieval. McGraw Hill Text.
Salton, G. (1971). The SMART Retrieval System—Experiments in Automatic Document
Processing. Prentice-Hall, Inc., Upper Saddle River, NJ, USA.
Salton, G. and Buckley, C. (1990). Improving retrieval performance by relevance feedback.
JASIS, 41(4):288–297.
400 REFERENCES
Salton, G., Fox, E. A., and Voorhees, E. M. (1983). Advanced feedback methods in
information retrieval. Technical Report TR83-570, Cornell University, Computer Science
Department.
Salton, G., Wong, A., and Yang, C.-S. (1975). A vector space model for automatic indexing.
Communications of the ACM, 18(11):613–620.
Schenkel, R. and Theobald, M. (2005). Relevance feedback for structural query expansion.
In Fuhr, N., Lalmas, M., Malik, S., and Kazai, G., editors, INEX, volume 3977 of Lecture
Notes in Computer Science, pages 344–357. Springer.
Shavit, N. (2011). Data structures in the multicore age. Communications of the ACM,
54(3):76–84.
Singhal, R. (2008). Inside Intel next generation Nehalem microarchitecture. In Hot Chips,
volume 20.
Slaney, M. and Casey, M. (2008). Locality-sensitive hashing for finding nearest neighbors
[lecture notes]. Signal Processing Magazine, IEEE, 25(2):128–131.
Sood, S. and Loguinov, D. (2011). Probabilistic near-duplicate detection using simhash.
In Proceedings of the 20th ACM international conference on Information and knowledge
management, pages 1117–1126. ACM.
Strohman, T., Metzler, D., Turtle, H., and Croft, W. (2005). Indri: A language model-based
search engine for complex queries. In Proceedings of the International Conference on
Intelligent Analysis.
Theobald, M., Siddharth, J., and Paepcke, A. (2008). Spotsigs: robust and efficient
near duplicate detection in large web collections. In Proceedings of the 31st annual
international ACM SIGIR conference on Research and development in information
retrieval, pages 563–570. ACM.
Torrejo´n, D. A. R. and Ramos, J. M. M. (2011). Crosslingual CoReMo system
(contextual reference monotony)-notebook for PAN at CLEF 2011. In CLEF (Notebook
Papers/Labs/Workshop).
REFERENCES 401
Trotman, A. and Crane, M. (2012). Snip! In Focused Retrieval of Content and Structure,
pages 278–282. Springer.
Trotman, A., Puurula, A., and Burgess, B. (2014). Improvements to BM25 and language
models examined. In Proceedings of the 2014 Australasian Document Computing
Symposium, page 58. ACM.
Villatoro-Tello, E., Sa´nchez-Sa´nchez, C., Jime´nez-Salazar, H., Luna-Ramırez, W. A., and
Rodrıguez-Lucatero, C. (2012). UAM at INEX 2012 Relevance Feedback Track: Using a
probabilistic method for ranking refinement. In Proceedings of INEX 2012., page 56.
Voorhees, E. M. (2007). Common evaluation measures. In Proceedings Of The Sixteenth
Text REtrieval Conference (TREC 2007). Citeseer.
Ziegler, C.-N., McNee, S. M., Konstan, J. A., and Lausen, G. (2005). Improving
recommendation lists through topic diversification. In Proceedings of the 14th
international conference on World Wide Web, pages 22–32. ACM.
Zipf, G. K. (1949). Human behavior and the principle of least effort. Cambridge, MA:
Addison-Wesley.
Zobel, J., Moffat, A., and Ramamohanarao, K. (1998). Inverted files versus signature files
for text indexing. ACM Transactions on Database Systems (TODS), 23(4):453–490.
402 REFERENCES


