In this paper, we study the invariance properties of various test criteria which have been proposed for hypothesis testing in the context of incompletely specified models, such as models which are formulated in terms of estimating functions (Godambe, 1960, Ann. Math. Stat.) or moment conditions and are estimated by generalized method of moments (GMM) procedures (Hansen, 1982, Econometrica), and models estimated by pseudo-likelihood (Gouriéroux, Monfort and Trognon, 1984, Econometrica) and Å-estimation methods. The invariance properties considered include invariance to (possibly nonlinear) hypothesis reformulations and reparameterizations. The test statistics examined include Wald-type, LRtype, LM-type, score-type, and ´«µ type criteria. Extending the approach used in Dagenais and Dufour (1991, Econometrica), we show first that all these test statistics except the Wald-type ones are invariant to equivalent hypothesis reformulations (under usual regularity conditions), but all five of them are not generally invariant to model reparameterizations, including measurement unit changes in nonlinear models. In other words, testing two equivalent hypotheses in the context of equivalent models may lead to completely different inferences. For example, this may occur after an apparently innocuous rescaling of some model variables. Then, in view of avoiding such undesirable properties, we study restrictions that can be imposed on the objective functions used for pseudo-likelihood (or M-estimation) as well as the structure of the test criteria used with estimating functions and GMM procedures to obtain invariant tests. In particular, we show that using linear exponential pseudo-likelihood functions allows one to obtain invariant score-type and ´«µ type test criteria, while in the context of estimating function (or GMM) procedures it is possible to modify a LR-type statistic proposed by Newey and West (1987, Int. Econ. Rev.) to obtain a test statistic that is invariant to general reparameterizations. The invariance associated with linear exponential pseudo-likelihood functions is interpreted as a strong argument for using such pseudo-likelihood functions in empirical work.
INTRODUCTION
It is a widely accepted principle in statistics and econometrics that inferences should not depend on arbitrary incidentals like the labelling of i.i.d. observations or the selection of measurement unit changes, when those elements have no incidence on the interpretation of the null and alternative hypotheses; see Hotelling (1936) , Pitman (1939) , Lehmann (1983; Chap. 3; 1986, Chap. 6 ) and Ferguson (1967) . Among other things, when the way a null hypothesis is written has no particular interest or when the parameterization of a model is largely arbitrary, it is natural to require that the results of test procedures do not depend on such choices. For example, standard Ø and tests in linear regressions are invariant to linear hypothesis reformulations and reparameterizations. In nonlinear models, the situation is however more complex.
It is well known that Wald-type tests are not invariant to equivalent hypothesis reformulations; see Cox and Hinkley (1974, p. 302) , Burguete, Gallant and Souza (1982, p. 185 ), Gregory and Veall (1985) , Lafontaine and White (1986) , Breusch and Schmidt (1988) , Phillips and Park (1988) , and Dagenais and Dufour (1991) . For general possibly nonlinear likelihood models (which are treated as correctly specified), we showed in previous work Dufour (1991, 1992) , Dufour and Dagenais (1992) ] that very few test procedures are invariant to general hypothesis reformulations and reparameterizations. The invariant procedures essentially reduce to likelihood ratio (LR) tests and certain variants of score [or Lagrange multiplier (LM)] tests where the information matrix is estimated with either an exact formula for the (expected) information matrix or an outer product form evaluated at the restricted maximum likelihood (ML) estimator. In particular, score tests are not invariant to reparameterizations when the information matrix is estimated using the Hessian matrix of the log-likelihood function, both evaluated at the restricted ML estima-tor. Further, ´«µ tests are not generally invariant to reparameterizations unless special equivariance properties are imposed on the restricted estimators used to implement them.
Among other things, this means that measurement unit changes with no incidence on the null hypothesis tested may induce dramatic changes in the conclusions obtained from the tests and suggests that invariant test procedures should play a privileged role in statistical inference. The invariance properties of test procedures applicable in models which are incompletely specified or misspecified.
In this paper, we study the invariance properties of various test criteria which have been proposed for hypothesis testing in the context of incompletely specified models, such as models which are formulated in terms of estimating functions (Godambe, 1960) or moment conditions and are estimated by generalized method of moments (GMM) procedures (Hansen, 1982) , and models estimated by pseudo-likelihood (Gouriéroux, Monfort and Trognon, 1984) and Å-estimation methods. For general reviews of inference in such models, the reader may consult Davidson and MacKinnon (1993) , Gallant (1987) , Godambe (1991) , Gouriéroux and Monfort (1995) and Newey and McFadden (1994) . A striking feature of inference in such models is the fact that likelihood ratio (LR) tests are difficult to apply because their asymptotic distributions involve unknown nuisance parameters [e.g., see Trognon(1984) ]. This is quite unfortunate from the point of view of obtaining invariant tests because LR test statistics enjoy very strong invariance qualities. The invariance properties we consider include invariance to (possibly nonlinear) hypothesis reformulations and reparameterizations. The test statistics examined include Wald-type, LR-type, LM-type, score-type, and ´«µ-type criteria. Extending the approach used in Dufour (1991, 1992) , we show first that all these test statistics except the Wald-type ones are invariant to equivalent hypothesis reformulations (under usual regularity conditions), but all five of them are not generally invariant to model reparameterizations, including measurement unit changes in nonlinear models. In other words, testing two equivalent hypotheses in the context of equivalent models may lead to completely different inferences. For example, this may occur after an apparently innocuous rescaling of some model variables. Then, in view of avoiding such undesirable properties, we study restrictions that can be imposed on the objective functions used for pseudo-likelihood (or M-estimation) as well as the structure of the test criteria used with estimating functions and GMM procedures to obtain invariant tests. In particular, we show that using linear exponential pseudo-likelihood functions allows one to obtain invariant score-type and ´«µ-type test criteria, while in the context of estimating function (or GMM) procedures it is possible to modify a LR-type statistic proposed by Newey and West (1987) to obtain a test statistic that is invariant to general reparameterizations. The invariance associated with linear exponential pseudo-likelihood functions can be interpreted as a strong argument for using such pseudo-likelihood functions in empirical work.
In Section 2, we describe the general setup considered and define the test statistics that will be studied. The invariance properties of the available test statistics are studied in Section 3. In Section 4, we make suggestions for obtaining tests that are invariant to general hypothesis reformulations and reparameterizations.
FRAMEWORK AND TEST STATISTICS

Assumptions
We consider an inference problem about a parameter of interest ¾ ª Ê Ô appears in a model which is not fully specified. In order to identify we assume there exists a Ñ ¢ ½ 
where Ë Ò is a symmetric positive definite matrix. The method of estimating equations [Durbin (1960) , Godambe (1960 Godambe ( , 1991 ], the generalized method of moments [Hansen (1982) ], maximum likelihood, pseudo-maximum likelihood, M-estimation and instrumental variable methods may all be cast in this setup. Under general regularity conditions, the estimator Ò so obtained has a normal asymptotic distribution:
Monfort (1995, chapter 9).
If we assume that the number of equations is equal to the number of parameters´Ñ Ôµ a general method for estimating also consists in finding an estimator Ò which satisfies the equation
Typically, in such cases, Ò´ Ò µ is the derivative of an objective function Ë Ò´ Ò µ which is maximized or minimized to obtain Ò so that
This sequence is asymptotically normal with zero mean and asymptotic variance
see Gouriéroux and Monfort (1995) . Obviously, condition (4) is entailed by the minimization of Å Ò´ µ when Ñ Ô It is also interesting to note that problems with Ñ Ô can be reduced to cases with Ñ Ô through an appropriate redefinition of the score-type function matrix. In this case, the score-type function is :
Ò is defined through an objective function É Ò of the form:
The score function has the following form: At this stage of the paper, it is not necessary to specify closely the way the matrices Á´ Ó µ and Â´ Ó µ are estimated. We will denote Á Ó and Â Ó or Á and Â the corresponding estimated matrices depending on whether they are obtained with or without the restriction
standard definitions of Á´ µ and Â´ µ would be :
where can be replaced by appropriate estimators. But other estimators may be considered, e.g. in view of taking into account serial dependence [see Newey and West (1987) ]. 
where È È´ Ò µ Á Á´ Ò µ and Â Â´ Ò µ
where
The above Wald-type and score-type statistics were discussed by Newey and West (1987) in the context of GMM estimation, and for pseudo-maximum likelihood estimation by Trognon (1984) . The ´«µ-type statistic is given by Davidson and MacKinnon (1987, p. 619) .
Of course, LR-type statistics based on the difference of the maxima of the objective function Ë Ò´ Ò µ have also been considered in such contexts:
It is well known that in general this difference is distributed as a mixture of independent chi-square with coefficients depending upon nuisance parameters [see, for example, Trognon (1984) ]. Nevertheless, there is one "LR-type" test statistic whose distribution is asymptotically pivotal with a chi-square distribution, namely the statistic suggested by Newey and West (1987) :
where 
INVARIANCE
Following Dagenais and Dufour (1991), we will consider two types of invariance properties : invariance with respect to the formulation of the null hypothesis and invariance with respect to reparameterizations. 
Hypothesis reformulation
Let ¢ Ó ¾ ª ´ µ ¼ and © the set of differentiable function ª Ê Ñ such that¨ ¾ ª ´ µ ¼ © ¢ ¼ A
Reparameterization
Let be a one-to-one differentiable transformation from ª Ê 
We need to make an assumption on the way the score-type function Ò´ Ò µ changes under a given reparameterization. We will consider two cases. The first one consists of (6) where the values of the scores are unaffected by the reparameterization, but are simply reexpressed in term of £ and Þ £ :
where Ò£ ´ Ò µ and £ ´ µ The second one is the one where Ò´ Ò µ can be interpreted as the derivative of an objective function.
Under condition (18), we see easily that
Further the functions Á´ µ and Â´ µ in (7) - (8) are then transformed in the following way :
If Á´ µ and Â´ µ are defined as ( 
where ´ Ò£ µ may be a function of the Jacobian of the transformation Ò£ ´ Ò µ To deal with such cases, we thus assume that Ñ Ô and
From (2) and (20), it then follows that :
where ¼£ ´ ¼ µ and
and
By a set of arguments analogous to those used in Dagenais and Dufour (1991) , it appears that all the statistics [except the LR-type statistic] are based upon À Ò and so are sensitive to a reparameterization, unless some specific estimator of Â is used. At this generality level, the following result can be presented using the following notations : Á Â È are the estimated matrices for a parameterization in and Á £ Â £ È £ are the estimated matrices for a parameterization in £ Proposition 4 Let £´ £ µ ½´ £ µ and suppose the following conditions hold : 
INVARIANT TEST CRITERIA
Despite the apparent "positive nature" of the invariance results presented in the previous section, the main conclusion is that none of the proposed test statistics is invariant to general reparameterizations, especially when the score-type function considered is derived from an objective function. In particular, this problem will occur when the score-type function is derived from a (pseudo) likelihood function or, more generally, the objective function minimized by an M-estimator.
In this section, we propose two ways of doing this. The first one is based on modifying the LR-type statistics proposed by Newey and West (1987) for GMM setups, while the second one exploits special properties of the linear exponential family in pseudo-maximum likelihood models.
Modified Newey-West LR-type statistic
Consider the LR-type statistic
Ò µ proposed by Newey and West (NW, 1987) . In this statistic, Á Ó is any consistent estimator of the covariance matrix Á´ Ó µ which is typ- Gouriéroux, Monfort and Trognon (1984) The Wald, Lagrange, score and ´«µ-type pseudo-asymptotic tests are then invariant to a reparameterization, though of course Wald tests will not be generally invariant to hypothesis reformulations. Consequently, this provides a strong argument for using pseudo true densities in the linear exponential family (instead of other types of densities) as a basis for estimating paramenters of conditional means when the error distribution has unknown type.
Pseudo-maximum likelihood methods
