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Abstract
Discriminating between distributions is an important problem in a
number of scientific fields. This motivated the introduction of Linear Op-
timal Transportation (LOT), which embeds the space of distributions into
an L2-space. The transform is defined by computing the optimal transport
of each distribution to a fixed reference distribution, and has a number of
benefits when it comes to speed of computation and to determining classi-
fication boundaries. In this paper, we characterize a number of settings in
which LOT embeds families of distributions into a space in which they are
linearly separable. This is true in arbitrary dimension, and for families of
distributions generated through perturbations of shifts and scalings of a
fixed distribution. We also prove conditions under which the L2 distance
of the LOT embedding between two distributions in arbitrary dimension
is nearly isometric to Wasserstein-2 distance between those distributions.
This is of significant computational benefit, as one must only compute
N optimal transport maps to define the N2 pairwise distances between
N distributions. We demonstrate the benefits of LOT on a number of
distribution classification problems.
1 Introduction
The problem of supervised learning is most commonly formulated as follows.
Given data of the form {(xi, yi)}Ni=1 where xi ∈ Rn, learn a function f : Rn → R
such that f(xi) ≈ yi. However, in many applications the data points are not
simply points in Rn, but are instead probability measures µi on Rn, or even finite
samples Xi = {x(i)j }Nij=1 for x(i)j ∼ µi. Applications where this problem arises
are surveys broken into demographic or location groups [11], topic modeling
from a bag of words model [31], and flow cytometry and other measurements of
cell or gene populations per person [6, 10, 32].
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The most natural way to solve the supervised learning problem on data
{(µi, yi)}Ni=1 is to embed µi into a (possibility infinite dimensional) Euclidean
space and then apply traditional machine learning techniques on this embedding.
Simple versions of this embedding would be through moments µi 7→ EX∼µi [X]
[22], or through a mean embedding µi 7→ EX∼µiK(·, X) for some kernel K [20].
However, these embeddings either throw away pertinent information about µi
(e.g., higher order moments), or induce a complex nonlinear geometric rela-
tionship between distributions (e.g., ‖EX∼µ(x)K(·, X) − EX∼µ(x−τ)K(·, X)‖ ≈
‖EX∼µ(x)K(·, X)−EX∼µ(x−2τ)K(·, X)‖ for τ significantly larger than the band-
width of the kernel). These issues motivate the need for a transformation that
is both injective and induces a simple geometric structure in the embedding
space, so that one can learn an easy classifier.
The natural distance between distributions is Wasserstein-2 distance [29],
where the distance between distributions µ and ν is
W2(µ, ν)
2 = min
T∈Πνµ
∫
‖T (x)− x‖2dµ(x), (1)
where Πνµ is the collection of all measure preserving maps from µ to ν. The
arg min of (1) is referred to as the “optimal transport map” and we denote it
by T νµ (see Section 2 for a full description). Wasserstein distance is a more
natural distance between distributions as it is a metric on distributions (unlike
distances between a finite number of moments as above) and the distance does
not saturate as the distributions move further apart (unlike mean embeddings
as described above). Optimal transport has been of significant importance in
machine learning, including as a cost for generative models [4], natural distances
between images [26], pattern discovery for data cubes of neuronal data [19], and
general semi-supervised learning [28]. There are two main drawbacks to optimal
transport in machine learning. The first is that the computation of each trans-
port map is slow, though this has motivated a number of approximations for
computational speed up [12, 27, 16]. The second drawback is that it is difficult
to incorporate supervised learning into optimal transport, as the distance is de-
fined for a pre-defined cost function and eq. (1), as stated, does not generate a
feature embedding of µ and ν that can be fed into traditional machine learning
techniques.
This motivated the introduction of Linear Optimal Transportation (LOT)
[30]. LOT is a set of transformations based on optimal transport maps, which
map a distributions µ to the optimal transport map that takes a fixed reference
distribution σ to µ:
µ 7→ Tµσ . (2)
The power of this transform lies in the fact that the nonlinear space of distri-
butions is mapped into the linear space of L2 functions. In addition, eq. (2) is
an embedding with convex image.
In 1D, the optimal transport map is simply the generalized cdf of the dis-
tribution (if σ = Unif([0, 1]) this is exactly the traditional cdf). In [23], the
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authors define the LOT as the Cumulative Distribution Transform (CDT), and
the main theory and applications presented in [23] concern linear separability
of data consisting of 1-dimensional densities.
However, LOT is more complicated on Rn for n > 1. For n = 1, the cdf is the
only measure preserving map from µi to σ, and it can be computed explicitly.
This is not the case for n > 1: There are a large number of measure preserving
maps, with the optimal transport map being the map that requires minimal
work, see (1). Similarly, there are a much larger family of potential simple
continuous perturbations that can be done to µi when n > 1 (e.g., sheerings,
rotations) than exist for n = 1.
In [14], the CDT is combined with the Radon transform to apply results
from [23] in general dimensions n > 1. While this construction can be con-
sidered a variant of LOT, a linear separability result for LOT in n > 1 is still
missing. A proof of linear separability in LOT space for n > 1 is one of the
main contributions of this paper (see Section 1.1).
The LOT embedding eq. (2) comes with yet another advantage. One can
define a distance between two distributions µi and µj as the L
2-norm of their
images under LOT:
WLOT2 (µi, µj)
2 := ‖Tµiσ − Tµjσ ‖2σ =
∫
‖Tµiσ (x)− Tµjσ (x)‖2 dσ(x).
In this paper, we prove that W2 equals W
LOT
2 if the family of distributions µi
is generated by shifts and scalings of a fixed distribution µ. We further show
that W2 is well approximated by W
LOT
2 for perturbations of shift and scalings
(see Section 1.1).
We wish to highlight the computational importance of establishing approx-
imate equivalence between LOT distance and Wasserstein-2 distance. Given
N distributions, computing the exact Wasserstein-2 distance between all distri-
butions naively requires computing
(
N
2
)
expensive OT optimization problems.
However, if the distributions come from a family of distributions generated by
perturbations of shifts and scalings, one can instead compute N expensive OT
optimization problems mapping each distribution to σ and compute
(
N
2
)
cheap
Euclidean distances between the transport maps, and this provably well ap-
proximates the ground truth distance matrix. In addition, the LOT embedding
can be combined with algorithms such as Sinkhorn [12] to further improve the
computational speed.
1.1 Main contributions
The main contributions of this paper are as follows:
• We establish the following with regards to LOT distance:
Theorem (Informal Statement of Theorem 4.4). If µ and ν are ε-perturbations
by shifts and scalings of one another, then
W2(µ, ν) ≤WLOT2 (µ, ν) ≤W2(µ, ν) + Cσε+ Cσε1/2.
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In particular, this implies that the LOT embedding is an isometry on the
subset of measures related via shifts and scalings, i.e. when ε = 0.
• We establish the following with regards to building simple classifiers:
Theorem (Informal Statement of Theorem 5.4). If P = {µi : yi = 1}
are ε-perturbations of shifts and scalings of µ, and Q = {νi : yi = −1}
are ε-perturbations of shifts and scalings of ν, and P and Q have a small
minimal distance depending on ε (and satsify a few technical assumptions),
then P and Q are linearly separable in the LOT embedding space.
• We demonstrate that in applications to MNIST images, the LOT embed-
ding space is near perfectly linearly separable between classes of images
and LOT distances match the theory.
• Of note to the optimal transport community, we establish in Corollary
A.7 that the LOT related map
h 7→ Th]µσ ,
where h]µ denotes the pushforward of µ under h, can achieve Ho¨lder-type
regularity. This result complements [13], where it is shown that 1/2-
Ho¨lder regularity can be achieved by the time-dependent map t 7→ Tµtσ ,
for a curve of measures µt.
We wish to note that a week prior to upload of this paper, [1] was posted on
arXiv. In [1], the authors prove that the LOT embeds a convex set of shifts and
scalings (or for any compatible transformations, see our eq. (8) and Lemma 3.4)
of a fixed distribution into a convex set in LOT space. This is a key part of
the proof of our Theorems 5.3 and B.4, which we derived concurrently to [1].
We also derive these for any compatible transformations (see Appendix B). We
have chosen to leave our proofs as is, and acknowledge the uploading of [1] here.
2 Preliminaries: Optimal Mass Transport
Let P(Rn) be the set of probability measures on Rn. By P2(Rn) we denote
those measures in P(Rn) with bounded second moment, i.e. σ ∈ P(Rn) that
satisfy ∫
‖x‖22 dσ(x) <∞.
For σ ∈P2(Rn) we also consider the space L2(Rn, σ) with norm
‖f‖2σ =
∫
‖f(x)‖22 dσ(x).
In case of the L2-norm with respect to the Lebesgue measure λ, we simply write
‖f‖.
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For a map T : Rn → Rn and a measure σ we define the pushforward measure
T]σ by
T]σ(A) = σ(T
−1(A)),
where A ⊂ Rn is measurable and T−1(A) denotes the preimage of A under T .
If σ ∈P2(Rn) is absolutely continuous with respect to the Lebesgue measure
λ, which we denote by σ  λ, then there exists a density fσ : Rn → R such
that
σ(A) =
∫
A
fσ(x) dλ(x), A ⊆ Rn measureable. (3)
In terms of densities, the pushforward relation ν(A) = σ(T−1(A)) is given by∫
T−1(A)
fσ(x) dλ(x) =
∫
A
fν(y) dλ(y), A ⊆ Rn measurable. (4)
In case the map T is invertible and differentiable, we can rewrite (4) as
fν(y) = fσ
(
T−1(y)
) |detDyT−1|. (5)
Given two measures σ, ν, there can exist many maps T that push σ to ν. There-
fore one seeks to impose yet another condition to make this map unique. In the
theory of optimal transport [29], uniqueness is obtained via solving an optimiza-
tion problem. The map T is required to minimize a cost function of the form∫
c(T (x), x) dσ(x), (6)
under the constraint T]σ = ν. In this paper we consider the cost c(x, y) =
||x− y||22. Other cost functions are possible as well, most notably, p-norms can
be studied instead of 2-norms [29]. If the optimization has a solution, then
W2(σ, ν)
2 = min
T :T]σ=ν
∫
||T (x)− x||22 dσ(x)
is the 2-Wasserstein distance between the measures σ and ν. In this paper we
will refer to W2 as the Wasserstein distance, as we only consider this case. The
map T that minimizes (6) is called optimal transport map.
We introduce the notation T νσ to denote the optimal transport map from σ
to ν. With this notation we have the identity
W2(σ, ν) = ‖T νσ − Id ‖σ.
We now cite a result concerning existence and uniqueness of the optimal trans-
port map which is used throughout this paper.
Theorem 2.1 ([5], formulation taken from [25]). Let σ, ν ∈ P2(Rn) and con-
sider the cost function c(x, y) = ||x − y||22. If σ is absolutely continuous with
respect to the Lebesgue measure, then there exists a unique map T ∈ L2(Rn, σ)
pushing σ to ν, which minimizes (6). Furthermore, the map T is uniquely de-
fined as the gradient of a convex function ϕ, T (x) = ∇ϕ(x), where ϕ is the
unique (up to an additive constant) convex function such that (∇ϕ)]σ = ν.
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There exist many generalizations of this result, for example to more general
cost functions, or to Riemannian manifolds [5, 18, 29, 3].
3 Linear Optimal Transportation and its prop-
erties
In this section we introduce the Linear Optimal Transportation (LOT) as defined
in [30] and present its basic properties.
LOT is an embedding of P2(Rn) into the linear space L2(Rn, σ) based on a
fixed measure σ. It is defined as
ν 7→ T νσ . (7)
The power of this embedding lies in the fact that the target space is linear. This
allows to apply linear methods to inherently nonlinear problems inP2(Rn) (see,
for example, the application to classification problems in Section 5 and [23]).
The map eq. (7) has been studied by others authors as well, mainly with
respect to regularity, see [13, 17]. In particular, the fact that 1/2-Ho¨lder regu-
larity of a time-dependent version of eq. (7) is achievable [13] is very useful for
our purpose (see Appendix A).
We now define LOT and summarize its basic properties.
Definition 3.1 (Linear Optimal Transportation [30]). Fix a measure σ ∈
P2(Rn), σ  λ. We define the Linear Optimal Transportation (LOT), Fσ,
which assigns a function in L2(Rn, σ) to a measure in P2(Rn):
Fσ(ν) = T
ν
σ , ν ∈P2(Rn).
We now show that LOT is an embedding with convex image:
Lemma 3.2. For fixed σ ∈P2(Rn), σ  λ, we have the following
1. Fσ embeds P2(Rn) into L2(Rn, σ);
2. the image Fσ(P2(Rn)) is convex in L2(Rn, σ).
Proof. The proof is an application of Theorem 2.1. We show details in Section C.
We introduce a compatibility condition between LOT and the pushforward
operator, which is one of the key ingredients for the results in Section 4 and
Section 5.
Fix two measures σ, µ ∈ P2(Rn), σ  λ. Fσ is called compatible with µ-
pushforwards of a set of functions H ⊆ L2(Rn, µ) if for every h ∈ H we have
Fσ(h]µ) = h ◦ Fσ(µ). (8)
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Remark 3.3. For σ = µ, the compatibility condition reads as T
h]σ
σ = h. This
means that a function h is required to be the optimal transport from σ to h]σ.
This is a rather strong condition, and not satisfied for a general function h.
Nevertheless, we show below that it is satisfied for shifts and scalings.
The compatibility condition can also be understood in terms of operators.
The pushforward operator h 7→ h]σ, is left-inverse to Fσ. The compatibility
condition requires that it is also right-inverse.
For a ∈ Rn denote by Sa(x) = a+x the shift by a. Similarly, for c > 0 denote
by Rc(x) = cx the scaling by c. We denote by E := {Sa : a ∈ Rn}∪{Rc : c > 0}
the set of all shifts and scalings.
Lemma 3.4 (Compatibility on R and with shifts and scalings). Let σ, µ ∈
P2(Rn), σ  λ.
1. If n = 1, i.e. on R, Fσ is compatible with µ-pushforwards of monotonically
increasing functions.
2. For general n ≥ 1, Fσ is compatible with µ-pushforwards of shifts and
scalings, i.e. functions in E.
Proof. The proof is an application of Theorem 2.1, we show details in Section C.
4 Approximation of the Wasserstein distance by
LOT embedding
From Lemma 3.2 we know that LOT embedsP2(Rn) into L2(Rn, σ). In general,
this embedding is not an isometry.
In this section we derive the error that occurs when approximating the
Wasserstein distance by the L2 distance obtained in the LOT embedding. We
are thus interested in the accuracy of the following approximation:
W2(µ, ν) ≈ ‖Fσ(µ)− Fσ(ν)‖σ. (9)
Note that if W2(µ, ν) is approximated well by ‖Fσ(µ) − Fσ(ν)‖σ, LOT is very
powerful, as the Wasserstein distance between k different measures can be com-
puted from only k transports instead of
(
k
2
)
. Indeed, in this section we show that
eq. (9) is exact, i.e. the LOT embedding is an isometry, for two important cases:
On R, and on Rn if both µ and ν are pushforwards of a fixed measure under
shifts and scalings. We further show that it is almost exact for pushforwards of
functions close to shifts and scalings.
We first establish an approximation result:
Theorem 4.1. Let σ, µ, ν ∈P2(Rn), σ, µ λ, then we have
W2(µ, ν) ≤ ‖Fσ(µ)− Fσ(ν)‖σ ≤W2(µ, ν) + ‖T νµ − T νσ ◦ Tσµ ‖µ.
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We also have an upper bound by the triangle inequality
‖Fσ(µ)− Fσ(ν)‖σ ≤W2(µ, σ) +W2(σ, ν).
Proof. By the change-of-variables formula we have
‖Fσ(µ)− Fσ(ν)‖σ = ‖Tµσ − T νσ ‖σ = ‖ Id−T νσ ◦ Tσµ ‖µ (10)
Since T νσ ◦ Tσµ pushes µ to ν, W2(µ, ν) ≤ ‖Fσ(µ)− Fσ(ν)‖σ follows.
For the first upper bound on ‖Fσ(µ)− Fσ(ν)‖σ note the following
‖ Id−T νσ ◦Tσµ ‖µ ≤ ‖ Id−T νµ ‖µ+‖T νµ −T νσ ◦Tσµ ‖µ ≤W2(µ, ν)+‖T νµ −T νσ ◦Tσµ ‖µ.
The second upper bound by W2(µ, σ) + W2(σ, ν) follows from the triangle in-
equality.
Theorem 4.1 shows that the error occurring in the LOT approximation of the
Wasserstein distance is determined by the L2-error between the map Tµσ ◦Tσµ and
the correct transport map T νµ . This means that the LOT embedding replaces
the transport T νµ by T
µ
σ ◦ Tσµ and computes the Wasserstein distance from this
map. The correct Wasserstein distance
W2(µ, ν) = ‖T νµ − Id ‖µ
is replaced by the LOT approximation as
W2(µ, ν) ≈ ‖T νσ ◦ Tσµ − Id ‖µ = ‖Tµσ − T νσ ‖σ.
Theorem 4.1 shows that in case the relation
T νµ = T
ν
σ ◦ Tσµ (11)
is satisfied, the LOT embedding is an isometry. Also, if eq. (11) is satisfied up
to an error ε > 0, then ε is also the maximal error between the LOT embedding
and the correct Wasserstein distance.
We prove in Section D that compatibility of Fσ with µ-pushforwards eq. (8)
implies the relation eq. (11) is satisfied. Therefore, n = 1 and pushforwards of
shifts and scalings on Rn are our main examples for which Fσ is an isometry
(see Theorems 4.2 and 4.3 below).
Yet eq. (11) is not satisfied in general. Using T νσ ◦ Tσµ instead of T νµ can
be viewed as a kind of triangle inequality for transports. Instead of mapping
directly from µ to ν, one has to go via σ. Nevertheless the LOT embedding
approximates the Wasserstein distance better than the regular triangle inequal-
ity W2(µ, ν) ≤ W2(µ, σ) + W2(σ, ν). This fact is well visible in the example
discussed in Section 4.1.1. In particular, LOT has the following advantages over
the triangle inequality:
1. Theorem 4.1 implies that the LOT embedding is upper bounded by the
triangle inequality, i.e.
‖Fσ(µ)− Fσ(ν)‖σ ≤W2(µ, σ) +W2(σ, ν).
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2. The LOT embedding is an isometry on R, i.e. if n = 1, see Theorem 4.2.
3. For n ≥ 1, the LOT embedding is an isometry if both µ and ν are push-
forwards of a fixed measure by shifts or scalings (Theorem 4.3).
4. The LOT embedding is close to an isometry for pushforwards of a fixed
measure by functions close to scalings and shifts (Theorem 4.4).
4.1 LOT as an isometry
Below, we establish on both R and Rn that LOT distances between compatible
transformations of a distribution are isometric to Wasserstein-2 distances. The
importance of these results are demonstrated in Section 4.1.1.
Theorem 4.2. On R, Fσ is an isometry.
Proof. We proof in Lemma D.1 that compatibility of Fσ with µ-pushforwards
implies eq. (11). Thus the theorem follows from Lemma 3.4.
Recall that we denote by E = {Sa : a ∈ Rn} ∪ {Rc : c > 0} the set of all
shifts and scalings.
Theorem 4.3. Consider a set of functions consisting of shifts and scalings, H ⊆
E, and consider a set pushforward measures of a fixed measure µ ∈P2(Rn), µ
λ, by functions in H:
H ? µ := {h]µ : h ∈ H} .
For another measure σ ∈ P2(Rn), σ  λ, and ν1 = h1]µ, ν2 = h2]µ ∈ H ? µ,
we have
W2(ν1, ν2) = ‖Fσ(ν1)− Fσ(ν2)‖σ = ‖h1 − h2‖µ.
This means that Fσ restricted to H ? µ is an isometry.
Proof. We proof in Lemma D.1 that compatibility of Fσ with µ-pushforwards
implies eq. (11). Thus the theorem follows from Lemma 3.4.
Note that if σ = µ and h ∈ E , and g ∈ L2(Rn, µ), then for ν1 = h]µ and
ν2 = g]µ we also get
W2(ν1, ν2) = ‖Fµ(ν1)− Fµ(ν2)‖µ = ‖h− g‖µ.
4.1.1 Example: Shifted and scaled uniform distributions
To illustrate how the LOT embedding can be used to approximate the Wasser-
stein distance, we consider shifted and scaled uniform distributions on a regular
grid, see Figure 1. In this set up the LOT embedding is an isometry (Theo-
rem 4.3).
Consider uniform distributions νj , j = 1, . . . , 5 (blue distributions in Fig-
ure 1) which are arranged on a grid in [−3, 3]2. The grid is indicated by the
9
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Figure 1: In blue: Shifted and scaled uniform distributions νj , j = 1, . . . , 5 on a
regular grid in [−3, 3]2. In red: Reference density σ (uniform distribution) used
to approximate the Wasserstein distance between the blue uniform densities via
the LOT embedding.
black dots in Figure 1. Note that each νj , j = 1, . . . , 5, can be viewed as a
shifted and scaled version of a fixed uniform distribution µ.
To obtain the ground truth pairwise distances between the blue uniform
distributions νj , j = 1, . . . , 5 of Figure 1, we use a linear program to compute the
exact optimal transport (using G. Peyre´’s Numerical Tours [24]). The pairwise
W2 distance matrix is shown in the left plot of Figure 2, labeled as “W2 ground
truth”. Note that in order to obtain this pairwise distance matrix,
(
5
2
)
optimal
transport computations are necessary.
We now use the LOT embedding to compute the W2 distance between the
blue uniform distributions of Figure 1. We first pick a reference density σ, which
is the red uniform distribution in Figure 1. We compute all exact optimal
transports from σ to all νj , j = 1, . . . , 5, again using a linear program. Note
that we only need to compute 5 optimal transports (instead of
(
5
2
)
). Since
all blue uniform distributions can be considered shifts and scalings of a fixed
uniform distribution µ, we can use the fact that the LOT embedding is an
isometry (Theorem 4.3). Thus W2(νi, νj) can be computed by ‖T νiσ − T νjσ ‖2
where i, j ∈ {1, . . . , 5}. The distance matrix resulting from this computation is
shown in the middle plot of Figure 2, labeled as “W2 from LOT embedding”.
We also compute the distance matrix obtained by using the triangle in-
equality W2(νi, σ) + W2(σ, νj) to approximate W2(νi, νj), for i, j ∈ {1, . . . , 5}.
In this case, only 5 optimal transports need to be computed, but the result is
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inaccurate, see the right plot of Figure 2.
Since the LOT embedding is an isometry for shifted and scaled versions of a
fixed distribution µ, the distance matrices obtained from the LOT embedding
equals the ground truth (compare left and middle plot of Figure 2). Indeed, for
this example, the maximum relative error is
relativeError(LOT,LP) = max
i,j=1,...,5
|WLOT2 (νi, νj)−WLP2 (νi, νj)|
WLP2 (νi, νj)
= 0.0049,
(12)
where WLOT2 denotes the Wasserstein distance computed via the LOT embed-
ding, and WLP2 denotes the Wasserstein distance computed by a linear pro-
gram (LP). Therefore, in this example, the LOT embedding approximates the
Wasserstein distance with very good accuracy, while needing only k instead of(
k
2
)
optimal transport computations (where k is the number of distributions).
Figure 2 clearly shows that the triangle inequality is not suitable for approx-
imating the Wasserstein distance in this example. Indeed, the relative error
between the ground truth distance matrix and the distance matrix obtained by
using the triangle inequality is relativeError(triangle,LP) = 0.9.
4.2 LOT is close to an isometry under perturbations of
shifts and scalings
It is important to note that in most applications, distributions are not exact
shifts or scalings of one another. There always exist perturbations of distribu-
tions, whether it is rotation, stretching, or sheering. Thus, it is important to
consider the behavior of LOT under such perturbations, and demonstrate that
the LOT distance continues to be a quasi-isometry with respect to Wasserstein-
2 distance and that the deformation constants depend smoothly on the size of
the pertubation.
Let µ ∈ P2(Rn), R > 0, and ε > 0. Recall that we denote by E the set of
all shifts and scalings. We define the sets
Eµ,R = {h ∈ E : ‖h‖µ ≤ R} (13)
and
Gµ,R,ε = {g ∈ L2(Rn, µ) : ∃h ∈ Eµ,R : ‖g − h‖µ ≤ ε}. (14)
This can be thought of as the ε tube around set of shifts and scalings, or as the
set of almost compatible transformations.
Theorem 4.4. Let σ, µ ∈ P2(Rn), σ, µ  λ. Assume that σ, µ satisfy the
assumptions of Caffarelli’s regularity theorem (Theorem A.1).
Let R > 0, ε > 0. Then for g1, g2 ∈ Gµ,R,ε we have
0 ≤ ‖Fσ(g1]µ)− Fσ(g2]µ)‖σ −W2(g1]µ, g2]µ) ≤ Cσ,µ,R ε+ Cσ,µ,R ε1/2,
where Cσ,µ,R, Cσ,µ,R are constants depending on σ, µ and R.
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Figure 2: Left: Ground truth Wasserstein distance matrix between the blue
uniform distributions in Figure 1. The Wasserstein distance between all blue
uniform distributions is computed using a linear program. This requires the
computation of
(
5
2
)
optimal transports. Middle: Wasserstein distance matrix
between the blue uniform distributions in Figure 1 computed by the LOT
embedding. The Wasserstein distance between all blue uniform distributions
νj , j = 1, . . . , 5 and the reference density σ (red uniform distribution) is com-
puted by a linear program. The distance between two blue uniform distributions
W2(νi, νj) is then approximated by the 2-norm as ‖T νjσ − T νiσ ‖2, i, j = 1, . . . , 5.
This procedure only needs to compute 5 optimal transports and is very accu-
rate. Right: The distance matrix obtained by approximating the Wasserstein
distance between two blue uniform distributions, W2(νi, νj), via the triangle
inequality W2(νi, σ) +W2(σ, νj), i, j = 1, . . . , 5. Here only 5 optimal transports
need to be computed, but the result is very inaccurate.
Proof. The proof can be found in Section D.
We mention that through the application of Corollary A.7, the constants
appearing in this theorem can be characterized explicitly, see Section D.
The theorem states that for functions close to “ideal” functions (shifts and
scalings), the LOT embedding is an almost isometry. In the next section we
establish this result numerically.
4.2.1 Example: Perturbations of MNIST data
We apply the LOT embedding to approximate the Wasserstein distance between
shifts and perturbations of a fixed digit from the MNIST data set [15]. The aim
of this example is to study the error bound of Theorem 4.4 numerically.
We pick a 1 from the MNIST data set (top left plot of Figure 3). We then
apply a shift to this image, see the top middle plot of Figure 3. From Section 4.1
we know that the LOT embedding is an isometry under shifts. In order to study
the perturbation result (Theorem 4.4), after the shift, we rotate the 1 by angles
of 0◦ − 45◦, as shown in Figure 3. Note that the rotations are implemented via
12
00.8
1.6
×10−3
Original 1 Shift and 0◦ rotation Shift and 10◦ rotation
Shift and 20◦ rotation Shift and 30◦ rotation Shift and 45◦ rotation
Figure 3: We pick a 1 from the MNIST data set [15] (top left). We then apply
a shift and perturbations via rotation around an angle (0◦ − 45◦). Rotations
are implemented via MATLAB’s “imrotate” function which uses interpolation.
We then compute the Wasserstein-2 distance between the original 1 (top left)
and all the other 1s both via the LOT embedding (using as reference density σ
an isotropic Gaussian) and via the exact linear program. The error estimate is
shown in Figure 4.
MATLAB’s “imrotate” function which introduces an additional error through
the interpolation used in this function. On the other hand, shifts can be carried
out without numerical errors via MATLAB’s “circshift” function.
Denoting the original 1 by µ, all the other 1s can be considered as (Lθ◦Sa)]µ,
where Sa is the shift by a fixed vector a and Lθ is the rotation matrix
Lθ =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
with θ ∈ [0, pi/4]. Note that the functions Lθ ◦Sa are perturbations as discussed
in Section 4.2.
We now compute the Wasserstein-2 distance between the original 1 and all
the shifted and rotated 1s. We first use the LOT embedding with reference
density σ an isotropic Gaussian as shown in Figure 6 (left plot). Then we
compute the exact Wasserstein-2 distances with a linear program [24].
To study Theorem 4.4, we compare the absolute error between the LOT
approximation and the exact W2 distances to the size of perturbation applied
to the shift, i.e. we are interested in
|WLOT2 (µ, (Lθ ◦ Sa)]µ)−WLP2 (µ, (Lθ ◦ Sa)]µ)| (15)
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versus
√
ε and ε with
ε = ‖Lθ − Id ‖µ. (16)
(Note that the shift cancels). Instead of ε, we actually compute ‖Lθ−Id ‖σ, since
this can be conveniently computed with the Frobenius norm (see Remark 4.5).
Note that this alteration just adds another constant to the estimate in Theo-
rem 4.4 in terms of ε and
√
ε.
We plot the absolute error eq. (15), ε and
√
ε as functions of the angle θ in
Figure 4. It is clear from this figure that the error induced by angle rotation
is below the error established in Theorem 4.4. In particular, note that the
constants derived in Theorem 4.4 are not necessarily smaller than 1.
It is also visible that the error increases with the angle, which shows that the
farther away from a compatible function (i.e. shift in this case) the larger the
error gets. Also note that with 0◦ rotation, the error is 0 which relates to the
fact that for simple shifts (without rotation), LOT is an isometry (Theorem 4.4).
Remark 4.5. The norm in eq. (16) can be computed as the Frobenius norm of
the matrix Lθ − Id. Indeed, for a symmetric matrix S we have that
E[xTSx] = trace(SΣ) +mTSm,
where E[x] = m and Var(x) = Σ.
Now for a linear operator L this implies
‖L‖2σ = E[xTLTLx] = trace(LTL),
since E[x] = 0 and Var(x) = Id for σ an isotropic Gaussian.
4.3 Example: Error between different digits in MNIST
data
We apply the LOT embedding to approximate the Wasserstein distance between
different digits from the MNIST data set [15].
We pick one digit 1 and one 2 from [15] and shift them, see Figure 5. We
thus create two classes of examples, shifted 1s (first row of Figure 5), and shifted
2s (second row of Figure 5).
For any choice of reference density σ, Theorem 4.3 implies that the Wasser-
stein distance equals the distance from the LOT embedding in each individual
class, i.e. between all 1s, and between all 2s.
To compute the Wasserstein distance in the inbetween classes, i.e. between
1s and 2s, we are in a more complicated situation compared to Section 4.2.1, as
1s and 2s cannot be considered shift, scalings or perturbations of each other.
As in Section 4.1.1 and Section 4.2.1 we compute the ground truth Wasser-
stein distance between all 1s and 2s using a linear program (
(
6
2
)
transports are
computed). We then compute the Wasserstein distance from the reference den-
sity σ, which we choose as an isotropic Gaussian (see left plot in Figure 6), to
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Error in LOT W2 approximation for perturbed 1s
Rotation angle (degrees)
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0  
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0.4
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√
ε
ε |W LOT2 −W LP2 |
Figure 4: We compute the Wasserstein-2 distance between the 1 (top left in
Figure 3) to all of the shifted and perturbed 1s in Figure 3. The perturbations
are implemented as rotation of the shifted 1 by angles θ ∈ [0, pi/4]. We first
approximate W2 with the LOT embedding (using an isotropic Gaussian as ref-
erence density σ), labeled as WLOT2 , and then compute the exact W2 distance,
WLP2 , with a linear program. The absolute error |WLOT2 −WLP2 | is compared
to the error bound established in Theorem 4.4 as a function of the perturba-
tion angle θ. This error bound depends on
√
ε and ε where ε is the deviation
of the rotation from the identity, i.e. ε = ‖Lθ − Id ‖σ. The deviation ε can
be conveniently computed as the Frobenius norm of the matrix Lθ − Id, see
Remark 4.5.
all 1s and 2s. The Wasserstein distance between all characters is then approxi-
mated via the LOT embedding. This computation again involves only 6 optimal
transports.
The relative error between the ground truth distance and the LOT embed-
ding approximation is shown in the right plot of Figure 6. As expected, the
error within each class (1s and 2s) is 0. The maximal inbetween classes relative
error is 0.045, which is comparable to the example of rotations by θ = pi/4 as
in Section 4.2.1.
5 Linear separability
In this section, we characterize the geometry of the LOT embedding space under
families of compatible transformations in E (i.e., shifts and scalings), as well
as for approximately compatible transformations in Gλ,R,ε (eq. (14)), where λ
denotes the Lebesgue measure.
Recall from Theorem 4.3 that for a measure µ and a set of functions H we
denote by H ? µ the set of all pushforwards of µ under H, i.e.
H ? µ = {h]µ : h ∈ H}.
15
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Figure 5: Handwritten characters from [15]. We pick one 1 and one 2 (first
column), and shift them (second and third column). Shifts are implemented via
MATLAB’s “circshift” function. We approximate the Wasserstein distance on
this data set of shifted 1s and 2s using the LOT embedding. The relative error
of the W2-approximation by the LOT embedding is shown in Figure 6.
In this section, we are mainly interested in conditions under which two families
of distributions defined by pushforwards of G ⊂ Gλ,R,ε, G ? µ and G ? ν, are
linearly separable in the LOT embedding space.
Before stating the main results of this section, we briefly describe linear
separability and its importance in machine learning. Linear separability of two
disjoint sets in a Hilbert space implies the existence of a hyperplane w(x) = b
such that
〈w, µi〉 < b, ∀µi ∈ H ? µ
〈w, νi〉 > b, ∀νi ∈ H ? ν.
The existence of such a hyperplane can be established through the Hahn-Banach
separation theorem. The theorem simply assumes that the two sets (H?µ, H?ν)
are convex, and that one is closed and the other is compact [21].
Linear separability is a strong and important condition for many machine
learning applications and supervised learning generally. This is because learning
a linear classifier is very straightforward, and does not require many training
points to accurately estimate w(x). This implies that once the distributions
are mapped to the LOT embedding space, it is possible to learn a classifier
that perfectly separates the two families with only a small amount of labeled
examples.
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Figure 6: Left: The reference density σ (Gaussian) used in the LOT embedding
to approximate the Wasserstein distances between all 1s and 2s of Figure 5.
Right: Relative error between the ground truth Wasserstein distances of the
data set from Figure 5 and the distances computed by the LOT embedding.
The error is 0 in each individual class of 1s and 2s since the LOT embedding
is an isometry on these subsets (Theorem 4.3). In the inbetween classes, i.e.
between 1s and 2s, the error is comparable with the error in the example of
rotated 1s with angle θ = pi/4, see Section 4.2.1.
We note that the result on Gλ,ε,R (Theorem 5.4) is the main result of this
section, but we list several other results for completeness. We also note that,
for ease of understanding, we frame all theorems in this section for subsets of
shifts/scalings or perturbations of such. However, Theorems 5.3 and 5.4 actually
have versions in Appendix B (Theorems B.4 and B.7, respectively) for the family
of all compatible and approximately compatible transformations. Furthermore,
in the case of Gλ,ε,R (Theorem 5.4), through Corollary A.7, we can give an
explicit characterization of the minimal distance δ required between the two
families of distributions, G ? µ and G ? ν, to guarantee linear separability.
First, we note the separability result on R, which is also proved in [23].
Theorem 5.1. Let σ, µ, ν ∈ P2(R), σ  λ, and let H be a convex set of
monotonically increasing functions R → R. If H ? µ is closed and H ? ν is
compact, and these two sets are disjoint, then Fσ(H ? µ) and Fσ(H ? ν) are
linearly separable.
Proof. The proof can be found in Section E.
Remark 5.2. Note that Theorem 5.1 is also proved in [23]. In [23], H (equiv-
alent to our H) is defined as a convex subgroup of the monotonic functions
(Definition 5.5 and Definition 5.6 (i)–(iii) of [23]). We are able to relax the
assumption from subgroup to subset, however. Definition 5.5 of [23] also as-
sumes differentiability of functions in H, which is needed because constructions
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are considered from the viewpoint of densities, which means that (5) should hold.
Since our approach uses the more general framework of measures rather than
densities, we can drop this assumption.
Second, we establish simple conditions under which LOT creates linearly
separable sets for distributions in P2(Rn). This effectively creates a parallel of
Theorem 5.1 and Theorem 5.6 of [23] for the higher dimensional cases of LOT,
and under the particular compatibility conditions required for higher dimen-
sions. Theorem 5.3 states this for E (shifts and scalings), and Theorem B.4 in
the Appendix provides an equivalent form for subsets of arbitrary compatible
transforms.
Theorem 5.3. Let σ, µ, ν ∈ P2(Rn), σ  λ, and let H ⊆ E and let H be
convex. If H ? µ is closed and H ? ν is compact, and these two sets are disjoint,
then Fσ(H ? µ) and Fσ(H ? ν) are linearly separable.
Proof. The proof can be found in Section E.
Finally, we establish the main result of this section, which covers approxi-
mately compatible transforms in Gλ,ε,R, the ε tube around the bounded shifts
and scalings Eλ,R. Theorem 5.4 establishes the case for the tube around Eλ,R,
and Theorem B.7 establishes the condition for almost compatible transforma-
tions. In both cases to show linear separability in the LOT embedding space,
one must now assume that the two families of distributions are not just disjoint,
but actually have a nontrivial minimal distance. The benefit of restricting our-
selves to Gλ,ε,R, is that we can define a closed for expression for a sufficient
minimal distance. This is done through the constant
δ(ε,R, σ, µ) :=
(√
4R
Kσµ
+ 2
)
‖fµ‖1/2∞ ε
+
(
4R ‖fµ‖1/2∞
W2(σ, µ) +R+ ‖ Id ‖µ
Kσµ
)1/2
ε1/2,
which is established from Corollary A.7. Note that Kσµ is defined in Defini-
tion A.2. A version of δ(ε,R, σ, µ) also appears in characterizing the amount
that LOT distance deviates from Wasserstein-2 distance (Theorem 4.4). A
parallel of δ(ε,R, σ, µ) could be established for any approximately compatible
transformations by proving a result similar to Lemma A.5 for some compatible
transformation other than shifts and scalings.
Theorem 5.4. Let σ, µ, ν ∈P2(Rn), σ, µ, ν  λ and assume that σ, µ, ν satisfy
the assumptions of Caffarelli’s regularity theorem (Theorem A.1).
Let R > 0, ε > 0. Consider G ⊂ Gλ,R,ε and let G be convex. Let δ =
max{δ(ε,R, σ, µ), δ(ε,R, σ, ν)}.
If G ? µ and G ? ν are compact and W2(g1 ? µ, g2 ? ν) > 6 δ for all g1, g2 ∈ G,
then Fσ(G ? µ) and Fσ(G ? ν) are linearly separable.
Proof. The proof can be found in Section E.
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Remark 5.5. We note that each Theorem in this section can be trivially ex-
tended to an arbitrary set H (or G) that is not required to be convex, so long
as their convex hulls conv(H) (or conv(G)) satisfy the needed assumptions of
closedness, compactness, and disjointness.
5.1 Example: Linear separability of MNIST data set
We linearly separate two classes of digits from the MNIST data set [15] with
LOT to verify the linear separability result (Theorem 5.4) numerically.
We consider the classes of 1s and 2s from the MNIST data set. Within each
class, the digits can be considered as shifts, scalings and perturbations of each
other. Therefore, via Theorem 5.4, the LOT embedding can be used to separate
1s from 2s.
The data consisting of images of 1s and 2s is embedded in L2 via the LOT
embedding, where we choose as reference density σ an isotropic Gaussian as
in the left plot of Figure 6. This means that every image µ (interpreted as a
density on a grid R ⊂ R2) is assigned to the function Tµσ : supp(σ)→ R. Since
supp(σ) ⊂ R is discrete, Tµσ (supp(σ)) is a vector in R2n, where n is the number
of grid points in supp(σ). For each µ of the data set, we use this vector as input
for the linear classification scheme (we use MATLAB’s “fitcdiscr” function).
The experiment is conducted in the following way: We fix the number of
testing data to 100 images from each class (i.e. in total, the testing data set
consists of 200 images). Note that we only fix the number of testing data; the
actual testing images are chosen randomly from the MNIST data set for each
experiment. For the training data set we randomly choose N images from each
class, where N = 40, 60, 80, 100. For each choice N , we run 5 experiments. In
each experiment, the classification error of the test data is computed. Then the
mean and standard deviation for every N is computed. The mean classification
error is shown in Figure 7 as a function of N .
It is clear from the figure that the mean error decreases as the number of
training data increases. Note however that we start with a very small amount
of training data (40 images from each class), and test on 100 images from each
class. The resulting mean error is only ≈ 0.13. When we train on the same
amount as we test (100 images per class), the mean error is already down to
≈ 0.02.
The classification result is also visualized via LDA embedding plots in Fig-
ure 8 for two experiments. These plots again underline the fact that separation
improves as the training data is increased. While training on 100 images per
class (right plot of Figure 8) leads to almost perfect separation, training on 40
images per class (left plot of Figure 8) still performs very well considering the
small size of the training set.
In addition to the fact that the LOT embedding is capable of producing good
separation results on small training data, there is yet another benefit connected
to the dimensionality of the problem. To run LDA (or any linear classifier),
a matrix of data points versus features needs to be constructed. If we were
to compare the original images, the feature space would have dimension equal
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Figure 7: Classification of MNIST digits 1s and 2s with LOT embedding. We
fix the number of testing data (100 images per digit), and vary the number
of training data, N = 40, 60, 80, 100 (the actual training and testing sets are
chosen randomly for each experiment). We train a linear classifier on the LOT
embedding of the training data. The figure shows the mean and standard devi-
ation of the classification error of the testing data over 5 experiments for each
N .
to the number of grid points. In the LOT embedding only the grid points in
supp(σ) need to be considered, rather than the whole grid, which drastically
reduces the dimension of the feature space. In the experiments we ran with
MNIST, the grid is of size 28 × 28, which leads to dimension 282 = 784, while
the support of σ is ≈ 70 grid points, hence the dimension is 140.
This dimension reduction allows us to run LDA on small training data as we
did in these experiments. If the feature dimension is very high, one also needs
a lot of training data to prevent zero within-class variance.
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LDA embedding of test data
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Figure 8: LDA embedding plots for the MNIST classification of digits 1 and 2
using LOT. As Figure 7, these plots underline that the classification improves
with the amount of training data. Left: We choose one of the experiments
carried out for N = 40 training data for each digit. The testing data (100
images per digit) is embedded in R2 through the LDA coordinates. The mean
error (Figure 7) is ≈ 0.13, which corresponds to ≈ 26 digits being misclassified.
Right: We choose one of the experiments carried out for N = 100 training
data for each digit. The testing data (100 images per digit) is embedded in
R2 through the LDA coordinates. The mean error (Figure 7) is ≈ 0.15, which
corresponds to ≈ 3 digits being misclassified.
Appendix A Regularity of the LOT embedding
The main results of this paper are based on Ho¨lder regularity-type properties
of the LOT embedding, which are derived in this section.
One of the main ingredients is a version of a theorem on the regularity of
the optimal transport map proved by L. A. Caffarelli [7, 8, 9]. The formulation
of the theorem is taken from [13]:
Theorem A.1 (Caffarelli’s regularity theorem). Let σ, µ ∈P2(Rn) with σ, µ
λ. Assume that supp(σ), supp(µ) are C2 and uniformly convex. Further assume
that for some α ∈ (0, 1), the densities fσ, fµ are C0,α continuous on their sup-
ports and assume that they are bounded from above and below, i.e. there exist
constants c, C, c, C > 0 such that
0 < c ≤ ‖fσ‖∞ ≤ C,
0 < c ≤ ‖fµ‖∞ ≤ C.
Then Tσµ is the gradient of a C
2,α function on supp(µ).
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Definition A.2. We introduce the concept of k-strong convexity:
1. Let f : X → R with X ⊆ Rn convex. f is called k-strongly convex if
gk(x) = f(x)− 12k‖x‖2 is convex.
2. For two measures σ, µ ∈P2(Rn) with supp(σ) convex, denoted by Kµσ the
supremum over all k such that ϕ with ∇ϕ = Tµσ , is k-strongly convex on
supp(σ).
In [13, Corollary 3.2] it is proved that if σ, µ satisfy the assumptions of
Caffarelli’s regularity theorem (Theorem A.1), then Kµσ > 0. We further cite
the following result from [13]:
Theorem A.3 ([13, Proposition 3.3]). Let σ, µ ∈P2(Rn) and assume they sat-
isfy the same assumptions as in Caffarelli’s regularity theorem (Theorem A.1).
Then for every S that pushes σ to µ we have
‖S − Tµσ ‖2σ ≤
1
Kσµ
(‖S − Id ‖2σ −W2(σ, µ)2) .
Note that in the formulation of this theorem in [13], 2/Kσµ appears instead
of 1/Kσµ in the bound. From the proof presented in [13] it can be seen, however,
that 2 can be replaced by 1.
We now prove a bound on the LOT embedding. The proof is based on
Theorem A.3 and [13, Corollary 3.4].
Theorem A.4. Let σ, ν1, ν2 ∈ P2(Rn), σ, ν1, ν2  λ. Suppose that σ and ν2
satisfy the assumptions of Caffarelli’s regularity theorem (Theorem A.1). Then
‖Fσ(ν1)−Fσ(ν2)‖σ ≤
(
2
Kσν2
1/2
+ 1
)
W2(ν1, ν2)+2
(
W2(σ, ν2)
Kσν2
)1/2
W2(ν1, ν2)
1/2.
Proof. Let S = T ν2ν1 . We aim at finding a bound on ‖T ν1σ − T ν2σ ‖σ.
The triangle inequality and change-of-variables formula imply
‖S ◦ T ν1σ − T ν2σ ‖σ ≥ ‖T ν1σ − T ν2σ ‖σ − ‖S ◦ T ν1σ − T ν1σ ‖σ = ‖T ν1σ − T ν2σ ‖σ − ‖S − Id ‖ν1
= ‖T ν1σ − T ν2σ ‖σ −W2(ν1, ν2).
Thus we get
‖T ν1σ − T ν2σ ‖σ ≤ ‖S ◦ T ν1σ − T ν2σ ‖σ +W2(ν1, ν2) (17)
Theorem A.3 implies
‖S ◦ T ν1σ − T ν2σ ‖2σ ≤
1
Kσν2
(‖S ◦ T ν1σ − Id ‖2σ −W2(σ, ν2)2) . (18)
Again by the triangle inequality and the change-of-variables formula we have
‖S ◦ T ν1σ − Id ‖σ ≤ ‖S ◦ T ν1σ − T ν1σ ‖σ + ‖T ν1σ − Id ‖σ = W2(ν1, ν2) +W2(σ, ν1)
≤ 2W2(ν1, ν2) +W2(σ, ν2)
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Combining this with (18) we obtain
‖S ◦ T ν1σ − T ν2σ ‖2σ ≤
4
Kσν2
(
W2(ν1, ν2)
2 +W2(ν1, ν2)W2(σ, ν2)
)
.
Taking the square root and using the fact that (a+b)1/2 ≤ a1/2 +b1/2 we obtain
‖S ◦ T ν1σ − T ν2σ ‖σ ≤
2
Kσν2
1/2
(
W2(ν1, ν2) + (W2(ν1, ν2)W2(σ, ν2))
1/2
)
.
Now (17) implies the result.
Note that the “constants” in Theorem A.4 depend on ν2 (namely K
σ
ν2 and
W2(σ, ν2)). This can be avoided by considering ν2 ∈ E?µ for a fixed µ ∈P2(Rn),
where E denotes the set of shifts and scalings. As a preparation for this result,
we need the following lemma:
Lemma A.5. Let f : X → R be differentiable with X ⊆ Rn convex. Then we
have the following:
1. f is k-strongly convex on X if and only if f ◦ Sa is k-strongly convex on
S−1a (X).
2. f is k-strongly convex on X if and only if R−1c ◦ f ◦ Rc is (kc)-strongly
convex on R−1c (X).
Proof. We first note that X is convex if and only if h−1(X) is convex for h = Sa
or h = Rc. Furthermore, f is k-strongly convex if and only if
(∇f(x)−∇f(y))T (x− y) ≥ k‖x− y‖2, x, y ∈ X. (19)
For x, y ∈ S−1a (X), eq. (19) implies that f ◦ Sa is k-strongly convex if and only
if
(∇f ◦ Sa(x)−∇f ◦ Sa(y))T (x− y) ≥ k‖x− y‖2
which is the same as
(∇f(Sa(x))−∇f(Sa(y)))T (Sa(x)− Sa(y)) ≥ k‖Sa(x)− Sa(y)‖2.
As this is only a transformation x = Sa(x) and y = Sa(y) compared to eq. (19),
k-strong convexity of f and f ◦ Sa are equivalent.
For x, y ∈ R−1c (X), eq. (19) implies that R−1c ◦f ◦Rc is (kc)-strongly convex
if and only if
(∇(R−1c ◦ f ◦Rc)(x)−∇(R−1c ◦ f ◦Rc)(y))T (x− y) ≥ kc ‖x− y‖2
which is the same as
c−1(∇f(Rc(x))−∇f(Rc(y)))T (Rc(x)−Rc(y)) ≥ kc c−2‖Rc(x)−Rc(y)‖2
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resulting in
(∇f(Rc(x))−∇f(Rc(y)))T (Rc(x)−Rc(y)) ≥ k‖Rc(x)−Rc(y)‖2
As this is only a transformation x = Rc(x) and y = Rc(y) compared to eq. (19),
k-strong convexity of f and (kc)-strong convexity of R−1c ◦f ◦Rc are equivalent.
Corollary A.6. Let σ, µ ∈ P2(Rn), σ, µ  λ. Further assume that σ and µ
satisfy the assumptions of Caffarelli’s regularity theorem (Theorem A.1). Let
R > 0 and consider h ∈ Eµ,R (bounded shifts/scalings, see eq. (13)) as well as
g ∈ L2(Rn, µ). Then we have
‖Fσ(g]µ)− Fσ(h]µ)‖σ ≤
(√
4R
Kσµ
+ 1
)
W2(g]µ, h]µ)
+
(
4R
W2(σ, µ) +R+ ‖ Id ‖µ
Kσµ
)1/2
W2(g]µ, h]µ)
1/2.
Note that we now have a bound with constants that do not depend on h or
g. They only depend on the fixed measures σ, µ and on the radius R.
Proof. Let ν1 = g]µ and ν2 = h]µ. First note that since µ and σ satisfy
the assumptions of Caffarelli’s regularity theorem, also ν2 and σ satisfy them.
Therefore we can apply Theorem A.4.
We now bound W2(σ, ν2) and K
σ
ν2 from Theorem A.4 by constants that only
depend on σ, µ and R. Such bounds then imply the result.
The triangle inequality, Lemma 3.4 and the assumption ‖h‖µ < R imply
W2(σ, ν2) ≤W2(σ, µ) +W2(µ, h]µ) = W2(σ, µ) + ‖Th]µµ − Id ‖µ
= W2(σ, µ) + ‖h− Id ‖µ
< W2(σ, µ) +R+ ‖ Id ‖µ.
We now show that Kσν2 only depends on σ, µ and R, but does not depend
on h. First consider h = Sa. Note that T
σ
ν2 = T
σ
µ ◦ S−1a and Tσµ = ∇ψ implies
Tσµ ◦ S−1a = ∇ψ ◦ S−1a . Also, ψ ◦ S−1a is convex on Sa(supp(µ)). This implies
that ϕ = ψ ◦ S−1a .
Lemma A.5 implies that ψ is k-strongly convex if and only if ϕ = ψ ◦S−1a is
k-strongly convex. Therefore the modulus of uniform convexity of ψ◦S−1a equals
the modulus of uniform convexity of ψ. Thus Kσν2 = K
σ
µ , which is independent
of Sa.
Now consider h = Rc. Again we have T
σ
ν2 = T
σ
µ ◦R−1c and Tσµ = ∇ψ implies
Tσµ ◦R−1c = ∇Rc ◦ ψ ◦R−1c . Also, Rc ◦ ψ ◦R−1c is convex on Rc(supp(µ)). This
implies that ϕ = Rc ◦ ψ ◦R−1c .
Lemma A.5 implies that ψ is k-strongly convex if and only if ϕ = Rc◦ψ◦R−1c
is kc−1-strongly convex. Therefore Kσν2 = K
σ
µc
−1. Since by assumption |c| =
‖Rc‖µ < R we have
1
Kσν2
=
1
Kσµ
|c| < R
Kσµ
,
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which gives a bound independent of Rc.
We now combine Corollary A.6 with the Lipschitz continuity of the pushfor-
ward map g 7→ g]σ to obtain a Ho¨lder regularity-type result for LOT. We first
cite the result on the Lipschitz continuity of the pushforward map, which can
be found in e.g. [3, Equation (2.1)]:
W2(g]µ, h]µ) ≤ ‖g − h‖µ. (20)
Corollary A.7. Let σ, µ ∈ P2(Rn), σ, µ  λ. Further assume that σ and µ
satisfy the assumptions of Caffarelli’s regularity theorem (Theorem A.1). Let
R > 0, h ∈ Eµ,R (see eq. (13)) and g ∈ L2(Rn, µ). Then we have
‖Fσ(g]µ)− Fσ(h]µ)‖σ ≤
(√
4R
Kσµ
+ 1
)
‖g − h‖µ
+
√
4R
W2(σ, µ) +R+ ‖ Id ‖µ
Kσµ
‖g − h‖1/2µ .
Remark A.8. In [13, Corollary 3.4] it is proved that for fixed σ and a Lipschitz
continuous curve µt of absolutely continuous measures, t ∈ [0, 1], 1/2-Ho¨lder
regularity of t 7→ Fσ(µt) can be achieved. Indeed, it is proved that
‖Fσ(µt)− Fσ(µ0)‖σ ≤ C
√
t.
Corollary A.7 can be considered a generalization of this result. We prove that
the map h 7→ Fσ(h]µ) can achieve Ho¨lder-type regularity between an element of
E (comparable to µ0) and an element of L2(Rn, µ) (comparable to µt). Note that
like µt, the “curve” h 7→ h]µ is Lipschitz continuous (eq. (20)). The restriction
to bounded shifts and scalings (via R > 0) relates to the fact that [0, 1] is bounded.
Appendix B Set-up for linear separability results
In this section we build up the theory needed for the results on linear separability
presented in Section 5. The proofs for these results can then be derived easily
from results of this section, see Section E.
Throughout this section, let H ⊆ L2(Rn, σ). Then H acts on P2(Rn) by
push-forward
h ? µ = h]µ, h ∈ H, µ ∈P2(Rn).
This is a group action if H is a subgroup of L2(Rn, σ).
Fix µ ∈P2(Rn). Using the notation from Theorem 4.3, we denote by
H ? µ = {h ? µ : h ∈ H}
the orbit of µ with respect to the action of H.
Note that H also acts on L2(Rn, σ) by composition, i.e. h ? f = h ◦ f for
f ∈ L2(Rn, σ) and h ∈ H. We also denote this action by ?.
We now derive some properties of this action in connection with the LOT
embedding Fσ.
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Definition B.1. Let σ, µ ∈ P2(Rn), σ  λ, and let H ⊆ L2(Rn, σ). We say
that Fσ is compatible with µ-orbits with respect to the action of H if
Fσ(h ? µ) = h ? Fσ(µ), h ∈ H. (21)
Remark B.2. Note that Equation (21) is exactly eq. (8). We just introduced a
new notation via ?.
As is shown in Lemma 3.4, Condition (21) is satisfied by shifts and scal-
ings in arbitrary dimension, and by all monotonically increasing functions in
dimension n = 1.
Lemma B.3. Let σ, µ ∈P2(Rn), σ  λ, and let H ⊆ L2(Rn, σ) be convex. If
Fσ is compatible with µ-orbits with respect to the action of H (Definition B.1)
then Fσ(H ? µ) is convex.
Proof. We prove that for f ∈ L2(Rn, σ), convexity of H implies convexity of
H ? f . This together with condition (21) then implies convexity of Fσ(H ? µ).
Let c ∈ [0, 1] and let h1, h2 ∈ H. Then
(1− c)(h1 ◦ f) + c (h2 ◦ f) = ((1− c)h1 + c h2) ◦ f ∈ H ? f.
Theorem B.4. Let σ, µ, ν ∈P2(Rn), σ  λ and let H ⊆ L2(Rn, σ) be convex.
Further assume that Fσ is compatible with both µ- and ν-orbits with respect to
the action of H (Definition B.1). If H ? µ is closed and H ? ν is compact, and
these two sets are disjoint, then Fσ(H ? µ) and Fσ(H ? ν) are linearly separable.
Proof. Since Fσ is continuous, Fσ (H ? µ) is compact and Fσ(H ? ν) is closed.
Since Fσ is injective (Lemma 3.2), they are also disjoint. Lemma B.3 implies
that both images are convex. Therefore, the Hahn-Banach Theorem implies
separability.
Definition B.1 is a strong condition which is satisfied for shifts and scalings.
In the following we show a linear separability result which relaxes this condition.
Indeed, we show that Theorem B.4 is also true if we extendH by functions which
are ε-close to shifts and scalings in L2(Rn, σ). In analogy to Definition B.1 we
define compatibility of Fσ with respect to µ-orbits up to an error ε.
Definition B.5. Let σ, µ ∈P2(Rn), σ  λ, let H ⊆ L2(Rn, σ), and let ε > 0.
We say that Fσ is ε-compatible with µ-orbits with respect to the action of H if
‖Fσ(h ? µ)− h ? Fσ(µ)‖σ < ε h ∈ H.
There is also an analog to Lemma B.3:
Lemma B.6. Let σ, µ ∈ P2(Rn), σ  λ, let H ⊆ L2(Rn, σ) be convex, and
let ε > 0. If Fσ is ε-compatible with µ-orbits with respect to the action of H
(Definition B.5) then Fσ(H ? µ) is 2ε-convex (Definition F.1).
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Proof. Let h1, h2 ∈ H and c ∈ [0, 1]. Define h = (1 − c)h1 + ch2 ∈ H. We aim
at proving that
‖(1− c)Fσ(h1 ? µ) + cFσ(h2 ? µ)− Fσ(h ? µ)‖σ < 2ε.
To this end, we apply Definition B.5:
‖(1− c)Fσ(h1 ? µ) + cFσ(h2 ? µ)− Fσ(h ? µ)‖σ ≤
(1− c)‖Fσ(h1 ? µ)− h1 ? Fσ(µ)‖σ + c‖Fσ(h2 ? µ)− h2 ? Fσ(µ)‖σ
+ ‖h ? Fσ(µ)− Fσ(h ? µ)‖σ
< (1− c)ε+ cε+ ε = 2ε.
This lemma allows us to establish the most general form of the linear sepa-
rability theorem, which simply requires the additional assumption that the two
families generated by action H, H?µ and H?ν, have a minimal distance greater
than 6ε.
Theorem B.7. Let σ, µ, ν ∈ P2(Rn), σ  λ, let H ⊆ L2(Rn, σ) be convex,
and let ε > 0. Further assume that Fσ is ε-compatible with both µ- and ν-orbits
with respect to the action of H (Definition B.5). If H?µ and H?ν are compact,
and W2(h1 ? µ, h2 ? ν) > 6ε for all h1, h2 ∈ H, then Fσ(H ? µ) and Fσ(H ? ν)
are linearly separable.
Proof. Since Fσ is continuous, both A = Fσ(H ? µ) and B = Fσ(H ? ν) are
compact. Now consider the closed convex hull of these sets, i.e. consider conv(A)
and conv(B). The closed convex hull of compact sets is compact again in a
completely metrizable locally convex space [2, Theorem 5.35]. Thus, in order
to apply the Hahn-Banach theorem to conv(A) and conv(B), we only need to
show that these sets are disjoint.
Theorem 4.1 implies
6ε < W2(h1 ? µ, h2 ? ν) ≤ ‖Fσ(h1 ? µ)− Fσ(h2 ? ν)‖σ,
for h1, h2 ∈ H. Therefore d(A,B) > 6ε, where d denotes the distance between
sets.
Since Fσ is ε-compatible with respect to both µ- and ν-orbits, Lemma B.6
implies that both A and B are 2ε-convex (Definition F.1). This means that
d(conv(A), A) < 2ε and d(conv(B), B) < 2ε.
Lemma F.2 now implies that d(conv(A), conv(B)) > ε. Therefore the closure
of these sets has positive distance, d(conv(A), conv(B)) > 0, which implies that
conv(A) ∩ conv(B) = ∅.
Appendix C Proofs of Section 3
Proof of Lemma 3.2. To prove part 1 of the lemma, we show continuity and
injectivity of Fσ.
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The stability of transport maps as described in [29, Corollary 5.23] implies
that Fσ is continuous.
If Fσ(ν1) = Fσ(ν2), then T
ν1
σ = T
ν2
σ . In particular this implies
ν1 = T
ν1
σ ]σ = T
ν2
σ ]σ = ν2.
This implies injectivity of Fσ.
To prove part 2 of the lemma, let c ∈ [0, 1] and let ν1, ν2 ∈ P2(Rn). We
define
T (x) := (1− c)Fσ(ν1)(x) + c Fσ(ν2)(x), x ∈ Rn.
We need to show that there exists ν3 ∈P2(Rn) such that T = Fσ(ν3). To this
end, we define ν3 := T]σ. By definition, T pushes σ to ν3. We now show that T
can be written as the gradient of a convex function.
By Theorem 2.1 there exist convex functions ϕ1, ϕ2 such that T
ν1
σ and T
ν2
σ
can be written uniquely as T
νj
σ (x) = ∇ϕj(x), j = 1, 2, x ∈ Rn. This implies
that T (x) = ∇ϕ3(x), with the convex function
ϕ3(x) = (1− c)ϕ1(x) + c ϕ2(x), x ∈ Rn.
Theorem 2.1 thus implies that T = T ν3σ , which proves T = Fσ(ν3).
Proof of Lemma 3.4. On R recall that
T νσ = G
−1
ν ◦Gσ, (22)
where Gσ denotes the cdf of σ defined by Gσ(x) = σ((−∞, x]). Now if h is
monotonically increasing, we have Gh]µ = Gµ◦h−1, which implies compatibility.
Let n ≥ 1 and h ∈ E . We first consider the case h = Sa for some a ∈ Rn. By
Theorem 2.1, both T νσ and T
Sa]ν
σ exist. We now prove T
Sa]ν
σ = Sa ◦ T νσ , which
shows the result for h = Sa.
Again, by Theorem 2.1, there exists a unique convex function ϕ such that
T νσ = ∇ϕ. Then
(Sa ◦ T νσ ) (x) = ∇ϕ(x) + a = ∇ (ϕ(x) + 〈a, x〉) = ∇ψ(x),
where ψ is also convex.
Due to the general property
(T˜ ◦ T )]σ = T˜](T]σ) (23)
for maps T, T˜ , we have that Sa ◦ T νσ pushes σ to Sa]ν. Therefore Theorem 2.1
implies that Sa ◦ T νσ = TSa]νσ .
We now consider the case h = Rc for some c ∈ R. By Theorem 2.1, both T νσ
and T
Rc]ν
σ exist. We now prove that T
Rc]ν
σ = Rc ◦ T νσ , which implies the result
for h = Rc.
Again, by Theorem 2.1, there exists a unique convex function ϕ such that
T νσ = ∇ϕ. Then
(Rc ◦ T νσ ) (x) = c∇ϕ(x) = ∇cϕ(x) = ∇ψ(x),
where ψ is also convex. Furthermore, by eq. (23), Rc ◦ T νσ pushes σ to Rc]ν.
Therefore Theorem 2.1 implies T
Rc]ν
σ = Rc ◦ T νσ .
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Appendix D Proofs of Section 4
Lemma D.1. Fix σ, µ ∈P2(Rn), σ  λ. If Fσ is compatible with µ-pushforwards
of a set of functions H ⊆ L2(Rn, µ) (see eq. (8)) then for h1, h2 ∈ H we have
T
h2]µ
h1]µ
= T
h2]µ
σ ◦ Tσh2]µ.
Proof. Denote by ν1 = h1]µ, ν2 = h2]µ. Compatibility (eq. (8)) implies
T νjσ = hj ◦ Tµσ , j = 1, 2. (24)
This implies
T ν2σ ◦ Tσν1 = h2 ◦ Tµσ ◦ (h1 ◦ Tµσ )−1 = h2 ◦ h−11 .
Again by eq. (8), we obtain
T ν2ν1 = h2 ◦ Tµν1 = h2 ◦ (T ν1µ )−1 = h2 ◦ (h1 ◦ Tµµ )−1 = h2 ◦ h−11 .
Proof of Theorem 4.4. Since g1, g2 ∈ Gµ,R,ε there exist h1, h2 ∈ Eµ,R such that
‖g1 − h1‖µ < ε and ‖g2 − h2‖µ < ε. The triangle inequality implies
‖Fσ(g1]µ)−Fσ(g2]µ)‖σ ≤ ‖Fσ(g1]µ)− Fσ(h1]µ)‖σ (25)
+ ‖Fσ(h1]µ)− Fσ(h2]µ)‖σ + ‖Fσ(h1]µ)− Fσ(g2]µ)‖σ
Corollary A.7 implies that there exist constants Cσ,µ,R, Cσ,µ,R such that
‖Fσ(gi]µ)− Fσ(hi]µ)‖σ ≤ Cσ,µ,R‖gi − hi‖µ + Cσ,µ,R‖gi − hi‖1/2µ (26)
≤ Cσ,µ,R ε+ Cσ,µ,R ε1/2,
for i = 1, 2. Note that the same constants can be used for i = 1 and i = 2 since
R bounds both h1 and h2.
Theorem 4.3, eq. (20) and the triangle inequality imply
‖Fσ(h1]µ)− Fσ(h2]µ)‖σ = W2(h1]µ, h2]µ)
≤W2(h1]µ, g1]µ) +W2(g1]µ, g2]µ) +W2(g2]µ, h2]µ)
≤ ‖h1 − g1‖µ +W2(g1]µ, g2]µ) + ‖g2 − h2‖µ
≤ 2ε+W2(g1]µ, g2]µ).
Using this inequality as well as eq. (26) in eq. (25) we obtain
‖Fσ(g1]µ)− Fσ(g2]µ)‖σ ≤ 2(Cσ,µ,R + 1) ε+ 2Cσ,µ,R ε1/2 +W2(g1]µ, g2]µ),
which concludes the proof.
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Appendix E Proofs of Section 5
Proof of Theorems 5.1 and 5.3. By Remark B.2, the compatibility condition
(21) is satisfied. Thus we can apply Theorem B.4.
Proof of Theorem 5.4. We show that Fσ is δ-compatible with both µ- and ν-
orbits with respect to the action of G. Then the result follows from Theorem B.7.
Let g ∈ G and h ∈ Eλ,R such that ‖g−h‖ ≤ ε. Since h ∈ Eλ,R it is compatible
with µ-orbits. First note that
‖h ? Fσ(µ)− g ? Fσ(µ)‖σ = ‖h ◦ Tµσ − g ◦ Tµσ ‖σ = ‖h− g‖µ ≤ ‖fµ‖1/2∞ ε
This estimate, together with Corollary A.7 implies
‖Fσ(g ? µ)− g ? Fσ(µ)‖σ ≤ ‖Fσ(g ? µ)− Fσ(h ? µ)‖σ + ‖h ? Fσ(µ)− g ? Fσ(µ)‖σ
≤ δ.
Similarly, it can be shown that Fσ is δ-compatible with ν-orbits.
Appendix F A useful result in normed spaces
In this section we derive a result on almost convex sets for general normed
spaces. It states that if two almost convex sets are separated by a positive
value, then their convex hull can also be separated.
This result is needed for the almost linear separability proof for perturbed
shifts and scalings (Theorems B.7 and 5.4).
Definition F.1. Let (X, ‖ · ‖) be a normed space and let ε > 0. X is called
ε-convex if for every x1, x2 ∈ X and c ∈ [0, 1] there exists x ∈ X such that
‖(1− c)x1 + c x2 − x‖ < ε.
This definition states that for an ε-convex set X, d(conv(X), X) < ε, where
conv(X) denotes the convex hull of X and d is the distance between sets.
Lemma F.2. Let (X, ‖ · ‖) be a normed space and let ε > 0. Consider two
ε-convex sets A,B ⊂ X. If d(A,B) > 3ε, then d(conv(A), conv(B)) > .
Proof. Let a ∈ A and cb ∈ conv(B). Let b ∈ B such that ‖cb − b‖ < ε Then
‖a− cb‖ ≥ ‖a− b‖ − ‖b− cb‖ > 3ε− ε = 2ε.
Therefore d(A, conv(B)) > 2ε. Similarly one can prove that d(B, conv(A)) > 2ε.
Now let ca ∈ conv(A) and cb ∈ conv(B) and choose b ∈ B such that ‖cb−b‖ <
ε. Then we have
‖ca − cb‖ ≥ ‖ca − b‖ − ‖b− cb‖ > 2ε− ε = ε,
which implies that d(conv(A), conv(B)) > ε.
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