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 ABSTRAKT 
 
 Práce se zabývá problematikou autentizace uživatelů v počítačové síti a 
souvisejícím řízením přístupu k prostředkům. Je v ní provedena stručná analýza modelu 
TCP/IP v souvislosti s bezpečností, dále jsou popsány základní stavební prvky 
autentizačních protokolů (především hashe) a následuje analýza vlastních protokolů pro 
ověření klienta. Pro srovnání bezpečnosti jsou uvedeny zastaralé protokoly, především 
LANMAN. Dále jsou popsány aktuální protokoly NTLM, Kerberos a Radius. Důraz je 
kladen především na Kerberos, který je také zvolen jako hlavní protokol 
k implementaci. Z tohoto důvodu je popsána také jeho modifikace, která se používá při 
přihlášení do domény sítě využívající řadič Active Directory. 
V praktické části jsou zmíněné mechanizmy implementovány a ověřeny 
v reálném nasazení. Při realizaci je použita virtualizace pro přehlednější a efektivnější 
konfiguraci. Výsledkem je model sítě, která vyžaduje ověření identity uživatele a ve 
které jsou minimalizovány možnosti zneužití prostředků neoprávněnými klienty.  
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Linux 
 
 
 
ABSTRACT 
 
 The main focus of this Master’s thesis is user authentication and access control 
in a computer network. I analyze the TCP/IP model in connection with security and 
describe main stepping stones of authentication protocols (mainly hash functions). The 
authentication protocol analysis follows. I begin with LANMAN protocol analysis for 
the reason of a security comparison. The NTLM, Kerberos and Radius follows. The 
focus is on the Kerberos which is chosen as a main authentication protocol. This is also 
a reason why the modification used in MS domains is described. 
The implementation and functional verification is placed in the second part 
which is more practical. The virtualization technology is used for an easier 
manipulation. The result is a computer network model requiring user authentication and 
minimizing the possibility of an attack by unauthorized clients. 
 
 
 
KEYWORDS 
 
Authentication, hash, MD4, MD5, Radius, Kerberos, NTHash, LMHash, firewall, 
proxy, Linux 
  
 
 PROHLÁŠENÍ 
 
Prohlašuji, že svou diplomovou práci na téma "Návrh řešení autentizace 
uživatelů pro malé a střední počítačové sítě" jsem vypracoval samostatně pod vedením 
vedoucího diplomové práce a s použitím odborné literatury a dalších informačních 
zdrojů, které jsou všechny citovány v práci a uvedeny v seznamu literatury na konci 
práce.  
Jako autor uvedené diplomové práce dále prohlašuji, že v souvislosti s 
vytvořením této diplomové práce jsem neporušil autorská práva třetích osob, zejména 
jsem nezasáhl nedovoleným způsobem do cizích autorských práv osobnostních a jsem si 
plně vědom následků porušení ustanovení § 11 a následujících autorského zákona č. 
121/2000 Sb., včetně možných trestněprávních důsledků vyplývajících z ustanovení 
§152 trestního zákona č. 140/1961 Sb.“ 
 
 
 
 
V Brně dne ……………      ……………………….. 
                (podpis autora) 
 
 PODĚKOVÁNÍ 
 
Děkuji vedoucímu diplomové práce doc. Ing. Karlu Burdovi, CSc. za velmi 
užitečnou metodickou pomoc a cenné rady při zpracování diplomové práce. 
 
 
 
 
 
V Brně dne ……………      ……………………….. 
                        (podpis autora) 
  
 
 Seznam zkratek 
 
AD  Active Directory 
DES  Data Encryption Standard 
DMZ  Demilitarizovaná Zóna 
DNAT  Destination NAT 
ISA  Internet Security and Acceleration Server 
KDC  Key Distribution Center 
LSA  Local Security Authority 
LTK  Long Term Key 
MMC  Microsoft Management Console 
NAT  Network Address Translation 
OS  Operační Systém 
OSI  Open Systems Interconnection 
SNAT  Source NAT 
SSP  Security Support Provider 
TCP  Transmission Control Protocol 
TGT  Ticket Granting Ticket 
VLAN  Virtual LAN 
VPN  Virtual Private Network 
WEP   Wired Equivalent Privacy 
WPA  Wi-Fi Protected Access 
 
  
 
 Obsah 
 
1  Úvod .......................................................................................................................... 1 
2  Bezpečnostní politika a model hrozeb ...................................................................... 2 
3  Řízení přístupu uživatelů k prostředkům sítě ........................................................... 3 
3.1  Vrstva síťového rozhranní ................................................................................ 3 
3.1.1  Vliv fyzického kanálu na přenos dat ........................................................... 3 
3.1.2  Architektura sítě .......................................................................................... 4 
3.1.3  Adresace ...................................................................................................... 7 
3.2  Síťová a transportní vrstva ................................................................................ 8 
3.2.1  Prostředky pro filtraci datového toku ......................................................... 9 
3.2.2  NAT – Network Address Translation ....................................................... 11 
3.2.3  Netfilter ..................................................................................................... 12 
3.3  Aplikační vrstva .............................................................................................. 15 
4  Autentizace ............................................................................................................. 17 
4.1  Hashe .............................................................................................................. 18 
4.2  Přímé ověření .................................................................................................. 22 
4.2.1  LANMAN ................................................................................................. 22 
4.2.2  Protokol NTLM ........................................................................................ 23 
4.3  Nepřímé ověření ............................................................................................. 26 
4.3.1  Kerberos .................................................................................................... 26 
4.3.2  Radius ....................................................................................................... 28 
5  Praktická realizace .................................................................................................. 30 
5.1  Návrh sítě ........................................................................................................ 30 
5.2  Virtualizace ..................................................................................................... 31 
5.3  Infrastruktura .................................................................................................. 33 
5.3.1  Infrastruktura pro menší sítě ..................................................................... 33 
5.3.2  Infrastruktura pro středně velké sítě ......................................................... 37 
5.4  Instalace řadiče domény a zavedení domény .................................................. 38 
5.4.1  Kerberos v prostředí s Windows 2003 Server .......................................... 38 
5.4.2  Instalace řadiče domény ............................................................................ 39 
5.4.3  Další možnosti instalace řadiče domény ................................................... 40 
5.5  Instalace a konfigurace bezpečnostní brány ................................................... 41 
5.5.1  Instalace OS brány .................................................................................... 42 
5.5.2  Zabezpečení OS brány .............................................................................. 42 
5.5.3  Instalace služeb proxy serveru .................................................................. 42 
5.5.4  Nastavení pravidel filtrování webového provozu ..................................... 46 
5.5.5  Nastavení firewallu a NATu ..................................................................... 46 
5.6  Ověření funkčnosti .......................................................................................... 48 
5.7  Další možnosti autentizovaného přístupu ....................................................... 50 
5.7.1  Rozdělení uživatelů sítě ............................................................................ 50 
5.7.2  Postup instalace víceúrovňového řízení přístupu ...................................... 52 
5.8  Zhodnocení vybrané realizace ........................................................................ 54 
6  Závěr ....................................................................................................................... 55 
Literatura ......................................................................................................................... 56 
Seznam příloh ................................................................................................................. 58 
  
 
Návrh řešení autentizace uživatelů pro malé a střední počítačové sítě 
 
Stránka 1 z 65 
 
1 Úvod  
 
 V současnosti se o zabezpečení počítačových systémů diskutuje stále více. Pro 
výrobce softwaru se stává klíčovým prvkem, naopak pro uživatele dalším bodem ke 
zvážení. Dřívější přístup, který se bezpečností téměř nezabýval, je již dávno minulostí, a 
proto si můžeme všimnout narůstajících investic společností do zabezpečení svých sítí. 
Do značné míry může být tento rozmach podpořen snahou výrobců prodat svoje 
„zabezpečené“ produkty, nicméně jisté je, že počet útoků jak na produkční systémy, tak 
na běžné uživatelské počítače se zvyšuje [1]. 
Za útok na informační systémy lze považovat mnoho činností. Může to být 
napadení počítačovým virem, snaha o podvržení hesla, fyzický útok na firemní servery 
či snaha o dešifrování citlivých dat. V této práci se zabývám zabezpečením v závislosti 
na identitě uživatele. Mým cílem je analyzovat možnosti a vybrat vhodné prostředky 
k zajištění přístupu k datům či službám pouze těm uživatelům, kteří k tomuto přístupu 
mají oprávnění. Pro tento cíl je nutné zajistit dvě hlavní části – jsou jimi autentizace, 
tedy ověření identity uživatele, a samotné řízení přístupu k prostředkům sítě. 
První část teoretického úvodu je věnována modelu TCP/IP a jeho vztahu 
k bezpečnosti sítě. Jsou zde zmíněny jednotlivé vrstvy modelu, jejich hlavní 
bezpečnostní rizika a jsou naznačeny možná řešení. Model TCP/IP byl vybrán z důvodu 
jeho naprosto převažujícího nasazení v dnešních sítích a internetu. Postupuji zde po 
jednotlivých vrstvách z důvodu lepšího přehledu nad celkovým zabezpečením. Cílem 
tohoto postupu je získat základ sítě, který zamezí neoprávněným osobám v obejití 
bezpečnostních mechanizmů. Součástí je přehled technologií pro manipulaci s pakety a 
filtraci provozu, které jsou dále využity v praktické části. 
V další části se věnuji již autentizačním protokolům. Mým cílem je jejich 
analýza a výběr vhodných kandidátů pro praktické nasazení. Jelikož jsou velmi častým 
základem těchto protokolů hashovací funkce, zahrnul jsem i je do svého rozboru a rád 
bych poukázal na souvislost mezi návrhem hashovací funkce a bezpečností výsledného 
protokolu. Z tohoto důvodu jsou do mé práce zahrnuty i zastaralé autentizační protokoly 
využívající nedostatečné hashe.  
 V praktické části práce jsou zvolené autentizační protokoly implementovány a 
otestovány. Výsledkem by měla být síť pro menší a střední organizace, ve které je 
přístup ke zdrojům založen na ověření totožnosti uživatele. Z tohoto důvodu budou 
nakonfigurovány klíčové prvky této sítě a její použití bude otestováno i z pohledu 
uživatele. V zadání této práce je zmíněn jak operační systém Linux tak OS Windows. 
Budu se tedy snažit o návrh řešení, které nezávisí nutně na jedné specifické platformě, 
ale je schopné pracovat v heterogenní síti. Tento požadavek bude kladen hlavně na 
autentizační protokoly – použití uzavřených protokolů by bylo z tohoto důvodu značně 
problematické.  
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2 Bezpečnostní politika a model hrozeb 
 
Proces zabezpečení počítačové sítě není nikdy kompletní. I pokud si myslíme, že 
jsme pro ochranu udělali vše, může být nalezena nová chyba v softwaru, nový postup 
obejití našich ochran, či mezery v omezení fyzického přístupu. Z tohoto důvodu nelze 
ani dokázat, že daná síť je bezpečná. Můžeme pouze tvrdit, že jsme pro její zabezpečení 
udělali maximum. Celý proces zajištění sítě proti útokům bývá běžně rozdělen do třech 
základních bodů, které na sebe navazují. Takové rozdělení nám umožní definovat 
bezpečnost alespoň do určité míry, když to není možné úplně. Základní kroky tedy jsou: 
 
• Stanovení bezpečnostní politiky 
 
V této první fázi je stručně a obecně popsáno, ve kterých stavech je povoleno, 
aby se náš systém (síť) nacházel, a naopak jaké stavy jsou nepřípustné a co by 
v síti nikdy nemělo z důvodů přílišných rizik nastat. Obecnou politiku lze pro 
můj problém autentizace v síti stanovit takto: 
 
Přístup k prostředkům sítě (např. přístup k serverům, internetu) musí být omezen 
na základě ověření klienta. Musí tedy existovat prvek v síti, který je schopen 
identitu klienta ověřit (např. pomocí hesla) a na základě databáze zavedených 
uživatelů rozhodnout, zda bude poskytnut přístup k prostředkům, které prvek 
střeží (jsou umístěny za ním). Pokud ověření identity selže, přístup musí být 
zamítnut a klient nesmí mít možnost získat přístup ke střeženým prostředkům. 
 
• Stanovení modelu rizik 
 
Zde definujeme zdroje rizik. Je nutné zvolit polohu mezi příliš jednoduchým 
modelem rizik a zbytečně složitým. Pokud bude náš model rizik příliš 
jednoduchý, je velmi pravděpodobné, že jsme nějakou možnost útoku opomněli 
a nebudeme na ni připravení. Naopak, pokud je náš model příliš složitý, je velmi 
pravděpodobné, že nebude možné implementovat bezpečnostní mechanizmy tak, 
aby bylo možné dokázat bezpečnost. Jednoduše nebude možné celý model 
pokrýt. Pokud najdeme vhodný kompromis, získáme model, který pokryje 
většinu rizik, které mohou v reálné situaci nastat, ale bude ho možné i 
implementovat. V mém případě zahrnu do modelu rizik jak uživatele internetu, 
tak vnitřní sítě používající síť jako prostředek útoku. Zmíním se také o fyzické 
bezpečnosti, ale hlavní důraz bude kladen na bezpečnost autentizačních 
protokolů a jejich implementaci. 
 
• Implementace politiky pomocí bezpečnostních mechanizmů 
 
V konečné fázi je nutné implementovat bezpečnostní politiku s ohledem na 
model rizik pomocí konkrétních prostředků (např. s využitím kryptografie). Tyto 
prostředky se nazývají bezpečnostní mechanizmy. Právě tato část je hlavním 
tématem mé diplomové práce. V dalším textu se tedy zabývám různými 
bezpečnostními mechanizmy, které vedou k dosažení stanovené politiky. 
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3 Řízení přístupu uživatelů k prostředkům sítě 
 
Při popisu protokolů sloužících k přenosu dat po síti se často využívá jejich 
řazení do některého ze síťových modelů. Stejný postup lze využít i u mechanizmů 
majících za cíl zabezpečit komunikaci. Výsledkem je lepší organizace a zamezení 
opomenutí některé důležité oblasti. V nynějších počítačových sítích drtivě převažuje 
sada protokolů TCP/IP, pro rozdělení tedy použiji model TCP/IP [2]. I přesto, že jsou 
zde některé vrstvy z původního OSI modelu sloučeny (např. prezentační a relační vrstva 
do aplikační), není toto zjednodušení omezující, protože např. většina autentizačních 
protokolů leží v aplikační vrstvě, popř. je zařazena do relační/prezentační vrstvy OSI, 
nicméně díky použití TCP/IP protokolu stejně implementována na aplikační vrstvě.  
3.1 Vrstva síťového rozhranní 
 
 Fyzická vrstva není v TCP/IP definována, je tedy možné použít různé prostředky 
pro přenos dat na sadě TCP/IP. V  OSI má fyzická vrstva za úkol přenést tok bitů po 
nějakém médiu. Z pohledu útoku nás bude zajímat, jaká technologie se pro přenos 
používá a dále jak je sestavena, tedy její topologie. Obě tyto vlastnosti sítě mají 
obrovský vliv na bezpečnost, je tedy nutné je zvážit ještě před samotnou stavbou sítě. 
 Použité technologie v podstatě můžeme rozdělit na dvě hlavní skupiny – na 
drátové vedení a bezdrátové spojení. Další rozdělení pak může být podle typu vedení – 
nejčastější je metalické vedení a optická vlákna. 
3.1.1 Vliv fyzického kanálu na přenos dat 
 
Metalické spoje 
 Většina spojů v kancelářích a organizacích je realizována pomocí metalického 
vedení typu ethernet. Jedná se o klasické 4 párové vodiče kategorie 5 nebo 6. Zde je 
možnost útoku relativně snadná – signál lze z kabelu vyvést a odposlouchávat. Řešením 
je použít kabely uložené v místech bez veřejného přístupu, popř. provádět občasnou 
kontrolu. Dalším typem připojení jsou modemy (klasické, DSL, kabelové). Ty jsou 
vedeny relativně bezpečnou cestou poskytovatele služeb, nicméně často jsou tyto linky 
sdílené. Pro většinu běžných uživatelů by však bezpečnost kabelů neměla způsobovat 
závažný problém. Pokud bychom měli obavu o bezpečnost právě kvůli metalickým 
spojům, je dobré zvážit další variantu, tedy optická vlákna. 
 
Optická vlákna 
 Optická vlákna jsou stále populárnější přenosové médium. Je to nejen díky jejich 
vyšší přenosové kapacitě ale také kvůli zvýšené bezpečnosti. Zatímco elektrický signál 
na metalickém vedení lze velmi snadno odposlechnout, u optického vlákna takovýto 
odposlech možný není. Při přenosu signálu nedochází téměř k žádným 
odposlouchatelným emisím, jediná možnost je tedy optické vlákno narušit, tehdy se 
nám ale spojení rozpadá. Optická vlákna jsou tedy vhodnější pro přenos signálu ve 
veřejných prostorech jak kvůli bezpečnosti, tak kvůli vlastnostem (rychlejší, není vodič, 
EM pole nemá vliv). 
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Bezdrátové sítě 
 Sítě nevyžadující kabeláž jsou dnes velmi populární. Jejich hlavní výhoda, 
absence kabelu, je zároveň jejich největší zranitelnost. Je totiž velmi obtížné vymezit 
prostor, kam náš signál zasahuje. Není tedy ani možné jednoznačně stanovit hranice 
firemní sítě, což má zásadní vliv na snížení bezpečnosti. Bezdrátové zařízení můžeme 
použít buď jako přístupové body do naší sítě nebo jako bezdrátová pojítka (mosty). 
Pokud provozujeme bezdrátový přístupový bod (nejčastěji na technologii 802.11a, b 
nebo c), musíme věnovat další prostředky na jeho zabezpečení. Nejčastěji používané 
zabezpečení WEP je natolik kompromitováno, že je považováno za téměř zbytečné, je 
nutné tedy nasadit alespoň WPA. I tak by přístupový bod měl být umístěn za 
firewallem, který uživatele propustí do sítě až po úspěšné autentizaci. Pokud používáme 
bezdrátová pojítka pro dvoubodový spoj, je dobré zvážit laserový spoj, který je díky 
užšímu signálu lépe zabezpečitelný, na druhou stranu je více náchylný na viditelnost a 
klimatické podmínky. 
 
3.1.2 Architektura sítě 
 
 Druhým bodem, který úzce souvisí s přenosovou technologií, je architektura sítě. 
Podle např. [3] můžeme tvrdit, že v otázce bezpečnosti sítě je její architektura klíčovým 
prvkem. Do architektury můžeme zahrnout topologii sítě, rozložení jednotlivých stanic 
a serverů se službami a rozložení prvků zajištující bezpečnost, jako například firewally, 
proxy servery, autentizační servery atd. Na architekturu sítě má hlavní vliv velikost sítě 
a její použití, tj. služby na ní běžící. Pokud budeme brát v úvahu klasické schéma sítě, 
tj. pracovní stanice, několik serverů poskytujících služby jak zaměstnancům, tak 
klientům v internetu, a jedno připojení k internetu, můžeme možnosti řešení rozdělit 
podle typu ochrany firewallem. Sítě bez firewallu nebudu již uvažovat, protože finanční 
dostupnost umožňuje jejich použití pro všechny sítě, tedy i domácí. Pokud firewall 
střeží hranici mezi podnikovou sítí a internetem, nazýváme ho hraniční. Ten může být 
jeden, jeden s DMZ (demilitarizovanou zónou) či dva až více v rozsáhlých sítích [3] : 
 
Jeden firewall v síti 
 
   
     
 
 Obr. č. 1 - Firewall před službami  Obr. č. 2- Firewall za službami 
 
Pokud předpokládáme pouze jeden klasický firewall v síti, je nutné vyřešit 
otázku veřejně dostupných služeb. Je velice pravděpodobné, že v chráněné síti bude 
služba či služby, které bude nutné mít přístupné i z internetu. Protože firewall blokuje 
všechny neznámé pokusy o připojení z internetu, nebyly by veřejné servery jako je web, 
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mail, DNS dostupné, pokud by ležely za firewallem. Možnosti řešení jsou uvedeny na 
Obr. č. 1 a 2. V případě firewallu před službami dochází k ochraně celé vnitřní sítě, tedy 
i serverů. Pro jejich správnou funkčnost je nutné provést přesměrování portů pomocí 
DNAT (viz kapitola 3.2.2 NAT – Network Address Translation ), aby byl provoz, který 
by jinak skončil na firewallu, přeposílán na správný server. Je třeba povolit jen 
přeposílání portů služeb, které chceme mít dostupné z internetu. Otevírá se nám tím sice 
bezpečnostní riziko zneužití otevřených portů, nicméně je to vhodnější řešení než 
možnost firewall za službami, kdy jsou veřejné servery celé vloženy před firewall, jsou 
tedy naprosto nechráněné. Výhodou tohoto druhého řešení je vyšší bezpečnost vnitřní 
sítě. Pokud máme tedy servery úplně zabezpečené (což nejsou nikdy) či pokud na nich 
nejsou žádné cenné informace (můžou sloužit dokonce i jako návnada), je vhodné řešení 
2. Vhodnější je ale využít firewall s demilitarizovanou zónou, viz obr. č. 3: 
 
 
Obr. č. 3 – Firewall s DMZ 
 
Pokud použijeme firewall, který podporuje DMZ, nemusíme se rozhodovat mezi 
bezpečností vnitřní sítě a veřejných serverů jako v prvním případě. Demilitarizovaná 
zóna je část sítě, pro kterou je firewall naprogramován tak, aby do ní propouštěl jen 
legitimní provoz z veřejné sítě (internetu) a chrání ho tím, že všechny nelegitimní 
dotazy budou filtrovány. Zároveň je komunikace mezi DMZ a vnitřní sítí buď částečně, 
nebo zcela omezena, aby tak byla vnitřní síť chráněna v případě útoku na veřejné 
servery a ovládnutí útočníkem. Prakticky má firewall alespoň 3 rozhranní (nemusí být 
nutně fyzické), které jsou přiřazeny jednotlivým sítím. Vnější rozhraní patří internetu, 
DMZ rozhranní patří vnitřní síti s veřejnými servery a interní rozhranní patří vnitřní síti 
klientů. Mezi jednotlivými sítěmi musí probíhat filtrování, nesmí být zapnuto 
směrování. Provoz z vnitřní sítě by měl mít přístup do internetu a částečně do DMZ 
pokud je třeba, DMZ by měla mít přístup jen tam, kde vyžadují veřejné služby a vnější 
rozhranní by mělo mít přístup pouze pro určité porty DMZ. Toto řešení je dobrým 
kompromisem mezi složitostí a zabezpečením, je tedy velmi často využívané. Pokud by 
byly bezpečnostní nároky ještě vyšší, je možnost aplikovat třetí možnost, tj. více 
firewallů. 
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Dva a více firewallů 
 
 
Obr. č. 4 – 2 firewally v síti 
 
Pokud máme za úkol řešit bezpečnost u velmi citlivých služeb, je nutné zvolit 
topologii, která bude obsahovat více firewallů. Těch může být i více než dva, např. pro 
různé části společnosti, či pro různé seskupení serverů, nicméně pro připojení 
k internetu lze použít s výhodou 2 firewally. Jejich funkce je podobná jako u jednoho 
firewallu s DMZ, nicméně je bezpečnější. Filtrace paketů je zde rozložena do dvou 
částí. První firewall vyfiltruje všechen obsah, který nemá projít k našim zařízením. 
Vyfiltrovaný obsah pak může jít buď k veřejným serverům do DMZ, nebo pokračovat 
dále do vnitřní sítě, která je ale dále chráněna dalším firewallem, který odstraňuje 
provoz cílený na veřejné servery a který může provádět další inspekce paketů, např. na 
vyšší úrovni. Významná výhoda tohoto řešení je v rozložení zátěže. Zatímco běžná 
kontrola paketů na síťové vrstvě je vcelku nenáročná, podrobná inspekce na aplikační 
úrovni je velmi náročná při vyšších datových tocích, rozdělení firewallů je tedy někdy i 
otázkou výkonu. 
Pro rozdělení různých částí sítě můžeme použít i jiné technologie. Nejjednodušší 
je použít pro každou část jinou adresu sítě a upravit pak směrovací tabulku na 
společném směrovači. O oddělení síťových částí (což můžeme použít například u 
rozdělení firmy na oddělení) se stará také protokol 802.1q, což je protokol definující 
VLAN. Pokud tuto funkci podporuje přepínač, můžeme rozdělit síť už na linkové 
vrstvě. Vhodnou konfigurací VLAN můžeme zabezpečit síť i optimalizovat 
využitelnost, a to hlavně díky filtraci rámců, které jsou v dané části sítě zbytečné. Do 
architektury sítě patří i další prvky než firewally, které se starají o bezpečnost. Jedná se 
zejména o tyto servery: 
 
Proxy servery 
 Proxy servery lze považovat za zařízení do značné míry podobné firewallům. 
Jejich hlavní cíl je filtrovat provoz, optimalizovat jej a chránit své klienty. Ve většině 
případů je velmi výhodné sloučit funkce firewallu a proxy serveru do jedné internetové 
brány (blíže např. [4] ). Ta je pak umístěna na hranici sítě a umožňuje filtrovat 
nežádoucí provoz pomocí síťové a transportní vrstvy (jako firewall), navíc ale přidává 
možnost filtrace na aplikační úrovni. Dalším doplňkem může být např. autentizace a 
autorizace. Protože firewally a proxy servery jsou hlavním tématem této práce, je jim 
dále věnována samostatná kapitola. 
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Autentizační servery 
 Jsou to servery, které ověřují totožnost klientů v síti. Jejich hlavním úkolem je 
udržovat a využívat databázi uživatelů a informací o nich. Tvoří určité jádro sítě, které 
řídí přístup. Bezpečnost celého systému závisí na fungování tohoto prvku, proto musí 
být umístěn do vnitřní sítě a musí být náležitě zabezpečen. Protože poskytuje služby 
ověření uživatelů, je třeba volit vhodně protokoly, které tento server používá. Mezi 
hlavní adepty patří Kerberos [2], Radius [5] a NTLM [6]. Protože tyto protokoly 
využívají všechny prvky v síti (aby se rozhodly, zda smí či nesmí poskytnout své služby 
žádajícímu uživateli), je jim dále věnována také samostatná kapitola. 
 Struktura sítě má přímý vliv na autentizaci v síti, je tedy dobré předem 
navrhnout organizační jednotky. Zde se dostáváme k otázkám spojenými s volbou 
platformy, na které bude naše síť fungovat. Díky neustálým diskuzím o výhodách či 
nevýhodách různých operačních systémů nelze jednoznačně určit jednu možnost. Místo 
toho budu dále v textu uvažovat síť heterogenní, tj. složenou z prvků tak, aby byla 
teoreticky volba nezávislá na výrobci a bylo možné použít produkty hlavních stran tak, 
jak je produkt v dané chvíli vhodný ke konkrétní úloze. U organizačních jednotek je 
časté rozdělení celé sítě do domén a hlavní autentizační server bývá řadič domény 
Active Directory, není to však jediná možnost.  
 
Servery vzdáleného přístupu 
 Do této skupiny jsem zařadil VPN servery a servery vzdálené plochy (RD – 
Remote Desktop). Jejich umístění se zásadně liší např. od autentizačního serveru, proto 
je žádoucí, pokud je to tedy alespoň trochu možné, aby byly služby spouštěny na 
odlišných strojích. Vzdálený přístup nám poskytuje přístup z vnějšího obvodu sítě 
dovnitř. Tento fakt vyžaduje dvě hlavní opatření – umístění serveru do veřejného 
prostoru (DMZ) a maximální zabezpečení serveru. Rozdíl mezi VPN a RD je 
v získaných možnostech. Zatímco pomocí VPN se bude uživatel cítit jako by byl uvnitř 
sítě a bude moci využívat všechny prostředky jako zaměstnanec ve firmě, uživatel 
vzdálené plochy získá pouze přístup k jednomu počítači, jehož činnost může být lépe 
monitorována a chráněna. Různé topologie např. [7]. 
 
3.1.3 Adresace 
 
Vrstva síťového rozhranní  má za úkol doručit rámce v segmentu od odesílatele 
k cíli či k routeru. Používá k tomu v případě ethernetu 48b adresy. Každé zařízení v síti 
má tedy svoji adresu, které se říká fyzická či MAC adresa. Podle ní se počítače 
rozhodují, zda rámec přijmou (zda jsou adresáty nebo ne). Ethernetový rámec se může 
doručit jen v jedné podsíti, pokud je třeba překročit několik sítí, je třeba kontaktovat 
router a poslat rámec dále do jiné sítě přes něj. Důležitou roli v komunikaci hrají 
switche. Zatímco huby přijmou na jednom portu provoz a zopakují jej na všechny 
ostatní, switche se již rozhodují na základě adresy, a pokud zjistí, že na daném portu 
switche klient není, rámec tam ani neposílají. Toto je velká nevýhoda pro hackery. 
Zatímco u hubů byl všechen provoz posílán ke všem, každý si tedy mohl přečíst 
všechny pakety, u switchů díky filtraci tato možnost chybí. Lze ji také obejít, například 
přeplněním zásobníku switche, nicméně i tak je to jistá překážka na této vrstvě. Další 
možností je filtrace na základě MAC adres, bohužel MAC adresy se dají programově 
změnit, takže tato ochrana by byla zbytečná. Jak je výše uvedeno, síťové karty 
poslouchají provoz na ethernetu a filtrují všechny pakety s jinou adresou příjemce než je 
vlastní. Pokud útočník v síti odchytává pakety, musí být jeho síťový adaptér přepnut do 
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promiskuitního režimu, aby přijímal všechny pakety. Tento režim se dá v síti detekovat 
pomocí modifikovaného ARP dotazu, je tedy možné detekovat i tyto útočníky. 
 
3.2 Síťová a transportní vrstva 
 
Síťová vrstva 
Tato vrstva se stará o směrování paketů mezi sítěmi. Pokud potřebujeme odeslat 
paket z jedné sítě do jiné, nelze již použít MAC adresy vrstvy síťového rozhranní, ale je 
nutné použít protokol IP a jeho 32b adresu. Adresa je rozdělena na dvě části – adresu 
sítě a adresu stanice. Podle těchto informací se routery rozhodují, kam má být paket 
zaslán. Informace, které nese hlavička IP, jsou zobrazeny na Obr. č. 5: 
 
 
Obr. č. 5: Hlavička protokolu IP 
 
Na úrovni síťové vrstvy již pracují paketové filtry. Ty analyzují hlavičku IP 
protokolu a porovnají ji s pravidly, které jsou předem nadefinovány (různé možnosti 
filtrace např. zde [7] ). Podle toho se pak dále rozhodnou, zda propustí paket dále do sítě 
či nikoliv. Paketové filtry nijak nevidí do datové části paketu, nemohou tedy rozhodovat 
podle toho, co paket nese (viry nebo legitimní provoz). Takovéto filtry obsahují 
všechny moderní operační systémy. Některé implementace se hodí pro filtrování 
provozu na PC uživatele, některé jsou svojí komplexností vhodné i jako hraniční filtry 
paketů. Je důležité si uvědomit, že informace uvedené v hlavičce IP protokolu můžou 
být podvržené. Filtrování na základě cílové či zdrojové adresy tak ztratí smysl. Je tedy 
vhodné tuto ochranu použít v kombinaci s další. Výhodou paketových filtrů je jejich 
vysoká rychlost. Dále se třídění provozu věnuji v kapitolách Paketové filtry, Firewally a 
Proxy servery. 
 Další problém, který se týká síťové vrstvy, jsou útoky na směrovače. V malých 
sítích se pravděpodobně bude používat buď žádné, nebo statické směrování. Ve velkých 
se již používají dynamické směrovací protokoly jako je RIP, OSPF či BGP. Útočník 
v těchto případech může podvrhnout falešné směrovací informace, jako to může být 
např. u protokolu RIP v. 1, který neobsahuje žádný mechanismus autentizace původce 
Stránka 8 z 65 
 
Návrh řešení autentizace uživatelů pro malé a střední počítačové sítě 
 
zprávy. Obranou je využívat pouze zabezpečené protokoly, např. RIP v. 2, nebo 
rychlejší OSPF pro větší sítě. Pakety je nutné na hranicích filtrovat, např. pokud víme, 
že z internetu žádné informace nepotřebujeme, je dobré na firewallu směrovací protokol 
úplně zakázat. Stejně tak je dobré omezit všechen provoz na základě hlavičky IP, který 
z internetu nemůže přijít – jsou to např. pakety se zdrojovými adresami z vnitřní sítě či 
privátními adresami. Filtrovat lze také dle množství, zabránit tak můžeme útokům typu 
DOS, konkrétně u protokolu ICMP (echo), povolením pouze určitého množství za daný 
čas. 
 
Transportní vrstva 
 Stejně tak, jak je možné filtrovat pakety na základě informací v hlavičce IP, 
můžeme zdokonalit filtr paketů o inspekci hlaviček transportní vrstvy. Zde je 
nejzajímavější položka zdrojového a cílového portu. Pomocí ní můžeme vyfiltrovat 
z datového toku pakety příslušící ke konkrétním službám. Služby jsou definovány svým 
portem (i když ten lze změnit), můžeme tedy povolit jen požadované porty/služby (např. 
80/web, 25/SMTP, 53/DNS) a ostatní zakázat. Takto také pracují firewally – všechny 
neznámé porty jsou filtrovány. Firewally ale mohou provádět ještě další kontrolu a to 
kontrolu spojení. Většinou se pro známé služby používají TCP spojení, lze tedy zjistit, 
zda daný paket patří do určitého spojení či ne. Pokročilejší firewall (stavový) tedy zná 
probíhající spojení a může být nastaven tak, aby propouštěl jen pakety patřící k danému 
spojení a tím dynamicky měnil svoji charakteristiku. 
 
3.2.1 Prostředky pro filtraci datového toku 
 
 Firewally a proxy servery tvoří jakési filtry provozu v síti. Všechen provoz, 
který jimi projde, je porovnán s administrátorským nastavením a buď propuštěn dále či 
zahozen. Umístění těchto zařízení v síti bylo probráno v kapitole 3.1.2 Architektura sítě, 
proto se zde budu věnovat již samotné funkci zařízení. Filtry rozdělím na 3 skupiny, od 
nejjednoduššího a nejrychlejšího po nejvíce komplexní a náročný způsob filtrace. Jsou 
to filtry paketů, firewally a proxy servery. Společná je funkce filtrace, liší se množstvím 
informací, které jsou schopny prozkoumat a zpracovat. 
 
Paketové filtry 
 Paketové filtry jsou nejjednodušší a zároveň nejrychlejší zařízení. Zkoumají 
hlavičky síťové a transportní vrstvy, mají tedy informace o typu protokolu, adresách a 
portech, na kterých provoz probíhá. Jsou implementovány ve většině moderních 
operačních systémů a jejich nastavení je natolik jednoduché, že se používají nejčastěji 
jako filtry provozu na osobních počítačích. Jejich využití je však vhodné i u serverů, 
kde blokují porty, které nejsou nezbytně nutné k provozu. Filtrování dle adres IP 
nemůže zastat funkci ověření zdroje paketu, ale může síť ochránit alespoň před DoS 
útoky tím, že může filtrovat pakety s adresou, která do sítě nepatří, či může filtrovat 
záplavu paketů. Filtrace dle portů se používá pro uzavření všech cest krom těch, které 
musí zůstat otevřeny veřejným službám. Využití paketového filtru pro zabezpečení sítě 
jsou tyto: 
 
Na pracovních stanicích: Každá stanice v síti by měla obsahovat minimálně 
paketový filtr pro odfiltrování nežádoucího provozu. 
Uzavře se tím cesta ke službám (portům), které nechceme 
využívat. Pokud stanice používají MS Windows, jako 
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paketový filtr může sloužit integrovaný firewall, v Linuxu 
pak netfilter. 
 
Na serverech: U serverů je situace podobná jako u pracovních stanic – 
měli bychom blokovat všechny porty, na kterých neběží 
žádná potřebná služba. Postup je tedy takový, že 
vytvoříme seznam služeb, které má server obstarávat a tím 
získáme i seznam portů. Ty musí zůstat otevřeny (filtr je 
nesmí blokovat), ostatní je možné odfiltrovat. 
 
Na hraničních zařízeních: Zde většinou není možné určit, které porty budou 
uživatelé sítě potřebovat, je proto nutné ponechat provoz 
z naší sítě do internetu neblokován (nebo použít stavový 
firewall, viz dále). Blokovat můžeme přístup z internetu 
dovnitř do sítě a to u všech portů krom těch, které 
využívají veřejné služby. 
 
Firewally 
 Firewally jsou rozšířené paketové filtry, které jsou již schopné dynamické 
změny ve svém chování. Většina filtrace provozu je dnes zabezpečena právě firewally, 
které jsou dostatečně rychlé (většinou zpracovávají hlavičky IP a TCP/UDP) a zároveň 
propracovanější než jen paketové filtry. Hlavní rozdíl je v možnosti použití kontroly 
stavu u stavových protokolů. Firewally obecně rozdělujeme na osobní a hraniční, i když 
se funkce různých výrobců liší. Změny v použití od prostých paketových filtrů jsou u 
jednotlivých nasazení tyto: 
 
Na pracovních stanicích: Používají se osobní firewally, liší se hlavně uživatelským 
rozhranním. Většina firewallů funguje na principu 
zablokování všech služeb, které pak postupně 
odblokovává podle potřeb uživatele (např. se dotazuje, 
zda má danou službu povolit). Výhodou jsou stavové 
firewally, které zablokují všechen provoz z internetu a 
povolí pouze provoz od uživatele směrem do internetu. 
Uživatel pak posílá požadavky například na webové 
stránky na internetu a firewall dynamicky povolí odpověď 
od webového serveru. Je tedy propuštěn pouze provoz, 
který inicioval sám uživatel. Nevýhodou jsou možné 
problémy u některých protokolů, například FTP.  
 
Na serverech:   U serverů známe všechny služby, které poskytují, stavová  
kontrola tedy není tolik důležitá.  
 
Na hraničních zařízeních: Funguje stejný princip jako u pracovních stanic, je ale 
nutné komplexnější nastavení firewallu, například kvůli 
filtraci protokolů, které by se neměly dostat mimo lokální 
síť (netbios, směrovací protokoly atd.). 
 
Na platformě Linuxu jsou zabezpečeny funkce firewallu (tedy i paketového filtru) 
pomocí netfilteru. Je to funkční část jádra, která plní funkce spojené s manipulací 
s pakety. Není to tedy nutně jen filtrace paketů ale i další práce s nimi, například 
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překlad na jiné porty, adresy atd. Dříve, než přejdu k popisu samotného netfilteru, je 
nutné zmínit se ještě o dalších funkcích firewallů, které nesouvisí s filtrací ale 
s modifikací informací v paketech. Touto funkcí je NAT. 
3.2.2 NAT – Network Address Translation 
 
NAT je mechanismus, který byl zaveden v souvislosti s řešením nedostatku 
adres IPv4. Je pravda, že tento problém NAT řeší, je zde ale další výhoda, kvůli které se 
NAT (konkrétně SNAT) používá velmi často. Obecně je NAT, neboli překlad adres, 
mechanismus, který nám umožní změnit v procházejícím paketu adresu či port, a to jak 
zdrojovou, tak cílovou. Podle toho, co NAT v paketu mění, můžeme rozlišit několik 
verzí NATu: 
 
SNAT – neboli Source NAT, tedy zdrojový NAT. Podle názvu je jasné, že se zde mění 
zdrojová adresa za jinou. Jaký má tato změna ale význam? Pomáhá právě při zvýšení 
bezpečnosti a šetří adresy v internetu. Jako příklad může být firemní síť o dvaceti 
počítačích připojená přes ADSL modem k internetu. Pokud bychom chtěli použít 
klasické adresování, museli bychom bez modemu mít 20 veřejných adres pro všechny 
počítače ve firemní síti. Samozřejmě by to musely být veřejné adresy, aby mohly 
počítače s internetem komunikovat. Přicházejí ale 2 zásadní problémy: 
 
• Adresy: 20 veřejných adres je pro malou firmu mnoho, poskytovatelé internetu 
většinou poskytují co nejméně (sami mají nedostatek). 
 
• Bezpečnost: Všechny počítače by byly připojeny přes veřejné adresy, tudíž 
nejsou nijak chráněny a útočník je může přímo kontaktovat. 
 
Řešením je SNAT. Ten nám dovolí všechny počítače skrýt pod jednu veřejnou adresu 
tím, že všem odeslaným paketům zamění adresu odesílatele za adresu hraniční brány. 
Pakety se tedy z internetu vrátí zpět bráně a ta je dále rozdělí mezi počítače ve vnitřní 
síti (SNAT udržuje informace o tom, komu má odpověď poslat na základě zdrojových 
portů). Výsledkem je tedy řešení předešlých problémů: 
 
• Adresy: Je možné použít jen jednu veřejnou adresu pro připojení k internetu pro 
celou firemní síť. 
 
• Bezpečnost: Kdokoliv z internetu není schopen přímo kontaktovat klienty v síti, 
protože jediná veřejná adresa patří serveru. Všichni uvnitř firemní sítě pak mají 
adresy z privátního rozsahu (např. síť 192.168.1.0/24) a nejsou z internetu 
adresovatelní. 
 
Důležitým faktem je, že SNAT se provádí těsně před opuštěním paketu počítače, tedy 
po směrování. Existují navíc 2 verze SNATu: 
 
• Klasický SNAT  zamění zdrojovou adresu za adresu určenou v řetězci. 
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• MASQUERADE  zamění zdrojovou adresu za adresu, která je přiřazena 
externímu rozhranní firewallu. Je vhodná pro rozhranní s dynamicky 
přidělovanou adresou, kterou bychom museli jinak v konfiguraci NATu vždy 
měnit. 
 
Bohužel výhody SNATu se mohou stát i nevýhodou. Zatímco pro většinu je skrytí 
interní sítě za NAT bezpečnostní výhodou, někdy je třeba určitý provoz povolit dovnitř 
sítě. Příkladem může být například webserver, který je umístěn ve vnitřní síti, a my 
chceme, aby byl dostupný i pro klienty z internetu. Jak je popsáno výše, všichni (tedy i 
webserver) mají v interní síti privátní adresy a nejsou z internetu viditelní. Naším cílem 
je povolit službu webserveru i pro internet. Řešením je další verze NATu – DNAT: 
 
DNAT – neboli Destination NAT 
DNAT mění cílovou adresu. Tato změna je provedena okamžitě po přijetí paketu 
z vedení. Účelem je právě přeposílat některé pakety automaticky dovnitř sítě. Můžeme 
tak nastavit například pravidlo, že všechny pakety, které dorazily k firewallu a mají 
cílový port 80, budou přeposílány na webový server, který leží ve vnitřní síti. Je tedy 
zaměněna cílová adresa paketu z adresy firewallu na vnitřní adresu webového serveru. 
Provoz se tedy dostane k webovému serveru i přesto, že má jen privátní adresu. Této 
nutné zastávky a změny na firewallu lze pak dále využít, například ke kontrolám proti 
hrozbám atd. 
 
3.2.3 Netfilter 
 
Netfilter je implementován přímo v jádře systému. Program, který uživatelům 
umožní nastavení, je iptables. Pomocí iptables lze na linuxovém systému 
nakonfigurovat firewall téměř pro všechna praktická použití. Struktura iptables je 
uvedena na Obr. č. 6: 
 
 
Obr. č. 6 – Struktura iptables 
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Na Obr. č. 6 je vidět, jakou cestou putuje paket při použití iptables. Horizontálně je na 
obrázku rozdělena cesta na 4 tabulky (conntrack, mangle, nat a filter). Věnovat se zde 
budu pouze tabulkám nat a filter (mangle se používá pro manipulaci s obsahem a 
conntrack je modul pro sledování stavu provozu). Tabulky nat i filter pak obsahují 
řetězce – filter obsahuje řetězce FORWARD, INPUT a OUTPUT a nat obsahuje 
PREROUTING, OUTPUT a POSTROUTING. Funkce jednotlivých řetězců jsou zde: 
 
Tabulka filter: 
 
• INPUT  řetězec INPUT zpracovává všechny pakety, které vstupují do 
systému. Nejedná se tedy o pakety, které byly směrovány někam dále, pouze 
pakety, jejichž cílem je počítač s iptables. Funkcí tohoto řetězce je tedy filtrace 
paketů, které přicházejí do počítače. 
 
• OUTPUT   řetězec OUTPUT podobně jako INPUT filtruje pakety, které 
vycházejí ze systému. Pokud chceme dostávat odpovědi na naše žádosti, je třeba 
je mít zde uvedeny jako povolené. 
 
• FORWARD  tento řetězec se využívá, pokud pakety nemají adresu serveru 
s iptables jako cílovou, ale jsou směrovány někam dále do sítě. Jedná se o hlavní 
řetězec při použití serveru jako routeru/firewallu, protože je zde kontrolován 
všechen provoz z privátní sítě do internetu a naopak. 
 
Tabulka nat: 
 
• OUTPUT   viz tabulka filter 
 
• PREROUTING   tento řetězec se používá nejčastěji pro funkce změny cílové 
adresy, tedy pro DNAT. Mění se cílová adresa ihned po vstupu paketu do 
počítače, může být změněn i port, na který se má provoz dostat. 
 
• POSTROUTING  řetězec pro změnu dat v paketu při výstupu ze zařízení (tedy 
až po provedeném směrování). Využívá se pro SNAT, neboli pro změnu 
zdrojové adresy z adresy interní na veřejnou. 
 
Řetězce obsahují pravidla, které jsou seřazeny do seznamu a popisují, jak se má 
nakládat s jednotlivými pakety. Tento seznam je strukturován jako jedno pravidlo na 
řádek, přičemž se prochází od horního pravidla směrem dolů. Pokud není nalezeno 
pravidlo, které by se pro daný paket mohlo použít, je použita tzv. výchozí politika, 
většinou ACCEPT nebo DROP, tj. povolení či zahození paketu. Iptables se konfigurují 
pomocí příkazů konzoly, jejich stručný přehled je v tabulce 1. Syntaxe příkazu je 
iptables [-t tabulka] příkaz řetězec [filtry][-d výchozí politika]. 
 
Příkaz Význam Funkce 
-A Add Přidá pravidlo na konec 
-I Insert Přidá pravidlo na určitou pozici 
-D Delete Smaže určité pravidlo 
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-R Replace Zamění pravidlo 
-F Flush Smaže všechny pravidla 
-P Policy Nastaví výchozí politiku 
-Z Zero Vynuluje počítadla 
-L List Vypíše pravidla 
Tabulka č. 1 – Příkazy iptables 
 
Příklady příkazů pro nastavení politiky firewallu: 
 
Vyčištění tabulky nat:  
iptables –F –t nat 
 
Vyčištění tabulky filter (pokud není uvedeno jinak, používá se tabulka filter):  
 
iptables -F 
 
Nastavení výchozí politiky (zahození) u řetězce INPUT:  
 
iptables –P INPUT DROP 
 
Nastavení SNATu: 
  
iptables -t nat -A POSTROUTING -p tcp -o eth0 -j SNAT --to-source 194.236.50.155 
 
Zde je přidán příkaz do tabulky nat a řetězce POSTROUTING pro protokol tcp a 
rozhranní eth0 tak, aby byla zdrojová adresa zaměněna na 194.236.50.155. 
 
Přidání pravidla do řetězce input:  
 
iptables -A INPUT -i eth0 -p tcp --dport 22 -j ACCEPT 
 
Tento příkaz přidá pravidlo do řetězce INPUT (vstup) týkající se rozhranní eth0, 
protokolu TCP a portu 22 (služba SSH) tak, aby byly pakety povoleny, a tudíž byl 
povolen i přístup ke službě ssh.  
Stejným způsobem jsou pak definována další pravidla pro řízení provozu, pro 
všechny potřebné řetězce. Iptables nám pak zajišťuje filtraci paketů na základě 
informací v hlavičkách IP a TCP/UDP, dále pak překlad adres NAT a může zajišťovat 
také stavovou kontrolu. Konkrétní příklad nastavení funkčního firewallu pomocí 
iptables bude uveden v praktické části této práce. Iptables se mimo jiné věnuje [4]. 
Cílem této kapitoly týkající se 2. a 3. vrstvy TCP/IP bylo najít vhodný nástroj, 
který by byl dostatečně výkonný a konfigurovatelný pro zajištění bezpečnosti hranice 
sítě. Požadavkem byla schopnost vykonávat všechny funkce firewallu – tj. filtrace 
paketů podle adres, portů, či jejich stavu. Zvolený netfilter splňuje všechny funkční 
požadavky pro tento úkol, navíc se jedná o zdaleka nejrozšířenější implementaci filtrace 
na unixové platformě. To z něj dělá nástroj odzkoušený, výkonný a používaný mnoha 
komerčními firewally. Služba netfilter a rozhranní iptables jsem tedy zvolil i já jako 
základ hraničního firewallu. Jeho úkolem bude filtrace paketů a zajištění funkcí NAT. 
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3.3  Aplikační vrstva 
 
 Aplikační vrstva je vrcholem celé TCP/IP i OSI struktury. Jsou zde protokoly, 
které využívají koncové aplikace. Jsou to tedy uživatelská data v každém paketu. U 
aplikační vrstvy máme nejširší možnosti k zabezpečení, dá se říci, že v zabezpečení 
supluje nedostatek zabezpečovacích mechanismů v nižších vrstvách. Oblasti 
zabezpečení, které tyto protokoly zajišťují, lze rozdělit na důvěrnost, autentičnost a 
řízení přístupu. Velkou měrou jsou zde zastoupeny právě protokoly založené na 
kryptografii – např. na symetrických i asymetrických šifrách (šifrování dat, el. podpis), 
hashovacích a autentizačních funkcích (NTLM, Kerberos).  
 Do aplikační vrstvy patří i filtrování provozu, stejně jako do dvou předešlých. 
Filtruje se zde na základě celého obsahu paketů, což tvoří filtry velmi složitými a 
náročnými na prostředky. Tyto filtry se nazývají proxy a bude o nich podrobně 
pojednáno v další kapitole. 
 
Proxy servery 
 V další části se budu věnovat zařízením, které jsou do značné míry podobné 
firewallům, ale v ochraně klientů jdou ještě dále. Proxy servery byly používány již 
velmi brzy v začátcích internetu. Jejich funkce byla ale tehdy zcela jiná. Tehdejší 
internet a webové stránky byly statické, tudíž jejich obsah se dynamicky negeneroval 
jako dnes a byly při většině přístupů stejné. Velké společnosti s mnoha zaměstnanci 
tudíž stahovali stránky vždy, když si je zaměstnanec vyžádal, i přesto, že se jednalo o 
stejná data. V rámci zvýšení efektivity přístupné linky a rychlosti se zaváděli tzv. proxy 
servery. Uživatel (zaměstnanec vyžadující webovou stránku) se nepřipojoval přímo 
k serveru na internetu, ale nejprve kontaktoval místní server společnosti s dotazem, zda 
nemá již požadovaný obsah ve své vyrovnávací paměti (cache). Pokud měl, nebylo 
nutné použít internetové připojení a stránka byla poskytnuta proxy serverem v rámci 
interní sítě. V případě, že na zvolené stránce ještě předtím nikdo nesurfoval, proxy 
server stáhl stránku z internetu a přeposlal ji zaměstnanci. S rozvojem internetu a hlavně 
technologií webu se ale stránky změnily. Velmi často nejsou statické, ale svůj obsah 
mění na základě parametrů uživatelů k nim přistupujících. Toto mělo za následek 
úbytek proxy serverů. Tím, že se musí stránky generovat pokaždé znovu, byly téměř 
nepotřebné. S přibývajícími útoky v internetu se ale objevila zásadní výhoda proxy 
serverů, kterou je bezpečnost. V nynější době se rozmach proxy zase vrací – kvalitní 
firewally v sobě totiž kombinují i funkce proxy. 
 Zásadní výhoda proxy serverů je v tom, že stojí mezi klientem a serverem. 
V tomto jsou podobné klasickým firewallům, které také vytváření jakési hraniční místo 
mezi klientem a vnější sítí. Rozdíl je ale v zásahu do komunikace. Zatímco klasické 
firewally pouze zkoumají provoz a na základě informací v hlavičkách ho buď 
propouštějí dále či nikoliv, proxy servery celý provoz regenerují. Tudíž spojení je na 
proxy ukončeno, analyzováno a pak zase navázáno na cílový server. Klient se tedy 
připojí k proxy serveru s požadavkem na webový server v internetu. Proxy přijme 
všechna data od klienta a může je zkontrolovat. Pak se ale sama stává klientem a sama 
za sebe kontaktuje webserver v internetu. Komunikace přes proxy je zobrazena na Obr. 
č. 7 – Proxy server. 
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Obr. č. 7 – Proxy server 
 
Zatímco tok přes firewall není přerušen, ale pouze filtrován, u proxy serverů dojde 
k přerušení. Toto sebou nese výhody i nevýhody. Velkou výhodou je samotné přerušení. 
Pro vnější síť (internet) se stává zdrojem paketů proxy server, i když spojení inicioval 
klient ve vnitřní síti. V tomto jsou proxy podobné SNATu, kde je z vnějšího pohledu 
také považován za zdroj firewall. Pokud jsou tedy proxy servery dobře 
nakonfigurované, maskují tak a chrání své klienty vnitřní sítě. Druhou velkou výhodou 
je možnost kontroly procházejících dat. Proxy servery pracují již na aplikační vrstvě, 
tedy na vrstvě používaného protokolu. Rozumí tedy na rozdíl od klasických filtrů i 
protokolům, které přenášejí, mohou je kontrolovat. Můžou tedy například filtrovat 
protokol http, přičemž mohou sledovat, zda jsou posílány jen korektní dotazy na 
webserver a nedochází tak k nějakým útokům. Obrovskou výhodou je možnost 
procházet i uživatelská data, které pakety nesou. Ta, pokud nejsou šifrována, můžou 
podléhat například inspekci proti virům, zakázaným druhům souborů atd. V neposlední 
řadě je možné filtrovat protokol http tak, že povolí přístup jen na určité adresy, a adresy, 
které by mohly společnosti nějak škodit, zakáže. 
 Nevýhody proxy serverů jsou spojené s výhodami. Tím, že se kontrolují všechna 
data v paketech, dochází ke zpoždění, proxy servery jsou tedy značně pomalejší než 
běžné paketové filtry. Tím, že musí proxy rozumět přenášenému protokolu (aby ho 
mohly analyzovat) roste také složitost těchto systémů. Proxy servery jsou tedy dostupné 
jen pro známé protokoly, nejčastěji http, či FTP. Další nevýhodou byla dříve nutná 
konfigurace u klientských webových prohlížečů. Bylo nutné uvádět explicitně adresu 
proxy serveru. Tento problém se dá hromadně řešit pomocí např. Group Policy 
v doménách, s rozvojem transparentních proxy je ale vyřešen, klient tedy nemusí vůbec 
vědět, zda je přes proxy připojen či nikoliv. 
 Umístění proxy serveru v síti záleží na možnostech použitého firewallu. Ideálně 
je dobré mít firewall přímo s funkcemi proxy serveru, čímž se usnadní nastavení 
transparence a provoz se nemusí z firewallu zpětně vracet do vnitřní sítě. Hraniční brána 
by tedy měla obsahovat běžný firewall i proxy server. Jelikož není možné použít proxy 
pro všechny používané protokoly, je nutné nastavit překlad adres NAT pro správné 
oddělení vnitřní a vnější sítě. Samozřejmě je nutné mít vypnuté směrování mezi vnitřní 
a vnější sítí, jinak by bezpečnostní opatření byla zbytečná. Druhou možností je umístit 
proxy server uvnitř sítě, pokud ale firewall lze skombinovat s proxy, je to zbytečné. 
 Na platformě Linux je nejznámější proxy server s názvem Squid [4]. Používá se 
jak z důvodů akcelerace provozu, tak z důvodů bezpečnosti. Možnosti nastavení by 
měly být pro naprostou většinu případů dostačující. Mým hlavním kritériem výběru 
byly aspekty týkající se bezpečnosti. Squid běží na Linuxové platformě, lze ho tedy 
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dobře skombinovat s firewallem na iptables. Dalším důvodem výběru jsou možnosti 
filtrace – lze filtrovat nejen pomocí URL adres, ale pomocí dalších programů také 
chránit uživatele před virovou nákazou a nežádaným obsahem. Squid je nutné doplnit o 
další nástroje, je ale vhodný pro úlohu proxy serveru při praktické realizaci hraniční 
brány v tomto projektu. 
 Hlavním cílem předešlých kapitol bylo analyzovat jednotlivé prvky obrany sítě a 
najít nástroje, které by mohly co nejlépe tyto úkoly plnit. V sekci Firewally byl zvolen 
netfilter a v sekci Proxy servery Squid. Volba byla poměrně jednoznačná, tyto produkty 
jsou pro dané účely používány téměř výhradně. Pokud by bylo nutné volit z platformy 
MS Windows, byl by vhodným kandidátem pravděpodobně Microsoft ISA Server. 
V této chvíli jsou tedy zvoleny prvky pro zabezpečení datového toku. Dalším krokem, 
který je nutné při zabezpečení sítě provést, je ověření klientů sítě. Je třeba tedy řešit 
problém autentizace a s ní spojených protokolů. 
4 Autentizace 
 
 Hlavním cílem autentizace je ověření identity uživatelů. Aniž by server věděl, 
s kým komunikuje, nemůže poskytnout svoji službu, pokud má být služba zabezpečená. 
Stejně tak, pokud použijeme autentizaci, se stává provoz v síti neanonymní, lze tedy 
získat odpovědnost uživatelů za své jednání. Autentizace se používá velmi často, 
například při sdílení souborů, při výběru pošty, při přihlášení do systému nebo při 
přístupu na neveřejné webové stránky. Může být provedena buď bezpečně či 
nebezpečně. V počítačovém světě se používá buď ověření identity pomocí znalosti 
(jméno/uživatelské heslo) nebo pomocí vlastnictví (přístupová karta, token). Pozadí 
ověření je ale v obou případech podobné, vždy jde o kontrolu znalosti či vlastnictví 
nějaké tajné informace. V nejjednodušším případě je tímto tajemstvím heslo. Pomocí 
něj ověřuje většina protokolů. Velmi často se ale používají nebezpečné postupy, kdy je 
heslo po síti přenášeno v nešifrované podobě. Je pak velmi snadné pakety odchytnout a 
nešifrované heslo si přečíst. Na tomto principu pracují velmi známé a používané 
protokoly (např. FTP, pop, telnet). Téměř vždy ale existuje možnost, jak nešifrovaný 
protokol nahradit protokolem se stejnou funkčností ale přenosem šifrovaného hesla. 
Příkladem jsou scp, spop, ssh. Nicméně i přenos šifrovaného hesla může být 
nebezpečný – pakety lze odchytit a rozšifrovat. Proto se často v počítačové bezpečnosti 
používá postup výzva-odpověď (challenge-response). 
 Systém výzva-odpověď je založen na jednocestných funkcích. Ty tvoří také 
základ bezpečnosti v informačních systémech. Jednocestná funkce generuje hash 
konstantní délky z dat jakékoliv délky, viz [8]. Hash je ze stejných vstupních dat vždy 
stejný, přičemž se jedná o jednocestnou funkci, tudíž není možné vypočítat z hashe 
původní text. Možnost útoku se skrývá ve vytvoření kolizního textu, tj. textu, který bude 
mít stejný hash jako má původní text. Právě odolností vůči výpočtům těchto kolizí 
můžeme měřit sílu jednocestné funkce. Protokol založený na systému výzva-odpověď 
tedy neposílá přes nebezpečnou síť heslo v žádné formě. Klient kontaktuje server 
s požadovanou službou. Server potřebuje ověřit jeho identifikační údaje, pošle mu tedy 
zpět náhodně vygenerované číslo. To je klientem zašifrováno pomocí hashe jeho hesla a 
odesláno zpět. Server rozšifruje náhodné číslo také pomocí stejného hashe a pokud se 
přijaté číslo rovná odeslanému, je autentizace úspěšná. V celé komunikaci neprochází 
po síti heslo v žádné podobě. Tato možnost ověření se používá u jednotlivých služeb, je 
však nutné aby všechny servery znaly hesla svých možných klientů (či jejich hashe). 
Pokud ale máme nějakou organizační jednotku, kterou může být například velká firemní 
síť, je tento systém neefektivní a také nebezpečný (pokud by došlo k napadení serveru, 
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útočník může získat seznam hesel). Bylo by tedy snazší použít centrální seznam, který 
by obsahoval všechny informace o klientech a zařízeních v síti a který by řídil přístup 
klientů ke službám serverů. Bezpečnost by tedy byla soustředěna na jedno místo, což by 
bylo snazší na ochranu. Taková řešení existují a jejich užití ve větších sítích je velmi 
časté. Nejpoužívanější protokoly jsou Radius či Kerberos. Protože jako organizační 
jednotky se často využívají domény (firemní sítě jsou většinou založeny právě na 
doméně kvůli snadnější centralizované správě počítačů), rád bych se zde věnoval 
možnostem autentizace v síti využívající klientské počítače s MS Windows, jenž tvoří 
největší procento instalací na pracovních stanicích. Vzniká nám tedy heterogenní síť, 
která využívá platformu Linuxu na bezpečnostní prvky (proxy, firewally) a popř. 
servery a platformu Windows na klientské stanice. V závislosti na verzi operačního 
systému a na roli v síti (člen pracovní skupiny či domény) používají produkty Microsoft 
pro autentizaci protokoly NTLM a Kerberos. 
4.1 Hashe 
 Jak bylo uvedeno výše, hesla se v operačních systémech neukládají přímo, ale 
pomocí hashů neboli otisků. Protože na jejich bezpečnosti závisí bezpečnost protokolů, 
které je pro autentizaci používají, rád bych zde uvedl nejpoužívanější hashe, jejich 
výpočet a možné zranitelnosti. 
 
LMHash 
 Tento typ hashovací funkce se používal u dřívějších verzí operačních systémů 
Microsoftu, např. Windows 98. V dnešní době je považován za nebezpečný, byl proto 
nahrazen novější verzí. Důvodem jeho analýzy je zpětná kompatibilita – některé verze 
OS Windows stále ještě mohou využívat LMHash pro zajištění zpětné kompatibility.  
 LMHash bere jako svůj vstup 14 znaků hesla a výstupem je 128b hash. Je tedy 
zřejmé, že heslo může být maximálně o délce 14 znaků, další znaky jsou oříznuty. 
Postup výpočtu LMHashe je následující [5]: 
 
1. Od uživatele je vloženo heslo jakékoliv délky a s velkými či malými písmeny. 
Tento řetězec je buď oseknut na 14 znaků či je dodán potřebný počet „0“ na délku 
14. Výsledných 14 znaků je převedeno na velké, nejsou tedy nijak rozlišeny velké 
a malé znaky. 
2. 14 znaků je rozděleno na 7 + 7 znaků. Tato dvojice pak slouží jako dva klíče pro 
zašifrování zvolené konstanty. 
3. Výsledný hash tvoří spojené 2 kryptogramy algoritmu DES, které vznikly 
zašifrováním konstanty zadanými klíči. Výstupem DES je řetězec 64b, hash je 
tvořen 2 kryptogramy, má tedy 128b. 
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Obr. č. 8 – LMHash 
 
LMHash a bezpečnost 
 LMHash má sloužit jako jednocestná funkce – cílem tedy je, aby nebylo možné 
z výstupu (hashe) zjistit vstup (uživatelovo heslo). K tomuto účelu má sloužit právě 
algoritmus DES, který vytvoří kryptogram nerozluštitelný bez znalosti hesla. Bohužel 
nerozluštitelnost je zde pouze teoretická, v návrhu LMHashe je několik chyb, které 
možný útok velmi zjednodušují [5]: 
 
1. První chyba se týká převodu uživatelova hesla na řetězec velkých znaků. Velmi se 
tak zkracuje seznam znaků, které mohly být použity, a zjednodušuje se útočníkovi 
útok hrubou silou. Tento převod byl implementován z důvodu omezení chyb při 
zápisu hesla uživatelem (např. zapnutý Capslock), má ale výrazně negativní vliv 
na autentizaci pomocí LMHashe. 
2. Druhá slabina je způsobena rozdělením 14 místného hesla na dva 7místné vstupy 
algoritmu DES. Pokud by útočník chtěl zlomit heslo pomocí hrubé síly, musel by 
vyzkoušet všechny kombinace znaků hesla. Pokud by bylo heslo 14místné a 
použitá abeceda měla 26 znaků, musel by vyzkoušet 2614 = 1019 kombinací. 
Rozdělením na dva nezávislé vstupy o 7 znacích ale musí vyzkoušet pouze 267 + 
267 = 1010 kombinací. 
3. Další slabina může být doplnění do 14 znaků pro hesla kratší. Pokud je 
uživatelovo heslo délky 7 znaků či kratší, tvoří klíč pro druhou DES funkci samé 
nuly (padding do 14 znaků). Zbývá pak tedy rozluštit pouze první část hashe.  
4. Samotná implementace DES algoritmu již dnes není považována za bezpečnou 
převážně díky nedostatečné délce vstupního klíče (56b). 
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NTHash 
 Jak již bylo uvedeno, LMHash se stal nedostatečný jako funkce pro ukládání 
hesel. S uvedením systémů založených na jádru NT (NT, Windows 2000 atd.) se 
používá pro ukládání hesel tzv. NTHash [6] [9] [10]. Tento otisk odstraňuje nedostatky 
LMHashe, je tedy považován za bezpečnější. NTHash používá jako jednocestnou 
funkci MD4. Je třeba dodat, že MD4, popř. MD5 jsou velice rozšířené hashe nejen na 
OS Windows, ale i na platformě Linuxu či všeobecně v kryptografii. MD4 je 
předchůdce MD5, oba algoritmy jsou si tedy značně podobné. Z důvodu využití obou 
algoritmů u autentizačních protokolů zde popisuji MD4 i MD5. Struktura MD4, MD5 je 
robustnější než LM, obecně umožňuje získat otisk z jakkoliv dlouhého vstupu. Popis 
algoritmu je zobrazen na Obr. č. 9 – Struktura MD4 a je následující: 
 
 
Obr. č. 9 – Struktura MD4 
 
1. Vstupní text je doplněn do délky 448 mod512 bitů. Jako výplň je použit jeden bit 
„1“ a zbylé bity „0“. K výsledku je pak dále doplněno 64 bitů vyjadřujících délku 
původní zprávy (Damgard-Merklovo zesílení). Celkově je tedy vstup dělitelný na 
bloky 512 bitů beze zbytku. Následně je zpráva zpracovávána blokově po blocích 
512b nezávisle na sobě. 
2. Blok o délce 512b slouží jako vstup do funkce. Blok je rozdělen na 16 částí o 
délce 32b značených X1,X2…X16. Na začátku výpočtu jsou také inicializovány 
hodnoty A, B, C, D pevně danými konstantami. Na Obr. č. 9 – Struktura MD4 je 
uvedena jedna operace. Tato operace se musí provést celkem 48krát pro výpočet 
hashe z jednoho bloku. 48 operací je rozděleno na 3 kola o 16 operacích. 
V každém kole je použita jiná funkce F, jejich definice je uvedena dále. Pro 
každou operaci je také brán jiný vstup Xi a bitový posun o jinou hodnotu s. 
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Výsledný hash je dán hodnotami A, B, C, D. Velikost každé z těchto proměnných 
je 32b, výsledný hash má tedy délku 4*32b=128b. Cílem tohoto algoritmu jsou 
základní dva kameny vytvoření kryptogramů – rozptyl (diffusion) a zmatení 
(confusion). Rozptyl je nutný pro ovlivnění všech výstupních bitů vstupní 
informací a zmatení je důležité pro nemožnost vysledovat takové provázání. 
Zmatení je dáno provázáním díky funkci F a rozptyl pomocí dodatečných operací 
posunů. 
3. Po provedení všech 48 operací (tedy všech 3 kol) je výsledný stav A, B, C, D 
přičten k původnímu stavu A, B, C, D a výsledek tvoří MD4 hash bloku. Výsledek 
také slouží jako vstup ke zpracovávání dalšího bloku o 512b. Celkový výsledný 
hash zprávy je dán výsledným hashem posledního bloku. 
 
Funkce pro jednotlivá kola: 
1. Kolo: ZXXYZYXF ∨=),,(  
2. Kolo:  YZXZXYZYXG ∨∨=),,(
3. Kolo:  XxorYxorZZYXH =),,(
 
MD5 
  MD5 byl vyvinut jako nástupce MD4 a projevují se u něj některé změny 
z důvodu posílení bezpečnosti. Proces výpočtu [11] je zde téměř stejný jako u MD4, 
projevily se ale drobné změny ve struktuře operace. Pro výpočet hashe jednoho bloku 
není použito 48 operací v 3 kolech jako u MD4 ale bylo přidáno jedno kolo na 4 kola a 
64 operací pro výpočet hashe bloku. Protože přibyl počet kol, musel se také zvýšit počet 
funkcí F (v každém kole musí být odlišná) ze 3 na 4. Drobné změny jsou znatelné na 
Obr. č. 10 – Struktura MD5. 
 
 
Obr. č. 10 – Struktura MD5 
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Změny oproti MD4: 
1. Přidáno jedno kolo – celkem tedy 64 operací, 4 kola a 4 funkce F 
2. Vstupní data nepřicházejí v dalších kolech v originálním pořadí, ale 
permutovaně 
3. Přidáno přičtení konstanty Ki (definována pro všech 64 operací) 
4. Ke měněnému stavu (A) je přičten předchozí stav (B) 
5. Počet bitů pro bitový posun s byl změněn 
6. Jiné funkce F: 
 
Funkce pro jednotlivá kola: 
1. Kolo: ZXXYZYXF ∨=),,(  
2. Kolo: ZYXYZYXG ∨=),,(  
3. Kolo:  XxorYxorZZYXH =),,(
4.  Kolo: )(),,( ZXYxorZYXI ∨=  
 
Provedené změny měly za cíl zlepšit asymetričnost (změna funkce G), zvětšit rozptyl 
(přičtení předchozího stavu, změna bitového posunu) a odstranit vazby ve vstupu 
permutací vstupních bloků. Výsledkem je bezpečnější funkce používaná v mnohých 
kryptografických protokolech. V této souvislosti je nutné zmínit její slabiny, které jsou 
v posledních letech patrně nejlépe dokumentovány postupy k hledání kolizí Dr. Klímy. 
V tomto ohledu se zdají být bezpečnější algoritmy SHA. Hashe ve Windows viz [10]. 
 
4.2 Přímé ověření 
 
  V této části bych se rád zabýval protokoly, které slouží k samotné autentizaci. 
Využívají k tomu nejčastěji otisků uživatelských hesel, zmíněných v předchozí kapitole. 
První částí jsou protokoly pro přímou autentizaci, nejčastěji založené na protokolu 
výzva-odpověď (challenge – response). 
4.2.1 LANMAN 
 LANMAN je zastaralý protokol používaný k autentizaci firmou Microsoft před 
uvedením řady produktů Windows NT. Důvodem jeho zahrnutí je jeho jednoduchost a 
fakt, že další protokoly, jako např. NTLM, z něj vycházejí. LANMAN používá jako 
znalost k ověření klienta jeho heslo ve formě LM hashe. V předchozí části je uveden 
postup k získání tohoto hashe a jsou zde také uvedeny hlavní bezpečnostní rizika. Tyto 
rizika se samozřejmě přenášejí do samotného autentizačního protokolu a činní jej pro 
dnešní dobu nebezpečným. Princip LANMAN autentizace je klasický příklad 
challenge-response systému [5]: 
 
• V prvním kroku klient požádá server o poskytnutí služby. Server odpoví náhodnou 
hodnotou velikosti 8B (challenge, výzva). 
• Klient přijme výzvu a vypočítá odpověď na ni. Odpověď se skládá ze 3 spojených 
kryptogramů. Kryptogramy vzniknou šifrováním výzvy pomocí algoritmu DES a 
pomocí 3 různých klíčů. Klíče (3x56bitů) jsou získány z LMHashe uživatele, 
který je doplněn znakem „0“ na délku 168bitů a rozdělen na 3 klíče. Proces 
získání klíčů k funkci DES je znázorněn na Obr. 11: 
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Obr. č. 11 – Získání DES klíčů v LANMAN 
 
• Klient odešle odpověď na výzvu (response) serveru. Ten zná jak hodnotu výzvy, 
tak uživatelův LMHash, může tedy ověřit, zda je odpověď správná. Pokud ano, 
služba je poskytnuta. Schéma výpočtu odpovědi je zobrazeno na Obr. 12: 
 
 
Obr. č. 12 – Protokol LANMAN 
4.2.2 Protokol NTLM 
 
 Tento protokol je následníkem původního LANMAN (LM) protokolu 
používaného v prvních verzích Windows (např. 3.11). Ten byl shledán jako příliš 
nebezpečný, byl proto nahrazen protokolem NTLM. I ten obsahuje bezpečnostní 
problémy, je ale stále používán na operačních systémech Windows. Používá se u všech 
OS, které nejsou připojeny do domény a také u sítí, kde je nutná zpětná kompatibilita. 
Pokud v doméně klienti i řadiče používají Windows 2000 či vyšší, je preferován 
protokol Kerberos. Existují tři základní verze protokolu NTLM, přičemž všechny jsou 
založeny na principu výzva-odpověď: 
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NTLMv1 
 
V této verzi protokolu klient pošle serveru požadavek na nějakou službu. Server, 
který potřebuje klienta ověřit, odpoví 8 bytovou náhodou výzvou. Klient tuto výzvu 
přijme a odešle svoji odpověď. Pokud je odpověď správná, klient povolí přístup ke 
službě. Postup k výpočtu odpovědi je následující dle [6]: 
 
 
Obr. č. 13 – NTLMv1 
 
• Klient přijme 8 bytovou výzvu (challenge). 
 
• Klient vypočte LMHash hesla uživatele a doplní ho 5 byty z nul. LMHash je 
vytvořen pomocí DES šifry konstantního 8B řetězce pomocí 2 klíčů, získaných 
z uživatelova hesla. Problémem LMHashe je právě získání 2 klíčů. To je 
realizováno pomocí rozdělení 14B hesla na 2x7B. Hesla tedy nemohou být více 
než 14místná (zbytek by byl oříznut). Pokud jsou kratší, jsou doplněna do 14B. 
Problémem také je, že před zpracováním jsou všechny znaky převedeny na velké, 
nerozlišuje se tedy velikost písmen. 
 
• LMHash a 5 nul tvoří 21B, které jsou rozděleny na 3 části a stávají se 3 klíči pro 
další kroky. 
 
• Nyní se provede podobný postup, ale nepoužije se LMHash, ale NTHash (MD4). 
Výsledkem je zase trojice klíčů. 
 
• Nyní se postupně pomocí všech 6 klíčů vypočte kryptogram z původní výzvy 
serveru. Kryptogramy se spojí dohromady a jsou odeslány zpět jako odpověď. 
 
• Server se podle přijaté odpovědi rozhodne, zda klient opravdu zná heslo a tím 
ověří jeho totožnost. 
 
NTLMv2 
 
 NTLMv2 je nástupce první verze NTLM a měl by být kryptograficky odolnější. 
Princip výzva-odpověď je zachován, postup je tedy následující [6]: 
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Obr. č. 14 – NTLMv2 
 
• Klient na svou žádost o poskytnutí služby obdrží od serveru 8B výzvu CS 
(Challenge Server). 
• Klient vygeneruje dvě klientské výzvy CC1 a CC2 (Client Challenge). První CC1 
je náhodných 8B. Druhá CC2 obsahuje kromě náhodných 8B i název domény, 
aktuální čas a formátovací data. 
• Klient vygeneruje tzv. v2-Hash, což je HMAC-MD5 funkce, na jejíž vstup je 
přiveden řetězec obsahující: NTHash uživatelova hesla, jméno uživatele, název 
domény. 
• Klient vygeneruje dvě odpovědi (Response). Liší se v použité výzvě klienta: 
 
1. Odpověď – LMv2: Je to HMAC-MD5 z těchto dat: V2 - Hash, CS a CC1 
2. Odpověď – NTv2: Je to HMAC-MD5 z těchto dat: V2 – Hash, CS a CC2 
 
 Tyto odpovědi jsou zaslány zpět serveru, aby ale mohl server použít stejný 
algoritmus k ověření, musí znát CC1 a CC2. Tyto řetězce jsou tedy připojeny 
k odpovědím a vzniká konečná odpověď: 
 
LMv2|CC1|NTv2|CC2 
 
Server se podle přijaté odpovědi rozhodne, zda poskytne službu. NTLMv2 má i druhou 
variantu – NTLMv2 – Session. Ta je skoro stejná, jako NTLMv1, ale přidává použití 
klientské výzvy. Postup je následující: 
 
 
Obr. č. 15 – NTLMv2 Session 
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Klient přijme SC, náhodnou výzvu od serveru. Stejně jako v NTLMv1 klient 
vytvoří hash z hesla a výzvy. Za výzvu je zde ale dosazen hash z dvojice SC a CC (tedy 
ze serverové výzvy a náhodné klientské výzvy). Klientskou výzvu server nezná, proto je 
přidána k odpovědi a vše je odesláno k serveru. Výhodou je, že pokud server přeposílá 
data řadiči domény, nemusí posílat SC a CC v otevřené podobě, ale jako hash. 
Protokol NTLM je tedy stále používán v sítích s MS Windows, hlavně u stanic 
nezařazených do domény. Je také podporován jako autentizační protokol mnoha 
programy, hlavně webovými prohlížeči. Je proto výhodné ho použít i v ověřování 
uživatelů při snaze o přístup k síti. Druhý významný protokol, Kerberos, je považován 
za robustnější a je dnes téměř výhradně upřednostňován v doménách. Není vyvinut 
společností Microsoft, proto je jeho struktura zveřejněna a je široce dostupný i na 
linuxové platformě. 
 
4.3 Nepřímé ověření 
 
 I přesto, že přímé ověření je velmi často používaný způsob, čím dál více se 
používají protokoly pro nepřímé ověření. Jejich značná výhoda je v prostředí 
s centralizovanou zprávou, tudíž v jakékoliv větší organizované síti. Zde není nutné, aby 
každý účastník ověření vlastnil všechna tajná hesla, popř. otisky, ale je možné svěřit 
problém autentizace centrálnímu serveru. Klasickým příkladem je v doméně řadič 
domény. 
4.3.1 Kerberos 
 
Protokol Kerberos [2] minimalizuje dva hlavní problémy systémů založených na 
principu výzva-odpověď, jako např. předešlého NTLM. Jsou to decentralizované řízení 
a přenos hesel (jejich hashů) po síti. Kerberos je ideální pro domény, jeho systém je 
totiž rozdělen na 3 hlavní části (proto název Kerberos). První je klient, který požaduje 
službu, druhý je server, poskytující službu a třetí je distribuční centrum klíčů (KDC – 
Key Distribution Center). KDC je v případě MS domény řadič domény. Je to server, 
který obsahuje databázi všech objektů v síti. Na KDC se obracejí služby, které požadují 
ověření. Výhodou je právě centralizovaná struktura, kde je nutné chránit hlavně 
databázi síťových objektů (u Microsoftu Active Directory). I přesto, že Kerberos je 
protokol vyvinutý relativně dávno, je v dnešní době velmi podporovaný a využívaný. 
Důvodem může být jeho otevřený charakter, implementace v MS doménách i časté 
použití v unixových systémech. Doba jeho existence také souvisí s ověřenou 
bezpečností – je tedy vhodným kandidátem na ověřování v jakékoliv centralizované síti. 
Velkou výhodou, kterou využiji dále v praktické části, je možnost nasazení 
v heterogenním prostředí. Struktura sítě využívající Kerberos je na Obr. č. 16 – 
Struktura sítě Kerberos: 
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Obr. č. 16 – Struktura sítě Kerberos 
 
Proces ověření klienta v síti založené na protokolu Kerberos je následující: 
 
• Klient požaduje zabezpečenou službu, před jejímž použitím je třeba autentizace. 
Neposílá ale žádné údaje poskytujícímu serveru, ale obrátí se na KDC. To mu po 
úspěšném ověření pošle tzv. tiket, kterým se klient prokáže u požadované služby. 
Po síti tedy neputují hashe hesel ale pouze jednorázové tikety, což snižuje riziko 
odhalení hesla. Postup získání přístupu ke službě je tedy následující: 
 
• Klient se přihlásí do domény. Při přihlášení zadá své uživatelské jméno a heslo, 
z něhož se vytvoří jednocestnou funkcí tajný klíč. Nazývá se Long Term Key. 
 
• Klient vyšle žádost o přidělení tzv. Tiket Granting Tiket. Ten mu pak 
zprostředkovává přidělení dalších tiketů k jednotlivým službám. Žádost obsahuje 
autentizační údaje a aktuální čas. Je zašifrována pomocí uživatelova LTK (Long 
Term Key). 
 
• KDC přijme uživatelovu žádost a rozšifruje ji (zná uživatelův LTK, protože má 
přístup do centrální databáze). Ověří čas a autentizační údaje, a pokud jsou 
správné, vytvoří TGT (Tiket Granting Tiket). Ten se skládá ze dvou částí – první 
část obsahuje přihlašovací klíč relace zašifrovaný pomocí klientova LTK a druhá 
část obsahuje klientova autentizační data a také přihlašovací klíč relace. Druhá 
část je ale šifrována pomocí LTK serveru KDC. TGT je odeslána zpět klientovi. 
 
• Klient přijme TGT, který mu nyní bude sloužit při všech žádostech o přístup 
k nějaké službě. Nyní už nemusí použít svůj LTK, heslo tedy nebude v žádné 
formě putovat po síti. Z TGT si může klient rozšifrovat přihlašovací klíč relace, 
který dále použije při požadavku na nějakou službu. 
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• Pokud se tedy klient rozhodne, že potřebuje přístup k nějakému serveru, např. 
zabezpečenému webserveru, potřebuje k němu přístupový tiket od KDC. Postup 
získání tiketu je následující: 
 
• Klient sestaví žádost o tiket. Ta obsahuje jméno cílové služby, TGT (který získal 
při inicializaci od KDC) a autentizační údaje, které jsou šifrovány pomocí 
přihlašovacího klíče relace (byl také získán při inicializaci). Tuto žádost klient 
odešle KDC. 
 
• KDC rozšifruje TGT v žádosti a získá tím přihlašovací klíč relace. Díky němu 
rozšifruje autentizační údaje, které ověří. Pokud souhlasí, odešle zpět odpověď 
skládající se zase ze 2 částí. První je klíč relace šifrovaný přihlašovacím klíčem 
relace, druhou je vlastní tiket. Tiket je šifrován pomocí LTK webserveru a 
obsahuje klíč relace a autentizační data. 
 
• Klient přijme odpověď od KDC a získá tím tiket pro službu na webserveru a klíč 
relace. 
 
• Klient sestaví žádost o službu pro webserver skládající se ze získaného tiketu a 
autentizačních dat zašifrovaných klíčem relace. Žádost je odeslána webserveru. 
 
• Webserver přijme žádost a může rozšifrovat tiket, protože je šifrován pomocí jeho 
LTK. Tím získá autentizační údaje z tiketu a klíč relace. Pomocí něj rozšifruje 
druhou část, ve které jsou autentizační údaje poskytnuté klientem. Údaje porovná, 
a pokud se shodují, službu poskytne. 
 
Velkou výhodou uvedené komunikace je využití tiketů. Ty obsahují informace o 
klientovi a jsou šifrovány. K šifrování se používá klíč relace, který je krátkodobý, tudíž 
jej nelze předem odhadnout. Informace určené pro klienta jsou šifrovány zpočátku jeho 
LTK, později ustanoveným přihlašovacím klíčem relace. Informace určené pro server 
jsou zase šifrovány pomocí serverového LTK. Strany si tedy nemohou navzájem číst 
informace, které jim nepatří. Navíc pokud je ustanoven klíč relace, nejsou už používány 
LTK, což vede k minimalizaci posílání hashů hesel přes nebezpečnou síť. 
4.3.2 Radius 
 
 Dalším ze zástupců nepřímé autentizace je protokol Radius [5]. Zatímco 
Kerberos se využívá často k ověření klientů pro přístup ke službě u serverů ve vnitřní 
síti, Radius je velmi často využíván ve spojení s řízením přístupu z vnější sítě, např. 
pomocí pronajaté linky či VPN. Zatímco klient Kerbera je většinou ve vnitřní síti 
společně se servery a KDC, může tedy s nimi plně komunikovat, v případě Radiusu je 
klient vně sítě a jediným prvkem komunikace je hraniční prvek. Veškeré ověření tedy 
musí proběhnout zprostředkovaně přes tento hraniční prvek, nazývaný agent. Celé 
ověření tedy probíhá mezi klientem, který požaduje vstup do sítě, dále pak agentem, 
který zprostředkuje ověření a autentizačním serverem, který vlastní informace o 
uživatelích. Struktura je uvedena na Obr. č. 17: 
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Obr. č. 17 – Struktura ověření Radius 
 
 Postup přihlášení do sítě je zjednodušeně možno redukovat na několik zpráv. 
Klient nejdříve odešle své uživatelské jméno a heslo agentovi Radius. Ten z těchto 
informací vytvoří Access-Request zprávu a odešle ji serveru Radius. Ten vyhodnotí 
dané údaje, a buď povolí vstup do sítě (pomocí Access-Accept zprávy) nebo zamítne 
(pomocí Access-Reject zprávy). Podle jedné z těchto zpráv pak agent Radiusu rozhodne 
o přístupu klienta do vnitřní sítě. Samozřejmě musí být tyto zprávy zabezpečeny, aby 
nedocházelo k jejich modifikacím a podvrhům. Zpráva Access-Request je uvedena na 
Obr. č. 18: 
 
 
Obr. č. 18 – Access Request zpráva 
 
V prvním kroku musí být ustanoven mezi autentizačním serverem a Radius 
agentem klíč. Je nazýván Radius key a musí být bezpečně přenesen (zadán ručně do 
obou systémů). Pokud je požadováno ověření, musí být sestaven Access-Request. Jeho 
jednotlivá pole jsou: 
 
• Code – Typ zprávy (výzva, odpověď, povolení, zamítnutí atd.) 
• ID – Pořadové číslo – stejné pro požadavek i odpověď, identifikuje relaci 
• Length – Délka zprávy 
• Request Authenticator – jedinečné číslo náhodně vygenerované klientem. Slouží 
jako jeden z bezpečnostních prvků Radiusu a jeho cíl je zamezit tzv. replay 
útokům, tedy znemožňuje použít zprávu více než jednou. Je tedy pro každý 
požadavek o ověření jiné. Jeho náhodnost a jedinečnost je důležitým prvkem 
celého Radius protokolu. 
• User Name – jméno uživatele žádajícího o přístup 
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• Šifrované heslo – XOR součet uživatelského jména a MD5 hashe z Radius key a 
Request Authenticator. Pokud je heslo kratší než hash, je doplněno nulami. Toto 
zabezpečení slouží k utajení hesla putujícího po síti. Bez Radius key není možné 
ho získat (za podmínky, že považujeme MD5 za bezpečnou jednocestnou funkci). 
 
 Jelikož má server k dispozici všechny potřebné informace (Radius Key, Request 
Authenticator a heslo uživatele), může provést inverzní operaci a ověřit uživatelovo 
heslo. Pak rozhodne o jeho přístupu do sítě. Vytvoření odpovědi je zachyceno na Obr. č. 
19: 
 
 
Obr. č. 19 – Radius odpověď 
 
 Radius je velmi používaný a časem prověřený protokol. Jeho výhoda, stejně jako 
u Kerbera, je jeho rozšířenost na známých platformách. Jeho stěžejní využití je ale u 
aktivních prvků, jako jsou switche, routery, VPN koncentrátory na hranici sítě. Pro 
ověření uživatelů ve vnitřní síti je vhodnější dříve zmíněný Kerberos, který byl přímo 
k tomuto účelu navržen. 
 
5 Praktická realizace 
 
5.1 Návrh sítě 
 
 Cílem této kapitoly je prezentace vybraného řešení a představení návrhu 
zabezpečené sítě. Architektura sítě (tedy samotné rozložení prvků v síti) je znázorněna 
na Obr. č. 20: Návrh zabezpečené sítě. Jedná se o klasickou „Stub network“, tedy 
koncovou síť s jedním hraničním směrovačem, který funguje jako výchozí brána. Tento 
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hraniční směrovač funguje jako filtr provozu, kontroluje tedy tok dat z/do sítě. 
Z důvodu spolehlivosti, robustnosti a praktických zkušeností byl vybrán Linux jako 
operační systém této brány. Jeho funkcí bude filtrace paketů (pomocí netfilteru resp. 
iptables) a filtrace na aplikační vrstvě protokolu http (pomocí proxy serveru Squid). 
Tyto programy byly vybrány díky jejich využití v drtivé většině podobných případů. 
 Hraniční brána ověřuje klienty na základě centrální databáze uživatelů v síti. Pro 
různé nasazení je možné nalézt různé adresářové služby, z důvodu ověření spolupráce 
budu dále předpokládat jako centrální databázi řadič domény Active Directory. 
V každém případě ale předpokládám využití protokolů Kerberos, popř. NTLM. 
 Výsledná realizace by měla být schopna na základě informací z řadiče domény 
filtrovat provoz v síti (na základě vnitřních politik společnosti nebo škodlivosti 
přenášených dat), zapisovat do logu, popř. generovat statistiky provozu vázané na 
jednotlivé uživatele sítě.  
 
 
Obr. č. 20 : Návrh zabezpečené sítě 
 
5.2 Virtualizace 
 
 Ještě před začátkem praktické realizace zabezpečení sítě bych se rád zmínil o 
technologii, která nám může velmi ulehčit budování infrastruktury a také snížit náklady 
na ni. Touto technologií je virtualizace – tedy použití virtuálních strojů místo fyzických. 
Hlavní myšlenka je založena na předpokladu, že hardware serverů není v síti plně 
využit pouze jedním běžícím OS, ale že je možné na jednom fyzickém počítači 
provozovat více operačních systémů s vlastními aplikacemi. Může jít o rozdílné OS, 
různých platforem, účel takových virtuálních počítačů může být také zcela rozdílný. 
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Výsledek tedy může vypadat jako na Obr. 21 – Virtualizace. Mnoho nenáročných 
serverů (myšleno strojů poskytujících určitou službu, s vlastním OS) je provozováno 
pouze jedním fyzickým hardwarem. Výhodou jsou jak zmíněné uspořené náklady za 
HW, tak bezpečnost, kterou můžeme získat – každý server může mít svůj vlastní OS, 
nemůže tedy svým během ohrozit ostatní servery. Například pád souborového serveru 
neohrozí běh databázových aplikací, i přesto, že způsobil pád OS. 
 
 
 
Obr. č. 21 – Virtualizace 
 
 Možností řešení pro virtualizaci je více. Nejčastěji se používají 3 způsoby, lišící 
se hlavně ve výkonu. Jsou jimi: 
 
• Emulace: Zde je veškerý hardware nutný pro běh virtuálního stroje emulován, 
není tedy nic (fyzický procesor, paměť) využíváno přímo. Toto vede k další 
režii, jedná se tedy o pomalejší řešení. Výhodou je možnost emulovat cokoliv – 
můžeme tedy emulovat úplně jiný procesor než je fyzicky v počítači. 
 
• Paravirtualizace: Hostitelský počítač nesimuluje HW, ale umožňuje k němu 
přístup přes zvláštní programové rozhranní – je tedy nutná modifikace OS 
klienta. Protože zde již není plně simulován veškerý HW, je nutná podobnost 
mezi fyzickým vybavením počítače a zamýšlenou konfigurací virtuálního 
serveru. 
 
• Nativní virtualizace: Hostitelský počítač simuluje tolik HW, aby byl možný běh 
klientského OS bez potřeby modifikace. Procesor ale zůstává stejný jako 
fyzický. 
 
V případě potřeby virtualizace serverů je nejčastější řešení nativní virtualizace, či 
paravirtualizace. Výsledná rychlost běhu virtuálních strojů je srovnatelná. Protože 
paravirtualizace vyžaduje změny v klientském OS, je často preferována nativní 
virtualizace. Ta nám dává několik výhod: 
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• Ušetřený HW: Výkonnější server je méně nákladný než několik menších. 
 
• Zapouzdřený systém: Každá služba může běžet ve svém vlastním OS, není tedy 
nutné instalovat více služeb na jeden systém, což vede k vyšší stabilitě i vyšší 
bezpečnosti – pokud je ohrožen jeden virtuální počítač, nejsou ohroženy jiné 
služby než služby právě na něm běžící. 
 
• Přenositelnost: Odstíněním hardwaru serveru jej můžeme libovolně měnit 
(upgrade, výpadky atd.), přičemž simulovaný hardware pro virtuální stroje 
zůstává stále totožný. Je možné virtuální stroje jednoduše nahrát na médium a 
přenést na jakýkoliv jiný hostitelský systém bez potřeby jakékoliv změny 
konfigurace. 
 
• Snadné zálohy: Možnost zálohy celého stroje, včetně jeho konkrétního stavu, 
HW, atd. 
 
Samozřejmě existují i nevýhody tohoto řešení, které přímo vyplývají z jeho myšlenky 
koncentrace. Právě centralizace všech strojů nemusí být vždy dobrým nápadem – pokud 
totiž dojde k havárii celého systému, jsou všechna důležitá data na jednom místě, 
můžeme tedy přijít o vše najednou. Za sporné se dá považovat i zabezpečení takové 
infrastruktury. Na jednu stranu je snáze zabezpečitelná (jedná se fyzicky pouze o jeden 
počítač), na druhou stranu pokud se útočník k takovému stroji fyzicky dostane, má na 
dosah všechny servery sítě. 
  
5.3 Infrastruktura 
 
Realizaci sítě jsem se rozhodl rozdělit na dva scénáře. Oba jsou si velmi 
podobné, liší se prakticky pouze použitím virtualizace pro menší síť pro server řadiče 
domény. Důvodem jsou finanční požadavky. Z návrhu vyplývá nutnost použití 2 
serverů – jeden pro databázi uživatelů (řadič domény) a druhý pro bezpečnostní bránu 
sítě. Pro nejmenší sítě by mohl být požadavek na 2 servery příliš nákladný, proto jsem 
zvolil virtuální server hostovaný na fyzickém stroji. Určitou možností bylo také 
nainstalovat jak bezpečnostní bránu, tak řadič domény na jeden stroj bez jejich oddělení 
virtualizací, tento postup je ale z bezpečnostního hlediska nepřijatelný z důvodu zcela 
odlišných úloh zmíněných prvků – bezpečnostní brána leží na hranici sítě a je vystavena 
přímo útokům z internetu, zatímco řadič domény by měl být co nejlépe od vnějšího 
světa odstíněn. Z tohoto důvodu jsem pro malou síť zvolil odstínění pomocí 
samostatného virtuálního stroje a pro středně velkou síť jsem zvolil 2 nezávislé servery. 
 
5.3.1 Infrastruktura pro menší sítě 
 
 Jak bylo uvedeno v předchozí části, rozhodl jsem se rozdělit návrh sítě na 2 
scénáře. První je určen pro firmu o méně než 20 zaměstnancích a velmi napjatém 
rozpočtu, druhý je určen již pro běžnou firmu střední velikosti – cca 20 – 100 
zaměstnanců. V případě malé sítě je velmi pravděpodobné, že by byl v praxi použit 
mnohem jednodušší scénář, než budu nyní popisovat – pouze řadič domény a 
hardwarový firewall na hranici sítě. Autentizace by byla řešena pouze přihlášením do 
domény, další filtrování provozu by nebylo implementováno. Pro takto malou firmu by 
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pravděpodobně nemělo ani větší smysl. Pokud by i přesto nastal požadavek na filtraci 
provozu, je možné použít následující konfiguraci, která je téměř totožná s konfigurací 
větší sítě a slouží nyní spíše jako důkaz funkčnosti návrhu i v sítích s malým počtem 
uživatelů. Jediný rozdíl je ve fyzickém vybavení sítě – pro menší síť hodlám použít 
místo 2 fyzických serverů pouze 1 fyzický s nainstalovaným virtuálním strojem. 
Virtuální stroj bude v síti zcela nerozlišitelný od fyzických ve větší síti, celý návrh je 
tedy od okamžiku nainstalování virtuálního stroje téměř shodný. V této kapitole bych 
rád popsal právě přípravu fyzického serveru, ze kterého se stane směrovač s proxy a 
virtuální řadič domény. Výsledný stav je znázorněn na Obr. č. 22 – Konsolidace 
serverů: 
 
 
Obr. č. 22 – Konsolidace serverů 
 
V první řadě je nutné vyřešit umístění hostujícího serveru v síti. Protože na něm bude 
umístěna bezpečnostní brána, je nutné jej umístit na hranici sítě, server bude tedy 
připojen jak do vnitřní sítě, tak do internetu (což je nutné pro funkci bezpečnostní 
brány). Dalším krokem je volba operačního systému hostitelského systému. Tato volba 
je důležitá jak z hlediska výkonu tak bezpečnosti. Rozhodnul jsem se pro OS Linux, 
konkrétně distribuci Debian [12], z těchto důvodů: 
 
• Kompaktnost: OS hostitelského počítače bude mít dvě důležité funkce – 
zprostředkovat HW pro virtuální stroj řadiče domény a zastávat proxy služby. 
Není tedy zapotřebí instalovat žádné grafické rozhranní, pouze virtualizační 
nástroj, který vytvoří potřebný virtuální počítač. Z tohoto hlediska je výběr 
Debianu odůvodněn možností čisté instalace pouze operačního systému bez 
jakýchkoliv dalších programů. Druhá funkce – proxy brána -  může být 
instalována přímo na hostitelském PC. Vytvářet samostatný virtuální stroj pro 
proxy by bylo zbytečné a mohlo by mít vliv na výkonnost sítě (procesy 
směrování nejsou příliš vhodné k virtualizaci). 
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• Stabilita: Byla zvolena větev Stable – Debian Etch [12], která poskytuje pouze 
vyzkoušené a dobře odladěné aplikace. Stabilita hostitelského systému je hlavní 
předpoklad stability virtuálních strojů. 
 
• Podpora virtualizace: Debian jsem zvolil také na základě vlastních zkušeností 
s provozováním virtualizace a instalace virtualizačních programů. 
 
Po volbě OS hostitelského systému je nutné vybrat SW, který bude zajišťovat samotnou 
virtualizaci. Výběr je zde poměrně široký jak u možnosti paravirtualizace (např. Xen) 
tak u plné (nativní) virtualizace (např. VMware, VirtualPC, VirtualBox ). Protože 
hodlám používat nepozměněný OS virtuálního PC, zaměřil jsem se především na 
nativní virtualizace. Zde byly hlavními požadavky cena, podpora OS Linux, výkon a 
složitost instalace/údržby. Jako vhodný SW pro virtualizaci jsem tedy zvolil VMware 
Server z těchto důvodů: 
 
• Cena: VMware Server je poskytován zdarma. 
• Podpora OS: VMware je podporován v OS Windows i OS Linux. 
• Výkon: V oblasti výkonu nejsou mezi konkurencí výrazné odlišnosti. 
• Ovládání SW: Jedná se přímo o serverové řešení (na rozdíl např. od 
VirtualBox), je tedy možné připojit se k SW přes síťového klienta, nevyžaduje 
grafické rozhranní, podporuje správu přes webový prohlížeč. 
 
Instalace 
 
  Nyní je třeba nainstalovat OS (Debian Etch), zabezpečit jej a nainstalovat 
virtualizační aplikaci (VMware Server). Postup instalace Debianu je velmi usnadněn 
hlavně díky propracovanému instalačnímu průvodci. Během instalace je nejvhodnější 
volit pouze základní systém k instalaci – bez dalších rozšíření. Návod k instalaci je 
velmi snadný, lze jej nalézt např. zde [12], je ale vhodné si před samotnou instalací 
přečíst následující kapitolu týkající se bezpečnosti. Po dokončení instalátoru je nutné 
nastavit v /etc/network/interfaces síťové adresy vnitřního a vnějšího adaptéru. Vnitřní 
adresu jsem použil 192.168.3.1/24 a vnější určuje poskytovatel připojení. Nastavíme 
zdroje balíčků v /etc/apt/sources.list (stačí zakomentovat řádek s CD-ROM jako 
zdrojem) a aktualizujeme databázi pomocí apt-get update. Následuje instalace VMware 
Serveru. Ten je možné stáhnout z [13]. Před spuštěním instalačního skriptu je ale 
nejdříve nutné stáhnout hlavičkové soubory pomocí: 
 
apt-get install linux-headers-`uname -r` build-essential 
 
Hlavičkové soubory jsou nutné kvůli kompilaci modulů. Potom již můžeme spustit 
instalační skript VMware-install.pl, kde ponecháme výchozí nastavení. Host-only a 
NAT networking nastavovat nemusíme, postačí Bridge (přiřazený k rozhranní vnitřní 
sítě). Pokud instalace úspěšně proběhla, můžeme se připojit přes klientský software 
z jakéhokoliv počítače ve vnitřní síti. VMware Server Console je možné stáhnout zde 
[13]. Při připojování použijeme adresu vnitřního rozhranní serveru a jméno/heslo 
uživatele root. Obrazovka klientského SW je zobrazena na Obr. č. 23 - VMware Server 
Console: 
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Obr. č. 23 - VMware Server Console 
 
Nový virtuální počítač vytvoříme kliknutím na „New Virtual Machine“ a následováním 
pokynů průvodce. Takto vytvoříme 1 virtuální stroj – konkrétně v mé realizaci jsem 
použil přednastavený Windows 2003 Server. Stroj pak můžeme spouštět ovládacími 
prvky v liště nahoře, instalace virtuálního OS je totožná jako u fyzických strojů, proto 
lze již dále použít postup shodný s postupem pro středně velkou síť. Následující postup 
instalace řadiče domény použijeme u virtuálního stroje a postup pro bezpečnostní bránu 
použijeme pro nyní nainstalovaný hostitelský systém. Pro další informace o VMware 
Server a jeho nastavení zde [13]. 
 
Zabezpečení hostitelského serveru 
 
 Z důvodu umístění hostitelského serveru na hranici sítě jsou na něj kladeny 
velké nároky týkající se bezpečnosti. Protože má systém jedno rozhranní přístupné 
z internetu a druhé z vnitřní sítě, mohl by se stát obětí útočníků. Rizikem je i skutečnost, 
že je na něm umístěna autentizační databáze (kvůli tomuto riziku je ve větší síti použit 
pro autentizační server samostatný počítač). Před spuštěním ostrého provozu je tedy 
nutné server zabezpečit. Minimálně je nutné splnit několik podmínek, z nichž některé se 
nastavují již při instalaci: 
 
• Rozdělení disku: Během instalace je možné zvolit rozdělení disku na více 
oblastí. Zde je vhodné zvolit samostatnou oblast pro složky /usr /var /tmp a 
/home. Protože do těchto oblastí je povolen uživatelům zápis, zabráníme tím tak 
chtěnému i nechtěnému zaplnění root adresáře /. 
 
• Volba root hesla: U všech hesel dodržovat silná hesla (malé/velké znaky, čísla, 
speciální znaky, délka minimálně 8 znaků, nepoužívat smysluplné sekvence).  
 
• Instalace aplikací: Během instalace je dobré zvolit pouze minimum balíčků – 
instalovat tedy pouze nastavení „Základní systém“. Dále je vhodné odebrat 
nepotřebné programy (pomocí např. aptitude). 
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• Nastavení firewallu:  Nastavení firewallu uzavře všechny porty, které nejsou 
využívané, tomuto problému se věnuje kapitola 5.5.5 – Nastavení firewallu a 
NATu.  
 
• Použití bezpečnostních skriptů: Pro zvýšení bezpečnosti linuxového serveru je 
možné spustit bezpečnostní skript Bastile, který provede další uzavření systému 
před nežádoucím chováním. Skript je postaven na základě dotazů 
administrátorovi, stačí tedy nainstalovat a spustit interaktivní nastavení. Hlavní 
funkce jsou deaktivace služeb, které mohou být potencionálně nebezpečné, a 
přednastavení práv na souborovém systému na bezpečnější variantu u citlivých 
systémových souborů. 
 
• Deaktivace služeb: Po odinstalování nepotřebných služeb je dobré se přesvědčit 
o běžících službách, které naslouchají na portech systému. To je možné zjistit 
pomocí příkazu netstat –an. Nepotřebné aplikace je třeba opět odebrat ze 
systému. 
 
• Kontrola logů: Samozřejmostí by měla být pravidelná kontrola logů, např. kvůli 
nalezení neoprávněných pokusů o přístup k systému. 
 
5.3.2 Infrastruktura pro středně velké sítě 
  
 V této části je hlavním cílem instalace domény a připojení klientských stanic do 
domény. Následuje instalace bezpečnostní brány, která bude zároveň sloužit jako 
hraniční router. Před začátkem instalace je třeba vytvořit adresní schéma, které bude 
použito, aby bylo možné používat konkrétní adresy v konfiguraci. Celá vnitřní síť je 
v privátním rozsahu 192.168.3.0/24, tedy obsahuje maximálně 253 zařízení. Použité 
adresy jsou uvedeny v Obr. č. 24 – Adresace.  
 
 
Obr. č. 24 – Adresace 
 
Nyní se již můžeme pustit do instalace potřebných serverů – řadiče domény a 
bezpečnostní brány. 
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5.4 Instalace řadiče domény a zavedení domény 
 
 Hlavním důvodem vytvoření domény je usnadnění administrace celé sítě. I v síti 
s 20 uživateli by bylo velmi nepohodlné spravovat každý počítač zvlášť, pracovat se 
sdílením souborů, či udržet bezpečnost sítě. Je proto výhodné instalovat v síti řadič 
domény a připojit všechny klientské počítače do nově vzniklé domény. Přináší nám to i 
výhody spojené s autentizací – nyní jsou všechny uživatelské účty spravovány centrálně 
na řadiči, každý uživatel tedy může používat kterýkoliv počítač v síti. V teoretické části 
této práce jsem se věnoval obecně protokolu Kerberos, který je v současnosti 
v doménách využíván, rád bych se teď zaměřil na jeho konkrétní implementaci 
v doménách Microsoft, tedy při použití řadiče Active Directory (konkrétně Windows 
2003 Server). V následující části popíši proces autentizace uživatele/počítače v mém 
návrhu sítě. 
 
5.4.1 Kerberos v prostředí s Windows 2003 Server 
 
Přihlášení do domény je z pohledu uživatele téměř totožné jako přihlášení 
k samostatnému počítači. Stačí zadat jméno a heslo a navíc vybrat doménu. Celý proces 
se ale liší od klasického přihlášení uživatele a liší se i od standardního postupu 
protokolu Kerberos. Microsoft tedy provedl drobné změny v implementaci Kerbera, 
nicméně stále je možné kombinovat prvky jiných firem, což také dále využiji při 
autentizaci z linuxového serveru.  
Samotná doména je vlastně databáze objektů. Nejdůležitější objekty jsou pro nás 
uživatelé a počítače. Zde je právě jistý rozdíl v autentizaci – zatímco v úvodu jsem 
předpokládal, že uživatel, který chce využít služby např. www serveru, musí nejprve 
kontaktovat KDC aby získal tiket, se kterým může žádat www server o službu, nyní 
musí uživatel žádat o tiket i pro použití vlastního počítače. Řadič domény tedy jedná 
s uživatelem a počítačem jako s oddělenými entitami. Postup přihlášení uživatele do sítě 
je tedy dle [2] a [5] následující: 
 
• Uživatel zadá své uživatelské jméno a heslo do dialogu (MS Gina), zvolí také 
doménu. 
• Informace převezme proces Winlogon a předá je procesu LSA (Local Security 
Authority), který má na starost bezpečnost systému. 
• LSA vytvoří z informací tzv. Master Key (což je v implementaci Microsoftu 
obdoba Long Term Key). Dále LSA předá uživatelovo jméno a Master Key 
procesu SSP (Security Service Provider), který se stará o komunikaci pomocí 
Kerbera. 
• SSP kontaktuje řadič domény a pomocí standardního postupu vyžádá TGT na 
jméno uživatele. Pokud je SSP úspěšný, může pomocí TGT získat tiket určený 
uživateli pro přístup k jeho počítači. 
• Získaný tiket pro přístup předá SSP službě LSA, která tiket ověří (pomocí svého 
Master Key). Pokud je vše v pořádku, dostane uživatel přístup ke svému 
počítači. 
 
Jak je z uvedeného postupu vidět, autentizace v doméně je značně složitější než lokální 
ověření. Pro uživatele je ale celý tento proces skryt a dává mu nezávislost na počítačích 
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v síti. Na druhou stranu pro administrátora je zde velká výhoda v centrální databázi 
objektů sítě. Postup přihlášení je možné vidět na Obr. č. 25 – Přihlášení do domény MS. 
 
 
 
Obr. č. 25 – Přihlášení do domény MS 
 
Jestliže je uživatel zaveden do databáze AD, je tedy entitou Kerberos („Principal“ dle 
terminologie Kerberos). Potom tento uživatel může přistupovat pouze k počítačům, 
které jsou také entitou Kerberos, musí být tedy stejně zavedeny administrátorem do 
domény jako uživatelé. Následuje již samotný postup instalace domény. 
 
5.4.2 Instalace řadiče domény 
 
 Ze samotné podstaty protokolu Kerberos vyplývá nutnost centrální databáze 
všech objektů sítě. Tato databáze se nazývá v prostředí MS Windows Active Directory, 
což označuje adresářovou službu obsahující všechny prvky sítě (tedy nejen počítače, 
účty, ale např. i nastavení, bezpečnostní politiky, atd.). Pokud chceme využívat protokol 
Kerberos, měli bychom instalovat jako řadič domény MS Windows 2000 Server a vyšší, 
zde konkrétně použiji MS Windows 2003 Server. Instalace samotného operačního 
systému je téměř totožná jako instalace běžného OS Windows, nebudu ji zde proto 
popisovat. Zmíním pouze nutnost nastavení správného jména stanice, v našem případě 
„Winserv“, a volbu silného hesla administrátora, který se stane i administrátorem 
domény. Po nainstalování, nastavení pevné síťové adresy a provedení aktualizace 
serveru můžeme přistoupit k povýšení serveru na řadič domény. Jedná se v podstatě o 
plně automatizovaný proces. V nástroji „Manage your server“ zvolíme „Add or remove 
a role“ a následujeme průvodce. Zvolíme „Typical configuration for a first server“, či 
prostě vybereme „Domain Controler“. Zvolíme název domény (v mém případě 
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ATICA). Instalátor automaticky nainstaluje také DHCP server a DNS server nutný pro 
správnou funkci řadiče domény. 
 Tímto postupem jsme nainstalovali řadič domény, což je vlastně v terminologii 
Kerberos KDC server. Obsahuje databázi objektů sítě, kterou musíme teprve jako 
administrátor naplnit. Obsahuje také všechny služby pro správnou funkci Kerberos 
protokolu. Po úspěšné instalaci by nám v okně „Manage your server“ měly přibýt 
položky Domain Controller, DNS Server, popř. DHCP server, jako na Obr. č. 26 – 
Nastavení řadiče domény: 
 
 
Obr. č. 26 – Nastavení řadiče domény 
 
Pro naplnění databáze objektů klikneme na „Manage users and computers in Active 
Directory“ a v novém okně pravým kliknutím na název domény můžeme zvolit v menu 
New -> User a přidat požadované uživatele domény. Toto je veškeré nastavení, které je 
nutné na serveru řadiče domény provádět. Nyní zbývá jen přiřadit samotné počítače do 
domény, což provedeme u každého počítače v síti pravým kliknutím na „Tento počítač“ 
-> „Vlastnosti“ -> „Název počítače“ a tlačítko „Změnit“. Nutná je znalost hesla 
administrátora domény, které jsme zadávali při instalaci Windows 2003 Serveru. Po 
tomto úkonu jsou již všechny počítače připojeny do domény a využívají protokol 
Kerberos pro autentizaci uživatelů. Bez platného jména a hesla není možno se přihlásit 
do sítě. 
 
5.4.3 Další možnosti instalace řadiče domény 
 
 Ve své práci jsem použil jako řadič domény Active Directory operační systém 
Microsoft Windows 2003 Server. Důvodem k tomuto rozhodnutí bylo ověření možné 
spolupráce produktů firmy Microsoft a serverů založených na platformě Linux. Toto 
vyplývá také ze zadání práce, kde bylo mimo jiné cílem naleznout řešení (protokol), 
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který bude funkční na obou platformách. V tomto případě je tedy použit Kerberos a 
NTLM. Kerberos slouží k autentizaci počítačů a uživatelů při připojení do domény. 
NTLM bude dále použit jako autentizační protokol pro zabezpečení webového provozu. 
Dalším důvodem je také značné zastoupení Windows 2003 Serveru na trhu v oblasti 
středních firem jako řadiče domény, je tedy mým cílem, aby vzniklá konfigurace byla 
schopná spolupráce s tímto produktem. 
 Je také důležité zmínit, že Windows 2003 Server není jediná varianta pro řadič 
domény. I přesto, že koncoví uživatelé budou pravděpodobně na svých počítačích 
používat OS Windows (jak vyplývá ze statistik – [14]), je možné použít platformu 
Linux pro řadič domény. V tomto případě bych volil instalaci Samby [15], což je 
balíček služeb, jehož cílem je právě nahrazení služeb Windows Serveru, poskytuje tedy 
i funkce řadiče domény. Role Samby jako náhrady řadiče domény již byla použita v mé 
bakalářské práci, je zde tedy možné nalézt konkrétní postup pro instalaci. 
5.5 Instalace a konfigurace bezpečnostní brány 
 
 Pokud jsou již všechny počítače připojeny do domény a je funkční řadič domény 
tak, jak bylo provedeno v minulé kapitole, zbývá pouze instalace a konfigurace 
hraničního směrovače, který bude sloužit zároveň jako filtr webového provozu. Bude 
tedy skenovat všechen provoz probíhající na portu 8080 a vyřazovat potencionálně 
nebezpečná spojení. Data budou poskytnuta pouze ověřeným uživatelům, z čehož 
vyplývá možnost zaznamenání aktivit uživatelů sítě. Pro ověření uživatelů bude použit 
protokol NTLM, jelikož tento druh autentizace je standardní pro webové prohlížeče a 
může proběhnout bez vědomí uživatele. Konečná struktura sítě a konfigurace brány po 
instalaci je zřejmá na Obr. č. 27 – Filtrace na hranici sítě: 
 
 
Obr. č. 27: Filtrace na hranici sítě 
 
 Veškerá data uživatelů směřující do internetu či do DMZ musí projít přes 
výchozí bránu. Zde budou dle portu rozdělena na webový provoz a ostatní služby. 
Ostatní služby mohou být filtrovány dle firemní politiky, která stanoví, které služby 
(porty) musí zůstat otevřeny. Pro správnou funkčnost (resp. zamezení možnosti obejít 
filtraci) je vhodné vyfiltrovat všechny žádosti, které nejsou nezbytně nutné pro provoz 
sítě. Port 80 je třeba blokovat, protože legitimní provoz přichází na proxy port 8080, 
kde dochází k filtraci na aplikační vrstvě, na rozdíl od filtrace na vrstvě síťové a 
transportní, kterou provádí již směrovač u všech datových toků. Ve výsledku jsou tedy 
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uzavřeny (vyfiltrovány na směrovači) všechny nepotřebné služby a provoz na portu 
8080 je filtrován na aplikační úrovni proti virům, nežádoucímu obsahu atd. Konfigurace 
hraniční brány se skládá z několika kroků: 
 
• Instalace OS brány 
• Zabezpečení OS brány 
• Instalace služeb proxy serveru 
• Konfigurace směrování/přeposílání paketů v bráně 
• Konfigurace firewallu 
 
5.5.1 Instalace OS brány 
 
 Postup instalace operačního systému výchozí brány je téměř totožný s postupem 
použitým v kapitole Infrastruktura pro menší sítě (bez instalace VMware). Použijeme 
tedy opět distribuci Debian Etch, důvody jsou stejné, jako byly uvedeny ve zmíněné 
předchozí kapitole, protože požadavky zůstaly díky stejnému umístění také totožné. 
Instalační CD je možné získat např. z [12]. Opět zvolíme výchozí hodnoty nastavení a 
nainstalujeme pouze základní systém bez dalších doplňků (zvolíme tedy jen „Standardní 
systém“ v menu výběru programů). Nastavení sítě v /etc/network/interfaces vypadá pro 
danou síť následovně: 
 
gw:~# cat /etc/network/interfaces 
# The loopback network interface 
auto lo 
iface lo inet loopback 
# Interface vnejsi site - nastaveny pres DHCP poskytovatele 
auto eth0 
iface eth0 inet dhcp 
#Interface vnitrni site - staticke nastaveni 
auto eth1 
iface eth1 inet static 
address 192.168.3.1 
netmask 255.255.255.0 
gw:~# 
Tab. č. 2 – Nastavení sítě 
 
5.5.2 Zabezpečení OS brány 
 
Téma zabezpečení operačního systému bylo popsáno již v části Zabezpečení 
hostitelského serveru, v kapitole věnované síti malého rozsahu. Tento postup je možné 
aplikovat i na hraniční bránu, jejíž umístění na hranici sítě je totožné s 
předchozím umístěním. 
 
5.5.3 Instalace služeb proxy serveru 
 
Služby proxy serveru jsou základní funkcí konfigurované brány. Jejich cílem je 
filtrovat zachycený www provoz od uživatelů a hledat v něm možná rizika. Funkčnost 
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proxy serveru je zachycena na Obr. č. 28 – Služby proxy, který detailně zobrazuje část 
„Služby proxy“ z Obr. č. 27 - Filtrace na hranici sítě: 
 
 
Obr. č. 28 – Služby proxy 
 
 Všechen webový provoz přichází na port 8080 brány, na kterém běží instance 
Squid proxy serveru, která se stará o autentizaci. Pokud je uživatel v tomto bodě ověřen, 
může provoz pokračovat, pokud se jedná o neověřený provoz, Squid dále data nepustí. 
V případě kladného ověření tedy putují pakety dále k službě programu Dansguardian, 
který vyfiltruje nežádoucí pakety – v dopředném směru se jedná o požadavky na 
servery, které jsou zakázány (např. servery na seznamech závadných URL, či adresy 
serverů obsahující zakázaná slova), ve zpětném směru Dansguardian filtruje data, která 
proudí z internetu uživatelům vnitřní sítě. Zde se může jednat o pakety nesoucí virovou 
nákazu, obsahující zakázané soubory, atd. – záleží na nastavení administrátorem. Dále 
pak data putují ven do internetu přes druhou proxy, která se jeví vnějším zařízením 
mimo naši síť jako původce dotazu. Cílem této kapitoly je konfigurace tohoto řetězce – 
instalace dvou instancí Squid serveru a služby filtrace obsahu Dansguardian. Pro 
detekci virů v provozu potřebujeme nainstalovat také antivirový software. Před 
samotnou instalací balíčků je nutné přidat další záznam do /etc/apt/sources.list: 
 
deb http://volatile.debian.org/debian-volatile etch/volatile main contrib non-free 
 
Jedná se o zdroj balíčků projektu volatile [12]. Hlavním důvodem volby Debianu jako 
operačního systému byla jeho stabilita a ověřenost. Ta je dána jeho důkladným 
procesem testování softwaru, který musí projít dlouhým cyklem, než se do stabilní 
verze Debianu dostane. Toto ale nemusí být ideální pro často se měnící programy – 
např. antivirový software. U něj je častá aktualizace naopak žádoucí, proto je přidán 
odkaz na zdroj, který obsahuje právě často se měnící balíčky. Jeho přidání je nutné 
vzhledem k zamýšlené instalaci antiviru clamav. Po přidání zdroje zaktualizujeme 
databázi a systém pomocí apt-get update a apt-get upgrade. Pokud dojde ke změně 
jádra systému, restartujeme počítač (kvůli zavedení modulů). Nyní už můžeme 
instalovat nezbytný software: 
 
apt-get install smbclient smbldap-tools winbind krb5-user krb5-config krb5-doc 
libkrb53 libpam-krb5 ntp-server ntp dansguardian apache2 squid ssh wget 
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Jedná se o Kerberos (z důvodu nutnosti připojení PC do domény), ntp-server (Kerberos 
vyžaduje přesnou časovou synchronizaci), Squid (použitá proxy), Dansguardian (filtr 
datového toku), Winbind (SW pro spolupráci s řadičem domény) a několik dalších 
podpůrných programů. Během instalace se můžou objevit konfigurační dialogy, jejichž 
výstup ale stejně později nahradíme vlastními konfiguračními soubory. Po dokončení 
procesu instalace musíme přidat do souboru /etc/hosts záznam o adrese řadiče domény. 
Server musí být schopen přeložit jméno na IP adresu, uvedeme tedy řádek: 
 
192.168.3.4   winserv winserv.ATICA 
 
Zde po IP adrese řadiče domény následuje jeho název a název s doménou. Bez tohoto 
nastavení není možné připojit server do domény, protože Kerberos není schopen řadič 
najít. Dále je nezbytné přidat uživatele proxy (pod kterým běží Squid) do skupiny 
winbindd_priv příkazem addgroup proxy winbindd_priv. Toto zajistí Squidu přístup 
k autentizačním funkcím winbindu. Následně vypneme démony, které budeme 
konfigurovat, tedy: 
 
/etc/init.d/squid stop 
/etc/init.d/dansguardian stop 
/etc/init.d/winbind stop 
 
Provedeme nastavení v konfiguračních souborech. V konfiguraci Samby 
(/etc/samba/smb.conf) je třeba nastavit název domény a adresu řadiče domény. U 
Kerbera (/etc/krb5.conf) také název domény a KDC serveru. Konfigurace Squidu 
(/etc/squid/squid.conf) je již složitější, v podstatě nejdůležitější položky jsou ale 
konfigurace portů na kterých Squid naslouchá – v našem případě tedy 8080 a 3128. 
Nastavíme také port 3120 pro Dansguardian. V jeho konfiguračním souboru musíme 
také nastavit port pro naslouchání (zde 3120) a zpětný port pro Squid (3128). Všechny 
konfigurační soubory jsou přiloženy i s komentářem, vzhledem k jejich délce nebyly 
přímo uvedeny zde v textu. Pokud jsme upravili (nahráli) konfigurační soubory, 
můžeme spouštět postupně služby. Začneme nejdříve s winbindem a připojíme server 
do domény: 
 
/etc/init.d/winbind start 
 
Připojení do domény může být značně problematický bod – pokud je v konfiguraci 
systému nějaká chyba, často se projeví právě zde. Začneme tedy přidělením TGT 
administrátorovi domény příkazem: 
 
kinit Administrator@ATICA 
 
Tímto bychom měli získat TGT, který dále použijeme v procesu připojení počítače do 
domény. Protože tikety obsahují časové známky, je nutné přesně synchronizovat čas 
mezi řadičem a serverem. To provedeme pomocí: 
 
net time set 
 
Nyní už můžeme připojit server do domény pomocí příkazu: 
 
net ads join -U Administrator 
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Ve všech případech používáme heslo administrátora domény zadané při instalaci řadiče 
domény. V případě úspěchu by se mělo objevit potvrzení o zařazení do domény. Pokud 
si nejsme jistí připojením počítače do domény, můžeme provést příkaz: 
 
net ads testjoin 
 
Výsledkem by měla být odpověď podobná této potvrzující připojení: 
 
Join to 'ATICA' is OK 
 
Nyní zbývá spustit ostatní služby pomocí: 
 
/etc/init.d/squid start 
/etc/init.d/dansguardian start 
/etc/init.d/winbind restart 
 
V tuto chvíli by již měly být služby běžící na hraniční bráně připraveny. Zbývá tedy 
nastavit uživatelské počítače tak, aby používaly nově nainstalovanou proxy (jinak 
nebudou funkční). Toto lze provést hromadným nastavením – není tedy nutné 
nastavovat každý prohlížeč zvlášť. Můžeme to provést pomocí Group Policy v doméně. 
Nastavení pak bude platné samozřejmě pouze pro Internet Explorer. Přihlásíme se tedy 
jako administrátor k řadiči domény a spustíme MMC (Microsoft Management Console, 
příkaz mmc). Přidáme Snap-In „Group Policy Object Editor“ a vybereme „Default 
Domain Policy“ jako cílovou skupinu. Nyní ve stromové struktuře přejdeme na Group 
Policy -> User Configuration -> Windows Settings ->Internet Explorer Maintenance -> 
Connection -> Proxy Settings. V dialogu nastavíme jako proxy pro http adresu 
192.168.3.1 a port 8080. Výsledek je zobrazen na Obr. č. 29 – Nastavení Group Policy. 
 
 
Obr. č. 29 – Nastavení Group Policy 
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Po tomto nastavení již budou všechny stanice připojené do domény používat nově 
nainstalovanou proxy.  
 
5.5.4 Nastavení pravidel filtrování webového provozu 
 
Použití proxy serveru přináší možnost filtrace dle obsahu který na webu 
prohlížíme. Tuto funkci poskytuje Dansguardian, který byl nainstalován a nastaven 
v předchozí kapitole. I přesto, že jej lze používat ve výchozím nastavení, je vhodné se 
blíže seznámit s jeho možnostmi. Ty zahrnují: 
 
• Filtraci dle URL adres na základě seznamu zakázaných URL adres nebo URL 
obsahujících zakázaná slova. 
• Filtraci dle textu stránek – dle výskytu zakázaných slov, frází. 
• Filtraci dle hodnocení – např. hodnocení obrázků pro nezletilé. 
• Filtraci virů pomocí instalovaného antiviru. Každý soubor je před stáhnutím 
zkontrolován na výskyt škodlivého softwaru. 
• Filtraci stahovaných souborů dle přípon (.exe, .com atd.) 
 
Nastavení se provádí v adresáři /etc/dansguardian, kde můžeme najít soubory obsahující 
seznamy zakázaných URL adres (bannedurllist), seznam zakázaných přípon souborů 
(bannedextensionlist) atd. Aktivování vlastních kontrol je popsáno v komentářích 
hlavního konfiguračního souboru /etc/dansgiardian/dansguardian.conf. 
5.5.5 Nastavení firewallu a NATu 
 
Nastavení zacházení s pakety je dalším velmi důležitým krokem při konfiguraci  
výchozí brány. V nynějším stavu nejsou žádné pakety směrovány ani přeposílány do 
internetu, stanice v síti tedy nejsou schopny s internetem komunikovat jiným způsobem 
než pomocí proxy, která přemostí hraniční směrovač (toto „přemostění“ je do značné 
míry podobné právě SNATu, kde se brána také z vnějšího pohledu tváří jako zdroj 
komunikace i když zdrojem jsou počítače ve vnitřní síti). Pokud tedy budeme chtít v síti 
používat další služby, pro něž zatím žádná proxy neexistuje, musíme nastavit 
přeposílání. Stejně tak je nutné nastavit filtrování pro zamezení nechtěného provozu. 
Požadavky na iptables jsou tedy následující: 
 
• Musí filtrovat všechny nechtěné pakety na vnějším rozhranní, tedy na rozhranní 
připojeném do internetu. Protože nejsou definovány žádné servery, které by 
měly uvnitř sítě běžet, je možné filtrovat všechna spojení kromě již navázaných 
spojení z vnitřní sítě. Je dobré také filtrovat pokusy o DoS útoky pomocí filtrace 
dle frekvence odesílání paketů. 
 
• Brána musí filtrovat také požadavky z vnitřní sítě, tedy požadavky na směrování 
do internetu. Zde je nutné povolit pouze služby, které budou moci uživatelé 
používat, a výchozí politikou zakázat ostatní.  
 
• Je nutné definovat NAT. Pokud by v síti byly veřejně přístupné služby (např. 
poštovní server, webový server), bylo by třeba zavést DNAT, tedy přeposílání 
portů. V síti takové služby nejsou, nebudou tedy konfigurovány. Dále musíme 
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zavést SNAT, z důvodu překladu adres vnitřní sítě na veřejnou adresu internetu. 
Bez tohoto opatření by klienti uvnitř sítě nemohli komunikovat s internetem 
žádnou jinou službou než prohlížením webu přes proxy squid. Protože je 
pravděpodobná nutnost dalších služeb (např. ssh, FTP, email atd.), je nutné 
definovat SNAT. 
 
V teoretickém úvodu této práce byly zvoleny iptables jako nástroj pro práci s pakety. 
Jelikož pro složitější nastavení směrovačů může být ruční vkládání pravidel příliš 
zdlouhavé a náchylné k chybě, zvolil jsem pro větší jednoduchost generátor pravidel 
Firehol [16]. Jedná se o nadstavbu, která na základě definovaných požadavků 
vygeneruje iptables pravidla sama. Výhodou je také snadné uložení konfigurace a její 
testování. Firehol nainstalujeme známým příkazem: 
 
apt-get install firehol 
 
Dále editujeme konfigurační soubor dle Tab. č. 3: Nastavení Fireholu: 
 
gw:~# cat /etc/firehol/firehol.conf 
version 5 
interface "eth0" Internet 
    protection strong 
    client all accept 
    server ssh accept 
 
interface "eth1" LAN 
    server "ssh webcache" accept 
    client all accept 
 
router lan2internet inface "eth1" outface "eth0" 
    route "ssh dns" accept 
    route all reject 
    masquerade 
 
router internet2lan inface "eth0" outface "eth1" 
    route all reject 
Tab. č. 3: Nastavení Fireholu 
 
Nastavení definuje všechny zmíněné požadavky na firewall a práci s pakety. První 
řádek udává verzi. Následují dvě oblasti uvozené výrazem interface a dvě výrazem 
router. Výraz interface uvozuje část, ve které definujeme všechny pravidla týkající se 
rozhranní. V první oblasti tedy nazveme rozhranní eth0 jako internet, protože je 
připojeno k internetu. Následuje výraz „protection strong“, který je ochranou veřejného 
rozhraní před útoky z internetu (konkrétně filtruje špatně formátované pakety, záplavy 
paketů, neplatné fragmenty). Dále povolíme odchozí provoz a server ssh. Více služeb 
není na veřejném rozhranní třeba, pokud bychom potřebovali povolit další službu, 
uvedeme ji společně s ssh. Seznam podporovaných služeb je zde [16]. Stejným 
způsobem jako u eth0  postupujeme u vnitřního rozhranní eth1. Zde musíme navíc 
povolit proxy (služba webcache). Tímto nastavením jsme zajistili, že server bude 
přijímat pakety cílené na jeho porty 22 (veřejné i vnitřní rozhranní) a 8080 (pouze 
vnitřní rozhranní). Následuje nastavení přeposílání paketů, tedy zacházení s pakety 
s jinou cílovou adresou než s adresou serveru. Zde použijeme výraz router a ve třetí 
oblasti konfiguračního souboru popíšeme chování pro směr do internetu. Zde povolíme 
služby, ke kterým mohou uživatelé přistupovat pomocí internetu (zde pouze ssh a 
Stránka 47 z 65 
 
Návrh řešení autentizace uživatelů pro malé a střední počítačové sítě 
 
DNS). Ostatní výchozí politikou zamítneme. Protože potřebujeme zavést SNAT, 
přidáme příkaz masquerade (v tomto případě používáme masquerade místo SNAT, 
důvodem je možná dynamická adresa od poskytovatele připojení). V opačném směru, 
tedy z internetu do vnitřní sítě, všechno směrování zakážeme. Soubor uložíme a 
editujeme konfiguraci v /etc/default/firehol, kde změníme první položku na 
„START_FIREHOL=YES“, čímž povolíme start Fireholu. Provedeme jeho aktivaci 
pomocí: 
 
/etc/init.d/firehol restart 
 
Nyní by měla být konfigurace sítě ukončena, můžeme tedy přejít k jejímu otestování. 
 
5.6 Ověření funkčnosti 
 
Po provedení všech kroků uvedených v části praktické realizace by měly být v síti 
přítomny tyto prvky: 
 
• Hraniční brána nakonfigurovaná v kapitole Instalace a konfigurace bezpečnostní 
brány. Je umístěna na hranici mezi vnitřní sítí a internetem, filtruje pakety a 
stará se o poskytování webových služeb pouze autentizovaným klientům. 
 
• Řadič domény nakonfigurovaný v kapitole Instalace řadiče domény a zavedení 
domény poskytující adresářové a autentizační služby. 
 
• Klientské stanice zapojené do domény a existující doménové uživatelské účty. 
 
Postup autentizace a autorizace uživatele by měl být tedy následující. Uživatel vlastnící 
účet v doméně může použít své uživatelské jméno a heslo k přihlášení ke stanici v síti. 
Zadané údaje (doména, jméno a heslo), jsou poskytnuty službám LSA a SSP, které ho 
použijí pro získání tiketu pro klientskou stanici. V případě existujícího účtu je tedy 
klient autentizován řadičem domény vydáním tiketu a jeho následným předáním 
klientské stanici. Ta tiket ověří a uživateli je povoleno používat doménový počítač. 
Jedná se o první stupeň zabezpečení, bez kterého klient nemůže použít žádnou stanici 
v síti.  
 Druhý stupeň zabezpečení chrání i před použitím počítačů nepřipojených do 
domény. Pokud si tedy uživatel přinese svůj počítač, ke kterému má přístupové údaje, 
může ho zapojit do sítě. Jeho provoz se ale nedostane dále než za hraniční bránu, pro 
jejíž funkci musí být uživatel autentizován. To lze využít např. ve scénářích 
využívajících dvojité firewally – jeden pro ochranu před vnějšími útoky, druhý pro 
odfiltrování hrozeb zevnitř sítě.  
 
Ověření funkčnosti brány je následující: 
 
Po přihlášení do domény můžeme spustit Internet Explorer, který byl již nastaven pro 
používání proxy serveru pomocí Group Policy. Dojde k transparentnímu ověření 
uživatele protokolem NTLM a uživatel má přístup k webovému obsahu bez jakékoliv 
nutnosti zadávat jméno a heslo. Pro uživatele domény tedy nedošlo k žádné změně 
chování Exploreru. Naopak pokud zrušíme použití proxy serveru, nebude možné načíst 
žádné stránky, protože provoz na portu 80 je blokován. Pokud se pokusíme připojit 
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k www serveru bez platného doménového účtu (např. použitím vlastního PC mimo 
doménu), Squid se zeptá na uživatelské jméno/heslo a pokud ho nezadáme správně, 
zablokuje přístup k internetu také. Situace jsou zachyceny na Obr. č. 30 – NTLM 
ověření: 
 
 
   a)      b) 
 
   c)      d) 
Obr. č. 30 – NTLM ověření: 
 
a) – Platný účet a použitá proxy – chování stejné jako běžné prohlížení 
b) – Bez použití proxy – provoz je na bráně vyfiltrován, stránky se nezobrazí 
c) – Neplatný účet – proxy se dotáže na platné jméno/heslo 
d) – Odmítnutí uživatele po špatně zadaných údajích 
 
Další plánovanou funkcí brány je filtrace provozu. Ta funguje samozřejmě na síťové a 
transportní vrstvě jako běžný firewall a dodává filtraci na aplikační vrstvě. Filtrovat 
tedy můžeme i podle obsahu přenášených www dat. Příklad zablokování přístupu 
stránek s nevhodným obsahem je uveden na Obr. č. 31 – Filtrace webového obsahu. 
Kromě samotného zablokování přístupu stránka zobrazí i důvod (zde nevhodné fráze na 
stránkách) a aktuálního uživatele. Konflikt je zaznamenán do logů. 
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Obr. č. 31 – Filtrace webového obsahu 
 
Výsledkem je síť, která pro použití počítačů vyžaduje platný doménový účet. Dále pak 
sleduje provoz do internetu, pro jehož povolení musí být použit také platný účet. 
Propouštěny jsou pouze pakety k bezpečným (administrátorem povoleným) službám a 
webový provoz je filtrován, přičemž konflikty jsou zaznamenávány. Filtrace zahrnuje 
ochranu vnitřní sítě před škodlivým obsahem (URL a témata definovaná 
administrátorem) a před stahováním nebezpečných souborů (všechen provoz proudící 
do sítě je kontrolován antivirovým programem). 
 
5.7 Další možnosti autentizovaného přístupu 
 
5.7.1 Rozdělení uživatelů sítě 
 
Nastavení sítě, které bylo v předchozích kapitolách popsáno, nám dovoluje 
omezit uživatelům přístup pouze k několika službám. V malé či středně velké síti toto 
může být dostačující, pokud jsou uživatelé oprávněni používat pouze úzký okruh 
služeb. V tomto případě by byli omezeni pouze na prohlížení webových stránek 
(protokol http), přístup k emailu pomocí webového rozhranní a pár dalších protokolů, 
které jsou přímo podporovány proxy serverem squid (FTP, HTTPS). Ostatní protokoly 
by bylo možné provozovat pouze v rámci sítě, nikoliv za hraniční branou. Toto je dáno 
nastavením brány, která povolí pouze připojení ke squidu, všechny ostatní žádosti 
filtruje firewall. Pokud bychom umožnili průchod i ostatním protokolům (nastavili 
firewall tak, aby propustil ostatní protokoly), uživatelé by se vyhnuli autentizaci na 
squidu a mohli by přistupovat ke zdrojům, aniž by byla ověřena jejich identita, což je 
v rozporu s bezpečnostní politikou. Na druhou stranu část uživatelů (např. 
administrátoři, vedení atd.) může požadovat nižší restrikce, než zbytek sítě. V tomto 
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případě by bylo nutné zavést mechanizmus, který na základě ověření identity uživatele a 
ověření jeho oprávnění změní nastavení firewallu tak, že daný klient bude moci 
využívat služby, který zbytek sítě využívat nemůže. Jedná se tedy o jisté zvýšení 
oprávnění takových uživatelů, kteří po zadání svého jména/hesla již nebudou tak 
striktně omezeni, jako běžní uživatelé. Tohoto nastavení lze dosáhnout pomocí softwaru 
vytvořeného právě k řízení přístupu, v mém případě jsem zvolil ChilliSpot [17]. 
 Základní myšlenka je taková, že uživatel může používat základní služby proxy 
serveru, jak bylo popsáno v předchozích kapitolách. Pokud potřebuje ale využít jiný 
protokol, než je povolen, může používání proxy-serveru zrušit (v nastavení prohlížeče) 
a po zadání uživatelského jména a hesla mu bude povolen veškerý provoz (nebo 
administrátorem omezený). K tomuto ale musí mít uživatel speciální povolení 
v databázi Active Directory. Postup zvýšení práv je uveden na Obr. č. 32: 
            a)       b) 
 
 
c) 
Obr. č. 32 – Zvýšení oprávnění v síti 
 
Postup získání přístupu: 
 
• Na Obr. č 32 – a) je uveden výchozí stav – blokace protokolů je ověřena 
nefunkčním příkazem PING.  
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• Pro povolení dalších protokolů je nutné spustit prohlížeč, zakázat proxy server. 
Po tomto kroku se nám objeví přihlašovací stránka – budeme na ni přesměrováni 
při pokusu o přístup k jakékoliv www stránce. 
• Na Obr. č. 32 – c) je zachycena přihlašovací stránka – zadáme své jméno a heslo 
používané pro přístup do domény. 
• Na Obr. č. 32 – b) je již zachycen funkční příkaz PING – veškerý provoz byl po 
úspěšné autentizaci povolen, nejsme tedy nyní nijak omezeni firewallem, provoz 
není filtrován (což může být změněno administrátorem a stále některé služby 
mohou být omezeny i po zvýšení oprávnění). 
 
S využitím chillispotu tedy dosáhneme rozlišení uživatelů v síti na dvě úrovně – běžní 
uživatelé, kteří jsou poměrně silně omezeni ve využití internetu/DMZ a jejichž provoz 
je filtrován a logován a zvláštní uživatelé, kteří mají povoleno přistupovat i k ostatním 
službám, teoreticky bez jakýchkoliv omezení. Tento stav lze získat modifikací 
předchozí konfigurace. V následující kapitole jsou uvedeny nejdůležitější kroky pro 
přechod z předchozího nastavení brány k tomuto pokročilejšímu. 
 
5.7.2 Postup instalace víceúrovňového řízení přístupu 
 
Nastavení řadiče domény 
Protože pro komunikaci mezi bránou a řadičem domény bude použit protokol Radius, je 
nutné ještě před samotným nastavením brány provést několik úprav na řadiči domény. 
Konkrétně je nutné povolit (nainstalovat) ověření pomocí Radiusu. Toho dosáhneme 
instalací služby „Internet Authentication Service“. Potom pomocí snap-in modulu 
přidáme bránu jako Radius klienta a uvedeme sdílené heslo. Povolíme metodu PAP. 
Nyní je nutné v Active Directory u uživatelů, kteří mají mít nadstandardní přístup, 
povolit vzdálený přístup (položka Allow Access v záložce Dial-In). Je nutné také 
vypnout DHCP server (opět v modulu snap-in pro DHCP), protože jeho funkčnost 
zastoupí chillispot. Nyní již můžeme nastavit nutné změny na samotné bráně. 
 
Nastavení brány 
V prvním kroku je nutné deaktivovat firewall, protože o filtraci paketů se bude starat 
skript nutný pro funkčnost chillispotu. Firewall zakážeme změnou položky 
START_FIREHOL=YES na START_FIREHOL=NO v /etc/default/firehol. Nyní 
změníme IP adresu vnitřního rozhranní v /etc/network/inerfaces na např. 192.168.2.1, 
protože původní IP bude použita virtuálním rozhranním vytvořeným chillispotem. 
Následuje instalace webserveru, který bude zobrazovat přihlašovací dialog, příkazem: 
 
apt-get install apache2 openssl ssl-cert libapache2-mod-php5 php5-cli php5-common 
php5-cgi  
 
Dále vygenerujeme platný certifikát pro SSL a nastavíme jeho atributy a zavedeme 
modul: 
 
openssl req $@ -new -x509 -days 365 -nodes -out /etc/apache2/apache.pem -keyout 
/etc/apache2/apache.pem  
chmod 600 /etc/apache2/apache.pem 
a2enmod ssl 
 
Stránka 52 z 65 
 
Návrh řešení autentizace uživatelů pro malé a střední počítačové sítě 
 
Přidáme port SSL, na kterém bude apache naslouchat – řádek Listen 443 do 
/etc/apache2/ports.conf. Musíme také vynutit SSL přidáním následujících řádků do 
/etc/apache2/sites-available/default:  
 
SSLEngine on  
SSLCertificateFile /etc/apache2/apache.pem 
 
Nyní již můžeme nainstalovat chillispot pomocí: 
 
apt-get install chillispot 
 
Nyní jej nastavíme dle parametrů sítě v /etc/chilli.conf a povolíme v 
/etc/default/chillispot. Pokud požadujeme zabezpečenou komunikaci mezi autentizacím 
webserverem a samotným programem, změníme v /usr/lib/cgi-bin/hotspotlogin.cgi: 
 
$uamsecret = "MYSECRET"; 
$userpassword=1;  
 
Nyní zbývá povolit předávání paketů mezi rozhranními (to musí být povoleno po 
každém restartu) a nastavit spouštění skriptu pro iptables, který je uveden v příloze. 
Toto provedeme příkazy: 
 
echo 1 > /proc/sys/net/ipv4/ip_forward 
sh /usr/share/doc/chillispot/firewall.iptables 
ln -s /etc/init.d/chilli.iptables /etc/rcS.d/S40chilli.iptables 
chmod u+x /etc/init.d/chilli.iptables 
 
Po uvedené konfiguraci a restartu serverů by měl být provoz webového prohlížeče 
automaticky směrován na autentizační stránky, pokud není použit proxy server. Pokud 
bude proxy server dále používán, je nutné, aby naslouchal na rozhranní, které bylo 
vytvořeno ChilliSpotem, musíme tedy změnit adresu v squid.conf. Nutné konfigurační 
soubory s popisem parametrů jsou uvedeny v příloze (chillispot.conf, chilli.iptables). 
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5.8 Zhodnocení vybrané realizace 
 
Prvním důležitým krokem v praktické realizaci byla vhodná volba 
autentizačních protokolů. Jelikož je v zadání požadována jednoduchá správa systému, je 
nutné vybrat centralizované řešení s vhodnou distribucí klíčů. V této oblasti je zatím 
dominantní využití symetrických klíčů a jejich distribuce pomocí protokolu Kerberos. 
Toto řešení může být využito jak na platformě Linux tak Microsoft. Ke konkrétní 
realizaci byl zvolen řadič domény Active Directory, z důvodu jeho snadné správy a 
uživatelsky příjemného rozhranní. Jako operační systém bezpečnostní brány byl zvolen 
Linux, důvodem je především stabilita a široké možnosti konfigurace. Touto kombinací 
byla také ověřena schopnost protokolu komunikovat mezi servery s odlišnými OS.  
 Vybraná dvojice systémů není ale jedinou možností. Databáze uživatelů v řadiči 
domény Active Directory může být nahrazena projektem Samba na platformě Linux. 
Menším nedostatkem tohoto řešení je horší uživatelské rozhranní a nemožnost ověření 
spolupráce mezi servery s různými OS. Výhodou by naopak byla cena realizace, která 
by se odstraněním Windows Serveru značně snížila. Stejně tak, jako může být nahrazen 
systém řadiče domény, mohla by být zaměněna i bezpečnostní brána produktem 
platformy Microsoft. V této oblasti je nejpoužívanější Microsoft ISA Server, což je 
integrovaná bezpečnostní brána, která by poskytla podobnou roli, jako nakonfigurovaná 
brána. Její výhodou by byla snadnější konfigurace a správa, bylo by snazší začlenění 
k řadiči Active Directory. Na druhou stranu jde o placený produkt a pro menší a střední 
firmy by mohla být jeho cena překážkou. Jelikož se také jedná o produkt s uzavřeným 
zdrojovým kódem, nemusela by být jeho struktura tak dobře zdokumentována jako u 
systémů s otevřeným kódem. 
 Při vlastní implementaci systému jsem nezaznamenal žádné problémy, ať se 
jedná o řadič domény či o bezpečnostní bránu. Použitý protokol Kerberos byl zcela 
funkční i přes odlišnost platforem. Určitou nevýhodou volby Linuxu jako bezpečnostní 
brány je nutnost práce v příkazové řádce a poměrně komplexní konfigurace, která by 
v praktickém nasazení vyžadovala odladění dle konkrétních požadavků společnosti – 
např. dle služeb běžících v síti, bezpečnostní politiky atd. Tato nevýhoda je vyvážena 
flexibilitou systému – v mém případě jsem ocenil především silný nástroj pro práci 
s pakety iptables a možnost instalace pouze základního systému bez zbytečných 
aplikací.  
V případě realizace v menší společnosti by pravděpodobně nároky na 
bezpečnost a konkrétně autentizaci uživatelů nebyly tak striktní, proto by se v praxi 
zvolila varianta nevyžadující ověření na proxy serveru. Tím by se zjednodušila jak 
struktura služeb na serveru, tak jejich správa. Naopak u větších sítí by pravděpodobně 
za bezpečnostní branou nebylo přímo připojení k internetu, ale demilitarizovaná zóna 
obsahující veřejné servery. Teprve pak by následoval HW firewall s připojením do 
internetu. Výhodou řešení uvedeného v této práci je snadná adaptace na tyto sítě 
s různou velikostí pomocí přidání či odebrání služby nebo hardwarového zařízení bez 
nutnosti velkých změn v nastavení. 
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6 Závěr 
 
Cílem první části teoretického rozboru je zabezpečit základy sítě tak, abychom 
mohli implementovat autentizační funkce bez možnosti jejich obejití útočníkem. Tohoto 
bylo dosaženo analýzou jednotlivých vrstev TCP/IP modelu a použitím odpovídajících 
mechanizmů. 
V sekci věnované autentizačním protokolům jsou nejprve zmíněny hashovací 
funkce a jejich vliv na celkovou bezpečnost. Je zde popsán především rozdíl mezi 
dřívější verzí hashe používaného ve starších systémech Windows (LMHash) a novější 
verzí (NTHash). Jsou identifikovány hlavní slabiny původního hashe, které se promítají 
do celkové nedostatečnosti autentizačních protokolů. Z tohoto důvodu je v práci uveden 
i starší protokol LANMAN a jeho nutnost nahrazení novějšími verzemi NTLM v oblasti 
přímé autentizace. Další část je věnována nepřímé autentizaci, konkrétně protokolům 
Kerberos a Radius. Důvodem je jejich převládající nasazení v nynějších systémech a 
otevřená specifikace. Zmíněna je především jejich struktura a možnosti nasazení. 
Jelikož jsou oba protokoly považovány za zdařilé z bezpečnostního hlediska a navíc 
jsou podporovány ve většině moderních OS, zvolil jsem je i já pro praktickou realizaci.  
Protokol Kerberos je použit jako hlavní autentizační protokol v síti a Radius je 
implementován pouze v závěrečné kapitole, která rozšiřuje předešlé možnosti 
konfigurace. Hlavní výhodou protokolu Kerberos je jeho otevřená specifikace, podpora 
v operačních systémech a dobré řešení otázky distribuce klíčů v síti využívající 
symetrické šifry. Právě takové jsou sítě středních firem, využívající domény a šifrované 
komunikace při přístupu ke službám. Naopak protokol Radius je využíván spíše při 
řízení přístupu (např. VPN, DIAL-IN), proto je nasazen pouze v této oblasti a ne jako 
hlavní ověřovací protokol. 
Cílem praktické části bylo ověření funkčnosti a náročnosti implementace. I přes 
kombinaci dvou serverů s odlišným OS (Linux a Windows) nebyly zaznamenány žádné 
problémy ani u jednoho z protokolů. 
Výsledkem jsou nakonfigurované hlavní prvky sítě – tedy řadič domény (tj. 
KDC) a bezpečnostní brána, která filtruje požadavky na základě identity uživatele. Za 
bezpečnostní branou může být již spojení do internetu, nebo demilitarizovaná zóna 
obsahující servery, které chceme chránit před uživateli naší sítě. Autentizace probíhá 
v několika krocích, přičemž první je přihlášení do samotné domény, druhé probíhá při 
komunikaci s proxy serverem. Toto ověření identity je zcela transparentní a je použito 
doménové jméno a heslo uživatele. Bez tohoto ověření není klientovi poskytnut přístup 
k žádné službě běžící za bránou (DMZ, internet). Tímto je splněna bezpečnostní politika 
stanovená v kapitole 2. Pokud využijeme postupu z kapitoly 5.7.2, můžeme přidat i 
další autentizaci uživatele pomocí webového formuláře. 
Při praktické realizaci byla ověřena v prostředí s OS Windows i OS Linux 
funkčnost protokolů Kerberos, Radius a NTLM. Kerberos je využíván při přihlášení do 
domény a při komunikaci mezi proxy serverem a řadičem domény. Radius je využit 
v rozšířené konfiguraci při zvýšení oprávnění přístupu v síti a NTLM je využit při 
komunikaci mezi prohlížečem klienta a proxy serverem. Nakonfigurované prvky byly 
ověřeny z hlediska funkčnosti, výsledky jsou uvedeny v textu a splňují požadavky 
zvolené v teoretické části. 
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Příloha 1  
Konfigurační soubor /etc/squid/squid.conf 
 
#Squid konfiguracni soubor 
#Nastaveni obou portu pro naslouchani a portu pro Dansguardian 
http_port 127.0.0.1:3128 
http_port 192.168.3.1:8080 
icp_port 3120 
#Nastaveni parent proxy (DG) 
cache_peer 127.0.0.1 parent 3120 3120 proxy-only no-netdb-exchange no-query default 
 
#Vychozi nastaveni z puvodniho konfigu, nezmeneno 
acl QUERY urlpath_regex cgi-bin \? 
cache deny QUERY 
acl apache rep_header Server ^Apache 
broken_vary_encoding allow apache 
access_log /var/log/squid/access.log squid 
hosts_file /etc/hosts 
 
#Nastaveni autentizacnich modulu 
#NTLM modul pro IE 
auth_param ntlm program /usr/bin/ntlm_auth --helper-protocol=squid-2.5-ntlmssp   
#Podpora ostatnich overeni 
auth_param basic program /usr/bin/ntlm_auth --helper-protocol=squid-2.5-basic    
#Pocet instanci overeni 
auth_param basic children 5                                                      
#Identifikace v dialogu 
auth_param basic realm Proxy server                                              
#Platnost udaju 
auth_param basic credentialsttl 5 hours                                          
 
#Definice skupin - vse, localhost, SSL a vychozi nastaveni bezp.portu 
acl all src 0.0.0.0/0.0.0.0 
acl manager proto cache_object 
acl localhost src 127.0.0.1/255.255.255.255 
acl to_localhost dst 127.0.0.0/8 
acl SSL_ports port 443 
acl Safe_ports port 80 
acl Safe_ports port 1025-65535 
 
acl purge method PURGE 
acl CONNECT method CONNECT 
 
#Vychozi nastaveni pro funkcnost Squidu 
http_access allow manager localhost 
http_access deny manager 
http_access allow purge localhost 
http_access deny purge 
http_access deny !Safe_ports 
http_access deny CONNECT !SSL_ports 
 
#Definice vnitrni (domaci) site 
#Definice skupiny AUTHUSERS (overeni) 
#Povolime pristup overenym uzivatelum nasi site 
#Povolime zpetny provoz z localhostu (DG)-bez autentizace! 
#Ostatni zakazeme 
acl our_networks src 192.168.3.0/24 
acl AUTHUSERS proxy_auth REQUIRED 
http_access allow our_networks AUTHUSERS 
http_access allow localhost 
http_access deny all 
 
#Povolime odpovedi a komunikaci s DG 
http_reply_access allow all 
icp_access allow all 
 
#Nazev proxy 
visible_hostname Squid 
 
#Filtrace logu a vynuceni Dansguardianu 
nonhierarchical_direct off 
coredump_dir /var/spool/squid 
debug_options ALL,1 33,0 
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Příloha 2  
Konfigurační soubor /etc/samba/smb.conf 
 
 
[global] 
 
#Jmeno domeny je ATICA 
workgroup = ATICA 
realm = ATICA 
#Adresa radice domeny a vychozi nastaveni samby 
wins server = 192.168.3.4 
password server = WINSERV 
allow trusted domains = No 
name resolve order = host wins bcast 
log file = /var/log/samba/log.%m 
max log size = 1000 
log level = 3 
security = ADS 
encrypt passwords = true 
socket options = TCP_NODELAY 
time server = Yes 
idmap uid = 16777217-33554431 
idmap gid = 16777217-33554431 
winbind enum users = yes 
winbind enum groups = yes 
winbind use default domain = yes 
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Příloha 3  
Konfigurační soubor /etc/krb5.conf 
 
 
 
[libdefaults] 
     #Vychozi rise Kerberos 
        default_realm = ATICA 
 
 
[realms] 
     #Popis rise - jmeno kdc musi byt prelozitelne pres DNS (hosts) 
        ATICA = { 
                kdc = Winserv 
                admin_server = Winserv 
        }
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Příloha 4  
Konfigurační soubor /etc/dansguardian/dansguardian.conf 
 
#Nastaveni je ponechano ve vychozim stavu, pouze zmeny jsou okomentovany 
 
reportinglevel = 3 
languagedir = '/etc/dansguardian/languages' 
language = 'czech' 
loglevel = 3 
logexceptionhits = on 
logfileformat = 1 
 
#Nastaveni portu na kterem bezi DG a Squid 
filterip = 127.0.0.1 
filterport = 3120 
proxyip = 127.0.0.1 
proxyport = 3128 
 
accessdeniedaddress = 'http://YOURSERVER.YOURDOMAIN/cgi-bin/dansguardian.pl' 
nonstandarddelimiter = on 
usecustombannedimage = 1 
custombannedimagefile = '/etc/dansguardian/transparent1x1.gif' 
filtergroups = 1 
filtergroupslist = '/etc/dansguardian/filtergroupslist' 
bannediplist = '/etc/dansguardian/bannediplist' 
exceptioniplist = '/etc/dansguardian/exceptioniplist' 
banneduserlist = '/etc/dansguardian/banneduserlist' 
exceptionuserlist = '/etc/dansguardian/exceptionuserlist' 
showweightedfound = on 
naughtynesslimit = 300 
weightedphrasemode = 2 
urlcachenumber = 3000 
urlcacheage = 900 
phrasefiltermode = 2 
preservecase = 0 
hexdecodecontent = 0 
forcequicksearch = 0 
reverseaddresslookups = off 
reverseclientiplookups = off 
createlistcachefiles = on 
maxuploadsize = -1 
maxcontentfiltersize = 256 
usernameidmethodproxyauth = on 
usernameidmethodntlm = off # **NOT IMPLEMENTED** 
usernameidmethodident = off 
preemptivebanning = on 
forwardedfor = off 
usexforwardedfor = off 
logconnectionhandlingerrors = on 
maxchildren = 120 
minchildren = 8 
minsparechildren = 4 
preforkchildren = 6 
maxsparechildren = 32 
maxagechildren = 500 
ipcfilename = '/tmp/.dguardianipc' 
urlipcfilename = '/tmp/.dguardianurlipc' 
nodaemon = off 
nologger = off 
softrestart = off 
virusscan = on 
virusengine = 'clamav' 
tricklelength = 32768 
forkscanlength = 32768 
firsttrickledelay = 3 
Stránka 62 z 65 
 
Návrh řešení autentizace uživatelů pro malé a střední počítačové sítě 
 
followingtrickledelay = 3 
maxcontentscansize = 41904304 
virusscanexceptions = off 
urlcachecleanonly = off 
virusscannertimeout = 60 
notify = 0 
emaildomain = 'ATICA' 
postmaster = 'postmaster@ATICA' 
emailserver = '127.0.0.1:25' 
downloaddir = '/tmp/dgvirus' 
clmaxfiles = 1500 
clmaxreclevel = 3 
clmaxfilesize = 10485760 
clblockencryptedarchives = off 
cldetectbroken = off 
clamdsocket = '/tmp/clamd' 
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Příloha 5  
Konfigurační soubor /etc/chilli.conf 
 
##############################################################################
# 
# Sample ChilliSpot configuration file 
# 
##############################################################################
# Vychozi konfiguraci soubor byl nahrazen zkracenym - komenty smazany 
# Logovani ponechano 
debug 
#sitova adresa vnitrni site - virt. rozhranni 
net 192.168.3.0/24 
# Primarni DNS nastaven na radic, druhy je defaultne nastaven na DNS gw 
dns1 192.168.3.4 
# Nazev domeny 
domain ATICA 
# Radic domeny je take serverem radius 
radiusserver1 192.168.3.4 
radiusserver2 192.168.3.4 
# Sdilene heslo s radius serverem 
radiussecret MYSECRET 
# DHCP bezi na rozhranni vnitrni site 
dhcpif eth1 
# Web server pro autentizaci 
uamserver https://192.168.3.1/cgi-bin/hotspotlogin.cgi 
# Sdilene heslo mezi chilli a autentizacnim serverem (nutne uvedst i v CGI 
skriptu) 
uamsecret MYSECRET 
#Aut. server bezi na teto adrese 
uamlisten 192.168.3.1  
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Příloha 6  
Konfigurační soubor /etc/init.d/chilli.iptables 
 
#!/bin/sh 
# Skript ponechan ve vychozim stavu, pouze editovany rozhranni 
# a pridana moznost pouziti proxy bez autentizace 
# 
# Firewall script for ChilliSpot 
# A Wireless LAN Access Point Controller 
# 
# Uses $EXTIF (eth0) as the external interface (Internet or intranet) and 
# $INTIF (eth1) as the internal interface (access points). 
 
IPTABLES="/sbin/iptables" 
# definice rozhranni 
EXTIF="eth0" 
INTIF="eth1" 
 
$IPTABLES -P INPUT DROP 
$IPTABLES -P FORWARD ACCEPT 
$IPTABLES -P OUTPUT ACCEPT 
 
#Allow related and established on all interfaces (input) 
$IPTABLES -A INPUT -m state --state RELATED,ESTABLISHED -j ACCEPT 
 
#Allow releated, established and ssh on $EXTIF. Reject everything else. 
$IPTABLES -A INPUT -i $EXTIF -p tcp -m tcp --dport 22 --syn -j ACCEPT 
$IPTABLES -A INPUT -i $EXTIF -j REJECT 
 
#Allow related and established from $INTIF. Drop everything else. 
$IPTABLES -A INPUT -i $INTIF -j DROP 
 
#Allow http and https on other interfaces (input). 
#This is only needed if authentication server is on same server as chilli 
$IPTABLES -A INPUT -p tcp -m tcp --dport 80 --syn -j ACCEPT 
$IPTABLES -A INPUT -p tcp -m tcp --dport 443 --syn -j ACCEPT 
 
#Allow 3990 on other interfaces (input). 
#Povoleni portu 8080 - Proxy 
$IPTABLES -A INPUT -p tcp -m tcp --dport 8080 --syn -j ACCEPT 
$IPTABLES -A INPUT -p tcp -m tcp --dport 3990 --syn -j ACCEPT 
 
#Allow everything on loopback interface. 
$IPTABLES -A INPUT -i lo -j ACCEPT 
 
# Drop everything to and from $INTIF (forward) 
# This means that access points can only be managed from ChilliSpot 
 
$IPTABLES -A FORWARD -i $INTIF -j DROP 
$IPTABLES -A FORWARD -o $INTIF -j DROP 
 
#Enable NAT on output device 
$IPTABLES -t nat -A POSTROUTING -o $EXTIF -j MASQUERADE
 
