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Abstract
In this thesis we construct a series of mathematical models from first principles to ex-
amine the advection, diffusion and reactions of species within a planar Solid Oxide Fuel
Cell (SOFC). We reduce the complexity of an SOFC to flow and reaction across a flat,
impermeable plate and begin by establishing a simplistic model for the incompressible,
isothermal flow and reaction of hydrogen. Throughout the thesis we seek to extend this
initial model by adding appropriate levels of complexity such as alternative fuels, com-
pressibility and thermal effects.
In establishing solutions to these models we use a series of analytical techniques.
We adopt the concept of boundary-layer flow and self similarity to simplify the model
equations into a form where we can obtain analytical and efficient numerical solutions. We
also utilise asymptotics to examine and validate the model around regions of singularities
within the flow. Within each model we have examined the electrical performance of the
cell and in some cases we have validated these results with existing experimental data.
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Chapter 1
Introduction
1.1 What is a fuel cell?
A fuel cell is an electrochemical conversion device that utilises the chemical energy of a
fuel and an oxidant to form electricity. Fuel cells are similar to batteries in that both
contain an electrolyte which is sandwiched between an anode and a cathode and both
convert the chemical energy of a fuel into electricity. They differ from the fact that fuel
cells require a continuous supply of fuel and oxidant to operate where as a battery uses a
stored fuel source. In theory, this would imply that a fuel cell can operate continuously as
long as a constant supply of fuel and oxidant is pumped into the cell. A battery, on the
other hand, consumes its anode and cathode in the generation of electricity and therefore
either needs to be recharged or replaced in order to continue supplying electricity.
Generally, fuel cells consist of three layers which are two electrodes (the anode and
cathode) on the outside of an electrolyte. The electrodes consist of a porous material
which allows the fuel and oxidant to diffuse into the electrode. The electrolyte is made
of a non-porous material to stop the fuel and oxidant mixing during the operation of
the cell and to also conduct the charge carrier. Connecting the two electrodes is an
interconnect which the produced electrons pass through to generate an electric current.
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The interconnect can also be used to connect multiple cells in order to make a fuel cell
stack. Furthermore, most fuel cells have gas channels which are used to supply fuel and air
to their respective electrodes. As stated above, the fuel and air are not generally allowed
to mix during the operation of the cell and therefore these channels must be kept gas
tight. Fuel cells combine the fuel and air electrochemically in the cell to produce energy.
This method is much more efficient then the general combustion of fuels and air which
can produce harmful emissions in the process, depending on the fuel used to operate the
cell.
1.2 Fuel cell history
Although still relatively unknown to the majority, fuel cells have been around since the
early 19th century. Sir Humphry Davy was the first to demonstrate the concept of a fuel
cell in 1801. Christian Friedrich Scho¨nbein, a German-Swiss chemist, was accredited for
inventing the fuel cell itself back in 1838.
One of the greatest pioneers in fuel cell research was Sir William Robert Grove, a
Welsh judge and physical scientist. In 1839 he developed the ‘gas battery’, or the ’Grove
cell’ as it is known today. What Grove managed to prove from this is that an electrical
current could be produced from the electrochemical reaction of hydrogen and oxygen.
Figure 1.1 shows the gas voltaic battery cell developed by Grove. A few years later, in
1840, Grove actually demonstrated the first incandescent light, a concept that was later
refined by Thomas Edison.
The cell developed by Grove was adapted further by Charles Langer and Ludwing
Mond. It was in 1889 the the term ’fuel cell’ was first given to their development. It
was not until the late 1950s that development into fuel cells began to show significant
practical use. In 1959 Francis Thomas Bacon constructed and demonstrated a 5 kW fuel
cell system by modifying the Langer and Mond cell. Also in this year Harry Karl Ihrig
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Figure 1.1: A diagram of Grove’s gas voltaic cell.
modified the 5 kW system of Bacon and constructed a 15 kW cell stack that was fitted to
power a tractor. The company responsible for fitting the fuel cell to the tractor also went
on to develop fuel cell powered vehicles and submersible vessels for the US Air Force.
After the developments of Bacon and Ihrig, fuel cells began to make a much greater
impact in research and commercial projects. NASA was the first to implement fuel cells
as fuel cell generators on its space program in the early 1960s. These fuel cell generators
were actually used during the Gemini space program which took place during the middle
of the decade. Fuel cells were again used during the Apollo space missions where they
provided electrical power and clean drinking water for the astronauts during their space
mission. As a result of these missions, fuel cells were developed and incorporated on all
space shuttle voyages. Fuel cells were also being developed by the Soviet Union during
the period for usage in submarines and, eventually, in space travel.
The 1970s brought about greater interest and development into fuel cell vehicles,
mainly due to the increase in environmental concerns and government legislation on vehicle
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emissions. General Motors (GM) were one of the first companies to introduce fuel cell
electric vehicles but at the time these were for demonstration purposes only. By the end
of the century every major car manufacturer around the world had some focus on fuel cell
electric cars. However, it would not be until 2008 that fuel cell cars became commercially
accessible to the public.
It was during the 1990s where government funding for fuel cells began to become sig-
nificant as solid oxide fuel cells (SOFCs) and polymer electrolyte fuel cells (PEMFCs)
were realised as potential stationary and mobile power sources. This was particularly the
case in the area of combined heat and power (CHP) units where the heat and electrical
energies are utilised in micro-generation points. A huge push for zero emissions vehicles
began in California in 1990 where a mandate was introduced aiming at producing alter-
native forms of powering vehicles. This decade also saw the introduction of fuel cells in
portable devices such as mobile phones and laptops although the mobility of these devices
were not on the same level as the standard battery powered comparisons.
1.3 Types of fuel cells
There are several different types of fuel cells that are distinguishable by certain properties
which include electrolyte material, operating temperature and the conducting ions that
pass through the electrolyte. By looking at these features we can determine the type of
cell.
Table 1.1(Fuel Cell Handbook, 2004) shows the different types of fuel cells that exist
and some of their properties. They vary greatly in temperature from very low temperature
cells such as the Polymer Electrolyte Fuel Cell (PEMFC) to much higher temperature fuel
cells like the Solid Oxide Fuel Cell (SOFC). In the lower operating temperature fuel cells,
expensive catalysts such as platinum are required to promote the reaction. Moreover,
in these cells there is a large restriction on the fuels which can be used since certain
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fuels do not react at lower temperatures. Furthermore, these fuel cells suffer greatly from
degradation if there are low levels of impurities in the fuel and during the reactions. The
main benefit of these cells lies in their rapid start up time due to their low operating
temperature. With regards to higher operating temperature cells, hydrocarbons can be
directly utilized and less expensive catalysts are required. This aids against degradation
as impurities from the reactions, such as carbon monoxide, can be used as a fuel in the cell.
However, the high operating temperatures bring about difficulties in materials selection
and gas tight sealing between cell components.
Fuel cell Abbreviation Mobile ion Operating
Temperature
Polymer Electrolyte Fuel Cell PEMFC H+ 60-80◦C
Alkaline Fuel Cell AFC OH− 50-200◦C
Phosphoric Acid Fuel Cell PAFC H+ ≈ 200◦C
Molten Carbonate Fuel Cell MCFC CO−23 ≈ 650◦C
Solid Oxide Fuel Cells SOFC O−2 600-1000◦C
Table 1.1: Fuel cell types (Fuel Cell Handbook, 2004).
1.3.1 Proton Exchange Membrane Fuel Cells (PEMFCs)
The fuel cell which operates at the lowest temperature is the Proton Exchange Membrane
Fuel Cell (PEMFC). The construction of the PEMFC consists of a very thin polymer
membrane electrode, which is ion conducting, sandwiched between two porous carbon
electrodes. This construction is often refereed to as the membrane electrode assembly
(MEA) (Debe et al., 1999). PEMFCs operate at between 60-80◦C, although work has
been conducted on cells operating up to 200◦C(Li et al., 2003), and because of this they
require expensive platinum catalyst in order to promote the slow reaction kinetics (Ellis
et al., 2001). Due to the presence of a platinum catalyst PEMFCs are required to operate
on pure hydrogen as a fuel with less than 50 ppm of carbon monoxide to prevent catalyst
poisoning effects (Faur Ghenciu, 2002). As with all types of fuel cells there are anode and
5
cathode reactions which occur at specific reaction sites within the porous electrodes. The
anode reaction within a PEMFC takes the form
H2 → 2H+ + 2e− (1.1)
and the reaction at the cathode is given by
1
2
O2 + 2H
+ + 2e− → H2O (1.2)
which gives an overall cell reaction
H2 +
1
2
O2 → H2O (1.3)
Through these reactions we can see that PEMFCs have a mobile ion H+ and that this ion
is transferred from anode to cathode via the polymer electrolyte. The main advantage of
PEMFCs is their rapid start up time due to the low operating temperatures. This makes
them an ideal candidate for utilisation within the automotive sector and a replacement
for the current internal combustion (IC) engines. PEMFCs can reach efficiency levels of
around 50% when operating at partial load in automotive applications (Barbir & Go´mez,
1997). The main disadvantage of PEMFCs is the requirement for expensive catalysts
within the reaction kinetics. However, research is being conducted into using Nafion R©
membranes which reduce the platinum loading of the cell (Curnick et al., 2010).
1.3.2 Alkaline Fuel Cells (AFCs)
Alkaline Fuel Cells (AFCs) use aqueous potassium hydroxide as an electrolyte (KOH)
and were first introduced in 1902 (Gu¨lzow, 2004). AFCs have the ability to operate at
temperatures between 50-200◦C but can be operated at temperatures around 250◦C if
a higher concentration of KOH is used for the electrolyte (Fuel Cell Handbook, 2004).
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The construction of AFCs can be split into 4 types (Gu¨lzow, 2004): cells with a liquid
electrolyte sandwiched between two porous electrodes, cells with a liquid electrolyte fixed
to an electrolyte matrix, ELOFLUX (Winsel et al., 1990) cells with a liquid KOH in the
pores of gas diffusion electrodes and falling film cells (Tetzlaff et al., 1994) with a liquid
electrolyte used as a film between the gas diffusion electrodes.
The benefits of AFCs are that they have much better O2 kinetics compared to other
fuel cells (Fuel Cell Handbook, 2004). Moreover, they have an ability to use liquid fuels
which makes them an ideal energy producer for transport applications (Gu¨lzow, 2004).
The main drawback to AFCs is the sensitivity of the electrolyte to CO2. This means that
very pure hydrogen is required for a fuel and CO2 must be removed from air before this
can be used as an oxidant.
The anode reaction within an AFC is given by
H2 + 2OH
− → 2H2O + 2e− (1.4)
and the reaction at the cathode is
1
2
O2 + 2H
+ + 2e− → H2O (1.5)
which gives the overall cell reaction
H2 +
1
2
O2 → H2O (1.6)
1.3.3 Phosphoric Acid Fuel Cells (PAFCs)
Phosphoric Acid Fuel Cells (PAFCs) construction consists of two porous carbon electrodes
which sandwich a liquid phosphoric acid electrolyte which is saturated within a silicon
carbide matrix. On the outside of each of the carbon electrodes is a current collector which
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is not only used as a path for electron flow but is also used to cool the fuel cell down by
transferring a fluid between the plate (Ellis et al., 2001). PAFCs operating temperatures
of around 200◦C means that they are able to deal with slight impurities such as CO and
CO2 with levels around 1− 3% (Dhir, 2008). The anode reaction within a PAFC is given
by
H2 → 2H+ + 2e− (1.7)
where the cathode reaction takes the form
1
2
O2 + 2H
+ + 2e− → H2O (1.8)
which gives the full cell reaction
H2 +
1
2
O2 → H2O (1.9)
The structure and reactions of a PAFC are comparable to that of a PEMFC. Furthermore,
the operating efficiencies of PAFCs are comparable to that of PEMFC but have lower
power densities (Ellis et al., 2001)
1.3.4 Molten Carbonate Fuel Cells (MCFCs)
Molten Carbonate Fuel Cells (MCFCs) operate at high temperatures of around 650◦C.
The structure of a MCFC is similar to that of the PAFC where two porous electrodes
sandwich a porous matrix which retains molten carbonate. The benefits of operating at
such a high temperature means that precious metal catalysts are not required in order to
promote the reaction kinetics. Moreover, the need for pure or very low impurity hydrogen
is not necessary as these cells are able to operate on hydrocarbons as well as hydrogen
through internal reforming. Furthermore, there exist reactions that enable the utilisation
8
of carbon monoxide and carbon dioxide as fuels within the cell. The anode reaction within
a MCFC is represented by
H2 + CO
2−
3 → H2O + CO2 + 2e− (1.10)
with the reaction at the cathode
1
2
O2 + CO2 + 2e
− → CO2−3 (1.11)
Therefore, we have the full cell reaction
H2 +
1
2
O2 → H2O (1.12)
1.3.5 Solid Oxide Fuel Cells (SOFCs)
Solid Oxide Fuel Cells (SOFCs) have the highest operating temperature of all the different
types of fuel cells, between 600-1000◦C. As with MCFCs they do not require expensive
metal catalysts in order to promote reactions and they can utilise hydrocarbons as well
as CO and CO2 as fuels within their anode. Furthermore, the heat generated by the
exothermic anodic reaction within an SOFC can be utilised in such applications as water
heating or combining the cell with a gas turbine. In doing this SOFC can reach operating
efficiencies in the range of 85 − 95% (Huang & Goodenough, 2009). SOFCs have a
similar structure to the other types of fuel cells with two porous electrodes sandwiching
an electrolyte. In the case of SOFCs the electrolyte is now a solid structure which means
the cell can be manufactured in a variety of geometries allowing for appropriate designs
for different applications. The anode reaction within an SOFC is given by
H2 +O
2− → H2O + 2e− (1.13)
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and the cathode reaction is
1
2
O2 + 2e
− → O2− (1.14)
giving the full cell reaction
H2 +
1
2
O2 → H2O (1.15)
The focus of this thesis is on SOFCs and as such more details of this type of fuel cell can
be found in the proceeding chapter.
1.4 Applications
We have demonstrated the various types of fuel cells and their characteristics which cover
a vast range of operating temperatures, geometries and manufacturing techniques. We
would therefore expect there to be a vast array of applications for fuel cells and that each
fuel cell would have an optimal application. In general, fuel cell applications are split into
3 main areas: portable, transportation and stationary power (Fuel Cell Today, 2013).
1.4.1 Portable
Portable applications of fuel cells are generally defined as those that built into, or charge,
products that can be transported by a person for power generation (Fuel Cell Today,
2013). Within this application the power range is between 5W−500kW and can therefore
be utilised in a variety of portable products. Some examples of fuel cells in portable
power applications are laptops, mobile phones, hearing aids (fuel cell is used to recharge
hearing aid batteries) and they are widely used in military devices. The primary fuel
cells used within this sector are PEMFC and DMFC and are implemented to either
replace or support current battery systems. The benefit of fuel cells in these situations
is that compressed hydrogen (for PEMFCs) or liquid methanol (for DMFCs) can be
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easily transported and would be lighter and cheaper than replacement batteries (Ellis
et al., 2001). They also allow for rapid recharging when used in conjunction with existing
battery system (Fuel Cell Today, 2013).
1.4.2 Transportation
One of the biggest sectors that fuel cells can be applied to is the transportation sector.
Fuels cells can be utilised within this sector as either the primary power source for an
electrical motor or to supplement a battery stack to extend the range of current battery
powered vehicles. Fuel cells are not only restricted to cars but can also be implemented in
manned and unmanned aerial vehicles, ferries, trains and any application that currently
use an internal combustion (IC) or electrical engine. However, the main driving force is
to replace the current IC engines, found in cars worldwide, with fuel cell battery hybrids.
A list of fuel cell cars can be found in Fuel Cells (2003) where the reader may find details
regarding types of fuel cell, range and fuel types of each vehicle as well as more detailed
information. Although fuel cell vehicles have yet to become commonplace in current
societies there is an aim from motor companies that 2015 will see initial commercialisation
and sales of these types of vehicles (Fuel Cell Today, 2013). One limiting point to the
commercialisation of fuel cell vehicles is the lack of appropriate infrastructure for refuelling
and the need for pure hydrogen.
PEMFCs are generally regarded as the appropriate fuel cell type for implementation
within the transportation sector. As with all fuel cells their efficiencies are much higher
than that of the current IC engines. However, the main reason why PEMFCs are best
suited for this application is due to their low operating temperature resulting in their
start up time being very quick. This is ideal for vehicular use where immediate power is
demanded as soon as the user wants to operate their vehicle.
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1.4.3 Stationary
The concept of stationary power is that which produces energy, with the possibility of
supplementary heat, from a source which cannot be moved. Current stationary power,
in the form of power stations, produces electricity at specific sites before distributing it
to those who demand it. The heat supply for these locations is generally produce locally
via some type of boiler system. One system being developed to change the way energy is
produced and distributed is the combined heat and power (CHP) system. The basic idea
of this system is that electricity and heat are produced from a fuel cell locally in a system
that resembles a traditional boiler. These CHP systems range from 0.5kWe and 10kWe
and can produce overall efficiencies of between 80-95% when both electrical and thermal
powers are utilised (Fuel Cell Today, 2013). CHP units are being implemented widely in
East Asia, particularly in Japan and South Korea, but they rely heavily on government
funding to be commercially affordable.
Stationary power applications rely upon the continual (or relatively continual) opera-
tion of fuel cells to meet the constant power and heat demands. This allows us to negate
the issue of rapid start up times that we required for transportation use. Therefore,
SOFCs, MCFCs and PEMFCs are applicable fuel cells here with SOFCs and PEMFCs
being more commercially utilised. One advantage of an SOFC system is that it is able to
operate on natural gas which makes incorporating it into current infrastructure a much
easier task both from a financial and a time scale point of view.
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Chapter 2
Solid Oxide Fuel Cells
Like normal fuel cells, SOFCs are built up of an electrolyte sandwiched between an anode
and cathode. The electrolyte, in this case, conducts oxygen ions (O2−) from the cathode
side, through the electrolyte, to the anode side. On the anode side, the oxidation of the
fuel occurs. SOFCs work on either hydrogen or hydrocarbons for the fuel source and
air, generally, as the oxidant. A large majority of the research has been done into using
methane (CH4) as the fuel source rather than the cleaner hydrogen. This is because
methane operates better at higher temperatures compared to hydrogen and it is much
more accessible and cheaper to get hold of. Moreover, oxygen is generally used as the
oxidant due to its abundance in the atmosphere. Fig. 2.1 shows the general operation of
an SOFC.
As can be see from Fig. 2.1 oxygen gets pumped into the cathode side where it reacts
with the catalyst and electrons to reduce into oxygen ions (O2−). These ions are then
conducted by the electrolyte where they move through to the anode side. Here the fuel is
pumped in and becomes oxidized, by the oxygen ions, to form water as well as other by-
products (depending on the fuel this could be carbon monoxide or in the case of hydrogen
this would just be water), and electrons. These electrons then get forced through the
interconnect from the anode to the cathode which generates an electric current. The
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Figure 2.1: A diagram of the structure and operation of an SOFC.
by-products from the reactions and excess inlet species are then removed from the cell.
2.1 Components
As we have stated, the general construction of an SOFC is a solid electrolyte which
is sandwiched between two porous electrodes. An additional cell component is the in-
terconnect which facilitates the transfer of electrons from anode to cathode as well as
connecting mutiple cells in a fuel cell stack. Selecting the appropriate materials for each
of the cell components is a difficult task since one needs to consider the electrocatalytic,
electrochemical and thermomechanical properties, with particular focus on matching the
thermal expansion coefficients of adjoining materials due to the high operating tempera-
tures (Tietz, 1999).
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2.1.1 Anode
Within an SOFC the anode plays a vital role in the efficient operation of the cell. It must
be porous to allow species to be transferred to the reaction sites and allow byproducts
to be transferred away from them. Furthermore, it must have some level of electrical
conductivity to transfer the produced electrons from the reaction sites to the interconnect.
Finally, it must have good levels of ionic conductivity in order for the electrochemical
oxidation reaction to take place. Hence, selecting an appropriate material with which to
construct the anode is a very important task.
The most commonly used anode material is a nickel-yttria stabilized zirconia (Ni-
YSZ) cermet. This material has several benefits which include: low cost, low charge
resistance, excellent reforming catalyst (nickel), electrical conductivity (nickel), ion con-
ductivity (YSZ) and the ability to match thermal expansion coefficients with other cell
components by managing the ratio of YSZ to nickel (Zhu & Deevi, 2003b). The major
drawback of using this material is that the nickel can be seriously affected by coking
(carbon build up), re-oxidation and deactivation due to contaminants in the fuel (in the
case of SOFCs this is sulfur poisoning)(Liu et al., 2011).
Due to the issues described above, research has been conducted into nickel free anode
material. The main focus of this research has been in ceria based anodes since they have
shown to produce similar power densities when operating on CH4 compared to fuel cells
operating on H2 (Murray et al., 1999).
2.1.2 Cathode
The cathode of an SOFC, like all other components, plays a significant role in the overall
functionality of the cell and as such choosing an appropriate material to compose the
cathode out of is a difficult choice. The material is required to be conductive of electrons
in order to promote the oxygen reduction reaction and conduction of oxygen ions so that
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these can the be transferred to the electrolyte. Moreover, it is required to be porous
to allow the oxidant to be transported to the reaction sites whilst also removing and
unreacted species.
The majority of cathode materials are lanthanum-based perovskites and in the case
of high temperature SOFCs it is common to use strontium doped lanthanum manganite.
This material does not perfectly fit into the criteria required from a cathode but it does
have several advantages which include: close thermal expansion coefficients to YSZ, ade-
quate electronic and ionic conductivities (inadequate conductivities at low temperatures),
chemical stability and relatively high activity (Fuel Cell Handbook, 2004). This results
in high polarisation effects and energy loss within the cathode where implementation of
new materials is hampered due to the fact that it is not proven to have long term stabil-
ity and compatibility (Liu et al., 2011). Studies have been conducted into changing the
composition to include more strontium or adding in cobalt or iron (Simner et al., 2003).
Although adding materials such as cobalt can increase the electrical and ion conductivity
they also increase the thermal expansion coefficient which can cause delamination between
the cathode and the electrolyte (Ivers-Tiffe et al., 2001).
2.1.3 Electrolyte
The solid electrolyte structure can be constructed out of a number of different materials,
each with their advantages and disadvantages. The main purpose of the electrolyte is
to transfer oxygen ions from anode to cathode at high temperatures whilst maintaining
similar thermal expansion coefficients to both of these electrode compositions. Here we
will only consider the most common electrolyte materials.
In our case of ion conducting SOFCs the most commonly used electrolyte materials
are: doped zirconia (generally of the form yttria stabilized zirconia (YSZ)), ceria based
conductors and lanthanum gallate (Ivers-Tiffe et al., 2001; Liu et al., 2011). The most
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common electrolyte material is YSZ due to its high ion conductivity in the range of
temperatures that SOFCs operate in (Fuel Cell Handbook, 2004). This material also
demonstrates good mechanical stability as well as an abundance of raw materials for
manufacture (Ivers-Tiffe et al., 2001). Ceria based conductors such as gadolinium-doped
ceria are more conductive than the YSZ electrolyte which make them an ideal candidate
for SOFCs operating at lower temperatures above 600◦C (Wang et al., 2000; Fuentes &
Baker, 2008). Lanthanum gallate electrolytes have the ability to be utilised in SOFCs
that operate at around 600◦C (Fuel Cell Handbook, 2004). Furthermore, they have been
shown to have more than twice the electrical conductivity of YSZ electrolytes and have
comparable thermal expansion coefficients to that of cathode materials (Lee et al., 2007).
2.1.4 Interconnect
The interconnect within an SOFC is one of the most important parts of the cell. This is
due to the fact the the interconnect carries the charge from the anode and out of the cell,
generally to a neighboring cathode. Moreover, the interconnect is exposed to the species,
reactions and temperatures of all the other cell components. This makes choosing an
optimal material for the interconnect an extremely difficult task.
When selecting an interconnect material there are several criteria that need to be
satisfied. Some of these criteria include: high electrical conductivity, thermal expansion
coefficients close to those of other cell components, resistance to oxidation, sulfidation and
carburisation, stability at high temperatures, simple fabrication and low permeability to
oxygen and hydrogen (Zhu & Deevi, 2003a).
As with all of the cell components there are several possible materials and combination
of materials which can be used as an interconnect. Lanthanum chromite (LaCrO3) is the
most commonly used ceramic interconnect material (Minh & Takahashi, 1995). The
conductivity of LaCrO3 is not high enough to be utilised as an interconnect material so
17
Figure 2.2: Planar SOFC configuration (Stambouli & Traversa, 2002).
it is usually doped with strontium or calcium (Fergus, 2004).
2.2 Types of SOFCs
There are two main design types of SOFCs which are planar and tubular. Each of these
designs have there own subdesign configurations. In the case of planar cells we can have
radial or the standard square plate design. In the case of tubular cells we have tubular
and micro-tubular design.
2.2.1 Planar
The two main designs of planar SOFCs are the square plate and radial plate configura-
tions shown in Fig. 2.2 and Fig. 2.3 (Stambouli & Traversa, 2002). The planar design
configuration of a single cell consists of flat plates (either rectangular or circular) which
are connected in an electrical series (Minh, 2004). Within each of these designs there
exists configurations that determine which component of the cell supports the cell. The
supporting component within the cell can be one of the following: Electrolyte, Cathode,
Anode, Porous-Substrate, Interconnect. The way in which these configurations might be
constructed are depicted in Fig. 2.4 (Minh, 2004) .
Early SOFC configurations utilised an electrolyte support where a thick electrolyte
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Figure 2.3: Radial planar SOFC configuration (Stambouli & Traversa, 2002).
Figure 2.4: SOFC support configurations (Minh, 2004).
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of > 200µm is used (Fuel Cell Handbook, 2004). The benefit of having an electrolyte
supported cell is the structural stability it offers. However, there is a requirement for a
cell of this type to operate at a higher temperatures in order to minimise ohmic losses
(Singhal & Kendall, 2003). Anode supported cells have a porous anode between 0.5-1 mm
thick and a thin electrolyte which gives a highly conductive substrate but can also lead to
reoxidation of the anode and mass transport issues due to the thickness of this part of the
cell (Singhal & Kendall, 2003). Cathode supported SOFCs are considered to be inferior to
that of anode supported cells (Fuel Cell Handbook, 2004) so we will not give details of this
type of cell here. Within the electrolyte supported cells we have electrodes approximately
50 µm thick and an electrolyte which is 5−15 µm thick (Fuel Cell Handbook, 2004). This
enables a reduction in the operating temperature and alleviates mass transport issues but
can cause oxidation of the interconnect as well as flowfield design limitations due to the
support requirement of the cell (Singhal & Kendall, 2003).
The most important design feature of planar SOFCs is gas flow configuration and
gas manifolding. Flowfields are used in planar SOFCs to uniformly distribute gas and
promote heat and mass transfer within the cell (Singhal & Kendall, 2003). The different
configurations of flowfields can be seen in Fig. 2.5 (Singhal & Kendall, 2003) where
the shape and design of each of the flow fields effects the distribution of current and
temperature and can be used to optimise stack designs.
2.2.2 Tubular
There are two main types of tubular SOFCs, those which have a large diameter (> 15 mm)
and microtubular SOFCs which have a very small diameter (< 5 mm). The large diameter
tubular cells use the Siemens Westinghouse design as depicted in Fig. 2.6 (Singhal,
2000). In this design the cells are > 15 mm in diameter and up to 600 mm in length.
The microtubular design was introduced in 1990 (Singhal & Kendall, 2003) and initial
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Figure 2.5: Flow configurations in planar SOFCs (Singhal & Kendall, 2003).
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Figure 2.6: Tubular SOFC configuration (Singhal, 2000).
electrochemical testing was conducted at the University of Middlesex (Kendall, 1993).
The support designs that were outlined in section 2.2.1 are also applicable to tubular
SOFCs. The electrolyte supported cells have a similar design to that for planar SOFCs,
with the exception that the electrolyte is constructed as a tube shape rather than a flat
plate. For electrode supported cells, mainly anode supported, the electrode is between
500−3000 µm thick for standard tubes and between 200−500 µm thick for microtubular
cells. As with planar cells increasing the thickness of the electrodes does enable a lower
operating temperature to be adopted but it also increases mass transport issues. Porous
and interconnect supported SOFCs have the same characteristics for both planar and
tubular design apart from their obvious construction.
2.3 SOFC fuelling
As mentioned in section 1.3.5, SOFCs have the ability to operate on hydrocarbons as well
as hydrogen. Moreover, they are able to utilise species such as CO and CO2 as fuels which
gives SOFCs a huge advantage over fuel cells operating at a lower temperature. Apart from
hydrocarbons SOFCs have the ability to operate on liquid fuels such as methanol, ethanol,
dimethyl ether, liquified petroleum gas and other conventional liquid fuels (Cimenti &
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Hill, 2009). For the purpose of this study, however, we will concentrate solely on pure
hydrogen and methane as possible anode inlet fuels. Table 2.1 (Akhtar, 2009; Dhir, 2008)
gives details of the possible reactions that can occur within the anode of an SOFC.
Reaction Equation
Methane steam reforming CH4 +H2O → 3H2 + CO
Methane dry reforming CH4 + CO2 → 2H2 + 2CO
Shift reaction CO +H2O → H2 + CO2
Methane full combustion CH4 + 2O2 → 2H2O + CO2
Methane partial oxidation CH4 +
1
2
O2 → 2H2 + CO
Hydrogen full combustion H2 +
1
2
O2 → H2O
Carbon monoxide full combustion CO + 1
2
O2 → CO2
Methane electrochemical oxidation CH4 + 4O
2− → 2H2O + CO2 + 8e−
Carbon monoxide electrochemical oxidation CO +O2− → CO2 + 2e−
Hydrogen electrochemical oxidation H2 +O
2− → H2O + 2e−
Methane cracking CH4 → 2H2 + C
Boudouard reaction 2CO → CO2 + C
Steam gasification H2O + C → H2 + CO
Table 2.1: SOFC anode reactions.
SOFCs are not completely immune to the effects of species poisoning but they are the
most resistive fuel cell type. The impact of certain fuels on the different types of fuel cells
can be found in Table 2.2 (Fuel Cell Handbook, 2004).
Fuel PEMFC AFC PAFC MCFC SOFC
H2 fuel fuel fuel fuel fuel
CO poison poison poison fuel fuel
(50ppm per stack) (< 0.5%)
CH4 diluent poison diluent diluent fuel
CO2 & H2O diluent poison diluent diluent diluent
S poison poison poison poison
(< 50ppm) (< 0.5ppm) (< 1ppm)
Table 2.2: Fuel impact on various fuel cells.
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2.4 SOFC Modelling
Over recent decades much emphasis has been put on developing accurate models for
the different phenomena occurring in SOFCs, which has brought about a large amount of
published work. Due to the complexity of modelling fuel cell operations in a 3 dimensional
framework much of the work that is done has typically used computational fluid dynamics
(CFD). Below is a review of some of the modelling work that has been conducted.
Lehnert et al. (2000) developed a one-dimensional numerical simulation to describe
the transport of gases inside an SOFC anode. The authors were particularly interested
in internal steam reforming and the inhomogeneous temperature distributions that could
lead to thermal stress and materials failure. Moreover, they used experimentally derived
reaction rates and structural material properties in order to gain accurate results. The
authors conducted a sensitivity analysis of the structural properties of the anode in order
to gain an understanding of the methane conversion rate. They found that reducing the
structural parameter ψ, where ψ is the ratio of the porosity to the tortuosity, lowered
the overall methane conversion rate. Since the fast reforming reaction is linked to the
inhomogeneous temperature distribution, decreasing the structural parameter would lead
to a decrease in the thermal stress on the anode.
A mathematical model for a full tubular solid oxide fuel cell was developed by Bessette
et al. (1995). The authors used a complete set of electrochemical and thermal factors with
experimental validation of a single cell test from Westinghouse. However, no link was
made between the electrochemical and thermal factors and the reaction rate of species.
The developed model showed good correlation with that of the test cell, around 5% with
some results much better than that of the cell. Their model results showed a much higher
voltage for a hydrogen/carbon monoxide fuel mixture compared to just hydrogen, and a
similar results was found with oxygen rather than air as an oxidant.
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More rigorous mathematical models for fuel cells, in particular SOFCs, are very lim-
ited. Copcutt et al. (1996) generated a mathematical model for the reaction and diffusion
inside a circular planar SOFC using methane and oxygen as the relevant fuel and oxidant,
respectively. An extension of this model was presented by Billingham et al. (1999) where
a much greater focus on the electrochemistry that occurs during fuel cell reactions was
given. The authors introduced the ability to draw a current from the fuel cell model as well
as ohmic effects on cell potential. Cooper et al. (2000) developed a mathematical model
for the advection, diffusion and reaction within a tubular SOFC operating on a methane
and water initial anode mixture. The authors used a method of matched asymptotics
to solve for the mass fractions of the chemical species and confirmed these asymptotics
with a numerical solution to the nonlinear problem using finite differences. Comparisons
were made with experimental data for the mass fractions of species, for varying values
of the cell potential, in the exhaust and were shown to be closely matched. This model
was extended slightly by Andrews (2008) to examine the inlet flow when the radius of the
inlet tube is smaller than the inner radius of the tubular cell.
An extensive three-dimensional model for an SOFC was produced by Bove & Uber-
tini (2006). They constructed a time dependent numerical model which considered all
phenomena occurring in each component of the cell, with all equations independent of
cell geometry. Like in many SOFC modelling literature, the TPB is limited to a finite
space and so equations in this region are generally treated as boundary conditions. The
model has been numerically solved using the fuel cell module within the CFD software
FLUENT R© in order to obtain results in three-dimensions. The results of this model
showed current density distributions in a micro-tubular SOFC when the current collector
position is varied from the ends of the tube to thin wire wrapped around the tube. They
showed for current collectors at the end of the tube that the current density distribution
was along the whole tube, therefore, leading to an increase in ohmic resistance. Thus,
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leading to the conclusion that wires wrapped round the tube are a better design for the
current collector.
2.5 Boundary-layer flow review
An important factor of this work lies within a subsection of mathematics known as
boundary-layer flow. Throughout this thesis we will continually refer to boundary-layer
flow or indeed the boundary-layer equations. Here we give a brief overview of the concept
of boundary-layer flow, some interesting properties and the theory and the construction
of the boundary-layer equations.
Boundary-layer flow is the theory of the influence of viscosity, in fluid flow over a
body, at a small distance away from a solid wall for large Reynolds numbers, which
we will define later in this section. The concept of boundary layer flow is that the fluid
adjacent to a solid boundary adheres to the boundary and thus moves at the same velocity
as the boundary, known as the no-slip condition. The idea was first introduced by Ludwig
Prandtl in 1904 during his presentation at the Third Mathematics Congress and later in
his published work (Prandtl, 1904). Since its introduction, the areas of fluid dynamics
and aerodynamics have consistently used the idea of boundary-layer development within
flows over solid bodies and the extension over porous bodies.
Ludwig Prandtl’s paper gave the first view into this new method on the effects of
friction on the fluid which was in immediate contact with a solid surface. He showed
using experimental and theoretical considerations that the flow past a body could be
separated into two regions, a very thin region close to the solid body and the remaining
flow outside of this region. He found that in this thin region (boundary-layer) the viscosity
has an effect of the flow, even for an almost inviscid fluid like air. Outside of this region the
frictional effects were negligible and thus need not be considered. Fig. 2.7 (Anderson Jr,
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Figure 2.7: A view of the formation of a boundary-layer due to flow past a airfoil (An-
derson Jr, 2005).
2005) shows the basic outline of boundary-layer theory for flow past a thin airfoil. We
can see that in this thin region the velocity changes from the velocity of the body to the
free stream velocity in a very short distance. Hence, in this region there is a large velocity
gradient and thus, due to the relationship between velocity gradients and shear stress,
the shear stress within this region can be large and hence cannot be neglected.
The thickness of such a boundary layer can be approximated if the flow remains
laminar, which depends on the Reynolds number as will be shown later. So if the Reynolds
number does not exceed that of the transition values to turbulent flow we can calculate
the boundary layer thickness at a distance x from the forward edge of the body to be
δ(x) =
x
Re
1
2
, (2.1)
where Re is the Reynolds number given by
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Re =
U0x
ν
, (2.2)
where U0 is the freestream velocity outside of the boundary layer and ν is the kinematic
viscosity
An interesting property of boundary-layers is that under certain geometries, of flow
or of the body, the boundary layer can separate from the surface of the body and move
downstream. Separation is caused when the fluid flow moves against a pressure gradient
and the energy and momentum of the flow become too small to counteract the viscosity.
Therefore, the fluid is brought to rest and the fluid separates from the wall at the point
where
∂u
∂y
= 0. (2.3)
This separation causes the formation of eddies in the wake of the body and changes the
pressure distribution over the body. In fact, the change in pressure distribution creates
pressure drag on the body which can be calculated through the application of boundary-
layer theory. An example of this is flow in a pipe with an increasing cross section. Hence,
boundary-layer theory is able to give results on the optimal shape of a body in order to
reduce or avoid this separation occurring. Boundary-layer theory also has applications
to many industrial processes such as calculating the point of maximum lift of an airfoil
and applications of heat transfer between a solid and a fluid flow. Other examples of
boundary-layer flow and solutions can be found in Schlichting & Gersten (2004).
The flow within a boundary-layer might not always be laminar over the whole body.
More specifically, under certain conditions a transition phase from laminar flow to tur-
bulent flow can occur. This transition phase is dependent on the value of the Reynolds
number, which defines the ratio between the viscous and inertia terms. For the flow past
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a semi-infinite flat plate, we can express the region in which the boundary-layer becomes
turbulent as a function of the position along the plate (Meksyn, 1961)
Rex =
Ux
ν
∼ 3× 105, (2.4)
Turbulence can also depend on the thickness of the boundary-layer and via the Reynolds
number we can define the region in which the flow becomes turbulent
Reδ =
Uδ
ν
∼ 1000, (2.5)
where δ is the boundary-layer thickness.
Details of how one can simplify the equations of motion into the boundary-layer equa-
tions can be seen in appendix A. We will utilised these derived boundary-layer equations
throughout the model development within this thesis. For more details on the construc-
tion, properties and solutions to various models which use boundary-layer flow we point
the reader in the direction of Schlichting & Gersten (2004), Rosenhead (1963) and Meksyn
(1961).
2.6 Electrochemistry of fuel cells
We are now going to introduce the relevant electrochemistry involved in SOFC modelling.
Electrochemistry is a key factor to consider in any fuel cell model and so it must be dis-
cussed in detail before we can proceed further.
Gibb’s Free Energy.
An electrochemical reaction, within a fuel cell, operating at a constant temperature and
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pressure has a maximal amount of work done, with the rest forming temperature losses.
This work done, or useful energy, is given by the Gibb’s Free Energy equation (Fuel Cell
Handbook, 2004)
4G = 4H − T4S, (2.6)
where4G is the free energy (useful energy), 4H is the reaction enthalpy change, T is the
absolute temperature, and 4S is the change in entropy. Under standard state conditions
(temperature of 298 K and pressure of 1 atm) we may write (2.6) as
4G0 = 4H0 − T4S0. (2.7)
Ideal Voltage.
The ideal voltage of a fuel cell is the maximum energy that can be converted into electrical
energy. Obviously, this is related to the Gibb’s Free Energy by
U0 = −4G
zF
, (2.8)
where U0 is the ideal voltage, z is the number of electrons transferred during the electro-
chemical reaction, and F is Faraday’s constant (96485.33 C mol−1). The ideal voltage for
each different type of fuel cell and temperature are listed in Table 2.3 (Fuel Cell Hand-
book, 2004)
Nernst Open Circuit Voltage.
The ideal voltages shown in Table 2.3 are taking into account an idealised system and
therefore not a realistic electrochemical cell. During fuel cell operation, high temperature
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Fuel cell Temperature Ideal Voltage
Polymer Electrolyte Fuel Cell 353K 1.17
Alkaline Fuel Cell 373K 1.16
Phosphoric Acid Fuel Cell 478K 1.14
Molten Carbonate Fuel Cell 923K 1.03
Intermediate Temperature Solid Oxide Fuel Cells 1073K 0.99
High Temperature Solid Oxide Fuel Cells 1373K 0.91
Table 2.3: Ideal voltage of various fuel cells (Fuel Cell Handbook, 2004).
gradients and pressure changes can alter the total cell voltage from this open circuit volt-
age. Furthermore, if the fuel and oxidant entering the cell are not pure then the voltage
will deviate from the open circuit voltage (OCV). The OCV is the voltage of the cell when
no current is drawn from it. Walther Nernst, the German Nobel Prize winning physical
chemist, was the first to developed the equation that gives details of the full cell voltage
in an electrochemical cell. The Nernst equation can appear in many different forms with
dependence on pressure, concentration etc. but the most general form is given by (Fuel
Cell Handbook, 2004)
UN = U r +
RT
zF
ln
Π[reactantfugacity]
Π[productfugacity]
, (2.9)
where R is the gas constant (8.314 J mol−1K−1) and fugacity denotes the gases real
pressure and is therefore different from the ideal gas law pressure. An alternative way to
describe the cell voltage is to examine the driving force for the migration of oxide ions
from cathode to anode. In single and dual chamber SOFCs this migration of ions is a
result of the oxygen chemical potential or oxygen partial pressure gradients between the
two electrodes. Thus, we may express the Nernst equation in the following form
UN =
RT
zF
ln
(
PO2,cat
PO2,an
)
, (2.10)
where PO2 , in the above equation, represents the partial pressure of oxygen at the cathode
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and anode.
Fuel Utilisation.
Utilisation of fuel is a highly important aspect of cell performance, and being able to
accurately estimate this value will enable a greater estimate of fuel cell performance.
There are two approaches to accurately predict fuel utilisation, both given in Akhtar
et al. (2009)
ηU =
m˙f,reacted
m˙f,in
=
Mjtot
zFm˙f,in
, (2.11)
where m˙f,reacted is the mass flow rate of fuel reacted in the cell (kg s
−1), m˙f,in is the mass
flow rate of fuel into the cell, M is the molar mass of the fuel (kg mol−1), jtot is the
total current at peak power density (A). Further to this, another representation of fuel
utilisation is given by
ηU = 1− m˙f,out4hf,out
m˙f,in4hf,in , (2.12)
where m˙f,out is the mass flow rate of fuel leaving the cell,4hf,out and4hf,in are the specific
enthalpies associated with completely oxidizing the exhaust and inlet fuel, respectively.
Each of the above fuel utilisation equations has its own advantages and disadvantages.
The first, equation (2.11), only considers the amount of fuel that is available to be con-
verted into useful electrical energy, within its application. Therefore, is does not consider
heating effects, polarisations or any other losses in energy which result in unavailable
energy for useful, electrical generation. Furthermore, the current collector efficiency plays
a vital role in determining peak power density and current. The main advantage of using
this form of fuel utilisation equation is its ease of calculation.
The second representation of fuel utilisation, (2.12) does take into account the thermal
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losses by examining the ratio between the outlet and inlet heating values. However, this
is not application specific, as for in the case of combined heat and power, heat energy
would be deemed a useful energy output and would therefore be represented as utilisation
of fuel. It is because of this anomaly that Equation (2.11) is more commonly used.
Fuel Cell Losses.
As has been described with voltage, an electrochemical cell is not an idealised system
and so losses in voltage occur due to these imperfections. These imperfections come
in the form of polarisations (or overpotentials) which consist of ohmic, activation, and
concentration polarisations. Therefore, the actual operating cell voltage is less than the
cell voltage described by the Nernst equation due to these additional losses, and can be
expressed as (Mounir et al., 2010)
Ucell = U
N − (ηohm + ηact + ηconc), (2.13)
where Ucell is the total cell voltage, U
N is the Nernst cell voltage and ηi are the polari-
sations to be described below. The effects of each polarisation and the range of current
densities for which they occur can be seen in the typical IV curve shown in Fig. 2.8.
Concentration Polarisations.
Concentration polarisations are voltage reductions due to slow mass transport through
the porous anode or cathode. It is obvious to note that the concentration within the
porous media is much less than that of the gas channel and that there is a significant
mass transport gradient between the two. We can calculate the concentration overpoten-
tial by examining the voltage reduction between the gas channel region and the reaction,
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Figure 2.8: Typical profile of actual fuel cell voltage.
or porous anode, region (Bove & Ubertini, 2006)
ηconc = OCVbulk −OCVreact = RT
zF
ln
(
P bulkH2 P
react
H2O
P reactH2 P
bulk
H2O
)
+
RT
2zF
ln
(
P bulkO2
P reactO2
)
(2.14)
where the term “bulk” refers to the gas channel region and the term “react” refers to the
reaction region.
Ohmic Polarisations.
Ohmic losses, or polarisations, occur due to a resistance against the movement of ions
and electrons through their respective conducting media. Electrolytes provide resistance
against ionic movement, and therefore reducing the distance between the electrodes will
reduce the polarisation effect. The ohmic losses can be expressed in terms of current and
resistance by
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ηohm = iRc, (2.15)
where i is current, and Rc is the total cell resistance. The total cell resistance includes
the electronic, ionic, and contact resistances
Rc = Relectronic +Rionic +Rcontact. (2.16)
Depending on the design of the fuel cell, each of the above could be the dominant ohmic
resistance.
Activation Polarisations.
Activation polarisations occur at the electrode/electrolyte interface and are a result of
electrochemical reaction steps. Each electrochemical reaction has an associated activation
energy, being the minimum energy required for a reaction to begin. Every electrochemical
reaction step can have a different activation energy and reaction rate, and this is what
dictates the voltage drop on the specific electrode. The activation polarisation is related
to the current via the Butler-Volmer equation, which takes a separate form for the anode
and cathode (Aguiar et al., 2004)
j = j0,electrode
[
exp
(
αzF
RT
ηact,electrode
)
− exp
(
−(1− α)zF
RT
ηact,electrode
)]
, (2.17)
where j0 is the exchange current density, α is the transfer coefficient with 0 6 α 6 1 and
ηact is the activation polarisation. The exchange current density can be represented in
several ways (Aguiar et al. (2004), Costamagna et al. (2004), Newman & Thomas-Alyea
(2004)) .
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2.7 Aims and Objectives
We have given an overview of the current literature within the field of fuel cell modelling.
A limitation of current modelling is the lack of rigorous mathematical methodologies in
the construction, analysis and numerical solutions of SOFCs. This leads to a system which
does not fully account for the natural phenomena occurring with a fuel cell, particularly
within the fluid flow. Hence, solutions are obtained based on equations which cannot be
defined as accurate within the full model. Moreover, complex model constructions and
limited mathematical analysis lead to high computational times in calculating a numerical
solution to the problem. This is not only an inefficient method for computing a solution
but also does not align with the commercial requirement of producing accurate solutions
quickly.
The aims of this thesis are to construct a model for a planar SOFC from first principles
applying the necessary model equations. The purpose of this is to construct an analytical
framework to accurately model the natural phenomena occurring in SOFC flow fields and
chemical reactions. From this we can construct a numerical framework which can compute
highly accurate solutions in a matter of seconds or low level minutes. This analytical and
numerical framework will then be applied to a more complex system more indicative of an
operating SOFC to give solutions which are almost exactly comparable with experimental
data.
This modelling approach and analysis will provide several important benefits and
additions to the literature on fuel cell modelling. The first of these is that the approach
will provide solutions which can be viewed with confidence as they have taken into account
complications within the flow and reactions. Further to this, first principles modelling
will allow us to examine the influence that certain model parameters have on numerical
results. This informs the reader of the most important fuel cell parameters and the
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influence they have on an operational cell. Finally the numerical efficient model will align
with the industrial demand to obtain accurate fuel cell results very quickly. This is an
important result for the progression of fuel cells in commercial markets and will aid the
implementation of fuel cells into current markets.
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Chapter 3
Heterogeneous Reaction in
Boundary-Layer Flow with
Electrochemistry
3.1 Model description
In this chapter we wish to formulate a model for the full set of reactions within a planar
SOFC. Fig. 3.1 shows the full SOFC structure including inlet flows and mobile ion
transfer. The model and flow setup which we consider in this chapter is a reduced form of
the overall SOFC and is depicted in Fig. 3.2. The input flow to the anode is considered
to be humidified hydrogen, which consists of 97% hydrogen and 3% water, with the flow
mixture pre heated to 1000K as it approaches the anode. The first-order step reaction
which will be considered within this model is given by
H2 +O
2− → H2O + 2e−. (3.1)
This reaction is more commonly known as the hydrogen oxidation reaction (HOR) and
can only occur in the presence of oxygen ions. We will assume that this reaction only
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occurs along the substrate and that no homogeneous reaction is present. These oxygen
ions are conducted from the cathode through a solid electrolyte, where they are generated
in a separate reaction known as the oxygen reduction reaction (ORR)
1
2
O2 + 2e
− → O2−. (3.2)
Zirconia promotes the conduction of oxygen ions at high temperatures which makes it an
attractive material to use (Kawada & Yokokawa, 1996), and one which we will assume for
our substrate in this model. It should be noted that the ORR can only take place in the
presence of electrons transferred through an interconnect from the anode. Therefore, fuel
cell operation can be thought of as a closed loop where the reaction rates are dependent
on the electron (or ion) production and transport. The inlet mixture on the cathode
side of the cell is taken to be air, where the only reacting component is that of oxygen.
For this reason we assume the oxygen concentration to be constant on the cathode side
and therefore we only need consider the anodic reaction within this model. Combining
reactions (3.1) and (3.2) gives the full cell reaction
H2 +
1
2
O2 → H2O (3.3)
In the construction of this model we will make the following assumptions:
• The HOR reaction (3.1) will be assumed to be isothermal along the zirconia sub-
strate;
• The substrate will be assumed to be flat, semi-infinite and impermeable;
• the initial flow will be of humidified hydrogen;
• The initial velocity is uniform as it approaches the plate with velocity u = U0, where
u is the streamwise velocity component;
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Figure 3.1: A diagram a full SOFC setup including inlet flows and mobile ion transfer.
The cell reactions occur on the boundaries between the electrodes and the electrolyte.
Figure 3.2: A diagram of the flow in the anode of a planar SOFC, with the coordinate
system shown. A schematic of the boundary layer formation within this region is also
shown.
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• The length of the plate will be assumed to be L;
• The flow has a constant mixture density, yielding an incompressible flow;
• Constant pressure;
• Non-zero viscosity resulting in a boundary-layer forming across the plate, proceeding
from the leading edge;
• The flow is operating under steady state conditions and is therefore well mixed in
the uniform stream before it reaches the plate.
The assumption that the model will consider the HOR under isothermal conditions
requires some explanation before we can accept it as valid. Temperature variations occur
throughout every fuel cell due to the exothermic and endothermic nature of the reactions
present. However, within an SOFC we have an extremely high operating temperature,
usually around 1000K. Therefore, even the largest variations in temperature are likely
to seem negligible when looking at the spatial temperature of the whole cell. Fig. 3.3
(Cooper et al., 2000) shows how the temperature profile within the reaction region is close
to isothermal with respect to the overall operating temperature.
3.2 A mathematical model for mass and momentum
conservation
We now consider establishing a mathematical model for the conservation of mass and mo-
mentum within the bulk region of our domain. We can calculate the velocity throughout
the flow through solving the conservation of momentum equation, which is given by
∂u
∂t
+ (u · ∇)u = −∇p
ρ
+ ν∇2u, (3.4)
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Figure 3.3: Temperature profile along the axis of an SOFC operating at 1173K (Cooper
et al., 2000). This demonstrates an almost constant temperature, relative to the inlet
temperature, throughout the anode region
where u is the two dimensional velocity vector, p is the pressure and ν is the kinematic
viscosity. For more details regarding the construction and theoretical meaning of (3.4) we
point the reader in the direction of Acheson (1990). Here we will only be considering the
steady state case and thus the first term in (3.4) is neglected. Since we assume that the
plate is coated with a catalyst, which leads to a reaction on the plate, it is the dynamics
near the surface of the plate which we consider in detail here. Near the plate the equations
of motion simplify into the boundary-layer equations, see section 2.5, appendix A, Prandtl
(1904) and Blasius (1908) for anaylsis and construction. For simplicity we will state these
equations
u
∂u
∂x
+ v
∂u
∂y
= ν
∂2u
∂y2
, (3.5)
where u and v are the streamwise and transverse velocity components, respectively, and
x and y are the streamwise and transverse coordinates to the plate.
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When dealing with the mass conservation we chose to work with the mass fraction Yi
of each of the reactant and product species. We are able to relate the mass fraction of
the species to its concentration Ci, molecular mass mi and the total mixture density ρ by
Yi =
miCi
ρ
, (3.6)
Since we are only dealing with two species we can denote the subscript i by the following:
H(hydrogen) and W(water). Due to the high temperatures reached in the operation of
the cell we assume that the species remain in gas phase throughout the flow. The general
expression for the conservation of mass is
∇ · (ρu) = 0, (3.7)
where the right hand side is set to zero since there is no homogeneous reaction taking
place. Since we are assuming an incompressible flow this enables us to reduce this equation
to the volumetric continuity equation
∇ · u = 0. (3.8)
The conservation of mass equation for each of the chemical species in question is given by
∇ · (ρYiui) = ωi, (3.9)
where ui is the velocity of species i and ωi is the rate of consumption of species i. Since
there are no homogeneous reactions within our model we can assume that ωi = 0. By
introducing the relationship
Ui = ui − u, (3.10)
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where Ui is the diffusion velocity of species i and u is the mixture velocity. The conser-
vation of mass equation (3.9) becomes
∇ · [ρYi(Ui + u)] = 0 (3.11)
Performing the differentiation within (3.11) and satisfying the volumetric continuity equa-
tion (3.8) we obtain
∇ · (ρYiUi) + ρ(u · ∇)Yi = 0 (3.12)
and if we apply Fick’s law of diffusion to (3.12) we obtain the conservation of mass for
the species within the bulk mixture
(u · ∇)Yi = Di∇2Yi (3.13)
This equation is valid for all species considered within this model.
3.3 Model electrochemistry
In chapter 2 we gave some details for the generic electrochemistry involved in fuel cell
operation. It is now necessary to apply this theory towards the current model which we
are examining.
Within the cell we will make the assumption that the cell potential is a variable. For
the purpose of modelling we can take either the cell potential or the current density as
our electrochemical variable. However, during fuel cell operation it is common to set the
cell potential to the desired level and then measure the current density output. Thus, the
cell potential is the appropriate choice to take as our variable.
The current density of the cell is proportional to the ion flux rate since the ion flux
rate determines the electron production rate through reaction (3.1). This relationship is
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given by
i(x) = 2Fqe(x), (3.14)
where F is the Faraday constant, i(x) is the local current density and qe(x) is the local
ion flux rate. The factor 2F corresponds to the number of electrons transferred per mole
of hydrogen multiplied by the magnitude of electric charge per mole of electrons. We
now introduce the Nernst Potential, or reversible potential, for the full cell reaction (3.3),
which is given by
UN = U r +
RT
2F
ln
(
PHP
1
2
O
PW
)
, (3.15)
where U r is the ideal potential, R is the gas constant, T is the absolute temperature and
Pi is the partial pressure of the i
th species. If we assume that the species satisfy a gas law
of the form Pi = ρRTYi/mi, where ρ is the mixture density and mi is the molecular mass
of the ith species, then we obtain the reversible potential for the anode of the cell, given
by
UN = U r +
RT
2F
ln
(
YHY
1
2
OmW (ρRT )
1
2
YWmHm
1
2
O
)
(3.16)
YO is a constant equal to the mass fraction of oxygen in air, which we will take to be
YO = 0.23. The Nernst potential (3.16) does not take into account losses in potential due
to non-uniform cell fabrication and species transport during operation. These losses are
the cell overpotentials and including these within the potential equation give us an overall
cell potential
Ucell = U
N −
∑
i
ηi, (3.17)
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where ηi are the overpotentials. In the case of this model we will assume that the activation
and concentration overpotentials are negligible due to the restriction that the reaction
occurs on a flat substrate rather than inside a porous medium. Therefore, we write the
total cell potential as
Ucell = U
N − i(x)Rs, (3.18)
where the term i(x)Rs corresponds to an ohmic overpotential and Rs is the specific resis-
tance of the substrate to the ion conduction. We may now write the ion flux rate variable
qe(x) as
qe(x) =
RT
4F 2Rs
[
ln
(
YHY
1
2
O
YW
)
+ ln
(
mW (ρRT )
1
2
mHm
1
2
O
)
+
2F
RT
(U r − Ucell)
]
(3.19)
We now have an expression for the flux density of ions in terms of the mass fractions
of the species and the cell potential. Thus we have a direct link between measuring the
current density of the cell for varying values of the cell potential.
3.4 Boundary conditions
We now look to establish an accurate set of boundary conditions which depict the flow
and reaction within the model. The input gas consists of humidified hydrogen and the
flow is assumed to be uniform, with respect to the streamwise coordinate. Hence, the
input boundary conditions are given by
YH = Y˜H , YW = Y˜W , u = U0, v = 0 on x = 0, y > 0, (3.20)
where Y˜H and Y˜W represent the input mass fractions of hydrogen and water, respectively.
The boundary conditions far from the plate can be represented by
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YH → Y˜H , YW → Y˜W , u→ U0, v → 0 as y →∞, x > 0 (3.21)
Due to the non-zero viscosity of the fluids, we have a no-slip condition at the plate for
the velocity
u = 0, v = 0 on y = 0, x > 0 (3.22)
Further to these conditions we introduce a continuity condition on the mass fractions of
the species
∑
i
Yi = 1 and
∑
i
∂Yi
∂y
= 0, (3.23)
which imposes an initial mass fraction condition of
Y˜H + Y˜W = 1 (3.24)
We have yet to introduce conditions for the mass-flux boundary conditions at the plate.
At each point along the surface of the plate the amount of each reactant or product
species must be equally balanced by the amount transported through normal diffusion.
The reaction rates of the species are proportional to the current density, as can be seen
in Bove & Ubertini (2006). Therefore, we introduce the mass-flux boundary conditions
DH
∂YH
∂y
=
qe(x)mH
ρ
, (3.25)
DW
∂YW
∂y
=− qe(x)mW
ρ
, (3.26)
47
We can see that, as described in section 3.3, the reaction rate term has a significant
dependence on the current density, in the form of the ion flux density.
3.5 Non-dimensionalisation
We have now established the model for the governing equations of the flow (3.5), (3.8) and
(3.13) along with their corresponding boundary conditions (3.20)-(3.22),(3.25) and (3.26)
in dimensional form. We therefore introduce the following non-dimensional variables
mi =
mi
mH
, ρ =
ρ
ρin
, u = U0u, v = U0Re
− 1
2v, x =
x
L
, y =
yRe
1
2
L
,
qe(x) =
4F 2Rs
RT
qe(x), Re =
U0L
ν
(3.27)
where we use the length, L, of the plate to nondimensionalise spatial coordinates, the
velocity, U0, at the inlet of the plate to nondimensionalise the velocity components and
include a factor of Re
1
2 to take into account the length of the boundary-layer within the
normal velocity and spatial components. Applying these new variables transforms the ion
flux rate to give (on dropping the bars from here on in for convenience)
qe(x) = ln
(
YHY
1
2
O
YW
)
+ σ (3.28)
where σ is a non-dimensional parameter defined to be
σ = ln
(
mW (ρinRT )
1
2
m
1
2
Hm
1
2
O
)
+
2F
RT
(U r − Ucell) (3.29)
Under the assumption that the flow is incompressible we have the ρ = 1. We are now
able to obtain dimensionless equations for the momentum and mass conservation within
the model, given by
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∂u
∂x
+
∂v
∂y
=0, (3.30)
u
∂u
∂x
+ v
∂u
∂y
=
∂2u
∂y2
, (3.31)
u
∂YH
∂x
+ v
∂YH
∂y
=
1
Sc
∂2YH
∂y2
, (3.32)
u
∂YW
∂x
+ v
∂YW
∂y
=
δ
Sc
∂2YW
∂y2
, (3.33)
where Sc is defined to be the Schmidt number, with Sc = ν/DH . The Schmidt number
measures the ratio between viscous and diffusive terms throughout the flow domain. The
value of the Schmidt number must be at least O(1) within the boundary-layer region, since
viscous terms will dominate that of diffusion. Outside of the boundary-layer we would
expect the Schmidt number to be at most O(1) since diffusion will now dominate the
flow. The parameter δ is a measure of the ratio between diffusive terms of the species and
we define it to be δ = DW/DH . The Reynolds number, Re, is large in this case which also
reduces the equations of motion into the boundary-layer equations. The dimensionless
boundary conditions for the mass-flux at the plate take the form
∂YH
∂y
=Re−
1
2Eqe(x), (3.34)
∂YW
∂y
=− Re
− 1
2Eqe(x)mW
δ
(3.35)
where we define the dimensionless parameter E to be
E =
LRTmH
4F 2RsρinDH
(3.36)
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If we sum (3.34) and (3.35) we see that the left hand side becomes zero due to (3.23).
Therefore, in order to balance the summation of the reaction terms we require that
mW/δ = 1 which implies that δ = 9. Taking the value δ = 9 should be considered
as a model requirement and not something that will always be physically represented
in empirical work. The reason for this is due to the model not considering the mass of
oxygen on the anode side of the cell. Therefore, in operational cells there is a creation of
oxygen mass within the anode which will effect the mass balance condition and hence the
value of δ. The remaining dimensionless boundary conditions are given by
YH = Y˜H , YW = Y˜W , u = 1, v = 0 on x = 0, y > 0 (3.37)
YH → Y˜H , YW → Y˜W , u→ 1, v → 0 as y →∞, x > 0 (3.38)
u = 0, v = 0 on y = 0, x > 0 (3.39)
3.6 Outer region as Re→∞
We now seek a solution for the outer inviscid region within the flow. Since there is
no homogeneous reaction present within our model, the species present within the region
outside the boundary-layer are only subject to convection and diffusion. Moreover, we may
assume that within this region there is no feedback from the heterogeneous reaction (3.1)
into the bulk flow. Therefore, within the outer region we drop the mass-flux boundary
conditions (3.34), (3.35) and (3.39). As a result we can obtain an exact solution within
this region, given by
u = 1, v = 0, YH = Y˜H , YW = Y˜W (3.40)
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The outer solution represents a uniform flow of reactants without the presence of a re-
action. This exactly conforms with the fact that the outer solution is outside of the
boundary-layer region and is not affected by the heterogeneous reaction.
3.7 Inner region as Re→∞
Due to the heterogeneous reaction, within the inner region of the boundary layer we
are required to satisfy the above dropped conditions. Therefore, we seek a solution to
equations (3.30)-(3.33) subject to the boundary conditions (3.34)-(3.39). Hence, we make
a transformation inspired by the Blasius solution (Blasius, 1908; Meksyn, 1961)
ψ = ξ
1
2f(η), with η =
y
x
1
2
and ξ = x, (3.41)
where the stream function ψ is defined by
u =
∂ψ
∂y
, v = −∂ψ
∂x
(3.42)
In deriving an expression for ψ we have used the theory of self similar solutions. Self
similar (or similarity) solutions arise from the velocity component u having the same
scaled profile as some common form along any transverse section at every point along
x. The concept of similarity and derivation of the similarity variable can be found in
appendix B, with some classical problems and solutions found in Rosenhead (1963). One
direct consequence of introducing the stream function is that the volumetric continuity
equation (3.30) is automatically satisfied. Applying this transformation to the momentum
equation (3.31) yields the Blasius equation
f ′′′ +
1
2
ff ′′ = 0 (3.43)
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where the primes denote differentiation with respect to the similarity variable η. The
boundary conditions for momentum, under this transformation, become
f ′(∞) = 1, f(0) = f ′(0) = 0 (3.44)
It should be noted here that the equation and boundary conditions for f are completely
decoupled from the mass fractions of the species. Therefore, a solution for the values
of f can be obtained independently without consideration for the conservation of mass
equations and boundary conditions.
We now seek to apply this transformation to the conservation of mass equations (3.32)
and (3.33) and the mass-flux boundary conditions (3.34) and (3.35). It must be stated
here that we only need consider the solution for one of the species since the other solution
can be obtained from (3.23). Henceforth, we will only consider the solution for YH . To
obtain the transformed equations we must note the coordinate transformation for the
mass fraction of species
Yi = Yi(ξ, η) (3.45)
and the transformation (3.41) alters the derivatives with respect to x and y via
∂Yi
∂y
=
∂η
∂y
∂Yi
∂η
,
∂Yi
∂x
=
∂ξ
∂x
∂Yi
∂ξ
+
∂η
∂x
∂Yi
∂η
(3.46)
Therefore, under this transformation we obtain the conservation of mass equation
1
Sc
∂2YH
∂η2
+
1
2
f
∂YH
∂η
− xdf
dη
∂YH
∂ξ
= 0 (3.47)
subject to the mass-flux boundary condition
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∂YH
∂η
= ξ
1
2 Re−
1
2Eqe(ξ), (3.48)
and the remaining boundary conditions
YH = Y˜H on ξ = 0, η > 0 (3.49)
YH → Y˜H as η →∞, ξ > 0 (3.50)
We have established the transformed equations and boundary conditions which we are
required to solve. We now wish to construct a set of equations to solve for the mass
fractions of species around the point of singularity within the flow.
3.7.1 Asymptotic solution for ξ  1
We seek a solution to equations (3.47)-(3.50) for small values of ξ close to the leading
edge of the plate. The point ξ = 0 is a singularity within the flow since this is where the
uniform stream initially contacts the stationary plate. Therefore, this is the point where
the velocity changes from the free stream velocity to zero instantaneously. We note from
(3.28) that qe(ξ) ∼ O(1) and so the boundary condition (3.48) suggests that we should
look for an expansion of the form
YH(ξ, η) = a0 + ξ
1
2a1(η) + ξa2(η) + ξ
3
2a3(η) + · · · , (3.51)
where the functions ai are O(1) as ξ → 0 and a0 = Y˜H , which can be shown from the
initial condition for YH at the inlet (3.49). Since we introduced the continuity condition
(3.23) we are only required to solve for YH , from which we can calculate YW via
YW = 1− YH (3.52)
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Therefore, we concentrate our attention on obtaining an asymptotic solution for the values
of ai(η) and solve for YW once we have the solution for YH . Substituting the expansion
(3.51) into the conservation of mass equation (3.47) yields the following system of equa-
tions in ascending orders of ξ, for O(ξ 12 ), O(ξ) and O(ξ 32 )
1
Sc
a′′1 +
1
2
fa′1 −
1
2
f ′a1 =0, (3.53)
1
Sc
a′′2 +
1
2
fa′2 − f ′a2 =0, (3.54)
1
Sc
a′′3 +
1
2
fa′3 −
3
2
f ′a3 =0, (3.55)
subject to the mass-flux boundary conditions, again given in ascending orders of ξ
a′1(0) =Re
− 1
2E
(
a0 +
1
2
a20 +
1
2
ln(YO) + σ
)
, (3.56)
a′2(0) =Re
− 1
2E
(
a1(0)
a0
+ a1(0) + a0a1(0)
)
, (3.57)
a′3(0) =Re
− 1
2E
(
a2(0)
a0
− a
2
1(0)
2a20
+ a2(0) +
a21(0)
2
+ a2(0)a0
)
, (3.58)
and the far field conditions
a1(η)→ 0, a2(η)→ 0, a3(η)→ 0 as η →∞ (3.59)
It should be stated that (3.43), (3.44) and (3.53)-(3.59) constitute a set of boundary
value problems for the momentum and different orders of the mass fraction of hydrogen
in (3.51). All of these equations must be solved together in order to obtain a solution for
YH and subsequently YW . We solve the boundary value problems at each order using the
shooting method where the parameter and dimensionless parameter values are given in
54
Parameter Symbol Value Units
Molar mass of chemical species mi mH=0.002 kg mol
−1
mW=0.018 kg mol
−1
Inlet mass fractions of species Y˜i Y˜H = 0.97
Y˜W = 0.03
Hydrogen diffusivity DH 10
−4 m2 s−1
Faraday’s constant F 96485 C mol−1
Gas constant R 8.314 J K−1 mol−1
Temperature T 1000 K
Input gas density ρin O(10
−1) kg m−3
Anode length L O(10−1) m
Specific resistance of zirconia Rs 1.707× 10−4 Ω m2
Viscosity µ 4.606× 10−5 kg m−1 s−1
Inlet velocity U0 O(10
−1)−O(1) m s−1
Ideal potential U r 0.99 V
Cell potential Ucell 0-1.2 V
Table 3.1: Parameters, their symbols, values and units
Tables 3.1 and 3.2. A plot representing the asymptotic solution for the mass fraction of
hydrogen at the plate is shown in Fig. 3.4. A method for obtaining the full numerical
solution is explained in the next section.
3.8 Numerical solution for ξ = O(1)
Now we have established an asymptotic solution for the momentum and mass fractions
around the point of singularity, we seek a full numerical solution for ξ = O(1). The
asymptotic solution is no longer valid within this region so we require an alternate solution
to the equations and boundary conditions (3.43)-(3.50).
3.8.1 Numerical method
Numerical Method Review
Before we construct the appropriate numerical method for the above model it is worth giv-
ing details regarding the options available including details of the benefits and drawbacks
55
Symbol Typical value Description
Re O(102) Reyonolds Number = inertial forces
viscous forces
Sc O(1) Schmidt number =
viscous forces
diffusive forces
σ 24.65− (−3)
E 0.02 electrochemical flux of hydrogen
diffusive flux of hydrogen
Table 3.2: Definitions of dimensionless parameters and their typical values
of each.
A review of numerical methods for non-linear PDEs was conducted by Tadmor (2012).
The methods for consideration were finite difference (FDM), finite element (FEM) and
finite volume (FVM). The benefits of the FDM are its versatility, easy of use, applicabil-
ity to the full spectrum of linear and non linear PDEs and is considered an ideal method
for boundary value problems (like those considered within this model). Due to its con-
struction, the FDM becomes difficult to use within complex geometries. The FEM has
advantages in complex geometries due to its flexibility in grid construction. The applica-
bility of the FEM is to boundary value PDEs which are expressed in different formations
(weak, saddle point etc). The FVM utilised the same grid construction as FEM but
works with cell averages rather than cell nodes. Once again this method is very versatile
to complex geometries. Although the FEM and FVM methods have advantages, they are
more computationally inefficient compared to the FEM method
Arima (2006) presented a numerical method for a chemically reacting fluid flow in-
corporating density and thermal variations. The method was based on a forward finite-
difference Crank-Nicholson method alongside the Newton-Raphson method for conver-
gence of a solution. The numerical scheme was validated for varying density values.
Therefore, a method aligning to this would be appropriate for compressible models.
In Peters (1976) the authors examined a model of the hydrogen-oxygen diffusion flame
in a flat boundary layer. It was found that for high Damkohler numbers (ratio of reac-
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tion rate to convective mass transport) only a Newton-Raphson iteration within a finite
difference discretisation gave satisfactory results. The hydrogen oxidation reaction has
been shown to have a very fast reaction rate (O´ Conaire et al., 2004) and so within this
reaction high Damkohler numbers are present. Therefore, this is an approach we can feel
confident with using within our model.
Numerical Framework Construction
In order to solve the system of equations and boundary conditions (3.43)-(3.50) for larger
values of ξ we are required to implement a numerical scheme. As with all numerical
methods, we desire one which is not only computationally efficient but also has a high
order of accuracy. We can see from the above model equations that we do not have a full
set of boundary conditions for the domain. More specifically, we do not have a boundary
condition for the velocity and mass fractions at the end of the plate, or outlet of the flow
(as ξ →∞). Therefore, in order to solve the above system of equations we are required to
implement a numerical step-by-step method, also known as a marching scheme. For our
model, the numerical marching scheme method begins at the leading edge, or inlet of the
flow, and progresses along the ξ coordinate until the end of the plate, for a desired length
scale in ξ. At each point along the ξ coordinate we adopt Newton’s method along the
points in η to find a convergent solution. Once a convergent solution has been found, to
within a degree of accuracy at our disposal, we then move onto the next point along ξ and
use an identical method, until we reach our desired end value. The iterative parameter,
which is used to alter the values at the grid points along η on each iteration, is used as
a tolerance of convergence, where we take the difference between two sets of iterations to
be at most O(10−3), say.
To numerically solve the model within our relevant domain we first must establish a
numerical grid and define grid nodes at which the model equations can be solved. We do
this by implementing a uniform grid with the ξ coordinate, where the grid nodes will be
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separated by a grid step size of 4ξ, which we can vary for computational efficiency and
accuracy. Due to the reaction occuring near the plate we expect significant variations
in the mass fractions of species within this region. Therefore, a non-uniform grid with
a greater amount of grid nodes close to the plate is more appropriate, with grid nodes
becoming more sparse as η → ∞. To do this we introduce an initial grid step size 4η1,
at the plate, where each subsequent grid step size is calculated via
4ηj+1 = k4ηj, (3.60)
where k is an amplification factor, which we take as k > 1, and j is the suffix corresponding
to the η coordinate. Using this method of grid step size generation results in adjacent
grid step sizes increasing as we move further away from the wall whilst maintaining more
grid points close to the plate compared with uniform grid generation. We can calculate
the grid points along η by the relationship
ηj+1 = ηj +4ηj. (3.61)
One drawback of using a non-uniform grid is the difficulty in discretising higher order
equations, compared to using a uniform grid. However, since all equations are of maximum
order 2 this should not be regarded as a time consuming process.
We have now established the basis for our numerical scheme and grid generation. It is
now necessary to discretise our system of equations so that they can be solved numerically.
To do this we use finite difference approximations in both coordinates. In the streamwise
coordinate, since we are using a marching scheme, we adopt the forward finite difference
method, given by
∂F
∂ξ
=
Fi+1,j − Fi,j
∆ξ
, (3.62)
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where i is the suffix corresponding to the ξ coordinate and F is variable which is being
discretised. Now, for the transverse coordinate η we have a full set of boundary conditions
for each grid step i in ξ. Therefore, the first order derivative can be discretised using the
central difference approximation
∂F
∂η
=
Fi,j+1 − Fi,j−1
ηj+1 − ηj−1 . (3.63)
When it comes to defining the second order derivative in the η coordinate we have to
give more consideration to the non-uniform grid step size. This is because the second
order derivative requires evaluation at 3 grid nodes when using a central difference ap-
proximation. Using 3 grid nodes means we have to consider 2 non-equal grid step sizes,
making the discretisation slightly more difficult. Therefore, we express the second order
derivative in η via the equation
∂2F
∂η2
=
2
ηj+1 − ηj−1
[
Fi,j+1 − Fi,j
ηj+1 − ηj −
Fi,j − Fi,j−1
ηj − ηj−1
]
. (3.64)
The discretisations (3.63) and (3.64) are second order accurate which implies that the
order of accuracy is ∆η2. In order to keep this order of accuracy within the surface
boundary conditions we introduce the one-sided difference as the discretisation method
along these points
∂F
∂η
∣∣∣∣
η=0
=
−3Fi,j + 4Fi,j+1 − Fi,j+1
ηj+1 − ηj−1 . (3.65)
We have established the discretisations for the derivatives within our model. We can see
that the discretisations in the η coordinate are second order accurate and are first order
accurate within the ξ coordinate, due to the marching scheme. Therefore, to keep the
level of accuracy high we require more grid points in the ξ coordinate. Furthermore, for
convergence in the η coordinate we must be careful when setting the range of η. After
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extensive numerical attempts it was determined that a value of ηmax ≈ 12 was sufficiently
large enough to produce convergent solutions.
3.9 Results and discussions
The above numerical method has been implemented and data has been extracted from
this. Before we analyse this data it is worth stating that the efficiency of this model is
to the order of seconds for both asymptotic and full numerical solutions on a single high-
speed PC. This is a vast improvement to many numerical models where computational
times have been reported to take 2-3 h working on 10 parallel machines or 10-15 h working
on a single high-speed PC (Ju & Wang, 2004).
Fig. 3.4 is a plot of the numerical (full line) and asymptotic (broken line) solutions for
the surface mass fraction of hydrogen. We can see from this plot that the two lines are in
very good agreement and can be considered identical for 0 6 ξ 6 1 and certainly for small
values of ξ, which is to be expected from the construction of the asymptotic solution. The
main point to notice from this plot is the rapid reduction in the mass fraction of hydrogen
close to the leading edge compared to further down the plate. This is to be expect as this
is the region where we expect the ion flux density, qe(ξ), to be at its greatest.
A more detailed examination of the reaction rate of hydrogen along the surface of the
plate can be found in Fig. 3.5. Here we have plotted the gradient of the mass fraction of
hydrogen YH along the surface of the plate for a cell potential of Ucell = 0.5. We can see
from the plot the severity of the reaction close to the leading edge of the plate. Moreover,
this reaction rate very rapidly converges towards zero. The main reason for this is that
the initial flow is a hydrogen rich stream but as we move along the plate this composition
approaches a 50:50 hydrogen to water split. This reduces the presence of hydrogen along
the surface of the cell which in turn will reduce the reaction rate of hydrogen.
In Fig. 3.7 we represent a more detailed view of the mass fraction of hydrogen as we
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Figure 3.4: Comparison of numerical (full line) and asymptotic (broken line) solutions for
YH(ξ, 0) when Ucell = 0.5 . The result are closely matched for ξ  1 and diverge slightly
as ξ increase.
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Figure 3.5: Numerical solution of ∂YH
∂ξ
along the surface of the plate for Ucell = 0.5. This
demonstrates how the reaction rate of hydrogen along the surface of the plate varies.
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Figure 3.6: YH plotted along the surface of the plate for vary values of η. This plot
demonstrates the reliance of convergence on the value of η.
now represent it in the entire domain of consideration. Here we have plotted the mass
fraction of hydrogen for an overall cell potential of Ucell=0.5. This surface plot highlights
how the surface reaction only has an effect on the flow within a small region close to the
plate and that in the far field the flow is not altered. One point that is not entirely visible
from this figure is that the reaction influences more into the free stream as we move along
the plate. Alternatively, for larger values of ξ we see an influence from the reaction in
larger values of η. Although the far field value of ηmax ≈ 12 may seem excessive here, due
to the reaction influence only being confined to a short distance close to the plate, it is
necessary in order to obtain a convergent solution as mentioned earlier.
Fig. 3.6 demonstrates the reliance of convergence on the selected value of η. We can
see that for η < 7.37 the solution is not fully converge but for η > 7.37 we can assume
convergence for this particular model set-up. Therefore, to ensure convergence for any
considered modelling conditions we set ηmax ≈ 12.
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Figure 3.7: YH plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of hydrogen varies throughout the flow domain.
For completeness we have plotted the mass fraction of water, YW , against the (ξ, η)
coordinate system for Ucell=0.5 in Fig. 3.8. Due to the condition given by (3.52) we know
that the amount of water produced is exactly equal to that of hydrogen consumed.
Fig. 3.9 shows a plot of the surface mass fraction of hydrogen against the ξ coordinate
for varying values of the potential Ucell. Here we have taken the values of Ucell to be Ucell=1,
0.8, 0.6, 0.4, 0.2, 0, where the top line corresponds to Ucell = 1 and the subsequent lower
lines correspond to decreasing values of Ucell. We can see here that for lower values of Ucell
we have a greater reaction rate of hydrogen along the surface of the plate. The reason
for this can be seen from the ion flux density equation (3.28) and (3.29) where decreases
in Ucell promotes an increase in the ion flux density which explains the increase in the
reaction rate.
A more detailed plot of the effects of varying values of Ucell against the surface mass
fraction of hydrogen is given in Fig. 3.10. This plot highlights further the point that
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Figure 3.8: YW plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of water varies throughout the flow domain (This is linked
to the mass fraction of hydrogen since YH + YW = 1).
decreasing the value of Ucell increases the reaction rate of hydrogen. Also for completeness
we have plotted the surface mass fraction of water for varying values of Ucell in Fig. 3.11
During the establishment of this model we assumed that the oxygen concentration on
the cathode side of the cell was constant and that it took the value of YO = 0.23, the mass
fraction of concentration in air. In Fig 3.12 we investigated how the surface mass fraction
of hydrogen varies for varying values of the mass fraction of oxygen on the cathode side
for Ucell = 0.5. We examined values of YO in the range of 0.1 to 1 and discovered that
the reaction rate of hydrogen increased with increasing values of Y0. The reason for this
comes from examination of the ion flux density (3.28) and (3.29) where it can be seen
that increases in the value of YO from YO = a to YO = b, for b > a, gives an increase
to qe(ξ) of
1
2
log( b
a
) > 0. Any increase in the ion flux density will give an increase in the
reaction rate of hydrogen and hence the production of water.
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Figure 3.9: Plot of the surface mass fraction of hydrogen, YH(ξ, 0) for Ucell=1, 0.8, 0.6,
0.4, 0.2, 0. This demonstrates how the mass fraction of hydrogen along the surface of the
plate varies when the cell potential is altered.
Further to assuming the mass fraction of oxygen remained constant at YO = 0.23 we
also assumed that the inlet mass fraction of hydrogen was set at Y˜H = 0.97. Therefore, we
examined the surface mass fraction of hydrogen when the inlet mass fraction of hydrogen
was varied. We took vales of Y˜H between 0.03 to 0.97 since a full water inlet would
provide no reaction and would give complications when calculating qe(ξ), this is due to
the log(YH) term becoming log(0). The results of this investigation are plotted in Fig. 3.13
for Ucell = 0.5. We can see that for very small amounts of hydrogen it is hard to distinguish
whether there is a reaction occurring. From this, and from examination of qe(ξ), we would
expect very low performance from an SOFC operated on with low input mass fractions
of hydrogen. It should be noted here that this is only a theoretical representation which
does not take into account flammability limits of a hydrogen inlet especially if oxygen has
made it into the anode gas channel. For a large array of flammability limits see Coward
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Figure 3.10: Plot of the surface mass fraction of hydrogen, YH(ξ, 0),against ξ and varying
values of Ucell. This demonstrates how the surface mass fraction of hydrogen varies for all
considered cell potentials.
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Figure 3.11: Plot of the surface mass fraction of water, YW (ξ, 0),against ξ and varying
values of Ucell (This follows from Fig 3.10 and from YH + YW = 1).
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Figure 3.12: Plot of the surface mass fraction of hydrogen, YH(ξ, 0),against ξ and varying
values of the concentration of oxygen, YO, on the air side of the fuel cell. This demonstrates
how the surface mass fraction of hydrogen varies when the concentration of oxygen present
within the cathode is altered.
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Figure 3.13: Plot of the surface mass fraction of hydrogen, YH(ξ, 0),against ξ and varying
values of the inlet mass fraction of hydrogen Y˜H . This demonstrates how the surface mass
fraction of hydrogen varies when the inlet composition of the anode is altered.
& Jones (1952).
In Fig. 3.14 we have plotted the surface mass fraction of hydrogen against the oper-
ating temperature along the plate. We have examined temperature variations between
T = 1000 K and T = 1273 K which restricts our attention to high temperature fuel
cells. From this plot we can see that the hydrogen surface mass fraction increases with
increasing values of T , although the variation is small for ξ 6 1.
All of the results demonstrated within this chapter are fundamental in identifying how
certain operational conditions can affect the flow and reaction within a fuel cell. In the
proceeding chapter we will also see how they are critical in determining and optimising
the electrical performance of an SOFC.
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Figure 3.14: Plot of the surface mass fraction of hydrogen, YH(ξ, 0),against ξ and varying
values of Temperature T . This demonstrates how the surface mass fraction of hydrogen
varies when the operating temperature of the cell is altered
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3.10 Validation
In order to assess the validity of the model results we need to ensure that the analytical
and numerical methods are sound. In order to do this we require an existing model which
we can use to draw comparisons with our own. The difficulty in doing this that rigorous
mathematical models for fuel cells are limited and do not adopt this novel modelling
technique. Therefore, we seek a more theoretical model that aligns closely to one set out
within this chapter.
(Merkin, 1996) developed an analytical and numerical model for the homogeneous and
heterogeneous reactions of two generic species over a flat, semi infinite, impermeable plate.
This model is comparable to the one laid out in this chapter, differing on its applicability
towards fuel cells. Therefore, in order to assess the validity of our analytical and numerical
framework the model was adjusted to align with that presented by (Merkin, 1996) and
the results plotted within Fig. 3.15
The validation results plotted in Fig. 3.15 exactly match those published within
(Merkin, 1996) . This therefore validates our analytical and numerical framework as fit
for purpose for the model within this chapters and subsequent similar model.
3.11 Chapter Summary
Within this chapter we have constructed a model for the incompressible flow and het-
erogeneous reaction of humidified hydrogen across a flat semi-infinite impermeable plate.
The purpose of this is to reduce the model for a planar SOFC to a first principles model
in order to increase rigorous analytical techniques and numerical efficiency.
We have demonstrated the construction of a framework of governing equations and
boundary conditions to model the flow and surface reaction. Moreover, we have shown
how boundary-layer theory and self-similarity can be utilised to reduce the complexities
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Figure 3.15: Analytical and numerical model methodology applied to the model developed
by Merkin (1996)
involved in a numerical solution. A rigorous asymptotic analysis approach has been
undertaken to understand the flow and reaction close to a naturally occurring singularity
within the flow. Matching this analysis with a highly efficient numerical solution (to the
order of seconds) means that we have generated a model which produces fast solutions
that we can have confidence in.
It should be noted here that this model is a simplified first principles view of an
operating SOFC. Due to these simplifications the results may not be indicative of what
one would expect to see in experimental outputs. However, the benefits and value of this
model are in the construction of a rigorous analytical and efficient numerical framework
which will be applied to all the models throughout this work. Therefore, even though the
results within this chapter may not have same level of accuracy compared to empirical
data, they are fundamental in the construction and solutions of the proceeding models.
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Chapter 4
Electrical Model
In chapter 3 we constructed a simplified model for the reactions within a planar SOFC
operating on humidified hydrogen. We also demonstrated how the mass fractions of
species vary along the surface of the plate and with varying cell potential. However, the
most useful outputs from fuel cell analysis is a current-voltage plot, or I-V curve as it
is more commonly known, as well as current-power plots. The main concept of the I-
V curve is to demonstrate the electrical performance of the cell when it is operated at
varying voltages and currents. The current-power plots identify the maximum operating
power output and the values of cell current which achieve this. From these one is able to
find the optimal electrical performance attainable from the cell, or cell stack, which gives
optimal operating conditions for that cell, or cell stack.
4.1 Current-voltage plot
To produce the current-voltage plot for our model represented in chapter 3 we need to
have an expression that couples the current and voltage. In the previous chapter we gave
an equation which demonstrates this
i(x) = 2Fqe(x), (4.1)
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where i(x) is the local current density, F is Faraday’s constant and qe(x) is the local ion
flux density. We have seen that the ion flux density can be expressed as
qe(x) =
RT
4F 2Rs
[
ln
(
YHY
1
2
O
YW
)
+ ln
(
mW (ρRT )
1
2
mHm
1
2
O
)
+
2F
RT
(U r − Ucell)
]
(4.2)
and we showed that after non-dimensionalisation we obtain
qe(x) = ln
(
YHY
1
2
O
YW
)
+ σ (4.3)
where the dimensionless parameter σ is given by
σ = ln
(
mW (ρinRT )
1
2
m
1
2
Hm
1
2
O
)
+
2F
RT
(U r − Ucell) (4.4)
Therefore, (4.1), (4.3) and (4.4) represent a coupled system that we can use to produce a
current-voltage plot from our model. Before we proceed in producing a plot to represent
the electrical performance we are required to give a couple of details regarding the coupled
system.
As we stated in chapter 3, section 3.3, we take the voltage, or cell potential, as a
variable. This results in σ varying, as was shown in Table 3.2 and since we know all the
other parameter values within σ we can say that σ is a known variable. Furthermore, we
know the values of YH and YW for varying values of the voltage from chapter 3 and we
have made the assumption that YO is constant and takes the value Y0 = 0.23. Thus from
our model result we can calculate the value of the ion flux density qe(x) for varying values
of the cell voltage and hence we can calculate the current density for varying values of
the cell voltage.
In Fig. 4.1 we have plotted the cell voltage Ucell against the current density i, for
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Figure 4.1: Average current-voltage plot across the length 0 6 ξ 6 1. This demonstrates
the relationship between the cell voltage and current density for this model.
the range 0 6 ξ 6 1, which is known as an I-V or current-voltage curve. These curves
represent the changes in the cell potential when there is a change in current drawn from
the cell. The I-V curve is a fundamental aspect of fuel cell research as it gives details on
the operating characteristics of a particular cell. We can see from our plot that we have
a linear relationship between the cell voltage and the current density. The reason for this
is that when we establish the electrochemistry for our model, in section 3.3, we assume
that the only overpotential was that of the ohmic overpotential (3.18). Hence we would
expect to see a linear relationship between these two variables. In establishing this plot
we utilise the information generated by Figs. 3.10 and 3.11 to calculate qe(ξ) for varying
values of Ucell. Once we calculated qe(ξ) we were required to find its average value in the
range 0 6 ξ 6 1 and then use the relationship (4.1) to obtain the current density for
varying Ucell.
In Fig. 4.1 we plotted the average current-voltage curve in the region 0 6 ξ 6 1 but
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Figure 4.2: Current-voltage plot for varying values of ξ, ξ=0, 0.2, 0.4, 0.6, 0.8, 1, where
increasing ξ corresponds to a right to left shift in curves. This demonstrates how the
relationship between cell potential and current density varies at different positions along
the plate.
this does not describe how the cell performance varies positionally. Fig. 4.2 represents
varying current-voltage curves for various positions along the plate, for ξ=0, 0.2, 0.4, 0.6,
0.8, 1. The curve on the far right corresponds to that of ξ = 0 and the shift left in
curves corresponds to increasing values of ξ. We had shown previously in Fig. 3.5 that
the reaction rate of hydrogen is at its highest close to the leading edge. Therefore, it is
expected that the highest current density values are achieved within this region. We can
also see that as we move along the plate these curves seem to be converging which is a
sign that the reaction rate of hydrogen is slowing down. This slowing down of the reaction
rate is also represented in Fig. 3.5 since over short distances away from the leading edge,
say ξ = 0.2, we can see that the variation is YH is much less than that of the variation
around ξ = 0.
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4.2 Current-power plot
In the previous section we demonstrated how we produce current-voltage plots from our
model in chapter 3. However, current-voltage plots do not give any details about how
much power is outputted from our cell model. Power production is a key factor in fuel
cell manufacturing and implementation since you want to produce the maximum amount
of power you can from a single cell. Furthermore, for operational reasons we would like
to know what voltage the cell should be run at in order to produce the maximum power.
Therefore, we require an equation which relates the power output of the cell to the cell
voltage. Such an equation is given by
P (x) = i(x)Ucell, (4.5)
where P (x) represents the local power density of the cell. We can see that due to the linear
relationship between the current density and the voltage we would expect a quadratic
relationship between the current density and the power density.
Fig. 4.3 shows the cell power output within the range 0 6 ξ 6 1, where we have used
the results in Fig. 4.1 to find the relationship between potential and current density and
then used (4.5) to calculate the power density. From this plot we can deduce that the
highest power density achievable is 0.1994 W cm−2 which occurs at a current density of
0.3377 A cm−2. If we examine Fig. 4.1 we can see that this current density is equivalent
to a cell voltage of 0.6 V . Hence, from our model we can deduce that in order to produce
the maximum amount of power from the cell it should be operated at 0.6 V .
As with the current-voltage plots, Fig. 4.3 does not give details about how the cell is
performing spatially, only details regarding the average cell performance. In Fig. 4.4 we
have plotted power density against current for varying cell positions along the plate, for
ξ=0, 0.2, 0.4, 0.6, 0.8, 1. The curve on the far right corresponds to that of ξ = 0 with
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Figure 4.3: Average current-power plot across the length 0 6 ξ 6 1. This demonstrates
the relationship between the cell power density and current density for this model.
decreasing curves corresponding to increasing ξ. Since the point ξ = 0 is the position
where the highest reaction rate of hydrogen is achieved and hence the largest ion flux
density, we should expect to see this region giving the largest value of the cells power
density.
We have seen from Figs. 4.1-4.4 how varying the electrochemical parameters can have
an effect on the overall performance of the cell. We now wish to focus our concentration
on how varying the inlet parameters can affect the cell performance. In Fig. 4.5 we
have plotted the power density of the cell against the mass fraction of oxygen on the air
side of the cell. We can see from this plot that increasing the level of oxygen within the
air side of the cell increases the power density of the cell. More specifically, increasing
the mass fraction of oxygen from YO = 0.1 to YO = 1 gives an increase in the power
density of 0.0136 W cm−2. This is to be expected as increasing YO increases the ion flux
density through equation (4.2) which inherently increases the power density through the
relationship between the ion flux density and the current density of the cell.
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Figure 4.4: Current-power plot for varying values of ξ, ξ=0, 0.2, 0.4, 0.6, 0.8, 1, where
increasing ξ corresponds to a right to left shift in curves. This demonstrates how the
relationship between the cell power density and current density varies at different positions
along the plate.
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Figure 4.5: Power density plotted against varying values of the concentration of oxygen
on the air side, YO, for Ucell=0.5. This demonstrates how the achievable cell power density
varies when the oxygen mass fraction within the cathode side of the cell is altered.
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Figure 4.6: Power density plotted against varying values of the inlet mass fraction of
hydrogen, Y˜H , for Ucell=0.5. This demonstrates how the achievable cell power density
varies when the anode inlet composition is altered.
In Fig. 4.6 we have plotted the power density of the cell against the inlet mass fraction
of hydrogen Y˜H . We can see that the power density increases with increasing values of
the inlet mass fraction with an increase of 0.1514 W cm−2 when Y˜H is increased from
Y˜H = 0.03 to Y˜H = 0.97. Moreover, we can see the drastic increase in power density from
Y˜H=0.03 to Y˜H ≈ 0.2, where the increase after this point has a more linear behaviour.
This increase is due to the log(YH) term which is present in the ion flux density equation
(4.2). On examination of the log function we can see that the largest increases in its
value occur when the number you are taking the logarithm of is small. However, one
must note that not all of the values of Y˜H given within this plot are valid. In operational
fuel cells oxygen leakages can occur within the anode side of the cell which can combust
with hydrogen if fuel inlet is not hydrogen rich or sparse. Therefore, some consideration
will need to be given regarding these combustion limits before establishing the inlet mass
fractions (Coward & Jones, 1952).
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Figure 4.7: Power density plotted against varying values of the cell temperature, T ,
for Ucell=0.5. This demonstrates how the achievable cell power density varies well the
operating temperature of the cell is altered.
Although the model in chapter 3 is considered to be isothermal we still have to set the
inlet and cell operating temperature. In Fig. 4.7 we investigated how the power density of
the cell varies when we alter the operating temperature of the cell. We have concentrated
mainly on the high temperature region and as such have examined temperatures between
T = 1000 K and T = 1273 K to see what effects vary this temperature has. We can see
from this plot that power density and temperature have an almost linear relationship and
so increasing the temperature increases the power density of the cell. More specifically,
the power density increases by 0.0017 W cm−2 when we increase the temperature from
T = 1000 to T = 1273.
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Chapter 5
Heterogeneous Reaction in
Boundary-Layer Flow with
Electrochemistry with Methane
Inlet
In chapter 3 we considered the heterogeneous reaction of humidified hydrogen across a flat
semi-infinite plate and examined a model for this to depict an operational planar SOFC.
We now wish to adapt this model to consider an inlet mixture involving methane rather
than hydrogen as the fuel. One of the main reasons for considering methane as a fuel is
that 96% of hydrogen is currently produced from reforming hydrocarbons (Armor, 1999)
which makes it not only expensive and difficult to store but also means that it is prone to
explosions (Kendall, 2000). Therefore, more work has been conducted to examine direct
reforming of methane within an SOFC, with steam reforming being the most economical
way of producing hydrogen (Armor, 1999). Methane is a fuel that is readily available and
is already used in many domestic applications such as gas cookers and boiler systems.
Therefore, this makes methane a safer, cheaper and more economically viable fuel on
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which an SOFC can be operated on.
The use of methane as a fuel to operate SOFCs on is commonly used by experimen-
talists since direct reforming of methane to hydrogen can occur within the cell. This is
due to the high operating temperatures of SOFCs which results in these cells being able
to deal with impurities that would destroy other cells, as shown in Table 2.2.
5.1 Model description
The model we now present is identical to that depicted in Fig. 3.2 apart from the fact
we are no longer using humidified hydrogen as our inlet mixture. The inlet mixture in
this model will consist mainly of helium and methane with a small amount of water. We
will consider the same mole fractions as Cooper et al. (2000) which is taken to be 90%
helium and 10% methane and water. This gives us the mole fractions 54/60 for helium,
5/60 for methane and 1/60 for water. The inlet compostion will once again be pre-heated
to 1000K as it approaches the anode of the cell. The reaction scheme within this model
is a lot more complex then that shown in chapter 3. The consideration of all possible
reactions that could be present within an SOFC operating on this inlet is not viable or
practical from an efficiency point of view. Therefore, we will only consider the reactions
given below
CH4 +H2O
k1−→3H2 + CO rate k1CfCW , (5.1)
CH4 + CO2
k2−→2H2 + 2CO, rate k2CfCd, (5.2)
CO +H2O
k3−→H2 + CO2 rate k3CMCW . (5.3)
where ki are the reaction rate coefficients and Ci are the concentrations of species i.
The above system of reactions are considered irreversible for the purpose of this model
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for simplification. Physically these reactions are reversible for temperatures of 1000K.
We denote the subscripts i by the following: f(Methane), W(Water), D(Carbon dioxide),
M(Carbon monoxide), H(Hydrogen) and h(Helium). Since Helium is inert we do not need
to consider the species within this model, just to note that it remains at a constant level
and that it will appear in experimental work.
Reaction (5.1) is known as the steam reforming reaction which produces hydrogen
from the initial inlet mixture. The steam reforming reaction is highly endothermic (4H =
206.2 kJ/mol) and is considered to need a large amount of energy to implement as well
as a nickel or supported nickel catalyst for a rapid reaction. Therefore, we will consider
the steam reforming reaction to be a heterogeneous reaction due to the need of a catalyst.
Reaction (5.2) is known as methane dry reforming which utilises the carbon dioxide which
is produced during operation and converts it into useful hydrogen. Once again the dry
reforming reaction is highly endothermic (4H = 247 kJ/mol) and requires high energy
levels in order to take place. A normal negative with this reaction is that it requires
operating temperatures of > 700◦C which will occur in most SOFCs (Tu et al., 2011).
Furthermore, the dry reforming reaction also requires the presence of a catalyst, generally
nickel based, in order to operate. Therefore, we will once again consider this reaction
to also be heterogeneous. Finally, reaction (5.3) is known as the water gas shift reaction
which converts carbon monoxide and water into hydrogen and carbon dioxide (the carbon
dioxide is subsequently used in (5.2)). The water gas shift reaction is slightly exothermic
(4H = −41.2 kJ/mol) and therefore releases energy back into the system rather than
consuming it as in (5.1) and (5.2). As is common with the other two reactions a catalyst
is required in order for the reaction to form. One difference with the water gas shift
reaction is that it can operate at low and high temperatures but the similarity is that a
nickel based or nickel-loaded catalyst is required (Li et al., 2000).
The reactions above, (5.1)-(5.3), generate hydrogen from the initial inlet of methane,
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water and helium. Once hydrogen has been generated within the cell it can be utilised
by the hydrogen oxidation reaction, given by
H2 +O
2− → H2O + 2e−. (5.4)
with the details of this reaction given in section 3.1.
In the construction of this model we will make the following assumptions:
• The reactions will be assumed to be isothermal;
• The substrate will be assumed to be flat, semi-infinite and impermeable;
• The initial velocity is uniform as it approaches the plate with velocity u = U0, where
u is the streamwise velocity component;
• The length of the plate will be assumed to be L;
• The flow is incompressible;
• Constant pressure;
• Non-zero viscosity resulting in a boundary-layer forming across the plate, proceeding
from the leading edge;
• The flow is operating under steady state conditions and is therefore well mixed in
the uniform stream before it reaches the plate.
5.2 Mathematical model
Many of the details of the mathematics and electrochemistry involved within this model
have been explained and presented within sections 3.2 and 3.3. Therefore, we will not go
into details about the equations which will be used but just state them for the readers
convenience.
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The conservation of momentum within the model is governed by the boundary layer
equation
u
∂u
∂x
+ v
∂u
∂y
= ν
∂2u
∂y2
, (5.5)
where u and v are again the streamwise and transverse velocity components, x and y are
the streamwise and transverse coordinates and ν is the kinematic viscosity of the mixture.
Taking into account the incompressibility assumption yields the following
∂u
∂x
+
∂v
∂y
= 0 (5.6)
In this model equations (5.5) and (5.6) control the momentum of the fluid mixture. We
now define the equation for the conservation of mass of each of the species involved, which
is given by
u
∂Yi
∂x
+ v
∂Yi
∂y
= Di
∂2Yi
∂y2
(5.7)
where the term Yi is the mass fraction of species i and is calculated by
Yi =
miCi
ρ
(5.8)
It should be noted that the amount of each of the species given in section 5.1 is given
in mole fractions rather than mass fractions. Hence, we require an equation to convert
these mole fraction values into mass fractions so we can utilise them in our model. Such
an equation is given by
Yi =
Ximi∑
iXimi
(5.9)
where Xi is the mole fraction of species i.
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The model electrochemistry that we are going to incorporate into this model is identical
to that developed in section 3.3. Therefore, we will not go into great detail regarding the
equations but simply state them for completeness. The current density of the cell is
related to the ion flux density via
i(x) = 2Fqe(x), (5.10)
where F is the Faraday constant, i(x) is the local current density and qe(x) is the local
ion flux rate. The Nernst equation, written in terms of the mass fractions of species is
given by
UN = U r +
RT
2F
ln
(
YHY
1
2
OmW (ρRT )
1
2
YWmHm
1
2
O
)
(5.11)
where U r is the ideal potential, R is the gas constant, T is the absolute temperature and
ρ is the mixture density. Moreover, in this model we again assume that YO is constant
and takes the value YO = 0.23. We can relate the Nernst potential to the overall cell
potential due to the relationship
Ucell = U
N − i(x)Rs, (5.12)
where the term i(x)Rs corresponds to an ohmic overpotential and Rs is the specific resis-
tance of the substrate to the ion conduction. Combining (5.10),(5.11) and (5.12) yields
the following equation for the ion flux density
qe(x) =
RT
4F 2Rs
[
ln
(
YHY
1
2
O
YW
)
+ ln
(
mW (ρRT )
1
2
mHm
1
2
O
)
+
2F
RT
(U r − Ucell)
]
(5.13)
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5.3 Boundary conditions
Now we have established the mathematical and electrochemical equations that govern our
model. We are required to give an accurate set of boundary conditions that depict the
flow and reaction within the domain. The input gas consists of very slightly humidified
methane and the flow is assumed to be uniform, with respect to the streamwise coordinate.
We can calculate the mass fractions of the inlet species using (5.9) and the mole fractions
given in section 5.1. Hence, the inlet boundary conditions are (for y > 0)
Yf = Y˜f , Yh = Y˜h, YW = Y˜W , YD = 0, YM = 0, YH = 0, u = U0, v = 0 on x = 0 (5.14)
where the values of Y˜f , Y˜h and Y˜W are given by
Y˜f = 0.2548, Y˜h = 0.6879, Y˜W = 0.0573 (5.15)
The boundary conditions far from the plate are given by (for x > 0)
Yf → Y˜f , Yh → Y˜h, YW → Y˜W , YD → 0, YM → 0, YH → 0, u→ U0, v → 0 as y →∞
(5.16)
On the surface of the plate we have the no-slip condition for the velocity components
u = 0, v = 0 on y = 0, x > 0 (5.17)
Since all of the reactions (5.1)-(5.4) occur on the surface of the plate it is necessary to
balance the amount of each of the species transported through normal diffusion with the
amount that is produced or consumed within the reactions. Therefore, we introduce the
87
mass-flux boundary conditions on the plate
Df
∂Yf
∂y
=
k1YfYWρ
mW
+
k2YfYDρ
mD
, (5.18)
Dh
∂Yh
∂y
=0, (5.19)
DD
∂YD
∂y
=
k2YfYDρ
mf
− k3YMYWρmD
mMmW
, (5.20)
DW
∂YW
∂y
=
k1YfYWρ
mf
+
k3YMYWρ
mM
− qe(x)mW
ρ
, (5.21)
DM
∂YM
∂y
=
k3YMYWρ
mW
− k1YfYWρmM
mfmW
− 2k2YfYDρmM
mfmD
, (5.22)
DH
∂YH
∂y
=
qe(x)mH
ρ
− 3k1YfYWρmH
mfmW
− 2k2YfYDρmH
mfmD
− k3YMYWρmH
mMmW
, (5.23)
5.4 Non-dimensionalisation
We have established a model for the governing equations (5.5),(5.6) and (5.7) with the
corresponding boundary conditions (5.14)-(5.23) in dimensional form. We now introduce
the following non-dimensional variables
mi =
mi
mH
, ρ =
ρ
ρin
, u = U0u, v = U0Re
− 1
2v, x =
x
L
, y =
yRe
1
2
L
,
ki =
ki
k1
, qe(x) =
4F 2Rs
RT
qe(x), Re =
U0L
ν
(5.24)
Applying these new variables to the ion flux density gives (on dropping the bars for
convenience)
qe(x) = ln
(
YHY
1
2
O
YW
)
+ σ (5.25)
where σ is a non-dimensional parameter defined to be
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σ = ln
(
mW (ρinRT )
1
2
m
1
2
Hm
1
2
O
)
+
2F
RT
(U r − Ucell) (5.26)
Under the assumption that the flow is incompressible we have that ρ = 1. Now applying
these variables to the momentum and mass conservation equations yields
∂u
∂x
+
∂v
∂y
=0, (5.27)
u
∂u
∂x
+ v
∂u
∂y
=
∂2u
∂y2
, (5.28)
u
∂Yi
∂x
+ v
∂Yi
∂y
=
1
Sci
∂2Yi
∂y2
, (5.29)
where Sci is the Schmidt number related to species i and is defined to be Sci = ν/Di. The
Schmidt numbers are at least O(1) within the boundary layer region where the viscous
effects dominate that of diffusion. Outside of the boundary-layer we would expect the
Schmidt numbers to be at most O(1) as the diffusion terms become more dominant. The
dimensionless mass-flux boundary conditions on the plate are
∂Yf
∂y
=θf
[
YfYW
mW
+
k2YfYD
mD
]
, (5.30)
∂Yh
∂y
=0, (5.31)
∂YD
∂y
=θD
[
k2YfYD
mf
− k3YMYWmD
mMmW
]
, (5.32)
∂YW
∂y
=θW
[
YfYW
mf
+
k3YMYW
mM
]
− κW qe(x)mW
Re
1
2
, (5.33)
∂YM
∂y
=θM
[
k3YMYW
mW
− YfYWmM
mfmW
− 2k2YfYDmM
mfmD
]
, (5.34)
∂YH
∂y
=κH
qe(x)
Re
1
2
− θH
[
3YfYW
mfmW
− 2k2YfYD
mfmD
− k3YMYW
mMmW
]
, (5.35)
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where the non-dimensional parameters θi and κi are defined to be
θi =
k1Lρin
DimHRe
1
2
, κi =
RTmHL
4DiF 2Rsρin
(5.36)
The boundary conditions at the inlet now become
Yf = Y˜f , Yh = Y˜h, YW = Y˜W , YD = 0, YM = 0, YH = 0, u = 1, v = 0 on x = 0 (5.37)
and in the far field
Yf → Y˜f , Yh → Y˜h, YW → Y˜W , YD → 0, YM → 0, YH → 0, u→ 1, v → 0 as y →∞
(5.38)
Finally, the velocity conditions on the plate are
u = 0, v = 0 on y = 0, x > 0 (5.39)
5.5 Outer region as Re →∞
We now seek a solution for the outer inviscid region within the flow. Since there is no
homogeneous reaction within this region of our model we can say that the species are only
subject to convection and diffusion. We may also assume that within this region there
is no feedback from the heterogeneous reactions (5.1)-(5.4). Therefore, we may drop the
mass-flux conditions (5.30)-(5.35) within the outer region. As a result we can obtain the
exact solution within this region, given by
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Yf = Y˜f , Yh = Y˜h, YW = Y˜W , YD = 0, YM = 0, YH = 0, u = 1, v = 0 (5.40)
The outer solution represents a uniform flow of reactants without the presence of a re-
action. This exactly conforms with the fact that the outer solution is outside of the
boundary-layer region and is not affected by the heterogeneous reaction.
5.6 Inner region as Re →∞
Within the inner region of the boundary-layer we are unable to drop the mass-flux con-
ditions as we did in the outer region. This is due to the heterogeneous reactions and the
effects of viscosity within this region of the flow. Therefore, we are required to find a
solution to (5.27)-(5.29) subject to the boundary conditions (5.30)-(5.39). Since there is
no suction or blowing on the plate we can introduce a transformation which we used in
section 3.7. For the readers convenience we will state this again
ψ = ξ
1
2f(η), with η =
y
x
1
2
and ξ = x, (5.41)
where
u =
∂ψ
∂y
, v = −∂ψ
∂x
(5.42)
By definition of the stream function variable ψ we have that the volumetric continuity
condition (5.27) is automatically satisfied. As in chapter 3, applying this transformation
to the momentum equation (5.28) yields the Blasius equation
f ′′′ +
1
2
ff ′′ = 0 (5.43)
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where the primes denote differentiation with respect to the similarity variable η. The
momentum boundary conditions under the transformation (5.41) become
f ′(∞) = 1, f(0) = f ′(0) = 0 (5.44)
As we would expect the momentum equation and boundary conditions are completely
decoupled from the mass fractions of any of the species. Hence, we can obtain a solution for
f independently but we cannot obtain a solution for the mass fractions without knowing
the solution for f . Therefore, if we substitute the transformation into the convection-
diffusion equation (5.29) for all species then we obtain
1
Sci
∂2Yi
∂η2
+
1
2
f
∂Yi
∂η
− xdf
dη
∂Yi
∂ξ
= 0 (5.45)
subject to the mass flux boundary conditions at the plate
∂Yf
∂η
=ξ
1
2 θf
[
YfYW
mW
+
k2YfYD
mD
]
, (5.46)
∂Yh
∂η
=0, (5.47)
∂YD
∂η
=ξ
1
2 θD
[
k2YfYD
mf
− k3YMYWmD
mMmW
]
, (5.48)
∂YW
∂η
=ξ
1
2
{
θW
[
YfYW
mf
+
k3YMYW
mM
]
− κW qe(ξ)mW
Re
1
2
}
, (5.49)
∂YM
∂η
=ξ
1
2 θM
[
k3YMYW
mW
− YfYWmM
mfmW
− 2k2YfYDmM
mfmD
]
, (5.50)
∂YH
∂η
=ξ
1
2
{
κH
qe(ξ)
Re
1
2
− θH
[
3YfYW
mfmW
− 2k2YfYD
mfmD
− k3YMYW
mMmW
]}
, (5.51)
and the remaining boundary conditions
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Yf = Y˜f , Yh = Y˜h, YW = Y˜W , YD = 0, YM = 0, YH = 0 on ξ = 0, η > 0 (5.52)
Yf → Y˜f , Yh → Y˜h, YW → Y˜W , YD → 0, YM → 0, YH → 0 as η →∞, ξ > 0 (5.53)
5.6.1 Asymptotic solution for ξ  1
As we saw in chapter 3 the point ξ = 0, on the plate, is a singularity within the flow
as this is the point where the velocity instantaneously goes from its free stream speed to
zero. Therefore, we seek a solution of equations (5.43) and (5.45), subject to the boundary
conditions (5.44) and (5.46)-(5.53), for small values of ξ close to the leading edge of the
plate where the singularity occurs. We note from (5.25) that qe(ξ) ∼ O(1) and so the
mass flux boundary conditions (5.46)-(5.50) suggest that we should look for solutions in
the form of the following asymptotic expansions
Yf (ξ, η) =a0 + ξ
1
2a1(η) + ξa2(η) + ξ
3
2a3(η), · · · (5.54)
Yh(ξ, η) =b0 + ξ
1
2 b1(η) + ξb2(η) + ξ
3
2 b3(η), · · · (5.55)
YD(ξ, η) =ξ
1
2 c1(η) + ξc2(η) + ξ
3
2 c3(η), · · · (5.56)
YW (ξ, η) =d0 + ξ
1
2d1(η) + ξd2(η) + ξ
3
2d3(η), · · · (5.57)
YM(ξ, η) =ξ
1
2 e1(η) + ξe2(η) + ξ
3
2 e3(η), · · · (5.58)
where the functions ai, bi, ci, di and ei are O(1) as ξ → 0 and a0 = Y˜f , b0 = Y˜h and
d0 = Y˜W which can be seen from the inlet conditions (5.52). It can be seen above that
we have not included an expansion for the mass fraction of hydrogen. The reason behind
this is that due to mass continuity we must have
∑
i Yi = 1 and so as long as we can find
a solution to all the other mass fractions we can utilise this fact to find a solution for YH .
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Moreover, since helium is inert we do not need to consider a solution for it but just note
that we have
∑
i,i 6=h Yi = 0.3121. However, for completeness we will proceed to include
details of the expansions for helium.
Substituting (5.54)-(5.58) into the convection-diffusion equation (5.45) yields the fol-
lowing system of equations in ascending orders of ξ, for O(ξ 12 ), O(ξ) and O(ξ 32 )
1
Sci
τ ′′1 +
f
2
τ ′1 −
f ′
2
τ1 =0, (5.59)
1
Sci
τ ′′2 +
f
2
τ ′2 − f ′τ2 =0, (5.60)
1
Sci
τ ′′3 +
f
2
τ ′3 −
3f ′
2
τ3 =0, (5.61)
where τ = a, b, c, d, e. The following mass-flux boundary conditions for all of the species
will be given in terms of ascending powers of ξ. The conditions for methane are
a′1 =
θf
mW
a0d0, (5.62)
a′2 =θf
[
(a0d1 + a1d0)
mW
+
k2
mD
a0c1
]
, (5.63)
a′3 =θf
[
(a2d0 + a1d1 + a0d2)
mW
+
k2
mD
(a1c1 + a0c2)
]
(5.64)
The mass-flux conditions for helium are given by
b′1 =0 (5.65)
b′2 =0 (5.66)
b′3 =0 (5.67)
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with the conditions for carbon dioxide represented by
c′1 =0, (5.68)
c′2 =θD
[
k2
mf
a0c1 − k3mD
mMmW
d0e1
]
. (5.69)
c′3 =θD
[
k2
mf
(a1c1 + a0c2)− k3mD
mMmW
(d1e1 + d0e2)
]
(5.70)
Establishing the equations for the mass-flux conditions of water is slightly more compli-
cated due to the definition of the ion flux density (5.25). Therefore, we are required to
substitute the expansions for the species into the equation for qe(ξ) and then substitute
this into the equation for the mass-flux of water. On doing this we obtain the following
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d′1 =
θW
mf
a0d0 +
κWmW
Re
1
2
[
(a0 + b0 + d0) +
1
2
(a0 + b0 + d0)
2 +
1
3
(a0 + b0 + d0)
3−
ln(d0)− 1
2
ln(YO)− σ
]
,
(5.71)
d′2 =θW
[
(a1d0 + a0d1)
mf
+
k3
mM
d0e1
]
+
κWmW
Re
1
2
[
(a1 + b1 + c1 + d1 + e1) + 2(a0 + b0 + d0)(a1 + b1 + c1 + d1 + e1)−
(a0 + b0 + d0)
2(a1 + ba + c1 + d1 + e1) +
d1
d0
]
,
(5.72)
d′3 =θW
[
(a0d2 + a1d1 + a2d0)
mf
+
k3
mM
(d1e1 + d0e2)
]
+
κWmW
Re
1
2
[
(a2 + b2 + c2 + d2 + e2) + (a0 + b0 + d0)(a2 + b2 + c2 + d2 + e2)+
1
2
(a1 + b1 + c1 + d1 + e1)
2 + (a0 + b0 + d0)
2(a2 + b2 + c2 + d2 + e2)+
(a0 + b0 + d0)(a1 + b1 + c1 + d1 + e1)
2 +
d2
d0
− 1
2
(
d1
d0
)2]
(5.73)
Finally, the mass-flux boundary conditions for carbon monoxide are
e′1 =−
θMmM
mfmW
a0d0, (5.74)
e′2 =θM
[
k3
mW
d0e1 − mM
mfmW
(a1d0 + a0d1)− 2k2mM
mfmD
a0c1
]
, (5.75)
e′3 =θM
[
k3
mW
(d1e1 + d0e2)− mM
mfmW
(a0d2 + a1d1 + a2d0)− 2k2mM
mfmD
(a1c1 + a0c2)
]
(5.76)
The far field conditions for all of the species are given by
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Parameter Symbol Value Units
Molar mass of chemical species mi mH=0.002 kg mol
−1
mW=0.018 kg mol
−1
mf=0.016 kg mol
−1
mO=0.032 kg mol
−1
mD=0.044 kg mol
−1
mh=0.004 kg mol
−1
Inlet mass fractions of species Y˜i Y˜f = 0.2548
Y˜W = 0.0573
Y˜h = 0.6879
Species diffusivity Di 10
−4 m2 s−1
Faraday’s constant F 96485 C mol−1
Gas constant R 8.3144 J K−1 mol−1
Temperature T 1000 K
Input gas density ρin 0.0561 kg m
−3
Anode length L O(10−1) m
Specific resistance of zirconia Rs 1.707× 10−4 Ω m2
Viscosity µ 4.606× 10−5 kg m−1 s−1
Inlet velocity U0 O(10
−1)−O(1) m s−1
Ideal potential U r 0.99 V
Cell potential Ucell 0-1.2 V
Steam reforming reaction rate k1 1.61× 1013 mol m−4 s−1
Table 5.1: Parameters, their symbols, values and units
τ1(η)→ 0, τ2(η)→ 0, τ3(η)→ 0 as η →∞ (5.77)
The result of these expansions gives a set of boundary value problems which we are
required to solve together in order to generate a solution for the momentum and mass
fractions of each of the species. Once again we solve the above problem using the shooting
method alongside the parameter and dimensionless parameters given in Tables 5.1 and
5.2
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Symbol Typical value Description
Re O(102) Reyonolds Number = inertial forces
viscous forces
Sci O(1) Schmidt number =
viscous forces
diffusive forces
σ 24.65− (−3)
κi 4.6632× 10−4 electrochemical flux of hydrogendiffusive flux of hydrogen
θi 4.5161× 1014
k1, k2 6.2112× 10−8 Dimensionless reaction rates
Table 5.2: Definitions of dimensionless parameters and their typical values
5.7 Results and Discussion
We now seek a numerical solution to the model equations (5.45) subject to the boundary
conditions (5.46)-(5.53). The numerical solution for the momentum within the model
is taken from the results of the shooting method within the asymptotic analysis. The
numerical method which is utilised to solve the above system is given in section 3.8.1.
It should be noted here that the mass fraction of helium is omitted from the numerical
solutions, since helium is inert, and the remaining mass fractions of species have been
scale up such that
Yf + YW + YM + YD + YH = 1. (5.78)
Fig. 5.1 shows a plot of the mass fraction of methane within the transformed coordi-
nate system (ξ, η) for a constant cell potential Ucell = 0.5. We can see that close to the
leading edge of the plate there is a severe reduction in the mass fraction of methane and
that after this point the reaction rate slows. Since Yf is not directly dependent on the ion
flux density we need to examine our initial reaction structure to justify this reduction.
From (5.1)-(5.3) we can see that the mass fraction of methane depends on that of water
and carbon dioxide and so it is the depletion of these species that slows the reaction rate
of methane.
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Figure 5.1: Yf plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of methane varies throughout the flow domain.
One of the causes of slow methane reaction away from the leading edge is demonstrated
in Fig. 5.2 where the mass fraction of water has been plotted in the coordinate system
(ξ, η) for a constant cell potential of Ucell = 0.5. It can be seen from this plot that the
mass fraction of water becomes negligible after the leading edge of the plate. This is due
to the species being consumed within reaction (5.1) and this reduction is species aligns
with that of methane in Fig. 5.1. Therefore, since there is little water present after this
points reaction (5.1) is effectively switched off. Some water will still be produced from
(5.4) which means that reaction (5.1) will still occur but the effects will be small.
Fig. 5.3 plots the mass fraction of carbon monoxide with the domain (ξ, η) for a
constant cell potential Ucell = 0.5. This plots demonstrates a significant increase in the
mass fraction of carbon monoxide close to the leading edge, aligning with the reduction
in methane from reaction (5.1), and that after this point the reaction rate slows. Due
to the negligible presence of water after the leading edge reaction (5.3) is also effectively
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Figure 5.2: YW plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of water varies throughout the flow domain.
switched off and as a result the carbon monoxide becomes a significant proportion of the
overall species within the cell.
The mass fraction of hydrogen within the domian (ξ, η) for constant cell potential
Ucell = 0.5 is plotted in Fig. 5.4. Here the mass fraction of hydrogen greatly increases
at the leading edge due to the severity of reactions (5.1)-(5.3) around this point. Due to
the depletion of water and carbon dioxide, to be explained later, these reactions become
negligible after this point and as such very little hydrogen is produced. Therefore, the
reduction in hydrogen after the leading edge is due to the hydrogen oxidation reaction
(5.4). The reaction rate of this reaction appears to be significantly less than that of the
other reactions within the model. Hence, very little water is produced from this reaction
and any water that is produced is rapidly consumed by reactions (5.1) and (5.3).
The mass fraction of carbon dioxide has not been plotted within this work. The
reason for this is due to the negligible amount of the species present throughout the flow
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Figure 5.3: YM plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of carbon monoxide varies throughout the flow domain.
Figure 5.4: YH plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of hydrogen varies throughout the flow domain.
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domain. It should be noted that although this amount is negligible it still contributes to
the reduction of methane within reaction (5.2). It should be noted here that the mass
fractions of species may vary from those demonstrated within experimental work due to
the assumptions that the reaction structure is irreversible.
To produce I-V and current-power plots from this model we are required to understand
how the mass fractions of all the species vary when the cell potential is not treated as a
constant. Therefore, we examine the production and consumption of species along the
plate when Ucell is taken to be a variable.
Fig. 5.5 plots the mass fraction of methane along the surface of the plate for varying
values of Ucell. Although the severity of the reaction at the leading edge is still high for
all values of Ucell the mass fraction of methane does increase for increasing values of Ucell.
The reason for this is that for larger values of Ucell the hydrogen oxidation reaction rate
becomes slower. As a result the amount of water that is produced from this reaction is less
than that for lower values of Ucell. Therefore, the reaction rate for the steam reforming of
methane reduces because of this reduction in water production.
The surface mass fraction of water for varying Ucell, plotted in Fig. 5.6, demonstrates
the same profile for all values of cell potential. The reduction in water is severe at
the leading edge and become negligible away from this point. Although less water will
be produced from the hydrogen oxidation reaction (5.4) any water that is produced is
immediately consumed by the reactions (5.1) and (5.3).
Fig. 5.7 plots the surface mass fraction of carbon monoxide for varying values of Ucell.
Again the severity of the reaction rate close to the leading edge is high for all values
of Ucell. However, away from this point the mass fraction of carbon monoxide increases
for increasing cell potential. This is due to the reduction in water consumption from
the hydrogen oxidation reaction resulting in a reduction in carbon monoxide production
through reaction (5.1).
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Figure 5.5: Plot of the surface mass fraction of methane, Yf (ξ, 0), against ξ and varying
values of Ucell. This demonstrates how the surface mass fraction of methane varies for all
considered cell potentials.
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Figure 5.6: Plot of the surface mass fraction of water, YW (ξ, 0), against ξ and varying
values of Ucell. This demonstrates how the surface mass fraction of water varies for all
considered cell potentials.
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Figure 5.7: Plot of the surface mass fraction of carbon monoxide, YM(ξ, 0), against ξ
and varying values of Ucell. This demonstrates how the surface mass fraction of carbon
monoxide varies for all considered cell potentials.
The surface mass fraction of hydrogen for varying values of Ucell is plotted in Fig. 5.8.
here we can see that the hydrogen is produced rapidly at the leading edge of the plate
due to the severity of the reactions rates in (5.1)-(5.3). As we have stated, after this point
the the reactions (5.1)-(5.3) are effectively switched off and as a result hydrogen is only
consumed within the hydrogen oxidation reaction (5.4). This therefore accounts for the
reduction in the surface mass fraction of hydrogen along the plate. Moreover, the mass
fraction of hydrogen increases for increasing values of Ucell. this is due to (5.4) having
a lower reaction rate for higher values of Ucell and because the remaining reactions have
limited effect due to the depletion of water and carbon dioxide.
5.8 Electrical Model
The set up for the electrical model is identical to that shown within chapter 4. Therefore,
the details for the electrical model are omitted in this case but can be referred to in the
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Figure 5.8: Plot of the surface mass fraction of hydrogen, YH(ξ, 0), against ξ and varying
values of Ucell. This demonstrates how the surface mass fraction of hydrogen varies for all
considered cell potentials.
referenced chapter. The behaviour of the IV and current-power curves for cell position are
also identical to those in sections 4.1 and 4.2 with the greatest power production being
produced at the leading edge of the plate, due to the ion flux density taking its greatest
value at this point.
Fig. 5.9 plots the average IV and current-power curves across the surface of the plate
0 6 ξ 6 1. From this plot we can see that the cell potential decreases with increasing
current density. Furthermore, due to the linear relationship between the current density
and cell potential we have a quadratic relationship between the current density and power
density of the cell. The maximum achievable power density from the model inputs is
0.3415 W cm−2 which occurs at the current density of 0.5862 A cm−2. If we map this
current density to the cell potential we obtain an optimal operating cell potential of 0.5826
V .
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Figure 5.9: Average current-voltage (blue line) and current-power (black line) curves
across the length of the cell 0 6 ξ 6 1. These plots demonstrate the relationship between
the cell voltage and current density as well as the cell power density and current density
within this model.
5.9 Chapter Summary
Within this chapter we have examined the flow and heterogeneous reaction of humidified
methane, adapting the model in chapter 3. This chapter gives a demonstration of how
the analytical and numerical framework developed in chapter 3 can be applied to planar
SOFCs operating under alternative conditions. Therefore, this highlights the versatility
of this modelling approach.
This model has demonstrated how the hydrogen oxidation reaction depends on the full
reaction structure of humidified methane. Therefore, this demonstrates how the electrical
performance of the cell depends on the initial inlet mixture. The electrical performance of
this model has been solved and can be seen to produce a higher achievable power density
compared to the humidified hydrogen case.
In the proceeding chapter we will challenge the assumptions in chapters 3 and 5 to
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align the more more closely with an operating planar SOFC.
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Chapter 6
Compressible Heterogeneous
Reaction in Boundary-Layer Flow
with Electrochemistry
6.1 Model description
We have demonstrated in chapters 3-5 the flow and reaction of an incompressible mixture
of species over a flat, semi-infinite, impermeable plate. Furthermore, we have given details
on the electrical performance of both these models by drawing comparisons with SOFCs.
However, the limitations of these models occur in the assumption that the flow remains
incompressible throughout the entire reaction process. Although this is an appropriate
initial assumption to make, mainly due to the added simplicity and density variations
at high temperatures, we can improve on the initial models by now taking the flow to
be compressible. We would expect to see variable density within the model due to the
composition of the mixture changing as we move along the surface of the plate. How-
ever, as we will demonstrate, there are added considerations to take when examining a
compressible system compared to an incompressible case.
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The model set up will take the same form as that outlined in chapter 3. Therefore,
we will consider an inlet mixture of humidified hydrogen (97% Hydrogen and 3% Water)
which is forcefully convected across a flat, semi-infinite, impermeable plate which is coated
in a nickel based catalyst. The reaction which occurs on the surface of the plate will take
the form of the hydrogen oxidation reaction
H2 +
1
2
O2− → H2O + 2e− (6.1)
Once again we will consider the mixture to be well mix as it approaches the plate with a
uniform velocity of U0. Moreover, we will assume that the plate has a typical length scale
L, which we can assume to be the length of the plate. The difference with this model is
that we will now consider compressibility and so we no longer assume constant density
throughout the flow. Moreover, we will also be assuming non-constant mixture viscosity,
due to the mixture composition varying, and a non-isothermal system. Although Fig.
3.3 demonstrates that SOFCs are an almost isothermal system we can see that there are
slight temperature variations and there is a link between density and temperature which
we will show later.
6.2 Mathematical model
The mathematical models used in chapters 3 and 5 are no longer relevant here due to the
assumption that the flow is now compressible. Therefore, we are required to generate an
alternative mathematical model in order to incorporate this new assumption.
The conservation of momentum within this model is governed by the boundary-layer
equations, which take the alternative form within this set-up
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u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
dP
dx
+ ν
∂2u
∂y2
, (6.2)
0 =
∂P
∂y
(6.3)
where u and v are the streamwise and transverse velocity components and x and y are
the streamwise and transverse coordinates. In this model the density, ρ, pressure, P , and
kinematic viscosity, ν, are all variables. Now taking into account the compressibility of
the model yields the following volumetric continuity equation
∂(ρu)
∂x
+
∂(ρv)
∂y
= 0, (6.4)
To define the equation for the conservation of species within our domain we need to
revert our attention back to equation (3.12). Here we used the facts that the homogeneous
reaction rate was zero and that the velocity of particular species could be related to the
diffusion velocity of those species and the combined mixture velocity. This equation is
still valid for this particular model with the only variation occurring from the fact that we
no longer have a constant density and as such we are unable to cancel the density term
from each side of this equation. Therefore, if we incorporate Fick’s law into (3.12) then
we obtain the conservation of mass equation
∇ · (ρDi∇Yi) = ρ(v · ∇)Yi (6.5)
As was explained within the model description we are now going to examine the case
where the system is non-isothermal and as a result temperature variations will occur.
We have seen previously in Fig. 3.3 that the experimentally observed variations in tem-
perature are small and thus we would expect to see this occurrence within our model.
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Hence, we require an equation the governs the temperature distribution within our model
domain. Such an equation will take the form of the energy equation, given by
u
∂T
∂x
+ v
∂T
∂y
=
u
ρCP
dP
dx
+
1
ρCP
∂
∂y
(
k
∂T
∂y
)
+
µ
ρCP
(
∂u
∂y
)2
(6.6)
where T is the absolute temperature, Cp is the heat capacity at constant pressure, k is the
thermal conductivity of our mixture of gases and µ is the dynamic viscosity of the mixture.
Equations (6.2)-(6.6) represent the govening equations for the velocity, mass fraction and
temperature within our model. The focus now is to establish similar equations for the
density, pressure and dynamic viscosity.
In order to calculate the pressure with the flow we utilise the equation of state which
is written here as
P = ρRT
∑
i
Yi
mi
(6.7)
We can see from this equation that we do not need to explicitly solve P , rather we only
need to solve for ρ, T and Yi. This will save computational time and storage later on
which will increase the overall efficiency of the model. For the dynamic viscosity we use
the method of Bromley & Wilke (1951) for the mixing rule of a gaseous mixture at low
pressures
µ =
n∑
i=1
µi
1 + 1
Xi
n∑
l=1,l 6=i
Xlφil
(6.8)
where µi is the species kinematic viscosity, Xi is the mole fraction of species and φi,l is
called an interaction parameter. In this case the interaction parameter is given by
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φil =
[
1 +
(
µi
µl
) 1
2
(
ml
mi
) 1
4
]2
√
8
[
1 + mi
ml
] 1
2
(6.9)
One can calculate the values of the coefficients of viscosity for each chemical spicies at
normal pressure and up to 5000 K by examining Krieger (1951). Finally for the mixture
density we use the relationship
ρ =
ρHρW
YHρW + YWρH
(6.10)
Therefore, we have expressed the mixture viscosity and density in terms of the mass
fractions of species and several parameter values. Hence, as with the equation of state
for pressure (6.7) we need not solve the mixture viscosity and density explicitly thus
saving computational time and increasing efficiency. For simplicity we will assume that
within this model the mixture thermal conductivity and specific heat capacity at constant
pressure remain constant throughout. It is possible to define equations for both of these
physical properties and details of these can be found in appendix C.
The electrochemistry that we will use to define the rate of reaction is identical to that
used in chapters 3 and 5. Therefore, we will just give the very basic details in this section
and leave the reader to examine the details in the aforementioned chapters. The current
density of the cell is proportional to the ion flux density, via the equation
i(x) = 2Fqe(x), (6.11)
where i(x) is the local current density, F is Faraday’s constant and qe(x) is the local
ion flux density. The equation for the overall cell potential remains the same as that of
previous chapters and is given by
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Ucell = U
N −
∑
i
ηi, (6.12)
where we take
∑
i
ηi = i(x)Rs (6.13)
On utilising the Nernst equation (2.9), (3.15) and (5.11) we obtain the equation for the
ion flux density
qe(x) =
RT
4F 2Rs
[
ln
(
YHY
1
2
O
YW
)
+ ln
(
mW (ρaRTa)
1
2
mHm
1
2
O
)
+
2F
RT
(U r − Ucell)
]
(6.14)
where ρa and Ta are the constant values of density and temperature on the air side of the
fuel cell.
6.3 Boundary conditions
We have now established the governing equations for the conservation of mass (6.5),
momentum (6.2)-(6.4) and energy (6.6) as well as equations governing the pressure (6.7),
mixture viscosity (6.8) and mixture density (6.10) within the given domain. Moreover,
we have set-up the underlying electrochemistry which gives details on the local ion flux
density (6.14). We are now required to give details regarding the boundary conditions
at the inlet, in the far field and on the surface of the plate. In section 6.1 we described
the initial flow as uniform and that the initial mixture consisted of humidified hydrogen.
Therefore, we begin by stating the initial boundary conditions for the model which are
given by
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YH = Y˜H , YW = Y˜W , u = U0, v = 0, T = T0, P = P0, ρ = ρ0 on x = 0, y > 0 (6.15)
In the far field we assume there is no feedback from the chemical reaction and as a
result the momentum, species mass and temperature should not be affected. Hence, the
boundary conditions in the far field are given by
YH → Y˜H , YW → Y˜W , u→ U0, v → 0, T → T0, P → P0, ρ→ ρ0 as y →∞, x > 0
(6.16)
Since the surface of the plate is impermeable to gas species and the plate is stationary we
have a no-slip condition for the velocity components on its surface. This implies that the
boundary conditions for velocity of the surface of the plate are represented by
u = 0, v = 0 on y = 0, x > 0 (6.17)
It now remains to give details regarding the boundary conditions for species, temperature,
pressure and density along the surface of the plate.
The boundary conditions for the variation of species along the plate were shown in
section 3.4. However, for completeness we will give details of them here
DH
∂YH
∂y
=
qe(x)mH
ρ
, (6.18)
DW
∂YW
∂y
=− qe(x)mW
ρ
, (6.19)
where Di is the species diffusion coefficient and mi is the species molar mass. For the
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surface temperature variations we take our inspiration from Merkin & Chaudhary (1994)
and Chaudhary & Merkin (1995) where we link the change in surface temperature to the
reaction rate of reaction (6.1). It should be stated here that reaction (6.1) is exothermic
and as a result heat will be produced from this reaction taking place. Therefore, we obtain
the boundary condition for temperature on the surface of the plate
k
∂T
∂y
= −Qqe(x) (6.20)
where the parameter Q is the heat released in the reaction. This parameter can be
calculated by multiplying the enthalpy change of combustion by the number of moles of
the reactant.
We have seen how the pressure, density and viscosity can all be determined from the
mass fraction of species and the temperature. Therefore, we do not need to explicitly
define the boundary conditions for these variables. For the readers interest, the obvious
boundary condition for pressure arises from substitution of the no slip condition (6.17)
into the momentum equation (6.2) which yields
dP
dx
= µ
∂2u
∂y2
(6.21)
6.4 Non-dimensionalisation
The governing equations (6.2)-(6.10) and their corresponding boundary conditions (6.15)-
(6.21) are all currently in dimensional form. Therefore, we now introduce the following
set of non-dimensional variables
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mi =
mi
mH
, ρ =
ρ
ρ0
, u = U0u, v = U0Re
− 1
2v, x =
x
L
, y =
yRe
1
2
L
, µ =
µ
µ0
qe(x) =
4F 2Rs
RT0
qe(x), T =
T
T0
, P =
P
U20ρ0
, ν =
µ
ρ
(6.22)
If we apply these new variables to the ion flux density equation (6.14) then we obtain (on
dropping the bars for convenience)
qe(x) = T
[
ln
(
YHY
1
2
O
YW
)
+
Γ
T
+ σ
]
(6.23)
where the parameter σ is given by
σ = ln
(
mW (ρaRTa)
1
2
m
1
2
Om
1
2
H
)
(6.24)
and the parameter Γ is given by
Γ =
2F (U r − Ucell)
RT0
(6.25)
If we now apply the non-dimensional variables to the governing equations then we obtain
∂(ρu)
∂x
+
∂(ρv)
∂y
=0, (6.26)
u
∂u
∂x
+ v
∂u
∂y
=− 1
ρ
dP
dx
+ ν
∂2u
∂y2
, (6.27)
1
Sc
∂
∂y
(
ρf
∂YH
∂y
)
=ρf
(
uf
∂YH
∂x
+ vf
∂YH
∂y
)
, (6.28)
δ
Sc
∂
∂y
(
ρ
∂YW
∂y
)
=ρ
(
u
∂YW
∂x
+ v
∂YW
∂y
)
, (6.29)
u
∂T
∂x
+ v
∂T
∂y
=E
u
ρ
dP
dx
+
1
Prρ
∂2T
∂y2
+ Eν
(
∂u
∂y
)2
(6.30)
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where the Reynolds number, Schmidt number, Eckert number and Prandtl number are
given by
Re =
U0L
ν0
, Sc =
ν
DH
, E =
U20
CpT0
, P r =
ν0
α
, α =
k
ρ0Cp
(6.31)
As with the models developed in previous chapters we require the Schmidt number to
be at least O(1) within the velocity boundary-layer and at most O(1) in the far field.
The Prandtl number Pr defines the ratio between viscous diffusion and thermal diffusion.
This number is the most important characteristic for thermal boundary layers and forced
convection due to thermal changes (Schlichting & Gersten, 2004). The Prandtl number
dictates the thickness of the thermal boundary-layer since for Pr > 1 we have that the
thermal boundary-layer lies within the velocity boundary-layer and for Pr < 1 we have
the opposite occurrence (Bird et al., 2006). This is particularly important when dealing
with gases as the Prandtl number for gases is typically O(1) (Bird et al., 2006; Johnson,
1998). Within this model we have used the Prandtl number for a mixture of gases rather
than for particular species. The Eckert number defines the ratio between kinetic energy
and the enthalpy within the flow.
The parameter δ in equation (6.29) is given by
δ =
DW
DH
(6.32)
The equation of state (6.7) now becomes
P = βρT
(
YH +
YW
mW
)
(6.33)
where the dimensionless parameter β is given by
β =
RT0
U20mH
(6.34)
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The non-dimensional equation for the mixture viscosity now takes the form
µ =
YHmwµH
µ0(YHmW + YWφHW )
+
YWµW
µ0(YW + YHmWφWH)
(6.35)
where the interaction parameters φHW and φWH become
φHW =
[
1 +
(
µH
µW
) 1
2
m
1
4
W
]2
[
8
(
1 + 1
mW
)] 1
2
φWH =
[
1 +
(
µW
µH
) 1
2
(
1
mW
) 1
4
]2
[8(1 +mW )]
1
2
(6.36)
If we substitute the non-dimensional variables (6.22) into the density mixture equation
(6.10) we obtain
ρ =
ρHρW
ρ0(YHρW + YWρH)
(6.37)
The boundary conditions at the inlet of the cell become
YH = Y˜H , YW = Y˜W , u = 1, v = 0, T = 1, P = P˜ , ρ = 1 on x = 0, y > 0 (6.38)
where
P˜ =
P0
U20ρ
(6.39)
Now in the far field the boundary conditions are represented by
YH → Y˜H , YW → Y˜W , u→ 1, v → 0, T → 1, P → P˜ , ρ→ 1 as y →∞, x > 0
(6.40)
and the velocity boundary conditions on the surface of the plate are
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u = 0, v = 0 on y = 0, x > 0 (6.41)
The dimensionless mass-flux boundary conditions on the surface of the plate become
∂YH
∂y
=
λ
Re
1
2
qe(x)
ρf
, (6.42)
∂YW
∂y
=− λmW
Re
1
2 δ
qe(x)
ρf
(6.43)
where the dimensionless parameter λ is given by
λ =
LRT0mH
4F 2Rsρ0DH
(6.44)
We require right hand sides equations (6.42) and (6.43) to cancel when they are summed
for conservation of mass to hold. Otherwise we will not have a balance between the
amount of hydrogen reacting and the amount of water vapor being produced. Therefore
we have that
mW
δ
= 1 =⇒ δ = 9 (6.45)
since the molar mass of water is 9 times that of hydrogen. Once again this is a requirement
of the model equations and may not be indicative of empirical information due to the
assumption that the mass of oxygen within the cathode is zero. The temperature flux on
the surface of the plate becomes
∂T
∂y
= γ
qe(x)
Re
1
2
(6.46)
where the parameter γ is given by
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γ =
QRL
4kF 2Rs
(6.47)
Finally, the boundary condition for pressure on the surface of the plate does not alter
from that given in (6.21)
6.5 Outer region as Re→∞
Once again we seek a solution within the inviscid region of the flow where there is no
homogeneous reaction or feedback from the heterogeneous reaction present. Therefore,
within this region we are able to drop the mass flux boundary conditions (6.42) and (6.43),
the temperature flux condition (6.46) and the no-slip condition (6.41). As a result we are
able to obtain an exact solution within this region, given by
u = 1, v = 0, YH = Y˜H , YW = Y˜W , T = 1, P = P˜ , ρ = 1, µ = 1 (6.48)
The outer solution represents a uniform flow of reactants without the presence of a re-
action. This exactly conforms with the fact that the outer solution is outside of the
boundary-layer region and is not affected by the heterogeneous reaction.
6.6 Inner region as Re→∞
Within the inner region we are unable to drop the mass flux, temperature flux and no
slip conditions as we did in the outer region. This is due to the exothermic heterogeneous
reaction and the dominance of viscosity within this region of the flow. Therefore, we
are required to find a solution to (6.26)-(6.37) subject to the boundary conditions (6.38)-
(6.46).
To find a solution to the above problem we introduce the transformation
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ψ = ξ
1
2f(η), with η =
y
x
1
2
and ξ = x (6.49)
We now consider an alternative coordinate system (ξ, η) where η is defined as a similarity
variable. The definition of the stream function for the case of compressible flow over
a flat, semi-infinite, impermeable plate is not the same as for the incompressible case
demonstrated in sections 3.7 and 5.6. In defining this new stream function we take our
inspiration from Moore (1951) and Cohen & Reshotko (1955) and thus we define this
function as
u =
1
ρ
∂ψ
∂y
and v = −1
ρ
∂ψ
∂x
(6.50)
The stream function is designed to satisfy the volumetric continuity equation (6.26) ex-
actly which means we no longer need to consider this equation as part of our system.
Using the stream function (6.49) and the definition (6.50) we can define the velocity
components u and v in terms of the function f via
u =
f ′(η)
ρ
and v =
1
ρξ
1
2
(
η
2
f ′(η)− 1
2
f(η)
)
(6.51)
where the primes denote differentiation with respect to η. Furthermore, we obtain the
definitions of the derivatives of the velocity functions, given by
∂u
∂y
=
∂η
∂y
∂u
∂η
= ξ−
1
2
[
f ′′(η)
ρ
+ f ′(η)
∂
∂η
(
1
ρ
)]
, (6.52)
∂2u
∂y2
=
1
ξ
[
f ′′′(η)
ρ
+ 2f ′′(η)
∂
∂η
(
1
ρ
)
+ f ′(η)
∂2
∂η2
(
1
ρ
)]
(6.53)
and
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∂u
∂x
=
∂ξ
∂x
∂u
∂ξ
+
∂η
∂x
∂u
∂η
=
∂u
∂ξ
− η
2x
∂u
∂η
(6.54)
Upon substitution of (6.51) and(6.52) into (6.54) we obtain
∂u
∂x
= f ′(η)
∂
∂ξ
(
1
ρ
)
− η
2ξ
[
f ′′(η)
ρ
+ f ′(η)
∂
∂η
(
1
ρ
)]
(6.55)
If we now substitute these transformations into the momentum equation (6.27) we obtain
a new momentum equation in terms of the function f
µ
ρ
f ′′′+ f ′′
[
2µ
∂
∂η
(
1
ρ
)
+
1
2ρ
f
]
+ f ′
[
µ
∂2
∂η2
(
1
ρ
)
+
1
2
f
∂
∂η
(
1
ρ
)
+ ξf ′
∂
∂ξ
(
1
ρ
)]
− ξ dP
dξ
= 0
(6.56)
Here we must take note of (3.46) and in particular that every derivative with respect to
x now takes the form of derivatives with respect to both ξ and η. However, in the case of
the transformed momentum equation (6.56) we can automatically set the term involving
∂P
∂η
to zero since
0 =
dP
dy
=
dP
dη
∂η
∂y
= x−
1
2
dP
dη
(6.57)
The boundary conditions for the momentum equation under this transformation become
f ′(∞) = ρ(∞), f(0) = f ′(0) = 0 (6.58)
From boundary condition (6.40) we can see that ρ(∞) = 1 and so we have the identical
boundary conditions to that of the standard Blasius solution. In the case of compressible
flow we can see that the momentum equation is not decoupled from the mass fraction
of species or the temperature due to the definitions of the mixture viscosity and density.
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Therefore, it is no longer an option to solve the momentum equation independently of the
convection-diffusion and the energy equations.
We now proceed in finding a full set of transformed equations and boundary conditions
for the mass fraction and temperature within the flow. If we apply the transformation
(6.49) to the convection-diffusion equation (6.28) we obtain
1
Sc
∂
∂η
(
ρ
∂YH
∂η
)
= ξf ′
∂YH
∂ξ
− f
2
∂YH
∂η
(6.59)
It should be noted that from here on in we will only consider the solution of the mass
fraction of hydrogen YH . This is due to the conservation of mass equation which is given
by
N∑
i=1
Yi = 1 (6.60)
where N here is the number of species present on the fuel side, in this case two. Thus we
have the equation
YW = 1− YH (6.61)
Applying the transformation to the energy equation (6.30) gives
ξf ′
∂T
∂ξ
− f
2
∂T
∂η
=
ξE
ρ
f ′
dP
dξ
+
1
Pr
∂2T
∂η2
+ Eµ
[
f ′′
ρ
+ f ′
∂
∂η
(
1
ρ
)]2
(6.62)
The equation of state (6.33), mixture viscosity (6.35) and mixture density (6.37) will
remain the same as previously defined since neither of these equation contains a derivative
term.
We are now required to state the remaining transformed boundary conditions for this
model. The mass-flux boundary condition for hydrogen at the plate is given
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∂YH
∂η
= ξ
1
2
λ
Re
1
1
qe(ξ)
ρf
, (6.63)
and the condition for temperature at the surface of the plate is
∂T
∂η
= −ξ 12γ qe(x)
Re
1
2
(6.64)
The remaining boundary conditions now take the form
YH = Y˜H , YW = Y˜W , u = 1, v = 0, T = 1, P = P˜ , ρ = 1 on ξ = 0, η > 0 (6.65)
YH → Y˜H , YW → Y˜W , u→ 1, v → 0, T → 1, P → P˜ , ρ→ 1 as η →∞, ξ > 0
(6.66)
u = 0, v = 0 on η = 0, ξ > 0 (6.67)
6.6.1 Asymptotic solution for ξ  1
We now seek an asymptotic solution to equations (6.56), (6.59) and (6.62) with respect
to the boundary conditions (6.58), (6.63)-(6.67) around a point of singularity situated at
ξ = 0. We begin by introducing the expansions for the mass fraction of hydrogen and
temperature, which we obtain from examination of the boundary conditions (6.63) and
(6.64). On noting from (6.23) that qe(ξ) ∼ O(1) as ξ → 0 We obtain the expansions
YH(ξ, η) =a0 + ξ
1
2a1(η) + ξa2(η) + ξ
3
2a3(η) + · · · , (6.68)
T (ξ, η) =b0 + ξ
1
2 b1(η) + ξb2(η) + ξ
3
2 b3(η) + · · · , (6.69)
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where the functions ai and bi are O(1) as ξ → 0 and a0 = Y˜H and b0 = 1. Upon
implementing expansions (6.68) and (6.69) we found that the appropriate expansions for
the remaining variables are
P (ξ, η) =p0 + ξ
1
2p1(η) + ξp2(η) + · · · , (6.70)
ρ(ξ, η) =r0 + ξ
1
2 r1(η) + ξr2(η) + · · · , (6.71)
µ(ξ, η) =s0 + ξ
1
2 s1(η) + ξs2(η) + · · · , (6.72)
Once again the functions pi, ri and si are O(1) as ξ → 0 and p0 = P˜ , r0 = 1 and s0 = 1.
Substituting the expansions (6.68)-(6.72) into the momentum equation (6.56) yields
the following set of equations in ascending orders of ξ, for O(ξ 12 ), O(ξ) and O(ξ 32 )
0 =f ′′′s0 +
f ′′f
2
, (6.73)
0 =f ′′′
ρ0
ρHρW
[s1(a0ρW + (1− a0)ρH) + s0(a1ρW − a1ρH)]+
f ′′
ρ0
ρHρW
[
2s0(a
′
1ρW − a′1ρH) +
f
2
(a1ρw − a1ρH)
]
+
f ′
ρ0
ρHρW
[
s0(a
′′
1ρw − a′′1ρH) +
f
2
(a′1ρW − a′1ρH) +
f ′
2
(a1ρW − a1ρH)
]
− p1
2
,
(6.74)
0 =f ′′′
ρ0
ρHρW
[s2(a0ρW + (1− a0)ρH) + s1(a1ρW − a1ρH) + s0(a2ρW − a2ρH)]+
f ′′
ρ0
ρHρW
[
2(s0(a
′
2ρW − a′2ρH) + s1(a′1ρW − a′1ρH)) +
f
2
(a2ρW − a2ρH)
]
+
f ′
ρ0
ρHρW
[
s1(a
′′
1ρW − a′′1ρH) + s0(a′′2ρW − a′′2ρH) +
f
2
(a′2ρW − a′2ρH) + f ′(a2ρW − a2ρH)
]
− p2
(6.75)
The values of the functions si are given by
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s0 =
mwµH
µf,0φHW
a0
[
1 + a0 − a0mW
φHW
+
(
a0mW
φHW
− a0
)2
−
(
a0mW
φHW
− a0
)3]
+
µW (1− a0)
µf,0
[
1−mWφWHa0 + a0 + (mWφWHa0 − a0)2 − (mWφWHa0 − a0)3
]
,
(6.76)
We already know that the value of s0 = 1 but we include details of the expansion of this
constant for completeness. The expansion of s1 is represented by
s1 =
mwµH
µf,0φHW
[
a1
{
1 + a0 − a0mW
φHW
+
(
a0mW
φHW
− a0
)2
−
(
a0mW
φHW
− a0
)3}
+
a0
{
a1 − mWa1
φHW
+ 2
(
mWa0
φHW
− a0
)(
mWa1
φHW
− a1
)
− 3
(
a0mW
φHW
− a0
)2(
a1mW
φHW
− a1
)}]
+
µW
µf,0
[
a1
{
1−mWφWHa0 + a0 +
(
mWφWHa0 − a0
)2
−
(
mWφWHa0 − a0
)3}
+
(1− a0)
{
a1 −mWφWHa1 + 2
(
mWφWHa0 − a0
)(
mWφWHa1 − a1
)
−
3
(
mWφWHa0 − a0
)2(
mWφWHa1 − a1
)}]
(6.77)
and s2
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s2 =
mwµH
µf,0φHW
[
a2
{
1 + a0 − a0mW
φHW
+
(
a0mW
φHW
− a0
)2
−
(
a0mW
φHW
− a0
)3}
+
a1
{
a1 − mWa1
φHW
+ 2
(
mWa0
φHW
− a0
)(
mWa1
φHW
− a1
)
− 3
(
a0mW
φHW
− a0
)2(
a1mW
φHW
− a1
)}
+
a0
{
a2 − mWa2
φHW
+
(
a1mW
φHW
− a1
)2
+ 2
(
mWa0
φHW
− a0
)(
mWa2
φHW
− a2
)
+
3
(
mWa0
φHW
− a0
)(
mWa1
φHW
− a1
)2
+ 3
(
mWa0
φHW
− a0
)2(
mWa2
φHW
− a2
)}]
+
µW
µf,0
[
a2
{
1−mWφWHa0 + a0 +
(
mWφWHa0 − a0
)2
−
(
mWφWHa0 − a0
)3}
+
a1
{
a1 −mWφWHa1 + 2
(
mWφWHa0 − a0
)(
mWφWHa1 − a1
)
−
3
(
mWφWHa0 − a0
)2(
mWφWHa1 − a1
)}
+
(1− a0)
{
a2 −mWφWHa2 +
(
mWφWHa1 − a1
)2
+ 2
(
mWφWHa0 − a0
)(
mWφWHa1 − a1
)
+
3
(
mWφWHa0 − a0
)(
mWφWHa1 − a1
)2
+ 3
(
mWφWHa0 − a0
)2(
mWφWHa2 − a2
)}]
(6.78)
Since the values of si are calculated from equation (6.35) we have used the binomial
expansion in order to obtain (6.76)-(6.78). In making this expansion we have taken terms
up to the cubic order since after this point the complexity increases exponentially and
does not offer a greater amount of accuracy to warrant doing. If we now substitute the
expansions into the convection-diffusion equation (6.59) we obtain, in ascending orders of
ξ
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r0a
′′
1
Sc
=
f ′a1
2
− fa
′
1
2
, (6.79)
(r0a
′′
2 + r
′
1a
′
1 + r1a
′′
1)
Sc
=f ′a2 − fa
′
2
2
, (6.80)
(r0a
′′
3 + r
′
1a
′
2 + r1a
′′
2 + r
′
2a
′
1 + r2a
′′
1)
Sc
=
3f ′a3
2
− fa
′
3
2
(6.81)
where the expansions of the values of ri are given by
r0 =
ρW
ρ0
[
1−
(
ρW
ρH
a0 − a0
)
+
(
ρW
ρH
a0 − a0
)2
−
(
ρW
ρH
a0 − a0
)3]
, (6.82)
r1 =
ρW
ρ0
[
2
(
ρW
ρH
a0 − a0
)(
ρW
ρH
a1 − a1
)
−
(
ρW
ρH
a1 − a1
)
− 3
(
ρW
ρH
a0 − a0
)2(
ρW
ρH
a1 − a1
)]
(6.83)
r2 =
ρW
ρ0
[(
ρW
ρH
a1 − a1
)2
+ 2
(
ρW
ρH
a0 − a0
)(
ρW
ρH
a2 − a2
)
− 3
(
ρW
ρH
a0 − a0
)2(
ρW
ρH
a2 − a2
)
−
(
ρW
ρH
a2 − a2
)
− 3
(
ρW
ρH
a0 − a0
)(
ρW
ρH
a1 − a1
)2]
(6.84)
where upon substitution of parameter values we do obtain r0 = 1. If we apply the
expansions to the mass-flux boundary condition (6.63) then we obtain, in ascending orders
of ξ
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a′1 =
λρ0
Re
1
2ρHρW
q0(a0ρW + (1− a0)ρH), (6.85)
a′2 =
λρ0
Re
1
2ρHρW
[q0(a1ρW − a1ρH) + q1(a0ρW + (1− a0)ρH)], (6.86)
a′3 =
λρ0
Re
1
2ρHρW
[q0(a2ρW − a2ρH) + q1(a1ρW − a1ρH) + q2(a0ρW + (1− a0)ρH)] (6.87)
where the values of qi are calculated from applying the asymptotic expansions to the ion
flux density equation (6.23). Thus we obtain
q0 =b0
[
ln(a0) + a0 +
a20
2
+
Γ
b0
+ ln(Y
1
2
O ) + σ
]
, (6.88)
q1 =b0
[
a1
a0
+ a1 + a0a1 − Γb1
b20
]
+ b1
[
ln(a0) + a0 +
a20
2
+
Γ
b0
+ ln(Y
1
2
O ) + σ
]
, (6.89)
q2 =b0
[
a2
a0
− a
2
1
2a20
+ a2 +
a21
2
+ a0a2 +
Γ
b0
(
b21
b20
− b2
b0
)]
+ b1
[
a1
a0
+ a1 + a0a1 − Γb1
b20
]
+
b2
[
ln(a0) + a0 +
a20
2
+
Γ
b0
+ ln(Y
1
2
O ) + σ
]
(6.90)
Applying the asymptotic expansions to the energy equation (6.62) yields the following
set of equations in ascending orders of ξ
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Es0g0 =0, (6.91)
f ′b1
2
− fb
′
1
2
=
Eρ0f
′
ρHρW
(p1
2
(a0ρW + (1− a0)ρH)
)
+
b′′1
Pr
+ E(s0g1 + s1g0), (6.92)
f ′b2 − fb
′
2
2
=
Eρ0f
′
ρHρW
(
p2(a0ρw + (1− a0)ρH) + p1
2
(a1ρW − a1ρH)
)
+
b′′2
Pr
+ Ef (s0g2 + s1g1 + s2g0),
(6.93)
3f ′b3
2
− fb
′
3
2
=
Eρ0f
′
ρHρW
(
p2(a1ρw − a1ρH) + p1
2
(a2ρW − a2ρH)
)
+
b′′3
Pr
+ Ef (s0g3 + s1g2 + s2g1)
(6.94)
The equation evaluated at the constant order of magnitude (6.91) is satisfied due to the
value of the parameter E being effectively zero. The values of gi are defined by
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g0 =
(
ρ0f
′′
ρHρW
)2
(a0ρW + (1− a0)ρH)2, (6.95)
g1 =2
(
ρ0f
′′
ρHρW
)2
(a0ρW + (1− a0)ρH)(a1ρW − a1ρH)+
2
(
ρ0f
′′
ρHρW
)(
ρ0f
′
ρHρW
)
(a0ρW + (1− a0)ρH)(a′1ρW − a′1ρH),
(6.96)
g2 =
(
ρ0f
′′
ρHρW
)2
[2(a0ρW + (1− a0)ρH)(a2ρW − a2ρH) + (a1ρW − a1ρH)2]+(
ρ0f
′
ρHρW
)2
(a′1ρW − a′1ρH)2+
2
(
ρ0f
′′
ρHρW
)(
ρ0f
′
ρHρW
)
[(a0ρW + (1− a0)ρH)(a′2ρW − a′2ρH) + (a1ρW − a1ρH)(a′1ρW − a′1ρH)],
(6.97)
g3 =2
(
ρ0f
′′
ρHρW
)2
(a1ρW − a1ρH)(a2ρW − a2ρH) + 2
(
ρ0f
′
ρHρW
)2
(a′1ρW − a′1ρH)(a′2ρW − a′2ρH)+
2
(
ρ0f
′′
ρHρW
)(
ρ0f
′
ρHρW
)
[(a1ρW − a1ρH)(a′2ρW − a′2ρH) + (a2ρW − a2ρH)(a′1ρW − a′1ρH)]
(6.98)
The corresponding surface boundary conditions to the expanded energy equation are given
by
b′1 =−
γ
Re
1
2
q0, (6.99)
b′2 =−
γ
Re
1
2
q1, (6.100)
b′3 =−
γ
Re
1
2
q2, (6.101)
Now in order to calculate the pressure within the flow we are required to substitute
the asymptotic expansions for pressure, temperature, density and hydrogen mass fraction
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into the equation of state (6.33). This yields the following set of equations
p0 =βr0b0
(
a0 +
(1− a0)
mW
)
, (6.102)
p1 =β
[
r0b0
(
a1 − a1
mW
)
+ (r0b1 + r1b0)
(
a0 +
(1− a0)
mW
)]
, (6.103)
p2 =β
[
r0b0
(
a2 − a2
mW
)
+ (r0b1 + r1b0)
(
a1 − a1
mW
)
+ (r0b2 + r1b1 + r2b0)
(
a0 +
(1− a0)
mW
)]
,
(6.104)
where p0 = P˜ upon substitution of the parameter values into (6.102).
It now only remains for us to identify the function values within the far field when we
substitute the asymptotic expansions into (6.40). Therefore, we obtain
a1(∞) = 0, a2(∞) = 0, a3(∞) = 0, (6.105)
b1(∞) = 0, b2(∞) = 0, b3(∞) = 0, (6.106)
It should be noted here that (6.73)-(6.106) represent a set of boundary value problems
for the different orders of momentum, mass fraction, temperature, density, pressure and
viscosity in (6.68)-(6.72). Due to the assumption that the mixture is compressible, the
above system of equations is now coupled which means that we can only obtain a solution
by solving all of the equation together. To find a solution to this system of boundary value
problems we use the shooting method where the parameter values are given in Tables 6.1
and 6.2.
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Parameter Symbol Value Units
Molar mass of chemical species mi mH=0.002 kg mol
−1
mW=0.018 kg mol
−1
mO=0.032 kg mol
−1
Inlet mass fractions of species Y˜i Y˜H = 0.97
Y˜W = 0.03
Hydrogen diffusivity DH 10
−4 m2 s−1
Faraday’s constant F 96485 C mol−1
Gas constant R 8.3144 J K−1 mol−1
Inlet temperature T0 1000 K
Cathode temperature Ta 1000 K
Species density ρi ρH=0.0481 kg m
−3
ρW=0.25 kg m
−3
Cathode density ρa 0.34 kg m
−3
Inlet Pressure P0 1 atm
Anode length L O(10−1) m
Specific resistance of zirconia Rs 1.707× 10−4 Ω m2
Species viscosity µi µH = 1.958× 10−5 kg m−1 s−1
µW = 3.789× 10−5 kg m−1 s−1
Inlet velocity U0 O(10−1) m s−1
Ideal potential U r 0.9 V
Cell potential Ucell 0.4-1.23 V
Heat capacity Cp 14599.24 J kg
−1 K−1
Thermal conductivity k 0.16296 W m−1 K−1
Heat released from reaction (6.1) Q 143 J mol−1
Table 6.1: Parameters, their symbols, values and units
Symbol Typical value Description
Re 25 Reyonolds Number = inertial forces
viscous forces
Sc 4.0248 Schmidt number =
viscous forces
diffusive forces
Pr 1.78 Prandtl number = viscous diffusion
thermal diffusion
α 2.2665× 10−4 Thermal diffusivity
E 6.8497× 10−10 Eckert number = kinetic energy
enthalpy
σ 7.8917
Γ 11.6045 - (-7.6590)
β 4.157× 108
λ 0.0531 electrochemical flux of hydrogen
diffusive flux of hydrogen
γ 1.1478× 10−4
Table 6.2: Definitions of dimensionless parameters and their typical values
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6.7 Results and discussion
We now seek a numerical solution to equations (6.59) and (6.62) subject to the bound-
ary conditions (6.63)-(6.40). The numerical solution for the velocity within the flow is
taken from the shooting method solution that was obtain in the numerical solution of the
asymptotic expansion of the model equations and boundary conditions. The numerical
method that we used to solve the model equations is the same as in section 3.8.1.
Fig. 6.1 represent a plot of the mass fraction of hydrogen within the coordinate system
(ξ, η) for an overall cell potential of Ucell = 0.5. We can see from this figure that the effects
of the reaction are confined to a small distance close to the plate and do not affect the
far field flow. Moreover, the reaction rate of hydrogen close to the leading edge of the
plate can be seen to be much higher than that for greater values of ξ. The details of
the reaction rate are plotted in Fig. 6.2 where we have plotted the gradient of mass
fraction of hydrogen along the surface of the plate for Ucell = 0.5. Here we can see in
more detail the severity of the reaction rate close to the leading edge and that for ξ > 0.4
we have an almost constant reaction rate. The reason for this is due to the change in
the mixture composition around this point where a hydrogen rich stream now becomes a
50:50 hydrogen to water stream.
In Fig. 6.3 we have plotted the mass fraction of water YW within the coordinate system
(ξ, η) for Ucell = 0.5. We know that the mass fraction of water produced is equal to that
of hydrogen consumed due to the continuity condition (6.61). However, for the readers
convenience we have plotted this figure here.
An addition to this model is the introduction of temperature variations and the link
between the exothermic reaction and the boundary condition for temperature a long
the surface of the plate. In Fig. 6.4 we have plotted the temperature T within the
coordinate system (ξ, η) for Ucell = 0.5. We can see that there is no significant variation
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Figure 6.1: YH plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of hydrogen varies throughout the flow domain.
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Figure 6.2: Numerical solution of ∂YH
∂ξ
along the surface of the plate for Ucell = 0.5. This
demonstrates how the reaction rate of hydrogen along the surface of the plate varies.
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Figure 6.3: YW plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the mass fraction of water varies throughout the flow domain.
in temperature along the plate with the maximum temperature only reaching 0.1% above
the initial temperature. More specifically this is only a 1K (or equally 1◦C) increase for
an inlet temperature of 1000 K. Therefore, the assumption in chapter 3 that the system
is isothermal seems to be valid from analysis of this figure.
One of the most important additions to this model is the assumption that the flow
is compressible. In Fig. 6.5 we have plotted the mixture density within the coordinate
system (ξ, η). We can see from this plot that the mixture density increases along the
surface of the plate and reaches a maximum value of around 2.4 times the initial density.
This is due to the mixture composition changing from hydrogen rich to water rich and
that the density of water is over 5 times that of hydrogen.
Fig. 6.6 we have plotted the pressure P within the coordinate system (ξ, η) for Ucell =
0.5. Here we have scaled the value of P by the constant value of β found in (6.34).
From this plot we can see that there is a pressure drop along the plate from the leading
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Figure 6.4: T plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the dimensionless absolute temperature varies throughout the flow domain.
Figure 6.5: ρ plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the dimensionless species mixture density varies throughout the flow domain.
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Figure 6.6: P plotted against the coordinate system (ξ, η) for Ucell = 0.5. This demon-
strates how the dimensionless pressure varies throughout the flow domain.
edge. More specifically there the pressure reduces by over 14% from the inlet to the end
of the plate. The reason for this occurrence lies with equation (6.33) and the fact that
the dimensionless molar mass of water mW = 2. This implies that the variation of mass
fraction of water is only half as significant as that of hydrogen and as such we get a
reduction in pressure due to the reduction in mass fraction of hydrogen.
The above figures all depicted the model properties for a single value of Ucell = 0.5.
However, the value of Ucell can vary based on the designated operating conditions of the
cell. Therefore, it is essential to understand how these model variables alter under varying
values of Ucell.
Fig. 6.7 depicts the mass fraction of hydrogen along the surface of the plate plotted
against the coordinate ξ and the cell voltage Ucell. For large values of Ucell we can see that
the reaction rate of hydrogen is effectively switched off which is to be expected as Ucell
approaches the OCV. Decreasing the value of Ucell promotes the reaction of hydrogen due
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Figure 6.7: Plot of the surface mass fraction of hydrogen, YH(ξ, 0),against ξ and varying
values of cell voltage Ucell. This demonstrates how the surface mass fraction of hydrogen
varies for all considered cell potentials.
to the increase in ion flux density which can be seen by the increase in the value of Γ
(6.25). For completeness we have plotted the surface mass fraction of water for varying
values of Ucell in Fig. 6.8.
Figs. 6.9-6.11 show the surface temperature, density and pressure plotted against the
coordinate ξ for varying values of the cell voltage Ucell, respectively. For high values of
Ucell we can see that for all three of these variables there is no distinguishable change
from that of there respective inlet values. However, as we decrease the value of Ucell we
can see a distinctive increase in the temperature and density whilst their is a decrease
in the pressure. These are all due to the changes in the reaction rate of hydrogen where
decreasing Ucell increases this reaction rate which in turn increases the ratio of water to
hydrogen. From the temperature flux boundary condition (6.64) and definition of mixture
pressure and density (6.33) and (6.37) we can see how a variation in this ratio will change
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Figure 6.8: Plot of the surface mass fraction of water, YW (ξ, 0),against ξ and varying
values of cell voltage Ucell. (This follows from Fig 6.7 and from YH + YW = 1).
the properties of each of these variables in this manner.
All of the above figures have used the assumption that the mass fraction of oxygen on
the cathode side of the cell is equal to that of the mass fraction which is present in air.
However, we are able to analyse the effects on the variables within the anode when this
value is allowed to vary.
Fig. 6.12 shows the surface mass fraction of hydrogen plotted against the coordinate ξ
and varying values of the mass fraction of oxygen YO for Ucell = 0.5. We can see from this
plot that the mass fraction of hydrogen decreases for higher values of YO which implies
that the value of YO has a direct effect on the reaction rate of hydrogen. This is due to
increases in YO having the effect of increasing the value of the ion flux density which can
be seen in (6.23). Fig. 6.13 represent the surface mass fraction of water plotted against
the coordinate ξ and varying values of YO. The increase is water is once again equal to
the consumption of hydrogen along the surface of the plate.
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Figure 6.9: Plot of the surface temperature, T (ξ, 0),against ξ and varying values of cell
voltage Ucell. This demonstrates how the dimensionless absolute temperature varies along
the surface for all considered cell potentials.
With regards to the remaining variables within our model, Figs. 6.14-6.16 represent
the plots of surface temperature, density and pressure against the coordinate ξ and varying
values of YO for Ucell = 0.5. We can see from these plots that temperature and density
increase whereas pressure decreases with increasing values of YO. Once again this is due
to the effects of YO on the value of the ion flux density and the relationship that these
variables have with the ion flux density and the values of the mass fractions of hydrogen
and water.
6.7.1 Comparison to Incompressible Model
Throughout this thesis we have constructed models for the incompressible and compress-
ible flow and reaction of humidified hydrogen across a plate. From these results we can
draw comparisons between the models to highlight the differences between the different
techniques.
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Figure 6.10: Plot of the surface density, ρ(ξ, 0),against ξ and varying values of cell voltage
Ucell. This demonstrates how the dimensionless density along the surface varies for all
considered cell potentials.
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Figure 6.11: Plot of the surface pressure, P (ξ, 0),against ξ and varying values of cell
voltage Ucell. This demonstrates how the dimensionless pressure along the surface varies
for all considered cell potentials.
Fig. 6.17 represents the comparison of the hydrogen reaction rate for the incompress-
ible and compressible models. From this plot it can be seen that there is a significant
variation in reaction rates between the models, with the compressible case demonstrating
the faster rate. This difference is due to the compressible model taking into account the
fact that water has a greater density compared to hydrogen within this set-up. This as-
sumption has a direct implication on the heterogeneous reaction rates along the surface
of the plate. The magnitude of this difference highlights the importance of the compress-
ibility assumption in fuel cell modelling.
6.8 Chapter Summary
Within this chapter we examined the same model set up developed in chapter 3 with the
addition of the assumption that the flow was now compressible, due to varying mixture
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Figure 6.12: Plot of the surface mass fraction of hydrogen, YH(ξ, 0),against ξ and varying
values of the mass fraction of oxygen on the air side of the cell YO. This demonstrates how
the surface mass fraction of hydrogen varies when the concentration of oxygen present
within the cathode is altered.
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Figure 6.13: Plot of the surface mass fraction of water, YW (ξ, 0),against ξ and varying
values of the mass fraction of oxygen on the air side of the cell YO. This demonstrates
how the surface mass fraction of water varies when the concentration of oxygen present
within the cathode is altered.
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Figure 6.14: Plot of the surface temperature, T (ξ, 0),against ξ and varying values of
the mass fraction of oxygen on the air side of the cell YO. This demonstrates how the
dimensionless absolute temperature along the surface varies when the concentration of
oxygen present within the cathode is altered.
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Figure 6.15: Plot of the surface density, ρ(ξ, 0),against ξ and varying values of the mass
fraction of oxygen on the air side of the cell YO. This demonstrates how the dimensionless
density along the surface varies when the concentration of oxygen present within the
cathode is altered.
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Figure 6.16: Plot of the surface pressure, P (ξ, 0),against ξ and varying values of the mass
fraction of oxygen on the air side of the cell YO. This demonstrates how the dimensionless
pressure along the surface varies when the concentration of oxygen present within the
cathode is altered.
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Figure 6.17: Plot of the comparison in the reaction rate of hydrogen between the incom-
pressible and compressible models.
ratios, and that the system was not isothermal. Making these two additions to the
model in chapter 3 increased the complexity of the model dramatically in terms of both
analytical and numerical solutions. Once again we linked the reaction rates of species to
the electrochemical parameters of the cell and due to the exothermic nature of this reaction
we also linked the temperature variations at the plate with the same electrochemical
parameters. From this base model we introduce non-dimensional variables before applying
self-similarity to simplify the numerical problem. A consequence of this model was the
problem of a singularity at the leading edge of the plate so we constructed an asymptotic
solution for ξ  1. Further to this we constructed a numerical solution for the full
flow domain. The numerical results we obtained demonstrated that the reaction rate of
hydrogen was far greater in the case of compressible flow compared to the incompressible
case demonstrated in chapter 3. Moreover, although we made the assumption that the
system is not isothermal we showed that in the case of this model we have an almost
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isothermal system. We also went on to show how cell potential and mass fraction of
oxygen within the cathode effected the variables within the model.
150
Chapter 7
Electrical model
In chapter 6 we constructed a model for the flow and reaction of a compressible mixture
of hydrogen and water across a flat, semi-infinite, impermeable plate. We presented nu-
merical solutions which identified how the mass fractions of species, temperature, density
and pressure all vary with respect to varying values of the cell potential. We now seek to
develop details regarding the electrical performance of the model by examining how the
current and power densities vary with changing values of cell potential. From this we can
gain optimal operating conditions for planar SOFCs.
7.1 Current-voltage plot
To calculate the current density that corresponds to the value of cell potential we require
a link between the two variables. This was introduced in section 6.2 and is given by
i(x) = 2Fqe(x), (7.1)
We have seen that the ion flux density qe(x) can be written as
qe(x) =
RT
4F 2Rs
[
ln
(
YHY
1
2
O
YW
)
+ ln
(
mW (ρaRTa)
1
2
mHm
1
2
O
)
+
2F
RT
(U r − Ucell)
]
(7.2)
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Figure 7.1: Average current-voltage plot across the length 0 6 ξ 6 1. This demonstrates
the relationship between the cell voltage and current density for this model.
Equations (7.1) and (7.2) represent a coupled system that will allow us to determine the
current density of our model.
Fig. 7.1 represents the current density i(ξ) plotted against the cell potential Ucell for
the average values of each of these variables for 0 6 ξ 6 1. These curves are known as I-V
curves and are one of the fundamental aspect in examining the electrical performance of
a particular cell or cell stack. This plot shows that there is a linear relationship between
the current density and the cell potential. This is because the only overpotential that we
consider within this model is the ohmic overpotential which we would expect to give a
linear relationship.
In Fig. 7.1 we examined the average current-voltage curve across the entire surface on
the plate. However, as can be seen from equation (7.2) these curves can vary locally since
they are directly linked to the local mass fractions of both hydrogen and water species.
In Fig. 7.2 we have plotted a series of I-V curves for varying points along the surface of
152
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Current Density [A cm−2]
Vo
lta
ge
 [V
]
Figure 7.2: Comparison of current-voltage plots for varying values of ξ, ξ=0, 0.2, 0.4, 0.6,
0.8, 1, where increasing ξ corresponds to a right to left shift in curves. This demonstrates
how the relationship between cell potential and current density varies at different positions
along the plate.
the plate at ξ=0, 0.2 0.4 0.6 0.8 1. The line on the far right corresponds to ξ = 0 and the
shift left in the plots correspond to increasing values of ξ. We can see a large variation
between the line for ξ = 0 and ξ = 0.2 which is due to the severity of the reaction rate of
hydrogen within this region, more details of which are found in Fig. 6.2.
7.2 Current-power plot
In the previous section we gave details regarding the link between the cell potential and
the current density. However, these characteristics do not give details regarding the power
which a cell can output. Identifying and optimising the power output of a cell is key in
not only the design but the implementation of fuel cells into current markets. The main
aim is to identify what operational cell potential leads to the highest power density output
for a particular cell or cell stack. We are therefore required to relate the power output to
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the cell potential, which is given by
P (x) = i(x)Ucell, (7.3)
where P (x) is the local power density which is produced. We have demonstrated in Figs.
7.1 and 7.2 that their is a linear relationship between the current density and the cell
potential. We would therefore expect their to be a quadratic relationship between the
power density and the current density.
Fig. 7.3 represents the current density i plotted against the power density P for the
average values of each of these variables along 0 6 ξ 6 1. From this plot we can see that
the maximum achievable power density is 0.2505W cm−2 which occurs at a current density
value of 0.4702 A cm−2. If we examine Fig. 7.1 we can see that this current density value
corresponds to an operating potential value of 0.5328 V . Therefore, in order to produce
the maximum power output from this cell, operating at these conditions, we would need
to operate the cell at 0.5328 V .
Due to the relationship between power, current and potential we would expect there
to be variations within the power density at different points along the plate, as we saw
with the I-V curves. In Fig. 7.4 we have plotted the power density against the current
density for varying cell positions along the plate, for ξ=0, 0.2 0.4 0.6 0.8 1. The top curve,
where the maximum power density occurs, relates to the point ξ = 0 along the surface
of the plate and decreasing curves correspond to increasing values of ξ. As with the I-V
curves we have a significant difference in the power curves for ξ = 0 and ξ = 0.2, again
due to the reaction rate of hydrogen varying so drastically between these two points.
In section 6.7 we examined the effects of the model variables when changing the amount
of the mass fraction of oxygen on the air side of the cell. We now use the results from
this to examine the effects of oxygen variation on the power output of the cell in order
to obtain an optimal operating mass fraction for oxygen. In Fig. 7.5 we have plotted the
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Figure 7.3: Average current-power plot across the length 0 6 ξ 6 1. This demonstrates
the relationship between the cell power density and current density for this model.
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Figure 7.4: Comparison of current-power plots for varying values of ξ, ξ=0, 0.2, 0.4, 0.6,
0.8, 1, where increasing ξ corresponds to a right to left shift in curves. This demonstrates
how the relationship between the cell power density and current density varies at different
positions along the plate.
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Figure 7.5: Average power density plotted against varying values of the mass fraction of
oxygen on the air side, YO, for Ucell = 0.5. This demonstrates how the achievable cell
power density varies when the oxygen mass fraction within the cathode side of the cell is
altered.
power density against the mass fraction of oxygen for a cell potential value of Ucell = 0.5.
We can see from this plot that increasing the mass fraction of oxygen on the air side
of the cell increases the overall power density produced by that cell. More specifically,
increasing the mass fraction from YO = 0.1 to YO = 1 gives an increase in the power
density of 0.0215 W cm−2. We expect this result to occur since upon examination of (7.2)
we can see that increasing YO will give a resulting increase in the ion flux density.
7.3 Comparison with experimental data
An essential measure of the validity of any model is with a comparison between the model
results and what the model was set out to predict. Having this validation allows the model
to be confidently used to predict whatever it is the creator would like to predict. In the
case of fuel cells it alleviates the need for continual experimental work which takes up a
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significant amount of time and resources. Models in this context can give experimentalist
accurate conditions for optimal performance when given a set of operating conditions.
The difficulty in validating this model is in obtaining experimental data which aligns
exactly with our model. It is of paramount importance that the experimental data aligns
with our model in order to give the optimal validation of the numerical results. On-site
experimental data was not achievable due to work not aligning with the current model
and the time constraints in constructing a specialised experimental set up for this model
alone. Therefore, the only option was to seek previously published experimental work.
Obtaining published experimental data was difficult due to the specific nature of the
model but this was eventually achievable.
The experimental data used for our model validation is taken from Verbraeken et al.
(2012) where the authors operated a planar SOFC on an inlet of humidified hydrogen
at a temperature of 900 ◦C(1173 K). We have used their result from current-voltage and
current-power plots and made comparisons to similar results from our model. It must be
noted here that we have slightly varied the value of the specific resistance of the electrolyte
substrate Rs to fit with the experimental results. This is viable since this parameter does
not take a specific value and the value we have used is still the same order of magnitude
as that utilised by previous authors (Cooper et al., 2000).
Fig. 7.6 plots the numerical (solid line) and experimental (broken line) I-V curves for
values of T0 = 1173 K and Rs = 1.007× 10−4 Ω cm−2. We can see that the two lines are
in very good agreement for all values of the current density. Slight differences between
the numerical and experimental data are expected due to the assumption that the only
overpotential we consider is that of the ohmic overpotential.
A comparison of the current-power plots can be found in Fig. 7.7 where the numerical
(solid line) and experimental (broken line) results for T0 = 1173 K and Rs = 1.007 ×
10−4 Ω cm−2 have been plotted. Once again the two plots are in very good agreement
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Figure 7.6: Comparison of the current-voltage plots of the numerical model (solid line)
and experimental data (Verbraeken et al., 2012) (broken line) for T0 = 1173 and Rs =
1.007× 10−4.
for all of the values of current density within our model. We can see that the greatest
differences occur for high values of the current density. One reason for this could be
the non-existence of the concentration overpotential which comes into effect within this
region, see Fig. 2.8 for a visual representation of fuel cell overpotentials. However, the
model results are extremely accurate without the addition of extra overpotentials which
add additional complexity to the model and inefficiency to the numerical algorithm.
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Figure 7.7: Comparison of the current-power plots of the numerical model (solid line)
and experimental data (Verbraeken et al., 2012) (broken line) for T0 = 1173 and Rs =
1.007× 10−4.
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Chapter 8
Conclusions and future work
The aim of this thesis was to construct a model for a planar SOFC from first principles
applying the necessary model equations to begin with before adding in extra complexities.
The benefits in doing this were to obtain a solution which is not only analytically accurate
but also numerically efficient. This was to enable fuel cell models to align more closely
with industry demands for faster computational time compared to the current literature.
Within chapters 3 and 5 a simplistic model was created to examine the flow and reac-
tion of an incompressible mixture of species across a flat, semi-infinite plate. This model
was constructed to depict a planar SOFC. As part of the chapters we constructed an
analytical framework which considered the solution close to naturally occurring singular-
ities in the flow. This rigorous form of mathematical analysis is novel to current fuel cell
literature and it enables us to use the model equations with confidence throughout the
flow domain whilst understanding the flow dynamics close to the singularity. A numerical
solution was also constructed to calculate the solution to model equations throughout the
full flow domain. The benefits of adopting this approach were the calculation of numeri-
cal solutions within seconds which is materially more efficient than consensus within the
current literature. Moreover, the model was demonstrated to be versatile to changes in
mixture composition with the examination of humidified hydrogen and methane as inlet
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fuels.
Although the results within chapters 3 and 5 may not be exactly indicative of an
operational planar SOFC, due to the number of assumptions made, it enabled us to build a
governing accurate and efficient modelling framework. This framework also benefited from
having the flexibility to be applied to more complex systems in order to generate models
with the ability to predict empirical data. Moreover, as part of the modelling framework,
an electrochemical model was built in order to predict the electrical performance of the
cell for varying operating conditions. Results of this for the incompressible model were
presented within chapter 4.
The most significant results within this thesis were presented within chapters 6 and 7
where we extended the models of the previous chapters to take into account compressibility
and thermal affects within the flow. This model utilised the framework developed in
the previous chapters to construct an analytical and numerical solution. Moreover, the
electrochemical model from the previous chapters was used to examine the electrical
performance of the cell. The results from the electrochemcial model were compared to
that of experimental data and demonstrated an almost identical relationship. These
results highlighted the accuracy of this model and its ability to predict the performance
of a planar SOFC. Coupling this with a numerical run time to the order of seconds means
that this model has bridged the gap between accuracy, mathematical rigour and numerical
efficiency. The results are a model novel in the current fuel cell literature and also one
which could greatly enhance the commercialisation of fuel cells through rapid accurate
modelling.
8.1 Future work
We mentioned in chapter 2 that there is a lack of rigorous mathematical models depicting
SOFCs and the operations involved within SOFCs. Therefore, the scope for future work
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is vast, extending the work from this thesis or indeed moving into alternative SOFC mod-
elling areas. Within this section we will give details of what we think are the significant
future work areas moving forward from this thesis.
One way in which the work within this thesis could be extended is through intro-
ducing more dependence between the species and the electrochemical parameters within
chapter 5. We showed in this chapter that only the species involved within the hydrogen
oxidation reaction have a dependence on the electrochemical parameters. However, there
is evidence to suggest that all of the species involved within this model should depict
some dependence on these (Cooper et al., 2000). Therefore, one way in which we can
introduce this dependence on electrochemical parameters is to introduce the additional
reaction structure
CH4 +O
2− → 2H2O + CO2 + 8e− (8.1)
CO +O2− → CO2 + 2e− (8.2)
into the existing structure of chapter 5. Including these additional reactions would alter
the mass-flux boundary conditions on the surface of the plate to give
162
Df
∂Yf
∂y
=
k1YfYWρ
mW
+
k2YfYDρ
mD
+
qe(x)mf
4ρ
, (8.3)
Dh
∂Yh
∂y
=0, (8.4)
DD
∂YD
∂y
=
k2YfYDρ
mf
− k3YMYWρmD
mMmW
− 5qe(x)mD
4ρ
, (8.5)
DW
∂YW
∂y
=
k1YfYWρ
mf
+
k3YMYWρ
mM
− 3qe(x)mW
2ρ
, (8.6)
DM
∂YM
∂y
=
k3YMYWρ
mW
− k1YfYWρmM
mfmW
− 2k2YfYDρmM
mfmD
+
qe(x)mD
ρ
, (8.7)
DH
∂YH
∂y
=
qe(x)mH
ρ
− 3k1YfYWρmH
mfmW
− 2k2YfYDρmH
mfmD
− k3YMYWρmH
mMmW
, (8.8)
where we can see here that all of the species, apart from the inert helium, has some pro-
portion of dependence on the electrochemical parameters incorporated within the function
qe(x). From this we are able to adopt the same method, both analytically and numerically,
as used in chapter 5.
One obvious extension of this thesis will be to take the models for the compressible
flow and reaction demonstrated in chapters 6 and 7 and apply them to higher hydrocarbon
inlet mixtures. The most important of these hydrocarbon mixtures to consider will be that
a methane due to its commercial advantage and reaction kinetics at higher temperature.
This would therefore alter the reaction structure from the hydrogen oxidation reaction to
a set of reactions present in Table 2.1. The main reason why we will seek to do this is
due to the correlation between the model outputs and experiential data represented in
chapter 7. Therefore, having a model for a methane inlet would allow us to optimise the
performance for both hydrogen and methane operated cells.
Another area in which the current models within this thesis can be extended will be
through the inclusion of a complete set of overpotentials. For flow and reaction over a flat
plate we can reduce the cell overpotentials down to just the ohmic overpotential and we
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have shown that doing this gives a very accurate match to the experimental data, shown
in chapter 7 . However to obtain a completely accurate electrochemical model we will
look to introduce the activation overpotential, which takes the form
i = i0,electrode
[
exp
(
αzF
RT
ηact,electrode
)
− exp
(
−(1− α)zF
RT
ηact,electrode
))
, (8.9)
It has been shown that for low activation overpotentials, ηact < 0.1, their is a linear
relationship between the current density and the activation overpotential (Janardhanan
& Deutschmann, 2007)
ηact = i
RT
zF i0
(8.10)
We will also include the concentration overpotential
ηcon =
RT
zF
ln
(
P bulkH2 P
react
H2O
P reactH2 P
bulk
H2O
)
+
RT
2zF
ln
(
P bulkO2
P reactO2
)
(8.11)
which can also be written in terms of the current density
ηcon,electrode =
RT
2F
ln
(
1− i
iL
)
(8.12)
where iL is the limiting current which can be taken to be the maximum rate at which
a reactant can be supplied to an electrode (Bove & Ubertini, 2008). The difficulty in
including the concentration overpotential into our current model setup is isolating the
current density within (8.12). This may mean adopting an alternative approach of treating
the current density as a variable and then measuring the cell potential using an overall
cell potential equation of the form
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Ucell = U
N − (ηohm + ηact + ηcon) (8.13)
and then re-write the model by replacing the ion flux density qe(x) by its definition
qe(x) =
i(x)
2F
(8.14)
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Appendix A
Derivation of Boundary-Layer
Equations
A main criterion for a well defined laminar boundary layer is that the Reynolds number
must be large, Re→∞, where we define the Reynolds number to be
Re =
U0L
ν
. (A.1)
where L is a given length scale. We will require that the Reynolds number is not too large
as to move into a transition or even turbulent phase, values of which are shown above
for certain cases. The first step is to show an existence of a solution of the equations
of motion for large values of Re but when Re is not infinite. There are now two main
methods which can be used to generate the laminar boundary-layer equations, both of
which will be explained below for the case of the equations of motion for a two-dimensional
incompressible flow
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∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
=− 1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+
∂2u
∂y2
)
, (A.2)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
=− 1
ρ
∂p
∂y
+ ν
(
∂2v
∂x2
+
∂2v
∂y2
)
, (A.3)
∂u
∂x
+
∂v
∂y
=0. (A.4)
Method of Orders of Magnitude.
This is the original method for obtaining the boundary-layer equations from the equations
of motion by examining the order of magnitude of each term as Re → ∞ and is due to
Prandtl (1904) and Blasius (1908). On assessing the orders of magnitude of each term
with the equations (A.2)-(A.4) it follows that the term t, x, u are of order of unity and
thus we may write
∂
∂t
∼ 1, ∂
∂x
∼ 1, (A.5)
in this case u is the velocity within the boundary-layer and so the value of u can change
rapidly from the surface to the freestream value. Now the thickness of the boundary-layer
has to been shown to be approximated by δ and so we define the order of the thickness
to be this value, where δ  1, and hence
∂
∂y
∼ δ−1, ∂
2
∂y2
∼ δ−2, (A.6)
Since the first term in the continuity equation (A.4) is of order unity, it must follow that
the transverse velocity component to the solid surface is
v ∼ δ. (A.7)
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Therefore, we have now obtained the orders of magnitude for all the parameters within
the equations of motion. Now we must compare the orders of each terms within the
equations and simplify according to leading order terms. Hence, the equations of motion
with respective orders of magnitude are
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+
∂2u
∂y2
)
, (A.8)
1 1 1 δ δ−1 1 δ−2
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −1
ρ
∂p
∂y
+ ν
(
∂2v
∂x2
+
∂2v
∂y2
)
, (A.9)
δ 1 δ δ δ/δ δ δ/δ2
∂u
∂x
+
∂v
∂y
= 0. (A.10)
1 δ/δ
From (A.8), and the property that δ  1, we can deduce that within the viscous terms
∂2u
∂x2
 ∂
2v
∂y2
, (A.11)
and thus the first of these terms can be neglected. Hence, in order for the viscous and
inertia terms to be of the same order of magnitude, it must follow that
ν ∼ δ2, (A.12)
which implies that the thickness of the boundary-layer is of the order Re−
1
2 . From equation
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(A.9) we may conclude that the pressure normal to the surface is of the order δ and that
the pressure variation across the boundary layer is of order δ2. Therefore, we may assume
that the pressure in this direction is constant and takes the value of the pressure outside
of the boundary-layer where the flow is inviscid.
At the outer edge of the boundary-layer the streamwise velocity u equals that of the
freestream velocity U0, which does not vary in the normal direction. Thus we can neglect
the viscous terms in the equations of motion to obtain the equation for the outer flow
∂U0
∂t
+ U0
∂U0
∂x
= −1
ρ
∂p
∂x
. (A.13)
under steady state conditions this may take the form of the standard Bernoulli equation.
The equations of motions for the boundary-layer, simplified from the Navier-Stokes
equations, are know as the Prandtl boundary-layer equations, and take the form
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+ ν
∂2u
∂y2
, (A.14)
∂u
∂x
+
∂v
∂y
= 0. (A.15)
The relative boundary conditions depend on the model in which the above equations have
been applied to.
Non-dimensional Method.
Although the above method is more commonly used, and referred to when deriving the
boundary-layer equations, a new method was produced by Rosenhead (1963) which looks
at non-dimensionalisation of the equations of motion. Rosenhead explains how this new
method is more precise but maybe physically harder to understand compared to consid-
eration of the orders of magnitude. In Rosenhead’s analysis of the equations of motion
(A.2)-(A.4) the following non-dimensional variables are defined
169
x = x/l, y = Re
1
2y/L, t = Ut/L, u = u/U, v = Re
1
2v/U, p = p/ρU2. (A.16)
On substituting the above into the equations of motion we obtain
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
=− ∂p
∂x
+
1
Re
∂2u
∂x2
+
∂2u
∂y2
, (A.17)
1
Re
(
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
)
=− ∂p
∂y
+
1
Re2
∂2v
∂x2
+
1
Re
∂2v
∂y2
, (A.18)
∂u
∂x
+
∂v
∂y
=0, (A.19)
If we assume here that all the non-dimensional derivatives have the same order of mag-
nitude for large values of Re then the above equations become, on dropping the bars for
convenience
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
=− ∂p
∂x
+
∂2u
∂y2
, (A.20)
0 =− ∂p
∂y
, (A.21)
∂u
∂x
+
∂v
∂y
=0, (A.22)
where the above are the boundary-layer equations but in a non-dimensional form, which
can be re-transformed to generate the Prandtl boundary-layer equations already given.
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Appendix B
Concept of similarity
The concept of similarity is a very useful tool when it comes to finding a solution to the
boundary layer equations
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+ ν
∂2u
∂y2
, (B.1)
∂u
∂x
+
∂v
∂y
= 0. (B.2)
If we consider the steady state case of these equations with boundary conditions
u = v = 0 on y = 0, and u = U(x) as y →∞, (B.3)
then for a given kinematic viscosity, ν, we can express the general solution to the boundary
layer equations as
u
U
= g(x, y), (B.4)
where g is given to be an arbitrary function of x and y. In certain special cases of boundary
layer flow we are able to write
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uU
= g(η), (B.5)
where η is defined to be a similarity variable and is a function of x and y. Hence, in the
cases where this special similarity solution exists the problem reduces from one with two
independent variables to a problem with just one. Thus, the boundary layer equations,
above, can be transformed into a set of ordinary differential equations (ODEs) with re-
spect to the similarity variable η.
The similarity concept is useful for scenarios such as laminar and turbulent flow with-
out pressure gradients. However, most applications of boundary layers do not exhibit a
similarity solution and so the boundary layer equations are required to be solved in full.
B.1 Derivation of similarity variable η.
We have shown above how the concept of a similarity solution is of great use in simplifying
the boundary layer problem. However, we have not explained how the similarity variable η
is found and under what conditions η actually exists. There are several methods that can
be used to find η but we will present the group-theoretic method which can be found in
greater detail in Hansen (1964) and Cebeci & Bradshaw (1977). We begin by considering
the standard boundary layer equations (B.1) and (B.2) under steady state conditions and
we introduce the following linear group transformation
x = Aα1x, y = Aα2y, u = Aα3u, v = Aα4v, U = Aα5U (B.6)
where αi, i = 1, . . . , 5, are constants and A is defined to be the parameter of transforma-
tion. Substitution of these transformations into the boundary layer equations yields
A2α3−α1u
∂u
∂x
+ Aα4+α3−α2v
∂u
∂y
− A2α5−α1U ∂U
∂x
− νAα3−2α2 ∂
2u
∂y2
= 0, (B.7)
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Aα3−α1
∂u
∂x
+ Aα4−α2
∂v
∂y
= 0 (B.8)
It is desirable that the above equations are invariant such that the transformation does
not alter the boundary layer equations. For this to occur we require that the powers of A
in each equation equate to one another. Hence, we obtain the system of equations for αi
α3 − α1 = α4 − α2, (B.9)
2α3 − α1 = α4 + α3 − α2 = 2α5 − α1 = α3 − 2α2 (B.10)
where a partial solution exists
α3 = α5 = α1 − 2α2, α4 = α2 (B.11)
Since we now have a relationship between the values of αi and we have the linear group
transformation (B.6), by eliminating A we can obtain the relationship
A =
(x
x
) 1
α1 =
(
y
y
) 1
α2
, (B.12)
which equates to
y
xα
=
y
x−α
, (B.13)
where α = α2/α1. We can arrive at a relationship between the other variables in a similar
way, to obtain
u
x1−2α
=
u
x−1−2α
,
v
x−α
=
v
x−α
,
U
x1−2α
=
U
x1−2α
(B.14)
These variables are defined to be absolute variables and are similarity variables if we can
express the boundary conditions independent of x. Now we set
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η =
y
xα
, f(η) =
u
x1−2α
, g(η) =
v
x−α
, h(η) =
U
x1−2α
= Constant (B.15)
and hence on transformation of the boundary conditions (B.3), we obtain
f = g = 0 on η = 0, f = Constant as η →∞ (B.16)
Therefore, the boundary conditions for f and g are constant for constant values of η and
hence they are independent of x. As described above this means that the absolute variables
(B.15) are similarity variables. We may then substitute these similarity variables into our
boundary layer equations to produce a set of equations in one variable η. If, under the
above transformation, constant boundary conditions are not produced then no similarity
solution will exist for the problem.
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Appendix C
Mixture properties
Within chapter 6 we gave details of the equations used to calculate the viscosity and
density of a mixture of gases at low pressures (around 1 atm). For simplicity we neglected
to consider the variations in the thermal conductivity of a mixture of gases and the
specific heat capacity at constant pressure when the mixture composition varies. We will
henceforth give details about how one would examine the variations in these values.
The thermal conductivity of a mixture of gases can be expressed in the form (Lindsay
& Bromley, 1950)
km =
n∑
i=1
ki
1
Xi
n∑
l=1
XjAij
(C.1)
where km is the mixture thermal conductivity, ki are the species thermal conductivities,
Xi is the mole fraction of the species and Aij is an interaction parameter. This interaction
parameter is defined by
Aij =
1
4
1 +
[
µi
µl
(
ml
mi
) 3
4
(
T + Si
T + Sl
)] 12
2(
T + Sil
T + Si
)
(C.2)
where Si is the Sutherland’s constant. Si and Sil are given by
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Sil =
√
SiSl Si = 1.5Tbi (C.3)
where Tbi is the absolute boiling temperature of species i at 1 atm of pressure. In relevance
to the model constructed in chapter 6 it is worth noting that SH = 79K. It is noted that
the relationship for Si is not a good assumption but for large errors in this equation only
give small errors in the mixture thermal conductivity occur (Lindsay & Bromley, 1950).
Therefore, it is sufficient to use this simplification.
The specific heat capacity of a mixture at constant pressure is represented by (Perry
& Green, 2008)
CP,m =
n∑
i=1
XiCP,i (C.4)
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