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Abstract. We consider large non-Hermitian randommatricesX with complex, independent, identically
distributed centred entries and show that the linear statistics of their eigenvalues are asymptoticallyGauss-
ian for test functions having 2 +  derivatives. Previously this result was known only for a few special
cases; either the test functions were required to be analytic [70], or the distribution of the matrix elements
needed to be Gaussian [71], or at least match the Gaussian up to the first four moments [79], [54]. We find
the exact dependence of the limiting variance on the fourth cumulant that was not known before. The
proof relies on two novel ingredients: (i) a local law for a product of two resolvents of the Hermitisation
ofX with different spectral parameters and (ii) a coupling of several weakly dependent Dyson Brownian
Motions. Thesemethods are also the key inputs for our analogous results on the linear eigenvalue statistics
of realmatricesX that are presented in the companion paper [29].
1. Introduction
Eigenvalues of randommatrices form a strongly correlated point process. Onemanifestation of this
fact is the unusually small fluctuation of their linear statistics making the eigenvalue process distinctly
different from a Poisson point process. Suppose that the n × n random matrix X has i.i.d. entries of
zero mean and variance 1/n. The empirical density of the eigenvalues {σi}ni=1 converges to a limit
distribution; it is the uniform distribution on the unit disk in the non-Hermitian case (circular law) and
the semicircular density in the Hermitian case (Wigner semicircle law). For test functions f defined on
the spectrum one may consider the fluctuation of the linear statistics and one expects that
Ln(f) :=
n∑
i=1
f(σi)−E
n∑
i=1
f(σi) ∼ N (0, Vf ) (1.1)
converges to a centred normal distribution as n→∞. The variance Vf is expected to depend only on
the second and fourth moments of the single entry distribution. Note that, unlike in the usual central
limit theorem, there is no 1/
√
n rescaling in (1.1) which is a quantitative indication of a strong correla-
tion. The main result of the current paper is the proof of (1.1) for non-Hermitian randommatrices with
complex i.i.d. entries and for general test functions f . We give an explicit formula for Vf that involves
the fourth cumulant of X as well, disproving a conjecture by Chafaï [22]. By polarisation, from (1.1) it
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2 CLT FOR NON-HERMITIAN RANDOM MATRICES
also follows that the limiting joint distribution of (Ln(f1), Ln(f2), . . . , Ln(fk)) for a fixed number
of test functions is jointly Gaussian.
We remark that another manifestation of the strong eigenvalue correlation is the repulsion between
neighbouring eigenvalues. For Gaussian ensembles the local repulsion is directly seen from the well-
known determinantal structure of the joint distribution of all eigenvalues; both in the non-Hermitian
Ginibre case and in the Hermitian GUE/GOE case. In the spirit of Wigner-Dyson-Mehta universality
of the local correlation functions [64] level repulsion should also hold for random matrices with gen-
eral distributions. While for the Hermitian case the universality has been rigorously established for a
large class of random matrices (see e.g. [39] for a recent monograph), the analogous result for the non-
Hermitian case is still open in the bulk spectrum (see, however, [28] for the edge regime and [79] for
entry distributions whose first four moments match the Gaussian).
These two manifestations of the eigenvalue correlations cannot be deduced from each other, how-
ever the proofs often share common tools. For n-independent test functions f , (1.1) apparently involves
understanding the eigenvalues only on the macroscopic scales, while the level repulsion is expressly a
property on the microscopic scale of individual eigenvalues. However the suppression of the usual
√
n
fluctuation is due to delicate correlations on all scales, so (1.1) also requires understanding local scales.
Hermitian randommatrices are much easier to handle, hence fluctuation results of the type (1.1) have
been gradually obtained for more and more general matrix ensembles as well as for broader classes of
test functions, see, e.g. [51, 8, 53, 63, 72] and [77] for the weakest regularity conditions on f . Considering
n-dependent test functions, Gaussian fluctuations have been detected even on mesoscopic scales [20,
21, 47, 49, 50, 33, 56, 60].
Non-Hermitian random matrices pose serious challenges, mainly because their eigenvalues are po-
tentially very unstable. When X has i.i.d. centred Gaussian entries with variance 1/n (this is called
the Ginibre ensemble), the explicit determinantal formulas for the correlation functions may be used to
compute the distribution of the linear statisticsLn(f). Forrester in [43] proved (1.1) for complex Ginibre
ensemble and radially symmetric f and obtained the variance Vf = (4pi)−1
∫
D
|∇f |2 d2z whereD
is the unit disk. He also gave a heuristic argument based on Coulomb gas theory for general f and his
calculations predicted an additional boundary term 1
2
‖f‖2H˙1/2(∂D) in the variance Vf . Rider consid-
ered test functions f depending only on the angle [69] when f 6∈ H1(D) and accordingly Vf grows
with logn (similar growth is proved for f = log in [65]). Finally, Rider and Virág in [71] have rigorously
verified Forrester’s prediction for generalf ∈ C1(D) using a cumulant formula for determinantal pro-
cesses found first by Costin and Lebowitz [31] and extended by Soshnikov [76]. They also presented a
Gaussian free field (GFF) interpretation of the result that we extend in Section 2.1.
The first result beyond the explicitly computable Gaussian case is due to Rider and Silverstein [70,
Theorem 1.1] who proved (1.1) forX with i.i.d. complex matrix elements and for test functions f that are
analytic on a large disk. Analyticity allowed them to use contour integration and thus deduce the result
from analysing the resolvent at spectral parameters far away from the actual spectrum. The domain of
analyticity was optimized in [67], where extensions to elliptic ensembles were also proven. Polynomial
test functions via the alternative moment method were considered by Nourdin and Peccati in [66]. The
analytic method of [70] was recently extended by Coston and O’Rourke [32] to fluctuations of linear
statistics for products of i.i.d. matrices. However, these method fail for a larger class of test functions.
Since the first fourmoments of thematrix elements fully determine the limiting eigenvalue statistics,
Tao and Vu were able to compare the fluctuation of the local eigenvalue density for a general non-
Gaussian X with that of a Ginibre matrix [79, Corollary 10] assuming the first four moments of X
match those of the complex Ginibre ensemble. This method was extended by Kopel [54, Corollary 1] to
general smooth test functions with an additional study on the real eigenvalues whenX is real (see also
the work of Simm for polynomial statistics of the real eigenvalues [75]).
Our result removes the limitations of both previous approaches: we allow general test functions and
general distribution for the matrix elements without constraints on matching moments. We remark
that the dependence of the variance Vf on the fourth cumulant of the single matrix entry escaped
all previous works. Ginibre ensemble with its vanishing fourth cumulant clearly cannot catch this
dependence. Interestingly, even though the fourth cumulant in general is not zero in the work Rider
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and Silverstein [70], it is multiplied by a functional of f that happens to vanish for analytic functions
(see (2.6), (2.8) and Remark 2.5 later). Hence this result did not detect the precise role of the fourth
cumulant either. This may have motivated the conjecture [22] that the variance does not depend on the
fourth cumulant at all.
In order to focus on the main new ideas, in this paper we consider the problem only for X with
genuinely complex entries. Ourmethod also works for real matrices where the real axis in the spectrum
plays a special role that modifies the exact formula for the expectation and the variance Vf in (1.1). This
leads to some additional technical complications that we have resolved in a separate work [29] which
contains the real version of our main Theorem 2.2.
Finally, we remark that the problem of fluctuations of linear statistics has been considered for β-
log-gases in one and two dimensions; these are closely related to the eigenvalues of the Hermitian, resp.
non-Hermitian Gaussian matrices for classical values β = 1, 2, 4 and for quadratic potential. In fact,
in two dimensions the logarithmic interaction also corresponds to the Coulomb gas from statistical
physics. Results analogous to (1.1) in one dimension were obtained e.g. in [51, 73, 15, 12, 55, 11, 50, 1]. In two
dimensions similar results have been established both in themacroscopic [59] and in themesoscopic [10]
regimes.
We now outline the main ideas in our approach. We use Girko’s formula [45] in the form given in [79]
to express linear eigenvalue statistics of X in terms of resolvents of a family of 2n × 2n Hermitian
matrices
Hz :=
(
0 X − z
X∗ − z 0
)
(1.2)
parametrized by z ∈ C. This formula asserts that∑
σ∈Spec(X)
f(σ) = − 1
4pi
∫
C
∆f(z)
∫ ∞
0
=TrGz(iη) dη d2z (1.3)
for any smooth, compactly supported test function f (the apparent divergence of the η-integral at in-
finity can easily be removed, see (3.6)). Here we set Gz(w) := (Hz − w)−1 to be the resolvent of
Hz . We have thus transformed our problem to a Hermitian one and all tools and results developed for
Hermitian ensembles in the recent years are available.
Utilizing Girko’s formula requires a good understanding of the resolvent ofHz along the imaginary
axis for all η > 0. On very small scales η  n−1, there are no eigenvalues thus =TrGz(iη) is negli-
gible. All other scales η & n−1 need to be controlled carefully since a priori they could all contribute
to the fluctuation ofLn(f), even though a posterioriwe find that the entire variance comes from scales
η ∼ 1.
In the mesoscopic regime η  n−1, local laws from [4, 5] accurately describe the leading order de-
terministic behaviour of 1
n
TrGz(iη) and even the matrix elementsGzab(iη); now we need to identify
the next order fluctuating term in the local law. In other words we need to prove a central limit theo-
rem for the traces of resolventsGz . In fact, based upon (1.3), for the higher k-th moments of Ln(f) we
need the joint distribution of TrGzl(iη) for different spectral parameters z1, z2, . . . , zk . This is one
of our main technical achievements. Note that the asymptotic joint Gaussianity of traces of Wigner re-
solvents Tr(H−w1)−1,Tr(H−w2)−1, . . . at different spectral parameters has been obtained in [48,
49]. However, the method of this result is not applicable since the role of the spectral parameter z in (1.2)
is very different fromw; it is in an off-diagonal position thus these resolvents do not commute and they
are not in the spectral resolution of a single matrix.
The microscopic regime, η ∼ n−1, is muchmore involved than the mesoscopic one. Local laws and
their fluctuations are not sufficient, we need to trace the effect of the individual eigenvalues 0 ≤ λz1 ≤
λz2, . . . ofHz near zero (the spectrum ofHz is symmetric, we may focus on the positive eigenvalues).
Moreover, we need their joint distribution for different z parameters which, for arbitrary z’s, is not
known even in the Ginibre case. We prove, however, that λz1 and λz
′
1 are asymptotically independent
if z and z′ are far away, say |z − z′| ≥ n−1/100. A similar result holds simultaneously for several
small eigenvalues. Notice that due to the z-integration in (1.3), when the k-th moment of Ln(f) is
computed, the integration variables z1, z2, . . . , zk are typically far away from each other. The resulting
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independence of the spectra ofHz1 ,Hz2 , . . . near zero ensures that themicroscopic regime eventually
does not contribute to the fluctuation of Ln(f).
The proof of the independence of λz1 and λz
′
1 relies on the analysis of the Dyson Brownian mo-
tion (DBM) developed in the recent years [39] for the proof of the Wigner-Dyson-Mehta universality
conjecture for Wigner matrices. The key mechanism is the fast local equilibration of the eigenvalues
λz(t) := {λzi (t)} along the stochastic flow generated by adding a small time-dependent Gaussian
component to the original matrix. This Gaussian component can then be removed by the Green func-
tion comparison theorem (GFT). One of the main technical results of [24] (motivated by the analogous
analysis in [57] for Wigner matrices that relied on coupling and homogenisation ideas introduced first
in [18]) asserts that for any fixed z the DBM process λz(t) can be pathwise approximated by a simi-
lar DBM with a different initial condition by exactly coupling the driving Brownian motions in their
DBMs. We extend this idea to simultaneously trailing λz(t) and λz
′
(t) by their independent Ginibre
counterparts. The evolutions of λz(t) and λz
′
(t) are not independent since their driving Brownian
motions are correlated; the correlation is given by the eigenfunction overlap 〈uzi , uz
′
j 〉〈vz
′
j , v
z
i 〉 where
wzi = (u
z
i , v
z
i ) ∈ Cn × Cn denotes the eigenvector of Hz belonging to λzi . However, this overlap
turns out to be small if z and z′ are far away and i is not too big. Thus the analysis of the micro-
scopic regime has two ingredients: (i) extending the coupling idea to driving Brownian motions whose
distributions are not identical but close to each other; and (ii) proving the smallness of the overlap.
While (i) can be achieved by relatively minor modifications to the proofs in [24], (ii) requires to
develop a new type of local law. Indeed, the overlap can be estimated in terms of traces of products
of resolvents, TrGz(iη)Gz
′
(iη′) with η, η′ ∼ n−1+ in the mesoscopic regime. Customary local
laws, however, do not apply to a quantity involving products of resolvents. In fact, even the leading
deterministic term needs to be identified by solving a new type of deterministic Dyson equation. We
first show the stability of this new equation using the lower bound on |z − z′|. Then we prove the
necessary high probability bound for the error term in the Dyson equation by a diagrammatic cumulant
expansion adapted to the new situation of product of resolvents. The key novelty is to extract the effect
thatGz andGz
′
are weakly correlated when z and z′ are far away from each other.
We close this section with an important remark concerning the proofs for Hermitian versus non-
Hermitian matrices. Similarly to Girko’s formula (1.3), the linear eigenvalue statistics for Hermitian
matrices are also expressed by an integral of the resolvents over all spectral parameters. However, in the
corresponding Helffer-Sjöstrand formula, sufficient regularity of f directly neutralizes the potentially
singular behaviour of the resolvent near the real axis, giving rise to CLT results even with suboptimal
control on the resolvent in themesoscopic regime. A similar trade-off in (1.3) is not apparent; it is unclear
if and how the integration in z could help regularize the η integral. This is a fundamental difference
between CLTs for Hermitian and non-Hermitian ensembles that explains the abundance of Hermitian
results in contrast to the scarcity of available non-Hermitian CLTs.
Acknowledgement. L.E. would like to thankNathanaël Berestycki, and D.S. would like to thankNina
Holden for valuable discussions on the Gaussian free field.
Notations and conventions. We introduce some notations we use throughout the paper. For integers
k ∈ N we use the notation [k] := {1, . . . , k}. We writeH for the upper half-planeH := {z ∈ C |
=z > 0},D ⊂ C for the open unit disk, and for any z ∈ Cwe use the notationd2z := 2−1i(dz∧dz)
for the two dimensional volume form on C. For positive quantities f, g we write f . g and f ∼ g
if f ≤ Cg or cg ≤ f ≤ Cg, respectively, for some constants c, C > 0 which depend only on the
constants appearing in (2.1). For any two positive real numbers ω∗, ω∗ ∈ R+ by ω∗  ω∗ we denote
that ω∗ ≤ cω∗ for some small constant 0 < c ≤ 1/100. We denote vectors by bold-faced lower case
Roman lettersx,y ∈ Ck , for some k ∈ N. Vector andmatrix norms, ‖x‖ and ‖A‖, indicate the usual
Euclidean norm and the corresponding induced matrix norm. For any 2n × 2n matrix A we use the
notation 〈A〉 := (2n)−1 TrA to denote the normalized trace ofA. Moreover, for vectors x,y ∈ Cn
and matricesA,B ∈ C2n×2n we define
〈x,y〉 :=
∑
xiyi, 〈A,B〉 := 〈A∗B〉.
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Wewill use the concept of “with very high probability”meaning that for any fixedD > 0 the probability
of the event is bigger than 1−n−D ifn ≥ n0(D). Moreover, we use the convention that ξ > 0 denotes
an arbitrary small constant which is independent of n.
2. Main results
We consider complex i.i.d. matricesX , i.e. n× nmatrices whose entries are independent and iden-
tically distributed as xab
d
= n−1/2χ for some complex random variable χ, satisfying the following:
Assumption 2.1. We assume thatEχ = Eχ2 = 0 andE|χ|2 = 1. In addition we assume the existence
of high moments, i.e. that there exist constants Cp > 0, for any p ∈ N, such that
E|χ|p ≤ Cp. (2.1)
The circular law [7, 9, 46, 13, 44, 45, 68, 78] asserts that the empirical distribution of eigenvalues {σi}ni=1
of a complex i.i.d. matrixX converges to the uniform distribution on the unit diskD, i.e.
lim
n→∞
1
n
n∑
i=1
f(σi) =
1
pi
∫
D
f(z) d2z, (2.2)
with very high probability for any continuous bounded function f . Our main result is a central limit
theorem for the centred linear statistics
Ln(f) :=
n∑
i=1
f(σi)−E
n∑
i=1
f(σi) (2.3)
for general complex i.i.d. matrices and generic test functions f .
In order to state the result we introduce some notations and certain Sobolev spaces. We fix some
open bounded Ω ⊂ C containing the closed unit diskD ⊂ Ω and having a piecewise C1-boundary,
or, more generally, any boundary satisfying the cone property (see e.g. [62, Section 8.7]). We consider
test functions f ∈ H2+δ0 (Ω) in the Sobolev spaceH2+δ0 (Ω) which is defined as the completion of the
smooth compactly supported functions C∞c (Ω) under the norm
‖f‖H2+δ(Ω) := ‖(1 + |ξ|)2+δ f̂(ξ)‖L2(Ω)
and we note that by Sobolev embedding such functions are continuously differentiable, and vanish at
the boundary of Ω. For notational convenience we identify f ∈ H2+δ0 (Ω) with its extension to all
of C obtained from setting f ≡ 0 in C \ Ω. We note that our results can trivially be extended to
bounded test functions with non-compact support since due to [5, Theorem 2.1], with high probability,
all eigenvalues satisfy |σi| ≤ 1 +  and therefore non-compactly supported test functions can simply
be smoothly cut-off. For h defined on the boundary of the unit disk ∂Dwe define its Fourier transform
as
ĥ(k) =
1
2pi
∫ 2pi
0
h(eiθ)e−iθk dθ, k ∈ Z. (2.4)
For f, g ∈ H2+δ0 (Ω) we define the homogeneous semi-inner products
〈g, f〉H˙1/2(∂D) :=
∑
k∈Z
|k|f̂(k)ĝ(k), ‖f‖2H˙1/2(∂D) := 〈f, f〉H˙1/2(∂D), (2.5)
where, with a slight abuse of notation, we identified f and g with their restrictions to ∂D.
Theorem 2.2 (Central Limit Theorem for linear statistics). Let X be a complex n × n i.i.d. matrix
satisfying Assumption 2.1 with eigenvalues {σi}ni=1, and denote the fourth cumulant ofχ by κ4 := E|χ|4−
2. Fix δ > 0, an open complex domain Ω with D ⊂ Ω ⊂ C and a complex valued test function f ∈
H2+δ0 (Ω). Then the centred linear statistics Ln(f), defined in (2.3), converges
Ln(f) =⇒ L(f),
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to a complex Gaussian random variable L(f) with expectation EL(f) = 0 and variance E|L(f)|2 =
C(f, f) =: Vf and EL(f)2 = C(f, f), where
C (g, f) :=
1
4pi
〈∇g,∇f〉L2(D) +
1
2
〈g, f〉H˙1/2(∂D)
+ κ4
(
1
pi
∫
D
g(z) d2z − 1
2pi
∫ 2pi
0
g(eiθ) dθ
)(
1
pi
∫
D
f(z) d2z − 1
2pi
∫ 2pi
0
f(eiθ) dθ
)
.
(2.6)
More precisely, any finite moment of Ln(f) converges at a rate n−c(k), for some small c(k) > 0, i.e.
ELn(f)
kLn(f)
l
= EL(f)kL(f)
l
+O
(
n−c(k+l)
)
. (2.7)
Moreover, the expectation in (2.3) is given by
E
n∑
i=1
f(σi) =
n
pi
∫
D
f(z) d2z − κ4
pi
∫
D
f(z)(2|z|2 − 1) d2z +O (n−c) (2.8)
for some small constant c > 0. The implicit constants in the error terms in (2.7)–(2.8) depend on theH2+δ-
norm of f and Cp from (2.1).
Remark 2.3 (Vf is strictly positive). The variance Vf = E|L(f)|2 in Theorem 2.2 is strictly positive.
Indeed, by the Cauchy-Schwarz inequality it follows that∣∣∣∣ 1pi
∫
D
f(z) d2z − 1
2pi
∫ 2pi
0
f(eiθ) dθ
∣∣∣∣2 ≤ 18pi
∫
D
|∇f |2 d2z.
Hence, since κ4 ≥ −1 in (2.6), this shows that
Vf ≥ 1
8pi
∫
D
|∇f |2 d2z + 1
2
‖f‖H˙1/2(∂D) > 0.
By polarisation, a multivariate Central Limit Theorem readily follows from Theorem 2.2:
Corollary 2.4. LetX be an n×n i.i.d. complex matrix satisfying Assumption 2.1, and letLn(f) be defined
in (2.3). For a fixed open bounded complex domain Ω withD ⊂ Ω ⊂ C, δ > 0, p ∈ N and for any finite
collection of test functions f (1), . . . , f (p) ∈ H2+δ0 (Ω) the vector
(Ln(f
(1)), . . . , Ln(f
(p))) =⇒ (L(f (1)), . . . , L(f (p))), (2.9)
converges to amultivariate complexGaussian of zero expectationEL(f) = 0 and covarianceEL(f)L(g) =
EL(f)L(g) = C(f, g) with C as in (2.6). Moreover, for any mixed k-moments we have an effective con-
vergence rate of order n−c(k), as in (2.7)
Remark 2.5. We may compare Theorem 2.2 with the previous results in [71, Theorem 1] and [70, Theorem
1.1]:
(i) Note that for a single f : C→ R in the Ginibre case, i.e. κ4 = 0, Theorem 2.2 implies [71, Theorem
1] with σ2f + σ˜
2
f = C(f, f), using the notation therein and with C(f, f) defined in (2.6).
(ii) If additionally f is complex analytic in a neighbourhood of D, using the notation ∂ := ∂z , the
expressions in (2.6),(2.8) of Theorem 2.2 simplify to
E
n∑
i=1
f(σi) = nf(0) +O
(
n−δ
′)
, C (f, g) =
1
pi
∫
D
∂f(z)∂g(z) d2z, (2.10)
where we used that for any f, g complex analytic in a neighbourhood ofD we have
1
2pi
∫
D
〈∇g,∇f〉 d2z = 1
pi
∫
D
∂f(z)∂g(z) d2z =
∑
k∈Z
|k|f̂ ∂D(k)ĝ ∂D(k), (2.11)
and that
1
pi
∫
D
f(z) d2z =
1
2pi
∫ 2pi
0
f(eiθ) dθ = f(0).
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The second equality in (2.11) follows by writing f and g in Fourier series. The result in (2.10) exactly
agrees with [70, Theorem 1.1].
Remark 2.6 (Mesoscopic regime). We formulated our result for macroscopic linear statistics, i.e. for test
functions f that are independent of n. One may also consider mesoscopic linear statistics as well when
f(σ) is replaced with ϕ(na(σ − z0)) for some fixed scale a > 0, reference point z0 ∈ D and function
ϕ ∈ H2+δ(C). Our proof can directly handle this situation as well for any small a ≤ 1/5001, say, since
all our error terms are effective as a small power of 1/n. For a > 0 the leading term to the variance Vf
comes solely from the ‖∇f‖2 term in (2.6), in particular the effect of the fourth cumulant is negligible.
2.1. Connection to the Gaussian free field. It has been observed in [71] that for the special case κ4 =
0 the limiting random fieldL(f) can be viewed as a variant of theGaussian free field [74]. The Gaussian
free field on some bounded domain Ω ⊂ C can formally be defined as a Gaussian Hilbert space of
random variables h(f) indexed by functions in the homogeneous Sobolev space f ∈ H˙10 (Ω) such that
the map f 7→ h(f) is linear and
Eh(f) = 0, Eh(f)h(g) = 〈f, g〉H˙1(Ω). (2.12)
Here for Ω ⊂ C we defined the homogeneous Sobolev space H˙10 (Ω) as the completion of smooth
compactly supported function C∞c (Ω) with respect to the semi-inner product
〈g, f〉H˙1(Ω) := 〈∇g,∇f〉L2(Ω), ‖f‖2H˙1(Ω) := 〈f, f〉H˙1(Ω).
By the Poincaré inequality the space H˙10 (Ω) is in fact a Hilbert space and as a vector space coincides
with the usual Sobolev spaceH10 (Ω) with an equivalent norm but a different scalar product.
SinceD ⊂ Ω, the Sobolev space H˙10 (Ω) can be orthogonally decomposed as
H˙10 (Ω) = H˙
1
0 (D)⊕ H˙10 (Dc)⊕ H˙10 ((∂D)c)⊥,
where the complements are understood as the complements within Ω. The orthogonal complement
H˙10 ((∂D)
c)⊥ is (see e.g. [74, Thm. 2.17]) given by the closed subspace of functions which are harmonic
inD ∪Dc = (∂D)c, i.e. away from the unit circle. For closed subspaces S ⊂ H˙10 (Ω) we denote the
orthogonal projection onto S by PS . Then by orthogonality and conformal symmetry it follows [71,
Lemma 3.1]2 that∥∥∥PH˙10 (D)f + PH˙10 ((∂D)c)⊥f∥∥∥2H˙1(Ω) = ‖f‖2H˙1(D) + ‖PH˙10 ((∂D)c)⊥f‖2H˙1(D)
= ‖f‖2H˙1(D) + 2pi‖f‖2H˙1/2(∂D),
(2.13)
where we canonically identify f ∈ H˙10 (Ω) with its restriction toD. If κ4 = 0, then the r.h.s. of (2.13)
is precisely 4piC(f, f) and therefore L(f) can be interpreted [71, Corollary 1.2] as the projection
L = (4pi)−1/2Ph, P :=
(
PH˙10 (D)
+ PH˙10 ((∂D)c)⊥
)
(2.14)
of the Gaussian free field h onto H˙10 (D)⊕ H˙10 ((∂D)c)⊥, i.e. the Gaussian free field conditioned to be
harmonic inDc. The projection (2.14) is defined via duality, i.e. (Ph)(f) := h(Pf) so that indeed
E
∣∣∣[(4pi)−1/2Ph](f)∣∣∣2 = 1
4pi
(
‖f‖2H˙1(D) + 2pi‖f‖2H˙1/2(∂D)
)
= C(f, f) = E|L(f)|2.
If κ4 > 0, then L can be interpreted as the sum
L =
1√
4pi
Ph+
√
κ4
(
〈·〉D − 〈·〉∂D
)
Ξ (2.15)
1The upper bound 1/500 fora is a crude overestimate, we did not optimise it along the proof. The actual value ofa comes from
the fact that it has to be smaller than ωd (see of Proposition 3.4) and from Lemma 7.9 (which is the main input of Proposition 3.4) it
follows that ωd ≤ 1/100.
2In Eq. (3.1), and in the last displayed equation of the proof of Lemma 3.1 factors of 2 are missing. In the notation of [71] the correct
equations read
1
2
‖PHf‖2H1(C) = ‖PHf‖2H1(U) = 2pi‖f‖2H1/2(∂U) and 〈g1, g2〉H1(U) = 2pi〈g1, g2〉H1/2(∂U).
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of the Gaussian free field Ph conditioned to be harmonic in Dc, and an independent standard real
GaussianΞmultiplied by difference of the averaging functionals 〈·〉D, 〈·〉∂D onD and ∂D. Forκ4 < 0
there seems to be no direct interpretation of L similar to (2.15).
3. Proof strategy
For the proof of Theorem 2.2 we study the 2n×2nmatrixHz defined in (1.2), that is the Hermitisa-
tion ofX − z. Denote by {λz±i}ni=1 the eigenvalues ofHz labelled in an increasing order (we omit the
index i = 0 for notational convenience). As a consequence of the block structure ofHz its spectrum
is symmetric with respect to zero, i.e. λz−i = −λzi for any i ∈ [n].
Let G(w) = Gz(w) := (Hz − w)−1 denote the resolvent of Hz with η = =w 6= 0. It is
well known (e.g. see [4, 5]) that Gz becomes approximately deterministic, as n → ∞, and its limit is
expressed via the unique solution of the scalar equation
− 1
mz
= w +mz − |z|
2
w +mz
, η=mz(w) > 0, η = =w 6= 0, (3.1)
which is a special case of the matrix Dyson equation (MDE), see e.g. [2]. We note that on the imaginary
axismz(iη) = i=mz(iη). To find the limit ofGz we define a 2n× 2n block-matrix
Mz(w) :=
(
mz(w) −zuz(w)
−zuz(w) mz(w)
)
, uz(w) :=
mz(w)
w +mz(w)
, (3.2)
where each block is understood to be a scalar multiple of the n × n identity matrix. We note that
m,u,M are uniformly bounded in z, w, i.e.
‖Mz(w)‖+ |mz(w)|+ |uz(w)| . 1. (3.3)
Indeed, taking the imaginary part of (3.1) we have (dropping z, w)
(1− |m|2 − |u|2|z|2)=m = (|m|2 + |u|2|z|2)=w,
which implies
|m|2 + |u|2|z|2 < 1, (3.4)
as =m and =w have the same sign. Note that (3.4) saturates if =w → 0 and <w is in the support
of the self-consistent density of states, ρz(E) := pi−1=mz(E + i0). Moreover, (3.1) is equivalent to
u = −m2 + u2|z|2, thus |u| < 1 and (3.3) follows.
The optimal local law fromTheorem [4, Theorem 5.2] and [5, Theorem 5.2]3, which for the application
in Girko’s formula (1.3) is only needed on the imaginary axis, asserts that Gz ≈ Mz in the following
sense:
Theorem 3.1 (Optimal local law forG). The resolvent Gz is very well approximated by the deterministic
matrixMz in the sense
|〈(Gz(iη)−Mz(iη))A〉| ≤ ‖A‖n
ξ
nη
, |〈x, (Gz(iη)−Mz(iη))y〉| ≤ ‖x‖‖y‖n
ξ
√
nη
, (3.5)
with very high probability, uniformly for η > 0 and for any deterministic matrices and vectors A,x,y.
via the precise (regularized) version of Girko’s . . . ..
The matrix Hz can be related to the linear statistics of eigenvalues σi of X via the precise (regu-
larised) version of Girko’s Hermitisation formula (1.3)
Ln(f) =
1
4pi
∫
C
∆f(z)
[
log|det(Hz − iT )| −E log|det(Hz − iT )|
]
d2z
− n
2pii
∫
C
∆f(z)
[(∫ η0
0
+
∫ ηc
η0
+
∫ T
ηc
)[〈Gz(iη)−EGz(iη)〉] dη]d2z
=: JT + I
η0
0 + I
ηc
η0 + I
T
ηc ,
(3.6)
3The local laws in [4, Theorem 5.2] and [5, Theorem 5.2] have been proven for η ≥ ηf (z), with ηf (z) being the fluctuation
scale defined in [5, Eq. (5.2)], but they can be easily extend to any η > 0 by a standard argument, see [28, Appendix A].
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for
η0 := n
−1−δ0 , ηc := n
−1+δ1 , (3.7)
and some very large T > 0, say T = n100. Note that in (3.6) we used that 〈Gz(iη)〉 = i〈=Gz(iη)〉 by
spectral symmetry. The test function f : C→ C is inH2+δ and it is compactly supported. JT in (3.6)
consists of the first line in the r.h.s., whilst Iη00 , I
ηc
η0 , I
T
ηc corresponds to the three different η-regimes
in the second line of the r.h.s. of (3.6).
Remark 3.2. We remark that in (3.6) we split the η-regimes in a different way compared to [28, Eq. (32)].
We also use a different notation to identify the η-scales: here we use the notation JT , Iη00 , I
ηc
η0 , I
T
ηc , whilst
in [28, Eq. (32)] we used the notation I1, I2, I3, I4.
The different regimes in (3.6) will be treated using different techniques. More precisely, the integral
JT is easily estimated as in [5, Proof of Theorem 2.3], which uses similar computations to [4, Proof of
Theorem 2.5]. The term Iη00 is estimated using the fact that with high probability there are no eigenval-
ues in the regime [0, η0]; this follows by [80, Theorem 3.2]. Alternatively (see Remark 4.2 and Remark 4.5
later), the contribution of the regime Iη00 can be estimated without recurring to the quite sophisticated
proof of [80, Theorem 3.2] if the entries of X satisfy the additional assumption (4.3). More precisely,
this can be achieved using [4, Proposition 5.7] (which follows adapting the proof of [14, Lemma 4.12]) to
bound the very small regime [0, n−l], for some large l ∈ N, and then using [30, Corollary 4] to bound
the regime [n−l, η0].
The main novel work is done for the integrals Iηcη0 and I
T
ηc . The main contribution toLn(f) comes
from the mesoscopic regime in ITηc , which is analysed using the following Central Limit Theorem for
resolvents.
Proposition 3.3 (CLT for resolvents). Let , ξ > 0 be arbitrary. Then for z1, . . . , zp ∈ C and
η1, . . . , ηp ≥ nξ−1 maxi6=j |zi − zj |−2 we have
E
∏
i∈[p]
〈Gi −EGi〉 =
∑
P∈Pairings([p])
∏
{i,j}∈P
E〈Gi −EGi〉〈Gj −EGj〉+O (Ψ)
=
1
np
∑
P∈Pairings([p])
∏
{i,j}∈P
Vi,j + κ4UiUj
2
+O (Ψ) ,
(3.8)
where Gi = Gzi(iηi),
Ψ :=
n
(nη∗)1/2
1
mini6=j |zi − zj |4
∏
i∈[p]
1
|1− |zi||nηi , (3.9)
η∗ := mini ηi, and Vi,j = Vi,j(zi, zj , ηi, ηj) and Ui = Ui(zi, ηi) are defined as
Vi,j :=
1
2
∂ηi∂ηj log
[
1 + (uiuj |zi||zj |)2 −m2im2j − 2uiuj<zizj
]
,
Ui :=
i√
2
∂ηim
2
i ,
(3.10)
withmi = mzi(iηi) and ui = uzi(iηi).
Moreover, the expectation of G is given by
〈EG〉 = 〈M〉 − iκ4
4n
∂η(m
4) +O
( 1
|1− |z||n3/2(1 + η) +
1
|1− |z||(nη)2
)
. (3.11)
In order to show that the contribution of Iηcη0 toLn(f) is negligible, in Proposition 3.4 we prove that
〈Gz1(iη1)〉 and 〈Gz2(iη2)〉 are asymptotically independent if z1, z2 are far enough from each other,
they are well insideD, and η0 ≤ η1, η2 ≤ ηc.
Proposition 3.4 (Independence of resolvents with small imaginary part). Fix p ∈ N. For any suffi-
ciently small ωd, ωh, ωf > 0 such that ωh  ωf , there exist ω, ω̂, δ0, δ1 > 0 such that ωh  δm 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ω̂  ω  ωf , form = 0, 1, such that for any |zl| ≤ 1− n−ωh , |zl − zm| ≥ n−ωd , with l,m ∈ [p],
l 6= m, it holds
E
p∏
l=1
〈Gzl(iηl)〉 =
p∏
l=1
E〈Gzl(iηl)〉+O
(
np(ωh+δ0)+δ1
nω
+
nωf+3δ0√
n
)
, (3.12)
for any η1, . . . , ηp ∈ [n−1−δ0 , n−1+δ1 ].
The paper is organised as follows: In Section 4 we conclude Theorem 2.2 by combining Propo-
sitions 3.3 and 3.4. In Section 5 we prove a local law for G1AG2, for a deterministic matrix A. In
Section 6, using the result in Section 5 as an input, we prove Proposition 3.3, the Central Limit Theorem
for resolvents. In Section 7 we prove Proposition 3.4 using the fact that the correlation among small
eigenvalues ofHz1 ,Hz2 is “small”, if z1, z2 are far from each other, as a consequence of the local law
in Section 5.
4. Central Limit Theorem for linear statistics
In this section, using Proposition 3.3–3.4 as inputs, we prove our main result Theorem 2.2.
4.1. Preliminary reductions inGirko’s formula. In this sectionwe prove that themain contribution
to Ln(f) in (3.6) comes from the regime ITηc . This is made rigorous in the following lemma.
Lemma 4.1. Fix p ∈ N and some bounded openD ⊂ Ω ⊂ C, and for any l ∈ [p] let f (l) ∈ H2+δ0 (Ω).
Then
E
p∏
l=1
Ln
(
f (l)
)
= E
p∏
l=1
ITηc
(
f (l)
)
+O
(
n−c(p)
)
, (4.1)
for some small c(p) > 0, with Ln(f (l)) and ITηc(f
(l)) defined in (3.6). The constant in O(·) may depend
on p and on the L2-norm of ∆f (1), . . . ,∆f (p).
Remark 4.2. In the remainder of this section we need to ensure that with high probability the matrixHz ,
defined in (1.2), does not have eigenvalues very close to zero, i.e. that
P
(
Spec(Hz) ∩
[
−n−l, n−l
]
6= ∅
)
≤ Cln−l/2, (4.2)
for any l ≥ 2 uniformly in |z| ≤ 1. The bound (4.2) directly follows from [80, Theorem 3.2]. Alterna-
tively, (4.2) follows by [4, Proposition 5.7] (which follows adapting the proof of [14, Lemma 4.12]), without
recurring to the quite sophisticated proof of [80, Theorem 3.2], under the additional assumption that there
exist α, β > 0 such that the random variable χ has a density g : C→ [0,∞) which satisfies
g ∈ L1+α(C), ‖g‖L1+α(C) ≤ nβ . (4.3)
We start proving a priori bounds for the integrals defined in (3.6).
Lemma 4.3. Fix some bounded open D ⊂ Ω ⊂ C and let f ∈ H2+δ0 (Ω). Then for any ξ > 0 the
bounds
|JT | ≤
n1+ξ‖∆f‖L1(Ω)
T 2
, |Iη00 |+
∣∣Iηcη0 ∣∣+ |ITηc | ≤ nξ‖∆f‖L2(Ω)|Ω|1/2, (4.4)
hold with very high probability, where |Ω| denotes the Lebesgue measure of the set Ω.
Proof. The proof of the bound for JT is identical to [5, Proof of Theorem 2.3] and so omitted.
The bound for Iη00 , I
ηc
η0 , I
T
ηc relies on the local law of Theorem 3.1. More precisely, by Theorem 3.1
and (3.11) of Proposition 3.3 it follows that
|〈Gz −EGz〉| ≤ n
ξ
nη
, (4.5)
with very high probability uniformly in η > 0 and |z| ≤ C for some large C > 0. First of all we
remove the regime [0, n−l] by [80, Theorem 3.2], i.e. its contribution is smaller than n−l, for some large
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l ∈ N, with very high probability. Alternatively, this can be achieved by [4, Proposition 5.7] under the
additional assumption (4.3) in Remark 4.2. Then for any a, b ≥ n−l, by (4.5), we have
n
∣∣∣∣∫
Ω
d2z∆f(z)
∫ b
a
dη
[〈G(iη)−EG(iη)〉]∣∣∣∣ . nξ ∫
Ω
|∆f | d2z . |Ω|1/2‖∆f‖L2(Ω), (4.6)
with very high probability. This concludes the proof of the second bound in (4.4). 
We have a better bound for Iη00 , I
ηc
η0 which holds true in expectation.
Lemma 4.4. Fix some bounded openD ⊂ Ω ⊂ C and let f ∈ H2+δ0 (Ω). Then there exists δ′ > 0 such
that
E|Iη00 |+E
∣∣Iηcη0 ∣∣ ≤ n−δ′‖∆f‖L2(Ω). (4.7)
Proof of Lemma 4.1. Lemma 4.1 readily follows (see e.g. [28, Lemma 4.2]) combining Lemma 4.3 and
Lemma 4.4. 
We conclude this section with the proof of Lemma 4.4.
Proof of Lemma 4.4. The bound forE|Iη00 | immediately follows by [80, Theorem 3.2] (see alsoRemark 4.5
for an alternative proof).
By the local law outside the spectrum, given in the second part of [5, Theorem 5.2], it follows that for
0 < γ < 1/2 we have
|〈Gz(iη)−Mz(iη)〉| ≤ n
ξ
n1+γ/3η
, (4.8)
uniformly for all |z|2 ≥ 1 + (nγη)2/3 + n(γ−1)/2, η > 0, and |z| ≤ 1 + τ∗, for some τ∗ ∼ 1. We
remark that the local law (4.8) was initially proven only for η above the fluctuation scale ηf (z), which
is defined in [5, Eq. (5.2)], but it can be easily extend to any η > 0 using the monotonicity of the function
η 7→ η〈=G(iη)〉 and the fact that∣∣∣nξηf (z)〈Mz(inξηf (z))〉∣∣∣+ |η〈Mz(iη)〉| . n2ξ ηf (z)2|z|2 − 1 , (4.9)
uniformly in η > 0, since =Mz(iη) = =mz(iη)I by (3.2), with I the 2n × 2n identity matrix, and
=mz(iη) ≤ η(|z|2 − 1)−1 by [5, Eq. (3.13)]. Note that we assumed the additional term n(γ−1)/2 in the
lower bound for |z|2 compared with [5, Theorem 5.2] in order to ensure that the r.h.s. in (4.9), divided
by η, is smaller than the error term in (4.8).
Next, in order to boundE|Iηcη0 |, we consider
E|Iηcη0 |2 =
n2
4pi2
∫
C
d2z1(∆f)(z1)
∫
C
d2z2(∆f)(z2)
∫ ηc
η0
dη1
∫ ηc
η0
dη2F (z1, z2, η1, η2)
F = F (z1, z2, η1, η2) := −E
[
〈Gz1(iη1)−EGz1(iη1)〉〈Gz2(iη2)−EGz2(iη2)〉
]
.
(4.10)
By (4.6) it follows that the regimes 1− n−2ωh ≤ |zl|2 ≤ 1 + n−2ωh , with l = 1, 2, and |z1 − z2| ≤
n−ωd in (4.10), with ωh, ωd defined in Proposition 3.4, are bounded by n−2ωh+ξ and n−ωd/2+ξ , re-
spectively. Moreover, the contribution from the regime |zl| ≥ 1+n−2ωh is also bounded byn−2ωh+ξ
using (4.8) with γ ≤ 1− 3ωh − 2δ1, say γ = 1/4. After collecting these error terms we conclude that
E|Iηcη0 |2 =
n2
4pi2
∫
|z1|≤1−n−ωh
d2z1∆f(z1)
∫
|z2|≤1−n−ωh ,
|z2−z1|≥n−ωd
d2z2∆f(z2)
∫ ηc
η0
dη1
∫ ηc
η0
dη2F
+O
(
nξ
nωh
+
nξ
nωd/2
)
.
(4.11)
We remark that the implicit constant inO(·) in (4.11) and in the remainder of the proof may depend on
‖∆f‖L2(Ω).
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Then by Proposition 3.4 it follows that
E
[
〈Gz1(iη1)−E〈Gz1(iη1)〉〈Gz2(iη2)−EGz2(iη2)〉
]
= O
(
nc(ωh+δ0)+δ1
nω
)
, (4.12)
with ωh  δ0  ω. Hence, plugging (4.12) into (4.11) it follows that
E|Iηcη0 |2 = O
(
nc(ωh+δ0)+2δ1
nω
)
. (4.13)
This concludes the proof under the assumption ωh  δm  ω, withm = 0, 1, of Proposition 3.4 (see
Section 7.2.3 later for a summary on all the scales involved in the proof of Proposition 3.4). 
Remark 4.5 (Alternative proof of the bound for E|Iη00 |). Under the additional assumption (4.3) in Re-
mark 4.2, we can prove the same bound for E|Iη00 | in (4.7) without relying on the fairly sophisticated proof
of [80, Theorem 3.2].
In order to bound E|Iη00 | we first remove the regime η ∈ [0, n−l] as in the proof of Lemma 4.3. Then,
using (4.6) to bound the integral over the regime |1−|z|2| ≤ 1+n−2ωh , with ωh defined in Proposition 3.4,
and (4.8) for the regime |z|2 ≥ 1− n−2ωh , we conclude that
E|Iη00 | = E
n
2pi
∫
|z|≤1−n−2ωh
|∆f(z)|
∣∣∣∣∫ η0
0
〈Gz(iη)−EGz(iη)〉 dη
∣∣∣∣d2z +O( nξnωh
)
. (4.14)
By universality of the smallest eigenvalue ofHz (which directly follows by Proposition 7.14 for any fixed
|z|2 ≤ 1− n−2ωh ; see also [24]), and the bound in [30, Corollary 2.4] we have that
P (λz1 ≤ η0) ≤ n−δ0/4,
with η0 = n−1−δ0 and ωh  δ0. This concludes the bound in (4.7) for Iη00 following exactly the same
proof of [28, Lemma 4.6], by (4.14). We warn the reader that in [30, Corollary 2.4] λ1 denotes the smallest
eigenvalue of (X − z)(X − z)∗, whilst here λz1 denotes the smallest (positive) eigenvalue ofHz .
4.2. Computation of the expectation in Theorem 2.2. In this section we compute the expectation
E
∑
i f(σi) in (2.8) using the computation of E〈G〉 in (3.11) of Proposition 3.3 as an input. More pre-
cisely, we prove the following lemma. Note that (4.15) proves (2.8) in Theorem 2.2.
Lemma 4.6. Fix some bounded openD ⊂ Ω ⊂ C and let f ∈ H2+δ0 (Ω), and let κ4 := n2[E|x11|4 −
2(E|x11|2)], then
E
n∑
i=1
f(σi) =
n
pi
∫
D
f(z) d2z − κ4
pi
∫
D
f(z)(2|z|2 − 1) d2z +O
(
n−δ
′)
, (4.15)
for some small δ′ > 0.
Proof. By the circular law (e.g. see [4, Eq. (2.7)], [5, Theorem 2.3]) it immediately follows that
E
n∑
i=1
f(σi)− n
pi
∫
D
f(z) d2z = O(nξ), (4.16)
with very high probability. Hence, in order to prove (4.15) we need to identify the sub-leading term
in (4.16), which is not present in the Ginibre case since κ4 = 0.
First of all by Lemma 4.1 it follows that the main contribution in Girko’s formula comes from ITηc .
Since the error term in (3.11) is not affordable for 1 − |z| very close to zero, we remove the regime
|1−|z|2| ≤ n−2ν in the z-integral by (4.6) at the expense of an error term n−ν+ξ , for some very small
ν > 0 we will choose shortly. The regime |1−|z|2| ≥ n−2ν , instead, is computed using (3.11). Hence,
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collecting these error terms we conclude that there exists δ′ > 0 such that
E
∑
i
f(σi)− n
pi
∫
D
f(z) d2z
= − n
2pii
∫
|1−|z|2|≥n−2ν
d2z∆f(z)
∫ T
ηc
dη E〈G−M〉+O
(
n−δ
′
+ n−ν+ξ
)
=
κ4
8pi
∫
d2z∆f(z)
∫ ∞
0
dη ∂η(m
4) +O
(
n−δ
′
+
nν
nηc
+ ηc + n
−ν+ξ
)
= −κ4
pi
∫
D
f(z)(2|z|2 − 1) d2z +O
(
n−δ
′
+ ηc +
nν
nηc
+ n−ν+ξ
)
,
(4.17)
with ηc = n−1+δ1 defined in (3.7). Note that to go from the first to the second equality we used that
|∂η(m4)| . 1 in the regime η ∈ [0, ηc], that we can remove the regime η ≥ T by the first bound
in (4.4), and that we can add back the regime |1−|z|| ≤ n−2ν committing an error comparable to the
one in the second line of (4.17). Choosing ν, δ′ > 0 so that ν  δ1  δ′ we conclude the proof
of (4.15). 
4.3. Computation of the second andhighermoments inTheorem2.2. In this sectionwe conclude
the proof of Theorem 2.2, i.e. we compute
E
∏
i∈[p]
Ln(f
(i)) = E
∏
i∈[p]
ITηc(f
(i)) +O(n−c(p))
= E
∏
i∈[p]
[
− n
2pii
∫
C
∆f (i)(z)
∫ T
ηc
〈Gz(iη)−EGz(iη)〉 dη d2z
]
+O(n−c(p))
(4.18)
to leading order using (3.8).
Lemma 4.7. Let f (i) be as in Theorem 2.2 and set f (i) = f or f (i) = f for any i ∈ [p], then
E
∏
i∈[p]
[
− n
2pii
∫
C
∆f (i)(z)
∫ T
ηc
〈Gz(iη)−EGz(iη)〉dη d2z
]
=
∑
P∈Pairings([p])
∏
{i,j}∈P
[
−
∫
C
d2zi∆f
(i)
∫
C
d2zj∆f
(j)
∫ ∞
0
dηi
∫ ∞
0
dηj
Vi,j + κ4UiUj
8pi2
]
+O(n−c(p)),
(4.19)
for some small c(p) > 0, where Vi,j and Ui are as in (3.10). The implicit constant in O(·) may depend on
p.
Proof. In order to prove the lemmawe have to check that the integral of the error term in (3.8) is at most
of size n−c(p), and that the integral of Vi,j + κ4UiUj for ηi ≤ ηc or ηi ≥ T is similarly negligible.
In the remainder of the proof we assume that p is even, since the terms with p odd are of lower order
by (3.8).
Note that by the explicit form ofmi, ui in (3.1)–(3.2) and by the definition of Vi,j , Ui, Uj in (3.10) it
follows that (see also (6.12) later)
|Vi,j | . (=m
zi(iηi)=mzj (iηj))−1
[|zi − zj |2 + (ηi + ηj)(min{=mzi ,=mzj}2)]2
, |Ui| . (=m
zi(iηi))
−1
1 + η3i
, (4.20)
where
=mz(iη) ∼
{
η1/3 + |1−|z|2|1/2 if |z| ≤ 1,
η
|z|2−1+η2/3 if |z| > 1,
(4.21)
by [5, Eq. (3.13)].
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Using the bound (4.6) to remove the regime Zi := |1−|zi|2| ≤ n−2ν for any i ∈ [p], for some
small ν > 0, we conclude that the l.h.s. of (4.19) is equal to
(−n)p
(2pii)p
∏
i∈[p]
∫
Zci
d2zi∆f
(i)(zi)E
∏
i∈[p]
∫ T
ηc
〈Gzi(iηi)−EGzi(iηi)〉dηi +O
(
n−ν+pξ
)
, (4.22)
for any very small ξ > 0. Additionally, since the error term Ψ defined in (3.9) behaves badly for small
|zi − zj |, we remove the regime
Ẑi :=
⋃
j<i
{|zi − zj | ≤ n−2ν}
in each zi-integral in (4.22) using (4.6), and get
(−n)p
(2pii)p
∏
i∈[p]
∫
Zci∩Ẑci
d2zi∆f
(i)(zi)E
∏
i∈[p]
∫ T
ηc
〈Gzi(iηi)−EGzi(iηi)〉dηi +O
(
n−ν+pξ
)
.
(4.23)
Plugging (3.8) into (4.23), and using the first bound in (4.4) to remove the regime ηi ≥ T for the l.h.s.
of (4.19) we get
np
(2pii)p
∏
i∈[p]
∫
Zci∩Ẑci
d2zi∆f
(i)(zi)
∑
P∈Pairings([p])
∏
{i,j}∈P
∫ ∞
0
∫ ∞
0
−Vi,j + κ4UiUj
8pi2
dηj dηi
+O
(
npξ
nν
+
n10ν+pξ+δ1
n
+
nξp+2pν
nδ1/2
)
,
(4.24)
where ηc = n−1+δ1 , the second last error term comes from adding back the regimes ηi ∈ [0, ηc]
using (4.20), and the last error term in (4.24) comes from the integral ofΨ, withΨ defined in (3.9). Finally,
using (4.6) once more to first add back Zci and then Ẑci , for any i ∈ [p], by (4.24) we conclude (4.19)
choosing ν so that ν  δ1  1. 
In the next three sub-sections we compute the integrals in (4.19) for any i, j ’s. To make our notation
simpler we use only the indices 1, 2, i.e. we compute the integral of V1,2 and U1U2.
4.3.1. Computation of the (η1, η2)-integral of V1,2 and of the η-integral of U . Using the relations in (3.10)
we explicitly compute the (η1, η2)-integral of V1,2:
−
∫ ∞
0
∫ ∞
0
V1,2 dη1 dη2
= −1
2
logA η1=0,
η2=0
= Θ(z1, z2) :=
1
2

− log|z1 − z2|2, |z1|, |z2| ≤ 1,
− log|zl| − log|z1 − z2|2, |zm| ≤ 1, |zl| > 1,
− log|z1z2| − log|1− z1z2|2, |z1|, |z2| > 1,
(4.25)
withA(η1, η2, z1, z2) defined by
A(η1, η2, z1, z2) := 1 + (u1u2|z1||z2|)2 −m21m22 − 2u1u2<z1z2,
and the η-integral of U : ∫ ∞
0
U dη =
i√
2
(1− |z1|2). (4.26)
Before proceeding we rewrite Θ(z1, z2) as
2Θ(z1, z2) = − log|z1 − z2|2 − log|z1|1(|z1| > 1)− log|z2|1(|z2| > 1)
+
[
log|z1 − z2|2 − log|1− z1z2|2
]
1(|z1|, |z2| > 1).
In the remainder of this section we use the notations
dz := dz + i dy, dz := dx− i dy, ∂z := ∂x − i∂y
2
, ∂z :=
∂x + i∂y
2
,
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and ∂l := ∂zl , ∂l := ∂zl . With this notation ∆zl = 4∂zl∂zl .
We split the computation of the leading term in the r.h.s. of (4.19) into two parts: the integral of V1,2,
and the the integral of U1U2.
4.3.2. Computation of the (z1, z2)-integral ofV1,2. In this sectionwe compute the integral ofV1,2 in (4.19).
To make our notation easier in the remainder of this section we use the notation f and g, instead of
f (1), f (2), with f in Theorem 2.2 and g = f or g = f .
Lemma 4.8. Let V1,2 be defined in (3.10), then
− 1
8pi2
∫
C
d2z1
∫
C
d2z2∆f(z1)∆g(z2)
∫ ∞
0
dη1
∫ ∞
0
dη2V1,2
=
1
4pi
∫
D
〈∇g,∇f〉d2z + 1
2
∑
m∈Z
|m|f̂ ∂D(m)ĝ ∂D(m).
(4.27)
Note that the r.h.s. of (4.27) gives exactly the first two terms in (2.6).
Using the expression of V1,2 in (3.10) and the computation of its (η1, η2)-integral in (4.25), we have
that
− 1
8pi2
∫
C
d2z1
∫
C
d2z2∆f(z1)∆g(z2)
∫ ∞
0
dη1
∫ ∞
0
dη2V1,2
=
2
pi2
∫
C
d2z1
∫
C
d2z2∂1∂1f(z1)∂2∂2g(z2)Θ(z1, z2),
(4.28)
with Θ(z1, z2) is defined in the r.h.s. of (4.25).
We compute the r.h.s. of (4.28) as stated in Lemma 4.9. The proof of this lemma is postponed to
Appendix A.
Lemma 4.9. Let Θ(z1, z2) be defined in (4.25), then we have that
2
pi2
∫
C
d2z1
∫
C
d2z2∂1∂1f(z1)∂2∂2g(z2)Θ(z1, z2) =
1
4pi
∫
D
〈∇g,∇f〉d2z
+ lim
→0
[
1
2pi2
∫
|z1|≥1
d2z1
∫
|1−z1z2|≥,
|z2|≥1
d2z2 ∂1f(z1)∂2g(z2)
1
(1− z1z2)2
+
1
2pi2
∫
|z1|≥1
d2z1
∫
|1−z1z2|≥,
|z2|≥1
d2z2 ∂1f(z1)∂2g(z2)
1
(1− z1z2)2
]
.
(4.29)
Proof of Lemma 4.8. By Lemma 4.9 it follows that to prove Lemma 4.8 it is enough to compute the last
two lines in the r.h.s. of (4.29).
Note that using the change of variables z1 → 1/z1, z2 → 1/z2 the integral in the r.h.s. of (4.29)
is equal to the same integral on the domain |z1|, |z2| ≤ 1, |1 − z1z2| ≥ . By a standard density
argument, using that f, g ∈ H2+δ0 , it is enough to compute the limit in (4.29) only for polynomials,
hence, from now on, we consider polynomials f , g of the form
f(z1) =
∑
k,l≥0
zk1 z
l
1akl, g(z2) =
∑
k,l≥0
zk2 z
l
2bkl, (4.30)
for some coefficients akl, bkl ∈ C. We remark that the summations in (4.30) are finite since f and g
are polynomials. Then, using that
lim
→0
∫
|z1|≤1
∫
|1−z1z2|≥,
|z2|≤1
zα1 z
β
1 z
α′
2 z
β′
2 d
2z1 d
2z2 =
pi2
(α+ 1)(α′ + 1)
δ(α = β)δ(α′ = β′),
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we compute the limit in the r.h.s. of (4.29) as follows
lim
→0
∑
k,l,k′,l′,m≥0
1
2pi2
∫ ∫
|z1|≤1
∫
|1−z1z2|≥,
|z2|≤1
d2z1 d
2z2 maklbk′l′
[
kk′zk−11 z
l+m−1
1 z
l′+m−1
2 z
k′−1
2
+ ll′zk+m−11 z
l−1
1 z
k′+m−1
2 z
l′−1
2
]
=
1
2
∑
k,l,k′,l′,m≥0
maklbk′l′
[
δ(k = l +m)δ(k′ = l′ +m) + δ(k = l −m)δ(k′ = l′ −m)
]
=
1
2
∑
k,l,k′,l′≥0,
m∈Z
|m|aklbk′l′δ(k = l +m)δ(k′ = l′ +m).
(4.31)
On the other hand∑
m∈Z
|m|f̂ ∂D(m)ĝ ∂D(m) =
∑
m∈Z
|m|
∑
k,l,k′,l′≥0
aklbk′l′δ(m = k − l)δ(m = k′ − l′), (4.32)
where
f̂ ∂D(k) :=
1
2pi
∫ 2pi
0
f ∂D (eiθ)e−ikθ dθ, f ∂D (eiθj ) =
∑
k∈Z
f̂ ∂D(k)eiθjk.
Finally, combining (4.29) and (4.31)–(4.32), we conclude the proof of (4.27).

4.3.3. Computation of the (z1, z2)-integral of U1U2. In order to conclude the proof of Theorem 2.2, in
this section we compute the integral of U1U2 in (4.19). Similarly to the previous section, we use the
notation f and g, instead of f (1), f (2), with f in Theorem 2.2 and g = f or g = f .
Lemma 4.10. Let U1, U2 be defined in (3.10), and let κ4 = n2[E|x11|2 − 2(E|x11|2)], then
− κ4
8pi2
∫
C
d2z1
∫
C
d2z2∆f(z1)∆g(z2)
∫ ∞
0
dη1
∫ ∞
0
dη2U1U2
= κ4
(
1
pi
∫
D
f(z) d2z − f̂ ∂D(0)
)(
1
pi
∫
D
g(z) d2z − ĝ ∂D(0)
) (4.33)
Proof of Theorem 2.2. Theorem 2.2 immediately follows combining Lemma 4.7–4.8 and Lemma 4.10. 
Proof of Lemma 4.10. First of all, we recall the following formulas of integration by parts∫
D
∂zf(z, z) d
2z =
i
2
∫
∂D
f(z, z) dz,
∫
D
∂zf(z, z) d
2z = − i
2
∫
∂D
f(z, z) dz. (4.34)
Then, using the computation of the η-integral ofW in (4.26), and integration by parts (4.34) twice, we
conclude that∫
C
∆f(z)
∫ ∞
0
U dη d2z = i2
√
2
∫
D
∂∂f(z)(1− |z|2) d2z = i2
√
2
∫
D
∂f(z)z d2z
= −i2
√
2
(∫
D
f(z) d2z +
i
2
∫
∂(D)
f(z)z dz
)
= −i2
√
2
(∫
D
f(z) d2z − pif̂ ∂D(0)
)
.
This concludes the proof of this lemma. 
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5. Local law for products of resolvents
Themain technical result of this section is a local law for products of resolventswith different spectral
parameters z1 6= z2. Our goal is to find a deterministic approximation to 〈AGz1BGz2〉 for generic
bounded deterministic matrices A,B. Due to the correlation between the two resolvents the deter-
ministic approximation to 〈AGz1BGz2〉 is not simply 〈AMz1BMz2〉. In the context of linear statis-
tics such local laws for products of resolvents have previously been obtained e.g. for Wigner matrices
in [38] and for sample-covariance matrices in [26] albeit with weaker error bounds. In the current non-
Hermitian setting we need such local law twice; for the resolvent CLT in Proposition 3.3, and for the
asymptotic independence of resolvents in Proposition 3.4. The key point for the latter is to obtain an
improvement in the error term for mesoscopic separation |z1 − z2| ∼ n−, a fine effect that has not
been captured before.
Our proof applies verbatim to both real and complex i.i.d. matrices, as well as to resolventsGz(w)
evaluated at an arbitrary spectral parameter w ∈ H. We therefore work with this more general setup
in this section, even though for the application in the proofs of Propositions 3.3–3.4 this generality is
not necessary.
We recall from [5] that with the shorthand notations
Gi := G
zi(wi), Mi := M
zi(wi), (5.1)
the deviation ofGi fromMi is computed from the identity
Gi = Mi −MiWGi +MiS[Gi −Mi]Gi, W :=
(
0 X
X∗ 0
)
. (5.2)
The relation (5.2) requires somedefinitions. First, the linear covarianceor self-energy operatorS : C2n×2n →
C2n×2n is given by
S
[(
A B
C D
)]
:= E˜W˜
(
A B
C D
)
W˜ =
(〈D〉 0
0 〈A〉
)
, W˜ =
(
0 X˜
X˜∗ 0
)
, X˜ ∼ GinC,
(5.3)
i.e. it averages the diagonal blocks and swaps them. HereGinC stands for the standard complexGinibre
ensemble. The ultimate equality in (5.3) follows directly from E x˜2ab = 0, E|x˜ab|2 = n−1. Second,
underlining denotes, for any given function f : C2n×2n → C2n×2n, the self-renormalisationWf(W )
defined by
Wf(W ) := Wf(W )− E˜W˜ (∂W˜ f)(W ), (5.4)
where ∂ indicates a directional derivative in the direction W˜ and W˜ denotes an independent random
matrix as in (5.3) with X˜ a complex Ginibre matrix with expectation E˜. Note that we use complex
Ginibre X˜ irrespective of the symmetry class ofX . Therefore, using the resolvent identity, it follows
that
WG = WG+ E˜W˜GW˜G = WG+ S[G]G.
We now use (5.2) and (5.4) to compute
G1BG2 = M1BG2 −M1WG1BG2 +M1S[G1 −M1]G1BG2
= M1BM2 +M1B(G2 −M2)−M1WG1BG2 +M1S[G1BG2]M2
+M1S[G1BG2](G2 −M2) +M1S[G1 −M1]G1BG2,
(5.5)
where, in the second equality, we used
WG1BG2 = WG1BG2 + S[G1]G1BG2 + S[G1BG2]G2 = WG1BG2 + S[G1BG2]G2.
Assuming that the self-renormalised terms and the ones involvingGi−Mi in (5.5) are small, (5.5) implies
G1BG2 ≈Mz1,z2B , (5.6)
where
Mz1,z2B (w1, w2) := (1−Mz1(w1)S[·]Mz2(w2))−1[Mz1(w1)BMz2(w2)]. (5.7)
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We define the corresponding stability operator
B̂ = B̂12 = B̂12(z1, z2, w1, w2) := 1−M1S[·]M2, (5.8)
acting on the space of 2n× 2nmatrices.
Our main technical result of this section is making (5.6) rigorous in the sense of Theorem 5.2 below.
To keep notations compact, we first introduce a commonly used (see, e.g. [34]) notion of high-probability
bound.
Definition 5.1 (Stochastic Domination). If
X =
(
X(n)(u)
∣∣∣ n ∈ N, u ∈ U (n)) and Y = (Y (n)(u) ∣∣∣ n ∈ N, u ∈ U (n))
are families of non-negative random variables indexed by n, and possibly some parameter u, then we say
thatX is stochastically dominated by Y , if for all ,D > 0 we have
sup
u∈U(n)
P
[
X(n)(u) > N Y (n)(u)
]
≤ n−D
for large enough n ≥ n0(,D). In this case we use the notationX ≺ Y .
Theorem 5.2. Fix z1, z2 ∈ C and w1, w2 ∈ C with |ηi| := |=wi| ≥ n−1 such that
η∗ := min{|η1|, |η2|} ≥ n−1+|β̂∗|−1
for some  > 0, where β̂∗ is the, in absolute value, smallest eigenvalue of B̂12 defined in (5.8). Assume that
Gz1(w1), G
z2(w2) satisfy the local laws in the form
|〈A(Gzi −Mzi)〉| ≺ ‖A‖
n|ηi| , |〈x, (G
zi −Mzi)y〉| ≺ ‖x‖‖y‖√
n|ηi|
for any bounded deterministic matrix and vectors A,x,y. Then, for any bounded deterministic matrix B,
‖B‖ . 1, the product of resolventsGz1BGz2 = Gz1(w1)BGz2(w2) is well approximated byMz1,z2B =
Mz1,z2B (w1, w2) defined in (5.7) in the sense that
|〈A(Gz1BGz2 −Mz1,z2B )〉| ≺
‖A‖
nη∗|η1η2|1/2|β̂∗|
(
η1/12∗ +
η
1/4
∗
|β̂∗|
+
1√
nη∗
+
1
(|β̂∗|nη∗)1/4
)
,
|〈x, (Gz1BGz2 −Mz1,z2B )y〉| ≺
‖x‖‖y‖
(nη∗)1/2|η1η2|1/2|β̂∗|
(5.9)
for any deterministic A,x,y.
The estimates in (5.9) will be complemented by a lower bound on |β̂∗| in Lemma 6.2, where we will
prove in particular that |β̂∗| & n−2δ whenever |z1 − z2| & n−δ , for some small fixed δ > 0.
The proof of Theorem 5.2 will follow from a bootstrap argument once the main input, the following
high-probability bound onWG1BG2 has been established.
Proposition 5.3. Under the assumptions of Theorem 5.2, the following estimates hold uniformly in n−1 .
|η1|, |η2| . 1.
(i) We have the isotropic bound
|〈x,WG1BG2y〉| ≺ 1
(nη∗)1/2|η1η2|1/2
(5.10a)
uniformly for deterministic vectors and matrix ‖x‖+ ‖y‖+ ‖B‖ ≤ 1.
(ii) Assume that for some positive deterministic θ = θ(z1, z2, η∗) an a priori bound
|〈AG1BG2〉| ≺ θ (5.10b)
has already been established uniformly in deterministic matrices ‖A‖ + ‖B‖ ≤ 1. Then we have
the improved averaged bound
|〈WG1BG2A〉| ≺ 1
nη∗|η1η2|1/2
(
(θη∗)
1/4 +
1√
nη∗
+ η1/12∗
)
, (5.10c)
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again uniformly in deterministic matrices ‖A‖+ ‖B‖ ≤ 1.
Proof of Theorem 5.2. We begin by analysing the operator B̂ from (5.8) which, with the shorthand nota-
tionsmi := mzi(wi), ui := uzi(wi) written as a 4× 4 matrix is given by
B̂ =
(
B1 0
B2 1
)
, B1 :=
(
1− z1z2u1u2 −m1m2
−m1m2 1− z1z2u1u2
)
, B2 :=
(
z1u1m2 z2u2m1
z2u2m1 z1u1m2
)
,
(5.11)
when the entries of 2× 2 matrices are arranged into a vector as
(
a b
c d
)
⇒

a
d
b
c
 .
Here we identify the operator B̂ : C2n×2n → C2n×2n with the corresponding operator between
the four dimensional spaces B̂ : C2×2 → C2×2, since the former can be obtained from the latter by
composition with a partial trace. The inverse of B̂ can be written as the block matrix
B̂−1 =
(
B−11 0
−B2B−11 1
)
,
and therefore, sinceB1 is normal, it follows that
‖B̂−1‖ . ‖B−11 ‖ = 1|β̂∗|
, ‖Mz1,z2B ‖ .
1
|β̂∗|
, (5.12)
where, for the second inequality we used (5.7) and (3.3). We now abbreviateG12 := G1BG2,M12 :=
Mz1,z2B and assume that we have an a priori bound |〈G12A〉| ≺ θ1, i.e. (5.10b) holds with θ = θ1. In
the first step we may take θ1 = |η1η2|−1/2 due to the local law forGi from which it follows that
|〈AG1BG2〉| ≤
√
〈AG1G∗1A∗〉
√
〈BG2G∗2B∗〉 =
1√|η1||η2|√〈A=G1A∗〉√〈B=G2B∗〉.
By (5.5) and (5.7) we have
B̂[G12−M12] = M1B(G2−M2)−M1WG12+M1S[G12](G2−M2)+M1S[G1−M1]G12, (5.13)
and from (3.5) and (5.10c) we obtain
|〈A(G12 −M12)〉| = |〈A∗, B̂−1B̂[G12 −M12]〉| = |〈(B̂∗)−1[A∗]∗B̂[G12 −M12]〉|
≺ 1
|β̂∗|
[ 1
nη∗
+
1
nη∗|η1η2|1/2
(
(θ1η∗)
1/4 +
1√
nη∗
+ η1/12∗
)
+
θ1
nη∗
]
,
since ‖[(B̂∗)−1[A∗]]∗‖ . |β̂∗|−1 from (5.12). For the terms involvingGi −Mi we used that S[A] =
〈AE2〉E1 + 〈AE1〉E2 with
E1 =
(
1 0
0 0
)
, E2 =
(
0 0
0 1
)
, (5.14)
i.e. thatS effectively acts as a trace, so that the averaged bounds are applicable. Therefore, since‖M12‖ ≤
‖B̂−1‖‖M1BM2‖ . 1/|β̂∗| by (5.12), it follows that
|〈G12A〉| ≺ θ2 := 1|β̂∗|
[
1 +
1
nη∗
+
1
nη∗|η1η2|1/2
(
(θ1η∗)
1/4 +
1√
nη∗
+ η1/12∗
)
+
θ1
nη∗
]
. (5.15)
By iterating (5.15) we can reduce θ1, θ2, . . . until it stabilizes to
θ∗ .
1
|β̂∗|
+
1
|β̂∗|nη11/12∗ |η1η2|1/2
+
1
(|β̂∗|nη∗)4/3η∗
,
from which
|〈A(G12 −M12)〉| ≺ 1|β̂∗|nη∗|η1η2|1/2
(
η1/12∗ +
η
1/4
∗
|β̂∗|
+
1√
nη∗
+
1
(|β̂∗|nη∗)1/4
)
,
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and therefore the averaged bound in (5.9) follows.
For the isotropic bound in (5.9) note that
〈x, (G12 −M12)y〉 = Tr
[
(B̂∗)−1[xy∗]]∗B̂[G12 −M12]
and that due to the block-structure of B̂ we have
(B̂∗)−1[xy∗] =
4∑
i=1
xiy
∗
i , ‖xi‖‖yi‖ . 1|β̂∗|
,
for some vectors xi,yi. The isotropic bound in (5.9) thus follows in combination with the isotropic
bound in (3.5), (5.13) and (5.10a) applied to the pairs of vectors xi,yi. This completes the proof of the
theorem modulo the proof of Proposition 5.3. 
5.1. Probabilistic bound and the proof of Proposition 5.3. We follow the graphical expansion out-
lined in [36, 35] adapted to the current setting. We focus on the case when X has complex entries and
additionally mention the few changes required whenX is a real matrix. We abbreviateG12 = G1BG2
and use iterated cumulant expansions to expand E|〈x,WG12y〉|2p and E|〈WG12A〉|2p in terms of
polynomials in entries ofG. For the expansion of the firstW we have in the complex case
ETr(WG12A) Tr(WG12A)
p−1 Tr(A∗G∗12W )
p
=
1
n
E
∑
ab
Rab Tr(∆
abG12A)∂ba
[
Tr(WG12A)
p−1 Tr(A∗G∗12W )
p
]
+
∑
k≥2
∑
ab
∑
α∈{ab,ba}k
κ(ab,α)
k!
E ∂α
[
Tr(∆abG12A) Tr(WG12A)
p−1 Tr(A∗G∗12W )
p
]
(5.16)
and similarly for 〈x,WG12y〉, where unspecified summations∑a are understood to be over∑a∈[2n],
and (∆ab)cd := δacδbd. Here we introduced the matrixRab := 1(a ≤ n, b > n)+1(a > n, b ≤ n)
which is the rescaled second order cumulant (variance), i.e.Rab = nκ(ab, ba). Forα = (α1, . . . , αk)
we denote the joint cumulant of wab, wα1 , . . . , wαk by κ(ab,α) which is non-zero only for α ∈
{ab, ba}k . The derivative ∂α denotes the derivative with respect to wα1 , . . . , wαk . Note that in (5.16)
the k = 1 term differs from the k ≥ 2 terms in two aspects. First, we only consider the ∂ba derivative
since in the complex case we have κ(ab, ab) = 0. Second, the action of the derivative on the first trace
is not present since it is cancelled by the self-renormalisation ofWG12.
In the real case (5.16) differs slightly. First, for the k = 1 terms both ∂ab and ∂ba have to be taken into
account with the same weight R since κ(ab, ab) = κ(ab, ba). Second, we chose only to renormalise
the effect of the ∂ba-derivative and hence the ∂ab-derivative acts on all traces. Thus in the real case,
compared to (5.16) there is an additional term given by
1
n
E
∑
ab
Rab∂ab
[
Tr(∆abG12A) Tr(WG12A)
p−1 Tr(A∗G∗12W )
p
]
.
Themain difference to [36, Section 4] and [35, Section 4] is that therein instead ofWG12 the single-G
renormalisationWG was considered. With respect to the action of the derivatives there is, however,
little difference between the two since we have
∂abG = −G∆abG, ∂abG12 = −G1∆abG12 −G12∆abG2.
Therefore after iterating the expansion (5.16) we structurally obtain the same polynomials as in [36, 35],
except of the slightly different combinatorics and the fact that exactly 2p of the G’s are G12’s and the
remainingG’s are eitherG1 orG2. Thus, using the local law forGi in the form
|〈x, Giy〉| ≺ 1,
|〈x, G12y〉| ≤
√
〈x, G1G∗1x〉
√
〈y, BG2G∗2B∗y〉
=
1√|η1||η2|√〈x, (=G1)x〉√〈y, B(=G2)B∗y〉 ≺ 1√|η1||η2|
(5.17)
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for ‖x‖+‖y‖ . 1, we obtain exactly the same bound as in [36, Eq. (23a)] times a factor of (|η1||η2|)−p
accounting for the 2p exceptionalG12 edges, i.e.
E|〈x,WG12y〉|2p . n

(nη∗)p|η1|p|η2|p , E|〈WG12A〉|
2p . n

(nη∗)2p|η1|p|η2|p . (5.18)
The isotropic bound from (5.18) completes the proof of (5.10a).
It remains to improve the averaged bound in (5.18) in order to obtain (5.10c). We first have to identify
where the bound (5.18) is suboptimal. By iterating the expansion (5.16) we obtain a complicated polyno-
mial expression in terms of entries ofG12, G1, G2 which is most conveniently represented graphically
as
E|〈WG12A〉|2p =
∑
Γ∈Graphs(p)
c(Γ)EVal(Γ) +O
(
n−2p
)
(5.19)
for some finite collection ofGraphs(p). Before we precisely define the value of Γ, Val(Γ), we first give
two examples. Continuing (5.16) in case p = 1 we have
ETr(WG12A) Tr(A
∗G∗12W )
=
1
n
∑
ab
RabETr(∆
abG12A) Tr(A
∗G∗12∆
ba)
− 1
n
∑
ab
RabETr(∆
abG12A) Tr(A
∗G∗2∆
baG∗12W ) + . . .
=
1
n
∑
ab
RabE(G12A)ba(A
∗G∗12)ab
+
1
n2
∑
a1b1
∑
a2b2
Ra1b1Ra2b2 E(G12∆
b2a2G2A)b1a1 Tr(A
∗G∗2∆
b1a1G∗12∆
a2b2)
+
1
n5/2
∑
a1b1
∑
a2,b2
Ra1b1R
′
a2b2
2!
E(G12∆
b2a2G2A)b1a1 Tr(A
∗G∗2∆
b1a1G∗12∆
b2a2G∗1∆
a2b2) + . . .
(5.20a)
where in the first cumulant expansion, for illustration, we only kept two of the three Gaussian terms
(the last beingwhenW acts onG∗1), and in the second cumulant expansion kept one of the twoGaussian
terms and one third order term with R′a2b2 = n
3/2κ(a2b2, b2a2, b2a2) . 1. Note that in the case
of i.i.d. matrices with
√
nxab
d
= x, we have R′a2b2 = κ(x, x, x) for a2 ≤ n, b2 > n and R′a2b2 =
κ(x, x, x) = κ(x, x, x) for a2 > n, b2 ≤ n. For our argument it is of no importance whether
matrices representing cumulants of degree at least three like R′ are block-constant. It is important,
however, that the variance κ(ab, ba) represented by R is block-constant since later we will perform
certain resummations. After writing out the traces, (5.20a) becomes
1
n
∑
a1b1
Ra1b1 E(G12A)b1a1(A
∗G∗12)a1b1
+
1
n2
∑
a1b1
∑
a2b2
Ra1b1Ra2b2 E(G12)b1b2(G2A)a2a1(A
∗G∗2)b2b1(G
∗
12)a1a2
+
1
n5/2
∑
a1b1
∑
a2b2
Ra1b1R
′
a2b2
2!
E(G12)b1b2(G2A)a2a1(G
∗
1)a2a2(A
∗G∗2)b2b1(G
∗
12)a1b2 + . . . .
(5.20b)
IfX is real, then in (5.20) some additional terms appear since κ(ab, ab) = κ(ab, ba) in the real case,
while κ(ab, ab) = 0 in the complex case. In the first equality of (5.20) this results in additional terms
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like
1
n
∑
ab
RabE
(
− Tr(∆abG1∆abG12A) Tr(A∗G∗12W ) + Tr(∆abG12A) Tr(A∗G∗12∆ab)
− Tr(∆abG12A) Tr(A∗G∗2∆abG∗12W ) + . . .
)
.
(5.21)
Out of the three terms in (5.21), however, only the first one is qualitatively different from the terms
already considered in (5.20) since the other two are simply transpositions of already existing terms.
After another expansion of the first term in (5.21) we obtain terms like
1
n
∑
a1b1
Ra1b1(G12A)b1a1(A
∗G∗12)b1a1
+
1
n2
∑
a1b1
∑
a2b2
Ra1b1Ra2b2(G1)b1a1(G12A)b1a1(A
∗G∗2)b2a2(G
∗
12)b2a2
+
1
n5/2
∑
a1b1
∑
a2b2
Ra1b1R
′
a2b2
2!
(G12)b1a2(G2A)b2a1(A
∗G∗2)b2a1(G
∗
12)b1b2(G
∗
2)a2a2 + . . .
(5.22)
specific to the real case.
Now we explain how to encode (5.20) in the graphical formalism (5.19). The summation labels ai, bi
correspond to vertices, while matrix entries correspond to edges between respective labelled vertices.
We distinguish between the cumulant- or κ-edges Eκ, like R,R′ and G-edges EG, like (A∗G∗2)b2b1
or (G∗12)a1b1 , but do not graphically distinguish between G1, G12, A
∗G∗2 , etc. The three terms from
the rhs. of (5.20) would thus be represented as
a1 b1 and
a1
b1
a2
b2
and a1
b1
b2
a2
, (5.23)
where the edges fromEG are solid and those fromEκ dotted. Similarly, the three examples from (5.22)
would be represented as
a1 b1 and
a1
b1
a2
b2
and
a1
b1
a2
b2
. (5.24)
It is not hard to see that after iteratively performing cumulant expansions up to order 4p for each
remainingW we obtain a finite collection of polynomial expressions inR andGwhich correspond to
graphs Γ from a certain set Graphs(p) with the following properties. We consider a directed graph
Γ = (V,Eκ ∪ EG) with an even number |V | = 2k of vertices, where k is the number of cumulant
expansions along the iteration. The edge set is partitioned into two types of disjoint edges, the elements
of Eκ are called cumulant edges and the elements of EG are called G-edges. For u ∈ V we define the
G-degree of u as
dG(u) := d
out
G (u) + d
in
G(u),
doutG (u) := |{v ∈ V | (uv) ∈ EG}|, dinG(u) := |{v ∈ V | (vu) ∈ EG}|.
We now record some structural attributes.
(A1) The graph (V,Eκ) is a perfect matching and in particular |V | = 2|Eκ|. For convenience
we label the vertices by u1, . . . , uk, v1, . . . , vk with cumulant edges (u1v1), . . . , (ukvk). The
ordering of the elements ofEκ indicated by 1, . . . , k is arbitrary and irrelevant.
CLT FOR NON-HERMITIAN RANDOM MATRICES 23
(A2) The number of κ-edges is bounded by |Eκ| ≤ 2p and therefore |V | ≤ 4p
(A3) For each (uivi) ∈ Eκ, the G-degree of both vertices agrees, i.e. dG(ui) = dG(vi) =: dG(i).
Furthermore theG-degree satisfies 2 ≤ dG(i) ≤ 4p. Note that loops (uu) contribute a value
of 2 to the degree.
(A4) If dG(i) = 2, then no loops are adjacent to either ui or vi.
(A5) We distinguish two types ofG-edgesEG = E1G ∪ E2G whose numbers are given by
|E2G| = 2p, |E1G| =
∑
i
dG(i)− 2p, |EG| = |E1G|+ |E2G|.
Note that in the examples (5.23) and (5.24) above we had |Eκ| = 1 in the first and |Eκ| = 2 in the other
two cases. For the degrees we had dG(1) = 2 in the first case, dG(1) = dG(2) = 2 in the second
case, and dG(1) = 2, dG(2) = 3 in the third case. The number of G-edges involving G12 is 2 in all
cases, while the number of remaining G-edges is 0, 2 and 3, respectively, in agreement with (A5). We
now explain how we relate the graphs to the polynomial expressions they represent.
(I1) Each vertex u ∈ V corresponds to a summation∑a∈[2n] with a label a assigned to the vertex
u.
(I2) Each G-edge (uv) ∈ E1G represents a matrix G(uv) = A1GiA2 or G(uv) = A1G∗iA2 for
some norm-bounded deterministic matrices A1, A2. Each G-edge (uv) ∈ E2G represents a
matrix G(uv) = A1G12A2 or G(uv) = A1G∗12A2 for norm bounded matrices A1, A2. We
denote thematricesG(uv) with a calligraphic “G” to avoid confusionwith the ordinary resolvent
matrixG.
(I3) Each κ-edge (uv) represents the matrix
R
(uv)
ab = κ(
√
nwab, . . . ,
√
nwab︸ ︷︷ ︸
din
G
(u)
,
√
nwab, . . . ,
√
nwab︸ ︷︷ ︸
dout
G
(u)
),
where dinG(u) = d
out
G (v) and d
out
G (u) = d
in
G(v) are the in- and out degrees of u, v.
(I4) Given a graph Γ we define its value4 as
Val(Γ) := n−2p
∏
(uivi)∈Eκ
( ∑
ai,bi∈[2n]
n−dG(i)/2R(uivi)aibi
) ∏
(uivi)∈EG
G(uivi)aibi , (5.25)
whereR(uivi) is as in (I3) and ai, bi are the summation indices associated with ui, vi.
Proof of (5.19). In order to prove (5.19) we have to check that the graphs representing the polynomial
expressions of the cumulant expansion up to order 4p indeed have the attributes (A1)–(A5). Here (A1)–
(A3) follow directly from the construction, with the lower bound dG(i) ≥ 2 being a consequence of
Ewab = 0 and the upper bound dG(i) ≤ 4p being a consequence of the fact that we trivially truncate
the expansion after the 4p-th cumulant. The error terms from the truncation are estimated trivially
using (5.17). The fact (A4) that no G-loops may be adjacent to degree two κ-edges follows since due to
the self-renormalisationWG12 the the second cumulant ofW can only act on someW orG in another
trace, or if it acts on some G in its own trace then it generates a κ(ab, ab) factor (only possible when
X is real). In the latter case one of the two vertices has two outgoing, and the other one two incoming
G-edges, and in particular no loops are adjacent to either of them. The counting of G12-edges in E2G
in (A5) is trivial since along the procedure noG12-edges can be created or removed. For the counting of
Gi edges inE1G note that the action of the k-th order cumulant in the expansion ofWG12 may remove
k1 W ’s and may create additional k2 Gi’s with k = k1 + k2, k1 ≥ 1. Therefore, since the number
ofGi edges is 0 in the beginning, and the number ofW ’s is reduced from 2p to 0 the second equality
in (A5) follows.
It now remains to check that with the interpretations (I1)–(I4) the values of the constructed graphs
are consistent in the sense of (5.19). The constant c(Γ) ∼ 1 accounts for combinatorial factors in the
iterated cumulant expansions and the multiplicity of identical graphs. The factor n−2p in (I4) comes
from the 2p normalised traces. The relation (I3) follows from the fact that the k-th order cumulant of
4In [35] we defined the value with an expectation so that (5.19) holds without expectation. In the present paper we follow the
convention of [36] and consider the value as a random variable.
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k1 copies of wab and k2 copies of wab = wba comes together with k1 copies of ∆ab and k2 copies of
∆ba. Thus a is the first index of someG a total of k2 times, while the remaining k1 times the first index
is b, and for the second indices the roles are reversed. 
Having established the properties of the graphs and the formula (5.19), we now estimate the value of any
individual graph.
Naive estimate. We first introduce the so called naive estimate, N-Est(Γ), of a graph Γ as the bound on
its value obtained by estimating the factors in (5.25) as |Geab| ≺ 1 for e ∈ E1G and |Geab| ≺ (|η1||η2|)−1/2
for e ∈ E2G, |Reab| . 1 and estimating summations by their size. Thus, we obtain
Val(Γ) ≺ N-Est(Γ) := 1
n2p|η1|p|η2|p
∏
i
(
n2−dG(i)/2
)
≤ n
|E2κ|n|E
3
κ|/2
n2p|η1|p|η2|p ≤
1
|η1|p|η2|p , (5.26)
where
Ejκ := {(ui, vi) | dG(i) = j}
is the set of degree j κ-edges, and in the last inequality we used |E2κ|+ |E3κ| ≤ |Eκ| ≤ 2p.
Ward estimate. The first improvement over the naive estimate comes from the effect that sums of re-
solvent entries are typically smaller than the individual entries times the summation size. This effect
can easily be seen from theWard or resolvent identityG∗G = =G/η = (G−G∗)/(2iη). Indeed, the
naive estimate of
∑
aGab is n using |Gab| ≺ 1. However, using the the Ward identity we can improve
this to ∣∣∣∣∑
a
Gab
∣∣∣∣ ≤ √2n√∑
a
|Gab|2 =
√
2n
√
(G∗G)bb =
√
2n
η
√
(=G)bb ≺ n 1√
nη
,
i.e. by a factor of (nη)−1/2. Similarly, we can gain two such factors if the summation index a appears
in twoG-factors off-diagonally, i.e.∣∣∣∣∑
a
(G1)ab(G2)ca
∣∣∣∣ ≤√(G∗1G1)bb√(G2G∗2)cc ≺ n 1nη .
However, it is impossible to gain more than two such factors per summation. We note that we have the
same gain also for summations ofG12. For example, the naive estimate on
∑
a(G12)ab is n|η1η2|−1/2
since |(G12)ab| ≺ |η1η2|−1/2. Using the Ward identity, we obtain an improved bound of∣∣∣∣∑
a
(G12)ab
∣∣∣∣ ≤ √2n√(G∗12G12)bb =
√
2n
|η1|
√
(G∗2B∗(=G1)BG2)bb
.
√
n
|η1|2
√
(G∗2G2)bb ≺
√
n
|η1||η2|1/2
≤ n
|η1η2|1/2
1√
nη∗
,
where we recall η∗ = min{|η1|, |η2|}. Each of these improvements is associated with a specific G-
edge with the restriction that one cannot gain simultaneously from more than two edges adjacent to
any given vertex u ∈ V while summing up the index a associated with u. Note, however, that globally
it is nevertheless possible to gain from arbitrarily many G-edges adjacent to any given vertex, as long
as the summation order is chosen correctly. In order to count the number edges giving rise to such
improvements we recall a basic definition [61] from graph theory.
Definition 5.4. For k ≥ 1 a graph Γ = (V,E) is called k-degenerate if any induced subgraph has
minimal degree at most k.
The relevance of this definition in the context of counting the number of gains of (nη∗)−1/2 lies in
the following equivalent characterisation [42].
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Lemma 5.5. A graph Γ = (V,E) is k-degenerate if and only if there exists an ordering of vertices
{v1, . . . , vn} = V such that for eachm ∈ [n] it holds that
degΓ[{v1,...,vm}](vm) ≤ k (5.27)
where for V ′ ⊂ V , Γ[V ′] denotes the induced subgraph on the vertex set V ′.
We consider a subset of non-loop edgesEWard ⊂ EG \ {(vv) | v ∈ V } for which Ward improve-
ments will be obtained. We claim that if ΓWard = (V,EWard) is 2-degenerate, then we may gain a
factor of (nη∗)−1/2 from each edge inEWard. Indeed, take the ordering {v1, . . . , v2|Eκ|} guaranteed
to exist in Lemma 5.5 and first sum up the index a1 associated with v1. Since ΓWard is 2-degenerate
there are at most two edges fromEWard adjacent to v1 and we can gain a factor of (nη∗)−1/2 for each
of them. Next, we can sum up the index associated with vertex v2 and again gain the same factor for
each edge in EWard adjacent to v2. Continuing this way we see that in total we can gain a factor of
(nη∗)−|EWard|/2 over the naive bound (5.26).
Definition 5.6 (Ward estimate). For a graph Γ with fixed subset EWard ⊂ EG of edges we define
W-Est(Γ) :=
N-Est(Γ)
(nη∗)|EWard|/2
.
By considering only G-edges adjacent to κ-edges of degrees 2 and 3 it is possible to find such a
2-degenerate set with
|EWard| =
∑
i
(4− dG(i))+
elements, cf. [35, Lemma 4.7]. As a consequence, as compared with the first inequality in (5.26), we obtain
an improved bound
Val(Γ) ≺W-Est(Γ) = 1
n2p|η1η2|p (nη∗)
−|EWard|/2
∏
i
(
n2−dG(i)/2
)
=
1
n2p|η1η2|p
∏
dG(i)=2
( n
nη∗
) ∏
dG(i)=3
( √n√
nη∗
) ∏
dG(i)≥4
(
n2−dG(i)/2
)
. 1
(nη∗)2p|η1η2|p η
2p+
∑
i(dG(i)/2−2)∗ .
1
(nη∗)2p|η1η2|p ,
(5.28)
where in the penultimate inequality we used n−1 ≤ η∗, and in the ultimate inequality that dG(i) ≥ 2
and |Eκ| ≤ 2p which implies that the exponent of η∗ is non-negative and η∗ . 1. Thus we gained a
factor of (nη∗)−2p over the naive estimate (5.26).
Resummation improvements. The bound (5.28) is optimal if z1 = z2 and if η1, η2 have opposite signs.
In the general case z1 6= z2 we have to use two additional improvements which both rely on the fact
that the summations
∑
ai,bi
corresponding to (ui, vi) ∈ E2κ can be written as matrix products since
dG(ui) = dG(vi) = 2. Therefore we can sum up theG-edges adjacent to (uivi) as∑
aibi
GxaiGaiyGzbiGbiwRaibi =
∑
aibi
GxaiGaiyGzbiGbiw
[
1(ai > n, bi ≤ n) + 1(ai ≤ n, bi > n)
]
= (GE1G)xy(GE2G)zw + (GE2G)xy(GE1G)zw, E1 :=
(
1 0
0 0
)
, E2 :=
(
0 0
0 1
)
(5.29a)
in the case of four involved G’s and dinG = d
out
G = 1. If one vertex has two incoming, and the other
two outgoing edges (which is only possible ifX is real), then we similarly can sum up∑
aibi
GxaiGyaiGbizGbiwRaibi = (GE1G
t)xy(G
tE2G)zw + (GE2G
t)xy(G
tE1G)zw, (5.29b)
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somerely someG is replaced by its transposeGt compared to (5.29a)whichwill not change any estimate.
In the remaining cases with two and three involvedG’s we similarly have∑
aibi
GbiaiGaibiRaibi = TrGE1GE2 + TrGE2GE1∑
aibi
GxaiGaibiGbiyRaibi = (GE1GE2G)xy + (GE2GE1G)xy
(5.29c)
By carrying out all available partial summations at degree-2 vertices as in (5.29) for the value Val(Γ)
of some graph Γ we obtain a collection of reduced graphs, in which cycles of G’s are contracted to
the trace of their matrix product, and chains ofG’s are contracted to single edges, also representing the
matrix products with two external indices. We denote generic cycle-subgraphs of k edges fromEG with
vertices of degree two by Γ◦k , and generic chain-subgraphs of k edges from EG with internal vertices
of degree two and external vertices of degree at least three by Γ−k . With a slight abuse of notation we
denote the value of Γ◦k by Tr Γ
◦
k , and the value of Γ
−
k with external indices (a, b) by (Γ
−
k )ab, where for
a fixed choice of E1, E2 in (5.29) the internal indices are summed up. The actual choice of E1, E2 is
irrelevant for our analysis, hence we will omit it from the notation. The concept of the naive andWard
estimates of any graph Γ carry over naturally to these chain and cycle-subgraphs by setting
N-Est(Γ◦k) :=
nk
|η1η2||E2G(Γ◦k)|/2
, N-Est(Γ−k ) :=
nk−1
|η1η2||E2G(Γ
−
k
)|/2
,
W-Est(Γ
◦/−
k ) =
N-Est(Γ
◦/−
k )
(nη∗)|EWard(Γ
◦/−
k
)|/2
, EWard(Γ
◦/−
k ) = EG(Γ
◦/−
k ) ∩ EWard(Γ).
(5.30)
After contracting the chain- and cycle-subgraphswe obtain 2|E
2
κ| reduced graphsΓred on the vertex
set
V (Γred) := {v ∈ V (Γ) | dG(v) ≥ 3}
with κ-edges
Eκ(Γred) := E
≥3
κ (Γ)
andG-edges
EG(Γred) := {(uv) ∈ EG(Γ) |min{dG(u), dG(v)} ≥ 3} ∪ EchainG (Γred),
with additional chain-edges
EchainG (Γred) := {(u1uk+1)|k ≥ 2, u1, uk+1 ∈ V (Γred), ∃Γ−k ⊂ Γ, V (Γ−k ) = (u1, . . . , uk+1)}.
The additional chain edges (u1uk+1) ∈ EchainG naturally represent the matrices
G(u1uk+1) := ((Γ−k )ab)a,b∈[2n]
whose entries are the values of the chain-subgraphs. Note that due to the presence of E1, E2 in (5.29)
the matrices associated with some G-edges can be multiplied by E1, E2. However, since in the def-
inition (I2) of G-edges the multiplication with generic bounded deterministic matrices is implicitly
allowed, this additional multiplication will not be visible in the notation. Note that the reduced graphs
contain only vertices of at least degree three, and onlyκ-edges fromE≥3κ . The definition of value, naive
estimate and Ward estimate naturally extend to the reduced graphs and we have
Val(Γ) =
∑
Val(Γred)
∏
Γ◦
k
⊂Γ
Tr Γ◦k (5.31)
and
N-Est(Γ) = N-Est(Γred)
∏
Γ◦
k
⊂Γ
N-Est(Γ◦k), W-Est(Γ) = W-Est(Γred)
∏
Γ◦
k
⊂Γ
W-Est(Γ◦k).
(5.32)
The irrelevant summation in (5.31) of size 2|E
2
κ| is due to the sums in (5.29).
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Let us revisit the examples (5.23) to illustrate the summation procedure. The first two graphs in (5.23)
only have degree-2 vertices, so that the reduced graphs are empty with value n−2p = n−2, hence
Val(Γ) =
1
n2
∑
Tr Γ◦2 Val(Γ) =
1
n2
∑
(Tr Γ◦2)(Tr Γ
◦
2),
where the summation is over two and, respectively, four terms. The third graph in (5.23) results in no
traces but in four reduced graphs
Val(Γ) =
∑
Val( ),
where for convenience we highlighted the chain-edges EchainG representing Γ
−
k by double lines (note
that the two endpoints of a chain edge may coincide, but it is not interpreted as a cycle graph since
this common vertex has degree more than two, so it is not summed up into a trace along the reduction
process). Finally, to illustrate the reduction for a more complicated graph, we have
Val

a1
b1
a2
b2
a3
b3
a4
b4

=
∑
(Tr Γ−2 ) Val

a1
b1
a3
b3

where we labelled the vertices for convenience, and the summation on the rhs. is over four assignments
ofE1, E2.
Since we have already established a bound on Val(Γ) ≺ W-Est(Γ) we only have to identify the
additional gain from the resummation compared to theWard-estimate (5.28).
We will need to exploit two additional effects:
(i) TheWard-estimate is sub-optimalwhenever, after resummation, we have some contracted cycle
Tr Γ◦k or a reduced graph with a chain-edge Γ
−
k with k ≥ 3.
(ii) When estimating Tr Γ◦k , k ≥ 2 with Γ◦k containing some G12, then also the improved bound
from (i) is sub-optimal and there is an additional gain fromusing the a priori bound |〈G12A〉| ≺
θ.
We now make the additional gains (i)–(ii) precise.
Lemma 5.7. For k ≥ 2 let Γ◦k and Γ−k be some cycle and chain subgraphs.
(i) We have
|Tr Γ◦k| ≺ (nη∗)−(k−2)/2 W-Est(Γ◦k) (5.33a)
and for all a, b
|(Γ−k )ab| ≺ (nη∗)−(k−2)/2 W-Est(Γ−k ). (5.33b)
(ii) If Γ◦k contains at least one G12 then we have a further improvement of (η∗θ)
1/2, i.e.
|Tr Γ◦k| ≺
√
η∗θ(nη∗)
−(k−2)/2 W-Est(Γ◦k), (5.33c)
where θ is as in (5.10b).
The proof of Lemma 5.7 follows from the following optimal bound on general productsGj1...jk of
resolvents and generic deterministic matrices.
Lemma 5.8. Let w1, w2, . . ., z1, z2, . . . denote arbitrary spectral parameters with ηi = =wi > 0.
With Gj = Gzj (wj) we then denote generic products of resolvents Gj1 , . . . Gjk or their adjoints/-
transpositions (in that order) with arbitrary bounded deterministic matrices in between by Gj1...jk , e.g.
G1i1 = A1G1A2GiA3G1A4.
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(i) For j1, . . . jk we have the isotropic bound
|〈x, Gj1...jky〉| ≺ ‖x‖‖y‖
√
ηj1ηjk
( k∏
n=1
ηjn
)−1
. (5.34a)
(ii) For j1, . . . , jk and any 1 ≤ s < t ≤ k we have the averaged bound
|〈Gj1...jk 〉| ≺
√
ηjsηjt
( k∏
n=1
ηjn
)−1
. (5.34b)
Lemma 5.8 for example implies |(G1i)ab| ≺ (η1ηi)−1/2 or |(Gi1i)ab| ≺ (η1ηi)−1. Note that the
averaged bound (5.34b) can be applied more flexibly by choosing s, t freely, e.g.
|〈G1i1i〉| ≺ min{η−11 η−2i , η−21 η−1i },
while |〈x, G1i1iy〉| ≺ ‖x‖‖y‖(η1ηi)−3/2.
Proof of Lemma 5.8. We begin with
|〈x, Gj1...jky〉| ≤
√
〈x, Gj1G∗j1x〉
√
〈y, G∗j2...jkGj2...jky〉 ≺
‖x‖√
ηj1
√
〈y, G∗j2...jkGj2...jky〉
. ‖x‖√
ηj1
1
ηj2
√
〈y, G∗j3...jkGj3...jky〉 . · · · .
‖x‖√
ηj1
1
ηj2 . . . ηjk−1
√
〈y, G∗jkGjky〉
≺ ‖x‖‖y‖√
ηj1ηjk
1
ηj2 . . . ηjk−1
,
where in each step we estimated the middleG∗j2Gj2 , G
∗
j3Gj3 , . . . terms trivially by 1/η
2
j2 , 1/η
2
j3 , . . .,
and in the last step we usedWard estimate. This proves (5.34a). We now turn to (5.34b) where by cyclicity
without loss of generality we may assume s = 1. Thus
|〈Gj1...jk 〉| ≤
√
〈Gj1...jt−1G∗j1...jt−1〉
√
〈G∗jt...jkGjt...jk 〉
=
√
〈Gj1...jt−1G∗j1...jt−1〉
√
〈Gjt...jkG∗jt...jk 〉
.
( ∏
n 6=1,t
1
ηjn
)√
〈Gj1G∗j1〉
√
〈GjtG∗jt〉 ≺
1√
ηjsηjt
( ∏
n 6=1,t
1
ηjn
)
,
where in the second step we used cyclicity of the trace, the norm-estimate in the third step und the
Ward-estimate in the last step. 
Proof of Lemma 5.7. For the proof of (5.33a) we recall from the definition of the Ward-estimate in (5.30)
that for a cycle Γ◦k we have
W-Est(Γ◦k) ≥ N-Est(Γ
◦
k)
(nη∗)k/2
=
nk/2
|η1η2||E2G(Γ◦k)|/2
1
η
k/2
∗
since |EWard(Γ◦k)| ≤ |EG(Γ◦k)| ≤ k. Thus, together with (5.34b) and interpreting Tr Γ◦k as a trace of
a product of k + |E2G(Γ◦k)| factors ofG’s we conclude
|Tr Γ◦k| ≺ n
|η1η2||E2G(Γ◦k)|ηk−|E
2
G
(Γ◦
k
)|−1
∗
≤ n
|η1η2||E2G(Γ◦k)|/2ηk−1∗
≤ W-Est(Γ
◦
k)
(nη∗)k/2−1
. (5.35)
Note that Lemma 5.8 is applicable here even though therein (for convenience) it was assumed that all
spectral parameters wi have positive imaginary parts. However, the lemma also applies to spectral
parameters with negative imaginary parts since it allows for adjoints and Gz(w) = (Gz(w))∗. The
first inequality in (5.35) elementarily follows from (5.34b) by distinguishing the cases |E2G| = k, k − 1
or≤ k− 2, and always choosing s and t such that the√ηjsηjt factor contains the highest possible η∗
power. Similarly to (5.35), for (5.33b) we have, using (5.34a),
|(Γ−k )ab| ≺
nk−1
|η1η2||E2G(Γ
−
k
)|/2
1
(nη∗)k/2
≤ W-Est(Γ
−
k )
(nη∗)k/2−1
. (5.36)
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For the proof of (5.33c) we use a Cauchy-Schwarz estimate to isolate a single G12 factor from the
remainingG’s inΓ◦l . Wemay represent the “square” of all the remaining factors by an appropriate cycle
graph Γ◦2(k−1) of length 2(k − 1) with |E2G(Γ◦2(k−1))| = 2(|E2G(Γ◦k)| − 1). We obtain
|Tr Γ◦k| ≤
√
Tr(G12G∗12)
√
|Tr Γ◦2(k−1)| =
√
TrG∗1G1BG2G
∗
2B
∗
√
|Tr Γ◦2(k−1)|
=
√
Tr(=G1)B(=G2)B∗
√
|Tr Γ◦2(k−1)|√|η1η2| ≺
√
θn√|η1η2|
√
n
|η1η2||EG2 (Γ◦k)|/2−1/2ηk−3/2∗
≤
√
η∗θ(nη∗)
−(k−2)/2 W-Est(Γ◦k)
where in the penultimate step wewrote out=G = (G−G∗)/(2i) in order to use (5.10b), and used (5.35)
for Γ◦2(k−1). 
Now it remains to count the gains from applying Lemma 5.7 for each cycle- and chain subgraph of
Γ. We claim that
W-Est(Γ) ≤ (η1/6∗ )d≥3 1
(nη∗)2p|η1η2|p , d≥3 :=
∑
dG(i)≥3
dG(i). (5.37a)
Furthermore, suppose that Γ has c degree-2 cycles Γ◦k which according to (A3) has to satisfy 0 ≤ c′ :=
|E2κ| − c ≤ |E2κ|. Then we claim that
|Val(Γ)| ≺
( 1
nη∗
)(c′−d≥3/2)+(√
η∗θ
)(p−c′−d≥3/2)+ W-Est(Γ). (5.37b)
Assuming (5.37a)–(5.37b) it follows immediately that
|Val(Γ)| ≺ 1
(nη∗)2p|η1η2|p
(√
η∗θ +
1
nη∗
+ η1/6∗
)p
,
implying (5.10c). In order to complete the proof of the Proposition 5.3 it remains to verify (5.37a) and (5.37b).
Proof of (5.37a). This follows immediately from the penultimate inequality in (5.28) and
η
2p+
∑
i(dG(i)/2−2)∗ ≤ η
∑
i(dG(i)/2−1)∗ = η
1
2
∑
dG(i)≥3(dG(i)−2)∗ ≤ η
1
6
∑
dG(i)≥3 dG(i)∗ ,
where we used (A2) in the first inequality. 
Proof of (5.37b). For cycles Γ◦k or chain-edges Γ
−
k in the reduced graph we say that Γ
◦/−
k has (k− 2)+
excessG-edges. Note that for cyclesΓ◦k every additionalG beyond theminimal numberk ≥ 2 is counted
as an excessG-edge, while for chain-edgesΓ−k the first additionalG beyond theminimal number k ≥ 1
is not counted as an excessG-edge. We claim that:
(C1) The total number of excessG-edges is at least 2c′ − d≥3.
(C2) There are at least p− c′ − d≥3/2 cycles in Γ containingG12.
Since the vertices of the reduced graph are ui, vi for dG(i) ≥ 3, it follows that the reduced graph has∑
dG(i)≥3(dG(ui) + dG(vi))/2 = d≥3 edges while the total number of G’s beyond the minimally
required G’s (i.e. two for cycles and one for edges) is 2c′. Thus in the worst case there are at least
2c′ − d≥3 excessG-edges, confirming (C1).
The total number of G12’s is 2p, while the total number of Gi’s is 2|E2κ| + d≥3 − 2p, according
to (A5). For fixed c the number of cycles withG12’s is minimised in the case when allGi’s are in cycles
of length 2 which results in |E2κ| − p+ bd≥3/2c cycles withoutG12’s. Thus, there are at least
c−
(
|E2κ| − p+ bd≥3/2c
)
= p− c′ − bd≥3/2c ≥ p− c′ − d≥3/2
cycles with someG12, confirming also (C2).
The claim (5.37b) follows from (C1)–(C2) in combination with Lemma 5.7. 
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6. Central limit theorem for resolvents
The goal of this section is to prove the CLT for resolvents, as stated in Proposition 3.3. We first
compute the expectationE〈Gz(iη)〉 to higher precision beyond the approximation 〈G〉 ≈ 〈M〉. Note
that other than in the previous Section 5, all spectral parameters η, η1, . . . , ηp considered in the present
section are positive, or even, η, ηi ≥ 1/n.
Lemma 6.1. For κ4 6= 0 we have a correction of order n−1 to E〈G〉 of the form
E〈G〉 = 〈M〉+ E +O
( 1
|β|
( 1
n3/2(1 + η)
+
1
(nη)2
))
, (6.1a)
where
1
|β| = ‖(B
∗)−1[1]‖ . 1|1− |z|2|+ η2/3 (6.1b)
and
E := κ4
n
m3
( 1
1−m2 − |z|2 − 1
)
= − iκ4
4n
∂η(m
4). (6.1c)
Proof. Using (5.2) we find
〈G−M〉 = 〈1,B−1B[G−M ]〉 = 〈(B∗)−1[1],B[G−M ]〉
= −〈M∗(B∗)−1[1],WG〉+ 〈M∗(B∗)−1[1],S[G−M ](G−M)〉
= −〈M∗(B∗)−1[1],WG〉+O≺
(‖(B∗)−1[1]‖
(nη)2
)
.
(6.2)
Here B = 1−MS[·]M denotes the stability operator operator which is a special case of the stability
operator B̂ = 1 −M1[·]M2 considered in Section 5. The relation (6.1b) follows directly from (6.11).
Using a cumulant expansion we find
E〈WGA〉 =
∑
k≥2
∑
ab
∑
α∈{ab,ba}k
κ(ba,α)
k!
E ∂α〈∆baGA〉. (6.3)
We first consider k = 2 where by parity at least oneG factor is off-diagonal, e.g.
1
n5/2
∑
a≤n
∑
b>n
EGabGaa(GA)bb
and similarly for a > n, b ≤ n. By writingG = M +G−M and using the isotropic structure of the
local law (3.5) we obtain
1
n5/2
∑
a≤n
∑
b>n
EGabGaa(GA)bb
=
1
n5/2
Em(MA)n+1,n+1〈E11, GE21〉+O≺
(
n2n−5/2(nη)−3/2|β|−1
)
= O≺
( 1
|β|n3/2(1 + η) +
1
|β|n2η3/2
)
,
where 1 = (1, . . . , 1) denotes the constant vector of norm ‖1‖ = √2n. Thus we can bound all k = 2
terms by |β|−1(n−3/2(1 + η)−1 + n−2η−3/2).
For k ≥ 4 we can afford bounding each G entrywise and obtain bounds of |β|−1n−3/2. Finally,
for the k = 3 term there is an assignment (α) = (ab, ba, ab) for which allG’s are diagonal and which
contributes a leading order term given by
− κ4
2n3
∑′
ab
MaaMbbMaa(MA)bb = −κ4
n
〈M〉3〈MA〉,
∑′
ab
:=
∑
a≤n
∑
b>n
+
∑
a>n
∑
b≤n
(6.4)
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and thus∑
k≥2
∑
ab
∑
α∈{ab,ba}k
κ(ba,α)
k!
∂α〈∆baGA〉 = −κ4
n
〈M〉3〈MA〉+O
( 1
|β|n3/2(1 + η)+
1
|β|n2η3/2
)
(6.5)
With
A := (B∗)−1[1]∗M
we find from the explicit formula for B given in (5.11) and (3.2) that
〈MA〉 = 1
1−m2 − |z|2u2 − 1 = −i∂ηm, (6.6)
concluding the proof. 
We now turn to the computation of higher moments which to leading order due to Lemma 6.1 is
equivalent to computing
E
∏
i∈[p]
〈Gi −Mi − Ei〉, Ei := κ4
n
〈Mi〉3〈MiAi〉, Ai := (B∗i )−1[1]∗Mi,
withGi,Mi as in (5.1) for z1, . . . , zk ∈ C, η1, . . . , ηk > 1/n. Using Lemma 6.1, (6.2), |Ei| . 1/n and
the high-probability bound
|〈WGiAi〉| ≺ 1|βi|nηi (6.7)
we have ∏
i∈[p]
〈Gi −EGi〉 =
∏
i∈[p]
〈−WGiAi − Ei〉+O≺
( ψ
nη
)
, ψ :=
∏
i∈[p]
1
|βi|n|ηi| . (6.8)
In order to prove Proposition 3.3 we need to compute the leading order term in the local law bound∣∣∣∣∣∣
∏
i∈[p]
〈−WGiAi − Ei〉
∣∣∣∣∣∣ ≺ ψ. (6.9)
The computation of moments of 〈WGA〉 relies on the local law for products of resolvents from
Theorem 5.2. We therefore begin with a lemma establishing a lower bound on the, in absolute value,
smallest eigenvalue β̂∗ of B̂12 from (5.8).
Lemma 6.2. Let w1 = iη1, w2 = iη2 ∈ iR \ {0} and let β̂∗ denote the, in absolute value, smallest
eigenvalue of the stability operator B̂12. Then we have
|β̂∗| & max
{
(|η1|+ |η2|) min{(=m1)2, (=m2)2}, |z1 − z2|2
}
. (6.10)
Proof. Throughout the proof we assume that η1, η2 > 0, all the other cases are completely analogous.
Recall the block decomposition from (5.11) and note that the four eigenvalues of B̂ are 1, 1 and the
eigenvalues β̂, β̂∗ ofB1, that are given explicitly:
β̂, β̂∗ := 1− u1u2<z1z2 ±
√
m21m
2
2 − u21u22(=z1z2)2. (6.11)
The bound (6.10) follows directly from∣∣∣β̂β̂∗∣∣∣ & max{(η1 + η2) min{(=m1)2, (=m2)2}, |z1 − z2|2} , (6.12)
since |β̂|, |β̂∗| . 1.
We now prove (6.12). By (6.11), using that ui = −m2i + u2i |zi|2 repeatedly, it follows that
β̂β̂∗ = 1− u1u2
[
1− |z1 − z2|2 + (1− u1)|z1|2 + (1− u2)|z2|2
]
= u1u2|z1 − z2|2 + (1− u1)(1− u2)−m21u2
(
1
u1
− 1
)
−m22u1
(
1
u2
− 1
)
.
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Then, using 1− ui = ηi/(ηi + =mi) & ηi/(=mi), thatmi = i=mi, and assuming u1, u2 ∈ [δ, 1],
for some small fixed δ > 0, we get that∣∣∣β̂β̂∗∣∣∣ & |z1 − z2|2 + (=m1)2(1− u1) + (=m2)2(1− u2)
& |z1 − z2|2 + min{(=m1)2, (=m2)2}(2− u1 − u2)
& |z1 − z2|2 + min{(=m1)2, (=m2)2}
(
η1
=m1 +
η2
=m2
)
.
If instead at least one ui ∈ [0, δ] then, by the second equality in the display above, the bound (6.12) is
trivial. 
Proof of Proposition 3.3. To simplify notations we will not carry the βi-dependence within the proof
because each Ai is of size ‖Ai‖ . |βi|−1 and the whole estimate is linear in each |βi|−1. We first
perform a cumulant expansion inWG1 to compute
E
∏
i∈[p]
〈−WGiAi − Ei〉
= −〈E1〉E
∏
i 6=1
〈−WGiAi − Ei〉
+
∑
i6=1
EE˜〈−W˜G1A1〉〈−W˜GiAi +WGiW˜GiAi〉
∏
j 6=1,i
〈−WGjAj − Ej〉
+
∑
k≥2
∑
ab
∑
α∈{ab,ba}k
κ(ba,α)
k!
E ∂α
[
〈−∆baG1A1〉
∏
i6=1
〈−WGiAi − Ei〉
]
,
(6.13)
where W˜ denotes an independent copy ofW with expectation E˜, and the underline is understoodwith
respect toW and not W˜ . We now consider the terms of (6.13) one by one. For the second term on the
rhs. we use the identity
E〈WA〉〈WB〉 = 1
2n2
〈AE1BE2 +AE2BE1〉 = 〈AEBE
′〉
2n2
, (6.14)
wherewe recall the blockmatrix definition from (5.14) and follow the convention thatE,E′ are summed
over both choices (E,E′) = (E1, E2), (E2, E1). Thus we obtain
E˜〈−W˜G1A1〉〈−W˜GiAi +WGiW˜GiAi〉 = 1
2n2
〈G1A1EGiAiE′ −G1A1EGiAiWGiE′〉
=
1
2n2
〈G1A1EGiAiE′ +G1S[G1A1EGiAi]GiE′ −G1A1EGiAiWGiE′〉.
(6.15)
Here the self-renormalisation in the last term is defined analogously to (5.4), i.e.
f(W )Wg(W ) := f(W )Wg(W )− E˜(∂W˜ f)(W )W˜g(W )− E˜f(W )W˜ (∂W˜ g)(W ),
which is only well-defined if it is clear to whichW the action is associated, i.e.WWf(W ) would be
ambiguous. However, we only use the self-renormalisation notation for f(W ), g(W ) being (products
of) resolvents and deterministic matrices, so no ambiguities should arise. For the first two terms in (6.15)
we use (5.12) and the first bound in (5.9) from Theorem 5.2 (estimating the big bracket by 1) to obtain
〈G1A1EGiAiE′ +G1S[G1A1EGiAi]GiE′〉
= 〈Mz1,ziA1E AiE
′ +Mzi,z1E′ S[Mz1,ziA1E Ai]〉+O≺
( 1
n|β̂1i∗ |2η1i∗ |η1ηi|1/2
+
1
n2|β̂1i∗ |2(η1i∗ )2|η1ηi|
)
,
(6.16)
where |β̂1i∗ | & |z1− zi|2 due to (6.10), and η1i∗ := min{η1, ηi}. For the last term in (6.15) we claim that
E|〈G1A1EGiAiWGiE′〉|2 .
( 1
nη1ηiη1i∗
)2
, (6.17)
CLT FOR NON-HERMITIAN RANDOM MATRICES 33
the proof of which we present after concluding the proof of the proposition. Thus, using (6.17) together
with (6.7),∣∣∣∣∣∣n−2 E〈G1A1EGiAiWGiE′〉
∏
j 6=1,i
〈−WGjAj − Ei〉
∣∣∣∣∣∣
. n

n2
[ ∏
j 6=1,i
1
nηj
](
E|〈G1A1EGiAiWGiE′〉|2
)1/2
. n

nη1i∗
∏
j
1
nηj
≤ n
ψ
nη∗
.
Together with (6.9) and (6.15)–(6.16) we obtain
EE˜〈−W˜G1A1〉〈−W˜GiAi +WGiW˜GiAi〉
∏
j 6=1,i
〈−WGjAj − Ej〉
=
V1,i
2n2
E
∏
j 6=1,i
〈−WGjAj − Ej〉+O
(
ψn
( 1
nη∗
+
|η1ηi|1/2
nη1i∗ |z1 − zi|4
+
1
(nη1i∗ )2|z1 − zi|4
))
(6.18)
since, by an explicit computation the rhs. of (6.16) is given by V1,i as defined in (3.10). Indeed, from the
explicit formula for B it follows that main term on the rhs. of (6.16) can be written as V˜1,i, where
V˜i,j :=
2mimj
[
2uiuj<zizj + (uiuj |zi||zj |)2
[
(m2i − u2i |zi|2)(m2j − u2j |zj |2)− 4
]]
(1−m2i − u2i |zi|2)(1−m2j − u2j |zj |2)
[
1 + (uiuj |zi||zj |)2 −m2im2j − 2uiuj<zizj
]2
+
2mimj(m
2
i + u
2
i |zi|2)(m2j + u2j |zj |2)
(1−m2i − u2i |zi|2)(1−m2j − u2j |zj |2)
[
1 + (uiuj |zi||zj |)2 −m2im2j − 2uiuj<zizj
]2 .
(6.19)
By an explicit computation using the equation (3.1) formi,mj it can be checked that V˜i,j can be written
as a derivative and is given by V˜i,j = Vi,j with Vi,j from (3.10).
Next, we consider the third term on the rhs. of (6.13) for k = 2 and k ≥ 3 separately. We first claim
the auxiliary bound
|〈x, GBWGy〉| ≺ ‖x‖‖y‖‖B‖
n1/2η3/2
. (6.20)
Note that (6.20) is very similar to (5.10a) except that in (6.20) bothG’s have the same spectral parameters
z, η and the order ofW and G is interchanged. The proof of (6.20) is, however, very similar and we
leave details to the reader.
After performing theα-derivative in (6.13) via the Leibniz rule, we obtain a product of t ≥ 1 traces
of the types 〈(∆Gi)kiAi〉 and 〈W (Gi∆)kiGiAi〉with ki ≥ 0,∑ ki = k+1, and p− t traces of the
type 〈WGiAi + Ei〉. For the term with multiple self-renormalised G’s, i.e. 〈W (Gi∆)kiGiAi〉 with
ki ≥ 1 we rewrite
〈W (G∆)kGA〉 = 〈GAW (G∆)k〉 = 〈GAWG∆(G∆)k−1〉+
k−1∑
j=1
〈GAS[(G∆)jG](G∆)k−j〉
= 〈GAWG∆(G∆)k−1〉+
k−1∑
j=1
〈GAE(G∆)k−j〉〈GE′(G∆)j〉.
(6.21)
Case k = 2, t = 1. In this case the only possible term is given by 〈∆G1∆G1∆G1A1〉where by parity
at least oneG = G1 is off-diagonal and in the worst case (only one off-diagonal factor) we estimate
n−1−3/2
∑
a≤n
∑
b>n
GaaGbb(GA)ab = n
−5/2m2〈E11, GAE21〉+O≺
( 1
n5/2
1
(nη1)3/2
n2
)
= O≺
( 1
n3/2
+
1
n2η
3/2
1
)
,
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after replacingGaa = m+ (G−M)aa and using the isotropic structure of the local law in (3.5), and
similarly for
∑
a>n
∑
b≤n.
Case k = 2, t = 2. In this case there are 2 + 2 possible terms
〈∆G1∆G1A1〉〈∆GiAi +WGi∆GiAi〉+ 〈∆G1A1〉〈∆Gi∆GiAi +WGi∆Gi∆GiAi〉.
For the first two, in the worst case, we have the estimate
1
n7/2
∑′
ab
(G1)aa(G1A1)bb
(
(GiAi)ab + (GiAiWGi)ab
)
= O≺
( 1
n5/2
+
1
n3η1η
3/2
i
)
using (6.20), where we recall the definition of
∑′ from (6.4). Similarly, using (6.21) and (6.20) for the
ultimate two terms, we have the bound
1
n7/2
E
∑′
ab
(G1A1)ab
(
(GiAiWGi)aa(Gi)bb +
(GiAiEGi)ab(GiE
′Gi)ab
n
)
= O≺
( 1
n3η
1/2
1 η
2
i
)
.
Case k = 2, t = 3. In this final k = 2 case we have to consider four terms
〈∆G1A1〉〈∆GiAi +WGi∆GiAi〉〈∆GjAj +WGj∆GjAj〉,
which, using (6.20), we estimate by
1
n9/2
∑′
ab
(G1A1)ab
(
(GiAi)ab + (GiAiWGi)ab
)(
(GjAj)ab + (GjAjWGj)ab
)
= O≺
( 1
n4η
1/2
1 η
3/2
i η
3/2
j
)
.
By inserting the above estimates back into (6.13), after estimating all untouched traces by n/(nηi) in
high probability using (6.7), we obtain∑
k=2
∑
ab
∑
α∈{ab,ba}k
κ(ba,α)
k!
E ∂α
[
〈−∆baG1A1〉
∏
i 6=1
〈−WGiAi − Ei〉
]
= O
( ψn√
nη∗
)
. (6.22)
Case k ≥ 3. In case k ≥ 3 after the action of the derivative in (6.13) there are 1 ≤ t ≤ k + 1 traces
involving some∆. By writing the normalised traces involving∆ asmatrix entries we obtain a prefactor
of n−t−(k+1)/2 and a
∑
ab-summation over entries of k + 1 matrices of the type G, GA, GAWG
such that each summation index appears exactly k + 1 times. There are some additional terms from
the last sum in (6.21) which are smaller by a factor (nη)−1 and which can be bounded exactly as in the
k = 2 case. If there are only diagonal G or GA-terms, then we have a naive bound of n−t−(k−3)/2
and therefore potentially some leading-order contribution in case k = 3. If, however, k > 3, or there
are some off-diagonalG,GA or someGAWG terms, then, using (6.20) we obtain an improvement of
at least (nη)−1/2 over the naive bound (6.9). For k = 3, by parity, the only possibility of having four
diagonal G,GA factors, is distributing the four ∆’s either into a single trace or two traces with two
∆’s each. Thus the relevant terms are
〈∆G1∆G1∆G1∆G1A1〉, 〈∆G1∆G1A1〉〈∆Gi∆GiAi〉
For the first one we recall from (6.5) for k = 3 that∑
ab
∑
α
κ(ba,α)〈∆baG1∆α1G1∆α2G1∆α3G1A1〉 = E1 +O≺
( 1
n3/2
+
1
n2η
3/2
1
)
(6.23)
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For the second one we note that only choosing α = (ab, ab, ba), (ab, ba, ab) gives four diagonal
factors, while any other choice gives at least two off-diagonal factors. Thus∑
ab
∑
α
κ(ba,α)〈∆baG1∆α1G1〉〈∆α2Gi∆α3GiAi〉
=
1
n2
∑′
ab
κ4〈∆baG1∆abG1A1〉
[〈∆abGi∆baGiAi〉+ 〈∆baGi∆abGiAi〉]+O≺( 1
n3η∗
)
=
1
4n4
∑′
ab
κ4(G1)aa(G1A1)bb
[
(Gi)bb(GiAi)aa + (Gi)aa(GiAi)bb
]
+O≺
( 1
n3η∗
)
=
1
4n4
∑′
ab
κ4m1mi(M1A1)bb
[
(MiAi)aa + (MiAi)bb
]
+O≺
( 1
n5/2η
1/2
∗
)
=
1
n2
κ4〈M1〉〈Mi〉〈M1A1〉〈MiAi〉+O≺
( 1
n5/2η
1/2
∗
)
.
(6.24)
We recall from (6.6) that
〈M1〉〈Mi〉〈M1A1〉〈MiAi〉 = 1
2
U1Ui
with Ui defined in (3.10). Thus, we can conclude for the k ≥ 3 terms in (6.13) that∑
k≥3
∑
ab
∑
α∈{ab,ba}k
κ(ba,α)
k!
E ∂α
[
〈−∆baG1A1〉
∏
i6=1
〈−WGiAi − Ei〉
]
= 〈E1〉E
∏
i 6=1
〈−WGiAi − Ei〉+
∑
i 6=1
κ4U1Ui
2n2
E
∏
j 6=1,i
〈−WGjAj − Ej〉+O
( ψn
(nη∗)1/2
)
.
(6.25)
By combining (6.13) with (6.18), (6.22) and (6.25) we obtain
E
∏
i
〈−WGiAi − Ei〉 =
∑
i6=1
V1,i + κ4U1Ui
2n2
E
∏
j 6=1,i
〈−WGjAj − Ej〉
+O
(
ψn
( 1√
nη∗
+
1
nη
1/2
∗ |z1 − zi|4
+
1
(nη∗)2|z1 − zi|4
)) (6.26)
and thus by induction
E
∏
i
〈−WGiAi − Ei〉 = 1
np
∑
P∈Pairings([p])
∏
{i,j}∈P
Vi,j + κ4UiUj
2
+O
(
ψn
( 1√
nη∗
+
1
nη
1/2
∗ |z1 − zi|4
+
1
(nη∗)2|z1 − zi|4
)) (6.27)
from which the equality E
∏
i〈Gi − EGi〉 and the second line of (3.8) follows, modulo the proof
of (6.17). The remaining equality then follows from applying the very same equality for each element of
the pairing. Finally, (3.11) follows directly from Lemma 6.1. 
Proof of (6.17). Using the notation of Lemma 5.8, our goal is to prove that
E|〈WGi1i〉|2 .
( 1
nη1ηiη1i∗
)2
. (6.28)
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Since only η1, ηi play a role within the proof of (6.17), we drop the indices from η1i∗ and simply write
η∗ = η1i∗ . Using a cumulant expansion we compute
E|〈WGi1i〉|2
= EE˜〈W˜Gi1i〉
(
〈W˜Gi1i〉+ 〈WGiW˜Gi1i +WGi1W˜G1i +WGi1iW˜Gi〉
)
+
∑
k≥2
O
( 1
n(k+1)/2
)∑′
ab
∑
k1+k2=k−1
∑
α1,α2
E〈∆ab∂α1Gi1i〉〈∆ab∂α2Gi1i〉
+
∑
k≥2
O
( 1
n(k+1)/2
)∑′
ab
∑
k1+k2=k
∑
α1,α2
E〈∆ab∂α1Gi1i〉〈W∂α2Gi1i〉,
(6.29)
where αi is understood to be summed over αi ∈ {ab, ba}ki . In (6.29) we only kept the scaling
|κ(ab,α)| . n−(k+1)/2 of the cumulants, and also absorb combinatorial factors as k! in O(·). We
first consider those terms in (6.29) which contain no self-renormalisations Wf(W ) anymore since
those do not have to be expanded further. For the very first term we obtain
E˜〈W˜Gi1i〉〈W˜Gi1i〉 = 〈Gi1ii1i〉
n2
= O≺
( 1
n2η21η
3
i
)
. (6.30)
To bound products ofG1 andGi we use Lemma 5.8. For the second line on the rhs. of (6.29) we have to
estimate
O
( 1
n(k+1)/2+2
)∑
k≥2
∑′
ab
∑
k1+k2=k−1
∑
α1,α2
E(∂α1(Gi1i)ba)(∂α2(Gi1i)ba)
and we note that without derivatives we have the estimate |(Gi1i)| ≺ (η1ηi)−1. Additional deriva-
tives do not affect this bound since if e.g. Gi is derived we obtain one additional Gi but also one ad-
ditional product ofG’s withGi in the end, and one additional product withGi in the beginning. Due
to the structure of the estimate (5.34a) the bound thus remains invariant. For example |(∂abGi1i)ba| =
|(Gi)bb(Gi1i)aa + . . .| ≺ (η1ηi)−1. Thus, by estimating the sum trivially we obtain
O
( 1
n(k+1)/2
)∑
k≥2
∑′
ab
∑
k1+k2=k−1
∑
α1,α2
E〈∆ab∂α1Gi1i〉〈∆ab∂α2Gi1i〉 = O≺
( 1
n3/2η21η
2
i
)
(6.31)
since k ≥ 2.
It remains to consider the third line on the rhs. of (6.29) and the remaining terms from the first line.
In both cases we perform a second cumulant expansion and again differentiate the Gaussian (i.e. the
second order cumulant) term, and the terms from higher order cumulants. Since the two consecutive
cumulant expansions commute it is clearly sufficient to consider the Gaussian term for the first line,
and the full expansion for the third line. We begin with the latter and compute
E〈∆ab∂α1Gi1i〉〈W∂α2Gi1i〉
= E˜E〈∆ab∂α1(GiW˜Gi1i +Gi1W˜G1i +Gi1iW˜Gi)〉〈W˜∂α2Gi1i〉
+
∑
l≥2
∑′
cd
∑
β1,β2
E〈∆ab∂α1∂β1Gi1i〉〈∆cd∂α2∂β2Gi1i〉
=
1
n2
E〈∂α1(Gi1i∆abGi +G1i∆abGi1 +Gi∆abGi1i)∂α2(Gi1i)〉
+
∑
l≥2
∑′
cd
∑
β1,β2
E〈∆ab∂α1∂β1Gi1i〉〈∆cd∂α2∂β2Gi1i〉,
(6.32)
whereβi are understood to be summed overβi ∈ {cd, dc}li with l1 + l2 = l. After inserting the first
line of (6.32) back into (6.29) we obtain an overall factor of n−3−(k+1)/2 as well as the
∑
ab-summation
over some ∂α(G)ab, where G is a product of either 2 + 5 or 3 + 4 G1’s and Gi’s respectively with
Gi in beginning and end. We can bound |∂α(G)ab| ≺ η−21 η−4i + η−31 η−3i ≤ η−21 η−2i η−2∗ and thus
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can estimate the sum by n−5/2η−21 η
−2
i η
−2
∗ since k ≥ 2. Here we used (5.34a) to estimate all matrix
elements of the form G′ab,G′aa, . . . emerging after performing the derivative ∂α(G)ab.
Now we turn to the second line of (6.32) when inserted back into (6.29), where we obtain a total
prefactor of n−(k+l)/2−3, a summation
∑
abcd over (∂α1∂β1Gi1i)ab(∂α2∂β2Gi1i)cd. In case k =
l = 2, by parity, after performing the derivatives at least two factors are off-diagonal, while in case
k+ l = 5 at least one factor is off-diagonal. Thus we obtain a bound of n1−(k+l)/2η−21 η
−2
i multiplied
by a Ward-improvement of (nη∗)−1 in the first, and (nη∗)−1/2 in the second case. Thus we conclude
O
( 1
n(k+1)/2
)∑
k≥2
∑′
ab
∑
k1+k2=k
∑
α1,α2
E〈∆ab∂α1Gi1i〉〈W∂α2Gi1i〉 = O
( 1
n2η21η
2
i η
2∗
)
. (6.33)
Finally, we consider the Gaussian part of the cumulant expansion of the remaining terms in the first
line of (6.29), for which we obtain
1
n2
E˜〈(Gi1iW˜Gi +G1iW˜Gi1 +GiW˜Gi1i)2〉 = O≺
( 1
n2η21η
2
i η
2∗
)
(6.34)
since
|〈GiGi〉| ≺ 1
ηi
, |〈GiGi1〉| ≺ 1
η1ηi
, |〈GiGi1i〉| ≺ 1
η1η2i
, |〈G1iG1i〉| ≺ 1
η21ηi
,
|〈G1iGi1i〉| ≺ 1
η21η
2
i
, |〈Gi1iGi1i〉| ≺ 1
η21η
3
i
due to (5.34b). By combining (6.30)–(6.34) we conclude the proof of (6.17) using (6.29). 
7. Independence of the small eigenvalues ofHz1 andHz2
Given an n× n i.i.d. complex matrixX , for any z ∈ C we recall that the Hermitisation ofX − z
is given by
Hz :=
(
0 X − z
X∗ − z 0
)
. (7.1)
The block structure ofHz induces a symmetric spectrumwith respect to zero, i.e. denoting by{λz±i}ni=1
the eigenvalues ofHz , we have that λz−i = −λzi for any i ∈ [n]. Denote the resolvent ofHz by Gz ,
i.e. on the imaginary axisGz is defined byGz(iη) := (Hz − iη)−1, with η > 0.
Convention 7.1. We omitted the index i = 0 in the definition of the eigenvalues ofHz . In the remainder
of this section we always assume that all the indices are not zero, e.g we use the notation
n∑
j=−n
:=
−1∑
j=−n
+
n∑
j=1
,
|i| ≤ A, for some A > 0, to denote 0 < |i| ≤ A, etc.
The main result of this section is the proof of Proposition 3.4 which follows by Proposition 7.2 and
rigidity estimates in Section 7.1.
Proposition 7.2. Fix p ∈ N. For any ωd, ωf , ωh > 0 sufficiently small constants such that ωh  ωf ,
there exits ω, ω̂, δ0, δ1 > 0 with ωh  δm  ω̂  ω  ωf , for m = 0, 1, such that for any fixed
z1, . . . , zp ∈ C such that |zl| ≤ 1− n−ωh , |zl − zm| ≥ n−ωd , with l,m ∈ [p], l 6= m, it holds
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
=
p∏
l=1
E
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
+O
(
nω̂
n1+ω
p∑
l=1
1
ηl
×
p∏
m=1
(
1 +
nξ
nηm
)
+
npξ+2δ0nωf
n3/2
p∑
l=1
1
ηl
+
npδ0+δ1
nω̂
)
,
(7.2)
for any ξ > 0, where η1, . . . , ηp ∈ [n−1−δ0 , n−1+δ1 ] and the implicit constant in O(·) may depend on
p.
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We recall that the eigenvalues ofHz are labelled by λ−n ≤ · · · ≤ λ−1 ≤ λ1 ≤ . . . λn, hence the
summation over |il| ≤ nω̂ in (7.2) is over the smallest (in absolute value) eigenvalues ofHz .
The remainder of Section 7 is divided as follows: in Section 7.1 we state rigidity of the eigenvalues of
the matricesHzl and a local law for TrGzl , then using these results and Proposition 7.2 we conclude
the proof of Proposition 3.4. In Section 7.2 we state the main technical results needed to prove Proposi-
tion 7.2 and conclude its proof. In Section 7.3 we estimate the overlaps of eigenvectors, corresponding
to small indices, ofHzl ,Hzm for l 6= m, this is the main input to prove the asymptotic independence
in Proposition 7.2. In Section 7.4 we present Proposition 7.14 which is a modification of the pathwise
coupling of DBMs from [57, 18] (adapted to the 2× 2 matrix model (7.1) in [24]) which is needed to deal
with the (small) correlation ofλzl , the eigenvalues ofHzl , for different l’s. In Section 7.5 we prove some
technical lemmata used in Section 7.2. Finally, in Section 7.6 we prove Proposition 7.14.
7.1. Rigidity of eigenvalues and proof of Proposition 3.4. In this section, before proceeding with
the actual proof of Proposition 7.2, we state the local law away from the imaginary axis, proven in [29],
that will be used in the following sections. We remark that the averaged and entry-wise version of this
local law for |z| ≤ 1− , for some small fixed  > 0, has already been established in [19, Theorem 3.4].
Proposition 7.3 (Theorem 3.1 of [29]). Let ωh > 0 be sufficiently small, and define δl := 1− |zl|2. Then
with very high probability it holds∣∣∣∣∣∣ 12n
∑
1≤|i|≤n
1
λ
zl
i − w
−mzl(w)
∣∣∣∣∣∣ ≤ δ
−100
l n
ξ
n=w , (7.3)
uniformly in |zl|2 ≤ 1− n−ωh and 0 < =w ≤ 10. Heremzl denotes the solution of (3.1).
Note that δl := 1 − |zl|2 introduced in Proposition 7.3 are not to be confused with the exponents
δ0, δ1 introduced in Proposition 7.2.
Let {λz±i}ni=1 denote the eigenvalues of Hz , and recall that ρz(E) = pi−1=mz(E + i0) is the
limiting (self-consistent) density of states. Then by Proposition 7.3 the rigidity of λzi follows by a stan-
dard application of Helffer-Sjöstrand formula (see e.g. [34, Lemma 7.1, Theorem 7.6] or [41, Section 5] for
a detailed derivation):
|λzi − γzi | ≤ δ
−100nξ
n
, |i| ≤ cn, (7.4)
with c > 0 a small constant and δ := 1−|z|2, with very high probability, uniformly in |z| ≤ 1−n−ωh .
The quantiles γzi are defined by
i
n
=
∫ γzi
0
ρz(E) dE, 1 ≤ i ≤ n, (7.5)
and γz−i := −γzi for −n ≤ i ≤ −1. Note that by (7.5) it follows that γzi ∼ i/(nρz(0)) for |i| ≤
n1−10ωh , where ρz(0) = =mz(0) = (1− |z|2)1/2 for |z| < 1 by (4.21).
Using the rigidity bound in (7.4), by Proposition 7.2 we conclude the proof of Proposition 3.4.
Proof of Proposition 3.4. Let z1, . . . , zp such that |zl| ≤ 1 − n−ωh and |zl − zm| ≥ n−ωd , for any
l,m ∈ [p], with ωd, ωh defined in Proposition 3.4. Let ω, ω̂, δ0, δ1 be as in Proposition 7.2, i.e.
ωh  δm  ω̂  ω  ωf ,
form = 0, 1. For a detailed summary about all the different scales in the proof of Proposition 7.2 and
so of Proposition 3.4 see Section 7.2.3 later. Write
〈Gzl(iηl)〉 = i
2n
∑
|i|≤ω̂
+
∑
ω̂<|i|≤n
 ηl
(λ
zl
i )
2 + η2l
, (7.6)
for ηl ∈ [n−1−δ0 , n−1+δ1 ]. As a consequence of Proposition 7.2, the summations over |i| ≤ nω̂ are
asymptotically independent for different l’s. We now prove that the sum over nω̂ < |i| ≤ n in (7.6) is
much smaller n−c for some small constant c > 0.
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Since ωh  ω̂ the rigidity of the eigenvalues in (7.4) holds for nω̂ ≤ |i| ≤ n1−10ωh , hence we
conclude the following bound with very high probability:
1
n
∑
nω̂≤|i|≤n
ηl
(λ
zl
i )
2 + η2l
. n40ωh
∑
nω̂≤|i|≤n
nηl
i2(ρzl(0))2
. n
δ1+40ωh
nω̂
, (7.7)
where we used that (λzi )2 + η2 & n−40ωh for n1−10ωh ≤ |i| ≤ n, and that ηl ∈ [n−1−δ0 , n−1+δ1 ].
In particular, in (7.7) we used that by (7.5) it follows γzli ∼ i/(nρzl(0)) for |i| ≤ n1−10ωh , where
ρzl(0) = =mzl(0) = (1− |zl|2)1/2 for |zl|2 ≤ 1 by (4.21).
Combining (7.6)–(7.7) with Proposition 7.2 we immediately conclude that
E
p∏
l=1
〈Gzl(iηl)〉 = E
p∏
l=1
i
2n
∑
|i|≤nω̂
ηl
(λ
zl
i )
2 + η2l
+O
(
nδ1+40ωh
nω̂
)
=
p∏
l=1
E
i
2n
∑
|i|≤nω̂
ηl
(λ
zl
i )
2 + η2l
+O
(
npδ0+ω̂
nω
+
nδ1+40ωh
nω̂
)
=
p∏
l=1
E〈Gzl(iηl)〉+O
(
nδ1+40ωh
nω̂
+
npδ0+ω̂
nω
)
.
This concludes the proof of Proposition 3.4 since ωh  δm  ω̂  ω, withm = 0, 1. 
We conclude Section 7.1 with some properties ofmz , the unique solution of (3.1). Fix z ∈ C, and
consider the2n×2nmatrixA+F , withF aWignermatrix, whose entries are centred randomvariables
of variance (2n)−1, andA is a deterministic diagonal matrixA := diag(|z|, . . . , |z|,−|z|, . . . ,−|z|).
Then by [27, Eq. (2.1)], [35, Eq. (2.2)] it follows that the corresponding Dyson equation is given by{
− 1
m1
= w − |z|+ m1+m2
2
− 1
m2
= w + |z|+ m1+m2
2
,
(7.8)
which has a unique solution under the assumption=m1,=m2 > 0. By (7.8) it readily follows thatmz ,
the solution of (3.1), satisfies
mz(w) =
m1(w) +m2(w)
2
. (7.9)
In particular, this implies that all the regularity properties ofm1 +m2 (see e.g. [3, Theorem 2.4, Lemma
A.7], [6, Proposition 2.3, Lemma A.1]) hold for mz as well, e.g. mz is 1/3-Hölder continuous for any
z ∈ C.
7.2. Overview of the proof of Proposition 7.2. Themain result of this section is the proof of Propo-
sition 7.2, which is divided into two further sub-sections. In Lemma 7.5, we prove that we can add a
common small Ginibre component to the matricesHzl , with l ∈ [p], p ∈ N, without changing their
joint eigenvalue distribution much. In Section 7.2.1, we introduce comparison processes for the pro-
cess defined in (7.15) below, with initial data λzl = {λzl±i}ni=1, where we recall that {λzli }ni=1 are the
singular values of Xˇtf − zl, and λzl−i = −λzli (the matrix Xˇtf is defined in (7.12) below). Finally, in
Section 7.2.2 we conclude the proof of Proposition 7.2. Additionally, in Section 7.2.3 we summarize the
different scales used in the proof of Proposition 7.2.
LetX be an i.i.d. complex n× nmatrix, and run the OU flow
dX̂t = −1
2
X̂t dt+
dB̂t√
n
, X̂0 = X, (7.10)
for a time
tf :=
nωf
n
, (7.11)
with some small exponent ωf > 0 given in Proposition 7.2, in order to add a small Gaussian com-
ponent to X . B̂t in (7.10) is a standard matrix valued complex Brownian motion independent of X̂0,
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i.e.
√
2<B̂ab,
√
2=B̂ab are independent standard real Brownian motions for any a, b ∈ [n]. Then we
construct an i.i.d. matrix Xˇtf such that
X̂tf
d
= Xˇtf +
√
ctfU, (7.12)
for some constant c > 0 very close to 1, and U is a complex Ginibre matrix independent of Xˇtf .
Next, we define the matrix flow
dXt =
dBt√
n
, X0 = Xˇtf , (7.13)
whereBt is a standard matrix valued complex Brownian motion independent ofX0 and B̂t. Note that
by constructionXctf is such that
Xctf
d
= X̂tf . (7.14)
Define the matrix Hzlt as in (7.1) replacing X − z by Xt − zl, for any l ∈ [p], then the flow in (7.13)
induces the following DBM flow on the eigenvalues ofHzlt (cf. [37, Eq. (5.8)]):
dλ
zl
i (t) =
√
1
2n
db
zl
i +
1
2n
∑
j 6=i
1
λ
zl
i (t)− λzlj (t)
dt, 1 ≤ |i| ≤ n, (7.15)
with initial data {λzl±i(0)}ni=1, where λzli (0), with i ∈ [n] and l ∈ [p], are the singular values of Xˇtf −
zl, and λzl−i = −λzli . For the convenience of the reader we repeat the derivation of (7.15) in Appendix B
since we will need the precise relation between Bt and bzt . The well-posedness of (7.15) follows by [24,
Appendix A]. It follows from this derivation that the Brownian motions {bzli }ni=1, omitting the t-
dependence, are defined as
db
zl
i :=
√
2
(
dB
zl
ii + dB
zl
ii
)
, dB
zl
ij :=
n∑
a,b=1
u
zl
i (a) dBabv
zl
j (b), (7.16)
where (uzli ,±vzli ) are the orthonormal eigenvectors ofHzlt with corresponding eigenvalues λzl±i, and
Bab are the entries of the Brownian motion defined in (7.13). For negative indices we define bzl−i :=
−bzli . It follows from (7.16) that for each fixed l the collection of Brownian motions bzl = {bzli }ni=1
consists of i.i.d. Brownian motions, however the families bzl are not independent for different l’s, in
fact their joint distribution is not necessarily Gaussian.
Remark 7.4. We point out that in the formula [24, Eq. (3.9)] analogous to (7.15) the term j = −i in (7.15) is
apparently missing. This additional term does not influence the results in [24, Section 3] (that are proven for
the real DBM for which the term j = −i is actually not present).
As a consequence of (7.14) we conclude the following lemma.
Lemma 7.5. Let λzl = {λzl±i}ni=1 be the eigenvalues of Hzl and let λzl(t) be the solution of (7.15) with
initial data λzl , then
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
= E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
(ctf ))2 + η2l
+O
(
npξ+2δ0tf
n1/2
p∑
l=1
1
ηl
+
nkδ0+δ1
nω̂
)
,
(7.17)
for any sufficiently small ω̂, δ0, δ1 > 0 such that δm  ω̂, where ηl ∈ [n−1−δ0 , n−1+δ1 ] and tf defined
in (7.11).
Proof. The equality in (7.17) follows by a standard Green’s function comparison (GFT) argument (e.g.
see [28, Proposition 3.1]) for the 〈Gzl(iηl)〉, combined with the same argument as in the proof of Propo-
sition 3.4, using the local law [4, Theorem 5.1] and (7.14), to show that the summation over nω̂ < |i| ≤ n
is negligible. We remark that the GFT used in this lemma is much easier than the one in [28, Proposition
3.1] since here we used GFT only for a very short time tf ∼ n−1+ωf , for a very small ωf > 0, whilst
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in [28, Proposition 3.1] the GFT is considered up to a time t = +∞. The scaling in the error term in [28,
Proposition 3.1] is different compared to the error term in (7.17) since the scaling therein refers to the
cusp-scaling. 
7.2.1. Definition of the comparison processes for λzl(t). The philosophy behind the proof of Proposi-
tion 7.2 is to compare the distribution of λzl(t) = {λzl±i(t)}, the strong solutions of (7.15) for l ∈ [p],
which are correlated for different l’s and realized on a probability space Ωb, with carefully constructed
independent processesµ(l)(t) = {µ(l)±i(t)}ni=1 on a different probability space Ωβ . We chooseµ(l)(t)
to be the solution of
dµ
(l)
i (t) =
dβ
(l)
i√
2n
+
1
2n
∑
j 6=i
1
µ
(l)
i (t)− µ(l)j (t)
dt, µ
(l)
i (0) = µ
(l)
i , (7.18)
for |i| ≤ n, with µ(l)i the eigenvalues of the matrix
H(l) :=
(
0 X(l)
(X(l))∗ 0
)
whereX(l) are independent Ginibre matrices, β(l) = {β(l)i }ni=1 are independent vectors of i.i.d. stan-
dard real Brownian motions, and β(l)−i = −β(l)i . We let Fβ,t denote the common filtration of the
Brownian motions β(l) on Ωβ .
In the remainder of this section we define two processes λ˜(l), µ˜(l) so that for a time t ≥ 0 large
enough λ˜(l)i (t), µ˜
(l)
i (t) for small indices iwill be close toλ
zl
i (t) andµ
(l)
i (t), respectively, with very high
probability. Additionally, the processes λ˜(l), µ˜(l) will be such that they have the same joint distribution:(
λ˜(1)(t), . . . , λ˜(p)(t)
)
t≥0
d
=
(
µ˜(1)(t), . . . , µ˜(p)(t)
)
t≥0
. (7.19)
Fix ωA > 0 and define the process λ˜(t) to be the solution of
dλ˜
(l)
i (t) =
1
2n
∑
j 6=i
1
λ˜
(l)
i (t)− λ˜(l)j (t)
dt+

√
1
2n
db
zl
i if |i| ≤ nωA√
1
2n
db˜
(l)
i if n
ωA < |i| ≤ n,
(7.20)
with initial data λ˜(l)(0) being the singular values, taken with positive and negative sign, of indepen-
dent Ginibre matrices Y˜ (l) independent of λzl(0). Here dbzli is from (7.15); this is used for small
indices. For large indices we define the driving Brownian motions to be an independent collection
{{b˜(l)i }ni=nωA+1 | l ∈ [p]} of p vector-valued i.i.d. standard real Brownian motions which are also
independent of {{bzl±i}ni=1 | l ∈ [p]}, and that b˜(l)−i = −b˜(l)i . The Brownian motions bzl , with l ∈ [p],
and {{b˜(l)i }ni=nωA+1 | l ∈ [p]} are defined on a common probability space that we continue to denote
by Ωb with the common filtration Fb,t.
We conclude this section by defining µ˜(l)(t), the comparison process of µ(l)(t). It is given as the
solution of the following DBM:
dµ˜
(l)
i (t) =
1
2n
∑
j 6=i
1
µ˜
(l)
i (t)− µ˜(l)j (t)
dt+

√
1
2n
dζ
zl
i if |i| ≤ nωA√
1
2n
dζ˜
(l)
i if n
ωA < |i| ≤ n,
(7.21)
with initial data µ˜(l)(0) so that they are the singular values of independent Ginibre matrices Y (l),
which are also independent of Y˜ (l). We now explain how to construct the driving Brownian motions
in (7.21) so that (7.19) is satisfied. We only consider positive indices, since the negative indices are defined
by symmetry. For indices nωA < i ≤ n we choose {ζ˜(l)±i}nnωA+1 to be independent families (for
different l’s) of i.i.d. Brownian motions, defined on the same probability space of {β(l) : l ∈ [p]},
that are independent of the Brownian motions {β(l)±i}ni=1 used in (7.18). For indices 1 ≤ i ≤ nωA the
families {{ζzli }n
ωA
i=1 | l ∈ [p]}will be constructed from the independent families {{β(l)i }n
ωA
i=1 | l ∈ [p]}
as follows.
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Arranging {{β(l)i }n
ωA
i=1 | l ∈ [p]} into a single vector, we define the pnωA -dimensional vector
β := (β
(1)
1 , . . . , β
(1)
nωA , . . . , β
(p)
1 , . . . , β
(p)
nωA ). (7.22)
Similarly we define the pnωA -dimensional vector
b := (bz11 , . . . , b
z1
nωA , . . . , b
zp
1 , . . . , b
zp
nωA ) (7.23)
which is a continuous martingale. To make our notation easier, in the following we assume that nωA ∈
N. For any i, j ∈ [pnωA ], we use the notation
i = (l − 1)nωA + i, j = (m− 1)nωA + j, (7.24)
with l,m ∈ [p] and i, j ∈ [nωA ]. Note that in the definitions in (7.24) we used (l− 1), (m− 1) instead
of l,m so that l andm exactly indicate in which block of the matrix C(t) in (7.25) the indices i, j are.
With this notation, the covariance matrix of the increments of b is the matrix C(t) consisting of p2
blocks of size nωA is defined as
Cij(t) dt := E[db
zl
i db
zm
j | Fb,t] =
{
Θ
zl,zm
ij (t) dt if l 6= m,
δij dt if l = m.
(7.25)
Here
Θ
zl,zm
ij (t) := 4<
[〈uzli (t),uzmj (t)〉〈vzmi (t),vzlj (t)〉], (7.26)
with{w±i}i∈[n] = {(uzli (t),±vzli (t))}i∈[n] the orthonormal eigenvectors ofHzlt . Note that{wi}|i|≤n
are not well-defined if Hzlt has multiple eigenvalues. However, without loss of generality, we can as-
sume that almost surelyHzlt does not have multiple eigenvalues for any l ∈ [p], as a consequence of [25,
Lemma 6.2] (which is the adaptation of [23, Proposition 2.3] to the 2× 2 block structure ofHzlt ).
By Doob’s martingale representation theorem [52, Theorem 18.12] there exists a standard Brownian
motion θt ∈ RpNωA realized on an extension (Ω˜b, F˜b,t) of the original filtrated probability space
(Ωb,Fb,t) such that db =
√
C dθ. Here θt and C(t) are adapted to the filtration F˜b,t and note that
C = C(t) is a positive semi-definite matrix and
√
C denotes its positive semi-definite matrix square
root.
For the clarity of the presentation the original processes λzl and the comparison processes µ(l)
will be realized on completely different probability spaces. We thus construct another copy (Ωβ ,Fβ,t)
of the filtrated probability space (Ω˜b, F˜b,t) and we construct a matrix valued process C#(t) and a
Brownian motion β on (Ωβ ,Fβ,t) such that (C#(t), β(t)) are adapted to the filtrationFβ,t and they
have the same joint distribution as (C(t),θ(t)). The Brownian motion β is used in (7.18) for small
indices.
Define the process
ζ(t) :=
∫ t
0
√
C#(s) dβ(s), ζ = (ζz11 , . . . , ζ
z1
nωA , . . . , ζ
zp
1 , . . . , ζ
zp
nωA ), (7.27)
on the probability space Ωβ and define ζzl−i := −ζzli for any 1 ≤ i ≤ nωA , l ∈ [p]. Since β are i.i.d.
Brownian motions, we clearly have
E[dζ
zl
i (t) dζ
zm
j (t) | Fβ,t] = C#(t)ij dt, |i|, |j| ≤ nωA . (7.28)
By construction we see that the processes ({bzl±i}n
ωA
i=1 )
k
l=1 and ({ζzl±i}n
ωA
i=1 )
k
l=1 have the same distri-
bution. Furthermore, since by definition the two collections{
{b˜(l)±i}ni=nωA+1, {ζ˜(l)±i}ni=nωA+1
∣∣∣ l ∈ [k]}
are independent of {
{bzl±i}n
ωA
i=1 , {β(l)±i}n
ωA
i=1
∣∣∣ l ∈ [k]}
and among each other, we have(
{bzl±i}n
ωA
i=1 , {b˜(l)±i}ni=nωA+1
)p
l=1
d
=
(
{ζzl±i}n
ωA
i=1 , {ζ˜(l)±i}ni=nωA+1
)p
l=1
. (7.29)
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Finally, by the definitions in (7.20), (7.21), and (7.29), it follows that the Dyson Brownian motions λ˜(l)
and µ˜(l) have the same distribution, i.e.(
λ˜(1)(t), . . . , λ˜(p)(t)
)
d
=
(
µ˜(1)(t), . . . , µ˜(p)(t)
)
(7.30)
since their initial conditions, as well as their driving processes (7.29), agree in distribution. Note that
these processes are Brownian motions for each fixed l since Cij(t) = δij if l = m, but jointly they are
not necessarily Gaussian due to the non-trivial correlation Θzl,zmij in (7.25).
7.2.2. Proof of Proposition 7.2. In this section we conclude the proof of Proposition 7.2 using the com-
parison processes defined in Section 7.2.1. More precisely, we use that the processesλzl(t), λ˜(l)(t) and
µ(l)(t), µ˜(l)(t) are close pathwise at time tf , as stated below in Lemma 7.6 and Lemma 7.7, respectively.
The proofs of these lemmas are postponed to Section 7.5. Theywill be a consequence of Proposition 7.14,
which is an adaptation to our case of the main technical estimate of [57]. The main input is the bound
on the eigenvector overlap in Lemma 7.9, since it gives an upper bound on the correlation structure
in (7.28). Let ρsc(E) = 12pi
√
4− E2 denote the semicircle density.
Lemma 7.6. Fix p ∈ N, and let λzl(t), λ˜(l)(t), with l ∈ [p], be the processes defined in (7.15) and (7.20),
respectively. For any small ωh, ωf > 0 such that ωh  ωf there exist ω, ω̂ > 0 with ωh  ω̂  ω 
ωf , such that for any |zl| ≤ 1− n−ωh it holds∣∣∣ρzl(0)λzli (ctf )− ρsc(0)λ˜(l)i (ctf )∣∣∣ ≤ n−1−ω, |i| ≤ nω̂, (7.31)
with very high probability, where tf := n−1+ωf and c > 0 is defined in (7.14).
Lemma 7.7. Fix p ∈ N, and let µ(l)(t), µ˜(l)(t), with l ∈ [p], be the processes defined in (7.18) and (7.21),
respectively. For any small ωh, ωf , ωd > 0 such that ωh  ωf there exist ω, ω̂ > 0 with ωh  ω̂ 
ω  ωf , such that for any |zl| ≤ 1− n−ωh , |zl − zm| ≥ n−ωd , with l 6= m, it holds∣∣∣µ(l)i (ctf )− µ˜(l)i (ctf )∣∣∣ ≤ n−1−ω, |i| ≤ nω̂, (7.32)
with very high probability, where tf := n−1+ωf and c > 0 is defined in (7.14).
Proof of Proposition 7.2. In the following we omit the trivial scaling factors ρzl(0), ρsc(0) in the second
term in the l.h.s. of (7.31) to make our notation easier. We recall that by Lemma 7.5 we have
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
= E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
(ctf ))2 + η2l
+O
(
npξ+2δ0tf
n1/2
p∑
l=1
1
ηl
+
npδ0+δ1
nω̂
)
,
(7.33)
where λzli (t) is the solution of (7.15) with initial data λ
zl
i . Next we replace λ
zl
i (t) with λ˜
zl
i (t) for small
indices by using Lemma 7.6; this is formulated in the following lemmawhose detailed proof is postponed
to the end of this section.
Lemma 7.8. Fix p ∈ N, and let λzli (t), λ˜(l)i (t), with l ∈ [p], be the solution of (7.15) and (7.20), respec-
tively. Then
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
= E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ˜
(l)
il
(ctf ))2 + η2l
+O(Ψ), (7.34)
where λzlil = λ
zl
il
(0), tf = n−1+ωf , and the error term is given by
Ψ :=
nω̂
n1+ω
(
p∑
l=1
1
ηl
)
·
p∏
l=1
(
1 +
nξ
nηl
)
+
npξ+2δ0tf
n1/2
p∑
l=1
1
ηl
+
npδ0+δ1
nω̂
.
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By (7.30) it readily follows that
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ˜
(l)
il
(ctf ))2 + η2l
= E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(µ˜
(l)
il
(ctf ))2 + η2l
. (7.35)
Moreover, by (7.32), similarly to Lemma 7.8, we conclude
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(µ˜
(l)
il
(ctf ))2 + η2l
= E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(µ
(l)
il
(ctf ))2 + η2l
+O(Ψ). (7.36)
Additionally, by the definition of the processes µ(l)(t) in (7.18) it follows that µ(l)(t), µ(m)(t) are
independent for l 6= m and so that
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(µ
(l)
il
(ctf ))2 + η2l
=
p∏
l=1
E
1
n
∑
|il|≤nω̂
ηl
(µ
(l)
il
(ctf ))2 + η2l
. (7.37)
Combining (7.34)–(7.37), we get
E
p∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
=
p∏
l=1
E
1
n
∑
|il|≤nω̂
ηl
(µ
(l)
il
(ctf ))2 + η2l
+O(Ψ). (7.38)
Then, by similar computation to the ones in (7.33)–(7.38) we conclude that
p∏
l=1
E
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
)2 + η2l
=
p∏
l=1
E
1
n
∑
|il|≤nω̂
ηl
(µ
(l)
il
(ctf ))2 + η2l
+O(Ψ). (7.39)
We remark that in order to prove (7.39) it would not be necessary to introduce the additional comparison
processes λ˜(l) and µ˜(l) of Section 7.2.1, since in (7.39) the product is outside the expectation, so one can
compare the expectations one by one; the correlation between these processes for different l’s plays no
role. Hence, already the usual coupling (see e.g. [18, 24, 57]) between the processesλzl(t),µ(l)(t) defined
in (7.15) and (7.18), respectively, would be sufficient to prove (7.39).
Finally, combining (7.38)–(7.39) we conclude the proof of Proposition 7.2. 
Proof of Lemma 7.8. We show the proof for p = 2 in order to make our presentation easier. The case
p ≥ 3 proceeds exactly in the same way. By telescopic sum we have∣∣∣∣∣∣E
2∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ
zl
il
(ctf ))2 + η2l
−E
2∏
l=1
1
n
∑
|il|≤nω̂
ηl
(λ˜
(l)
il
(ctf ))2 + η2l
∣∣∣∣∣∣
=
∣∣∣∣∣E 1n2 ∑
|i1|≤nω̂
[
η1
(λz1i1 (ctf ))
2 + η21
− η1
(λ˜
(1)
i1
(ctf ))2 + η21
]
·
∑
|i2|≤nω̂
η2
(λz2i2 (ctf ))
2 + η22
−E 1
n2
∑
|i2|≤nω̂
[
η2
(λz2i2 (ctf ))
2 + η22
− η2
(λ˜
(2)
i2
(ctf ))2 + η22
]
·
∑
|i1|≤nω̂
η1
(λ˜
(1)
i1
(ctf ))2 + η21
∣∣∣∣∣
.
∑
(l,m)∈{(1,2),(2,1)}
(
1 +
nξ
nηl
)
·E 1
n
∑
|im|≤nω̂
ηm
∣∣∣(λ˜(m)im (ctf ))2 − (λzmim (ctf ))2∣∣∣
((λzmim (ctf ))
2 + η2m)((λ˜
(m)
im
(ctf ))2 + η2m)
. n
ω̂
n1+ω
(
1
η1
+
1
η2
)
·
2∏
l=1
(
1 +
nξ
nηl
)
,
(7.40)
where we used the local law (3.1) in the first inequality and (7.31) in the last step. Combining (7.40)
with (7.33) we conclude the proof of Lemma 7.8. 
Before we continue, we summarize the scales used in the entire Section 7.
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7.2.3. Relations among the scales in the proof of Proposition 7.2. Scales in the proof of Proposition 7.2 are
characterized by various exponents ω’s of n that we will also refer to scales, for simplicity. The basic
input scales in the proof of Proposition 7.2 are 0 < ωd, ωh, ωf  1, the others will depend on them.
The exponents ωh, ωd are chosen within the assumptions of Lemma 7.9 to control the location of z’s as
|zl| ≤ 1−n−ωh , |zl−zm| ≥ n−ωp , with l 6= m. The exponent ωf defines the time tf = n−1+ωf so
that the local equilibriumof theDBM is reached after tf . Thiswill provide the asymptotic independence
of λzli , λ
zm
j for small indices and for l 6= m.
The primary scales created along the proof of Proposition 7.2 are ω, ω̂, δ0, δ1, ωE , ωB . The scales
ωE , ωB are given in Lemma 7.9: n−ωE measures the size of the eigenvector overlaps from (7.26) while
the exponent ωB describes the range of indices for which these overlap estimates hold. Recall that the
overlaps determine the correlations among the driving Brownian motions. The scale ω quantifies the
n−1−ω precision of the coupling between various processes. These couplings are effective only for
small indices i, their range is given by ω̂ as |i| ≤ nω̂ . Both these scales are much bigger than ωh but
much smaller than ωf . They are determined in Lemma 7.6, Lemma 7.7, in fact both lemmas give only
a necessary upper bound on the scales ω, ω̂, so we can pick the smaller of them. The exponents δ0, δ1
determine the range of η ∈ [n−1−δ0 , n−1+δ1 ] for which Proposition 7.2 holds; these are determined
in Lemma 7.5 after ω, ω̂ have already been fixed. These steps yield the scales ω, ω̂, δ0, δ1 claimed in
Proposition 7.2 and hence also in Proposition 3.4. We summarize order relation among all these scales
as
ωh  δm  ω̂  ω  ωB  ωf  ωE  1, m = 0, 1. (7.41)
We mention that three further auxiliary scales emerge along the proof but they play only a local,
secondary role. For completeness we also list them here; they are ω1, ωA, ωl. Their meanings are the
following: t1 := n−1+ω1 , with ω1  ωf , is the time needed for the DBM process xi(t, α), defined
in (7.55), to reach local equilibrium, hence to prove its universality; t0 := tf − t1 is the initial time we
run the DBM before starting with the actual proof of universality so that the solution λzl(t0) of (7.15)
at time t0 and the density dρ(E, t, α) (which we will define in Section 7.6.2) satisfy certain technical
regularity conditions [24, Lemma 3.3-3.5], [57, Lemma 3.3-3.5]. Note that t0 ∼ tf , in fact they are almost
the same. The other two scales are technical: ωl is the scale of the short range interaction, and ωA is a
cut-off scale such that xi(t, α) is basically independent of α for |i| ≤ nωA . These scales are inserted
in the above chain of inequalities (7.41) between ω, ωB as follows
ωh  δm  ω̂  ω  ω1  ωl  ωA ≤ ωB  ωf  ωE  1, m = 0, 1.
In particular, the relation ωA  ωE ensures that the effect of the correlation is small, see the bound
in (7.54) later.
We remark that introducing the additional initial time layer t0 is not really necessary for our proof
of Proposition 7.2 since the initial data λz(0) of the DBM in (7.15) and their deterministic density ρz
already satisfy [24, Lemma 3.3-3.5], [57, Lemma 3.3-3.5] as a consequence of (7.3) (see Remark 7.10 and
Remark 7.16 for more details). We keep it only to facilitate the comparison with [24, 57].
7.3. Bound on the eigenvector overlap for large |z1 − z2|. For any z ∈ C, let {wz±i}ni=1 be the
eigenvectors of the matrix Hz . They are of the form wz±i = (uzi ,±vzi ), with uzi ,vzi ∈ Cn, as a
consequence of the symmetry of the spectrum of Hz induced by its block structure. The main input
to prove Lemma 7.6–7.7 is the following high probability bound on the almost orthogonality of the
eigenvectors belonging to distant zl, zm parameters and eigenvalues close to zero. With the help of the
Dyson Brownian motion (DBM), this information will then be used to establish almost independence
of these eigenvalues.
Lemma 7.9. Let {wzl±i}ni=1 = {(uzli ,±vzli )}ni=1, for l = 1, 2, be the eigenvectors of matrices Hzl of
the form (7.1) with i.i.d. entries. Then for any sufficiently small ωd, ωh > 0 there exist ωB , ωE > 0 such
that if |z1 − z2| ≥ n−ωd , |zl| ≤ 1− n−ωh then∣∣〈uz1i ,uz2j 〉∣∣+ ∣∣〈vz1i ,vz2j 〉∣∣ ≤ n−ωE , 1 ≤ i, j ≤ nωB , (7.42)
with very high probability.
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Proof. Using the spectral symmetry ofHz , for any z ∈ C we writeGz in spectral decomposition as
Gz(iη) =
∑
j>0
2
(λzj )
2 + η2
(
iηuzj (u
z
j )
∗ λzju
z
j (v
z
j )
∗
λzjv
z
j (u
z
j )
∗ iηvzj (v
z
j )
∗
)
.
Let η ≥ n−1, then by rigidity of the eigenvalues in (7.4), for any i0, j0 ≥ 1 such that λzli0 , λ
zl
j0
. η, with
l = 1, 2, and any z1, z2 such that n−ωd . |z1 − z2| . 1, for some ωd > 0 we will choose shortly, it
follows that∣∣〈uz1i0 ,uz2j0 〉∣∣2 + ∣∣〈vz1i0 ,vz2j0 〉∣∣2 . n∑
i,j=1
4η4
((λz1i )
2 + η2)((λz2j )
2 + η2)
(∣∣〈uz1i ,uz2j 〉∣∣2 + ∣∣〈vz1i ,vz2j 〉∣∣2)
= η2 Tr(=Gz1)(=Gz2) . n
8ωd/3
(nη)1/4
+ (η1/12 + nη2)n2ωd
. n
2ωd+100ωh
n1/23
.
(7.43)
The first inequality in the second line of (7.43) is fromTheorem 5.2 and the lower boundon |β̂∗| from (6.10).
In the last inequality we choose η = n−12/23, under the assumption that ωd ≤ 1/100 and that
i0, j0 ≤ n1/5 (in order to make sure that the first inequality in (7.43) hold). We also used that the first
term in the l.h.s. of the last inequality is always smaller than the other two for η ≥ n−4/3, and in the sec-
ond line of (7.43) we used thatM12, the deterministic approximation ofTr=Gz1=Gz2 in Theorem 5.2,
is bounded by ‖M12‖ . |z1 − z2|−2.
This concludes the proof by choosing ωB ≤ 1/5 and ωd = 1/100, which implies a choice of
ωE = −(2ωd + 100ωh − 1/23). 
7.4. Pathwise coupling of DBM close to zero. This section is the main technical result used in the
proof of Lemma 7.6–7.7. We compare the evolution of two DBMs whose driving Brownian motions are
nearly the same for small indices and are independent for large indices. In Proposition 7.14 wewill show
that the points with small indices in the two processes become very close to each other on a certain time
scale tf . This time scale is chosen to be larger than the local equilibration time, but not too large so
that the independence of the driving Brownian motions for large indices do not yet have an effect on
particles with small indices.
Remark 7.10. The main result of this section (Proposition 7.14) is stated for general deterministic initial
data s(0) satisfying Definition 7.12 even if for its applications in the proof of Proposition 7.2 we only consider
initial data which are eigenvalues of i.i.d. random matrices.
The proof of Proposition 7.14 follows the proof of fixed energy universality in [18, 24, 57], adapted
to the block structure (7.1) in [24] (see also [23, 25] for further adaptations of [18, 57] to different matrix
models). The main novelty in our DBM analysis compared to [18, 24, 57] is that we analyse a process for
which we allow not (fully) coupled driving Brownian motions (see Assumption 7.11).
Define the processes si(t), ri(t) to be the solution of
dsi(t) =
√
1
2n
dbsi (t) +
1
2n
∑
j 6=i
1
si(t)− sj(t) dt, 1 ≤ |i| ≤ n, (7.44)
and
dri(t) =
√
1
2n
dbri (t) +
1
2n
∑
j 6=i
1
ri(t)− rj(t) dt, 1 ≤ |i| ≤ n, (7.45)
with initial data si(0) = si, ri(0) = ri, where s = {s±i}ni=1 and r = {r±i}ni=1 are two independent
sets of particles such that s−i = −si and r−i = −ri for i ∈ [n]. The driving standard real Brownian
motions {bsi}ni=1, {bri }ni=1 in (7.44)–(7.45) are two i.i.d. families and they are such that bs−i = −bsi ,
br−i = −bri for i ∈ [n]. For convenience we also assume that {r±i}ni=1 are the singular values of X˜ ,
with X˜ a Ginibre matrix. This is not a restriction; indeed, once a process with general initial data s is
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shown to be close to the reference process with Ginibre initial data, then processes with any two initial
data will be close.
Fix an n-dependent parameter K = Kn = nωK , for some ωK > 0. On the correlation struc-
ture between the two families of i.i.d. Brownian motions {bsi}ni=1, {bri }ni=1 we make the following
assumptions:
Assumption 7.11. Suppose that the families {bs±i}ni=1, {br±i}ni=1 in (7.44)–(7.45) are realised on a common
probability space with a common filtration Ft. Let
Lij(t) dt := E
[(
dbsi (t)− dbri (t)
)(
dbsj(t)− dbrj (t)
) ∣∣ Ft] (7.46)
denote the covariance of the increments conditioned on Ft. The processes satisfy the following assumptions:
(a) {bsi}ni=1, {bri }ni=1 are two families of i.i.d. standard real Brownian motions.
(b) {br±i}ni=K+1 is independent of {bs±i}ni=1, and {bs±i}ni=K+1 is independent of {br±i}ni=1.
(c) Fix ωQ > 0 so that ωK  ωQ. We assume that the subfamilies {bs±i}Ki=1, {br±i}Ki=1 are very
strongly dependent in the sense that for any |i|, |j| ≤ K it holds
|Lij(t)| ≤ n−ωQ (7.47)
with very high probability for any fixed t ≥ 0.
Furthermore we assume that the initial data {s±i}ni=1 is regular in the following sense (cf. [24, Def-
inition 3.1], [57, Definition 2.1], motivated by [58, Definition 2.1]).
Definition 7.12 ((g,G)-regular points). Fix a very small ν > 0, and choose g and G such that
n−1+ν ≤ g ≤ n−2ν , G ≤ n−ν .
A set of 2n-points s = {si}2ni=1 on R is called (g,G)-regular if there exist constants cν , Cν > 0 such
that
cν ≤ 1
2n
=
n∑
i=−n
1
si − (E + iη) ≤ Cν , (7.48)
for any |E| ≤ G, η ∈ [g, 10], and if there is a constantCs large enough such that ‖s‖∞ ≤ nCs . Moreover,
cν , Cν ∼ 1 if η ∈ [g, n−2ν ] and cν ≥ n−100ν , Cν ≤ n100ν if η ∈ [n−2ν , 10].
Remark 7.13. We point out that in [24, Definition 3.1] and [57, Definition 2.1] the constants cν , Cν do not
depend on ν > 0, but this change does not play any role since ν will always be the smallest exponent of scale
involved in the analysis of the DBMs (7.44)–(7.45), hence negligible.
Let ρfc,t(E) be the deterministic approximation of the density of the particles {s±i(t)}ni=1 that is
obtained from the semicircular flow acting on the empirical density of the initial data {s±i(0)}ni=1,
see [57, Eq. (2.5)–(2.6)]. Recall that ρsc(E) denotes the semicircular density.
Proposition 7.14. Let the processes s(t) = {s±i(t)}ni=1, r(t) = {r±i(t)}ni=1 be the solutions of (7.44)
and (7.45), respectively, and assume that the driving Brownian motions in (7.44)–(7.45) satisfy Assumption 7.11.
Additionally, assume that s(0) is (g,G)-regular in the sense of Definition 7.12 and that r(0) are the singular
values of a Ginibre matrix. Then for any small ν, ωf > 0 such that ν  ωK  ωf  ωQ and that
gnν ≤ tf ≤ n−νG2, there exist ω, ω̂ > 0 with ν  ω̂  ω  ωf , and such that it holds∣∣ρfc,tf (0)si(tf )− ρsc(0)ri(tf )∣∣ ≤ n−1−ω, |i| ≤ nω̂, (7.49)
with very high probability, where tf := n−1+ωf .
The proof of Proposition 7.14 is postponed to Section 7.6.
Remark 7.15. Note that, without loss of generality, it is enough to prove Proposition 7.14 only for the case
ρfc,tf (0) = ρsc(0), since we can always rescale the time: we may define s˜i := (ρfc,tf (0)si/ρsc(0)) and
notice that s˜i(t) is a solution of the DBM (7.44) after rescaling the time as t′ = (ρfc,tf (0)/ρsc(0))
2t.
7.5. Proof of Lemma 7.6 and Lemma 7.7. In this section we prove that by Lemma 7.9 and Proposi-
tion 7.14 Lemmas 7.6–7.7 follow.
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7.5.1. Application of Proposition 7.14 to λzl(t) and λ˜(l)(t). In this section we prove that for any fixed l
the processes λzl(t) and λ˜(l)(t) satisfy Assumption 7.11, Definition 7.12 and so that by Proposition 7.14
we conclude the lemma.
Proof of Lemma 7.6. For any fix l ∈ [p], by the definition of the driving Brownian motions of the pro-
cesses (7.15) and (7.20) it is clear that they satisfy Assumption 7.11 choosing s(t) = λzl(t), r(t) =
λ˜(l)(t), andK = nωA , since Lij(t) ≡ 0 for |i|, |j| ≤ K .
We now show that the set of points {λzl±i}ni=1, rescaled by ρzl(0)/ρsc(0), is (g,G)-regular for
g = n−1+ωhδ−100l , G = n
−ωhδ10l , ν = ωh. (7.50)
with δl := 1 − |zl|2, for any l ∈ [p]. By the local law (7.3), together with the regularity properties
ofmzl which follow by (7.9), namely thatmzl is 1/3-Hölder continuous, we conclude that there exist
constants cωh , Cωh > 0 such that
cωh ≤ =
1
2n
n∑
i=−n
1
[ρzl(0)λ
zl
i /ρsc(0)]− (E + iη)
≤ Cωh , (7.51)
for any |E| ≤ n−ωhδ10l , n−1δ−100l ≤ η ≤ 10. In particular, cωh , Cωh ∼ 1 for η ∈ [g, n−2ωh ], and
cωh & n−100ωh , Cωh . n100ωh for η ∈ [n−2ωh , 10]. This implies that the set λzl = {λzl±i}ni=1
satisfies Definition 7.12 and it concludes the proof of this lemma. 
7.5.2. Application of Proposition 7.14 to µ(l)(t) and µ˜(l)(t). We now prove that for any fixed l the pro-
cesses µ(l)(t) and µ˜(l)(t) satisfy Assumption 7.11, Definition 7.12 and so that by Proposition 7.14 we
conclude the lemma.
Proof of Lemma 7.7. For any fixed l ∈ [p], wewill apply Proposition 7.14with the choices(t) = µ(l)(t),
r(t) = µ˜(l)(t) and K = nωA . Since the initial data si(0) = µ(l)i (0) are the singular values of a
Ginibre matrixX(l), it is clear that the assumption in Definition 7.12 holds choosing g = n−1+δ and
G = n−δ , and ν = 0, for any small δ > 0 (see e.g. the local law in (7.3)).
We now check Assumption 7.11. By the definition of the families of i.i.d. Brownian motions(
{ζzl±i}n
ωA
i=1 , {ζ˜(l)±i}ni=nωA+1
)p
l=1
,
(
{β(l)±i}ni=1
)p
l=1
, (7.52)
defined in (7.21) and (7.18), respectively, it immediately follows that they satisfy (a) and (b) of Assump-
tion 7.11, since {ζ˜(l)±i}ni=nωA+1 are independent of {β(l)±i}ni=1 aswell as {β(l)±i}ni=nωA+1 are independent
of {ζ˜(l)±i}ni=1 by construction. Recall that Fβ,t denotes the common filtration of all the Brownian mo-
tions β(m) = {β(m)i }ni=1,m ∈ [p].
Finally, we prove that also (c) of Assumption 7.11 is satisfied. We recall the relations i = i+(l−1)nωA
and j = j + (l − 1)nωA from (7.24) which, for any fixed l, establish a one to one relation between a
pair i, j ∈ [nωB ] and a pair i, j with (l − 1)nωA + 1 ≤ i, j ≤ lnωA . By the definition of {ζzl±i}n
ωA
i=1
it follows that
dζ
zl
i − dβ(l)i =
pnωA∑
m=1
(√
C#(t)− I
)
im
d(β)m, 1 ≤ i ≤ nωA , (7.53)
with β defined in (7.22), and so that for any 1 ≤ i, j ≤ nωA and fixed l we have
E
[(
dζ
zl
i − dβ(l)i
)(
dζ
zl
j − dβ(l)j
) ∣∣∣ Fβ,t]
=
pnωA∑
m1,m2=1
(√
C#(t)− I
)
im1
(√
C#(t)− I
)
jm2
E
[
d(β)m1 d(β)m2
∣∣ Fβ,t]
=
[(√
C#(t)− I
)2]
ij
dt,
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since
√
C#(t) is real symmetric. Hence, Lij(t) defined in (7.46) in this case is given by
Lij(t) =
[(√
C#(t)− I
)2]
ij
.
Then, by Cauchy-Schwarz inequality, we have that
|Lij(t)| ≤
[(√
C#(t)− I
)2]1/2
ii
[(√
C#(t)− I
)2]1/2
jj
≤ Tr
[
(
√
C#(t)− I)2
]
≤ Tr
[
(C#(t)− I)2
]
. p
2n2ωA
n4ωE
,
(7.54)
with very high probability, where in the last inequality we used that C#(t) and C(t) have the same
distribution and the bound (7.42) of Lemma 7.9 holds forC(t) hence forC#(t) aswell. This implies that
for any fixed l ∈ [p] the two families of Brownianmotions {β(l)±i}ni=1 and ({ζzl±i}n
ωA
i=1 , {ζ˜(l)±i}ni=nωA+1)
satisfy Assumption 7.11 withK = nωA andωQ = 4ωE−2ωA. Applying Proposition 7.14 this concludes
the proof of Lemma 7.7. 
7.6. Proof of Proposition 7.14. We divide the proof of Proposition 7.14 into four sub-sections. In
Section 7.6.1 we introduce an interpolating processx(t, α) between the processes s(t) and r(t) defined
in (7.44)–(7.45), and in Section 7.6.2 we introduce a measure which approximates the particles x(t, α)
and prove their rigidity. In Section 7.6.3 we introduce a cut-off near zero (this scale will be denoted
by ωA later) such that we only couple the dynamics of the particles |i| ≤ nωA , as defined in (c) of
Assumption 7.11, i.e. we will choose ωA = ωK . Additionally, we also localise the dynamics on a scale ωl
(see Section 7.2.3) since the main contribution to the dynamics comes from the nearby particles. We will
refer to the new process x̂(t, α) (see (7.68) later) as the short range approximation of the processx(t, α).
Finally, in Section 7.6.4 we conclude the proof of Proposition 7.14.
Large part of our proof closely follows [24, 57] and for brevity we will focus on the differences. We
use [24, 57] as our main references since the 2× 2 block matrix setup of [24] is very close to the current
one and [24] itself closely follows [57]. However, we point out that many key ideas of this technique have
been introduced in earlier papers on universality; e.g. short range cut-off and finite speed of propagation
in [40, 16], coupling and homogenisation in [18]; formore historical references, see [57]. Themain novelty
of [57] itself is a mesoscopic analysis of the fundamental solution pt(x, y) of (7.79) which enables the
authors to prove short time universality for general deterministic initial data. They also proved the
result with very high probability unlike [18] that relied on level repulsion estimates. We also mention a
related but different more recent technique to prove universality [17], which has been recently adapted
to the singular values setup, or equivalently to the 2× 2 block matrix structure, in [81].
7.6.1. Definition of the interpolated process. For α ∈ [0, 1] we introduce the continuous interpolation
process x(t, α), between the processes s(t) and r(t) in (7.44)–(7.45), defined as the solution of the flow
dxi(t, α) = α
dbsi√
2n
+ (1− α) db
r
i√
2n
+
1
2n
∑
j 6=i
1
xi(t, α)− xj(t, α) dt, (7.55)
with initial data
x(0, α) = αs(t0) + (1− α)r(t0), (7.56)
with some t0 that is a slightly smaller than tf . In fact we will write t0 + t1 = tf with t1  tf , where
t1 is the time scale for the equilibration of the DBM with initial condition (7.56) (see (7.64)). To make
our notation consistent with [24, 57] in the remainder of this section we assume that t0 = n−1+ω0 , for
some small ω0 > 0, such that ωK  ω0  ωQ. The reader can think of ω0 = ωf . Note that the
strong solution of (7.55) is well defined since the variance of its driving Brownian motion is smaller than
1
2n
(1−2α(1−α)n−ωQ) by (7.47), which is below the critical variance for well-posedness of the DBM
since we are in the complex symmetry class.
By (7.55) it clearly follows thatx(t, 0) = r(t+t0) andx(t, 1) = s(t+t0), for any t ≥ 0. Note that
the process (7.55) is almost the same as [57, Eq. (3.13)], [24, Eq. (3.13)], except for the stochastic term, which
in our case depends onα. Also, to make the notation clearer, we remark that in [24, 57] the interpolating
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process is denoted by z(t, α). We changed this notation to x(t, α) to avoid confusions with the zl-
parameters introduced in the previous sectionswherewe apply Proposition 7.14 to the processes defined
in Section 7.2.1.
Remark 7.16. Even if all processes λ(t), λ˜(t), µ˜(t), µ(t) introduced in Section 7.2.1 already satisfy [24,
Lemma 3.3-3.5], [57, Lemma 3.3-3.5] as a consequence of the local law (7.3) and the rigidity estimates (7.4), we
decided to present the proof of Proposition 7.14 for general deterministic initial data s(0) satisfying Defini-
tion 7.12 (see Remark 7.10). Hence, an additional time t0 is needed to ensure the validity of [24, Lemma 3.3-
3.5], [57, Lemma 3.3-3.5]. More precisely, we first let the DBMs (7.44)–(7.45) evolve for a time t0 := n−1+ω0 ,
and then we consider the process (7.55) whose initial data in (7.56) is given by a linear interpolation of the
solutions of (7.44)–(7.45) at time t0.
Before proceeding with the analysis of (7.55) we give some definitions and state some preliminary
results necessary for its analysis.
7.6.2. Interpolating measures and particle rigidity. Using the convention of [24, Eq. (3.10)–(3.11)], given a
probability measure dρ(E), we define the 2n-quantiles γi by
γi := inf
{
x
∣∣∣∣ ∫ x−∞ dρ(E) ≥ n+ i− 12n
}
, 1 ≤ i ≤ n,
γi := inf
{
x
∣∣∣∣ ∫ x−∞ dρ(E) ≥ n+ i2n
}
, −n ≤ i ≤ −1,
(7.57)
Note that γ1 = 0 if dρ(E) is symmetric with respect to 0.
Let ρfc,t(E) be defined above Proposition 7.14 (see e.g. [57, Eq. (2.5)–(2.6)] for more details), and
let ρsc(E) denote the semicircular density, then by γi(t), γsci we denote the 2n-quantiles, defined as
in (7.57), of ρfc,t and ρsc, respectively.
Following the construction of [57, Lemma 3.3-3.4, Appendix A], [24, Section 3.2.1], we define the in-
terpolating (random) measure dρ(E, t, α) for any α ∈ [0, 1]. More precisely, the measure dρ(E, t, α)
is deterministic close to zero, and it consists of delta functions of the position of the particles xi(t, α)
away from zero.
Denote by γi(t, α) the quantiles of dρ(E,α, t), and bym(w, t, α), withw ∈ H, its Stieltjes trans-
form. Fix q∗ ∈ (0, 1) throughout this section, and let k0 = k0(q∗) ∈ N be the largest index such
that
|γ±k0(t0)|, |γsc±k0 | ≤ q∗G, (7.58)
withGdefined in (7.50), then themeasuredρ(E, t, α)has a deterministic density (denoted byρ(E,α, t)
with a slight abuse of notation) on the interval
Gα := [αγ−k0(t0) + (1− α)γsc−k0 , αγk0(t0) + (1− α)γsck0 ]. (7.59)
Outside Gα the measure dρ(E, t, α) consists of 1/(2n) times delta functions of the particle locations
δxi(t,α).
Remark 7.17. By the construction dρ(E, t, α) as in [57, Lemma 3.3-3.4, Appendix A], [24, Section 3.2.1] all
the regularity properties of dρ(E,α, t), its quantiles γi(t, α), and its Stieltjes transformm(E + iη, t, α)
in [57, Lemma 3.3-3.4], [24, Lemma 3.3-3.4] hold without any change. In particular, it follows that
|γi(t, α)− γj(t, α)| ∼ |i− j|
n
, |i|, |j| ≤ q∗G, (7.60)
with q∗ defined above (7.58), and G in (7.50).
Define the Stieltjes transform of the empirical measure of the particles {x±i(t, α)}ni=1 by
mn(w, t, α) :=
1
2n
n∑
i=−n
1
xi(t, α)− w , w ∈ H. (7.61)
We recall that the summation does not include the term i = 0 (see Remark 7.1). Then by the local
law and optimal rigidity for short time for singular values in [24, Lemma 3.5], which has been proven
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adapting the local laws for short time of [57, Appendix A-B] and [58, Section 3], we conclude the following
local law and optimal eigenvalue rigidity.
Lemma 7.18. Fix q ∈ (0, 1) and ˜ > 0. Define Ĉq := {j : |j| ≤ qk0}, with k0 defined in (7.58). Then
for any ξ > 0, with very high probability we have the optimal rigidity
sup
0≤t≤t0n−˜
sup
i∈Ĉq
sup
0≤α≤1
|xi(t, α)− γi(t, α)| ≤ n
ξ+100ν
n
, (7.62)
and the local law
sup
n−1+˜≤η≤10
sup
0≤t≤t0n−˜
sup
0≤α≤1
sup
E∈qGα
|mn(E + iη, t, α)−m(E + iη, t, α)| ≤ n
ξ+100ν
nη
, (7.63)
for sufficiently large n, with ν > 0 from in Definition 7.12.
Without loss of generality in Lemma 7.18 we assumed k1 = k0 in [24, Eq. (3.25)–(3.26)].
7.6.3. Short range analysis. In the following of this section we perform a local analysis of (7.55) adapting
the analysis of [24, 57] and explaining the minor changes needed for the analysis of the flow (7.55), for
which the driving Brownian motions bs, br satisfy Assumption 7.11, compared to the analysis of [24,
Eq. (3.13)], [57, Eq. (3.13)]. More precisely, we run the DBM (7.55) for a time
t1 :=
nω1
n
, (7.64)
for any ω1 > 0 such that ν  ω1  ωK , with ν, ωK defined in Definition 7.12 and above Assump-
tion 7.11, respectively, so that (7.55) reaches its local equilibrium (see Section 7.2.3 for a summary on the
different scales). Moreover, since the dynamics of xi(t, α) is mostly influenced by the particles close to
it, in the following we define a short range approximation of the process x(t, α) (see (7.68) later), de-
noted by x̂(t, α), and use the homogenisation theory developed in [57], adapted in [24] for the singular
values flow, for the short range kernel.
Remark 7.19. We do not need to define the shifted process x˜(t, α) as in [24, Eq. (3.29)–(3.32)] and [57,
Eq. (3.36)–(3.40)], since in our case the measure dρ(E, t, α) is symmetric with respect to 0 by assumption,
hence, using the notation in [24, Eq. (3.29)–(3.32)], we have x˜(t, α) = x(t, α) − γ1(t, α) = x(t, α).
Hence, from now on we only use x(t, α) and the reader can think x˜(t, α) ≡ x(t, α) for a direct analogy
with [24, 57].
Our analysis will be completely local, hence we introduce a short range cut-off. Fix ωl, ωA > 0 so
that
0 < ω1  ωl  ωA  ω0  ωQ, (7.65)
withω1 defined in (7.64),ω0 defined below (7.56), andωQ in (c) of Assumption 7.11. Moreover, we assume
that ωA is such that
Kn = n
ωA , (7.66)
withKn = nωK in Assumption 7.11, i.e. ωA = ωK . We remark that it is enough to choose ωA  ωK ,
but to avoid further splitting in (7.68) we assumed ωK = ωA.
For any q ∈ (0, 1), define the set
Aq :=
{
(i, j)
∣∣∣ |i− j| ≤ nωl or ij > 0, i /∈ Ĉq, j /∈ Ĉq}, (7.67)
and denoteAq,(i) := {j | (i, j) ∈ Aq}. In the remainder of this section we will often use the notations
Aq,(i)∑
j
:=
∑
j∈Aq,(i)
,
Acq,(i)∑
j
:=
∑
j /∈Aq,(i)
.
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Let q∗ ∈ (0, 1) be defined above (7.58), then we define the short range process x̂(t, α) (cf. [24,
Eq. (3.35)–(3.36)], [57, Eq. (3.45)–(3.46)]) as follows
dx̂i(t, α) =
1
2n
Aq∗,(i)∑
j
1
x̂i(t, α)− x̂j(t, α) dt
+
{
α db
s√
2n
+ (1− α) dbr√
2n
if |i| ≤ nωA ,
α db
s√
2n
+ (1− α) dbr√
2n
+ Ji(α, t) dt if nωA < |i| ≤ n,
(7.68)
where
Ji(α, t) :=
1
2n
Acq∗,(i)∑
j
1
xi(t, α)− xj(t, α) , (7.69)
and initial data x̂(0, α) = x(0, α). Note that
sup
0≤t≤t1
sup
0≤α≤1
|J1(α, t)| ≤ logn, (7.70)
with very high probability.
Remark 7.20. Note that the SDE defined in (7.68) has the same form as in [57, Eq. (3.70)], with Fi = 0
in our case, except for the stochastic term in (7.68) that looks slightly different, in particular it depends on α.
Nevertheless, by Assumption 7.11, the quadratic variation of the driving Brownian motions in (7.68) is also
bounded by one uniformly inα ∈ [0, 1]. Moreover, the process defined in (7.68) and the measure dρ(E, t, α)
satisfy [57, Eq. (3.71)–(3.77)].
Since when we consider the difference process x̂(t, α) − x(t, α) the stochastic differential disap-
pears, by [57, Lemma 3.8], without any modification, it follows that
sup
0≤t≤t1
sup
0≤α≤1
sup
|i|≤n
|x̂i(t, α)− xi(t, α)| ≤ nξ+100νt1
(
1
nωl
+
nωA
nω0
+
1√
nG
)
, (7.71)
for any ξ > 0 with very high probability, with G defined in (7.50). In particular, (7.71) implies that
the short range process x̂(t, α), defined in (7.68), approximates very well (i.e. they are closer than the
fluctuation scale) the process x(t, α) defined in (7.55).
Next, in order to use the smallness of (7.46)–(7.47) in Assumption 7.11 for |i| ≤ nωA , we define
u(t, α) := ∂αx̂(t, α), which is the solution of the following discrete SPDE (cf. [24, Eq. (3.38)], [57,
Eq. (3.63)]):
du =
Aq∗,(i)∑
j
Bij(uj − ui) dt+ dξ1 + ξ2 dt = −Bu dt+ dξ1 + ξ2 dt, (7.72)
where
Bij :=
1j 6=±i
2n(x̂i − x̂j)2 , dξ1,i :=
dbsi√
2n
− db
r
i√
2n
ξ2,i :=
{
0 if |i| ≤ nωA ,
∂αJi(α, t) if nωA < |i| ≤ n,
(7.73)
with Ji(α, t) defined in (7.69). We remark that the operatorB defined via the kernel in (7.73) depends on
α and t. It is not hard to see (e.g. see [57, Eq. (3.65), Eq. (3.68)–(3.69)]) that the forcing term ξ2 is bounded
with very high probability by nC , for some C > 0, for nωA < |i| ≤ n. Note that the only difference
in (7.72) compared to [24, Eq. (3.38)], [57, Eq. (3.63)] is the additional term dξ1 which will be negligible for
our analysis.
Let U be the semigroup associated to B, i.e. if ∂tv = −Bv, then for any 0 ≤ s ≤ t we have that
vi(t) =
n∑
j=−n
Uij(s, t, α)vj(s), |i| ≤ n.
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The first step to analyse the equation in (7.72) is the following finite speed of propagation estimate (cf. [24,
Lemma 3.9], [57, Lemma 3.7]).
Lemma 7.21. Let 0 ≤ s ≤ t ≤ t1. Fix 0 < q1 < q2 < q∗, with q∗ ∈ (0, 1) defined in (7.58), and
1 > 0 such that 1  ωA. Then for any α ∈ [0, 1] we have
|Uji(s, t, α)|+ |Uij(s, t, α)| ≤ n−D, (7.74)
for any D > 0 with very high probability, if either i ∈ Ĉq2 and |i − j| > nωl+1 , or if i /∈ Ĉq2 and
j ∈ Ĉq1 .
Proof. The proof of this lemma follows the same lines as [57, Lemma 3.7]. There are only two differences
that we point out. The first one is that [57, Eq. (4.15)], using the notation therein, has to be replaced by∑
k
v2k(ν
2(ψ′k)
2 + νψ′′k )E[dCk(α, t) dCk(α, t) | Ft], (7.75)
where Ft is the filtration defined in Assumption 7.11, and Ck(α, t) is defined as
Ck(α, t) := α
bsk(t)√
2n
+ (1− α)b
r
k(t)√
2n
. (7.76)
We remark that ν in (7.75) should not to be confusedwith ν in Definition 7.12. Then, by Kunita-Watanabe
inequality, it is clear that
E[dCk(α, t) dCk(α, t) | Ft] . dt
n
, (7.77)
uniformly in |k| ≤ n, t ≥ 0, and α ∈ [0, 1]. The fact that (7.77) holds is the only input needed to
bound [57, Eq. (4.21)].
The second difference is that the stochastic differential (
√
2 dBk)/
√
n in [57, Eq. (4.21)] has to be
replaced by dCk(α, t) defined in (7.76). This change does not play any role in the bound [57, Eq. (4.26)],
sinceEdCk(α, t) = 0. 
Moreover, the result in [24, Lemma 3.8], [57, Lemma 3.10] hold without any change, since its proof
is completely deterministic and the stochastic differential in the definition of the process x̂(t, α) does
not play any role.
In the remainder of this section, before completing the proof of Proposition 7.14, we describe the
homogenisation argument to approximate the t-dependent kernel of B with a continuous kernel (de-
noted by pt(x, y) below). We follow verbatim [57, Section 3-4] and its adaptation to the singular value
flow of [24, Section 3.4], except for the bound of the r.h.s. of (7.92), where we handle the additional term
dξ1 in (7.73).
Fix a constant B > 0 such that ωA − B > ωl, and let a ∈ Z be such that 0 < |a| ≤ nωA−B .
Define also the equidistant points γfj := j(2nρsc(0))
−1, which approximate the quantiles γj(t, α)
very well for small j, i.e. |γfj − γj(t, α)| . n−1 for |j| ≤ nω0/2 (see [57, Eq. (3.91)]). Consider the
solution of
∂twi = −(Bw)i, wi(0) = 2nδia, (7.78)
and define the cut-off ηl := nωl(2nρsc(0))−1. Let pt(x, y) be the fundamental solution of the equa-
tion
∂tf(x) =
∫
|x−y|≤ηl
f(y)− f(x)
(x− y)2 ρsc(0) dy. (7.79)
The idea of the homogenisation argument is that the deterministic solution f of (7.79) approximates
very well the random solution of (7.78). This is formulated in terms of the solution kernels of the two
equations in Proposition 7.22. Following [24, Lemma 3.9-3.13, Corollary 3.14, Theorem 3.15-3.17], which
are obtained adapting the proof of [57, Section 3.6], we will conclude the following proposition.
Proposition 7.22. Let a, i ∈ Z such that |a| ≤ nωA−B and |i− a| ≤ nωl/10. Fix c > 0 such that
ω1− c > 0, let t1 := n−1+ω1 and t2 := n−ct1, then for any α ∈ [0, 1] and for any |u| ≤ t2 we have∣∣∣∣Uia(0, t1 + u, α)− 1npt1(γfi , γfa )
∣∣∣∣ ≤ nξ+100ν+cnt1
(
(nt1)
2
nωl
+
1
(nt1)1/10
)
+
nξ+100ν
n1+c/2t1
, (7.80)
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with very high probability.
Proof. The proof of this proposition relies on [57, Section 3.6], which has been adapted to the 2×2 block
structure in [24, Lemma 3.9–3.13, Corollary 3.14, Theorem 3.15–3.17]. We thus present only the differences
compared to[24, 57]; for a complete proof we defer the reader to these works.
The only difference in the proof of this proposition compared to the proof of [24, Theorem 3.17], [57,
Theorem 3.11] is in [57, Eq. (3.121) of Lemma 3.14] and [57, Eq. (3.148) of Lemma 3.14]. The main goal of [57,
Lemma 3.14] and [57, Lemma 3.14] is to prove that
d
1
2n
∑
1≤|i|≤n
(wi − fi)2 = −〈w(t)− f(t),B(w(t)− f(t))〉+ Lower order, (7.81)
where fi := f(x̂i(t, α), t), with x̂i(t, α) being the solution of (7.68), andw(t),f(t) being the solutions
of (7.78) and (7.79) with x = x̂i(t, α), respectively. In order to prove (7.81), following [57, Eq. (3.121)] and
using the notation therein (withN = 2n and replacing ẑi by x̂i), we compute
d
1
2n
∑
1≤|i|≤n
(wi − fi)2 = 1
n
∑
1≤|i|≤n
(wi − fi)
[
∂twi dt− (∂tf)(t, x̂i) dt− f ′(t, x̂i) dx̂i
]
+
1
n
∑
1≤|i|≤n
(−(wi − fi)f ′′(t, x̂i) + (f ′(t, x̂i))2)
×E[dCi(α, t) dCi(α, t) | Ft],
(7.82)
where
Ci(α, t) := α
bsi (t)√
2n
+ (1− α)b
r
i (t)√
2n
.
As a consequence of the slight difference in definition of dx̂i in (7.68), compared to the definition of dẑi
in [57, Eq. (3.70)], the martingale term in (7.82) is given by (cf. [57, Eq. (3.148)])
dMt =
1
2n
∑
1≤|i|≤n
(wi − fi)f ′i dCi(α, t). (7.83)
The terms in the first line of the r.h.s. of (7.82) are bounded exactly as in [57, Eq. (3.124)–(3.146), (3.149)–
(3.154)]. It remains to estimate the second line in the r.h.s. of (7.82).
The expectation of the second line of (7.82) is bounded by a constant timesn−1 dt, exactly as in (7.77).
This is the only input needed to bound the terms (7.82) in [57, Eq. (3.122)-(3.123)]. Hence, in order to
conclude the proof of this proposition we are left with the term in (7.83).
The quadratic variation of the term in (7.83), using the notation in [57, Eq. (3.155)–(3.157)], is given by
d〈M〉t =
1
2n
∑
1≤|i|,|j|≤n
(wi − fi)(wj − fj)f ′if ′j E[dCi(α, t) dCj(α, t) | Ft].
By (b) of Assumption 7.11 it follows that
d〈M〉t =
1
4n2
∑
1≤|i|,|j|≤nωA
(wi − fi)(wj − fj)f ′if ′j E[dCi(α, t) dCj(α, t) | Ft]
+
α2 + (1− α)2
8n3
∑
nωA<|i|≤n
(wi − fi)2(f ′i)2 dt.
(7.84)
Then, by (c) of Assumption 7.11, for |i|, |j| ≤ nωA we have
E[dCi(α, t) dCj(α, t) | Ft] =
[
α2 + (1−α)2]δij
2n
dt+
α(1− α)
2n
E
[(
dbsi db
r
j + db
r
i db
s
j
) ∣∣ Ft],
(7.85)
and that
E
[
dbsi db
r
j
∣∣ Ft] = E[(dbsi − dbri ) dbrj ∣∣ Ft]+ δij dt . (|Lii(t)|1/2 + δij) dt, (7.86)
where in the last inequality we used Kunita-Watanabe inequality.
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Combining (7.84)–(7.86) we finally conclude that
d〈M〉t ≤
1
8n3
∑
1≤|i|≤n
(wi − fi)2(f ′i)2 dt
+
α(1− α)
4n3
∑
1≤|i|,|j|≤nωA
|Lii(t)|1/2
∣∣(wi − fi)(wj − fj)f ′if ′j∣∣dt. (7.87)
Since α ∈ [0, 1], |Lii(t)| ≤ n−ωQ and ωA  ωQ by (7.47) and (7.65)–(7.66), using Cauchy-Schwarz
in (7.87), we conclude that
d〈M〉t .
1
n3
∑
1≤|i|≤n
(wi − fi)2(f ′i)2 dt, (7.88)
which is exactly the l.h.s. in [57, Eq. (3.155)], hence the high probability bound in [57, Eq. (3.155)] follows.
Then the remainder of the proof of [57, Lemma 3.14] proceeds exactly in the same way.
Given (7.82) as an input, the proof of (7.80) is concluded following the proof of [57, Theorems 3.16-3.17]
line by line.

7.6.4. Proof of Proposition 7.14. We conclude this sectionwith the proof of Proposition 7.14 following [24,
Section 3.6]. We remark that all the estimates above hold uniformly in α ∈ [0, 1] when bounding an
integrand by [57, Appendix E].
Proof of Proposition 7.14. For any |i| ≤ n, by (7.71), it follows that
si(t0 + t1)− ri(t0 + t1) = xi(t1, 1)− xi(t1, 0) = x̂i(t1, 1)− x̂i(t1, 0) +O
(
nξt1
nωl
)
. (7.89)
We remark that in (7.89) we ignored the scaling (7.49) since it can be removed by a simple time-rescaling
(see Remark 7.15 for more details). Then, using that ui = ∂αx̂i we have that
x̂i(t1, 1)− x̂i(t1, 0) =
∫ 1
0
ui(t1, α) dα. (7.90)
We recall that u is a solution of
du = Budt+ dξ1 + ξ2 dt,
as defined in (7.72)–(7.73), with
|ξ2,i(t)| ≤ 1{|i|>nωA}nC , (7.91)
with very high probability for some constant C > 0 and any 0 ≤ t ≤ t1. Define v = v(t) as the
solution of
∂tv = Bv, v(0) = u(0),
then, omitting the α-dependence from the notation, by Duhamel formula we have
ui(t1)− vi(t1) =
∫ t1
0
∑
|p|≤n
Uip(s, t1)(dξ1,p(s) + ξ2,p ds)
=
∫ t1
0
∑
|p|≤nωA
Uip(s, t1) dξ1,p(s)
+
∫ t1
0
∑
nωA<|p|≤n
Uip(s, t1)(dξ1,p(s) + ξ2,p ds).
(7.92)
In the remainder of this section we focus on the estimate of the r.h.s. of (7.92) for |i| ≤ nωA/2. Note
that dξ1,p in (7.92) is a new term compared with [24, Eq. (3.84)]. In the remainder of this section we focus
on its estimate, whilst ξ2,p is estimated exactly as in [24, Eq. (3.84)–(3.85)]. The term dξ1,p for |p| ≤ nωA
is estimated similarly as the term (AN dBi)/
√
N of [23, Eq. (4.25)] in [23, Lemma 4.2], using the notation
therein.
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By (7.46)–(7.47) in Assumption 7.11 and the fact that
√
2ndξ1,p = db
s
p − dbrp, it follows that the
quadratic variation of the first term in the r.h.s. of the second equality of (7.92) is bounded by
n−1
∫ t1
0
∑
|p|,|q|≤nωA
Uip(s, t1)Uiq(s, t1)Lpq(s) ds . t1‖U
∗δi‖21
n1+ωQ
. t1
n1+ωQ
. (7.93)
Note that in (7.93) we used that the bound |Lpq(t)| ≤ n−ωQ holds with very high probability uniformly
in t ≥ 0 whenLpq(t) is integrated in time (see e.g. [57, Appendix E]). The r.h.s. of (7.93) is much smaller
than the rigidity scale under the assumption ω1  ωQ (see (7.65)). Note that in the last inequality we
used the contraction of the semigroupU on `1 to bound ‖U∗δi‖21 ≤ 1. Then, using Burkholder-Davis-
Gundy (BDG) inequality, we conclude that∣∣∣∣∣∣ sup0≤t≤t1
∫ t
0
∑
|p|≤nωA
Uip(s, t) dξ1,p(s)
∣∣∣∣∣∣ .
√
t1
n1+ωQ
, (7.94)
with very high probability. On the other hand, using Kunita-Watanabe inequality, we bound the qua-
dratic variation of the sum over |p| > nωA of dξ1,p in (7.92) as
n−1
∫ t1
0
∑
|p|,|q|>nωA
Uip(s, t1)Uiq(s, t1)E
[(
dbsp(s)− dbrp(s)
) (
dbsq(s)− dbrq(s)
) ∣∣ Ft]
≤ 4n−1
∫ t1
0
 ∑
nωA<|p|≤n
Uip(s, t1)
2 ds ≤ n−D, (7.95)
for anyD > 0 with very high probability, by finite speed of propagation (7.74) since |i| ≤ nωA/2 and
|p| > nωA . We conclude a very high probability bound for the dξ1,p-term in the last line of (7.92) using
BDG inequality as in (7.94). This concludes the bound of the new term dξ1.
The remainder of the proof of Proposition 7.14 proceeds exactly in the same way of [24, Eq. (3.86)–
(3.99)], hence we omit it. Since tf = t0 + t1, choosing ω = ω1/10, ω̂ ≤ ω/10, the above computations
conclude the proof of Proposition 7.14.

Appendix A. Proof of Lemma 4.9
In order to prove Lemma 4.9 we have to compute
2
pi2
∫
C
d2z1
∫
C
d2z2∂1∂1f(z1)∂2∂2g(z2)Θ(z1, z2) (A.1)
for compactly supported smooth functions f, g. We recall that
Θ(z1, z2) = Ξ(z1, z2) + Λ(z1, z2), Λ(z1, z2) := −1
2
log|1− z1z2|21(|z1|, |z2| > 1),
Ξ(z1, z2) := −1
2
log|z1 − z2|2
[
1− 1(|z1|, |z2| > 1)
]− 1
2
log|z1|1(|z1| ≥ 1)
− 1
2
log|z2|1(|z2| ≥ 1).
(A.2)
In order to compute (A.1) we will perform integration by parts twice. For this purpose we split the
integral in (A.1) for Ξ(z1, z2) into the regimes |z1 − z2| ≥  and its complement, and the integral of
Λ(z1, z2) into the regimes |1−z1z2| ≥  and its complement. We decided to perform twodifferent cut-
offs forΞ andΛ as a consequence of the different kind of singularity of the logarithms in their definition.
By the explicit definitions in (A.2), it is easy to see that the integrals in the regimes |z1 − z2| ≤ ,
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|1− z1z2| ≤  go to zero as → 0, hence we have
2I := 2
pi2
∫
C
d2z1
∫
C
d2z2∂1∂1f(z1)∂2∂2g(z2)Θ(z1, z2)
= lim
→0
2
pi2
∫
C
d2z1
∫
C
d2z2∂1∂1f(z1)∂2∂2g(z2)
×
[
Ξ(z1, z2)1(|z1 − z2| ≥ ) + Λ(z1, z2)1(|1− z1z2| ≥ )
]
.
(A.3)
In order to prove Lemma 4.9 we write the l.h.s. of (A.3) as I + I so that in the first integral we perform
integration by parts with respect to ∂1, ∂2 and in the second one with respect to ∂1, ∂2. This split is
motivated by the fact that
∂g∂f + ∂g∂f =
1
2
〈∇g,∇f〉,
which is the first term in the l.h.s. of (4.29) in Lemma 4.9. From now on we focus only on the integral for
which we perform integration by parts with respect to ∂1, ∂2. The computations for the other integral
are exactly the same. It is well known that the distributional Laplacian of log|z1 − z2| is 2pi the delta
function in z1 = z2, more precisely, we have that
− ∂1∂2 log|z1 − z2| d2z1 d2z2 = pi
2
δ(z1 − z2), (A.4)
in the sense of distributions. Hence, in the remainder of this section we focus on the computation of
the integral of Λ(z1, z2) and omit the -regularisation in the integral of Ξ.
Performing integration by parts in I , which is defined in (A.5), with respect to ∂1, ∂2 we get
lim
→0
1
pi2
∫
C
d2z1
∫
C
d2z2∂1∂1f(z1)∂2∂2g(z2)
[
Ξ(z1, z2) + Λ(z1, z2)1(|1− z1z2| ≥ )
]
= lim
→0
1
pi2
∫
C
d2z1
∫
C
d2z2∂1f(z1)∂2g(z2)
[
∂1∂2Ξ(z1, z2) + ∂1∂2Λ(z1, z2)1(|1− z1z2| ≥ )
]
+ lim
→0
− i
2pi2
∫
C
∫
C
d2z2∂1f
[
∂2∂2gΛ1(|1− z1z2| = ) dz1 − ∂2g∂1Λ1(|1− z1z2| = ) dz2
]
=: lim
→0
[
J1, + J2,
]
.
(A.5)
where in the fourth line we used Stokes theorem written symbolically in the form
∂z1(|z − z2| ≥ ) d2z = i
2
1(|z − z2| = ) dz (A.6)
for any fixed z2. We remark that (A.6) is understood in the sense of distributions, i.e. the equality holds
when tested again smooth compactly supported test functions f , i.e.
−
∫
C
∂zf(z)1(|z − z2| ≥ ) d2z = i
2
∫
|z−z2|=
f(z) dz.
Moreover, with a slight abuse of notation in (A.5)–(A.6) by 1(|z − z2| = ) dz we denoted the clock-
wise contour integral over the circle of radius  around z2. We use the notation above in the remainder
of this section.
The second derivative (in the sense of the distributions) of Ξ(z1, z2) in (A.5), using (A.4), is given by
∂1∂2Ξ d
2z1 d
2z2
=
pi
2
δ(z1 − z2)
[
1− 1(|z1|, |z2| > 1)
]
d2z1 d
2z2 − 1
8
log|z1 − z2|21(|z1| = 1) dz11(|z2| = 1) dz2
+
i
4
1
z1 − z2 1(|z1| > 1) d
2z11(|z2| = 1) dz2 − i
4
1
z1 − z2 1(|z2| > 1) d
2z21(|z1| = 1) dz1,
(A.7)
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whilst the second derivative of Λ(z1, z2) by
∂1∂2Λ d
2z1 d
2z2
=
1
2(1− z1z2)2 1(|z1|, |z2| > 1) d
2z1 d
2z2 +
1
8
log|1− z1z2|1(|z1| = 1) dz11(|z2| = 1) dz2
+
i
4
z2
1− z1z2 1(|z1| > 1) d
2z11(|z2| = 1) dz2 + i
4
z1
1− z1z2 1(|z2| > 1) d
2z21(|z1| = 1) dz1.
(A.8)
Note that
∂1∂2(Ξ + Λ) d
2z1 d
2z2 =
pi
2
δ(z1 − z2)1(|z1|, |z2| ≤ 1) d2z1 d2z2
+
1
2(1− z1z2)2 1(|z1|, |z2| > 1) d
2z1 d
2z2,
hence, by (A.7)–(A.8) we conclude that
lim
→0
J1, =
1
2pi
∫
D
∂f∂g d2z+lim
→0
1
2pi
∫
|z1|≥1
d2z1
∫
|z2|≥1
d2z2
∂1f(z1)∂2g(z2)
(1− z1z2)2 1(|1−z1z2| ≥ ).
(A.9)
On the other hand, the integration by parts with respect to ∂1, ∂2 gives
1
2pi
∫
D
∂f∂g d2z + lim
→0
1
2pi
∫
|z1|≥1
d2z1
∫
|z2|≥1
d2z2
∂1f(z1)∂2g(z2)
(1− z1z2)2 1(|1− z1z2| ≥ ). (A.10)
Hence, summing (A.9)–(A.10) we get exactly the r.h.s. of (4.29) using that
1
2pi
∫
D
[
∂g∂f + ∂g∂f
]
d2z =
1
4pi
∫
D
〈∇g,∇f〉 d2z.
In order to conclude the proof of Lemma 4.9 we prove that |J2,| → 0 as → 0 in Lemma A.1 and that
the limit in the r.h.s. of (A.9) exists in Lemma A.2.
Lemma A.1. Let J2, be defined in (A.5), then
lim
→0
|J2,| = 0. (A.11)
Proof. For the first integral in J2,, using the parametrization z2 = r2eiθ2 and z1 = (1 + eiθ1)/z2,
for any fixed z2, we get∣∣∣∣∫ ∞
1
dr2
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 e
i(θ1+θ2)∂1f
(
r−12 e
iθ2 [1 + eiθ1 ]
)
∂2∂2g(r2e
iθ2) log 
∣∣∣∣ .  log ,
(A.12)
where we used that ‖∂1f‖L∞(C), ‖∂2∂2g‖L1(C) . 1 as a consequence of f, g ∈ H2+δ0 (Ω), for an
open set Ω ⊂ C such thatD ⊂ Ω.
Furthermore, using the parametrizations z1 = r1eiθ1 and z2 = (1 + eiθ2)/z1 for the second
integral in J2,, we have that
J2, =
[∫ ∞
1
dr1
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 e
i(θ1+θ2)∂1f(r1e
iθ1)∂2g
(
r−11 e
iθ1 [1 + eiθ2 ]
)
× 1 + e
−iθ2
r1e−iθ2eiθ1
1(|1 + eiθ2 | > r1)
]
+O( log ),
(A.13)
where the error term comes from the integral of ∂11(|z1|, |z2| > 1) and the bound in (A.12). Note that
1(|1 + eiθ1 | > r1) = 0 if r1 ≥ 1 + 2, hence we can bound the first term in J2 by∫ 1+2
1
dr1
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2
∣∣∣∂1f(r1eiθ1)∂2g (r−11 eiθ1 [1 + eiθ2 ])∣∣∣ . , (A.14)
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since ‖∂2g‖L∞(C), ‖∂1f‖L1(C) . 1. Hence, we conclude that
J2, = O (+  log ) .
This concludes the proof of (A.11). 
We conclude this section proving the existence of the limit of J1, as  → 0. More precisely, in
Lemma A.2 we prove that J1, is a Cauchy sequence.
Lemma A.2. Let J1, be defined in (A.5), then for any 0 < ′ ≤  we have that
|J1, − J1,′ | . δ, (A.15)
for some δ > 0.
Proof. We only consider the integral with the second derivative of Λ. We dealt with the integral of the
second derivative of Ξ(z1, z2) already in (A.4). Define
I :=
1
pi2
∫
C
d2z1
∫
C
d2z2F (z1, z2)
[
∂2∂1Λ(z1, z2)1(|1− z1z2| ≥ )
]
, (A.16)
where F (z1, z2) := ∂1f(z1)∂2g(z2) is a δ-Hölder continuous function. Then, for any 0 < ′ < ,
using the change of variables z2 = r2eiθ2 and z1 = (1 + r1eiθ1)/z2, we write
I′ − I = 1
pi2
∫
C
d2z1
∫
C
d2z2
(
F (z1, z2)− F (z−12 , z2)
)[
∂2∂1Λ(z1, z2)1( ≥ |1− z1z2| ≥ ′)
]
+
1
pi
∫ ∞
1
dr2
∫ 2pi
0
dθ2
∫ 2pi
0
dθ1
∫ 
′
dr1 F (r
−1
2 e
−iθ2 , r2e
iθ2)
e2iθ1
r1r2
.
(A.17)
Note that the integral in the second line of (A.17) is exactly zero since e2iθ1 the only termwhich depends
on θ1. On the other hand, we can bound the first integral in (A.17) by 2δ , with δ the Hölder exponent
of F , using the fact that∣∣F (z1, z2)− F (z−12 , z2)∣∣ ≤ ∣∣∣∣ 1z2 + r1eiθ1z2 − 1z2
∣∣∣∣2δ . (r1r2
)2δ
.
This concludes the proof of this lemma. 
Appendix B. Derivation of the DBM for the eigenvalues ofHz
LetX be an n× n complex random matrix, letHz be the Hermitisation ofX − z defined in (7.1),
and define Y z := X − z. We recall that {λzi ,−λzi }ni=1 are the eigenvalues ofHz , and {wzi ,wz−i}ni=1
are the corresponding orthonormal eigenvectors, i.e. for any i, j ∈ [n] we have
Hzwz±i = ±λzi , (wzi )∗wzj = δi,j , (wzi )∗wz−j = 0, (B.1)
for any i, j ∈ [n]. For simplicity in the following derivation we assume that the eigenvalues are all
distinct. In particular, for any i ∈ [n], by the block structure ofHz it follows that
wz±i = (u
z
i ,±vzi ), Y zvzi = λziuzi , (Y z)∗uzi = λzi vzi . (B.2)
Moreover, since {wz±i}ni=1 is an orthonormal base, we conclude that
(uzi )
∗uzi = (v
z
i )
∗vzi =
1
2
. (B.3)
In the following, for any fixed entry xab ofX , we will use the notation
f˙ =
∂f
∂xab
or f˙ =
∂f
∂xab
, (B.4)
where f = f(X) is a function of the matrixX . Then, we consider the flow
dXt =
dBt√
n
, X0 = X, (B.5)
whereBt is a matrix valued complex standard Brownian motion.
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From now on we only consider positive indices 1 ≤ i ≤ n. We may also drop the z and t depen-
dence to make our notation easier. For any i, j ∈ [n], differentiating (B.1) we get
H˙wi +Hw˙i = λ˙iwi + λiw˙i, (B.6)
w˙∗iwj +w
∗
i w˙j = 0, (B.7)
w∗i w˙i + w˙
∗
iwi = 0. (B.8)
Note that (B.8) implies that <[w∗i w˙i] = 0. Hence, since the eigenvectors are defined modulo a phase,
we can choose eigenvectors such that =[w∗i w˙i] = 0 for any t ≥ 0. Then, multiplying (B.6) byw∗i we
conclude that
λ˙i = u
∗
i Y˙ vi + v
∗
i Y˙
∗ui. (B.9)
Moreover, multiplying (B.6) byw∗j , with j 6= i, and byw−j∗, we get
(λi − λj)w∗j w˙i = w∗j H˙wi, (λi + λj)w∗−jw˙i = w∗−jH˙wi, (B.10)
respectively. By (B.7)–(B.8) it follows that
w˙i =
∑
j 6=i
(w∗j w˙i)wj +
∑
j
(w∗−jw˙i)w−j , (B.11)
hence by (B.10) we conclude
w˙i =
∑
j 6=i
v∗j Y˙
∗ui + u∗j Y˙ vi
λi − λj wj +
∑
j
u∗j Y˙ vi − v∗j Y˙ ∗ui
λi + λj
w−j . (B.12)
By Ito’s formula we have that
dλi =
∑
ab
∂λi
∂xab
dxab +
∂λi
∂xab
dxab +
1
2
∑
ab
∑
kl
∂2λi
∂xab∂xkl
dxab dxkl +
∂2λi
∂xab∂xkl
dxab dxkl.
(B.13)
Note that in (B.13) we used that dxab dxab = dxkl dxkl = 0. Then by (B.9)–(B.12) it follows that
∂λi
∂xab
= ui(a)
∗vi(b),
∂λi
∂xab
= vi(b)
∗ui(a), (B.14)
and that
∂wi
∂xab
(k) =
∑
j 6=i
[
u∗j (a)vi(b)
λi − λj wj(k) +
u∗j (a)vi(b)
λi + λj
w−j(k)
]
+
ui(a)
∗vi(b)
2λi
w−i(k), (B.15)
∂wi
∂xab
(k) =
∑
j 6=i
[
v∗j (b)ui(a)
λi − λj wj(k)−
v∗j (b)ui(a)
λi + λj
w−j(k)
]
− vi(b)
∗ui(a)
2λi
w−i(k). (B.16)
Next, we compute
∂2λi
∂xab∂xkl
=
∂v∗i
∂xab
(l)ui(k) + vi(l)
∗ ∂ui
∂xab
(k)
=
∑
j 6=i
[
vj(b)u
∗
i (a)
λi − λj vj(l)
∗ui(k) +
vj(b)ui(a)
∗
λi + λj
vj(l)
∗ui(k)
]
+
vi(b)ui(a)
∗
2λi
vi(l)
∗ui(k)
+
∑
j 6=i
[
u∗i (a)vi(b)
λi − λj vi(l)
∗uj(k) +
u∗j (a)vi(b)
λi + λj
vi(l)
∗uj(k)
]
+
ui(a)
∗vi(b)
2λi
vα(l)
∗ui(k).
(B.17)
Finally, combining (B.5), (B.14), (B.13) and (B.17), we conclude (cf. [37, Eq. (5.8)])
dλzi =
dbzi√
2n
+
1
2n
∑
j 6=i
[
1
λzi − λzj
+
1
λzi + λ
z
j
]
dt+
dt
4nλi
, (B.18)
where we defined
dbzi :=
√
2(dBzii + dB
z
ii), dB
z
ij :=
∑
ab
uzi (a) dBabv
z
j (b), (B.19)
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where Bt is the matrix values Brownian motion in (B.5). In particular, bzi is a standard real Brownian
motion, indeed
E(Bzii +B
z
ii)(B
z
ii +B
z
ii)
∗ = E
(∑
ab
uzi (a)Babv
z
i (b) + u
z
i (a)Babv
z
i (b)
)2
= 2
∑
abcd
uzi (a)Babv
z
i (b)u
z
i (c)Bcdv
z
i (d)
= 2
∑
abcd
δacδbduzi (a)v
z
i (b)u
z
i (c)v
z
i (d) =
1
2
.
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