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AN EXTENSION OF A RESULT OF ERDO˝S AND ZAREMBA
MICHEL J.G. WEBER
Abstract. Erdo¨s and Zaremba showed that lim supn→∞
Φ(n)
(log logn)2
= eγ , γ being Euler’s con-
stant, where Φ(n) =
∑
d|n
log d
d
. We extend this result to the function Ψ(n) =
∑
d|n
(log d)(log log d)
d
and some other functions. We show that lim supn→∞
Ψ(n)
(log log n)2(log log logn)
= eγ . The proof
requires to develop a new approach. As an application, we prove that for any η > 1, any fi-
nite sequence of reals {ck, k ∈ K},
∑
k,ℓ∈K ckcℓ
gcd(k,ℓ)2
kℓ
≤ C(η)
∑
ν∈K c
2
ν(log log log ν)
ηΨ(ν),
where C(η) depends on η only. This improves a recent result obtained by the author.
1. Introduction.
Erdo¨s and Zaremba showed in [4] the following result concerning the arithmetical function
Φ(n) =
∑
d|n
log d
d ,
(1.1) lim sup
n→∞
Φ(n)
(log logn)2
= eγ ,
where γ is Euler’s constant. This function appears in the study of good lattice points in
numerical integration, see Zaremba [11]. The proof is based on the identity
Φ(n) =
r∑
i=1
αi∑
νi=1
log pνii
pνii
∑
δ|np
−αi
i
1
δ
, (n = pα11 . . . p
αr
r ),(1.2)
which follows from ∑
d|n
log d
d
=
α1∑
µ1=0
. . .
αr∑
µr=0
1
pµ11 . . . p
µr
r
( r∑
i=1
µi log pi
)
.(1.3)
Let h(n) be non-decreasing on integers, h(n) = o(log n), and consider the slightly larger
function
Φh(n) =
∑
d|n
(log d)h(d)
d
.(1.4)
In this case a formula similar to (1.3) no longer hold, the ”log-linearity” being lost due
to the extra factor h(n). The study of this function requires to devise a new approach. We
study in this work the case h(n) = log logn, that is the function
Ψ(n) =
∑
d|n
(log d)(log log d)
d
.(1.5)
We extend Erdo˝s-Zaremba’s result for this function, as well as for the functions
Φ1(n) =
∑
p
µ1
1 ...p
µr
r |n
∑r
i=1 µi(log pi)(log log pi)
pµ11 . . . p
µr
r
Φ2(n) =
∑
d|n
(log d) log Ω(d)
d
,
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where Ω(d) denotes as usual the number of powers of primes dividing d. These functions are
linked to Ψ.
Throughout, log log x (resp. log log log x) equals 1 if 0 ≤ x ≤ ee (resp. 0 ≤ x ≤ eee), and
equals log log x (resp. log log log x) in the usual sense if x > ee (resp. x > ee
e
).
One verifies by using standard arguments that
(1.6) lim sup
n→∞
Φ1(n)
(log logn)2(log log logn)
≥ eγ , lim sup
n→∞
Ψ(n)
(log logn)2(log log logn)
≥ eγ ,
and in fact that
(1.7) lim sup
n→∞
Φ1(n)
(log logn)2(log log logn)
= eγ .
By the observation made after (1.3), the corresponding extension of this result to Ψ(n) is
technically more delicate. It follows from (1.1) that
(1.8) lim sup
n→∞
Ψ(n)
(log log n)3
≤ eγ .
The question thus arises whether the exponent of log logn in (1.8) can be replaced by 2 + ε,
with ε > 0 small.
We answer this question affirmatively by establishing the following precise result, which
is the main result of this paper.
Theorem 1.1.
lim sup
n→∞
Ψ(n)
(log logn)2(log log logn)
= eγ .
An application of this result is given in Section 5. The upper bound is obtained, via the
inequality
Ψ(n) ≤ Φ1(n) + Φ2(n),(1.9)
as a combination of an estimate of Φ1(n) and the following estimate of Φ2(n). Recall that
Davenport’s function w(n) is defined by w(n) =
∑
p|n
log p
p . According to Theorem 4 in [2] we
have,
(1.10) lim sup
n→∞
w(n)
log logn
= 1.
Theorem 1.2. For all even numbers n we have,
Φ2(n) ≤ C (log log logω(n))(log ω(n))w(n).
where C is an absolute constant.
Here and elsewhere C (resp. C(η)) denotes some positive absolute constant (resp. some
positive constant depending only of a parameter η).
The approach used for proving Theorem 1.2 can be adapted with no difficulty to other
arithmetical functions of similar type.
The paper is organized as follows. Sections 2 and 3 form the main part of the paper, and
consist with the proof of Theorem 1.2, which is long and technical and involves the building
of a binary tree (subsection 2.2.1). The proof of Theorem 1.1 is given in section 3. Section
4 contains complementary results and the proofs of (1.6), (1.7). Section 5 concerns the afore
mentioned application of Theorem 1.1. Additional remarks or results are concluding the
paper in Section 6.
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2. Proof of Theorem 1.2.
We use a chaining argument. We make throughout the convention 0 log 0 = 0.
Let n = pα11 . . . p
αr
r be an even number. We will use repeatedly the fact that
r
min
i=1
pi ≥ 3.(2.1)
We note that
Φ2(n) =
α1∑
µ1=0
. . .
αr∑
µr=0
1
pµ11 . . . p
µr
r
r∑
i=1
µi
(
log pi
)
log
( r∑
i=1
µi
)
=
r∑
i=1
α1∑
µ1=0
. . .
αr∑
µr=0︸ ︷︷ ︸
the sum relatively
to µi is excluded
1
pµ11 . . . p
µr
r︸ ︷︷ ︸
p
µi
i
is excluded
( αi∑
µi=0
µi
(
log pi
)
pµii
)
log
( r∑
i=1
µi
)
.(2.2)
As there is no order relation on the sequence p1, . . . , pr, it suffices to study the sum
Φ2(r, n) :=
α1∑
µ1=0
. . .
αr−1∑
µr−1=0
1
pµ11 . . . p
µr−1
r−1
αr∑
µr=0
µr log pr
pµrr
log
[ r−1∑
i=1
µi + µr
]
.(2.3)
The sub-sums in (2.3) will be estimated by using a recursion argument.
2.1. Preparation. Some technical lemmas are preliminary needed.
Lemma 2.1. (i) Let ϕ1(x) = x
(
log(A + x)
)
e−αx, ϕ2(x) =
(
log(A + x)
)
e−αx. Then ϕ1(x) is
non-increasing on [3,∞) if A ≥ 1 and α ≥ log 2. Further, ϕ2(x) is non-increasing on [1,∞), if
A ≥ 1 and α ≥ 1.
(ii) Assume that A ≥ 1 and α ≥ log 2. For any integer m ≥ 1,
α
∫ ∞
m
x
(
log(A+ x)
)
e−αxdx ≤ 1
α2(A+m)
e−αm +
1
α
e−αm +
1
α
(
log(A+m)
)
e−αm
+m(logA+m)e−αm.(2.4)
(iii) Assume that A ≥ 1 and α ≥ 1. Then,∫ ∞
1
(
log(A+ x)
)
e−αxdx ≤ log(A+ 1)
α
e−α +
1
α2(A+ 1)
e−α.(2.5)
Proof. (i) We have ϕ′1(x) =
(
log(A+x)
)
e−αx+ xA+xe
−αx−αx( log(A+x))e−αx. By assumption
and since ϕ′1(x) ≤ 0⇔ 1x + 1(A+x) log(A+x) ≤ α, we get
1
x
+
1
(A+ x) log(A+ x)
≤ 1
3
+
1
8 log 2
≤ 1
3
+
1
5
< log 2 ≤ α.
Similarly ϕ′2(x) =
1
A+xe
−αx − α( log(A + x))e−αx. As ϕ′2(x) ≤ 0⇔ (A+ x) log(A+ x) ≥ 1α , we
also get
(A+ x) log(A+ x) ≥ 2 log 2 > 1 ≥ 1
α
.
(ii) We deduce from (i) that
αx
(
log(A+ x)
)
e−αx =
(
log(A+ x)
)
e−αx +
x
A+ x
e−αx − (x(logA+ x)e−αx)′.
By integrating,
α
∫ ∞
m
x
(
log(A+ x)
)
e−αxdx =
∫ ∞
m
x
(
log(A+ x)
)
e−αxdx+
∫ ∞
m
x
A+ x
e−αxdx
+m(logA+m)e−αm.
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Similarly
α
∫ ∞
m
(
log(A+ x)
)
e−αxdx =
∫ ∞
m
1
A+ x
e−αxdx+
(
log(A+m)
)
e−αm.
By combining we get,
α
∫ ∞
m
x
(
log(A+ x)
)
e−αxdx =
1
α
∫ ∞
m
1
A+ x
e−αxdx+
∫ ∞
m
x
A+ x
e−αxdx
+
1
α
(
log(A+m)
)
e−αm +m(logA+m)e−αm.
Therefore,
α
∫ ∞
m
x
(
log(A+ x)
)
e−αxdx ≤ 1
α2(A+m)
e−αm +
1
α
e−αm +
1
α
(
log(A+m)
)
e−αm
+m(logA+m)e−αm.
(iii) We deduce from (i) that∫ N
1
(
log(A+ x)
)
e−αxdx =
1
α
∫ N
1
1
(A+ x)
e−αxdx
− 1
α
((
log(A+ 1)
)
e−α − log(A+N))e−αN).
As 1α
∫ N
1
1
A+xe
−αxdx ≤ 1α2(A+1)e−α, letting N tend to infinity gives,∫ ∞
1
(
log(A+ x)
)
e−αxdx ≤ log(A+ 1)
α
e−α +
1
α2(A+ 1)
e−α.

Lemma 2.2. Assume that A ≥ 1, and α ≥ 1. Then,
∞∑
µ=0
αµ
(
log(A+ µ)
)
e−αµ ≤ α( log(A+ 1))e−α + 2α( log(A+ 2))e−2α
+
{
3α log(A+ 3) + 3 log(A+ 3) +
1
α
log(A+ 3) +
1
α
+
1
α2(A+ 3)
}
e−3α.
Proof. As
∞∑
µ=0
αµ
(
log(A+ µ)
)
e−αµ = α
(
log(A+ 1)
)
e−α + 2α
(
log(A+ 2)
)
e−2α
+3α
(
log(A+ 3)
)
e−3α + α
∞∑
µ=4
µ
(
log(A+ µ)
)
e−αµ.
by applying Lemma 2.1-(ii), we get
α
∞∑
µ=4
µ
(
log(A+ µ)
)
e−αµ ≤ α
∫ ∞
3
x
(
log(A+ x)
)
e−αxdx
≤ 1
α2(A+ 3)
e−3α +
1
α
e−3α +
log(A+ 3)
α
e−3α + 3(logA+ 3)e−3α.
Whence,
∞∑
µ=0
αµ
(
log(A+ µ)
)
e−αµ ≤ α( log(A+ 1))e−α + 2α( log(A+ 2))e−2α
+
{
3α log(A+ 3) + 3 log(A+ 3) +
1
α
log(A+ 3) +
1
α
+
1
α2(A+ 3)
}
e−3α.

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Lemma 2.3. Under assumption (2.1) we have
∞∑
µs=0
log
(∑s
i=1 µi + h
)
pµss
≤ log ( s−1∑
i=1
µi + h
)
+
1
ps
(
1 +
1
log ps
)
log
( s−1∑
i=1
µi + h+ 1
)
+
1
(1 + (
∑s−1
i=1 µi + 2))(log ps)
2ps
.
In particular,
∞∑
µs=0
log
(∑s−1
i=1 µi + h
)
pµss
≤
(
1 +
1
ps
(
1 +
1
log ps
+
1
3(log ps)2
))
log
( s−1∑
i=1
µi + h+ 2
)
.
Proof. As
∞∑
µ=0
(
log(A+ µ)
)
e−αµ = logA+
(
log(A+ 1)
)
e−α +
∞∑
µ=2
(
log(A+ µ)
)
e−αµ
≤ logA+ ( log(A+ 1))e−α +
∫ ∞
1
(
log(A+ x)
)
e−αxdx
we deduce from Lemma 2.1-(iii),
(2.6)
∞∑
µ=0
(
log(A+ µ)
)
e−αµ ≤ logA+ e−α
(
log(A+ 1) +
log(A+ 1)
α
+
1
α2(A+ 1)
)
.
Consequently,
∞∑
µs=0
log
(∑s
i=1 µi + h
)
pµss
≤ log ( s−1∑
i=1
µi + h
)
+
1
ps
(
1 +
1
log ps
)
log
( s−1∑
i=1
µi + h+ 1
)
+
1
(1 + (
∑s−1
i=1 µi + 2))(log ps)
2ps
.
Finally,
∞∑
µs=0
log
(∑s−1
i=1 µi + h
)
pµss
≤
(
1 +
1
ps
(
1 +
1
log ps
)
+
1
3(log ps)2
)
log
( s−1∑
i=1
µi + h+ 2
)
.

Corollary 2.4. Assume that condition (2.1) is satisfied.
(i) If
∑r−1
i=1 µi ≥ 1, then
αr∑
µr=0
µr log pr
pµrr
log
( r−1∑
i=1
µi + µr
) ≤ log pr
pr
log
( r−1∑
i=1
µi + 1
)
+
2 log pr
p2r
log
( r−1∑
i=1
µi + 2
)
+
1
p3r
(
3 log pr + 3 +
1
log pr
)
log
( r−1∑
i=1
µi + 3
)
+
1
p3r log pr
(
1 +
1
(
∑r−1
i=1 µi + 3) log pr
)
.
Further,
αr∑
µr=0
µr log pr
pµrr
log
( r−1∑
i=1
µi + µr
) ≤ 5 log pr
pr
log
( r−1∑
i=1
µi + 3
)
.
(ii) If
∑r−1
i=1 µi = 0, then
αr∑
µr=0
µr log pr
pµrr
log
( r−1∑
i=1
µi + µr
) ≤ 18 log pr
pr
.
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Proof. (i) The first inequality follows from Lemma 2.2 with the choice α = log pr, A =∑r−1
i=1 µi, noting that by assumption (2.1), α > 1. As pr ≥ 3, it is also immediate that
αr∑
µr=0
µr log pr
pµrr
log
( r−1∑
i=1
µi + µr
)
≤
{
3
log pr
pr
+
log pr
9pr
(
3 +
3
log pr
+
1
(log pr)2
)}
log
( r−1∑
i=1
µi + 3
)
+
1
9pr log pr
(
1 +
1
4 log pr
)
≤ 5 log pr
pr
log
( r−1∑
i=1
µi + 3
)
.
(ii) If
∑r−1
i=1 µi = 0, the sums relatively to µi, 1 ≤ i ≤ r − 1, do not contribute. Further,
αr∑
µr=0
µr log pr
pµrr
log
( r−1∑
i=1
µi + µr
)
=
αr∑
µr=2
µr log pr
pµrr
logµr =
αr−1∑
µ=1
(µ+ 1) log pr
pµ+1r
log(µ+ 1)
≤ 1
pr
{ ∞∑
µ=1
µ log pr
pµr
log(µ+ 1) +
∞∑
µ=1
log pr
pµr
log(µ+ 1)
}
.
Lemma 2.2 applied with A = 1 and α = log pr provides the bound
∞∑
µ=1
µ log pr
pµr
log(µ+ 1) ≤ (log 2) log pr
pr
+
2(log 3) log pr
p2r
+
1
p3r
{
(6 log 2)(log pr)
+6 log 2 +
2 log 2
(log pr)
+
1
(log pr)
+
1
4(log pr)2
}
≤ 8
( log pr
pr
+
1
p3r
)
.
Next estimate (2.6) applied with A = 1 and α = log pr, further gives,
∞∑
µ=1
log pr
pµr
log(µ+ 1) ≤ 1
pr
(
log 2 +
log 2
log pr
+
1
2(log pr)2
)
≤ 2
pr
.
Whence,
∑αr
µr=0
µr log pr
pµrr
log
(∑r−1
i=1 µi + µr
) ≤ 18 log prpr . 
Remark 2.5. As log
(∑s
i=1 µi + h
) ≤ log (Ω(n) + 3), one can deduce from Corollary 2.4-(ii)
that
Φ2(r, n) ≤ 18 log pr
pr
log(Ω(n) + 3)
r∏
i=1
( 1
1− p−1i
)
.
So that by the observation made at the beginning of section 2,
Φ2(n) ≤ 18
(
log(Ω(n) + 3)
)( r∑
j=1
log pj
pj
) r∏
i=1
( 1
1− p−1i
)
.
By combining this with the bound for Φ1(n) established in Lemma 4.1, next using inequality
(1.9), gives
Ψ(n) ≤
( r∏
j=1
1
1− p−1j
){ r∑
i=1
(log pi)
(
log log pi
)
pi − 1 + 18
( r∑
i=1
log pi
pi
)
log(Ω(n) + 3))
}
,(2.7)
recalling that r = ω(n). Whence by invoking Proposition 4.3, noticing that ω(n) ≤ Ω(n) ≤
log2 n,
Ψ(n) ≤ eγ(1 + o(1))(log logn)2( log log log n+ 18w(n)).
The finer estimate of Ψ(n) will be derived from a more precise study of the coefficients of
Ψ(r, n). This is the object of the next sub-section.
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2.2. Estimates of Φ2(r, n). We define successively

µ = (µ1, . . . , µr), (µ1, . . . , µr) ∈
∏r
i=1
(
[0, αi] ∩ N
)
,
pµ(s) = p
−µ1
1 . . . p
−µs
s , 1 ≤ s ≤ r,
Πs =
∑α1
µ1=0
. . .
∑αs
µs=0
pµ(s) =
∏s
ℓ=1
( 1−p−αℓ−1
ℓ
1−ps−1
ℓ
)
.
(2.8)
Next,
Φs(h) =
α1∑
µ1=0
. . .
αs∑
µs=0
pµ(s) log
( s∑
i=1
µi + h
)
, 1 ≤ s ≤ r − 1.
We also set


c1 = 1, c2 =
2
pr
, c3 =
1
p2r
(
3 + 3log pr +
1
(log pr)2
)
,
c4 =
1
p3r log pr
(
1 + 13 log pr
)
c0 =
log pr
pr
, c =
∑3
i=1 ci,
bs =
1
ps
(
1 + 1log ps
)
, βs =
1
2ps(log ps)2
.
(2.9)
2.2.1. Recurrence inequality. We deduce from the first part of Lemma 2.3,
Φs(h) ≤ Φs−1(h) + 1
ps
(
1 +
1
log ps
)
Φs−1(h+ 1) +
1
2(log ps)2ps
Πs−1.
Whence with the previous notation,
Lemma 2.6. Under assumption (2.1), we have for s = 2, . . . , r − 1,
Φs(h) ≤ Φs−1(h) + bsΦs−1(h+ 1) + βsΠs−1.
The notation introduced also allows one to rewrite estimate (i) of Lemma 2.4 in a more
condensed form. Under assumption (2.1), if
∑r−1
i=1 µi ≥ 1, we also have
Φ2(r, n) ≤ c0
3∑
h=1
chΦr−1(h)
︸ ︷︷ ︸
(1)
+c4Πr−1.
By applying twice the recurrence inequality, we also obtain
Φ2(r, n) ≤ c0
3∑
h=1
ch
[
Φr−3(h)
︸ ︷︷ ︸
(1)
+c0
3∑
h=1
chbr−2Φr−3(h+ 1)
︸ ︷︷ ︸
(3)
+c0cbr−2Πr−3
+c0
3∑
h=1
chbr−1Φr−3(h+ 1)
︸ ︷︷ ︸
(2)
+c0
3∑
h=1
chbr−1br−2Φr−3(h+ 2)
︸ ︷︷ ︸
(4)
+c0cbr−1βr−2Πr−3
+c0cβr−1Πr−2 + c4Πr−1.
One easily verifies (see expressions underlined by (1)) that the coefficient of Φr−1(h) is the
same as the one of Φr−2(h) and Φr−3(h). So is also the case for Φr−2(h+ 1), see expressions
underlined by (2). New expressions underlined by (3), (4) and linked to Φr−3(h+1), Φr−3(h+2)
appear.
Each new coefficient is kept until the end of the iteration process generated by the recur-
rence inequality of Lemma 2.6.
We also verify, when applying this inequality, that we pass from a majoration expressed
by Φr−1(h), Πr−1, uniquely, to a majoration expressed by Φr−2 (in h or h + 1) and Πr−2,
Πr−1 uniquely.
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This rule is general, and one verifies that when iterating this recurrence relation, we obtain
at each step a bound depending on Φr−d and the products Πr−d,Πr−d+1, . . . , Πr−1 only.
Binary tree : The shift of length h or h + 1 generates a binary tree whose branches
are at each division (steps corresponding to the preceding iterations), either stationnary :
Φr−d(h) → Φr−d−1(h), or creating new coefficients : Φr−d(h) → Φr−d−1(h + 1). One can
represent this by the diagram below drawn from Lemma 2.6.
↓ shift +1, new coefficients ↓
Φs(h) ≤ Φs−1(h) + bsΦs−1(h+ 1) + βsΠs−1.
↑ stationarity ↑
Before continuing, we recall that by (2.6),
αs∑
µ=0
(
log(A+ µ)
)
e−αµ ≤ logA+ e−α
(
log(A+ 1) +
log(A+ 1)
α
+
1
α2(A+ 1)
)
.
Thus
Φ1(v) ≤
∞∑
µ1=0
pµ(1) log
( v∑
i=1
µi + 1
)
=
∞∑
µ1=0
log(v + µ)
pµ1
≤ log v + 1
p1
(
log(v + 1) +
log(v + 1)
log p1
+
1
v(log p1)2
)
(v ≥ 1).
Hence,
Φ1(h) ≤ C log h.
One easily verifies that the d-tuples formed with the bi have all Φr−x(h + d) as factor. The
terms having Φr−·(h+ ·) as factor are forming the sum
c0
r−1∑
d=1
( ∑
1≤i1<...<id<r
bi1 . . . bid
)
Φ1(h+ d),(2.10)
once the iteration process achieved, that is after having applied (r − 1) times the recurrence
inequality of Lemma 2.6.
This sums can thus be bounded from above by (recalling that h = 1, 2 or 3)
c0
r−1∑
d=1
(log d)
( ∑
1≤i1<...<id<r
bi1 . . . bid
)
.
But, for all positive integers a1, . . . , ar and 1 ≤ d ≤ r, we have,( r∑
i=1
ai
)d
≥ d!
∑
1≤i1<...<id≤r
ai1 . . . aid .
Thus
r−1∑
d=1
(log d)
( ∑
1≤i1<...<id<r
bi1 . . . bid
)
≤
r−1∑
d=1
(log d)
d!
( r∑
i=1
bi
)d
.
As moreover,
bi =
1
pi
(
1 +
1
log pi+1
) ≤ 1
p(i)
+
1
p(i) log p(i)
,
one has by means of (4.2),
r∑
i=1
bi ≤
r∑
i=1
( 1
i log i
+
1
i(log i)2
) ≤ log log r + C.
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Thus
r−1∑
d=1
(log d)
( ∑
1≤i1<...<id<r
bi1 . . . bid
)
≤ C
r−1∑
d=1
(log d)
d!
(log log r + C)d.
On the one hand,
∑
log d≤1+ε+log log log r
(log d)
d!
(log log r + C)d ≤ (1 + ε+ log log log r)∑
d>1
(log log r + C)d
d!
≤ C(1 + ε+ log log log r) log r.
On the other, utilizing the classical estimate d ! ≥ C√d dd e−d, one has∑
log d>1+ε+log log log r
(log d)
d!
(log log r)d ≤
∑
log d>1+ε+log log log r
(log d)√
d
e−d(log d−1−log log log r)
≤
∑
d>1
(log d)√
d
e−εd <∞.
One thus deduces, concerning the sum in (2.10) that,
(2.11) c0
r−1∑
d=1
( ∑
1≤i1<...<id<r
bi1 . . . bid
)
Φ1(h+ d) ≤ C log pr
pr
(
1 + log log log r
)
log r;
2.3. Coefficients related to Πs. By applying the recurrence inequality (Lemma 2.6), one
successively generates
c4Πr−1
c4Πr−1 + c0cβr−1Πr−2
c4Πr−1 + c0cβr−1Πr−2 + c0cβr−2
(
1 + br−1br−2
)
Πr−3
c4Πr−1 + c0cβr−1Πr−2 + c0cβr−2
(
1 + br−1br−2
)
Πr−3 + c0cβr−3
(
1 + br−2 + br−1 ++br−1br−2Πr−4.
Coefficients :
Πr−1 : c4 Πr−2 : c0cβr−1
Πr−3 : c0cβr−2(1 + br−1) Πr−4 : c0cβr−3(1 + br−2 + br−1 + br−1br−2).
It is easy to check that the coefficients Πr−x are exactly those of Φr−x+1(.) affected with the
factor c0cβr−x+1. The products form the sum
c0c
r−2∑
d=0
βr−d
(
1 +
∑
1≤i1<...<id<r
br−i1 . . . br−id
)
Πr−d−1.(2.12)
By (4.2), one has
βj =
1
2pj(log pj)2
≤ 1
2p(j)(log p(j))2
≤ 1
2j(log j)3
, si j ≥ 2,(2.13)
Moreover, (4.2) and (4.6) imply that
Πj =
j∏
ℓ=1
( 1
1− 1pℓ
)
≤
j∏
ℓ=1
( 1
1− 1p(ℓ)
)
≤
∏
p≤j(log j+log log j)
( 1
1− 1p
)
≤ C(log j) .
We now note that by definition of Πj , we also have
Πj ≤ max
ℓ≤5
∏
p≤p(ℓ)
1
1− 1p
= C0.
We deduce that
Πj ≤ C(log j), if j ≥ 2.(2.14)
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Consequently, (2.14) and (2.13) imply that
βj+1Πj ≤ C
j(log j)2
, if j ≥ 2.(2.15)
It is resulting from it that the sum in (2.12) can be bounded as follows:
c0c
r−2∑
d=0
βr−d
(
1 +
∑
1≤i1<...<id<r
br−i1 . . . br−id
)
Πr−d−1
≤ c0c
r−2∏
i=1
(
1 + br−i
) · r−2∑
d=0
βr−dΠr−d−1 = c0c
r−1∏
j=2
(
1 + bj
) · r−2∑
d=0
βr−dΠr−d−1
≤ c0cC
r−1∏
j=2
(
1 + bj
) · r−2∑
d=0
1
(r − d)( log(r − d))2
≤ c0cC
r−1∏
j=2
(
1 + bj
) · ∞∑
δ=2
1
δ(log δ)2
≤ c0cC
r−1∏
j=2
(
1 + bj
)
.(2.16)
We recall that ∑
p≤x
1
p
≤ log log x+ C.
See for instance [8], inequality (3.20). Thus,
r∏
i=1
(
1 + bi
) ≤ C log r.(2.17)
Now estimate (2.17) implies that
c0c
r−2∑
d=0
βr−d
(
1 +
∑
1≤i1<...<id<r
br−i1 . . . br−id
)
Πr−d−1 ≤ c0cC log r
≤ C log pr
pr
log r.(2.18)
We thus deduce from (2.11) and (2.11) that
Φ2(r, n) ≤ C log pr
pr
(
1 + log log log r
)
log r + C
log pr
pr
log r
≤ C log pr
pr
(log r)(log log log r) .(2.19)
As a result, by taking account of the observation made at the beginning of section 2, we
obtain
(2.20) Φ2(n) ≤ C (log log log r)(log r)
r∑
i=1
log pi
pi
= C (log log log r)(log r)w(n) .
By combining (2.20) with the upper estimate Φ1(n) established at Lemma 4.1 and using
inequality (1.9), we arrive to
(2.21) Ψ(n) ≤
( r∏
j=1
1
1− p−1j
) r∑
i=1
(log pi)
(
log log pi
)
pi − 1 + C (log log log r)(log r)w(n),
recalling that pj ≥ 3 by assumption (2.1).
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3. Proof of Theorem 1.1.
First we prove inequality (1.9). We recall the convention 0 log 0 = 0. Inequality (1.9) is an
immediate consequence of the following convexity lemma.
Lemma 3.1. For any integers µi ≥ 0, pj ≥ 2, we have
r∑
i=1
(
µi log pi
)
log
( r∑
i=1
µi log pi
)
≤
r∑
i=1
µi
(
log pi
)(
log log pi
)
+
r∑
i=1
µi
(
log pi
)
log
( r∑
i=1
µi
)
.
Proof. We may restrict to the case
∑r
i=1 µi ≥ 1, since otherwise the inequality is trivial. Let
M =
∑r
i=1 µi and write that
r∑
i=1
µi
(
log pi
)
log
( r∑
i=1
µi log pi
)
= M
{ r∑
i=1
µi
M
(
log pi
)
log
{ r∑
i=1
µi
M
log pi
}
+
r∑
i=1
µi
M
(
log pi
)
(logM)
}
.
By using convexity of ψ(x) = x log x on R+, we get
r∑
i=1
µi∑r
i=1 µi
(
log pi
)
log
{ r∑
i=1
µi∑r
i=1 µi
log pi
}
≤
r∑
i=1
µi∑r
i=1 µi
(
log pi
)(
log log pi
)
.
Thus
r∑
i=1
(
µi log pi
)
log
( r∑
i=1
µi log pi
)
≤
r∑
i=1
µi
(
log pi
)(
log log pi
)
+
r∑
i=1
µi
(
log pi
)
log
( r∑
i=1
µi
)
.

The odd case (i.e. condition (2.1) is satisfied) is obtained by combining (2.20) with Corol-
lary 4.2 and utilizing inequality (1.9). Since r ≤ logn, by taking account of estimate of w(n)
given in (1.10), we get
Ψ(n) ≤ eγ(1 + o(1))(log logn)2(log log logn) + C (log log log logn)(log logn)2
= eγ(1 + o(1))(log logn)2(log log logn).(3.1)
To pass from the odd case to the general case is not easy. This step will necessitate an
extra analysis of some other properties of Ψ(n).
We first exclude the trivial case when n is a pure power of 2, since Ψ(2k) ≤ C uniformly
over k, and C is a finite constant.
Now if 2 divides n, writing n = 2vm, 2 6 |m, we have
Ψ(n) =
∑
d|n
(log d)(log log d)
d
=
v∑
k=0
∑
δ|m
(log(2kδ))(log log(2kδ))
2kδ
..
As the function x 7→ (log x)(log log x)x decreases on [x0,∞) for some positive real x0, we can write
v∑
k=0
(log(2kδ))(log log(2kδ))
2kδ
≤
k0−1∑
k=0
(log(2kδ))(log log(2kδ))
2kδ
+
v∑
k=k0+1
(log(2kδ))(log log(2kδ))
2kδ
≤
k0−1∑
k=0
(log(2kδ))(log log(2kδ))
2kδ
+
∫ ∞
2k0δ
(log u)(log log u)
u2
du,
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where k0 is depending on x0 only. Moreover((log u)(log log u)
u
)′
≥ − (log u)(log log u)
u2
.
Thus
v∑
k=0
(log(2kδ))(log log(2kδ))
2kδ
≤
k0−1∑
k=0
(log(2kδ))(log log(2kδ))
2kδ
+
(log(2k0δ))(log log(2k0δ))
2k0δ
,
whence
Ψ(n) ≤
k0∑
k=0
∑
δ|m
(log(2kδ))(log log(2kδ))
2kδ
.(3.2)
Let m = pb11 . . . p
bµ
µ . We have by (2.21)
Ψ(m) ≤
( µ∏
j=1
1
1− p−1j
) µ∑
i=1
(log pi)
(
log log pi
)
pi − 1 + C (log log logµ)(log µ)w(m)
≤
( µ∏
j=2
1
1− p(j)−1
) µ∑
i=1
(log p(i))
(
log log p(i)
)
p(i)− 1 + C (log log logµ)(logµ)w(m)
=
1
2
( µ∏
j=1
1
1− p(j)−1
) µ∑
i=1
(log p(i))
(
log log p(i)
)
p(i)− 1 + C (log log logµ)(log µ)w(m)
≤ e
γ
2
(
logµ+O(1)) µ∑
i=1
(log p(i))
(
log log p(i)
)
p(i)− 1 + C (log log logµ)(logµ)w(m),
by using Mertens’ estimate (4.6) and since p(µ) ∼ µ logµ. Furthermore by using estimate
(4.5), and since 2µ ≤ m we get
Ψ(m) ≤ e
γ
2
(
logµ+O(1))(1 + ε)(log µ)(log logµ) + C (log log logµ)(logµ)w(m)
≤ e
γ
2
(
log
logm
log 2
+O(1))(1 + ε)(log logm
log 2
)(log log
logm
log 2
)
+C (log log log
logm
log 2
)(log
logm
log 2
)(1 + o(1)) log logm
≤ e
γ
2
(1 + 2ε)(log logm)2(log log logm),(3.3)
for m large.
Now let ψ(2km) =
∑
δ|m
(log(2kδ))(log log(2kδ))
δ , 1 ≤ k ≤ k0. If n is not a pure power of 2, then
its odd component m tends to infinity with n. Thus with (3.2),
Ψ(n)(
log logn)2(log log logn)
≤
k0∑
k=0
1
2k
∑
δ|m
(log(2kδ))(log log(2kδ))
δ
(log logm)2(log log logm)
.(3.4)
But
(log(2kδ))(log log(2kδ))
δ
=
(k(log 2))(log log(2kδ)) + (log δ)(log log(2kδ)
δ
≤ k0(log 2)
log
(
k0(log 2) + log δ
)
δ
+
(log δ)(log log(2k0δ)
δ
.(3.5)
Now we have the inequality: log log(a+ x) ≤ log(b logx) where b ≥ (a+ e) and a ≥ 1, which is
valid for x ≥ e. Thus
log
(
k0(log 2) + log δ
) ≤ log(k0 log 2 + e) + log log δ.(3.6)
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Consequently
k0∑
k=0
1
2k
∑
δ|m
k0(log 2)
log(k0(log 2)+log δ)
δ
(log logm)2(log log logm)
≤
k0∑
k=0
1
2k
∑
δ|m
k0(log 2)
log(k0 log 2+e)
δ
(log logm)2(log log logm)
+
k0∑
k=0
1
2k
∑
δ|m
k0(log 2)
log log δ
δ
(log logm)2(log log logm)
≤ 2k0(log 2)
(
log(k0 log 2 + e)
) σ−1(m)
(log logm)2(log log logm)
+
2k0(log 2)
(log logm)2(log log logm)
∑
δ|m
log log δ
δ
≤ C(k0)
{ 1
log logm(log log logm)
+
σ−1(m)
(log logm)(log log logm)
}
≤ C(k0)
log log logm
→ 0 as m tends to infinity.(3.7)
Further
k0∑
k=0
1
2k
∑
δ|m
(log δ)(log log(2k0δ)
δ
(log logm)2(log log logm)
≤
k0∑
k=0
1
2k
∑
δ|m
(log δ)(log(k0 log 2 + e) + log log δ)
δ(log logm)2(log log logm)
≤ log(k0 log 2 + e)
(log logm)2(log log logm)
k0∑
k=0
1
2k
∑
δ|m
(log δ)
δ
+2
Ψ(m)
(log logm)2(log log logm)
≤ 2 log(k0 log 2 + e)σ−1(m)
(log logm)(log log logm)
+2
Ψ(m)
(log logm)2(log log logm)
≤ C(k0)
log log logm
+ 2
eγ
2
(1 + 2ε)
(log logm)2(log log logm)
(log logm)2(log log logm)
≤ C(k0)
log log logm
+ eγ (1 + 2ε) ,(3.8)
for m large, where we used estimate (3.3).
Plugging estimates (3.7) and (3.8) into (3.4) finally leads, in view of (3.5), to
Ψ(n)
(log logn)2(log log logn)
≤ C
log log logm
+ eγ (1 + 2ε)(3.9)
for m large, where C depends on k0 only. As ε can be arbitrary small, we finally obtain
lim sup
n→∞
Ψ(n)
(log logn)2(log log logn)
≤ eγ .(3.10)
This establishes Theorem 1.1.
4. Complementary results.
In this section we prove complementary estimates Φ1, Φ2 and Ψ, notably estimates (1.6)
and (1.7)
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4.1. Upper estimates.
Lemma 4.1. We have the following estimate,
Φ1(n) ≤
( r∏
j=1
1
1− p−1j
) r∑
i=1
(log pi)
(
log log pi
)
pi − 1 .
Proof. We have
Φ1(n) ≤
( r∏
j=1
1
1− p−1j
) r∑
i=1
(log pi)
(
log log pi
)
pi − 1
=
r∑
i=1
α1∑
µ1=0
. . .
αr∑
µr=0︸ ︷︷ ︸
the sum relatively
to µi is excluded
1
pµ11 . . . p
µr
r︸ ︷︷ ︸
p
µi
i
is excluded
( αi∑
µi=0
µi
(
log pi
)(
log log pi
)
pµii
)
=
r∑
i=1
r∏
j=1
j 6=i
(1− p−αj−1j
1− p−1j
)[ αi∑
µi=0
µi
(
log pi
)(
log log pi
)
pµii
]
.(4.1)
Now as
αi∑
µ=0
µ
pµi
≤
∞∑
j=0
j
pji
=
1
(pi − 1)(1− p−1i )
,
we obtain
Φ1(n) ≤
r∑
i=1
r∏
j=1
j 6=i
(1− p−αj−1j
1− p−1j
)
.
(log pi)
(
log log pi
)
(pi − 1)(1− p−1i )
≤
( r∏
j=1
1
1− p−1j
) r∑
i=1
(log pi)
(
log log pi
)
pi − 1 .

Corollary 4.2. We have the following estimate,
lim sup
n→∞
Φ1(n)
(log logn)2(log log logn)
≤ eγ .
Proof. Let p(j) denote the j-th consecutive prime number, and recall that ([8, (3.12-13)],
p(i) ≥ max(i log i, 2), i ≥ 1,
p(i) ≤ i(log i+ log log i), i ≥ 6.(4.2)
Let ε > 0 and an integer r0 ≥ 4. If r ≤ r0, then
r∑
i=1
(log pi)
(
log log pi
)
pi − 1 ≤ δ r0, δ = supp≥3
(log p)
(
log log p
)
p− 1 <∞ .(4.3)
If r > r0, then
r∑
i=r0+1
(log pi)
(
log log pi
)
pi − 1 ≤
(
max
i>r0
p(i)
p(i)− 1
) r∑
i=r0+1
(log p(i))
(
log log p(i)
)
p(i)
≤
(
max
i>r0
p(i)
p(i)− 1
) r∑
i=r0+1
(log(i log i))
(
log log(i log i)
)
i log i
We choose r0 = r0(ε) so that log r0 ≥ 1/ε and the preceding expression is bounded from above
by
(1 + ε)
r∑
i=r0+1
log log i
i
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We thus have
r∑
i=r0+1
(log pi)
(
log log pi
)
pi − 1 ≤ (1 + ε)
∫ r
r0
log log t
t
dt
≤ (1 + ε)(log r)(log log r).(4.4)
Consequently, for some r(ε),
r∑
i=1
(log pi)
(
log log pi
)
pi − 1 ≤ (1 + ε)(log r)(log log r), r ≥ r(ε).(4.5)
By using Mertens’ estimate∏
p≤x
( 1
1− 1p
)
= eγ log x+O(1) x ≥ 2,(4.6)
we further have
(4.7)
r∏
ℓ=1
( 1
1− 1pℓ
)
≤
r∏
ℓ=1
( 1
1− 1p(ℓ)
)
≤
∏
p≤r(log r+log log r)
( 1
1− 1p
)
≤ eγ(log r) + C ,
if r ≥ 6, and so for any r ≥ 1, modifying C if necessary. As r = ω(n) and 2ω(n) ≤ n, we
consequently have,
Φ1(n) ≤ eγ(1 + Cε)2(log logn)2(log log logn),
si r > r0. If r ≤ r0, we have
Φ1(n) ≤ δeγ(1 + ε)
(
(log r0) + C
)
:= C(ε).
Whence,
Φ1(n) ≤ eγ(1 + ε)2(log logn)2(log log logn) + C(ε).
As ε can be arbitrary small, the result follows. 
The following lemma is nothing but the upper bound part of (1.1). We omit the proof.
Lemma 4.3. We have the following estimate,∑
d|n
log d
d
≤
∏
p|n
( 1
1− p−1
) ∑
p|n
log p
p− 1 .
Moreover,
lim sup
n→∞
1
(log logn)(logω(n))
∑
d|n
log d
d
≤ eγ .
4.2. Lower estimates. We recall that the smallest prime divisor of an integer n is noted by
P−(n).
Lemma 4.4. Let n = pα11 . . . p
αr
r , r ≥ 1, αi ≥ 1. Then,
Φ1(n) ≥
(
1− 1
P−(n)
) r∏
j=1
(
1 + p−1j
)[ r∑
i=1
(
log pi
)(
log log pi
)
pi
]
Proof. By (4.1),
Φ1(n) =
r∑
i=1
r∏
j=1
j 6=i
(1− p−αj−1j
1− p−1j
)[ αi∑
µi=0
µi
(
log pi
)(
log log pi
)
pµii
]
≥
r∑
i=1
r∏
j=1
j 6=i
(1− p−αj−1j
1− p−1j
)[( log pi)( log log pi)
pi
]
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≥
r∏
j=1
(
1 + p−1j
)[ r∑
i=1
(1− p−1i )
(
log pi
)(
log log pi
)
pi
]
.
Thus
Φ1(n) ≥
(
1− 1
P−(n)
) r∏
j=1
(
1 + p−1j
)[ r∑
i=1
(
log pi
)(
log log pi
)
pi
]
.

We easily deduce from Lemma 4.1 and Lemma 4.4 the following corollary.
Corollary 4.5. Let n = pα11 . . . p
αr
r , r ≥ 1, αi ≥ 1. Then,
(
1− 1
P−(n)
) r∏
j=1
(
1 + p−1j
) ≤ Φ1(n)∑r
i=1
(log pi)(log log pi)
pi
≤ 2
r∏
j=1
( 1
1− p−1j
)
.
Proposition 4.6. We have the following estimates
a) lim sup
n→∞
1
(log logn)
∑
d|n
(log d)
d
≥ eγ
b) lim sup
n→∞
Φ1(n)
(log logn)2(log log logn)
≥ eγ ,
c) lim sup
n→∞
Ψ(n)
(log logn)2(log log logn)
≥ eγ .
Proof. Case a) is Erdo˝s-Zaremba’s lower bound of function Φ(n). Since it is used in the proof
of b) and c), we provide a detailed proof for the sake of completion.
a) Let nj =
∏
p<ej p
j . Recall that p(i) ≥ max(i log i, 2) if i ≥ 1. Let r(j) be the integer
defined by the condition p(r(j)) < ej < p(r(j) + 1).
By using (1.2) and following Gronwall’s proof [6], we have,
∑
d|nj
log d
d
=
r(j)∑
i=1
r(j)∏
ℓ=1
ℓ 6=i
(1− p(ℓ)−j−1
1− p(ℓ)−1
)[ j∑
µ=0
µ log p(i)
p(i)µ
]
≥ 1
ζ(j + 1)
r(j)∏
ℓ=1
( 1
1− p(ℓ)−1
) r(j)∑
i=1
(1 − p(i)−1) log p(i)
p(i)
[
1 +
1
p(i)
+ . . .+
1
p(i)j−1
]
=
1
ζ(j + 1)
r(j)∏
ℓ=1
( 1
1− p(ℓ)−1
) r(j)∑
i=1
log p(i)
p(i)
(
1− p(i)−j).
Recall that ϑ(x) =
∑
p≤x log p is Chebycheff’s function and that ϑ(x) ≥ (1 − ε(x))x, x ≥ 2,
where ε(x) → 0 as x tends to infinity. Thus, lognj = jϑ(ej) = jej(1 + o(1)), and thus
log lognj = j(1 + o(1)).
On the one hand, by (4.6),
(4.8)
r(j)∏
ℓ=1
(
1− p(ℓ)−1) = ∏
p<ej
(
1− p−1) = e−γ
j
(
1 +O(1
j
)
)
.
And on the other, by Mertens’ estimate
(4.9)
∑
p<ej
log p
p
= j +O(1) ≥ (1 + o(1)) log lognj .
Thus ∑
d|nj
log d
d
≥ (1 + o(1))eγ(log lognj)2 j →∞(4.10)
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since ζ(j + 1)→ 1 as j →∞.
b) Let σ′1(n) =
∑
d|n , d≥3 1/d. Let also X be a discrete random variable equal to log d if d|n
and d ≥ 3, with probability 1/(dσ′−1(n)). By using convexity of the function x log x on [1,∞),
we get
EX logX =
∑
d|n
d≥3
(log d)(log log d)
dσ′1(n)
≥ (EX) log (EX)
=
(∑
d|n
d≥3
(log d)
dσ′−1(n)
)
log
(∑
d|n
d≥3
(log d)
dσ′1(n)
)
≥
(∑
d|n
d≥1
(log d)
dσ′−1(n)
− C
)(
log
(∑
d|n
d≥1
(log d)
d
− C
)
− log σ−1(n)
)
.
Whence ∑
d|n
d≥3
(log d)(log log d)
d
≥
(∑
d|n
d≥1
(log d)
d
− Cσ−1(n)
)(
log
(∑
d|n
d≥1
(log d)
d
− C
)
− log σ−1(n)
)
Letting n = nj , we deduce from (4.10) that
Ψ(n) ≥
∑
d|nj
d≥3
(log d)(log log d)
d
≥
(
(1 + o(1))eγ(log lognj)
2 − C log lognj
)
×
(
log
{
(1 + o(1))eγ(log lognj)
2 − C}− logC log lognj)
≥ (1 + o(1))eγ(log lognj)2 log log lognj .
Consequently,
lim sup
n→∞
Ψ(n)
(log logn)2 log log log n
≥ eγ .
c) We have
Φ1(nj) =
r(j)∑
i=1
r(j)∏
ℓ=1
ℓ 6=i
(1− p(ℓ)−j−1
1− p(ℓ)−1
)[ j∑
µ=0
µ(log p(i))(log log p(i))
p(i)µ
]
≥ 1
ζ(j + 1)
r(j)∏
ℓ=1
( 1
1− p(ℓ)−1
)
×
r(j)∑
i=1
(1− p(i)−1) (log p(i))(log log p(i))
p(i)
[
1 +
1
p(i)
+ . . .+
1
p(i)j−1
]
≥ 1
ζ(j + 1)
(eγj)
(
1 +O(1
j
)
) r(j)∑
i=1
(log p(i))(log log p(i))
p(i)
(
1− p(i)−j).
by (4.8). Let 0 < ε < 1. By using (4.9), we also have for all j large enough,
∑
p<ej
(log p)(log log p)
p
≥
∑
eεj≤p<ej
(log p)(log log p)
p
≥ (1 + o(1))( log(εj)) ∑
eεj≤p<ej
(log p)
p
≥ (1 + o(1))(1 − ε)j( log(εj))(1 +O(1/j))
≥ (1 + o(1))(1 − ε)(log log nj)
(
log(ε log lognj)
)
.
18 MICHEL J.G. WEBER
As log(ε log lognj) ∼ log log lognj , j →∞, we have
lim sup
j→∞
Φ1(nj)
(log lognj)2(log log lognj)
≥ eγ(1 − ε).
As ε can be arbitrarily small, this proves (c). 
Lemma 4.7. We have the following estimate
Φ2(n) ≥ (log 2)
( P−(n)
P−(n) + 1
)( r∏
i=1
(
1 +
1
pi
)) r∑
j=1
( log pj
pj
)
.
Proof. We observe from (2.3) that
Φ2(r, n) ≥
α1∑
µ1=0
. . .
αr−1∑
µr−1=0
1
pµ11 . . . p
µr−1
r−1
log pr
pr
log
[ r−1∑
i=1
µi + 1
]
.
It is clear that the above multiple sum can contribute (is not null) only if maxr−1i=1 µi ≥ 1, in which
case log [
∑r−1
i=1 µi + 1] ≥ log 2. We thus have
Φ2(r, n) ≥ (log 2)
( log pr
pr
) α1∑
µ1=0
. . .
αr−1∑
µr−1=0︸ ︷︷ ︸
maxr−1i=1 µi ≥ 1
1
pµ11 . . . p
µr−1
r−1
= (log 2)
( log pr
pr
) r−1∏
i=1
(
1 +
αi∑
µi=0
1
pµii
)
≥ (log 2)( log pr
pr
) r−1∏
i=1
(
1 +
1
pi
)
.(4.11)
Consequently,
Φ2(n) ≥ (log 2)
r∑
j=1
( log pj
pj
) r∏
i=1
i6=j
(
1 +
1
pi
)
≥ (log 2)
( P−(n)
P−(n) + 1
)( r∏
i=1
(
1 +
1
pi
)) r∑
j=1
( log pj
pj
)
.(4.12)

5. An application.
We deduce from of Theorem 1.1 the following result.
Theorem 5.1. Let η > 1. There exists a constant C(η) depending on η only, such that for any
finite set K of distinct integers, and any sequence of reals {ck, k ∈ K}, we have∑
k,ℓ∈K
ckcℓ
(k, ℓ)2
kℓ
≤ C(η)
∑
ν∈K
c2ν (log log logn)
η Ψ(ν).(5.1)
Further, ∑
k,ℓ∈K
ckcℓ
(k, ℓ)2
kℓ
≤ C(η)
∑
ν∈K
c2ν(log log ν)
2(log log log ν)1+η.(5.2)
This much improves Theorem 2.5 in [9] where a specific question related to Ga´l’s inequal-
ity was investigated, see [9] for details. The interest of inequality (5.1), is naturally that
the bound obtained tightly depends on the arithmetical structure of the support K of the
coefficient sequence, while being close to the optimal order of magnitude (log log ν)2.
Theorem 5.1 is obtained as a combination of Theorem 1.1 with a slightly more general
and sharper formulation of Theorem 2.5 in [9].
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Theorem 5.2. Let η > 1. Then, for any real s such that 0 < s ≤ 1, for any sequence of reals
{ck, k ∈ K}, we have∑
k,ℓ∈K
ckcℓ
(k, ℓ)2s
ksℓs
≤ C(η)
∑
ν∈K
c2ν(log log log ν)
η
∑
δ|ν
(log δ)(log log δ)
δ2s−1
.(5.3)
The constant C(η) depends on η only.
Remark 5.3. From Theorem 2.5-(i) in [9], follows that for every s > 1/2,
∑
k,ℓ∈K
ckcℓ
(k, ℓ)2s
ksℓs
≤ ζ(2s) inf
0<ε≤2s−1
1 + ε
ε
∑
ν∈K
c2ν σ1+ε−2s(ν),(5.4)
σu(ν) being the sum of u-th powers of divisors of ν, for any real u. As∑
δ|ν
(log δ)(log log δ)
δ2s−1
≪
∑
δ|ν
1
δ2s−1−ε
= σ1+ε−2s(k),
estimate (5.3) is much better than the one given (5.4).
Proof of Theorem 5.2. The proof is similar to that one of Theorem 2.5 in [9] and shorter.
Let ε > 0 and let Jε denote the generalized Euler function. We recall that
Jε(n) =
∑
d|n
dεµ(
n
d
).(5.5)
We extend the sequence {ck, k ∈ K} to all N by putting ck = 0 if k /∈ K. By Mo¨bius’
formula, we have nε =
∑
d|n Jε(d). By using Cauchy-Schwarz’s inequality, we successively
obtain
L :=
n∑
k,ℓ=1
ckcℓ
(k, ℓ)2s
ksℓs
=
∑
k,ℓ∈K
ckcℓ
ksℓs
{ ∑
d∈F (K)
J2s(d)1d|k1d|ℓ
}
(k = ud, ℓ = vd) ≤
∑
u,v∈F (K)
1
usvs
( ∑
d∈F (K)
J2s(d)
d2s
cudcvd
)
≤
∑
u,v∈F (K)
1
usvs
( ∑
d∈F (K)
J2s(d)
d2s
c2ud
)1/2( ∑
d∈F (K)
J2s(d)
d2s
c2vd
)1/2
=
[ ∑
u∈F (K)
1
us
( ∑
d∈F (K)
J2s(d)
d2s
c2ud
)1/2]2
≤
( ∑
u∈F (K)
1
usψ(u)
)(∑
ν∈K
c2ν
ν2s
∑
u∈F (K)
u|ν
J2s
(ν
u
)
usψ(u)
)
,(5.6)
where ψ(u) > 0 is a non-decreasing function on R+. We then choose
ψ(u) = u−sψ1(u)
∑
t|u
t(log t)(log log t), ψ1(u) = (log log log u)
η.
Hence,
L ≤
( ∑
u∈F (K)
1
ψ1(u)
∑
t|u t(log t)(log log t)
)(∑
ν∈K
c2ν
ν2s
∑
u∈F (K)
u|ν
J2s
(ν
u
)
ψ1(u)
∑
t|u
t(log t)(log log t)
)
≤
( ∑
u∈F (K)
1
ψ1(u)
∑
t|u t(log t)(log log t)
)(∑
ν∈K
c2νψ1(ν)
ν2s
∑
u∈F (K)
u|ν
J2s
(ν
u
)∑
t|u
t(log t)(log log t)
)
.
As ν ∈ K, we can write∑
u∈F (K)
u|ν
J2s
(ν
u
)∑
t|u
t(log t)(log log t) =
∑
u|ν
∑
d| ν
u
d2sµ
( ν
ud
)∑
t|u
t(log t)(log log t)
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=
∑
d|ν
d2s
∑
u| ν
d
µ
( ν
ud
)∑
t|u
t(log t)(log log t)
(writing u = tx) =
∑
d|ν
d2s
∑
t| ν
d
t(log t)(log log t)
∑
x| ν
dt
µ
( ν
dtx
)
(writing νdt = xθ) =
∑
d|ν
d2s
∑
t| ν
d
t(log t)(log log t)
∑
θ| ν
dt
µ(θ)
=
∑
d|ν
d2s(
ν
d
)(log(
ν
d
))(log log(
ν
d
)),(5.7)
where in the last inequality we used the fact that
∑
d|n µ(d) equals 1 or 0 according to n = 1
or n > 1.
Consequently,
L ≤
( ∑
u∈F (K)
1
ψ1(u)
∑
t|u t(log t)(log log t)
)( ∑
ν∈K
c2νψ1(ν)
ν2s
∑
d|ν
d2s(
ν
d
)(log(
ν
d
))(log log(
ν
d
))
)
=
( ∑
u∈F (K)
1
ψ1(u)
∑
t|u t(log t)(log log t)
)( ∑
ν∈K
c2νψ1(ν)
∑
δ|ν
1
δ2s
δ(log δ)(log log δ)
)
.
From the trivial estimate
∑
t|u t(log t)(log log t) ≥ u(log u)(log log u), it is resulting that
n∑
k,ℓ=1
ckcℓ
(k, ℓ)2s
ksℓs
≤
(∑
u≥1
1
u(log u)(log log u)(log log log u)η
)
×
(∑
ν∈K
c2ν(log log log ν)
η
∑
δ|ν
(log δ)(log log δ)
δ2s−1
)
= C(η)
∑
ν∈K
c2ν(log log log ν)
η
∑
δ|ν
(log δ)(log log δ)
δ2s−1
.(5.8)

Proof of Theorem 5.1. Letting s = 1 in Theorem 5.2 and using Theorem 1.1, we obtain
n∑
k,ℓ=1
ckcℓ
(k, ℓ)2
kℓ
≤ C(η)
∑
ν∈K
c2ν(log log log δ)
ηΦ(ν),(5.9)
which proves Theorem 5.1. 
6. Concluding Remarks.
The proof of Theorem 1.2 can be adapted with no difficulty to similar arithmetical func-
tions. However, a possible extension of Erdo˝s-Zaremba’s result to the function
Φη(n) =
∑
d|n
(log d)η
d
, η > 1,
is a more delicate task. In particular, the application of the chaining argument used in
the proof of Theorem 1.2 to Φη(n), raises serious technical complications. We only indicate
partial estimates. By using a convexity argument one shows that
lim sup
n→∞
Φη(n)
(log logn)1+η
≥ eγ .(6.1)
For integers n with distant prime divisors, this lower bound is optimal. More precisely,
there exists a constant C(η) depending on η only, such that for any integer n =
∏r
i=1 p
αi
i
satisfying the condition
∑r
i=1
1
pi−1
< 21−η, one has
Φη(n) ≤ C(η)(log log n)ησ−1(n).(6.2)
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As σ−1(n) ≤ C log logn, it follows that Φη(n) ≤ C(η)(log logn)1+η.
We conclude with some remarks concerning Davenport’s function w(n). At first, if p1, . . . , pr
are the r first consecutive prime numbers and n = p1 . . . pr, then w(n) ∼ log ω(n). Next, the
obvious bound w(n) ≪ log log logn holds true when the prime divisors of n are large, for
instance when these ones, write them p1, . . . , pr, verify for some given positive number B,
that
r∑
j=1
log pj
pj
≤ B and p1 . . . pr ≫ ee
B
.(6.3)
More generally, one can establish the following result. Let {pi, i ≥ 1} be an increasing
sequence of prime numbers enjoying the following property
p1 . . . ps ≤ ps+1 s = 1, 2, . . . .(6.4)
Numbers of the form n = p1 . . . pν with p1 . . . pi−1 ≤ pi, 2 ≤ i ≤ ν, ν = 1, 2, . . . appear as
extremal numbers in some divisors questions, see Erdo˝s and Hall [3].
Lemma 6.1. Let {pi, i ≥ 1} be an increasing sequence of prime numbers satisfying condition
(6.4). There exists a constant C, such that if p1 ≥ C, then for any integer n = pα11 . . . pαrr such
that αi ≥ 1 for each i, we have w(n) ≤ log log logn.
Proof. We use the following inequality. Let 0 < θ < 1. There exists a number hθ such that
for any h ≥ hθ and any H such that e
θ
(1−θ) log 2 ≤ H ≤ h, we have
h ≤ eh log log(H + h)
logH
.(6.5)
Indeed, note that log(1 + x) ≥ θx if 0 ≤ x ≤ (1 − θ)/θ. Let hθ be such that if h ≥ hθ, then
h log h ≤ θ(log 2)eh. Thus
h ≤ eh θ log 2
log h
≤ eh θ log 2
logH
≤ eh log
(
1 +
log 2
logH
)
= eh log
( log 2H
logH
)
≤ eh log
( logH + h
logH
)
.
We shall show by a recurrence on r that
r∑
i=1
log pi
pi
≤ log log log(p1 . . . pr) .(6.6)
This is trivially true if r = 1 by the notation made in the Introduction, and since p ≥ 2.
Assume that (6.6) is fulfilled for s = 1, . . . , r − 1. Then, by the recurrence assumption,
r∑
i=1
log pi
pi
≤ log log log(p1 . . . pr−1) + log pr
pr
.
Put H =
∑r−1
i=1 log pi, h = log pr. It suffices to show that
log pr
pr
=
h
eh
≤ log log
∑r
i=1 log pi
log
∑r−1
i=1 log pi
= log
logH + h
logH
,
But H ≤ h, by assumption (6.4). Choose C = e θ(1−θ) log 2 . Then H ≥ log p1 ≥ e
θ
(1−θ) log 2 . The
searched inequality thus follows from (6.5).
Let n = pα11 . . . p
αr
r , where αi ≥ 1 for each i. We have w(n) ≤ log log log(p1 . . . pr) ≤
log log logn.

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