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We describe families of matrix valued polynomials satisfying simultaneously a first order
differential equation and a three term recurrence relation. Our goal is to address the
classification of the matrix valued polynomials satisfying first order differential equations
through the solutions of the so-called bispectral problem. At the heart of this lies the need to
solve some complicated nonlinear equations with matrix coefficients called ad-conditions.
The solutions of these equations are studied under a variety of sufficient conditions on its
coefficients.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The problem that we consider in this paper can be traced back to the study of matrix valued orthogonal polynomials,
a subject introduced in [1,2]. Given a self-adjoint positive definite matrix valued weight functionW (t) consider the skew
symmetric bilinear form defined for any pair of matrix valued functions P(t) and Q (t) by the numerical matrix
〈P,Q 〉 = 〈P,Q 〉W =
∫
R
P(t)W (t)Q ∗(t)dt,
where Q ∗(t) denotes the conjugate transpose of Q (t). As in the case of a scalar valued inner product there exists a sequence
(Pn)n of matrix polynomials, orthogonal with respect toW , with Pn of degree n and monic.
Any sequence of monic orthogonal matrix valued polynomials (Pn)n satisfies a three term recurrence relation
AnPn−1(t)+ BnPn(t)+ Pn+1(t) = tPn(t), n ≥ 0, (1)
where P−1 is the zero matrix and P0 is the identity matrix. These coefficient matrices enjoy certain properties: in particular
the An are nonsingular. Conversely, for a monic sequence given by (1), the existence of an associate positive definite weight
matrix is equivalent to the existence of a sequence (Dn)n≥0 of nonsingular matrices, such that for Sn = DnD∗n the following
conditions are fulfilled, see [3, Section 1],
An = SnS−1n−1, BnSn is Hermitian. (2)
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Eq. (1) above can be rewritten asL Pn(t) = tPn(t), whereL is the block tridiagonal semi-infinite matrix
L =

B0 I 0 . . .
A1 B1 I
0 A2 B2 I
...
. . .
. . .
. . .
 , (3)
goingwith the three term recurrence relation (1) satisfied by thematrix valued orthogonal polynomials (Pn)n. Here I denotes
the identity matrix.
To place ourselves in the context of the bispectral problem, first considered in [4,5] and then taken up in the
noncommutative case in [6–8], we consider matrix valued polynomials (Pn)n satisfying not only the equation above but
also the right-hand side first order differential equations of the form:
P ′n(t )˜A1(t)+ Pn(t )˜A0(t) = ΛnPn(t), n ≥ 0, (4)
where A˜1 and A˜0 are matrix valued coefficients (independent of n) andΛn (independent of t) are appropriate matrices. Thus
each matrix polynomial Pn is an eigenvector of the right-hand side first order differential operator
`1,R = D1˜A1(t)+ D0˜A0(t), (5)
and the matricesΛn are the corresponding eigenvalues.
All matrices have a common sizeN×N andD stands for the usual differentiation operator,D ≡ d/dt . In what follows, we
will denote byMN(R) the square matrices of size N with entries in the field of real numbers. We note here that the symbol
0 will be used to denote either the scalar zero or a zero matrix which dimension is determined from the context.
Given arbitrary An and Bn as in (1) in general there will be no differential equation satisfied by the polynomials Pn(t) in
(4). However, if this is the case it is easy to see that one needs to haveΛn = nP + Q and that the differential equation is
P ′n(t)(tP + B0Q − (P + Q )B0)+ Pn(t)Q = (nP + Q )Pn(t), n ≥ 0. (6)
Notice that the differential operator is completely determined by P , Q and B0.
In [9] it was raised the problem of classifying matrix valued orthogonal polynomials that satisfy second order differential
equations (see [10] for a more up-to-date view on this issue). This can be considered as a noncommutative version of the
Bochner problem solved in [11]. From the point of view of the bispectral problem the situation was considered in [9] when
both operators, the difference and the differential one, are of order two.
In [3] we studied examples when the differential operator has order one, and the difference operator has order two.
We did not obtain a complete classification of all possible examples. In [6] we analyzed the bispectral situation when both
operators, the difference and the differential one, have order one by imposing the condition An = 0, n ∈ N, in the recurrence
relation (1).
The purpose of this paper is to address this classification problem continuing the work started in [3,6]. We take (1) as our
starting point: wewill consider families of monic polynomials defined by (1) that also satisfy (4). Issues such as the existence
or not of a positive orthogonalitymatrix valuedweight function goingwith these polynomialswill be secondary. Ourmethod
is based on solving a set of nonlinear equations called ad-conditionswhich appear to be the compatibility conditions between
Eqs. (1) and (4), see Section 2. The solutions to our problem will be completely determined by the coefficients (An)n, (Bn)n,
n ≥ 0, of the recurrence (1) and by the sequence of eigenvalues (Λn)n≥0 in (4).
It is worth to point out that in the scalar situation the solutions of the ad-conditions are rational functions of the index n
(see [4,5], where the Korteweg–de Vries and the Toda flow respectively play an important role in the description of these
solutions). In [6] it was shown that under some generically valid assumptions the sequence (Bn)n appearing in (1) depends
rationally on the index n. Here we describe situations where the sequence (An)n depends rationally on n, however, it is still
an open problem to determine whether this is always true for the special case N = 2 under a set of sufficient conditions
given below in Section 4. For matrices of size N > 2 these conditions do not guarantee any more the rational dependence
of (An)n in terms of n.
As in [3,6]we are notmaking any symmetry assumption on thedifferential operator `1,R. Recall that a differential operator
`k, of any order k, is symmetricwith respect to the orthogonalityweightmatrixW going alongwith the family of polynomials
(Pn)n if 〈`kP,Q 〉W = 〈P, `kQ 〉W for all matrix valued polynomial functions P and Q .
One different method to search for examples ofmatrix valued orthogonal polynomials associated to symmetric first order
differential operators is solving the following set of differential equations, see [4] and [12, Section 3],
(˜A1W )′ = A˜0W −WA˜∗0 (7)
A˜1W = −WA˜∗1, (8)
with the boundary condition that A˜1W should vanish at the endpoints of the support ofW .
Having the recurrence coefficients in (1), to find the associated orthogonalitymatrix ofmeasures,when it exists, is inmost
cases a difficult problem. When the corresponding first order differential operator happens to be symmetric with respect
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to some positive definite weight matrixW (t) the previous equations, involving the coefficients of the differential operator
(5), give a method to find the weight matrixW (t). In the case of our Examples 15–17 in Section 5, they do not satisfy the
Favard type conditions (2), hence the solution of Eqs. (7) and (8) fails to be positive definite, although it is hermitic.
We point out that in general, when the sequence An in (1) is nonsingular, this provides a sequence of matrix orthogonal
polynomials being orthogonal with respect to a matrix measure, which as in the case of our examples, does not have to be
necessarily a positive definite matrix weight.
In Section 2 we present the set of nonlinear equations that needs to be solved as part of our method to search for families
of matrix polynomials satisfying first order differential equations. It is important to stress that the problem considered here
can be understood as a first step if one aims to solve the Bochner problem posed in [9] using the ad-conditionsmethod.
2. The ad-conditions
The method, discussed before in [6,4,5,7,8,13], shows that our problem is equivalent to that of finding the solutions of
the equation
ad2(L )(Λ) = 0 (9)
where ad(X)(Y ) = [X, Y ] = XY − YX is the usual commutator of the operators X and Y . Thus ad2(L )(Λ) = [L , [L ,Λ]].
HereΛ = diag{Λ0,Λ1,Λ2 . . .} stands for the block diagonalmatrix of eigenvaluesΛn associated to the differential operator
in (4). The matrixL was introduced in (3).
This leads to a set of five (families of) noncommutative difference equations, one for each diagonal of the matrix
ad2(L )(Λ). In [8, Section 3] one finds a proof of the equivalence between the bispectral problem and the ad-conditions
(9) in the matrix case.
The first of the five equations alluded to above is very simple,
Λn+1 − 2Λn +Λn−1 = 0, (10)
with solutionΛn = nP + Q , where P and Q are arbitrary matrices. Using this, the second one can be rewritten as
Λn+1Bn − BnΛn = Λn−1Bn−1 − Bn−1Λn−2. (11)
The third equation, coming from the main diagonal in (9) can be rewritten as
[Bn−1, [Bn−1,Λn−1]] = (Λn+1An − AnΛn−1)− (Λn−1An−1 − An−1Λn−3), A0 = 0. (12)
The fourth one is
ΛnBnAn +ΛnAnBn−1 − 2BnΛnAn + BnAnΛn−1 − 2AnΛn−1Bn−1 + AnBn−1Λn−1 = 0. (13)
Finally the fifth equation is
Λn+1An+1An − 2An+1ΛnAn + An+1AnΛn−1 = 0. (14)
Eqs. (10)–(14) stand for n ≥ 1. The problem is solving these equations explicitly.
Note that if all the matrices involved here commute with each other then the last two equations are consequences of the
previous ones. We are not making this commutativity assumption.
If in particular, all matrices in the sequence (An)n are nonsingular, consider the sequence (Sn)n≥0 defined by Sn =
AnAn−1 · · · A1. Recall that this is the case when a given solution can be associated to a positive definite weight matrix. For
an arbitrary sequence of matrices (Xn)n ∈ MN(R) write X̂n = S−1n XnSn. Then a set of solutions {(An)n, (Bn)n, (Λn)n} of Eqs.
(10)–(12) satisfies Eqs. (13) and (14) if and only if the set {(̂An)n, (̂Bn)n, (Λ̂n)n} is a solution of Eqs. (10)–(12). This property
was exploited in [7].
In what follows we will focus in the first three equations of the ad-conditions, which according to the previous
observations happen to play a main role in many different situations. As it was shown in [6], these equations guarantee
the rational dependence of the coefficients (Bn)n ∈ MN(R) on the index n. As we will see below, for the sequence (An)n,
Eqs. (10)–(12) guarantee this rational dependence only for the case N = 2. This fact would allow one to establish for 2× 2
matrices an equivalence between an infinite set of conditions given by (13) and (14) and a finite set of conditions in the style
of [6, Section 5].
3. Determining Bn in terms of P and Q
In [6, Section 4] we described the explicit solution for the first nontrivial equation that appears above. For the sake of
completeness we include here some details, adding a few properties which can be useful in solving the noncommutative
difference equations presented above.
Assume that P and Q are given arbitrarily as the result of solving Eq. (10). For fixed P,Q consider the equation for Bn
given above by (11).
We introduce some standard notation, see [14, Chapter 4], that allows one to write the classical Sylvester equation
AX − XB = C for square matrices A, B, C , X of a common size N , in the form (I ⊗ A − B∗ ⊗ I)Vec(X) = Vec(C), where
for a given X = (xij)i,j=1...N
Vec(X) = (x11, . . . , xn1, x12, . . . , xn2, . . . , x1n, . . . , xnn)T
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and for two given matrices A = (aij)i,j, B = (bij)i,j inMN(R)
A⊗ B :=
a11B . . . a1NB... . . . ...
aN1B . . . aNNB
 ∈ MN2(R).
By using the notation Rn = I ⊗Λn −Λ∗n−1 ⊗ I the equation for Bn (11) can be written in the form
Rn+1Vec(Bn) = Rn−1Vec(Bn−1). (15)
Denote by dR(n) the determinant of the linear map Rn built above out of P and Q . We have the following definition.
Definition 1. A pair of matrices {P,Q } is called generic for Bn if dR(n) = det Rn 6= 0 for all n ≥ 2.
The invertibility of Rn is equivalent to the fact that the matrices Λn and Λn−1 do not have any common eigenvalues (see
for instance [14, theorem 4.4.6]). In the generic case for Bn according to the previous definition, one obtains from (15) that
Vec(Bn) = R−1n+1Rn−1R−1n · · · R−12 R0Vec(B0), showing that we have N2 degrees of freedom choosing B0. One also has the
identity (see [6, Section 4])
Vec(Bn) = ((n+ 1)R−1n+1 − nR−1n )R1Vec(B0), n ≥ 2, (16)
which shows that Bn depends rationally on the index n as the following theorem, proved in [6, Section 4], states.
Theorem 2. Let be given a pair {P,Q } generic for Bn according to Definition 1 and a sequence of matrices (Bn)n≥0 such that
Eq. (11) is satisfied. Then the matrices Bn, n ≥ 1, are rational functions of the index n. That is to say,
Bn =
2N(N−1)∑
j=0
Ψjnj
dR(n)dR(n+ 1)
for certain matrix coefficients Ψj ∈ MN(R), j = 0, 1, . . . 2N(N − 1).
In particular, from (16) one immediately obtains the equality
n∑
j=1
Vec(Bj) = ((n+ 1)R−1n+1R1 − I)Vec(B0), n ≥ 1,
which leads to the following consequence of Theorem 2.
Corollary 3. Let be given a pair {P,Q } generic for Bn and a sequence of matrices (Bn)n≥0 such that Eq. (11) is satisfied. Then the
matrices
∑n
j=1 Bj, n ≥ 1, are rational functions of the index n. That is,
n∑
j=1
Bj =
N(N−1)+1∑
j=0
Υjnj
dR(n+ 1)
for certain matrix coefficients Υj ∈ MN(R), j = 0, 1, . . .N(N − 1)+ 1.
Remark 4. For the particular case of 2 × 2 matrices it holds that det P is a factor in all the coefficients of the polynomial
dR(n) except the independent term, that is, if P is singular then det dR(n) is constant. This property does not hold true any
more for N > 2 where det P appears to be a factor just in the two coefficients of higher order of dR(n).
Taking into account the previous remark we also have the following corollary
Corollary 5. Consider N = 2. Let be given a pair {P,Q } generic for Bn and a sequence of matrices (Bn)n≥0 such that Eq. (11) is
satisfied. If P is a singular matrix then the sequence (Bn)n≥1 depends polynomially on the index n.
Finally, the following property remarked before in [6, Section 4], has proved to be useful when one is searching for
concrete solutions of the ad-conditions as in Section 5 below.
Proposition 6. If [B0, P] = 0 then Bn ≡ B0, n ≥ 0, is a solution of Eq. (11). If the pair {P,Q } is generic for Bn then this solution
is unique. Conversely if for some n expression (11) holds true when Bn = Bn−1 then it follows that [Bn, P] = [Bn−1, P] = 0.
4. Determining An in terms of n
Nowwe take a closer look to the third equation (12).We recall thatwe start by fixing a pair {P,Q } generic for Bn according
toDefinition 1 and an arbitrarymatrix B0. In this case Eq. (11) defines a unique solution (Bn)n≥1. Herewewill see underwhich
assumptions the previous equation determines a unique solution (An)n andwhen one guarantees that this solution depends
rationally on n.
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Analogously, using the Kronecker product notation we define the operator Mn := I ⊗ Λn − Λ∗n−2 ⊗ I . Notice that the
matricesMn and the matrices Rn defined in the previous section satisfy the relationMn − Rn = P∗ ⊗ I . Denoting
Fn = [Bn−1, [Bn−1,Λn−1]] (17)
Eq. (12) can be rewritten as
Vec(Fn) = Mn+1Vec(An)−Mn−1Vec(An−1), n ≥ 1,Vec(A0) = 0. (18)
As before, denote by dM(n) the determinant of the linear map Mn built above out of P and Q . The determinants dR(n) and
dM(n) enjoy very similar properties. Consider the following proposition.
Proposition 7. The degree of the polynomials dR(n) and dM(n) is at most N(N − 1) and their leading coefficients do not depend
on the entries of Q .
Observe that this degree is much smaller than what one might expect: the matrices Rn and Mn have size N2 × N2. We use
this opportunity to correct a typo in [6, Section 4]. The expression N! for the degree of dR(n) should read N(N − 1).
Proof of Proposition 7. We only write the proof for dR(n) since for dM(n) is analogous. Indeed, Rn = n(I ⊗ P − P∗ ⊗ I) +
P∗ ⊗ I + I ⊗ Q − Q ⊗ I , hence the leading coefficient of det dR(n)will only depend on the entries of P . Since the equation
(I ⊗ P − P∗ ⊗ I)Vec(X) = 0
has at least N independent solutions (see for instance [14, Cor. 4.4.15]) we have that the rank of I ⊗ P − P∗ ⊗ I is at most
N2 − N , which implies that deg dR(n) ≤ N2 − N . 
As in Remark 4 above one can point out the following analogous facts.
Remark 8. For the particular case of 2×2matrices it also holds that if P is singular then det dM(n) is constant. This property
does not hold true any more for N > 2 where det P appears to be a factor just in the coefficient of higher order of dM(n).
Clearly the solution of Eq. (12) will be uniquely determinedwhen the sequence ofmatrices (Mn)n are invertible for n ≥ 2.
Consider the following definition analogous to Definition 1.
Definition 9. A pair of matrices {P,Q } is called generic for An if dM(n) = detMn 6= 0 for all n ≥ 2.
For simplicity in what follows we will adopt the following definition.
Definition 10. A pair of matrices {P,Q } is called generic if it is simultaneously generic for Bn according to Definition 1 and
generic for An according to Definition 9. A set of solutions {(An)n, (Bn)n} of Eqs. (11)–(14) of the ad-conditions, uniquely
determined by the value of B0 and Eqs. (11) and (12), will be called a generic solution.
Remark 11. A pair {P,Q } is generic if for all n ≥ 2 the matrixΛn = nP+Q does not have common eigenvalues with either
Λn−1 orΛn−2.
Observe that if we consider the homogeneous version of the previous equation
Mn+1Vec(An) = Mn−1Vec(An−1)
taking into account that Vec(A0) = 0 the unique solution is Vec(An) ≡ 0.
We introduce a sequence A˜n defined by An = A˜n − A˜n−1 with A˜0 = A˜−1 = 0. We can recover A˜n as A˜n =∑nj=1 Aj. Eq. (18)
becomes in terms of the new sequence A˜n
Mn+1Vec(A˜n)−Mn+1Vec(A˜n−1)−Mn−1Vec(A˜n−1)+Mn−1Vec(A˜n−2) = Vec(Fn).
Writing Vec(Qn) = MnVec(A˜n−1) and considering that the sequence (Mn)n satisfies a difference equation like (10) one has
Qn+1 − 2Qn + Qn−1 = Vec(Fn). It can be checked directly that the solution of the previous equation is Qn =∑ni=1(n− i)Fi,
n ≥ 2.
If {P,Q } is generic for (An)n the previous calculations lead us to the following explicit expression for the sequence (An)n
Vec(An) = M−1n+1
n∑
j=1
(n+ 1− j)Vec(Fj)−M−1n
n−1∑
j=1
(n− j)Vec(Fj), (19)
n ≥ 2, Vec(A1) = M−12 Vec(F1).
For N = 2 it is an open problem to prove that if a pair {P,Q } is generic according to Definition 10 then the sequence An given
by the equality (12) depends rationally on the index n. We surmise that in this case one has
An :=
n
(
11∑
j=0
Γjnj
)
d2R(n)d
2
R(n+ 1)dM(n)dM(n+ 1)
, n ≥ 2,
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for certain matrix coefficients Γ0,Γ1 . . .Γ11. Of course the previous rational fraction is not irreducible (see Examples 15 and
16 in the next section).
Assuming that {P,Q } is generic according to Definition 10, numerical calculations show that for N > 2 one does not
have any more this rational dependence on the index n. However, we have the following partial result valid for matrices of
general size N .
Proposition 12. Let be given a pair {P,Q } generic according to Definition 10. If the sequence (Bn)n≥0 defined uniquely by Eq.
(11) for any fixed value of the matrix B0 depends polynomially on the index n, then the sequence (An)n uniquely determined by
(Bn)n≥0 after Eq. (12) depends polynomially on n.
The proof of the previous result is immediate taking into account that
∑n
i=1 ik gives a polynomial on n of degree k+ 1.
Considering Remark 8 we have the following consequence of Proposition 12.
Corollary 13. Consider N = 2. Let be given a pair {P,Q } generic according to Definition 10. Consider the solutions (Bn)n≥0 and
(An)n≥0 of Eqs. (11) and (12) respectively, uniquely determined by the value of B0. If P is a singular matrix then the sequence of
matrices (An)n and (Bn)n depend polynomially on the index n.
Using Proposition 6 we also have:
Corollary 14. Let be given a pair {P,Q } of matrices of size N generic according to Definition 10. Choose a matrix B0 such that
[B0, P] = 0, so that the unique solution of Eq. (11) is Bn ≡ B0, n ≥ 1. Consider the solution (An)n≥0 of Eq. (12) uniquely determined
by the value of B0. Then the sequence of matrices (An)n depends polynomially on the index n.
It is worth to point out that a necessary condition for (19) to define a sequence (An)n being a rational function of the
index n is that the sequence (Bn)n appearing in the expression of Fn in (17) must satisfy that
∑n
j=1 Bj is a rational function
of n; that is to say, the property of the solutions of Eq. (11) given by Corollary 3. Indeed, consider Example 17 in the
next section. If, for instance, we substitute the value of Bn given there by Bn = 1n(n+1)B0 then equality (19) would give
An = −q21(1+∑ni=2 1i2(i−1)2 )which is not a rational function of n for q21 6= 0.
5. Some explicit solutions
We finish this paper by presenting some concrete solutions of the ad-conditions (10)–(14). We take the attitude that P
and Q are fixed, subject to the condition that the pair {P,Q } is generic according to Definition 10. We set out to determine
an appropriate choice of B0 such that the resulting solutions of the first two nontrivial equations of the ad-conditions (11)
and (12) (Bn)n and (An)n respectively, should be also a solution of the last two Eqs. (13) and (14).
To make this more explicit we show the details in the case of matrices of size 2 × 2. We will take P in Jordan form. This
fixes a basis inwhich all othermatriceswill bewritten. Notice that the solutions of our problem (9) are not changed if we add
to Q a scalar multiple of the identity or if we multiply both P and Q by a common nonzero scalar. This allows us to restrict
our attention without loss of generality to a few canonical cases described in [6, Section 5]. We can simplify the expression
of the matrix B0 taking into account that if the set {(An)n, (Bn)n, (Λn)n} is one particular solution of the ad-conditions then
{a2(An)n, (aBn+ bI)n, (Λn)n}, n ≥ 0, is also a solution for arbitrary scalars a and b. It is clear that, no matter what the values
of the initial data P and Q are, we always have the trivial solution Bn ≡ 0, n ≥ 0, An ≡ 0. So, in what follows we will assume
that B0 is not identically zero.
Now we present three different generic examples which are meant to illustrate a variety of behaviors of the solutions of
the ad-equations.
Example 15.
P =
(
1 0
0 −1
)
, Q =
(
0 0
1 0
)
, B0 =
(
0 1
0 0
)
,
Bn = − 1
(2n− 1)(2n+ 1)
(
4n2 1
0 4n2
)
, An = an
(
1 2
0 1
)
,
where an = − 14(2n−1)2 , n ≥ 2, a0 = 0 and a1 = −1/2. Here dR(n) = (2n− 1)2 and dM(n) = 16(n− 1)2.
The sequences (An)n and (Bn)n above do not satisfy the Favard type conditions (2) hence the associated polynomials
(Pn(t))n defined by the three term recurrence relation (1) do not correspond to a positive definite weightmatrix ofmeasures
in the real line. In this case the corresponding first order differential equation (4) satisfied by the polynomials (Pn(t))n is
P ′n(t)
(
1+ t −1
0 −1− t
)
+ Pn(t)
(
0 0
1 0
)
=
(
n 0
1 −n
)
Pn(t).
Considering the square of the previous first order differential operator `21,Rwhere Pn(t)`1,R = ΛnPn(t), its leading coefficient
is (1 + t)2I . In the scalar case it corresponds to the leading coefficient of the second order differential operator associated
with the Bessel polynomials up to a linear change of variable.
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It is worth mentioning that in this example the polynomials (Pn(t))n are common eigenvalues of two linear independent
first order differential operators in the style of [3, section 3] and [15].
Example 16.
P = 2
(
1 0
0 −1
)
, Q =
(
0 0
0 1
)
, B0 =
(
0 2
−1 0
)
, Bn = bnB0, An = anI,
where bn = − 3(4n−3)(4n+1) and an = − n(2n−3)(4n−3)2 . Here dR(n) = 4(4n− 3)2 and dM(n) = 16(4n− 5)2.
In this case the corresponding first order differential equation (4) satisfied by the polynomials (Pn(t))n defined by the three
term recurrence relation (1) is
P ′n(t)
(
2t −2
−1 −2t
)
+ Pn(t)
(
0 0
0 1
)
=
(
2n 0
0 −2n+ 1
)
Pn(t).
Here the polynomials (Pn(t))n are common eigenvalues of three linear independent first order differential operators in the
style of [3, section 3] and [15].
Considering the square of the previous first order differential operator `21,R on the left-hand side of the equation above, its
leading coefficient is again a scalar multiple of the identity 2(1+2t2)I . As in the previous example thesematrix polynomials
do not satisfy the Favard type conditions (2).
The following example, appearing before in [3, sec. 6, ex.1] in a noncanonical form, shows a polynomial dependence of
(An)n on the index n.
Example 17.
P =
(
0 1
0 0
)
, Q =
(
0 q12
q21 q22
)
, B0 =
(
0 1
0 0
)
, Bn ≡ B0, An = −nq21I.
Here dR(n) = q221 and dM(n) = 4q221, hence it is generic for q21 6= 0.
In this case the associated first order differential operator `1,R in (5) has coefficients
A˜1(t) =
(
q21 q22 + t
0 −q21
)
, A˜0(t) = Q .
As shown before in [3] this example does not correspond to a positive definite weight of matrices.
Now we present a nongeneric example which is meant to illustrate what happens when one of the two genericity
assumptions of Definition 10does not hold. Particularly, the rational dependence of the sequence (An)n cannot be guaranteed
any more as the following example shows.
Example 18.
P =
(
1/2 p12
0 1/2
)
, Q =
(
0 q12
0 1
)
, B0 =
(
0 1
0 0
)
, Bn ≡ B0, An = an
(
0 1
0 0
)
,
where p12 6= 0 and an is an arbitrary sequence of scalars. Here dR(n) = (2n − 3)2 and dM(n) = 0, hence is generic for Bn
according to Definition 1 but not for An according to Definition 9.
In this example the associated first order differential operator `1,R in (5) has coefficients
A˜1(t) = 12
(
t 1+ 2p12t
0 t
)
, A˜0(t) = Q .
Since the matrices An are singular for all n one obviously cannot associate this situation to a positive definite matrix of
measures.
Finally we point out that one can have the situation when different families of matrix valued polynomials correspond to
a fixed differential operator, of order one in this case, in the style of [16]. Indeed, consider the following example.
Example 19. Let be given the sequenceΛn = (n+1)P for a fixed singular matrix P ∈ MN(R). Let B0 be a nontrivial solution
of the equation XP = PX = 0 (as shown in [6, lemma 6.2] this solution always exists). Following Proposition 6 Bn ≡ B0,
n ≥ 1, is a solution of Eq. (11). Taking An = 0, n ≥ 1, we obtain a solution for the rest of Eqs. (12)–(14).
In this case the corresponding polynomials defined by (1) Pn(t) = (tI − B0)n correspond to the first order differential
operator `1,R in (5)with A˜1 = tP , A˜0 = P . Since the number of solutions of the equationwhich defines B0 above is infinite, we
have different families of polynomials corresponding to a fixed one order differential operator. Since An = 0 this situation
goes out of the realm of orthogonal polynomials.
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