Introduction
In 1947 M.G. Kreȋn published one of his famous papers [17] on a description of a nonnegative selfadjoint extensions of a densely defined nonnegative operator A in a Hilbert space. Namely, all nonnegative selfadjoint extensions A of A can be characterized by the following two inequalities:
where the Friedrichs (hard) extension A F and the Kreȋn-von Neumann (soft) extension A K of A. He proved these results by transforming the problems the study of contractive operators. The first result of the present paper is a generalization of a result due to Shmul'yan [19] on completions of nonnegative block operators where the result was applied for introducing so-called Hellinger operator integrals. This result was extended in [5] for block operators in a Hilbert space by allowing a fixed number of negative eigenvalues. In Section 2 this result is further extended to block operators which act in a Kreȋn space.
In paper [5] we studied classes of "quasi-contractive" symmetric operators T 1 allowing a finite number of negative eigenvalues for the associated defect operator I − T 1 T 1 ) and ν − (A), respectively. It was an unexpected fact that when there is a solution then the solution set still contains a minimal solution and a maximal solution which then describe the whole solution set via two operator inequalities, just as in the original paper of M.G. Kreȋn. In this paper analogous results are established for "quasi-contractive" operators acting in a Kreȋn space; see Theorems 4.2, 5.7.
In Section 4 a first Kreȋn space analog of completion problem is formulated and a description of its solutions is found. Namely, we consider classes of "quasi-contractive" symmetric operators T 1 in a Kreȋn space with ν − (I − T * 1 T 1 ) < ∞ and we describe all possible selfadjoint (in the Kreȋn space sense) extensions T of T 1 which preserve the given negative index
. This problem is close to the completion problem studied in [5] and has a similar description for its solutions. For further history behind this problem see also [1, 2, 3, 7, 8, 9, 10, 11, 12, 14, 15, 16, 20] .
The main result of the present paper is proved in Section 5. Namely, we consider classes of "quasi-contractive" symmetric operators T 1 in a Kreȋn space (H, J) with
and we establish a solvability criterion and a description of all possible selfadjoint extensions T of T 1 (in the Kreȋn space sense) which preserve the given negative index ν
in this more general setting the descriptions involve so-called link operator L T which was introduced by Arsene, Constantintscu and Gheondea in [3] (see also [2, 7, 8, 18] ).
A completion problem for block operators in Kreȋn spaces
By definition the modulus |C| of a closed operator C is the nonnegative selfadjoint operator |C| = (C * C) 1/2 . Every closed operator admits a polar decomposition C = U |C|, where U is a (unique) partial isometry with the initial space ran |C| and the final space ran C, cf. [13] . For a selfadjoint operator H = R t dE t in a Hilbert space H the partial isometry U can be identified with the signature operator, which can be taken to be unitary: J = sign (H) = R sign (t) dE t , in which case one should define sign (t) = 1 if t ≥ 0 and otherwise sign (t) = −1.
Let H be a Hilbert space, and let J H be a signature operator in it, i.e.,
H . We interpret the space H as a Kreȋn space (H, J H ) (see [4, 6] ) in which the indefinite scalar product is defined by the equality
Let us introduce a partial ordering for selfadjoint Kreȋn Consider a bounded incomplete block operator 
and this solution set admits a description
where
Proof. Let us introduce a block operator
The blocks of this operator satisfy the identities 
By applying the above mentioned inequalities shows that
attains its minimum, turns out to be of particular interest. The next result characterizes this situation as an application of Theorem 2.1.
Proof. Assume that (3.1) is satisfied. The factorization 
A pair of completion problems in a Kreȋn space
In this section we introduce and describe the solutions of a Kreȋn space version of a completion problem that was treated in [5] .
Let (H i , (J i ·, ·)) and (H, (J·, ·)) be Kreȋn spaces, where
, and J i are fundamental symmetries (i = 1, 2), let We recall the results for the operator T 11 from the paper [5] and after that reformulate them for the operator T 11 . We recall completion problem and its solutions that was investigated in a Hilbert space setting in [5] . The problem concerns the existence and a description of selfadjoint operators T such that A + = I + T and A − = I − T solve the corresponding completion problems ).
(iv) The operators T m and T M are extremal extensions of T 1 :
(v) The operators T m and T M are connected via
For what follows it is convenient to reformulate the above theorem in a Kreȋn space setting. Consider the Kreȋn space (H, J) and a selfadjoint operator T in this space. Now the problem concerns selfadjoint operators A + = I + T and A − = I − T in the Kreȋn space (H, J) that solve the completion problems . Denote 
If this condition is satisfied then the following facts hold: (i) The completion problems for
A 0 ± in (4.4) have "minimal"(J 2 -minimal) solutions A ± . (ii) The operators T m := A + − J and T M := J − A − ∈ Ext J 2 T 1 ,κ (−1,
1). (iii) The operators T m and T M have the block form
T m = T 11 J 1 D T 11 V * J 2 V D T 11 −J 2 + J 2 V (I − J 1 T 11 )J 11 V * , T M = T 11 J 1 D T 11 V * J 2 V D T 11 J 2 − J 2 V (I + J 1 T 11 )J 11 V * ,(4.T ∈ Ext J 2 T 1 ,κ (−1, 1) iff T = T [ * ] ∈ [(H, J)], T m ≤ J 2 T ≤ J 2 T M .
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Proof. The proof is obtained by systematic use of the equivalence that T is a selfadjoint operator in a Kreȋn space if and only if T is a selfadjoint in a Hilbert space. In particular, T gives solutions to the completion problems 
where the so-called defect subspace D T can be considered as a Pontryagin space with the fundamental symmetry J T . Similar notations are used with T * :
For the following consideration an indefinite version of the commutation relation of the form T D T = D T * T is needed; these involve so-called link operators introduced in [3, Section 4] (see also [5] ).
The following identities can be obtained with direct calculations; see [3, Section 4] :
and the following equalities hold:
Proof. The defect operator of T can be calculated by the formula
i.e. (5.3) holds. This implies
Hence from the last two formulas we get
and similarly
The formula
The relation (5.5) follows from
Lemmas on negative indices of certain block operators
The first two lemmas are of preparatory nature for the last two lemmas, which are used for the proof of the main theorem.
where U = 1 √ 2
I I I −I is a unitary operator.
Proof. It is easy to check that
Then by taking the modulus one gets
The last step is to extract the square roots (twice) from the both sides of the equation:
The right hand side can be written in this form because U is unitary.
Lemma 5.4. Let T = T * ∈ H be a selfadjoint operator in a Hilbert space H and let J = J * = J −1 be a fundamental symmetry in H with ν − (J) < ∞.
Proof. Consider block operators J T T J and
The negative index of
and the negative index of J T T J is easy to find by using the equality
Then one gets (5.7).
Let (H i , (J i ·, ·)) (i = 1, 2) and (H, (J·, ·)) be Pontryagin spaces, where
in the Hilbert space H 1 . Rewrite
Furthermore, denote 
(5.10)
be a selfadjoint extension of the operator T 11 with ν − [I ± T 11 ] < ∞ and ν − (J) < ∞. Then the following statements
Proof. The Lemma can be formulated in an equivalent way for the Hilbert space operators: the block operator
Hence it's sufficient to prove this form of the Lemma. Let us prove the equivalence (i ) ⇔ (ii ). Condition (ii') is equivalent to
Indeed, in view of (5.8)
By using Lemma 5.4, equality (5.11) is equivalent to (5.12) shows that (ii ) ⇒ (i ). Now we prove implication (ii ) ⇒ (iii );the arguments here will be useful also for the proof of Lemma 5.6 below. Use a permutation to transform the matrix in the right hand side of (5.11): Indeed, 
