Abstract-To obtain classification systems with both good generalizatìon performance and efficiency in space and time, we propose a learning method based on combinations of weak classifiers, where weak classifiers are linear classifiers (perceptrons) which can do a little better than making random guesses. A randomized algorithm is proposed to find the weak classifiers. They are then combined through a majority vote. As demonstrated through systematic experiments, the method developed is able to obtain combinations of weak classifiers with good generalization performance and a fast training time on a variety of test problems and real applications. Theoretical analysis on one of the test problems investigated in our experiments provides insights on when and why the proposed method works. In particular, when the strength of weak classifiers is properly chosen, combinations of weak classifiers can achieve a good generalization performance with polynomial space-and time-complexity.
I. INTRODUCTION
T WO of the most important issues for supervised learning can be specified as generalization performance and efficiency. The former addresses the problem of how to develop an adaptive pattern recognition system to achieve optimal performance on samples that are not included in a training set with a finite number of training samples. The latter deals with the complexity of a pattern recognition system in both space and time. The space complexity refers to the size of a system, and the time complexity characterizes the computational time needed to develop such systems. These two issues are interrelated.
The generalization performance of a supervised learning system is characterized by its generalization error. For the classification problems which will be the focus of this work, the generalization error of a classifier is the probability of misclassification of a random sample by this classifier. Since it is well known that the size (space-complexity) of a classifier is pertinent to the generalization performance, one of the key issues on performance is how to find the appropriate size of a pattern recognition system so that the desired generalization error can be achieved.
Tremendous efforts have been made on estimating and finding the optimal architecture of a classification system using a finite number of training samples. These approaches include computational learning theory in both the machine Manuscript received January 5, 1996 ; revised June 27, 1996 . This work was supported by the National Science Foundation (ECS-9 312 594 and (CAREER) IRI-9 502 518).
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learning and neural-network community [4] , [23] , [32] , [37] , [41] , [42] and various statistical methods including crossvalidation and model selection [1] , [3] , [10] . Since it is very difficult to find the best architecture [18] , methods are proposed to combine different architectures. Specifically, in the pattern recognition community, combinations of classifiers are proposed to improve the classification performance of a single classifier [20] , [26] , [40] . In machine learning, combinations of experts have shown to be able to work at least as well as the best expert in the pool of experts on predicting binary strings [8] , [28] . Combinations of neural networks [19] , [33] , [44] , [19] , [38] , [39] , [22] , [29] and statistical regressors [7] have also been used for both classification and function approximation problems. Although the generalization performance often improves when classifiers are combined, it becomes computationally costly to combine well-trained classifiers.
In terms of space-complexity, it has been found that compact classification systems like feedforward neural nets provide efficient implementations of nonlinear adaptive systems [2] . The space-complexity of neural networks when used as nonparametric adaptive systems scales nicely (polynomially) to the dimension of feature vectors. Localized models such as radial basis function networks [30] , nearest neighbor classifiers [9] , and Parzen windows [13] are easier to obtain, but may suffer from the "curse of dimensionality" which is an exponential scaling of their space-complexity with the dimension of feature vectors [2] , [21] , [35] . 1 In terms of time-complexity, training feedforward neural networks is slow, and in general, is NP-complete [6] , [24] , but training aforementioned localized classifiers can be done quickly. This presents a dilemma which exists between performance, space-, and time-complexity.
The problem we will tackle is how to develop a classifier with both good generalization performance and efficiency in space and time in a supervised learning environment. The method we propose to tackle this problem is based on combinations of weak classifiers [36] , [26] , where the weak classifiers are the classifiers which can do a little better than random guessing. The motivation to use weak classifiers instead of well-trained classifiers is that they are computationally cheap and easy to obtain. If combinations of weak classifiers can also achieve good generalization performance, they may provide a feasible solution for achieving good performance and efficiency in space and time. To explore this possibility, we will develop a randomized algorithm to obtain combinations of weak classifiers. The algorithm will be tested systematically on both synthetic problems and real applications to gain experimental evidence on capabilities of combinations of weak classifiers. Then we will provide theoretical analysis on one 1 The space-complexity of K-nearest neighbor classifiers is characterized by the number of stored training samples.
1045-9227/97$10.00 © 1997 IEEE of the test problems used in our experiments to show when and why such methods can work. This paper is organized as follows. In Section II, we provide related background knowledge and review closely related work. In Section III, the concept of weak classifiers is introduced. In Section IV, a learning algorithm for combinations of weak classifiers is described. Extensive experimental results are given in Section V to show the effectiveness of the proposed method. Rigorous analysis on a simple problem which has been used in our experiments is given in Section VI to provide theoretical basis for the proposed approach. Conclusions are given in Section VII.
II. BACKGROUND

A. Performance and Efficiency
To formally define the performance and efficiency of a classifier, we begin by considering a set of labeled training samples where are feature vectors drawn from some underlying distribution is a class label for For two-class classification problems, if belongs to Class 1; and otherwise. For -class classification problems where the th element of is one if belongs to Class (denoted as and the rest of the elements of are zeros, for Let denote a classifier obtained through learning the training set, where is a new sample drawn from the same distribution.
is the actual label assigned to by the classifier. Let be the true class label for Then the generalization error, which measures the generalization performance of is defined as the probability of incorrect classification of by the classifier which is The space-and time-complexities of are defined to be the size of and the average amount of training time 2 needed to obtain in terms of the dimension of the feature vectors, and other parameters in the training algorithm. If the space-complexity and the time-complexity all scale polynomially with respect to these parameters, the classifier is said to be efficient both in space and time. Otherwise, if an exponential scaling is observed, the classifier is considered to be inefficient.
B. Previous Work
The method we develop in this work is motivated by the ideas addressed in the boosting algorithm [36] and in stochastic discriminations [26] , [27] . In the boosting algorithm, Shapire [36] shows that if a classification problem is solvable in the probabilistic approximately correct (PAC) learning framework [4] , [10] , [42] , [41] , the problem can be solved through combinations of weak classifiers, where the number of weak classifiers needed is polynomial in the parameters of interest. The way to accomplish this is to force the weak classifiers to learn harder and harder parts of a problem, and then to combine those weak classifiers in a tree structure. Freund later generalizes the algorithm so that it can be applied for learning a fixed training set, and shows that a simple majority vote among weak classifiers can be used to combine weak classifiers when an optimal weighting scheme is used to select weak classifiers [17] . These results show that in principle it is possible for combinations of weak classifiers to achieve comparable performance to that of a well-trained classifier. However, the theory does not provide information on the type of weak classifiers that can be used and how to find them. The question on whether using combined weak classifiers can provide additional advantages over a well-trained classifier was not dealt with either. In practice, the ideas proposed in boosting algorithm have been applied with success in handwritten character recognition to boost the performance of an already well-trained classifier by combining three 3 such classifiers [11] , [12] . But the original idea on combining a large number of weak classifiers has never been used in solving real problems.
In an independent work by Kleinberg [26] , combinations of weak classifiers are also proposed to solve pattern classification problems. This work suggests that using combinations of weak classifiers does not only lead to a good generalization performance, but also provides advantages in computation time, since weak classifiers are computationally easier to obtain than well-trained classifiers. Random sampling is suggested to generate weak classifiers, which are either randomly selected subinput spaces or randomly located hyperspheres [5] , [26] . However, since the proposed method is based on an assumption which is difficult to realize, discrepancies have been found between the theory and the experimental results [27] . Nevertheless, the method has been applied successfully to handwritten digit recognition [26] , [27] and has shown promise in getting both a good performance and fast training time.
C. Problems To Tackle
We investigate the following open questions regarding combinations of weak classifiers.
1) How to find weak classifiers? 2) What are the performance and efficiency of combinations of weak classifiers? 3) What are the advantages of using combined weak classifiers compared with other pattern classification methods? We will first provide answers to these questions experimentally, and then give theoretical analysis based on one of the problems investigated in our experiments.
III. WEAK CLASSIFIERS
Three factors determine a set of weak classifiers: the architecture of each weak classifier, the strength of individual weak classifiers, and the computational power of a set of weak classifiers.
Intuitively, the architecture of weak classifiers should be simple enough so that they are easy to get, but not too localized so that they maintain an efficient space-complexity. The architecture should also be general enough for the combined classifiers to be used for a variety of applications. In the present work, we start with a simple architecture and choose linear classifiers (perceptrons) as weak classifiers. The need for a more complicated architecture will be investigated in the future.
The strength of weak classifiers can be characterized by their generalization error. Let be the required generalization error of a classifier, where , is called the weakness factor which is used to characterize the strength of a classifier. The larger the , the weaker the weak classifier. A set of weak classifiers should satisfy the following two conditions: 1) each weak classifier should do better than random guessing and 2) the set of classifiers should have enough computational power to learn a problem. The first condition is to ensure that each weak classifier possess a minimum computational power. The second condition suggests that individual weak classifiers should learn different parts of a problem so that a collection of weak classifiers can learn an entire problem. If all the weak classifiers in a collection learned the same part of a problem, their combination would not do better than the individual classifiers.
Since the true generalization error is unknown, to implement the first condition, we can require that the training error on a training set of samples is no bigger than where is small. Then from well-known results in computational learning theory [41] , [42] , the generalization error is within the tolerance of the training error with high probability when is sufficiently large. 4 The second condition can be satisfied by forcing weak classifiers to learn different parts of a training set as will be described in the algorithm given in the next section.
IV. ALGORITHM
We developed our algorithm for combinations of weak classifiers by combining the strengths of the boosting algorithm and stochastic discriminations and circumventing their drawbacks. In particular, the method consists of two steps: 1) generating individual weak classifiers through a simple randomized algorithm and 2) combining a collection of weak classifiers through a simple majority vote. We describe our algorithm for two-class classification problems, and discuss an extension to multiple classes at the end of this section.
Three parameters need to be chosen a priori for the algorithm: a weakness factor a number which will be used as a threshold to partition the training set, and the number of weak classifiers to be generated, where is a positive integer.
A. Partitioning the Training Set
The method we use to partition a training set is motivated by what given in [17] . Suppose a combined classifier consists of weak classifiers already. In order to generate a (new) weak classifier, the entire training set of training samples is partitioned into two subsets: a set of samples which contain all the misclassified samples and a small frac-tion of samples correctly classified by the existing combined classifier; and the remaining training samples. The set of samples are called "cares," since they will be used to select a new weak classifier, while the rest of the samples are the "don't-cares."
The threshold is used to determine which samples should be assigned as "cares." For instance, for the th training sample the performance index is recorded, where is the fraction of the weak classifiers in the existing combined classifier which classify the th sample correctly. If this sample is assigned to the "cares." Otherwise, it is a "don't-care." This is done for all samples. The motivation for partitioning a training set in this way is to be able to force a newly generated weak classifier to learn the samples which have not been learned by the existing weak classifiers. In the meantime, a properly chosen can ensure that enough samples are used to obtain each weak classifier. For only misclassified samples are used as "cares." When all the training samples are cares. When all the sample will be dont-cares. Usually, is chosen to be between and
We will discuss various choices of in Section V.
B. Random Sampling
In order for combinations of weak classifiers to possess an efficient time-complexity, weak classifiers have to be generated in a computationally easy and cheap way. To do this, we take advantage of simple randomized methods as in [26] . The training process we consider consists of random sampling from the classifier-space which consists of all possible linear classifiers. This is different from conventional training methods which find parameters of a learning system through minimizing some cost function on a training set.
Assume that a feature vector is distributed over a compact region
The direction of a hyperplane characterized by a linear classifier with a weight vector, is first generated by randomly selecting the elements of the weight vector based on a uniform distribution over Then the threshold of the hyperplane is determined by randomly picking an and letting the hyperplane pass through This will generate random hyperplanes which pass through the region and whose directions are randomly distributed in all directions. Such a randomly selected classifier will then be tested on all the cares. If it misclassifies a fraction of cares no more than and small), the classifier is kept and will be used in the combination. Otherwise, it is discarded. This process is repeated until a weak classifier is finally obtained.
When and why can such a randomized method be efficient in selecting a weak classifier? If weak classifiers are weak enough, i.e., the weakness factor is large enough, there will be many such weak classifiers. Therefore, the chance of getting a weak classifier is high at each sampling. That is, the number of times needed to sample the classifier space until a weak classifier is accepted is small. Choosing turns out to be a crucial factor in determining whether the time-complexity of the algorithm is polynomial or exponential. This will be shown later in our theoretical analysis.
C. Combination of Weak Classifiers
The newly selected weak classifier is incorporated into a combined classifier through a simple majority vote. The combined classifier with weak classifiers can be expressed as (1) where is an indicator function: if and otherwise.
is the weight vector of the th weak classifier for represents the largest integer no bigger than Such a combined classifier can be implemented as a two layer feedforward neural network with hard threshold hidden units. The weights between the input and hidden layer are the weights of the weak classifiers, while the weights connecting the hidden units with the output units are all equal to one. Such a network is also called a committee machine as discussed in [31] .
After a newly selected weak classifier is added into the combination, the entire training set will be tested on the combined classifier to result in a new set of "cares" and "don'tcares." Then the whole process will be repeated until the total number of weak classifiers are generated. It is noted that in order to investigate the asymptotic performance and efficiency of a combined classifier, is always chosen to be sufficiently large a priori in this work. Important issues on how to automatically decide the number of weak classifiers needed for a given problem will be investigated in future research.
D. Summary of The Algorithm
The entire algorithm can be summarized as follows. Choose the parameters for the algorithm: and 1) Initial step: . 5 2) Partition a training set into "cares" and "don't-cares" by evaluating the performance index of each sample, and assigning that sample to the cares if is below 3) Generate a weight vector of a weak classifier by randomly generating a direction and a threshold of the corresponding hyperplane. If a newly generated weak classifier misclassifies no more than a fraction of "cares," accept the weak classifier; otherwise, discard it. Repeat the process until a weak classifier is accepted. 4) Incorporate the newly generated classifier into the combined classifier through majority vote.
5)
If stop; otherwise, go back to Step 2).
E. Extension of The Algorithm to Multiple Classes
To extend our algorithm to more than two classes, we simply convert the -class classification problem to twoclass classification problems For instance, suppose 5 All the training samples are used as "cares" when the very first weak classifier is generated. Then
Step 2) can be skipped when i = 1:
Then the original problem will be converted into three two-class classification problems: Class 1 versus the other classes, Class 2 versus the other classes, and Class 3 versus the other classes. Our algorithm for two-class classification problems can then be applied directly.
V. EXPERIMENTAL RESULTS
Extensive simulations have been carried out on both synthetic problems and real applications using our algorithm. The goal is to test both the performance and efficiency of the proposed method. In particular, two synthetic problems are chosen to test the space-and time-complexity of our method. Real applications from standard data bases are selected to compare the generalization performance of combinations of weak classifiers (CW) with that of other methods such as -nearest neighbor classifiers ( -NN) 6 , artificial neural networks (ANN's), combinations of neural networks (CNN), and stochastic discriminations (SD). 7 
A. Synthetic Problems
Two synthetic problems were designed to test the scaling properties on the performance of combined classifiers in terms of the dimension of feature vectors.
1) A Perceptron: This problem is designed to learn an underlying perceptron with a -dimensional binary weight vector which consists of all 's. Feature vectors 's are uniformly distributed in
If an satisfies belongs to Class 1 with a label otherwise, belongs to Class 2 with a label Our algorithm is used to learn a set of 2000 randomly drawn samples when the dimension of feature vectors is made to be larger and larger. That is, the size of the training set is made to be fixed, while the dimension of feature vectors is increasing. Ten different runs are conducted for each and the resulting classifiers are tested on another 4000 randomly drawn samples. For comparison, the -NN classifiers also learn the same data sets. The resulting average generalization error as well as the standard deviations are given in Fig. 1 .
As shown in Fig. 1 , as increases, the performance of -NN decrease rapidly, thereby indicating the occurrence of the so-called curse-of-dimensionality as discussed in [35] . The degradation in performance is moderate with combinations of weak classifiers.
2) Two Overlapping Gaussians: To further test the scaling properties of combinations of weak classifiers, a nonlinearly separable problem is chosen from a standard database called ELENA [14] , [15] . This database has been used by both neural-network and machine learning communities to test and compare algorithms.
The problem is a two-class classification problem, where the distributions of samples in both classes are multivariate Gaussians. Each dimension of the samples corresponds to an independent Gaussian random variable with zero mean, but samples in different classes have different standard deviations: one for samples in Class 1 and two for samples in Class 2. As shown in Fig. 2 (for there is a considerable amount of overlap between the samples in two classes, therefore the problem is nonlinearly separable. The average generalization error and the standard deviations are given in Fig. 3 for our algorithm based on 20 runs, and for other classifiers. The Bayes error is also given to show the theoretical limit. 8 Once again, the results show that the performance of kNN degrades very quickly. The performance of ANN is better than that of kNN but still deviates more and more from the Bayes error as gets large. The combination of weak classifiers continues to follow the trend of the Bayes error.
B. Real Applications 1) Proben1 Data Sets:
Three data sets, Card1, Diabetes1, and Gene1 were selected to test our algorithm from Proben1 databases which contain data sets from real applications [34] . Card1 data set is for a problem on determining whether a credit-card application from a customer can be approved based on information given in 51-dimensional feature vectors. Out of 690 examples, 345 are used for training and the rest for testing. Diabetes1 data set is for determining whether diabetes is present based on eight-dimensional input patterns. Three hundred eighty-four examples are used for training and the same number of samples for testing. Gene1 data set is for deciding whether a DNA sequence is from a donor, an acceptor or neither from 120-dimensional binary feature vectors. Out of total of 3175 samples, 1588 were used for training and the rest for testing.
The average generalization error as well as the standard deviations are reported in Table I . The results from combinations of weak classifiers are based on 25 runs. The results of neural networks and combinations of well-trained neural networks 8 The results of ANN and the Bayes error are from what reported in ELENA [14] . For ANN's, a one hidden lay feedforward neural network with 10 or 20 hidden nodes was trained by backpropagation (BP) algorithm. 9 Available by anonymous ftp from ftp.ira.uka.de, as/pub/papers/techreports/1994/1994-21.ps.z [34] and [38] . 10 As demonstrated by the results, combinations of weak classifiers have been able to achieve the generalization performance comparable to or better than that of combinations of well-trained neural networks. 2) Handwritten Digit Recognition: Handwritten digit recognition is chosen to test our algorithm, since one of the previously developed method on combinations of weak classifiers (stochastic discrimination [26] ) was applied to this problem. For the purpose of comparison, the same set of data as used in [26] (from the NIST data base) is utilized to train and to test our algorithm. The data set contains 10 000 digits written by different people. Each digit is represented by 16 by 16 black and white pixels. The first 4997 digits are used to form a training set, and the rest are for testing. Performance of our algorithm, -NN, neural networks, and stochastic discriminations are given in Table II . The results for our methods are based on five runs, while the results for the other methods are from [26] .
The results show that the performance of our algorithm is slightly worse (by 0.3%) than that of stochastic discriminations, which uses a different method for multiclass classification by converting an -class classification problem into two-class classification problems [26] .
C. Effects of Parameters
There are two parameters used in our algorithm: the threshold and the weakness factor For most of the experiments described in this work, good performance can be obtained if is chosen to satisfy When the data is noisy, a slightly larger can be chosen to incorporate more samples into a set of cares. From our experience, the performance of a combined classifier is not very sensitive to the choice of as long as it is chosen within these guidelines.
The choice of weakness factor strongly affects the size and training time of a combined classifier. Experiments on the problem of two eight-dimensional overlapping Gaussians given in Section V-A2 are done to test the effects of The performance and the average training time (central processing unit or CPU-time on Sun Spac-10) of combined weak classifiers based on 10 runs are given for different 's in Figs. 4 and 5, respectively. 11 The results indicate as increases an individual weak classifier is obtained more quickly, but more weak classifiers are needed to achieve good performance.
A record of the parameters used in all the experiments on real applications are provided in Table III . The average tries, which are the average number of times needed to sample the classifier space to obtain an acceptable weak classifier, are also given in the table to characterize the training time for these problems.
D. Training Time
To compare learning time with off-line BP, 12 feedforward two-layer neural network with ten sigmoidal hidden units are trained by gradient-descent to learn the problem on the two eight-dimensional overlapping Gaussians. There were 2500 11 is chosen to be 1 2 + 1=. training samples used. The performance versus CPU time 13 are plotted for both our algorithm and BP in Fig. 6 . For our algorithm, 2000 weak classifiers are combined. For BP, 1000 epoches are used. The figure shows that our algorithm is much faster than the BP algorithm. Moreover, when several well-trained neural networks are combined to achieve a better performance, the cost on training time will be even higher. For instance, in Card1, Diabetes1, and Gene1 problems, seven well trained neural networks are combined to obtain an almost comparable performance to that of combinations of weak classifiers (see Table I ). Then the cost on training time would be seven times that spent on training a single neural network. Therefore, compared to combinations of well-trained neural networks, combining weak classifiers is computationally much cheaper.
E. Discussions of Experimental Results
What have the experimental results shown us? First, we observe that our algorithm for combinations of weak classifiers has been able to achieve the best performance on all the synthetic and real problems except for handwritten digit recognition problem. More specifically, the performance of the combined weak classifiers is comparable or even better than combinations of well-trained classifiers, and out-performs individual neural network classifiers and -NN classifiers. In the meantime whereas the -NN classifiers suffer from the curse of dimensionality, a nice scaling property in terms of the dimension of feature vectors has been observed for combined weak classifiers.
Another important observation obtained from the experiments is that the weakness factor directly impacts the size of a combined classifier and the training time.
As the experimental results provide positive results, they also pose the following questions for us to answer: 1) how to characterize the performance and efficiency of a combined classifier? 2) how to choose the weakness factor ? 13 Both algorithms are run on a Sun Sparc-10 sun workstation Theoretical analysis will be carried out to provide answers to these questions. The analysis will be based on the same problem of learning a perceptron given in Section V-A1. 14 The insights gained can shed light on how to analyze our algorithm for more general problems in the future.
VI. THEORETICAL ANALYSIS
A. The Results
Our main theoretical results can be summarized as follows. A bound for the generalization error of a combined classifier is obtained. It provides a polynomial rate at which the generalization error of the combined classifier approaches zero when more and more weak classifiers are used. A polynomial spacecomplexity of the combined classifier is derived directly from the bound. In evaluating the time-complexity, it is discovered that the choice of the weakness factor is critical. When the weakness factor is chosen to be no smaller than a quantity in the order of , the time-complexity is polynomial for the combined classifier, otherwise it is exponential. The price paid to accomplish this though, is the corresponding space-complexity, which can not be smaller than
We will describe our analytical results next, and details on the derivations can be found in the Appendixes.
B. A Condition for Weak Classifiers
The generalization error of a given classifier with binary weights can be evaluated as (2) where is a randomly drawn binary feature vector with a class label and is the Hamming distance between and the perceptron given in Section V-A1. Let the desired generalization error of the weak classifiers be Then by setting for large 15 , a condition can be obtained to characterize a set of weak classifiers (3) where
The total number of weak classifiers satisfying this condition is For and large, by the Stirling formula, this number is approximately Therefore, there are many such weak classifiers.
14 Since many methods with good performance and efficiency can be used to learn a binary perceptron [43] , our intention is not to investigate the problem of how to learn a perceptron itself but to use it as an example for analyzing combinations of weak classifiers. 15 To simplify the analysis, we only consider weak classifiers with the classification error equal to 1 2 0 1=.
C. A Bound on Generalization Error
To analyze the performance of a combined classifier, we first assume that the weak classifiers used in a combination all have the required generalization error. 16 When such weak classifiers are combined, the generalization error of a combined classifier can be bounded through a theorem given below.
Theorem 1: Assume weak classifiers are randomly drawn (with replacement) from a set of weak classifiers which satisfy the condition given in (3) . For large and , the generalization error, of a combined classifier can be bounded as (4) The proof of the theorem can be found in Appendix A. This result suggests that the performance of a combined classifier improves at a rate of at least when the number of weak classifier increases. This polynomial rate explains why a good performance as well as a nice scaling property were observed in our experiments.
D. Space-Complexity
The space-complexity of a combined classifier is defined as the number of weak classifiers needed to achieve a given generalization error where and is small. By setting the upper bound to be equal to the space-complexity of a combined classifier can be easily obtained as (5) Therefore, is polynomial in both and
E. A Critical Weakness Factor and Time-Complexity
How large should be? A critical value of can be obtained through evaluating the time-complexity of a combined classifier. The time-complexity of a combined classifier is the average number of samplings needed to obtain a combined classifier with a desired generalization error Let be the average number of times to sample the classifier space until a weak classifier is obtained. Then An expression of is given in Theorem 2 below. Theorem 2: For and large but (6) The proofs can be found in Appendix B. Therefore, when the time complexity is polynomial in the dimension of feature vectors; otherwise, is an exponential function of In the meantime, when this condition is satisfied, the space-complexity is also polynomial in .
The existence of the critical value for explains what observed in experiments, and provides a guideline on how to choose the weakness factor.
F. Tradeoffs Between Performance, Space-, and Time-Complexity
Since the larger the weakness factor the larger the space-complexity but the smaller the time-complexity a tradeoff can be made between the space-and time-complexity by finding an optimal . Specifically, let and assume large, an optimal can be obtained as . Since the corresponding space-complexity is the polynomial time-complexity is obtained at a cost of a larger size classifier compared to that of a well-trained classifier. The cost, however, is theoretically tolerable, since it is polynomial in the dimension of feature vectors.
G. Effect of Finite Samples
When the number of training sample is finite and equal to the generalization given in (4) should be replaced by the probability given training samples. If the training samples are assumed to be randomly drawn, commonly used methods as in [1] and [10] can be used to show that the corresponding inequality to what is given by (4) will be true with a probability at least , where and is a bound for the difference between the error rate on a training set and the true generalization error 17 for each individual weak classifier. Then for and , the number of samples needed to make small should satisfy the relation . Then is polynomial in and . More elaborate analysis on the effect of finite samples will be done in future research.
VII. CONCLUSIONS
We have developed a training method for combinations of weak classifiers. A randomized algorithm is proposed to find the weak classifiers. As shown in our experiments, the algorithm has been able to obtain combinations of weak classifiers with a very good generalization and fast training time on both the test problems and the real applications. The combined classifiers show a good scaling property which indicates efficiency in space-complexity. Theoretical analysis has been done on one of the test problems investigated in experiments to show when and why the proposed method works. Specifically, when the weakness factor is chosen according to the critical value given by the theory, the combinations of weak classifiers can achieve a good generalization performance with polynomial space-and time-complexity. The price paid to achieve this is a larger space-complexity compared to that of a well-trained classifier, but such a large space-complexity is tolerable, since it is polynomial in the dimension of feature vectors.
Areas for future research include analysis of the algorithm for nonlinear classification problems, and investigation of better methods for selecting weak classifiers.
APPENDIX A PROOF OF THEOREM 1
Proof: The generalization error satisfies for this problem if the prior probabilities are assumed to be equal, i.e., The probability can be rewritten as (7) where is the conditional probability that misclassifies a given and is the probability of Assume a given contains 's, i.e., for Let be a randomly drawn weak classifier with binary weights with a Hamming distance satisfying (13) . Let which is the probability that misclassifies Assuming each classifier is drawn with an equal probability, can be obtained as (8) where is the total number of weak classifiers, and is the total number of weak classifiers which misclassifies Since randomly drawn weak classifiers mis-classify a given independently, we have
Putting this equation into (7), we can obtain
Let be a quantity which satisfies Then the summation can be divided into two terms, and , where
and (12) Since can be obtained as (13) where (13) is obtained using a Gaussian approximation to the hypergeometric distribution when and are large [16] . Meanwhile (14) The bound can be further bounded using Chernoff bound, i.e.,
where Then (16) In the meantime,
Therefore, when and large but is chosen to be Then That is (18) Q.E.D.
APPENDIX B PROOFS OF THEOREM 2
Proof: Let be the number of samplings needed to obtain one weak classifier. Let be the probability that a weak model is obtained at each sampling. Since each classifier is equally likely (19) where is given in (3). For and large, by the Stirling formula (20) Then the average number of samplings needed, can be evaluated through a simple model for a sequence of Bernoulli trials with the number of trials as random (21) Then the time complexity, is
Q.E.D.
