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Résumé 
 
Cet article propose une revue de littérature concernant les applications de l’apprentissage par 
renforcement à la commande des systèmes électriques. L'apprentissage par renforcement a 
pour caractéristique principale de résoudre des problèmes de commande optimale à partir de la 
seule observation des trajectoires du système. Il présente l’intérêt de ne pas requérir de 
connaissance à priori sur la dynamique du système à commander et convient ainsi aux 
problèmes de commande des systèmes complexes. Dans un premier temps, l’article détaille les 
caractéristiques des problèmes auxquels l’apprentissage par renforcement s’applique, puis 
cette technique est décrite. Ensuite, deux exemples classiques d’application aux systèmes 
électriques sont présentés. 
 
Mots Clés. Apprentissage par renforcement, Systèmes électriques, Réseaux, Commande. 
 
Dans un contexte global de mutation des systèmes électriques, la commande de leurs 
différents éléments représente un enjeu de taille. En effet, il est d’autant plus difficile de déterminer 
des lois de commande performantes et robustes que les systèmes électriques sont des systèmes 
complexes : ils sont difficiles à modéliser du fait du grand nombre d’éléments interconnectés qui ont 
un comportement généralement non-linéaire et parfois discontinu, et ils sont sujets à des variations 
soudaines [1]. Les enjeux techniques associés aux systèmes électriques ont rapidement requis la 
mise en œuvre de schémas de commande afin de s’assurer de l’alimentation permanente des 
charges [2]. Ceux-ci ont généralement été synthétisés de manière empirique avant de s’orienter vers 
des schémas de commande basés sur modèles physiques. Or la modélisation des éléments d’un 
réseau implique une simplification qui peut nuire, dans le cas d’un système complexe, à la 
performance du système. Par exemple, pour modéliser un dispositif muni d’électronique de puissance, 
il est courant d’utiliser un modèle moyen de ses convertisseurs au risque de négliger certaines 
discontinuités qui pourraient avoir un impact sur le système [3]. Il est donc nécessaire que les lois de 
commande soient suffisamment robustes face aux erreurs introduites lors de la modélisation.  
Alors que l’interconnexion progressive des systèmes électriques et la diversification des 
éléments qui y sont connectés atteignent un stade qui pourrait mettre en cause les modes de 
commande de ces systèmes [4], cet article propose de s’interroger sur le potentiel de nouveaux outils 
de commande basés sur une modélisation du système indépendante des niveaux physiques. Cette 
technique nommée apprentissage par renforcement (on utilisera dans cet article l’abréviation RL pour 
reinforcement learning) a pour but d’optimiser itérativement les lois de commande du système en vue 
de maximiser un indice de performance cumulée à long terme [5]. Cela revient à apprendre certaines 
caractéristiques macroscopiques du système en interagissant avec celui-ci, puis prendre des 
décisions en fonction de son état actuel. L’apprentissage par renforcement a déjà été appliqué avec 
succès aux systèmes électriques [6-8] ainsi que dans d’autres domaines tels que par exemple la 
robotique [9], la médecine [10] ou encore les télécommunications [11]. Dans cet article, nous allons 
donner un aperçu général des bénéfices potentiels de son application aux systèmes électriques. 
 L’article est organisé comme suit. Dans un premier temps, nous allons formaliser certains 
types de problèmes qui peuvent être traités par apprentissage par renforcement. Puis, le principe de 
fonctionnement de cette méthode sera présenté. Ensuite, deux exemples classiques d’application de 
RL à la commande des systèmes électriques seront détaillés. Enfin, la conclusion fournira quelques 
commentaires sur la performance de cette approche et sur les nouvelles applications envisagées. 
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1. Problèmes de commande optimale pour des systèmes à temps discret 
 
Le contrôle RL s’applique typiquement à des processus de décision markoviens. Dans cet 
article, nous nous concentrons sur les problèmes déterministes, où les équations qui régissent la 
dynamique n’impliquent pas de variables aléatoires. A tout instant t , le système est représenté par un 
état tx . Une action tu  est alors appliquée et le système évolue vers l’état 1+tx  à l’instant 1+t . Cette 
transition peut s’exprimer sous la forme de l’équation suivante : 
),(1 ttt uxfx =+ . (1) 
A tout instant t , la performance du système est représentée par une récompense immédiate 
tr , qui peut être déterminée comme suit: 
),( ttt uxr ρ= . (2) 
Si l’on considère un état de départ 0x  et une séquence d’actions de commande 
),...,,( 110 −= Tuuuu  sur un horizon de temps T , on peut effectuer une somme pondérée des indices 
de performances du système de sorte à déterminer une performance cumulée: 
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où γ  est le facteur de dévaluation qui permet de prendre en compte les récompenses à plus ou 
moins loin long terme. 
Dans ce contexte, la stratégie de commande à mettre en place doit mener à une séquence de 
d’actions de commande optimale ),...,,( * 1*1*0* −= Tuuuu   telle que: 
)(max 0* xJu uT
u
∈ . (4) 
 
2. Description générale de l’approche RL 
 
L’approche RL est dite « agent-based ». Elle suppose en fait qu’un agent intelligent, qui ignore 
les fonctions f  et ρ , est capable d’observer l’état du système tx  et la valeur de l’indice de 
performance tr  et détermine la valeur de tu   à tout instant t .  
On peut identifier deux grandes familles de techniques en RL: celles qui apprennent un 
modèle et puis utilisent ce modèle pour en déduire une loi de commande (quasi-)optimale et celles qui 
déterminent une loi de commande (quasi-) optimale sans passer par l'apprentissage d'un modèle. 
Dans cet article, nous nous intéressons aux techniques d'apprentissage par renforcement qui ne 
nécessitent pas de devoir apprendre un modèle. Souvent, ces techniques reposent sur le calcul d'une 
fonction de valeur (nommée fonction V ) qui dépend de l’état initial du système. Elle représente la 
performance cumulée maximale que l’on peut obtenir si le système évolue à partir de cet état initial en 
étant soumis à une séquence d’actions de commande optimale. Alternativement, on peut aussi définir 
cette fonction de valeur pour chaque paire état-action ),( ux  (nommée fonction Q  dans ce cas) qui 
représente la performance cumulée maximale que l’on peut obtenir quand on applique cette action à 
partir de cet état initial et que le système reçoit une commande optimale par la suite. L’agent 
intelligent cherche à estimer cette fonction de valeur en interagissant avec le système. Après une 
période d’entraînement, on considère qu’il en a fait une bonne estimation et il peut alors choisir, pour 
un état donné, l’action dont l’espérance de performance cumulée est la plus grande. Il existe différents 
algorithmes pour estimer la fonction de valeur (ou la fonction Q ) sans estimer de modèle. Parmi 
ceux-ci on peut citer les algorithmes basés sur le concept de différence temporelle (e.g., SARSA [5] et 
Q-learning [12,13]) ou encore les algorithmes de la classe fitted-Q iteration qui sont basés sur 
l'algorithme d'itération sur les valeurs [14]. 
 
3. Exemples d’application 
 
Certains problèmes classiques en commande des systèmes électriques ont été formalisés 
comme des problèmes de commande optimale à temps discret. Cette section présente deux types 
d’applications : en temps-réel, et en mode off-line.  
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Figure 1.Commande RL temps-réel [6] 
Agent 
Action Observations 
Système réel 
L’approche RL en temps-réel consiste à laisser 
l’agent intelligent interagir directement avec le système, sans 
construire de modèle mathématique du système, comme 
indiqué dans la Figure 1. Dans [6], Ernst et al. appliquent 
cette approche à la commande d’un TCSC (condensateurs 
série contrôlés par thyristor) pour amortir les oscillations d’un 
système à dix nœuds avec quatre générateurs et deux 
charges. Un autre exemple est abordé dans [7], où l’approche 
RL en temps-réel est utilisée pour résoudre le problème de la 
commande de génération automatique dans un système à 
deux régions liées par une ligne d’interconnexion. 
Avec l’approche RL off-line (Figure 2), l’agent est 
soumis à un ensemble de scénarii afin d’apprendre un certain 
nombre de caractéristiques du système. Il peut ensuite 
extraire une loi de commande à appliquer au système ou 
comparer les résultats obtenus avec différentes lois de 
commande génériques. Ainsi, dans [6], un contrôleur de frein 
résistif est conçu pour améliorer la stabilité transitoire d’un 
réseau à dix nœuds. Un autre exemple est la commande d’un 
TCSC dans un simple système à un générateur et une charge 
dans [8].  
Les deux sections suivantes détaillent les applications 
à la commande d’un frein résistif et d’un TCSC présentées en 
[6] et [8]. 
 
3.1 Conception d’un contrôleur dynamique de frein 
 
 
Figure 3. Système électrique à dix nœuds et deux régions [6] 
 
Le système utilisé pour cette application compte deux régions comportant chacune deux 
générateurs et une charge (Figure 3). Suite à un défaut franc triphasé dans le système, on peut 
activer le frein résistif (RB) au nœud 6 afin d’éviter la perte de synchronisme entre les deux zones. La 
loi de commande à synthétiser doit donc déterminer à chaque instant si le frein résistif doit être activé. 
Les générateurs sont modélisés par un modèle détaillé, avec une excitation à courant continu, 
un régulateur automatique de tension et un régulateur de vitesse, alors que les charges sont 
modélisées comme un courant constant et une impédance constante. Pour accélérer la résolution du 
problème, on réduit le modèle initial à 60 dimensions à un modèle à deux variables d’états, à savoir 
l’angle ( tδ ) et la vitesse ( tω ) relatifs entre les deux zones, qui fournissent l’information nécessaire 
tant pour décider des actions de commande que pour mesurer la performance. La fonction de 
récompense est définie comme suit en fonction de la stabilité du système 



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<⋅−−
=
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uxr   (5) 
où }1,0{∈tu indique si le frein est activé à l’instant t  et c  détermine le degré auquel on pénalise 
l’activation du frein. 
Modèle de  
simulation 
Action 
Figure 2. Commande RL off-line [6] 
Scénarii 
Observations 
Agent 
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La phase d’apprentissage consiste en différents scenarii, où le système est soumis après 10 s 
de régime statique à un défaut franc triphasé au nœud 10 dont la durée est déterminée aléatoirement 
entre 250 et 350 ms. Le système entre ensuite en régime transitoire jusqu’à ce qu’une instabilité soit 
détectée ou que 60 s se soient écoulées. 1000 scénarii sont générés pour l’apprentissage, dont 163 
instables. Pendant l’apprentissage, on adopte un facteur d’avidité (ε ) de 0.1, c’est-à-dire, l’agent 
applique avec une probabilité de 90% une action « optimale » basée sur sa connaissance déjà 
obtenue, ou essaie une action au hasard pour explorer.  
Le résultat des simulations montre qu’après un apprentissage de 1000 scénarii, on a obtenu 
une commande structurée sur toute l’espace d’état. La police de commande ainsi obtenue permet au 
système de subir sans perte de stabilité un défaut franc d’une durée de 350 ms, alors que sans le 
frein, le défaut ne peut être plus long que 215 ms avant que le système perde le synchronisme. La 
robustesse de ce mode de commande est aussi testée pour un défaut franc se trouvant au nœud 7, 
pour lequel on arrive à augmenter cette durée maximale du défaut de 141 ms, sans frein, à 252 ms. 
 
3.2 Apprentissage on-line pour commander un TCSC 
 
Le deuxième exemple porte sur la commande d’un TCSC pour amortir l’oscillation de 
puissance électrique. Il s’appuie également sur le modèle de système électrique représenté en Figure 
3, où un TCSC est placé entre les deux zones. Les paramètres de l’AVR des générateurs sont 
modifiés pour que le système soit initialement amorti négativement. 
Contrairement au premier exemple, où on dispose d’un modèle de simulation pour exercer 
l’agent, on adopte dans cet exemple le mode on-line, où l’agent commande le système tout en 
apprenant de nouvelles trajectoires. Pour ce faire, les grandeurs utilisées par l’agent doivent être 
définies à partir de mesures en temps réel. Pour concevoir une police de commande locale, il faut 
aussi choisir une grandeur mesurable proche de l’emplacement du TCSC. Ainsi, la puissance ( eP ) 
transférée dans la ligne à laquelle le TCSC est connecté est supposée mesurée. A travers cette 
grandeur uniquement, le système est partiellement observable. Pour compenser ce problème, on 
définit un pseudo-état qui contient les observations et les actions prises à certains instants 
précédents. A l’occurrence, ce pseudo-état à instant t  est défini comme les puissances injectées aux 
instants t , 1−t  et 2−t , ainsi que les actions prises à instants 1−t  et 2−t . Quant à la variable de 
commande, elle est définie comme la réactance du TCSC, qui prend 5 valeurs discrètes entre sa zéro 
et sa capacité maximale. La fonction de récompense dépend de l’état de stabilité du système, et est 
défini comme suit : 
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où eP  représente la valeur correspondante en régime permanent, qui est estimée comme la moyenne 
au cours de 60 dernières secondes. 
Les simulations avec une charge constante montrent qu’au bout de 10 heures après la mise 
en œuvre de l’agent, il arrive à déduire une loi de commande qui enlève l’oscillation initialement 
présente dans le système non compensé. Les petites fluctuations restantes sont dues à la 
discrétisation. La loi de commande a aussi été testée avec une charge périodique, dont le résultat 
montre que la police est convient également aux conditions stochastiques. 
 
 
4. Conclusion 
 
Dans cet article, nous avons mis en évidence le potentiel d’application de l’apprentissage par 
renforcement dans la commande de systèmes électriques en nous appuyant sur deux exemples 
pratiques. Pour ces deux applications possédant un nombre relativement faible de variables d'états, 
des algorithmes d'apprentissage par renforcement assez simples se sont avérés performants 
En revanche, pour des problèmes impliquant plusieurs centaines ou milliers de variables 
d’états, comme c’est souvent le cas pour un grand système électrique, il faudra appliquer des 
algorithmes plus sophistiqués de sorte à décomposer le problème et/ou réduire l’espace d’état. Les 
approches de RL hiérarchique, l’agrégation d’état, etc. nous semblent particulièrement prometteuses 
à cet égard. Cette perspective s’annonce comme un défi scientifique, car la recherche dans le 
domaine de RL s’applique le plus souvent à des problèmes dont la solution peut-être trouvée en 
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grande partie en se basant sur l'intuition humaine alors que ce n'est souvent pas le cas lorsque l'on 
traite des problèmes de commande liés aux grands réseaux électriques. 
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