We present a comprehensive study of the list update problem with locality of reference. More specifically, we present a combined theoretical and experimental study in which the theoretically proven and experimentally observed performance guarantees of algorithms match or nearly match.
Introduction
The list update problem is one of the most extensively studied online problems, with a tremendous body of literature over the past 40 years. We refer the reader to [1, 4, 5, 6, 12, 19, 22, 25, 27, 30, 31, 33, 35] for a selection of some key results. The list update problem consists in maintaining a set of items as an unsorted linear list. More specifically, a linear linked list of items is given. A list update algorithm is presented with a sequence of requests that must be served in their order of occurrence. Each request specifies an item in the list. In order to serve a request, a list update algorithm must access the requested item, i.e. it has to start at the front of the list and search linearly through the items until the desired item is found. Accessing the i-th item in the list incurs a cost of i. Immediately after an access, the requested item may be moved at no extra cost to any position closer to the front of the list. These exchanges are called free exchanges. All other exchanges of two consecutive items in the list cost 1 and are called paid exchanges. The goal is to serve the request sequence so that the total cost is as small as possible. We are interested in online algorithms that serve each request without knowledge of any future requests.
While early work on the list update problem evaluated online algorithms assuming that requests are generated according to probability distributions, research over the past 20 years has focused on competitive analysis [33] . Here an online algorithm is compared to an optimal offline algorithm. Given a request sequence σ, let A(σ) denote the cost incurred by online algorithm A in serving σ, and let O P T (σ) denote the optimum offline cost. Algorithm A is called c-competitive if there exists a constant α such that A(σ) ≤ c · O P T (σ) + α holds for all σ and all size lists.
In 1985 Sleator and Tarjan proved that the Move-To-Front algorithm is 2-competitive [33] . This elegant strategy simply moves an item to the front of the list whenever it is requested. Since then, algorithms with an improved competitiveness have been developed. While the competitive ratios are of course constant, there is a substantial gap between the theoretical bounds and the performance ratios of the algorithms observed in practice. More precisely, the ratios in practice are much smaller than their theoretical counterparts. The reason is that competitive analysis considers arbitrary request sequences, whereas sequences arising in practice have a special structure: They exhibit locality of reference, meaning that at any point in time only a small set of items is referenced.
There has been considerable research interest in studying the paging problem with locality of reference [3, 7, 14, 20, 21, 26, 28] because, in paging, the gap between the theoretical and experimental performance values is even super-constant. However, hardly any work has been presented for the classical list update problem. In fact, references [10, 24] point out that locality is an essential aspect in the list update problem and that a good model is required to properly evaluate the performance of algorithms.
Previous results: We focus on the results that have been developed in the framework of competitive analysis. As mentioned above Sleator and Tarjan [33] showed that Move-To-Front is 2-competitive. This is the best factor deterministic online algorithms can achieve [27] . Bachrach and El-Yaniv [9] devised deterministic MRI and PRI families of algorithms. These families attain competitive ratios of 2 and 3, respectively. We next turn to randomized algorithms. The first randomized strategy was presented by Irani [25] . Her Split algorithm is 1.9375-competitive. Reingold et al. [30] presented an elegant BIT algorithm that is 1.75-competitive. This factor is substantially below the deterministic bound of 2. The BIT algorithm can be generalized to a family of Counter strategies [30] . A Timestamp family of algorithms was developed in [1] . It achieves a competitiveness equal to the Golden Ratio Φ ≈ 1.62. The best randomized algorithm currently known is COMB which is 1.6-competitive [4] . Interestingly, COMB is a combination of BIT and a (deterministic) element of the Timestamp family. The factor of 1.6 is close to best lower bound of 1.50084 developed by Ambühl et al. [6] on the performance of randomized list update algorithms.
Experimental studies for the list update problem have been presented by Rivest [31] , Bentley and McGeoch [12] and Bachrach et al. [10] . They analyzed popular algorithms on request sequences generated by probability distributions and Markov sources, on sequences derived from text and Pascal files as well as on sequences extracted from the Calgary Corpus [17] . The results are not unanimous. A conclusion is that the ranking of algorithms depends on the degree of locality in the input.
The only previous paper addressing list update with locality of reference is a technical report by Angelopoulos et al. [8] . They adapt a locality model [3] introduced for the paging problem and prove that Move-To-Front is superior to other algorithms.
Our contribution: We present a comprehensive study of the list update problem with locality of reference. The goal is to provide a refined analysis of the problem in which theoretical and empirical results match or nearly match. To this end our study integrates theoretical and experimental work.
First, in Section 2, we introduce a new model of locality of reference that is based on the natural concept of runs. A run is a sequence of requests to the same item. We define a number of parameters that characterize request sequences in terms of the occurrence of long runs. Using these parameters we will be able to accurately estimate the performance of list update algorithms. We also define a model of so-called λ-locality that characterizes classes of input sequences with respect to their degree of locality. Loosely speaking, the more long runs there are, the higher the locality. As we shall see, our new concepts properly capture locality of reference in the list update problem, both from a theoretical and practical point of view.
In Section 3 we present refined theoretical analyses of list update algorithms. We concentrate on the most popular strategies that have received the most attention recently, namely Move-To-Front, BIT and COMB. In order to be able to analyze COMB, we have also evaluated a member of the Timestamp family. Of course, we have also investigated an optimal offline strategy. For each algorithm we have analyzed the total service cost incurred on a request sequence, where cost is expressed in terms of our new locality parameters. Interestingly, for Move-To-Front, our cost analysis is exact. Furthermore, for each online algorithm, we have evaluated its performance relative to that of an optimal offline algorithm. Here Move-To-Front achieves an excellent performance ratio that even tends down to 1 as the degree of locality increases.
In Section 4, we present a comprehensive experimental study in which we have evaluated our list update algorithms on real-world traces from benchmark libraries. Obviously, the list update problem is a solution to the classical dictionary problem. In this context, in practice, requests are memory accesses. Secondly, list update has interesting applications in data compression, see e.g. [13, 16] . For instance, the open source data compression program bzip2 relies on Move-To-Front encoding in combination with a preceding Burrows Wheeler transformation. Therefore, in our experiments we consider as input (a) memory access strings (47 traces) and (b) sequences arising in data compression routines (44 traces).
In our tests we first analyze the traces with respect to their locality characteristics. It shows that the parameters introduced in Section 2 are indeed sensible. Next, in the experiments, for each algorithm and each input sequence, we have computed the total service cost. Furthermore, for each online algorithm and each input, we have determined the experimentally observed competitiveness, which is the total service cost of the algorithm divided by the total cost incurred by an optimal offline strategy. In general, our theoretically proven and experimentally observed bounds are very close and differ by just a few percent. As for the total service cost, Move-To-Front exhibits an error of 0 because our theoretical bound is exact. For the other three online algorithms BIT, Timestamp and COMB, the average relative error between the theoretical and experimentally observed values is 3-4% on the memory access traces and 7-9% on the data compression sequences. As far as performance ratios relative to the optimum are concerned, the average relative errors between our theoretical bounds and the experimentally observed competitive ratios are a bit higher. Move-To-Front exhibits average relative errors of 0.3% on the memory traces and of 0.7% on the data compression sequences. The other three strategies incur average errors of 3-4% on the memory traces and of 8-10% on the data compression sequences.
In our study, the theoretical and experimental performance ratios of the algorithms are much lower than the corresponding standard competitive ratios. In particular, Move-To-Front shows the best performance with ratios in the range of 1.2-1.3. This confirms that Move-To-Front is the method of choice in practice.
A new model for locality of reference
Informally speaking, a request sequence exhibits locality of reference if, at any time, it references only a small set of items. If an item is requested, it is likely to be requested again soon. This description suggests the concept of runs, where a run is a subsequence of requests to the same item. In the best case, when there is a high degree of locality, an item is requested many times in a row before a different element is referenced. Unfortunately, real-world request sequences may contain only few of these pure long runs. However, long runs may occur if we focus on small item sets and, in particular, on item pairs: If, at any time, item x is more significant than y, then this relation is likely to hold also in the near future and we encounter several requests to x before the next reference to y arises. Thus long runs occur if we project request sequences to smaller item sets or item pairs. A request sequence exhibits a high degree of locality if a substantial portion of the requests belongs to long runs. In the following we introduce a formal model of locality of reference based on this generalized notion of runs.
Let L be the set of items in the list to be maintained. Consider a fixed request sequence σ. For any two items x, y ∈ L with x = y, let σ xy be the request sequence that is derived from σ when deleting all requests that are neither to x nor to y, i.e. only the requests to x and y survive. Any maximal subsequence of consecutive requests to the same item in σ xy is called a run. Let r(σ xy ) be the number of runs in σ xy . A run is short if it consists of one request only. A run consisting of at least two requests is long. Let s(σ xy ) and l(σ xy ) denote the number of short and long runs, respectively, in σ xy . Then s(σ xy )+l(σ xy ) = r(σ xy ).
Online algorithms typically perform well on long runs, relative to an optimal offline algorithm. In order to properly evaluate our algorithms, we need some further definitions. A long run ρ is called a prefixed long run if it is preceded by one or more short runs; otherwise ρ is called an independent long run. Again let l p (σ xy ) and l i (σ xy ) be the number of prefixed and independent long runs, respectively. We have l p (σ xy ) + l i (σ xy ) = l(σ xy ). Consider two long runs ρ ′ and ρ such that ρ ′ occurs earlier than ρ in σ xy . Run ρ ′ precedes ρ if the last request of ρ ′ is followed by the first request of ρ in σ xy or if ρ ′ and ρ are separated by short runs only. A long run ρ which is not equal to the first long run in σ xy represents a long run change if ρ and the preceding long run ρ ′ reference different items. The first long run ρ in σ xy represents a long run change if ρ and the first request of σ xy reference the same item (imagining that σ xy was preceded by a long run to just the other item of {x, y}). Let l c (σ xy ) be the number of long run changes in σ xy . We have l c (σ xy ) ≤ l(σ xy ). Furthermore, l i (σ xy ) ≤ l c (σ xy ) because each independent long run, except for possibly the first one, is immediately preceded by another long run, which references a different item. The number of long run changes will be particularly important in lower bounding the cost incurred by an optimal offline algorithm. Hence, it will allow us to derive good upper bounds on the relative performance ratios of online strategies.
So far we have defined a number of values for a particular request sequence σ xy . We now sum these values over all pairs of items x and y. For any pair x, y ∈ L with x = y and for any value v ∈ {r, s, l, l i , l p , l c }, let v(σ) = {x,y}⊆L,x =y v(σ xy ). For instance, r(σ) is the total number of runs in σ, while s(σ) and l(σ) represent the total number of short and long runs, respectively, in σ.
All the definitions presented so far refer to a given request sequence σ and, using these definitions, we will be able to accurately evaluate the performance of list update algorithms on such a σ. Next, we introduce a model of locality of reference that applies to classes of request sequences which may be generated by a particular application. Intuitively, request sequences exhibit a high degree of locality if there are many long runs. However, in order to obtain meaningful results we have to work with a refined definition. Again, the number of long run changes is crucial. We say that a class Σ of request sequences exhibits λ-locality, for some 0 ≤ λ ≤ 1, if for any σ ∈ Σ inequality l c (σ)/r(σ) ≥ λ holds, i.e. the number of long run changes represents at least a fraction of λ among all the runs. Note that, for a given request sequence, l c (σ) accounts for all the independent long runs and, depending on the input, for a smaller or larger fraction of the prefixed long runs. If a request sequence consists of long runs only, we have λ = 1.
A reader may wonder why our locality model does not incorporate the length of long runs. This parameter is irrelevant for algorithms performance because after the second request of a long run competitive algorithms have moved the referenced item ahead of the other item in the list and no further cost is incurred on the run.
Analyzing online and offline algorithms

Basic cost analysis
We show that the cost incurred by any online or offline list update algorithm A on a request sequence σ can be evaluated by considering pairs of items. This reduction is not new, nonetheless, our reduction incorporates for the first time paid exchanges that an algorithm may perform.
Let m = |σ| be the length of σ and σ(t) be the request posed at time t, 1 ≤ t ≤ m. The cost incurred by A in serving σ(t) is 1 plus the number of items that precede item σ(t) in the list at time t. Additionally, A may perform paid exchanges. For any item x ∈ L and any time t, define A x (t, σ) = 1 if x precedes item σ(t) in the list at time t; otherwise A x (t, σ) = 0. We note that A x (t, σ) = 0 for any t with σ(t) = x. Furthermore, let A p (t, σ) denote the number of paid exchanges performed by A at time t. Using these definitions, the cost incurred by any online or offline list update algorithm A can be expressed as
Let A p,xy (σ) be the total number of paid exchanges performed by A to change the relative order of x and y in the list while serving σ. Then
Furthermore, let A xy (σ) = t:σ(t)∈{x,y} (A x (t, σ)+A y (t, σ))+A p,xy (σ). This term intuitively represents the cost incurred by items x and y on requests that are to either x and y, plus the number of paid exchanges involving both x and y. We remark that, for any t with σ(t) ∈ {x, y}, the sum A x (t, σ) + A y (t, σ) is either 0 or 1 depending on whether or not the requested item precedes the other item of the pair {x, y}. With the abbreviation A xy (σ) we obtain
Suppose that algorithm A serves σ xy on the two-item list that consists of x and y only and let A(σ xy ) be the incurred cost in the partial cost model. In this model the cost of serving a request is equal to the number of items that precede the requested item in the current list, i.e. a request to the first item in the list costs 0 and a request to the second item in the list costs 1. All online algorithms proposed in the literature for list update have the property that A xy (σ) = A(σ xy ), for any x, y ∈ L with x = y. We will verify this property when studying online algorithms in the following sections. As for an optimal offline strategy O P T , inequality O P T xy (σ) ≥ O P T (σ xy ) holds. Again we will verify this property in the sequel. Therefore, it will be convenient to study A(σ xy ) instead of analyzing (online or offline) cost A xy (σ).
For the analysis of A(σ xy ) we will often partition σ xy into phases such that each phase ends with a long run; the last phase ends with the last request of σ xy if the last run happens to be short. Let p xy denote the number of phases in this partition and let π(i) be the ith phase, 1 ≤ i ≤ p xy . If π(i) starts with a request to x, then the phase has one of the following two structures, depending on whether the last request of the phase is to x or y.
If π(i) starts with a request to y, the structures are symmetric. If the phase ends with a long run, we have
Based on this phase partitioning, we introduce some definitions regarding the beginning and end of σ xy . Let f b (σ xy ) be equal to 1 if the item first requested in σ xy precedes the other item of {x, y} in the initial list; otherwise let f b (σ xy ) = 0. Moreover, let f ′ b (σ xy ) be equal to 1 if f b (σ xy ) = 1 and σ xy starts with a short run followed by a long run; otherwise f ′ b (σ xy ) = 0. Finally, let f e (σ xy ) be equal to 1 if the last phase consists of a single request and the referenced item is stored after the other item of {x, y} in the current list when A processes σ xy on the two-item list and reaches the beginning of the last phase; otherwise f e (σ xy ) = 0. Again we sum these definitions over item pairs. For any x, y ∈ L with x = y and for any value v ∈ {f b , f ′ b , f e }, let v(σ) = {x,y}⊆L,x =y v(σ xy ). We remark that values v(σ), with v ∈ {f b , f ′ b , f e }, will be needed to properly evaluate the cost of our investigated algorithms. However, when determining the performance of online algorithms relative to the optimal offline strategy, many of the terms will cancel. Furthermore, we observe that values v(σ) with v ∈ {r, s, l, l c , l p , l i } may grow arbitrarily large as the length of σ increases, whereas the other values v(σ) with v ∈ {f b , f ′ b , f e } are bounded by |L|(|L| − 1)/2.
The cost of an optimal offline algorithm
We lower bound the cost incurred by an optimal offline algorithm O P T on a request sequence σ.
Lemma 1 The cost incurred by
Proof. We first argue that O P T xy (σ) ≥ O P T (σ xy ) holds for any fixed pair of items x, y ∈ L with x = y. Suppose that we serve σ xy on the two-item list consisting of x and y by mimicing O P T 's behavior when servicing σ on the entire list of all items in L. More specifically, we change the relative order of x and y in the two-item list, using free or paid exchanges, whenever O P T does so in the entire list. This service schedule incurs a cost of O P T xy (σ) in the partial cost model, and the latter value cannot be smaller than the optimal cost O P T (σ xy ) of serving σ xy on the two-item list. Hence we find O P T xy (σ) ≥ O P T (σ xy ).
Using (1) we find OP T (σ) ≥ {x,y}⊆L,x =y OP T (σ xy ) + |σ|. In the following we consider a fixed pair of items x, y ∈ L with x = y and will prove
Summing (2) over all pairs of items and taking into account OP T (σ) ≥ {x,y}⊆L,x =y OP T (σ xy ) + |σ|, we derive the lemma. An optimal offline algorithm for serving σ xy on a two-item list consisting of x and y is easy to state: On the first request of each long run move the requested item to the front of the list. On any other request, do not change the position of the referenced item. No paid exchanges are used. In order to analyze O P T (σ xy ) we partition σ xy into phases as described in Section 3.1. We analyze an arbitrary phase π(i), 1 ≤ i ≤ p xy , and assume w.l.o.g. that the phase starts with a request to item x. Recall that π(i) has one of the following two structures: (a) (xy
If σ xy consists of a single request to item, say x, then (2) is easy to see. We have r(σ xy ) = 1 and l c (σ xy ) = 0. If x is stored in front of y in the initial list, then the cost incurred by O P T is 0. Since f b (σ xy ) = 1 and f e (σ xy ) = 0, the right hand side of (2) is in fact smaller than 0. On the other hand, if x is stored after y in the initial list, then the cost incurred by O P T is 1. We have f b (σ xy ) = 0 and f e (σ xy ) = 1 such that the right hand side of (2) is also equal to 1. In the remainder of this analysis we assume that σ xy consists of more than one request.
For any i with 1 ≤ i ≤ p xy , let r(π(i)) be the number of runs in π(i). Furthermore, let l c (π(i)) = 1 if phase i ends with a long run and this long run represents a long run change. Otherwise we set l c (π(i)) = 0. A long run change occurs in phase i if and only if the phase has structure (a) with l ≥ 2: This holds because, if i ≥ 2, phase i − 1 ended with a long run of requests to item y and only phase structure (a) ends with x. If i = 1, then a long run ending phase 1 is the first long run in σ xy and represents a long run change if the referenced item is equal to the item first referenced in σ xy . Finally, let O P T (π(i)) denote the cost incurred by O P T when serving π(i), 1 ≤ i ≤ p xy . We note that if f e (σ xy ) = 1, then p xy > 1 because σ xy consists of more than one request and a last phase containing a single request cannot be equal to the first phase. We will show that for any index i, 1 < i < p xy ,
as well as
and, if p xy > 1,
If σ xy consists of only one phase, then the desired inequality (2) follows from (4), taking into account that f e (σ xy ) = 0. If σ xy consists of at least two phases, then we obtain (2) by summing (3), for all i = 2, . . . , p xy − 1, as well as (4) and (5).
We first analyze any phase that is not equal to the first phase and prove inequalities (3) and (5). Consider a phase i with 1 < i ≤ p xy . Recall that the previous phase i − 1 ended with a long run of requests to item y such that x is stored at position two in the list when phase i starts. If f e (σ xy ) = 1, then π(p xy ) consists of a single request to x and (5) is easy to see: We have l c (π(p xy )) = 0. Furthermore O P T 's cost is 1, which is equal to 1 2 (r(π(p xy )) + f e (σ xy )). Therefore we may assume f e (σ xy ) = 0 when considering phase index p xy and proving inequalities (3) and (5) 
If phase i has structure (a), then the cost incurred by O P T is equal to k + 1 because each request to x in the phase prefix (xy) k x costs 1. If l ≥ 2, then O P T moves x to the front of the list on the first request of the long run x l and no further cost is incurred. The number of runs in the phase is 2k + 1. If the phase ends with a long run, we have a long run change, i.e. l c (π(i)) = 1. If the phase ends with a short run, i.e.
If phase i has structure (b), then O P T pays a cost of k because each request to x costs 1. The number of runs in the phase is 2k and
) because no long run change occurred and hence l c (π(i)) = 0.
We finally take care of the first phase. If x is stored after y in the initial list, then f b (σ xy ) = 0 and the arguments presented in the last paragraph immediately carry over. Recall that l c (π(1)) = 1 if and only if the phase has structure (a) with l ≥ 2. We obtain
. If x is stored in front of y in the initial list, then f b (σ xy ) = 1. We have O P T (π(1)) = ⌊r(π(1))/2⌋ because runs alternate between items x and y. The latter expression is at least
Online algorithms
Algorithm Move-To-Front (MTF): Move the requested item to the front of the list.
Lemma 2 The cost incurred by
Proof. We first argue argue that M T F xy (σ) = M T F (σ xy ) holds for any item pair x, y with x = y. When M T F serves a request sequence, at any time item x precedes item y in the current list if and only if the last request made to an item from {x, y} was to x rather than to y. This holds when M T F serves σ on the entire list consisting of all the items in L as well as when M T F serves σ xy on the two-item list consisting of x and y only. Sequence σ consists of |σ xy | requests to x and y. Thus, for any i with 1 ≤ i ≤ |σ xy |, the ith request made to an item from {x, y} in σ contributes 1 in M T F xy (σ) if and only if the ith request in σ xy incurs a cost of 1 in M T F (σ xy ). Note that M T F does not use paid exchanges. We conclude, as desired M T F xy (σ) = M T F (σ xy ). Hence, using (1), we find M T F (σ) = {x,y}⊆L,x =y M T F (σ xy )+|σ|. Consider a fixed pair of items x, y ∈ L with x = y. We prove M T F (σ xy ) = r(σ xy ) − f b (σ xy ). Summing this equation over all pairs of items and using M T F (σ) = {x,y}⊆L,x =y M T F (σ xy ) + |σ|, we obtain the lemma. When MTF serves σ xy on the two-item list, on the first request of each run the referenced item is moved to the front of the list. Hence on each run, except for the first one, M T F incurs a cost of exactly 1. On the first run, the cost is 1 if the requested item is stored behind the other item of {x, y} in the initial list. The cost is 0 if the requested item precedes the other item of {x, y} in the initial list and in this case f b (σ xy ) = 1. These arguments yield the equation to be proven.
2
For any request sequence σ, let α(σ) = (|σ| − f b (σ))/r(σ). Furthermore, let β(σ) = l c (σ)/r(σ) be the fraction of the long run changes relative to the total number of runs. The following theorem gives a refined bound on the performance ratio of M T F . It implies, in particular, that M T F is 2-competitive.
Theorem 1 For any request sequence σ, the cost incurred by MTF is at most
Proof. Applying Lemmas 1 and 2 we find that the ratio of the cost incurred by M T F to that payed by O P T is upper bounded by
.
2
An immediate consequence of the above theorem is the following corollary. It implies that M T F can achieve a competitiveness as low as 1 on request sequences that exhibit a high degree of locality, i.e. that satisfy λ-locality with values of λ close to 1. 
Corollary 1 On request sequences exhibiting λ-locality, MTF achieves a competitive ratio of at most
Algorithm Timestamp (TS):
Insert the requested item, say x, immediately in front of the first item in the list that precedes x in the current list and was requested at most once since the last request to x. If there is no such item or if x is requested for the first time, do not change the position of x.
Lemma 3 The cost incurred by T S is
Proof. Again, we first argue that T S xy (σ) = T S(σ xy ) for any item pair x, y with x = y. In the following paragraph we will show that when T S serves a request sequence σ, the referenced item, say x, never passes an item in the list that was requested at least twice since the last request to x. Thus the following property holds: When T S serves the ith request to x or y in σ, the relative order of the two items in the full list is the same as that in the two-item list consisting of x and y when T S serves the ith request in σ xy , 1 ≤ i ≤ |σ xy |. We conclude T S xy (σ) = T S(σ xy ). It remains to show that when T S serves a request sequence σ, the referenced item, say x, never passes an item in the list that was requested at least twice since the last request to x. We prove the statement by induction on t. Consider an arbitrary request sequence σ. The statement holds at time t = 1 because the referenced item σ(1) is requested for the first time and T S does not change its position in the list. Suppose that the desired statement holds up to time t − 1, and let x = σ(t) be the item referenced at time t. If x is requested for the first time, then again the position of x in the list does not change. Otherwise let y be the first item in the current list that precedes x and was requested at most once since the last request to x. (In case no such y exists, the position of x remains unchanged.) Let z be any item that was requested at least twice since the last request to x. The last three requests made to either y or z are of the following form: (a) z . . . z . . . y; (b) z . . . y . . . z or (c) y . . . z . . . z. In each case z precedes y in the current list after the above subsequence of requests. In case (a) this follows from induction hypothesis. In cases (b) and (c) this holds because on requests to z this item passes all items that were referenced at most once since the last request to z. We conclude that when x is inserted in front of y, item z is not passed.
Thus, using (1), we obtain
We consider a fixed pair of items x, y ∈ L with x = y and will prove
As r(σ xy ) = s(
. Summing the latter inequality over all pairs of items, taking into account (6), we obtain the lemma.
For the analysis of T S(σ xy ) we partition σ xy again into phases as described in Section 3.1. We consider an arbitrary phase π(i), 1 ≤ i ≤ p xy , and assume w.l.o.g. that the phase starts with a request to item x. Recall that phase π(i) has one of the following two structures.
The independent long runs in σ xy are exactly the phases of structure (a) with k = 0 and l ≥ 2. When T S serves σ xy on the two-item list, on the second request of each long run the algorithm moves the referenced item to the front of the list if it is not already there. Hence on each long run T S pays a cost of at most 2. This proves that on all independent long runs, i.e. on all phases of structure (a) with k = 0 and l ≥ 2, T S's total cost is upper bounded by 2l i (σ xy ). In the following we prove that on all other phases, T S incurs a cost of at most s(π(i)), where s(π(i)) denotes the number of short runs in π(i). In the first phase the cost is by 1 larger if f ′ b (σ xy ) = 1. Consider an arbitrary phase π(i) and suppose first that i > 1. At the beginning of the phase item x is stored behind y in the list because the last two requests were made to y. Thus T S incurs a cost of 1 on the first request of the phase. If the phase consists of only one request, we are done because in this case the number of short runs is also 1. Therefore assume that the phase consists of at least two requests. When serving the first request of π(i), T S leaves x's position in the list unchanged because y was requested at least twice since the last reference to x. Hence the second request of the phase, which is to y, does not incur cost and we have identified a short run that does not incur cost. If the phase is composed of short runs only, we are done because each further short run can incur a cost of at most 1; in fact the cost is exactly 1.
If the phase ends with a long run, then in phase structure (a) we have k ≥ 1 because k = 0 would imply that we deal with an independent long run, which was already analyzed above. Hence, on the first request of the long run x l T S moves x to the front of the list so that the run incurs a cost of only 1. This cost is covered by the short run not causing any cost. If the phase ends with a long run and has structure (b), then the suffix y l does not incur cost: This holds true if k = 1 because, as argued above, x is not moved in front of y on the first request of the phase. If k > 1, then on the last request of (xy) k T S moves y in front of x in the list because x was referenced at most once since the last request to x. Hence T S pays a cost of 2k − 1 in the phase, which is equal to the number of short runs.
We finally study the first phase π(1). The arguments presented in the previous paragraph immediately carry over if x is stored behind y in the initial list because on the first request to x algorithm T S does not change the position of x in the list and a second request of the phase, which is to y, does not incur cost. Therefore assume that x is stored in front of y in the initial list. In this case the first run of the phase does not incur cost, and we have again identified a run not causing any cost. If the phase is composed of short runs only, we are done. Therefore suppose that the phase ends with a long run. This implies that the phase consists of at least two runs because a single long run would represent an independent long run, whose cost was covered before. If the phase is composed of two runs, then its structure is xy l ′ , for some l ′ ≥ 2. T S pays a cost of 2 in the phase because on the first request to y it does not change the position of y in the list as the item is referenced for the first time. On the second request to y, the item is moved to the front of the list and incurs no further cost in the phase. This cost of 2 is equal to the number of short runs plus f ′ b (σ xy ). If the phase is composed of at least three runs, the item referenced in the final long run ρ was requested at least once before and hence moves to the front of the list after the first request of ρ, if not already there, because the other item of the pair was requested only once in between. Thus the final long run incurs a cost of at most 1. Recalling that the first run of π(1) does not generate cost, we conclude that T S's total cost in π (1) is bounded by the number of short runs of the phase.
We observe that T S is better than M T F if the number of prefixed long runs is larger than the number of independent long runs plus
Theorem 2 For any request sequence σ, the cost incurred by TS is at most
times that payed by OPT.
Proof. Applying Lemmas 1 and 3 we find that the ratio of the cost incurred by T S to that payed by O P T is upper bounded by
Hence the above theorem also yields that T S is 2-competitive. As l p (σ) can be 0 and l i (σ) can be as high as l c (σ), we observe that T S does not achieve improved competitive ratios on request sequences satisfying λ-locality.
We next turn to randomized algorithms.
Algorithm BIT: Maintain a bit b(x) for each item x ∈ L. These bits are initialized independently and uniformly at random to a value in {0, 1}. On a request, complement the bit of the referenced item. If the bit value changes to 1, move the item to the front of the list.
Lemma 4 The expected cost incurred by
Proof. The question whether or not BIT moves a requested item, say x, to the front of the list only depends on the initial value b 0 (x) and the number of requests to x processed so far. More precisely, on the ith request to x, the item is moved to the front of the list if (b 0 (x) + i) mod 2 = 1. Thus when BIT serves the ith request to either x or y in σ, item x precedes y in the full list if and only if x precedes y in the two-item list when BIT serves the ith request in σ xy , 1 ≤ i ≤ |σ xy |. Hence BIT xy (σ) = BIT (σ xy ), for any pair x, y ∈ L with x = y, and we obtain
Fix an item pair x, y ∈ L with x = y. We will prove that the expected cost incurred by BIT is
We obtain the lemma by summing the last inequality over all item pairs, taking into account (8) .
We evaluate BIT (σ xy ) by partitioning, as usual, σ xy into phases as described in Section 3.1. Consider an arbitrary phase π(i), 1 ≤ i ≤ p xy , and assume w.l.o.g. that the phase starts with a request to item x. Phase π(i) has one of the following two structures.
If σ xy consists of a single request to item, say x, we can easily verify (9) : If x is stored in front of y in the initial list, then the cost incurred by BIT is 0 and the right hand side of (9) is lower bounded by 0. On the other hand, if x is stored after y in the initial list, then the cost incurred by BIT is 1. The right hand side of (9) is also equal to 1 because r(σ xy ) = 1 and f e (σ xy ) = 1 while the other terms are 0.
In the remainder of this proof we assume that σ xy consists of more than one request. We first show the following statements.
(1) Suppose that x is stored after y in the two-item list and that x is requested. Then the expected cost of the following request is equal to 1/2.
(2) Suppose that BIT has just served a subsequence xyx of requests. If the next request is to y, then BIT 's expected cost on that request it equal to 3/4. If the next request is to x, the expected cost is equal to 1/4.
Analogous statements hold if the roles of x and y are interchanged. To verify statement (1) we simply observe that when serving the request to x, with probability 1/2 BIT moves x to the front of the list. Thus, after the request, x precedes y in the list with probability exactly 1/2. To verify statement (2) we remark that after the service of the subsequence xyx, item x precedes y in the list if and only if (a) x is moved to the front of the list on the second request to x or if (b) x is not moved to the front of the list on the second request to x (such that it was moved to the front on the first request to x) and y is not moved to the front on its reference in xyx. Event (a) occurs with probability 1/2 while (b) occurs with probability 1/4. We next turn to analyzing the various phases. For any i with 1 ≤ i ≤ p xy , let r(π(i)) be the number of runs in π(i). Furthermore, let l(π(i)) be equal to 1 if the phase contains a long run; otherwise l(π(i)) = 0. Finally, we set l i (π(i)) equal to 1 if the phase consists of an independent long run; otherwise l i (π(i)) = 0. Let BIT (π(i)) denote the expected cost incurred by BIT in the phase. Note that if f e (σ xy ) = 1 then p xy > 1 because the request sequence consists of more than one request and the first phase cannot consist of a single request. We will show that for any index i satisfying 1 ≤ i < p xy ,
and for index p xy ,
If σ xy consists of only one phase, then the desired inequality (9) follows from (11) . If σ xy consists of at least two phases, we derive (9) by summing (10) , for all i = 1, . . . , p xy − 1, and (11). If i = p xy and f e (σ xy ) = 1, then (11) follows easily: Phase π(p xy ) consists of a single request to an item, say x. The cost incurred by BIT is 1, and this is equal to 3 4 r(π(p xy )) + 1 4 f e (σ xy ). Inequality (11) follows because l(π(p xy )) = l i (π(p xy )) = 0. Therefore, when analyzing the last phase indexed i = p xy , we may assume f e (σ xy ) = 0 and proving (10) and (11) reduced to showing
for any i with 1 ≤ i ≤ p xy . We first analyze a phase π(i), where either i ≥ 2 or i = 1 and f b (σ xy ) = 0. We first argue that when π(i) starts, x is stored behind y in the list. This obviously holds if i = 1 because f b (σ xy ) = 0 indicates that the item first requested in σ xy and hence in the first phase is stored after the other item in the initial list. If i ≥ 2, then phase π(i) is preceded by a long run of requests to y. After the service of the second request of this long run, y definitely precedes x in the list. Hence the first request of π(i) incurs a cost of 1 and using statement (1) we obtain that the second request of the phase costs 1/2. If the phase has structure (a) with k = 0, the total cost of the phase is 3/2, which is equal to (12) holds. If the phase has structure (b), then statement (2) with the roles of x and y interchanged implies that the first request of y l incurs an expected cost of 1/4. As y is moved to the front of the list, if not already there, the run incurs no further cost. We obtain BIT (π(i) (1)) because r(π(1)) = 2 and l(π(1)) = 1. We finally focus on the case that π(1) is composed of at least three runs. In this case we can simply consider a truncated phase π ′ (1) derived from π(1) by removing the first request. In this truncated phase a final long run is still preceded by a short run and the item first requested in π ′ (1) precedes the other item of the pair when the phase starts. Applying all the arguments of the previous paragraph we obtain (12) , taking into account that the original phase π(1) contains even one run more than π ′ (1).
Theorem 3
For any request sequence σ, the expected cost incurred by BIT is at most
1+2α(σ)+β(σ) times that payed by OPT.
Proof. Applying Lemmas 1 and 4 we find that the ratio of the expected cost incurred by BIT to that payed by O P T is upper bounded by
2
It is not hard to show that the above theorem also implies that BIT is 1.75-competitive (details are omitted here). Taking into account that l(σ) ≤ r(σ) and l i (σ) ≤ l c (σ), we obtain the following corollary, which yields that BIT attains a competitiveness of 1.5 on request sequences with a high degree of locality, i.e. with values of λ close to 1.
Corollary 2
Algorithm Combination (COMB): With probability 4/5 serve the request sequence using BIT , and with probability 1/5 serve the sequence using T S.
Lemma 5 The expected cost incurred by
Proof. On any request sequence, the expected cost incurred by C OM B is 4 5 BIT (σ) + 1 5 T S(σ) such that, using Lemmas 3 and 4, we obtain
The last line follows because
Theorem 4
For any request sequence σ, the expected cost incurred by COMB is at most
Proof. Using Lemmas 1 and 4 we obtain that the ratio of the expected cost of C OM B to that of O P T is upper bounded by
Hence the above theorem also implies that C OM B is 1.6-competitive. Since l i (σ) can be as high as l c (σ), algorithm C OM B does not achieve improved competitive ratios on request sequences satisfying λ-locality.
Experimental study
In this section we report on the results of our experimental study in which we have implemented the algorithms analyzed in Section 3. The main purpose of our study is to compare the experimentally observed performance of the algorithms to the bounds stated in Theorems 1-4 as well as Corollaries 1 and 2. In order to get meaningful results we have tested the algorithms on real-world request sequences from benchmark libraries. Clearly, self-organizing linear lists represent a solution to the classical dictionary problem,
a file using few bits. Since the latter application has gained considerable popularity and importance recently, we report on the corresponding results first and then address the findings with respect to memory access strings.
Data compression
Bentley et al. [13] showed that self-organizing linear lists can be used to build locally adaptive data compression schemes. The approach was further developed and studied in [2, 16, 23] . The best compression results are achieved when the scheme is combined with the famous Burrows-Wheeler transformation [16] , yielding compression rates that are comparable or even better than that of Lempel-Ziv based schemes. In fact the common open source data compression program bzip2 consists of a Burrows-Wheeler transformation followed by Move-To-Front and Huffman encodings. We briefly describe the basic data compression scheme by Bentley et al. [13] and the Burrow-Wheeler transformation [16] .
Data compression schemes: In data compression we are given a string S that shall be compressed, i.e. that shall be represented using fewer bits. The string S consists of symbols, where each symbol is element of an alphabet X = {x 1 , . . . , x n }. The idea of data compression schemes using linear lists is to convert the string S of symbols into a string I of integers. An encoder maintains a linear list of symbols contained in X and reads the symbols in the string S. Whenever the symbol x i has to be compressed, the encoder looks up the current position of x i in the linear list, outputs this position and updates the list using a list update algorithm. Here one can use M T F or any other list update strategy. If symbols to be compressed are moved closer to the front of the list, then frequently occurring symbols can be encoded with small integers. Clearly, when the string I is actually stored or transmitted, each integer in the string should be coded again using a variable length prefix code.
The refined compression scheme by Burrows and Wheeler first applies a reversible transformation to the string S. The purpose of this transformation is to group together instances of a symbol x i occurring in S so that the resulting string S ′ exhibits a high degree of locality of reference. Due to space limitation we refer the reader to [16] for details on the Burrows-Wheeler transformation and its efficient implementation. The transformed string S ′ is then encoded using the algorithm by Bentley et al. [13] as described in the previous paragraph. Alphabet X, i.e. the set of entries in the self-organizing linear list, is the ASCII alphabet with its 256 different characters. The initial list is given by the initial numerical order of the ASCII characters. In the string S, each byte represents a symbol. For large files to be compressed, the Burrows-Wheeler transformation is applied not to the entire file but rather to blocks of uniform size; the block size may be chosen by a user.
Data sets and their locality characteristics:
In our experiments we selected files available at the repository named Canterbury Corpus [18] . This collection was developed as an extension of the widelyused Calgary Corpus [17] and represents the standard benchmark library for evaluating data compression algorithms. It consists of different corpora such as the true Canterbury Corpus, the Large Corpus and the Calgary Corpus. The corpora contain files of different types. In addition to text files such as books and papers there are source code files, pictures, office documents, object files, and many more. A description of the corpora can be found at [18] .
In our tests we selected all the files from the Canterbury Corpus, the Large Corpus and the Calgary Corpus. We applied the Burrows-Wheeler transformation to each of these files. We chose a block size of 9 · 10 5 bytes, which is the default and also the maximum allowable block size in bzip2. If the file size exceeds the block size, then, as described above, the file is split into several blocks of the chosen size. This was the case for all the files of the Large Corpus. The sequences obtained from the Burrows-Wheeler transformation are the request sequences on which the list update algorithms have to be evaluated. Recall that each byte of the sequence forms a request. We remark that we actually do not compress files; instead we evaluate list update algorithms on these realistic benchmark sequences. Table 1 and Figure 1 in Appendix A depict the characteristics of our (transformed) request sequences. The length of the request sequences differs vastly among the test instances. There are short sequences consisting of only 3721 requests (grammar.lsp) and long sequences of up to 9 · 10 5 references, which occur when a file is split into several blocks. The third column of Table 1 shows how many blocks were generated. Moreover, the number of different bytes (ASCII characters) requested differs vastly. In text files typically about 80 to 90 different characters are requested. In object files such as obj1 and obj2 of the Calgary Corpus all the 256 ASCII characters are referenced.
For each of the request sequences we have computed the values r, s, l, l p , l i , l c as introduced in Section 2. We have also computed values f b , f ′ b , f e defined in Section 3.1 but, for brevity, do not show them. For better reading, instead of giving the absolute values of r, s, l, l p , l i , l c we show the interesting relations. Table 1 contains the exact values for each file while Figure 1 depicts the average values over all the files. First, it shows that among all the runs of a request sequence, about 60% to 65% are long runs. The fraction can go as high as 80% in the case of file trans in the Calgary Corpus. An exception is the file kennedy.xls in which only 10%-15% of the runs are long, indicating that the Burrows-Wheeler transformation does not work well on this file. Columns 7 and 8 of Table 1 and Figure 1 show the distribution of the prefixed and independent long runs among all the long runs. Again, in most cases, the majority of the long runs are independent long runs (fractions can go as high as 80%), indicating that long runs are usually followed by long runs. Finally, the last column of Table 1 and Figure 1 show the number of long run changes relative to the number of long runs. Here the interesting observation is that the ratio l c /l is typically 5% to 10% higher than l i /l. This demonstrates that the definition of l c was indeed sensible in Section 2 as it yields more expressive lower bounds on the cost of O P T , compared to l i . A final remark is that, for files split into several blocks, all the numbers for the various blocks are consistent, i.e. the characteristics do not change within the file.
Performance results: We have executed the online algorithms analyzed in Section 3 on all the request sequences described above and recorded their cost. As for the randomized strategies BIT and C OM B, they were executed 16 times on each sequences and, for any sequence, the average cost was taken. Since the offline version of the list update problem is NP-hard [5] and the best known offline algorithm takes O(2 n n!m) time [29] , where n = |L| and m = |σ|, computing the true optimum offline cost is impossible for our request sequences. Therefore, we computed the pairwise optimum, which is equal to {x,y}⊆L,x =y OP T (σ xy ) + |σ|. This expression is usually used as approximation of the optimum offline cost, even in standard competitive analysis. To evaluate the pairwise optimum, for each request sequence σ and each pair x, y of ASCII characters we derived the projected sequence σ xy and computed O P T (σ xy ). The latter cost is easy to determine because an optimal offline algorithm for sequences on two-item lists is simple to state, cf. proof of Lemma 1. Table 2 and Figure 2 in Appendix A represent the costs incurred by the algorithms on all the sequences. For each algorithm we compare the costs observed in the experiments to those implied by the theoretical bounds of Lemmas 1-5. For any A ∈ {M T F , T S, BIT , C OM B, O P T }, the columns headed A * in Table 2 record the experimentally observed cost. Using values r, s, l, l i , l p , l c , f b , f ′ b , f e for the various request sequences, Lemmas 1-5 yield theoretical bounds. Instead of reporting these bounds, we give the relative errors. The relative error, for a given strategy A and request sequence σ, is the absolute value of the difference between the experimental and theoretical costs, divided by the experimental value. Figure 2 depicts the relative errors using box plots, which is a standard method to display numerical data. For each algorithm, the bold line within the box represents the median data point. The box includes 50% of the data points, where 25% is located above and 25% below the median. The upper (respectively lower) whisker is the maximum (respectively minimum) data point that can be found within a distance of 1.5 of the inter-quartile range. All other points are outliers. It shows that all the errors are very small, indicating that the bounds developed in Lemmas 1-5 very well approximate the experimentally observed cost. As for O P T , or the pairwise optimum, the average relative error is below 0.5%. The incurred error for M T F is 0 because the bound given in Lemma 2 is exact. For the other three online strategies, the average relative errors are between 7% and 8%; the medians are even below 2%.
For comparison with previous experimental studies [9, 10] Table 3 shows the average service cost incurred by the algorithms on a single request. These average costs are all very small, typically in the range between 1.8 and 5, which confirms that the request sequences exhibit a high degree of locality and that the algorithms respond well to this property. In files such as kennedy.xls, geo or obj1, which access the full ASCII character set, the access cost is a bit higher. Table 4 as well as Figures 3 and 4 in Appendix A contain the main results of our experimental study. Table 4 presents, for each online algorithm and each of our request sequences, the experimentally observed competitiveness and compares it to the theoretical bounds developed in Theorems 1-4. For each algorithm A ∈ {M T F , T S, BIT , C OM B}, expression c * A refers to the experimentally observed competitiveness on a given sequence, which is the actual cost incurred by A divided by the cost of the pairwise optimum; the latter values are reported in Table 2 . Expression c A refers to the theoretical bound. For each algorithm, the average performance values, over all files, are depicted in dark grey (exprimental bounds) and light grey (theoretical bounds) in Figure 3 . Table 4 also shows the relative error between the experimental and theoretical expressions; a graphical representation using box plots is given in Figure 4 . A first, very positive finding is that the experimentally observed and theoretical performance ratios are very close to each other. Hence our locality model and theoretical analyses are indeed sensible. The best results are achieved for M T F . Here the average relative error is below 0.7%. For almost all of the files, the actual error is substantially smaller because four files in the Canterbury Corpus (fields.c, grammar.lsp, sum and xargs.l) contribute very higher errors to the average value. For the other three online algorithms the average relative errors are higher, ranging between 8% and 10%, but these values are still reasonable. Again, for many files we have very small errors; high contributions in the average relative errors just come from the files fields.c, grammar.lsp and xargs.l. Figure 4 illustrates that the median error values are even below 3%.
A second important result is that the experimentally observed competitiveness as well as the performance ratios implied by Theorems 1-4 are much lower than the standard competitive ratios of the algorithms. Recall that M T F and T S are 2-competitive while BIT and C OM B achieve competitive ratios of 1.75 and 1.6, respectively. In our experiments, M T F shows the best behavior with performance ratios between 1.2 and 1.3. An exception is the file kennedy.xls where the transformed request sequences do not exhibit a substantial degree of locality. The other three algorithms T S, BIT and C OM B are slightly worse, with ratios that are typically in the range between 1.3 and 1.6. There is no clear winner among these three algorithms. For each strategy there are some sequences where this stategy outperforms the other two. We note that for a few files such as fields.c, grammar.lsp or xargs.l, the theoretical bounds implied by Theorem 2-4 are higher than the standard competitive ratios of the algorithms. This is no contradiction. On these relatively short files, consisting of only a few thousands of requests, the initial, apparently unfortunate list ordering has a high influence of the overall service cost. The terms f b (σ) and f ′ b (σ), which take into account such effects, are ignored in classical competitive analysis that evaluates the performance of algorithms on long sequences. Table 5 and Figure 5 in Appendix A report on the performance of M T F and BIT in terms of λ-locality. As argued in Section 3.3, T S and C OM B achieve no improved competitiveness and hence are not listed. For algorithm A ∈ {M T F , BIT }, expression c λ A refers to the theoretical bounds implied by Corollaries 1 and 2. We compare this value to the experimentally observed competitiveness c * A , reported in Table 4 , and compute relative errors. In order to get a reasonable set of numerical results, which can also be compared to that of Table 4 , we treat each sequence as being a representative member of a class of inputs. (Of course, alternatively, one could also group sequences to form classes.) For both M T F and BIT the competitive performance under λ-locality is higher than the theoretical bounds of Theorems 1 and 3. This is not surprising because Corollaries 1 and 2 consider asymptotic algorithm performance, ignoring the request sequence length |σ|, i.e. an additive 1 per request, in both the online and offline cost. However, since the average service cost of the algorithms is small (cf. Table 3), the additive values of 1 make a difference in performance. For M T F we have competitive values, in terms of λ-locality, that are typically between 1.2 and 1.5, which is still considerably lower than the standard competitive ratio of 2. For BIT the values are usually above 1.6 and often reach even 1.75.
Memory accesses
We now report on our experiments with memory accesses, thereby simulating dictionary operations. In these request sequences, each request is an access to a memory page. The alphabet is the set of different pages ever referenced in a given sequence. In contrast to the data compression experiments, where the list of 256 ASCII characters was fixed, here our self-organizing lists grow dynamically. Whenever a page is referenced for the first time, its address is inserted as new item into the list. This is simply done by appending the new item at the end of the list and executing the chosen list update strategy assuming a search request was issued.
Data sets and their locality characteristics: We selected traces that were generated by SPEC (Standard Performance Evaluation Corporation) which maintains widely-used benchmark collections for performance evaluation [34] . The traces were generated by execution of the SPEC CPU2000 benchmark suite that contains a large variety of programs ranging from compilers, to word processors, to computer visualization programs, to name just a few. The programs were executed on a Pentium II processor running Redhat Linux 6.0. The resulting set of 47 memory access traces can be downloaded at the Bringham Young University Trace Distribution Center [15] . Instead of working with the whole traces which partly contain several hundreds of millions of requests, we considered the samples of the traces provided. These samples consist of the first section of the traces up to nearly 10.5 million requests. More information about the traces can be found at [34] . Table 6 and Figure 6 in Appendix B show the characteristics of the traces. The alphabet size differs vastly for the various traces and ranges from 251 (ammp) to 3151 (perl makerand). Interestingly, the locality characteristics are very similar to those of the data compression traces. This confirms the known fact that memory accesses do exhibit locality of reference. Among the runs of a sequence, typically about 60% are long runs. Recall that the numbers were about 10% to 15% higher in the case of data compression. In our test set only file mesa forms an exception with a fraction of 60% of short runs. Among the long runs, the majority forms independent long runs (fractions can be as high as 75%). The ratio l c /l is typically 5% higher than l i /l. We recall that in data compression this increase as well as the proportion of independent long runs was a bit higher. The reason is that the Burrows-Wheeler transformation generates sequences with a high degree of locality.
Performance results: As usual we have executed all our algorithms on each of the traces. The randomized algorithms were again executed 16 times on each input and the average cost was recorded. Table 7 and Figure 7 in Appendix B present the actual service costs of the algorithms and the relative errors incurred by the corresponding theoretical bounds of Lemmas 1-5. The average error of O P T , or the pairwise optimum, is less than 0.2%. As for M T F , the error is 0 because our theoretical bound is exact. For the other three algorithms the average relative error is around 3%, and hence even lower than in the case of the data compression traces. The median error values are below 2%, cf. Figure 7 . Table 8 depicts the average service cost per request of the algorithms. We observe very small values between 2 and 3 uniformly over all the algorithms and traces. Again these values are even slightly lower than those of the data compression traces.
The most important results are presented in Table 9 as well as Figures 8 and 9 in Appendix B, which compare the experimentally observed competitiveness of the algorithms to the performance guarantees of Theorems 1-4. The relative errors are also computed. These errors are surprisingly small and again even lower than in the experiments with the data compression traces. For M T F we observe an average relative error of 0.2%. For the other algorithms the average relative errors are between 3% and 4%; the media values are below 2%. Furthermore, the performance ratios of the algorithms are very low. Algorithm M T F exhibits theoretical and experimental performance ratios that are typically in the range between 1.2 and 1.25. Hence these values are substantially smaller than M T F 's competitiveness of 2. For the other
algorithms, too, the experimentally observed and theoretical performance ratios are well below the competitive ratios of the strategies.
Finally Table 10 and Figure 10 in Appendix B show the results for λ-locality. We assume again that each trace is a representative sample from a given application. The table shows the competitiveness of the algorithms, expressed in terms of λ, and the relative errors when the value is compared to the experimentally observed competitiveness shown in Table 10 . As in the case of the experiments with data compression traces, M T F exhibits performance guarantees that are well below the competitive ratio of 2; for BIT the guarantees are in the range 1.65-1.75 and hence not substantially below the standard competitiveness of 1.75. We remark again that the performance ratios in Table 10 are higher than the bounds of Table 9 because Corollaries 1 and 2 ignore the request sequence length |σ|, i.e. an additive 1 per request, which makes a difference because the average cost of the algorithms is very low. Since the average service cost on the memory traces is even lower than on the data compression traces, the relative errors here are higher.
Overall we observe the same qualitative results as in the tests with the data compression sequences. It turns out that the results for the memory access traces are even more positive, i.e. the average relative errors between the theoretical an experimental bounds are smaller. Average distribution of the runs into short runs and long runs and of the long runs into independent and prefixed long runs. Furthermore, the average ratio of long run changes is given. Table 3 : Average service cost per request incurred by the algorithms. Table 4 : Upper bounds c A on the performance ratios achieved by A ∈ {M T F , T S, BIT , C OM B} as implied by Theorems 1-4. The values are compared to the experimentally observed competitiveness c * A , which is the actual cost incurred by A to that of the pairwise optimum. The comparison yields a relative error f c A . : Average distribution of the runs of the memory access traces into short runs and long runs and of the long runs into independent and prefixed long runs. Furthermore, the average ratio of long run changes is given.
file Table 7 : Actual service costs incurred by the algorithms on the memory access traces. Comparison of the actual costs to the bounds of Lemmas 1-5 yields the relative errors f A , for the various strategies A. Table 9 : Upper bounds c A on the performance ratios achieved by A ∈ {M T F , T S, BIT , C OM B} on the memory access traces, as implied by Theorems 1-4. The values are compared to the experimentally observed competitiveness c * A , which is the actual cost incurred by A to that of the pairwise optimum. The comparison yields a relative error f c A . 
