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Research workers who describe their problems with mathematical formulas in 
which variables and unknown parameters occur, have need for testing their working 
hypothesis with the aid of observations. But then they face a new problem, that of 
finding the best value of the parameters in their models. 
With the aid of a test criterion the term 'best' can be made operational. The problem 
that now arises is a complicated one since most models consist of functions that are 
nonlinear in the parameters and iterative methods have to be employed to find 'best' or 
optimal values for them. Although computers work so fast that execution of some 100 
iteration steps is acceptable for rather small-scale problems, there still are reasons to 
search for faster techniques. Execution of series of data on routine basis is one of them. 
Application of complicated models, with many variables and parameters, to a large 
number of observations requiring a manifold of a reasonable number of iterations, is a 
second. 
These practical reasons necessitate a theoretical treatment to gain insight in opti-
mization processes. Therefore, in the present study a theoretical approach has been 
made leading to a computer program in which newly developed optimization algo-
rithms are incorporated. 
Simplifying a complicated optimization procedure by plotting the test criterion or 
response as contour curves in a graph with two parameters as variables, apparently 
gives an indication of how to find the extremum starting from an arbitrarily chosen 
initial point. For most fitting problems this way of representation is inadequate, how-
ever. Least squares techniques have the advantage that except for the above indicated 
parameter space, use can be made of the space in which observed and calculated func-
tion values are plotted. In this observation space the function to be fitted is represented 
by a surface covered with a curvilinear coordinate system. The mathematical tools to 
investigate such surfaces are treated in Chapter 2. Analysis of the curvilinear coordi-
nate system and its role in the search for more efficient paths on the fitting surface 
leads to new algorithms (Chapter 5), that produce paths closer to the final solution 
(Fig. 1). Other techniques that serve the same purpose are more empirically based on 
intermediate results in the tangent plane to the fitting surface and on results obtained 
along the axes of the parameter space (Chapter 6 and 10). 
Main notions that are of importance in optimization techniques are briefly reviewed 
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Fig. 1. Perspective drawing of an optimization problem with three directions of search. Given the con-
dit.on function y = a exp (-**») it is asked to optimize 0 = (a,by given the observation matrix 
X = M where, = (2.50,3.80,1.50)- and x = (0.3,0.1,0.5)-. The starting value is 0«» = (3,10)-. 
Ln the figure three gradient directions are drawn. The steepest descent (-Jg) decreases the objective 
function (sum of squares) fromS(0<o>) =
 4.39 to S = 1.69 with step factor X* = 1.0 in the figure 
™ t y T f e n S k 0 n * e p a t h - T h e m o d i f i e d G a u s s - N ^ t o n method, operating with differential 
Z S o n T . d n e ^ e s , | h e / e s P o n s e S to * lower value, viz. S = 0.23 taking the step factor in this 
S i t ==H0:6-F"!^ t hePa thP r°d«ced by weights assigned to «/has been drawn. The weights 
tadeTenSn^T, ***£**<* ^ ^ ^ ( C h a p t e r S ) with the aid of equation (5.3.3) and taken 
mdependem of A Along this path of search the response is reduced to S = 0.06, with step factor 
A - 1.2. This path proceeds close to the final solution 0* = (3.87, 4.09)- with 5(0*) - 0.05. 
! L C i ? t e r t 3-S t r e S S ^ h i d ° n 1CaSt SqUareS m e t h 0 d s s i n c e t h ey a r e u s ed in this study as the test criterion. ' 
In Chapter 4 it is shown that the function subject to such fitting procedures not nec-
S t T a d ™ • ? TrbUtthatthe a I g 0 r i t h m S t h a t USe & S t d e ^ i v e s can also be 
thoÏused J r T y , TS i n d U d i n g b r a n c h e d m 0 d e l s «Sequential functions, as 
those used for the analysis of time series with deterministic models. 
The efficiency of iterative methods can be improved by choosing good starting ap-
cess that ™™1.XTZ T , P S ° f p r o g r e s s i n t h e convergence pro-
Z c t i o n ^ i . T t h a ^ n t e r m e d ^ t e solutions will not move to undesirable 
^Z^^ZT m - ^ a P t e r J l a n dë0Tithm i s d e v e l °P e d * * Pouces a fit along controlled paths to avoid heavy oscillation of intermediate solutions. 
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A subproblem is the determination of the minimum response in a given direction of 
search. Algorithms can fail when this subproblem is not adequately solved. Compli-
cations that arise from the special structure of the condition function often are detected 
during the execution phase of this subproblem. Special attention has therefore been 
given to the determination of the minimum response in one-dimensional search (Chap-
ter 9). 
To meet the demands of practice, a computer program has been developed that 
consists of subroutine subprograms that can be linked by a main program whose de-
fault deck structure can be modified to perform specific procedures, as for example the 
investigation of the properties of the function to be fitted (Chapters 8 and 12), as well 
as for the investigation of the properties of the applied algorithm and of the conver-
gence process itself. This according to the field of interest of the user of the program 
(Chapter 13). To avoid time consuming programming of new parameter optimization 
problems the program is set up in such a manner that in principle only the new con-
dition function and its derivatives with respect to the parameters, need be program-
med (Chapter 7 and Appendix 1.4.1). 
Some examples illustrate the developed algorithms. Examples of a hypothetical 
nature elucidate specific properties of fitting procedures. Formulas and data from re-
search practice serve the same goal, without giving an opinion on their value. 
The Appendices contain the complete program, a technical description to it, an ex-
ample of the default output and the most important update instructions. 
1.2 Objective 
We are concerned with a function F, the condition function, of m real variables x 
ordered in a 1 x m row vector of variables 
X = {X1,...,Xj,...,Xm) 
and ofp real parameters 0 ordered map x 1 column vector of parameters 
0 = (91,...,6k,...,9p) 
which has to be optimized - in a numerical sense - or estimated - in a statistical sense -
on basis of v (v >p) observations ordered i n a v x m matrix of observations 
X = 
•*1 > 
* 1 ! 
Ytv] 
Ym 
Y [ i ] 
Ml 
.,x> m 
v t v ] Y [v ] 
.,Aj , . . . , A m J 
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We assume that at least one of the parameters occurs nonlinearly in the condition 
function Fand write 
F{x,0) = F{xu...,xm,du...,9p) 
If F = 0 can be solved with respect to x3, l^j^m, producing function values ys, it 
is asked to fit the observed values xJt requiring the objective function S, giving the 
response 
S/0):=El>/ i ] -^W A-2-» 
1=1 
to be minimized with respect to 0, so it is asked to find 
min [S,(0)] 
0 
which is supposed to be solved at 0 = : 0*. 
1.3 Conditions 
It is assumed that the condition function F has continuous first and second deriva-
tives with respect to 9k, k = l(l)p,foT x1^,...,^1, i = l(l)v. 
The condition function may be either explicit or implicit and can be determined for 
all feasible choices of 0, F being subject to constraints of this type only. Because of 
(1.2.1) the same conditions hold for the objective function Sj. 
Vectors of observed or calculated function values are elements of the v-dimensional 
Euclidean space, the observation space. Parameter vectors are elements of the p-
dimensional Euclidean parameter space s o i e F and 9 e E". The norm in these spaces 
is defined by the Euclidean norm ||x|| = (xTx)i and ||0|| = (0r0)* respectively. 
1.4 Terminology 
The optimization process is an iterative process. Once n fitting cycles have been 
produced, the next updating of the parameter vector 0 can be obtained from the itera-
tion 
0(n+iXX)=0M+te(n) (1.4.1) 
where A is a step factor and s &p x 1 vector that produces a direction of search in the 
parameter space. The step length is given by X\\s\\. If X is determined such that 
S/0*(n)) := min[S/0(n+1)(A))] 
X 
the updating is called optimal for 0<"+1> = 0*<»>. The vector s is obtained by applica-
tion of a particular algorithm. The process (1.4.1) terminates under control of stopping 
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( Start ) 
Set Initial value to 
the parameter vector 0 
Update 6 
Apply required algorithm 
to determine a 
direction of search S 
Apply required algorithm 
to solve the step factor X 
to obtain the subminimum of 
the sum of squares S in the 
direction of search S 
stopping cr i ter ia for 
i terat ion steps on X fulfil led 
{yes 
stopping cr i ter ia for 
f i t t ing cycles on 0 fulf i l led 
I yes QEJT) 
y Fig. 2. Typical flowchart of an algorithm for one-
dimensional optimal search in nonlinear optimiza-
tion. 
criteria at 0m := the 0 for which all stopping criteria in the numerical process are ful-
filled. 
Convergence of the algorithm takes place if 
lim0w = 0* 
f-»0O 
Because the entire process consists of several iterative procedures, a distinction is 




2 Functions, vectors and spaces 
2.1 Functions and vectors 
Functions to be considered can generally be written in the implicit form 
F(x,0) = 0 (2.1.1) 
The variables x are supposed to represent observable quantities. The matrix of ob-
servations .Yis to be interpreted as v row vectors of observed values, each with respect 
to m variables, where superscripts refer to observations, so 
X = (*[1],...,xti],...,*M)r 
It is convenient to consider A" occasionally to be composed of column vectors 
X = (x1>...,Xj,...,xJ) 
F(x,8) is particularized for the observed values of the variables and for specified param-
eter values, e.g. 
^ = ( ^ , . . . ^ , . . . , x ^ ) (2.1.2) 
and 
0(")=(0(1',),...,0l">,...,oW)r (2.1.3) 
Sequences of parameter values up to a terminal vector obtained in a sequence of 
fitting cycles, are represented by (2.1.3) where n = 1(1)?. This superscript will also be 
used for other vectors, matrices and scalars when referring to a particular fitting cycle. 
For the ith vector of observations to the m variables and the nth vector of/? param-
eter values we define 
ptityW)
 :== F(jajgfß\ i = i(i)v (2.1.4) 
In general, the condition of zero function value is not met by inserting (2.1.2) and 
(2.1.3) in (2.1.1). However, in all cases to be dealt with it is assumed that (2.1.1) can be 
solved with respect to the^'th variable, now denoted by yJt to obtain roots of F that can 
be represented by v condition equations 
Fv\yj,0w) : = F(xl!i,...,xill1,yJ,xf+1,...,x^,e^ = 0 (2.1.5) 
For any 0 the relationship between implicit and explicit functions can thus be given by 
Fm(yj,9) = 0 *-* jp = :ff (0) (2.1.6) 
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It is assumed that solutions y™, i = 1(1>, can be obtained from (2.1.6) by either 
iterative methods or by simple evaluation. Numerical solutions /P are components of 
a new v x 1 solution vector 
» ' M (2.1.7) 
A v x 1 vector of function values depends according to (2.1.4) on all observable 
magnitudes and is given by 
F(X,O):=[F(xll\O),...,F(X?\0)f 
where in general, F(X,0) * 0. From this definition it can be seen that the components 
vecforLTLSrom1 1 * °b S e r V a t i°n S ^ ^ ^ Consequently the solution 
Hjjfi) = Ci*1 W 0 ) , . . , F ^ 0 ) ] T
 = 0 (2U) 
where the Zth component, i = 1(1>.
 i s a function of the /th component of the vector* 
Definition 2.1.1.: A vector function „(„) is called a strict function of« if», = »,(«,) for 
b e ' u ^ o t e i n T ^ V e C t ° r °itSClf' functionsofalgorithmparameterswilloften 
Parameter fun Z
 T h T 0 P n a t e ^ ^ ^ VaIueS ' T h e s e f u n c t i o n s w i l1 b e c a l l e d 
of the ^ u Z ^ T f °f SCalars a n d - t o r s . Frequently use will be made 
the vector s. A parameter function in its general form reads 
Astrictparameterfunctionisgivenby 
0(A) = 0(»)
 + ^(») 
(11 9) 
which is sketched in Fig 3 Th^l 
ÏS a straight line in the param! S e t e r m i n a l Volnt of the vector 0 in this case 
along such a locus is calL » . S?aCe< ExPIora*ion of the response surface (Fig. 5) 
called exploration along a one-dimensional path of search. 
Solutions of (2.1.6) whe 
the v x 1 difference vec tor / S U r a C e d f r ° m t h e corresPonding observations produce J-^=:/o,(0) = rjIoM 
Without loss of generalis ,. 
* • * XI differential ! ^ ^ ™ * * « > « « » J - l -
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- x ^ 
Si 
Fig. 3. Parameter space with a linear 
and strict parameter function 0(A) = 
Differentiation with respect to each of the parameters is denoted by the vector differen-
tial operator V, defined as the/? X 1 vector 
V : = ( 50/ 4>r= : (ä * 
which acts on functions only. Using (2.1.6) without subscript j , we have for i = l(l)v 
v r / t 0 = Oi/ t a , . . . ,ôJ i a , . . . ,a J (/ r a) (2.1.11) 
which will be written 
V ^ ^ ^ , . . , / ^ - , / ^ ) (2.1.12) 
The total differential offm reads 
df™(0)=f™dOl + ...+f?d9p 
= Vr/wd0 (2.1.13) 
In expressions as df(0w)/d9k the order of operation is: differentiate the function ƒ 
with respect to the &th parameter and then insert the particular value 0 = 0(n) in the 
result. 
The square of the length of a vector, say », will be denoted by any of the expressions 
|| v ||2, (v,v) or vTv. The cosine of the angle between the directions given by u and c is 
written cos(«,c), the inner product of these vectors is denoted by («,») or uTv. 
Finally we define vectors and matrices consisting of numbers only, by e.g. 3 := 
(3,...,3)T and 3 := || 3 ||, dimensions being defined such that vector and matrix 
operations can be performed. A unit vector in the direction of the fcth coordinate of an 
orthogonal reference system is denoted by lk. Obviously 1* » = vk and for any matrix 
A we have lj/4i, = Au. A unit matrix is denoted by I. 
To clarify the structure of arguments of vector functions the right-hand side of 
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(2.1.9) is sometimes used in full, e.g. H(0<»> + ^<">). Composite functions like «(0(1)) 
will often be abbreviated to u(X). 
2.2 Spaces and curvilinear coordinates 
The geometric representation of the vector function 
y
=W (2.2.!) 
where from now on we drop the subscript;, is a/.-dimensional surface in the v-dimen-
lonal Euclidean observation space E> (p < v). This surface will be called the fitting 
^devaluePs r0Per t ieS d e P e n d ° n t h e f ° r m ° f t h C COnd i t iOQ f u n c t i o n / a n d o n t h e ob" 
The function 
y =Mv. .A- 1 , fA + 1 öp) 




^oZZZZZT^are kept constant'is briefly denoted b^-Tt is 
Each of theTa ' m r J*"**0* ^  ° and S0 a curve on the **** surface' 
^cuJs^Z^r^r SPaCC CUrVC a C C O r d ^ t o ( ^ - 2 ) . Theseparamet-
Struik, 1 9 6 1 ) . 7 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ««fag surface (cf. 
*<yftù-o, k-i(i)p 
Values°oT/o ^ ^ ^ * g i W n i n F ig- 4 ' w h e r « the F (v = 3) space is sketched, 
vectors of the v x v unit m a r */ ° r t h ° g 0 n a l v-dimensional reference system of unit 
actors, e.g. y g i v e n ^ ^ T ^ P ° i D t ° n t h e fitting S u r f a c e a r e called position 
ofthep x 1 parameter 'vector f l O S^°n V e C t 0 r S d e p e n d o n t h e v a l u e o f^components 
ean space E' considering the 1 ^ ^ ^ 1 S a ° e I e m e n t of a/j-dimensional Euclid-
P*P reference system /. InVrf 9"' * ^ l^P' c o o r d m a t e s of an orthogonal 
frequently be used M <*«m«i • . ° f ^ fitting s u r f a c e t h e parameter space E' will 
An arbitrary curve o T t h e ^ * " " " ^ 3* 
ter L This can also be considered S U r f a ° e * ^ b y t h e V e c t o r A W ) ) with parame-
an 5 1 parameter space for «,„ f * o n e _ d l m e n s i°nal subspace that can be plotted on 
The sum of
 s q u a r e s Z^°nthm P a r a ^ t e r 1 
(2.1.10) as aviations x - j , according to (1.2.1) can be written with 
(2.2.3) 
OBSERVATION SPACE E 3 
Fig. 4. Observation space and fitting surface, with vectors defined in Sections 2.1 and 2.2 evaluated at 
0(O) on the fitting surface. 
and so the problem is the minimization of the square of the Euclidean norm oïf0. 
Values of S can be assigned to the terminal point of the appropriate vectors 0. 
Plotting these values on a further coordinate the function S — S(0) can be drawn in a 
(j> + l)-dimensional Euclidean space Ep+1, the response space, giving the response 
surface (Fig. 5). The objective function S generally cannot be considered a quadratic 
function. It is quadratic in the parameters only if the condition function is linear. 
The projection ofS(0) = constant on the parameter space E" produces contours in 
this space. The/? x 1 gradient vector #(0) = VS(0) represents the slope of the (p + 1)-
dimensional response surface giving the direction of the greatest rate of change of S in 
the point 0, with magnitude || g ||. The gradient in 0 is perpendicular to contour S = 
constant in space E" (cf. Struik, 1961). Parameter functions depending on a single 
algorithm parameter X produce an E2 response subspace in Ep+1. The steepest descent 
response subspace along N = -\g can be obtained from coordinate axes for S and A 
(Fig. 5). 
Evaluated for all observations, that means for all functionsfu\ i = l(l)v, equation 
(2.1.12) leads to the v x p Jacobian matrix 
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RESPONSE SPACE E3 
contour curve 
S»constant 
F«. 5 Response space, response surface and parameter space with the gradient g and the normal N = 
-ig at e< as defined m Secüon 2.2. The response space is an extension of the parameter space, see 
Fig. 3. In a response subspace E> with coordinate system (A, Stf)) a subminimum can be determined. 
<•-
fin •flU flU f\ Jl >•••>./* » • • • I / I 
:J (2.2.4) 
<5fc0 where an arbitrary element is given by J^ = -— 
d9k 
The matrix / consists of all partial derivatives of /with respect to the parameters, 
evaluated for all observations. So (2.2.4) is the matrix of column vectors 
J
=(fi>-fk,...M (2.2.5) 
STfa he Jj'Zr^dkeCti0n VeCt°r " £V t a ^ n t t o t he P«™trie curve 
w,l ometmies be referred to as a matrix of row vectors of gradients o f / " viz., see 
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/ = [ V 7 m , . . . , V r / C i ] , - , V r / C ï ] ] r (2-2.6) 
The length of the kth direction vector will be denoted by 
h(0) : = II dkf{0) || = (ƒ*,ƒ*)*, k = l(l)p (2.2.7) 
the scale factor. Scale factors are considered components of thep x 1 vector 
m = [fci(0),-.-A(0),...,vö)]r (2,2,8) 
The squares of these scale factors are the diagonal elements of the square symmetric 
p x p matrix J TJ. 
Definition 2.2.1. : Let U be a p x p matrix with elements UtJ = 0 if i ¥> j and UtJ = 
Vi ^ 0 if i = j , then £/ will be denoted by 
i > D : = ( D 1 , . . . ) l ; p ) D = : t f 
and the inverse matrix by 
» 1 -ÖJ» 
From this definition we observe that J^ Ü = 1 so v = »D7 and vDvd = I. 
Unit vectors in the direction of the derivatives are now obtained by 
J(0)hd(0) (2-2-9) 
with dimensions v x p and p x p giving for the product v x p again. 
As the cosine of the angle between two vectors is given by the inner product of unit 
vectors in their directions, the cosine matrix of the direction vectors of ƒ is conse-
quently given by the square of (2.2.9) giving the p X p cosine matrix 
C:=hdJTJhd (2-2-10) 
Thep x 1 cosine vector c which consists of the cosines of/0 with each direction vector 
(Fig. 4) is equal to 
c ^ / W o i i / o i n 1 ( 2-2 , 1 1 ) 
and will be called the vector of partial cosines. 
2.3 Linear approximation to the fitting surface 
If it is required to approximate/(0(1)) starting from the position vector/(fl(0)), we 
can define thep x 1 difference vector A (0> in the parameter space by 
0d) _ 0(0)
 + j(0) (2.3.1) 
which is a linear and strict parameter function. 




 /(ö(o)} + ^ 1 A<» + ... + ^ 4°) + ö(A™) (2.3.2) 
where the remainder ô(Ai0)) is defined by (2.3.2). Obviously from (2.3.2) and (2.3.1) 
5(0) = 0. Using (2.1.11), equation (2.3.2) can be written 
/(0<D) = /(0<°>) + VTf(0m)Am + ô(Am) 
Evaluated for all observations, so for all functions/, this becomes - making use of 
(2.2.6)-
/(0<D) = /(0<°>) + J(9W)A(0) + 6(Ai0)) (2.3.3) 
The tangent plane to the fitting surface evaluated at 0(O) is spanned by the (column) 
direction vectors of/and is given by the linear expression 
/(d): = /(0(O)) + J(Om)A 
where A is an arbitrary vector producing on the right-hand side linear combinations 
of the column vectors of / . The vector / is the v x 1 position vector of the tangent 
plane. 
Equation (2.3.3) expresses that without the remainder S(Ai0'>) the position vector 
/(0(1)) can be approximated by/(0(O)) and a linear combination of the direction vec-
tors. 
Linear approximation with the aid of a tangent plane concerns three important 
properties of the fitting surface. They are: 
- the fitting surface is replaced by a plane, 
- the parametric curves are replaced by straight lines having zero curvature, the 
directions being fixed at their value at 0( 0), 
- the scale factors are fixed at their value at 0(O). 
Consequently linear approximation produces in general a nonorthogonal linear 
coordinate system on the tangent plane. If the condition function itself is linear in 9k, 
k = 1(1)/», the Jacobian / i s constant and 
y = JO (2.3.4) 
2.4 Optimization condition and normal equations 
We consider the optimization problem solved at 0* = 0(t) when S(0) according to 
(2.2.3) is minimum. So, using (2.1.10) and (2.1.7), 
S(0) = [ x - / ( 0 ) r [ x - / ( 0 ) ] (2.4.1) 
has to be minimum, hence the gradient of S must vanish to obtain a stationary point 
0, for which it is required that 
g(O) = VS(0) = O
 (2.4.2) 
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This gradient (Section 2.2) is ap x 1 vector whose Mi component reads 
i > - ƒ (0)]Tl> - Z W ] -
[-y*(0)]Ti> - ƒ(»)] + [* - f(<mTi-M<m> k = HDP (2-4-3) 
which is equal to 
g*(0) = -2[/fc(0)]T[x - ƒ(*)], fc = KD/» (2-4-4) 
Worked out for all parameters the gradient becomes in virtue of (2.2.5) 
g(0) = -2[/(0)]r/o(0) ( 2 A 5 ) 
The terminal 0«> of a sequence of parameter vectors 0(n) producing the desired 
solution is conditioned by (2.4.5) and (2.4.2) so by 
[ / ( 0 w ) ] T [ x - / ( 0 w ) ] = 0 
The argument of the position vector can be replaced by 0«"1 ', hence with (2.3.1) and 
(2.3.3) producing the condition 
[/(0w)]r[> - /(0 ( '~J)) - J(0('~ ' V " 1 } - *fA°~ 1)^=° 
Defining the/? x /»matrix 
M(0W 0C-1)) := [/(0e '-" +^ ' - 1 ))] r / (0 ( ' - 1 )) < 2 A 6 ) 
we arrive finally at an implicit expression for Al,~x\ viz. 
Under the assumption that in the arguments of (2A.6) and (2.4.7) the contribution 
of J « - » to the function values can be neglected, (2.4.7) gives the solution for A , 
which reads 
where 5(A) * 0(0) = 0, leaving it understood that evaluation of the right-hand side is 
with respect to 0(t"1}. 
In this and further expressions, Mis taken to be the square symmetric matrix 
M(0) = [/(0)]T/(0) ( 2 A 8 ) 
It will be convenient to introduce the/? x 1 vector 
iV(0) : = [/(0)]r/o(0) ( 2 A 9 ) 
which is called the normal. It is related to the gradient g by (2.4.5) so 
g(0) = VS(0) = -2N(fl) ' ( 2 , 4 - 1 0 ) 
hence giving the direction of greatest rate of change for decreasing function values of 
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S. N gives the direction of steepest descent in the parameter space (see Fig. 5). 
Using the new symbols the normal equations are given by 








Because of (2.3.1) the solution of the normal equations is a direction of search to be in-
serted in (1.4.1) and to be applied according to the scheme in Fig. 2. In this case the al-
gorithm is the unmodified Gauss-Newton method for iterative solution of 0(O with 
differential corrections d as direction of search, obtained by 
* = M~lN (2.4.13) 
With the cosine matrix C = h'Mh* from (2.2.10) the solution reads 
d = hàC~lhdN 
The geometric meaning of this optimization procedure is given in Fig. 6. The response 
S with respect to the fitting surface is given by (/0,/0). The length of the difference 
vector is mm,mum at 0«> if/o(0<O) i s perpendicular to all direction vectors at 0«\ so 
/o(OW)l/(0('>)
 ( 2 A 1 4 ) 
As0<'>isesSentiallyunknown)evaluationof(2.4.14)is with respect to a known param-
eter vector 0<' - » say. The exact condition then reads 
M#'-») - /(O«" V - » - «(*»-», 1 .,(0(0) (2.4.15) 
Z foofonh?^ T b ! n a t i 0 n ° f VeCtOTS t h a t s P a n t h e t a n ^ Plane A, producing 
ee Fk Th Pe rpend;CUla r f r o m t h e t e™nal point of the observation vector xonA, 
^ ^ ^ ^ j ; t h C T ~ — " * • Potion of , on , 
^:i:^^::xt:rl ^ the diference vector to the tangent 
the tangent
 p l a n e ^ 
As
-'^mo) (2416) 
The cosine of the angle a betw^nti,» u 
will be called the r ^ M ^ Z * S a t u r n vector * and the position vector y 
vector f0 and the totalZl < ° ^ Ï ° 0 S m e ° f t h e an%h ß b e t w e e n t h e d i f f e r e n C 6 
^t^Süzï£7£?«the total cosine-The cosine of M 
»* vector/0 and the direction vectors fk will be called partial 
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OBSERVATION SPACE Ev 
fitting surface 
Fig. 6. Fitting surface and tangent plane A. The tangent plane is spanned by the column vectors of ƒ: 
the direction vectors / i and f2. The difference between the observation vector x and the position 
vector y - the difference vector f0 - is projected on the tangent plane giving the vector Jd, which is a 
linear combination of the direction vectors. The difference vector with respect to A is denoted by Af0. 
cosines. They are components of the vector c in (2.2.11). 
If the difference between the fitting surface and the linear approximation is sufficient-
ly small, all vectors can be evaluated at 0 ( , - 1 ) which yields instead of (2.4.15) 
and normal equations according to (2.4.11) through (2.4.13) are found again. 
In the linear case of (2.3.4), starting at 0 = 0, the normal is equal to N = JTx and 
the minimization of ||x—j>||2 leads to 
e = M~1JTX 
which gives the solution in one step because the matrices on the right-hand side do not 
depend on 6. 
31 
2.5 Useful derivatives 
In further sections use will be made of first and second derivatives of functions of 
parameters and algorithm parameters. Basic formulas are derived in this Section. 
Let a q X 1 vector of algorithm parameters be 
k:=(k1,...,kj,...,kqf, q<p 
The parameter function 0(A) then is a function of q algorithm parameters. Now let 
the q X 1 vector differential operator with respect to each of these parameters be 
OAi dkj tikq 







ee 60 (2.5.2) 
dO We observe that for one algorithm parameter this Jacobian reduces to Jek = — which 
dk 
for linear and strict parameter functions 0 = 0(O) + ks again reduces to jf = s. 
First derivatives of the position vectorJ'(0(A)). An arbitrary element of Jf reads 
dO 




Referring to (2.2.6) and (2.5.2) we notice that derivatives for all combinations of/ and./' 
can be obtained from the chain rule :
(2.5.4) 










^T' / = 1 ( 1 ) ' ^ 
The elements J[p for i = l(l)v, k = 1(1)/?, l — 1(1)/? cannot be ordered in a matrix. 
However, only one special case will be involved in our considerations and therefore 
we define 
•*2 '•— \fill-•••>flpif22>"-if2p>"-ifpp) (2.5.6) 
which is a v x ('21) matrix. The length of the vectors in (2.5.6) can be obtained from 
the ("Jl) x ("J1) matrix 
M22:=JlJ2 (2.5.7) 
It is assumed that the order of differentiation can be interchanged. 
First derivative of the difference vector fo{0(X)). This derivative reads 
i /o (0(A))=l [>- / (0(A)) ] 
dX dX 
with (2.5.4) this becomes for a 1 x 1 algorithm parameter vector 
= -Jde 
Tx 
If the parameter function is linear and strict this reduces to 
-£/o(«W) = -Js 
dX 
which is the vector opposite to the total tangent vector in Fig. 6 if the direction of 
search is chosen by s — d. 
First derivative of the Jacobian J(9(X)) multiplied by ƒ<,. The kth column of (2.2.4) gives 
withtheaidof(2.1.13) 
dx Yjk Tx'-' fk 7x'-' Jk dx) (2-5-8) 
The scalar product with f0 produces in the right-hand side 
f tiud9i , , fHldöp\fin j . J- ( fWddl + ••• + Jkp—rv J/o 
</A 
Collecting terms that contain — , k = l(l)p, this becomes 
dX 
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(ftW +... +/s^)§+ - + (/w + - + /w) 
hence giving 
-rr = l(fo>fki%--->(fo>fkp)l — dl dl 





^ 0 2 = = (2.5.9) 
.(yo>/ip)>.")(yo'/pp)-
the symbol iV*02 being suggested by the form of the normal given in (2.4.12). 
First derivatives of the square of the scale factors h\\&). These derivatives reads 
d
-!p = ±fïfk=2fk%, 1 = 1(1), 
dui dat 
For all k and / the results can be collected in the , x p matrix 
C/i>/i i)>—)(/i'/ip) 
M 1 2 : = 
kJpJp !/>••• Ajp'Jpp). 
(2.5.10) 
the symbol M12 being suggested by the form of the matrix Min (2.4.12). This matrix 
is not symmetrical. 
Second derivatives of the response S(0). the p x p matrix with elements 




is called the Hessian matrix of 5". Omitting arguments, the kth component of (2.4.3) 
gives 
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ô ô S = 2f3i - 2fT0fu de,ôek 
For ail k and / the results can be collected in the/? x p matrix 
G = 2M- 2N02 (2.5.12) 
In the linear case y = JO the second derivatives vanish which causes N02 = 0 and so 
G = 2M = 2JTJ 
This means that in this case the Hessian of the response equals two times the square of 
the Jacobian (cf. e.g. Fletcher, 1969b; Powell, 1972a). 
First derivatives of the response S(0(X)). The vector of first derivatives is obtained by 




and, in virtue of (2.4.10) 
lg\80/dlq). 
r?\rr. 




where g and N depend on 0(A). The expression (2.5.13) set equal to a q X 1 vector 0 
can be written 
8TJl = 07 (2.5.14) 
This is the condition for a minimum in a ^-dimensional subspace of E" (q ^ p). Mostly 
q = 1 and the search one-dimensional. Then we have 
-2[iV(0(A))] r^ = O 
dA 
(2.5.15) 
which means that the normal must be orthogonal to the direction of search at 0(X). 
For linear and strict parameter functions this reduces to the conditon 
i W ) ) 1 s 
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1 x 1 





Second derivative of the response S(0(X))for linear and strict parameter functions. First 
we consider — N(0(X)). Analogous to (2.5.3) we have 
dX 
^N(0(X)) = ïyT(foSi)s,-..yT(fo,fP)rf (2-5.16) 
dX 
The derivative of an arbitrary component of TV reads, with/0 — x —f 
* • [ ( * - f)Vù = -f& + fofn, I = 1(DP 
89, 
The first component of the vector in (2.5.16) becomes 
and finally with (2.5.15), (2.4.12) and (2.5.9) 
aA aA 
= 2s\M - A^02)5 (2.5.17) 
and with the Hessian defined in (2.5.12) . , 
dzS(6(X)) J, 
d* =SGS (2-5-18) 
A summary of matrices containing scalar products of vectors is given in Table 1. 
2.6 Quadratic approximation to the response surface 
We assume that the response surface in the neighbourhood of a stationary point 
can be approximated by a quadratic expression. The Taylor expansion of S(6) about 
0(A), where 0 is a linear and strict function of A, then gives 
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S(0 + XA) - S(0) = XATg + \X2ATGA + o(X3) (2.6.1) 
The first derivatives are obtained from (2.5.13) and the second derivatives from (2.5.18) 
and so the expression in least squares problems reads 
= -2XATN + X2AT(M - N02)A + o(X3) (2.6.2) 
At a stationary point 0* we have g = 0 and the matrix G must at least be positive 
semidefinite to produce a minimum, hence for X sufficiently small (2.6.1) yields 
S(0* + XA) ^  S(0*) 
In the linear case y = JO, the response S is a quadratic function of the parameters 
given by 
S(0 + XA) =f0Tf0 - 2XA TJTf0 + X2A TJTJA (2.6.3) 
since N02 then equals 0. The Hessian is in this case positive definite because \G re-
duces to Mand ATMA is equal to || JA ||2, the square of the length of a vector that is 
a linear combination of the direction vectors. Equation (2.6.3) expresses that S = 
|| /o — XJA ||2, which is also clear from Fig. 6 where now the tangent plane is the 
linear fitting surface. 
2.7 Scale factors and arc length 
2.7.1 Scale factors 
In general the scale factors are functions of all/? parameters. Their total differential 
is thus given by 
dhk = ^hde1 + ... + ^d9p de, dep v 
= vThk de 
For all scale factors this leads to 
dh = J*dQ 




Using the notation defined in definition 2.2.1 and equation (2.5.10) the total differen-
tial of the scale factors is found to be 
dh = hdMl2dB 
2.7.2 Arc length 
Regarding arc lengths, let s represent the arc length along the &th parametric curve, 
then the differential reads 
ds{Ok) = id-)2 + . dvk 




) 2 M 
h(0)dek 





If s(k) represents the arc length along an arbitrary curve on the fitting surface with 
parameter A, the differential is 
* » - « * ? * + ...' + £?*? + ...+ 
v39, dX m, dx' 
&
 + ...+^Ë!flidX 
K
eot dk eep dk' 
= C(vT/m§2 + ... + ( v r / M - ) 2 ] i ^ 
dk dk 
The sum of these squares can be written 
where the summation sign acts on the gradients only, thus giving a sum of v matrices 
with dimension/» x p, which according to (2.4.12) equals M. Consequently the arc 
length between 0(Aj) and 0(k2) is given by 
k, 
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Using (2.4.8) the structure of this integral can be made lucid viz. 
-ƒ!*)!*». 
-£"»-^1* (2.7.3) 
which again is a linear combination of the direction vectors at k. 
If the parameter function is linear and strict in an arbitrary linear direction of search 
s, (2.7.3) reduces to 
k2 
s = J \\J{X)s\\dk (2.7'.4) 
Then, if the Jacobian is independent of X, which is the case in the tangent plane to 
the fitting surface, (2.7.3) becomes 
s = B/» II (A2 - h) (2-7.5) 
which intuitively is also clear from Fig. 6. Equation (2.7.5) then expresses the fact that 
the arc length is equal to the step factor times the length of the total tangent when s is 
taken equal to d. 
If, finally, all parameters are kept constant, except the kta, by taking s — lk, (2.7.4) 
becomes 
s=$\\fk(k)\\dk (2.7.6) 
which is in agreement with (2.7.2), the arc length along 0k on the fitting surface. 
2.7.3 Example 
The example, for which the formulas and data and calculations are given in Appen-
dix 2.1, can be used to demonstrate the application of (2.7.6). Fig. 7 shows that, 
starting at 0(O) = 1, the length of the total tangent Jd in the tangent plane equals 7.28 
in units of the metric / for the observation space E2. The arc length along the only 
existing parametric curve on the fitting surface is given by 
ƒ IL/il|d0 = e' 
(0) 
(0) — 7.28 
Since the initial value is 0(O) = 1, it is readily found that 0(1) = 2.30 which is the so-
lution 0*. Application of differential corrections produces 0(1) = 0(O) + d= 3.68 and 
overshooting on the fitting surface takes place (Fig. 7). 
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OBSERVATION SPACE E2 
(shifted)
 ( 0 , 
DO fitt ing surface tangent plane at 0 
0
 ' 2.303.0* -J-A^» 
arc length 
r0 ( 1 ' 
, h (0«0 
Fig. 7. Use of arc length in the observation space E2 
to determine the optimal step length on the fitting 
surface which in this example is degenerated into a 
straight line. The scale factor ft is the length of the 
direction vector / i which in this particular case 
coincides with the fitting surface and emanates 
from 6 = 1.0 with length 2.72 (after Stol, 1962a). 
2.8 Curvature 
Formulas for the curvature of curves are derived in differential geometry. The prin-
ciples of the theory will be discussed in short. Reference is made to Struik (1961). The 
derivation of formulas is for the &th parameter, leaving it understood that for the 
other parameters the results are identical. 
If/= /(o*) represents the kth parametric curve, then an arc element ds is given by 
ds = IWC1])2 + ... + (d/™)2]1 = ||d/|| 
From this it follows that the derivative with respect to 6k reads 
dok dek dok dek k (2.8.1) 
This result gives the possibility to use the more convenient arc length s as a parameter 
along the Ârth parametric curve. Consequently 
dM=-.fs=VL{lL)-i=f± (2.8.2) 
ds " dOk dOk . hk 
Equation (2.8.2) represents a tangent vector to the kth parametric curve. The length 
of this vector does not depend on s because it is equal to 1. So we have 
-£ flfs = vlf. = o 
ds 
hence^s 1 ^ . The vector^ gives the rate of change of the tangent when we proceed 
along the curve. For this reason^ is called the curvature vector whose length is the 
40 
curvature. The reciprocal of the curvature is called the radius of curvature. The cur-
vature is denoted by 
and can be determined as follows. By virtue of (2.8.2) we have 
—f = -1-4 = (—-HL) (—) -1 
ds ds hk ddk hk d6k 
hence, using (2.7.1) and (2.8.1) 
f = fkkk ~ fkifkjkk) (Pk) /2 8 3) 
The length of this vector can be written with a determinant, using hk2 = (fk,fk) 
\{fk,fk)ifk,fkk)t 1 
K = — 
XJk'fkk) (fkk'fkk)] 
(2.8.4) 
which is the curvature at 0 of the kth parametric curve. A zero second derivative pro-
duces zero curvature. The elements of the determinant can be found on the main 
diagonal of the matrices M, M12 and M22 (Table 1). 
The curvature K is a characteristic for space curves. For curves on surfaces, as para-
metric curves used in the present sence, another characteristic is of importance. This is 
the component of the curvature vector^ in the direction of the tangent plane, the 
geodesic curvature. This component is the ordinary curvature vector of the projection 
of the curve on the tangent plane to the surface at 0 (cf. Struik, 1961). 
The geodesic curvature vector is obtained as follows. The orthogonal projection of a 
vector on the tangent plane can be expressed by a linear combination of the basis 
vectors which are in the Jacobian J. According to (2.4.9) and (2.4.13) the components 
of this linear combination are given by M - 1 / 1 ) ^ and so the geodesic curvature vector 
itself reads 
{fss\ = JM-'jTfss 
and the magnitude of the curvature is obtained from 
which can be considered the square of the length of/;s under the metric JM~ 1JT. 
A further component of the curvature vector is now obtained by 
Jss — Uss)g + (jss)r 
The second vector at the right-hand side is a remainder curvature in a (v — ^-dimen-
sional subspace of the observation space which is orthogonal to the fitting surface in 0. 
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The corresponding curvatures are connected by 
K =(K2 + K?)* 
The geodesic curvature in units of V's will be called the relative curvature and it is 
given by K , V 5 . 
Thus far attention was paid to curvature in the direction of a parametric curve. In 
the general case of curvature in an arbitrary direction of search * the formulas are to be 
generalized. Let an arbitrary curve on the fitting surface be given by y(X) = f(0(A)) 
where 0(X) = 0(O) + te. Then, analogous to (2.8.1) we have, making use of the chain 





and analogous to (2.8.2) 
y; = .fell Air1 
This is a vector of unit length in the direction of the given linear combination of direc-
tion vectors. 
To determine dfjds we make use of (2.5.8) to obtain 
jxJÏ\0(X))=(M^\s)=:K^ 
hence, by this definition 
±J(0(X))s = Ks 
dX 
and obviously Ks = (jfa j{»s)s. The derivative of the length of Js reads 
- lsTJTJs$ = t^Il = <ŒQ 
dX \\js\\ y/,|| 
giving finally for (dfJdX) (dsjdXyl 










Taking s = (O,.. .,0,0^,0,.. .,0)r these formulas reduce to (2.8.3) and (2.8.4) obtained 
for the &th parametric curve. 
2.9 Relationship between spaces 
The spaces distinguished merit further comment as regards their relationship. It is 
not adequate to use only the parameter space to illustrate the progress of search. The 
tangent space must be used as well. 
First we consider the observation space (Fig. 8). Vectors in the tangent plane are 
linear combinations of the direction vectors of/. The metric in the tangent plane is M 
because for any/? x 1 vector « we have ||/a||2 = uTMu. Vectors u can be represented 
in the tangent space with ap x p metric /. This is done in Fig. 9 for u = rfand u = b, 
respectively. 
The image of the path of search on the fitting surface is a curved line obtained by 
OBSERVATION SPACE Ev 
fitting surface 
Fig. 8. Observation space with application of differential corrections. On the fitting surface the path of 
search generated by s emanates from 0<°> in the direction of Jd. The orthogonal projection of this s-
path on the tangent plane A is denoted by .»-locus. Contour curves for S = constant are denoted by 
C, the neighbourhood of the solution is indicated by C*. The metric of the tangent plane is J J = M. 
43 
INTERMEDIATE TANGENT SPACE E2 AT 6' ,(0) 
f2(e(0') 






^^s . b-locus 
Fig. 9. Intermediate tangent space at 0(O) in 
Fig. 8 with differential vector d and image of 
the path of search, the fi-locus. Contour curves 
for S = constant are denoted by AC. The 
fi(© ) metric of the tangent space is/. 
orthogonal projection of this path on the tangent plane. In the Figs. 8 and 9 it is 
denoted by é-locus. Although the application of differential corrections is based on the 
fact that a direction d to a neighbourhood of the minimum (C*) can be found, the 
image of the actual path of search shows that only in A0m it is in the direction of d 
(Fig. 9), where the left superscript A refers to quantities with respect to the tangent 
plane. 
Next we consider the parameter space (Fig. 10). This space also has the/? X p metric 
/ and consequently it has the same coordinates as the tangent space. However, there 
are differences that are essential. Contour curves for S(6) = constant form a fixed 
pattern in the parameter space. These contour curves change shape in a sequence of 
intermediate tangent spaces, they tend toward those in the parameter space when 
/i0<o) _> AQ* jhg p^h
 0f geared o n the fitting surface is curved but it is the locus of 
points 0 = 0<O) + As, where s — d, which plots a straight line in the parameter space. 
From the representation in the intermediate tangent space it becomes clear that the 
curvature of the parametric curves on the fitting surface causes divergent shooting 
rather than overshooting. For this reason the method of back projection was developed 
in Chapter 6 to find paths that proceed towards the end point of the image of Jd in the 
parameter space (Fig. 10). 




















Fig. 10. Parameter space with path of search 
0(A) = 0(O) + Xs, where s = d the vector of 
differential corrections which emanates from 
0(O). Along the s-path the normal N changes 
direction. Images of the vector Jd and Jb in the 
observation space are indicated as well. The 
metric of the parameter space is /. 
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3 Features of optimization 
3.1 General 
Methods that are available for unconstrained optimization have been reviewed by 
many authors (Brooks, 1959; Spang III, 1962; Fletcher, 1965; Box, 1966; Box, Davies 
& Swann, 1969; Fletcher, 1969b; Murray, 1972a; Powell, 1972a, Dixon, 1974). In 
general the optimization problem is to minimize an objective function F(x) subject to 
the constraints Cj(x) ^Q,j= l(l)w, where a vector xeEv that satisfies the con-
straints is called feasible. It is assumed that F(x) can numerically be evaluated for all 
feasible x. 
Here the objective function S(0) is a sum of squared functions. This means that 
parameter optimization is a special case of mathematical programming techniques. In 
general S is not quadratic in 9 and then its optimization is not a special case of qua-
dratic programming. 
3.2 Constraints 
In the present case no constraints on the values of the parameters are involved. 
However, one or more parameters may be bounded to ensure numerical evaluation of 
the condition function F in Chapter 2. In case of overshooting during intermediate 
iteration steps, the vector 0 can enter the unfeasible region. Instead of keeping the 
violating parameter constant at its boundary value (Spendly, 1969), subprogram MIN 
iterates the parameter vector in the feasible region as close to the bound as predefined 
by program options. When oscillating may occur it should be tested in the next fitting 
cycle whether the same parameter violates the constraint again before to break down 
the parameter vector (Chapters 8 and 9). 
3.3 Sequential and unsequential search 
Unsequential search is employed in situations where function evaluation is expen-
sive or time consuming. Factorial methods or random experimentation can be used, 
although they are less efficient (Brooks, 1959). Since function values in mathematical 
models can be obtained by numerical evaluation, most methods for nonlinear opti-
mization of objective functions employ sequential search methods. This means that 
new parameter values are obtained from previous values by a fixed set of operations 
to update 0. For instance for any algorithm that produces a direction of search s = 
m 
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1. 0(A) = 0(n) + As(n) 
2/3. A(B) = X obtained by applied algorithm 
4 - 00.+«
 = Ö(AW) (3.3.1) 
5 0(n) := 0(B+1) 
6. s(n) : = s(0(n)), repeat from step 1 
This type of iteration is most common for various choices of s (Cauchy, 1847; Curry, 
1944; Crocket & Chernoff, 1955; Hartley, 1961 ; Spang III, 1962). 
The value of A(n) can be held constant, A(1) say, giving in each cycle the iteration 
0C+1) = 0<"> + A(1)s(n), n = l(l)f (3.3.2) 
In this case A(1) is sometimes called the damping factor (cf. Kowalik, 1967). When 
A(1) = 1 in each cycle, the method is a full step method (cf. Hayes, 1974). 
3.4 Direct and analytical search 
Direct search methods use evaluation of functions only. As a matter of fact they are 
heuristic methods or methods of empirical optimization, developed in the parameter 
space. A general introduction to these methods is given by Hooke and Jeeves (1961). 
The most simple direct search method is that of alternating parameters, each at a time. 
Other more complicated methods as Partan algorithms (Wilde, 1965), Simplex al-
gorithms (Neider & Mead, 1965) as also Rosenbrocks method (Rosenbrock, 1960) 
explore the pattern produced by contours of S — constant in the parameter space and 
are called methods of pattern search. Reviews of these methods are given by Spang HI 
(1962), Fletcher (1969a), Fletcher (1969b), Powell (1972a), Swann (1972). Direct 
search methods are used in cases where no derivatives of the condition function are 
available. This means a loss of efficiency. It will be shown that derivatives can be 
found for least squares methods even for complicated models (Chapter 4). 
Analytical search methods make use of information about first and second deriva-
tives of the objective function with respect to the parameters to be optimized. Thus, 
these methods - also called gradient methods - use information of the direction to-
ward the minimum. 
One can distinguish between methods in which the derivatives are available and 
those in which they are approximated. In the last case they are obtained by difference 
techniques, evaluating the condition function for two different values of 6k to approx-
imate fk.. 
The first derivative of the objective function results in the gradient g, giving a linear 
direction of search toward a minimum with s = — g. This method was proposed first 
by Cauchy (1847) and is called the method of steepest descent. Modifications have 
been proposed to improve the rate of convergence and to accelerate the numerical 
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process. Curry (1944) did show that convergence depends on the metric, B, used, when 
s = —B~1g. When the contours of the objective function are spherical in the param-
eter space, the steepest descent converges in one step. In this case B — I. When the 
contours are elliptical, so with a quadratic objective function, conjugate gradient 
methods can be applied (Fletcher & Reeves, 1964). These type of methods recently 
have been reviewed by McCormick & Pearson (1969), Fletcher (1972a) and Dixon 
(1974). 
, If Taylor expansion of the objective function about the current approximation is 
employed, the first three terms of the series are used and the optimization method is a 
second order method called the Generalized Newton or Newton-Raphson method. 
When the objective function is quadratic in the parameters one step convergence is 
obtained by the Newton-Raphson algorithm using the Hessian as metric, so </ = 
-G-*g. 
Linearization of a nonquadratic objective function results in methods where the 
metric G is applied and updated in each fitting cycle. This is called a variable metric 
method. If a minimum is determined in the current direction of search in each cycle, 
the method is an optimal gradient method. Otherwise the method is a fixed step factor 
method, that can be used when the decrease of values of the objective function for a 
number of fitting cycles according to (3.3.2) is pertinent. 
Algorithms where G'1 is approximated by a matrix H, say, and updating of H oc-
curs each cycle (Davidon, 1959), are called Quasi Newton methods. The matrix His 
taken positive definite to ensure reduction of the response S. Several of these methods 
have been compared and discussed by Fletcher (1969b). 
Mixed methods make use of both direct and analytical search as the polyalgorithm 
for global nonlinear least squares problems designed by Aird (1973). A further exam-
ple is the simulation of convergence of parameter values as developed in Chapter 10. 
After several cycles of analytical search, values obtained thus far for each parameter 
separately are extrapolated in an empirical way to accelerate convergence. 
3.5 Dimension of search, optimal search 
Nonlinear parameter optimization is employed by reducing the number of para-
meters in each fitting cycle using a y x l algorithm parameter vector A, q < p, in 
which case the search is ^-dimensional. In fitting practice the number of algorithm 
parameters is small, two at most, when applying techniques for finding an optimal 
value of A that gives a subminimum of S. The condition to achieve optimal progress is 
given by (2.5.14). For one-dimensional search, that still can be either curved or linear, 
this condition reads 
dX 
which for linear and strict parameter functions according to (2.1.9), reduces to (g,s) = 0. 
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In one-dimensional linear optimal search it is the minimum in the direction of 
search that is used to furnish a new starting value for the next fitting cycle to guaran-
tee convergence (e.g. Kowalik & Osborne, 1968). The update of Ô for an algorithm 
that produces a subminimum in the direction of search * = s(0) reads 
1. 0(A) = 0(n) + hw 
2. S(0(A*(n))) = min S(0(A)) 
A 
3- *W - **" (3.5.1) 
4. 0(B+1) =0(A(n)) 
5_ ffW ._ 0(»+D 
6. s(n) : = s(0(n)), repeat from step 1 
Since the minimization in step 2 is nonlinear, A is to be solved by iterative methods 
(see Chapter 9). 
One-dimensional nonlinear search can be carried out in several ways. Application 
of weights to the components of the search vector s as developed in Chapter 5 gives in 
step lin (3.5.1) 
0(A) = 0(n) + A w W ° (3.5.2) 
where the weights in the diagonal matrix wD depend on the step factor A. 
One-dimensional nonlinear search can also be obtained by treating two directions 
of search with interpolation techniques. The Levenberg method (Levenberg, 1944), 
generalized by the Marquardt method (Marquardt, 1963) is an example of such a pro-
cedure. It can be shown that the search with these methods is curved (spiral) and is 
determined by the gradient and the differential correction vector (Jones, 1970). 
One-dimensional circular search is a special case which depends on two vectors say 
« and v with properties ||w|| = \\v\\ and u 1 », then step 1 in (3.5.1) would read 
0(a) = 0(n) + uM cos a + t>w sin a (3.5.3) 
where now the angle a is the algorithm parameter to be optimized. 
Extension to a two-dimensional circular search is obvious. Optimizing the direction 
of search and the step length in the new direction, the update of 0 is obtained with 
0(<x,ß) = 0(n) + /?(H(B) cos a + »(n) sin a) (3.5.4) 
where the algorithm parameter vector A = (a,ß)T is subject to optimization. 
The back projection method developed in Chapter 6 is an example of the practical 
use of (3.5.3) and (3.5.4). 
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3.6 Convergence of gradient methods 
The main problem in optimization is the choice of an efficient new direction of search 
and the application of a metric that guarantees fast convergence. 
Proofs of convergence for gradient methods are given in literature for various modi-
fications and for specific functions. Curry (1944) gives a proof for the sequential op-
timal steepest descent method. If there is only one stationary point in a region C the 
gradient method starting in C will converge to it. The process will anyway terminate in 
a stationary point that is in C. Crockett & ChernoiF(1955) give a proof for 
s = -B~lg (3.6.1) 
using eigenvalues of the matrix B~1G, where G is the Hessian defined in (2.5.11). 
Hartley (1961) proves convergence for the sequential optimal differential correction 
method. 
The essentials of these proofs are that S(0*)> 0 and bounded. If in a convex region 
in the parameter space with boundary 0C a value 0(1) can be found such that S(0(1)) < 
S(0C) for any boundary value 0C, and if a direction of search * can be found that gives 
5(ö(2)) = S(0W + Xwsw) < S(0a)) the process will converge to a stationary point. 
Obviously a sufficient requirement to X that the mentioned inequality be satisfied 
< 0. Such solutions exist for gradient methods as the (Spang III, 1962) reads 
dl X = 0 
method of steepest descent, the Gauss-Newton and the Levenberg method (Tornheim, 
1963). Weight and metric of several gradient methods are listed in Table 2. 
While for gradient methods S(0in+ly) < S(0(n)) is obtained by optimizing the step 
length, the direct search methods achieve this by inspection. 
Table 2. Conspectus* of gradient search directions based on the general formula 
Method 
1. steepest descent 
2. general gradient 
3. differential correction 
4. scale factor weight 
5. damped differential correction 
6. second order, approximation 
7. second order 
* The matrix C is defined in Chapter 2, matrix w" will be defined in Chapter 5, B denotes 
an arbitrary metric matrix. For least squares M = F J and G = 2(M-N02). The matrix 
H stands for an approximation to G"1 according to Davidon's algorithm. Values for a 







































3.7 Local and global minima 
Optimization algorithms are designed to find the solution g* = 0, they thus find at 
least local minima. A necessary condition for a local minimum (cf. Fiacco & McCor-
mick, 1968) is that g* — 0 and G* a positive semi-definite matrix. A sufficient con-
dition is that g* = 0 and G* a positive definite matrix. For a global minimum it is re-
quired that for all 0 e E" we have a 0* that satisfies 
S(0*) ^ S(0) 
There is only little known about algorithms that furnish information on the type of 
minimum obtained for arbitrary functions (cf. Spang III, 1962; Murray, 1972b). 
Hartley (1961) suggests a grid search of the parameter space. One can also use different 
starting approximations and observe whether they converge on the same stationary 
point. The entire feasible region should be investigated in this way. Such a type of 
numerical analysis is a laborious method, however, even for a small number of 
parameters (Powell, 1972a). For least squares problems, paths of search can be found 
that avoid heavy oscillation of intermediate results. For the same starting point and 
the same algorithm different paths on the fitting surface can then be followed. A 
method to achieve this kind of exploration will be paid attention to in Chapter 11. 
3.8 Least squares 
Objective functions with the form of a sum of squares have special properties. While 
the general problem of optimization is in the parameter space, minimization of a sum 
of squares S can be studied in the observation space, where the problem is the deter-
mination of the foot of a perpendicular to the fitting surface. For this case Taylor ex-
pansion produces the normal equations (Sections 2.3 and 2.4). 
When the condition function is linear in the parameters, the objective function is 
quadratic giving G = IP J for the Hessian. In nonlinear cases the Hessian reads G = 
2JTJ — 2iV02 as derived in (2.5.12). The Gauss-Newton method for least squares uses 
a metric where the matrix JV02 is considered to be absorbed in the remainder o(P) of 
the Taylor expansion in (2.6.2) (Powell, 1972a). This means that only the first deriva-
tives of the condition function need to be evaluated. 
Since in most practical fitting problems M = 7T/is positive definite, its use guaran-
tees a descent in the response space emanating from the starting approximation. To 
obtain convergence it is necessary to determine the next point in the parameter space 
according to the conditions discussed in Section 3.6. This means that determining a 
minimum in the direction of search producing a lower value for the sum of squares is 
efficient. This optimal step factor method is called the modified Gauss-Newton method 
which is given in (3.5.1) with s = d. 
Methods have been developed that improve the condition of M by adding a number 
to the diagonal terms of this matrix (Levenberg, 1944 and Marquardt, 1963), but Da-
vies & Whitting (1972) report the rate of convergence as being slow compared to the 
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Gauss-Newton algorithm because of the damping of the normal equations. 
A review of methods, which are mostly based on the efficient treatment of the Jaco-
bian and on interpolation techniques between the gradient and the differential cor-
rections, can be found in Jacoby et al., (1972). 
3.9 Evaluation of methods 
There is no general classification of optimization methods with respect to their 
efficiency for arbitrary condition functions. The applicability of an algorithm depends 
on the special properties of the functions to be minimized and the extent to which 
assumptions made, hold. The choice of an algorithm therefore depends on several 
considerations. Algorithms that ensure convergence may work so slow that applica-
tion without any modification is a waste of computer time. Therefore some algo-
rithms are designed in such a manner that updating of matrices is not carried out in 
each cycle but only after a predetermined number of them. 
The slow convergence of the method of steepest descent has been emphasized by 
many authors (Spang III, 1962; Marquardt, 1963; Fletcher, 1969b), although the first 
few steps may give an appreciable decrease of the response the rate of convergence is in 
general considered unpredictable. Steepest descent convergence will occur even from a 
poor initial approximation in the first cycle (Powell, 1972a), but the direction toward 
the minimum according to the Gauss-Newton algorithm is often found to be about 
perpendicular to the direction of steepest descent for the first fitting cycles (Marquardt, 
1963; Davidon, 1969; Powell, 1972b). 
The Gauss-Newton method is independent of scaling and although there is no de-
vice to force convergence from a poor approximation (Powell, 1972a) it converges 
rapidly when near a solution. 
Fletcher (1972b) points out that in his experience first derivatives are usually ex-
tremely valuable and that second derivatives do not furnish the same order of improve-
ment. In least squares methods updating of the matrix 2 JTJ will usually be quite 
satisfactory. It will be shown in Chapter 5 that second derivatives are useful when ap-
plying scale factor differentials as weighting system for the differential correction 
vector. 
Methods which use a nonlinear search might have advantages over others. They 
may follow the natural valleys better, as the Levenberg method does (Curry, 1944). 
However, a practical drawback can be the numerical complexity of the method. In the 
Levenberg method the algorithm parameter occurs implicit in the metric (Table 2) 
which to find the parameter value has to be inverted for each step in the iterative 
process. Davies & Whitting (1972) derive a single prediction formula for this parameter 
to simplify arithmetics. 
Algorithms that use function values only, have the advantage that no further for-
mulas need be evaluated. The most simple of these algorithms, the alternating direc-
tion or univariate method, usually fails to give convergence in a reasonable number of 
fitting cycles (Fletcher, 1969b), especially in situations where contours of the response 
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Table 3. Classification of optimization methods in descending efficiency. 
Sequential methods Nonsequential methods 
Second order methods Factorial methods 




Zero order methods 
Conjugate directions 
Direct search 
surface in the parameter space are inclined at about equal angles to the coordinate axes 
(Spang III, 1962). When using weak stopping criteria the obtained parameter values 
will deviate unpredictably from the required solution. 
Some authors, possibly in accordance with their experience, give a classification of 
methods in nonlinear optimization as regards their assumed efficiency. A combination 
of classifications given by Brooks (1959), Hartley (1961) and Murray (1972d) could 
read as given in Table 3. 
Classification of various modifications of the above mentioned methods according 
to 'standard' problems in unconstrained optimization are given by Kowalik & Os-
borne (1968), Sargent & Sebastian (1972), Himmelblau (1972), Davies & Whitting 
(1972), Aird (1973) and Dixon (1974) among others. 
3.10 Stopping criteria 
Stopping criteria are used to terminate the execution of an optimization problem 
for several practical reasons. 
To avoid waste of computer time tests are used in computer programs to stop the 
process after a predetermined number of cycles has been performed, so even if no 
convergence takes place the number of fitting cycles remains limited. For the same 
reasons the use of control cards in the input stream to define the maximum computer 
time in a single run, can be advocated. When convergence is apparent one can ter-
minate the numerical process when a required accuracy is obtained. 
Main criteria mostly used for the termination of the optimization process are 
- magnitude of the relative change of the response in consecutive cycles, 
- magnitude of the relative change of the parameter values in consecutive cycles, 
- length of the gradient. 
Stopping criteria for least squares methods will be discussed in more detail in Sec-
t ion? .^ . 
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4 Extension of the condition function 
4.1 General 
Functions that occur in fitting practice have to be put in a suitable form before the 
theory discussed in Chapter 2 can be applied. In cases where the derivation and pro-
gramming of second derivatives gives complications it here is assumed that algorithms 
based on first derivatives still can be applied. It is then at least necessary to calculate 
the components of the vectors f0 and fk, k = \(\)p, numerically. These vectors are 
essential when using gradient or differential correction methods. However, the deter-
mination of both vectors is not always achieved by simple numerical evaluation; some-
times an iterative solution of implicit functions and the solution of derivatives from 
simultaneous equations is required. 
To distinguish between functions of the same variables and parameters but of 
different form a left-superscript is introduced, e.g. 1F(x,6) and 2F(x,0). Particular 
functions will be defined in each section separately. Letter subscripts denote differen-
tiation with respect to the indicated parameter according to (2.1.11) and (2.1.12). 
4.2 Functions of different form 
A vector of values defined by (2.1.5) reads 
F(yj,o) = 
r(xt ,...,Xj-i,yj ,Xj+1,...,xm ,uj 
= 0 (4.2.1) 
EYY[v] Y [v] [V] [V] [v] m 
It is not necessary that all functions .Fin (4.2.1) have the same form. Generally, equa-
tions (4.2.1) are called the condition equations, where the function F represents the 
condition function, hence the observations are subject to v conditions which may be 
of different form (Deming, 1948). In this case (4.2.1) must be written 
r l i 
F(yj,0) = 
r[<xl ,...,Xj-i,yj ,Xj+i,...,xm ,uj 
v p / v [ v ] [v] [v] M XM ß) 
= 0 (4.2.2) 
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to distinguish between v different condition functions. According to (2.1.8) this can be 
written 
F(yj,0) = E1*1" (#3,0),..,VFW tf;\9)iT = 0 
which expresses that actually it is the adjusted value ylp, i = l(l)v, that is subject to v 
conditions. The vector of deviations from observed values xlp, i = l(l)v, is obtained 
by 
foj = *j - yj 
according to (2.1.10). 
If the equations (4.2.2) can be solved, giving j>, = f0), the Jacobian reads 
With these expressions the theory developed in Chapter 2 can be applied. The subscript 
j will be omitted in further sections unless newly defined in the text. 
4.3 Implicit functions 
Derivatives required to evaluate the Jacobian can also be obtained from implicit 
functions F(y,6) = 0. See (2.1.8). 
The ith component differentiated with respect to the Jfcth parameter gives 
d0k dek\dy) - i f ' ' y * u 
Evaluated for all observations and all parameters this can be written 










The relationship between the Jacobian matrices for implicit and explicit functions can 
be expressed by means of Definition 2.2.1 as 
Ji=-Ftf (4.3.3) 
54 
4.4 Nested implicit functions 
In this section we are concerned with condition functions of the following type 
F(u,w,0) = 0 (4.4.1) 
where u = u(0) and w — w(0). Let calculated values that meet the condition (4.4.1) be 
« and let the vector of observed function values be xlt then we have to determine the 
components of the difference vector 
fo=xl-u (4.4.2) 
and of the direction vectors 
A = %, fc = i(i)p 
ddk 
We assume that u can be solved from (4.4.1) iteratively which gives (4.4.2). To solve 
fk use is made of the total differential of (4.4.1) with respect to each parameter which 
reads for the kth, 
,„ . .. dF du ,n dF ôw ,. dF ,n n 
dF(u,w,8) = d9k + ddk + — d6k = 0 
duôdk 8wd9k 80k 
from which we obtain with a 1 x 2 and a 2 x 1 dimensional vector of variables in the 
numerator, the solution 
_ (1, Fw) (Fto wk)T^ k = 0 ( 4 4 3 ) 
F
" 
which has to be evaluated for all /. This equation is a generalization of (4.3.1). An ar-
bitrary element of the Jacobian thus reads 
JT = -(F^)-l(l,F^(FP,w^f 
which is a generalization of (4.3.2). 
4.5 Simultaneous nested implicit functions 
A further extension of the use of implicit functions is given by the following simul-
taneous system of condition functions 
F(u,o,w,0) = 0 (4.5.1) 
G(u,v,z,0) = 0 
where u,v,w, and z are functions of 0 and the solution is with respect to u and v. The 
total differentials dF = 0 and dG = 0 applied to the kth parameter yield after dividing 
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them by dOk 
dF du OF 3D ôFôw OF _ 
~ôûeTk ôoôëk ôwdfk Wk 
ÔG du ÔG do ÔF 3z dG _ 
du~d~Bk ~dôoTk dzôfk ô9k~ 
from which the partial derivatives uk and vk have to be solved. The solution is obtained 
from 
K Gvj [»J \_-Gzzk -Gk\ (4.5.2) 
and can be written with a 2 x 2 dimensional matrix and a 2 x 1 dimensional vector 
of variables at the right-hand side 
od 
- 1 
F.G. - GUFV 
G„ - F „ 
-G„ 
Fk + Fwwk 
Gk + G. z'k 
(4.5.3) 
which is a generalization of (4.4.3). 
Next we assume that (4.5.1) can be written in a special form to obtain mutual solv-
able equations, viz. 
F s u - f(o,w,Q) = 0 
G s v - g(u,z,0) = 0 




 - 8u fv 
l8u 1 
'fk +fwwk 
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4.6 Sequential functions 
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v / W ( ö ) 
(4.6.1) 
We have to determine/) and/ , & = l(l)p. Values of y112 can be obtained by simple 
evaluation, the starting point for instance being ym = Xi°], which enables us to deter-
mine f^ = x[i} — yu\ i = l(l)v. The first, second,..., ith component of an arbitrary 
vector/^ read 





 = dj^dy™ dp 
ô9k ~dy~ ô9k ~89k 
dy™ 
ôdk 
W a „ [ » - l ] dfLildy m 
dy eek 86k' 
i = 3(l)v (4.6.2) 
Sequential functions given by (4.6.1) can easily be reduced to functions defined in 
Section 2.1. We only need to replace the variable yzn in the argument of/by observed 




—— = fk. The observation vector x2 is in this case defined by d9k 
*2:=(*c10W1],...,x1tv-1])T 
The starting value for the sequence, viz. yt0] = xl°\ will generally not be an optimal 
choice. For this reason we can define y102 =:9P+1 where 9(J2i can be taken equal to 
Xi°]. This new parameter can be used to extend the vector of parameters. To optimize 
0j>+1» partial derivatives with respect to this parameter have to be determined. 
In a computer program both possibilities can be built in, their choice being governed 
by a system parameter r. Using an auxiliary variable z, and renumbering the parameters 
such that now 9P defines y102, the series (4.6.1) can be set up as follows 
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yin
 = / m (zti] )6) 
zt1] 
z ^ 
z [ 3 ] 
= >-0P 
= r / " 
=
 ry™ 
+ (1 - /O*1,03 
+ (1 - r)x[!1] 
+ (1 - r)x[!2] 
m
 = / i o (Zra >0) zti+i] = r>,[fl + ( i _ r ) X l w (4.6.3) y 
3,t»-1]
 = ƒ!»- l ] ( z[v-1] 0 ) ZW = ^ [ v - 1] + ( 1 _ r ) x l v - 1 ] 
f*
 =fM (z[v] ) 0 ) 
where r = O means nonsequential treatment and r = 1 means sequential treatment. 




fc = l ( l ) ( p -
-1) (4.6.4) 
The derivatives of the condition function for 1 = l(l)v are obtained from 
^ L = S L ^ _ + ? L , k = l(l)p (4.6.5) 
The next component for the auxiliary function can now be prepared 
3 z n + i ] dym 
~W- = r4;-> fe = 1(0P. /= l ( l ) (v - l ) 
o9k d9k 
where the partial derivatives dz/d9k cancel out if the system parameter r = 0. As the 
functions z always occur in the same way in the functions/, the derivatives can be pro-








i = l(l)v 
'k = l(l)p 
dym _8fm5zw 
d9k dz 89k 
dym _ dym df™ 
'k = 1(1)1, 
3z [ i + 1 ] _ dy™ 
eok dOk 
-3^^-, p equations 
where the particular partial derivatives fk for all parameters have to be programmed 
separately in step 4 only. 
In fitting practice it will be helpful to choose r = 0 in the first few fitting cycles to 
obtain an improved starting value 0(O) before applying sequential functions with r = 1. 
If the new parameter that represents the starting value yt03 of the series has to be ex-
cluded from the fitting procedure, this can be done by means of the parameter index 
cards in the main program to be discussed in Chapter 8. 
In case of time series it is custom to plot ym, i = 0(l)v, against ƒ = time, connecting 
the points by polygons thus producing a broken line whose first derivative with respect 
to time is not continuous. Partial derivatives of the sequential condition function with 
respect to the parameters, however, are continuous since also in this case the con-
ditions laid down in Section 1.3 hold. 
4.7 Alternative functions 
A further generalization of the condition function occurs when the structure de-
pends on results obtained by function evaluation. In that case it is not known what the 
structure of the entire function is until all alternatives have been chosen. This type of 
function belongs to the class of nested implicit functions. An example is given in Fig. 
11 where the functions y and 2f are supposed to have different forms. 
We define the row vector of variables x := (x2,.. .,xm) where we assume that it is xt 
which in this model has to be compared with calculated values y to find the sum of 
squares S. Values for/£° = xlP — ym can be obtained by numerical evaluation. 
The derivatives in which Jfk,j = 1,2, is involved read respectively 
if «c,] < 0 
S9k du Ô0k ôv dOk S9k 
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vtU ,VCD v t l ] , 
0:=(01 , . . . ,0p)T 
| 1 boxes defining the 
' ' condition function 
( Start ) 
\XJJ 




< 0 <z> ào 
wc,:=wcxca,e) 
T 
Stopping cr i ter ia for 




( Stop ") 
Fig. 11. Flowchart for parameter optimization detailed for the calculation of the difference vector f o 
of a composite alternative condition function. Particularization of Jfin;j = 1,2; i = l(l)v, is caused 
by the value of uw which can change for the same i at varying values of 0 in consecutive fitting cycles. 
i f u w £ 0 
HÔl du d6k ôw ô9t dOt 
In the computer program the derivatives can be included in the subprogram for 
function evaluation. The advantage is that the program can be shortened since use can 
be made of auxiliary variables in function as well as derivative function statements. 
When the derivatives are written in their own subprogram, an array of integers must 
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X : = ( X i , " - , x m ) 
A . - t x 2 l . . . , x m ; 
9 : =(o, .•••,Gp)T 
I 1 boxes defining the 
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Fig. 12. Part of flowchart for the calculation of the difference vector/, and of the first derivatives of a 
composite alternative condition function. Values of first derivatives are controlled by values of a1'1. 
See Fig. 11 for completion. 
be produced that contains information on the step sequence at the »"'-decision for 
each j . 
If/is a function of both, o and w, these functions have to be defined for both choices. 
An example is given in Fig. 12 where cx and c2 denote constants. The calculation of the 
derivatives is indicated in the flowchart. 
The functions u, u, w and/need not be functions of all components of 0. This means 
that for u, o and w only those derivatives have to be programmed whose parameters 
occur in the functions mentioned. The function/, which is a function of the parameters 
occurring in u, u, w and in its own argument, can be treated as follows. Let the function 
« depend on pu^p parameters taken from 0 and suppose when treating u that they are 
ordered by ku = l(l)/?u, and all this analogous for v, w and ƒ Numerical calculation of 
fk is then carried out by the following scheme 
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i = l(l)v 
" £ = ^ T - ' P„ equations 
°
l£ = a ö ~ ' P„ equations 
rn ÔwW w j £ = ^ p > pw equations 
Ju — r — ' J v z 'Jw „ 
du OD OW 
k = l(l)p 
ƒ F = o 
/î? = / « , *. = KDP„, P» ^ P 
A'} =/%+/?»%, kv = l(l)Pv, PvÛP 
m = /^ + /ia *& K = i(i)pw, pw ^  p 
dpi 
BQk 
ƒ £ = ƒ * ? + ; ^ - . P/ equations, pf g P 
In Fig. 11 and in Fig. 12 it is assumed that the step sequence depends on the value of 
«
t n
. The foregoing procedure can also be used when the function choice is made to 
depend on the observation order number i. If for a first group of data, say Vi, the right-
hand route is to be chosen, the argument in the decision statement on uai should read 
Vi - /. 
4.8 Combinations of functions 
The functions discussed in Section 4.7 can be sequential functions. A flowchart for 
the application of such a combination is given in Fig. 13. 
Observed values of y and u are components of the (v + 1) x 1 vectors 
* 3 • - V*l >xl >'">xl >xl ) 
- . _ /V£0]
 v [ l ] y [ v - i ] Y M\T 
It is assumed that values of u are obtained by sequential functions too and that ob-
servations on u are components of the vector x4. We define the row vector of variables 
x = : (xs,.. .,xm) and use xx for the determination of S = £ ( 4 ° - vti])2. The system 
i 
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Rg. 13. Part of flowchart for the calculation of the difference vector ƒ<> and of the first derivatives (in-
dicated by letter subscripts) of a sequential alternative condition function. See Fig. 11 for completion. 
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rt = O, nonsequential treatment of y 
ri = 1, sequential treatment of y 
r2 = 0, nonsequential treatment of u 
r2 = 1, sequential treatment of u 
Auxiliary functions as used in Fig. 13 are 
z« =
 r i ƒ ' - " + (1 - ri)x™, i = 1(1) (v + 1) 
w™ = r aui ' -" + (1 - r2)x™, i = 1(1) (v + 1) 
where y™ and «wi are starting values for function evaluation. The parameter vector 
is defined such that 
ym=:epmdum=:6p.l 
Observed values x™ and x ^ are assumed to be available and are to be used as starting 
values for parameter optimization. 
Two functions are distinguished, viz. *„ and \ to obtain values for o. Each function 
has its own subset of parameters. The appropriate derivatives for sequential functions 
are obtained automatically by the choice of rx and r2 respectively. The starting value 
z depends on the parameter that represents the starting value x[°\ However, from 
i - 2 onward, the variable *<« depends on all parameters because z is a function of y 
it rt = 1. Analogous arguments hold for w and u. 
Permutation and partitioning of the components of the parameter vector furnishes 
Chapter^) ^ *"*"*** ^ ^ ° f °P' °* b ° t h ' f r ° m t h e fitting P r o c e d u r e <See 
4.9 Special properties of the fitting surface 
c h f ^ ! i C a t i r - ° f S e q T n t i a l a D d a l t e r n a t i v e condition functions discussed in this 
the%L rllm SPT P r 0 P e r t i e S ° f t h C fitting SUrface- T h i s s u r f ^ e depends on both 
the form of the condition equations and the observed values assigned to the variables. 
* < * * . = (x 3 , . . 5 x jand* := (x3,...,Xm)ht 
y(o)=f(x2,x,o) ( 4 9 1 ) 
s b u l c e i C F i Ï i W t f ? VeCt0rS ° f V a r i a b l e S ' t h e n yis t h e P ° s i t i 0 - vector to the fitting 
surface. Fitting without sequential functions takes place on the fixed surface given by 
cî i s s ^ s ^ ^ r n d °bservati~ »be - *» 
xW(0):=^V"(0) )...>3 ;[v-1](0)]r 




OBSERVATION SPACE Ev 
Fig. 14. Two members of a family of fitting surfaces for sequential condition functions. The lower 
surface is explored by keeping the vector of variables x2Q) constant at X = Aw. 
Now y(0) is the position vector to another fitting surface (Fig. 14). Since x^ is a func-
tion of the parameters, fitting with sequential functions takes place on a family of sur-
faces; each iteration within a cycle producing a new member of it. Fitting along a 
(linear) direction of search in the parameter space can be regarded as fitting along loci 
which satisfy 
0(A) = 0 « + XsM 
4n)(A) = [6l(X)yi\X),...,^'1\X)y (4.9.3) 
M) =f(x%Xx)jc,o(X)) 
The Hth intermediate fitting surface can be explored by putting X = Xw = constant in 
the expression for x2 in (4.9.3) giving the position vector in Fig. 14, 
y(X\X™) :=/(4n)(AwU,0(2)) 
The program option to control this is the choice of the value of the system parameter 
r = 0 in the (n + l)th fitting cycle. An adequate value for X is in this case the optimal 
step factor A = X*<"\ see (3.5.1). 
For alternative condition functions (see Fig. 11) the fitting surface does not change 
as long as for all i the same choice is made in the decision statement on uv\ A partic-
ular order of the functions Vand 2/in the «th fitting cycle can be stored in a v X 1 













f i t t ing surface 
f o r j " ) f itt ing surface fo r jK ) 
S;,1 5 ' f !? e m a t i C a l iUuSt ra t ion o f a discrete fitting surface. Along the dotted line the value of one or 
S n g surfaœ°m P°n e n t S ^ ^ ^ ^ ' ^ VeCt°IJ'SUddenly ChangeS ' C a u s i n g a j u m p t o a f u r t h e r 
o t h e r Ä A s s u i e a one-dimensional search to be carried out with step factor X then 
1
 * L- V ( ? ° r WiU DOt V a r y c o n t i n u o u s I y with L It changes value when jumps to 
other fitting surfaces occur. 
^Complications can arise as to the choice of a terminal point 0«)
 s i n c e t h i s c a n be 
nr^H ° n a T T p r o d u c i n S a g f e a t e r value of the response S than that obtained in 
preceding cycles. Such a situation is sketched in Fig. 15. 
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5 Use of scale factors for accelerating convergence 
5.1 General 
Convergence in the fitting procedure can be accelerated by choosing directions in 
the parameter space that produce paths closer to the minimum of S(0). 
Stol (1962b) developed a method where use was made of ratios of scale factors to 
obtain weights to be applied to differential corrections d (Section 2.4) to find these 
better directions. Determination of weights that depend on the course of scale factors 
by varying the position vector y, involves evaluation of change of scale factor values 
when proceeding in the direction of search. Now it depends on the structure of the 
condition function whether differentials of the scale factors can easily be used to de-
scribe the scale factor course with second derivatives. Otherwise, when this structure is 
complicated, differences have to be applied. However, in that case numerical informa-
tion on two points on the fitting surface must be available. 
The problem of finding weighted corrections to accelerate convergence can be con-
sidered part of the problem of finding corrections for curvature of the fitting surface. 
5.2 Role of scale factors 
Scale factors were introduced in (2.2.7) and discussed in Section 2.7. Their role in 
parameter optimization will now be dealt with. 
Consider two points on the fitting surface, given by 0(1) and 0(2), with scale factors 
A(1) := A(0«>)andA(2> := A(0<2)) respectively. 
Assume 0(2) to be in the direction of differential corrections obtained from (2.4.13) 
so 0(2) = 0<*> -f Xdw. It is noted that d(1) is found by projection on the tangent plane 
to the fitting surface (Fig. 16). This means that the order of magnitude of the compo-
nents of rf(1) is based on units along the parametric curves at 0(1), being hk(0a)), k — 
l(l)/>, (Stol, 1962a and for a one-dimensional example Draper & Smith, 1967). 
In the nonlinear case this results in too rapid a progress in a divergent direction or in 
slow convergence. Fig. 16 and Fig. 17 show an instance of the first case on a two 
parameter fitting surface. The differential correction vector in this example is supposed 
to be d(1) = (3,3)r expressed in units of hx and h2 at 0(1) in the tangent plane. 
In the figure the scale factors are assumed to increase, each in its own way, along 
the path from/(0(1)) to/(0(2)). This means that the length of this path on the fitting 
surface is considerably longer than the length of the image of this path in the tangent 
plane, viz. the length of the total tangent Jd. To overcome the consequences of this 
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OBSERVATION SPACE E» OBSERVATION SPACE E» 
-ßr; 
Fig. 16. Detail of tangent plane to fitting surface at 
0(1) with differential correction vector d = (3, 3)T 
measured in units of the scale factors hi and h2. 
The terminal point of Jd is obtained by orthogonal 
projection as sketched in Fig. 6. 
Fig. 17. Detail of fitting surface where the dif-
ferential correction vector d = (3,3)T is applied 
to 0(1) = (1, 1)T giving a linear path of search 
in the parameter space. The terminal point for 
step factor k = 1 is 0 (2) = (4, 4)T. The course 
of the scale factors induces what mostly is 
called overshooting. 
situation we introduce weights w to act on dto produce paths closer to the solution 0*. 
Obviously the weights have to be chosen inversely proportional to the scale factors 
in newly obtained points fl<» on the fitting surface along the direction of Jd, therefore 
we define the *th component of the/» x 1 vector w by the ratio 
\(0 (1)) 
k = 1(DP (5.2.1) w 
,ti>, U): = 
V0 ( 1 ) + Xd™)' 
hence, denoting the step factor in the weighted direction by X' 
0 ( 2 ) ' :=0 ( 1 ) + A'[M.D(A)](1)d(1> (5.2.2) 
giving new paths on the fitting surface (see Fig. 18 path 2 and 3, and Fig. 1). 
in (5.2.2) values for X' and X have to be determined to make optimal progress. Solu-
tions can be obtained by taking differentials or differences of scale factors depending 
on the availability of second derivatives of the condition function. 
5.3 Differentials of scale factors 
5.3.1 Application 
Consider the kth coordinate of the vector in the denominator of (5.2.1), vi 
M0(2,(/)):=V0(1) + ^ (1)) 




hk2\X) = h™ + A(d(1>)TV/t,(0(1)) + o(X2) (5.3.2) 
The scalar product can be written 
(dhk ôhk\T 
in which the elaboration of the arbitrary /th term of the second vector is given by 
(2.7.1) 
d,hk =(fk'fkl\ / = i(])k 
h 
Using the matrix (2.5.10) the results can be collected as follows, for X sufficiently small 
A(2)(A) = A(1> + Xhd^M^dw 
Finally the weights (5.2.1) can be given by the vector 
w(X) = (A + XhdM12d)dh (5.3.3) 
where vectors and matrices on the right-hand side have to be evaluated at 0 = 0 (1 ) . 
Relative to A the expression becomes 
w(X) = (1 + XhdhdMl2d)dl (5.3.4) 
5.3.2 Minimum response 
The response S in case of weighted corrections taking X = X' and dropping the 
prime can be obtained from 
Sß) = [/o(0(1) + Xw\X)dy\TWw + Xw\X)d) (5.3.5) 
to be evaluated at 0 (1 ) . The general formula for the optimization condition is given in 
equation (2.5.14) and for one-dimensional search in (2.5.15). The derivative of the 
argument in (5.3.5) with respect to X becomes 
dX dX 
The kth component gives, using (5.3.3) and {.£.} to denote the kth component of 
M12d 
W + X{.k.} 7 
dO?\X) A? d 
dX hi + X{.k.} dX 
which gives 
J * Y 
\hl + X{.k.}J dX 
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The optimization condition for a subminimum along (5.2.2) reads, differentiating 
(5.3.5) using (2.5.13), (2.4.12) and (2.5.15) 
^-|««HrTU*-' 
from which X has to be solved. This can be done by means of iterative methods as are 
discussed in Chapter 9. Since dB(X)\dX depends on X - see (5.3.6) - the path along which 
exploration of the parameter space takes place is curved, giving a one-dimensional 
nonlinear search in the parameter space. The derivative of 0(A) has to be evaluated for 
each iteration step in searching the subminimum 
td6™\X) 
2 = 0 
It will be noted that-
dX 
The properties of the weighting system for X = 0 and X 
V(0) = / , 0<2>'(O) = öd), 
0A(O) has the direction of rfbecause of (5.3.6). 
oo are, referring to (5.3.3), 
0,(0) = d 
M-V) = 0, 0W'(oo) _» 0(D
 + _M_ 
{.k.} dk, k = l(l)P) 0,(00) = 0 
con!i!,W= K?P' ; S ^ T d e d f 0 r Ml2 * °- UM"d = °> f o r Stance with a linear 
condition function, (5.3.3) gives w = 1 and the weights cancel out. 
Changing values of X will not change the sign of
 W because of the square in 
ncrease?iranS ' ****** °D t h e sign °f * t he values * W' * = «»* 
^^J^TTITT00 although the search is nonlinear-In Fi* 18 three P a t h s x-llZ T tf lisvalidfor(3-5-°withs=*path2for<5-2-2>with 
A -constant and path 3 for (5.2.2) with X = X' 
Fig. 1 gives an example of paths obtained in this way on an actual fitting surface. 
PARAMETER SPACE E2 
Fig. 18. Differential corrections applied in 
three algorithms. In path 1 given by 0(2) = 
0(O) + Xdw according to the modified 
Gauss-Newton algorithm. In path 2 given 
by 6m' = 0(1) + \'[w°Q.*^)\^dm by 
weighting differential corrections with 
constant values of scale factor differentials. 
In path 3 given by 0<2>' = 0») + X'lw" 
(AOF'rf«)
 Where the weights depend on the 
step factor A'. 
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5.4 Differences of scale factors 
5.4.1 Application 
To avoid the determination of second derivatives of the condition function a differ-
ence method can be applied. We assume that a second point is known numerically 
which means that (5.2.1) can be calculated. Suppose this second point be optimal in 
the direction dw then, with A = h(X) 
w«\X*w) = [A(1)(A*(1))]"A(1)(0) (5.4.1) 
which can be inserted in (5.2.2) giving, again dropping the prime for X, 
Ö(2)'(A) = 0(1> + A[WD(X*(1))](1)rf(1) (5.4.2) 
from which the optimal value of X is to be determined. 
Analogous to (5.3.4) we can write 
w = [2 + Ad(1)(A(2) - A(1))]"i (5.4.3) 
where A(2) is supposed to be evaluated at 0*(1) (Fig. 18). In this case the scale factor at 
an optimal point in the weighted direction does not agree with that at 0*C1). To main-
tain correspondence between both, an alternative expression for (5.4.2) would read 
generalizing (5.4.1) 
Ö(2)'(A) = 0(1) + X\wD{X)]wd™ 
again giving a nonlinear direction of search. 
5.4.2 Minimum response 
In case of differences of scale factors the parameter function (5.4.2) is again a linear 





 = lwD(X* «WW» 
dX 
independent of the step factor X. Progress is made along a straight line in the param-
eter space. Optimal values of A can be obtained by methods given in Chapter 9. 
5.5 Example 
For the condition function and data given in Appendix 2.3 three methods have been 
compared (Fig. 19). The three methods converge on the same terminal point. The 
starting value gives S = 976.40. The modified Gauss-Newton algorithm gives con-
vergence in 25 cycles under default accuracy options (Chapter 13). When using weights 
according to differences of scale factors in (5.4.3) with optimal first step length the 
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number of fitting cycle 
Fig. 19. Decrease of sum of squares for 
the problem in Appendix 2.3 according 
to three algorithms based on the dif-
ferential correction vector d. 1 modified 
Gauss-Newton; 2 and 3 differential cor-
rections weighted with the ratio of scale 
factors; 2 with use of differences, the 
number between parentheses includes 
full optimal search to obtain A(A*(B)) in 
each first direction; 3 with use of dif-
ferentials. 
response decreases in the first cycle to S = 71.59. Under the same options the number 
of cycles necessary for the same accuracy is 13. Differentials of scale factors produce 
weights by means of (5.3.4) that cause convergence in 11 cycles. 
As regards the approach to the terminal point, Fig. 19 shows that the modified 
Oauss-Newton algorithm gives a response S < 100 after 18 cycles. Weights based on 
differences of scale factors achieve this in the first cycle but it will be remembered that 
scale factors from two points must be available and so in each cycle two subminima 
have to be calculated, the first to obtain 0*«\ the second to obtain 0*«»'. With weights 
based on differentials of scale factors 6 cycles are needed to obtain S < 100. Now only 
Z i t ? T Z « f t 0 b e d e t e r m i n e d i n ea<* fitting cycle. The least sum of squares 
appears to be S(0<«) =
 L 8 3 , w h i c h i s f o u n d w i t h a U ^ ^ ^ 
the MOHS1 ; d t f d f F i g ' 19 ' W e r e 0 b t a i n e d by t he default main program NLV, 
the Modification 8.1 and the Modification 9.2, respectively. (See Appendix 1.5). 
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6 Correction for curvature by back projection 
6.1 General 
In Chapter 5 a method was developed to accelerate convergence. Use was made of 
the scale factors of the parametric curves. Because of their curvature the locus of the 
terminal point of the position vector, which proceeds on the fitting surface along a 
linear direction of search in the parameter space, can deviate in undesired directions. 
In the following sections a method is developed that measures and corrects for the 
departure from the desired direction of correction. This method consists of orthogonal 
projection of the path of search in the fitting surface on the tangent plane at the current 
starting point. Because of the fact that the direction of search, which in the present 
case is determined by differential corrections, is found with the aid of the same tangent 
plane, the method is called the back projection method. 
In this chapter the situation at 0(n) is considered and consequently the matrices ƒ and 
M are to be evaluated at this point. 
Optimization iterations pertaining to back projection will be denoted by «'. 
6.2 Mathematical description 
Since the tangent plane is spanned by the column vectors of/, the projection of the 
vector/0 on the tangent plane is Jd (Fig. 20), where </is obtained by (2.4.13). 
An arbitrary point in the direction din the parameter space is denoted by 0(n+1)(A) 
= 0(n) + Xd. In fitting practice 0(n+1> will be chosen to represent 0*00, obtained with 
X = A*(n), and the orthogonal projection ^0 (n+1) of this point on the tangent plane at 
0(B) will be considered. The normal for this case reads according to (2.4.9) 
N = JT[f(e(n+1))- /(0(n))] (6.2.1) 
The projection of this difference vector on the tangent plane can be written as Jb, see 
Fig. 20. The solution of* is obtained from the inverse matrix M'1 (earlier stored in 
the computer memory) by 
b =M~lN (6.2.2) 
which is the vector of back projection. 
Now the situation is as follows. Emanating from 0(n), the direction of search on the 
fitting surface is along Jd'm the tangent plane. On the fitting surface the path is curved 
and it terminates in the (optimal) point 0("+". Back projection furnishes the informa-
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OBSERVATION SPACE Ev 
X 
Fig. 20. Illustration of the principle 
of the back projection method. The 
point 0<l,+1) on the fitting surface is 
projected on the tangent plane 
giving ^0<"+1> indicating that the 
vector Jb makes an angle ^ with the 
direction obtained with differential 
corrections. 
tion that the subminimum is found in the direction Jb in the tangent plane. Since the 
new direction is produced by the disturbing influence of the curvature of the para-
metric curves, corrections have to be applied to find a back projection that is closer to 
the vector Jd in the tangent plane. 
6.3 Two-dimensional linear search 
6.3.1 Correction for curvature 
In Fig. 20 the situation is sketched where back projection gives a direction Jb too 
far to the right of/</. Correction for this can be made by starting in a direction 
to the left of the vector Jd for which we take Js (Fig. 21). The magnitude of the 
correction can be taken equal to the angle <j> between the vectors Jd and Jb. The new 
direction ,n the two-dimensional tangent subplane spanned by Jd and Jb can be written 
as the linear combination Js = a. Jd + ßJb. 
In this tangent subplane we have 
cos$ = dTMb d
TJTJb 
\\Jd\\ • \\Jb\\ (dTMd)\bTMb? (6.3.1) 
nameT ^ ^ ™ "* ^ ** ***"" ** " ^ P '° ° b t a i n t h e d e s i r e d C O r r e C t i ° n ' 
Js = 2 cos <t>Jd~M^ÏJb 
\\Jb\\ (6.3.2) 
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TWO-DIMENSIONAL TANGENT SUBPLANE 
e(nW"> 
Fig. 21. Starting in the direction Id in the 
tangent plane a path of search on the fitting 
surface is produced whose image is denoted 
by curve 1. The tangent subplane is spanned 
by the vectors Id and lb. Curve 2 is the 
image of a path of search on the fitting 
surface when starting in the direction Is 
which is a linear combination of Id and lb. 
TWO-DIMENSIONAL TANGENT SUBPLANE 
Fig. 22. Construction of the vector Is in the 
two-dimensional tangent subplane as suggested 
by Fig. 21. 
The length of this vector is obtained from 
\\Js\\2 = 4cos2$ \\Jdf -4 cos <f>l^dTMb + \\Jdf 
\\Jb\\ 
In virtue of (6.3.1) the first two terms at the right-hand side vanish and so \\Js\\ = \\Jd\\. 
The solution of s can be obtained from (6.3.2) and reads 
\\m\ 
(6.3.3) 
To avoid matrix calculation this solution can be approximated by one that would be 
obtained in the two-dimensional tangent subspace with M = ƒ which gives 




where cos (j> = (d,b)/(\\d\\. \\b\\). 
The search according to (6.3.4) - and analogous for (6.3.3) - can be done by 
0("'+1)(A) = 0(B) + As (6.3.5) 
where a first approximation to the step factor can be taken equal to X*w. 
Apart from the iteration to find A = A*(n,) in (6.3.5), the method of back projection 
itself can be considered an iterative process. Optimization can be employed for <j> and 
X both, considering them a pair of algorithm parameters. Defining c := 2 cos 4> the 
algorithm parameter vector becomes A := {X,cf and (6.3.5) then reads 
0(n '+1)(A)=0(n) + As(c) (6.3.6) 
finally giving for the sum of squares the expression 
S(0(X)) = S(0W + xLd - M A (6.3.7) 
6.3.2 Directions of search 




T(M) = 0 (6.3.9) 
to be solved for A and c. 
The tangent subspace spanned by the vectors rfand b is considered. The directions 
of search are given by differentiating the parameter function (6.3.6) and (6.3.4) 
- - s(c\ - cd H*" A -
- - s ( c ) - * / - _ _ *
 ( 6 . 3 . 1 0 ) 
dc (6.3.11) 
which is also clear from (6.3.8) and (6.3.9). 
F , f °If ? . e d V a l u e ° f c>c(B,) s a v ' t h e vector (6.3.10) emanates from 0<»> as sketched in 
f t a r t i n t w i T 7 * * a t t hf g r a d i e n t iD (6-3-8) C a n b e u s e d t o « * » A iterativer/, 
c o n Z t \ = , ' P r ° d U C i n g t h e n e w °P t i m a l value A*<"'>. Keeping this value 
p e 2 m e d T 7^f ^ ^ f r 0 m t h e * r a d i e n t i n («.?> to obtafn c * - . This is performed along A*<"'>rfemanating from the point 
11*11 ' 
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TWO-DIMENSIONAL TANGENT SUBSPACE 
Fig. 23. Relationship between direc-
tions of search as used in two-dimen-
sional search by back projection. 
The steps are: 1 back projection of 
0("+1) producing the vector * in the 
tangent subspace ; 2 determination of 
a vector of length || rf|| in the direction 
of A; 3 reflection of this vector in d 
to produce s; 4 initial step along s 
with a vector of length ||é||; 5 deter-
mination of the optimal value of the 
step factor X to obtain A*0"*; 6 op-
timization of the angle ^ by means 
of the parameter c starting at A0("° 
to obtain c*("°. 
with initial step factor c(n/) as illustrated by point 5 in Fig. 23. 
The optimization in the directions distinguished can be carried out with methods 
described in Chapter 9. 
6.3.3 Properties of the algorithm parametric curves 
In contrast with parametric curves for the condition function, parametric curves 
for k = {l,(j))T tend toward orthogonality when n ->• oo. 
Consider the two-dimensional tangent plane spanned by Jd and Jb. The condition 
function reads 
/(0(A)) = ƒ (0(n) + x(cd - ^ b )), c = 2 cos $ 
v
 I \\jb\\ r 
The direction vectors to the curvilinear coordinates of the (A,0)-system are given by 
ft = —22, sin <p Jd 
where use was made of (2.5.4) with J( = (fx ƒ*) and of (6.3.6) and (6.3.4). 
The scalar product becomes 
flU = -2A sin 4>(cd-1^ b)TMd 
which tends to zero for « ^ oo because in the Gauss-Newton algorithm dM -* 0. 
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6.4 Two-dimensional circular search 
The method described in Section 6.3.2 gives linear search in two directions. The re-
flection of the vector Jb in the straight line given by the vector Jd in Fig. 21 can be 
replaced by a circular search when moving from point 2 to point 3 in Fig. 23, following 
the circular path that connects the terminal point of the vectors (\\d\\/\\ b\\)b and s. 
6.4.1 Correction for curvature 
Correction formulas are derived for the metric M = JTJ. An orthogonal base for 
the two-dimensional tangent subplane is determined (see Fig. 24) by taking a vector 
perpendicular to Jd and of the same length 
H:=J-(dCo^-¥Éïb\ 









zTMd = 0 
\\Jz\\ = HJtfll 
The relationship between z, d and b is obtained from (6.4.1). 
,<V^ m e l r i c ^ b e taken unity {M=I) when app Jy i ng t h e formulas (6-4- O t h r o u s h 
• I 2 ? 1 i W ° " d i m e n S i 0 n a l t a n g e n t s u b s P a c e analogous to the conversion of (6.3.3) 
into (6.3.4). This is done in the remainder of this section. 
An arbitrary vector that is a linear combination of the base vectors z and rfwith prop-
erties analogous to (6.4.3), namely fcrf) = 0 and \\z\\ = ||rf||, is given by 
*W0 = z sin \j/ + ''cos \j/ 
TWO-DIMENSIONAL TANGENT SUBPLANE 
(6.4.4) 
Fig. 24. Construction of the vector Js in the two-dimen-
sional tangent subplane as a linear combination of the 
orthogonal vectors Jd and Jz. The particular case y/ = $ 
is illustrated. 
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which has a length equal to that of d. Taking \j/ = 4> equation (6.4.4) reduces to (6.3.4) 
using, see (6.4.1), 
z = ( d cos <f> 
| sin <p\ il*» / 
With (6.4.4) a new parameter vector for two-dimensional circular search is, defining 
k := (Xrff, 
e("'+1)(A) = 0W + Xsty) (6.4.5) 
giving for the sum of squares 
S(0(A)) = S(0(n) + Xz sin rp + Xdcos \j/) 
6.4.2 Directions of search 
The directions of search in each point of the two-dimensional (Ajt/O-coordinate sys-
tem is given by formulas analogous to (6.3.10) and (6.3.11). In the present case they 
are 
—• = z sin y/ + dcos \ji = s(ijf) (6.4.6) 
OK 
00
 , , 
- -A(*co8*- r f«n , f r )
 ( 6 4 7 ) 
The optimization conditions are again 
The value of i/r can be determined from the second condition, keeping X constant. Then 
the first condition is used to solve X, keeping \]/ constant. Optimization of each of the 
algorithm parameters can be achieved by methods described in Chapter 9. 
6.4.3 Properties of the algorithm parametric curves 
The directions of search in (6.4.6) and (6.4.7) are orthogonal since the scalar prod-
uct of the vectors dO/dX and 50 /# is 
XzTz sin xj/cosi// — Azrrf(sinV - cosV) - XdTd sin \J/costj/ = 0 
This holds because z is perpendicular to d with equal length. 
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6.5 Example 
Results of optimization using back projection techniques are given for the condition 
function and data mentioned in Appendix 2.3. 
In Fig. 25 the decrease of the sum of squares is plotted against cycle number for 
16 20 24 28 
number of f i t t ing cycle 
Fig. 25. Decrease of sum of squares for 
the problem in Appendix 2.3 according 
to five algorithms. 1 modified Gauss-
Newton; 2 through 5 methods of back 
projection; 2 noncircular search with 
metric /; 3 circular search with metric /, 
after five cycles transfer was made to 
modified Gauss-Newton; 4 noncircular 
search with metric M ; 5 circular search 
with metric M. The course of the partial 
cosines for algorithm 3 is plotted in 
Fig. 32. 
Fig. 26. Relationship between sum of 
squares S and angle y/ for the direction 
of circular search with metric / f°r 
various fitting cycles. After five cycles 
transfer was made to modified Gauss-
Newton. 
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four methods of back projection. In this example the use of the metric I appears to be 
more efficient than that of the metric M. The curves in this figure can be compared 
with those given in Fig. 19, taking the unweighted modified Gauss-Newton algorithm 
as reference. 
A large area of the fitting surface is explored by back projection techniques as can 
be seen from Figures 26 and 27 for circular search. They give the relationship between 
the sum of squares obtained by rotating the vector s respectively Js about the starting 
point (see Fig. 24 and equation (6.4.4)). To avoid an extension of the search in direc-
tions that produce too large values for the sum of squares, a reduction to the angle <f> in 
(6.3.2) and (6.4.1) is applied as a starting value when cos <£ is negative. In fitting prac-
tice it then appears to be efficient to change the sign of the vector of back projection b. 
However, in some of such cases the sign of the direction of search that is applied in 
subprogram MIN must also be changed to obtain a negative slope at the initial point, 
(cycle 2 and cycle 13 in Fig. 27). Since in the present case the search is nonlinear, the 
program statement that would change the sign was temporarily deleted, giving an op-
timal search for X alone at \jf = 0. Otherwise execution would have been terminated 
after the second time a positive slope at the initial point was found in the same cycle. 
Fig. 27. Relationship between sum of 
squares S and angle w for the direction 
of circular search with metric M, for 
various fitting cycles. 
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The convergence to the final solution is slow after the sum of squares has decreased 
to values below S — 5, say. For circular search with metric / the algorithm was trans-
ferred to the Gauss-Newton method with optimal step length after the angle <j> de-
creased below 0.02 radians or cos c/> < 0.0008. 
The best result for the given example was obtained with a non-circular search with 
metric I. The number of cycles necessary to obtain default accuracy decreased from 24 
to 9 (Fig. 25). 
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II Special procedures 
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7 Structure of the program 
7.1 General 
The computer program is written in FORTRAN and was run on a CDC 6600 com-
puter using Scope 3.3 UPDATE features (Appendix 1.1). 
A program written for the application of different algorithms has to be compiled of 
subprograms that contain the statements of the subroutines of the entire procedure. 
Particular algorithms then can be employed by choosing the proper sequence of sub-
routines in the subprograms by calling them from the appropriately modified main 
program. Use is made of SUBROUTINE subprograms only. 
The program is divided into three parts. The first part consists of subprograms that 
have to be updated for each particular condition function that is to be optimized. The 
second and third part consist of subprograms that contain algorithm statements and 
that need no updating except for the dimensions of the arrays, if desired. Subprograms 
are called by the main program NLV (Appendix 1.2) which can be modified to suit 
various algorithms (Appendix 1.5). 
Variables that occur in different subprograms are linked by the appropriate argu-
ments or by COMMON statements. Variables that occur in COMMON statements 
are subdivided into two blocks. Those whose dimensions of arrays are condition 
function dependent are collected in *COMDECK DVAR, those whose dimensions 
are algorithm dependent are collected in *COMDECK DFIX together with nonsub-
scripted variables. Condition function dependent subscripted variables are updated 
with dimension comdecks as described in Appendix 1.1. See also example given in 
Appendix 1.4.1. 
To use the program for investigation either of the condition function and its prop-
erties or the convergence process, options are included that are not part of the al-
gorithm. Options can also be used to modify the main program NLV (Chapter 12 and 
Appendix 1.5). 
7.2 Condition function statements 
Subprograms written as a framework for new condition functions are contained in 
the first part of the entire program. They serve two purposes. 
Administration The SUBROUTINE INITL was written to produce the specific 
headings for problem identification, to initialize variables and counters and to govern 
85 
Table 4. Update »COMDECKs called by SUBPROGRAMS 
mentioned. See also Appendix 1.3 and Appendix 1.4.1. 






































Data to be copied to file MYDATA, see Section 7.6. 
the desired output. 
Function evaluation It is evident that for each new problem to be optimized, the con-
dition function and its derivatives with respect to the parameters is to be programmed. 
To be able to apply methods at the level of information available, separate subpro-
grams were written for the evaluation of the condition function (SUBROUTINE 
FNCTN), of the first derivatives (SUBROUTINE DFDA) and of the second deriva-
tives (SUBROUTINE D2FD A). 
A new function and its derivatives can be inserted in the framework of the program 
by means of update decks that are called by the subprograms during an update run 
before they are written to the compile file. Update decks to be inserted in the different 
subprograms are mentioned in Table 4. 
7.3 Algorithm statements 
Subroutines of gradient methods were written in separate subprograms which can 
1ÜT? •! m o d i f i c a t i o n s «f standard methods (Chapter 12). These subpro-
Sr/°rm T SeCODd Par t ° f the entire p r °S r a m - T h e *W Part consists of special 
S e c S n ' r PrTm S-- •""* Deed DOt n e C e s s a r i ly be loaded when using the default aecK structure of the mam program NLV. 
7.3.1 Gradient subroutines 
2ltionforr^rng- T h e l e V d a t W h i c h a D ****** c a n b e a P P ^ furnishes the 


















Differentials of scale factors 
Step factor in one-dimensional 
search 
Second order Improvement 
Gradient methods 
Methods of direct search 
Fig. 28. Conspectus of components of calculations and their possible usage following from the level of 
availability. 
nents of the calculations that are needed for further elaborations. Apart of the subpro-
grams mentioned in Table 4, subprograms were written for the determination of the 
gradient and the composition of the normal equations (NRMEQ), for their solution to 
produce differential corrections (SOLVE) and for one-dimensional optimal search 
(MIN). The determination of curvature and of differentials of scale factors are spread 
through some appropriate subprograms. 
Process continuation The convergence process is to be followed carefully in order to 
detect whether convergence occurs and to decide whether execution can be terminated. 
Decisions based on stopping criteria are taken in two steps. The first step is to in-
vestigate by means of subprogram HOWA the situation on the fitting surface at the 
initial point, point A say. When the decision is made to proceed with a fitting cycle at 
a new point B, the second step is to start the next cycle with the replacement of point A 
by point B which is carried out in the subprogram AISB. After this the first step is re-
peated, and so on, till the stoppig criterion is satisfied. 
Administration The output contains the main results of the calculations with respect 
to optimal parameter values and corresponding function values, as well as intermedi-
ate results concerning the applied algorithm and its properties. Subprogram LISTING 
controls the output and the listing of tables produced by the first and second parts of 
the program, according to the demands of the user. 
7
-3.2 Particular subroutines 
Exclusion of parameters Parameters in condition functions can be kept constant, and 
thus excluded from the optimization process, to particularize or simplify the func-
tion. Examples were given in Section 4.8, where a choice was made between sequential 
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and nonsequential use. Another possibility is a partitioning of the parameters into 
two groups, the first consisting of those that occur nonlinearly, the second of those 
that occur linearly in the condition function. Grouping and selective use of parameters 
once can be applied in the default deck structure of the main program. Grouping and 
partitioning can be saved, however, by means of the subprogram BLOCK that can 
contain 5 different groupings and governs their subsequential use. Details of grouping 
are given in Chapter 8. 
Additional subprograms The method of back projection developed in Chapter 6 is 
programmed in subprogram BACK. Two further subprograms are included in the 
third part of the program. A method of finding controlled paths on the fitting surface, 
given in Chapter 11, is made operational in subprogram TRACK. Possibilities to 
extrapolate intermediate parameter values, as developed in Chapter 10, are available 
in subprogram LIHYPEX. 
7.4 Convergence characteristics 
7.4.1 Type of convergence 
From personal experience it was found that in many least squares problems both 
the sum of squares with respect to the fitting surface S and the sum of squares with 
respect to the tangent plane AS decrease. To distinguish between this situation and the 
one where S&+» < s™ while at the same time *s<*+1> > AS™, the latter situation 
will be called Type I convergence and the former Type II convergence. 







2 " £ S S ? i ? i t ° t l l t y P e S ° f C o n v e r S e m * distinguished. Proceeding on the fitting surface in 
St"+1) < 5<»)and'45("+1) < •*£<»> ~" " y p e convergence is characterized by 
7.4.2 Stopping criteria 
Stopping criteria are used for economie reasons. They can be based on several 
quantities that give information on the state of the convergence process in consecutive 
fitting cycles. Quantities that converge to an unknown value, as the sum of squares and 
the parameter values, give this information in a relative sense. Quantities based on the 
orthogonality of the vector f0 on the fitting surface in the final solution, give this in-
formation in an absolute sense. 
A sequence of parameter values 0(n), n -• oo, is assumed to converge to 0*. Several 
criteria can be put forward to establish 0(,) to be a terminal point of the sequence, 
where t < oo. The criterion <5S for the sum of squares reads 
if \SM-S<"+»\<ôs,ôs>0 (7.4.1) 
then e{,) :=ein+1) 
For the parameters this becomes 
if \0P-0t+1)\<ôk,ôk>O 
then 0<'):=0(»+1> (7.4.2) 
where k = l(l)p 
Both criteria can be made relative to the order of magnitude of the values of S and 6k 
respectively by dividing the expressions by the value obtained in the «th cycle, thus ex-
pressing 5 in fractions. These criteria do not make use of first derivatives of the con-
dition function, so the rules do not guarantee that a neighbourhood of 0* has been 
reached because (7.4.1) and (7.4.2) do not depend on the condition for a minimum. 
With the aid of first derivatives stronger criteria can be put forward. They depend 
on the consequences of VS = 0. For nonsingular M_ 1 , equation (2.4.13) results in 
<*== 0 for N(0*) = 0. Application of (2.2.11), where JTf0 = N, produces a further 
criterion in that the components of the vector of partial cosines c have to be zero. From 
Fig- 6 it is obvious that at 0* the vector f0 and the vector % coincide, hence giving 
zero difference in length when the iteration process terminates. 
The foregoing characteristics can also be expressed by the cosine of ß (Fig. 6), re-
quiring that the total cosine tends toward zero in consecutive fitting cycles, so 
cos B = -JsI^L_ _* n 
In fitting practice the criterion (7.4.1) has often been found too weak; the criterion 
H l^l < <5JV, ÔN > 0, appears to be one of the strongest. Experience learned that the 
above given criteria probably can be ordered according to the following sequence 
from weak to strong, see also (2.4.16), 
\ — £ « [l> (WS - y/ÄS\}t, {c}}, {cos ß}„ {\\d\\h, {\\N\\h (7-4.4) 
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where {u}s stands for u(n) < <5, Ô > 0, Ô = ä 7 ^ and <5k = <5,, fc = \{\)p, I = 1(1)/?. 
n-*t 
It proved that the partial cosines provide the most efficient criterion even if their 
absolute values may show an increase in the early stages of the convergence process 
although the sum of squares is monotone decreasing. The partial cosines give informa-
tion on each parameter separately. They also give a direct geometrical interpretation 
in the observation space with known final values c = 0. This value does not depend on 
the step length in one-dimensional search, contrary to (7.4.2) which gives for linear 
and strict parameter functions with 0[n+1) = 6kn) + Xsk 
ir-0in+i)i=AKi 
which will satisfy the criterion when 
l<hl\sk\ 
The total cosine is related to the partial cosines since for an arbitrary direction s 









giving for s = sklk the equality cos ß = ck. For nonsingular Af"1 the total cosine 
tends toward zero when c -» 0 using the direction of differential corrections s = d = 
M~lN. 
In the computer program cosine criteria are set for the partial cosines. The default 
value ô = 0.001, in FORTRAN defined by COSCRIT = 3, requires that at least three 
leading zero decimals appear in the results for the partial cosines. On basis of this 
criterion it is decided in subprogram HOWA whether or not further fitting cycles are 
to be produced. The same criterion is used on the total cosine in an informative sense. 
7.4.3 Example 
For the condition function and the data mentioned in Appendix 2.3 results on the 
use of convergence characteristics are depicted in Figs 30 and 31. Fig. 30 illustrates 
mat in this example the process has Type II convergence during the first 14cycles of the 
modified Gauss-Newton algorithm. It has been found that in general this type of con-
vergence is slow. During the cycles 14 to 19 the convergence is of Type I. Fig. 31 
tritn 'IT h e t 0 t a l a n d t h e P a r t i a l c o s i n e s- T h e y « not monotone decreas-
2 Ä " ! SUm ° f SqUareS ' d e ? i c t e d i n R 8 - 30, does. Only during the last few 
3 w w f C 0 T S d e C r e a S e simultan«>usly. A typical example of the behaviour 
w Ï d t t T T ! T iD Fig- 3 2 ' W b i c h * " * c o s i n e s f o r the fitting process that 
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Fig. 30. Decrease of sum of squares 5 with 
respect to the fitting surface and of sum of 
squares AS with respect to the tangent plane, in 
subsequent fitting cycles. When S decreases 
and AS increases the convergence is of Type I; 
when both sum of squares decrease the con-
vergence is of Type II (see also Fig. 29). 
16 20 2 4 " 28 
number of fitting cycle 
Fig. 31. Relationship between cosines, 
total and partial, for the parameters D, A, 
B and C in the condition function of Ap-
pendix 2.3, and number of fitting cycle for 
the modified Gauss-Newton algorithm. 
Although the sum of squares is monotone 
decreasing (Fig. 30 curve S) this is not the 
case for the cosines. During the last few 
fitting cycles they suddenly approach zero. 
The numbers I and II refer to the type of 













Fig 32. Relationship between total cosine and partial cosines for the parameters D, A, B and C in the 
condition function of Appendix 2.3, and number of fitting cycle. During cycles indicated by BP back 
projection has been applied (circular search with metric I, see Fig. 25); during cycles indicated by 
O-N modified Gauss-Newton has been applied showing an increase of the partial cosines before they 
tend to zero. Sums of squares, Sand ^respectively, for each fitting cycle are mentioned in the margin 
on the level of the ordinate values for the total cosine. 
7.5 Subroutine control 
The subprogram D2FDA for the evaluation of second derivatives is an example of a 
subprogram that needs not necessarily be called. Results obtained from D2FDA, 
however are used m other subprograms and the corresponding statements must be by-
^ s u b t i n L t T D n 0 t CäDed b y t h e m a i n I**™» NLV- This is governed by 
InlLs n ? b T C N R I N S U B ' t h e S U b r o u t i n e i n d e x * * 'aunts * e number of 
sul ou L , SUfbPr°Sram- The first statement of subprogram INITL is to set the 
^mZST^^fi p* r r o f the ith subprogram r et 
it is Do«ihl, n f ffl + L S m c e t h e ^ rout ine index occurs in COMMON 
is posstble m every subprogram to test each number of entries. If no use is made of 
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subprogram D2FDA, for which 1 = 5, its counter remains zero. Second derivative 
application anywhere in the program can thus be skipped if NRINSUB(5) = 0 in 
appropriate IF-statements. 
A further advantage of the use of subroutine indices is that initial values to variables 
can be set to zero in the subprograms themselves. This can be done during the first 
entry, which is recognized by an appropriate IF-statement on the subroutine index. 
7.6 Program layout 
The arguments of the main program name, NLV, depend on the way the data are 
stored. If data have to be read from the input file, the first statement in the main pro-
Table 5. List of subprograms and their entries. 
Name of 
subprogram 













Main purpose is to 
- define initial values 
- define default values 
- produce headings 
- read data 
- perform univariate direct search 
- evaluate the condition function 
- evaluate first derivatives 
- perform optimal Gauss-Newton with parameter vectors 
partitioned according to ordered partial cosines 
- evaluate second derivatives 
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!6- TRACK * 
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- LIHYPEX 
- produce the gradient vector 
• produce normal equations 
• solve normal equations 
investigate the fitting result at point A, (Ö00) 
summarize results 
produce combinatorial search 
find the subminimum (point B, 0*0") in the direction of 
search 
replace/I by B 
produce an output list of intermediate and final results 
plot sequential functions on the line printer 
punch (or print) intermediate parameter values 
store parameter groupings 
perform back projection 
perform procedures of controlled approach 





If data are written onto a file MYDATA the first statement reads 
PROGRAM NLV(MYDATA,OUTPUT,TAPE2=MYDATA,TAPE3= 
OUTPUT,TAPE7) 
The use of the arguments of the subprogram names are explained in Chapter 13. 
The subprograms are listed in Table 5 according to the subdivision into three parts 
as explained in Sections 7.2 and 7.3. The main purpose of each subprogram is mention-
ed as well. In Appendix 1.5 the modifications of the main program NLV that call 
subprograms from the third part, as well as those that call alternative entries, can be 
found. 
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8 Grouping of parameters 
8.1 General 
For several reasons it is useful to create the possibility to change the parameter 
vector. 
The condition function can be extended for instance to a more general form. Then 
the research worker can decide to leave out of consideration particular parts of the 
function by keeping constant one or more of the parameters by giving them a trivial 
value, for example zero. The choice between sequential and nonsequential search 
(cf. Section 4.8) is another example where one might decide to keep constant one or 
more of the parameters in the condition function. One can also decide to partition the 
components of the parameter vector in two groups: the first consisting of those that 
are nonlinear in the condition function, the second consisting of those that are linear 
(Hayes, 1974). 
Another reason to advocate the possibility to have the disposal of a system for 
solving only part of an optimization problem is, that if bounds on parameter values 
are exceeded, the parameter vector has to be broken down and its components have 
to be rearranged (Chapter 9). 
inally, in the first steps of the fitting procedure a group of parameters can be more 
efficient than the entire parameter vector. This means that fitting cycles then could be 
carried out with only/»! <p parameters and in a further stage either with the re-
maining/? —
 Pl parameters or the entire/? x 1 vector. 
,
 t h e s e
 cases only that part of the solution of the normal equations that furnishes 
e re<luired corrections needs attention and only those parameters that remain in the 
Parameter vector as to be fitted parameters are subject to alterations. 
t is obvious that it is not sufficient to develop a system with which the parameter 
vector can be truncated to aPl x 1 vector. It is also necessary to permute the com-
ponents of the parameter vector to generalize the procedure. 
ermutation and truncation of the components of the parameter vector can be 
controlled by the user of the program. He has at his disposal parameter index cards 
ö the main program deck, as described in Section 8.3.1. for permuting and grouping 





' | l i s unconditional. Permuting and grouping also can be performed automat-
2„
 y d u r i nS execution. This is unconditional in combinatorial search where all 
~~ 1 combinations of the components of the parameter vector are subsequently 
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used in a one-dimensional optimal search (entry COMBIN in subprogram HOWA, 
see Chapters 12 and 13). Conditional grouping is applied in subprogram MIN 
(Chapter 9) when bounds are violated. Finally, in entry ORDER in subprogram 
DFDA grouping is based on the values of the partial cosines in the vector c. 
8.2 Partitioning the parameter vector 
The back solution of the complete p x p system of normal equations gives the 
possibility to preserve partitioned solutions for 1, 1(1)2,..., \{\)pu..., l(l)/> param-
eters, Pi < p, in order of occurrence in the parameter vector. Solutions beyond the 
required first p^ parameters can be useful. For example the length of the p X 1 cor-
rection vector d tends toward zero. In case only/?x parameters are applied this holds 
for the Pi x 1 vector d', say. However, one may wish to remain informed on the 
behaviour of the length of the p x 1 vector d after each fitting cycle and so further 
solutions must then be available in an informative sense. Other examples are the 
partial cosines for those parameters that are not involved in a particular fitting cycle. 
As the coordinate system on the fitting surface generally is not an orthogonal one, 
so JTJ =fc hDhD, improvement of cosines with respect to parameters not used also may 
occur. It is of interest to remain informed on the values of these cosines as well. 
From a point of view of efficiency this may not always be satisfactory. Suppose 
Pi « p . In grouping, normal equations are evaluated for all/7 parameters, but only 
Pi. are employed in the following fitting cycle. When the advantage of the availability 
of informative parameters is not great, it is not efficient to calculate all products and 
cross products of the matrix M = JTJ. To avoid time consuming unnecessary cal-
culating and printing, it is advisable to reduce the optimization problem to a smaller 
Table 6. Scheme of status in the program, denoted by x, of parameters after permutation. 
Use 
Parameter vector 
Evaluation of condition function 
Evaluation of first derivatives 
Evaluation of second derivatives 
Normal equations 
Partial cosines 
Correction to parameters 
Length of normal vector 
Length of differential vector 
Status 


























Application of corrections 
Curvature of parametric curves 
Differentials of scale factors 
Optimal step factor 
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"size with a p^ X pt matrix M. So parameters that are not involved in a particular 
fitting cycle then are taken constant for efficiency reasons. 
These considerations lead to the concept of tripartitioning the parameter vector 
into to be fitted, informative and constant parameters, see Table 6. • 
Permutation and grouping are program options achieved by parameter index cards. 
As each parameter occurs subscripted in the condition function it must have a fixed 
place in the parameter vector. Hence permutation has to be carried out by indirect 
subscripting of the parameters. Grouping by the user is carried out by rearranging 
parameter index cards in the desired order in the main program deck. It then is auto-
matically employed throughout all subroutines. Alternative groupings can be saved 
in subprogram BLOCK, up to a number of five. The use of this subprogram is ex-
plained in Chapter 13. 
8.3 Application 
8.3.1 Main program NLV 
Permutation of parameters is a one-two-one mapping of the components of the 
original vector onto the components of the permuted vector. When permuting, each 
parameter obtaines a new subscript. The old and the new subscripts have to be kept 
in store to preserve the uniqueness of the permutation. This permutation is carried out 
by means of the parameter index cards. 
After parameter values have been defined, the main program therefore continues 
with for example the following statements 
K=0 G> 
K=K+1 $ IP(K)=4 $ JP(4)=K 
K=K+1 $ IP(K)=2 $ JP(2)=K 
NPART=K 0) 
K=K+1 $ IP(K)=1 $ JP(D=K 
NPAR = K (2) 
K=K+1 $ IP(K)=3 $ JP(3)=K 
MPAR = K (3) 
In this case the order of the parameters 0» B2, 03 and 04 has been changed into 
04, e2, eu 03. The old subscripts are indicated by IP(K), the new subscripts by JP(k) 
on the parameter index cards. The maximum number of parameters p is denoted by 
MPAR. For to be fitted and informative parameters truncation is achieved by NPAR, 
this is the total number of parameters to be included in the normal equations. Final-
ly NPART defines the first px parameters that have to be fitted. 
The order of cards that define the grouping must be (0), (1), (2), and (3) respective-
ly, the first and last in fixed positions. The parameter index cards and the defining 
cards (1) and (2) - in that order - can be permuted, thus giving ^partitioning of the 
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parameter vector. The restrictions are 
1 ^ NPART ^ NPAR ^ MPAR = p 
oausing MPAR to be fixed at the value/?. 
8.3.2 Subprogram FNCTN 
The subroutine subprogram that calculates the function values uses the parameters, 
called by the subscripted variable C in the argument, in the original order, so: 
DO200I=l,NDATA 
200 YCLC(I)= function of X(I,J) and C(K) 
Calculated values YCLC are obtained from the independent variables X(I,J) and 
the parameter values C(K). In the function the 7th independent variable for ; = 
l(l)w, in FORTRAN J=1,NVEC, and the kth parameter for k = \{\)p, or K=l, 
MPAR, take their own place and all parameters are needed. Therefore the compo-
nents of the parameter C are not subject to permutation, neither to grouping. 
Evaluation of the condition function is for all data i = l(l)v, or I=1,NDATA, 
thus producing the vector 
according to (2.2.1). 
8.3.3 Subprogram DFDA 
In the general case the first derivatives with respect to the parameters are functions 
of all parameters. This means use of the unalteted parameter vector. However, in 
preparing the calculation of permuted normal equations, the vectors of first deriva-
tives themselves have to be permuted. This can be done using the JP indirect subscript 
as follows (Appendix 1.4.1) 
K1=JP(1) $ K2=JP(2) $ K3=JP(3) $ K4=JP(4) 
DO200I=l,NDATA 
FA(I,K1)= function of X(I,J) and C(K) 
FA(I,K2)= ibid 
FA(I,K3)= ibid 
200 FA(I,K4)= ibid 
r . I Î V T ^ f , t h e right-hand s i d e s denote the derivatives / M f™ and }f, 
S i c ; « e t"hrd SideS' mIua ted f0r a11 data> P«*™ f- 'he example given m Section 8.3.1. the Jacobian 
according to (2.2.5). 
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8.3.4 Subprogram D2FDA 
The appropriate construction of permuted second derivatives is more complicated 
because cross derivatives occur. The total number of second derivatives equals CJ1) 
or in FORTRAN MT*MPAR/2. In the example given in Section 8.3.1 this number 
is equal to 10. The pairs of subscripts of the unpermuted parameters are replaced by 
a single subscript KL, in our example according to 
(K,L)= (1,1), (1,2), (1,3), (1,4); (2,2), (2,3), (2,4); (3,3), (3,4); (4,4) 
K L = 1 , 2 , 3 , 4 ; 5 , 6 , 7 ; 8 , 9 ; 10 
The subscripts IDGL of the diagonal (K=L) are computed by 
IDGL=(K-l)*(2*MPAR-K)/2+K for all K 
However, when permuting, K and L have to be replaced by the new subscripts 
JP(K) and JP(L), for shortness denoted by KV and LV respectively. In those cases 
where KV > LV the subscripts are exchanged before calculating their single sub-
script KL. This part of the program reads (Appendix 1.3 and 1.4.1) 
KL=0 
D0 4K=1,MPAR $ D0 4L=K,MPAR $ KL=KL+1 
KV=JP(K) $ LV=JP(L) 
IF (KV.LE.LV) GO TO 5 
KRES=KV $ KV=LV $ LV=KRES 
5 LV=LV-KV 
4 IL(KL)=(KV- l)*(2*MPAR-KV)/2+KV+LV 
K1=IL(1) $ K2=IL(2) $ K3=IL(3) $ K4=IL(4) 
K5=IL(5) $ K6=IL(6) $ K7=IL(7) $ K8=IL(8) 
K9=IL(9) $ K10=IL(10) 
DO200I=l,NDATA 
FAA(I,K1)= function of X(I,J) and C(K) 
FAA(I,K2)= ibid 
200 FAA(I,K10)=ibid 
The new single subscripts are stored in IL(KL). For the example given in Section 
8.3.1, the relationship between pairs of permuted subscripts and the old and new 
single subscripts is 
(KV,LV)= (4,4), (4,2), (4,1), (4,3); (2,2), (2,1), (2,3); (1,1), (1,3); (3,3) 
KL = io , 7 , 4 , 9 ; 5 , 2 , 6 ; 1 , 3 ; 8 
IL(KL) = 1 , 2 , 3 , 4 ; 5 , 6 , 7 ; 8 , 9 ; 1 0 
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The indicated functions at the right-hand sides in the program text following the DO 
200 statement denote for our example the second derivatives f[i,fil,• • -Ji'l, respective-
ly. The left-hand sides, evaluated for all data, produce the matrix J2 as defined in 
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8.4 Consequences for first and second derivative flow 
Permutation of the parameter vector has consequences for the flow of the deriva-
tives through the subroutines. 
The example of Section 8.3.1 is used in Fig. 33 which schematically shows the 
flow of the first derivatives and the difference vector through subroutines of subpro-
grams FNCTN, DFDA and NRMEQ. The truncated normal is preserved in a vector 
ANORM extended with the sum of squares. The normal equations are solved for 
NPAR parameters of which the solution for NPART parameters is stored in the 
vector DELTA. The solutions for 1; 1,2; 1,2,3; ...; 1(1)NPAR parameters obtained 
in the subprogram SOLVE are saved in the extended matrix M together with the 
inverse matrix. This is illustrated in Fig. 34. 
In subprogram MIN the solution stored in DELTA is applied to the relevant para-
meter values stored in A. In the equation for B the subscript K ranges from 1(1) 
NPART. The indirect subscripting causes the flow of the components of the parame-
ter vector as given in Fig. 35. Parameters that play the role of informative parame-
ters, in the present example 6lt and constants, in the example 93, are not altered by 
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NPAR » 3 
































Rg. 34. Storage of solutions (upper triangle) and of the inverse matrix (lower triangJe) for the first 
NPAR permuted parameters in the matrix M and the vector of differential corrections DELTA for 
the to be fitted NPART parameters. 
Fig. 35. Flow of the components of the parameter vector to apply differential corrections DELTA to 
the parameter fl4 and 02 stored in the initial parameter vector A. The new parameter vector «s used m 
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Fig. 36 Flow of first and second derivatives to obtain the matrix J2, stored in FAA, the diagonal 
terms of the matrix M22, stored in FAA2 and the matrix M12, stored in FAFAA. 
For the flow of second derivatives the cross second derivatives are stored in their 
new order of occurrence IL(KL) as illustrated by Fig. 36. To keep the possibility of 
using any number of parameters, all second derivatives are, for our example, stored 
in (2) columns. From these columns scalar products are calculated to obtain the diag-
onal of the matrix M22 (equation 2.5.7) and the entire matrix M12 (equation 2.5.10). 
The latter is stored in the NPART x NPART matrix FAFAA 
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9 Finding the minimum response in a given direction 
9.1 General 
When in a certain fitting cycle a direction of search s is adopted, the subminimum 
of the response S in this direction can be determined. The fitting problem thus is 
reduced to the determination of the optimal step length A*("V° in (3.5.1), which can 
be solved in the response subspace giving a subminimum (Fig. 5). The search then is 
called optimal search. 
Methods to be applied depend to a certain extent on the progress already made 
during the preceding fitting procedure. In a neighbourhood of the minimum of S, 
where linear approximation to the fitting surface is accurate enough, the entire cor-
rection vector obtained in the Gauss-Newton algorithm can be added to the parameter 
vector (cf. Deming, 1948; Hayes, 1974). In this situation the efforts to achieve a bet-
ter starting point by iteration procedures are superseded by the advantage of proceed-
ing at once with further fitting cycles. Before a neighbourhood of the minimum 
response is reached, the optimum rate of progress in the new direction is to be deter-
mined to ensure real improvement of the actual parameter values. 
In this chapter the parameter 0(n+1) is considered a linear and strict function of the 
direction of search sm. 
9.2 Review of methods 
In the response subspace (Fig. 5) we assume our problem solved for X* if 
dS(0(X)) 
dX 
= 0 (9.2.1) 
X=X* 
which produces optimal search along sM in 0(n+ " = 0(n) + kw-
In case the fitting surface is linear the response surface is quadratic (Section 2.6) and 
the (X, SU^-diagram will plot a parabola in any direction s. This can be derived 
from (2.6.3) where for any constant vector a, d2S/dX2 = 2 J W S > 0. When the 
fitting surface is nonlinear but is approximated by a quadratic surface, the (X, S{X))-
relationship is also represented by a parabola. 
To find the subminimum, several methods have been suggested. Hartley (1961) 
calculates three values of the response, viz. 
S(0), S(l), 5(1) {922) 
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The optimal value of X where the approximating parabola through (9.2.2) attains 
its minimum then is given by the prediction 
* • - * + * 
S(0) - S(l) 
S(0) - 2S(i) + S(l) (9.2.3) 
It is to be checked whether S(X*) < S(0) to be sure that an improvement is obtained. 
A method where only two response values are needed was mentioned by Rueden-
berg (Hartley, 1961). He uses S(0), S(l) and the slope dSjdX at X = 0 which is given 
by (2.5.15) which gives —2NTs and so the prediction is 
X* = N
Ts 
S(l) - S(0) + 2NTs (9.2.4) 
the vector iV to be understood as evaluated at X = 0. In this case a check is also re-
quired. 
A method which tries to find the minimum by checking the results each time and 
that can be used where parabolic approximation is not allowed, is described by 
Booth and Peterson (1960). Their method (Fig. 37) works by halving or doubling the 
step factor X. When new calculated values of the response S(X) no longer decrease, 
the last three values are used to find the minimum by approximation according to 
(9.2.3). The method principally is based on the following ideas. If S(%) > S(l) both 
points are assumed to be located to the left of the minimum on the (X, S^curve . 
If,%) < £(1) both points are assumed to be located to the right of the minimum. In 
case this is not true it will only be detected after many further calculations have al-
ready been made. In fitting practice the (X, S(A))-relationship is often found to be 
S(O) 
SC1) 
S < * > 
yes <^  screen) ")-




p < sd)Ss(2) y i £ . 
STOP I rr^ SC4) 
etc 
Fig. 37. Flowchart of mini-
mization by halving or dou-
bling the step factor (after 
Booth & Peterson, 1960). 
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highly asymmetric, so here also it is to be tested whether the value S(X*) actually 
is smaller than any of the other values of the response found thus far. 
The methods described above have no stopping criterion that depends on the 
condition for a subminimum. The test whether the value S(X*) is smaller than any of 
the other values found in the current direction, does not guarantee that the best value 
of the step factor is found. Techniques that for this reason use first and second 
derivatives of the response are discussed in Sections 9.3 and 9.4. 
9.3 Use of first derivatives 
9.3.1 Root finding 
In finding a subminimum of the response, use can be made of the actual function 
applied in (2.4.1). We transform the problem into the search for a root of the first 
derivative of the (A, SU))-curve. 
The calculation of the first derivative of the condition function is then necessary, 
but the advantage of using it is the more complete information on the process of 
finding the subminimum and the possibility to apply a simple stopping criterion. 
The slope to the (A, ^ »-curve in any arbitrary point is given by (2.5.15) and for any 
linear path of search with parameter A by 
S'(X) = 1 S(fl<»> + ^M)
 = -2lN(X)?sw (9.3.1) 
dX 
In the general case this is a nonlinear function of A and it is to be solved by iterative 
methods. The solution X* must meet the condition 
-2[iV(A*)]V> = 0 (9-3-2) 
The component of the gradient g(X) = -2N(X) in the direction of an arbitrary 
unit vector is called the directional derivative, which is the rate of change of 5 in the 
direction of this vector. Let s/||s|| be such a unit vector, then the directional derivative 
along this direction is given by 
WAXf-L <9-3-3) 
11*11 
Let <t>(X) be the angle between the gradient and the direction of search s, then the 
scalar product (9.3.3) can be written \\g(X)\\ • 1 • cos[fl0w + As<»>)]. This expression 
takes its maximum for constant X when <f> = 0, so by taking s in the direction of the 
gradient itself. The greatest rate of change therefore is found in the direction of g 
and, consequently, the steepest descent takes place along N, cf. (2.4.10). The descent 
in the direction of s is zero if the directional derivative vanishes, so if for constant 
s the argument of the cosine becomes <f>(0™ + AV>) = n/2 and g(X*) and s<" are 
Perpendicular (cf. Section 2.5 and equation (2.5.15)). This may be called optimal 
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PARAMETER SPACE E* 
Fig. 38. Path of search in the parameter 
space E2 for the subminimum of the re-
sponse S in an arbitrary direction s and in 
the direction of the steepest descent iV(0). 
The solution is obtained when the gradient 
at 0("+1> is perpendicular to s or the gra-
dient at 0 ("+1) / is perpendicular to iV(0). 
gradient search (cf. Spang III, 1962). In Fig. 38 this is the case at 0(n+ " in the direc-
tion of s, and at 0<n+ lv in the direction of the steepest descent at ö(n) taking s = .^ (Pi-
Equation (9.3.1) can also be expressed as a cosine, viz. 
cos <£(A) = [g(A)]
r
 j _ 
ll[Jr(A)3Tll ||«|| - 1 ^ COS (j) ^ + 1 (9.3.4) 
The minimum of S along s is obtained by setting (9.3.1), (9.3.3) or (9.3.4) equal 
to zero. These equations are spoken of as measures of slope. They all give the same 
solution for X. The measures of slope are indicated by numerical, directional and 
cosine tangent respectively. The choice is governed by the calling program NLV, by 
means of the argument of the subprogram name MIN. 
9.3.2 One-dimensional linear search 
The 'Regula Falsi' (see e.g. Stanton, 1961 and Fig. 39 for factor R = 1) can be 
applied succesfully when two points are known that enclose the desired solution. To 
obtain a pair of points with this property, the following procedure is employed in 
subprogram MIN. 
The first point of the (X, S(A))-curve, when 1= 0, has a negative slope if s = NOT 
s~ d, because (9.3.1) and (2.4.13) produce -H^N and -2NTM~lN which are 
always negative (cf. Kowalik & Osborne, 1968). A starting value X = A<°> is applied, 
cluon • E t A==A<0) i s p o s i t i v e ' t h e l o c a t i o n «f the root is already enclosed. If 
A J ? StlU n e g a t i v e a S t e p f a c t o r X = 2A(0) i s aPPM«l- The step factor is 




Fig. 39. Scheme of the order of calculation to en-
close the minimum response S with the aid of a 
measure of slope 71 Function evaluation is per-
formed from point 1 through 5. The 6th point is 
obtained by using the factor R. Indicated by f_ and 
/+ is the region for values of slope that satisfy the 
stopping criterion. With R = 1 the 'Regula Falsi' 
will be performed. 
approximations to the root are available. In Fig. 39 this is the case in the fifth itera-
tion step. The minimum is located somewhere in the interval (A_, A+), where A_ = 
last found abscissa with 5" < 0 (point 4) and A+ = first found abscissa with S' > 0 
(point 5). 
As the (A, S"(A))-curve may deviate appreciably from a straight line, a modified 
'Regula Falsi' - illustrated by Fig. 39 - is an option in subprogram MIN. The arc 
between the points 4 and 5 is replaced by the chord. A new abscissa A e (A_, A+) is 
found by the update formula 
A = A+ - RT+ 
where 
A+ - A . 
T+ - T_ 
(9.3.5) 
• T= measure of slope according to (9.3.1), (9.3.3) or (9.3.4) 
R= reduction factor (0 < R ^ 1) 
—,+ = subscripts denoting location with respect to the minimum at A = A* 
In further iteration steps cross partitioning of the chord is employed. If T < 0 equa-
tion (9.3.5) is used, if at the current point T è 0 use is made of 
A = A_ - RT-
T+ - T_ 
(9.3.6) 
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Fig. 39 illustrates the advantage of using the reduction factor R in a special case. 
However, as the shape of the (A, S"(A))-curve may be different in each special case, it 
should be investigated whether it makes sense to use other values than unity for R as 
a default value. Because of the application of cross partitioning, values of R greater 
than unity can cause unpredictable results in that the iteration takes place at one side 
of the minimum only. 
Obviously the 'Regula Falsi' works with R = 1. 
9.3.3 Stopping criteria 
Use of first derivatives makes it possible to introduce adequate stopping criteria. 
In the first place it is required that the positive value T(X+) be less than 




= P-T(0), see Fig. 39. Values can be assigned to p+ and p_ in the main program 
NLV, the default value is set to 0.1 (10 % of the slope at X = 0). Higher values can be 
efficient in the first number of fitting cycles since the (A, S^-curve then often is 
needle-shaped. 
Stopping values for the step factor X and the absolute value of the numerical tan-
gent T given by (9.3.1) are built in in subprogram MIN. If doubling the step factor 
results in X > 10, the step factor is fixed at X = 10 and a last iteration with this value 
is performed. When | r | <0.1 x 10"10 no further iterations are carried out. In 
both cases the step factor that produces the least value for the sum of squares is cho-
sen and a return to the main program NLV is made. 
The total number of iteration steps permitted is governed by the argument of 
SUBROUTINE MIN when greater than the default value 3. 
9.3.4 Example 
For the condition function and the data mentioned in Appendix 2.2, the number 
of iteration steps is determined for various values of the process parameters when 
applying the modified Gauss-Newton algorithm. The entries in Table 7 are the stop-
ping criteria p and the reduction factor R. The number of iteration steps is listed for 
the cycle that gives the first subminimum and for the one that gives the second sub-
minimum. 
The increase of the number of iterations necessary to fulfill a given accuracy de-
creases for high values of R. Numbers obtained at values of the reduction factor 
equal to 0.8,0.9 and 0.95, are of the same order of magnitude as numbers found with 
the Regula Falsi' given in Table 8. Also in this case the number of iteration steps 
only decreases slighty when p takes smaller values. Values for the measure of slope 
denoted by numerical tangent and cosine tangent, as derived in (9.3.1) and (9.3.4), 
are headed by 1 and 2 respectively. The sum of squares S calculated for these cases 
do no differ much. The results obtained with the default algorithm (R = 1, p. = P+ 
- o.I) are given m bold type. See also Table 9 where the number of iteration steps 
in further cycles are also mentioned. 
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Table 7. Number of iteration steps to obtain the subminimum according to the Gauss-Newton 
algorithm for various values of the reduction factor R and the measure of accuracy p, p- = p+, for 



























































































































Table 8. Number of iteration steps to obtain the subminimum according to the Gauss-Newton 
algorithm for the 'Regula Falsi' for various values of the measure of accuracy/*, p- — p+, and 
for the numerical tangent (1) and the cosine tangent (2), for condition function and data men-








































































9.4 Use of second derivatives 
9.4.1 Root finding 
The 'Regula Falsi' convergence gives a linear approach to the root of a function. 
When certain conditions are met the Newton-Raphson algorithm can be used. It 
is faster because of a quadratic approach, since the number of correct decimals rough-
ly doubles with each iteration step (see e.g. Stanton, 1961). 
Application of the Newton-Raphson algorithm requires the evaluation of the 
derivative of the (A, 5'(A))-relationship, so it requires the second derivative of the 
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response with respect to X, given in (2.5.17) and (2.5.18). Consequently the method 
requires the evaluation of (p\*) second derivatives and so the advantage of using it 
for searching a subminimum is to be weighed against this disadvantage. Application 
can be justifiable when the number of parameters/) and the number of data v is small. 
If it is asked to find the solution of f(x) = 0, the Newton-Raphson iteration re-
quires the evaluation of 




 = starting point of the iteration, near enough to the required root that the tan-
gent to f(x) at (x(1), /(x(1))) cuts the abscissa in a point nearer to the root than 
,-(2) _ point of intersection which meets this condition. 
Expressed in the symbols used in (9.3.1) and (2.5.17) the equation (9.4.1) becomes 
(cf. Davies & Whitting, 1972) 
A u ) , A ( Q + r [^ ( 1 )>3T* ( 9 A 2 ) 
As the direction of search s is chosen arbitrarily, (9.4.2) can be used for differential 
corrections rfeven if they are determined using first derivatives only, viz. d = M^N. 
The second term at the right-hand side of (9.4.2) is spoken of as the prediction formu-
la for the step factor. 
We restrict attention to a linear condition function. Then N02 vanishes and M does 
not depend on X, so for any vector s in (2.5.17) 
S"(X) = 2sTMs = constant (9.4.3) 
This expression is greater than zero for s ^ 0 (Section 2.6) which means that the 
(A, ,SU))-curve has a minimum in the first quadrant because S"(0) < 0 and S(X) > 0. 
Now (9.4.2) reduces to 
A(2) = xW , [A^Xfs 
+
 -^MT < 9 A 4 ) 
Using differential corrections, so s = d, the denominator in (9.4.4) becomes 
d MM-iN(0) using (2.4.13) at X = 0. From (9.4.3) and (9.3.1) it now follows that 
S"(A) = ~S'(0) = constant (9.4.5) 
7!i7rn!°\< °* E q U a t i ° n ( 9 A 5 ) e X p r e s s e s t h a t t h e s l°Pe of the straight line for the 
( £ 6 (^-relationship is equal to the negative value of its intercept on the ordinate. 
The equation of the line itself reads 
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S'(X) = - ( A - l)S'(O) (9.4.6) 
which has a root at X — 1, giving a full step in the direction of search. For nonlinear 
condition functions this result may be used in near-linear situations so when dTN02d 
now present in (9.4.2), is sufficiently small. 
9.4.2 Initial step factor 
Second derivatives can be used to predict the step factor in a certain fitting cycle 
(see Davies & Whitting, 1972; and for a discussion in detail for variable metric 
algorithms Dixon, 1972). This prediction value can be used as an initial value for 
X to start the iteration process. Inserting A(1> = 0 in (9.4.2) gives 
A(3, = [JV(0)]rg ( 9 A 7 ) 
sT[M(0) - iV02(0)> 
The choice to use (9.4.7), only makes sense if the CALL D2FDA statement is present. 
Application then is possible by an appropriate modification of the main program 
NLV (Section 12.3). 
Without using second derivatives a starting value A(1) can be declared in the main 
program, the default value being 0.001. In further fitting cycles A(B+1) = A*(B), 
n ~ 1(1)* is automatically chosen as initial value in the next cycle. 
In fitting practice the solution A(2) obtained with second derivatives according to 
(9.4.2) can be compared with the solution by the iterative procedure to be described 
in Section 9.5.1 which gives the optimal value A*(1). When in preliminary cycles both 
values differ appreciably, one should prefer A*(1). When after several cycles it appears 
that A(B+1> is a good prediction for X*in\ one should prefer A(B+1) without further 
iterations. A criterion could for example be 0.5A*°° < A(B+1) < 1.5A*(B). 
Since the routine is to enclose the root of any of the expressions (9.3.1), (9.3.3) or 
(9.3.4), in subprogram MIN, the employed initial value is automatically reduced. The 
default value for this reduction is X, = f. Assuming A*<B+1> = A*<"\ this reduction 
gives 
| A*(B) < A*(B+1} < | X*M < 2A*(B+° < 1 A*(B) 
thus producing intervals symmetric about the assumed new optimal value and a 
value twice as large. 
9.4.3 Information on curvature 
Second derivatives can be used to obtain information on the curvature of the direc-
tion of search on the fitting surface at the initial point (Section 2.8). Before proceeding 
with the proper minimization routine, subprogram MIN starts with the determma-
tion of the geodesic curvature in the chosen direction of search. 
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9.4.4 Example 
Initial values for the step factor obtained by the prediction formula (9.4.7) can be 
compared with optimal values obtained by the iteration process in subprogram MIN. 
This is done in Table 9 for the condition function and data given in Appendix 2.2 
and Appendix 2.3, example 1 and 2 respectively, by consequent use of the modified 
Gauss-Newton algorithm. For each cycle the corresponding prediction value of the 
step factor was also calculated. It is observed that in example 1 from cycle 4 on, there 
exists a good agreement between both values. In example 2 the values deviate from 
cycle 17 through 21. These are the fitting cycles where the partial cosines start to 
approach zero as was illustrated in Fig. 31. In Table 9 the number of iterations to 
obtain the subminimum in the cycles mentioned was determined for the 'Regula Falsi' 
and default accuracy options viz. p_ = p+ = 0 . 1 . The first subminimum is obtained 
after 16 respectively 15 iterations, then the number of iterations is found to be 6 in 
almost all cycles. In example 2 this number slightly increases in cycles where the 
course of the partial cosines is irregular (Fig. 31). 
The radius of geodesic curvature ( K 9 ) - 1 is listed in Table 10 as absolute values 
and values relative to y/s in each initial point of a fitting cycle. Fast progress is made 
in the cycles 18 through 22 where the radius of curvature is large and so the curvature 
in the direction of search is small. For a plot of the decrease of S in subsequent fitting 
Table 9. A comparison between predicted step factors obtained with formula (9.4.7) and optimal step 
factors as obtained with the 'Regula Falsi' to determine the subminimum in subsequent fitting cycles 
for example 1 (Appendix 2.2) and example 2 (Appendix 2.3) when applying Gauss-Newton. The 
number of iteration steps in each cycle is also given. 
Example 1 Example 2 
Cycle Step factor Number Cycle Step factor Number Cycle Step factor Number 
pre- iterated pre- iterated ~^Z iterated 
dieted *">»- ucitueu pre-dieted dieted 
0-0 0 13 0.0332 0.0333 6 1 0.0 0.0 0 1 00 
\ S Î n l 6 * ° 3 3 5 4 L2043 l 5 M 0.0396 0.0397 6 
A no S ,Zl Î 3 ° 0 1 0 4 ° 0 1 0 3 7 15 0-0488 0.0491 5 
5 ? S i™ I 4 ° 0 1 1 6 ° 0 1 1 7 6 16 °-0 6 3 2 °-0641 5 
6 I 'S ÎÏÏÏÏ \ 5 ° 0 1 2 9 ° 0 1 3 0 6 17 0.0893 0.0918 6 
1 ÎÏÏ2 -JS I 6 ° 0 1 4 4 °-°144 6 18 0.1498 0.1615 7 
7 1.0686 1.0659 6 7 0.0159 0.0160 6 19 0.3930 0.5458 8 
8 0.0177 0.0177 6 20 0.3765 0.7294 6 
9 0.0197 0.0197 6 21 0.5643 1.3269 7 
10 0.0221 0.0221 6 22 0.9255 1.0399 6 
11 0.0249 0.0250 6 23 0.9596 0.9808 6 
12 0.0285 0.0286 6 24 1.0278 1.0309 6 5 .1436 .1416  
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cycles see Fig. 25. It is observed that the steep decrease of sum of squares S from cycle 
1 to cycle 2, occurs in an approximately linear direction of search with radius of 
curvature equal to 27.39 (Table 10). 
9.5 Subprogram MIN 
9.5.1 Finding the optimal step factor 
Subprogram MIN starts with setting to zero the indices IREQN and IREQP that 
save the state of the measure of slope T relative to the stopping criteria /_ and /+ 
(Fig. 40). An index ITO for the choice of the route through the program is set to 1. 
The first calculation of T is for X = 0. A starting value X™ can be declared in the 
main program NLV, the default value being 0.001. For reasons explained in Section 
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Choose least value 
of S (A) out of those 
calculated In this 
cycle. Define the value 
of the argument as X*(n' 
X=X*(n> 
[ return to calling program] 
<( X-1Q 
© © © © © 
IREQN.1 yes O^ 
© 
<0 i Ä0 
TV st» y yes 
IREQP.1 
yes - Q g t , 
IREQP-1 






X . X - R * T «X«-X . 
T * - T - X.A - P « T « X + - X . T t - T . 
< 
ITO . 4 ? — ~ ( IREQN-1 AIREQP.1 > £ ! * ] X 4 « ( X / X . ) 
yes 
<~ 1 v yes (IREON.1VIREOP.DAR.1 yl—-
r ' 
bl4d^Ws^ch f StatememS ta SUbPr0Êram MIN t0 **the s u b m i ™ °f the resp0nSe 
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9.4.2 a reduction is employed taking X = XrXm as the first step factor. 
The iteration process consists of the following procedures (Fig. 40). 
1st procedure With a given arbitrary correction vector s the sum of squares S and 
the desired measure of slope T to the {X, S'^-curve at X = 0 is calculated. If T hap-
pens to be positive, the sign of* is changed. Next, S is evaluated at X = XrXi0\ 
2nd procedure The step factor is doubled until a point is encountered where the 
slope is positive. 
3rd procedure The chord between the two points (X-, 71) and (X+, T+) last found is 
used to approximate the root of S'(X) = 0, until both the last found negative value 
T_ and the last found positive value T+ meet the required stopping criteria f _ and t+ 
at A_ and X*+ respectively. 
4th procedure The mean value of XL and XL is employed as a possible value for X*, 
with which the last iteration step is performed. 
R = 1, 'Regula Falsi' 
3rd procedure The chord between the two points (A_, T_) and {X+, T+) last found 
is used to approximate the root of S'(X) = 0, until either the last found negative value 
r_ or the last found positive value T+ meets the required stopping criteria t- and /+ 
at A_ and X\ respectively. 
4th procedure One further iteration is carried out, producing a possible value for X*. 
R*l,R = \ 
5th procedure The value of X which gives the least value for the response out of 
those calculated during the entire iteration process is finally employed as optimal 
step factor X*. The value X = X* is saved by means of the COMMON statements. 
9.5.2 Treatment of bounded parameters 
When doubling parameter values during the first stages of the iteration process to 
find the subminimum, predefined boundary values may be violated. In subprogram 
MIN this is detected by a separate routine. When boundary values are exceeded the 
routine iterates backwards in the direction of search to find a parameter vector whose 
terminal point is close to the boundary but inside the feasible region. The violating 
Parameter is kept constant in further cycles, reducing the number of to be fitted param-
eters to p - l, then grouping of parameters according to Section 8.2 automatically 
takes place. 
When no boundary values are defined in the main program deck, this routine is 
bypassed. 
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9.5.3 One-dimensional nonlinear search 
Subprogram MIN is suitable for linear and strict parameter functions.The correc-
tions to parameter values can be obtained by adding the components of the vector 
of direction of search to the corresponding components of the parameter vector. In 
FORTRAN statements 
DO 12 K=1,NP $ IPK=IP(K) 
12 B(IPK)=A(IPK)+EPS*CRCTN(K) 
The direction of search is stored in CRCTN, and the step factor X in EPS. 
In nonlinear search formulas for the direction of search have to be derived by dif-
ferentiating the parameter function with respect to the step factor as algorithm param-
eter, see (2.5.15). This is done in the subprograms BACK and LIHYPEX for the 
special methods developed in Chapter 6 and Chapter 10. In these subprograms the 
direction of the nonlinear search is calculated and stored in CORR, the parameter 
values are calculated and stored in B, both being subscripted variables that occur m 
COMMON. Control then bypasses the above mentioned DO-loop in subprogram 
MIN. CORR is assigned to CRCTN by means of the SUBROUTINE MIN argu-
ment, for further use in the subprogram. 
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10 Convergence of parameter values by extrapolation 
10.1 General 
Extrapolation of intermediate results can be employed at various stages of the 
fitting process. In these cases it is often the response surface or a response subsurface 
that is described by means of lower degree polynomials. Examples are the minimiza-
tion in a direction of search by means of an approximating parabola and the approxi-
mation of the response surface by quadratic functions to assess the Hessian (Spend-
ley, 1969; Murray, 1972b). 
However, these techniques can also be used to simulate the convergence of param-
et
*m VaIues" I n m a n y cases the path produced by the relationship between j and 
h ,j = l(l)n, shows only little curvature. Still, linear extrapolation of the terminal 
points of parameter vectors obtained in preceding fitting cycles is not satisfactory, 
because in nonlinear optimization final values for each parameter separately will 
generally not be obtained with the same step factor. So other functions must be tried. 
Values of 0*V\ j = i(i)w> c a n b e pitted against the cycle number j or versus the 
cumulated values of A*«>, giving ordered pairs 
O'.0*ü)) and (^A*(i), 6pJ)) 
n the first case parameter values in subsequent cycles are equidistant fory* = 1(1)«, 
m the second case their location is assumed to depend on the step factor. 
The constants occurring in the parameter function to be used for extrapolation have 
o be solved from results of previous fitting cycles. Although such constants have to 
e
 determined for each condition function parameter separately they are not sub-
scripted in this chapter, leaving it understood that they are collected in arrays ranging 
For convenience sake we define in this chapter the following auxiliary quantities, 
omitting the subscript k for an arbitrary component of 0 
0tj : = 0*0 _ 0*o)} Xj . = ^ h .= k _ h (10.1.1) 
> = i 
In S e c t i o n s 10









10.2 Fourth degree extrapolation 
Simulation of convergence with a fourth degree polynomial was based on five 
equidistant fitting cycle numbers. After rescaling the parameter function becomes 
with A = -4(1)0 
0(A) = a + b(2 + A) + c(2 + A) 2+ d(2 + A) 3 + e(2 + A)4 






































The direction of search in the parameter space for an arbitrary component of s is 
given by 
s(A) = ^ = b + 2c(2 + A) + 3d(2 + A)2 + 4e(2 + A)3 dX 
producing a nonlinear direction of search. The optimization of A can be achieved with 
subprogram MIN, see Section 9.5.3. A trivial starting value is the equidistant unit 
A = 1, which produces a prediction for 0*(6). 
10.3 Hyperbolic extrapolation 
In hyperbolic simulation (Fig. 41) it is assumed that 0*if> tends toward 0* by means 
of a hyperbolic relationship. The general formula for each parameter then reads 
Fig. 41. Schematic illustration of using three inter-
mediate fitting results for hyperbolic extrapolation 
based on parameter values and cumulative step 
factors. 
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6(X) = -^— + a, b<Xt 
À. — b 
where a is an approximation to 0*. The three constants are solved from three not 
necessarily equidistant points. Simulation of convergence then is based on the points 
(Xu9*w), (A2,0*(2)) and a3,0* (3)) (10.3.1) 
The first step to the solution of the constants is to eliminate a by taking the differences 
021 and 032. The next step is solving these differences for c. Equating gives 
b = 3 ~ 32 21 l 
•^•21032 — ^32021 
SO 
- 0 3 2 / 
c=~^{X3-b)(X2-b) 
and 
a = 0*<3> - c 
X3 - b 
Finally we use, relative to the point last mentioned in (10.3.1) 
0(A) = a + - , X :> 0 (10.3.2) 
(X3 + X)-b 
with initial step factor X = X3 when entering subprogram MIN for the optimization 
of X. Terminal points are 0(0) = 0*(3) and 0(oo) = a. The direction of search in the 
parameter space is for an arbitrary component of s given by 
S(A) = *m _ -c 
2 dX (X + X3 - b) 
which gives a nonlinear direction of search. The solution is restricted by a number 
of conditions that have to be checked for each parameter separately. Reference is 
made to (10.1.1) and (10.1.2). 
The algorithm parameter X is valid for the entire vector 0 and so conditions on X 
hold for all k. We observe that there is no solution if X32 = 0. On the other hand if X2i 
= 0 the solution reads b = Xu which inserted in the equation for c gives c == 0 and 
the hyperbola degenerates into its asymptotes. In this case extrapolation is to be 
employed by 
a = 20*(3) - 0*(2), b = 0, c = -032^3 (10'3-3) 
to be inserted in (10.3.2). Terminal points of search in this case are 0(0) = 0*(3> 
and 0(oo) = 0*(3> + 032. All other cases have the property Xt < X2 < X3. 
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If for a condition function parameter it is found that 032 = 0, the solution is 
b = Xt and c = 0 and so 0(A) = 0*(3) for any choice of A in (10.3.2). Finally if 021 = 
0 the solution given by (10.3.3) can be used. The particular parameter for which this 
solution holds is extrapolated linearly. 
The conditions can be summarized with 
IÖ21M21I > IÖ32M32I (10.3.4) 
which can easily be interpreted geometrically. It covers the situations c > 0 and 
' c < 0 (Fig. 41). 
10.4 Exponential extrapolation 
In exponential simulation (Fig. 42) it is assumed that 0*O) tends toward 0* by 
means of an exponential relationship. The general formula for each parameter reads 
0(A) = ce + a 
where the constants are solved from a set of points according to (10.3.1). The first 
steps are analogous to those described in the former section. Then we arrive at a 
nonlinear equation for b which reads 
032 _ 1 -exp(-feA32) 
021 exp (bX21) - 1 
This can be written, introducing the auxiliary variables t^b,) and t2(b2) requiring 
*! = t2 for bx — b2 and bt ^ 0 
Fig. 42. Schematic illustration of using three 
intermediate fitting results for exponential ex-
trapolation based on parameter values and 
cumulative step factors. 
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*i(*i) - e32(eb^ - 1), ± 
abt 
h(b2) = 021(1 - e " 2 " 3 2 ) , 
—
 b ^ ^ dt 
db2 
b =o
 = Azi032 (10A1) 
b 2 = = 0 = A32Ö21 (10.4.2) 
which are monotone functions because of the conditions laid down in Section 10.1. 
In (10.4.1) we have ^(0) = 0, ^(oo) -• oo ; in (10.4.2) this is t2(0) = 0, f2(oo) = 921. 
The condition for a solution thus is X21632 < X32921. The iteration procedure starts 
with the calculation of t2 for a given value of b2 ; equating t2 = tt the equation (10.4.1) 
is solved for èj and the solution is put equal to b2 and so on. Elimination of / gives 
the iteration formula 
b ^ l n Eg31 ~ 021 exP (-^2^32)3 - 1" g32 (10.4.3) 
X21 
The first iteration step can conveniently be performed with b2 = oo. Back solution 
of c and a yield 
0 32 
— bX3 — bX2 e 3 - e 2 
and 
• M , 
a = 0*<3> - ce 
Parameter values relative to the point last mentioned in (10.3.1) now can be obtained 
from 
0(X) = a + ce-bß3+X\ A
 = 0 (">-4-4) 
with initial step factor X = X3 when entering subprogram MIN for the optimization 
of X. Terminal points are 0(0) = 0*(3) and 0(oo) = a. The direction of search in the 
parameter space is for an arbitrary component of s given by 
s{X) = dm = -bce-b^+k) dX 
giving a nonlinear direction of search. 
This solution also is restricted by a number of conditions, analogous to thosefor 
hyperbolic extrapolation. Again we have no solution if A32 = 0. Further, X21 - 0 
produces b ->• oo and the solution preferred under this condition reads 
a = 20*(3) - 0*<2\ 6 = 1, c = -032eh ( 1 0 A 5 ) 
to be inserted in (10.4.4). Terminal points of search are in this case 0(0) = 0*(3> and 
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0(oo) = 0*(3) + 032. For decreasing values of 0 slopes in (10.4.1) and (10.4.2) are 
negative. The condition for a solution then is X21932 > A32021. 
If for a condition function parameter it is found that 032 = 0 the solution for any 
choice of A in (10.4.4) gives 0(A) = 0*(3). Finally 021 — 0 requires a solution by (10.4. 
5). The particular parameter for which this solution holds is extrapolated linearly. 
The conditions can be summarized with (10.3.4) covering the situations c > 0 and 
c<0(F ig . 42). 
10.5 Program options 
The extrapolation procedures are programmed in subprogram LIHYPEX. Specific 
options are governed by the appropriate arguments of the subroutine and the calling 
programs. The statement reads 
SUBROUTINE LIHYPEX(LHE,N1,N2,N3,NCRIT,LIST) 
where the following choices can be made 
LHE = '1, fourth degree polynomial extrapolation. 
= 2, hyperbolic extrapolation. 
= 3, exponential extrapolation. 
N1,N2,N3, fitting cycle numbers that define the intermediate optimal points to be 
used. If LHE = 1 five equidistant points are chosen, the first and second being 
given by Nl and N2. 
NCRIT, critical number of significant figures to predetermine the required accuracy 
of the iteration process in (10.4.3). A suitable value is NCRIT ==3. The 
number of iterations for each parameter is confined by a default value 
25 defined in the subroutine. 
LIST = 1, a list of intermediate results will be produced. 
= 0, listing is suppressed. 
In subprogram LIHYPEX it is tested whether the number of cycles is sufficiently 
large to perform the extrapolation with the points required by Nl, N2 and N3. The 
subprogram can be called by a modification of the main program NLV and then is 
automatically called by subprogram MIN. In the last case the statement reads CALL 
LIHYPEX (LPX + 10,0,0,0,0,0) and it is used to jump to the calculation of 
0(X) and s(X) only, for optimizing X. In subprogram MIN the DO-loop that calculates 
parameter values 0 is bypassed, as explained in Section 9.5.3. 
10.6 Example 
For the condition function and data given in Appendix 2.3 exponential extrapo-
lation was applied. Intermediate parameter vectors chosen to be used for extrapolation 
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Fig. 43. Decrease of sum of squares for the 
problem in Appendix 2.3 according to two 
algorithms. 1 modified Gauss-Newton; 2 modi-
fled Gauss-Newton with exponential extra-
polation of parameter values obtained in the 
2nd, 4th and 6th cycle. See also Figs. 19 and 25. 
For each parameter, exponential approximation was applied. The optimization of the 
algorithm parameter X gives a decrease of the sum of squares from 311.8 to 40.3 in 
the 6th fitting cycle which is illustrated in Fig. 43. The modified Gauss-Newton algo-
rithm needs 19 further cycles, but after exponential extrapolation only 7 further cycles 
were needed. 
Table 11. Parameter values obtained in the fitting cycles mentioned. In the 
upper part for the modified Gauss-Newton algorithm, in the lower part after 
in the 6th cycle exponential extrapolation was employed based on intermediate 




























































































Table 12. Values of constants for exponential extrapolation. 
See Table 11. 
Condition Exponential extrapolation constants 
function " 
parameter 
D 44.145 1.0 -20.447 
A 2.018 1.0 - 4.147 
B 0.925 1.675 5.371 
C 4.413 9.537 0.619 x 10s 
The solutions converge to the same parameter values, but it is as if a number of 
intermediate results is skipped when using extrapolation. A summary of results is 
given in Table 11. The upper part of the table gives a sequence of results obtained 
with the modified Gauss-Newton algorithm. The lower part gives the results obtained 
with this algorithm, with in the 6th cycle application of exponential extrapolation. 
In Table 12 the constants used in exponential extrapolation are given for the param-
eters of the condition function. 
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11 Controlled approach by intermediate observation vectors 
11.1 General 
In parameter optimization the path on the fitting surface along which convergence 
is achieved depends on 
- the choice of the initial value of the condition function parameters, 
- the algorithm applied, 
- the strategy on step length. 
Appropriate choices can be made by the user of an optimization program, but by 
this no conditions are set to the path of search to be followed. It might be of interest 
to the research worker, however, to know that the minimum response was reached 
without heavy oscillation of the intermediate solutions in undesirable directions 
(see Section 1.1). 
In this chapter a method is developed that gives a controlled approach to 0* 
starting at 0<°> by gradually increasing the distance to the fitting surface from zero to 
the value at the terminal point of the observation vector. Although the procedure does 
not give an acceleration of the convergence process, the advantage is found m that 
it reduces the relative curvature of the fitting surface and the parametric curves (Sec-
tion 2.8) and produces on the fitting surface a locus of points that are closest to the 
terminal points of intermediate observation vectors. 
U.2 Procedure 
11.2.1 Reduction of the original difference vector 
Starting from the initial approximation 0<°> intermediate observation vectors *«> 
can be found with 
*
(o>: = /(0«») 
*<'>:=*('-!> + /?(* _*<'-») (11.2.1) 
ß = 1 , i = 1(1)N, N < oo 
N + l - i ' 
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^ Ü ^ S l v e c t o r x v f 
1 2 M I - N,-N| 
fitting surface e*--
Fig. 44. Schematic illustration of methods 
of controlled approach by intermediate ob-
servation vectors whose terminal points des-
cribe loci in the observation space. 1 locus 
when using the original difference vector 
fo(6m) only; 2 locus when using subsequent 
difference vectors fo(0w), i=l(l)N; 3 when 
using fo(0iN1)) to start a new procedure 2 to 
proceed from Nt in again N steps for better 
control. 
when an approach to x = xw in N steps is employed. The locus of the terminal points 
of xm is illustrated in Fig. 44 by line 1. In this linear case the locus is the original 
difference vector /O(0(O)) = x -/(0<°>). For the construction of these vectors xw no 
further points on the fitting surface are needed. 
Intermediate observation vectors are obtained by adding to the position vector 
at 0<°> the original difference vector reduced with a factor ß. The orthogonal projec-
tion of their terminal points on the fitting surface are determined, giving controlled 
approach to 0*. 
11.2.2 Reduction of sequential difference vectors 
The procedure can be repeated when as a result of fitting on x«> the optimal param-
eter has be found, now using 0<*> as the starting point for a new difference vector. 
This results in a slower progress to the terminal point of the observation vector x in 
the first stages (curve 2 in Fig. 44). Intermediate observation vectors in this case are 
obtained by 
*
( O ) : = / (0 ( O>) 
x
w
 ^/(ov-^ + ßix-fiev-»)-] 
0 = 1 
N + 1 - i i = 1(1)N, N < oo 
(11.2.2) 
(11.2.3) 
where 0 - can be chosen to denote 0 * « - D . if the fitting surface is approximated by 
a straight line (Fig. 44), the terminal points of the intermediate observation vectors 
are obtained by the intersection of lines, expressed in a («^-reference system, 




v = + b 
N + 1 - i 
where b2 = S(0*) and i = l(l)N. Elimination of i yields 
' v(u + 1) = b 
Thus the locus of the terminal points of xw is a hyperbola with asymptotes u = — 1 
and 0 = 0. Also here the orthogonal projection of the terminal points on the fitting 
surface gives controlled approach to 0*. 
11.3 Application 
Since each step in the controlled approach method is subject to a fitting procedure 
to find the next value of 0, available optimization algorithms can be used. To obtain 
the intermediate results weaker stopping criteria than the default values (Section 13.4) 
could be employed. On the other hand, to ensure that the path on the fitting surface 
really is controlled, criteria that are too weak are in contradiction with the purpose 
of the method. The disadvantage of a relatively strong stopping criterion in the deter-
mination of intermediate results is partly compensated by increasing the number of 
steps on the fitting surface. For the chosen example the number of cycles in each step 
was found to decrease slightly in these situations (Section 11.4). 
The factor ß in (11.2.1) and (11.2.2) is defined such that the original observation 
vector x is reached in a predefined finite number of steps N. If required, from a cer-
tain step JVj on progress to this vector can be done in more steps by replacing the 
original difference vector by/o(0(JVl))-
Such an approach is indicated in Fig. 44, curve 3, where at step Nt the value of / in 
(11.2.3) is set to 1 again. 
The method and its modifications are part of subprogram TRACK. 
11.4 Example 
For condition function, data and starting values mentioned in Appendix 2.2, con-
trolled approach was applied using the method developed in Section 11.2.1. For 
each parameter separately the results are plotted in Fig. 45. The numbers refer totfie 
the number of steps that the original difference vector f0 was divided in. For N - 1 
the full difference vector was used, the total number of fitting cycles using modified 
Gauss-Newton being 7. Then the value N = 4 was applied. The number of fitting 
cycles for each step then was 5, 4, 4 and 5 respectively. In each step the deviations 
from the ultimate trend are damped. For N = 10 only the terminal points 0 per 
step are given. For N = 50 these points constitute the heavily drawn curve. In the 
latter case 3 fitting cycles per step were needed. 
Although the intermediate parameter values, especially of the first and the last 
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Fig. 45. Example of controlled approach ap-
plied to condition function, data and initial 
values of Appendix 2.2 for each parameter. 
1 approach in 1 step with intermediate para-
meter values from seven fitting cycles; 2 ap-
proach in 4 steps with intermediate parameter 
values; 3 approach in 10 steps; 4 approach in 
50 steps, intermediate parameter values are 
points of the heavy line. 
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metric curves, a cross section through the fitting surface gives no indication that this 
surface is curved along the path used in this controlled approach. This is illustrated in 
Fig. 46 that gives the calculated distance of the fitting surface to the intermediate 
points of the original difference vector for N = 50. 
To gain a better insight a schematic view is given (Fig. 47) of parametric curves on 
e ,jL>w __ 10 20 ' 30 40 50 Ï 0 " 
points on fitting surface 
Fig. 46. Cross section through the fitting 
surface (heavy dots) obtained by plotting 
calculated distances from the original dif-
ference vector/o(0(O)) to the fitting surface, 
when applying equation (11.2.1) with N = 
50 to condition function and data of Ap-










curves for parameter C 
Fig. 47. Path of controlled approach on the fitting surface from 0<°' to 0<", for two parameters, passing 
calculated intermediate parameter values as obtained by equation (11.2.1) with N = 50, for condition 
function and data of Appendix 2.2. Hypothetical parametric curves that could have produced these 
results are drawn. See also Figs. 45 and 46. 
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the fitting surface that could produce results analogous to those depicted in Figures 
45 and 46. For two parameters the path from 0<O) to 0W is given when passing the param-
eter values that form the intermediate results for N = 50 in controlled approach. 
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UI The program 
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12 Application 
12.1 Testing the formulas for first and second derivatives 
Formulas for first and second derivatives can be tested for programming errors by 
a comparison of calculated function values and results empirically obtained (Murray, 
1972d). In order to test all derivatives the parameter index cards (Section 8.3.1) are 
arranged such that NPART = MPAR. The comparison proposed is valid in the 
neighbourhood of the solution. This can be simulated by using a vector of calculated 
function values, obtained with the initial parameter values, as new observation vector. 
To this purpose calculated values are rounded to numbers with five significant figures. 
First derivatives can be tested with the aid of the (A, ^(^-relationship. The slope 
to the curve at ô(1)(l) being given by (9.3.1), which with differential corrections reads, 
see (2.4.13) and (2.4.9) 
S'(X) = -2[/o(0(I)(A))]r/(0(1>(>l)) (J1/)"1/?«, ( 1 1 L 1 ) 
where vectors and matrices without argument are to be evaluated at 0<O) and where 
0»>(A) = 0O) -f- Arf(0>. 
In this expression the first derivatives occur evaluated at two points on the fitting sur-
face. Approximation to the slope is obtained by means of central differences at A, given 
by 
S'(Aj) ~ S(^+i) ~ s (^- i ) 
*i+l — h-i 
where in this case, according to the program option, Ai+1 — A, = Xt — A,_i- Values 
obtained this way can be compared with those calculated with (12.1.1). They are printed 
on the same line in the output list by appropriate statements in subprogram MIN. 
Second derivatives can be tested by means of the optimal step factor and the weights 
obtained with scale factors. The optimal step factor is found empirically in each 
fitting cycle in subprogram MIN and printed in a summary of the entire fitting pro-
cess by subprogram LISTING. On the same line of the output list, values calculated 
with (9.4.7) are mentioned. In this last mentioned equation use of second derivatives 
is essential. Empirically and analytically determined values can be compared as done 
in Table 9. 
Comparison can also be made for the course of the scale factors determined with 
formulas for differentials (Section 5.3) and for differences (Section 5.4). The first 
method requires the use of the matrix M12, defined in (2.5.10), which is compiled of 
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second derivatives, the second method uses first derivatives only. Comparison is per-
formed best with results obtained in the second cycle. 
12.2 Default algorithm 
The default deck structure of the main program NLV, given in Appendix 1.2, pro-
duces the Gauss-Newton algorithm with step factor optimization. Under control of 
default options the output contains the following main items 
- Numerical analysis of the convergence process in which is involved the calculation 
of the partial cosines; the total cosine; the length of the vector of differential correc-
tions and the length of the normal vector for the first NPART and the first NPAR 
permuted parameters. 
- Numerical analysis of the fitting procedure by means of a list of intermediate and 
final results for parameter values; optimal values of the step factor; reduction of the 
sum of squares to the fitting surface; course of the sum of squares to the tangent 
plane; course of the multiple cosine and the multiple correlation. 
- Numerical information on scale factors. 
- Test on normality of the distribution of residuals (Fisher, 1958) and a 95/0 confi-
dence interval about the empirical frequency distribution of the residuals accord.ng 
to the Kolmogorov-Smirnov statistic (Siegel, 1956). 
- Determination of a linearized 95% confidence interval in the tangent plane about 
the final parameter values. 
The default deck can be modified to be suitable for various algorithms and proce-
dures developed in earlier chapters. 
123 Selective use of main program NLV 
In Table 13 useful modifications are collected. Arguments of the subroutine sub-
programs are omitted unless their use is needed to perform a specfic routine, n that 
case adequate values are listed in the arguments by replacement statement, t bemg 
understood that the right-hand side of the replacement statement has to be inserted 
only. Details on arguments are given in Chapter 13. 
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13 Description 
13.1 Function subprograms 
In this section subroutine subprograms that need updating for every new function 
to be optimized are briefly commented. 
SUBROUTINE INITL 
This subroutine initializes values of variables to produce a correct first fitting cycle. 
Summation fields are set zero, devisors are set 1. 
ENTRY DEFAULT Algorithm and process parameters are defined in this entry. 
The user can redefine the default values in the main program NLV, preferably after 
the CALL DEFAULT statement. 
ENTRY HEADING This entry produces a list of default values and values actually 
used, a list of initial parameter values and bounds to parameters if any. Appropriate 
values have to be defined in the main program NLV. 
*COMDECK XINITL Update deck for specific headings, comments and legends 
to formulas and symbols to be used. 
SUBROUTINE READ (IREADD, IWRITED, LAST1) 
IREADD index to read data. 
g 0 specific read statements bypassed. 
> 0 data to be read in specific routine. 
IWRITED index to write data. 
= 0 output list of data is not produced. 
5* 0 output list of data will be produced. 
LAST1 number of data to be listed if IWRITED # 0 
= 1, = 2 = NDATA. 
Last data is listed for any value of LAST1 g NDATA. 
; S ™ *£DATA Update deck for specific statements to read data. 
COMDECK WTDATA Update deck for specific statements to write data. 
Observations are stored in the matrix X and the vector YOBS. Working field for 
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observed function values X(I,1) = YOBS(I). If IREADD > 0 the specific routine 
to read and to count data is performed. Two lists of initial parameter values are pro-
duced. The first in the original order of occurrence, the second according to permuta-
tion and grouping as: to be fitted, informative or constants. 
ENTRY NEWZERO Arguments are transformed into the following variables. 
PROC correction in % of the value of the parameter to define step length in alternat-
ing directions according to the parameters. 
IREPT1 number of times to repeat the procedure for each parameter to be fitted. 
IREPT2 number of times the entire procedure is to be repeated. 
An alternating direction method (univariate direct search) is applied. To each param-
eter separately a step length is added as well as subtracted. If the central value has 
not the lowest sum of squares the procedure is extended for at most IREPT1 times 
in the direction of the lowest sum of squares. For all parameters the entire procedure 
is repeated IREPT2 times unless all parameters in order of search have their lowest 
sum of squares at the central value of the last three investigated values. 
SUBROUTINE FNCTN (C,LSTC,SQ,LSTSQ,ISTOP,YCLC,YOC,LISTY,LASTl) 
C parameter values for which the condition function is to be evaluated. 
LSTC index to list values of C. 
— 0 no list is produced. 
7* 0 output list will be produced if INK3=3. 
SQ sum of squares. 
LSTSQ index to list observed function values, calculated function values, differences 
between them and SQ. 
^ 0 no list is produced. 
> 0 output list will be produced if INK3=3. 
ISTOP index to return to calling program after function has been evaluated. 
= 1 instant return takes place. . 
* 1 no instant return, calculation of multiple cosine and multiple correlation be-
tween X(I,1) and YCLC(I) is performed. 
YCLC calculated function values. 
YOC differences between observed and calculated function values. 
LISTY index to list specific output, output to be programmed by the user. 
=s 0 no list is produced. 
> 0 output list will be produced. 
LAST1 see SUBROUTINE READ. 
* COMDECK NFNCTN Update deck for specific statements for function evalua-
tion. 
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*COMDECK WFNCTN Update deck for specific output list of function values. 
Function values calculated with the parameter vector C(K) are stored in YCLCQ). 
Differences between X(I,1) and YCLC(I) are stored in YOC(I) and their sum of 
squares in SQ. Informative results are the multiple cosine and the multiple correlation 
between the vectors X(I,1) and YCLC(I), which are stored in respectively XCRLMT 
and XCOSMT in COMMON. The sum of the YOC(I) values is calculated and printed 
unless LSTSQ ^ 0. 
SUBROUTINE DFDA (C,H,YCLC,YOC,LSTH,LSTFA,LASTl> 
C parameter values for which the first derivatives are to be evaluated. 
H scale factors. 
YCLC calculated function values. 
YOC differences between observed and calculated function values to be stored in 
FA(I,MT). 
LSTH index to produce output list of scale factors. 
^ 0 no list is produced. 
> 0 output list will be produced if INK7=3. 
LSTFA index to produce output list of evaluated first derivatives. 
= 0 no list is produced. 
5* 0 output list will be produced if INK7=3. 
LAST1 See SUBROUTINE READ. 
•COMDECK NDFDA Update deck for specific statements for first derivative 
evaluation. 
First derivatives evaluated with the parameter vector C(K) are stored in the matrix 
FA(I,K). The difference vector YOC(I) is stored in FA(I,MT). The square of the 
length of the derivative vectors are stored in FA2(K), the sum of squares in FA2(MT). 
Scale factor values are returned via the argument variable H(K), the square root of 
the sum of squares via H(NT). 
ENTRY ORDER The last argument is only used in a specific case. 
LAST1 if first derivatives are programmed in SUBROUTINE FNCTN define 
LAST1=99999 
The first NPAR permuted parameters are ordered according decreasing partial 
cosines. Those parameters for which the absolute value of this cosine is greater than 




LSTD2 index to produce output list of evaluated second derivatives (first 9 permuted 
parameters at most). 
^ 0 no list is produced. 
> 0 an output list will be produced if INK7=3. 
Other variables have already been defined. 
*COMDECK ND2FDA Update deck for specific statements for second derivative 
evaluation. 
Second derivatives evaluated with the parameter vector C(K) are stored in the 
matrix FAA. The square of the length of the derivative vectors are stored in FAA2(K). 
Scalar products that are elements of the matrix M12 are stored in the matrix FAFAA 
(K,L), those of the matrix iV02 in F0FAA(K,L). 
13.2 Gradient subprograms -
In this section subroutine subprograms that need no updating for new functions to 
be optimized are briefly commented. 
SUBROUTINE NRMEQ(YOC,CNORM,LSTNM,ISTOP,H,LSTEQ,KCOS,M02) 
YOC see SUBROUTINE FNCTN. 
CNORM normal. 
LSTNM index to produce output list of the normal. 
= 0 no list is produced. 
# 0 output list will be produced if INK7=3. 
ISTOP index for calculation of the normal and sum of squares only. 
^ Ono further calculations are performed. 
= 0 execution proceeds. 
H scale factors. 
LSTEQ index to produce output list of normal equations. 
= 0 no list is produced. 
¥= 0 output list will be produced if INK7=3. 
KCOS index to calculate the cosine matrix out of the normal equations and the 
normal. 
= 0 no cosines are calculated TTOTTIUPV 
# 0 cosines will be calculated and printed for first and last cycle only if LbUMKY 
M02 index to use the second derivatives of the condition function to obtain the 
Hessian G = 2(M - N02). 
= 0 no use is made of iV02 
# 0 use is made of N02 unless no second derivatives are available. 
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Normal equations are calculated for the first NPAR permuted parameters. From 
these equations the cosine matrix of the cosines of the angles between FA(I,K) and 
FA(I,L) is calculated and the vector of the partial cosines of the angles between 
FA(I,MT)andFA(I,K). 
SUBROUTINE SOLVE(C,SOLN,NP) 
C parameter values for which the normal equations are to be compiled. 
SOLN solution of differential corrections for NP parameters. 
NP first NP permuted parameters for which the solution of the normal equations is 
stored in SOLN(NP). 
Normal equations are solved by means of the Choleski-algorithm. Partial solutions 
for 1, 1(1)2,..., 1(1)NPAR parameters according to their permutation and grouping 
are stored in the upper triangle of the matrix M. The inverse matrix M'1 (diagonal 
and upper triangle) is stored in the lower triangle of the extended matrix M. For the 
first and last cycle the cosine matrix of M"1 is calculated and printed if LSUMRY 
# 0. The standard deviation of the estimates of the parameters are stored in 
STDEV(K). 
SUBROUTINE HOWA 
This subroutine subprogram investigates how the situation of the fitting procedure 
is at the initial point A for each new cycle. Numerical results are collected, checked 
and printed in the first and last cycle. A summary of solutions of the normal equations 
is produced. Informative results on the relative rate of change of scale factors and the 
curvature are printed. The stopping criterion is tested. The test is performed on 
basis of a cosine criterion COSCRIT. The default value is 1000 which means that 
cosines with three zeros after the decimal point fulfill the criterion. A scheme of the 
complete test is given in Table 14. For NYS2=4Hbb** the fitting procedure is con-
sidered to be terminated and one more cycle is performed by defining NCYCLS= 
NC+1 which leads to NOCLC=NCYCLS in the main program NLV in the next 
cycle. 
Table 14 Variables that save the state of the cosine criterion. Initially four blanks (4Hbbbb) are 
asslgned to all no-yes variables. These arechanged in the following cases. 




 t edParamete rS N Y S I
 -
 4I
™>** NYS2 - 4Hbb" 
^cS^^r , p™ , n ,*n NOYESI-4Hbb** NOYES2 -4Hbb** 
Totalcosmefortobefittedparameters NYS3 = 4Hbb** NOYES3 = 4Hbb** 
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ENTRY SUMRY This entry is called by main program NLV if NOCLC ^ 
NCYCLS. This condition is fulfilled automatically if NYS2=4Hbb** (see Table 
14). A comprehensive summary of the numerical and statistical results will be pro-
duced (see Appendix 1.4.2). 
ENTRY COMBIN This entry produces a combinatorial search. The minimum 
value of the sum of squares after one cycle for (NP!AR) to (£5&) parameters is 
calculated. The parameter vector is automatically permuted and reduced to the size 
of the best combination before the return to the main program takes place. Combina-
torial search can be performed for the first 14 permuted parameters at most. The 
parameter vector can be permuted and grouped in advance in main program NLV. 
SUBROUTINE MIN(CRCTN,LETLIST,ITAN,START,STEP,ITIMES,LPX, 
JUMP) 
CRCTN vector of direction of search defined in the calling program. 
= CORR for arbitrary direction of search. 
= DELTA for differential corrections. 
= NORMA for steepest descent at A. 
LETLIST index to produce output list. LETLIST options override INK3, INK7 and 
INK8 conditions 
= 0 no list is produced. 
= 1 list of iteration steps (EPS, SQ-relationship) will be produced. 
= 2 list of initital and optimal parameter values will be produced. 
= 3 complete output of the iteration process will be produced. 
ITAN index to define type of tangent to be used. 
= 0 (LETLIST=0 is required). No iteration takes place but a table of the (EK>, 
SQ)-relationship will be produced emanating from EPS=START, w,th step length 
STEP and number of steps equal to ITIMES; 
= 1 numerical tangent is used. 
= 2 directional tangent is used. 
= 3 cosine tangent is used. 
START starting value if ITAN=0. 
STEP step length if ITAN=0. • *„«„,.,,„. 
ITIMES total number of (iteration) steps that will be performed. At least steps are 
done if ITAN > 0. In the last case, however, the iterat.on stops before the defined 
number is reached when the required accuracy conditions are fulfilled. 
LPX index to define the use of subprogram LIHYPEX.
 tinnMn 
JUMP index to define a jump to a second branch of the (EPS.SOJ-relatronsliir, 
= 0 no jump takes place. 
= 1 minimum of a second branch will be used. 
Since the direction of search is completely defined when entering this subroutine 
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the curvature in the direction of search is calculated here. The curvature in the direc-
tion of CRCTN is produced without determination of the minimum by taking 
ITIMES=0. Then the list parameter LETLIST is effective with 0 or 1. The geodesic 
curvature is stored in XGEO. 
SUBROUTINE AISB 
The statements to assign variables valid at B to variables valid at the initial point 
A are collected in this subroutine subprogram. The replacement is for A=B, YCLCA 
=YCLCB, YOCA=YOCB, HA=HB, ANORM=BNORM and SQA==SQB. In-
formation on the course of scale factors from A to B is produced if LSUMRY=2. 
SUBROUTINE LISTING (INDALL) 
INDALL index to reduce information to be listed. 
= 0 listing of partial cosines for each cycle. 
= 50 listing of parameter values obtained in each cycle. 
= 1 complete list of intermediate and final results obtained in each cycle. 
Independent of the value of INDALL a summary of the iteration to a subminimum 
in each cycle is given with respect to number of iterations, optimal step factor, sum 
of squares with respect to the fitting surface and to the tangent plane and lengths of 
NORMAL and DELTA vectors. 
ENTRY PLOT For sequential functions a plot of the curve against time can be pro-
duced on the line printer. An upper (TOP) and lower (BOTTOM) function value have 
to be defined in main program NLV. 
ENTRY PUNCH. Final parameter values are punched or printed, controlled by 
the argument INDALL. 
INDALL=1 final parameter values are punched on punch cards and can be used as 
input in further fitting cycles in main program NLV. 
= 0 final parameter values are printed on the line printer in a convenient layout 
suitable for instant punching on cards. These can be used as input in further fitting 
cycles. 
13.3 Particular subprograms 
In this section subroutine subprograms that need no updating and for which load-
ing is optional are briefly commented. 
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SUBROUTINE BLOCK(NBLOCK,NROTATE,NCYC,CCRIT) 
NBLOCK index variable that governs the creation and use of permutation and 
grouping of parameters in blocks. 
= 1,..., = 5 sequential definition of at most 5 blocks. Further arguments equal to 
zero. Default number of blocks NBLOCK=l. In this case the subroutine need not 
be called by main program NLV. 
= 0 blocks are used in order of creation. Fitting procedures start with first BLOCK 
defined. 
NROTATE number of blocks that sequentially will be used. After block number 
NROTATE has been used, the first block will be used again. 
NCYC number of fitting cycles that the same block will at most be used. 
CCRIT cosine criterion with respect to the total cosine. This criterion overrides the 
criterion COSCRIT when blocks are being used. It acts analogous to COSCRIT. If 
the criterion is fulfilled the next cycle starts with the next block, whether or not the-
actual block in execution has already been used during NCYC cycles. If the crite-
rion CCRIT is fulfilled for all blocks defined, execution terminates in a normal way 
in NLV. 
The subroutine subprogram furnishes possibilities to make sequential use of dif-
ferent parameter permutation and grouping. Independent of the values in the argu-
ment, the fitting process terminates in a normal way if for all MPAR parameters the 
cosine criterion is fulfilled. A typical example of the use of blocks is two blocks with 
MPAR parameters among which some are bounded. If a parameter exceeds his bound 
in a certain fitting cycle and has to be deleted from the parameter vector, the remaining 
parameters may fulfill the cosine criterion. As oscillation of parameter values can 
occur, execution of the fitting procedure with the second block will automatically 
test whether the deleted parameter can be improved after all. In the affirmative the 
final result can be a fit for all MPAR parameters again. 
SUBROUTINE BACK(NPZ,LISTZ,JACBZ,ICIRCZ,LAST1Z) 
NPZ number of the first permuted parameters involved in this algorithm. 
A suitable value is NPZ=NPART. 
LISTZ index to produce output list. 
= 0 no list is produced. __T TCT 
= 1, 2, 3 main results are printed and the value of LISTZ is assigned to LETLIST 
for output from subprogram MIN. 
è 5 main results are printed without output from subprogram MIN. 
JACBZ index that controls the required metric. 
= 0 tangent space, metric I. 
= 1 observation space, metric JTJ-
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ICIRCZ index to define the type of algorithm preferred. 
= 0 search according to two linear directions. 
= 1 circular search. 
LAST1Z number of data to be produced in output list. 
The subroutine subprogram is used to apply the back projection algorithm. Auxil-
iary vectors UDELT and VDELT are calculated. Optimization is for both step fac-
tor EPS1 = A and direction of search EPS2 = 2 cos <j> or EPS2 = (p. 
ENTRY Bl, ENTRY B2 Used to perform two-dimensional circular search. 
SUBROUTINE TRACK(NTYPE,NP,START,NSTEP,KTIMES,NAUT,LIST) 
In this subroutine several procedures are collected that transform the observation 
vector YOBS or that determine the curvature empirically. Procedures are defined by 
the variable NTYPE. 
NTYPE=1 subdivision of the vector YOBS minus YCLCA to perform controlled 
approach. 
= 2 subdivision of the vector YOBS minus YCLCB proceeding in the direction of 
search to perform controlled approach. 
= 3 reflection of the terminal point of YOBS in the tangent plane before the mini-
mum is determined. 
= 4 reflection of the terminal point of YOBS in the terminal point 0(l). 
= 5 empirical determination of curvature of the fitting surface along intermediate 
fitting results by calculation of the distance perpendicular to the final tangent plane 
at 0(O, and the distance perpendicular to the YOCA vector at 0m. 
= 6 as before, but along the direction given by 0(t) — 0(O) for 10 equal steps. 
Use of further arguments depend on the value of NTYPE. They are listed in Table 
15. 
SUBROUTINE LIHYPEX (LHE,N1,N2,N3,NCRIT,LIST) 
LHE index that defines the type of formula to be used. 
= 1 a fourth degree polynomial is applied. 
= 2 a hyperbolic function is applied. 
= 3 an exponential function is applied. 
N1.N2.N3 cycle numbers from which the results to be extrapolated are taken (Nl< 
<N2<N3). If LHE=1 a fourth degree polynomial is calculated through the points 
obtained in cycle numbers N1+I*(N2—Nl), where 1=0(1)4. 
NCRIT criterion for the accuracy of the iteration process calculating the constants 
ifLHE=3;e.g. NCRIT=3. 
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Table 15. Use of arguments in SUBROUTINE TRACK. 
NTYPE 
land 2 
























































* For min (NDATA, 10) a list is printed out of YOBS(I), X(I,D and YCLCA(I) to indicate the rela-
tionship between observed and used vectors. 
LIST index that defines whether an output list of intermediate results will be produced. 
= 0 no list is produced. 
= 1 an output list will be produced. 
The subroutine subprogram produces convergence of parameter values by extrap-
olation. When using this subroutine it is necessary to define in main program NLV the 
value for END greater than 1. 
13.4 Default values 
Values of algorithm and process parameters can be defined in main program_NLV. 
Experience learned that several of them can be predefined for normal routines There-
fore a default value has been assigned to these parameters. A list of parameters and 
their default values is given in Table 16. 
The contents of tables of optimization results in the output can be chos^ by the 
values assigned to the logical unit in formatted write statements. This is governed by 
the indices INK3, INK7 and INKS which take the value 3 to produce an ou pu t J* 
and the value 7 to write information onto a scratch file. Pertinent combinf ons of 
values are given in Table 17. If INKi options are equal to 7, they °™£™^ 
options in the argument of the subroutine subprograms, except for SW*OUTIN* 
MIN. As the definition of INKi options can occur anywhere m the ™**°*™ %* 
can be used to serve a single subprogram by changing the value of the logical 
before the CALL statement and redefining it after use to its default value again. 
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Table 16. Algorithm and process parameters, their function, default value and possible alternative 
values. 
Parameter Function 
NCYCLES Number of fitting cycles to be produced at most. 
END Number of times that NCYCLES 
cycles have to be repeated. 
INK3 Index to define desired output. 
1NK7 Ibidem. 
INK8 Ibidem. 
LSU MRY Index to define desired output. 
= 0 output mainly based on the first part of 
SUBROUTINE HOWA. 
= 1 no restrictions. 
= 2 as = 0 with additional information on scale 
factors and curvature. 
Number of observations to be processed. If not 
defined in NLV, data will be counted in 
SUBROUTINE READ. 
Number of data in output list of SUBROUTINE 
READ, to avoid the production of long tables 
not necessary. If not defined in NLV the value 
of NOUTRD will automatically be equalled to 
min (NDATA, 50). 
Number of data in output list of 
SUBROUTINE FNCTN. 
Ibidem for SUBROUTINE DFDA. 
Ibidem for SUBROUTINE D2FDA. 
Number of data in output list of SUBROUTINE 
HOWA. If not defined in NLV the value of 
NOUTFL will automatically be equalled to 
min(NDATA,50). 
Variable to define the cosine criterion that is to 
be fulfilled to terminate the fitting procedure. 
Log10 (COSCRIT) furnishes number of leading 
zeros after the decimal point at least to be 
obtained. 
Initial step factor along direction of search. 
Step factor approximated by second derivatives 
if available. 
Step factor reduction. 
Fraction of the negative slope that is at least to be 
obtained in a given direction of search to conclude 
that a subminimum of S is reached. 
Ibidem for positive slope. 
Fraction of progress along the chord to assess the 
minimum in a given direction of search. 
R = 1 gives 'Regula Falsi' algorithm. 
IC(1),.... Six variables available for additional comments 
IC(6) to be defined in NLV and printed during 















































> 0 . 
not used 
> 0 . 
> 0 . 
> 0 . 
.0 < R ^ 1-
10 Hollerith 
characters, 
start with 10L 
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Table 16. Continued. 
Parameter Function 
REO Two parameters to be used to 
REC2 define whether sequential treatment 
should be employed. 
N02 Index to be used to define whether the 







Table 17. Values of the logical unit in formatted write statements defined by INKi (i = 3,7 or 8). 
To obtain 
Complete output 
Partial output of main results 
Information about scale factors and curvature only 























Research workers who describe their problems with mathematical formulas in 
which variables and unknown parameters occur, have need for testing their working 
hypothesis with the aid of observations. Since most models consist of functions that 
are nonlinear in the parameters, iterative methods have to be employed to optimize 
the parameter values. The objective function to be minimized is the sum of squares 
of deviations of calculated function values from observed function values (Chapter 1). 
In the present study spaces and surfaces that play a role in least squares techniques 
were investigated. Main spaces to be considered are the observation space and the 
parameter space (Chapter 2). Vectors of calculated function values are position vectors 
to the fitting surface in the observation space. This surface is covered with curvilinear 
coordinates: the parametric curves. Elements of differential geometry were used to 
investigate the role of scale factors and of curvature, both being essential properties 
of curvilinear coordinate systems. Analytical treatment requires the derivation of 
first and second derivatives of condition and objective function with respect to the 
parameters. To generalize the analysis, parameters were expressed as functions in 
which vectors and algorithm parameters occur; condition and objective function con-
sidered to be functions of these algorithm parameters. In many methods a step factor 
that controls the progress in a direction of search is the only algorithm parameter 
that is applied. In this study the derivation of derivatives has been extended to make 
the formulas suit algorithm parameter vectors. The notion of linear and strict para-
meter functions was introduced to particularize general formulas. Formulas for first 
and second derivatives for several functions that play a role in gradient algorithms 
are given. Formulas for the curvature of parametric curves were derived as well as 
those for the curvature of a path in an arbitrary direction of search on the fitting 
surface. For a simple condition function the use of formulas for arc length is given 
to demonstrate that it makes sense to distinguish between three important proper-
ties of nonlinear fitting surfaces: the curvature of the surface, the curvature of the 
parametric curves and the course of the scale factors along a path of search. The 
relationship between parameter, observation and response space is discussed. Geo-
metrical interpretation gives insight in the slow convergence of normally used non-
linear curve fitting methods. This cumulated in the development of procedures that 
accelerate convergence. 
Least squares methods have their own place in nonlinear optimization techniques, 
and algorithms developed for more general situations can be applied. On the other 
hand more specific methods sometimes can be considered valid for least squares prob-
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lems. This for instance when second degree approximation to the fitting surface is 
accurate enough. Techniques that can be applied are briefly commented and main 
features that play a role in nonlinear optimization are discussed (Chapter 3). Gra-
dient methods with step length optimization in each cycle use first derivatives of the 
condition function. Methods developed in this study make use of the gradient vector 
and the vector of differential corrections. It therefore was assumed that at least first 
derivatives of the condition function are available. Their availability gives the further 
advantage to be able to set stopping criteria based on the fact that it is an orthogonal 
projection of the terminal point of the observation vector on the fitting surface that 
is to be determined. 
Condition functions may have a complicated structure in that they can be implicit 
functions, sequential functions or can consist of models involving alternative func-
tions (Chapter 4). It was treated how a system can be set up with which the condition 
function and the first derivatives can be calculated systematically in these cases. A 
process parameter that governs the type of use of sequential functions was introduced. 
Flowcharts were given that illustrate the general treatment of the mentioned types of 
condition function. The special structure of some of these functions gives complica-
tions when exploring the fitting surface. Along a chosen direction of search jumps 
to additional fitting surfaces can occur and it was explained in which way results have 
to be interpreted in these cases. 
Analysis of the fitting surface and its coordinate system of parametric curves gave 
an indication on the cause of slow convergence. The concept of using scale factors as 
weights to the direction of search was worked out analytically (Chapter 5). Two types 
of weights were introduced using differences and differentials of scale factors respec-
tively. In the second case second derivatives of the condition function must be avail-
able. With an example the acceleration of convergence - expressed as decrease in num-
ber of new directions of search necessary to fulfill default stopping criteria - was dem-
onstrated. A reduction was found from 25 cycles for the modified Gauss-Newton to 
11 cycles for the scale factor differential correction method. Application of differences 
of scale factors has the disadvantage that two points in the direction of search must be 
calculated. However, the first stage of the approach to the final parameter values 
appeared to be faster than with the aid of differentials. 
The deviation of points on the path of search on the fitting surface from the direc-
tion of differential corrections in the tangent plane - caused by the curvature of the 
parametric curves and scale factor variations - was measured by orthogonal projec-
tion of the path of search in the fitting surface, on the tangent plane (Chapter 6) Sin-
ce this concerns the same tangent plane as the one used for the determination^of th 
direction of search, this method was called the back projection method J o correct 
deviations from the required direction, the projection of an intermediate point found 
by back projection was reflected in the total tangent vector on the tangen plane 
Paths found this way may still not be satisfactory because of the P ^ » ^ T 
fitting surface. Therefore two algorithms were developed to p r o d u « J ^ J ^ 
tion a two-dimensional linear and nonlinear search respectively, to optimize both the 
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direction of search and the step length. The method appeared to be most effective 
when applied in the tangent space using relationships between parameter vectors 
rather than between vectors in the observation space. For the example chosen, back 
projection gave slightly better results in that less fitting cycles were required than when 
using scale factor corrections. 
Subdivision of the program makes it possible to link subprograms in specific ways. 
To make the program suitable for investigating the condition function as well as 
the convergence process, an analysis was made of the subroutines that occur in gra-
dient methods. Considerations that lead to the subdivision of the program in sub-
routine subprograms are discussed (Chapter 7). It appeared to be useful to divide 
the program into three groups of subprograms: subprograms that need updating for 
each new function to be fitted, subprograms that need no updating and contain the 
essential parts of gradient algorithms and finally subprograms that need not necessari-
ly be loaded since they consist of specific subroutines. The subprograms are linked 
by the main program NLV that can be modified to apply special procedures. Atten-
tion was paid to the problem of how and when to terminate the execution of an opti-
mization algorithm. Stopping criteria based on the geometric interpretation of the 
algorithm were introduced and compared. Although the value of some of these 
criteria - viz. criteria on the total cosine and on partial cosines - converges to zero 
in the optimal point on the fitting surface, this value is not reached by a monotone 
decrease of the absolute values of the cosines, not even when the objective function 
in subsequent fitting cycles is decreasing monotone. It is of importance to recognize 
this behaviour of the process to be able to judge on the basis of intermediate results 
whether or not execution is to be terminated. It appeared to make sense to distinguish 
two types of convergence. Type I was defined as the type for which in subsequent cy-
cles the sum of squares with respect to the fitting surface decreases and, at the same 
time, the sum of squares with respect to the tangent plane increases. Type II was de-
fined as the type for which both sums of squares decrease at the same time. Experience 
learned that Type II convergence indicates that progress will be slow. This was dem-
onstrated with an example where both types occur alternately. 
Condition functions can be given a particular form by choosing particular values 
for one or more of its parameters. The program thus must give the possibility to keep 
constant any of the parameters in order to omit parts of the condition function. In 
the program this is generalized by an option to permute the components of the param-
eter vector and to partition the parameters into three groups (Chapter 8). The 
first group consists of those parameters that have to be fitted, the second group of 
those that need not to be fitted but give additional information and the third group 
oi those parameters that are kept constant. This partitioning is achieved by putting 
parameter index cards in the main program NLV in the required order/Permutation 
and partitioning then takes place automatically throughout all subroutines in the 
subprograms. For economic reasons the calculation of normal equations is confined 
to parameters occurring in the first two groups only. 
A central part of the entire optimization process is the determination of the mini-
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mum response in a given direction of search (Chapter 9). The search for such a sub-
minimum can be done by methods using first and second derivatives of the objective 
function. First derivatives are useful in setting efficient stopping criteria, second deriv-
atives can be used to give a prediction of the step factor. With second derivatives 
the geodesic curvature in the direction of search can be determined. From the curva-
ture the radius of curvature can be derived. In the given example fast convergence 
occurs when this radius is large and consequently the curvature of the path of search 
is small. Convergence is slow when the radius of curvature is small. Then the path of 
search deviates appreciably from the path as indicated by the total tangent vector 
on the tangent plane. Scale factor correction and back projection method were 
developed to correct for this deviation. 
The search for a subminimum can be made more general by introducing nonlinear 
parameter functions. It then is necessary to determine separately the correction to the 
parameters and the direction of search, by differentiating the parameter update for-
mula with respect to the algorithm parameter. This generalization, already applied 
for the back projection method with two dimensional nonlinear search, can also be 
applied to an empirical approach (Chapter 10). Slow convergence sometimes seems 
to justify a linear extrapolation of intermediate parameter values. It appeared to be 
more efficient to extrapolate intermediate results for each parameter separately 
with simple nonlinear functions. With a few preliminary results available, this ex-
trapolation is useful because during the extrapolation procedure no fitting cycles 
need be executed. In the given example it seemed if about 10 cycles were skipped when 
using exponential extrapolation and only 7 further cycles were needed instead of 
the 19 further cycles required for optimization without intermediate extrapolation. 
The only restriction laid upon the intermediate results of the convergence process 
with methods thus far considered is that they be optimal with regard to moves into 
chosen directions. A method was developed where intermediate points were required 
to be the foot of a perpendicular from the terminal point of intermediate observation 
vectors to the fitting surface (Chapter 11). Heavy oscillation on the fitting surface of 
intermediate results thus is avoided, as was illustrated with an example. It also ap-
peared that the curvature properties of the parametric curves are of more importance 
than those of the fitting surface itself. For this reason scale factor correction and back 
projection are efficient methods. The parametric curves that are passed when follow-
ing the path of controlled approach can be sketched. In this way an insight can be 
obtained of the pattern of the parametric curves on the fitting surface. This was illus-
trated with an example. ,. , , .
 nM 
For the algorithms and methods developed, a generally W1™™*00™^"»™: 
gram for nonlinear parameter optimization was written. Since several 4 8 « ^ « " 
programmed for analytical methods as well as difference or empirical methods, then-
results can be used to test the formulas for first and ^ ^ a n t ^ t ? ^ ^ l 
Since difference methods work best in an approximately linear^  situa tio^ » u n d * 
calculated function values are used as observation to simulate this»situation in the 
neighbourhood of the initial point. When testing of first and second derivative formu-
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las gives a positive result, optimization algorithms can be applied. 
Methods introduced in this study can easily be made operational with the main 
program NLV. The default algorithm of the program is the modified Gauss-Newton 
algorithm. A short description of the subprograms and the use of their arguments is 
given (Chapter 13). The complete text of the program and the instructions to modify 
the main program NLV are given in Appendix 1. 
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Samenvatting 
Een bijdrage tot theorie en praktijk van niet-Iineaire parameter-optimalisering 
Bij het leggen van een verband tussen variabele grootheden wordt aan de variabelen 
de voorwaarde van het moeten voldoen aan een mathematische betrekking opgelegd. 
Van een dergelijke betrekking wordt aangenomen dat daarin variabelen en parameters 
voorkomen en dat waarnemingsuitkomsten voor de variabelen kunnen worden inge-
vuld. Aan de parameters wordt de eis opgelegd dat ze een waarde moeten aannemen 
zodanig dat de berekende functiewaarden zo goed mogehjk aan de bijbehorende waar-
nemingen zijn aangepast. De doelstellingsfunctie waarmede de uitdrukking 'zo goed 
mogelijk' operationeel wordt gemaakt is in het hier beschreven onderzoek de som van 
kwadraten van afwijkingen tussen gemeten en berekende functiewaarden - ofwel het 
kwadraat van de lengte van de verschilvector - aangeduid als de respons. Kleinste 
kwadraten-technieken bestaan er uit deze respons te minimaliseren. Aangenomen 
wordt nu dat minstens één van de parameters niet-lineair in de voorwaardefunctie 
voorkomt. In het algemeen zal de aanpassing dan - beginnend met een beginschatting 
- iteratiefin een aantal ronden moeten plaatsvinden - om de optimale parameterwaar-
den - de eindoplossing - te leren kennen (hoofdstuk 1). 
Eigenschappen van ruimten en oppervlakken die een rol spelen in kleinste kwadra-
ten-technieken werden onderzocht (hoofdstuk 2). De belangrijkste ruimten zijn de 
waarnemingsruimte en de parameterruimte. Vectoren waarvan de kentallen berekende 
waarden van de voorwaardefunctie zijn, zijn plaatsvectoren van het vereffeningsopper-
vlak dat in de waarnemingsruimte ligt. Dit oppervlak bevat een stelsel kromlijnige 
coördinaten: de parameterkrommen. Een baan waarlangs het vereffeningsoppervlak 
kan worden onderzocht - of: waarlangs de respons wordt bepaald - kan worden uit-
gedrukt in deze kromlijnige coördinaten. Met behulp van differentiaalmeetkunde 
werd de invloed van twee essentiële grootheden van kromlijnige coördinaten, de 
kromming en de schaalfactoren, op het convergentieproces onderzocht. Een analy-
tische behandeling van het hier geformuleerde probleem vereist het bepalen van eerste 
en tweede afgeleiden van de voorwaardefunctie en de doelstellingsfunctie naar elk yan 
de parameters. Om tot een generalisatie te komen zijn parameters opgevat als functies 
van algorithmeparameters waarin ook vectoren en scalaire groot ^ J ^ T T 
komen. Hiermede worden voorwaardefunctie en doelstellingsfunctie beschouwd as 
functies van deze algorithmeparameters. Afgeleiden werden bepaald voor he.algeme-
ne geval dat de voorwaardefunctie een functie is van een alë™thm™Cf-™^2 
lineaire en strikte parameterfunctie werd ingevoerd om weer tot speciale oplossingen 
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te komen aangezien veel methoden als enige - lineaire - algorithmeparameter een stap-
factor bevatten die de staplengte langs de baan van exploratie bepaalt. Formules voor 
eerste en tweede afgeleiden van functies die een rol spelen bij gradiëntmethoden wer-
den gegeven evenals de formules voor de kromming van parameterkrommen en van de 
geodetische kromming van de baan waarlangs het vereffeningsoppervlak wordt on-
derzocht. Voor een eenvoudige voorwaardefunctie werd een voorbeeld van toepassing 
gegeven van de formules voor het bepalen van booglengten onder meer om aan te 
geven dat het zinvol is drie belangrijke eigenschappen van niet-lineaire oppervlakken 
te onderscheiden: de kromming van het oppervlak, de kromming van de parameter-
krommen en het verloop van de schaalfactoren langs een gekozen baan. Het verband 
tussen de parameter-, waarnemings- en responsruimte werd besproken. 
Kleinste kwadraten-methoden nemen een eigen plaats in in niet-lineaire optimali-
seringstechnieken; methoden ontwikkeld voor meer algemene problemen kunnen ech-
ter worden toegepast. Meer specifieke methoden zoals die welke zijn ontwikkeld voor 
problemen waarbij de te optimaliseren grootheid kwadratisch in de voorwaardefunc-
tie voorkomt, kunnen worden toegepast wanneer een tweedegraads benadering van 
het vereffeningsoppervlak voldoende nauwkeurig is. Van de samenhang tussen optima-
liseringsmethoden werd een kort overzicht gegeven (hoofdstuk 3). Gradiëntmethoden 
maken gebruik van eerste afgeleiden en aangezien in het hier beschreven onderzoek 
gebruik wordt gemaakt van de gradiëntvector en van de differentiaalcorrectievector, 
werd aangenomen dat van voorwaardefuncties in ieder geval eerste afgeleiden beschik-
baar zijn. Hun beschikbaarheid heeft het verdere voordeel dat beëindigingscriteria 
kunnen worden geformuleerd die zijn gebaseerd op het feit dat het de loodrechte 
projectie van het eindpunt van de waarnemingsvector op het vereffeningsoppervlak is 
die moet worden bepaald. De theoretische waarde van het criterium is daarmee bekend. 
Voorwaardefuncties kunnen een gecompliceerde structuur hebben aangezien hier-
onder zowel implicite functies, sequentiële functies als modellen waarin keuzemoge-
lijkheden kunnen voorkomen, worden begrepen (hoofdstuk 4). Er werd aangegeven 
hoe een systeem kan worden opgezet waarmede ook in deze gevallen eerste afgeleiden 
systematisch kunnen worden bepaald en geprogrammeerd. Een procesparameter werd 
ingevoerd waarmede de keuze van het al of niet sequentieel gebruik van sequentiële 
functies kan worden bestuurd. Stroomdiagrammen werden gegeven ten einde de al-
gemene behandeling van de genoemde typen functies te illustreren. Door de bijzon-
dere structuur van sommige van deze functies kunnen complicaties ontstaan bij het 
onderzoek van de bijbehorende vereffeningsoppervlakken. In een gekozen zoekrich-
ting kunnen discontinuïteiten voorkomen die sprongen naar nevenoppervlakken ver-
oorzaken. Er werd uiteengezet hoe in deze gevallen verkregen uitkomsten moeten 
worden geïnterpreteerd. 
De meetkundige interpretatie van de eigenschappen van het vereffeningsoppervlak 
en het daarop gelegen coördinatensysteem geeft een inzicht in de reden van het voor-
komen van langzame convergentie bij niet-lineaire optimalisering. Dit leidde tot het 
ontwikkelen van methoden waarmede de convergentie naar de eindoplossing wordt 
versneld. Het gebruik van schaalfactoren - te weten de lengte van de raaklijnvector 
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aan de parameterkrommen - als wegingsfactoren voor toe te passen correcties op 
beginschattingen voor de parameters werd analytisch uitgewerkt (hoofdstuk 5). Twee 
manieren voor het vaststellen van deze gewichten werden geïntroduceerd, namelijk het 
gebruik van differenties en het gebruik van differentialen van schaalfactoren. In het 
laatste geval moeten tweede afgeleiden van de voorwaardefunctie beschikbaar zijn. De 
met deze methoden te bereiken versnelling in convergentie werd met een voorbeeld 
toegelicht. Voor voorwaardefunctie en gegevens vermeld in appendix 2.3, waarvoor bij 
het gebruik van de Gauss-Newton methode met staplengte-optimalisering 25 volledige 
berekeningsronden nodig waren, waren met gebruik van correcties door middel van 
differentialen van schaalfactoren nog slechts 11 ronden vereist. Het toepassen van dif-
ferenties heeft het nadeel dat eerst ook van een tweede punt op het vereffeningsopper-
vlak de schaalfactoren berekend moeten worden; het voordeel is dat geen tweede afge-
leiden behoeven te worden berekend. Voor het kiezen van een tweede punt werden 
algorithmen gegeven waaruit met een voorbeeld bleek dat de gewogen nieuwe correc-
ties het aantal banen benodigd om de eindoplossing te vinden sterk reduceerde, terwijl 
in de beginfase van het optimaliseringsproces een nog sterkere reductie van de kwa-
draatsom van afwijkingen werd bereikt dan met het toepassen van differentialen. 
Wanneer op het vereffeningsoppervlak een baan wordt gevolgd die start in de rich-
ting gegeven door de differentiaalcorrecties berekend in het raakvlak aan het opper-
vlak, dan zullen de punten van deze baan na terugprojecteren op het raakvlak niet op 
de rechte liggen die opgespannen wordt door de vector gegeven door differentiaal-
correcties. Dit tengevolge van het feit dat op het vereffeningsoppervlak de baan ge-
kromd is door de krommingseigenschappen van de parameterkrommen (hoofdstuk 6). 
Dit feit werd geanalyseerd hetgeen resulteerde in een rekenwijze waarbij de afwijkin-
gen, hanteerbaar gemaakt in het raakvlak door middel van het terugprojecteren, wer-
den gecorrigeerd. Ten einde de methode zo efficiënt mogelijk te maken werden twee 
algorithmen ontwikkeld waarbij tweedimensionale lineaire respectievelijk met-lineaire 
optimalisering werd toegepast om zowel de staplengte als de zoekrichting zo goed mo-
gelijk vast te stellen. De methode gaf voor het gegeven voorbeeld een versnelling van 
de convergentie die vergelijkbaar is met die welke verkregen werd met de methode 
waarbij schaalfactoren als gewichten werden gebruikt. 
Bij het schrijven van een programma voor niet-lineaire optimaliseringstechnieken 
vallen een aantal subroutines te onderscheiden die tevens kunnen dienen om de eigen-
schappen van de voorwaardefunctie zowel als die van het convergentieproces te on-
derzoeken (hoofdstuk 7). Overwegingen werden gegeven die leidden tot een indeling 
van het totale programma in subroutine subprogramma's die met behulp van het 
hoofdprogramma NLV al naar de gewenste berekeningswijze op de vereiste wijze 
kunnen worden gekoppeld. De subprogramma's kunnen in drie groepen <porder»on-
dergebracht. De eerste groep bestaat uit de subprogramma's d,e voor elke nieuwe 
voorwaardefunctie moeten worden aangepast omdat daarin de functie ****** 
leiden voorkomen, de tweede groep bestaat uit de subprogramma s d » f ™ ^ e 
onderdelen van gradiëntmethoden bevatten en verder g e e n * " V < ^ " " ™ 
voorwaardefun J e s behoeven terwijl tenslotte de derde groep bestaat uit subprogram 
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ma's die geschreven zijn voor speciale algorithmen en procedures en die niet in de com-
puter ingelezen behoeven te worden wanneer deze speciale algorithmen niet worden 
toegepast. Aandacht werd besteed aan het probleem van het beëindigen van het itera-
tieproces. Hierbij werd vooral nadruk gelegd op het gebruik van de cosinus van de 
hoek die de verschilvector maakt met de raaklijnvector aan elk van de parameter-
krommen. Er werd op gewezen dat, hoewel het optimaliseringsproces dusdanig kan 
verlopen dat de kwadraatsom monotoon afneemt, dit niet het geval behoeft te zijn 
voor deze cosinussen. Deze kunnen in absolute waarde zelfs toenemen waarbij toch 
vorderingen worden geboekt in het convergentieproces. Twee typen van convergentie 
werden onderscheiden. Type I werd gedefinieerd als het type waarvoor de kwadraat-
som met betrekking tot het verefFeningsoppervlak afneemt terwijl de kwadraatsom 
met betrekking tot het raakvlak toeneemt. Type II werd gedefinieerd als het type waar-
voor deze beide kwadraatsommen tegelijkertijd afnemen. Uit ervaring bleek dat het 
optreden van Type II een aanwijzing inhoudt dat de convergentie naar de eindoplos-
sing traag zal verlopen. Dit werd met een voorbeeld gedemonstreerd. 
Voorwaardefuncties kunnen een specifieke gedaante worden gegeven door één of 
meer van de parameters constant te houden. Het computerprogramma moet dan de 
mogelijkheid bevatten deze parameters als constante te behandelen. Aangezien dit 
niet noodzakelijkerwijze de laatste parameters behoeven te zijn, dient het programma 
tevens de mogelijkheid te bevatten de kentallen van de parametervector te permuteren. 
Dit is in het programma algemeen gemaakt door een driedeling van de kentallen van 
de parametervector toe te passen (hoofdstuk 8). De eerste groep bestaat dan uit die 
parameters die moeten worden geoptimaliseerd, de tweede groep uit die parameters 
die aanvullende uitkomsten geven over het optimaliseringsproces alsof deze para-
meters daarin opgenomen zijn, de derde groep tenslotte bestaat uit die parameters die 
constant worden gehouden. De permutatie en driedeling wordt bereikt door parame-
terindexkaarten in het hoofdprogramma NLV in de vereiste volgorde te leggen. Per-
mutatie en driedeling komen dan automatisch tot stand in alle subprogramma's. Ten 
einde de berekeningen doelmatig te doen verlopen worden de normaalvergelijkingen 
alleen opgesteld en opgelost voor de parameters uit de eerste twee groepen. 
In het gehele optimaliseringsproces neemt het bepalen van een minimum in de rich-
ting waarin het vereffeningsoppervlak wordt onderzocht een centrale plaats in (hoofd-
stuk 9). Het zoeken naar zulk een subminimum kan worden gedaan met methoden 
waarbij zowel eerste als tweede afgeleiden van de doelstellingsfunctie worden gebruikt. 
Eerste afgeleiden werden gebruikt om de mate van nauwkeurigheid van het verkregen 
resultaat vast te stellen terwijl tweede afgeleiden, indien beschikbaar, kunnen dienen 
om de staplengte in de richting van exploratie vast te stellen. Met tweede afgeleiden 
kan bovendien de geodetische kromming worden bepaald van de baan waarin het ver-
effeningsoppervlak wordt onderzocht. Uit het gegeven voorbeeld valt op te maken 
dat de convergentie snel verloopt wanneer de kromming in het beginpunt gering is 
en de kromtestraal bijgevolg groot, terwijl de convergentie traag verloopt indien de 
geodetische kromming een grote waarde heeft. De methode waarbij gebruik wordt 
gemaakt van gewichten gebaseerd op het verloop van schaalfactoren en de methode 
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waarbij door afwijkingen terug te projecteren in het raakvlak correcties werden aan-
gebracht op de richting waarin het vereffeningsoppervlak wordt onderzocht, werden 
ontwikkeld om juist op deze kromming te corrigeren. 
Het bepalen van een subminimum werd gegeneraliseerd om het invoeren van niet-
lineaire parameterfuncties mogelijk te maken. In dit geval moeten de correctie aan te 
brengen aan de parametervector en de richting waarin het vereffeningsoppervlak 
wordt onderzocht afzonderlijk worden berekend, de laatste door de parameterfunctie 
te differentiëren naar de algorithmeparameter. Deze generalisatie werd reeds toegepast 
voor de methode van het terugprojecteren maar kan ook worden gebruikt voor een meer 
empirische benadering van het convergentieproces (hoofdstuk 10). Er werd een reken-
wijze opgesteld waarbij met behulp van reeds verkregen tussenresultaten de nadering 
naar de eindoplossing wordt gesimuleerd door voor elke parameter de tussenresultaten 
te extrapoleren. Voor deze extrapolatie werd zowel een aanpassing aan een vierde-
graads polynomium gebruikt als een aanpassing aan een hyperbolische en aan een 
exponentiële functie. Tijdens het extrapoleren behoeven geen volledige vereffenings-
ronden te worden berekend hetgeen de hoeveelheid uit te voeren rekenwerk gunstig 
beïnvloedt. In het gegeven voorbeeld bleken tijdens de extrapolatie als het ware 10 
ronden te zijn overgeslagen waardoor het eindresultaat na nog slechts 7 verdere ron-
den werd bereikt in plaats van de 19 ronden die nodig waren bij het consequent door-
voeren van de Gauss-Newton algorithme zonder extrapolatie van tussenresultaten. 
De enige restrictie die aan de tussenresultaten tot zover werd opgelegd was dat deze 
ieder in hun eigen richting een optimale deeloplossing moesten vormen. Aan de tussen-
resultaten werd een verdere voorwaarde opgelegd ten einde banen op het vereffenings-
oppervlak te verkrijgen die aan slechts geringe afwijkingen van een rechtstreekse na-
dering naar het eindpunt onderhevig zouden zijn (hoofdstuk 11). Een uitwerking werd 
gegeven voor de eis dat alle tussenresultaten op het vereffeningsoppervlak loodrechte 
projecties zijn van deelpunten van de verschilvector voor de beginschatting. Het bleek 
hierbij dat de krommingseigenschappen van de parameterkrommen een grotere in-
vloed op het verloop van het convergentieproces hebben dan de krommingseigen-
schappen van het vereffeningsoppervlak zelf. De ontwikkelde procedure heeft het 
voordeel dat een inzicht kan worden verkregen in het patroon van de parameterkrom-
men voor de toegepaste voorwaardefunctie en de daarbij gebruikte gegevens. 
De ontwikkelde algorithmen en methoden werden toepasbaar gemaakt in een com-
puterprogramma dat door middel van een hoofdprogramma kan worden bestuurd en 
waarmee de vereiste modificaties kunnen worden gerealiseerd (hoofdstuk 12). Aan-
gezien met het programma een aantal berekeningen zowel met analytische methoden 
kunnen worden uitgevoerd als met differentie en empirische methoden, biedt het pro-
gramma tevens de mogelijkheid om door het vergelijken van beide uitkomsten de pro-
grammering van eerste en tweede afgeleiden te testen. De benodigde modificaties in 
het programma kunnen met het hoofdprogramma NLV tot stand worden gebracht. 
Een korte beschrijving van de subprogramma's en het gebruik van hun argumenten 
is in een afzonderlijk hoofdstuk opgenomen (hoofdstuk 13). Voor de complete tekst van 
het programma en nadere instructies voor het gebruik zij verwezen naar appendix 1. 
157 
References 
Aird, T., 1973. Computational solution of global nonlinear least squares problems. Ph. D. thesis. 
Purdue University, West Lafayette, Indiana: 120 p. 
Booth, G. W. & T. I. Peterson, 1960. Nonlinear estimation: Forecasting by generalized regression 
methods. IBM, Math, and Appl. Dpt. New York. IBM-Share Program WL NLI. IBM-Princeton 
University. Part IV : 21 pp., Part V : 15 + 7 p. 
Box, M. J., 1966. A comparison of several current optimization methods and the use of transforma-
tions in constrained problems. Comput. J. 9: 67-77. 
Box, M. J., D. Davies & W. H. Swann, 1969. Mathematical and statistical techniques for industry. 
Monograph No. 5: Non-linear optimization techniques. Oliver and Boyd, Edinburgh. VIII + 
60 pp. 
Brooks, S. H., 1959. A comparison of maximum-seeking methods. Ops. Res. 7:430-457. 
Cauchy, A., 1847. Méthode générale pour la résolution des systèmes d'équations simultanées. Compt. 
Rend, hebdo. Séances Acad. des Sei. Paris 25: 536-538. 
Crockett, J. B. & H. Chernoff, 1955. Gradient methods of maximization. Pacific J. Math. 5:33-50. 
Curry, H. B., 1944. The method of steepest descent for non-linear minimization problems. Q. appl. 
Math. 2: 258-261. 
Davidon, W. C , 1959. Variable metric method for minimization. AEC Research and Development 
Report. Argonne Nat. Lab. 5990 (Rev). 21 p. 
Davidon, W. C , 1969. Variance algorithms for minimization. In: R. Fletcher (ed.). Optimization. 
Academic Press, London and New York : 13-20. 
Davies, M. & I. J. Whitting, 1972. A modified form of Levenberg's correction. In: F. A. Lootsma 
(ed.). Numerical methods for non-linear optimization. Academic Press, London and New York: 
191-201. 
Deming, W. E., 1948. Statistical adjustment of data. John Wiley and Sons, Inc., New York. X + 
261 p. 
Dixon, L. C. W., 1972. The choice of step length, a crucial factor in the performance of variable 
metric algorithms. In: F. A. Lootsma (ed.). Numerical methods for non-linear optimization. Aca-
demic Press, London and New York. p. 149-170. 
Dixon, L. C. W., 1974. Nonlinear optimization: A survey of the state of the art. In: D. J. Evans (ed.). 
Software for numerical mathematics. Academic Press, London and New York. p. 193-218. 
Draper, N. R. & H. Smith, 1967. Applied regression analysis. John Wiley and Sons, Inc. New York, 
London, Sydney. 407 p. 
Evans, D. J., (ed.). 1974. Software for numerical mathematics. Academic Press, London and New 
York. 451 p. 
Fiacco, A. V. & G. P. McCormick, 1968. Nonlinear programming: Sequential unconstrained mini-
mization techniques. John Wiley and Sons, Inc., New York, London, Sydney, Toronto. 210 p. 
Fink, D. H. & R. D. Jackson, 1973. An equation for describing water vapour adsorption isotherms of 
soils. Soil Sei. 116(4) : 249-261. 
Fisher, R. A., 1958. Statistical methods for research workers. Oliver and Boyd, Edinburgh, London. 
356p. 
Fletcher, R., 1965. Function minimization without evaluating derivatives: A review. Comput. J. 8: 
33-41. 
158 
Fletcher, R., (ed.). 1969a. Optimization. Academic Press, London and New York. 354 p. 
Fletcher, R., 1969b. A review of methods for unconstrained optimization. In: R. Fletcher (ed.). 
Optimization. Academic Press, London and New York. p. 1-12. 
Fletcher, R., 1972a. Conjugate direction methods. In: W. Murray (ed.). Numerical methods for un-
constrained optimization. Academic Press, London and New York. p. 73-86. 
Fletcher, R., 1972b. A survey of algorithms for unconstrained optimization. In: W. Murray (ed.). 
Numerical methods for unconstrained optimization. Academic Press, London and New York. p. 
123-129. 
Fletcher, R. & C. M. Reeves, 1964. Function minimization by conjugate gradients. Comput. J. 7: 
149-154. 
Hartley, H. O., 1961. The modified Gauss-Newton method for the fitting of non-linear regression 
functions by least squares. Technometrics 3:269-280. 
Hayes, J. G., 1974. Algorithms for curve and surface fitting. In: D. J. Evans (ed.). Software for 
numerical mathematics. Academic Press, London and New York. p. 219-233. 
Himmelblau, D. M., 1972. A uniform evaluation of unconstrained optimization techniques. In: F. A. 
Lootsma (ed.). Numerical methods for non-linear optimization. Academic Press, London and 
New York, p. 69-97. 
Hooke, R. & T. A. Jeeves, 1961. Direct search: Solution of numerical and statistical problems. J. Ass. 
comput. Mach. 8:212-229. 
Jacoby, S. L. S., J. S. Kowalik & J. T. Pizzo, 1972. Iterative methods for nonlinear optimization 
problems. Prentice-Hall, Inc., Englewood Cliffs, New Jersey. 274 p. 
Jones, A., 1970. Spiral: A new algorithm for non-linear parameter estimation using least squares. 
Comput. J. 13:301-308. 
Kowalik, J., 1967. A note on nonlinear regression analysis. Austr. Comput. J. 1:51-53. 
Kowalik, J. & M. R. Osborne, 1968. Methods for unconstrained optimization problems. Elsevier, 
New York. 148 p. 
Levenberg, K., 1944. A method for the solution of certain non-linear problems in least squares. Q. 
appl. Math. 2:164-168. 
Lootsma, F. A., (ed.). 1972. Numerical methods for non-linear optimization. Academic Press, London 
and New York. 440 p. 
Marquardt, D. W., 1963. An algorithm for least squares estimation of non-linear parameters. SIAM J. 
2:431-441. 
McCormick, G. P. & J. D. Pierson, 1969. Variable metric methods and unconstrained optimization. 
In: R. Fletcher (ed.). Optimization. Academic Press, London and New York. p. 307-325. 
Murray, W., (ed.). 1972a. Numerical methods for unconstrained optimization. Academic Press, Lon-
don and New York. 144 p. 
Murray, W., 1972b. Fundamentals. In: W. Murray (ed.). Numerical methods for unconstrained op-
timization. Academic Press, London and New York. p. 1-12. 
Murray, W., 1972c. Second derivative methods. In: W. Murray (ed.). Numerical methods for un-
constrained optimization. Academic Press, London and New York. p. 57-71. 
Murray, W., 1972d. Failure, the causes and cures. In: W. Murray (ed.). Numerical methods for un-
constrained optimization. Academic Press, London and New York. p. 107-122. 
Neider, J. A. & R. Mead, 1965. A simplex method for function minimization. Comput. J. 7: 308-313. 
Powell, M. J. D., 1972a. Minimization of functions of several variables. In: J. Walsh (ed.). Numerical 
analysis : An introduction. Academic Press, London and New York. p. 143-158. 
Powell, M. J. D., 1972b. Problems related to unconstrained optimization. In: W. Murray (ed.). 
Numerical methods for unconstrained optimization. Academic Press, London and New York. p. 
29-55.
 r . 
Rosenbrock, H. H., 1960. An automatic method for finding the greatest or least value of a function. 
Comput. J. 3:175-184. , . . . 
Sargent, R. W. H. & D. J. Sebastian, 1972. Numerical experience with algorithms for unconstrained 
159 
optimization. In: F. A. Lootsma (ed.). Numerical methods for non-linear optimization. Academic 
Press, London and New York. p. 45-68. 
Siegel, S., 1956. Nonparametric statistics for the behavioral sciences. McGraw-Hill Book Company, 
Inc. New York, Kogakuska Company, Ltd. Tokyo. 312 p. 
Spang III, H. A., 1962. A review of minimization techniques for non-linear functions. SIAM Rev. 4: 
343-365. 
Spendley, W., 1969. Nonlinear least squares fitting using a modified simplex minimization method. In : 
R. Fletcher (ed.). Optimization. Academic Press, London and New York. p. 259-270. 
: Stanton, R. G., 1961. Numerical methods for science and engineering. Prentice-Hall, Inc., Englewood 
Cliffs, New Jersey. 266 p. 
Stol, Ph. Th., 1962a. Een meetkundige beschouwing over de niet-lineaire vereffening. Nota 138, ICW, 
Wageningen. 23 p. 
Stol, Ph. Th., 1962b. Het gebruik van schaalfactoren als hulpmiddel voor een snelle convergentie bij 
niet-lineaire vereffening. Nota 139, ICW, Wageningen. 22 p. 
Struik, D. J., 1961. Lectures on classical differential geometry. Addison-Wesley Publ. Comp. Inc., 
Reading, Mass., London. 232 p. 
Swann, W. H., 1972. Direct search methods. In: W. Murray (ed.). Numerical methods for uncon-
strained optimization. Academic Press, London and New York. p. 13-28. 
Tornheim, L., 1963. Convergence in nonlinear regression. Technometrics 5:513-514. 
Walsh, J., (ed.). 1972. Numerical analysis : An introduction. Academic Press, London and New York. 
212p. 





1 PROGRAMS 1.1 Technical information 
It THIS PROGRAM IS DEVELOPED BT PH.TM,STOL« HEAO SECTION MATHEMATICS! INSTITUTE 
POR LAND AND WATER MANAGEMENT RESEARCH* 11 MARlJKEWEG* P.O.BOM 3St WAGENINGEN 
THE NETHERLANDS. TEL. 0B37O - 19100. LAST PRO«flAM UPDATE 5 JANUARY 1975 
2> THE PROGRAM IS WRITTEN IN FORTRAN EXTENDED AS DESCRIBED IN CONTROL DATA-S 
FORTRAN EXTENOED REFERENCE MANUAL. PUBLICATION NO 6017*600 (1971» REVISION G 
BT CONTROL DATA CORPORATION* 215 MOFFETT PARK DRIVE* SUNNYVALEf CALIFORNIA 
9*086* USE IS MADE OF 7-CHARACTER VARIABLES. THE PROGRAM IS PUNCHED IN 026 
HOLLERITH CODE . OUTPUT IS FOR A 136 CHARACTER LINE PRINTER. 
91 THE PROGRAM IS RUN ON THE CDC-6600 COMPUTER OF CONTROL DATA NEDERLAND* DATA 
SERVICES DIVISION* 5 J.C.VAN NARKENLAAN. RIJSWIJK (ZHt* THE NETHERLANDS* BV 
MEANS Or THE MARC-11 TERMINAL OF THE TECHNICAL AND SCIENTIFIC COMPUTER CENTER 
OF THE GOVERNMENT SERVICE FOR LAND AND WATER USE* 12 MALIESINOEL* UTRECHT. 
«I PERFORMANCE OF THE PROGRAM IS UNDER SCOPE 3,3 (355.9 INSTALLED AT 08/08/73), 
AS DESCRIBED IN CYBERNET SCOPE 3.3 REFERENCE MANUAL BATCH AND REMOTE BATCH 
OPERATING SYSTEM* PUBLICATION NO 86618000 (19731 BY CONTROL DATA CORPORATION 
HBW05F. P.O.bOX 0* MINNEAPOLIS* MINNESOTA 55**0. 
SI THE PROGRAM IS SPLIT UP IN SEVERAL PARTS. ALL PROGRAM PARTS ARE ON FILES IN 
UPDATE CREATION MODE. THE ALGORITHM ROUTINES ARE FIXED EXCEPT FOR THE DIMEN-
SIONS OF THE SUBSCRIPTED VARIABLES* THE VARIABLE PROGRAM PARTS CONSIST OF THE 
CONDITION FUNCTION AND ITS DERIVATIVES WITH RESPECT TO THE PARAMETERS. 
VARIABLE PROGRAM PARTS ARE USED AS UPDATE CONDECKS. SCOPE 3.3 UPDATE SYSTEM 
PROGRAM IS USED TO MANIPULATE THE LIBRARY FILES TO LINK THE PROBRAM PARTS. 
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ARRAY SIZES ARE DETERMINED WITH THE AID OF THE INTEGERS MENTIONED BELOW 
NUMBER OF DIRECTIVE CONSTANTS IN NEW FUNCTION 
NUMBER OF PARAMETERS IN NEW FUNCTION 
NUMBER Or DATA 
NUMBER OF OBSERVED VARIABLES 
SECOND DERIVATIVES USED 
DEFINE P1"P* N1*N* 01-6. CP1-CP. IF(T.EB.IH-) 
FROM THESE CALCULATE THE INTEGERS 




T-1H- (NOl* T«1H* (YESI. 
THCN P1»N1"0I-CPI»1 
•»P*l AND CP-0»P/2 
THERE ARE NO RESTRICTIONS IN THE PROGRAM WITH RESPECT TD THE NUMBERS C. P. N 
AND H. HOWEVER. THE TABLEAU OF PARTIAL SOLUTIONS, PRODUCED IN SUBROUTINE 
LISTING (FORMATS 35* 3T ANO 251 AND THE PARAMETER PERMUTATION TABLES PRODUCED 
IN SUBROUTINES lNITL (FORMATS 32* 33 AND 3*1 AND BLOCK (FORMATS 41 AND **) 
GIVE A PROPER LAYOUT FOR 30 PARAMETERS AT MOST. COMBINATORIAL SEARCH IS FOR 
THE FIRST 1* PERMUTED PARAMETERS AT MOST - DIMENSION KLAS«1* IN SUBROUTINE 
HOWA USED IN ENTRY COMBIN AND FORMAT 527 - . FORMATS 520. 521 ANO 522 ARE 
FOR 30 PARAMETERS AT MOST. 
T> 
ARRAY SIZES OF VARIABLE COMMON DIMENSIONS ARE FSEE APPENDIX I.A.IT 
•COMDECK OVAR 
COMMON AIPt*B(Pl*HAHBIP).NAME(Pl.CORR(Pt«DELTA(Pl.STDEV(P) 1 
COMMON HA(at,HBlO)tANORH(0)*BNORM<OI,IPtB>*JPIQ) 2 
COMMON YCLCA(Nt,YCLCBIN)>YOCA(N),YOCB(Nt,YOBSfNt 3 
COMMON KFIXC(P) (ALBIPI «AUS (PI * IB (PI .FA(N.G) .FA2I«) A 
COMMON X4N,MI.XA<15tP),XHAtl5.Pr.XCOSN(15.P>tIPX<l5.P> S 
COMMON IPAR(C)*M(O*O).XM(QtB)*FAA(Nl*CPl)*F0FAA(Pl(Pll 6 
COMMON FAFAA(P1*P1)*FFAAMHIP1).FSS(N1)*CURVT0T(P1I.CURV6E0<P1) 7 
ARRAY SIZES OF VARIABLE DIMENSIONS IN SUBPROGRAMS ARE 
•COMDECK DIM1NITL DIMENSION ISTAR(R1 
•COMDECK DIMFNCTN DIMENSION CIP)»YCLC(N)(YOCIN1 
•CONOECK DIMDFOA DIMENSION CIP1*H(0),YOC(N).YCLCiNI,0«0ERED<P1,1P£RM(P> 
•COMOECK DIMD2F0A DIMENSION C(P11*FAA2(PI I*K(0]11iL(CP11.YCLCIN1)*Y0C(N11 
•COMDECK OlMNRMEO DIMENSION H(Q>*CNORM(01tCOSNIBI.YOC(N> 
•COMDECK D1MSOLVE DIMENSION C(PI.SOLNIPI•£(P>.BB(P)*CN(B>.COSINFIOI.0(0) 
•COMDECK DIMHOWA DIMENSION D(P>*E(P).ISTAR(P).FCALCIN)*FOC(N>.TJFSS(Pl) 
DIMENSION DCURVE(Pl) 
•COMOECK DIMHIN OIMENSION KS(PI).FKSINII.FJS(NI),TJFSS(P1I*DCURVE(PI) 
DIMENSION CRCTN(P)*IBN(P) 
•COMDECK OIMLIST DIMENSION A2A1IP),T0T21(PI *ITALLY(P)*TVALUE(P) 
•COMDECK DIHBLDCK DIMENSION IP8(5,P)*JPB(S.P).ISTER(P) 
•COMDECK DIMBACK DIMENSION VDELT(PI*UOELT(PI*0»8),VBA(N) 
•COMDECK DIMTRACK DIMENSION XXA(P),VCALC4N)*YOIFINI 
•COMDECK DIMLIPEX DIMENSION AA(P)tBB(P)*CC(P)*00(P)*£E!P>•ITELIPI 
OTHER SUBSCRIPTED VARIABLES HAVE FIXED DIMENSIONS ANO NEED NOT BE UPDATED. 
' INSTRUCTIONS FOR USE OF VARIABLE AND PARAMETER NAMES WHICH ARE OBLIGATORY 




HI.II IS WORKING FIELD FOR 
YOBSIII AND CANNOT BE USED. 
WHEN DATA ARE PUNCHED ON 1I1INDATA 
PUNCH CARDS THE FOLLOWING ROUTINE 
CAN BE USED IN «COMOECK RDDATA 
WHERE FINALLY THE ACTUAL NUMBER 
DT DATA NDATA>M1NIN0ATA,1-1) 
I»0 
1000 1-1*1 S R£AD(2*2I X(I*2).Y0BS(I» 





CALCULATED FUNCTION VALUES 
PARAMETERS TO BE FITIEO 
INDEPENDENT OBSERVED VARIABLES 
TWO TYPES OF FURTHER VARIABLES IN 
COMMON STATEMENTS ARE AVAILABLE 
ANO 
FOR WHICH THE INTEGER C IS 
TO BE DEFINED 1IF NOT USED* C«l l 
FOR IMPLICIT FUNCTIONS X4 I .1 I CAN 
BE USED AS STARTING VALUE FOR 
ITERATION ON TCLCI1I 
VALUES OF riRST DERIVATIVES 
VOBSdltli l .NOATA 






FOR NAMES OF PARAMETERS AND 
VARIABLES SEE SUB FNCTN 
FOR IMPLICIT FUNCTIONS USE 
SUBROUTINE 02FDA VALUES OF SECOND DERIVATIVES 
FOR NAMES OF PARAMETERS AND 
VARIABLES SEE SUB FNCTN 
FOR IMPLICIT FUNCTIONS USE 
FAI I .K I I . l . l .NOATA 
K1.K2* . . . .KP 








THE USE OF FIRST DERIVATIVES OF THE CONDITION FUNCTION 15 OBLIGATORY AS THE 
ALGORITHMS IN THE PROGRAM ARE BASEO ON THEIR AVAILABILITY. 
THE USE OF SECOND DERIVATIVES OF THE CONDITION FUNCTION IS OPTIONAL. THEIR 
USE THROUGH ALL SUBROUTINES IS GOVERNED MERELY BY THE CALL STATEMENT IN THE 
MAIN PROGRAM NLV. 
10)TOTAL TIME TO READ THE ENTIRE PROGRAM ON A MARC-II READER ABOUT 25 MINUTES 
TOTAL TINE FOR UPOATE ANO COMPILATION I0PT»2.L»Q1 ABOUT 75 DEC.SYSTEM SECONDS 
TOTAL TIME REQUIRED TO PRODUCE A LIST OF THE MAIN PROGRAM ANO ALL SUBPROGRAMS 
UNDER R«3 OPTION ABOUT *5 MINUTES ON THE MARC-II TERMINAL LINE PRINTER. 
Ill PROGRAMS ARE COMPILED UNDER FORTRAN OPT-2 COMPILE MODE. DEFAULT FIELD LENGTH 
FOR LOADING CAN BE TAKEN 76000(OCT). A REDUCTION OF FIELD LENGTH BY MEANS OF 
A REDUCTION CONTROL CARD WILL BE HONORED FOR MODERATE SIZED PROBLEMS. 
12) SUBROUTINE SUBPROGRAMS ARE CALLED BY MAIN PROGRAM NLV. INSTRUCTIONS FOR 
APPLICATION ARE GIVEN IN STOL (I97S. APPENDIX LSI THE DEFAULT AL80R1THM IS 
GAUSS-NEWTON WITH STEP LENGTH OPTIMIZATION. 
131 PARAMETERS PRESENT IN THE CONDITION FUNCTION CAN BE PERMUTED BY PARAMETER 
PERMUTATION CARDS IN THE MAIN PROGRAM NLV. GROUPING OF PARAMETERS IS ACHIEVED 
BY USING THE PARAMETER GROUPING CARDS IN NLV WHICH ARE FOR 
NPART * PARTIAL PARAMETER VECTOR TO OPTIMIZED. 
NPAR - NUMBER OF PARAMETERS FOR WHICH NORMAL EQUATIONS WILL BE SOLVED. 
INFORMATION ABOUT THE NUMERICAL PROCESS IS OBTAINED . 
HPAR - TOTAL NUMBER OF PARAMETERS THAT OCCUR IN THE CONDITION FUNCTION. 
14) 
OUTPUT OF INTERMEDIATE RESULTS CAN BE OBTAINED BY CHANGING THE DEFAULT VALUES 
OF THE OUTPUT PARAMETERS. THIS CAN BE DONE IN MAIN PROGRAM NLV BY 
CHOOSING INK3-lNK7*INKBO AND CHAN6ING THE OUTPUT VARIABLES IN THE ARGUMENTS 
OF THE SUBROUTINES. UNDER CONTROL Or DEFAULT VALUES THE OUTPUT OF ARRAYS 
WHICH DEPEND ON THE NUMBER OF DATA IS AUTOMATICALLY REDUCED TO MIN(NDATA*50I. 






SUBROUTINE HÜWA INFORMATIVE 
SUBROUTINE MIN 
COMMON STATEMENTS IN MAIN- ANO SUBPROGRAMS 
HAVE DIFFERENT DIMENSIONS OF ARRAYS. OR 
COMMON CARDS OUT 01" ORDER. 
NUMBER OF DEGREES OF FREEDOM (NBATA-NPART) 
LESS THAN ZERO. NUMBER OF DATA INDATAI HAS TO 
BE CHECKEO. 
INITIAL PARAMETER VALUES OUTSIDE BOUNDS. 
DEFINITION Of BOUNDS AND INITIAL PARAMETER 
VALUES IN NLV SHOULD BE CHECKED. 
LENGTH OF VECTOR OF DERIVATIVES (SCALE FAC-
TOR) EtUAL TO ZERO. CHECK FIRST DERIVATIVE 
FORMULAS IN SUB DFOA OR CHOOSE NEW INITIAL 
PARAMETER VALUES IN MAIN PROBRAM NLV. 
ZERO DIAGONAL ELEMENTS OCCUR IN THE MATRIX M 
OF NORMAL EQUATIONS. IT IS ALSO TESTED 
WHETHER ZEROS OCCUR DURING THE NUMERICAL 
REDUCTION IN SOLVING THE NORMAL EQUATIONS. 
MATRIX SINGULAR* PARAMETRIC CURVE DIRECTIONS 
PROBABLY DEPENDENT. SUPERFLUOUS PARAMETERS 
CAN BE PRESENT IN THE CONDITION FUNCTION. 
OPTIMAL STEP LENGTH IS FOUND TO BE ZERO IN 
THREE CONSECUTIVE CYCLES. CORRECTION VECTOR 
PROBABLY ZERO OR ALL PARAMETER VALUES TOO 
CLOSE TO PARAMETER BOUNDS. 
EXECUTION TERMINATES IN MAIN PROGRAM NLV AT 
STOP 1 (SEE BELOW). 
DER STOP 1 (SEE BELOWI. 
SUBROUTINE HIN TWO TIMES IN A ROW ENTERED 
WITH STEP FACTOR (EPS) EOUAL TO ZERO. «ORE 
MINIMA IN DIRECTION OF SEARCH CAN OCCUR. USE 
A WRITE OPTION IN THE ARGUMENT OF SUB MIN TO 
INVESTIGATE THE (EPS-SO) RELATIONSHIP. 
IN TWO CONSECUTIVE ITERATIONS THE SIGN OF 
THE DIRECTION OF SEARCH CHANBED TO OBTAIN A 
NEGATIVE SLOPE AT EPS-.O. NO INDICATION FOR 
A SPECIAL ERROR. USE WRITE OPTION SEE STOP 60 
THE VALUE Or THE INTEGER END THAT DEFINES THE 
NUMBER OF REPETITIONS OF THE TOTAL FITTING 
PROCEDURE HAS TO BE GREATER THAN OR EOUAL TO 
2. REDEFINE ENO IN THE MAIN PROGRAM NLV. 
STOP 71 NUMBER OF CYCLES TOO SMALL TO APPLY THIS 
SUBROUTINE. INCREASE VALUE OF NCYCLES IN 
MAIN PROGRAM NLV. 
STOP 72 COLLINEARITY OF POINTS. HYPERBOLIC AND EX-
PONENTIAL SIMULATION CAN NOT BE PERFORMED. 
EXECUTION TERMINATES IN A NORMAL WAY IN THE MAIN PROGRAM NLV WHEN THE 
REOUIRED CONVERGENCE CONDITION IS FULFILLED OR WHEN THE DEFINED NUMBER OF 
CYCLES IS PERFORMED. THE ALTERNATIVES AREI 
PROGRAM NLV STOP 1 DEFINED NUMBER Of CYCLES HAS BEEN PERFORMS» 
(DEFAULT NCYCLES-IQ. TO BE REPEATED END"» 
TIMES) MAXIMUM NUMBER OF CYCLES THAT CAN Bt 
DEFINED IN NLV NCYCLES-1». 
STOP 55 COSINE OF THE ANGLE BETWEEN THE DIRECTION 
OF THE PARAMETRIC CURVES AND THE RESIDUAL 
VECTOR FDR THE FIRST NPART PERMUTED „ t B U 
PARAMETERS LESS THAN A PRE-OEFINfO CRITERION 
(DEFAULT VALUE 0.001» DEFINED BY COSCRIT-
1000.). FULFILLED CONVERGENCE CONDITION IS 
CARRIED OVER THROUBM THE SUBROUTINES BT THt 
STATEMENT NVS2»*H ••» WHICH IS DEFINED IN 
SUBROUTINE HOWA. 
NUMBER Or STOP DEPENDS ON WHICH CONDITION IS FULFILLED FIRST. IN NLV SPECIAL 
PROCEDURES THAT HAVE TO BE CARRIED OUT WITH THE FINAL PARAMETER VALUES CAN 
^BE INSERTED BEFORE THE STOP 55 STATEMENT. 




EXECUTION TERMINATES IN PROGRAM NLV IF Ï * 
COSINE CRITERION IN THE ARGUMENT OF SUB *£?•* 
(CCRITl IS FULFILLED FOR ALL BLOCKS OEFI»t»-
MODIFICATIONS TO THE DEFAULT DECK RETURN TO THE CALLINÖ PROGRAM AND EXECUTION 
TERMINATES AT STOP I OR STOP 55 IN MAIN PROGRAM NLV RESPECTIVELY. 
OUTPUT STARTS WITH SUBJECT HEADING PRINTED BELOW THE SECOND JOB SEQUENCE 
NUMBER IF OUTPUT OF PROGRAM TEXT IS SUPPRESSED . „„ ., 
191 UNDER CONTROL OF DEFAULT VALUES STOP 55 TERMINATION PRODUCES A SUMMARY Of 
NUMERICAL AND STATISTICAL RESULTS OF THE FITTING PROCESS. UNOER STOP I 
CONTROL THE PROCESS CANNOT BE REGARDED TO BE TERMINATED. HOWEVER. HOST 
»n. Î2Ï! 2LJSÎ INroBM*TION ABOUT THE FITTING PROCESS IS GIVEN IN THIS C*« TOT* 
201 THIS PROGRAM CONTAINS ALGORITHMS AND METHODS OF WHICH THE UNOERLtlN« J * 0 ? 1 
i L . * ^ . 1 " S T 0 L ' PH"-IP « • I»«. A CONTRIBUTION TO THEORY AND PRACTICE W 
NONLINEAR PARAMETER OPTIMIZATION. PUDOC» WAGENINGEN. THE NETHERLANDS. 
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1.2 Default main program NLV 
DEFAULT DECK MAIN PROGRAM NLV WITH PARAMETER PERMUTATION CARDS FOR A FOUR 
PARAMETER CONDITION fUNCTION. CARDS THAT HAVE TO BE REPLACED ARE DENOTE» 
( BY • IN THE FIRST COLUHN. SEE EXPLANATION IN SECTION 3 ) . 
•••UNMODIFIED DEFAULT DECK FOR MAIN PROGRAM NLV»»» 
"PAR- * S MAXVEC- 2 S MAXDAT» 20 f N.-O S A1D-CK-1 . IT NLV 
CALL DEFAULT
 / „„ ,_„ 
•NCïCLES«10/EN0-l/lNK3,7.8<7/LSUMRt«i/N0UTFN.DF,D2FM,R0-FL-N/C0SCRIT"O>/IC"(0) 
-REDEFINE DEFAULT VALUES IF DESIRED 





NPART • K 
NPAR a K 
MPAR a K 
HEADING« IN1TL« -READ« NOCLCM THROuOH 2 FORMAT 
CALL HEADING 
CALL INITL 
CALL READ Oil.NOUTRD) 
IREP • 0 
10 IREP • IREP»l S I3«3 S IFlLSUMRY.NE.il 13»7 
NOCLC- 1 i WRITEII3.Z) NOCLC S 00 5 K • l.NPAR 
5 S ( K ) - X A { 1 * K 1 B A ( K I 
2 F0RMAT<1K1#«"»»»»»»»»»START OF CYCLE NO*!** • • • * / • ) 
' ALGORITHM STATEMENTS 
NC«0 S MCYCLS»NCYCLES 
» »4C«NC*1 






IFINOCLC.GE.NCYCLSI GO TO 30 S N0CLC-N0CLC1 
CALL MIN(DELTA.O. I . .O. .0 .20.0 .0t 
CALL »ISS 
IFtNC.LT.NCYCLS) GO 10 20 
30 CONTINUE 
CALL SUM»Y.RETURNS(40) 




AN EXECUTABLE DEFAULT DECK IS OBTAINED AS FOUJtfS. «SEE ALSO APPENDIX 1.1) 
-INSERT COMDEK DVAR 
INSERT AT THIS PLACE »COMOECK DVAR ISEE APPENDIX 1.4.1 TOR COMPLETE EXAMPLS» 
A COMDECK KITH THE SAME DIMENSIONS AS USED IN THE SUBPROGRAMS IS OBLIGATORY. 
•INSERT COMDECK DFIX 
INSERT AT TNIS PLACE »COMDECK DFIX »SEE APPENDIX 1.4.1 FDR COMPLETE EXAMPLE! 
"REDEFINE DEFAULT VALUES 
IF DESIRED CHANGE DEFAULT VALUES HERE. 
•INSERT PARAMETER VALUES 
INSERT AT THIS PLACE CARDS THAT ASSIGN INITIAL VALUE» TO ALL PARAMETER! 
PRESENT IN THE CONDITION FUNCTION. 
•INSERT PARAMETER BOUNDARY VALUES 
BOUNDS ON THE K-TH PARAMETER CAN BE DEFINED BY THE FOLLOWING STATEMENT. 
ALB(K)> ~.99E*99 S AUB(K)- ,99C*99 > NB-NB*1 » IBINBIa K 
ONLY THOSE FOR PARAMETERS WITH FINITE BOUNDS MEED BE USED. THE EXAMPLE GIVING 
DEFAULT VALUES. ANY ORDER AND ANY NUMBER FROM OIIIMPAR IS PERMITTED. 
PARAMETER BOUNDARY CARDS NEED NOT BE PERMUTATED IN CASE TWE PARAMETERS ARC. 
PARAMETER VALUES AND BOUNDS THAT DEPEND ON THE MAWITUOES Of OBSERVED VALUE« 
CAN BE DEFINED AFTER OBSERVED »ALUES NAVE BEEN READ. AN EXAMPLE WOULD READ 
CALL READ Utl.NOUTRD) 
A U ) •Y0SS I1 ) *1 . „ _ . * 
ALBI1>"Y0BS(1) S AUBUI" .99E*99 » NB-N».| S ! • , ( " » ) • 1 2 
IREP " 0 __ _mm_ . _ „ . „ _ „ „ „ „ _ . . . . _ „ 
IF SECON0 DERIVATIVES ARE PROGRAMMED AND USED. THE COMPLETE HC5SIAN MATRIX 
G/2 • (N-N02I CAN BE APPLlEO BY REDEFINING N02-1 IDEFAULT « Z » « » ; „ _ , , . 
APART FROM THIS USE OF SECOND DERIVATIVES THE DEFAULT VALUE N02-0 PEWITS 
THE USE OF THE APPROXIMATION OF THE STEP FACTOR AS FOLLOWS 
. . . . - • a . a a a a a - a a . ^ . . ^ ^ f N C K L S ( M t 0 jo , NOCLC-NOCLC>1 
NX*20 S IF IEPSEST.GT..S»EPS.AND.EPSEST.LT.2.»EPH NX-3 1 
CALL HINIDCLTA.O.W.O..O.NX.0.O1 * 
CALL AIS8 _ „ „ * _ _ „ _ , „ _ _ . . _ _ — - ™ 
"" ÎF"NO*SÊCÔNÔ"OÊRÏVÂTÏVES"ARE PROGRAMMED 10« IF THEY «ILL MOT BE USE» OR »ILL 
BE SKIPPED) THE CALL D2FDA STATEMENT MAS TO »E DELETED ONLY. 
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'CALL OF IX 
GO TO 15 
ENTRT DEFAULT 
IF DEFAULT VALUES ARE CHANGED CHECK OUTPUT FORMAT5 12.14*16*18 
NOCLC-IREP-NC«NCYCLS»l 
lFICK.EO.A(l ) ) GO TO 54 
HRITE(3.55) • HRITE(3>56) Ad).CK < STOP 10 
55 F0RMAT(///1M «CK.NE.All), CHECK COMMON COHOECKS ON PROPER ORDER«/) 
56 FORMAT IIH «Adl*«E14.5* . BUT LAST COMMON VARIABLE ON COMMON CAR 
•0 NO IS CK«A(1)-«E14.5//1M «STOP 10 (INITL1«) 
54 CONTINUE 







N0UTFL»5HNDATA S NOUTRD*0 
COSCRlT-1000. S EPSEST"EPS».001 S 
R'l. S RN-RP'.l S REC1»REC2«.0 
DO 11 1-1.6 
11 1C(I)»10L 
DO 1 1-1.25 
1 CPARd)«.lOI01 
RETURN 
INITIAL VALUES ARE GENERATED IN THIS PART 
15 CONTINUE 
MAXCYCL-0 
00 6 1-1.25 
6 NRlNSU8(I)-EXTIME(I)»0.0 
CPTlHE-SECONO(ST) * NRlNSU0(l>-NRINSUB(l)*l 
NUHBR11)»EPH IN 11)-EP5NEH111-.0 
METHD«0 
NT-NPAR'l 
DO 3 I-l.MAXVEC 
3 BOTTOMd>»TOPd)-.0 
DO T I-l.lS 
X8ETA(I)»1. 
7 X C 0 5 M T I I 1 ' X C R L M T ( I ) > 0 . 0 
DO 10 IM.MPAR 
X A d . I ) ' A ( l ) 
KFIXC(I>«0 
HA(I>«HB(I>"1. S 00 10 JM.NCYCLE5 
HPARTX<J)-NPART 
I P X ( J f I i - l H . ) 
10 ) 
HRITEI3.2) MPAR.NPAR.NPART.NDATA 
2 FORHAT(/1HO«TOTAL NUMBER Of PARAMETERS MPAR » J « I 4 / 1 H »TOTAL NUNS 
•ER TO BE SOLVED NPAR ««14/1H «TOTAL NUMBER TO BE FITTEfl NP 
• A R T B « I 4 / 1 H 0 » T O T A L NUMBER OF DATA NDATA-«I4//1H «NUMBER OF 
• DATA HILL BE COUNTED IN SUBROUTINE READ IF NOATA-X«/) 
tfRITE(3.20> 
20 FORMATdH « » « I N I T L XE0D««*/> 
IF(NPART.GT.O) GO TO 118 
HRITEO.21) % STOP 11 
21 F0RMATI///1H «NPART-0. IMPROVE ORDER OF PARAMETER PERMUTATION CARD 
•S IN MAIN PROGRAM NLV«//1H «STOP 11 I IN ITL)« ) 
ENTRT HEADINO 
CPTIME-SECONOISTI S NRINSUBd )-NRINSUB ( 1 ) »1 







HRIT£(3.29) N02 f IF(N02.CB.O) HRITE0.27) NOT 
29 F0RMAT(1H*B5X«HATRIX N02«5X«USE0«5X«IN02- 0 / « I 2 « )«) 
27 FORMATdH* 96X.A3) 
12 FORMAT! //1H127X«VALUES OF SYSTEM PARAMETERS DEFAULT / USED 
• IN THIS J0fl«/1N 135(«"«) / /1H »NCVCLES«10 /«I4.9X«N0ATA »5HC0UNT 
• /»I4.16X«EPS • .001 /«F10.6.9X«lC(l)«10L(flLANK> /»2XA10/IH 
•«END - 1 /«I4.T66»EPSEST- .001 /«F10.6.9X*IC(2)"10L«9X«/«2X 
•A10) •-
14 FORMATdH T28«NOUTRD -O(NOATA) /«I4T101«IC(3)«10L*9X«/«2XA10/1M « I 
•NK3 • 7 /«I4.9X«NOUTFN - 1 /«I4*16X*«C8S - .66666 /«F1Q 
•.6.9X«IC(4)«10L«9X»/«ZXA10 /1H «1NK7 • 7 /#I».9X»NOUTOF > 1 
• /«I4.51X«IC(5»»10L«9X«/«2XA10l 
16 FORMATdH «INKB • 7 / « I 4 . 9 X « N 0 U T 0 2 F B 1 /« I4 , |6X*RN • . 
• 1 /«F10,6,9X«IC(6)"10L«9X»/«2XA10/1H T2B«N0UTFL «5HN0ATA / » I 4 
•*16X«RP « . 1 / « r i o . 6 t 
18 FORMATdH »LSUMRY - 1 /«I4.T101«REC1 • 0 . 
•«COSCRIT« 1000. /«E10.4,10X«R - 1 . 
• . 0 /«F10.1/1H I 3 5 ( « « « ) / / | M 0 * I F NDATA -
• COUNTED IN REAOH/1H «IF NOUTRO" 0 NOUTRD 
) /«F10.1/1M T2B 
/#f10.6»9X«REC2 • 0 
( DATA HILL BE« « 
' ILL AUTOMATICALLY M 
NOUTFL HILL AUTOMAT I 
ir(NB.EO.O) HRIT£(3t l3) 
13 F0RMAT(//1H «NO BOUNDS NAVE BEEN DEFINED BEFORE CALL HEAOIN»«/I 
IF(NB.EO.O) BO TO ZZ 
HRITE(3.17) 
17 F0RMAT(//1M « I«6X«NAME«10X«LDHER BOUNO«6X«STARTIN» VALUE«5X*UPPER 
• B0UND«/1H 6 9 ( * - * ) / ) 
DO 19 I-l.MPAR 
HRITE(3>23) I tNAMCI I ) .A( I ) 
I F I A L B ( I ) . G T . - . 1 E * 9 0 ) HR1TE0.24) ALB(I) 
IF (AUBI I ) .LT . * . IE*90> MRITE(3.2S> AUB(I> 
19 CONTINUE 
23 FORMATdH I2*4X.A10.22X,£13.5) 
24 FORMATdH. 18X.E15,5.« -») 
25 FORMATIlH*51Xt« >«E14.S) 
22 CONTINUE 
IF(NRINSUG(14).EO.O) 60 TO 40 
CALL BLOCKd0.O.O*.O) 
GO TO 42 
40 HRITEI3.41) 
41 FORMATI/lH «NO BLOCKS HAVE BEEN DEFINED«/! 
HHEN-OATElTA(l)l B CL0CK"TIME(TA(2)I * CPTIME-SECONDITAO)I 
•RITE(3.50) S IIRITE(3*51) S HRITEI3.52) 
50 FORMAT UMi 1 
51 FORMATdH T9«SUejECT«T4S«DATE«T60»TlME«T7l«CP-SEC*TB5*USEO TO**/) 
52 FORMATdH «NONLINEAR PARAMETER OPTIMIZATION«) 
•RITE(3*53) TA(1I.TAI2>.TA(3) 
53 FORMATI1H.40X.AIO.5X.A10.F10.3« COMPILATION/LOADIMB«) 
HR1TE(3*100> S HRITE(3tl03) IC S HRITEI3.101) > HRITE(3.102) 
103 FORMATI/IH »••••«6*X«»««*V1H «••«4X61A10)4X«**#/1H «••••«64X««»* 
•*) 
43 CONTINUE 
1F11TEXT.E0.0) GO TO 130 
•RITE(3.19TISHRITE(3.198)SHRITE(3*198)SHRITE<3*19B)SHRITE<3.200) 
•RITEf3tl9BISHRlTE(3.19B)lHRlTE(3i|99)IHRITE(3.196) 
197 F0RMAT(///1H 9X68(«S«)) 
19B FORMATdH 9X«l>66X«t«) 
199 FORMATdH 9X68(*S*>///) 
196 FORMATdH 9X«««66X«*«/1H 9X«»»««SX# CONTROL PARAMETERS USE! IN 
• FUNCTION* IF ANY «4X«"»« /1H 9X«»«66X#*«//) 
>•• HEADINGS. USE LABELS 200 T/M 300 
PROCEED H U M SUBROUTINE 
) CONTINUE 
IF(ITEXT.EO.l) GO TO 44 
HRITEI3.34) d.l-l.NPAR) S HRITE(3.32) < IP( I ) . I>1 .NPAR) 









FORMATdH « I P - « 3 0 I 4 I 
DO 119 I-1,NPAR 
l S T A R d l - 4 H " " « 
H R I T E O . 3 3 ) ( ISTARiD. I - l .NPARTt 
FORMATdH 4X.30A4) 










51 CPTIME-SECONDIST) S NRINSUB(2)>NRINSU0(2)*1 
5 2




2? 30 FORMATdHl«««XEO READ»""«/) 
5 6
 IF(IREA0O)10.10.11 
57 11 CONTINUE 
58 
59 • • . . . . • . « • . • . . • . . . « • . . . . > > • > ' • • • • ' • • > - • 
60 •• BEAD DATA TO YOtSd). X(I*2)* X(l»3)( ... 
61 ••• 
« • • • • K ( I f l ) IS HORKINO FIELO FOR YOiS(J) 
*3 • • • • • LABELS 300 T/M *00 
64 ••••••. _ . , _ - . _ . . _ . _ . . . - . . . . . . . - - - - - - - -
65 «CALL RDOATA 
67 ..... 
6* ••• PROCEED WITH SUBROUTINE 
69 ••• 
70 •• 
Tl . - - _ . _ . . . . _ . - . . _ . . . . . _ . , . . - - - - - - - - - - -
'2 10 NHELP-NDATA S IFINDATA.GT.50) NHELP"50 
7 3
 If(NOUTFL.E0.5HNDATA) NOUTFL'NDATA 
T* tF(NOUTRO.EO.O) NOUTRO-NHELP 
T5 IFINOUTRD.EO.O) NOUTRO-NDATA 
'A IFlNOATA.GE.NPART) GO TO 1 S NOF*NOATA-NPART 
I* H R I T E O . 2 1 ) NDATA.NPART.NDF S STOP 20 
'8 21 F0RMAT(///1H «NUMUER OF DEGREES OF FREEDOM < 0. NOATA"«IS« NPART 
V* •**!** D.F.»«I5//1H «STOP 20 (READ)«) 
BO I CONTINUE 
"I DO 12 I'l.NDATA 
"2 Xll.l)-YOBS(I) 
83 
84 IF(IHRITED.EB.O) GO TO 13 
HRITE DATA I-l.LASTl 
•CALL HTOATA 
PROCEED HITH SUBROUTINE 
13 CONTINUE 
• R I T E 0 . 4 4 ) » HRITEI3.40) 
#4 FORMAT(///IH «•«41(«-a)«*»9X«*«S4l«-«)«*«) 
40 FORMATdH 4X« INITIAL VALUES PARAMETERS AND NAME«32X«PERMUTED« 
•12X'NAME«/1M 70X«ANO PARTIAL ( • ) « / ) 
•RITE(3,41 f HRITE(3.41) ( I . X A ( 1 . I ) . N A M E ( 1 1 • I * I P ( I ) * X A ( 1 1 I P < 1 ) ) • 
•IST AR,NAME( IP( I ) ) , IP ( | ) . ! • ! ,NPART) 
* FORMATdH 54X«T0 BE FITTED«/) 
* 1 FORMATdH I3 .2X.E14,5 .6X.A10<I6 .U2.E1B.5*2X.A2,5X.A10<I6) 
NPART1-NPART.1 ) IF(NPARTl.BT.NPAR) 00 TO 5 
HRITE(3.6) S WRITE(3.43) < I .XA(1 . I> .NAME( I ) • I * IP (1 ) *XA(1* IP<1>>* 
•NAMEUPf lM. IP I I I . I -NPARTl .NPAR) 
43 FORMATdH I3 .E16 .5 .6XtA10t I6» I22 tE lB .5 i9X iA10f16) 
6 FORMAT(1H055X«1NFORMATIVE«/I 
S IF INT.GT.MPAR) GO TO T 
HRITE(3.8) t HRITC(3.43) ( I<XA(1.11,NAMC<11• I . IP( ! I * K A ( ! • I P I 1 1 ) * 
•NAME( IP ( I ) ) , IP <I).I>NT.MPAR) 
B FORMAT<IH0S6X»CONSTANTS«/) 
1 H R I T E ( 3 . 4 S ) S HRITE(3.42) 
«S FORMATdH » *«41 ( * -« )« .»9X« .«54 ( * -« )« *« ) 
42 FoRMAT<//lH0«***REAO XEBO**»«/) 
HR1TE(3.50) 
50 F0RMAT(1H>43<**«)9X56(«*«>) 
CPTIME«SECOND(FS) S EXTINE(2)>EXTIME<2)*FS-$T 
RETURN 
ENTRY NEUZERO 
DIRECT (UNIVARIATE) SEARCH 
PROCIREADD S IREPTI-IHRITED S IREPT2-LAST1 S JR3"J3"IMK3 
NPAR-1, TEMPORARY, TO SIMPLIFY EVALUATION OF DO-LOOPS OF DERIVATIVES 
THAT MIGHT OCCUR IN SUBROUTINE FNCTN 
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C DETERMINATION OF BO 
NPR*NPAR * NPAft-1 
00 60 KMtMPAR 
CALL FNCTNIB.OtSQl.O,! 
NPART S 
St PROPORTIONAL IMPROVEMENTS TO AC' 
EPSI-EPS 






TB FORMAT(//1MO*APPLICATION Of RELATIVE CORRECTIONS IN OIRECT (UNIVAR 
•UTE) SEARCH BY NEWZERO<0/0 OF PAR,STEPS FOR NPART.NO OF ROUNOS1» 
• /1H 76XF8. 11112. I14//1H04X#K IP*6X*NAME*6X*READTP4X*B*BX*FACT0R* 
•3X*STEP«»F4.0* 0/0 OF A*5X#B MIN A»BX*$t.B*10X*5TART WITH SUA-* 
• E U . 5 / » 
00 65 IRZal.IREPT2 S KX2-0 t IR2W-IR2 
DO 6* K>1.NPART 
KXF-1 S KXL-3 * CNTR«2. S IK»IP<KI 
REPEAT PROCEDURE AT MOST IREPT1 TIMES FOR EACH PARAMETER 
DO 63 IR1-1.IREPT1 
DO 66 KX»KXF,KXL 
EPS-FLOAT(KX)-CNTR 
BIIK>-AIIKl*EPS*CORRII«t 
lF tBUKl .LE.ALBUKH CO TO 6T 
IF(B(IK).LT.AUBMKI> GO TO 62 
6T S«MIN(KX.10I«0.99999E»90 S 80 TO 66 
62 CALL FNCTN(B.0.SOMIN)KX»10).O.l.YCLCA»YOCA.0.0l 
66 CONTINUE 
SN>AHlNl<SQMlN<ll>.SÉMlNfl21.S8NINU3H 
DO 68 K X - l . J 
IFISM.EO.S0MIN<KX* 
68 CONTINUE 
10)) GO TO 52 
52 lFURl .EO. IREPTl ) GO TO 55 
IF»KX.NE.ll 60 TO S3 
SOH]NU3)aSQHIN(12) S S8KINI12) »SQMINt 11 ) 
KXF»KXL«1 S CNTR»CNTR*1. 
GO TO 63 
53 IFIKX.NE.*3> GO TO 55 
SQMINU1)*S0MIN<12I S S«MlN<12>»S0MIN(13» 
KXF«KXL"3 S CNTR*CNTR-1. 
63 CONTINUE 
IF KX-2 THEN PARAMETER ENCLOSED ANO READY 
55 KX2W-2H % IF(KX.Et.2> KX2-KX2.1 t IF)KX.E0.2» KX2W-2H« 
DELTA USED AS AUXILLIARY FIELD FDR SOMIN OUTPUT 
DELTA(KI»SOMIN(KX*10» 








73 FORMAT(1H 2I5.3X.A10.4X.A2.C12.5.FB.1,E18.5.E17.5.E13.5> 
*IIK)»B(IK| 
1FIK.LT.NPART) 60 TO 6* 
IFIKN.LT.NPART) GO TO 71 
S02-saMlN(KX*10) S StPROC«St2»100./S01 S 301*502 
«RITEU.82I IR2.SQ2 
82 FORMAT(lH*104X*CNO OF ROUND*13* »«12.5/) 
'1 IF(KX2.NE.NPART> GO TO 6* 
J3-3 S KN-K22"K22*1 
1F<K22.GT.NPARTI «0 TO 4* 
IK»IP(«22) * GO TO 69 
64 CONTINUE 
•CALL NFNCTN 







C VARIABLE METMO USED IN SUB TRACK 
C 
IF(HETHO.EO.10O0> GO TO 30 
DO 41 IsltNDATA 




IF(ISTOP.EO.l) GO TO 01 
GYO»GYQ»YO S GYCsGYCYC 
Y02"Y02«YO"2 S YC2*YC2«YC«2 S YOYC-YOYC*YO»YC 
41 CONTINUE 
IFINOCLC.EO.l) SQMINI1I-S0 
XY0-Y02 1 XYC»YC2 













XCOSMTINOCLC)-COSMT S XCRLMT(NOCLC)-RMLT 
IFUNK3.E0.T) GO TO 30 
IFILSTC.EO.O GO TO 10 
WRITEUNK3,110> 
110 FORMAT(1H0****XEQ FNCTN»"*/) 
WRITEUNK3.1161 
116 FORMAT« 1H H K #8X*B IKI »BXÉNAME I K M / t 
DO 15 I-l.HPAR I I I * I P ( I 1 
15 VRITEUNK3.115) I I . C U I l . N A M E f l U 
115 FORHATUH I3.2X.E15.6.4X.A10) 
10 1FCLSTSQ120.20.21 
21 HRITEIINK3.112) US.J5*1.B5> 





IF(LASTOAT.EO.O) GO TO 118 
•RITEUNK3.29) ( I .YOBSf II .X (I. 
29 FORMAT(lu I4.4E18.6.191 
118 SOM-.O 
DO 120 I*1,NDATA 
120 SOM»SON»YOC(I» 
WRITEIINK3.1I3I SOM.NDATA 
113 FORMATt/lH 58X»SUM"E14.6.I9> 
WRITEUNK3.11T) US.JS-1.B5I 





WRITE CALCULATED FUNCTION VALUES I«1.L*ST1 
LABELS 2000 T/H 3000 
NEXT TABLE IS BUILT IN. IM ROUTINE 
I YOBS H» Xfltll YCLCtll YOC(I) 
14 EIS.6 E1B.6 EIB.6 E1B.6 
WITHOUT SPECIAL OUTPUT WFNCTN.2 READS 
••ItNOUTfL • 1 
PROCEED WITH SUBROUTINE 
74 CONTINUE 
NPAR-NPR S EPS-EPSZ 1 INK3>J*3 
IFINPART.LT.MPARI WRITEt3.81) 
81 F0RMAT1IH »NOT USEO*/> 
NPRT1-NPART«! _„-, 
IFINPART.LT.MPARI WRITE(3.59HK.IPIK1.NAME IIPCK1I.A<1P(K>».K-NPRT1 
59 FORMAT(1H 2ISt3X.AI0.6X.E12.5l 
WRITEI3.58) 1REPT2.IREPT1.IR2W.NPART.KX2 „.~.u 
58 FORMAT1//1H »REPEAT PR0CEDUREM6» TIMCS*12X»REPETITIONS PER P « W 
•ETER AT MOST*14* TIM£S#/1H 5X*ACTUAL 0ONE*I6* TIMES#//1« »NUMBER 
• Of PARAMETERS»I4/1H 10X»REAOY»I9» «»»lOX^TRANSPORT FROM B TO * «-
•READY PROCESSED AUTOMATICALLYPt 
St.LSTS8.HTOP.YCLC.YOC.LISTY.LASTl» 









C CHECK ON BOUNDS ON PARAMETER-VALUES 
IF(NOCLC.«T.l> GO TO S . 
IFIN8.EO.0) GO TO 5 
ISTOPB-0 
DO 1 I-l.Nfl 
K-IB1I) 
lFIC(KI.GC.ALeiK).ANO.AUB(K>.GE.C<Ktl0O TO 1 
4 FORMATl/lM 12X*INITIAL PARAMETER OUTSIDE BOUNDS IN CYCLE*I3//1M 
••STOP 30 (FNCTNIP///1H 24X8X*LOWERP17X»UPPeR»<'> 
MRITEO.3) K,CIK».ALB(K>.AUBt«».K.C(KI .__, „_,. _. 
3 FORMAT 11H #A(#IZ-(MEl*.S.lOX£12.S»10Xel*.S.IO**»<*I**>"«lz's' 
IST0PB>1 
1 CONTINUE 




4 FORMATI1MO»»«»FNCTN XE0*»0»»»*/l 
0 CPTIME "SECONDtFSI S EXTlMEI3t»EXTIMEI3I*»S-ST 
RETURN 
K






4 CPTIME.SECDWXST. « NRIWUBI4.-NRINSUB.4.M 
MT-MPAR.l S 00 30 J«1.MT 
0 FA2IJI-.0 
" FAU%"ir.!.MM.KMPAR( KITH «II.»« 
AUXILIARY VARIABLES T.U.V.W.O.D.E.f 
LABELS 200 T/M 1000 _ . . . _ . . . 
PROCEED WITH SUBROUTINE 
DO 42 I'l.NDATA 
',li\X!'3XlüU »•« 
DO 42 J-l.NPAR 
42 FA2(JI-rA2IJI*rA(I.J»«Z 
00 31 J-l.NPAR 
31 MIJ»»S0RT(FA2(J)I 
CHECK ALL 5CAIC FACTORS ON VALUES • * * « » TNAN IERO 
iriNOCLC.GT.1.0R.I«EP.BT.ll GO TO « 
KZERO'O 
N5TDP-0 
00 40 K-liKPAR _Ä _ 
iriH)KI.EO..0> SO TO 43 





44 FORMAT<//1HO»"»"FOLLOWING SCALE FACTORS ARE FOUND TO t t ZERO*/IH * 
"PARAMETERS PRODUCING IT SHOULD MOT OCCUR BEFORE NPAR PERMUTATION 0 
•PT10N IN MAIN PROGRAM HLV « « » / I M 9 9 X * » « M / 1 HO »CHECK FORMULAS OF 
• FIRST DERIVATIVES*/) 
NRITEI3.45) I P f K l i NAHCUPIKlirtttKI 
45 FORMATUH » • • • A( * I3» I . *A10.» >*E14.BI 
IFIK.LE.NPART) WRITE(3.4TI 
4 Ï FORMAT!lHt75X»««*l 
40 CONTINUE 
IFtKZCRO.NE.O) WRITE!}.44) 
4« F0RKAT(/1M * 9 I > ' » K 
lF(NSTOP.EQ.O) GO TO 49 
•RITE<3t40l 
48 FORNAT(1H»60X»STOP. BECAUSE ' 
• »/1H 99KSI»M)///1M 'STOP 40 < 
STOP 4B « 
49 WRITE!3t5B) ** 
50 FORMAT!///) 6 S 
41 CONTINUE « 
HlNTt-S0RT(FA2(NT)) 60 
IFINOCLC.GT.1.AN0.LAST1.NE.-1) «0 TO 32 »* 
DO 33 J-ItNPAR TD 
33 XMAtNOCLCtIPU))*H(JI 71 
32 CONTINUE 72 
73 
IF(LSTFA.EQ.Ot GO TO 10 S IF ! INKT.E*.T) «0 TO 20 74 
HRITE(INKT.IZ) 7 ' 
12 FORMATIlH0»***XCO OFDA»»»*) 76 
NFSTal S NS«fl 77 
57 NLST-NPAR 78 
IFINPAR.GT.N8I NLST'NS 79 
WRITE(INKTt52> (IP(I>.laNFSTtNLSTI 80 
52 FORMATI/lH011X*OFOAtO)*7X*OFOAI»I2*»*I9.6Il4) 8t 
WRITE1INK7.S1) INANEtlPtm.l-NFST.NLST) S WRITE(INK7.50» 82 
51 FORMATtlH 19X.B!4X,A10)> 83 
50 FORMATtlH ) 04 
DO 56 I - l tLASTl 05 
56 VRITEIlNK7t53l I .FAUtMTI . (FAt I . J) • J-NFST.NLSTI 06 
53 FORMATtlH I3 .2X.9E14.5) 07 
10 IF(LSTHl20.20*21 00 
21 wRlTE(INKTtl3> 89 
13 FORMAT!/1H023X*SUM OF SQUARES ANO LEN6TH5 OF VECTORS«) 90 
WRITEIINK7.S2) tIP<I)«l'NFSTtNLSTt 91 
HRITE(INKTt54) 92 
54 FORMATtlH»* NT*/) 93 
WRITEIINK7.53)NT.FA2fNT>»IFA2IJ>.J*NFSTtNLST) 94 
WRlTEIlNKTtSS) NTtH!NTI»tHtJ),J"NFST,NLSTI 9S 
IFINPAR.LE.N81 GO TO 1 * 96 
NFST*NFST*0 S N8-N8*0 » «0 TO 57 97 
14 WRITEIINKT.55) 98 
55 FORMAT !|HO*»«DFOA XEQ»*D»*»/> 99 





ENTRY ORDER 105 
IFINOCLC-E0.1I HRITEt3i«) 106 
9 FORMATt/lH »••• XEO ENTRY ORDER IN SUO 0FDA •••*//1H * FIRST 107 
•NPA« PARAMETERS PERMUTED ACCORDING OECHEASING COSINES*/ lH 11X*— 108 
•——HZ/IM »THOSE .GT. MEAN OF ABS(COS» ARE SELECTED AS NPART* 109 
•/IM 45X* */> 110 
COSMEAN'.O 111 
PO 1 Kal.NPAR 112 
UP(KI- IPtK) U 3 
COSZERO'.O 11« 
DO 2 lalfNDATA U S 
2 C0SZERO-COSZERO*FAtI,K)»FAtI.NTI 116 
C0SZER0'COSZ£RO/H<K)/SORT(S0AI 117 
ORDERED(KI-COSZERO 118 
1 C0SMEAN*C0SMEAN*ABSICOSZER0) 119 
COSNCAN'COSrfEAN/FLOAT(NPAR) 120 
DO 60 KM.NPAR 121 
IPERM!K)-0 122 
DO 61 J-1,NPAR 123 
IFIABSt0R0ERED(K)).LE.ABS(ORDEREO(J))) IPERM(K>»IPCRM(KI*1 124 
61 CONTINUE 125 
IF tK .EO. l l GO TO 6S S Kl-K-1 126 
DO 62 L-1.K1 127 
IFIIPERMtK).EO.IPERM(L)) IPERN(*»aIPERM(L)-l 120 
62 CONTINUE 129 
65 lP(IPERMtKII>JPIK> 130 
60 CONTINUE 131 
00 66 Kal.NPAR 132 
66 JP I IP tK I I 'K 133 
KP-0 134 
DO 63 K*ItNPAR 135 
IFIABStOROEREOIKtl.GT.COSMEANI KP>KP*1 136 
63 CONTINUE 137 
NPART-KP 13S 
IN CASE FIRST DERIVATIVES ARE PROGRAMMED IN FNCTN. CHOOSE LAST1-99999 140 
141 
IFILASTI.LT.99999) GO TO 4 142 
CALL FNCTN(A,0.SOA,O.ltYCLCA.YOCA,0.01 1*3 
LAST1-NOUTDF 144 
GO TO 4 ; „ 
'ECK D2FDA , 
SUBROUTINE 02FDA(C.S0*H,VCLC.Y0C.LSTD2.LAST1) 2 
REAL M 4 
ALL DIND2FDA * 
ALL N0IMO2 f. 
ALL OVAR , 
ALL or IX
 t 
CPTIHE-SECONOIST) t NRINSUBl5l*NRlNSUe<5>*l tl 
00 31 I-ltHPAR S FAA2Ü1-.0 * DO 31 JMtMPAR 11 
31 FOFAAtltJI-FArAAII .JIa.O { i 
WRITEUNK7.10I 13 
10 fORHATUM0*««XE0 02FDA»«* / ) ZZ 
KL»0 \ l 
00 4 Kal.NPAR • DO 4 L-K.NPAR % KL*KL*1 1ft 
KVJPtK) % LV-JPtLl S IFIKV.LE.LVI 00 TO 5 17 
KRES»KV S KV-LV S LV*KRES iL 
5 LV-LV-KV \Z 
4 lLlKL>«IKV-l)M2»MPAR-KV>/2 • KV • LV pi 
FAAI I .K1) . , 
FAAt l .KNPAR*! ) , . . . , 
WITH X I I * 2 ) C i l ) . , . . 
AUXILIARY VARIABLES TtU.V.W.I 
LABEL5 200 T/M 1000 
PROCEED NITH SUBROUTINE 
.FAAII.KHPAR) 
00 108 I-ltNPART 
IDGL"t1-1>•t2»MpAR-I>/2*I 
FAA2(I)*.0 





102 00 103 L-l.NOATA 
FAFAA(1.J)-FAFAA(I.J)»FAIL.IMFAA(L.K) 




DO 120 Kal.NPART 
00 120 L'KtNPART 
120 FOFAAIL.KMFOFAAIK.LI 
DO 104 laltNPAR 
IDGL«tI-l)"I2«MPAR-I)/2*I 
DO 104 L*1*NDATA 
104 FAA2II)«FAA2fl)*FAAtL.IPGL)>»2 
INKa7 
IFIINK3.NE.3.AN0.INK8.NE.3) GO TO 25 S INKa3 
WRITEtINK.811 S WRITEtlNK.BZ) (IP!II•lal.NPART) 
02 FORMATUH 2X.9I14/) 
01 F0RNAT(/1H *USED FOR THE DETERMINATION OF THE COURSE OF SCALE FACT 
•ORS. FAFAA(K.L)*/) 
DO 83 1*1.NPART 
83 MRITEUNK.67) IP( I) t (FAFAA ( I . J) . J»l.NPART) 
67 FORMATUH I3.3X.9E14.S) 
•RITEUNK.54) 
54 FORMATtlH I 
WRITEtINK.21) S WRITE(INK.82) tIPIt)*!•!.NPART) 
21 FORMATI/1H »MATRIX N02 OF 2N0 DERIVATIVES*/) 
DO 23 1*1.NPART 
23 WRITEIINK.6T) IP(1I,(FOFAAtI,Jl.Jal.NPARTI 
WRITE(INK.541 
25 CONTINUE 








DO U jal.rtFAR 
JFSTa|J-l)»(2»MPAR-JJ/2*J 
JLST-JFST*NFAR-J 
WRITE(INK7.75) i l P ( J ) . I P t l ) . I a j . N F A R ) 
75 FORMATUH 1X.9 ( 10X*(»I l * t » l l * ) * ) ) 
DO 11 L-1.LAST1 
11 WRITEUNK7.13) L>(FAA(L.K).K-JF$T.JLSTI 
WRITE1INKT.74) IP!J) .FAA2(J) 
IF (J .EO. l ) WR1TEIINK7.T3) 
12 CONTINUE 
73 FORMATtlH * I *6M*D2FDB8*/> 
13 FORMATtlH I4.2X.9E14.5) 
T4 FORMAT(/JH I4.2X.E14.5//) 
C 
70 •RITEtINKB.113) 
113 F0RMAT(1H0**>>D2FDA EX0**D»»»*/) 





•CALL D F I K 
CPTIMEaSECONDIST) 
MT-MPAR.l 
DO 6 I» l .NT 
6 CNORMfD'.O 
IFtISTOP.EQ.0) GO TO 17 
DO 204 1*1.NPAR 
Mi l .NT)« .0 
DO 204 K-ltNOATA 
204 HI I .NT) -H( I .NT)»FA(K. I ) *FAfK.MT) 
M(NT.NTI>0.0 
DO 206 K'l.NDATA 
206 MtNT.NT)»M!NT.NT)*FA(K.MT)«»2 
00 205 1*1.NPART 
205 CNORMtI)>M(I.NT) 
CNORHtNTI-MINT.NT) 
1F!LSTNM.EQ.O.OR.INK7*E0.7> 60 TO 90 
WRITE I INK7.504) S WRITE(INK7.505) I IP III»CNORMII).I«1»NPAR) 
504 FORMATi/lH 4X*K*6X*NORNAL */) 
505 FORMAT(1« 215.E1T.BI 
*RITEtINKT.506) 
506 FORMAT*//) 
1FIISTOP.EQ.0) GO TO 90 
17 WRITEtINKT.5) 
5 FORMATUH »•••NRMEQ»**/! 
DO 201 1*1.NT 
DO 201 J»1.NT 
201 Hd.Jla.o 
DO 22 Kal.NOATA 
DO 21 1*1.NPAR 
H(I.NT)aH(I.NTi»FA(K*I)*FAtK.MTI 
DO 21 J»I.NPA» 
21 MtItJ)«MtI.J)»FA IK,I)»FA IK.J) 
22 M!NT.NTt*MINT.NT>*FAfK*MT)*FA!K.MT> 
IF(H02.EO.0l GO. TO 25 
IFINR1NSUB<5).E0.0I GO TO 25 
DO 23 1*1.NPAR 
DO 23 J-I.NPAR 
23 Mt I .J ) -H( I .J ) -FOFAA! l>J ) 
25 CONTINUE 
RINSUB(6>*NRIN5UB<6>< 
CALCULATION OF THE MATRIX N02 
166 
Oa.O 
DO 19 1*1.NPART 
H t D - S Q R T t M t l . I I ) 
C N O R M I I I M M I I . N T I 
19 flaQ.KfI,NTI**2 
ANRMlN0CLCI*SSRT(0) 
IF(NPART.EO.NPAR) GO TO IB 
IFST«NPART*1 
DO 20 I-IFST.NPAR 
H t U - S O R T t M ( I . I ) ) 




IFILSTEO.EQ.0.OR.lNK7.Et.7l GO TO 80 
WRITEUNK7.3Q) 
30 FORMAT(/1H 'NORMAL EQUATIONS*! 
NFST-l S N9alo 
37 NLST-NT S lF(NT.GT.N9)NRLSTaNLST-N9 t IF(NT.LE.NLSTINRLSTaNPAR 
WRITE!INK7t34) ( IP! I ) . I .NFST.NRL5T) 
34 FORMATI1H0111.9I13) 
DO 35 I - l .NLST S IPNR- IP( I ) S IF ( I .EO.NT) IPNR-MPAR*1 
35 WRITEUNK7.36) IPNfl, IM( I . J) . J-NfST,NLSTI 
36 FORMAT(lH I3 .10E13.4) 
IF(NT.LE.N9I SO TO 38 
NFST-NFSTMO S N9-N9M0 S SO TO 37 
18 WRITE(INK7.32» 
12 FORMATI/1H0»* K»10(»-»»»H»B(*-»>». • K»8(»-») »NQRM»6(»-»» 
• * . .
 K *6 (» -»» »pABT .NORM » » / I 
WB1TE(INK7.31> ( l P ( l ) . H ( I > . I P d l < K ( I > N T > . I P ( I t . C N O R M ( I ) * I M . N P A R t 
I I FORMATdH I5 .2X .E14 .5 . I 13 .E15 .S . I 12 .E15 .5» 
WRITE«INKT.33) H(NT».XNORMfNOCLCl.XNRM(NOCLC» 
13 FORMAT I lH0»LENGTHS»7X»St*26X*NORM»21X»PART.NOBM»/lH TX.E14.5»13X. 
•E15.S.12X.E15.5) 
ITMNl INK7*3 
1F(N0CLC.GE.NCYCLS) WRITEIINK7.45) NOCLC 
S F0RMATI1H1.13(»«»)»LAST CYCLE. N0»I4# • • • » / / ) 
IF(NOCLC.NE.l.AND.NOCLC.NE.NCYCLS) 60 TO 46 
.WRlTEdNK7<42) NPAR ' 
Î FORHATt/lH 9X»C0S-MATRIX FOR #13» PARAMETERS AND PARTIAL COSINES 
• COSIFO.FK)») 
NFSTM » N9M0 
• NLST-NPAR 
1F1NT.6T.N9» NLST-N9 
WRITE (INKT,«.31 I IP 111 » I*NFST.NLST) 
WRITE«INKT.«71 <NAME(IP(111.I-MFST.NLST) 
) FORMAT 11H0 IX.10113» 
t FORMATtlH 4X.10<3X.A10)> 
DO 50 J-NFST.NPAR 
LH>MlNO<J.NLST) 
DO 60 1*NFST.LM 
1 COSNd>-M( l .J» / (Hd)»H(J»» 
WRITE(INK7.SH I P ( J ) . ( C 0 S N ( K » » K " N F S T . L M ) 
) CONTINUE 
DO 62 I-NfST.LM 
i COSNM) a M(I *NT) / (H( I t *H(NT) ) 
WRITE(INK7.52) (COSN(K).K-NFST.LM» 
I FORMATdH 3X»N0RN#F9.5.9F13.5» 
00 61 J-NFST.LM 
t XC0SNtNOCLC.IP(J»)*COSN<J> 
I FORMATtlH 1 3 . l o m . 5 ) 
IF(NT.LE.N9) GO TO 63 
NFST-NF5T»10 S N » » N 9 M 0 S 00 TO 44 
i CONTINUE 
) INK7*17 t WRITEIINK7.110) 
t)«H(NT») 
) FORMAT(IHO»«*-NRMEB XEQ»#0»«»/> 












CPTIME-SECOND(ST) S NRlNSUe(T)»NRINSU8<7»M 
KZERO*0 
WRITEUNK7.100) 
LOO FORMAT11H0»"*XEQ SOLVE"«"*/» 
00 8 I M . N P S I F ( M M . I ) . N E . O . O ) SO TO B 
KZER0>KZER0*1 S IFfKZERO.Et.l> WRITE(3.45) 
_ WRITEO.42) I . I . I P ( I ) , I P ( I » , N A M E d P ( I ) ) . N O C L C * 
« CONTINUE 
45 F0RNAT<///1M »BEFORE REDUCTION OF THE MATRIX M ITS BIABONAL CONTAI 
•NS ZEROS ON THE FOLLOWING PLACES»///1H »STOP 50 (SOLVE)»///» 
42 FORMATdH »N(# I2« ,M2# ) . .0 THIS IS THE PERMUTED M»»I2».MZ»>- .0 
• PARAMETER NAME» » A10» NOCLC- »131 
If(KZERO.EO.O) 60 TO 1 t 
* CALL LIST1NG(S0» 
WRITE(3,2» 
2 FOBMATI//IH »STOP 50 (SOLVE»»» 
STOP 50 
I DO 7 I M . N P 
7 IPXlNOCLC. lPUn- lHX 
NPARTXINOCLO-NP 
DO 3 I M . N P I DO 3 JM.NP 
3 X K ( I , J ( » M ( I , J | 
REDUCTION OF MATRIX M 
DO 10 IM.NPAR 
CN(I )*H( I tNT> 
DO 11 J . l . I 
1-2.NPAR 
.LE.NP) GO TO 16 
DO 15 
I l - I - l 
DO 14 J«I.NT 
00 14 K M . I I 
IF(M(K.K).£0,0.0.AND.K 
. M ( I . J 1 - M ( I . J ) - M ( K . I ) * M 
GO TO 38 
i> WRITE0.41I K.K* IP(Kt t 
CPTIME-SECONO(FS) S 
I F0RMAT(//1H »STOP 5 0 . DURING REDUCTION Of THE MATRIX M THE ELEMENT 
' M ( » I 2 » . * I 2 » > . . 0 , THIS IS THE PERMUTED M(»12».»I2* »*/••» BX»EXEC 
•UT10N TERMINATES AT ROW* C0LUMN-(»I2».»I2»)»/»H SX#N0CLC"M3» 
> CONTINUE 
00 15 J M . I 1 
00 15 K - J . l l 




00 17 IM.NPAR 
7 M < I . | ) « M < l t N T ) « H ( I * l * I ) / D < I > 
SO-M(NT.NT) 
Nl-NPAR-1 
DO 40 I M . N 1 
U ' l . l 
00 40 JM1.NPAR 
0 M d . J > * M ( I . J - l ) * N < J . N T > * M ( J M . I > / D < J ) 
REDUCTION OF SOA 
M<l .NTt>MINT.NT) -Nl l *NTl *Nl l tNT>/0 ( l ) 
DO 18 K-2.NPAR 
B N ( K * M T > - H ( K - 1 . N T I - M < K . N T ) « N ( K * N T ) / D ( K > 
INVERSE MATRIX. SAVED IN XM 
o-.o 
DO 19 1M.NP 
00 19 JM.NP 
DO 20 K«J.W> 
OUTPUT PARTIAL SOLUTIONS AND TOTAL SOLUTION 
IFUNK7.EQ.71 GO TO 71 
WRITEIINK7.53) 
53 F0RMAT(/IH 9K»S0LUTI0N#12X»S«F»|lX»DECREASE»/> 
WRITEIINK7.30) S 
30 FORMATdH eox .E iT .e / i 
0-S-MI1.NT) 
00 21 IM.NPAR 
00 22 J M . I 
22 WRITEIINK7.31I IP (J» tM(J . I ) 
31 FORMATdH I3.E17.B) 
WRITEHNK7.32) M ( l . N T ) . * 
32 FORMATdH».20X.2E17.8//» 
21 Q - M ( I . N T » - H U * 1 I N T I 
WRITE INVERSE MATRIX 
71 IF1INKT.E0.7) 00 TO 78 
WB1TE(3.52> 
52 FORMAT(/1H »INVERSE MATRIX»! 
NF5TM t N8-8 
70 NLST-NP 
IF(NP.GT.NB) NLST-NB 
WRITE(3.551 ( IP( I ) . I -NFST.NLST) 
55 FORMATUH0I13.8I14) 
DO 23 I-NFST.NP 
LM-MIN0(I,NLST» 
23 WfiITEO.33) 1P(I) .(M11*1.J).J-NFST.LM) 
IF(NP.LE.NB) GO TO 69 
NFST-NFST*B S N8*N8*B f GO TO 70 
69 CONTINUE 
33 FORMATdH I3.2K.8E14.S) 
COS-MATRIX OF INVERSE. NOT SAVED 
78 IF(N0CLC.NE.1.ANO.NOCLCtLT.NCYCLS) GO TO 79 
IF(LSUMRY.NE.l) GO TO 79 
WRIT£(3.B21 NPART 
B2 F0RMATC///1H »CORRELATION MATRIX OF ESTIMATES. OBTAINED FROM THE 
•INVERSE OF M. FOR NPART-«I3J 
NFSTM S N8M0 
90 NLST»NP 
IF(NP.GT.NU) NLST-N8 
HRITEI3.S9) ( lPl l l . I *NFST.NLSTt 
•RITE 13.58) <NAME(IPd)>»l-NFST.NLSTI 
58 FORMATdH 4Xf 10(3X(A10>> 
59 FORHAT(lH01XtlOI13) 
00 8» I-NFST.NP 
LM>MIN0<I(NL5T) 




81 FORMATdH I3.10F13.5) 
WRITEIJ.46) (M(K.1.K».K-NFST.LM» 
46 F0RMATI/1H »DIAGONAL» E12.5.BE13.5.E12.4I 
IF(NP.LE.NB) GO TO 72 
NFST-NFSTMO * NB-N8M0 » «0 TO SO 
OUTPUT LINEAR REDUCTION WITH RESPECT TO PARAMETERS USED IN SOLUTION 
72 WRITEI3.54) * WRITEI3.T6) 
76 FORMATdH 12X»LINEAR REDUCTION OF SOB BY APPLICATION Of DELTA CORR 
•ECTI0N5 TO L PARAMETEBS»/1M0» K»10X»A»IIX»REDUCED SO»*TA»REDUCUO 
•N#TX#NAME»7X#K»4X#L»6X»BEDUCTI0N/DELTA»/» 
•HITE<3.85» S 
85 FORMATdH 20X.E1T.8» Q-S-Md.NTI 
IK-IPIK) 
(K.NT).O.NAME(IK).IK.K.REDDELT 
00 73 KM.NPART 
REDOELT-0/M<K.NP> 
WRITEO.74) IK .Adi 
73 Q*M(K.NT)-M<KM.NTl 
74 FORMATdH I3.3E17.8.2X.A10.215.E1B.5I 
1F(NPART.GE.NPAR» GO TO 79 S MPl'NPART'l 
WRITEO.TT) 
77 FORMATdH ) 
Q*M(NPART.NT»-M<NPAPTM.NT) 




79 IF(NBINSUB(S».EO.OI GO TO 65 
CALCULATION FOR COURSE Of SCALE FACTORS 
DO 60 IM.NP 
TOT*.0 
DO 61 JM.NP 
61 T0T»T0T*FAFAA(I*J>«MO.NP» 
60 FFAAMHII)M^OT/(HA(II*HAII|l 
SOLUTION ÖY INVERSE MATRIX 
65 IFI lNK3.Ea.7t GO TO 66 
DO 6B IM.NPAR 
68 QQdl ' .O 
DO 62 IM.NP 
00 62 JM.NP 
JFd-J t 63.63.64 
64 O a d ) - 0 0 ( l » * M ( I * l . J ) * C N ( J I 
GOTO 62 
63 QO(I ) '00( I ) *M(J*1 . !»*CM(J) 
62 CONTINUE 
OUTPUT PARTIAL SOLUTIONS 
66 DO 50 IM.NPAR 
Ed)-SORT(SO*M(I*l.I)/FLOAT<NOAIA-wP»t 
50 STOEW(I)»S0tN(I»",0 
TOTAL AND PARTIAL OEUA IXOCLIA* XOCLT» 
0LT-.8 
00 49 IM.NPAR 
4» 0LT"«.T»M«I.»PAR»»«2 
KOELTA(NOCLC »"SORT( OL T) 
OL-.O 
00 51 l - l .NP 
STOCvd)>E(l) S SOLNI!)*Mli.MPt 
St OL-0L'SXN(l )»»2 
KOELT INOCLCt »SORT t(K> 
IF(INK3.E0.7) GO TO 67 
WRITE(INK3.S4I 
54 FORMAT(//> 
wflITE(INK3.S6l 56 FORMAT (/1H 2X»K»OX»NORMAL »tX*D£LTt-vCCTM»UA»A»l2x#St AN&>»CV.»kl 
• * K MdNV)*ttOB"'/> 
1 ) . S 0 L N ( I l . e < I P < ! > ) . * T 0 C v f I l » I F < l l « M l i 
167 
101 F0RMA7(//1H «•••SOLVE XEB««D»«FOR NPART«PI4* PARAMETERS««*/) 
67 CPTIME-SECONO(FS) S EXTlNE(7)-EXTINEm«FS-ST 
RETURN 
i RETURNS<A40> 
REAL M > INTEGER END 





NRINSUBI a)-NRINSM< 81*1 
00 TO 15 
i «0 TO 15 
CPTIME-SECOND(ST) 1 
IF(N0CLCLT.3) 
IF<EPMIN<NOCLC ) .NE. . 
NOCLCl-NOCLC-1 
IF(EPMIN(NOCt,Cl).NE..O) 60 TO IS 
N0CLC2-NOCLC-2 
I F ( E P H 1 N < N 0 C L C 2 ) . N E . . 0 > 00 TO 15 
WRITEO.IT) N0CLC2.N0CLC1.N0CLC.N0CLC 
IT F0RMAT(///1H »NOTE THAT EPSI» I2«) . EPS(«I2*> AND EPSI«I2*>) ALL ARC 
• ZERO*//lH «DETECTED IN SUB NOMA IN CYCLE«I4/1H «CORRECTION VECTOR 
• PROBABLY A ZERO VECTOR. 0R«/1H »PARAMETER VALUES TOO CLOSE TO BOU 
•NOSH//lM «THIS CAUSES STOP 1 TERMINATION IN HAIN PROGRAM MLV*7/) 





DO 2 1«1,N0ATA 
FCALCID'.O 










CHECK DIRECTION OF PERPENDICULAR TO TANOENT PLANE 
irmoCLC.NE.1.AND.NOCLC.LT.NCTCLS.AN0.NRINSUBt5t.E0.Ol M TO 7 
00 21 I-l.NPAR 
E(1 )« .0 
0 ( 1 ) * . 0 
00 20 L'l.NOATA 
Sd>-E ( I ) .YOCAIL>"F»U. I> 
20 D t I ) -D ( I ) *FOC(L I>FA(L* l l 
E(1)-E(I>/S0RT(SQ»/MA(1> 
21 P( l ) -D( I> /HS«F/HAd> 
TEST»SO-SQF 
WRITE(3.401 N0CLC.X8ETA(END).IREPtXCRLMT<NOCLC).ENÜ 
40 F0RHATdH1134(«-«)/lH «••• HOW A ••• AFTER CYCLE NO*I** •••# SX*X 
• lltl)* TAII1 >«F8.5« * Y0C(I)»8X»H0WA NO»*13» •••«8X«NULT.C0RR.<>* 
•F9.6* «««/IH 85X*»«* END-»I3# •••«/) 
DO 5 I*1.NPAR 
5 ISTAR(II-1M 
I$TAR(NPAR-NPART*11«1H« 
NFST-1 S N14-14 
46 NLST-NPAR S IF(NPAR.6T.N1*I NLST-N14 
NNN-NPAR-Nl4*l4 S WRITE(3(471 
47 fORMATUH » « » « — • » « « » / I M « I SUMMART OF SOLUTIONS« 
« / I H « I SOLVED-**) 
BRITE (3 .45) dSTARID. I -NfST.NLSTI 
45 FORMATdH » » • - » • • » « 4 X . 1 3 A 9 . A 2 ) 
DO 49 1*1.NNN 
LM-MlN0d4.(NNN*l- I>> 
WRITE(3*44) IP ( t t * (M( I .NNN* l -J>»J- l .LH> 
49 CONTINUE 
44 FORMATUH « I «|4t2X<14dX<ES.2) ) 
WRITE(3i4B> 
4B FORMAT(IH * • • • • • • • • • • » ) 
IFtNPAR.LE.N14) GO TO 41 
NFST-NFST*14 t N14-N14*14 t «O TO 46 
41 CONTINUE 
RTXY0"SQRT(XY0> S RTSBA-SIRTtS») S RTXYC«SORT<XYC) 
C0S0R-(XYO»XYC-S0)/(2.«RTXV0»RTXYC) 
SERROR'SSRT(SO/FLOAT tNOATA-NPART)) 
wRITEI3tS0l S WRITE(3.5I) RTXYO.SO.SSF.COSOB.RTSOA.RTXYC 
50 F0RNATI//1H 2TXPRESULT OF SOLVING NRMEB5«T90»LCNSTH OF VECTORS«/) 
51 FORMATdH 3Bx«Y0BS«/lH 39X**«TB9*/Y0BS/>«E1I.S/IM 3SX***« 
• / I H 37x»« ••/IH.20A«S0A««E11.5< • • SSFMEU.S.T74«MULT.C03INE • « 
• F ï . 5 . a x » / S 0 A / » * E U . 5 / 1 N 35*»» «» / IN 34XP* M / l M 2TX*19(«««I 
• * TANOENT PLANE«T88«/YCALC/«»E11.5/1M 33X«A F«| 
WRITE 13*52) S0AF.TEST.QC0SA.SERR0R.5S.N0CLC.NPARTXIN0CLO 
52 FORMATUH 2 7 J ( « S O A F - « E 1 1 . S / 1 H 23X«FCALC**2-«EU.5//1H 1BX«T0TAL COS 
•1NE •»F7.5.Ta5»STANOAR0 ERROR-* E16.10/1H T90'S8A »«C16.10/1H 
• Ta6«NPARTX(«I3« ) ««I4/> 
63 C0SON-C0SD2*C0SN2-.0 
00 62 I*1.NPART 







IF1N02.EO.0) GO TO 59 S EP-.O S SOTO Si 
59 CONTINUE 
QRS-BR5N-.0 I IF(NRINSUB(5).EB.0) SO TO S3 
EP-.O 
DO 54 L'liNPART 
EDa.O 
00 55 K*1.NP«RT 
55 ED-ED*DELTAtK)«FOFAAtK.L) 
54 £P-EP*EQ»DELT*(L> 
58 0RSA-ABSf.5«TANABS) S «RSMRSA/TEST 1 
EPSNEWINOCLC.1)BEPSEST'BRSM 
IFtNOCLC.NE.1.AND.NOCLC.LT.NCYCLS) GO TO 7 
53 IFtNOCLC.EO.l.ANO.IREP.GT.l.ANO.LSUHRY.NE.il CO TO 7 
WRITE 13.1341 COSON.TANABS.BRSN.N02.0AS 
134 FORHATtlHO*«««« COStNORMAL.DELTA) FOR WART • • T i l . 7 * • > • • TAN( 
•EPS-O.SOAtl) a*E|4.5« • • • • EPStPREOKTED) ««E16.7« • • • • « / I H 
. « O X * » » IN02 »* I2« GIVES »«E16.7«) • • • • « / / I N 32x#P*i»TIAL PARTI» 
• L * ) 
WRITEO.32) 
32 FORNATtlH 2x«K*10X«AtK>«ax*USEO*4X*COS AP5XPC0S r»6X*KlT*,-VECT0M 
•eX»N0RMAL «ex*HA>0ELTA'6X*HA*M0ftN«BXPHA<X)#?X*«*/) 
DO 33 1-l.NPAR 
0ELHA-DCLTACI)*HAI1) S ANRMHA-AH0RNI1)«HA(I> 
WRITE(3.3*1 IP ( I I .A I lP t l ) ) .E t I ) . 0 l l ) »KLTA( l ) ,ANORMt t> tDCLMA* 
•ANRHnA.HAtDtlPtl l 





IFINRINSUB(S).EO.O) GO TO 16 
CURVATURE IN DIRECTION OF PARAMETRIC CURVES 
IF(LSUMRY.LE.l) GO TO 16 
DO 180 KJ-l.NPART 
FSS2-.0 
JDGC-(KJ-l)<M2»MPAR-KJ)/2*KJ 
DO 181 IU.NOATA 
FSS(l)=FAAII.JDGL>»HA(KJ)-FA(l.KJ>»FAFAA(KJ.KJ)/HA<K:j) 




DO 182 KU.NPART 
TJ-.O 
00 183 W.NOATA 
183 TJ»TJ«FA|l,K)»FSStI) 
.182 TJFSSOO-TJ 
DO 195 K*]>NPART 
DO.O 
DO 192 J>ltNPART 
1F(K-J) 193.193.194 
194 DC«0C*XM!K*1.JI»TJFSSU> 






DO 184 1>1<N0ATA 
fJD*.0 






•RITE(3.75)RTSQA t WRITE(3.76) * WRITE(3.77) 
75 FORMAT! ///IH «ANALYSIS OF CURVATURE OF PARAMETRIC CURVES IN ABSOL 
•UTE ANO IN RELATIVE SENSE (WITH RESPECT TO /SBA/), /50A/-PE16.5 
• / IH 88X«. /) 76 FORMATdH »•«15t*-*)*ABS0LUTE VALUES«15(*-*)«**16X**«15(«-«)»RELA 
•TIVE VALUES*15t*-*)«««) 
77 FORMATUH * K«bX*TOTAL*8X*GE0OESIC#8X*REST*10X*NAME*8X# K«6* 
•«TOTAL*8X*GEODES1C*8X«REST«/) 
DO 78 KM.NPART 
CVT>CU»VTOT(K) > CVG-CURVGEO(K) $ CVR«S0RT(CVT»CVT-CV»«CWO) 
CVTS-CVT»RTS0A • CVGS-CVG«RTS*A S CVRS-CVR»RTSOA 
1PK-IP(«) 
78 «RITE(3.79I IPK.CVT.CvG.CVR.NAME(1PK),IPK.CVTS.CV8S.CVR5 
79 FORMATdH I3 .3E14.5 .6X.A10. I6 .3E14.5» 
WRITE(3t207) S HRITE(3.20T) 
lb IF(NRINSUB( 9).Ea.O.ANO.NRlNSUB(5).EO.O) 60 TO 6 
GO TO 6 IFtLSUMRY.LE.i 
WRITE(3.201) 
IFJNC.NE.l) WRITE(3.202) S IF(NRINSUB(5).NE.O) WRITE13.203) 
•RITE(3(20»> 
IF(NC.NE.l) WRITE(3.205t S IF(NRINSUBt5).NE.O) WRITEO.206) 
WRITEO.20T) 
DO 211 I*1.NPAR S WRITEI3.20S) IPtl).HA(I) 
IF(NC.NE.l) WRITEI3.£09) KHA(NOCLC-1.IP(I))»HAHBd) 
IFtNRINSUB15).NE.0.ANO.I.LE.NPART> WR1TE(3.210) FFAAMHl1)•IP<1> 
211 CONTINUE 
201 FORMAT!/1HO#COURSE OF SCALE FACTORS *) 
202 FORMATI1H.25X«*—ACCORDING TO DIFFERENCES—•*» 
203 F0RMATdH*6QX«*—ACCORDING TO DIFFERENTIALS—««) 
204 FORMATUHO* K*10X*H8«> 
205 FORMAT 11H.32X*HA«8X*(HB-HA)/HA«) 
206 FORMATdH467x*D<HA>DA/HA*9X*K*> 
207 FORMATdH ) 





43 FORMATt/lH0««»ENO OF CTCLE N0*I4« • • • « ) 
•RITE(3.42) 
42 FORMATdH 134C«- * ) / / ) 
7 CONTINUE 
IFtMAXCYCL.EB.1000) NYS2-4H 
IFtNYS2.EQ.4H ••> GO TO 67 S MAXCYCL-0 
67 CC*C05C»IT*aC05A 
NYS1«4H •• 1 N0YES1-4H •• t NYS2-4H « N0YES2-4H 
NYS3»4H •• S N0YES3*4H 
IF(IFIXICC).NE.O) GO TO 64 
NYS3«4H S N0YE53-4H •• 
6* DO 60 ICT»1.NPART S CC-C0SCRIT«XC0SN(N0CLC.IP(ICT)) 
IFdFIX(CC).NE.O) GO TO 66 
60 CONTINUE 
NYS1«4H % NYS2s«H •• 
1FINRINSUB(14).GT.0) GO TO 68 
IFtNC.LT.NCYCLS) NCYCLS-NC'l 
68 CONTINUE 
Nl-NPARTtl S IFtNl.GT.NPAR) GO TO 65 
DO 61 ICT-Nl.NPAR S CC»COSCRIT»XCOSN(NOCLC»IP(ICT>1 
IF(IFIX(CC).NE.O) GO TO 66 
61 CONTINUE 
65 N0YES1«4H S N0YES2-4H • • 
66 CPTIME-SECOND(FS) S EXT1ME( G)-EXTIME( B)*F5-ST 
RETURN 
ENTRY SUMRT 
CALCULATION OF CONFIÛENCE INTERVALS ON F tB ) . CALCULATION OF T-VALUES 
FND-FLOAT(NDATA) 
IFtLSUMRY.NE.l) GO TO UO 
CPTIME-5EC0ND(ST> % NRINSUB(12)«NRINSUB<12)«1 
I3-INK3 % I7- INK7 S 1NK3-3 S INK7*3 
WRITEO.90) % WRITE(3.91) IREP.END 
90 F0RNATdHl t l4C«** )5X.6<** * ) ) 
91 FORMATdH «SUMMARY N0*I4 *5X*ENDs«I2/ / l 
WRITE(3.104» 
104 F0RMAT(//1H « « I N I T I A L VALUE«6X«DIFFERENCE»8X«FINAL VALUEP8X«NANC* 
M I X * B/A«8X*C0NTR0LLED«/1H * K«lU«A(K)*11X«B(K)-AIK)* 
•12X«B(K)*22X*K«36X*K«/) 
DO 105 IK'ltMPAR % I J ' I P t l K ) t B IJA IJ *A( IJ ) -XA(1 . I J> 
BP-.O S IF (KA(1 .1J) .EQ. .0 ) GO TO IBS 
BP-AdJ) /XA<l> IJ) 
I3H»3H S I f tKF IXCI lJ l .GT .O) I3H«3H««» 
105 WRITE<3.106)IJ.XAd.IJ)taiJAIJ*A(IJ).NAME(U>*lJ*BP.13H.KriXCUJ)» 
•IJ 
106 FORMATdH 13.3ElB.6.5XtA10.I5.ei6.4.9X.A3.I3.I6) 
WRITE(3.107) NOATA. NPART 
107 FORMAT(//1HO*TOTAL NUMBER OF USED OAfA*9X«NDATA«*I4/1H «TOTAL NU"" 










WRITE(3 t l 69) s WRITE<3t170) I IDOT.MIal ,136) 
169 FORMAT(IM »ANALYSIS OF OBSERVED «NO CALCULATED FUNCTION VALUES 
•M.E.»SUM/NDATA S.E.-STANDARD ERROR X1-YA*BETHA«Y0C V-Xl-Y 
•CALC T-V/S.E.» ) 
170 F0RHATC1H 136A1/) 
WRITE (3f 171)XBETA(ENO) l ( IDOT*MI- l t26)t<IDOTtMI*I*20>tl IDOTtMIalt20 
•>t<IDOTtMl*l<20> 
171 FORMAT (1« 14X«BETHAa»FB.fttI2X»95 0/0 CONFIDENCE INTERVAL FOR F(B)» 
•2ftX»Xl-YCALC ANALYSIS»/1H 5X»*»26A1». .«20AI*»*20A1»**«X 
•«REMAINDER»5X«*«20A1»*»> 
• WRITE(3tl72l 
172 FORMATtlM 3X»1»7X« X2 # 
•»Y UPPER BOUNDÄHX« 
SUMPLUS-SUHMIN-.O 
NDF-DF-NOATA-NPARTXINOCLC) 









DO 162 L-ltNPART 
QPE*.0 
00 16S K-l.NPART 
IF(K.LT.L) GO TO 163 
OPEtOPE*FA(l,K)*N(KH,L> 




IFINRINSUB(S>.EQ.O) GO TO 662 
: EXPF STANDS FOR F OF EXPECTATION 8 
DO 600 J-I.NPART 
IF(L-J) 63ftt63ftt633 
633 K-(J-1>»(2»MPAR-J)/2.L * GO TO 69ft 
63ft K-(L-1)#(2«MPAR-L)/Z«J 














IF 1X1 .LT.YLOwEK) IGT«3H<LB 
IFCIGT.NE.3H HNTVL-INTVL*1 
TVALUE-YOC/SERROR1 








DETERMINATION OF EHPERICAL FREBUENCIES OF T 
IFtTVALUE.LT.OI GO TO 82 
DO 81 ICLSS*lt6 
FTEST=FLOAT(ICLSS1/2. 
IF(TVALUE.CT.FTEST) GO TO 81 
KLASl7tICLSS)>KLAS(7*ICLSS»»l 
GO TO 85 
81 CONTINUE 
KLASIlft>*KLAS(lft)*l S GO TO 85 
82 00 83 IO .SS* l tb 
FTEST—FLOAT I ICL5S1/2 . 
IFITVALUE.LT.FTEST) GO TO B3 
KLASI8-ICLSS)»KLASt8-lCLSSl*l 




IF(I .LE.N0UTfL)WRITE<3.173>I.XlIt2).Xl. I6TtYL01lEKtir«AN.YUPPER. 
•EXPFtVOCtTVALUE.SIGHAFtI , „ , , . . . . 





SUMTOT*SUMHlN*SUHPLUS S VMEAN-SUMTOT/FNO 
SUNABS«ISUHPLUS-SUMMIN)/FND „ . „ „ _ . . 
WRITE<3tlTft)MDATA.INTVL«PINTVL»SUMPLUS.NPART.SUH«IN.NDF.SUMTOT. 
• I ID0T.Ml"lt68>,SERR0Rl . . . „ „ . , , - _
 I U 
17ft FORMATI/IM BX*NOATA-«I4.15X»* »Ift» ( * « F 5 . 1 * 0/0) DATA «"SIDE IN 
•TEfiVAL»T96»« «»E12.5/1M BX»NPART-»I*T96»- -»E12.S/1H 9%*0*r, • " * ' 
•9S»SUM-»E12.S/IM ».»6BA1»»»T117»S.E.-»E13.6TT*»T0 BE NEAR ZERO»! 
TVALUEiVHEAN/SEVMEAN 
WRITEI3.1T7) VMEAN.SEVMEAN.TVALUE.SUMA8S 
177 FORMATUH » M.E . -«E12 .5 .6X*S .E . IN .E . I -»£ I2 .S .SX» RATI0-t»r9.4. 
• # < NEAN/V/«»E12.5> 
MRITEOtUO) iJDQT.MIal.136) 
WRITE(3.17Bt 
178 F0RMAT(/1H B8X#EST1MATE FIB» • VCALC'I 
1F(N02.£0.0) WRITE(3.1T51 
IF lN02.EO. l t WftItE(3*176> l I Oif.C .il R T I . » „ „ , u . . - _ . „ M B 2 , - i 
FORMATUH »SECOND DERIVATIVE MATRIX NOZ NOT USEO IN • ' * "" , ~ M 1 ?f Î , 
FORMATUH »USE IS MADE OF SECOND DERIVATIVE MATRIX S/ZalM-NOZI»! 
WRITEI3.676) 
676 F0RMAT11H*S8X«2ND ORDER TERM -
* / l H 10SX«- REMAINDER» 
• / I M BSX»STAND.£RROR F(B) « SftRTIFA-INVII 
IFINVS2.NE.ftH • • ) GO TO B8 
f»A»INV("l»VAR/2» 
ES Of MOMENTS _„ .__ --.* „». .•*• a 
IGMER MOMENTS Ml IS TAKEN EBUAL TO TS TRUj VALUE J 
IGME« MOMENTS M2 IS TAKEN EBUAL TO ITS TRUC VALUE I 
TESTS ON NORMALITY OF T 
TEST ESTIMAT F
IN 2ND AND " " ""
IN 3R0 AND 
FNDlaDF S FNO2-FN01-1. « FND3-FN02-I. 
IF(FND3.LE..0S» WRITEO.SIOI NDATA, NPABT.FND3
 wofFn0M FOa 3RD 
NPART"*I*# . OEWEES OF FREEDOM FW J " " 
« 















T l -S l 1 S12-S1»S1 * T2-S2-S12/FN0 
G1-T1/FN0 ft G2»T2/FND1 
SGl*G2/FND S SGl-SORT(SGl) S GISG1«»1/SG1 
T2-S2 » G2-T2/FND1 
$G2s2.* IG2*>2)/ (FND-l . ) 
SGZ-SORT(SG£) S G2SG2-IG2-1.)/SG2 




F N O I - F N D - 1 . S FND<;-FND-2. I 'FND3-FND-3. 
SG3=SQRTISGJ) S SGft-SORTISGftl 
G3SG3*G3/SG3 ft GftSGft*Gft/SGft 
WRITEC3-313) NDATA ft MRITEC3t31ft> 
313 F0RMATI/1H 'ANALYSIS OF T*V/S.E. (EXPECTATIONS ARE USEO IN Ml »HE It 
•HOMENTSI NDATA.#I4/1M 76I»-*)3X»CHARACTERISTICS»I 
31ft FORMATliH 22X*£XPECTATI0N' ftX*ESTIMATE*5X*STAND.ERR0R»9X«ICS-EI)/% 
•tti SHOMENT2*10HUNITY •MOMENTS«IOMNORMAL MOMENTl-lOHZERO 
MOMENT»-10HNORMAL, 
IF CG 1 SGI.GE.2.I MOMENT1'IOHPOSITIVE 
IFIG1SG1.LL.-2.IMOMENT1-10HNEGATIVE 
1FIG3SG3.GE.2.) MOMENT3«1OMR IOMT SNEH 
1F<G35G3.LE.-2.)HOHENT3-10»H.£FT SKEN 
lF<G«SGft.GE.2.l MOMENTft-lOMTOO STEEP 
lF(GftSGft.LE.-2.)MOMENT4»10HTOO FLAT 
•RITE(3.J IS) GltSGltGlSGI.MOMENT 1•G2«S02iG2SG2tMOM£NT2t03tS01f03SG 
• 3 . MOME U T3 . Gft t SGft . GftSGft . HOHE N Tft 
315 FORMATUH *HEAN*23X*0ffcKt2Elft.5.Fl<>.2.BX.A10/)H «VARtANC£Pl9M*l<ftM 
•<;Elft .SiFl«.2.8XiA)0/ IH *£KEMNESS.GAHMA( 11 *10X»0* «X ^ E U . S . F 1 « . 2 . 
•8X.A10/1H *KURTOSIS>GAMMA<2)*10XPO*ftX2Elft.S.FI4.2taxA10/lM 761»-* ! 
316 CONTINUE 
FNUl'FNIK>)- . l tFN(2)-FN(13)".5<FN<3)aFN<lZ)>1.7>FNtft l -FN(l l )>ft . f t 
FN(5)»FN(10)-«.2IFN(6I-FN(9)»IS.O»FNI7)»FNC»)»19.1 
DO US I "1.1ft 
lft5 CHI1I1)-FN(I)>FL0AT<ND«TAI/100. 
DO B» ICLSS'l . l f t 
84 FCLSSUCL5S)-FLOAT(«LAS IICLSS))«100./FLOAT(NDATA) 
M f l I T E ( 3 . 1 7 0 l ( J D O T . M I « 1 . 1 3 6 > 
NRI TE (3.86) <*L*S < I ) , 1 - 1 . lftlMFCLSS < ! ) . ! • 1,14,1 
fib FORMATliH.HxlSli» ( « I / I N »HISTOGRAM OF T *1X«1*IS/1M' 
• i o X l S C ) * ) / l H «RELATIVE TO 100 0/0 #]ftFS.l / IM*tftXlS(» 
• Ifl/ln l f t X 1 5 ( * I ' l l 
• R I T E ( 3 > B 7 I NDATA, I C H l l ( l i t 1 - 1 . 1 * 1 
87 FORMATdn «CLASS L I M ] T S # i r j * - J i " 
• *X*-0.5?ftX* -0>*ftK**0.5" 
• I M . U ï * .«lOftX* ••/IM lftXlS(* ) • ) / 
• IM »NORMAL DI$TRlBUTlON*6X»O.U5X*O.S*SI'l.T'SK'ft.ft'Sl*'9.2»ftl01$.O 
• •*ftX»19.1»ftX»19.U<.X»15.0|tSX*9.2»5A»«.ft«SX*1.7*SX>0.S'SX»0.l«/IM* 
•lftXlS(» ( * ) / l H »FOR NDATAa»IfttSXtlftF8.0/lH<l4X!5(« 1*1 
SN(1) -.000001S SN(2) -00.135 I SN(3) a00.621 ( SNtftl -02.27S 
SN(St '06 .68^ S SN(6> «15.St.* • SN(7) -30.65ft • SN<*> «S0.000 
SN(9) -69. l f t6 ft 5N(10I-B*.135 S SN(11)«93.3I9 • SN<12I.9T.725 
SN(t3)-99.379 ft SNIlft l -99.865 S 5N(1SI - I00 .00* 
C ANALYSIS OF T-VALUES 
C 
C KOLMOGOROV-SMIRNOV TEST 
C 
c 
•RlTE<3t300l NDATA.SKA 1 WRITE(3.307) 
300 F0RMAT(/1N »KOLMOGOROV-SM1RNOV ONE-SAMPLE «S O/B THO-TAlLCB TEST 
•FOR CUMULATIVE DISTRIBUTION OF T-V/S.E.* N*ATA.»I*,#, CRITICAL 
• VALUE-»F7.1/» 
SKUtl>-SKA S FCLSSO-.O S SKLI1)-,B 
DO 301 1-2.15 t l F l l . G T . 2 l FCLSS(I-|)-FCLSS(Nl)«FCLSSI1-2) 
SKU(I>aFCLSS(I-l).SKA ft 1F1SKU(I) .»T.UO.)S«U(I)>IO#.«0*011 
SKDD-FCLSSd-D-SKA * IF(SKL( I I .LT. .O IS«L( l t» .8 
301 CONTINUE 
MRlTE(3t302HSKU<l>i!- l . lS)tFCLSSOt<rCLSS(!l«I* | . l*> 
302 FORMAT!1H »UPPER 80UND»SX1SF8.2 / 1 M »OISTR, OF T 0 * l l S f B . 2 l 
»RlTE(3 t303MSKL( I l t I - l> l&><<SNI I l« la l . lS l 
303 FORMATUH »LOMER SOUND'S* 1 SFB.2 /iMOMNOftMAL D I l T f l | B , « | l l S f B . 2 / l 
ISMalM* S IS0-1H • ( * « • • 
DO 305 1-1.15 S ISN*IIN*S 
IFtSN(|l .LE.SKLtI>.Ofl .SNU(lt>LC.SN(I) l W R I T £ ( 3 t ) « > ) ( | l * . J * l « | « K i t 
• I S N 
305 CONTINUE S •RlTCO.ÏST) 
306 F0RMATI1H<13X123A1I 
307 FORMATI in I f t l » - * ) , 1 S ( # — — - ( # ) , » — • ) 
WRITEl3.10ft> 
30ft FORMATUH »OUTSIDE INTERVAL ' * ' l 
FCPL>100.-rCLSS(T> ) »R1T£(3t300l FCLSSI7lt'C»l 
308 FORMATl/IH «NEGATIVE T VALUES -»FT . I» 0/0»/1H »«OSITIVC T V H U t l 
• -»F7.1» 0/0») 
BB CONTINUE 
HRlTEO.1001 NOCLCtlREPtENO.TAUl 1 «B|TEIJ.1»«I 
10B FDRMATllMl «••••»COLLECTION OF RESULTS AFTER'1*« CYCLES * * • SU*M 
•Y NO*13» • • • TOTAL NO 0» SUMRIES TO BE PRODUCED«!)« • • • OATC ' A I 
109 FORMATUH 3 2 x . r ( » - « ) t l V I . S ( « - » > * 3 a X t 5 « - « ) < B X > l 2 ( ' - * t t 
c 
CALL LISTlNGIl l 
C 
110 IFlL5UMRY.EO.il GO TO 119 
IF(NYS2.E0.*M • • ) MAXCYCLalOOO 
IF(NOCLC.E0.NCYCLS.AND.lR£P.£O.CM0t «O TO 1 1 * 
IF(HAXCYCl.N£.10001 GO TO 110 
MflITEI3t2071 ft »R IT t (3 . *2 l 
119 MCRITaALOGlO(COSCRIT) • 0.5 
• RITE<3.1161 NCfin.NOATA.NPARTtNYSl.MYM.NYSJ.MOYESJ 
116 FOflMAK/lM 13X»C0S CRITERIUM FULFILLED «ITM*|J# 11*09 fO» / » l « 
•»NO YES» T10i»NU*B£R OF DATA» 17/lM »2X»«a»#m«N»At t -» lJ .2 I .A* , 
•^XtA«/lH 4.9*»TOTAL COSINE »3Xi2I.Aft.2X.AAI 
>RITE(3*I1T)NPAR. NOYESI.NOYeSJtMC.MCYCLES 
117 FORMATUH 56X*NPAR a»I3t2(2X.Aft)* / IN CYO.I N W U » OWf Ö f * I * * 
• CYCL£S*I 
lFILSUMRY.EO.il 60 TO 12* 
lFIMAICYCL.NE.iOOOl GO TO 1 1 * 
CALL PUNCHIOI S RETURN MO 
126 CONTINUE 
00 120 I-ltNPAR » 00 12* J - l .MCYatS 
120 I P X l J ' l l - l H . 
•MEN-OATEITAIIM ft ClOCMTIMtirAlftH S 
TA5TA3aTA(SI-TAOl 
MRITEI3.I2») . . . 
ll„ FORMAT(///IH0»STAllSTICS»61(»a»l/l 







112 FORMAT(1H »FROM*I 
113 FORMAT(lH»UX* DATE *A10* TIME 
WRITEI3.il*) S WRITEI3.I13) TAUItTf 
lit FORHATIlH «TILL*» 
U S FORNATI/1H 33X»USED FOB THIS JOB CP-SEC.PF12.3) 
INK3-I3 S INK7-I7 
NCYC-NCYCLES«(IREP-1)»NOCLC 
WRITE 13,121>NRINSUa(3),NRlNSUB<*).MRINSUS(S>,NRINSUB(7),NRINSUB<«> 
121 FORMATI//1H »TOTAL NO OF ENTRIES IN FNCTN OFDA 02FDA SOLVE HI 
•N#/1H 23X,216.217,15» 
WRITE(3*122) END,IREP,NCVCL£S<N0CLC*NCYC 
- 122 FORMATI/1H »DEFINED NO OF SUMMARIES. PRODUCED, CYCLES/SUMRY, PR 
•OOUCEO IN LAST ONE, TOTAL NO OF CYCLESÉ/1H 121.2111,115,123*121/1 
•H 931*-*)/) 
IFINAXCYCL.NE.1Q0Q» 60 TO 118 
•RITE(3.123> 
123 FORHATIlH* 105XHREOU1RED CONDITION Fut_FILLEO*/lH 105X (PROCESS TE 
•RMINATES AT-STOP 5S-*/lM *05X.'IN NLV FROM HOWA ENTRY SUMRY* 
*/lM 10SX,30(#M»» 
WRITEI3.125) 
125 F0RMATI//1H 53XlB(*-#)/lH 53X*»—END OF JOB—«#/lM 53X18 (*-*)> 
RETURN A*0 






















N0CLC-2 S NC-1 
CALL MlN(DELTA.O,l.,0,.0«30.0»0> 
00 501 K-l.HPAR 
501 B(KJ-AtK) 
1F(NRINSU8I20>.GT.O» 00 TO SI* 
SORESM-SQRES-SOA 
NCOMB-NPARÏ 
NP-NPAR S IFINPAR.GT.14) NP'l' 
00 500 K-l.NP 
500 ISTARIK)-IP(K) 
NRINSUB(20)-NRINSUBI20>*1 
MR I TE(3,520) (K,K*1,MPAR) S 
WRITE(3,621» (IP(K).K>I.MPARI S 
WPITE(3,52<tl S0A*NP,NP,NPART * 
•R ITEI3 , *2 ) 
520 FORMATI1H1* K **30I*) 
521 FORHATIlH * IP(K)-#30I*) 
. 522 FORHATIlH BX30Aa> 
524 F0RMATUH018X*S0A»»£12.5*
 HHICH IS 100 0/0 . COMBINATIONS 
•AR,NPART) ARE TAKEN OUT OF THE FIRST*!** PARAHETERS'/1H 72* 
•« ,*!** )*/) 
525 FORHATIlH *INPAR )*9X*MlN IN*5X*SUM OF SaUARES* 
•RT) NPART ... IT*5X*S8S*BX*0/0* 10X »EPS* 11X *NANE# 8X 
•TURE*5X*PARAMETER5 USED TO OBTAIN SOB»/) 
DO 502 NCMB'l.NCOHB 
NUSED-0 
ÙO 503 Ksl.NP 
503 KLASIKI-O 
NPART»NCMB 
Nes»! S KCB'l S NP1-NP*1 




00 506 ITH-l.NCB 
507 00 508 Kl-l.NP S K-NPl-Kl 
IF(KLASIK).E8.1> 00 TO 509 
KLAS(K)-1 
50B NUSED-NUSED'l 
60 TO 510 ' 
509 KLASIK>-0 
NUSED-NUSEO-1 
510 lF(NUSED.NE.NCHB) 00 TO 507 
>NS (NP 









'> 60 TO 512 
GO TO 511 
lNSERT-0 













IF(SOMN.GE.SQRESH) 00 TO 530 





_, IF(ITM.EQ.l) WRITE13.536) NC8 
536 F0RNAT(IK,I4) 
IF(NCHB.EO.l) WRITE(3,528I NAMEIIPI11) 
526 FORMAT(lH*62XA10) 
1F<NRINSUBI5».6T.0) WRITE(3,529) X6E0I1) 
529 FORMATIlH*7*XE12.3> 




523 FQRMATdN ) 
502 CONTINUE 
00 532 J»1.NP 
532 1PIJ»«IPM(15.J» 




N P « " N P S A V E ' 8 E S T 5 0 L U T I 0 N F 0 U N D I N # ' * H « * - I » . W E 1 4 . 5 . r B . 3 * . . . , , 
MC-2 S NOCLC-3 
NUMBR(NOCLC»-0 S EPMIN(NOCLC»-.0 
WRITEI3.S1S» 
"'•ÏÏÏÏiiZK aS.SKÄ.SiS.-S'iB«'; «-«-»•«. «-« co 
DO S17 K-l.NPAH S I j -HMK» 



















* INTEGER ENO 
C CURVATURE IN DIRECTION OF CRCTN 
1F<NRINSUB<S).EQ.0> 00 TO 5000 
DO 130 1-l.NDATA 
130 FKS(II»FJS(Il«.0 
DO 131 L-l,NPART 
DO 132 J-l,NPART 
1FIJ-L1 133,133,13* 
133 K«tJ-l)M2»MPAfi-J»/2,L 
00 TO 132 
134 K«<L-1»#(2"MPAR-L)/2»J 
132 KS(J)-K 
00 135 I-l,NOATA 
FKSSUM-.O 
.00 136 J-l,NPART 
K-KSIJ) 
136 FKSSUM>FKSSUM*FAA(I,K)»CRCTN(J) 
FKSSUM-FKSSUH 'CRCTNIL ) 
135 FKS(I)*FKSII».FKSSUM 
131 CONTINUE 
00 137 I-l.NOATA 
FJSSUM-.O 





00 139 I-1,NDATA 
FJSJS-FJSJS«FJS(I)*»z 
139 FJSKS-FJSKS*FJS(I)*FKS(II 
DO UO I = J.NDAT» 
FSS(I)aFKS(I)»FJSJS-FJS(I)«FJSKS 
140 FSS(H»FSSU)/FJSJS«»2 








00 1*1 1*1 




00 195 K- l 
DC-.O 
00 192 J * l 
•NPART 
•NPART 
I F ( « - J ) 193,193.194 
OC-DC*HlK* 

















DO 200 M l . MP Aft 
200 UIK)>A<K) 
WR]TE(3,1*6) 
1*6 F0RHAT1/1H ^GEODESIC CURVATURE/IN DIRECTION Of SEARCH/EMANATING FR 
•OM*4X*K*7X»NAME*/| 
00 1*3 Ksl.MPAB 
KP«IP(KI 
•RITE(3,1*41 CRCTN(K1.AIKP),KP,NAHE(KP) 
IF(K.EO.l) WRITE(3,1*5) XGEOINCl 
143 CONTINUE 
1*4 FORHATIlH 15XE2«I.6.E17.6. I7.3XAI0 i 
1*5 FORMAI UU*£15.6) 
WRITE(3«1*7) 
*RITEI3'199I 




IFINRINSUBI9J.6T.0) GO TO 19 
C S Jï.ïf^uIS D E T £ C T W H E T M E f i S U B "IN WAS ENTEREO -1TH EPS-.O. 
C NRRF.« « Ï « rtl N 2 r P R 0 G R E S S C A N B C M * 0 C ' SEE LABEL 300 
C S E E " I 5 °0t'N C O N O I T I 0 N 0F ™ E PARAMETER VECTOR. 
C NOWXHA CONTROLS WRITE DFDA VECTORS BY 
C LAST ARGUMENT VARIABLE Of SUBPROGRAM DFDA 
C 12000 FOR LISTING SOB-EPS RELATIONSHIP u s AUTOMATICALLY ÜSEOt 
NBREAK-3HN0 NPWAS-NPART 
e ï!ïîS l l ïîî° roR IT*N_0 T0 06"1N OUTPUT . 
C THAT HAS BEEN DELETED IN PR0CEEDIN6 SUB Mlh 
19 CONTINUE 
NOWXHAaO 
f ï ï i ' f r î F Ï S ? " " * * " " " S U B I 9.-NRINSUB( 9». 
LIST-LETLIST % IF(L1ST.LE.1) 60 TO 400 
I33MNK3 S I7T-INK7 S INK3MNK70 S 
400 CONTINUE 
" «ITCOND-EPSLB«0.0 $ EPSBE-EPS 
I H I T A N . E 8 . 0 ) NPDO-NPWAS 
L IST-L IST-2 
NPDO-NPART 
-PARAMETER CONDITIONS. IF ANY, TO BE PERMUTED. ELSE «0 TO 300 
NBL-NB t 
DO 301 ! • 
301 I 8 M ( | ) - I B 
IF(NB.EO.O) 60 TO 300 
IF(NPDO.LT.MPAR) 60 TO 3)0 
00 320 I . l . N S s IB1 - IB1 I ) 
IFUP(IBI) .GT.NPDO) GO TO 320 
. S t A ' * '•»'»>»•»' 
—300 ROUTINE MINIMUH— 




HOWE-EPS S IF(MOHE.GT..OI GO TO 8 
WRITEU.1SI HOWE.EPSBEtNOCLC 
NEPSO'NOCLC 
18 FORMAT(/1HO'EPS WA5*E13.5# 
IF(NOCLC-NEPSO.NE.l) GO TO 8 
EPSBE-EPS-,05 
170 
" . R S B Ï S L / A ' Ï E R O ^ F ? ^ E N T E R E D - I T H ZPSL * < " " - C ^ E C T Ï S N L V E C T O R P 
• BOSNDS*//"R*SÏOP « ' Ï H ! N . P ° R " / 1 H " > A R Ä , , E T E B " L U C S T 0° C L O S E T 0 
* S T 0 P H 6 Ó F 1 R S T T l M E " * S I N C V C L E N 0 * 1 3 * ' SECOND TIME IN CYCLE N0#I3» 
6 CONTINUE S EPSUB-EPS»EIS*EPS 
12000-0 % INEG'O 
SOTNN-SOTNPaSOA 
ÎF(ITAN.NE.O) 60 TO 5 
5 ! x - ï I N K « ï r , . i I 7 ' , N K 7 « IHK3-INKT-3 5 IX-3 S IFOTIMES.GT.IX) IX-ITIHES 
WRITEIINK3.15) S H 
15 F0RMATIlHl.39I»»#>) 
100 FORMAT tlHO»«"X£Q MIN*' 
SI FORMAT11H »EPS INITIAL-*E12.6I 
NSQ»lfi£ON«IR£QP»£PSN»EPSP»TNSOP' 
IRNLOW*IRPLOW*0 
SQLOW-SQA S EPSLOw-TANLOH'.l 
SAVERN-RN S SAVERP-RP * 
EPST-EPS 
ITEIINK3.100I NOCLC S BRITE C INK3.S11 EPSBE 
START OF CYCLE N0#I4W •••#/> 
* tEPS«£PS S IFIITAN.6T.01 SO TO 3 
C If BOUNDS 00 3000 ELSE 60 TO 4000 
C 
3000 IFIINBL.EQ.O.OR.NSO.EQ.D.AND.ITAN.NE.OI GO TO 4000 
c 
C, KFIX COUNTS USE OF 0.5*<EPSL8*EPSUB), TO 6£ .LE. 20 
C KFIXCIKI IN COMMON COUNTS THIS FOR EACH PARAMETER 
C EPSDIF-EPSUB-EPSLB WHICH SHOULD BE -LE. .05«EPSUB 
C ITCOND-KFIX IF .GT. 0 THAN PARAMETER VECTOR FOR NPART WILL BE 
C BROKEN DOWN UNLESS ON RISlN« BRANCH WITH 
C POSITIVE SLOPE 
C NBREAK IS USED TO SAVE THE USE THAT IS HADE OF BREAK DOWN OPTION 
C THEN NO ITAN-0 OPTION IS HONOURED 
C KDELETE IS THE INDEX OF THE PARAMETER TO BE DELETED 
lFUTAN.EO.O.AND.NBL.EO.OI GO TO 4000 
— IF OUTSIDE RANGEi CO INSIDE " 
INSIDE • 1 
00 325 I-l.NBL S K-IBMUI 
IFIBIKl.LT.ALBIKI.OR.AUUIKl.LT.BIKH GO TO 376 
325 CONTINUE 
1FIKFIX.6T.0» K»KOELETE 
IF<KFIX.EO.O) GO TO 4000 S 00 TO 327 
326 IFIITAN.EQ.OI GO TO 3999 
IF IKFIX.£0.0.AND.LIST.NC.0) WRITE(INK3t3061 
IF(KFIX.EQ.O.AND.LIST.Et . i l WRITE(3.41 
306 FORNATI//IH 4X«PAR NO»*X*EPS INSIDE»SX**-LOWER BOUNO PAR.VAIUE-




IFiKFIX.GT.Ol GO TO 327 
EPSLB-EPSN S EPSUa*EPS S 00 TO 32B 
327 IFdNSIDE.EO. l t EPSLB«EPS 
IFI lN5IDE.EQ.0t EPSUB-EPS 
328 EPS«O.S«<EPSLB.EPSUB) S KFIX«KFIX»1 
EPSDIF»EPSUB-EPSLB 
IF(LIST.NE.O) WRITEI3.324I K.EPSLB.ALB 
••KFIXC1K).EPS.KFIX 
324 FORMATIlH I8 .E1T .6 .E1T .6 ,2E14 .6 .E17 .6 ,16 .19 .£18 .6 .110) 
lF(KFIX.LT.20.ANO.EPSDIF.GT.tOS*EPSUBl 90 TO 2000 
EPS-EPSLB S ITC0ND«KF1X S KFIX«0 S IF IL lST .EO. i l 
4 FORMAT«/) 
00 TO 2000 
3999 IF1EP5.GE..01 00 TO 3998 
EPS«EPS»STEP « 00 TO 1000 



















f IFfITAN.Et.31 USETNB-TN3 
; -——CALCULATION OF TANGENT TO (EPS.SOit-RELATIONSHIP-
HNORM-HCRCT-TNSOB-.O 
St-BNORM(NT) 












I f l N S i . G T . l t GO TO 206 
i r iABSUNSOBl .LT. . l£ -101 WRITE(3.203) TNStB.NOCLC 
lF(A8S(TNSOB).LT.tlE-10) GO TO 88 
203 F0RMAT(//1H » T N S 0 B - # E 1 4 . S » .LT . .1E-10. 
• 15 /1 
RNRES««N»*RN»USETNB > RPRES»RP-(-RP>»USETNB 
IFfRNRES.GT.l - . IE-OS)I RNRES-RN--.1E-0B 
IFIRPRES.LT..1E-0B1 RPRCS-RP-.1E-08 
206 GOTO U . 2 , 3 . 2 . 3 ) . 1 T 0 
I IFIINK3.E0.7.AND.LlST.Et.il WRITEI3.141 
IFIINK3.EQ.7.AMD.LlST.Et.lt WRITE»3.1001 NOCLC 
IFIUSETNB.LE.O.O.OR.ITAN.EB.et «0 TO 120 
lN£Q»IN£G*l 
00 121 1»1.NPART 
I CRCTNIIt—CRCTNII) 
WRITC(3tl221 NOCLC.USETNB.EPS.StB 

















G T H«> 
WRITEI3.129) 
129 FORMATI/IH »IF THIS OCCURS TWO TIMES IN THE SAME CYCLE. EXECUTION 
•TERMINATES AT STOP 61 IMIN)»//f «-«•.«. 
122 FORMATI1H0»C0RRECTION SIGN HAS BEEN CHANGED*19X»IN CYCLE#IS/1H »BE 
•CAUSE TAN-*E14.5» AT EPS-*E14.5/1H ex»S0B«»EI*.5/l 
NSQ-0 % IFIINEG.EO.2)5T0P 61 S RN»SAVEfiN % RP-SAVERP f 60 TO 1000 
120 IFUNKJ.EQ.7t GO TO 102 S VERSCHL-SaB-St 
P0*EPSBE*EOS 
WR1TEIINK3.101) EOS.SOB.SO.VERSCHL.PO S WRITE 11NK3.I03) 
101 F0RMATI1H »REDUCTION -«E12.6» X*9X»IStS IN FNCTN-WE12.S.3X 
•»UNORMINT) IN NRMEQ»#£12.5.3X»OIFFERENCE-#EI2.5* )#/lH *£P5*SX»a» 
•E12.61 
103 FORMAT I|H0< I «7X*A(I>»llX*CRCTNU>»7X»EPS»CRCTN<H*aKWTOTAAL»ll 
•X*N0RMAAL*9X»DELTA</) 
00 10b I-l.NPAR f 01*Pt«CRCTN(ll S Q2-AIIP(I>t*0I 
10b WRITE IINK3. 104) lP(I)tAUPCnt.CRCTN(I),01,02.ANORMtlttOC(.TA<Il 
104 FORMAT 11« I3.6E17.6I 
IFUTAN.EQ.O) WRlt£(3.123l START.STEP.ITINES 
123 FORMATI//IH »START AT EPS»#E14.6*. STEP LENBTH««E14.6#. NO OF STEP 
•S»»I3) 
WRITEIINK3.14) 1 WRITEIINKS.IOB» < WRITE(INKJ.U) 
14 FORMAT!/) 
108 FORMATIlH 55l»«*>( 
11 FORMATIlH 29X»l*9x«T A N G E N T»16X*)»9X*L E 
*RITE(INK3.1H) % WRITE IINK3.112) 
111 FORMATUH bA*EPS*10X*SOA»TX*)»SA»ABS*IOX*OIR£CT.*8X#COS*8X*(*4X 
•* N0RM<PHII*5X*C0RR.V£CT') 
112 FORMAT U H 29X*I»4<.X*)>I 
WRITE(INK3.1131 EPS.SQ,TN58B.TN2.TN3.HN0RM(HCRCT 
113 FORMATIlH 2E14.6* »»3E14.6* IF2E14.6) 
»R1TEIINK3.1I21 S WRITEI1NK3.109) 
109 FORMATIlH 551»- *)) 
102 IFIINK7.EQ.7.0R.HST.EO.0.OR.ITAN.EQ.0) GO TO 105 
NRITEIINK7.14I S NRITEUNK7.61 
6 FORMATIlH 18X*NEGATIVE SIDE*43XWP0SITIVE SIDEA) 
WRITEIINK7.16) f HRITEUNK7.7I S WRITECINK7.T0) 
lb F0RHATUH*51X»(*> 





IOS IFIITAN.NE.O) GO TO 107 
C 
C PRINT (EPS. SOB (-RELATIONSHIP 
C 
IFIITCONO.GT.OI CO TO 116 
1FINS0.EQ.2) WRITEIINK3.12S) 
125 F0RMATIlH*78X»SLOPE FROM 1ST TO 3RD P0INT»12X »SOA AT 2ND POINT« 
IFINSO.EO.it SOl'SQ S IFINSB.E8.2I S02-S0 
1F1NS0.LT.31 GO TO 126 
SQ3-SÛ S CHORO-(S03-Sält/I2.*STEP) 
KRITEIINK3.1271 CHORD 
127 FORMATIlH.82XE14.S) 
SOI "SO.? S SO2-S03 
126 CONTINUE 
•RITEI1NK3.12*) NS0.EPS.S0.TNStB.TN2.TN3 I EPS"EP»»ST£p 
124 FORMATIlH I3.E12.5.E13.S» l#3E14.5# l#) 
IF(NS0.6T<.1> WR1TEIINK3.12BI NS8.S8 
12d FORMATIlH.100X.110.£2S.IS) 
IFINSO.LE.Ut GO TO 1000 
116 »R1TEIINK3.10B) 
IFIITCONO.GT.O) WR1TE13.114) K.BIKt.NSt 
114 FORMATI/IH »PARAMETERS HAVE BEEN C0NTROLLED*5X»Bl»I3W I M E 1 4 . 6 » . 
• OUT OF RANGE AT N S Q - » | 4 / / t 
NPWAS'NPART 
R-SAVER I RN-SAVERN 1 RP-SAVERP i INK3* I33 f 1 W I 7 - I 7 7 
EPS-EPHlNINOCLCI S 12000-2 S N0WXMA--1 f NBL»0 t 60 TO 2000 
rlL THE FIRST TIME A POSITIVE TANSENT IS ENCOUNTERED—— 




I F I T N S O M . G T . R N I IR£0N»1 
IFISOS.LE.SOLOWl IRNLOW»lREtN 
IFlLISTI 22.22,23 
23 WRITE(3.<!20t EPSN.TNSON.SOTNN. IREtN.NSt 
220 FORMATIlH 3E14 .6 . IS . I6 ) 






27 EPSP- 1 0 . 
tPSM- 1 0 . 
NS0-NS0-2 
OEPS-EPS 
GO TO 3 







24 «RITE43.221I NSO.EPSP.TNSOP.SOTNP.IRCeP 
221 FORMATIlH 47X. I6 .3K.3E14.6 . I5 I 
SI EPS"EPSP-R»TNSOP»IEPSP-£PSN)/(TNS«P-TNStNl 
-CHECK BOTH CONDITIONS FOR POSITIVE AW) NCBAllVt TAN*CNT-
*? IFIIBEON.EO.l.AND.1RE0P.E0.K GO TO 62 2
 ÎFHlREW.EO.l .OR.IREOP.EO.l t .AND.R-Et. l . 






" ! F " S B ! L E . S O L O W ) IRNLOW-IREtN 
^ W R Î T E Ï I i 2 « ; ^ S N . T N S 0 N . S O T N N . 1 R E « - . « « 
34 IF I IT0 .E0 .4 t GO TO 30 












33 IF ILIST) 30.30.S2 





3« £PS-EPSN-R*TNSON» (EPSP-EPSN! / I TNS8P-TNSSN1 
1FUTQ.E0.4I 60 TO 66 
GOTO 42 
———TERMINATION Of PROCEDURE Of FINDING THE MINIMUM— 
62 OEPS-EPSa0.5MEPSP«EPSN> 
ITO-3 S 60 TO I ODD 
65 ITO"* S 00 TO 1000 
66 1T0-S S 60 TO 1000 
C CHOOSE SECOND BRANCHE OR THE FIRST 0 « IF THE SECOND HAS NO MINIMUM 
C FINAL CHOICE IS NOB FOR LOHEST VALUE Of TAN IN STEAD OF THAT FOR SOB 
C THIS HILL BE ACHIEVED BY JUHP PARAMETER IN ARGUMENT OF MIN 6T 0 
1FIJUMP.EO.01 GO TO BT 
IFlIRNLOH.CQ.l) 00 TO 67 
IF(NSO.GE.ITIMES) GO TO 67 
80 IF(lRPLOH.EQ.l) 00 TO 67 





IF(OEPS.EO.EPSLOH) GO TO 68 
67 EPS«EPSLO» S SO-SOLO» 1 
IFIEPS.NE..O) GO TO aa 
irtlTCONO.GT.oi GO TO aa 





86 rORMAH// / / lH055A* I * 1 U * 1 * / 1 H S5X» I * /1H 4 9 ( « * * I 6 X * I*13X*»*9X 
• * 2 * / l H »••5X*EPSa*E15.8.5K*NOCLC • # ! * , TX*»*6X* I * / I H * • EPSHINa 
•»E15.8.5x*IFZEB0a*l4.7X*»*6X* I*ISX»» » * / lH *«*5X*S0B»*E15.B 
•<5X*NS0 * * I 4 , T X M * 6 X * I*7X*»*9X*3*/1H * • FUNCTION PROBABLY NOT 
• CONTINUOUS NEAR EPS*0 «*6X* 0 * / l H #»*3X*REPEAT SUB MIN HITH 0 .1 
••EPS IF 1FZEB0 S 5 »#6X* I • » * / lH * • PROCEED HITH EPS • * 
•E12.S.15X*»*6X* I » * / I H 49(*»*»6X# I . _ _ . _ _ - - - -
• »/1H 5SX» *>17X»*#/lH S5x*L0WEST*SX*N0T ACCEPTED AS MINlHUMtf/lH 
•o5X*N0 JUMP HAS BEEN PERFORMED*/» 
irtlFZEBO.GT.J) NCYCLS»NOCLC 
irtlFZER0.GT.31 ENO*IREP 
IFtlFZERO.GT.SI GO TO aa 
HOHE-EPS'EPSBE S RN'SAVERN % BP»SAVEBP S R'SAVER 
GO TO A 
c 





I2000- ) S NOHAHA«-! S NBL»0 S 00 TO 2000 






















S RP-0.1ORPRES S 60 TO 2 
1FUNKT.E0.7) GO TO 69 
•RITCClWCTiU) S HRITEUNKT.IOO) 
89 JNK3*INK3 S IF(LlST.EO.l.OR.LPX.GT.01 JNK30 
•RITEUNK3.90) NSO S HHITC IJNK3.91 ! 
90 F0RMAT(lHQ*9X*»»NlNlMUM FOUND IN* IS* ITERATIONS*»' / ! 
91 F0RMATI1H 6X*EPS*1U*TAN*11X*SG*12X*R*12X*RP*14X»USE0 TANGENT* 
• l |X*SQB*l 
•R1TEIJNK3.T81 EPS,U$ETNB,SB*R*RP*ITANtSQ ' S HRITEtJNK3tlOBI 
78 FORMATIlH 5E14.6t8x*N0*I6,E24.12l 
i r i H S 0 . L E . S 6 A ) . AND, 
•.OR.<RN.E0.0.1*RNR£S1 
1RNLOH>IRPLOH-0 
IRE0N*1RE0P-Q S RN»0.1»RNRES 
63 BM-RNBES S RP-RPRCS 
HRITEdN*3.82) 
82 FORMAT(/lH04X#Ka9X*A<Kl*l|X*C0RRaCRCTN*5X*EPStOPT>*CORR*8X*B(K!#/l 
DO 83 1B1>NPAR 
C0RR(I1>CBCTNII) 
O a B U P d l l - A d P U I I 
•RITE(INK3tB41 I P d l i A d P H n . C O R R d l . O i B d P d l l 
IF ( INK3.E0.3 .ANO.KFI IC I1PI I ) ) .6T .01 HRtTE(IHK3*65l I P ( l ) 
V CONTINUE 
S4 FOBMATIIH IS,4E17.61 
85 F0RNATdH»84X,»CONTROLLED PARAMETER B(«13* 1*1 
IFIJUNP.GT.B.AND.sa.GT.S6A)HRlTE13*921 JUMP,NOCLCtSOtSOA 
«2 r0RMAT(/ylH 10X*JUNPa»I2». S0M1N ON 2ND BRANCH IN CVCLE*I3* EOUA 
•LS*Cl4 ,6 * t SQA-*C14.6« - . - • • • 4 — * / / | 
9 HBITCIINK3>1101 
110 FOBNATdM0»«»MIN X C 8 * * 0 " * * / 1 
NN-SAVCBN t RpuSAVCRP • NGREAKaJMNO 
IFlLCTLlST.LE. i l GO TO U S S INK 3« 133 » I W T - I I T 
115 IFIITC0NO.Ca.0l GO TO 30$ 
I———BREAK OOHN N P A R T — - - — 
POLICY FOR BREAKING DOWN MPART OR NOT 
SEE ALSO CALCULATION OF TANGENT 
IF ON BISING BRANCH (TAN.6T.0I NO BREAK OOHN TAKES PLACE 
NPARTX TO BE DEFINED IN NEXT SOLVE 
NBREAK*3MYE$ 
IFSTajPIKDELCTCI*! 
IFUFST.GT.MPAPTI GO TO 303 
DO 302 I-IFST.NPART 
J P I I P < I ) ) - I - 1 
302 I P I l - l l - I P I I I 





•RITE 13.3*41 EPSLB.KFIXCtKOELCTEI.KDELETE.EPSUB.HSa.EMlNE.SOtNPART 
• • N O C L C , K D E L E T £ . K D E L E T E . B < X O C L E T E 1 . N A M £ ( K D £ L E T E I , K D £ L E T E 
304 FORMATI//1H 'EPS INSIDE - * E 1 * . 6 . S X * » « ITER - * 1 3 * X POtt PAR*I3 
• / I N »EPS OUTSIDE « *E14 .4 .5X#»" NSg B * I 3 
• / 1 H »DIFFERENCE -HE 14. 4 , 5 * » • * •# / I t« 3 3 X * > » S M -»E16 .M 
• / I N -NPART NO— #14» IN CYCLE NO*I4* • • • # / 1 H »PARAMETER NO*I3# HA 
•S BEEN DELETED • • • BI»12»la*C16.10.SX*wEM CONSTANT PARAMETER 
* - » *A10* » NO»13/1 
IFIEPS.EO..0) EPS»EPSLB 
IFINPART.EQ.O) CALL INITL 
S EXTIMC I «l-CXTIMCC 9>.fS-ST 
C POLYNOMIAL* HYPERBOLIC OR EXPONENTIAL EXTRAPOLATION 
3001 CALL LlHYPEI(LPX*10>0>O*B*0t»l 
1FUNEG.EO.0I GO TO 3000 
00 3002 la),NPART 



































C — - — - C I R C U L A R SEARCH FOR PHI AND L A M B D A — — 
C 
6001 CALL BACKlNPART.O.0,0*0) 
GO TO 3000 
END 
•DECK AI SB 
SUBROUTINE A15B 





CPTIHEaSECONDfST) S NBINSUB(IO)»NRINSUBI10 f *1 
IFUNK3.EO.7l GO TO IS 
•RITEMNK3,6) 
6 rOBMATUH0»»«NEH POINT»"«*/! 
Q-SQB/5QA*100. 
HRITC(INK3,431 0 
«3 FORNAT(lM0*SOBa#FlQ.3.2K»PERCENT OF SOA*/) 
:*5X»A-OLD*9X*0-A»I1X»B-NEH* 
• B I T E U . S O ) 
SO FORMAT(1H 23X#PABAKETER V A L U E S * 7 1 
• 9 X # C O R R . * 9 X * E P S » / > 







51 HRITEI3.S2I lV .A( t t f ] ,01 ,B( IV»*CORRI I ) ,62 
52 FORMATdH I5.5E14.51 
15 DO 7î I-l.NPAR 
72 HAHB(I)-(HBU)-HA(I1)/HA(1) 
IF(INK3.NE.3.ANO.INKB.NE.3.AND.NOCLC.NE.2) 80 TO |6 
IF(LSUMRY.LE.l) GO TO 16 
HRITEI3*Z01) 
IFtNRINSUBI 9I.NE.01HRITE(3,202) S IFINRINSUB(S).NE.0>HRITE(3f2031 
•R1TE<3.£04> 
IFlNRlNSUBt 9i.NE.O)HRlTE<3.205) f IFINRINSUB(5>.NE.01HRITE(3*206) 
HBITEI3.207) 
DO 211 IalfNPAR I HBITE<3t20a> IPU»tHB(It 
IF(NR1NSUB( 9I.NE.0) HBITEt3<209) HA 111iHAHBIl> 
IFINRINSUB(S).NE.O.ANO.I.LE.NPART) HRITE<3.2I0> FFAAMHU\*IPIII 
211 CONTINUE 
201 FORHAT4/1H0ACOURSE OF SCALE FACTORS *> 
202 F0RHATUH*25X*>—ACCORDING TO DIFFERENCES--**! 
203 FORHATUH*60X*.—ACCORDING TO DIFFERENTIALS—**» 
204 F O R H A T U H O ' K*10X*HB*| 
205 FORMAT(1H*32X«HA#ÔX*»HB-HA)/MA*) 
206 FORMAT<1H*6TX*0(HA)DA/HA»9x*Ka) 
207 FOBMATI1H ! 
20B FORMATdH I3.E16.S) 
209 F0RMAT(lH*19X*E19.S«E14,5> 
210 F0RMATUH*6BX»E15.5,1101 




A I I V I - B U V I 
10 *A(NOCLC.lVt-* l IV) 
IFlNT.GT.MPARt GO TO 21 
DO 22 I-NT*MPAR 
I V - I P I I 
!2 XA4NOCLC,IV)-AtIV) 
1 HRITEI1NK3.5! 





REAL H t INTEGER END 
•CALL DINLIST 
DIMENSION ISYMB0LI4)*YPLOT(4!*ISCALE(6! 
DIMENSION 1 F B M T ( 6 ) , J F R M T ( 2 ) , B 0 U N 0 ( 3 ) 
•CALL OVAR 
•CALL OF IX 
CPTlME-SECONDIST) S NRINSUB(l l l -Nf l INSUB(U)* l 
IFIlNOALL.EQ.O.OR.INOALL.EB.äO! HRITEI3, ) ) 
1 FORMATIlHl) 
HBITE(3*20I 
20 FOBMATI///1H 3 U * I N I T I A L PARAMETER VALUES*6X#NAME</> 
«RITEIJ .13! 
13 FORMATUH 2BX.42(>**)1 
•RITE(3,121 
12 FORMATdH 2BX**#hOX*M! 
•BITE ( 3 * U 1 d P ( l l , X A d . I P d < > * N A M E ( I P ( I ! ) , I a l * N P A R I 
11 FQBNATIlH ^BX*»*I5,E20.10*3X,A10* • * ) 
HRITE(3.12! 






4 FORMATdH * - - - - . - . _ _ i _ . - _ _ . . - . - - -
• - ! - - . - . -_ . . ..__!__-------
• - - - • - - I») 
HRITEI3,t» 
6 fORMATdH 4X*EPS*6X*CYCLE MIN*T29* ! *T60* I * *4X* I *30X* I#7 IM # TOO 
•BTAIN*5X*N0 F0UN0*T29*I*6X#SBUARES TO BE EQUAL*T60*!*6X*L E N G 
• T H S T O B E Z E R O I T O T A L L E N G T H S 1#/1H 
• * NEXT CYCLC*9X*IN..X*T29*I*TX*SOA*llX*S6F»T60*I*6X#NORMAL*9a#OCL 
•TA*6X*V(S0A-SQF1 I*6X*NORMAL*9X*DELTA 1*1 
HflITE(3<4! 
INXX-0 





60 TO IS 
19 OaSQRTIOI 
15 HRlTEI3.T)EPMIN<I ) * I .NUMBR(I ! .SBHINd! .XSBF( I ) .XNt)M( I ) *XKLT( I I *Q 
• »INORMdl.XOELTAlIt 
7 FORMATdH £12 .5*15 ,17* I *2E14.5* I#3E14.5* I *2E14.S* 1*1 
HRITEI3.41 
HRITEI3,81 INXX 
8 FORMATdH 14X*T0TAL*I5) 







27 FORMATdH*.48X*RESULT OF FITTING PROCEDURE*SX*STANOAItO ERROR OF 
HB1TEI3.471 S W I T C 0 . 2 T I 
•ESTIMATE* 5X» TOTAL COSINE »/1H 4BX*CTCLE-N0 MULT.CORR H 
•ULT.COS*5X»NO «DATA D.F. STAND.ERROR» 7X»CYCLE-NO»4X» COSINE#T17» 
•NO#T22* (OPTIMUM) »T37*TOTAAL#/» 








IF(NRINSUB(5).GT.O) WRITE(3.2> EPSNEW(I) 
60 CONTINUE 
2B FORMATI1M 1 2 X . I 5 . 2 E 1 3 . 5 , 1 1 0 , f 1 2 . « . F l 1 . 4 , 1 8 , 1 5 , I 6 . F 1 3 . 5 , 1 1 2 , F 14.6) 
2 F0RMATflH*E12.5) 
WRITE(3.26) 
26 FORMAT ( lHQ*3(»»*) 5X601»-»» 5x22 (»•*>» 
IFIlNDALL.EQ.O) GO TO 65 ft IF I INDALL.EQ.50t 00 TO 66 
WRITE«.21) 
WRITEO.34) 
3* FORMAH/IH 13X*TABLEAU OF PARTIAL SOLUTIONS OUT OF CYCLE NO I » / ) 
WRITE(3.35) ( I . IM .MPAR) 
35 FORMATUH «CYCLE PART*!*.301*1 
WRITEI3.29) 
29 FORMAT UH » NO S O L N » / ) 
DO 39 K-l.MPAR 
39 ITALLY(K>*0 
00 36 I'l.NOCLC 
IX-lHX 
00 38 J-1.MPAR 
IF (IPX ( I . J».EO. IX) ITALLYTJI- ITALLYUIM 
36 CONTINUE 
36 WRITE«.37) I ,NPARTX(I) . ( IPX<I.J) .J«l»MPAR> 
37 FORMAT(1H I3.16.4X.3QA*» 
HRIT£f3 ,25) ( ITALLT( l ) * I * l ,MPAR) 
25 FORMAT ( / /1H »OCCURRENCE»14.3014) 
:-__ » OUTPUT PARAMETER VALUES 
66 MRITE<3,21) 
21 FORMAT I / / / » 
WRITE«.22) 




WRITE 13.9) (NAMC(IP(1>)>I-NFST*NLST) 
9 FORMAT1/1H 3X*8(*X.A10)> 
IFlNB.EO.Ol 60 TO 80 
JFRHTU)"9HC1H*.000X 
JfRMT(2) -7H,El * .5 ) 
WRITE«.68) 
68 FORMAT 11H »BOUNDS»/1H 'UPPER') 
DO 69 K«NFST.NLST 
1F(AUB(IP(K)).GT..90E*B5) 80 TO 69 
1SKIP«1**(K-1>*3 
ENCODE(9.T0.JFRMTUI) I SKIP 




78 FORMAT(1H «LOWER») 
00 79 K-NFST.NLST 
IFI-.90E*B5.GT.ALB(IP(K>>) CO TO 79 
ISKIP«1*»(K-1>*3 





16 FORMAT1/1M »CVCLE»I6.7Il*./> 
00 2<t I'ttNOCLC 
24 WRITE«.17) I.(XA(I,lP(J)).J»NfST»NL5TI 
17 FORMAT(1H I3.8E1*.5) 
IF1NPAR.LE.NB) GO TO 61 
NF5T>NFST*B S N8»N8*B S WRITE(3,1*> S M TO 23 
61 CONTINUE 
1FIINOALL.E0.50I GO TO 320 
. . „ „ OUTPUT DIFFERENCES— — 
IFINOCLC.EO.l) GO TO 62 
DO *S I»1.NPAR 
45 TOT21(I )>.0 
WRITE(3»21I 
«0 FORMAT (IM TXi 
• 0 I » / ) 
NFsT-i f we-8 
41 NLST-NPAR 
IF(NPAR.GT.N8) NLST-N8 
WRITEO.16) f IP( I )* l *WFST,NLST) 
00 «2 I-2.N0CLC 
DO «3 J-l.NPAR 
J V - l P ( j ) % AZA1(J)-XAU*JV)-XA(I-1«JV> 
*3 T0T21(J)>T0T21U)*A2AltJ) 
«2 WRITE«.17) I.(A2A1(J).J-NFST*NLST) 
W R I T E « . * * ! IT0T21 ( J) .J-HFST.NLST) 
44 FORMAT(/1H *T0T*L»E12,S,7£14.5) 
iFtWPAR.LE.NB» GO TO 62 







50 FORMAT (IM TXi 
NFST-1 
51 NLST-NPAR 
IFtNPAR.GT.NS) NLST'NB !„ 
WRITEI3.16) (IP(l).I>NfST,NLST) \,\ 
00 52 1-l.NOCLC lit 
52 URITE13,17) I , <XHA< I .IPW) > . J-MFST.NLST) \L. 
IF(HPAR.LE.NS) GO TO 63 ill 
NFST-NTST*« S N8-N6*B f WRITE«.14) I M TO SI "' 
63 CONTINUE \]l 
IF(NRlNSUBI9),Ee.0) GO TO 73 }JJ 
— — — — — — — - O U T P U T «0OC5IC CURVATURE \H 
WRITE(3.21) ft WRITE«.75) > WRITE«.71) . « » « • « - ! • * 
75 FORMAT(1H TX»RADIUS OF 6C00CS1C CURVATURE IM DIRECTION OF SEMtM* • • ; 
•/ IN 7X#.»5H»-»>».»> . „ . „ « , „ - ,11 
71 FORMAT(1H »CYCLE»9X»ABS0LUTE»6X»RCLATIVE TO /S0*/*> »«»TOTAL CWINC • • • 
•»SX»/S0A/»9X#/0CLTAtNPARTI/#5X*IN..X»/l
 1 M 
N0CLC1-NOCLC-1 IÉ9 
00 72 IM.NOCLCl • 9 C 
RGC0CV-RGE0CS«>9999.999 <«1 
IF fXGCO( I ) .£ • . . »> GO TO 72 . . 2 
RGcocv- i . / xGcoa i s s w f s m r i M N i N i n i ï M 
RGEOCSO-RGEOCV/SOtt _ ^ ~ . . . 194 
T2 WRITE«, 7*) I .RGEOC¥,««OCS«.XCOS»IIl.$#».XDCLTnift»R*W"l»
 | M 
73 CONTINUE . . . . I M 
T4 FORMAT(in 1 4 . 4 « , r i 3 . 3 , F l T . 3 . 7 X . F 1 8 . 6 . E l « . S , 7 X . E 1 2 . S . I l l I J „ 
19« 
— - — — ~ — „ — — O U T P U T COSINES Of NORMAL———
 l f * 
200 
65 CONTINUE 201 
VRITEI3*21) S HRITEI3*3«> 202 
3» FORMAT(1H TX»PARTIAL COSINES»/) 
NFST-1 S NB-B 
31 NLST-NPAR 
IF(NPAR.GT.NS) NLST-NB 
«RITE(3.16> ( IP( I ) , I -NFST,NLSTI 
DO 32 IM.NOCLC 
32 yRITEr3.33l I , (XC0SN(I , IP IJl),J«NF5T,NLST) 
WRITE(3.67) NOCLC.(XCOSN(NOCLC.IP(JH,j-NFSF,NLST) 
67 FORMAK/lM I3 .E1S.4.7E1*.») 
33 FORMAT(1H I3 .F12.5.TF14.5) 
1F(NPAR.LE.N8I GO TO 6* 
NFST-NFST.B S N8-NB<8 S ttR]TE(3,14) > 60 TO 31 
6* CONTINUE 
IF(INOALL.EQ.O) GO TO 320 
C — . OUTPUT FINAL PARAMETER VALUES--
C 
DO 11* I>I,NPAR 
TVALUEIll'.O ft IF(STOEVd).EI.O.O) 60 TO 114 
TVALUEI1)>A(IP(I))/5T0EV<II 
1 1 * CONTINUE 
«RITE(3.10> 
10 FORMAT(/ltil*3X'NAMC»10K»FlNAL PARAMETER VALUIS'10X#*TANDARO » O I 
•ATI0N*2TX*T-VALU£#/) 
• R I T E O , l l 3 > 
113F0RMATI1H 10<»*» ) , *X ,30 ( * * * I , 9R.30( * • * )<9X*30 l#*» l ) 
MRITE(3>112) 
112 FORMAT<1M 1«X»*»2SX»*»9X**»2BK««*9X»*»28X»*») 
URITE(3.111) ( N A r t E U P ( [ ) ) , I P ( I ) . A < | P ( I ) | , I P ( I ) , s T O C V I l l , I P ( t l * 
•IVALUE(I), I>l,NPARt 





U S FORMAT 1/1M »MULT.CORR.*TX*S*A*»EI9.10,|4Xi>STANO.ER(>OR>*EH.B.12X»T 
•OTAL C0SlNEa*El*.6/ lH r B . S , / / l H 5*X«LINCARIZE0 IN 1AHUNT PLANC'I 
WRITEO.312)ftWRITE(3.3)3I IWR|TEI3.3l*t0WRIT£(3OIS)IWRlTtI ) , ] l * l 
312 FORMAT! 1H 38X**«13I« ' * )» 9S 0/0 CONFIDENCE INTERVAL »22(»-»l 
313 FORMAT!14 10(»•«)3X, I09(*>») I 
314 FORMATUH 13X,»* '107X«*') 







DO 300 UJ.NPAR 1 t V - I P I M > MRITE(J>31II IV . IV 
1F(ST0EV(|I) 300.300.302 
311 FORMATdN 13X.*>».13,99X.|4» •») 
302 WRITE0 .3UI NAME(IV) 
316 FORMAT<lN*A10) 
ALNSTO'ALOGlOISTDEVdl) f IF(ALNSTO.LT.O.OI ALNSTB-AlNiT«-!. 
NLOG-ALNSTD S TEN-10.»»(1-NL061 




DO 30* J2* l *3 S BOUNO(J2I>TEN*BOUNO<J2I 
1F<BOUNO(J2>) 305.JOS.»6 
305 eoUNO(J2)"iriXIBOUNÛ(J2)-0.»l 
«0 TO 304 
306 eoUNOU2)>iril1IOUNfi(J2t*B.»l 
30* BOUWH J2)"BOUHO(J2I /TEN 
ENCOOE(10.309.|FRMT(2tlIFMT>lFNl 
309 FORMAT UM .11 .6MX.F20. . I I •1" ,> 
ENCODE(10.310.1FRMT(*>) 1FMT.IFMT 




WRITE 13.31*1 S WRITt(3,313) 
" 320 IF(NTS2.EO.*H • • ) MAXCTCL-1000 





CPTINE'SECDMOISTI | NRtNSU8U3) - t« IN iUB( l l ) , | 
INAP*1 
KB*1N » ISTMBOLtD-lH* ft ISTMftOLI?t>IHO 
RANGC*T(M>I1MAP|-60TTOM<1HAP) ft SCALE-I00./RAN6C • IMIT-RAHAC/». 
BTO»SOTTOMllMAP)-UNIT 
DO 205 I - ) . * 
BTO-BTO'UMIT 
205 ISCAtEID'BTO 
WRITE (3.2011 S WAITCO.702I 
201 FORMATIlHl//) 
202 FORMATUH »SCALE VALUC»T2t*.M(|9K*,#t| 
WR1TCI3.203I I I S C A L C l l l . I - l . 6 l 
203 FORMATUH 16.5(120)1 
WRITEO.20*) ft vRIT IO*2»* t • w t l T E O . t * « ) 
204 FORMATUH *X» .»9(19X* , * I ) 
WRITK3.204) 
206 FORMATUH » NR • # ! • ( » . . , . • # ) 
• * M»51*VOtS'«»7l»TCALC«0» 
I PLOT« 1 ft L A A W - N C A T * * ! ! 
DO 2S0 1-1.LAATST 
j * i - ( i / i a i * i o • i r u . E f f . o i t i o . t i l 
216 VR1TC0.212I S «0 TO 22B 
212 FORMATUH * * # • » ! ! ( » ) l 
211 J > I - ( I / 5 ) * S » IF IJ .E I .O I 207.208 
207 wRITE(3.209) » »O TO 27» 
209 FORMATUH 4X».»ft( |9X»**)t 
206 WR1TE(3.20«) 
220 IFUPLOT.GT.It GO TO 2S0 
VPLOTt l l—XI I . I t ft VPLOT(2)«-TCLCA(lt 
•R1TEI3.21«) l . I tT»tOTU>»rn.0T121 
214 FORMAT(tH*I3. I l»7,I3,F11.0.F13.Z) 
DO « 1 J -1 .2 
V»tOTU)><T*tOT(J)-MTTOM(IMAP)t*SC«4.C 
IFUPLOTIJI.LT.B.OI f » 1 0 T i J I « f P t O t l J I - l . » 
TPLOTIJl«»PLOT IJ l«» .S 
MBlANCaTPLOTIJl**# 




I F U . C O . M O A T A ) ( P L O T < 2 
25« CONTINUE |MITE(3.25S) 
M S F O » M A T ( / / I M « • • • E N D or n.OT**»»l 
RCTUR« 
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AA«- . l 
IF(N1YPE.E0.SI NDO'NOCLC 
IFINTYPE.E0.6) NDO«2l 
00 40 K*1*ND0 
IflNAUT.EQ.O) 60 TO 46 
If(NTYPE.E0.5> 60 TO 3* 
AA-AA*,! 
00 38 1-l.HPAR 
38 XXAUI»AA*XA<NOCLC,I)*U.-AA>>XAtl i I> 
IMK.E0. I1 .0R.K.EQ.12) WRITE dNK7iB6] 
GO TO 47 
39 DO «1 I»1.NPAR 
41 XXA( I ) *XA(Kt l ) 
60 TO 47 
46 AA-AA*. l 
DO 48 I-1,HPAR 





















IFILEN6TH.NE..0) SO TO 52 
RATIO-.0 J GO TO 68 
52 RATIO-100.»SLENGTM/A80VE 
68 BB-AA-1. 
IF4NTYPE.EQ.51 WRITE(INK7,5S> K.S8A,SO5AVE.5LENGTH,8EL0W. 




55 FORHATdH 14,IX2£14.S,E17.5,E15.5»2F14.2,112) 
58 FoflMATdH F5.2,2E14.S.E17.5,E1S.5.2F1*.2 ,F13.2I 
NRINSUBI16)*Q 
IF(NTYPE.EQ.S) 60 TO 50 
WRITE(INK7»91) 
91 F0RMAT(//lH 23X#USE HAS BEEN MAOE OF THE F0LL0WIN6 VALUESÉ/1H K 
•K*8X#NAWE*llX#INITIAL P0lNT*5X*TERHINAL P0lNT#10X#DIFr£R£NCE#6X*K* 
•/) 
DO 92 K.l.HPAR 
IF(NAUT.EQ.l) AIT»XA(N0CLC.K)-XAII.K1 
IF(NAUT.EO.O) AIT»XA(N0CLC,K)-A(K1 
IFiNAUT.EO.i l WRITEdNKT.93) K,NAHE(K 
IFINAUT.EQ.01 WBITE(lNK7,93) K.NAHElK 
92 CONTINUE 
93 FORMATUH I4,5XA10.2X2E19.8,E20.5, I7 l 
GO TO 50 
4 IF(N.GT.l) RETURN 
WRITE(3.63) SOMlNINOCLOtNOCLC 
63 FORNAK/IM «0A-#El4.5# IN CYCLE N0.*I3/> 
CALL FNCTNU.O.SO*.0.1,YCLCA,YOCA,0.0» 
00 62 I*1.N0ATA 
62 X(Itl»-2.*YCLCAIII-X(I.l) 
DO 65 K-l.HPAR 
65 A(KI*XA(ltKl 
iREP-END-l 
GO TO 50 
3 00 70 I»1.NDATA 
XY-.O 
00 71 J*l.NPART 
71 XY«XY»FAd.J)»OELTA(J> 
70 XM.ll«2.»CXY*YCLCA(Ill-Y0BScn 
GO TO 50 
50 CONTINUE 
INK7»JNKT 
CPTlME-SECONDIFS) S EXTIMEU61-E*TIME(16»»rs-ST 










FOR APPLICATION USE EN0.6E.2 
THE CORRIII VECTORS USED IN 1200 ANO 1300 ARE FIRST DERIVATIVES M 
THE PARAMETER FUNCTIONS WITH RESPECT TO THE STEP FACTOR 
THESE VECTORS ARE TESTED IN SUBROUTINE HIN ON ZERO LEN6TN. 
FOR NEW CONVERGENCE SIMULATION FORMULAS IT IS RECALLED THAT £P«i 
SOA. AHO AMI MUST BE DEFINED BEFORE A REJwl TO N L V " A « S PL«È 
i r iLHE.GE.10) GO TO 1099 
IF1EN0.6E.21 60 TO 7 S WRITEI3.8) ENO 
S F0RMATI//1H *END>*I3* THIS SHOULD BE 
•N PROGRAM NLV.#//1H »STOP 70 (LIHYPEX 2 . < / l H «REDEFINE ENO IN HAI 
INK-T S IF I1NK7.E8.3 .0R.L IST.E8. i l INK-3 s MRlTE i l . l 
xWSK'1^"«**1* L I M T P " CW*VE«6ENCE Sl5uLÏT,SN-«i? 
i r « H F . r B . n . / . T « . . . . . IF(NCYCLS.6E.N3>60 TO 9 IF(LHE.Eo. l ) GO O 1100 
6 WRITE13.2I NCYCLS.NN 
2 FORMATI/l 
•UE OF 
> e i *EPNIN(Nl ) S E2««0 S I l - N l . l 
DO 3 I - I 1 .N2 
1 E2-E2*EPMIN(I1 » E2'E2*E1 « E21-E2-EI 
E3- .0 S |1-N2*1 
DO 4 I -J1.N3 
t £3-E3*EPNIN(I> * E3-E3*E2 I E32-E3-E2 
IF(E21.NE..O.ANO.E32.NE..O) GO TO 1000 
WRITE(3.5> N1*E1,NZ,E2,N3,E3,E21*E32 f STOP 72 
> FO0MAT(/IH # Nl#8X*£l#6X*N2*ax*E2*6X#N3«8X*E3*7X*E21»n2X*E32*/lH 
• 3 t I 3 . E 1 5 . 5 l . 2 ( £ 1 5 . 5 1 # POINTS ARE COLLINEAR 50 E21 AN0/OR E32 - Ol 
• / / 1 H *STOP 72 (LIHYPEX)*) 
) GO TO (1100.1200,1300).LHE 
> ILHE-LHE-10 S GO TO ( 1 1 9 9 . 1 2 9 9 , 1 3 9 9 ) , I L « 
1100 CONTINUE 
WRITE(3.101) 
101 FORMAT !1H*50X** POLYNOMIAL B(NI I *A.B«NI*C"NI«»2*D«NI"3»E»NI«4-
• — * * / i n 61X*» WHERE NI-CYCLE NUMBER •*/> 
N21-N2-NI S N5-4»N21»N1 S N*0*N5-N21 i N30-N40-N21 
IF(NCYCLS.LT.NS) NN-N5 
IF(NCYCLS.LT.NS) GO TO 6 
U(ltl)-U<lt2)>U<lt4)-ltCl<5>-U(2.3l'U(4(3)>.0 
U(5tl)-U(S.5)«l. S U O . U - U O . S I — 1 . 
U(2»1)»U(4.5)»2. 1 U (4*11-U (2,5) » 2 . 
U 14,21-4. S U(4,»)*UI5<2)«U(5*4I—4. 
U(2.41-U(3,2)>U(3.41*lb. S U (2,21 — 16. 
U(I*3)-24. S U(3,3>—30. S U(6.3).6. 
WRITE(3,124) Nl,N2fN30,N40tN9 
12« FORMAT(/1H 10XKU5ED PARAMETER VALUES ACCORDING TO CYCLE NUMSEf) NI* 
•/1H 3XM*I11,«1201 
UO 115 I>1,NPART 











AA(I>-AA(11/24. S BB(II-BB(II/24. 
•OD(11/24. * EE(Il-EE111/24. 
115 CONTINUE 
IFfINK.E0.71 GO TO 122 
WR1TE(INK,120) NS 
120 F0RMAT(/1H »e*CKSOLUT10N»NO*I3*13X* I 
•ARE*/) 
00 117 I-l.NPART 
DO 118 K-1.5 S FN-FL0AT(K*11 
M B AIVEC(«)>AAri|.FNi>(aB(II*FN»(CC(II»FN»(DD(Il»FN«EE)I)))) 
117 WHITEUNK.121I I P ( l ) . ( A I V E C ( K l . K - 1 . 5 » 
121 FORMATUH 14,E16.S,4E20.51 
WRlTEdNK.131) ( 1 . 1 - 1 , 4 ) , , , „ „ . „ , 
l ( I I , C C ( I ) . O D ( I ) . E E ( I ) . I - l » N P A R T ) 
C C ( P ' C C ( I ) / 2 4 . D D l D ' 
XT FOUR E8UI0ISTANT POINTS 
î î f »RITEUNK.1321 ( I P ( I 1 , A A ( I 1 , B B ( I I , C C ( I ) . 0 D ( I ) . E E ( I ) . I - 1 . N P A B ' 
185 l 3 1 FOHHATl/lH »POLYNOMIAL PARAMETERS OF DE8REE*/1M 14X»0P.4I20t 
Iflf, 132 FORMATUH I4,E18.T*4E20.T> [ij 122 EPS-1 . C S0A-S0MIN(N51 
Jg l 00 130 l . l .MPAf i 
. . . 130 A ( I l - K A ( N 5 t I ) 
Jo« WRITEIINK.1231 N5.S0A.EPS
 lic „,,,, , . , [tl 123 F0RMAT(/1H #SOA-SOMIN(»12* 1-0E15.5» NEW EPS VALUE - « 1 3 . 5 / ) 
192
 c
 G (> T 0 W 
\H 1199 00 1S1 I-l.NPART 
\Z2 I J - I P ( I 1 J FN-2.*EPS 
:Z* b(I J ) • AA( I ) *FN»(BB( I I *FN«(CC(1)»FN«(DO(I )«FN'EE( I H | » 
Î , , 151 CORR(I)- B8U) *FN»(2 .»CC( I I»FN»(3 .»DD( I )» rN»4 .«EE( I I I> 
l 9 f l RETURN 
i?? C HYPERBOLIC SIMULATION 
201 F0RMATUH-5ÛX*. HYPERBOLIC 8 IN) »A (L IM» »C/(-B*TEPS (NI 1---*<•> 
200 FORMATUH 40X«. WHERE TEPSIN1 IS THE 5UM Of N EPS VALUES 0 " I w 
202 F0RMAT(/1M * K^1X»TEPS(MINIMAI»»4XHVALUES OF PARAMETERS USEDK/1H 
• 4X#CYCLE«*I5.ZI15,22X*CYCLE-»I5,2I1S1 
DO 215 I-1,NPART 
A1-XA(N1,IP<1)1 S A2-xA(N2,IP(I> 
A32-A3-A2 < A21«A2-A1 
lFdNK.EO.7) 60 TO 203 
WRITE (INK,2041 IPU!,El,E2*E3rAl,A2,A3 
204 FORMATUH 13,2X,3E15.5,18ft.3E15.S) 
203 IFIA32.EO..0.OR.A21.E0..0) GO TO 216 
ÖN»E21•A3^-E32•A^1 
IF(At lS(A32/E32).GE.AttS(AZl/E21)) 60 TO 216 
öe(I)*E21»A32n£3-E32»AZl»El 
b 8 I I I - B B ( I > / d N 
CC ( I ) « - A 3 2 * ( E 3 - B B ( ! ) ) • < E2-S8(111/E32 
1F(CC(I) .CO..O) GO TO 21» 
AA(II-A3-CC(J 1 / ( E 3 - B B ( I I I 
GO TO 215 
216 AA(1)«A3*DELTA(11 S 6 8 ( 1 t » . 0 S CC(I)«-DELTA(I)»E3 
215 CONTINUE 
IFdNK.EQ.TI SO TO 220 
WR1TEIINK,206) S WRITE(INK*208> N3 „ „ , , , . 
206 F0RMAT(//1H 0 K LAST A(K) USED#12X#HYPERB0LIC PARAMETER»' 
•X*BACK SOLUTION BIK)#> « , .»»ure N 
208 FORMATUH *7K#A(LJNI»UX#8#14X#C#3X.!15.10X#NEXT TWO ON DIST««« 
•3 -N2»! 
DO 230 i ' l 'NPART 
**A«*A(11.CC(11/( -BB11)«E3) 
d B B - A A ( I | . C C ( I ) / ( - B B ( l ) * E 3 * E 3 2 l 
CCC-AA111»CC(11/ l -BBII I*E3*2.«E32I 
A33XA(N3,IP<1)I 
' I / 1 H »NCYCLES»#I3» BUT IT SHOULD B E * I 3 / / l H ^INCREASE THF u » 
NCYCLES IN THE MAIN PROGRAM N L V * / / Ï H " S T W î l ^ K A Î S c ï " * 
CCC-AAIII.CC(II/l-öB(n*E3*2.«E32l .. ___
 c c c 
230 WRITE (INK.207) IP (I ) ,XA (N3, IP ( 111 . AA ( I ) ,86(11 »CC < Il f AAA.«!*"*-
207 FORNATdM U,2X.4E15.S, 3X.3E15iSI 
220 EPS*E32 S SQA-sOMlN(N31 
DO 231 I-ltMPAR 
231 A(!)*XA(N3.I) 
WR1TE<INK,123) N3,SOA,EPS 
60 TO 399 
176 
1299 00 251 I«1.NPART 
I J M P U ) 
B U J ) î C C ( I > / ( E 3 * E P S - b B I I ) > • * » ( ! ) 
25 1 COfiH(I> s-cc111/ ( (E3*EPS-BH11)) • •?) 
RETURN 
C 
C EXPONENTIAL SIMULATION 
1300 *RlTE(3.301) S MRITE13.200) 
•RITE13.202) Nl.N2.N3.Nl.N2.N3 
301 FORMATUH*S0X*. EXPONENTIAL BlN>«A<LlM>.C»EXP|-B»TEPS<NI)—*#1 
C 
NCRTT'NCRIT-1 $ 00 315 I=1.NPART 
ITELU>=0 
Al=XA<Nl . IPI I>> S A2*XA[N2.IP<!)>
 S A3*XA(N3.IPI I ) I 
A32=A3-A2 S A21±A2-A1 S A31>A3-A1 
I F U N K . E Q . 7 1 60 TO 303 
•RITEIINK.cO«) I P l I l t E l . E 2 . E 3 . A l . A 2 . A 3 
303 IFIA32.EQ..0.OR.A21.EQ..Q) GO TO 316 
IF<ABSIA32/E32).GE.ABSIA2|/E21>1 60 TO 316 
C 











IFU82- I81 .EO.O.OR. ITELU>.E0.2S) GO TO 32T 
<31cB2 S 181 = 162 





AA <1)sA3-CC<I> *EXp t-BB <11»E3I 
GO TO 315 
316 AAtl>-A3»0ELIA(I) t BB<II*1. I CCI 11 «DELTA t I1*EXPIE3> 
315 CONTINUE 
C 
IF(INK.EQ.T) GO TO 320 
WRITEUNK.306) S KRITE UNK.208) N3 S «RITE t INK.31«) NCR1T 
306 FORMAT(//lM t K LAST AfK> USED»! ^ EXPONENTIAL PARAMETERS» 29 
•X*BACK SOLUTION BlKt*) 
319 F0RHAT(1H*115X»ITERATI0N$ INCRIT**I2*>*l 




330 WRITEtINK.307) IP(11.XAIN3. IPM>).AA ! I>.8811><CC11>.AAA.»B*.CCC. 
• I T E L ( l ) 
307 FORHATUH I3 .2X . tE15 .5 .3X .3E15 .5 , I10 ) 
320 EPS-E32 $ S0A=SQM1N(N3> 
00 331 I=1.MPAR 
331 A ( I )=XA iN3 . I ) 
•RITEIINK.123) N3.SQA.EPS 
GO TO 399 
C 
1399 DO 351 I-l.NPART 
I J M P I I I 
AUX=CC 11)»EXP(-Bd( 11•(E3'EPS)) 
399 MRITE4INK.400) 
400 FORMATI//1H *«»L1HYPEX X00»« 
RETURN 
END 
CREATION RUN DECK LIST AS «RITTEN. IF NE-PI 
• I/IT/75 13.*4.M. 
„Ec« « E us.Eo , . , « «m. or « . . occu.»E»cE o. . « . «oo... . . . . . . . . ' o« „ c« . , „ . . . . . . o*»" 
.0«. . . . «•?» i.HU'fi, oiSfïcfH "SóVo» OLOjro. ol«w.to 
n;t%? siar « s sjsfs »«tr Ä »«.. •'*>« 
«0I-5V Ü S F » .01.02 »Oi.O» 
1HI5 Uf>D»TE REQUIRED 33fc00B HOBOS Or CO.E. 
177 
1.4 Condition function dependent parts 1.4.1 statements 
CDMOCCKS TO BE CALLED 6V SINGLE SUBPROGRAMS 
'DCCK A04/02IB* 
•COMOCCK OVAR 
COMMON AI 4 t * e t 4>.HAM8I 4l*NANEt At.CORRI «I,DELTA! 4>.STDEVI 4) 
COMMON HAl S t t M l 5I.ANORM1 5I.BNORMI 5 ) . I P ! 51.JPI 51 
COMMON VCLCAI JOItYCLCBI 20|tYOCAI 20>.Y0CB< 20)tVOB5l 201 
COMMON KF1XC1 4I.ALBI 4).AUB< 4 ) . I B I 4 I .FAI 20 . 51tFA2( 5) 
COMMON Kt 20. 2 ) . A A I I S . 4 ) , *HAI15 . 4I.XC0SNI15. 4) t IPX(15» A) 
COMMON IPARI l l . H I 5 . SI.XMl 5 . 5>.FAAI 20*101*F0FAA< 4 , 4) 











COMDECKS TO BE CALICO BY 51NOLE SUBPROWAHS 
•COMOCCK PlMINITL 
DIMENSION ISTARI AI 
•COMOCCK OIMFNCTN 
DIMENSION CI 4I.YCLCI 20).VOCt 20) 
•COMDECK DlMDFDA 
DIMENSION C( 4 ) .Ht S),TOC( 201.YCLCI20).ORDERED) 4>.IPERH( At 
•COMOCCK PIMD2FDA 
DIMENSION CI 4>.rAA2t AttMl 5 ) t IL 110)iTCLCI 20>.YOC< 20) 
•COMDECK DIMNRMEB 
DIMENSION H1 5I.CN0RMI Sl.COSNI 5>,Y0C< 20) 
•COMOCCK OlNSOLVE 
OIMCNSION CI 4I.S0LNI 41.El « l i O I I AltCNI 5>.C0SINF( 51.D< 5) 
•COMOCCK OIMHO«A 
DIMENSION Dl 4».El A).1STAR( 4>.FCALC< 20>.fOC( 20>.TJFSSt A) 
DIMENSION DCURVCt A) 
•COMOCCK DIMMIN 
DIMENSION KSI A)tFKSI 201« FJSf 2 0 1 . TjFSSI 4>,DCURVEI 4) 
OJKENS ION CRCTNI Ali IBMI 4 ) 
•COMOCCK OIHLIST 
DIMENSION A2A1I A)tTOT21l 4I . ITALLYI *).TVALUE! A) 
•COMDECK DIM8L0CK 
DIMENSION IPaiS. 4).JPfl<5. 4)»1STERI A) 
•COMDECK OIMBACK 
DIMENSION VDCLTt 4),U0ELT< 41.GI 5I.YBAI 20) 
•COMOCCK DIMTRACK 
OIMENSION XXAI 4 > . Y C A L C I 2 0 ) . Y 0 I F | 20) 
•COMDCC« OlMLIPEX 
DIMENSION AAI 4I.BB1 41.CCI 4>.0DI 41,EEC A I . I T E H A) 





201 FORMAT 11H * NONE') 
100 FORMATI/1M *SUBjECT*/lM *•••••••# 
•/1H »SOIL MOISTURE RETENTION CURVE« JANUARY 1975* 
•/) 
101 FORMAT I/1M »«COMMENTSC/1H *••••••••* 
•/IN 'COMMON DECK A04/020B** 
*/lH0*VARIABLES V * MOISTURE CONTENT IN PERCENTAGES»1 
•/IN * X • LOGARITHM OF THE MOISTURE TENSION* 
*/lH 'FORMULA BY FINK AND JACKSON 11973) SOIL SC. VOL#116 NO.4 P.24 
•9D/1H «APPLIED TO DATA FROM ICM-LA0. »JAGENINWN* 
•/> 
102 FORNATI/1H *F0RMULA*/1M *••«••••* 
•/1H * -C * 
•/IM * X • A*B»LNIIY/D) - 1 ) ' 
•//IN ^WHICH IS SOLVED FOR Y 8Y THE FORMULA* 
•//1H * 1X-AI/B -1/C' 
•/IM *Y « 0 • I E H I » 






CI2) - A 
C O ) - B 











Xll.21-0.4 S X(2.2)-1.0 
XC5,2)»2.3 S XI6.2I-2.7 
X<9,21-6.0 S NDATA-9 
•COMOECK HTDATA 
URITEI3.15) 




33 FORMAT(1H ) 
DO 200 I-1.LAST1 
200 MR1TEI3.2Q2) I,Y0BS<1>.XII,2) 
202 FORMAT(1H 111 .Fl 1.2.F11.2) 
WRITEI3.20) 




C RESERVED FOR DIMENSION---— 
•CONDECK NFNCTN 
DO 200 I*1.NDATA 
•*<XfI.2)-CI2))/CI3) S e=EXP(01 







C RESERVED FOR DIMENSION-—-
•COMDECK NDFOA 
K1-JPI1) S K2-JPI2) S K3*JP(3) S K4-JPI4; 
00 200 I-l.NDATA 
•»IXII.2)-C(2)I/CI3) S E'EXPCQ) 
T — 1./CI4) S El-E*l. 







C RESERVED FOR DIMENSION 
•COMDECK N02FDA 
K1«ILI1) S K2«IL(2) « K3»ILI3) S K4-ILI4I 
KG'lLIG) S K7-ILI7) S K8*IL(B) S K9*ILt9' 
DO 200 I-l.NDATA 
•»IX(I.2(-CI2)I/CI3» 













END OF RECORD 
STARTING VALUES FOB THE PARAMETERS 
A!1)-34.B % AI2)*1.31 S A(3)-.2T*6 S AI4)0.4B9 
FIRST PARAMETER REDEFINED IN MAIN PROQRAM NLV BY 
CALL READ U.t.NOUTRD) 
All). TOBS(l)+.t 
IREP • 0 
DATA TO DEMONSTRATE FAST CONVERGENCE 
1,53
 *3* 410 333 276 232 115 74 • 
OATA TO DEMONSTRATE SLOK CONVERGENCE 






1.4.2 default output 
SSSSSSS SS 
SS SISSSSSS 
SS SS SS 
StSSSS SSSSSSS 
SS StSSSSSS SSSSSSS SS 
SS $S SS SS 
SS SS SS SS SS 
SSSSSS SSSSSSS 
SSSSSSSSSSSSSSSSSSSSSSSSSSISSSSSISSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS! 
S SOIL MOISTURE RETENTION CURVE 
SSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSISSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS! 
CONTROL PARAMETERS USED IN FUNCTIONt If ANY 
VALUES OF SYSTEM PARAMETERS DEFAULT USED IN THIS JOB 
NCYCLES-10 












-0INOATA) NOUTRD ' 
NOUTFN > 
NOUTDF » 1 / \ 
NOUTD2F« 1 / 1 
NOUTFL »5HNDATA / * 




















IF NDATA * X DATA «ILL BE COUNTED IN READ 
IF NOUTRD» 0 NOUTRD MILL AUTOMATICALLY BE EQUALLED TO M1NINOATA.50) 
IF NOUTFL- X NOUTFL WILL AUTOMATICALLY BE EQUALLED TO HlN(ttOATA,50) MATRIX N02 NOT USED 
tMor« • • • » 
NO BOUNDS HAVE BEEN DEFINED BEFORE CALL HEADING 
NO BLOCKS HAVE BEEN DEFINED 
SUBJECT DATE 
NONLINEAR PARAMETER OPTIMIZATION 0I/17/7S 
SUBJECT 
SOIL MOISTURE RETENTION CURVE* JANUARY 1975 
cp-scc us«» roR 
2.60S COMPILATION/LOADINO 
COMMON DECK A04/020B* 
VARIABLES Y » MOISTURE CONTENT IN PERCENTAGES 
X • LOGARITHM OF THE MOISTURE TENSION 
FORMULA BY FINK AND JACKSON 11973) SOIL SC. VOL.IK 
APPLIED TO DATA FROH KW-LAB. WAGENINGEN 
FORMULA 
-c 
X » A*B*LNfIY/0) -It 
WHICH IS SOLVED FOR Y BY THE FORMULA 
IX-At/B -1/C Y • D • < E 1 > 
PARAMETERS TO BE FITTED 
C l l t » 0 * PORE SPACE 
C(2t • A * LOCATION 
CI3 I « B « SCALE 
CI4I " C • EXPONENT 
PERMUTATION OF THE FIRST NPAR PARAMETERS 
TOTAL NUMBER OF PARAMETERS 
TOTAL NUMBER TO BE SOLVED 




TOTAL NUMBER OF DATA NOATA- X 
NUMBER Of DATA WILL BE COUNTED IN SUBROUTINE READ IF NDATA-X 























































'•START OF CYCLE NO 
COS-MATRIX FOR 
1 














CORRELATION MATRIX OF ESTIMATES, OBTAINED FROM THE INVERSE OF M. FOR NPART-
1 2 3 * 








DIAGONAL .185l9E*0l .12134E-01 .76968E-02 
1.00000 
•19776E*01 
























> AFTER CYCLE NO X d . D - VA(I) 1,00000 • YOCII1 MULT.CORR." .961195 
.2SE*00 ,13E*01 -,35E*01 ,T6E*01 
•T6E-0Ï .18E»00 ,65E*00 
.6IE-01 .16E*00 
.ISE'OI 
RESULT OF SOLVING NRME8S 
YOBS 
SOA« .S6461E*03 • 
.62799E*01 
' TAN8ENT PLANE 
LENGTH OF VECTORS 
/YOBS/" .906fSE*02 
MULT.COSINE » .97503 
/VCALC/« .75771E*02 
/SOA/- .2376It»02 
TOTAL COSINE - .99442 
•••• COSINORMAL.DELTA» FOR NPART » 
STANDARD ERROR-
SOA • 
WPA»TX< 1 ) • 




































'•LAST CVCLEt NO 
PORE SPACE 
1 1.00COO 


































LINEAR REDUCTION OF S«B BY APPLICATION OF DELTA CORRECTIONS TO L PARAMETERS 






.26546161E-08 PORE SPACE 
.25892177E-10 LOCATION A 
•67302608E-10 SCALE • 





• HOW A • • • AFTER CYCLE NO 1.00000 • YOC(I) MULT.COR»." .99BST4 ••• 
-.23E-05 .26E-04 .23E-04 .26E-04 
-.45E-05 -.20E-06 .23E-06 
-.36E-05 .18E-06 
.46E-04 
RESULT OF SOLVING NRMEtS 
YOBS 
LENGTH OF VECTORS 
/YOBS/' .90655E»02 
SOA» .59949E+01 » • S8F« .59949EH 
• TANGENT PLANE 
M.T.COSINE • .99966 /SQA/- . 2 4 4 8 * 0 0 1 
/YCALC/» .906C2E*02 
TOTAL COSINE - .00003 STANDARD ERROR- .1094977262E»fll SO* • .S9946T60IBC*01 
NPARTXt 7 1 " * 






























'»END OF CYCLE NO 


























FUNCTION EVALUATION WITH FINAL PARAMETER VALUES lit 













95 0/0 CONFIDENCE INTERVAL 'OR Fill 





































































SECOND DERIVATIVE MATRIX N02 NOT USED IN O/2MM-N02) 










ESTIMATE Flit » YCALC 
2ND ORDER TERM * FAAMNV IN) «V Aft/2 
» REMAINDER 















KOLMOOOROV-SMIRNOV ONE-SAMPLE 95 0/0 TWO-TAILED TEST FOR CUMULATIVE DISTRIBUTION OF T-V/S.E.t NDATA- CRITICAL VALUE* «3.2 
UPPER BOUND 
DISTR. OF T 
LOWER BOUND 
NORMAL OISTRIB. 
100.00 100.00 100.00 
100.00 100.00 100.00 
56.80 56.80 56.80 



































OUTSIDE INTERVAL • 
'•COLLECTION OF RESULTS AFTER > SUMRY NO 1 ••• TOTAL NO OF SUMRIES TO BE PRODUCED 1 ••• DATE 01/17/75 



















































































































































































TABLEAU OF PARTIAL SOLUTIONS OUT Of CYCLE MO I 























































199*2E*01 ,32732E*02 .7S173E*02 .92054E»01 













































































































LINEARIZED IN TANGENT PLANE 
. 95 0/0 CONFIDENCE INTERVAL • 
MEAN VALUE 




MUHMR Of OATA 
















USED FO« THIS JOB CP-SEC. I » 5 7 2 
FNCTN OFDA D2FDA SOLVE M1N 
62 62 T * * 
OEFINCO NO OF SUMMARIES. PRODUCED. CTCLES/5U-RV. PRODUCCO IN L « T ONE. 
TOTAL NO OF ENTRIES IN 
TOTAL » * <* CTCUS 
18 
MOUIKD COM0I11OW 'ULf l tL IO 
PROCE» TEffUMâf« » J * » " * W -
IN MtV FROM HO*» EMT« <•"** 
183 
1.5 Instructions to apply main program NLV 
Ot TO DISTINGUISH BETWEEN EXISTING AND SUPPLEMENTART STATEMENTS THE LATTER ARC 
NUMBERED IN THE 73BD COLUMN. DEFAULT VALUES THAT SHOULD BE CHANCED FOR A 
PROPER EXECUTION OF THE MODIFICATION ARE GIVEN IN THE HEADING AND ARE MARKED 
WITH 0 IN THE 73RD COLUMN. 
PROGRAM TEXTS ARE GIVEN BETWEEN FULL •-• AND — LINES. A SERIES OF EXISTING 
AND UNALTEREO CARDS IN THE MAIN PROGRAM NLV IS DENOTED BY ... IN THE MARGIN. 
IN MODIFICATION EXAMPLES THE FIRST AND THE LAST LINE ARE EX I ST IN« UNALTEREB 
STATEMENTS OF THE DEFAULT DECK. 
FOR INFORMATIVE USE A STOP STATEMENT CAN BE INSERTED AT THE DESIRED POINT OF 
THE MAIN PROGRAM NLV. USE OF LSUMRV'O IS SUGGESTED FOR USE IN DIFFERENT RONS 
OF MODIFICATIONS THAT ARE ENTERED AFTER THE 40 CONTINUE STATEMENT. 




> b.2 APPROACH WITH OBSERVATION VECTOR REFLECTED IN THE TERMINAL POINT 
CALL READ (l.l.NOUTRD) 
LSUMRY>1 > NCTCLES'5 < CALL FNCTN<A.1*5BA.I»O.YCLCA.YOCA.0.0) 1 
DO 85 WtNDATA S ALOGI0Y-ALOG10(ABS!YCLCAII>>) 2 
IFIALOG10Y.LT.-0) ALOG10YBALOG10V-1. S 1P0WER-2-IFIXtALOGlOYl 3 
85 YOBS(I)-FLOATIIFIxmLCAIl)M0.»»IPOWER)>/10.«IPOWER 4 




CALL AI SB 
0*.0.20*0*0) 
.2»EPMININOCLC)..1»EPNIN(NOCLC>.22.0.0> 
MODIFICATION 2. PROPERTIES OF CONDITION FUNCTION AND STARTING POINT 
2.1 DETERMINATION OF A NE« STARTING POINT BY UNIVARIATE SEARCH FOR THE FIRST 
NPART PERMUTED PARAMETERS 




IREP - 0 
THE STOP STATEMENT IS OPTIONAL 
CALL HONA 
CALL COHBIN S IF(NC.LT.3I «0 TO 20 1 
IFtNOCLC.GE.NCYCLS) GOTO 30 % NOCLC»NOCLC*l 
NUMBER OF CYCLES AUTOMATICALLY RESTRICTED TO * 
MODIFICATION 3. SELECTIVE USE OF PARAMETERS 
3.1 AUTOMATICAL ORDERING OF PARAMETERS BY MEANS OF THEIR PARTIAL COSINES 
USE DEFAULT LSUMRY«1 0 
CALL DFDAIA.MA.YCLCA.YOCA.l.t.NOUTOFl 
CALL ORDER fA,HA.YCLCA.YOCA.UI.NOUTDF) • 1 
CALL D2F0A<A»S0A»HA*YCLCA.YOCA,l.NOUTD2F) 
3.2 USE OF TWO BLOCKS WITH PERHUTED AND GROUPED PARAMETERS IN THE FIRST «LOCK 
MAXIMUM NUMBER OF BLOCKS THAT CAN BE USED IS 5 





























CALL FNCTN (Atl.bQAtl.O.YCLCAtYOCAtl»NOUTFN) 
ALSO CAN BE USED E.G. CALL BLOCK<0.2*NCYCLES»ENO.COSCRITI 
IFINOCLCGE.NCYCLS) GOTO 30 
CALL MlN(ANORMfO«lt .0. .0.20*0.01 
CALL AISB 
NOCLC>NOCLC*l 
MODIFICATION 5. SELECTED PATHS 
5.1A CONTROLLED APPROACH ALONG THE FIRST YOCA-VECTOR NITH TRACKfl.NPART..,*l 





IF I IREP .LT. END ) GO TO 10 
CALL SUMRY,RETURNSt40) 
I F I IREP .LT. END » GO TO 10 
I F I IREP .LT. ENO > GO TO 10 
« NCYCLS-NCYCLES 
IREP a 0 
IDO*l S IDONE»0 
10 IREP » IREP.l S S IFILSUMRY.EO.O» I3«7 
NC«8 S NCYCLS-NCYaES 
MSTEP-IO > CALL TRACKI1,NPART..O.MSTEP. 5 . 0 . 1 ) $ IDONE"IOONE*1 2 
30 CONTINUE 
LAG«2 % IF1IDONE.GT.MSTCP-LAG.AND.IDO.E«.1)IDO-NRINSUBI16)-0 3 
IF ) IREP .LT. END I GO TO 10 
184 




CALCULATION OF CURVATURE ALONG EACH PARAMETRIC CURVE SEPARATELY 
IN<DELTA.0.1*. CALL 
DO 80 K"l.NPART 
81 CORR(KL)*.0 





DO 81 KL-l.MPAR 
S CORRO 
EPS"EPS1 
00 55 I-l.NPAR 
55 CORR(I>*CORR<I>»HA<I)/MB<I> 






CALL BACMNPART.0.0.1.5) S EPSSAVE-EPS 
IF(NRINSUB<1S).E0.5000) GO TO 5000 
CALL MlNiCORR.O»l».0*.0.20.0»0) 
CALL MlNICORR.0,0..0.3.1415926535/16..32.0.0) 
CALL Bl (0.0.0.0*01 
CALL MIN(CORR.O,1,.0..0.20.0.0) 
CALL B2 (0.0.0,0,0) S EPS-EPSSAVE 
5000 CONTINUE 
CALL AISB 
THE WRITE OPTION GIVES THE IEPS*SQA)-RELATIONSHIP FROM 0 TO 2*>PI 
CALL BACKINPART.I.O.l.S) 






IF( IREP .LT. END » GO TO 10 
MODIFICATION 9. SPEEDING UP CONVERGENCE USING SECOND DERIVATIVES 
9.1 USE OF APPROXIMATED STEP FACTOR 8Y SECOND DERIVATIVES 
REDUCTION OF NUMBER OF ITERATIONS IN SUBROUTINE NIN 
IF(NOCLC.GE.NCYCLS) GOTO 30 S NOCLCsNOCLC*! 
NO-20 S IFIEPSEST.GT..5"EPS> NO"« ' 
lFtEPS£ST.GT..5o£PS) EPS-EPSEST z 
CALL MINIDELTA*0*1,.0*.O.NO>0.0> 3 
CALL AISB 
9.2 CORRECTION FOR NON LINEARITY BT SCALE FACTO« WEIGHTS BASED ON DIFFERENTIALS 
IFINOCLCGE.NCYCLS) GOTO 30 S NOCLC*NOCLC*l 
EPSMA-EPS S IFIEPSEST.GT..5»EPS) £PSHA«EPS»EPSEST ' 
DO 60 K-l.NPAR 2 
60 DELTA(K>*OELTA4K)/U.*EPSHA<FFAAMH<Kt**2) 3 
CALL MINIDELTA.O.L.O..0.20,0.0) * 
CALL AISB 
BEFORE ENTERING THE DO LOOP EPSHA'l. COULD 8E USED 
MODIFICATION 10. INFORMATION ON RESULTS USING FIRST DERIVATIVES 
10.1A NUMERICAL INVESTIGATION OF CURVATURE ALONG FITTING ORDER TRACKiS.NPART».. 
NUMERICAL INVESTIGATION OF CURVATURE FOR EOUAL STEPS TRACK(»*NPART...> 
40 CONTINUE 
CALL TRACKI5.NPART,.0..0.0.1.0> ' 
CALL TRACKI6.NPART..0..0,0.1,0) > 
STOP 55 
INVESTIGATION OF THE FITTING SURFACE IN THE DIRECTION OF EACH PARAMETER 




DO 55 K-l.NPART S DO 65 L-l.MPAR 
65 AtD-XAINOCLC.L) 
A( lP tK)J»XA( l . lP IK) ) 
55 CALL TRACKI6.NPART*.0*0,0.0.0) 
STOP 5S 
USE CAN BE MADE OF PREDEFINED PARAMETER VALUES. IN THIS EXAMPLE THE INITIAL 
VALUE IS RECALLED BY THE 5TH INSERTED CARD. A USEFUL ALTERNATIVE IS 
AUP(K))-A(IP(K)).£..STDEV(K) 5 
FINAL REMARKS. 
ALTHOUGH EACH OF THESE MODIFICATIONS HAS BEEN TESTED CAREFULLY TO p £ R r o R M , r u . 
ITS 5PECIFIC ALGORITHM PROPERLY ARBITRARY COMBINATIONS OF MODIFICATIONS MIGHT 
PRODUCE UNPREDICTABLE RESULTS. 
2 Examples 
2.1 Specimen nonlinear condition function 
Condition function y = xe 
Vector of observed variables x = (x1,x2) = (y,x) 
Vector of parameters 0 = (0) 
Observation matrix A" = L * 
[_10.0 e J 
. Position vector ƒ = (l,e*)T 
First derivative of condition function fe = xe In x 
Jacobian J =
 g \, scale factor A = (e9) 
Matrix of normal equations JTJ = M = (e20) = (7.38906) 
Inverse matrix of normal equations M'1 = 0?-2fl) = (0.13534) 
Initial parameter vector 0(O) = (1) 
Difference vector x - /(0 ( O )) =f0= I 1 0 Q _ 2 ? 1 8 J = [^  7 2 8 2 J 
Sum of squares at initial point fjf0 = S = 53.273 
Normal vector 7 r / 0 = iV = (19.794) and /</ =7.282 
Differential correction M-xN=d = (2.679) 
Updated value for 0 becomes 0(1) = (1 + 2.679) = (3.679) 
Exact solution 0* = (2.30258) 
Used to demonstrate application of arc length in Section 2.7.3. See also Figure 7. 
2.2 Nonlinear condition function, fast convergence 
A function analogous to the one given by Fink & Jackson (1973) to describe sig-
moids adsorption isotherms, applied to observations on the soil moisture tension 
(its common logarithm being denoted by x) and the moisture content iy) ol.sou 
samples appeared to be a good condition function to demonstrate properties ol op-
timization processes. Examples are given for two series of observations carried out oy 
the laboratory of the Institute for Land and Water Management Research, Wage-
ningen. The first series CTable 18) gives an example of an optimization proceswith 
fast convergence, the second series, see Appendix 2.3, gives an example of an optimi-
zation process with slow convergence. 
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The condition function reads 
y=D{e^-A)lB + l}-llC 
where the asymptotes are given by y = 0 and y = D. 
Vector of observable variables x — (y,x) 
Vector of parameters 0 = {p,A,B,C)T 
Initial parameter 0(O) = (34.8, 1.31, 0.2746, 3.489)T 
Initial parameter values obtained as an average for several samples. After the data 
are read the parameter 0! is redefined by 0a = j c l J + 0.1 
Sum of squares at initial point S(0l°'>) = 564.61 
Sum of squares at final point S(0iO) = 6.00 
Final parameter 0(,) = (45.44, 1.761, 0.3741, 3.494)T 
Results obtained in this example are used in Sections 9.3.4, 9.4.4, 11.4 and Appen-
dices 1.4.1 and 1.4.2. 
2.3 Nonlinear condition function, slow convergence 
Condition function and initial parameter as given in Appendix 2.2. Data as given in 
Table 19. 
Sum of squares at initial point S(0iO)) = 976.40 
Sum of squares at final point S(0iO) = 1.83 
Final parameter 0(t) = (38.31, 2.1277, 0.5474, 3.047)r 
Results obtained in this example are used in Sections 5.5, 6.5, 7.4.3, 9.4.4, and 
10.6. 
































List of symbolic FORTRAN names 
Main symbols used throughout the subprograms are given. The dimension of 
arrays is obtained by p = total number of parameters, q = p + 1, c = pq/2, m — 
total number of observed variables, v = total number of observations, f = predefined 
number of fitting cycles (t = 15), tt = t + 1. 






























t± X 1 
v X q 

























Initial parameter in each cycle 
Lower bound of parameter values 
Normal at initial point A, extended with sum 
of squares SQA 
Upper bound of parameter values 
New parameter in direction of search 
Normal at point B, extended with sum of 
squares SQB 




Number of repetitions of a predefined num-
ber of cycles 
Optimal step factor in nth cycle 
Step factor 
Predicted step factor 
Reduction factor to step factor 
Jacobian matrix of first derivatives 
extended with difference vector 
Vectors of second derivatives 
Scalar products of vectors of first and second 
derivatives 
Square of length of first derivatives extended 
with sum of squares (f0,fo) 
Curvature vector 
Scalar products of difference vector and 









Dimension Symbol Interpretation 
STDEV 
q X 1 
q X 1 
p X 1 
q X 1 
t X p 






















q X 1 
qxq 




















v X m 









Scale factors at initial point A, extended 
with square root of SQA 
Scale factors at point B, extended with 
square root of SQB 
Index to save bounded parameters 
Index to save parameter permutation 
Index to save parameter permutation for 
summary 
Index to save number of repetitions of pre-
defined number of cycles actually being 
performed 
Index to save original parameter ordening 
Matrix of normal equations (extended) 
Total number of data 
Total number of observed variables 
Total number of parameters 
MPAR+1 
Total number of bounded parameters 
Cycle number being performed 
Number of cycles to be performed 
Number of cycles to be performed 
Total number of data to be performed 
Cycle number being performed 
Number of to be fitted and informative 
parameters 
Number of to be fitted parameters 
Number of to be fitted parameters saved for 
summary 
NPAR+1 
Sum of squares at initial point A 
Sum of squares at point B 
Subminimum of sum of squares in direction 
ofsearch 
Linearized standard deviation of parameter 
estimates in tangent plane 
Observation matrix 
Initial and optimal parameter values saved 
for summary 
Multiple cosine saved for summary 
Partial cosines saved for summary 
Total cosine saved for summary 
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Name Dimension Symbol Interpretation 
XCRLMT t x 1 Multiple correlation saved for summary 
XDELT / x 1 || d || Length of vector of differential corrections 
for NPART parameters saved for summary 
XDELTA t x 1 Length of vector of differential corrections 
for NPAR parameters saved for summary 
XGEO t x 1 Kg Geodesic curvature in direction of search 
saved for summary 
X H A t x p h Scale factors saved for summary 
XM q x q M,M~1 Matrix to save matrix of normal equations 
and its inverse 
XNORM t x 1 Length of normal for NPAR parameters 
saved for summary 
XNRM / x 1 || AT || Length of normal for NPART parameters 
saved for summary 
XSQF t x 1 (Afo,Afo) Sum of squares to tangent plane saved for 
summary 
YCLC v x 1 y Calculated function values 
YCLCA v x 1 /(0(O)) Condition function evaluated at initial point 
A 
YCLCB v x 1 /(0(1)) Condition function evaluated at point B 
YOBS v x 1 x Observed function values 
YOCA v x 1 /o(0(O)) Difference vector at initial point A 
YOCB v x 1 /o(6(1)) Difference vector at point B 
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p X 1 










Symbols defined or introduced in chapters or sections mentioned between paren-
theses are used in a restricted number of sections. The other symbols are used 
throughout the book. Symbols falling outside the main line of argument are defined 
in the text only. Dimension symbols are also explained in this list. 
Symbol Dimen- Chapter Interpretation 
sions Section 
Tangent plane 
Left superscript denoting quantities with 
respect to the tangent plane as A0, Af0 and AS 
Constant of parameter function 
Metric matrix whose inverse acts on the 
vector of steepest descent —g 
Auxiliary vector in tangent space 
Vector of back projection 
Constant of parameter function 
Cosine matrix whose elements, cos (/*,ƒ), are 
the cosines of the angle between the direction 
vectors 
C 2.9 Contour curve for constant value of the 
response 
c p x 1 2.2 Cosine vector whose components, 
cos C/ë, fk), are the partial cosines 
Cj (3.1) Constraint to jth variable 
ct, c2 (4) Constant function values 
c (6.3) Algorithm parameter equal to 2 cos 4> m 
back projection method 
c • (10) Constant of parameter function 
d p x 1 (2.4) Differential correction vector; the solution 
of the normal equations 
d (10) Constant of parameter function 
ds 2.7 Arc element 
Ep 1.3 /»-dimensional Euclidean parameter space 













V x 1 
V X 1 











(p+l)-dimensional Euclidean response space 
v-dimensional Euclidean observation space 
Constant of parameter function 
Vector of implicit condition functions F 
Implicit condition function 
Left superscript denoting implicit condition 
functions of different form 
Vector of explicit condition functions/ 
Direction vector, tangent to kûi parametric 
curve on the fitting surface 
f* v x 1 2.8 Direction vector with arc length taken as 
parameter 
fa v x 1 2.8 Curvature vector 
/o v x 1 2.1 Difference vector in the observation space, 
equal to x — y, for differences between ob-
served and calculated function values 
ƒ 2.1 Explicit condition function 
fk 2.1 Explicit condition function differentiated 
with respect to the kth parameter 
V,2/// (4) Left superscript denoting explicit condition 
function of different form 
G p X p 2.5 Hessian matrix whose elements, d2S/d0kdO„ 
are second derivatives of the objective func-
i tion 
G (4) Implicit condition function 
g P x 1 2.2 Gradient vector 
—g pxl 2.2 Vector of steepest descent 
g 2.8 Subscript denoting quantities related to 
geodesic curvature, e.g. «„ (f,)g and (ƒ„)„ 
g (4) Explicit condition function 
H p x p 3.4 Matrix to be updated in subsequent cycles; 
approximation to G ~x 
h pxl 2.2- Vector of scale factors A» 
hk 2.2 Scale factor; length of direction vector fk 
I 2.1 Identity matrix; dimensions being defined by 
operation rules of matrix algebra 
i 1.2 General superscript for observations, e.g. 
x
m 
i (11) General superscript for steps in controlled 
approach, e.g. *(,) 
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•W v X 1 2.4 
J 1.2 
Symbol Dimen- Chapter Interpretation 
sion Section 
' (10.1) General subscript for equidistant steps, e.g. A, 
J v
 X P 2.2 Jacobian matrix, j£ ], consisting of direction 
vectors fk 
J( v Xp 2.2 Jacobian matrix, dfmjd6k; abbreviated to J 
J
* P X 4 2.5 Jacobian matrix dOk/dXj 
J
e v x p 4.3 Jacobian matrix dFmjdOk for implicit condi-
tion function F 
J2 v x C^1) 2.5 Matrix of second derivaties ƒ['? where k ^ / 
Jb
 v x 1 (6) Vector in tangent plane obtained by back 
projection; linear combination of direction 
vectors 
Total tangent; linear combination of direc-
tion vectors according to the solution of the 
normal equations 
v X 1 (4.9) Choice vector to save information on the 
sequence of executed statements for alterna-
tive condition functions 
General subscript for variables 
1
 O-2) Subscript assigned to quantities that refer 
to a condition function solved for the jth 
{ (4) Ibidem 
J
. 2.5 General subscript for algorithm parameters 
(4) Left superscript for general index of condi-
tion functions of different form, e.g. Jf 
J
K (10) General superscript for fitting cycles, e.g. 6kn 
v Xp 2.8 Matrix derived from the Jacobian for the 
determination of the curvature in an arbitra-
ry direction of search 
1 -2 General first choice subscript for parameters, 
e.g. 9k 
2-1 General first choice subscript denoting dif-
ferentiation with respect to the &th parame-
ter, e.g. fk 
Position vector of the tangent plane 
2-1 General second choice subscript for param-
l eters, e.g. 0, 
2-1 General second choice subscript denoting 
differentiation with respect to the /th param-
eter, e.g. ƒ, 
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P X p 2.5 




Symbol Dimen- Chapter Interpretation 
sion Section 
^ P X /> 2.4 Matrix of normal equations with elements 
(fk>fi); the square of the Jacobian J 
Matrix with elements (^,/tI) 
Matrix which is the square of the matrix J2 
Total number of real variables of the condi-
tion function 
ƒ> X 1 2.4 Normal vector with components (f0,fk); 
the right-hand side of the normal equations 
p X 1 (6.2) Normal vector redefined for back projection 
method 
^02 p x p 2.5 Matrix with elements (ƒ<,,ƒ*;) 
N
 (11) Number of steps in controlled approach 
" 1.4 General superscript for fitting cycles e.g.Ô(n) 
° " ) (5.3) Remainder of Taylor expansion of scale 
factors representing terms of second degree 
and higher 
°(* ) ' (2.6) Remainder of Taylor expansion of the objec-
tive function representing terms of third 
degree and higher 
P 1.2 Total number of real parameters of the 
condition function 
Q 2.5 Total number of algorithm parameters 
R
 (9.3) Reduction factor used in finding the sub-
minimum 
r
 2.8 Subscript denoting quantities related to 
remainder curvature, e.g. K„ (ƒ,), and (ƒ„),. 
r> rur2 (4) System parameter to control sequential use 
of sequential condition functions 
r
 (9) Subscript for reduction factor to step factor, 
viz. Xt 
s
 1.2 Objective function (ƒ<,,ƒ<,); sum of squares; 
response 
s
 p X 1 . 1 . 4 Arbitrary vector of direction of search 
s
 2.7 Arc length 
T (9.3) Measure of slope to (A, 5"(A))-curve 
' 1.4 Superscript denoting fitting cycle in which 
stopping criteria are fulfilled, e.g, 0W 
t (9.3) Reduced measure of slope pT 
tu t2 (10.4) Auxiliary variable in exponential extrapola-
tion 
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Symbol Dirnen- Chapter Interpretation 
sion Section 
U (2.2) Arbitrary matrix 
u (2.1) Arbitrary vector; (also in Sections 2.9 and 
3.5) 
u (2.1) Arbitrary variable 
u (4) Arbitrary function of the parameters 
v (2.1) Arbitrary vector; (also in Section 3.5) 
o (2.1) Arbitrary variable 
o (4) Arbitrary function of the parameters 
w P X 1 3.5 Vector of weights; weights to be applied to 
s; defined in Chapter 5 
w (4) Arbitrary function of the parameters 
w (4.8) Auxiliary variable for sequential condition 
functions 
X v x m 1.2 Observation matrix with elements x™ 
x l x m 1.2 Vector of real variables x} 
x v x 1 2.1 Observation vector with components xin 
x
<0
 v x 1 (11) ith intermediate observation vector used in 
controlled approach 
Xj v x 1 (2.1) Observation vector; observed values for yj 
x 1.2 Observable real variable of the condition 
function 
y v x 1 2.2 Vector of calculated values ym; position 
vector of the fitting surface 
yj v x l (2.1) Vector of calculated values y^1 
yj (2.1) Variable for which the implicit condition 
function F is solved 
z p X 1 (6.4) Basis vector used in back projection method 
z (4.5) Arbitrary function of the parameters 
z (4.6) Auxiliary variable for sequential condition 
functions; (also in Section 4.8) 
a 2.4 Angle between observation vector x and 
position vector y 
cos a 2.4 Multiple cosine; cos (x,y) 
a
 (3.5) Algorithm parameter; (also in Section 6.3.1) 
ß 2.4 Angle between ƒ„ and Jd 
cos/? 2.4 Total cosine; cos(f0,Jd) 
ß (3.5) Algorithm parameter; (also in Section 6.3.1) 
ß (11) Reduction factor of difference vector f0 used 
in controlled approach 
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Symbol Dirnen- Chapter Interpretat ion 
sion Section 
d p X 1 2.3 Difference vector in the parameter space 
S p x I (7.4) Stopping criterion vector for partial cosines 
s
 v x 1 2.3 Remainder vector of Taylor expansion of 
position vector with components SU1 
à (7.4) Stopping criterion 
0 p X 1 1.2 Parameter vector of real parameters 0* 
0 1.2 Real parameter of condition function 
K
 2.8 Total curvature 
K
a 2.8 Geodesic curvature 
K
r 2.8 Remainder curvature 
^ q X 1 2.5 Vector of algorithm parameters Xj 
h 1.4 Algorithm parameter : step factor in direc-
tion of search 
^ (12.1) Equidistant points in direction of search 
K 9.4 Reduction factor to step factor 
v 1.2 Total number of observations 
P 9.3 Reduction factor applied to measure of slope 
T 
<f> 6.3 Angle in tangent subplane between Jd and 
Jb; algorithm parameter in back projection 
method 
0 (9.3) Angle between g and s 























p X 1 






Superscript, adds the Arth component of the 
superscripted vector to the (k,k)th element of 
a zero matrix 
Superscript, adds the inverse of the kth 
component of the superscripted vector to the 
(k,k)th element of a zero matrix 
Differential operator 
Base of system of natural logarithms 
Natural logarithm 
The minimum of the numbers a and b 
Superscript denoting transposition of a 
vector or a matrix 
General component of the operator V 
Element of 
Vector differential operator for differentia-
tion with respect to condition function 
parameters 
Vector differential operator for differentia-
tion with respect to algorithm parameters. 
Superscript; brackets denoting number of 
observation, e.g. xm 
Superscript; parentheses denoting number of 
fitting cycle, e.g. 0(B) 
Is defined by 
Which defines 
Superscript denoting quantities related to the 
minimum response 
Superscript denoting quantities related to the 
minimum response in the nth cycle or to the 
«th subminimum 
Euclidean norm 
Under the condition. Given 
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Symbol Dirnen- Chapter Interpretation 
sion Section 
Prime, denoting the derivative with respect 
to the innermost argument 
Prime, used in superscripts defined in the text 
—
 (9.3) Subscript assigned to quantities left to the 
(sub)minimum 
+ (9.3) Subscript assigned to quantities right to the 
(sub)minimum 
3 2.1 Matrix (vector) whose elements (compo-
nents) are equal to 3; dimensions being 
defined by operation rules of matrix algebra 
h 2.1 Unit vector in direction of kth coordinate 
axis of an orthogonal reference system; 
dimensions being defined by operation rules 
of matrix algebra 
k = \(l)p 1.3 The general subscript k ranges from 1 through 
p, with increments ( ) equal to 1 
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