Then an arbitrary solution of the differential equation (1.1) x"+f(t)x = 0
oscillates an infinite number of times in any interval T^T' = / < oo in which the amplitudes of the oscillations are uniformly bounded. Moreover, the amplitudes vary monotonically, increasing when f(t) decreases monotonically, and decreasing in the opposite case. If, furthermore, f(t) is uniformly bounded, the amplitudes of the oscillations do not become less than a certain positive constant.
Under the conditions stated above (including the uniform bound on/(/)), clearly/(/) tends to a positive limit a2, say, as /->oo. If/(/) is so "near" to a2 (but not necessarily tends to a limit) such that the integral where e(t) tends to zero as / tends to infinity [2] . Whether (1.3) holds or not under the conditions of Osgood's theorem is not clear to the author. However we can exhibit another property of (1.1) which resembles the equation (1.2), namely the trajectory of a solution x(/) [October
for some c2>0, where e(t) tends to zero as / tends to infinity. To prove this, multiplying (1.1) by 2x' and integrating the result from T to /, we obtain 2 2 2 C t 2 2
(1.5) x' +fx = ci+ j xdf, ci>0, the integral being a Stieltjes integral. Since x(t) is bounded and /(/) tends monotonically to a limit a2, the integral in (1.5) converges to a limit as / tends to infinity. Rewriting (1.5) /CO x2df we have the result (1.4). We note that (1.4) also shows that the amplitudes of the oscillations and the velocities at the center of the oscillation tend to limits as / tends to infinity. Butlewski [3] extended Osgood's result to the self-adjoint differential equation (w(/)x')'+/(/)x = 0. In this paper we shall extend further the result to a nonlinear differential equation (2.1).
2. Extension of Osgood's theorem. Consider the nonlinear differential equation
where (w(/))_1, fi(t), f2(t), ■ ■ ■ , and/*(/) are real-valued, non-negative, Lebesgue-measurable functions in the interval E^/<oo, and Lebesgue-integrable in T^t^R for every R>T. By a solution of (2.1) we mean a function x(/) which is absolutely continuous and m(t)x'(t) is equal almost everywhere to an absolutely continuous function, say M(t), such that (2.1) is satisfied almost everywhere if m(t)x'(t) is replaced by M(t). We shall consider only real-valued, nontrivial solutions.
We shall prove the following extension of Osgood's theorem. Then any solution of the equation (2.1) oscillates an infinite number of times in any interval T^T' </<°° in which the amplitudes of the oscillations are uniformly bounded. Moreover, the amplitudes vary monotonically, increasing when all m(t)fi(t) decrease monotonically, and decreasing in the opposite case.
If, furthermore, all m(t)fi(t) are uniformly bounded, the amplitudes of the oscillations do not become less than a certain positive constant.
Proof. First we show that any solution of (2.1) oscillates an infinite number of times in any interval T^T' =7< <*>. To do this, we compare (2.1) with (2.2) m0y" + foy = 0.
Every solution of (2.2) oscillates an infinite number of times in any interval T^T' ^t<<x>. Let h and t2 be any consecutive zeros of a solution y(t) of (2.2). We shall prove that every solution x(t) of (2.1) vanishes at least once in h^t^t2. Suppose that this is not true; then x(t) does not vanish on h^t^t2.
It is easy to verify that (the Picone formula, see [6, p. 226 
holds almost everywhere, and integrating from tx to t2 we have
The equation (2.3) leads to contradiction, because the integral is definitely positive while the left-hand member is zero. This proves that every solution x(t) of (2.1) vanishes at least once in h^t^t2 and so oscillates an infinite number of times in T-^T'-£t<<*>.
(Using a known method with some modification [6, p. 226 ], x(t) can be shown to vanish at least once in /1</</2.) Let M(t) be the absolutely continuous function to which m(t)x'(t) is equal almost everywhere. M(t) is called the momentum. We note that M(t) does not vanish identically in any interval /; otherwise, from (2.1), x(/) must also vanish identically in /and so x(t) -0. Since r t2 M(t)
it is clear that between any consecutive zeros of x(/) there is at least one zero of M(t), and between any consecutive zeros of M(t) there is at least one zero of x(t). It follows that between any consecutive zeros of x(t) (M(t)) there is one and only one zero of M(t) (x(t)). It is also clear that x(Z) (M(t)) assumes its maxima and minima at the zeros of M(t) (x(t)).
Denote the zeros of x(t) by t2n, of M(t) by t2n+i, « = 0, 1, 2, • • ■ , and ti<tj for i<j. Set 
Similarly integration of (2.4) from Z2n+i to /2n+2 gives
We observe that from t2n to /2"+i, x' and x have the same sign, from /2n+i to /2B42 opposite signs.
Case I. m(t)fi(t) nonincreasing for all i and m(t)ft(t)^r>0 for some i. From (2.5), clearly M2n ^ -X2n+1 = -Ai > 0.
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It follows that the sequence (2.9) of momenta also converges to a positive limit. This completes the proof of Theorem 2. In the following corollary, which is similar to (1.4), let the conditions a to e of Theorem 2 be satisfied and let all Fi(t) =m(0/«(0 be uniformly bounded. Then each F,-(0 tends to some non-negative limit a,-, say, as / tends to infinity. Let/(/, x, x') be a function such that (5.1) x'f(t,x,x')^0
and m(t),fi(t) satisfy the conditions stated in the first paragraph of §2. We observe that Theorem 3 still holds for the equation We observe that Theorem 2 holds also for the differential equation
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