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4.3.6 Conclus̃oes da ańalise das funç̃oes aleat́orias . . . . . . . . . . . . . . 82
viii
5 Conclus̃oes e Recomendações 84
6 Nomenclaturas e normas das rodovias em geral 86
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3.3 Discretizaç̃ao da malha. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
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Resumo
O estudo cientı́fico do fluxo de tŕafego começou nos anos trinta com a aplicação da teoria das
probabilidades para a descrição do tŕafego rodovíario e modelos de estudo que relacionou o
volume, velocidade e investigaç˜ o de desempenho do tráfego nos cruzamentos. Os fenômenos
de fluxo de tŕafego, como quase todos os sistemas do mundo real, pode ser observado e rep-
resentado em diferentes escalas. Entretanto artigos sobreeste tema ñao t̂em mostrado resposta
satisfat́oria quantòa escala adequada ou iterações caracterı́sticas do sistema veı́culo-motorista.
O principal objectivo deste estudoé descrever a cińetica do fluxo de véıculos e examinaram os
efeitos das condiç̃oes iniciais na geraç˜ o de funç̃oes aleat́orias, bem como a inflûencia do com-
portamento do motorista sobre o fluxo de tráfego. Usa-se programas de simulação nuḿerica
em Fortran com as fórmulas da meĉanica de fluidos, ḿetodo das caracterı́sticas e das diferenças
finitas.




The scientific study of traffic flow started in the thirties with the application of probability
theory to describe the traffic and study models that related th volume, speed and performance
investigation of traffic at intersections. The phenomena oftraffic flow, as almost all real-world
systems, can be observed and represented at different scales. However articles on this topic
have not shown satisfactory response as to the appropriate sc l or iterations characteristics of
vehicle system pilot. The main objective of this study is to describe the kinetics of the flow of
vehicles and examined the effects of initial conditions on the generation of random functions,
as well as the influence of driver behavior on traffic flow. It uses numerical simulation programs
in Fortran with the formulas of fluid mechanics, method of characteristics and finite difference.
Key-words: Theory of Traffic Flow, Kinetic Scale, Finite Diference Method, Simulation.
1
1 Introdução
Neste trabalho apresenta-se uma descrição cińetica para o fluxo de tráfego veicular. Para
isto ser̃ao apresentados as escalas de representação: microsćopica, macrosćopica e mesosćopica
ou cińetica e o porqûe da escolha cińetica. A escala cińeticaé um estado intermediário onde
o sistemáe identificado pela posição e pela velocidade dos veı́culos, mas ñao se referindo a
cada véıculo e simà uma distribuiç̃ao de probabilidade adequada. As variáveis que conduzi-
ram a pesquisar este assunto estão relacionadas ao fato de que na medida que cresce o fluxo
de tŕafego aumenta significativamente a poluição do ar, engarrafamentos diários e as external-
idades causando impacto nas atividades socio-econômicas. Seus aspectos matemáticos, f́ısicos
e ambientais nos instigaram a modelar e simular situações do fluxo de tŕafego. Eventualmente
podeŕa servir para analisar o sistema que existe e mostrar alternativas.
Estudou-se na escala cinética a relaç̃ao entre o fluxo e o comportamento do motorista
como part́ıcula estat́ıstica ativa, a inflûencia das condiç̃oes iniciais na geraç˜ o da funç̃oes de
distribuiç̃ao para uma pistáunica e a modelagem para o caso espacialmente homogêne (quando
não h́a variaç̃ao com a posiç̃aox).
1.1 Escalas de representação
A modelagem do fen̂omeno do fluxo de tráfego pode ser desenvolvida por diferentes re-
presentaç̃oes de escalas: microscópica, macrosćopica e mesosćopica ou cińetica. A escala mi-
crosćopica refere-sèa identificaç̃ao individual dos véıculos. Neste caso, a posição e a velocidade
de cada véıculo definem o estado do sistema como variáve s dependentes do tempo, ou seja, sua
modelageḿe baseada na Mecânica Newtoniana. Na escala macroscópi a o tŕafegoé associado
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ao escoamento de um fluido e o comportamento individual dos veı́culosé ignorado. A mod-
elagem macrosćopicaé baseada na hidrodinâmica utilizando-se as equações de conservaç˜ o e
modelos fenomenol´ gicos. Para a modelagem cinética o estado do sistemaé identificado pela
posiç̃ao e pela velocidade dos veı́culos. No entanto esta identificação, ñao se refere a cada
véıculo, masà distribuiç̃ao de probabilidade adequada ao longo do estado microscópico con-
siderada como uma vari´ vel aleat́oria. Os modelos cińeticos descrevem a evolução da funç̃ao
de distribuiç̃ao por equaç̃oes ñao-lineares integro-diferenciais com uma estrutura semelhante a
equaç̃ao de Boltzmann1 que descreve a dinâmica de um ǵas ideal. A equaç̃ao a seguir destaca a















sendo quef representa a função de distribuiç̃ao de uma partı́cula; F representa a força;m
representa a massa da partı́cula;t representa o tempo eu representa a velocidade das partı́culas.
1.2 A relação entre o fluxo e o comportamento do motorista
como part́ıcula ativa
Pesquisa-se o comportamento do motorista como uma partı́cul ativa. A particula ativa
representa a qualidade do motorista (neste casoé a condiç̃ao emocional do motorista: calmo,
agitado e agressivo) em um sistema veı́culo-motorista. A densidade de probabilidade total
da funç̃ao de distribuiç̃ao é representada como função da varíavel discreta que assume-se ser
constante. Prop̃oe-se um ḿetodo para determinar a distribuição do perfil dos motoristas.
1.3 A influência das condiç̃oes iniciais na geraç̃ao da funç̃ao
de distribuição
Apresenta-se uma an´ lise dos efeitos das condições iniciais estabelecidas por diferentes
métodos de geraç˜ o de ńumeros pseudo-aleatórios uniformes, sobre os resultados obtidos. Para
1Anexo A: anexo 1
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tanto foram investigados 18 algoritmos para geração de ńumeros pseudo-aleatórios uniformes
para gerar a funç̃ao de distribuiç̃ao inicialf que aparece na equação 1.1. A funç̃ao de distribuiç̃ao
de uma partı́cula é a funç̃ao que fornece o ńumero de partı́culas por unidade de volume num
espaço de fase2.
1.4 Justificativa e objetivos
As teorias do fluxo de tráfego buscam descrever de uma maneira matem´ tica as interaç̃oes
entre véıculos, motoristas e a infra-estrutura. A infra-estruturaconsiste no sistema da estrada e
em todos os seus elementos operacionais, incluindo dispositivos de controle, seḿaforos e sinais
de tr̂ansito. Estas teorias são indispenśaveis em todos os modelos de tráfego e ferramentas para
à ańalise de operaç̃oes nas ruas e estradas. O estudo cientı́fico do fluxo de tŕafego teve seu inı́cio
na d́ecada de trinta com a aplicação da teoria de probabilidadeà descriç̃ao do tŕafego de estrada
e com os estudos de modelos que relacionavam o volume, a velocidade e a investigaç˜ o do
desempenho do tráfego nos cruzamentos. Com o aumento significativo do uso dos aut móveis
e a expans̃ao do sistema viário surgiu o estudo de caracterı́sticas do tŕafego, envolvendo modelos
descritos por equações diferenciais éıntegro-diferenciais, ou seja, modelos aplicáveis naárea
da teoria cińetica3.
Os modelos mateḿaticos aplicados na teoria cinética foram desenvolvidos, depois dos tra-
balhos pioneiros de Prigogine e Herman (1971), para o modelode fluxo de tŕafego veicular
sobre estradas e redes de estradas. As idéias de Prigogine motivaram a pesquisa neste campo
por vários autores entre outros Paveri Fontana (1975) que trabalh ram para resolver as equações
macrosćopicas do fluxo de tráfego derivadas das equações do tipo-Boltzmann levando-se em
conta o comportamento individual do veı́culo usando modelos especı́fi os da velocidade dese-
jada.
Para Nelson (1995) o fluxo de tráfego em umáunica pista (sem ultrapassagem) com todos
os véıculos com a mesma velocidade desejadaé considerado, olhando o desenvolvimento de
2Anexo A: anexo 2
3Anexo A: anexo 3
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uma equaç̃ao cińetica4 na qual as interaç̃oes da aceleraç˜ o s̃ao tratadas da mesma maneira que
tradicionalmente se tratam as interações de desaceleraç˜ o. Tal equaç̃ao cińeticaé desenvolvida
baseada em um modelo especı́fico de correspond̂encia manifestando a principal função de
distribuiç̃ao de véıculos, que fornece o número de véıculos por unidade de volume num espaço
de fase, em termos de umaúnica funç̃ao de distribuiç̃ao de véıculos e de um modelo especı́fi o
da meĉanica que descreve as circunstâncias e a forma na qual os motoristas mudam sua veloci-
dade em resposta a sua situação om relaç̃ao ao véıculo imediatamentèa frente deles. O modelo
meĉanico emprega uma extensão de forma limitada da hipótese de caos que classicamente tem
sido empregada para o termo que representa as interações da desaceleraç˜ o (a hiṕotese de caos
veicular generalizadóe baseado na hipótese do caos molecular que diz respeitoà correlaç̃ao
entre duas moléculas entretanto nada afirma sobre a forma da função de distribuiç̃ao (Huang,
1987)). As distribuiç̃oes que representam soluções (local) de equilı́brio da equaç̃ao cińetica
com interaç̃oes de véıculos individuais s̃ao indicados para compor uma famı́lia de distribuiç̃oes
bimodal, com picos na velocidade nula e na velocidade desejada. Interpretaç̃oes e as con-
seq̈uências de tais equilı́brios s̃ao discutidos do ponto de vista da teoria do fluxo de tráfego,
especialmente no que diz respeito ao modelo correspondenteao fluxo de tŕafego (relaç̃ao do
fluxo-densidade) e o tráfego de para-e-anda.
Adicionalmente Klar, K̈uhne e Wegener (1996) estudaram os diferentes tipos de modelos
mateḿaticos usados para a simulação de tŕafego de véıculos. O artigo inclui modelos baseados
em equaç̃oes diferenciais ordińarias, equaç̃oes de din̂amica de fluidos e em equações do tipo
Boltzmann. As ligaç̃oes entre os diferentes tipos de modelos são mencionadas baseada em
modelos cińeticos e em ḿetodos de simulação para os modelos.
Mais geral e ñao menos completo, Helbing (2001) faz uma revisão geral dos modelos de
tráfego considerando dados empı́ricos, fatos e observações. Tamb́em desenvolve as principais
abordagens sobre pedestres e tráfego de véıculos.
Para Darbha e Rajagopal (2002) o fluxo de tráfegoé descrito atrav́es de uma abordagem da
continuidade de um fluido compressı́vel5, uma abordagem estatı́stica atrav́es da teoria cińetica
4Anexo A: anexo 4
5Anexo A: anexo 5
5
dos gases ou de modelos de autômatos celulares. Embora tais sistemas sejam grandes colec¸ões
(conjuntos ilimitados), eles não sejam grandes o suficiente para que sejam tratados como um
continuum6.
Como alternativa, podemos desenvolver uma abordagem de sistema din̂amicos discretos
queé particularmente adequado para descrever a dinâmica dos sistemas de grande porte como
o tráfego.
Bellomo, Coscia e Delitala (2002) referem-se principalmenteà modelagem por equações
de din̂amica de fluidos e modelagem cinética, mostrando alguns aspectos metodol´ gicos da
modelagem mateḿatica e para a interpretaç˜ o dos resultados experimentais.
Kerner (2004) fornece uma interpretação f́ısica detalhada dos fenômenos do tŕafego que
focalizam os v́arios eventos observados que devem ser corretamente descritos por modelos
mateḿaticos.
A estrutura geral do ponto de vista fı́sico é fundamental para se obter a modelagem mate-
mática adequada. O número de partı́culas ativas no sistemáe constante no tempo, entretanto,
não s̃ao homogeneamente distribuı́das no espaço. Os veı́culos devem ser considerados como
part́ıculas ativas cujas propriedades mecâni as devem ser integradas modelando o papel do
motorista, que difere de veı́culo para véıculo. Ou seja, os motoristas podem ser experientes ou
não, agressivos ou não, etc. Desta forma, as propriedades dos veı́culos diferem de caso para
caso, consequentemente suas caracterı́sticas especı́ficas ñao podem ser consideradas constantes
no sistema. Consequentemente, o racı́ocinio anterior sugere incluir uma descrição apropriada
para modelar as caracterı́sticas especı́ficas do sistema motorista-veı́culo da estrada.
Bellomo e Coscia (2005) analisaram criticamente os modelos dahidrodin̂amica de primeira
ordem7 do fluxo de tŕafego de véıculos obtidos pelo fechamento8 atrav́es de uma relação mateḿatica
fenomenoĺogica9 entre a velocidade ḿedia local e o perfil da densidade local. Comenta-se que o
véıculo ñao pode ser considerado simplesmente como um sistema mecânico, que deve ser pen-
6Anexo A: anexo 6
7Anexo A: anexo 7
8Anexo A: anexo 8
9Anexo A: anexo 9
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sado como um sistema veı́culo-motorista no qual a habilidade do motorista de se adapt r ñao
deve ser desprezada. Vários modelos determinı́sticos e estoćasticos s̃ao descritos e analisados.
Os modelos determinı́sticos s̃ao modelos de simulaç˜ o que ñao cont́em nenhuma variável
aleat́oria, ou seja, para um conjunto conhecido de dados de entradater-se-́a umúnico conjunto
de resultados de saı́da. Os modelos estocásticos possuem uma ou mais variáveis aleat́orias como
entrada, que levam a saı́d s aleat́orias. É utilizado quando pelo menos uma das caracterı́sticas
operacionaiśe dada por uma função de probabilidade.
1.4.1 Justificativa
Os fen̂omenos do fluxo de tráfego, como quase todos os sistemas do mundo real, po-
dem ser observados e representados por escalas diferentes.Na literatura, a maioria dos tra-
balhos baseiam-se em modelos que descrevem a interação entre véıculos. A modelagem dos
fenômenos do tŕafego por ḿetodos da teoria cińetica e os artigos citados anteriormente, ainda
não apresentam respostas satisfatóri s quanto a:
1. A seleç̃ao da escala apropriada para a descrição do sistema: microscópica (individual),
macrosćopica (ḿedias globais) e mesoscópica (mistura da micro e da macro);
2. A avaliaç̃ao das varíaveis que identificam as caracterı́sticas especı́ficas do sistema do
motorista-véıculo, e portanto as iterações entre estas caracterı́sticas e a din̂amica.
Esses s̃ao os pontos que serão abordardos. A interpretaç˜ o f́ısica do fluxo de tŕafego veicu-
lar e a qualidade descritiva de fenômenos especı́ficosé uma refer̂encia essencial para o modelo
mateḿatico. Certamente, requer-se que os modelos possuam a habilidade de descrever o com-
portamento qualitativo dos fenômenos especı́ficos do fluxo de tŕafego, quando as comparações
quantitativas sejam difı́ceis, ou mesmo impossı́veis, devido a casualidade e a irregularidade do
fluxo de tŕafego.
Os véıculos devem ser modelados como partı́culas ativas, considerando que suas proprie-
dades meĉanicas precisam ser integradas junto com o papel do motorista, que varia de veı́culo
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para véıculo. Em outras palavras, o motorista pode ser experiente ou nã , t́ımido ou agressivo,
etc. Inclusive as propriedades do veı́culo diferem de caso para caso, consequentemente, as suas
caracteŕısticas especı́ficas ñao podem ser considerados parâmetros uniformes do sistema. Desta
forma usa-se variáveis aleat́orias.
1.5 Contribuições
Iniciou-se o trabalho com as equações macrosćopicas do fluxo de tráfego derivadas das
equaç̃oes reduzidas de Paveri-Fontana para modelos com valores esp cificados da velocidade
prevista para uma pista através do ḿetodo das caracterı́sticas (Prado et al., 2006) e pelo método
das diferenças finitas explicito considerando um problemade condiç̃oes de contorno periódicas
e outro problema de fluxo em um trecho de estrada com entrada later l (Prado et al., 2007).
Com o desenvolvimento buscou-se outras escalas de representaç̃ao do fluxo de tŕafego,
optou-se pela escala cinética. Usou-se programas de simulação nuḿerica em Fortran com
as f́ormulas da meĉanica de fluidos, ḿetodo das caracterı́sticas, ḿetodo das diferenças finitas
expĺıcito e ḿetodo dos volumes finitos.
Examinou-se a inflûencia das condiç̃oes iniciais na geraç˜ o de funç̃oes aleat́orias para uma
pista única, a relaç̃ao entre o fluxo e o comportamento do motorista como partı́cula ativa e
modelagem para o caso espacialmente homogêneo (quando ñao h́a variaç̃ao com a posiç̃aox).
1.6 Organizaç̃ao do trabalho
No Caṕıtulo 2 apresenta-se uma revisão dos modelos de tráfego encontrados na literatura
e as principais ideias de cada um destes modelos. O Capı́tulo 3 aborda um dos primeiros
trabalhos realizado nesta pesquisa utilizando a descrição macrosćopica e as equações reduzi-
das de Paveri-Fontana com simulações nuḿericas utilizando o ḿetodo das caracterı́sticas e de
diferenças finitas explı́cito.
No caṕıtulo 4 mostra-se o modelo da velocidade discreta, as duas linhas que existem de
velocidade discreta e introduz-se o modelo espacialmente homoĝeneo trabalhados nas seçõ s
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4.2 e 4.3.
Por fim as conclus̃oes obtidas neste trabalho são mostradas no Capı́tulo 5.
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2 Revis̃ao dos modelos de tráfego
Os fen̂omenos do fluxo de tráfego, como quase todos os sistemas do mundo real, podem
ser observados e representados por escalas diferentes, entr elas: microsćopica, macrosćopica e
mesosćopica ou cińetica. Cada escala trabalha com equações e relaç̃oes espećıficas. Os modelos
microsćopicos podem contribuir para descrever matematicamente a ir ç̃ao entre véıculos em
modelos cińeticos, enquanto os modelos macroscópi os relacionam̀as equaç̃oes empregadas
em ḿetodos assintóticos apropriados̀as equaç̃oes cińeticas.
2.1 Descriç̃ao microsćopica
A descriç̃ao microsćopica refere-sèa identificaç̃ao individual dos véıculos. Neste caso,
a posiç̃ao e a velocidade de cada veı́culo definem o estado do sistema como variáve s do
tempo. Os modelos matemáticos consistem na determinação de uma equaç˜ o diferencial para
a din̂amica de cada veı́culo, baseada na mecânica newtoniana, sob a ação dos véıculos circun-
dantes.
Os elementos desta escala são:
• x(t) é a dist̂ancia em funç̃ao do tempo;
• v(t) = dx
dt
é a velocidade em função do tempo e





é a aceleraç̃ao em funç̃ao do tempo.
Para condiç̃oes iniciais denotadas port0, x0 ev0 tem-se a equaç˜ o:
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comi = 1, . . . , n. (2.2)
A soluç̃ao do sistema de equações diferenciais ordińarias fornece a descrição do escoamento
do sistema.
2.1.1 Modelo seguindo o lı́der
O primeiro modelo foi proposto pelo fı́sico Pipes (1953), que analisou a dinâmica de uma
linha de tŕafego, composta den véıculos. Postulou que os movimentos dos vários véıculos s̃ao
controlados por uma lei ideal de separação baseada no Ćodigo de Tr̂ansito da Calif́ornia. A
lei considera que cada veı́culo deve manter aproximadamente cinco metros, a cada dezesseis
quilômetros por hora, de distância do véıculo anterior. Esta distância garante pelo menos um
segundo de tempo de reação para o motorista caso alguma coisa aconteça a sua frente.
Tamb́em verificou-se que quando a luz em um cruzamento fica verde, toa a linha de
véıculos controlados por ele não se move como uma unidade, mas como uma onda de partida.
Observaç̃oes t̂em revelado o fato de que a velocidade desta onda tem o valor aproximadamente
constante de 48 quilômetros por hora ao longo da fila de veı́culos. As equaç̃oes da din̂amica
que regem a linha de tráfego podem ser obtidas, exigindo que cada veı́culo obedeça a lei acima.
Figura 2.1: Fig. 1 do artigo Pipes(1953)
Com relaç̃ao a Figura 2.1, utilizou-se das seguinte notaç˜ es: xk como coordenada dok-
ésimo véıculo (em ṕes), b + Tvk a dist̂ancia legal (manter 5 metros a cada 16 quilômetros
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por hora) eLk o comprimento de um carro (aproximadamente 5 metros). Quando esta lei de
trânsitoé obedecida ele observou que dois veı́culos sucessivos da linha, de coordenadasxk e
xk+1, devem satisfazer o seguinte conjunto de equações:
xk = xk+1 + (b+ Tvk+1) + Lk, k = 1, 2, 3, 4, . . . , (n− 1). (2.3)
Se estas equações s̃ao diferenciadas em função do tempo, o resultadóe,
ẋk + T ˙vk+1, k = 1, 2, 3, 4, . . . , (n− 1). (2.4)
Estas equaç̃oes (2.4) podem ser reescritas em termos das velocidades dosvéıculos, sob a
forma
T ˙vk+1 + vk+1 = vk, k = 1, 2, 3, 4, . . . , (n− 1). (2.5)
As equaç̃oes (2.5) s̃ao chamadas equações din̂amicas do sistema de veı́culos, este conjunto
de equaç̃oes foi fundamental no estudo do movimento da linha de veı́culos sob a postulada lei
de tr̂ansito da Calif́ornia e foi utilizado para estudar casos especiais de significado pŕatico.
As implicaç̃oes destas investigações s̃ao de que certos parˆ metros fundamentais que en-
volvem caracterı́sticas do motorista podem ser descobertos e incorporados no design dos véıculos
e estradas, para melhorar o fluxo de tráfego e evitar congestionamentos.
2.2 Descriç̃ao macrosćopica
Nesta seç̃ao descreve-se alguns modelos macroscópicos, entre eles: modelo de Lighthill-
Whitham (o mais antigo), equaç˜ o de Burgers (melhoramento do modelo de Lighthill-Whitham),
modelo de Prigogine e Phillips (outra alternativa) e o model Whitham et al. (generalizaç˜ o
do modelo de Lighthill-Whitham).
Fisicamente o comportamento individual dos veı́culosé ignorado e o fluxo de tráfego pode
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ser associado a um escoamento de um fluido.
A descriç̃ao macrosćopica refere-se a representação do estado do sistema por uma média
de quantidades (quantidades macroscópi as), ou seja, a densidade e o momento linear, conside-
radas como variáveis dependentes do tempo e do espaço.
A modelageḿe baseada nas equações de conservaç˜ o da massa, do momento e da energia
como nos modelos da hidrodinâmica e modelos fenomenológicos.
O fluxo de tŕafegoé modelado como um fluı́do compresśıvel formado por véıculos e des-
crito por uma estrutura macroscópica considerando que o sistema pode acumular um nú ero
máximo de véıculos e que os veı́culos circulam a uma dada velocidade m´ dia ḿaxima.
Os elementos desta escala são:
• ρ(t, x) é a densidade de veı́culos, sendo nula quando não se tem véıculos no sistema e
aumenta conforme o número de véıculos aumenta.
• vmax é a velocidade ḿaxima ḿedia dos véıculos e atinge o seu maior valor no caso de
fluxo livre.
• q(t, x) é o fluxo de véıculos, sendo zero quando não se tem véıculos no sistema ou quando
a densidade de veı́culosé máxima. A densidade de veı́culos situa-se no intervalo[0, ρmax]
e a densidade ḿaximaρmax é alcançada quando os veı́culos ñao podem mais se mover
(congestionamento/engarrafamento).
A velocidade ḿaxima podeŕa ser superada por um veı́culo veloz e isolado movendo-se com
velocidade limitevl. Neste caso as experiˆ ncias mostram que a velocidade limitevl é afetada
por vários fatores, entre eles, a qualidade da pista e dos veı́culos. Em particular, a velocidade
limite pode ser definida comovl = (1+µ)vmax, µ > 0, sendoµ um par̂ametro fenomenol´ gico.
A relaç̃ao entre densidade, velocidade e fluxoé dada pela equaç˜ o:
q = f(ρ) = ρ v, (2.6)
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conhecida como equaç˜ o fundamental e o diagrama decorrente desta equação: é o diagrama
fundamental, ilustrado na Figura 2.2.
Na Figura 2.2 a região anterior aρcrit é denominada de região de fluxo livre (ou região
est́avel) e a regĩao posterior aρcrit é denominada de região de fluxo congestionado (ou região
inst́avel). Ainda observa-se que para densidades diferentes, por exemplo,ρA e ρB, tem-se o
mesmo fluxo,qA = qB.
Figura 2.2: Diagrama fundamental da densidade
A modelageḿe baseada nas equações de conservaç˜ o e os modelos matemáticos s̃ao repre-
sentados por equações diferenciais parciais não-lineares. Utilizando a equação da continuidade








ondeρ denota a densidade de veı́culos ev a velocidade ḿedia dos véıculos.
















= Q[ρ, v]. (2.8)
Para resolver o sistema dado pelas equações (2.7) e (2.8) precisa-se de mais informação
sobreQ, para isto podemos ter fechamento por propriedades do fluxo local (equaç̃ao anaĺıtica)
ou fechamento por uma equação de evoluç̃ao para a velocidade (equação funcional).
2.2.1 Modelo de Lighthill-Whitham
O mais antigo e ainda mais popular dos modelos de tráf go macrosćopico vem de Lighthill-
Whitham (1955) nos artigos sobre ondas cinemáticas. Este modelo aparece també em Richards
(1956) que desenvolveu o mesmo modelo, independente do trabalho de Lighthill-Whitham.
Como os resultados foram obtidos quase que simultaneamente,o modelo passou a ser con-
hecido como modelo LWR.
No primeiro artigo (1955), as ondas foram consideradas somente para um sistema de fluxo
unidimensional e existe uma relação funcional entre o fluxoq (número de véıculos num deter-
minado tempo), a densidadeρ (quantidade por unidade de distância) e a posiç̃aox. Utilizando
estas relaç̃oes em conjunto com a equação da continuidade, obteve-se a propriedade desta onda
denominada de onda cinemática. Em contraste a teoria clássica, os movimentos da onda cl´ ssica
ser̃ao descritos por ondas dinâmicas que dependem da segunda lei de Newton do movimento1
Uma diferença importanté que as ondas cinemáticas possuem apenas uma velocidade de
onda em cada ponto, enquanto que as ondas dinâmicas possuem pelo menos duas (para a frente








Tem-se que o fluxo de tráfegoq deve ser especificado e isto representa uma dificuldade
Lighthill,Whitham e Richards assumiramq = qe(ρ(t, x)) uma relaç̃ao de equiĺıbrio entre a
1Anexo A: anexo 10
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densidade e a velocidadeve, funções convenientemente ajustadas através de dados empı́ricos.
Assim o fluxoé uma funç̃ao da densidade
q(t, x) = qe(ρ(t, x)) = ρ ve(ρ(t, x)), (2.10)

























A equaç̃ao (2.12) representa queq é constante nas ondas que viajam para além do ponto
com velocidadec dada por (2.11). Matematicamente, a equação (2.12) implica em um sistema
de caracterı́sticas (dada pordx = c dt, pois
dx
dt
é a velocidade, neste caso,c) e ao longo de
cada uma dessas caracterı́sticas o fluxoq é constante.
A velocidade da ondac é a inclinaç̃ao da curva de concentração do fluxo para umx fixo.









Assim c > v 2 quando a velocidade ḿedia aumenta com a concentração (como nos rios,
por exemplo, enchentes), enquanto que,c < v 3 no caso em que a velocidade diminuiu com a
2ocorre quec− v > 0 → ρdv
dρ
> 0 como sempre tem-seρ > 0 → dv
dρ
> 0, ou seja, a velocidade aumenta com
a concentraç̃ao
3ocorre quec− v < 0 → ρdv
dρ
< 0 como sempre tem-seρ > 0 → dv
dρ
< 0, ou seja, a velocidade decresce com
a concentraç̃ao
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concentraç̃ao (como no fluxo de tráfego).













































Estaé a equaç̃ao ñao linear (Whitham, 1974) que descreve a propagaç˜ o de ondas cineḿaticas
com velocidade igual a







No artigo de Richards (1956), a teoriaé aplicada para o problema de estimar como uma
regĩao de concentraç˜ o crescente (em inglês, hump) passa por uma estrada principal lotada.
Richards sugere que esta concentração mover-se-́a ligeiramente mais lenta do que a veloci-
dade ḿedia do véıculo, e que os véıculos passando por ela terão que reduzir sua velocidade
repentinamente (como uma onda de choque) quando entrarem namesma podendo aumentar a
velocidade novamente, de modo gradual,à medida que forem passando. Esta região de grande
concentraç̃ao espalha-se gradualmente ao longo da estrada, e a escala detempo deste processo
foi estimado. O comportamento desta região de concentraç˜ o ao entrar em um afunilamento
(em ingl̂es,bottleneck) tamb́emé abordado no artigo de Richards.
17
2.2.2 A equaç̃ao de Burgers
O modelo de Lighthill-Whithaḿe muito instrutivo ée a base de uma elaborada teoria de
onda de choque (Daganzo, 1999), mas o desenvolvimento de ondas de choque resulta numa
séria dificuldade para resolver o modelo de Lighthill-Whithamnumericamente. Um ḿetodo de
integraç̃ao convenienté o esquema de Godunov (LeVeque, 1990).
Para evitar o desenvolvimento de ondas de choque, Daganzo (1995) adiciona-se um pe-
queno termo de difusão no modelo de Lighthill-Whitham que suaviza as ondas de choque. O
próprio Whitham (1974) sugeriu generalizar a equação (2.10) utilizando uma constante de di-
fusãoD > 0:






























































O último termoé denominado de termo de difusão. A constante de difusãoD produz uma
contribuiç̃ao significante somente quando a curvatura∂2ρ/∂x2 da densidadé grande. No caso
de uma densidade ḿaxima (ou seja, um ponto de máximo local4, a curvaturáe negativa, que































Esta equaç̃aoé conhecida como equaç˜ o de Burgers que contém termos de propagaç˜ o ñao-
linear e de difus̃ao e pode apresentar uma solução exata devido ao fato de poder ser relacionada







ondeφ representa o campo de temperaturas. A equação de Burgers supera o problema de
ondas de choque, entretanto isto não explica a auto-organizaç˜ o dos engarrafamentos ou ondas
de para-e-anda (Helbing, 2001).
2.2.3 Modelos de Prigogine e Phillips
Um modelo alternativo foi proposto por Phillips (1981a, 198b), o qual deriva da versão
modificada do modelo de tráfego de Prigogine da equação do tipo-Boltzmann, que são equaç̃oes
não-lineareśıntegro-diferenciais com uma estrutura semelhante` equaç̃ao de Boltzmann.
Semelhante a Prigogine e Herman (1971), Phillips obteve a equ ç̃ao da continuidade (2.9)













(ve(ρ)− V ) , (2.19)
mas com outro tempo de relaxaçãoτ(ρ) dependente da densidade. A pressão do tŕafegoé dada
por:
P(ρ, θ) = ρθ, (2.20)
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sendoθ(x, t) a varîancia da velocidade de veı́culos sendo conduzidos de modo diferente.
Para esta variância, um véıculo qualquer deriva uma equação din̂amica apropriada ou assume





≥ 0 (Phillips, 1981a).
Desta forma, a variância decresce com o crescimento da densidade e se anula paraa velocidade
de equiĺıbrio ve(ρ) e para a densidade de engarrafamentoρeng, como esperado. Entretanto o
modelo de Phillipśe inst́avel num certo doḿınio de densidade. Em particular a pressão de
tráfegoP cresce comρ ent̃ao para altas densidades os veı́culos poderiam acelerar dentro de
regiões congestionadas, o queé irreal.
2.2.4 Modelos de Whitham et al.
Com a equaç̃ao (??), o modelo de Lighthill-Whitham assume que o fluxo de tráfego est́a
sempre em equilı́brio, ou seja,q = qe(ρ). Isto é questiońavel por Kerner (Kerner et al., 2004)
para a densidade ḿedia , onde ñao existe relaç̃ao emṕırica única entre fluxo e densidade.
Portanto alguns pesquisadores acreditam que a teoria de Lighthill-Whithamé correta, im-
plicando que ñao existiria tŕafego inst́avel mas nos quais os distúrbios s̃ao ampliados. Daganzo
(1999a) notou que oscilações grandes no fluxo, velocidade e contagem cumulativa crescem em
amplitude atrav́es de detectores atravessados ao longo de filas de auto-estrada e intervenç̃oes
sobre rampas.
Whitham (1974) sugeriu uma generalização da teoria de Lighthill-Whitham aplicada a
equaç̃ao (2.19) usando a equação da continuidade com a hipótese de que a adaptação da ve-


























































com constante convenienteτ > 0. De maneira geral os modelos macroscópi os podem ser











+ ε1(t, x) (2.21)


















(ve − V ) + ε2(t, x) (2.22)
As diferenças nestes casos especias estão nas especificações da difus̃aoD(ρ), das flutuaç̃oes
ε1(t, x) eε2(t, x), da press̃ao de tŕafegoP(ρ), da viscosidadeν(ρ), do tempo de relaxaç˜ oτ(ρ)
e da velocidade de equilı́brio ve(ρ) presentes na equaç˜ o (2.22).
O modelo de Lighthill-Whitham, por exemplo, resulta da equac¸ão (2.22) quando multiplica-
se a mesma porτ e faz-se o limiteτ → 0 enquanto que o modelo de Prigogine-Phillipsé obtido
quando a flutuaç̃aoε2(t, x) → 0. Alguns outros modelos consideram parâmetros nulos.
2.3 Descriç̃ao cinética
A escala cińetica ou mesosćopica assume que o estado do sistemaé identificado pela
posiç̃ao e pela velocidade dos veı́culos. Entretanto sua identificação ñao refere-se a cada
véıculo, mas a uma distribuição apropriada de probabilidade sobre o estado microscópico.
Os modelos mateḿaticos descrevem a evolução de uma funç̃ao de distribuiç̃ao por equaç̃oes
ı́ntegro-diferenciais ñao-lineares com uma estrutura semelhanteà equaç̃ao de Boltzmann que
descreve a din̂amica de um ǵas ideal5. Ent̃ao tem-se
















sendof a funç̃ao de distribuiç̃ao de probabilidade de uma partı́cula,F a força externa ao sis-
tema,m a massa da partı́cula, t o tempo;u a velocidade das partı́culas ex a posiç̃ao de cada
part́ıcula.
2.3.1 Modelo de Prigogine tipo Boltzmann
Prigogine e Herman (1971) investigaram o modelo cinético para gases (as equações inte-
gro-diferenciais tipo Boltzmann) baseados na equação para a densidade no espaço de fase:
ρ̃(t, v, x) = ρ(t, x)P̃(t; v, x), (2.24)
dada pelo produto da densidade de veı́culosρ(t, x) pela distribuiç̃aoP̃(t, v, x) de véıculos com
velocidadev localizados na posiçãox e no tempot. Considerando a conservação do ńumero de



























Sendo que em um sistema de coordenadas movendo-se com velocidadev, a mudança tem-
poral da densidade no espaço de faseé dada pelo comportamento da aceleração e interaç̃ao dos
véıculos.
Prigogine sugeriu que o comportamento da aceleração fosse descrito por uma relaxação de














A quantidadeτ(ρ) novamente denota o tempo de relaxação dependente da densidade. Neste
modelo,P̃0(v) reflete a variaç̃ao da velocidade desejada entre os motoristas, causando a dis-
pers̃ao da velocidade atualv dos véıculos. A distribuiç̃ao P̃0(v) pode ser obtida medindo a
distribuiç̃ao de véıculos com grande folga entre eles. A interação entre os véıculosé modelada













w < v[1− p̂(ρ)]|v − w|ρ̃(t, v, x)ρ̃(t, w, x)dw. (2.27)
A equaç̃ao (2.27) assume que o veı́culo com velocidade mais rápidaw interage com um
véıculo mais lento com velocidadev < w na raz̃ao|w−v|ρ̃(t, w, x)ρ̃(t, v, x) queé proporcional
à velocidade relativa|w − v| e ao produto da densidade no espaço de fase de interação dos
véıculos, descrevendo com que frequˆ ncia véıculos com velocidadew ev encontram-se no lugar
x. O véıculo mais ŕapido podeŕa ultrapassar o veı́culo mais lento com alguma probabilidade
p̂(ρ) dependente da densidade. Contudo, a densidade no espaço de fase decresce quando os
véıculos de velocidadev encontram véıculos mais lentos com velocidadew < v. Istoé refletido
peloúltimo termo da equação (2.27).






= [1− p̂(ρ(t, x))]ρ(t, x) [V (t, x)− v] ρ̃(t, v, x). (2.28)
Pode-se introduzir a velocidade média
V (t, x) =
∫






e adicionalmente, a variância6 da velocidade
θ(t, x) =
∫
[v − V (t, x)]2P̃(t; v, x)dv (2.30)
6Anexo A: anexo 12
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Para a derivada da densidade macroscópica e equaç̃ao da velocidade, Prigogine e Herman
utilizaram o ḿetodo dos momentos (Kremer, 2003), ou seja, multiplicaram as equaç̃oes (2.25),
(2.26) e (2.28) por 1 e porv depois integraram sobrev obtendo-se as ḿedias. Considerando a
densidade de veı́culos dada por
ρ(t, x) =
∫
ρ̃(t, v, x)dv. (2.31)
Esteé um dos ḿetodos que auxiliam na obtenção das equaç̃oes constitutivas. Assim obtem-
se as equaç̃oes (2.21) e (2.22) considerandoD(ρ) = 0 = ν(ρ), ε1(t) = 0 = ε2(t).
Segundo Prigogine e co-pesquisadores existem muitas maneiras d especificar a pressão de
tráfegoP que foi adotada pela equação (2.20) e a velocidade de equilı́brio ve dada por:
Ve(ρ, θ) = V0 − τ(ρ)[1− p̂(ρ)]ρθ (2.32)
Outros pesquisadores presumem que estas representaçõ s s̃ o obtidas por considerações
fenomenoĺogicas. Infelizmente, as relações (2.20) e (2.32) são v́alidas somente para baixas
densidades, mas teorias para altas densidades também est̃ao dispońıveis.
2.3.2 Modelo de Paveri Fontana (MPF)
Paveri Fontana (1975) prosseguiu uma investigação muito detalhada do modelo de tráfe-
go de Prigogine da cińetica dos gases e reconheceram algumas caracterı́sticas. Ele criticou o
fato de que o termo de aceleração (2.26) descreveria uma velocidade descontı́nua com saltos
de descontinuidade ocorrendo com a razão proporcional para
1
τ(ρ)
. Além disso, a velocidade
desejada dos veı́culos era uma propriedade da estrada e n˜ o dos motoristas, enquanto existem
atualmente diferentes personalidades de motoristas: agitados, que dirigem rápido, t́ımidos, que
dirigem devagar (Daganzo, 1995).
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Paveri Fontana resolveu estes problemas distinguindo os diferentes tipos de veı́culo-moto-
rista. Estes foram caracterizados pela velocidade individual esejadav0. Como conseqûencia
introduziu-se uma extensão da densidade no espaço de faseρ∗(t, v, v0, x) e uma equaç̃ao cor-
respondente a da cinética dos gases. Por integração sobrev0, Paveri Fontana obteve a equação
(2.25). Enquanto Paveri Fontana especificou o termo de interaç̃ao ańalogo ao de Prigogine,
























Aqui a quantidadẽV0(t, v, x) denota a velocidade ḿedia desejada dos veı́culos movendo-se
com velocidadev e é dada porṼ0(t, v, x) =
∫
dv0 v0ρ∗(t, v, v0, x)/ρ̃(t, v, x) ∼ V0(t, x) +
[v − V (t, x)]C ′(t, x)/θ(t, x) , queé maior para véıculos mais ŕapidos. A velocidade ḿedia




dv v0ρ∗(t, v, v0, x)/ρ(t, x) no espaçox e






dv (v − V )(v0 − V0)ρ∗(t, v, v0, x)/ρ(t, x) representa a
covarîancia entre a velocidade atual e a velocidade desejada. A respeito destas diferenças,
a equaç̃ao macrosćopica para a densidade e a velocidade média concordam exatamente com
aquelas de Prigogine, contudo, as equações para a variância da velocidadeθ, a covarîancia(σ2)
7, a velocidade ḿedia desejadaVm e consequentes são diferentes.
A construç̃ao e propriedades da solução para a equaç˜ o de Paveri Fontana tem sido cuida-
dosamente estudada por Barone (1981) e Semenzato (1981a, 198b). Observa-se que existem
várias alternativas para o termo de aceleração da equaç̃ao (2.34).
7Anexo A: anexo 13
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2.3.2.1 Modelo para Velocidades Previstas Especificadas paraMPF
Com o objetivo de se corrigir algumas deficiências do modelo de tráfego obtido atrav́es da
teoria cińetica dos gases proposta por Prigogine (Prigogine, 1971), ou seja, equaç̃ao cińetica de
tráfego, Paveri Fontana desenvolveu um tratamento do tipo-Boltzmann para o fluxo de tráfego
levando-se em conta o comportamento individual do carro, ouseja, sua aceleraç˜ o. No modelo
de Paveri Fontana o estado do tráfegoé caracterizado pela função de distribuiç̃ao de um véıculo
g(x, c, w, t) tal que dado um tempot, g(x, c, w, t)dx dc dw fornece o ńumero de véıculos numa
estrada entre as posiçõesx ex+dx e velocidade atual entrec ec+dc, com velocidade desejada
entrew ew + dw. Para uma estrada de mãoúnica, aṕos ocorrer uma ultrapassagem, a função


























(1− p)(c′ − c)g(x, c′, w, t)dc′
︸ ︷︷ ︸
(I)
−g(x, c, w, t)×
∫ c
0




denominada equaç˜ o cińetica de Paveri Fontana, na qual




g(x, c, w, t)dw (2.36)
é a funç̃ao de distribuiç̃ao da velocidade de um veı́culo.
Na equaç̃ao (2.35) temos o item (I) correspondenteà situaç̃ao do véıculo com velocidade
c′ que deve desacelerar para a velocidadec causando um aumento na função de distribuiç̃ao.
O item (II) descreve um decrescimento na função de distribuiç̃ao devidoà situaç̃ao em que um
véıculo com velocidadec deve desacelerar para uma velocidade menor do que a velocidade ′,
basicamente considera que os veı́culos mais lentos podem ser imediatamente ultrapassados com
uma probabilidadep.
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Assumindo-se que os motoristas aproximam-se exponencialmente da velocidade desejada










A lei da aceleraç̃ao dada pela equaç˜ o (2.35) representa uma boa aproximação, desde que
os motoristas reduzam gradualmente a aceleração ṕos alcançar a velocidade desejada.
A equaç̃ao (2.35)́e uma equaç̃aoı́ntegro-diferencial denominada equação cińetica de Paveri
Fontana e apresentando uma grande dificuldade de se encontrar uma soluç̃ao anaĺıtica para os
quais os processos de interação ñao podem ser abandonados. Para superar esta dificuldade
integra-se a equaç˜ o 2.35 com respeito a velocidade desejada, obtendo-se uma equaç̃ao con-


















(1− p)(c′ − c)f(x, c′, t)dc′ (2.38)
na qual





g(x, c, w, t)
f(x, c, t)
dw, (2.39)
representa a velocidade média desejada.
Ao se considerar o tráfego homoĝeneo e estacionário, a velocidade ḿedia desejada para os
véıculosé diretamente proporcional a velocidade atualc. Sendo esta relaç˜ o dada por:
V0(x, c, t) = V0(c) = kc, (2.40)
ou seja, esta velocidade será independente do tempo e da posição na qual o véıculo se encontra
na estradak é uma constante. Esteé um caso particular e simplifica a equação (2.38) para a
velocidade ḿedia desejada.




g(x, c, w, t) = 0 e lim
w→∞
g(x, c, w, t) = 0, (2.41)














= C(c, c′), (2.42)
sendo queC(c, c′) representa o termo de colisão, ou seja, ganhos menos perdas.
Denominando-se porβ = k−1
τ










= C(c, c′). (2.43)
O modelo de Paveri Fontana (MPF) resolveu parcialmente o problema dos diferentes tipos
de véıculo-motorista, os quais foram caracterizados pela velocidade individual desejadav0.
Como conseqûencia introduziram uma extensão da densidade no espaço de faseρ∗(t, v, v0, x) e
uma equaç̃ao correspondente a da cinética dos gases.
As equaç̃oes reduzidas de Paveri Fontana para modelos com valores espcificados da ve-
locidade prevista para uma pista foi o primeiro estudo destetrabalho. Utilizou-se o artigo de Ve-
lasco et al. (2005) para os dados iniciais assim como o mét do das caracterı́sticas e o ḿetodo das
diferenças finitas explı́cito, considerando-se um problema de condições de contorno periódicas
(Prado et al., 2006).
O método das caracterı́sticas mostrou-se adequado para solucionar o sistema de equaç̃o s
quase-lineares que governam o fluxo de tráfego simulado e em geral não apresenta grandes difi-
culdades para ser implementado computacionalmente quandosa para solucionar problemas
de fluxo unidimensional, como o caso do problema investigado. Outro problema estudado foi
para uma pista com entrada lateral (Prado et al., 2007) utilizando o ḿetodo das diferenças finitas
expĺıcito, o que at́e o presente momento não havia sido feito.
28
3 Método das caracterı́sticas e ḿetodo
das diferenças finitas
Neste caṕıtulo apresenta-se os métodos das caracterı́sticas e das diferenças finitas utilizados
na resoluç̃ao das equaç̃oes reduzidas de Paveri Fontana na escala macroscópica. Abordou-se
dois problemas: uma pista circular e uma pista com entrada latera . Para uma pista utilizou-se o
método das caracterı́sticas (Prado et al., 2006) e o método das diferenças finitas explı́cito. Para
uma pista com entrada lateral (Prado et al., 2007) utilizou-se o ḿetodo das diferenças finitas
expĺıcito. As varíaveis s̃ao a densidade veicular e a velocidade média do tŕafego
3.1 Equaç̃oes macrosćopicas do tráfego
O método utilizado na dedução das equaç̃oes macrosćopicasé semelhante ao desenvolvido
por Velasco (Velasco et al., 2005). Por se tratar de um problema ñao fechado, existem vários
modos de se obter os resultados. Usa-se os valores encontrados p ra a Pressão do TŕafegoP e
uma condiç̃ao para a velocidade ḿedia desejadaW. Os ćalculos nuḿericos s̃ao realizados com
base no ḿetodo das caracterı́sticas (Streeter, 1997).
Nas equaç̃oes do tŕafego reduzidas de Paveri Fontana, as quantidades macroscópicasρ e v
são funç̃oes da funç̃ao de distribuiç̃ao da velocidade de um veı́culo. Para qualquer função de

















A integraç̃ao da equaç̃ao (2.38), conhecida por equação reduzida do tráfego de Paveri






















− ρ(1− p)P (3.4)
obtida pela multiplicaç̃ao da equaç̃ao (2.38) porc e efetuando a integral sobre todos os valores
da velocidade atual.














(c− v)2f(x, c, t)dc, (3.6)






(c−V )2f(x, c, t)dc
1, atrav́es da equaç̃ao (2.20)
P = ρ(x, t)Θ(x, t).
As equaç̃oes s̃ao v́alidas desde que a função de distribuiç̃aof(x, c, t) satisfaça as condições




f(x, c, t) = 0 e lim
c→∞
f(x, c, t) = 0. (3.7)
Usa-se como hiṕoteses de queW é constante(= V0) e que a pressão do tŕafegoé direta-
mento proporcional̀a densidade veicular e ao quadrado da velocidade média2.
p = 1− ρ
ρ̂




sendoα uma constante adimensional. Soluciona-se as equações (2.7) e (3.4) pelo ḿetodo
das caracterı́sticas e pelo ḿetodo das diferenças finitas explı́cito.
Para o caso da pista com entrada lateral simula-se o fluxo de tráfego pelo ḿetodo de























− ρ(1− p)P − qv. (3.10)
Sendo queq dado em véıculos/hora/km representando o fluxo de entrada de veı́culos por
unidade de largura da via transversal.
3.2 Método das caracteŕısticas (mc)
Considera-se o problema de valor inicial, para a equação de primeira ordem quase linear,
dadas as funç̃oesa(x, t, u), b(x, t, u) ed(x, t, u) cujo objetivoé encontraru(x, t):
2No artigo de Velasco et al. utilizou-se o método de Chapman-Enskog para encontrar as aproximações paraf






a(x, t)ux + b(x, t)ut + d(x, t) = 0, t > 0,−∞ < x <∞,
u(x, 0) = u0(x).
(3.11)
A equaç̃ao diferencial de primeira ordem (3.11), definida inicialmente no sistema de coor-
denadas(x, t) seŕa reescrita em um outro sistema de coordenadas(s, t) definido conveniente-
mente. Sejam as curvasx(s) e t(s) definidas por:
dx
ds
= a(x(s), t(s), u), x(0) = xi,
dt
ds
= b(x(s), t(s), u), t(0) = ti, (3.12)
estas s̃ao denominadas curvas caracterı́sticas no espaço(x, t, u). Aplicando a regra da cadeia









= a(x, t, u)ux + b(x, t, u)ut. (3.13)






= −d(x(s), t(s), u),
u(0) = u0(xi).
(3.14)
isto é, define-se uma equação diferencial ordińaria no novo sistema de coordenadas(s, t).
Comparando as equações (3.11) e (3.14), observa-se que a equação diferencial parcial
transformou-se em um sistema de equações diferenciais ordińarias.
Assim a soluç̃ao seŕa encontrada em pontos que estão sobre as caracterı́sticas. Um processo
de interpolaç̃ao pode ser utilizado se estas caracterı́s icas se afastam em algumas regiõ s. Este
métodoé considerado um ḿetodo para soluç̃ao anaĺıtica de equaç̃oes diferenciais parciais de
primeira ordem.
O método das caracterı́sticas pode ser aplicado para solucionar sistemas de duas eq ç̃o s
diferenciais parciais de primeira ordem quase lineares e hiperb́olicas.
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SejamL1 eL2 equaç̃oes contendo as vari´ veis dependentes,ρ, a densidade veicular, ev, a
velocidade ḿedia. Essas equações ser̃ao combinadas por meio de um multiplicador desconhe-
cido λ, comoL = L1 + λL2. Quaisquer valores reais distintos deλ fornecem duas equações
emρ eV que representam o mesmo fenômeno f́ısico que as duas equações originais,L1 eL2,
e que podem substituı́-las diante de qualquer solução. SubstituindoL1 e L2 na express̃ao de































































Na equaç̃ao (3.17),ρ ev são funç̃oes dex eα é uma constante adimensional dada por
α =
ρe (1− p) ve
β
, (3.18)
na qualρe eve referem-se ao estado estacionário.
Desenvolvendo a parcial com relação ax na equaç̃ao (3.15) e agrupando as derivadas par-






























que representa uma equação do segundo grau emλ. Para o caso deste trabalho, tem-se duas






1 + α), (3.22)
ou seja, soluç̃ao do tipo hiperb́olico.



























































As equaç̃oes (3.23) e (3.24) são as equaç̃oes do ḿetodo das caracterı́sticas, nas quaisC+
eC− representam as curvas caracterı́sticas positivas e negativas, respectivamente. Ambas pos-
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suem inclinaç̃oes positivas pois o fluxo de tráfegoé maior do que a velocidade das ondas sono-
ras (Sivaloganathan, 1974) e (Sivaloganathan, 1978). Conhecidas as condiç̃oes iniciais e de
contorno pode-se traçar a malha das curvas caracterı́sticas.
3.2.1 O processo geral do ḿetodo das caracteŕısticas
Devidoà inclinaç̃ao das caracterı́sticas começa-se o processo de discretização da malha da
condiç̃ao de contorno para a posição do trecho0 ≤ x ≤ L, ondeL é a extens̃ao da estrada.
O esquema deste processo, denominado esquema das distância especificadas do método
das caracteristicas (Sivaloganathan, 1974), diferenciado do esquema da malha retangular (Siva-
loganathan, 1978), está representado na Figura 3.3 na qual:
(i) Divide-se o comprimento da estrada emn partes iguais de comprimento∆x.
(ii) Inicia-se pela condiç̃ao de contorno emA, x = L, comP1C1 = (L, 0), traçando-se uma
curva caracterı́stica positivaC1.
(iii) EmB, x = L−∆x, comP1C2 = (L−∆x, 0), traça-se uma curva caracterı́stica positiva
C2 e emAB, ponto ḿedio deA eB, traça-se uma curva de caracterı́stica negativa. A
intersecç̃ao destas curvas ocorre no pontoM .
(iv) EmA traça-se uma curva caracterı́stica negativa, encontrando-se o pontoN sobre a curva
C2. Interpola-se os pontosM eN encontrando o pontoP2C2 .
(v) EmC, x = L− 2∆x, comP1C3 = (L− 2∆x, 0), traça-se uma curva caracterı́stica positiva
C3 e emBC, ponto ḿedio deB e C, traça-se uma curva caracterı́stica negativa. A
intersecç̃ao destas curvas ocorre no pontoM∗.
(vi) EmB traça-se uma curva caracterı́stica negativa, encontrando-se o pontoP2C3 .
(vii) Em N traça-se uma curva caracterı́stica negativa encontrando-seN∗ sobre a curvaC3.
Interpola-se os pontosP2C3 eN
∗ encontrando o pontoP3C3 .
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(viii) Em D, x = L − 3∆x, comP1C4 = (L − 3∆x, 0), e emCD, ponto ḿedio deC e
D, traça-se uma curva caracterı́stica positiva e negativa, respectivamente. Encontra-seo
pontoM∗∗.
(ix) De C traça-se uma curva caracterı́stica negativa encontrando-seP2C4 . De P2C3 e N
∗
traçam-se curvas caracterı́sticas negativas obtendo-seP3C4 eN
∗∗, respectivamente. In-
terpolando-se os pontosP3C4 eN
∗∗ encontra-seP4C4 .
(x) e assim sucessivamente vai-se discretizando a malha.
Figura 3.3: Discretizaç̃ao da malha.
De um modo geral, associa-seL à curva caracterı́stica positivaC+ eR à curva caracterı́stica
negativaC−, conforme a Figura 3.4. A determinação do pontoM , ou seja,tM , xM , ρM e
VM , sendo conhecidos os dados dos pontosL eR é obtido atrav́es do seguinte procedimento
computacional:













as equaç̃oes (3.23) e (3.24),













































































• Cálculo det∗M ex∗M .
Integrando a equaç˜ o (3.26), obt́em-se um sistema paraxM e tM formado pelas
equaç̃oes
xM − xL =
q+
2
(vM + vL)(tM − tL) (3.30)
e
xM − xR =
q−
2





(vM + vL) =














(vM + vR), (3.33)
reescreve-se as equações (3.30) e (3.31), respectivamente por:
x∗M − xL = aL(t∗M − tL) (3.34)
e
x∗M − xR = aR(t∗M − tR), (3.35)
no qual chamou-sexM por x∗M e tM por t
∗
M para denotar que se está calculando
uma nova aproximação para estas vari´ veis. Resolvendo o sistema descrito pelas
equaç̃oes (3.34) e (3.35) encontra-se
t∗M =




x∗M = xL + aL(t
∗
M − tL). (3.37)
• Cálculo deρ∗M ev∗M .
Integrando a equaç˜ o (3.25) obt́em-se um sistema paraρM evM dados pelas equações:
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b+(ln ρM−ln ρL)+ln vM−ln vL =
[





b−(ln ρM − ln ρR) + ln vM − ln vR =
[










fM(vM , ρM) + fL(vL, ρL)
2
]




fM(vM , ρM) + fR(vR, ρR)
2
]
(t∗M − tR), (3.41)
as equaç̃oes (3.38) e (3.39), paraρ∗M = ρM ev
∗
M = vM , formam o sistema
b+(ln ρ
∗




M − ln ρR) + ln v∗M − ln vR = bR, (3.43)
cuja soluç̃aoé dada por
ρ∗M = exp{[bL − bR + ln (vL)− ln (vR) +
√













v∗M = exp{bL + ln (vL) +
√
α + 1− 1
α
[ln (ρL)− ln (ρ∗M)]}. (3.45)
Passo 5
Com os valores da aproximaç˜ o anterior e com os valores da aproximação do passo 4, verifica-
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se a converĝencia atrav́es das condiç̃oes:
|xM − x∗M | < ε xM , |tM − t∗M | < ε tM , |vM − v∗M | < ε vM , e |ρM − ρ∗M | < ε ρM ,
(3.46)
nas quaisε representa a precisão da converĝencia. No programa nuḿerico adotou-se
ε = 10−7. Se as condiç̃oes dadas em (3.46) forem satisfeitas, a determinação do pontoM
foi encontrada. Caso contrário, atribui-se
xM = x
∗
M , tM = t
∗
M , vM = v
∗
M e ρM = ρ
∗
M (3.47)
e volta-se ao passo 4, repetindo este processo, até se obter a precisão desejada.
3.3 Simulaç̃ao numérica do método das caracteŕısticas
Inicialmente tem-se um tráfego homoĝeneo e estacionário (indicado pelo ind́ıce e), com
densidade e velocidade iguais a
ρe = 28 véıculos/km eve(ρe) = 84 km/h (3.48)
que sofre uma pequena perturbação períodica na velocidade ḿedia (Helbing, 1996) represen-
tando alguns véıculos movendo-se mais rapidamente e outros mais lentamente. Assim, as
condiç̃oes iniciais consideradas são:






com0 ≤ x ≤ L dados em km. Implementa-se para o método nuḿerico a extens̃ao da estrada
igual aL = 12 km e a constante de relaxação de tempo comoτ = 1
120
h. Adota-seρ̂ = 140
véıculos/km eα = 100, obtido a partir de resultados experimentais (Velasco et al., 2005).
O sistema de equações diferenciais ordińarias (3.23) e (3.24) requerem a especificação das
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condiç̃oes iniciais e de contorno. Com o objetivo de simplificar a an´ lise, ser̃ao consideradas
condiç̃oes de contorno periódicas para a densidade veicularρ(0, t) = ρ(L, t) e a velocidade
médiaV (0, t) = V (L, t), no qualL representa a extensão da estrada estudada.
Considerou-se os dados do artigo (Velasco et al., 2005) para fazer uma comparaç˜ o entre
os ḿetodos de resolução para uma validaç˜ o dos mesmos, o programa (1) utilizado está no
ap̂endice A.
Figura 3.5: Valores da condição inicial
Utililizando-se a equaç̃ao (3.18), calcula-seβ, a qual forneceŕa a constantek (da equaç̃ao
2.40) e consequentementev0. Para tempos posteriores, na equação (3.18) se utiliza a equaç˜ o
(3.49) para a expressão da velocidade e repete-se o processo para se obterv0.
Na tabela 3.1 apresenta-se a evolução da velocidade ḿediav em funç̃ao do trecho da estrada
x para alguns valores de tempot escolhidos para a simulaç˜ o considerando-se a divisão do
trecho da estrada em 200 partes iguais,n = 200.
Os resultados apresentados na tabela 3.1 ilustram uma pequena amostra dos 266.112 pontos
calculados, considerando-sen = 200, para simular uma hora do movimento.
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Tabela 3.1: Valores dev(x, t) para a posiç̃aox e para nove valores det.
x t = 0 t = 0, 2 t = 0, 3 t = 0, 4 t = 0, 5 t = 0, 7 t = 0, 8 t = 0, 9 t = 1, 0
0 84,0000 80,9412 80,9572 80,9236 80,9542 80,9277 80,9608 80,9316 80,9394
1 84,4050 80,9505 80,9495 80,9251 80,9598 80,9350 80,9600 80,9257 80,9483
2 84,7090 80,9579 80,9401 80,9309 80,9612 80,9441 80,9550 80,9240 80,9558
3 84,8400 80,9616 80,9302 80,9407 80,9574 80,9536 80,9455 80,9276 80,9605
4 84,7360 80,9599 80,9247 80,9500 80,9499 80,9594 80,9361 80,9347 80,9600
5 84,4500 80,9540 80,9236 80,9574 80,9406 80,9611 80,9284 80,9436 80,9552
6 84,0000 80,9440 80,9280 80,9613 80,9307 80,9576 80,9240 80,9531 80,9460
7 83,5950 80,9346 80,9357 80,9600 80,9250 80,9504 80,9251 80,9590 80,9366
8 83,2910 80,9271 80,9451 80,9544 80,9237 80,9411 80,9305 80,9609 80,9288
9 83,1600 80,9233 80,9547 80,9445 80,9279 80,9312 80,9398 80,9578 80,9243
10 83,2640 80,9251 80,9602 80,9351 80,9354 80,9253 80,9488 80,9508 80,9252
11 83,5500 80,9312 80,9614 80,9275 80,9446 80,9239 80,9563 80,9416 80,9303
12 84,0000 80,9412 80,9572 80,9236 80,9542 80,9277 80,9608 80,9316 80,9394
Fonte: Resultados do programa(1) para a velocidadev p lo ḿetodo das caracterı́sticas.
Para a densidadeρ nos mesmos tempos utilizados para a velocidade observa-se nFigura
3.3 a oscilaç̃ao é uniforme em quase todos os tempos mostrados, apresentandouma scilaç̃ao
maior no tempot = 1, 0.
3.4 Aspectos conclusivos para o ḿetodo das caracteŕısticas
Nesta seç̃ao apresentam-se resultados obtidos da simulação do fluxo de tŕafego para condiç̃oes
de contorno periódicas tanto para a densidade veicular,ρ, como para a velocidade médiav,
como exemplo, uma pista circular. Os cálculos nuḿericos foram realizados usando-se o de-
nominado esquema das distâncias especificadas do método das caracterı́sticas. Por meio deste
esquema s̃ao determinados os resultados das variáveis dependentes,v eρ, para as curvas carac-
teŕısticas positivas que emanam em pontos fixados no eixox. Como o fluxo de tŕafegoé maior
do que a velocidade das ondas sonoras (fluxo super-crı́tico), as curvas caracterı́sticas positivas e
negativas t̂em inclinaç̃oes positivas, a primeira caracterı́stica examinada emana do pontox = L,
a segunda dex = L−∆x, e assim sucessivamente. Em geral o esquema do mét do das carac-
teŕısticas das distâncias especificadas, quando comparado com o esquema da malha ret ngular,
utiliza menor tempo de processamento embora ocupe maior espaço de meḿoria do computador.
Com os resultados obtidos pelo esquema adotado neste trabalho, ou seja, obtenção da densidade
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Figura 3.6: Variaç̃ao deρ pelo ḿetodo das caracterı́sticas
veicular e velocidade ḿedia nos pontos(P1C1 , P1C2 , P2C2 , . . .) da malha discretizada, facilmente
consegue-se determinar os resultados para uma malha retangular atrav́es de interpolaç̃ao.
A equaç̃ao reduzida de Paveri Fontana foi resolvida através do ḿetodo das caracterı́sticas
das dist̂ancias especificadas para o caso particular, no qual o tráfego é homoĝeneo e esta-
cionário, sendo a velocidade média desejada diretamente proporcional a velocidade atual.
Observa-se que a densidade veicular permanece praticamente constante e que a velocidade
média é uma funç̃ao decrescente para as sete primeiras curvas caracterı́sti as positivas como
mostra a Figura 3.7. Estes comportamentos se estendem ao longo de todas as outras curvas
caracteŕısticas positivas que compõe a malha discretizada.
O esquema do ḿetodo das caracterı́sticas utilizado mostrou-se adequado para solucionar
o sistema de equações quase-lineares (3.3) e (3.4) que governam o fluxo de tráf go simulado.
Em geral o esquema do método das caracterı́sticas das distâncias especificadas não apresenta
grandes dificuldades para ser implementado computacionalme te quando usado para solucionar
problemas de fluxo unidimensional, como o caso do problema investigado.
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Figura 3.7: Variaç̃ao da velocidadev e da densidadeρ para sete curvas caracterı́sticas
3.5 Método de diferenças finitas explı́cito
Os ḿetodos de diferenças finitas são classificados em esquemas explı́citos e impĺıcitos. Os
esquemas explı́citos, onde inclue-se o esquema de Lax-Wendroff (Smith, 1985), s̃ao chamados
de condicionalmente estáveis, ou seja, para que sejam estáveis devem respeitar a condição de
Courant-Friedrichs-Lewy (Press et al., 1992), que relaciona intervalo de discretizaç˜ o no
tempo em relaç̃ao ao intervalo de discretizaç˜ o no espaço. Como consequˆ ncia, necessita-se
que o intervalo de tempo seja muito pequeno, independente doregime do escoamento.







sendou e F vetores colunas com 2 componentes, em função da densidadeρ, da velocidade


















O método de Lax-Wendroff de dois passos pode ser usado para aproxima a equaç̃ao (3.50)
por uma equaç̃ao diferencial explı́cita de segunda ordem exata sendo um método no tempo de
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segunda ordem que evita grandes dissipações nuḿericas.
Considerando-se queu(j∆x, n∆t) = unj , definem-se valores intermediáriosuj+ 1
2
para os
intervalos ḿedios do tempotj+ 1
2
e os pontos ḿedios da malhaxj+ 1
2
. Estes s̃ao calculados pelo







































para que os valores atualizados deun+1j sejam calcula-






























3.6 Simulaç̃ao numérica do método de diferenças finitas explı́cito
(mdf)
Para completar a comparação, analisou-se dois problemas: o primeiro simula o movimento
numa pista circular (programa (2) em Fortran no apêndice A) e o segundo numa pista com uma
entrada lateral através de uma rua transversal (programa (3) em Delphi no apêndice A). No caso
da pista circular, complementou-se a comparaç˜ o com o ḿetodo das caracterı́sticas, para o caso
da pista com uma entrada lateral mostrou-se uma simulação cujos resultados ainda n˜ o foram
apresentados em outros trabalhos.
3.6.1 Para uma pista circular
Considera-se uma pista em que existe um tráfego homoĝeneo e estacionário que passa a
sofrer uma pequena perturbação períodica na velocidade ḿedia (Helbing, 1996) fazendo com
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que alguns véıculos se movam mais rapidamente e outros mais lentamente. As condiç̃oes inici-
ais consideradas são:
ρ(x, 0) = ρe e v(x, 0) = ve
(






com0 ≤ x ≤ L em Km. Sendoρe = 28 véıculos/km eve = 84 km/h as soluç̃oes do regime
estaciońario, considera-se a extensão da pista igual aL = 12 km e a constante de relaxação de
tempo dada porτ =
1
120
h. Adota-sêρ = 140 véıculos/km,V0 = 80 km/h eα = 100, dados
obtidos a partir de resultados experimentais.
Como a pistáe circular as condiç̃oes de contorno são períodicas para a densidade veicular:
ρ(0, t) = ρ(L, t) e para a velocidade ḿediav(0, t) = v(L, t).
Este problema foi solucionado pelo esquema numérico descrito na seção ( 3.5). O trecho
da pista de 12 km foi subdividido em 12000 intervalos iguais a0.001 km.
A condiç̃ao de Courant-Friedrichs-Lewy (CFL)(Press et al., 1992) que relaciona o inter-
valo de discretizaç̃ao no tempo em relaç˜ o ao intervalo de discretizaç˜ o no espaço foi verifi-
cada. Como consequência, adotou-se∆t = 0, 01×∆x, um intervalo de tempo suficientemente
pequeno, independente do regime do escoamento garantindo-se as condiç̃oes de consistência,
converĝencia e estabilidade do esquema numérico adotado.
Na Figura 3.8 apresenta-se a evolução da densidade veicularρ em funç̃ao do trecho da
estradax(km) e do tempot(h). Em comparaç̃ao com a Figura 3.3, observa-se que todos os
tempos est̃ao com variaç̃ao uniforme. Na figura 3.9 apresenta-se a velocidade média v em
função do trecho da estradax(km) e do tempot(h).
Velasco et al.(2005) simularam este problema, de pista circular, considerando a velocidade
V0 = kc, sendok = 1 +
ρe(1− p)veτ
α
. Os resultados apresentados nas Figuras 3.8 e 3.9
(válidos paraV0 = 80 km/h) foram preparados com o propósito de realizar uma an´ lise com-
parativa com os resultados de Velasco et al.(2005). Desta análise conclúı-se que os resultados
são semelhantes e permanecem oscilando ao longo do tempo comonos resultados de Velasco
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Figura 3.8: Evoluç̃ao da densidade veicularρ (veic./km) pelo mdf no ap̂endice A, anexo (2)
Figura 3.9: Evoluç̃ao da velocidade ḿediav (km) pelo mdf no ap̂endice A, anexo (2)
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et al.(2005).
3.6.2 Comparaç̃ao entre o ḿetodo das caracteŕısticas com o ḿetodo das
diferenças finitas
Para se analisar a diferença dos resultados apresentados ns Figuras (3.3, 3.8 e 3.9) ref-
erentes̀a densidade veicularρ e da velocidade ḿediav obtidos da aplicaç̃ao dos ḿetodos das
caracteŕısticas e das diferenças finitas explı́cito, tabulam-se o ńumero de vezes que cada valor
ocorreu. Este procedimento fornece a frequˆ ncia acumulada de cada valor. A distribuição de
freqûencia pode ser representada por um polı́gono de freqûencia acumulada.
Figura 3.10: Erro Relativo vezes10−4 da densidade veicular (ρ) por métodos mc e mdf x
Freqûencia acumulada
Nas figuras 3.10 e 3.11 são apresentadas as distribuições acumuladas dos erros relativos
para a densidade veicularρ e da velocidade ḿediav. Por exemplo, na Figura 3.10, para uma
freqûencia acumulada de 90% tem-se que 90% dos erros relativos nosresultados s̃ao menores
ou iguais a7, 07×10−4, istoé, somente 10% dos resultados apresentam erros entre7, 07×10−4
e 7, 207 × 10−4. Esta mesma interpretaç˜ o pode ser feita para outros valores de freqüência
acumulada tanto para a densidade veicular quanto para a velocidade ḿedia. Estas distribuiç̃oes
demonstram a precisão dos resultados obtidos. Para a densidade veicular foi obtido um erro
mı́nimo relativo de2, 788×10−4 e um erro ḿaximo relativo de7, 207×10−4, e para a velocidade
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Figura 3.11: Erro Relativo vezes10−4 da velocidade ḿedia (v) por mc e mdf x Freqûencia
acumulada
média o erro varia entre0, 111× 10−4 e0, 591× 10−4.
3.6.3 Para uma pistaúnica com uma entrada lateral
Nesta seç̃ao adota-se as mesmas condiões usadas na pista circular porém sem a periodi-
cidade nas mesmas. Então considera-se um tráfego de m̃ao única, numa pista com extensão
finita igual aL = 12 km, com a constante de relaxação de tempo igual aτ =
1
120
h e ρ̂ = 140
véıculos/km,α = 100 eV0 = 84 km/h. As condiç̃oes iniciais emx = 0 e t = 0 são dadas pela
equaç̃ao (3.54)
ρ(x, 0) = 28 véıculos/km e v(x, 0) = 84
(






Analisando-se as inclinações das linhas caracterı́sticas positivas e negativas para o pro-
blema em questão, verifica-se que têm inclinaç̃oes positivas o que caracteriza o movimento
como super-crı́tico pois neste regime de escoamento, as perturbações se projetam na direção
do movimento (Abbot, 1980). Por esta razão necessita-se conhecer as condições de contorno
completas emx = 0 escolheu-se:
ρ(0, t) = 28(1 + 0, 1 sen πt) véıculos/km e v(0, t) = 84km/h (3.55)
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Considera-se a entrada lateral localizada a 7,2 km doı́nicio pista com 6 m de largura.
Comoq é a densidade de carros entrando, a unidade deq é véıculos por quil̂ometro pelo tempo.




= 104 para 1 hora de simulaç˜ o.
Na figura 3.12 apresenta-se a evolução da densidade de carros entrando na estrada.
Figura 3.12: Evoluç̃ao da densidade de carros entrando
A Figura 3.13 apresenta a evolução da velocidade pelo ḿetodo de diferenças finitas explı́citos
em funç̃ao do comprimento da estrada, para alguns instantes de tempo.
Figura 3.13: Velocidade em função da posiç̃ao na estrada no apêndice A, anexo (3)
A Figura 3.14 apresenta a evolução da densidade pelo método de diferenças finitas explı́cito
em funç̃ao da posiç̃ao na estrada, para alguns instantes de tempo.
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Figura 3.14: Densidade em função da posiç̃ao na estrada no apêndice A, anexo (3)
3.7 Aspectos conclusivos para o ḿetodo das diferenças finitas
expĺıcito
Nesta seç̃ao 3.6 soluciona-se pelo método das diferenças finitas explı́cito, atrav́es do es-
quema de Lax-Wendorff, as equações macrosćopicas do fluxo de tráfego, para o caso particular
em que a velocidade ḿedia previstáe considerada constante.
Os esquemas de diferenças finitas explı́citos s̃ao condicionalmente estáveis. Atualmente
não existem procedimentos rigorosos para determinação da estabilidade de sistemas n˜ o-lineares
(Steinstrasser, 2005), porém a estabilidade pode ser investigada se os termos não-li eares forem
submetidos a um processo de linearização. A condiç̃ao CFL é fundamental para garantir a
estabilidade e convergência do ḿetodo. Nas aplicaç̃oes (como neste caso), algumas vezesé
necesśario utilizar um intervalo de tempo menor do que o dado pela condi ¸ão CFL.
Em funç̃ao dos resultados obtidos para os dois problemas analisadospista circular e pista
única com entrada lateral, pode-se concluir que o esquema deL x-Wendorffé adequado para
solucionar as equações macrosćopicas do fluxo de tráfego, supondo-se a velocidade média
prevista como constante. Em problemas nos quais as condições niciais apresentam descon-
tinuidades, quando as condições de contorno variam abruptamente podem ocorrer soluções os-
cilatórias (LeVeque, 2002) ou irregularidades em forma de serra (Ligget et al., 1975).
Para o caso da pistaúnica com entrada lateral considerou-se uma entrada a 7,2 kmdo inicio
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da mesma. Nota-se que tanto a densidade veicular quanto a velcidade ḿedia sofrem alteraç̃oes
neste ponto, entretanto o fator de destaqueé que a densidade inicialmente sofre uma grande
perturbaç̃ao que com o passar do tempo se estabiliza.
Apesar disso o ḿetodo de diferenças finitas explı́cito não consegue fazer an´ lises qualita-
tivas dos resultados, como por exemplo, sobre a mudança do regime do escoamento. Para isto
as soluç̃oes obtidas com o ḿetodo das caracterı́sticas s̃ao usadas para verificar a precisão dos
resultados determinados com o uso de outros métodos pois consegue-se facilmente identificar o
regime do movimento. Este fato torna o método das caracterı́sticas recomendado para análises
quantitativas, que podem ser realizadas, mesmo sem a necessidade da obtenç̃ao de soluç̃oes
numéricas (Henderson, 1966).
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4 Modelo da velocidade discreta
O modelo das velocidades discretas para o fluxo de veı́culos com mesma probabilidade
de acontecerem, ou seja, os veı́culos que trafegam ao longo da pista tendem a se moverem
em grupos com mesma velocidade discreta foi proposto por Coscia et al. (2007) e Delitala et
al. (2007). O trabalho de Coscia et al. supõe que a discretizaç˜ o das velocidades depende
das condiç̃oes ḿedias locais do tŕafego, enquanto que Delitala et al. supõe uma discretização
em valores constantes em relação ao tempo e ao espaço, tal que globalmente o conjunto de
velocidades poderá ser obtido sem a influência das condiç̃oes de tŕafego.
O modelo das velocidades discretas proposto por Coscia et al.(2007) supos que a vari´ vel
da velocidade pode atingir um número finiton de velocidades. A discretizaç˜ o tratada utiliza
um ńumero fixo de velocidades com um tamanho dependendo das condições ḿedias locais do
tráfego via densidade macrosc´ picaρ. Em particular, o tamanho de cada passo da velocidade
diminui com o aumento da densidade de uma forma que, quando o fluxo ρ → 1, sendo consi-
deradoρmax = 1, todas as velocidades tendem a zero.
Tendo isto em mente, Coscia considerou a seguinte discretização d varíavel de velocidade:
Iv = {v1 = 0, . . . , vi, . . . , vn = ve, . . . , v2n−1 = (1 + ρ)ve}, (4.1)
ondeve é a velocidade ḿedia adimensional que pode ser dada porve = exp{−α ρ1−ρ} ou ve =
1− ρ.
Para simplificar na equaç˜ o 4.1 sup̂oe-se queρ = 1, assimv2n−1 = 2ve e obtem-se uma
grade siḿetrica que será utilizada na seq̈uência:
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Iv = {v1 = 0, . . . , vi, . . . , vn = ve, . . . , v2n−1 = 2ve}, vi =
i− 1
n− 1ve(ρ). (4.2)
A representaç̃ao discreta correspondenteé obtida atrav́es da ligaç̃ao para cadavi com as
funções de distribuiç̃ao discreta
fi = fi(t, x) : IR+ × [0, 1] → IR+, i = 1, . . . , 2n− 1
Delitala et al. (2007) consideraram o domı́nio Dv = [0, 1] e a discretizaç̃ao da velocidade
com a seguinte forma:
0 = v1 < v2 < v3 < . . . < vn−1 < vn = 1, (4.3)
em que os valores devi são constantes em relaç˜ o ao tempo e ao espaço numa grade para
a velocidade comn partiç̃oes sendovi = in . Isto significa que globalmente o conjunto de
velocidades poderá ser obtido sem a influência das condiç̃oes de tŕafego.
Com base nesta hipótese a evoluç̃ao no tempo e no espaço do fluxo de tráfegoé representada
pela funç̃ao de distribuiç̃ao f como uma combinação linear den funções delta de Dirac na
variávelv, como segue:




sendofi, i = 1, 2, . . . , n o número de véıculos com velocidadevi.
As quantidades macroscópicas, tais como a densidade, o fluxo e a energia, são funç̃oes
derivadas da funç̃ao de distribuiç̃aof , representadas por:




fi(t, x), comρ ∈ [0, 1] (4.5)










v2fi(t, x), comq < 1. (4.7)
O modelo daa velocidadea discretaa será aplicado na escala cinética para o caso espacial-
mente homoĝeneo.
4.1 Caso espacialmente homogêneo
Nesta seç̃ao detalha-se a descrição cińetica do fluxo de tŕafego veicular espacialmente ho-




















pode ser desprezado pois está ligado a força externa, que neste caso nã ocorre.
Para o caso espacialmente homogêneo a funç̃ao de distribuiç̃aof é constante com relaç˜ o a
x e com isto
∂f
∂x
= 0. O termo
∂f
∂t
|colisao é equivalente aJ [f, f ] que pode ser considerado como
Gi−Li (ganhos menos perdas). A equação (2.23) para a função de distribuiç̃aof(t, x, v), pode
ser reformulada paraf(t, v) e transformada para um sistema den equaç̃oes, atrav́es da aplicaç̃ao
do método das velocidades discretas (n é o ńumero de velocidades discretas). Em geral para o
caso espacialmente homogêneo, a equação de evoluç̃aoé representada por:
∂fi
∂t
= Gi − Li, i = 1, 2, . . . , n (4.8)
As equaç̃oes diferenciais parciais do sistema (4.8) para as funções de distribuiç̃aofi(t), i =




respectivamente os termos de ganhos e de perdas do número de véıculos com velocidadevi
depois da interaç̃ao com outro véıculo e a diferença entre eles,Gi − Li, denomina-se de termo





















Este modelóe caracterizado pelas seguintes quantidades:
• Três categorias de veı́culos s̃ao considerados:
– o véıculo candidato (vh): é a velocidade do veı́culo que aṕos uma interaç̃ao com um
véıculo de mesma velocidade ou velocidade diferente poderá ou ñao alterar a sua
velocidade final.
– o véıculo campo (vk): é a velocidade do veı́culo com o qual o véıculo candidato
interage.
– o véıculo teste (vi): é a velocidade do veı́culo aṕos a interaç̃ao do véıculo candidato
com o véıculo campo.
• ηhk[ρ] é a raz̃ao de interaç̃ao, o qual representa o número de interaç̃oes por unidade de
tempo entre os veı́culos com velocidadevh e vk. As interaç̃oes s̃ao distribúıdas sob um
comprimento caracterı́stico ε > 0, o qual é interpretado como a zona de visibilidade,
entretanto sup̃oe-se que as interações ocorrem com maior ou menor frequˆ ncia de acordo
com o comprimento desta zona de visibilidade. Espacialmente, ηhk[ρ] é estimado via a





• Aihk define a densidade de probabilidade que o veı́culo candidato com velocidadevh ajusta
sua velocidade paravi, depois de interagir com um veı́culo campo de velocidadevk.




hk[ρ] = 1, ∀h, k =
1, . . . , n para todoρ.
56
4.2 Representaç̃ao do sistema véıculo-motorista através da
part ı́cula ativa
Esta seç̃ao trata da ańalise do comportamento do motorista como uma partı́cula ativa para
o estudo do tŕafego veicular em uma pista para o caso espacialmente homogêne na escala
cinética. A part́ıcula ativa representa a qualidade do motorista, agressivo, t́ımido, etc., em
um sistema véıculo-motorista. A densidade de probabilidade total da função de distribuiç̃ao é
representada como função da varíavel discreta (nesta caso a partı́cula ativa), e assume-se ser
constante.
Com o modelo cińetico das velocidades discretas e a equação (4.9) utiliza-se as seguintes
quantidades de referˆ ncias para as simulações feitas:
• L é o comprimento da pista,
• VM é a velocidade ḿaxima e representa a velocidade de um veı́culo isolado movendo-se
em condiç̃oes de tŕafego livre e
• ρmax é a densidade ḿaxima de véıculos que a pista suporta.
Com base nas quantidades dimensionais acima, as seguintes variáveis adimensionais são
introduzidas:
(i) x é a posiç̃ao referida do véıculo aL;
(ii) t é o tempo normalizado representadoL/VM (utiliza-se quex = vt e isola-set);
(iii) V é a velocidade do veı́culov = V/VM é a velocidade adimensional referida aVM ;
(iv) ρ é a densidade de veı́culos e
(v) ρ = ρ/ρmax é a densidade adimensional referida as quantidades máximas.
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4.2.1 Fundamentaç̃ao téorica
Nesta seç̃ao descreve-se as quantidades fenomenológicas utilizadas, ou seja, o método para
determinar a distribuiç̃ao do perfil dos motoristas como uma variável aleat́oria Y distribúıda
probabilisticamente. Para isto escolheu-se o modelo de Gauss. As quantidades de referência
foram selecionadas a partir das seguintes consideraçõ s:
(i) ρ é a densidade dos veı́culos na estrada;
(ii) µ é a ḿedia da distribuiç̃ao de Gauss (do perfil dos motoristas);
(iii) σ é o desvio padrão da distribuiç̃ao de Gauss;
(iv) am é a atividade do motorista e
(v) P é a probabilidade de cada intervalo deY .
Considerando-se as seguintes hipóteses:
(i) os par̂ametros da distribuiç̃ao de Gauss,µ eσ, s̃ao funç̃oes conhecidas da densidadeρ da
ocupaç̃ao dos véıculos na estrada;
(ii) as proporç̃oes de cada um dosn tipos de perfis de motoristas são conhecidas, para algum
valor deρ. Para os valores iniciais deρ0, sendoµ0 = µ(ρ0) eσ0 = σ(ρ0), as proporç̃oes
Pi(ρ0) de cada um dosam tipos de motoristas são conhecidas. Estas proporç˜ es podem




gY (Y ;µ0; σ0)dY, i = 1, . . . , am (4.11)












é a funç̃ao densidade de probabilidade de Gauss.
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O sistema de equações (4.11) pode ser usado para determinar os valores dexi = 1, . . . , am−1.






4.2.2 Perfil dos motoristas
Nesta seç̃ao prop̃oe-se um ḿetodo para determinar a distribuição do perfil dos motoristas.
Para ilustrar a aplicaç˜ o do ḿetodo proposto, consideram-se as seguintes relaçõ s:
µ(ρ) = ρ, σ = (1− ρ2)1/2, para0 ≤ ρ ≤ 1. (4.14)
Trabalha-se com a hipótese da distribuiç̃ao ser normal, e que também s̃ao conhecidos os
perfis de quatro motoristas (am = 4). Inicialmente paraP1(0) representando o motorista calmo;
P2(0) o motorista menos calmo;P3(0) o motorista agitado eP4(0) o motorista agressivo. Foram
analisados cinco casos, que estão relacionados na tabela 4.2.
Tabela 4.2: Relaç̃ao de casos analisados
Caso P1(0) P2(0) P3(0) P4(0) x1 x2 x3
1 0,25 0,25 0,25 0,25 - 0,6742 0,0000 0,6742
2 0,30 0,20 0,20 0,30 - 0,5240 0,0000 0,5240
3 0,50 0,20 0,15 0,15 0,0000 0,5240 1,0364
4 0,60 0,20 0,10 0,10 0,2529 0,8415 1,2817
5 0,75 0,10 0,10 0,05 0,6741 1,0364 1,6452
Fonte: programa (4), apêndice A, anexo (4).
Os resultados obtidos para cada um dos casos são apresentados nas Figuras 4.15 a 4.19, lem-
brando que cadaPi(ρ0) =
∫ xi
xi−1
fX(x;µ0, σ0)dx, i = 1, . . . , am pela equaç̃ao (4.10) pode ser




F (xi)− F (xi−1), com a utilizaç̃ao da tabela estatı́s ica (Triola, 2005).
Para a distribuiç̃ao do caso 1, quando os perfis iniciais dos motoristas estão com a mesma
59
probabilidade (P1(0) = P2(0) = P3(0) = P4(0) = 0, 25), (vide Figura 4.15), observa-se
que com o aumento da densidade há uma alteraç̃ao no comportamento dos motoristas, ao final
todos est̃ao com o perfil agressivo, ou seja,P1(1) = P2(1) = P3(1) = 0 e P4(1) = 1, 0.
O mesmo ocorre quando a probabilidade inicial de motoristascalmos e agressivos são iguais
poŕem maiores que as outras duas classes, vide Figura 4.16.
Figura 4.15: ProbabilidadeP versus densidadeρ (caso 1)
Figura 4.16: ProbabilidadeP versus densidadeρ (caso 2)
Os resultados na Figura 4.17 apresentam uma proporção maior de motoristas calmosP1(ρ),
na proporç̃ao de5/2 maior que os motoristas menos calmosP2(ρ) e10/3 maior que os motoris-
tas agitadosP3(ρ) e agressivosP4(ρ). Com o crescimento da densidade, todos migram para o
tipo de motorista agitadoP3(ρ).
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Figura 4.17: ProbabilidadeP versus densidadeρ (caso 3)
Tabela 4.3: Resultados para o caso 4.
ρ P1(ρ) P2(ρ) P3(ρ) P4(ρ)
0,00 0,6000000 0,2000000 0,1000000 0,1000000
0,05 0,5805057 0,2054446 0,1053124 0,1087373
0,10 0,5610783 0,2108439 0,1105984 0,1174794
0,15 0,5414595 0,2163800 0,1159896 0,1261710
0,20 0,5215423 0,2221221 0,1215465 0,1347891
0,25 0,5012085 0,2281433 0,1273379 0,1433102
0,30 0,4803244 0,2345226 0,1334440 0,1517090
0,35 0,4587351 0,2413482 0,1399609 0,1599557
0,40 0,4362582 0,2487211 0,1470071 0,1680135
0,45 0,4126739 0,2567588 0,1547329 0,1758343
0,50 0,3877118 0,2656010 0,1633347 0,1833525
0,55 0,3610333 0,2754149 0,1730774 0,1904745
0,60 0,3322048 0,2864008 0,1843320 0,1970623
0,65 0,3006606 0,2987950 0,1976406 0,2029037
0,70 0,2656513 0,3128570 0,2138363 0,2076554
0,75 0,2261776 0,3288087 0,2342859 0,2107278
0,80 0,1809428 0,3466000 0,2614355 0,2110216
0,85 0,1285187 0,3650116 0,3002356 0,2062341
0,90 0,0688418 0,3777379 0,3628362 0,1905841
0,95 0,0127942 0,3512699 0,4919047 0,1440311
1,00 0,0000000 0,0000000 1,0000000 0,0000000
Fonte: Resultados do programa no apêndice A, anexo (4)
Na tabela 4.3 tem-se a proporção inicial de motoristas calmosP1(ρ) é3 vezes maior que de
motoristas menos calmosP2(ρ) e6 vezes maior que os motoristas agitadosP3(ρ) e os agressivos
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P4(ρ). Com o crescimento da densidade, todos migram para o tipo de motoristas menos calmos
P2(ρ).
Figura 4.18: ProbabilidadeP versus densidadeρ (caso 4)
Os resultados para o caso 5 apresentados na Figura 4.19 apresentam uma proporção maior
para os motoristas calmosP1(ρ) na proporç̃ao 15/2 maior que os motoristas menos calmos
P2(ρ) e agitadosP3(ρ) e25 vezes maior que os motoristas agressivosP4(ρ). Nestas condiç̃oes,
com o crescimento da densidade, ao final todos migram para o tipo de motoristas menos calmos,
P2(ρ).
Figura 4.19: ProbabilidadeP versus densidadeρ (caso 5)
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4.2.3 Introdução ao ḿetodo dos volumes finitos




















um problema de condição inicial com condiç̃oes de contorno periódicas, utiliza-se o Ḿetodo
dos Volumes Finitos (MVF) (Yu et al., 1999).
A idéia b́asica desta técnica consiste na divisão do doḿınio (comprimento da pista) em
um ńumero de pequenos volumes de controle não-superpostos, procedendo a discretização
das equaç̃oes atrav́es de integraç̃ao sobre cada volume finito, de modo a obter um sistema de
equaç̃oes alǵebricas que represente o fenômeno em ańalise. Essas equações alǵebricas s̃ao re-
solvidas conjuntamente com as especificações das condiç̃oes iniciais e de contornos do domı́nio
(Yu et al., 1999).
O algoritmo usado para resolver o problema analisado neste trabalho est́a apresentado na
tabela (4.4). Este algoritmo foi preparado com um MVF de altaresoluç̃ao com limitador de
fluxo nuḿerico ”superbee”de Roe, conforme descrito em (Leveque, 1990); existem outros dois
conhecidos como minmod e o van Leer. Em métodos nuḿericos precisa-se garantir a estabi-
lidade para resolver equações diferenciais parciais hiperbólicas, quée o tipo de equaç̃ao que
resolveu-se neste capı́tulo/, e uma maneiráe usar a região de TVD ( em ingl̂es, total variation
diminishing) introduzida por Ami Harten (1983). Dos três limitadores acima, o que melhor
cobre a regĩao de TVDé o superbee, por isso eleé escolhido. Estes recursos conferem uma
maior precis̃ao nos resultados em relaçãoà precis̃ao obtida com os ḿetodos de segunda ordem.
ChamandoCfl a condiç̃ao de Courant, Friedrichs e Lewy tem-se:
No algoritmo apresentado na tabela 4.4, osı́ndices da funç̃ao de distribuiç̃aofki,j comk =
1, 2, 3, . . . , i = 1, . . . , n e j = 0, . . . ,m; k são os valores do instante de tempo;i representa a
velocidade discretavi ej a posiç̃ao discretizada na pista. Fixando-sem (número de intervalos de
discretizaç̃ao do comprimento da pista), define-sedx = L/m , sendoL o comprimento da pista.
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Tabela 4.4: Algoritmo do Ḿetodo do Volumes Finitos
(i) Definições λ = ∆t/∆x < Cfl
fi(t, x) = fi(k∆t, j∆x) ≡ fki,j
i = 1, . . . , n; j = −1, . . . ,m+ 1
k = 0, 1, 2, . . . m =
L
∆x
(ii) Condições iniciais f 0i,j devem ser conhecidas parai = 1, . . . , n e j = 1, . . . ,m












(iv) Soluç̃ao pelo ḿetodo fk+1i,j = f
k
i,j − λΦi,j +∆tSi,j parai = 1, . . . , n e j = 1, . . . ,m





















ψ(θ) = max[0,min(1, 2θ),min(2, θ)]
Si,j representa a diferença entre os termos de ganhos e perdas
Fonte: Algoritmo utilizado no ap̂endice A, anexo (4).
O valor deλ = dt
dx
deve ser determinado de forma que seja respeitada a condiçã e Courant,
Friedrichs e Lewy (CFL) (Courant et. al, 1967), para garantir es abilidade nas soluções. Deve-se
respeitar a condiç̃aoλ < CFL, sendoCFL um valor inversamente proporcional a velocidade
máxima do tŕafego veicular. O termoSi,j chamado ”‘fontes”do algoritmo da tabela 4.4 tem
por objetivo determinar o termòa direita da equação (4.9). Com a funç̃ao Φi,j estima-se o
termo do transporte convectivo, sendo que a funçãoψ é usada para calcular o limitador de alta
resoluç̃ao ”superbee”de Roe. O procedimento MVFé usado para solucionar o problema de
valor inicial com condiç̃oes de contorno periódicas. A express̃ao usada para obter as soluções
para o pŕoximo instante de tempo, pelo MVF implementado, são semelhantes̀as usadas em
esquemas de diferenças finitas explı́citos.
4.2.4 Resultados da simulaç̃ao do motorista
Foram analisados computacionalmente dois casos usando o MVF: o primeiroé o caso 1 em
que as proporç̃oes s̃ao todas iguais, neste casoP1(0) = P2(0) = P3(0) = P4(0) = 0, 25 e o
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segundo casóe o caso 4 em que a proporçãoP1(0) dos motoristas calmośe maior que as outras
e a proporç̃aoéP1(0) = 0, 60;P2(0) = 0, 20;P3(0) = P4(0) = 0, 10).
Considera-se as condições da pista como ruim (α = 0, 3), média (α = 0, 6) ou ótima
(α = 1, 0). O programa (4)́e iniciado com condiç̃oes que permitem escolher a distribuição do
perfil dos motoristas (quando seleciona-se uma determinadavariável g=2).
Os resultados encontrados são apresentados nas tabelas 4.5 e 4.6, em que a primeira col-
una representa a densidade, a segunda, terceira e quarta colun s representam o fluxo médio q
e as quinta, sexta e s´ tima colunas representam a velocidade médiav para cada uma das quali-
dades de pista. Os menores valores do fluxo e da velocidade mé ia encontram-se nas pistas de
qualidade ruim (α = 0, 3).
Tabela 4.5: Resultado da simulação para o caso 1.
ρ q, α=0,3 q, α=0,6 q, α=1,0 v, α=0,3 v, α=0,6 v, α=1,0
0,00 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000
0,20 0,00492637 0,01286354 0,04030770 0,02463186 0,06431771 0,20153849
0,40 0,00479228 0,01066380 0,02090949 0,01198070 0,02665950 0,05227374
0,60 0,00279999 0,00582922 0,01021051 0,00466665 0,00971536 0,01701751
0,80 0,00076171 0,00153906 0,00259697 0,00095214 0,00192383 0,00324622
1,00 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000
Fonte: Resultado do programa(4) para simular o caso 1.
Tabela 4.6: Resultado da simulação para o caso 4.
ρ q, α=0,3 q, α=0,6 q, α=1,0 v, α=0,3 v, α=0,6 v, α=1,0
0,00 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000
0,20 0,00492637 0,01286356 0,04030773 0,02463187 0,06431779 0,20153867
0,40 0,00479228 0,01066378 0,02090936 0,01198071 0,02665946 0,05227340
0,60 0,00279999 0,00582921 0,01021050 0,00466665 0,00971534 0,01701750
0,80 0,00076171 0,00153906 0,00259697 0,00095214 0,00192383 0,00324621
1,00 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000 0,00000000
Fonte: Resultado do programa(4) para simular o caso 4.
Fonte: Ap̂endice A no anexo (4).
Os resultados descritos nas tabelas 4.5 e 4.6 são muito semelhantes, a diferença quando
ocorre est́a na oitava casa depois da vı́rgula e por isto apresenta-se apenas uma curva (vide
Figura 4.20 e 4.21 ) referente a tabela 4.5 sendov1, v2 e v3, respectivamente, as velocidades
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paraα = 0, 3;α = 0, 6 e α = 1, 0; o mesmo ocorre paraq1, q2 e q3, que s̃ao os fluxos para
α = 0, 3;α = 0, 6 eα = 1, 0, respectivamente.
Figura 4.20: Resultado da velocidade para simular o caso 1
Figura 4.21: Resultado da densidade para simular o caso 1
4.2.5 Conclus̃oes do perfil do motorista
Para tratar a ańalise do perfil do motorista como uma partı́cula ativa, que representa a qua-
lidade do motorista (calmo, agressivo, etc.) desenvolveu-se o modelo cińetico das velocidades
discretas em um sistema veı́culo-motorista. Observa-se na seção 4.2.2 que o perfil dos motoris-
tas altera-se dependendo das condições iniciais.
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Conclui-se que a qualidade da estrada influência fortemente o fluxo e a velocidade m´ dia
(Prado,2009), enquanto que quanto ao comportamento do motorista, observa-se que ao se ter
um ńumero de motoristas agressivos maior do que um n´ ero de motoristas calmos ou agitados,
o perfil é alterado para agressivo conforme a densidade cresce e o fluxo diminui. Inflûencias
deste comportamento nas condições de escoamento não foram observadas.
4.3 Análise dos efeitos de condiç̃oes iniciais aleat́orias nos re-
sultados das simulaç̃oes
Neste seç̃ao apresenta-se a pesquisa na an´ lise dos efeitos das condições iniciais para o
problema de fluxo de tráfego em uma pista para o caso espacialmente homogêne na escala
cinética estabelecidas por diferentes métodos de geraç˜ o de ńumeros pseudo-aleatórios uni-
formes, sobre os resultados obtidos. Para tanto foram invest gados 18 algoritmos para geração
de ńumeros pseudo-aleatórios uniformes, colocados no apêndice A, anexo (5). Estes algorit-
mos s̃ao fundamentados nas seguintes t´ cnicas: (i) gerador congruente multiplicativo (MC);
(ii) gerador por deslocamento de registro (SR); (iii) geradoc m defasagens de Fibonacci
(LF); (iv) aleatorizaç̃ao por embaralhamento; (v) geradores combinados; e (vi) gerador RAN-
LUX (CERN,2002). As propriedades estatı́sticas dos ńumeros pseudo-aleatórios devem coin-
cidir com as propriedades estatı́sticas dos ńumeros verdadeiramente aleatórios (independentes
e igualmente prov́aveis). Os ńumeros pseudo-aleatórios ñao s̃ao rand̂omicos na definiç̃ao do
termo, porque s̃ao completamente determinados a partir de valores iniciais, têm precis̃ao lim-
itada e fazem parte de seqüências com perı́odo finito. Quando os ńumeros pseudo-aleatórios
são aprovados por testes estatı́sticos, podem ser tratados como verdadeiros números aleatórios.
Na literatura sobre a geraç˜ o de ńumeros pseudo-aleatórios s̃ao apresentadas listas extensas de
testes estatı́sticos. Os geradores foram analisados através de dois testes: (i) de freqüência, apli-
cado para verificar a uniformidade da distribuição de sucessivos conjuntos deN números num
espaço comN dimens̃oes; e (ii) da contagem do total de números pseudo-aleatórios que ñao
são distribúıdos emm células.
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4.3.1 Ńumeros Pseudo-Rand̂omicos
O termo ńumero aleat́orio (ou rand̂omico)é usado para especificar números aleatórios uni-
formes (tipo gaussiano). Os métodos de geraç˜ o de ńumeros pseudo-randômicos tem por obje-
tivo produzir seq̈uências de ńumeros:
u0, u1, u2, . . . , (4.15)
sendo que cadaun, deve estar inclúıdo no intervalo[0, 1), deve ter a mesma probabilidade
de ocorr̂encia, e deve ser independente em relação aos demais valoresuk, paran 6= k. As
técnicas computacionais mais comuns produzem seqüências de ńumeros inteiros distribuı́dos
uniformemente:
x0, x1, x2, . . . , (4.16)
com0 ≤ xn ≤ B , ondeB é um valor limite. Existe um menor número positivoP , chamado
de peŕıodo, para o qual a relaç˜ o xn+P = xn ocorre para todon. A seq̈uência de ńumeros
uniformes pertencente ao intervalo[0, 1) é determinada por:
x0/B, x1/B, . . . , xP−1/B. (4.17)
Esta seq̈uência ñao pode ser uniformemente distribuı́da no intervalo[0, 1) porque existe so-
mente um ńumero finito de elementos. QuandoP eB são suficientemente grandes, a seqüência
pode ser considerada uniforme para todos os efeitos práticos. O valor 0 pode ocorrer, na
seq̈uência normalizada, desde que ocorra na seqüência dexn. Teoricamente, o valor 1 não
pode ocorrer. Dependendo do arredondamento causado pela reresentaç̃ao do sistema de ponto
flutuante pode existir computacionalmente o número 1 (Kaviski, 2001).
Os geradores de números pseudo-aleatórios devem ser inicializados por um número inicial
x0. Dependendo da técnica de geração empregada existem critérios espećıficos para a definiç̃ao
do valor inicial. Muitos sistemas computacionais empregamconstruç̃oes para o valor inicial
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baseado no sistema de data e hora. Por exemplo (Anderson, 1990):
x0 = ano−200+100[(mes−1)+12[(dia−1)+31[hora+24× (min+60×seg)]]], (4.18)
que satisfaz0 ≤ x0 ≤ 3214079999 ∼ 23158176.
As técnicas comumente empregadas para produção de seq̈uências de ńumeros pseudo-
aleat́orios s̃ao as seguintes (Anderson, 1990): (i) Gerador congruente multiplicativo (Multi-
plicative Congruential - MC); (ii) Gerador por deslocamento de registro (Shift Register - SR);
(iii) Gerador com defasagens de Fibonacci (Lagged-Fibonacci - LF); (iv) Aleatorizaç̃ao por
embaralhamento; (v) Geradores combinados; (vi) Gerador RANLUX (LUXury RANdom num-
bers); e (vii) Outros geradores de números pseudo-aleatórios.
4.3.1.1 Gerador congruente multiplicativo (MC)
Dos geradores em uso o método Multiplicative Congruential(MC)́e o mais antigo. Foi
proposto por D. H. Lehmer em 1948 (Knuth, 1981) e a seqüência de ńumeros pseudo-aleatórios
é determinada por:
xn+1 = (axn + c)modm,n ≥ 0 (4.19)
A relaç̃aoa = b modr é definida pora ser congruo ab, módulor, se, e somente ser divide
(b− a) neste casom é chamado ḿodulom(m > 0), a é o multiplicador(0 < a < m) , c é um
incremento(0 ≤ c < m) , ex0 é um valor inicial(0 ≤ x0 < m). A seq̈uência correspondente
de ńumeros no intervalo[0, 1) é determinada porxm/m . O maior peŕıodo posśıvel ém. Esta
seq̈uência pode ser representada porMC[a, c,m; x0]. .
Em geral consideram-se três classes de geradoresMC que normalmente são usados:
• MC[a, c, 2N ; x0];
• MC[a, 0, 2N ; x0] e
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• MC[a, 0,m = primo; x0].
Na classe de geradoresMC[a, c, 2N ; x0] o máximo peŕıodo posśıvel pode ser obtido quando
c é um ńumeroı́mpar, ea − 1 é um ḿultiplo de 4 (Knuth, 1981). O ńumero 0é um dos mem-
bros da seq̈uência. Este geradoré facilmente implementado em computadores binários usando-
se informaç̃oes sobre a representação de dados (Kaviski, 2001). Um exemplo desta classe de
gerador tem os seguintes parâmetros (Knuth, 1981):MC[515, 7261067085, 235; x0] . Com-
putacionalmente este gerador foi implementado em Fortran numa rotina denominada (1)rknuth.
Os geradores com parâmetros:MC[31623, 2178281829, 248; x0] servem para definir as rotinas
(2)rcdcx1,(3) rcdcx2 e (4)rcdcx3 que são usadas em computadores CDC-6500 (Phillips et al.,
1975). Este gerador não tem a propriedadea− 1 múltiplo de 4, de forma que não se consegue
obter a seq̈uência de ḿaximo peŕıodo.
Na classe de geradoresMC[a, 0, 2N ; x0] não consegue-se obter o máximo peŕıodo posśıvel
igual am. O maior peŕıodo posśıvel é 2N−2 , que pode ser obtido quando o parâmetro áe da
forma8k + 3 ou 8k + 5 e o valor inicialé ı́mpar (Knuth, 1981). Um exemplo desta classe de
gerador tem os parˆ metros:MC[44485709377909, 0, 248; x0] , usado em computadores CRAY-
X-MP (Anderson, 1990) e em Fortran este gerador foi implementado na rotina (5)rcrayl. As
rotinas (6)rcdcl1, (7)rcdcl2, (8)rcdcl3 e (9)rcdcl4, são exemplos de implementações para o ge-
rador com par̂ametros:MC[31623, 0, 248; x0] , usado em computadores CDC-6500 (Phillips et
al., 1975). Este gerador não tem a propriedade descrita para o parâmetroa, de forma que ñao
consegue-se obter a seqüˆ ncia de melhor perı́odo. Um exemplo clássico desta classe de gera-
dores com par̂ametrosMC[65539, 0, 231; x0] é o da sub-rotina randu (I.B.M.,1970); (Compaq,
1999). Implementadas em Fortran nas rotinas com os nomes: (10)randu1 e (11)randu2.
Na classe de geradoresMC[a, 0,m = primo; x0] não consegue-se obter o máximo peŕıodo
posśıvel igual ap, porque o ńumero 0 ñao pode fazer parte da seqüência. O maior perı́odo
posśıvel ép− 1, que pode ser obtido quando o parâmetroa é um elemento primitivo ḿodulom
(Knuth, 1981) ex0 6= 0 . O mais popular gerador, incluı́do nesta classe, foi proposto por Lewis,
Goodman e Miller em (1969):MC[16807, 0, 231−1; x0] . As implementaç̃oes em Fortran foram
realizadas nas rotinas (12)rlgm1 e (13)rlgm2. Outro exemplo, é o gerador proposto por Lehmer
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em 1951 (Hutchinson, 2004): . No Fortran da Compaqé usado o geradorMC[40014, 0, 231 −
85; x0](Compaq, 1999), através da sub-rotina (14)random-number.
Um outro exemplóe o do geradorMC[13967501, 0, 232−1; x0] , que encontra-se disponı́vel
no Fortran Lahey (Lahey,1998), através da sub-rotina (14)random number. Neste caso o parâ-
metrom não é um ńumero primo. O par̂ametroa é da forma8k + 5. Nesta classe temos 14
tipos de geradores e escolheu-se a rknuth.
4.3.1.2 Gerador por deslocamento de registro (SR)
As varíaveis consideradas neste tipo de gerador sã ńumeros inteiros representados porN
bits. Um gerador por deslocamento de registro, ou Shift Register, é representado por (Fushimi
et al.,1983) e (Anderson, 1990):SR[i, j, N ; x0]. SendoN > 1, 0 < i, j < N , e0 < x0 < 2N .
A seq̈uênciaé definida por:
xn+1 = t⊕ (tSHLj), t = xn ⊕ (xnSHRi). (4.20)
sendo⊕ o operador OU exclusivo (compara 2 bits e retorna o resultado1 somente se um dos
bits é igual a 0 e o outro igual a 1),SHRi é o operador de deslocamento para a direita dei bits
eSHLj é o operador de deslocamento para a esquerda dej bits.
O máximo peŕıodo que pode ser obtido por este tipo de geradoré 2N − 1 , sendo que o
número 0 ñao pode pertencer a seqüência. ParaN =31, os seguintes geradores, propostos por
Marsaglia em 1983, apresentam máximo peŕıodo (Anderson, 1990):
SR[3, 28, 31; x0], SR[6, 25, 31; x0], SR[13, 18, 31; x0]. (4.21)
QuandoN =32, ñao consegue-se obter o máximo peŕıodo. Por exemplo, para o gerador
com par̂ametros:SR[15, 17, 32; x0] , obt̂em-se 99.95% do perı́odo total. Este gerador, proposto
por Marsaglia em 1983 (Anderson, 1990),é um dos mais populares, e também, mais facilmente
implementado em linguagem de alto nı́vel.
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Os geradoresSR são mais facilmente implementados em linguagens Assembler,mas conhe-
cendo-se a representação interna de dados, também podem ser implementados em linguagens
de alto ńıvel (Kaviski, 2001). Na rotina (15)rdesrg apresenta-se uma implementaç̃ao do gerador
SR[15, 17, 32; x0].
4.3.1.3 Gerador com defasagens de Fibonacci (LF)
Estaé uma classe de geradores que apresentam as vantagens de serem rápidos e por per-
mitirem obter longas seqüências de ńumeros pseudo-aleatórios. S̃ao considerados por Knuth
(1981) como a melhor fonte para obtenção de ńumeros pseudo-aleatórios para atingirem pro-
pósitos pŕaticos. Geralmente não s̃ao inteiramente aceitos porque os fundamentos te´ ricos ñao
são śolidos como os existentes para os outros geradores. Teme-seque nas seq̈uências geradas
possam ocorrer emboscadas com correlações que ainda ñao foram descobertas. Newman e
Barkema (1999) tem usado extensivamente este gerador, obtend excelentes resultados com
a soluc̃ao de problemas que envolvem longas seqüências de ńumeros pseudo-aleatórios. Para
proteger-se da possibilidade da ocorrência de śeries correlacionadas, estes autores recomendam
o uso deste gerador associado com outros geradores.
A forma geral deste tipo de geradoré epresentada por:LF [r, s,m, op; x0, . . . , xr−1], sendo
s as defasagens(0 < s < r), m é a base,op é um operador bińario, ex0, . . . , xr−1 é uma
seq̈uência der valores iniciais. Paran ≥ r, a seq̈uênciaé definida por:
xn = xn−r .op xn−s. (4.22)
Os operadoresop geralmente s̃ao os seguintes:+ adiç̃ao e modm; − subtraç̃ao e modm;∗
multiplicaç̃ao e modm; e ⊕OR exclusivo sem é uma pot̂encia de 2. Alguns exemplos de
geradores propostos por Marsaglia em 1985 (Anderson, 1990), s̃ao os seguintes:
• LF [17, 5, 2N ,±; x0, . . . , x16] com peŕıodo(217 − 1)2N−1 , se pelo menos um membro da
seq̈uência inicialé ı́mpar;
• LF [17, 5, 2N , ∗; x0, . . . , x16] com peŕıodo(217−1)2N−3, se todos os membros da seqüˆ ncia
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inicial sãoı́mpares; e
• LF [17, 5, 2N , ∗; x0,⊕, x16] com peŕıodo(217 − 1)2N−3. O peŕıodo destéultimo gerador
independe do tamanho do número de bits da base, podendo ser muito pequeno.
Alguns geradores podem possuir perı́odos extremamente longos, como por exemplo, o ge-
rador com par̂ametros:LF [607, 273, 231,−; x0, . . . , x606] com peŕıodo(2607 − 1)230 ∼ 10191 ,
se pelo menos um dos membros da seqüência inicialé ı́mpar.
O geradorLF [55, 31, 109,−; x0, . . . , x54] foi implementado em Fortran com a rotina (16)ran-
mpb. O algoritmo foi proposto por Knuth (1981) e escrito em linguagem de alto nı́vel por Press
e outros (1992). Foi adotado por Bird (1994), para utilização em aplicaç̃oes com o ḿetodo
DSMC.
Para determinação da seq̈uência inicial geralmente são usados geradores simples, como
por exemplo o ḿetodo congruente multiplicativo. Existem demonstrações que garantem que
os valores iniciais ñao s̃ao gerados novamente pelo gerador LF (Anderson, 1990). Marsaglia
em 1985 (Anderson, 1990), recomenda a construção da seq̈uência inicial bit por bit usando o
gerador:LF [3, 1, 32707,−; x0, x1, x2] . Os tr̂es valores iniciais podem ser determinados através
do inicializador descrito pela expressão (4.18).
4.3.1.4 Geradores combinados
Consideram-se duas seqüências de ńumeros aleatórios{xn} e {yn}, distribúıdos nos inter-
valos[0, Bx] e [0, By] , respectivamente. Sem ≥ max(Bx, By), ent̃ao pode-se definir a seguinte
combinaç̃ao entre as seqüências (Anderson, 1990):
zn = (xn ± yn)modm. (4.23)
Os ńumeros uniformes no intervalo[0, 1) são obtidos fazendo-sezn/m . Sendo que, so-
mente usa-se uma das operações+ ou−, não ambas. Se as seqüências{un} e {vn} são uni-
formes no intervalo[0, 1), a combinaç̃ao entre as seqüências pode ser definida por:
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wn = (un ± vn)mod1 (4.24)
Da mesma forma, mais de duas seqüˆ ncias tamb́em podem ser combinadas. Alguns exem-

















proposto por (Wichmann et al., 1982):
{LF [2, 1, 232, ∗; x0, x1]− LF [3, 1, 232 − 5,−; y0, y1, y2]}mod232, (4.26)
proposto por Marsaglia em 1985 (Anderson, 1990):
MC[69069, 0, 232; x0]⊕ SR[15, 17, 32; y0], (4.27)
proposto por Marsaglia em 1983 (Anderson, 1990), com forma diferente dos anteriores. Recomenda-
se o uso do seguinte gerador combinado:
{(MC[1364, 0, 1500419;x0]/1500419) + (MC[1528, 0, 1400159; y0]/1400159)}mod1 (4.28)
Este gerador foi implementado em Fortran com o nome de (17)rcomb.
4.3.1.5 Gerador RANLUX
Marsaglia e Zaman (Shchur et al., 1998) definiram uma relação recursiva envolvendo três
números positivos inteiros:b chamado de base,r e s chamados de defasagens(r > s). Este al-
goritmoé conhecido como gerador SWC (Subtract-With-Carry). A qualidade deste gerador foi
estabelecida através de resultados matemáticos obtidos em din̂amica de sistemas caóticos, testes
espectrais e por meio da aplicação de um grande número de testes empı́ricos. Conhecendo-se os
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primeirosr números pseudo-aleatóriosx0, x1, . . . , xr−1 e o bit de passagemcr−1 (carry bit), o n-
ésimo ńumero pseudo-aleatório é determinado calculando-se inicialmente a seguinte diferença:
∆n = xn−s − xn−r − cn−1, (4.29)
xn = ∆n, cn = 0 se∆n ≥ 0,
xn = ∆n + b, cn = 1 se∆n < 0 (4.30)
O máximo peŕıodo posśıvel deste geradoŕem = br − bs+1, que pode ser atingido quando
m é primo, e quandob em são primos relativos. Os parˆ metros escolhidos por Marsaglia e
Zaman (L̈uscher, 1994), s̃ao os seguintes:b = 224, r = 24 es = 10.
Para corrigir algumas deficiências deste algoritmo, que falha em alguns testes de correlaç̃ao,
Lüscher (1994) prop̂os descartar alguns dos números pseudo-aleatórios produzidos pelo gera-
dor SWC, usando somente os números que restarem. Este geradoré conhecido com o nome
de RANLUX (LUXury RANdom numbers). O gerador produzp números pseudo-aleatórios,
destes, usam-se os primeiros 24 e descartam-se os próximosp−24, e assim sucessivamente. Os
valoresp = 48, 97, 223 e 389, definem os ńıveis de superfluidade 1, 2, 3 e 4, respectivamente.
Através de ańalises téoricas foi demonstrado que o nı́vel 3 apresenta as menores chances de
se observarem correlações nas śeries de ńumeros pseudo-aleatórios gerados. Quandop = 24,
geralmente chamado de nı́vel 0, s̃ao obtidos os resultados equivalentes ao gerador SWC. O
gerador RANLUX tem sido usado em aplicações desenvolvidas no CERN - Conseil Européen
pour la Recherche Nucléaire (2002). Este gerador foi implementado em Fortran com onome
de (18) ranlux.
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4.3.2 Algoritmo de Metropolis
Para simular exatamente um sistema fı́sico complexo como um gás ou o conjunto déıons
paramagńeticos em interaç̃ao necessita-se calcular o movimento de aproximadamente1023
part́ıculas. Para cada uma destas partı́culas deve-se considerar um determinado número de
estados (ńıveis de energia, posições, orientaç̃oes do momento magnético, etc.), resultando num
número de configuraç̃oes do sistema muito grande. O método de Monte Carlo permite simular
adequadamente estes sistemas através de amostras sem a necessidade de reproduzir todas as
configuraç̃oes do sistema.
Quando a probabilidade da geração de uma dada configuraçãoé considerada como a mesma
para todas as configurações do espaço de fase o métodoé chamado de ḿetodo amostral sim-
ples. Esta forma de cálculo pode demandar muito tempo computacional e ser muito inefic ente
porque muitas das configurações geradas podem apresentar um peso inexpressivo no cálculo
que esta sendo determinado. Este problema pode ser superadoimplementando-se o algoritmo
de Metropolis (Metropolis et. al., 1953), usado para produzir variáveis aleat́orias com uma
determinada distribuiç̃ao de probabilidades com forma arbitrária.
Formula-se o algoritmo de Metropolis, supondo-se que pretend -se gerar um conjunto de
pontos num espaço de vari´ veisX distribúıdas com funç̃ao densidade de probabilidadefX(X).
Com o algoritmo de Metropolis gera-se uma seqüência de pontos,X0, X1, . . ., representando
um caminho aleatório movendo-se através do espaçoX. As regras pelas quais o caminho
aleat́orio é realizado no espaço configurado sã as seguintes:
• Considera-se que o caminho aleatório encontra-se no pontoXn.
• Para gerar o pontoXn+1 aplica-se um processo iterativo. O novo ponto pode ser escolhido
de alguma forma conveniente, como por exemplo, aleatoriamente dentro de um cubo
multidimensional com lado de pequena dimensãoδ, em torno do pontoXn.







• Ser > 1, ent̃ao o pontoXt é aceito(Xn+1 = Xt), enquanto que ser < 1, o ponto
Xt é aceito com probabilidader. Este procedimentóe realizado comparando-ser com
um ńumerou uniformemente distribúıdo no intervalo[0, 1], aceitando-seXt, seu < r.
Quando o pontoXt não é aceito o caminho aleatório permanece no pontoXn(Xn+1 =
Xn).
• Gera-se o pontoXn+2 usando-se o mesmo procedimento.
O valor deδ deve ser escolhido de forma que 1/3 a 1/2 das configurações geradas sejam
aceitas, caso contrá io o ḿetodo torna-se pouco eficiente (Klar et al., 1996). Se houverma
grande quantidade de configurações rejeitadas significa que o valor deδ ´ muito grande; caso
contŕario seδ é muito pequeno, h́a muitas configuraç̃oes aceitas mas a região explorada pelo
métodoé pequena. A melhor escolha para o ponto inicialX0 encontra-se onde a distribuição de
probabilidades corresponda a um máximo (Kaviski,2006).
4.3.3 As equaç̃oes de evoluç̃ao para funções rand̂omicas
Nesta seç̃ao o fluxo de tŕafego veiculaŕe descrito atrav́es de quantidades macrosc´ picas in-
troduzidas anteriormente. Considerando o trabalho (Delitala et al., 2007) a estrutura matemática














Essas interaç̃oes s̃ao distribúıdas sobre uma zona de visibilidade com comprimento carac-
teŕısticoε > 0, ou seja, um véıculo localizado em uma posiçãox é supostamente afetado por
outros véıculos que encontram-se dentro desta zona de visibilidade.Três categorias de veı́culos
são considerados:
(i) o véıculo candidato com velocidadevh.
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(ii) o véıculo campo com velocidadevk.
(iii) o veı́culo teste com velocidadevi.
Este modelóe caracterizado pelas quantidades:
• ηhk[ρ] representado a raz˜ o de interaç̃ao.
• Aihk definindo a densidade de probabilidade que o veı́culo candidato com velocidadevh
ajusta a sua velocidade paravi depois de interagir com um veı́culo trafegando com ve-




Aihk[ρ] = 1, ∀h, k = 1, . . . , n, para todoρ. (4.33)
Os autores Delitala et al. (2007) sugerem queAihk[ρ] seja modelado por uma tabela de
jogos com o par̂ametro fenomenol´ gico α ∈ [0, 1] que representa as condições da estrada,
sendoα = 0 a pior estrada. Esta tabela considera três casos:
• Interaç̃ao com um véıculo mais ŕapido(vh < vk), quando o véıculo candidato encontra
um véıculo campo mais ŕapido: o véıculo candidato ou mantém sua velocidade corrente
ou possivelmente acelera, dependendo do espaço livre a frente.
• Interaç̃ao com um véıculo mais lento(vh > vk), quando o véıculo candidato encontra
um véıculo campo mais lento e supõe-se que ñao acelerando a probabilidade de passar
depende do tráfego local.
• Interaç̃ao com um véıculo com velocidade igual(vh = vk), quando o véıculo candidato e
o véıculo campo estão viajando a mesma velocidade.










sevi = vh paravh < vk,
ou
sevi = vk paravh > vk,
ou





sevi = vh + 1(vh, vk = 1, . . . , n) paravh < vk,
ou
sevi = vh(vh, vk = 1, . . . , n) paravh > vk,
ou
sevi = 2 evh = 1
ou






sevi = vh − 1 paravh = 2, . . . , n− 1,
ou
sevi = n− 1 paravh = n
1− α { sevi = vh paravh = 2, . . . , n− 1
1− αρ { sevi = n paravh = n
0 caso contŕario
Considerando a equaç˜ o (4.32) e a densidade de probabilidadeAihk modelada pela tabela
de jogos 4.34a (Delitala et al., 2007), a solução nuḿericaé obtida pelo ḿetodo de Runge-Kutta
de4a. ordem.
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4.3.4 Método de Runge-Kutta de 4a Ordem
Os ḿetodos de Runge-Kutta (Zilll et al., 2001) são muito utilizados, principalmente porque
podem ser expressos por uma seqüência de f́ormulas expĺıcitas; sua implementaç˜ o em com-
putadores tamb́emé extremamente simples. O método de Runge-Kutta de quarta ordem consiste
em determinar constantes apropriadas tais que uma fórmula como
yn+1 = yn + ak1 + bk2 + ck3 + dk4 (4.34)
concorde com um desenvolvimento de Taylor atéh4, istoé, at́e o quinto termo, sendok1, k2, k3, k4




f(x, y) são as seguintes:
k1(x, y) = f(x, y),














k4(x, y) = f(x+ h, y + hk3(x, y)), (4.35)
yn+1 = yn +
h
6
[k1(x, y) + 2k2(x, y) + 2k3(x, y) + k4(x, y)].
Note quek2 depende dek1, k3 depende dek2 e assim por diante. Tambémk2 ek3 envolvem
aproximaç̃oes do coeficiente angular no ponto médio do intervalo entrexn e xn+1 = xn + h.
Outro atrativo dos ḿetodos de Runge-Kuttáe a f́acil aplicaç̃ao a sistemas de EDOs. Para um
sistema de duas equações,
dx
dt
= F (t, x, y) e
dy
dt
= G(t, x, y) , por exemplo:
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k1(t, x, y) = F (t, x, y),
m1(t, x, y) = G(t, x, y),








































k4(t, x, y) = F (t+ h, x+ hk3(t, x, y), y + hm3(t, x, y)),
m4(t, x, y) = G(t+ h, x+ hk3(t, x, y), y + hm3(t, x, y)), (4.36)
xn+1 = xn +
h
6
[k1(t, x, y) + 2k2(t, x, y) + 2k3(t, x, y) + k4(t, x, y)],
yn+1 = yn +
h
6
[m1(t, x, y) + 2m2(t, x, y) + 2m3(t, x, y) +m4(t, x, y)].
O método de Runge-Kutta-Fehlberg, descrito nas expressões (4.36), permite variar o passo
h a cada iteraç̃ao, de modo a melhorar a aproximação (Zill et al., 2001).
4.3.5 Ańalise das distribuiç̃oes de probabilidade na geraç̃ao das condiç̃oes
iniciais
Dos 18 tipos de geradores abordados anteriormente foram escolhidos cinco geradores de
números aleatórios (rknuth, rdesrg, ranmpb, rcomb e ranlux) utilizados para gerar a funç̃ao de
distribuiç̃ao inicialfi, com o objetivo de resolver a equação (4.32) para o caso espacialmente
homoĝeneo atrav́es do ḿetodo de Runge-Kutta de quarta ordem, obtendo a velocidade mé iav
e o fluxo ḿedioq usando a tabela de jogos paraAihk dada por (4.33). A densidade adimensional
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ρ varia de[0, 1] e o par̂ametro fenomenol´ gico α assume os valoresα = 1 (melhor pista),
α = 0, 6 (pista de qualidade ḿedia) eα = 0, 3 (pista de qualidade baixa).
Os resultados estão descritos nas Figuras 4.22 e 4.23. Foram escolhidos os mesmos gera-
dores para as variações na qualidade da pista. Comparando os resultados entre as figur quanto
ao par̂ametro fenomenol´ gicoα, constata-se que quanto maior for a qualidade da estrada menor
é a inflûencia dos geradores na função de distribuiç̃ao inicial, mesmo para o gerador ranlux, que
é considerado o mais estável e confíavel.
Para a Figura 4.22 utiliza-se três valores do parˆ metro fenomenol´ gicoα e denota-se com
sub́ındices os valores da velocidadeva e vb referindo-se a velocidadev(DL) e v(ranlux) para
α = 1, 0; vc evd referindo-se a velocidadev(DL) ev(ranlux) paraα = 0, 6 eve evf referindo-
se a velocidadev(DL) ev(ranlux) paraα = 0, 3.
Figura 4.22: Velocidade ḿediav versus a densidadeρ ap̂endice A, anexo (5).
Para a figura 4.23 utiliza-se três valores do parˆ metro fenomenol´ gicoα e denota-se com
sub́ındices os valores do fluxoqa e qb referindo-se ao fluxoq(DL) e q(ranlux) paraα = 1, 0;
qc e qd referindo-se ao fluxoq(DL) e q(ranlux) paraα = 0, 6 e qe e qf referindo-se ao fluxo
q(DL) e q(ranlux) paraα = 0, 3
Observa-se que para a melhor estrada (α = 1, 0) e considerando-se uma precisão da ordem
de10−3, quaisquer um dos geradores escolhidos podem ser utilizados.
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Figura 4.23: Fluxo ḿedioq versus a densidadeρ, ap̂endice A, anexo (5).
4.3.6 Conclus̃oes da ańalise das funç̃oes aleat́orias
Neste seç̃ao apresenta-se uma análise dos efeitos das condições iniciais estabelecidas por
diferentes ḿetodos de geraç˜ o de ńumeros pseudo-aleatórios uniformes, sobre a resolução da
equaç̃ao (4.32) para o caso espacialmente homogêneo obtendo a velocidade médiav e o fluxo
médioq usando a tabela de jogos modelada pela equação (4.33).
Para tanto foram investigados 18 algoritmos para geração de ńumeros pseudo-aleatórios
uniformes embora nas figuras apresentam os resultados para apen s dois deles. Considerou-se
os dois principais: o original do artigo do Delitala et al.(2007) e o ranlux qué um gerador de
números pseudo-aleatórios de alta qualidade muito utilizado. Estes algoritmos são fundamenta-
dos nas seguintes técnicas: (i) gerador congruente multiplicativo; (ii) gerador por deslocamento
de registro; (iii) gerador com defasagens de Fibonacci; (iv) aleatorizaç̃ao por embaralhamento;
(v) geradores combinados; e (vi) gerador RANLUX. As propriedades estatı́sticas dos ńumeros
pseudo-aleatórios devem coincidir com as propriedades estatı́ ticas dos ńumeros verdadeira-
mente aleat́orios descritos na seção 4.3.
Os resultados obtidos para a densidade adimensionalρ entre[0, 1] apresentou poucas flutuações
para uma qualidadéotima de estrada. Para a estrada de qualidade baixa, as diferenças entre
os valores das velocidades e dos fluxos para a densidade mais baixa (ρ = 0, 01) são pratica-
mente sete vezes maiores do que para outras densidades. Paraa est da de qualidade média
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as diferenças da velocidade ocorrem a partir da terceira cas , exceto quandoρ = 0, 01, cuja a
diferença ocorre na primeira casa e as diferenças do fluxo ocorrem a partir da terceira casa.
Conclui-se que ao se considerar uma precisão da ordem de10−3, qualquer um dos geradores
escolhido pode ser utilizado.
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5 Conclus̃oes e Recomendações
.
Estudou-se os problemas relacionados a simulação do fluxo de tŕafego veicular em duas
escalas: macroscópica e cińetica. Os resultados são ińeditos e alguns foram publicados em
congressos.
Na escala macroscópica simulou-se o fluxo em uma pista circular utilizando-seo método
das caracterı́sticas e o ḿetodo das diferenças finitas explı́cito. Ambos os ḿetodos mostraram-se
adequados para solucionar o problema proposto.
No segundo problema de uma pista com uma entrada lateral utilizo -se o ḿetodo das
diferenças finitas explı́cito e notou-se que tanto a densidade veicular quanto a velocidade ḿedia
sofrem alteraç̃oes. O destaque fica para a densidade que se estabiliza com o passar do tempo.
Utilizou-se o modelo das velocidades discretas na escala cinética. Considerou-se um sis-
tema véıculo-motorista e analisou-se o comportamento do motorista como uma partı́cula ativa.
Conclui-se que a qualidade da pista influencia fortemente o flux e a velocidade ḿedia. O com-
portamento do motorista altera-se dependendo das condições niciais mas ñao houve alteraç̃ao
no fluxo nem na velocidade ḿedia.
Tamb́em na escala cińetica e para o caso espacialmente homogêneo investigou-se dezoito
algoritmos para a geraç˜ o de ńumeros pseudo-randômicos. Os resultados obtidos para a densi-
dadeρ entre[0, 1] apresentou poucas flutuações para uma qualidadeótima de pista. Para a pista
de qualidade ḿedia as diferenças da velocidade ocorrem a partir da terceira asa, exceto quando
ρ = 0, 01, que a diferença ocorre na primeira casa e as diferenças dofluxo ocorrem a partir da
terceira casa.
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E no caso das pistas de qualidade baixa, as diferenças entreos valores das velocidades e dos
fluxos para a densidade mais baixa (ρ = 0, 01) são praticamente sete vezes maiores do que para
outras densidades. Conclui-se que ao se considerar uma precisão da ordem de10−3, qualquer
um dos geradores escolhido pode ser utilizado.
Uma extens̃ao desta linha de pesquisa para trabalhos futuros seria:
• Considerar o caso espacialmente não-homoĝeneo (quando h́a variaç̃ao com a posiç̃aox);
• A quest̃ao da qualidade da pista sendo alterada ao longo da simulação;
• Considerar duas ou mais vias na pista.
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6 Nomenclaturas e normas das rodovias
em geral
Neste caṕıtulo apresentam-se informações gerais sobre o Código de Tr̂ansito Brasileiro e
estradas de rodagem.
6.1 Código de Trânsito Brasileiro
Segundo a lei 9.503 de setembro de 1997, nos artigos:2o.,60o. e Anexo I tem-se:
Art. 2o. São vias terrestres urbanas e rurais as ruas, as avenidas, os logradouros, os cami-
nhos, as passagens, as estradas e as rodovias, que terão seu uso regulamentado peloórgão
ou entidade com circunscrição sobre elas, de acordo com as pecularidades locais e as
circunst̂ancias especiais.
Parágrafo único. Para os efeitos deste Código, s̃ao consideradas vias terrestres as praias aber-
tasà circulaç̃ao ṕublica e as vias internas pertencentes aos condomı́ni s constitúıdos por
unidades autônomas.
Art. 60o. as vias abertas̀a circulaç̃ao, de acordo com sua utilização, classificam-se em:




II-vias rurais: a) rodovias;
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b) estradas.
Anexo I- dos conceitos e definiç̃oes VIA: superf́ıcie por onde transitam veı́culos, pessoas e
animais, compreendendo a pista, a calçada, o acostamento,ilha e canteiro central.
VIA DE TR ÂNSITO RÁPIDO: aquela caracterizada por acessos especiais com trânsito
livre, sem interseç̃oes em nivel, sem acessibilidade direta aos lotes lindeirossem
travessia de pedestres em nivel.
VIA ARTERIAL: aquela caracterizada por interseçõ s em nivel, geralmente controlada
por seḿaforo, com acessibilidade aos lotes lindeiros eàs vias secund́arias e locais,
possibilitando o tr̂ansito entre as regiões da cidade.
VIA COLETORA: aquela destinada a coletar e distribuir o trânsito que tenha neces-
sidade de entrar ou sair das vias de trânsito ŕapidas ou arteriais, possibilitando o
trânsito dentro das regiões da cidade.
VIA LOCAL: aquela caracterizada por interseçõ s em nivel ñao semaforizadas, desti-
nadas apenas ao acesso local ou aáre s restritas.
VIA RURAL: estradas e rodovias.
VIA URBANA: ruas, avenidas, vielas, ou caminhos e similares abertosà circulaç̃ao
pública, situados nárea urbana, caracterizados principalmente por possuiremimóveis
edificados ao longo da sua extensão.
VIAS E ÁREA DE PEDESTRES: vias ou conjuntos de vias destinadasà circulaç̃ao
prioritária de pedestres.
6.2 Estradas de Rodagem
Do livro sobre estradas de rodagem, projeto geom´ trico de Glauco Pontes Filho, Instituto
Panamericano de Carreteras Brasil.
(1) Quanto à posiç̃ao geogŕafica:
As estradas federais no Brasil recebem o prefixo BR, acrescido detrês algarismo. O
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primeiro algarismo tem o seguinte significado:
• 0→ rodovias radiais
• 1→ rodovias longitudinais
• 2→ rodovias transversais
• 3→ rodovias diagonais
• 4→ rodovias de ligaç̃ao
Os dois outros algarismos indicam a posição da rodovia com relaç˜ oà capital federal e aos
limites extremos do paı́s, de acordo com o seguinte crité o:
RADIAIS: partem de Braśılia, ligando as capitais e principais cidades. Têm a numeraç̃ao de
010 a 080, obedecendo o sentido horário. Ex: BR-040 (Braśılia-Rio de Janeiro).
LONGITUDINAIS: têm direç̃ao geral norte-sul. A numeraç˜ o varia da direita para a es-
querda, entre 100 e 199. Em Brası́lia o númeroé 150. Ex: BR-116 (Fortaleza-Jaguarão).
TRANSVERSAIS: têm direç̃ao geral leste-oeste, sendo caracterizadas pelo algarismo2. A
numeraç̃ao varia de 200 no extremo norte do paı́s 250 em Brası́lia, indo at́e 299 no
extremo sul. Ex: BR-230 (Transamazônica).
DIAGONAIS PARES: têm direç̃ao geral noroeste-sudeste (NO-SE). A numeração varia de
300 no extremo nordeste do paı́s 398 no extremo sudoeste (350 em Brası́lia). O número
é obtido de modo aproximado, por interpolação. Ex: BR-316 (Beĺem-Maceío).
DIAGONAIS IMPARES: têm direç̃ao geral nordeste-sudoeste (NE-SO), e a numeração varia
de 301 no extremo noroeste do paı́s 399 no extremo sudeste. Em Brası́li o númeroé
351. Ex: BR-319 (Manaus-Porto Velho).
LIGAÇ ÔES: em geral essas rodovias ligam pontos importantes das outrascategorias. A
numeraç̃ao varia de 400 a 450 se a ligação estiver para o norte de Brası́lia e, 451 a 499, se
89
para o sul de Brası́lia. Embora sejam estradas de ligação, chegam a ter grandes extensõe ,
como a BR-407, com 1251 km. Já a BR-488é a menor de todas as rodovias federais,
com apenas 1 km de extensão. Esta rodovia faz a conexão da BR-116 com o Santuário
Nacional de Aparecida, no estado de São Paulo.
No estado de S̃ao Paulo, as estradas são classificadas apenas em longitudinais e transver-
sais. S̃ao longitudinais as rodovias que interligam pontos do interior do estadòa capital, ou que
est̃ao alinhadas em direção à capital, e s̃ao codificadas por SP e um número quée o azimute
do alinhamento ḿedio, aproximado para número par. S̃ao transversais aquelas que apenas in-
terligam pontos no interior, não alinhados com a direção da capital, e s̃ao codificadas por SP e
um ńumero correspondenteà dist̂ancia ḿedia da rodovia até a cidade de S̃ao Paulo, aproximada
para valoŕımpar.
(2) Quanto à função:
A classificaç̃ao funcional rodovíariaé o processo de agrupar rodovias em sistemas e classes,
de acordo com o tipo de serviço que as mesmas proporcionam e as funç̃oes que exercem. Quanto
à funç̃ao, as rodovias classificam-se em:
ARTERIAIS: proporcionam alto ńıvel de mobilidade para grandes volumes de tráfego. Sua
principal funç̃ao é atender ao tráfego de longa distância, seja internacional ou interesta-
dual.
COLETORAS: atende a ńucleos populacionais ou centros geradores de tráfego de menor
vulto, ñao servidos pelo Sistema Arterial. A função deste sistemáe proporcionar mo-
bilidade e acesso dentro de umaárea especı́fica.
LOCAIS: constitúıdo geralmente por rodovias de pequena extensão, destinadas basicamente a
proporcionar acesso ao tráfego intra-municipal déareas rurais e de pequenas localidades
às rodovias mais importantes.
(3) Quanto à jurisdiç ão:
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FEDERAIS: é, em geral, uma via arterial e interessa diretamenteà Naç̃ao, quase sempre per-
correndo mais de um estado. São constrúıdas e mantidas pelo governo federal.
ESTADUAIS: são as que ligam entre si cidades e a capital de um estado. Atende às necessi-
dades de um estado, ficando contida em seu território. Têm usualmente a função arterial
ou coletora.
MUNICIPAIS: são as constrúıdas e mantidas pelo governo municipal. São do interesse de um
munićıpio ou de munićıpios vizinhos, atendendo ao municı́pio que a administra, princi-
palmente.
VICINAIS: são em geral estradas municipais, pavimentadas ou nã , de uma śo pista, locais,
e de padr̃ao t́ecnico modesto. Promovem a integração demogŕafica e territorial da região
na qual se situam e possibilitam a elevação do ńıvel de renda do setor priḿario. Podem
tamb́em ser privadas, no caso de pertencerem a particulares.
(4) Quanto às condiç̃oes t́ecnicas:
As principais caracterı́sticas geralmente consideradas nesse tipo de classificação s̃ao aque-
las que se relacionam diretamente com a operação do tŕafego (velocidade, rampas, raios, larguras
de pista e acostamento, distância de visibilidade, ńıveis de serviço, etc.). Estas, por sua vez, são
restringidas por considerações de custo, condicionados especialmente pelo relevo.
O tráfego, cujo atendimento constitui a principal finalidade darodovia,é um dos elementos
fundamentais a considerar. Recomenda-se adotar, como critério para a classificaç˜ o t́ecnica de
rodovias, o volume de tráfego que deverá utilzar a rodovia no10o. ano aṕos sua abertura ao
tráfego.
Al ém do tŕafego, a import̂ancia e a funç̃ao da rodovia constituem elementos para seu en-
quadramento em determinada classe de projeto.
As classes de projeto recomendadas encontram-se resumidasna tabela abaixo a seguir.
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Classe de projeto Caracteristicas Critério de classificaç̃ao t́ecnica
0 Via expressa Decis̃ao administrativa
Controle total de acesso
I(A) Pista dupla Os volumes de tŕafego previstos
Controle parcial ocasionarem ńıveis de serviço
de acesso em rodovia de pista simples
inferiores aos ńıveis C ou D
I(B) Pista simples Volume hoŕario de projeto> 200
Controle parcial Volume ḿedio díario (VDM)> 1400
de acesso
II Pista simples VDM entre 700 e 1400
III Pista simples VDM entre 300 e 700
IV(A) Pista simples VDM entre 50 e 200
IV(B) Pista simples VDM ¡ 50
Fonte: DNER
VDM=Volume médio díario previsto no ano de abertura ao tráfego
Nı́veis de serviço
O conceito de ńıvel de serviço está associadòas diversas condições de operação de uma
via, quando ela acomoda diferentes volumes de tráf go.
O ńıvel de serviçóe estabelecido em função da velocidade desenvolvida na via e da relação
entre o volume de tráfego e a capacidade da via.
Qualquer seç̃ao de uma via pode operar em diferentes nı́veis de serviço, dependendo do
instante considerado. De acordo com oHighway Capacity Manual, os diversos ńıveis de
serviço s̃ao assim definidos:
NÍVEL A: condiç̃ao de escoamento livre, acompanhada por baixos volumes e altas densidades.
A densidade do tráfegoé baixa, com velocidade controlada pelo motorista dentro dos
limites de velocidade e condições f́ısicas da via. Ñao h́a restriç̃oes devidòa presença de
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outros véıculos.
NÍVEL B: fluxo est́avel, com velocidades de operação a serem restringidas pelas condições de
tráfego. Os motoristas possuem razo´ vel liberdade de escolha da velocidade e ainda têm
condiç̃oes de ultrapassagem.
NÍVEL C: fluxo ainda est́avel, poŕem as velocidades e as ultrapassagens já s̃ao controladas
pelo alto volume de tráfego. Portanto, muitos dos motoristas não t̂em liberdade de escol-
her faixa e velocidade.
NIVEL D: próximo à zona de fluxo instável, com velocidades de operação toleŕaveis, mas
consideravelmente afetadas pelas condições de operação, cujas flutuaç̃oes no volume e as
restriç̃oes tempoŕarias podem causar quedas substanciais na velocidade de operaç̃ao.
NÍVEL E: é denominado também de ńıvel de capacidade. A via trabalha a plena carga e o
fluxo é inst́avel, sem condiç̃oes de ultrapassagem.
NÍVEL F: descreve o escoamento forçado, com velocidades baixas e volumes abaixo da ca-
pacidade da via. Formam-se extensas filas que impossibilitam a manobra. Em situações
extremas, velocidade e fluxo podem reduzir-se a zero.
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ANEXO A -- Informações em Anexos
Anexo 1:Através da Teoria Cińetica dos Gases, desenvolvida por Ludwig Boltzmann no fi-
nal do śeculo XIX, foram dados os primeiros passos para determinar ocomportamento
macrosćopico de um fluido a partir de um modelo microsc´ pico. No modelo microsćopico,
o movimento das partı́culasé descrito atrav́es das Leis de Newton, o que possibilitou rela-
cionar as propriedades microsc´ picas e macroscópicas atrav́es de uma funç̃ao conhecida
por Equaç̃ao de Boltzmann.
Anexo 2:Espaço de fasé o espaço multidimensional constituı́do pelos pontos que correspon-
dem aos estados de cada partı́cula.
Anexo 3:os fundamentos da teoria cinética moderna foram estabelecidos por Maxwell (Maxwell,
1867) que incorporou ideias estatı́sticas para a distribuição de velocidades para moléculas
em equiĺıbrio.
Anexo 4:A equaç̃ao cińetica representa o movimento oriundo da equação da energia cińetica. A
energia cińeticaEk de uma partı́cula de massam é igual ao trabalho total realizado para
aceleŕa-la a partir do repouso até sua velocidadev; é tamb́em igual ao trabalho realizado




Anexo 5:Fluido compresśıvel é um flúıdo que responde com uma redução do seu volume ao ser
submetidòa aç̃ao de uma força, uma tensão por exemplo, que o comprime.
Anexo 6:Continuum para a mateḿatica o continuum se relaciona com os números reais, mais
precisamente, a reta.
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Anexo 7:Modelos da hidrodin̂amica de primeira ordem são obtidos com a equaç˜ o da conservaç˜ o
da massa, ou seja, a conservação do ńumero de véıculos na estrada.
Anexo 8:Fechamento significa obter uma ou mais relações que auxiliam a resolução da equaç̃ao
ou sistema de equações.
Anexo 9:Fenomenoĺogicaé um termo usado em ciência para descrever um conjunto de hipóteses
que procuram descrever e/ou interpretar as observações experimentais de um ou mais
fenômenos sendo consistentes com uma lei ou teoria de carater fundamental, mas não s̃ao,
necessariamente, dela derivadas de forma direta. Os modelos fenomenoĺogicos frequente-
mente fazem uso de relaç˜ o emṕırica, ou seja, relaç̃oes mateḿaticas baseadas apenas em
resultados experimentais e não em teorias.
Anexo 10:A Segunda lei de Newton do movimento ou o princı́pio fundamental da din̂amica
que estabelece uma proporcionalidade entre causa (força)e efeito (aceleraç̃ao) dada pela
equaç̃aoFr = m.a.
Anexo 11:Gás ideaĺe um modelo téorico, um ǵas imagińario cujas moĺeculas ñao t̂em volume
nem forças de repulsão ou atraç̃ao. O seu calor especı́fi o é constante, independente da
temperatura.É um ǵas que obedecèas equaç̃oesp · V/T = k e p · V = n · R · T ,
com exatid̃ao mateḿatica, estáultima equaç̃aoé conhecida como equaç˜ o de Clapeyron
(Huang,1987).
Anexo 12:Na teoria da probabilidade e na estatı́stica, a varîancia de uma variável aleat́oriaX é
uma medida da sua dispersão estat́ıstica, indicando qũao longe em geral os seus valores
se encontram do valor esperado.É calculada comoθ(x) =var(x) = E(x−E(x))2 sendo
E(x) o valor esperado da vari´ vel aleat́oriaX.
Anexo 13:A covarîancia (σ2) é uma medida de dependência linear entre as duas variáveis
aleat́orias.
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APÊNDICE A -- Programas em Anexos
Anexo 1:Programa do ḿetodo das caracteŕısticas (Fortran).
cc------------------------------------------------- ----------------------
cc Programa: trafcar4 (usando as duas condiç ões: estacion ário e vari ável)
cc Autor: Eloy Kaviski
cc Vers ão: 01.02 - 30/08/2006
cc Objetivo: Soluç ão das equaç ões do fluxo de tr áfego (W=constante)
cc pelo m étodo das caracter ı́sticas.
cc Unidades: Quil ômetro (km) e hora (h).
cc------------------------------------------------- ----------------------
PARAMETER (npm=20000)
REAL* 8 x(2,npm),t(2,npm),v(2,npm),ro(2,npm), tlx(npm),vlx( npm)
REAL* 8 rolx(npm),xi(npm),ti(npm),vi(npm),roi(npm)












WRITE(* , * ) ’Inicializacoes’
OPEN(UNIT=13,FILE=’trafcar5c1.lst’,STATUS=’replace’ )
cc Dados de entrada
cc Caso 1 - Velasco e Marques, Jr (Phys. Rev. E 72, 2005)
caso=1
cc caso=2







cc alterei alfa para 100 estava 20 (os testes foram 100,200,2 40,300,360)
nx = 800
cc o arquivo primeiro foi alfa 100 e nx 200









do i = 1, nxg





do i = 1, ntg
















ais = alfa + 1.0d0
aux = dsqrt(ais) * ialfa
ais = ais * ialfa
bis = aux - ialfa
bos = -aux - ialfa
aos = 0.5d0 * (ais - aux)
ais = 0.5d0 * (ais + aux)
ibis_bos = 1.0d0/(bis - bos)
WRITE(* , * ) ’Metodo das caracteristicas’
cc Primeira C+
np(2) = 1
x (2,1) = lx




tlx (1) = t (2,1)
vlx (1) = v (2,1)
rolx(1) = ro(2,1)
xi (1) = 0.0d0
ti (1) = t (2,1)





cc Cálculo das C+ que emanam do eixo x
do i = nx, 1, -1
xt0 = (i-1) * dx
call cal_cmais(0,xt0)
call ip_cmais()
if (MOD(i,2).ne.0) call gravar()
end do




i = i + 1
call cal_cmais(i,tx0)
call ip_cmais()
if (MOD(i,2).ne.0) call gravar()
end do






WRITE(* , * ) ’Fim do processamento’
stop
















rox = 28.0d0 + 2.0d0 * (a * a-b * b)
end if
vx = 84.0d0 + 0.84d0 * dsin(6.28318530718d0 * xx/lx)





cc Determinaç ão da C+ que emanda do eixo x (tp=0 e x=p) ou que




INTEGER* 4 tp, np(2),nlx,nx,i,j,k
REAL* 8 p, x(2,npm),t(2,npm),v(2,npm),ro(2,npm), tlx(npm),vl x(npm)







do i = 1, np(1)
x (1,i) = x (2,i)
t (1,i) = t (2,i)
v (1,i) = v (2,i)
ro(1,i) = ro(2,i)
end do
if (tp .eq. 0) then




xx = p + mdx
call cix(caso,xx,vxx,roxx)
call calcnpto(x(2,1),t(2,1),v(2,1),ro(2,1), xx,0.0d0, vxx,
- roxx,x(2,2),t(2,2),v(2,2),ro(2,2))
else
cc C+ que emanam do eixo t
x (2,1) = 0.0d0
t (2,1) = tlx (tp)
v (2,1) = vlx (tp)
ro(2,1) = rolx(tp)
x (2,2) = xi (tp)
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t (2,2) = ti (tp)







np(2) = np(2) + 1
k = np(2)
call calcnpto(x(2,j),t(2,j),v(2,j),ro(2,j), x(1,i),t( 1,i),
- v(1,i),ro(1,i),x(2,k),t(2,k),v(2,k),ro(2,k))
i = i + 1
end do
nlx = nlx + 1
cc WRITE( * , * ) tp,nlx,np(2),t(2,1),t(2,np(2))
xi (nlx) = x (2,np(2)) - lx
ti (nlx) = t (2,np(2))
vi (nlx) = v (2,np(2))
roi(nlx) = ro(2,np(2))
do i = np(2)-1, 1, -1
if ( lx .ge. x(2,i) ) then
j = i + 1
aux = (lx - x(2,i))/(x(2,j) - x(2,i))
tlx (nlx) = t (2,i) + aux * (t (2,j) - t (2,i))
vlx (nlx) = v (2,i) + aux * (v (2,j) - v (2,i))








REAL* 8 function ftir(vx,rox)







a = ital * (v0 - vx)/vx
b = ialfa * rox * vx * (1.0d0 - iroc * rox)





cc Gravaç ão dos resultados
PARAMETER (npm=20000)
REAL* 8 x(2,npm),t(2,npm),v(2,npm),ro(2,npm), tlx(npm),vlx( npm)





do i = 1, np(2)
if (x(2,i).lt.lx) then

















REAL* 8 eps/1.0d-5/,difx,dift,difv,difro,ftir, lvl,lvr,blro l




blrol = bis * dlog(rol)
blror = bos * dlog(ror)
aux = xr - xl
bux = lvl - lvr + blrol - blror
fl = ftir(vl,rol)
fr = ftir(vr,ror)
xm = 0.5d0 * (xl + xr)
tm = 0.5d0 * (tl + tr)
vm = 0.5d0 * (vl + vr)







do WHILE (((difx.GT.eps * xm).or.(dift.GT.eps * tm ).or.





al = ais * (vl + vm)
ar = aos * (vr + vm)
tm = (aux + al * tl - ar * tr)/(al - ar)
xm = xl + al * (tm - tl)
cc WRITE( * , * ) tm,xm
fm = ftir(vm,rom)
bl = 0.5e0 * (fl + fm) * (tm - tl)
br = 0.5e0 * (fr + fm) * (tm - tr)
rom = (bl - br + bux) * ibis_bos
vm = bl + lvl + blrol - bis * rom
rom = dexp(rom)
vm = dexp(vm)
cc WRITE( * , * ) rom, vm
cc stop
difx = dabs(xm1 - xm)
dift = dabs(tm1 - tm)
difv = dabs(vm1 - vm)
difro = dabs(rom1 - rom)
cc WRITE( * , * ) vm, rom
it = it + 1
end do
if (xm.lt.0.0d0) WRITE(13, * ) ’C1 ’,xm,tm,vm,rom
if (tm.lt.0.0d0) WRITE(13, * ) ’C2 ’,xm,tm,vm,rom
if (vm.lt.0.0d0) WRITE(13, * ) ’C3 ’,xm,tm,vm,rom
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if (rom.lt.0.0d0) WRITE(13, * )’C4 ’,xm,tm,vm,rom





cc Interpolaç ão polinomial de Lagrange
cc Cálculo de t, v e ro, para tabela de valores de grafic
PARAMETER (npm=20000)
REAL* 8 x(2,npm),t(2,npm),v(2,npm),ro(2,npm), tlx(npm),vlx( npm)
REAL* 8 tlx(npm),vlx(npm),rolx(npm),xi(npm),ti(npm),vi(npm ),roi(npm)






k1 = 1 + jidint(x(c,1)/dxg)
k2 = 2 + jidint(x(c,np(c))/dxg)
if (k1.gt.nxg) k1 = nxg
if (k2.gt.nxg) k2 = nxg
do WHILE ((xg(k1).LT.x(c,1)).AND.(k1.LT.nxg))
k1 = k1 + 1
end do
do WHILE ((xg(k2).GT.x(c,np(c))).AND.(k2.GT.1))
k2 = k2 - 1
end do
h = 1
do k = k1, k2
do WHILE ((xg(k).GT.x(c,h)).AND.(h.LT.np(c)))
h = h + 1
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end do
i1 = h - 1
i2 = h
if (i1.lt.1) i1 = 1
nxtg(k) = nxtg(k) + 1
do i = 1, 3
e(i) = 0.0d0
end do
do i = i1, i2
p = 1.0d0
do j = i1, i2
if (j.ne.i) p = p * (xg(k) - x(c,j))/(x(c,i) - x(c,j))
end do
e(1) = e(1) + p * t (c,i)
e(2) = e(2) + p * dlog(v (c,i))
e(3) = e(3) + p * dlog(ro(c,i))
end do
if (e(2).gt.vmax) then
WRITE(13, * ) ’I ’,x(c,1),x(c,np(c)),t(c,1),t(c,np(c))
WRITE(13, * ) ’ ’,i1,i2,np(c)
WRITE(13, * ) ’ ’,xg(k),e
e(2) = 0.5d0 * (v(c,i1)+v(c,i2))





WRITE(13, * ) ’I ’,x(c,1),x(c,np(c)),t(c,1),t(c,np(c))
WRITE(13, * ) ’ ’,i1,i2,np(c)
WRITE(13, * ) ’ ’,xg(k),e
e(3) = 0.5d0 * (ro(c,i1)+ro(c,i2))
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r = (k-1) * npm + nxtg(k)
WRITE(10,rec=r) e
end do





cc Interpolaç ão polinomial de Lagrange
cc Cálculo de v e ro, para os pares xg e tg
cc Preparaç ão dos arquivos com as tabelas
PARAMETER (npm=20000)
REAL* 8 x(2,npm),t(2,npm),v(2,npm),ro(2,npm), tlx(npm),vlx( npm)
REAL* 8 tlx(npm),vlx(npm),rolx(npm),xi(npm),ti(npm),vi(npm ),roi(npm)











do h = 1, nxg
r = (h-1) * npm
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do i = 1, nxtg(h)





do k = 1, ntg
do WHILE ((tg(k).GT.t(c,s)).AND.(s.LT.nxtg(h)))
s = s + 1
end do
i1 = s - 1
i2 = s
if (i1.lt.1) i1 = 1
do i = 2, 3
e(i) = 0.0d0
end do
do i = i1, i2
p = 1.0d0
do j = i1, i2
if (j.ne.i) p = p * (tg(k) - t(c,j))/(t(c,i) - t(c,j))
end do
e(2) = e(2) + p * dlog(v (c,i))
e(3) = e(3) + p * dlog(ro(c,i))
end do
if (e(2).gt.vmax) then
WRITE(13, * ) ’G ’,xg(h),t(c,1),t(c,nxtg(h))
WRITE(13, * ) ’ ’,i1,i2,nxtg(h)
WRITE(13, * ) ’ ’,tg(k),e(2),e(3)
e(2) = 0.5d0 * (v(c,i1)+v(c,i2))






WRITE(13, * ) ’G ’,xg(h),t(c,1),t(c,nxtg(h))
WRITE(13, * ) ’ ’,i1,i2,nxtg(h)
WRITE(13, * ) ’ ’,tg(k),e(2),e(3)
e(3) = 0.5d0 * (ro(c,i1)+ro(c,i2))













cc 1000 FORMAT(4e16.8) era este
end subroutine
Anexo 2:Programa do ḿetodo das diferenças finitas explı́cito (Fortran).
cc------------------------------------------------- --------------------
cc Programa: ...for - Tr áfego de Ve ı́culos em uma rodovia com condiç ões
cc periodicas Diferencas finitas - Metodo de Lax Wendorf
cc Equacao hiperbolica - Passo 1 e Passo 2
cc Modificado N e Nttot por problemas de arredondamento
cc Versao: 1
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cc Autores: Adriana Luiza do Prado / Liliana Madalena Graman i / Eloy Kaviski
cc------------------------------------------------- --------------------
PARAMETER (npm=30000)
cc npm - n úmero máximo de pontos de x e t, condiç ão npm>N
cc------------------------------------------------- ---------------------




cc F - vetor representando F(1)=rho * V e F(2)=rho * V* V+P
cc s - vetor representando s(1)=0 e s(2)+rho * (V0-V)/tau - rho * (1-p) * P
cc u - vetor representando u(t,1)=rho e u(t,2)=rho * V
cc t - tempo de analise da rodovia
cc v - igual a vx, velocidade em uma determinada posicao na rod ovia
cc utilizado para gravacao
cc x - igual a xx, posicao na rodovia, utilizado para gravacao
cc Obs: Nas contas no caderno tem-se para i: i-1, i-1/2, i, i+1 /2, i+1




INTEGER* 4 N, Nttot,it,i,j
COMMON /dados/alfa,roc,rox,v0,tal,lx,ttot,dx,dt,it,N ,Nttot,xx,vx
cc alfa - constante adimensional
cc roc - n úmero de ve ı́culos por hora (veic/h)
cc rox - n úmero de ve ı́culos por km para t=0 (veic/km)
cc v0 - velocidade inicial dos ve ı́culos (km/h)
cc tal - constante de relaxacao do tempo (h)
cc ttot - tempo total de analise (h)
cc lx - extensao da rodovia (km)
cc dx - incremento na posicao
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cc dt - incremento no tempo
cc N - n úmero total de pontos de x
cc Nttot - n úmero total de pontos para t
cc it - contador utilizado para gravacao
cc i - referente a x
cc j - referente a componente do vetor
cc xx - posicao do ve ı́culo na rodovia
cc vx - velocidade do ve ı́culo na rodovia na posicao xx
cc Obs: o valor de alfa e determinado experimentalmente e em u ma regiao
cc de estabilidade da equacao (21) do artigo do Wilson
cc Obs: dx e dt devem ser pequenos para analise de estabilidad e no
cc sistema de equacoes para u, F, s,ou seja,o n úmero de Coutant,
cc pc, definido por pc= k/h=dt/dx <1(condicao de estabilida de
cc Obs: A partir da escolha de N determina-se npm. Neste progr ama, usando o
cc metodo de Lax Wendorf (dois passos) definiu-se N = lx/(dx/ 2) pois
cc utiliza-se tambem as posicoes medias, isto e, "i", "i + dx/ 2" e
cc "i +dx". Para lx e dx determinados como dados iniciais, obt eve-se
cc N = 24000, sendo esta a razao para se escolher npm = 30000.
cc Obs: Nttot e definido como Nttot = ttot/dt, para as condico es de contorno
cc Nttot = 10.000
cc Obs: A gravacao ocorrera a cada 100 resultados, ou seja,
cc Nttot/"100"=100 gravacoes . "referente a mod(it.100)"
cc Obs: j = 1,2 representando as duas coordenadas dos vetores
cc------------------------------------------------- --------------------------
cc Par âmetros calculados
REAL* 8 ialfa,ital,iroc,p,p1,tp,r
COMMON /param/ialfa,ital,iroc,p,p1,tp,r
cc ialfa - inverso de alpha
cc ital - inverso de tal
cc iroc - inverso de roc
cc p - par âmetro que depende de rho, calculado por p=1-rho/roc
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cc p1 - par âmetro auxiliar de calculo, p1=(1-p) * ialfa
cc tp - par âmetro auxiliar de contador de tempo, inicial zero, final 1h




cc Dados iniciais (entradas, alfa é adimensional, roc é veiculos/hora,
cc rox=rho(x,0) é veiculos/km, v0 é km/h, tal est á em hora,












cc dx e dt devem ser pequenos para analise de estabilidade,no . de Courant,
cc p= k/h=dt/dx <1 neste caso onde a equaç ão é hiperb ólica
cc melhor fazer N inteiro para nao dar problema e o Nttot eh 100 00
cc N é 24.000 representando o n úmero total de pontos de x e t por
cc esta raz ão tivemos que definir npm=30000, pois o metodo de Lax Wendor f
cc utiliza alem do i e i + dx, tambem o ponto m édio entre eles.
cc Nttot é 10.000 pontos para o tempo dos quais escolheremos alguns







cc In ı́cio do calculo usando loop em it
WRITE(* , * ) ’inicio do calculo’
WRITE(8, * )’calculo_do_trafego_veicular_usando_elementos_fini tos’
WRITE(* , * )’Dados de entrada’
WRITE(8,1000) alfa,roc,rox,tal
WRITE(8,1500) lx,dx,dt
1000 FORMAT(’Alfa=’,e8.2,3x,’Rhol=’,e8.2,3x,’Rho 0=’, e8.2,3x,’Tau=’,e10.4)

























cc Condicoes iniciais (t=0)





















WRITE(* , * ) ’testou e saiu do if com t=0’
END if









s(2,i)=u(1,1,i) * (v0-vx) * ital - u(1,2,i) * u(1,2,i) * p1
end do
















cc ...condiç ões intermedi árias para F e s
cc do i=-2,N+2









s(2,i)=u(2,1,i) * (v0-vx) * ital-u(2,2,i) * u(2,2,i) * p1
end do
cc ...c álculo de u(t=3,j,i)(Passo 2)
do i=0,N,2
do j=1,2
d= r * (F(j,i+1)-F(j,i-1))


























cc ...para continuar o c álculo at é 1h assume-se os valores de

































4000 FORMAT(3x, 1e12.5,";",6x,1e12.5,";",3x,1e23.8,"; ",3x,1e16.8)
end subroutine
















{ Private declarations }
public








vet0 = array[0..30000] of double;















u : array[1..2] of vet1;
const
alfa : double = 100.0;
roc : double = 140.0;
rox : double = 28.0;
v0 : double = 84.0;
ital : double = 120.0;
ttot : double = 1.0;
lx : double = 12.0;
r : double = 0.01;
nx : longint = 12000;
nigx : word = 200;







































for i := 0 to nx do
















f[2,i] := uialfa * u[a][2,i] * vx;




for i := 0 to nx do { i * dx }
calc_fs;
for i := 1 to nx do { Predictor: (i-0.5) * dx }
for a := 1 to 2 do
u[2][a,i] := 0.5 * (u[1][a,i-1] + u[1][a,i] -
r * (f[a,i] - f[a,i-1]) +
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dts2 * (s[a,i-1] + s[a,i]));
a := 2;
for i := 1 to nx do
calc_fs;
for i := 1 to nx-1 do { Corrector: i * dx }
for a := 1 to 2 do
u[1][a,i] := u[1][a,i] - r * (f[a,i+1] - f[a,i]) +
dts2 * (s[a,i] + s[a,i+1]);
b := pi * t;
u[1][1,0] := rox * (1.0 + 0.1 * sin(b));
u[1][2,0] := v0 * (1.0 - 0.1 * sin(b)) * u[1][1,0];
for a := 1 to 2 do











uialfa := 1.0 + ialfa;
iroc := 1.0/roc;
tal := 1.0/ital;
iral := iroc * ialfa;
dx := lx/nx;
dt := r * dx;
dts2 := 0.5 * dt;
aux := 2.0 * pi/lx;
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nq := trunc(0.6 * lx);
iq := trunc(8.0e-3/dx);
for i := 0 to nx do
q[i] := 0.0;
for i := nq-iq to nq+iq do
q[i] := 160.0;
for i := 0 to nx do
begin
xx := i * dx;











for j := 1 to nigt do
begin







until t > ttot;
closefile(arq);
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Anexo 4:Programa para pistaúnica com motorista (Fortran).
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Autor: Liliana Madalena Gramani
cc Last change: ALP 15 Dec 2008 8:51 pm
program tveldisc7
cc Este programa cria os diagramas fundamentais
cc uj(atividade) é igual a tres valores juntos, 0,5 , 0.75 e 1
cc com betaj = uj(1-rho) e eta = 1
cc programa correto - TESTE DE Pj
cc para g=0, Pj è um numero inteiro:
cc Pj1=1,Pj2=0,Pj3=0,estrada toda com uj=0.5
cc Pj1=0,Pj2=1,Pj3=0,estrada toda com uj=0.75
cc Pj1=0,Pj2=0,Pj3=1,estrada toda com uj=1
cc para g=1, Pj è um numero nao inteiro:
cc Pj1=0.6,Pj2=0.3,Pj3=0.1 estrada com uj=0.5(60%),0.75 (30%) e 1(10%)
cc Pj1=0.1,Pj2=0.3,Pj3=0.6 estrada com uj=0.5(10%),0.75 (30%) e 1(60%)
cc Pj1=0.33,Pj2=0.33,Pj3=0.33 estrada com uj=0.5(33%),0 .75(33%) e 1(33%)
cc para g=2 usamos distribuicao gauss (motoristas).













write( * , * )
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write( * , * ) ’tveldisc7last.f - December, 2008’
write( * , * )
open(1,FILE=’datin03.txt’)
read(1, * ) n,dt,tfin,rhosteps,alpha
read(1,’(a4)’) string
read(1, * ) (ifprint(i),i=1,9)
close(1)
do i = 1,nmax
cc zeros(i) = 0.
do j = 1,p









do uj = 0.5,1.0,0.25
cc uj = 0.5
do i = 1,nmax
do h = 1,nmax







do h = 1,nmax
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call velocity(n,v) !generate the velocity grid
call collker(n,v,eta) !generate the collision kernel
tsteps = int(tfin/dt) !set the number of timesteps
drho = 1./rhosteps !set the density step
nfile = 1000 !open the files where the results will be written
do i = 1,9
if (ifprint(i).eq.1) then
write(string,fmt=’(i4)’) i * nfile
open(i,FILE=’new’//string)
write(i, * ) ’ $ DATA=CURVE2D’
write(i, * ) ’ % xlabel = "rho"’
write(i, * ) ’ % markertype = 13’
cc write(i, * ) ’ % xmin = 0.’
cc write(i, * ) ’ % xmax = 1.’
cc if ((i.eq.1).or.(i.eq.2)) then
cc write(i, * ) ’ % ymin = -0.1’
cc write(i, * ) ’ % ymax = 1.1’
cc endif
write(i, * ) ’ % linetype = 0,uj= 0,5,0,75,1,alpha= 1.0,Bj = uj’
cc write(i, * ) ’ % linelabel = ’,i
cc write(i, * ) ’ % grid = on’
if (i.eq.1) then
write(i, * ) ’ % ylabel = "v"’
write(i, * ) ’ % toplabel = "Average velocity"’
endif
if (i.eq.2) then
write(i, * ) ’ % ylabel = "q"’
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write(i, * ) ’ % toplabel = "Average flux"’
endif
if (i.eq.3) then
write(i, * ) ’ % ylabel = "Theta"’
write(i, * ) ’ % toplabel = "Variance of the velocity"’
endif
if (i.eq.4) then
write(i, * ) ’ % ylabel = "v"’
write(i, * ) ’ % toplabel = "Average velocity per rho const"’
endif
if (i.eq.5) then
write(i, * ) ’ % ylabel = "v"’







do mm = 0,rhosteps
call ic(n,f,mm * drho) !generate the initial condition
write( * , * ) ’rho = ’,mm * drho
rho= mm* drho
do m = 1,tsteps ! start to advance in time (Runge-Kutta 4)
call tablegames(n,f,mm,drho,alpha,0.,zeros,A) !comput e k1
call tableau_rk(n,eta,A,f,0.,zeros,k1)
call tablegames(n,f,mm,drho,alpha,dt/2.,k1,A) !comput e k2
call tableau_rk(n,eta,A,f,dt/2.,k1,k2)
call tablegames(n,f,mm,drho,alpha,dt/2.,k2,A) !comput e k3
call tableau_rk(n,eta,A,f,dt/2.,k2,k3)
call tablegames(n,f,mm,drho,alpha,dt,k3,A) !compute k4
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call tableau_rk(n,eta,A,f,dt,k3,k4)
do i = 1,n ! compute the solution for the new timestep
do j = 1,p




cc if ((rho.eq.0.25)) then
cc call plotuqt(n,f,v,m,rho,ifprint)
cc endif





cc compute the macroscopic quantities at the steady state an d
cc write the results on files after close the files
end do
do i = 1,9
if (ifprint(i).eq.1) then




write( * , * ) ’End of job’
write( * , * )
stop
end
cc --------- end of the main program
cc ------------------------------------------------- -------




cc Generate the velocity grid
PARAMETER (nmax = 100)
REAL v(1:nmax)
INTEGER n,i







cc Generate the collision kernel




do h = 1,n
do k = 1,n








cc Generate the initial condition on f























































do j = 1,p
do i = 1,n
soma = soma + f(i,j)
write( * , * ) ’f(i,j)=’,f(i,j),’i=’,i,’j=’,j
end do
end do










cc Distribution (g=1): rho1=pj1 * rho rho2=pj2 * rho and rho3=pj3 * rho
if (g.ge.1) then









f(i,j) = ran1(seed) * (rho1-s)
s = s+f(i,j)
endif
write( * , * ) ’f(1)’, f(i,j),rho1
end do













write( * , * ) ’f(2)’, f(i,j),rho2
end do









f(i,j) = ran1(seed) * (rho3-s)
s = s+f(i,j)
endif
write( * , * ) ’f(3)’, f(i,j),rho3
end do
soma = 0.
do i = 1,n
do j = 1,p
soma = soma + f(i,j)
end do
end do






cc Generate the table of games







rho = mm* drho
if (beta.ne.0) then
sumk = 0.
do i = 1,n




rho = rho+beta * sumk
endif
do uj = 0.5,1.0,0.25
cc uj = 0.5
do h = 1,n
do k = 1,n
do i = 1,n
if (h.lt.k) then
if (i.eq.h) then
A(uj,i,h,k) = 1.-alpha * uj * (1.-rho) * (1.-rho)
elseif (i.eq.h+1) then








A(uj,i,h,k) = alpha * uj * (1.-rho) * (1.-rho)
elseif (i.eq.k) then







A(uj,i,h,k) = alpha * uj * rho * (1.-rho)
elseif (i.eq.h) then
A(uj,i,h,k) = 1.-alpha * uj * (1.-rho)
elseif (i.eq.h+1) then





if ((h.eq.k).and.(h.eq.1)) then !impossible to brake
if (i.eq.h+1) then
A(uj,i,h,k) = alpha * uj * (1.-rho) * (1.-rho)
elseif(i.eq.h) then





if ((h.eq.k).and.(h.eq.n)) then !impossible to accelerat e
if (i.eq.h-1) then
A(uj,i,h,k) = alpha * uj * rho * (1.-rho)
elseif (i.eq.h) then
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cc Compute the Runge-Kutta tableau








do i = 1,n
do j = 1,p











do h = 1,n
do k = 1,n
do l = 1,p






do k = 1,n
do l = 1,p
s = s+eta(i,k) * (f(k,l)+alpha * kv(k,l))
end do
end do








cc Output format for PLOTMTV









do i = 1,n
do j = 1,p !compute the flux and the expected
q = q+v(i) * f(i,j) !value of v 2




u = q/rho !compute the average velocity and its
theta = Ev2/rho-u ** 2 !variance
endif
cc if ((ifprint(4).eq.1).and.(rho.eq.0.25)) then !veloc ity
cc write(4, * ) m,u
cc endif
if ((ifprint(5).eq.1).and.(rho.eq.0.8)) then !velocity
write(5, * ) m,u
write ( * , * ) ’passssssssando’
endif
if (ifprint(6).eq.1) then !flux
write(6, * ) m,q
endif
if ((ifprint(7).eq.1).and.(rho.ne.0)) then !variance






cc Output format for PLOTMTV
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do i = 1,n !compute the flux and the expected
do j = 1,p
q = q+v(i) * f(i,j) !value of v 2




u = q/rho !compute the average velocity and its
theta = Ev2/rho-u ** 2 !variance
endif
if ((ifprint(1).eq.1).and.(rho.ne.0)) then !velocity
write(1, * ) mm* drho,u
endif
if (ifprint(2).eq.1) then !flux
write(2, * ) mm* drho,q
endif
if ((ifprint(3).eq.1).and.(rho.ne.0)) then !variance
















cc p(3) = 0.15q0
sp = 0.0q0
do i = 1, n-1














s = qSQRT(1.0q0 - ro * ro)
if (s .GT. 1.0q-7) then
sp = 0.0q0
do j = 1, n-1
146
z(j) = (x(j) - m)/s
pj = gauss(z(j)) - sp
p(j) = pj
sp = sp + pj
end do





do WHILE (m .gt. x(i))
i = i + 1
end do
p(i) = 1.0
do j = 1, i-1
p(j) = 0.0
end do






REAL* 16 function gauss(x)
cc area sob a curva normal de -infinito ate x
REAL* 16 x
REAL* 16 b(5)/ 0.319381530,-0.356563782, 1.781477937,
- -1.821255978, 1.330274429/,p/0.2316419/,
- c/0.39894228040143267793/,t,y,z,q






t = 1.0/(1.0 + p * y)
z = c * qEXP(-0.5 * y* y)
q = z * t * (b(1) + t * (b(2) + t * (b(3) + t * (b(4) + t * b(5)))))








REAL* 16 function igauss(p)




if (p .LT. 0.5q0) then
q = p
else




x = t - (c(0) + t * (c(1) + t * c(2)))/
- (d(0) + t * (d(1) + t * (d(2) + t * d(3))))







































cc dados do arquivo datin03.txt
cc 6 1.E-2 3e3 100 0.4
cc n dt Tfin rhosteps alpha
cc 1 1 0 0 0 0 0 0 0
cc fprint
Anexo 5:Programa para comparaç̃ao da geraç̃ao de funç̃oes rand̂omicas
(Fortran).
Autores: Adriana Luiza do Prado /Liliana Madalena Gramani / Eloy
Kaviski
cc Last change: ALP 8 Feb 2010 8:18 pm
program veldisc0m
cc Este programa gera os diagramas fundamentais
cc alterado com outras funç ões rand ômicas











write( * , * )
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write( * , * ) ’veldisc0n.f - February 08, 2010’
write( * , * )
open(1,FILE=’datin01.txt’)
read(1, * ) n,dt,tfin,rhosteps,alpha
read(1,’(a4)’) string
read(1, * ) (ifprint(i),i=1,9)
close(1)








do i = 1,nmax
do h = 1,nmax





do h = 1,nmax




call velocity(n,v) !generate the velocity grid
call collker(n,v,eta) !generate the collision kernel
tsteps = int(tfin/dt) !set the number of timesteps
drho = 1./rhosteps !set the density step
151
nfile = 1000 !open the files where the results will be written
do i = 1,9
if (ifprint(i).eq.1) then
write(string,fmt=’(i4)’) i * nfile
open(i,FILE=’de1’//string)
write(i, * ) ’ $ DATA=CURVE2D’
write(i, * ) ’ % xlabel = "rho"’
write(i, * ) ’ % markertype = 13’
write(i, * ) ’ % linetype = 0’
if (i.eq.1) then
write(i, * ) ’ % ylabel = "v"’
write(i, * ) ’ % toplabel = "Average velocity"’
endif
if (i.eq.2) then
write(i, * ) ’ % ylabel = "q"’
write(i, * ) ’ % toplabel = "Average flux"’
endif
if (i.eq.3) then
write(i, * ) ’ % ylabel = "Theta"’




do mm = 0,rhosteps
call ic(n,f,mm * drho) !generate the initial condition
write( * , * ) ’rho = ’,mm * drho
do m = 1,tsteps !start to advance in time (Runge-Kutta 4)
call tablegames(n,f,mm,drho,alpha,0.,zeros,A)!comput e k1
call tableau_rk(n,eta,A,f,0.,zeros,k1)
call tablegames(n,f,mm,drho,alpha,dt/2.,k1,A)!comput e k2
call tableau_rk(n,eta,A,f,dt/2.,k1,k2)
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call tablegames(n,f,mm,drho,alpha,dt/2.,k2,A)!comput e k3
call tableau_rk(n,eta,A,f,dt/2.,k2,k3)
call tablegames(n,f,mm,drho,alpha,dt,k3,A) !compute k4
call tableau_rk(n,eta,A,f,dt,k3,k4)
do i = 1,n ! compute the solution for the new timestep




cc compute the macroscopic quantities at the steady state
cc and write the results on file
end do
do i = 1,9 !close the files
if (ifprint(i).eq.1) then




write( * , * ) ’End of job’
write( * , * )
stop
end
cc ----------------------- end of the main program
cc subroutines and functions
subroutine velocity(n,v)
cc Generate the velocity grid
PARAMETER (nmax = 100)
REAL v(1:nmax)
INTEGER n,i








cc Generate the collision kernel
PARAMETER (nmax = 100)
REAL eta(1:nmax,1:nmax),v(1:nmax)
INTEGER h,k,n
do h = 1,n
do k = 1,n








cc Generate the initial condition on f








do i = 1,n-1
cc era esta










cc Generate the table of games





rho = mm* drho
if (beta.ne.0) then
sumk = 0.
do i = 1,n
sumk = sumk+w(i)
end do
rho = rho+beta * sumk
endif
do h = 1,n
do k = 1,n
do i = 1,n
if (h.lt.k) then
if (i.eq.h) then
A(i,h,k) = 1.-alpha * (1.-rho)
elseif (i.eq.h+1) then








A(i,h,k) = alpha * (1.-rho)
elseif (i.eq.k) then
















if ((h.eq.k).and.(h.eq.1)) then ! impossible to brake
if (i.eq.h+1) then
A(i,h,k) = alpha * (1.-rho)
elseif(i.eq.h) then






if ((h.eq.k).and.(h.eq.n)) then ! impossible to accelerat e
if (i.eq.h-1) then
A(i,h,k) = alpha * rho
elseif (i.eq.h) then












cc Compute the Runge-Kutta tableau





do i = 1,n
s = 0.
do h = 1,n
do k = 1,n






do h = 1,n
s = s+eta(i,h) * (f(h)+alpha * v(h))
end do







cc Output format for PLOTMTV









do i = 1,n !compute the flux and the expected
q = q+v(i) * f(i) !value of v ** 2
Ev2 = Ev2+v(i) ** 2* f(i)
end do
if (rho.ne.0) then
u = q/rho !compute the average velocity and its
theta = Ev2/rho-u ** 2 !variance
endif
if ((ifprint(1).eq.1).and.(rho.ne.0)) then !velocity
write(1,2000) mm * drho,u
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endif
if (ifprint(2).eq.1) then !flux
write(2,2000) mm * drho,q
endif
if ((ifprint(3).eq.1).and.(rho.ne.0)) then !variance
write(3,2000) mm * drho,theta
endif







































cc Geracao de n úmeros pseudo-aleatorios
cc MC[13967501,0,2 ** 31-1;524287] - Gerador do Lahey/Fujitsu Fortran 95
cc REAL* 4 lahey
cc do i = 1, 20









cc Geracao de n úmeros pseudo-aleatorios
cc MC[13967501,0,2 ** 31-1;524287] - Gerador do Lahey/Fujitsu Fortran 95
cc
















cc Geracao de n úmeros pseudo-aleatorios
cc MC[5 ** 15,7261067085,2 ** 35;2 ** 31-1] (Knuth, 1969)
cc Versao: Eloy Kaviski (c2)
cc








cc m = 2** 35, w = 7261067085
equivalence (c,a(1)),(b,a(2)),(y(1),h(1,1)),(m,d(1)) ,(x,g(1))
b = 0
do i = 1, 5












cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,0,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 4 - Divisao alternativa (Kaviski, 1997) (c3)
cc









do i = 1, 6














cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,0,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 8 - Divisao alternativa (Kaviski, 1997)








y = k * y
a(4) = 0
cc Divisao por 2 ** 48
n = y
b(4) = d(4)






cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,0,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 8 - Divisao convencional (c4)
cc





cc m = 2** 48
equivalence (y,a(1)),(m,d(1))
cc Geracao
y = k * y
a(4) = 0






cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,0,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 4 - Divisao alternativa (Kaviski, 1997)











do i = 1, 6









cc Geracao de n úmeros pseudo-aleatorios - Siemens 7760
cc MC[11133510565745309,0,2 ** 56;3203431780337] (Ahrens e Dieter,1988)
cc Versao: Eloy Kaviski (c5)
REAL* 4 function rsieml()
cc y = 3203431780337











do i = 1, 7










cc Geracao de n úmeros pseudo-aleatorios - CRAY-X-MP
cc MC[44485709377909,0,2 ** 48;3203431780337] (Anderson, 1990)
cc Versao: Eloy Kaviski
cc Versao: Divisao alternativa (Kaviski, 1997) (c6)










do i = 1, 6










cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,2178281829,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 4 - Divisao alternativa (Kaviski, 1997) (c7)










do i = 1, 6














cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,2178281829,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 8 - Divisao alternativa (Kaviski, 1997)









y = k * y + w
a(4) = 0
cc Divisao por 2 ** 48
n = y
b(4) = d(4)





cc Geracao de n úmeros pseudo-aleatorios - CDC-6500/6600
cc MC[31623,2178281829,2 ** 48;3203431780337] (Phillips, Ravindran e
cc Solberg, 1976)
cc Versao: Eloy Kaviski
cc Versao: I * 8 - Divisao convencional (c8)
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cc m = 2** 48
equivalence (y,a(1)),(m,d(1))
cc Geracao
y = k * y + w
a(4) = 0






cc Geracao de n úmeros pseudo-aleatorios - IBM-370
cc MC[16807,0,2 ** 31-1;524287] (Lewis, Goodman e Miller, 1969)
cc Versao: Park e Miller (1988)







y = k * l - r * h







cc Geracao de n úmeros pseudo-aleatorios - IBM-370
cc MC[16807,0,2 ** 31-1;524287] (Lewis, Goodman e Miller, 1969)
cc Versao: IMSL (1978) - Nome original: ggubfs (c9)










cc Geracao de n úmeros pseudo-aleatorios - IBM-370
cc MC[65539,0,2 ** 31;524287] (IBM, 1972)
cc Versao: IBM (1972) - Nome original: randu (c10)
REAL* 4 function randu1()
INTEGER* 4 y/524287/,m/2147483647/
REAL* 8 mr/2147483647.0/
y = 65539 * y






cc Geracao de n úmeros pseudo-aleatorios - IBM-370
cc MC[65539,0,2 ** 31;524287] (IBM, 1972)
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cc Versao: Eloy Kaviski













cc Geracao de n úmeros pseudo-aleatorios
cc SR[15,17,32;524287] (Anderson, 1990)
cc Versao: Eloy Kaviski
cc Versao: Divisao alternativa (kaviski, 1997) (c11)















cc Geracao de n úmeros pseudo-aleatorios
cc LF[55,31,1e9,-;ma(1:55)] (Knuth, 1969)
cc Versao: Press e outros (1992) - Nome: ran3
cc Adotado para uso em DSMC, por Bird (1994), com o nome: rf (c1 2)











do 50 i = 1, 54
ii = mod(21 * i,55)
ma(ii)= mk
mk = mj - mk
if (mk .lt. mz) mk = mk + mbig
mj = ma(ii)
50 continue
do 100 k = 1, 4
do 60 i = 1, 55
ma(i) = ma(i) - ma(1+mod(i+30,55))







200 inext = inext + 1
if (inext .eq. 56) inext = 1
inextp = inextp + 1
if (inextp .eq. 56) inextp = 1
mj = ma(inext) - ma(inextp)
if (mj .lt. mz) mj = mj + mbig
ma(inext) = mj
ranmpb = mj * fac





cc Geracao de n úmeros pseudo-aleatorios
cc {MC[1364,0,1500419;1]+MC[1528,0,1400159;3]} mod 1 (S haripov, 2002)
cc Versao: Eloy Kaviski rcomb(c13)
REAL* 8 function rcomb()
INTEGER* 4 x/1/,y/3/
x = MOD(x* 1364,1500419)
y = MOD(y* 1528,1400159)
rcomb = 0.6664804964479922d-6 * x + 0.7142046010488808d-6 * y
if (rcomb .ge. 1.0d0) then






cc Inicializador do gerador RANLUX (LUXury RANdom numbers)
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cc L üscher (1994), James (1994), Shchur e Butera (1998)














i = r - 1
j = r - s - 1
n = 0
c = c0
if (ip .ge. r) then
p = ip
else
if (ip .lt. 0) ip = 0
if (ip .gt. 4) ip = 4
p = pp(ip)
end if






do l = 1, r-1
x(l) = mod(k * x(l-1),m)
end do
do l = 0, r-1
y = x(l)/mr






cc Gerador RANLUX (LUXury RANdom numbers)
cc L üscher (1994), James (1994), Shchur e Butera (1998)
cc Versao: Eloy Kaviski ranlux(c14)





do WHILE (n .le. p)
if (i .lt. r-1) then




if (j .lt. r-1) then




n = n + 1
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x(i) = x(j) - x(i) - c
if (x(i) .lt. 0) then





if( n .gt. p ) n = 1
if( n .le. r ) then








cc Geracao de n úmeros normais com media 0 e vari ância 1
cc Metodo de Box e M üller
cc Versao: sem calculo de senos e cossenos (Press e outros, 19 92) (c15)
REAL* 8 function norbm()
REAL* 8 v1/0.0/,v2/0.0/,f/0.0/,r,ranmul
logical * 1 t/.true./
if (t) then
10 v1 = 2.0 * ranmpb() - 1.0
v2 = 2.0 * ranmpb() - 1.0
r = v1 * v1 + v2 * v2
if (r .gt. 1.0) go to 10
f = sqrt(-2.0 * log(r)/r)











cc Geracao de variaveis aleatorias Poisson com par âmetro lambda








do WHILE (f .LT. c)
x = x + 1
a = a* lambda/x







cc Logaritmo da Funcao Gama de xx (Press e outros, 1992)





x = xx - 1.0
tmp = x + 5.5
tmp = (x + 0.5) * log(tmp) - tmp
ser = 1.0 + 76.18009173/(x+1.0) - 86.50532033/(x+2.0) +
- 24.01409822/(x+3.0) - 1.231739516/(x+4.0) +
- 0.120858003e-2/(x+5.0) - 0.536382e-5/(x+6.0)






cc 6 1.E-2 3e3 100 1.
cc n dt Tfin rhosteps alpha
cc 1 1 0 0 0 0 0 0 0
cc fprint
