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HARNACK INEQUALITIES FOR DEGENERATE DIFFUSIONS
CHARLES L. EPSTEIN AND CAMELIA A. POP
Abstract. We study various probabilistic and analytical properties of a class of degenerate
diffusion operators arising in Population Genetics, the so-called generalized Kimura diffusion
operators [8, 9, 6]. Our main results is a stochastic representation of weak solutions to a degenerate
parabolic equation with singular lower-order coefficients, and the proof of the scale-invariant
Harnack inequality for nonnegative solutions to the Kimura parabolic equation. The stochastic
representation of solutions that we establish is a considerable generalization of the classical results
on Feynman-Kac formulas concerning the assumptions on the degeneracy of the diffusion matrix,
the boundedness of the drift coefficients, and on the a priori regularity of the weak solutions.
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1. Introduction
Generalized Kimura diffusion operators are a class of degenerate elliptic operators arising
in Population Genetics as the infinitesimal generators of continuous limits of Markov chains
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[21, 22, 34, 10, 20]. A thorough study of the parabolic equations defined by generalized Kimura
operators was initiated by C. Epstein and R. Mazzeo in [8, 9], where the authors construct
anisotropic Ho¨lder spaces to prove existence, uniqueness and optimal regularity of solutions to the
parabolic Kimura equation. In general, Kimura operators act on functions defined on manifolds
with corners [9, §2.1]. Let Sn,m := Rn+ × Rm, where R+ := (0,∞), n and m are nonnegative
integers such that n +m ≥ 1. In adapted local coordinates, z = (x, y) ∈ Sn,m, the generalized
Kimura operator takes the form
L̂u =
n∑
i=1
(
xiuxixi + b̂i(x, y)uxi
)
+
n∑
i,j=1
xixj âij(x, y)uxixj
+
n∑
i=1
m∑
l=1
xiĉil(x, y)uxiyl +
m∑
k,l=1
d̂kl(x, y)uykyl +
m∑
l=1
êl(x, y)uyl , ∀u ∈ C2(Sn,m),
(1.1)
in a neighborhood (0, 0). The main feature of the operator L̂ is that it is not strictly elliptic as we
approach the boundary of the domain Sn,m, because the smallest eigenvalue of the second-order
coefficient matrix tends to 0 at a rate proportional to the distance to the boundary of the domain.
For this reason, the signs of the coefficient functions b̂i(z) along ∂Sn,m play a crucial role in the
regularity of solutions; we always assume that the drift coefficients b̂i(z) are positive functions
along ∂Sn,m. The precise technical conditions imposed on the coefficients of the operator L̂ in
our article are described in Assumption 7.1.
The initial motivation of our article was to prove that nonnegative solutions to the parabolic
equation defined by generalized Kimura operators,
ut − L̂u = 0 on (0,∞) × Sn,m, (1.2)
satisfy a scale-invariant Harnack inequality, (7.23). We prove this result in Theorem 7.8. A
different proof, based on Moser’s iteration method [27, 28], is given in [6] to establish the Harnack
inequality of nonnegative solutions to the Kimura parabolic equation (1.2). In this paper our
method of the proof is based on a probabilistic technique due to K.-T. Sturm. In [36], Sturm
establishes the Harnack inequality for operators that can be viewed as lower-order perturbations
of a model operator for which a Harnack inequality is known to hold. Adapting this idea to
our framework, we view the generalized Kimura operator L̂ defined in (1.1), as a “lower-order”
perturbation of an operator L considered in [6]. The operator L takes the form
Lu =
n∑
i=1
(xiaiiuxixi + biaiiuxi) +
n∑
i,j=1
xixj a˜ijuxixj +
n∑
i=1
m∑
l=1
2xiciluxiyl +
m∑
k,l=1
dlkuylyk
+
n∑
i=1
xi
∂xiaii + n∑
j=1
(
a˜ij + δij a˜ii + xj∂xj a˜ij + a˜ij(bj − 1)
)
+
m∑
l=1
∂ylcil
uxi
+
n∑
i=1
xi
 n∑
j=1
(
∂xibj +
n∑
k=1
xka˜ik∂xkbj +
m∑
l=1
cil∂ylbj
)
lnxj
uxi
+
m∑
l=1
 n∑
i=1
(xi∂xicil + bicil) +
m∑
k=1
∂ykdlk +
n∑
j=1
(
n∑
i=1
xicil∂xibj +
m∑
k=1
dlk∂ykbj
)
lnxj
uyl ,
(1.3)
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where u ∈ C2(Sn,m), and δij denotes the Kronecker delta symbol. The main difference between
the standard Kimura diffusion operator L̂, defined in (1.1), and the singular Kimura diffusion
operator L, defined in (1.3), is the addition of singular drift coefficients of logarithmic-type in
the definition of the operator L. The remaining technical conditions satisfied by the coefficients
of the operator L are described in Assumption 2.1.
If L̂ is a standard Kimura diffusion, with weights {bi(x; y)} that are non-constant along some
boundary components, then the natural representation of the dual operator L̂t acting on wdµ
includes a first order tangent vector field with logarithmically divergent coefficients. It is therefore
inevitable that such singular terms be considered. The particular choice of the operator L in [6]
and in our work, is also motivated by the fact that it can be written in divergence form, that is,
for all u, v ∈ C2c (S¯n,m), we have that
− (Lu, v)L2(Sn,m;dµ) = Q(u, v),
where the weighted Sobolev space L2(Sn,m; dµ) consists of measurable functions, u : Sn,m → R,
that are L2-integrable with respect to the measure dµ(z), defined by
dµ(z) :=
(
n∏
i=1
x
bi(z)−1
i
)
dz, ∀ z = (x, y) ∈ Sn,m, (1.4)
and the symmetric bilinear form, Q(u, v), is given by
Q(u, v) :=
∫
Sn,m
 n∑
i=1
xiaii(z)uxivxi +
n∑
i,j=1
xixj a˜ij(z)uxivxj
+
n∑
i=1
m∑
l=1
xicil(z) (uxivyl + uylvxi) +
m∑
l,k=1
dlk(z)uylvyk
 dµ(z).
(1.5)
Singular Kimura diffusion operators of the form (1.3) have been studied by C. Epstein and R.
Mazzeo in [8, 6], where the authors establish that nonnegative solutions to the parabolic equation
defined by the singular Kimura operator L satisfy the scale-invariant Harnack inequality ([6,
Theorem 4.1]) and are Ho¨lder continuous with respect to a suitable distance function defined
in §3 ([6, Corollary 4.1]), and they prove supremum and infimum estimates of the fundamental
solution associated to the operator L ([6, Corollaries 4.3 and 4.4]). The Harnack inequality and
the supremum estimates of the fundamental solution of the operator L motivate our choice to
view L as the model operator, and L̂ as the lower-order perturbation of L in applying Sturm’s
approach [36] to prove the Harnack inequality for the operator L̂.
The difficulty in applying Sturm’s method to our framework is due to the fact that Harnack’s
inequality has to be satisfied by solutions of the parabolic equation defined by the operator L,
ut − Lu = 0 on (0,∞) × Sn,m, (1.6)
that satisfy a suitable stochastic representation give by (1.13), as opposed to weak solutions to
the equation (1.6), defined in §2. To explain the difference between weak solutions and solutions
satisfying a suitable stochastic representation, we introduce the two concepts.
Let Ω ⊆ Sn,m be an open set, and let I := (t1, t2) ⊂ R+. We consider the inhomogeneous
initial-value problem,
ut − Lu = g on I × Ω,
u = f on {t1} ×Ω. (1.7)
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Following [37, §1.4 A], [11, §7.1.1 b.], [5, Theorem 10.9], we define the notion of a weak solution
as follows.
Definition 1.1 (Weak solution). Let f ∈ H and g ∈ L2(I,F∗). A function u ∈ F(I × Ω) is a
solution to the inhomogeneous initial-value problem (1.7) if
1. For all v ∈ F(I × Ω), we have that∫
I
Q(u(t), v(t)) dt +
∫
I
(
du(t)
dt
, v(t)
)
dt =
∫
I
(g(t), v(t)) dt, (1.8)
where (·, ·) denotes the dual pairing of F∗ and F .
2. The initial condition is satisfied in the H-sense, that is
‖u(t)− f‖H → 0 as t ↓ t1. (1.9)
The technical definitions of the weighted Sobolev spaces H and F , and of the dual space F∗ are
given in §2. We prove in §2, that the unique weak solution, u ∈ F(I × Ω), to the homogeneous
initial-value problem (1.7) with f ∈ H and g ≡ 0 generates a strongly continuous semigroup,
{TΩt }t≥0, such that
u(t+ t1) = T
Ω
t f, ∀ t ∈ [0, t2 − t1]. (1.10)
From [6, Theorem 4.1], we know that Harnack’s inequality holds for nonnegative weak solutions
to the parabolic equation (1.6).
To introduce the version of Harnack’s inequality needed for our proof of Theorem 7.8, we first
need to define the singular Kimura stochastic differential equation associated to the operator L:
dXi(t) =
gi(Z(t)) +Xi(t) n∑
j=1
fij(Z(t)) lnXj(t)
 dt+√Xi(t) n+m∑
j=1
σij(Z(t)) dWj(t),
dYl(t) =
el(Z(t)) + n∑
j=1
fl+n,j(Z(t)) lnXj(t)
 dt+ n+m∑
j=1
σl+n,j(Z(t)) dWj(t),
(1.11)
for all i = 1, . . . , n and l = 1, . . . ,m. The coefficients of the stochastic differential equation
(1.11) are related to the coefficients of the operator L through identities (6.1). The existence and
uniqueness of weak solutions to the Kimura equation (1.11) that satisfy the Markov property is
established in [32, Theorems 3.4 and 3.8]. Denote Q := (t1, t2)× Ω, and let
ðQ := ([t1, t2]× ∂1Ω) ∪ ({t1} × Ω) , (1.12)
where ∂1Ω := ∂Ω∩Sn,m. We can now state the Harnack inequality satisfied by functions defined
through a stochastic representation:
Theorem 1.2 (Stochastic representation and the Harnack inequality). There is a positive con-
stant, K0, such that the following hold. Let g ∈ C(ðQ) be a nonnegative function, and let u be
the function defined by the stochastic representation
u(t, z) := EPz [g(t− (t− t1) ∧ τΩ), Z((t − t1) ∧ τΩ))] , ∀ (t, z) ∈ Q¯, (1.13)
where τΩ denotes the stopping time
τΩ := inf{t ≥ 0 : Z(t) /∈ Ω}.
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Then the function u satisfies the scale-invariant Harnack inequality, that is, for all (t0, z0) ∈ Q¯
and r > 0 such that Q2r(t
0, z0) ⊂ Q, we have that
ess sup
Qr(t0−2r2,z0)
u ≤ K0 ess inf
Qr(t0,z0)
u, (1.14)
where the parabolic cylinder Qr(t
0, z0) is defined in (6.19).
The first part of our article, §2 - §6, is dedicated to proving Theorem 1.2. This is the key
ingredient, which allows us in Theorem 7.8, to apply Sturm’s probabilistic argument to prove the
scale-invariant Harnack inequality for the standard Kimura operator L̂. An intermediary result
of independent interest is Theorem 1.3, where we prove that the unique weak solution, in the
sense of Definition 1.1, to the homogeneous initial-value problem (2.12), defined by the singular
Kimura operator L, satisfies a Feynman-Kac formula.
Theorem 1.3 (Connection between the semigroup {TΩt }t≥0 and Markov solutions to (1.11)). Let
z ∈ S¯n,m. Let {Z(t) : Z(0) = z}t≥0 be the unique weak solution satisfying the Markov property
to the singular Kimura stochastic differential equation (1.11), with initial condition Z(0) = z.
Then, given any bounded, Borel measurable function, f : Ω→ R, we have that(
TΩt f
)
(z) = EPz
[
f(Z(t))1{t<τΩ}
]
, ∀ t ≥ 0, (1.15)
where Pz is the probability distribution of the process {Z(t)}t≥0.
Assume that f ∈ L2(Ω; dµ) ∩ L∞(Ω) and g ≡ 0 in Definition 1.1 of the initial-value problem
(2.12). Then Lemma 2.3 and Theorem 1.3 show that the unique weak solution, u ∈ F((0, T )×Ω),
to the homogeneous initial-value problem (1.7) admits the stochastic representation,
u(t, z) = EPz
[
f(Z(t))1{t<τΩ}
]
, ∀ (t, z) ∈ (0, T ) ∈ Ω. (1.16)
The stochastic representation (1.15) of weak solutions is a considerable generalization of classical
results on stochastic representations concerning the assumptions on the degeneracy of the diffusion
matrix, the boundedness of the drift coefficients, and on the a priori regularity of the weak
solutions. A more detailed comparison between the classical results on stochastic representation
of solutions relevant to our work and Theorem 1.3 is given in §1.2.
1.1. Outline of the article. In §2 - §6, we prove various results concerning the singular Kimura
differential operator L defined in (1.3). In §6, we prove Theorem 1.3 which establishes the
stochastic representation of weak solutions to the initial-value problem (2.12) defined by the
singular Kimura operator L, and we prove Theorem 1.2 which contains the Harnack inequality
satisfied by functions defined by the stochastic representation (1.13). In §7, we apply Theorem
1.2 to the proof of the Harnack inequality for nonnegative solutions to the parabolic equation
defined by the standard Kimura operator L̂ given by (1.1). The main results of §7 are Theorems
7.7 and 7.8.
We begin in §2 by introducing the parabolic problem defined by the singular Kimura operator
L on subdomains Ω of Sn,m, and the notion of weak solution in Definition 1.1. We prove the
existence and uniqueness of weak solutions in suitable weighted Sobolev spaces, and we show
that the weak solutions to the homogeneous initial-value problem (2.12) generate a strongly
continuous, contraction semigroup on L2(Ω; dµ), {TΩt }t≥0. Sections §3 - §6 contain the gradual
construction of a continuous Markov process, {Z(t)}t≥0, associated to the semigroup {TΩt }t≥0
(Theorem 1.3), satisfying the property that it is the unique Markovian solution to the singular
Kimura stochastic differential equation (1.11).
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In §3, with the aid of the results obtained in [6], we establish properties of the fundamental
solution of the singular Kimura operator L in Lemmas 3.1 and 3.2, which we then use in §4 to
construct a continuous Markov process associated to the semigroup {TΩt }t≥0, which is defined
initially only at nonnegative dyadic time points (Lemma 4.3). In §3.1, we make use of the supre-
mum estimates (3.18) of the fundamental solution of the operator L established in [6, Corollary
4.3], to derive Lq and Ho¨lder distribution estimates of the fundamental solution in Lemmas 3.6
and 3.7, respectively. The Ho¨lder estimates of the fundamental solution are used in §4 to extend,
by continuity, the Markov process constructed Lemma 4.3 from nonnegative dyadic time points
to all nonnegative times, obtaining a continuous Markov process with values in Ω¯ associated to
the semigroup {TΩt }t≥0 (Proposition 4.1).
In §5, we formulate in Definition 5.1 the local martingale problem associated to the operator L
on subdomains Ω of Sn,m. Using the L
q-estimates of the fundamental solution and the existence
of a continuous Markov process associated to the semigroup {TΩt }t≥0, established in Proposition
4.1, we prove existence of solutions to the local martingale problem in Proposition 5.3. The
solutions to the local martingale problem associated to the operator L on subdomains Ω ⊆ Sn,m
give us in Proposition 6.1, the existence of solutions to the singular Kimura stochastic differential
equation (1.11) associated to the semigroup {TΩt }t≥0. The process we construct in Proposition
6.1 is stopped at the first time it hits the non-degenerate boundary of the domain, ∂1Ω, defined
in (2.9). This is not sufficient for our purposes, because we want to establish the connection
between the semigroup {TΩt }t≥0 and the solutions to the singular Kimura stochastic differential
equation (1.11) that live on S¯n,m, as opposed to being stopped on ∂1Ω. This result is proved in
Theorem 1.3 using a patching argument due to Stroock and Varadhan described in [35, Theorem
6.1.2], and the uniqueness of Markovian solutions to the singular Kimura stochastic differential
equation (1.11), established in [32, Theorem 3.8].
In §7, we give in Theorem 7.8 the proof of the scale-invariant Harnack inequality for the
standard Kimura diffusion operator L̂. This requires us to introduce in Definition 7.5 the notion
of a probabilistic solution to the parabolic differential equation defined by the operator L̂. To
motivate the definition of the probabilistic solution, we describe in §7.2 the probabilistic relation
between the standard Kimura operator L̂ and the singular Kimura operator L, via Girsanov’s
Theorem [19, Theorem 3.5.1]. Notice that unlike the definition of the probabilistic solution in [36,
p. 596], we assume that our probabilistic solution in Definition 7.5, is continuous, as opposed to
only Borel measurable, since the expression inside the expectation in identity (7.20) is evaluated
at points on the boundary of a cylinder, which is a set of measure zero. In Lemma 7.4, we justify
that the unique solutions in anisotropic Ho¨lder spaces to the homogeneous initial-value problem
(7.2) (g ≡ 0) defined by the operator L̂ obtained in [9], are probabilistic solutions in the sense of
Definition 7.5, and so, in particular, they satisfy the scale-invariant Harnack inequality, (7.23).
1.2. Comparison with previous research. Moser’s classical articles [28, 29, 30], which es-
tablish Harnack’s inequality of nonnegative solutions to parabolic equations defined by strictly
elliptic differential operators in divergence form, have been extended to a broad class of degener-
ate parabolic differential operators in divergence form in a number of works such as [6, Theorem
4.1], [12, Lemma 2.3.5], [23, Theorem 2.13], [25, Theorem 2.13], [38], [14, Theorem 1.24], among
others. Using completely different methods, Harnack’s inequality for strictly elliptic parabolic
equations with bounded coefficients in non-divergence form has been establish in works such as
[13, Theorem 3.1], [24, Theorem 4.2.1] and [36, Theorem 1]. The framework of our scale-invariant
Harnack inequality (Theorem 7.8) differs from the aforementioned results in that the generalized
Kimura diffusion operator L̂ is not strictly elliptic and has unbounded first-order coefficients.
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While the stochastic representation of weak solutions to the homogeneous initial-value problem
(2.12) obtained in Theorem 1.3, is an auxiliary result in our article, it is a considerable gener-
alization of classical results concerning Feynman-Kac formulas, which we now briefly review. In
[36, Theorem 4], the author proves stochastic representations of solutions to parabolic equations
defined by operators that are strictly elliptic and have bounded coefficients. Let Q := (0, T )×Ω,
where Ω ⊆ RN , N ∈ N, and T > 0. The solutions considered in [36, Theorem 4] are assumed
to belong to the Sobolev space H1,2p (Q), which consists of functions u : Q → R in Lp(Q), with
the property that the distributional derivatives ut, uxi and uxixj also belong to L
p(Q), where
p > 1 + N . Notice that Morrey’s embedding theorem [11, Theorem 5.6.4], [1, Theorem 5.4 C’]
and the condition that p > 1 + N imply that the functions u ∈ W 1,2p (Q) are Ho¨lder continuous
on Q¯. Comparing this result with our stochastic representation in Theorem 1.3, we see that the
diffusion matrix of the Kimura operator L is not strictly elliptic, the drift coefficients are not
bounded because they have logarithmic singularities as we approach the boundary of the domain
Sn,m, and our weak solutions belong to the weighted Sobolev space F(Q) defined in §2, and thus,
have less regularity than functions in W 1,2p (Q). In particular, Morrey’s embedding theorem does
not necessarily hold and we know nothing about the regularity of the second-order spatial deriva-
tives of the weak solutions. Thus, we cannot apply Itoˆ’s rule and the approximation argument
used in the proof of [36, Theorem 4] to establish Theorem 1.3. Instead, we adopt a completely
different approach outlined in §1.1 in more detail. Similar stochastic representation formulas
to [36, Theorem 4] are established in [4, Theorems 2.7.3 and 2.7.4] and [33, §II.3]. Stochastic
representation formulas for solutions to a degenerate parabolic problem arising in Mathematical
Finance are established in [15, Theorems 1.14, 1.15 and 1.17].
1.3. Notations and conventions. Let N := {0, 1, 2, . . .}. For all n,m and k positive integers,
and U ⊂ Rn an open set, we denote by Ck(U ;Rm) the set of functions u : U → Rm that are k
times continuously differentiable on U . We let Ck(U¯ ;Rm) be the set of functions u : U¯ → Rm
that are k times continuously differentiable on U¯ , such that the norm
‖u‖Ck(U¯ ;Rm) :=
∑
α∈Nn
|α|≤k
‖Dαu‖C(U¯ ;Rm) <∞,
where |α| = α1 + . . .+ αn, for all α = (α1, . . . , αn) ∈ Nn.
Let a, b ∈ R. We denote a ∧ b := min{a, b} and a ∨ b := max{a, b}.
2. Inhomogeneous initial-value problems and semigroups
In this section, we begin by stating the conditions satisfied by the coefficients of the singular
Kimura operator L given by (1.3), in Assumption 2.1. We then introduce in Definition 1.1
the notion of weak solution to the parabolic problem defined by the singular Kimura operator,
and we recall in Lemmas 2.3 and 2.4 the existence and uniqueness results for weak solutions to
homogeneous and inhomogeneous initial-value problems defined by L, respectively.
We begin by stating the assumptions on the coefficients of the singular Kimura diffusion oper-
ator L defined in (1.3). For a set of indices, I ⊆ {1, . . . , n}, we denote
MI := {z = (x, y) ∈ Sn,m : xi ∈ (0, 1) for all i ∈ I, and xj ∈ [1,∞) for all j ∈ Ic} , (2.1)
where we let Ic := {1, . . . , n}\I. We make the following assumptions about the coefficients of the
bilinear form Q(u, v) given by (1.5).
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Assumption 2.1 (Coefficients of the operator L). There are positive constants, b¯, δ and K, such
that
1. The coefficient matrix functions diag(aii(z)), (a˜(z)) and (c(z)) are chosen such that, for
all z ∈ M¯{1,...,n}, ξ ∈ Rn and η ∈ Rm, we have that
δ
(|ξ|2 + |η|2)
≤
n∑
i=1
aii(z)ξ
2
i +
n∑
i,j=1
√
xixj a˜ij(z)ξiξj + 8
n∑
i=1
m∑
l=1
√
xicil(z)ξiηl + 4
m∑
l,k=1
dlk(z)ηlηk
≤ K (|ξ|2 + |η|2) .
(2.2)
Compare condition (2.2) with [6, Condition (33)] and [6, Definitions (3) and (6)] of the
bilinear form.
2. Let I $ {1, . . . , n}. For all z ∈ M¯I , we assume that
xjajj(z) = 1, ∀ j ∈ Ic,
a˜ij(z) = 0, ∀ i, j = 1, . . . , n,
cil(z) = 0, ∀ i = 1, . . . , n, ∀ l = 1, . . . ,m,
dlk(z) = δlk, ∀ l, k = 1, . . . ,m,
(2.3)
where we recall that δlk denotes the Kronecker delta symbol.
3. Let I $ {1, . . . , n}. For all z ∈ M¯I , we assume that
δ ≤ aii(z) ≤ K, ∀ i ∈ I. (2.4)
4. The coefficients functions bi(z) satisfy, for all i = 1, . . . , n,
bi(z) ≥ b¯ > 0, ∀ z ∈ ∂Sn,m ∩ {xi = 0}, (2.5)
|bi(z)| ≤ K, ∀ z ∈ S¯n,m, (2.6)
bi(z) = 1, ∀ z ∈M c{1,...,n}. (2.7)
5. The coefficient functions aii(z), a˜ij(z), bi(z), cik(z), dkl(z) are smooth and bounded func-
tions on S¯n,m, for all i, j = 1, . . . , n, and all k, l = 1, . . . ,m.
Remark 2.2 (Remarks on Assumption 2.1). Conditions (2.3) and (2.7) imply that for all sets of
indices I $ {1, . . . , n}, and functions u, v ∈ C2c (MI), the quadratic form Q(u, v) given by (1.5),
takes the particular form:
Q(u, v) =
∫
Sn,m
∑
i∈I
xiaii(z)uxivxi +
∑
j∈Ic
uxjvxj +
m∑
l=1
uylvyl
 dz.
On the other hand, when I = {1, . . . , n}, the bilinear form Q(u, v) takes the more general form
(1.5), for all functions u, v ∈ C2c (MI). Thus, conditions (2.2), (2.5) and (2.6) imply that the
coefficients of the bilinear form satisfy natural assumptions on the open set M{1,...,n}. This
suffices for our purposes, because our goal is to establish analytical properties of solutions in a
neighborhood of (0, 0) ∈ S¯n,m, since the analytical properties of solutions away from the boundary
of Sn,m are standard results in the literature.
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Let now Ω ⊆ Sn,m be an open set, and denote
∂0Ω := int (∂Ω ∩ ∂Sn,m) , (2.8)
∂1Ω := ∂Ω ∩ Sn,m, (2.9)
Ω := Ω ∪ ∂0Ω. (2.10)
Let I = (t1, t2) be an open, bounded interval in R. To formulate the notion of weak solution and
prove existence and uniqueness of solutions to the inhomogeneous initial-value problem (1.7), we
first need to introduce suitable function spaces. We follow [37, §1.3 A], and denote for simplicity
H := L2(Ω; dµ). We let H10 (Ω; dµ) be the closure of smooth functions with compact support in
Ω, C1c (Ω), with respect to the norm,
‖u‖H1(Ω;dµ) :=
(
Q(u, u) + ‖u‖2H
)1/2
.
For consistency with [37, §1.3 A], we let F := H10 (Ω; dµ). Let C(I¯ ,H) be the space of continuous
functions, u : I¯ →H, endowed with the norm
‖u‖C(I¯ ,H) := sup
t∈I¯
‖u(t)‖H <∞.
The space of functions C(I¯ ,F) is defined similarly to C(I¯ ,H) by simply replacing the space H
with F in the preceding definition. We let L2(I,F) denote the space of measurable functions, u,
on I ×Ω endowed with the norm,
‖u‖L2(I,F) :=
(∫
I
‖u(t)‖2F dt
)1/2
<∞.
Let F∗ denote the dual space of F . We let H1(I,F∗) be the space of functions, u, such that
u ∈ L2(I,F∗) and the distributional time derivative, dudt , also belongs to L2(I,F∗). We endow
the space H1(I,F∗) with the norm(∫
I
(
‖u(t)‖2F∗ +
∥∥∥∥du(t)dt
∥∥∥∥2
F∗
)
dt
)1/2
<∞.
Finally, we let
F(I ×Ω) := L2(I,F) ∩H1(I,F∗).
We recall from [37, p. 285] that we have
F(I × Ω) ⊂ C(I¯ ,H). (2.11)
From [37, Proposition 1.2], we have the following existence and uniqueness of weak solutions to
the homogeneous initial-value problem
Lemma 2.3 (Existence and uniqueness of solutions to the homogeneous problem). [37, Propo-
sition 1.2], [26, Theorem 3.4.1 and Remark 3.4.3], [5, Theorem 10.9] Let f ∈ H and I = (t1, t2).
There is a unique weak solution, u ∈ F(I × Ω), to the homogeneous initial-value problem
ut − Lu = 0 on I ×Ω,
u = f on {t1} × Ω. (2.12)
It is shown in [37, Property (1.19)] that the unique weak solution, u, to the homogeneous
initial-value problem with initial condition f ∈ H, has the property that
[0,∞) ∋ t 7→ ‖u(t)‖H is non-increasing. (2.13)
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The uniqueness statement in Lemma 2.3, the inclusion relation (2.11), and property (2.13) show
that there is a strongly continuous, contraction semigroup on H, {TΩt }t≥0, such that the unique
weak solution, u, to the homogeneous problem with initial condition f ∈ H, can be represented
in the form (1.10). Using Lemma 2.3 and Duhamel’s principle, we obtain the existence and
uniqueness of a weak solution to the inhomogeneous initial-value problem (1.7).
Lemma 2.4 (Existence and uniqueness of solutions to the inhomogeneous problem). [26, The-
orem 3.4.1 and Remark 3.4.3], [5, Theorem 10.9] Let f ∈ H and g ∈ L2(I,H). Then there is a
unique weak solution, u ∈ F(I × Ω), to the inhomogeneous initial-value problem (1.7), and we
have that
u(t+ t1) = T
Ω
t f +
∫ t
0
TΩt−sg(s+ t1, ·) ds, ∀ t ∈ [0, t2 − t1]. (2.14)
Proof. To prove the conclusion of the lemma, we start from the representation (2.14) and show
that the function on the right-hand side belongs to F(I×Ω) and solves the inhomogeneous initial-
value problem (1.7), by using Lemma 2.3 and energy estimates [11, Theorem 2, §7.1.2]. 
3. Properties of the fundamental solution
We begin by summarizing the properties of the semigroup {TΩt }t≥0 constructed in §2:
1. It is strongly continuous on L2(Ω; dµ): for all f ∈ L2(Ω; dµ), the map [0,∞) ∋ t 7→ TΩt f ∈
L2(Ω; dµ) is continuous.
2. It is a contraction semigroup:
‖TΩt f‖L2(Ω;dµ) ≤ ‖f‖L2(Ω;dµ), ∀f ∈ L2(Ω; dµ). (3.1)
3. It has the semigroup property: for all s, t ≥ 0, we have that TΩt+s = TΩt TΩs .
4. It has the symmetry property [37, Lemma 1.5]: for all f, g ∈ L2(Ω; dµ), we have that∫
Ω
(TΩt f)g dµ =
∫
Ω
f(TΩt g) dµ. (3.2)
In this section we prove the existence of the fundamental solution, pΩ(t, z0, z), associated to
the semigroup {TΩt }t≥0, and we prove some of its regularity properties which are used extensively
in the sequel. In §3.1, we prove distribution estimates for the fundamental solution. The Lq-
distribution estimates in Lemma 3.6 are used in Proposition 5.3 to establish existence of solutions
to the stopped martingale problem associated to the operator L (Definition 5.1), while the Ho¨lder
estimates of the fundamental solution in Lemma 3.7 are used in Proposition 4.1 to construct a
continuous Markov process associated to the semigroup {TΩt }t≥0.
We start with the following
Lemma 3.1 (Measurability of the fundamental solution). There is a measurable function, pΩ :
(0,∞) × Ω× Ω→ [0,∞), such that
pΩ(t, z, ·) ∈ L2(Ω; dµ), ∀ (t, z) ∈ (0,∞) ×Ω, (3.3)
and we have that(
TΩt f
)
(z) =
∫
Ω
pΩ(t, z, w)f(w) dµ(w), ∀ (t, z) ∈ (0,∞) × Ω, ∀ f ∈ L2(Ω; dµ). (3.4)
Because of the particular degeneracy of the diffusion matrix of the Kimura operator L, the
Ho¨lder continuity of solutions is established in [9, 6] with respect to a new distance function,
ρ, which we now introduce. For points z0, z ∈ S¯n,m, we denote by ρ(z0, z) the intrinsic metric
induced by the bilinear form, Q(u, v); see [6, Identity (40)]. Given Assumption 2.1, there is a
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positive constant, c, such that for all sets of indices I, J ⊆ {1, . . . , n} and all z0 ∈ M¯I and z ∈ M¯J ,
we have
c
(
max
i∈I∩J
∣∣∣∣√x0i −√xi∣∣∣∣+ maxk∈(I∩J)c |x0k − xk|+ maxl∈{1,...,m} |y0l − yl|
)
≤ ρ(z0, z)
≤ c−1
(
max
i∈I∩J
∣∣∣∣√x0i −√xi∣∣∣∣+ maxk∈(I∩J)c |x0k − xk|+ maxl∈{1,...,m} |y0l − yl|
)
.
(3.5)
Compare the preceding inequalities with [6, Property (42)]. For all i = 1, . . . , n, and x0i , xi ∈ R¯+,
we denote for brevity by ρ(x0i , xi) the distance between the points P
0 and P that have have the
i-th coordinates equal to x0i and xi, respectively, and all the other coordinates are equal. We
define analogously ρ(y0l , yl), for all y
0
l , yl ∈ R and all l = 1, . . . ,m. For z0 ∈ Ω and r > 0, we let
Br(z
0) := {z ∈ S¯n,m : ρ(z0, z) < r}, (3.6)
denote the ball with center z0 and radius r, with respect to the distance function ρ. When
z0 = (0, 0), we write for brevity Br instead of Br(0, 0).
Proof of Lemma 3.1. By Lemma 2.4, for every function f ∈ L2(Sn,m; dµ), the homogeneous
initial-value problem (1.7) has a unique solution, u ∈ F([0,∞)×Ω), which can be represented by
u(t) = TΩt f , for all t ≥ 0. By [6, Corollary 4.1], the solution u is Ho¨lder continuous on (0,∞)×Ω,
and so, the function (TΩt f)(z) is well-defined at all points (t, z) ∈ (0,∞) × Ω. By [37, Theorem
2.1], for all 0 < t1 < t2 and all compact sets, K ⊂ Ω, there is a positive constant, C = C(t1, t2,K),
such that for all t ∈ [t1, t2] and all z ∈ K, we have that∣∣(TΩt f) (z)∣∣ ≤ C
(∫ t2
t1/2
∥∥TΩs f∥∥L2(Ω;dµ) ds
)1/2
≤ C
(
t2 − t1
2
)1/2
‖f‖L2(Ω;dµ) (using the contraction property of {TΩt }t≥0). (3.7)
It follows that the map L2(Ω; dµ) ∋ f 7→ (TΩt f)(z) is continuous, and so, there is a Borel
measurable function, pΩ(t, z, ·) ∈ L2(Ω; dµ), such that identity (3.4) holds. Moreover, using the
fact that
‖pΩ(t, z, ·)‖L2(Ω;dµ) = sup
‖f‖L2(Ω;dµ)=1
∣∣(TΩt f)(z)∣∣ ,
inequality (3.7) gives us that
‖pΩ(t, z, ·)‖L2(Ω;dµ) ≤ C, ∀ (t, z) ∈ [t1, t2]×K. (3.8)
Let (t0, z0) ∈ (0,∞)× Ω and r > 0 be such that t0 − 4r2 > 0. We denote
Qr(t
0, z0) := (t0 − r2, t0)× (Br(z0) ∩ Ω) .
Let (t′, z′), (t′′z′′) be points in Qr(t0, z0). By [6, Corollary 4.1], there are positive constants,
α ∈ (0, 1) and C = C(t0, z0, r), such that∣∣(TΩt′ f) (z′)− (TΩt′′f) (z′′)∣∣ ≤ C ∥∥TΩt f∥∥L∞(Q2r(t0,z0)) (ρ(z′, z′′) +√|t′ − t′′|)α .
From inequality (3.7), it follows that∣∣(TΩt′ f) (z′)− (TΩt′′f) (z′′)∣∣ ≤ C‖f‖L2(Ω;dµ) (ρ(z′, z′′) +√|t′ − t′′|)α . (3.9)
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Using the fact that∥∥pΩ(t′, z′, ·)− pΩ(t′′, z′′, ·)∥∥
L2(Ω;dµ)
= sup
‖f‖L2(Ω;dµ)=1
∣∣(TΩt′ f) (z′)− (TΩt′′f) (z′′)∣∣ ,
inequality (3.9) gives us that, for all (t′, z′), (t′′, z′′) ∈ Qr(t0, z0), we have
‖pΩ(t′, z′, ·) − pΩ(t′′, z′′, ·)‖L2(Ω;dµ) ≤ C
(
ρ(z′, z′′) +
√
|t′ − t′′|
)α
.
Because the point (t0, z0) ∈ (0,∞) × Ω was arbitrarily chosen, the preceding inequality implies
that we can find a Borel measurable modification of the function pΩ : (0,∞) × Ω × Ω → [0,∞)
that satisfies property (3.3) and identity (3.4). 
Lemma 3.2 (Regularity of the fundamental solution). The fundamental solution, pΩ, is contin-
uous on (0,∞) ×Ω× Ω, and is smooth on (0,∞) × Ω× Ω.
Proof. By the symmetry property (3.2), we have that
pΩ(t, z0, z) = pΩ(t, z, z0), ∀ t ∈ (0,∞), for almost all z0, z ∈ Ω. (3.10)
Let t0 > 0 and z
0 ∈ Ω. Because p(t0, z0, ·) ∈ L2(Ω; dµ), there is a unique weak solution,
u ∈ F((0, T ) × Ω), for all T > 0, to the homogeneous equation (1.7) with initial condition
f = p(t0, z
0, ·). Using [6, Corollary 4.1] together with [37, Theorem 2.1], it follows that the
solution u is continuous on (0, T ) × Ω. Since u(t) = TΩt pΩ(t0, z0, ·), the semigroup property
implies that u(t) = pΩ(t + t0, z
0, ·), and so, the function pΩ(·, z0, ·) is continuous on (0,∞) × Ω,
where we used the fact that the positive constants t0 and T were arbitrarily chosen. Using the
symmetry of the fundamental solution, (3.10), it follows that the function pΩ is continuous on
(0,∞) × Ω × Ω. Interior regularity of solutions to parabolic equations with smooth coefficients
implies that the function pΩ is smooth on (0,∞) × Ω× Ω. 
Lemma 3.3 (Fundamental solutions corresponding to different domains). Let Ω1 ⊂ Ω2 ⊆ Sn,m
be domains. Then we have that
pΩ1(t, z0, z) ≤ pΩ2(t, z0, z), ∀ (t, z0, z) ∈ (0,∞)× Ω1 × Ω1. (3.11)
Proof. Using the continuity of the fundamental solution pΩi on (0,∞) × Ωi × Ωi, for i = 1, 2,
established in Lemma 3.2, it is sufficient to prove that, for all nonnegative functions ϕ ∈ C∞c (Ω1),
we have (
TΩ1t ϕ
)
(z0) ≤
(
TΩ2t ϕ
)
(z0), ∀ (t, z0) ∈ (0,∞) × Ω1. (3.12)
For i = 1, 2, we let Hi := L2(Ωi; dµ), Fi := H10 (Ωi; dµ) and ui(t) := TΩit ϕ, for all t ∈ (0,∞), and
we set u := u2−u1, and v := u−. For all T > 0, we prove that v ∈ F((0, T )×Ω1) in the following
Claim 3.4. The test function v := u− belongs to F((0, T ) × Ω1).
Before we give the proof of the claim, we show how it can be used to obtain inequality (3.11).
Applying identity (1.8) to the function u(t) and the test function v(t), and using the fact that
u(0, ·) ≡ 0, we obtain that
0 = ‖v(t)‖2L2(Ω1;dµ) +
∫ t
0
Q(v(s), v(s)) ds, ∀ t ∈ (0, T ).
The symmetry of the bilinear form Q(u, v) and the uniform ellipticity condition (2.2), gives us
that Q(v(s), v(s)) ≥ 0, for all s ∈ (0, T ), and so, it follows that
‖v(t)‖L2(Ω1;dµ) = 0, ∀ t ∈ (0, T ),
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which yields the fact that inequality (3.12) holds, for all t ∈ (0, T ). Since the positive constant T
and the nonnegative test function ϕ ∈ C∞c (Ω1) were arbitrarily chosen, we immediately obtain
the conclusion of the lemma.
It remains to give the
Proof of Claim 3.4. Our goal is to prove that dvdt ∈ L2((0, T ),F∗1 ) and that v ∈ L2((0, T ),F1).
From the fact that dvdt =
du
dt 1{u<0}, it follows that
dv
dt ∈ L2((0, T ),F∗1 ). Because u ∈ L2((0, T ),F1),
it follows from [18, Lemma 7.6] that Dv = Du1{u<0} a.e. on (0, T ) × Ω′, for all Ω′ ⊂ Ω, where
D denotes the spatial derivatives. Thus, we obtain that v has finite L2((0, T ),H1(Ω1; dµ))-norm,
and now we construct a sequence of functions, {vk}k∈N ⊂ L2((0, T ),F1), such that
‖vk − v‖L2((0,T ),F1) → 0, as k →∞, (3.13)
which will imply that v ∈ L2((0, T ),F1). From [5, Theorem 7.7], it follows that u ∈ C([0, T ],F1),
and so, we can find a sequence of functions, {uk}k∈N ⊂ L2((0, T ),F1), such that
‖uk − u‖L2((0,T ),F1) → 0, as k →∞, (3.14)
and uk(t) ∈ C1c (Ω1), for all t ∈ (0, T ) and all k ∈ N. By letting vk := (uk)−, we have that
Dvk = Duk1{uk<0} by [18, Lemma 7.6], and we also have that
‖vk − v‖L2((0,T ),H1) ≤ ‖uk − u‖L2((0,T ),H1),
‖vk − v‖L2((0,T ),H1) = ‖Duk1{uk<0} −Du1{u<0}‖L2((0,T ),H1)
≤ ‖Duk −Du‖L2((0,T ),H1) + ‖Duk1{uk<0,u≥0}‖L2((0,T ),H1)
+ ‖Du1{uk≥0,u<0}‖L2((0,T ),H1).
Property (3.14) yields that both quantities above converge to 0, as k tends to ∞, and so (3.13)
holds.
We now conclude the proof of the fact that the function vk belongs to L2((0, T ),F1), for all
k ∈ N. Following [18, Lemma 7.6], for all ε > 0, we let
wkε :=
((
vk
)2
+ ε2
)1/2
− ε.
Direct calculations give us
Dwkε =
vkDvk(
(vk)
2
+ ε2
)1/2 .
Recall that uk(t) ∈ C1c (Ω1) and that vk(t) := (uk(t))−, for all t ∈ (0, T ), which implies that
wkε (t) ∈ C1c (Ω1), for all t ∈ (0, T ). Thus, the sequence of functions {wkε}ε>0 ⊂ L2((0, T ),F1), and
using the expressions of wkε and Dw
k
ε , it is clear that
‖wkε − vk‖L2((0,T ),F1) → 0 as ε ↓ 0.
This implies that the functions vk belong to L2((0, T ),F1), for all k ∈ N.
This concludes the proof of the claim and of the lemma. 

When Ω = Sn,m we denote, for simplicity, p
Sn,m = p and T Sn,m = T . We next show that the
functions p(t, z, w) dµ(w) can be viewed as transition probability densities.
14 C. EPSTEIN AND C. POP
Lemma 3.5 (Transition probability densities). For all (t, z) ∈ (0,∞) × S¯n,m, we have that
p(t, z, ·) ∈ L1(Sn,m; dµ). Moreover, p is a non-negative function, which satisfies∫
Sn,m
p(t, z, w) dµ(w) = 1, ∀ (t, z) ∈ (0,∞) × S¯n,m. (3.15)
For z0 ∈ Ω and r > 0, we let
Ber(z
0) := {z ∈ S¯n,m : |z0 − z| < r}, (3.16)
denote the Euclidean open ball with center z0 and radius r, relative to the set S¯n,m. When
z0 = (0, 0) ∈ S¯n,m, we write for brevity Ber instead of Ber(0, 0).
Proof of Lemma 3.5. The fact that p(t, z, ·) is a non-negative function follows from [37, Lemma
1.4]. From Lemma 3.6, we obtain that p(t, z, ·) ∈ L1(Sn,m; dµ). It remains to prove the integra-
bility property (3.15) which is equivalent to proving that
(Tt1) (z) = 1, ∀ (t, z) ∈ (0,∞)× S¯n,m. (3.17)
Let {ϕk}k≥1 ⊂ C∞c (S¯n,m) be a sequence of smooth functions such that 0 ≤ ϕk ≤ 1, and
ϕk(z) = 1 for z ∈ Bek, and ϕk(z) = 0 for z ∈ S¯n,m\Be2k.
From (2.14), we have that the following identity holds in the L2(Sn,m; dµ)-sense:
Ttϕk = ϕk −
∫ t
0
TsLϕk ds.
Using the contraction property [37, Proposition 1.6] of the semigroup {Tt}t≥0 on Lp(Sn,m; dµ),
for all p ∈ [1,∞], and the preceding identity, we obtain that
‖Ttϕk − ϕk‖Lp(Sn,m;dµ) ≤ t‖Lϕk‖Lp(Sn,m;dµ), ∀ k ≥ 1.
From conditions (2.2), (2.3), (2.4), (2.6) and (2.7), it follows that there is a positive constant,
C = C(K,m,n, p), such that
‖Lϕk‖Lp(Sn,m;dµ) ≤ Ck
n+m
p
−1, ∀ k ≥ 1.
Choosing p large enough, we obtain that ‖Lϕk‖Lp(Sn,m;dµ) → 0, as k → ∞, and so, there is a
subsequence {Ttϕk − ϕk}k≥1 which converges to 0, a.e. on Sn,m.
Using the upper bound estimates of the fundamental solution (see (3.18) below), it follows that
for all compact sets, K ⊂ S¯n,m, and all t > 0, we have
sup
z∈K
|Ttϕk(z)− Tt1| → 0, as k →∞.
By [6, Corollary 4.1], the functions Ttϕk belong to C(S¯n,m), for all k ≥ 1, and so the function
Tt1 is continuous on S¯n,m. Since the sequence (Ttϕk − ϕk)→ 0 a.e. on Sn,m, as k →∞, ϕk → 1
pointwise on Sn,m, as k →∞, and Tt1 is continuous on S¯n,m, it follows that identity (3.17) holds.
This concludes the proof of identity (3.15). 
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3.1. Distribution estimates. From [6, Corollary 4.3], we have the following upper estimates of
the fundamental solution. There is a positive constant, C, such that
p(t, z0, z) ≤ C e
− 1
8t
ρ2(z0,z)√
µ(B√t(z0))µ(B√t(z))
, ∀ t > 0, ∀z0, z ∈ S¯n,m. (3.18)
We denote by p˜(t, z0, z) the function on the right-hand side of the preceding inequality, (3.18). We
use the upper bound estimate of the fundamental solution (3.18) to prove distribution estimates.
Our goal is to prove the following two results:
Lemma 3.6 (Lq-distribution estimates). Let Ω ⊆ Sn,m be a domain and T > 0. Then there
is a positive constant, q0 = q0(K,m,n) ∈ (1, 2), such that for all q ∈ [1, q0), there are positive
constants, C0 = C0(b¯, ‖b‖C1(S¯n,m;Rn),m, n, q, T ) and β = β(q) < 1, such that
‖pΩ(t, z0, ·)‖Lq(Ω;dµ) ≤ C0t−β, ∀ z0 ∈ Ω, ∀ t ∈ (0, T ]. (3.19)
and ∫ T
0
‖pΩ(t, z0, ·)‖Lq(Ω;dµ) dt ≤ C0, ∀ z0 ∈ Ω. (3.20)
Lemma 3.7 (Ho¨lder distribution estimates). There is a positive constant, α0 = α0(K,m,n),
such that for all α ∈ (α0,∞), there is a positive constant, γ = γ(α,K,m, n), such that for all
T > 0, we can find a positive constant, C = C(α, b¯, ‖b‖C1(S¯n,m;Rn),m, n, T ), with the property that∫
Ω
ρα(z0, z)pΩ(t, z0, z) dµ(z) ≤ Ctn+m+γ , ∀ t ∈ (0, T ], ∀ z0 ∈ Ω. (3.21)
Remark 3.8 (Distribution estimates for standard Brownian motion). In the case of n-dimensional
Brownian motion, the transition probability densities are given by
p(t, z0, z) =
1
(2pit)n/2
e−
|z−z0|2
2t , ∀ z0, z ∈ Rn, ∀ t > 0.
Direct calculations give us that, for all α > 0, there is a positive constant, C = C(α, n), such that∫
Rn
|z − z0|αp(t, z0, z) dz = Ctα/2. (3.22)
Therefore, estimate (3.21) holds in the case of Brownian motion with γ = α/2 − n, when we
assume that α > 2n. Moreover, we have that∫
Rn
|p(t, z0, z)|q dz = (2pi)
n(1−q)/2
qn/2
t(1−q)n/2, ∀ z0 ∈ Rn, ∀ t > 0,
from which it follows that, for all z0 ∈ Rn and T > 0, there is a positive constant, C0, such that∫ T
0
‖p(t, z0, ·)‖Lq(Rn) dt < C0,
for all q ∈ (0, (n + 2)/n). Therefore, in the case of standard Brownian motion, estimate (3.20)
holds, for all q ∈ (0, (n + 2)/n).
To prove Lemmas 3.7 and 3.6 we need the following elementary result concerning the µ-measure
of the balls with respect to the distance function ρ.
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Lemma 3.9 (Measure of the balls). Assume that the coefficient b ∈ C1(S¯n,m;Rn), satisfies
conditions (2.5), (2.6) and (2.7). Then there are positive constants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n)
and r0 = r0(b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that for all r ∈ (0, r0/2) and z0 ∈ S¯n,m, we have
1
C
rm+n
∏
i∈I(z0)
∣∣∣∣√x0i ∨ r∣∣∣∣2bi(z0)−1 ≤ µ(Br(z0)) ≤ Crm+n ∏
i∈I(z0)
∣∣∣∣√x0i ∨ r∣∣∣∣2bi(z0)−1 , (3.23)
where we let
I(z0) :=
{
i ∈ {1, . . . , n} : x0i ∈ [0, r0]
}
. (3.24)
Proof. Because we assume that the coefficient b belongs to C1(S¯n,m;Rn) and that condition (2.5)
holds, there are positive constant, c = ‖b‖C1(S¯n,m;Rn) and r1 = r1(b¯, ‖b‖C1(S¯n,m;Rn)) such that, for
all i = 1, . . . , n, we have
bi(z) ≥ b¯
2
, ∀ z = (x, y) ∈ S¯n,m such that xi ∈ (0, r1),
|bi(z)− bi(z0)| ≤ cr, ∀ z ∈ Br(z0), ∀ r > 0.
Thus there is a positive constant, r0 = r0(b¯, ‖b‖C1(S¯n,m;Rn),m, n), small enough so that
b¯
4
< βi − cr ≤ bi(z) ≤ βi + cr, ∀z ∈ Br(z0), ∀ r ∈ (0, r0/2), ∀ i ∈ I(z0), (3.25)
where we denote βi := bi(z
0), for all i = 1, . . . , n. We prove the first inequality in (3.23). From
the preceding inequality, it follows that
µ(Br(z
0)) ≥
∫
Br(z0)
n∏
i∈I(z0)
xβi+cr−1i dxi
n∏
i∈Ic(z0)
x
bi(z)−1
i dxi
m∏
l=1
dyl, ∀ r ∈ (0, r0/2),
where we let Ic(z0) := {1, . . . , n}\I(z0). Using property (3.5) of the distance function ρ, it follows
from the preceding inequality, and conditions (2.6) and (2.7) that there is a positive constant,
C1 = C1(r0,K,m, n), such that
µ(Br(z
0)) ≥ C1rm+|Ic(z0)|
∏
i∈I(z0)
∫
{∣∣∣√xi−√x0i ∣∣∣<r} x
βi+cr−1
i dxi
= C1r
m+|Ic(z0)| ∏
i∈I(z0)
∫ (√x0i+r)2(√
x0i−r
)2∨0 x
βi+cr−1
i dxi, ∀ r ∈ (0, r0/2).
We can find a positive constant, C2, such that
∫ (√x0i+r)2(√
x0i−r
)2∨0 x
βi+cr−1
i dxi ≥ C2r
∣∣∣∣√x0i ∨ r∣∣∣∣2(βi+cr)−1 ,
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and so, we obtain that there are positive constants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n) and r0 =
r0(b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that
µ(Br(z
0)) ≥ Crm+|Ic(z0)|+|I(z0)|
∏
i∈I(z0)
∣∣∣∣√x0i ∨ r∣∣∣∣2(βi+cr)−1
= Crm+n
∏
i∈I(z0)
∣∣∣∣√x0i ∨ r∣∣∣∣2(βi+cr)−1 , ∀ r ∈ (0, r0/2),
from where the left-hand side of inequality (3.23) immediately follows. The right-hand side of
inequality (3.23) is proved by a similar argument, and so, we omit the detailed proof. 
We first give the
Proof of Lemma 3.6. Let q ∈ [1,∞). The range of the constant q will be suitably chosen below.
Notice that inequality (3.20) is a consequence of inequality (3.19), and so, it is sufficient to prove
that (3.19) holds. Choosing Ω1 := Ω and Ω2 := Sn,m in Lemma 3.3, we see that it is sufficient
to prove estimates (3.19) and (3.20) for p(t, z0, z), instead of pΩ(t, z0, z). From the expression of
the function p˜(t, z0, z) on the right-hand side of inequality (3.18), it is clear that it is enough to
establish that there is a positive constant, q0 = q0(K,m,n) ∈ (1, 2), such that for all q ∈ [1, q0),
there are positive constants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n, q, T ) and β = β(q) < 1, such that we
have
‖p˜(t, z0, ·)‖Lq(Sn,m;dµ) ≤ C0t−β, ∀ z0 ∈ S¯n,m, ∀ t ∈ (0, T ]. (3.26)
Moreover, notice that the positive constant T can be chosen as small as we like. Let r0 be the
positive constant appearing in the conclusion of Lemma 3.9. Without loss of generality, we may
assume that √
T ≤ r0
2
. (3.27)
It follows from the left-hand side of inequality (3.23), using (3.27), that there is a positive constant,
C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that
µ(B√t(z)) ≥ Ct(m+n)/2
∏
i∈I(z)
(xi ∨ t)bi(z)−1/2 , ∀z ∈ S¯n,m, ∀t ∈ (0, T ], (3.28)
where we recall the definition of the set of indices I(z) in (3.24). To estimate ‖p˜(t, z0, ·)‖Lq(Sn,m;dµ),
we consider the set
At(z
0) :=
{
z = (x, y) ∈ Sn,m :
∣∣∣∣√xi −√x0i ∣∣∣∣ < tα for i ∈ I(z0),
|xi − x0i | < tα for i ∈ Ic(z0), and |yl − y0l | < tα for l ∈ {1 . . . ,m}
}
,
where we choose α ∈ (0, 1/2), and we denote Act(z0) := Sn,m\At(z0). We split the proof into two
steps in which we estimate ‖p˜(t, z0, ·)‖Lq(Act (z0);dµ) and ‖p˜(t, z0, ·)‖Lq(At(z0);dµ), respectively.
Step 1 (Estimate of ‖p˜(t, z0, ·)‖Lq(Act (z0);dµ)). In this step, we prove that there are positive con-
stants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n) and c = c(m,n), such that
‖p˜(t, z0, ·)‖Lq(Act (z0);dµ) ≤ Ct−q(m+n)/2−qnKe
− qc
t1−2α . (3.29)
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From inequalities (3.28) and (3.18), we have that
‖p˜(t, z0, ·)‖q
Lq(Act (z
0);dµ)
≤ Ct−q(m+n)/2
∏
i∈I(z0)
(
x0i ∨ t
)−q(bi(z0)−1/2)/2
∫
Act(z
0)
∏
j∈I(z)
(xj ∨ t)−q(bj(z)−1/2)/2 e−
qρ2(z,z0)
8t dµ(z),
(3.30)
which, with the aid of inequality (2.6), gives us
‖p˜(t, z0, ·)‖q
Lq(Act (z
0);dµ)
≤ Ct−q(m+n)/2t−qnK
∫
Act (z
0)
e−
qρ2(z,z0)
8t dµ(z), (3.31)
Using the first inequality in (3.25), together with (2.6) and (2.7), we obtain for all i = 1, . . . , n
that
x
bi(z)−1
i ≤ xb¯/4−1i 1{xi∈(0,r0/2)} + x−K−1i 1{xi∈[r0/2,1)} + 1{xi∈[1,∞)}, ∀ z ∈ Sn,m, (3.32)
and we denote the function on the right-hand side of the preceding inequality by
ϕ(xi) = x
b¯/4−1
i 1{xi∈(0,r0/2)} + x
−K−1
i 1{xi∈[r0/2,1)} + 1{xi∈[1,∞)}, ∀ z ∈ Sn,m. (3.33)
Using property (3.5) of the distance function ρ(z, z0), together with definition (1.4) of the measure
dµ(z), we obtain from (3.31) that there is a positive constant, c = c(m,n), such that
‖p˜Ω(t, z0, ·)‖q
Lq(Act (z
0);dµ)
≤ Ct−q(m+n)/2−qnK ∑
i∈I(z0)
∫
{∣∣∣√xi−√x0i ∣∣∣>tα} e
− qcρ
2(xi,x
0
i )
8t ϕ(xi) dxi
n∏
j=1
j 6=i
∫ ∞
0
e−
qcρ2(xj,x
0
j )
8t ϕ(xj) dxj
m∏
l=1
∫
R
e−
qcρ2(yl,y
0
l )
8t dyl
+
∑
i∈Ic(z0)
∫
{|xi−x0i |>tα}
e−
qcρ2(xi,x
0
i )
8t ϕ(xi) dxi
n∏
j=1
j 6=i
∫ ∞
0
e−
qcρ2(xj,x
0
j )
8t ϕ(xj) dxj
m∏
l=1
∫
R
e−
qcρ2(yl,y
0
l )
8t dyl
+
m∑
l=1
n∏
i=1
∫ ∞
0
e−
qcρ2(xi,x
0
i )
8t ϕ(xi) dxi
∫
{|yl−y0l |>tα}
e−
qcρ2(yl,y
0
l )
8t dyl
m∏
k=1
k 6=l
∫
R
e−
qcρ2(yk,y
0
k)
8t dyk
 .
(3.34)
The parenthesis on the right-hand side of the preceding inequality can be written as the sum of
three terms, I1+I2+I3. We show that there are positive constants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n)
and c = c(m,n), such that
I1 + I2 + I3 ≤ Ce−
cq
t1−2α , (3.35)
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which implies estimate (3.29) by inequality (3.34). We will only give the detailed proof of the
fact that
I1 ≤ Ce−
cq
t1−2α , (3.36)
because the estimates for the integrals I2 and I3 can be obtained by a similar argument. Let
i ∈ I(z0). Using property (3.5) of the distance function ρ, there are positive constants, C =
C(b¯, ‖b‖C1(S¯n,m;Rn),m, n) and c = c(m,n), such that∫
{∣∣∣√xi−√x0i ∣∣∣>tα} e
− qcρ
2(xi,x
0
i )
8t x
b¯/4−1
i 1{xi∈(0,r0/2)} dxi ≤ e−
qc
8t1−2α
∫ r0/2
0
x
b¯/4−1
i dxi
≤ Ce− qct1−2α .
Similarly, we obtain that∫
{∣∣∣√xi−√x0i ∣∣∣>tα} e
− qcρ
2(xi,x
0
i )
8t x−K−1i 1{xi∈[r0/2,1)} dxi ≤ e−
qc
8t1−2α
∫ 1
r0/2
x−K−1i dxi
≤ Ce− qct1−2α ,
and, we also have that∫
{∣∣∣√xi−√x0i ∣∣∣>tα} e
− qcρ
2(xi,x
0
i )
8t 1{xi∈[1,∞)} dxi ≤
∫ ∞
1
e−
qc|xi−x0i |
2
8t dxi
≤ Ce− qct ,
for some positive constant, c = c(m,n). In the last inequality, we used the fact that |xi − x0i | ≥
|1 − r0| > 0, since xi ∈ [1,∞) and xi0 ∈ (0, r0), where we recall that i ∈ I(z0) and the set of
indices I(z0) is defined in (3.24). Using definition (3.33) of the function ϕ(xi), we see that there
are positive constants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n) and c = c(m,n), such that∫
{∣∣∣√xi−√x0i ∣∣∣>tα} e
− qcρ
2(xi,x
0
i )
8t ϕ(xi) dxi ≤ Ce−
qc
t1−2α .
We notice that, for all j ∈ {1, . . . , n} and l ∈ {1, . . . ,m}, we also have the very rough estimates:∫ ∞
0
e−
qcρ2(xj,x
0
j )
8t ϕ(xj) dxj ≤ C,∫
R
e−
qcρ2(yl,y
0
l )
8t dyl ≤ C,
where C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n) is a positive constant. Thus combining the preceding three
inequalities it follows that estimate (3.36) holds. A similar argument implies estimate (3.35), and
inequality (3.34) yields estimate (3.29). This completes the proof of Step 1.
Step 2 (Estimate of ‖p˜Ω(t, z0, ·)‖Lq(At(z0);dµ)). In this step, we prove that there is a positive
constant, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that
‖p˜Ω(t, z0, ·)‖q
Lq(At(z0);dµ)
≤ Ct(m+n)(α−q/2)
(
tnK(−q/2−αq+2α) + t2nK(1−q)
)
, (3.37)
for all t ∈ (0, T ], where the positive constant T is chosen to satisfy conditions (3.39) and (3.42)
below. From inequality (3.27), we may assume without loss of generality that the positive constant
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r0 is small enough such that there is a positive constant, C1 = C1(b¯, ‖b‖C1(S¯n,m;Rn),m, n), with
the property that
xi ≥ C1, ∀ z = (x, y) ∈ At(z0), ∀ i ∈ Ic(z0), ∀ t ∈ [0, T ].
Using the fact that the coefficient function b(z) belongs to C1(S¯n,m;Rn), and letting c1 =
‖b‖C1(S¯n,m;Rn), we have that
|bi(z) − bi(z0)| ≤ c1tα, ∀ z ∈ At(z0), ∀ i = 1, . . . , n. (3.38)
From the first inequality in (3.25), we have that bi(z
0) ≥ b¯/4, for all i ∈ I(z0). Choosing the
positive constant T such that
T ≤
(
b¯
8c2
)1/α
, (3.39)
we have that
bi(z
0)− c2tα ≥ b¯
8
> 0, ∀ z = (x, y) ∈ At(z0), ∀ i ∈ I(z0), ∀ t ∈ [0, T ],
where T satisfies the bounds (3.27) and (3.39). From (3.38), it follows that
bi(z
0) + c2t
α ≥ bi(z) ≥ bi(z0)− c2tα > 0, ∀ z = (x, y) ∈ At(z0), ∀ i ∈ I(z0). (3.40)
Choosing now i ∈ Ic(z0), we have that x0i ≥ r0, and so, it follows that
xi ≥ x0i − tα ≥ r0 − tα ≥
r0
2
, ∀ z = (x, y) ∈ At(z0), ∀ t ∈ [0, T ], (3.41)
where we choose T such that it satisfies the upper bound
T ≤
(r0
2
)1/α
. (3.42)
Inequality (3.30) holds with Act(z
0) replaced by At(z
0), and so, using property (3.5) of the distance
function ρ(z, z0), definition (1.4) of the measure dµ(z), and inequalities (3.40) and (3.41), we
obtain that there are positive constants, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n) and c = c(m,n), such
that
‖p˜(t, z0, ·)‖q
Lq(At(z0);dµ)
≤ Ct−q(m+n)/2
∏
i∈I(z0)
(
x0i ∨ t
)−q(bi(z0)−1/2)/2
∏
i∈I(z0)
∫
{∣∣∣√xi−√x0i ∣∣∣≤tα} (xi ∨ t)
−q(bi(z0)+c2tα−1/2)/2 e−
qc
∣
∣
∣
∣
√
xi−
√
x0
i
∣
∣
∣
∣
2
8t x
bi(z0)−c2tα−1
i dxi
∏
j∈Ic(z0)
∫
{|xj−x0j |≤tα}
e−
qc|xj−x0j |
2
8t dxj
m∏
l=1
∫
{|yl−y0l |≤tα}
e−
qc|yl−y0l |
2
8t dyl.
The preceding inequality holds for all t ∈ (0, T ], where T satisfies both inequalities (3.39) and
(3.42). The integrals in the last two product terms of the preceding inequality can all be bounded
by tα, and so, it follows that
‖p˜(t, z0, ·)‖q
Lq(At(z0);dµ)
≤ Ct−q(m+n)/2tα(|Ic(z0)|+m)tq|I(z0)|/2
∏
i∈I(z0)
(
x0i ∨ t
)−qbi(z0)/2
∏
i∈I(z0)
∫
{∣∣∣√xi−√x0i ∣∣∣≤tα} (xi ∨ t)
−q(bi(z0)+c2tα)/2 xbi(z
0)−c2tα−1
i dxi.
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Direct calculations give us that there is a positive constant, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n), such
that for all i ∈ I(z0), we have that∫
{∣∣∣√xi−√x0i ∣∣∣≤tα} (xi ∨ t)
−q(bi(z0)+c2tα)/2 xbi(z
0)−c2tα−1
i dxi ≤ C
(√
x0i + t
α
)−qbi(z0)+2bi(z0)
.
The preceding two inequalities yield
‖p˜(t, z0, ·)‖q
Lq(At(z0);dµ)
≤ Ct(m+|Ic(z0)|)(α−q/2)∏
i∈I(z0)
(
x0i ∨ t
)−qbi(z0)/2 (√x0i + tα)−qbi(z0)+2bi(z0) . (3.43)
Using condition (2.6), we see that if 0 ≤ x0i ≤
√
t, we have that
(
x0i ∨ t
)−qbi(z0)/2(√x0i + tα)−qbi(z0)+2bi(z0) ≤ CtK(−q/2−αq+2α),
while if
√
t < x0i ≤ r0, we obtain(
x0i ∨ t
)−qbi(z0)/2 (√x0i + tα)−qbi(z0)+2bi(z0) ≤ Ct2αK(1−q).
The preceding two inequalities together with estimate (3.43) imply that
‖p˜(t, z0, ·)‖q
Lq(At(z0);dµ)
≤ Ct(m+n)(α−q/2)
(
tnK(−q/2−αq+2α) + t2αnK(1−q)
)
, (3.44)
which immediately implies inequality (3.37) since we assume that α ∈ (0, 1/2) and q ∈ [1,∞).
This completes the proof of Step 2.
Combining inequalities (3.29) and (3.37), we see that there are positive constants, q0 =
q0(K,m,n) ∈ (1, 2) and α ∈ (0, 1/2), such that for all q ∈ [1, q0), there are positive constants,
C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n, q) and β = β(q) < 1, such that estimate (3.19) holds. This com-
pletes the proof. 
We now give the proof of
Proof of Lemma 3.7. Choosing Ω1 := Ω and Ω2 := Sn,m in Lemma 3.3, and using (3.18), we see
that it is sufficient to prove estimate (3.21) for p˜(t, z0, z) instead of pΩ(t, z0, z). Notice that the
positive constant T can be chosen as small as we like. Let r0 be the positive constant appearing
in the conclusion of Lemma 3.9. Without loss of generality, we may assume that T satisfies
inequality (3.27). It follows from the left-hand side of inequality (3.23), using (3.27), that there
is a positive constant, C = C(b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that
µ
(
B√t(z)
)
≥ Ct(m+n)/2tnK , ∀ z ∈ S¯n,m, ∀ t ∈ (0, T ],
where we recall the definition of the constantK in (2.6). The supremum bound of the fundamental
solution (3.18), together with the preceding inequality, gives us that∫
Sn,m
ρα(z0, z)p˜(t, z0, z) dµ(z) ≤ Ct−(m+n)/2−nK
∫
Sn,m
ρα(z0, z)e−
1
8t
ρ2(z0,z) dµ(z). (3.45)
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We see that there is a positive constant, C = C(α,m, n), such that∫
Sn,m
ρα(z0, z)e−
1
8t
ρ2(z0,z) dµ(z) ≤ C
n∑
j=1
∫
Sn,m
ρα(x0j , xj)e
− 1
8t
ρ2(z0,z) dµ(z)
+ C
m∑
k=1
∫
Sn,m
ρα(y0k, yk)e
− 1
8t
ρ2(z0,z) dµ(z).
We estimate each term on the right-hand side of the preceding inequality. We show that there is
a positive constant, C = C(α, b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that for all j = 1, . . . , n, we have∫
Sn,m
ρα(x0j , xj)e
− 1
8t
ρ2(z0,z) dµ(z) ≤ Ct(m+α)/2, (3.46)
and, for all indices k = 1, . . . ,m, we have that∫
Sn,m
ρα(y0k, yk)e
− 1
8t
ρ2(z0,z) dµ(z) ≤ Ct(m+α)/2, (3.47)
We outline the proof of estimate (3.46), but inequality (3.47) can be deduced by a similar argu-
ment, and so, we do not include the detailed proof.
Inequality (3.32) and definition (1.4) of the measure dµ(z) yield that there is a positive constant,
c = c(m,n), such that∫
Sn,m
ρα(x0j , xj)e
− 1
8t
ρ2(z0,z) dµ(z) ≤
∫ ∞
0
ρα(x0j , xj)e
− c
8t
ρ2(x0j ,xj)ϕ(xj) dxj
n∏
i=1
i 6=j
∫ ∞
0
e−
c
8t
ρ2(x0i ,xi)ϕ(xi) dxi
m∏
k=1
∫
R
e−
c|y0k−yk|
2
8t dyk,
(3.48)
where we recall the definition of the function ϕ in (3.33). From inequality (3.22) applied with
α = 0, we have that ∫
R
e−
c|y0k−yk|
2
8t dyk ≤ Ct1/2, ∀ k = 1, . . . ,m, (3.49)
while using again identity (3.22) and property (3.5) of the distance function ρ, there is a positive
constant, C = C(b¯,K,m, n, T ), such that for all t ∈ (0, T ], we have that∫ ∞
0
e−
c
8t
ρ2(x0i ,xi)ϕ(xi) dxi ≤ C, ∀ i = 1, . . . , n, i 6= j. (3.50)
Thus, using the preceding two inequalities, estimate (3.48) becomes∫
Sn,m
ρα(x0j , xj)e
− c
8t
ρ2(z0,z) dµ(z) ≤ Ctm/2
∫ ∞
0
ρα(x0j , xj)e
− c
8t
ρ2(x0j ,xj)ϕ(xj) dxj . (3.51)
It remains to estimate the integral on the right-hand side of the preceding inequality. Using
definition (3.33) of the function ϕ(xj), we write the integral on the right-hand side of inequality
(3.51) as a sum of three integrals, I1 + I2 + I3, where the integral I1 is taken over the interval
(0, r0/2), the integral I2 is over (r0/2, 1), and the last integral is over (1,∞). We estimate integral
I1, which satisfies the inequality
I1 ≤ Ctα/2
∫ r0/2
0
(
ρ(x0j , xj)√
t
)α
e
− 8
c
(
ρ(x0j ,xj)√
t
)2
x
b¯/4−1
j dxj.
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where C = C(α,m, n) is a positive constant. Because the function s 7→ sαe−s2 is bounded on
R¯+, and the function s 7→ sb¯/4−1 is integrable on (0, 1), we see that there is a positive constant,
C = C(b¯, r0,m, n), such that I1 ≤ Ctα/2. A similar argument can be applied to estimate integrals
I2 and I3 which satisfy the same estimate as I1. Thus, using inequalities (3.51), (3.50) and (3.49),
it follows that there is a positive constant, C = C(α, b¯, ‖b‖C1(S¯n,m;Rn),m, n), such that estimate
(3.46) holds. A similar argument can be applied to prove that estimate (3.47) holds. Using (3.46)
and (3.47) in inequality (3.45) gives us that∫
Sn,m
ρα(z0, z)p˜(t, z0, z) dµ(z) ≤ Ct(α−n(2+K))/2. (3.52)
Choosing α0 := 2(n +m) + n(2 +K), the preceding inequality shows that, for all α ∈ (α0,∞),
there are positive constants, C = C(α, b¯, ‖b‖C1(S¯n,m;Rn),m, n) and γ = γ(α,K,m, n), such that
estimate (3.21) holds. This completes the proof. 
4. Construction of a continuous Markov process
Let Ω ⊆ Sn,m be an open set. The goal of this section is to build a continuous, Markov process,
{Z0,Ω(t)}t≥0, associated to the semigroup {TΩt }t≥0. The main result of this section is
Proposition 4.1. Let z ∈ Ω. Then there is a filtered probability space, (Z,F , {Ft}t≥0,Pz), and
a continuous, progressively measurable process,
Z0,Ω : [0,∞)×Z → Ω¯, (4.1)
such that for all bounded, Borel measurable functions, f : Ω→ R, we have that(
TΩt f
)
(z) = EPz
[
f(Z0,Ω(t))1{t<τΩ}
]
, ∀ t ≥ 0, (4.2)
where the random time τΩ defined by
τΩ := inf
{
t ≥ 0 : Z0,Ω(t) ∈ ∂1Ω
}
, (4.3)
is a stopping time with respect to the filtration {Ft}t≥0. Moreover, the process {Z0,Ω(t)}t≥0
satisfies the Markov property, that is, for all bounded, Borel measurable functions, f : Ω → R,
and all 0 ≤ s ≤ t, we have
EPz
[
f
(
Z0,Ω(t)
) ∣∣Fs] = EPz [f (Z0,Ω(t)) ∣∣Z0,Ω(s)] = (TΩt−sf) (Z0,Ω(s)), Pz-a.s. (4.4)
and satisfies the property that
Pz
(
Z0,Ω(t) ∈ ∂1Ω, ∀ t ≥ τΩ
)
= 1. (4.5)
The proof of Proposition 4.1 makes use of the family of densities {pΩ(t)dµ}t≥0 constructed in
Lemma 3.1.
Let Ω∆ := Ω ∪ {∆} be the one-point compactification of Ω. The open neighborhoods of ∆
are sets of the form (Ω\K) ∪ {∆}, where K ⊂ Ω is a compact set. Let B(Ω) and B(Ω∆) denote
the Borel σ-algebras on Ω and Ω∆, respectively. The family of densities, {pΩ(t)dµ}t>0, are sub-
Markovian on (Ω,B(Ω)), in general. To obtain a Markovian family of probability measures on
(Ω∆,B(Ω∆)), we consider the extension:
PΩext : [0,∞)× Ω∆ × B(Ω∆)→ [0,∞),
and we let
PΩext(t, z,B) =
∫
Ω∩B
pΩ(t, z, w) dµ(w) + 1{∆∈B}
(
1−
∫
Ω
pΩ(t, z, w) dµ(w)
)
, (4.6)
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for all t > 0, z ∈ Ω and B ∈ B(Ω∆), and we let
PΩext(t,∆, B) = 1{∆∈B}, (4.7)
for all t > 0 and B ∈ B(Ω∆). When t = 0, we let
PΩext(0, z, B) = 1{z∈B}, (4.8)
for all z ∈ Ω∆ and B ∈ B(Ω∆). Then, we obtain that the family of transition probability measures
{PΩext(t)}t≥0 is Markovian on (Ω∆,B(Ω∆)).
Let D+ denote the set of nonnegative dyadic numbers, and let
Z0 := (Ω∆)D+ .
We define the coordinate process, Z0 : D+ ×Z0 → Ω∆, by
Z0(t, ω) := ω(t), ∀ t ∈ D+, ∀ω ∈ Z0.
We consider the filtration generated by the cylinder sets,
F ′t := σ
(
Z0(s) : s ∈ [0, t] ∩D+
)
, ∀ t ∈ D+,
and we let F ′ = ∪t∈D+F ′t.
Remark 4.2 (Extension of measurable functions from Ω to Ω∆). Throughout the article we use
the convention that any bounded, Borel measurable function f on Ω is extended to Ω∆ by setting
f(∆) = 0.
We apply the Daniell-Kolmogorov Theorem [3, Theorem 2.3.9], [19, Theorem 2.2.2], [17, §7.2]
to obtain
Lemma 4.3 (Existence of a Markov process). Let ν(dz) be a probability measure on Ω∆. Then
there is a probability measure, P0,ν, on the filtered measure space (Z0, {F ′t}t∈D+ ,F ′) such that
for all k ∈ N, 0 < t1 < t2 < . . . < tk, ti ∈ D+, for i = 1, . . . , k, and all Borel measurable sets,
Bi ∈ B(Ω∆), for i = 1, . . . , k, we have
P0,ν
(
Z0(ti) ∈ Bi, ∀ i = 1, . . . , k
)
=
∫
Ω∆
ν(dz)
∫
B1
PΩext(t1, z, dz1)∫
B2
PΩext(t2 − t1, z1, dz2) . . .
∫
Bk
PΩext(tk − tk−1, zk−1, dzk).
(4.9)
Moreover, the following hold:
1. The law of Z0(0) is given by the probability measure ν(dz).
2. The coordinate process Z0 is Markov, that is, for all bounded, Borel measurable functions
f on Ω, and all 0 ≤ s ≤ t such that s, t ∈ D+, we have that
EP0,ν
[
f(Z0(t))|F ′s
]
= EP0,ν
[
f(Z0(t))|Z0(s)] = (TΩt−sf) (Z0(s)) P0,ν-a.s. (4.10)
When we choose ν = δz in Lemma 4.3, for a point z ∈ Ω∆, we denote for simplicity P0,z := P0,ν .
Let {F0t }t≥0 be the right-continuous filtration defined by
F0t :=
⋂
s>t
s∈D+
F ′s, ∀ t ≥ 0,
and we set F0 := ∪t≥0F0t . Clearly, we have that F0 = F ′. We denote by τ∆ the random time
defined by
τ∆ := inf{t ∈ D+ : Z0(t) = ∆}. (4.11)
HARNACK INEQUALITIES 25
Notice that τ∆ takes values in [0,∞), as opposed to D+.
Remark 4.4 (τ∆ is a stopping time ). We show that τ∆ is a stopping time with respect to the
right-continuous filtration {F0t }t≥0. For all t ≥ 0, the sets {τ∆ ≤ t} can be represented in the
form
{τ∆ ≤ t} = {τ∆ < t} ∪ {τ∆ = t}
=
 ⋃
s<t
s∈D+
{Z0(s) = ∆}
 ∪ {Z0(t) = ∆} ∪
 ⋂
s>t
s∈D+
⋃
t≤s′<s
s′∈D+
{Z0(s′) = ∆}
 ,
where the set {Z0(t) = ∆} is empty in the preceding identity, if t /∈ D+. Using the fact that the
filtration {F0t }t≥0 is right-continuous, we see that
{τ∆ ≤ t} ∈ F0t , ∀ t ≥ 0, (4.12)
and so, the random time τ∆ is indeed a stopping time with respect to the filtration {F0t }t≥0.
We now use the distribution estimate (3.21) to establish the continuity of the paths of the
coordinate process {Z0(t)}t∈D+ in the Euclidean topology on Ω.
Lemma 4.5 (Continuity of the paths up to τ∆). Let ν(dz) be a probability measure on Ω. Then
there is a measurable set, Z0,⋆ ∈ F0, such that
P0,ν(Z0,⋆) = 1, (4.13)
and the paths of the process have the property that
P0,ν
(
ω ∈ Z0,⋆ : [0, τ∆) ∩D+ ∋ t 7→ Z0(t, ω) is continuous, and
lim
tրτ∆
Z0(t, ω) exists in Ω¯
)
= 1,
(4.14)
Remark 4.6. The values of the process Z0(t), for all t ∈ [0, τ∆)∩D+, belong to Ω, by definition
of the stopping time τ∆. In identity (4.14), when we write
lim
tրτ∆
Z0(t, ω) exists in Ω¯,
we understand that the preceding limit exists in Ω¯ which we endow with the usual Euclidean
topology, not in Ω∆ endowed with the one-point compactification topology. See also Lemma 4.7.
Proof of Lemma 4.5. It is sufficient to show that, for all T ∈ D+, we can find a F0-measurable
set Z0,⋆, such that identity (4.13) holds, and such that
P0,ν
(
ω ∈ Z0,⋆ : [0, τT∆) ∩D+ ∋ t 7→ Z0(t, ω) is continuous, and
lim
tրτT∆
Z0(t, ω) exists in Ω¯
)
= 1,
(4.15)
where we define the stopping time τT∆ by τ
T
∆ := τ∆∧T . Let α0 be the positive constant appearing
in the statement of Lemma 3.7, and choose α > α0. Using the construction of the measure P0,ν
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in Lemma 4.3, we have that, for all 0 ≤ s < t ≤ T such that s, t ∈ D+,
EP0,ν
[
ρα
(
Z0(t), Z0(s)
)
1{t<τ∆}
]
=
∫
Ω
ν(dz)
∫
Ω
pΩ(s, z, z′) dµ(z′)
∫
Ω
ρα(z′, z′′)pΩ(t− s, z′, z′′) dµ(z′′)
≤
∫
Ω
dν(z)
∫
Ω
pΩ(s, z, z′) dµ(z′) sup
z′∈Ω
∫
Ω
ρα(z′, z′′)pΩ(t− s, z′, z′′) dµ(z′′).
Lemma 3.7 shows that there are positive constants, Cα and γα, such that
sup
z′∈Ω
∫
Ω
ρα(z′, z′′)pΩ(t− s, z′, z′′) dµ(z′′) ≤ Cα|t− s|n+m+γα , ∀ 0 ≤ s < t ≤ T.
Thus, the preceding two inequalities show that
EP0,ν
[
ρα
(
Z0(t), Z0(s)
)
1{t<τ∆}
] ≤ Cα|t− s|1+γα , ∀ 0 ≤ s < t < T.
Let β := γα/α. From the proof of the Kolmogorov-Cˇentsov Theorem [19, Theorem 2.2.8 and
Problem 2.2.9] applied with the distance function ρ instead of the Euclidean distance, there is a
measurable set, Z0,∗ ∈ F0, such that identity (4.13) holds, and there is a positive constant, C,
such that for all ω ∈ Z0,∗, there is a positive measurable function, δ(ω) > 0, such that
ρα
(
Z0(t), Z0(s)
) ≤ C|t− s|β, ∀ 0 ≤ s ≤ t ≤ τT∆, s, t ∈ D+, |t− s| < δ(ω).
Therefore, the paths Z0(t, ω) are uniformly continuous for all t ∈ [0, τT∆)∩D+, and for all ω ∈ Z0,∗,
which shows that the limit
lim
tրτT∆
Z0(t, ω) exists in Ω¯, ∀ω ∈ Z0,∗.
Because the positive constant T was arbitrarily chosen, the conclusion follows. 
From identities (4.7) and (4.10) (applied with s = 0), we have that, for all bounded, Borel
measurable functions f on Ω,
EP0,z
[
f(Z0(t))
]
= EP0,z
[
f(Z0(t))1{t<τ∆}
]
=
(
TΩt f
)
(z), ∀ z ∈ Ω, ∀ t ∈ D+, (4.16)
where we recall the convention that any Borel measurable function f on Ω is extended to Ω∆ by
setting f(∆) = 0.
We next prove the continuity of the paths of the process {Z0(t)}t∈D+ in the topology of the
one-point compactification. This result relies heavily on the fact that the set D+ is countable
to establish the measurability of certain sets in Z0. The argument of the proof of Lemma 4.7
could not be applied if we replaced the set D+ by [0,∞), and this is the reason why we start by
constructing the process {Z0(t)} for all t ∈ D+, as opposed to all t ∈ [0,∞).
Lemma 4.7 (Continuity of the paths in the topology of the one-point compactification). Let
z ∈ Ω. Then there is a measurable set, Z0,⋆⋆ ∈ F0, such that
P0,z(Z0,⋆⋆) = 1, (4.17)
and the paths of the coordinate process, {Z0(t, ω)}t∈D+ , are continuous in the topology of the
one-point compactification, for all ω ∈ Z0,⋆⋆.
Proof. Let C denote the set of all ω ∈ Z0,⋆ such that the path D+ ∋ t 7→ Z0(t, ω) ∈ Ω∆ is
continuous in the topology of the one-point compactification of Ω∆. For all t0 ∈ D+, we let Ct0
denote the set of all ω ∈ Z0,⋆ such that the path D+ ∋ t 7→ Z0(t, ω) ∈ Ω∆ is continuous at t0 in
the topology of the one-point compactification of Ω∆. Because the set D+ is countable, it easily
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follows that Ct0 ∈ F0, for all t0 ∈ D+, and because we can write C = ∩t0∈D+Ct0 , we also have
that C is a F0-measurable set. Our goal is to prove that there is a set, N ∈ F0, of P0,z-measure
zero, such that the measurable set Z0,⋆⋆ := C\N satisfies property (4.17). Because the set D+
is countable, it is sufficient to show that, for all t0 ∈ D+, there is a F0-measurable set with
P0,z-measure zero, such that
Ct0 = Z0,⋆\Nt0 . (4.18)
We can then choose N := ∪t0∈D+Nt0 to obtain that the measurable set Z0,⋆⋆ := C\N satisfies
property (4.17).
We write Ct0 = C1t0 ∪ C2t0 ∪ C3t0 , where we let
C1t0 := Ct0 ∩ {ω ∈ Z0,⋆ : τ∆ > t0},
C2t0 := Ct0 ∩ {ω ∈ Z0,⋆ : τ∆ < t0},
C3t0 := Ct0 ∩ {ω ∈ Z0,⋆ : τ∆ = t0},
and our goal is to prove that
C1t0 =
{
ω ∈ Z0,⋆ : τ∆ > t0
}
, (4.19)
C2t0 =
{
ω ∈ Z0,⋆ : τ∆ < t0
}
, (4.20)
C3t0 =
{
ω ∈ Z0,⋆ : τ∆ = t0
} \Nt0 , (4.21)
where Nt0 ∈ F0 is a set of P0,z-measure zero. The preceding identities yield (4.18).
Step 1 (Proof of identity (4.19)). From Lemma 4.5, it immediately follows that {τ∆ > t0} ⊆ Ct0 ,
and so, identity (4.19) is obvious.
Step 2 (Proof of identity (4.20)). If ω ∈ {τ∆ < t0}, then there is t′0 ∈ (τ∆, t0) ∩ D+, such that
Z0(t′0, ω) = ∆. Using the Markov property of the coordinate process established in Lemma 4.3,
together with identity (4.7), we obtain that Z0(t, ω) = ∆, for all t ∈ (t′0,∞), and so, we have
that ω ∈ Ct0 . Therefore, it follows that {τ∆ < t0} ⊆ Ct0 , from which identity (4.20) is follows.
Step 3 (Proof of identity (4.21)). We may assume, without loss of generality, that
P0,z(τ∆ = t0) 6= 0, (4.22)
otherwise we choose Nt0 := {τ∆ = t0} in (4.21), which is a F0-measurable set by Remark
4.4. From the Markov property of the coordinate process and identity (4.7), it is clear that
Z0(t, ω) = ∆, for all t > t0 such that t ∈ D+, and all ω ∈ C3t0 , and so, the path Z0(·, ω) is
continuous from the right at t0. We only need to show that the path Z
0(·, ω) is continuous from
the left at t0. We show that there is a set, Nt0 ∈ F0, of P0,z-measure zero, such that for all
compact sets K ⊂ Ω, and all ω ∈ C3t0\Nt0 , there is a positive constant, δ = δ(K,ω), such that
Z0(t, ω) ∈ Ω\K, ∀ t ∈ D+ such that t0 − δ < t < t0, (4.23)
which is equivalent to the fact that
lim
tրt0
t∈D+
Z0(t, ω) = ∆, ∀ω ∈ C3t0\Nt0 ,
from which identity (4.21) follows.
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Let {Kk}k∈N be an increasing sequence of compact sets in Ω, such that Ω = ∪k∈NKk. Let
{fk}k∈N be a sequence of smooth functions, compactly supported in Ω, with values in [0, 1], such
that fk(z) = 1, for all z ∈ Kk. By [6, Corollary 4.1], we know that
lim
tրt0
(
TΩt fk
)
(z)− (TΩt0fk) (z) = 0, ∀ z ∈ Ω. (4.24)
From identity (4.16), we have that, for all t ∈ D+ such that t < t0,(
TΩt fk
)
(z)− (TΩt0fk) (z) = EP0,z [fk(Z0(t))1{t<τ∆}]− EP0,z [fk(Z0(t0))1{t0<τ∆}]
= EP0,z
[(
fk(Z
0(t))− fk(Z0(t0))
)
1{t0<τ∆}
]
+ EP0,z
[
fk(Z
0(t))1{t<τ∆≤t0}
]
.
Using the continuity of the paths of the process {Z0(t)}t≥0 established in Lemma 4.5, and the
Dominated Convergence Theorem, we conclude that
lim
tրt0
t∈D+
E
[(
fk(Z
0(t))− fk(Z0(t0))
)
1{t0<τ∆}
]
= 0, ∀ k ∈ N.
The preceding identity together with (4.24) give us that
lim
tրt0
t∈D+
E
[
fk(Z
0(t))1{t<τ∆≤t0}
]
= 0, ∀ k ∈ N. (4.25)
We denote by
N kt0 :=
 limtրτ∆
t∈D+
Z0(t) ∈ Kk, and τ∆ = t0
 , ∀ k ∈ N,
and again using the fact that D+ is a countable set, we easily obtain that N kt0 belongs to F0.
Since we assume that (4.22) holds, and we have that
{t < τ∆ ≤ t0} ⊃ {τ∆ = t0}, ∀ t ∈ D+ such that t < t0,
it follows from identities (4.14) and (4.25), and the fact that fk ≡ 1 on Kk, that
P0,z
(
N kt0
)
= 0, ∀ k ∈ N.
We let Nt0 := ∪k∈NN kt0 . Then it is clear that the set Nt0 ∈ F0 and P0,z(Nt0) = 0, and that, for
all ω ∈ {τ∆ = t0}\Nt0 , property (4.23) holds. This implies identity (4.21), and completes the
proof of Step 3.
Combining the preceding three steps we obtain identity (4.18). By letting N := ∪t0∈D+Nt0 , we
obtain that N ∈ F0 and P0,z(N ) = 0, and the conclusion follows by letting Z0,⋆⋆ := C\N . 
We now extend the process Z0 : D+ × Z0,⋆⋆ → Ω∆ to a progressively measurable process,
Z0,Ω : [0,∞) × Z0,⋆⋆ → Ω¯. For this purpose, we first need to introduce a suitable σ-algebra on
the range of the process, Ω¯. We let G be the σ-algebra generated by the collection of Borel sets
on Ω, B(Ω), and ∂1Ω, that is, we set
G := {B,B ∪ ∂1Ω : B ∈ B(Ω)}. (4.26)
We can now give the proof of
Proof of Proposition 4.1. We let Z := Z0,⋆⋆, where Z0,⋆⋆ is the F0-measurable set introduced in
Lemma 4.7. We denote for simplicity Pz := P0,z, where P0,z is the probability measure introduced
in Lemma 4.7. Let F := F0 and Ft := F0t , for all t ≥ 0. We construct the process {Z0,Ωt }t≥0
in Steps 1 and 2. We first replace the range Ω∆ of the coordinate process {Z0(t)}t∈D+ with Ω¯,
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and then we extend the process from D+ to [0,∞) to obtain {Z0,Ω(t)}t≥0. In Steps 3 and 4, we
show that identities (4.2) and (4.5) hold, while in Step 5, we prove that the process {Z0,Ω(t)}t≥0
satisfies the Markov property. The fact that the random time τΩ defined by (4.3) is a stopping
time with respect to the filtration {Ft}t≥0 is proved in Case 1 of Step 2 below.
Step 1 (Construction of a process with values in Ω¯). We define the process Z˜0 : D+×Z → Ω¯ by
Z˜0(t, ω) =
{
Z0(t, ω), if t < τ∆,
limsրτ∆
s∈D+
Z0(s, ω), if t ≥ τ∆, ∀t ∈ D+,
where the preceding limit is taken with respect to the Euclidean topology on Ω¯. By Lemma 4.5,
it follows that the process {Z˜0(t)}t≥0 is well-defined, and has continuous paths supported in Ω¯,
for all ω ∈ Z. We next show that the process {Z˜0(t)}t∈D+ is adapted to the filtration {Ft}t∈D+ ,
that is, for all t ∈ D+, the random variable Z˜0(t) is Ft/G-measurable. For all measurable sets
B ∈ B(Ω), we have by construction that {Z˜0(t) ∈ B} = {Z0(t) ∈ B}, and so, clearly the set
{Z˜0(t) ∈ B} is contained in Ft. We also have that {Z˜0(t) ∈ ∂1Ω} = {τ∆ ≤ t}, which belongs to
Ft by (4.12). We conclude that the random variables Z˜0(t) are Ft/G-measurable, for all t ∈ D+.
Step 2 (Construction of a process with values in Ω¯, for all t ∈ [0,∞)). We extend the process
{Z˜0(t)}t∈D+ from D+ to [0,∞) by continuity, that is, we let
Z0,Ω(t, ω) =
{
Z˜0(t, ω), if t ∈ D+,
lim s→t
s∈D+
Z˜0(s, ω), if t /∈ D+. (4.27)
From the preceding step, we see that the process {Z0,Ω(t)}t≥0 has continuous paths supported in
Ω¯, for all t ≥ 0, and the random variables Z0,Ω(t) are Ft/G-measurable, for all t ∈ D+. We next
show that the random variables Z0,Ω(t) are Ft/G-measurable, for all t ≥ 0. For this purpose, it
is sufficient to prove that the sets{
Z0,Ω(t) ∈ ∂1Ω
}
and
{
Z0,Ω(t) ∈ B} ,
belong to Ft, where B ⊂ Ω is a compact set, and t ∈ [0,∞)\D+. We consider the following cases:
Case 1 (Proof that {Z0,Ω(t) ∈ ∂1Ω} ∈ Ft). From Lemma 4.7, we know that the paths of the
process {Z0(t)}t∈D+ are continuous in the topology of the one-point compactification, and so,
lim
tրτ∆
t∈D+
Z0(t, ω) = ∆, ∀ω ∈ Z,
which implies that, for all compact sets K ⊂ Ω, and all ω ∈ Z, there is a positive constant,
δ = δ(K,ω), such that Z0(t, ω) ∈ Ω\K, for all t ∈ D+ such that τ∆(ω) − δ < t < τ∆(ω). Thus,
Lemma 4.5 implies that
lim
tրτ∆
t∈D+
Z0(t) ∈ ∂1Ω, ∀ω ∈ Z,
where the preceding limit is understood in the Euclidean topology of Ω¯. From (4.27), we see that
Z0,Ω(t) = Z˜0(t, ω), for all t ≥ τ∆ such that t ∈ D+, and using also definition (4.3) of the random
time τΩ, we conclude that
τ∆(ω) = τΩ(ω), ∀ω ∈ Z. (4.28)
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From Remark 4.4, it follows that τΩ is a stopping time with respect to the filtration {Ft}t≥0. We
also have that
{Z0,Ω(t) ∈ ∂1Ω} = {τΩ ≤ t},
and so, it follows that the preceding set is Ft-measurable. This concludes the proof of Case 1.
Case 2 (Proof that {Z0,Ω(t) ∈ B} ∈ Ft, where B ⊂ Ω is a compact set). Let now B ⊂ Ω be a
compact set, and let k0 ∈ N be large enough, such that the relatively open sets Bk := ∪z∈BBe1/k(z)
have the property that B ⊂ Bk ⋐ Ω, for all k ≥ k0. Using the continuity of the paths of the
process {Z0,Ω(t)}t≥0, we obtain that{
Z0,Ω(t) ∈ B} = ⋂
k≥k0
∞⋃
l=1
⋂
t<s<t+1/l
s∈D+
{Z0,Ω(s) ∈ Bk}.
Because the filtration {Ft}t≥0 is right-continuous, and the sets {Z0,Ω(s) ∈ Bk} are Fs-measurable,
for all s ∈ D+, it follows that the set {Z0,Ω(t) ∈ B} is also Ft-measurable. This concludes the
proof of Case 2.
Combining Cases 1 and 2, it follows that the random variables Z0,Ω(t) are Ft/G-measurable,
for all t ≥ 0. Because the paths of the process are continuous, [19, Proposition 1.1.13] implies
that the process {Z0,Ω(t)}t≥0 is progressively measurable.
Step 3 (Proof of identity (4.2)). From Steps 1 and 2, together with identity (4.28), we have that
Z0(t, ω) = Z0,Ω(t, ω) on t < τ∆, for all t ∈ D+ and ω ∈ Z. Therefore, identity (4.16) implies that
(4.2) holds, for all t ∈ D+. It remains to prove that (4.2) holds at all t ∈ [0,∞)\D+.
We first assume that f : Ω→ R is a compactly supported, continuous function on Ω. Using the
continuity of the paths of the process {Z0,Ω(t)}t≥0, we see that f(Z0,Ω(s)) converges to f(Z0,Ω(t)),
for all s ∈ D+, s > t, as s tends to t. Also we see that 1{s<τΩ} converges to 1{t<τΩ}, for all s ∈ D+,
s > t, as s tends to t. The Dominated Convergence Theorem gives us that
lim
s↓t
s∈D+
EPz
[
f(Z0,Ω(s))1{s<τΩ}
]
= EPz
[
f(Z0,Ω(t))1{t<τΩ}
]
.
From [6, Corollary 4.1], we have that (TΩs f)(z) converges to (T
Ω
t f)(z), for all s ∈ D+, s > t, as s
approaches t, and so, we obtain that identity (4.2) holds at all t ∈ [0,∞), when f ∈ C(Ω¯).
Let now f : Ω → R be a bounded, Borel measurable function, and let {fk}k∈N be a sequence
of compactly supported, continuous functions on Ω that converge a.e. on Ω to f . It follows from
[19, Problem 2.2.4] that
fk
(
Z0,Ω(t)
)
1{t<τΩ} → f
(
Z0,Ω(t)
)
1{t<τΩ} P
z-a.s., as k →∞, (4.29)
and the Dominated Convergence Theorem gives us that
EPz
[
fk
(
Z0,Ω(t)
)
1{t<τΩ}
]→ EPz [f (Z0,Ω(t))1{t<τΩ}] , as k →∞.
Because identity (4.2) holds with f replaced by fk, since fk ∈ C(Ω¯), and (TΩt fk)(z)→ (TΩt f)(z),
as k →∞, for all z ∈ Ω, the preceding convergence property yields that identity (4.2) holds with
f : Ω→ R a bounded, Borel measurable function.
Step 4 (Proof of identity (4.5)). Identity (4.5) follows from the construction of the process
{Z0,Ω(t)}t≥0 in Steps 1 and 2, and property (4.28) of the stopping time τΩ.
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Step 5 (The Markov property). We now prove that the process {Z0,Ω(t)}t≥0 satisfies the Markov
property, (4.4). Recall from the proof of Step 3, that given any bounded, Borel measurable
function, f : Ω → R, there is a sequence {fk}k∈N of compactly supported, continuous functions,
such that property (4.29) holds. Thus, using the Dominated Convergence Theorem, it is sufficient
to show that the Markov property (4.4) holds for all functions f : Ω → R that are compactly
supported and continuous. Let s < u < t be such that s ∈ R¯+ and u, t ∈ D+. Using the tower
property and the fact that Fs ⊂ F ′u, we have that
EPz
[
f(Z0,Ω(t))
∣∣Fs] = EPz [EPz [f(Z0,Ω(t))∣∣F ′u] ∣∣Fs] , (4.30)
and, using property (4.10) applied with s = u, and our construction of the process {Z0,Ω(t)}t≥0
from the process {Z0(t)}t∈D+ , we have that
EPz
[
f(Z0,Ω(t))
∣∣F ′u] = (TΩt−uf) (Z0,Ω(u)). (4.31)
From [6, Corollary 4.1], we have that (TΩt−uf)(z) converges to (TΩt−sf)(z), as u approaches s, for
all z ∈ Ω, and using the continuity of the paths of the process {Z0,Ω(t)}t≥0, it follows from (4.31)
that
lim
u↓s
u∈D+
EPz
[
f(Z0,Ω(t))
∣∣F ′u] = (TΩt−sf) (Z0,Ω(s)).
The preceding property together with identities (4.30) and (4.31), gives us by taking limit as
u ∈ D+ tends to s in (4.30), that
EPz
[
f(Z0,Ω(t))
∣∣Fs] = (TΩt−sf) (Z0,Ω(s)),
and so, identity (4.4) clearly holds, for all t ∈ D+ and s ∈ R¯+. It remains to establish identity
(4.4) for all s, t ∈ R¯+. This follows easily from the fact that the Markov property holds for all
t ∈ D+ and s ∈ R¯+, by choosing a sequence {tk}k∈N ⊂ D+ converging to t, using (4.30) with tk
in place of t, and taking limit as k →∞. This completes the proof of Step 5.
This concludes the proof of Proposition 4.1. 
5. Solution to the martingale problem
In this section, we introduce the martingale problem associated to the operator L in Definition
5.1, and we prove existence of solutions in Proposition 5.3, with the aid of Proposition 4.1 and of
the Lq(Ω; dµ)-distribution estimates of the fundamental solutions of the operator L, established
in Lemma 3.6.
Let XΩ := C([0,∞); Ω¯) be the space of continuous functions, ω : [0,∞)→ Ω¯, where we endow
Ω¯ with the σ-algebra G defined in (4.26). For all t ≥ 0, let BΩt be the σ-algebra on XΩ generated
by the cylinder sets,
C :=
{
ω ∈ XΩ : ω(ti) ∈ Bi, ∀ i = 1, . . . , k
}
, (5.1)
where k ∈ N, and 0 ≤ t1 < . . . < tk ≤ t, Bi ∈ G, for all i = 1, . . . , k. Then {BΩt }t≥0 is a filtration
of σ-algebras. We let BΩ := ∪t≥0BΩt . Let eΩ be the stopping time defined by
eΩ(ω) := inf{t ≥ 0 : ω(t) ∈ ∂1Ω}, ∀ω ∈ XΩ. (5.2)
We can now define
Definition 5.1 (The local martingale problem associated to the operator L on the domain
Ω). Let z ∈ Ω. We say that a probability measure, Qz,Ω, on the filtered probability space
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(XΩ, {BΩt }t≥0,BΩ) is a solution to the martingale problem associated to the operator L on the
domain Ω, if for all functions ϕ ∈ C∞c (Ω), the process defined by
Mϕ(t, ω) := ϕ(ω(t ∧ eΩ))− ϕ(ω(0)) −
∫ t∧eΩ
0
Lϕ(ω(r)) dr, ∀ t ≥ 0, ∀ω ∈ XΩ, (5.3)
is a Qz,Ω-martingale with respect to the filtration {BΩt }t≥0, and
Qz,Ω(ω(0) = z) = 1. (5.4)
Remark 5.2 (Stopped martingale problem). See [2, §2] for the definition of a stopped martingale
problem in the spirit of our Definition 5.1.
The main result of this section is the existence of solutions the the local martingale problem
associated to the singular Kimura operator L on the domain Ω:
Proposition 5.3 (Solutions to the local martingale problem). Let z ∈ Ω. Then there is a
solution, Qz,Ω, to the local martingale problem associated to the operator L on the domain Ω.
Remark 5.4 (Application of Proposition 5.3). We apply the existence of solutions to the local
martingale problem associated to L on the domain Ω, to build weak solutions to the singular
Kimura stochastic differential equation (1.11). The weak solutions to (1.11) that we build in
Proposition 6.8 are associated to the semigroup {TΩt }t≥0 through identity (6.1). This process
is stopped when it hits the portion ∂1Ω of the boundary of the domain Ω. In Theorem 1.3, we
improve this result in that we no longer require the process to be stopped on ∂1Ω.
Proof of Proposition 5.3. Let Qz,Ω be the probability measure induced on the space XΩ by the
probability measure Pz constructed in Proposition 4.1. That is, for all k ∈ N, 0 ≤ t1 < . . . < tk <
∞, Bi ∈ G, for all i = 1, . . . , k, we set
Qz,Ω(ω(ti) ∈ Bi, ∀ i = 1, . . . , k) = Pz
(
Z0,Ω(ti) ∈ Bi, ∀ i = 1, . . . , k
)
.
It is clear that Qz,Ω satisfies the initial condition (5.4) because Pz(Z0,Ω(0) = z) = 1. It remains
to show that the processes defined in (5.3) are Qz,Ω-martingales. We split the proof into two
steps. We let ϕ ∈ C∞c (Ω), and we see that Lϕ is an unbounded function on Ω. For this reason,
we show in the first step that
EQz,Ω
[∫ t∧eΩ
0
|Lϕ(ω(r))| dr
]
<∞, ∀ t ≥ 0. (5.5)
In the second step, we prove that the process {Mϕ(t)}t≥0 defined by (5.3) is indeed a Qz,Ω-
martingale with respect to the filtration {BΩt }t≥0.
Step 1 (Proof of (5.5)). From the expression (1.3) of the differential operator L, and the fact that
ϕ ∈ C∞c (Ω), we see that Lϕ ∈ Lp(Ω; dµ), for all p ≥ 1. Let q0 ∈ (1, 2) be the constant appearing
in the conclusion of Lemma 3.6, and choose q ∈ (1, q0). Let p ∈ (1,∞) be the conjugate exponent
of q.
Using the fact that ∫ t∧eΩ
0
Lϕ(ω(r)) dr =
∫ t
0
Lϕ(ω(r))1{r<eΩ} dr,
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and property (4.2), we have that
EQz,Ω
[∫ t∧eΩ
0
Lϕ(ω(r)) dr
]
= EQz,Ω
[∫ t
0
Lϕ(ω(r))1{r<eΩ} dr
]
=
∫ t
0
(
TΩr Lϕ
)
(z) dr
=
∫ t
0
∫
Ω
Lϕ(w)pΩ(r, z, w) dµ(w) dr,
and by Ho¨lder’s inequality, we obtain
EQz,Ω
[∫ t∧eΩ
0
|Lϕ(ω(r))| dr
]
≤
∫ t
0
‖Lϕ‖Lp(Ω;dµ)‖pΩ(r, z, ·)‖Lq (Ω;dµ) dr.
Inequality (3.20) shows that there is a positive constant, C0, such that
EQz,Ω
[∫ t∧eΩ
0
|Lϕ(ω(r))| dr
]
≤ C0‖Lϕ‖Lp(Ω;dµ).
This concludes the proof of inequality (5.5).
Step 2 (The martingale property). We now prove that the process {Mϕ(t)}t≥0 defined by (5.3)
is indeed a Qz,Ω-martingale with respect to the filtration {BΩt }t≥0, that is, we show that
EQz,Ω
[
Mϕ(t)
∣∣∣Bs] =Mϕ(s), Qz,Ω-a.s., ∀ 0 ≤ s ≤ t.
The preceding identity is equivalent to proving that, for all 0 ≤ s ≤ t, we have
EQz,Ω
[
ϕ(ω(t ∧ eΩ))
∣∣∣BΩs ] = ϕ(ω(s∧ eΩ))+EQz,Ω [∫ t
s
Lϕ(ω(r))1{r<eΩ} dr
∣∣∣BΩs ] , Qz,Ω-a.s. (5.6)
We need the following
Claim 5.5. For all 0 ≤ s ≤ t, we have that
EQz,Ω
[
ϕ(ω(t ∧ eΩ))
∣∣∣Bs] = (TΩt−sϕ) (ω(s))1{s<eΩ}, Qz,Ω-a.s. (5.7)
Proof of Claim 5.5. Because the right hand-side in identity (5.7) is BΩs -measurable, it is sufficient
to show that, for all k ∈ N, 0 ≤ s1 < . . . < sk ≤ s, and all ψi ∈ Cc(Ω), for all i = 1, . . . , k, we
have that
EQz,Ω
[
ϕ(ω(t ∧ eΩ))
k∏
i=1
ψi(ω(si))
]
= EQz,Ω
[(
TΩt−sϕ
)
(ω(s))1{s<eΩ}
k∏
i=1
ψi(ω(si))
]
. (5.8)
Using the construction of the measure Pz and the representation of the semigroup {TΩt }t≥0 in
terms of the fundamental solution {pΩ(t, ·, ·)}t≥0, we obtain that the term on the left hand-side
of the preceding identity takes the form∫
Ω
ψ1(z1)p
Ω(s1, z, z1) dµ(z1)
∫
Ω
ψ2(z2)p
Ω(s2 − s1, z1, z2) dµ(z2) . . .∫
Ω
ψk(zk)p
Ω(sk − sk−1, zk−1, zk) dµ(zk)
∫
Ω
ϕ(w)pΩ(t− sk, zk, w) dµ(w),
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while the term on the right-hand side takes the form∫
Ω
ψ1(z1)p
Ω(s1, z, z1) dµ(z1)
∫
Ω
ψ2(z2)p
Ω(s2 − s1, z1, z2) dµ(z2) . . .∫
Ω
ψk(zk)p
Ω(sk − sk−1, zk−1, zk) dµ(zk)
∫
Ω
pΩ(s− sk, zk, z) dµ(z)
∫
Ω
ϕ(w)pΩ(t− s, z, w) dµ(w).
By the semigroup property, we obtain that∫
Ω
pΩ(s− sk, zk, z) dµ(z)
∫
Ω
ϕ(w)pΩ(t− s, z, w) dµ(w) =
∫
Ω
ϕ(w)pΩ(t− sk, zk, w) dµ(w),
and therefore, identity (5.8) immediately follows. This completes the proof. 
Without loss of generality, we may assume that s < t, otherwise the identity (5.6) is obviously
true. Let ε ∈ (0, t− s). It follows from [10, Proposition 1.1.5] that we have the following identity
in the L2(Ω; dµ)-sense:
TΩt−sϕ− TΩε ϕ =
∫ t−s
ε
TΩr Lϕdr.
By [6, Corollary 4.1], the functions TΩt−sϕ, TΩε ϕ and TΩr Lϕ are bounded and Ho¨lder continuous
on Ω, and so, the preceding identity holds pointwise on Ω, that is, we have(
TΩt−sϕ
)
(w)− (TΩε ϕ) (w) = ∫ t−s
ε
(
TΩr Lϕ
)
(w) dr, ∀w ∈ Ω.
We now let w = ω(s) in the preceding identity, and using (5.7), we obtain
EQz,Ω
[
ϕ(ω(t ∧ eΩ))
∣∣∣BΩs ]− EQz,Ω [ϕ(ω((s + ε) ∧ eΩ))∣∣∣BΩs ]
=
∫ t−s
ε
EQz,Ω
[
Lϕ(ω((s + r) ∧ eΩ))
∣∣∣BΩs ] dr.
Because the function ϕ has compact support in Ω, we see that
ϕ(ω(t ∧ eΩ)) = ϕ(ω(t))1{t<eΩ}, ∀ t ≥ 0,
and so, the preceding equality becomes
EQz,Ω
[
ϕ(ω(t))1{t<eΩ}
∣∣∣BΩs ]− EQz,Ω [ϕ(ω(s + ε))1{s+ε<eΩ}∣∣∣BΩs ]
=
∫ t−s
ε
EQz,Ω
[
Lϕ(ω(s + r))1{s+r<eΩ}
∣∣∣BΩs ] dr.
Using property (5.5), we may apply Fubini’s Theorem on the right-hand side of the preceding
equality to obtain
EQz,Ω
[
ϕ(ω(t))1{t<eΩ}
∣∣∣BΩs ]− EQz,Ω [ϕ(ω(s + ε))1{s+ε<eΩ}∣∣∣BΩs ]
= EQz,Ω
[∫ t−s
ε
Lϕ(ω(s + r))1{s+r<eΩ} dr
∣∣∣BΩs ] . (5.9)
We now show that by letting ε ↓ 0 in identity (5.9), we obtain (5.6). Notice that by the Dominated
Convergence Theorem, the fact that the function ϕ is bounded, continuous and has compact
support in Ω, and that the paths t 7→ ω(t) are continuous, we have that
EQz,Ω
[∣∣∣ϕ(ω(s + ε))1{s+ε<eΩ} − ϕ(ω(s))1{s<eΩ}∣∣∣]→ 0, as ε ↓ 0.
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Because the random variable ϕ(ω(s))1{s<eΩ} is BΩs -measurable, we have that
EQz,Ω
[
ϕ(ω(s + ε))1{s+ε<eΩ}
∣∣∣BΩs ]→ ϕ(ω(s))1{s<eΩ}, Qz,Ω-a.s. (5.10)
Moreover, using identity (5.5), we can apply the Dominated Convergence Theorem to the integral
term in identity (5.9) to obtain that
EQz,Ω
[∣∣∣∣∫ t−s
0
Lϕ(ω(s + r))1{s+r<eΩ} dr −
∫ t−s
ε
Lϕ(ω(s+ r))1{s+r<eΩ} dr
∣∣∣∣]→ 0, as ε ↓ 0.
Therefore, it follows that
EQz,Ω
[∫ t−s
ε
Lϕ(ω(s+ r))1{s+r<eΩ} dr
∣∣∣BΩs ]
→ EQz,Ω
[∫ t−s
0
Lϕ(ω(s + r))1{s+r<eΩ} dr
∣∣∣BΩs ] , Qz,Ω-a.s., (5.11)
as ε tends to 0. From identity (5.9), using properties (5.10) and (5.11), we obtain (5.6), which im-
mediately implies that the process {Mϕ(t)}t≥0 is a Qz,Ω-martingale with respect to the filtration
{BΩt }t≥0.
This concludes the proof. 
6. Solution to the Kimura stochastic differential equation with singular drift
In this section, we establish the relationship between the semigroup {TΩt }t≥0 constructed in
§2, and the unique Markov solutions to the Kimura stochastic differential equation with singular
drift (1.11). In §6.1, we introduce the stochastic differential equation (1.11) and we describe the
relationship between the coefficients of the stochastic differential equation (1.11) and those of the
operator L, defined in (1.3). In Proposition 6.1, we establish the first relationship between the
semigroup {TΩt }t≥0 and solutions to the singular Kimura stochastic differential equation (1.11)
that are stopped when the process hits the non-degenerate boundary of a domain Ω ⊆ Sn,m. In
§6.2, we prove Theorem 1.3, where we improve Proposition 6.1 in that we no longer require the
solution to the Kimura stochastic differential equation (1.11) to be stopped on the non-degenerate
boundary of the domain Ω. Theorem 1.3 is then used in §6.3 to prove Theorem 1.2 where we
establish that functions defined by the stochastic representation formula (1.13) satisfy the scale-
invariant Harnack inequality (1.14). This is the key result that we use in §7 to complete the
proof of the Harnack inequality for nonnegative solution to the parabolic equations defined by
the standard Kimura operator L̂.
6.1. Stopped solutions to the Kimura stochastic differential equation with singular
drift. Recall that the singular Kimura stochastic differential equation with logarithmic drift
is given by (1.11). The coefficients of the stochastic differential equation (1.11) are related to
the coefficients of the differential operator L defined in (1.3), as follows. For all i = 1, . . . , n,
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j = 1, . . . , n+m, and l = 1, . . . ,m, we let
gi(z) := biaii + xi
∂xiaii + n∑
j=1
(
a˜ij + δij a˜ii + xj∂xj a˜ij + a˜ij(bj − 1)
)
+
m∑
l=1
∂ylcil
 ,
el(z) :=
n∑
i=1
(xi∂xicil + bicil) +
m∑
k=1
∂ykdlk,
fij(z) :=
n∑
j=1
(
∂xibj +
n∑
k=1
xka˜ik∂xkbj +
m∑
l=1
cil∂ylbj
)
,
fn+l,j(z) :=
n∑
i=1
xicil∂xibj +
m∑
k=1
dlk∂ykbj .
(6.1)
To construct the dispersion coefficient matrix, (σ(z)), appearing in (1.11), we introduce the
diffusion matrix, (D(z)), by letting, for all i, j = 1, . . . , n and all l, k = 1, . . . ,m,
Dii(z) := 2aii(z) + 2xia˜ii(z),
Dij(z) := 2
√
xixj a˜ij(z), i 6= j,
Di,n+l(z) = Dn+l,i(z) := 4
√
xicil(z),
Dn+l,n+k(z) = 2dlk(z).
(6.2)
We now argue that there is a suitable function (σ(z)) such that identity (6.4) holds. Notice
that conditions (2.2), (2.3) and (2.4) imply that the matrix (D(z)) is strictly elliptic. From
Assumption 2.1, it follows that the coefficients aii, a˜ij, cil and dlk are smooth functions of the
variable z = (x, y) on S¯n,m, and in particular they are smooth functions of the variable (
√
x, y)
on S¯n,m, where we denote
√
x = (
√
x1,
√
x2, . . . ,
√
xn) , ∀x ∈ Rn+. (6.3)
We obtain that the matrix D defined in (6.2) is smooth in the variables (
√
x, y) on S¯n,m. We let
D˜(
√
x, y) = D(x, y), for all (x, y) ∈ S¯n,m. Because the matrix D˜ is strictly elliptic and smooth,
we can build an extension from S¯n,m to Rn+m, which we denote the same as the matrix D˜, such
that the extended matrix remains strictly elliptic and smooth on Rn+m. We can now apply [16,
Lemma 6.1.1] to the matrix D˜, to obtain that there is a matrix σ˜ ∈ C∞(Rn+m;Rn+m × Rn+m),
such that σ˜σ˜∗ = D˜. Letting now
σ(x2, y) := σ˜(x, y), ∀(x, y) ∈ S¯n,m,
we obtain that
(σσ∗)(z) = D(z), ∀ z ∈ S¯n,m, (6.4)
and that σ is a smooth function in the variables (
√
x, y) on S¯n,m. In particular, the function σ
belongs to the classical Ho¨lder space Cα(S¯n,m) and to the anisotropic Ho¨lder space C
α
WF (S¯n,m)
(defined in (7.11)), for all α ∈ [0, 1/2].
The choice of the ‘square root’, (σ(z)), of the positive-definite matrix (D(z)) is irrelevant for
the question of existence and uniqueness of weak solutions to the stochastic differential equations
(1.11), as [19, Problem 5.4.7] shows.
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Let Ω ⊆ Sn,m be an open set, and let z ∈ Ω. In this section, we consider weak solutions,
{ZΩ(t)}0≤t<τΩ , to the stochastic differential equation (1.11), defined up to the stopping time τΩ,
τΩ := lim
k→∞
τΩk , (6.5)
where
Ωk := {z ∈ Ω : dist(z, ∂1Ω) > 1/k}, ∀ k ∈ N, (6.6)
is an increasing family of compact sets in Ω, chosen such that Ω = ∪k∈NΩk, and
τΩk := inf{t ≥ 0 : ZΩ(t) /∈ Ωk}, ∀ k ∈ N. (6.7)
Proposition 6.1 (Weak solutions to the stochastic differential equation (1.11) on Ω). Let Ω ⊆
Sn,m be an open set, and let z ∈ Ω. Then there is a filtered probability space, (X˜ , B˜, {B˜t}t≥0,Pz,Ω),
an (n+m)-dimensional Brownian motion, {W (t)}t≥0, and a process, {ZΩ(t)}t≥0, that solves the
Kimura stochastic differential equation with singular drift (1.11), for all 0 ≤ t < τΩ, and satisfies
the initial condition, ZΩ(0) = z, Pz,Ω-a.s. Moreover, the process {ZΩ(t)}t≥0 satisfies the Markov
property, and for all bounded, Borel measurable functions, f : Ω→ R, and t ≥ 0, we have that(
TΩt f
)
(z) = EPz,Ω
[
f(ZΩ(t))1{t<τΩ}
]
, ∀z ∈ Ω. (6.8)
Proof. Our method of the proof is based on the existence of solutions to the martingale problem
associated to the operator L on the domain Ω, established in Proposition 5.3, and the proof of
[19, Proposition 5.4.6]. We need to be careful that our process is defined for all t ∈ [0, τΩ), as
opposed to [0,∞), when we make use of the arguments used to prove [19, Proposition 5.4.6]. Let
ψk : Ω→ [0, 1] be a smooth function with compact support, such that ψk(z) = 1, for all z ∈ Ωk.
Let {ZΩ(t)}t≥0 be the coordinate process on the filtered probability space (XΩ,BΩ, {BΩt }t≥0),
that is, we let ZΩ(t, ω) = ω(t), for all ω ∈ XΩ, and let Qz,Ω be the solution to the martingale
problem associated to the operator L on Ω, constructed in Proposition 5.3.
We denote the drift coefficients of the stochastic differential equation (1.11) by
δi(z) := bi(z) + xi
n∑
j=1
fij(z) ln xj, ∀ i = 1, . . . , n,
δn+l(z) := el(z) +
n∑
j=1
fn+l,j(z) ln xj, ∀ l = 1, . . . ,m,
(6.9)
and we denote the covariance coefficient matrix of the stochastic differential equation (1.11) by
αij(z) :=
√
xixjDij(z), ∀ i, j = 1, . . . , n,
αil(z) = αli(z) :=
√
xiDi,n+l(z), ∀ i = 1, . . . , n, ∀ l = 1, . . . ,m,
αlk(z) := Dn+l,n+k(z), ∀ l, k = 1, . . . ,m,
(6.10)
where (D(z)) is defined in (6.2), for all z ∈ S¯n,m. Similarly to the proof of [19, Proposition 5.4.6],
we consider the processes,
Mi(t) := Z
Ω
i (t)− ZΩi (0) −
∫ t
0
δi(Z
Ω(s)) ds, ∀ 0 ≤ t < τΩ,
Qij(t) :=Mi(t)Mj(t)−Mi(0)Mj(0)−
∫ t
0
αij(Z
Ω(s)) ds, ∀ 0 ≤ t < τΩ,
for all i, j = 1, . . . , n +m. By choosing ϕ(z) = ziψk(z), for all i = 1, . . . , n +m, as test function
in (5.3), it follows from Proposition 5.3 that the process {Mi(t ∧ τKk)}t≥0 is a Qz,Ω-martingale
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with respect to the filtration {BΩt }t≥0, for all k ∈ N. By choosing next ϕ(z) = zizjψk(z), for
all i, j = 1, . . . , n +m, as test function in (5.3), it follows from Proposition 5.3 that the process
{Qij(t ∧ τKk)}t≥0 is also a Qz,Ω-martingale with respect to the filtration {BΩt }t≥0, for all k ∈ N.
Because the processes {Mi(t)} and {Qij(t)} are defined only for t ∈ [0, τΩ), they are not local
martingales in the classical sense of [19, Definition 1.5.15], and so, we cannot apply directly [19,
Theorem 3.4.2] to obtain the existence of a suitable (n +m)-dimensional Brownian motion. We
now describe the modifications we need to use the proof of [19, Theorem 3.4.2] to obtain the
existence of weak solutions to equation (1.11), for all 0 ≤ t < τΩ.
From identities (6.4) and (6.10), using the fact that the diffusion matrix (D(z)) is strictly
elliptic, it follows that the matrix (α(z)), defined in (6.10), is symmetric and nonnegative definite
on S¯n,m. Thus, there is an orthogonal matrix, (Q(z)) = (qij(z)), and a nonnegative diagonal
matrix, (Λ(z)) = diag(λi(z)), such that α(z) = Q
∗(z)Λ(z)Q(z), for all z ∈ S¯n,m. Following [19,
Identity (3.4.7)], we define the process
Ni(t) =
n+m∑
j=1
∫ t
0
qji
(
ZΩ(s)
)
dMj(s), ∀ 0 ≤ t < τΩ,
for all i = 1, . . . , n+m, and as in [19, Identity (3.4.8)], we see that
〈Ni, Nj〉 (t) = δij
∫ t
0
λi
(
ZΩ(s)
)
ds, ∀ 0 ≤ t < τΩ,
where 〈·, ·〉 denotes the quadratic covariation. Then there is an extension of the filtered proba-
bility space (XΩ,BΩ, {BΩt }t≥0,Qz,Ω), which we denote by (X˜ , B˜, {B˜t}t≥0,Pz,Ω), that supports an
independent (n+m)-dimensional Brownian motion, {B˜(t)}t≥0, such that by letting
W˜i(t) =
∫ t∧τΩ
0
1{λi(ZΩ(s))>0}
1√
λi (ZΩ(s))
dNi(s)
+
∫ t
0
(
1{λi(ZΩ(s))=0}1{s<τΩ} + 1{s≥τΩ}
)
dB˜i(s), ∀ i = 1, . . . , n+m,
the process {W˜ (t)}t≥0 is an (n + m)-dimensional Brownian motion. We now let ρij(z) :=
qij(z)
√
λj(z), and similarly to [19, Identity (3.4.12)], we obtain the representation
Mi(t) =
n+m∑
j=1
∫ t
0
ρij
(
ZΩ(s)
)
dW˜j(s), ∀ 0 ≤ t < τΩ.
This implies that the process {ZΩ(t)}t∈[0,∞) satisfies
ZΩi (t) = Z
Ω
i (0) +
∫ t
0
δi(Z
Ω(s)) ds +
n+m∑
j=1
∫ t
0
ρij
(
ZΩ(s)
)
dW˜j(s), ∀ 0 ≤ t < τΩ, (6.11)
for all i = 1, . . . , n+m. From identity (6.4) and the fact that the matrix (ρ(z)) has the property
that ρ(z)ρ∗(z) = α(z), where (α(z)) is defined in (6.10), it follows from [19, Problem 5.4.7], that
there is an orthogonal matrix (R(z)), such that
√
xiσi(z) = ρi(z)R(z), and σn+l(z) = ρn+l(z)R(z), (6.12)
for all i = 1, . . . , n and all l = 1, . . . ,m. By letting
W (t) =
∫ t∧τΩ
0
R∗(ZΩ(s)) dW˜ (s) + 1{t≥τΩ}
∫ t
τΩ
dW˜ (s), ∀ t ≥ 0,
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the process {W (t)}t≥0 is an (n +m)-dimensional Brownian motion, and using identities (6.11),
(6.9) and (6.12), we see that the process {ZΩ(t)}0≤t<τΩ is indeed a weak solution to the stochastic
differential equation (1.11).
From the proof of Proposition 5.3, it follows that the laws of the coordinate process {ZΩ(t)}t≥0
restricted to the probability space (XΩ,BΩ, {BΩt }t≥0,Qz,Ω), and that of the process {Z0,Ω(t)}t≥0
constructed in Proposition 4.1, agree. The extension of the process {ZΩ(t)}t≥0 from the probabil-
ity space (XΩ,BΩ, {BΩt }t≥0,Qz,Ω) to the larger space (X˜ , B˜, {B˜t}t≥0,Pz,Ω), is done my adding an
(n+m)-dimensional independent Brownian motion, and so, the laws of the process {ZΩ(t)}t≥0 on
the space (X˜ , B˜, {B˜t}t≥0,Pz,Ω), and that of the process {Z0,Ω(t)}t≥0 constructed in Proposition
4.1, also agree. Thus, properties (4.4) and (4.5), satisfied by the process {Z0,Ω(t)}t≥0 imply that
the process {ZΩ(t)}t≥0 also satisfies the Markov property and (6.8), respectively. This concludes
the proof. 
When Ω = Sn,m, we denote by {Z(t)}t≥0, instead of {ZΩ(t)}t≥0, the process constructed in
Proposition 6.1, and we denote by Pz, instead of Pz,Ω the probability measure appearing in the
statement of Proposition 6.1. In this case, we have that τSn,m = ∞, since ∂1Sn,m = ∅, and the
stochastic differential equation (1.11) is satisfied for all t ∈ (0,∞). Because the process {Z(t)}t≥0
satisfies the Markov property, it follows from [32, Theorem 3.8], that the process {Z(t)}t≥0 is
the unique weak solution to the stochastic differential equation (1.11), in the class of Markov
processes.
6.2. Connection between semigroups and solutions to stochastic differential equa-
tions. In this section, we give the proof of Theorem 1.3 where we establish with the aid of
Proposition 6.1, the connection between the semigroup {TΩt }t≥0, constructed in §2, and the
unique weak solutions, {Z(t)}, to the stochastic differential equation (1.11) on Sn,m, which sat-
isfy the Markov property, established in [32, Theorem 3.8].
Proof of Theorem 1.3. Recall the definition of the increasing sequence of sets {Ωk}k∈N in (6.6),
and of the stopping times {τΩk}k∈N in (6.7). Let {ZΩ(t)}0≤t<τΩ be the Markov process constructed
in Proposition 6.1. Using identity (6.8), we see that (1.15) follows if we prove that the probability
distributions of the random variables ZΩ(t)1{t<τΩ} under P
z,Ω, and of Z(t)1{t<τΩ} under P
z agree,
for all t ≥ 0. In turn, using the fact that the sequence of stopping times {τΩk}k∈N converges to τΩ,
as k tends to∞, this follows if we prove that the probability distributions of the random variables
ZΩ(t)1{t≤τΩk } under P
z,Ω, and of Z(t)1{t≤τΩk } under P
z agree, for all k ∈ N and all t ≥ 0. Recall
from the construction in Proposition 6.1 that the probability distribution Pz,Ω, restricted to the
space (XΩ,BΩ), agrees with the solution to the martingale problem, Qz,Ω. When Ω = Sn,m, we
denote for brevity
(XΩ, {BΩt }t≥0,BΩ,Qz,Ω) = (X , {Bt}t≥0,B,Qz),
and we let {Z0(t)}t≥0 be the coordinate process on (X ,B). Thus, it is sufficient to prove that the
probability distribution of the random variable
X ∋ ω 7→ Z0(t, ω)1{t≤τΩk }
is the same under the probability measures Qz,Ω and Qz, for all k ∈ N and t ≥ 0.
Our method of the proof consists in building a new probability measure, Q˜z, on (X ,B) by
combining the measuresQz,Ω andQz, such that for all j ∈ N, 0 ≤ t1 < t2 < . . . < tj, Bi ∈ B(S¯n,m),
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for i = 1, . . . , j, we have that
Q˜z
(
Z0(ti) ∈ Bi, ti ≤ τΩk , ∀ i = 1, . . . , j
)
= Qz,Ω
(
Z0(ti) ∈ Bi, ti ≤ τΩk , ∀ i = 1, . . . , j
)
.
(6.13)
We then prove that Q˜z is also a solution of the Martingale Problem 5.1 associated to the opera-
tor L on Sn,m, and that the coordinate process {Z0(t)}t≥0 satisfies the Markov property under
Q˜z. From the uniqueness of weak solutions to the singular Kimura stochastic differential equa-
tion established in [32, Theorem 3.8], it follows that the distributions of the coordinate process
{Z0(t)}t≥0 under the measures Q˜z and Qz must agree. Combining this property with (6.13), it
follows that indeed the distributions of the random variable Z0(t)1{t≤τΩk } are the same under
the probability measures Qz,Ω and Qz, for all k ∈ N and t ≥ 0, which completes the proof.
Step 1 (Construction of the probability measure Q˜z). Because XΩ is a measurable set in X , we
can view the probability measure Qz,Ω as one defined on (X ,B). As usual, we let
BτΩk := σ (ω(t ∧ τΩk) : t ≥ 0) ,
and we consider the unique, up to sets of Qz-measure zero, regular conditional probability distri-
bution of Qz given BτΩk , given by [19, Theorem 5.3.18]. We denote by {Qzω} a regular conditional
probability distribution of Qz given BτΩk , and using [35, Theorem 1.3.4], we can choose {Qzω}
such that
Qzω(A) = 1{ω∈A}, ∀ω ∈ X , ∀A ∈ BτΩk ,
as opposed to the preceding identity holding for all ω ∈ X\N , where N is a set of Qz-measure
zero. Using [19, Definition 5.3.16] and the preceding identity, we see that the hypotheses of [35,
Theorem 6.1.2] are satisfied, and so, we can construct a unique probability measure on (X ,B),
which we denote by
Q˜z = Qz,Ω ⊗τΩk Q
z,
such that Q˜z coincides with Qz,Ω on BτΩk , that is, identity (6.13) holds, and δω⊗τΩkQz is a regular
conditional probability distribution of Q˜z on BτΩk , where the probability measure δω ⊗τΩk Qz is
defined as in [35, Lemma 6.1.1]. Thus, it follows that for all j ∈ N, 0 ≤ t1 < t2 < . . . < tj ,
Bi ∈ B(S¯n,m), for i = 1, . . . , j, we can choose a version of the conditional probability such that
Qz
(
Z0(ti) ∈ Bi, ∀ i = 1, . . . , j
∣∣∣BτΩk) (ω) = Qzω (Z0(ti) ∈ Bi, ∀ i = 1, . . . , j) , ∀ω ∈ X ,
and so, we can compute
Q˜z
(
Z0(ti) ∈ Bi, ∀ i = 1, . . . , j
)
= Qz,Ω
(
Qz
(
Z0(ti) ∈ Bi, ∀ i = 1, . . . , j
∣∣∣BτΩk)) . (6.14)
This completes the construction of the probability measure Q˜z on (X ,B).
Step 2 (Proof that the probability measure Q˜z solves the Martingale Problem 5.1 on Sn,m). In
this step, it is sufficient to show that the process defined by (5.3), with eΩ =∞, is a Q˜z-martingale,
for all functions ϕ ∈ C∞c (S¯n,m). We apply [35, Theorem 6.1.2] with θ(t) := Mϕ(t) and s = 0.
Because the measure Qz,Ω solves the Martingale Problem 5.1 associated to the operator L on Ω,
it follows that the process {Mϕ(t ∧ τΩk)}t≥0 is a Qz,Ω-martingale. Recall that the probability
measure Qz solves the Martingale Problem 5.1 associated to the operator L on Sn,m. It follows
that the process {Mϕ(t)−Mϕ(t∧τΩk(ω))}t≥0 is a Qzω-martingale, for all ω ∈ X . Thus, we obtain
from [35, Theorem 6.1.2] that {Mϕ(t)} is a Q˜z-martingale, which completes the proof of Step 2.
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Step 3 (Proof of the Markov property of the coordinate process {Z0(t)}t≥0 under Q˜z). In this
step, our goal is to prove that for all bounded, Borel measurable functions, f : S¯n,m → R, and all
0 ≤ s < t, we have that
EQ˜z
[
f
(
Z0(t)
) ∣∣Bs] = EQ˜z [f (Z0(t)) ∣∣Z0(s)] .
The preceding identity is equivalent to proving that, for all measurable sets, A ∈ Bs, we have
that
EQ˜z
[
1Af
(
Z0(t)
)]
= EQ˜z
[
1AEQ˜z
[
f
(
Z0(t)
) ∣∣Z0(s)]] . (6.15)
Identity (6.15) follows by adding the following three equalities:
EQ˜z
[
1A1{τΩk>t>s}f
(
Z0(t)
)]
= EQ˜z
[
1A1{τΩk>s}EQ˜z
[
f
(
Z0(t)
)
1{τΩk>t}
∣∣Z0(s)]] (6.16)
EQ˜z
[
1A1{t≥τΩk>s}f
(
Z0(t)
)]
= EQ˜z
[
1A1{τΩk>s}EQ˜z
[
f
(
Z0(t)
)
1{t≥τΩk }
∣∣Z0(s)]] (6.17)
EQ˜z
[
1A1{t>s≥τΩk}f
(
Z0(t)
)]
= EQ˜z
[
1A1{s≥τΩk}EQ˜z
[
f
(
Z0(t)
) ∣∣Z0(s)]] . (6.18)
We now prove each one of the preceding equalities.
Case 1 (Proof of identity (6.16)). Using property (6.14) of the probability measure Q˜z, we have
that
EQ˜z
[
1A1{τΩk>t>s}f
(
Z0(t)
)]
= EQz,Ω
[
1A1{τΩk>s}EQz,Ω
[
1{τΩk>t}f
(
Z0(t)
) ∣∣Bs]] ,
and using the Markov property for the measure Qz,Ω established in Proposition 6.1, it follows
that
EQ˜z
[
1A1{τΩk>t>s}f
(
Z0(t)
)]
= EQz,Ω
[
1A1{τΩk>s}EQz,Ω
[
1{τΩk>t}f
(
Z0(t)
) ∣∣Z0(s)]] ,
which immediately implies (6.16) from property (6.14) of the probability measure Q˜z.
Case 2 (Proof of identity (6.17)). By property (6.14) of the probability measure Q˜z and the
tower property of conditional expectation, we have that
EQ˜z
[
1A1{t≥τΩk>s}f
(
Z0(t)
)]
= EQz,Ω
[
1A1{τΩk>s}EQz,Ω
[
EQz
[
1{t≥τΩk}f
(
Z0(t)
) ∣∣BτΩk ] ∣∣Bs]] .
The Markov property for the measure Qz,Ω established in Proposition 6.1, gives that
EQ˜z
[
1A1{t≥τΩk>s}f
(
Z0(t)
)]
= EQz,Ω
[
1A1{τΩk>s}EQz,Ω
[
EQz
[
1{t≥τΩk }f
(
Z0(t)
) ∣∣BτΩk ] ∣∣Z0(s)]] ,
and so, using again (6.14), we have that
EQ˜z
[
1A1{t≥τΩk>s}f
(
Z0(t)
)]
= EQ˜z
[
1A1{τΩk>s}EQ˜z
[
EQ˜z
[
1{t≥τΩk }f
(
Z0(t)
) ∣∣BτΩk ] ∣∣Z0(s)]] .
Applying again the tower property to the most inner conditional expectation, it follows that
EQ˜z
[
1A1{t≥τΩk>s}f
(
Z0(t)
)]
= EQ˜z
[
1A1{τΩk>s}EQ˜z
[
1{t≥τΩk }f
(
Z0(t)
) ∣∣Z0(s)]] ,
that is, we obtain identity (6.17).
Case 3 (Proof of identity (6.18)). By property (6.14) of the probability measure Q˜z and the
tower property of conditional expectation, we have that
EQ˜z
[
1A1{t>s≥τΩk }f
(
Z0(t)
)]
= EQ˜z
[
1A1{s≥τΩk}EQz
[
EQz
[
1{t>τΩk }f
(
Z0(t)
) ∣∣Bs] ∣∣BτΩk ]] .
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The Markov property for the measure Qz established in Proposition 6.1, gives that
EQ˜z
[
1A1{t>s≥τΩk}f
(
Z0(t)
)]
= EQ˜z
[
1A1{s≥τΩk}EQz
[
EQz
[
1{t>τΩk }f
(
Z0(t)
) ∣∣Z0(s)] ∣∣BτΩk ]] ,
which we can rewrite using property (6.14) of the probability measure Q˜z,
EQ˜z
[
1A1{t>s≥τΩk}f
(
Z0(t)
)]
= EQ˜z
[
1A1{s≥τΩk}EQ˜z
[
EQ˜z
[
1{t>τΩk }f
(
Z0(t)
) ∣∣Z0(s)] ∣∣BτΩk ]] ,
The tower property of conditional expectation yields
EQ˜z
[
1A1{t>s≥τΩk}f
(
Z0(t)
)]
= EQ˜z
[
1A1{s≥τΩk}EQ˜z
[
1{t>τΩk }f
(
Z0(t)
) ∣∣Z0(s)]] ,
which is equivalent to identity (6.18)
Combining identities (6.16)-(6.18), we obtain (6.15), which completes the proof of Step 3.
Steps 1, 2 and 3 complete the proof. 
6.3. Stochastic representation of weak solutions and the Harnack inequality. We now
give the proof of Theorem 1.2 which establishes the fact that functions defined by the stochastic
representation (1.13) satisfy the scale-invariant Harnack inequality (1.14). Our proof relies on
the connection established in Theorem 1.3 between the semigroup {TΩt }t≥0 and the unique weak
solutions to the stochastic differential equation (1.11). Let Ω ⊂ Sn,m be an open, bounded set,
and let I = (t1, t2) be an open, bounded interval in R+. Let {Z(t)}t≥0 be the unique weak
solution satisfying the Markov property to the singular Kimura stochastic differential equation
(1.11), with initial condition Z(0) = z ∈ S¯n,m, established in [32, Theorems 3.4 and 3.8]. Let Pz
denote the law of the process {Z(t)}t≥0.
We denote Q := (t1, t2)×Ω, and we recall the definition of the parabolic portion of the boundary
ðQ in (1.12). For a point (t0, z0) ∈ R× S¯n,m, and a positive constant, r, we let
Qr(t
0, z0) := (t0 − r2, t0)×Br(z0), (6.19)
where we recall that Br(z
0) denotes the open ball centered at z0 of radius r with respect to the
distance function ρ.
We can now give the
Proof of Theorem 1.2. Because we assume that the boundary function g is nonnegative and con-
tinuous on ðQ, there is a sequence of nonnegative, smooth functions, {gk}k≥0 ⊂ C∞(Q¯), such
that
‖gk − g‖C(ðQ) → 0, as k →∞. (6.20)
Analogously to the representation (1.13), we define the sequence of functions, {uk}k≥0, by letting
uk(t, z) := EPz [gk(t− (t− t1) ∧ τΩ, Z((t− t1) ∧ τΩ))] , ∀ (t, z) ∈ Q¯, ∀ k ≥ 0. (6.21)
Using property (6.20), it immediately follows from the preceding equality that
‖uk − u‖L∞(Q¯) → 0, as k →∞, (6.22)
and so, it is sufficient to prove that the Harnack inequality, (1.14), holds for each nonnegative
function uk, in order to deduce that the Harnack inequality also holds for the function u defined by
(1.13). We now prove that each nonnegative function uk is a local weak solution to the equation
ut −Lu = 0 on Q. Therefore, it follows form [6, Theorem 4.1] that the Harnack inequality holds
for uk. Let
hk(t, z) := ∂tgk(t, z)− Lgk(t, z), ∀ (t, z) ∈ Q¯, ∀ k ∈ N.
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We fix (t, z) ∈ Q¯, and using the fact that gk ∈ C∞(Q¯), we may apply Itoˆ’s rule to the process
{gk(t− r, Z(r))}0≤r≤t−t1 . We obtain that
dgk(t− r, Z(r)) = [−∂tgk(t− r, Z(r)) + Lgk(t− r, Z(r))] dr + dM(r)
= −hk(t− r, Z(r)) dr + dM(r),
where the process {M(r ∧ τΩ)}r≥0 is a martingale. Stopping the process at time (t− t1)∧ τΩ, we
obtain that
gk(t− (t− t1) ∧ τΩ, Z((t− t1) ∧ τΩ)) = gk(t, z)−
∫ (t−t1)∧τΩ
0
hk(t− r, Z(r)) dr
+M((t− t1) ∧ τΩ),
from which it follows that
gk(t, z) = EPz [gk(t− (t− t1) ∧ τΩ, Z((t− t1) ∧ τΩ))] + EPz
[∫ (t−t1)∧τΩ
0
hk(t− r, Z(r)) dr
]
.
Using our definition (6.21) of the function uk(t, z), the preceding expression implies that
uk(t, z) = gk(t, z) − EPz
[∫ (t−t1)∧τΩ
0
hk(t− r, Z(r)) dr
]
. (6.23)
The integral term on the right-hand side of the preceding expression can be written as
EPz
[∫ (t−t1)∧τΩ
0
hk(t− r, Z(r)) dr
]
= EPz
[∫ t−t1
0
hk(t− r, Z(r))1{r<τΩ} dr
]
,
and using identity (1.15), is follows that
EPz
[∫ (t−t1)∧τΩ
0
hk(t− r, Z(r)) dr
]
=
∫ t−t1
0
(
TΩr hk
)
(t− r, ·)(z) dr
=
∫ t−t1
0
(
TΩt−(r+t1)hk
)
(r + t1, ·)(z) dr.
Identity (6.23) together with the preceding equality, gives us that
uk(t, z) = gk(t, z) −
∫ t−t1
0
(
TΩt−(r+t1)hk
)
(r + t1, ·)(z) dr, ∀ (t, z) ∈ Q.
Because the function gk belongs to C
∞(Q¯), it is clear that gk solves the equation ut − Lu = hk
on Q. Using the fact that hk ∈ L2((t1, t2), L2(Ω; dµ)), it follows by Lemma 2.4 that the integral
term on the right-hand side of the preceding identity, is a weak solution to the inhomogeneous
problem ut − Lu = −hk on Q. Thus, the function uk is a weak solution to the homogeneous
problem ut−Lu = 0 on Q, and applying [6, Theorem 4.1], we obtain that uk satisfies the Harnack
inequality. Letting k tend to ∞ in (6.21) and using (6.22), it follows that the function u defined
by (1.13) also satisfies the Harnack inequality (1.14). This completes the proof. 
We have the following corollary of Theorem 1.2. This is a technical result needed in the proof
of Lemma 7.10.
Corollary 6.2. There is a positive constant, K0, such that the following hold. Let T > t1 and
let g ∈ C(ðQ) be a nonnegative function, and let
u(t, z) := EPz
[
g(t− (t− t1) ∧ τΩ, Z((t− t1) ∧ τΩ))1{(t−t1)∧τΩ<T−t1}
]
, ∀ (t, z) ∈ Q¯. (6.24)
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Then the function u satisfies the scale-invariant Harnack inequality, that is, for all (t0, z0) ∈ Q¯
and r > 0 such that Q2r(t
0, z0) ⊂ Q, we have that the scale-invariant Harnack inequality (1.14)
holds.
Proof. Similarly to the proof of Theorem 1.2, we let {gk}k≥0 ⊂ C∞(Q¯) be a sequence of nonneg-
ative, smooth functions, such that
‖g − gk‖C(Q¯∩{t<T}) → 0, as k →∞,
‖gk‖C(Q¯∩{t>T}) → 0, as k →∞.
(6.25)
Theorem 1.2 yields that the sequence of functions {uk}k≥0 defined by (6.21) satisfies the Harnack
inequality (1.14), and it is sufficient to prove that property (6.22) holds in order to conclude that
the function u defined by (6.24) also satisfies the Harnack inequality (1.14).
From definition (6.24) of the function u(t, z) and property (6.25), it follows that there is a
positive constant, C, such that for all (t, z) ∈ Q¯, we have that
|u(t, z) − uk(t, z)| ≤ ‖g − gk‖C(Q¯∩{t<T}) + ‖gk‖C(Q¯∩{t>T}) + CPz((t− t1) ∧ τΩ = T − t1). (6.26)
We can assume without loss of generality that t ≥ T . Let v ∈ F((0, t−T +1)×Ω) be the unique
weak solution to the homogeneous initial-value problem (2.12), with initial condition v(0, ·) ≡ 1,
given by Lemma 2.3. Then Theorem 1.3 gives us that
v(s, z) = Pz(τΩ > s), ∀ (s, z) ∈ (0, t− T + 1)× Ω.
Using the fact that
Pz(τΩ = s) = lim
ε↓0
Pz(τΩ > s− ε)− Pz(τΩ > s)
= v(s− ε, z) − v(s, z),
and that the function v is continuous by [6, Corollary 4.1], it follows that
Pz(τΩ = s) = 0, ∀ (s, z) ∈ (0, t− T + 1)× Ω.
Thus, the preceding inequality together with (6.25) and (6.26) yield that property (6.22) holds.
We can now conclude that the function u defined in (6.24) satisfies the Harnack inequality (1.14),
since each element of the sequence {uk}k∈N also satisfy (1.14). This completes the proof. 
7. Harnack’s inequality for standard Kimura operators
In this section, we consider the standard Kimura differential operator L̂ defined in (1.1). In
Theorem 7.7, we prove the Harnack inequality for nonnegative solutions to the parabolic equation
ut − L̂u = 0, (7.1)
by relying on Theorem 1.2 and adapting the argument used to prove [36, Theorem 1]. The
solutions that we consider are probabilistic, in the sense that they admit a suitable stochastic
representation, (7.20). We organize this section into three parts. In §7.1, we describe the assump-
tions imposed on the coefficients of the differential operator L̂, and we review some properties
of the solutions to the parabolic equation (7.1). In §7.2, we establish the connection between
the differential operators L and L̂, and we introduce the notion of a probabilistic solution in
Definition 7.5, which we then use in §7.3 to give the proof of Harnack’s inequality in Theorem
7.7, and of the scale-invariant Harnack inequality in Theorem 7.8.
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7.1. Properties of solutions to the parabolic equation ut − L̂u = 0. We first introduce
Assumption 7.1, which describe the conditions that we impose on the coefficients of the standard
Kimura differential operator L̂. We then review the existence, uniqueness and regularity of
solutions in anisotropic Ho¨lder spaces to the inhomogeneous initial-value problem defined by the
operator L̂, {
ut − L̂u = g on (0,∞) × Sn,m,
u(0, ·) = f on Sn,m, (7.2)
obtained in [7, 31]. In Lemma 7.2, we establish the stochastic representation of the solutions in
anisotropic Ho¨lder spaces to problem (7.2).
We begin with
Assumption 7.1 (Coefficients of the operator L̂). There are positive constants, b¯ and δ, such
that the following hold:
1. The coefficient matrix functions (â(z)), (ĉ(z)) and (d̂(z)) are chosen such that, for all
z ∈ M¯{1,...,n}, ξ ∈ Rn and η ∈ Rm, we have that
δ
(|ξ|2 + |η|2)
≤
n∑
i=1
ξ2i +
n∑
i,j=1
√
xixj âij(z)ξiξj + 8
n∑
i=1
m∑
l=1
√
xiĉil(z)ξiηl + 4
m∑
l,k=1
d̂lk(z)ηlηk
≤ K (|ξ|2 + |η|2) .
(7.3)
Compare condition (7.3) with [6, Condition (33) and Definition (1)].
2. Let I $ {1, . . . , n}. For all z ∈ M¯I , we assume that
xj âjj(z) = 1, ∀ j ∈ Ic,
âij(z) = 0, ∀ i, j = 1, . . . , n,
ĉil(z) = 0, ∀ i = 1, . . . , n, ∀ l = 1, . . . ,m,
d̂kl(z) = δlk, ∀ k, l = 1, . . . ,m.
(7.4)
3. Let I $ {1, . . . , n}. For all z ∈ M¯I , we assume that
âii(z) ≥ δ, ∀ i ∈ I. (7.5)
4. The coefficients functions b̂i(z) satisfy
b̂i(z) ≥ b¯, ∀ z ∈ ∂Sn,m ∩ {xi = 0}, ∀ i = 1, . . . , n, (7.6)
b̂i(z) = 1, ∀z ∈M c{1,...,n}, ∀ i = 1, . . . , n. (7.7)
5. The coefficient functions (â(z)), b̂(z), (ĉ(z)), (d̂(z)) are smooth, bounded functions on
S¯n,m, and we have that
n∑
i,j=1
‖âij‖C(S¯n,m) +
n∑
i=1
m∑
l=1
‖ĉil‖C(S¯n,m) +
m∑
l,k=1
‖d̂lk‖C(S¯n,m)
+
n∑
i=1
‖b̂i‖C(S¯n,m) +
m∑
l=1
‖êl‖C(S¯n,m) ≤ K.
(7.8)
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The stochastic differential equations associated to the standard Kimura diffusion operator L̂
can be written in the form,
dX̂i(t) = b̂i(Ẑ(t)) dt+
√
X̂i(t)
n+m∑
j=1
σ̂ij(Ẑ(t)) dŴj(t), ∀ t > 0,
dŶl(t) = êl(Ẑ(t)) dt+
n+m∑
j=1
σ̂l+n,j(Ẑ(t)) dŴj(t), ∀ t > 0,
(7.9)
where i = 1, . . . , n and l = 1, . . . ,m. We denote Ẑ(t) = (X̂(t), Ŷ (t)). We choose the diffusion
matrix (σ̂(z)) appearing in (7.9), such that (σ̂σ̂∗)(z) = D̂(z), where for all z ∈ S¯n,m, i, j = 1, . . . , n,
and l, k = 1, . . . ,m, we let
D̂ii(z) := 2(1 + xiâii(z)),
D̂ij(z) := 2
√
xixj âii(z), i 6= j,
D̂n+l,i(z) = D̂i,n+l(z) := 4
√
xiĉil(z),
D̂n+l,n+k(z) := 2d̂lk(z).
(7.10)
Assumption 7.1 allows us to apply the same analysis used to build a solution (σ(z)) to equation
(6.4) that is smooth in the (
√
x, y) variables (defined in (6.3)), to conclude that there is a solution
(σ̂(z)) to the equation (σ̂σ̂∗)(z) = D̂(z) that is also smooth in the (
√
x, y) variables. We recall
that the solution (σ̂(z)) is uniquely determined up to orthogonal transformations, by [19, Problem
5.4.7]. It follows that the coefficients of the stochastic differential equation (7.9) satisfy [32,
Assumptions 2.1 and 2.4]. We may then apply [32, Propositions 2.2 and 2.8], to conclude that
the standard Kimura stochastic differential equation (7.9) has a unique weak solution, (Ẑ(t))t≥0,
on a probability space, (Ξ̂, P̂z), for any initial condition Ẑ(0) = z, where z ∈ S¯n,m.
In order to prove the stochastic representation of solutions to the initial-value problem (7.2),
we first recall the existence, uniqueness and regularity of solutions in anisotropic Ho¨lder spaces to
equation (7.2) obtained in [31]. We remark that such results are also established in [6, Theorem
1.1], [7, Proposition 2.1] and [9, Theorem 10.0.2], but the framework in [31] is closer to our article.
Following [9, §5.2.4], we first introduce suitable anisotropic Ho¨lder spaces. Let α ∈ (0, 1),
k ∈ N, T > 0 and U ⊆ Sn,m. We let C0,αWF ([0, T ] × U¯) be the Ho¨lder space consisting of
continuous functions, u : [0, T ]× U¯ → R, such that the following norm is finite
‖u‖
C0,αWF ([0,T ]×U¯)
:= ‖u‖C0([0,T ]×U¯) + sup
(t0,z0),(t,z)∈[0,T ]×U¯
(t0,z0)6=(t,z)
|u(t0, z0)− u(t, z)|
ρα((t0, z0), (t, z))
. (7.11)
We let Ck,αWF ([0, T ] × U¯) denote the Ho¨lder space containing functions, u ∈ Ck([0, T ] × U¯), such
that the derivatives DτtD
ζ
z belong to the space C
0,α
WF ([0, T ] × U¯), for all τ ∈ N and ζ ∈ Nn+m,
such that 2τ + |ζ| ≤ k. We endow the space of functions Ck,αWF ([0, T ] × U¯) with the norm,
‖u‖
Ck,αWF ([0,T ]×U¯)
:=
∑
τ∈N,ζ∈Nn+m
2τ+|ζ|≤k
‖DτtDζz‖C0,αWF ([0,T ]×U¯).
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We fix a set of indices, I ⊆ {1, . . . , n}. Let U be a set such that U ⊆MI . We let C0,2+αWF ([0, T ]×U¯ )
denote the Ho¨lder space of functions, u ∈ C1,αWF ([0, T ] × U¯) ∩ C2([0, T ]× U), such that
ut ∈ C0,αWF ([0, T ] × U¯),
and such that the functions,
√
xixjuxixj ,
√
xiuxiyl , uylyk ∈ C0,αWF ([0, T ]× U¯), ∀ i, j ∈ I, ∀ l, k = 1, . . . ,m,√
xiuxixj , uxjxk ∈ C0,αWF ([0, T ]× U¯), ∀ i ∈ I, ∀ j, k ∈ Ic.
We endow the space C0,2+αWF ([0, T ] × U¯) with the norm,
‖u‖C0,2+αWF ([0,T ]×U¯) := ‖u‖C1,αWF ([0,T ]×U¯) +
∑
i,j∈I
‖√xixjuxixj‖C0,αWF ([0,T ]×U¯)
+
m∑
l,k=1
‖uylyk‖C0,αWF ([0,T ]×U¯) +
∑
i∈I
∑
j∈Ic
‖√xiuxixj‖C0,αWF ([0,T ]×U¯)
+
∑
i∈I
m∑
l=1
‖√xiuxiyl‖C0,αWF ([0,T ]×U¯) +
∑
i,j∈Ic
‖uxixj‖C0,αWF ([0,T ]×U¯)
+
∑
i∈Ic
m∑
l=1
‖uxiyl‖C0,αWF ([0,T ]×U¯) + ‖ut‖C0,αWF ([0,T ]×U¯).
We now consider the case when U is an arbitrary set in Sn,m. We let C
0,2+α
WF ([0, T ] × U¯) denote
the Ho¨lder space consisting of functions u ∈ C2([0, T ] × U), satisfying the property that
u ↾U¯∩M¯I∈ C
0,2+α
WF ([0, T ] × (U¯ ∩ M¯I)), ∀ I ⊆ {1, . . . , n}.
We endow the Ho¨lder space C0,2+αWF ([0, T ] × U¯) with the norm
‖u‖
C0,2+αWF ([0,T ]×U¯)
=
∑
I⊆{1,...,n}
‖u‖
C0,2+αWF ([0,T ]×(U¯∩M¯I))
.
We let Ck,2+αWF ([0, T ] × U¯) be the space of functions u ∈ Ck([0, T ] × U), satisfying the property
that
DτtD
ζ
zu ∈ C0,2+αWF ([0, T ] × U¯), ∀ τ ∈ N,∀ ζ ∈ Nn+m such that 2τ + |ζ| ≤ k,
and we endow it with the norm
‖u‖
Ck,2+αWF ([0,T ]×U¯)
:=
∑
τ∈N,ζ∈Nn+m
2τ+|ζ|≤k
‖DτtDζzu‖C0,2+αWF ([0,T ]×U¯).
When k = 0, we write for brevity C([0, T ]×U¯), Cα([0, T ]×U¯ ), CαWF ([0, T ]×U¯) and C2+αWF ([0, T ]×
U¯), instead of C0([0, T ] × U¯), C0,α([0, T ] × U¯), C0,αWF ([0, T ]× U¯) and C0,2+αWF ([0, T ]× U¯).
The elliptic Ho¨lder spaces Ck,α(U¯ ), Ck,αWF (U¯) and C
k,2+α
WF (U¯ ) are defined analogously to their
parabolic counterparts, and so, we omit their definitions for brevity.
From Assumption 7.1, it follows that the coefficients of the differential operator (1.1) satisfy
the hypotheses of [31, Theorem 1.4]. Thus, given f ∈ Ck0,2+αWF (S¯n,m) and g ∈ Ck0,αWF ([0,∞)×S¯n,m),
the inhomogeneous initial-value problem (7.2) has a unique solution, u ∈ Ck0,2+α([0,∞)× S¯n,m)∩
C∞((0,∞) × S¯n,m). We can now prove
48 C. EPSTEIN AND C. POP
Lemma 7.2 (Stochastic representation of solutions to equation (7.2) with respect to P̂z). Let
α ∈ (0, 1), k0 ∈ N, f ∈ Ck0,2+αWF (S¯n,m) and g ∈ Ck0,αWF ([0,∞) × S¯n,m). Let u ∈ Ck0,2+α([0,∞) ×
S¯n,m) ∩ C∞((0,∞) × S¯n,m) be the unique solution to the inhomogeneous initial-value problem
(7.2). Let Ω ⊂ Sn,m be an open set, I = (t1, t2) ⊂ R+ be a bounded interval, and Q := I × Ω.
Then we have that
u(t, z) = EP̂z
[
u
(
t− (t− t1) ∧ τ̂Ω, Ẑ((t− t1) ∧ τ̂Ω)
)]
+ EP̂z
[∫ (t−t1)∧τ̂Ω
0
g(t− s, Ẑ(s)) ds
]
, ∀ (t, z) ∈ Q¯,
(7.12)
where the stopping time τ̂Ω is defined by
τ̂Ω := inf{t ≥ 0 : Ẑ(t) /∈ Ω}, (7.13)
and the process {Ẑ(t)}t≥0 is the unique weak solution to the standard Kimura stochastic differ-
ential equation (7.9), with initial condition Ẑ(0) = z.
Proof. Let (t, z) ∈ [0,∞)× S¯n,m, and ε ∈ (0, t). Because the function u is smooth on [ε, t]× S¯n,m,
we can apply Itoˆ’s rule to the process {u(t− r, Ẑ(r))}0≤r≤t−ε, and use the fact that the function
u solves the inhomogeneous initial-value problem (7.2), to conclude that the process
Mr := u(t− r, Ẑ(r))− u(t, z) +
∫ r
0
g(t− s, Ẑ(s)) ds, ∀ r ∈ [0, t− ε],
is a martingale. Thus, using the fact thatM0 = 0, and stopping the martingale at (t− t1∨ε)∧ τ̂Ω,
we have that
EP̂z
[
u(t− (t− t1 ∨ ε) ∧ τ̂Ω, Ẑ((t− t1 ∨ ε) ∧ τ̂Ω))− u(t, z) +
∫ (t−t1∨ε)∧τ̂Ω
0
g(t− s, Ẑ(s)) ds
]
= 0,
which gives us, for all ε ∈ (0, t), that
u(t, z) = EP̂z
[
u(t− (t− t1 ∨ ε) ∧ τ̂Ω, Ẑ((t− t1 ∨ ε) ∧ τ̂Ω))
]
+ EP̂z
[∫ (t−t1∨ε)∧τ̂Ω
0
g(t− s, Ẑ(s)) ds
]
.
Using the fact that the functions u and g are continuous on [0, t] × S¯n,m, and that the process
{Ẑ(t)}t≥0 has continuous paths, we can take the limit as ε tends to 0 in the preceding identity
to obtain (7.12). This completes the proof of Lemma 7.2. 
7.2. Connection between the differential operators L and L̂. Lemma 7.2 shows that the
homogeneous initial-value problem (7.2) admits solutions that can be expressed using the prob-
ability distribution, P̂z, of the unique weak solution, {Ẑ(t)}, to the standard Kimura stochastic
differential equation equation (7.9). In this section, using Girsanov’s Theorem, we prove in
Lemma 7.4 that the solutions to the homogeneous initial-value problem (7.2) have a stochastic
representation which uses the probability distribution, Pz, of the unique Markovian solution to
a suitable Kimura stochastic differential equation with singular drift of the form (1.11), as op-
posed to that of weak solutions to the stochastic differential equation (7.9). This shows that our
Definition 7.5 of probabilistic solutions is not vacuous. In §7.3, we use Definition 7.5 to prove in
Theorem 7.7 that the Harnack inequality holds for nonnegative probabilistic solutions to equation
(7.1).
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We make a specific choice of the differential operator L of the form given by (1.3). We define
the coefficients of the operator L in terms of the coefficients of the operator L̂ such that for all
i, j = 1, . . . , n and all l, k = 1, . . . ,m, we have
aii(z) := 1,
a˜ij(z) := âij(z),
cil(z) :=
1
2
ĉil(z),
dlk(z) := d̂lk(z),
and we choose the coefficients bi(z) in (1.3), such that
gi(z) = b̂i(z),
where the coefficients gi(z) are defined in (6.1). With this choice of the coefficients, the stochastic
differential equation (1.11) becomes, for all i = 1, . . . , n and all l = 1, . . . ,m,
dXi(t) =
b̂i(Z(t)) +Xi(t) n∑
j=1
fij(Z(t)) lnXj(t)
 dt+√Xi(t) n+m∑
j=1
σ̂ij(Z(t)) dWj(t),
dYl(t) =
el(Z(t)) + n∑
j=1
fl+n,j(Z(t)) lnXj(t)
 dt+ n+m∑
j=1
σ̂l+n,j(Z(t)) dWj(t),
(7.14)
Because the coefficients of the differential operator (1.1) satisfy Assumption 7.1, it follows that the
preceding choice of the coefficients of the stochastic differential equation (7.9) satisfy [32, Assump-
tion 3.1]. We may then apply [32, Theorems 3.4 and 3.8], to conclude that the Kimura stochastic
differential equation with logarithmic drift (7.14) has a unique Markov solution, (Z(t))t≥0, on a
probability space, (Ξ,Pz), for any initial condition Z(0) = z, where z ∈ S¯n,m.
From the strict ellipticity condition (7.3), it follows from definition (7.10) that the diffusion
matrix (D̂(z)) is strictly elliptic, and so, using the fact that (σ̂σ̂∗)(z) = D̂(z), we obtain that
the matrix σ̂(z) is invertible. Let then θ(z) := (θ1(z), . . . , θn+m(z)) be the unique solution to the
system of linear equations,{ ∑n+m
k=1 σ̂ik(z)θk(z) =
√
xi
∑n
j=1 fij(z) ln xj, ∀ i = 1, . . . , n∑n+m
k=1 σ̂n+l,k(z)θk(z) =
∑n
j=1 fn+l,j(z) ln xj + êl(z)− el(z), ∀ l = 1, . . . ,m,
for all z ∈ S¯n,m. It follows from [32, Lemma 3.5] that
Lemma 7.3. Suppose that the coefficients of the differential operator (1.1) satisfy Assumption
7.1. Then for all T > 0, there is a positive constant, Λ = Λ(b¯, δ,K,m, n, T ), such that
EP̂z
[
e9
∫ T
0 |θ(Ẑ(t))|2 dt
]
≤ Λ, ∀ z ∈ S¯n,m, (7.15)
where {Ẑ(t)}t≥0 is the unique weak solution that satisfies the Markov property to the stochastic
differential equation (7.14), with initial condition Ẑ(0) = z.
We obtain from Lemma 7.3 and [19, Proposition 3.5.12 and Corollary 3.5.13] that the process
M̂(t) := e
∫ t
0
θ(Ẑ(s))· dŴ (s)− 1
2
∫ t
0
|θ(Ẑ(s))|2 ds, ∀ t ∈ [0, T ],
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is a P̂z-martingale. From Girsanov’s Theorem ([19, Theorem 3.5.1]), by letting
W (t) := Ŵ (t)−
∫ t
0
θ(Ẑ(s)) ds, ∀ t ∈ [0, T ], (7.16)
and defining a new probability measure Pz by
dPz
dP̂z
=M(T ), (7.17)
we obtain that {W (t)}t≥0 is a Pz-Brownian motion. We also have that (Z(t) := Ẑ(t),W (t)) is a
weak solution to the standard Kimura stochastic differential equation (7.9) with initial condition
Z(0) = z, for all 0 ≤ t ≤ T . Because Z(t) := Ẑ(t), for all 0 ≤ t ≤ T , we also have that τΩ = τ̂Ω,
for all open sets Ω ⊆ Sn,m, where the preceding two stopping times are defined by (6.5) and
(7.13), respectively. From [32, Lemma 3.9], it follows that the process
M(t) := e−
∫ t
0 θ(Z(s))· dW (s)− 12
∫ t
0 |θ(Z(s))|2 ds, ∀ t ∈ [0, T ], (7.18)
is a Pz-martingale.
We can now state the stochastic representation of solution to the homogeneous initial-value
problem with respect to the probability distribution Pz. Identity (7.17) and Lemma 7.2 imply
Lemma 7.4 (Stochastic representation of solutions to equation (7.2) with respect to Pz). Suppose
that the hypotheses of Lemma 7.2 hold. Then we have that
u(t, z) = EPz [M((t− t1) ∧ τΩ)u (t− (t− t1) ∧ τΩ, Z((t− t1) ∧ τΩ))]
+ EPz
[
M((t− t1) ∧ τΩ)
∫ (t−t1)∧τ̂Ω
0
g(t− s, Ẑ(s)) ds
]
, ∀ (t, z) ∈ Q¯, (7.19)
where the process {Z(t)}t≥0 is the unique weak solution to the stochastic differential equation
(7.14), with initial condition Z(0) = z.
The stochastic representation (7.19) shows that the parabolic problem ut − L̂u = 0 admits
probabilistic solutions in the sense of [36, Definition (2.1)]. Thus the following definition is not
vacuous
Definition 7.5 (Probabilistic solution). Let Ω ⊆ Sn,m be an open set, and (t1, t2) ⊂ R+. Let
Q := (t1, t2) × Ω. We say that a continuous function, u : Q → R, is a probabilistic solution to
the parabolic equation ut− L̂u = 0 on Q, if for all open sets Q′ := (t′1, t′2)×Ω′ ⊆ Q, we have that
u(t, z) = EPz
[
M((t− t′1) ∧ τΩ′)u
(
t− (t− t′1) ∧ τΩ′ , Z((t− t′1) ∧ τΩ′)
)]
, ∀ (t, z) ∈ Q¯′. (7.20)
Remark 7.6. Notice that unlike the definition of the probabilistic solution in [36, p. 596], we
assume that our probabilistic solution in Definition 7.5, is continuous, as opposed to only Borel
measurable, since the expression inside the expectation in identity (7.20) is evaluated at points
on the boundary of a cylinder, which is a set of measure zero.
7.3. The proof of Harnack’s inequality. We use Definition 7.5 to prove that the Harnack
inequality holds for nonnegative probabilistic solutions to equation (7.1). We have the following
analogue of [36, Theorem 1].
Theorem 7.7 (Harnack inequality). Suppose that Assumption 7.1 holds. Let c ∈ (√2/3, 1) and
T > 0. Then there is a positive constant, H = H(b¯, δ,K,K0,Λ, T ), such that for all (s, z) ∈
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(0, T ) × S¯n,m, and all R ∈ (0,
√
s), if u is a nonnegative, continuous probabilistic solution to the
parabolic equation (7.1) on QR(s, z), we have that
u(t, w) ≤ Hu(s, z), ∀(t, w) ∈ (s− c2R2, s− 2R2/3)×BcR(s, z). (7.21)
We have the following consequence of Theorem 7.7.
Theorem 7.8 (Scale-invariant Harnack inequality). Suppose that Assumption 7.1 holds, and let
c ∈ (√2/3, 1). Then there are positive constants, α, β, γ and H = H(b¯, δ,K,K0 ,Λ, T ), such that
α > β and the following hold. Let Q ⊂ (0,∞) × Sn,m be an open set, and assume that u is a
nonnegative probabilistic solution to the equation ut − L̂u = 0 on Q, in the sense of Definition
7.5. Then for all (s, z) ∈ Q and all R > 0 such that
(s− 4R2, s+R2)×B4R(z) ⊂ Q, (7.22)
we have that
sup
Q−ρ (s,z)
u ≤ H inf
Q+ρ (s,z)
u, ∀ ρ ∈ (0, cR), (7.23)
where we let
Q−ρ (s, z) := (s− αρ2, s− βρ2)×Bρ(z), (7.24)
Q+ρ (s, z) := (s, s+ γρ
2)×Bρ(z). (7.25)
Proof. Let (s, z) ∈ Q and R > 0 be such that inclusion (7.22) holds. Let c ∈ (√2/3, 1). Inequality
(7.21) gives us, for all r ∈ (0, R), that
u(t, w) ≤ Hu(s, z), ∀(t, w) ∈ (s− c2r2, s− 2r2/3) ×Bcr(s, z),
and by denoting ρ := cr, we obtain that for all ρ ∈ (0, cR), we have that
u(t, w) ≤ Hu(s, z), ∀(t, w) ∈
(
s− ρ2, s − 2
3c2
ρ2
)
×Bρ(s, z). (7.26)
Let d be a positive constant chosen such that
d2 < max
{
1, 4 − 8
3c2
}
, (7.27)
and let (s′, z′) ∈ (s, s+ d2)×Bρ(z), where we assume that ρ ∈ (0, cR). Inclusion (7.22) and our
choice of the point (s′, z′) allows us to apply inequality (7.26) with (s′, z′) replacing (s, z) and 2ρ
replacing ρ, to obtain that
u(t′, w′) ≤ Hu(s′, z′), ∀(t′, w′) ∈
(
s′ − 4ρ2, s′ − 8
3c2
ρ2
)
×B2ρ(z′). (7.28)
Notice that(
s− 8
3c2
ρ2, s − (4− d2)ρ2
)
×Bρ(z) ⊆
⋂(
s′ − 4ρ2, s′ − 8
3c2
ρ2
)
×B2ρ(z′), (7.29)
where the preceding intersection is taken over all points (s′, z′) in the set (s, s + d2ρ2) × Bρ(z).
We now set
α :=
8
3c2
, β := 4− d2, and γ := d2.
and notice that our choice of the positive constant d in (7.27) implies that α > β. Then inequality
(7.28) and property (7.29) gives us that the scale-invariant Harnack inequality (7.23) holds. This
completes the proof of Theorem 7.8. 
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We prove Theorem 7.7 with the aid of a series of lemmas. Our proof follows closely the
argument in [36, §2] used to prove [36, Theorem 1], but we include the details for clarity and
completeness.
Let T be a positive constant, and (s, z) ∈ (0, T ) × S¯n,m, and let r ∈ (0,
√
s). Let Qr(s, z) :=
(s− r2, s)×Br(z), where Br(z) denotes the open ball defined in (3.6). We let τr be the stopping
time defined by
τr := inf{t ≥ 0 : Z(t) /∈ B¯r(z)}. (7.30)
From identity (7.20), we obtain that the probabilistic solutions to the parabolic equation (7.1)
on QR(s, z), can be written in the form
u(t, w) = EPw
[
M((t− s+ r2) ∧ τr)u
(
t− (t− s+ r2) ∧ τr, Z((t− s+ r2) ∧ τr)
)]
, (7.31)
for all r ∈ (0, R) and all (t, w) ∈ Qr(s, z).
We begin with the analogue of [36, Lemma 1].
Lemma 7.9 (An estimate from below). Assume that the hypotheses of Theorem 7.7 hold. We
then have that
u1/3(s, z) ≥ Λ−1/6EPz
[
1
R
∫ R
0
u1/3(s− r2 ∧ τr, Z(r2 ∧ τr)) dr
]
. (7.32)
Proof. For all r ∈ (0, R), we have that
u1/3(s − r2 ∧ τr, Z(r2 ∧ τr))
=
(
M(r2 ∧ τr)u(s − r2 ∧ τr, Z(r2 ∧ τr))
)1/3
M−1/3(r2 ∧ τr)
=
(
M(r2 ∧ τr)u(s − r2 ∧ τr, Z(r2 ∧ τr))
)1/3
e
1
3
∫ r2∧τr
0 θ(Z(s))· dW (s)− 19
∫ r2∧τr
0 |θ(Z(s))|2 dse
5
18
∫ r2∧τr
0 |θ(Z(s))|2 ds,
where in the last line we use definition (7.18) of the martingale {M(t)}t≥0. Applying Ho¨lder
inequality with 1/3 + 1/2 + 1/6 = 1, it follows that
EPz
[
u1/3(s− r2 ∧ τr, Z(r2 ∧ τr))
]
≤ EPz
[
(M(r2 ∧ τr)u(s − r2 ∧ τr, Z(r2 ∧ τr))
]1/3
EPz
[
N(r2 ∧ τr)
]1/2
EPz
[
e
5
3
∫ r2∧τr
0 |θ(Z(s))|2 ds
]1/6
,
where we let
N(t) := e
∫ t
0
2θ(Z(s))
3
· dW (s)− 1
2
∫ t
0
4|θ(Z(s))|2
9
ds, ∀ t ∈ [0, T ].
By Lemma 7.3 and [19, Corollary 3.5.13], we obtain that the process {N(t)}0≤t≤T is a Pz-
martingale, and so, it follows that EPz [N(r2 ∧ τr)] = 1. Again using Lemma 7.3, together with
the fact that u satisfies identity (7.31), we obtain that
EPz
[
u1/3(s− r2 ∧ τr, Z(r2 ∧ τr))
]
≤ Λ1/6u1/3(s, z).
Integrating the preceding inequality in r from 0 to R, yields estimate (7.32). 
Let K0 be the positive constant appearing in the statement of Theorem 1.2. For simplicity,
given ρ ∈ (0, r) and r ∈ (0, R), we denote
Qrρ(s, z) := Qρ(s, z) ∩ (0, s − 2r2/3) × Sn,m. (7.33)
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We have the following analogue of [36, Lemma 3].
Lemma 7.10 (Iterated Harnack inequality). There are positive constants, C = C(K0) and
m = m(K0), such that the following hold. Assume that the hypotheses of Theorem 7.7 hold. Let
r ∈ (√2R/√3, R) and for all (t, w) ∈ Qr(s, z) let
v(t, w) := EPw
[
u6(t− (t− s+ r2) ∧ τr, Z((t− s+ r2) ∧ τr))1{t−(t−s+r2)∧τr<s−2R2/3}
]
. (7.34)
Then, for all ρ ∈ (√2R/√3, r), we have that
v(t, w) ≤ C
(
r
r − ρ
)m
v(s, z), ∀ (t, w) ∈ QRρ (s, z). (7.35)
Proof. Because the function u is assumed to be continuous by the hypotheses of Theorem 7.7, it
follows from Corollary 6.2 that the function v defined in (7.34) satisfies the Harnack inequality
(1.14). We obtain that, for all η ∈ (0, r), we have
v(t, w) ≤ K0v(t′, w′), (7.36)
for all (t, w) ∈ [t′ − 3η2, t′ − 2η2] × Bη(z), and for all (t′, w′) ∈ Qr(s, z), chosen such that
Q2η(t
′, w′) ⊆ Qr(s, z). Applying inequality (7.36) with the choice (t′, w′) = (s, z) and η = r/2,
we obtain that
v(t, w) ≤ K0v(s, z), ∀ (t, w) ∈ P 1r (s,w), (7.37)
where we let
P 1r (r, z) :=
[
s− 3
(r
2
)2
, s− 2
(r
2
)2]×Br/2(z).
Next, we apply inequality (7.36) with the choice (t′, w′) ∈ P 1(s, z) and η = r/22, and using
inequality (7.37), we obtain that
v(t, w) ≤ K20v(s, z), ∀ (t, w) ∈ P 2r (s,w),
where we now let
P 2r (s, z) :=
[
s− 3
(r
2
)2 − 3( r
22
)2
, s− 2
(r
2
)2 − 2( r
22
)2]×Br/2+r/22(z).
Inductively, we obtain after k steps that
v(t, w) ≤ Kk0 v(s, z), ∀ (t, w) ∈ P kr (s,w), (7.38)
where we have that
P kr (r, z) := [s− αk, s− βk]×Bγk(z).
The constants αk, βk and γk are given by
αk := 3
(r
2
)2
+ 3
( r
22
)2
+ . . .+ 3
( r
2k
)2
= (1− 4−k)r2,
βk := 2
(r
2
)2
+ 2
( r
22
)2
. . .+ 2
( r
2k
)2
=
2
3
(1− 4−k)r2,
γk :=
r
2
+
r
22
+ . . .+
r
2k
= (1− 2−k)r.
Let ρ ∈ (0, r), and let k0 ∈ N be the smallest integer such that
(1− 2−k0)r ≥ ρ, and (1− 4−k0)r2 ≥ ρ2.
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We see from (7.33) that QRρ (s, z) ⊂ P k0r (s, z), and that we can find a positive constant, c, such
that
1
ln 2
ln
r
r − ρ ≤ k0 ≤
1
ln 2
ln
r
r − ρ + c.
The preceding inequality together with estimate (7.38) implies that there are positive constants,
C = C(K0) and m = lnK0/ ln 2, such that inequality (7.35) holds. 
We now have the analogue of [36, Lemma 2].
Lemma 7.11 (An intermediary estimate from above). There are positive constants, C = C(K0)
and m = m(K0), such that the following hold. Assume that the hypotheses of Theorem 7.7 hold.
Then, for all ρ ∈ (√2R/√3, R) and all η ∈ (ρ,R), we have that
u6(t, w) ≤ CΛ3 η
m+1
(η − ρ)m+1
EPz
[
1
η
∫ η
0
u6(s− r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr≤s−2R2/3} dr
]
,
(7.39)
for all (t, w) ∈ QRρ (s, z).
Proof. From identity (7.18), we have for all r ∈ (0, R) and all (t, w) ∈ Qr(s, z), that
u(t, w) = EPz
[
e−
∫ (t−s+r2)∧τr
0 θ(Z(s))· dW (s)− 32
∫ (t−s+r2)∧τr
0 |θ(Z(s))|2 ds
e
∫ (t−s+r2)∧τr
0
|θ(Z(s))|2 dsu(t− (t− s+ r2) ∧ τr, Z((t− s+ r2) ∧ τr))
]
.
Applying Ho¨lder inequality with 1/3 + 1/2 + 1/6 = 1, it follows that
u(t, w) ≤ EPw
[
e−
∫ (t−s+r2)∧τr
0
3θ(Z(s))· dW (s)− 1
2
∫ (t−s+r2)∧τr
0
|3θ(Z(s))|2 ds
]1/3
EPw
[
e
∫ (t−s+r2)∧τr
0
2|θ(Z(s))|2 ds
]1/2
EPw
[
u6(t− (t− s+ r2) ∧ τr, Z((t− s+ r2) ∧ τr))
]1/6
.
From Lemma 7.3 and [19, Corollary 3.5.13], it follows that the process
N(t) := e−
∫ t
0
3θ(Z(s)) dW (s)− 1
2
∫ t
0
|3θ(Z(s))|2 ds, ∀ t ∈ [0, T ],
is a Pz-martingale, and so, using the fact that τr ≤ T , we have that
EPz [N((t− s+ r2) ∧ τr)] = 1.
Using again Lemma 7.3, we have that
EPw
[
e
∫ (t−s+r2)∧τr
0 2|θ(Z(s))|2 ds
]
≤ Λ,
and so, we obtain that
u(t, w) ≤ Λ1/2EPw
[
u6(t− (t− s+ r2) ∧ τr, Z((t− s+ r2) ∧ τr))
]1/6
.
Let ρ ∈ (√2R/√3, R), r ∈ (ρ,R) and (t, w) ∈ QRρ (s, z). By definition (7.33) of the set QRρ (s, z),
we have that t ≤ s− 2R2/3, and also that
t− (t− s+ r2) ∧ τr ≤ s− 2R2/3, ∀ r ∈ (ρ,R),
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which gives us
u6(t, w) ≤ Λ3EPw
[
u6(t− (t− s+ r2) ∧ τr, Z((t− s+ r2) ∧ τr))1{t−(t−s+r2)∧τr<s−2R2/3}
]
,
for all (t, w) ∈ QRρ (s, z). We can now apply Lemma 7.10 to obtain that, for all r ∈ (ρ,R) and for
all (t, w) ∈ QRρ (s, z), we have that
u6(t, w) ≤ CΛ3
(
r
r − ρ
)m
EPz
[
u6(s− r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr<s−2R2/3}
]
.
Let now η ∈ (ρ,R). Integrating the preceding inequality in r from (ρ + η)/2 to η, we obtain
estimate (7.39). 
We now have the analogue of [36, Lemma 4].
Lemma 7.12 (An estimate from above). Let c ∈ (√2/√3, 1). Then there is a positive constant,
C = C(c,K0,Λ), such that the following hold. Assume that the hypotheses of Theorem 7.7 hold.
Then we have, for all (t, w) ∈ QRcR(s, z),
u1/3(t, w) ≤ CEPz
[
1
R
∫ R
0
u1/3(s− r2 ∧ τr, Z(τr))1{s−r2∧τr≤s−2R2/3} dr
]
. (7.40)
Proof. The method of the proof is based on that of [36, Lemma 4], which in turn uses ideas of
the [13, Proof of Lemma 3.2]. For all ρ ∈ (√2R/√3, R), we let
I
( ρ
R
)
:= EPz
[
1
ρ
∫ ρ
0
u6(s− r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr≤s−2R2/3} dr
]1/6
, (7.41)
and we assume, without loss of generality, that
EPz
[
1
R
∫ R
0
u1/3(s − r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr≤s−2R2/3} dr
]3
= 1. (7.42)
From (7.41) and (7.42), using the fact that we assume that ρ ∈ (√2R/√3, R), we have that
I
( ρ
R
)
= EPz
[
1
ρ
∫ ρ
0
u6−1/3(s− r2 ∧ τr, Z(r2 ∧ τr))
u1/3(s− r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr≤s−2R2/3} dr
]1/6
≤ C sup
QRρ (s,z)
|u|17/18.
Let θ := 17/18. In the preceding inequality, we use (7.39) applied with r replacing η, and it
follows that there is a positive constant, C = C(K0,Λ), such that for all r ∈ (ρ,R), we have
I
( ρ
R
)
≤ C
(
r
r − ρ
)(m+1)θ/6
I
( r
R
)θ
.
Taking the logarithm in the preceding expression, we obtain that
ln I
( ρ
R
)
≤ lnC + (m+ 1)θ
6
ln
r
r − ρ + θ ln I
( r
R
)
,
Let α := ρ/R and β := r/R. Because we assume that ρ ∈ (√2R/√3, R) and r ∈ (ρ,R), the
preceding expression gives us that, for all α ∈ (√2/√3, 1) and all β ∈ (α, 1), we have
ln I(α) ≤ C − (m+ 1)θ
6
ln(β − α) + θ ln I(β),
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where C = C(K0,Λ) is a possibly different positive constant. We choose p > 1 such that 1/p > θ,
and α = βp in the preceding expression. Dividing by β and integrating from c1/p to 1, where we
choose c ∈ (√2/√3, 1), we can find a positive constant, C = C(K0,Λ), such that∫ 1
c1/p
ln I(βp)
β
dβ ≤ C + θ
∫ 1
c1/p
ln I(β)
β
dβ
≤ C + θ
∫ 1
c
ln I(β)
β
dβ (since c1/p > c.)
Applying the change of variable u := βp on the left-hand side of the preceding inequalities, we
obtain that
1
p
∫ 1
c
ln I(β)
β
dβ ≤ C + θ
∫ 1
c
ln I(β)
β
,
and using the fact that we choose p > 1 such that 1/p > θ, we obtain that∫ 1
c
ln I(β)
β
dβ ≤ C.
Since the function βI(β) is increasing in β by construction, the preceding inequality gives us that
I(c) ≤ C. Assumption (7.42) can now be removed, and the inequality I(c) ≤ C translates into
EPz
[
1
cR
∫ cR
0
u6(s− r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr≤s−2R2/3} dr
]1/6
≤ CEPz
[
1
R
∫ R
0
u1/3(s − r2 ∧ τr, Z(r2 ∧ τr))1{s−r2∧τr≤s−2R2/3} dr
]3
.
Because we assume that c ∈ (√2/√3, 1), the preceding inequality together with estimate (7.39)
give us that there is a positive constant, C = C(c,K0,Λ), such that inequality (7.40) holds, for
all (t, w) ∈ QRcR(s, z). 
We can now give the
Proof of Theorem 7.7. Inequality (7.21) follows from estimates (7.32) and (7.40). 
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