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Abstract General Defocusing Particle Tracking
(GDPT) refers to a class of three-dimensional particle
tracking methods that use a single-camera view and
determine the particle depth positions from the defo-
cusing patterns of the corresponding particle images.
Its distinctive feature is to access particles’ depth
coordinates through a direct comparison of the particle
images with a set of reference particle images at known
depth positions. Many implementations of GDPT are
possible, especially with respect to how to compare
target and calibration images, how to deal with
overlapping particle images, and how to optimize the
computational time. The emergence of new and more
sophisticated GDPT approaches requires the definition
of the method fundamentals as well as a standardized
framework for the objective assessment of the method
performance and applicability. To meet this need, we
identify and describe the fundamental concepts and
parameters defining GDPT. We define guidelines for
a standardized assessment of the efficiency and uncer-
tainty of GDPT implementations. In particular, we
show that a complete GDPT assessment must state the
obtained particle detection rate, the depth coordinate
uncertainty, and the measurement depth. In addition,
we provide datasets for the evaluation of a GDPT
Rune Barnkob
Heinz-Nixdorf-Chair of Biomedical Electronics
Department of Electrical and Computer Engineering
Technical University of Munich
81675 Munich, Germany
E-mail: rune.barnkob@tum.de
Massimiliano Rossi
Department of Physics
Technical University of Denmark
DTU Physics Building 309
DK-2800 Kongens Lyngby, Denmark
E-mail: rossi@fysik.dtu.dk
implementation’s dependency on image noise, particle
image overlapping, and light intensity variations. We
used the presented datasets and guidelines to assess
the performance of DefocusTracker, a freely-accessible
GDPT implementation based on the normalized
cross-correlation. The assessment of DefocusTracker
illustrates fundamental concepts of GDPT analysis
and paves the road as a first benchmark for further
development of GDPT.
Keywords general defocusing particle tracking ·
particle tracking velocimetry · defocusing · microscopy
1 Introduction
Measurement methods based on the imaging of tracer
particles in a flow are standard tools in experimen-
tal fluid mechanics. Probably the most representative
method is the the Particle Image Velocimetry (PIV),
introduced in the mid 80’s, which in its basic con-
figuration allows to measure a two-dimensional, two-
component (2D2C) flow field by looking at the dis-
placement of tracer particles illuminated by a thin laser
sheet [1, 27]. In the following years, also thanks to the
exponential improvement of digital cameras, comput-
ers, and image analysis software, a great variety of new
techniques derived by PIV has come out, allowing time-
resolved, 3D3C measurements, at large or microscopic
scale. A good overview can be found in the reference
textbook by Raffel et al. [16]. When the displacements
of individual particles are measured, rather than the av-
erage particle displacements in interrogation windows,
the method is more properly referred to as Particle
Tracking Velocimetry (PTV).
Methods derived from PIV or PTV are lately be-
coming more and more important, not only in ex-
ar
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perimental fluid mechanics, but also in other disci-
plines such as medicine, biology, or bio-engineering,
in which the experimental characterization of complex
fluidic systems, like blood vessels or bio-chemical mi-
crofluidic platforms, is crucial. In this domain, a ma-
jor role is played by single-camera 3D PTV methods,
which are needed in environments where the flow is
three-dimensional and only one optical access, typi-
cally through a microscope objective, is available [3,
9, 19, 21, 24]. In the past years, the development of
single-camera 3D particle tracking methods has be-
come a research field on its own [4]. The major chal-
lenge here is to obtain the depth information from two-
dimensional images of particles. Several principles have
been proposed to solve this problem, such as hologra-
phy [11], light-field cameras [7, 23], or image defocus-
ing [2, 6, 10, 14, 20, 26, 28, 30]. Defocusing is a partic-
ularly attractive approach, since it does not necessarily
require the implementation of special optics or cameras.
The main idea is to use optical systems with small depth
of field, where the degree of defocusing of the particle
images is related to the particles’ depth positions.
A large variety of 3D particle tracking methods rely-
ing on defocusing have been proposed so far. A first no-
table implementation was the Defocusing Digital PIV,
where a three-pinhole mask was used to more efficiently
read-out the defocusing information [14, 26]. Other re-
search groups looked at the changes of the radial inten-
sity profiles of axisymmetric particle images [10, 30].
Another method is the Astigmatic PTV, where an
astigmatic aberration, introduced by a cylindrical lens,
is used to obtained particle image shapes with a char-
acteristic elliptical shape directly related to their depth
position [6, 20].
All these methods share the same principle: the par-
ticle images change shape in a systematic fashion de-
pending on the particle’s depth position. This princi-
ple can be generalized to any optics or image type,
by constructing a look-up table that maps the particle
image shapes with the corresponding depth positions.
This approach was introduced by Barnkob et al. [2]
and is referred to as the General Defocusing Particle
Tracking (GDPT). The main advantage of GDPT is its
simplicity and robustness that makes it suitable for a
large variety of experimental setups and also for non-
expert users. This has already led to its use in different
fields and by different research groups [3, 15, 19, 25].
The same concept was developed independently by
Taute et al. [24] to track the 3D motion of bacteria using
a standard phase-contrast microscope. Both implemen-
tations by Barnkob et al. and Taute et al. used the nor-
malized cross-correlation for comparing the target im-
ages with the images in the look-up table, however dif-
ferent image-comparison approaches can be used, and
neural networks and artificial intelligence are expected
to play a significant role in the future [12, 13].
Despite the increasing use of GDPT, and 3D defo-
cusing tracking methods in general, there is a need for
further development to improve accuracy and precision
as well as to expand the range of applicable particle
concentrations and particle types. For the latter in par-
ticular, with the rapidly expanding interest in biomed-
ical sciences, there is an increasing need for expanding
existing methods to more complex objects such as bio-
logical cells. In addition there is a demand to improve
the methods in terms of processing speed, e.g. to fa-
cilitate use in real-time feedback control. To help this
development, it is essential for the scientific community
to have clear definitions, evaluation standards, and ref-
erence data for this method. However, this has not been
the case so far. Thus, the objectives of this work are
(i) to identify the main concepts and parameters defin-
ing the fundamentals and performance of GDPT meth-
ods, (ii) to provide guidelines and datasets for a stan-
dardized assessment of the accuracy of GDPT methods,
and (iii) to assess the performance of DefocusTracker,
a state-of-the-art GDPT implementation based on the
normalized cross-correlation and a sub-image interpo-
lation scheme.
First, in Section 2 we outline the fundamental prin-
ciples of GDPT, from the physical system under inves-
tigation to the GDPT measurement and the evaluation
thereof. Importantly, we define the acquisition and pro-
cessing parameters affecting the measurement and in
particular, we propose a set of parameters to assess or
compare the performance of GDPT implementations.
Furthermore, we give examples and guidelines on how
to correct bias errors, such as in presence of image field
curvature. Following, we provide in Section 3 a group
of datasets for the assessment of GDPT methods in
terms of particle position accuracy and its dependency
on noise levels, particle overlapping, and light intensity
gradients. In Section 4 we describe the GDPT imple-
mentation DefocusTracker and finally, in Section 5, we
apply the proposed assessment framework and datasets
to assess the performance of DefocusTracker.
2 Fundamentals of GDPT
The fundamental principles in a GDPT analysis are
outlined in Fig. 1 and involve (a) the physical system
under investigation, (b) a single-camera acquisition ap-
proach, (c) an image processing approach, and (d) the
evaluation of the measurement results. The points (a)
and (d) contain general principles that are valid for any
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Fig. 1 Fundamentals of 3D single-camera defocusing-based particle tracking. (a) The investigated system consists of a mea-
surement volume V = l × w × h filled with Np number of particles. The particles can have various properties such as size,
shape, and optical properties. (c-d) The tracking method consists of (b) an acquisition part and (c) a processing part, which
are here illustrated with the General Defocusing Particle Tracking (GDPT). GDPT relies on the acquisition of particle images
to which there is a unique one-to-one correspondence to the particles’ depth coordinates. The particles’ depth coordinates are
determined through the comparison of a target particle image It with a stack of Ncal calibration images Ic. The performance of
a GDPT analysis depends on the features and quality of the acquired images, namely the image signal-to-noise ratio SNR, the
particle image concentration cI , and image distortions, but also on the analysis inputs, such as number of calibration images
Ncal, type of similarity function, image pre-processing, and analysis algorithm. (d) The result is a set of measured particle
coordinates (x′,y′,z′). To assess the quality of such a measurement result, a set of three inter-connected parameters must be
given, namely (i) the measurement volume V , (ii) the number of measured valid particles N ′p, and (iii) the errors (x,y,z)
of the measured particle coordinates.
3D PTV method. The list of symbols and parameters
used in this section can be found in Table 1.
2.1 Physical system
The purpose of a 3D particle tracking system is to lo-
cate the physical coordinates
xi, yi, zi, i = 1, . . . , Np,
of a number Np of tracer particles contained inside a
measurement volume V at a given time instant. The
tracer particles can be of various types with differences
in size, shape, and optical properties.
As we consider single-camera systems, it is conve-
nient to define the reference frame with two in-plane
coordinates, x and y, perpendicular to the optical axis
of the camera objective, and one depth coordinate, z,
parallel to the optical axis (see Fig. 1).
The measurement volume can be approximated to
a rectangular cuboid with dimensions l × w × h, being
h the dimension in the depth direction. The maximum
size in the in-plane direction (l × w) is set by the field
of view (FOV) of the imaging system. The maximum
depth h that can be achieved depends on the imaging
system, the particle size, and the illumination intensity,
and corresponds to the region where the signal of defo-
cused particle images is strong enough to be processed
by the image analysis method.
2.2 Acquisition (GDPT)
When using single-camera systems, the tracer particles
in the measurement volume are recorded on a single im-
age. To apply GDPT, the recorded particle images must
change their shape in a systematic and repeatable fash-
ion according to their depth position. More formally, we
can define a particle image function Ic(X,Y, z), which
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Table 1 List of symbols and parameters
Symbol Description
AI Image area
API Particle image area
α Illumination coefficient
cI Particle image concentration
c(u, v) Cross-correlation function
Cm Normalized cross-correlation maximum
dp Physical particle diameter
dmed Median filter size
x,j ,y,j ,z,j Particle coordinate uncertainties
z Local average depth coord. uncertainty
¯z Global average depth coord. uncertainty
fz(It, Ic,k) Depth coordinate detection function
I(X,Y ) Image
Iback(X,Y ) Image background
I0 Image background level
Inoise(X,Y ) Image background noise
Ipattern(X,Y ) Image background pattern
Ic(X,Y, z) Particle image function
Ic,k(X,Y ) Calibration image stack
It(X,Y ) Target particle image
Ncal Number of calibration images
N ′p Number of meas. particles per image
Np Number of particles per image
σI Image noise level (standard deviation)
φdet Local relative num. of meas. particles
φ¯det Global relative num. of meas. particles
SNR Image signal-to-noise ratio
V = l w h Measurement volume
x′, y′, z′ Measured particle coordinates
x, y, z Particle coordinates
X, Y Particle image coordinates
describes the intensity distribution of one particle im-
age located at (X,Y ) = (0, 0) as a function of z. Un-
der the approximation that this function is valid for
all in-plane positions, we can represent a general image
I(X,Y ), containing a total number Np of particles, as
I(X,Y ) =
Np∑
i=1
λiIc(X−Xi, Y −Yi, zi)+Iback(X,Y ), (1)
where Xi,Yi, are the particle image coordinates, zi the
respective depth coordinates, λi is a parameter account-
ing for particle illumination, and Iback is the image
background that can be decomposed into
Iback(X,Y ) = Inoise(X,Y ) + Ipattern(X,Y ) + I0, (2)
where Inoise is the contribution due to random noise,
Ipattern is the contribution due to fixed patterns in the
image (like light gradients), and I0 is a constant back-
ground value. In this work we consider Inoise given by
Gaussian noise, with zero mean and standard deviation
σI .
The image I(X,Y ) can be processed by a GDPT al-
gorithm to locate the particle images and extract the re-
spective particle positions. The final result of the GDPT
evaluation is affected by the quality of the recorded im-
age, mainly depending on the following parameters:
– Signal-to-noise ratio (SNR). Since GDPT is
based on pattern recognition, the SNR will affect
significantly the accuracy of the final result. Follow-
ing a convention used in image analysis, we define
here the SNR as the ratio between the mean signal
value µPI and the standard deviation of the random
image noise σI :
SNR =
µPI
σI
. (3)
The mean signal is considered as the difference be-
tween the average intensity of the area covered by
the particle image and the average background in-
tensity.
– Particle image concentration cI . In PIV re-
search this parameter is commonly expressed in
terms of particle image density, given in particles
per pixel (ppp). The particle image density, how-
ever, does not take into account the size of the par-
ticle images, which is large in defocusing methods
and affects the effective number of overlapping par-
ticles images. Here, we propose instead to use a pa-
rameter named particle image concentration which
we define as
cI = Np
API
AI
, (4)
where AI is the image area and API is the particle
image area. For instance, cI = 1 indicates that if the
particle images were packed side by side they would
fill up the entire image area.
Additionally, the imaging system can introduce bias
errors that, however, can be eliminated with a proper
calibration procedure. The most relevant sources of bias
errors are:
– Medium refractive index. Special care must be
taken when the immersion medium of the lens (nor-
mally air), is different from the medium where the
particles are (normally water), and the calibration
stack is obtained from a scanning procedure with
stuck particles. In this case, if the z coordinates
in the stack are obtained from the reading of the
scanning device (e.g. the microscope focus), a pref-
actor must be multiplied to the z obtained dur-
ing the measurement. This prefactor is typically
equal to the ratio between the refractive index coef-
ficient of the fluid and the one of the lens immersion
medium [22].
– Parallax or perspective error. The magnifica-
tion is not constant across the measurement depth,
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i.e. objects closer to the lens appear larger on the
image. This error is typically small and can be ne-
glected for microscope objective lenses with thin
depth of field.
– Field curvature. The object plane is not flat,
therefore the measured z position must be corrected
depending on the particle in-plane position. This ef-
fect is relevant in GDPT applications since a field
curvature of a few micrometers can have a signifi-
cant impact in the measurement.
– Distortion. The particle images are distorted as
they move away from the image center. This error
is normally not strong in conventional optical setups
and should be avoided since it is difficult to correct
in standard GDPT analysis based on a single cali-
bration stack.
Examples of bias errors and strategies to correct them
are provided in Section 2.3.1 in the following section on
GDPT processing.
2.3 Processing (GDPT)
The aim of a GDPT processing is to determine the
3D position of defocused particle images from a ref-
erence set of calibration images. A GDPT implemetna-
tion must contain the following elements:
1. A discrete set of reference calibration images at
known depth positions zk, referred to as the cali-
bration stack:
Ic,k(X,Y ) =Ic(X,Y, zk) + Inoise(X,Y ) + I0
with k = 1, 2, ..., Ncal. (5)
Ic,k is typically @articlerossi2012effect, title=On the
effect of particle image intensity and image prepro-
cessing on the depth of correlation in micro-PIV, au-
thor=Rossi, Massimiliano and Segura, Rodrigo and
Cierpka, Christian and Ka¨hler, Christian J, jour-
nal=Experiments in fluids, volume=52, number=4,
pages=1063–1075, year=2012, publisher=Springer
obtained experimentally by taking subsequent im-
ages of a reference particle which is displaced at
known positions, for instance using a motorized fo-
cusing stage [2]. Ncal refers to the initial number of
calibration images: If, for instance, an interpolation
scheme is used to artificially increase the number
of elements in the stack, this should be regarded as
part of the depth-estimation algorithm.
2. A function or procedure to identify target particle
images It inside the image I. This normally relies
on segmentation algorithms that can be applied on
raw or filtered/pre-processed images.
3. A function or procedure to quantify the similarity
between different images. This is used to rank the
calibration images in Ic,k with respect to their sim-
ilarity to the given target image It.
4. A function or procedure to estimate the final depth
position z′ of the particle image in It from the simi-
larity values assigned to Ic,k. It should be noted that
a simple identification of the most similar image in
the stack, would produce a discrete output, limited
by the number of images in the stack. Interpolation
schemes can be applied to obtain a continuous out-
put with a “sub-image” resolution, in analogy with
what is typically done in digital PIV evaluations to
obtain sub-pixel resolution.
5. Correction of bias errors, e.g. the correction of image
field curvature using a Poiseuille-flow measurement
for calibration.
The elements 3-4 are usually implemented in one opti-
mized function that takes as input Ic,k and It:
z′ = fz(It, Ic,k). (6)
2.3.1 Correction of bias errors
When performing GDPT measurements, a special care
must be taken in the identification and correction of
bias errors. A classical example is shown in Fig. 2 with
respect to the bias error introduced by a field curvature.
In this case, the image plane is not planar, therefore
particle images with the same shape do not correspond
to particles lying on a plane but rather on a curved
surface (Fig. 2(a)). As a consequence of that, straight
trajectories in the real world will become curved tra-
jectories in the GDPT measurement. Several strategies
can be used to deal with this problem. One way is to di-
rectly measure the field curvature as done in Ref. 5 and
use it to locally correct the calibration. A more straight-
forward approach can be implemented if the measure-
ments are performed in a duct with straight walls, by a
direct measurement of a Poiseuille flow inside the duct.
The field curvature can be derived by determining the
surface of maximum stream-wise velocity, and used to
correct the measured z positions as shown in Fig. 2(b).
We demonstrate this approach on the measurement
of a Poiseuille flow in a microchannel performed using
two GDPT setups, one with simple defocusing and one
with astigmatic optics (data taken from Ref. 2). The
average error in the determination of the stream-wise
velocity component vx , as a function of the depth co-
ordinate z, is shown in Fig. 2(c). This error strongly
depends on the uncertainty of the z determination,
since the true velocity values are calculated accord-
ing to the measured z coordinate of each particle. In
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Fig. 2 (a) Bias error introduced by field curvature: Particle
images with the same shape correspond to particles lying on a
curved surface rather than a plane. As a consequence, straight
trajectories in the real world will become curved trajectories
in the GDPT measurement. (b) Bias correction based on the
measurement of a Poiseuille flow: The field curvature is iden-
tified from the plane of maximum velocity and used to correct
the measured data. (c) Effect of bias error correction on real
data: Experimental velocity error profiles from measurements
of a Poiseuille flow performed using two GDPT setups, using
simple defocusing and astigmatism (Data taken from Ref. 2).
The bias correction results in a significant lower error in re-
gions with large gradients.
fact, larger errors are observed closer to the channel
top and bottom walls, where the velocity gradients are
larger and the error in the z determination has a larger
impact. Applying the correction procedure described
above minimizes the contribution of the bias error due
to the field curvature and significantly reduces the error
in regions with large velocity gradients.
Another important source of bias error is given by
the perspective error, which is negligible for large mag-
nification lenses, but should be taken into account for
macroscopic GDPT setups. Also in this case, the pro-
cedure is to develop a suitable reference experiment to
create a mapping between measured and actual coor-
dinates. A typical approach is to use a fixed array of
tracer particles on a plane perpendicular to the optical
axis and scan it at different depth positions. The cal-
ibration stack is obtained from one particle located in
the center of the image and used to measure the posi-
tion of the other particles. In this way, both actual and
measured coordinates becomes available and a suitable
mapping function can be created.
2.4 Measurement results
The result of a GDPT evaluation on a single image,
containing a total number Np of particles, is a set of
measured particle coordinates
x′j , y
′
j , z
′
j , j = 1, . . . , N
′
p,
where N ′p is the number of the valid detected particles.
To assess the performance of a GDPT measurement
(or any general 3D-PTV measurement), the following
parameters must be considered:
1. The size of the measurement volume.
2. The measurement uncertainty in the particle posi-
tion determination.
3. The relative number of valid detected particles.
For a fair assessment of a GDPT implementation, it is
important to consider all these three parameters, since
they are interconnected among each other. For instance,
a stricter validation criterion can reduce the error but
at the expenses of a smaller number of valid detected
particles.
– Measurement volume. As previously explained,
the size of the measurement volume is defined as
V = l × w × h, where l and w are the lateral
length and width, respectively, and h is the mea-
surement depth. The choice of the measurement
volume affects the total number of particles Np to
be measured and, consequently, the measurement
uncertainty. For instance, a large depth h can in-
clude highly defocused particle images, which have
a smaller SNR and are more difficult to detect. To
fairly estimate the uncertainty of a given implemen-
tation, it must be indicated the measurement depth
on which it is applied. In GDPT systems, the h is
practically set by the lowest and highest z coordi-
nate in the stack.
– Measurement uncertainty. We can associate to
each measured position an error
x,j , y,j , z,j ,
defined as the difference between the measured and
real particle coordinates (e.g. z,j = |z′j − zj |) and
estimate the measurement uncertainty as the aver-
age error across a set of data large enough. The un-
certainty in the in-plane directions depends on the
accuracy in the determination of the particle image
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center. For methods based on cross-correlation and
sub-pixel interpolation schemes, commonly used in
PIV and PTV analysis, this uncertainty is typically
around 0.1 pixels [16]. The uncertainty in the depth
direction is not uniform across the measurement
depth h, therefore it is useful to define a local aver-
age error, depending on z
z(z) = 〈|z′ − z|〉, (7)
and a global average error
¯z =
1
h
∫ h
0
z(z) dz, (8)
which represents the average error along the mea-
surement depth h.
– Relative number of detected particles. This is
defined as the ratio between the number of valid de-
tected particles N ′p and the total number of particles
Np in one image. The relative number of detected
particles is also not uniform across z, due to changes
in the shape and intensity of the particle images,
therefore we can define a local relative number of
detected particles, depending on z
φdet(z) = lim
a→0
〈
N ′p
Np
〉∣∣∣∣
z−a<z<z+a
, (9)
and a global relative number of detected particles
across h
φ¯det =
1
h
∫ h
0
φdet(z) dz =
〈
N ′p
Np
〉
. (10)
φdet tends to decrease as the particle concentra-
tion is increased, due to the more frequent occur-
rence of overlapping particle images and measure-
ment outliers. For a given GDPT implementation,
there will be a critical concentration above which
the number of valid detected particles N ′p starts to
decrease. This sets the maximum possible seeding
density that should be used for that implementa-
tion.
3 Datasets for standardized evaluation of
GDPT methods
In this section we introduce a group of four datasets for
evaluating the performance of a GDPT implementation
as a function of different signal-to-noise ratio SNR, par-
ticle image concentration cI , and background intensity
gradients. The datasets are not limited to the evalua-
tion of GDPT methods, but are applicable for the test-
ing of other defocusing-based 3D particle tracking ap-
proach. The datasets are meant to act as a reference set
for the scientific community and are freely available1.
The datasets are based on synthetic images created
using MicroSIG, which is a Synthetic Image Genera-
tor (SIG) using ray-tracing and a simplified spherical
lens model to obtain realistic defocused or astigmatic
particle images [17]. MicroSIG is open-source and can
be downloaded at gitlab.com/defocustracking. In this
work we consider bright, monodisperse particles of di-
ameter dp, which is the most common case in velocime-
try applications. All datasets share the same basic Mi-
croSIG settings in terms of particle diameter (dp = 2
µm), objective lens (magnification M = 10×, numeri-
cal aperture NA = 0.3, focal length f = 350 µm), and
sensor settings (pixel size of 6.5 µm, I0 = 500 counts).
The settings have been chosen since they simulate ex-
perimental conditions that are representative for a large
number of applications in microfluidics. The simulated
measurement depth h = 86 µm is kept the same for all
datasets.
The four datasets are shown in Fig. 3. Dataset I
contains calibration images, while Datasets II-IV con-
tain measurement images. In order to ensure the same
level of statistical significance, all Datasets II-IV con-
tain ∼ 20,000 particles for each set of parameters. The
four datasets are:
– Dataset I. This dataset contains 3×12 calibration
image stacks for 3 different noise levels σI and 12
different numbers of calibration images Ncal. The
dataset is suitable to investigate the similarity pa-
rameter Cm as a function of number of calibration
images Ncal, subpix displacement, and signal-to-
noise ratio SNR. In addition, this dataset provides
the calibration images for analyzing the Datasets
II-IV with GDPT.
– Dataset II. This dataset contains 3× 60 measure-
ment images for 3 different noise levels σI . Each
measurement image contains 361 particle images lo-
cated at random x, y, and z positions. The x and y
coordinates are loosely constraint on a 19× 19 grid
to exclude particle image overlapping. The dataset
is suitable for analyzing the depth coordinate pre-
cision and how it depends on the image noise level
σI , number of calibration images Ncal, and method
parameters such as image filtering and sub-image
approach for the depth coordinate determination.
– Dataset III. This dataset contains 12 subsets of
measurement images of particles with randomly dis-
1 The dataset can be downloaded following this link
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Fig. 3 Overview of the four synthetically-created datasets used to test and evaluate the performance of GDPT. (a) Dataset I
contains 3× 12 calibration image stacks of different noise levels σI and different number of calibration images Ncal. Shown is
a selection of three stacks with σI = 0 and Ncal = 10, 15, and 20, respectively. (b) Dataset II contains measurement images of
particles with random x, y, and z positions but fixed within a grid in x and y. The dataset contains groups of measurement
images of various noise levels σI , here illustrated via the insets (red rectangles) showing the images for σI = 0 and 50, and for
σI = 50 when a median filter dmed = 5 has been applied. (c) Dataset III contains groups of measurement images of randomly
distributed particles for different particle image concentration cI , here illustrated via the insets (red rectangles) showing the
images for cI = 0.99, 1.98, and 2.98. (d) Dataset IV contains groups of the measurement images for various added linear
light-intensity gradients α, see Eq. (11). The measurement images are taken from Dataset III for cI = 1.49.
tributed x, y, and z coordinates, thus including par-
ticle image overlapping. Each subset corresponds to
a specific particle image concentration cI and con-
tains a certain number of measurement images in
order to have an overall number of 20,000 particles.
We start with a subset of 1200 images at cI = 0.25
and end with a subset of 100 images at cI = 2.98.
This dataset is suitable for analyzing the relative
number of detected particles and depth coordinate
uncertainty as a function of increasing particle im-
age concentration.
– Dataset IV. This dataset contains 10 subsets of
34 measurement images of 600 particles (cI =
1.49) with randomly distributed x, y, and z coordi-
nates. Each subset has a superimposed linear light-
intensity gradient along the horizontal direction de-
fined as
Ipattern(X,Y ) = αX, (11)
where α is a parameter accounting for the gradient
intensity. The impact of α can be better appreciated
by normalizing its value with the mean particle im-
age intensity divided by the characteristic size of the
particle images
α˜ = αA
1/2
PI /µPI. (12)
A value of α˜ = 1 indicates a light-intensity gradi-
ent on the same order of magnitude of the intensity
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gradient in the particle images. For this data set we
have α ranging from 1 to 10, corresponding to α˜
ranging from 0.16 to 1.6.
4 GDPT implementation: DefocusTracker
The GDPT implementation under investigation in this
work is the DefocusTracker, which is a Matlab imple-
mentation published under the open-source license and
available at defocustracking.com. The implementation
is based on the normalized cross-correlation for image
comparison and a polynomial scheme for sub-image in-
terpolation. In order to work fast and robust, the im-
plementation uses a cross-correlation prediction scheme
based on the set of calibration images, for more details
see Ref. 18. DefocusTracker is capable of detecting over-
lapping particles through an iterative approach of pro-
cessing with lower threshold on the similarity parame-
ter, however, in this work we limit ourselves to one iter-
ation and a single similarity parameter threshold. The
implementation allows image noise filter through Gaus-
sian and median filter, though in this work we utilize
only the latter. In addition, DefocusTracker allows the
determination of particle trajectories through a nearest-
neighbour tracking scheme. We do not perform tracking
of particles across the image frames in this work, but it
is important to mention that using predictive tracking
approaches can increase the GDPT performance.
In DefocusTracker the similarity parameter, be-
tween two images Ic and It, is defined as the peak
maximum of their normalized cross-correlation function
c(u, v). Here u and v are the in-plane coordinates in cor-
relation space. Following the seminal paper by Lewis in
1995 [8], the normalized cross-correlation takes the form
c(u, v) =∑
X,Y [Ic(X,Y )− I¯c] [It(X − u, Y − v)− I¯t]{∑
X,Y [Ic(X,Y )− I¯c]2 [It(X − u, Y − v)− I¯t]2
}1/2 ,
(13)
where I¯c and I¯t are the mean image intensities of Ic
and It, respectively. The correlation function c(u, v)
has its peak maximum Cm at the position of best
match between the images and the amplitude of the
peak maximum ranges from 0 to 1, where 1 indicates
a perfect match. A key advantage of the normalized
cross-correlation function is that it is robust against to
light-intensity fluctuations such as inhomogeneous light
distribution. The normalized cross-correlation is simple
and easy to implement and since the presentation by
Lewis, it is standard in most programming language
modules as speed-optimized algorithms [29].
5 Example of GDPT fundamentals and
uncertainty assessment
In this section we use the proposed assessment scheme
and provided datasets to demonstrate the GDPT fun-
damentals and to examine the performance of the
GDPT implementation DefocusTracker. More details
on DefocusTracker and how it is used in this work is
given in the former section.
5.1 Dataset I: Similarity
A central concept for determining the resolution of a
GDPT setup is the similarity between neighbor im-
ages in the calibration stack Ic,k. Here, the similarity
is quantified by the parameter Cm. As discussed be-
fore, Ic,k represents a discrete sampling of the particle
image function across z and the depth position of a par-
ticle is obtained by comparing the Cm of a target image
with the images in the stack, see Fig. 4(b). In an ideal
case, the measurement resolution can be increased in-
definitely by increasing the number of images Ncal in
the stack. In a real case, however, beyond a certain
Ncal the difference in shape between two neighbor im-
ages will be smaller than the difference induced by the
image noise and sub-pixel displacements. This concept
is illustrated in Fig. 4(c), where the self-similarity, i.e.
the average Cm between particle images at the same
height but different in-plane positions, is shown as a
function of z. Even in the case with no noise (blue line),
Cm is not 1 due to tiny differences induced by sub-
pixel displacements of the particle images. By adding
noise (red line, σI = 50), Cm decreases significantly,
especially in regions where the SNR is lower (SNR for
σI = 25 shown in Fig. 4(a)). The similarity of neigh-
bor images as a function of z for calibration stacks with
Ncal = 15, 50, and 500 and noise level σI = 50 is shown
in Fig. 4(d). The stack with Ncal = 500 (orange line)
is clearly over-sampled, since it coincides with the self-
similarity curve in Fig. 4(c). On the other hand, for
Ncal = 15 (blue line) the difference between neighbor
images is very large (small Cm), showing that this stack
is under-sampled. The stack with Ncal = 50 (red line)
is a better compromise, with a slightly under-sampled
region for z/h < 0.5 and over-sampled above.
For a more complete assessment of the effect of Ncal
and SNR on the final results, it is necessary to look
at the final error in the z determination, which is also
affected by the choice of similarity function and the
practical implementation of the method (i.e. algorithms
used, interpolation schemes, smoothing and so on). A
systematic analysis of the effect of Ncal and different
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Fig. 4 Evaluation of Dataset I,
see Fig. 3(a). (a) SNR as a func-
tion of z for noise level σI = 25.
(b) Cm as a function of z for two
different calibration images: The
maximum Cm is obtained when
a calibration image is matched
with a target image at the same
height. (c) Self-similarity, i.e. av-
erage Cm of particle images at
the same height but different in-
plane positions, as a function
of z, without noise and with
noise level σI = 50. (d) Simi-
larity between neighbor images
in the stack as a function of z
for Ncal = 15, 50, and 500 and
σI = 50.
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Fig. 5 Evaluation of Dataset
II, see Fig. 3(b). (a,c,e) Local av-
erage depth determination error
z as a function of the depth po-
sition z/h for (a) noise-less im-
ages σI = 0 and varying num-
ber of calibration images Ncal ∈
[20, 50, 500], (c) fixed number of
calibration images Ncal = 50
and varying noise level σI ∈
[0, 50, 100], and (e) fixed number
of calibration images Ncal = 50,
fixed noise level σI = 50, and
different median filters dmed ∈
[0, 5, 7]. (b,d,f) Global average
error ¯z as a function of the
number of calibration images
Ncal for (b) noise-less images
σI = 0 with and without sub-
image interpolation, (d) varying
noise level σI ∈ [0, 50, 100], and
for (f) fixed noise level σI = 50
and use of different image me-
dian filtering dmed ∈ [0, 5, 7].
noise levels in the final measurement uncertainty is cov-
ered in the following section, where we investigate the
noisy images in Dataset II.
5.2 Dataset II: Noise
In this section we evaluate the GDPT measurement
uncertainty when including noise in both calibration
and measurement images, but while excluding particle
image overlapping. The depth coordinates z are deter-
mined using Ncal calibration images from Dataset I as
described and analyzed in Section 3 and Section 5.1,
respectively.
Figure 5(a) shows the uncertainty in the determi-
nation of the depth coordinates when the images are
free of noise σI = 0 and when using calibration stacks
with Ncal = 15, 50, and 500, respectively. The single-
particle image snips show the calibration particle im-
ages for certain values of z/h (vertical dashed lines).
The local average error z depends on the particle im-
age shapes and therefore the depth coordinate z/h. The
errors are clearly highest in the aberration-dominated
range above the particle image focus, where the parti-
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Fig. 6 Evaluation of Dataset
III, see Fig. 3(c). (a) The local
average depth determination er-
ror z and (c) the relative num-
ber of measured particles per im-
age φdet as a function of the
depth coordinate z/h for parti-
cle image concentrations cI =
0.99 (squares) and cI = 2.98
(circles). (b) The global aver-
age error ¯z and (d) the rela-
tive number of measured parti-
cles per image φ¯det (blue colors)
and absolute number of mea-
sured particles per image N ′p
(orange colors) as a function of
the particle image concentration
cI .
cle images in general have less distinct features as com-
pared to images below the particle image focus. Gener-
ally, increasing Ncal leads to a decreasing local average
error z, but locally, e.g. for z/h ∼ 0.6, the use of a
sub-image detection scheme can lead to better results
for lower Ncal which is seen by a better performance for
Ncal = 20 (blue line) than for Ncal = 50 (black line) or
Ncal = 500 (red line). The use of a sub-image scheme
allows for a continuous z determination and does in
general yield lower uncertainties up to a certain value
of Ncal. This is seen in Fig. 5(b), where we show the
global average error ¯z as a function of Ncal. As Ncal
approaches 200, the errors with (full line) and without
(dashed line) the use of a sub-image scheme, converge
to the same level of uncertainty.
In Fig. 5(c) we show the effect when adding noise
to the measurement images, while keeping Ncal = 50
constant. Not surprisingly, the local error z increases
as we increase the noise level σI to 50 (green line) and
100 (purple line) in comparison to a zero noise level
(black line, same as in Panel (a)). The effect of noise
is minimal for values of z below the particle image fo-
cus, where the particle images have strong features and
yield low z. In contrary, for values of z above the par-
ticle image focus, the effect on z is clearly visible and
increase dramatically for σI = 100 where the signal-
to-noise ratio get as low as SNR ∼ 1. The effect of
noise on the local error naturally propagates into the
global error as seen in Fig. 5(d). Clearly, as the noise
level increases, a larger Ncal is needed in order to reach
a converging global error ¯z.
A typical way of reducing image noise is to apply
a median filter. In Fig. 5(e) we apply a median filter
to both the calibration and measurement images before
applying GDPT for the coordinate detection. The noise
level σI = 50 is kept fixed and a median filter of dmed×
dmed with dmed = 5 or 7 is used. As seen in comparison
to using no image filtering (green line, same in Panel
(d)), the use of the median filter decreases the effect of
noise on the local error z, locally for some z even as
much as one order of magnitude. Evidently, the filter
size has an optimum between averaging out noise and
actual particle image features, which is seen by slightly
lower values of z for dmed = 5 than for dmed = 7. This
is confirmed in Fig. 5(g), where the same trend is seen
for the global average error ¯z.
5.3 Dataset III: Overlapping
Experimental measurements typically contain also
overlapping particle images, which consequently affects
the accuracy when determining the particle positions.
In this section we evaluate the GDPT measurement un-
certainty when applied to the Dataset III measurement
images, where the particle coordinates are randomly
distributed with no restrictions allowing for particle im-
ages to overlap. The measurement images are noiseless
σI = 0. The particle image coordinates were determined
with a stack of Ncal = 50 noise-free calibration images.
As the particle concentration is increasing, we natu-
rally have an increasing number of overlapping particle
images. This leads to lower similarities Cm between tar-
get particle images and calibration images, which fur-
thermore leads to larger errors in the determination of
the z-coordinates. By setting a lower threshold on the
accepted values of Cm, poorly-determined z-coordinates
can be removed to increase the determination accuracy
but with the cost of lowering the number of measured
particles N ′p. Figures 6(a) and 6(c) show the local error
z(z/h) and local relative number of measured parti-
cles φdet for the two particle image concentrations of
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Fig. 7 Evaluation of Dataset
IV, see Fig. 3(d). (a) The local
average depth determination er-
ror z and (c) the relative num-
ber of measured particles per im-
age φdet as a function of the
depth coordinate z/h for α = 0
(blue lines), α = 5 (red colors),
and α = 10 (yellow colors). (b)
The global average error ¯z and
(d) the global relative number
of measured particles per image
φ¯det as a function of α.
cI = 0.99 (squares) and cI = 2.98 (circles), respec-
tively. As cI is increased from 0.25 to 2.98, the local
error z is consistently increasing, while the local rela-
tive number of measured particles φdet is consistently
decreasing. As the lower acceptable threshold on Cm is
increased, both z and φdet are decreasing as expected
as seen for cI = 2.98 (circles) as Cm goes from 0.5 (light
blue) to 0.9 (dark blue). The same trend is confirmed
in Figs. 6(b) and 6(d), where the global average error
¯z and the global average relative number of measured
particles φ¯det are computed as a function of the image
particle concentration cI and Cm = 0.5, 0.8, and 0.9,
respectively. In addition, we see in Fig. 6(d) that as cI
increases, the number of measured particles per image
N ′p (orange colors) reaches a peak, e.g. for cI ≈ 1.2
when Cm = 0.9. In fact, as the particle concentration is
increased, the number of particles in the image increases
but also the number of outliers or not-detectable par-
ticle images, as a consequence of increased number of
overlapping particle images that cannot be processed.
5.4 Dataset IV: Intensity variations
Experimental measurement images are prone to varia-
tions in image light intensity, for example if the image
illumination is inhomogenoues over the image plane or
if the illumination amplitude changes over time. This
can eventually affect the accuracy of defocusing-based
particle detection, but depends on the type of image
intensity variation and applied detection algorithm. In
this section we evaluate the GDPT measurement uncer-
tainty when analyzing measurement images with an ap-
plied linear light intensity gradients of increasing steep-
ness. More specifically, we use Dataset IV, which is
based on the images in Dataset III for cI = 1.49, but
where an intensity gradient α has been applied.
Figures 7(a) and 7(c) show the local error z and
the local relative number of measured particles φdet.
For small α, the changes are small as expected from
the fact that the normalized cross-correlation is insen-
sitive to changes in intensity level. However, as α˜ in-
creases towards unity and above, the intensity gradient
becomes comparable to the intensities of the particle
image features, and the particle images are affected lo-
cally leading to an increased error in the performance
of GDPT, see Fig. 7(b) and Fig. 7(d), where the global
average error ¯z and the global average relative number
of measured particles φ¯det are shown as a function of α.
6 Conclusions
In this work we provide and demonstrate guidelines
and datasets for the assessment of General Defocusing
Particle Tracking (GDPT) methods. GDPT refers to a
class of single-camera 3D particle tracking approaches
based on particle image defocusing and a set of ref-
erence particle images at known depth positions. The
particle depth positions are determined through com-
parison of the target particle images with the images
in the calibration stack. This requires a similarity func-
tion and a connected rejection threshold parameter for
determining whether a measured depth position is valid
or should be considered as an outlier, e.g. due to parti-
cle image overlapping, non-targeted particles, or near-
wall particle image distortions. Consequently, setting a
low rejection threshold generally leads to a high num-
ber of measured particles with the cost of decreasing
the accuracy in the determination of the depth coordi-
nates, while setting a high rejection threshold leads to
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fewer measured particles with a consequently higher ac-
curacy in the determination of the depth coordinates.
Further, as the defocused particle images have more
or less distinct features, lowering the rejection thresh-
old, typically leads to a larger obtainable measurement
depth. As a result, we conclude that a complete and
objective assessment of the performance of a GDPT
implementation should state not just one or two, but
all three of the following parameters, namely (i) the
relative number of valid detected particles φdet(z), (ii)
the depth coordinate uncertainty z(z), and (iii) the
measurement depth h. A detailed description of the as-
sessment parameters are given in Section 2.4.
The performance of GDPT depends on the qual-
ity and characteristics of the experimentally-acquired
images as well as on the precision of the image pro-
cessing set by the implementation. In terms of image
quality and characteristics, the performance of GDPT
is affected by the signal-to-noise ratio, particle image
concentration, light-intensity variations, and image dis-
tortions, while in terms image processing, it is affected
by the method implementation covering the choice of
image noise filtering, image comparison function, num-
ber of calibration images, and sub-image interpolation
scheme. Definitions and descriptions of the fundamen-
tal image characteristics and method implementation
are given in Section 2.2 and Section 2.3, respectively.
We further demonstrate how to identify and improve
the performance of GDPT when applied to measure-
ment data containing bias errors e.g. due to image dis-
tortions. For investigation of the effects of the image
characteristics and implementation choices, we provide
a group of synthetically-created datasets for absolute
assessment of the performance of various GDPT ap-
proaches, see Section 3. In combination with the pro-
vided assessment scheme, the datasets will act as a stan-
dardized reference for the scientific community and are
freely available through defocustracking.com.
The assessment scheme and reference datasets were
demonstrated by analyzing the performance of Defo-
cusTracker, a state-of-the-art GDPT implementation
which uses the maximum of the normalized cross-
correlation Cm to rate the similarity between the target
particle images and the images in the calibration stack.
Using synthetic datasets, we show that even with noise-
free images at same depth position, Cm does not reach
unity due tiny differences in sub-pixel displacements as
a natural result from the discrete image acquisition.
Adding noise reduces Cm further, more specifically in
this case Cm ∼ 0.89 for a signal-to-noise ratio of SNR
∼ 2, while Cm ∼ 0.98 for SNR ∼ 20. As the num-
ber of calibration images Ncal is increased, the change
in similarity Cm between images at two neighbour-
ing depth positions decreases and eventually reaches
the self-similarity values for which oversampling oc-
curs, here for Ncal ∼ 100. Consequently, when detect-
ing noise-free images without particle image overlap,
the average uncertainty in depth coordinate determi-
nation reaches a minimum of ¯z ∼ 0.8 %. Applying
sub-image interpolation, the same level of uncertainty
is reached for Ncal as low as 15. As the SNR decreases
with increasing noise level σI , the average uncertainty
¯z increases to ∼ 3 % for σI = 50 (local SNRs from
2 to 20) and ∼ 5 % for σI = 100 (local SNRs from
1 to 10). However, by applying a median filter, ¯z re-
duces to less than 1 % for a noise level of σI = 50 cor-
responding to the performance in the noise-free case.
In the case of permitting particle image overlap, Cm
is used as a threshold to reject outliers. For a particle
image concentration cI = 1, the average uncertainty
¯z ∼ 0.8 % and the relative number of measured par-
ticles per image φ¯det ∼ 63 % for Cm = 0.5, while for
Cm = 0.9, ¯z decreases to ∼ 0.6 %, but with the cost
of decreasing the detection rate to φ¯det ∼ 43 %. The
same trend is seen for increasing particle image concen-
tration. As the concentration is increased, the absolute
number of measured particles per image increases, but
eventually the particle image overlapping becomes so
significant that it drops again, which in this case hap-
pens around a particle image concentration of cI ∼ 2.
In addition, through applying a linear light-intensity
gradient to the measurement images, we confirm that
an approach based on the normalized cross-correlation
is insensitive to illumination fluctuations as long as the
intensity variations are not changing the actual particle
image topology but just lifting the overall particle im-
age intensity. In comparison, a simple approach based
on detecting the particle image diameters would be sen-
sitive to such variations in illumination.
In conclusion, this work provides the tools for a more
aware use of GDPT and is an important step towards
the further development of the method. Next important
steps include the expansion of the datasets with exper-
imental reference data and data of non-monodisperse
particles such as biological cells for use in biomedical
sciences and in general for pushing the limits of GDPT
methods in terms of depth determination accuracy, par-
ticle image concentration, and processing speed e.g.
with the scope of facilitating use in real-time feedback
control applications.
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