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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ
Актуальность темы исследования. Реальные процессы управления
динамическими системами зачастую происходят в условиях помех, источ-
ником которых может быть неконтролируемая внешняя среда либо созна-
тельное противодействие. Как правило, необходимо обеспечить надлежащее
качество управления, которое во многих случаях удобно оценивать при по-
мощи подходящего показателя. Ставятся задачи о построении такого способа
управления по принципу обратной связи, которое бы гарантировало жела-
емый результат даже в ситуации самых неблагоприятных помех. Подобные
задачи возникают в механике, экономике и других областях знаний. Мате-
матической теорией, в рамках которой формализуются эти задачи, являет-
ся теория дифференциальных игр. Актуальность, теоретический интерес и
практическая значимость управления в условиях помех обеспечивают интен-
сивное развитие этой теории и сопутствующих ей численных методов.
Степень разработанности темы исследования. Теория дифферен-
циальных игр активно развивается начиная с середины XX века. Станов-
ление этой теории в первую очередь связано с работами Н.Н. Красовского,
Л.С. Понтрягина, Б.Н. Пшеничного, R. Isaacs, W.H. Fleming и A. Friedman.
Настоящая диссертация выполнена в рамках концепции позиционных диф-
ференциальных игр1,2,3, предложенной и развитой в работах Н.Н. Красовско-
го и его учеников. В этих исследованиях была дана математическая форма-
лизация задач теории дифференциальных игр, предложены методы обосно-
вания существования цены игры (оптимального гарантированного результата
управления) в различных классах стратегий управления, определена струк-
тура оптимальных стратегий, намечены основные способы их построения.
Тем не менее, несмотря на интенсивное развитие, в теории дифференци-
альных игр до сих пор содержится много нерешенных проблем, в особенности
в части эффективных численных методов, а постоянное расширение области
применения этой теории приводит к появлению новых задач.
Цели и задачи. В диссертации рассматриваются три задачи управления
с оптимальным гарантированным результатом в условиях помех. Динамиче-
ская система, подверженная воздействиям управления и помехи, описыва-
ется линейными по фазовому вектору обыкновенными дифференциальными
уравнениями. Возможности управления и помехи стеснены геометрически-
ми ограничениями. Промежуток времени управления зафиксирован. Пока-
затель качества процесса управления оценивает норму совокупности откло-
1Красовский Н.Н., Субботин A.И. Позиционные дифференциальные игры. — М. : Наука,
1974. — С. 456.
2Красовский Н.Н. Управление динамической системой. — М. : Наука, 1985. — С. 516.
3Krasovskii A.N., Krasovskii N.N. Control under Lack of Information. — Berlin etc. : Birkhau¨ser,
1995. — P. 322.
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нений траектории движения в наперед заданные моменты времени от задан-
ных целевых точек. Управление нацелено минимизировать значение этого
показателя. Цель помехи противоположна. При формализации в рамках тео-
рии дифференциальных игр управление интерпретируется как первый игрок,
а помеха — как второй. Нетерминальная структура показателя, заключаю-
щаяся в оценивании состояния системы не только в терминальный, но и в
промежуточные моменты времени, составляет одну из особенностей рассмат-
риваемых дифференциальных игр. При этом, предполагается, что показатель
качества является позиционным3,4.
Рассматриваемые задачи различаются следующими условиями:
Задача 1. Предполагается наличие седловой точки в маленькой игре1,2. В
этом случае соответствующая дифференциальная игра имеет цену и седло-
вую точку в классах чистых позиционных стратегий управления игроков3.
Задача 2. Седловой точки в маленькой игре может не быть. Задача фор-
мализуется в дифференциальную игру в классах смешанных стратегий3,5,6.
Задача 3. Предполагается линейность дифференциальных уравнений, опи-
сывающих динамическую систему, по фазовому вектору и по воздействиям
управления и помехи. На возможности управления наложены дополнитель-
ные интегральные ограничения, характеризующие ресурсные запасы.
Цель работы — разработка и программная реализация эффективных уни-
версальных численных методов для решения перечисленных задач. Под ре-
шением понимается построение функции цены соответствующей дифферен-
циальной игры — величины оптимального гарантированного результата
управления, а также оптимальных законов управления по принципу обратной
связи, обеспечивающих результат, не хуже оптимального гарантированного с
наперед заданной точностью.
Научная новизна. Для перечисленных выше задач разработаны универ-
сальные численные методы решения. На их основе реализован уникальный
расширяемый программный комплекс для построения и моделирования ре-
шений линейно-выпуклых дифференциальных игр с нетерминальной платой.
Теоретическая значимость. Линейно-выпуклые позиционные диффе-
ренциальные игры, соответствующие задачам 1 и 2, изучались, в частности,
в работах Н.Н. Красовского3, А.Н. Красовского5,6 и Н.Ю. Лукоянова7,8, одна-
4Красовский А. Н. О позиционном минимаксном управлении // Прикладная математика и
механика. — 1980. — Т. 44, №4. — С. 602–610.
5Красовский А. Н. Построение смешанных стратегий на основе стохастических программ //
Прикладная математика и механика. — 1987. — Т. 51, №2. — С. 186–192.
6Красовский А. Н. Синтез смешанных стратегий управления. — Свердловск : Изд-во Урал.
ун-та, 1988. — С. 151.
7Лукоянов Н. Ю. К вопросу вычисления цены дифференциальной игры для позиционного
функционала // Прикладная математика и механика. — 1998. — Т. 62, №2. — С. 188–198.
8Лукоянов Н. Ю. О построении цены позиционной дифференциальной игры // Дифференци-
альные уравнения. — 2001. — Т. 37, №1. — С. 18–26.
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ко полученные разрешающие конструкции ранее применялись для решения
лишь конкретных задач и не были доведены до универсальных программно
реализуемых численных методов. Разработка и исследование эффективности
таких методов составляет теоретическую значимость настоящей диссертации.
Для решения задачи 3 в диссертации были развиты конструкции выпук-
лых сверху оболочек, которые идейно восходят к стохастическому программ-
ному синтезу2. Последние изначально были разработаны для задач без ин-
тегральных ограничений3,5,7,8. Для задач с интегральными ограничениями
подобные построения рассматривались ранее9,10,11, но для терминальных по-
казателей качества. Постановок, которые бы объединяли в себе геометри-
ческие и интегральные ограничения на управляющие воздействия в сочета-
нии с нетерминальным показателем качества рассматриваемой в диссертации
структуры, ранее не исследовалось. В связи с этим, доказательство существо-
вания цены и седловой точки в соответствующей дифференциальной игре,
а также разработка и обоснование разрешающей процедуры, доведенной до
численного метода, представляют теоретический интерес.
Практическая значимость. Задачи оптимизации нетерминальных по-
казателей качества рассматриваемого типа возникают в реальных процессах
управления12. Интерес к численным методам решения таких задач обуслов-
лен тем, что в них редко когда удается в явном виде выписать репрезента-
тивную формулу для функции цены — величины оптимального гарантиро-
ванного результата. Круг задач с интегральными ограничениями, допуска-
ющих аналитическое решение, еще меньше. Представленные в диссертации
универсальные численные методы и реализующий их программный комплекс
позволяют при помощи современной высокопроизводительной вычислитель-
ной техники существенно расширить спектр задач, поддающихся моделиро-
ванию. Применимость разработанных методов проиллюстрирована результа-
тами численных экспериментов на модельных примерах.
Методология и методы исследования. Диссертация выполнена в рам-
ках концепции позиционных дифференциальных игр. Численные методы ре-
шения задач 1 и 2 основаны на процедуре7, ядром которой является попят-
ное построение выпуклых сверху (вогнутых) оболочек вспомогательных про-
граммных функций. Решение задачи 2 использует численный метод решения
задачи 1 для вспомогательной модели-поводыря1,3,5,6.
9ЛокшинМ. Д. О дифференциальных играх с интегральными ограничениями на управляющие
воздействия // Дифференциальные уравнения. — 1992. — Т. 28, №11. — С. 1952–1961.
10Лукоянов Н. Ю. К задаче конфликтного управления при смешанных ограничениях // При-
кладная математика и механика. — 1995. — Т. 59, №6. — С. 955–964.
11Лукоянов Н. Ю. О задаче конфликтного управления при смешанных ограничениях на управ-
ляющие воздействия // Дифференциальные уравнения. — 1995. — Т. 31, №9. — С. 1473–1482
12Бердышев Ю. И. Об одной задаче последовательного сближения нелинейной управляемой си-
стемы третьего порядка с группой движущихся точек // Прикладная математика и механика. —
2002. — Т. 66, №5. — С. 742–752.
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Чтобы получить разрешающую процедуру в задаче 3, вводится вспомога-
тельная переменная, характеризующая ресурсные запасы управления, прово-
дится дополнительная оптимизация10,11 по расходу ресурсов, и применяются
построения7, учитывающие нетерминальную структуру показателя качества.
Обоснование процедуры, а вместе с тем и существования цены и оптимальных
стратегий в соответствующей дифференциальной игре, опирается на введе-
ние вспомогательной модели; доказательство близости2 движений исходной
системы и модели; доказательство 𝑢- и 𝑣-стабильности11 системы вспомога-
тельных величин, построенных для модели; переход к предельным конструк-
циям, дающим необходимые оценки. Оптимальные стратегии строятся мето-
дом экстремального сдвига на сопутствующие точки2,3.
В основе разработанных численных методов лежит «пиксельное» пред-
ставление компактных множеств, когда они покрываются равномерной ко-
нечной 𝜀–сетью, и все точки множества, входящие в окрестность радиуса 𝜀
с центром в одном из узлов сети, отождествляются с этим узлом-пикселем.
Таким образом, все компакты представляются конечным набором пикселей,
а функции, определенные на этих компактах, хранятся в табличном виде.
Выпуклые сверху оболочки функций аппроксимируются нижней огибающей
конечного семейства опорных гиперплоскостей к подграфикам этих функций.
Программная реализация численных методов выполнена с применением
параллельных вычислений с общей памятью.
Степень достоверности результатов, апробация результатов. Ре-
зультаты диссертации обсуждались на семинаре кафедры вычислительной
математики Института математики и компьютерных наук Уральского фе-
дерального университета, на семинаре отдела динамических систем Инсти-
тута математики и механики им. Н.Н.Красовского УрО РАН и представля-
лись в докладах на Международной конференции «Алгоритмический ана-
лиз неустойчивых задач» (Екатеринбург, 2011), 42-ой и 43-ей Всероссийских
молодежных школах-конференциях «Современные проблемы математики»
(Екатеринбург, 2011, 2012), 3-ей и 4-ой традиционных Всероссийских моло-
дежных летних школах «Управление, информация и оптимизация» (Яропо-
лец, 2011, Звенигород, 2012), Всероссийской научной конференции с между-
народным участием «Математическая теория управления и математическое
моделирование» (Ижевск, 2012), 15-th IFAC Workshop on Control Applications
of Optimization (Rimini, Italy, 2012), 6-ой Международной конференции «Кол-
могоровские чтения. Общие проблемы управления и их приложения» (Там-
бов, 2013), 39-th International Conference Applications of Mathematics in Engi-
neering and Economics (Созополь, Болгария, 2013), XII Всероссийском сове-
щании по проблемам управления (Москва, 2014), 19-th IFAC World Congress
(Cape Town, South Africa, 2014), Международной конференции «Динамика
систем и процессы управления» (Екатеринбург, 2014), Международном семи-
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наре «Теория управления и теория обобщенных решений уравнений
Гамильтона-Якоби» (Екатеринбург, 2015).
Публикации. Основной материал диссертации опубликован в работах
[1–4, 6–14]. Для разработанного в рамках диссертации программного ком-
плекса получено свидетельство о государственной регистрации [5].
Структура и объем работы. Диссертация состоит из введения, четырех
глав, объединяющих 21 параграф, заключения и списка литературы. Объем
диссертации составляет 118 страниц, библиография включает 148 наимено-
ваний, иллюстративный материал насчитывает 16 рисунков.
ОСНОВНОЕ СОДЕРЖАНИЕ РАБОТЫ
Во введении дан краткий обзор предыстории вопроса, обоснована акту-
альность темы, сформулированы цели и задачи работы, изложена ее научная
и практическая значимость, приведены методы исследования, содержится ин-
формация об апробации работы, описана структура диссертации.
В главе 1 рассматривается антагонистическая дифференциальная игра,
в которой динамическая система описывается уравнением
?˙? = 𝐴(𝑡)𝑥+ 𝑓(𝑡, 𝑢, 𝑣), 𝑡0 6 𝑡* 6 𝑡 < 𝜗,
𝑥 ∈ R𝑛, 𝑢 ∈ U ⊂ R𝑛𝑢, 𝑣 ∈ V ⊂ R𝑛𝑣 . (1)
Здесь 𝑥 — фазовый вектор; 𝑡 — время; точка над символом обозначает произ-
водную по времени; матрица-функция 𝐴(𝑡) и вектор-функция 𝑓(𝑡, 𝑢, 𝑣) непре-
рывны; 𝑢 и 𝑣 — управляющие воздействия первого и второго игроков. Момен-
ты времени 𝑡0 и 𝜗 зафиксированы, 𝑡* — момент начала процесса управления,
U и V — компактные множества.
Предполагается, что выполнено условие седловой точки в маленькой игре:
min
𝑢∈U
max
𝑣∈V
⟨︀
𝑙, 𝑓(𝑡, 𝑢, 𝑣)
⟩︀
= max
𝑣∈V
min
𝑢∈U
⟨︀
𝑙, 𝑓(𝑡, 𝑢, 𝑣)
⟩︀
, 𝑙 ∈ R𝑛, 𝑡0 6 𝑡 6 𝜗, (2)
где символ ⟨·, ·⟩ обозначает скалярное произведение векторов.
Допустимы измеримые по Борелю реализации управлений игроков
𝑢
[︀
𝑡*[·]𝜗
)︀
=
{︀
𝑢(𝑡) ∈ U, 𝑡* 6 𝑡 < 𝜗
}︀
и 𝑣
[︀
𝑡*[·]𝜗
)︀
=
{︀
𝑣(𝑡) ∈ V, 𝑡* 6 𝑡 < 𝜗
}︀
.
В пространстве переменных (𝑡, 𝑥) определяется компактное множество 𝐾0
возможных позиций2 рассматриваемой динамической системы. Под движе-
нием 𝑥
[︀
𝑡*[·]𝜗
]︀
, порожденным из позиции (𝑡*, 𝑥*) ∈ 𝐾0, 𝑡* < 𝜗, допустимыми
реализациями 𝑢
[︀
𝑡*[·]𝜗
)︀
и 𝑣
[︀
𝑡*[·]𝜗
)︀
, понимаем абсолютно непрерывную функ-
цию
{︀
𝑥(𝑡) ∈ R𝑛, 𝑡* 6 𝑡 6 𝜗, 𝑥(𝑡*) = 𝑥*
}︀
, которая при почти всех 𝑡* 6 𝑡 6 𝜗
вместе с 𝑢 = 𝑢(𝑡) и 𝑣 = 𝑣(𝑡) удовлетворяет уравнению (1). При этом множе-
ство 𝐾0 таково, что справедливо включение
(︀
𝑡, 𝑥(𝑡)
)︀ ∈ 𝐾0, 𝑡* 6 𝑡 6 𝜗.
Пусть для 𝑖 = 1, . . . , 𝑁 заданы моменты времени 𝜗𝑖 оценки качества
движения 𝑥
[︀
𝑡*[·]𝜗
]︀
: 𝑡0 < 𝜗𝑖 < 𝜗𝑖+1 6 𝜗, 𝑖 = 1, . . . , 𝑁 − 1, 𝜗𝑁 = 𝜗, по-
стоянные матрицы 𝐷𝑖 размерности 𝑑𝑖 × 𝑛 (1 6 𝑑𝑖 6 𝑛), целевые векторы
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𝑐𝑖 ∈ R𝑛 и нормы 𝜇𝑖(𝑙𝑖, . . . , 𝑙𝑁) ∈ R, (𝑙𝑖, . . . , 𝑙𝑁) ∈ R𝑑𝑖 × . . .R𝑑𝑁 . Обозначим
ℎ(𝑡) = min{𝑖 = 1, . . . , 𝑁 : 𝜗𝑖 > 𝑡}, 𝑡0 6 𝑡 6 𝜗. Показатель качества, оценива-
ющий движение 𝑥
[︀
𝑡*[·]𝜗
]︀
, имеет вид
𝛾
(︀
𝑥
[︀
𝑡*[·]𝜗
]︀)︀
= 𝜇ℎ(𝑡*)
(︁
𝐷ℎ(𝑡*)
(︀
𝑥(𝜗ℎ(𝑡*))− 𝑐ℎ(𝑡*)
)︀
, . . . , 𝐷𝑁
(︀
𝑥(𝜗𝑁)− 𝑐𝑁
)︀)︁
. (3)
Полагаем, что существуют четные по 𝜇 нормы 𝜎𝑖(𝑙𝑖, 𝜇) ∈ R, (𝑙𝑖, 𝜇) ∈ R𝑑𝑖 ×R,
для которых справедливы равенства 𝜇𝑖(𝑙𝑖, . . . , 𝑙𝑁) = 𝜎𝑖
(︀
𝑙𝑖, 𝜇𝑖+1(𝑙𝑖+1, . . . , 𝑙𝑁)
)︀
,
𝑖 = 1, . . . , 𝑁 − 1. Тогда7 показатель качества (3) является позиционным.
Цель первого игрока — доставить показателю (3) как можно меньшее зна-
чение. Цель второго противоположна цели первого.
Под чистой стратегией 𝑈 первого игрока понимаем произвольную функ-
цию 𝑈 =
{︀
𝑈(𝑡, 𝑥, 𝜀) ∈ U, (𝑡, 𝑥) ∈ 𝐾0, 𝜀 > 0
}︀
, где 𝜀 — параметр точности2.
Законом управления 𝒰 первого игрока называем тройку (𝑈, 𝜀,Δ𝛿), где
Δ𝛿 — разбиение отрезка времени [𝑡*, 𝜗]:
Δ𝛿 = {𝑡𝑗 : 𝑡1 = 𝑡*, 0 < 𝑡𝑗+1 − 𝑡𝑗 6 𝛿, 𝑗 = 1, . . . , 𝑘, 𝑡𝑘+1 = 𝜗}. (4)
Из заданной позиции (𝑡*, 𝑥*) ∈ 𝐾0 закон 𝒰 в паре с допустимой реализацией
𝑣
[︀
𝑡*[·]𝜗
)︀
формирует движение 𝑥
[︀
𝑡*[·]𝜗
]︀
системы (1) следующим образом:
?˙?(𝑡) = 𝐴(𝑡)𝑥(𝑡) + 𝑓
(︀
𝑡, 𝑢𝑗, 𝑣(𝑡)
)︀
, 𝑢𝑗 = 𝑈
(︀
𝑡𝑗, 𝑥(𝑡𝑗), 𝜀
)︀
, 𝑡𝑗 6 𝑡 < 𝑡𝑗+1,
𝑗 = 1, . . . , 𝑘, 𝑥(𝑡1) = 𝑥*.
Гарантированный результат закона 𝒰 определяется равенством
Γ(𝒰 ; 𝑡*, 𝑥*) = sup
𝑣[𝑡*[·]𝜗)
𝛾
(︀
𝑥
[︀
𝑡*[·]𝜗
]︀)︀
.
Оптимальным гарантированным результатом первого игрока будет
Γ𝑢(𝑡*, 𝑥*) = inf
𝑈
lim sup
𝜀→0
lim
𝛿→0
sup
Δ𝛿
Γ
(︀𝒰 = (𝑈, 𝜀,Δ𝛿); 𝑡*, 𝑥*)︀.
Для 𝜁 > 0 закон управления 𝒰𝜁 называем 𝜁-оптимальным, если
Γ(𝒰𝜁 ; 𝑡*, 𝑥*) 6 Γ𝑢(𝑡*, 𝑥*) + 𝜁.
По аналогичной схеме с понятными изменениями для второго игрока опре-
деляются оптимальный гарантированный результат Γ𝑣(𝑡*, 𝑥*) и 𝜁-оптималь-
ные законы управления 𝒱𝜁 .
Из результатов Н.Н. Красовского3 и А.Н. Красовского4 вытекает, что оп-
тимальные гарантированные результаты игроков совпадают, определяя цену
дифференциальной игры (1)–(3): Γ0(𝑡*, 𝑥*) = Γ𝑢(𝑡*, 𝑥*) = Γ𝑣(𝑡*, 𝑥*).
Глава 1 посвящена численному методу для нахождения цены Γ0(𝑡*, 𝑥*) и
построения 𝜁-оптимальных законов управления игроков. Разработанный чис-
ленный метод базируется на следующей процедуре7.
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Для отрезка времени управления [𝑡*, 𝜗] фиксируем разбиение Δ𝛿 = {𝑡𝑗}𝑘+1𝑗=1
вида (4) такое, что 𝜗𝑖 ∈ Δ𝛿, 𝑖 = ℎ(𝑡*), . . . , 𝑁 . Обозначим
Δ𝜓𝑗(𝑡*,𝑚) =
𝑡𝑗+1∫︀
𝑡𝑗
max
𝑣∈V
min
𝑢∈U
⟨︀
𝑚,Ψ(𝜗, 𝜏)𝑓(𝜏, 𝑢, 𝑣)
⟩︀
𝑑𝜏, 𝑚 ∈ R𝑛, 𝑗 = 1, . . . , 𝑘,
где Ψ(𝑡, 𝜏) — матрица Коши для уравнения ?˙? = 𝐴(𝑡)𝑥. Попятно по шагам
разбиения Δ𝛿 определяем множества 𝐺±𝑗 (𝑡*) векторов 𝑚 ∈ R𝑛 и скалярные
функции 𝜙±𝑗 (𝑡*,𝑚), 𝑚 ∈ 𝐺±𝑗 (𝑡*). Пусть 𝑗 = 𝑘 + 1, тогда
𝐺+𝑘+1(𝑡*) = {𝑚 : 𝑚 = 0}, 𝜙+𝑘+1(𝑡*,𝑚) = 0, (5)
𝐺−𝑘+1(𝑡*) = {𝑚 : 𝑚 = 𝐷⊤𝑁 𝑙, 𝑙 ∈ R𝑑𝑁 , 𝜇*𝑁(𝑙) 6 1}, 𝜙−𝑘+1(𝑡*,𝑚) = −⟨𝑚, 𝑐𝑁⟩.
Если 1 6 𝑗 6 𝑘, тогда
𝐺+𝑗 (𝑡*) = 𝐺
−
𝑗+1(𝑡*), 𝜙
+
𝑗 (𝑡*,𝑚) = conc
𝐺+𝑗 (𝑡*)
[︀
𝜓𝑗(𝑡*, ·)
]︀
(𝑚), (6)
где
𝜓𝑗(𝑡*,𝑚) = Δ𝜓𝑗(𝑡*,𝑚) + 𝜙−𝑗+1(𝑡*,𝑚), 𝑚 ∈ 𝐺+𝑗 (𝑡*),
и далее, когда 𝑡𝑗 < 𝜗ℎ(𝑡𝑗),
𝐺−𝑗 (𝑡*) = 𝐺
+
𝑗 (𝑡*), 𝜙
−
𝑗 (𝑡*,𝑚) = 𝜙
+
𝑗 (𝑡*,𝑚),
иначе, когда 𝑡𝑗 = 𝜗ℎ, ℎ = ℎ(𝑡𝑗),
𝐺−𝑗 (𝑡*) = {𝑚 : 𝑚 = 𝜈𝑚* +Ψ⊤(𝜗ℎ, 𝜗)𝐷⊤ℎ 𝑙,
𝜈 > 0, 𝑙 ∈ R𝑑ℎ, 𝜎*ℎ(𝑙, 𝜈) 6 1,𝑚* ∈ 𝐺+𝑗 (𝑡*)},
𝜙−𝑗 (𝑡*,𝑚) = max
(𝜈,𝑙,𝑚*)|𝑚
[𝜈𝜙+𝑗 (𝑡*,𝑚*)− ⟨𝑙, 𝐷ℎ𝑐ℎ⟩].
(7)
Здесь символ ⊤ обозначает транспонирование; 𝜇*𝑁(·) и 𝜎*ℎ(·) — нормы, со-
пряженные к 𝜇𝑁(·) и 𝜎ℎ(·); символ conc𝐺
[︀
𝜓(·)]︀ обозначает выпуклую сверху
(вогнутую) оболочку функции 𝜓(·) = {︀𝜓(𝑚), 𝑚 ∈ 𝐺}︀ на множестве 𝐺, то
есть минимальную из вогнутых функций, мажорирующих 𝜓(𝑚) при 𝑚 ∈ 𝐺;
максимум в (7) вычисляется по всем таким тройкам (𝜈, 𝑙,𝑚*), что 𝜈 > 0,
𝑙 ∈ R𝑑ℎ, 𝜎*ℎ(𝑙, 𝜈) 6 1, 𝑚* ∈ 𝐺+𝑗 (𝑡*) и при этом 𝜈𝑚* +Ψ⊤(𝜗ℎ, 𝜗)𝐷⊤ℎ 𝑙 = 𝑚.
Для 𝑥 ∈ R𝑛 и 𝑗 = 1, . . . , 𝑘 + 1 рассмотрим величины
𝑒±𝑗 (𝑡*, 𝑥) = max
𝑚∈𝐺±𝑗 (𝑡*)
[⟨𝑚,Ψ(𝜗, 𝑡𝑗)𝑥⟩+ 𝜙±𝑗 (𝑡*,𝑚)]. (8)
Известно7, что величина 𝑒−1 (𝑡*, 𝑥*) приближает цену Γ0(𝑡*, 𝑥*) игры (1)–(3).
На основе этих величин методом экстремального сдвига на сопутствующие
точки2,3 удается построить 𝜁-оптимальные законы управления игроков.
Численный метод, разработанный на базе описанной выше процедуры,
опирается на «пиксельное» представление компактных множеств, когда они
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покрываются равномерной конечной 𝜀–сетью, и все точки множества, входя-
щие в окрестность радиуса 𝜀 с центром в одном из узлов сети, отождествля-
ются с этим узлом-пикселем. Таким образом, компакты 𝐺±𝑗 (𝑡*) представля-
ются в виде конечных множест ̃︀𝐺±𝑗 ⊂ R𝑛 пикселей ̃︀𝑚. Все функции хранят-
ся в табличном виде. Функции от времени представляются в виде массивов
значений в точках разбиения Δ𝛿. Функции 𝜙±𝑗 (𝑡*,𝑚), 𝑚 ∈ 𝐺±𝑗 (𝑡*), представ-
ляются в виде ассоциативных массивов ̃︀𝜙±𝑗 = {(̃︀𝑚, ̃︀𝜙±𝑗 (̃︀𝑚)) : ̃︀𝑚 ∈ ̃︀𝐺±𝑗 }. Для
нахождения необходимых значений функции Δ𝜓𝑗(𝑡*,𝑚) используются пик-
сельные аппроксимации ̃︀U и ̃︀V компактов U и V с размерами пикселей, ха-
рактеризуемыми параметрами ΔU и ΔV. В (6) выпуклая сверху оболочка̃︀𝜙 = conc ̃︀𝐺 [︀ ̃︀𝜓(·)]︀ табулированной функции ̃︀𝜓 = ̃︀𝜓(̃︀𝑚), ̃︀𝑚 ∈ ̃︀𝐺 ⊂ R𝑛, аппрок-
симируется сверху опорными гиперплоскостями с фиксированным набором
нормалей, в качестве которого используется семейство векторов, лежащих на
единичной (𝑛+1)-мерной полусфере, параметризуемое углами 𝜑𝑖, 𝑖 = 1, . . . , 𝑛,
пробегающими отрезок [0, 𝜋] с равномерным шагом Δ𝜑. Сначала по набору
нормалей находим функции опорных гиперплоскостей к подграфику функ-
ции ̃︀𝜓. Затем для каждой точки ̃︀𝑚 ∈ ̃︀𝐺 ищем минимум их значений в этой
точке и значение conc ̃︀𝐺 [︀ ̃︀𝜓(·)]︀(̃︀𝑚) полагаем равным найденному минимуму.
В пересчете (7) значения 𝜈 > 0 берутся с равномерным шагом Δ𝜈; вектора
𝑙 ∈ R𝑑ℎ перебираются с равномерным по всем координатам шагом Δ𝑙; для
вектора 𝑚 = (𝑚1, . . . ,𝑚𝑛) ∈ R𝑛 соответствующий ему пиксель ̃︀𝑚 находит-
ся при помощи покоординатного преобразования ̃︀𝑚𝑖 = Δ𝑚 round(𝑚𝑖/Δ𝑚),
𝑖 = 1, . . . , 𝑛.
Получена оценка алгоритмической сложности данного численного метода.
Утверждение 5.5. Итоговое время 𝑇 приближенного вычисления величи-
ны 𝑒−1 (𝑡*, 𝑥*) (8) составляет
𝑂
(︃
𝑘
(︂
𝑛2
(︁4𝜆U
ΔU
)︁𝑛𝑢(︁4𝜆V
ΔV
)︁𝑛𝑣
+ 𝑛
(︁ 4𝜋
Δ𝜑
)︁𝑛)︂(︂4𝑁𝜆Ψ𝜆𝐷𝜆𝑙𝜆𝑁𝜈
Δ𝑚
)︂𝑛
+
+𝑁
(︂
𝑛2𝑑* + 𝑛𝑑*
(︂
𝑑* +
4
Δ𝜈
)︂(︂
4𝜆𝑙
Δ𝑙
)︂𝑑* (︂
4𝑁𝜆Ψ𝜆𝐷𝜆𝑙𝜆
𝑁
𝜈
Δ𝑚
)︂𝑛)︂)︃
,
где 𝜆U, 𝜆V, 𝜆Ψ, 𝜆𝐷, 𝜆𝑙, 𝜆𝜈 и 𝑑* — подходящие константы, определяемые по
системе (1) и показателю качества (3).
Работоспособность построенного численного метода и его программной ре-
ализации демонстрируется на четырех примерах, приведем здесь один из них.
Пример 6.1. Пусть динамическая система описывается уравнениями{︂
?˙?1 = 𝑥2 + 𝑐(𝑡)𝑣,
?˙?2 = −0,5𝑥1 − 0,05𝑥2 + 𝑏(𝑡)𝑢, 𝑡0 = 𝑡* = 0 6 𝑡 < 𝜗 = 4,
𝑥 =
(︀
𝑥1, 𝑥2
)︀ ∈ R2, 𝑢 ∈ {−1, 0, 1}, 𝑣 ∈ {−1, 0, 1}, (9)
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где
𝑏(𝑡) =
⎧⎨⎩
1,5 + 1,5 cos 2𝜋(𝑡− 0,5), если 𝑡 ∈ [0,5; 1,5],
1,5 + 1,5 cos 2𝜋(𝑡− 2,5), если 𝑡 ∈ [2,5; 3,5],
3 иначе,
𝑐(𝑡) =
{︂
1, если 𝑡 ∈ [0,6; 1,4] ∪ [2,6; 3,4]
0,3 иначе,
задано начальное условие
𝑥* = 𝑥(0) =
(︀
𝑥1(0), 𝑥2(0)
)︀
= (1, 0) (10)
и показатель качества
𝛾
(︀
𝑥
[︀
𝑡*[·]𝜗
]︀)︀
=
(︁ 4∑︁
𝑖=1
‖𝑥(𝑖)− 𝑐𝑖‖2𝐸
)︁1/2
, (11)
где
𝑐1 = (0,−1), 𝑐2 = (−1, 0), 𝑐3 = (0, 1), 𝑐4 = (1, 0).
В численных построениях использовались равномерное разбиение Δ𝛿 от-
резка времени управления [0, 4] с диаметром 𝛿 = 0,001 и значение параметра
точности 𝜀 = 0,005. Для пиксельных представлений были выбраны значения
параметров Δ𝑚 = Δ𝑙 = Δ𝜈 = 0,01, Δ𝜑 = 𝜋/200.
В этой задаче множества 𝐺+𝑗 (𝑡*) оставались неизменными, когда 𝑡𝑗 находи-
лось в рамках одного из полуинтервалов [0, 1), [1, 2), [2, 3), [3, 4). Пиксельное
представление соответствующих множеств 𝐺+𝑗 (𝑡*) приведено на рис. 1.
𝑚2
-3
-2
-1
0
1
2
𝑚1-4 -3 -2 -1 0 1 2 3
𝐺+[0,1)
𝐺+[1,2)
𝐺+[2,3)
𝐺+[3,4)
Рис. 1: Пиксельное представление множеств 𝐺+𝑗 (𝑡*) в примере 6.1.
Найденное численно значение величины 𝑒−1 (𝑡*, 𝑥*), приближающее цену
Γ0(𝑡*, 𝑥*) игры (9)–(11), составило 1,131. Ниже приводятся результаты трех
симуляций процесса управления в этой игре.
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1. Управляющие воздействия игроков формировались построенными чис-
ленно 𝜁-оптимальными законами 𝒰𝜁 и 𝒱𝜁 . Реализовалось значение показателя
качества 𝛾(1) = 1,112 ≈ 𝑒−1 (𝑡*, 𝑥*).
2. Управление первого игрока формировалось законом 𝒰𝜁 , управляющие
воздействия второго назначались случайным равновероятным образом. Реа-
лизовалось значение показателя качества 𝛾(2) = 0,408 < 𝑒−1 (𝑡*, 𝑥*).
3. Управляющие воздействия первого игрока назначались случайным рав-
новероятным образом, а управление второго формировалось законом 𝒱𝜁 . Ре-
ализовалось значение показателя качества 𝛾(3) = 4,996 > 𝑒−1 (𝑡*, 𝑥*).
Траектории реализовавшихся движений, полученные в первой (жирная
линия) и второй (тонка линия) симуляциях, приведены на рис. 2. Целевые
точки обозначены черными крестиками. Круглые точки на траекториях со-
ответствуют моментам времени оценки качества движения.
𝑥2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
𝑥1-2 -1.5 -1 -0.5 0 0.5 1 1.5
Рис. 2: Траектории реализовавшихся движений в примере 6.1.
Глава 2 посвящена дифференциальной игре для системы (1) с показате-
лем качества (3) без предположения о выполнении условия (2), когда цены в
классах чистых позиционных стратегий 𝑈(𝑡, 𝑥, 𝜀) и 𝑉 (𝑡, 𝑥, 𝜀) может не суще-
ствовать, и целесообразна формализация в классах смешанных стратегий3,5.
Поскольку компакты U и V могут быть приближены конечными множе-
ствами, далее полагаем, что U и V конечны изначально:
U = {𝑢[𝑟] ∈ R𝑛𝑢 : 𝑟 = 1, . . . , 𝐿}, V = {𝑣[𝑠] ∈ R𝑛𝑣 : 𝑠 = 1, . . . ,𝑀}.
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Обозначим
P =
{︀
𝑝 = (𝑝1, . . . , 𝑝𝐿) ∈ R𝐿 : 𝑝𝑟 > 0, 𝑟 = 1, . . . , 𝐿,
𝐿∑︀
𝑟=1
𝑝𝑟 = 1
}︀
,
Q =
{︀
𝑞 = (𝑞1, . . . , 𝑞𝑀) ∈ R𝑀 : 𝑞𝑠 > 0, 𝑠 = 1, . . . ,𝑀,
𝑀∑︀
𝑠=1
𝑞𝑠 = 1
}︀
.
Наряду с исходной системой (1) рассмотрим вспомогательную модель:
?˙? = 𝐴(𝑡)𝑦 +
𝐿∑︁
𝑟=1
𝑀∑︁
𝑠=1
𝑓(𝑡, 𝑢[𝑟], 𝑣[𝑠])𝑝*𝑟𝑞
*
𝑠 , 𝑡0 6 𝑡* 6 𝑡 < 𝜗,
𝑦 ∈ R𝑛, 𝑝* ∈ P, 𝑞* ∈ Q.
(12)
Подобно 𝐾0 определим компактное множество 𝐾1 ⊃ 𝐾0 возможных по-
зиций модели2. В процессе формирования управления первого игрока мо-
дель (12) играет роль поводыря1,3. Отметим, что модель (12) удовлетворяет
условию седловой точки в маленькой игре.
Под смешанной стратегией 𝑈 первого игрока понимаем тройку(︀
𝑝𝑢(·), 𝑝*𝑢(·), 𝑞*𝑢(·)
)︀
измеримых по (𝑥, 𝑦) функций:
𝑝𝑢 = 𝑝𝑢(𝑡, 𝑥, 𝑦, 𝜀) ∈ P, 𝑝*𝑢 = 𝑝*𝑢(𝑡, 𝑥, 𝑦, 𝜀) ∈ P, 𝑞*𝑢 = 𝑞*𝑢(𝑡, 𝑥, 𝑦, 𝜀) ∈ Q,
𝑡 ∈ [𝑡0, 𝜗], 𝑥 ∈ R𝑛, 𝑦 ∈ R𝑛, 𝜀 > 0.
Полагаем, что игроки формируют реализации управлений, используя ве-
роятностные механизмы, базирующиеся на достаточно богатом вероятност-
ном пространстве Π =
(︀
Ω, ℱ , 𝑃)︀3,6.
Из заданных позиций (𝑡*, 𝑥*) ∈ 𝐾0 системы (1) и (𝑡*, 𝑦*) ∈ 𝐾1 модели (12)
закон управления 𝒰 = (︀𝑈, 𝜀, Δ𝛿)︀ в паре с допустимой случайной реализацией
𝑣𝜔
[︀
𝑡*[·]𝜗
)︀
=
{︀
𝑣𝜔(𝑡) ∈ V, 𝑡* 6 𝑡 < 𝜗, 𝜔 ∈ Ω
}︀
формирует случайное движение(︀
𝑥𝜔
[︀
𝑡*[·]𝜗
]︀
, 𝑦𝜔
[︀
𝑡*[·]𝜗
]︀)︀
комплекса (1), (12) следующим образом:
?˙?𝜔(𝑡) = 𝐴(𝑡)𝑥𝜔(𝑡) + 𝑓
(︀
𝑡, 𝑢𝜔,𝑗, 𝑣𝜔(𝑡)
)︀
,
?˙?𝜔(𝑡) = 𝐴(𝑡)𝑦𝜔(𝑡)+
+
𝐿∑︁
𝑟=1
𝑀∑︁
𝑠=1
𝑓(𝑡, 𝑢[𝑟], 𝑣[𝑠])𝑝*𝑢𝑟
(︀
𝑡𝑗, 𝑥𝜔(𝑡𝑗), 𝑦𝜔(𝑡𝑗), 𝜀
)︀
𝑞*𝑢𝑠
(︀
𝑡𝑗, 𝑥𝜔(𝑡𝑗), 𝑦𝜔(𝑡𝑗), 𝜀
)︀
,
𝑡𝑗 6 𝑡 < 𝑡𝑗+1, 𝑗 = 1, . . . , 𝑘, 𝑥𝜔(𝑡1) = 𝑥*, 𝑦𝜔(𝑡1) = 𝑦*,
где 𝑢𝜔,𝑗 ∈ U определяется в результате случайного испытания при условии
𝑃
(︀
𝑢𝜔,𝑗 = 𝑢
[𝑟] | 𝑥𝜔(𝑡𝑗), 𝑦𝜔(𝑡𝑗)
)︀
= 𝑝𝑢𝑟
(︀
𝑡𝑗, 𝑥𝜔(𝑡𝑗), 𝑦𝜔(𝑡𝑗), 𝜀
)︀
.
Здесь символ 𝑃 (. . . | . . .) обозначает условную вероятность. Кроме того, пред-
полагается, что на каждом шаге 𝑡𝑗 6 𝑡 < 𝑡𝑗+1 случайная реализация 𝑣𝜔
[︀
𝑡*[·]𝜗
)︀
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является стохастически независимой от получаемой реализации 𝑢𝜔
[︀
𝑡*[·]𝜗
)︀
={︀
𝑢𝜔(𝑡) = 𝑢𝜔,𝑗, 𝑡𝑗 6 𝑡 < 𝑡𝑗+1, 𝑗 = 1, . . . , 𝑘, 𝜔 ∈ Ω
}︀
:
𝑃
(︀
𝑣𝜔(𝑡) ∈ 𝐵 | 𝑥𝜔(𝑡𝑗), 𝑦𝜔(𝑡𝑗), 𝑢𝜔(𝑡𝑗)
)︀
= 𝑃
(︀
𝑣𝜔(𝑡) ∈ 𝐵 | 𝑥𝜔(𝑡𝑗), 𝑦𝜔(𝑡𝑗)
)︀
, 𝐵 ⊂ V.
Для 0 < 𝛽 < 1 гарантированный результат закона 𝒰 определяем как
Γ(𝒰 ; 𝑡*, 𝑥*, 𝑦*; 𝛽) = sup
𝑣𝜔[𝑡*[·]𝜗)
min
{︀
𝛼 ∈ R : 𝑃(︀𝛾(︀𝑥[︀𝑡*[·]𝜗]︀)︀ 6 𝛼)︀ > 𝛽}︀.
Оптимальным гарантированным результатом первого игрока будет
Γ𝑢(𝑡*, 𝑥*) = inf
𝑈
lim
𝛽→1
lim sup
𝜀→0
lim
𝜂→0
sup
|𝑥*−𝑦*|6𝜂
lim
𝛿→0
sup
Δ𝛿
Γ(𝒰 = (𝑈, 𝜀,Δ𝛿); 𝑡*, 𝑥*, 𝑦*; 𝛽).
Для 𝜁 > 0, 0 < 𝛽 < 1 закон управления 𝒰𝜁,𝛽 первого игрока называем
(𝜁, 𝛽)-оптимальным, если
Γ(𝒰𝜁,𝛽; 𝑡*, 𝑥*, 𝑦* = 𝑥*; 𝛽) 6 Γ𝑢(𝑡*, 𝑥*) + 𝜁.
По аналогичной схеме с понятными изменениями для второго игрока опре-
деляются оптимальный гарантированный результат Γ𝑣(𝑡*, 𝑥*) и (𝜁, 𝛽)-опти-
мальные законы управления 𝒱𝜁,𝛽.
Известно3, что игра (1),(3) имеет цену Γ0(𝑡*, 𝑥*) = Γ𝑢(𝑡*, 𝑥*) = Γ𝑣(𝑡*, 𝑥*).
Глава 2 посвящена численному методу для нахождения цены Γ0(𝑡*, 𝑥*) и
построения (𝜁, 𝛽)-оптимальных законов управления игроков. Разработанный
численный метод базируется на методе из главы 1, который применяется к
вспомогательной дифференциальной игре (12), (3). На основе системы вели-
чин (8) при помощи экстремального сдвига на сопутствующие точки опре-
деляются стратегии 𝑈 eΔ𝛿 и 𝑉
e
Δ𝛿
, обеспечивающие подходящую близость13 дви-
жений исходной системы (1) и модели (12), а также необходимые гарантии
достигаемого значения показателя качества.
Теорема 10.1. Для любых чисел 𝜁 > 0 и 0,5 < 𝛽 < 1 найдутся такие число
𝜀* > 0 и функция 𝛿(𝜀) > 0, 0 < 𝜀 6 𝜀*, что, каковы бы ни были начальная
позиция (𝑡*, 𝑥*) ∈ 𝐾0, значение 0 < 𝜀 6 𝜀* и разбиение Δ𝛿 вида (4), 𝜗𝑖 ∈ Δ𝛿,
𝑖 = ℎ(𝑡*), . . . , 𝑁 , 𝛿 6 𝛿(𝜀), законы 𝒰 𝜀Δ𝛿 = (𝑈 eΔ𝛿 , 𝜀,Δ𝛿) и 𝒱𝜀Δ𝛿 = (𝑉 eΔ𝛿 , 𝜀,Δ𝛿)
будут (𝜁, 𝛽)-оптимальными, и будет выполнено неравенство
|Γ0(𝑡*, 𝑥*)− 𝑒−1 (𝑡*, 𝑥*)| 6 𝜁.
13 Красовский А. А., Красовский А. Н. Нелинейная позиционная дифференциальная игра в
классе смешанных стратегий // Математическая теория управления и дифференциальные урав-
нения: сб. статей к 90-летию со дня рождения академика Евгения Фроловича Мищенко, Тр.
МИАН. — Т. 277. — 2012. — С. 144–151.
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При обеспечении подходящей близости движений системы (1) и модели (12)
возникает дополнительная оптимизационная подзадача, которая сводится к
численному решению статической матричной игры симплекс методом.
Работоспособность построенного численного метода и его программной ре-
ализации демонстрируется на двух примерах, приведем здесь один из них.
Пример 12.2. Пусть динамическая система описывается уравнениями⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑠 = − 𝛼1?˙?
𝑚1(𝑡)
−𝐾1𝜆1𝑢(1)𝑣(1) +
𝑁1𝑣*
𝑚1(𝑡)
, 𝑡0 = 𝑡* = 0 6 𝑡 < 𝜗 = 2,
𝑟 = − 𝛼2?˙?
𝑚2(𝑡)
+
𝛽𝑟
𝑚2(𝑡)
−𝐾2𝜆2𝑢(2) + 𝑁2𝑣
*
𝑚2(𝑡)
,
𝑢
(1)
𝑣(1)
=
[︃
𝑢
(1)
1 cos 𝑣
(1) − 𝑢(1)2 sin 𝑣(1)
𝑢
(1)
1 sin 𝑣
(1) + 𝑢
(1)
2 cos 𝑣
(1)
]︃
,
(13)
(𝑠, 𝑟) ∈ R2 × R2, 𝑢 = (𝑢(1), 𝑢(2)) ∈ R2 × R2, 𝑣 = (𝑣(1), 𝑣*, 𝑣*) ∈ R1 × R2 × R2,
𝑢(1), 𝑢(2), 𝑣*, 𝑣* ∈
{︀
(1, 0), (0, 1), (−1, 0), (0,−1)}︀, −𝛼01 6 𝑣(1) 6 𝛼02,
задано начальное условие
𝑠(0) = (0,−2), ?˙?(0) = (2, 0), 𝑟(0) = (−1, 1), ?˙?(0) = (0, 4) (14)
и показатель качества
𝛾 =
√︁(︀
𝑟1(𝜗)− 𝑠1(𝜗)
)︀2
+
(︀
𝑟2(𝜗)− 𝑠2(𝜗)
)︀2
. (15)
Система (13) рассматривалась при параметрах 𝛼1 = 0,2; 𝐾1 = −40; 𝜆1 = 0,5;
𝑁1 = 4; 𝛽 = −4; 𝛼2 = 0,4;𝐾2 = −25; 𝜆2 = 0,4;𝑁2 = 6;𝑚𝑖(𝑡) = 𝑚𝑖0*exp[−𝜆1𝑡],
𝑖 = 1, 2; 𝑚10 = 1; 𝑚20 = 1.
В численных построениях использовались равномерное разбиение Δ𝛿 от-
резка времени управления [0, 2] с диаметром 𝛿 = 0,01 и значение параметра
точности 𝜀 = 0,05. Для пиксельных представлений были выбраны значения
параметров Δ𝑚 = Δ𝑙 = Δ𝜈 = 0,01, Δ𝜑 = 𝜋/500.
Найденное численно значение величины 𝑒−1 (𝑡*, 𝑥*), приближающее цену
Γ0(𝑡*, 𝑥*) игры (13)–(15), составило 0,279. Ниже приводятся результаты трех
симуляций процесса управления в этой игре, выполненных по той же схеме,
что и в примере 6.1, с применением построенных численно законов 𝒰𝜁,𝛽 и
𝒱𝜁,𝛽 вместо законов 𝒰𝜁 и 𝒱𝜁 . В симуляциях реализовались, соответственно,
следующие значения показателя (15):
𝛾(1) = 0,272 ≈ 𝑒−1 (𝑡*, 𝑥*), 𝛾(2) = 0 < 𝑒−1 (𝑡*, 𝑥*), 𝛾(3) = 8,843 > 𝑒−1 (𝑡*, 𝑥*).
15
Траектории реализовавшихся движений, полученные в первой (слева) и вто-
рой (справа) симуляциях, изображены на рис. 3.
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Рис. 3: Траектории реализовавшихся движений в примере 12.2.
В главе 3 рассматривается задача динамической оптимизации гарантии
в условиях неопределенных помех при дополнительных ресурсных ограниче-
ниях на возможности управления.
Движение динамической системы описывается уравнением
?˙? = 𝐴(𝑡)𝑥+𝐵(𝑡)𝑢+ 𝐶(𝑡)𝑣, 𝑡0 6 𝑡* 6 𝑡 < 𝜗,
𝑥 ∈ R𝑛, 𝑢 ∈ R𝑛𝑢, 𝑣 ∈ R𝑛𝑣 . (16)
Здесь 𝑥 — фазовый вектор; 𝑡 — время; 𝐴(𝑡), 𝐵(𝑡), 𝐶(𝑡) — непрерывные
матрицы-функции; 𝑢 — управляющее воздействие; 𝑣 — воздействие некон-
тролируемой помехи. Моменты времени 𝑡0 и 𝜗 зафиксированы, 𝑡* — момент
начала процесса управления. Далее задача формализуется в дифференци-
альную игру, управление трактуется как первый игрок, а помеха как второй.
Допустимы измеримые по Борелю реализации управлений игроков
𝑢
[︀
𝑡*[·]𝜗
)︀
=
{︀
𝑢(𝑡) ∈ R𝑛𝑢, 𝑡* 6 𝑡 < 𝜗
}︀
и 𝑣
[︀
𝑡*[·]𝜗
)︀
=
{︀
𝑣(𝑡) ∈ R𝑛𝑣 , 𝑡* 6 𝑡 < 𝜗
}︀
,
которые удовлетворяют геометрическим и интегральному ограничениям:
‖𝑢(𝑡)‖𝑢 6 𝜆𝑢, ‖𝑣(𝑡)‖𝑣 6 𝜆𝑣, 𝑡* 6 𝑡 < 𝜗;
𝜗∫︀
𝑡*
𝛼(𝜏)‖𝑢(𝜏)‖𝑢𝑑𝜏 6 𝜌*. (17)
Здесь ‖ · ‖𝑢 и ‖ · ‖𝑣 — нормы в R𝑛𝑢 и R𝑛𝑣 ; 𝜆𝑢, 𝜆𝑣 — заданные постоянные;
𝛼(𝜏) — скалярная, положительная, непрерывная на [𝑡0, 𝜗] функция.
Дополнительно к фазовому вектору 𝑥 системы (16) вводится переменная
𝜌, изменение которой описывается уравнением
?˙? = −𝛼(𝑡)‖𝑢‖𝑢, 𝑡* 6 𝑡 < 𝜗, 𝜌(𝑡*) = 𝜌*, (18)
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и которая оценивает запас ресурса управления. Тогда интегральное ограни-
чение из (17) переписывается в виде фазового ограничения: 0 6 𝜌 6 𝜌*.
В пространстве переменных (𝑡, 𝑥, 𝜌) определяется компактное множество
𝐾0 возможных позиций расширенной системы (16), (18). Под движением
𝑥
[︀
𝑡*[·]𝜗
]︀
исходной системы, порожденным из позиции (𝑡*, 𝑥*, 𝜌*) ∈ 𝐾0, 𝑡* < 𝜗,
допустимыми реализациями 𝑢
[︀
𝑡*[·]𝜗
)︀
и 𝑣
[︀
𝑡*[·]𝜗
)︀
, понимаем абсолютно непре-
рывную функцию
{︀
𝑥(𝑡) ∈ R𝑛, 𝑡* 6 𝑡 6 𝜗, 𝑥(𝑡*) = 𝑥*
}︀
, которая при почти
всех 𝑡* 6 𝑡 6 𝜗 вместе с 𝑢 = 𝑢(𝑡) и 𝑣 = 𝑣(𝑡) удовлетворяет уравнению (16).
При этом множество 𝐾0 определяется так, что имеет место включение(︀
𝑡, 𝑥(𝑡), 𝜌(𝑡)
)︀ ∈ 𝐾0, 𝜌(𝑡) = 𝜌* − 𝑡∫︀
𝑡*
𝛼(𝜏)‖𝑢(𝜏)‖𝑢𝑑𝜏, 𝑡* 6 𝑡 6 𝜗.
Показатель качества, оценивающий движение 𝑥
[︀
𝑡*[·]𝜗
]︀
, имеет вид (3).
Задача первого игрока (управления) — доставить показателю (3) как мож-
но меньшее значение. Цель второго игрока (помехи) противоположна.
Под стратегией 𝑈 первого игрока понимаем произвольную функцию
𝑈 =
{︀
𝑈(𝑡, 𝑥, 𝜌, 𝜀) ∈ R𝑛𝑢, ‖𝑈(𝑡, 𝑥, 𝜌, 𝜀)‖𝑢 6 𝜆𝑢, (𝑡, 𝑥, 𝜌) ∈ 𝐾0, 𝜀 > 0
}︀
.
Из заданной позиции (𝑡*, 𝑥*, 𝜌*) ∈ 𝐾0 закон управления 𝒰 =
(︀
𝑈, 𝜀, Δ𝛿
)︀
в
паре с допустимой реализацией 𝑣
[︀
𝑡*[·]𝜗
)︀
управления второго игрока форми-
рует движение
(︀
𝑥
[︀
𝑡*[·]𝜗
]︀
, 𝜌
[︀
𝑡*[·]𝜗
]︀)︀
расширенной системы (16), (18) как реше-
ние пошаговых уравнений
?˙?(𝑡) = 𝐴(𝑡)𝑥(𝑡) +𝐵(𝑡)𝑢𝑗 + 𝐶(𝑡)𝑣(𝑡),
?˙?(𝑡) = −𝛼(𝑡)‖𝑢𝑗‖𝑢, 𝑡𝑗 6 𝑡 < 𝑡𝑗+1, 𝑗 = 1, . . . , 𝑘,
при начальном условии 𝑥(𝑡1) = 𝑥*, 𝜌(𝑡1) = 𝜌*. Величина 𝑢𝑗 назначается зако-
ном 𝒰 по правилу
𝑢𝑗 =
⎧⎪⎨⎪⎩0, если 0 6 𝜌(𝑡𝑗) <
𝑡𝑗+1∫︀
𝑡𝑗
𝛼(𝜏)‖𝑢*𝑗‖𝑢𝑑𝜏,
𝑢*𝑗 , иначе,
𝑢*𝑗 = 𝑈
(︀
𝑡𝑗, 𝑥(𝑡𝑗), 𝜌(𝑡𝑗), 𝜀
)︀
.
Гарантированный результат закона 𝒰 определяется равенством
Γ(𝒰 ; 𝑡*, 𝑥*, 𝜌*) = sup
𝑣[𝑡*[·]𝜗)
𝛾
(︀
𝑥
[︀
𝑡*[·]𝜗
]︀)︀
.
Оптимальным гарантированным результатом первого игрока будет
Γ𝑢(𝑡*, 𝑥*, 𝜌*) = inf
𝑈
lim sup
𝜀→0
lim
𝛿→0
sup
Δ𝛿
Γ
(︀𝒰 = (𝑈, 𝜀,Δ𝛿); 𝑡*, 𝑥*, 𝜌*)︀.
Стратегию 𝑈0, на которой достигается инфимум, называем оптимальной.
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Для 𝜁 > 0 закон управления 𝒰𝜁 называем 𝜁-оптимальным, если
Γ(𝒰𝜁 ; 𝑡*, 𝑥*, 𝜌*) 6 Γ𝑢(𝑡*, 𝑥*, 𝜌*) + 𝜁.
По аналогичной схеме с понятными изменениями для второго игрока опре-
деляются оптимальный гарантированный результат Γ𝑣(𝑡*, 𝑥*, 𝜌*), оптималь-
ные стратегии 𝑉0 и 𝜁-оптимальные законы управления 𝒱𝜁 .
В главе 3 доказано, что оптимальные гарантированные результаты игро-
ков совпадают и образуют цену рассматриваемой дифференциальной игры,
дана и обоснована процедура для их приближенного вычисления и постро-
ения соответствующих 𝜁-оптимальных законов управления по принципу об-
ратной связи. На основе этой процедуры разработан численный метод.
Для отрезка времени управления [𝑡*, 𝜗] фиксируем разбиение Δ𝛿 = {𝑡𝑗}𝑘+1𝑗=1
вида (4) такое, что 𝜗𝑖 ∈ Δ𝛿, 𝑖 = ℎ(𝑡*), . . . , 𝑁 . Для 𝜌* > 0 и 𝑗 = 1, . . . , 𝑘 через
U𝑗(𝜌*) обозначим множество всех измеримых функций 𝑢
[︀
𝑡𝑗[·]𝑡𝑗+1
)︀
=
{︀
𝑢(𝑡) ∈
R𝑛𝑢, 𝑡𝑗 6 𝑡 < 𝑡𝑗+1
}︀
таких, что
‖𝑢(𝑡)‖𝑢 6 𝜆𝑢, 𝑡𝑗 6 𝑡 < 𝑡𝑗+1,
𝑡𝑗+1∫︀
𝑡𝑗
𝛼(𝜏)‖𝑢(𝜏)‖𝑢𝑑𝜏 6 𝜌*,
а через V𝑗 — множество измеримых функций 𝑣
[︀
𝑡𝑗[·]𝑡𝑗+1
)︀
=
{︀
𝑣(𝑡) ∈ R𝑛𝑣 , 𝑡𝑗 6
𝑡 < 𝑡𝑗+1
}︀
, удовлетворяющих условию
‖𝑣(𝑡)‖𝑣 6 𝜆𝑣, 𝑡𝑗 6 𝑡 < 𝑡𝑗+1.
Пусть 𝑚 ∈ R𝑛, 𝜌 > 0, обозначим
Δ𝜓𝑗(𝑡*,𝑚, 𝜌) = min
U𝑗(𝜌)
max
V𝑗
𝑡𝑗+1∫︀
𝑡𝑗
⟨𝑚,Ψ(𝜗, 𝜏)(𝐵(𝜏)𝑢*(𝜏) + 𝐶(𝜏)𝑣*(𝜏))⟩𝑑𝜏.
Попятно по шагам разбиения Δ𝛿 определяем множества 𝐺±𝑗 (𝑡*) векторов𝑚 ∈
R𝑛 и скалярные функции 𝜙±𝑗 (𝑡*,𝑚, 𝜌), 𝑚 ∈ 𝐺±𝑗 (𝑡*), 𝜌 > 0. Определяющие
соотношения аналогичны процедуре (5)–(7). Отличие состоит в том, что в (6)
функция 𝜓𝑗(𝑡*, ·) задается теперь равенством
𝜓𝑗(𝑡*,𝑚, 𝜌) = min
𝜌′∈𝑅𝑗(𝑡*,𝜌)
[Δ𝜓𝑗(𝑡*,𝑚, 𝜌− 𝜌′) + 𝜙−𝑗+1(𝑡*,𝑚, 𝜌′)], 𝑚 ∈ 𝐺+𝑗 (𝑡*), 𝜌 > 0,
𝑅𝑗(𝑡*, 𝜌) = {𝜌′ : max[0, 𝜌− 𝜆𝑢
𝑡𝑗+1∫︀
𝑡𝑗
𝛼(𝜏)𝑑𝜏 ] 6 𝜌′ 6 𝜌},
при этом овыпукление производится по 𝑚 ∈ 𝐺+𝑗 (𝑡*) при каждом 0 6 𝜌 6 𝜌*.
Для 𝑥 ∈ R𝑛, 𝜌 > 0 и 𝑗 = 1, . . . , 𝑘 + 1 рассмотрим величины
𝑒±𝑗 (𝑡*, 𝑥, 𝜌; Δ𝛿) = max
𝑚∈𝐺±𝑗 (𝑡*)
[⟨𝑚,Ψ(𝜗, 𝑡𝑗)𝑥⟩+ 𝜙±𝑗 (𝑡*,𝑚, 𝜌)]. (19)
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Оказывается, что для всякой последовательности разбиений Δ𝛿𝑘 , 𝛿𝑘 → 0 при
𝑘 →∞, существуют пределы
e±(𝑡*, 𝑥*, 𝜌*) = lim
𝑘→∞
𝑒±1 (𝑡*, 𝑥*, 𝜌*; Δ𝛿𝑘), (20)
которые являются равномерными по (𝑡*, 𝑥*, 𝜌*) ∈ 𝐾0 и не зависят от выбора
последовательности разбиений Δ𝛿𝑘 .
Лемма 16.4. Для любого числа 𝜉 > 0 существует число 𝛿* > 0 такое, что,
каковы бы ни были позиция (𝑡*, 𝑥*, 𝜌*) ∈ 𝐾0 и разбиение Δ𝛿 вида (4), 𝜗𝑖 ∈ Δ𝛿,
𝑖 = ℎ(𝑡*), . . . , 𝑁 , 𝛿 6 𝛿*, будут выполнены неравенства
|e±(𝑡*, 𝑥*, 𝜌*)− 𝑒±1 (𝑡*, 𝑥*, 𝜌*; Δ𝛿)| 6 𝜉.
На основе предельных величин (20) методом экстремального сдвига на
сопутствующую точку определяются стратегии 𝑈 e0 и 𝑉 e0 .
Теорема 16.1. В задаче (16)–(18), (3) имеют место равенства
e−(𝑡*, 𝑥*, 𝜌*) = Γ𝑢(𝑡*, 𝑥*, 𝜌*) = Γ𝑣(𝑡*, 𝑥*, 𝜌*), (𝑡*, 𝑥*, 𝜌*) ∈ 𝐾0.
Стратегии 𝑈 e0 и 𝑉 e0 являются оптимальными.
Из теоремы 16.1 и леммы 16.4 следует, что величина 𝑒−1 (𝑡*, 𝑥*, 𝜌*; Δ𝛿) из
системы величин (19) с измельчением разбиения Δ𝛿 приближает оптималь-
ные гарантированные результаты Γ𝑢(𝑡*, 𝑥*, 𝜌*) = Γ𝑣(𝑡*, 𝑥*, 𝜌*). Кроме того,
по системе величин (19) методом экстремального сдвига на сопутствующие
точки удается построить 𝜁-оптимальные законы управления игроков.
На основе процедуры построения системы величин (19) по аналогичной
схеме, что и в главе 1, разработан соответствующий численный метод. Рабо-
тоспособность этого метода и его программной реализации демонстрируется
на двух примерах, приведем здесь один из них.
Пример 18.2. Движение динамической системы описывается уравнением{︂
?˙?1 = 𝑥2 + 𝑐(𝑡)𝑣,
?˙?2 = −0,5𝑥1 − 0,05𝑥2 + 𝑏(𝑡)𝑢, 𝑡0 = 𝑡* = 0 6 𝑡 < 𝜗 = 2,
𝑥 = (𝑥1, 𝑥2) ∈ R2, 𝑢 ∈ R1, 𝑣 ∈ R1,
𝑏(𝑡) =
{︂
2 + 2 cos 2𝜋(𝑡− 0,5), если 𝑡 ∈ [0,5; 1,5],
4 иначе,
𝑐(𝑡) =
{︂
0,3, если 𝑡 ∈ [0,6; 1,4]
0,1 иначе,
(21)
на реализации управлений игроков наложены ограничения
|𝑢(𝑡)| 6 1, |𝑣(𝑡)| 6 1 0 6 𝑡 < 2;
2∫︀
0
|𝑢(𝜏)|𝑑𝜏 6 𝜌* = 1, (22)
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заданы начальное условие
𝑥* =
(︀
𝑥1(0), 𝑥2(0)
)︀
= (0,5, 0,1), (23)
и показатель качества
𝛾
(︀
𝑥
[︀
𝑡*[·]𝜗
]︀)︀
=
√︀
|𝑥1(1)|2 + |𝑥2(1)− 0,5|2 + |𝑥1(2) + 0,5|2 + |𝑥2(2)|2. (24)
В численных построениях использовались равномерное разбиение Δ𝛿 от-
резка времени управления [0, 2] с диаметром 𝛿 = 0,01, значение параметра
точности 𝜀 = 0,05 и подходящие значения параметров пиксельных представ-
лений. Найденное численно значение величины 𝑒−1 (𝑡*, 𝑥*, 𝜌*), приближающее
оптимальные гарантированные результаты игроков, составляющих цену диф-
ференциальной игры (21)–(24), составило 0,702.
В результате проведения симуляции процесса управления, когда управля-
ющие воздействия игроков формировались построенными численно 𝜁-опти-
мальными законами, реализовалось значение показателя качества (24)
𝛾 = 0,731 ≈ 𝑒−1 (𝑡*, 𝑥*, 𝜌*). Реализация движения, полученная в симуляции,
приведена на рисунке 4.
-1,5
-1
-0,5
0
0,5
𝑥
0 0,5 1 1,5 𝑡
𝑥1(𝑡)
𝑥2(𝑡)
Рис. 4: Реализация движения в примере 18.2.
В главе 4 описывается программный комплекс, объединяющий реализа-
ции разработанных универсальных численных методов решения задач глав 1,
2 и 3. Реализации ориентированны на современные многоядерные вычисли-
тельные архитектуры. Комплекс прошел процедуру государственной реги-
страции программы для ЭВМ. В главе 4 приводятся используемые в комплек-
се технологии, описываются его основные функциональные возможности.
Работа выполнена при поддержке Программ Президиума РАН «Матема-
тическая теория управления» (проект 09-П-1-1015) и «Динамические системы
и теория управления» (проект 12-П-1-1002), грантов РФФИ (проекты 11-01-
12088-офи-м-2011, 14-01-31319-мол_а, 12-01-31247-мол_а).
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ОСНОВНЫЕ РЕЗУЛЬТАТЫ РАБОТЫ
1. Рассмотрены линейно-выпуклые позиционные дифференциальные игры
с геометрическими ограничениями на управляющие воздействия и нетерми-
нальной платой, оценивающей норму совокупности отклонений движения в
заданные моменты времени от заданных целевых точек. Для случая, когда
выполнено условие седловой точки в маленькой игре, разработан и программ-
но реализован численный метод их приближенного решения в классах чистых
стратегий управления. Проведена оценка временной сложности метода.
2. Для случая, когда условие седловой точки в маленькой игре не предпо-
лагается выполненным, на основе метода из пункта 1, применяемого к подхо-
дящим вспомогательным моделям-поводырям, разработан и программно ре-
ализован численный метод приближенного решения рассматриваемых диф-
ференциальных игр в классах смешанных стратегий управления.
3. В случае дополнительных интегральных ограничений на управление
разработан и программно реализован численный метод построения величины
оптимального гарантированного результата и оптимальных законов управле-
ния по принципу обратной связи, обеспечивающих этот результат.
4. Выполненные универсальные программные реализации объединены в
расширяемый программный комплекс для поиска решений, моделирования и
проведения численных экспериментов в дифференциальных играх. Комплекс
ориентирован на современную архитектуру кластерных вычислителей.
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