Abstract-This article presents a framework to facilitate and optimize the management of field operations for bike-sharing companies. The study focuses on two modules based on artificial intelligence: the prediction module forecasts bikes availability at station-level using machine-learning and the rebalancing module provides optimal rebalancing operations and routes using constraint programming. The evaluation on 9 months of data collected from a real bike-sharing network notably highlighted the superior forecasting accuracy of the Multilayer Perceptron algorithm.
I. INTRODUCTION
Bike-sharing systems have become increasingly popular for supporting short-distance commuting in urban environments. They are a convenient alternative to traditional public transit systems and promote reduction of car traffic, noise and pollution in dense cities while providing a healthier life-style. Bikesharing systems have been widely adopted this last decade, with systems currently deployed in more than 2000 cities worldwide [1] . Two types of models, each with its specific advantages and culprits, have been adopted by most companies: station-based and free-floating models. In the stationbased model, bikes must be borrowed and returned at specific locations. In the free-floating model (aka dockless), bikes are geolocalized and can be returned anywhere. According to a 2018 market study, the station-based model should continue to generate the majority of the revenue stream for several years [2] . The free-floating model received a lot of attention recently as it offers more convenience for users; however it makes bikes highly vulnerable to abuse, can cause riders to create undesired dumps of bikes in terminal areas and is more complex and costly for companies to operate. In this work, the station-based model is considered, however stations do not have a limited number of physical docks as bikes can be returned in delimited areas.
Companies managing bike-sharing systems face several challenges such as maintaining the fleet and network operational (repairing, cleaning, recovering bikes) and ensuring the constant availability of bikes at station-level. Most of the operational costs originate from the rebalancing of bikes amongst stations; operators on the field must constantly collect bikes from surplus stations and transfer them to deficient stations [3] . In literature, this problem is often referred as the Bike Repositioning Problem (BRP), it consists in determining the optimal set of loading and unloading activities and the best vehicle routes to achieve them. The optimal solution of the problem is subject to various constraints including vehicle, station and operational constraints [4] . Furthermore, smart rebalancing is complex as it must take into account the future usage which strongly depends on external factors such as weather, local events, day of week, holidays, etc.
This article presents the results of a framework developed in a collaboration with a Swiss company that manages bikesharing systems (Intermobility SA). The framework has been developed to facilitate and optimize the management and execution of their daily activities. The concept of the framework consists in taking advantage of bike usage forecasts to improve the balance of the network and to provide a system that can compute on-demand the shortest routes that field operators must follow to rebalance the network optimally. The framework is composed of two artificial intelligence based modules and a web-platform to support user interactions. The first module consists in a machine-learning based forecasting algorithm that predicts the quantity of bikes available at each station of a bike-network for different horizons (from 15 minutes up to 12 hours ahead). The second module consists in a web-service that relies on preprocessing steps and constraint programming algorithms to compute the shortest routes to optimally rebalance bikes amongst stations. The web-platform provides the interface to interact with the system and visualize information.
The rest of the paper is organised as follows. The Section II provides a review on the related works on bike-sharing systems with a focus on studies addressing forecasting and rebalancing problems. The Section III provides an overview of the framework architecture, details the forecasting and rebalancing modules and briefly summarizes the functionalities of the web-platform. The Section IV presents the results of the evaluations of the modules. The Section V presents a brief discussion of the obtained results. The conclusion and future works are finally presented in Section VI.
II. RELATED WORKS
With the increase of bike-sharing systems worldwide and the openness of companies for sharing their data, bike-sharing systems have become frequently used as case study in research literature. Researches have covered various topics such as optimal station placement [5] , analysis of key-factors impacting bike-sharing systems [6] , [7] and next generation communication systems [8] . Usage forecasting and bike repositioning have been widely studied as detailed in the paragraphs below.
Many studies have been focusing on forecasting demand, bike availability or empty stations at a network-or stationlevel based on public or private datasets. Since the organization of a competition on Kaggle in 2014, the topic has fostered a large interest amongst researchers. The goal of the competition was to combine real historical bike-sharing data from Washington DC bike network with weather data in order to forecast the bike rental demand. Based on this data, Giot and Cherrier compared several regression approaches and highlighted the performances of the Ridge Regression algorithm for forecasting hourly bike usage at network-level up 24 hours ahead [9] . In their work, Yang et al. proposed the use of the Inter Station Bike Transition (ISBT) mobility model. This model characterizes spatio-temporal transition probabilities between stations to better predict bike drop-off [10] . In their work, Lozano et al. proposed a generic multiagent system to provide station-level predictions [11] . Their approach is based on distinct agents that each achieve a specific task (data collection, demand prediction, visualization). This approach facilitates the generalization of the developed system for various locations. They compared Random Forest, Gradient Boosting and Extra Trees regressor algorithms and their work highlighted the superiority of Random Forest. Two of our previous studies have already investigated forecasting bike availability for different short and long-term horizons at station-level [12] , [13] . The first study demonstrated the superiority of a Random Forest algorithm over a convolutional deep-learning approach for short to mid-term horizons using 12 months of real bike and weather data collected from various open sources. The study achieved slightly superior results compared to other approaches from the literature [12] . The second study introduced the base of the framework depicted in this work and demonstrated the superiority of a Multilayer Perceptron algorithm over Random Forest on 3 months of data from three Swiss bike networks managed by our partner company [13] .
Several works have been studying optimization of rebalancing for bike-sharing systems. In thir study, Szeto and Shui have reviewed most literature works that have adressed the bike repositioning problem [4] . In general, two different types of rebalancing approaches co-exist; static and dynamic rebalancing. In static approaches, the state of the network is considered as static and rebalancing operations cannot be modified once generated [4] , [14] , [15] . Static approaches usually imply periodic generation of rebalancing operations for field operators during workdays. Dynamic approaches consider that the state of the network is constantly evolving and therefore rebalancing operations and routes must constantly be adjusted to reflect network changes. Dynamic approaches imply that field operators must be constantly available and aware of the updates of their routes. In most reviewed studies, the bike repositioning problem is split into two distinct operations: optimal redistribution of bikes amongst stations of the network and optimal routes. Due to the lack of target inventory data from companies, many reviewed approaches only focused on avoiding unmet demand (empty stations preventing users to take a bike) [16] or on estimating the demand to define the required target quantity of bikes at stations [15] . Recently, Liu et al. proposed a rebalancing approach relying on hourly predictions based on historical and weather data for large networks [17] . They use hourly pick-up and drop-off predictions to define the target inventory level of all stations. Then, several preprocessing operations divide the stations in smaller solvable clusters and finally a traditional one capacitated vehicle route optimization solver finds the shortest path for each cluster.
This study stands out from existing works, thanks to its framework specifically tailored to fulfil the needs of bikesharing companies by focusing on the optimisation of daily field operations. The most notable innovation of the approach consists in exploiting the multiple forecast horizons to achieve a smarter predictive rebalancing of bike-sharing networks.
III. IMPLEMENTATION

A. System Overview
The proposed framework is decomposed in three layers as shown in 1; the data collection layer, the algorithmic layer and the platform (interaction) layer.
In the data collection layer, a program collects data every 5 minutes from bike networks and external sources (weather and holiday) to aggregate them in a local database, named historical DB. The algorithmic layer contains the two modules discussed in this study: the prediction and rebalancing modules. The prediction module consists in a machine-learning algorithm that learns from the collected historical data and periodically generates bike availability forecasts based on most recent collected data. The rebalancing module consists in a constraint-programming algorithm that takes the current and forecasted quantity of bikes in the network and the desired target quantity of bikes at each station to generate the best possible routes to rebalance the system according to the number of field operators available. The platform-layer consists in a web-platform that provides the possibility to manage accounts and rights, set desired inventory target for each station, manage available field operators and request new rebalancing missions and manage them. Two roles have been defined for the platform, manager and field operator, each with its own specific interface and functionalities.
B. Prediction Module
The prediction module is based on a Multilayer Perceptron algorithm (MLP). The algorithm and its architecture have been chosen based on our previous studies [12] , [13] . In the designed architecture, each station has its own model of the algorithm. Each model of the MLP algorithm are trained on the data from the historical DB: features from the station itself (#bikes, #departures and #arrivals for current and 4 previous time steps), features from top related stations (#departures for last 4 time steps), temporal features (hour, day, month and holiday type) and environmental features (temperature, humidity, wind and general conditions at current time and for a 3 hour forecast). The dates of the holiday have been collected for all considered locations from an online source 1 and were converted into the following types of holiday: 'no holiday', 'school holiday' or 'public holiday'. The top related stations correspond to the top 5 stations pouring most bikes into the considered station, as inferred from the training data (this concept is similar to the ISBT stations from Liu et al. [17] ). The prediction system forecasts the quantity of bikes available at each station of the considered network for the following horizons: 15, 30, 60, 120, 360 and 720 minutes. The predictions are generated every 5 minutes using the most recent collected data and are stored in the Prediction DB. The algorithms have been implemented in Python using the Scikitlearn machine-learning framework [18] .
C. Rebalancing Module
The rebalancing module has been implemented as an asynchronous web-service. As illustrated in Figure 2 , the webservice receives a mission request from the web-platform containing several parameters: network, operators ID(s, network zone(s), maximum number of visited stations (1). The request is then placed in the corresponding network queue (2), as only a single running rebalancing algorithm per bike-network is allowed. The rebalancing algorithm retrieves required information from the databases, processes it and then computes the optimal actions and routes (3). The generated mission(s) (one mission per received operator ID) are then inserted in the Platform DB (4) and a custom message is returned to the caller (5). A mission consists in an ordered list of stations to visit, with for each station the quantity of bikes to take or drop (the action).
The rebalancing algorithm is a two-step process: preprocessing and shortest route solving. In the first step, the algorithm takes into account the information from the bike network to produce a feasible set of loading and unloading actions that minimize the balance of the network. In the second step the solver tries to find the best routes to perform all actions according to the number of operator(s) and their respective carrying capacity. The details of both steps are presented below and schematized in Figure 3 .
A network state is composed of N stations. Each station s has 4 parameters : current s , target s , max s , min s corresponding to the current quantity of bikes available, the desired target, minimum and maximum quantity of bikes for the current period (as defined by the company through the webplatform). The first step, the preprocessing step, is decomposed in 3 sequential operations allowing to define a feasible set of action s for the solver. Note that an action s corresponds to the number of bikes that should be taken or dropped at station s. The current network state is collected from the databases. First, the current s are updated according to the on-going missions (e.g. if an on-going mission is supposed to drop 3 bikes at station 5, current 5 is increased by 3). Then the current s values are updated according to the latest predictions horizons values(P 15 s , P 30 s , P 60 s and P 120 s ). Their deltas with current s are computed and then multiplied by a factor decreasing for longer horizon terms. The resulting deltas are summed to obtain the estimation of the quantity of bikes that will be moved in the next couple of hours. These estimations are used to update current s , the current quantity of bikes, resulting in the variable predicted current s . The list of actions to perform are computed using the following formula for each station s: action s = predicted current s − target s . In the third step, 3 heuristics (H1, H2 and H3) are applied to the list of actions to produce the solvable set of actions. H1 ensures that the sum of action s is 0 by increasing or decreasing the values of action s , starting with the smallest values in order to prioritize handling of largely imbalanced stations. H2 splits actions with abs(action s ) > max carrying capacity into two separate actions, ensuring that they can be handled by the field operators. H3 removes the null actions, action s = 0, as those stations do not need to be visited. This results in the solvable set of actions, which can then be resolved by the developed solver.
In the second step, a modified version of the solver for the well-known Capacitated Vehicle Routing Problem (CVRP) has been implemented using OR-tools Python package [19] . CVRP is a traditional combinatorial problem for which determining the optimal solution is NP-hard. The solver searches for the shortest route to pick and deliver goods at specific locations while ensuring that the maximal carrying capacity of the vehicles is satisfied. The chosen solver imposes specific requirements on the received data to be able to solve the problem ( action s = 0 and max(action s ) <= max capacity) and also imposes that any given action s should be visited, even if its value is 0. These constraints were already satisfied using the heuristics H1 and H2 or avoided using the heuristic H3. Additionally, the solver has been slightly modified for the problem at hand, the main modification ensures a fair distribution of actions between field operators. To ensure this, the goal of the solver has been modified to not only to minimize the total travelled distance but to minimize both the travelled distance and the maximal duration of all missions. Due to the NP-hard nature of the problem, finding an optimal solution is not always achievable in a reasonable computation time; therefore the module allows the solver to search for a specific duration before returning the best found solution; this will be further discussed in the result section.
The module has been implemented using open-source Python packages: Flask for the REST interface, Celery and Redis to handle queues and background tasks and .
D. Management Web-Platform
The web-platform is the company management interface for the whole system. It has a specific interface and functionalities for the two considered roles: manager and field operator. In practice, each bike network has generally one manager and several field operators. A brief description of the functionalities are summarized below for each role. A manager can handle accounts and settings for his network, visualize the state of the stations in real-time using a map, receive and handle alerts for empty stations. Using the settings, he can define time periods (i.e winter, summer, holidays, etc.) and assign minimum, maximum and desired target bike quantities for each stations of his network. He can also manage the missions: create manually or automatically new missions for specific zones of his network, attribute missions to field operators, visualize the state of the missions. A field operator has a simplified user interface customized for tablets. A field operator can request a new mission, visualize and accept pending missions and track advancement of his current ongoing mission.
IV. RESULTS
A. Prediction Module
The prediction algorithm has been evaluated with data collected over a period of 9 months for the city of Bienne (data collected from 02.2018 to 11.2018). The data has been split into 80% for training and 20% for validation; note that the temporal order was maintained. The best set of hyperparameters for the algorithm has been defined by evaluating 192 different possible sets using a GridSearch approach. The quality of the results has been quantified using the root-meansquared error (RMSE) metric. The advantage of the RMSE metric is that larger errors have more impact on the final score. The definition of the RMSE is provided in (1), where M is the number of measures considered and y s (t) andŷ s (t) are respectively the real and predicted number of bikes in the station s for the measure at time t.
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The results for the different considered algorithms are presented in Figure 4 ; the RMSEs of all stations have been aggregated and summarized as a boxplot, highlighting the median, Q1, Q3 and min/max values as well as outliers (diamonds). The Persistence and Mean Hour correspond to naive baseline algorithms. The Persistence algorithm uses the current value as the forecasted value and the Mean Hour algorithm uses the average quantity of bikes at a specific hour, as learned from training data, as the forecasted value. Note that the results of a GridSearch optimized Random Forest (RF) algorithm developed in our previous work is presented alongside [13] . The best hyper-parameters obtained with a GridSearch for the MLP algorithm are: alpha : 0.0001, activation : relu, learning rate init : 0.01, learning rate : adaptive, max iter : 1000, power t : 0.5, hidden layer sizes : [32], early stopping : true, solver : adam, warm start : false As shown in Figure 4 , the MLP algorithm outperformed other approaches, RF included, for all considered horizons. The relative accuracy, compared to the Persistent baseline, improves with longer-term forecast horizons. The results also outline the bigger improvement for stations with high variability (and thus higher error); those are represented by diamonds in Figure 4 .
B. Rebalancing Module
A quantitative evaluation of the efficiency of the rebalancing module is difficult to achieve without performing tests in field conditions. Therefore, two theoretical evaluations have been conducted: quality of the generated preprocessing solutions and sensitivity of solution produced by the the solver with respect to allocated computation duration. The concrete efficiency of the system on the field will be evaluated in a future work by alternating weeks with and without the operating company using the framework for its daily operations.
In order to evaluate the quality of the preprocessing operation, the network RMSE gain was measured as if all generated actions were directly applied to the network. The network RMSE measures the error between the quantity of bikes and desired target at stations. The gain was measured at two different instants (08:00 and 13:00) for 20 different randomly selected days from the historical data. The generated missions were visiting from 10 to 34 stations, with a reduction of the network RMSE ranging from 27% to 75%. A reduction of the network RMSE of 100% cannot be achieved as the quantity of bikes present in the network does not allow for a perfect balance of the network.
In order to define a good allocated computation duration for the solver, two evaluations have been conducted. The first evaluation focused on the average gain in terms of objective value with respect to the allocated computation duration. The results are presented in Table I , with the average and standard deviation for the gain compared to a baseline of 5 seconds of allocated computation duration. The obtained values show that the solver benefits more from longer computation time when multiple teams are involved as the problem becomes more complex. For a single team, 30 seconds seems a good choice. For 3 teams, a minimum value of 60 seconds is required to obtain a significant improvement. The second evaluation focused on a sensitivity analysis to infer the time concretely spared with respect to the allocated computation duration. The time spared corresponds to the difference between the time spent waiting on the solver to generate an answer and the estimated time spared by the field operators when they actually perform the missions generated by the solver. The results are provided in Figure 5 . The Average line highlights the fact that the most efficient computation duration is 60 seconds. With additional computing duration, the time spared decreases.
V. DISCUSSION
This study demonstrated the performances of the MLP algorithm on the dataset for forecasting bike-availability, despite the relative simplicity of its architecture (single layer with 32 neurons). In terms of overall prediction accuracy, the results were slightly better compared to our previous study based on only 3 months of collected data [13] ; with an improvement for MLP with respect to Mean Hour and Persistence algorithms of 52.1 and 7% for 3 months of data and 52.0 and 10% for 9 months of data. The accuracy of the RF algorithm was slightly better in this study, thus the gain in terms of accuracy of the MLP compared to the RF approach was smaller (2.8% in current study versus 8.7% in previous study). The quantification of the rebalancing improvement produced by the use of the generated forecasts is complex; as it requires field testing on long periods while alternating the use of the system with and without predictions. Therefore, in this study, we instead demonstrated that the developed module produces solutions that improve significantly the general balance of the network. The implemented preprocessing solution, although being globally non-optimal, provides the possibility to be easily modified to suit company needs. In order to ensure an optimal solution, the preprocessing operations should be included in the solver itself; enabling the optimization of the whole problem (network balance, shortest routes, equal distribution amongst transporters). However, the problem could then become unsolvable in a reasonable time for larger bike networks due to combinatorial explosion. The sensitivity analysis of the allocated computing time provided a practical solution to theoretically quantify the trade-off between time spent on route optimization and time spared by operators on the field. It allowed the definition of an acceptable computing time for the solver in the given context. Upon request of the partner company, the framework has been developed to support the handling of distinct consecutive mission requests (the reason for the queues in Figure 2) ; although more optimal solutions are found if a single request with multiple operators is performed rather than distinct requests for each operators.
VI. CONCLUSION
The developed framework provides several tools for bikesharing companies to monitor and optimize their daily field operations. In this article, a machine-learning based prediction module has been presented and its predictive accuracy has been quantified based on 9 months of real data collected from the bike-network of the city of Bienne in Switzerland. The presented results show that the MLP algorithm outperformed other approaches for all considered prediction horizons. The rebalancing module has been presented and evaluated; it is composed of a set of preprocessing operations and a shortest route solver based on constraint programming. The evaluation of the preprocessing operations demonstrated reduced network balance up to 75% and the sensitivity analysis highlighted good values for the allocated computation duration of the solver for the considered bike network.
The framework is currently being tested and validated by the partner company within the Bienne bike network. These field-tests will provide quantitative and qualitative evaluations of the system in real conditions. Further improvements are also considered for the framework such as including additional types of field operations to the mission generation module: specific station maintenance operations, electric bikes and batteries swapping will notably be considered.
