The landscape of empirical risk has been widely studied in a series of machine learning problems, including low-rank matrix factorization, matrix sensing, matrix completion, and phase retrieval. In this work, we focus on the situation where the corresponding population risk is a degenerate non-convex loss function, namely, the Hessian of the population risk can have zero eigenvalues. Instead of analyzing the non-convex empirical risk directly, we first study the landscape of the corresponding population risk, which is usually easier to characterize, and then build a connection between the landscape of the empirical risk and its population risk. In particular, we establish a correspondence between the critical points of the empirical risk and its population risk without the strongly Morse assumption, which is required in existing literature but not satisfied in degenerate scenarios. We also apply the theory to matrix sensing and phase retrieval to demonstrate how to infer the landscape of empirical risk from that of the corresponding population risk.
Introduction
Understanding the connection between empirical risk and population risk can yield valuable insight into an optimization problem [1, 2] . Mathematically, the empirical risk f (x) with respect to a parameter vector x is defined as
Here, L(·) is a loss function and we are interested in losses that are non-convex in x in this work. y = [y 1 , · · · , y M ] is a vector containing the random training samples, and M is the total number of samples contained in the training set. The population risk, denoted as g(x), is the expectation of the empirical risk with respect to the random measure used to generate the samples y, i.e., g(x) = Ef (x). Recently, the landscapes of empirical and population risk have been extensively studied in many fields of science and engineering, including machine learning and signal processing. In particular, the local or global geometry has been characterized in a wide variety of convex and non-convex problems, such as matrix sensing [3, 4] , matrix completion [5, 6] , low-rank matrix factorization [7, 8] , phase retrieval [9, 10] , blind deconvolution [11, 12] , tensor decomposition [13, 14] , and so on. In this work, we focus on analyzing global geometry, which requires understanding not only regions near critical points but also the landscape away from these points.
It follows from empirical process theory that the empirical risk can uniformly converge to the corresponding population risk as M → ∞ [15] . A recent work [1] exploits the uniform convergence of the empirical risk to the corresponding population risk and establishes a correspondence of their critical points when provided with enough samples. The authors build their theoretical guarantees based on an assumption that the population risk is strongly Morse, namely, the Hessian of the population risk cannot have zero eigenvalues at or near the critical points 1 . However, many problems of practical interest do have Hessians with zero eigenvalues at some critical points. We refer to such problems as degenerate. To illustrate this, we present the very simple rank-1 matrix sensing and phase retrieval examples below. Using elementary calculations, we obtain the gradient and Hessian of the above population risk as ∇g(x) = (xx − x x )x,
We see that g(x) has three critical points x = 0, ±x . Observe that the Hessian at x = 0 is ∇ 2 g(0) = −x x , which does have zero eigenvalues and thus g(x) does not satisfy the strongly Morse condition required in [1] . The conclusion extends to general low-rank matrix sensing. We see that the population loss has critical points x = 0, ±x , ± 1 √ 3
x 2 w with w x = 0 and w 2 = 1. Observe that the Hessian at x = ± 1 √ 3
x 2 w is ∇ 2 g(± 1 √ 3 x 2 w) = 4 x 2 2 ww − 4x x , which also has zero eigenvalues and thus g(x) does not satisfy the strongly Morse condition required in [1] .
In this work, we aim to fill this gap and establish the correspondence between the critical points of empirical risk and its population risk without the strongly Morse assumption. In particular, we work on the situation where the population risk is a degenerate non-convex function, i.e., the Hessian of the population risk can have zero eigenvalues. Given the correspondence between the critical points of the empirical risk and its population risk, we are able to build a connection between the landscape of the empirical risk and its population counterpart. To illustrate the effectiveness of this theory, we also apply it to applications such as matrix sensing (with general rank) and phase retrieval to show how to characterize the landscape of the empirical risk via its corresponding population risk.
The remainder of this work is organized as follows. In Section 2, we present our main results on the correspondence between the critical points of the empirical risk and its population risk. In Section 3, we apply our theory to the two applications, matrix sensing and phase retrieval. In Section 4, we conduct experiments to further support our analysis. Finally, we conclude our work in Section 5.
Notation: For a twice differential function f (·), we use ∇f , ∇ 2 f , grad f , and hess f to denote the gradient and Hessian of f in the Euclidean space and with respect to a Riemannian manifold M, respectively. For a scalar function with a matrix variable, e.g., f (U), we represent its Hessian with a bilinear form defined as
∂D(i,j)∂D(p,q) D(i, j)D(p, q) for any matrix D having the same size as U. Denote B(l) as a compact and connected subset of a Riemannian manifold M with l being a problem-specific parameter. 2 
Main Results
In this section, we present our main results on the correspondence between the critical points of the empirical risk and its population risk. Let M be a Riemannian manifold. For notational simplicity, we use x ∈ M to denote the parameter vector when we introduce our theory 3 . We begin by introducing the assumptions needed to build our theory. Denote f (x) and g(x) as the empirical risk and the corresponding population risk defined for x ∈ M, respectively. Let and η be two positive constants.
Assumption 2.1. The population risk g(x) satisfies
in the set D {x ∈ B(l) : ∇g(x) 2 < }. Here, λ min (·) denotes the minimal eigenvalue.
Note that the condition in (2.1) is equivalent to λ min (∇ 2 g(x)) > η or λ min (∇ 2 g(x)) < −η. Assumption 2.1 is weaker than the ( , η)-strongly Morse condition because it allows the Hessian ∇ 2 g(x) to have zero eigenvalues in D, provided it also has at least one sufficiently negative eigenvalue.
Assumption 2.2. (Gradient proximity). The gradients of empirical risk and population risk satisfy
Assumption 2.3. (Hessian proximity). The Hessians of empirical risk and population risk satisfy
We are now in the position to state our main theorem.
2 The subset B(l) can vary in different applications. For example, we define B(l) {U ∈ R N ×k *
: UU F ≤ l} in matrix sensing and B(l) {x ∈ R N : x 2 ≤ l} in phase retrieval.
Theorem 2.1. Denote f and g as the non-convex empirical risk and the corresponding population risk, respectively. Let D be a connected and compact subset of B(l) with a C 2 boundary ∂D. Under Assumptions 2.1, 2.2, and 2.3 stated above, the following statements hold:
(a) If g has no local minima in D, then f has no local minima in D.
(b) If g has one local minimum in D, then f also has only one local minimum in D.
(c) If g has strict saddles in D, then if f has any saddle points in D, they must be strict saddle points.
The proof of Theorem 2.1 is given in Appendix A. Note that we have shown the correspondence between the critical points of the empirical risk and its population risk without the strongly Morse assumption in the above theorem. In particular, we relax the strongly Morse assumption to our Assumption 2.1, which implies that we are able to handle the scenario where the Hessian of the population risk has zero eigenvalues at some critical points or even everywhere in the set D. With this correspondence, we can then establish a connection between the landscape of the empirical risk and the population risk, and thus for problems where the population risk has a favorable geometry, we are able to carry this favorable geometry over to the corresponding empirical risk. To illustrate this in detail, we highlight two applications, matrix sensing and phase retrieval, in the next section.
Applications
In this section, we illustrate how to completely characterize the landscape of an empirical risk from its population risk using Theorem 2.1. In particular, we apply Theorem 2.1 to two applications, matrix sensing and phase retrieval. In order to use Theorem 2.1, all we need is to verify that the empirical risk and population risk in these two applications satisfy the three assumptions stated in Section 2.
Matrix Sensing
Let X ∈ R N ×N be a symmetric, positive semi-definite matrix with rank r. We measure X with a Gaussian linear operator A : R N ×N → R M . The m-th entry of the observation y = A(X) is given as y m = X, A m , where A m is a Gaussian random matrix with entries following N (0,
It can be shown that E(A * A) is the identity operator, i.e. E(A * A(X)) = X. To find a low-rank approximation of X when given the measurements y = A(X), one can solve the following optimization problem:
Here, we assume that r 2 ≤ k ≤ r N . By using the Burer-Monteiro type factorization [16, 17] , i.e., letting X = UU with U ∈ R N ×k , we can transform the above optimization problem into the following unconstrained one:
Observe that this empirical risk f (U) is a non-convex function due to the quadratic term UU . With some elementary calculation, we obtain the gradient and Hessian of f (U), which are given as
Computing the expectation of f (U), we get the population risk
whose gradient and Hessian are given as
The landscape of the above population risk has been studied in the general R N ×k space with k = r in [7] . The landscape of its variants, such as the asymmetric version with or without a balanced term, has also been studied in [4, 18] . It is well known that there exists an ambiguity in the solution of (3.2) due to the fact that UU = UQQ U holds for any orthogonal matrix Q ∈ R k×k . This implies that the Euclidean Hessian ∇ 2 g(U ) always has zero eigenvalues for k > 1 at critical points, even at local minima, violating Assumption 2.1. To overcome this difficulty, we propose to formulate an equivalent problem on a proper quotient manifold (rather than the general R N ×k space as in [7] ) to remove this ambiguity and make sure Assumption 2.1 is satisfied.
Background on the quotient manifold
To keep our work self-contained, we provide a brief introduction to quotient manifolds in this section before we verify our three assumptions. One can refer to [19, 20] for more information. We make the assumption that the matrix variable U is always full-rank. This is required in order to define a proper quotient manifold, since otherwise the equivalence classes defined below will have different dimensions, violating Proposition 3.4.4 in [19] . Thus, we focus on the case that U belongs to the Stiefel manifold R N ×k * , i.e., the set of all N × k real matrices with full column rank. To remove the parameterization ambiguity caused by the factorization X = UU , we define an equivalence class for any
We will abuse notation and use U to denote also its equivalence class [U] in the following. Let M denote the set of all equivalence classes of the above form, which admits a (unique) differential structure that makes it a (Riemannian) quotient manifold, denoted as
Since the objective function g(U) in (3.3) (and f (U) in (3.2)) is invariant under the equivalence relation, it induces a unique function on the quotient manifold R N ×k * /O k , also denoted as g(U).
Note that the tangent space
. We define the vertical space V U M as the tangent space to the equivalence classes (which are themselves manifolds):
We also define the horizontal space H U M as the orthogonal complement of the vertical space
For any matrix Z ∈ R N ×k * , its projection onto the horizontal space H U M is given as
where Ω is a skew-symmetric matrix that solves the following Sylvester equation
Then, we can define the Riemannian gradient and Hessian of the empirical risk and population risk on the quotient manifold M, which are given in the appendix. Assume that X = WΛW with W ∈ R N ×r and Λ = diag([λ 1 , · · · , λ r ]) ∈ R r×r is an eigendecomposition of X. Without loss of generality, we assume that the eigenvalues of X are in descending order. Let Λ u ∈ R k×k be a diagonal matrix that contains any k non-zero eigenvalues of X and W u ∈ R N ×k contain the k eigenvectors of X associated with the eigenvalues in Λ u . Let Λ k = diag([λ 1 , · · · , λ k ]) be the diagonal matrix that contains the largest k eigenvalues of X and W k ∈ R N ×k contain the k eigenvectors of X associated with the eigenvalues in Λ k . Q ∈ O k is any orthogonal matrix. The following lemma provides the global geometry of the population risk in (3.3), which also determines the values of and η in Assumption 2.1.
as the condition number of any U ∈ U . Define the following regions:
where σ k (U) denotes the k-th singular value of a matrix U ∈ R N ×k * , i.e., the smallest singular value of U. These regions also induce regions in the quotient manifold M in an apparent way. We additionally assume that λ k+1 ≤ 1 12 λ k and k ≤ r N . Then, the following properties hold:
(1) For any U ∈ U, U is a critical point of the population risk g(U) in (3.3).
(2) For any U ∈ U , U is a global minimum of g(U) with λ min (hess g(U )) ≥ 1.91λ k . Moreover, for any U ∈ R 1 , we have
(3) For any U s ∈ U s , U s is a strict saddle point of g(U) with λ min (hess g(U s )) ≤ −0.91λ k . Moreover, for any U ∈ R 2 , we have
(4) For any U ∈ R 2 R 3 R 3 , we have a large gradient. In particular,
The proof of Lemma 3.1 is inspired by the proofs of [7, Theorem 4] , [3, Lemma 13] and [4, Theorem 5] , and is given in Appendix C. Therefore, we can set = min{1/80, 1/60κ −1 }λ 3 2 k and η = 0.06λ k . Then, the population risk given in (3.3) satisfies Assumption 2.1. It can be seen that each critical point of the population risk g(U) in (3.3) is either a global minimum or a strict saddle, which inspires us to carry this favorable geometry over to the corresponding empirical risk.
To illustrate the partition of the Stiefel manifold R N ×k * used in the above Lemma 3.1, we use the purple (x), yellow (y), and green (z) regions in Figure 1 to denote the regions that satisfy min P∈O k U − U P F < 0.2κ
√ λ k , and UU F < 8 7 U U F , respectively. It can be seen that R 1 is exactly the purple region, which contains the areas near the global minima ([U ]). R 2 = R 2 R 2 is the intersection of the yellow and green regions. R 3 is the part of the green region that does not intersect with the purple or yellow regions. Finally, R 3 is the space outside of the green region. Therefore, the union of R 1 , R 2 , and R 3 = R 3 R 3 covers the entire Stiefel manifold R We define a norm ball as B(l) {U ∈ R N ×k *
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: UU F ≤ l} with l = 
for any matrix Z ∈ R N ×N with rank at most r + k. If the restricted isometry constant δ r+k satisfies
Then, we have
The proof of Lemma 3.2 is given in Appendix D. As is shown in existing literature [21, 22, 23] , the Gaussian linear operator A : R N ×N → R M introduced at the beginning of Section 3.1 satisfies the RIP condition (3.4) with high probability if M ≥ C(r + k)N 1 δ 2 r+k for some numerical constant C. Therefore, we can conclude that the three statements in Theorem 2.1 hold for the empirical risk (3.2) and population risk (3.3) as long as M is large enough. Some similar bounds for the sample complexity M under different settings can also be found in papers [7, 4] . Note that the particular choice of l can guarantee that grad f (U) F is large outside of B(l), which is also proved in Appendix D. Together with Theorem 2.1, we prove a globally benign landscape for the empirical risk.
Phase Retrieval
We continue to elaborate on Example 1.2. The following lemma provides the global geometry of the population risk in (1.2), which also determines the values of and η in Assumption 2.1. 
Then, the following properties hold:
(1) x = 0 is a strict saddle point with ∇ 2 g(0) = −4x x − 2 x 2 2 I N and λ min (∇ 2 g(0)) = −6 x 2 2 . Moreover, for any x ∈ R 1 , the neighborhood of strict saddle point 0, we have
(2) x = ±x are global minima with ∇ 2 g(±x ) = 8x x + 4 x . Moreover, for any x ∈ R 2 , the neighborhood of global minima ±x , we have
x 2 w, with w x = 0 and w 2 = 1, are strict saddle points with ∇ 2 g(±
. Moreover, for any x ∈ R 3 , the neighborhood of strict saddle points ± 1 √ 3
x 2 w, we have
(4) For any x ∈ R 4 , the complement region of R 1 and R 2 , we have
The proof of Lemma 3.3 is inspired by the proofs of [7, Theorem 3] and is given in Appendix E. Letting = 0.3963 x 3 2 and η = 0.22 x 2 2 , the population risk (1.2) then satisfies Assumption 2.1. As in Lemma 3.1, we also note that each critical point of the population risk in (1.2) is either a global minimum or a strict saddle. This inspires us to carry this favorable geometry over to the corresponding empirical risk.
Define a norm ball as B(l) {x ∈ R N : x 2 ≤ l} with radius l = 1.1 x 2 . This particular choice of l guarantees that grad f (x) 2 is large outside of B(l), which is proved in Appendix F. Together with Theorem 2.1, we prove a globally benign landscape for the empirical risk. We also define h(N, M )
with O denoting an asymptotic notation that hides polylog factors. The following lemma verifies Assumptions 2.2 and 2.3 for this phase retrieval problem. ∇f (x) − ∇g(x) 2 ≤ 2 , and sup
hold with probability at least 1 − e −CN log(M ) . Figure 3 , we use the red star and cross to denote the global minima and saddle points of the population risk, and use blue square, circle, and diamond to denote the global minima, spurious local minima, and saddle points of the empirical risk, respectively. The proof of Lemma 3.4 is given in Appendix F. The assumption h(N, M ) ≤ 0.0118 implies that we need a sample complexity that scales like N 2 , which is not optimal since x has only N degrees of freedom. This is a technical artifact that can be traced back to Assumptions 2.2 and 2.3-which require two-sided closeness between the gradients and Hessians-and the heavy-tail property of the fourth powers of Gaussian random process [10] . To arrive at the conclusions of Theorem 2.1, however, these two assumptions are sufficient but not necessary (while Assumption 2.1 is more critical), leaving room for tightening the sampling complexity bound. We leave this to future work.
Numerical Simulations
In this section, we conduct numerical experiments on the two examples introduced in Section 1, i.e., the rank-1 matrix sensing and phase retrieval problems. In both problems, we fix N = 2 and set x = [1 − 1] . Then, we generate the population risk and empirical risk based on the formulation introduced in these two examples. The contour plots of the population risk and a realization of empirical risk with M = 3 and M = 10 are given in Figure 2 for rank-1 matrix sensing and Figure 3 for phase retrieval. We see that when we have fewer samples (e.g., M = 3), there could exist some spurious local minima as is shown in plots (b). However, as we increase the number of samples (e.g., M = 10), we see a direct correspondence between the local minima of empirical risk and population risk in both examples with a much higher probability. We also notice that extra saddle points can emerge as shown in Figure 2 (c), which shows that statement (c) in Theorem 2.1 cannot be improved to a one-to-one correspondence between saddle points in degenerate scenarios. We still observe this phenomenon even when M = 1000, which is not shown here. Note that for the rank-1 case, Theorem 2.1 can be applied directly without restricting to full-rank representations.
Conclusions
In this work, we study the problem of establishing a correspondence between the critical points of the empirical risk and its population counterpart without the strongly Morse assumption required in some existing literature. With this correspondence, we are able to analyze the landscape of an empirical risk from the landscape of its population risk. Our theory builds on a weaker condition than the strongly Morse assumption. This enables us to work on the very popular matrix sensing and phase retrieval problems, whose Hessian does have zero eigenvalues at some critical points, i.e., they are degenerate and do not satisfy the strongly Morse assumption. As mentioned, there is still room to improve the sample complexity of the phase retrieval problem that we will pursue in future work.
A Proof of Theorem 2.1
To prove Theorem 2.1, we need the following two lemmas, which are extensions of [1, Lemmas 5, 7] . • For all x ∈ ∂E and t ∈ [0, 1], tgrad f (x) + (1 − t)grad g(x) = 0.
(A.1)
• The Hessians of f and g are very close, i.e.,
• For all x ∈ E, the minimal eigenvalue of hess g(x) satisfies
Then, we have the following statements hold:
(b) If g has a strict saddle in E, then f has saddle points in E and they must be strict saddle points.
The proof of Lemma A.1 is given in Appendix B.
The following lemma is a parallel result of [1, Lemma 7] for the case when
and can be proved similarly.
Lemma A.2. Denote B(l) as a compact and connected subset in a general manifold M with N and l being its parameters.
with each D i containing at most one local minimum. Namely, x i ∈ D i for 1 ≤ i ≤ K, and D i with i ≥ K + 1 contains no local minima. Now, we are ready to prove Theorem 2.1. Denote
connected open component containing at most one local minimum. Explicitly, x i ∈ D i for 1 ≤ i ≤ K, and D i with i ≥ K + 1 contains no local minima. We also have grad g(x) 2 = for x ∈ ∂D i by the continuity of grad g(x).
Hereafter, we assume the two Assumptions 2.2 and 2.3 hold. It follows from (2.2) that
4 The subset B(l) can vary in different applications. For example, we define B(l) {U ∈ R N ×k *
which is equivalent to
Recall that grad g(x) 2 = for x ∈ ∂D i . Then, we have
which further gives us
Consequently, we obtain
Partition the subset D into two disjoint sets X and Y with X being the intersection of D and D and Y being the complement of X with respect to D, i.e., X and Y cover the whole subset D. Consider any point x y ∈ Y, i.e., a point in D, but not in D. We have grad g(x y ) 2 ≥ . It follows from Assumption 2.2 that grad f (x y ) 2 ≥ 2 with the triangle inequality. So this point x y cannot be a critical point of f (x). Thus, Y contains no critical points of f (x). Partition X into disjoint sets 
B Proof of Lemma A.1
Using the Nash embedding theorem [24] , we first embed the Riemannian manifold M isometrically into a Euclidean space RN for sufficiently largeN . This allows us to view M as a Riemannian submanifold of RN and identify the tangent spaces of M as subspaces of RN . We also identify the norm · 2 induced by the Riemannian metric with the Euclidean norm in RN . Recall that E is a connected set. Then, assumption (A.3) implies that all the points, denoted as x, in E satisfy either λ min (hess g(x)) > η or λ min (hess g(x)) < −η. There cannot exist two points x 1 , x 2 ∈ E such that λ min (hess g(x 1 )) > η and λ min (hess g(x 2 )) < −η. Otherwise, there must exist another point x 3 ∈ E such that −η ≤ λ min (hess g(x 3 )) ≤ η, which contradicts assumption (A.3). Note that
where the first inequality follows from [25, Theorem 5] and the last inequality follows from assumption (A.2). Together with the assumption (A.3), we obtain
1) When λ min (hess g(x)) > η for all x ∈ E, we have λ min (hess f (x)) > η 2 for all x ∈ E. This implies that the critical points of g(x) and f (x) in E are all local minima and are all isolated. Since E is a compact set, there can only exist a finite number of critical points of g(x) and f (x) in E, which are denoted as
For > 0 small enough, define a set
where d(x, S) inf{ x − y 2 : y ∈ S} is the distance between x and a set S. Define w :
Define two C 1 vector fields as
Note that ξ 0 | ∂E = ξ 1 | ∂E since w(x) = 0 when x ∈ ∂E. With assumption (A.1), we have
by a continuity argument. Then, we can choose > 0 small enough such that
holds for all x ∈ E\E − . This implies that the critical points of ξ 1 5 are all in E − and coincide with the critical points of f since
For a non-degenerate critical point x 0 of a smooth vector field ξ : E → RN , we define the index of x 0 as the sign of the Jacobian determinant [1, 26] , namely
where Dξ x0 : T M x0 → RN is the differential of the vector field. Note that the map Dξ x0 can be considered as a linear transformation from T M x0 to itself and hence has a well-defined determinant [27] . When ξ is the Riemannian gradient, the differential Dξ x0 reduces to the Riemannian Hessian [19, Definition 5.5.1 and equation (5.15)]. Since λ min (hess g(x)) > η and λ min (hess f (x)) > η 2 , both hess g(x) and hess f (x) are non-degenerate matrices whose determinants are positive. Recall that ξ 1 (x) = grad f (x) when x ∈ E − . Then, for 1 ≤ i ≤ K, we have
Define ξ(x) ξ(x)/ ξ(x) 2 wherever ξ(x) = 0 as the Gauss map. Denote x 1 , x 2 , · · · , x K as the critical points of function g in E. It follows from [1, Lemma 6] , [28, Theorem 1.1.2] , and [26, Theorem 14.4.4] that the sum of indices of the critical points inside E is equal to the degree of the Gauss map restricted to the boundary of E, hence, we have
where deg ξ| ∂E denotes the degree of the Gauss map restricted to the boundary of E. Here, x follows from ξ 0 | ∂E = ξ 1 | ∂E and y follows from (B.2). Then, we can conclude that the number of critical points of f and g are both equal to K = K. Since the minimal eigenvalues of g and f are both positive, the critical points are also local minima. Thus, we finish the proof for first part of Lemma A.1. 2) When λ min (hess g(x)) < −η, we have λ min (hess f (x)) < − η 2 . This immediately implies the second part of Lemma A.1.
C Proof of Lemma 3.1
We present the Riemannian gradient and Hessian of population risk on the quotient manifold M as follows
for any D ∈ H U M. Here, UΩ, D = Ω, U D = 0 follows from the fact that Ω is a skew-symmetric matrix and D U = U D.
C.1 Determining critical points
By setting grad g(U) = 0, we get XU = UU U.
u Q as an SVD of U with W u ∈ R N ×k , Λ u ∈ R k×k and Q ∈ R k×k . It follows from XU = UU U that
For i = 1, . . . , k, denote w ui and λ ui as the i-th column of W u and i-th diagonal entry of Λ u , respectively. Then, we have
which implies that λ ui is one of the eigenvalues of X and w ui is the corresponding eigenvector. Therefore, any U ∈ U is a critical point of g(U) and we finish the proof of property (1).
C.2 Strongly convexity in region R
containing the largest k eigenvalues of X. It follows from the Eckart-Young-Mirsky theorem [29] that any U ∈ U is a global minimum of g(U). Note that we can rewrite X as
that belongs to the horizontal space H U M at any U ∈ U , we have D U = U D, which implies that
since Ω is a skew-symmetric matrix. Then, for ∀ D ∈ H U M, we have
Here, x follows from U Ω, D = Ω, U D = 0, y follows from [4, Lemma 7] , and z follows from the assumption λ k+1 ≤ 1 12 λ k . Then, we have
which also implies that any U ∈ U is a strict local minimum of g(U). Next, we characterize the strong convexity in region R 1 . Note that for ∀ x 1 , x 2 ∈ R, we have
where D belongs to the horizontal space H U M at any U ∈ R 1 , i.e., U D = D U. For notational simplicity, we denote U P with P = arg min P∈O k U − U P F as U . In the rest of this section, we bound the two terms in the right hand side of (C.3) in sequence.
with Ω being a skew-symmetric matrix that solves the following Sylvester equation
where the second line follows from UΩ,
By combining (C.5) and (C.6), we can bound the first term with
where the first inequality follows from [4, Lemma 7] , the Matrix Hölder Inequality [30] , the assumption λ k+1 ≤ 1 12 λ k , and the following two inequalities
where the first inequality follows from the Triangle Inequality and the Matrix Hölder Inequality [30] , and the last two inequalities follow from U 2 = √ λ 1 and E u F < 0.2κ
which implies that λ min (hess g(U)) > 0.19λ k holds for any U ∈ R 1 . Thus, we finish the proof of property (2).
C.3 Negative curvature in region R
s Q be an SVD of U s with W s ∈ R N ×k , Λ s ∈ R k×k and Q ∈ O k . According to the definition of U s , Λ s ∈ R k×k contains any k non-zero eigenvalues of X except the largest k
. Let q k denote the k-th column of Q. w ∈ R N is one column chosen from W k satisfying w W s = 0. Then, we show that the function g(U) at U s has directional negative curvature along the direction D = w q k . Note that
which verifies that this direction D = w q k belongs to the horizontal space H U s M at U s . It can be seen that
is a matrix that contains eigenvectors of X corresponding to eigenvalues in Λ ⊥ s , i.e., eigenvalues of X not contained in Λ s . The first inequality follows since w is a column of both W ⊥ s and W k . The second inequality follows from λ sk ≤ λ k+1 ≤ 1 12 λ k . Therefore, we have λ min (hess g(U s )) ≤ −0.91λ k .
Next, we show that the function g(U) has directional negative curvature for any U ∈ R 2 along the direction
For notational simplicity, we still denote U P as U , i.e., D = U − U . First, we need to verify that this direction belongs to the horizontal space H U M at U. As is shown in [3, proof of Lemma 6], U U is a symmetric PSD matrix. Then, we have
Note that minimizing g(U) is equivalent to the following minimization problem
Define two functions g 1 (U) and g 2 (U) as
Together with [3, Lemma 7] , we get
where the first equality follows from UΩ, D = 0, similar to Appendix C.3. Note that the first two terms in (C.7) can be bounded with
by using Lemma 6 in [3] . Note that
where the first inequality follows from [25, Theorem 5] , and the last inequality follows from σ k (U) < 1 2 √ λ k . Then, the third term in (C.7) can be bounded with
Next, we bound the last two terms in (C.7) with
where x and z follow from W ⊥ k U = 0, and y follows from [4, Lemma 7] . By plugging inequalities (C.8), (C.9) and (C.10) into (C.7), we obtain
which implies that λ min (hess g(U)) < −0.06λ k holds for all U ∈ R 2 , and we finish the proof of property (3).
C.4 Large gradient in regions R 2 , R 3 and R 3
It is easy to see that the first inequality in property (4) is true due to the definition of R 2 . In this section, we mainly focus on showing the gradient is large in regions R 3 and R 3 .
C.4.1 Large gradient in region R 3
To show grad g(U) F is large for any U ∈ R 3 , we rewrite U as
where W k ∈ R N ×k contains the k eigenvectors of X associated with the k largest eigenvalues of X, Λ u ∈ R k×k is a diagonal matrix, Q u ∈ O k is an orthogonal matrix, and
u Q u can be viewed as a compact SVD form of the projection of U onto the column space of W k . Plugging (C.11) and (C.1) into grad g(U)
where the last equality follows from E u W k = 0. Next, we show at least one of the above two terms is large for any U ∈ R 3 by considering the following two cases.
Case 1: E u F ≥ 0.1κ
The square root of the first term in (C.12) can be bounded with u Q u . By using Weyl's inequality for the perturbation of singular values [31] and (C.11), we get σ k (U) − λ uk ≤ E u 2 ≤ E u F , which further gives λ uk ≥ σ k (U) − E u F ≥ (0.5 − 0.1κ −1 ) λ k .
To bound the second term in (C.12), we still need a lower bound on Λ u − Λ k F . Recall that Q ∈ O k contains the right singular vectors of U . According to the definition of R 3 , we have Then, we can bound Λ u − Λ k F with
Now, we are ready to bound the square root of the second term in (C.12). In particular, we have k .
Thus, we finish the proof of second inequality in property (4).
C.4.2 Large gradient in region R 3
For any U ∈ R N ×k * , denote {σ i } k i=1 as its singular values. Then, by using Cauchy-Schwarz inequality, we have
On one hand, we have grad g(U), U ≤ grad g(U) F U F ≤ k On the other hand, we have grad g(U), U = (UU − X)U, U
which follows from the Matrix Hölder Inequality [30] and (C.15). On the other hand, we have grad f (U), U = A(UU )
Here, x follows from the Hölder's Inequality. y follows from the RIP condition in (3.5), rank(UU ) = rank(U U ) = k ≤ r + k and rank(W k .
Then, we can conclude that grad f (U) F ≥ ( As is stated in Lemma 3.3, we have shown that ∇g(x) 2 ≥ in R 4 . Set the radius of the ball B N (l) {x ∈ R N : x 2 ≤ l} as l = 1.1 x 2 . It can be seen that the region outside the ball B N (l) is a subset of R 4 . Thus, we still have ∇g(x) 2 ≥ when x / ∈ B N (l). Then, for any x / ∈ B N (l), we have that ∇f (x) 2 = ∇g(x) + (∇f (x) − ∇g(x)) 2 ≥ ∇g(x) 2 − ∇f (x) − ∇g(x) 2 ≥ 2 holds with probability at least 1 − e −CN log(M ) . Here, we have used ∇f (x) − ∇g(x) 2 ≤ 2 with high probability and ∇g(x) 2 ≥ .
Since f (x) has a large gradient when x / ∈ B N (l) with l = 1.1 x 2 , we only need to consider the geometry of f (x) with x ∈ B N (l). Then, by plugging l = 1.1 x 2 and = 0.3963 x
