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On Group Partitions Associated with Lower Bounds for Symmetric 
Ramsey Numbers 
R. HILL AND R. w. IRVING 
Most of the best available lower bounds for symmetric Ramsey numbers arise from partitions 
of abelian groups into classes which have a certain difference-free property and which, in addition, 
turn out to be images of each other under group automorphisms. 
We make a detailed study of group partitions having this latter property. and report the results 
of exhaustive searches for partitions of this type which yield improved lower bounds for certain 
of these Ramsey numbers. 
1. INTRODUCTION 
If the complete graph Kn on n vertices has one of m colours assigned to each edge 
in such a way that no subgraph Kr has all of its edges the same colour, then Kn is said 
to be (r)rn-coloured. The symmetric Ramsey number Rrn(r) is defined to be the smallest 
value of n for which Kn cannot be (r )m-coloured. The numbers Rm (r) belong to the family 
of "classical" Ramsey numbers, and their finiteness follows from Ramsey's well known 
theorem. 
Assuming m ;;:. 2 and r;;:' 3 to avoid trivial cases, the only known values of Rm (r) are 
(i) R 2(3) = 6, 
(ii) R 2(4) = 18, 
(iii) R 3(3) = 17. 
These values were established in 1955 by Greenwood and Gleason [9], and since that 
time it has looked increasingly doubtful whether any other members of the family will 
evet be evaluated. However, for some other small values of m and r, the following lower 
and upper bounds have been established: 
(iv) 42:0;;; R 2 (5):o;;; 55 [12, 18], 
(v) 102:0;;; R 2(6) :0;;;169 [13,8], 
(vi) 114:o;;;R2(7):o;;;586 [4,8], 
(vii) 51:o;;;R4 (3):o;;;65 [3,19], 
(viii) 159:0;;; Rs(3):O;;; 322 [6, 19], 
(ix) 84 :o;;;R 3(4):o;;; 254 [7], implicit in [9]. 
The upper bounds arise, in the first place, from a straightforward recurrence inequality 
(see [9]), sometimes with quite sophisticated refinements (as in the case of (vii) [19]). 
On the other hand, lower bounds can be established only by the explicit construction of 
(r)m-colourings of the appropriate complete graphs. Probabilistic arguments can yield 
useful asymptotic lower bounds (see [5, 17]), but are ineffective for small values of m 
and r. 
For complete graphs of even relatively small size, an exhaustive computer search for 
(r)m-colourings is out of the question. However, if certain symmetry conditions are 
imposed on the colourings, then exhaustive searches do become practicable for moderate 
values of m and r; indeed, such symmetry considerations have led to most of the lower 
bounds stated above. 
More precisely, with the exception of (vii), each of these lower bounds was obtained 
from a partition into classes, with a special property, of the non-identity elements of an 
abelian group (and even in case (vii), an earlier lower bound of 50 was obtained in this 
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way [19]). The relationship between group partitions and these Ramsey numbers is 
expressed in the following well established definitions and theorem. 
A subset S of the set G* of non-zero elements of an additive abelian group G is said 
to be 
(a) symmetric, if the condition 
XES<;::>-XES 
is satisfied, 
(b) symmetric r-difference-free (or just r-free) , if it is symmetric and contains no r 
elements together with all their differences in pairs. 
A partition of G* is said to be r-free if each class of the partition is r-free. A partition 
into m classes will be called an m-partition. 
THEOREM 1.1. If G is an additive abelian group and if G* admits an (r-l)-free 
m-partition, then 
OUTLINE OF PROOF. The vertices of KIGI are labelled with the elements of G, and 
edge xy is coloured according to which class of the group partition contains x - y (or, 
equivalently, y - x). It is straightforward to verify that this yields an (r )m-colouring of K IGI. 
For the lower bounds in (i)-(ix) above, partitions of the following groups were used: 
(i) Z5, (ii) Z17, (iii) Z2 x Z2 X Z2 X Z2 or Z4 x Z4, 
(iv) Z410 (v) ZlOlo (vi) Z113, 
(vii) Z7 x Z7 (for the lower bound of 50), (viii) Z158, (ix) Z83. 
Here, Zn denotes the additive group of residues modulo n, and G x H denotes the 
group formed by the set {(g, h): gE G, h EH} under componentwise addition (i.e. the 
direct sum of G and H). 
Unfortunately, even for groups of moderate order, exhaustive searches for appropriate 
partitions become prohibitively time-consuming. Of the unresolved cases (iv)-(ix), only 
in case (iv) has it been possible to establish that no group of larger order can admit an 
appropriate partition (see Section 6). 
So, in order to extend the range of feasible searches, it is necessary to impose further 
restrictions on the type of partition sought. With this in mind, we observed that, at least 
in cases (i)-(vii) above, the relevant group partitions all possess an additional strong 
symmetry property, namely that the single-colour subgraphs produced in the appropriate 
edge-colouring of Kn are mutually isomorphic. This is a consequence of the fact that the 
classes of the partition are, in each case, images of each other under group automorphisms. 
In Sections 2 and 3 we make a detailed study of this type of group partition, although 
we soon restrict our attention to the case where G is the additive group of a field, since 
this is the simplest case in which a general analysis can be made, and the one which 
happens to produce significant results. We shall also see that a study of this case leads 
to an interesting application of the problem of group factorization extensively studied 
by Haj6s [10, 11], de Bruijn [2] and Sands [15, 16]. Section 4 contains a number of 
examples to illustrate the general concepts described in Sections 2 and 3. 
Of central importance in classifying partitions of this type, and hence also the associated 
complete graph colourings, is a natural definition of equivalence which we discuss in 
Section 5. We derive formulae from which the number of partitions in an equivalence 
class may be found, and these formulae are applied to some relevant examples. In 
addition, awareness of this notion of equivalence leads to significant savings during the 
backtrack searches for partitions of the required type. 
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Finally, in Section 6 we examine the implications of our results in the Ramsey context, 
and report the results, both positive and negative, of the searches we have conducted. 
We also point to the unifying role played by the special group partitions in the derivation 
of known lower bounds, and to the explanation, in terms of our equivalence notion, of 
past observations concerning the numbers of valid partitions in certain cases. 
2. 11m-SECTIONS OF GROUPS AND FIELDS 
Let G be an additive abelian group and denote by G* the set of non-zero elements 
of G. Let Aut( G) denote the automorphism group of G, and if X is a subset of G and 
A E Aut( G), define 
(X)A = {(x)A: x EX}. 
A subset X of G* is called a 1 I m-section of G if (a) X is symmetric, and (b) there exist 
automorphisms Al = 1, A2 , ••• , Am of G such that G* is the disjoint union of 
(X)A l , (X)A 2 , ••• , (X)Am. 
A partition of G* which can be obtained in this way is said to be sectioned. 
THEOREM 2.1. If the abelian group G has an r-free II m-section, then 
Rm(r + 1) ;3IGI + 1. 
PROOF. This is an immediate consequence of Theorem 1.1, since, if X is r-free, then 
so also is (X)A for any A E Aut( G). 
LEMMA 2.1. ("Divisibility condition" for the existence of 11m-sections). Let G be 
an abelian group of order pr'p~2 ... p~t, where Ph P2, ... ,PI are the distinct prime factors 
oflGI· 
If G has a 1 I m,-section, then m divides P~' - 1 for i = 1, 2, ... , t. 
Further, if Pi ¥ 2, then 2m divides P~' -1. 
PROOF. Suppose G* is the disjoint union of (X)A h (X)A 2 , •.. , (X)A m. Then, since 
an automorphism preserves the order of an element, the P~' -1 non-zero elements of a 
Sylow Pi-subgroup S(pJ must be distributed equally among these m subsets. 
If Pi ¥ 2, then x and -x are distinct for all x E S(Pi)*. Hence, since X is symmetric, 
the !(p~, -1) pairs {{x, -x}: x E S(pJ*} are distributed equally among the m subsets. 
It will now be advantageous to restrict our attention to groups which are elementary 
abelian p-groups, i.e. groups of the form Zp x Zp x ... x Zp for some prime p. The reasons 
for this are twofold. Firstly, such groups can be regarded as additive groups of fields, 
and in analysing the 11m-sections of such a group, the multiplicative structure of the 
field can be used to good effect. Secondly, groups that do not come into this category 
are not only more difficult to analyse in any generality, but also tend to be far less rich 
in automorphisms which can give rise to 11m-sections. Although we have carried out 
searches in such groups (e.g. cyclic groups of composite order), these have not yet 
produced any results of interest. 
We note that, of the groups mentioned in Section 1 as giving rise to existing lower 
bounds on Rm(r) in cases (i)-(vii), only Z4 x Z4 fails to be elementary abelian, and even 
in this case the same lower bound can be obtained from Z2 x Z2 X Z2 X Z2. 
Let F(ph) (or simply F) denote the Galois field of ph elements. The elements of F 
can be viewed in two ways. Suppose a is a primitive root of F satisfying the irreducible 
38 R. Hill and R. W. Irving 
equation 
(2.1) 
where ao, alo ... , ah-l E F(p), the field {O, 1, ... ,p -I} of residues (mod p). Then any 
element of F*, as well as having a unique representation as a i for some i(O~ i ~ph -2), 
may be uniquely expressed in the form 
Xo + Xla + ... + Xh_lah-1 
for some xo, Xl. ..•. , Xh-l E F(p). We identify this element of F* with the vector 
(xo, Xl. ... ,Xh-l) of the h-dimensional vector space V(h, p) over F(p), which, as an 
additive group, is just Zp xZp X· •. xZp (h components). 
Let Aut(F) denote the automorphism group of the additive group of F(ph). (Note 
that Aut(F) does not denote the group of field automorphisms here). Then, with F 
identified with V(h, p), Aut(F) can be identified with the group GL(h, p) of all non-
singular linear transformations of V(h, p). We regard the elements of Aut(F) as non-
singular h x h matrices acting on elements (xo, Xl. ..• , Xh-l) of F via right multiplication. 
Two 11m-sections X and Y of F will be called. equivalent if Y = (X)A for some 
A EAut(F). 
In the next lemma, we see that multiplication of a given 11m-section by a non-zero 
field element is one way of generating equivalent 11m-sections, and indeed is the only 
way in the case h = 1 (when F is a prime field). 
LEMMA 2.2. If X is a 11m-section of F and A E F*, then the set XA = {xA: X E X} is 
a 11m-section which is equivalent to X. Further, if F is a prime field then there are no 
other 11m-sections equivalent to X. 
PROOF. It is easily verified that, in F(ph), multiplication by the primitive root a 
(satisfying Equation (2.1» corresponds to linear transformation by 
1 0 
o 1 
o 0 
and so multiplication by the field element A = ai, say, corresponds to transformation of 
field elements, in their vector form, by Ai. 
If h = 1, then every element of Aut(F) corresponds to multiplication by an element 
of F*, and the second part of the lemma follows at once. 
We shall call a 11m-section X of F(ph) normal if there are field elements Alo ... ,Am 
such that F* is the disjoint union of XA lo ... , XA m • 
It follows that, for h = 1, all 11m-sections are normal. For h > 1, normality need not 
be preserved under linear transformations, and 11 m-sections that are not even equivalent 
to a normal 11m-section may well exist. However, we have not been able to find any 
such 11m-sections. 
Our aim in the remainder of this section and Section 3 is to find a simple way of 
specifying all the normal 11m-sections of F(ph). With this aim in mind, it is helpful to 
think of the elements of F* as the powers of a primitive root a. 
Henceforth we assume p ;6 2. The results all have straightforward analogues for p = 2, 
taking account of the fact that -x = x for all x E F(2h) (so that, for instance, (ph -1)/2 
would be replaced throughout by 2h -1). 
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Since a(ph-1)/2 = -1, we have 
(ph-3)/2 
F* = U {ai, _ail. 
i=O 
A symmetric subset X of F* is a set of the form 
iEB 
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where B is a subset of Z (ph-l)/2 = {a, 1, ... , (ph - 3)/2}. We call B the index set of X 
relative to the primitive root a. 
In order to give a necessary and sufficient condition on B for X to be a normal 
1 I m-section, we make the following definitions. 
Let A and B be subsets of the finite additive abelian group G. Then the sum A + B 
is defined by 
A+B ={a +b: a EA, b EB}. 
We write A + B as A EBB if each element of A + B can be expressed uniquely in the 
form a +b, with a EA, b EB. Thus A +B iswrittenasAEBB if and only if IA + BI = IAIIBI. 
If G = A EBB for some subsets A, B of G then such a representation is called a 
factorization of G. 
A subset B of G is called a 11m-factor of G if there exists an m-subset A of G such 
that G =AEBB. 
LEMMA 2.3. Let X be any symmetric subset of F*(ph) and B its index set relative to 
some primitive roota. Then X is a normal1/m~section of Fif and only if B is a 11m-factor 
of Z(ph_ 1)/2. 
PROOF. Suppose that X is a symmetric ((ph -l)/m)-subset of Fsuch that 
m 
F*= UXAi 
i=l 
for some A h ... , Am E F*. Let a be a primitive root of F, and suppose Ai = a a i for each 
i, setting A = {ah a2, ... , am}. Suppose also that 
n 
X = U {a bj, _a bj }, 
j=l 
where n = (ph -1)/2m and B = {bI, b2, ... , bn}. Then 
where the ai + bj may be reduced mod mn. Hence 
Zmn ={ai+bj: i= 1, ... , m,j= 1, ... , n} 
and so Zmn =AEBB. 
The converse may be proved simply by reversing the above argument. 
Lemma 2.3 shows that once all 11m-factors of Zmn are known, then all the normal 
11m-sections of F can be obtained immediately, and indeed can be obtained by consider-
ing any single primitive root of F. 
In Section 3 we consider the problem of classifying all 11m-factors of Zmn. 
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3. 11m-FAcToRS OF Zmn 
We first consider the general problem of finding all factorizations of a finite abelian 
group. The following definitions and notation are as in [10, 15] except that we use 
additive, rather than multiplicative, notation. Throughout this section, A and B will 
denote subsets of the additive abelian group G. 
The subset A of G is called periodic if there exists an element g ,c. ° in G such that 
g + A = A. (For simplicity we write {g} + A as g + A.) A group G is said to be good if, 
in every factorization G = A $B, at least one factor is periodic. Otherwise it is called bad. 
Hajos [11] discovered that there exist bad cyclic groups, thus disproving a long-standing 
conjecture of Minkowski. The classification into good and bad of all abelian groups, 
begun by Hajos [10, 11] and continued by de Bruijn [2], was finally completed by Sands 
[15, 16]. In particular, Sands showed that the cyclic group Zn is good if and only if n = p", 
p"q, pqr, p2q2, p2qr or pqrs, where p, q, r, s are distinct primes and A ~ 1. So the first 
case of a bad cyclic group is Z72 for which de Bruijn [2] had given the following pair of 
non-periodic factors: 
A = {O, 8, 16, 18,26, 34}, B = {12, 17, 18,21,24,41,45,48,54,60,65, 69}. 
In a good group, all factorizations can be found, as was shown by Sands [15] in a 
revised version of a slightly incorrect method of Hajos [10]. (The problem of finding all 
factorizations of a bad group appears to remain far from solution.) For our purposes, 
Sands's method is somewhat unwieldy and can be very uneconomical in that the same 
factorization may be found many times over. We restrict our attention here to finding 
all factorizations of a finite cyclic group in which one factor has prime order, and in 
Theorem 3.3 we shall give a method of finding all the 11m-factors (m prime) of Zmn 
without repetitions. Our proof relies on the following result of Sands [15], which proved 
a conjecture of de Bruijn [2]. 
THEOREM 3.1. If G is a finite cyclic group and G =A$B where IAI is a power of a 
prime, then either A or B is periodic. 
The cases IAI = 2 or 3 here can be handled in a straightforward way, but the general 
case is much more difficult, and we refer the reader to [15, § 3] for the proof. 
We need also the following lemma, which is implicit in [15]. 
LEMMA 3.1 
(i) H =H(A) ={g E G: g+A =A} is a subgroup of G. 
(ii) IHI> 1 if and only if A is periodic. 
(iii) There exists a subset C of A such that A = C$H. 
(iv) IHI is a divisor of IAI. 
PROOF. (i) and (ii) are trivial. 
(iii) If a E A then the coset a + H is a subset of A, and so A can be expressed as the 
disjoint union of cosets of H in G, say 
A = (Cl +H) U (C2+ H) U· •. U (ct+H). 
Then A = C $H where C = {ch C2, ... , ct }. 
(iv) Follows at once from (iii). 
We now introduce the "0" notation of Hajos. We denote by A 0 B any subset of 
the form {a +ba : a EA} where, for each a EA, ba is some element of B. Note that 
IA oBI = IAI, and A oB represents one of up to IBIIAI different sets. 
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THEOREM 3.2. For m prime, a subset B of Zm .. is a 11m-factor of Zm" if and only if, 
for some divisor s of n, 
B = {O, 1, ... , s -l}o{O, s, 2s, ... , (m -l)s }$(ms), 
where (g) denotes the cyclic subgroup generated by g. 
PROOF. With B as given it is readily checked that Zm" = A $B where A = 
{O, s, 2s, ... , (m -l)s}. 
To prove the converse we use induction on n. For n = 1 the result is trivial, so suppose 
that the result is true for all 11 m-factors of Zm .. · with n' < n, and suppose B is a 11 m-factor 
of Zm ... Then, for some m-subset A of Zm", Zm" = A $B and, since m is prime, by 
Theorem 3.1, either A or B is periodic. 
If A is periodic, then, by Lemma 3.1, H(A) is a non-trivial subgroup of Zm .. of order 
dividing m. Hence iH(A)i = m, i.e. H(A) = (n), and so A = a + H(A) for some a E A. 
Hence B is a complete set of residues (mod n) and so is of the required form, with s = n. 
If B is periodic then, by Lemma 3.1, B = C$H for some non-trivial subgroup H of 
Zm .. of order dividing n. Thus H = (mt) for some t < n, and iHi = nl t. Now Zm .. = A $ C $ 
H and so ZmnlH= (A+H)IH$(C+H)IH. (For any subset X of Zm", the set X +H 
is a union of cosets of H in Zm .. and we denote by (X + H)I H that subset of the quotient 
group Zm .. 1 H consisting of these cosets.) By the inductive hypothesis, for some divisor 
s of nit, 
(C+H)IH ={H, 1 +H, ... , (s -l)+H}o{H, s+H, ... , (m -l)s+H}$(ms+H). 
Thus the set D = {O, 1, ... , s -l}o{O, s, ... , (m -l)s }${O, ms, 2ms, ... , (tis -l)ms} is 
a complete set of coset representatives of (C + H) I H. Hence 
B=C$H=D$H, 
and since {O, ms, 2ms, ... , (tls-l)ms}$(mt) = (ms), it follows that B has the desired 
form. 
In order to distinguish the various 11m-factors given by the same formula, we denote 
by B(po, PI. ... ,Ps-I) the 11m-factor {O + PoS, 1 + PIS, ... , s -1 + Ps-Is}$(ms), where 
0.,; Pi"; m -1 for each i. We note that, even in the case where m is not prime, the sets 
B(PO,PI, ... ,Ps-I) are 11m-factors of Zm .. for divisors s of n, but there will, in general, 
be other 11m-factors as well. 
We now refine Theorem 3.2 so as to avoid obtaining the same 11m-factors of Zm .. 
from different divisors s of n. It turns out that if we consider only those divisors s of n 
for which nl s is a power of m, then every 1 1m-factor is obtained exactly once. 
THEOREM 3.3. Suppose mqin but m q+1 ,r n, where m is prime and q may be zero. Then 
the 11m-factors of Zmn are precisely the sets 
{O, 1, ... , t -l}o{O, t, 2t, ... , (m -l)t}$(mt) 
where t = n, nlm, .. . , nlmq. 
Thus the total number of distinct 11m-factors of Zm .. is mn + m"/m + ... + m,,/mq • 
PROOF. If B is a 11m-factor, then by Theorem 3.2, for some divisor s of n, 
B = {O, 1, ... , s -l}o{O, s, 2s, ... , (m -l)s }$(ms). 
Suppose n = sum' where m ,r u. Then 
(ms) = <sm,+l) + <msu). 
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Hence B == CEB(msu), where 
C == {O, 1, ... ,s -1}o{0, s, 2s, ... ,(m -1)s}EB(sm r + 1). 
Now, it is readily verified that C is a complete set of residues (mod su). Hence 
C ={O, 1, ... , su -l}o{O, su, 2su, ... , (m -l)su} 
and so, putting su == t, B == CEB(msu) takes the desired form with t == n/m'. 
4. EXAMPLES OF lim-SECTIONS 
We saw in Lemma 2.3 that there is a one-to-one correspondence between normal 
1/ m-secHons of F(ph) and 1/ m-factors of Zm", where n = (ph -1)/2m. If a is a 
primitive root of F(ph), we denote by X,,(Po, ... ,pt-d the l/m-section of F having as 
index set relative to a, the 11m-factor B(po, Ph"" PH)' 
The illustrative examples in this section are not chosen arbitrarily. They will be pursued 
in Section 5 and again in Section 6, where their role in providing lower bounds for 
certain Ramsey numbers will be explained. 
EXAMPLE 4.1 (The m-ary residues of a field). For divisors m of ~(ph -1), the set 
pm = {A E F(ph): A = J.L m for some J.L E F*} 
of m-ary residues forms a normal 1/ m-section of F. For, if a is any primitive root of F, 
and 
n- 1 
F m == U {aim, _aim}, 
i - O 
m-1 
P* == U (pm)a i• 
1=0 
1 I. 
where n = 2m (p -1), 
If, as usual, we let m q d~note the highest power of m dividing n, we have 
where t == n/ m q, the Pi being given by 
tPi == - j (mod m) 
for all j. E.g. the quadratic residues (mod 17) are given by X" (0); the quadratic residues 
(mod 41) are given by x;.(0, 1,0,1,0) (c.f. Figure 4.2); the cubic residues (mod 127) 
are given by X,,(O, 2,1,0,2,1,0). 
EXAMPLE 4.2. We shall describe all the !-sections of F(41). Any 11m-section of a 
prime field is normal, and so, by Lemma 2.3 and Theorem 3.1 any !-section of F(41) 
is either one of the 210 !-sections of the form Xu (Po, Ph ... , P9) or one of the 25 !-sections 
of the form Xu (Po, Ph .... ,P4), where each Pi == ° or 1 and a is a primitive root of F(41). 
Taking a = 6 and denoting the pair {A, -A} of field elements by ~, the !-section 
X 6 (Po; PI. ... j P9) is the union of the (i, Pi)th entries, i == 0,1, ... , 9, of the 10 x 2 array 
of Figure 4.1 (with columns indexed by 0, 1). The t-section X 6 (Po, Pl, ... ,P4) is the 
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union of the (i, Pi)th entries, i=O, 1, ... ,4, of the 5 x 2 array of Figure 4.2. 
6°= 1 
61 =6 
62=5 
63= 11 
64= 16 
65 = 14 
66 =2 
67 = 12 
68 = 10 
69 = 19 
FIGURE 4.1. 
E.g. X 6 (0, 0,1,0,1,0,1,0,1,0) 
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={1, -1, 6, -6,4, -4, 11, -11, 20, -20,14, -14, 18, -18, 12, -12, 8, -8,19, -19}. 
EXAMPLE 4.3. We shall describe the i-sections ofF(72) of the formXa (Po, PI. ... ,Ps). 
We take 
F(7 2 ) = {O, 1, a, ... , a 47} 
where a 2 =2a+2. Identifying the field element xO+xla with (XO,Xl), we consider the 
following array: 
1 = ll...Ql 
Q=.ill...l2 
a
2
=fb12 
a3=~ 
a
4
= .G....1l 
a5=~ 
As before, ~ denotes the pair {A, -A} of field elements. The i-section Xa(po, PI. ... ,Ps) 
consists of the union of the Pith pairs from the ith rows (i = 0, 1, ... ,5) of this array. 
E.g. Xa(O, 0, 2, 0,1,0) 
={(1, 0), (6, 0), (0,1), (0, 6), (6, 5), (1, 2), (4, 6), (3,1), (3, 3), (4,4), (4, 2), (3, 5)}. 
5. EQUIVALENCE OF SECTIONED PARTITIONS 
Recall from Section 2 that two 11m-sections X and Y of F(ph) (with elements 
identified as vectors of V(h, p» are said to be equivalent if (X)A = Y for some A E 
GL(h,p). 
We shall say that two sectioned m-partitions P = {(X)AI. (X)A 2, ••• , (X)Am } and Q = 
{(Y)~I. (Y)JL2, . .. '(Y)~m} of F(p h )* are equivalent if there exists fJ E GL(h, p) such 
that (P)fJ = Q, where 
Note that the classes of a partition are not regarded as being ordered, so we require 
only that, for each i, (X)AifJ = (Y)~j for some j. 
Suppose that X is any 11m-section of F(ph) and that P is any sectioned partition of 
F(ph)*. 
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We define Aut X to be the group 
Aut X = {A E GL(h, p): (X)A = X} 
and Aut P to be 
Aut P = {{} e GL(h, p): (P){} = Pl. 
(Again we note that elements of Aut P may permute the classes of P.) Further, we denote 
by E(X) the set of 1/ m-sections that are equivalent to X, and by E(P) the set of partitions 
that are equivalent to P. 
Throughout the present section we use "-" for "is equivalent to". 
The main aim of this section is to obtain formulae from which the cardinalities of 
E(X) and E(P) may be calculated. 
THEOREM 5.t. IIXisa 1Im-sectionoIF(ph), then 
IE(X)I = IGL(h,p)l. 
IAutXI 
PROOF. Let S denote the set of right casets of Aut X in GL(h, p). Then the mapping 
I: S ~ E(X) defined by . 
«AutX)A)f=- (X)A 
for all A E GL(h, p) is a well defined bijection. For, 
(X)A 1 = (X)A2~(X)AIA21 = X 
~AIA21 eAutX 
~(AutX)Al = (AutX)A2. 
THEOREM 5.2 . lIP is a sectioned m-partition 01 F(ph), then 
IE(P)I = IGL(h, p )1 
IAutPI 
We omit the proof, which is similar to that of Theorem s.t. 
In practice, it is often more difficult to find Aut P than it is to find Aut X, where X 
is one of the classes of P. In such situations, the following result can be useful. 
THEOREM 5.3. II X is a 11m-section belonging to the sectioned m-partition P, then 
IE(P)I ~ IE(X)IIAut Xl 
ml(AutX)pl ' 
where (Aut X)pdenotes (Aut X) II (Aut P), the subgroup 01 Aut X which/ixes the partition 
P. 
PROOF. Denote by E(P; X) the set of partitions {Q: Q - P and X eO}. Clearly, 
IE(P; X)I is dependent only on P and not on the particular X. Counting in two ways 
the members of the set 
fey, Q): Y -x, O-P, YE Q} 
gives 
IE(X)IIE(P; X)I = IE(P)jm. (5.1) 
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Let T denote the set of right cosets of (Aut X)p in Aut X. Then the mapping g: T ~ 
E(P; X) defined by 
(((AutX)p)A)g = (P)A 
for all A E Aut X is well defined and one-to-one (though not necessarily onto). Hence 
IAutXI 
IE(P; X)I ~ I(Aut X)pl· 
The required result now follows from (5.1) and (5.2). 
(5.2) 
As a final theorem in this section, needed in any particular application of Theorems 
5.1 or 5.2, we state the well known result concerning the order of GL(h,p). 
THEOREM 5.4. IGL(h, p)1 = I17:~ (ph _pi). 
PROOF. The elements of GL(h, p) can be regarded as non-singular h x h matrices 
over P(p). The first column of such a matrix can be chosen in ph -1 ways, the second 
• h h h h . h h-l 10 P - P ways, ... ,t e t 10 P - P ways. 
In the remainder of this section, we pursue in the context of equivalence some of the 
examples of Section 4, and some further examples relevant to the material of Section 6. 
EXAMPLE 5.1. (m-ary residues; see Example 4.1). Suppose that p is an odd prime 
and that m is a factor of ~(p -1). Let X be the set of m-ary residues of P(p) and P the 
partition {XaJ : j = 0, 1, ... , m -I}, where a is a primitive root of P(p). Then 
(P)a i = P for all a i EP(p)*, 
and so Aut P = GL(l, p). Hence, by Theorem 5.2, IE(P)I = 1. In other words, the 
sectioned m-partition arising from the m-ary residues of a prime field is equivalent only 
to itself. 
EXAMPLE 5.2. Let X =X6 (0, 0,1,0,1,0,1,0,1,0) be the ~-section of P(41) 
described in Example 4.2, and P be the partition {X, (X)9}. Then Aut P is the cyclic 
group {(I), (-1), (9), (-9)} of order 4, and so IE(P)I = ~ = 10. 
EXAMPLE 5.3. Let X = X",(O, 0, 2, 0,1,0) be the !-section of P(7 2 ) described in 
Example 4.3, and P the partition {X, Xa 6 , Xa 12 , Xa 18}. Then Aut X is a cyclic group 
of order 4 generated by [~ !J. and so 
IE(X)I=(72-1~72-7) 504. 
Since (AutX)p=AutX, Theorem 5.3 gives 
IE(P)I ~ 5~4 = 126. 
It is not difficult, using Theorem 5.2, to show that E(P) = 126, but the lower bound will 
suffice for our purposes in Section 6. 
EXAMPLE 5.4. Consider the sectioned partition P = {p3, (p3)a, (p3)a 2 } of P(24 ), 
where p 3 is the set of cubic residues {a 3i : i = 0,1, ... , 4} and a is a primitive root of 
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P(24 ) satisfying 0'4 = a + 1. Writing aO+a1O' +a2O'2+a3O'3 as (ao, a .. a2, a3), as usual, we 
have 
p 3 = {(I, 0, 0, 0), (0,0,0, I), (0, 0, I, I), (0, 1,0, I), (I, I, I, I)}. 
Unlike the case of the prime field (Example 5.1) there are many partitions equivalent 
to P. To make the calculation of Aut X and (Aut X)p easier, we transform by 
to get 
where 
8~[~ ~ ~ rJ 
p' = (P)(J = {X, X', X"}, 
X = {(1, 0, 0, 0), (0, I, 0, 0), (0,0, 1,0), (0, 0, 0, 1), (1, 1, 1, I)}, 
X' = {(I, 1,0,0), (0, 1, 1,0), (0, 0, 1, 1), (1, 1, 1,0), (0, 1, 1, I)}, 
X" = {(I, 0, 1,0), (0, 1,0, 1), (1, 1,0, 1), (1, 0, 0, 1), (1, 0, I, I)}. 
Since any permutation of the elements of X is a non-singular linear transformation, 
IAut Xl = 5! = 120. (Aut X)p' is the subgroup of order 20 generated by 
a ~[~ ~ ~ ] and 
where a 5 = b4 = e and bab -1 = a 3. 
Hence, by Theorem 5.3 
IE(P')I;;. 15.14.12.8 = 336. 
3.20 
EXAMPLE 5.5. For a final example, we move away from the context of finite fields 
and consider the sectioned partition P = {X, X', X"} of Z4 x Z4 in which 
X = {(O, 1), (0, 3), (1, 0), (3,0), (2, 2)}, 
X' = {(O, 2), (1, 1), (3, 3), (1, 2), (3, 2)}, 
X" = {(I, 3), (3, 1), (2,0), (2, 1), (2, 3)}. 
An automorphism of Z4 x Z4 may be regarded as a non-singular 2 x 2 matrix with entries 
in Z4. There are 12 choices for the first column and 8 choices for the second column in 
such a matrix, giving IAut(Z4 x Z4)1 = 96. (Note that P is a sectioned partition since 
and X" = (X) [~ ~].) 
Aut X is a group of order 8 generated by [~ ~] and [~ ~], while (Aut X)p is cyclic of 
order 4, generated by [~ ~]. Hence, using the natural generalizations of Theorems 5.1 
and 5.3, with GL(h, p) replaced by Aut (G) for a general group G, we obtain 
IE(X)I = 12 and IE(P)I;;. 8. 
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6. SOME RAMSEY PARTITIONS 
In this final section, we reconsider the lower bounds for Ramsey numbers Rm(r) 
contained in (i)-(ix) of Section 1, in the light of our study of sectioned partitions, and 
report the results, both positive and negative, of our computer searches aimed at 
improving these bounds. 
In fact, our positive results in this direction have been rather limited, leading to 
improved lower bounds only in cases (vi) and (ix). 
However, perhaps of greater interest is the major unifying role played by sectioned 
partitions in producing these, and previously known, lower bounds. In particular, we 
shall see that, in each of cases (i)-(v) and (vii), where the groups concerned are small 
enough to permit a search for all (r -I)-free m-partitions, the sectioned partition giving 
rise to the lower bound is unique, up to equivalence, not only as a sectioned partition 
but as an (r -lHree m-partition of any kind. 
Before discussing each of cases (i)-(ix) in turn, we observe that, if equivalent sectioned 
m-partitions of a group G are used, as in the proof of Theorem 1.1, to construct 
(r)m-colourings of KIGI, then the colourings are isomorphic. (Two (r)m-colourings of Kn 
are isomorphic if there is a permutation of the vertices and a permutation of the colours 
which together map one colouring onto the other.) 
CASE (i). The bound R 2(3);;. 6 [9] arises from the 2-free !-section p2 of P(5). As 
described in Example 5.1, this leads to a sectioned partition of P(5)* which is equivalent 
to no other. In fact, the resulting (3h-colouring of Ks is unique up to isomorphism. 
CASE (ii). The bound R2(4) ;;.18 [9] arises from the 3-free !-section p2 of P(17). 
Again, the resulting sectioned partition of P(17)* is equivalent to no other, and it has 
been shown [13] that the corresponding (4h-colouring of K17 is unique up to isomorphism. 
CASE (iii). The bound R 3(3) ;;.17 [9] arises from the 2-free ~-section p 3 of P(24 ). 
As described in Example 5.4, there are 336 equivalent sectioned partitions arising from 
this, and an exhaustive search reveals that these are the only 2-free 3-partitions of P(24 ), 
sectioned or otherwise. 
Alternatively, the same bound is a consequence of the 2-free sectioned 3-partition of 
Z4 x Z4 described in Example 5.5. We saw that this partition lay in an equivalence class 
of size ;;.8, and an exhaustive search reveals that there are only eight 2-free 3-partitions 
of Z4XZ4. 
It has been shown [14] that the two different (3h-colourings of K 16 produced by the 
two equivalence classes of partitions described above are the only (3h-colourings of K 16• 
CASE (iv). The bound R 2 (5) ;;.42 [12] arises from the 4-free !-section of P(41) 
described in Example 5.2, and improves upon the earlier bound R 2(5);;. 37 [13] obtained 
from the 4-free !-section p2 of P(37). The resulting sectioned 2-partition of P(41)* is 
in an equivalence class of size 10, and these 10 partitions are known to be the only 
4-free 2-partitions of P(41)* [12], Clapham [4] also observed that these 10 partitions 
all give rise to isomorphic (5h-colourings of K 41 • 
A computer search of all abelian groups with orders in the range [42, 54] has revealed 
that none of these admits a 4-free !-section, or indeed a 4-free 2-partition of any kind. 
CASE (v). The bound R 2 (6) ;;.102 [13] arises from the 5-free !-section p2 of P(101). 
As before (see Example 5.1) the resulting sectioned 2-partition is equivalent to no other, 
and an exhaustive search has shown this to be the only 5-free sectioned 2-partition of 
P(lOl)*. 
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The next two numbers satisfying the divisibility condition for a t-section (Lemma 2.1) 
are 109 and 113, but exhaustive searches have failed to find as-free t-section in either 
F(109) or F(113). 
CASE (vi). The bound R 2(7) ;;;,:1 14 [4] arises from a 6-free t-section of Zl13. Our 
discovery of 6-free t-sections in F(S3) raises this lower bound to R 2(7) ~ 126. 
Although a complete exhaustive search for 6-free !-sections in F(S3) has proved 
infeasible, the search in its early stages, and also from random starts further on in the 
search tree, produced several 6-free !-sections. These turned out to fall into just two 
equivalence classes. One of these is represented by the section Xl below and the other 
by the section X 2 obtained from Xl by replacing the last five elements of Y by their 
multiples by 2. 
where 
Xl = Yu4Y, 
Y = {CO, 0, 1), (0, 1,0), (0, 1, 1), (0, 1,2), (0, 1,3), (0, 1,4), 
(1,0,0), (1, 1,0), (1, 2, 1), (1, 3, 3), (1, 4, 1), (2, 0, 2), 
(2,2,2), (2,4,4), (2, 1, 3), (2, 3, 4), (1, 0, 2), (1, 1,2), 
(1,2, 3), (1, 3, 0), (1,4, 3), (2, 0, 1), (2,2, 1), (2, 4, 3), 
(2, 1,2), (2, 3, 3), (2, 0, 3), (2, 2, 3), (2,4,0), (2, 1,4), (2, 3, O)}. 
The associated sectioned partitions are just 
Aut Xl is generated by the matrices 
[4 0 0] [1 1 n C~[~ 0 n a= 0 4 0 , b = 0 1 4 004 o 0 0 
and has order 120. 
Aut PI is generated by 
a,~c,d and [~ ~ ~]. 
Thus IAut PII = 240, and so, by Theorems S.2 and S.4, IE(PI)I = 6200. 
The 6-free !-section X 2 could be regarded as a "perturbation" of Xl and its automorph-
ism group is the subgroup of Aut Xl which fixes the pair {(O, 0, 1), (0, 0, 4)}. i.e. Aut X2 = 
(a, b, c) and IAut X 21 = 20. Hence IE(P2 )1 = 37200. 
The !-section Xl has a much larger automorphism group than it need have; indeed 
no other !-section (except the quadratic residues which fail to be 6-free) could have such 
a large automorphism group. Consequently if a 6-free !-section other than Xl and X 2 , 
existed then we would expect sections equivalent to it to arise in searches with greater 
frequency than those equivalent to Xl. We therefore believe the existence of any further 
6-free !-section in F(S3) to be unlikely. 
Finally we observe that the !-section Xl has the interesting property (a property shared 
by the set of quadratic residues) that I(XI +x) "Xd = 30 for any choice of x in Xl. 
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CASE (vii). The bound R4(3) ~ 51 arises not from a 2-free partition at all, but from 
the general inequality 
However, the earlier lower bound R4(3) ~ 50 [18] was obtained from the 2-free !-section 
of F(7 2 ) described in Example 5.3. An exhaustive search reveals that there are exactly 
126 2-free 4-partitions of F(72 )*, and Example 5.3 shows that these are all equivalent 
sectioned partitions. 
The only integer in the range [51, 64] satisfying the divisibility condition for a !-section 
is 57, but it is known [1] that no cyclic group of such high order can admit a 2-free 
4-partition. As far as we know, not all of the non-cyclic abelian groups in this range 
have been tested. 
CASE (viii). The bound R5(3) ~ 159 [6] arises from a non-sectioned 2-free 5-partition 
of Z158. 
The next integer satisfying the divisibility condition for a k-section is 181, but an 
exhaustive search failed to find a 2'-free k-section of F(181). (By Theorem 3.3, the only 
k-sections of F(181) are of the type X,Apo, Ph . .. ).) 
One interesting possibility in this case, which is at present beyond our computing 
resources, is that F(2 8 ) may admit a 2-free k-section. 
CASE (ix). The bound R 3(4) ~ 84 [7] arises from a non-sectioned 3-free 3-partition 
of Z83 obtained from a recurrence inequality for generalized Schur numbers. 
We found that the ~-section F3 of F(127) was 3-free, and so obtained the improved 
lower bound R 3 (4) ~ 128. An exhaustive search showed the corresponding 3-free sec-
tioned 3-partition to be unique. The next four integers satisfying the appropriate divisibil-
ity condition are 133, 139, 151, and 157, but out searches show that none of Z133, 
F(139), F(151) or F(157) admits a 3-free ~-section. 
'The results of this section are summarized in Table 1. 
TABLE 1 
Field or group 
G admitting 
(r -l)-free Total no. of 
New 11m-section X (r -l)-free 
Previous best lower in sectioned (r-1)-free m-partitions 
Case Rm(r) lower bound bound partition P 11m-section X IE(P)I of G 
(i) R z(3) 6 [9] P(5) pZ (Example 5.1) 1 1 
(ii) R z(4) 18 [9] P(17) pZ (Example 5.1) 1 1 
(iii) R 3(3) 17 [9] P(24) p 3 (Example 5.4) 336 336 
Z4 XZ4 see Example 5.5 8 8 
(iv) R z(5) 42 [12] P(41) see Example 5.2 10 10 [12] 
(v) R z(6) 102 [13] P(101) pZ (Example 5.1) 1 1 (vi) R z(7) 114 [4] P(1l3) see[4] ? ? 
126 P(53) see text Xl 6200 ? 
Xz 37200 ? (vii) R4(3) 50 [19] P(7z) see Example 5.3 126 126 
51 [3] see text 
(viii) Rs(3) 159 [6] see text 
(ix) R3(4~ 84 [7] see text 
128 P(127) p 3 (Example 5.1) 1 
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