This paper considers the inexact Barzilai-Borwein algorithm applied to saddle point problems. To this aim, we study the convergence properties of the inexact Barzilai-Borwein algorithm for symmetric positive definite linear systems. Suppose that g k andg k are the exact residual and its approximation of the linear system at the k-th iteration, respectively. We prove the R-linear convergence of the algorithm if g k − g k ≤ η g k for some small η > 0 and all k. To adapt the algorithm for solving saddle point problems, we also extend the Rlinear convergence result to the case when the right hand term g k is replaced by g k−1 . Although our theoretical analyses cannot provide a good estimate to the parameter η, in practice we find that η can be as large as the one in the inexact Uzawa algorithm. Further numerical experiments show that the inexact Barzilai-Borwein algorithm performs well for the tested saddle point problems.
Introduction
We consider the saddle point problem:
where A ∈ n×n is symmetric positive definite and C ∈ m×m is symmetric positive semidefinite. This kind of problem arises frequently from the discretization of elasticity problems, Stokes equations, and sometimes linearizations of Navier-Stokes equations. It also has a close relation to nonlinear programming since the problem of minimizing a convex quadratic subject to linear constraints can be converted into the form (1.1). There have been many methods developed for problem (1.1), see recent survey paper [4] and book [17] ). In this paper, we are interesting in a classic algorithm that is due to Uzawa [1] . It can be written as
Algorithm 1.1 (Uzawa)
Step 1. Initialize k = 0 and pick some p 0 ∈ m ;
Step 2. Solve
Step 3. Calculate
Step 4. If not convergent, set k = k + 1 and go to Step 1.
The elimination of u k+1 in the calculation of p k+1 leads to the iteration
Therefore the Uzawa algorithm is a fixed-parameter first-order Richardson iterative method [27] applied to the linear system
In the context of optimization, the algorithm can be regarded as a fixed stepsize gradient method for the problem of minimizing a convex quadratic
The choice of the parameter α is important to the efficacy of the Uzawa algorithm. Elman and Golub [16] proposed the following choice α = 2 λ 1 + λ n , (1.5) where λ 1 and λ n are the minimal and maximal eigenvalues of the matrixĀ, respectively. This choice is optimal in the sense that it minimizes the spectral radius of the matrix I − αĀ. Since the eigenvalues λ 1 and λ n are not known to the users in general, Dai and Yang [14] chose the stepsize as follows 6) where g k =Āp k −b and · is the two-norm. They proved that this sequence of {α k } tends to the value in (1.5). In practical computations, however, the gradient method with either (1.5) or (1.6) resembles the steepest descent method (see Cauchy [10] ), where
(1.7)
They all become very slow as the condition number of the matrixĀ deteriorates. Consequently, the use of the Uzawa algorithm is usually with some preconditioning technique. The Uzawa algorithm has received much attention from the numerical linear algebra community, for example see [8] , [9] and [22] . In 1988, Barzilai and Borwein [3] proposed a different choice for the stepsize in the gradient method. Their basic idea is to regard D k = α (1.8)
In the quadratic case, the above stepsize is equivalent to 9) which happens to be the Cauchy stepsize (1.7) at the previous iteration. Although the Barzilai-Borwein (BB) stepsize (1.8) cannot guarantee a descent in the objective function or the gradient norm, the corresponding method is proved to be globally convergent for strictly convex quadratics (see Raydan [25] ) and the convergence rate is R-linear (see Dai and Liao [13] ). In the two-dimensional quadratic case, [3] presented a R-superlinear convergence result for the method. Dai and Fletcher [11] analyzed the asymptotic convergence behavior of the BB method for the higher-dimension case. In practical computations, it was pointed out in [3] that the BB stepsize (1.8) is far more efficient than the Cauchy stepsize (1.7). Fletcher [18] presented several linear systems of one million variables, showing that the BB method is comparable with the conjugate gradient method. The BB method has now received many generalizations and applications, for example see [26] , [20] , [5] , [19] , [11] , [15] , [23] and the references therein.
In this paper, we will apply the BB method to solve the saddle point problem (1.1). Each step of the Uzawa algorithm requires the solution of a symmetric positive definite linear system (see Step 2 of Algorithm 1.1). Elman and Golub [16] showed that this computation can be replaced by an approximate solution produced by an arbitrary iterative method, leading to the inexact Uzawa algorithm. The main purpose of this paper is to establish and analyze inexact BB algorithm for saddle point problems.
The rest of this paper is organized as follows. In the next section, we consider the inexact BB method where the exact gradient g k is replaced by its some approximationg k . Our study shows that there exists some small constant η > 0, which depends only on the problem dimension and the spectrum of the Hessian matrix, such that the BB method is R-linearly convergent for symmetric positive definite linear systems if g k − g k ≤ η g k for all k. In Section 3, we propose the inexact BB algorithm for the saddle point problem (1.1). To establish the R-linear convergence result of this algorithm, we extend the result of Section 2 to the case when the previous gradient norm g k−1 is used to control the inexactitude g k −g k . Although the estimate to η in our theoretical analyses can be very small, the numerical experiments in Section 4 show that this parameter η can be reasonably large without harming the convergence of the algorithm in practice. Further numerical results on some saddle point problems demonstrate the usefulness of the inexact BB algorithm. Conclusions and discussions are made in the last section.
Inexact Barzilai-Borwein Method
In this section we consider the problem of minimizing a strictly convex quadratic
where A ∈ R n×n is symmetric positive definite and b ∈ R n . To solve (2.1) we study the BB method with the gradient g(x) = ∇f (x) = Ax − b computed inexactly and call the method as inexact BB method. Assuming thatg k is an approximation to g k at the k-th iteration, the inexact BB algorithm for solving (2.1) can be described as follows.
Algorithm 2.1 (Inexact BB)
Step 1. Initialize k = 0 and pick some x 0 ∈ n . Calculate some approximationg 0 of the gradient g 0 = ∇f (x 0 ) and setα 0 =g
Step 2. Update x k+1 = x k −α kgk and k = k + 1;
Step 3. Calculate some approximationg k of the gradient g k = ∇f (x k );
Step 4. Stop if some termination criterion is satisfied;
Step 5.
Step 2.
In the above algorithm, the first stepsizeα 0 is calculated by the steepest descent formula (1.7) with g 0 replaced by an inexact gradientg 0 . This is not expensive if the matrix-vector product Ag 0 can be used in computingg 1 , as is the case of this paper.
Denote the error vector ξ k =g k − g k . Then we have the basic relations
2)
3)
, we have that
We are going to analyze Algorithm 2.1 under the condition that
where η ∈ (0, 1) is some positive constant. It follows from (2.6) and the definition of ξ k that
Therefore we can see that the condition (2.6) ensures the descent property of −g k unlessg k = 0. Suppose that the eigenvalues of the Hessian matrix A are
The following theorem claims that Algorithm 2.1 is well defined if the parameter η satisfies 
It follows from (2.4) that
Using (2.12), (2.11) and noticing that η ∈ (0, 1 9 ), we can obtain
Thus by the choice of c 2 , we know that (2.10) is true with k = 0. Now we assume that (2.9) and (2.10) hold for all l ≤ k, where k is some integer that satisfies k ≥ 0. Then by (2.5), (2.6), the induction assumption and (2.8), we have the following estimate
On the other hand, we can see from the definition of
It follows from this and (2.14) that
Thusα k+1 is well defined and (2.9) holds with k replaced by k + 1. Further, it is not difficult to see that the deductions from (2.11) to (2.13) are still available and hence (2.10) is true when the index k is replaced with k + 1. Therefore by induction, the relations (2.9) and (2.10) hold for all k ≥ 0. Algorithm 2.1 is then well defined.
q.e.d
In the case that (2.6) and (2.8) hold, we can see from Theorem 2.2 that the inexact BB algorithm is well defined provided that the initial stepsize α 0 satisfies the relation (2.9). Theorem 2.2 also tells us that to guarantee the well-definition of the algorithm, the constant η need be less than the square of the inverse of the condition number λ n /λ 1 of the matrix A. The following theorem extends the R-linear convergence result in [13] of the BB method. Proof To prove the theorem, we compare the inexact BB algorithm and the (exact) BB method. At first, notice that the (exact) BB iterations are uniquely decided by its starting point and initial stepsize. By Lemma 2.4 in [13] and some slight modifications, we can see that there exists some positive integer M, which depends only λ 1 , λ n and the problem dimension n, such that for any starting point z 0 ∈ n and initial stepsize β 0 satisfying c L ≤ β 0 ≤ c U (c L and c U are some fixed positive constants), the M-th point z M generated by the (exact) BB method satisfies
Let's fix c L = 2/(λ 1 +2λ n ) and c U = 2/λ 1 and take some M satisfying the above statement. For any point x k and stepsizeα k generated by Algorithm 2.1, we consider the (exact) BB iterations {z k+l ; l ≥ 0} with z k = x k and β k =α k . The gradient of f at z k+l is denoted by h k+l . It is easy to see that h k = g k and for l ≥ 0,
Further, we take the smallest integer m ≤ M such that h k+m ≤ 1 2 h k . In this case, we have that
We now consider the quantities φ k+l = g k+l − h k+l and ψ k+l = |α k+l − β k+l |. Using (2.4), (2.17), (2.6) and (2.10), we get that for l ≥ 0
On the other hand, we have by direct calculations that 20) where
and
For τ k+l , we have the estimate
For θ k+l , we have the estimate
Denote the constant c 4 =
. Using (2.21) and (2.24), we can get from (2.20) that
have from (2.6) and η ≤ c 1 < 1 9 that g k ≤ 9 8 h k . Using these analyses, the relation (2.18), (2.25) and m ≤ M, we can obtain the estimate
where c 6 is the constant given by
Since the first stepsize β k is chosen to beα k , we have that ψ k = 0. In addition, (2.6) implies that φ k ≤ η g k . Thus we have from (2.19) that 
Notice that all the constants c 1 , c 2 , c 4 , c 5 , c 6 and the integer M are dependent only on λ 1 , λ n and possibly the dimension n. From φ k ≤ η g k , (2.28), (2.29) and g k+l ≤ c M 2 g k , we know that there exists some constant c 7 , which depends only on λ 1 , λ n and the dimension n, such that
Taking c 3 = min{
To complete the proof, we define a subsequence {k i } with k 1 = 2 for Algorithm 2.1. If k i has been decided, we choose
By the analysis in the previous paragraph, we know that this is possible. It then follows that
with
From the above relation and (2.10), we know that g k and hence g k converges to zero R-linearly.
The importance of Theorems 2.2 and 2.3 is in that, to guarantee the well-definition of Algorithm 2.1 and inherent the R-linear convergence of the (exact) BB method, the calculation error of the gradient can be less than some constant proportion of the gradient norm. The constant depends only the dimension n and the minimal and maximal eigenvalues of the matrix A. However, the current estimate to the constant η in the proof of Theorem 2.3 may be very small, since the integer M can be very large. In practice, the choice of the value η is optimistic, as will be seen in our numerical experiments of Section 4.
As one application of Theorem 2.3, we can show that the (exact) BB method is locally R-linearly convergent for twice continuously differentiable functions. Suppose that f (x) is the function to be minimized and x * is a point at which ∇f (x * ) and its Hessian H * is positive definite. Then at some neighbourhood of x * , the (exact) BB method for the minization of f (x) can be regarded as the inexact BB method for minimizing the following quadratic
In the case that f is twice continuously differentiable, it is not difficult to establish the relation
Hence the condition (2.6) must be satisfied when x k tends to x * and hence Rlinear convergence can be established. This remark weakens the assumption that the objection function f is two times Lipschitz continuously differentiable for the CBB method in [12] , in which case the following relation holds
2 ). (2.37)
Inexact BB method for saddle point problems
The Uzawa algorithm for the saddle point problem (1.1) requires the solution of a linear system at each iteration (see Step 2 of Algorithm 1.1). In practice, it is usually expensive to solve the subproblem exactly. Elman and Golub [16] proposed to replace Step 2 of Algorithm 1.1 by
where the vector δ k is the residual of the approximation solution u k+1 to the system Av = f − B T p k . They suggested that a natural choice for the magnitude of δ k is
This is because the quantity Cp k−1 − Bu k + h is the residual of the second block row of (1.1) for the approximation solution pair (u k , p k−1 ) and this quantity has already been calculated for the update of p k in the previous step.
If the subproblem at Step 1 of Algorithm 1.1 is exactly solved, we obtain the exact residual to the system (1.3):
When the subproblem is solved inexactly by (3.1), the inexact gradientg k can be written asg
From (3.2) and the first equality of (3.4) with k replaced by k − 1, the error vector δ k is required to satisfy
Combining the BB method and the inexact idea of Golub and Elman, we give an inexact BB algorithm for saddle point problem (1.1).
Algorithm 3.1 (Inexact BB algorithm for saddle point problems)
Step 1. Initialize k = 0 and p 0 ∈ m . Choose some big constant ρ > 1 and
Step 2. Compute u k+1 such that
Step 3.
Step 5. Calculate
and goto Step 2.
The introduction of the constant ρ > 1 ensures that the stepsizeα k and hence Algorithm 3.1 is well defined. The previous section considers the inexact BB algorithm under the assumption (2.6). For Algorithm 3.1, however, we have by (3.4) and (3.5) that
Since it is possible that g k can be arbitrarily smaller than g k−1 in the (exact) BB method and hence it is likely that g k is far smaller than g k−1 , (3.6) does not imply (2.6) for any small constant τ . Therefore we cannot establish the R-linear convergence of Algorithm 3.1 directly from Theorem 2.3. At the same time, we can see that unlike (2.6), the condition (3.6) cannot ensure the descent property of −g k at every iteration.
The above difficulties can be circumvented by noticing that if g k is significantly less than g k−1 , then a good approximationg k of the gradient g k has been obtained. On the other hand, it follows from (2.
Here and below we assume that ρ is a very large constant such that
The above relation and λ 1 ≤ λ n implies that λ n ρ ≥ 2. From (3.6), we have
The relations (3.7) and (3.9) hint us that, to establish the R-linear convergence of Algorithm 3.2, we need to consider a subsequence of k i such that the approximation gradientsg k i −1 andg k i have some properties simultaneously.
Theorem 3.2 Consider Algorithm 3.1 for saddle point problem (1.1) under the conditions (2.6) and (2.8). Assume that ρ is a big constant that satisfies (3.8). Then there exists some positive constant τ 1 , which depends only on λ 1 , λ n and the dimension n, such that if (3.5) holds for all k and τ ≤ τ 1 , the algorithm either gives the solution in finite iterations or converges to the solution R-linearly.
Proof Similarly to the proof of Theorem 2.3, we find some constant c 3 ∈ (0, 1) and integer m which depend only on λ 1 , λ n , the dimension n and the parameter ρ such that, if ξ j ≤ η g j for all j and if η ≤ c 3 , then for any index k, there exists some integer m ≤ M satisfying g k+m ≤ 2 3
M. Then if ξ j ≤ η g j for all j and if η ≤ c 3 , then for any index k, there exists some integer m ≤ M 1 such that
Now we denote the constants g k−1 for all k ≥ 1 and { g k } is a Q-linear convergence sequence. Assume that for some i ≥ 1, k i has been chosen with the property
By this, (3.9) andη ≤ 2 3 and using the induction principle, it is not difficult to show that 
(3.14)
We then take k i+1 to be the least integer that is not less than k i + m + 1 and satisfies g k i+1 ≥ If k i+1 = k i + m + 1, we have by (3.7), (3.14), (3.13), (3.11), m ≤ M 1 and the definition ofη that
The facts that c 3 ∈ (0, 1) and λ n ρ ≥ 2 are also used for the last inequality.
It follows by (3.7), (3.16), (3.11) and the fact that 3η ≤ λ n ρ that
Combining the two possible cases of k i+1 and noting that m ≤ M 1 , we always have the following relation
Denote the constant c 9 = (
. Since M 1 ≥ 1, we have that 2 3 < c 9 < 1. With the choice of c 9 , we can show by (3.18) 
The recursion of this relation leads to
In addition, by (3.13), the definition of k i+1 and m ≤ M 1 , it is not difficult to see that
Therefore we know by (3.19) and (3.20) that
which implies that { g k } and hence by (3.9), { g k } are R-linearly convergent.
q.e.d
Again, the proof to Theorem 3.2 provides a pessimistic estimate to the largest admissible value to τ 1 . Nevertheless, the numerical experiments in the next section show that τ 1 and henceη can be much larger.
Numerical Experiments
Our numerical experiments in this section are divided into two parts. In the first part, we test Algorithm 2.1 with the inexactitude case (3.6) for random symmetric and positive definite linear systems. Specifically, we observe how the value ofη in (3.6) influences the performance of the algorithm and how its choice depends on the problem dimension n and the smallest eigenvalue λ 1 and the condition number κ of the matrix A. 
and ω 1 , ω 2 and ω 3 are unit vectors generated by the uniform distribution in n and D is a diagonal matrix. Given the smallest eigenvalue λ 1 and the condition number κ, the i-th diagonal entry D i,i of the matrix D is set to
To generate the right hand term b, we randomly generate a solution
The starting point is x 0 = 0. Given t min , t max and some positive integer nη, we tested the inexact BB method with the inexactitude case (3.6) using the following values forη:
Since g −1 is not available for the first iteration, we assumed that g −1 = 0, which means that the exact gradient g 0 is used. The initial stepsize is set to be the Cauchy stepsize α 0 = g T 0 g 0 /g T 0 Ag 0 as in Step 1 of Algorithm 2.1. For k ≥ 1, to generate an approximationg k of the exact gradient g k , we first generate a random vector v k and then set
The above choice ofg k is such that the equality in the relation (3.6) holds. Although the condition (3.6) cannot guarantee the descent property of −g k , Theorem 3.2 tells us that the inexact BB method still converges and the convergence rate is R-linear.
In our tests, we fix t min = 10 −3 , t max = 0.5 and nη = 100 and observe the influence of κ, n and λ 1 . For each value of κ, n and λ 1 , we do 100 tests and use the stopping condition
where the exact gradient is used for the purpose of comparison. All tests for this part were done with MATLAB 6.5.0. At first, to observe the influence of κ, we fix n = 100 and λ 1 = 1 and use the following three values for κ: 10 2 , 10 3 and 10 4 . For j = 1, . . . , nη, we denote by Iter(j) the average iteration numbers of the 100 tests required for the inexactitude rule (3.6) withη =η j . For the three different values of κ, Figure 4 .1(a) plots the corresponding curves Iter(j)/Iter(1) vsη j . Secondly, we fix κ = 10 3 and λ 1 = 1 and vary the problem dimension n to be 10 2 , 10 3 and 10 4 , respectively. Thirdly, we fix κ = 10 3 and n = 10 2 and vary the minimal eigenvalue λ 1 to be 0.1, 1 and 10, respectively. See Figures  4.1(b) and 4.1(c) for the corresponding curves. Considering the log scale of the horizontal axis, we can see from the three figures that basically, as the inexactness parameterη increases, the required average iteration number is linearly increases and hence the R-linear factor of the inexact BB algorithm is linearly decreasing. The decrement of the R-linear factor is strongly affected by the condition number of the problem, but has little relation with the problem dimension or the minimal eigenvalue of the coefficient matrix A. In the numerical sense, this feature resembles to that of the inexact Uzawa algorithm, whose Q-linear factor mainly depends on κ andη (see Theorem 
in [16]).
A comparison was also made between the inexact BB algorithm and the inexact Uzawa algorithm. In this case, we fix n = 100, κ = 10 3 and λ 1 = 1. Therefore the only difference between the two algorithms is the choice of the stepsize α k . The inexact Uzawa algorithm uses (1.5), which means that α k ≡ 2/101, whereas the inexact BB algorithm decides the stepsize according to the information at the most recent two points except the initial stepsize is chosen to be the Cauchy stepsize. In Figure 4 .2, we plot the curves of the required average iteration numbers Iter(j) vsη j . From the figure, we can see that the inexact BB algorithm is far more efficient than the inexact Uzawa algorithm. In the case whenη =η 1 = 10 −3 , to reach the stopping condition (4.3), the inexact BB algorithm and the inexact Uzawa algorithm requires 242.6 and 5983.5 iterations on the average. From Figure 4 .2, we can also see that the influence of the inexactness parameterη is similar to the performance of the two algorithms.
In the second part of our numerical experiments we test Algorithm 3.1 on saddle point problems arising from the finite element discretization of Stokes equations.
Problem 4.2. This problem is related to the Stokes equations:
We discretize (4.4) in the same way as that in [16] . In this experiment, we vary τ to see the influence of the inexactitude of the subproblem on the performance of Algorithm 3.1. For each value of τ , we generate 20 random experiments and observe the average performance of Algorithm 3.1. Note that the purpose of this work mainly focuses on the inexact BB method used for computing p k . For ease in coding, we simply use the (exact) BB method with no preconditioner to solve the subproblem for u k+1 (see Step 2 of Algorithm 3.1). It is certain that other methods possibly with some preconditioner can be used to solve the subproblem, for example conjugate gradient methods or other gradient methods. Considering the special structure of A, some other effective iterative or direct methods can be also found. When the (exact) BB method is used for the subproblem, at least one step is computed. The maximal iteration number, INMAX say, for the subproblem is set to 100. If this number is exceeded, the inner solver exits with the point having the minimal residuals. Here we note that some other values were also used for INMAX, for example, 250 and 400. However, the difference between the numerical results is not significant.
The tests on Problem 4.2 and the next problem were done with Matlab 7.1.0. We list the numerical results on Problem 4.2 in Table 4 .1, where "# OUT" means the average number of outer iterations, "# In" stands for the average number of inner iterations per outer iteration and "time" is the required average CPU time in second. Listed in the last column is the number of outer iterations required by the inexact Uzawa algorithm with the same value of τ for the problem, which can be found in [16] (only the case d = 1/32 is available). Table 4 .1 indicates that as τ increases, the average number of outer iterations increases and the cost for inner iteration decreases. In this experiment, the suggested value for τ is 1/4. From the table, we also see that the inexact BB algorithm requires less than one half of the outer iterations by the inexact Uzawa algorithm. This means that if the same solver is used for the subproblem, the inexact BB algorithm, which does not need to estimate the minimal and maximal eigenvalues of A, is even faster. [7] and [6] . More exactly, a piecewise constant function on the adjacent blocks on uniform square mesh of width d is used:
The discretization leads to the saddle point problem (1.1) with n = 2( The numerical experiments on Problems 4.2 and 4.3 suggest that the inexact BB algorithm is an efficient alternative to the inexact Uzawa algorithm. On the other hand, due to its nonmonotonic feature, the BB algorithm might not be a good option for the inner solver. Further numerical experiments are still required to understand the behavior of the BB algorithm.
Conclusions and discussions
In this paper, we have analyzed the inexact BB method with the inexactitude rules (2.6) and (3.6). The analysis with the rule (2.6) could help us in understanding the (exact) BB method for unconstrained optimization, since the latter can be regarded as an inexact BB method for some quadratic function if x k tends to x * . Consequently, we are able to prove that the (exact) BB method is locally R-linearly convergent for twice continuously differentiable functions, a result stronger than the one in [12] for the cyclic BB method. Another interesting point with the BB method is that, in the previous analysis of the BB method, the nonmonoticity is introduced by the choice of stepsize α k . Since the inexactitude rules (2.6) allows the possibility that −g k is an uphill search direction, Theorem 3.2 tells us that it would be also fine to introduce some suitable nonmonoticity in choosing search directions without affecting the R-linear convergence.
To adapt the inexact BB algorithm for solving saddle point problems, we also analyzed the rule (3.6) carefully and provide R-linear convergence result in the case. These analyses are based on those with the inexact rule (2.6). However, our theoretical analyses cannot provide a good estimate for either the parameter η in (2.6) or theη in (3.6), although our numerical experiments show that the latter one can be as large as the one in the inexact Uzawa algorithm. It still remains under study how to estimate the parameters η and η theoretically. The good solution of this problem is related to the question how to establish theoretical evidence showing that the (exact) BB method is faster than the Uzawa algorithm or the steepest descent method in the any dimension case. Some evidence in low dimensions has been established in [3] and [11] .
To solve the saddle point problems (1.1), the references [7] , [9] and [2] introduce some preconditioner for the inexact Uzawa method:
where Q andQ are some approximation to A andĀ = BA −1 B T + C as before. Some extensions are also made to the case when A, B and C are nonlinear operators. Since the BB method does not need to estimate any eigenvalue of the coefficient matrix and is far better than the Uzawa algorithm or the steepest descent method, it might be worthwhile to study the above issues with the inexact BB methods. As the referees commented, the use of preconditioning is indepensible in building fast and pratical methods (here we should note that the preconditioning technique was used to the BB method first by Molina and Raydan [24] ). On the other hand, there have been many contenders of the BB stepsize (1.8), see [19] and [11] for example. Our future work is then to establish an efficient inexact and preconditioning BB-like method for saddle point problems.
