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vRÉSUMÉ
Les systèmes avioniques modernes sont des systèmes distribués complexes et évolutifs. Ces
systèmes sont conçus d’une manière itérative en intégrant à chaque itération une ou plusieurs
fonctionnalités. L’ajout de nouvelles fonctionnalités impose des coûts supplémentaires de re-
configuration de telle sorte que l’ensemble du système soit conforme aux exigences temps-réel.
Ces systèmes reposent également sur l’adoption d’un protocole de communication détermi-
niste tel que le protocole AFDX. Ce dernier est utilisé dans les avions modernes tels que l’A380
de Airbus et le B787 de Boeing. Il repose sur une communication asynchrone avec limitation
de la bande passante. Ce mécanisme permet d’assurer des délais finis de communication. La
recherche de plus de déterminisme a poussé la communauté scientifique à chercher d’autres
alternatives à AFDX. Le standard Time-triggered Ethernet constitue une bonne alternative.
En plus de la communication asynchrone à bande passante limitée, il définit également une
communication synchrone.
Suivant le type de communication, les approches de vérification des exigences temps-réel
diffèrent. Pour analyser les flux asynchrones, on utilise principalement des approches ana-
lytiques. Elles assurent un bon compromis entre performance et pessimisme. Pour les flux
synchrones, on s’appuie plutôt sur le formalisme de contraintes pour synthétiser un ordon-
nancement faisable. La combinaison des deux flux constitue un défi en termes de vérification.
De plus, les approches de vérification définies ne modélisent ni l’aspect évolutif ni la notion
coût.
Nous définissons dans le cadre de cette thèse une méthodologie à base de formalisme de
contraintes pour l’intégration itérative des fonctionnalités avioniques. Cette méthodologie
a pour objectif de synthétiser une nouvelle configuration optimale des fonctionnalités syn-
chrones et également d’analyser les flux asynchrones. Pour ce dernier, nous supprimons le
pessimisme introduit par les approches analytiques. Afin d’atteindre ces objectifs, nous pro-
posons un modèle formel de l’architecture avionique communicant à travers un réseau TTE-
thernet ainsi qu’un modèle de configuration associé. Pour assurer les différentes exigences
temps-réels, nous formalisons dans ce modèle un ensemble de contraintes. Nous nous intéres-
sons par la suite en une première partie à intégrer les fonctionnalités avioniques synchrones
puis à intégrer les différents flux synchrones et asynchrones. Afin d’éviter les risques d’erreurs
suite à un codage manuel du programme par contraintes, nous proposons dans une troisième




Modern avionics systems are complex and evolving distributed ones. They are designed iter-
atively by integrating at each iteration one or more functionalities. Adding new functionality
may impose additional reconfiguration costs so that the whole system complies with the real-
time requirements. These systems also rely on the adoption of a deterministic communication
protocol such as AFDX. The latter is used in modern aircrafts such as the Airbus A380 and
the Boeing B787. It relies on asynchronous communication with bandwidth limitations. This
mechanism ensures finite communication delays. The search for more determinism encourage
the scientific community to look for other alternatives to AFDX. The Time-triggered Ether-
net standard is a good alternative. In addition to asynchronous communication with limited
bandwidth, it also defines synchronous ones.
Depending on the type of communication, verification approaches of real-time requirements
differ. To analyze asynchronous flows, we mainly use analytical approaches. They ensure
a good compromise between performance and pessimism. For synchronous flows, we rely
instead on constraint formalism to synthesize a feasible scheduling. The combination of the
two flows is a challenge in terms of verification. In addition, defined verification approaches
do not model neither the evolving aspect nor the cost concept.
We define, in this thesis, a methodology based on constraint formalism for the iterative in-
tegration of avionics functionalities. This methodology aims to synthesize a new optimal
configuration of synchronous functionalities and also to analyze asynchronous flows. For this
latter, we suppress the pessimism introduced by analytical approaches. To this aim, we pro-
pose a formal model of architecture communicating avionics through a TTEthernet network
as well as an associated configuration model. To ensure the different real-time requirements,
we formalize in this model a set of constraints. We are interested in a first part to integrate
the synchronous avionics functionalities then to integrate the different synchronous and asyn-
chronous flows. To avoid the risk of errors following manual coding of the constraint program,
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1CHAPITRE 1 INTRODUCTION
Les années 70 ont marqué l’histoire de l’avionique par un avènement technologique. Ce progrès
est survenu suite à l’intégration des systèmes numériques embarqués qui ont commencé déjà à
remplacer les vieux systèmes analogiques (Gangl, 2006). De nos jours, les avions reposent de
plus en plus sur leurs systèmes embarqués. Ces systèmes intègrent plusieurs fonctionnalités
allant de la plus critique tel que le contrôle de fuel, le contrôle du vol au moins critique
tel que le divertissement des voyageurs. L’importance de ces systèmes embarqués dans les
avions modernes se confirme aussi de point de vue du coût budgétaire. La part du coût de
développement de ses systèmes du coût total de développement des avions est estimée à
35− 40% pour les avions civils et à 50% pour les avions militaires (Bieber et al., 2012).
Mis à part de ces coûts de développement importants, les systèmes avioniques sont en évolu-
tion continue et le nombre de fonctionnalités à intégrer ne cesse d’augmenter au fil du temps.
À titre indicatif, le nombre de lignes de code des fonctionnalités embarquées dans l’avion a
augmenté d’une centaine dans les années 80 à une échelle de 105 dans les années 2010 avec
l’apparition du A380 (Chuyanov et al., 2014). L’intégration de nouvelles fonctionnalités peut
exiger de reconfigurer le système avionique pour que l’ensemble des fonctionnalités répondent
aux exigences temps-réels critiques. Cette reconfiguration induit des coûts supplémentaires
dus à la recertification et/ou l’allocation des ressources supplémentaires. La maitrise des
coûts est ainsi devenue une préoccupation majeure des avionneurs pour avoir des avions plus
compétitifs sur le marché.
L’essor de l’avionique embarqué a bien commencé avec le développement de l’architecture
fédérée (Watkins and Walter, 2007). Cette architecture se caractérise par la présence de
fonctions inter-connectées et qui disposent de leurs propres ressources. Néanmoins, elle a
connu ses limites avec l’augmentation du nombre de fonctionnalités, le coût de maintenance
qui est devenu si élevé et le poids des différents équipements qui devient assez contraignant
même de point de vue conceptuel.
Afin de surpasser ces limites, les avionneurs se sont tournés vers un nouveau modèle d’archi-
tecture qui favorise plutôt le partage des ressources. C’est dans ce contexte que l’architecture
avionique modulaire intégrée notée IMA (ARINC, 2006) est devenu un nouveau standard.
Elle est basée essentiellement sur le concept de ressources modulaires qui sont partagées
par quelques fonctions en évitant toute interférence entre elles. Les fonctions ainsi exécu-
tées peuvent avoir différents niveaux de criticité et pour des raisons de sûreté elles doivent
être isolées les unes des autres. On les appelle ainsi partition et l’isolation est faite par des
2mécanismes d’isolement spatial et temporel. L’isolement spatial est assuré par l’assignation
statique de toutes les ressources du module à la partition et l’isolement temporel est plutôt
implémenté par l’allocation d’une fenêtre de temps périodique pour l’exécution de chaque
partition (ARINC, 2006).
L’adoption de l’architecture modulaire qui favorise le partage a son impact sur le réseau. Les
liens de communication point-à-point doivent aussi évoluer vers des réseaux partagés. Ether-
net constitue un standard célèbre pour les réseaux partagés. Ce dernier est largement utilisé et
a prouvé sa fiabilité et son applicabilité dans un large spectre de domaines. Malheureusement,
ce protocole ne garantit pas les exigences temps-réel strictes pour les applications critiques.
Les messages transmis à travers des réseaux Ethernet n’ont pas la garantie d’atteindre leurs
destinations dans les délais fixés.
La nécessité de trafic prédictible a ainsi poussé vers l’exploration de possibles extensions tel
que l’Avionics Full DupleX switched ethernet (AFDX) (ARINC, 2009). Ce protocole repose
sur le principe de limitation de la bande passante destinée pour la communication de chaque
nœud. Ainsi, les scénarios de congestion et la perte des messages sont évités et la garantie de
l’arrivée de ces derniers à destination dans des délais finis est assurée. AFDX est utilisé dans
les avions modernes tels que le A380 d’Airbus et le B787 de Boeing.
La quête de plus de déterminisme a poussé la communauté scientifique à chercher d’autres
alternatives à AFDX. C’est dans ce contexte que Time-Triggered Ethernet (TTEthernet)
(SAE, 2011) a vu le jour et adopté comme nouveau standard. En plus de la communication
asynchrone avec limitation de bande passante notée Rate-Constrained (RC), TTEthernet
définit un autre type de trafic déclenché par le temps noté Time-Triggered (TT). La commu-
nication peut être activée à des instants fixes dans le temps. Un des avantages de TTEthernet
est que la combinaison du trafic RC et TT est possible. Les applications ainsi définies sur les
réseaux AFDX sont en parfaite compatibilité avec des réseaux TTEthernet.
Plusieurs approches ont été proposées pour valider les exigences temps-réel de ce type de
réseaux. Pour le trafic RC, le calcul réseau (Cruz, 1991a,b; Zhao et al., 2017) et l’approche
par trajectoire (Martin and Minet, 2006) sont les principales approches utilisées pour borner
les délais de transmission au pire cas. Ces bornes sont utilisées pour prouver que les trafics
RC ne violent pas leurs exigences de dates limites.
Malheureusement, ces approches ne conviennent pas pour synthétiser un ordonnancement
pour les flux TT déterministes. Les techniques de programmation par contraintes sont main-
tenant largement utilisées pour synthétiser de tels ordonnancements. Avec le formalisme de
contraintes, les exigences sont modélisées par un ensemble de contraintes et une solution
pour le système de contraintes fournit un ordonnancement faisable. La diversification des
3approches utilisées pour la vérification des flux TT et RC rend ainsi la recherche d’un or-
donnancement faisable qui vérifie les exigences temps réels pour ces deux types de trafic une
tâche difficile.
D’autre part, les approches définies pour vérifier les flux RC et mentionnées ci-dessus sont
analytiques. Ces approches reposent sur des hypothèses pessimistes pour analyser les pires
cas de transmission. Ainsi, la suppression de ce pessimisme en adoptant une approche de
vérification exacte constitue aussi un défi en tant que tel.
D’une autre perspective, c’est non seulement les systèmes avioniques qui sont en évolu-
tion continue, mais leur méthode de développement est aussi incrémentale. On affirme dans
(Nam et al., 2014) que pour minimiser le besoin de reconcevoir et de recertifier, les nouvelles
fonctionnalités sont ajoutées d’une manière incrémentale. D’où la naissance du concept de
certification incrémentale avec l’A380 (Andrillon, 2008) qui stipule que l’ajout de nouvelles
applications logicielles n’implique pas de recertifier tout le système.
À notre connaissance, les approches de vérification présentées dans ce cadre ne suivent pas
cette nouvelle tendance de conception. En effet, elles ne modélisent ni l’aspect incrémental ni
le coût de reconfiguration. Ces dernières s’intéressent à la vérification des exigences temps-réel
d’un système en entier et optimisent d’autres critères que le coût de reconfiguration.
Objectifs de recherche
Nous fixons dans le cadre de cette thèse comme objectif de définir une approche qui permet
de synthétiser un ordonnancement faisable tout en vérifiant les exigences temps-réel pour les
fonctionnalités communicantes avec des trafics TT et RC. Cette approche cherchera aussi
à supprimer le pessimisme introduit par les approches analytiques. Elle doit également mo-
déliser l’aspect incrémental et les coûts de reconfiguration de ces systèmes. Nous nommons
cette approche par : approche d’intégration itérative des systèmes avioniques communicants
en mode synchrone et asynchrone.
L’approche d’intégration itérative illustrée par la figure 1.1 résout le problème défini comme
suit. Étant données les entrées suivantes :
— Un ensemble de fonctionnalités déjà intégrées qui peuvent communiquer soit en mode
synchrone ou asynchrone.
— L’ordonnancement des partitions IMA et du trafic TT des fonctionnalités déja intégrées
et établi en mode déconnecté.










système qui minimise le coût
de reconfiguration
Figure 1.1 Approche d’intégration itérative
synchrone et asynchrone
Peut-on intégrer les nouvelles fonctionnalités ? Si oui, quel pourrait être une nouvelle confi-
guration optimale du système qui minimise les coûts de reconfiguration ? Les coûts peuvent
exprimer ici les ressources dépensées sur la reconfiguration et/ou la certification dues aux
modifications introduites durant le processus d’intégration. Une nouvelle configuration du
système se caractérise par le nouvel ordonnancement IMA et du trafic TT.
Méthodologie
Comme le montre la figure 1.1, nous découpons notre problème en deux sous-problèmes. Le
premier sous problème consiste à trouver une formalisation à base de contraintes pour le
problème d’intégration itérative. Afin de maitriser la complexité de ce sous-problème, nous
étudions dans une première partie l’intégration des fonctionnalités avioniques communicantes
en mode TT et nous abordons dans une deuxième partie l’intégration itérative des flux TT
et RC. Quant au deuxième sous-problème, il fait l’objet de notre troisième partie de la thèse.
Il consiste a générer automatiquement à partir d’une spécification du problème d’intégration
le programme d’intégration adéquat pour générer une nouvelle configuration optimale.
Contributions de la thèse
Nous détaillons dans cette section les différentes contributions pour chaque partie de la thèse.
5Contribution 1 : Intégration itérative des fonctionnalités avioniques communi-
cantes en mode TT. Nous présentons dans cette partie un modèle formel pour les sys-
tèmes avioniques IMA déployés sur une architecture IMA. Nous présentons également un
modèle de configuration pour ce type de système qui capte son aspect évolutif en formali-
sant le processus d’intégration. En nous basant sur ce modèle formel, nous définissons deux
ensembles de contraintes. Un premier ensemble, dit ensemble de contraintes dures, vérifie la
compatibilité avec les standards IMA et TTEthernet ainsi que les exigences de latence et un
deuxième ensemble de contraintes, dites souples, servent à minimiser les coûts de reconfigura-
tion. Considérant l’ensemble des contraintes dures et souples, nous caractérisons formellement
notre approche à base de formalisme Satisfiability Modulo Theories (SMT) pour l’intégra-
tion des fonctionnalités avioniques communicantes en mode TT. Cette approche satisfait les
contraintes dures et minimise les coûts associés aux contraintes souples.
Contribution 2 : Intégration itérative des flux déclenchés par le temps et à quo-
tas limités. Nous présentons, dans cette partie, une spécification formelle d’un ensemble
complet de contraintes représentant les exigences temporelles et d’intégration des communi-
cations TT et RC. Nous définissons également une nouvelle approche incrémentale à deux
phases et basée sur le formalisme de contraintes pour l’optimisation de l’intégration des flux
TT et RC. À la différence des approches analytiques présentés pour l’analyse de l’ordon-
nançabilité des flux RC, l’approche de programmation par contrainte que nous présentons
enlèvera le pessimisme. Nous présentons également une heuristique qui améliore la résolution
du problème d’optimisation et nous discutons l’utilité de notre heuristique à travers un cas
d’étude.
Contribution 3 : Approche d’ingénierie dirigée par les modèles pour la génération
automatique des contraintes d’integration itérative. Nous présentons dans cette
partie une approche d’ingénierie dirigée par les modèles qui fournit les abstractions nécessaires
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Plan de la thèse
Cette thèse est organisée en cinq chapitres. Nous présentons dans le chapitre 2 les notions
préliminaires nécessaires pour la compréhension de la thèse. Dans le chapitre 3, nous exa-
minons différents travaux de recherches liés à notre problématique. Nous présentons dans le
chapitre 4 notre approche d’intégration itérative des fonctionnalités communicantes en mode
TT. Nous développons par la suite dans le chapitre 5 notre approche d’intégration des dif-
férents flux TT et RC. Nous exposons dans le chapitre 6 notre approche à base d’ingénierie
dirigée par les modèles pour la génération automatique des programmes d’intégration et nous
concluons dans le chapitre 7 la thèse.
7CHAPITRE 2 NOTIONS PRÉLIMINAIRES
Nous présentons dans ce chapitre les notions préliminaires nécessaires pour la compréhen-
sion de cette thèse. Nous présenterons dans la section 2.1 deux approches pour la conception
des systèmes temps-réels distribués. Ceci nous permettra dans la section 2.2 de présenter
l’architecture déclenchée par le temps. Dans la section 2.3, nous nous intéresserons particu-
lièrement aux concepts de l’architecture avionique modulaire intégrée. Ceci nous mènera dans
la section 2.4 à étudier les protocoles de communication AFDX et TTEthernet qui sont bien
adaptés avec une telle architecture. Le protocole TTEthernet définit des flux qui ne suivent
pas le même mode de transmission. Ainsi, nous introduirons dans la section 2.5 différents
techniques d’intégration des flux. Nous présenterons dans la section 2.6, les concepts de base
de l’ingénierie dirigée par les modèles. Par la suite, nous nous intéresserons aux formalismes
de résolution par contraintes. Pour ce faire, nous présenterons dans la section 2.7 la satisfia-
bilité modulo théories et dans la section 2.8 les concepts de base de la programmation par
contraintes. Vers la fin, nous présenterons dans la section 2.9 différentes techniques d’analyse
d’ordonnannçabilité des flux RC.
2.1 Approches de conception des systèmes temps réels distribués
Suivant les mécanismes de déclenchement d’exécution des tâches et de la communication,
les systèmes temps-réels distribuées peuvent être conçues suivant deux approches : systèmes
déclenchés par le temps notés TT et systèmes déclenchés par des évènements notés Event-
Triggered (ET) (Kopetz, 1991).
Dans un système ET, les activités du système sont déclenchés suite à l’occurrence d’évène-
ments significatifs. Un évènement significatif se définit dans (Kopetz, 1991) comme étant un
changement d’état d’un objet ou d’une entité temps réel et que ce changement doit être traité
par le système. D’une manière générale, dans un système ET, les évènements significatifs sont
implémentés par le mécanisme d’interruptions qui notifient l’unité de contrôle de l’occurrence
de ces évènements. Contrairement aux systèmes ET, dans les systèmes TT, les activités sont
initiées à des points prédéfinis dans le temps. L’ordonnancement du système se fait en mode
déconnecté et ceci avant même le déploiement.
Une comparaison entre les deux approches a été établie dans (Kopetz, 1991) et (Wajs and
P., 2003). Dans les systèmes TT, chaque tâche est observée d’une manière périodique. Bien
évidemment, ceci suppose la définition d’un monde périodique. Les systèmes ET sont plus
8flexibles vu l’aspect dynamique d’exécution et de communication. Par contre, les systèmes TT
sont plutôt déterministes et prédictibles. En termes d’utilisation des ressources, généralement
les systèmes ET garantissent une meilleure utilisation vu que les fenêtres de temps dans le
modèle déclenché par le temps doivent être assez larges pour prévoir une charge maximale.
La définition du modèle déclenché par le temps nous conduit à définir dans la section suivante
le modèle d’architecture déclenchée par le temps notée Time-Triggered Architecture (TTA).
2.2 Architecture déclenchée par le temps
La TTA a été introduite par le groupe de Herman Koepetz à TU de Vienne et commercia-
lisée par la suite par la société TTTech. L’architecture TTA (Kopetz and Bauer, 2003) se
définit comme étant une infrastructure informatique pour la conception et l’implémentation
des systèmes embarqués distribués essentiellement à sureté critiques et avec environnements
dépendants. Une architecture TTA se caractérise par la distribution des applications sur des
ensembles de nœuds et de grappes presque autonomes. Elle repose aussi sur la définition d’un
protocole de communication déclenché par le temps noté Time-Triggered Protocol (TTP).
Le TTP offre un service de synchronisation des horloges tolérant aux fautes offrant ainsi un
service de communication synchrone et sans congestion. Le temps global dans le cadre d’une
architecture TTA sert à définir une interface entre les différentes applications distribuées
dont le but est de simplifier leurs communications, garantir leurs rapidités et de détecter
rapidement les erreurs. Par la suite, plusieurs protocoles déclenchés par le temps ont vu le
jour et pour des besoins divers. On cite FlexRay (Consortium et al., 2005) pour l’industrie
automobile et TTEthernet (SAE, 2011) pour le domaine aérospatial. Nous nous intéressons
particulièrement dans le cadre de cette thèse au protocole TTEthernet. Avant de détailler les
concepts de base de TTEthernet, nous introduisons dans la section suivante les concepts de
base de l’architecture avionique modulaire intégrée notée IMA.
2.3 L’architecture avionique modulaire intégrée : IMA
IMA a été adoptée dans les années 90 comme modèle d’architecture pour les systèmes avio-
niques. Ce type d’architecture repose sur la définition d’un certain nombre de modules de
calculs capables de supporter plusieurs applications. Les applications hébergées sur des mo-
dules distants peuvent communiquer les unes avec les autres à travers un réseau partagé.
Un système IMA interagit avec son environnement à travers un ensemble de capteurs et
d’actionneurs. Ces capteurs et ces actionneurs ayant leurs propres formats de données sont
connectés sur un système avionique à travers un type de module particulier appelé Remote
9Data Concentrator (RDC). Les RDC jouent le rôle de convertisseurs de données dans le
format adéquat.
L’architecture avionique est centrée sur deux modèles essentiels : Le modèle d’exécution des
modules distribués et le modèle de communication (Lauer, 2012). Le modèle d’exécution
décrit comment les fonctions sont exécutées dans les modules distribués. Ce modèle est défini
par la spécification IMA, standardisée sous la norme ARINC653 (ARINC, 2006). Quant au
modèle de communication, il spécifie plutôt comment les données sont transmises entre les
divers nœuds distribués. Nous réservons la section 2.4 à présenter les détails de communication
d’un système avionique et nous nous intéressons dans le reste de cette section à présenter
d’une manière globale le fonctionnement d’un système IMA. Dans le reste de cette section,
nous détaillons dans une première partie le modèle d’exécution IMA. Dans une deuxième
partie, nous illustrons à travers l’exemple d’un sous système du système de gestion de vol
noté FMS le fonctionnement global d’un système avionique ainsi que l’exigence de latence
dont nous chercherons à vérifier par notre approche d’intégration itérative.
2.3.1 Modèle d’exécution IMA
L’architecture IMA repose sur la définition des modules distribués. Chaque module est un
processeur sur lequel plusieurs partitions peuvent être exécutées. L’ordonnancement des par-
titions au sein du même module est répété périodiquement. Une telle période est nommée le
MAF (MAjor Frame) et la longueur de la MAF est l’hyper-période d’ordonnancement notée
par HP. Elle est définie comme étant le plus petit multiple commun des périodes des parti-
tions au sein du module. La figure 2.1 illustre l’ordonnancement de deux partitions notées P11
et P12 du module M . Chaque partition comme le montre la figure est caractérisée par trois







Figure 2.1 Un exemple d’ordonnancement IMA
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Les partitions déployées dans des modules distants collaborent les unes avec les autres pour
assurer une fonctionnalité spécifique. La communication entre diverses partitions est assurée
par le moyen de deux types de réseaux que nous détaillerons dans la prochaine section.
Nous introduisons aussi dans la prochaine section le fonctionnement global d’un système
avionique à travers l’exemple d’un sous-système du FMS et nous illustrons par la même
occasion l’exigence de latence du système.
2.3.2 Système IMA : Illustration et Exigence de latence
Nous présentons dans cette section un exemple de système IMA qui représente un sous-
système du système de gestion de vol FMS. Cet exemple est pris de (Lauer, 2012). Il sert à
contrôler l’affichage des informations statiques de la navigation dans les écrans des pilotes.






























































Figure 2.2 Système IMA : Exemple du FMS
Deux partitions KU i (i = 1; 2), Keyboard and cursor Unit, envoient des requêtes de demande
d’information du waypoint provenant du pilote et du copilote. Chaque requête est transmise
à FM 1 et FM 2, les deux partitions Flight Manager. Chaque FM envoie séparément des
requêtes pour le NDB, Navigation DataBase, à travers une communication mono diffusion
pour récupérer les informations du waypoint. Chaque FM i (i = 1; 2) transmet le résultat de la
requête à son MFDi (Multi Functional Display ) associé, qui à son tour affiche l’information
dans l’écran correspondant. Les trames sont notées par fi (i = 1; · · · ; 7). L’ensemble des
partitions du FMS et le flux de données entre eux permettent d’assurer la fonctionnalité de
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gestion de vol. Nous dénotons ainsi cet ensemble par chaine fonctionnelle et nous l’illustrons



















Figure 2.3 Chaine fonctionnelle du FMS
Dans (Lauer, 2012), on a identifié l’exigence de latence sur un système IMA. Deux types de
latences peuvent être définies sur le système.
Le premier type ou latence de bout en bout permet de contraindre la durée maximale écoulée
depuis le début de l’exécution de la partition source jusqu’à la fin d’exécution de la partition
destination. Un exemple dans ce cas serait de contraindre l’affichage sur l’écran du moment
de la détermination du résultat par FMi à l’affichage du résultat sur l’écran par la partition
MFDi.
Le deuxième type ou latence d’une chaine fonctionnelle contraint le temps global à travers
toute une chaine fonctionnelle et sert à limiter le temps de réponse d’une fonctionnalité au
complet. Considérons la chaine fonctionnelle donnée par la figure 2.3, nous pouvons citer
l’exemple suivant : Les partitions MFDi doivent afficher les informations de navigation dans
les écrans des pilotes après un délai maximal de 700 ms commençant de la requête d’un des
deux pilotes.
2.4 Réseaux avioniques
Les systèmes avioniques actuels reposent en grande partie sur une communication conforme
au protocole AFDX (ARINC, 2009) standardisée sous le ARINC 664 part 7. Il a été utilisé
pour la première fois par Airbus pour spécifier le réseau du A380 et puis par Boeing dans les
avions de type B777. Après l’adoption de TTEthernet (SAE, 2011) comme nouveau standard
réseau dans le domaine aérospatial sous la référence AS 6802, les efforts se tournent vers
la définition des modèles de communication conformes à ce standard. Nous présentons en
premier lieu les concepts de base d’une communication AFDX et nous présentons par la suite
les principes d’une communication TTEthernet.
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2.4.1 Réseaux AFDX
AFDX est un standard réseau basé sur le protocole TTEthernet. Il est défini à la base par
Airbus sous le Brevet (Moreaux, 2005) et devenu par la suite une référence pour une commu-
nication déterministe des systèmes avioniques distribués. Ce dernier offre une communication
ET pour les applications à sureté critique et définit deux types de nœuds : (1) les producteurs/
consommateurs qui sont les modules IMA distribués et (2) les commutateurs réseau.
Les réseaux AFDX sont conçus pour assurer les exigences temps réels suivantes :
— fiabilité de la transmission de données (les pertes de trames et la congestion ne sont
pas tolérées) ;
— un mécanisme d’isolation des fautes entre les différents flux ;
— une haute disponibilité ;
— service de transfert déterministe (Une latence et une gigue bornée).
La transmission des données se fait à travers des liens virtuels. Un lien virtuel est un objet
conceptuel de communication dont le but est de définir un flux unidirectionnel d’une source
à plusieurs destinations. Il virtualise ainsi un bus avionique pour chaque flux dans lequel il
est le seul à émettre. Chaque lien virtuel dispose d’un quota qui limite l’utilisation de la
bande passante du réseau. Ce quota reste fixe indépendamment des taux d’utilisation réels
des autres liens virtuels partageant le même réseau. La limitation de la bande passante est
un mécanisme de contrôle de flux qui permet de garantir d’une part une ségrégation (c-à-d.
isolation logique) entre les différents flux de communication et d’une autre part d’assurer
les propriétés déterministes du réseau par la garantie d’une distribution finie des temps
d’arrivées. Un lien virtuel est défini par (Lauer, 2012) :
— Un identifiant unique ;
— Une ou plusieurs adresses destinations ;
— Un chemin utilisé pour atteindre chaque destination ;
— La taille minimale et maximale du paquet ;
— Le temps minimal entre l’émission de deux paquets consécutifs est appelé Bandwidth
Allocation Gap (BAG)
Un émetteur peut envoyer seulement dans un lien virtuel au plus un paquet avec une taille
maximale chaque intervalle de temps de durée BAG. Si on note par smax la taille maximale





Le transfert de données suivant le protocole AFDX est caractérisé dans chaque flux par les
deux paramètres suivants :
— La BAG : L’intervalle minimal séparant l’envoi des deux premiers bits de deux paquets
consécutifs.
— La gigue : Un délai introduit par l’ordonnanceur afin d’acheminer des trames venant
de plusieurs liens virtuels dans le même lien de données.
Physiquement, un régulateur assure la régulation de trafic avec le débit maximal d’une seule
trame chaque BAG. La figure 2.4 illustre la fonction de régulation du régulateur de trafic
pour la trame fi. La partie gauche visualise le trafic en entrée au régulateur (trafic aléatoire)















Entrée du régulateur de trafic Sortie du régulateur de trafic
Figure 2.4 Régulation de trafic AFDX
Un lien donné de notre réseau AFDX peut participer à la formation de plusieurs liens virtuels.
Il est utile dans ce cadre d’ordonnancer les trames provenant de différents liens virtuels
sur le même lien physique. La figure 2.5 illustre l’ordonnancement des trames venant de
trois différents liens virtuels. L’ordonnanceur prend en entrée le trafic régulé des trois liens
virtuels. Afin de combiner ces trafics, l’ordonnanceur peut introduire un délai appelé gigue
dans certains flux de trafic. Cette technique permet de combiner les trois différents flux de
trafic dans le même médium de communication.












Figure 2.5 Ordonnacement des flux AFDX
par les contraintes 2.2
max_gigue ≤ 40 µs+
∑
vli∈VL
(180 + Lmaxi )
Nbw
max_gigue ≤ 150 µs (2.2)
où , Nbw est le débit du canal en bits/s et Lmax est la taille maximale d’une trame en bits. La
première contrainte définit la max_gigue suivant les tailles maximales des trames provenant
de chaque lien virtuel partageant le même canal. La max_gigue doit être aussi en dessous
d’un seuil fixe de 150µs défini par la deuxième contrainte. Nous présentons dans la section
2.4.2 les concepts de base d’une communication TTEthernet.
2.4.2 Réseaux TTEthernet
TTEthernet est un protocole réseau de couche 2. Il définit une stratégie de synchronisation
d’horloges dans les systèmes distribués et il supporte deux types de trafics (Steinhammer
et al., 2006) (Kopetz, 2008) : Trafic déclenché par des événements ET et trafic déclenché par
le temps TT.
Le trafic TT est adéquat pour les applications critiques. Une fenêtre de temps est réservée
pour chaque trame sur chaque lien et un ordonnancement global du réseau est établi en mode
déconnecté. Chaque fenêtre de temps est répétée périodiquement et chaque trame transmise
au cours de sa fenêtre dédiée a la garantie d’arriver à destination avant un délai maximal.
Un réseau TTEthernet (Kopetz et al., 2005) peut être conçu selon deux configurations dis-
15
tinctes : configuration standard ou configuration à sureté critique. La figure 2.6 illustre ces
deux configurations. La configuration standard est illustrée par la partie gauche. Celle de
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Figure 2.6 Configurations du réseau TTEthernet
Dans la configuration standard, les nœuds terminaux sont composés par les applications
logicielles qui communiquent les unes avec les autres. Le contrôleur TTEthernet standard a
deux ports. Le premier est relié au nœud terminal et le second au routeur TTEthernet. Il
permet d’enclencher l’envoi des messages TT durant les fenêtres de temps dédiés. Le routeur
TTEthernet relaie les messages TT suivant le protocole TTEthernet.
La configuration à sûreté critique est plus adaptée au contexte avionique. Dans cette confi-
guration, les nœuds terminaux et les routeurs sont dupliqués pour des raisons de tolérance
aux fautes. Le contrôleur TTEthernet à sureté critique envoie le message à deux routeurs dif-
férents afin d’éviter la propagation de fautes quand un routeur échoue. Pour la même raison,
les nœuds terminaux sont aussi dupliqués. Le suivi des fautes est assuré par les gardiens. Ces
derniers, connectés aux routeurs, analysent le trafic et gèrent par conséquent les composants
défectueux.
Dans le type de trafic déclenché par les événements, deux sous-classes sont définies : la sous-
classe à quota limité noté RC et la sous-classe Best-Effort (BE). Pour la sous-classe RC la
garantie de service est assurée en limitant la bande passante allouée pour chaque flux et ainsi
éviter les scénarios de congestion et de perte de messages. Pour la sous-classe BE, aucune
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garantie de transmission n’est assurée.
Le travail de (Steiner et al., 2009) constitue une référence pour la spécification et l’analyse
comparative entre les différentes classes de trafic TTEtherenet. Les caractéristiques de chaque
type de trafic peuvent être résumées ainsi :
Trafic TT
Ce type de trafic exige une synchronisation entre les différents nœuds participant afin de
produire le temps global du système. La synchronisation est réalisée par l’échange pério-
dique d’un type particulier de trames nommées Protocol Control Frame (PCF). À part le
rôle d’établir une synchronisation des nœuds TT, l’échange des messages PCF permet aussi
de maintenir cette synchronisation. Chaque nœud TT maintient une table dans laquelle il
sauvegarde l’instant d’envoi d’une trame TT dans le réseau. Le trafic TT a les avantages et
les inconvénients suivants :
— Avantages :
— Le temps de latence et la gigue sont petits
— Le conflit d’utilisation d’un canal partagé est évité en réservant une fenêtre de
temps dédié pour chaque trame.
— Une stratégie itérative d’ordonnancement est possible.
— Inconvénients :
— L’ordonnancement dépend du service de synchronisation.
— Une méthode complexe pour établir et maintenir la synchronisation des horloges
locales.
Trafic RC
Le trafic RC est transmis selon le paradigme de communication à quota limité. Chaque
expéditeur qui émit selon la politique à quota limité assure qu’il ne dépasse pas un quota fixe
d’utilisation de bande passante. Le trafic à quota limité a les caractéristiques suivantes :
— Avantages :
— La synchronisation n’est pas nécessaire pour la transmission.
— Inconvénients :
— Les scénarios des pires cas doivent être considérés afin de calculer les tailles requises
des files d’attente et pour assurer que la latence est inférieure à une borne fixée.
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— Les nœuds terminaux doivent assurer la fonction de régulation de trafic et les
routeurs vérifient les quotas de transmission.
— Des services supplémentaires tels que l’intégrité et la redondance doivent être
considérés pour assurer le déterminisme et pour pallier aux faibles qualités tem-
porelles de ce mode de transfert.
— L’ajout d’un nouveau composant au système nécessite le recalcul des paramètres
de performance tel que la taille des files et le temps de latence.
Trafic Best-Effort
Avec le type de trafic BE, nous n’avons pas la garantie des qualités temps réel de la trans-
mission. En effet, la latence est non bornée et les trames peuvent être supprimées.
Ces classes de trafic ont différentes priorités. La priorité la plus haute est accordée pour
les flux de synchronisation. Les flux TT viennent après. Le flux RC sont moins prioritaires
que ceux du TT et les flux BE ont la priorité la plus faible. Dans le domaine avionique,
la sous-classe à quota limité est assurée essentiellement par le protocole AFDX. Ce type de
trafic assure également la compatibilité d’une fonctionnalité communicante conformément au
protocole AFDX sur des réseaux TTEthernet. Nous étudions dans la section 2.5 l’intégration
des différents flux de TTEthernet
2.5 Intégration du flux TTEthernet : Techniques et Porosité
Comme les flux TT et ET ne suivent pas le même principe de transfert et partagent la même
architecture physique, il est nécessaire de définir une technique d’intégration qui détermine la
manière de cohabitation des deux flux. Nous procédons dans la section 2.5.1 à la présentation
des différents techniques d’intégration et nous étudions dans la section 2.5.2 un phénomène
lié à cette cohabitation appelé porosité
2.5.1 Techniques d’intégration du flux TTEthernet
Le partage des canaux de communication par les différents flux de TTEthernet induit à des
situations conflictuelles. Trois types de conflits peuvent se présenter. Dans le premier type, les
trames conflictuelles ont la même priorité. Elles sont ainsi servies suivant la politique First In
First Out (FIFO). Le deuxième type de conflit survient lorsque une trame de priorité haute
H est servie et une autre de priorité moindre L devient prête. Dans ce cas, la trame avec la
priorité faible est gardée dans une file. Le troisième cas survient lorsqu’une trame de priorité
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faible est en cours de transmission et une autre plus prioritaire devient prête. Dans ce cas,
trois mécanismes sont définis dans (Steiner et al., 2009) et qui peuvent être utilisée pour
intégrer la trame la plus prioritaire avec la moins prioritaire. Nous illustrons ces différents










Figure 2.7 Technique d’intégration des trames TTEthernet
Préemption
Dans ce cas, la trame L est relayée par un routeur et une trame plus prioritaire H arrive. Le
relai de la trame L est interrompu. Le routeur établit un temps de silence pour transmettre
la trame H. Cette technique a les avantages et les inconvénients suivants :
— Avantages :
— Une latence connue pour la trame H.
— Inconvénients :
— La trame L est tronquée et ainsi nous avons la génération des faux messages.
— Indétermination pour la transmission de la trame L.
— Le besoin de retransmettre les faux messages.
Blocage
La trame prioritaire H est une trame TT. L’ordonnancement de cette trame est connu
d’avance (il est complètement défini temporellement). Nous pouvons prévenir un éventuel
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conflit en bloquant la transmission d’un message L si, nous ne sommes pas sûr que la trans-
mission se termine avant le début de transmission du message H . Cette méthode a les
avantages et les inconvénients suivants :
— Avantages :
— L’intégration impose un délai fixe pour transmettre L.
— Pas d’interruption de la transmission de la trame L.
— L’ordonnancement de la trame H n’est pas retardé .
— Inconvénients
— Avec le blocage, on bloque la transmission pour la durée d’envoi d’une trame L de
taille maximale. Ceci implique une perte en termes de bande passante.
Cette technique garantie que la transmission de la trame L se termine avant l’envoi de la
trame H.
Brassage
Dans ce cadre, si la trame L est relayée par une trame quand la trame H arrive alors, l’envoi
de la trame H est retardé jusqu’à ce que le relai de la trame L se termine. Par conséquent,
le brassage a les avantages et les inconvénients suivants :
— Avantages :
— En terme d’utilisation de bande passante, le brassage est optimal tant que nous
ne préemptons pas la trame L et nous ne bloquons pas le trafic pour une durée
bien déterminée.
— Inconvénients :
— Mauvaise qualité temps réel puisque la trame prioritaire H peut être retardée bien
qu’elle est destinée pour un trafic critique.
— Le brassage nécessite des contraintes supplémentaires pour l’ordonnanceur.
— L’augmentation de la gigue et de la latence doivent être maitrisées dans ce cas.
Dans le cadre avionique, la méthode d’intégration utilisée est le blocage. Elle ne tronque pas
les trames moins prioritaires comme la méthode de préemption et ne favorise pas une trame
moins prioritaire sur une plus prioritaire comme la méthode de brassage.
Afin de véhiculer les deux types de trafics TT et RC sur le même support de communication,
il faut s’assurer qu’il existe suffisamment de bande passante pour ces deux types de trafics.
Malheureusement, cette étape est insuffisante pour assurer une bonne intégration. En effet,
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si les trames TT sont ordonnancées collées les unes sur les autres, le trafic TT étant plus
prioritaire, va bloquer le trafic RC. Pour une bonne intégration de ces deux types de flux,
l’ordonnancement TT doit être assez éparpillé pour laisser des fenêtres de temps pour le flux
RC. Cette propriété est connue sous le non de porosité (Zurawski, 2005).
2.5.2 Porosité
La figure 2.8 illustre la différence entre deux ordonnancements poreux et non poreux. Celui


















Figure 2.8 Porosité d’un ordonnancement TT
Trois types de techniques sont définies dans (Steiner, 2011) pour assurer la porosité. Avant
ordonnancement, après ordonnancement et avec interprétation de l’ordonnancement. La tech-
nique avant ordonnancement prend en entrée (pour la recherche d’ordonnancement ) comme
exigences des intervalles d’espacement entre les trames consécutives. La technique après or-
donnancement cherche plutôt à imposer l’espacement entre les trames après l’établissement
de l’ordonnancement par un post-traitement. La dernière technique appelée interprétation
de l’ordonnancement réserve des fenêtres de communication et assure que celles-ci sont assez
larges pour englober à la fois le trafic TT et le trafic RC.
2.6 Ingénierie dirigée par les modèles
L’ingénierie dirigée par les modèles est une branche du génie logiciel ou les modèles sont
considérés l’entité de base pour toutes les phases du processus du développement (Rutle
et al., 2015). Les modèles sont utilisés ainsi pour spécifier les logiciels sous développement et
pour effectuer diverses transformations automatiques.
À la différence des pratiques traditionnelles du génie logiciel où la modélisation est utilisée
principalement pour la documentation et pour des fins de communication, l’ingénierie dirigée
par les modèles se base sur le principe que tout est modèle (Wagner et al., 2011). Cette
façon de voir permet ainsi de surpasser les limites de la technologie objet à lever le niveau
d’abstraction et à traiter des problèmes complexes pour des systèmes évolutifs.
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L’ingénierie dirigée par les modèles repose sur les concepts de base système, modèle et méta-
modèle et la relation entre eux (Wagner et al., 2011) ainsi, un modèle représente un système
et doit être conforme à un méta-modèle. Elle repose aussi sur le concept de transformations
de modèles. Une transformation de modèle se définit comme étant la conversion d’un ou plu-
sieurs modèles sources à un modèle destination ou tous les modèles doivent être conformes à
un méta-modèle y compris la transformation considérée (Gaševic et al., 2009). Les transfor-
mations peuvent être classées en trois catégories : (1) modèle à modèle (2) modèle au système
et (3) modèle du système au modèle.
Les applications de l’ingénierie dirigée par les modèles sont diverses. Dans (Czarnecki and
Helsen, 2006), on a identifié les applications suivantes.
— La génération des modèles de bas niveau à partir du niveau plus haut.
— La génération d’artefacts de développement (fichiers de configuration, code source).
— Association et synchronisation des modèles.
— Créations des vues à partir des requêtes sur le système
— Réfactorisation des modèles.
— Rétro-ingénierie.
— Vérification.
2.7 Satisfiabilité Modulo Théories
La satisfiabilité modulo théories (Cimatti, 2008) est un formalisme bien établi pour résoudre
les problèmes à satisfaction de contraintes. Plusieurs solveurs ont été définis dans ce cadre tel
que Yices (Dutertre and De Moura, 2006) et Z3 (de Moura and Bjørner, 2008). Le principe de
la satisfiabilité modulo théories consiste à évaluer des formules de premier ordre avec le respect
de certaines théories de fond (arithmétique linéaire, vecteur à bits, etc.). Plus précisément,
le concept consiste à avoir des solveurs à deux niveaux. Dans le niveau haut, on trouve un
solveur SAT qui identifie la théorie de base de chaque clause et fait appel au solveur adéquat
du deuxième niveau. Ce dernier a la capacité de résoudre une telle clause. L’un des éléments
de succès de la satisfiabilité modulo théories est son fondement sur le célèbre algorithme de
backtraking DPLL, qui par la suite adapté en DPLL(T) pour résoudre les formules moyennant
une théorie de base. Ce formalisme a été adopté dans un large spectre de domaines tels que
la vérification de modèles (Trindade and Cordeiro, 2016), l’ordonnancement (Steiner, 2010;
Craciunas and Oliver, 2016), et la synthèse de programmes (Metzner et al., 2005). Les solveurs
SMT sont devenus de plus en plus populaires et ont progressé d’une manière spectaculaire
de point de vue performance dans les dernières années (Barrett et al., 2013).
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Considérons la satisfiabilité modulo théories, nous notons que dans ce cadre nous sommes
limité aux problèmes de satisfaction. La décision du solveur est par rapport à des propriétés
qui peuvent être soit vraies ou fausses avec le retour d’une solution possible si ça existe.
Max-SMT généralise les problèmes SMT dans le cas où l’objectif n’est pas de satisfaire toutes
les contraintes, mais d’en satisfaire le maximum (Bofill et al., 2008). Max-SMT est par la
suite étendue pour la version pondérée : Max-SMT à pondération partielle (WPMS). Dans
ce cadre, nous avons deux types de contraintes : contraintes dures qu’une solution valide doit
satisfaire et contraintes douces qui peuvent être satisfaites ou non. Un poids est associé à
chaque contrainte douce et compte comme coût de violation de cette contrainte. Le solveur
retourne par la suite une solution qui minimise la somme des coûts des contraintes violés.
Les problèmes Max-SMT et WPMS sont ainsi les versions d’optimisation de SMT.
2.8 Programmation par contraintes
Constraint Programming (CP) ou programmation par contraintes est un paradigme de pro-
grammation qui a fait son apparition vers la fin des années 70 (Mackworth, 1977) pour
résoudre les problèmes combinatoires de grande taille. La CP (Rossi et al., 2006) de nos jours
est devenu un formalisme très bien établi pour les problèmes d’optimisation de contraintes
(Constraint Optimization Problem (COP)) et plus particulièrement les problèmes d’ordon-
nancement. Il repose sur la séparation entre la partie modélisation du problème et sa ré-
solution. Ainsi, l’effort peut être focalisé séparément soit dans la modélisation ou dans la
résolution et des algorithmes de résolution dédiés peuvent être définis séparément pour amé-
liorer les performances.
Comme mentionné dans (Rossi et al., 2006), un de facteurs de succès de CP pour les problèmes
d’ordonnancement est leurs relations étroites au domaine de Recherche Opérationelle (RO).
RO offre des algorithmes efficaces qui contribuent aux performances élevées des programmes
CP. Ces programmes CP peuvent contenir des heuristiques de résolution qui peuvent guider
le solveur au moment de l’exécution à faire les bons choix de résolution.
Plus encore, et pour améliorer davantage ces performances, la CP permet l’exploitation de
certaines contraintes dites globales qui résolvent d’une manière optimisée un problème récur-
rent. À titre d’exemple, généralement, les problèmes d’ordonnancement à ressources limitées
peuvent bénéficier d’une formulation sous forme de problèmes de bin packing (Berkey and
Wang, 1987) pour le résoudre d’une manière efficiente.
Un Problème de Satisfaction de Contraintes (CSP) est défini dans (Rossi et al., 2006) comme
un triplet P = (X ,D, C) où :
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— X = {x1, ..., xn} est un ensemble fini de variables.
— D = D(x1)× ...×D(xn) est le domaine de X . D(xi) ⊂ Z est l’ensemble des valeurs que
la variable xi peut prendre.
— C = {c1, ..., ce} est un ensemble de contraintes. L’ensemble des variables considérées
pour la contrainte cj est noté X (cj) avec X (cj) ⊂ X . Chaque contrainte est une relation
sur un ensemble de variables.
Une solution au problème CSP est une assignation des valeurs di ∈ D(xi) pour chaque xi de
telle sorte que l’ensemble des contraintes est satisfait. Si nous voulons optimiser un objectif
f : D → Z, nous parlons dans ce cadre plutôt d’un problème d’optimisation de contraintes
COP modélisé par P = (X ,D, C, f).
Un problème CSP ou COP noté P se résout en combinant ces deux opérations :
1. Propagation de contraintes : Un solveur de programmation par contraintes définit un
algorithme de filtrage pour enlever quelques valeurs inconsistantes des variables. Le
filtrage se fait jusqu’à ce qu’un point fixe est atteint (c.-à-d. pas de valeurs additionnelles
qui peuvent être supprimés)
2. Recherche de solution : Les valeurs obtenues suite à la phase de propagation des
contraintes sont consistantes. Néanmoins, considérant l’ensemble des contraintes et une
assignation partielle des valeurs aux variables, certaines valeurs des autres variables
peuvent conduire à une inconsistance. Ainsi, il est essentiel de vérifier la consistance
des valeurs restantes. Pour se faire, les différents choix sont présentés par un arbre où
chaque niveau représente une variable et les nœuds de ce niveau constituent les dif-
férentes valeurs possibles que nous pouvons assigner à cette variable. L’opération de
recherche consiste ainsi à explorer cet espace pour déterminer une solution.
Pour améliorer les performances de recherche essentiellement quand il s’agit d’un problème
d’optimisation, nous nous appuyions sur des heuristiques de branchement (Kiziltan et al.,
2007) pour adopter une stratégie intelligente pour le choix des variables et des valeurs.
Plus précisément, nous citons la stratégie de sélection des variables first_fail (Rossi et al.,
2006) qui consiste à sélectionner la variable xi avec la taille du domaine |D(xi)| minimal et
min_domain (Rossi et al., 2006) comme stratégie de sélection des valeurs qui sélectionne la
valeur minimale de ce domaine en premier lieu.
Les formalismes de SMT et de programmation par contraintes sont bien adaptés pour trouver
des ordonnancements statiques. Pour analyser l’ordonnançabilité des flux dynamiques et plus
précisément ceux de RC, d’autres méthodes analytiques sont adoptées que nous présenterons
dans la section 2.9.
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2.9 Analyse d’ordonnançabilité des flux RC : calcul réseau et approche par
trajectoire
Nous débutons cette section par la présentation des principes de base de la méthode de calcul
réseau.
2.9.1 Calcul réseau
Le calcul réseau (Cruz, 1991a,b; Le Boudec and Thiran, 2000) est un ensemble d’outils
mathématiques utilisés pour analyser le trafic réseau. Parmi les propriétés qu’on peut analyser
avec cette méthode, une borne supérieure pour la taille des files et la latence dans le réseau. Le
calcul réseau est basé essentiellement sur le formalisme de l’algèbre min-plus (Cuninghame-
Green, 1979) où, l’addition arithmétique est remplacée par la minimisation représentée par
⊕ et la multiplication arithmétique par l’addition représentée par ⊗.
Un flux dans le calcul réseau est représenté par une fonction cumulative R où, R(t) indique
le nombre total de bits envoyés jusqu’à l’instant t. Le calcul réseau utilise la notion de la
courbe d’arrivée et la courbe de service pour analyser le trafic.
Courbe d’arrivée La courbe d’arrivée caractérise le flux en entrée à un nœud. Plus spé-
cifiquement, elle constitue une enveloppe pour le trafic reçu par un nœud. On dit qu’une
courbe d’arrivée α est une enveloppe pour le trafic τi, si pour chaque intervalle de temps
[t1, t2] le trafic donné par le flux τi est inférieur à α(t2 − t1). Formellement, si l’on note par
R(t) le trafic cumulatif pour le flux τi, ce dernier est contraint à une courbe d’arrivée α si et
seulement si :
R(t+ δ)−R(t) ≤ α(δ) (2.3)
La figure 2.9 illustre un exemple de courbe d’arrivée. La courbe en haut représentée par la
couleur bleue est une courbe d’arrivée pour le trafic représentée par la courbe en bas. Ceci
peut être justifié par le fait que le taux de croissance de la fonction cumulative est toujours
inférieur à α.
Pour illustrer la notion de courbe d’arrivée, on prend comme exemple le trafic AFDX. On
rappelle ici que le flux de trafic AFDX est un flux avec limitation du quota d’utilisation de la
bande passante. Un maximum d’une trame de longueur Lmaxi peut être reçue par un nœud h
dans le réseau chaque intervalle de temps de longueur bagi. Le flux τi peut être ainsi contraint





× δ + Lmaxi (2.4)
La courbe d’arrivée dans ce cadre est une fonction affine ayant une intersection avec l’axe des
ordonnées au point d’ordonnée Lmaxi (la quantité de données maximale reçue par le nœud h




(le quota maximal qui caractérise le
flux τi)
Courbe de service Afin d’avoir une idée globale sur le flux au niveau de chaque nœud,
en plus de la courbe d’arrivée, on doit avoir une idée sur le service minimal offert par ce
nœud. Cette information est donnée par le deuxième type de courbe ou courbe de service.
Formellement, si l’on note par R et R′ le flux en entrée et le flux en sortie à un nœud h, on
dit que h a une courbe de service β si et seulement si :
∀t ≥ 0, ∃t0 ≤ t R′(t)−R(t0) ≥ β(t− t0) (2.5)
Ceci est équivalent à dire :
R′ ≥ inf
0≤s≤t
β(t− s) +R(s) = R⊗ β (2.6)
où R est le flux en entrée et R′ est le flux en sortie de ce nœud.
Comme exemple, on prend aussi celui du flux de trafic AFDX utilisé pour illustrer la courbe
de service. Le flux en entrée est contraint à un délai fixe de traitement par le routeur noté l.
Après ce délai, le flux en sortie est fourni avec le débit maximal R. La courbe de service du
nœud h est donnée ainsi par la fonction 2.7 illustrée par la figure 2.10 :
βh(δ) = Rdδ − le+ (2.7)













Figure 2.10 Exemple de courbe de service
Une fois qu’on a défini les deux courbes du calcul réseau (courbe d’arrivée et courbe de
service), on peut analyser le flux de trafic.
Évaluation du trafic par calcul réseau La courbe d’arrivée et la courbe de service nous
permettent d’évaluer trois bornes (Lauer, 2012) :
— L’occupation maximale
— Le délai maximal de traversée d’un nœud.
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— La courbe d’arrivée en sortie du nœud.
La figure 2.11 illustre les deux premières bornes. Le pire cas de délai de traversée de nœud
est donné par la déviation horizontale maximale dmax entre la courbe d’arrivée et la courbe
de service. L’occupation maximale d’un nœud (backlog) est donnée plutôt par la déviation












Figure 2.12 La courbe d’arrivée en sortie d’un nœud
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La troisième borne qu’on peut déterminer par le calcul réseau est la courbe d’arrivée en sortie
d’un nœud. Cette courbe sert à déterminer la courbe d’arrivée en entrée pour le prochain
nœud du trafic. Cette dernière est déterminée en imposant un délai de dmax pour la courbe
d’arrivée en entrée. La figure 2.12 illustre la courbe d’arrivée en sortie d’un nœud notée αnext.
L’approche par trajectoire suit une logique différente pour aborder le problème de vérification.
Le principe général de cette approche est présenté dans la section suivante.
2.9.2 Approche par trajectoire
L’approche par trajectoire (Martin, 2004; Martin and Minet, 2006) a été développée à la
base pour avoir des bornes supérieures pour les temps de réponse de bout en bout dans les
systèmes distribués. Contrairement à la méthode de calcul réseau, l’approche par trajectoire
analyse le pire cas d’un flux non au niveau de chaque nœud, mais plutôt dans son chemin
complet.
Étant donné un flux τi et une trame f dans ce flux, l’approche par trajectoire consiste à
identifier en premier lieu les trames qui peuvent inférer avec f . Une fois qu’on a identifié les
trames, l’idée de cette approche et de chercher la dernière date d’envoi de la trame f dans le



















Figure 2.13 Exemple de l’approche par trajectoire
Le système présenté est composé de 7 nœuds terminaux (e1 à e7) et 3 routeurs (S1 à S3). Les
nœuds (e1 à e5) envoient les trames sur les liens virtuels (vl1 à vl5). Les différents chemins
d’un lien virtuel sont identifiés par les arcs étiquetés par le nom du lien virtuel. On note par
τi le flux du lien virtuel vli.
On s’intéresse dans cet exemple particulier au délai de bout en bout du flux τ3. On note
par ahf le temps d’arrivée de la trame f au nœud h. La figure 2.14 illustre un exemple
d’ordonnancement de la trame 3 (générée par e3) dans la trajectoire du flux τ3.
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Après que la trame 3 soit traitée par le nœud e3, elle arrive au nœud S2. La trame 4 arrive
au niveau du nœud S2 avant la trame 4. Elle est ainsi traitée immédiatement. La trame 3
doit attendre jusqu’à ce que le port correspondant soit libéré. La trame 4 arrive ensuite au
niveau du routeur S3 après les trames 1 et 5. La trame 3, ayant été traité après la 4ème, arrive









Figure 2.14 Un exemple d’ordonnancement dans la trajectoire du flux τ3
Moyennant cette figure, on détermine R3 le temps nécessaire pour la trame f pour traverser
le flux τ3. Il est défini comme suit
R3 = W S33 (t)− t+ CS33 (2.8)
où t dénote le temps d’arrivée de f dans le réseau, W S33 (t) le temps d’arrivée de f au niveau
du nœud S3 et CS33 le temps nécessaire pour le nœud S3 pour transmettre la trame 3.
Pour le calcul de W S33 (t) on procède comme suit :
— Au niveau du nœud e3, on compte Ce33 .
— Au niveau du nœud S2 on compte plutôt, CS24 − (aS23 − aS24 ).
— Quant au niveau S3, on compte (CS31 + CS35 + CS34 )− (aS34 − aS31 ).
Ainsi on a :
W S33 (t) = Ce33 + L+ CS24 − (aS23 − aS24 ) + L+ (CS31 + CS35 + CS34 )− (aS34 − aS31 )
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Afin de maximiser le dernier temps de départ de la trame 3, l’approche par trajectoire consi-
dère que chaque trame venant d’un nœud précédent devrait être reportée à l’heure d’arrivée
de la trame 3. Dans le cas de notre exemple ceci correspond à l’arrivée de la trame 3 en même
temps que les trames 1 et 5 au niveau du nœud S3.
2.10 Conclusion
Nous avons présenté dans ce chapitre les notions préliminaires pour la compréhension de
cette thèse. Nous avons introduit, dans la section 2.1, deux approches pour la conception
des systèmes temps-réels distribués. Ce qui nous a permis dans la section 2.2 de présenter
l’architecture déclenchée par le temps et plus spécifiquement l’architecture globale des sys-
tèmes avionique distribuées dans la section 2.3. Par la suite nous nous sommes intéressées
dans la section 2.4 à l’étude des différents modes de communication dans le cadre de cette
architecture et aux différents techniques assurant la cohabitation de ces flux dans la section
2.5. Après, nous avons introduit les différentes notions nécessaires pour la compréhension de
nos approches. Nous avons présentés, dans la section 2.6, les concepts de base de l’ingénierie
dirigée par les modèles. Plus loin, nous avons introduit les formalismes de résolution par
contraintes soit la satisfiabilité modulo théories, dans la section 2.7, et les concepts de base
de la programmation par contraintes dans la section 2.8. Vers la fin, nous avons présenté
différentes techniques pour l’analyse de l’ordonnançabilité des flux RC.
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CHAPITRE 3 REVUE DE LITTÉRATURE
Nous présentons dans ce chapitre un aperçu des différents travaux de recherches reliées à notre
problématique de recherche. Le chapitre est organisé en quatre parties. Nous présentons en
premier lieu les travaux relatifs aux systèmes IMA. Dans la deuxième partie, nous étudions les
différents travaux relatifs à la vérification des flux asynchrones. Dans la troisième partie, nous
nous intéressons plutôt aux techniques et travaux relatifs à la synthèse d’un ordonnancement
synchrone. Nous réservons une dernière partie aux différents travaux visant l’étude et la
vérification simultanée des flux synchrones et asynchrones.
3.1 Systèmes IMA
Nous étudions dans cette section la revue des différents travaux relatifs aux systèmes IMA
que nous organisons en quatre parties. Nous réservons une première partie à l’ingénierie des
systèmes IMA. Dans une deuxième partie, nous étudions différents travaux reliés à l’ordon-
nançabilité de ces systèmes. Nous étudions par la suite dans une troisième partie la sureté et
la multicriticité de ces systèmes et nous réservons une dernière partie aux approches étudiant
l’intégration incrémentale.
3.1.1 Ingénierie des systèmes IMA
La transition vers l’architecture IMA a fait l’objet de plusieurs recherches. Nous citons dans
ce cadre (Watkins and Walter, 2007) qui a identifié les considérations à envisager pour pas-
ser de l’architecture fédérée à l’architecture IMA. Ce travail fait également le point sur les
différences entre ces deux architectures et établit les avantages d’une telle transition. Ces
avantages ont été aussi recensés dans (Andrillon, 2008) dont les plus importants sont la pos-
sibilité d’envisager plusieurs fonctions partagées par plusieurs systèmes et la possibilité de
reconfiguration et la certification incrémentale.
Dans (Bieber et al., 2012), une étude comparative a été également faite entre l’architecture
IMA et federée. Les auteurs discutent aussi les deux nouvelles catégories de défis liés à
l’adoption de l’architecture IMA. La première est la capacité de reconfiguration tandis que
la deuxième est reliée aux exigences sur le plan des performances en s’orientant vers le choix
de processeurs multicœurs et les défis d’analyse d’ordonnançabilité qui sont liés avec. Les
auteurs font aussi le point sur trois types de contraintes dont les systèmes avioniques doivent
vérifier. Le premier type de contraintes est celui de sûreté. En effet, les systèmes avioniques
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doivent fonctionner correctement dans tous les cas. Le deuxième type de contraintes est celui
de dépendance. Ces dernières assurent que le système marche correctement même en mode
dégradé survenu à la suite d’évènements d’échecs. La dernière catégorie de contraintes ou
contraintes temps réels contrôle les délais de l’entrée des données jusqu’aux sorties du résultat.
Vu que nous cherchons dans notre contexte à vérifier l’ordonnançabilité des systèmes lors de
l’intégration, nous visons plutôt ce type de contraintes.
Les travaux relatifs aux architectures IMA touchent essentiellement trois grands volets : la
modélisation, la simulation et l’analyse de l’ordonnançabilité de ces systèmes. Ces travaux
dont nous ferons l’étude dans cette partie sont d’autant complémentaires les unes pour les
autres. Alors que les travaux de modélisation servent à spécifier correctement un système avio-
nique complexe, ils servent néanmoins comme base sur laquelle certaines propriétés peuvent
être vérifiées d’une manière formelle. Parmi les propriétés importantes que nous cherchons
à vérifier dans notre cadre l’ordonnançabilité de ces systèmes. Les travaux de simulation
peuvent être complémentaires dans ce cadre dans le sens où ils permettent de donner une
idée sur le comportement réel de ces systèmes.
Vu la complexité des systèmes avioniques et les exigences auxquelles ils doivent répondre,
une bonne modélisation constitue un enjeu essentiel. Dans (Farcas et al., 2010), les auteurs
présentent une vision pour une approche de conception basée sur les modèles pour les sys-
tèmes automobiles et avioniques. Les auteurs fournissent également des recommandations
pour l’adoption d’une telle approche. Parmi les recommandations qu’ils fournissent, la consi-
dération des propriétés de sûreté et de fiabilité vue qu’elles sont mandatées par des lois. Ils
recommandent également la définition des méthodes qui établissent le lien entre la spécifica-
tion et les exigences et ceci aux différents niveaux d’abstraction. Les auteurs font également
le point sur différentes études ciblant l’ingénierie à base de modèles des systèmes avioniques
et constatent que ces travaux focalisent sur quatre axes : (1) le modèle d’exigences (2) les
architectures (3) la technologie et l’implémentation et (4) les plateformes et les outils de
support qui permettent entre autres de vérifier les contraintes temporelles.
De point de vue des exigences, (Paulitsch et al., 2008) fait la revue des différentes exigences
non fonctionnelles des systèmes avioniques à savoir : la sécurité, la sûreté, la maintenance,
disponibilité, intégrité et les aspects de performances temporelles. Cette liste exhaustive
d’exigences permet de dresser une image claire des critères que pourrait avoir un outil pour
analyser les besoins fonctionnels et non fonctionnels des systèmes avioniques. Dans le cadre
de ce travail, nous nous intéressons aux aspects de performances temporelles vu que nous
vérifions que les pires cas de transmission respectent les dates limites exigées.
Alors que divers travaux abordent l’intégration avec différentes spécialités, (Wang, 2012)
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aborde l’intégration des systèmes avioniques d’une façon systémique. Dans ce cadre, ce tra-
vail discute les sujets essentiels relatifs à l’intégration qu’il faut les considérer à savoir : la
classification de l’intégration, les plateformes et les mécanismes utilisés, les méthodes d’in-
tégration, l’organisation de cette dernière et l’efficacité qu’elle présente pour les systèmes
avioniques. Il reste que l’intégration dans des architectures IMA présente des défis qui sont
étudiés dans (Garside and Pighetti, 2007). Ces défis consistent à définir correctement un
système avionique et de diviser correctement les tâches et responsabilités entre l’intégrateur
système, le fournisseur d’applications et le fournisseur de plateformes.
La modélisation est d’autant plus importante lors que nous parlons de co-ingénierie. C’est le
cas de (Noll, 2014), qui propose une approche pour la co-ingénierie logiciel hardware pour les
systèmes avioniques embarqués. Pour ce faire, les auteurs ont utilisé le langage AADL pour
la spécification de leur architecture. Cette spécification sert par la suite comme point d’entrée
pour leur outil de vérification de modèles qui permet de vérifier un ensemble de propriétés tel
que l’exactitude, la sûreté, la dépendance et la performance. Les problèmes rencontrés par
les plateformes de modélisation ont été investigués dans (Li and Xiong, 2010) où les auteurs
fournissent un moyen pour évaluer les performances temps réels pour les composants logiciels
et matériels dans le cadre de systèmes avioniques. Ils proposent trois modèles génériques :
un modèle d’application qui décrit les fonctions avioniques, un modèle d’architecture pour
décrire l’architecture matérielle et un modèle comportemental pour modéliser l’ordonnance-
ment des tâches et la communication entre eux. Ce modèle générique fournit ainsi les lignes
directives sur les lesquelles nous pouvons se reposer pour avoir une bonne modélisation. Nous
récapitulons dans le tableau 3.1 les différents travaux liés à l’ingénierie de ces systèmes. Nous
catégorisons dans la colonne Type le travail exposé dans différentes phases d’ingénierie des
systèmes IMA. Les notations Ana (respectivement Spé, Mod et Sim) indiquent les types
Analyse (respectivement Spécification, Modélisation et Simulation). La dernière colonne de
ce tableau (Focus) indique l’objet principal de chaque travail.
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Tableau 3.1 Travaux sur l’ingénierie des systèmes avioniques
Référence Type FocusAna Spé Mod Sim
Watkins and Walter (2007) ! Considérations pour IMA
Andrillon (2008) ! Avantages de IMA
Bieber et al. (2012) ! ! IMA vs fédérée
Farcas et al. (2010) ! ! Vision modèle
Paulitsch et al. (2008) ! ! Exigences non fonctionnelles
Wang (2012) ! ! Intégration systémique
Garside and Pighetti (2007) ! Défis d’intégration des sys IMA
Noll (2014) ! ! ! Co-ingénierie logiciel hardware
Li and Xiong (2010) ! ! ! Directives de modélisation des
systèmes avioniques
Nous nous intéressons dans la section suivante à l’analyse de l’ordonnançabilité de ces sys-
tèmes.
3.1.2 Ordonnançabilité des systèmes IMA
Les travaux qui portent sur l’analyse de l’ordonnançabilité des systèmes avioniques visent
essentiellement deux types de problèmes. Le premier type sert à vérifier l’ordonnançabilité de
chaque partition tandis que le deuxième cherche à trouver un ordonnancement pour chaque
partition. Ces deux problèmes sont classés sous le type d’ordonnancement périodique et non
préemptif (Al Sheikh et al., 2012) et dont la complexité est NP dur (Jeffay et al., 1991) et
qu’il y a seulement une approximation linéaire pour la résolution (Baruah and Chakraborty,
2006). Dans (Lee et al., 1998), le problème d’ordonnançabilité des partitions est adressé.
Ce travail fournit également un test d’ordonnançabilité pour les systèmes IMA ainsi que le
théorème qui le prouve.
Dans (Lee et al., 2000a), les auteurs s’intéressent non seulement à l’ordonnancement des
partitions, mais aussi à la communication. À cette fin, les auteurs présentent plusieurs al-
gorithmes. Ils considèrent un ordonnancement IMA hiérarchique à deux niveaux et pour
la communication ils considèrent une communication conforme au standard ARINC 659.
Dans le premier niveau, ils s’intéressent à la planification des partitions et des serveurs de
communication en garantissant une contrainte de distance minimale puis dans le deuxième
niveau ils assurent l’ordonnançabilité des tâches et des messages. Les différents algorithmes
développés ont permis par la suite à caractériser dans (Lee et al., 2000b) un outil d’analyse
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d’ordonnancement pour ce type de systèmes.
Dans (Deroche et al., 2016), l’allocation des applications avioniques dans une architecture
IMA a été étudié tout en considérant une communication suivant le protocole AFDX. Ce
travail présente un algorithme qui permet de répondre à deux objectifs à la fois. Le premier
consiste à étudier la faisabilité d’allocation des partitions dans les modules tandis que le
deuxième se focalise plutôt sur l’analyse des pires cas des communications de bout en bout.
Parmi les recherches qui ont traité ces deux défis, nous citons (Al Sheikh, 2011) qui ont
considéré une approche en deux étapes. Ils ordonnancent en premier lieu les partitions dans les
nœuds d’exécution puis ils font le routage des flux du système avionique. (Ekelin and Jonsson,
2002) considère aussi ces deux défis mais s’intéresse plutôt à la problématique d’allocation
des partitions en minimisant le coût des communications.
Nous n’abordons pas le premier défi dans le cadre de notre problématique de recherche dans
le sens où nous supposons que le plan d’allocations des partitions aux modules est donné par
l’ingénieur système. Le deuxième défit ou analyse des pires cas de transmission fait partie
de nos objectifs. En effet, nous cherchons à synthétiser un ordonnancement en exigeant des
contraintes des délais de bout en bout sur le système.
Certains travaux se basent sur la théorie des jeux pour étudier l’ordonnançabilité des parti-
tions IMA. Ces travaux se basent sur la définition du facteur d’évolution qui détermine de
combien les fenêtres de temps des partitions peuvent être étendues. Nous citons dans ce cadre
(Al Sheikh et al., 2012) qui détermine à partir d’un ensemble de partitions avioniques bien
définies, leur allocation sur l’architecture IMA et le meilleur partage des ressources entre les
partitions. Ce partage prend en compte le besoin applicatif entre les applications en termes
de périodicité stricte, de durée, de capacité mémoire et également en termes de ségrégation
(ou de redondance) des partitions et de colocalisation de différentes partitions dans un même
module ou non. La meilleure solution dans ce cadre est par rapport au facteur d’évolution qui
sera maximisé pour chaque partition. Le travail de (Chen and Du, 2015) utilise aussi la théo-
rie des jeux pour décider sur l’ordonnançabilité des partitions dans le cadre d’un système
IMA. Il cherche également un ordonnancement pour les différentes partitions. L’approche
proposée dans ce cadre détermine le facteur d’évolution maximal pour chaque partition qui
sert comme paramètre de décision de l’ordonnançabilité.
Le travail (Chen and Du, 2015) a été étendu par la suite dans (Chen et al., 2016) pour abor-
der le problème d’odonnançabilité des partitions dans une architecture multiprocesseurs. Les
auteurs proposent une formulation en Programmation Linéaire Mixte (MILP) pour calcu-
ler le facteur d’évolution et déterminer ainsi l’ordonnançabilité des partitions. Les auteurs
conduisent en plus des simulations pour comparer leur approche qui est basée sur la théorie
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des jeux par rapport à une résolution exacte en suivant la représentation MILP. La comparai-
son est faite par rapport à deux critères qui sont le temps consommé et les facteurs d’évolution
déterminés et montrent que l’analogie de théorie des jeux est une heuristique efficiente pour
résoudre le problème d’ordonnancement dans le cadre d’architecture multiprocesseurs.
D’autres critères peuvent être considérés dans la synthèse d’un ordonnancement IMA. C’est
le cas pour (Si et al., 2015) qui propose une approche pour assister l’intégrateur système à
valider l’ordonnançabilité des applications IMA suivant trois critères : (1) le temps d’exécution
des partitions (2) leurs fréquences et (2) leurs ordres respectifs dans la MAjor Frame (MAF).
Ces critères permettent ainsi de valider l’ordonnancement des partitions tout en supposant
qu’ils sont déjà bien formés. L’approche développée dans ce cadre s’intéresse non seulement
à la validation de l’ordonnançabilité, mais aussi au processus de modélisation, d’analyse de
modèle. Concernant la modélisation, les auteurs ont présenté une extension AADL dont le
choix du langage a été justifié par capacité à modéliser rigoureusement les systèmes à sûreté
critique.
Une classification des travaux sur l’ordonnancement des tâches périodiques dans le cadre
d’une architecture IMA a été faite dans (Chen et al., 2016). Trois catégories de travaux
ont été présentées dans ce cadre. La première catégorie s’adresse au problème de l’analyse
de l’ordonnacabilité des tâches strictement périodiques et qui répondent à des contraintes
spécifiques. La deuxième catégorie des travaux est basée sur la détermination du facteur
d’évolution critique et par la suite de décider si toutes les partitions sont ordonnançables ou
non sur un nombre fini de processeurs et la troisième catégorie qui se base sur le temps de
calcul maximal autorisé pour chaque tâche pour vérifier l’ordonnacabilité.
D’autres objectifs peuvent être considérés dans la synthèse d’un ordonnancement IMA. Nous
citons dans ce cadre (Lhachemi et al., 2016) qui s’adresse au problème de modélisation
et d’optimisation des ordonnancements pour les systèmes IMA multicritiques. L’approche
développée permet de déterminer et d’optimiser des configurations qui sont caractérisées par
(1) la distribution des tâches entre les partitions ainsi que (2) les dates de début et de fin
des partitions qui garantissent l’ordonnançabilité totale du système. Les auteurs peuvent
considérer un de ces deux objectifs pour leur problème d’optimisation. Le premier objectif
consiste à minimiser le temps alloué aux partitions alors que le deuxième minimise le temps de
réponse. Cette approche peut être appliquée dans plusieurs contextes tels que la migration des
systèmes existants vers l’architecture IMA, la modification et la mise à niveau des fonctions
déjà existantes et la conception de nouveaux systèmes avioniques IMA.
Afin d’améliorer les temps de réponse des tâches dans le cadre d’un système IMA, (Tao et al.,
2015) propose une approche qui permet de redéfinir l’ordonnancement IMA en effectuant deux
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types d’opérations. Ces deux types sont le réajustement qui consiste à redéfinir la longueur
de chaque partition et le fusionnement qui consiste à combiner les tâches de deux partitions
pour former une nouvelle. Dans le cadre de notre travail, nous ne cherchons pas à redéfinir
les partitions mais plutôt à trouver un ordonnancement pour ces derniers qui minimise le
coût de reconfiguration de tout le système.
Nous résumons les différents travaux relatifs à l’analyse d’ordonnaçabilité dans le tableau
3.2. La première colonne de ce tableau indique si le travail présenté cherche un plan allo-
cation des partitions IMA aux modules. La deuxième colonne indique si le travail cherche
un ordonnancement des partitions et la troisième si l’ordonnançabilité des tâches dans une
partition est considéré La quatrième colonne indique si une communication est considérée
dans l’orodonnançabilité de ces systèmes et éventuellement son type. La dernière colonne
indique si le travail présenté considère un critère d’optimisation.
Dans le cadre de notre problématique de recherche, nous ne considérons pas l’allocation des
partitions aux modules ni l’ordonnançabilité des tâches au sein d’une partition. Nous sup-
posons que les partitions sont déjà bien formées et le plan d’allocation est connu d’avance
et nous cherchons plutôt à synthétiser un ordonnancement pour les différentes partitions.
Concernant la partie communication, nous nous différons par rapport aux travaux présentés
dans le tableau 3.2 en considérant une communication TTEthernet dont nous analysons aussi
l’ordonnançabilité. Le critère que nous optimisions est aussi bien différent des critères consi-
dérés dans ce tableau. En effet, nous nous plaçons dans le cadre de systèmes évolutifs dans
lesquels nous cherchons à analyser d’une manière incrémentale l’ordonnançabilité. L’objectif
ainsi est de chercher à chaque étape d’intégration un ordonnancement qui minimise la re-
configuration du système intégré. Ce critère conserne aussi bien l’ordonnancement IMA que
celui du réseau.
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Tableau 3.2 Travaux sur l’analyse d’ordonnançabilité IMA
Référence Allocation Ordonnancement Communication OptimisationPartition Tache
Lee et al. (1998) 5 ! ! 5 5
Lee et al. (2000a,b) 5 ! ! ARINC 659 5
Deroche et al. (2016) ! ! 5 AFDX 5
Al Sheikh (2011) ! ! ! AFDX Temps Réponse
Ekelin and Jonsson (2002) 5 ! ! Bus Coût Comm
Al Sheikh et al. (2012) ! ! ! 5 Temps Réponse
Chen and Du (2015) ! ! 5 5 Temps Réponse
Chen et al. (2016) ! ! 5 5 Temps Réponse
Si et al. (2015) 5 ! 5 5 5
Lhachemi et al. (2016) ! ! ! 5 Plusieurs
Tao et al. (2015) 5 ! ! 5 5
Étroitement lié à l’ordonnançabilité, l’étude de la sureté et la multi-criticité des systèmes
avioniques constitue une partie importante des travaux de recherches sur les systèmes IMA.
Nous nous intéressons dans la section suivante à l’étude de la sureté et la multi-criticité de
ses systèmes.
3.1.3 Sureté et multi-criticité des systèmes IMA
Les risques de point de vue ordonnancement et allocation de ressources a été étudié dans (Ren
et al., 2015). Ce travail se base sur une spécification formelle de l’architecture qui permet
par la suite la représentation de dépendance du système modélisé sous forme de réseau de
corrélation. Ce réseau permet par la suite de dresser une stratégie d’évaluation du risque.
Dans (Zheng et al., 2015), les auteurs traitent le problème de sûreté non de point de vue
d’allocation, mais plutôt de point de vue des processus d’intégration des ressources. Pour
ce faire, les auteurs proposent un modèle d’interactions de données entre les fonctions qui
permet d’évaluer les risques de l’utilisation des fonctions par plusieurs fonctionnalités. La
sûreté peut être aussi traité en se basant sur un modèle formel de propagation des fautes
telles l’exemple de (Sagaspe, 2007) qui propose une approche pour décider si un ensemble de
systèmes peuvent être implémentés sur une architecture IMA ou non tout en assurant des
exigences de sûreté.
La sûreté des systèmes n’est pas le seul aspect qui est étudié dans les configurations des
systèmes IMA. La multi-criticité constitue un autre aspect qui est fortement connexe à la
sûreté et qui a été étudié par la communauté scientifique. Dans (Vestal, 2007), les auteurs
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proposent une méthode pour analyser l’ordonnacabilité des tâches ayant différents niveaux
de criticité et exigeant différents niveau de sûreté. Dans ce cadre, les auteurs assument qu’une
tâche peut avoir différents pire-cas de temps d’exécution suivant le niveau de sûreté exigé et
l’analyse de l’ordonnacabilité se base sur la modification de temps de réponse pour traiter la
multi-criticité des tâches.
Un modèle pour l’ordonnancement des systèmes multi-critiques a été proposé dans (Baruah
et al., 2012). Ce modèle définit aussi la faisabilité d’un scénario d’ordonnancement en considé-
rant le temps d’exécution de chaque tâche suivant un niveau de criticité donné. Ils définissent
aussi l’exactitude d’une instance d’un ordonnancement en vérifiant que tous les scénarios d’or-
donnancement de cette instance sont corrects. Dans ce cadre, les auteurs supposent un seul
processeur qui exécute toutes les tâches. La différence en termes d’exigences de certification
est exprimée dans ce cadre par différents temps d’exécution du code. Ce temps dépend du
niveau de criticalité exigé. En d’autres termes, le temps d’exécution est non décroissant avec
le niveau de criticalité. Les auteurs prouvent également que le problème d’ordonnançabilité
multicritique est NP-dur.
Un des problèmes qui peuvent subvenir avec les systèmes multicritiques est l’inversion de
criticité (Sha et al., 1990) qui provient lors que des tâches moins critiques ratent leur date
limite et infèrent par la suite sur les tâches les plus critiques. C’est dans ce cadre que la
politique d’assignation des priorités suivant le niveau de criticité a été définie pour tel phéno-
mène. Cette politique a l’inconvénient d’avoir des taux faibles d’utilisation des processeurs.
Pour résoudre ce problème, (d. Niz et al., 2009) propose une autre politique qui définit un
intervalle de temps pour chaque tâche durant lequel une tâche ne peut pas être interrompue
par une autre moins critique.
La multicriticité peut être liée aussi aux tolérances aux fautes. En effet, en mode dégradé les
performances du système sont réduites et il est utile d’assurer l’ordonnançabilité des tâches
critiques même en mode dégradé. Dans cette perspective, (Guo and Baruah, 2014) définit un
modèle pour lequel les processeurs exécutent les tâches avec une vitesse unitaire, plus rapide
ou plus lente, mais pas en dessous d’un seuil inférieur. L’objectif est alors d’assurer que toutes
les tâches dans des conditions normales respectent leurs dates limites et que toutes les tâches
critiques respectent leurs date limites en mode dégradé.
Dans le cadre de cette thèse, nous supposons que les partitions sont bien définies. La multi-
criticité n’intervient que lors que nous analysons l’ordonnançabilité des tâches au sein d’une
partition. La non-interférence entre les partitions de différentes criticités est garentie par le
partitionnement spatial et temporel. Ainsi, nous n’abordons pas la multi-criticité des parti-
tions IMA.
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Autre que la synthèse d’ordonnancement et l’analyse d’ordonnançabilité, la reconfiguration
des systèmes multicritiques est l’un des sujets qui ont été étudiés par la communauté scien-
tifique. Nous citons dans ce cadre (Waez et al., 2014) qui propose une méthode pour la
reconfiguration des systèmes multicœurs multicritiques. Cette méthode se base sur la repré-
sentation en automates et la synthèse de contrôleur qui permet de trouver la configuration
du système tel que la fonctionnalité souhaitée est assurée même en cas d’échec
Dans notre cas, nous étudions la reconfiguration des systèmes avioniques évolutifs. Nous
n’abordons pas la sureté ce ses systèmes vu que nous supposons un plan d’allocation fixe
des partitions aux modules. Nous nous intéressons en plus à la minimisation des coûts qui
sont associés à l’intégration itérative de ce système. Nous étudions dans la section suivante
l’intégration incrémentale de ces systèmes.
3.1.4 Intégration Incrémentale des systèmes IMA
D’autres travaux s’intéressent à l’aspect évolutif de ces systèmes avioniques. C’est le cas de
(Nam et al., 2014), qui définit une approche incrémentale dans le cadre d’intégration des sys-
tèmes IMA tout en assurant les contraintes temporelles des parties déjà existantes ainsi que
des nouvelles. Les auteurs facilitent cette vérification en introduisant un nouveau commuta-
teur de données qui permet de limiter la latence tout au long du réseau. Ce commutateur
exécute un algorithme de commutation par horloge qui permet de donner les meilleurs pires
cas de transmission pour tous les trafics faisables. Une heuristique a été associée pour déter-
miner si les contraintes réseaux d’un système IMA qui utilise un commutateur donné sont
vérifiées ou non même si de nouvelles fonctionnalités ont été ajoutées et que ces dernières
causent une augmentation de trafic. Lors que les contraintes temporelles ne sont pas vérifiées,
l’approche développée détermine une nouvelle configuration du système. Dans le contexte de
notre approche, nous n’introduisons pas un nouveau type de commutateur qui permet de
borner les latences de plus, nous cherchons aussi à modéliser le coût de configuration et le
minimiser.
Le travail présenté dans (Lauer et al., 2013), constitue une étude préliminaire à l’intégration
itérative pour notre projet. Néanmoins, ce travail se limite à l’intégration d’une seule partition
et ne modélise pas le trafic réseau sur les différents liens. Cette limite est due à l’utilisation de
formalisme Programmation en nombre entier binaire (BIP) qui n’est pas capable de résoudre
le cas le plus général.
Après l’étude des différents travaux liés aux systèmes IMA, nous étudions dans la prochaine
section les différents travaux dédiés à l’analyse des réseaux à bande passante limitée.
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3.2 Analyse des réseaux à bande passante limitée
Plusieurs méthodes ont été introduites pour vérifier les délais de bout en bout dans le cadre
des réseaux à bande passante limitée. Dans (Charara et al., 2006), trois de ces méthodes ont
été introduites. J’étends ce travail pour en présenter d’autres.
1. Vérification de modèles (Alur and Dill, 1994) : cette méthode détermine un pire cas
de délais de bout en bout et le scénario correspondant vu qu’il explore tous les états
possibles du système. Des techniques d’abstraction et d’agrégation ont été étudiés pour
optimiser les performances. Les modèles utilisent essentiellement deux types d’auto-
mates. Un premier type pour présenter les évènements qui occurrent au niveau de
chaque commutateur et un deuxième type pour représenter les évènements d’envoi.
Parmi les travaux qui réfèrent à cette technique, nous citons (Ermont et al., 2006).
2. Approche holistique : c’est la première approche défini pour donner des bornes des
délais de bout en bout. Introduite dans (Tindell and Clark, 1994), elle considère le pire
scénario sur chaque nœud visité par un flux en prenant compte de la gigue maximale
introduite par les autres nœuds visités. Cette approche n’est pas pratique vu qu’elle est
trop pessimiste.
3. Simulation des réseaux : cette méthode donne des bornes expérimentales qui peuvent
être dépassés. Ce type d’approche donne une estimation globale de la charge du réseau.
Nous citons dans ce cadre le travail (Charara and Fraboul, 2005)
4. Calcul réseau : c’est une méthode analytique qui se base essentiellement sur l’analyse
des flux entrant et sortant d’un nœud pour déterminer soit un seuil pour le retard
maximal que peut avoir une trame au niveau de ce nœud ou un seuil minimal pour
la taille requise pour une file. Cette méthode est pessimiste vu qu’elle repose sur des
hypothèses pessimistes.
5. Approche par trajectoire : c’est une autre méthode analytique qui analyse le flux tout au
long de sa trajectoire pour déterminer un seuil supérieur du pire cas de sa transmission.
Le principe est de retarder la trame en question au maximum au niveau de chaque nœud.
Ceci provoque un pessimisme.
Vu que nous cherchons dans notre contexte à vérifier que les délais de bout en bout ne dé-
passent pas un seuil fixé, nous écartons la méthode de simulation. La méthode de vérification
de modèle ne peut pas être utilisée pour des exemples de taille industrielle vu l’explosion com-
binatoire qu’elle présente. Quant à la méthode holistique trop pessimiste, elle est impratique.
Les méthodes de calcul réseau et l’approche par trajectoire présentent un bon compromis
entre pessimisme et la maitrise de complexité de l’analyse. Ces deux méthodes sont les plus
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utilisés et étudiés par la communauté scientifique. Nous consacrerons le reste de cette section
à la présentation des travaux relatifs à ces deux méthodes. Nous catégorisons les travaux
relatifs à l’analyse et vérification des flux à bande passante limités en deux catégories. Le
classement est fait par la méthode utilisée et nous commençons notre étude par les travaux
qui se base sur le calcul réseau.
Calcul réseau
Le travail présenté dans (Boyer and Fraboul, 2008), est l’un des travaux de référence qui
utilise la méthode de calcul réseau pour l’analyse des délais de bout en bout dans le cadre
des réseaux à bande passante limitée. Il présente de nouveaux résultats en tenant compte
de l’assomption d’un trafic FIFO. La contribution formelle de ce travail est de prendre en
compte l’algorithme du sceau percé dans l’analyse des pires cas de latence Ce travail combine
aussi la technique d’agrégation de flux présenté dans (Grieu, 2004) avec la considération
de l’algorithme de sceau percé dans l’analyse des pires cas de transmission Ceci a permis
d’améliorer les bornes de latence.
Ces bornes ont été améliorées dans (Liu et al., 2012) en proposant un nouveau modèle de
calcul réseau pour les réseaux AFDX. Ce travail étudie également les limites de l’ancien
modèle de point de vue gestion de trafic au niveau de chaque commutateur et un nouveau
paramètre compte a été défini pour exprimer le crédit que peux avoir un flux donné a un
instant donné.
Dans (Zhang andWang, 2012), afin de réduire le pessimisme les auteurs proposent une version
modifiée du calcul réseau qui est basé sur la définition d’un nouveau modèle de service. Ce
modèle de service fait la séparation du trafic prioritaire au trafic moins prioritaire pour la
détermination des tailles requises des files d’attente.
Autre que les délais de bout en bout, le calcul réseau permet aussi d’étudier les tailles requises
des files d’attente au niveau de chaque commutateur. C’est le cas de (Wu et al., 2011) qui
étudie les tailles des files avec différentes priorités au niveau de chaque nœud d’un réseau
AFDX. L’objectif dans ce cadre est d’avoir les meilleures tailles requises pour ces files à
l’étape de conception. L’optimalité dans ce cadre réside dans le choix de l’espace minimal
requis qui empêche la perte de données.
Dans (Frances et al., 2006), des résultats quantitatifs obtenus lors de l’optimisation des
priorités des flux de trafic AFDX ont été présentés. Ces résultats montrent qu’avec une
bonne affectation des priorités, les seuils de latence et des tailles des files peuvent être plus
serrés. Ces seuils sont déterminés par l’application de la méthode de calcul réseau. L’étude
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montre aussi qu’une assignation aléatoire des priorités donne des seuils moins bons que de
ne pas en utiliser. Pour le choix des priorités optimales, les auteurs utilisent les techniques
classiques d’optimisation comme la méthode descendante et l’approche d’élagage alphabeta
pour donner de meilleures solutions. Pour expérimenter leurs résultats, les auteurs ont généré
différentes configurations de priorités et ils ont remarqué que les seuils sont plus serrés de
40% pour les latence et de 30% pour les tailles des files.
Autre que le calcul réseau classique, le calcul réseau stochastique (Jiang, 2006) a été utilisé
dans (Ridouard et al., 2007) pour estimer la distribution des latences dans un réseau AFDX
et ainsi, évaluer le pessimisme par rapport à la borne supérieure de latence trouvée par la
méthode du calcul réseau déterministe.
La méthode de calcul réseau est utilisée pour certifier les délais de bout en bout et les
tailles requise des files. Dans (Bauer et al., 2012), on affirme que le dimensionnement des
files d’attentes au niveau de l’A380 est fait par la méthode de calcul réseau. Le tableau 3.3
résume les différentes contributions faites par rapport à la méthode de calcul réseau dans
l’ordre chronologique.
Tableau 3.3 Travaux relatifs à la méthode de calcul réseau
Cruz (1991a,b) • Calcul réseauLe Boudec and Thiran (2000) •
Grieu (2004) • Techniques d’agrégation des flux
Frances et al. (2006) • Amélioration des performances par assignation
des priorités
Jiang (2006) • Calcul réseau stochastique
Ridouard et al. (2007) • Estimation des distributions des latences
Boyer and Fraboul (2008) • Analyse des délais de bout en bout
Wu et al. (2011) • Taille des files avec niveaux de priorités
Liu et al. (2012) • Nouveau modèle avec crédit des flux
Zhang and Wang (2012) • Nouveau modèle de service avec priorités
Nous étudions dans le section suivante les différents travaux relatifs aux vérifications des flux
avec quota limité en utilisant l’approche par trajectoire.
Approche par trajectoire
L’approche par trajectoire a été proposée dans (Martin, 2004). Le travail publié par le même
auteur dans (Martin and Minet, 2006) constitue la référence pour l’analyse des pires cas
de temps de réponse par l’approche par trajectoire. La méthode développée dans ce cadre
détermine une borne pour ces pires cas en supposant une politique de transmission FIFO.
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Dans le but d’améliorer davantage les bornes déterminées suivant cette approche, (Bauer
et al., 2009) montrent comment la technique de groupage des flux définis dans (Grieu, 2004)
dans le cadre de la méthode de calcul réseau peut être aussi exploité. L’adaptation de cette
technique par l’approche par trajectoire montre une amélioration de 10% par rapport à la
méthode de calcul réseau en utilisant la même technique de groupage.
Autre que les délais de bout en bout, les tailles requises pour les files peuvent être aussi
étudiés par l’approche par trajectoire. Nous citons dans ce cadre (Bauer et al., 2012). La
méthode développée permet un gain de 10% au niveau des tailles des files comparées à la
méthode de calcul réseau. La détermination des tailles requises dans ce cadre est basée sur
l’idée sur l’évaluation du pire retard que peut avoir une trame au niveau d’un nœud h. Pour
résoudre ce problème, les auteurs considèrent en premier lieu les trames compétitives à une
trame au niveau du nœud h puis cherchent l’ordonnancement de ces trames qui conduit au
pire cas de retard de cette trame.
Plus récemment, on a découvert dans (Kemayo et al., 2013a) que la technique de groupage
présenté dans (Bauer et al., 2009) conduit à un optimisme qui sous-estime les délais de bout
en bout. Un contre-exemple a été défini par cette occasion pour illustrer l’optimisme. Dans
(Kemayo et al., 2013b), la cause de l’optimisme a été identifiée. En effet, chaque paquet doit
être compté une seule fois sauf le paquet pivot qui doit être compté deux fois vu qu’il est
présent dans deux périodes d’occupation consécutives sauf que les auteurs affirment qu’ils
ne disposent pas de moyen pour identifier le paquet pivot. Les auteurs détaillent aussi deux
conditions couplées ensemble conduisent à une sous-estimation des délais de bout en bout.
La source de l’optimisme a été identifiée aussi dans (Li et al., 2014). Ce travail caractérise
cet optimisme à travers un exemple détaillé avec les analyses. À la différence des travaux
précédents, ce travail propose une solution pour corriger ce problème. Une formalisation de
la correction dans le cas général a été fournie pour ce fait. L’analyse de l’origine de l’optimisme
introduit par l’approche se résume par le fait que c’est vrai que la technique de groupage
identifie la charge générée par des trames compétitives et qui ne retardent pas une trame
donnée fi. Néanmoins, une partie de ces trames compétitives ne sont pas prises en compte
dans le calcul de retard par l’approche classique. Donc, une solution de résoudre le problème
d’optimisme est d’exclure la charge de travail qui n’est pas considéré par l’approche classique
considérant la technique de groupage.
Une autre proposition qui prend en compte la technique de groupage tout en évitant l’opti-
misme dans le cadre de l’approche par trajectoire a été introduite dans (Zhao et al., 2014) Une
preuve pour l’exactitude du calcul proposé a été établie par la même occasion. Ces résultats
ont été confirmés à travers des essais sur des configurations réelles de systèmes avioniques.
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Les résultats montrent aussi que les bornes obtenues par l’approche par trajectoire sont en
moyenne plus serrées que celles obtenues par la méthode de calcul réseau. Une évaluation
du pessimisme donné par les deux approches a montré qu’il est deux fois moins élevé par
l’approche par trajectoire que celui donné par la méthode du calcul réseau. Le tableau 3.4 ré-
sume les différentes contributions faites par rapport à l’approche par trajectoire dans l’ordre
chronologique.
Tableau 3.4 Travaux relatifs à l’approche par trajectoire
Martin (2004) • Approche par trajectoire
Martin and Minet (2006) • Analyse des pires cas de temps de réponse
Bauer et al. (2009) • Adoption de la technique de groupage
Bauer et al. (2012) • Dimensionnement des files
Kemayo et al. (2013a) • Identification de l’optimisme du groupage
Kemayo et al. (2013b) • Identification de la cause de l’optimisme
Li et al. (2014) • Proposition d’une solution à l’optimisme
Zhao et al. (2014) • Adaptation de la technique du groupage avec
preuve du non optimisme
Pour vérifier l’ordonnançabilté des flux RC, nous définissons une nouvelle méthode basée sur
le formalisme de programmation par contrainte et qui cherchera à supprimer le pessimisme
introduit par ces deux approches analytiques. Nous étudions dans la prochaine section les
différents techniques et travaux définis pour la synthèse d’ordonnancements TT.
3.3 Synthèse et Vérification des Ordonnancement TT
Nous commençons notre étude par une revue des différents techniques utilisés pour la synthèse
d’ordonnancement TT.
3.3.1 Techniques utilisés
Les formalismes utilisés pour établir un ordonnancement TT sont divers. On étend les tech-
niques repérées dans (Amerion and Ektesabi, 2012) pour en déduire 6 catégories.
— Programmation linéaire en nombre entier et Programmation linéaire mixte (Schrijver,
1986) : On cite comme exemple dans ce cadre les travaux (Schmidt and Schmidt,
2010) et (Zeng et al., 2011). Cette approche est utilisée lors que les contraintes du
problème sont linéaires. Son succès provient de l’utilisation de l’algorithme SIMPLEXE
qui a prouvé ses performances dans la résolution de ces types de contraintes ainsi que
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la possibilité d’optimiser une fonction objectif tel que la minimisation des délais de
transmission.
— Algorithmes génétiques (Man et al., 2012) : Parmi les travaux qui définissent des algo-
rithmes génétiques pour la recherche d’un ordonnancement, on cite (Ding et al., 2005)
et (Ding et al., 2010). L’effort pour l’adoption d’une telle approche consiste d’une part
à coder un ordonnancement possible sous forme de gêne appropriée et d’une autre part
d’en définir dessus les opérations de sélection, de croisement et de mutation appropriées
qui permettent la génération et l’optimisation des ordonnancements tout en considérant
un ensemble de contraintes.
— Recherche Tabou (Luke, 2013) : On cite dans ce cadre le travail de (Tamas-Selicean
et al., 2012a) et de (Steiner, 2011). Commençant d’un ordonnancement initial faisable.
Cette méthode permet d’améliorer progressivement l’ordonnancement de départ sui-
vant l’évaluation de l’objectif fixé et sous un ensemble de contraintes. Cette méthode
permet également l’évitement des optimums locaux via le mécanisme de la liste tabou.
L’adoption d’une telle méta-heuristique est utile lors que le problème à résoudre est
dur et on peut accepter une solution sous-optimale pourvu que ça soit dans un temps
raisonnable.
— Recuit Simulé (Luke, 2013) : Inspiré de la thermodynamique et plus précisément du
processus de réchauffement et de refroidissement en metallurgie, l’idée de cette approche
est d’exprimer la fonction objectif sous forme d’énergie qu’on essaie d’optimiser. On cite
comme exemple de travail utilisant cette approche (Gavrilu et al., 2015). Ce dernier
cherche pour des applications communicantes sur des réseaux TTEthernet la meilleure
topologie possible qui soit tolérante aux fautes et dont son coût soit minimal.
— Satisfiabilité Modulo Théories : La recherche d’ordonnancement TT en utilisant le for-
malisme SMT a démarré avec (Steiner, 2010). Plusieurs travaux par la suite ont adopté
cette technique pour différents types de problèmes d’ordonnancement TT. Nous ci-
tons dans ce cadre le travail de (Craciunas and Oliver, 2016) qui s’est intéressé à la
co-synthèse des fonctions et des trames TT.
— Programmation par contraintes (Rossi et al., 2006) : Les concepts de base de la CP ont
été introduit dans la section 2.8 et on cite (Sun et al., 2010) comme exemple de travaux
qui ont utilisé le paradigme de programmation par contraintes pour la recherche d’un
ordonnancement TT.
Les méthodes qu’on a présenté ci-dessus peuvent être classées en deux catégories : des mé-
thodes où la notion de contrainte est explicite et dont ces contraintes sont exprimées directe-
ment en fonction des variables du modèle. On cite dans ce cadre la programmation en nombre
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entier, la programmation linéaire mixte, la programmation par contraintes et la satisfiabilité
modulo théories. Les autres méthodes sont des méta-heuristiques et reposent sur la définition
d’un ensemble d’opérations qui permettent de découvrir l’espace des solutions faisables.
La première catégorie des problèmes est beaucoup plus adaptée à notre contexte étude. En
effet, dans le contexte d’intégration itérative, notre modèle évolue : à chaque fois, on enrichira
notre modèle par les variables et les contraintes reliées aux fonctionnalités ajoutées. Dans ce
cas, il est beaucoup plus facile de gérer l’évolution de notre modèle par cette catégorie de
méthodes. Nous abordons dans la section suivante les différents travaux qui se sont intéressés
à l’ordonnancement TT.
3.3.2 Travaux Relatifs
La synthèse d’ordonnancement TT sur un réseau distribué constitue un point d’intérêt de plu-
sieurs travaux de recherche. Nous citons dans ce cadre (Suethanuwong, 2012) qui propose une
approche de synthèse d’ordonnancement des trames TT de TTEthernet. Dans cette approche,
les auteurs supposent que les différents trames ont des périodes harmoniques. (multiple d’une
plus petite) qui sera l’unité de base pour déterminer les différent ordonnancements. L’idée
de cette approche est d’exprimer la relation entre deux trames successives qui appartiennent
ou non au même flux pour en déduire l’ordonnancement en conséquence.
La synthèse d’ordonnancement TT peut considérer certaines contraintes spécifiques. C’est le
cas du travail présenté dans (Goswami et al., 2012) qui présente une approche basée sur le
formalisme Programmation linéaire en nombre entier (ILP) pour la co-synthèse d’ordonnan-
cement TT des applications automobiles. La génération de l’ordonnancement est faite sous
contraintes de stabilité tout en optimisant un caractère de performance de contrôle.
D’autres critères peuvent être optimisés lors de la synthèse d’un ordonnancement TT. Dans
(Huang et al., 2012), on aborde le problème d’ordonnancement dans le cadre d’un réseau à
puce. Deux critères sont optimisés dans ce cadre. En premier lieu, l’objectif est d’allouer les
éléments de traitement aux commutateurs de façon à minimiser le coût de communication
estimé par la distance entre le nœud source et destination. Une fois que les éléments de
traitements sont alloués, l’objectif est alors de chercher un ordonnancement faisable tout en
optimisant l’occupation réseau en optant pour une approche qui combine la résolution SMT
avec le problème classique de bin-packing.
Dans (Lukasiewycz et al., 2009), les caractères à optimiser sont bien différents. Ce travail
s’intéresse à l’optimisation d’ordonnancement TT pour le protocole FlexRay. Le problème
est formulé sous la forme de bin-packing dont le but est de minimiser les fenêtres de temps
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allouées. Ces fenêtres sont réorganisées par la suite pour favoriser l’ajout d’autres.
Afin de synthétiser un ordonnancement TT pour de grandes instances, d’autres travaux défi-
nissent une approche incrémentale. C’est le cas de (Steiner, 2010), qui définit en premier lieu
un modèle formel pour la communication TT ainsi qu’un ensemble de contraintes modélisant
le principe du transfert TT dans le cadre des réseaux TTEthernet. Ces contraintes sont réso-
lues par la suite d’une manière incrémentale en considérant à chaque étape un sous-ensemble
de trames. Dans le cadre d’une inconsistance, les auteurs procèdent par des retours en arrière
puis augmentent graduellement le nombre de trames à considérer. L’approche incrémentale
permet dans ce cadre de résoudre des instances larges de 100 trames et de 1000 instances de
trames.
Les approches de synthèse incrémentale peuvent aussi optimiser certains critères. Dans ce
contexte nous citons le travail de (Smirnov et al., 2017)qui optimise non seulement les ordon-
nancements établis mais aussi le routage pour minimiser la non-interférence avec les trafic
non encore ordonnancé.
Une étude approfondie des performances des solveurs SMT dans la génération des ordonnan-
cements TT a été faite dans (Pozo et al., 2015a). Différentes théories SMT pour la génération
automatique des ordonnancements TT ont été étudiées dans ce cadre. Les résultats expéri-
mentaux ont montré que la résolution suivant la théorie arithmétique linéaire en nombre
entier réduit en moyenne trois fois le temps de résolution. Les auteurs ont étudié également
dans le cadre d’une approche incrémentale de génération des ordonnancements TT le nombre
adéquat de trames à considérer pour chaque incrément. Ils ont constaté que pour un nombre
total de 1000 trames à ordonnancer, les meilleures performances en termes de temps de
résolution sont obtenues avec un nombre de 6 à 22 trames par chaque incrément.
Restant dans le cadre de synthèse incrémentale, nous citons aussi le travail de (Craciunas
and Oliver, 2016) qui introduit des algorithmes pour la cogénération d’ordonnancement TT
aussi bien pour les messages que pour les tâches prémptives. Les auteurs définissent dans
ce cadre des contraintes d’ordonnançabilité avec le formalisme SMT. L’idée adoptée par ce
travail est d’ordonnancer seulement les tâches communicantes avec le solveur SMT. Un test
d’ordonnançabilité basé sur la demande d’utilisation permet de vérifier lors de l’ajout de
chaque incrément si l’ensemble des tâches est ordonnançable. D’une manière similaire, la co-
synthèse des ordonnancements TT a été étudiée aussi dans (Craciunas and Oliver, 2014). Un
test d’ordonnançabilité similaire a été défini dans ce cadre pour analyser l’ordonnançabilité
des tâches asynchrones périodiques. L’évaluation a été faite par rapport à plusieurs topologies
et configurations de systèmes et a montré que cette approche peut viser des problèmes de
taille moyenne à large d’une manière efficiente. L’approche peut ainsi cibler des problèmes
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de taille industrielle.
La définition d’une approche incrémentale peut être défini non pour maitriser la complexité
comme le cas de (Sagstetter et al., 2016). En effet, l’objectif dans ce cadre est de synthétiser
plusieurs ordonnancement pour une variété de configurations de systèmes qui sont destinés
pour plusieurs clients.
L’adoption d’une approche incrémentale n’est pas l’unique solution pour synthétiser un or-
donnancement TT pour des instances larges. Dans (Pozo et al., 2015b), une approche de
décomposition est définie pour cette fin en divisant les instances des trames sur des in-
tervalles. La décomposition faite dans ce cadre présente des avantages par rapport à celle
présentée dans (Steiner, 2010). En effet, la décomposition est faite d’une part d’une manière
parallèle, chaque sous-ensemble de trames est ordonnancé à part et puis la décomposition est
faite de manière à considérer le minimum de dépendance entre les sous-ensembles des trames.
La décomposition est faite aussi dans (Pozo Pérez et al., 2017) en introduisant une approche
de segmentation du problème d’ordonnancement TT en sous problèmes solvables facilement
par les solveurs SMT. La segmentation est faite dans ce cadre en divisant l’hyperpériode en
sous-intervalles de temps disjoints. L’évaluation de l’approche montre qu’elle peut générer des
ordonnancements pour des systèmes avec plus d’une centaine de noeuds avec une augmenta-
tion linéaire en fonction du nombre de trames. Les auteurs ont également étudié le choix de
la taille du segment et son impact sur les performances globales de l’approche. La relaxation
des contraintes a été aussi envisagée et a permis une augmentation importante au niveau
des performances de la synthèse tout en conservant une bonne qualité des ordonnancements
générés.
La limite de l’approche présentée dans (Pozo et al., 2015b) est qu’elle n’est valide que si les
segments sont indépendants. De plus, elle suppose que la longueur d’un segment d’ordonnan-
cement est plus petite que la plus petite période de trame. Cette supposition a pour objectif
d’exclure plus d’une instance de trame dans le cycle d’ordonnancement. Ce qui ne tient pas
lors qu’il s’agit de réseaux larges. Dans (Pozo et al., 2016), les auteurs proposent une nouvelle
approche qui prend en compte les périodes des trames en allouant ces trames plusieurs fois
dans l’ordonnancement. Ces trames, étant dépendantes les unes des autres, sont gérées par
un ensemble de contraintes qui expriment leurs positions relatives. Les ordonnancements des
différents segments sont rassemblés par la suite pour former l’ordonnancement global.
La décomposition peut être faite suivant d’autres facteurs que le temps. C’est le cas de
(Sagstetter et al., 2013) qui synthétisent séparément des ordonnancements de divers services
automobiles puis les combinent ensemble. Lors de la phase de fusion des différents services
et en cas de conflit, les auteurs définissent deux stratégies pour gérer ce conflit. Il s’agit soit
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de déplacer l’ordonnancement d’un processus d’un service ou de décaler l’ordonnancement
de l’ensemble du service. Nous résumons dans le tableau 3.5 les travaux relatifs à la synthèse
d’ordonnancement TT. La deuxième colonne du tableau indique si le problème considéré est
un problème d’optimisation et éventuellement le critère à optimiser. La troisième colonne
indique s’il s’agit d’un problème de co-synthèse. Plus précisément, elle indique si le problème
synthétise aussi l’ordonnancement des applications distribuées. Nous indiquons dans la qua-
trième colonne si dans le travail présenté une approche incrémentale ou une décomposition
est adoptée. Pour les approches qui s’appuient sur une décomposition, nous indiquons entre
parenthèses le critère de décomposition. La dernière colonne indique le formalisme adopté
pour la synthèse d’ordonnancement TT.
Le problème que nous considérons est un problème de co-synthèse. En effet, à part la synthèse
d’ordonnancement TT, nous synthétisons aussi l’ordonnancement des partitions IMA. Le
critère que nous optimisons est bien différent des critères présentés par ces travaux. En
effet, nous optimisons plutôt le coût associé à la reconfiguration. Nous adoptons également
une approche incrémentale. En effet, nous considérons pour chaque étape l’ajout d’un sous-
ensemble des fonctionnalités avioniques. Quant au formalisme adopté, nous optons pour une
approche SMT et une autre basée sur le formalisme de programmation par contraintes.
Un problème connexe à la synthèse d’ordonnancement consiste à chercher le routage adé-
quat qui permet de véhiculer les trames TT d’une manière optimale. Dans (Gavrilu et al.,
2015), les auteurs considèrent des applications distribuées à sureté critique et communicantes
conformément au protocole TTEthernet. Les auteurs ont proposé une approche qui se base
sur la méta-heuristique du recuit simulé et dont l’objectif est de chercher la topologie réseau
telle que les propriétés temps-réel et de sureté des applications sont satisfaites et que le coût
de l’architecture est minimisé.
La synthèse d’ordonnancement TT dépend étroitement de la qualité de synchronisation éta-
blie entre les différents noeuds distribués. Dans (Steiner and Dutertre, 2010), les auteurs
s’adressent un problème de vérification formelle de la fonction de compression qui est essen-
tielle pour la synchronisation. On note ici que la fonction de compression s’exécute au niveau
du commutateur TTEthernet et sert à collecter les horloges des systèmes terminaux puis cal-
culer une valeur moyenne quelle retourne aux systèmes terminaux. Le travail de vérification
dans ce cadre consiste à modéliser le comportement de cette fonction et de vérifier moyennant
les techniques de vérification de modèle la terminaison de cette fonction. La tolérance aux
fautes de la fonction de synchronisation des horloges dans le cadre des réseaux TTEthernet a
été faite aussi dans (Steiner and Dutertre, 2011). Les auteurs vérifient d’une part la précision
des horloge qui est déterminé par le décalage maximal entre deux horloges du système ainsi
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Tableau 3.5 Travaux relatifs à la synthèse d’ordonnancement TT
Reférence Optimisation Co-Synth Inc/Déc Approche
Suethanuwong (2012) 5 5 5 Cluster Cycle
Goswami et al. (2012) Performance ! 5 ILP
Huang et al. (2012) Coût Comm 5 Inc SMT
Lukasiewycz et al. (2009) Util. Bus 5 Inc ILP+heuristique
Steiner (2010) 5 5 Inc SMT
Smirnov et al. (2017) Plusieurs ! 5 SAT
Pozo et al. (2015a) 5 5 Inc SMT
Craciunas and Oliver (2016) latence ! Inc SMT+MIP
Craciunas and Oliver (2014) 5 ! Inc SMT
Sagstetter et al. (2016) 5 ! Inc SMT
Pozo et al. (2015b) 5 5 Déc(trame) SMT
Pozo Pérez et al. (2017) 5 5 Déc(trame) SMT
Pozo et al. (2016) 5 5 Déc(période) SMT
Sagstetter et al. (2013) 5 ! Déc(applicatif) ILP
la qualité de la synchronisation en supposant des échecs aux niveaux de noeuds intervenant
dans la synchronisation.
Afin d’évaluer les ordonnancements TT synthétisés, certains travaux s’appuient sur la simula-
tion. C’est le cas de (Robati et al., 2016) qui présente une approche à base de transformation
de modèles pour simuler les applications avioniques déployées sur des systèmes IMA avec
communication TTEthernet. Les modèles en entrées ont été spécifiés moyennant une ex-
tension du langage de modélisation AADL puis transformés sous forme de modèles pour la
simulation. Le but de simulation dans ce cadre est de vérifier les contraintes temporelles de
TTEthernet.
Le protocole TTEthernet a été défini pour les applications critiques distribuées communicant
à travers des réseaux câblés. Dans (Peon et al., 2015), les auteurs proposent trois nouveaux
protocoles d’accès au canal pour une communication temps-critique sans fil. Ces trois pro-
tocoles permettent de véhiculer les différentes classes de trafic de TTEthernet. Nous nous
intéressons dans la section suivante aux approches qui analysent et vérifient les flux syn-
chrones et asynchrones de TTEthernet.
3.4 Analyse et Ordonnancement des réseaux à flux synchrones et asynchrones
Nous commençons notre étude par le travail de (Abuteir and Obermaisser, 2015), qui présente
un algorithme d’ordonnancement pour des applications avec une interdépendance entre les
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tâches. Il s’agit dans ce cadre d’applications multi-critiques utilisant les deux types de flux TT
et RC. L’algorithme développé procède par recherche locale et optimise les chemins critiques
du réseau. L’approche a été évaluée par des cas d’études larges en utilisant l’environnement
de simulation OPNET (Chang, 1999).
D’autres approches s’intéressent seulement à l’analyse de l’ordonnnançabilité des flux RC
tout en considérant la présence de flux TT. C’est le cas (Zhao et al., 2014) qui propose une
amélioration de la courbe d’arrivée pour modéliser les flux TT en se basant sur la méthode
du calcul réseau. L’approche développée considère aussi l’influence des ordonnancements TT
et dérive des bornes de pire cas de latence plus strictes pour les flux RC en identifiant les
ressources résiduelles en termes de temps. L’exactitude de l’approche a été analysée par des
simulations en considérant une courbe d’arrivée minimale et une comparaison des bornes
établies a été faite par rapport à la méthode adoptant une courbe d’arrivée classique.
D’une manière similaire. mais en prenant comme référence l’approche par trajectoire, on
présente dans (TamasSelicean et al., 2015a) une méthode pour analyser les délais dans des
réseaux TTEthernet tout en prenant compte l’existence de deux flux TT et RC. Pour analyser
les délais des flux RC, les auteurs définissent la période d’occupation qui exprime le retard
que peux subir une trame pour être transmise sur un lien. Ce retard est dû soit aux fenêtres
de temps TT, la transmission d’autre trames RC, ou aux fenêtres de blocages exigés pour les
trames RC. Les auteurs définissent une fonction récursive qui permet de calculer cette période
d’occupation pour chaque trame sur chaque lien puis moyennant ces différents périodes, ils
définissent un algorithme qui estime le pire cas de transmission de ces trames.
D’autres approches adoptent une méthodologie spécifique pour la vérification des flux TT
et RC. C’est le cas de (Kermia, 2015) qui propose une approche en deux phases. Dans la
première phase, l’objectif est d’analyser la faisabilité des messages TT. Pour ce fait un test
de faisabilité suffisant a été proposé. Ce test est basé sur le facteur d’utilisation strictement
périodique qui retourne la somme des fractions de temps utilisé pour transmettre les messages
TT lorsque leurs périodes strictes sont satisfaites. Ce test permet d’aider le concepteur de
réseau TTEthernet à savoir l’existence d’une table d’ordonnancement TT. Dans la deuxième
étape les auteurs visent l’analyse d’ordonnançabilité des messages RC tout en prenant compte
de l’existence des messages TT et les temps de silence requis pour permettre l’intégration
des flux TT et RC.
En plus de la synthèse d’ordonnancement TT et la vérification des flux RC certains travaux
cherchent à optimiser certains critères. Nous citons (Tamas-Selicean et al., 2012a) qui se
place dans le contexte des applications temps réel dures implémentées sur des architectures
hétérogènes. En considérant un ensemble de messages TT et RC et la topologie des liens
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virtuels sur lesquelles les messages sont assignés, l’objectif dans ce cadre est de synthétiser
des ordonnancements TT de telle sorte que les latences de bout en bout des messages RC
sont optimisés. Pour explorer l’espace de solution, les auteurs adoptent un algorithme tabou
qui peut soit avancer la fenêtre de temps pour la trame sélectionnée, avancer les fenêtres de
ces prédécesseurs, retarder la fenêtre de la trame considérée ou retarder les fenêtres de ces
successeurs.
D’une manière similaire, on introduit dans (Murshed et al., 2015) un modèle d’ordonnance-
ment pour les processeurs multi-coeurs. avec un réseau à puce supportant à la fois le trafic
déclenché par le temps ainsi que celui déclenché par les évènements. Les auteurs cherchent
dans ce cadre à co-synthétiser un ordonnancement pour les tâches ainsi que pour la commu-
nication tout en minimisant la latence.
Une analyse profonde de ces travaux nous permettent de constater que certains d’entre eux
ne visent qu’à la vérification des flux RC tout en prenant compte de la présence des flux
TT. Généralement, on opte dans ce cadre à la réadaptation des approches célèbres dans ce
domaine soit la méthode de calcul réseau ou l’approche par trajectoire et on réfère dans ce
contexte aux travaux de (Zhao et al., 2014) et à (TamasSelicean et al., 2015a). D’autres
travaux qui cherchent aussi à synthétiser un ordonnancement TT, adoptent généralement
une heuristique. Une telle heuristique commence généralement par une solution initiale qui
n’est pas nécessairement faisable, mais parcourt l’ensemble des solutions pour en découvrir
une qui soit adéquate. Nous citons dans ce cadre (Tamas-Selicean et al., 2012a) qui définit
une approche à base de recherche tabou. L’inconvénient d’une telle approche est qu’elle n’est
pas bien adaptée au contexte d’intégration itérative où on se place dans le cadre de systèmes
évolutifs. Telles approches ne modélisent pas cet aspect.
D’autres travaux de recherche vont au-delà de la vérification des flux critiques et cherchent
à optimiser le trafic BE. Nous citons dans ce cadre (Suethanuwong and Hirunmutrapom,
2016) qui présente une approche alternative à la fragmentation du trafic BE. Cette approche
consiste plutôt à chercher une trame de taille plus petite qui peut être véhiculée durant
l’intervalle de blocage. Cette méthode présente un avantage en n’exigeant aucune modification
des systèmes terminaux et des commutateurs TTEthernet pour la réception des messages BE.
En plus cette approche ne requiert pas un contenu additionnel pour les entêtes Ethernet.
Dans (Tamas-Selicean and Pop, 2014), les auteurs proposent plutôt à cette fin une stratégie
d’optimisation de configuration des réseaux TTEthernet qui maximise la bande passante
laissée pour les flux BE.
Dans (Steiner, 2011), on s’intéresse seulement aux flux critiques en abordant un problème ré-
sultant de la coexistence des deux flux TT et RC. Il s’agit de la famine des messages RC quand
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les fenêtres des messages TT sont collées les unes aux autres ce qui empêche de véhiculer les
messages RC. Pour résoudre ce problème, les auteurs présentent trois stratégies pour garan-
tir une porosité suffisante entre les messages TT. La première méthode dite a priori définit
des intervalles blancs avant même la recherche de l’ordonnancement TT. La deuxième, dite
posteriori, modifie les ordonnancements déjà synthétisés pour garantir une distance temps
entre les ordonnancements planifiés. Quant à la troisième méthode, elle consiste à planifier
des fenêtres de temps suffisantes pour les messages RC de taille maximale.
Dans un contexte plus général, certains travaux ne se limitent pas à la synthèse d’ordonnan-
cement TT et la vérification RC. Nous citons (Tămaş-Selicean et al., 2015) qui considèrent
des applications temps-réel multi-critiques implémentés sur des architectures distribuées hé-
térogènes. Étant donné un ensemble de messages TT et RC et la topologie du réseau, les
auteurs ont proposé une stratégie d’optimisation basée sur la méthode de recherche tabou
qui cherche à empaqueter les messages dans des trames, assigner des trames aux liens virtuels,
le routage des liens virtuels et la synthèse des ordonnancements TT. L’optimisation est faite
de sorte que les trames sont ordonnançables et le degré d’ordonnançabilité est optimisé.
Nous citons aussi (Tamas-Selicean et al., 2012b) qui présente un outil pour l’analyse et
l’optimisation des applications multi-critiques dans des architectures partitionnées. L’outil
prend comme entrée le modèle d’application représenté par les messages et les tâches, le
modèle de la plateforme système et produit la configuration du système qui garantit la non-
interférence entre les applications critiques et leurs ordonnançabilité. L’optimisation dans
le cadre de ce travail décide l’allocation des éléments de traitement sur l’architecture, la
séquence et la longueur des partitions sur chaque élément de traitement, l’ordonnancement
des messages TT de telle sorte que les applications sont ordonnançables et que le temps
de réponse des messages TT et RC soit minimisé. Pour résoudre ce problème, les auteurs
définissent une approche basée sur la recherche Tabou. Nous résumons dans le tableau 3.6
les travaux liés à l’ordonnançabilité des flux TT et RC. Nous indiquons dans la deuxième
colonne si le problème considère un critère d’optimisation. La troisième colonne indique si,
à part la vérification de l’ordonnancabilité, l’approche synthétise un ordonnancement TT
pour le réseau ou si elle co-synthétise un ordonnancement pour les applications distribuées
et le réseau. La troisième colonne indique le formalisme utilisé pour l’approche. La dernière
colonne indique si, à part la vérification de l’ordonnancabilité, l’approche présentée considère
un autre objectif.
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Tableau 3.6 Travaux relatifs à la synthèse d’ordonnancements TT et l’analyse de l’ordonnançabilité des flux RC
Référence Optimisation Synth/Co-Synth Approche Autre
Abuteir and Obermaisser (2015) 5 Co-Synth Recherche locale
Zhao et al. (2014) 5 5 Calcul réseau Amélioration analyse latence
Tămaş-Selicean et al. (2015) 5 Synth Recherche Tabou Fragmentation+Routage
Kermia (2015) 5 5 Approche dédiée -
Tamas-Selicean et al. (2012a) Latence RC Synth Recherche Tabou
Murshed et al. (2015) Latence TT et ET Co-Synth MILP Routage TT
Suethanuwong and Hirunmutrapom (2016) Bande passante BE 5 Shorter Frame Search -
Tamas-Selicean and Pop (2014) Bande passante BE Synth Recherche Tabou Ordonnancabilité TT, RC
Steiner (2011) Porosité Synth SMT -
TamasSelicean et al. (2015b) 5 5 Approche par trajectoire -
Tamas-Selicean et al. (2012b) Temps Réponse TT+RC Co-Synth Recherche Tabou Affectation tâches aux partitions
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Une simulation des flux TT et RC est aussi importante dans le cadre de vérification. Elle
permet de simuler le comportement réel d’un système ou réseau donné. Les actuelles plate-
formes de simulation réseau (ex., OPNET, OMNeT++) ne supportent pas la communication
TT et RC de TTEthernet. Vu les différences entre TTEthernet et les autres protocoles TT
(e.g., CANoe Option FlexRay), ces environnements ne sont pas applicables pour le cadre de
TTEthernet. Malgré qu’un modèle de simulation a été développé pour étudier la synchronisa-
tion des horloges et valider ainsi les algorithmes d’ordonnancements (Suethanuwong, 2011),
ce modèle n’est pas générique et ne modélise pas certains comportements et configurations
des applications communicantes suivant le protocole TTEthernet. Dans (Abuteir and Ober-
maisser, 2013), les auteurs présentent un environnement simulation générique qui peut être
configuré et étendu pour la simulation d’applications spécifiques.
Suite à l’intérêt considérable à l’adoption TTEthernet, on explore dans (Elshuber and Ober-
maisser, 2013) la possibilité d’étendre les routeurs Ethernet pour supporter le trafic des dif-
férents flux de TTEthernet. Ceci permet de réduire le coût de hardware et offre la possibilité
d’utilisation des infrastructures anciennes pour des applications temps-réelles.
3.5 Conclusion
Nous avons présenté dans ce chapitre un aperçu des différents travaux de recherches reliés à
notre problématique de recherche. Dans une première partie, nous avons présenté les différents
travaux relatifs aux systèmes IMA. Nous avons étudié par la suite différents techniques et
travaux relatifs à la vérification des flux à quota limité et à la synthèse d’ordonnancement
synchrone. Vers la fin, nous avons exploré différents travaux visant la vérification simultanée
de ses deux types de flux.
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CHAPITRE 4 INTÉGRATION ITÉRATIVE DES FONCTIONNALITÉS
AVIONIQUES AVEC UNE COMMUNICATION DÉCLENCHÉE PAR LE
TEMPS
Nous présentons dans ce chapitre notre approche pour l’intégration itérative des fonctionnali-
tés avioniques déployées sur une architecture IMA interconnectée par un réseau TTEthernet.
Cette approche a été publié dans (Beji et al., 2014) et fait aussi l’objet de la soumission
(Beji et al., 2018a). Cette dernière considère un ordonnancement IMA et le trafic TT des
fonctions déjà intégrées et cherche une meilleure façon en termes de coût de reconfiguration
pour intégrer une nouvelle fonctionnalité. Cette intégration consiste à co-synthétiser un nou-
vel ordonnancement IMA et du trafic TT tout en assurant les exigences du système et en
minimisant aussi le coût associé à la reconfiguration des parties déjà intégrées. Le coût ici
peut exprimer les ressources utilisées pour la reconfiguration et/ou pour la recertification.
Pour résoudre ce problème, nous adoptons la méthodologie suivante. Nous présentons dans
la section 4.1 un modèle formel pour l’architecture avionique et dans la section 4.2 un mo-
dèle de configuration associé. En nous basant sur ces deux modèles, nous définirons dans la
section 4.3 un ensemble de contraintes pour modéliser les exigences temporelles d’un système
avionique. L’ensemble des contraintes serviront dans la section 4.4 à définir notre approche
d’intégration. À travers deux cas d’études, nous analyserons dans la section 4.5 notre ap-
proche et nous dégagerons quelques directives qui peuvent aider l’ingénieur système dans le
choix de sa meilleure stratégie d’intégration et nous clôtureroms cette section par une étude
de l’évolutivité de notre approche.
4.1 Modèle Formel d’architecture avionique
Le but de cette partie est de décrire d’une manière formelle et générique une architecture
avionique. Ce modèle est construit en deux parties. Une première partie décrira l’architec-
ture alors que la deuxième partie modélisera les applications avioniques déployées sur cette
architecture.
4.1.1 Modèle d’Architecture
Dans cette section, nous introduisons le modèle d’architecture des modules distribués IMA
interconnectés par un réseau TTEthernet. Concernant la communication déclenché par le
temps, nous étendrons un modèle similaire à celui introduit dans (Steiner, 2010).
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Un système avionique, comme le montre la figure 4.1, est une grappe TTEthernet de modules
IMA généralement referrés par End Systems (ESes), interconnectés moyennant des liens phy-
siques et des commutateurs réseaux TT notés (NSes). Chaque grappe TTEthernet est modé-
lisée par un graphe non orienté G(V , E). L’ensemble des sommets V = ES ∪NS est composé
d’un ensemble de systèmes terminaux (ES) et un ensemble de commutateurs réseaux (NS).
L’ensemble des arêtes E sont les liens physiques connectant les systèmes terminaux et les com-
mutateurs réseau. Dans l’exemple illustratif de la figure 4.1, on a ES = {M1,M2, · · · ,M5} et
NS = {NS1,NS2}.
Chaque système terminal (module IMA) est composé d’un ensemble fini non vide de partitions
et chaque arête (lien physique) est un lien de données bidirectionnel Nous notons par L
l’ensemble des liens de données orientés du réseau. Nous notons aussi par (u, v) le lien physique
qui connecte les nœuds et par [u, v] le lien de donné du nœud u au nœud v. L’ensemble des
arêtes et les liens de données du réseau sont ainsi reliés comme suit.
∀u, v ∈ V : (u, v) ∈ E ⇒ [u, v] ∈ L and [v, u] ∈ L (4.1)
Une séquence de liens de données adjacents et orientés p = [[v1, v2], ..., [vr−1, vr]] connectant
un module v1 ∈ ES à un autre vr ∈ ES à travers un chemin non cyclique de commutateurs
réseaux vi ∈ NS (2 ≤ i ≤ r − 1) forme un chemin de donnée. La figure 4.1 illustre, moyen-

















Figure 4.1 Exemple d’une architecture avionique
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L’ensemble de tous les chemins de données et notés par DP .
TTEthernet utilise le concept de lien virtuel (ARINC, 2009) pour définir le partitionnent
spatial des messages ayant différents niveaux de criticité et transmis sur le même lien phy-
sique. Un lien virtuel noté par vl, transporte un message unique d’un module source à un ou
plusieurs modules destinations. Ainsi, il représente une structure d’arbre où la racine est le
module émetteur, les modules destinations sont les feuilles et les nœuds internes de l’arbre
sont les commutateurs réseau. Chaque chemin de la racine à une feuille forme un chemin de
données. De plus, la racine a un seul fils (qui doit être un nœud interne) et les feuilles sont
des modules disjoints deux à deux. En d’autres termes, un lien virtuel est un ensemble de
chemins de données transportant un message d’une source à une ou plusieurs destinations.
La figure 4.1 illustre un lien virtuel qui est composé par deux chemins de données.
vl1 = {[[M1, NS1], [NS1,M3]], [[M1, NS1], [NS1,M4]]} (4.2)
Nous notons par VL l’ensemble des liens virtuels et pour chaque lien virtuel vl ∈ VL, nous
utilisons la notation fonctionnelle suivante pour exprimer :
— first(vl) : le premier lien de donnée dont lequel le message est transmis. Ce lien est bien
défini puisque la racine a un seul fils (ex. first(vl1) = [M1, NS1]) ;
— last(vl) : l’ensemble de dernier liens de données sur le lien virtuel (e.g. last(vl1) =
{[NS1,M3], [NS1,M4]}) ;
— root(vl) : la racine du lien virtuel. (e.g. root(vl1) = M1) ;
— leaves(vl) : l’ensemble des feuilles du lien virtuel (e.g. leaves(vl1) = {M3,M4}).
— links(vl) : l’ensemble des liens de donnés dans le lien virtuel
(e.g. links(vl1) = {[M1, NS1], [NS1,M3], [NS1,M4]}).
4.1.2 Modèle d’application
Nous définissons dans cette section notre modèle formel d’application pour le problème d’in-
tégration itérative. Nous commençons par formaliser les concepts IMA de modules et de
partitions. Par la suite, nous présentons un modèle formel pour le flux de communication
TT. Finalement, nous définissons la notion d’une fonctionnalité avionique et nous concluons




Nous notons un système IMA distribué par M = {M1, ...,Mn}. M représente le système
au complet et il est composé d’un ensemble fini de modules. Chaque module M est un
ensemble fini de partitions M = {P1, P2, · · · , Pm}, où Pi désigne la ième partition de M .
Dans le cadre de ce travail, nous considérons que les partitions sont des unités atomiques
d’exécution d’applications temps réel modélisant une fonction de traitement, lecture d’un
capteur, actionnement des composants mécaniques et hydro-électriques, etc. Chaque partition
P , implémentée dans un module M , est exécutée périodiquement. Ainsi, nous caractérisons
temporellement une partition comme suit :
(P.C, P.T )
où P.C désigne le pire temps d’exécution d’une partition et P.T sa période. Ces deux pa-
ramètres temporaux sont connus a priori et ils sont données par l’ingénieurs système. Le
plus petit multiple commun de toutes les périodes de partitions exécutées au sein du même
module M est appelés le MAF, connu aussi sous Hyper Période du module (HPM). Nous
notons qu’un système IMA distribuéM est déployé sur une grappe avionique G(ES ∪NS, E)
alors ES =M.
Modèle d’application réseau
L’information communiquée entre la source et les destinations est sous forme de messages
appelés trames. Chaque trame déclenchée par le temps noté f est aussi envoyé périodiquement
et elle est temporellement caractérisée suivant le modèle de (Steiner, 2010) par l’ensemble de
paramètres suivants :
(f.C, f.T ),
où f.C représente la durée de transmission d’une trame et f.T la périodicité de son envoi.
Nous exprimons dans le cadre de ce travail f.C en termes d’unité temporelle pour représenter
le temps nécessaire pour une trame pour qu’elle soit complètement transmise sur un lien
donné. Le plus petit multiple commun de toutes les périodes sur le réseau est appelé le cycle
d’application, Tcycle. Les messages que les partitions produisent sont communiqués sous forme
de trames périodiques. Vu que multiples messages avec différents niveaux de criticité peuvent
être transmises sur le même lien et pour assurer un partitionnement spatial de ces messages,
chaque trame est mise en correspondance avec son lien virtuel. Étant donné un ensemble
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de partitions P et un ensemble de trames F échangés par ces partitions, nous utilisons
les fonctions auxiliaires suivantes pour lier les partitions qui produisent ou consomment les
messages avec les liens virtuels associés à leurs trames.
— α : P →M, une allocation de partition qui associe les partitions aux systèmes termi-
naux (modules).
— Ω : P → 2F , une fonction qui associe chaque partition P à l’ensemble des trames
produites par P , de sorte P 6= P ′ implique que Ω(P )∩Ω(P ′) = ∅ et ∪P∈PΩ(P ) = F . En
d’autres termes, chaque trame est produite par une partition unique. Étant donné une
trame f , nous utilisons la notation fonctionnelle source(f) pour désigner la partition qui
produit les messages transportés par f . Nous notons que source(f) = P si et seulement
si f ∈ Ω(P ).
— ∆ : F → 2P , la fonction qui associe chaque trame f à l’ensemble (non-vide) des
partitions destinations qui consomment les messages transportés par la trame f .
— Π : F → VL, une association des trames aux liens virtuels. Nous notons aussi que deux
trames différentes peux être produites par des fonctions (partitions) implémentées au
sein du même module et peut être consommées par des partitions implémentées aussi
sur le même module. Dans ce cas, leurs liens virtuels associés ont le même ensemble
de chemins. Ainsi, nous utilisons la fonction Π pour identifier d’une manière unique
les liens virtuels puisque chaque trame de même chaque message est produit par une
unique partition.
Une fonctionnalité avionique est un ensemble de fonctions distribuées et communicantes pour
réaliser un sous-système avionique.
Définition 1 (Fonctionnalité Avionique) Étant donné une grappe TTEthernet G(V , E),
une fonctionnalité avionique déployée sur G est défini par le 6-uplet func def= (P ,F , α,Ω,∆,Π)G
où
— P est l’ensemble (distribué) des partitions communicantes ;
— F est l’ensemble de trames échangées par ces partitions ;
— α est la fonction qui alloue les partitions aux systèmes terminaux ;
— Ω est la fonction qui associe chaque partition à l’ensemble des trames que les partitions
produisent ;
— ∆ est la fonction qui associe chaque trame à l’ensemble de ces destinations ;


































Figure 4.2 Un sous-système du système gestion de vol
telle que pour chaque f dans F , la source ainsi que les destinations de f appartiennent à P
ainsi, source(f) ∈ P et P ∈ P.
De plus, pour chaque trame f dans F , les propriétés suivantes doivent être vérifiés : source(f) ∈
root(Π(f)) et si P ∈ ∆(f) alors α(P ) ∈ leaves(Π(f)). En d’autre termes, la partition émet-
trice doit appartenir à la racine du lien virtuel et les partitions réceptrices doivent être dans
les feuilles. Pour des raisons de lisibilité, nous enlèverons la notation de grappe TTEthernet
G sauf si ce n’est pas clair du contexte.
La figure 4.2 montre un exemple de déploiement d’un sous-système du système de gestion de
vol sur la grappe TTEthernet donnée par la figure 4.1. Ce sous-système contrôle l’affichage
de l’information du waypoint sur les écrans des pilotes.
La fonctionnalité décrivant ce sous-système noté par func1 est comme suit. Deux partitions
KUi (i ∈ {1, 2}), pour Keyboard and Cursor Unit, envoient l’information de la requête du
waypoint par le pilote et le copilote. Un waypoint Id, wpIdi (i ∈ {1, 2}), est alors transmis
comme un identifiant de requête aux deux partitions Flight Manager FM 1 et FM 2. Chaque
FM i réagit en conséquence et envoie queryi à NDB, le Navigation DataBase. Cette dernière
envoie les informations nécessaires pour le calcul du waypoint comme answeri. Par la suite,
chaque FM i (i ∈ {1, 2}) calcule l’information du waypoint wpInfoi et la transmets pour son
associé MFDi, le Multi Functional Display. Ce dernier affiche wpInfoi sur l’écran correspon-
dant. L’affectation des partitions aux modules est aux liens virtuels associés est décrite par
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le tableau 4.1. Par exemple, la partition KU1 est allouée au module M1 et elle produit une
seule trame wpId1. Cette trame a deux destinations FM1 et FM2 et son associé lien virtuel
est {[[M1, NS1], [NS1,M3]], [[M1, NS1], [NS1,M4]]}.
Tableau 4.1 Communication de la fonctionnalité func1
P α(P ) Ω(P ) ∆(f) Π(f)
KU1 M1 wpId1
FM1 [[M1, NS1], [NS1,M3]]
FM2 [[M1, NS1], [NS1,M4]]
FM1 M3
query1 NDB [[M3, NS2], [NS2,M5]]
wpInfo1 MFD1 [[M3, NS1], [NS1,M1]]
KU2 M2 wpId2
FM1 [[M2, NS1], [NS1,M3]]
FM2 [[M2, NS1], [NS1,M4]]
FM2 M4 query2 NDB [[M4, NS2], [NS2,M5]]
wpInfo2 MFD2 [[M4, NS1], [NS1,M2]]
NDB M5
answer1 FM1 [[M5, NS1], [NS1,M3]]
answer2 FM2 [[M5, NS1], [NS1,M4]]
MFD1 M1 ∅
MFD2 M2 ∅
Nous définissons un système avionique complet comme un ensemble de fonctionnalités.
Définition 2 (Système Avionique) Étant donné une grappe TTEthernet notée G(V , E),
un système avionique sys def= {(Pr,Fr, αr,Ωr,∆r,Πr)G : 1 ≤ r ≤ n} est un ensemble fini
de fonctionnalités avioniques déployées sur la même grappe G telle que pour tout r, r′ ≤ n
(r 6= r′), Fr ∩ Fr′ = ∅ et si P ∈ Pr ∩ Pr′ alors αr(P ) = αr′(P ).
Nous désignons par Psys def= ∪1≤r≤nPr et par F sys def= ∪1≤r≤nFr l’ensemble de toutes les
partitions (respectivement toute les trames) dans sys. En nous basant sur ce modèle formel
d’architecture IMA, nous modélisons formellement dans la section 4.2 les configurations avio-
niques ainsi que le processus d’intégration. Par la suite, nous formalisons dans la section 4.3
l’ensemble des contraintes qui doivent être vérifié par les différentes configurations avioniques.
4.2 Modèle de configuration avionique
Étant donné le modèle formel d’application défini dans la section 4.1.2, la configuration d’un
système avionique peut être subdivisée en deux sous-parties : l’ordonnancement des parti-
tions sur des modules IMA distribués et l’ordonnancement des trames sur le réseau. Ainsi,
étant donné un système avionique sys, on désigne par (ψ, φ)sys la configuration avionique où,
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ψ est la configuration des modules IMA et φ est celles des trames. L’objectif de la fonction
d’ordonnancement ψ (respectivement φ) est de réserver pour chaque partition (respective-
ment trame) déployée sur le système une fenêtre de temps durant laquelle une instance de
la partition (respectivement de la trame) peut être enclenché. Cette fenêtre de temps est
caractérisée par son temps de début généralement appelé temps d’offset.
Configuration des modules
Une partition P déployée sur un module M peut être exécutée plusieurs fois durant l’hyper-
période de M . Le nombre d’exécutions de P durant HPM est Instances(P ) = HPMP.T . Nous
désignons par PMik la kème instance du ième partition of M et par Psysinst l’ensemble de toutes
les instances de partition pour un système avionique donné sys. Nous considérons le cas d’or-
donnancement le plus général où chaque instance d’exécution durant HPM est ordonnancée
d’une manière indépendante. Ceci nous mène vers la définition suivante.
Définition 3 (Ordonnancement des Partitions) Un ordonnancement statique d’une par-
tition est une fonction qui associe les instances de partitions au temps d’offsets (temps d’ins-
tances) ψ : Psysinst → N.
Configuration réseau
La configuration du réseau φ suit le même principe que celle des modules ψ. D’une ma-
nière similaire aux partitions au sein du même module, les trames transmises sur le même
lien doivent être temporellement séparées. Plusieurs instances d’une trame TT peuvent se
produire durant le cycle d’application d’un système avionique sys, T syscycle = LCM
(
{f.T :
f ∈ F sys}
)





. À la différence d’une partition qui est allouée à un module fixe, une
trame est véhiculée tout au long des chemins de données d’un lien virtuel. Nous dénotons
par f lik la kème instance de fi dans le lien l et par F sysinst l’ensemble de toutes les instances des
trames d’un système avionique sys.
Définition 4 (Ordonnancement de trames) Un ordonnancement déclenché par le temps
(TT) d’un système avionique sys est une fonction qui permet d’associer pour toutes les ins-
tances d’une trame un temps d’offset (temps d’instance) φ : F sysinst → N.
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Intégration d’une fonctionnalité avionique
Soit sys un système avionique et (ψ, φ)sys une configuration du système. Soit aussi func
une nouvelle fonctionnalité à intégrer dans le système sys. Nous cherchons à trouver la
meilleure façon d’intégrer cette nouvelle fonctionnalité. Ceci revient à synthétiser une nouvelle
configuration (ψ′, φ′)sys′ du nouveau système sys′ = sys ∪ func, tout en assurant toutes les
exigences des systèmes et en minimisant le coût de reconfiguration des fonctions déjà intégrées
dans sys.
Nous notons par I(sys, func) l’ensemble des configurations possibles du nouveau système
après l’intégration de la nouvelle fonctionnalité func.
I(sys, func) ={(ψ′ , φ′) : ψ′ ∈ NPsys∪funcinst ∧ φ′ ∈ NFsys∪funcinst } (4.3)
4.3 Contraintes d’intégration de fonctionnalités avioniques communicantes en
mode TT
Dans cette section, nous modélisons les exigences temporelles d’un système avionique par un
ensemble de contraintes. Ses contraintes sont classées en trois catégories. La première catégo-
rie concerne l’ordonnancement IMA et veille à ce que ce dernier soit conforme à la spécification
IMA. La deuxième catégorie vérifie plutôt les exigences d’un ordonnancement TTEthernet.
Pour définir cette catégorie, nous étendons l’ensemble des contraintes formalisées dans (Stei-
ner, 2010) pour en considérer les contraintes de compatibilité des deux ordonnancements
IMA et TTEthernet. Nous redéfinissons également ces contraintes en utilisant les notations
de notre modèle de configuration avionique. La dernière catégorie de contraintes spécifie les
exigences de latence qui ont pour but de garantir le déterminisme des délais de bout à bout.
Soit G(ES ∪ NS, E) une grappe TTEthernet et sys = {(Pr,Fr, αr,Ωr,∆r,Πr)G : 1 ≤ r ≤ n}
un système avionique déployé sur G. Afin d’alléger la formalisation des contraintes, nous
utilisons les notations suivantes pour désigner :
— Lsys(f) def= links(Πr(f)) : l’ensemble des liens sur lesquels la trame f ∈ Fr est envoyée
(1 ≤ r ≤ n) ;
— first(f) def= first(Πr(f)) : le premier lien sur lequel la trame f ∈ Fr est envoyée (1 ≤ r ≤
n) ;
— last(fi) def= last(Πr(fi)) : l’ensemble de derniers liens du lien virtuel de fi ∈ Fr (1 ≤ r ≤
n) ;
— dest(fi) def= ∆r(fi)) : l’ensemble des destinations de la trame fi ∈ Fr (1 ≤ r ≤ n).
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Pour chaque P in Psys et pour chaque M in ES, on écrit aussi P ∈ M si P est alloué à M ,
c’est à dire, il existe r (1 ≤ r ≤ n) tel que αr(P ) ∈M .
4.3.1 Contraintes IMA
Afin de vérifier qu’un ordonnancement IMA est valide, nous spécifions dans cette section
un ensemble de contraintes qui doivent être satisfaites par chaque ordonnancement ψ d’un
système avionique sys = {(Pr,Fr, αr,Ωr,∆r,Πr)G : 1 ≤ r ≤ n} déployé sur la grappe
TTEthernet G(ES ∪ NS, E).
Périodicité des partitions
Chaque partition doit être exécutée une seule fois durant sa période. La périodicité des
partitions est exprimée comme suit.
∀M ∈ ES, ∀Pi ∈M, ∀k ∈ [1..Instances(Pi)],
(k − 1)× Pi.T ≤ ψ(PMik ) < k × Pi.T . (Périodicité_P)
Non-Chevauchement des exécution des partitions
Seulement une seule partition est autorisée à s’exécuter sur un module à un instant donné.
Formellement, ceci peut être vérifié en exigeant que pour chaque deux partitions distinctes
déployées sur un module, soit la première partition termine son exécution avant le début
d’exécution de la deuxième ou vice versa.
∀M ∈ ES, ∀Pi, Pj ∈M (i 6= j), ∀k ∈ [1..Instances(Pi)], ∀k′ ∈ [1..Instances(Pj)],((









Pour les applications à sureté critique où quelques modules sont dupliqués, il est exigé dans
certains cas que chaque partition est synchronisée avec sa dupliquée. Ceci signifie que les
offsets pour ces deux partitions doivent être égales.
∀Mi,Mi′ ∈ ES (i 6= i′), ∀Pj ∈Mi, ∀k ∈ [1..Instances(Pj)],






où le prédicat Duplicate(Mi, Mi′ ) est évalué à vrai si Mi est le dupliqué de Mi′ .
4.3.2 Contraintes TTEthernet
Nous spécifions dans cette section d’une manière formelle un ensemble de contraintes sur
l’ordonnancement φ pour qu’il soit conforme à la spécification TTEthernet. Les contraintes
définies dans les sections 4.3.2,4.3.2, 4.3.2 et 4.3.2 ont été déjà spécifié pour les réseaux
déclenchés par le temps dans (Beji et al., 2014; Steiner, 2010). Nous le reformulons dans le
cadre de ce travail au modèle de configuration et nous le généralisons pour les différentes
instances des trames.
Contraintes de non-chevauchement
Nous considérons l’exclusion mutuelle des trames transmises sur le même lien de données.
À chaque instant, une seule trame peut être transmise sur un lien donné. Étant donné un
système avionique sys et sa configuration (ψ, φ)sys, on vérifie pour chaque paire de trames
appartenant à sys et transmises sur le même lien que l’envoi de la deuxième se déroule
après la fin de transmission de la première ou l’inverse. Formellement, les contraintes de
non-chevauchement sont exprimées comme suit.















φ(f li′k′) ≥ +φ(f lik) + fiC
))
(Non_Chevauchement_T)
Contraintes de formation correcte des chemins
La formation correcte des chemins de données peut être assurée en vérifiant l’ordre d’évène-
ments de relai d’une trame fi. Cet ordre doit être comme suit : (1) la réception de la trame
fi, (2) le traitement de fi par le commutateur et (3) l’envoi de fi sur le prochain lien. Cet
ordre se traduit formellement par l’ensemble des contraintes suivantes.





φ(f [v,w]ik )− φ(f [u,v]ik )
)
≥ max(hopdelay) (Dépendance_Chemin)
où max(hopdelay) est un seuil maximal configurable en mode déconnecté et qui borne la
latence maximale sur un saut unique du réseau. Nous notons que max(hopdelay) doit être
plus grand que fi.C pour tout fi dans F sys.
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Contraintes de limite de mémoire d’un commutateur
Compte tenu de la limite de la mémoire tampon et afin d’éviter les scénarios de congestion,
chaque trame doit rester pour une durée limitée au niveau de chaque commutateur tout au
long du lien virtuel correspondant. Nous notons cette durée limite par membound et nous
exprimons cet ensemble de contraintes de la façon suivante.





φ(f [v,w]ik )− φ(f [u,v]ik )
)
≤ membound (Limite_Mémoire)
Contraintes de relai simultanée
Quelques applications avioniques exigent que les messages soient diffusés simultanément sur
tous les liens sortants. Ceci se traduit formellement par l’ensemble des contraintes suivant.














où SimRelay(fi) est un prédicat qui est évalué à vrai si fi doit être diffusée.
Compatibilité IMA-TTEthernet
Théoriquement, les ordonnancements IMA et TTEthernet ψ et φ peuvent être synthétisés
séparément. Toutefois, de point de vue application, ces deux ordonnancements sont dépen-
dants. En effet, les trames transmettent les informations produites par les partitions. D’où, le
temps d’offset d’une instance de trame ne peut pas être configuré avant la fin de l’exécution
de la partition source. La relation entre les instances de la partition source de l’information
et celle de la trame qui le transporte peut être déterminée par le ratio de la division de la
période de la partition source par la période de la trame. Prenant l’exemple d’une trame
qui est envoyée trois fois plus rapidement que l’exécution de la partition source alors, les
instances de trames de 1 à 3 communiquent le résultat produit par la première instance de la
partition source. Ainsi, les temps d’offset pour les trois premières instances de trame doivent
être entre la fin d’exécution de la première et la seconde instance de la partition source.
Nous notons aussi que la période de la partition source P doit être plus grande ou égale aux
périodes des trames produites par P pour éviter la congestion au niveau du nœud source.
Soit k une instance de la partition source P et k′ une instance de la trame transportant le
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message produit par la kème instance de P , alors k′ doit être dans l’intervalle
[(








Ainsi la compatibilité des deux ordonnancements ψ et φ peut être exprimée comme suit.















ψ(source(fi)k) + source(fi).C ≤ φ(f first(fi)ik′ )
)
∧(
φ(f first(fi)ik′ ) < ψ(source(fi)k+1) + source(fi).C
)
(Compatibilité_IMA_TTE)
où source(fi)k désigne kème instance de trame de source(fi).
4.3.3 Contraintes de latence
Afin d’assurer que les fonctions avioniques sont complètement terminées dans les limites de
temps, nous définissons deux types de contraintes de latence. Ces deux types sont illustrés
par la figure 4.3.
Le premier type, connue sous le nom de latence de bout-en-bout, permet de contraindre la
durée maximale écoulée depuis le début de l’exécution de la partition source jusqu’à la fin





Délai de chaine fonctionelle
Pn-1
Figure 4.3 Latence de bout-en-bout et délai de chaîne fonctionnelle
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l’ordonnancabilité des trames du système. En effet, elles garantissent que chaque trame peut
atteindre sa destination dans les délais impartis.
Le deuxième type appelé délai d’une chaîne fonctionnelle a pour but de contraindre le temps
global de réponse d’une fonction avionique. Un exemple de délai de bout en bout d’une
chaîne fonctionnelle serait le processus d’extension/rétraction du train d’atterrissage qui fait
intervenir plusieurs trames.
Latence de bout-en-bout
Les éléments suivants sont nécessaires pour calculer la latence : l’instance d’exécution de la
partition émettrice ; l’instance de la trame transportant le message communiqué ; et l’instance
de la partition réceptrice.
Pour chaque destination P vd dans dest(fi), la latence de communication entre source(fi) et P vd
est périodique de période LCM (source(fi).T , fi.T , P vd .T ). Il est ainsi suffisant de considérer
les instances de a de la partition source dans l’intervalle suivant
[






Le calcul de latence dépend aussi de l’instance b de communication de la trame fi et l’instance
c de la partition destination P vd . Si la bème instance de la trame fi transmet le message produit
par la aème instance de source(fi), alors cette trame doit être acheminée entre la aème et la
(a+1)ème instance de la partition source(fi). De la même façon, si la cème instance de partition
de P vd consomme le message transmis par la bème instance de trame de fi, alors elle doit être
enclenché entre la réception de la bème et la (b+ 1)ème instance de trame de fi.
Soit le système avionique sys = {(Pk,Fk, αk,Ωk,∆k,Πk)G : 1 ≤ k ≤ n} et (ψ, φ)sys une
configuration de sys, nous formalisons la latence de bout-en-bout comme suit :
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∀fi ∈ F sys, ∀[u, v] ∈ last(fi), ∀P vd ∈ dest(fi),
∀a ∈
[

























φ(ffirst(fi)i(b mod Instances(fi))) < ψ(source(fi)a mod Instances(source(fi))+1) + source(fi).C
)
∧(




ψ(P vd(c mod Instances(ds))) < φ(f
[u,v]
i(b mod Instances(fi))+1) + fi.C
) ⇒
((
ψ(P vd(c mod Instances(ds))) + P
v





Nous notons que nous ne considérons que le modulo car ψ est seulement défini pour a ≤
Instances(source(fi)) et c ≤ Instances(P vd ) et φ est seulement défini pour b ≤ Instances(fi).
La première ligne de la contrainte vérifie que la fin de l’exécution de source(fi) est avant le
début de transmission de fi sur son premier lien. La deuxième ligne vérifie plutôt que le début
de transmission de fi sur son premier lien est bien avant la fin d’exécution de la prochaine
instance de source(fi). D’une manière similaire, nous vérifions dans la troisième ligne que la
fin de transmission de la trame sur le dernier lien est avant le début d’exécution de l’instance
de la partition destination P vd . Nous vérifions également dans la quatrième ligne que l’arrivé
de la prochaine instance de trame est bien après le début d’exécution de la même instance de
partition destination. Ces quatre lignes permettent ainsi d’identifier l’instance de la source,
l’instance de la trame communiquée et la l’instance de la partition destination. Il reste donc à
borner dans la cinquième ligne de cette contrainte la durée du début d’exécution de l’instance
de partition source à la fin d’exécution de l’instance de la partition destination.
Délai d’une chaîne fonctionnelle
Une autre propriété importante de latence des systèmes avioniques est le délai d’une chaîne
fonctionnelle qui fait intervenir plusieurs systèmes terminaux communicants. Outre que l’or-
donnançabilité de chaque trame d’une chaîne fonctionnelle, il est exigé que le délai bout-en-
bout de toute la chaîne fonctionnelle soit borné par un seuil fixé qu’on le note maxDelay. À
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titre exemple, nous citons le délai de bout-en-bout du processus d’extension du système du
train d’atterrissage qui est défini d’une manière informelle comme suit :
Quand les lignes de commandes sont fonctionnelles (c.-à-d. absence d’échecs), si
la poignée de la commande du train d’atterrissage a été poussée vers le bas et
reste vers le bas alors les trains doivent être verrouillés vers le bas et les portes
sont fermés en moins de 15 secondes après que les commandes sont actionnées
(Boniol and Wiels, 2014).
Nous spécifions la latence de toute la chaîne en bornant la somme des pires cas délais (Worst-
Case Delay (WCD)) des trames intervenant dans la chaîne fonctionnelle. Le pire cas délai
pour une configuration (ψ, φ)sys est défini comme suit :
WCD(fi, ψ, φ) def= max
[u,v]∈last(fi),P vd ∈dest(fi),a,c
(
ψ(P vd(c mod Instances(ds))) + P
v
d .C
− ψ(source(fi)a mod Instances(source(fi))
)
(4.4)
avec a et c satisfont les même conditions comme le cas des contraintes d’ordonnançabilité.
Soit sys = {(Pk,Fk, αk,Ωk,∆k,Πk)G : 1 ≤ k ≤ n} un système avionique et (ψ, φ)sys une
configuration de sys. Pour chaque fonctionnalité func de sys, la chaîne fonctionnelle en in-
térêt est donnée par l’ingénieur système et spécifiée par l’ensemble µ(func). Nous spécifions
l’exigence de latence de bout-en-bout pour sys comme suit :
∀func ∈ sys, ∀[fi1 , fi2 , .., fin ] ∈ µ(func),
n∑
k=1
WCD(fik , ψ, φ) ≤ maxDelay([fi1 , fi2 , .., fin ]) (Delai_Chaine)
Compte tenu de l’ensemble des contraintes définies dans cette section, on caractérise dans la
prochaine section notre approche SMT pour l’intégration optimale des systèmes avioniques.
4.4 Approche SMT pour l’intégration optimale de système avionique
Nous définissons dans cette section notre approcheWeighted Partial Max-SMT (WPMS) pour
l’intégration optimale des systèmes avioniques. Pour ce faire, nous caractérisons formellement
le problème d’intégration itérative. Cette caractérisation va nous permettre par la suite de
définir notre algorithme WPMS pour la résolution de ce problème.
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4.4.1 Caractérisation de l’approche d’intégration itérative
Dans le cadre du problème d’intégration itérative, le coût qu’on considère est seulement
relatif aux trames et aux partitions des fonctionnalités déjà intégrées. Soit sys = {(Pk,
Fk, αk, Ωk,∆k,Πk)G : 1 ≤ k ≤ n} un système avionique, (ψ, φ)sys sa configuration courante,
et func = (Pn+1,Fn+1, αn+1,Ωn+1,∆n+1,Πn+1)G une nouvelle fonctionnalité à intégrer. Soit
sys′ = sys ∪ func le système après l’intégration de func et (ψ′ , φ′)sys′ ∈ I(sys, func) une nou-
velle configuration de sys′. Bien évidemment, nous supposons que la configuration courante
(ψ, φ)sys est valide, c’est à dire, elle satisfait toutes les contraintes dures de la section 4.3.
Nous avons choisi de définir une approche WPMS pour résoudre le problème d’intégration
itérative vu que la modification des offsets d’ une instance de trame ou bien d’une partition
déjà ordonnancée, peut être modélisée par des contraintes douces. Il reste donc à faire la
correspondance entre le coût de violation d’une contrainte et le coût de reconfiguration de
l’instance (de partition ou de trame) considérée.
1. Fonction Coût : La fonction coût d’intégration à partir de la configuration courante
(ψ, φ)sys à une nouvelle configuration (ψ′, φ′)sys′ est :











κ(f lik)× σli,k(φ′, φ) (4.5)
où
— ω(PMik ) est le coût de re-ordonnancer l’instance de partition PMik .
— κ(f lik) est le coût de re-ordonnancer l’instance de trame f lik.
— δMi,k((ψ′, ψ) est la fonction indicateur retournant 1 si est seulement si la contrainte
douce (ψ′(PMik ) = ψ(PMik )) est violée.
— σli,k((φ′, φ) est la fonction indicateur retournant 1 si est seulement si la contrainte
douce (φ′(f lik) = φ(f lik)) est violée.
2. Objectif : Notre objectif est de minimiser la fonction coût. La formulation globale du
problème d’intégration itérative est comme suit.
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minimiser : Cost((ψ, φ), (ψ′ , φ′)), with (ψ′ , φ′) ∈ I(sys, func)














σli,k(φ′, φ) ⇐⇒ φ′(f lik) 6= φ(f lik)
)
∧ Chard(ψ′, φ′) (P)
où Chard(ψ′, φ′) est la conjonction de toutes les contraintes dures définies dans la sec-
tion 4.3 pour la configuration (ψ′ , φ′)sys′ du nouveau système après intégration. Nous
désignons par Cost(I(sys, func), (ψ, φ)sys) le coût d’intégrer la fonction func au système
sys avec la configuration courante (ψ, φ).
Maintenant, étant donné un système initial sys0, sa configuration courante (ψ0, φ0) et un
ensemble fini de fonctions avioniques {func1, func2, · · · , funcn}, nous définissons le coût d’une
intégration itérative des fonctions funci par la somme des coûts des étapes d’intégration. Ceci
peut être formalisé comme suit :
Cost(I(sys0, func1, ..., funcn), (ψ0, φ0)) =
n∑
i=1
Cost(I(sysi−1, funci), (ψi−1, φi−1)) (4.6)
où sysi = sysi−1 ∪ funci, et (ψi−1, φi−1) est la configuration obtenue en intégrant funci−1.
4.4.2 Approche Max-SMT pondérée et partielle pour la reconfiguration Weigh-
ted Partial Max-SMT-WPMS
En se basant sur les contraintes dures définies dans la section 4.3 et les contraintes douces
définies ci-dessous, notre approche d’intégration présentée par l’algorithme 1, génère les as-
sertions et leurs poids pour le contexte logique du solveur. Les variables des formules sont
les paramètres d’ordonnancement des instances des partitions et des trames. Si le contexte
est satisfiable, c’est-à-dire toutes les contraintes dures sont satisfiables, alors l’ensemble des
valeurs des variables, modèle de solution et le poids total des contraintes non satisfaites est
retourné.
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L’algorithme prend comme paramètres d’entrée l’architecture physique G(V ,L), l’ensemble
de toutes les fonctions avioniques déjà intégrées sys, leurs configurations actuelles (ψ, φ)sys,
la nouvelle fonction à intégrer func, l’ensemble des chaînes fonctionnelles concernées par les
contraintes de latence µ et les fonctions poids ω et κ. L’algorithme commence par ajouter les
contraintes dures Chard pour le nouveau système sys′ (qui combine l’ancien système sys avec
la nouvelle fonction func) au solveur de contexte (AssertHard). Si l’ancien système est vide
(première intégration) alors le solveur SMT (SMTSolve) est invoqué et un modèle , qui est
une configuration (ψ′ , φ′)sys′ est retourné. Autrement, l’algorithme ajoute aussi les clauses
pondérées des contraintes douces
Csoft = {(c1, θ1), (c2, θ2), · · · , (cs, θs)} (4.7)
au contexte du solveur et invoque le solveur (MaxSMTSolve). Dans ce cas, une solution
(si elle existe) est la configuration (ψ′ , φ′)sys′ du nouveau système qui minimise le coût de
reconfigurer les paramètres d’ordonnancement.
ALGORITHM 1: Approche d’intégration itérative basé sur le formalisme Max-SMT
Input: G(V,L), sys, (ψ, φ)sys, func, µ, ω, κ
Output: (ψ′ , φ′), cost
Begin
cost ← 0
sys′ ← sys ∪ func
Chard ← AssertHard
(G(V,L), sys′, µ)
if sys 6= ∅ then
Csoft ← AssertSoft
(G(V,L), sys, (ψ, φ)sys, sys′, ω, κ)
[(ψ′ , φ′), cost]←MaxSMTSolve(Chard , Csoft)
else
(ψ′ , φ′)← SMTSolve(Chard)
fi
return [(ψ′ , φ′), cost]
4.5 Cas d’études
Nous analysons dans cette section à travers deux cas d’étude notre approche d’intégration
itérative. Le premier cas d’étude illustre un système de gestion de vol alors que le deuxième
illustre d’autres fonctionnalités avioniques à travers l’exemple du système de contrôle de
carburant et le système de train d’atterrissage.
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4.5.1 Premier cas étude : Système de gestion de vol
Présentation
Le système de gestion de vol contrôle l’affichage des informations statiques de navigation dans
les écrans des pilotes. Son fonctionnement est décrit dans la section 4.1.2 et dont l’architecture
est donnée par la figure 4.2. Nous considérons pour ce système la chaîne fonctionnelle donnée



















Figure 4.4 Chaîne fonctionnelle du système de gestion de vol
L’intégration des éléments du sous-système illustré par la figure 4.2 est effectuée en trois
étapes. Nous intégrons en premier lieu les partitions KU 1, FM 1 et NDB et la trames f1 sur
les liens de données
[
[M 1-SW 1], [SW 1-M 3]
]
et f2. Dans une deuxième étape, nous intégrons
les parties dupliquées de celles de l’étape 1. Plus précisément, nous intégrons les partitions
KU 2 et FM 2 et les trames f1 sur les liens
[
[M 1-SW 1], [SW 1-M 4]
]
, ainsi que les trames f3 et
f4. Finalement, la dernière étape intègre les parties manquantes soit les partitions MFD1 et
MFD2 et les trames f5, f6 et f7.
Les résultats présentés ci-dessous sont obtenus avec l’instance suivante du système de gestion
de vol. Les paramètres temporaux des partitions et leurs coûts de reconfiguration associés
sont donnés par le tableau 4.3. Nous utilisons les mêmes paramètres Période=50, Longueur=3
et le même coût de reconfiguration (Coût=7 ) pour toutes les trames. Le délai de traitement
de chaque trame par un commutateur est fixé à 1.
Dans la première étape d’intégration, nous notons que les contraintes dures sont trivialement
satisfaites excepté les suivantes : contraintes périodicité des partitions pour l’ordonnancement
IMA, contraintes formation correcte des chemins, contraintes limite de mémoire d’un com-
mutateur pour l’ordonnancement TTEthernet, les contraintes de compatibilité IMA-TTE et
les contraintes de latence de bout-en-bout pour la communication de M 1 à M 5. Cette latence
doit être inférieur à un seuil lat1. Vu que rien n’a été initialement intégré, nous notons qu’à
cette étape nous n’avons pas de contraintes douces et que le coût d’intégration est nul.
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Tableau 4.2 Les trames du système de gestion de vol
Trame Lien
f1 [M 1-SW 1]
f1 [SW 1-M 3], [SW 1-M 4]
f2 [M 3-SW 2]
f2 [SW 2-M 5]
f3 [M 1-SW 1]
f3 [SW 1-M 3], [SW 1-M 4]
f4 [M 3-SW 2]
f4 [SW 2-M 5]
f5 [M 2-SW 2]
f5 [SW 2-M 3], [SW 2-M 4]
f6 [M 3-SW 1]
f6 [SW 1-M 1]
f7 [M 4-SW 1]
f7 [SW 1-M 2]
Tableau 4.3 Paramètres d’ordonnancement des partitions
Module Partition Période Longueur Coût
M 1 KU 1 50 25 1
M 1 MFD1 50 25 3
M 2 KU 2 50 25 1
M 2 MFD2 50 25 3
M 3 FM 1 60 30 5
M 4 FM 2 60 30 5
M 5 NDB 100 20 5
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Dans cette étape d’intégration, les choses commencent à être de plus en plus intéressantes.
Outre que les contraintes non-triviales de l’étape précédente, nous devons considérer aussi
les contraintes de relai simultané des trames communiquées à FM 1 et FM 2, les contraintes
de non-chevauchement sur les liens [SW 1-M 3], [SW 1-M 4], [SW 2-M 5] et la contrainte de
minimisation du coût d’intégration pour les parties déjà intégrées dans la première étape.
Finalement, la dernière étape ajoute les contraintes de non-chevauchement des exécutions
des partitions sur M 1 et M 2 et un deuxième seuil de latence lat2 pour borner la réponse de
M 5 aux deux modules M 1 et M 2.
Analyse des résultats
Nous analysons dans cette partie les résultats obtenus suite à l’intégration de l’instance du
système FMS décrit dans la section précédente.
Analyse des performances Nous avons implémenté les contraintes spécifiées dans la
section 4.3 pour cette instance de système en utilisant le solveur SMT YICES. En fixant
les paramètres de latence lat1 et lat2 égaux à 300, nous avons eu automatiquement les
paramètres d’ordonnancement pour les partitions et les trames TT reportées respectivement
par les tableaux 4.4 et 4.5. Chaque étape d’intégration retourne les résultats dans les 100 ms.
Le coût total de l’intégration est zéro, c’est-à-dire qu’aucune étape d’intégration ne modifie les
valeurs d’offset des parties déjà intégrés. Nous notons que le processus d’intégration nécessite
environ 120 contraintes et environ mille lignes de code.
Performance vs Coût d’intégration Nous relevons que, avec un seuil de 300, le coût
d’intégration est nul. Par conséquent, nous avons déterminé le seuil de latence le plus bas et le
plus haut pour avoir une intégration faisable avec un coût non nul. Le seuil de latence le plus
bas est 184 et le plus haut est 250. L’impact du seuil sur le coût d’intégration est donné par
la figure 4.5. Comme attendu, cette figure montre que le coût d’intégration augmente quand
le seuil de latence diminue. Nous notons aussi que pour certains intervalles (ex. [136..149]), le
coût est constant. Il est donc plus approprié de choisir le seuil le plus bas pour cet intervalle
soit 136 pour optimiser la latence avec le même coût. Cette étude peut aider à faire une
balance entre la performance et le budget (c-à-d. coût).
Coût d’intégration vs périodicité des trames TT Finalement, nous constatons que
quand les partitions sources ont une périodicité différente que leurs trames associées alors le
coût d’intégration augmente. Ainsi, s’il n’est pas exigé par l’application, il est mieux d’avoir la
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Tableau 4.4 Offsets des Partitions
Module Partition Offset
M 1 KU 1 0
M 1 MFD1 25
M 2 KU 2 0
M 2 MFD2 25
M 3 FM 1 30
M 4 FM 2 30
M 5 NDB 75
Tableau 4.5 Offsets des trames
Trame Lien Offset
f1 [M 1-SW 1] 25
f1 [SW 1-M 3], [SW 1-M 4] 37
f2 [M 3-SW 2] 109
f2 [SW 2-M 5] 122
f3 [M 1-SW 1] 37
f3 [SW 1-M 3], [SW 1-M 4] 41
f4 [M 3-SW 2] 109
f4 [SW 2-M 5] 126
f5 [M 2-SW 2] 100
f5 [SW 2-M 3], [SW 2-M 4] 104
f6 [M 3-SW 1] 109
f6 [SW 1-M 1] 122
f7 [M 4-SW 1] 60
f7 [SW 1-M 2] 64


















Figure 4.5 Le coût d’intégration en fonc-
tion du seuil de latence


















Figure 4.6 Coût d’intégration avec des pério-
dicités des trames égale à 100
même périodicité pour une partition source avec ces trames associées. Ce résultat est illustré
par les figures 4.6, 4.7 et 4.8 où la périodicité de KU 1 et KU 2 est fixé à 100.
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Figure 4.7 Coût d’intégration avec des pé-
riodicités des trames égale à 50


















Figure 4.8 Coût d’intégration avec des pé-
riodicités des trames égale à 25
4.5.2 Deuxième cas d’étude : Système du train d’atterrissage et Système de
contrôle de carburant
Nous étudions dans cette section l’intégration itérative de deux autres sous-systèmes avio-
niques : le système de train d’atterrissage et le système du contrôle de carburant. Ces deux
sous-systèmes sont conçus conformément à la spécification IMA et communiquent avec des
flux TT. Nous commençons par une briève description des deux sous-systèmes à intégrer. Par
la suite, nous décrivons l’architecture et les applications. Nous concluons cette section par la
présentation de nos résultats d’intégration et quelques observations.
Description du système
Système de train d’atterrissage Le système du train d’atterrissage est un système avio-
nique critique qui a deux rôles cruciaux dans le sol. Il supporte le poids total et la charge de
l’avion et donne aussi la mobilité de l’avion en mode taxi. Il est composé par trois parties :
système avionique et hydraulique, système numérique et interface cockpit.
Pour la partie mécanique, elle est composée de trois ensembles d’atterrissage : un ensemble
d’atterrissage avant (nose landing set) localisé dans le nez de l’avion et deux trains princi-
paux (main landing set) situés dans les côtés gauches et droite. La partie numérique est un
logiciel de contrôle qui fournit les commandes pour l’extension/rétraction des actionneurs
hydrauliques en causant le mouvement des ensembles d’atterrissage.
Les trains avant et principaux sont commandés séparément et respectivement par les com-
posants logiciels NoiseLandingGear(NLG) et MainLandingGear(MLG)
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Système de contrôle de carburant Le système de contrôle de carburant surveille la
consommation et le transfert du carburant dans l’avion. Il est composé par trois parties : les
réservoirs de carburant, le système numérique et l’interface cockpit.
Des capteurs sont installés dans les réservoirs donnent des mesures sur le niveau du carburant
et d’autres caractéristiques physiques comme la température, la densité et la permittivité.
Les systèmes numériques sont composés par trois sortes de composants logiciels. Le premier
composant est le Gauging Channels GCA et GCB. Ils donnent les mesures nécessaires pour le
système. Ces mesures sont utilisées par le Fuel Mass (FM) pour calculer le volume et la masse
du carburant dans chaque réservoir. Le troisième composant, le Fuel Transfer Component
(FTC) enclenche le transfert du carburant pour alimenter les engins gauche et droit de
l’avion et gardent la position latérale du centre de gravité dans la ligne centrale de l’avion.
Les actions du pilote à travers l’interface du cockpit sont émulées avec un composant logiciel :
le Flight Deck Emulator (FDE). Les capteurs du système de train d’atterrissage et du système
de contrôle du carburant sont aussi émulés par le Landing Gear and Fuel Aircraft Emulator
(LGFAE).
Description de l’architecture et de l’application
L’architecture physique de ce cas d’étude est illustrée par la figure 4.9. Elle est composée
de 6 modules (M1 à M6) hébergeant les composants logiciels (partitions IMA) décrits ci-
dessous. Nous supposons que le système initial contient déjà les partitions (GUI, SP1, SPE
et Handover) et le FDE.
Nous intégrons les fonctionnalités du train d’atterrissage et du contrôle du carburant décrits
dans la section 4.5.2. La fonctionnalité du train d’atterrissage est représentée par les partitions
en couleur bleue (NLG et MLG). Il partage les partitions émulateurs FDE et LGFAE qui
sont utilisés aussi par le système de contrôle du carburant illustré en rouge (FM , GCA,
GCB, et FTC).
Les paramètres temporaux fixes des partitions ci-dessus sont donnés par le tableau 4.10 tandis
que celles des communications sont résumées par le tableau 4.6 où les liens de données sont
identifiés par des nombres de 1 à 12. L’identification de ses liens est donné par le tableau 4.7.
Expériences et résultats d’intégration
Stratégies d’intégration Nous voulons identifier la meilleure stratégie pour intégrer le
système du train d’atterrissage et le système de contrôle de carburant. La meilleure stratégie
dans notre cas est l’ordre d’intégration qui garantit le coût le plus faible. Dans une première
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Tableau 4.6 Caractéristiques temporelles des trames
funck frame source(f) dest(f) f.T f.C links(f)
1
101 GUI FDE 60 1 9-4
102 FDE GUI 30 1 3-10
103 Handover everywhere 60 11 11-{2,4,6,8,10}
104 Handover everywhere 60 5 11-{2,4,6,8,10}
105 Handover everywhere 60 2 11-{2,4,6,8,10}
106 SPE SP1 60 4 3-6
107 SP1 SPE 60 1 5-4
2
108 FDE NLG 30 1 3-2
109 FDE MLG 30 1 3-8
110 LGFAE NLG 60 2 3-2
111 LGFAE MLG 60 4 3-8
112 NLG LGFAE 60 1 1-4
113 MLG LGFAE 60 3 7-4
114 NLG FDE 60 2 1-4
115 MLG FDE 60 1 7-4
3
116 FDE FTC 30 2 3-8
117 LGFAE GCA 60 3 3-2
118 LGFAE GCB 60 7 3-8
119 LGFAE FM 60 3 3-8
120 GCB FM 30 4 7-2
121 FM FTC 60 1 1-8
122 FTC LGFAE 60 2 7-4
123 GCA FDE 30 1 1-4
124 GCB FDE 30 2 7-4
125 FM FDE 60 1 1-4
126 FTC FDE 60 1 7-4
Tableau 4.7 Identification des liens de données
Id Lien de donnée Id Lien de donnée
1 [M1,SW ] 7 [M2,SW ]
2 [SW ,M1] 8 [SW ,M2]
3 [M3,SW ] 9 [M4,SW ]
4 [SW ,M3] 10 [SW ,M4]
5 [M5,SW ] 11 [M6,SW ]




























Figure 4.9 Système Avionique : Architecture
Physique
Partition Period Length Module
FM 120 10
M 1GCA 30 5
NLG 120 10
MLG 120 10
M 2GCB 30 5
FTC 120 10
LGFAE 120 10
M 3FDE 30 5
SPE 60 7
GUI 60 7 M 4
SP1 60 7 M 5SP2 60 7
Handover 60 7 M 6
Figure 4.10 Caractéristiques tem-
porelles des partitions
expérimentation, nous fixons le coût de reconfiguration de chaque instance de partition ou
de trame à une unité. La latence de bout-en-bout de chaque trame est égale à sa période.
Nous avons considéré aussi les chaînes fonctionnelles suivantes :
1. Le temps de réponse du moment de l’activation du processus d’extension/rétraction
du train d’atterrissage avant par le pilote jusqu’à l’actualisation de la nouvelle position
affichée sur l’interface du cockpit. Ce temps de réponse est équivalent à étudier le pire
cas de latence de la chaîne fonctionnelle FDE → NLG→ FDE. Nous dénotons aussi
par lat1 le seuil fixé pour le pire cas
2. Le temps de réponse du moment de l’activation du transfert de carburant entre les deux
réservoirs jusqu’à la confirmation du transfert affiché au pilote. Ce temps de réponse est
équivalent à étudier le pire cas de latence de la chaîne fonctionnelle FDE → FTC →
FDE. Nous dénotons par lat3 le seuil fixé pour ce pire cas de latence
Nous avons commencé par l’intégration du système de contrôle de carburant avant celui du
train d’atterrissage. Le coût d’intégration du système du contrôle de carburant est donné par
le tableau 4.8 alors que le coût de la deuxième itération est donné par le tableau 4.9. Nous
écrivons [a..b] pour l’intervalle de a à b. Par exemple, dans le tableau 4.8, quant nous bornons
le pire cas de latence pour la chaîne fonctionnelle du transfert de carburant par un seuil dans
l’intervalle [78..104], alors le coût d’intégration du système de transfert de carburant reste à
3 unités.
Maintenant, nous inversons l’ordre d’intégration en commençant par le système du train d’at-
84
Tableau 4.8 Coût d’intégration du système de contrôle de carburant
lat3 74 75 [76..77] [78..104] [105..150]
Coût ∞ 6 5 3 0




terrissage avant le système de contrôle de carburant. Les coûts sont illustrés respectivement
par les tableaux 4.10 et 4.11 pour la première et la deuxième étape.
Tableau 4.10 Coûts d’intégration du système de train d’atterrissage
lat1 74 [75..76] 77 [78..104] [105..170]
Coût ∞ 6 5 4 0





Nous notons que dans les deux cas, plus la performance exigée est plus grande (c-à-d. seuil
de latence est plus bas) plus le coût d’intégration est élevé. En d’autres termes, il est né-
cessaire de trouver le bon seuil pour la performance et le coût. Autrement dit, quand nous
intégrons une nouvelle fonctionnalité avionique sur un système déjà existant, nous avons be-
soin d’équilibrer soigneusement la performance globale que nous voulons obtenir et le budget
à notre disposition pour la reconfiguration/recertification. Nous notons aussi que la meilleure
stratégie d’intégration dépend aussi du niveau de performance requis pour les deux fonction-
nalités. À titre d’exemple, exigeant une meilleure performance pour le LGS (ex. lat1 = 75
et lat3 = 135) mène à FCS → LGS comme meilleure stratégie. Plus généralement, pour ce
cas d’étude, la fonctionnalité qui exige le moins de performance doit être intégrée en premier
lieu.
Impact du nombre de chaînes fonctionnelles intégrés sur le coût Comme nous
l’avons mentionné dans la section 4.5.2, le système du train d’atterrissage contient deux
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Tableau 4.12 Coût des deux stratégies d’intégration
FCS → LG LG→ FCS
lat1 = 75 (0 ; 2) (6 ; 3)
lat3 = 135 =2 = 9
lat1 = 135 (6 ; 5) (0 ; 5)
lat3 = 75 =11 = 5
ensembles d’atterrissage (celui d’avant et les deux principaux). Il est important de contrôler
le temps requis pour la retraction/extension des deux ensembles. Ainsi, nous avons borné le
temps de réponse de la chaîne fonctionnelle FDE → MLG → FDE. Nous désignons par
lat2 le seuil requis pour le pire cas pour ce temps de réponse.
Nous avons refait la même expérience en intégrant le système du train d’atterrissage puis le
système de contrôle de carburant en ajoutant l’exigence de latence pour la chaîne fonctionnelle
FDE → MLG → FDE. Les résultats sont illustrés par le tableau 4.13 et le tableau 4.14.
Nous notons aussi que pour cette expérience, nous exigeons que lat1 = lat2. En effet, fixant
à titre d’exemple lat1 nettement inférieur à lat2 fait que le train avant réagit beaucoup plus
rapidement que les trains principaux.
Dans la première étape d’intégration, nous remarquons que l’ajout de l’exigence de latence
lat2 n’a pas d’impact sur les coûts d’intégration. Ceci est dû au fait qu’à ce niveau d’intégra-
tion, les modules IMA et les trames ne sont pas saturées. Toutefois dans la seconde étape,
l’exigence lat2 à un impact important sur le coût global. Ainsi, il est judicieux d’exiger des
performances moindres si l’objectif est d’intégrer plus de fonctionnalités.
Tableau 4.13 Coût d’intégration du LGS en bornant le WCD de la chaîne fonctionnelle
FDE →MLG→ FDE
lat1,lat2 74 [75..76] 77 [78..104] [105..170]
Coût ∞ 6 5 4 0
Tableau 4.14 Coûts d’intégrer FCS aprés LGS en bornant WCD de la chaîne fonctionnelle
FDE →MLG→ FDE
75 76 [77..80] [81..134] [135..194] [195..200]
75 ∞ ∞ ∞ ∞ 7 6
76 ∞ 18 18 18 7 6
[77..80] ∞ 18 11 11 7 6
[81..134] ∞ 18 11 10 7 6
[135..200] 3 3 3 3 3 3
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Sensibilité des coûts La dernière expérience qu’on mène dans le cadre de ce travail vise à
déterminer lequel du réseau ou des modules IMA contribuent le plus dans le coût d’intégra-
tion. Pour ce cas d’étude, nous avons fixé le coût de reconfiguration de chaque partition à 1.
Nous avons fait varier par la suite le coût de reconfiguration d’une trame TT. Les résultats
sont illustrés par la figure 4.11 pour la première étape d’intégration et par la figure 4.12 pour
la deuxième.
Comme le montre la figure 4.11 et la figure 4.12, le coût total est proportionnel au coût de
reconfiguration des trames TT. Ainsi, pour ce cas d’étude le réseau a un impact plus gros
sur les coûts. Ceci est dû au fait que le réseau est partagé par plusieurs fonctionnalités et
chaque reconfiguration peut avoir un impact direct sur les autres fonctionnalités. Toutefois,
la reconfiguration d’une partition peut être localisée au niveau du module distribué considéré.




















Figure 4.11 Coût de la 1ère étape d’intégration en fonction des coûts TTEthernet
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Figure 4.12 Coût de la 2ème étape d’intégration en fonction des coûts TTE
4.5.3 Évolutivité de l’approche
Après l’étude du cas du système du train d’atterrissage et du système de contrôle de carbu-
rant, nous visons dans cette partie à étudier l’évolutivité de notre approche avec différentes
tailles de systèmes. Pour se faire, nous considérons une topologie en mesh avec 40 commu-
tateurs. En supposant à titre d’exemple des commutateurs de 48-Ports, cette architecture
physique large peut connecter 360 systèmes terminaux. Nous étudions l’évolutivité de notre
approche en variant le nombre de systèmes terminaux connectés ainsi que le nombre de liens
virtuels configurés.
Afin de réaliser nos expérimentations, nous avons développé un générateur de spécifications
pour système avionique. Cet outil prend comme paramètres le nombre de systèmes terminaux
et le nombre de liens virtuels et produit un système avionique en connectant uniformément
les systèmes terminaux sur l’architecture et en distribuant d’une manière uniforme les liens
virtuels sur le réseau. Chaque lien virtuel a au plus 4 chemins. Le nombre de chemins par lien
virtuel est choisi d’une manière aléatoire de 1 (unidiffusion) à 4 (multidiffusion). Chaque lien
virtuel est associé à une trame. Pour chaque trame, une nouvelle partition est ajoutée sur
chaque module destination. Les partitions sources sont choisies avec une grande probabilité
(0.9) entre les partitions du module destination. Ceci permet de créer une dépendance entre
les trames. Si le module est vide, une nouvelle partition source est créée. Ainsi, le nombre
de partitions attendues est de (2.6|VL|). Il est égal au nombre de partitions destinations
attendues (2.5|VL|) plus le nombre de partitions nouvellement créées (0.1|VL|). Ainsi, nous
pouvons estimer le seuil de saturation des systèmes terminaux (respectivement du réseau)
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par le ratio 2.6|VL||ES| (respectivement
2.5|VL|
|ES| ).
Nous utilisons les mêmes paramètres temporaux pour les partitions et les trames que l’exemple
de 4.5.2 (voir tableau 4.15). Nous définissons le coût de reconfiguration de chaque instance de
partition à 7 et le coût de reconfiguration d’une instance de trame à 1. Les résultats reportés
dans cette section sont une moyenne statistique de 4 à 10 exécutions des mêmes expériences.
Nous fixons un délai limite de 6 heures pour chaque expérience et on utilise pour nos ex-
périmentations une configuration typique d’ordinateur (Processeur i7 2.8GHz et 12GHz de
RAM). Nous reportons dans cette section deux types d’expériences. Le premier type sert à
illustrer l’utilité de notre approche pour maitriser les coûts. Le deuxième type d’expérience
sert à montrer son impact sur la capacité d’intégration des systèmes larges.
Tableau 4.15 Paramètres temporaux du système
Paramètres Valeurs
Périodicité des partitions 120,60,40
Longueur des partitions [5,10]
Périodicité des trames 120,60,40
Longueur de trames 1,2
Seuils de latence 300
Coûts de reconfiguration des partitions 7
Coûts de reconfiguration des trames 1
Utilité de l’approche d’optimisation de coût
Pour montrer l’importance de notre approche, nous la comparons avec deux cas extrêmes :
(1) intégration sans optimisation de coût de reconfiguration (c.-à-d budget illimité) et (2)
intégration sans reconfiguration (c-à-d. budget nul).
Les résultats de comparaison avec la stratégie (1) sont illustrés par les figures 4.13(a) et
4.13(b). Nous notons que le coût sans optimisation monte d’une manière spectaculaire à 8000
pour les systèmes larges dont nous n’optimisons pas les coûts. Ce coût reste raisonnablement
bas avec notre approche d’optimisation vu que le coût le plus élevé est environ 60. Nous
notons aussi que sans optimisation, nous sommes capable d’intégrer des systèmes plus larges.
Il reste que l’approche d’optimisation donne des performances pas si mal dans une limite de
temps de 6 heures.
Pour la comparaison avec la stratégie 2, nous détaillons les coûts reportés par la figure
4.13(b) en montrant les coûts obtenus lors de la deuxième et troisième étape d’intégration.
Ces résultats sont illustrés par la figure 4.14. Nous notons que quand le système commence
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à s’agrandir, les coûts sont non nuls même pour la deuxième étape d’intégration. Ainsi, il
devient rapidement impossible d’intégrer le système sans reconfiguration. Ainsi, l’approche
d’optimisation est une bonne alternative vu qu’elle aide à maitriser efficacement le coût tout
en offrant la possibilité d’intégrer des systèmes larges dans un temps raisonnable.








































Figure 4.13 Coût de reconfiguration (un réseau avec 150 systèmes terminaux)



















Figure 4.14 Coût optimisé (réseau avec 150
systèmes terminaux)




















Figure 4.15 Perte en capacité d’intégration
Capacité d’intégration
Nous étudions dans cette section l’impact de l’optimisation de coût sur la capacité d’inté-
gration. La capacité d’intégration est estimée par le nombre de liens virtuels intégrés pour
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chaque nombre de systèmes terminaux connectés.
Nous estimons la perte en capacité par la figure 4.15 en divisant le nombre de liens virtuels
intégrés en optimisant les coûts par le nombre de liens virtuels intégrés sans optimisation de
coût. Nous notons que ce ratio n’excède pas un facteur de deux tiers.
Pour évaluer les coûts de réduction, nous référons plutôt à la figure 4.16. En utilisant le
Test de Fisher (Fisher, 1935) avec un taux d’erreur de 5%, nous avons confirmé que les
coûts évoluent linéairement en fonction du nombre de liens virtuels et ceci indépendamment
du nombre des systèmes terminaux connectés. Nous pouvons ainsi étudier les coûts par les
pentes de leurs modèles linéaires illustrés par la figure 4.16 et que nous notons par coût
dérivé. Le gain en termes de réduction de coût est si élevé comme le montre la figure 4.16. Il
est toujours supérieur à un facteur de 120 comme le montre la figure 4.17 où nous présentons
le gain sous forme de ratio.
Ces deux expériences montrent que tandis que l’approche d’optimisation nous permet de
maitriser d’une manière efficiente les coûts d’intégration, nous perdons un peu en termes de
capacité d’intégration des systèmes larges. Ces résultats confirment que l’approche d’optimi-
sation constitue une bonne alternative dans le contexte d’intégration des systèmes avioniques
évolutifs.















Figure 4.16 Gain en réduction de coût















Figure 4.17 Gain en réduction de coût
4.6 Conclusion
Dans ce chapitre, nous avons présenté notre approche d’intégration itérative des fonctions
avioniques déployées sur une architecture IMA et communicants à travers des flux TT du
réseau TTEthernet. L’ultime objectif de cette approche et de trouver une nouvelle configu-
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ration optimale en termes de coût de reconfiguration et qui vérifie les exigences temps réels
qu’on a formalisé moyennant un système de contraintes.
Pour résoudre ce problème, nous avons adopté la méthodologie suivante. Nous avons pré-
senté en premier lieu un modèle formel pour l’architecture avionique ainsi qu’un modèle de
configuration associé. Ces deux modèles, nous en servi par la suite à définir un ensemble
de contraintes qui modélisent les exigences temporelles d’un système avionique. Nous avons
classé ses contraintes en contraintes dures et contraintes souples pour en définir par la suite
notre approche WPMS pour l’intégration itérative des fonctionnalités avioniques. À travers
deux cas d’études, nous avons illustré et analysé notre approche et nous avons dégagé quelques
directives pour aider l’ingénieur système aux meilleurs choix d’intégration. Nous avons par
la suite étudié l’évolutivité de notre approche en considérant des systèmes plus larges.
Nous nous intéresserons dans le chapitre suivant à considérer lors du processus d’intégration
non seulement les flux TT mais aussi les flux RC de TTEthernet. Ceci a pour objectif de
rendre notre approche générique en considérant les différents types de communication pour
des fonctions avioniques critiques.
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CHAPITRE 5 INTÉGRATION ITÉRATIVE DES FLUX DÉCLENCHÉS
PAR LE TEMPS ET À QUOTAS LIMITÉS
Nous présentons dans ce chapitre notre approche d’intégration itérative pour les applications
multi-critiques déployées sur un réseau TTEthernet. Cette approche a été accepté comme
publication dans (Beji et al., 2018b). À la différence du chapitre précédent, les applications
dans le cadre de ce chapitre peuvent communiquer à travers deux types de flux TT et RC. Plus
précisément, ayant des fonctionnalités avioniques déjà intégrées et communiquant moyennant
ces deux types de flux, l’objectif dans ce cadre et de considérer l’ajout d’autres flux résultant
de l’intégration de nouvelles fonctionnalités. Nous cherchons ainsi à synthétiser un nouvel
ordonnancement pour la totalité des flux TT et que l’ensemble des flux TT et RC partageant
le même réseau et vérifient l’ensemble des contraintes temporelles que nous spécifierons tout
au long de ce chapitre.
Pour résoudre cette problématique, nous opterons pour la méthodologie suivante. Nous pré-
senterons dans la section 5.1 le modèle d’architecture et le modèle d’application d’un réseau
TTEthernet et nous formulerons par la suite le problème d’intégration. Les sections 5.2 et
5.3 présentent la partie majeure des contributions techniques. Dans la section 5.2, nous pré-
sentons les exigences moyennant un ensemble de contraintes. La section 5.3 détaille notre
approche d’intégration à deux phases et notre heuristique. Finalement, nous illustrons dans
la section 5.4 l’applicabilité de notre approche à travers un cas d’étude.
5.1 Modèle Formel
Après un bref rappel du modèle de l’architecture TTEthernet présenté dans 4.1.1, nous
étondons notre modèle d’application TTEthernet présenté dans le paragraphe 4.1.2 pour
prendre en considération les flux RC.
5.1.1 Modèle des concepts généraux de TTEthernet
Une architecture typique d’un réseau TTEthernet est composée d’un ensemble de modules
distribués appelés Systèmes Terminaux notés ES. Ces systèmes sont interconnectés par un
ensemble de liens physiques et un ensemble de commutateurs réseaux notés NS. En suivant
les notations de (Steiner, 2010), un réseau TTEthernet peut être représenté par un graphe
G(V , E) où l’ensemble des nœuds est V = ES ∪NS. Quant à l’ensemble des arêtes E , il repré-
sente plutôt l’ensemble des liens physiques de l’architecture. Chaque lien physique connecte
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deux nœuds notés u et v. Ce lien permet une transmission dans les deux sens soit de u vers
v et de v vers u formant ainsi deux liens de donnés. Nous notons le lien physique par (u, v),
le lien de données de u vers v par [u, v] et par L l’ensemble des lien de données du réseau.
Une séquence adjacente de liens de données est notée par p = [[v1, v2], ..., [vr−1, vr]]. Cette
séquence connecte le système terminal v1 à un autre distant vr (v1, vr ∈ ES) à travers un
chemin non cyclique appelé chemin de données. Nous notons par DP l’ensemble de tous les
chemins du réseau
La communication TTEthernet est basée sur le concept de lien virtuel. Chaque lien virtuel
vl transporte une trame d’une source unique à une ou plusieurs destinations. Ainsi, vl =⋃
k=1..n pk, où pk est le chemin de données du lien virtuel et n est le nombre de systèmes
terminaux récepteurs.
Un lien virtuel a la structure d’un arbre où l’élément racine est le système terminal. Il envoie
aux systèmes terminaux récepteurs qui constituent les feuilles de l’arbre. Un chemin de la
racine à une feuille forme un chemin de données. Plus encore, la racine a un seul fils (qui
doit être un commutateur réseau) et les feuilles sont des systèmes terminaux deux à deux
disjoints.
5.1.2 Modèle d’application
Suivant la convention de TTEthernet, l’information communiquée de l’expéditeur au receveur
est sous forme d’un message appelé trame. TTEthernet intègre à la fois les trames TT et RC
sur le même réseau. Chaque trame a sa date limite qui n’est qu’un seuil représentant le pire
cas de délai de transmission toléré pour cette trame sur tous les chemins de son lien virtuel.
Nous avons caractérisé dans la section 4.1.2 une trame TT moyennant trois paramètres. Dans
ce chapitre, afin de borner les délais de transmission des trames TT sur leurs liens virtuels,
nous ajoutons un quatrième paramètre deadline. Ainsi, la caractérisation temporelle d’une
trame TT se redéfinit comme suit.
Définition 5 (Trame TT) Une trame TT fi est périodique et elle est paramétrée par le
tuple fi = (fi.T, fi.C, fi.deadline) où fi.T est sa période, fi.C la durée de transmission de fi
sur un seul lien et fi.deadline est la date limite pour fi.
Les trames RC ne sont pas nécessairement périodiques, mais un intervalle de temps minimum
est exigé entre deux instances de chaque trame. Cet intervalle est connu sous le nom de BAG.
Nous dénotons par fi.Rate le quota réel d’une trame notée fi de type RC. Le BAG d’une trame
doit être plus petit ou égal à 1/fi.Rate pour assurer l’ordonnancabilité de chaque instance
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de trame. À titre d’exemple, si chaque 10ms une instance valide de trame est produite
(fi.Rate = 1/10) alors fi.BAG ≤ 10ms. Par conséquent, nous caractérisons une trame RC
comme suit.
Définition 6 (Trame RC) Une trame RC notée fi est paramétrée par le 4-tuplet
fi = (fi.T, fi.BAG, fi.C, fi.deadline) où fi.T = 1/fi.Rate.
Un lien virtuel vli transporte multiples instances de la trame fi de sa source à ses destinations.
L’intégration des trames TT et RC est complètement définie par l’allocation des fenêtres de
temps pour la transmission de chaque instance de trame TT notée fi sur chaque lien de son
lien virtuel associé noté vli. Chaque instance de trame doit atteindre sa destination dans les
délais impartis. Nous ordonnançons les instances de trame au lieu des trames. Ainsi, dans la
suite de ce travail, nous nous focalisons plutôt sur les instances de trames. Nous dénotons
par f li,k la kème instance de trame fi sur son lien l du lien virtuel vli. Ainsi, nous avons
f li,k.T = fi.T idem pour BAG, C et deadline.
En se basant sur les périodes T de toutes les trames TT et RC, nous définissons l’hyper-
période (HP) de la communication réseau comme suit.
HP = PPCM({fi.T : vli ∈ VL}) (5.1)
où PPCM dénote la fonction du plus petit multiple commun. Nous pouvons ainsi limiter





Nous notons que chaque lien virtuel vli induit des structures d’arbres. Chaque arbre est
noté par fi,k et caractérise la transmission du kème instance de fi. Les nœuds de fi,k sont
les instances de trame f li,k. Ainsi, d’une manière similaire aux notations introduites dans la
section 4.1.1 pour les liens virtuels, nous utilisons les notations fonctionnelles suivantes pour
désigner :
— first(fi,k) : la kème instance de fi sur le premier lien de fi,k ;
— leaves(fi,k) : l’ensemble des feuilles de fi,k ;
— children(f li,k) : l’ensemble des fils de f li,k ;
— pred(f li,k) : le prédécesseur (père) de f li,k.
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La kème transmission de fi dépend de l’exécution d’une tâche sur le système terminal. En effet,
cette tâche rend l’information à communiquer disponible. Ainsi, outre que les paramètres
temporaux caractérisant une trame fi, nous caractérisons chaque fi,k par les deux paramètres
suivants
— fi,k.min_avail : la première date pour laquelle la kème instance de cette tâche termine
son exécution ;
— fi,k.max_avail : la dernière date pour laquelle la kème instance de cette tâche termine
son exécution.
Nous utilisons les notations suivantes pour indiquer :
— FTT : l’ensemble de toutes les instances des trames TT.
— FRC : l’ensemble de toutes les instances des trames RC.
— Γ : l’ensemble de toutes les structures d’arbres induites par tous les liens virtuels définies
dans le réseau.
— ΓTT : l’ensemble de toutes les structures d’arbres induites par les liens virtuels associés
aux trames TT.
— ΓRC : l’ensemble de toutes les structures d’arbres induites par les liens virtuels associés
aux trames RC.
La transmission d’une trame RC sur le réseau est contrôlé par deux types d’évènements : (1)
availability qui indique la date de mise en disponibilité de l’information à transmettre par
l’application distribuée. (2)regulation qui indique la date où le régulateur de trafic débloque la
transmission des instances des trames first(fi,k) pour k ∈ Instances(fi) au niveau de chaque
système terminal. Nous modélisons ces deux types d’évènements par les fonctions suivantes.
Définition 7 (Disponibilité de l’information RC) Une disponibilité de l’information est
une fonction partielle qui associe pour chaque structure d’arbre générée par une trame RC
un temps. Cette fonction est notée comme suit : avail : ΓRC → N
Définition 8 (Régulation de trafic RC) Une régulation de trafic est une fonction par-
tielle qui associe pour chaque structure d’arbre générée par une trame RC un temps. La
fonction régulation est notée comme suit : regul : ΓRC → N
La figure 5.1 illustre un exemple de transmission des évènements RC. L’exemple contient
un système terminal ES hébergeant deux applications logicielles (ex. SA1,SA2). Ces deux
applications envoient trois trames (ex. fi, i = 1..3). Les différentes instances de chaque trame
sont stockées dans une mémoire tampon dédiée indiquant la disponibilité de l’information
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produite. Au niveau du contrôleur TTEthernet, trois régulateurs de trafic (TRi, i = 1..3) est
associé avec différentes dates de régulation et de disponibilités de trames fi. Nous modélisons
dans cette figure les différentes dates de disponibilité et de régulation de la trame f2 notés par
avail(f2,k) et regul(f2,k). Une fois que les trames RC sont produites par différentes applications
logicielles hébergées dans ES, un contrôleur TTEthernet noté SC contrôle l’envoi de ces
































Figure 5.1 Exemple d’évènements de trafic
Comme nous l’avons mentionné ci-dessus, un ordonnancement TT est statique et complète-
ment défini en spécifiant les dates d’activation d’envoi pour les différentes instances de trame
TT. Synthétisant un tel ordonnancement se réduit à résoudre un ensemble de contraintes qui
définissent les propriétés temporelles du tout le réseau. Nous pouvons définir un ordonnan-
cement TT comme suit.
Définition 9 (Ordonnancement TT) Un ordonnancement TT est une fonction partielle
qui associe pour chaque instance de trame TT un temps : σ : FTT → N.
La fonction partielle σ attribue un offset, qui est un temps de début pour une instance de
trame. Nous dénotons par dom(σ) le domaine de σ qui est l’ensemble d’instances de trames
TT pour lesquels σ est défini. Étant donné l’ensemble des instances de trame F ⊆ FTT , nous
dénotons par NF = {σ | dom(σ) = F} l’ensemble des ordonnancements pour les instances de
trame F .
L’ordonnancement RC, a une priorité plus faible que celle du TT. Il est défini avec les principes
suivants. La transmission d’une trame RC seulement si l’information communiquée est rendue
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disponible. Au niveau de chaque lien de données, la transmission de cette trame est activée
seulement si elle peut terminer sa transmission avant les instances de trames TT planifiées
d’avance. Cette stratégie d’intégration des trames TT et RC connue sous le nom de stratégie
de blocage. C’est la stratégie adaptée pour les systèmes temps-critiques. Les trames RC sont
ordonnancées conformément à la politique FIFO. Étant un ordonnancement TT noté σ et la
disponibilité de l’information avail, Nous caractérisons un ordonnancement RC comme suit.
Définition 10 (Ordonnancement RC) Un ordonnancement RC est une fonction partielle
qui associe pour chaque instance de trame RC un temps : α : FRC → N
La fonction partielle α attribue un instant d’envoi aux instances de trames RC. Un com-
mutateur TTEthernet traite une trame TT (respectivement une trame RC) pour un délai
tt_switch_delay (respectivement rc_switch_delay). Dans la section 5.2, nous présentons
l’ensemble des contraintes qui doivent être satisfaites par un ordonnancement valide d’un
réseau TTEthernet.
5.2 Contraintes d’intégration des flux TT et RC
Nous modélisons dans cette section moyennant un ensemble de contraintes les exigences
temporelles pour la transmission des flux TT et RC. Ces contraintes peuvent être classées en
quatre catégories. La première catégorie est liée aux trames, la seconde est liée plutôt aux
liens de données et le troisième aux liens virtuels. Nous réservons également une quatrième
catégorie pour les contraintes de latence.
5.2.1 Contraintes de trames
Contraintes de périodicité
Chaque instance de trame TT doit être ordonnancée une fois durant sa période. La logique
de cette exigence est formalisée par l’ensemble suivant de contraintes :
∀f li,k ∈ FTT , (k − 1)× f li,k.T ≤ σ(f li,k) ≤ k × f li,k.T (P ériodicité)
Contraintes de Régulation de trafic
La transmission de la kème instance de trame fi est débloqué par le régulateur de trafic
seulement si l’information transmise est rendue disponible par le système terminal et qu’une
distance minimale de fi.BAG est assuré à partir de la disponibilité de l’instance k − 1 de
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la même trame. Pour l’instance de trame first(fi,1)), la date de déblocage est aussitôt que
l’information est rendue disponible par le système terminal. Ce type de contraintes régule le
trafic de chaque instance de trame RC notée f li,k à une chaque fi.BAG et peut être formalisé
comme suit.
∀fi,k ∈ ΓRC ,(
k = 1⇒ regul(fi,k) = avail(fi,k)
)
∧(
k > 1⇒ regul(fi,k) = max(avail(fi,k), regul(fi,k−1) + fi.BAG)
)
(Régulation)
5.2.2 Contraintes de lien
Contraintes de non-chevauchement
Nous considérons dans cette section l’exclusion mutuelle des instances de trames transmises
sur le même lien. Étant donné un lien de données l, nous considérons deux instances de
trames différentes sur le lien l notées par f li,k et f lj,k′ . Étant donné aussi l’ordonnancement
TT σ et la fonction de disponibilité avail, l’exclusion mutuelle peut être assuré en exigeant
que la fin de transmission de f li,k se produit avant le début de f lj,k′ et vice versa. Nous avons
déjà défini dans la section 4.3.2 la contrainte de non-chevauchement dans le cas d’un réseau
véhiculant seulement des flux TT. Pour des réseaux qui peuvent inclure les deux flux, ces
contraintes se redéfinissent comme suit.
∀f li,k, f lj,k′ ∈ FTT ∪ FRC ,((
(f li,k, f lj,k′ ∈ FTT ) ∧ (i 6= j)
)
⇒((








σ(f li,k) + f li,k.C
)




(f lj,k ∈ FTT , f lj,k′ ∈ FRC)⇒(
α(f lj,k′ ) + f
l








(f li,k, f lj,k′ ∈ FRC) ∧ (i 6= j)
)
⇒(
α(f lj,k′ ) + f
l




(α(f li,k) + f li,k.C) ≤ α(f lj,k′ ))
))
(Non_Chevauchement)
Les deux premières lignes de la contrainte coïncident avec le cas de non-chevauchement de
deux trames TT. C’est le cas d’exclusion mutuelle de transmission étudié dans la section 4.3.2.
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Nous étendons cette contrainte en exigeant le non-chevauchement de deux trames RC dans la
deuxième et troisième ligne de la contrainte. Nous exigeons également le non-chevauchement
TT et RC dans la cinquième et sixième ligne.
Contraintes FIFO
Deux instances de trames différentes f li,k et f lj,k′ partageant le même lien de données l, doivent
être transmises conformément à la politique FIFO. Deux cas se présentent dans ce cadre.
Dans le premier cas, l est le premier lien de données sur lequel fi et fj sont transmises.
Nous considérons dans ce cas les dates regul(fi,k) et regul(fj,k′ ) pour déterminer quelle
communication doit se libérer en premier lieu. Ainsi, f l
i,k′ et f
l
j,k′′ sont ordonnancés dans cet
ordre. Dans le deuxième cas, f l
i,k′ et f
l
j,k′′ sont relayés par un commutateur. Leurs ordres
de transmission sont donnés par leurs ordres d’arrivées au niveau de commutateur. Nous
pouvons exprimer cet ensemble de contraintes comme suit.
∀f li,k, f lj,k′ ∈ FRC ,(f li,k = first(fi,k)) ∧ (i 6= j)⇒
((




α(f li,k) < α(f lj,k′ )
))
∧
(f li,k 6= first(fi,k)) ∧ (i 6= j)⇒
((




α(f li,k) < α(f lj,k′ )
)) (FIFO)
Contrainte d’envoi le plus tôt possible
Une instance de trame RC f li,k est envoyée sur un lien l dès que ce dernier est libre et
qu’il existe assez de temps suffisant pour finir la transmission de cette instance avant la
transmission d’une autre instance de trame TT. Pour exprimer cet ensemble de contraintes,
nous soulevons deux cas.
Dans le premier cas, le nœud qui envoie la trame est un système terminal. Le lien de donnée
en sortie l communique seulement l’instance de la trame fi ou une autre trame fj partage
avec fi le lien l. Dans la première alternative, f li,k est envoyée dés qu’elle est libérée par le
régulateur de trafic.
Dans la seconde alternative, nous assurons que f li,k ne peut pas être ordonnancé plus tôt
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(i.e un ordonnancement plut tôt viole la contrainte de non-chevauchement sur le lien l). Le
premier cas peut être formalisé comme suit.
∀f li,k ∈ FRC ,∃f lj,k′ ∈ FTT ∪ FRC , (f li,k = first(fi,k))⇒α(f li,k) = regul(fi,k)

∨
(α(f li,k) > reguli(k)) ∧ (i 6= j)
∧
(
f lj,k′ ∈ FTT ⇒
(




f lj,k′ ∈ FRC ⇒
(
α(f lj,k′ ) ≤ α(f lj,k)− 1 ≤ α(f lj,k′ ) + f lj,k′ .C
))
(Envoi_Plus_Tôt1)
Dans le deuxième cas, nous utilisons le même raisonnement pour les liens intérieurs. Dans la
première alternative où l est dédié à la transmission de f li,k. Ce dernier est relayé directement
après l’écoulement d’un délai de rc_switch_delay commençant de son arrivée au niveau du
commutateur. Le deuxième cas peut être formalisé comme suit.
∀f li,k ∈ FRC ,∃f lj,k′ ∈ FTT ∪ FRC ,
(
f li,k 6= first(fi,k)
)
⇒α(f li,k) = α(pred(f li,k)) + pred(f li,k).C + rc_sw_delay

∨
(α(f li,k) > α(pred(f li,k)) + pred(f li,k).C + rc_sw_delay)∧
(i 6= j) ∧
(
f lj,k′ ∈ FTT ⇒
(




f lj,k′ ∈ FRC ⇒
(
α(f lj,k′ ) ≤ α(f lj,k)− 1 ≤ α(f lj,k′ ) + f lj,k′ .C
)) (Envoi_Plus_Tôt2)
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5.2.3 Contrainte du lien virtuel
Contraintes de dépendance de chemin
Nous introduisons cet ensemble de contraintes pour décrire la transmission séquentielle d’une
instance de trame TT tout au long d’un chemin du lien virtuel vli. Un chemin est bien formé
si nous avons l’ordre d’évènements suivant sur deux liens de données adjacents. (1) l’arrivé de
l’instance de trame f li,k au niveau de commutateur. (2) un délai de traitement de tt_sw_delay
d’une instance de trame TT par le commutateur. (3) l’envoi de l’instance de trame dans le
prochain lien de données. La dépendance de chemin TT a déjà été définie dans la section
4.3.2. Elle se redéfinit dans notre modèle étendu comme suit.
∀f li,k ∈ FTT ,((

















D’une manière similaire, la transmission séquentielle des flux RC sur leurs chemins de données
peuvent être exprimée comme suit.
∀f li,k ∈ FRC ,((

















Contraintes de limite de mémoire
Les commutateurs réseau ont des capacités de mémoire limitées. Ainsi, le temps écoulé entre
la transmission de deux instances de trames f li,k et f l
′
i,k avec f l
′
i,k ∈ children(f li,k) ne doit pas
dépasser un seuil de temps noté mem_boundi. La limite de mémoire a déjà été définie dans
la section 4.3.2. Elle se redéfinit dans notre modèle étendue comme suit.
∀f li,k ∈ FTT ,∀f l
′








Contraintes de relai simultanée
Dans certaines applications, il est exigé que les instances de trame TT sont relayées simul-
tanément sur plusieurs liens. Nous devons s’assurer dans ce cadre que les temps offsets sont
égaux sur ces liens. Le relai simultané a déjà été défini dans la section 4.3.2. Il se redéfinit
dans notre modèle étendu comme suit.














où SimCasted(fi) est un prédicat qui retourne vrai si les instances de trame f li,k doivent être
diffusés simultanément sur les liens sortants au niveau d’un commutateur.
5.2.4 Contraintes de latence
Afin de s’assurer que la communication entre des applications distribuées s’achève dans les
délais impartis, nous définissons les contraintes de latence. Moyennant ces contraintes, nous
déterminons pour chaque kème instance de trame fi le temps écoulé entre l’envoi de first(fi,k)
et la fin de transmission de chaque instance de trame f li,k ∈ leaves(fi,k). Nous nous assurons
aussi que cette durée est inférieure à un seuil fi,k.deadline. Pour la communication des trames
TT, les contraintes de latence peuvent être définies comme suit.
∀fi,k ∈ ΓTT ,∀f li,k ∈ leaves(fi,k),
(
σ(f li,k) + f li,k.C − σ(first(fi,k))
)
≤ fi,k.deadline (Latence)
Pour la communication RC, nous ne définissons pas un ensemble de contraintes pour assurer
les exigences de latence. Nous montrons dans la section 5.3 notre méthode pour prouver
que les flux RC ne violent pas les exigences de latence. En se basant sur cet ensemble de
contraintes, nous caractérisons formellement dans la section 5.3 le problème d’intégration
itérative et nous proposons une approche pour le résoudre.
5.3 Approche d’intégration itérative des flux TT et RC
Nous considérons dans cette section la définition d’une approche CP qui résout le problème
d’intégration itérative. Nous définissons dans une première partie notre approche à base de
contraintes pour résoudre le problème d’intégration itérative. Dans la dernière partie, nous
définissons notre heuristique pour l’amélioration des performances de résolution.
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5.3.1 Caractérisation de l’approche d’intégration itérative
Un problème d’intégration itérative considère un ensemble d’instances de trames TT déjà
configurées FTT/old et leur ordonnancement σold ∈ NFTT/old et nous cherchons un nouvel






∂li,k(σ, σold)cost(f li,k) (5.3)
où
— FTT = FTT/old ∪FTT/new et FTT/new représente le nouveau trafic TT que nous voulons
intégrer.
— cost(f li,k), est le coût de modifier le temps d’offset d’une trame.
— ∂li,k(σ, σold) est la fonction indicateur retournant 1 si σ(f li,k) 6= σold(f li,k) et 0 autrement.
Bien évidemment, nous supposons que σold satisfait les contraintes définies dans la section 5.2
et σ doit aussi satisfaire ces contraintes. Malgré que le coût de reconfiguration porte seulement
sur l’ordonnancement TT noté σ, nous devons néanmoins considérer l’ordonnancement des
flux RC. En effet, les deux trafics partagent les mêmes liens de communication et tandis que
l’ordonnancement TT est statique (avec une priorité haute), l’ordonnançabilité des trames
RC dépend des fenêtres de temps réservés pour les trames TT.
Pour résoudre le problème d’intégration itérative, nous optons pour une approche à deux
phases illustrée par la figure 5.2. Le but de la première phase est de synthétiser un ordon-
nancement σ optimal et nous nous concentrons dans la deuxième phase sur la détermination
de Pire Cas de Latence ou Worst-Case Latency (WCL) de chaque trame RC.
Nous notons que dans la deuxième phase nous calculons itérativement pour chaque fi,k ∈
ΓRC le pire cas de latence WCL(fi,k) et nous testons si chacun est inférieur à fi,k.deadline.
Dans le cas où WCL(fi,k) > fi,k.deadline, nous concluons que pour l’ordonnancement fixé
σ, le pire cas de latence viole l’exigence de latence requise pour fi,k. Nous devons, ainsi,
ignorer l’ordonnancement produit σ et nous cherchons un autre ordonnancement optimal. En
considérant la formalisation des différentes contraintes de la section 5.2, nous caractérisons
le problème d’optimisation de la première phase comme suit.
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Début
Déterminer un ord. TT 
σ  optimal
Calculer Pire Cas de

















Échec       non
ordonnançable
Plus de  
Pire Cas de Latence
RC à calculer 
Figure 5.2 Approche d’intégration itérative
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Une solution ?
Trouver un cas de
transmission RC qui viole















Figure 5.3 Approche d’intégration itérative améliorée
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minimiser g(σ) avec
σ ∈ NFTT/old∪FTT/new , avail ∈ NΓRC , regul ∈ NΓRC et α ∈ NFRC
sous contraintes






Limite_Mémoire ∧Relai_Simultané ∧ Latence (P.1)
Dans la deuxième phase, nous fixons l’ordonnancement optimal σ obtenu dans la phase
précédente. L’objectif de cette phase est de déterminer pour chaque fi,k, la fonction avail qui
donne le pire cas de transmission notéWCL(fi,k). En d’autres termes, nous cherchons les pires
scénarios de disponibilité d’information donnée par les systèmes terminaux qui maximisent
les délais de transmission. Étant donné un ordonnancement TT noté σ et la fonction avail,
nous définissons pour chaque fi,k ∈ ΓRC une fonction gi,k qui mesure la durée requise pour






α(f li,k) + f li,k.C − α(first(fi,k))
)
Considérons l’ordonnancement TT σ synthétisé dans la phase 1, la phase 2 consiste à résoudre
une classe de problème qui détermine chaque WCL(fi,k) pour chaque fi,k ∈ ΓRC en résolvant
ce problème.
maximiser gi,k(α) avec
α ∈ NFRC , avail ∈ NΓRC et regul ∈ NΓRC avec
sous contraintes






Relai_Simultané ∧ Latence (P.2 : Ver 1)
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Le calcul du pire cas de transmission pour chaque flux RC présente un problème majeur
de scalabilité. Le nombre de problèmes à considérer dans la phase 2 est proportionnel au
nombre des flux RC. Ainsi, le plus de trames RC intégrées, le plus de problèmes qu’on
a à résoudre dans la phase 2. Ceci s’accompagne bien évidemment d’une résolution plus
complexe pour chaque problème de la phase 2. En effet, les instances deviennent plus larges
en ajoutant davantage de flux. Nous notons aussi qu’il n’est pas exigé de calculer le pire cas
de latence pour les flux RC. Ainsi, il est suffisant de déterminer un cas de transmission qui
viole l’exigence de latence pour en déduire que l’ordonnancement TT dit σ n’est pas valide.
Pour ces différentes raisons, nous réduisons les problèmes d’optimisation de la phase 2 en un
seul problème de satisfaction de contraintes. Nous considérons ainsi l’approche d’intégration
itérative améliorée donnée par la figure 5.3.
Pour déterminer un cas de transmission qui viole les exigences de latence et étant donné
l’ordonnancement TT σ, nous considérons la contrainte suivante.






Le problème de la phase 2 pour l’approche d’intégration itérative améliorée peut ainsi être
formalisé comme suit :
résoudre






Limite_Mémoire ∧Relai_Simultané ∧ Latence ∧Dépassement_Delai
avec avail, regul ∈ NΓRC et α ∈ NFRC (P.2 : Ver 2)
En programmation par contraintes, l’approche d’intégration itérative peut être implémentée
par deux programmes (c.-à-d. un par phase) que nous caractérisons comme suit :
Pour la première phase, nous considérons le problème P1 = (X1,D1, C1, f) défini comme suit.
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X1 ={σ(f li,k) : f li,k ∈ FTT ∧ σ ∈ NFTT ,
avail(fi,k), regul(fi,k), α(f li,k) :
fi,k ∈ ΓRC ∧ f li,k ∈ FRC ∧ avail, regul ∈ NΓRC}
D(avail(fi,k)) =[fi,k.min_avail, fi,k.max_avail]






















Nous notons aussi que nous pouvons limiter D(x) à l’intervalle [0..2×HP] au lieu de N qui est
suffisant pour représenter l’espace de solution sans autant éliminant des solutions candidates.
Pour la deuxième phase, nous considérons le problème P2 = (X2,D2, C2) défini comme suit.
X2 ={avail(fi,k), regul(fi,k), α(f li,k) :
fi,k ∈ ΓRC ∧ f li,k ∈ FRC ∧ avail, regul ∈ NΓRC}
D(avail(fi,k)) =[fi,k.min_avail, fi,k.max_avail]
























Nous notons que pour les variables du problème P2, nous ne considérons plus les variables
σ(f li,k). L’ordonnancement optimal σ obtenu dans la phase 1 est fixé dans P2. Pour les
contraintes, nous considérons en plus la contrainte E pour assurer l’ordonnançabilité des
trames RC.
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5.3.2 Approche d’intégration itérative : Heuristique de branchement
Nous introduisons dans cette section une heuristique de branchement pour améliorer les
performances de résolution de la première phase de notre approche. L’heuristique est illustrée
















Figure 5.4 Heuristique d’intégration itérative
— Structure d’arbre : arbre binaire.
— Variable de branchement : variables de reconfiguration de l’ancien ordonnacement TT
noté σold.
{∂li,k(σ, σold) : ∀σ ∈ NFTT , ∀f li,k ∈ FTT/old} (5.4)
— Sélection des valeurs : Pour chaque ∂li,k(σ, σold), nous choisissons la valeur 0 avant la
valeur 1.
Construisant notre arbre de recherche avec seulement les variables de reconfiguration a du
sens dans notre approche. En effet, ce choix réduit énormément l’espace de recherche. Plus
encore, les variables de reconfiguration sont les seules variables qui définissent notre fonction
de minimisation de coût. La sélection d’une valeur pour chaque variable de reconfiguration
enclenche la propagation des contraintes et réduit les valeurs possibles pour les variables
d’ordonnancement. (c.-à-d. ordonnancement des instances de trames TT et RC). En explorant
les valeurs 0 avant les valeurs 1 pour les variables de reconfiguration, nous favorisons en
premier lieu l’exploration des cas de non-reconfiguration. Ceci permet d’orienter le solveur dès
le début vers la partie d’espace de solution qui contient potentiellement la solution optimale.
En effet, la fonction objectif augmente pour chaque reconfiguration.
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La fonction de reconfiguration est définie sur l’ordonnancement TT noté σ. Plus précisément,
elle est définie sur les instances de trame TT notées f li,k. Ainsi, pour définir correctement
notre heuristique de recherche et pour désigner la reconfiguration d’une instance de trame
spécifique, nous devons considérer la sélection de (1) l’index de trame i, (2) l’instance de la
trame k, (3) le lien de données l. Les index i et k peuvent être déterminés par la désignation
d’une structure d’arbre fi,k dans TTT/old. Le lien de données l est plutôt déterminé par la
sélection d’un nœud dans la structure d’arbre fi,k. Une fois que ces trois éléments sont fixés,
nous pouvons faire le branchement avec la variable ∂li,k(σ, σold). Ceci signifie que nous ajoutons
un autre niveau dans l’arbre de recherche. Évidemment, les différents nœuds de ce niveau
correspondent aux valeurs possibles de ∂li,k(σ, σold).
Notre heuristique est définie par l’algorithme 2. Il prend comme paramètre en entrée ΓTT/old
et l’ordonnancement avant l’intégration σold. Dans la ligne 1, nous sélectionnons une structure
d’arbre fi,k de ΓTT/old. Dans la ligne 4 nous faisons le branchement suivant la structure d’arbre
fi,k en utilisant la procédure DF_Branch dont la définition est donnée par l’algorithme 3.
L’algorithme de branchement a comme premier paramètre la structure d’arbre G, second
paramètre le nœud de branchement et comme dernier paramètre l’ordonnancement σold. Cet
algorithme définit récursivement un parcours en profondeur de la structure fi,k. Chaque nœud
parcouru correspond à la sélection d’un lien de données l et par la suite la sélection d’une seule
instance de trame f li,k. Nous attribuons la valeur 0 à la variable ∂li,k(σ, σold) qui correspond
au choix de branchement défini dans la ligne 3 de l’algorithme 3. Nous attribuons la valeur 1
à la même variable ∂li,k(σ, σold) dans la ligne 6 seulement si la sélection de la valeur 0 conduit
à une inconsistance. En d’autres termes, ceci signifie que malgré que nous avons parcouru
récursivement les différents liens de données fils dans la ligne 6, nous sommes pas capable de
trouver l’ordonnancement optimal σ en attribuant que les valeurs 0 aux ∂li,k(σ).
ALGORITHM 2: Heuristique d’intégration itérative
IterativeIntegrationHeuristic ΓTT/old, σold
1 forall fi,k ∈ ΓTT/old do
2 G← fi,k
3 l← root(G)
4 DF_Branch(G, l, σold)
end
En suivant l’heuristique définie par l’algorithme 2, nous considérons dans l’opération de
recherche les structures d’arbre définies par ΓTT/old. Ce choix permet une propagation efficace
de l’ensemble des contraintes reliées au lien virtuel (∪iC.i) . Pour être plus précis, fixant les
temps d’offset des instances de trame sur un lien donné, réduit le domaine des valeurs possibles
des temps d’envois sur les prochains liens.
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ALGORITHM 3: Algorithme de branchement
DF_Branch G, l, σold
1 Mark(l)
2 Branch(∂li,k(σ, σold), 0)
3 forall c ∈ children(G, l) do
4 if not Marked(c) then
5 DF_Branch(G, c, σold)
end
end
6 Branch(∂li,k(σ, σold), 1)
5.4 Cas d’étude
Afin de mettre notre approche en évidence, nous présentons dans une première partie un cas
d’étude d’intégration des flux TT et RC. Dans une deuxième partie, nous analyserons les
résultats d’intégration et nous évaluerons les performances de notre heuristique.
5.4.1 Présentation
Nous considérons le même exemple de la section 4.5.2 dont l’architecture physique est donnée
par la figure 4.9. Nous reprenons aussi pour ce cas d’étude les mêmes flux, mais en redéfi-
nissant certains flux TT en flux RC La caractérisation temporelle des nouvelles trames est
donnée par le tableau 5.1
Les trames sont groupées aussi en trois groupes. Chaque groupe correspond à la communica-
tion d’une application qui est intégrée en une seule étape indiquée par la première colonne.
Les trames dont les identifiants sont de 1 à 21 correspondent aux trames TT et sont indiquées
par la couleur bleue. Nous réservons les identifiants de 100 à 104 pour les trames RC. Ces
trames sont indiquées par la couleur en rouge. La périodicité de la production de l’informa-
tion est indiquée par la troisième colonne. Nous réservons la quatrième colonne pour indiquer
leurs périodicités. La durée de transmission de chaque trame sur chaque lien de donnée est
indiquée par la cinquième colonne. De la même façon que l’exemple 4.5.2, Nous caractérisons
dans la sixième colonne nos liens virtuels (Nous utilisons la forme ls − {ld1 , ..., ldn} où ls est
le premier lien virtuel et ld1 à ldn sont les liens qui succèdent ls). Nous utilisons du chapitre
précédent la même identification des liens résumée dans le tableau 4.7.
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Tableau 5.1 Caractérisation temporelle des trames intégrés
Étape Id i de Période de fi.period fi.length lien
d’intégration trame production virtuel
1
1 30 30 1 3-2
2 30 30 1 3-8
3 120 60 2 3-2
4 120 60 4 3-8
5 120 60 1 1-4
6 120 60 3 7-4
7 120 60 2 1-4
8 120 60 1 7-4
2
9 30 30 2 3-8
10 120 60 3 3-2
11 120 60 7 3-8
12 120 60 3 3-8
13 30 30 4 7-2
14 120 60 1 1-8
15 120 60 2 7-4
16 30 30 1 1-4
17 30 30 2 7-4
18 120 60 1 1-4
19 120 60 1 7-4
3
20 60 60 1 9-4
21 30 30 1 3-10
100 60 60 11 11-{2,4,6,8,10}
101 60 60 5 11-{2,4,6,8,10}
102 60 60 2 11-{2,4,6,8,10}
103 60 60 4 3-6
104 60 60 1 5-4
5.4.2 Résultats d’intégration et observations
Nous expérimentons dans cette section trois aspects qui nous permettent d’évaluer notre ap-
proche. Comme première expérience, nous essayons d’intégrer les trames suivant trois straté-
gies qu’on détaille après. Nous utilisons pour ce fait l’outil de programmation par contraintes
MiniZinc (Nethercote et al., 2007). En nous basant sur ces résultats, nous évaluons deux
aspects. Nous investiguons en premier lieu s’il est judicieux de considérer une stratégie d’op-
timisation pour le problème d’intégration itérative. Pour le deuxième aspect, nous évaluerons
la performance de notre approche d’intégration itérative. Comme l’outil MiniZinc présente
plusieurs solveurs de contraintes, nous étudions les performances de ces derniers dans la
résolution de notre problème.
Nous avons intégré les trames de notre exemple en trois étapes en fixant ces trois stratégies
d’intégration.
1. Reconfiguration avec indifférence au coût : Le solveur a le libre choix dans la détermi-
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nation des temps d’offset.Il ne considère pas les valeurs d’offsets pour les trames TT
déjà intégrées.
2. Reconfiguration avec optimisation de coût : Le solveur doit trouver la solution qui
optimise le coût associé à la reconfiguration des trames déjà intégrées
3. Reconfiguration non permise : Le solveur doit garder l’ordonnancement des trames TT
déjà intégrées.
Les résultats d’intégration des stratégies sélectionnés sont rapportés dans l’ordre par le ta-
bleau 5.2.
Tableau 5.2 Résultats de l’intégration
Stratégie 1 Stratégie 2 Stratégie 3
Étape 1 104 (msec) 104 (msec) 104 (msec)
Étape 2 173 (msec) 231 (msec) 148 (msec)19 reconfig 2 reconfig Non possible
Étape 3 212 (msec) 286(msec) 1 -(Phase 1) 51 reconfig 0 reconfig
Étape 3 Insatisfiable Insatisfiable -(Phase 2) 135 (msec) 135 (msec)
Intérêt de l’optimisation du coût de reconfiguration
Le choix de la première ou la troisième stratégie d’intégration coïncide avec un cas extrême
d’intégration. Pour la première stratégie, nous n’accordons pas d’importance à l’aspect coût
de reconfiguration. En comparant les résultats de la stratégie 2 qui optimise le coût de
reconfiguration, nous remarquons que la stratégie 1 configure plus le réseau. Ce résultat est
observé lors de la deuxième étape. Avec la stratégie 1, le solveur donne une solution avec 19
reconfigurations alors que la stratégie 2 configure seulement deux instances de trames TT
déjà intégrées. Il semble que cette différence en termes de coût de reconfiguration est élargie
lors que le réseau supporte plus de trafic. Ceci est visible quand nous observons le nombre
de reconfigurations dans la troisième étape d’intégration. Nous notons 51 reconfigurations
tandis que nous sommes capables d’intégrer les trames avec un coût nul. L’autre extrême
donné par la stratégie 3 ne permet pas la reconfiguration. Cette stratégie échoue d’intégrer
de nouvelles trames. Ce résultat est observé dans la deuxième étape d’intégration quand
le nombre minimal de reconfigurations est 2. Dans ce cas, nous ne pouvons pas adopter la
stratégie 3 pour intégrer les trames. Ceci se produit lors que la configuration actuelle est




Dans la première étape d’intégration, comme il n’y a pas de trames qui sont déjà ordonnan-
cées dans le réseau, la performance du solveur est la même pour les stratégies d’intégration.
Nous avons obtenu les résultats dans les 104 millisecondes. Dans la deuxième phase, quand le
solveur a la liberté de reconfigurer les trames TT, il produit de 19 reconfigurations dans les
173 millisecondes. Nous notons aussi que dans cette phase, tandis qu’on ordonnance que des
trames TT, la performance de solveur est la même pour les 3 stratégies (Réponse approxi-
mative dans les 200 millisecondes). Ceci signifie qu’en visant un problème d’ordonnancement
TT, le solveur est capable de produire un ordonnancement optimal avec les mêmes perfor-
mances qu’un ordonnancement faisable. Dans la troisième étape d’intégration, les résultats
deviennent plus intéressants. Nous rappelons qu’on intègre dans cette troisième étape les
deux types de flux TT et RC. Ainsi, deux étapes sont exigées pour vérifier toutes les exi-
gences. Dans cette étape d’intégration, nous adoptons notre heuristique dans la section 5.3.2
avec la stratégie d’optimisation de coût. Nous notons que les performances restent les mêmes
(environ 200 millisecondes) pour trouver un ordonnancement TT. Cependant, en omettant
cette heuristique, nous ne sommes pas capable de trouver une solution dans les 100 heures.
En adoptant cette heuristique, le solveur donne les statistiques données par le tableau 5.3.
Tableau 5.3 Statistiques de performance de l’heuristique
Exécution 110 ms Noeuds 156
Résolution 9 ms Échecs 24
Variables 5379 Redémarrage 0
Propagateurs 5626 Profondeur maximale 149
Propagations 36760
Malgré que ça prend en total 286 millisecondes pour retourner les résultats, la résolution est
seulement en neuf millisecondes pour un temps d’exécution de 110 millisecondes. Le solveur
met plus de temps à instancier le modèle que pour le résoudre. Le problème est assez large.
Nous pouvons le remarquer par le nombre de variables 5379, le nombre de propagateurs
(contraintes avec un algorithme de résolution spécifique) 5626, le nombre de contraintes
propagées 36760 et la plus grande profondeur de l’arbre de recherche qui est 150. Malgré la
grande taille du problème, le solveur échoue seulement 25 fois à instancier les variables. Ceci
prouve l’efficience de notre heuristique pour guider le solveur vers la solution optimale.
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Impact du choix du solveur
L’outil MiniZinc définie 4 solveurs G12 fd, Gecode, lazy et solveur MIP. Nous avons testé
notre heuristique avec les 4 solveurs et nous avons obtenu les performances données par le
tableau 5.4
Tableau 5.4 Performance de l’heuristique avec 4 différents solveurs
G12 fd Gecode lazy MIP
1 s 297 286 msec 692 msec 19 h 44 min 32 s
Nous avons obtenu les meilleures performances de l’heuristique avec le solveur Gecode 286
ms. Il semble que l’heuristique marche bien aussi avec le solveur G12 fd et le solveur lazy
(respectivement 692 ms et 1 s 297). Toutefois, avec le solveur MIP solver et en considérant
la même heuristique, ça prend 19 heures 44 min 32 seconds pour résoudre le problème.
5.5 Conclusion
À la différence des approches analytiques conventionnelles pour la vérification des flux RC,
nous avons présenté dans ce chapitre une nouvelle approche non pessimiste d’intégration
itérative basée sur le formalisme de contraintes. Cette approche permet à la fois de vérifier
les flux RC et de trouver un nouvel ordonnancement du système en minimisant le coût de
reconfiguration.
Pour ce faire, nous avons adopté la méthodologie suivante. Nous avons d’abord formalisé
à travers un ensemble de contraintes le principe de transfert de TTEthernet ainsi que les
contraintes de latence. Nous avons défini par la suite notre approche à base de contraintes que
nous l’avons enrichi avec une heuristique de recherche dédiée pour améliorer les performances
de résolution. Nous avons montré également l’applicabilité de notre approche moyennant un
exemple de réseau TTEthernet.
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CHAPITRE 6 APPROCHE D’INGÉNIERIE DIRIGÉE PAR LES
MODÈLES POUR LA GÉNÉRATION AUTOMATIQUE DES
CONTRAINTES D’INTEGRATION ITÉRATIVE
L’architecture IMA repose sur le principe d’intégration de fonctions avioniques. Ces dernières
sont conçues d’une manière indépendante et déployées par la suite sur cette architecture.
Nous considérons une architecture IMA connectée à travers un réseau TTEthernet. Vu la
complexité des systèmes considérés et la diversité des exigences temps réel dont ils font face,
cette intégration s’avère une tâche d’ingénierie assez complexe.
Pour maitriser cette complexité de synthèse d’ordonnancement et de vérification des exi-
gences, nous avons présenté dans les chapitres 4 et 5 des approches permettant l’intégration
de multiples partitions IMA ainsi que des trames TTEthernet. Ces approches cherchent à
trouver une nouvelle configuration du système (partitions et trames) qui peut nécessiter la
reconfiguration des parties déjà intégrées. Ainsi, un coût supplémentaire de recertification
sera attribué et notre objectif est de le minimiser. Nous considérons ce problème comme
un problème d’optimisation de contraintes noté COP où nous satisfaisons non seulement un
ensemble de contraintes, mais nous optimisons de plus le coût de reconfiguration
Afin d’utiliser une approche d’intégration itérative, les ingénieurs en avionique doivent spéci-
fier à la fois le système existant ainsi que les nouvelles fonctionnalités avioniques en utilisant
un ensemble de contraintes formelles. Ces contraintes peuvent être résolues d’une manière effi-
cace en utilisant des techniques de programmation par contraintes. Le nombre et la complexité
de ces contraintes augmente rapidement même pour des exemples de systèmes petits. Ainsi,
l’utilisation d’une approche d’intégration itérative fait face à un problème réel de gestion de
complexité de spécification des contraintes. Afin de surpasser ce problème, nous proposons
dans ce chapitre une approche d’ingénierie dirigée par les modèles qui définit les abstractions
nécessaires (c-à-d. méta-modèles) et définit les processus de transformation pour automatiser
la génération des contraintes. Le contenu de ce chapitre fait l’objet de la publication (Beji
et al., 2016).
Ce chapitre est organisé comme suit. La section 6.1 introduit notre approche d’ingénierie par
les modèles. Nous consacrons les sections 6.2 et 6.3 pour présenter les méta-modèles de notre
approche. Nous définissons dans la section 6.4 les processus de transformation qui génèrent le
programme par contraintes pour un problème d’intégration spécifique. Cette partie est suivie
dans la section 6.5 par un cas d’étude qui illustre notre approche.
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6.1 Vue globale de l’approche
Nous présentons dans cette section notre approche d’ingénierie dirigée par les modèles pour
générer le programme résolvant le problème d’une étape d’intégration. Comme le montre la
figure 6.1, notre approche se base sur la définition de deux méta-modèles. Le premier, ap-
pelé méta-modèle de spécification d’une intégration, caractérise un problème d’intégration
itérative dans un réseau TTEthernet. Le deuxième méta-modèle, appelé méta-modèle d’in-
tégration par contraintes, définit la formalisation du programme par contraintes qui résout
ce problème. Une instance du premier méta-modèle décrit un cas d’étude réel d’une étape
d’intégration. Nous spécifions dans cette instance les trames configurées et comment elles
sont déployées sur l’architecture réseau. Une instance du second méta-modèle modélise un
programme qui résout une étape d’intégration.
Un outil de transformation qui se base sur les deux méta-modèles permet de transformer
une instance du modèle de spécification d’intégration au modèle de programmation par
contraintes correspondant. Ce dernier peut ainsi être transformé en code structuré suivant le
langage de programmation par contraintes cible et résolu par un solveur CP pour trouver la
nouvelle configuration optimale. Afin de tester notre approche, nous avons choisi le langage
de MiniZinc (Group, 2016) comme langage cible. Nous spécifions dans la section suivante le
méta-modèle de spécification d’intégration.
Méta-Modèle d’intégration CP










Figure 6.1 Vue d’ensemble de l’approche
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6.2 Meta-Modèle de spécification d’intégration
Ce méta-modèle est spécifié par la figure 6.2. Un problème d’intégration est basé sur la
définition d’étapes d’intégration qui sont définies par la méta-classe IntegrationStep. Cette
méta-classe a un attribut step qui indique l’ordre de l’étape d’intégration. Elle a aussi les
attributs switchTreatmentDelay et HP qui désignent respectivement le délai nécessaire pour
un commutateur pour traiter une trame et l’hyper-période de toutes les périodes des trames.
Une IntegrationStep est composée d’un ensemble de FrameToConfigure ou trames à confi-
gurer et un ensemble de ConfiguredFrame ou trames déjà configurés si elles existent. Une
ConfiguredFrame diffère de FrameToConfigure par l’indication des actualOffsets ou Offsets
actuels qui indiquent l’ordonnancement avant l’intégration de chaque instance de la trame
considérée sur chaque lien de données. Une trame notée Frame est caractérisée par plusieurs
attributs incluant la période period, la durée de transmission sur un lien length , le coût de

















































Figure 6.2 Le Méta-Modèle de Spécification d’Intégration
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Un lien virtuel VirtualLink est associé avec chaque trame. Chaque VirtualLink peut être
composé d’un nombre de chemins de données que nous notons chacun par DataPath. Chaque
DataPath définit un chemin de la source vers une seule destination. Il est constitué par une
séquence adjacente de liens de données. Un ordonnancement d’une trame (noté Schedule)
caractérise une allocation des fenêtres de temps pour chaque trame sur chaque lien de données.
Bien évidemment, plusieurs trames peuvent être ordonnancées sur un lien de données et une
trame peut être transmise sur différents liens de données qui définissent le lien virtuel associé.
Le Schedule d’une trame peut être synchronisé avec un autre de la même trame sur un autre
lien de données. Ce cas se produit quand une trame doit être relayé simultanément sur
différents lien de données.
6.3 Méta-modèle d’intégration CP
Notre méta-modèle d’intégration CP est illustré par la figure 6.3. Il est composé par un
ensemble de méta-classes VariableDeclaration, un ensemble de contraintes que nous notons
chacune par Constraint et une méta-classe SolveItem. Pour des raisons de lisibilité, nous
n’incluons pas dans la figure 6.3 l’ensemble des relations entre ces méta-classes.
Le SolveItem modélise la directive pour le solveur en définissant deux attributs. Le premier
attribut est type définit le type de problème qui peut être soit un problème de satisfaction
ou de minimisation alors que le deuxième attribut objectif définit l’objectif à minimiser dans
le cas d’un problème d’optimisation. Dans notre cas l’objectif à optimiser est le coût de
reconfiguration.
6.3.1 Déclaration des variables
Comme le montre la figure 6.3, trois types de variables sont considérés pour résoudre un
problème d’intégration. La méta-classe FrameInstanceOffsets spécifie les offsets des différentes
instances d’une trame sur un lien de données. Elle a les deux attributs name et type. L’attribut
name est de type FrameInstanceName. Il définit le nom de l’instance de la trame sur un lien
de données. L’attribut name est ainsi identifié d’une manière unique par l’identifiant de
la trame IDFrame et l’identifiant du lien IDLink. L’attribut type est de type int[]. La méta-
classe FrameInstanceReconfig détecte si les offsets des instances de trame déjà configurés sont
changés après l’intégration. Cette méta-classe a deux attributs name qui n’est que le nom de
l’instance de trame sur un lien de données et l’attribut type de type bool[]. La méta-classe












































































Figure 6.3 Méta-Modèle d’intégration CP
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6.3.2 Contraintes
Afin de résoudre un problème d’intégration, nous considérons 9 types de contraintes illustrées
par la figure 6.3. Nous introduisons pour la définition de ces contraintes un nouveau type
Quantifier qui quantifie l’ordre de l’instance d’une trame. Ce type a quatre attributs : (1)
ident qui identifie le nom du quantificateur, (2) type spécifie le type du quantificateur (ex.
exists or forall), (3) min la valeur minimale du quantificateur et (4) max sa valeur maximale.
Nous montrons dans cette section la représentation de quatre types de contraintes dans notre
méta-modèle CP.
Contraintes de non-chevauchement
Nous rappelons qu’une contrainte de non-chevauchement exprime l’exclusion mutuelle de
transmission sur un lien de données. Étant donné deux instances de trames TT, f li,k et f lj,k′
transmises sur un lien de données l, la fin de transmission de f li,k se produit avant le début
de transmission f lj,k′ et vice versa. En considérant seulement les flux TT, la contrainte de
non-chevauchement se réduit à cet ensemble de contraintes.
∀f li,k, f lj,k′ ∈ FTT ,
(i 6= j)⇒
(




σ(f lj,k′) + f lj,k′.C ≤ σ(f li,k)
)
(Non_Chevauchement)
Dans le méta-modèle de programmation par contraintes, une contrainte de non-chevauchement
se modélise par la méta-classe ContentionFreeConstraint qui a les attributs (1) q1 et q2
comme deux Quantifier sur les ordres d’instances respectifs k et k′ , (2) fio1 et fio2 les offsets
respectifs de f li,k et f lj,k′ et (3) length1 and length2 pour désigner les durées de transmission
de f li,k et f lj,k′.
Contraintes de dépendance des chemins
Nous introduisons ce type de contraintes pour exprimer la transmission séquentielle d’une
trame fi tout au long d’un chemin de données du lien virtuel vli. Formellement, cette
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contrainte est définie comme suit :
∀f li,k ∈ FTT ,((
f li,k = root(fi,k)⇒
(




f li,k 6= root(fi,k)⇒
(





où, tt_switch_delay désigne le délai de traitement d’une trame TT par le commutateur.
Une contrainte de dépendance de chemin est spécifiée dans le méta-modèle par la méta-classe
PathDependentConstraint qui a les attributs suivants : (1) q1 comme Quantifiersur l’ordre k
de l’instance de fi, (2) fio1 and fio2 les offsets respectifs de f li et f l
′
i , (3) length le paramètre
f li,k.C et (4) switchDelay le délai de traitement d’une trame TT par le commutateur réseau.
Contraintes de latence
Afin d’assurer qu’une trame respecte ses exigences de délai, nous définissons les contraintes
de latence. Ces contraintes permettent de borner les délais de transmission d’une trame tout
au long de ses chemins et sont formalisées comme suit.
∀fi,k ∈ ΓTT ,∀f li,k ∈ leaves(fi,k),
(
σ(f li,k) + f li,k.C − σ(root(fi,k))
)
≤ fi,k.deadline (Latence)
Nous représentons une contrainte de latence dans notre méta-modèle de programmation par
contraintes par la méta-classe LatencyConstraint qui a les attributs (1) q1 pour représenter
l’ordre d’instance k (2) fio1 pour désigner le temps d’offset de root(fi,k), (3) fio2 pour désigner
le temps d’offset de f li,k et (4) maxLatency le seuil de latence maximal toléré.
Contraintes de reconfiguration
Les contraintes de reconfiguration détectent si les trames déjà configurées sont reconfigurées
après l’intégration de nouvelles trames. Les contraintes de reconfiguration sont formalisées
comme suit.
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∀f li,k ∈ FTT ,(




∂li,k(σ, σold) = 0
)
(Reconfiguration)
Dans le méta-modèle de programmation par contraintes, une contrainte de reconfiguration
est modélisée par la méta-classe ReconfigurationConstraint qui a les attributs (1)q1 pour
représenter l’ordre d’instance k, (2) fio1 pour désigner les offsets après l’intégration (3) fir1
pour désigner les variables de reconfiguration ∂li,k(σ, σold) et (4) previousOffsets qui contient
les anciens offsets de fi sur un lien de données l.
6.4 Processus de transformation de modèle
Nous détaillons dans cette section les règles de transformations implémentées dans notre
outil de transformation pour générer automatiquement le modèle d’intégration CP. Nous
notons par ModelIn le modèle de spécification d’intégration et par ModelOut le modèle
d’intégration CP. Dans le reste de cette section, nous détaillons les règles de transformation
correspondant pour chaque composant du modèle d’intégration CP.
6.4.1 Variables
Pour les variables du modèle de programmation par contraintes, on définit la règle de transfor-
mation donnée par l’algorithme 4 qui génère les instances FrameInstanceOffset. Dans Ligne 1,
nous sélectionnons du modèle d’entrée une instance de la méta-classe Schedule notée par A.
Nous créons dans la Ligne 2 une instance de la méta-classe FrameInstanceOffsets correspon-
dante à A que nous dénotons par B. Dans les Lignes 3 − 5, nous assignons les attributs.
ALGORITHM 4: Génération des instances de FrameInstanceOffset
forall A = InstanceOf (ModelIn.Schedule) do
create B=new InstanceOf (ModelOut.FrameInstanceOffsets)
B.type← int[A.Frame.nbInstances]
B.name.IDFrame ← A.frame.ID




Pour les contraintes, nous présentons seulement la règle de transformation qui définit les
instances de ContentionFreeConstraint. Cette règle est spécifiée par l’algorithme 5. Dans la
Ligne 1−2, nous sélectionnons du modèle d’entrée deux instances des méta-classes Schedule.
Afin de définir correctement une contrainte de non-chevauchement, nous vérifions dans les
Lignes 3 − 4 que A et B sont deux instances qui définissent un ordonnancement de deux
trames différentes sur le même lien de données. Pour assurer aussi l’unicité des contraintes,
nous imposons que le ID d’une trame associée avec A soit inférieur à celui de B. Nous créons
après dans la Ligne 4 une nouvelle instance C de la méta-classe ContentionFreeConstraint.
Dans les Lignes 5 − 6, nous définissions les deux quantificateurs de l’instance C crée. q1
est réservé pour l’ordonnancement d’une trame associé avec l’instance A et q2 pour celle de
B. Dans les Lignes 7− 11, nous définissions les attributs fio1 et length1 qui correspondent
respectivement à l’ordonnancement et au délai de transmission de la trame associée à A.
D’une manière similaire, dans les Lignes 12 − 16, nous définissions l’ordonnancement et le
délai de transmission d’une trame associée avec B.
ALGORITHM 5: Génération des instances de ContentionFreeConstraint
forall A = InstanceOf (ModelIn.Schedule) do
forall B = InstanceOf (ModelIn.Schedule) do
if (A.frame.ID < B.frame.ID)and(A.dataflowLink = B.dataflowLink) then
create C=new InstanceOf (ModelOut.ContentionFreeConstraint)
C.q1← newQuantifier(”i”, forall, 1, A.Frame.nbInstances)
C.q2← newQuantifier(”j”, forall, 1, B.Frame.nbInstances)
forall D = InstanceOf (ModelOut.FrameInstanceOffsets) do






forall D = InstanceOf (ModelOut.FrameInstanceOffsets) do










6.4.3 Directive de résolution SolveItem
Pour la directive de résolution SolveItem, on a une instance par modèle CP (c-à-d. un sin-
gleton). Nous générons cette instance en appliquant l’algorithme 6. Dans la Ligne 1, nous
vérifions l’existence d’une trame déjà configurée. Ceci permet la définition de la nature du
problème. S’il n’y a pas de trames déjà configurées qui est le cas des Lignes 2 − 3, nous
affectons la valeur satisfy à l’attribut type du problème. Dans le cas contraire, illustré dans
les Lignes 5−6, le problème est de type minimize et l’objectif désigné par l’attribut objective
n’est que le ReconfigurationCost à minimiser.
ALGORITHM 6: Génération du SolveItem








Dans cette section, nous illustrons notre approche dirigée par les modèles à travers l’intégra-
tion de la partie communication du système dont l’architecture physique est illustrée par la
figure 6.4. Nous identifions dans cette figure les différents liens de données par des nombres
et la direction de chaque flux par des lignes pointillées.
Les caractéristiques temporelles des trames sont données par le tableau 6.1. Comme le montre
la première colonne de ce tableau, nous proposons d’intégrer l’ensemble des trames en trois
étapes d’intégration. Les IDs des trames sont indiquées par la deuxième colonne. Les pé-
riodes de trames sont données par la troisième colonne. Nous réservons la quatrième colonne
pour l’indication des dates de disponibilité au niveau des systèmes terminaux notés ES. La
cinquième colonne indique les délais de transmission des trames sur un lien de données. Nous
indiquons dans la dernière colonne la structure du lien virtuel. Nous adoptons la notation
ls − {ld1 , ..., ldn} pour indiquer que la trame associée est transmise en premier lieu sur le lien
ls et puis simultanément sur les liens ld1 à ldn . Le coût de reconfiguration de chaque trame
dans cet exemple est égal à 1.
En se basant sur ce cas d’étude, nous illustrons à travers deux exemples : (1) la spécification
de l’intégration en entrée comme instance de Méta-Modèle de spécification d’intégration, (2)
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Tableau 6.1 Caractéristiques temporelles des trames intégrés
Étape Id Période Disponibilités Durée sur Lien
d’intégration de trame un lien virtuel
1
3 30 [7,35,65,95] 1 3-2
4 30 [5,33,63,93] 1 3-8
40 60 [21,21] 2 3-2
41 60 [15,15] 4 3-8
42 60 [17,17] 1 1-4
43 60 [17,17] 3 7-4
1030 60 [9,9] 2 1-4
1031 60 [9,9] 1 7-4
2
2 30 [9,41,67,97] 2 3-8
10 60 [51,51] 3 3-2
11 60 [31,31] 7 3-8
12 60 [27,27] 3 3-8
13 30 [25,61,75,107] 4 7-2
14 60 [71,71] 1 1-8
15 60 [89,89] 2 7-4
1000 30 [17,53,89,105] 1 1-4
1001 30 [19,55,69,101] 2 7-4
1002 60 [63,63] 1 1-4
1003 60 [7,7] 1 7-4
3
0 60 [35,95] 1 9-4
1 30 [0,30,60,90] 1 3-10
109 60 [22,82] 11 11-{2,4,6,8,10}
110 60 [14,74] 5 11-{2,4,6,8,10}
111 60 [7,67] 2 11-{2,4,6,8,10}
140 60 [61,81] 4 3-6
































Figure 6.4 Architecture physique du système
une instance du méta-modèle d’intégration CP correspondant à la spécification en entrée et
(3) le code MiniZinc relatif au modèle CP.
Bien que cet exemple illustre l’intégration de seulement 26 liens virtuels, nous notons que la
résolution de chaque étape d’intégration nécessite environ mille lignes de code. Nous illustrons
quelques aspects pertinents de notre approche à travers deux petits exemples.
Dans le premier exemple, nous fixons pour objectif de générer quelques variables CP et
quelques contraintes de trames en choisissant l’exemple de contrainte de non-chevauchement.
Dans le deuxième exemple, nous expliquons plutôt une contrainte qui exploite la structure
du lien virtuel
6.5.1 Exemple 1
Considérant la première étape d’intégration et plus précisément l’intégration des trames f3
et f4, nous notons que f3 est ordonnancé sur le lien de données avec les IDs 3 et 2. f4 est
ordonnancé sur le lien 3 et 8. Le modèle de spécification d’intégration dans cette partie est
donné par la figure 6.5. Nous illustrons seulement les ordonnancements s1 et s2 des trames


























Figure 6.5 Modèle de spécification d’intégration de l’exemple 1
Comme le montre la figure 6.6, deux instances fio1 et fio2 de la méta-classe FrameInstan-
ceOffsets sont définies dans notre modèle de programmation par contraintes pour représenter
les ordonnancements s1 et s2. Comme le nombre des trames de f3 considérés dans le modèle
de spécification d’intégration est égal à 4, l’attribut type a comme valeur int[4]. Le code
MiniZinc correspondant est donné par la figure 6.1. Nous notons que nous limitons nos va-
leurs d’offsets à l’intervalle [1..120] pour avoir un domaine fini assez large pour représenter
les différentes valeurs possibles.
Listing 6.1 Déclaration des variables de l’exemple 1 dans MiniZinc
array [1..4] of var 0..120: Link3Offset3;
array [1..4] of var 0..120: Link3Offset4;
Maintenant que nous avons illustré les différentes variables du modèle d’intégration CP, nous
présentons la contrainte de non-chevauchement de l’exemple 1. Cette contrainte est définie














Offsets variable of frame f3 on dataflow link with ID 3
Offsets variable of frame f4 on dataflow link with ID 3
Figure 6.6 Variables CP considérées dans l’exemple 1
L’instance de c1 contient l’information requise pour générer le code MiniZinc correspondant






































Figure 6.8 Example 1 :Code de contrainte de non-chevauchement en MiniZinc
6.5.2 Exemple 2
La trame f3 est transmise sur le lien virtuel vl3 qui est composé par le chemin 3 − 8. La
transmission de f3 sur son chemin de données associé induit la définition de Contrainte de
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dépendance de chemin qui a la structure présentée par la figure 6.9. Outre que les attributs
switchDelay et length, pour définir cette contrainte, nous considérons de l’exemple 1 l’instance
fio1 pour caractériser les offsets de f3 sur le lien de données 2. Nous considérons aussi
l’instance fio3 qui définit les offsets associés à la transmission de f3 sur le lien de données 2.





















Figure 6.9 Modèle d’intégration CP de l’exemple 2
Listing 6.2 Example 2 : Code MiniZinc du contrainte de dépendance de chemin
constraint forall (i in 1..4)
(Link3Offset3[i] + 1 + 1 <= Link2Offset3[i]);
6.6 Conclusion
Nous avons proposé dans ce chapitre une approche d’ingénierie dirigée par les modèles pour
supporter la synthèse automatique des programmes qui résolvent l’intégration des flux TT
de TTEthernet. L’approche proposée se repose sur la définition de deux méta-modèles. Le
premier spécifie un problème d’intégration itérative sur un réseau TTEthernet. Le deuxième
décrit plutôt la structure d’un programme CP. Outre que les deux méta-modèles, cette ap-
proche est basée aussi sur la définition de processus de transformations qui automatisent la
génération du modèle CP pour un problème d’intégration spécifique. Le modèle CP résultant




Nous avons exploré dans cette thèse l’intégration itérative des systèmes avioniques déployés
sur des réseaux TTEthernet. Les systèmes avioniques modernes sont conçus principalement
conformément au modèle d’architecture IMA. Cette architecture typique est basée sur le
partage de ressources entre les applications critiques tout en assurant la non-interférence
entre eux. Le partage de ressource permet, ainsi, d’intégrer davantage de fonctionnalités tout
en gardant le poids des équipements dans les limites raisonnables. La méthodologie adoptée
pour concevoir de tels systèmes est l’approche d’intégration itérative. Cette approche permet
de maitriser la complexité et permet, en plus, de prendre en considération leur aspect évolutif.
Durant le processus d’intégration itérative des systèmes avioniques, les ingénieurs système
peuvent reconfigurer les parties déjà intégrées afin d’assurer les exigences temps-réel dures.
De telles reconfigurations impliquent un coût qui peut exprimer le coût de recertification
et/ou les ressources déployées pour l’objectif de reconfiguration. Malheureusement, les ap-
proches de vérification actuelles ne prennent pas en considération l’aspect évolutif de tels
systèmes et ne modélisent pas le coût. De plus, avec l’introduction de TTEthernet comme un
nouveau standard, les fonctionnalités avioniques peuvent communiquer en mode synchrone
et asynchrone. En mode synchrone, l’objectif est de synthétiser suivant un formalisme de
contraintes un ordonnancement qui vérifie les exigences temps réel. En mode asynchrone, on
fait recourt généralement aux méthodes analytiques tels le calcul réseau et l’approche pour
trajectoire pour l’analyse de l’ordonnançabilité des flux.
7.1 Synthèse des travaux
Cette thèse explore le développement d’une approche d’intégration itérative qui permet d’in-
tégrer les fonctionnalités avionique communiquant en mode synchrone et asynchrone. Cette
approche prend en considération l’aspect évolutif, modélisera le coût d’intégration et enlèvera
le pessimiste introduit par les approches analytiques. Cette problématique est adressée en
fixant trois parties.
Dans la première partie, nous nous sommes intéressés à l’intégration de fonctionnalités avio-
niques déclenchées par le temps (synchrones). Nous avons développé un modèle formel des
systèmes IMA et des flux déclenchés par le temps de TTEthernet. En nous basant sur ce mo-
dèle, nous avons développé un modèle formel de configuration avionique et nous avons forma-
lisé le problème d’intégration itérative. Nous avons également défini une approche Max-Smt
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partielle et à poids pondéré pour la reconfiguration optimale de fonctionnalités déclenchées
par le temps. Cette approche définit deux types de contraintes SMT. Le premier type est
appelé "contraintes dures". Elles assurent les exigences d’une architecture IMA déployée sur
des réseaux TTEthernet. Le deuxième type de contraintes est intitulé "contraintes souples".
Chaque contrainte souple modélise la reconfiguration d’une trame ou d’une partition. Ainsi,
nous correspondons le coût de reconfiguration de chaque partie avec le coût de violation de
la contrainte.
Dans la deuxième partie, nous nous intéressons à la considération des fonctionnalités déclen-
chées par les évènements ( opèrent en mode asynchrone). La vérification de ces approches se
fait par des méthodes analytiques qui sont adoptées par les avionneurs. Ces approches four-
nissent un bon compromis entre les performances et le pessimisme introduit dans l’analyse de
l’ordonnacabilité. À cette fin, nous avons développé une approche à base de contraintes pour
la reconfiguration optimale des flux synchrones et asynchrones. Dans ce contexte, nous avons
aussi développé une heuristique de branchement dédié qui prend en considération l’ordre des
variables et les différentes valeurs qui permettent d’améliorer les performances. Afin de tes-
ter cette heuristique, nous avons considéré l’intégration de deux fonctionnalités (Système du
train d’atterrissage et système de contrôle de carburant). La considération d’une approche
de programmation par contraintes pour la vérification des fonctionnalités asynchrones met
en évidence deux contributions majeures dans le domaine. Premièrement, nous avons sup-
primé le pessimisme introduit par les approches analytiques. Deuxièmement, nous pouvons
considérer simultanément la vérification des fonctionnalités synchrones et asynchrones. Les
approches analytiques ne peuvent pas synthétiser un ordonnancement pour les fonctionnalités
synchrones.
Avec l’aspect complexe des systèmes avioniques, le développement des programmes par
contraintes pour l’intégration itérative est une tâche fastidieuse qui peut mener à plusieurs
erreurs. Avec le contexte critique de tels systèmes, les erreurs ne sont pas tolérées. Pour cette
fin, nous avons développé dans la troisième partie de cette thèse une approche d’ingénierie
dirigée par les modèles pour l’automatisation de la génération des paramètres de reconfigu-
ration directement de la spécification. Pour ce faire, nous avons automatisé la génération du
programme par contraintes à partir la spécification du système.
En couvrant les trois parties de la thèse, nous avons pu développer une approche assez
complète et générique qui (1) modélise l’aspect évolutif de ces systèmes (2) modélise le coût
de reconfiguration (3) permet de générer un ordonnancement TT optimal du système et (4)
vérifie l’ordonnançabilité des flux asynchrones d’une manière non pessimiste. Néanmoins,
notre solution proposée présente certaines limites.
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7.2 Limitations de la solution proposée
Le problème traité par nos approches fait partie d’un problème plus général. Ce dernier
permet également de chercher aussi le plan d’allocation des partitions aux modules, le routage
des liens virtuels ainsi que la fragmentation et la composition des trames tout en optimisant
le coût de reconfiguration.
Les flux RC de TTEthernet, et plus précisément les flux AFDX, sont généralement ordon-
nancés suivant la politique FIFO (Zhang et al., 2011). C’est la politique que nous avons
adopté dans notre approche. Néanmoins, le standard prévoit plus de flexibilité en spécifiant
une politique d’ordonnancement avec priorité fixe.
Une autre limite que nous soulevons est en rapport avec notre approche d’ingénierie dirigée
par les modèles. Notre outil de génération des contraintes couvre la génération des différentes
variables et contraintes du problème d’intégration itérative. Néanmoins, notre approche se
limite à la modélisation de la partie qui concerne l’intégration des flux TT. De plus, la
transformation de la spécification du système aux contraintes d’intégration se fait par un
algorithme ad hoc et n’utilise pas les techniques de transformation de modèles. Ceci nous
mène à parler aux améliorations futures suivantes.
7.3 Améliorations futures
Une des améliorations que nous pourrons apporter à ce travail est de considérer le problème
général que nous avons évoqué ci-dessus. Il s’agit dans ce cadre d’étendre notre travail sur
trois axes : (1) la recherche d’un plan d’allocation des ressources (2) le routage des liens
virtuels et (3) la fragmentation et composition des trames tout en optimisant le coût de
reconfiguration.
Concernant la politique d’ordonnancement, nous pensons que nous pouvons évoluer notre
approche vers une politique d’ordonnancement à priorité fixe. Nous pourrions dans ce cadre
étendre notre modèle pour modéliser les priorités des trames et remplacer l’ensemble de
contraintes FIFO par un autre ensemble de contraintes pour les priorités fixes. Il reste dans
ce cadre à étudier si notre heuristique de branchement a de bonnes performances avec cette
nouvelle politique et éventuellement réadapter notre heuristique pour prendre en considéra-
tion les priorités. Nous pouvons étudier par la suite la possibilité de la recherche d’un plan
d’assignation de priorités optimal en termes de coût.
Afin d’évoluer notre approche d’ingénierie par les modèles, nous pourrons en premier lieu
étendre nos deux méta-modèles pour qu’ils couvrent l’intégration des systèmes avionique
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communicants avec les deux types de flux. Par la suite, nous modéliserons les différents
processus de transformation pour la partie ajoutée des deux méta-modèles. Nous pourrons
explorer aussi la redéfinition de nos processus de transformations avec des langages spécialisés
pour les transformations de modèles tels que l’ATL (Jouault et al., 2008) ou QVT (Kurtev,
2008). Cette amélioration nous permettra de valider les spécifications données en entrée et
de détecter éventuellement les erreurs qui sont liées.
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ANNEXE A EXEMPLE ILLUSTRATIF DE CODE SMT POUR
L’INTÉGRATION DES FONCTIONNALITÉS AVIONIQUE
COMMUNIQUANT EN MODE TT
Nous illustrons dans cette partie l’intégration itérative des fonctionnalités avioniques com-
muniquant en mode TT en se basant sur le formalisme SMT. Nous prenons comme langage
de référence celui de l’outil YICES (Dutertre and De Moura, 2006; Dutertre, 2015). Un Code
YICES est structuré en 3 parties : (1) une première partie pour la déclaration des différentes
variables et paramètres du modèle, (2) une deuxième partie qui modélise les contraintes du
problème en se basant sur les paramètres et les variables définies dans la première partie et
(3) une dernière partie pour l’indication des directives de résolution au solveur. Pour notre
problème d’intégration itérative, nous illustrons les trois parties à travers des exemples pris du
système du train d’atterrissage et système de contrôle de carburant présenté dans la section
4.5.2.
A.1 Déclaration des variables
Notre modèle contient deux catégories de variables. La première catégorie représente les
offsets des différentes instances des trames. Un exemple serait le suivant.





Cette partie de code définit quatre variables d’offsets de la trame f3 sur le lien d’id 3. Un
indice à la fin de chaque nom de variable (0 à 3) identifie dans l’ordre les différentes instances
de f3 sur le lien d’id 3. Le deuxième type de variables identifie les offsets des instances des
partitions. À titre d’exemple, les différentes variables d’offset pour la partition FDE seraient
le suivant.






Nous illustrons dans la prochaine section quelques exemples pour la déclaration des contraintes
d’intégration du système du train d’atterrissage et système de contrôle de carburant.
A.2 Declaration des contraintes
Les contraintes dures dans le langage de YICES sont déclarées par la mention assert. Les
instances de la partition FDE sont exécutées 4 fois durant la MAF avec une période de 30.
Les contraintes de périodicité de la partition FDE peuvent ainsi être exprimées comme suit.
;; Contraintes de periodicite des partitions
(assert (<= 0 oFDE_0))
(assert (<= oFDE_0 30))
(assert (<= 30 oFDE_1))
(assert (<= oFDE_1 60))
(assert (<= 60 oFDE_2))
(assert (<= oFDE_2 90))
(assert (<= 90 oFDE_3))
(assert (<= oFDE_3 120))
L’exemple suivant illustre le non-chevauchement d’exécution de la partition FDE avec la
première instance de la partition LGFAE . Les durées respectives d’exécution de ces partitions
sont 5 et 10. Ils sont codés directement dans cet ensemble de contraintes.
;; Contraintes de non-chevauchement des partitions
(assert (or (<= (+ oFDE_0 5) oLGFAE_0)(<= (+ oLGFAE_0 10) oFDE_0)))
(assert (or (<= (+ oFDE_1 5) oLGFAE_0)(<= (+ oLGFAE_0 10) oFDE_1)))
(assert (or (<= (+ oFDE_2 5) oLGFAE_0)(<= (+ oLGFAE_0 10) oFDE_2)))
(assert (or (<= (+ oFDE_3 5) oLGFAE_0)(<= (+ oLGFAE_0 10) oFDE_3)))
La trame f3 transporte le message de la partition FDE . Le lien d’id 3 est le premier lien
du lien virtuel vl3. La compatibilité des ordonnancements IMA et TTEthernet pour cette
communication peut être traduite par le code suivant.
;; Contraintes de compatibilite IMA TTEthernet
(assert (<= (+ oFDE_0 5) Link3Offset3_0))
(assert (<= Link3Offset3_0 (+ oFDE_1 5)))
(assert (<= (+ oFDE_1 5) Link3Offset3_1))
(assert (<= Link3Offset3_1 (+ oFDE_2 5)))
Le non-chevauchement de la première instance de f3 avec les différentes instances de la trame
f4 sur le lien d’id 3 peuvent être codées de la façon suivante.
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;; Contraintes de non chevauchement des trames
(assert ( or ( <= (+ Link3Offset3_0 1)Link3Offset4_0 )
( <= (+ Link3Offset4_0 1)Link3Offset3_0 )))
(assert ( or ( <= (+ Link3Offset3_0 1)Link3Offset4_1 )
( <= (+ Link3Offset4_1 1)Link3Offset3_0 )))
(assert ( or ( <= (+ Link3Offset3_0 1)Link3Offset4_2 )
( <= (+ Link3Offset4_2 1)Link3Offset3_0 )))
(assert ( or ( <= (+ Link3Offset3_0 1)Link3Offset4_3 )
( <= (+ Link3Offset4_3 1)Link3Offset3_0 )))
La trame f3 est transmise sur le lien d’id 3 puis sur le lien d’id 2. En supposant une durée de
traitement d’un commutateur TTEthernet égale à 1 et en sachant que la durée de transmis-
sion de f3 sur un lien de données est égale à 1. Les contraintes relatives à cette dépendance
de chemin peuvent s’écrire comme suit.
;; Contraintes de dependance de chemin
(assert (<= (+ (+ Link3Offset3_0 1) 1) Link2Offset3_0))
(assert (<= (+ (+ Link3Offset3_1 1) 1) Link2Offset3_1))
(assert (<= (+ (+ Link3Offset3_2 1) 1) Link2Offset3_2))
(assert (<= (+ (+ Link3Offset3_3 1) 1) Link2Offset3_3))
Le délai entre le début de transmission de f3 sur le lien d’id 3 et le lien suivant d’id 2 doit
être borné à 30 pour exprimer la limite de la capacité de mémoire relayant f3 du lien 3 au
lien 2. Ainsi la limite de mémoire du commutateur pour le relai de la trame f3 peut être
exprimée comme suit.
;; Contraintes de limite de memoire
(assert (<= (- Link3Offset3_0 Link2Offset3_0) 30 ))
(assert (<= (- Link3Offset3_1 Link2Offset3_1) 30 ))
(assert (<= (- Link3Offset3_2 Link2Offset3_2) 30 ))
(assert (<= (- Link3Offset3_3 Link2Offset3_3) 30 ))
La partition FDE communique avec la partition NLG à travers la trame f3. La trame f3 est
transmise sur le lien f3 puis sur le lien 2 avant d’arriver à sa destination. Une durée limite
de 90 est fixée du moment du début d’exécution de la partition source FDE jusqu’à la fin
d’exécution de la partition destination NLG. La contrainte de latence concernant les deux
premières instances de ces deux partitions peut s’exprimer comme suit.
;; Contraintes de latence de bout-en-bout
(assert (=> (and
(<= (+ oFDE_1 0 5)(+ Link3Offset3_1 0))
(<= (+ Link3Offset3_1 0)(+ oFDE_2 0 5))
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(<= (+ oNLG_ -1 0 )(+ Link2Offset3_1 0 1))
(<= (+ Link2Offset3_1 0 1)(+ oNLG_0 0 ))
)
(<= (- (+ oNLG_0 0 10)(+ oFDE_1 0 )) 90 )))
Les contraintes souples sont identifiées dans le langage de YICES par la mention de assert+,
l’expression booléenne de la contrainte puis le poids de cette contrainte. Les offsets des
différentes instances de la partition FDE sont déjà configurées respectivement à 0, 30, 62 et
92. En considérant que le coût de reconfiguration de chaque instance de FDE est estimée à
7, les contraintes souples de reconfiguration des instances de la partition FDE peuvent ainsi
être exprimées comme suit.
;; Contraintes Souples pour partitions
(assert+ (= oFDE_0 0) 7)
(assert+ (= oFDE_1 30) 7)
(assert+ (= oFDE_2 62) 7)
(assert+ (= oFDE_3 92) 7)
Les offsets des différentes instances de la trame f3 sont déjà configurées respectivement à 5,
36, 68 et 97. En considérant un coût de reconfiguration de chaque instance de trame sur un
lien de données est égale à 1, les contraintes de reconfiguration des instances de f3 sur le lien
d’id 3 peuvent être exprimées comme suit.
;; Contraintes Souples pour trames
(assert+ (= Link3Offset3_0 5) 1)
(assert+ (= Link3Offset3_1 36) 1)
(assert+ (= Link3Offset3_2 68) 1)
(assert+ (= Link3Offset3_3 97) 1)
A.3 Directive de résolution
La résolution par le solveur SMT en général est exprimé par le moyen d’une directive de
résolution. Pour le solveur YICES, on initie la résolution de type WPMS (c-à-d. minimistion
de la somme des poids des contraintes souples violées) en indiquant la directive suivante.
(max-sat)
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ANNEXE B EXEMPLE ILLUSTRATIF DE CODE DE
PROGRAMMATION PAR CONTRAINTES POUR L’INTÉGRATION
ITÉRATIVE DES FLUX DÉCLENCHÉS PAR LE TEMPS ET À QUOTAS
LIMITÉS
Nous illustrons dans cette partie l’intégration itérative des flux TT et RC en se basant sur
le formalisme de programmation par contraintes. Nous prenons comme langage de référence
celui de l’outil MiniZinc (Nethercote et al., 2007; Marriott et al., 2014).
D’une manière similaire à un programme SMT, un programme par contraintes et structuré en
trois parties : (1) déclaration des variables et des paramètres (2) déclaration des contraintes
et (3) déclaration des directives de résolution. Une autre partie s’ajoute par rapport à un
programme SMT et qui permet de définir la fonction objectif en considérant les variables
déclarées. Pour illustrer ses différentes parties, nous nous basons dans cette annexe sur des
exemples pris du cas d’étude de la section 5.4. Nous commençons par illustrer des exemples
de notre partie de déclaration des variables.
B.1 Déclaration des variables
L’hyper période des trames est de 60. Afin de considérerun domaine fini et assez large pour
considérer toutes les solutions possibles, nous nous limitons au domaine [0..2 × HP] pour
toutes les variables du domaine. Nous présentons en premier les variables d’offsets.
Le premier type de variables que nous déclarons modélise les différents offsets des trames TT.
On regroupe les différentes instances d’une trame sur un lien dans un tableau. La mention de
array et var indiquent respectivement qu’il s’agit de tableau et de déclaration des variables.
Un exemple de déclarations des variables d’offsets des différentes instances de la trame f3 sur
le lien d’id 3 serait le suivant.
% Variables des offsets
array [1..4] of var 0..120: Link3Offset3;
Afin de détecter les reconfigurations des différentes instances de trames TT, nous définissons
les variables de reconfiguration. Les variables des différentes instances sur un même lien
sont regroupées ensemble et ont la forme suivante IsLink<idLien>Offset<idTrame>Reconfig.
L’exemple suivant illustre les variables de reconfiguration pour les instances de la trame f3
sur le lien 3 et ils sont de type booléen.
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% Variables de reconfiguration
array [1..4] of var bool:IsLink3Offset3Reconfig;
Nous modélisons les dates de disponibilité des informations transmises par les instances de
trames RC sur un lien de données par les variables de la forme Link<idLien>Disp<idTrame>.
L’exemple suivant illustre les dates de disponibilité des informations transmises par la f100
sur le premier lien d’id 11.
% Variables de disponibilites RC
array [1..2] of var 0..120: Link11Disp100;
Pour modéliser les dates de régulation du trafic, nous définissons les variables de la forme
Link<idLien>First<idTrame>. L’exemple suivant illustre les dates des régulation pour les
différentes transmissions de la trame f100 pour un envoi sur le premier lien du lien virtuel
associé d’id 11.
% Variables de regualtion RC
array [1..2] of var 0..120: Link11First100;
Nous modélisons aussi les dates de transmission des différentes instances des trames sur
chaque lien du lien virtuel associé par les variables de la forme Link<idLien>Start<idTrame>.
L’exemple suivant illustre la déclaration des variables de début de transmission de la trame
f100 sur le lien d’id 11.
% Variables de debut de transmission RC
array [1..2] of var 0..120: Link11Start100;
D’une manière similaire aux variables de début de transmission des trames RC sur chaque
lien, nous déclarons les variables de fin de transmission des différentes instances sur chaque
lien. La déclaration des variables associées aux fins de transmissions des trames sur chaque
lien constitue une redondance dans notre modèle. En effet, nous pouvons obtenir directement
ces dates en ajoutant les durées de transmission aux dates de début de transmission. Ce choix
a été fait pour faciliter la propagation des contraintes et essentiellement celles de type FIFO
qui reposent sur les dates d’arrivée des trames au niveau de chaque commutateur réseau.
L’exemple suivant illustre la déclaration des variables de fin de transmission de la trame f100
sur le lien d’id 11.
% Variables de fin de transmission RC
array [1..2] of var 0..180: Link11End100;
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Nous déclarons aussi des variables qui permettent de déterminer les durées de transmission
des différentes trames sur le réseau. Pour ce faire, nous définissons un tableau de variables
de la forme Vl<idTrame>ToDestLink<idLink>Vect. Chaque tableau détermine pour les dif-
férentes transmissions de la trame la durée de transmission dans le chemin de données ayant
comme lien destination le lien d’id idTrame. Nous déclarons aussi une autre variable de type
entière pour déterminer parmi les différentes transmissions sur ce chemin de données celle
qui a la plus longue durée. L’exemple suivant montre la déclaration de ces variables pour le
chemin de la trame f3 vers le lien destination d’id 2.
% Variables des durees de transmission
array [1..4] of var int:Vl3ToDestLink2Vect;
var int:Vl3ToDestLink2;
La déclaration de ce type de variables permet de propager plus aisément les contraintes de
latence. Nous montrons dans la section suivante l’utilisation de l’ensemble des variables qu’on
a déclaré pour la définition des contraintes du problème d’intégration des flux.
B.2 Déclaration des contraintes
Le premier type de contraintes fixe les dates de disponibilités des informations transmises
par les différentes instances des trames. Pour la déclaration de ce type de contraintes, nous
fixons les intervalles de disponibilités de l’information. L’exemple suivant configure les dates
de disponibilité de l’information transmise par les instances de la trame f100.









Afin de lier les évènements de disponibilité de l’information aux évènements de régulation
de trafic (Contraintes de régulation de trafic), nous déclarons les contraintes suivantes. Ce
type de contraintes prend deux formes. Pour les premières instances de trames les dates de
régulation de trafic coïncident exactement avec les dates de disponibilités de l’information.
Pour la deuxième forme, nous utilisons la contrainte globale maximum. Cette contrainte est
qualifiée comme globale vu qu’elle est une contrainte prédéfinie et dont la résolution est bien
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optimisée. Elle permet de prendre le maximum entre la date de disponibilité de l’information
et la date de régulation de la l’instance précédente plus la BAG associé. Pour la trame f100,
cette contrainte peut être déclarée par ces deux contraintes. La première correspond avec
la première forme. La deuxième correspond à la deuxième forme et détermine la date de
régulation pour la deuxième instance de la trame.




maximum(Link11First100 [2],[ Link11First100 [1]+5]++[Link11Disp100 [2]]);
Les débuts de transmission des trames RC occurrent après la régulation de trafic. Afin de
valider cet ordre d’évènement (c-à-d. régulation de trafic puis transmission) nous modélisons
des contraintes liant les variables de régulation aux variables des débuts de transmission.
Prenant l’exemple de la trame f100, cette contrainte peut être codée de la façon suivante.
% Contraintes de debut de transmission
constraint forall(i in 1..2)
(Link11First100[i]<= Link11Start100[i]);
Nous définissons également un ensemble de contraintes pour lier les variables de début de
transmission aux variables de fin de transmission des trames de RC. Pour la trame f100, la
liaison entre le début et la fin de transmission sur le lien d’id 11 peut être traduite comme
suit.
% Contrantes de delai de transmission
constraint forall( i in 1..2)
(Link11End100[i]-Link11Start100[i]==11);
Nous exprimons la dépendance des chemins RC en liant les variables des fins de transmission
aux variables de début de transmission sur les liens suivants. Considérant un délai de traite-
ment d’une trame par le commutateur réseau égal à une unité de temps, la dépendance de
chemin de f100 sur les liens consécutifs d’id 11 et 2 peuvent s’exprimer comme suit
% Contraintes de chemin RC
constraint forall (i in 1..2)
(Link11End100[i] + 1 <= Link2Start100[i]);
Pour la dépendance des chemins TT, nous lions plutôt les offsets des différentes instances
des trames sur deux liens consécutifs sur le réseau. Prenant l’exemple de la trame f1 sur les
deux liens consécutifs, la contrainte de dépendance de chemin peut s’écrire comme suit.
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% Contraintes de chemin TT
constraint forall (i in 1..4)
(Link3Offset1[i] + 1 + 1 <= Link2Offset1[i]);
D’une manière similaire, nous exprimons la contrainte de limite de mémoire pour la trans-
mission TT en bornant le délai entre deux instances de trames sur deux liens consécutifs.
Pour l’exemple de la trame f1, la contrainte de dépendance de chemin associée peut s’écrire
comme suit.
% Contraintes de limite de memoire
constraint forall (i in 1..4)
(( Link2Offset1[i] - Link3Offset1[i]) <= 30);
Les contraintes FIFO expriment l’ordre entre les dates de régulation de deux instances de
différentes trames et les dates de transmission de ces deux instances sur le premier lien. Ils
expriment aussi l’ordre des fins de transmission de deux instances de trames différentes et
les débuts de transmission de ces instances de trames sur le prochain lien. Prenant l’exemple
des trames f100 et f101 et la transmission sur le premier lien d’id 11 et le prochain lien d’id
2, les deux formes de la contrainte FIFO peuvent s’écrire de la façon suivante.
% Constraintes FIFO
constraint forall(i in 1..2 ,j in 1..2)
((( Link11First100[i] <= Link11First101[j]))<->
(Link11Start109[i] <= Link11Start110[j] ));
constraint forall(i in 1..2 ,j in 1..2)
((( Link11End100[i] <= Link11End101[j]))<->
(( Link2Start100[i] < Link2Start101[j] ));
Nous notons ici qu’on exprime ces deux formes de contraintes par des équivalences entre les
ordres des évènements pour permettre la propagation des contraintes dans les deux sens de
l’équivalence.
Afin d’exprimer la contrainte d’envoi le plus tôt possible, nous vérifions que nous ne pouvons
pas avancer la transmission de la trame même d’une unité de temps. Nous considérons pour
cela les deux cas ou l’envoi est sur le premier lien du lien virtuel ou l’autre cas du relai par un
commutateur réseau. Prenant le cas de la transmission de la trame f100 sur son premier lien
d’id 11. Si une instance de cette trame n’est pas transmise juste au moment de la régulation,
ceci signifie que le lien d’id 11 est occupé par la transmission de la trame f101 ou la trame
f102. Ceci peut être codé de la façon suivante.
% Contrainte Envoi le plus tot possible (Premier lien)
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constraint forall (i in 1..2)
(( (Link11First100[i]) < (Link11Start100[i]) ) ->(
(exists(j in 1..2)
((( Link11Start101[j])<= (Link11Start101[i] - 1)) /\
(( Link11Start100[i] - 1)<= (Link11Start101[j] +5))))\/
(exists(j in 1..2)
((( Link11Start102[j])<= (Link11Start100[i] - 1)) /\
(( Link11Start100[i] - 1)<= (Link11Start102[j] +2))))
));
Nous prenons maintenant le cas d’un envoi le plus tôt possible de la même trame f100 sur
son deuxième lien d’id 2. Si cette trame n’est pas relayée dès son arrivée au niveau du
commutateur alors, le lien d’id 2 est occupé par la transmission de l’une des trames suivantes
f1, f3, f10, f13 , f101 ou f102. Nous codons cette contrainte de la façon suivante.
% Contrainte Envoi le plus tot possible (Lien Intermediaire)
constraint forall (i in 1..2)
((( Link11End100[i]+1) < (Link2Start100[i] )) ->(
(exists(j in 1..4)
((( Link2Offset1[j])<= (Link2Start100[i] - 1) )/\
(( Link2Start100[i] - 1)<=( Link2Offset1[j] +1))))\/
(exists(j in 1..2)
((( Link2Offset3[j])<= (Link2Start100[i] - 1) )/\
(( Link2Start100[i] - 1)<=( Link2Offset3[j] +2))))\/
(exists(j in 1..2)
((( Link2Offset10[j])<= (Link2Start100[i] - 1) )/\
(( Link2Start100[i] - 1)<=( Link2Offset10[j] +3))))\/
(exists(j in 1..4)
((( Link2Offset13[j])<= (Link2Start100[i] - 1) )/\
(( Link2Start100[i] - 1)<=( Link2Offset13[j] +4))))\/
(exists(j in 1..2)
((( Link2Start101[j])<= (Link2Start100[i] - 1) )/\
(( Link2Start100[i] - 1)<= (Link2Start101[j] +5))))\/
(exists(j in 1..2)
((( Link2Start102[j])<= (Link2Start100[i] - 1) )/\
(( Link2Start100[i] - 1)<= (Link2Start102[j] +2))))
));
Nous exprimons également un ensemble de contraintes pour exiger l’ordre des instances d’une
seule trame sur un lien. À titre d’exemple, la première instance de la trame f100 sur le lien
11 est avant la deuxième instance de la même trame sur le même lien. Ceci peut se traduire
comme suit en code MiniZinc.
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% Contraintes d’anti-symetrie
constraint forall (i in 1..1)
( Link11Start100[i] <Link11Start100[i+1] );
Pour assurer le non-chevauchement des transmissions des trames on utilise la contrainte
globale appelée disjunctive. Cette contrainte prend comme premier paramètre les dates de
début de transmission des différentes instances des trames sur le lien considéré et comme
deuxième paramètre leurs différentes durées de transmissions dans l’ordre. Moyennant ces
deux paramètres, elle assure la disjonction des fenêtres de temps associées aux transmissions
de ces instances sur le lien considéré. Pour le lien d’id 2, les trames transmises sur ce lien
sont f1, f3, f10, f13, f100, f101 et f102 la contrainte globale de non-chevauchement peut être
ainsi codée comme suit.
% Contraintes de non-chevauchement
constraint
disjunctive(
[ Link2Offset1[i] | i in 1..4 ]++[ Link2Offset3[i] | i in 1..2 ]++
[ Link2Offset10[i] | i in 1..2 ]++[ Link2Offset13[i] | i in 1..4 ]++
[ Link2Start100[i] | i in 1..2 ]++[ Link2Start101[i] | i in 1..2 ]++
[ Link2Start102[i] | i in 1..2 ],
[ 1, 1, 1, 1]++[ 2, 2]++[ 3, 3]++[ 4, 4, 4, 4]++
[ 11, 11]++[ 5, 5]++[ 2, 2]);
Nous définissons le lien entre les variables de reconfiguration et les différents offsets des trames
TT par les contraintes de reconfiguration. Pour la première instance de la trame f1 sur lien
d’id 3, en connaissant que son ancien offset est égal à 17, la contrainte de reconfiguration
peut s’écrire comme suit.
% Contrainte de reconfiguration
constraint
(( Link3Offset1 [1]=17) <-> (IsLink3Offset1Reconfig [1]=0));
Pour exprimer la contrainte de latence d’une trame sur un de ces chemins, nous définissons
trois contraintes. La première lie les variables des durées de transmission aux différentes dates
de transmission des trames. La deuxième détermine entre les différentes transmissions de cette
trame sur le chemin la durée la plus longue. La troisième borne ce délai de transmission. Pour
la trame f1 en fixant un délai maximal de 100 unités de temps sur son chemin vers le lien
destination d’id 2, ces contraintes peuvent être codées dans l’ordre comme suit.
% Contraintes de latence TT RC




(maximum( Vl1ToDestLink2 ,[ Vl1ToDestLink2Vect[i]|i in 1..4]));
constraint
( Vl1ToDestLink2 <= 100);
Nous montrons dans la section suivante la déclaration de la fonction objectif.
B.3 Déclaration de la fonction objectif
Pour définir la fonction objectif, nous déclarons une variable entière obj. La valeur de cette
variable est définie par une contrainte qui prend en compte les valeurs des variables de
reconfiguration et les couts de reconfiguration. Le code suivant fournit la déclaration de cette
variable et une partie de la définition de cette variable en considérant seulement les deux








Nous définissons dans la prochaine section la directive de résolution relative au problème
d’intégration itérative des deux types de flux.
B.4 Directive de résolution
La directive de résolution permet de définir le type du problème, la fonction objectif à opti-
miser et éventuellement l’heuristique de branchement à considérer. Le code suivant illustre
dans la deuxième ligne qu’il s’agit de construire un arbre de recherche booléen. Ceci coïncide
parfaitement avec notre contexte vu que les variables de branchement sont les variables boo-
léennes de reconfiguration. Dans la troisième ligne du code, nous déclarons nos variables de
reconfiguration en suivant l’ordre des liens dans les liens virtuels. Ce code indique au solveur
de résoudre la reconfiguration pour la trame f1 sur le lien d’id 3 avant le lien d’id 2. L’indi-
cation explicite de l’ordre de ces variables est donnée par la mention de input_order comme
paramètre du choix des variables. Nous indiquons aussi pour le solveur qu’il faut commencer
par les cas de non-reconfiguration (valeurs booléennes égales à 0). Ceci revient à commencer
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par les plus petites valeurs d’où la mention indomain_min au solveur. La dernière ligne de ce
code illustre la nature du problème (un problème de minimisation ) via la directive minimize
et la fonction objectif à optimiser. Dans notre cas, il s’agit de la variable obj. Nous notons
aussi que pour la phase 2 de notre problème nous choisissons la directive satisfy pour indiquer
qu’il s’agit d’un problème de satisfaction.






,input_order ,indomain_min , complete )
minimize obj;
