The integration of the visual stimulus takes place at the level of the neocortex, organized in anatomically distinct and functionally unique areas. Primates, including humans, are heavily dependent on vision, with approximately 50% of their neocortical surface dedicated to visual processing and possess many more visual areas than any other mammal, making them the model of choice to study visual cortical arealisation. However, in order to identify the mechanisms responsible for patterning the developing neocortex, specifying area identity as well as elucidate events that have enabled the evolution of the complex primate visual cortex, it is essential to gain access to the cortical maps of alternative species. To this end, species including the mouse have driven the identification of cellular markers, which possess an area-specific expression profile, the development of new tools to label connections and technological advance in imaging techniques enabling monitoring of cortical activity in a behaving animal. In this review we present non-primate species that have contributed to elucidating the evolution and development of the visual cortex. We describe the current understanding of the mechanisms supporting the establishment of areal borders during development, mainly gained in the mouse thanks to the availability of genetically modified lines but also the limitations of the mouse model and the need for alternate species.
INTRODUCTION
The visual cortex, responsible for providing the visual sensory experience, is a feature common to all mammalian species however large or small. Located at the occipital pole of the brain the visual cortex receives, integrates and interprets the information relayed from the eye via subcortical nuclei.
Despite the seemingly homogenous appearance of the neocortical surface, the visual cortex is subdivided into cytologically and functionally unique modules, forming a mosaic of adjoining areas. Despite sharing the 6-layer organization of the neocortex, each visual area (cortice) exhibits a characteristic laminar cytoarchitecture with subtle differences in layer thickness and cell density, which enables cytological identification. The neuroanatomist Korbinian Brodmann took advantage of this attribute to map the neocortex of various species, utilizing Nissl substance (cresyl violet) staining to reveal the distinct areal borders within the cortical sheet. These maps (Brodmann, 1909) were the first evidence of the arealisation of the neocortex, and have been since refined with more sophisticated anatomical and functional mapping.
The visual message is complex and comprised of many features, including shape, color, speed or direction of a moving object, which are each processed in a dedicated visual area. The processing of the visual information is a stepwise process, with inputs first relayed from the thalamus to the primary visual area (V1) and from there sequentially despatched to "extrastriate" areas organized in a hierarchical fashion through reciprocal connections (Felleman and Van Essen, 1991) . The highest order areas in the hierarchy receive a refined message and perform complex integrative and associative processing (Goldman -Rakic, 1988; Mountcastle, 1997) . The basic principles of functional organization are relatively conserved across species, however the number of visual areas varies across species, depending on the priority placed upon vision as a source of sensory input. Additional areas allow for in-depth, refined processing providing a more elaborate representation of the visual scene.
Many groups using a variety of techniques and animal models, including rodents, primates and carnivores have been involved in defining their visual cortical maps, resulting in the evolution of diverse nomenclature systems. In his seminal study, Korbinian Brodmann numbered the cortices according to cytoarchitectural criteria (Brodmann, 1909) , with V1 originally classified as area 17 and the second visual area (V2) classified as area 18. The emergence of electrophysiological techniques and functional mapping led to a method of nomenclature relating to the area's role, such that the primary visual area gained its name V1. Other visual areas were named depending on their position relative to V1. This system rapidly proved limited as more interleaving areas were identified, and also because of the diverse brain morphologies it was difficult to correlate maps between species. Therefore, a new system was devised, based this time on the spatial position of the area on the cortical surface. Examples include area V5 in the primate, which also received the nomenclature-middle temporal area (MT). In addition, mouse V2 is often referred to as the lateromedial area (LM; Wang and Burkhalter, 2007; Wang et al., 2012) . To date, there still does not exist a uniformed system, and the nomenclature varies at the authors' discretion, giving opportunity to confusion. This is no clearer than when dispute occurs over different territories in the visual cortex, or when areas are subdivided.
The specific limits of each cortice have also been the cause of much dispute, often due to the approach used, as each method is based around a particular functional or anatomical property and it is difficult to reconcile maps obtained using distinct strategies. This is clearly illustrated in the visual cortical map of the mouse, a model in which somatosensory and olfactory systems dominate and the small brain size limits accurate electrophysiology mapping (Wagor et al., 1980) . Two concurrent studies attempted to resolve this longstanding issue using separate methods. One mapped the cortical fields lateral to V1 and recipient of direct inputs from V1 connections, revealed by triple anterograde fluorescent tracing and electrophysiology (Wang and Burkhalter, 2007) . The second was based on the expression of the cytoskeletal marker nonphosphorylated neurofilament (NNF), characterized by its area-specific profile in the visual cortex combined with neuronal activity markers (Van der Gucht et al., 2007) . Both groups concluded on the existence of discrete extrastriate areas in the mouse neocortex, however the studies conflicted on the number and location of areas identified. The tracing study demarcated seven domains comprising a complete map of the entire visual field in the region lateral to V1, compared to two subdivisions revealed by early response genes and NNF immunoreactivity. This example highlights the difficulty to reconcile maps generated using distinct methodologies, although the multimodal nature of areas beyond V1 in the mouse adds a level of complexity.
Arealisation is not limited to demarcating the spatial plan of cortical areas; great efforts are put into understanding other aspects of arealisation, including the evolutionary events that have led to the emergence of new cortical areas in higher species during the expansion of the neocortical surface and why the addition of new areas is more advantageous than the enlargement of preexisting ones. Major progress has been made in understanding the evolution of cortical areas by defining the visual maps of a large number of species on different branches of the phylogenetic tree and comparing the cortical organization, number of areas or relative position of areas fulfilling equivalent function. For example, the existence of two processing streams in the primatethe dorsal "where" and ventral "what" pathways Ungerleider and Mishkin, 1982; Kravitz et al., 2011) , have also recently been purported to be a feature of the mouse visual cortex , suggesting that it is not exclusive to the primates and that it must have evolved much earlier in the evolution of the visual cortex.
A prerequisite to a comparative approach is the availability of a wide range of cortical maps including atypical species such as the monotremes (e.g., echidna) or the eusocial naked mole rat (Hassiotis et al., 2004; Matsunaga et al., 2011) , which is sometimes difficult to achieve using electrophysiological mapping. Therefore, researchers have taken advantage of alternative properties of visual cortical areas to consistently define their borders including molecular and chemical markers, which allow the use of fixed brain tissue.
Molecular markers are extremely powerful at demarcating visual areas, including at early stages of development, essentially before eyes open or the visual system has begun to function. They have therefore prompted major progress in the field of embryonic arealisation, which addresses how the position and identity of individual areas are specified in the developing neocortex. At the onset of corticogenesis, cortical areas progressively acquire their positional identity under the influence of molecular regulators differentially distributed across the developing brain (for review see O'Leary et al., 2007) . The potential of creating transgenic animals in which the expression of the cortical patterning factors is perturbed has contributed to the prominence of the mouse in the field.
In this review, we will detail the molecular markers routinely used to define visual cortical areas and the animal models in which this has been employed. We will then comment on the importance of non-primate maps in clarifying the evolutionary relationship between visual areas and cortical expansion. Finally, we will present the current understanding of the mechanisms and actors underlying the specification of areal borders, consisting mainly of studies performed in the mouse but also including recent data from other non-primate species.
HOW ARE VISUAL CORTICAL AREAS DEFINED?
Visual areas can be characterized by many anatomical and functional features. The limiting factor has usually been the unavailability of tools to efficiently detect these specific features. Historically, the characterization of visual cortical organization has been achieved using simple cellular staining techniques, such as Nissl substance (cresyl violet) staining, which stains the rough endoplasmic reticulum, or labeling for the pan-neuronal transcription factor NeuN. The technique is extremely effective at demarcating cortical layers and therefore areas for which layer thickness and/or cell density vary markedly from their immediate neighbors (Figures 1A,B) . This is specially the case in primates for early areas such as V1, as the cytoarchitecture of higher order areas is more homogenous in terms of their laminar pattern and cell number (Rockel et al., 1980) . Therefore, for many years there has been an inability to accurately demarcate the extrastriate visual areas of most species. The application of new staining methods and the advance of antibodies technology has helped characterize more area-specific features enabling identification of discrete cortical nuclei. The techniques presented here are organized according to the specific feature they reveal.
CONNECTIVITY
Individual areas establish a unique network of inputs and outputs with other cortical areas and subcortical domains. For V1, thalamic afferents form essentially glutamatergic synapses with layer 4 neurons (López-Bendito and Molnár, 2003) . During development, thalamic neurons transiently uptake serotonin from the extracellular environment; the "borrowed" neuromodulator is then transported along axons to the neocortex, where it is then released in areas recipient of thalamocortical projections (Lebrand et al., 1996) . Therefore, simple immunolabeling for the neurotransmitter is capable of accurately demarcating V1 in the mouse (Chou et al., 2013; Vue et al., 2013) .
It is also possible to directly label the tracts using the physical properties of dyes that are transported along the axon from the cell body to the synapse (anterograde) or from the synapse to the cell body (retrograde). These tracers, largely fluorescent, can be used to map the connections emerging from an area of interest or the regions projecting onto the region of interest. This approach, recently utilized in the mouse (Wang et al., 2011) and the rat (Watakabe et al., 2012) , can be combined with 3D modeling to provide details on the functional relationship between areas. Additionally, these paradigms can also be applied in developmental studies to determine when areas become wired together and therefore the relative hierarchy of individual areas (e.g., the establishment of thalamocortical connections in the mouse) (Little et al., 2009; Deck et al., 2013) . Laramée et al. (2013b) used a combination of red anterograde and green retrograde fluorescent tracers in mice to investigate the consequences of visual deprivation (congenital anophthalmia and perinatal enucleation) on the topography of projections from V1 to extrastriate areas and callosal connections, revealing an important disorganization and reinforcing the importance of retinal input in the establishment of corticocortical circuits. The authors also investigated in the same mice the effect of early loss of sensory-driven activity on the afferent cortical and subcortical projections to V1 using retrograde tracer injection. They traced direct projections from the somatosensory and auditory cortices onto V1 in all three animal groups, demonstrating that multimodality is not a consequence of congenital/perinatal blindness (Charbonneau et al., 2012) .
Finally, projections can also be traced by viral mediated expression of reporter proteins. For example, enhanced green fluorescent protein (EGFP) under the control of a neuron specific promoter, such as that for synapsin. The viral particles reach the cell by retrograde transport and express the reporter protein which then distributes into the dendrites and collateral (Tomioka, 2006) . This robust Golgi-like stain allows the reconstruction of the dendritic arbor and the morphology of neurons projecting to a specific region (Laramée et al., 2013a) .
CELLULAR ACTIVITY
Certain areas can also demarcated based on their metabolic activity, directly linked to cytochrome oxidase activity in the cell. Therefore, a simple staining technique can be used to quantitatively examine cellular activity in different visual cortices, and compartments within them (Wong-Riley, 1979 ). This technique is routinely used to locate the representation of the whiskers in the "barrel fields" of the rodent somatosensory cortex (e.g., Li et al., 2013) but is also able to demarcate V1 versus the extrastriate areas and is used in many species including mouse (Airey et al., 2005) , cat (Wong-Riley, 1979) , ferret (Innocenti et al., 2002) , gray squirrel (Wong and Kaas, 2008) , short-tailed possum (Wong and Kaas, 2009 ). In higher species, excluding rodents, cytochrome oxidase staining in V1 reveals characteristic blobs reflecting the columnar organization of visual inputs from the remaining eye in the context of a monoenucleation paradigm in the cat and the squirrel monkey (Wong-Riley, 1979; Carroll and Wong-Riley, 1984) .
Visual areas can also be functionally identified by following transient changes in intracellular calcium levels associated with neuronal firing, revealed by synthetic indicators or genetically encoded calcium indicators (GECIs). GECIs are less invasive or damaging for the tissue than synthetic indicators and allow for chronic in vivo measurements however early generations produced inferior signals. New GCaMP variants have been engineered offering improved photostability and calcium sensitivity, including GCaMP3 which is capable of detecting transient calcium current with an amplitude linearly dependent on action potential number (Tian et al., 2009 ). Adeno-associated virus AAV2 coding for GCaMP3 under the control of the synapsin-1 promoter was recently used in combination with 2-photon imaging to decipher stimulus preferences in the visual cortex of awake behaving mice (Andermann et al., 2013) . The authors reveal that the posterior medial (PM) and the anterior lateral (AL) areas present similar orientation selectivity but different spatial and temporal frequency; PM neurons respond best to slow-moving stimuli and AL neurons to fast-moving targets. These results were confirmed by flavoprotein fluorescence imaging (Tohmi et al., 2014) . Two-photon calcium imaging is a cutting-edge approach but requires pre-existing knowledge of the cortical map to determine calcium indicator injection sites, however it allows systematic functional mapping in small animal models, comparably to electrophysiology.
Neuronal activity also triggers the expression of immediate early genes (IEG), such as zif268 and cFos ( Figure 1D ). IEGs are activated transiently and rapidly in response to cellular activity and monitoring their expression by immunostaining or RNA in situ hybridization. This can efficiently label visual territories in the vervet monkey, cat, mouse and the rat (Chaudhuri et al., 1995; Lyford et al., 1995; Zangenehpour and Chaudhuri, 2002) . To achieve optimal signal-to-noise ratio, experimental animals are first subjected to a period of dark adaptation, to reduce basal activity level to a minimum followed by a brief, intense light stimulation period, immediately prior to perfusion. This technique is particularly effective to determine ocular dominance in mouse V1 by specifically blocking the input from one eye (e.g., eyelid closure or enucleation) during the phase of light stimulation ( Van der Gucht et al., 2007) . IEGs are also advantageous to study neuroplasticity, especially during development and have been utilized for this in the mouse (Van Brussel et al., 2011; Nys et al., 2014) .
The markers presented above are extremely effective at demarcating V1 and associated subcompartments, in non-primate species, but they prove limited in demarcating higher order areas. Higher order areas do not exhibit sharp cytoarchitectural differences, especially in the rodents, however their cellular composition varies greatly which can be captured with cell-type specific markers.
CELL-SPECIFIC MARKERS
The most frequently used cell-specific protein for mapping visual cortical areas in numerous species has been the nonphosphorylated isoform of high molecular weight neurofilament (NNF). The protein is an intermediate filament, a major component of the neuronal cytoskeleton, and development of a specific antibody-SMI-32 (Sternberger and Sternberger, 1983) , led to an explosion in the capacity to further demarcate the extrastriate visual cortex of a number of species. NNF is specifically expressed in the basal and apical dendrites of excitatory cortical neurons in layers 2, 3, 5 and 6 and reveals specific details of the cell morphology ( Figure 1C ). Immunolabeling against NNF reveals the morphology of the dendritic tree, which varies dramatically across visual areas and across cortical layers. NNF expression profile has been established in a large number of non-primate species, including cat, ferret, mouse, rat (van der Gucht et al., 2001 ; Van der Gucht et al., 2007; Sia and Bourne, 2008; HommanLudiye et al., 2010) and is remarkably conserved across equivalent visual areas leading to a clearer understanding of the evolution of species within an order (e.g., in the cat and the ferret visual cortex (van der Gucht et al., 2001; Homman-Ludiye et al., 2010) ).
In the visual cortex, NNF protein content directly correlates with the conduction speed of an axon (Hoffman et al., 1987; Lawson and Waddell, 1991) and primary sensory cortical areas across modalities exhibit the highest concentration of NNF expression. High levels of NNF protein are found in fast-conducting fibers and cortical areas belonging to the dorsal visual processing stream (Gutierrez et al., 1995; Chaudhuri et al., 1996; Bourne and Rosa, 2003) . This property, initially demonstrated in primate species, is conserved in carnivores (van der Gucht et al., 2001; HommanLudiye et al., 2010) and rodents (Van der Gucht et al., 2007) . Furthermore, NNF can be used to demonstrate the maturation of visual cortical areas, as it is only expressed in structurally mature neurons. This feature has been used to map the development of areas in the visual cortex, primarily in the nonhuman primate (Bourne et al., 2005; Bourne and Rosa, 2006) , demonstrating that the MT is a V1 (Bourne and Rosa, 2006; Bourne et al., 2007) . Unfortunately, this property of NNF has not been taken advantage of in other species. Visual cortical areas also exhibit a distinctive expression profile of chondroitin sulphate proteoglycan (CSPG). CSPGs constitute the extracellular matrix of most neurons, they are highly heterogeneous (Matthews et al., 2002) and are first detected at late developmental stages where they are believed to contribute to the transition to an extracellular environment non-permissive to migration (Celio et al., 1998) . The antibody clone Cat-301 can detect the CSPGs and therefore, labels the cell body and proximal dendrites (McKay and Hockfield, 1982; Zaremba et al., 1989) around synapses but not the synaptic cleft (McKay and Hockfield, 1982; Hockfield et al., 1990) . In the cat and old world monkey neocortex, Cat-301 labeling is restricted to layers 3 and 5 in most areas and, additionally layers 4 and 6 in primary sensory areas (Hendry et al., 1988) , with a high degree of variation across association cortex areas which allows for demarcating areal borders. Numerous visual cortices of non-primate species can be demarcated utilizing the Cat-301 antibody, such as the cat (Hendry et al., 1988) and the ferret (Homman-Ludiye et al., 2010) . In the visual cortex, similarly to NNF, Cat-301 is preferentially associated with dorsal stream areas in nonhuman primates (Hendry et al., 1988; Hof et al., 1995) .
In addition to markers such as NNF and Cat-301, visual areas can also be defined according to the distribution of GABAergic interneurons subtypes. In particular, interneurons expressing the calcium-binding proteins Calbindin-D28k (Cb) and Parvalbumin (Pv) reveal complementary subpopulations of GABAergic interneurons differentially distributed across visual cortical areas ( Figures 1E,F) . Their developmental expression profile has been well documented in the primate visual cortex, revealing an early onset of Cb during corticogenesis and a later upregulation of Pv, around birth in layers 4-6 (Hendrickson et al., 1991) but has yet to be translated into non-primate species. The early expression of Cb is very dynamic in terms of amount, laminar distribution and cell types labeled. After birth and in the adult brain, Cb expression stabilizes in the supraganular layers, whereas Pv expression tends to be associated with cells in the infragranular layers. The interneuron subpopulations do not overlap in the cat visual cortex (Demeulemeester et al., 1988 (Demeulemeester et al., , 1991 but this is less clear in rodents. The role of these molecules remains poorly understood beyond calcium buffering but it has been suggested that Cb is associated with the formation of synapses and Pv, with the onset of functional activation during cortical maturation (Hendrickson et al., 1991) . Cb and Pv have been extensively used to map the neocortex of numerous nonprimate species, including the gray squirrel (Wong and Kaas, 2008) and marsupials such as the echidna, opossum, dunnart, antechinus and phascogale (Hassiotis et al., 2004; Ashwell et al., 2008; Wong and Kaas, 2009 ) in combination with myelin and cytoarchitectural markers. In the opossum, which also possesses a relatively small V1, the expression of Pv is restricted to V1 and does not extend into adjacent areas, while Cb is almost absent from the brain (Wong and Kaas, 2009 ). However, the highly visual gray squirrel exhibits a high level of Pv and Cb expression across most of the neocortex (Wong and Kaas, 2008) , and Pv is very weakly expressed in the limited visual cortex of the echidna (Hassiotis et al., 2004) . The comparison of these maps confirms that the expression of the calcium binding proteins Cb and Pv is highly dependent on the activity of a visual area and is upregulated in the visual cortex of species relying on visual input to interact with their environment. Their expression is therefore relative to their function in buffering calcium within the cell. The 36-amino acid Neuropeptide Y (NPY) is involved in synaptic transmission, cerebral blood flow regulation, and inhibition of neuronal excitability (Raghanti et al., 2013) which is predominantly expressed by GABAergic interneurons. NPY+ interneurons exhibit bipolar, bitufted or multipolar morphology and are more concentrated in layers 2, 3 and 6. In the macaque, NPY+ neurons exhibit an area-specific distribution (Kuljis and Rakic, 1989a ) with a high inter-animal variability. In the cat, NPY immunopositive neurons are homogeneously distributed across striate and extrastriate areas 17, 18 and 19, accumulating in layers 5 and 6 where they contribute for 0.2% and 1.5% of the total neuronal population, respectively (Demeulemeester et al., 1988) . Whilst no difference in NPY distribution was originally detected in the rat visual cortex (Allen et al., 1983) , a more recent analysis of NPY mRNA distribution established a two-fold expression increase in V2 compared to V1 at postnatal day 21 (Obst and Wahle, 1995) . Visual activity is required to maintain the phenotype of supragranular NPY+ neurons in the rat V1 (Obst et al., 1998) . The non-uniform laminar distribution of NPY in axons across areas is less variable between animals than the density of NPY containing somata (Kuljis and Rakic, 1989a,b) . Therefore, the relative density of NPY-containing axons can be used as an additional chemoarchitectonic criterion to demarcate and characterize cortical areas. This method can be extended to multiple non-primate species as comparable pattern and density variations of NPY+ neurons have been observed in dolphin, manatee, walrus, seal, elephant (Butti et al., 2011) , and species belonging to xenarthra superorder (tree sloths and armadillos) and afrotheria clade (hyraxes and elephants) (Sherwood et al., 2009) . In these species, NPY distribution is concentrated again in layers 5 and 6 and the underlying white matter (Butti et al., 2011) .
Since cortical areas are classically defined by anatomical, and functional criteria (Kaas, 1995) , maps based on a single criterion can be inaccurate making it difficult to reconcile different studies. An example of this can be observed in the demarcation of the mouse visual cortex where different criteria have resulted in different maps (Van der Gucht et al., 2007; Wang and Burkhalter, 2007) . By combining the markers and methods we presented above, investigators have been extremely successful in mapping the visual cortex of a variety of species who have a differing reliance on vision, which allows us the opportunity to retrace the evolution of the visual cortex. Achieving this goal requires developing a consensus on the visual cortical map of a particular species, but also across species, and what specific criteria are necessary to define each cortical area. This is of particular importance as advance in technologies provides a great opportunity to identify new areas.
EVOLUTION AND HOMOLOGY OF VISUAL CORTICAL AREAS
The fissure pattern and the overall size of the brain of long extinct species can be deduced from endocasts of their fossilized skulls but being soft tissue, the brain is not preserved making it impossible to establish how the organization of cortical fields has been remodeled across evolution. To retrace the steps that have led to the variety of modern cortical maps, including the complex primate visual cortex, investigators have devised a comparative approach under the principle that the different levels of visual cortex complexity displayed by current species illustrate different steps along the evolutionary path (for review, see Krubitzer and Hunt, 2007) . By comparing cortical maps across mammalian orders, one can determine which features are homologous, and therefore inherited from a common ancestor. For example, it was believed that the organization of visual areas into a dorsal stream, specialized in interpreting information relating to the position of an object, and a ventral stream dedicated to object recognition Ungerleider and Haxby, 1994) was exclusively present in primate species. The recent discovery of two processing streams in the mouse visual cortex suggests that this trait is homologous in rodents and primates and probably appeared early on in evolution. The diversity of environments colonized by mammals imparts valuable information regarding the stability of the visual system and it is therefore crucial to investigate the largest variety of species possible, facilitated by the use of non-electrophysiological approaches. Some features are actively defended against change across niches such as the specification of V1 and V2 areas, which are both present in the mole rat despite being subterranean and virtually blind (Matsunaga et al., 2013) . Alternatively, other characteristics have appeared in a specific lineage as an adaptation to modifications of the ecological niche (Bullock, 1984) . Two important aspects to consider when comparing the visual cortical map of separate species are the brain size and the ecological niche (Finlay et al., 2014) . Originally, mammals were nocturnal (Hall et al., 2012) and in every order today, we find nocturnal species possessing a smaller brain and a rudimentary visual system compared to the large-brained diurnal species (Ross, 2000) . But it is now evident that a larger brain is not equivalent to a more complex brain (Manger, 2005) . The recent comparative analysis of the cat and the ferret visual cortex, two carnivores that diverged 5 million years ago (Bininda-Emonds et al., 1999) , revealed the same number of visual areas despite the cat brain being 6-fold larger (30 g versus 5 g) (van der Gucht et al., 2001; Manger et al., 2005; Homman-Ludiye et al., 2010) . Similarly, the highly visual marmoset monkey (Callithrix jacchus) visual cortex comprises more areas and enhanced visual ability but a comparatively smaller brain than the cat. Therefore, the evolutionary expansion of the neocortical surface (Rakic et al., 2009) does not directly correlate with the addition of visual areas in higher species (Kaas, 1997) . It has been proposed that the complexity of neural system, corresponding to the number of cortical divisions and subcortical nuclei, increases with the establishment of a new mammalian order (Manger, 2005) .
Analysis of the squirrel visual system, a highly visual diurnal arboreal rodent who shares similar ecological constrains with primates, demonstrates more similitude with mammals which are more closely related to primates, such as the tree shrew, than the mouse (Paolini and Sereno, 1998; Campi and Krubitzer, 2010) . This includes the presence of a five-layered laminated LGN compared to the three-layered rat LGN (Kaas et al., 1972; Montero, 1993 ) and a pulvinar nucleus (Baldwin et al., 2011) , a thalamic nucleus absent in most rodents. This observation suggests that the ecological niche exerts more pressure than the boundaries of a phylogenetic group (Campi and Krubitzer, 2010) . Some features, including the presence of a complex pulvinar nucleus, reflect adaptive changes or specialization at the level of individual species, taxon or niche (Finlay et al., 2014) . Suggestions that the rodent lateral posterior nucleus (LPN) is the equivalent of the pulvinar nucleus (see Lyon et al., 2003a,b; Kaas and Lyon, 2007) are supported by a recent study demonstrating the importance of the superior colliculus-LPN-higher visual areas pathway and that connections with different higher order areas are segregated to specific discrete domains in the LPN (Tohmi et al., 2014) . However this organization does not compare to the functional parcellation and exquisite cytoarchitecture characteristic of the primate pulvinars nucleus. The investigation of the developmental origin of LPN and pulvinar nucleus in rodents and primates will certainly help resolve this ambiguity.
Although the suggestion is that a larger brain does not correlate with a more complex brain (Manger, 2005) , the addition of new areas is certainly concomitant with the expansion of the cortical surface, however it is unclear if one event prompted the other. The generation of a larger neocortical sheet occurred through modifications of the cell cycle and division mode of cortical progenitors, including expansion of the progenitor pool by increasing cell cycle re-entry. Forcing cell cycle re-entry by upregulating the cell cycle regulators Cdk4 and CyclinD1 in the mouse appears to recapitulate the evolutionary expansion of the cortical surface without thickening of the cortical layers (Nonaka-Kinoshita et al., 2013) . Indeed, the human neocortex is 1000 times larger than that of the mouse but only twice as thick (Blinkov and Glezer, 1968; Rakic, 1995) . A study in the macaque suggested that differences in cell cycle regulation could also be observed at the level of a single area, revealing higher proliferation rates in V1 compared to V2 (Lukaszewicz et al., 2005) . Analysis of the ferret, sheep, cat and mouse neocortex confirmed that mitotic cells do not distribute evenly during development, however this study demonstrated that fast cycling progenitors accumulate in regions undergoing the greatest tangential expansion, corresponding to presumptive gyri (Reillo et al., 2011) . It is therefore possible that the more intense proliferation in the macaque V1 compared to V2 is a topologic feature independent of the area identity or function, and reflects the lateral expansion of the primary visual cortex leading to the formation and folding of the calcarine sulcus. The folding of the neocortical sheet is an important feature in the elaboration of a larger neocortex (Zilles et al., 2013) in order to maintain a reasonable head to body size ratio. The pattern of gyri and sulci exhibits inter-individual variation but is largely conserved within a species suggesting a genetic control. Local regulation of Trnp1 (Stahl et al., 2013) and GPR56 (Bae et al., 2014) in the mouse induces the formation of folds in the smooth rodent brain, illustrating the importance of multispecies approaches.
While we have garnered a better grasp on the principles of the evolution of the visual cortex and the mechanisms underlying the expansion of the cortical surface, the driving forces leading to the emergence of new visual areas with novel function and an original identity remain largely unknown. Elucidating the developmental regulation controlling the patterning of the neocortex and visual areas identity specification will undoubtedly provide answers regarding the evolution of the visual cortex, including the advantage of adding more areas instead of developing new functions in pre-existing ones.
GENETIC SPECIFICATION OF NEOCORTICAL DOMAINS
Cortical layers originate from the proliferation of progenitor cells (PCs) in the neurogenic compartment of the developing neocortex lining the surface of the ventricle. PCs in the ventricular and subventricular zones (VZ; SVZ) divide symmetrically to generate two progenitor daughter cells to amplify the pool of PCs and expand the ventricular surface laterally (Figure 2) . Alternatively, asymmetrical PCs division give rise to a single neuron and a PC or an intermediate progenitor cells (IPC) and a PC. IPCs are the main source of cortical neurons, they reside in the SVZ where they divide to produce two neurons or two IPCs (Haubensak et al., 2004; Kawaguchi et al., 2008; Pontious et al., 2008; Kowalczyk et al., 2009) . Gyrencephalic species exhibit an enlarged SVZ, divided in an inner and outer compartments, ISVZ and OSVZ respectively, which is absent in non-gyrencephalic rodents LGE, lateral ganglionic eminence; MGE, medial ganglionic eminence; POA, preoptic area. (Smart et al., 2002; Lukaszewicz et al., 2005; Zecevic et al., 2005; Dehay and Kennedy, 2007; Bayatti et al., 2008; Martínez-Cerdeño et al., 2012) . In addition to IPCs, the OSVZ contains radial glia cells similar to those found in the VZ but they lack an apical process attaching them to the VZ, and possess a single basal process along which the cell body moves during the cell cycle (Hansen et al., 2010; Reillo et al., 2011; Shitamukai et al., 2011; Gertz et al., 2014) . OSVZ radial glia cells (oRGC) self-renew and generate neurons directly, participating to the gyrification of larger brains but are also found in limited amount in the mouse cortex (Wang et al., 2011) . The newborn neurons then migrate along a radial process in an inside-out fashion to form the cortical layers (Kriegstein and Noctor, 2004; Molyneaux et al., 2007) where they mature and establish short-range connections with neighboring cells and long-range connections with other areas or subcortical regions (for review see Marín and Rubenstein, 2003) .
GABAergic interneurons populate the neocortex through a different mode (Figure 2) : most are born in subcortical domains, the ganglionic eminences (GE) and the pre-optic area (POA; Gelman et al., 2009; Zimmer et al., 2011; Sultan et al., 2013) and migrate tangentially until they reach the neocortex and then switch to a radial mode to integrate into the cortical network (Nery et al., 2002; Ang et al., 2003; Marín and Rubenstein, 2003) . This migration mode has been demonstrated in the mouse, however studies suggest that in nonhuman primates, additional waves of interneurons are generated locally in the neocortex and migrate radially along a similar route to that followed by pyramidal neurons (Letinic et al., 2002; Rakic, 2002) . The controversial hypothesis of locally born neocortical interneuron populations is appealing because it provides a mechanism by which interneurons might have adjusted to the increasing distance between the traditional interneurogenic sites and the neocortex during the evolutionary expansion of the brain. Recent evidence arguing against a neocortical pool of interneuron progenitors in the embryonic macaque and human (Ma et al., 2013) endeavored to close the debate, however the study focused on early stages of neocorticogenesis and did not analyze later waves of neocortical interneurons which most likely originate locally as they are born in a brain of larger dimension. In addition, the authors analyzed the interneurons emerging from the GE exclusively, without taking into account the contribution of the POA recently demonstrated as a source of interneurons in the mouse (Gelman et al., 2009; Zimmer et al., 2011) . Considering the substantial increase of the proportion of interneuron in the neocortex during evolution, which constitute 15% of the total neuronal population in the mouse neocortex compared to 24-30% in primates (for review see Rudy et al., 2011) , it is plausible that sites of interneuron genesis must have increased not disappeared, supporting the hypothesis of neocortical interneuron progenitors. Alternative intermediate models, such at the ferret or the cat, with a complex brain likely to comprise a mixed interneuronal population similar to the primate but a simpler visual cortex, will without a doubt play an important role in resolving the debate. Encouragingly, interneuron migratory routes are beginning to be characterized in the developing ferret brain, in the context of cortical dysplasia (Poluch et al., 2008; Abbah and Juliano, 2013) .
Although the generation of cortical neurons and interneurons is well characterized, progress on area patterning has been slow. Two opposing models of cortical patterning were originally proposed to explain the phenomenon. The "tabula rasa" hypothesis states that the neocortex begins as a blank slate and is patterned solely by the innervation of thalamic afferents (O'Leary, 1989) , while the "protomap" hypothesis argues that cortical identity is predetermined, already present in PCs in the neurogenic zones and subsequently transferred to the progeny (Rakic, 1988) . The current theory suggests that in fact, both theories are in play (for review O'Leary et al., 2007) . Areas initially acquire their identity through a combination of intrinsic molecular programs and their borders are later refined via signals carried by the thalamic axons, who also provide the cortical domains' functional identity. The precedence of intrinsic over extrinsic signals in conferring area position suggests that new areas could arise from a modification
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www.frontiersin.orgof the gene expression profile present in a particular cortical region at a given time. In order to identify the modifications that have led to more areas, one must first understand the regulatory events in a simple brain with fewer cortical areas, such as the mouse, which also affords the potential for manipulating gene expression at the cellular level. The first step of cortical patterning is achieved through the graded expression of transcription factors and homeobox genes along the axes of the brain to define domains with a unique combination. In the embryonic mouse brain, the transcription factor Paired Box 6 (Pax6) is expressed in a high anterior/low posterior and high lateral/low medial gradient (Walther and Gruss, 1991; Stoykova and Gruss, 1994) . The transcription factor Emx2 is expressed in an opposing gradient, with low anterior/high posterior and low lateral/high medial gradients (Gulisano et al., 1996; Mallamaci et al., 1998) . Removing either transcription factor (TF) dramatically affects the organization of cortical areas. In Emx2 knock out (KO) mice, the anterior territories, including the somatosensory cortex and the motor cortex, expand and take over more posterior domains, leading to a reduction of the visual cortex. The situation is reverted in Pax6 KO where the visual cortex expands rostrally with detrimental effects on anterior areas (Bishop et al., 2000) . This pivotal finding demonstrates that Emx2 is capable of repressing the "anterior identity" and specify visual identity in the immature cortical plate (Bishop et al., 2000) . Similarly, the transcription factor COUP-TFI is upregulated in the caudoventral portion of the neocortex (Liu et al., 2000) and promotes caudal area identity including the visual areas (Armentano et al., 2007) , in part by downregulating Pax6 expression along the dorsoventral axis and blocking the "anterior identity" (Faedo et al., 2008) .
Gradients of transcription factors across the embryonic neocortex are established by diffusible morphogens, including BMPs, Wnts and Fgfs. Fgf8 and Fgf17 to a lesser extent, are secreted by the anterior neural ridge (ANR) and contribute to promoting anterior identity by negatively regulating the expression of Emx2 and COUP-TF1 (Garel et al., 2003; Grove and FukuchiShimogori, 2003; Cholfin and Rubenstein, 2007) . Fgf8 upregulates the expression of the zinc-finger transcription factor Sp8 (O'Leary and Sahara, 2008) which inhibits Emx2 by direct interaction (Zembrzycki et al., 2007) therefore Sp8 contributes to anterior territories specification and represses visual identity (Borello et al., 2014) . Using genetic models of loss and gain of function, target genes regulated by Pax6 are slowly being identified (Quinn et al., 2007) , shedding light on how the gradual regional identity is propagated from PCs in the neurogenic zones to mature cortical neurons in order to establish areal boundaries. Recent evidence suggests that the positional identity is maintained across the successive differentiation stage and zones by a specific cascade of transcription factors. Tbr2 expression in IPCs, directly activated by Pax6 (Sansom et al., 2009) , is detected in a high rostral/low caudal gradient across the SVZ (Bulfone et al., 1999; Krüger and Braun, 2002; Bedogni et al., 2010) reminiscent of Pax6 expression profile in the VZ. The conditional loss of Tbr2 (also known as Eomes) in the mouse neocortex at embryonic day 11 (E11) leads to the downregulation of rostral markers in the CP at E14.5 (Arnold et al., 2008; Sessa et al., 2008; Elsen et al., 2013) and perturbation of the anterior regional identity leading to disorganized somatosensory "barrel fields" (Elsen et al., 2013) . Therefore, in addition to promoting IPC genesis, Tbr2 participates to cortical patterning and relays Pax6 positional information (Elsen et al., 2013) in neurons entering the cortical plate by activating the expression of the transcription factor Tbr1 (Englund et al., 2005) . Tbr1 expression is reduced in Tbr2 conditional knockout mice (Elsen et al., 2013) , and anterior patterning is disorganized in Tbr1 mutants (Arnold et al., 2008; Sessa et al., 2008) , suggesting that Tbr1 carries the rostral identity in the cortical neurons. A similar genetic sequence for the specification of the visual cortex has not yet been identified, however the transcription factor Bhlhb5 (also known as Bhlhe22) is expressed in a profile similar to that of Emx2 and is thought to regulate the posterior identity acquisition in cortical neurons (Joshi et al., 2008) . Bhlhb5 is therefore a privileged candidate for visual cortex patterning. The patterning of subcompartments within visual areas also comprises an intrinsic component. Researchers investigating the development of ocular dominance columns in the cat visual cortex recently identified the heat shock protein 90 alpha (Hsp90α) to be specifically associated with ipsilateral connections. They reveal that clusters of cells expressing Hsp90α form in the visual cortex 2 weeks before the development of the columns, setting the initial pattern for optical dominance columns (Tomita et al., 2013) . The absence of columns in the rodent precludes this research to be completed.
Candidate genes responsible for cortical patterning and visual area specification have mainly been identified in the mouse and it is not known yet to what degree their roles can be translated in higher species. Pax6 patterning function resides in its gradual distribution across the anteroposterior axis during development, demonstrated in the mouse. However, Pax6 is consistently expressed in oRGC throughout the OSVZ of gyrencephalic species (Reillo et al., 2011) , suggesting that Pax6 might have lost its patterning properties during neocortical expansion. Quantitative studies comparing gene expression level in various region of the brain, including microarray and quantitative real time polymerase reaction, in gyrencephalic species are needed to validate area specification pathways identified in the mouse. The specification of discrete visual areas is genetically controlled but the functional identity is carried by axons emerging from the visual relay nuclei of the thalamus and projecting to layer 4 in the neocortex. Recently in the mouse, new genetic models that specifically obliterate input to the neocortex, combined with molecular demarcation of area borders, have enabled the elucidation of the role of cortical afferents in area specification. By specifically deleting the expression of the transcription factor COUP-TFI in the dorsal lateral geniculate nucleus (dLGN), researchers have demonstrated that geniculocortical inputs drive the genetic distinction between primary and higher-order areas (Chou et al., 2013; Vue et al., 2013) . Vue and colleagues also reveal that the surface of V1 in the mouse varies with the modification of the size of the LGN (Vue et al., 2013) . These results are recapitulated in Figure 3 .
The refinement of gene transfer techniques, in particular in utero electroporation, can help to bridge the gap with other species. This technique allows for gene transfer in restricted portions of an epithelium by application of a series of electric and a reduction of secondary domain. The size of the LPN, the thalamic nucleus projecting to higher order visual areas, varies in a similar manner as the size of the higher visual area, suggesting feed-back regulation. The mechanisms by which thalamic axons influence the fate of cortical neurons
in not yet understood (For more details see Chou et al., 2013; Vue et al., 2013) .
pulses (Saito and Nakatsuji, 2001) . Groups around the world are taking advantage of this technique to characterize the genes involved in visual cortex patterning in species more dependent on vision, like the ferret, therefore offering a more relevant substrate (Kawasaki et al., 2012) . Undoubtedly, the combinatorial distribution of transcription factors has increased with the addition of new visual areas by modifying their expression domain and/or the timing of their expression. We are getting closer to breaking the code underlying the specification of a large number of areas, in particular with the development of microarray in a large number of species and next generation sequencing, which identifies all the gene products present in a given region, including noncoding regulating sequences (Ayoub et al., 2011; Belgard et al., 2011; Bernard et al., 2012; Oeschger et al., 2012) . However, it is important to also decipher how these genes affect individual cell behavior, which ultimately leads to the formation of characteristic areal boundaries and the specific function of areas within a specific domain, such as the visual cortex.
MOLECULAR CONTROL OF VISUAL CORTICAL AREALISATION
The transcription factors discussed above exhibit graded expression throughout the developing cortical compartments and it is not known how their "blurry" limits are translated into the sharp boundaries characteristic of the visual areas in the mature neocortex. Spatiotemporal mapping of the visual cortex in different species demonstrates a combinatorial expression of guidance molecules, dynamically regulated during development. Each subtype of guidance molecule defines a permissive or repulsive environment for subsets of cortical neurons. Remarkably, during development the expression of guidance molecules demonstrates sharp boundaries, often matching the borders of the putative area. In addition, guidance cues distributed in an area-specific profile also contribute to guiding intracortical connections as well as connections between the neocortex and subcortical regions, contributing to the specification of an areas functional identity. Guidance cues are traditionally divided into two categories: secreted molecules that diffuse in the extracellular space and membrane-bound molecules attached to the cell surface and requiring close proximity between the two interacting cells. Interaction between the ligand and its specific receptor(s) expressed on the surface of the target cell, elicits a cascade of intracellular reactions leading to the reorganization of the cytoskeleton. Signaling pathways promoting microtubule polymerization attract responsive cells towards the source of ligand. Conversely, collapse of the microtubule scaffold results in repulsion and the target cell moves away from the source of guidance molecule. The migratory response to a particular guidance molecule is highly influenced by the environment and the combination of receptors and coreceptors expressed on the target cell, thus the same guidance molecule can be both attractive and repulsive (Lehigh et al., 2013) .
EPH/EPHRINS
The first evidence of the implication of guidance molecules in area formation illustrated the selective expression of EphA family members in the developing macaque neocortex (Donoghue and Rakic, 1999) . Eph receptors (A and B) belong to the large family of tyrosine-kinase receptors activated by cell surface ligands, the ephrins. Ephrin-As are attached to the membrane via a glycosyl phosphatidylinositol (GPI) anchor, while the ephrin-Bs are transmembrane (Flenniken et al., 1996; Brückner and Klein, 1998 (Gale and Yancopoulos, 1997; Hattori et al., 2000) . The receptorligand interaction is also capable of eliciting a response in the ligand-bearing cell, a phenomenon known as reverse signaling (Holland et al., 1996; Gale and Yancopoulos, 1997) . Eph/ephrin signaling is involved in many aspects of development, including blood vessels and topographic organization of retinal projections; animals with defective Eph/ephrin signaling usually exhibit aberrant connectivity (Friedman and O'Leary, 1996; Gale and Yancopoulos, 1997; Flanagan and Vanderhaeghen, 1998; Frisén et al., 1998; Feng et al., 2000; Helmbacher et al., 2000) . The Eph/ephrin RNA expression profile in the embryonic primate neocortex reveals an area-specific patterning, providing the first evidence of the early specification of presumptive functional domains (Donoghue and Rakic, 1999) . Similar analysis in the mouse demonstrates that EphA6 expression is restricted to the posterior pole of the developing neocortex, suggesting a selective guidance mechanism for excitatory neurons into the future visual cortex (Yun et al., 2003) . The specific expression of EphA6 in the presumptive visual cortex is independent of thalamic inputs as it is not affected in Mash1 KO animals, which fail to develop inputs from the LGN (Nakagawa et al., 1999; Yun et al., 2003) . EphA7 and ephrin-A5 are mutually exclusive and absent from the presumptive visual cortex with EphA7 restricted to the anterior end of the developing mouse neocortex and ephrin-A5 delineating a specific domain in the middle of the A-P axis (Yun et al., 2003) . In Mash1−/−, EphA7 expression domain expands posteriorly and overlaps with ephrin-A5 to define a new region (Yun et al., 2003) . In addition to steering excitatory neurons to appropriate neocortical areas, activation of EphA7 by ephrin-A5 controls brain size by regulating apoptosis of neural progenitors (Depaepe et al., 2005) . The discrete ephrin-A5 expression profile suggests that EphA7/ephrin-A5 dependant apoptosis takes place in an area specific manner, providing an additional regulatory mechanism for area specification. Ephrin-B1 also contributes to excitatory neuron migration by restricting their lateral migration and maintaining the columnar organization of the progeny of a single progenitor cell (Dimidschstein et al., 2013) . Unfortunately, this study does not take into account the arealisation of the neocortex. We can hypothesize differential ephrin-B1 regulation at the level of the border between two areas, where the lateral spread of cortical neurons would be more strictly controlled to segregate different populations compared to neurons within an area. In addition to its roles during development, Ephrin-B1 expression is sustained in postnatal and adult marmoset monkey visual cortex (Callithrix jacchus, Teo et al., 2012) suggesting a role in maintenance of connectivity and ongoing neuroplasticity which need to be further investigated and confirmed in other species.
We recently described EphA4 expression profile during development, in the visual cortex of the marmoset monkey (Goldshmit et al., 2014) , revealing major differences with the mouse, including robust expression of EphA4 on glial cells in the adult, which normally disappears in rodents at the end of neurogenesis. This finding implies that EphA4 bears additional function in the primate visual cortex compared to the mouse. Although these roles have yet to be characterized, it will be important to analyze the expression of Eph/ephrin family members in alternative species to identify potential modifications and associate with the evolution of the neocortex. Despite the prevalence of Eph/ephrin in corticogenesis, few studies have been performed in nonprimate species other than the mouse, except a functional study of the ferret retinothalamic projections (Huberman et al., 2005) .
CADHERINS
Another example of guidance molecules implicated in arealisation is the family of adhesion molecules known as cadherins. Cadherins are glycoproteins expressed at the cell surface. These molecules engage in homophilic binding, to confer preferential adhesiveness to cell populations in a calcium-regulated manner (for review Redies and Takeichi, 1996; Takeichi, 2007) . Cells expressing the same cadherin within a larger population will specifically aggregate with each other, and separate from cells expressing different cadherins. In addition to this qualitative segregation, cells expressing different levels of the same cadherin will also selectively associate, adding a quantitative variable (Steinberg and Takeichi, 1994) . These properties make cadherins ideal candidates to sort cells across presumptive cortical areas. A thorough study of the expression profile of 10 cadherins in the ferret visual cortex, from early embryonic stage to adult, demonstrates a dynamic area-specific and layer-specific expression profile (Krishna et al., 2009 ). The authors identified several cadherins differentially expressed across the V1/V2 borders with cadherin20 and protocadherin10 selectively expressed in V1 and cadherin8 and -11 restricted to V2. Similarly to the ferret visual cortex, cadherins exhibit a graded and areal pattern in the mouse neocortex independent of thalamocortical inputs, confirming that the initial steps of arealisation are intrinsically regulated (Nakagawa et al., 1999) . These observations in nonprimate species have emphasized the crucial role of cadherins in controlling the selective migration of neurons into particular visual areas, prompting similar mapping studies in a primate model, the marmoset monkey (Matsunaga et al., 2013) .
SEMAPHORINS
The Semaphorin family comprises secreted and membranebound proteins characterized by a semaphorin domain in Nterminal and an immunoglobulin loop. Members exposed at the cell surface contain an additional GPI anchor and an intracellular C-terminal domain (Kolodkin et al., 1993) . They interact with Plexin and Neuropilin (Npn) receptors but are also capable of activating the vascular endothelial growth factor receptor (VEGFR) through the formation of a receptor-complex with Npn (Kolodkin et al., 1997) . Semaphorins regulate the migration of a large range of cells, including interneurons (Zimmer et al., 2010; Hernández-Miranda et al., 2011) and endothelial cells (Kutschera et al., 2011) . They also control axon pathfinding in the central and peripheral nervous systems (Deck et al., 2013) . In the somatosensory system, Sema6A guides thalamic projections to the appropriate domain in the dorsal neocortex. In absence of Sema6A, the thalamocortical axons project to a more ventral region of the neocortex, leading to a disorganized barrel field (Little et al., 2009) Using a comparative approach, our laboratory demonstrated that the secreted Sema3A interacts with Npn1 to regulate areaspecific neuron migration in the mouse and the marmoset monkey visual cortex (Homman-Ludiye and Bourne, 2013) . Moreover, we suggest that Sema3A, despite being homogenously expressed throughout the developing mouse neocortex (Giger et al., 1998; Polleux et al., 2000) , contributes to patterning posterior identity in the mouse through differential expression of its receptor Npn1 in presumptive V1. The volume of V1 is reduced in Sema3A KO animals compensated by an expansion of anterior fields (Homman-Ludiye and Bourne, 2013) .
With 20 members interacting with a wide variety of receptorcomplex, semaphorins are great candidates to fine tune the migration of cortical neurons into appropriate cortical domain. Semaphorin activity can also be modulated by components of the extracellular matrix, including CSPG (Kantor et al., 2004) for which the maps illustrating arealised expression in the visual cortex are available in non-primate species (HommanLudiye et al., 2010; van der Gucht et al., 2001 ). Therefore it will be extremely useful to compare the profile of CSPG and semaphorins in a given species to postulate on the potential functional interactions between members of the two families.
CONCLUSION
The visual cortex is one of the most studied neocortical domains, possibly because of the prominent role of vision in a number of species. A large part of vision research is undertaken in primate species however, the organization of the visual system is robust and well conserved across evolution allowing comparison of human gene expression with analogous data in the mouse (Lein et al., 2007) . Even virtually blind subterranean species retain a visual cortex (Crish et al., 2006; Matsunaga et al., 2011) . Therefore, non-primate species can be examined to understand the evolution and development of visual cortical areas, especially that of man, which are difficult to source, including embryonic tissue, and do not offer opportunity for genetic modifications like the mouse.
Utilizing a wide variety of species can help us understand the major traits of cortical arealisation, as they are expected to present the least cross-species differences and identify what makes the human visual cortex so unique. A recent study reveals that a heavy selection pressure weighs on genes responsible for setting the basic structure of the brain organization, whilst the genes exhibiting cross-species difference have non-widespread expression patterns. This demonstrates a reduced selection pressure on these genes or that distinct, subtle changes may be opted for in divergent species rather than global changes (Zeng et al., 2012) . The results reported in this study support the use of mouse as a good model system for the understanding of human brain function while pointing out important differences in the cellular organization between mouse and human brains and the differential functions individual genes may play in each species.
In summary, it is evident that to understand the complexity of a specific sensory system, whether it is its evolution, development or function relies on the analyses of multiple species. While the principal focus has been on primates and rodents, evidence indicates the importance of other species in completing this story. The next decade will most likely focus on closing the gap in our knowledge through comparative studies employing molecular tools, which will not only assist in addressing questions of evolution and development but also in tackling specific neurological issues.
