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using The Moving Path Planning in Cloudlet Environment
Kouhei Oosaki
In recent years, it has been proposed to distribute processing with small computers
called Cloudlet that are placed on the network. However, Cloudlet is harder to have
rich computational resources compared with computers in the data center. Therfore,
in an environment where mobile devices frequently move, mobile devices are crowded,
some Cloudlets are heavily loaded, and resources may be exhausted.
In this research, we solve the exhaustion of the resource by using neighborhood
Cloudlets in the allowable distance from the postion of the mobile device. In the pro-
posed method, considering congestion degree of Cloudlet, allocation is done from the
place where many mobile devices exist. In addition, we propose a method to allocate
the same Cloudelt as much as possible in order to avoid thet rebooting of applications
frequently occurs and the Cloudlet is over loaded. In the proposed method, we use the
Cloudlet at the location planned to be moved using the moving path plan. We eval-
uate proposed methods by simulation. The evaluation result shows that the proposed
method can reduce the maximum allocated distance according to the order of congestion
degree, and can reduce rebooting of applications by using moving path planning.
key words Distributed processing system, Cloud computing, Edge computing, Mo-
bile device, Moving path planning
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クラウド環境を対象としたリソース割当てに関する研究として，[3, 4, 5, 6]がある．













































各 Cloudletサーバは図 3.2のように二次元の格子状に配置された各エリアに 1つずつ
配置されているものとする．
座標 (x, y)における Cloudletサーバを cx,y で表す．各 Cloudletサーバには，それぞ









時刻を tで表す．時刻 tにおいて，座標 (x, y)の Cloudletサーバがモバイル機器に対
し既に割当てを行った割当て済みリソースを v と表す．v は V (cx,y, t)で求められる．
V (cx,y, t) = v
(2) モバイル機器
モバイル機器をmi で表す．モバイル機器にはそれぞれ，アプリケーションの実行に必








図 3.3 に示すように，モバイル機器は時間の経過によって単位時間あたりに必ず 1 回
だけ移動する．モバイル機器は上下左右のみにしか移動することができず，斜めな
どの方向には 1 回で移動できない．このため 2 つの座標 (x, y) と (a, b) の距離は
L((x, y), (a, b))で求められる．
































S(cx,y) 座標 (x, y)における Cloudletサーバの所有リソース量
V (cx,y, t) 時刻 t，座標 (x, y)における Cloudletサーバの割当て済みリソース量
L((x, y), (a, b)) 座標 (x, y)と座標 (a, b)の距離






























































サーバに対する要求リソース量を示している．図 5.1(a)では，モバイル機器が c2 へ，要求
リソース量 1を要求したが，c2 には，割当てられるリソースが残っていないため，c3 を割
当てている．次に到着したモバイル機器は，最寄 Cloudletサーバである c4 に割り当てられ














から割当てを行う．時刻 t，座標 (x, y)における全モバイル機器の要求リソース量の総和を
R(x, y, t)で表す．




加算距離を ℓa と表す．また，時刻 t における座標 (x, y) の Cloudlet サーバの混雑度
G(x, y, t)で表す．





R(x+ i, y + j, t)
入力するモバイル機器を表 5.1，Cloudletサーバの配置を図 5.2とし，加算距離を 1とし
た場合の混雑度順の例を示す．まず m1 と m2 の最寄 Cloudletサーバである c1,0 の混雑度
を求める．c1,0 から距離 1以内にある Cloudletサーバ c0,0，c1,0，c2,0，c1,1 のうち，モバ
イル機器に最寄 Cloudlet サーバとされている Cloudelet サーバは c1,0 と c1,1 である．ま
た，Cloudlet サーバ c1,0 を最寄 Clouodlet サーバとするモバイル機器は，m1 と m2 であ
り，その要求リソースの和は 3 である．Cloudlet サーバ c1,1 を最寄 Cloudlet とするモバ
イル機器は m3 のみであり，その要求リソースは 3である．これらの総和である 6が c2 の
混雑度となる．次に m3 の最寄 Cloudletサーバである c1,1 の混雑度を求める．c1,1 から距
離 1 以内にある Cloudlet サーバは c1,0，c0,1，c1,1，c2,1，c1,2 である．これらのうち，モ
バイル機器に最寄 Cloudletサーバとされている Cloudletサーバは，c1,0，c1,1，c2,1 のみと
なる．Cloudlet サーバ c1,0 と c1,1 を最寄 Cloudlet サーバとするモバイル機器の総要求リ
ソースはそれぞれ 3である．c2,1 を最寄 Cloudletサーバとするモバイル機器はm4 であり，
その要求リソースは 5である．これらの総和は 11であり，これが c1,1 における混雑度とな
る．最後に d3 の最寄 Cloudletである c2,1 の混雑度を求める．Cloudletサーバ c2,1 から距
離 1以内にある Cloudletサーバは c2,0，c1,1，c2,1，c2,2 である．これらのうち，モバイル










を最寄 Cloudletサーバとするモバイル機器の要求リソースの総和は 3であり，c2,1 を最寄
Cloudlet サーバとするモバイル機器の要求リソースの総和は 5 である．これらの総和は 8
であり，これが c2,1 の混雑度となる．各モバイル機器の最寄 Cloudlet サーバの混雑度は，











R(x, y, t) 時刻 t，座標 (x, y)に位置する全モバイル機器の要求リソースの総和










た Cloudletサーバの座標 (x, y)は A(mi, t)で得られるものとする．
A(mi, t) = (x, y)
これを利用すると，モバイル機器 mi に前の時刻で割当てられた Cloudletサーバの座
標 (a, b)は次式で得られる．
(a, b) = A(mi, t− 1)
このとき，継続割当て距離を ℓc と表すと，継続割当ての対象となる Cloudletサーバは
次式を満たすものである．







　継続割当ての例を図 5.3に示す．この例では継続割当て距離を 1としている．時刻 t0
で Cloudletサーバ c0,0 のエリアにあるモバイル機器に対し，c1,0 が割り当てられたと
する．このあとモバイル機器は，時刻 t1 で c1,0 に進む．この時，一つ前の時刻 t0 で
割り当てられた Cloudletサーバ c1,0 が距離 1以内にあるため，このモバイル機器に再
び Cloudlet サーバ c1,0 を割り当てる．時刻 t2 では，モバイル機器は Cloudlet サー
バ c2,0 の場所に進む．このとき，Cloudlet サーバ c1,0 は距離 1 以内にあるため，再
び Cloudletサーバ c1,0 を割り当てる．時刻 t3 では，モバイル機器は Cloudletサーバ










かを先読み時間と呼び，tf と表す．これより，時刻 tにおいて，tf 時間後にモバイル機
器mi が通過するエリアの座標 (a, b)は，次式で求められる．
(a, b) =M(mi, t+ tf )
　次に，モバイル機器の位置から継続割当て距離以内にある Cloudlet サーバをに対
し優先度付けを行う．時刻 t におけるモバイル機器 mi の場所が座標 (x, y) のとき，
Cloudletサーバの優先度を P (x, y, t)で表す．




　継続割当て距離を 2，先読み時間を 2とした場合の優先順位の例を図 5.4に示す．図
では Cloudletサーバは省略しているが，各セルに Cloudletサーバがあるものとする．
図中の矢印線が，モバイル機器の移動経路を示している．先読み時間は 2であるため，






















A(mi, t) 時刻 tにモバイル機器mi へ割当てられた Cloudletサーバの座標





























入力する Cloudletサーバのデータは，30 × 30の Cloudletサーバ集合とする．また，そ
図 6.2 入力するモバイル機器の移動経路（パターン 2）
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6.1 モバイル機器の割当て順序
図 6.3 入力するモバイル機器の移動経路（パターン 3）
図 6.4 入力するモバイル機器の移動経路（パターン 4）
























図 6.6 パターン 1での平均割当て距離
あると考えられる．混雑度順では中心部から割り当てを行うことで，最大割当て距離を大き
く抑制できていると考えられる．
































Cloudlet サーバとするモバイル機器は (b) に示すように，隣接している Cloudlet サーバ
c1,1 に対し割当てが行われたとする．この時，Cloudletサーバ c1,1 を最寄 Cloudletサーバ
とするモバイル機器は，Cloudletサーバ c1,1 に割り当てることができず，(c)に示すように
さらに隣の Cloudlet サーバである Cloudlet サーバ c2,1 に対し割当てを行う．これによっ
て，Cloudlet サーバ c2,1 を最寄 Cloudlet サーバとするモバイル機器もまた最寄 Cloudlet





















図 6.8 パターン 2での最大割当て距離
図 6.9 パターン 2での平均割当て距離
このパターンでは，縦方向の移動経路間の間隔がパターン 1より大きいため，負荷の集中
がやや和らいでいる．そのため，到着順と要求リソース順では，パターン 1では 8まで増加
していた最大割当て距離がパターン 2では 7に留まっている．しかし，加算距離が 2の混雑
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6.1 モバイル機器の割当て順序









の移動経路がそれぞれ 2ずつ離れており，パターン 1やパターン 2よりもモバイル機器のさ
らに密度が低い．そのため，到着順と要求リソース順では各移動開始エリアにおける起動機
器数が 35のときの最大割当て距離がパターン 2よりもさらに 1下がっている．また各移動
開始エリアにおける起動機器数が 45の時では，混雑度順 (加算距離=2)の場合，パターン 2
図 6.10 パターン 3での最大割当て距離
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6.1 モバイル機器の割当て順序
図 6.11 パターン 3での平均割当て距離























図 6.12 パターン 4での最大割当て距離
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6.2 Clouldletサーバの選択方法





































ら 35 までの間，継続割当てを用いたものでは，最大割当て距離はすべて 2 となっている．
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