We prove some relations for the q-multiple zeta values (qMZV). They are q-analogues of the cyclic sum formula, the Ohno relation and the Ohno-Zagier relation for the multiple zeta values (MZV). We discuss the problem to determine the dimension of the space spanned by qMZV's over Q, and present an application to MZV.
Introduction
In this paper we prove some relations for a certain class of q-series called qmultiple zeta values (qMZV, for short).
Let us recall the definition of qMZV [10] . We call a sequence of ordered positive integers k = (k 1 , . . . , k r ) an index. The weight, depth and height of the index are defined by |k| := k 1 + · · · + k r , dep k := r and ht k := # {j|k j ≥ 2} respectively. The index is said to be admissible if and only if k 1 ≥ 2. 
where [n] is the q-integer
[n] := 1 − q n 1 − q .
Note that 0 < 1/[n] ≤ 1 for any positive integer n. Hence the right hand side of (1) is absolutely convergent if k 1 > 1. In particular it is well defined as a q-series if k 1 > 1.
By taking the limit q → 1 of qMZV, we obtain the multiple zeta value (MZV, for short): For MZV's there are many linear relations and algebraic ones over Q. The examples are the cyclic sum formula [3] , the Ohno relation [5] and the OhnoZagier relation [6] . These relations do not suffice to give all relations of MZV's, and as a time the proof is much technical. However these relations have quite beautiful structures and it is valuable to construct explicit relations.
In the present paper, we give a q-analogue of the relations for MZV's and prove it.
First we show the Q-linear relations for qMZV's which are q-analogues of the cyclic sum formula and the Ohno relation:
Theorem 1 (The cyclic sum formula). For any index k with some k i ≥ 2, ζ q (k i − j, k i+1 , . . . , k r , k 1 , . . . , k i−1 , j + 1).
Theorem 2 (The Ohno relation). For any admissible index
Then the dual index
).
For any admissible index k and non-negative integer l c 1 +···+cr =l c i ≥0
These relations have the same form as the corresponding ones for MZV's. Secondly we show a q-analogue of the Ohno-Zagier relation:
Theorem 3 (The Ohno-Zagier relation). We define a generating function of qMZV's as follows:
Here α m+n + β m+n is a polynomial in x, y and z determined by α + β = x + y + (q − 1)(z − xy) and αβ = z.
By taking the limit q → 1 we obtain the Ohno-Zagier relation for MZV's. The Ohno-Zagier relation for MZV's explains when the combinations of MZV's are in the algebra generated by Riemann's zeta values ζ(k) over Q. Unfortunately the product of qMZV's is not closed in Q-vector space spanned by qMZV's, however it is closed in Q[(1 − q)]-module and preserves the weights by counting the weight of (1 − q) by 1 [10] . From the consideration above we define the modified qMZV ζ q (k) by
Then the product of modified qMZV's is closed in the Q-vector space spanned by them. Now the relation (4) is rewritten as follows:
Here Φ 0 is defined by (3) with ζ q (k) replaced by ζ q (k), and
Thus the relation (4) explains when the linear combinations of the modified qMZV's are in the algebra generated by ζ q (n) (n ≥ 2) over Q.
In preparation of this paper we found [1] . In [1] , Theorem 1, Theorem 2 and Theorem 3 of z = 0 case are proved independently.
The rest of the paper is organized as follows. In section 2 we prove the theorems above. Since the proofs are similar to the case of MZV, we omit some details presenting new features in the case of qMZV. In section 3 we discuss the problem to determine dimensions of certain spaces spanned by modified qMZV's over Q. In the study of MZV it is an important problem to determine the dimension of the Q-vector space spanned by MZV's of a fixed weight (see, e.g. [9] ). We consider a similar problem in the case of qMZV and present some observations.
Proofs

The Cyclic Sum Formula
It is easy to see that T (k 1 , . . . , k r ) converges absolutely if all k i 's are positive integers, and S(k 1 , . . . , k r+1 ) converges absolutely if ∀ k i ≥ 1, or k r+1 = 0 and some of k i ≥ 2 (i = 1, . . . , r).
. . , k r ) be an index with some k i ≥ 2. Then we have
We get Theorem 1 by summing Lemma 1 over all cyclic permutations of the sequence (k 1 , . . . , k r ).
Proof. The left hand side of (6) is
Let us prove that S(k 1 , . . . , k r , 0) is equal to the right hand side of (6) .
We use the following partial fractional expansions:
If k 1 ≥ 2, by using (7a) we have
By using this equality repeatedly we find
The equality above holds also in the case of k 1 = 1.
Now we consider the first term in the right hand side of (8):
Here we used (7b). Note that the sum
Therefore we find
From (8) and (9) we obtain (6).
The Ohno Relation
The proof progresses as same as [7] . For an admissible index k = (k 1 , . . . , k r ), a sequence (a 1 , b 1 , . . . , a s , b s ) of positive integers is determined by the rule (2). We call the sequence a code of k.
Let (a 1 , b 1 , . . . , a s , b s ) be the code of an admissible index k. We define generating functions of the left hand side and the right hand side of the Ohno relation as follows:
Here
is the dual index of k. These functions converge at |λ| < 1, and can be analytically continued to C\Ω, where
where c 1 = 1 and
Using these generating functions, Theorem 2 is stated as
for any code (a 1 , b 1 , . . . , a s , b s ). To prove this equality, we prepare two propositions.
where
Proof. From (10) we have
If λ is in a compact set in C\Ω, we have
for a positive constant C. Hence we can change the order of the summation and obtain the lemma. 
Then we have
, and in the right hand side
. To prove this proposition, we use the following function:
. Then the generating function f is given by
In the following we use the identification
It is consistent with the definition of ρ (13).
Lemma 2. The function ρ satisfies following relations: 1) , b 1 , . . . ; λ).
For
2 ≥ i ≥ s − 1 or i = s with b s ≥ 2, λρ(. . . , (a i−1 , 1), b i−1 , (a i , 0), b i , (a i+1 , 0), . . . ; λ) −ρ(. . . , (a i−1 , 1), b i−1 , (a i − 1, 0), b i , (a i+1 , 0), . . . ; λ) −ρ(. . . , (a i−1 , 1), b i−1 , (a i , 0), b i − 1, (a i+1 , 0), . . . ; λ) −(1 − q)ρ(. . . , (a i−1 , 1), b i−1 , (a i − 1, 0), b i − 1, (a i+1 , 0), . . . ; λ) = λ ′ ρ(. . . , (a i−1 , 1), b i−1 , (a i , 1), b i , (a i+1 , 0), . . . ; λ) −ρ(. . . , (a i−1 , 1), b i−1 , (a i − 1, 1), b i , (a i+1 , 0), . . . ; λ) −ρ(. . . , (a i−1 , 1), b i−1 − 1, (a i , 1), b i , (a i+1 , 0), . . . ; λ) −(1 − q)ρ(. . . , (a i−1 , 1), b i−1 − 1, (a i − 1, 1), b i , (a i+1 , 0), . . . ; λ).
(a) If
Proof. Here we prove (1a). The proofs of the other relations are similar. We have
Now we use the formula
[n] a−1
[n] a .
From the equality
we obtain
This completes the proof.
Proof of Proposition 2.
The left hand side of (12) is equal to
Take the sum over (ε 1 , δ 1 ) ∈ I by using Lemma 2 (1a) and (1b). Then we have
. Next use (2) for i = 2, . . . , s repeatedly, and apply (3a). In the case of b s = 1, use (3b) at the last step. As a result we obtain
. This is equal to the right hand side of (12). Proof of Theorem 2. We prove (11) by induction on the value i (a i + b i ). If  (a 1 , b 1 ) = (1, 1) ,
is obvious from the definition.
Recall that , a s , . . . , b 1 , a 1 ).
Hence the function g also satisfies the equation (12). Assume that (11) holds for the codes less than (a 1 , b 1 , . . . , a s , b s ) . From the induction hypothesis, the difference of (12) for f and g gives
i.e. the left hand side is invariant under the variable transform λ → qλ − 1. On the other hand, because of Proposition 1, we have
for certain constantsC p . Using the invariance under λ → qλ − 1, we findC p = 0 for all p.
The Ohno-Zagier Formula
First we introduce the q-multiple polylogarithms:
The right hand side of (16) is absolutely convergent if |t| < 1.
The q-multiple polylogarithms are related to qMZV as follows:
Here (k 1 , . . . , k r ) is an admissible index. Now let us prove Theorem 3. Denote by I(k, r, s) the set of indices of weight k, depth r and height s, and by I 0 (k, r, s) the subset consisting of admissible ones. Set
By definition we set G(0, 0, 0; t) = 1, and G(k, r, s; t) = 0 unless k ≥ r + s and r ≥ s ≥ 0. Consider the following generating functions
The function Φ 0 is related to qMZV as follows:
Lemma 3.
where x, y and z are given by
It is easy to prove this lemma from (17).
To prove Theorem 3 we derive a q-difference equation satisfied by Φ 0 = Φ 0 (t). Denote by D q the q-difference operator
Then the q-multiple polylogarithms satisfy
These relations can be rewritten in terms of G(k, r, s; t) and G 0 (k, r, s; t) as follows:
or, in terms of generating functions,
Eliminate Φ using the formula
Then we obtain (
Then the solution is given by
Here a, b and c are defined in terms of u, v and w as follows:
where α 0 and β 0 are determined by
Now we use Heine's q-analogue of Gauss' summation formula (see, e.g. [2] ):
In our case, substituting (22), we have
Here x and y are given by (18), and α and β are defined by
or equivalently determined by
From Lemma 3, (21), (23) and the formula
we obtain Theorem 3.
Discussion
Now we consider the space spanned by the modified qMZV's (5). We regard the modified qMZV as a formal power series of q, and define subspaces of Q[[q]] by
Let us consider the problem to determine the dimension of the spaces over Q. In principle, a lower bound for the dimension can be obtained as follows. Expand qMZV ζ q (k) as a power series of q:
Note that a n (k) = 0 if n < |k| − 1. Recall that the number of admissible indices of weight k is equal to 2 k−2 . Now consider the following square matrices
Let d k be the conjectured dimension of the space of MZV's of weight k over Q in [9] . In [8] Here the third row shows the upper bound for the dimension of Z k which follows from the cyclic sum formula and the Ohno relation [4] . We show some data of a n (k) for n ≤ 13 and |k| ≤ 6: Any qMZV of weight less than 7 is given by a linear combination of ones in the list above from the cyclic sum formula and the Ohno relation. Now we discuss two points. First, at weight 9 there is a gap between rank A 9 and the upper bound. This shows a possibility that our linear relations are not sufficient to determine the dimension of Z k . In fact, the following equality holds up to q 269 :
4ζ q (7, 2) + 6ζ q (6, 3) − ζ q (5, 4) − ζ q (4, 5) − 6ζ q (6, 2, 1) − 6ζ q (6, 1, 2) −2ζ q (5, 3, 1) − 7ζ q (5, 2, 2) − 3ζ q (5, 1, 3) + 2ζ q (4, 4, 1) − ζ q (4, 3, 2) +ζ q (3, 5, 1) + ζ q (3, 2, 4) − 3ζ q (2, 5, 2) + 2ζ q (5, 2, 1, 1) +2ζ q (5, 1, 2, 1) + 2ζ q (5, 1, 1, 2) + ζ q (3, 3, 1, 2) − ζ q (3, 2, 3, 1) −4ζ q (3, 2, 2, 2) − ζ q (3, 2, 1, 3) − 2ζ q (2, 2, 3, 2) + ζ q (2, 1, 3, 3)
It is linearly independent of the cyclic sum formula and the Ohno relation, and is correct by substituting ζ q with ζ [4] .
Next, if the weight is greater than 5, the equality rank A ≤k = k j=2 rank A j breaks. This shows that there may exist linear relations among the modified qMZV's of different weights. For example, as observed in the data above, the following relations seem to hold: −ζ q (3, 1) + ζ q (5) − 3ζ q (4, 1) − 3ζ q (3, 2) −ζ q (6) − 3ζ q (4, 2) + 6ζ q (3, 3) ? = 0, −2ζ q (3, 1) + 2ζ q (5) − 6ζ q (4, 1) − 9ζ q (3, 2)
+ζ q (6) − 12ζ q (4, 2) − 3ζ q (4, 1, 1) + 3ζ q (3, 2, 1)
Unfortunately, they are not derived from the relations proved in this paper. An interesting point is that we obtain some relations of MZV's from the formulae above. Multiply (1 − q) 6 and take the limit q → 1 in (24). Then the terms of weight less than 6 vanish and as a result we find −ζ(6) − 3ζ(4, 2) + 6ζ(3, 3) = 0, ζ(6) − 12ζ(4, 2) − 3ζ(4, 1, 1) + 3ζ(3, 2, 1) = 0.
These relations for MZV's are correct [4] .
