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1.0 ABSTRACT 
The mathematics of protocol development systems are 
applied to the specification and verification of a 
conversation Protocol. A Conversation Protocol is the 
sequencing of message services to provide high level 
communication functionality. This is associated with the 
Semiconductor Equipment and Materials Institute's (SEMI) 
Generic Equipment Model. This work is then extended to 
recommend a design methodology, based on the 
object-oriented paradigm, to support the ESTELLE protocol 
specification language. An object-oriented ESTELLE 
environment is shown to be able to bridge the functional 
requirements of both the SEMI Equipment Communication 
standard (SECS) and the International Standards 
Organization (ISO) protocol systems above the message 
exchange level. Finally, several future research topics 
are presented. 
- 1 -
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Documented herein is research on communication protocols 
that has led to the development of a conversation level 
protocol. Here the term conversation refers to a 
sequenced exchange of related messages to achieve a 
specific objective (57]. A Conversation Protocol is a 
formal system for the definition of a conversation, and 
specifically the system described in this thesis. 
This work builds on a body of knowledge and practice in 
communication integration. Recommendations are made for 
implementing the SEMI Equipment Communications Standard 
(SECS), as defined by the Semiconductor Equipment and 
Materials Institute, Inc. (SEMI), in a fashion that is 
compatible with the International Standards 
Organization's (ISO) requirements. Further, this work 
provides a foundation for developing a total environment 
for Computer 
communications 
Integrated 
support, based 
Manufacturing (CIM) 
in an object-oriented 
paradigm, which provides a high productivity graphical 
tool for total system design, build, implementation, and 
maintenance. 
outlined. 
Finally, future 
This work has three objectives: 
- 2 -
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research topics are 
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• 
• 
Develop a SECS Conversation Protocol 
specification and verification capabilities, with 
Integrate 
ESTELLE, 
ISO requirements with SECS under 
• Lay a foundation for a Computer Aided Software 
Engineering (CASE) implementation of an enhanced 
ESTELLE using the object-oriented paradigm. 
In support of these objectives is a list of observations 
and tasks, as follows: 
• 
• 
There is a need for conversation level protocols, 
Conversation Protocols may be 
Generic Equipment Model for 
(GEM) , 
applied to the SECS 
SECS Communications 
• Finite state machines are used as a semantic model 
of the Conversation Protocol, 
• Specification, verification, 
methodologies are introduced, validation 
and 
• A minimal GEM language is developed, 
• ESTELLE is viewed as a super set of this minimal 
language, 
• ESTELLE 
work, 
provides commonality with ISO related 
• There are benefits to implementing ESTELLE as a 
CASE environment, 
• 
Before 
The object-oriented paradigm is 
supporting CASE capabilities for 
extension. 
capable of 
the ESTELLE 
delving into the details supporting these 
assertions, there will be a discussion of the factors 
motivating this research. 
- 3 -
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2.1 Motivation 
Here the motivation for this • 1S research presented. 
First, the relationships of factory floor control and CIM 
systems to communication capability are highlighted. 
Then the emphasis shifts to the semiconductor industry 
because 
direct 
of its 
impact 
maturity as a CIM 
of a Conversation 
business areas is presented . 
user. Finally, 
Protocol on 
2.1.1 Computer Integrated Manufacturing Systems 
the 
these 
The National Research Council recommends research in CIM 
and support technologies [54,6]. The goal of this work 
is to remove the obstacles to installing CIM. The 
obstacles include cost, difficulty of implementation, and 
failure to 
leadership 
achieve 
in this 
expected 
technology 
performance. Further, 
. 
lS essential for 
competitive success. Standalone solutions are suboptimal 
[46]. Factory floor control can be considered as a 
subset of the CIM view. If a factory floor system • lS 
limited, then the CIM system in which it may operate is 
also limited. 
Ad hoc CIM solutions are common today [1;36;50]. The 
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cost is high to the company doing this work. Ford Motor 
Company built an ad hoc system in their Markam, Ontario 
plant for two reasons: (i) lack of a system close to 
their needs; and (ii) a multitude of vendors that had no 
single standard communication protocol [ 3 6] • 
Westinghouse Defense & Electronics in Baltimore, Maryland 
developed their own ad hoc system -- because of a unique 
need, they developed a unique solution [l]. The work at 
Westinghouse is not reusable. Mictron Incorporated in 
Troy, Michigan developed a system that is quite robust, 
and the general design is somewhat reusable in a similar 
plant [50]. 
There are several observations that can be made regarding 
these cases and on ad hoc systems in general. First, ad 
hoc solutions are common. Second, the need for ad hoc 
solutions is due, in part, to the lack of off-the-shelf 
solutions (or solution enablers). The results are worth 
the cost in several 
general, not just 
areas [24;44]. CIM systems in 
ad hoc versions, are expensive, 
inflexible, and may suffer from lack of reliability 
[ 3 7] • 
CIM systems need to be designed for flexibility in use 
and must be capable of being reused in new environments 
(13;20;54]. The primary elements of a robust CIM design 
are: 
- 5 -
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• Separation of physical functionality from software [13], 
• Transactions based [13;20], 
• Layered functions (13;20], 
• Portable design (13), 
• support of a heterogeneous environment (20], 
• Formal semantic model (37] . 
This list of elements is not exhaustive. Rather, it is 
intended to highlight some of the issues that exist • in 
the communication portion of the total system. 
It is clear that the recommendations made by the National 
Research Council [54] are valid. The emergence of the 
Manufacturing Automation Protocol (MAP) will help 
alleviate some of integration problems [37]. The SECS 
protocol is older than MAP, therefore a look at the SECS 
environment may shed some light on the impact that MAP 
may have. 
2.1.2 Semiconductor tooling and SECS 
The high degree of process equipment communication in the 
semiconductor industry is due to the maturity of the SECS 
protocol The • main emphasis on • is (57;53]. a 
point-to-point architecture; with networking supported by 
a hierarchical architecture of computers (57]. Thus, a 
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piece of process equipment may communicate over a single 
link, which is easily engineered [24). 
The reliability problems that have been associated with 
hardware hierarchical architectures have been overcome by 
the use of Local Area Networks (LAN)s [53]. In these 
architectures the process equipment • connected to a LAN 1S 
via the SECS protocol link. The LAN link then provides 
• and routing of information . This preprocessing the 
architecture lends itself to distributed • processing 
(53]. 
Since SECS is mature, there is a rich library of 
Task Force functions (57]. The SECS Implementation 
(SITF) is developing the Generic Equipment Model to aid 
in designing interfaces from the SECS model (55]. In 
spite of MAP, SECS is sufficiently rich in function and 
used widely enough to merit a great deal of ongoing 
investigation [24;53;55]. Thus, SECS is providing an 
experiential foundation for the present MAP work. SECS 
is based on a layered architecture [57]. This layered 
concept is carried into the ISO Open Systems Interface 
(OSI) seven layer architecture (4;20]. 
The semiconductor industry has provided an "existence 
proof" that much of the required CIM function is possible 
(53]. The OSI architecture is becoming mature enough 
- 7 -
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that original work in protocol specification (43] has 
impact on the SECS protocols, as evidenced by the 
following section on the Conversation Protocol. 
2.1.3 Conversation Protocol 
Dividing function into layers provides encapsulation of 
services so that lower structures can be modified to take 
advantage of new technology without affecting upper 
layers [20]. This concept is very closely related to 
data hiding and software objects [ 3 7 J • Layering • lS 
exhibited the original SECS specification [57], the 
. 
1n 
SITF GEM specification [55], and in the OSI specification 
[4;20]. The top-most layer of the existing SECS protocol 
is responsible for message handling [57]. The top-most 
layer of the OSI communication protocol handles messages 
also . 1. e. , the seventh layer of the OSI protocol [4;20], 
is "Application", which refers to the communication 
channel user. The Application layer is not part of the 
message channel proper. 
Since both SECS and OSI support message-level 
communication, there should be some commonality above the 
presently specified top layers. The OSI architecture 
supports networking, while SECS does not, at least not at 
- 8 -
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only 
same level of complexity. The networking activity 
supports the routing of messages. Beyond this 
caveat, the integration of these message systems I 1S 
important [37;54]. 
Sequencing of messages I of value beyond the advantages 1S 
of a common layer above the message layer. The SITF GEM 
specification [55] points this out, along with a 
recommended specification, the basis being that a single 
• not adequate to achieve any but the simplest message 1s 
function. Sequences of messages are usually the minimal 
information organization. Thus, to provide a rapid 
specification system for tool communication, a message 
sequencing layer • lS required (hereafter known as the 
Conversation Protocol). The details of the Conversation 
Protocol layer are in the following sections. 
2 . 2 Background 
In this section the fundamentals of SECS are presented. 
Upon this messaging system the concept of sequenced 
messages is proposed. With this base established, the 
relationship of SECS to the International Standards 
Organization's (ISO) recommendations is developed. This 
provides the base upon which a common development system 
- 9 -
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can be specified. 
2.2.1 SECS 
The SEMI Equipment Communications Standard consists of 
two sections, SECS-I and SECS-II. The sole reference for 
information on the SECS-I protocol is the 11 1987 Semi 
Standards" manual (57]. 
SECS-I defines a layered the lowest level • in 
communications link. This link is applied as a point to 
point RS-232 bit serial connection. This connection 
exchanges control bytes and data blocks. These data 
blocks are specified along with their error detection 
methods. Link integrity is insured via the block error 
methods, a set of timers, and the retry counters. The 
SECS-II functions are built upon these services. To 
provide flexibility, SECS-I allows for multiple 
interleaved concurrent open transactions. 
The multiple interleaved concurrent open transactions 
reflect into the SECS-II layer as multiple interleaved 
concurrent messages. In the SECS-II protocol, a function 
for message generation and interpretation • lS provided . 
The remainder of the protocol specification is devoted to 
- 10 -
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the definition of a set of prespecified messages. By 
definition there are 32768 possible messages (only a 
subset of these messages are prespecified) [57]. These 
are specified in a short hand form as Stream-Function 
units (e.g., S7Fl is Process Program Load Inquire). With 
very rare exceptions, messages are exchanged as 
sequences. For example, a • piece of equipment may 
download a process program from the host by the following 
message exchanges S7Fl, S7F2, S7F3, S7F4 [57]. 
The SECS specification [57] does not delineate a means of 
documenting message sequences. The specification 
document does suggest some approaches such as linked 
flowcharts or state diagrams. These systems do not 
address message channel characteristics, nor are they 
developed into full fledged methods. SECS does provide a 
set of suggested implementations of messages. The 
problem of message sequences is addressed the by Generic 
Equipment Model. 
2.2.2 Generic Equipment Model 
The SECS Implementation Task Force is developing the GEM 
document to aid in specifing communications systems 
(55]. GEM may be thought of as a class of objects from 
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'which· . specific instances of equipment communications 
specifications are built. To this end GEM is presented. 
The architecture of GEM is illustrated in Figure 5. 
set of systems with 
own operational scripts 
.,..,., '"'-.'-
..,..., I 9"-
.., -.. 
I 
~ 7· I . I (, 
a conversation 
I I 11 I I 
I I 11 II II II 111 
111111 111 1111 II 11111 
Factor>· 
Script 
Operational 
Script 
Scenarios 
provide 
C apab i I i t i es 
SECS Message 
Subset 
SECS Messages 
Figure 1. GEM Graphical Representation 
The set of prespecified SECS messages is augmented and 
then reduced to provide a subset of messages required to 
develop the communications between an equipment and a 
host. Note that an equipment and a host must have 
complementary message sets. It is these restricted sets 
that form the complete dictionary of activities in which 
the equipment and host may engage. 
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Independently, at the equipment level and the host level 
the following activities must occur. The messages are 
organized into I scenarios which (sequences of messages) 
provide required capabilities (or function). Further, 
the scenarios are organized into sequences that provide 
operational scripts (whole machine behaviors). Thus a 
unique equipment-to-host interface can be tailored via an 
hierarchical specification process, allowing for 
information hiding at several levels. 
A host that can support several independent equipment 
links (i.e., concurrent operational scripts) can be 
thought of as having a "factory script". Of course, one 
may layer levels of scripts, but ultimately this process 
ends with a factory script. This architecture can be 
modeled as a "structured graph". 
Structured (hierarchical) graph theory deals with nested 
graphs, which exhibit the property of function hiding. 
An example of a structured graph is a state machine 
nested within a single state of a higher level state 
machine. There are several challenges to be faced in 
attempting to apply structured graph theory [2], but none 
are insurmountable. Mathematical modeling shows that a 
canonical form may be used to reduce a leveled graph to a 
single functional level. This flat graph equivalent 
represents a whole system, albeit a complex one. A 
- 13 -
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Conversation Protocol is nothing more than the highest 
level in a structured graph. 
This brief look at GEM reveals a path along which a 
formal and complete Conversation Protocol may be 
developed. These layering concepts are consistent with 
international standards [4], protocol theory [2;4;43], 
and present protocol development systems [5;7;14;15;16] . 
This is a desirable result. 
2.2.3 ISO (a snap shot) 
The International Standards Organization has introduced 
the Open Systems Interconnect (OSI) proposal [4]. The 
OSI methodology is mapped rather closely in these present 
systems: SNA, DECNET, ARPANET, and TYMNET. Of course, 
the evolving MAP/RS-511 system is well-aligned also. 
The concept of layers is a reasonable approach, as 
mentioned above. The OSI proposal recommends seven 
layers with each layer providing • services to the layer 
above, based on the service of the layer below. The 
lowest layer is the Physical layer a virtual bit 
• pipe. 
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' Above the Physical layer is the Data Link Control layer 
which provide for packet transmission. The Network layer 
provides routing and flow control for packets. These 
services are used by the Transport layer, which converts 
messages to packets and • vice versa. 
ensures end-to-end connections 
The Session 
for messages, 
layer 
and 
establishes access rights. The Presentation layer 
provides encryption and compression to messages that are 
being routed through the session layer. Finally at the 
top is the Application layer. 
The Application layer is both the source and consumer of 
messages. It is assumed that all message sequencing • l.S 
done within the Application layer. This brings us back 
to the sequencing of messages, as presented above. As 
early as Danthine's paper [18] in 1980, it was recognized 
that there . l.S the an effective protocol layer above 
Transport layer. This "higher" protocol is analogous to 
the Conversation Protocol described above. To maintain 
the modularity and distinctness of function, the 
conversation level protocol function needs to be broken 
out between the Presentation and Application layers. 
The SECS protocol existed before the formulation of the 
OSI definition. Nonetheless, SECS maps very well into 
the OSI definition [57]. The SECS-I protocol maps into 
the Data Link through Network layers. SECS-II protocol 
- 15 -
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maps readily into the Transport layer. The remaining OSI 
layers have little application in that the SECS 
methodology is a point-to-point system. 
Thus, below the present Application layer, both the SECS 
and OSI systems provide a message link system. The 
problems of Conversation Protocols are common to both 
SECS and OSI. This research focuses on SECS, but an 
extension to OSI can be readily made. The groundwork has 
now been established for investigating protocol 
specification and verification (addressed later). 
2.3 A case for CASE 
Keeping in mind that U.S. productivity growth lags 
Japan, France, and Germany [46], a tool to facilitate CIM 
systems development may be very helpful in reducing this 
gap. CASE is a set of methodologies that provides an 
integrated, highly productive environment for managing 
the software lifecycle. There are many reasons for 
pursuing CASE, but within the scope of this research only 
those concepts affecting Conversation Protocols will be 
of concern. For example, the SITF GEM specification only 
focuses on the details surrounding scripts and 
capabilities (55]. Nothing is mentioned about how to 
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achieve a system to facilitate the specification 
process. This opens an avenue for the investigation of 
CASE. 
CASE is an evolving field of research. The concepts 
applied range so widely that it is difficult to define 
the scope of the endeavor. At the high end is the Draco 
approach [21], which addresses systems development • in 
general from a very broad perspective. Some of the 
supporting technologies include: 
•• 
• 
meta-compiler techniques, 
modeling application domains, 
• source-to-source program transformations, 
• software components [21] . 
At the lower end of the spectrum is simply the concept of 
requirements specification supported by a language [52]. 
Within some of the older approaches and all the newer 
approaches is the idea of a software component 
[11;21;31;37;52]. The software component is equivalent 
to a software object. Recent work on the object-oriented 
paradigm has resulted in a formal systems specification 
methodology [45]. Thus it becomes evident that the 
object-oriented paradigm may have a strong influence on 
CASE systems. 
We now address the expected value of this continuing CASE 
research. First, future research is mandated in the area 
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of modeling, analyzing, simulating and • managing large 
heterogeneous communications systems (an area of high 
impact to U.S. industry) [54). Related to this is the 
area of CIM-enabling technologies (e.g.' human 
interfaces, autonomous system 
of 
verification, function 
abstraction, management large heterogeneous 
communications networks, and knowledge based systems), 
also an area of high impact to U.S. industry [54). 
Second, the ability to deal with portable code • in a 
distributed environment supported by formal semantic 
models is paramount to successful development of reusable 
CIM systems [37]. Further, to gain the expected benefits 
from this research, productivity enhancement of at least 
an order of magnitude is required [3]. It is worth 
noting that object-oriented environments have shown this 
order of magnitude gain by themselves [48] . 
An argument for CASE development . the 1S need for 
increased reliability [11]. Also, the need for 
flexibility is to be considered. Flexibility refers not 
only to the fitting of a design to an application, but 
also, the ability of the system to be adapted to changes 
rapidly without being shut down to make those changes. 
This was highlighted by Deletis [53] . 
As a final reason for embracing CASE, CIM integration is 
of great importance [20;37]. This means that 
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heterogeneous communications systems must be unified into 
a single functioning unit (20]. Validation and tuning of 
system designs must be performed (3]. The ability to 
support parallel configurations is essential [31]. Note 
that many of these functions have been shown to be 
feasible (as referenced). 
In essence, a CASE environment will support the software 
lifecycle. This consists of: 
specification, 
lifecycle 
development, validation, 
analysis, 
debug, 
maintenance, and reentry to the lifecycle. This list of 
lifecycle components can be viewed as two activities: 
analysis through debug . lS a "buildtime" activity, and 
maintenance through reentry is a "runtime" activity. The 
major difference here is that runtime activities must 
take place while the target system ' lS functioning, 
without interruption of function. Further, these changes 
need to be made quickly (usually within 24 hours of a 
change request) [ 5 3] . 
complexity, artificial 
To support 
intelligence 
this level 
techniques 
of 
are 
required [3;37]. Executable specification systems must 
be developed [52], and a number of other diverse 
technologies need to be integrated [11;21]. Zave [52] 
highlights the importance of embedded real-time process 
specification, while Boehm and Standish [11) and Freeman 
(16] point to concepts of integration. 
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To summarize, CASE has value to the total CIM development 
arena. CASE can also be applied to the communications 
problems found in CIM systems. successful work has been 
accomplished on developing CASE systems, though there is 
much yet to be done. CASE systems are robust enough to 
be used during the buildtime phase of the communications 
system lifecycle. With the proper support from the CIM 
system, CASE may also be applied to the runtime phase. 
This would require that the whole CIM system be contained 
within the CASE environment . 
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3.0 INVESTIGATION 
The theoretical 
presented I in this 
basis of 
section. 
protocol 
First 
development I 1S 
the mathematical 
foundations are established. Then, a methodology for 
implementing a system to meet the minimal mathematical 
requirements is established. 
elements are shown 
standard . 
3.1 Concepts 
to be 
Lastly, the • previous 
a subset of • an emerging 
The concepts of protocol specification, verification, and 
validation established I in are this section. To 
accomplish this end, the mathematics of the Extended 
Finite State Machine (EFSM) are developed. It will be 
shown that an EFSM can be used to specify protocols and 
provide a basis for their verification. Further, a 
Context Free Grammar can be used as a specification. 
These formal methods are established for later 
application in the area of Service Specification. That 
• 1s, Service Specification • 1S a maturing systematic 
approach to protocol specification utilizing the formal 
- 21 -
·.• 
,·; 
.J; 
'I 
C 
i 
' 
. 
I 
< 
t 
, 
mathematics developed in this section. 
3.1.1 Extended Finite State Machines (EFSM's) 
An EFSM is an enhanced Finite State Machine (FSM). A FSM 
is an enhanced Deterministic Finite Automaton (DFA). Any 
DFA can be expressed as a Context Free Grammar (CFG). 
The development of EFSM theory is accomplished here in 
'bottom-up' fashion. That • is, DFA's are presented, 
followed by FSM's, followed by EFSM's; each section 
building on the definition of the previous. CFG's are 
developed enroute as a means of expressing DFA's. They 
are enhanced, as well, with each of the above 
• expansions. 
3.1.1.1 Deterministic Finite Automata (DFA) 
The roots of DFA theory are found in Turing Machines, 
however, this discussion will only focus on the modern 
presentation of this topic, rather than the historical 
origins, per se. This section is derived from Wood (51], 
which is a typical text. 
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DFA's form the basis of language recognizers. To 
accomplish this end DFA's can be expressed as a 5-tuple. 
The machine (M) [51,98) is expressed as: 
where: 
Q 
E 
d:QxE 
s 
F 
Since s and 
expressed • in 
M=(Q,E,d,s,F) 
the set of states in the machine 
the set of possible inputs 
-> Q is a transition function 
is the unique start state, an element of Q 
is the set of final states, a subset of Q 
Fare contained 
the function 
• in Q, and Q and E are 
d; then the machine's 
operational characteristics can be fully expressed by the 
transition function d. The transition function can be 
expressed as a list of transitions [51,98], of the form: 
d(x,a)=y 
where: 
xis a particular state that is an element of Q 
a is an input symbol that is an element of E y is the resulting state that is an element of Q Note: y may be undefined. 
As noted above, not every possible transition need be 
defined. When all transitions are defined, then the 
machine is complete. If the transition function is not 
total, then the machine is incomplete [51,103]. 
A state 
directed 
machine may also be defined graphically ' using a 
graph. Graph nodes represent states, the 
directed edges are transitions (which are labeled with a 
requisite input symbols), final states are nodes with a 
double circle, and start states are pointed to with a 
wiggly arrow [51,99). Figure 2 illustrates this. 
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Figure 2. An Example DFA 
A simple transition table is illustrated in Figure 3 The 
function is that of a simple push-on/push-off switch, 
like those found on television sets. While the 
transition function may be so simply stated, the entire 
DFA may be expressed by providing statements that 
indicate the start state and a list of final states. 
+-----+-------+ 
I d I press I 
+-----+-------+ 
I ON OFF 
I I OFF ON 
+-----+-------+ 
Figure 3. A Transition Table 
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The machine is made deterministic by enforcing a single 
rule: each exiting transition from a given state must 
have a unique ·:'4 input symbol with respect to any other 
transition for that state. Thus, if a state has two 
exiting transitions that have the same input symbol, then 
a Nondeterministic Finite Automaton (NFA) exists 
[51,114]. Determinism is mandatory in order to enforce 
predictability. It is worth noting that any NFA function 
can be expressed 
complicated 
deterministic. 
I 1n 
as a DFA (51,124]. Though more 
expression, the results are 
There are three concepts that are crucial to using a 
DFA-type construct to define a protocol; all states must 
be reachable, all states must be useful, and the DFA must 
be complete. As discussed above, completeness implies 
that the transition table is full, I 1.e., each state has 
an exiting transition for each possible input symbol. A 
state is reachable if, from the start state, there exists 
a possible sequence of input symbols that will allow the 
machine to reach that given state. A state is useful if 
there exists a sequence of input symbols that will allow 
the machine to reach a final state. 
The implications for protocol specification of these 
three concepts, or constraints, are significant. A state 
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that is unreachable is of no value. AlT unreachable set 
of states does no harm to the specification, but usually 
indicates that there I 1S a missing transition, i.e., an 
omission. A set of states that is not useful indicates 
either a live-lock or dead-lock condition exists. An 
incomplete DFA will malfunction if an unexpected input 
symbol is encountered at a state that has no exiting 
transition with that particular input symbol label. 
Thus, there is a lack of robustness in its design. 
Having considered these constraints, a given function may 
be implemented using two different machines. There 
exists a system of rules for DFA simplification that 
state that if a language (protocol) can be recognized by 
two different machines, then the two machines are 
functionally equivalent and can be reduced to equivalent 
standard forms. 
[51,107]: 
This . lS mathematically stated as 
L(Ml)=L(M2) implies Ml=M2. 
Context Free Grammars are standard fare. Most 
programming languages are based on them. The formal 
definition of a CFG • a 4-tuple that includes a set of lS 
rules that define how a set of input symbols are used. 
Since this definition sounds similar to that of a DFA, it 
should be no • that the set of languages that surprise 
define DFA's • subset of all languages that are 1S a 
expressed by CFG's. Put another way, any DFA can be 
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expressed as a CFG. Thus, a CFG can be developed to 
provide a language for expressing the DFA's used in 
protocol specification. 
There are several standard ways of • expressing a CFG, 
including Backus-Naur Form (BNF), British standard 
syntactic language, tree diagrams, and syntax diagrams. 
The BNF methodology I 1S chosen for use throughout this 
thesis. As with CFG's, BNF definitions are not formally 
developed here, as these are used as tools. That is, the 
theoretical origins of these concepts lends no deeper 
understanding to the • main concepts of protocol 
development and are adequately handled by Wood [51]. It 
suffices to say, any DFA can be expressed by a CFG 
[51,229]. 
This section has developed the mathematics for DFA's; 
which lie at the foundation of a protocol development 
system. The use of CFG's as a DFA documentation tool was 
presented. Thus, a CFG (specified • in BNF format) can 
constitute a language for expressing a family of DFA's 
suitable for protocol machine specification. 
3.1.1.2 Extended Deterministic Finite Automata 
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An extended finite state machine (EFSM) is a finite state 
·machine (FSM) with extended capabilities. A FSM is a DFA 
with the ability to perform actions. Thus the extension 
of automata theory readily yields a variety of EFSM's. 
These EFSM's are always tailored to the user's needs 
[18;27;38;39], including the concept of time dependant 
systems [8]. Just as DFA's are strongly linked to 
language theory, EFSM's can be developed into a hybrid 
specification system that couples languages with state 
machines [6;10]. 
There are a variety of ways to fashion FSM's and EFSM's 
from DFA's, however, the focus here will be to develop a 
minimal structure that is capable of specifying 
Conversation Protocols. This is readily accomplished by 
allowing a DFA to produce outputs as well as consume 
inputs; thus a 6-tuple results: 
where: 
Q 
E 
d:QxExA 
s 
F 
A 
FSM=(Q,E,d,s,F,A) 
the set of states in the machine 
the set of possible inputs 
-> Q is a transition function 
is the unique start state, an element of Q 
is the set of final states, a subset of Q 
is a set of possible actions (outputs) 
The set of possible actions A is the source of elements 
that are now appended to the transition function d. 
These actions can occur on the transition, upon entering 
a state, upon leaving a state, or various combinations of 
the above. Until this matter is addressed later, the 
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assumption 
transition. 
is made that the action occurs on the 
Thus, a 3-tuple transition function can be written. In 
the following example a TV push button switch is 
modeled. The example is accompanied by general 
functional notation. 
The 
where: 
d(x,b,a)=y 
xis a particular state that is an element of Q 
bis an input symbol that is an element of E 
a is an action performed upon transition 
y is the resulting state that is an element of Q 
Note: y must not be undefined. 
d(OFF, press, APPLY POWER TO CIRCUITS) - ON 
d(ON, press, REMOVE POWER FROM CIRCUITS) - OFF 
actions, or outputs, are actually pointers to 
external functions which exist I 1n a linked library 
(static or dynamic). Or, the actions could be messages 
in an object-oriented system. To this end, the input 
symbols can also be messages. So it is reasonable to 
consider a FSM as a machine that exchanges symbols (or 
messages) with the external world. As the symbols are 
exchanged, the state machine makes transitions through 
various states. 
.. 
The first extension to this simple model is to connect 
two FSM's together so that the outputs of one machine 
become the inputs to the other, and vice versa. If the 
machines have complementary designs then the machines 
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' ... ·. will each make a series of tran$itions exchanging symbols 
and causing transitions in its mate. To this end, 
Okumura [38] has developed a set of extensive proofs. 
Along these same lines, any number of EFSM's can be tied 
together in a network. However, the SECS model only 
needs to deal with pairs of EFSM's. 
Even with the simplistic model of two EFSM's, the proof 
of correctness becomes quite challenging and is dealt 
with in more detail in the next section. But certainly 
each EFSM must be 'correct' in its own right before 
coupled correctness can be addressed. 
Another extension to the basic FSM is to allow state 
variables (e.g., timers) and to allow the input symbols 
to be compound objects (e.g., S1Fl AND TIMER(l)). The 
use of boolean operators makes for an interesting problem 
in that each input symbol to a transition must be unique 
for each state. There has to be a way of proving that 
each input is unique, and not a permutation of the logic 
of another transition. 
Still another of extending FSM I to allow the way a lS 
exchanges of between machines to I messages occur in 
complex message channels. The message channels can be 
Markov systems, FIFO systems, or other models. Bachmann 
[8] addresses the specifics of some of these concepts. 
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This is, in fact, an active area of current research in 
the area of protocol specification and verification. 
A previously applied constraint is now removed (actions 
take place· on transitions). It is usually considered 
that actions take place upon exiting a state. These 
definitions can be shown to be functionally equivalent. 
There is some basis for allowing actions to take place on 
both entry to and exit from states. When two or more 
transition enter a state and there is some action that is 
common to each of the transitions, then a supertype [45] 
of these action sets can be formed and placed at the 
entry point of that state. This has the effect of more 
clearly organizing the function of the EFSM and reducing 
the amount of specification. Figure 4 illustrates this 
reduction 
boxes). 
. ,! 
(note that the actions are 
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Figure 4. Supertyping Of Actions 
Petri Nets [41] are another form of state machine. There 
is active debate on the applicability of Petri Nets to 
protocol specification. Petri Net representation is 
usually foreign to anyone not actively involved with 
computer science, hence learning curves present a hurdle 
to anyone wishing to specify a protocol with this 
technique. However, Petri Nets are very robust 
(18;22;26;34], yielding a rich development methodology 
(especially for the more complicated protocols). The 
Conversation Protocols being discussed here are not very 
complicated, so that the advantages of Petri Nets are 
outweighed by their unfamiliarity. Further, EFSM's can 
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be mapped into Petri Nets. This leads to the ability to 
map protocols developed via EFMS's into Petri Nets, if 
needed. Some work tends to indicate that Petri Nets may 
be best suited for analysis while EFSM's may prove to be 
a better specification tool [18;34]. 
3.1.2 Protocol Systems 
In this section we introduce protocols and their 
architectures. Also, protocol specification and 
verification is investigated. 
3.1.2.1 Protocol definition and services 
Rigorous protocol specification and proof are an active 
topic [43]. Since the goal of this research is the 
practical application of a protocol, rather then the 
extension of the formalisms, we will investigate the 
subject without extensive rigor. 
"We define a protocol as a system with well-defined 
inputs and outputs, which obeys a set of well-defined 
rules." (47]. This system is usually structured as a 
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. ·i hierarchy, where each layer in the hierarchy provides a 
service [10]. Thus, a protocol is the complete 
specification of services shared among all entities in 
the protocol domain [10] (Services will be detailed 
later). 
Using this definition, we may focus on the attributes of 
protocols. 
protocols 
First, the 
must have to 
listed (10]: 
• primary 
fulfill 
attributes that all 
their definition are 
• A general description of the purpose for the layer, 
• 
• 
An exact specification of 
provides, 
the • service 
An exact specification of the layer below, 
the layer 
• A specification of the layers internal entities 
and their relationships, 
• A list of types and formats of messages to be 
exchanged. 
Second, the attributes of a protocol which characterize 
the morphology versus the functionality are listed (47]: 
• Orientation (state or sequence models), 
• Structure (monolithic or multi-component), 
• Component type (machine type, boundedness of 
queue, and time response factors), 
• Notation (graphical or character). 
Thus, a common set of all necessary attributes for 
protocols has been listed. There is another feature that 
is pertinent to some protocols, and not to others, i.e., 
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topology. Topology is the cha·racteristic which describes 
a set of user-pairs the protocol is designed to support 
[34]. This becomes a trivial specification in the 
SECS-II protocol as there are only two users with a 
single topology. 
significance • in 
This 
the 
concept has 
OSI network 
much 
protocols. 
greater 
This 
characteristic has its greatest impact on the OSI Network 
Layer [4,22). Since we are focusing on SECS and OSI 
(above the Session Layer) message exchanges, this 
characteristic will not be discussed further in this 
thesis, but should not be overlooked in future research. 
The protocol system lifecycle is similar to the software 
lifecycle: Specification, Implementation, and Conformance 
Testing [7]. Certainly, we can add Problem Analysis and 
Maintenance, but these are usually outside the range of 
most present-day formalisms. In any event, the focus 
here is on the complexity of Specification and 
Conformance Testing. 
Specification development • requires of a the creation 
specification. This may take the form of graphic, 
textual, or a hybrid representation [6;7;10;18;47]. Once 
represented, the specification must be validated against 
the world and against the system requirements [7]. This 
helps to insure a correct specification. The correct 
system specification must then be analyzed for 
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mathematical correctness [7]. After being implemented, 
the system must be thoroughly tested (Conformance 
Testing) to insure a functionally correct system [7]. 
As a complication of this process, message channels may 
be represented as FIFO, Queue, or Markovian Chains 
[4,113;27;38). In addition to modeling the sequential 
interactions in a protocol, stochastic processes need to 
be considered in the protocol design. The mathematics 
for handling these systems, and representations for 
specifying them, must have a solid base [4;27;38;43]. 
Haviny investigated the formal definition of protocols 
and previewed the problem space that is before us, we 
next turn to a brief discussion of "Services". As 
alluded to in the protocol definition, a Service 
specification is the set of Service Primitives provided 
by a lower layer (5;10;18]. These Service Primitives are 
abstract functions, usually described by type and effect 
of their related commands (e.g., Connect, Disconnect, 
Send, etc.) [ 5; 10; 18] . This "users view" of the Service 
specification illustrates the importance of layers, but a 
brief, yet more formal, discussion is needed. 
Figure 5 • a graphical representation of the Service 1S 
model. The "Most Primitive Layer" provides a physical 
link between users [ 18]. This base layer is equivalent 
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to the RS-232 link used in the SECS-I specification 
[57]. A layer is placed on top of the "Most Primitive 
Layer" to provide an "End-To-End Protocol". This 
protoc.ol provides services that accomplish networking 
facilities, and can be modeled as a DFA [18]. In SECS 
terminology, this is the upper SECS-I and SECS-II 
protocols, i.e., a messaging system (57]. In the OSI 
view, the "Most Primitive Layer" is the Physical Link, 
the "End-To-End Protocol" is all layers from Data Link 
through Presentation [4,18). 
USER-1 
HIGHEST LEUEL PROTOCOL 
"'4- - - - - - - - - - - - - - - - - - -~ 
USER-n 
~ 
SAP-n / 
---------------7-
(SERUICE PRIMITIUES) / 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - -'P9"- - - - -. 
END-TO-END PROTOCOL 
~ - - - - - - - - - - - - - - - - - - _,.... 
I 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - .fl - - -· 
MOST PRIMITIVE LAYER 
Figure 5. Model of Service Concept 
SERUI CE 
PROUIDER 
The two lowest layers of Figure 5 can be referred to as 
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a service Provider. The Service Provider is seen as "an 
abstract machine accessible from a number of Service 
Access Points (SAPs)" [49]. Here, "machine" is the 
mathematical definition of machine, with the functional 
characteristic that accessing any given SAP will generate 
a conjugate response in some arbitrary other SAP [49] on 
the same layer. Service Primitives are the listing and 
description of the request-response characteristics of 
the Service Provider [18). An alternate definition • 1S 
that a Service Primitive is an elementary interaction 
between a service User and the Service Provider [49). 
To provide more formalism to the Service concept we 
consider a method for labeling the layers, as presented 
• Figure 5. There entities (e.g.' User-1 and in are 
User-n) . Users • of lower layer • access services a via 
SAPs. Protocols ordering of • that are an services are 
accessed through SAPs. For example, we arbitrarily 
choose to label the End-To-End Protocol as the 
(N)-protocol (Note: (x)-function represents the "x" layer 
which provides "function") . The Users are 
(N+l)-entities, in that they are entities located in the 
layer above the one we are referencing. 
(N+l)-entities access (N)-services provided by 
The 
the 
(N)-protocol through the SAPs of the (N)-protocol. The 
(N)-protocol accesses (N-1)-services provided by the 
(N-1)-protocol. The (N-1)-protocol • 1S labeled "Most 
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,tiaitive·· Layer" in .this. example. 
summarizing the previous example, the (N-1)-layer 
provides (N-1)-services to the (N)-layer through the 
(N-1)-SAPs. The (N)-layer utilizes these services to 
achieve an (N)-protocol. The (N)-protocol provides 
services to the (N+l)-entities via the (N)-SAPs. The 
(N+l)-entities 
(N+l)-protocol. 
may use 
Thus, an 
the (N)-services to 
entity may access 
form an 
• services 
provided by a lower level protocol, which in turn, is a 
• function built on services from a still lower level 
protocol (49]. Here protocol may be interpreted to mean 
an abstract object comprised of encapsulated methods 
which access lower level protocols. Vissers and Logrippo 
highlight support languages, proof techniques, and 
layered testing techniques for this Service model [49]. 
Conversation Protocols can be modeled as an (N)-protocol 
directly supporting the user, (N+l)-entities, with 
Scenarios [55]. These Scenarios are equivalent to the 
(N)-services presented in this model. The (N-1)-services 
are provided by either the SECS or OSI protocols. Since 
the (N)-protocol provides a layer of abstraction between 
the (N+l)-entities and the (N-1)-protocols, it is obvious 
that the Conversation Protocol Layer is the functional 
bridge between OSI and SECS systems. It is to this end 
that the Service model has been introduced. 
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3,1.2.2 Protocol specification 
In this section we address the implementation specifics 
of the protocol specification process. In the first part 
I of the previous section, characteristics of protocols 
were presented. These characteristics are defined for 
each instance of a protocol by the specification 
process. "The protocol specification should define each 
entity to the degree necessary to ensure compatibility 
with the other entities of the layer, but no further." 
[10]. It is important that the protocol specification 
process focus on the service aspects (i.e., layering) of 
the protocol instance being developed [10]. 
Labeled transition models are the basis of much protocol 
specification 
models range 
research [6;10;12;17;18;38;39]. 
from DFA/FSM representations [17] 
These 
to 
Petri-Nets [6;10], with some discussion of direct CFG 
representation [12]. It is worth noting that these 
systems are essentially functionally equivalent 
[6;34;51]. With this in mind we will focus on the FSM 
representation. 
Danthine shows that a protocol can be modeled as two 
communicating state machines with the communication being 
in the form of messages [18]. Hansson shows that these 
communicating state machines can be modeled as 
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message-passing structures (23]. These message channels 
may exist as either FIFO queues, or non-FIFO queues 
(15;38]. Okumura has developed extensive mathematical 
formulations for FIFO queue systems only (38]. 
Nonetheless, the ESTELLE Development System can also 
support the non-FIFO queue data channels (15]. Though 
the mathematics may not be as thorough, the ability to 
handle a larger problem set is beneficial. 
So far we have addressed only the logical aspects of 
protocol specification. • l.S important to consider the It 
performance aspects of a protocol [8]. These aspects 
include (but are not limited to) link capacity, 
transmission delay, ~and error rates. 
Certainly FSM diagrams can handle the logical and 
topological aspects of a protocol specification [34]. A 
language 
performance 
is the preferred means 
aspects and stochastic 
to represent 
processes of 
the 
a 
protocol. It is true that a FSM can be represented by a 
language (as presented in a 
example of some 
SDL, ESTELLE, 
languages often 
languages for 
and others 
previous section). An 
this purpose are SEDOS, 
obscure the 
[15;17;39;43]. 
process of 
However, 
function 
abstraction by allowing the user to focus on the details 
too early [10]. It is therefore reasonable to consider a 
"hybrid" environment (6;10;18;47]. A hybrid protocol 
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specification system would allow the specification of the 
logical components of the protocol via a graphical 
editor, while the performance variables would be entered 
via a text window that could be opened on any state 
displayed in the graph (this interface will be detailed 
later). 
3.1.2.3 Protocol verification & validation 
Protocol verification and validation have different 
meanings for different researchers [43]. Both functions 
may be placed under the single title of verification 
[10]. For this research, we use these definitions: 
Verification - the process of proving 
entities are correct, and that 
according to predefined rules. 
that 
they 
Validation - the process of assuring that the protocol has no errors according to 
analysis/specification. 
protocol 
function 
overall 
system 
If a protocol can be verified, it is then validated. 
Validation is a functional proof, rather then a 
mathematical proof, therefore, more ambiguous. 
There are several levels of verification that must take 
place to ensure overall verification. Since protocols 
are modeled as communicating FSMs, there must first be a 
proof of each FSM. This is addressed in the EFSM section 
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of this thesis. Each state machine must exhibit 
usefulness, reachability, and completeness. 
At the next level of verification, we must prove that the 
communicating state machines exhibit partial correctness 
and effective progress. Partial correctness shows that 
every execution sequence 
the constraints imposed 
[6]. Stated more clearly, 
of service primitives satisfies 
' service by the specification 
the system will allow the use 
of any function at any time without an unrecoverable 
error. 
Effective progress shows that no allowed execution 
sequence will cause the system to lock-up [6]. This 
includes the concepts of deadlock and livelock. Deadlock 
is where the system enters a state from which no exit is 
possible. Livelock is the situation where a system gets 
into a group of states such that repeated message 
sequences are exchanged, ad infinitum, with no exit 
possible. 
Partial correctness and effective progress are 
mathematical in origin, in the realm of verification 
[6;10;15;35;38]. Within this scope, these properties 
formalize the relationship of the protocol specification 
to the mathematical correctness of FSMs. 
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on the other hand, validation criteria are not as well 
in the mathematical sense. Nonetheless, defined 
validation is important [7;43]. The types of 
characteristics validated include deadlock freeness, 
liveness, tempo-blocking freeness, starvation freeness, 
self synchronization, and correct execution of the 
purpose of the protocol, as defined [34]: 
deadlock - "No unplanned terminal state". 
lack of liveness - "For each reachable state and event there exists a reachable state from which this 
event can occur". 
tempo-blocking - "There is no non-productive infinite loops". 
starvation - If several processes contend for resources 
which become available infinitely many times, 
no process will be prevented forever from 
acquiring the resources that it needs". 
self synchronization - From any abnormal state, the protocol will return to a normal state within a finite number of steps". 
correct execution - "correct data delivery". 
Validation 
protocol 
. 
lS 
• in 
based upon execution of 
a simulation-like 
the specified 
environment 
[7;12;25;40;43]. It is this technique which allows for 
investigating stochastic processes. Holzrnann points out 
that validation can be very costly for substantial state 
space protocols [ 2 5] . Conversation protocols are 
expected to be simpler than OSI layer protocols (i.e., 
have smaller state space). Research is being conducted 
on techniques for simplifying the validation effort so 
that optimal test procedures 
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[5;7;12;17;25;35;40;43]. Reachability analysis (35], 
guided simulation (40], and the Holzmann partial state 
space algorithm [25] are examples of this research. We 
will not pursue this topic further in this thesis, as it 
is beyond the scope of this research. 
Verification (i.e., mathematical correctness) of a 
protocol is readily attainable for a FSM representation. 
Validation (functional correctness) of a protocol ' 1S 
often accomplished via a form of guided simulation, and 
' 1S computationally-intense activity. Research is a 
ongoing in both of these areas [43]. As we finish this 
section, it is important to remember that verification 
and validation can only be applied to the specification, 
and can not be the final test of the physical realization 
of a system as a formalism [12]. That is to say, if the 
specification is in error, then the realization will also 
be in error. 
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In this section we develop a methodology for implementing I 
a Conversation Protocol development system for SECS • 
This work • 1S then expanded to include the OSI 
architecture using ESTELLE as a super set of the minimal 
solution. 
But first, we need to establish a global methodology. 
Rudin has developed such a schema, presented in Figure 6 
[43]. Here we see that a formal specification is written 
in machine readable format. This specification file is 
then processed for error detection and performance 
analysis. Upon successful completion of these 
activities, the specification is processed to yield 
executable code (compilation is specifically referenced 
here). The compiled code is executed and tested against 
the original specification. 
have specification will 
development cycle repeated. 
If any errors are found, the 
to be modified and the 
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FORMAL 
SPEC I Fl CAT I ON 
COMP I LAT I ON 
IMPLEMENTATION 
ERROR DETECTION 
- UALIDATION 
- UERlrlCATION 
ANALYSIS 
- PERFORMANCE 
TEc;TING 
Figure 6. Protocol Engineering System 
Figure 6 is an effective representation at the global 
level, however, a functional level is required before a 
system can be built. That is to say, a more detailed 
functional schematic needs to be developed, and this is 
accomplished next. 
4.1 A minimal methodology 
An effective system specification should have two primary 
components: first, a complete description of how the 
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~ystems appears to the outside world (environment), 
second, a complete description of what the system does 
internally (constraints). We apply these techniques here 
to specify a system that will act as a protocol 
development mechanism for the SECS protocol. 
In this section we use this 
"minimal" methodology. Since, 
mentioned, has a less complex 
approach 
the SECS 
set of 
to develop a 
protocol, as 
I to services 
support. And, since certain constraints will be placed 
to further reduce the problem, we have a "minimal" 
solution. Though this solution set • reduced, it • 1S 1S 
nonetheless a proper subset of the larger protocol 
development systems problem. 
4.1.1 External design (environment) 
The way in which a system interacts with the "world" • 1S 
referred to as its external specification. The most 
important of these factors are: 
• Concept of how the mechanism works, 
• Input transaction mechanism, 
• 
Figure 
output transaction mechanism . 
a schematic diagram I 1S 7 of this method's 
function. Human input is required to specify the EFSM 
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I. 
' 
target 
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protocol. The root level 
representation is in a text format as a CFG. A graphics 
front end allows for a higher degree of abstraction, but 
is not required to operate the system. All services 
provided by the lower levels are represented as coded 
modules in a link library. The system operator is 
expected to reference only those functions that exist in 
the library. 
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EXECUTABLE 
CODE 
Figure 7. Application Model 
As the Application Model shows, a completed specification 
in text format can then be verified. This checking 
process will isolate errors where library functions were 
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incorrectly specified or where the syntax of the 
specification grammar was violated. Errors found by the 
verification 
correction. A 
process 
verified 
are reported for subsequent 
specification, along with a 
library routines are then processed, yielding code that 
then may be executed in the target computer. This 
process can produce code either for the end user, or for 
an emulator. This emulator is the primary vehicle for 
testing, as shown in Figure 6. 
Figure 8 delineates the role of the Library. The 
functions contained within the Library act as the 
Service-Access-Points to both the protocol and to the 
host functions. Here the term "host" implies the 
hardware where the Library, and other protocol 
specification tools, reside. As will be illustrated by 
example later, a uniform interface is established . 
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FUNCTIONS 
LIBRARY OF FUNCTIONS 
Figure 8. Role of the Library 
We now turn our attention to a more subtle aspect of 
external specification, the allowed characteristics 
the EFSM. This EFSM representation • flat in the 1S 
domain. A hierarchical graph can be drawn on 
graphics screen, however, it will have to be expanded 
a flat graph upon processing to text format. 
the 
of 
text 
the 
to 
All EFSM's will have a single start state and a single 
stop state. This facilitates the use of hierarchical 
graphs and simplify the verification process. The single 
start and stop states can be difficult to achieve, so to 
simplify this process and provide other flexibilities, 
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lambda-transitions are allowed. A lambda-transition is a 
transition that happens spontaneously, not requiring any 
' 
input (51,135]. Consider a EFSM where there are several 
distinct terminating states, yet it was earlier specified 
that • 1S assert allowed. only We can then one 
lambda-transitions from all the functional terminating 
states to a single terminating (or stop) state. 
We will allow inputs to the EFSM to have multiple 
messages. For example, consider the case where a state 
is reached in which a message is received from the SAP 
and a timer must be checked. This would yield a 
construct similar to, "S1Fl AND TIMER<30". 
The grammar that defines this level of functionality is 
specified in Backus-Naur form in Appendix A, however, the 
structure needs to be highlighted here. This grammar was 
chosen to conform to an LL(n) form as this results in a 
simple and fast parser [19,109]. Each state is defined 
as an entity. This entity begins with a label, followed 
by a list of actions (library references) that it must 
perform. This section is followed by a list of clauses 
that allow for conditional exits (transitions). Each 
transition can have associated with it a list of actions 
to be taken. So we have the following form: 
state label: 
input action list 
list of conditional transactions 
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each with its own action list 
It • 1S important a to note that any state with 
lambda-transition cannot have any conditional transition 
exiting it. The lambda-transition must unconditionally 
be taken, as implied above. 
In this methodology we only verify that each EFSM I lS 
correct by itself. We do not verify that any other User 
forms a correct pair with the User under test. Thus, no 
validation is achieved. This higher level of testing • lS 
not within the scope of this research. Further, details 
revealed in the section on Internal Design will relieve 
some of the constraints that validation must test 
against. The actual tests that verification achieves 
are: 
• All states are reachable, 
• All states can reach the terminal state, 
• All inputs and actions are defined in the Library, 
• No transitions are redundant. 
The characteristic of completeness is not tested. One of 
the functions of the Library is to provide a rules-based 
function for handling all unspecified inputs and error 
conditions. The rules-based system can be overridden by 
simply designing a complete EFSM. However, 
complicates the specification greatly, masking 
this 
the 
intended purpose of the system (specification of a 
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WORKING protocol). 
4.1.2 Internal design (constraints) 
Here we investigate the design factors that are specific 
to the internals of the systems. These can also be 
considered as constraints to the application of the 
system. These factors 
functionality, but are 
interface. 
not 
influence 
factors 
the 
in the 
system 
human 
At the heart of this system is the Library-Of-Functions 
as shown in Figure 7. This library is developed to match 
the needs of the host environment. In some applications 
this will be a static link library. In other systems 
(e.g., OS2 or UNIX), this could be a dynamic link 
library. In an object-oriented system, this library 
could be a super class. Hence, executable code could 
readily be generated for any user in the protocol, or for 
an emulator to be used to test the system. 
The system supports the concepts of building protocols on 
layers ' using Service the In addition, Model. the 
development system itself is based on the Service Model. 
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This minimal implementation does not support the complete 
SECS-II services. The use of multiple open messages is 
not supported in this methodology, largely because few, 
if any, semiconductor 
feature. 
tools presently support this 
This method does support the use of timers and access to 
variables by treating them as messages, in the internal 
sense. Some of these internal messages are actually 
external messages in the SECS-II protocol (55;57]. 
4.2 A standard methodology (ESTELLE) 
In this section we investigate standard methodologies for 
protocol specification, from which ESTELLE is chosen. 
The relationship of ESTELLE to the minimal methodology is 
addressed. 
4.2.1 Why ESTELLE? 
First, we surveyed the topic of protocol specification 
systems to find candidates. This survey isolated three 
• prime contenders ESTELLE, and LOTOS, SDL 
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[7;8;27;32;39]. The two organizations that have been 
driving most of the research has been ISO and CCITT 
[7;8;27;32;39]. ESTELLE and LOTOS have been fostered by 
ISO [27], while SOL is support by the CCITT [39]. Due to 
the collaboration between ISO and CCITT, there is a 
strong correlation between ESTELLE and SDL [32]. 
Next we narrowed the survey to a specific selection. As 
mentioned, ESTELLE and SOL are strongly correlated, with 
ESTELLE being originated by ISO. Since we have already 
indicated a preference for ISO based systems, we ruled 
out the SDL specification system. LOTOS has a strong 
theoretical foundation, while ESTELLE favors ease of 
specification formulation (27). Venkatraman and 
Piatkowski performed a formal survey of protocol 
specification techniques in which they determined that 
State Architecture Notation (SAN) was their first choice 
in terms of completeness, with ESTELLE as a "close 
second" (47). SAN, due to its lack of ISO support, is 
not in the running. Therefore, ESTELLE was chosen as the 
protocol specification technique for further discussion. 
We investigated other information to provide further 
support for the above decision, as follows: 
• 
• 
ESTELLE has been chosen by the National Bureau of Standards to support its work (15;43;32], 
Pheonix Technologies Ltd. Massachusetts has developed a 
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Development System) [15], 
• There is a syntax-directed editor called ESTELLE-SEDOS [7], 
• Simulation systems for ESTELLE are being developed; ESTELLE-VEDA and ESTELLE-UdeM [7], 
• ESTELLE supports parallelism and abstraction model [32). 
Having justified this 
functional features 
acronym that stands 
choice 
of the 
for 
we now 
language. 
Extended 
on an 
I 
1S based 
investigate the 
ESTELLE I is an 
State Transition 
Language [17). As implied, ESTELLE is a specification 
language that supports the Services model [7]. • 1S This 
accomplished by providing a representation for FSMs, plus 
support for ASN.l notation; which defines parameter data 
structures [7]. ESTELLE supports message channels as 
FIFO-queues [15;27]. Transitions are triggered by inputs 
(e.g., incoming messages) [27). 
In and of itself, ESTELLE is only a language, requiring 
support of a test editor [7]. However, rather complete 
development systems have been built on this language, 
which are comprised of editors, document generators, 
verifiers, test drivers, C-code generators, and 
Pascal-code generators [7;15;27;17]. It is recognized 
that ESTELLE would benefit from a graphical front-end 
[47]. Also, it is recommended that ESTELLE be expanded 
to include features like delays, derivatives, and static 
inputs [47]. 
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The one area of greatest activity in ESTELLE research is 
conformance testing and verification [7;15;17;40;43]. 
Full state space exploration • 1S resource intensive, 
random analysis is not always effective, so guided 
simulation is being applied to fill the gap in 
ESTELLE-VEDA (40). In general, simulation environments 
are popular [7;8;17;43]. One recommendation is to apply 
GPSS or SIMULA-like features to ESTELLE [8]. It is worth 
noting that SIMULA is the antecedent to object-oriented 
languages like SMALLTALK [42]. 
The minimal methodology modeled states and transitions in 
a queue-less environment with no internal variables. As 
can be seen from a detailed investigation of ESTELLE, 
these attributes of the minimal method are a subset. In 
the next section, ESTELLE details will be presented with 
the intent to support this premise. 
4.2.2 ESTELLE details 
In this section the major characteristics of ESTELLE will 
be highlighted. It will be immediately obvious that 
ESTELLE models the transitions of finite state machines. 
The minimal methodology, as stated above, models the 
states. These methodologies are functionally equivalent 
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with a direct mapping of one system to another. Duality 
is a fundamental characteristic of digraphs (51,14]. The 
remaining contents of this section is derived from (32]. 
The fundamental construct that is used to model a FSM in 
ESTELLE is the transition {trans}. When an ESTELLE 
keyword is used in this commentary it will be enclosed in 
braces, as previous illustrated 
organization of the {trans} construct 
trans 
priority 
from 
to 
provided 
when 
expression 
state a 
state-b 
.-predicate 
ip.event 
begin 
transition-block 
end 
with {trans}. The 
• 1s: 
The {priority} clause, when it is required, provides a 
facility to specify that actions of one or more 
other transitions ' given preference over are to be 
transitions (e.g., error handling of concurrent inputs 
from different sources). The {from} clause introduces 
the name of the state (or set of states) to which this 
transition applies. The {to} clause specifies the state 
that is selected after execution of the transition. The 
{provided} clause introduces a predicate which must 
evaluate {true} in order for the transition to be 
selected. 
transaction 
interfaces) . 
The {when} clause 
(e.g., an input 
Lambda-transitions 
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spontaneous transitions, which have no input associated 
with them. 
Among related salient features are delay and nested 
clauses. Nested clauses provide a mechanism whereby 
clauses which were previously specified, and 
from 
not 
replicated, are "inherited" • prior explicitly 
transitions. 
which may be 
{Delay} introduces an additional clause 
used in spontaneous transitions. {Const} is 
a construct that allows for the specification of various 
internal constants. 
There are many other constructs that are required to 
implement a full blown specification, but they support 
the fundamental constructs illustrated above. Among 
these "other" constructs is the "specification" construct 
which provides the top node in a hierarchy of modules. 
Appropriate control 
execution 
of 
of 
the 
I 
various 
hierarchy 
modules. 
allows for 
The keyword concurrent 
{channel} introduces a channel-type-definition, which 
provides a FIFO-queue for message exchanges. 
It is beyond the scope of this thesis to be a complete 
tutorial on ESTELLE, however, we have explored the most 
fundamental constructs. While ESTELLE I 1S considered an 
"easy implementation" system (27], it is now obvious that 
it is more complicated than the minimal method. The use 
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of a graphical front end would significantly reduce the 
difficulty of using 
• 1S 
ESTELLE [47]. The concept of a layer 
well matched to structured graphs in ESTELLE [32] 
[2]. Further, the phenomena of "inheritance" [32] is 
well matched to inheritance in SMALLTALK [42,6], or other 
object-oriented languages. 
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5.0 APPLICATIONS 
The minimal solution that was defined above is developed 
into a functional prototype. This prototype code is on 
reserve at the Industrial Engineering Department at 
Lehigh University in Bethlehem, PA. The target grammar, 
Structure Diagram (SDDL), ' lS Definition Language 
specified in Appendix A. 
Work by King and Kratz has led to use of Excelerator as a 
specification tool for SDDL [28;29]. graphical 
Excel era tor . J.S a graphical software specification and 
documentation system supporting the Jackson System, and 
is marketed by Index Technology. Excelerator can be 
modified, for example by Kratz, to act as a FSM 
specification tool [29]. Here the graphical mechanism 
allows for the development of a directed graph. Each 
state definition results in a text window, allowing for 
transition specification. Kratz has developed a program 
to translate Excelerator files to SDDL format [29]. SDDL 
format files can also be 
editor. 
created 
A ' unique attribute of the SDDL grammar 
• using any ASCII 
the ' naming • lS 
convention. Names can 
starting with an alpha 
be any 
character. 
alpha-numeric string, 
The string • 1S not 
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length· limited and may· include· embedded. periods (.), as a 
separator (e.g., the start state for an ion implanter 
could labeled - II.START). 
We now focus on the opposite end of the system, the 
emulator. Kratz has written an emulator that will run 
the SDDL specification by filtering it through a SECS-II 
specification file [29]. This can also be considered as 
a prototype of a builder. 
We now have a grammar, a graphical editor, a text entry 
mechanism through the grammar, and an emulator (acting as 
a prototype 
verification 
of a builder) . The 
tool. The remainder 
• • missing 
of 
item 
this 
the • 1S 
section 
documents the design considerations of the verification 
tool. 
The language of choice for the verification tool is Turbo 
Prolog [56]. Prolog has been used as a protocol 
specification and verification tool; including a 
translator from ESTELLE to Prolog [9]. Further, Prolog 
execution modules are being developed to run under 
Smalltalk/V [30]. Prolog is a declarative language and 
can provide very dense code (up to a factor of 10 fewer 
lines for the same function in Pascal) [56]. 
In order to perform the verification function, the input 
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text stream must be scanned to form tokens. These tokens 
must be parsed to form a FSM transition table. This 
table can then be verified. 
The scanner reads the input text file character by 
character. Following a set of rules these characters are 
group into legal tokens. The scanner itself is a FSM. 
The scanner rules are elements in a state transition 
table. This architecture required about 20 lines of code 
'> to formulate the basic FSM driver. To modify the scanner 
simply requires the modification of a database. Thus, 
adaptation is readily achieved. 
The parser is formulated on a recursive descent algorithm 
[19,34]. The grammar defined in Appendix-A is mapped 
directly into the parser. This tends to make the parser 
more rigid than the scanner. The parser validates the 
organization of the input tokens against the grammar. At 
this point, the semantics that are built into the grammar 
allow the formulation of a FSM transition table for later 
verification. 
The allows grammar for compound logic . in the 
specification of the transition inputs. Since equivalent 
logic can be specified in different forms, it is 
important to verify that all inputs to each state's 
transitions • unique. are This • requires symbolic 
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1·.··'•. manipulations. This function has not been included in 
this version of the prototype, but this is not difficult 
in Prolog. The approach is to provide symbolic 
manipulation of each input with a goal to reduce to a 
canonical form for comparison. 
The simplest form of verification provides only a 
mathematical correctness test of each independent FSM, 
but does not test any coupling between FSM's. 
Nonetheless, this level of verification is a significant 
portion of possible verification function and • 1S 
achieved in the prototype. Validation was not part of 
the prototype effort. The availability of the emulator 
reduces the need for a validator, per se. 
Mathematical completeness is not checked due the 
existence of the rules based error handling system. The 
ability of any state to reach a final state is tested. 
Also, the reachability of every state is tested. And 
these are 
(51,121;51,214]. 
referenced 
existence . 
in 
achieved 
Further, 
• via 
the 
standard 
library 
the specification are 
algorithms 
routines 
tested for 
The scanner and parser are integrated into one functional 
unit. The output of the • 1S a scanner/parser file 
containing a FSM transition table. This file is then run 
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on the verifier. 
As an illustration of some of the proposed concepts of 
this research, two programs (scanner/parser and verifier) 
were used in conjunction with a graphical editor and 
emulator. A prototype system was developed and applied 
to a simple protocol specification (see Appendix B). 
This prototype has proven the ability of the minimal 
grammar to achieve Conversation Protocol specification 
for SECS. 
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6,0 FUTURE RESEARCH 
There are several future research topics that are 
suggested by this thesis. The suggested research topics 
range from rather simple activities to long-term, 
highly-involved activities. 
6.1 ESTELLE extensions 
It has illustrated that ESTELLE • lS been 
specification language for Conversation 
a viable 
Protocols. 
Further, ESTELLE allows for bridging ISO and SECS systems 
at the Conversation There a • lS Protocol layer. 
significant base of • experience and research behind 
ESTELLE oriented systems. 
To allow an ESTELLE based system to be highly productive, 
the protocol development system's functions need to be 
integrated. This can be achieved by using an 
object-oriented environment. Certainly, Smalltalk . lS 
appropriate. To construct an entire protocol development 
system, in say Smalltalk, is a large task that may be 
best treated as a group of smaller research tasks. Of 
course, the first task would by the system overview and 
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specification. Without this step the other activities 
would be quite non-integrated. 
The first object to be constructed would be a graphical 
frontend. This function would support the ability to 
build structured, directed graphs. Each state or 
transition of the modeled system would have a "pop-up" 
window to be used for the specification of variables, 
constants, and logical relationships. Upon completion of 
this formulation a translation to strict ESTELLE could 
then take place. In a fully integrated environment this 
would not be required, but this type of interface allows 
for flexibility. 
Next a verifier and validator would need to be written. 
Verification is best handled as a mathematical proof 
mechanism and has largely been addressed by the prototype 
code included as part of this research, though 
translation to Smalltalk from Prolog would be required. 
Lazarev [30] presents a version of Prolog that runs in 
the Smalltalk/V environment, and is an alternative to 
translation. The extension of Verification to testing of 
the mathematical correctness of coupled FSMs is most 
likely to provide 
Validation would be 
a significant research challenge. 
best handled by a directed 
execution. This would best be handled as an application 
of the simulator. 
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Simulated execution of the specified protocol is of great 
value in determining the validity of the specification. 
An option to provide a graphical presentation of the 
digraph could be a valuable diagnostic tool. Further, 
the ability to specify directed executions would allow 
for the formulation of test sequences which could be 
queued for long runs (e.g., over a weekend). The ability 
to control the simulation of the message channel 
characteristics is of value. 
Once a simulated Conversation Protocol is available, then 
"real world" testing may begin -- • l.. e. ' emulation. Here 
an emulator would take an input specification and execute 
it as one of the Users. The channel and the "other" User 
would be real world devices. For example, this would 
allow the testing of a Conversation Protocol between a 
host and an emulated piece of process equipment. Thus, a 
host link could be debugged before the equipment arrives 
on the factory floor. Another variation would allow the 
emulator to sit between the equipment and the host and 
monitor the progress of the Conversation Protocol. 
Once a Conversation Protocol has been fully verified, 
validated and emulated it would need to be compiled into 
a block of executable code suitable for a target system. 
This target system could be a factory floor control 
system, the communication portion of a piece of process 
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equipment, or a terminal. Thus, a means of specifying 
the characteristics of the target system would be 
required. Most importantly, the environment that this 
builder is being programmed in would have to have a high 
degree of encapsulation, inheritance, and be highly 
productive for a programmer. This because updates and 
changes would be rapid during the initial adaptation of 
this system by a large base of corporations. Hence, the 
builder development environment would have to be 
object-oriented. 
As mentioned, a mathematically complete digraph is not 
required for the Conversation Protocol specification. 
The exception handling would be by a rules-based system. 
An inference engine would have to be built into the 
executing environment. 
We have just described an integrated Conversation 
Protocol development system based in the object-oriented 
paradigm. This research provides a bridge into some of 
the work being done by Saraswat [53]. Though this work 
involves the object-oriented paradigm, it is also based 
in the mathematics of protocol specification. 
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6.2 SECS 
With respect to SECS there are four future research 
topics. First, SECS-I should be modeled in an ESTELLE 
based system. This provides experience in ESTELLE with 
respect to these modeling systems. Also, it would 
provide a new degree of verification and validation to 
the SECS-I protocol. Second, apply the same methodology 
to the SECS-II protocol. 
Upon building the ESTELLE-oriented Conversation Protocol 
development system, a Conversation Protocol should be 
constructed. Initial contact with several tool vendors 
has indicated that there is a good deal of interest. 
Cooperative work with the SEMI SITF personnel should be 
expanded. With the GEM in an early development phase, a 
good working relationship would be useful in mutually 
molding the GEM and the Conversation Protocol development 
systems into a truly unified whole. 
6.3 Object-oriented systems 
We now address two research topics that focus on the 
object-oriented paradigm itself. To optimally implement 
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the above system, we need an environment that allows for 
rapid code development, best achieved with an 
interpreter. On the other hand, we need a system that 
can exhibit fast operational response, best achieved with 
a compiler. Research into these conflicting antipodal 
characteristics is required. The result of this work may 
follow the lines that has lead to the Eiffel Environment 
[33]. Eiffel is an object-oriented development system 
that promises the best of both worlds. 
A final research topic is distributed object-oriented 
systems. Certainly at the factory floor control level a 
distributed . lS A distributed required . system 
environment is also useful during the development phase 
where a team effort may be required. On an intuitive 
level, independently-executing objects that communicate 
by message exchange (the object-oriented paradigm) 
appears to be consistent with distributed computing. 
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7.0 CONCLU§IONS 
We have investigated the mathematics of protocol 
specification and verification, in detail. This led to a 
more general discussion of validation and simulation 
techniques for protocols. 
A Conversation Protocol methodology was investigated for 
application to the SITF GEM. This was shown to provide a 
bridge between SECS and ISO systems via the ESTELLE 
specification system. 
An existence proof was made on these hypothesis by 
implementing a minimal protocol specification, 
verification, and emulation system with a grammar that 
has been shown to be a functional subset of ESTELLE. 
Future research topics have been suggested. These topics 
have as a focal point the implementation of an integrated 
protocol development environment the • using 
object-oriented paradigm. 
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9.0 APPENDIX A: MINIMAL GRAMMAR 
The following is the Backus-Naur form representation 
a minimal method grammar. 
functional form. 
Note that this is 
for 
the 
<system-goal>--> <state-diagram> EOF 
<state-diagram>--> <start-state> <state-list> <final-state> 
<start-state>--> START: GOTO <state-label> 
<state-list>--> <state> {<state>} 
<final-state>--> <state-label>: EXIT 
<state>--> <state-label>: {<action>} <transition-list> 
<action>--> <external-func> (<external-var>) 
<action>--> <external-func> (<constant>) 
<action> --> <external-func> (<external-var> 
<external-var>) 
<action> --> <external-func> (<constant> 
<external-var>) 
<action> --> <external-func> (<external-var> 
<constant>) 
<action> --> <external-func> (<constant> I <constant>) 
<transition-list>--> <transition> {<transition>} 
<transition>--> ON <condition> {<action>} <direction> 
<transition>--> <direction> 
<direction> --> GOTO <state-label> 
I 
I 
I 
<condition>--> (<external-var> 
<tail> 
<rel-op> <constant>) 
<condition>--> (<external-var> <rel-op> <external-var>) <tail> 
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<condition>--> (<external-func> (<external-var>)) 
, <tail> 
\ 
\ 
<tail>--> null 
<tail>--> AND <condition> 
<tail>--> OR <condition> 
<rel-op> --> -
<rel-op> --> < 
<rel-op> --> > 
<rel-op> --> <= 
<rel-op> --> >= 
<rel-op> --> <> 
---------------( Terminal Categories)---------------
<state-label> 
<external-func> 
<external-var> 
<constant> 
LL(l) grammars are well suited for recursive descent 
parsing [19,38]. LL(n) parsers may be reduced to simpler 
LL forms [19,121]. In the above CFG, <external var>, 
<external 
elements 
func>, and <constant> are 
in the Library-Of-Functions. 
references to 
Hence there I l.S 
really now a way of determining the uniqueness of these 
elements. For this reason we have chosen not to reduce 
the above CFG beyond LL(2). Nonetheless, this is still a 
fairly easy system to implement using a recursive descent 
parser. The following is a version of the above CFG 
reduce to LL(2) form, and details added for completeness 
(an aid to implementation): 
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<system-goal> 
--> <state-diagram> EOF 
<state-diagram>--> <start-state> 
<state-list> 
<state-label> 
<start-state> 
--> START: GOTO <state-label> 
<state-list>--> EXIT 
<state-list>--> { <state> <state-label>: } 
<state> 
--> <action-list> <transition-list> 
<action-list>--> {<action>} 
,:'',: 
• 
• 
<action> --> <external-func> 
<action-tail> 
(<external-parm> 
<action-tail>--> ) 
<action-tail>--> , <external-parm>) 
<transition-list>--> <transition> {<transition>} 
<transition> --> ON <condition> 
<state-label> 
{<action>} GOTO 
<transition> 
<condition> 
--> GOTO <state-label> 
--> (<expression>) 
<expression> --> <external-var> 
<external-parm> <expression-tail> 
<rel-op> 
<expression> --> <external-func> 
<expression-tail> 
<expression-tail>--> null 
<expression-tail>--> <boolean> <tail> 
<tail> 
<tail> 
<boolean>--> AND 
<boolean>--> OR 
--> <condition> 
' 
--> <expression> 
<external-parm> --> <external-var> 
<external-parm> --> <constant> 
<rel-op>--> -
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<rel-op>--> < 
<rel-op>--> > 
<rel-op>--> <= 
<rel-op>--> >= 
<rel-op>--> <> 
<state-label> --> string of type ID 
<constant> --> string of type 
INTEGER, REAL, FLOAT, ID 
CHAR, STRING, 
<external-func> --> string of type ID existing external 
<external-var> --> string of type ID existing external 
---------------------
<RESERVED TOKENS>--> AND of type ID 
<RESERVED TOKENS>--> EOF of type ID 
<RESERVED TOKENS>--> EXIT of type ID 
<RESERVED TOKENS>--> GOTO of type ID 
<RESERVED TOKENS>--> ON of type ID 
<RESERVED TOKENS>--> OR of type ID 
<RESERVED TOKENS>--> START of type ID 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
• 
• 
( 
) 
' 
II 
<RESERVED TOKENS>--> < 
<RESERVED TOKENS>--> > 
<RESERVED TOKENS>--> <= 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
of type SPECIAL 
- 82 -
' .. 
,; 
'1 
l 
I 
I 
.. 
, 
' I
: 
,:·: 
<RESERVED TOl<ENS> --> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
<RESERVED TOKENS>--> 
>= of type SPECIAL 
<> of type SPECIAL 
any existing <external-func> 
any existing <external-parm> 
, ' 
.,, 
'\ 
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10.0 APPENDIX B: SAMPLE TOOL 
. _ 1,; . 
....... '·,. 
This is a sample Conversation Protocol using an Ion Implanter sequence. 
******************************************************* * comments can be placed anywhere. 
* The only requirements are: 
* 1) the comment starts with any asterisk 
* 2) the comment continues to the end of the line 
******************************************************* 
START: GOTO START.HERE*rnore comments 
START.HERE: 
SEND(S1Fl) 
GOTO II.SlF2.WT 
II.S1F2.WT: ON (RECV(SlF2)) SEND(S2Fl5) GOTO II.S2Fl6.WT 
II.CMPLT.WT: ON (RECV(IMPCMPLT)) GOTO II.PROCDATA 
II.DLOAD: 
GET VIEW(RECIPE) 
LET(S7Fl_NAME,RECIPE_NAME) 
LET(S7Fl_LENGTH,RECIPE_LENGTH) 
SEND(S7Fl) 
GOTO DLOAD.S7F2.WT 
DLOAD.S7F2.WT: 
ON (RECV(S7F2)) SEND(S7F3) GOTO DLOAD.S7F4.WT 
DLOAD.S7F4.WT: ON (RECV(S7F4)) GOTO DLOAD.RETURN 
DLOAD.RETURN: GOTO II.START.WT 
II.IDLE: ON (NETRCV(CLIP)) 
LET(RECIPE,CLIP RECIPE) 
LET(NO_RUNS,CLIP.NO.WAF) 
GOTO II.DLOAD 
II.PROCDATA: 
ON (RECV(S6F5)) SEND(S6F6) GOTO PROCDATA.S6F9.WT 
PROCDATA.S6F9.WT: ON (RECV(S6F9)) SEND(S6Fl0) 
IIFORMAT(S6F9) 
NETSEND(II_RAW) 
GOTO PROCDATA.RETURN 
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PROCDATA.RETURN: 
ON (NO_RONS•O) NETSEND(II_PROC_END) GOTO II.IDLE 
ON (NO_RUNS>O) GOTO II.START.WT 
ON (NO RUNS<O) GOTO FINISH 
- *dummy to provide reachability 
II.S2Fl6.WT: ON {RECV(S2Fl6)) GOTO II.IDLE 
II.START.WT: ON (RECV(IMPSTART)) GOTO II.CMPLT.WT 
FINISH: EXIT 
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11.0 APPENDIX C:ABBREVIATIQNS 
,. 
•\. 
This is a list of common abbrviations that occur in this 
thesis. 
BNF 
CASE 
CFG 
CIM 
DFA 
EFSM 
- Backus-Naur Form 
Computer Aided Software Engineering 
Context Free Grammar 
Computer Integrated Manufacturing 
Deterministic Finite Automaton 
- Extended Finite State Machine 
FSM - Finite State Machine 
GEM - Generic Equipment Model 
ISO 
- International Standards Organization 
LAN Local Area Network 
MAP - Manufacturing Automation Protocol 
NFA - Nondeterministic Finite Automaton 
OSI - Open Systems Interconnect 
SAN State Architecture Notation 
SAP Service Access Point 
SDDL 
SECS 
SEMI 
Structure Diagram Definition Language 
SEMI Equipment Communication Standard 
SITF 
Semiconductor 
Institute, Inc. 
Equipment 
- SECS Implementation Task Force 
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Gloria {Cole) Warriner 
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DeVry Institute of Technology, Chicago, IL., AASEET with a GPA 3.333/4.0. 
Clarkson University, Potsdam, NY., BSEE/CE with distinction GPA 3.666/4.0 and the recipient of 
the Russell Award. Member of Tau Beta Pi and Eta Kappa Nu. 
1979-1987 University of Vermont, Burlington VT., 
miscellaneous courses. 
WORK EXPERIENCE 
June 1979 to Present - Staff Engineer, International 
Business Machines, Essex Junction VT.; As lead 
engineer of the Process Equipment Engineering Microprocessor Laboratory I provided controls 
support for all Process Equipment engineers. Also, I have led the development and implementation of a site Automation Strategy in Controls for silicon process equipment. I also 
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characterization. 
1975 to 1979 - Laboratory Technician, Clarkson University, Potsdam, NY.; During the five years 
at Clarkson I was working on my BSEE/CE degree. Nonetheless, four years of full time 
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technician work in the School of Arts and 
Sciences gave an in-depth exposure to 
scientific research methods and 
instrumentation. The responsibilities included 
lab set ups, service of lab and research 
instrumentation, and local computer systems. I 
ran a small design business providing the 
research community with custom 
instrumentation. 
1974 to 1975 - Engineer, Anaren Microwave Inc., 
Syracuse, NY.; As a design engineer, my 
responsibilities were the development of 
microwave components for military and 
commercial radar systems. Components designed 
ranged from couplers to receivers in the 
frequency bands from S-band to Ku-band. 
1973 to 1974 - Engineer, M.S. Kennedy, Inc., Syracuse, 
NY., Technical responsibilities included 
design, quality control and manufacturability 
of hybrid analog integrated modules. 
1972 to 1973 - Customer Engineer, Control Data 
Corporation, Syracuse, NY., Responsibility for 
servicing customer's data entry and computer 
equipment, with a territory that covered all 
central New York state. 
1969 to 1972 - Technical Aide, Bell Telephone 
Laboratories, North Andover, Mass., Assisted in 
the design of digital and analog communications 
networks intended for trans-continental links. 
My most significant contribution was the design 
of a Partial Response Correlator and Precoder, 
used for data compression and operated at 100 
mega-baud. 
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