Introduction
Research in 2-D image analysis has more than 30 years of history and has matured reasonably [1] . Research in volume image analysis, however, is still in its infancy. 3-D scanners that produce volumetric images have been around for some time. Although methods to analyze and visualize such images in volume form have been pursued for nearly 25 years now [2] , brisk activity in this area is a rather recent phenomenon [3] .
This special issue is intended to review previous work in volume image analysis and to introduce some new results. Research in volume image analysis may be categorized into the following nine groups.
Preprocessing:
This includes operations that prepare an image for analysis. Such operations are, for instance, filtering operations that reduce noise [4] or enhance edges [5] , resampling methods that produce isotropic volumes from a stack of cross-sectional images [6] [7] , and selection of a volume of interest in an image [8] .
Edge Detection:
In volumetric images, edges appear as surfaces and separate regions of different properties from each other. Many 2-D edge detection methods have been extended to 3-D to detect edges in volumetric images. Laplacian of Gaussian [9] , non-maxima suppression [10] , functional fitting [11] , and optimization [12] are such examples. In this issue, Brejl and Sonka [13] extend the 2-D edge detector of Haralick and Zuniga [14] to 3-D to detect edges in anisotropic volumetric images.
3. Segmentation: This is the process of partitioning an image into meaningful regions. In general, image segmentation approaches may be categorized as region-based and edge-based methods. Region-based methods make decisions based on region intensity properties, and edge-based methods use intensity gradients to separate different regions from each other. A large number of 3-D image segmentation methods have been developed [15] [16] . In this issue, Steger [17] introduces a method for extracting curvilinear and surface structures from volumetric images. The curvilinear structures are allowed to have elliptic cross sections whose diameters can vary from point to point, and the surface structures are allowed to have thickness, which again can vary from point to point. Lopéz et al. [18] describe a method for detecting creases in images. Creases, which measure medialness, appear as surfaces in volumetric images. The proposed method can effectively create surface structures that separate adjacent regions of similar properties. Saha et al. [19] have extended the definition of fuzzy connectedness to include local object size. The new definition enables use of object scale in computation of the affinity relations used in fuzzy connectedness and has been demonstrated to perform better than the connectedness methods without using scale.
Reinhardt et al. [20] describe an interactive segmentation method in which the user first interactively segments a number of frames in an image sequence, and the program then, by interpolation, estimates and guides the segmentation at other image frames. Mutual information has proved to be very effective in registering multimodal images [33] , but in this issue Pluim et al. [34] point out a problem with subpixel accuracy when using mutual information and show that patterns of local extrema in the similarity measure between images impede determination of the optimal registration up to subpixel accuracy. Alexander et al. [35] describe a nonlinear method for registering brain images of different individuals. The ability to map normal brain scans to each other makes it possible to determine the distribution of warps between the scans.
6. Feature Selection: Features describe properties of an image or of a region. They could be statistical [36] or structural [37] . In this issue Steger [17] and Lopéz et al. [18] describe methods to extract structural features in volumetric images. Such features can be used to characterize and recognize objects.
7. Recognition: If statistical features are used, recognition in 3-D can be handled just like in 2-D. When structural features are used, new methods have to be developed. In the past, systems to recognize 3-D objects from their parts [38] [39] and systems to recognize superquadrics and deformable models [40] have been developed.
Motion Detection and Tracking:
Work in this area has mostly used deformable models like superquadrics. After a model is fitted to data in each image frame, the model is tacked from frame to frame to determine motion [22] [41] [42] . An alternative approach is to compute the displacement vector field between successive frames, and from the vector field determine motion [43] [44] . Digital surfaces have also been used in tracking motion of rigid bodies, such as the bones at a joint, for understanding their normal and abnormal patterns of motion and for evaluating joint surgery [45] . The short list of references given here is by no means a comprehensive list of published work in volume image analysis. Rather, it is meant to provide a short reading list for individuals who would like to start working in this challenging field.
The number of volumetric images produced annually is expected to increase steadily in the future [49] . Consequently, methods that automatically analyze volumetric images will be in considerable demand. We hope that the papers in this issue motivate and accelerate research in volume image analysis.
