A notion of metric invariance entropy is constructed with respect to a conditionally invariant measure for control systems in discrete time. It is shown that the metric invariance entropy is invariant under conjugacies, the power rule holds, and the (topological) invariance entropy provides an upper bound.
Conditionally invariant measures.
In this section we collect some basic information on conditionally invariant measures and …x some notation.
For a map S : X ! X on a metric space with metric d and A X we let S 1 A := fx 2 X j S(x) 2 Ag. Definition 2.1. Let S : X ! X be a continuous map on a metric space X and consider a compact subset Y X. A probability measure on X endowed with the Borel -algebra B(X) is called conditionally invariant with respect to Y with constant if 0 < := (S 1 Y \ Y ) 1 and
for all A 2 B(X).
Putting A = Y in De…nition 2.1 one sees that the support of given by Observe that we allow (S 1 Y \ Y ) = 1 for a conditionally invariant measure 2 B(X), hence this includes invariant measures on Y . The following proposition characterizes conditionally invariant measures. Proposition 2.2. Let S be a continuous map on X. Fix a compact subset Y of X and let 2 P(X). Suppose that (S 1 Y \ Y ) > 0. Then the following are equivalent:
(i) The measure is conditionally invariant for S and Y with constant .
(ii) For every continuous real function f 2 C(Y ) Proof. Let be conditionally invariant for Y . Then for every A 2 B(Y ) the characteristic function 1 A satis…es
The same is true for all simple functions, and then also for all integrable, hence for all continuous functions. This shows that (i) implies (ii). The converse follows by approximating characteristic functions by continuous functions. For k = 1, assertion (2.1) reduces to (i). In order to see that conversely (i) implies (iii), we proceed by induction. Suppose that (iii) holds for k. One …nds for every A 2 B(Y )
Applying this also to A = Y and using (i) one …nds, as claimed,
Finally, if (i) holds, assertion (2.2) holds for k = 1, and if it holds for k it follows by (i) that
Remark 2.3. If we introduce the restriction S Y := S jY : Y ! X, we can rewrite the requirement for conditional invariance of as (S 1 Y Y ) (A) = S 1 Y (A) ; A 2 B(Y ), with = (S 1 Y Y ) > 0. Furthermore, with a slight abuse of notation, formula (2.1) can be written as
Thus is a conditionally invariant measure for the map S k Y with constant k := (S k Y (Y )) = k .
The following proposition gives some information on the support of conditionally invariant measures (cf. Demers and Young [4, p. 380] ).
Proposition 2.4. For a conditionally invariant measure 2 P(X) with respect to Y one has supp( ) Y 1 := fx 2 Y j S n (x) \ Y 6 = ; for all n 2 Ng:
Proof. We …rst show that for every n 2 N supp( ) fx 2 Y j S n (x) \ Y 6 = ;g:
(2.
3)
The set E n := fx 2 Y j S n (x) \ Y = ;g satis…es (S n Y E n ) = 0, and hence
The complement of E n in Y is closed: Consider x k ! x in Y such that there are y k 2 S n (x k ) \ Y , hence S n (y k ) = x k . Then a subsequence (y ki ) converges to some y 2 Y and hence S n (y ki ) ! S(y) = x for i ! 1. Thus S n (x) \ Y 6 = ;. This shows that E n is open and assertion (2.3) follows. Furthermore, -additivity implies (E) = 0 for the open set
E n :
Control system (1.1) can be described by the skew product map S de…ned by
We introduce the following de…nition for this map S. Definition 2.5. A conditionally invariant measure for S with respect to a compact subset Q of M is a probability measure on the Borel -algebra of U M such that 0 < := (S 1 (U Q) \ (U Q)) 1 and
Thus is a special case of the measures speci…ed in De…nition 2.1 with Y = U Q. Any measure with marginal on U can be disintegrated in the form
where u are probability measures on M and for all A 2 B(M ) the real map u 7 ! u (A) is measurable with respect to B(U); the measures u are uniquely determined -almost everywhere; cf. Gänssler and Stute [7, p. 196 ]. An example are random maps of the form
where f : M ! M is as above and a probability measure 0 on the Borel -algebra B( ) of is …xed. Let p(x; A) := 0 f! 2 j f (x; !) 2 Ag ; x 2 M; A M , be the associated Markov transition function. Recall that a stationary measure 2 P(M ) is a probability measure such that
It is well known that the stationary measures uniquely correspond to the invariant Borel measures ; := Z 0 , of the skew product map S de…ned in (2.4); cf. Kifer [11] . For any probability measure on M and A 2 B(A) one has
Definition 2.6. Let Q be a compact subset of M . A quasi-stationary measure with respect to Q for the random map (2.6) is a probability measure such that 0 < R Q p(x; Q)d 1 and
for all A 2 B(Q):
Putting A = Q, one sees that the support of is contained in Q. Observe that 1 R Q p(x; Q)d is the average probability to exit in one step from Q. The measure is stationary, i.e., it satis…es (2.7), if and only if R Q p(x; Q)d = 1. The following lemma shows that quasi-stationary measures correspond to conditionally invariant measures for S. The proof is included for the reader's convenience, although it essentially coincides with the one for Zmarrou and Homburg [15, Lemma 5.2] . Lemma 2.7. A probability measure 2 P(Q) is quasi-stationary with respect to Q for the random system (2.6) if and only if the probability measure ; := Z 0 ; is conditionally invariant with respect to Q for the skew product map S in (2.4).
Proof. By de…nition, the measure is conditionally invariant for S if for all
and is quasi-stationary if
Take a Borel set V A with V U and A Q and compute
Furthermore, one clearly has
If is conditionally invariant, then in (2.9) use equality (2.10) with B = U A for the numerator and V A = U Q for the denominator. This implies that is quasi-stationary. For the converse, note that (2.10) and (2.11) imply (2.9) for all Borel sets of the form B = V A. Therefore it holds for all Borel sets B in U Q.
Next we will brie ‡y discuss existence of quasi-stationary measures. Theorem 2.8. Let Q M be a compact set and consider the random map (2.6) for a probability measure 0 2 P( ) on the Borel -algebra of .
(i) Assume that there is 0 > 0 such that for every x 2 Q one has p(x; Q) 0 and p(x; @Q) = 0. Then there exists a quasi-stationary measure with respect to Q.
(ii) If p(x; M n Q) > 0 for every x 2 Q, then there is no stationary measure with support contained in Q.
(iii) Suppose that p(x; ) has for all x 2 Q a density with respect to a …xed probability measure with (@Q) = 0. Then p(x; @Q) = 0 holds for all x 2 Q.
Proof. (i) Consider the mapŜ : P(Q) ! P(Q) given by
In fact,Ŝ is a probability measure on Q, since it is a nonnegative measure on Q and (Ŝ )(Q) = 1.
The assumption p(x; Q) 0 for all x 2 Q implies that
sinceŜ is a probability measure. It follows that the mapŜ can be restricted to a map on the compact and convex set
The map associating to 2 P(Q) C(Q) the measure
is weak continuous, cf. Walters [14, Theorem 6.7 ]. Furthermore, [14, Remark 3(iv) on p. 149] shows that the real map associating to 2 P(Q) the number ( ) S 1 (U Q) is continuous, if for every 2 P(Q)
Hence the mapŜ on P(Q) is weak continuous if (2.12) holds. By (2.4)
since by assumption 0 = p(x; @Q) for all x 2 Q. Thus (2.12) holds andŜ is continuous on the compact convex subset P(Q; 0 ) of a locally convex topological vector space. 
(ii) If is a stationary measure with support in Q, then R Q p(x; Q)d = 1 for every 2 P(Q), hence p(x; Q) = 1 for -almost all x 2 Q. Clearly, 1 = p(x; M ) = p(x; Q) + p(x; M n Q) for every x 2 M . If fx 2 M j p(x; M n Q) > 0g > 0, then it follows that p(x; Q) < 1 on a set of positive -measure and hence R Q p(x; Q) (dx) < 1. (iii) If p(x; ) has a density k(x; ) 2 L 1 (Q; ), then (@Q) = 0 implies p(x; @Q) = R @Q k(x; y) (dy) = 0. Remark 2.9. Alternative constructions for conditionally invariant measures are given in Demers and Young [4] (this is for maps, without taking into account a skew product structure). For the case of quasi-stationary measures, cf. Collett, Martinez, and San Martin [2, Proposition 2.10 and Theorem 2.11]. Their results are based on an analysis of an associated semigroup of operators.
Invariance entropy and invariant partitions.
In this section, we construct a notion of metric invariance entropy in analogy to metric entropy and to the original topological version of invariance entropy in Nair, Evans, Mareels, and Moran [12] (which is equivalent to the version based on counting control functions, cf. Colonius, Kawan, Nair [3] ). Consider a control system of the form (1.1) with associated skew product map S. We brie ‡y repeat the de…nition of topological feedback invariance entropy of a compact subset Q M : Let A be an open cover of Q, 2 N, and G : A ! a map with components G 0 ; : : : ; G 1 that assigns control values to all sets in A such that for every 
The map G may be considered as a (nonunique) feedback that is constant on the sets of the cover. Now, for any sequence :
It describes the (nonunique) feedback sequence, constant on the sets of the cover, which allows us to follow . Furthermore, de…ne B n ( ) := fx 2 Qj'(i ; x; u( ; A; ; G)) 2 A i for i = 0; 1; : : : ; n 1g ; n 0:
Then B n ( ) is an open set and, for each n 0, letting run through all sequences of elements in A, the family B n := B n ( ) j 2 A N0 is a …nite open cover of Q. Note that here only the …rst n 1 elements of are relevant, hence we could have taken here 2 A n 1 . Let N (B n jQ) denote the minimal number of elements in a subcover of B n . Then the topological feedback invariance entropy h fb (Q; S) of the control system of the form (1.1) with associated skew product map S is de…ned by
where the in…mum is taken over all invariant open covers (A; ; G). Existence of the limit for n ! 1 follows from subadditivity; cf. Kawan [9, Lemma 2.2]. We emphasize that here, in contrast to the de…nition of topological entropy for dynamical systems, an in…mum is taken instead of the supremum, since the minimal information needed for invariance is of interest. Note that for points in the intersection of elements of the open cover, the feedback is not uniquely de…ned, and for the entropy any of these feedbacks is allowed. Hence the topological feedback entropy measures the information associated with the feedbacks needed to keep the system in Q (in relation to the invariant open covers (A; ; G)). In the following, we call h fb the topological invariance entropy. At …rst sight, the notion of invariant open covers may appear a bit cumbersome compared to counting control functions as in [3] . However, it will turn out that for a metric version of invariance entropy, this kind of constructions is very helpful (after all, for dynamical systems the cover version of topological entropy was constructed in analogy to the metric entropy.)
For a metric version of invariance entropy, we suppose that the following weak invariance condition holds:
Consider a conditionally invariant measure with constant for Q M and the skew product map S on U M ; cf. De…nition 2.5.
Similarly to Remark 2.3, we write S Q := S jU Q : U Q ! U M for the restriction. Thus is conditionally invariant for S Q with constant . Since lives in U Q we will have to construct certain partitions for (subsets of) U Q whose entropy with respect to will be used to de…ne the metric invariance entropy. While this seems fairly straightforward for the component in Q, considerable work will be needed for the U-component. A guideline will be that the metric invariance entropy should describe the necessary information on the controls in order to keep the system in Q.
Let Q be a …nite measurable partition of Q and let F ; 2 N, be a …nite number of control functions. In the following, we will interpret them as (piecewise constant) feedbacks. Furthermore, let P be a map associating to every feedback
Such a triple (P; ; F) is called an invariant partition of Q if for all F 2 F and all P 2 P(F ) '(k; P; F ) Q for all k 2 f1; : : : ; g:
Note that the sets P(F ); F 2 F, need not be disjoint, so in some of the sets P one may have a choice of the feedback F . For a sequence = (F i ) i2N0 2 F N0 de…ne a corresponding control by
for all i and there exists x 2 Q such that '(i ; x; u( )) 2 P i for all i; analogously, for …nite sequences and . Then, by the de…nition of an invariant partition, it follows that '(k; P i ; F i ) Q for all k 2 f1; : : : ; g and all i. Consider a sequence of feedbacks = (F 0 ; :::; F n 2 ) 2 F n 1 and a -admissible sequence of partition elements = (P 0 ; :::; P n ) 2 Q n . De…ne Q 1 ( ; ) := P 0 and Q n ( ; ) := fx 2 Q j '(i ; x; u( )) 2 P i for i = 0; :::; n 1g for n 2;
(3.7)
and de…ne for n 1 sets of pairs (u; x) by E n ( ; ) := f(u; x) 2 U Q jx 2 Q n ( ; ) and '(i ; x; u) 2 P i ; i = 0; :::; n 1g : (3.8) Thus E n ( ; ) is the set of all pairs (u; x) such that x 2 Q n ( ; ) and u sends x to the partition elements in . Clearly, fu( )g Q n ( ; ) E n ( ; ). It will be convenient to de…ne E n ( ; ) := ? if is not -admissible. Note that here for the pairs (u; x) the control u should not be interpreted as a feedback. The size of E n ( ; ) is a measure for the robustness of with respect to up to time (n 1) . We can also write
Next introduce the collection of all the sets E n ( ; ) as E n := E n (P; ; F) := fE n ( ; ) j 2 F n 1 and is -admissibleg and denote the union of all elements in E n by
Here are some facts on these objects. Lemma 3.1. Assume that the strong invariance condition (3.1) holds. Then the following assertions hold.
(i) For every 2 N there is an invariant partition (P; ; F).
(ii) The sets E n ( ; ) U Q are measurable for all invariant partitions (P; ; F), all feedback sequences 2 F n 1 and all partition sequences 2 Q n .
(iii) The projection to M of E n (P; ; F) coincides with Q.
Proof. (i) By the strong invariance condition (3.1) and compactness of Q one …nds for every 2 N and every set in a …nite open cover A j ; j = 1; :::; N , a corresponding control (u
this is the argument for the existence of an invariant open cover). From this, one can construct a …nite partition Q by de…ning
This yields an invariant partition (P; ; F) with F given by F i := F (A i ) and P(F i ) = fP i g for all i; here empty sets P i are omitted.
(ii) Every set E n ( ; ) is measurable, since it is the intersection of …nitely many measurable sets.
(iii) Every x 2 Q lies in some partition element P 0 of the form P 0 2 P(F 0 ). Then applying F 0 we arrive at '( ; x; F 0 ) 2 P 1 Q for some partition element P 1 2 Q. In this way, one constructs a sequence = (F 0 ; :::; F n 1 ), a -admissible sequence and a control u( ) with (u( ); x) 2 E n ( ; ). This also shows that the union of all sets Q n ( ; ) coincides with Q.
(iv) Suppose that (u; x) 2 E n ( ; ) \ E n ( 0 ; 0 ) with ; 0 2 F n 1 and withadmissible and 0 -admissible partitions = (P i ) and 0 = (P 0 i ) 2 Q n , respectively. Then x 2 Q n ( ; ) \ Q n ( 0 ; 0 ). It follows that '(i ; x; u) P i \ P 0 i ; i = 0; :::; n 1:
Since P i ; P 0 i are elements of the partition Q, it follows that P i = P 0 i for i = 0; :::; n 1, hence the partition sequences and 0 coincide.
Remark 3.2. The construction of an invariant partition in the proof of Lemma 3.1(i) will be re…ned in Section 4. Then it will be crucial, that P(F ) may consist of several partition elements.
In particular, Lemma 3.1 shows that every x 2 Q has the property that for all 2 N there are an invariant partition (P; ; F) and a feedback sequence 2 F n 1 such that for a -admissible partition sequence 2 Q n one has (u( ); x) 2 E n ( ; ) 2 E n (P; ; F). If there is u with (u; x) 2 E n ( ; ) \ E n ( 0 ; 0 ), both feedbacks u( ) and u( 0 ) yield solutions following the same partition sequence = 0 .
The measurable collections E n do not form partitions and they are are too …ne for our purposes, since we are interested in the information incorporated in the feedback sequences (in relation to the partition Q). Number the elements of F n 1 and de…ne for all i 2 F n 1 , where the union is taken over all with E n ( i ; ) 2 E n . We stop this construction procedure at i 0 as soon as
This happens (after …nitely many steps), since the projection to M of E n (P; ; F) coincides with Q by Lemma 3.1(iii). We claim that the collection
consists of pairwise disjoint sets. This follows by induction over the numbering of the feedback sequences: Suppose that (u; x) 2 D n ( 1 ) \ D n ( 2 ). Then there are 1 ; 2 with
Lemma 3.2(iv) implies 1 = 2 and we obtain the contradiction (u;
Suppose the assertion has been proved for all k
For all 1 and 2 with this property, Lemma 3.2(iv) implies 1 = 2 , and k <`yields the contradiction (u; x) 2 E n ( k ; 1 ) and (u; x) 2 E n ( `; 1 ) n E n ( k ; 1 ). The claim is proved and one obtains that D n forms a measurable decomposition of
Note that the decomposition D n is not uniquely de…ned by E n , but depends on the numbering of the 2 F n 1 . Suppose that (D n ) > 0. The interesting case is when this is less than 1, hence we consider the conditional measure on D n given by
The entropy of the partition D n of D n with respect to the probability measure ( j D n ) is given by
where summation is over all elements D n ( ) of D n . This entropy describes the amount of information needed to describe the sets D n ( ); 2 F n 1 (under a given numbering of where the minimum is taken over all decompositions D n as given in (3.10). We will show in Proposition 3.7 that the limit inferior is a limit if is not an invariant measure on U Q.. Finally, we de…ne the metric invariance entropy in the following way. where the in…mum is taken over all invariant partitions (P; ; F).
We emphasize that, as for the topological invariance entropy, an in…mum has to be taken, in contrast to the usual metric entropy of dynamical systems.
Next we discuss some properties of the metric invariance entropy. This will help us to prove that the limit in (3.11) exists. Recall that for two collections A; B of sets the join is de…ned as Since Q n+m ( ; ) Q n ( ; ) it follows for (u; x) 2 E n+m ( ; ) that x 2 Q n ( ; ) and '(i ; x; u) 2 P i for i = 0; :::; n 1, thus (u; x) 2 E n ( ; ). Furthermore, for i = 0; : : : ; m 1 one has '(i ; '(n ; x; u( )); n (u( ))) = '((i + n) ; x; u( )) 2 P n+i and '(i ; '(n ; x; u); n (u)) = '((i + n) ; x; u) 2 P n+i :
De…ne the shifted feedback sequence ( n ) := (F n+i ) i=0;:::;m 2 2 F m 1 and the shifted partition sequence ( n ) := (P i+n ) i=0;:::;m 1 2 Q m . Observe that S n (u; x) = ( n u; '(n ; x; u)). Thus ( n (u( )) = u( n ) and S n (u( ); x) = ( n (u( )); '(n ; x; u( ))) = (u( n ); '(n ; x; u( )):
This shows '(i ; '(n ; x; u( ); u( n ))) 2 P n+i ; i = 0; :::; m 1 and '(n ; x; u; n u) 2 Q m ( n ; n ), since '(i ; '(n ; x; u); n u)) 2 P n+i ; i = 0; :::; m 1:
It follows that S n (u( ); x) 2 E m ( n ; n ). Hence n is n -admissible and
The converse inclusion follows by the same arguments, hence
Conversely, consider all elements = P n and '(i ; '(n ; x; u( (n) )); u( (m) )) 2 P Then it follows that (n+m) is (n+m) -admissible and E n+m ( (n+m) ; (n+m) ) = E n ( (n) ; (n) ) \ S n Q E m ( (m) ; (m) ) :
This holds for all (m) ; (m) with the property (3.12) . For the other (m) ; (m) the intersection E n ( (n) ; (n) ) \ S n Q E m ( (m) ; (m) ) is empty. We have shown that E n _ S n (E m ) E n+m and hence equality holds.
(ii) Observe that S n Q D m consists of measurable and pairwise disjoint sets. The decompositions D n are obtained by unions of elements in the collections E n . For D n+m one must number the elements (n+m) 2 F n+m in the following way: Let be the numbering of the feedback sequences used to de…ne D n and D m , respectively. The elements of F n+m 1 can be written as (n+m) = ( (n) ; (m) ) with (n) 2 F n 1 and (m) 2 F m 1 . Hence we may order and hence number the elements of F n+m according to ):
One obtains a decomposition D n+m with D n+m = D n _ S n Q D m . Remark 3.5. For an invariant partition (P; ; F) and = F 0 2 F 1 and a -admissible = (P 0 ; P 1 ) 2 P 2 one has E 2 ( ; ) := f(u; x) 2 U Q jx 2 Q 1 ( ; ) and '( ; x; u) 2 P 1 g = f(u; x) 2 U Q jx 2 P 0 ; '( ; x; F 0 ) 2 P 1 and '( ; x; u) 2 P 1 g :
Suppose that there is x 0 2 intP 0 with '( ; x; F 0 ) 2 intP 1 . Then for all x in a neighborhood of x 0 and all u in a neighborhood of F 0 2 U (with respect to the uniform metric) it follows that x 2 intP 0 ; '( ; x; F 0 ) 2 intP 1 and '( ; x; u) 2 P 1 . Thus the set E 2 ( ; ) has positive -measure, if nonvoid open sets have positive -measure. If for all there is such that one …nds such a point x 0 for E 2 ( ; ), it follows that also for every decomposition D 2 one has (D 2 ) > 0.
In the following, we show that the limit in (3.11) exists. For the measurable partition D n of D n the collection S n Q D m is a measurable decomposition of S n Q D m . Remark 2.3 together with formula (2.2) shows for C 2 D m that
Hence the entropy of the partition S n Q D m is
We …nd
Then b n ! 0 for n ! 1 if < 1, since log(n n ) = log n + n log ! 1 for n ! 1: 
In order to exploit subadditivity properties of the sequence H (D n ); n 0, we need the following variant of a lemma which is standard in this context. Lemma 3.6. Let (a n ); (b n ) be sequences in R with a n+m a n + a m + b n for all m; n 2 N and assume that b n ! 0 for n ! 1. Then lim n!1 an n exists. Proof. Fix " > 0. There is n 1 = n 1 (") 2 N with jb n j < " for all n n 1 . Let a := inf n n1 an n . There is N n 1 with a N N < a + ". For every n 2 N we can write n = kN + r with k; r 2 N 0 and 0 r < N . Since (b n ) is a bounded sequence, we …nd n 2 n 1 such that b kN n < " for all n n 2 . Then for n n 2 a n n
Since for all r 2 f0; 1; :::; N 1g one has ar n ! 0 for n ! 1 we …nd n 0 = n 0 (") n 2 with an n < a + 3" for all n n 0 . The assertion follows, since for every " > 0 lim sup n!1 a n n inf n n1 a n n + 3" inf n n0(") a n n + 3" lim inf n!1 a n n + 3":
If is not an invariant measure for S on U Q, the metric invariance feedback entropy for the invariant partition (P; ; F ) satis…es h (P; ; F ) = lim n!1 1 n minfH (D n g:
Proof. By the assumption 0 < = (S 1 Q (U Q)) < 1. Thus the assertion follows from (3.15), (3.14) and Lemma 3.6.
Next we show that the metric invariance entropy is invariant under appropriate conjugacies. Kawan [9, Proposition 2.13] establishes the corresponding result for the topological invariance entropy. First we specify an appropriate class of conjugacies supposing, for notational simplicity, that the sets of control values coincide.
Definition 3.8. Consider two control systems of the form (1.1) on M given by
x n+1 = f 1 (x n ; u n ) and y n+1 = f 2 (y n ; u n ) with (u n ) 2 U:
Suppose that the systems satisfy the weak invariance condition (3.4) for compact sets Q 1 and Q 2 of M and consider conditionally invariant measures 1 and 2 with respect to Q 1 and Q 2 , respectively. A homeomorphism : Q 1 ! Q 2 is called a conjugacy of these systems, if (f 1 (x; !)) = f 2 ( x; !) for all ! 2 and x 2 Q 1 (3.16) and id U : U Q 1 ! U Q 2 maps 1 onto 2 , i.e.,
In terms of the solutions the conjugacy condition (3.16) means ' 1 (n; x 0 ; u) = ' 2 (n; x 0 ; u) for all n 0:
It is also helpful to formulate this condition in terms of the skew product maps S i (u; x) = ( u; f i (x; u 0 )); i = 1; 2, associated with the two control systems. One obtains the skew conjugacy condition for (u;
Since we may interchange the roles of S 1 ; 1 and S 2 ; 2 , respectively, conjugacy is an equivalence relation. Next we show that the metric invariance entropy is an invariant under this conjugacy relation. Theorem 3.9. Suppose that there is a conjugacy of two control systems of the form (1.1) on M with associated skew product maps S 1 and S 2 and conditionally invariant measures 1 and 2 with respect to Q and Q, respectively. Then
Proof. Let (P; ; F) be an invariant partition for S 1 corresponding to a measurable decomposition Q of Q. Then f (P ) j P 2 Qg is a measurable partition of Q and and one obtains an invariant partition ( P; ; F) for S 2 where ( P)(F ) := f P j P 2 P(F )g for F 2 F:
In fact, it is clear that f (P ) j P 2 Qg is a measurable decomposition of Q and that P satis…es the condition (3.5) for Q. Condition (3.6) holds, since for all P; P 2 Q, ' 2 (k; P; F ) = ' 1 (k; P; u) Q for all k 2 f1; : : : ; g:
Furthermore, every invariant partition for S 2 has this form. For 2 F n 1 ; = (P 0 ; :::; P n 1 ) 2 Q n let Q n ( ; ) and E n ( ; ) be sets as de…ned in (3.7) and (3.8), respectively. Then, with := ( P 0 ; :::; P n 1 ), we de…ne ( Q n )( ; ) := fy 2 Q j ' 2 (i ; y; u( )) 2 P i for all i = 0; :::; ng; ( E n )( ; ) := f(u; y) 2 U Q jy 2 ( Q n )( ; ); ' 2 (i ; y; u) 2 P i ; i = 0; :::; ng ; E n := f( E n )( ; ) j 2 F n and is -admissibleg:
Then one sees that E n = E n ( P; ; F). Next consider a collection D n (P; ; F) of sets D n ( ) as de…ned in (3.10), (3.9) for a given numbering of the 2 F n 1 . For the invariant partition E n ( P; ; F) the corresponding sets are given by D n ( P; ;
for i > 1, where the union is taken over all with E n ( i ; ) 2 E n . One …nds that D n ( P; ; F) = (id U )(D n (P; ; F)) and hence 1 (D n (P; ; F)) = 1 (id U ) 1 (D n ( P; ; F)) = 2 ( D n (P; ; F)) = 2 (D n ( P; ; F)) :
Consequently one shows H 1 (D n (P; ; F)) = H 2 (D n ( P; ; F)) and h 1 (P; ; F) = h 2 ( P; ; F). Finally we arrive at h 1 (Q; S 1 ) = h 2 ( Q; S 2 ). We turn to the power rule which relates the metric invariance entropies after one time step and after k time steps. The proof of this result relies on the limit property in Proposition 3.7 (the power rule will not be needed in the next section.) It is immediately clear, that invariance after k time steps cannot guarantee that the system remains in Q after one time step. Hence we have to analyze S k Q instead of S k , thus guaranteeing that the system remains in Q also for all times j 2 f1; :::; (k 1) g; cf. Remark 2.3. We augment the system following (but modifying) a proposal put forward by Kawan [9, Proposition 2.11] for the topological version of invariance entropy.
We …rst de…ne a skew product map S [k] . Let X := U k M k and de…ne for Observe that here the map S [k] needs the values u i (j) = u 1 (i + j 1) of u i : Z ! for j = 0; 1; :::; k 1 and i = 1; :::; k. We will study the metric invariance entropy for S [k] with respect to Y and a measure [k] which will be de…ned in a moment. We denote this invariance entropy by h [k] (Q k ; S [k] ). Let be conditionally invariant for S with respect to U Q and := (S 1 Q (U Q)). For sets of the form
(3.19) 
We will show that [k] is conditionally invariant for the map S [k] on X = U k M k with respect to the compact set Y . For a set V A as above one …nds
In particular, [ x 2 n = f (x 1 n ; u 1 n (0)) x 3 n = f (f (x 1 n ; u 1 n (0)); u 1 n (1)) :::
x k n = f (:::(f (x 1 n ; u 1 n (0)); u 1 n (1)); :::; u 1 n (k 2)):
and u
[k] n = (u 1 n ; u 1 n ; :::; k 1 u 1 n ). Then x
[k] n+1 = (x 1 n+1 ; :::; x k n+1 ) is given by
= f (f (x k n ; u 1 n (k)); u 1 n (k + 1)) (3.20) :::
x k n+1 = f (:::(f (x 1 n ; u 1 n (k)); u 1 n (k + 1)); :::; u 1 n (2k 2)) For n 1 the trajectories of (3. = (( nk u 1 ; :::; (n+1)k u 1 ); ('(nk; x 1 ; u 1 ); :::; '((n + 1)k; x 1 ; u 1 )):
With the notions introduced above we obtain the following power rule. [k] = (P j 1 0 ;:::;j 1 k 1 ; :::; P j n 0 ;:::;j n k 1 ) 2 (Q k ) n de…nes a sequence of partition elements for (P; ; F), = (P j 1 0 ; :::; P j 1 k 1 ; :::; P j n 0 ; :::; P j n k 1 ) 2 Q kn ; and conversely. Then for n 1 Then it follows from the de…nition (3.19 
. Every set E kn ( ; ) for S can be obtained in this form. Note also that
:
Then consider the corresponding sets D
[k] n 1 ( [k] ) for any given numbering of the feedbacks [k] . They correspond to the sets D kn ( ) with appropriate numbering of the feedbacks . Inspection shows that the measures satisfy
One concludes that the corresponding entropies coincide. Finally, we take in…ma over the corresponding invariant partitions and obtain the following estimate (using Since every invariant partition for S [k] can be obtained as above, also the converse inequality holds.
4. An upper bound. The purpose of this section is to show that the topological invariance entropy provides an upper bound for every metric invariance entropy.
Theorem 4.1. Assume that control system (1.1) satis…es the strong invariance condition (3.1). For the associated skew product map S from (2.4) the metric invariance entropy with respect to a conditionally invariant measure and Q and the topological invariance entropy with respect to Q satisfy Consider a minimal subcover B min n of B n consisting of sets B n ( ) as de…ned in (3.3) for sequences of elements in the cover A. The feedback sequences are de…ned for these sets B n ( ). Hence the number of required feedback sequences is equal to or less than the number of elements in a minimal subcover.
In the proof of Proposition 3.1(i) an invariant partition of Q has been constructed from an invariant open cover A = fA 1 ; : : : ; A r g of Q. Here we will re…ne this construction exploiting that the feedback F is nonunique on the intersections of sets in the open cover. De…ne a partition Q from the open cover A by considering the sets which are in the intersection of exactly i sets. More explicitly, the partition Q consists of the following elements (here r := f1; : : : ; rg):
for i 1 6 = i 2 2 r; : : :
: : : : : : A i1 \ : : : \ A ir 1 n S j6 =i1;:::;ir 1 A j for i 1 ; : : : ; i r 1 2 r, pairwise di¤erent; A 1 \ : : : \ A r : Furthermore, de…ne F := fF i := G(A i ) j i = 1; : : : ; rg:
Clearly, every element P of Q is contained in some element A i of the invariant open cover and P \ A i 6 = ? implies P A i . De…ne for i = 1; : : : ; r; P(F i ) := fP 2 Q j P A i g:
Thus P(F i ) consists of those elements P of Q where the feedback F i = G(A i ) may be applied with '(k; P; F i ) '(k; A i ; G(A i )) intQ for all k 2 f1; : : : ; g. This shows that (P; ; F) is an invariant partition and one may de…ne the associated collections E n of sets E n ( ; ) and D n of sets D n ( ).
For any sequence := (A i ) i 0 2 A N0 of sets in A consider the control sequence u( ; A; ; G) given by (3.2) and the sets B n ( ) given by (3.3) . Let N (B n jQ) denote the minimal number of elements in a subcover B min For the invariant partition (P; ; F) constructed above, the entropy of a collection D n is given by H (D n ) = X (D n ( ) jD n ) log (D n ( ) jD n ); (4.1)
where summation is over the elements D n ( ) of D n . A standard estimate yields H (D n ) log #D n :
The theorem is proved if we can show that #D n N (B n jQ). The number of summands in (4.1) is given by the number of feedback sequences for which there is a partition sequence which is followed by the elements of .
Each element B n ( ) of a minimal subcover B min n is given by a sequence = (A 0 ; ; : : : ; A n 1 ) with feedback sequence (F 0 = G(A 0 ); : : : ; F n 1 = G(A n 1 )) 2 F n . This can be considered as a sequence of feedbacks for the invariant partition (P; ; F). If x 2 B n ( ) 2 B min n then '(i ; x; u( ; A; ; G)) 2 A i for i = 0; : : : ; n 1: 20 Thus every '(i ; x; u( ; A; ; G)) is in a partition element contained in A i . This yields a partition sequence which is -admissible. Hence x is in some set Q n ( ; ) D n ( ), where by construction corresponds to the feedback sequence determined by an element B n ( ) of B min n . Now enumerate the feedback sequences , where runs through all the feedback sequences determined by B min n . Then we can construct a measurable decomposition D n considering just the corresponding sequences .
Next we claim that #D n #B min n . The number #B min n of elements in B min n is the number of sequences of elements in this minimal subcover. By the remark in the beginning of this proof, this is equal to or less than the number of associated feedback sequences. Now, by the construction of D n the number of sets in this collection is equal to or less than the number of feedback sequences . Hence the theorem is proved.
The following remark indicates some directions for further research. (ii) From an application point of view, the main interest in the topological notion of invariance entropy of control systems stems from the fact that it determines minimal data rates; cf. Nair, Evans, Mareels, and Moran [12] . Can a similar interpretation be given for metric invariance entropy?
