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Abstract
Model checking plays an important role in linear regression as model
misspecification seriously affects the validity and efficiency of regression
analysis. In practice, model checking is often performed by subjectively
evaluating the plot of the model’s residuals. This approach is objectified
by constructing a random process from the model’s residuals, however due
to a very complex covariance function obtaining the exact distribution of
the test statistic is intractable. Several solutions to overcome this have been
proposed, however the simulation and bootstrap based approaches are only
asymptotically valid and can, with a limited sample size, yield tests which
have inappropriate size. We therefore propose to estimate the null distribu-
tion by using permutations. We show, under some mild assumptions, that
with homoscedastic random errors this yields consistent tests under the null
and the alternative hypotheses. Small sample properties of the proposed tests
are studied in an extensive Monte Carlo simulation study, where it is demon-
strated that the proposed tests attain correct size, even with strongly non-
normal random errors and a very small sample size, while being as powerful
as the other available alternatives. The results are also illustrated on some
real data examples.
KEYWORDS: ASYMPTOTIC CONVERGENCE, BOOTSTRAP, RAN-
DOM PERMUTATIONS, STOCHASTIC PROCESSES
1 Introduction
Linear regression is a fundamental statistical tool for analyzing data for a continu-
ous outcome. Model misspecification seriously affects the validity and efficiency
of regression analysis, therefore model checking plays an important role. In this pa-
per we propose goodness-of-fit tests for the linear regression model, where, given
a random sample (Yi,xi1, ...,xi(p−1)), i = 1, ...,n, the relation between the outcome,
1
ar
X
iv
:1
91
1.
07
52
2v
1 
 [m
ath
.ST
]  
18
 N
ov
 20
19
Yi and the assumed fixed, possibly transformed, covariates, xi j, j = 1, ..., p− 1 is
given by
Yi = β0+β1xi1+ ...+βpxi(p−1)+ εi, (1)
where εi are independent and identically distributed (i.i.d.) random variables with
expectation zero, E(εi) = 0, and a constant variance, var(εi) = σ2 < ∞, β0 is the
intercept and β j, j = 1, ..., p− 1 are regression coefficients. The tests are based
on residuals, ei = Yi− Yˆi, where Yˆi = βˆ0+ βˆ1xi1+ ...+ βˆp−1xi(p−1) are fitted values
for subject i based on estimates βˆ j. The residuals are standardized and ordered by
their respective fitted values and a stochastic process, based on a cumulative sum
of (standardized and ordered) residuals,
Wn(t) =
1√
nσˆ2
n
∑
i=1
eiI(Yˆi ≤ t), t ∈R, (2)
where σˆ2 is a consistent estimator of σ2 and I(·) is the indicator function, is con-
structed.
Test statistic, T , used for testing the null hypothesis,
H0 : model (1) generated the data
can then be any function of Wn(t) such that large (or small) values correspond to ev-
idence against H0. The tests formalize the graphical procedures where the residuals
are plotted versus the fitted values where one looks for systematic patterns. Under
the null hypothesis there is no systematic pattern and the residuals are centered
around zero. The appearance of a systematic pattern may indicate a lack-of-fit.
The proposed tests will have good power against the alternatives which cause a
systematic pattern in terms of the successive number of positive versus negative
ordered residuals.
Due to dependence between the residuals exact distribution of even the most
common test statistics (e.g. Kolmogorov-Smirnov (KS) type test statistic and
Cramer-von Mieses (CvM) type test statistic) is unknown. Exact results which are
available for the KS and CvM test statistic for the Brownian motion and Brownian
bridge stochastic processes rely on the assumption of independence (Beghin und
Orsingher, 1999; Kulperger, 1990), hence they would, due to negative correlation
of the residuals, yield conservative tests. For example, Royston (1992) proposed a
goodness-of-fit test, which is based on the similar process as (2). However, using
the standard normal distribution to obtain p-values, thus neglecting the dependence
of the residuals, led to extremely conservative test where the null hypothesis was
never rejected (see Hosmer u. a. (1997)).
We propose to overcome this issue by using permutations to approximate the
null distribution of the test statistic. Let T k be a test statistic in permutation k, k =
1, ...,K, where K is either the number of all possible permutations or a large number
of random permutations (Dwass, 1957; Phipson und Smyth, 2010; Hemerik und
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Goeman, 2018). The p-value is then defined in the usual way as the proportion of
T k which are as or more extreme as T .
Using permutations with linear models is common but has not been applied in
the context of goodness-of-fit testing (see DiCiccio und Romano (2016) and ref-
erences therein). There are two different permutation procedures which one could
adapt to this setting. One is raw data permutation procedure proposed by Manly
(2006) and the other is permutation of residuals proposed by ter Braak (1992),
which in our setting is equivalent to the permutation procedure proposed by Freed-
man und Lane (1983). Both procedures were shown to provide valid inference in
the context of tests for partial regression coefficients in a linear model (Anderson
und Legendre, 1999; Anderson und Robinson, 2001; DiCiccio und Romano, 2016).
In this paper we show, under some mild assumptions, that, conditional on the data,
the permutation of residuals, under H0 well approximates the distribution of the
constructed random process and therefore provides valid inference in the context
of goodness-of-fit testing.
Small sample properties of the proposed tests are studied by an extensive Monte-
Carlo simulation study. It is shown that our proposed tests perform well also when
the errors are non-normal and the sample size is limited. The tests are illustrated
also on data from a study of fetal mandible length (Chitty u. a., 1993) and data from
Draper und Smith (1981).
1.1 Existing approaches
Several goodness-of-fit tests based on a similar, cumulative sums process, as de-
fined in (2) were proposed (Lin u. a., 2002; Stute u. a., 1998a; Diebolt und Zuber,
1999; Su und Wei, 1991; Fan und Huang, 2001; Stute u. a., 1998b). They are
mainly defined as
W˜n(t) =
1√
n
n
∑
i=1
eiI(xi ≤ t), (3)
xi = (1,xi1, ...,xip)T ∈Rp, t = (t0, t1, ..., tp)T ∈Rp, I(xi ≤ t) = I(xi1 ≤ t1, ...,xip ≤
tp)T , where cT denotes the transpose of c, and the test statistics are then KS or CvM
statistics based on W˜n(t).
Note that in contrast to our proposed test, the residuals in (3) are not standard-
ized which can decrease the power of the tests (Christensen und Lin, 2015) and can
under H0 slow the convergence rate. Also, in (3) multivariate ordering procedure is
used which can be problematic in higher-dimensions (Christensen und Lin, 2015),
therefore Lin u. a. (2002) also proposed to order the residuals in (3) by the fitted
values. They also considered to take the sum only within a window specified by
some positive constant b, i.e. in (3) they use I(t−b < xi j ≤ t). This is done as the
process W˜n(t) tends to be dominated by the residuals with small covariate values.
All these different ways of ordering the residuals could easily be used also in our
proposed test, but we believe that ordering the residuals by the fitted values is the
most natural option when one wants to test for the possible lack-of-fit of the entire
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fitted model. We show later how some more novel ways of ordering the residuals
can be defined to obtain tests which target the lack-of-fit of different parts of the
model.
The existing tests differ in the way how the null distribution of the proposed
test statistic is obtained. The result of Stute (1997) depended on the asymptotic
distribution of W˜n(t) but did not yield satisfactory results with small sample size
(Stute u. a., 1998a). Su und Wei (1991) and Lin u. a. (2002) used a simulation
approach to obtain the p-values which relies on approximating W˜n(t)with a random
process which for the linear model is defined as,
Wˆn(t) =
1√
n
n
∑
i=1
I(xi ≤ t)−( n∑
k=1
xTk I(xk ≤ t)
)[
n
∑
k=1
xkxTk
]−1
xi
eiZi, (4)
where (Z1, ...,Zn) are independent standard normal variables (see Su und Wei (1991)
and Lin u. a. (2002) for more details). Note that Wˆn(t) can equivalently be defined
as
Wˆn(t) =
1√
n
n
∑
i=1
e∗i I(xi ≤ t),
where e∗1, . . . ,e
∗
n are the residuals obtained when regressing Y∗ on x, where Y∗ =
(Y ∗1 , . . . ,Y
∗
n )
T and
Y ∗i = Yˆi+ eiZi, i = 1, . . . ,n. (5)
This approach is however only asymptotically valid (Stute u. a., 1998a) and, as it
is shown later, with small sample size yields tests which do not attain the nom-
inal level. Stute u. a. (1998a) used bootstrap (Wu, 1986; Hardle und Mammen,
1993; Liu, 1988) to obtain e∗1, . . . ,e
∗
n. They considered classical, smooth, wild and
residual bootstrap. In wild bootstrap, Zi in (5) is replaced by Vi, where (V1, . . . ,Vn)
are independent and identically distributed such that E(Vi) = 0, var(Vi) = 1 and
|Vi| ≤ c < ∞ for some finite c. In residual bootstrap, eiZi in (5) are replaced by an
iid sample from the empirical distribution function of the (centered) ei’s.
Recently, Hattab und Christensen (2018) proposed several tests based on par-
tial sums of residuals where the test statistics are based on sums of a subset of
the (ordered and standardized) residuals (Christensen und Sun, 2010; Christensen
und Lin, 2015). Defining partial sums over a subset of the residuals, as opposed
to cumulative sums over all residuals as in (2), makes it possible to determine the
asymptotic distribution, when the (appropriately standardized) test statistic is based
on the largest of the absolute values of partial sums (Christensen und Lin, 2015) or
the largest partial sum of absolute values of the (ordered and standardized) residu-
als (Hattab und Christensen, 2018). The rate of convergence is however very slow
and using only a subset of the residuals can lead to loss of power when ordering is
not appropriately chosen (Hattab und Christensen, 2018). Determining the number
of residuals which are included in the subset for which the test statistic is com-
puted can also be problematic in practice. To solve the issue with a slow rate of
convergence, Hattab und Christensen (2018) proposed a Monte-Carlo simulation
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scheme. In the case when the partial sums are based on all residuals, this approach
is identical as the approach proposed by Su und Wei (1991) and Lin u. a. (2002).
While the tests based on partial sums can, if the residuals are ordered appropriately,
under some alternatives be more powerful than the tests based on cumulative sums,
they are not considered here in more detail, since they lack a nice visual represen-
tation which is one of the main strengths of the approach considered here (Lin u. a.,
2002). The approach considered here could however easily be used instead of the
Monte-Carlo procedure used by Hattab und Christensen (2018) also for tests based
on partial model checks.
In the Supplementary material 2 we show, using the same simulation setup as
is used in Stute u. a. (1998a) and Christensen und Lin (2015), that our proposed
tests attain correct nominal level and are at least as powerful.
2 The proposed goodness-of-fit tests and their asymptotic
convergence
Here we first introduce some additional notation and formally present the proposed
goodness of fit test. This is then followed by an asymptotic study of the conver-
gence of the constructed random processes under the null hypothesis. Finally, the
asymptotic convergence of the constructed random processes under a particular
alternative hypothesis is studied in the last section. The proofs of the theoretical
results are presented in Supplementary material 1.
2.1 Notation
Write the model in the matrix form as
Y = xθ+,
where Y = (Y1, . . . ,Yn)T and  = (ε1 . . . ,εn)T are n-vectors of response variables
and errors, respectively, θ = (β0,β1, ...,βp−1)T is a p-vector of model parameters
and x∈Rn×p is assumed fixed real design matrix of full rank where the first column
of x is a n-vector of ones, 1 = (1, . . . ,1)T . Let xi, a p-vector, be the i-th row of
the design matrix. With P = x(xT x)−1xT we denote the projection matrix. The
residuals are then
e= (e1, ...,en)T = Y − Yˆ = Y −xθˆ = (I−P)Y ,
where
θˆ = (xT x)−1xTY
is an ordinary least-squares (OLS) estimator of θ.
Denote the OLS estimator and residuals obtained when regressing Y k on x as
θˆk = (xT x)−1xTY k
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and
ek = (ek1, ...,e
k
n)
T = Y k− Yˆ k = Y k−xθˆk = (I−P)Y k = (I−P)Πe,
respectively, where
Y k = (Y k1 , ...,Y
k
n )
T = xθˆ+Πe,
and Π ∈Rn×n is some permutation matrix. Obviously, when Π= I, ek = e.
2.2 The proposed goodness-of-fit tests
After the model has been estimated and the model’s residuals, ei, have been ob-
tained, these are then ordered by their respective fitted values, Yˆi, to obtain the
vector of ordered residuals, which is then standardized by dividing with
σˆ =
√
1
n− p
n
∑
i=1
e2i .
(Any other consistent estimator of σ could be used instead of σˆ .) A stochastic
process is then constructed from the vector of ordered standardized residuals by
taking the cumulative sum of the vector’s elements, obtaining the process defined
in (2). Further, we define Wn(−∞) = 0 and Wn(∞) = 1/
√
nσˆ2∑ni=1 ei. Note that
Wn(t) is a step function which is constant between consecutive Yˆ -order statistics
Yˆ(i) and has jumps e[i] there, where e[i] is the residual associated with i-th Yˆ -order
statistic, Yˆ(i). Also, since the model includes the intercept, the following equality
holds, Wn(∞) = 0, hence rescaling t to t ∈ [0,1], and using Bn(t) =Wn(t)− tWn(1),
results in identical random process.
A test statistic, T , can then be any function of Wn(t) such that large values give
evidence for the lack-of-fit. We considered two commonly used statistics, the KS
type statistic
TS = sup
t∈R
|Wn(t)|,
and the CvM type statistic,
TC =
∫
R
Wn(t)2Fn(dt),
where Fn(·) is the empirical distribution function of Yˆ .
The null distribution of the proposed test statistics is obtained with (random)
permutations. Define the stochastic process in permutation k, k = 1, ...,K as
W kn (t) =
1√
nσˆ2k
n
∑
i=1
eki I(Yˆ
k
i ≤ t), t ∈R, , (6)
where
σˆk =
√
1
n− p
n
∑
i=1
(eki )2.
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(Again, any other consistent estimator of σ could be used instead of σˆk.) With raw
data permutation Y ki is obtained by randomly permuting Yi. With the permutation
of residuals Y ki is set to
Y ki = Yˆi+ epi(i), (7)
where epi(i) are obtained by randomly permuting ei, i= 1, ...,n. Note that the model
is refitted to the permuted outcome and the residuals from the refitted model are
used to construct the random process in permutation k.
Since we were mainly considering situations where it was computationally
infeasible to calculate the permutation p-value based on the whole permutation
group, i.e. all n! possible permutations, the p-value was calculated based on ran-
dom permutations (Dwass, 1957; Phipson und Smyth, 2010; Hemerik und Goe-
man, 2018) using some large value of K, where the p-values are estimated by
using
1
K+1
(
K
∑
k=1
I(T k ≥ T )+1
)
,
for any test statistic T obtained on Wn(t) and Tk obtained on W kn (t), k = 1, . . . ,K.
The usual definition of the permutation p-value could be used when performing all
possible permutations is feasible (unlikely in the goodness-of-fit context).
To test for the lack-of-fit for a single covariate, say covariate j, the tests are
modified by ordering the residuals by the respective covariate, i.e using I(xi j ≤ t)
instead of I(Yˆi ≤ t) and I(Yˆ ki ≤ t) in (2) and (6), respectively. It is also straightfor-
ward to test for the lack-of-fit for a set of covariates, by using I(∑ j xi jβˆ j ≤ t) and
I(∑ j xi jβˆ kj ≤ t) in (2) and (6), respectively, where the sum is taken only over the
defined set of covariates. As will be illustrated later, considering the set of speci-
fied covariates enables efficient detection of the lack-of-fit due to omission of the
interaction effect. Testing the lack-of-fit due to a set of covariates is also impor-
tant when the model besides the linear component of the covariate includes also its
nonlinear transformation and one wants to test for the adequacy of such assumed
nonlinear relation with the outcome. Throughout, we refer to testing the adequacy
of the entire model as the full model check, while partial model check refers to
testing the adequacy of a model’s subset.
The intuitive reason why using permutations is a valid way of approximating
the null distribution of the proposed test statistics can be explained as follows.
When assuming that the model fits the data well, there should be no obvious pattern
when looking at the residuals as a function of the fitted values, while deviations
from the model’s assumption will appear in such plots as systematic patterns. As
an example, assume that the association between the outcome and a single covariate
is such as presented in Figure 1 (A). Clearly, such data could not be generated by
a (univariate) linear model. However, when using either permutation approach the
pattern is no longer present (Figure 1, B and C, respectively), obtaining a situation
which one observes when the null hypothesis holds.
An important step when constructing the tests is however the standardization
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Figure 1: An example of the association between the outcome and the predictor
variable (A), permuted outcome using raw data permutation and the predictor vari-
able (B) and permuted outcome using permutation of residuals and the predictor
variable (C).
of the residuals. Note that by the raw data permutation procedure any positive or
negative association between the outcome and the predictor variables is diminished
(Figure 1, B), which increases the variability of residuals. The random processes
constructed under permutations using the unstandardized residuals are therefore
more variable and the tests would reject the true null hypothesis less often than
they should. Also, due to increased variance, this permutation approach can suf-
fer from severe loss of power, hence it will not be considered here further (See
Supplementary material 2 for the results when using this permutation approach).
It is necessary to standardize the residuals also when using the permutation of
residuals (Figure 1, C). In this case the residuals are after permutation and refitting
the model less variable (especially obvious with more covariates or when the sam-
ple size is small), hence the variability of the random processes constructed after
permutations is smaller and the tests would reject the true null hypothesis too of-
ten. In fact, the residual variance after the permutations will always be smaller (or
equal in the special case where the permuted residuals are equal to the unpermuted
residuals) than the residual variance on the data which have not been permuted,
which can easily be shown. The effect of standardization is however asymptoti-
cally negligible as will be apparent from our theoretical results presented later.
One could be tempted to estimate the null distribution of the test statistic by
constructing the random process directly from the permuted residuals, epi(i), with-
out refitting the model. Such test will however be very conservative as this will
overestimate the variance of the constructed random process. When the residu-
als are sorted based on the fitted values, then neighboring residuals are negatively
correlated (especially for the residuals close to each other in this ordering). When
the residuals are randomly permuted, this negative correlation is preserved, how-
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ever neighboring residuals are less negatively correlated which overestimates the
variance of the random process. When n is large the negative correlation becomes
smaller, but the constructed stochastic process depends on a lot of residuals which
are negatively correlated, and all these small negative correlations combined are
still important. Therefore a new model is fitted after the permutation, to make sure
that this negative correlation of residuals that are close with respect to the ordering
corresponding to the fitted values is kept.
2.3 Assumptions
The theoretical results will be valid under the following set of assumptions.
(A1) The errors, εi are i.i.d. with E(εi) = 0 and var(εi) = σ2 <∞, i= 1, . . . ,n. We
further assume that limn→∞ 1n ∑
n
i=1 E|ci jεi|= 0 for any constants 0 < ci j <∞,
i = 1, . . . ,n, j = 1, . . . ,k.
(A2) 0 < limn→∞ ||1n xT x||2 < ∞.
(A3) E
[
εiI(xTi γ1 ≤ x1)− εiI(xTi γ2 ≤ x2)
]2→ 0, as γ1→ γ2 and x1→ x2, for all
γ2 sufficiently close to θ.
(A4) When n→ ∞, the functions
h(t) = (h1(t), . . . ,hp(t))
and
k(t) = (k1(t), . . . ,kp(t)),
with h j(t)=∑ni=1 xi jI(xTi θ≤ t) and k j(t)=∑ni=1 xpi(i) jI(xTi θ≤ t), j= 1, . . . , p,
respectively, are continuous for each t ∈R.
Assumption (A1) is standard and assures that the weak law of large num-
bers and the central limit theorem can be applied to sequences n−1∑ni=1 ciεi and
n−1/2∑ni=1 ciεi, respectively, for any 0 < ci < ∞. Note that the strong law of large
numbers can be applied to a sequence n−1∑ni=1 εi.
Assumption (A2) implies that 1n x
T x and (1n x
T x)−1 are finite positive-definite
matrices when n→ ∞. It also implies that 0 < limn→∞ ||(1n xT x)−1||2 < ∞.
Assumption (A3) is equivalent to condition (v) in the functional central limit
theorem in Pollard (1990, p. 53) and assures stochastic equicontinuity of Wn(t)
and W kn (t). Assumption (A4) together with assumption (A3) guarantees that in the
limit Wn(t) and W kn (t) will have continuous sample paths.
The results presented herein could be adapted also for the random design ma-
trix, but at a cost of some additional distributional assumptions and a large compu-
tational inconvenience. Also, while we consider here only the OLS estimator, the
results would hold for any consistent estimator of θ.
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2.4 Convergence of the constructed stochastic processes under the
null hypothesis
Here we state the main theoretical result of this paper. That is, that under the
hypothesis that the data were generated by model (1) permutation of the residuals
yields a valid approximation of the constructed random process.
Theorem 1. With permutation of residuals, under H0 and (A1), (A2), (A3) and
(A4), we have with probability 1, that the process σˆσWn(t) and, conditionally on the
data, the process σˆkσ W
k
n (t) converge in distribution to the same zero mean Gaussian
process G∞ in the Skorokhod-space D[−∞,∞], where the covariance function of G∞
is
K(t,s) = lim
n→∞
1
n
(
n
∑
i=1
I(xTi θ ≤ t ∧ s)−h(t)(xT x)−1h(s)T
)
.
where
h(z) =
n
∑
i=1
xTi I(x
T
i θ ≤ z).
Remark 1. Let g be some continuous function from the Skorokhod space D[−∞,∞]
to the real line. From the consistency of σˆ and σˆk (see Supplementary material
1), the continuous mapping theorem and Slutsky’s theorem it then follows that
σ
σˆ g(
σˆ
σWn(t)) and, conditionally on the data,
σ
σˆk g(
σˆk
σ W
k
n (t)) have the same limiting
distribution.
Remark 2. The result also applies when one performs partial model checks, where
the covariance function of the limiting random process is then,
K(t,s) = lim
n→∞
1
n
(
n
∑
i=1
I(∑
j
xi jβ j ≤ t ∧ s)−h(t)(xT x)−1h(s)T
)
,
where
h(z) =
n
∑
i=1
xTi I(∑
j
xi jβ j ≤ z),
and the sum ∑ j is taken only over the defined set of covariates.
Remark 3. When specialized to our setting, the tests proposed by Su und Wei
(1991); Lin u. a. (2002); Stute u. a. (1998a) can be seen as special cases of the
proposed procedure (see Supplementary material 1) hence the result applies also
for their tests. The result applies also when the residuals are not standardized (see
Supplementary material 1) where the covariance function is then
K(t,s) = lim
n→∞
σ2
n
(
n
∑
i=1
I(xTi θ ≤ t ∧ s)−h(t)(xT x)−1h(s)T
)
.
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The result also applies when the refitted residuals are ordered by the original fitted
values which implies that in the approach proposed by Su und Wei (1991); Lin
u. a. (2002) eiZi in (4) can be replaced by the ith permuted residual (note that in
this case it is not necessary to refit the model for each m = 1, . . . ,M). The result
also applies to the tests based on partial model checks (Christensen und Lin, 2015;
Hattab und Christensen, 2018), implying that the proposed procedure could also
be used as an alternative of the Monte-Carlo procedure proposed by Hattab und
Christensen (2018).
2.5 Convergence of the constructed stochastic process under the al-
ternative hypothesis
The alternative hypothesis which we are interested in is that there does not exist
any p-vector b such that ν(x) = E(Y |x) = xT b. Note that under H1, θˆ converges
to a constant vector θ∗ in probability as n→ ∞.
Proposition 1. Let g be some continuous function from the Skorokhod space D[−∞,∞]
to the real line. Under H1, 1√n g(Wn(t)) converges in probability towards some non-
zero constant c 6= 0.
Remark 4. The result can be applied directly to establish that 1√n TC and also
1√
n TC∗ =
1√
n
∫
RWn(t)
2dt converge in probability towards some positive constants,
c1 > 0 and c2 > 0, respectively.
Proposition 2. Under H1, 1√n TS converges in probability towards some positive
constant c1 > 0.
3 Simulation results for the full model check
To check the size of the tests and to illustrate their power for several alternatives we
conducted a simulation study with two predictor variables and an intercept term.
The fitted model is always,
y = β0+β1x1+β2x2+ ε.
The predictor variables were simulated independently from the uniform [0,1]
distribution for n= 50, 100, 200, 500 and 1000 subjects, if not stated otherwise. In
each step of the simulation K = 1000 permutations were performed. Each step of
the simulation was repeated 10,000 times (simulation margins of error are±0.002,
±0.004 and ±0.006 for α = 0.01, 0.05 and 0.1, respectively).
All the analyses were performed with R language for statistical computing,
version 3.0.3 (R Core Team, 2014). R package gof was used for the tests proposed
by Lin u. a. (2002) while our proposed tests are available through R package gofLM
(available upon request from the authors).
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Size of the test
The size of the tests was verified with a simulated example where the outcome
variable was simulated from,
yi =−0.1+β1xi1+β2xi2+ εi.
Normal homoscedastic random errors
Here εi ∼ N(0,σ2), where N(·) denotes a normal distribution. Different values of
β1 = 0, 0.25, 0.50, 0.75 and 1, β2 = 0 and 0.25 and σ2 = 0.01, 0.10, 0.25, 0.50,
0.75, 1 and 2 were considered. Sample size ranged from n= 5, 7, 10, 50, 100, 200,
500 and 1000 subjects. While performing a goodness-of-fit test with n < 50 is in
practice highly questionable, n < 50 is included here for the sake of illustration.
The distribution of p-values for the situation with β1 = β2 = 0.25 and σ2 = 0.25
and some selected sample sizes using the tests proposed by Lin u. a. (2002) (SW’s
test) and our proposed tests using KS and CvM type test statistics are shown in
Figure 2. It is obvious that our proposed tests perform well, while the SW’s tests
do not perform well in terms of size, since the distribution of the p-values is not
entirely uniform event with n = 500. It is shown in the Supplementary material
that with a very small sample size our proposed tests were slightly conservative,
however with as few as 10 subjects, the tests attained the nominal level. Hence
we can conclude that the convergence rate of the proposed tests is very fast, which
agrees also with Figure 2. In agreement with Figure 2, the rejection rates of the
SW’s tests are outside the simulation margin of error for small to moderate sample
sizes (Supplementary material 2).
Non-normal homoscedastic random errors
The size of the proposed tests with non-normal random errors was checked with
the example where εi = ε1i −as, ε1i ∼ γ(a,s) and a and s are the shape and the scale
parameter of the gamma distribution (γ(·)), respectively using β1 = β2 = 0.25.
The scale parameter was set to s = 1, while different values of the shape parameter
were considered, a = 1, 2, 5, 7, 10 and 15. Note that larger values of a mean that
distribution of the error term was more symmetric but also more variable. The
sample sizes considered here were, n = 5, 7, 10, 15, 20, 30, 40, 50, 100, 200, 500
and 1000.
With non-normal random errors the proposed tests were also slightly conser-
vative with a very small sample size (n = 5) but with a larger sample size the
distribution of p-values was uniform and the tests attained the nominal level (Sup-
plementary material 2). The distribution of p-values obtained by SW’s tests was
not uniform even with n = 500 and the tests did not attain the nominal level (Sup-
plementary material 2).
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Figure 2: Distribution of the p-values, based on 10,000 simulated data sets un-
der the null hypothesis using normal random errors, β1 = β2 = 0.25, σ2 = 0.25.
Columns: different tests, rows: n.
Normal heteroscedastic random errors
Here we illustrate the performance of the proposed tests in the presence of het-
eroscedasticity, with εi ∼ N(0,σ2i ), where σ2i = (1+ θxi1)2. Different values of
θ =−0.5, −0.2, −0.1, −0.05, 0, 0.05, 0.10, 0.20, 0.30 and 0.50 were considered.
The other parameters were: β1 = 0, 0.25, 0.50, 1 and 2.5, β2 = 0.25.
As expected, the tests were liberal in the presence of heteroscedasticity. The
rejection rates were however only slightly larger than the nominal levels even when
there was strong heteroscedasticity (large |θ |), especially when using the CvM type
test statistic (Supplementary material 2).
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Omission of a quadratic effect
Here we illustrate the power of the proposed test to detect the lack-of-fit due to
omitting the quadratic effect. The outcome variable was simulated from,
yi =−0.1+β1xi1+0.25xi2+β3x2i1+ εi,
εi ∼ N(0,0.1). Different values of β1 = 0, 0.25, 0.50 and 1 and β3 = 0, 0.25, 0.50,
0.75, 1 were considered.
Results for different nominal test size α , for different effect and sample sizes
for the test using CvM test statistic and permutation of residuals are reported in
Figure 3, lower panels. The results for the other tests and settings are reported in
Supplementary material 2.
Figure 3: Fraction rejected for the goodness-of-fit test; based on 10,000 simu-
lated data sets under the null hypothesis (β3 = 0) and under different alternatives
(omission of a quadratic term, omission of an interaction term; β3 > 0), β1 = 0.25.
Cramer-von Mieses type test statistic. Columns: α .
Judging from Figure 3 (upper panels) the test performs well. As expected, the
test was more powerful when β1, the effect size (β3) and sample size was larger.
The test using CvM type test statistic was more powerful than the test based on KS
type test statistic (Supplementary material 2).
Omission of an interaction term
In this example we illustrate the power of the proposed test to detect the lack-of-fit
due to ignoring the interaction effect. The outcome variable was simulated from,
yi =−0.1+β1xi1+0.25xi2+β3xi1xi2+ εi,
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εi ∼ N(0,0.1). Different values of β1 = 0, 0.25, 0.50, 1 and β3 = 0, 0.25, 0.50,
0.75 and 1 were considered.
Results for different nominal test size α for test using CvM test statistic and
permutation of residuals are reported in Figure 3, upper panels. The results for the
other tests and settings are reported in Supplementary material 2.
The test was powerful to detect the lack-of-fit due to omission of the interaction
term. In this example the test based on CvM type test statistic was again more
powerful.
4 Simulations results for partial model checks
Simulations were performed also to check the properties of the test where one tests
for the lack-of-fit due to a specific covariate or a set of covariates. Here there were
5 variables and the intercept term, and the fitted model is,
y = β0+β1x1+β2x2+β3x3+β4x4+β5x5+ ε.
The predictor variables were simulated independently from the uniform [0,1]
distribution for n = 50, 100, 200, 500 and 1000 subjects. In each step of the sim-
ulation K = 1000 permutations were performed. Each step of the simulation was
repeated 10,000 times. Here we only report the results for n= 100 and for the tests
based on the CvM type test statistic, the other results are reported in Supplementary
material 2.
Example I
In this example the size and power of the tests against the alternative where one of
the covariates, x1, has a nonlinear association is shown. The outcome variable was
simulated from,
yi =−0.1+0.25xi1+0.25xi2+0.25xi3+0.25xi4+0.25xi5+β6x2i1+ εi,
εi ∼ N(0,0.1). Different values of β6 = 0, 0.25, 0.50, 0.75, 1 were considered.
The fraction of rejected null hypotheses for the full model check as well as
for the partial model check targeting only at the variable which has a nonlinear
association (x1), and the partial model check targeting only the variable which has
a linear association with the outcome (x2), are reported in Figure 4 (upper panels).
The test targeting at x1 had good power and the rejection rates were, as ex-
pected, larger than the rejection rates of the full model check. The test targeting at
x2 attained the nominal level. The tests based on the CvM type test statistic were
more powerful (Supplementary material 2).
15
Figure 4: Fraction rejected for the goodness-of-fit tests; based on 10,000 simulated
data sets with the quadratic effect (example I) and the interaction effect (example
II). Example I: full model check (global) and different tests targeting at the correct
variable, x1 (correct) and the wrong variable, x2 (wrong); example II: full model
check (global) and different tests targeting at the set of covariates (targeted at the
set of correct variables, x1 and x2 (2 correct), two wrong variables, x3 and x4 (2
wrong), one correct and one wrong variable, x1 and x3 (1 correct 1 wrong) and 3
wrong variables, x3, x4 and x5 (3 wrong)). The tests are based on the Cramer-von
Mieses type test statistic (CvM). Columns: α .
Example II
In this example the size and power against the alternative where there is an interac-
tion between covariates x1 and x2 is shown. The outcome variable was simulated
from,
yi =−0.1+0.25xi1+0.25xi2+0.25xi3+0.25xi4+0.25xi5+β6xi1xi2+ εi,
εi ∼ N(0,0.1). Different values of β6 = 0, 0.25, 0.50, 0.75 and 1 were considered.
The fraction of rejected null hypotheses for the full model check as well as for
the tests targeting at x1 and x2, and the wrong variable, i.e. the variable x3, are
reported in Supplementary material 2.
While the tests for the full model check were powerful when β6 > 0, all tests
targeting at a specific covariate had no power in this example as the rejection rates
were the same as the nominal level. As expected, targeting at only one variable has
in this case no power as the lack-of-fit is due to a set of covariates. Therefore, when
one wants to detect the lack-of-fit due to omission of the interaction term, a set of
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suspect variables needs to be defined. The results when the test targeted at the set
of correct variables, i.e. variables x1 and x2, one correct and one wrong variable
(x1 and x3), two wrong variables (x3 and x4) and three wrong variables (x3, x4 and
x5) are reported in Figure 4 (lower panels).
The test targeting at the correct set of covariates had good power, while the
tests targeting at the subsets of variables which contain also the variables which
only have the main effect with the outcome attain the nominal level. Tests based
on CvM type test statistic were more powerful (Supplementary material 2).
5 Applications
Here we apply the proposed tests to two publicly available data sets.
Application 1
The proposed tests were applied to data from a study of fetal mandible length by
Chitty u. a. (1993). The data comprises measurements of mandible length and ges-
tational age in 158 fetuses. The data are publicly available through R package
lmtest. The data were log transformed and the proposed goodness-of-fit tests, us-
ing 10,000 permutations, all returned a p-value of < 0.0001 and the null hypothesis
was rejected. When looking at the plot of the constructed random process (Figure
5, panel (A), red curve) we see that there is a long succession of negative residuals,
followed by a long succession of the positive residuals, which suggests that there is
a quadratic association. When the goodness-of-fit tests were applied to the model
which included also the quadratic term for gestational age the p-values were 0.426
and 0.517 for the test using KS and CvM type test statistic, respectively and the
null hypothesis was not rejected at α = 0.05. In this case the constructed random
process shows no systematic pattern (Figure 5, panel (B)) and is similar as the ran-
dom processes which are obtained after using permutation of residuals (gray lines
in Figure 5 are 1000 randomly selected processes which are obtained after using
permutation of residuals).
Application 2
The tests were applied also to a dataset which was taken from Draper und Smith
(1981). This dataset consists of two covariates (the operating days per month,
x1, and the average atmospheric temperature, x2) and the pounds of steam used
monthly as the outcome for 25 subjects. Draper und Smith (1981) used a simple
additive model and concluded, based on the plot of residuals versus predicted val-
ues that the data fitted the model well. Our tests which use permutation of residuals
returned p-values 0.042 and 0.044 for KS and CvM type test statistic, respectively
and the null hypothesis was rejected at α = 0.05 (Figure 6, panel (A)). The tests
using CvM type test statistic targeting at x1 and x2 returned p-values equal to 0.008
and 0.096, respectively. From the plots of the constructed random process we can
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Figure 5: The constructed random process (red curves) and 1000 randomly selected
random processes which are obtained after using permutation of residuals (gray
curves) for the fetal mandible length data. The p-values are for the CvM type test
statistic. Panel (A) refers to the model which includes only the effect of age, while
panel (B) is the model which includes also the square of age.
conclude that the lack-of-fit due to covariate x1 is due to omission of the quadratic
term (Figure 6, panel (B), red curve). When the quadratic term for x1 was included
in the model, the p-values for the full model check were 0.567 and 0.641 for KS
and CvM type test statistic, respectively and the null hypothesis was not rejected at
α = 0.05 (Figure 6, panel (D)). The test using CvM type test statistic targeting at x1
and its square, x21, returned a p-value of 0.534 and the test targeting at x2 returned a
p-value of 0.417. The plots of the constructed process when targeting at x1 and x21
reveal that the goodness-of-fit improved dramatically by including x21 in the model
(Figure 6, panel (E), red curve). This had an effect also on the random process
which targets at x2, where after inclusion of x21 the random process is more in line
with what one observes under the null hypothesis (Figure 6, panel (F), red curve).
6 Discussion
In practice, graphical procedures are mainly used to evaluate goodness-of-fit of
the linear regression model. While these procedures are useful, they can be to a
large extent subjective. They can be formalized by forming a stochastic process
based on residuals. Several goodness-of-fit tests based on such random processes
have been proposed. They are however very computationally expensive (Stute u. a.,
1998a), target a certain fixed alternative (Lin u. a., 2002; Solari u. a., 2012), rely on
the asymptotic independence of the residuals (Fan und Huang, 2001; Christensen
und Lin, 2015) or rely on some asymptotic properties of the constructed random
process (Su und Wei, 1991; Lin u. a., 2002) and therefore can yield poor results
with small sample size especially with non-normal random errors. We propose
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Figure 6: The constructed random process (red curves) and 1000 randomly selected
random processes which are obtained after using permutation of residuals (gray
curves) for the Draper and Smith data. The p-values are for the CvM type test
statistic. Panel (A) refers to the model which includes only the main effects. Panels
(B) and (C) are tests targeting at x1 and x2 for the model which includes only the
main effects. Panel (D) refers to the model which includes also x21. Panel (E) refers
to the test targeting at x1 and x21 and panel (F) is for a test targeting at x2.
goodness-of-fit tests which do not depend on the distribution of the errors and
have correct size also with a small sample size. This is achieved by standardizing
the residuals and using permutations to obtain the p-values. We prove that when
using the permutation of residuals, under homoscedastic random errors, the tests
are asymptotically consistent under the null and the alternative hypotheses.
We also show how the proposed tests can be used to detect the lack-of-fit which
occurs only due to a specific covariate or a set of covariates. This is achieved
by using different ordering of the residuals. To detect the lack-of-fit only due to
one covariate then the residuals are ordered by this covariate, while when trying
to detect the lack-of-fit of the model’s subset, the residuals are ordered by the
predictive values obtained from the respective model’s subset. Other orderings
that were proposed, e.g. the moving sums and moving averages proposed by Lin
u. a. (2002), could also easily be implemented, but were not pursued in this study.
Also, the standardization and ordering techniques used by Hattab und Christensen
(2018) could all easily be adopted also for the cumulative sum processes that are
considered here. The proposed procedure could also be used in tests based on
partial sums of residuals as an alternative to the Monte-Carlo procedure proposed
by Hattab und Christensen (2018).
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A possible issue is the performance of the proposed tests in the presence of
heteroscedastic random errors. We show with extensive simulations that even in
the presence of strong heteroscedasticity the type I error is only slightly inflated,
especially when using the CvM type test statistic. However, the wild bootstrap
proposed by Stute u. a. (1998a) or the approximation proposed by Lin u. a. (2002)
are in such settings superior to our tests, as they have correct size, at least asymp-
totically.
Similarly as the tests proposed by Stute u. a. (1998a) and Lin u. a. (2002), our
tests could be extended to the other generalized linear models (GLM), but the as-
sumption of homoscedastic errors could be problematic for some GLMs. We are
currently exploring the possibility of extending this idea to linear mixed effects
models.
One potential disadvantage of using permutation testing could be a large com-
putational burden. In our case this was not an issue, as it is possible to implement
the tests in a very efficient manner. E.g. the calculation of p-values for our real data
example from a study of fetal mandible length using 10,000 permutations took 1.2
seconds on an ordinary personal computer. A typical simulated data example with
two covariates, 1,000 samples and 10,000 permutations took 2.6 seconds. In com-
parison, the tests proposed by Lin u. a. (2002) using the gof package with 10,000
simulations took 28.6 seconds for the same example.
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