To improve the compressive sensing MRI (CS-MRI) approaches in terms of fine structure loss under high acceleration factors, we have proposed an iterative feature refinement model (IFR-CS), equipped with fixed transforms, to restore the meaningful structures and details. Nevertheless, the proposed IFR-CS still has some limitations, such as the selection of hyper-parameters, a lengthy reconstruction time, and the fixed sparsifying transform. To alleviate these issues, we unroll the iterative feature refinement procedures in IFR-CS to a supervised model-driven network, dubbed IFR-Net. Equipped with training data pairs, both regularization parameter and the utmost feature refinement operator in IFR-CS become trainable. Additionally, inspired by the powerful representation capability of convolutional neural network (CNN), CNN-based inversion blocks are explored in the sparsity-promoting denoising module to generalize the sparsity-enforcing operator. Extensive experiments on both simulated and in vivo MR datasets have shown that the proposed network possesses a strong capability to capture image details and preserve well the structural information with fast reconstruction speed.
discomfort and motion artifacts. Therefore, increasing MR imaging speed is an important and worthwhile research goal.
During the past decades, compressed sensing (CS) has become a popular and successful strategy for fast MR imaging reconstruction [1] [2] [3] [4] [5] [6] . In most early CS-MRI methods, the model consists of two components, namely, the data fidelity term in the k-space domain and the regularization term equipped with fixed sparsifying transforms (e.g., finite-difference and wavelet). However, although these classical methods can efficiently solve the problem, losing structures and details can be observed in the reconstructed images, particularly at high undersampling rates. To mitigate this problem, many studies have been conducted, which have mainly focused on two aspects [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . One is developing more powerful sparsity transforms or applying nonlocal operations, e.g., discrete cosine transforms [7] , [8] , patch-based directional wavelets [9] , data-driven tight frame [10] , dictionary learning [11] [12] [13] [14] , and nonlocal total variation regularization [15] . Although these strategies have improved the reconstruction accuracy, they are time consuming owing to the online training or significant number of nonlocal operations required. Another aspect is to restore the fine structures that are discarded using basic CS-MRI methods [20] . Nevertheless, while bringing back the useful structures, these methods may also introduce noise into the restored image. To alleviate this issue, we proposed an iterative feature refinement method, called IFR-CS, for accurate undersampled MR image reconstruction [21] , [22] . IFR-CS extracts only fine structures and details from the residual image, and adds them back to the intermediately denoised image by designing a feature descriptor. Although the desired results can be achieved, IFR-CS and other CS-MRI methods still have some limitations. For example, the iterative approach takes a relatively long time to achieve high-quality image reconstruction. In addition, the selection of the regularization parameter is empirical.
Deep neural networks have recently achieved exciting successes for image classification, segmentation, denoising and accelerated MRI [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] , owing to their strong learning ability from data. Fast online restoration and powerful non-linear mapping ability are the main advantages of deep learning methods. However, the usual data-driven networks rely on the use of large datasets and most medical data are difficult to obtain due to patient privacy. One way to mitigate this problem is training the network with natural images and applying the trained network to restore medical images [40] . Another way to alleviate the problem is recovering medical images with the model-based deep learning networks [41] [42] [43] [44] [45] [46] . For example, Sun et al. proposed a model-based ADMM-Net for CS-MRI [41] by unrolling the procedure of the alternating direction method of multipliers (ADMM) to an iterative network. Specially, this network learns the parameters of the regularization term and transforms in the model through network training, which enables the network to restore the image with fast speed and relieve the parameter selection procedure. Recently, there are more efforts conducted on the model-based networks. Some researchers focus on learning specific projection in the traditional alternative model with deep convolutional neural network (CNN) [43] [44] [45] . Another direction is to form the model-based network with CNN-based regularization prior, in which the weights of CNN are shared across iterations/layers [46] .
In this work, under the effective IFR-CS model, we form a new IFR-Net by inheriting merits of parameter-learning from ADMM-Net [41] and the CNN-weights learning from [48] for CS-MRI reconstruction. Different from the weight-sharing CNN denoiser in [46] , the weights of CNN in this network are all separately trained. With the fine structure preserving ability of IFR-CS, the proposed IFR-Net can also be trained with small image dataset while added some trainable CNN blocks. Concretely, this network is composed of three main modules: a reconstruction module for restoring an MR image from highly undersampled k-space, a CNN-based denoising module for removing noise-like artifacts caused by undersampling, and a feature refinement module for picking structure information from the residual image. Experimental results for a range of undersampling rates and different sampling patterns have shown that IFR-Net can achieve superior results with the preservation of more structural information, compared to the traditional iterative methods including the initial version IFR-CS and several recent deep learning approaches.
The main contributions are as follows:
r The present IFR-Net is a network developed from the IFR-CS scheme. It is formed by unrolling the iterative feature refinement model to multiple layers/modules. Due to the excellent feature refinement property, IFR-Net can be trained with small image dataset.
r In IFR-Net, besides of the regularization parameter, the utmost feature refinement operator in IFR-CS also becomes trainable. Hence a fully parameter-learning strategy is presented. Furthermore, CNN-based inversion blocks are integrated into the denoising module of the network to increase the network capacity.
II. PRELIMINARIES

A. General CS-MRI
Assume x ∈ C M is a MR image to be reconstructed and y ∈ C N (N < M) is the undersampled k-space data. The general CS-MRI model can be formulated as follows: where the first term is the data fidelity term in the k-space domain, and the second term is the regularization term. In addition, F p denotes the undersampled Fourier encoding matrix, and D l denotes a transform matrix for a filtering operation, e.g., a discrete wavelet transform or a discrete cosine transform (DCT). Parameter λ l determines the trade-off between these two terms. There are many ways to tackle this problem. Alternating direction method of multipliers (ADMM) is a widely utilized technique that has been proven to be efficient and generally applicable with a guaranteed convergence [47] . It considers the augmented Lagrangian function of a given CS-MRI model, and splits the variables into subgroups, which can be alternatively optimized by solving a few simple sub-problems. For instance, by introducing an auxiliary variable u, Eq. (1) can be rewritten as
where ρ is the penalty parameter.
B. IFR-CS Model
The basic idea of IFR-CS [21] is to design a linear featurerefining module to recover useful image details while removing the noise and noise-like artifacts. For Eq. (2), its IFR-CS formulation can be written as follows:
where T is the feature descriptor partly controlled by a parameter V (Details can be seen in Appendix A), x t is the feature-refined denoised image, n is the n-th iteration, ⊗ is a dot product operation, and x (n+1) can be efficiently computed by fast Fourier transform. As shown in Fig. 1 , the IFR-CS approach consists of three main steps: a sparsity-promoting denoising step, a feature refinement step, and a Tikhonov regularization step. The feature descriptor T in feature refinement step is similar to a special filter, which filters out unwanted signals of the residual image and keeps the wanted signals. Then, the wanted signals can be added back to the reconstructed image. This step can enable the denoised image to keep more details.
C. CNNs-Based Iterative Inversion Block
Over the past decades, most traditional methods have applied well-chosen filter-based regularized iterative algorithms to solve the ill-posed inversion problem in imaging processing. Although these iterative approaches can achieve a state-of-the-art performance, a high computational cost and fixed transform kernels put traditional iterative methods at a disadvantage as compared to deep learning based methods. To alleviate this deficiency, the researchers in [48] explored the relationship between conventional iterative inversion operations and the CNN framework.
As shown in Fig. 2 , the unfolded architecture of the iterative shrinkage procedure with a sparsifying transform
) is similar to the framework of a convolution network. We can thus utilize the powerful CNN to train a more suitable sparse operator for our CS-MRI reconstruction task without high computational costs during the reconstruction.
III. PROPOSED IFR-NET MODEL
The proposed IFR-Net model contains the network designing part and parameter training part. In particular, the network architecture is formed by two successive stages: an iterative scheme employing Least-Square (LS) and gradient descent to tackle the IFR-CS model, and unrolling the iterative scheme to a network with CNN layers. To facilitate the description of the present method, we tabulate the notations used hereafter in Table I .
A. Proposed Network
First, we use the LS and gradient descent to tackle the IFR-CS model and generate the iterative scheme. Differing from the IFR-CS, we directly employ the gradient descent algorithm to solve the second sub-problem in Eq. (3), which is thus modified as
where l r is the step size, I denotes a unit matrix, F T p F p is a block circulant matrix, and F F T p F p F T is a diagonal matrix consisting of ones and zeros with the ones corresponding to the sampled locations in k-space. In addition, F denotes the normalized full Fourier encoding matrix satisfying F F T = 1 N . Especially, F is achieved by uniform Fourier transform when the sampling pattern is Cartesian. If the sampling pattern is non-Cartesian, the F can be implemented with Non-uniform Fourier transform (NUFFT).
Second, we unroll the iterative scheme Eq. (4) by incorporating a CNN layer to form a network. In particular, to improve the reconstruction performance and increase the network capacity, we utilize CNN-based iterative inversion blocks to achieve the
. Based on the iterative process in Eq. (4), we propose a network-based CS-MRI method composed of a fixed number of phases, each of which strictly corresponds to an iteration in traditional IFR-CS.
where n ∈ [1, 2, . . . , N s ] is the number index of stages, k ∈ [1, 2, . . . , K] is number index of the block, μ 1 = 1 − ρl r , μ 2 = ρl r , * denotes the convolution operation. w (n+1,k) 1 denotes L filters with a size of w f × w f , which roughly takes the place of D, and b
corresponds to a filter with a size of f × f × L, which can be seen as the
is a one-dimensional bias vector. S P LF (·) [41] is a piecewise linear function similar to the function of Relu layer in the CNN, which is used to achieve the shrinkage function of
are the trainable values at these positions for the k-th block at the (n + 1)-th stage. Specially, assume variable α is the input of S P LF (·), its output is: where
As can be seen in Eq. (5), at the n-th stage of the graph in the present IFR-Net, there are three types of nodes mapped from three types of operations, i.e., a reconstruction operation (X (n) ), a sparsity-promoting denoising operation (Z (n) ), and a feature refinement operation (R (n) ). A whole data flow graph is a multiple repetition of the above stages corresponding to successive iterations, as depicted in Fig. 3 . As seen in Fig. 3(a) , the proposed IFR-Net consists of several stages, where each stage is a component of three modules: a reconstruction module (X), a sparsity-promoting denoising module (Z) (the details of which are shown in Fig. 3(b) ), and a feature refinement module (R). It is also clear to see that our network can be regarded as the concatenation of many stages, and in each stage, and there are three types of modules inside. To concisely describe the network, we take the n-th stage as an example to depict the modules of the network as follows:
1) Reconstruction Module (X (n) ): The inputs of this module are y and x (n−1) t . The output of this module is defined as
It should be noted that, in the first stage (n = 1), x (0) t is initialized as zero, and therefore x (1) 
2) Sparsity-Promoting Denoising Module (Z (n) ): To learn a more suitable sparse operator for a CS-MRI reconstruction task and increase the network capacity, we introduce several CNN-based convolution layers into this module. As shown in Fig. 3(b) , the module is composed of several CNN-based blocks, and in each block there are four layers: a united layer U (n,k) , convolution layers C . The resulting output is
Note that, in the first block, . The output of this layer is
d) Convolution Layer (C (n,k) 2 ): Given the input h (n,k) , the output of this layer is defined as
3) Feature Refinement Module (R (n) ): The inputs of this module are u (n) , x (n) . The output is
B. Network Training
In the network training procedure, we aim to learn the following parameters Θ in this deep architecture: ρ (n) in the reconstruction module; filters w 
; and V (n) in feature extraction operator T (n) in the feature refinement module. Based on the parameters Θ, we set the undersampled k-space y as the input andx(y, Θ) is the network output. By updating the parameters Θ, the training procedure is devoted to making the outputx(y, Θ)close to the ground-truth image x gt as much as possible. For the given pairs of training data ψ = {y, x gt } and Θ, we set the normalized mean square error (NMSE) as the loss function, i.e.,
where |ψ| denotes the number of data pairs in ψ. The stochastic gradient descent (SGD) algorithm is used to optimize these parameters by minimizing the NMSE loss. The gradients of the loss function E(Θ) of the restored result with parameters Θ are computed with the back-propagation (BP) algorithm. This procedure is detailed in Appendix B.
IV. EXPERIMENT RESULTS
To demonstrate the effectiveness of IFR-Net, we compare it with the initial version of our previous model IFR-CS [21] and a representative model-based network, ADMM-Net [41] , for real-valued experiments. For complex-valued testing, we firstly make a simple comparison of IFR-Net and IFR-CS with 3 brain images from our scanner. Then, to make it more convincing, further comparisons among IFR-Net and patch-based algorithm PANO [16] , dictionary learning method FDLCP [13] and datadriven network D5-C5 [30] are conducted on 50 knee images from the open dataset FastMRI 1 [50] . For a fair comparison, the parameters of IFR-CS, PANO and FDLCP are hand-tuned for the best performance. As for ADMM-Net method, we initialize the parameters as the default with 15 stages, and the filters in each stage are set to be eight 3 × 3 DCT bases. Both ADMM-Net and our proposed method are trained using the same 100 brain images. For the proposed IFR-Net, we set the stage number to 7, inner block number 3, epoch number 300, learning rate 0.1, batch size 1, and momentum 0.95 as default. All of these experiments are implemented in MATLAB 2017a with MatConvNet toolbox on a PC equipped with an Intel(R) Xeon (R) CPU X5690 @ 3.47 GHz. The peak signal-to-noise ratio (PSNR), high-frequency error norm (HFEN), and structural similarity (SSIM) are used to quantitatively evaluate the qualities of the reconstruction results. For convenient reproducibility, a demonstration code can be downloaded from the following website: https://github.com/yqx7150/IFR-Net-Code.
A. Data Acquisition
Dataset 1. For real-valued MR reconstruction, we train and test our network using 100 and 5 brain amplitude images, respectively. For the complex-valued experiments, we train our IFR-Net with 100 brain images. Note that, all of these 2D data are from 3D fully sampled data scanned from a 3T Siemens MAGNETOM Trio scanner with 12-channel head coil using the mixed-weighted (T1, T2, and Proton Density-PD) turbo spin echo sequence. For T1-and T2-weighted data, the voxel size is 0.9 × 0.9 × 0.9 mm 3 , slice number for per slab is setting as 160, the field of view (FOV) is 220 × 220 × 220 mm 3 , and the slice thickness is 0.86 mm. For PD-weighted data, the voxel size is 1.0 × 1.1 × 1.1 mm 3 , slice number is 192, the field of view (FOV) is 220 × 220 × 220 mm 3 , and the slice thickness is 1.06 mm. In the real-valued reconstruction comparison, we obtain the real valued and single channel images using the sum-of-square (SOS) operator. For complex-valued data, we utilize the adaptive coil-combine method [49] to obtain complex single-channel images. The top line of Fig. 4 shows the real valued testing images used in our experiments. Dataset 2. In this dataset, we select 400 knee data from the "single coil train" set of FastMRI as training set and select 50 knee data from "single coil val" set of FastMRI as testing set. All of these data are cropped to the center 320 × 320 region. As the data we downloaded are complex single-channel k-space data, we use them for the complex experiments. Some testing images are shown in the bottom line of Fig. 4 .
Sampling Masks. Three different types of undersampling patterns are tested, i.e., 1D random, 2D random, and pseudo radial sampling. For the pseudo radial mask, 10%, 20%, 30%, and 40% retained raw k-space data are simulated, representing 10×, 5×, 3.3×, and 2.5× accelerations, respectively. For 1D random, 2D random, and pseudo radial masks, 25% retained k-space data are simulated. A visualization of some sampling masks is depicted in Fig. 5 .
B. Network Setup
In this subsection, we investigate the effects of different depths and widths on the proposed IFR-Net. The comparisons are conducted by varying one parameter at a time while keeping the rest fixed at their nominal values and they are all trained and tested on dataset 1.
Depth. There are two factors influencing the depth of the net: the number of stages and iterative inversion blocks. Initially, we train deeper networks by increasing the number of stages using 50 real-valued brain images. Fig. 6 illustrates the average We then train the IFR-Net with the iterative inversion block number K set to 2, 3, and 4, respectively. The average PSNR, HFEN, and SSIM values are provided in Table II . We can see from the table that the PSNR is improved by approximately 0.07 dB, and the SSIM is improved by approximately 0.006 when increasing the number of blocks by 1. However, the HFEN values are nearly the same when K = 3 and 4, and the performance is even a little better when K = 3. We can conclude that the increasing number of iterative blocks has a small contribution to improving the reconstruction performance.
Width. To test the effects of the network width, we set the networks using filter numbers as 8, 64, and 128, respectively. Besides of setting N = 7, K = 2, and w f = 3, here we randomly initialize the filters, due to that the DCT basis has a limitation regarding the number of filters. More details on the filter initiation are provided in the discussion section.
As shown in Table III , the PSNR, HFEN, and SSIM achieve the best values simultaneously when the IFR-Net network is trained using 64 filters.
C. Performance Comparison on Real-valued Data
Reconstruction under Different Sampling Rate. Table IV tabulates the quantitative comparison results of the traditional IFR-CS and state-of-the-art ADMM-net with pseudo radial sampling rates of 10%, 20%, 30%, and 40%. It can be obviously observed that IFR-Net achieves the best scores for all of the quantitative comparisons. In particular, although ADMM-Net obtains better values than IFR-CS with 10% sampled data, IFR-CS obtains better average results when the sampling rate is ≥ 20%. The top and middle lines of Fig. 7 show visual reconstruction examples on the testing brain images using IFR-CS, ADMM-Net, and IFR-Net from the simulated k-space data with 10% and 20% pseudo radial sampling masks, respectively. We can clearly see from the enlargements and reconstruction errors in Fig. 7 that IFR-Net effectively suppresses most of the artifacts and preserves the image details, whereas the competing methods show an obvious loss of structural details. For the 20% sampled data in Fig. 8 , both IFR-Net and the competing methods obtain fine reconstruction details without a significant loss in structural information, whereas it can still be observed from the enlargements and errors that IFR-Net achieves a more accurate reconstructed line profile and structural details.
Reconstruction under Different Sampling Mask. This subsection presents the comparison results of different sampling masks (1D random, 2D random, and pseudo radial masks with a sampling rate of 25%). The quantitative results are tabulated in Table V . Clearly, the results indicate that the proposed method obtained the best performances with various sampling patterns. Similarly, for a visual comparison, we present example reconstruction results in the bottom line of Fig. 7 . Despite the difference between the reconstructed image and the reference is slight even in the enlargement part, the reconstruction errors show that IFR-Net outperforms the comparison methods with less structural loss, particularly in the edges of the organ.
D. Performance Comparison on Complex-valued Data
In general, MR images are complex-valued, and their phase information is also important. In this part, we provide several reconstruction examples of complex-valued MR images. The proposed IFR-Net can achieve the desired result even with complex-valued data.
Comparison on Complex-valued Dataset 1. At first, we compared the proposed IFR-Net to its initial version IFR-CS with 25% 2D-random sampling and 20% pseudo radial sampling masks on dataset 1. For quantitative values, it can be observed from Table VI that IFR-Net achieves better results than IFR-CS for all evaluation indexes. In particular, the proposed method outperforms IFR-CS by 2.8095 dB under a 20% pseudo radial sampling. In terms of visual comparison, amplitude images of the complex-valued images reconstructed from 25% 2D random sampling and 20% pseudo radial k-space data are shown in Fig. 8 . The enlargements and reconstruction errors show that our method outperforms IFR-CS in both artifact removal and the preservation of fine structures.
Comparison on Complex-valued Open Dataset 2. To further demonstrate the effectiveness of the proposed method, we conduct an extra comparison on dataset 2, in which the IFR-Net is compared to more state-of-the-art methods: the traditional algorithms PANO [16] and FDLCP [13] , and the data driven network D5-C5 [30] . In this experiment, D5-C5 is trained with 400 single-channel complex images from dataset 2 and all of the methods are tested with 50 single-channel complex knee images selected from FastMRI. And they are also sampled with 25% 2D-random and 20% pseudo radial masks, respectively. Table VII lists the average quantitative values of 50 images. IFR-Net outperforms the competing algorithms in terms of lower HFEN, higher PSNR and SSIM values. Fig. 9 visually compares two different slices at 25% 2D random and 20% pseudo radial sampling. It is evident from the error images that the reconstruction quality by deep learning approaches D5-C5 and IFR-Net are better than the traditional iterative methods PANO and FDLCP. Moreover, IFR-Net produces more visually pleasuring result than D5-C5 in the case of 20% pseudo radial sampling.
In addition, a comparison between our method and U-Net baseline from [50] on the undersampling schemes from the leaderboard of FastMRI is also added to better verify the effectiveness of IFR-Net. In this experiment, the U-Net is trained and validated by 977 files (about 37216 images) and 200 files (about 7600 images) randomly selected from "single coil train" set of FastMRI, respectively. The results are tabulated in Table VIII . It is obvious that IFR-Net achieves better quantitative results at both 4-fold and 8-fold undersamplings.
V. DISCUSSION
Filter Initialization. There are two types of initialization of the filters in sparsity-promoting denoising module: model-based initialization and random initialization. In a model-based case, the initialized filter is an effective and widely used sparse transform operator, e.g., DCT bases. The filters used can then be further learned through network training, and thus become a more suitable transform operator for a specific task. In the case of a random initialization, the filters are generally initialized based on random values in a Gaussian distribution, similar to classical deep learning methods. Table IX provides example results of a network trained using the same setup with the exception of the initialized filter types. It is clear that the network initiated using the model-based filters achieves a better performance for all quantitative values. Nevertheless, there is a drawback to the DCT-based initialization that the number of filters in the DCT bases is associated with the filter size, e.g., 8 filters with a size of 3 × 3 (the first DCT basis is discarded), 24 filters with a size of 5 × 5, or 48 filters with a size of 7 × 7, etc [41] . Thus, if a task needs to use a large number of filters of a small size, we have to choose a random initialization of the filters. In this work, to achieve higher reconstruction accuracy while maintaining a fast computational speed, we take eight DCT bases with a size of 3 × 3 as the filter initialization in our experiments.
Convergence Speed. During the training phase, the training/validation error curve is used to detect the convergence speed of the network. This means that the network training gradually converges when the loss between two iterations is increasingly smaller, and the convergence of the error also indicates that the network has been trained well. Fig. 10 depicts a training/validation error curve for a network trained by 100 brain images with 25% 2D-random sampling. It can be observed that, as the number of iteration increases, the curve of both the training and validation error gradually converges to a low point. Although there are slight fluctuations in the iteration process, the overall network development trend gradually converges. In particular, we can easily see from the error curve that the proposed network converged at approximately the 130-th iteration. Because the training procedure of our network is driven by not only the data but also the traditional iterative algorithm model, the network is trained with a fast convergence speed.
Generalization. To evaluate the generalization capability of the proposed network, we apply an IFR-Net network learned from 100 brain images for the testing of knee images. Fig. 11 shows a reconstruction example of ADMM-Net and our IFR-Net with a pseudo radial sampling rate of 10%. We can see from the enlargement of the restored image that IFR-Net network achieves better reconstruction accuracy and preserves relatively fine structural details. This result indicates that the proposed network achieves a comparable or even better performance compared to other model-based deep network with less structure losses.
Feature Descriptor. In the initial version of IFR-CS, the feature refinement module plays an important role in picking up the structural information from the residual image. Particularly, Fig. 11 . Reconstruction results for a knee image with a pseudo radial sampling rate of 10%. Fig. 12 . Reference image and corresponding feature descriptor maps in the feature refinement module for 2, 3, 7, and 9 stages under 25% 2D-random sampling.
TABLE X AVERAGE PSNR, HFEN, AND SSIM VALUES OF IFR-NET WITH T AND
WITHOUT T UNDER 25% 2D-RANDOM SAMPLING the feature descriptor T is the key map that affects the role of feature refinement module. Fig. 12 provides a visual example of feature descriptor maps under varying stages in our network. It can be seen that the detail in a map at latter stage is less than that in the former stage. The reason may be that, with an increase in the number of stages, the reconstructed image is better optimized and the amount of information loss in the denoising module decreases. Thus, there is not much structural information needed to be picked up. This may also indicate that our CNN-based inversion blocks in the denoising module are effective in denoising while preserving the structures well.
To further evaluate the efficacy of the feature descriptor, a comparison between the IFR-Net with T and without T is conducted. According to the results tabulated in Table X , the IFR-Net with feature descriptor achieves better values than the counterpart of network without it. In conclusion, the feature descriptor indeed plays a utilitarian role in the proposed network.
Extension for Multi-channel Images. When dealing with multi-channel images, the input of the network can be formed by stacking the components along the channel direction, hence each channel can share the same parameters in the forward procedure. Except the variables at network input and output, the network structure for multi-channel images is the same as the single-channel counterpart. In addition, the network can be also extended to multi-channel with the strategy similar to [46] . Specifically, the reconstruction module for multi-channel reconstruction can be modified with conjugate gradient (CG) included in the loop as in [46] . We will conduct the extension to multi-channel reconstruction in future study. Weights Sharing in Sparsity-promoting Module. To decrease the demand for training data and training time, we conducted an experiment on training the IFR-Net with weights sharing in sparsity-promoting denoising module. In this experiment, the stage number is set as 5 and inner block as 2. The sampling trajectory is 40% pseudo radial sampling. As shown in Table XI , the formal IFR-Net has a much better performance than the IFR-Net with weights sharing. Therefore, although the weights sharing can reduce the training data and training time, the weights trained separately for our network can boost the performance of it.
VI. CONCLUSION
In this paper, we presented a sparse operator-enhanced iterative network for fast CS-MRI reconstruction. Compared to the initial version of IFR-CS, the proposed IFR-Net network not only learns model parameters and the feature refinement operator, but also shifts the key effort from the online optimization stage to an up-front offline training phase, which significantly accelerates the reconstruction time. Compared to ADMM-Net, the CNN-based inversion blocks and feature refinement module enhance the network capability. Extensive experimental results show that the proposed IFR-Net achieves a better performance both visually and in the quantitative values compared to the traditional iterative methods and several deep learning methods.
APPENDIX A FEATURE REFINEMENT OPERATOR
To obtain a feature descriptor T , a denoised image u should be inputted first. Then, a Gaussian filter is used to blur the denoised u and we can get a blurred image u b . Assume p and q are two local image patches extracted from u and u b respectively, the feature descriptor T is defined as follows:
where c(p, q) calculates the reduction of contrast variation due to the degraded operation, s(p, q) quantifies the structural correction between the original and degraded images. The other variables are defined as follows: σ p = ( Nu i=1 (p i −μ p ) 2 ) 1/2 , σ q = ( Nu i=1 (q i −μ q ) 2 ) 1/2 , and σ pq = Nu i=1 (p i −μ p )(q i −μ q ) 2 , where μ p = Nu i=1 p i ,μ q = Nu i=1 q i and N u is the pixel number of image u. The constant V is introduced for numerical stability and it has a great influence on the reconstruction result. In IFR-Net, the descriptor T is tuned by training the constant V .
APPENDIX B PARAMETER UPDATING OF TRAINING PROCEDURE
The implementation of updating the network parameters Θ in the training procedure of IFR-Net is as follows:
Feature refinement module (R (n) ):
The parameter used in this module is V (n) in T (n) . The gradients of loss w.r.t. the parameters can be computed as
We also compute the gradients of the output in this layer w.r.t. .
its inputs as
