In this article, a numerical method based on the fractional-order shifted Legendre polynomials (FSLPs) and their operational matrix of fractional integration is introduced for solving the fractional Bagley-Torvik equations. The main advantage of the presented method is that it can reduce a solution of the initial and boundary value problems for the fractional Bagley-Torvik differential equations to a system of algebraic equations. In order to confirm the efficiency and superiority of the presented method, some numerical examples are provided and a comparison is presented between the obtained results and those results achieved from other existing methods in the literature.
Introduction
Fractional calculus, the theory of differentiation and integration to non-integer order, is very useful for the description of various physical phenomena, such as damping laws, diffusion process, etc. Fractional derivatives provide an excellent instrument for the description of memory and hereditary properties of various materials and processes [-] . Especially, fractional differential equations provide outstanding tools for illustration of many engineering and physical problems. Since most fractional differential equations do not have exact and analytic solutions, the accurate numerical techniques for solving these fractional equations are a challenging and motivational research area in mathematics and engineering.
The fractional Bagley-Torvik equation was originally formulated in a description of a real material by the use of fractional calculus. Moreover, the Bagley-Torvik equation has appeared in simulating the motion of a rigid plate immersed in a Newtonian fluid [-] . This equation has been studied both analytically and numerically in [] . Diethelm [] transformed this equation into a system of fractional differential equation and solved the problem with the Adams predictor and the corrector method. Recently, considerable attention has been devoted to numerical solutions of the fractional Bagley - [] have been used to solve this fractional differential equation. In this study, a fractional-order Legendre collocation method is proposed for solving the Bagley-Torvik equations.
Applications of orthogonal functions and polynomials for numerical solution of ordinary differential equations refer, at least, to the time of Lanczos [] . Moreover, the origin of some current spectral method, such as the Galerkin, tau, and pseudospectral methods can be found in the 'weighted residual method' of Finlayson and Scriven [] . Nowadays, spectral methods are efficient techniques for solving a different kind of fractional differential and integral equations accurately [, , , ]. The main advantage of spectral methods lies in their accuracy for a given number of unknowns. For smooth problems in simple geometries, they offer exponential rates of convergence (spectral accuracy). By using the operational matrices for basis functions, spectral methods reduce the solution of fractional differential and integral equations into a solution of systems of algebraic equations which produce highly accurate solutions for these equations [, , , ].
This paper is structured as follows: In Section  some basic preliminaries of the fractional calculus are presented. The FSLPs and their properties are introduced in Section . Section  is devoted to an operational matrix of fractional integration for the FSLPs. Application of the FSLPs for solving the Bagley-Torvik equation is considered in Section . Convergence and an error estimate for the FSLPs expansion are given in Section . The efficiency and superiority of the proposed method is demonstrated by considering some numerical examples in Section . Finally, a conclusion is given in Section .
Preliminaries
In this section we review some basic definitions and preliminaries of the fractional calculus which are used in the next sections.
Fractional calculus
Fractional-order calculus is a branch of calculus which deals with integration and differentiation operators of non-integer order. Among the several formulations of the generalized derivative, the Riemann-Liouville and Caputo definition are most commonly used, which can be described as follows [] .
Definition  A real function f (t), t > , is said to be in the space C μ , μ ∈ R if there exist a real number p > μ and a function f  (t) ∈ C[, ∞) such that f (t) = t p f  (t), and it is said to be in the space
Definition  The fractional derivative of order ν >  in the Caputo sense is defined as
where n is an integer, t > , and f ∈ C n  .
For N  = {, , , . . .}, f ∈ C μ , μ, λ ≥ -, and n - < ν ≤ n some useful and practical properties of the Caputo fractional operators D ν are given by the following expressions:
For more details of fractional calculus and their applications please refer to [-].
The FSLPs and their properties
The FSLPs can be defined based on the definition of the shifted Legendre polynomials by introducing the change of variable t = x α for α >  []. Let P n (x) is the nth shifted Legendre polynomial and P (n,α) (x) denote the nth FSLPs, i.e. P n (x α ). By using the recurrence formula for the shifted Legendre polynomials, it can be given as
where P (,α) (x) =  and P (,α) (x) = x α -. The set of FSLPs are orthogonal with respect to the weight function w α (x) = x α- in the interval [, ] with the orthogonality property
Moreover, the analytical form of the FSLP P (n,α) (x) can be written as []
where a n,k are defined as
Any function f (t) defined over [, ] may be expanded in terms of FSLPs as
in which the c k are derived by
If the infinite series in equation () is truncated, then it can be written as
where C and α (x) are M ×  vectors given by
Operational matrix of fractional integration of FSLPs
In recent years various operational matrices for the polynomials have been developed to cover the numerical solution of differential, integral and integro-differential equations.
The main advantage of these operational matrices is that they replace differential and integral operators with some matrices. Consequently, they reduce such problems to those of solving a system of algebraic equations, greatly simplifying the problem [-]. In this section the operational matrix of fractional integration for FSLPs will be derived.
Theorem . The Riemann-Liouville fractional integration of order ν for the M ×  FSLPs vector α (x) can be defined as
where
matrix and its (i, j)th element is defined by
M (ν) i,j = i- r= j l= α(j + )a i-,r a j,l (sα + ) (αr + αl + α) (rα + ν + ) , i, j = , , . . . , M,(  )
where a i-,s is defined in equation ().
Proof The ith element of the vector α (x) is P (i-,α) (x). Using the analytical form of P (i-,α) (x), the fractional integration of order ν for this function can be written as
Now the term x αr is expanded exactly by FSLPs as
in which the ρ r,s can be derived as
By substituting equations () and () in () we have
this means that the fractional integration of ith element of α (x) can be expanded in FSLPs as derived in equation () and this yields the desired result directly.
Numerical solution of Bagley-Torvik equations
The fractional Bagley-Torvik equation is of the form
subject to the initial conditions
or the boundary conditions
where 
in which Y (t) = y(Rt) and F(t) = f (Rt). Now, we approximate the functions Y (t) and F(t) in terms of FSLPs as
where C is an unknown M ×  vector. Substituting equation () in equation () and applying the Riemann-Liouville integral operator J  we get
by using the operational matrix of fractional integration M (ν) we have
Now we collocate the equation () at the M zeros of the shifted Legendre polynomial P M (x). This generates a system of M algebraic equations for the unknown vector C. After finding the solution of this algebraic system, the solution Y (t) can be derived by substituting the vector C in equation ().
Case () Boundary conditions:
To solve the Bagley-Torvik equation () with boundary conditions (), similar to the previous case, by using the change of variable t = x R we obtain
subject to boundary conditions
substituting the approximation functions Y (t) and F(t) defined in equation () into equation () and using the operational matrix of fractional integration M (ν) we get 
Error analysis
In this section, in order to demonstrate the efficiency of the proposed FSLPs method, we have given some theorems on convergence and error estimation. The next theorem gives an upper bound for the error function of the truncated FSLPs series. 
Theorem . Let f (x) be a defined function on [, ] and g(x)
Proof The truncated FSLPs series f M (x) can be written as a polynomial q n (x α ) of degree M - which approximates f (x) with minimum mean error, so
by the change of variable t = x α we get
in which Q n (x) is the well-known polynomial interpolation for g(t) at shifted zeros of Chebyshev polynomials in the interval [, ]. Now by using an error bound of the polynomial interpolation Q n (t) (Theorem . in []) we have
taking the square root of both sides completes the proof. Now, we give the error estimation of the numerical method given in the previous section. Suppose y(x) is the exact solution of () and y M (x) is the approximate solution for y(x). Here, we introduce a process for estimating the error of the approximate solution, i.e. e M (x) = y(x) -y M (x). Consider the perturbation function R M (x), depending only on the approximate solution y M (x) as
subtracting () from () we obtain
these Bagley-Torvik equations with initial conditions e M () = , e M () =  or boundary conditions e M () = , e M (R) =  can be solved by using the proposed FSLPs method as given in previous section for this system to find an approximation of the error function e M (x).
Numerical examples
In this section, the efficiency and superiority of the proposed method is demonstrated by some illustrative examples. All algorithms are performed by Maple .
Example  Let us consider the Bagley-Torvik equation () with the following conditions [, , ]:
The exact solution of this problem is
The FSLPs basis and its fractional operational matrix have been applied for solving this fractional Bagley-Torvik equation. For α =  and M =  the presented FSLPs collocation method results in the following linear system for the unknowns c  , c  , and w:
in which w = y () and y(x) = c  P (,α) (x) + c  P (,α) (x). Solving this linear system we obtain
Hence, we get y(x) =  + x up to  digits precision which is the exact solution.
Example  In this example, we consider the Bagley-Torvik equation () with the following conditions [, , ]:
To solve this problem we implemented the proposed FSLPs collocation method for M =  and α = . 
Similar to the previous examples the FSLPs method has been used for solving this problem. After solving the linear system derived by the presented collocation method for α =  and M =  we get the following values for the unknown coefficients: 
Similar to the previous examples the FSLPs method has been used for solving this problem and by solving the linear system derived by the presented collocation method for α =  and M =  we get The exact solution of equation is given by Table  . From Table  we can immediately see that the FSLPs method, in comparison to other existing methods, is more efficient and accurate.
Discussion and conclusion
A new type of orthonormal fractional-order Legendre polynomials is defined. The operational matrix of fractional integration for this fractional-order basis is derived. By using this fractional operational matrix and collocation method a numerical method is proposed for solving the fractional Bagley-Torvik equations. A comparison is made between numerical results derived by the presented collocation method and other existing numerical method. According to the numerical results, we can conclude that the presented method is more accurate and effective for a numerical solution of the fractional Bagley-Torvik equations.
