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𝑞(𝑝) Vektor der Kennzahlen der Auftretenswahrscheinlichkeiten und Fehlerfolge-
wahrscheinlichkeiten des alternativen Bayesschen Netzwerkes 
𝑞𝑒 Vektor der Kennzahlen der Auftretenswahrscheinlichkeiten und Fehlerfolge-
wahrscheinlichkeiten des initialen, expertenbasierten Bayesschen Netzwer-
kes 
𝑅 Korrelationskoeffizient nach Bravais-Pearson 
𝑅𝑃𝑍 Risikoprioritätszahl  
𝑅𝑐𝑟𝑖𝑡𝑆 Vereinigung der Teilmengen kritischer Prozessregionen für jede Produkt- 
eigenschaft 𝑖 ∈  {1, … , 𝑛} 
𝑇 Zielwert 
𝑊(𝑓𝑖) Auftretenswahrscheinlichkeit des Fehlers 𝐹𝑖 mit dem Zustand 𝑓𝑖 
𝛼 Hyperparamater 
𝜂 Anzahl der Inkonsistenzen eines Fehlernetzwerkes 
𝜙 Verteilungsfunktion der Normalverteilung 






Die fortschreitende Verknappung von Ressourcen, wachsendes Umweltbewusstsein und ge-
setzliche Regelungen sind Auslöser einer sich global vollziehenden Umgestaltung in Richtung 
nachhaltiger Mobilität. Eine Schlüsselrolle in dieser Umgestaltung kommt elektrifizierten Fahr-
zeugen zu. Sie gelten als effizient und lokal emissionsfrei (SCHOBLICK 2013). In Verbindung 
mit erneuerbaren Energieträgern besitzen sie zudem das Potenzial, die mobilitätsbedingten 
Treibhausgasemissionen im Vergleich zu verbrennungsmotorischen Fahrzeugen zu verrin-
gern (DÉR ET AL. 2018, S. 74; BUNDESMINISTERIUM FÜR UMWELT, NATURSCHUTZ UND NUKLEARE 
SICHERHEIT 2019, S. 7). Das Potenzial spiegelt sich auch in einem weltweit prognostizierten 
Anstieg der Anzahl elektrifizierter Fahrzeuge wider, wie Abbildung 1 entnommen werden kann.  
 
 
Abbildung 1: Anzahl elektrifizierter Fahrzeuge weltweit als Summe aus batterieelektrischen und Plug-
In-hybriden Personenkraftwagen, Bussen und Lastkraftwagen (ZSW 2020; INTERNATIONAL ENERGY 
AGENCY 2019A; INTERNATIONAL ENERGY AGENCY 2019B.). 
Das prognostizierte Wachstum wird dabei wesentlich durch die Weiterentwicklung von  
Batteriezellentechnologien bestimmt, da Batteriezellen sowohl aus technischer Sicht als auch 
aus der Kostenperspektive die elektrischen Fahrzeuge maßgeblich beeinflussen. Zusammen 
mit den notwendigen Systemkomponenten eines Hochvoltspeichers besitzen Batteriezellen 
einen durchschnittlich 38%-igen Anteil an den Gesamtkosten eines elektrischen Fahrzeuges 
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sie Gesamtgewicht und abrufbare Spitzenleistung beeinflussen sowie Schnellladefähigkeit, 
Reichweite und Lebensdauer definieren (WÖHRLE 2013, S. 116).  
Lithium-Ionen-Batteriezellen stellen derzeit die favorisierte Technologie für elektrische 
Fahrzeuge vieler Automobilhersteller dar, da sie eine hohe spezifische und volumetrische 
Energiedichte sowie eine hohe Zyklenlebensdauer aufweisen (YOSHIO 2009, S. 2). Eine der 
großen Herausforderungen stellt allerdings der Herstellungsprozess dar, welcher mit einem 
signifikant hohen Produktionsausschuss von  5– 12%  einhergeht (BRODD & HELOU 2013, 
S. 298; HANISCH ET AL. 2015). Der Produktionsausschuss beeinflusst nicht nur maßgeblich die 
Herstellungskosten, sondern wirkt insbesondere den genannten Potentialen der elektrischen 
Fahrzeuge entgegen, Emissionen zu verringern. Der hohe Einfluss des 
Produktionsausschusses auf die Kosten und Emissionen soll anhand des nachfolgenden 
Beispiels verdeutlicht werden. Unter der Annahme der Herstellkosten von 105 €/kWh1 sowie 
einem Materialkostenanteil von 55%2  kann ein Zellhersteller bei einem beispielhaften 
Produktionsvolumen von 21 𝐺𝑊ℎ/𝐽𝑎ℎ𝑟3 und einer beispielhaften Ausschussreduzierung von 
8% auf 5% eine Materialkosteneinsparung von 53 𝑀𝑖𝑜. €/Jahr erzielen. Gleichzeitig reduzieren 
sich dabei die energiebedingten CO2-Äquivalenten-Emissionen um 165.839,4 Tonnen4.  
Die hohen Ausschüsse in der Produktion von Batteriezellen lassen sich auf die folgenden 
Komplexitätsmerkmale zurückführen:  
 Anzahl an Prozessarten: Es liegen Prozesse vor, die sich unterschiedlichen Fachbe-
reichen zuordnen lassen, wie bspw. der Elektrochemie, der Materialwissenschaft und 
der Fertigungstechnik (WÖHRLE 2013, S. 107; KORNAS ET AL. 2020, S. 2). Dies führt zu 
einer Heterogenität in der Erfahrung und dem Wissen von Experten und somit poten-
ziell zu Schnittstellenproblematiken.  
 Innovationsgrad: Die Batteriezellenproduktion weist produkt- und prozessseitig eine 
Vielzahl an Forschungs- und Entwicklungsfeldern auf (KAMPKER 2014, S. 44). Dies 
                                               
 
1  Preis für Lithium-Ionen-Batteriezellen im Jahr 2019 nach STATISTA 2020B 
2  Bezogen auf die Gesamtkosten mit NMC622 Zellmaterial (NELSON ET AL. 2019, S. 106) 
3  Entspricht dem Produktionsvolumen der Fa. Contemporary Amperex Technology (CATL) im Jahr 
2019 für NMC622 Zellmaterial (aus: https://www.catlbattery.com/en/web/index.php/about/status) 
4  Unter der Annahme energiebedingter Emissionen in der Batteriezellenproduktion von 87 𝑘𝑔 𝐶𝑂2Ä𝑞./
𝑘𝑊ℎ, NMC622 Zellmaterial und einem Strommix von ca. 0,5 𝑘𝑔 𝐶02 Ä𝑞./𝑘𝑊ℎ (aus FORSCHUNGS-
STELLE FÜR ENERGIEWIRTSCHAFT 2019, S. 6) 
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führt dazu, dass Produkte und Prozesse durch ein unzureichendes Maß an Standardi-
sierungen charakterisiert sind (KAMPKER 2014, S. 50). Dies spiegelt sich einerseits in 
der hohen Varianz von Zellformaten wider, wie bspw. Rundzellen, prismatische Zellen 
oder Pouch-Zellen (vgl. WÖHRLE 2013, S. 112). Zudem können Fertigungsschritte auf 
grundsätzlich verschiedenen Konzepten aufbauen. Als Beispiel sei die Herstellung der 
Elektrodenpaste zu nennen, welche diskontinuierlich in einem Planetenmischer oder 
kontinuierlich in einem Extruder erfolgen kann (vgl. DREGER ET AL. 2015). Der hohe 
Neuheitsgrad führt zu Unsicherheiten in der Auslegung einzelner Prozesse und nicht 
zuletzt, aufgrund der unterschiedlichen Prozessarten, zu einer Herausforderung in der 
Auslegung einer gesamthaften Produktion (KAMPKER 2014, S. 44).  
 Quantität der Prozessschritte und Prozesskettenelemente: Es liegt eine hohe An-
zahl an Prozessschritten vor. Prozessschritte können dabei eine Vielzahl an Prozess-
kettenelementen umfassen. Diese beschreiben prozessbezogene Eingangs- und 
Ausgangsgrößen, wie bspw. die Wickelgeschwindigkeit oder spezifische Energiedichte 
(vgl. WESTERMEIER 2016, S. 113-116 sowie die Definition in Abschnitt 2.2.1). 
 Ursachen-Wirkzusammenhänge: Es herrschen wechselseitige Beziehungen zwi-
schen Prozesskettenelementen. Prozesskettenelemente wirken nicht nur auf Folge-
prozesse, sondern können sich auch prozessübergreifend, direkt oder indirekt auf die 
Qualitätseigenschaften einer Batteriezelle auswirken (vgl. WESTERMEIER 2016, 
S. 124). Eine räumliche und zeitliche Trennung von Prozessschritten erschwert die 
Identifikation dieser Beziehungen. 
 Sensitivität: Die Prozesskettenelemente und Ursachen-Wirkzusammenhänge weisen 
eine hohen Sensitivität auf, welche nach TASCHNER definiert werden kann als eine 
Empfindlichkeit zwischen Eingangs- und Ausgangsgrößen (TASCHNER 2017, S. 122). 
Geringe Abweichungen der Eingangsgrößen können die Produktqualität maßgeblich 
beeinflussen. Dies führt zu großer Unsicherheit in der Auslegung der Prozesskette. 
 
Die auf die Batteriezellenproduktion wirkenden Komplexitätsmerkmale und insbesondere der 
Einfluss der Ursachen-Wirkzusammenhänge soll mithilfe von Abbildung 2 verdeutlicht werden. 
Ursachen-Wirkzusammenhänge führen demnach zu Herausforderungen in der Qualitätsprü-
fung, da Fehler nicht nur isoliert in einzelnen Prozessschritten, sondern im Zusammenwirken 
mehreren Einflussfaktoren auftreten können. Darüber hinaus beeinträchtigt das fehlende Ver-
ständnis für Ursachen-Wirkzusammenhänge auch die Durchführung einer Fehler-Ursachen-
Analyse, da komplexe, prozessübergreifende Einflussfaktoren vorliegen, die gesamthaft zu 
betrachten sind. Die verschiedenen Prozessarten und die hohe Anzahl an Prozessschritten 
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und Prozesskettenelementen erschweren die Qualitätsprüfung und Fehler-Ursachen-Analyse 
zusätzlich.  
 






























AG = Ausgangsgröße FPE= Finale ProdukteigenschaftenPS = Prozessschritt
 
Abbildung 2: Exemplarische Darstellung einer komplexen Prozesskette.  
1.2 Zielsetzung und Vorgehensweise 
Die Ausschussreduzierung in der Batteriezellenproduktion repräsentiert einen wesentlichen 
Hebel zur Senkung der Kosten elektrischer Fahrzeuge und produktionsbedingter CO2-Emissi-
onen. Abgeleitet aus der dargelegten Motivation ist das Ziel dieser Forschungsarbeit die Ent-
wicklung eines Qualitätsmanagementsystems, welches auf Basis geeigneter Methoden der 
Qualitätsprüfung und der Fehler-Ursachen-Analyse eine Ausschussreduzierung in der Produk-
tion von Batteriezellen bewirken soll.  
Die Batteriezellenproduktion ist gekennzeichnet durch einen signifikant langen 
Produktionsanlauf von 48 Monaten 5 , welcher auf die fehlende Produktionserfahrung 
zurückgeführt werden kann (NATIONALE PLATTFORM ELEKTROMOBILITÄT 2016, S. 26). Der 
Verband Deutscher Maschinen- und Anlagenbau e.V. (VMDA) sieht zudem auch die 
                                               
 
5  Abschätzung für den Aufbau einer neuen Zellfertigung (Zeitraum ab B-Musterphase bis Fabrikinbe-
triebnahme) nach NATIONALE PLATTFORM ELEKTROMOBILITÄT 2016, S. 34 
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Skalierbarkeit einer Serienproduktion von Batteriezellen als Kernherausforderung 
(VDMA 2018, S. 10). Das zu entwickelnde Qualitätsmanagementsystem ist so auszulegen, 
dass es sowohl in der Anlaufphase als auch im Serienbetrieb einer Batteriezellenproduktion 
verwendet werden kann. Es soll eine industriell anwendbare Methode darstellen, die 
ausgehend vom Produktionsanlauf, in welchem nur wenig Produkt- und Prozesswissen 
vorliegt, bis hin zur Serienproduktion eine kontinuierliche Qualitätsverbesserung unterstützt. 
Dabei soll das Qualitätsmanagementsystem von unterschiedlichen Mitarbeitern, wie bspw. 
Anlagenbedienern, Technologen oder Entwicklern, genutzt werden können.   
Diese Forschungsarbeit ist in sechs Kapitel untergliedert.  
Kapitel 2 
Kapitel 2 dient einer Vorstellung der Batteriezellenproduktion und des Qualitäts-
managements. Zunächst erfolgt eine Einführung in den Aufbau, die Funktionsweise 
sowie die Prozesskette zur Herstellung von Lithium-Ionen-Batteriezellen. Im zweiten 
Teil des Kapitels werden die im Kontext dieser Arbeit stehenden Themenfelder Quali-
tät, Komplexität, Kausalität und fertigungstechnische Prozessketten beschrieben. Da-
rauf aufbauend werden etablierte Methoden des Qualitätsmanagements diskutiert, 
wobei auch auf Ansätze der Datenanalyse sowie statistische Verfahren eingegangen 
wird.  
Kapitel 3 
Kapitel 3 beschreibt den Stand der Forschung im Kontext des Qualitätsmanage-
ments. Auf Basis eingeführter Bewertungskriterien erfolgt eine strukturierte Analyse 
von Forschungsarbeiten. Dabei werden insbesondere Methoden zur Analyse von Ur-
sachen-Wirkzusammenhängen als auch Reifegrade von Qualitätsmanagementsyste-
men diskutiert. 
Kapitel 4 
Abgeleitet aus den identifizierten Forschungslücken erfolgt in Kapitel 4 die Entwick-
lung eines Qualitätsmanagementsystems für die Produktion von Batteriezellen 
sowie die Vorstellung und Detaillierung der darin enthaltenen zentralen Lösungsbau-
steine. Der Nachweis über die Verknüpfung der Lösungsbausteine wird mithilfe einer 
prototypischen Implementierung erbracht.  
 
 




Ausgehend von der prototypischen Implementierung erfolgt in Kapitel 5 eine exemp-
larische Anwendung des entwickelten Qualitätsmanagementsystems und seiner Lö-
sungsbausteine anhand eines Fallbeispiels.  
Kapitel 6 
Kapitel 6 präsentiert die Zusammenfassung der Forschungsergebnisse. Mithilfe der 
kritischen Würdigung sollen zudem der Stellenwert und die Grenzen des entwickelten 
Konzepts aufgezeigt werden. Diese bilden die Grundlage eines anschließend disku-
tierten Ausblicks.  
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2 Batteriezellenproduktion und Qualitätsmanagement 
In Unterkapitel 2.1 erfolgt zunächst eine Beschreibung des Aufbaus und der Funktionsweise 
einer Lithium-Ionen-Batteriezelle. Zudem werden die in einer Batteriezellenproduktion vorlie-
genden Komplexitätsmerkmale hervorgehoben, weshalb der Herstellungsprozess im Detail 
beschrieben wird. Dadurch werden insbesondere relevante Hintergrundinformationen bereit-
gestellt, die für das Verständnis der im Verlauf der Arbeit beschriebenen Beispiele notwendig 
sind. In Unterkapitel 2.2, erfolgt eine Einführung in das Themenfeld des Qualitätsmanage-
ments im Kontext fertigungstechnischer und verfahrenstechnischer Prozessketten. In diesem 
Zusammenhang werden die Begrifflichkeiten Qualität, Komplexität und Kausalität diskutiert. 
Zudem werden etablierte Methoden zur Zuverlässigkeitsanalyse und Prozessführung sowie 
der Statistik und der Datenanalyse vorgestellt. 
2.1 Batteriezellenproduktion 
2.1.1 Aufbau und Funktionsweise von Lithium-Ionen-Batteriezellen  
Lithium-Ionen-Batteriezellen repräsentieren einen elektrochemischen Energiespeicher. Die 
grundlegenden Komponenten einer Lithium-Ionen-Batteriezelle bilden, wie in Abbildung 3 dar-
gestellt, die positive und negative Elektrode, die sich in einem ionenleitfähigen Elektrolyten 
befinden und durch einen Separator isoliert werden. (KWADE ET AL. 2018, S. 290) 
Der Lade- und Entladevorgang einer Lithium-Ionen-Batteriezelle ist charakterisiert durch die 
Bewegungen von Ionen, welche sich in den Aktivmaterialien der Elektroden ein- bzw. ausla-
gern. Im Entladefall stellt die negative Elektrode die Anode und die positive Elektrode die Ka-
thode dar. Obwohl die Bezeichnung der Anode und Kathode über den Reduktions-
/Oxidationsprozess definiert ist, bleibt sie auch beim Ladevorgang bestehen. Wie Abbildung 3 
entnommen werden kann, bewegen sich beim Entladevorgang Lithium-Ionen von der Kathode 
(negative Elektrode) durch einen Elektrolyten und einen Separator zur Anode (positiv geladene 
Elektrode). Gleichzeitig fließen Elektronen über einen äußeren Leiterkreis von der Kathode zur 
Anode. Dieser äußere Leiterkreis kann als Stromquelle betrachtet werden. Beim Ladevorgang 
verläuft der beschriebene Prozess umgekehrt. Hierbei bewegen sich Lithium-Ionen von der 
Anode durch einen Elektrolyten und einen Separator zur Kathode. Der Separator stellt eine 
mikroporöse Membran dar, welche einen Ionentransport ermöglicht und die beiden Elektroden 
voneinander elektrisch isoliert. (LEUTHNER 2013, S. 14–16, S. 21) 




Abbildung 3: Grundlegender Aufbau einer Lithium-Ionen-Batteriezelle  
(nach SCHÖNEMANN 2017, S. 12). 
Die Elektroden bestehen aus metallischen Trägerfolien, die mit einem Aktivmaterial beschich-
tet werden. Die Trägerfolien der Anoden werden aus Kupfer und die der Kathoden aus Alumi-
nium hergestellt. Die Zusammensetzung des auf den Trägerfolien befindlichen Aktivmaterials 
beeinflusst die Kapazität, Sicherheit und Lebensdauer einer Lithium-Ionen-Batteriezelle 
(LEUTHNER 2013, S. 16‑17). Grundlegend für die Funktionseigenschaften ist ebenfalls der Be-
netzungsrad der Aktivmaterialien mit dem Elektrolyten, da der Elektrolyt eine Voraussetzung 
bildet, dass sich Lithium-Ionen zwischen den Elektroden bewegen können (KNOCHE 2017, 
S. 72). Zudem müssen die Partikel der Beschichtung untereinander und mit den Trägerfolien 
der Kathode bzw. Anode verbunden sein (LEUTHNER 2013, S. 18).  
Um einen Eintritt von Feuchtigkeit zu vermeiden, besitzen Lithium-Ionen-Batteriezellen ein me-
tall- oder kunststoffbasiertes Gehäuse. Zylindrische Zellen, prismatische Zellen und Flachzel-
len (engl. Pouch Cell) stellen in der Industrie etablierten Bauformen von Batteriezellen dar (vgl. 
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und der prismatische Zelltyp einen gewickelten oder gestapelten Zellkörper auf. Beide Zellty-
pen werden mit einem festen Gehäuse (Hardcase) aufgebaut. Flachzellen besitzen einen 
Elektrodenstapel (Stack) aus Einheitszellen. Dabei besteht jede Einheitszelle aus einem Ka-
thodenblatt, Separatorfolie sowie Anodenblatt. Die Abfolge von Kathode, Separator und Anode 
findet sich auch in den gewickelten Zellkörpern wieder. (WÖHRLE 2013, S. 111‑112; KAMPKER 
ET AL. 2013, S. 241) 
 
 
Abbildung 4: Etablierte Bauformen von Lithium-Ionen-Batteriezellen (in Anlehnung an WÖHRLE 2013, 
S. 112 und PETTINGER 2013, S. 227). 
2.1.2 Prozesskette zur Herstellung von Lithium-Ionen-Batteriezellen  
Ausgehend von den in Abbildung 4 dargestellten Bauformen lassen sich unterschiedliche fer-
tigungstechnische Prozessketten für die Herstellung von Lithium-Ionen-Batteriezellen ableiten. 
Da sich die exemplarischen Anwendungen dieser Arbeit auf prismatische Lithium-Ionen-Bat-
teriezellen beziehen, soll der dazugehörige Herstellungsprozess nachfolgend im Detail be-
schrieben werden. Die in dieser Arbeit zur Herstellung von prismatischen Lithium-Ionen-
Batteriezellen zugrundeliegende Prozesskettenstruktur ist Abbildung 5 zu entnehmen. Sie 
gliedert sich in die Prozesskettenabschnitte Elektrodenherstellung, Zellmontage und Aktivie-





























Abbildung 5: Prozesskettenstruktur prismatischer Lithium-Ionen-Batteriezellen.  
Den ersten Prozessschritt der Elektrodenherstellung bildet das Mischen. Durch das Dispergie-
ren unterschiedlicher Komponenten, wie Aktivmaterialien, Leitruß, Bindemittel, Lösemittel und 
Additive, entsteht eine Paste, welche als Slurry bezeichnet wird. Eine Umhüllung der Aktivma-
terialien mit dem Leitruß und die Erzeugung einer homogenen Masse repräsentieren wesent-
liche Anforderungen an die Slurry und können mithilfe genauester Dosierungen sowie 
definierter Mischprinzipien und Prozessparamater umgesetzt werden. Es sind zeitliche Verän-
derungen der Eigenschaften einer Slurry zu berücksichtigen, weshalb eine schnelle Weiter-
verarbeitung im Beschichtungsprozess erforderlich ist. Beim Beschichten handelt es sich um 
ein Auftragen der Slurry auf die Trägerfolien. Da die Massenbeladung die Eigenschaften einer 
Batteriezelle beeinflussen, erfolgt dieser Prozessschritt unter hoher Präzision. Der Beschich-
tungsprozess zeigt zudem eine starke Abhängigkeit von dem vorgelagerten Mischprozess, da 
dieser den Zusammenhalt der Elektrodenstruktur und die Adhäsion der Slurry maßgeblich be-
einflusst. Nach der Beschichtung erfolgt die Trocknung der Slurry, sodass das enthaltene Lö-
semittel verdampfen kann. Im Anschluss wird die aufgetragene Schicht im Prozessschritt 
Kalandern verdichtet. Dabei wird das Ziel verfolgt, eine vorgegebene Porosität bei gleichzeiti-
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Prozessschritt werden die Elektroden auf eine geforderte Bahnbreite geschnitten. (KWADE ET 
AL. 2018, S. 292‑295; KAMPKER ET AL. 2013, S. 238‑240) 
Feuchte, die in Lithium-Ionen-Batteriezellen eindringt, kann zu unerwünschten Nebenreaktio-
nen und somit zu veränderten Zelleigenschaften führen. Um den Feuchteanforderungen ge-
recht zu werden, findet die Zellmontage und Teile der Elektrodenherstellung unter 
Trockenatmosphäre statt (SIMON 2013, S. 251). Da die Elektrodenherstellung räumlich und 
zeitlich von der Zellmontage getrennt ist, wird in einem ersten Prozessschritt versucht, mithilfe 
eines Vakuumtrockners einem möglichen Wassereintrag entgegenzuwirken. Beim anschlie-
ßenden Wickelprozess werden Kathoden-, Anoden- und Separatorbahnen um ein Wickel-
schwert geführt. Der hieraus entstehende Elektrodenkörper wird auch als Jelly Roll 
bezeichnet. Die Wickelgeschwindigkeit, die verbaute Anoden- und Kathodenlänge sowie die 
Bahnspannung repräsentieren dabei Kenngrößen, welche die Batteriezelle qualitativ beein-
flussen können. Auch wirken diese Kenngrößen auf das nachfolgende Verpressen, in welchem 
das Ziel verfolgt wird, die Dichte des Zellkörpers zu erhöhen. Im nächsten Prozessschritt, dem 
Ultraschallschweißen, erfolgt die Kontaktierung zwischen dem Zellkörper und Stromableiter. 
Letzterer bildet einen Teil der Deckelbaugruppe. Durch einen Hochvolttest (engl. High-Poten-
tial Test, kurz HiPot-Test) werden fehlerhafte Zellen identifiziert. Zusammen mit Kunststoffhal-
terungen, die der elektrischen Isolierung dienen, wird der Zellkörper in einem darauffolgenden 
Prozessschritt in das Gehäuse montiert. Mithilfe eines Schweißprozesses kann in einem wei-
teren Schritt das Gehäuse an die Deckelbaugruppe gefügt werden. Es folgt ein zusätzlicher 
Hochvolttest sowie ein Helium-Lecktest, um die Dichtheit der Batteriezelle zu prüfen. Der Pro-
zessschritt Elektrolytfüllen besitzt besondere Relevanz, da wie bereits erwähnt der Benet-
zungsgrad der Elektroden mit dem Elektrolyten maßgeblich für die Funktionsweise einer 
Lithium-Ionen-Batteriezelle ist. Neben den Einstellparamatern des Befüllvorganges bestim-
men auch der Wickelprozess, das Pressen sowie das Ultraschallschweißen den Benetzungs-
grad, da hierüber die Fließvorgänge des Elektrolyten in den Zellkörper beeinflusst werden 
können (KNOCHE 2017, S. 104). (PETTINGER 2013; KAMPKER ET AL. 2013) 
Bevor die an der Deckelbaugruppe eingebrachte Elektrolyt-Befüllöffnung versiegelt wird, findet 
der Vorladeprozess statt. Hierbei wird die Lithium-Ionen-Batteriezelle erstmalig teilweise gela-
den und entladen. Es bildet sich dabei eine Passivierungsschicht (Solid Electrolyte Interphase 
Layer, kurz SEI), welche maßgeblich die Zyklenstabilität, Lebensdauer und Leistung einer Li-
thium-Ionen-Batteriezelle beeinflusst (WURM ET AL. 2013, S. 51). Ein Versiegeln der Elektrolyt-
Befüllöffnung findet erst nach dem Vorladen statt, da zu Beginn der SEI-Bildung Gase entste-
hen, welche entweichen müssen. Der letzte Prozessschritt in der Produktion von Lithium-Io-
nen-Batteriezellen ist die Formierung. Durch ein vollständiges Laden wird die SEI-Bildung 
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abgeschlossen. Gleichzeitig lassen sich qualitätsrelevante Eigenschaften, wie bspw. die Ka-
pazität einer Lithium-Ionen-Batteriezelle, ermitteln. (KWADE ET AL. 2018; KAMPKER ET AL. 2013; 
WURM ET AL. 2013) 
2.2 Qualitätsmanagement in Prozessketten  
In der DIN EN ISO 9000 wird das Qualitätsmanagement definiert als „[…] aufeinander abge-
stimmte Tätigkeiten zum Leiten und Lenken einer Organisation bezüglich Qualität“. Die The-
menfelder Qualitätsverbesserung, Qualitätssicherung, Qualitätslenkung, Qualitätsplanung 
sowie Qualitätspolitik und Qualitätsziele lassen sich, wie Abbildung 6 zu entnehmen ist, dem 
Qualitätsmanagement zuordnen.  
 
 
Abbildung 6: Untergeordnete Themenfelder des Qualitätsmanagements. (DIN EN ISO 9000, S. 14) 
Das Wort Qualität leitet sich aus dem lateinischen „qualitas“ bzw. „qualis“ ab, was mit „wie 
beschaffen?“ übersetzt werden kann (DIN 55350-11). Der Begriff definiert sich nach DIN EN 
ISO 9000 als „[…] Grad, in dem ein Satz inhärenter Merkmale Anforderungen erfüllt […]“ und 
beschreibt die „[…] realisierte Beschaffenheit einer Einheit […]“. Als Einheit wird im Kontext 
fertigungstechnischer Prozessketten ein Produkt oder Prozess verstanden. Die Qualität kann 
kontinuierliche sowie diskret ausdrückbare Bewertungsmöglichkeiten enthalten und misst sich 
an der geforderte Beschaffenheit (DIN 55350-11, S. 11).  
Eine Umsetzung von Qualitätsmanagement bedeutet nicht nur Produkte in Sollqualität herzu-
stellen, sondern Prozesse in Sollqualität zu regeln und kontinuierlich zu verbessern. Hierfür 
können, in Analogie zur Regelungstechnik, sogenannte Qualitätsregelkreise hinzugezogen 
werden. Diese lassen sich definieren als „[…] abgeschlossene technologisch-organisatorische 
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S. 20). Unterschieden wird zwischen kleinen und großen Qualitätsregelkreisen. Kleine Quali-
tätsregelkreise nehmen einen unverzögerten Einfluss auf die Qualitätsmerkmale einzelner 
Fertigungsschritte. Große Qualitätsregelkreise unterstützen eine nachträgliche Überprüfung 
und Qualitätsbestätigung mehrere Fertigungsschritte. Sie besitzen somit einen indirekten Ein-
fluss auf zukünftige Erzeugnisse. Eine detaillierte Beschreibung der Funktionsweise und der 
Elemente eines Qualitätsregelkreises erfolgt in Unterkapitel 4.2. Im Weiteren sei auch auf die 
Beschreibung von Qualitätsregelkreisen in LINß verwiesen. (LINß 2013, S. 23)  
2.2.1 Prozessketten  
Nach DIN EN ISO 9000 ist ein Prozess definiert als ein „Satz zusammenhängender oder sich 
gegenseitig beeinflussender Tätigkeiten, der Eingaben zum Erzielen eines vorgesehenen Er-
gebnisses verwendet“. Der Begriff Prozesskette lässt sich nach SCHÄFER in unterschiedlichen 
Zusammenhängen verwenden, wie bspw. in der Produktgestaltung oder im Bereich der Daten- 
und Informationsverarbeitung (SCHÄFER 2003, S. 3). Im Kontext dieser Arbeit beschreibt der 
Begriff Prozesskette eine Folge von verfahrens- und fertigungstechnischen Prozessen zur 
Herstellung von Batteriezellen. Eine Prozesskette weist nach EICHGRÜN folgende Merkmale 
auf (EICHGRÜN 2003):  
 Es liegt eine definierte Reihenfolge miteinander verbundener Einzelprozesse vor, wo-
bei Ausgangsgrößen eines jeweiligen Prozesses einen Teil der Eingangsgrößen eines 
nachfolgenden Prozesses bilden können.  
 Als gemeinsame Systemkomponente eines jeden Einzelprozesses wird das Produkt 
(Batteriezelle) in seinem jeweiligen Zustand betrachtet. 
 Es ist eine schrittweise Zustandsänderung des Produktes vorhanden. Zwischen- oder 
Endzustände des Produktes können somit durch eine Vielzahl von Einflussgrößen 
definiert werden.  
In Anlehnung an WESTERMEIER werden die in einem Prozess relevanten Eingangs- und Aus-
gangsgrößen übergeordnet als Prozesskettenelemente beschrieben (WESTERMEIER 2016, S. 
70, S. 90). Prozesskettenelemente lassen sich, wie Abbildung 7 entnommen werden kann, in 
Eingangsproduktmerkmale, Zwischenproduktmale und finale Produkteigenschaften kategori-
sieren (vgl. THIEDE ET AL. 2019, S. 4 und WESTERMEIER 2016, S. 70). 
Eingangsproduktmerkmale werden durch Prozessparameter oder Störgrößen repräsentiert. 
Prozessparameter beschreiben technisch beeinflussbare Anlagenparameter, wie bspw. die 
Wickelgeschwindigkeit zur Herstellung eines prismatischen Zellkörpers (THIEDE ET AL. 2019, 
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S. 4). Störgrößen repräsentieren nicht beeinflussbare und somit unerwünschte Einflüsse, wie 
bspw. Schmutzpartikel auf Elektrodenoberflächen (EICHGRÜN 2003, S. 54). 
Die durch einen Prozess induzierten Zustandsänderungen eines Produktes werden als Zwi-
schenproduktmerkmale bezeichnet (THIEDE ET AL. 2019, S. 4, WESTERMEIER 2016, S. 8). Zwi-
schenproduktmerkmale können, wie Abbildung 7 zu entnehmen ist, den Ausgang eines 
betrachteten Prozessschrittes als auch den Eingang eines beliebigen Folgeprozessschrittes 
bilden. Ein Zwischenproduktmerkmal stellt bspw. die Beschichtungsdicke des Elektrodenma-
terials dar, welche durch den Beschichtungsprozess definiert wird und den Prozessschritt des 
Wickelpressens beeinflusst. 
Finale Produkteigenschaften beschreiben die Qualitätsmerkmale eines gefertigten Produktes. 
Im Kontext der Batteriezellenproduktion zählen hierzu bspw. das Gewicht, die spezifische und 
volumetrische Energiedichte sowie die Zyklenlebensdauer (THIEDE ET AL. 2019, S. 4; KWADE 
ET AL. 2018, S. 290).  
 
 
Abbildung 7: Darstellung der Kategorien von Prozesskettenelementen (in Anlehnung an WESTER-
MEIER 2016, S. 9). 
2.2.2 Produktionsanlauf von Prozessketten  
Vor dem Hintergrund, dass das zu entwickelnde Qualitätsmanagementsystem von der Anlauf-
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thematischen Einstieg in den Produktionsanlauf. Dabei soll insbesondere Bezug auf die An-
laufphasen einer Batteriezellenproduktion genommen werden.  
In den Arbeiten von DYCKHOFF ET AL., FLEISCHER ET AL., ULRICH und GLEICH ET AL. wird er-
sichtlich, dass keine Konsistenz in der Begriffsdefinition eines Produktionsanlaufes vorliegt 
(DYCKHOFF ET AL. 2012, S. 1429 ff.; FLEISCHER ET AL. 2005; ULRICH 2016, S. 15 ff.; GLEICH ET 
AL. 2012). Gleichwohl lassen sich folgende übereinstimmende Merkmale identifizieren, welche 
einer Beschreibung des Produktionsanlaufs dienen sollen:  
 Der Produktionsanlauf beschreibt ein Bindeglied zwischen dem Entwicklungsprozess 
und einem Serienbetrieb. 
 Der Produktionsanlauf besteht aus mehreren zeitlich voneinander getrennten Phasen. 
 Im Rahmen des Produktionsanlaufes wird das Ziel verfolgt, eine maximale und stabile 
Ausbringung von Produkten zu erreichen. Das Erreichen dieser Ausbringung wird als 
Kammlinie bezeichnet.   
Um den Produktionsanlauf im Kontext einer Batteriezellenproduktion zu strukturieren, wird das 
in der Abbildung 8 dargestellte Phasenmodell vorgeschlagen. Dabei wird insbesondere Bezug 
auf die im Vergleich zu einer Serienproduktion differenzierenden Merkmale genommen.  
 
 
Abbildung 8: Produktionsanlauf und Serienproduktion einer Batteriezellenfertigung (in Anlehnung an 







Ca. 1 - 100 Zellen/Tage Ca. 100 - 1000 Zellen/Tage
1
Produktionsstückzahlen: 
Anzahl Produkttypen: 1 1 
1000 Zellen/Tage
Schwerpunkt: Produkt-/Prozessentwick. Prozessoptimierung Prozessstabilisierung
Automatisierungsgrad: Teilautomatisiert Hochautomatisiert Vollautomatisiert
Hochlauf Marktphase
…
16 2 Batteriezellenproduktion und Qualitätsmanagement 
 
 
Die Prototypenproduktion beginnt nach dem Aufbau und der Inbetriebnahme der Produktions-
anlagen. Im Fokus steht die iterative Produkt- und Prozessentwicklung unterschiedlicher Bat-
teriezellentypen mit dem Ziel, die jeweiligen Funktionseigenschaften zu bewerten. Eine solche 
Ausrichtung erfordert eine produkt- und prozessflexible Auslegung der Prozesskette, weshalb 
ein geringer Automatisierungsgrad vorliegt. Der geringe Automatisierungsgrad, ein erhöhter 
Beschaffungsaufwand für Materialien und erhöhte Kosten für Komponenten führen dazu, dass 
in dieser Prozessphase nur eine begrenzte Stückzahl an Batteriezellen hergestellt werden 
kann.  
Im Rahmen der Prototypenproduktion erfolgt die Bestätigung des Produktkonzepts. Anschlie-
ßend soll mithilfe der Pilotlinienproduktion ein Nachweis der Prozessfähigkeit erbracht werden. 
Hieraus resultiert die Anforderung an eine Steigerung der Produktionsstückzahl und damit ein-
hergehend eine Erhöhung des Automatisierungsgrades. Im Fokus der Pilotlinienproduktion 
steht somit die Prozessoptimierung. 
Die Serienproduktion lässt sich in Hochlauf und Marktphase unterteilen. Der Zeitraum zwi-
schen der Inbetriebnahme und der Endabnahme kundenfähiger Batteriezellen kann als Hoch-
lauf bezeichnet werden (NAGEL 2011, S. 6). Die Marktphase ist neben der Produktion 
kundenfähiger Batteriezellen insbesondere durch einen stabil laufenden Produktionsprozess 
gekennzeichnet, welcher darauf abzielt, die Kammlinie möglichst schnell zu erreichen.   
Eine Besonderheit stellt auch die Skalierung einer Batteriezellenproduktion dar. Aufgrund der 
genannten Komplexitätsmerkmale und des hieraus resultierenden, hohen Produktionssau-
schusses (vgl. Unterkapitel 1.1) erfolgt die Skalierung einer Batteriezellenproduktion anhand 
der Duplikation einer stabil laufenden Fertigungslinie (NATIONALE PLATTFORM ELEKTROMOBILI-
TÄT 2016, S. 35). 
2.2.3 Komplexität in Prozessketten   
Für den Begriff Komplexität liegt keine einheitliche Definition vor, da diese stark von der zu 
betrachtenden Wissenschaftsdisziplin abhängt (ZIELOWSKI 2006, S. 28). Die Subbegriffe Ele-
mente und Relationen bilden allerdings eine Schnittmenge in den verschiedenen Definitionen 
(vgl. SKIRDE ET AL. 2015, S. 12. und ZIELOWSKI 2006, S. 23). Im Kontext der vorliegenden Ar-
beit sind unter dem Begriff Elemente die in Abbildung 7 verdeutlichten Prozesskettenelemente 
zu verstehen, welche in Eingangs- und Zwischenproduktmerkmale sowie finale Produkteigen-
schaften kategorisiert werden können. Die Relationen können als Ursachen-Wirkzusammen-
hänge betrachtet werden. Wie in Abbildung 9 dargestellt, können diese unterschiedliche 
Ausprägungsformen besitzen. Unterschieden wird demnach zwischen direkten, indirekten, 
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einfachen und mehrfachen Ursachen-Wirkzusammenhängen. Es sei hervorzuheben, dass Ur-
sachen-Wirkzusammenhänge entscheidende Komplexitätstreiber darstellen, auch weil Kom-
binationen der genannten Ausprägungsformen möglich sind (WESTERMEIER 2016, S. 14).  
Zudem werdend durch WESTERMEIER weitere Komplexitätsfaktoren definiert, die in einer Pro-
zesskette vorliegen können (WESTERMEIER 2016, S. 12‑13). Diese wären im Einzelnen: 
 die Vielzahl an Prozessschritten und Prozesskettenelementen, 
 die Vielfalt an Prozessarten,  
 die Vieldeutigkeit von Beziehungen, welche insbesondere aus den indirekten und 
mehrfachen Ursachen-Wirkzusammenhängen resultieren sowie 
 die Veränderlichkeit von Eigenschaften aufgrund von Zeitabhängigkeiten.  
 
 
Abbildung 9: Ausprägungsformen von Ursachen-Wirkzusammenhängen  
(aus WESTERMEIER 2016, S. 14). 
Zur weiteren Abgrenzung kann auf die von ULRICH & PROBST beschriebenen Klassifikationen 
in einfache, komplizierte, relativ komplexe und äußerst komplexe Systeme zurückgegriffen 
werden (vgl. Abbildung 10) (ULRICH & PROBST 1995). Demnach zeichnen sich einfache Sys-
teme durch wenige Elemente (hier: Prozesskettenelemente) und Beziehungen (hier: Ursa-
chen-Wirkzusammenhänge) aus. Das Verhalten der Elemente ist bei einfachen Systemen 
deterministisch. Steigt die Anzahl an Elementen und Beziehungen, so spricht man von einem 
komplizierten System. Komplexe Systeme sind hingegen durch eine hohe Eigendynamik cha-
rakterisiert, wie bspw. eine Verhaltensvarietät in der Zeit. Bei geringer Anzahl von Elementen 
und Beziehungen spricht man von einem relativ komplexen System. Äußerst komplexe Sys-
teme zeichnen sich dadurch aus, dass neben der hohen Eigendynamik insbesondere eine 
hohe Anzahl von Elementen und Beziehungen vorliegt. Für eine detaillierte Beschreibung sei 
auf die Arbeiten von ULRICH & PROBST, ERK sowie WEISER verwiesen (PROBST & GOMEZ 1991, 
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Abbildung 10: Abgrenzung von komplizierten und komplexen Systemen (ULRICH & PROBST 1995). 
2.2.4 Kausalitäten in Prozessketten   
Unter einer Kausalität kann im Allgemeinen eine aus naturgesetzlichen Zusammenhängen re-
sultierende Beziehung zwischen Ursache und Wirkung verstanden werden (HÜGENS 2009, 
S. 121; WESTERMEIER 2016, S. 10). Ursachen und Wirkungen können im Kontext einer verfah-
renstechnischen oder fertigungstechnischen Prozesskette zwischen Prozesskettenelemen-
ten, also Eingangs- und Zwischenproduktmerkmalen sowie finalen Produkteigenschaften, 
vorliegen (vgl. Abbildung 7 und Abbildung 9). Fehlt zwischen zwei Prozesskettenelementen 
trotz identifizierter Korrelation ein naturgesetzlicher Zusammenhang, so wird von einer Schein-
korrelation bzw. Pseudokorrelation gesprochen (BARTELS 2009; WESTERMEIER 2016, S. 10).  
Um eine Kausalität im industriellen Kontext zu beurteilen, kann bspw. auf eine Visualisierung 
von Daten und deren Interpretation durch einen Prozessexperten zurückgegriffen werden. 
Dass eine Beurteilung rein deskriptiver Zahlen, wie bspw. eines Korrelationskoeffizienten nicht 
hinreichend ist, kann in Abbildung 11 mithilfe eines exemplarischen Datensatzes nach AN-
SCOMBE verdeutlicht werden (ANSCOMBE 1981, S. 17‑21).  
Demnach zeichnen sich die Datensätze aus Abbildung 11 a) – d) durch dasselbe arithmetische 
Mittel von 9,0 (bezogen auf die x-Variablen) bzw. 7,5 (bezogen auf die y-Variablen) sowie den 
identischen Korrelationskoeffizienten nach Bravais-Pearson 6  von 0,8  aus. Erst durch die 
                                               
 
6  Maß für den Grad eines linearen Zusammenhanges abgeleitet aus einer Regressionsgerade (vgl. 
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Visualisierung der Daten wird deutlich, dass eine Beurteilung allein auf Grundlage der 
Datenpunkte bzw. der deskriptiven Zahlen nicht hinreichend ist, da die zugrundeliegenden 
graphischen Strukturen vollkommen unterschiedlich sein können. (DORMANN 2017, S. 156; 
WOLF & BEST 2010, S. 109) 
 
 
Abbildung 11: Exemplarischer Datensatz nach ANSCOMBE 1981, S. 17, um die Bedeutung einer 
Visualisierung herauszustellen. 
Wird im Kontext dieser Arbeit von einem qualitätsrelevanten Ursachen-Wirkzusammenhang 
gesprochen, so wird darunter der kausale Zusammenhang zwischen Prozesskettenelemen-
ten, also zwischen Eingangs- und Zwischenproduktmerkmalen oder finalen Produkteigen-
schaften, verstanden (vgl. Abbildung 9).  
2.2.5 Methoden des Qualitätsmanagements 
Der vorliegende Abschnitt dient einer Einführung in etablierte Methoden und Werkzeuge des 
Qualitätsmanagements. Abbildung 12 zeigt dabei die Zuordnung anhand der Phasen des Pro-
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Abbildung 12: Einsatz von Qualitätsmanagementmethoden, zugeordnet anhand der Phasen eines 
Produktentstehungsprozesses (aus BRÜGGEMANN & BREMER 2015, S. 13). 
Quality Function Deployment (QFD) stellt eine Methode zur systematischen Qualitätspla-
nung auf Basis von Kundenanforderungen dar. Sie soll es ermöglichen, Kundenanforderungen 
in qualitätsbeeinflussende Eigenschaften von Produkten und Prozessen umzuwandeln 
(LINß 2013, 194). Wie von WENGLER aufgezeigt, lässt sich die Methode auch für eine syste-
matische Darstellung von Systemelementen anwenden (WENGLER 1996). Für eine detaillierte 
Beschreibung zur Vorgehensweise sei auf LINß 2013, S. 194 ff. verwiesen.  
Die Fehlermöglichkeits- und Einflussanalyse (FMEA) repräsentiert eine Möglichkeit zur Risiko- 
bzw. Ausfallanalyse (KOHLER 2008, S. 182). Sie kann in der frühen Phase eines Produktent-
stehungsprozesses zur Auslegung der Konstruktion (Design-FMEA) oder der Prozesse (Pro-
zess-FMEA) angewendet werden. Sie ist im Kontext der vorliegenden Arbeit von hoher 
Relevanz, da sie einen systematischen Ansatz zur Wissensakquisition über Prozesskettenele-
mente als auch eine Methode zur Fehler-Ursachen-Analyse bietet. Eine detaillierte Beschrei-
bung der Methode erfolgt deshalb separat in Abschnitt 2.2.6. 
Die Fehlerbaumanalyse (engl. Fault Tree Analysis, kurz FTA) stellt eine weitere Methode zur 
Risiko- bzw. Ausfallanalyse dar. Wie Abbildung 13 zu entnehmen ist, wird dabei eine Baum-
struktur eines Gesamtsystems mithilfe seiner Teilsysteme aufgebaut, wobei eine Verknüpfung 
der Teilsysteme anhand boolescher Operatoren erfolgt. Im Sinne eines Top-Down-Ansatzes 
findet ausgehend von einem identifizierten Fehler ein rückwärtsgerichteter Analysevorgang 
statt (LINß 2013, S. 527‑531). Die Fehlerbaumanalyse wird insbesondere zur Beurteilung von 
Produkten verwendet, weshalb sich die Methode vorwiegend in der Entwicklungsphase findet. 
Das der Fehlerbaumanalyse zugrundeliegende Vorgehen lässt sich wie folgt zusammenfas-
sen (BRÜGGEMANN & BREMER 2015, S. 38): 
 Identifikation von Teilsystemen und Fehlerursachen 
 Ermittlung der Ausfallhäufigkeiten von Ursachen 
Konzeptausrichtung Entwicklung Produktionsplanung Produktionsanlauf Serienproduktion
Quality Function Deyployment (QFD)
Design-FMEA
Fehlerbaumanalyse
Design of Experiments (DoE)
Prozess-FMEA
Prozessfähigkeitsuntersuchung
Statistical Process Control (SPC)
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 Aufstellung des Fehlerbaumes (inkl. der booleschen Verknüpfungen)  
 Auswertung des Fehlerbaumes  
 
 
Abbildung 13: Beispiel für einen Fehlerbaum (in Anlehnung an BRÜGGEMANN & BREMER 2015, S. 41). 
Das Design of Experiments (deutsch: Statistische Versuchsplanung) lässt sich den statisti-
schen Verfahren des Qualitätsmanagements zuordnen. Es repräsentiert eine Methode zur 
systematischen Produkt- und Prozessentwicklung. Das Ziel der Methode liegt darin, Ursachen-
Wirkzusammenhänge zwischen Parametern mit minimalem Aufwand zu identifizieren und die 
Paramater hinsichtlich eines definierten Zieles auf einen optimalen Wert einzustellen. Im Kon-
text einer Prozesskette sind die Paramater als Eingangs- und Zwischenproduktmerkmale so-
wie finale Produkteigenschaften zu verstehen. Der Nutzen eines Design of Experiments soll 
mithilfe des Beispiels in Abbildung 14 verdeutlicht werden. Dabei ist zu erkennen, dass in tra-
ditionellen Versuchsplänen zur Identifikation von Ursachen-Wirkzusammenhängen sämtliche 
Kombinationen von Faktorstufen7 betrachtet werden. Der Aufwand von Versuchen steigt mit 
der Anzahl der zu betrachtenden Faktoren exponentiell an (MOLLENHAUER 2007, S. 163). Mit-
hilfe des Design of Experiments lassen sich Versuchspläne so konstruieren, dass die Anzahl 
an Versuchen durch Vorgabe von Genauigkeiten und Berücksichtigung von Restriktionen re-
duziert werden kann (vgl. BRÜGGEMANN & BREMER 2015, S. 72 ff. und KLEPPMANN 2011).  
                                               
 
7  Ein Faktor ist als Einflussgröße zu betrachten, welcher reproduzierbar eingestellt werden kann. Im 
Versuchsplan wird ein Faktor auf verschiedene Werte, die sogenannten Faktorstufen eingestellt 
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In diesem Zusammenhang sei auch auf den Unterschied zwischen labororientierten und feld-
orientierten Untersuchungen hingewiesen. Bei laborientierten Untersuchungen werden Ursa-
chen-Wirkzusammenhänge durch strenge Konstanthaltung von Versuchsbedingungen und 
gezielte Veränderung der Eingangsgrößen analysiert (Ceteris-Paribus-Prinzip). Das Design of 
Experiments lässt sich einem solchen Ansatz zuordnen. In feldorientierten Untersuchungen 
hingegen werden Daten aus einem realen System ohne gezielte Veränderung bzw. Konstant-
haltung von Eingangsgrößen analysiert (SCHÄFER 2003, S. 10). Hierzu zählen Methoden des 
Data-Minings, welche in Abschnitt 2.2.9 diskutiert werden.   
 
 
Abbildung 14: Vollständig faktorieller Versuchsplan für vier Eingangsgrößen  
(aus KLEPPMANN 2011, S. 108). 
Die Regelung eines Prozesses mithilfe statistischer Methoden wird als statistische Prozess-
lenkung (engl. Statistical Process Control, kurz SPC) bezeichnet (BRÜGGEMANN & BRE-
MER 2015, S. 113). Die statistische Prozesslenkung findet sich in bereits laufenden 
Produktionen und zielt darauf ab, qualitätsrelevante Prozesskettenelemente zu überwachen 
und zu bewerten. Sie baut dabei auf einer systematischen Stichprobenprüfung auf (LINß 2013, 
S. 306). Ein relevantes Werkzeug der statistischen Prozesslenkung stellt die Qualitätsregel-
karte dar. Wie Abbildung 15 zu entnehmen ist, werden hierbei bspw. Einzelwerte, Mittelwerte 







x1 x2 x3 x4
1 - - - -
2 + - - -
3 - + - -
4 + + - -
5 - - + -
6 + - + -
7 - + + -
8 + + + -
9 - - - +
… … … … …












Abbildung 15: Aufbau einer Qualitätsregelkarte (BRÜGGEMANN & BREMER 2015, S. 116).  
Eine Beurteilung erfolgt unter Berücksichtigung des zeitlichen Verlaufes der Kenngrößen 
durch einen Vergleich mit Grenzen. Die Grenzen werden dabei bezeichnet als (LINß 2013, 
S. 307): 
 obere bzw. untere Warngrenze (OWG bzw. UWG) und 
 obere bzw. untere Eingriffsgrenze (OEG bzw. UEG). 
Liegt der Wert einer Kenngröße zwischen der Eingriffs- und Warngrenze, so kann der Prozess 
weiter fortgeführt werden. Außerhalb der Warngrenze ist der Prozess mit erhöhter Aufmerk-
samkeit zu verfolgen und zu regeln. Für die Berechnung der unterschiedlichen Eingriffsgren-
zen sei auf LINß verwiesen. (LINß 2013, S. 308) 
Prozessfähigkeitsindizes stellen weitere Kenngröße dar, die in einer Qualitätsregelkarte über-
wacht werden können. Sie resultieren aus einer Prozessfähigkeitsuntersuchung (vgl. 
WOHLRABE 2009 und LINß 2013, s. 333-332). Die Prozessfähigkeitsuntersuchung stellt einen 
Eignungsnachweis für Maschinen und Prozesse dar. Dabei erfolgt ein Vergleich zwischen ge-
forderten Toleranzen und den erbrachten Eigenschaften von Prozesskettenelementen. Pro-
zessfähigkeitsuntersuchungen repräsentieren eine etablierte Möglichkeit, um statistisch 
nachzuweisen, dass ein Fertigungsprozess die Produkte mit geforderter Qualität herstellen 
kann (ESCHEY 2013, S. 23). Eine detaillierte Beschreibung unterschiedlicher Formen von Pro-














UEG   untere Eingriffsgrenze
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UWG  untere Warngrenze
OEG   obere EingriffsgrenzeOWG  obere Warngrenze
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2.2.6 Fehlermöglichkeits- und -einflussanalyse (FMEA) 
Die Fehlermöglichkeits- und -einflussanalyse (FMEA) ist definiert als eine formalisierte, analy-
tische Methode zur Untersuchung möglicher Fehlerarten sowie deren Fehlerursachen und 
Fehlerfolgen (GEIGER & KOTTE 2008, S. 128). Die FMEA basiert dabei auf einer Wissensak-
quisition von Experten. Je nach betrachteter Phase des Produktentwicklungsprozesses erfolgt 
eine Differenzierung in Design- oder Prozess-FMEA. Während bei einer Design-FMEA die 
produktgerechte Gestaltung und Auslegung einzelner Bauteile sichergestellt werden soll, liegt 
der Fokus der Prozess-FMEA in der fehlerfreien Herstellung eines Produktes (BRÜGGEMANN 
& BREMER 2015, S. 45).  
Der erste Schritt der FMEA sieht die Erstellung einer Systemstruktur vor. Hierbei werden mög-
liche Fehlerbilder gesammelt und miteinander in Beziehung gesetzt. Das Ergebnis des Pro-
zessschrittes ist ein Funktionsbaum, welcher ein Fehlernetzwerk aus Fehlern, Fehlerfolgen 
und Fehlerursachen darstellt. Um den Fehlern in geeigneter Reihenfolge zielorientiert entge-
genwirken zu können, erfolgt eine Risikobewertung mithilfe der sogenannten Risikoprioritäts-
zahl 𝑅𝑃𝑍. Diese setzt sich nach Formel (2.1) aus der Multiplikation dreier Kennzahlen 𝑊, 𝐸 
und 𝐵 zusammen. Die Kennzahlen stellen ganzzahlige Bewertungspunkte im Bereich 1 bis 10 
dar und werden im Rahmen einer Expertenbefragung ermittelt (BRÜGGEMANN & BREMER 2015, 
S. 49).  
 




Im Detail beschreibt (LINß 2013, S. 589‑590):  
 𝑊  die Auftretenswahrscheinlichkeit eines Fehlers, mit  𝑊 = 1  als unwahrscheinlich 
und 𝑊 = 10 als nahezu sicher, dass ein Fehler auftritt.  
 𝐸 die Entdeckungswahrscheinlichkeit eines Fehlers, mit 𝐸 = 1 als nahezu sicher und 
𝐸 = 10 als unwahrscheinlich, dass ein Fehler entdeckt wird.  
 𝐵  die Bedeutung der Fehlerfolge, mit 𝐵 = 1  als unwahrscheinlich, dass ein Fehler 
wahrnehmbare Auswirkungen haben könnte und 𝐵 = 10 als nahezu sicher, dass der 
Fehler die Sicherheit und/oder die Einhaltung gesetzlicher Vorschriften beeinträchtigt.  
Aus den Beschreibungen lässt sich ableiten, dass mithilfe der 𝑅𝑃𝑍 die Rangfolge von Risiken 
ermittelt und Abstellmaßnahmen priorisiert werden können. Die Durchführung einer FMEA 
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kann händisch mithilfe von Formblättern oder unterstützt durch Software erfolgen (vgl. WER-




Abbildung 16: FMEA-Formblatt nach VDA Band 4.  
2.2.7 Qualitätskennzahlen  
Kennzahlen werden nach REICHMANN definiert als „[…] jene Zahlen […], die quantitativ 
erfassbare Sachverhalte in konzentrierter Form […]“ abbilden (REICHMANN 1997, S. 19). Nach 
MÜLLER ermöglichen sie es zudem, „[…] Aussagen über die Qualität der Aufgabenerfüllung“ 
zu treffen (MÜLLER 2010, S. 12). Sie repräsentieren demnach ein essenzielles 
Steuerinstrument eines Qualitätsmanagements, da sie den Zielerreichungsgrad abbilden 
können (MÜLLER 2010, S. 11; VMDA 66412-1). Wichtige Elemente einer Qualitätskennzahl 
sind (REICHMANN ET AL. 2006, S. 19 ff.):   
 Informationscharakter als Grundlage der Urteilsbildung,  
 die Quantifizierbarkeit und  































B = Bewertungszahl für die Bedeutung
RPZ = Risikoprioritätszahl. RPZ = B * A * E
A = Bewertungszahl für die 
Auftretenswahrscheinlichkeit
V = Verantwortlichkeit
E = Bewertungszahl für die 
Entdeckungswahrscheinlichkeit
T = Termin für die Erledigung
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Leistungskennzahlen (im Englischen Key Performance Indicators, kurz KPI) besitzen einen 
besonderen Stellenwert, da „[…] anhand derer der Fortschritt oder der Erfüllungsgrad hinsicht-
lich wichtiger Zielsetzungen oder kritischer Erfolgsfaktoren innerhalb einer Organisation ge-
messen werden kann“ (VMDA 66412-1). Sie zeichnen sich durch einen höheren 
Aggregierungsgrad aus und ermöglichen es dadurch, eine Verbindung zwischen den operati-
ven und strategischen Zielen eines Unternehmens herzustellen (ISO 22400-1).  
Im Kontext verfahrenstechnischer und fertigungstechnischer Prozessketten lassen sich unter-
schiedliche Kennzahlen identifizieren, um Eingangs- und Zwischenproduktmerkmale sowie fi-
nale Produkteigenschaften zu bewerten. Eine Zusammenfassung von Kennzahlen ist dem 
Einheitsblatt VMDA 66412-1 zu entnehmen. Etablierte Kennzahlen wie bspw. die Qualitäts-
rate, die Ausschussquote oder die DPMO (Defects per Million Opportunities, auf Deutsch: 
Fehler pro Millionen Möglichkeiten) sind zudem im Anhang 8.1, Tabelle 8-1 beschrieben.  
2.2.8 Prozessfähigkeitsuntersuchungen  
Das Ziel einer Prozessfähigkeitsuntersuchung liegt darin, einen Eignungsnachweis für Maschi-
nen und Prozesse zu erbringen (LINß 2013, S. 446). Prozessfähigkeitsindizes stellen die Kenn-
zahl einer solchen Fähigkeitsuntersuchung dar. Sie zeigen auf, dass ein Fertigungsprozess 
die Produkte mit geforderter Qualität herstellen kann (ESCHEY 2013, S. 23). Dabei wird die 
Häufigkeitsverteilung einer messbaren Eigenschaft mit seiner vorgegebenen Toleranz vergli-
chen. Dies ermöglicht eine für den Anwender leicht nachvollziehbare Beurteilung der Qualität. 
Zudem liegt ein direkter Zusammenhang zwischen der Prozessfähigkeit und dem Produktions-
ausschuss vor, was eine Beurteilung des Qualitätsniveaus auch aus wirtschaftlicher Perspek-
tive ermöglicht. Folglich können Prozessfähigkeitsindizes als relevante KPI betrachtet werden. 
(BRÜGGEMANN & BREMER 2015, S. 107 ff.).  
Im Allgemeinen wird zwischen univariaten und multivariaten Prozessfähigkeitsindizes unter-
schieden. Univariate Prozessfähigkeitsindizes dienen der isolierten Betrachtung einzelner Ei-
genschaften von Prozesskettenelementen. Auf Basis von multivariaten 
Prozessfähigkeitsuntersuchungen können gleichzeitig mehrere Eigenschaften bewertet wer-
den (DE-FELIPE 2017).  
Während der Prozessfähigkeitsindex 𝐶𝑃 nach Formel (2.2) das alleinige Verhältnis aus Spezi-
fikationen (OSG und USG)8 und Streubereich σ beschreibt, kann gemäß Formel (2.3) mithilfe 
                                               
 
8 OSG für obere Spezifikationsgrenze und USG für untere Spezifikationsgrenze  
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des kritischen Prozessfähigkeitsindex 𝐶𝑝𝑘 zusätzlich die Lage des Mittelwertes 𝜇 mitberück-








   (2.2) 
  
𝐶𝑝𝑘 =  [
 𝜇 − 𝑈𝑆𝐺
3𝜎
,
𝑂𝑆𝐺 −  𝜇 
3𝜎
]   (2.3) 
 
Aus dem totalen Qualitätsdenken von TAGUCHI ET AL. lässt sich in Anlehnung an Formel (2.2) 
und Formel (2.3) der totale Prozessfähigkeitsindex 𝐶𝑝𝑚  ableiten (TAGUCHI ET AL. 2005). 
Während der Prozessfähigkeitsindex 𝐶𝑃  bzw. der kritische Prozessfähigkeitsindex 𝐶𝑃𝐾  den 
Qualitätsverlust erst bei Überschreitung der spezifizierten Toleranzen berücksichtigt, beruht 
der totale Prozessfähigkeitsindex 𝐶𝑝𝑚 auf der Annahme, dass ein Qualitätsverlust bereits bei 
einer Abweichung vom Zielwert vorliegt. Der Qualitätsverlust erhöht sich dabei parabolisch, 
unabhängig davon, ob die Spezifikationen eingehalten werden oder nicht (vgl. Abbildung 17).  
 
 
Abbildung 17: a) diskretes Qualitätsverständnis zur Berechnung der Prozessfähigkeitsindizes 𝐶𝑃 bzw. 
𝐶𝑝𝑘; b) kontinuierliches Qualitätsverständnis zur Berechnung der Prozessfähigkeitsindizes 𝐶𝑃𝑚 bzw. 
𝐶𝑝𝑚𝑘 (nach LINß 2013, S. 447).  
Der totale Prozessfähigkeitsindex 𝐶𝑝𝑚 errechnet sich gemäß Formel (2.4). Darüber hinaus 
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totalen kritischen Prozessfähigkeitsindex 𝐶𝑝𝑚𝑘  (vgl. Formel (2.5)) auch die Lage des 
Mittelwertes 𝜇 berücksichtigen (vgl. LINß 2013, S. 446‑450; CHAN ET AL. 1988, S. 162‑175). 
 
𝐶𝑝𝑚 =  
𝑂𝑆𝐺 − 𝑈𝑆𝐺 
6  √𝜎2 + ( 𝜇 − 𝑇)2
   (2.4) 
 
 𝐶𝑝𝑚𝑘 =  𝑚𝑖𝑛 [
𝑂𝑆𝐺 − 𝜇
3[𝜎2 + (𝜇 − 𝑇)2]1/2
,
𝜇 − 𝑈𝑆𝐺
3[𝜎2 + (𝜇 − 𝑇)2]1/2
]   (2.5) 
 
Univariate Prozessfähigkeitsindizes werden ausschließlich bei einer isolierten Betrachtung 
einzelner Eigenschaften von Prozesskettenelementen hinzugezogen. Liegen allerdings Ursa-
chen-Wirkzusammenhänge zwischen mehreren Eigenschaften von Prozesskettenelementen 
vor, so kann auf multivariate Prozessfähigkeitsuntersuchungen zurückgegriffen werden, um 
eine aggregierte Bewertung der Eigenschaften zu ermöglichen (BRACKE 2016, S. 31). Ein in 
der Industrie bewährter Ansatz zur Berechnung des multivariaten Prozessfähigkeitsindex 
𝑀𝐶𝑝𝑘 wurde von DE-FELIPE & BENEDITO entwickelt und ist Formel (2.6) zu entnehmen (DE-














𝑑𝑌)   (2.6) 
 
Der multivariate Prozessfähigkeitsindex 𝑀𝐶𝑝𝑘 berechnet sich für jede Eigenschaft eines Pro-
zesskettenelementes 𝑌𝑖 auf Basis der Verteilungsfunktion der Normalverteilung 𝜙, der Vari-
anz-Kovarianz-Matrix ∑ , in welcher die jeweiligen Korrelationen der Eigenschaften von 
Prozesskettenelementen enthalten sind, und des Zielwertes 𝑇. Dabei stellt 𝑅𝑐𝑟𝑖𝑡𝑆 die Vereini-
gung der Teilmengen kritischer Prozessregionen für jede Produkteigenschaft 𝑖 ∈  {1, … , 𝑛} 
dar. Für eine Herleitung und detaillierte Beschreibung des multivariaten Prozessfähigkeitsin-
dex 𝑀𝐶𝑝𝑘  sei auf DE-FELIPE & BENEDITO 2017B sowie DE-FELIPE & BENEDITO 2017A  
verwiesen.  
Die Charakteristiken der diskutierten Prozessfähigkeitsindizes sind im Flussdiagramm in Ab-
bildung 18 dargestellt. Hier lässt sich erkennen, dass eine Differenzierung in univariate und 
multivariate Prozessfähigkeitsindizes erfolgt. Darüber hinaus ist die Art des Qualitätsverständ-
nisses entscheidend, da hierüber definiert wird, ob auf Prozessfähigkeitsindizes mit diskreter 
oder parabolischer Verlustfunktion zurückgegriffen wird.  




Abbildung 18: Flussdiagramm zur Bestimmung eines anwendungsgerechten Prozessfähigkeitsindizes. 
2.2.9 Datenanalyse 
Die Digitalisierung in verfahrenstechnischen oder fertigungstechnischen Prozessketten führt 
zu einer Verfügbarkeit großer Datenmengen und zu einem erhöhten Bedarf an Datenanalyse 
(THIEDE ET AL. 2019, S. 4). In diesem Zusammenhang beschreibt die Wissensentdeckung in 
Datenbanken (engl. Knowledge Discovery in Databases, kurz KDD) nach FAYYAD ET AL. einen 
„[…] nicht-trivialen Prozess zur Identifizierung valider, neuer, potentiell nützlicher und schließ-
lich verständlicher Muster in Daten“ (FAYYAD ET AL. 1996). Der Begriff nicht-trivial fordert dabei, 
dass Algorithmen zur Anwendung kommen, welche sich von einfachen statistischen Auswer-
tungen unterscheiden (ALPAR & NIEDEREICHHOLZ 2000, S. 4).  
Data-Mining wird in diesem Kontext als ein Prozessabschnitt der KDD verstanden. Es wird 
definiert als „[…] die Anwendung spezifischer Algorithmen zur Extraktion von Mustern aus Da-
ten“ (FAYYAD ET AL. 1996). Allerdings etablierte es sich, den Begriff des Data-Minings oder der 
Data Analytics für den gesamten Prozess der KDD zu verwenden (ALPAR & NIEDEREICH-
HOLZ 2000, S. 4; GHAVAMI 2019). In der vorliegen Arbeit soll der Praxis gefolgt werden. Somit 
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Für die Umsetzung des Data-Minings haben sich unterschiedliche Prozessmodelle etabliert. 
Das Prozessmodell nach FAYYAD ET AL. ist Abbildung 19 zu entnehmen und sieht insgesamt 
fünf Phasen vor, um Daten in Wissen zu überführen.  
 
 
Abbildung 19: Schritte des Data-Mining-Prozessmodells nach FAYYAD ET AL. 1996, S. 41. 
Ausgehend von einem Datenbestand erfolgt zunächst die Selektion von Zieldaten. Diese wer-
den im Schritt der Datenaufbereitung hinsichtlich möglicher Fehler und Ausreißer analysiert 
und gereinigt. Während der Transformation werden die aufbereiteten Daten in ein passendes 
Analyseformat umgewandelt. Es folgt die Anwendung des eigentlichen Data-Mining, in wel-
chem mithilfe ausgewählter Methoden Muster extrahiert werden, die durch Experten zu inter-
pretieren und evaluieren sind, sodass Wissen generiert werden kann. (FAYYAD ET AL. 1996; 
ALPAR & NIEDEREICHHOLZ 2000; FREITAG ET AL. 2015).  
Ein in der Industrie etabliertes Prozessmodell zur Datenanalyse stellt der Cross Industry Stan-
dard Process for Data Mining (kurz CRISP-DM) dar (SHEARER 2000). Dieser kann als Weiter-
entwicklung des Prozessmodells aus Abbildung 19 angesehen werden. Wie Abbildung 20 zu 
entnehmen ist, besteht CRISP-DM aus insgesamt 6 Prozessschritten. Im ersten Prozessschritt 
sind die Ziele und Anforderungen an ein Data-Mining-Projekt festzulegen. Mithilfe des darauf-
folgenden Datenverständnisses soll eine Beurteilung der Datenqualität ermöglicht werden. Es 
folgt der Prozessschritt der Datenaufbereitung, welcher alle Aktivitäten zur Auswahl, Bereini-
gung und Transformation der Daten beinhaltet. Der Modellierungsprozess umfasst die Ver-
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einer erfolgreichen Evaluation kann das Modell in der Praxis eingesetzt werden. Wie zu erken-
nen ist, werden im CRISP-DM insbesondere auch die für eine zielorientierte Datenanalyse 
relevanten Iterationen zwischen den einzelnen Prozessschritten hervorgehoben. (ALPAR & NIE-
DEREICHHOLZ 2000; FREITAG ET AL. 2015)  
 
 
Abbildung 20: Schritte des Data-Mining-Prozessmodells CRISP-DM (SHEARER 2000).  
Die Auswahl geeigneter Methoden für den Prozessschritt der Modellierung hängt stark von 
den jeweiligen Zielen eines Data-Mining-Projektes ab. Nach ALPAR & NIEDEREICHHOLZ können 
die Ziele einer Datenanalyse differenziert werden in Klassifikation, Segmentierung, Prognose, 
Abhängigkeitsanalyse und Abweichungsanalyse (ALPAR & NIEDEREICHHOLZ 2000, S. 13). Bei 
der Klassifikation wird versucht, betrachtete Objekte einer vorher definierten Klasse zuzuord-
nen. Hingegen erfolgt bei der Segmentierung eine Zuordnung von Objekten anhand vorher 
nicht bekannter Klassen. Die Prognose dient einer Vorhersage von Eigenschaften von Objek-
ten. Mithilfe der Abhängigkeitsanalyse sollen Ursachen-Wirkzusammenhänge zwischen Ob-
jekten identifiziert werden. Die Abweichungsanalyse dient dazu, Objekte zu ermitteln, die von 
einem geforderten Wert abweichen. Von der Vielzahl an Methoden, die zur Lösung der be-
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eine detaillierte Beschreibung der Methoden sei auf PETERSOHN 2009 und ALPAR & NIEDER-
EICHHOLZ 2000 verwiesen.  
 
 
Abbildung 21: Zuordnung von Data-Mining-Zielen und Data-Mining-Methoden (ALPAR & NIEDEREICH-
HOLZ 2000, S. 13) 
Im Weiteren können Datenanalysemethoden auch nach Komplexitätsgrad und erbrachtem 
Mehrwert differenziert werden. Wie in Abbildung 22 dargestellt, kann eine Aufteilung in de-
skriptive, diagnostische, prädiktive sowie präskriptive Verfahren erfolgen, wobei jedem der ge-
nannten Verfahren eine analytische Fragestellung zugeordnet werden kann. Deskriptive 
Analyseverfahren adressieren die Fragestellung „Was ist passiert?“ und beziehen sich damit 
meist auf manuelle und kennzahlenorientierte Datenanalysen, um vergangenheitsorientierte 
Geschehnisse nachzuvollziehen. Ein Beispiel im Kontext des Qualitätsmanagements stellt ein 
ermittelter Produktionsausschuss dar. Mithilfe diagnostischer Analyseverfahren lässt sich die 
Fragestellung beantworten, warum etwas passiert ist. Auf Basis identifizierter Ursachen-Wirk-
zusammenhänge kann bspw. auf den Grund eines Produktionsfehlers geschlossen werden. 
Prädiktive Analyseverfahren verfolgen das Ziel, zukünftige Ereignisse mithilfe bereits identifi-
zierter Ursachen-Wirkzusammenhänge vorherzusagen. Im Kontext des Qualitätsmanage-
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Analyseverfahren nicht nur die Ursachen, sondern auch die Folgen eines aufgetretenen Feh-
lers zu bewerten. Präskriptive Analyseverfahren verfolgen das Ziel, eine Handlungsempfeh-
lung auf Basis definierter Analyseziele bereitzustellen. Sie weisen den größten Mehrwert auf, 
da sie den Nutzer bei Optimierungsproblemen vollständig unterstützen. Gleichzeitig besitzen 
sie auch den größten Komplexitätsgrad aller genannten Analyseverfahren. Ein Beispiel stellt 
die Empfehlung optimaler Produktionsparameter dar, um einen Ausschuss zu reduzieren. 




Abbildung 22: Analytisches Aufstiegsmodell zur Zuordnung deskriptiver, diagnostischer, prädiktiver 
sowie präskriptive Verfahren der Datenanalyse (WIRAEUS ET AL. 2019, S. 171; GRÖGER 2015, S. 48). 
2.2.10 Bayes-Theorem und Bayessche Netzwerke 
Um Beziehungen zwischen Objekten wie bspw. Prozesskettenelementen zu beschreiben, 
können neben den Methoden der Datenanalyse auch Ansätze der Bayesschen Statistik ver-
wendet werden. Das Bayes-Theorem repräsentiert in diesem Kontext einen fundamentalen 










„Was ist passiert?“    
Diagnostische Analyse 




„Was ist zu tun, um ein 
Ziel zu erreichen?“
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zu berechnen. Im Falle zweier Ereignisse 𝐴𝑖 und 𝐵𝑗 lässt sich mithilfe des Bayes-Theorems 





  (2.7) 
 
mit 
 𝑃(𝐵𝑗|𝐴𝑖) als bedingte Wahrscheinlichkeit des Auftretens von 𝐵𝑗, gegeben 𝐴𝑖, 
 𝑃(𝐴𝑖|𝐵𝑗) als bedingte Wahrscheinlichkeit des Auftretens von 𝐴𝑖, gegeben 𝐵𝑗, 
 𝑃(𝐵𝑗) als A-priori-Wahrscheinlichkeit von Ereignis 𝐵𝑗 und 
 𝑃(𝐴𝑖) als A-priori-Wahrscheinlichkeit von Ereignis 𝐴𝑖. 
Für die zwei Ereignisse 𝐴 und 𝐵 lässt sich mithilfe des Bayes-Theorems die Frage beantwor-
ten: „Wie hoch ist die Wahrscheinlichkeit, dass A die Ursache ist unter der Bedingung, dass B 
aufgetreten ist?“. Im Kontext des Qualitätsmanagements verfahrenstechnischer oder ferti-
gungstechnischer Prozessketten können die Ereignisse 𝐴 und 𝐵 bspw. durch Fehler reprä-
sentiert werden.   
Die A-priori-Wahrscheinlichkeiten 𝑃(𝐴𝑖) bzw 𝑃(𝐵𝑗) können als Auftretenswahrscheinlichkeiten 
eines Ereignisses betrachtet werden. Sie lassen sich auf Basis von Vorwissen durch Experten 
oder mithilfe erhobener Daten ermitteln (HUANG ET AL. 2008, S. 303). A-priori-Wahrscheinlich-
keiten oder bedingte Wahrscheinlichkeiten können alternativ auch aus dem Satz der totalen 
Wahrscheinlichkeit gemäß Gleichung (2.8) errechnet werden (vgl. TAPPE 2013, S. 26).  
 
𝑃(𝐵𝑗) = ∑ 𝑃(𝐵𝑗|𝐴𝑖)
𝑛
𝑖=1 𝑃(𝐴𝑖),  (2.8) 
 
In komplexen Wirkketten mit einer hohen Anzahl von verknüpften Ereignissen kann, als wei-
terführender Ansatz des Bayes-Theorems, ein sogenanntes Bayessches Netzwerk aufgebaut 
werden.  
Ein Bayessches Netzwerk dient der Berechnung und Darstellung der gemeinsamen Wahr-
scheinlichkeitsverteilung einer Vielzahl abhängiger Ereignisse (RUSSELL ET AL. 2016, S. 510 
                                               
 
9 unter der Voraussetzung von 
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ff.). Die Darstellung von Bayesschen Netzwerken erfolgt mithilfe von gerichteten azyklischen 
Graphen. Diese zeichnen sich durch eine definierte Orientierung aus. Abbildung 23 a) stellt 
ein Beispiel eines solchen Netzwerkes für den Anwendungsfall eines Fahrzeugdefekts dar. 
Die Ereignisse werden hierbei von Fehlern repräsentiert, welche einen binären Zustand (Feh-
ler ist aufgetreten oder nicht) einnehmen. Die Verbindungen zwischen den Ereignissen stellen 
Ursachen-Wirkzusammenhänge dar.  
 
 
Abbildung 23: a) Beispiel eines diskreten Bayesschen Netzwerkes; b) Bedingte Wahrscheinlichkeitsta-
belle des Ereignisses „Motor ausgefallen (X11)“. 
Bayessche Netzwerk unterliegen der Annahme, dass die Wahrscheinlichkeitsverteilung eines 
Ereignisses nur von einer bestimmten Menge an Ereignissen abhängt, nämlich seinen soge-
nannten Elternknoten10 𝑃𝑎(𝑋𝑖) = (𝑋1
(𝑖), … , 𝑋𝐽
(𝑖)) (𝑃𝑎 von Parents). Unter dieser Annahme be-
rechnet sich die Wahrscheinlichkeitsverteilung wie folgt: 
 
𝑃(𝑋1, … , 𝑋𝑛) = ∏ 𝑃(𝑋𝑖|𝑃𝑎(𝑋𝑖
𝑛
𝑖=1 )).  (2.9) 
 
Diese Wahrscheinlichkeitsverteilung kann als Tabelle betrachtet werden, die exemplarisch für 
einen Fehler in Abbildung 23 b) dargestellt ist. Sie enthält alle Wahrscheinlichkeiten von Auf-
tretenskombinationen der betrachteten Elternknoten 𝑃𝑎(𝑋𝑖). Eine solche Tabelle wird auch als 
                                               
 
10  Elternknoten beschreiben Vorgänger-Ereignisse. Diese wirken auf ein betrachtetes Ereignis. Gemäß 




die  jeweiligen Zustände
X1 X2 Wahr Falsch
0 0 0.9 0.1
0 1 0.2 0.8
1 0 0.2 0.8
















Bedingte Wahrscheinlichkeitstabelle des 
Ereignisses: „Motor ausgefallen (X11) 
a) b)
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bedingte Wahrscheinlichkeitstabelle bezeichnet. Mithilfe dieser Tabelle und des Bayes-Theo-
rems (Formel (2.7)) lassen sich Bayessche Netzwerk vollständig beschreiben und Ursachen-
wahrscheinlichkeiten errechnen. (RUSSELL ET AL. 2016, S. 510 ff.) 
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3 Stand der Forschung 
Wie in Unterkapitel 1.1 beschrieben wurde, weist die Produktion von Batteriezellen eine hohe 
Komplexität auf, welche sich in einem signifikanten Produktionsausschuss widergespiegelt 
(VDMA 2018, S. 38; BRODD & HELOU 2013, S. 298). Um den Produktionsausschuss zu redu-
zieren, sind Maßnahmen zur unmittelbaren Erkennung von Qualitätsabweichungen und eine 
Fehler-Ursachen-Analyse erforderlich. In diesem Kapitel wird der Stand der Forschung im 
Kontext des Qualitätsmanagements für komplexe Prozessketten vorgestellt. Es erfolgt zu-
nächst in Unterkapitel 3.1 eine Klassifizierung und Beschreibung von Bewertungskriterien. 
Diese bilden die Grundlage für eine systematische Analyse der bestehenden Forschungsan-
sätze, welche in Unterkapitel 3.2 diskutiert werden. In Unterkapitel 3.3 erfolgt eine abschlie-
ßende Gegenüberstellung der analysierten Ansätze, aus welchen sich der Forschungs- und 
Handlungsbedarf ableitet (vgl. Unterkapitel 3.4). 
3.1 Bewertungskriterien  
Zur Eingrenzung des Untersuchungsraumes werden Bewertungskriterien definiert, die sich an 
den in Kapitel 2 beschriebenen Anforderungen im Qualitätsmanagement und den Herausfor-
derungen in der Produktion von Batteriezellen orientieren.  
Anwendbarkeit in der Batteriezellenproduktion  
Dieses Kriterium bezieht sich auf den industriellen Kontext der vorgestellten For-
schungsarbeit. Bewertet wird, ob der Ansatz auf die Produktion von Batteriezellen ab-
zielt oder für diesen anwendbar bzw. anpassbar ist. Das Kriterium ist nicht erfüllt, sofern 
kein Nachweis bzgl. der Anwendbarkeit in einem vergleichbaren industriellen Kontext 
erbracht werden kann. Gesetzt den Fall, dass die Forschungsarbeit einen zur Batterie-
zellenproduktion vergleichbaren industriellen Kontext besitzt und die Anwendbarkeit 
nachgewiesen werden kann, ist das Kriterium teilweise erfüllt. Das Kriterium ist voll-
ständig erfüllt, wenn die Forschung in einem direkten Kontext zu einer Batteriezellen-
herstellung steht, speziell für diese entwickelt wurde und die Anwendbarkeit 
nachgewiesen werden konnte.  
Analyse von Ursachen-Wirkzusammenhängen  
Wie in Unterkapitel 1.1 erläutert, bildet das Wissen über Ursachen-Wirkzusammen-
hänge eine Voraussetzung für das Qualitätsmanagement in komplexen Prozessketten. 
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Dies impliziert die Identifizierung der Prozesskettenelemente und die Abbildung der 
Prozessabfolge sowie die Kenntnis von Wirkzusammenhängen zwischen den Prozess-
kettenelementen (EICHGRÜN 2003, S. 102). Eine Eingrenzung des Untersuchungsrau-
mes von komplexen Prozessketten kann durch die Art von Ursachen-
Wirkzusammenhängen erfolgen (vgl. Abbildung 9, Abschnitt 2.2.3).  
Bei einer prozessweisen Analyse bezieht sich der Untersuchungsraum auf einen be-
stimmten Prozesskettenabschnitt (WESTERMEIER 2016, S. 14). Analysiert werden hier-
bei die Beziehungen zwischen den zugehörigen Eingangs- und Ausgangsgrößen. Es 
erfolgt somit eine klare Abgrenzung zur Analyse der gesamten Prozesskette. Das Kri-
terium ist nicht erfüllt, sofern bspw. aus Gründen der Komplexitätsreduzierung nicht 
alle Prozesskettenelemente betrachtet werden. Voraussetzung für eine vollständige 
Erfüllung des Kriteriums ist die Betrachtung aller, dem Prozessschritt zugeordneten, 
Prozesskettenelemente.  
Untersuchungsgegenstand einer prozessübergreifenden Analyse ist die Betrach-
tung einer vollständigen Prozesskette (WESTERMEIER 2016, S. 14). Das Kriterium ist 
nicht erfüllt, sofern keine Ansätze zu erkennen sind, welche eine Identifizierung von 
Ursachen-Wirkzusammenhängen über alle Prozesskettenabschnitte hinweg ermögli-
chen. Das Kriterium ist vollständig erfüllt, sofern alle Prozesskettenelemente sowie die 
in Abschnitt 2.2.3 definierten Ausprägungsformen von Wechselwirkungen, wie bspw. 
direkte, indirekte, einfache oder mehrfache Ursachen-Wirkzusammenhänge betrachtet 
werden.  
Im Weiteren lassen sich Analyseansätze zur Identifizierung von Ursachen-Wirkzusam-
menhängen nach KORNAS ET AL. 2019A in experten- und datenbasierte Ansätzen kate-
gorisieren.  
Expertenbasierte Ansätze beschreiben im Zusammenhang der vorliegenden Arbeit 
Untersuchungsansätze, in welchen das Wissen über Prozesskettenelemente sowie de-
ren Ursachen-Wirkzusammenhänge durch Experten akquiriert wird. Sie repräsentieren 
dabei eine spezielle qualitativ-deduktive Vorgehensweise, in welcher aus allgemein-
gültigen Theorien oder Modellen Erkenntnisse für konkrete Fälle abgeleitet werden 
(vgl. Definition in Unterkapitel 3.2). Der Erfüllungsgrad des Kriteriums wird über den 
Untersuchungsgrad eines methodischen Ansatzes definiert. Das Kriterium ist nicht er-
füllt, sofern keine Anwendung eines expertenbasierten Ansatzes erkennbar ist. Eine 
vollständige Erfüllung des Kriteriums liegt vor, sofern expertenbasierte Ansätze voll-
ständig beschrieben, in den Kontext einer vorliegenden Arbeit gesetzt und kritisch dis-
kutiert werden.  
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Datenbasierte Ansätze lassen sich den empirischen Untersuchungen zuordnen und 
dienen dem Wissensgewinn auf Basis erhobener Daten (vgl. SCHÄFER 2003, S. 11). 
Sie stellen eine spezielle induktive Vorgehensweise dar, in welcher von Einzelfällen 
ausgehend verallgemeinerte Regeln oder Erkenntnisse abstrahiert werden können 
(vgl. Definition in Unterkapitel 3.2). Dabei kann eine Unterscheidung in labororientierte 
und feldorientierte Untersuchungen erfolgen. Bei laborientierten Untersuchungen wer-
den die zu untersuchenden Ursachen-Wirkzusammenhänge durch strenge Konstant-
haltung von Versuchsbedingungen und gezielte Veränderung der Eingangsgrößen 
analysiert (Ceteris-Paribus-Prinzip). In feldorientierten Untersuchungen hingegen wer-
den Daten aus einem realen System ohne gezielte Veränderung bzw. Konstanthaltung 
von Eingangsgrößen analysiert. Auch hier erfolgt eine Bewertung des Kriteriums an-
hand des Untersuchungsgrades einer Methode. Demnach ist das Kriterium nicht erfüllt, 
sofern keine Anwendung datenbasierter Ansätze erkennbar ist. Für eine vollkommene 
Erfüllung des Kriteriums wird gefordert, dass datenbasierte Ansätze vollständig be-
schrieben, in den Kontext einer vorliegenden Arbeit gesetzt und kritisch diskutiert wer-
den. (SCHÄFER 2003, S. 15‑19)  
Eignung für komplexe Prozessketten  
Das Kriterium resultiert aus den Merkmalen komplexer verfahrenstechnischer oder fer-
tigungstechnischer Prozessketten aus Unterkapitel 1.1 und bewertet die 
o Anzahl von Prozessarten  
o Anzahl von Prozessschritten 
o Anzahl von Prozesskettenelementen 
o Anzahl und Ausprägungsformen von Ursachen-Wirkzusammenhängen 
identifizierter Ansätze in der Forschung. Das Kriterium ist nicht erfüllt, sofern sich kei-
nes der genannten Merkmale in der Forschungsarbeit findet. Die Voraussetzung für 
eine vollständige Erfüllung des Kriteriums ist die Betrachtung aller genannten Komple-
xitätsmerkmale. 
Eignung für einen Produktionsanlauf  
Dieses Kriterium beschreibt die Übertragbarkeit eines Forschungsansatzes für einen 
Produktionsanlauf. Gemäß Abschnitt 2.2.1 lassen sich zwei Subkriterien ableiten.  
Die Produkt- und Prozess-Generizität resultiert insbesondere aus den Charakteristi-
ken einer Prototypenproduktion, in welcher unterschiedliche Produkttypen und damit 
auch Herstellungsprozesse abbildbar sein müssen (KORNAS ET AL. 2019A). Mit dem 
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Subkriterium soll bewertet werden, ob eine Übertragbarkeit eines Ansatzes bei Pro-
dukt- bzw. Prozessänderungen gewährleistet werden kann. Die Produkt- und Prozess-
Generizität ist nicht erfüllt, sofern sich der vorgestellte Forschungsansatz nicht auf un-
terschiedliche Produkt- und Prozesstypen übertragen lässt. Besteht ein generischer 
Ansatz, in welchem sich weitere Produkt- und Prozesstypen implementieren und ana-
lysieren lassen, sowie eine Möglichkeit der Vergleichbarkeit berücksichtig wird, ist das 
Subkriterium vollständig erfüllt. 
Der mit dem Produktionsanlauf verknüpfte Erkenntnisgewinn über Ursachen-Wirkzu-
sammenhänge fordert eine Möglichkeit zur Erweiterung des gewonnenen Wissens. 
Eine Bewertung erfolgt dabei mithilfe des Kriteriums der Skalierbarkeit (WESTER-
MEIER 2016, S. 46). Bei Betrachtung expertenbasierter Ansätze ist das Kriterium der 
Skalierbarkeit nicht erfüllt, sofern keine Eignung für kleine und unsichere Wissensba-
sen erkennbar ist und kein methodischer Ansatz für eine Erweiterbarkeit von Wissen 
diskutiert wird. Aus Sicht der datenbasierten Ansätze ist das Kriterium nicht erfüllt, so-
fern kein methodischer Ansatz vorhanden ist, datenbasierte Modelle um neue Ursa-
chen-Wirkzusammenhänge zu erweitern. Im Falle der Verknüpfung von experten- und 
datenbasierten Ansätzen ist zu bewerten, ob ein methodischer Ansatz gegeben ist, um 
diese beiden Domänen zusammenzuführen, sodass Ursachen-Wirkzusammenhänge 
angepasst und erweitert werden können. 
Vollständigkeit des Qualitätsmanagementsystems  
Als Leitfaden zur Steigerung der Qualität in Unternehmen wird in der DIN EN ISO 9004 
2018-4 die Spezifizierung und Selbstbewertung von Qualitätskriterien empfohlen. Auf 
Grundlage dieser Bewertung kann eine Aussage über die Effizienz und den Reifegrad 
eines Qualitätsmanagementsystems getroffen werden. In Analogie zu dieser Vorge-
hensweise dient das Kriterium Vollständigkeit des Qualitätsmanagementsystems einer 
Einordnung des Leistungsniveaus von Qualitätsmanagementkonzepten. Das Kriterium 
ist nicht erfüllt, sofern kein ganzheitlicher systematischer Ansatz erkennbar ist, welcher 
zu einer Qualitätssteigerung führt. Für eine vollständige Erfüllung müssen nachfol-
gende Subkriterien gegeben sein, welche sich aus den Charakteristiken einer Quali-
tätssteuerung ableiten lassen (vgl. WILHELM 2006, S. 33):  
 Feststellung von Prozessänderungen auf Grundlage der Implementierung 
von KPIs  
 Reaktiver oder proaktiver Ansatz zur Fehler-Ursachen-Analyse 
 Systematischer Ansatz zur Führung verfahrenstechnischer und fertigungstech-
nischer Prozessketten und zur kontinuierlichen Qualitätssteigerung 




Zur Gewährleistung der Umsetzbarkeit der in einer Forschungsarbeit beschriebenen 
Methodik wird das Kriterium Praxistauglichkeit eingeführt. Das Kriterium ist nicht erfüllt, 
sofern eine Anwendbarkeit der Methode in der Praxis nicht unterstützt wird. Das Krite-
rium ist vollständig erfüllt, sofern die Methodik in der Praxis aufgrund einer den Anwen-
der unterstützenden Strukturierung erfolgreich umgesetzt werden kann. Dies impliziert 
eine Nachvollziehbarkeit des Methodenablaufes sowie eine einfache sowie zeit- und 
ressourceneffiziente Durchführbarkeit. Im Weiteren kann auch die Verwendung etab-
lierter Softwarelösungen den Umsetzungsaufwand reduzieren. Im Zusammenhang mit 
expertenbasierten Ansätzen wird eine Praxistauglichkeit insbesondere durch struktu-
rierte und effektive Wissensakquisition erreicht. (WESTERMEIER 2016, S. 43) 
3.2 Diskussion bestehender Ansätze in der Forschung 
Zur Eingrenzung des Untersuchungsraumes werden die Forschungsansätze anhand der in 
Abbildung 24 dargestellten Gruppierung diskutiert. Die Gruppierung lässt sich aus den zuvor 
thematisierten Bewertungskriterien ableiten und stellt die unterschiedlichen Pole von Analyse-
konzepte dar.  
 
 
Abbildung 24: Eingrenzung des Untersuchungsraumes anhand methodischer Ansätze.  
Induktiv
Vom Speziellen zum Allgemeinen auf Basis bspw. 
empirischer Untersuchungen 
Deduktiv
Vom Allgemeinen zum Speziellen auf Basis bspw. 
qualitativer oder quantitativer Theorien oder Modelle
Datenbasierte Ansätze (Abschnitt 3.2.2)
• Induktives Analysekonzept
• Wissen über Prozesskettenelemente und 
Ursachen-Wirkzusammenhänge auf Basis 
erhobener Daten
Expertenbasierte Ansätze (Abschnitt 3.2.1)
• Qualitativ-deduktives Analysekonzept
• Wissen über Prozesskettenelemente und 
Ursachen-Wirkzusammenhänge akquiriert 
durch Experten
Ansätze auf Basis Bayesscher Netzwerke (Abschnitt 3.2.3)
• Induktive oder deduktive Vorgehensweise 
• Wissen über Prozesskettenelemente und Ursachen-
Wirkzusammenhänge auf Basis erhobener Daten oder Expertenwissen  
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Im Falle eines deduktiven Analysekonzepts werden aus allgemeingültigen Theorien oder Mo-
dellen die Erkenntnisse für einen konkreten Fall qualitativ oder quantitativ abgeleitet (WESTER-
MEIER 2016, S. 19). Ishikava-Diagramme oder Beziehungsmatrizen stellen bspw. häufig 
eingesetzte qualitativ-deduktive Modelle fertigungstechnischer- oder verfahrenstechnischer 
Prozessketten dar (vgl. SCHÄFER 2003, S. 12). Expertenbasierte Ansätze repräsentieren im 
Kontext dieser Arbeit eine spezielle Form qualitativ-deduktiver Analysekonzepte, in welchen 
Ursachen-Wirkzusammenhänge auf Basis von Expertenwissen ermittelt werden (vgl. SCHÄ-
FER 2003, S. 12). Es sei hervorzuheben, dass die expertenbasierten Ansätze nicht mit Exper-
tensystemen gleichzusetzen sind. Während mit dem Begriff der expertenbasierten Ansätze 
eine spezielle Vorgehensweise zur Analyse von Prozessketten auf Basis von Expertenwissen 
gemeint ist, repräsentieren Expertensysteme „[…] ein informationstechnisches System, das in 
einem gegebenen Spezialisierungs- oder Problembereich menschliche Experten in Bezug auf 
ihr Wissen und ihre Schlussfolgerungen nachbildet […]“ (ULLMANN 2010, S. 28).  
Dem deduktiven Vorgehen gegenüber steht das induktive Vorgehen. Hierbei werden von Ein-
zelfällen ausgehend verallgemeinerte Erkenntnisse abgeleitet (SCHÄFER 2003, S. 10). Daten-
basierte Ansätze stellen eine spezielle Form der induktiven Vorgehensweise dar, in welcher 
Regeln und Erkenntnisse auf Basis erhobener Daten ermittelt werden (vgl. SCHÄFER 2003, S. 
9–11 und WESTERMEIER 2016, S. 19‑21).  
Bayessche Netzwerke stellen eine gesonderte Gruppierung der Forschungsansätze dar und 
lassen sich induktiv oder deduktiv sowie auf Basis von Expertenwissen oder Daten aufbauen. 
Für eine Übersicht der möglichen Ansätze zur Analyse von Ursachen-Wirkzusammenhängen 
in verfahrenstechnischen oder fertigungstechnischen Systemen sei auf die Arbeiten von SCHÄ-
FER  und WESTERMEIER verwiesen (SCHÄFER 2003, S. 9-20; WESTERMEIER 2016, S. 19-20). 
3.2.1 Expertenbasierte Ansätze 
SCHÄFER verfolgt das Ziel, die Prozesssicherheit in komplexen fertigungstechnischen Prozess-
ketten durch die Beseitigung von Fehlerursachen und Schwachstellen zu steigern (SCHÄ-
FER 2003, S. 1). Der diskutierte Anwendungsfall bezieht sich auf den Produktionsbereich der 
Blechbeschichtung. Mithilfe einer zunächst deduktiv-qualitativen Vorgehensweise soll eine 
prozessübergreifende Analyse ermöglicht werden. Im Rahmen der deduktiven Vorgehens-
weise erfolgt zunächst eine Vorwärtsmodellierung, in welcher von möglichen Ursachen auf 
Wirkungen geschlossen wird. Direkte Wirkzusammenhänge zwischen Prozess- und Pro-
dukteigenschaften werden dabei mithilfe von Ishikawa-Diagrammen, Relationendiagrammen 
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und Baumdiagrammen identifiziert (SCHÄFER 2003, S. 43). Nachfolgend wird das System un-
ter Anwendung bspw. einer FMEA oder Fehlerbaumanalyse rückwärts modelliert, um von der 
Wirkung auf mögliche Ursachen zu schließen (SCHÄFER 2003, S. 43‑44). Zur vollständigen 
Identifizierung aller Prozesskettenelemente werden die Ergebnisse der Vor- und Rückwärts-
modellierung zusammengefasst. Allerdings wird in der Forschungsarbeit von SCHÄFER (2003) 
nicht erläutert, wie die durch die unterschiedlichen Methoden identifizierten Ursachen-Wir-
kungszusammenhänge miteinander verknüpft werden. Aufbauend auf den Ursachen-Wirkzu-
sammenhängen wird für die Analyse von Fehlerursachen und Schwachstellen eine an das 
House of Quality angelehnte Einfluss-Wirkungsmatrix verwendet (SCHÄFER 2003, S. 45). In 
den jeweiligen Feldern der Matrix wird zusätzlich anhand von Expertenaussagen bewertet, ob 
Ursachen-Wirkzusammenhänge vermutet oder bereits nachgewiesen sind. Hieraus sollen sich 
Erkenntnislücken ableiten lassen, welche die Grundlage für eine nachfolgende Analyse bilden. 
Bestandteil dieser Analyse sind empirische Untersuchungen, insbesondere feldorientierte und 
statistische Analyseansätze. Es wird hierbei zwar die Anwendbarkeit möglicher Methoden dis-
kutiert, jedoch nicht auf die Details der Methodenanwendung oder -umsetzung eingegangen 
(SCHÄFER 2003, S. 71). Wie die gewonnenen Erkenntnisse einer empirischen Untersuchung 
in die Einfluss-Wirkungsmatrix zurückgeführt werden oder für eine Fehler-Ursachen-Analyse 
nutzbar gemacht werden können, bleibt ebenfalls offen. Der Fokus der Forschungsarbeit von 
SCHÄFER (2003) liegt somit vorwiegend auf der Erarbeitung eines expertenbasierten Ansatzes. 
Dabei werden keine indirekten Ursachen-Wirkzusammenhänge thematisiert, welche wesent-
lich sind, um mehrstufige Auswirkungen prozessübergreifend zu analysieren (WESTER-
MEIER 2016, S. 2). Da die Verwendung von KPIs in der Arbeit nicht berücksichtigt wird, erfüllt 
die vorgestellte Methode auch nicht die Anforderung an ein ganzheitliches Qualitätsmanage-
mentsystem. 
EICHGRÜN fokussiert seine Forschung auf die deduktiv-qualitative Analyse von prozessüber-
greifenden Ursachen-Wirkzusammenhängen mit dem Ziel, die Prozesssicherheit zu steigern 
(EICHGRÜN 2003, S. 1). Die Methode wird anhand einer fertigungstechnischen Prozesskette 
zur Herstellung von PKW-Motorventilen konkretisiert. Dabei wird jedoch nicht auf den Kom-
plexitätsgrad in Bezug auf die Anzahl von Prozesskettenelementen oder Ursachen-Wirkungs-
zusammenhängen eingegangen. Das von EICHGRÜN (2003) entwickelte Konzept stellt drei 
relevante Schwerpunkt dar. Im Fokus des ersten Forschungsschwerpunktes steht die Erarbei-
tung eines Werkstückmodells. In diesem lässt sich der Soll- und Istzustand eines Fertigteiles 
abbilden sowie Eigenschaften zu den Beschreibungsdimensionen Geometrie, Oberfläche, 
Randzone und Werkstückkern spezifizieren. Vorteil dieses Werkstückmodells ist die Möglich-
keit einer generischen Anwendung für weitere Werkstücktypen. Eine Übertragung dieses An-
satzes auf einen vollständigen Produktionsanlauf ist allerdings nur bedingt möglich, da hierfür 
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geforderte Spezifikationen zu Beginn einer Prototypenproduktion oftmals nicht vorliegen. Im 
Fokus des zweiten Forschungsschwerpunktes steht die Erarbeitung eines auf Expertenwissen 
basierenden Prozess- und Strukturmodells. In diesem werden zunächst die Prozessabfolgen 
sowie produktionstechnische Schnittstellen definiert. Dabei wird auf eine Systemanalyse mit 
Hilfe der Structured Analysis and Design Technique zurückgegriffen. Die Modellierung der Ur-
sachen-Wirkungszusammenhänge bildet den dritten Schwerpunkt der Forschungsarbeit und 
erfolgt mit Hilfe einer auf dem House of Quality basierenden Bewertungsmatrix (EICH-
GRÜN 2003, S. 85). Hierdurch lassen sich prozessübergreifende Ursachen-Wirkzusammen-
hänge, wie bspw. der Zusammenhang zwischen mechanischen Eigenschaften und 
Prozessparametern, abbilden. Allerdings werden dabei keine indirekten Ursachen-Wirkzu-
sammenhänge zur Analyse prozessübergreifender Auswirkungen berücksichtigt. Die in der 
Matrix abgelegten Ursachen-Wirkzusammenhänge werden im Vorfeld von Projektteams mit 
Mitgliedern aus verschiedenen Fachbereichen bewertet, wobei auf Methoden wie die FMEA 
zurückgegriffen wird. Allerdings bleibt unbeantwortet, wie die von den Experten akquirierten 
Zusammenhänge methodisch in die Bewertungsmatrix übertragen werden. Auch eine Pra-
xistauglichkeit der Methode, bspw. im Rahmen einer softwaretechnischen Umsetzung, konnte 
nicht nachgewiesen werden. Zudem erfolgte kein methodisches Zusammenführen des Kon-
zepts mit datenbasierten Analysemethoden. Es wird hier lediglich die Anwendbarkeit mögli-
cher Methoden diskutiert (EICHGRÜN 2003, S. 65‑66) 
Mit dem konkreten Anwendungsfall in einer Batteriezellenproduktion stellt WESTERMEIER 
(2016) abgeleitet aus den Erkenntnissen der Publikationsreihe WESTERMEIER ET AL. 2013, 
WESTERMEIER ET AL. 2014 sowie REINHART ET AL. 2014, eine Methode zur qualitätsorientierten 
Analyse komplexer Prozessketten vor. Im Fokus der Arbeit steht ein an die FMEA angelehnter, 
deduktiv-qualitativer Analyseansatz. Aufbauend auf dem identifizierten Defizit einer unzu-
reichenden Betrachtung von indirekten Ursachen-Wirkzusammenhängen steht eine ganzheit-
liche Prozesskettenanalyse im Vordergrund. Die in der Arbeit entwickelte Methode 
untergliedert sich in die Module Wissensakquisition, Wissensinterpretation und empirische 
Analyse. Im Modul der Wissensakquisition werden zunächst finale Produkteigenschaften, wie 
bspw. das Zellgewicht oder die Zellkapazität, spezifiziert. Im nächsten Schritt erfolgt die Iden-
tifizierung aller Prozesskettenelemente sowie derer Ursachen-Wirkungszusammenhänge. Da-
bei werden direkte Ursachen-Wirkzusammenhänge mithilfe einer Expertenbefragung ermittelt. 
Für jeden Ursachen-Wirkzusammenhang werden hierbei die Einflussstärke, Auftretenswahr-
scheinlichkeit sowie eine Selbstbewertung bezüglich der Aussagesicherheit zur Einflussstärke 
und Auftretenswahrscheinlichkeit abgefragt. Zur strukturierten Ablage der Informationen wird 
eine Matrix verwendet. Indirekte Ursachen-Wirkzusammenhänge werden mithilfe eines aus 
der Graphentheorie stammenden Pfadsuch-Algorithmus errechnet. Dabei wird auf Basis der 
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Matrix ein Durchschnittswert der Einflussstärken entlang der Kette von Ursachen-Wirkzusam-
menhängen gebildet. Auf Grundlage der Matrix lassen sich im Modul der Wissensinterpreta-
tion, nach der Berechnungen von Zeilen- und Spaltensummen, Aussagen über die globale 
Relevanz von Prozesskettenelementen treffen. Zuletzt erfolgt in der Forschungsarbeit von 
WESTERMEIER im Modul der empirischen Analyse eine Validierung der expertenbasierten Be-
wertungen mithilfe einer datenbasierten Regressionsanalyse (WESTERMEIER 2016, S. 65). Die 
Regressionsmodelle werden dabei mit den bewerteten Einflussstärken und Auftretenswahr-
scheinlichkeiten eines jeweiligen Ursachen-Wirkzusammenhanges zusammengeführt. Die 
von WESTERMEIER vorgelegte Forschungsarbeit erhebt den Anspruch zur Anwendung wäh-
rend eines vollständigen Produktionsanlaufs (WESTERMEIER 2016, S. 3). Der Mehrwert der 
Forschungsarbeit spiegelt sich insbesondere im Planungs- und Auslegungsprozess einer Pro-
zesskette wider, zu deren Betrieb im Unternehmen keine Erfahrungen vorliegen (WESTER-
MEIER 2016, S. 3). Die Methodik hilft insbesondere durch das Modul der Wissensinterpretation 
im Planungs- und Realisierungsprozess einer frühen Entwicklungsphase, kritische Prozess-
kettenabschnitte und Prozesskettenelemente zu beleuchten. Obwohl der vorgestellte Ansatz 
Parallelen zur FMEA aufweist, wird nicht die Vernetzung von Fehlern, sondern lediglich die 
Vernetzung von Prozesskettenelementen beurteilt. Der vorgestellte Ansatz ist somit für 
Fehlerdiagnosen ungeeignet, auch weil Kennzahlensysteme zur Identifizierung von Fehlerur-
sachen nicht berücksichtigt werden. Somit bietet die beschriebene Forschungsarbeit zwar eine 
Möglichkeit zur qualitätsorientierten Analyse, stellt aber kein Konzept eines umfassenden Qua-
litätsmanagements dar. Zuletzt werden auch die datenbasierten Ansätze für die Identifizierung 
von Ursachen-Wirkzusammenhängen unter dem Aspekt eines vollständigen Produktionsan-
laufes unzureichend untersucht. WESTERMEIER verwendet lediglich labororientierte Analyse-
verfahren (WESTERMEIER 2016, S. 101), welche zwar für eine prozessweise Analyse 
anwendbar sind, sich jedoch nicht für komplexe Prozessketten mit prozessübergreifenden Ur-
sachen-Wirkzusammenhängen eignen. Dies lässt sich dadurch begründen, dass der Aufwand 
von Experimenten in labororientierten Untersuchungen mit der Anzahl der zu betrachtenden 
Prozessparameter exponentiell steigt (MOLLENHAUER 2007, S. 163).  
SCHNELL & REINHART (2016) stellen, aufbauend auf dem von WESTERMEIER (2016) erarbeite-
ten Ansatz, ein Qualitätsmanagementkonzept für die Batteriezellenproduktion vor. Im Zentrum 
der Veröffentlichung steht die Identifizierung von Quality Gates. Diese stellen Messpunkte dar, 
welche dazu dienen sollen, eine Vielzahl qualitätsrelevanter Prozessparameter aggregiert zu 
untersuchen. Quality Gates zielen somit darauf ab, den Aufwand für Qualitätskontrollen in 
komplexen verfahrenstechnischen und fertigungstechnischen Prozessketten zu minimieren. 
Durch das Erkennen von Abweichungen in frühen Prozesskettenabschnitten soll im Sinne ei-
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ner proaktiven Prozessführung eine Reduzierung des Ausschusses erreicht werden. Die hier-
für notwendigen Erkenntnisse über Ursachen-Wirkzusammenhänge sollen dabei aus dem von 
WESTERMEIER (2016) erarbeiteten Ansatz gewonnen werden. Unklar bei dem von SCHNELL & 
REINHART vorgestellten Konzept ist jedoch, wie dabei Toleranzgrenzen identifiziert werden sol-
len, welche eine Voraussetzung für die Qualitätsprüfung auf Grundlage von Quality Gates dar-
stellen (SCHÜPPSTUHL 2018, S. 100). Dies ist insbesondere hinsichtlich einer Anwendung in 
der frühen Phase des Produktionsanlaufs kritisch zu betrachten, in welcher wenig Prozesswis-
sen bzw. Daten vorliegen, um Toleranzgrenzen zu bestimmen (KORNAS ET AL. 2019A, S. 382). 
Ungeklärt bleibt ebenfalls, wie auf Basis der von WESTERMEIER (2016) ermittelten Ursachen-
Wirkzusammenhänge auf die Quality Gates geschlossen werden soll. Zuletzt wird auch kein 
Nachweis bezüglich einer Umsetzbarkeit erbracht. Die Forschungsarbeit nach SCHNELL & 
REINHART (2016) wird lediglich auf konzeptioneller Ebene diskutiert und findet keine industrie-
nahe Anwendung. 
3.2.2 Datenbasierte Ansätze 
Die Publikationsreihen von GROßMANN & WIEMER (2010), GROßMANN ET AL. (2012) und GROSS-
MANN (2014) setzt den Fokus auf eine datenbasierte Analyse von Ursachen-Wirkzusammen-
hängen mit dem Ziel, die Reproduzierbarkeit in fertigungstechnischen Prozessketten zu 
erhöhen. Schwerpunkt der Forschungsarbeiten ist eine Prozesskettenbeschreibung sowie 
eine Datenerfassung und -analyse. Ein zentrales Element bildet ein Prozesskettenmodell, in 
welchem eine Verknüpfung von Prozesskettenelementen mit Produktionsdaten stattfindet 
(GROßMANN & WIEMER 2010, S. 956). Zur Analyse von Ursachen-Wirkzusammenhängen wird 
auf die statistische Versuchsplanung zurückgegriffen (GROßMANN ET AL. 2013, S. 37). Die Da-
ten werden somit im Sinne eines labororientierten Ansatzes aus Experimenten gewonnen. Für 
direkte, indirekte, einfache oder mehrfache Ursachen-Wirkzusammenhänge sollen auch wei-
tere Möglichkeiten der Datenanalyse bereitstehen, auf welche jedoch nicht eingegangen wird. 
Auch stellt die Publikationsreihe keine Methodenunterstützung für die Akquisition von Exper-
tenwissen bereit, welche für die Prozesskettenbeschreibung benötigt wird (GROßMANN ET 
AL. 2013, S. 37).  
Aktuelle Veröffentlichungen zur Analyse von Ursachen-Wirkzusammenhängen weisen eine 
Tendenz zur Verwendung feldorientierter Ansätze auf, wie bspw. aufgezeigt in FABIŚ-DO-
MAGAŁA ET AL. 2019, SAMEK ET AL. 2017, EVANS & BORELAND 2015, RENU ET AL. 2016 und FEU-
RER ET AL. 2015.  
3 Stand der Forschung 47 
 
 
Mithilfe feldorientierter Untersuchungen wurde durch SCHNELL ET AL. (2019) erstmals die An-
wendbarkeit von Data-Mining-Methoden zur Analyse und Optimierung des Produktionsprozes-
ses von Batteriezellen nachgewiesen. Die Forschungsarbeit stützt sich auf ein für das Data-
Mining standardisiertes Prozessmodell, CRISP-DM, in welchem Batteriezellen einer Prototy-
penproduktion die Datengrundlage für die Analyse bilden. Mit der Datenanalyse wird beab-
sichtigt zu identifizieren, welche Prozesskettenelemente ausgewählte Zielgrößen der 
Batteriezelle beeinflussen. Auf Basis einer Modellinterpretation durch Prozessexperten, wer-
den unterschiedliche Methoden des Data-Minings miteinander verglichen. Verallgemeinerte 
lineare Modelle ermöglichen in dem Anwendungsbeispiel, die Einflüsse auf die Kapazität einer 
Batteriezelle zu identifizieren. Aus Gründen der Modellinterpretation werden allerdings vielver-
sprechende Methoden des Data-Minings, wie Gradient Boosted Trees, Deep Neural Networks 
oder Random Forests in der Studie ausgeschlossen.  
Einen ebenfalls feldorientierten Ansatz zur Analyse und Optimierung des komplexen Produk-
tionsprozesses von Batteriezellen stellen THIEDE ET AL. (2019) im Rahmen des Forschungs-
projektes DaLion 4.0 (Data-Mining in der Produktion von Lithium-Ionen-Batteriezellen 4.0) vor. 
Im Gegensatz zu der Forschungsarbeit von SCHNELL ET AL. (2019) steht hier eine Analyse 
mehrerer Zielgrößen im Vordergrund. Den Kernbaustein bildet ein Entscheidungsunterstüt-
zungsmodul, in welchem dem Prozessexperten Methoden der visuellen Analyse, wie bspw. 
Korrelationsmatrizen oder Choroplethenkarten zur Verfügung gestellt werden (THIEDE ET 
AL. 2019, S. 4). Darüber hinaus erhält der Prozessexperte Unterstützung durch eine Portfolio-
analyse, in welcher statistische Kenngrößen für ausgewählte Zielgrößen dargelegt werden. 
Diese Visualisierungsform bietet dem Prozessexperten die Möglichkeit, eine multikriterielle 
Perspektive einzunehmen. Im Fokus der Forschungsarbeit steht ähnlich zu WESTERMEIER 
(2016) die Identifizierung qualitätsrelevanter Prozesskettenelemente, jedoch kein umfassen-
der Ansatz eines Qualitätsmanagementsystems. Weitere Methoden der Datenanalyse im Kon-
text des Forschungsprojektes DaLion 4.0 werden in den Arbeiten von TURETSKYY ET AL. (2018, 
2019 und 2020) sowie FILZ ET AL. (2020) untersucht.  
MEYER ET AL. (2019) schlägt für eine multikriterielle Analyse in der Prozesskette von Batterie-
zellen die Verwendung von Wünschbarkeitsfunktionen vor. Entgegen dem Ansatz von THIEDE 
ET AL. 2019, welcher sich einer deskriptiven bzw. diagnostischen Analyse zuordnen lässt, er-
möglicht die Verwendung von Wünschbarkeitsfunktionen eine Prädiktion von Zielgrößen 
(STEUER 1999). Zudem stellen Wünschbarkeitsfunktionen eine Möglichkeit dar, Expertenwis-
sen in mathematische Optimierungen zu integrieren. Auf Grundlage von Regressionsanalysen 
wird berechnet, auf Basis welcher Eingangsgrößen die von den Experten spezifizierten Aus-
gangsgrößen erzielt werden. Obwohl der Ansatz vielversprechend für die Analyse von kom-
plexen Prozessketten zu sein scheint, wird die Anwendbarkeit lediglich für einen einzelnen 
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Prozesskettenabschnitt nachgewiesen. Auch wird die Eignung der Methode für eine frühe 
Phase des Prozessanlaufes nicht untersucht. Zudem beschreibt die Forschungsarbeit von 
MEYER ET AL. (2019) unzureichend, wie eine Schnittstelle zur Akquisition des Expertenwissens 
zu gestaltet ist. Es wird bspw. keine Softwarelösung vorgestellt, welche die Praxistauglichkeit 
fördern könnte.  
Im Zentrum der Forschungsarbeiten von GRÖGER steht die datenbasierte Optimierung von 
Fertigungsprozessketten (GRÖGER ET AL. 2012; GRÖGER ET AL. 2013; GRÖGER ET AL. 2014A; 
GRÖGER ET AL. 2014B; GRÖGER 2015). Die Arbeiten umfassen insgesamt drei Forschungs-
schwerpunkte, welche als Gesamtansatz in einer Architektur zusammengeführt werden (vgl. 
GRÖGER 2015). Der erste Schwerpunkt adressiert die Datenbereitstellung und zielt darauf ab, 
eine Wissensdatenbank für die Fertigung zu generieren (GRÖGER ET AL. 2012, GRÖGER ET 
AL. 2014A, 2014B). Die Wissensdatenbank umfasst die Integration von strukturierten und un-
strukturierten Daten im Sinne eines Data Warehouse-Ansatzes, wie auch dargestellt von 
THIEDE ET AL. (2019). Der Kern des zweiten Forschungsschwerpunktes baut auf der Wissens-
datenbank auf und dient einer Prozessanalyse. Im Fokus stehen generische Methoden für 
deskriptive und prädiktive Analyseverfahren. Im Falle einer Qualitätsabweichung wird auf 
Grundlage der Analysemethoden eine datenbasierte Generierung von Handlungsempfehlun-
gen ermöglicht. Gegenstand des dritten Forschungsschwerpunktes ist die Entwicklung eines 
Analysedienstes in Form eines Dashboards, um Informationen für die Fertigungsleitebene be-
reitzustellen (GIEBLER ET AL. 2019, GRÖGER ET AL. 2013). Die Forschungsarbeiten von GRÖ-
GER spiegeln somit den Ansatz eines Qualitätsmanagementsystems wider, in welchem KPIs 
implementiert, Möglichkeiten einer reaktiven oder proaktiven Fehler-Ursachen-Analyse darge-
stellt sowie ein systematisches Vorgehen zur Führung einer Prozesskette abgebildet werden. 
Eine prototypische Implementierung des Konzepts erfolgt am Beispiel der Fertigungsprozess-
kette von Nockenwellen. Eine Eignung des von GRÖGER (2015) entwickelten Konzepts für 
einen Produktionsanlauf wird nicht diskutiert. Für den Aufbau der Modelle wird auf ein umfang-
reiches und multidimensionales Datenmodell zurückgegriffen, in welchem operative und pro-
zessorientierte Daten ganzheitlich abgebildet werden (GRÖGER 2015, S. 106, S. 225). 
Inwiefern sich dieses Konzept für eine frühe Phase eines Produktionsanlaufes eignet, welche 
gemäß Abschnitt 2.2.2 durch eine geringe Datenverfügbarkeit gekennzeichnet ist, bleibt un-
beantwortet. Auch eine Einbindung von Expertenwissen zur ganzheitlichen Identifizierung von 
Ursachen-Wirkzusammenhängen wird in dem Ansatz von GRÖGER nicht berücksichtigt.  
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3.2.3 Ansätze auf Basis Bayesscher Statistik  
Die Forschungsarbeit von RASHIDY (2007) lässt sich als Schnittstelle zwischen expertenba-
sierten und datenbasierten Qualitätsmanagementmethoden einordnen und beinhaltet Ansätze 
der Bayesschen Statistik. Es wird ein Konzept vorgestellt, das zur Fehler- und Ursacheniden-
tifikation in der Serienproduktion des Karosseriebaus einsetzbar ist. Die Methodik untergliedert 
sich in ein Fehlererkennungs-, Fehleridentifikations- und Entscheidungsmodul. Im Fehlerer-
kennungsmodul werden Prozesskettenelemente einer laufenden Produktion gemessen und in 
einem neuronalen Netz aus univariater und multivariater Perspektive analysiert. Das Fehleri-
dentifikationsmodul beruht auf einem Expertensystem, in welchem basierend auf einer Fuzzy-
Logik (vgl. ZADEH 1965) und FMEA die Ursachen für Fehler erkannt werden sollen. Zuletzt 
werden dem Anwender im Entscheidungsmodul Handlungsempfehlungen bereitgestellt. Diese 
dienen der Überprüfung, ob basierend auf den identifizierten Fehlerursachen, Prozessanpas-
sungen durchzuführen sind oder Prozesse ohne Veränderung durchlaufen werden können. 
Die Handlungsempfehlungen stützen sich dabei auf die Berechnung bedingter Wahrschein-
lichkeiten auf Basis des Bayes-Theorems. Eingang für die Berechnung bilden einerseits die 
im Rahmen der FMEA bewerteten Auftretenswahrscheinlichkeiten von Fehlern sowie Kenn-
zahlen bezüglich der statistischen Modellgenauigkeit, welche aus dem Fehleridentifikations-
modul resultieren. Die Eignung von statistischen Modellgenauigkeiten für die Berechnungen 
bedingter Wahrscheinlichkeiten wird allerdings nicht diskutiert und ist angesichts der Definition 
des Bayes-Theorems kritisch zu betrachten (HESSE 2003, S. 51-52). Zudem adressiert die 
Forschungsarbeit von RASHIDY (2007) ebenfalls keinen Produktionsanlauf. Im Fokus steht die 
Analyse einer Serienproduktion, welche charakterisiert ist durch eine hohe Datenverfügbarkeit 
und somit die Fehlererkennung auf Basis neuronaler Netze ermöglicht (RASHIDY 2007, S. 64-
69). Allerdings wird in der exemplarischen Anwendung lediglich ein Prozesskettenabschnitt 
betrachtet, weshalb auch das Kriterium der Eignung für komplexe Prozessketten nicht erfüllt 
werden kann (RASHIDY 2007, S. 121‑122).  
Um die statistische Abhängigkeit einer Vielzahl von Prozesskettenelementen zu betrachten, 
lässt sich ausgehend vom Bayes-Theorem ein Bayessches Netzwerk erstellen (Abschnitt 
2.2.10) (RUSSELL ET AL. 2016, S. 510 ff.). Für die Berechnung eines solchen Netzwerkes kön-
nen, wie nachfolgend diskutiert, expertenbasierte oder datenbasierte Wahrscheinlichkeiten 
genutzt werden (DIALLO ET AL. 2018, S. 585).  
Aufbauend auf einer Design-FMEA stellt LEE (2001) einen expertenbasierten Ansatz vor, um 
statistische Abhängigkeiten in mechatronischen Systemen auf Basis eines Bayesschen Netz-
werkes abzubilden. Der Fokus wird, am Beispiel der Entwicklung eines Druckers, auf die Iden-
tifizierung von Konstruktionsfehlern gelegt. In der prototypischen Umsetzung bilden ca. 200 
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Fehlerbilder die Grundlage für das Bayessche Netzwerk (LEE 2001, S. 14). Eine Übertragung 
des vorgestellten Forschungsansatzes auf das Qualitätsmanagement in komplexen Prozess-
ketten ist allerdings nur bedingt durchführbar. Zwar ermöglicht der Forschungsansatz auf Ba-
sis der Design-FMEA eine methodische Identifizierung von Fehlern sowie, mittels des 
Bayesschen Netzwerkes, eine Analyse von Ursachen-Wirkzusammenhängen. Jedoch bein-
haltet das vorgestellte Konzept zwei wesentliche Limitierungen. Wie in Abschnitt 2.2.10 erläu-
tert, werden zum Aufbau eines Bayesschen Netzwerkes bedingte Wahrscheinlichkeitstabellen 
benötigt, in welchen für jeden Fehlerknoten die Kombination von Zuständen der dazugehöri-
gen Elternknoten vorhanden sein müssen. Die Größe der Wahrscheinlichkeitstabelle steigt 
exponentiell mit der Anzahl an Elternknoten (ABRAHAM 2017, S. 100). In dem von LEE (2001) 
vorgestellten Forschungsansatz werden die bedingten Wahrscheinlichkeitstabellen lediglich 
mithilfe von Expertenbewertungen aufgestellt, was einen hohen Bewertungsaufwand erfordert. 
Eine solche Vorgehensweise wird von SRINIVAS (1993) kritisiert, da die Qualität der Experten-
bewertung durch die hohe Anzahl von Bewertungen beeinträchtigt werden kann. Eine weitere 
Limitierung der Forschungsarbeit bezieht sich auf das mögliche Auftreten von Widersprüchen 
in der Akquisition des Expertenwissens (LEE 2001, S. 14). Widersprüche können auftreten, 
wenn Experten eines jeweiligen Bereiches nicht in der Lage sind, die Wechselwirkungen ihrer 
Bewertungen über andere Bereiche hinweg zu berücksichtigen. Diese Form von Widersprü-
chen wird als Inkonsistenz bezeichnet und in der Forschungsarbeit von LEE (2001) nicht ge-
löst.  
Das Problem des exponentiellen Wachstums von Wahrscheinlichkeitstabellen, welche für die 
Berechnung von Bayesschen Netzwerken benötigten werden, ist Forschungsbestandteil der 
Veröffentlichung von ZAGORECKI & DRUZDZEL (2013). Einen möglichen Lösungsansatz zur 
Komplexitätsreduzierung stellen die sogenannten Noisy-OR Gates dar (vgl. Abschnitt 4.4.2). 
Die Veröffentlichung von ZAGORECKI & DRUZDZEL (2013) betrachtet Bayessche Netzwerke und 
Noisy-OR Gates aus theoretischer Perspektive, ohne industrienahe Anwendung. Ein Nach-
weis zur Anwendbarkeit im Kontext einer Analyse von Ursachen-Wirkzusammenhängen wird 
hierbei nicht erbracht.  
Weitere Ansätze, um eine FMEA als Grundlage zum Aufbau eines Bayesschen Netzwerkes 
zu verwenden werden von GABRIEL ET AL. (2012) sowie OLIVA ET AL. (2010) vorgestellt. Unge-
klärt bleibt in diesen Forschungsarbeiten, wie eine methodische Übertragung der Bewertungs-
kennzahlen einer FMEA auf die benötigten Wahrscheinlichkeiten zum Aufbau des Bayesschen 
Netzwerkes erfolgen kann. 
Eine industrienahe Anwendung von Bayesschen Netzwerken zur Analyse von Ursachen-Wirk-
zusammenhängen steht im Mittelpunkt der Forschungsarbeit von MCNAUGHT & CHAN (2011). 
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Ziel der Veröffentlichung ist die Schärfung des Bewusstseins in Forschung und Industrie, 
Bayessche Netzwerke als Entscheidungsunterstützung zu verwenden. Demnach wird insbe-
sondere ein Mehrwert in der Anwendung von Bayesschen Netzwerken in Industriebereichen 
erzielt, in denen die Unkenntnis über Ursachen-Wirkzusammenhängen zu hohen Unsicherhei-
ten führt. Wahrscheinlichkeitstabellen werden auf Basis der in ZAGORECKI & DRUZDZEL (2013) 
diskutierten Noisy-OR Gates berechnet. Die Forschungsarbeit baut auf einem expertenge-
stützten Ansatz auf, um notwendige Wahrscheinlichkeiten zu akquirieren. Die Wissensakqui-
sition wird allerdings nicht methodisch unterstützt, wie bspw. durch die Verknüpfung einer 
FMEA. Ein solches Vorgehen ist deshalb bei komplexen Prozessketten mit einer hohen Anzahl 
von Prozesskettenelementen kritisch zu bewerten. Im Anwendungsbeispiel der Forschungs-
arbeit von ZAGORECKI & DRUZDZEL (2013) wird die Verwendung von Bayesschen Netzwerken 
zur Fehlerdiagnose während eines Systemtests von Empfangsstationen der Firma Motorola 
diskutiert. Auf die Anzahl von Fehlerknoten wird dabei nicht eingegangen. 
Die Veröffentlichung von ASMA ET AL. (2014) stellt einen datenbasierten Ansatz zum Aufbau 
eines Bayesschen Netzwerkes im Kontext der Halbleiterindustrie vor. Im Fokus steht die Ana-
lyse von Ursachen-Wirkzusammenhängen auf Basis von Produkt-, Prozess- und Instandhal-
tungsdaten. Es werden unterschiedliche Algorithmen angewendet, um die Struktur des 
Bayesschen Netzwerkes aufzubauen und zu optimieren. ASMA ET AL. (2014) diskutiert eben-
falls die Implementierung von Prozessfähigkeitsindizes als Möglichkeit zur Fehlererkennung. 
Allerdings wird in der Forschungsarbeit das Kriterium der Eignung für einen Produktionsanlauf 
nicht erfüllt, da auch hier lediglich eine Serienproduktion betrachtet wird. Des Weiteren wird 
kein Nachweis für die Anwendbarkeit des Konzepts in komplexen Prozessketten erbracht, da 
in dem dargestellten Anwendungsfall Netzwerke mit < 50 Fehlerknoten betrachtet werden.  
In Bezug auf datenbasierte Bayessche Netzwerke lässt sich zusammenfassen, dass die Be-
trachtung einer geringen Anzahl von Fehlerknoten eine entscheidende Limitierung der An-
wendbarkeit in komplexen Prozessketten darstellt. Dies spiegelt sich auch in den Arbeiten von 
KABIR ET AL. (2016), MA ET AL. (2014) und IDE & COZMAN (2008) wider.  
Konzepte, welche zum Aufbau eines Bayesschen Netzwerkes zugleich auf experten- sowie 
datenbasierten Ansätze zurückgreifen, sind in den Forschungsarbeiten von HUANG ET AL. 
(2008) sowie LI & SHI (2007) zu erkennen. HUANG ET AL. (2008) nutzt Bayessche Netzwerke 
zur Interpretation von Fehlersymptomen im Anwendungsfall von Infotainmentsystemen in 
Fahrzeugen. Die zum Aufbau der Bayesschen Netzwerke benötigten A-priori-Verteilungen 
(vgl. Abschnitt 2.2.10) werden aus statistischen Daten erhoben, bedingte Wahrscheinlichkei-
ten ergeben sich aus Expertenbefragungen. Diskutiert werden hierbei Methoden wie die FMEA 
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oder FTA. Allerdings bleibt ungeklärt, wie die Kopplung des Expertenwissens mit dem Bayess-
chen Netzwerk methodisch durchgeführt wird (HUANG ET AL. 2008, S. 305). LI & SHI (2007) 
nutzen Bayessche Netzwerke, um kausale Zusammenhänge zwischen der Produktqualität 
und Prozessvariablen in einem Walzprozess zu identifizieren. Das Bayessche Netzwerk wird 
mithilfe von Algorithmen auf Basis von Produktionsdaten aufgebaut. Expertenwissen wird da-
bei verwendet, um qualitätsrelevante Variablen zu selektieren und den Prozessschritten zuzu-
ordnen. Gleichzeitig wird mithilfe des Expertenwissens eine Dimensionsreduzierung 
unterstützt, um den Zustandsraum zu verringern (LI & SHI 2007, S. 687). Der von LI & SHI 
(2007) vorgestellte Ansatz basiert auf einem umfangreichen Datensatz mit über 100.000 Ein-
trägen, weshalb eine Übertragung auf die frühe Phase eines Produktionsanlaufes nur bedingt 
möglich ist. Es kann zudem nicht nachgewiesen werden, ob die Methodik sich für komplexe 
verfahrenstechnische oder fertigungstechnische Prozessketten eignet, da in dem beschriebe-
nen Anwendungsfall lediglich zwei Prozessschritte mit insgesamt 22 Variablen betrachtet wer-
den.  
3.3 Zusammenfassung der Ansätze in der Forschung 
Die Ergebnisse der diskutierten Forschungsarbeiten sind in aggregierter Form in Tabelle 3-1 
zusammengefasst. Der Erfüllungsgrad der Bewertungskriterien, die in Kapitel 3 definiert wur-
den, spiegelt sich im Füllgrad der Kreise wieder. Ein leerer Kreis (○) bedeutet, dass ein Krite-
rium nicht ausreichend untersucht ist, während ein ausgefüllter Kreis (●) die vollständige 
Untersuchung eines Kriteriums ausdrückt. Die unvollständige Untersuchung eines Kriteriums 
wird durch den Füllgrad des Kreises (◔◑◕) dargestellt. 
In Tabelle 3-1 ist deutlich zu erkennen, dass die Analyse von Ursachen-Wirkzusammenhän-
gen einen zentralen Bestandteil aller vorgestellten Forschungsarbeiten darstellt. Viele der ak-
tuellen Veröffentlichungen stehen zudem im industriellen Kontext der Batteriezellenproduktion. 
Dies kann mit den in Kapitel 1 beschriebenen Trends in der Elektromobilität begründet werden. 
In nahezu allen Forschungsarbeiten werden sowohl prozessweise als auch prozessübergrei-
fende Zusammenhänge betrachtet. Es zeichnet sich allerdings ab, dass die Umsetzung eines 
ganzheitlichen Qualitätsmanagementsystems nicht ausreichend untersucht wurde. Auch kann 
keine Anwendbarkeit der Konzepte für einen vollständigen Produktionsanlauf nachgewiesen 
werden. Zudem wird deutlich, dass es eine Differenzierung in experten- und datengetriebene 
Ansätze gibt.  
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Anwendbarkeit in der Batterie-
zellenproduktion 
◔ ◔ ● ◑ ◔ ● ● ● ◔ ◔ ○ ◔ ◔ ◔ 
Analyse von Ursachen-Wirkzusammenhängen        
Prozessweise Analyse ◑ ● ● ● ● ● ● ● ● ● ● ● ● ● 
Prozessübergreifende Analyse ◑ ● ● ● ◑ ● ● ○ ● ◔ ● ● ● ● 
Expertenbasierte Ansätze  ◑ ◔ ● ● ◑ ○ ○ ◔ ○ ◑ ● ● ○ ◑ 
Datenbasierte Ansätze ◔ ○ ◔ ◔ ◔ ● ● ● ● ◑ ○ ◔ ● ◕ 
Eignung für komplexe Prozess-
ketten 
◑ ◑ ● ● ◑ ◑ ◑ ○ ◕ ◔ ◕ ◑ ◔ ◔ 
Eignung für einen Produktionsanlauf 
Produkt- und Prozess- 
Generizität 
◔ ◑ ◑ ◔ ◔ ○ ◔ ○ ◑ ◔ ◔ ◔ ◔ ◔ 
Skalierbarkeit  ○ ○ ◔ ◔ ○ ◔ ◔ ○ ○ ◔ ◔ ◔ ◔ ◔ 
Vollständigkeit des Qualitätsmanagementsystems       
Implementierung von KPIs ○ ○ ○ ◕ ○ ○ ○ ○ ◑ ◑ ○ ○ ◑ ○ 
Fehler-Ursachen-Analyse ◔ ◔ ◔ ◔ ◔ ◑ ◑ ○ ◑ ◑ ◕ ◕ ● ● 
Kontinuierliche Qualitätssteige-
rung 
○ ○ ◔ ◔ ◔ ◔ ◔ ◔ ◕ ◕ ○ ○ ◔ ◔ 
Praxistauglichkeit  ◔ ◔ ◔ ○ ◑ ◑ ◕ ◔ ◑ ◑ ○ ◔ ◑ ◔ 
 
Die Forschungsarbeiten von SCHÄFER (2003), EICHGRÜN (2003), WESTERMEIER (2016) und 
SCHNELL & REINHART (2016) lassen sich den expertenbasierten Ansätzen zuordnen. Die Mo-
tivation der Arbeiten resultiert aus der Erkenntnis, dass traditionelle Ansätze des  
Qualitätsmanagements, wie bspw. die FMEA, nicht ausreichend für eine Anwendung in kom-
plexen Prozessketten sind (SCHÄFER 2003, S. 95, WESTERMEIER 2016, S. 1‑2, HALFORD ET 
AL. 2005, GABRIEL ET AL. 2012, S. 4). Dies spiegelt sich insbesondere im Anwendungsfall der 
Batteriezellenproduktion wider, in welcher eine hohe Anzahl von Prozessarten, Prozessket-
tenelementen, Qualitätsmerkmalen und damit zusammenhängenden Ursachen-Wirkzusam-
menhängen vorliegt. Eine weitere Herausforderung der FMEA liegt darin, diese für eine 
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Prozessführung zu nutzen (TENG & HO 1996, S. 9). Zudem stützen die genannten Veröffentli-
chungen sich auf Matrix-basierte Methoden. Jedoch zeichnen sich diese Methoden durch eine 
geringe Praxistauglichkeit aus und sind nur bedingt für einen vollständigen Anlauf geeignet. 
Auch weisen die genannten Forschungsarbeiten keinen ganzheitlichen Ansatz eines Quali-
tätsmanagementsystems auf. 
Die Veröffentlichungen von SCHNELL & REINHART (2016), THIEDE ET AL. (2019), MEYER ET AL. 
(2019), GRÖGER (2015) und RASHIDY (2007) lassen sich den datengetriebenen Methoden zu-
ordnen, welche gemäß des Data-Minings das Ziel verfolgen, Muster aus feldorientierten Daten 
zu extrahieren (FAYYAD ET AL. 1996). Die Verwendung von Data-Mining stellt insbesondere im 
Anwendungsfall der Batteriezellenproduktion einen aktuellen Trend dar, um Ursachen-Wirk-
zusammenhänge fundiert nachzuweisen. Allerdings setzen datengetriebene Ansätze die Ver-
fügbarkeit eines umfangreiches Datensatzes voraus, welcher zu Beginn eines 
Produktionsanlaufes nicht zwangsläufig sichergestellt werden kann (VMDA 2018, S. 65).  
Die Forschungsarbeiten von LEE (2001), MCNAUGHT & CHAN (2011), ASMA ET AL. (2014) und 
HUANG ET AL. (2008) haben gemeinsam, dass sie methodisch auf Bayessche Netzwerke auf-
bauen. In allen Forschungsarbeiten konnte nachgewiesen werden, dass Bayessche Netz-
werke einen hilfreichen Ansatz darstellen können, um Fehler-Ursachen-Analysen 
durchzuführen. Bayessche Netzwerke können auf Basis von Expertenwissen oder Daten be-
rechnet werden. Beide Vorgehensweisen zeigen jedoch deutliche Limitierungen. Im Falle der 
expertenbasierten Ansätze stellt die fehlende methodische Unterstützung bei der Wissensak-
quisition eine zentrale Limitierung dar. Mit der Anzahl von Ursachen-Wirkzusammenhängen 
steigt die Größe der zum Aufbau eines Bayesschen Netzwerkes benötigten Wahrscheinlich-
keitstabellen exponentiell an (ABRAHAM 2017, S. 100). Dies führt zwangsläufig zu einem hohen 
Bewertungsaufwand für die Prozessexperten. Des Weiteren stellt das Auftreten von Wider-
sprüchen in der Akquisition von Expertenwissen eine weitere Herausforderung dar, wie bereits 
von LEE hervorgehoben wurde (LEE 2001, S. 14). Datenbasierte Bayessche Netzwerke hinge-
gen setzen, wie auch das Data-Mining, einen umfangreichen bestehenden Datensatz voraus. 
Dieser ist in der frühen Phase eines Produktionsanlaufes nicht zwangsläufig vorhanden, wes-
halb das Kriterium der Eignung für einen Produktionsanlauf nicht ausreichend erfüllt wird. Der 
wesentliche zeitliche Aufwand für den Aufbau und die Berechnung von komplexen Bayess-
chen Netzwerken, in welchen eine Vielzahl von Ursachen-Wirkzusammenhängen zu betrach-
ten sind, stellt somit eine wesentliche Limitierung datenbasierter Bayesscher Netzwerke dar 
(OLIVA ET AL. 2010, S. 503, DIALLO ET AL. 2018, S. 587).  
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3.4 Ableitung des Forschungsbedarfes 
Es lässt sich ableiten, dass sowohl durch expertenbasierte als auch datenbasierte Ansätze 
eine Identifizierung von Ursachen-Wirkzusammenhängen unterstützt werden kann. Das Po-
tenzial, gleichzeitig auf experten- und datenbasierte Ansätze zuzugreifen, wird jedoch in keiner 
der diskutierten Forschungsarbeiten ausgeschöpft. Zwar wird im standardisierten Prozessmo-
dell für Data-Mining, CRIPS-DM, das Expertenwissen im Schritt des „Business Under-
standings“ berücksichtigt, allerdings gibt es im weiteren Analyseprozess keine spezifizierten 
Interaktionen zwischen der Datenanalyse und dem Experten. Eine isolierte Betrachtung beider 
Ansätze ist bedingt zielführend. Expertengetriebene Ansätze, wie bspw. in WESTERMEIER 
(2016) dargestellt, bringen nachweislich einen Mehrwert bei der Anwendung in einer frühen 
Phase eines Produktionsanlaufes, in welcher keine Produktionsdaten zum Quantifizieren von 
Ursachen-Wirkzusammenhängen vorhanden sind. Eine Bewertung durch Experten ist aller-
dings immer mit einer Unsicherheit behaftet (WESTERMEIER 2016, S. 3). Ab Beginn einer Da-
tenaufzeichnung und unter der Prämisse einer hohen Datenqualität, lassen sich datenbasierte 
Ansätze zur Identifizierung von Ursachen-Wirkzusammenhängen verwenden 
(SCHENDERA 2007, S. 6). Eine Herausforderung stellt hierbei allerdings die Messbarkeit von 
Prozess- und Produkteigenschaften dar. Die hohe Anzahl an Prozesskettenelementen erfor-
dert einen umfangreichen und kostenintensiven Ausbau von Sensoren zur Ermittlung der Ei-
genschaften sowie eine ganzheitliche IT-Infrastruktur zur effizienten Datenanbindung, -
verknüpfung, und -sicherung (VMDA 2018, S. 73, GRÖGER 2015, S. 71). Zudem lassen sich 
insbesondere in der Batteriezellenproduktion Produkteigenschaften teilweise nur zerstörend 
oder mit hohem Aufwand messen (WESTERMEIER 2016, S. 86). Der Untersuchungsraum für 
Datenanalysemethoden limitiert sich somit auf uneingeschränkt messbare Prozesskettenele-
mente. Für die ganzheitliche Untersuchung aller Prozesskettenelemente einer Batteriezellen-
produktion ist die Verwendung von experten- und datenbasierten Ansätzen somit zwingend 
erforderlich, um eine Qualitätssicherung während des vollständigen Anlaufes bis hin zu einer 
Serienproduktion zu unterstützen. Ein wesentliches Forschungsdefizit liegt somit in der Ver-
knüpfung der beiden genannten Domänen, um alle qualitätsrelevanten Ursachen-Wirkzusam-
menhänge zu identifizieren. Darüber hinaus muss mithilfe einer synergetischen Verknüpfung 
der beiden Domänen das Expertenwissen genutzt werden, um die Datenanalyse zu unterstüt-
zen. Umgekehrt müssen die Datenanalysen verwendet werden, um das Wissen der Experten 
zu schärfen. Eine solche synergetische Verknüpfung experten- und datenbasierter An-
sätze wurde in keiner der bisherigen Forschungsarbeiten betrachtet.  
Im Bereich der Datenanalysen ist ein weiterer großer Forschungsbedarf erkennbar, da nach 
CAO & ZHANG (2008) die Ergebnisse vieler Data-Mining-Prozesse für Anwender häufig nicht 
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verwertbar sind. Ohne die Unterstützung durch Experten repräsentieren Data-Mining- 
Vorgehen häufig einen rein datengetriebenen Trial-and-Error-Prozess, welcher keinen Mehr-
wert für reale Anwendungen bietet (CAO & ZHANG 2008, S. 49, CAO 2010, S. 41). Dies kann 
bspw. auf die in Abschnitt 2.2.4 beschriebene Existenz von Scheinkorrelationen zurückgeführt 
werden (KOSFELD ET AL. 2016). Die Erarbeitung eines durch Experten gestützten Konzeptes 
zur Datenanalyse stellt ein weiteres zentrales Forschungsdefizit dar (KORNAS ET AL. 2019A). 
Das letzte Forschungsdefizit adressiert die Erarbeitung eines ganzheitlichen Qualitätsman-
agementsystems, in welchem KPI-Systeme, Methoden einer Fehlursachenanalyse sowie ein 
systematischer Ansatz zur kontinuierlichen Qualitätssteigerung implementiert sind. Aus dem 
Stand der Forschung lässt sich ableiten, dass es derzeit kein einheitliches KPI-System gibt, 
welches für einen vollständigen Produktionsanlauf anwendbar ist. Bayessche Netzwerke 
stellen zwar eine vielversprechende Methode für die Fehler-Ursachen-Analyse dar, es zeigt 
sich allerdings, dass ein Forschungsansatz entwickelt werden muss, um diese auch für 
komplexe Prozessketten anwenden zu können. Dies impliziert einerseits eine Entwicklung von 
geeigneten Methoden zur Wissensakquisition sowie zum Aufbau von 
Wahrscheinlichkeitstabellen. Andererseits muss gewährleistet werden, dass bei einer hohen 
Anzahl von Ursachen-Wirkzusammenhängen auch eine anwendergerechte Berechnungszeit 
in der Fehler-Ursachen-Analyse nachgewiesen werden kann (ABRAHAM 2017, S. 100). Unter 
dem Aspekt eines Produktionsanlaufes stellt die Entwicklung eines ganzheitlichen 
Qualitätsmanagementkonzepts, in welchem ein systematischer Ansatz zur Prozessführung, 
die Berechnung von KPIs sowie eine Fehler-Ursachen-Analyse methodisch in ein 
Gesamtsystem integriert sind, somit eine weitere Forschungslücke dar. 
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4 Konzept eines Qualitätsmanagementsystems für die 
Produktion von Batteriezellen  
Der Stand der Forschung hat aufgezeigt, dass es für eine konsequente Reduzierung des Aus-
schusses in komplexen Prozessketten an einem ganzheitlichen Qualitätsmanagementsystem 
mangelt. Für die systematische Entwicklung eines solchen Qualitätsmanagementsystems 
werden in Unterkapitel 4.1 Einzelziele (Z) definiert. Den Einzelzielen lassen sich Anforderun-
gen (A) zuordnen, welche festgelegten oder vorausgesetzten Erfordernissen entsprechen. 
Diese bilden die Grundlage des in Unterkapitel 4.2 beschriebenen Qualitätsmanagementkon-
zepts einer Batteriezellenproduktion. Das Qualitätsmanagementkonzept basiert auf zentralen 
Lösungsbausteinen, welche in den Unterkapiteln 4.3, 4.4 und 4.5. diskutiert werden. Die Vali-
dierung des Gesamtkonzepts und die damit verbundene softwaretechnische Umsetzung be-
schreibt Unterkapitel 4.6. 
4.1 Ziele und Anforderungen 
Wie Abbildung 25 entnommen werden kann, liegt das Ziel der vorliegenden Forschungsarbeit 
in der Entwicklung eines Qualitätsmanagementsystems. Dieses soll den Anwendern, die durch 
Anlagenbediener, Technologen oder Entwickler repräsentiert werden, als Entscheidungsun-
terstützung dienen, um den Ausschuss in der Anlaufphase und im Serienbetrieb einer Batte-
riezellenproduktion zu reduzieren.  
 
 
Abbildung 25: Grobkonzept zur Ausschussreduzierung in einer Batteriezellenproduktion. 
Aus dem Stand der Forschung lässt sich ableiten, dass die Identifizierung von Ursachen-Wirk-
zusammenhängen die Voraussetzung einer zielorientierten Ausschussreduzierung darstellt, 
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da sie ein Aufzeigen direkter und prozessübergreifender Einflüsse auf die Produktqualität er-
möglicht. Ursachen-Wirkzusammenhänge lassen sich mithilfe experten- und datenbasierter 
Ansätze ermitteln. Es kann insbesondere durch eine synergetische Verknüpfung dieser beiden 
Domänen ein Potenzial gehoben werden. So kann das Expertenwissen genutzt werden, um 
die Datenanalyse zu unterstützen, und umgekehrt kann die Datenanalysen verwendet werden, 
um das Wissen der Experten zu schärfen. In Unterkapitel 3.4 wird zudem abgeleitet, dass für 
einen ganzheitlichen Qualitätsmanagementansatz eine Methode zur Fehleridentifizierung als 
auch zur Fehler-Ursachen-Analyse vorliegen muss, um eine systematische und kontinuierliche 
Qualitätsverbesserung zu erzielen.  
Vor dem Hintergrund der in der Batteriezellenproduktion vorliegenden Komplexitätsmerkmale 
(vgl. Unterkapitel 1.1) liegen die Ziele der Forschungsarbeit somit in der Entwicklung einer 
Methode zur:  
Z1: Identifizierung von Ursachen-Wirkzusammenhängen,  
Z2: Identifizierung von Fehlern und Produktionssauschüssen, 
Z3: Durchführung einer Fehler-Ursachen-Analyse,  
Z4: Integration der aus den in Z1-Z3 entwickelten zentralen Lösungsbausteinen in ein 
Qualitätsmanagementkonzept zur zielorientierten Ausschussreduzierung 
Den spezifizierten Zielen werden nachfolgend Anforderungen zugeordnet. Die Anforderungen 
repräsentieren grundlegende Voraussetzungen und werden für eine kritische Gegenüberstel-
lung der entwickelten Methoden und deren Implementierung verwendet.  
Z1: Identifizierung von Ursachen-Wirkzusammenhängen 
Wie in Kapitel 1 und Kapitel 3 gezeigt, stellt die Identifizierung von Ursachen-
Wirkzusammenhängen die Voraussetzung einer qualitätsorientierten Optimierung in der 
Batteriezellenproduktion dar. Die hohe Komplexität und Anzahl an Prozessarten führt dazu, 
dass einzelne Prozessschritte und dazugehörige Produktionsanlagen von speziell 
ausgebildeten Experten betreut werden müssen (KORNAS ET AL. 2019A, S. 383). Die 
Bewertung von insbesondere prozessübergreifenden Zusammenhängen stellt die Experten 
deshalb vor große Herausforderungen. Darüber hinaus ist der Mensch kognitiv nur in der Lage, 
ein System aus bis zu vier Variablen gleichzeitig zu verarbeiten (HALFORD ET AL. 2005, S. 71). 
Gefordert wird somit eine: 
 A11: methodische Unterstützung in der expertenbasierten Erfassung von Ursachen-
Wirkzusammenhängen. 
 A12: Berücksichtigung unterschiedlicher Expertenmeinungen, um eine vollständige 
Identifizierung von Ursachen-Wirkzusammenhängen zu erzielen. 
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 A13: Eignung für komplexe Prozessketten, sodass prozessweise und prozessübergrei-
fende Ursachen-Wirkzusammenhänge identifiziert werden können. Dies impliziert 
auch die Berücksichtigung von direkten, indirekten, einfachen oder mehrfachen Ursa-
chen-Wirkzusammenhängen. 
Um die von Experten bewerteten Ursachen-Wirkzusammenhänge fundiert nachzuweisen, sind 
im Weiteren Methoden der Datenanalyse zu integrieren. Im Detail wird gefordert, dass  
 A14: feldorientierte Untersuchungen berücksichtigt werden, um im Gegensatz zu labor-
orientierten Ansätzen auch Daten aus einem realen System analysieren zu können 
(KUBLER ET AL. 2017, S. 1).  
 A15: ein durch Experten gestützter Prozess der Datenanalyse vorliegt, um für den An-
wender eines Data-Mining-Prozesses verwertbare Ergebnisse zu erzielen (vgl. CAO & 
ZHANG 2008, S. 49). Dieser impliziert die Nachvollziehbarkeit der Data-Analytics-Mo-
delle und Interpretierbarkeit der Ergebnisse (CAO 2010, S. 4‑5).  
Die synergetische Verwendung aus experten- und datengetriebenen Methoden bildet ein 
grundlegendes Alleinstellungsmerkmal dieser Forschungsarbeit. Gefordert wird deshalb, dass 
 A16: ein komplementärer Erkenntnisgewinn vorliegt, sodass experten- als auch daten-
getriebene Ansätze methodisch zusammengeführt werden können.  
 A17: eine Integration der Fertigungsebene und Fertigungsleitebene bis hin zum Ent-
wicklungspersonal berücksichtigt wird, sodass eine ganzheitliche Betrachtung der Pro-
duktion gewährleisten werden kann. 
 A18: eine Skalierbarkeit in der Identifizierung von Ursachen-Wirkzusammenhängen vor-
liegt, sodass eine Anwendung des Qualitätsmanagementsystems ausgehend vom Pro-
duktionsanlauf, zu dem nur eine kleine Wissensbasis zur Verfügung steht, bis hin zur 
Serienproduktion gewährleisten werden kann. 
Z2: Identifizierung von Fehlern und Produktionssauschüssen 
Die Identifizierung von Fehlern und Produktionssauschüssen bildet eine Voraussetzung, damit 
der Anwender seiner Aufgabe als regelndes Element innerhalb des Qualitätsregelkreises 
nachkommen kann. Aufgrund der in der Batteriezellenproduktion vorliegenden Ursachen-
Wirkzusammenhänge können Fehler isoliert oder im Zusammenwirken von mehreren 
Prozesskettenelementen entstehen. Gefordert wird deshalb: 
 A21: eine Identifizierung komplexer Fehlerbilder. 
 A22: Werkzeuge zur Darstellung komplexer Fehlerbilder. 
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Für eine Anwendbarkeit des Qualitätsmanagementsystems innerhalb des vollständigen 
Produktionsanlaufes einer Batteriezellenproduktion ist darüber hinaus zu berücksichtigen, 
dass: 
 A23: eine produkt- und prozessgenerische Anwendbarkeit vorliegt, sodass 
unterschiedliche Produkte und Prozesse sowie Qualitätsmerkmale verglichen werden 
können. Die Anforderungen der Generizität resultieren insbesondere aus der 
Prototypenproduktion, in welcher noch Entscheidungen über Design, Materialien und 
Produktionsparameter zu treffen sind (KWADE ET AL. 2018, S. 297).   
 A24: ein einheitliches Konzept zur Fehleridentifizierung für unterschiedliche Losgrößen 
vorliegt, da sich die einzelnen Phasen eines Produktionsanlaufes durch 
unterschiedliche Produktionsstückzahlen auszeichnen (vgl. Abschnitt 2.2.1).  
Z3: Durchführung einer Fehler-Ursachen-Analyse  
Die Fehler-Ursachen-Analyse (im Englischen Root Cause Analysis, kurz RCA) bezeichnet ei-
nen Prozess, um Ursachen von Ereignissen, welche die Qualität oder Zuverlässigkeit beein-
flussen, zu identifizieren (ROMEIKE 2017, S. 100). Während die Fehleridentifizierung (Z2) hilft, 
den Fehler als solchen zu ermitteln, verfolgt die Fehler-Ursachen-Analyse das Ziel zu erken-
nen, warum der Fehler aufgetreten ist. Die Fehler-Ursachen-Analyse bildet die Grundlage für 
eine Prozessoptimierung und kann somit als ein Kernbaustein des Qualitätsmanagements be-
trachtet werden. Da nach LINß Fehler-Ursachen-Analysen allerdings häufig mit hohem Zeitauf-
wand verbunden sind (LINß 2013, S. 217), wird gefordert, dass:   
 A31: eine Praxistauglichkeit vorliegt, welche impliziert, dass eine einfache sowie zeit- 
und ressourceneffiziente Durchführbarkeit gegeben ist.  
Die Fehler-Ursachen-Analyse ist im Kontext des Qualitätsregelkreises als eine zentrale Ent-
scheidungshilfe zu betrachten und soll dazu dienen, das Situationsbewusstsein zu schärfen. 
Hieraus resultieren die Forderungen, dass: 
 A32: als Ergebnis der Fehler-Ursachen-Analyse eine Priorisierung von Handlungsmaß-
nahmen vorliegt. 
 A33: eine Nachvollziehbarkeit der Ergebnisse gegeben ist. Diese kann durch geeignete 
Visualisierungen unterstützt werden, wie bspw. eine grafische Darstellung von Kausal-
zusammenhängen.  
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Z4: Integration in ein Qualitätsmanagementkonzept zur zielorientierten Ausschussredu-
zierung 
Da erst auf Grundlage der identifizierten Ursachen-Wirkzusammenhänge (Z1) und Fehlerbilder 
(Z2) eine zielorientierte Fehler-Ursachen-Analyse (Z3) erfolgen kann, wird im Sinne eines ganz-
heitlichen Qualitätsmanagementkonzepts gefordert, dass: 
 A41: die Ziele Z1-Z3 methodisch Verknüpft werden müssen.  
Vor dem Hintergrund einer Anwendung vom vollständigen Produktionsanlauf bis hin zum Se-
rienbetrieb muss das Qualitätsmanagementsystem:  
 A42: das Ziel einer kontinuierlichen Verbesserung der Produkte und Prozesse verfol-
gen.  
 A43: experten- und datenbasiertes Wissen über Ursachen-Wirkzusammenhänge struk-
turiert und aktualisierbar in einer Wissensdatenbank hinterlegen.  
Die Anwender des Qualitätsmanagementsystems sind Mitarbeiter der Fertigungsebene und 
Fertigungsleitebene bis hin zum Entwicklungspersonal. Da nach CLEFF nur verstandene und 
damit akzeptierte Ergebnisse eine Entscheidungsgrundlage für Handlungsträger bilden, wird 
gefordert, dass (CLEFF 2015, S. 13): 
 A44: eine Praxistauglichkeit des Gesamtkonzepts vorliegt. Dabei muss die Verknüpfung 
der zu entwickelnden zentralen Lösungsbausteine für den Anwender nachvollziehbar 
sein. Das Qualitätsmanagementsystem muss sich durch einen systematischen Ablauf 
und eine einfache Durchführbarkeit auszeichnen sowie zeit- und ressourceneffizient 
umsetzbar sein.  
 A45: eine Nachvollziehbarkeit des Gesamtkonzepts berücksichtigt wird. 
Nach GRÖGER (2015) basieren traditionelle Qualitätsmanagementansätze in Produktionen 
meist auf deskriptiven Verfahren und finden somit reaktiv, also nach Eintreten eines Ereignis-
ses, statt. Diese Form der Ansätze zur Prozesskettenführung ist vergangenheitsorientiert. Um 
die Folgen einer laufenden Prozessinstanz bspw. auf Basis aktueller und historischer Daten 
zu bewerten, wird gefordert: 
 A46: proaktive Ansätze einer Prozesskettenführung zu implementieren. Diese ermögli-
chen es, die Entstehung von Fehlern zu vermeiden oder die Auswirkungen bereits auf-
getretener Fehler zu minimieren. (GRÖGER 2015, S. 8)  




Die in Unterkapitel 4.1 definierten Ziele sind angelehnt an eine Qualitätssteuerung, welche als 
zentrales Element des Qualitätsmanagements die vorbeugende, überwachende und  
korrigierende Tätigkeit umfasst, anforderungsgerechte Produkte herzustellen (GEITNER 2013, 
S. 409). Für eine zielorientierte Unterstützung dieser Tätigkeit können, in Analogie zur  
Regelungstechnik, sogenannte Qualitätsregelkreise hinzugezogen werden (vgl. Unterkapitel 
2.2). Diese lassen sich definieren als „[…] abgeschlossene technologisch-organisatorische  
Wirkungsabläufe in einem Prozess zur Schaffung eines Qualitätsproduktes […]“ (LINß 2013, 
S. 20).  
Wie in Abbildung 26 verdeutlicht, dienen in der klassischen Regelungstechnik Regelkreise ei-
ner Optimierung technischer Prozesse (HEINRICH 2019, S. 128).  
 
 
Abbildung 26: Konzept einer Regelung nach DIN 55350-11. 
Sie zeichnen sich durch einen geschlossenen Wirkungsablauf aus, bei welchem die  
Regelgröße im Wirkungsweg des Regelkreises beeinflusst und zurückgeführt wird (vgl. 
SCHNEIDER & HEINRICH 2017, S. 4). Die vorliegende Forschungsarbeit lehnt sich an die  
Grundidee eines Qualitätsregelkreises an. Wie in Tabelle 4-1 zu entnehmen ist, lassen sich 
die Bestandteile eines technischen Regelkreises eindeutig auf einen Qualitätsregelkreis  
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Tabelle 4-1: Elemente zur Übertragung eines technischen Regelkreises auf einen Qualitätsregelkreis 









Führungsgröße  Eine von der Regelung nicht 
beeinflusste Größe, die dem 
Regelkreis von außen zuge-
führt wird und welche der Aus-
gangsgröße der Regelung in 
vorgegebener Abhängigkeit 
folgen soll. 
Zielgröße Messbare Erfolgsgröße, die 
sich aus dem übergeordneten 
Ziel des Qualitätsmanage-
mentsystems ableitet und 
durch den Produktionsaus-
schuss repräsentiert wird.  
Regelstrecke Aufgabengemäß zu beeinflus-
sender Teil des Qualitätsma-
nagementsystems. 
Prozesskette Prozesskette zur Herstellung 
von Batteriezellen.  
Regeleinrichtung  Derjenige Teil des Wirkungs-
weges, der die aufgabenge-
mäße Beeinflussung der 
Regelstrecke über das Stell-
glied bewirkt. 
Anwender Diejenige Person, die ein Hilfs- 
oder Arbeitsmittel zur Beein-
flussung der Produktion be-
sitzt. Konkret sind dies 
Anlagenbediener, Technolo-
gen oder Entwickler.  
Stellgröße Ausgangsgröße der Regelein-
richtung und Eingangsgröße 
der Regelstrecke. Sie über-
trägt die steuernde Wirkung 
der Einrichtung auf die Stre-
cke. 
Qualitätsmaßnahme  Eine durch den Anwender um-
zusetzende Optimierungsmaß-
nahme zur Erreichung der 
Zielgröße. Erfolgt über den 
Eingriff in die Produktion sowie 
eine Produkt- und Prozessaus-
legung.  
Regelgröße Größe der Regelstrecke, die 
zum Zwecke des Regelns er-
fasst und über die Messein-
richtung der Regeleinrichtung 
zugeführt wird. 
Qualitätskenngröße Subjektiv oder objektiv mess-
bare Erfolgsgröße des Produk-
tes (bspw. Gewicht oder 
Kapazität einer Batteriezelle), 
welches es zu optimieren gilt.  
Störgröße Von außen wirkende Größe, 
die eine unbeabsichtigte Be-
einflussung in der Regelung 
bewirkt. 
Störgröße Durch bspw. Mensch, Ma-




Abgeleitet aus den spezifizierten Zielen und Anforderungen aus Unterkapitel 4.1 sowie den 
hergeleiteten Elementen eines Qualitätsregelkreis nach Tabelle 4-1 ergibt sich das in Abbil-
dung 27 dargestellte Konzeptbild der vorliegenden Forschungsarbeit, welches nachfolgend im 
Detail diskutiert wird.  
 




Abbildung 27: Konzeptbild eines experten- und datenbasierten Qualitätsmanagementsystems  
einer Batteriezellenproduktion. 
Das übergeordnete Ziel des Konzepts liegt in der Ausschussreduzierung, da sie den we-
sentlichen Hebel zur Senkung der Kosten und produktionsbedingter CO2–Emissionen einer 
Batteriezellenproduktion bildet. Eine Ausschussreduzierung, erfolgt durch die von Anwendern 
induzierten Qualitätsmaßnahmen. Anwender werden dabei als diejenige Person definiert, 
die durch ausgewählte Hilfsmittel die Möglichkeit besitzen, die Produktion von Batteriezellen 
qualitativ zu beeinflussen. Sie werden durch Anlagenbediener, Technologen oder Entwickler 
repräsentiert. So können produktionsseitige Anpassungen, wie bspw. Veränderungen von 
Prozessparametern über die Anlagenbediener oder Technologen ausgeführt werden. Produkt-
seitig Qualitätsmaßnahmen, wie bspw. die Veränderungen von Geometrien sind durch Ent-
wickler durchzuführen. Aufgrund der in der Batteriezellenproduktion vorliegenden 
Komplexitätsmerkmale, welche sich unter anderem durch die unterschiedlichen Prozessarten 
sowie die hohe Anzahl an Prozessschritten, Prozesskettenelementen und Ursachen-Wirkzu-
sammenhängen auszeichnen (vgl. Unterkapitel 1.1), bedarf es einer Entscheidungsunterstüt-
zung, um geeignete Qualitätsmaßnahmen zu identifizieren. Bestandteil der 
Entscheidungsunterstützung ist eine Qualitätsprüfung zur Ermittlung von Fehlerbildern sowie 
eine Fehler-Ursachen-Analyse, die ausgehend von den identifizierten Fehlerbildern eine Pri-
orisierung von Fehlerursachen ermöglicht. Die Qualitätsprüfung und Fehler-Ursachen-Analyse 
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Lösungsbaustein 1: KPI-System 
Das KPI-System dient der eindeutigen Identifizierung von Fehlerbilder auf Basis von 
Produktionsdaten. Zudem wird der Produktionsausschuss errechnet, da dieser das 
übergeordnete Ziel des Qualitätsmanagementsystems darstellt und somit eine 
messbare Erfolgsgröße bildet. Die Entwicklung des KPI-Systems wird in Unterkapitel 
4.3 beschrieben.  
Lösungsbaustein 2: FMEA-basiertes Bayessches Netzwerk 
Bayessche Netzwerke können gemäß dem Stand der Forschung verwendet werden, 
um bedingte Wahrscheinlichkeiten von Ereignissen zu berechnen. In Abschnitt 3.2.3 
wurde gezeigt, dass sie einen geeigneten Ansatz zur Durchführung einer Fehler-Ur-
sachen-Analyse repräsentieren. Das FMEA-basierte Bayessches Netzwerk (nachfol-
gend kurz „Bayessches Netzwerk“ genannt) ist einerseits als expertenbasierter Ansatz 
zur Identifizierung von Ursachen-Wirkzusammenhänge zu betrachten. Es stellt dar-
über hinaus für die Anwender eine Entscheidungsunterstützung dar, um ausgehend 
von den im KPI-System identifizierten Fehlerbildern eine Priorisierung von Fehlerur-
sachen zu errechnen. Die Entwicklung des Bayesschen Netzwerkes wird in Unterka-
pitel 4.4 beschrieben.  
Lösungsbaustein 3: Self-Service Data Analytics 
Mithilfe der Self-Service Data Analytics werden Ursachen-Wirkzusammenhänge auf 
Basis einer Datenanalyse fundiert nachgewiesen. Zusammen mit dem Bayesschen 
Netzwerk wird dabei ein synergetischer Ansatz verfolgt, in welchem ein Potenzial 
durch die Verknüpfung von experten- und datenbasierten Methoden gehoben werden 
soll. Dabei kann das Expertenwissen des Bayesschen Netzwerkes genutzt werden, 
um die Datenanalyse zu unterstützen und umgekehrt verfolgt die Datenanalyse das 
Ziel, das Expertenwissen zu schärfen. Eine Beschreibung der Self-Service Data Ana-
lytics und deren methodischen Verknüpfung mit dem Bayesschen Netzwerk erfolgt in 
Unterkapitel 4.5. 
Um eine kontinuierliche Produkt- und Prozessoptimierung während eines vollständigen Pro-
duktionsanlaufes zu erzielen, erfolgt abschließend in Unterkapitel 4.6 die methodische Ver-
knüpfung der drei genannten Lösungsbausteine zu einem Gesamtsystem. 
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4.3 KPI-System  
Damit der Anwender, wie in Abbildung 28 dargestellt, seiner Aufgabe als regelndes Element 
innerhalb des Qualitätsregelkreises nachkommen kann, bedarf es einer Methode zur eindeu-
tigen Identifizierung von Fehlerbildern und Produktionsausschüssen. 
 
 
Abbildung 28: Qualitätsmanagementsystems einer Batteriezellenproduktion mit Hervorhebung des 
KPI-Systems. 
Wie in der Arbeit von SCHNELL & REINHART beschrieben, können im Anwendungsfall der Bat-
teriezellenproduktion je nach Prozesskettenauslegung, Zugänglichkeit, Messbarkeit und 
Messaufwand unterschiedliche Möglichkeiten zur Qualitätsprüfung vorliegen (SCHNELL & REIN-
HART 2016, S. 571):  
 Zerstörende oder nicht-zerstörende Prüfung 
 In-Line- oder Off-Line-Prüfung 
 Stichprobenweise oder 100% Prüfumfang 
Eine Qualitätsprüfung kann dabei mit subjektiven oder objektiven Prüfmethoden erfolgen (STE-
VEN 2007, S. 166). Zu den subjektiven Prüfmethoden lassen sich Sicht- oder Tastprüfungen 
zuordnen (WILHELM 2006, S. 65). Diese sind insbesondere zu Beginn eines Produktionsanlau-
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nicht quantifiziert werden können. Objektive Prüfmethoden lassen sich in Messen und Lehren 
unterteilt. Während beim Messen die Merkmale quantitativ mit einer Einheit beurteilt werden, 
erfolgt beim Lehren eine Überprüfung, ob Eigenschaften zwischen zwei vorgegebenen Gren-
zen liegen (LINß 2013, S. 40).  
KPIs stellen als Bestandteil objektiver Prüfmethoden eine tragende Säule eines Qualitätsre-
gelkreises dar, da sie die Grundlage zum Steuern eines Prozesses schaffen (RAU ET AL. 2012, 
S. 171). Die Auslegung eines KPI-Systems muss jedoch den Anforderungen an den Anlauf 
einer Batteriezellenproduktion gerecht werden. Da insbesondere in der Prototypenphase noch 
Entscheidungen über Design, Materialien und Produktionsparameter zu treffen sind, stellt die 
Vergleichbarkeit von Produkten, Maschinen und Prozessen eine wesentliche Anforderung an 
die zu erarbeitende Methodik dar. Des Weiteren müssen die unterschiedlichen Losgrößen in 
den einzelnen Phasen eines Produktionsanlaufes berücksichtigt werden. Während die Pro-
duktion im Labormaßstab oder der Prototypenaufbau einer Batteriezellenfertigung durch 
kleine Stückzahlen charakterisiert ist, zielt eine Pilotlinie darauf ab, die Prozessfähigkeit eines 
spezifizierten Zelldesigns mithilfe größerer Stückzahlen nachzuweisen. Es wird gefordert, 
dass sich das KPI-System für diese unterschiedlichen Losgrößen skalieren lässt. 
(KORNAS ET AL. 2019B, KWADE ET AL. 2018, S. 297) 
Aus den beschriebenen Anforderungen leiten sich das in Abbildung 29 dargestellte Konzept-
bild eines KPI-Systems sowie die darin enthaltene Strukturierung des vorliegenden Unterka-
pitels ab.  
 
 














Selektion von Kennzahlen für die
Qualitätsprüfung einer Prototypen- und 
Pilotlinienproduktion
(Abschnitt 4.3.1)
Verknüpfung der Kennzahlen zu einem KPI-System
(Abschnitt 4.3.3)
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4.3.1 Selektion von Kennzahlen für die Qualitätsprüfung einer Prototypen- und 
Pilotlinienproduktion  
Nach industriellem Standard lässt sich die Produkt- und Prozessqualität durch unterschiedli-
che Kenngrößen beschreiben. Eine Übersicht etablierter Berechnungsmöglichkeiten ist Ta-
belle 8-1 im Anhang zu entnehmen. Dabei wird ersichtlich, dass zur Formulierung von 
Qualitätskennzahlen oftmals eine Gegenüberstellung von Anforderungen und Vorgaben ver-
wendet wird. So können einfache Quotienten gebildet werden, um qualitätsrelevante  
Aussagen zu treffen (LINß 2013, S. 457). Fähigkeitsindizes stellen etablierte Kennzahlen dar, 
um statistisch nachzuweisen, dass ein Fertigungsprozess die Produkte mit geforderter  
Qualität herstellen kann (ESCHEY 2013, S. 23). Nach LINß lassen sich in Bezug auf einen Pro-
duktionsanlauf folgende drei Phasen einer Fähigkeitsuntersuchung identifizieren (LINß 2013, 
S. 446):  
 Die Maschinenfähigkeitsuntersuchung bildet die erste Phase und ist als Kurzzeitnach-
weis anzusehen, um die durch Maschinen verursachten Merkmalsstreuungen zu be-
werten. Eine Maschinenfähigkeitsuntersuchung wird während der Abnahme neuer 
Anlagen durchgeführt.  
 Darauf aufbauend wird eine vorläufige Prozessfähigkeitsuntersuchung durchgeführt. 
Sie dient einer Beurteilung der Prozessfähigkeit vor einem Serienanlauf. 
 Mithilfe der Langzeit-Prozessfähigkeitsuntersuchung soll der Nachweis erbracht wer-
den, dass auch über einen längeren Produktionszeitraum die Qualitätsanforderungen 
erfüllt werden können.   
Die vorläufige und Langzeit-Prozessfähigkeitsuntersuchung bilden den Bezugsrahmen der 
nachfolgenden Methodenentwicklung. Aufgrund einer vergleichbaren Betrachtungsweise so-
wie identischer Berechnungsvorschriften werden beide Ansätze zusammengefasst und als 
Prozessfähigkeitsuntersuchung bezeichnet (vgl. LINß 2013, Tabelle 13.11). Der Vorteil in der 
Verwendung von Prozessfähigkeitsindizes zum Aufbau eines KPI-Systems liegt in einer für 
den Anwender leicht nachvollziehbaren Beurteilung von Qualität. Es gibt, wie Tabelle 8-2 zu 
entnehmen, darüber hinaus einen direkten Zusammenhang mit dem Produktionsausschuss. 
So haben bspw. Prozesse mit einer Prozessfähigkeit von 𝑐𝑝𝑘 = 1,33  eine Fehlerfreiheit 
von 99,99366%. Dies ermöglicht es Qualitätsniveaus auch aus wirtschaftlicher Perspektive zu 
bewerten. Zudem bilden Prozessfähigkeitsindizes eine konsistente und einheitliche Basis, in 
welcher Bezug auf Produkte oder Maschinen genommen werden kann (VMDA 66412-1, 
S. 34). Dies gewährleistet eine Anwendbarkeit auf unterschiedliche Produkt- und Prozessty-
pen einer Batteriezellenproduktion und fördert eine generische Auslegung des KPI-Systems. 
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Es lässt sich zusammenfassen, dass Prozessfähigkeitsindizes eine geeignete Methode der 
Qualitätsbewertung darstellen und somit nachfolgend im Detail diskutiert werden.  
Nach KORNAS ET AL. können unterschiedliche Prozessfähigkeitsindizes für die Qualitätsbewer-
tung einer Batteriezellenproduktion hinzugezogen werden (KORNAS ET AL. 2019B, S. 78). Uni-
variate Prozessfähigkeitsindizes dienen der isolierten Betrachtung einzelner Eigenschaften 
von Prozesskettenelementen. Auf Basis von multivariaten Prozessfähigkeitsuntersuchungen 
können gleichzeitig mehrere Eigenschaften bewertet werden.  
Der kritische Prozessfähigkeitsindex 𝐶𝑝𝑘 repräsentiert eine etablierte, univariate Prozessun-
tersuchung (vgl. Abschnitt 2.2.8). Er spiegelt dabei ein diskretes Qualitätsverständnis wider, in 
welchem bewertet wird, ob sich Eigenschaften von Prozesskettenelementen innerhalb defi-
nierter Spezifikationen befinden oder nicht. Die Anwendbarkeit dieser Kennzahl im Bereich der 
Batteriezellenproduktion soll mithilfe von Abbildung 30 verdeutlicht werden. Die in einer Batte-
riezelle verbaute Elektrodenlänge stellt demnach ein mithilfe von Toleranzbereichen (USG, 
OSG) diskret zu bewertendes Prozesskettenelement dar (KORNAS ET AL. 2019B, S. 79). Dies 
resultiert daraus, dass die Elektrodenlänge im Falle prismatischer Batteriezellen durch den 
geometrischen Bauraum des Zellgehäuses limitiert und daher in der Produktspezifikation ein-
deutig beschrieben ist.  
 
 
Abbildung 30: Anwendung des kritischen Prozessfähigkeitsindex 𝐶𝑝𝑘 am Beispiel der Elektrodenlänge 
in Anlehnung an LINß 2013, S. 447. 
Im Gegensatz zum 𝐶𝑝𝑘 spiegelt der totale kritische Prozessfähigkeitsindex 𝐶𝑝𝑚𝑘, ebenfalls als 
univariater Ansatz, ein kontinuierliches Qualitätsverständnis wider (vgl. Abschnitt 2.2.8). Durch 
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reits bei einer Zielwertabweichung und nicht erst beim Überschreiten der spezifizierten Tole-
ranzen berücksichtigt. Ein aus der Batteriezellenproduktion abgeleitetes Beispiel stellt die Be-
wertung der eingebrachten Elektrolytmenge pro Zelle dar (vgl. Abbildung 31).  
 
 
Abbildung 31: Anwendung eines totalen kritischen Prozessfähigkeitsindex am Beispiel der Elektrolyt-
menge in Anlehnung an LINß 2013, S. 447. 
Unter der Annahme eines idealen Benetzungsgrades der Elektrodenmaterialien lässt sich eine 
Soll-Menge des Elektrolyten errechnen, die, wie in Formel (2.3) beschrieben, den Zielwert 𝑇 
repräsentiert. Der Qualitätsverlust bei einer Abweichung vom Zielwert lässt sich dabei durch 
eine parabolische Funktion beschreiben und begründet sich wie folgt: Eine erhöhte Elektrolyt-
menge trägt nicht weiter zu einer Benetzung der Elektroden bei, führt jedoch zu einer Ge-
wichtszunahme der Zelle und ist daher zu vermeiden. Eine verringerte Elektrolytmenge 
resultiert wiederum in einem unzureichenden Benetzungsgrad, wodurch die Kapazität der Bat-
teriezelle reduziert wird (KNOCHE 2017, S. 72). 
Eine wesentliche Limitierung der Qualitätsbewertung durch den kritischen Prozessfähigkeits-
index 𝐶𝑝𝑘 und den totalen kritischen Prozessfähigkeitsindex 𝐶𝑝𝑚𝑘 stellt allerdings die für eine 
Berechnung notwendige Mindestanzahl an Stichproben dar. Für eine aussagekräftige Berech-
nung von Prozessfähigkeitsindizes werden nach BRACKE mindestens 25 Stichproben gefordert 
(BRACKE 2016, S. 102). Aus diesem Grund lassen sich Prozessfähigkeitsindizes nur einge-
schränkt in der frühen Phase eines Produktionsanlaufes anwenden. Eine Qualitätsbeurteilung 
einzelner Produkte kann alternativ mithilfe einer subjektiven Qualitätsprüfung auf Basis einer 
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4.3.2 Selektion von Kennzahlen für die Qualitätsprüfung einer Serienproduktion  
Sofern Ursachen-Wirkungszusammenhänge zwischen Prozesskettenelementen vorliegen, 
sind multivariate Prozessfähigkeitsindizes in Betracht zu ziehen (vgl. Abschnitt 2.2.8). Eine 
Umsetzung multivariater Prozessfähigkeitsuntersuchungen erfordert eine umfangreiche Da-
tenaufzeichnung von Prozesskettenelementen, um die hierfür notwendigen Korrelationskoef-
fizienten zu berechnen (LINß 2013, S. 460). Ein solcher Ansatz ist deshalb für einen 
fortschreitenden Produktionsanlauf bzw. eine Serienfertigung von Batteriezellen geeignet. 
Der multivariate Prozessfähigkeitsindex 𝑀𝐶𝑝𝑘  repräsentiert eine Kennzahl, welche eine aggre-
gierte Betrachtung mehrerer Eigenschaften ermöglicht. Er berechnet sich auf Basis einer Va-
rianz-Kovarianz-Matrix, welche die Korrelationen zwischen Prozesskettenelementen 
berücksichtigt. Wie in Abschnitt 2.2.4 erläutert, stellen Korrelationen eine wechselseitige Be-
ziehung zwischen zwei Merkmalsgrößen dar. Diese wechselseitigen Beziehungen werden, 
wie in Abbildung 32 dargestellt verwendet, um ein Kennzahlensystem aufzubauen. (KORNAS 
ET AL. 2019B) 
 
 
Abbildung 32: Struktur des Kennzahlensystems zur multivariaten Prozessfähigkeitsuntersuchung11 ei-
ner Batteriezellenproduktion nach KORNAS ET AL. 2019B sowie DE-FELIPE & BENEDITO 2017B. 
                                               
 
11  Zur Vereinfachung der Darstellung werden in dem Kennzahlensystem die Eigenschaften von Ein-











( , , ) eines 
Prozesskettenelementes




72 4 Konzept eines Qualitätsmanagementsystems für die Produktion von Batteriezellen 
 
 
Das Kennzahlensystem zielt darauf ab, eine Vielzahl von Qualitätskenngrößen einer komple-
xen Prozesskette aggregiert darzustellen. Es spiegelt eine hierarchische Struktur wider, wel-
che nach DE-FELIPE & BENEDITO (2017B) auch als Kaskade bezeichnet werden kann. In dieser 
Struktur sind insgesamt vier Ebenen erkennbar.  
Ebene 1 beinhaltet Eingangsproduktmerkmale wie bspw. Materialeigenschaften oder Pro-
zessparameter. Für jedes hierbei enthaltene Element kann die Qualität mithilfe des kritischen 
Prozessfähigkeitsindexes 𝐶𝑝𝑘 oder des totalen kritischen Prozessfähigkeitsindexes 𝐶𝑚𝑝𝑘 be-
urteilt werden. Auf welche der beiden Prozessfähigkeitsindizes zurückgegriffen wird, ist von 
einem Prozessexperten gemäß den zuvor beschriebenen Eigenschaften der jeweiligen Kenn-
zahlen zu bewerten. 
Im Falle der Korrelation zweier Eingangsproduktmale aus Ebene 1 können auf Ebene 2 Zwi-
schenproduktmerkmale mithilfe der multivariaten Prozessfähigkeitsindizes 𝑀𝐶𝑝𝑘  berechnet 
werden. So ergibt sich bspw. das Gewicht eines Elektrodenkörpers als 𝑀𝐶𝑝𝑘 basierend auf 
den 𝐶𝑝𝑘 der verbauten Anoden- und Kathodenlänge. Sollte das Gewicht des Elektrodenkör-
pers auf Basis implementierter Sensoren auch physikalisch messbar sein, lässt sich für dieses 
Merkmal ebenfalls ein 𝐶𝑝𝑘 bzw. 𝐶𝑚𝑝𝑘 berechnen. Da all die Prozessfähigkeitsindizes eine ein-
heitliche Ordinate besitzen ist eine Vergleichbarkeit der Werte gegeben. Unterschiedliche 
Werte in den Kennzahlen deuten auf fehlerhafte Korrelationen hin, welche durch Anpassung 
der Varianz-Kovarianz-Matrix korrigiert werden können. Auf diese Weise kann die Gültigkeit 
des Kennzahlensystems sichergestellt werden. (KORNAS ET AL. 2019A) 
Eine Aggregierung von Kennzahlen kann im Weiteren auf Ebene 3 durchgeführt werden, auf 
welcher die finalen Produkteigenschaften einer Batteriezelle widergespiegelt werden. Durch 
die Korrelation von Zwischenproduktmerkmalen, wie bspw. dem Gewicht des Zellkörpers und 
der verwendeten Elektrolytmenge, lässt sich ein  𝑀𝐶𝑝𝑘 Wert für das Gesamtgewicht der Bat-
teriezelle berechnen. Eine Aggregierung von Informationen kann bis zu Ebene 4 durchgeführt 
werden, auf welcher das finale Produkt mithilfe einer Kennzahl beschrieben ist. (KORNAS ET 
AL. 2019A) 
Abbildung 32 verdeutlicht die charakteristischen Kaskadeneigenschaften des Kennzahlensys-
tems. Die Pfeile zeigen dabei eine Beziehung zwischen den einzelnen Qualitätselementen auf. 
Hierdurch wird eine aggregierte Darstellung komplexer Prozessketten ermöglicht. Mithilfe die-
ser sachlogischen Übersicht kann, ähnlich eines Drilldown Ansatzes, der Detailgrad eines Feh-
lers erweitert werden (VMDA 66412-1). Dies soll mithilfe von Abbildung 33 verdeutlicht 
werden, in welcher auf die Nichtkonformität einer Batteriezelle durch eine fehlerhafte Anoden-
länge geschlossen werden kann.  
 




Abbildung 33: Beispiel eines Kennzahlensystems zur multivariaten Prozessfähigkeitsuntersuchung in 
der Batteriezellenproduktion. 
Nach LIU & CHEN (2006) stellen multivariate Kennzahlensysteme häufig ein ergebniskritisches 
Defizit dar, da eine Auslegung oftmals für normalverteilte Prozessdaten erfolgt (LIU & 
CHEN 2006, S. 975). Um auch nicht-normalverteile Daten in ein solches Kennzahlensystem zu 
integrieren, können Box-Cox (BOX & COX 1982) und Wurzel-Transformation (NIAKI & AB-
BASI 2007) eine zweckmäßige Lösung darstellen (vgl. KORNAS ET AL. 2019B, S. 79 und 
LINß 2013, S. 452) 
Eine grundlegende Voraussetzung der bisher diskutierten univariaten und multivariaten Pro-
zessfähigkeitsindizes stellt die Toleranzbestimmung dar. Um eine Auslegung von Toleranzen 
zu unterstützen, können, wie in Abbildung 34 dargestellt, Histogramme hinzugezogen werden 
(LINß 2013, 170, 255).  
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Die Daten für eine Darstellung von Histogrammen können aus einer Absicherungskampagne 
resultieren, welche einen Referenzprozess oder ein Referenzprodukt abbildet. Für eine aus-
sagekräftige Bestimmung von Toleranzen sollte eine Absicherungskampagne erfolgen, nach-
dem die Maschinenfähigkeit verifiziert und die vollständige Prozesskette eingefahren wurde. 
Um Toleranzen iterativ zu verbessern, können Absicherungskampagnen im Laufe des Pro-
duktionsanlaufes wiederholt werden.  
Für die multivariaten Prozessfähigkeitsindizes müssen neben den Toleranzen auch Korrelati-
onskoeffizienten identifiziert werden (vgl. Abschnitt 2.2.8). Multivariate Prozessfähigkeitsindi-
zes eignen sich deshalb ausschließlich für einen fortgeschrittenen Produktionsanlauf einer 
Batteriezellenfertigung, in welcher eine hohe Datenqualität vorliegt, die eine Korrelationsana-
lyse ermöglicht. Wie in Abschnitt 2.2.4 beschrieben, ist bei einer Korrelationsanalyse auch 
zwangsläufig eine Kausalitätsprüfung durchzuführen. Kausalitätsprüfungen können nach LINß 
durch eine Darstellung von Scatterplots unterstützt werden (LINß 2013, S. 179). Dabei lassen 
sich insbesondere auch multivariate Visualisierungen nutzen, um einer im Anlauf geforderten 
generischen Betrachtung unterschiedlicher Produkte und Prozesse gerecht zu werden (vgl. 
Abbildung 35) (KEPSKI & KWOLEK 2013, S. 463).  
 
 
Abbildung 35: Beispiel einer Korrelationserscheinung unterschiedlicher Produkt- oder Prozesstypen. 
4.3.3 Verknüpfung der Kennzahlen zu einem KPI-System 
Wie den Anforderungen aus Unterkapitel 4.1 zu entnehmen ist, sind die vorgestellten Prozess-
fähigkeitsuntersuchungen in ein einheitliches KPI-System zu integrieren, damit eine durchgän-
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Ein hierfür geeignetes Werkzeug stellen Qualitätsregelkarten da, welche eine Überwachung 
und Regelung von Prozessketten unterstützen (vgl. LINß 2013, S. 307). Wie in Abbildung 36 
dargestellt, lassen sich die diskutierten Ansätze der Prozessfähigkeitsuntersuchungen auf-
grund einheitlicher Ordinate uneingeschränkt in eine Qualitätsregelkarte zusammenführen. 
 
 
Abbildung 36 Gesamtansatz eines KPI-Systems für den Anlauf und Serienbetrieb einer Batteriezellen-
produktion. 
Sofern eine statistisch signifikante Anzahl von mindestens 25 Stichproben vorliegt, stellen kri-
tische Prozessfähigkeitsindizes 𝐶𝑝𝑘  bzw. totale kritische Prozessfähigkeitsindizes 𝐶𝑚𝑝𝑘  eine 
geeignete Methode zur Qualitätsbewertung dar. Sie lassen sich für die Bewertung einer Pro-
totypenproduktion oder Pilotlinie anwenden. Das multivariate Kennzahlensystem unterstützt 
durch seine aggregierte Darstellungsweise insbesondere die Bewertung komplexer Prozess-
ketten. Die Methode setzt allerdings die Kenntnis der Korrelationen zwischen Prozessketten-
elementen voraus und eignet sich deshalb ausschließlich für einen fortgeschrittenen 





































UWG = untere Warngrenze
UEG = untere Eingriffsgrenze
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Zuletzt sei hervorzuheben, dass die Messbarkeit aller qualitätsrelevanten Prozesskettenele-
mente selten realisiert werden kann. Deshalb wird insbesondere in der Prototypenproduktion, 
aber auch im weiteren Verlauf des Produktionsanlaufes empfohlen, zusätzlich auf subjektive 
Prüfmethoden zurückzugreifen. 
4.3.4 Zusammenfassung und kritische Gegenüberstellung der Anforderungen  
Die Identifizierung von Fehlern und Produktionsausschüssen stellt die Voraussetzung einer 
Prozessführung mithilfe eines Qualitätsregelkreises dar und soll mithilfe des diskutierten KPI-
Systems realisiert werden. Zur Umsetzung eines Qualitätsmanagementkonzepts in der Batte-
riezellenproduktion wurden in Unterkapitel 4.1 Einzelziele (Z) und Anforderungen (A) abgelei-
tet. Der nachfolgende Abschnitt dient einer kritischen Gegenüberstellung der spezifizierten 
Anforderungen und fasst die wesentlichen Elemente des KPI-Systems zusammen.  
Die Fehleridentifizierung für unterschiedliche Losgrößen (A23) resultiert aus den Eigenschaften 
eines Produktionsanlaufs und wird mithilfe der verschiedenen Prozessfähigkeitsindizes reali-
siert. Das Zusammenführen der unterschiedlichen Indizes in ein einheitliches KPI-System auf 
Basis einer Qualitätsregelkarte stellt dabei ein Hauptmerkmal der vorgestellten Methode dar.  
Die Identifizierung komplexer Fehlerbilder (A21) leitet sich aus den Charakteristiken der Batte-
riezellenproduktion ab, welche als komplexe Prozesskette zu betrachten ist. Um isolierte Feh-
ler an einzelnen Prozesskettenelementen oder ein Zusammenwirken von mehreren 
Einflussfaktoren zu berücksichtigen, kann auf univariate oder multivariate Methoden zurück-
gegriffen werden. Eine Voraussetzung dafür stellt allerdings eine Identifizierung von Toleran-
zen dar. Toleranzen sind in einem iterativen Prozess zu spezifizieren, wobei zur Unterstützung 
auf ausgewählte Methoden der Visualisierungen zurückgegriffen werden kann. Diese fördern 
darüber hinaus eine produkt- und prozessgenerische Anwendung (A22) des KPI-Systems. 
4.4 FMEA-basiertes Bayessches Netzwerk  
Wie in Abbildung 37 verdeutlicht, zielt das FMEA-basierte Bayessche Netzwerk darauf ab, 
ausgehend von den Fehlerbildern des KPI-Systems die Wahrscheinlichkeiten für mögliche 
Fehlerursachen zu berechnen. Es bildet somit einen integralen Teil der Entscheidungsunter-
stützung, mithilfe dessen zielorientierte Qualitätsmaßnahmen selektiert werden können. Die 
Grundlage einer Fehler-Ursachen-Analyse bilden Ursachen-Wirkzusammenhänge. Diese wer-
den in einer FMEA durch Experten dokumentiert. Das Bayessche Netzwerk spiegelt somit 
einen expertenbasierten Ansatz wider. 




Abbildung 37: Qualitätsmanagementsystems einer Batteriezellenproduktion mit Hervorhebung des 
FMEA-basierten Bayesschen Netzwerkes. 
Entsprechend der Definition aus Abschnitt 2.2.10 stellen Bayessche Netzwerke gerichtete 
Graphen dar, deren Knoten in der vorliegenden Arbeit durch Fehlerbilder und deren Kanten 
und Verbindungen durch Ursachen-Wirkzusammenhänge repräsentiert werden. Abbildung 38 
soll die Anwendung von Bayesschen Netzwerken an einem Beispiel in der Batteriezellenpro-
duktion verdeutlichen. Zu erkennen ist ein aus der FMEA abgeleitetes initiales Bayessches 
Netzwerk. In diesem werden unterschiedliche Fehlerbilder dargestellt, die einen Einfluss auf 
das Gewicht einer Batteriezelle nehmen. Ausgehend von dem initialen Bayesschen Netzwerk 
können in einem weiteren Schritt Evidenzen berücksichtigt werden, welche Zustände von Feh-
lern darstellen. Auf Basis von Evidenzen ist in einem Bayesschen Netzwerk das quantitative 
Schließen auf Ursachen möglich, was als Inferenz bezeichnet wird (BEIERLE & KERN-ISBER-
NER 2008, S. 401‑402). Inferenzen repräsentieren eine wesentliche Operation von  
Bayesschen Netzwerken und befähigen dazu, Fehlerursachen für unterschiedliche Fälle von 
Evidenzen zu priorisieren. An dem Beispiel aus Abbildung 38 wird deutlich, dass allein mithilfe 
einer FMEA und ohne die Verwendung geeigneter statistischer Methoden eine Priorisierung 
von Fehlerursachen aufgrund der hohen Anzahl an prozessübergreifenden Ursachen-Wirkzu-


































Abbildung 38: Beispiel einer Anwendung von Bayesschen Netzwerken zur Fehler-Ursachen-Analyse 
in der Batteriezellenproduktion. 
Wie in Kapitel 3 beschrieben, werden Bayessche Netzwerke bereits im Sinne einer Fehler-
Ursachen-Analyse in fertigungstechnischen Prozessketten verwendet. Eine Übertragbarkeit 
auf eine Batteriezellenproduktion ist aufgrund identifizierter Defizite allerdings nur bedingt 
möglich (vgl. Abschnitt 3.2.3). Um den Anforderungen in der komplexen Prozesskette einer 
Batteriezellenproduktion gerecht zu werden, sind Bayessche Netzwerke um folgende Eigen-
schaften methodisch weiterzuentwickeln: 
 methodische Vorgehensweise zum Aufbau Bayesscher Netzwerke (Abschnitt 4.1) 
 Simplifizierung in der Expertenbefragung, um den Aufwand in der Wissensakquisi-
tion zu verringern (Abschnitt 4.4.2) 
Initiales Bayessches Netzwerk (ohne Evidenzen):
Evidenzen für Fall 1:
• Evidenz 1: Fehler „Gewicht Batteriezelle außerhalb der 
Toleranz“ ist aufgetreten 
Evidenzen für Fall 2:
• Evidenz 1: Fehler „Gewicht Batteriezelle außerhalb der 
Toleranz“ ist aufgetreten 
• Evidenz 2: Fehler „Elektrolyt-Befülldruck außerhalb der 
Toleranz “ ist nicht aufgetreten
Ursachenwahrscheinlichkeit für Fehler:
„Gewicht Batteriezelle außerhalb der Toleranz“
1 Elektrolyt-Befülldruck außerhalb der Toleranz = 60 %
2 Gewicht Zellkörper außerhalb der Toleranz = 30 %
3 Anodenmateriallänge außerhalb der Toleranz = 20 %
4 Kathodenmateriallänge außerhalb der Toleranz = 10 %
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Ursachenwahrscheinlichkeit für Fehler:
„Gewicht Batteriezelle außerhalb der Toleranz“
1 Gewicht Zellkörper außerhalb der Toleranz = 75 %
2 Anodenmateriallänge außerhalb der Toleranz = 40 %
3 Kathodenmateriallänge außerhalb der Toleranz = 35 %
4 Elektrolytmenge außerhalb der Toleranz = 30 %
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 Reduzierung der Berechnungszeit von Bayesschen Netzwerken, um eine anwen-
dergerechte Nutzung sicherzustellen (Abschnitt 4.4.4) 
 Entscheidungsunterstützung zur Identifikation und Anpassung von Inkonsisten-
zen, die während der Wissensakquisition entstehen können (Abschnitt 4.4.5) 
 Quantifizierung unbekannter Ursachen, um Fehlernetzwerke vollständig beschrei-
ben zu können (Abschnitt 4.4.6)  
4.4.1 Aufbau Bayesscher Netzwerke  
Entscheidend für den Aufbau eines Bayesschen Netzwerkes ist die Wissensakquisition über 
Fehlermöglichkeiten und die dazugehörigen bedingten Wahrscheinlichkeiten (vgl. Abschnitt 
2.2.10). Aufgrund der in einer Batteriezellenproduktion vorhandenen, hohen Anzahl von Pro-
zesskettenelementen ist der Prozess der Wissensakquisition methodisch zu unterstützen. Die 
Prozess-FMEA (nachfolgend als FMEA bezeichnet) spiegelt eine etablierte Methodik zum Wis-
sensaufbau über Fehlernetze wider (vgl. Unterkapitel 3.2). Sie ist als Forderung in den Mana-
gementsystemen der Automobilindustrie verankert (VDA Band 4, S. 14). Allerdings eignet sich 
die FMEA nur bedingt für eine Fehler-Ursachen-Analyse. Dies lässt sich damit begründen, 
dass prozessübergreifende Verkettungen von Fehlern unzureichend betrachtet werden (vgl. 
GABRIEL ET AL. 2012, S. 4; TENG & HO 1996, S. 12; KORNAS ET AL. 2019B, S. 77). Auch Eviden-
zen, welche einen Einfluss auf das Fehlernetzwerk nehmen, werden nicht mitberücksichtigt 
(LINß 2013, S. 581). Wie Tabelle 4-2 zu entnehmen ist, können trotz allem die in einer FMEA 
akquirierten Bewertungselemente unmittelbar zum Aufbau eines Bayesschen Netzwerkes ver-
wendet werden. Die Beschreibung der einzelnen Elemente aus Tabelle 4-2 und deren 
Übertragung in ein Bayessches Netzwerk werden nachfolgend im Detail thematisiert.  
 
Tabelle 4-2: Übertragung einer FMEA zu einem Bayesschen Netzwerk in Anlehnung an KIRCHHOF ET 
AL. 2020. 
Bewertungselemente der FMEA Übertragung Elemente des Bayesschen Netzwerkes 
Fehlermöglichkeit Graphisch Fehlerknoten/Kinderknoten 
Fehlerursache Graphisch Elternknoten 




Numerisch A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑗)  
Fehlerfolgewahrscheinlichkeit 𝑝𝑖,𝑗 
(Erweiterung der FMEA)  
Numerisch Fehlerfolgewahrscheinlichkeit 𝑝𝑖,𝑗 
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Fehlermöglichkeiten, Fehlerursachen und Fehlerzusammenhänge 
In der FMEA dient die Bewertung von Fehlermöglichkeiten, Fehlerursachen und Fehlerzusam-
menhängen dem Aufbau eines grafischen Fehlernetzwerkes. Das grafische Fehlernetzwerk 
bildet somit die Ursachen-Wirkzusammenhänge aller qualitätsrelevanten Prozesskettenele-
mente ab. Das Fehlernetzwerk lässt sich vollständig in ein Bayessches Netzwerk übertragen, 
da es per Definition einem gerichteten azyklischen Graphen entspricht (vgl. Abschnitt  
2.2.10). (KIRCHHOF ET AL. 2020) 
Kennzahl der Auftretenswahrscheinlichkeit 𝑾(𝒇𝒋) 
Nach Fertigstellung des Fehlernetzwerkes sind die Fehler der einzelnen Prozesskettenele-
mente zu bewerten. Im Rahmen einer FMEA werden dabei die Auftretenswahrscheinlichkeit 
eines Fehlers, die Entdeckungswahrscheinlichkeit der direkt verknüpften Fehlerursachen so-
wie die Bedeutung der direkt verknüpften Fehlerfolge bewertet (vgl. Abschnitt 2.2.5). Relevant 
zum Aufbau eines Bayesschen Netzwerkes ist lediglich die Kennzahl der Auftretenswahr-
scheinlichkeit 𝑊(𝑓𝑗), da diese sinngemäß der A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑖) gleichgesetzt 
werden kann (KIRCHHOF ET AL. 2020). Die Bewertung der Auftretenswahrscheinlichkeit 𝑊(𝑓𝑗) 
erfolgt im Rahmen einer Expertenbefragung, in welcher Punkte von 1 bis 10 vergeben werden. 
Eine 1 stellt dabei eine geringe Auftretenswahrscheinlichkeit dar, eine 10 eine hohe Auftre-
tenswahrscheinlichkeit (vgl. DIN EN 60812 2015-08). Wie Abbildung 79 aus Anhang 8.1 zu 
entnehmen ist, kann bei der Umrechnung einer Kennzahl der Auftretenswahrscheinlich-
keit 𝑊(𝑓𝑗) zur A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑖) auf unterschiedliche Übersetzungen zurück-
gegriffen werden. Die Übersetzung nach KIRCHHOF ET AL. repräsentiert eine in der Industrie 
bewährte Möglichkeit und wird deshalb in dieser Arbeit für den Aufbau Bayesscher Netzwerke 
hinzugezogen (KIRCHHOF ET AL. 2020).  
Um den Experten der jeweiligen Bereiche eine vergleichbare Bewertungsgrundlage zur Ver-
fügung zu stellen und die Nachvollziehbarkeit zu unterstützen, kann bei der Vergabe von Auf-
tretenswahrscheinlichkeiten auf Tabelle 4-3 zurückgegriffen werden. Neben einer 
Beschreibung der einzelnen Bewertungskennzahlen erfolgt hierbei ebenfalls eine Zuordnung 
zu der Ausschussrate und dem Prozessfähigkeitsindex 𝑐𝑝𝑘 (vgl. LINß 2013, S. 624‑626). Dies 
ermöglicht eine methodische Verknüpfung des Bayesschen Netzwerkes mit dem in Abschnitt 
4.3 vorgestellten KPI-System. So lässt sich auf Basis der errechneten Prozessfähigkeitsindi-
zes die A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑗) automatisiert bestimmen. Tabelle 4-3 deckt somit die 
Anforderungen an einen Produktionsanlauf ab, da sie experten- und datenbasierte Bewer-
tungsmethoden unterstützt. 
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LINß 2013, S. 589 
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(vgl. COSKUN ET 
AL. 2019) 
A-priori-Wahrscheinlichkeit 
𝑃(𝑓𝑗) nach KIRCHHOF ET 





keit, dass ein Fehler 
auftritt 
500.000 0,225 50 ∙ 10−3 
9 100.00 0,548 20 ∙ 10−3 
8 Mäßige Wahrschein-
lichkeit, dass ein Feh-
ler auftritt 
30.000 0,723 10 ∙ 10−3 
7 10.000 0,858 5 ∙ 10−3 
6 
Geringe Wahrschein-
lichkeit, dass ein Feh-
ler auftritt 
5.000 0,935 2 ∙ 10−3 
5 2.000 1,03 1 ∙ 10−3 
4 500 1,16 100 ∙ 10−6 
3 Sehr geringe Wahr-
scheinlichkeit, dass 
ein Fehler auftritt 
100 1,296 50 ∙ 10−6 
2 10 1,472 1 ∙ 10−6 
1 
Unwahrscheinlich, 
dass ein Fehler auftritt 




Um eine vollständige Beschreibung des Bayesschen Netzwerkes zu erzielen, ist die FMEA um 
ein zusätzliches Bewertungselement, die sogenannte Fehlerfolgewahrscheinlichkeit (vgl. Ta-
belle 4-2), zu erweitern. Stellt gemäß Abbildung 39 der Fehler 𝐹2 mit seiner A-priori-Wahr-
scheinlichkeit 𝑃(𝑓2) die Ursache des Fehlers 𝐹1  mit seiner A-priori-Wahrscheinlichkeit P(f1) 
dar, so repräsentiert die Fehlerfolgewahrscheinlichkeit 𝑝1,2 diejenige Wahrscheinlichkeit, wel-
che zum Auslösen des Fehlers 𝐹1 durch Fehler 𝐹2 führt. (KIRCHHOF ET AL. 2020) 
 
 
Abbildung 39: Beispiel zur Beschreibung der Fehlerfolgewahrscheinlichkeit. 
Die Fehlerfolgewahrscheinlichkeit ist mithilfe einer Prozentzahl im Bereich 0% (𝑝 = 0) bis 
100% (𝑝 = 1) zu bewerten. Mit 𝑝 = 0 findet in 0% der Fälle ein Auslösen der Fehlerfolge statt, 
Fehler Fehler 
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mit 𝑝 = 1 wird ausnahmslos ein Auslösen der Fehlerfolge bewirkt. Es sei allerdings hervorzu-
heben, dass eine Fehlerfolgewahrscheinlichkeit von 0% (𝑝 = 0) vorbehaltlich einzusetzen ist, 
da in diesem Fall eine Verknüpfung von Fehler und Fehlerfolge im Fehlernetzwerk kritisch zu 
hinterfragen wäre. (KIRCHHOF ET AL. 2020) 
Mit dem folgenden Beispiel soll die Fehlerfolgewahrscheinlichkeit im Kontext der Batteriezel-
lenproduktion verdeutlicht werden: In Anlehnung an Abbildung 39 kann Fehler 𝐹2 exempla-
risch die Dichtigkeit eines Gehäusedeckels als Teilkomponente einer Batteriezelle 
repräsentieren. Fehler 𝐹1 zeigt als eine mögliche Fehlerfolge die Dichtigkeit der gefertigten 
Batteriezelle. Da ein undichter Gehäusedeckel zwangsläufig zu einer undichten Batteriezelle 
führt, ist in dem beschriebenen Beispiel die Fehlerfolgewahrscheinlichkeit mit 𝑝 = 1 zu bewer-
ten.  
4.4.2 Simplifizierung der Expertenbefragung  
Die Wissensakquisition ist eine entscheidende Komponente in der Erstellung eines Bayess-
chen Netzwerkes. Mithilfe der diskutierten Erweiterung einer FMEA (Abschnitt 4.4.1) lasse sich 
kleine Bayessche Netzwerke, wie bspw. in Abbildung 39 dargestellt, vollständig beschreiben. 
Im Falle eines komplexen Fehlernetzwerkes, in welchem ein Fehlerknoten mehrere Elternkno-
ten aufweist, müssen für eine vollständige Beschreibung bedingte Wahrscheinlichkeitstabellen 
aufgestellt werden. Wie in Abschnitt 2.2.10 beschrieben, beinhalten diese die bedingten Wahr-
scheinlichkeiten aller Auftretenskombinationen von Zuständen der jeweiligen Elternknoten. 
Aufgrund dessen steigen die Einträge in bedingten Wahrscheinlichkeitstabellen mit der Anzahl 
der Elternknoten exponentiell an (RUSSELL ET AL. 2016, S. 515). Um den Bewertungsaufwand 
in der Aufstellung von bedingten Wahrscheinlichkeitstabellen für Experten zu reduzieren, be-
darf es somit einer methodischen Unterstützung. 
Die Komplexität in der Aufstellung von bedingten Wahrscheinlichkeitstabellen soll mithilfe Ab-
bildung 40 verdeutlicht werden. In dem dargestellten Fehlerknoten mit insgesamt 10 Eltern-
knoten ergeben sich 210 = 1024 Auftretenskombinationen von Zuständen. Jeder Kombination 
ist im Rahmen einer Expertenbewertung eine bedingte Wahrscheinlichkeit zuzuordnen. Eine 
manuelle Form der Wissensakquisition ist aufgrund des damit einhergehenden hohen Aufwan-
des nur bedingt möglich. Darüber hinaus würde die hohe Anzahl von Bewertungen die Qualität 
der Ergebnisse beeinflussen (SRINIVAS 1993). 
 




Abbildung 40: Beispielhaftes Bayessche Netzwerk inkl. bedingter Wahrscheinlichkeitstabelle.  
Einen potenziellen Ansatz zur Komplexitätsreduzierung stellen die in Kapitel 3 beschriebenen 
Noisy-OR Gates dar. Noisy-OR Gates ermöglichen die Berechnung bedingter Wahrscheinlich-
keitstabellen auf Basis der Fehlerfolgewahrscheinlichkeit. Bezogen auf den in Abbildung 40 
dargestellten Fall kann dann mithilfe der 10 Fehlerfolgewahrscheinlichkeiten 𝑝11,1 … 𝑝11,10 eine 
automatisierte Bewertung der insgesamt 1024 Auftretenskombinationen erzielt werden. Dies 
reduziert den Umfang der Bewertung von komplexen Fehlerknoten erheblich. Noisy-OR Gates 
können allerdings nur unter der Annahme verwendet werden, dass sich alle Ursachen für Feh-
ler in den dazugehörigen Elternknoten finden. Diese Annahme scheint jedoch im Konflikt mit 
der FMEA zu stehen, da insbesondere zu Beginn eines Produktionsanlaufes nicht davon aus-
gegangen werden kann, dass alle Fehlerursachen identifiziert wurden. Wie in Abschnitt 4.4.6 
gezeigt wird, lässt sich dieser Widerspruch durch die Einführung sogenannter Leak-Nodes 
aufheben. Leak-Nodes repräsentieren eine Möglichkeit, unbekannte Fehlerursachen mathe-
matisch zu quantifizieren, und vervollständigen damit das Fehlernetzwerk. Sie legitimieren 
dadurch die Anwendung von Noisy-OR Gates zur Aufstellung von bedingten Wahrscheinlich-
keitstabellen. (vgl. DÍEZ 1993 und RUSSELL ET AL. 2016, S. 519) 
Bedingte Wahrscheinlichkeitstabelle des Fehlers F11:
Auftretenskombinationen der Zustände Wahrscheinlichkeiten für die jeweiligen Zustände
F10 F9 F8 F7 F6 F5 F4 F3 F2 F1 Fehler eingetreten: Fehler nicht eingetreten:
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1 1
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Mit 𝑃𝑎(𝐹𝑖) als Menge aller Elternknoten eines Fehlers 𝐹𝑖 kann die bedingte Wahrscheinlich-
keitstabelle unter Anwendung von Noisy-OR Gates wie folgt berechnet werden: 
 





Dabei stellt 𝑝𝑖 ,𝑗 die Fehlerfolgewahrscheinlichkeiten des Fehlers 𝐹𝑖  mit seinen Zuständen 𝑓𝑖 
(Fehler aufgetreten oder Fehler nicht aufgetreten) dar. Durch den Index 𝑗: 𝐹𝑗 = 𝑓𝑗 wird sicher-
gestellt, dass nur diejenigen Elternknoten 𝑃𝑎(𝐹𝑖) berücksichtigt werden, die sich in der be-
trachteten Auftretenskombination auf den Fehler 𝐹𝑖  auswirken. Somit spiegelt sich jede 
Zustandskombination der Elternknoten 𝑃𝑎(𝐹𝑖) in dem Produkt wider und entspricht einer Zeile 
der bedingten Wahrscheinlichkeitstabelle. Für eine detaillierte Erläuterung der Formel sei auf 
RUSSELL ET AL. 2016, S. 519 ff. verwiesen.  
Mithilfe des in Abbildung 41 dargestellten Fehlernetzwerkes soll die Anwendung von Noisy-
OR Gates verdeutlich werden. Dabei wird die bedingte Wahrscheinlichkeitstabelle für den Feh-
lerknoten 𝐹3 aufgestellt. In der bedingten Wahrscheinlichkeitstabelle finden sich alle Auftre-
tenskombinationen der Fehler  𝐹4 , 𝐹5  und  𝐹6 . Die Berechnung jeder Auftretenskombination 
erfolgt mithilfe der Formel (4.1) und ermöglicht eine Reduzierung der Expertenbewertungen 
von 23 = 8 auf insgesamt 3 Einträge. Die 3 Einträge entsprechen dabei den Fehlerfolgewahr-
scheinlichkeiten 𝑝3,4, 𝑝3,5 und 𝑝3,6. 
 
 










p3,6=0,3 Fehler eingetreten 
Fehler nicht 
eingetreten








Bedingte Wahrscheinlichkeitstabelle für den Fehler F3:Bayessches Netzwerk:
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Es lässt sich zusammenfassen, dass Noisy-OR Gates für Experten eine wesentliche Unter-
stützung darstellen, um den Bewertungsaufwand in der Aufstellung von bedingten Wahr-
scheinlichkeitstabellen zu reduzieren. Der Mehrwert ist insbesondere für komplexe 
Prozessketten gegeben, in welchen Fehlerknoten mit einer hohen Anzahl von Elternknoten 
verknüpft sind.  
4.4.3 Durchführung von Inferenzen  
Ausgehend von der Erweiterung der FMEA und den Noisy-OR Gates ist es möglich, komplexe 
Bayessche Netzwerke mit vertretbaren Aufwand vollständig zu erstellen. Das in Abbildung 42 
dargestellte Beispiel verdeutlicht die Durchführung einer Fehler-Ursachen-Analyse auf Basis 
Bayesscher Netzwerke.  
 
 
Abbildung 42: Beispiel einer Inferenz zur Fehler-Ursachen-Analyse in Anlehnung an die Berechnung 
aus Anhang 8.2. 
Die Ausgangslage bildet demnach ein mithilfe der FMEA bewertetes Fehlernetzwerk mit den 
sechs Fehlerknoten 𝐹1 … 𝐹6 und dazugehörigen A-priori-Wahrscheinlichkeiten 𝑃(𝑓1) … .  𝑃(𝑓6) 






Bayessches Netzwerk mit Evidenz (Inferenz):
• Fehler 1 ist aufgetreten
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Fehlerzustände vor, welche im Bayesschen Netzwerkes als Evidenz betrachtet werden. Der 
Zustand des Fehlerknotens 𝐹1 ist demnach als aufgetreten deklariert, wodurch sich seine A-
priori-Wahrscheinlichkeit zu 𝑃(𝑓1) = 1 ändert. Gleichzeit kann ausgeschlossen werden, dass 
der Fehlerknoten 𝐹3 eine Ursache für den Fehlerknoten 𝐹1 darstellt. Somit ist 𝑃(𝑓3) = 0. Auf 
Basis einer Inferenz, welche im Detail Anhang 8.2 entnommen werden kann, lässt sich eine 
Priorisierung der Ursachenwahrscheinlichkeit für den eingetreten Fehler 𝐹1 berechnen. 
Es sei hervorzuheben, dass Bayessche Netzwerke nach KÄPPLER ET AL. (2014, S. 284) zwei 
Arten von Inferenzen erlauben. Neben dem Schließen von Wirkungen auf Ursachen, welches 
im Beispiel aus Abbildung 42 verdeutlicht wird, ist umgekehrt auch ein Schließen von Ursa-
chen auf Wirkungen möglich. Basierend auf dem in Anhang 8.2 vorgestellten Rechenansatz 
lassen sich Bayessche Netzwerke neben einer Fehler-Ursachen-Analyse somit zur Beurtei-
lung von Fehlerauswirkungen verwenden. In Hinblick auf den Qualitätsregelkreises der vorlie-
genden Forschungsarbeit wird dadurch ein besonderer Mehrwert widergespiegelt, da eine 
proaktive Prozesskettenführung gestaltet werden kann. Eine Anwendung Bayesscher Netz-
werke für eine Fehler-Ursachen-Analyse wird in Abschnitt 4.6.2 sowie Kapitel 5 weiter verdeut-
licht.  
4.4.4 Reduzierung der Berechnungszeit 
Wie in KIRCHHOF ET AL. gezeigt, weist die Produktion von Batteriezellen ein im Vergleich zum 
Beispiel aus Abbildung 42 signifikant komplexeres Fehlernetzwerk auf, welches charakterisiert 
ist durch eine hohe Anzahl an Fehlerknoten und Ursachen-Wirkzusammenhängen (KIRCHHOF 
ET AL. 2020). Komplexe Fehlernetzwerke können eine kritische Limitierung für die Anwendung 
Bayesscher Netzwerke darstellen, da sie die Berechnungszeit beeinflussen (KELEMEN ET 
AL. 2008, S. 215; DEHMER ET AL. 2011, S. 101; POURRET ET AL. 2008, S. 174; DEB ET AL. 2004, 
S. 886). Um Bayessche Netzwerke in der Produktion von Batteriezellen im Sinne einer dyna-
mischen Fehler-Ursachen-Analyse proaktiv und reaktiv nutzen zu können, ist eine anwender-
gerechte Berechnungszeit entscheidend und durch geeignete Methoden zu unterstützen. 
Der erste methodische Ansatz zielt darauf ab, die Zeit für die Inferenz zu reduzieren. Neben 
der in Anhang 8.2 aufgezeigten rechnerischen Bestimmung von Fehlerursachenwahrschein-
lichkeiten mithilfe der Randverteilungen und des Bayes-Theorems kann alternativ auf Simula-
tionen zurückgegriffen werden (vgl. SHWE & COOPER 1991, S. 453–475). Der Likelihood-
Weighting-Algorithmus stellt einen für komplexe Bayessche Netzwerke geeigneten Simulati-
onsansatz zur Verkürzung der Inferenz dar (SCUTARI & DENIS 2015, S. 117). Die Ergebnisse 
4 Konzept eines Qualitätsmanagementsystems für die Produktion von Batteriezellen 87 
 
 
basieren dabei auf einer Schätzung, welche mithilfe künstlich erzeugter Beobachtungen ge-
neriert wird. Die Beobachtungen resultieren aus den bedingten Wahrscheinlichkeitstabellen 
eines jeweiligen Fehlerknotens und werden in mehreren Simulationsdurchgängen erzeugt. Die 
Genauigkeit der Ergebnisse sowie die Dauer der Berechnung sind skalierbar und lassen sich 
über die Anzahl an Simulationsdurchgängen steuern (vgl. RUSSELL ET AL. 2016, S. 532). 
Der zweite methodische Ansatz zur Reduzierung von Berechnungszeiten in Bayesschen Netz-
werken zielt darauf ab, die Größen der bedingten Wahrscheinlichkeitstabellen zu verringern. 
Während Noisy-OR Gates lediglich eine Unterstützung in der expertenbasierten Wissensak-
quisition darstellen, nehmen sie keinen Einfluss auf die Größe der bedingten Wahrscheinlich-
keitstabellen. Bedingte Wahrscheinlichkeitstabellen wachsen exponentiell mit der Anzahl von 
Fehlerknoten und beeinflussen somit direkt die Berechnungs- bzw. Simulationszeit (vgl. Abbil-
dung 40). Eine Reduzierung der Gesamtanzahl von Einträgen in bedingten Wahrscheinlich-
keitstabellen kann mithilfe sogenannter Aggregierungsknoten erzielt werden (RUSSELL ET 
AL. 2016, S. 529-530). Wie Abbildung 43 entnommen werden kann, sind Aggregierungsknoten 
als Pseudoknoten anzusehen.  
 
 
Abbildung 43: Aggregierungsknoten zur Reduzierung bedingter Wahrscheinlichkeitstabellen. 
Sie sind vor den Kinderknoten zu implementieren und verfolgen das Ziel, die dazugehörigen 

































Gesamtanzahl an Einträgen der bedingten 
Wahrscheinlichkeitstabelle: 
Gesamtanzahl an Einträgen der bedingten 
Wahrscheinlichkeitstabellen: 
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auf die Wahrscheinlichkeitsverteilungen innerhalb eines Netzwerkes haben, da sie auf Basis 
von Noisy-OR Gates aufgebaut werden und diese der Familie zerlegbarer Wahrscheinlichkei-
ten zugeordnet werden können (HECKERMAN & BREESE 1996, S. 826‑831). Der Einfluss auf die 
Reduzierung der Einträge von bedingten Wahrscheinlichkeitstabellen mithilfe von Aggregie-
rungsknoten ist exemplarisch in Abbildung 43 beschrieben. 
4.4.5 Identifikation und Korrektur von Inkonsistenzen  
Neben hohen Berechnungszeiten können auch Inkonsistenzen in den expertenbasierten Be-
wertungen von Auftretens- und Fehlerfolgewahrscheinlichkeiten eine entscheidende Limitie-
rung in der Anwendung von Bayesschen Netzwerken darstellen. Inkonsistenzen haben einen 
direkten Einfluss auf die Modellqualität und somit auf die Ergebnisse einer Inferenz 
(REBAI 2010, S. 55). Sie können insbesondere während der Erstellung einer FMEA entstehen 
(RENU ET AL. 2016, S. 160). Zur Verdeutlichung von Inkonsistenzen in Bayesschen Netzwer-
ken sei auf Abbildung 44 verwiesen. Demnach besitzt der Fehlerknoten F3 gemäß der Defini-
tion aus Tabelle 4-3 eine geringe Auftretenswahrscheinlichkeit. Diese Bewertung steht im 
offensichtlichen Widerspruch zu der hohen Auftretenswahrscheinlichkeit sowie Fehlerfolge-
wahrscheinlichkeit der dazugehörigen Elternknoten. Deren Eigenschaften fördern ein Auslö-
sen des Fehlers F3. Ein Hervorrufen des Fehlers F3 kann darüber hinaus durch die hohe Anzahl 
an Ursachen, hier also den Elternknoten, bewirkt werden. 
 
 
Abbildung 44: Beispiel zur Verdeutlichung von Inkonsistenzen in Bayesschen Netzwerken. 
Inkonsistenzen in der Bewertung von Wahrscheinlichkeiten können insbesondere in der Bat-
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auftreten. Die hohe Anzahl unterschiedlicher Prozessarten führt dazu, dass einzelne Prozess-
schritte und dazugehörige Produktionsanlagen von speziell designierten Experten betreut wer-
den müssen. Diese sind in der Bewertung von Wahrscheinlichkeiten dadurch limitiert, dass sie 
lediglich eine bestimmte Anzahl an Variablen gleichzeitig verarbeiten können (HALFORD ET 
AL. 2005, S. 71). Diese Einschränkung erschwert eine prozessübergreifende Betrachtung der 
vielen Ursachen-Wirkzusammenhänge und führt potenziell zu inkonsistenten Bewertungen. 
Um die Experten in der Bewertung von Auftretenswahrscheinlichkeiten und Fehlerfolgewahr-
scheinlichkeiten zu unterstützen, sind Inkonsistenzen somit zwingend zu identifizieren. Wie 
nachfolgend diskutiert, können zudem Algorithmen verwendet werden, um den Experten eine 
Entscheidungsunterstützung in der Korrektur von Auftretens- und Fehlerfolgewahrscheinlich-
keiten zur Verfügung zu stellen, um dadurch Inkonsistenzen aufzuheben. 
Identifikation von Inkonsistenzen 
Inkonsistenzen in den expertenbasierten Bewertungen können mithilfe des Satzes der totalen 
Wahrscheinlichkeit errechnet werden (vgl. Abschnitt 2.2.10, Formel (2.8) sowie TAPPE 2013, 
S. 26). So lässt sich für einen Fehlerknoten 𝐹𝑖 auf Basis seiner Elternknoten 𝑃𝑎(𝐹𝑖) eine Min-
dest-A-priori-Wahrscheinlichkeit  𝑃(𝑓𝑖)𝑚𝑖𝑛  ermitteln. Die Mindest-A-priori-Wahrscheinlich-
keit 𝑃(𝑓𝑖)𝑚𝑖𝑛  entspricht einer Auftretenswahrscheinlichkeit, die mindestens vorliegen muss, 
damit ein Netzwerk konsistent ist. Eine Berechnung der Mindest-A-priori-Wahrscheinlich-
keit 𝑃(𝑓𝑖)𝑚𝑖𝑛 erfolgt durch: 
 
𝑃(𝑓𝑖)𝑚𝑖𝑛 = ∑ 𝑃(𝑓𝑖|𝑃𝑎(𝐹𝑖))𝑃(𝑃𝑎(𝐹𝑖))
𝑃𝑎(𝐹𝑖)
  (4.2) 
 
Mithilfe der Summe werden alle möglichen Zustände der Elternknoten 𝑃𝑎(𝐹𝑖)  abgebildet. 
Mit 𝑃(𝑓𝑖|𝑃𝑎(𝐹𝑖)) werden die Einträge der jeweiligen Zustände aus der bedingten Wahrschein-
lichkeitstabelle berücksichtigt. 𝑃(𝑃𝑎(𝐹𝑖)) stellt die A-priori-Wahrscheinlichkeiten aller Kombi-
nationen der Eltern 𝑃𝑎(𝐹𝑖) dar. 
Die errechnete Mindest-A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑖)𝑚𝑖𝑛 eines jeweiligen Fehlerknotens 
ist in einem nächsten Schritt mit der expertenbasierten A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑖) zu 
vergleichen. Gilt für jeden der 𝑚 Fehlerknoten im Netzwerk 
 
𝑃(𝑓𝑖) ≥  𝑃(𝑓𝑖)𝑚𝑖𝑛, ∀ 𝑖 ∈ {1, … , 𝑚}, (4.3) 
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so wird von einem konsistenten Netzwerk gesprochen. Für 
 
𝑃(𝑓𝑖) < 𝑃(𝑓𝑖)𝑚𝑖𝑛, ∀ 𝑖 ∈ {1, … , 𝑚}, (4.4) 
 
weist das Netzwerk eine Inkonsistenz auf. Der Fehlerknoten 𝐹𝑖 wird in diesem Fall durch seine 
Elternknoten 𝑃𝑎(𝐹𝑖) überbestimmt. Um einer Inkonsistenz entgegenzuwirken, sind die Fehler-
folgewahrscheinlichkeiten oder A-priori-Wahrscheinlichkeiten der Elternknoten zu reduzieren 
oder die A-priori-Wahrscheinlichkeit des betrachteten Fehlerknotens zu erhöhen.  




Abbildung 45: a) Exemplarisches Bayessches Netzwerk zur Berechnung von Inkonsistenzen; b) Dar-
stellung von Leak-Nodes in Bayesschem Netzwerk ausgehend vom Netzwerk aus Abbildung a). 
Nach Formel (4.2) lässt sich die Mindest-A-priori-Wahrscheinlichkeit 𝑃(𝑓1)𝑚𝑖𝑛 des Fehlerkno-
tens F1 berechnen als:  
 
𝑃(𝑓1)𝑚𝑖𝑛 = 𝑃(𝑓1|𝑓2) ∙ 𝑃(𝑓2) + 𝑃(𝑓1|¬𝑓2) ∙ 𝑃(¬𝑓2), 
= 0,75 ∙ 0,2 + 0 ∙ 0,8 = 0,15. 
(4.5) 
 
Mit 𝑃(𝑓1) = 0,2 > 𝑃(𝑓1)𝑚𝑖𝑛 = 0,15 kann der Nachweis erbracht werden, dass das Bayessche 
Netzwerk konsistent ist. Im Falle einer Inkonsistenz (𝑃(𝑓1) < 𝑃(𝑓1)𝑚𝑖𝑛) wäre die expertenba-
sierte Bewertung der A-priori-Wahrscheinlichkeit 𝑃(𝑓1) zu erhöhen oder die A-priori-Wahr-
scheinlichkeit 𝑃(𝑓2) sowie Fehlerfolgewahrscheinlichkeit 𝑝1,2 zu verringern.  
a): Initiales Bayessches Netzwerk: b): Bayessches Netzwerk mit der 
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Um die Konsistenten eines komplexen Bayesschen Netzwerkes mit einer Vielzahl von Ursa-
chen-Wirkzusammenhängen zu überprüfen, ist eine Berechnung von Inkonsistenzen an allen 
Fehlerknoten durchzuführen, die Elternknoten aufweisen. Wie nachfolgend im Detail erläutert 
wird, sind Konsistenzprüfungen vorwärtsgerichtet anzuwenden, beginnend vom ersten Eltern-
knoten. Lediglich auf diese Weise kann eine zielorientierte Validierung und Anpassung eines 
Fehlernetzwerkes sichergestellt werden.  
Korrektur von Inkonsistenzen  
In simplen Bayesschen Netzwerken, wie bspw. dargestellt in Abbildung 45 a), können 
Inkonsistenzen von den jeweiligen Experten durch Anpassung der A-priori-
Wahrscheinlichkeiten und Fehlerfolgewahrscheinlichkeiten eigenständig korrigiert werden. In 
komplexen Bayesschen Netzwerken besitzen Anpassungen von Wahrscheinlichkeiten 
allerdings eine prozessübergreifende Reichweite. Für die Korrektur eines komplexen 
Bayesschen Netzwerkes liegt somit ein eingeschränkter Lösungsraum mit einer limitierten 
Anzahl an Freiheitsgraden vor (vgl. SACHS 1972, S. 109). Dieser führt zwangsläufig dazu, dass 
Anpassungen nicht uneingeschränkt vorgenommen werden können, ohne darauffolgende A-
priori-Wahrscheinlichkeiten und Fehlerfolgewahrscheinlichkeiten zu beeinflussen. Aufgrund 
der Vielzahl an Prozesskettenelementen und prozessübergreifenden Ursachen-
Wirkzusammenhängen in der Batteriezellenproduktion, bedarf es somit für Experten einer 
methodischen Unterstützung zur Korrektur von möglichen Inkonsistenzen.  
Den Kern dieser methodischen Unterstützung bildet ein Empfehlungsalgorithmus. Dieser ver-
folgt das Ziel, den Experten ein korrigiertes Bayessches Netzwerk bereitzustellen, das mög-
lichst deckungsgleich mit dem initialen Netzwerk ist und dabei eine geringe Anzahl an 
Inkonsistenzen aufweist. Es soll den Experten als Vorlage dienen, die Auftretens- und Fehler-
folgewahrscheinlichkeit der ursprüngliche FMEA zu korrigieren.  
Die Suche nach einem konsistenten Netzwerk kann als mathematisches Optimierungsproblem 
betrachtet werden und wird mithilfe zweier Komponenten gelöst. Die erste Komponente bildet 
ein evolutionärer Algorithmus, welcher dazu dient, alternative Bayessche Netzwerke  
(sogenannten Lösungskandidaten) zu generieren. Die zweite Komponente stellt eine Optimie-
rungsfunktion dar, mithilfe deren die alternativen Bayessche Netzwerke bewertet werden. In 
der Optimierungsfunktion wird einerseits bewertet, inwieweit das alternative Bayessche Netz-
werk von dem initialen Netzwerk abweicht. Außerdem wird die absolute Anzahl an Inkonsis-
tenzen gezählt. Es gilt darum, ein alternatives Netzwerk zu identifizieren, in welchem beide 
Kriterien minimiert werden.  
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∙ (𝑞(𝑝) − 𝑞𝑒)‖
2
+  𝛼 ∙ 𝜂 (4.6) 
 
Dabei repräsentiert 𝑞(𝑝) die Kennzahlen der Auftretenswahrscheinlichkeiten und Fehlerfolge-
wahrscheinlichkeiten des alternativen Bayesschen Netzwerkes. Durch den Vektor 𝑞𝑒 werden 
analog die Wahrscheinlichkeiten des initialen, expertenbasierten Bayesschen Netzwerkes re-
präsentiert. Mithilfe der Funktion 𝑎𝑟𝑔𝑚𝑖𝑛𝑝 erfolgt eine Minimierung der Optimierungsfunktion. 
Eine Minimierung kann erzielt werden, indem die Differenz zwischen den expertenbewerteten 
Wahrscheinlichkeiten 𝑞𝑒 und den Wahrscheinlichkeiten auf Basis des alternativen Bayess-
chen Netzwerkes 𝑞(𝑝) verringert wird. Im Weiteren kann eine Minimierung durch eine Verrin-
gerung der Inkonsistenzen 𝜂 erfolgen. Eine Steuerung der Optimierungsfunktion und somit 
eine Anpassung des Lösungsraumes erfolgt über den Hyperparameter 𝛼. Demnach wird durch 
ein steigendes 𝛼 der Fokus auf ein konsistentes Netzwerk gesetzt. Durch ein Verringern von 𝛼 
wird erreicht, dass das alternative Netzwerk 𝑞(𝑝) möglichst deckungsgleich mit der initialen 
Expertenbewertung 𝑞𝑒 bleibt. Das Hyperparametertuning repräsentiert demnach einen wichti-
gen Aspekt bei der Anwendung der Methodik im ingenieurtechnischen Umfeld. Da die Kenn-
zahlen der Auftretenswahrscheinlichkeit im Intervall  0 − 10 und die der 
Fehlerfolgewahrscheinlichkeit im Intervall 0 − 1 liegen, wird im Weiteren der Vektor 𝑐 einge-
führt, welcher einer Normierung der beiden Skalen dient. Es sei hervorzuheben, dass neben 
einer Normierung hierüber auch eine Selbstbewertung der Sicherheit einer Expertenaussage 
erfolgen kann. Ist sich bspw. ein Experte über seine Bewertung der Auftretenswahrscheinlich-
keit eines Fehlers sicher, so kann der dazugehörige Eintrag im Vektor 𝑐 mit einem höheren 
Faktor versehen werden. Dadurch wird der Bewertungseintrag von der Optimierung weniger 
beeinflusst. (KIRCHHOF ET AL. 2020) 
Alternative Bayessche Netzwerke (Lösungskandidaten) inkl. der dazugehörigen Wahrschein-
lichkeiten 𝑞(𝑝) werden mithilfe eines evolutionären Algorithmus ermittelt. Die Funktionsweise 
eines evolutionären Algorithmus ist Abbildung 46 zu entnehmen. Es sei hervorzuheben, dass 
die genannte Darstellung lediglich eine Minimalvariante der Methodik abbildet und einer Ver-
deutlichung dient. Für eine detaillierte Erläuterung zu evolutionären Algorithmen sei auf POHL-
HEIM (2013) verwiesen. (POHLHEIM 2013, S. 8‑10) 
 




Abbildung 46: Grundlegende Struktur eines evolutionären Algorithmus (POHLHEIM 2013, S. 8). 
Der Beginn des evolutionären Algorithmus wird durch das Einlesen des initialen, expertenba-
sierten Bayesschen Netzwerkes 𝑞𝑒 definiert. Hieraus werden zufällige, im Definitionsbereich 
abgewandelte Formen des initialen Bayesschen Netzwerks gebildet. Diese werden in einem 
nächsten Schritt durch eine Zielfunktion bewertet, welche im vorliegenden Anwendungsfall 
durch die Optimierungsfunktion aus Formel (4.6) repräsentiert wird. Entsprechend dem Ergeb-
nis der Zielfunktion wird jeder abgewandelten Form ein Fitnesswert zugeordnet. Anschließend 
findet die Überprüfung eines Abbruchkriteriums statt, welches bspw. durch das Erreichen ei-
nes Zeitwertes definiert werden kann. Im Falle der Nichterfüllung des Abbruchkriteriums erfolgt 
die Erstellung einer neuen Population von alternativen Netzwerken. Mithilfe der Anwendung 
evolutionärer Operatoren (z.B. Rekombination, Mutation) werden dabei Nachkommen gebil-
det, welche sich aus denjenigen abgewandelten Formen ableiten, die den höchsten Fitness-
wert aufweisen. Die beschriebenen Prozessschritte werden bis zum Erreichen des 
Abbruchkriteriums durchgeführt. Als Ergebnis liegen die Wahrscheinlichkeiten des alternativen 
Bayesschen Netzwerkes 𝑞(𝑝) vor, auf dessen Basis die initiale FMEA anzupassen ist. (POHL-
HEIM 2013, S. 8‑10)  
Es lässt sich zusammenfassen, dass die Korrektur eines inkonsistenten Bayesschen Netzwer-
kes aufgrund der Vielzahl von Ursachen-Wirkzusammenhängen methodisch unterstützt wer-
den muss. Die Verwendung einer Optimierungsfunktion und eines evolutionären Algorithmus 
repräsentiert einen geeigneten Ansatz, um den Experten ein möglichst konsistentes Netzwerk 
bereitzustellen. Zur Verdeutlichung der Funktionsweise dieser beiden Methoden sei auf das 
Beispiel in Abbildung 47 verwiesen. Das Problem, ein konsistentes Netzwerk zu finden, kann 
mit der Suche nach der tiefsten Stelle einer Hügellandschaft verglichen werden. Ausgehend 
von einem Startpunkt (inkonsistentes, expertenbasiertes Bayessches Netzwerk) wird mithilfe 
des evolutionären Algorithmus der Lösungsraum abgesucht. Jede Lösung entspricht dabei 
einem Punkt in der Hügellandschaft. Die Höhe eines jeden Punktes lässt sich mithilfe der Op-
timierungsfunktion bewerten (Formel 4.6). Ein Tiefpunkt repräsentiert dabei ein Netzwerk, wel-
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aufweist. In Abbildung 47 wird deutlich, dass die Wahl der Schrittlänge entscheidend ist, um 
bspw. nicht in einem lokalen Minimum gefangen zu bleiben. Die Schrittlänge lässt sich mithilfe 
des Hyperparametertunings spezifizieren. (DÖBEL ET AL. 2018, S. 50) 
 
 
Abbildung 47: Veranschaulichung der Suche nach einem konsistenten Netzwerk (nach DÖBEL ET 
AL. 2018, S. 50). 
Um in verfahrenstechnischen oder fertigungstechnischen Prozessketten eine zielorientierte 
Optimierung zu bewirken, ist eine vorwärts gerichtete Anwendung des Empfehlungsalgorith-
mus anzustreben. Wie in Abbildung 48 dargestellt, ist ausgehend von dem ersten Prozess-
schritt eine chronologische, prozessweise Überprüfung und Anpassung durchzuführen.  
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Diese Vorgehensweise korrespondiert mit der Durchführung der Strukturanalyse einer FMEA 
(WERDICH 2012, S. 37). Sie unterstützt im Weiteren die FMEA, da auf diese Weise die Exper-
ten unmittelbar Rückmeldung erhalten, ob Bewertungskennzahlen sinnvoll vergeben worden 
sind. 
4.4.6 Quantifizierung von unbekannten Fehlerursachen  
Insbesondere während eines Produktionsanlaufes, aber auch im Serienbetrieb einer Batterie-
zellenproduktion ist zu berücksichtigen, dass der expertenbasierte Aufbau eines Fehlernetz-
werkes unvollständig sein könnte. So muss die Annahme getroffen werden, dass bei jedem 
Fehlerknoten noch weitere Fehlerursachen vorliegen könnten, die von den Experten nicht 
identifiziert wurden. Die Gründe für unvollständige Fehlernetzwerke lassen sich auf die hohe 
Komplexität in der Batteriezellenproduktion zurückführen (KORNAS ET AL. 2019B, S. 76‑78). 
Unvollständige Fehlernetzwerke stehen grundsätzlich im Widerspruch zu den in Abschnitt 
4.4.2 eingeführten Noisy-OR Gates. Die Verwendung von Noisy-OR Gates zur Berechnung 
von bedingten Wahrscheinlichkeitstabellen fordert demnach, dass sich alle Ursachen in den 
dazugehörigen Elternknoten finden (RUSSELL ET AL. 2016, S. 519).  
Um diesen Widerspruch aufzuheben, werden nachfolgend Leak-Nodes eingeführt, welche 
eine mathematische Quantifizierung aller unbekannten Fehlerursachen ermöglichen 
(DÍEZ 1993). Auf diese Weise lässt sich ein Fehlernetzwerk vollständig beschreiben und folg-
lich eine Anwendung von Noisy-OR Gates legitimieren. (KIRCHHOF ET AL. 2020) 
Leak-Nodes können als quantifizierte Erkenntnislücke zwischen einem Fehler 𝐹𝑖 und seinen 
Eltern  𝑃𝑎(𝐹𝑖) betrachtet werden (vgl. DÍEZ 1993). Die Voraussetzung zur Berechnung von 
Leak-Nodes bilden Konsistenzprüfungen (vgl. Formel (4.2)). Demnach sind inkonsistente 
Netzwerke als überbestimmt zu betrachten. Sie lassen somit keinen Raum zur Quantifizierung 
einer Erkenntnislücke offen. 
Wie auch alle anderen Fehlerknoten eines Bayesschen Netzwerkes, werden Leak-Nodes 
durch eine Auftretenswahrscheinlichkeit 𝑃(𝑓𝑙) und Fehlerfolgewahrscheinlichkeit  𝑝𝑖,𝑙 charak-
terisiert. Es wird festgelegt, dass die Fehlerfolgewahrscheinlichkeit einen Wert von  𝑝𝑖 ,𝑙 = 1 
(100%) besitzt. Die A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑙) eines Leak-Nodes berechnet sich wie 
folgt (KIRCHHOF ET AL. 2020): 
 
𝑃(𝑓𝑙) = 1 −
𝑃(¬𝑓𝑖)
∑ (∏ (1−𝑝𝑖,𝑗))𝑗:𝐹𝑗=𝑓𝑗 ∙𝑃(𝑃𝑎
(𝐹𝑖))𝑃𝑎(𝐹𝑖)
 . (4.7) 
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Dabei repräsentiert 𝑃(¬𝑓𝑖) die Wahrscheinlichkeit des Nichtauftretens von Fehler 𝐹𝑖. Durch 
den Index 𝑗: 𝐹𝑗 = 𝑓𝑗 wird sichergestellt, dass nur diejenigen Elternknoten 𝑃𝑎(𝐹𝑖) berücksichtigt 
werden, die sich auf den Fehler 𝐹𝑖 auswirken. Mit 𝑝𝑖,𝑗 wird die Fehlerfolgewahrscheinlichkeit 
des Fehlers 𝐹𝑖  mit seinen Zuständen 𝑓𝑖 (Fehler aufgetreten oder Fehler nicht aufgetreten) dar-
gestellt. 𝑃(𝑃𝑎(𝐹𝑖)) repräsentiert die A-priori-Wahrscheinlichkeiten aller Kombinationen der El-
tern 𝑃𝑎(𝐹𝑖). Für eine detaillierte Beschreibung und Herleitung der Formel sei auf KIRCHHOF ET 
AL. 2020 verwiesen.  
Die Berechnung und Anwendung von Leak-Nodes soll mithilfe des Beispiels aus 
Abbildung 45 b) verdeutlicht werden. Für das dargestellte Bayessche Netzwerk konnte bereits 
ein Konsistenznachweis erbracht werden (vgl. Formel (4.5)). Es liegt somit eine 
Erkenntnislücke vor, welche durch Anwendung der Leak-Nodes quantifiziert werden kann. Mit 
𝑝𝑖 ,𝑗 = 1 als Fehlerfolgewahrscheinlichkeit und 
 
𝑃(𝑓𝑙) = 1 −
𝑃(¬𝑓𝑖)
∑ (∏ (1−𝑝𝑖,𝑗))𝑗:𝐹𝑗=𝑓𝑗 ∙𝑃(𝑃𝑎
(𝐹𝑖))𝑃𝑎(𝐹𝑖)
= 1 −  
0.8
0.8+(1−0,75)∙0.2
=  0,0588  (4.8) 
 
als A-priori-Wahrscheinlichkeit des Leak-Nodes lässt sich die Erkenntnislücke nun vollständig 
beschreiben. Diese bildet als unbekannte Ursache einen weiteren Elternknoten des vorliegen-
den Netzwerkes. Es lässt sich zusammenfassen, dass der Fehler F1 nun mit allen Fehlerursa-
chen verknüpft ist, sodass die Anforderung zur Anwendung der Noisy-OR Gates erfüllt ist.  
4.4.7 Zusammenfassung und kritische Gegenüberstellung der Anforderungen  
Wie im Konzeptbild der vorliegenden Arbeit verdeutlicht (vgl. Abbildung 27), stellt die Fehler-
Ursachen-Analyse, abgeleitet aus den im KPI-System identifizierten Fehlerbildern, den Kern-
baustein des Qualitätsregelkreises dar. Aus Kapitel 3.4 lässt sich ableiten, dass das 
Bayessche Netzwerke eine geeignete Methode der Fehlerursachenanalyse repräsentieren. 
Dies kann damit begründet werden, dass entgegen traditioneller Methoden, wie bspw. einer 
FMEA, in Bayesschen Netzwerken ebenfalls die Zustände von Fehlern berücksichtigt werden. 
Auf diese Weise wird ein quantitatives Schließen auf Ursachen ermöglicht, was als Inferenz 
bezeichnet wird. Dadurch können Qualitätsmaßnahmen priorisiert werden. Eine Anwendung 
von Bayesschen Netzwerken in einer Batteriezellenproduktion ist allerdings aufgrund der in  
Kapitel 3 identifizierten Defizite nur bedingt möglich. Deshalb wurde eine Weiterentwicklung in 
den folgenden Bereichen gefordert:  
 ein methodische Vorgehensweise zum Aufbau Bayesscher Netzwerke (Abschnitt 4.1) 
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 eine Simplifizierung in der Expertenbefragung, um den Aufwand in der Wissensakqui-
sition zu verringern (Abschnitt 4.4.2) 
 eine Reduzierung der Berechnungszeit von Bayesschen Netzwerken, um eine anwen-
dergerechte Nutzung sicherzustellen (Abschnitt 4.4.4) 
 eine Entscheidungsunterstützung zur Identifikation und Anpassung von Inkonsisten-
zen, die während der Wissensakquisition entstehen können (Abschnitt 4.4.5) 
 eine Quantifizierung unbekannter Ursachen, um Fehlernetzwerke vollständig beschrei-
ben zu können (Abschnitt 4.4.6)  
Der vorliegende Abschnitt dient einer Zusammenfassung und einer kritischen Gegenüberstel-
lung der in Unterkapitel 4.1 spezifizierten Anforderungen.  
Die Anforderung an eine methodische Unterstützung in der expertenbasierten Erfassung von 
Ursachen-Wirkzusammenhängen (A11) ist insbesondere während des Aufbaus von Bayess-
chen Netzwerken zu berücksichtigen. Wie aufgezeigt wurde, lässt sich die traditionelle FMEA 
mithilfe geeigneter Erweiterungen in ein Bayessches Netzwerk übersetzen und ist so als Werk-
zeug zur systematischen Akquirierung von Fehlermöglichkeiten und Wahrscheinlichkeiten an-
zusehen. Die Methode unterstützt eine Betrachtung unterschiedlicher Expertenmeinungen 
(A12) und eignet sich insbesondere für komplexe Prozessketten (A13). Kernbausteine bilden 
dabei die in Tabelle 4-3 definierten Übersetzungsmöglichkeiten zur Bestimmung der A-priori-
Wahrscheinlichkeit sowie die Einführung der Fehlerfolgewahrscheinlichkeit.  
Eine Herausforderung im Aufbau Bayesscher Netzwerke stellen bedingte Wahrscheinlich-
keitstabellen dar. Diese beinhalten Wahrscheinlichkeiten für Auftretenskombinationen von 
Fehlern und wachsen exponentiell mit der Anzahl an Elternknoten. Aufgrund der hohen Anzahl 
an Prozesskettenelementen in der Batteriezellenproduktion stellt die Simplifizierung in der Ex-
pertenbefragung eine wichtige Anforderung dar, um den Aufwand in der Wissensakquisition 
zu verringern. Es wurde aufgezeigt, dass Noisy-OR Gates eine methodische Unterstützung 
für Experten darstellen, um den Bewertungsaufwand in der Aufstellung von bedingten Wahr-
scheinlichkeitstabellen maßgeblich zu reduzieren. Allerdings fordert die Verwendung von 
Noisy-OR Gates ein vollständig beschriebenes Fehlernetzwerk. Um die Anwendung von 
Noisy-OR Gates zu legitimieren, wurden Leak-Nodes eingeführt. Diese stellen eine etablierte 
Methode dar, um ein Bayessches Netzwerk zu vervollständigen (vgl. RUSSELL ET AL. 2016, 
S. 519). Der in Abschnitt 4.4.6 vorgestellte Ansatz geht allerdings über ein alleiniges Hinzufü-
gen von Leak-Nodes hinaus, da er zudem eine mathematische Quantifizierung von unbekann-
ten Fehlerursachen ermöglicht. Auf diese Weise lassen sich Erkenntnislücken priorisiert 
aufzeigen.  
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Zuletzt stellen auch Inkonsistenzen eine Herausforderung im Aufbau komplexer Bayesscher 
Netzwerke dar. Inkonsistenzen resultieren aus Unsicherheit in der expertenbasierten Akquisi-
tion von Wahrscheinlichkeiten und treten aufgrund beschriebener Komplexitätsmerkmale ins-
besondere in der Batteriezellenproduktion auf. Es wurde eine Möglichkeit zur Identifizierung 
von Inkonsistenzen aufgezeigt sowie ein Empfehlungsalgorithmus entwickelt, um Bayessche 
Netzwerke im Anwendungsfall einer Batteriezellenproduktion zu korrigieren.  
Die Praxistauglichkeit (A31) bildet eine weitere relevante Anforderung an die Fehler-Ursachen-
Analyse. Um Inferenzen dynamisch nutzen zu können und eine Ad-hoc-Fehler-Ursachen-Ana-
lyse zu ermöglichen, wird eine zeit- und ressourceneffiziente Berechnung gefordert. Wie auf-
gezeigt wurde, stellen Simulationsansätze auf Basis des Likelihood-Weighting-Algorithmus als 
auch Aggregierungsknoten zielführende Methoden dar, um die Berechnungszeit zu verkürzen 
und eine Praxistauglichkeit in der Batteriezellenproduktion zu fördern.  
Die Nachvollziehbarkeit der Ergebnisse (A33), als eine weitere Anforderung an die Fehler-Ur-
sachen-Analyse, wird mithilfe der charakteristischen Eigenschaften Bayesscher Netzwerke er-
zielt. Demnach repräsentieren Bayessche Netzwerk gerichtete azyklische Graphen, die auch 
prozessübergreifende Ursachen-Wirkzusammenhänge vollständig abbilden können. Diese 
unterstützen die Experten bei einer gesamthaften Betrachtung der Produktion.  
Traditionelle Qualitätsmanagementansätze basieren meist auf deskriptiven Verfahren. Quali-
tätsmaßnahmen werden dabei reaktiv durchgeführt. Es sei hervorzuheben, dass mithilfe 
Bayesscher Netzwerke auch Fehlerauswirkungen berücksichtigt werden können, was einen 
proaktiven Ansatz zur Prozesskettenführung (A46) widerspiegelt.  
4.5 Self-Service Data Analytics 
Die Identifizierung von Ursachen-Wirkzusammenhängen, als Voraussetzung für eine Fehler-
Ursachen-Analyse, wird, wie in Abschnitt 4.1 beschrieben, mithilfe einer erweiterten Form der 
FMEA erzielt. Ein solcher expertenbasierter Ansatz bildet einen Mehrwert in einer frühen 
Phase eines Produktionsanlaufes, in welchem keine Produktionsdaten zur Quantifizierung von 
Zusammenhängen vorliegen. Allerdings ist diese Form der Wissensakquisition mit einer Unsi-
cherheit behaftet (WESTERMEIER 2016, S. 3). Ab Beginn einer Datenaufzeichnung und unter 
der Prämisse einer hohen Datenqualität lassen sich zur Identifizierung von Ursachen-Wirkzu-
sammenhängen alternativ Methoden der Datenanalyse anwenden (SCHENDERA 2007, S. 6). 
Allerdings kann die Prämisse einer hohen Datenqualität nicht zwangsläufig eingehalten wer-
den, da sich aus Kostengründen oder Gründen der Zugänglichkeit bzw. Messbarkeit nicht alle 
qualitätsrelevanten Prozesskettenelemente erfassen lassen. Daher wird für die Identifizierung 
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von Ursachen-Wirkzusammenhängen ein synergetischer Ansatz verfolgt, in welchem das Po-
tenzial durch die Verknüpfung von experten- und datenbasierten Methoden gehoben werden 
soll (vgl. Abbildung 49). 
 
 
Abbildung 49: Qualitätsmanagementsystem einer Batteriezellenproduktion mit Hervorhebung der Self-
Service Data Analytics. 
Dabei kann das Expertenwissen genutzt werden, um die Datenanalyse zu unterstützen und 
umgekehrt verfolgt die Datenanalyse das Ziel, das Expertenwissen zu schärfen. Nach KORNAS 
ET AL. lässt sich auf diese Weise eine ganzheitliche Analyse von Ursachen-Wirkzusammen-
hängen erzielen, welche für einen vollständigen Produktionsanlauf einer Batteriezellenferti-
gung geeignet ist (KORNAS ET AL. 2019A, S. 385).  
Aus dem Stand der Forschung (Kapitel 3) lässt sich ableiten, dass datenbasierte Ansätze al-
lerdings noch erhebliche Forschungsdefizite aufweisen. Das lässt sich damit begründen, dass 
nach CAO & ZHANG die Ergebnisse vieler Data-Mining-Prozesse für Anwender häufig nicht 
verwertbar sind. Demnach repräsentiert das Data-Mining ohne die Unterstützung von Exper-
ten häufig einen rein datengesteuerten Trial-and-Error-Prozess, welcher keinen Mehrwert für 
reale Anwendungen bietet (CAO & ZHANG 2008, S. 49, CAO 2010). Eine hohe Anwendbarkeit 
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Es lassen sich somit zwei wesentliche Forschungslücken identifizieren, welche wie folgt zu-
sammengefasst werden können und die Struktur des vorliegenden Unterkapitels bilden:  
 die Erarbeitung eines expertengestützten Konzepts zur Datenanalyse, welches hier 
als Self-Service Data Analytics bezeichnet wird und darauf abzielt, Experten in den 
Prozess der Datenanalyse zu integrieren, um einen zielgerichteten und auf die Indust-
rie übertragbaren Wissensgewinn zu fördern (Abschnitt 4.5.1)  
 die synergetische Verknüpfung von experten- und datenbasierten Methoden, um 
eine ganzheitliche Analyse von Ursachen-Wirkzusammenhängen zu erzielen. Dies im-
pliziert eine methodische Verknüpfung des auf der FMEA-basierten Bayesschen Netz-
werkes und dem zu erarbeitenden expertengestützten Konzepts zur Datenanalyse 
(Abschnitt 4.5.2) 
Der Schwerpunkt des Unterkapitels liegt insbesondere auf der Auslegung eines Gesamtkon-
zepts zur Datenanalyse, in welchem die einzelnen Phasen, Interaktionen mit den Experten 
sowie notwendige Schnittstellen thematisiert werden. Das nachfolgend beschriebene Konzept 
erhebt keinen Anspruch auf Vollständigkeit bzgl. einer Datensicherungs-, Datenbereitstel-
lungs- oder Datenvorverarbeitungsmethode. Auch Techniken zur Umsetzung von Datenana-
lysemethoden werden nicht betrachtet.  
4.5.1 Expertengestütztes Konzept zur Datenanalyse 
Obwohl gemäß Abschnitt 2.2.9 CRISP-DM einen in der Industrie fest etablierten Prozess zur 
Datenanalyse darstellt, liegt ein wesentliches Defizit des Ansatzes darin, dass die Rolle des 
Experten und seine Interaktionen mit der Datenanalyse nicht ausreichend hervorgehoben wer-
den (KORNAS ET AL. 2019A, S. 381). Traditionelle Prozesse der Datenanalyse setzen den Fo-
kus allein auf Daten und Methoden für deren Analyse (CAO 2010, S. 11). Eine solche einseitige 
Konzeptausrichtung ist aus industrieller Sicht nicht zielführend, da insbesondere zu Beginn 
eines Produktionsanlaufes Ursachen-Wirkzusammenhänge nicht zwangsläufig auf Basis von 
Daten quantifiziert werden können. Des Weiteren werden hierbei Einschränkungen vernach-
lässigt, welche bspw. aus Umweltfaktoren bzw. sozialen oder organisatorische Faktoren re-
sultieren (TANIAR 2008, S. 206). Der Prozess des Wissensgewinns muss deshalb durchgängig 
von Experten begleitet werden. 
Im Weiteren liegt der Fokus vieler Datenanalyseansätze darin, innovative Vorgehensweisen 
mithilfe neuer Algorithmen zu entwickeln (CAO 2010, S. 5). Für eine industrienahe Anwendung 
ist allerdings ein problemausgerichteter Prozess zur Identifikation kausaler Zusammenhänge 
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von Relevanz. Eine industrienahe Anwendung wird häufig durch Rahmenbedingungen cha-
rakterisiert, die bspw. aus internen Arbeitsabläufen oder Datenschutzbestimmungen resultie-
ren (TANIAR 2008, S. 208). Die Integration von Domänenwissen in einem expertengestützten 
Prozess stellt eine Möglichkeit dar, Rahmenbedingungen zu berücksichtigen (ANAND ET 
AL. 1995, S. 39). Darüber hinaus kann eine solche Durchführung entscheidende Potenziale 
heben, um Iterationsschritte zu verkürzen und Agilität zu fördern.  
Zuletzt repräsentiert die Evaluierung einen weiteren relevanten Aspekt zur zielführenden Aus-
legung eines Datenanalyseprozesses. In traditionellen Ansätzen werden die Ergebnisse der 
Datenanalyse allein auf Basis statistischer Metriken bewertet (CAO 2010, S. 22). So kann 
bspw. die mittlere quadratische Abweichung als Qualitätskriterium hinzugezogen werden, um 
die Güte eines verwendeten Modells zu bewerten (PERNER 2007, S. 208). Ein Modell kann als 
geeignet angesehen werden, wenn sich die Metriken innerhalb eines spezifizierten Bereiches 
befinden. Um den Nutzen der Datenanalyseergebnisse im industriellen Kontext zu prüfen, be-
darf es allerdings darüber hinaus einer Experten zur Dateninterpretation (CAO 2010, S. 17).  
Es lässt sich zusammenfassen, dass traditionelle Prozessmodelle der Datenanalyse, wie 
bspw. CRISP-DM, nicht zielführend für eine industrielle Anwendung sind. Ein Potenzial soll 
durch die Integration von Experten gehoben werden. Aus den thematisierten Aspekten leitet 
sich das Konzept einer Self-Service Data Analytics ab, welches in Abbildung 50 dargestellt ist 
und nachfolgend diskutiert wird. 
 
 
Abbildung 50: Konzeptbild der Self-Service Data Analytics.  
Die Self-Service Data Analytics zeichnet sich demnach durch insgesamt sechs Prozesspha-
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Phase der Datenanalyse nach CRISP-DM beginnt mit dem Aufgabenverständnis (im Engli-
schen „Business Understanding“) (vgl. SCHACHT & LANQUILLON 2019, S. 113). Im Falle eines 
von Experten durchgeführten Vorgehens kann dieser Schritt vernachlässigt werden, da der 
fachliche Kontext und die Ziele bereits vorliegen. Um die Experten zu einer selbständigen Da-
tenanalyse zu befähigen, wird eine Benutzerschnittstelle auf Basis von Visual Analytics bereit-
gestellt. Visual Analytics ist eine automatisierte und interaktive Analysetechnik, welche nach 
KALUZA ET AL. die Bereiche Mensch-Computer-Interaktion, Data-Mining und Visualisierung ver-
knüpft. Mithilfe geeigneter Methoden und Werkzeuge lässt sich auf diese Weise eine Interpre-
tierbarkeit der Ergebnisse fördern (KALUZA ET AL. 2018, S. 38; HUTCHISON ET AL. 2010, 
S. 154‑175).  
Ein weiteres Alleinstellungsmerkmal des Konzeptbildes stellt das Bayessche Netzwerk dar, 
auf welches der Experte während der Datenanalyse zugreifen kann. Es repräsentiert gemäß 
Unterkapitel 4.4 eine Datenbank, in welcher das prozessübergreifende Domänenwissen hin-
terlegt ist. Es ist somit als methodische Unterstützung zu verstehen, da es eine Betrachtungs-
weise aus unterschiedlichen Fachbereichen ermöglicht. (KORNAS ET AL. 2019A).  
Es kann zusammengefasst werden, dass das in Abbildung 50 dargestellte Prozessmodell die 
Agilität eines Datenanalyseprojektes potenziell fördert. Dies kann damit begründet werden, 
dass der Experte in der Lage ist, Anpassungen an jeder Prozessphase eigenständig durchzu-
führen. Dadurch lassen sich Iterationszeiten verkürzen. Im Folgenden werden die einzelnen 
Phasen der Self-Service Data Analytics sowie die Interaktion mit dem Bayesschen Netzwerk 
im Detail diskutiert.  
Datenselektion 
Die Datenselektion repräsentiert die erste Phase der Self-Service Data Analytics. Wie in Ab-
bildung 51 verdeutlicht, wird dabei das Ziel verfolgt, die für die nachfolgenden Analysenschritte 
relevanten Daten zu aggregieren und zu reduzieren. Eine frühzeitige Reduktion der Daten ist 
anzustreben, um die Berechnungszeiten und Ergebnisse zu optimieren, da nach GELLRICH ET 
AL. und REINARTZ Datenbanken mehr Informationen enthalten können als für eine Analyse 
notwendig (GELLRICH ET AL. 2019, S. 16; REINARTZ 1999, S. 19). Die Datenquellen innerhalb 
einer Produktion von Batteriezellen können wie folgt kategorisiert werden:  
 Beginn-of-Line-Daten fassen alle Eigenschaften von Eingangsprodukten zusammen 
und können auch als Eingangsproduktmerkmale bezeichnet werden. Hierzu lassen 
sich bspw. Eigenschaften von verwendeten Elektrolyten oder Aktivmaterialien zuord-
nen.  
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 Produktionsdaten beschreiben Eigenschaften von Prozesskettenelementen bzw. 
Zwischenproduktmerkmale sowie Informationen der technischen Gebäudeausrüstung. 
Diese können Soll- oder Ist-Werte von Maschinenparametern oder Eigenschaften von 
Zwischenprodukten beinhalten.  
 End-of-Line-Daten resultieren aus der Überprüfung der Funktionalität des fertigen 
Produktes und werden bspw. durch geometrische oder chemische Eigenschaften der 
Batteriezelle definiert. Die Kapazität oder Spannung stellt mögliche End-of-Line-Daten 
dar. (KAMPKER ET AL. 2013, S. 245) 
 
 
Abbildung 51: Prozessphase zur Datenselektion.  
Die Interpretation von Metadaten und die Eingrenzung eines Datensatzes basieren häufig auf 
den Vorkenntnissen der Experten. Damit die Experten einen ganzheitlichen Blick auf die kom-
plexe Prozesskette einer Batteriezellenproduktion erhalten, können sie methodisch durch das 
Bayessche Netzwerk unterstützt werden. Dadurch wird es ihnen ermöglicht, auch prozess-
übergreifende Ursachen-Wirkzusammenhänge aus unterschiedlichen Fachbereichen zu be-
rücksichtigen. Das Bayessche Netzwerk kann gemäß Unterkapitel 4.4 als aggregierte 
Wissensdatenbank betrachtet werden und dabei helfen zu verifizieren, ob der Datensatz voll-
ständig ist oder weitere Datenquellen einzubinden sind. (KORNAS ET AL. 2019A, S. 381‑382) 
Datenverständnis 
Daten aus verschiedenen Quellen können eine ungenügende Qualität aufweisen, welche zu 
Problemen in der weiteren Analyse führen kann (SCHMITT 2020, S. 189). Die Phase des Da-
tenverständnisses (im Englischen „Data Understanding“) ist notwendig, damit der Experte im 
Detail bewerten kann, ob die selektierten Daten für das vorliegende Analyseziel geeignet sind. 
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dienen soll (SCHACHT & LANQUILLON 2019, S. 114). Ein wesentliches Forschungsdefizit dieser 
Phase stellen nach SCHMITT allerdings „praxisgeeignete Instrumente zur Prüfung und Verbes-
serung der Datenqualität“ dar (SCHMITT 2020, S. 189). Diesem Defizit soll mithilfe der Visual 
Analytics entgegengewirkt werden. Da für eine Plausibilisierung der Daten auf Vorwissen zu-
rückgegriffen werden muss, bedarf es auch hier einer starken Einbindung der Experten. (KOR-
NAS ET AL. 2019A) 
Nach KORNAS ET AL. eignen sich für eine deskriptive Visualisierung von Daten einer komplexen 
Prozesskette insbesondere Histogramme, Scatterplots und Korrelationsdiagramme (KORNAS 
ET AL. 2019A, S. 382). Um den Anforderungen während eines Produktionsanlaufes gerecht zu 
werden, in welchem die Vergleichbarkeit von Produkt- und Prozesseigenschaften gefordert 
wird, sind multivariate Darstellungsweisen bereitzustellen. Ein Beispiel einer multivariaten Dar-
stellung der Häufigkeitsverteilung und Korrelation zweier Produkt- oder Prozesstypen ist Ab-
bildung 80, Anhang 8.3 zu entnehmen. Wie dabei zu erkennen ist, können statistische 
Kennwerte unterstützen, Visualisierungen numerisch zu beschreiben (BANKHOFER & VO-
GEL 2008, S. 27). So wurde der Korrelationskoeffizient nach Bravais-Pearson hinzugezogen, 
um den linearen Zusammenhang der in Abbildung 80 dargestellten Merkmale zu berechnen. 
Für den Produkt/Prozesstyp 1 ergibt sich demnach ein Korrelationskoeffizienten von 0.876, für 
den Produkt/Prozesstyp 2 von 0.799. Für eine detaillierte Beschreibung und Anwendung un-
terschiedlicher Korrelationskoeffizienten sei auf die Arbeit von CLEFF verwiesen (CLEFF 2015, 
S. 106).  
Um die Qualität einer Korrelation im industriellen Kontext zu beurteilen, ist eine Visualisierung 
der Daten und deren Interpretation durch einen Prozessexperten zwingend erforderlich. Dass 
eine Beurteilung rein deskriptiver Zahlen wie bspw. eines Korrelationskoeffizienten nicht hin-
reichend ist, wird in Abschnitt 2.2.4 Abbildung 11 mithilfe eines exemplarischen Datensatzes 
nach ANSCOMBE verdeutlicht (ANSCOMBE 1981, S. 17‑21). Zu erkennen ist dabei, dass trotz 
gleicher Korrelationskoeffizienten und gleichem arithmetischen Mittel vier vollkommen unter-
schiedliche graphische Strukturen vorliegen können. Wie in Abschnitt 2.2.4 beschrieben, re-
präsentieren solche nicht-kausalen Zusammenhänge Scheinkorrelationen. Eine Interpretation 
durch Experten hilft dabei, Scheinkorrelationen zu identifizieren oder zu beurteilen, ob kausale 
Korrelationen von Interesse sind. Denn auch kausale Korrelationen können trivial sein und 
somit keinen Mehrwert für Experten darstellen (CAO 2012, S. 150). Die in Anhang 8.3, Abbil-
dung 80 dargestellten Werkzeuge der Visual Analytics stellen nach BURDENSKY ET AL. hierfür 
etablierte, akzeptierte und vertrauenswürdige statistische Methoden dar (BURDENSKY ET 
AL. 2018, S. 6). Im Weiteren schärfen die Methoden das Verständnis der Experten und unter-
stützen dadurch die Auslegung neuer Produkte oder Prozesse, was insbesondere in der Pro-
totypenphase eines Produktionsanlaufes einen entscheidenden Mehrwert bietet. Darüber 
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hinaus eignet sich insbesondere die Korrelationsanalyse, um die in dem Bayesschen Netzwerk 
abgebildeten Ursachen-Wirkzusammenhänge zu validieren und anzupassen. 
Datenvorbereitung 
Die Datenvorbereitung repräsentiert die dritte Phase des Konzepts zur Self-Service Data Ana-
lytics (vgl. Abbildung 50). Sie beinhaltet alle Schritte, um den finale Datensatz für die weitere 
Modellierung vorzubereiten (KESSLER & GÓMEZ 2020, S. 102). Die Schritte dieser Phase las-
sen sich wie folgt zusammenfassen, wobei ausgewählte Schritte nachfolgend im Detail disku-
tiert werden (GAROUFALLOU ET AL. 2019, S. 117, SHAEARER 2000, S. 14, SCHACHT & 
LANQUILLON 2019, S. 114): 
 Datenreduktion 
 Datennormalisierung  
 Imputation fehlender Daten 
 Ableitung neuer Merkmale 
 Transformation des Datensatzes  
Ausgehend von dem Ziel eines Datenanalyseprojektes ist eine Reduktion des zu betrachten-
den Datensatzes anhand unterschiedlicher Attribute durchzuführen (vgl. Abbildung 51). Die 
nachfolgenden Attribute stellen dabei lediglich eine Auswahl möglicher Eingrenzungen dar:  
 Zeitliche Eingrenzung: Begrenzung eines Datensatzes auf einen zeitlichen Horizont, 
wie bspw. einen Produktionszeitraum.  
 Produkt- und Prozesseingrenzung: Begrenzung auf spezifizierte Prozess- oder Pro-
dukttypen, wie bspw. die Filterung nach Batteriezellentypen 
 Merkmalseingrenzung: Begrenzung des Datensatzes auf bestimmte Eigenschaften, 
wie bspw. verwendete Baugruppen.  
Einen weiteren wesentlichen Bestandteil der Datenreinigung stellt die Identifikation von Aus-
reißern dar. Da hierfür erneut auf das Vorwissen der Experten zurückzugreifen ist, sind auch 
hier ausgewählte Methoden der Visual Analytics bereitzustellen, wie bspw. das in Anhang 8.3, 
Abbildung 81 dargestellte Histogramm.  
Die Transformation der Daten stellt ebenfalls einen Schritt dar, in welchem auf das Vorwissen 
der Experten zurückgegriffen werden muss. Mithilfe geeigneter Operatoren können hierbei 
neue Merkmale generiert werden (vgl. Abbildung 52). Als Beispiel sei die Berechnung einer 
Zeitstempeldifferenz zu nennen, mithilfe derer die Dauer zwischen zwei qualitätsrelevanten 
Prozessschritten beschrieben werden kann. Das Bayessche Netzwerk kann die Experten in 
der Identifikation solcher qualitätsrelevanten Merkmale unterstützen. Liegt das Ziel eines Da-
tenanalyseprojektes bspw. in der Identifikation der Einflüsse auf die Batteriezellenkapazität, 
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so kann die Inferenz auf Basis des Bayesschen Netzwerkes den Experten bereits erste Hin-
weise zur Auswahl korrekter Daten geben. (KORNAS ET AL. 2019A, S. 380)  
 
 
Abbildung 52: Beispiel einer Datentransformation (aus YAO ET AL. 2018, S. 7). 
Das Ergebnis der Phase der Datenvorbereitung wird durch einen finalen Datensatz repräsen-
tiert, welcher den Eingang für die darauffolgende Modellierung bildet. Wie Tabelle 4-4 verdeut-
licht, lässt sich dieser Datensatz in einer Matrix abbilden. Dabei werden jeder Batteriezelle 
(charakterisiert durch eine ID-Nummer) Merkmale (M1 bis Mn) zugeordnet. Merkmale reprä-
sentieren dabei Eigenschaften von Prozesskettenelementen eines jeweiligen Prozessschrit-
tes, wie bspw. die verbaute Anodenlänge eines Wickelprozesses.  
 
Tabelle 4-4: Darstellung der finalen Datenmatrix aus Ausgangslage für die Modellierungsphase. 
Modellierung, Modellevaluierung und Modelleinsatz 
Da Experten in der gleichzeitigen Verarbeitung einer Vielzahl von Variablen limitiert sind, wird 
neben den genannten Methoden der deskriptiven Statistik, Machine Learning (im Deutschen 
„maschinelles Lernen“) verwendet, um prozessübergreifende und überlagerte Ursachen-Wirk-
zusammenhänge zu identifizieren. Während die Phasen der Datenselektion, des Datenver-
ständnisses und der Datenvorbereitung einen manuellen Prozess darstellen, welcher von 
Experten iterativ zu gestalten ist, liegt der Schwerpunkt des Machine Learning in der Teilauto-
matisierung des Modellierungsprozesses (SCHACHT & LANQUILLON 2019, S. 114‑117). Darauf 
M1 M2 M3 M4
x







Prozessschritt 1 Prozessschritt 2 Prozessschritt 2 … Prozessschritt n 
M1 M2 M3 M4 M5 M6 M7 M8 M9 … … … Mn 
Zell-ID 1              
Zell-ID 2              
…              
Zell-ID n              
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aufbauend kann Automated Machine Learning (AutoML) verwendet werden, um ein vollauto-
matisiertes und simultanes Lernen von Modellen zu erzielen (vgl. YAO ET AL. 2018; ABELE & 
D’ONOFRIO 2020, S. 53; HUTTER ET AL. 2019, S. 1). Das Vorgehen lehnt sich dabei an das in 
Abbildung 53 dargestellte Prozessmodell an. (KORNAS ET AL. 2019A, S. 381) 
 
 
Abbildung 53: Schematische Darstellung des AutoML-Prozessmodells (in Anlehnung an YAO ET 
AL. 2018, S. 2 und KATZ ET AL. 2016, S. 979). 
Die Ausgangslage des AutoML-Prozessmodells bildet die finale Datenmatrix, in welcher die 
Batteriezellen und dazugehörigen Merkmale der einzelnen Prozessschritte abgebildet werden. 
Darüber hinaus sind von Experten Randbedingungen zu spezifizieren, welche sich wie folgt 
zusammenfassen lassen:  
 Die Zielgröße beschreibt die zu untersuchende Variable einer Modellierung. Sie stellt 
eines der n Merkmale der Datenmatrix dar und kann bspw. durch die Kapazität einer 



































































Experiment Spezifikation Qualitätsmetrik Rank
1 Merkmale / Modell / Hyperparameter 40 % 2
2 Merkmale / Modell / Hyperparameter 60% 1
3 Merkmale / Modell / Hyperparameter 20% 3
4 Merkmale / Modell / Hyperparameter 5% 5
…
n Merkmale / Modell / Hyperparameter 10% 4
Interpretationsmodell
Feature Importance aus Experiment 2 für die ausgewählten Zielgröße
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 Eingangsgrößen repräsentieren die Variablen, auf deren Basis Modelle trainiert wer-
den. Für eine zielführende Modellierung sind bei der Auswahl der Eingangsgrößen 
die Einflussbeziehungen der Prozesskette zu berücksichtigen. Dadurch kann sicher-
gestellt werden, dass nur Merkmale einen Eingang der Modellierung bilden, welche 
aus Sicht des Produktionsflusses die zu analysierende Zielgröße auch tatsächlich be-
einflussen. Aufgrund der Vielzahl von Prozessschritten und Prozesskettenelementen 
kann die Auswahl geeigneter Eingangsgrößen für die Experten eine große Heraus-
forderung darstellen. Deshalb ist sie methodisch zu unterstützen. Eine methodische 
Unterstützung kann mithilfe des Bayesschen Netzwerkes erzielt werden, welches auf-
grund der Eigenschaft gerichteter azyklischer Graphen die Einflussbeziehungen ein-
deutig abbildet.  
 Über die Berechnungszeit soll die relative Dauer einer Modellierung spezifiziert wer-
den. Eine Umsetzung kann bspw. über die Anzahl der verwendeten Prozessoren er-
folgen.  
 Die Genauigkeit kann nach MURDOCH ET AL. definiert werden als der Grad, in wel-
chem ein Modell gelernte Beziehungen objektiv erfassen kann (MURDOCH ET 
AL. 2019, S. 3). Die Genauigkeit lässt sich bspw. über die Modellauswahl oder die 
Berechnungszeit anpassen. Eine Quantifizierung erfolgt durch ausgewählte Quali-
tätsmetriken. 
 Die Interpretierbarkeit beschreibt den Grad, zu dem die Modelle durch Experten 
plausibilisiert werden können (ESCALANTE ET AL. 2018, S. 6‑7). Die Interpretierbarkeit 
lässt sich durch die Auswahl unterschiedlicher Modelle steuern. (SCHNELL ET 
AL. 2019, S. 364) 
 Qualitätsmetriken dienen einer Beurteilung der Modellgüte. So kann bspw. für Re-
gressionsmodelle auf die mittlere quadratische Abweichung (im Englischen MSE für 
„Mean Square Error“) oder den mittleren absoluten Fehler (im Englischen MAE für 
„Mean Absolute Error“) zurückgegriffen werden. Für eine Beschreibung unterschied-
licher Metriken sei auf die Arbeit von SHCHERBAKOV ET AL. und CHANG ET AL. verwie-
sen. (SHCHERBAKOV ET AL. 2013, S. 171 ff.; CHANG ET AL. 2014, S. 132 ff.) 
Der Fokus von AutoML liegt, wie Abbildung 53 verdeutlicht, in der Automatisierung und Paral-
lelisierung von Experimenten (FUSI ET AL. 2017, S. 4). Jedes Experiment basiert auf einem 
Machine-Learning-Modell. Da es nicht nur ein Modell gibt, welches konsistent für alle Datens-
ätze und Analyseziele die besten Resultate erzielt, wird auf unterschiedliche Modelle zurück-
gegriffen (SCHACHT & LANQUILLON 2019, S. 115). Um die Ergebnisse eines jeden 
Experimentes zu verbessern, erfolgt eine automatisierte Dimensionsreduzierung. Die Dimen-
sionsreduzierung verfolgt das Ziel, die von den Experten spezifizierten Eingangsgrößen auf 
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die statistisch relevanten zu verringern (SAMMUT & WEBB 2011, S. 402). Für einen Überblick 
möglicher Ansätze zu Dimensionsreduzierung sei auf SAUNDERS verwiesen (SAUNDERS 2006, 
S. 84). Im Weiteren basiert jedes Experiment auch auf einem automatisierten Hyperparame-
tertuning (DÖBEL ET AL. 2018, S. 50 ff.)  
Tabelle 4-5 verdeutlicht die differenzierenden Merkmale von AutoML. Es lässt sich zusam-
menfassen, dass bei traditionellen Verfahren des Machine Learning der Data Scientist eine 
zentrale Rolle in allen Schritten des Modellierungsprozesses einnimmt, während AutoML eine 
Vollautomatisierung bietet. So können Maschine-Learning-Methoden ohne umfangreiche Pro-
grammierkenntnisse von Experten flexibel angewendet werden. (YAO ET AL. 2018, S. 4) 
 
Tabelle 4-5: Vergleich Traditionelle Verfahren des Machine Learning und AutoML  
(in Anlehnung an YAO ET AL. 2018, S. 4). 
Vergleichsaspekte Traditionelle Verfahren des Machine Learning AutoML 
Dimensionsreduzierung  Auswahl und Durchführung durch Data Scientist. 
Automatisiert durch ein Com-
puterprogramm.  
Modellauswahl  Auswahl, Anpassung der Modelle sowie Hyper-
parametertuning durch Data Scientist. 
Hyperparametertuning Auswahl und Optimierung der Hyperparameter 
erfolgen durch Data Scientist.  
 
Simple Modelle, wie bspw. lineare Regressionen oder Entscheidungsbäume, sind für Experten 
erklärbar und können nach GOSIEWSKA ET AL. als „Glass-Box“ bezeichnet werden (GOSIEWSKA 
ET AL. 2019, S. 1). Die Interpretation von Machine-Learning-Modellen stellt allerdings eine 
große Herausforderung dar, um Data Analytics in komplexen Prozessketten wie einer Batte-
riezelleproduktion anzuwenden (KORNAS ET AL. 2019A, S. 381; SCHNELL ET AL. 2019, S. 364). 
Ohne die Verwendung von Interpretationsmöglichkeiten weisen komplexe Machine-Learning-
Modelle einen „Black-Box“-Charakter auf, in welchem die Eingangs- und Ausgangsrelationen 
für Anwender nicht erkennbar sind (MÜLLER ET AL. 2020, S. 190). Eine Möglichkeit zur Inter-
pretation komplexer Machine-Learning-Modelle stellen Feature Importances dar (ELSHAWI ET 
AL. 2019, S. 1). Diese beschreiben den relativen Einfluss von Eingangsgrößen auf eine aus-
gewählte Zielgröße und sind in Abbildung 53 als Ergebnis der Modellierung dargestellt (STAU-
DER ET AL. 2014, S. 155). Um eine Berechnung von Feature Importances für unterschiedliche 
Machine-Learning-Modelle zu erzielen, wird auf Interpretationsmodelle zurückgegriffen. LIME 
repräsentiert bspw. ein Interpretationsmodell, welches den Anspruch erhebt, für alle maschi-
nellen Klassifikationen geeignet zu sein. Für eine detaillierte Beschreibung sei auf die Arbeit 
von RIBEIRO ET AL. verwiesen (RIBEIRO ET AL. 2016). 
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Es lässt sich zusammenfassen, dass Feature Importances eine zentrale Methode der Self-
Service Data Analytics darstellen. Während die Modellierung lediglich der Identifizierung pro-
zessübergreifender Ursachen-Wirkzusammenhänge dient, können mithilfe der Feature Im-
portances die Ergebnisse für Experten interpretierbar dargestellt werden. Die Evaluierung von 
Feature Importances bedarf, vergleichbar zur Phase des Datenverständnisses, einer Plausi-
bilisierung. Denn auch trotz hoher statistischer Signifikanz muss nicht zwingend eine Relevanz 
oder Anwendbarkeit für eine Produktion vorliegen (SCHACHT & LANQUILLON 2019, S. 116). Soll-
ten die Feature Importances keine plausiblen Ergebnisse abbilden, so ist durch einen Sprung 
in eine der vorangehenden Phasen der Self-Service Data Analytics eine Anpassung des Mo-
dells möglich. Dies unterstreicht die Notwendigkeit eines flexibel durchführbaren Ansatzes. 
(KORNAS ET AL. 2019A, S. 380 ff.) 
Es sei zu betonen, dass der Schwerpunkt des vorliegenden Abschnittes nicht in Datenvorver-
arbeitungs- oder Datenanalysemethoden liegt. Vielmehr wird der Fokus auf den konzeptionel-
len Aufbau eines expertengetriebenen Datenanalyseansatzes gesetzt. Die Schnittstelle der 
Self-Service Data Analytics im Gesamtkonzept des Qualitätsmanagementsystems (vgl. Abbil-
dung 27) soll deshalb im nachfolgenden Abschnitt verdeutlicht werden.  
4.5.2 Synergetische Verknüpfung von experten- und datenbasierten Methoden 
Das Konzept zur Self-Service Data Analytics hat deutlich gemacht, dass die Einbindung von 
Experten in den Prozess der Datenanalyse einen wesentlichen Hebel darstellt, um einen 
zielgerichteten und auf die Industrie übertragbaren Wissensgewinn zu fördern. Experten sind 
eingebunden, um bspw. auf Basis von Vorkenntnissen oder Randbedingungen geeignete 
Datensätze zu selektieren oder neue Merkmale zu generieren. Sie sind entscheidend für die 
Plausibilisierung von Ergebnissen, insbesondere während der Phase des 
Datenverständnisses und der Modellevaluation. Das Bayessche Netzwerk stellt eine 
wesentliche methodische Unterstützung für diese Phase dar. Es repräsentiert eine 
Wissensdatenbank mit bereits identifizierten Ursachen-Wirkzusammenhängen, welche den 
Experten eine prozessübergreifende Betrachtungsweise auf die Produktion ermöglicht. Im 
Kontext des Gesamtkonzepts eines Qualitätsmanagementsystems (vgl. Abbildung 27) bildet 
das Bayessche Netzwerk darüber hinaus die zentrale Methode zur Fehler-Ursachen-Analyse 
und schafft mithilfe fundierter Erkenntnisse aus der Datenanalyse einen entscheidenden 
Mehrwert.  




Abbildung 54: Prozessablauf zur synergetischen Verknüpfung der Self-Service Data Analytics und des 
Bayesschen Netzwerkes. 
Die synergetische Verknüpfung der Self-Service Data Analytics und des Bayesschen Netz-
werkes sowie die essenzielle Rolle des Experten sollen mithilfe von Abbildung 54 verdeutlicht 
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repräsentiert den Anwender des Bayesschen Netzwerkes sowie der Self-Service Data Analy-
tics. Gemäß Abschnitt 4.1 ist er für den Aufbau einer initialen FMEA zuständig und repräsen-
tiert im Falle von Inkonsistenzen in der Expertenbewertung den Anwender des 
Empfehlungsalgorithmus. Die hieraus resultierenden Empfehlungen zur Anpassung des 
Fehlernetzwerkes sind von dem Experten zu plausibilisieren und gegebenenfalls in die FMEA 
iterativ einzupflegen. Ab Beginn einer Datenaufzeichnung kann der beschriebene Prozess 
durch die Self-Service Data Analytics unterstützt werden. Unter Verwendung von bspw. Kor-
relationsanalysen und Feature Importances können somit die von den Experten bewerteten 
Ursachen-Wirkzusammenhänge validiert und über den Produktionsanlauf hinweg erweitert 
werden. Auf diese Weise lassen sich auch die Ergebnisse des Empfehlungsalgorithmus plau-
sibilisieren. Das Alleinstellungsmerkmal des Prozessablaufes liegt insbesondere in der syner-
getischen Verknüpfung von Datenanalysemethoden und Expertenwissen. Demnach ist das 
Bayessche Netzwerk als aggregierte Wissensdatenbank zu betrachten, in welchem das pro-
zessübergreifende Domänenwissen hinterlegt ist. Es stellt eine zweckmäßige Methode dar, 
um die Experten bei der Durchführung einer Datenanalyse zu unterstützen. (KORNAS ET 
AL. 2019A) 
4.5.3 Zusammenfassung und kritische Gegenüberstellung der Anforderungen  
Die Identifizierung von Ursachen-Wirkzusammenhängen stellt die Voraussetzung einer Feh-
ler-Ursachen-Analyse dar. Die in Abschnitt 4.1 diskutierte Erweiterung einer FMEA repräsen-
tiert eine Möglichkeit, um Ursachen-Wirkzusammenhänge in der frühen Phase eines 
Produktionsanlaufes expertenbasiert zu erkennen. Als weiterer Ansatz ist ab Beginn der Da-
tenaufzeichnung auf Datenanalysemethoden zurückzugreifen, um Zusammenhänge fundiert 
nachzuweisen. Ein wesentliches Defizit etablierter Ansätze der Datenanalyse liegt darin, dass 
die Rolle des Experten und seine Interaktionen mit der Datenanalyse nicht ausreichend ge-
nutzt werden. Infolgedessen sind Ergebnisse oftmals in der Industrie nicht anwendbar. Um 
diesen Defiziten entgegenzuwirken, wurde die Self-Service Data Analytics eingeführt, welche 
ein expertengestütztes Konzept zur Datenanalyse bildet. Da insbesondere die Phase der Da-
tenvorbereitung durch viele Iterationsschritte charakterisiert ist, welche aus einem intensiven 
Austausch zwischen Experten und Data Scientist resultieren, stellt die Self-Service Data Ana-
lytics eine zweckmäßige Lösung dar. Sie zeichnet sich durch besondere Agilität aus, welche 
eine iterative und autarke Anpassung in jeder Prozessphase unterstützt. 
Ein weiteres Alleinstellungsmerkmal stellt die methodische Verknüpfung der zentralen Lö-
sungsbausteine (A41) dar, welche eine synergetische Verwendung der Self-Service Data Ana-
lytics mit dem Bayesschen Netzwerk ermöglicht. Dies unterstützt eine kontinuierliche 
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Verbesserung der Produkte und Prozesse (A42) während eines vollständigen Produktionsan-
laufes. Im Detail wird dabei das Ziel verfolgt, das Expertenwissen zu nutzen, um die Daten-
analyse zu unterstützen. Umgekehrt werden die Datenanalysen verwendet, um das 
Expertenwissen zu schärfen. Die Anforderung eines komplementären Erkenntnisgewinns 
(A16) wird dadurch vollständig erfüllt.  
Auch die Anforderung eines durch Experten gestützten Prozesses der Datenanalyse (A15) wird 
vollständig erfüllt. Auf Basis innovativer Methoden, wie Visual Analytics oder AutoML ist der 
Experte in der Lage den Prozess der Datenanalyse eigenständig und agil durchzuführen. Da-
bei kann er sein Vorwissen nutzen, um Einschränkungen zu berücksichtigen oder Ergebnisse 
zu plausibilisieren. Eine Eignung für komplexe Prozessketten (A13) wird dadurch erreicht, dass 
Machine-Learning-Methoden eine Identifizierung prozessübergreifender Zusammenhänge er-
möglichen. Sie repräsentieren darüber hinaus einen Ansatz zur feldorientierten Untersuchung 
(A14). Eine Nachvollziehbarkeit der Modelle und Interpretierbarkeit der Ergebnisse wird zudem 
mithilfe von Interpretationsmodellen ermöglicht. Mithilfe der flexiblen Auswahl von Datenquel-
len wird zudem die Anwendbarkeit gefördert. 
4.6 Implementierung 
Das übergeordnete Ziel der vorliegenden Forschungsarbeit liegt in der Entwicklung eines ex-
perten- und datenbasierten Qualitätsmanagementsystems, um den Ausschuss in einer Batte-
riezellenproduktion zu reduzieren (vgl. Abbildung 27). Das Konzeptbild der Arbeit lehnt sich an 
einen Qualitätsregelkreis an und basiert im Wesentlichen auf den drei bisher thematisierten 
zentralen Lösungsbausteinen: 
 KPI-System, 
 Bayessches Netzwerk und 
 Self-Service Data Analytics.  
Um eine kontinuierliche Produkt- und Prozessoptimierung während eines vollständigen Pro-
duktionsanlaufes zu erzielen, sind die drei Lösungsbausteine zu einem nachvollziehbaren Ge-
samtsystem zu verknüpfen und für die Fertigungsebene, die Fertigungsleitebene und das 
Entwicklungspersonal bereitzustellen. Aus diesem Grund wird in diesem Unterkapitel die pro-
totypische Implementierung des Qualitätsmanagementsystems diskutiert. Zusammen mit der 
in Kapitel 5 beschriebenen, exemplarischen Anwendung soll dadurch der Nachweis über die 
Durchführbarkeit des entwickelten Konzepts erbracht werden.  
Die Architektur der prototypischen Implementierung ist Abbildung 55 zu entnehmen.  
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Demnach ist eine Strukturierung auf drei Ebenen erkennbar, die sich wie folgt zusammenfas-
sen lässt:  
 Die Datenebene zeigt das Speicherungs-, Aufbereitungs-, und Bereitstellungskonzept 
der zu verwendeten Daten auf.  
 Die Logikebene greift auf die Daten zu und umfasst die Implementierung der disku-
tierten zentralen Lösungsbausteine.  
 Die Visualisierungsebene stellt die grafische Benutzeroberfläche dar, um eine Inter-
aktion mit dem Anwender zu ermöglichen. 
Nachfolgend wird die Implementierung der genannten Ebenen anhand der in Abbildung 55  
dargestellten Elemente im Detail diskutiert.  
4.6.1 Datenebene 
Das Data Warehouse bildet eine Schlüsselkomponente der Datenebene.  
Wie Abbildung 55 zu entnehmen ist, werden hierbei heterogenen Datenquellen aggregiert und 
in einer geeigneten Struktur für eine weitere Analyse bereitgestellt. Nach JUNG & WINTER ist 
ein Data Warehouse definiert als „[…] subjektorientierte, integrierte und zeitorientierte […] 
Sammlung von Daten“ (JUNG & WINTER 2000, S. 4). In Bezug auf die Batteriezellenproduktion 
liegt das Ziel des Data Warehouse darin, eine prozessübergreifende Sicht einer jeden Batte-
riezelle zu erhalten. Deshalb lehnt sich die Struktur an der in Tabelle 4-4 aufgezeigten Daten-
matrix an. Jede Batteriezelle (charakterisiert durch eine ID-Nummer) entspricht dabei einer 
Zeile der Matrix. Die Eigenschaften von Prozesskettenelementen eines jeden Prozessschrit-
tes, wie bspw. die verbaute Anodenlänge eines Wickelprozesses, werden in den Spalten ab-
gebildet. Eine solche Datenstruktur erhöht die Interpretierbarkeit und vereinfacht die in 
Abschnitt 4.6.2 diskutierte Entwicklung der Logikebene. Die technische Umsetzung des Data 
Warehouse erfolgt mithilfe von Microsoft Azure Cloud auf Basis von SQL. Ein Schwerpunkt 
liegt dabei in der Ansprechgeschwindigkeit und der Verfügbarkeit der Datenbank, sodass eine 
dynamische Nutzung gewährleistet werden kann, welche bspw. Ad-hoc-Anfragen ermöglicht. 
Ein solches Datensicherungskonzept kann als „Hot Storage“ bezeichnet werden. Die Bezeich-
nung soll dabei die Echtzeitanwendung der Datenbank unterstreichen. Im Gegensatz dazu 
beschreibt ein „Cold Storage“ die Speicherung von Daten, auf welche selten zugegriffen wird 
(LEVANDOSKI ET AL. 2013 - 2013, S. 27). Im Weiteren sei für detaillierte Informationen zu Be-
reitstellungs- und Integrationskonzepten von Datenbank im Kontext von Fertigungsprozessen 
auf die Arbeit von GRÖGER verwiesen (GRÖGER 2015). 
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Einen Eingang in das Data Warehouse bilden zunächst Begin-of-Line-Daten. Diese beschrei-
ben Eingangsproduktmerkmalen, welche bspw. aus einer chemischen Analyse resultieren. Die 
qualitätsrelevanten Informationen werden auf Basis eines ETL-Prozesses (englisch für 
„Extract, Transform, Load“) aus vorliegenden XLS-Dateien entnommen, transformiert und in 
dem Data Warehouse hinterlegt.  
Auch die Daten der Produktion, welche die Eigenschaften von Prozesskettenelementen so-
wie Informationen der technischen Gebäudeausrüstung abbilden, werden mithilfe eines ETL-
Prozesses verarbeitet. Die Produktionsdaten liegen in einem Data Lake vor, welcher im Ge-
gensatz zum Data Warehouse, eine heterogene Datenbankstruktur aufweist (JOHN & 
MISRA 2017, S. 43). Der Data Lake basiert auf Apache Hadoop, einer Softwaretechnik der 
Firma Hortonworks. Die lückenlose Rückverfolgbarkeit der Produktionshistorie mithilfe eines 
ETL-Prozesses stellt eine besondere Herausforderung der Batteriezellenproduktion dar. Dies 
kann damit begründet werden, dass sich die Batteriezellenproduktion durch konvergierende 
und divergierende Materialströme auszeichnet und diskontinuierliche sowie kontinuierliche 
Produktionsverfahren beinhaltet (THOMITZEK ET AL. 2018, S. 347; SCHÖNEMANN 2017, S. 68). 
Die Herausforderungen sollen mithilfe von Abbildung 56 verdeutlicht werden.  
 
 
Abbildung 56: Schematische Abbildung des Materialstroms einer Batteriezellenproduktion (in Anleh-
nung an SCHÖNEMANN 2017, S. 70). 
Demnach spiegelt der Prozess des Mischens ein diskontinuierliches Produktionsverfahren wi-
der. Die hierbei hergestellten Pasten werden auf unterschiedliche Beschichtungsanlagen ver-
teilt, was einem divergierenden Materialstrom entspricht. Der Beschichtungsprozess stellt ein 
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den der hierbei hergestellten Elektrodenbahnen in Tochterelektroden. Aufgrund von Qualitäts-
schwankungen im Misch- und Beschichtungsprozess ist die Zuordnung der Tochterelektroden 
zur Elektrodenbahn von großer Relevanz. Die Zuordnung wird allerdings durch die komplexen 
Materialströme erschwert. Eine weitere Herausforderung in der Auslegung eines ETL-Prozes-
ses können Variationen im Produktionsablauf darstellen, wie am Beispiel des Nachfüllprozes-
ses verdeutlicht werden soll. Es lässt sich ableiten, dass die in der Batteriezellenproduktion 
vorliegenden konvergierender und divergierender Materialströme sowie diskontinuierliche und 
kontinuierliche Produktionsverfahren zu starken Variationen in der Produktqualität führen kön-
nen. Um die qualitätsrelevanten Einflüsse des Fertigungsprozesses im Rahmen einer Daten-
analyse zu identifizieren, ist eine lückenlose Rückverfolgbarkeit mithilfe eines geeigneten ETL-
Prozesses zwingend erforderlich.  
Aufgrund der Vielzahl an qualitätsrelevanten Prozesskettenelementen ist allerdings davon 
auszugehen, dass mögliche Fehlerbilder auf Basis der Daten nicht vollständig erfasst werden 
können. Um die Reichweite in der Qualitätsprüfung zu vergrößern, kann, wie in Unterkapitel 
4.3 beschrieben, auf subjektive Qualitätsprüfungen zurückgegriffen werden. Eine verein-
heitlichte Fehlerbeschreibung ist dabei zwingend erforderlich, damit die erfassten Informatio-
nen der subjektiven Qualitätsprüfung auch für eine Datenanalyse verwendet werden können. 
Die Fehlerbeschreibung erfolgt deshalb mithilfe eines standardisierten Dokumentes, welches 
Tabelle 4-6 entnommen werden kann. Anhand definierter Kriterien können funktionale, pro-
zessuale oder konstruktive Fehler eindeutig beschrieben werden. Die Strukturierung unter-
stützt die maschinelle Lesbarkeit, sodass eine Anbindung an das Data Warehouse gefördert 
und eine Verarbeitung der Informationen im Rahmen der Datenanalyse ermöglicht wird.  
 
Tabelle 4-6: Vereinheitliche Fehlerbeschreibung für subjektive Prüfmethoden. 
Zellen-ID Zeitpunkt Fehlerbezeichnung Fehlerkomponente Fehlerort Fehlerbeschreibung 
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End-of-Line-Daten resultieren aus dem Vorladen (im Englischen als Precharge bezeichnet), 
der Formierung oder der Zyklisierung. Das Vorladen und die Formierung stellen den erste 
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Lade- und Entladezyklus dar, in welchem die elektrochemischen Eigenschaften von Batterie-
zellen ausgebildet werden (YOSHIO 2009, S. 192 ff.). Das Zyklisieren dient der Bewertung der 
Lebensdauer (LEUTHNER 2013, S. 18). In beiden Fällen liegt eine kontinuierliche Messung der 
Spannung und des Stromes über den Zeitverlauf vor. Auch hier ist ein umfangreicher ETL-
Prozess notwendig, um aus den Kurvenverläufen die qualitätsrelevanten Informationen einer 
Batteriezelle zu ermitteln. Zu diesen zählen bspw. Kapazität, Spannung, innerer Widerstand 
oder auch ein möglicher Spannungsabfall, welcher während der Zyklisierung identifiziert wer-
den kann (SCHMIDT 2013, S. 66 ff., KAMPKER ET AL. 2013, S. 245). 
Das Produkt- und Prozessmodel ist als eine strukturierte Datenablage produkt- und prozess-
spezifischer Informationen zu betrachten. Es bildet einen Eingang in das KPI-System sowie 
die Self-Service Data Analytics. Die technische Umsetzung erfolgt ebenfalls mithilfe einer 
Microsoft Azure Cloud.  
 
 
Abbildung 57: Produkt- und Prozessmodell der prototypischen Implementierung. 
Das Produkt- und Prozessmodell beinhaltet, wie Abbildung 57 verdeutlicht, zum einen das aus 
der FMEA resultierende Fehlernetzwerk, in welchem die Ursachen-Wirkzusammenhänge aller 
qualitätsrelevanten Prozesskettenelemente abgebildet sind (vgl. Abschnitt 4.1). Darüber hin-
aus werden A-priori-Wahrscheinlichkeiten 𝑃(𝑓𝑖) und Fehlerfolgewahrscheinlichkeiten 𝑝𝑖,𝑗 ab-
gelegt, mithilfe derer ein Bayessches Netzwerk vollständig beschrieben werden kann. Durch 
den Vektor 𝑐 lässt sich die Sicherheit einer Expertenaussage bei der Bewertung der Wahr-
scheinlichkeiten abbilden. Dieser Faktor ist entscheidend für die zielorientierte Bestimmung 
eines konsistenten Netzwerkes auf Basis der Optimierungsfunktion (vgl. Abschnitt 4.4.5). Die 
Produkt- und Prozessmodell
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Produktspezifikationen sind strukturiert abzulegen, da sie einen Eingang für das KPI-System 
bilden. Die Korrelationen werden dabei genutzt, um multivariate Prozessfähigkeitsindizes zu 
berechnen (vgl. Abschnitt 4.3.2). Die Betrachtung eines vollständigen Produktionsanlaufes for-
dert im Weiteren eine generische Auslegung des Produkt- und Prozessmodells. Aus diesem 
Grund werden hier unterschiedliche Produkt- und Prozesstypen berücksichtigt.  
Die Durchführung der FMEA erfolgt mithilfe der Software APIS IQ FMEA. Das Tool zeichnet 
sich durch hohe Flexibilität und Praxistauglichkeit aus, was eine Modellierung komplexer Pro-
zessketten unterstützt (WERDICH 2012, S. 114). Darüber hinaus können die Ergebnisse der 
FMEA-Bewertung im XML-Dateiformat (Extensible Markup Language) abgelegt werden. 
XML-Dateien stellen hierarchische Strukturen in Textformaten dar (STAUDEMEYER 2007, 
S. 161). Mithilfe eines ETL-Prozesses werden die zum Aufbau eines Bayesschen Netzwerkes 
benötigten Informationen aus der XML-Datei extrahiert. Die Extraktion bezieht sich im Detail 
auf: 
 die einzelnen Prozesskettenelemente und deren Ursachen-Wirkzusammenhänge  
 die Bewertungskennzahlen der Auftretenswahrscheinlichkeit 𝑊(𝑓𝑗) 
 die Fehlerfolgewahrscheinlichkeit 𝑝𝑖,𝑗. 
Da, wie in Abschnitt 4.1 beschrieben, die Kennzahl der Auftretenswahrscheinlichkeit 𝑊(𝑓𝑗) in 
eine A-priori-Wahrscheinlichkeit 𝑃(𝑓𝑖)  zu übersetzten ist, wird zudem auf eine Überset-
zungstabelle zurückgegriffen. Inhaltlich ist diese mit Tabelle 4-3 gleichzusetzen. 
Einen weiteren Eingang in das Produkt- und Prozessmodell bilden Produkt- und Prozess-
spezifikationen. Wie in Abschnitt 4.5.1 thematisiert, kann die Bestimmung von Spezifikations-
grenzen oder Ausreißern mithilfe ausgewählter Methoden der Visual Analytics in der Phase 
des Datenverständnisses unterstützt werden. Die Produkt- und Prozessspezifikationen resul-
tieren somit aus der Self-Service Data Analytics. 
Damit die im Baysschen Netzwerk identifizierten Ursachen-Wirkzusammenhänge synerge-
tisch mit der Datenanalyse genutzt werden können, muss gewährleistet sein, dass die Be-
zeichnungen von Prozesskettenelementen und deren Eigenschaften einheitlich sind. Erst 
dadurch kann eine zielführende Verknüpfung daten- und expertenbasierter Ansätze erfolgen. 
Aus diesem Grund wird auf eine Nomenklatur der Prozesskettenelemente zurückgegriffen, 
in welcher die Bezeichnungen von Prozesskettenelementen festgelegt sind.  
Wie in Abschnitt 4.6.2 thematisiert wird, beinhaltet die prototypische Implementierung neben 
der Umsetzung der zentralen Lösungsbausteine auch eine Produktionsübersicht. Um die Pra-
xistauglichkeit der Produktionsübersicht für die Anwender zu fördern, können unterschiedliche 
Nutzerprofile mithilfe einer XLS-Datei frei konfiguriert werden. 
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Die Produktionsplanungsübersicht dient der operativen Gestaltung des gesamten Produk-
tionsprozesses einer Batteriezellenfertigung. Die darin enthalten Informationen bilden einen 
Eingang für die Produktionsübersicht und werden genutzt, um bspw. Ausschüsse an den ein-
zelnen Prozesskettenabschnitten zu bestimmen. Die Inhalte dieser Liste lassen sich wie folgt 
zusammenfassen:  
 Auftragsübersicht (Sollwert der herzustellenden Produkte) 
 Spezifizierung der Prozessschritte (Abbildung des Materialflusses und Beschreibung 
der Prozesse) 
 Projektbezeichnungen (Spezifizierung von Chargen, welche bspw. im Rahmen einer 
Prototypenproduktion hergestellt werden). 
4.6.2 Logik- und Visualisierungsebene 
Im Zentrum der Logikebene steht die Verarbeitung der beschriebenen Daten mithilfe der ent-
wickelten Lösungsbausteine. Aufbauend auf der Logikebene repräsentiert die Visualisierungs-
ebene den Benutzerzugriff auf die Lösungsbausteine. Die Implementierung der Logik- und 
Visualisierungsebene erfolgt mithilfe der Open-Source-Programmiersprache R. Im Folgenden 
werden die wesentlichen Eigenschaften und Schwerpunkte der Programmiersprache darge-
stellt: 
 Programmierparadigma: Die Programmiersprache ist auf statistische Problemstellun-
gen ausgerichtet (OHRI 2018, S. 9). Dies spiegelt sich in den zahlreichen verfügbaren 
Paketen sowie in der Programmier- und Datenstruktur wider (PATHAK 2014, S. 2). 
Dadurch wird eine Implementierung der geforderten Methoden, wie bspw. Bayesscher 
Netzwerke, begünstigt.  
 Anbindung: Es wird eine Vielzahl von Schnittstellen zu anderer Software bzw. anderen 
Dateiformaten und Datenbanken breitgestellt. Das ermöglicht den Zugriff auf die er-
wähnte Microsoft Azure Cloud, XLS- und XLM-Dateien. (GLEICH ET AL. 2017, S. 175) 
 Datenanalyse: Es lassen sich verschiedene deskriptive und Machine-Learning-Metho-
den implementieren (HOLLAND & KARTER 2019, S. 8). 
 Visualisierungen: Es wird eine schnelle und flexible Erstellung von Grafiken ermög-
licht. So lassen sich auch komplexe Zusammenhänge, wie bspw. ein gerichteter azyk-
lischer Graph eines Bayesschen Netzwerkes, mithilfe geeigneter Pakete abbilden (vgl. 
WICKHAM 2016). Darüber hinaus unterstützt R die Erstellung und Erweiterung multiva-
riater Darstellungen, welche bspw. für das KPI-System oder die Self-Service Data 
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Analytics gefordert werden (HOLLAND & KARTER 2019, S. 9). Es lassen sich insbeson-
dere mithilfe des Paketes Shiny interaktive, responsive und webbasierte Visualisierun-
gen programmieren (SIEVERT 2020, S. 17).  
Die in Abbildung 55 dargestellten Elemente der Logik- und Visualisierungsebene sowie deren 
Verknüpfungen zur Datenebene werden nachfolgend im Detail erläutert.  
Um der Anforderung an einen Produktionsanlauf gerecht zu werden, berücksichtigt das KPI-
System unterschiedliche Losgrößen. Während die Produktion im Labormaßstab oder der Pro-
totypenbau einer Batteriezellenfertigung durch kleine Stückzahlen charakterisiert ist, zielt eine 
Pilotlinie darauf ab, die Prozessfähigkeit eines spezifizierten Zelldesigns mithilfe größerer 
Stückzahlen nachzuweisen. Eine Differenzierung der unterschiedlichen Losgrößen erfolgt in 
den Registern „Betrachtungsumfang Batteriezelle“, „Betrachtungsumfang Charge“ und „Mul-
tivariates Kennzahlensystem“. Abbildung 58, Abbildung 59 und Abbildung 60 bilden die proto-
typische Implementierung der genannten Register mithilfe des R-Paketes Shiny ab.  
Im Betrachtungsumfang Batteriezelle erfolgt eine Beurteilung einzelner Produkte auf Basis 
gemessener Eigenschaften. In Abbildung 58 ist die prototypische Implementierung des Regis-
ters dargestellt. Es wird ein Ausschnitt einer Batteriezellenproduktion abgebildet, welchem die 
absoluten Werte der jeweiligen Eigenschaften eines Prozessschrittes zu entnehmen sind. Dar-
über hinaus können Referenzwerte von bspw. Absicherungskampagnen genutzt werden, um 
eine Vergleichbarkeit zu ermöglichen. 
 
 
Abbildung 58: Ausschnitt der prototypischen Implementierung für den Betrachtungsumfang einzelner 
Batteriezellen.  
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Sofern eine Charge von Batteriezellen vorliegt, kann mithilfe der in Abschnitt 4.3.1 diskutierten 
univariaten Prozessfähigkeitsindizes im Register Betrachtungsumfang Charge eine statis-
tisch signifikante Aussage über die Qualität getroffen werden. Wie in Abbildung 59 dargestellt, 
wird bspw. der 𝑐𝑝𝑘 für den Prozessschritt „Jelly Roll pressen“ auf Basis von 46 Batteriezellen 
berechnet. Für ausgewählte Eigenschaften kann eine Bewertung auch auf Basis des totalen 




Abbildung 59: Ausschnitt der prototypischen Implementierung für den Betrachtungsumfang  
einer Charge. 
Das multivariate Kennzahlensystem aus Abschnitt 4.3.2 erlaubt Prozessketten mit einer 
Vielzahl an Ursachen-Wirkzusammenhängen aggregiert darzustellen. Mithilfe der Abbildung 
60 soll das Prinzip des Kennzahlensystems verdeutlicht werden. Zu erkennen sind dabei die 
Einflüsse auf das Gesamtgewicht der Batteriezellen. Mithilfe von Pfeilen werden die Beziehun-
gen zwischen den betrachteten Elementen aufgezeigt. Diese kaskadenähnliche Darstellungs-
form ermöglicht eine aggregierte Abbildung der qualitätsrelevanten Eigenschaften. In dem 
dargestellten Beispiel wird auf die Darstellung konkreter Werte der einzelnen Prozessfähig-
keitsindizes verzichtet. Eine Anwendung der Methode und eine Diskussion der Prozessfähig-
keitsindizes im Kontext der Batteriezellenproduktion ist der Arbeit von KORNAS ET AL. zu 
entnehmen (KORNAS ET AL. 2019B, S. 79‑80). Es sei hervorzuheben, dass die Methode die 
Kenntnis über Korrelationen zwischen Prozesskettenelementen voraussetzt und sich deshalb 
ausschließlich für einen fortgeschrittenen Produktionsanlauf eignet, in welchem eine hohe Da-
tenqualität vorliegt. Die zum Aufbau des Kennzahlensystems benötigten Korrelationen und 
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Toleranzgrenzen sind im Produkt-und Prozessmodel hinterlegt. Zur kontinuierlichen Überwa-
chung der Prozessfähigkeitsindizes im Betrachtungsumfang der Chargen oder des multivaria-
ten Kennzahlensystems werden im Rahmen der prototypischen Implementierung auch 
Qualitätsregelkarten bereitgestellt.  
 
 
Abbildung 60: Ausschnitt eines multivariaten Kennzahlensystems in Anlehnung an 
KORNAS ET AL. 2019B, S. 80. 
Das auf der FMEA-basierte Bayessche Netzwerk dient einer zielorientierten Fehler-Ursa-
chen-Analyse. Inferenzen stellen ein wesentliches Alleinstellungsmerkmal dieser Methode 
dar. Mithilfe von Inferenzen lassen sich Fehlerursachen unter Berücksichtigung identifizierter 
Fehlerbilder priorisieren. In dieser Priorisierung liegen auch die in Abschnitt 4.4.6 diskutierten 
unbekannten Ursachen vor, welche auf Basis von Leak-Nodes quantifiziert werden können. 
Es sei hervorzuheben, dass die Bayessche Statistik neben dem Rückschluss von Wirkungen 
auf Ursachen auch den Rückschluss von Ursachen auf Wirkungen ermöglicht. Ausgehend von 
identifizierten Fehlerbildern kann so eine Priorisierung der Fehlerauswirkungen errechnet wer-
den. Die prototypische Implementierung der Fehler-Ursachen-Analyse ist Abbildung 61 und 
Abbildung 63 zu entnehmen. Betrachtet wird hierbei eine Batteriezelle, welche den Fehler „He-
liumdichtigkeitstest – Leckrate ist zu hoch“ aufweist. In dem dargelegten Beispiel ist darüber 
hinaus bekannt, dass der Fehler „Heliumdichtigkeitstest – Terminals sind undicht“ nicht aufge-
treten ist. Diese Information stellt eine weitere Evidenz im Bayesschen Netzwerk dar. Auf Basis 
des Fehlerbildes und der Evidenz erfolgt eine automatisierte Inferenzdurchführung, welche 
Multivariates Kennzahlensystem
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eine Priorisierung von Fehlerursachen und Fehlerauswirkungen liefert. Wie in Abbildung 61 
dargestellt, werden hierbei auch die unbekannten Ursachen errechnet. Diese repräsentieren 
eine mathematisch quantifizierbare Erkenntnislücke. Um die Berechnungszeit der Inferenz-
durchführung zu reduzieren und somit die Anwendbarkeit zu fördern, wird in der protypischen 
Implementierung ein Simulationsansatz auf Basis des Likelihood-Weighting-Algorithmus ver-
wendet (vgl. Abschnitt 4.4.4). Die Genauigkeit der Ergebnisse sowie die Dauer der Berech-
nung sind dabei skalierbar und lassen sich über die Anzahl an Simulationsdurchgängen 
steuern (KIRCHHOF ET AL. 2020).  
 
 
Abbildung 61: Prototypische Implementierung der Fehler-Ursachen Analyse (KIRCHHOF ET AL. 2020). 
Durch die in Abbildung 61 beschriebenen Ebenen (vgl. Spalte 2) wird die Ausprägungsform 
einer Ursache oder Wirkung beschrieben. Eine Ausprägungsform der Ebene 1 stellt gemäß 
Abbildung 62 einen direkten Ursachen-Wirkzusammenhang dar. Durch die Ebenenanzahl 2, 
3, etc. wird erkenntlich gemacht, dass Wirkungen oder Ursachen eine prozessübergreifende 
Ausprägungsform besitzen. Möchte ein Experte bspw. die direkten Auswirkungen eines Feh-
lers angezeigt bekommen, um proaktiv in den nächsten Prozessschritt einzugreifen, kann er 
hierfür die im Prototypen implementierte Filterfunktion verwenden.  




Abbildung 62: Ausprägungsformen von Ursachen-Wirkzusammenhängen 
Im Weiteren ist in der prototypischen Implementierung auch eine Visualisierung des 
Bayesschen Netzwerkes vorhanden. Für das zuvor beschriebene Beispiel ergibt sich der, in 
Abbildung 63 dargestellte gerichtete azyklische Graph. Aus Gründen der Übersichtlichkeit sind 
in dem Graphen lediglich die direkten Ursachen und Wirkungen mit der Ausprägungsform der 
Ebene 1 abgebildet.  
 
 
Abbildung 63: Prototypische Implementierung eines visualisierten Bayesschen Netzwerkes. 
Fehler 
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In der prototypischen Implementierung werden mehrere interaktive Möglichkeiten bereitge-
stellt, um Fehlerbilder und Evidenzen zu selektieren. Eine Dropdown-Liste bietet die Option 
der manuellen Eingabe. Darüber hinaus kann ein schrittweises Ergänzen von Evidenzen über 
die Aus- oder Abwahl der angezeigten Ursachen und Wirkungen erfolgen. Eine Aus- oder Ab-
wahl kann dabei direkt im Bayesschen Netzwerk (vgl. Abbildung 63) oder auf Basis der Ein-
träge priorisierter Fehlerursachen bzw. -wirkungen stattfinden (vgl. grünes Häkchen bzw. rotes 
Kreuz in Abbildung 61). Auf diese Weise kann der Detailgrad eines Fehlers, ähnlich zu einem 
Drilldown, erhöht werden (vgl. VMDA 66412-1). Die beschriebenen Möglichkeiten unterstützen 
einen responsiven Aufbau Bayesscher Netzwerke und fördern den Verständnisgewinn. Insbe-
sondere bei komplexen Fehlernetzwerken werden fach- und prozessübergreifende Ursachen-
Wirkzusammenhänge für Anwender verdeutlicht. Eine manuelle Auswahl von Fehlerbildern 
und Evidenzen durch Experten ist insbesondere für die Anfangsphase eines Produktionsan-
laufes bereitzustellen, in welcher aufgrund unzureichender Daten nur subjektive Prüfmethoden 
vorliegen. Mit Beginn einer Datenaufzeichnung können die im KPI-System identifizierten 
Fehlerbilder und Evidenzen genutzt werden, um ein Bayessches Netzwerk für ausgewählte 
Batteriezellen-IDs automatisch aufzubauen.  
Es sei zu ergänzen, dass bei dem Aufbau des Bayesschen Netzwerkes auch zwangsläufig 
eine Konsistenzprüfung stattfindet. Sollten Inkonsistenzen im Bayesschen Netzwerk vorzufin-
den sein, ist auf Basis des implementierten Empfehlungsalgorithmus eine Anpassung durch-
zuführen.  
Um neben dem Baysschen Netzwerk, welches einen expertenbasierten Ansatz darstellt, fun-
dierte Erkenntnisse über Ursachen-Wirkzusammenhänge auf Basis einer Datenanalyse zu er-
halten, kann auf die Self-Service Data Analytics zurückgegriffen werden. Die Grundlage der 
Self-Service Data Analytics bildet das Data Warehouse, mithilfe dessen ein Zugriff auf alle 
qualitätsrelevanten Informationen ermöglicht wird. Die einzelnen Phasen des Self-Service 
Data Analytics spiegeln sich in den Registern der Visualisierungsebene wider. Die Datense-
lektion dient einer ersten Eingrenzung des Datensatzes und erfolgt mithilfe einer geeigneten 
Schnittstelle am Data Warehouse. In der darauffolgenden Phase des Datenverständnisses 
stehen Methoden der Visual Analytics im Vordergrund. Der Anlauf einer Batteriezellenproduk-
tion fordert die Vergleichbarkeit von Produkt- und Prozesseigenschaften. Um dem gerecht zu 
werden, umfasst die prototypische Implementierung eine Vielzahl multivariater Darstellungen. 
Abbildung 64 stellt exemplarisch eine Korrelationsanalyse zweier Produkt- bzw. Prozesstypen 
dar. Produkt- und Prozesstypen können anhand unterschiedlicher Filterkriterien spezifiziert 
werden. Zu diesen zählen Projektbezeichnung, chemische Eigenschaften und Herstellungs-
zeitpunkt. 




Abbildung 64: Prototypische Implementierung einer Korrelationsanalyse als Teil der Phase des Daten-
verständnisses.  
Die Datenvorbereitung repräsentiert das dritte Register der Self-Service Data Analytics und 
beinhaltet alle Schritte, um den finale Datensatz für die weitere Modellierung vorzubereiten. In 
dem Schritt der Datentransformation lassen sich bspw. neue Merkmale auf Basis des Exper-
tenwissens generieren. Des Weiteren wird, wie in Abbildung 65 dargestellt, ein interaktives 
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Histogramm bereitgestellt, mithilfe dessen Ausreißer, Spezifikationsgrenzen und Zielwerte be-




Abbildung 65: Prototypische Implementierung eines Histogramms zur Festlegung von 
Spezifikationen.  
Das Ziel der Modellierung liegt in der Berechnung von Feature Importances, welche den re-
lativen Einfluss von Eingangsgrößen auf eine ausgewählte Zielgröße repräsentieren. Die Be-
rechnung erfolgt auf Basis von AutoML. Mithilfe von AutoML können Maschine Learning 
Methoden ohne umfangreiche Programmierkenntnisse von Experten flexibel angewendet wer-
den (vgl. Abschnitt 4.5.1). Die technische Umsetzung von AutoML erfolgt mithilfe des Open 
Source Paketes H2O.ai, welches die in Unterkapitel 4.5 diskutierten Anforderungen abdeckt. 
Die Anwendung der Modellierung wird in Abbildung 66 verdeutlicht. Demnach kann der zu 
analysierende Datensatz mithilfe zweier Filterfunktionen („Projektbezeichnung“ und „Chargen-
nummer“) selektiert werden. Im Folgenden sind die Eingangsgrößen, die Zielgröße und eine 
Experimentbezeichnung festzulegen. Mithilfe der Trainingszeit erfolgt eine Gewichtung der 
Modellgenauigkeit und Interpretierbarkeit. Das bedeutet, dass bei der Auswahl einer kurzen 
Trainingszeit auf simple Modelle, wie bspw. lineare Regressionen oder Entscheidungsbäume, 
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zurückgegriffen wird. Die Auswahl simpler Modelle geht oft mit einer hohen Interpretierbarkeit 
und geringer Modellgenauigkeit einher (vgl. MURDOCH ET AL. 2019, S. 2 und SCHNELL ET 
AL. 2019, S. 364). Eine Selektion unterschiedlicher Modelle auf Basis der Trainingszeit erfolgt 
innerhalb des Pakets von H2O.ai.  
 
 
Abbildung 66: Prototypische Implementierung der Modellierung auf Basis von AutoML.  
Nach erfolgreicher Modellierung werden die Ergebnisse in einem Dokument abgelegt. Auf 
diese Weise können auch vergangene Experimente jederzeit abgerufen werden, um bspw. als 
Referenz für weitere Analysen zu dienen (vgl. Auswahlfeld „Laden eines Experimentes“). Es 
lässt sich zusammenfassen, dass die beschriebenen Funktionen der Self-Service Data Analy-
tics darauf ausgelegt sind, die Experten in den Prozess der Datenanalyse zu integrieren. Auf 
diese Weise kann der Experte sein eigenes Vorwissen bzw. die Ergebnisse des Bayesschen 
Netzwerkes nutzen, um die Datenanalyse zu optimieren und Ergebnisse zu plausibilisieren. 
Umgekehrt kann mithilfe der Datenanalyse das beschriebene Bayessche Netzwerk verifiziert 
werden.  
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Neben der Umsetzung der zentralen Lösungsbausteine findet sich in der prototypischen Im-
plementierung auch eine Produktionsübersicht wieder. Diese stellt ein Dashboard dar, in 
welchem Informationen für unterschiedliche Anwender bereitgestellt werden. Mithilfe von Nut-
zerprofilen lassen sich die einzelnen Register personalisieren. So kann die Produktionsüber-
wachung auf Basis aktueller Produktionszahlen und Ausschüsse eine Ansicht für die 
Unternehmenssteuerung präsentieren. Eine detaillierte Darstellung der einzelnen Produkti-
onsschritte kann Entwickler und Anlagebediener unterstützen. Darüber hinaus stellt die Pro-
duktionsübersicht eine Möglichkeit zur automatisierten Erstellung von EoL-Protokollen (End-
of-Line) bereit und bietet eine Schnittstelle für den Datenexport. 
Damit das implementierte experten- und datenbasierte Qualitätsmanagementsystem als dy-
namisches Entscheidungsunterstützungssystem verwendet werden kann, wird ein webbasier-
ter Zugriff auf Basis eines Servers (Client-Server-Modell) bereitgestellt (vgl. THIENEN 2013, S. 
5 ff.). Hierdurch lässt sich die prototypische Implementierung per Webbrowser mobil auf un-
terschiedlichen Endgeräten nutzen.  
4.6.3 Zusammenfassung und kritische Gegenüberstellung der Anforderungen  
Um eine kontinuierliche Produkt- und Prozessoptimierung während eines vollständigen Pro-
duktionsanlaufes zu erzielen, wurden die drei zentralen Lösungsbausteine KPI-System, 
Bayessches Netzwerk und Self-Service Data Analytics im Rahmen der prototypischen Imple-
mentierung zu einem Gesamtsystem verknüpft. Eine Strukturierung erfolgt dabei anhand einer 
Daten-, Logik- und Visualisierungsebene.  
Mithilfe der prototypischen Implementierung konnte ein Nachweis über die Praxistauglichkeit 
des Gesamtkonzepts (A44) erbracht werden. Aufgrund der hohen Anwendbarkeit des Bayess-
chen Netzwerkes und der Self-Service Data Analytics sind Fertigungsebene, Fertigungsleit-
ebene und Entwicklungspersonal (A17) in der Lage, eine Datenanalyse oder Fehler-Ursachen-
Analyse eigenständig durchzuführen und dadurch Iterationszeiten zu reduzieren. Die Nach-
vollziehbarkeit des Gesamtkonzepts (A45) wird durch einen systematischen Ablauf, eine einfa-
che Durchführbarkeit und klare Gliederung der einzelnen Register erzielt. Aus Sicht der 
Experten bzw. Entscheidungsträger fördert dies die Akzeptanz und das Vertrauen in die ver-
wendeten Methoden (CLEFF 2015, S. 13). Die Praxistauglichkeit wird insbesondere auch durch 
die Datenarchitektur unterstützt, welche eine Echtzeitanwendung der diskutierten Methoden 
ermöglicht. Des Weiteren wird auch die Anforderung an eine Wissensdatenbank (A43) erfüllt, 
da mithilfe des Produkt- und Prozessmodells Ursachen-Wirkzusammenhänge strukturiert und 
aktualisierbar abgelegt werden können. Ausgehend von einer kleinen Wissensbasis zu Beginn 
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eines Produktionsanlaufes bis hin zur Serienproduktion ist die Skalierbarkeit (A18) dieser Wis-
sensdatenbank gegeben.  
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5 Exemplarische Anwendung  
Im Folgenden werden die entwickelten zentralen Lösungsbausteine an einem Fallbeispiel ver-
deutlicht. Zusammen mit der zuvor beschriebenen prototypischen Implementierung soll 
dadurch eine Validierung des entwickelten Konzepts erfolgen.  
Die exemplarische Anwendung des Qualitätsmanagementsystems erfolgte im BMW Group 
Kompetenzzentrum für Batteriezellen. Im Fallbeispiel wird die Prototypenproduktion prismati-
scher Lithium-Ionen-Batteriezellen betrachtet, welche einen Teil des Produktionsanlaufes bil-
det. In Unterkapitel 5.1 erfolgt zunächst eine Vorstellung des im Fallbeispiel diskutierten 
Prozesskettenabschnittes. Anhand eines hierbei festgestellten Fehlers wird nachfolgend die 
Anwendung des in der vorliegenden Arbeit entwickelten Qualitätsmanagementsystems ver-
deutlicht. Die Anwendung erfolgte in Anlehnung an das Konzept aus Abbildung 27 in den fol-
genden Schritten:  
 Qualitätsprüfung auf Basis des KPI-Systems zur Identifizierung des Fehlers (Unterka-
pitel 5.2) 
 Aufbau des Bayesschen Netzwerkes auf Basis einer FMEA (Unterkapitel 5.3),  
welche die Grundlage einer zielorientierten Fehler-Ursachen-Analyse bildet (Unterka-
pitel 5.4) 
 Identifikation weiterer Ursachen-Wirkzusammenhänge auf Basis der Self-Service Data 
Analytics (Unterkapitel 5.5) 
5.1 Vorstellung des betrachteten Prozesskettenabschnittes 
Der im Fallbeispiel betrachtete Prozesskettenabschnitt lässt sich Abbildung 67 entnehmen. 
Demnach liegt der Fokus auf den Bereichen der Zellassemblierung und Zellaktivierung. Die 
Bereiche zeichnen sich durch 14 konsekutive Schritte aus, beginnend mit einer Materialprü-
fung der Anoden- und Kathodenbahnen und endend mit der Formierung der Batteriezellen. 
Betrachtet wird dabei ein Zelltyp mit einheitlichem Elektrodenmaterial. Um einen Wasserein-
trag und eine Kontamination durch Partikel in den Zellmaterialien zu vermeiden, findet die Zel-
lassemblierung in einem Trockenraum mit Reinraumanforderungen statt (SIMON 2013, 
S. 251).  
 




Abbildung 67: Darstellung des im Fallbeispiel betrachteten Prozesskettenabschnittes.  
5.2 Qualitätsprüfung  
Die Qualitätsprüfung, welche im Fallbeispiel diskutiert wird, erfolgte im Betrachtungsumfang 
von Chargen. Da die Chargen eine Mindestlosgröße von 25 Batteriezellen aufwiesen, konnte 
für die Bewertung auf die Prozessfähigkeitsindizes 𝑐𝑝𝑘  bzw. 𝑐𝑝𝑚𝑘  zurückgegriffen werden. 
Qualitätsregelkarten stellten das wesentliche Instrument zur Überwachung des Prozessver-
laufes dar. Diese stützen sich, wie Abschnitt 2.2.5 erläutert, auf Grenzen, aus denen sich wie-
derum Handlungsregeln ableiten ließen (LINß 2013, S. 306 ff.). Die Grenzen und die 
dazugehörigen Handlungsregeln wurden im Vorfeld mit Experten für die Anwendung einer 
Prototypenproduktion wie folgt definiert: 
 Untere Warngrenze – der Prozess ist mit erhöhter Aufmerksamkeit zu beobachten. 
 Untere Eingriffsgrenze – es wird eine Untersuchung des Prozesses empfohlen.   
 Untere Mindestgrenze – der Prozess weist ungenügende Qualität auf und ist zu 
unterbrechen.  
Alternativ wäre auch eine Berechnung dieser Grenzen möglich (vgl. LINß 2013, S. 309). 
Abbildung 68 verdeutlicht die im Fallbeispiel durchgeführte Qualitätsprüfung. Zu erkennen ist 
eine fehlerhafte Charge (Auftragsnummer 165011), die eine Qualitätsabweichung in der Ka-
pazität aufwies. Um auf die Ursachen des identifizierten Fehlerbildes zu schließen, fand eine 
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Abbildung 68: Qualitätsregelkarte als Teil des KPI-Systems zur Überwachung der Kapazität von pro-
duzierten Chargen.   
5.3 Aufbau des Bayesschen Netzwerkes  
Das Bayessche Netzwerk soll angewendet werden, um die Ursachen für die Kapazitätsabwei-
chung zu identifizieren. In dem vorliegenden Abschnitt wird zunächst der Aufbau des Bayess-
chen Netzwerkes für den betrachteten Prozesskettenabschnitt diskutiert. Die anschließende 
Anwendung des Bayesschen Netzwerkes wird in Unterkapitel 5.4 beschrieben.  
Die FMEA bildete die Grundlage für den Aufbau des Bayesschen Netzwerkes. Die Erstellung 
der FMEA erfolgte basierend auf den VDA Richtlinien (vgl. VDA Band 4) mithilfe der Software 
APIS IQ-FMEA. Der Aufbau des Fehlernetzwerkes wurde im Rahmen mehrerer moderierter 
Workshops mit Hilfe eines Expertenteams unterschiedlicher Fachbereiche durchgeführt.  
Das aufgestellte Fehlernetzwerk ist Abbildung 69 zu entnehmen. Fehlerknoten, wie bspw. 
„Elektrolytmenge außerhalb der Toleranz“ sind dabei durch farblich markierten Kästchen ge-
kennzeichnet. Die Verbindungslinien zwischen einzelnen Fehlerknoten repräsentieren Ursa-
chen-Wirkzusammenhänge. Das Fehlernetzwerk weist insgesamt 400 Fehlerknoten mit einer 
prozessübergreifenden Wirkung auf. Dies verdeutlichte die in der Batteriezelleproduktion vor-
liegende Komplexität. Darüber hinaus wurde beim Aufbau des Fehlernetzwerkes ersichtlich, 
dass die einzelnen Fehlerknoten bis zu 32 Elternknoten aufwiesen. Dies unterstrich die Not-
wendigkeit von Aggregierungsknoten, um bei der Durchführung von Inferenzen anwenderge-
rechte Berechnungszeiten zu erzielen. (KIRCHHOF ET AL. 2020) 




Abbildung 69: Initiales Fehlernetzwerk der Zellassemblierung und Zellaktivierung (aus KIRCHHOF ET 
AL. 2020). 
Das Fehlernetzwerk zeichnete sich durch eine Vielzahl von inkonsistenten Fehlerknoten aus, 
die sich über den gesamten Fertigungsprozess verteilten (vgl. Abbildung 70). So wiesen 121 
der insgesamt 423 Fehlerknoten widersprüchliche Expertenbewertungen in den Wahrschein-
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Fallbeispiel der Aufbau der FMEA, entgegen der in Abbildung 48 empfohlenen Vorgehens-
weise nicht prozessweise von dem beschriebenen Empfehlungsalgorithmus begleitet wurde. 
 
 
Abbildung 70: Initiales Fehlernetzwerk mit hervorgehobenen inkonsistenten Fehlerknoten.  
Im Weiteren wurde deutlich, dass es den Experten schwerfiel, Fehlerknoten mit mehreren El-
ternknoten zu bewerten (vgl. Abbildung 71). Dies korreliert mit den Untersuchungen von HAL-
FORD ET AL., wonach Menschen kognitiv nicht in der Lage sind, eine Vielzahl von Variablen 








Abbildung 71: Darstellung der inkonsistenten Fehlerknoten bezogen auf die Anzahl an Elternknoten. 
Obwohl die FMEA beim Aufbau nicht durch einen Empfehlungsalgorithmus begleitet wurde, 
wurde der Empfehlungsalgorithmus genutzt, um das inkonsistente Fehlernetzwerk nachträg-
lich zu korrigieren. Aufgrund der hohen Anzahl an Inkonsistenzen war eine Mehrfachanwen-
dung des Empfehlungsalgorithmus notwendig.  
Ein Vergleich zwischen dem initialen, inkonsistenten Fehlernetzwerk und dem durch den Emp-
fehlungsalgorithmus korrigierten Fehlernetzwerk soll mithilfe der Abbildung 72 a) und b) erzielt 
werden. In Abbildung 72 a) wird auf eine Darstellung der relativen Häufigkeit zurückgegriffen, 
da eine diskrete Änderung der Kennzahl der Auftretenswahrscheinlichkeit 𝑊(𝑓𝑖) vorlag. 
 
 
Abbildung 72: a) Relative Änderung der Kennzahlen der Auftretenswahrscheinlichkeiten; b) Relative 
Änderung der Fehlerfolgewahrscheinlichkeiten 𝑝𝑖,𝑗. 
Abbildung 72 b) zeigt die relative Änderung der Fehlerfolgewahrscheinlichkeit 𝑝𝑖,𝑗 mithilfe einer 
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wird lediglich auf 213 der insgesamt 423 Fehlerknoten Bezug genommen, da diese Elternkno-
ten besitzen und somit eine Inkonsistenz hervorrufen könnten. Es lässt sich ableiten, dass eine 
Vielzahl dieser 213 Fehlerknoten nach Verwendung des Empfehlungsalgorithmus unverän-
dert blieb. Die Auftretenswahrscheinlichkeit 𝑊(𝑓𝑖) wurde in den meisten Fällen erhöht und die 
Fehlerfolgewahrscheinlichkeit 𝑝𝑖,𝑗 verringert. Dies korreliert mit dem in Abschnitt 4.4.5 disku-
tierten Ansatz zur Reduzierung von Inkonsistenzen. Das korrigierte Bayessche Netzwerk bil-
dete die Ausgangslage für die Fehler-Ursachen-Analyse und wird im nachfolgenden Abschnitt 
diskutiert.  
5.4 Fehler-Ursachen-Analyse  
Das konsistente Bayessche Netzwerk wurde verwendet, um die Ursache für die fehlerhafte 
Charge aus Abbildung 68 zu identifizieren. Abbildung 73 stellt die initiale Fehler-Ursachen-
Analyse für die Kapazitätsabweichung auf Basis der prototypischen Implementierung dar. 
 
 
Abbildung 73: Initiale Fehler-Ursachen-Analyse für das Fehlerbild „Formierung – Kapazität ist außer-
halb des angegebenen Toleranzbereiches“.  
5 Exemplarische Anwendung 139 
 
 
Hierdurch wurden den Experten potenzielle Fehlerursachen in priorisierter Auflistung bereit-
gestellt. Es erfolgte eine Plausibilisierung, in welcher sichtbar wurde, dass das Hinzufügen von 
Evidenzen notwendig war, um die initiale Fehlerursache weiter einzugrenzen  
(vgl. Abbildung 74). Evidenzen wurden auf Basis objektiver und subjektiver Prüfmethoden er-
gänzt. So wurde mithilfe des KPI-Systems bspw. identifiziert, dass auch die bei der Formierung 
eingebrachte Ladungsmenge ungenügend war. Mithilfe einer Sichtprüfung erfolgte die Über-
prüfung der Spannungskontakte in der Formierung. Die interaktive Benutzeroberfläche der 
prototypischen Implementierung unterstützte die flexible Auswahl der Evidenzen und ermög-
lichte eine responsive Neuberechnung der Fehlerursachen. Auf diese Weise ließ sich heraus-
finden, dass eine unbekannte Ursache für die Kapazitätsabweichung der Charge 
verantwortlich war. Die unbekannte Ursache ist als quantifizierte Wissenslücke der Experten 
im Prozessschritt der Formierung zu betrachten. Sie beschreibt, dass, unter der Annahme der 
identifizierten Evidenzen, zu 84 % eine weitere Ursache für die fehlerhafte Kapazität und La-
dungsmenge in der Formierung vorlag. 
 
 
Abbildung 74: Drilldown der Fehler-Ursachen-Analyse auf Basis weiterer Evidenzen. 
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Die im Rahmen der FMEA identifizierten Ursachen-Wirkzusammenhänge waren demnach 
nicht ausreichend, um das Bayessche Netzwerk für eine zielorientierte Fehler-Ursachen-Ana-
lyse zu nutzen. Eine Identifizierung weiterer Ursachen-Wirkzusammenhänge sollte mithilfe der 
Datenanalyse auf Basis der Self-Service Data Analytics erzielt werden.  
5.5 Datenanalyse 
Für die Datenanalyse lag eine umfassende Datenbasis vor, welche Materialinformationen, Ma-
schinen- und Prozessparamater sowie Information zur technischen Gebäudeausrüstung ent-
hielt. Für die Analyse der fehlerhaften Charge standen Daten mit insgesamt 239 Merkmalen 
zur Verfügung. Wie in Unterkapitel 4.5 beschrieben und in Abschnitt 4.6.2 verdeutlicht, erfolgte 
die Datenanalyse anhand der spezifizierten Phasen der Self-Service Data Analytics. Die Er-
gebnisse der Modellierung, welche auf Basis von AutoML berechnet wurden, sind Abbildung 
75 zu entnehmen und werden im Folgenden diskutiert.  
 
 
Abbildung 75: Ergebnisse des AutoML für die Zielgröße Kapazität der Produktionscharge 165011.  
Zu erkennen sind dabei die Feature Importances, welche den relativen Einfluss von Eingangs-
größen auf die ausgewählte Zielgröße beschreiben (vgl. Abschnitt 4.5.1). Die Zielgröße wird 
durch die Kapazität dargestellt. Da Ladungsmenge und Dauer der Formierung einen trivialen 
Einfluss auf die Kapazität aufweisen, wurden diese Zusammenhänge von den Experten nicht 
weiter berücksichtigt. Einen weiteren Einfluss auf die Kapazität stellten gemäß Abbildung 75 
die Drücke der Prozessschritte Befüllen und Elektrolytnachfüllen dar. Durch einen Vergleich 
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mit Experimenten vergangener Chargen (vgl. Abbildung 75, Feld „Laden eines Experimentes“) 
konnte die Signifikanz dieser Zusammenhänge bestätigt werden. Es folgte eine Korrelations-
analyse, in welcher insbesondere ein Zusammenhang zwischen dem Druck des Befüllprozes-
ses und der Kapazität aufgezeigt werden konnte (vgl. Scatterplott der Paramater „Befüllen 
Befülldruck [mbar]“ und „Formierung Kapazität [Ah]“ in Abbildung 76). 
 
 
Abbildung 76: Korrelationsanalyse ausgewählter Merkmale der Produktionscharge 165011. 
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Eine mögliche Erklärung dieses Zusammenhanges ist, dass der Befülldruck die Benetzung 
des Elektrolyten mit dem Elektrodenmaterial beeinflusst (vgl. GÜNTER ET AL. 2020). Elektro-
denmaterial, welches unzureichend benetzt ist, wird elektrochemisch als inaktiv betrachtet und 
kann zu einer Kapazitätsreduzierung führen. Dies stellt einen qualitätsrelevanten Ursachen-
Wirkzusammenhang dar, welcher in die FMEA aufgenommen wurde und somit für zukünftige 
Fehler-Ursachen-Analysen vorliegt. 
Nachfolgend wird die Ausschussreduzierung errechnet, die mithilfe der Fehler-Ursachen-Ana-
lyse erzielt wurde. Analog zu Tabelle 8-2 wird die Annahme getroffen, dass die Kapazität einer 
Normalverteilung unterliegt und der Mittelwert 𝜇 dem Sollwert entspricht (vgl. LINß 2013, S. 
626 ff.). Gemäß Abbildung 68 lässt sich der gewichtete Mittelwert der Prozessfähigkeit der 
ersten neun aufgezeichneten Chargen berechnen als 𝑐𝑝𝑘1−9 = 1,1. Der fehlerhafte Auftrag 
(Chargennummer 165011) wies einen Prozessfähigkeitsindex von 𝑐𝑝𝑘10
= 0.47 auf. Nach 
COSKUN ET AL. lässt sich die Fehlerhäufigkeit als DPMO (Fehler pro Million Möglichkeiten) auf 
Basis der Prozessfähigkeit wie folgt errechnen (COSKUN ET AL. 2019, S. 3): 
 
𝐷𝑃𝑀𝑂 = 106  × 2 × (1 − Φ(3 × 𝐶𝑝𝑘))   (5.1) 
 
Dabei repräsentiert Φ die Verteilungsfunktion der Normalverteilung unter den Bedingungen 
𝜇 = 0 und 𝜎 = 1. Hieraus ergibt sich die Fehlerhäufigkeit für die ersten neun aufgezeichneten 
Aufträge 𝐷𝑃𝑀𝑂1−9 sowie des fehlerhaften Auftrages 𝐷𝑃𝑀𝑂10: 
 
𝐷𝑃𝑀𝑂1−9 = 1000000 × 2 × (1 − Φ(3 × 1.10)) = 996.85   (5.2) 
 
𝐷𝑃𝑀𝑂10 = 1000000 × 2 × (1 − Φ(3 × 0.47)) = 158539.70   (5.3) 
 
Sollten die oben postulierten Annahmen nicht eingehalten und dem Mittelwert ein Freiraum 
von bspw. 𝜇 = ± 1,5 𝜎 gewährt werden, so vergrößert sich die Fehlerhäufigkeit (vgl. LINß 2013, 
S. 624‑625).  
Es lässt sich zusammenfassen, dass mithilfe des diskutierten Fallbeispiels eine Validierung 
des entwickelten Qualitätsmanagementsystems erbracht werden konnte. In Anlehnung an das 
Konzeptbild aus Abbildung 27 erfolgte eine Anwendung der zentralen Lösungsbausteine, mit-
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hilfe derer eine Qualitätsprüfung, eine Fehler-Ursachen-Analyse sowie die Identifikation wei-
terer Ursachen-Wirkzusammenhänge erzielt werden konnte. Die Methoden haben eine zeitef-
fiziente Identifizierung der Fehlerursache ermöglicht, welche einen theoretischen Ausschuss 
von 15,85% zur Folge gehabt hätte.  
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6 Zusammenfassung und Ausblick 
Das letzte Kapitel der vorliegenden Arbeit dient einer Zusammenfassung der relevanten For-
schungsergebnisse (Unterkapitel 6.1). Mithilfe der kritischen Würdigung (Unterkapitel 6.2) er-
folgt zudem ein Aufzeigen des Stellenwerts gegenüber dem Stand der Forschung und eine 
Diskussion der Grenzen der entwickelten Methoden. Der abschließende Ausblick  
(Unterkapitel 6.3) stellt Potenziale zur Weiterentwicklung des Qualitätsmanagementsystems 
dar. 
6.1 Zusammenfassung 
Die fortschreitende Verknappung von Ressourcen, wachsendes Umweltbewusstsein und ge-
setzliche Regelungen führen zu einem weltweiten Anstieg in der Anzahl elektrifizierter Fahr-
zeuge (GUTZMER & TODSEN 2019, S. 7). Batteriezellen tragen einen wesentlichen Teil zu 
dieser Entwicklung bei, da sie aus technischer Sicht und aus Kostenperspektive die elektri-
schen Fahrzeuge maßgeblich beeinflussen. Eine der großen Herausforderungen stellt aller-
dings der Herstellungsprozess von Batteriezellen dar, da dieser durch einen signifikant hohen 
Produktionsausschuss von  5– 12 %  charakterisiert ist (BRODD & HELOU 2013, S. 298). Die 
Ausschussreduzierung in der Batteriezellenproduktion repräsentiert einen wesentlichen Hebel 
zur Senkung der Kosten elektrischer Fahrzeuge und produktionsbedingter CO2-Emissionen. 
Abgeleitet aus der dargelegten Motivation bestand das Ziel dieser Forschungsarbeit in der 
Entwicklung eines Qualitätsmanagementsystems, welches auf Basis geeigneter Methoden der 
Qualitätsprüfung und der Fehler-Ursachen-Analyse eine Ausschussreduzierung in der Produk-
tion von Batteriezellen bewirkt.  
Kapitel 1 beschreibt einführend die Herausforderungen einer Batteriezellenproduktion. Diese 
lassen sich auf Komplexitätsmerkmale zurückführen, wie bspw. die unterschiedlichen Pro-
zessarten, den hohen Innovationsgrad, die Anzahl der Prozessschritte und Prozesskettenele-
mente sowie das Vorliegen von Ursachen-Wirkzusammenhängen. Hieraus leitete sich die 
Zielsetzung der Arbeit ab, welche in der Entwicklung eines Qualitätsmanagementsystems lag, 
das insbesondere für komplexe Prozessketten ausgelegt ist und produktionsanlaufbegleitend 
bis hin zum Serienbetrieb verwendet werden kann. 
In Kapitel 2 erfolgte eine Einführung in die theoretischen Grundlagen. Es wurden die im Kon-
text dieser Arbeit stehenden Themenfelder Qualität, Komplexität, Kausalität und Prozesse dis-
kutiert. Es folgte eine Vorstellung etablierter Qualitätsmanagementmethoden, die für das 
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Verständnis des entwickelten Konzeptes und dessen zentraler Lösungsbausteine relevant wa-
ren. Dabei wurden Ansätze der Datenanalyse und Statistik, wie Prozessfähigkeitsuntersu-
chungen und Bayessche Netzwerke, diskutiert. 
Kapitel 3 beschreibt den Stand der Forschung im Kontext des Qualitätsmanagements. Es er-
folgte zunächst die Klassifizierung und Beschreibung von Bewertungskriterien, welche die 
Grundlage einer systematischen Analyse darstellen. Aus dem Stand der Forschung ließ sich 
ableiten, dass keine der herangezogenen Arbeiten auf das Potenzial zugreift, expertenbasierte 
und datenbasierte Ansätze synergetisch zu nutzen, um Ursachen-Wirkzusammenhänge zu 
identifizieren. Ebenfalls wurde die Notwendigkeit erkannt, etablierte Prozesse der Datenana-
lyse konzeptionell weiterzuentwickeln, um Ergebnisse für Nutzer zugänglich zu machen. Unter 
dem Aspekt eines Produktionsanlaufes stellte die Entwicklung eines ganzheitlichen Qualitäts-
managementkonzepts, in welchem ein systematischer Ansatz zur Prozessführung, die Be-
rechnung von KPIs sowie eine Fehler-Ursachen-Analyse integriert sind, eine weitere 
Forschungslücke dar. 
Abgeleitet aus den Forschungslücken erfolgte in Kapitel 4 die Entwicklung eines Qualitätsma-
nagementsystems, welches sich an die Grundidee eines Qualitätsregelkreises anlehnt. Das 
Qualitätsmanagementsystem besteht aus drei zentralen Lösungsbausteinen, welche den 
Schwerpunkt der Forschungsarbeit bilden. Die Identifizierung von Fehlern und Produktions-
ausschüssen, als Voraussetzung einer Prozessführung, stellt den ersten Lösungsbaustein dar 
und wurde mithilfe eines KPI-Systems realisiert. Um isolierte Fehler an einzelnen Prozessket-
tenelementen oder ein Zusammenwirken von mehreren Einflussfaktoren zu berücksichtigen, 
wurden geeignete univariate Methoden identifiziert und ein multivariates Kennzahlensystem 
erarbeitet. Das Zusammenführen dieser beiden Ansätze in eine Qualitätsregelkarte stellt ein 
weiteres Hauptmerkmal des erarbeiteten KPI-Systems dar. Den zweiten Lösungsbaustein des 
Qualitätsmanagementsystems bildet ein FMEA-basiertes Bayessches Netzwerk. Es repräsen-
tiert eine Methode zur Fehler-Ursachen-Analyse und ermöglicht die Durchführung von Infer-
enzen, auf deren Basis Qualitätsmaßnahmen priorisiert werden können. Um den 
Anforderungen in der komplexen Prozesskette einer Batteriezellenproduktion gerecht zu wer-
den, lag der Fokus auf der Weiterentwicklung der Bayesschen Netzwerke. Der dritte Lösungs-
baustein des Qualitätsmanagementsystems zielte auf die Erarbeitung eines durch Experten 
gestützten Konzepts zur Datenanalyse ab und wird als Self-Service Data Analytics bezeichnet. 
Es wurde deutlich, dass insbesondere Visual Analytics und AutoML zweckmäßige Lösungen 
darstellen, um den Prozess der Datenanalyse zu fördern. Im letzten Unterkapitel wurde die 
prototypische Implementierung des Qualitätsmanagementsystems diskutiert. Hierdurch 
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konnte der Nachweis erbracht werden, dass sich die drei Lösungsbausteine zu einem Ge-
samtsystem verknüpfen lassen und eine synergetische Anwendung der experten- und daten-
basierten Ansätze möglich ist. 
Ausgehend von der prototypischen Implementierung erfolgt in 5 eine exemplarische Anwen-
dung des entwickelten Qualitätsmanagementsystems und seiner Lösungsbausteine anhand 
eines Fallbeispiels. 
6.2 Kritische Würdigung   
Wenngleich die Idee eines Qualitätsregelkreises nicht neu ist, repräsentiert das entwickelte 
Qualitätsmanagementsystem eine ganzheitliche Methode, in welchem sowohl expertenba-
sierte als auch datenbasierte Ansätze eingebunden sind. Während die in Kapitel 3 diskutierten 
Forschungsarbeiten experten- und datenbasierten Methoden unabhängig voneinander be-
trachten, zeichnet sich das entwickelte Konzept durch eine synergetische Verknüpfung dieser 
beiden Domänen aus. Auf diese Weise lässt sich der Übergang vom rein expertenbasierten 
Wissen, welches zu Beginn einer Prototypenproduktion vorliegt, bis hin zur Serienproduktion 
gestalten, da mithilfe der Self-Service Data Analytics Ursachen-Wirkzusammenhänge fundiert 
ergänzt werden können. Durch die Weiterentwicklung statistischer Methoden, wie bspw. des 
Bayesschen Netzwerkes oder der Prozessfähigkeitsuntersuchung, wird insbesondere eine 
Eignung für komplexe Prozessketten gewährleistet.  
Eine kritische Betrachtung der Ergebnisse zeigt allerdings auch Grenzen des Qualitätsmana-
gementsystems auf, welche anhand der drei zentralen Lösungsbausteine KPI-System, FMEA-
basiertes Bayessches Netzwerk und Self-Service Data Analytics nachfolgend diskutiert wer-
den. 
KPI-System 
In Bezug auf das KPI-System ist hervorzuheben, dass die Berechnung von Prozessfähig-
keitsindizes eine Mindestmenge von 25 Stichproben erfordert. Aufgrund dessen lässt sich das 
entwickelte KPI-System insbesondere in einer Prototypenproduktion nicht uneingeschränkt 
verwenden, sodass auch auf subjektive Prüfmethoden zurückzugreifen ist. Auch das multiva-
riate Kennzahlensystem unterliegt Einschränkungen, da es auf Korrelationen der Merkmale 
von Prozesskettenelementen angewiesen ist. Eine Anwendbarkeit dieser Methode liegt somit 
nur vor, sofern die der Produktion zugrundeliegende Datenbasis eine ausreichend hohe Quan-
tität und Qualität aufweist, um alle relevanten Korrelationen zu identifizieren.   
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FMEA-basiertes Bayessches Netzwerk 
Die exemplarische Anwendung verdeutlicht, dass Inkonsistenzen eine wesentliche Limitierung 
Bayesscher Netzwerke darstellen können. Da in dem diskutierten Fallbeispiel auf eine bereits 
bestehende FMEA zurückgegriffen wurde, war eine Mehrfachanwendung des Empfehlungsal-
gorithmus notwendig, um der hohen Anzahl von Inkonsistenzen entgegenzuwirken. Darüber 
hinaus zeigte sich, dass teilweise große Änderungen in den Anpassungen der Wahrschein-
lichkeiten vorgenommen werden mussten, um eine gesamthafte Konsistenz des Fehlernetz-
werkes zu erzielen. Es gilt demnach zu überprüfen, ob eine Reduzierung von Inkonsistenzen 
tatsächlich erreicht wird, wenn der Empfehlungsalgorithmus bereits während und nicht erst 
nach Aufbau einer FMEA verwendet wird. Zuletzt erfolgte der Aufbau des Bayesschen Netz-
werkes und die Konsistenzprüfung lediglich an einem Prozesskettenabschnitt der Batteriezel-
lenfertigung. Es ist deshalb zu untersuchen, welche Auswirkungen sich auf das Bayessche 
Netzwerk und die Konsistenz des Fehlernetzwerkes ergeben, wenn die Prozesskette um die 
Elemente der Elektrodenherstellung ergänzt werden.  
Self-Service Data Analytics 
Der Schwerpunkt der Self-Service Data Analytics liegt in der konzeptionellen Auslegung eines 
durch Experten getriebenen Prozesses der Datenanalyse. Hierbei findet kein Anspruch auf 
Vollständigkeit bzgl. Datensicherungs-, Datenvorverarbeitungs- oder Datenanalysemethoden 
statt. Im Detail wurden jedoch das AutoML und die Interpretationsmodelle auf Basis von 
Feature Importances diskutiert. Die hier vorgestellte Methode repräsentiert einen Ansatz zur 
globalen Interpretation eines Datensatzes. Nach DU ET AL. können insbesondere lokale 
Interpretationsmöglichkeiten eingesetzt werden, um einzelne Datenpunkte (hier: 
Batteriezellen) zu interpretieren (vgl. DU ET AL. 2020 und ELSHAWI ET AL. 2019). Lokale 
Interpretationsmöglichkeiten wurden im Rahmen dieser Forschungsarbeit nicht betrachtet. Sie 
stellen jedoch eine potenzielle Möglichkeit dar, die Interpretation der Modelle für Experten 
weiter zu fördern. 
6.3 Ausblick 
Trotz der diskutierten Grenzen konnte der Nachweis einer erfolgreichen Implementierung und 
Validierung des Qualitätsmanagementsystems erbracht werden. Nachfolgend werden Weiter-
entwicklungsmöglichkeiten des Qualitätsmanagementsystems diskutiert. Es erfolgt dabei er-
neut eine Betrachtung anhand der drei Lösungsbausteine KPI-System, FMEA-basiertes 
Bayessches Netzwerk und Self-Service Data Analytics. 




Das erarbeitete multivariate Kennzahlensystem setzt die Kenntnis der Korrelationen zwischen 
Prozesskettenelementen voraus und eignet sich für einen fortgeschrittenen Produktionsanlauf 
einer Batteriezellenfertigung, in welcher eine hohe Datenqualität vorliegt. Um bereits in einer 
Prototypenproduktion auf die genannten Vorteile des multivariaten Kennzahlensystems zu-
rückzugreifen, wäre es denkbar, die Korrelationskoeffizienten bereits zu Beginn einer Prototy-
penproduktion durch Experten zu bewerten. Im Verlauf des Produktionsanlaufes wäre dann 
eine sukzessive und fundierte Überprüfung sowie Erweiterung der Korrelationskoeffizienten 
auf Basis der Self-Service Data Analytics möglich. Die Korrelationen könnten, wie in Abbildung 
77 verdeutlicht, in einer Design Structure Matrix abgelegt werden. Diese baut auf der Eigen-
schaft identischer Zeilen- und Spaltenbeschriftungen auf, in welchen Beziehungen (Korrelati-
onen) eindeutig aufgezeigt werden können (BROWNING 2001, S. 292). Der Vorteil einer Design 
Structure Matrix liegt in der simplen und flexiblen Ablage von Koeffizienten, was eine Integra-
tion in das diskutierte Produkt- und Prozessmodell fördert (vgl. Abbildung 57).  
 
 
Abbildung 77: Design Structure Matrix zur Sicherung experten- und datenbasierter Korrelationen.  
FMEA-basiertes Bayessches Netzwerk  
In der Arbeit wurde das Bayessche Netzwerk auf Basis einer FMEA aufgebaut. Die von Ex-
perten bewerteten Ursachen-Wirkzusammenhänge wurden zudem mithilfe der Self-Service 
Data Analytics verifiziert und erweitert. Nach LI & SHI können Bayessche Netzwerke potenziell 
auch allein auf Basis von Daten erstellt werden (LI & SHI 2007). Der Aufbau erfolgt dabei mit-
hilfe von Algorithmen, wobei in einem ersten Schritt der gerichtete azyklische Graph erstellt 
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S. 683). Ein solcher Ansatz lässt sich allerdings nur unter der Prämisse einer hohen Daten-
qualität anwenden und würde, gemäß Abbildung 78, an das in dieser Forschungsarbeit entwi-
ckelte Konzept anschließen. 
 
 
Abbildung 78: Einordnungen verschiedener Ansätze zum Aufbau Bayesscher Netzwerke.   
Im Vergleich zur Self-Service Data Analytics liegt der Vorteil datenbasierter Bayesscher Netz-
werke neben der Integration einer Fehler-Ursachen-Analyse insbesondere in einer hohen Mo-
dellinterpretation. Anstelle einer prozessübergreifenden Betrachtung von Eingangs- und 
Ausgangsrelationen auf Basis der diskutierten Feature Importances ermöglichen Bayessche 
Netzwerke die Betrachtung einzelner Fehlerknoten. An jedem Fehlerknoten wären demnach 
datenbasiert die Eingangs- und Ausgangsrelationen sowie prozessübergreifende Ursachen-
Wirkzusammenhänge ersichtlich.  
Self-Service Data Analytics  
Wie in Abschnitt 2.2.9, Abbildung 22 dargestellt, lässt sich die Datenanalyse in deskriptive, 
diagnostische, prädiktive und präskriptive Verfahren unterteilen. Die in dieser Arbeit entwickel-
ten Ansätze zur Identifizierung von Ursachen-Wirkzusammenhängen lassen sich der deskrip-
tiven Analyse zuordnen (vgl. WIRAEUS ET AL. 2019, S. 171). Die Fehler-Ursachen-Analyse 
bildet insbesondere durch die Möglichkeit der Fehlereingrenzung (auch als Drilldown bezeich-
net) ein diagnostisches Verfahren (vgl. WIRAEUS ET AL. 2019, S. 172). Aufbauend auf dem Pro-
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prädiktive Methoden der Datenanalyse implementiert werden könnten, um Prognosen von Er-
eignissen zu ermöglichen.  
Die Self-Service Data Analytics ist für eine einkriterielle Analyse ausgelegt. Dies bedeutet, 
dass in der Modellierung und Modellinterpretation lediglich eine einzige Zielgröße betrachtet 
wird. Die Batteriezellenproduktion weist allerdings Anwendungsfälle auf, in denen mehrere 
Zielgrößen gleichzeitig berücksichtigt werden müssen. So beeinflusst bspw. die Elektroden-
länge nicht nur das Gewicht und die Kapazität einer Batteriezelle, sondern führt bei einer Ver-
änderung insbesondere dazu, dass die beiden genannten Zielgrößen Gewicht und Kapazität 
sich in gegensätzliche Richtungen bewegen. Aufgrund der Vielzahl von Prozesskettenelemen-
ten und Zielgrößen bedarf es somit eines geeigneten multikriteriellen Ansatzes, um eine ziel-
gerechte Optimierung zu realisieren (KORNAS ET AL. 2020, S. 3). In der Arbeit von KORNAS ET 
AL. wird gezeigt, dass auf Basis von Wünschbarkeitsfunktionen multikriterielle Optimierungen 
im Anwendungsbeispiel einer Batteriezellenproduktion umgesetzt werden können (KORNAS ET 
AL. 2020, S. 5‑6). Wünschbarkeitsfunktionen erfordern die Einbringung von Expertenwissen 
und können mithilfe von Visual Analytics unterstützt werden (KORNAS ET AL. 2020, S. 3‑4). Dies 
würde eine Integration der Wünschbarkeitsfunktionen in das Self-Service Data Analytics Mo-
dul begünstigen. Darüber hinaus wurde in den Arbeit von JESSENBERGER gezeigt, dass sich 
Wünschbarkeitsfunktionen ebenfalls für die Berechnung von Prozessfähigkeitsindizes verwen-
den lassen (JESSENBERGER & WEIHS 2005; JESSENBERGER 1999). Auf diese Weise wäre auch 
eine Integration in das gesamthafte Qualitätsmanagementsystem möglich.  
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Tabelle 8-1: Übersicht etablierter Qualitätskennzahlen nach LINß 2013, S. 457‑458 und VMDA 2018. 



















 Verhältnis der aufgetretenen De-






Prozentuale Quote der Nacharbeit 
bezogen auf die produzierte Menge 
Fall of Rate 
𝑃𝑀𝑖𝑚 𝑒𝑟𝑠𝑡𝑒𝑛 𝐴𝐺 − 𝑃𝑀𝑣𝑜𝑚 𝑎𝑘𝑡𝑢𝑒𝑙𝑙𝑒𝑛 𝐴𝐺  
𝑃𝑀𝑖𝑚 𝑒𝑟𝑠𝑡𝑒𝑛 𝐴𝐺
 
Ausfallanteil in Bezug auf die im ers-
ten Arbeitsgang produzierte Menge 
(für verkettete Prozesse) 
DPMO Fehlerquote ∙  1.000.000 
Defects per Million Opportunities 
(deutsch: Fehler pro Million Möglich-
keiten) 




Prozentsatz der i.O.-Produkte aus 
dem ersten Prüfdurchlauf. Rezipro-
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Tabelle 8-2: Übersicht der Prozessbewertungsgrößen DPMO, Prozessfähigkeiten, Yield und Six 







 Prozess mit 𝜇 = Sollwert Prozess mit 𝜇 = Sollwert ± 1,5 σ Einstufung 
Cp Cpk Yield [%] DPMO Cpk Yield [%] DPMO 
1 0,33 0,33 68,26895 317.311 0,00 30,23279 697.672 Nicht wettbe-
werbsfähig 2 0,67 0,67 95,44999 45.500 0,17 69,12298 308.770 
3 1,00 1,00 99,73001 2.700 0,50 93,31894 66.811 
Durchschnittsun-
ternehmen 
4 1,33 1,33 99,99366 63 0,83 99,37903 6.210 
5 1,67 1,67 99,99994 0,6 1,17 99,97673 233 
6 2,00 2,00 100,0000 0,00197 1,50 99,99966 3,4 
Weltklasse 
7 2,33 2,33 100,0000 0,0000 1,83 99,9999998 0,019 
 
 
Abbildung 79: Übersetzung der Punktvergabe von Auftretenswahrscheinlichkeit in A-priori-Wahr-
scheinlichkeit (KMENTA & ISHII 2004, S. 1031). 
8.2 Beispielrechnung einer Fehler-Ursachen-Analyse  
Die Ursachenwahrscheinlichkeiten des Fehlernetzwerkes aus Abbildung 42 lassen sich mit-
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von Fehler 𝐹2 unter der Bedingung (Evidenz), dass 𝐹1 aufgetreten ist und 𝐹3 als Fehler ausge-




𝑃(𝑓1, 𝑓2, ¬𝑓3) + 𝑃(𝑓1, ¬𝑓2, ¬𝑓3)
   (8.1) 
 
Mithilfe des Satzes der bedingten Wahrscheinlichkeit (vgl. TAPPE 2013, S. 19) kann eine Um-
formung des Zählers erfolgen zu: 
 
𝑃(𝑓1,¬𝑓3|𝑓2)𝑃(𝑓2) =  𝑃(𝑓1, 𝑓2, ¬𝑓3)   (8.2) 
 




𝑃(𝑓1, 𝑓2, ¬𝑓3) + 𝑃(𝑓1, ¬𝑓2, ¬𝑓3)
   (8.3) 
 
Eine Berechnung der einzelnen Summanden erfolgt kombinatorisch über die Fehlerkno-
ten 𝐹4, 𝐹5 und 𝐹6 mithilfe des Satzes der Totalen Wahrscheinlichkeit (vgl. Formel (8.4) und 
(8.5)). Eine Betrachtung der Fehlerkombination von 𝐹3 und 𝐹 1 findet dabei nicht statt, da die 
Zustände der Fehlerknoten bereits bekannt sind.  
 
𝑃(𝑓1, 𝑓2, ¬𝑓3) = ∑ 𝑃(𝑓1, 𝑓2, ¬𝑓3, 𝐹4, 𝐹5, 𝐹6)
𝐹4,𝐹5,𝐹6
= 
∑ 𝑃(𝑓1|𝑓2, ¬𝑓3, 𝐹5) ∙ 𝑃(𝑓2|𝐹4, 𝐹6) ∙ 𝑃(¬𝑓3) ∙ 𝑃(𝐹4) ∙ 𝑃(𝐹5) ∙ 𝑃(𝐹6) = 0,00172
𝐹4,𝐹5,𝐹6
   (8.4) 
𝑃(𝑓1, ¬𝑓2, ¬𝑓3) = ∑ 𝑃(𝑓1, ¬𝑓2,
𝐹4,𝐹5,𝐹6
¬𝑓3, 𝐹4, 𝐹5, 𝐹6) = 
∑ 𝑃(𝑓1|¬𝑓2, ¬𝑓3, 𝐹5) ∙ 𝑃(¬𝑓2|𝐹4, 𝐹6) ∙ 𝑃(¬𝑓3) ∙ 𝑃(𝐹4) ∙ 𝑃(𝐹5) ∙ 𝑃(𝐹6)
𝐹4,𝐹5,𝐹6
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Die Berechnung nach Formel (8.4) und (8.5) kann mithilfe von Tabelle 8-3 und Tabelle 8-4 
verdeutlicht werden. Die Werte resultieren aus der Aufsummierung der möglichen Auftretens-
kombinationen der Fehler 𝐹4, 𝐹5 und 𝐹6. Zum Berechnen von Tabelle 8-3 und Tabelle 8-4 wer-
den die bedingten Wahrscheinlichkeitstabellen der einzelnen Fehlerknoten benötigt. Diese 
spiegeln sich in den Spalten  𝑃(𝑓1 |𝑓2, ¬𝑓3, 𝐹5) ,  𝑃(𝑓2 |𝐹4, 𝐹6),  𝑃(𝑓1 |¬𝑓2, ¬𝑓3, 𝐹5)  sowie 
𝑃(¬𝑓2 |𝐹4, 𝐹6)  wider. Die bedingten Wahrscheinlichkeitstabellen resultieren aus den Über-
gangswahrscheinlichkeiten und werden nach Formel (4.1) mithilfe der Noisy-OR Gates be-
rechnet. 
 
Tabelle 8-3: Aufsummierung von Fehlerkombinationen zur Berechnung des Summanden 𝑃(𝑓1, 𝑓2, ¬𝑓3). 
Fehlerkombination Berechnungen 
F4 F5 F6 𝑃(¬𝑓3) · 𝑃(𝑓1 |𝑓2, ¬𝑓3, 𝐹5) · 𝑃(𝐹5) · 𝑃(𝑓2 |𝐹4, 𝐹6) · 𝑃(𝐹4) · 𝑃(𝐹6) 
f4 f5 f6 0,97 · 1 · 0,01 · 1 · 0,02 · 0,005 = 9,7·10-7 
f4 f5 ¬f6 0,97 · 1 · 0,01 · 0,75 · 0,02 · 0,995 = 0,00014 
f4 ¬f5 f6 0,97 · 0,08 · 0,99 · 1 · 0,02 · 0,005 = 7,7·10-6 
f4 ¬f5 ¬f6 0,97 · 0,08 · 0,99 · 0,75 · 0,02 · 0,995 = 0,00114 
¬f4 f5 f6 0,97 · 1 · 0,01 · 1 · 0,98 · 0,005 = 4,8·10-7 
¬f4 f5 ¬f6 0,97 · 1 · 0,01 · 0 · 0,98 · 0,995 = 0 
¬f4 ¬f5 f6 0,97 · 0,08 · 0,99 · 1 · 0,98 · 0,005 = 0,00038 
¬f4 ¬f5 ¬f6 0,97 · 0,08 · 0,99 · 0 · 0,98 · 0,995 = 0 
          𝑃(𝑓1, 𝑓2, ¬𝑓3) = 0,00172 
 
Tabelle 8-4: Aufsummierung von Fehlerkombinationen zur Berechnung des Summanden 
𝑃(𝑓1, ¬𝑓2, ¬𝑓3). 
Fehlerkombination Berechnungen 
F4 F5 F6 𝑃(¬𝑓3) · 𝑃(𝑓1 |¬𝑓2, ¬𝑓3, 𝐹5) · 𝑃(𝐹5) · 𝑃(¬𝑓2 |𝐹4, 𝐹6) · 𝑃(𝐹4) · 𝑃(𝐹6) 
f4 f5 f6 0,97 · 1 · 0,01 · 0 · 0,02 · 0,005 = 0 
f4 f5 ¬f6 0,97 · 1 · 0,01 · 0,25 · 0,02 · 0,995 = 4,8 ·10-5 
f4 ¬f5 f6 0,97 · 0 · 0,99 · 0 · 0,02 · 0,005 = 0 
f4 ¬f5 ¬f6 0,97 · 0 · 0,99 · 0,25 · 0,02 · 0,995 = 0 
¬f4 f5 f6 0,97 · 1 · 0,01 · 0 · 0,98 · 0,005 = 0 
¬f4 f5 ¬f6 0,97 · 1 · 0,01 · 1 · 0,98 · 0,995 = 0,00946 
¬f4 ¬f5 f6 0,97 · 0 · 0,99 · 0 · 0,98 · 0,005 = 0 
¬f4 ¬f5 ¬f6 0,97 · 0 · 0,99 · 1 · 0,98 · 0,995 = 0 
          𝑃(𝑓1, ¬𝑓2, ¬𝑓3) = 0,00951 
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Ausgehend von den Ergebnissen von Tabelle 8-3 und Tabelle 8-4 lässt sich die Ursachen-








= 0,153 ≙ 15,3% 
  (8.6) 
 
Die Fehlerursachenwahrscheinlichkeiten für 𝐹5, 𝐹4 und 𝐹6 lassen sich analog zum vorgestell-
ten Ansatz berechnen als 𝐹5 = 0,8637, 𝐹4 = 0,1201 und 𝐹6 = 0,0385. 
8.3 Deskriptive Statistik 
 
 
Abbildung 80: Beispiel multivariater Visualisierungen der deskriptiven Statistik (in Anlehnung  





































Abbildung 81: Beispiel eines Histogramms zur Bestimmung von Ausreißern (UAG = untere Ausreißer-
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