Many sexually transmitted disease (STD) control programs rely on the Centers for Disease Control and Prevention's (CDC's) "Program Operations Guidelines for STD Prevention," 1 which are commonly known as the POGs, for guidance during implementation of essential functions for STD prevention and control. The POGs provide guidance for the full range of program operations including surveillance, outbreak detection, evaluation, medical and laboratory services, training and professional development, and partner notification. The POGs provide a set of guidance objectives applicable to any disease-control program. Interlaced throughout the guidance documents are recommendations for using geographic data to control STDs.
These recommendations for using geographic data explicitly describe using multiple forms of geographic data: stratifying population data by census tract as denominators for calculating rates for surveillance purposes; mapping census tracts, zip codes, or spot maps of cases for outbreak control; and prioritizing cases by geography for partner notification. There are, however, no specifics about how STD programs should acquire and process these geographic data, and particularly about how programs can use these data to develop location intelligence for the full spectrum of disease-control activities.
This article provides a development path for using geographic data as CDC recommends in the POGs by describing a New York State Department of Health (NYSDOH) GeoDatabase that was tied into other STD program functions. NYSDOH used this GeoDatabase to drive disease-control activities by providing timely location intelligence about disease occurrence and field activity.
GEOGRAPHIC INFORMATION SYSTEMS (GIS) DATA REPOSITORY INTEGRATES GIS, SURVEILLANCE, AND FIELD ACTIVITY
The advent of Internet-based data collection systems across the nation changed the business processes for collecting and using disease-control data. 2, 3 In 2000, NYSDOH implemented a Health Information Network (HIN) that provided a platform for collecting and reporting STD diagnoses over secure connections on the Internet. This system provided a mechanism for receiving laboratory reports, notifying county-level disease registrars, and reporting cases to NYSDOH. Although the HIN did not provide additional geographic data, the Internet connection provided a mechanism to receive reports more quickly. In addition, because users had to enter data into each field manually, the data collection screens parsed address information into the component parts of the address, making data cleansing routines simpler to perform.
In 2001, the NYSDOH's Bureau of Sexually Transmitted Disease Control (BSTDC) established a Geo-Database in response to the need to more closely integrate geographic data received via the HIN with both surveillance and field activities. The BSTDC viewed the integration of location data with field operations as one of several critical needs to achieve the goal of improving the Bureau's ability to interact with surveillance and field operations data.
These critical needs also included integrating data and using analytic tools to make data collection relevant by simultaneously enabling display of large amounts of data, evaluating patterns of morbidity, and reviewing individual cases. These needs were met by establishing a GIS data repository, or GeoDatabase, which was constructed to pull data from diverse systems and to reconcile, cleanse, and transform these data into a format that provided actionable information ( Figure 1 ).
BSTDC designed the GeoDatabase to store and integrate or link location and disease-control data from multiple sources. Storing data in one central location improved program staff collaboration by enabling use of the same data for different purposes such as surveillance, training, field operations, and STD program policy-making. These data were stored alongside the business rules and a common data dictionary that provided information about the origin of data values and how they were derived. The key to successfully building the GeoDatabase was the ability to integrate data from independent data systems and transform that data into information that program staff could easily access.
Managing data centrally within the BSTDC's Surveillance and Data Management Program lent itself to efficiencies by ensuring that maintenance and value-added activities were performed consistently and continuously. Managing these data within the disease prevention unit using information technology (IT) tools was considered grassroots because public health informatics are not typically performed at the disease prevention unit level in New York State. This grassroots effort resulted in a host of activities, including generation of location-based data (maps and reports) through geocoding and spatial analyses of data with GIS and statistical software. These data, in turn, were used to provide feedback to the state, regional, and county field-services personnel and served to illuminate morbidity patterns, refine field intervention targeting, and enhance quality-control activities within their respective jurisdictions. The GeoDatabase also provided a level of security that was not possible with small workgroup database projects that are commonly operated at the program level. This helped to assure that data storage met NYSDOH standards for data security by providing regular backup and role-based access.
HISTORY
Although BSTDC periodically analyzed morbidity data prior to 2000, the data were not visually presented for use in disease-control efforts at the census-tract level or as point coordinates because an automated GIS system did not yet exist within the BSTDC. In 2001, the CDC-funded Outcome Assessment through Systems of Integrated Surveillance (OASIS) workgroup supported new surveillance activities that included automating geocoding and GIS for presentation and display using database, geocoding, and mapping presentation tools.
Prior to the development of the GeoDatabase, the BSTDC relied on a stand-alone Pitney Bowes Map-Info Corporation Professional platform installed on a personal computer located in the Bureau's data unit. 4 The MapInfo ® software 4 connected directly to a Microsoft ® Access 5 database, using open database connectivity (ODBC) to map and display aggregated zip-code data. The early GIS system worked well for producing zip-code maps; however, no processes were built for improving address data feeds, geocoding, and linking to existing data systems. Local health unit staff performed limited geocoding manually, as the data were input on the state's Internet-based HIN. Geocoding was not possible when addresses were submitted in nonstandard formats, and the data could not be used in calculations or presented as maps. Local input of census-tract information was problematic. Censustract values assigned at the local level were often in error. Moreover, geocoding was done primarily for high-density urban locations due to the labor-intensive nature of manual geocoding.
The system was improved with installation of specialized geocoding software and establishment of a "close-to-real-time" (low-latency) data mart where addresses were extracted and stored on a daily basis. It was called a data mart because it made data from various systems available for query or presentation as if stored in a marketplace. The data mart was described as low-latency because the period of time between data entry and movement of data to the data mart system was reduced through scheduled data imports.
In this data mart structure, data were stored in one database repository that was known as the back-end database because it was connected to a user interface that served as a front-end. Using an Access 5 database as the back-end data repository was functional; however, as the database grew in size, it was difficult to establish multiple ODBC connections from the front-end user interface to the back-end without incurring ODBC errors and potential database corruption.
BSTDC resolved these issues by installing an application server, operated and supported by the central IT group, and SQL Server Enterprise Edition 2000 database software, 6 which BSTDC operated and supported. The Access 5 database was migrated to the SQL Server Enterprise Edition 2000 database software, which allowed multiple connections to remote tables in a stable, secure, and efficient manner. Program staff also rebuilt the geocoding application as a GeoDatabase to include a customized user interface and automated connection options.
GOOD ARCHITECTURE MAKES LOCATION INTELLIGENCE EASIER
One of the most difficult aspects of using location data at the program level may be establishing commercialscale GIS architecture while maintaining flexibility and accessibility for program staff. For many disease-control programs, any data system that requires more than a Microsoft Excel 7 or Access 5 database must be operated by a central IT group. Unfortunately, this often results in information bottlenecks where development and innovation fail to thrive. The BSTDC was fortunate to have the support of an IT group that made it easy to create a GeoDatabase by installing both hardware and software components for the GIS infrastructure within the IT domain while allowing BSTDC staff to design, configure, and manage the installation.
The infrastructure was inexpensive when compared with the total BSTDC budget because of the opportunity for dual-purposing both software and hardware. BSTDC purchased components during the course of several project years. Total hardware and software replacement at current prices could be replicated for less than $75,000. Although the multiple skill sets used to build the GeoDatabase appear to be complex, the entire structure was built by one staff member whose experience included limited use of Visual Basic, 8 SQL, 6 SAS ® /STAT software, 9 and Access. 5 Maintenance was a collaborative function that involved multiple staff members within the unit who interacted with local health units and field staff while using the GeoDatabase to retrieve and store data.
To support this infrastructure, the BSTDC used a multicore server capable of hosting enterprise-level software that scaled to support multiple users. This platform supported an enterprise version of SQL Server, 6 which was capable of using the multiple processors to speed table joins, queries, and data transformations.
The server platform enabled the GeoDatabase to be used as a platform for building a mash-up of existing data by combining the geocoded addresses with morbidity, population, and case-management data. The data were called a mash-up because they were constructed from pieces of two or more data systems that were not created with the intent of linking, but were instead overlaid seamlessly with each other. These data were used to calculate and store a multidimensional cube with measures of disease impact at various geographic levels (such as census block, block group, tract, zip code, and county) and included tabulations of frequency, crude incidence rates, age-adjusted incidence rates, annualized incidence rates, and censustract rank-order tabulations that were referred to as the "core epidemiology" areas. The cube data table provided a fast method for querying by presummarizing and calculating the measures of disease impact.
In NYSDOH, the IT unit supported the information system infrastructure, and program-level epidemiologists built and operated the information systems. The information systems were built using commercialoff-the-shelf (COTS) tools that are familiar to most disease-control programs (Microsoft Access, 5 Excel, 7 and PowerPoint; 10 SAS software; 9 and ODBC drivers) to connect different types of datasets, and a set of geocoding and mapping software from MapInfo. 4 The software configuration could have used similar software from different vendors to perform a similar range of functions such as database, spreadsheet, graphing, statistical analysis, data connection, geocoding, and mapping.
Importantly, the automation process enabled the development of new methods for assigning geographic boundaries that promoted assigning location data to all case reports. The capability of assigning and reviewing location coordinates to all case reports improved the ability to create and use maps of cases and measures of disease impact. This, in turn, improved the BSTDC's capacity for sharing maps and analytic results with local disease-control programs. It also led to the development of feedback loops for improving location-data quality. The feedback loop consisted of a process for distributing and retrieving error messages and responses. The process generated an automated error message that was recorded for each record that did not successfully geocode. The error message was supplemented for the interactively geocoded records (approximately 20%) with a more precise error mes-sage. The error message was transmitted to the local disease registrar, and BSTDC staff conducted follow-up to assure that the address was corrected and returned to the central office for geocoding.
Quality can be measured by accuracy, reliability, and timeliness. We found that the accuracy and reliability was improved by using our new methods that included recursive joins, data cleansing routines, reference file lookups, and an interactive geocoding interface that could be used to tag records with error messages and filter for the feedback loop. These results became more timely than ever before in the history of the program due to the nearly real-time business process that was introduced.
The GeoDatabase's ability to use real-time, Internet-collected data made it possible to establish the location of all cases, making these data available for intervention. The process of assigning and using location information had not changed appreciably since Rothenberg published an article in 1983 that described New York State's use of geographic data, 11 with the exception of the data collection method. New York's move to a real-time data system using Internet submission for disease reports transformed the process (in which geocoding was once performed by county disease registrars who manually geocoded reports). The new data collection methods provided an opportunity for improving the process of assigning geographic coordinates and actively using these data for disease intervention activities.
CUSTOM DETAILS MAKE A BETTER INFRASTRUCTURE
Making the infrastructure work as a collaborative toolset for program staff at all levels was possible by customizing the toolsets for importing data from different sources and then integrating the various datasets with geographic data. By introducing a new generation of tools to the program, old data were given new utility.
For example, prior to the 2001 introduction of the GeoDatabase, the BSTDC had limited visibility into the work field staff performed. BSTDC calculated worker metrics (measures of disease investigator activity) using CDC's DOS-based STD*MIS program. 12 The DOS-based system provided aggregate data for worker identification numbers, which were recycled when workers departed. These data were provided as a printed sheet without identifiers and could not be linked with other data unless rekeyed. The GeoDatabase exposed these same metrics for use through statistical analysis and presentation software, which enabled either mapping or standard presentations in combination with data from other sources such as morbidity and trends over time.
This powerful toolset enabled data integration using mash-ups that provided low-latency linkages between disparate data systems and was promoted based on the concept that geographic intelligence holds the key for controlling STDs. Two goals were central to the GeoDatabase operation: (1) to geocode all morbidity and disease intervention activities and (2) to provide a tool for directing intervention activities.
BSTDC used the GeoDatabase to display the morbidity and disease intervention data as points, thematically shading regions depicting measures of disease impact and maps displaying staff activities. These displays were prepared against the backdrop of needing the data for both analytic and operational purposes such as field activities. It was not enough to use the data for surveillance if there was no corresponding use for field operations. But the data proved useful for evaluation, targeted interventions, and program reviews that used geographic data to evaluate field assignment patterns against morbidity, to perform site evaluations for categorical STD clinics, and to review the volume of patients treated by providers.
Using the data integration functionality of the GeoDatabase, worker metrics were also calculated and presented by geographic entity (state, region, county, and census tract), linked with morbidity, and displayed as maps (Figure 2) . These maps were used in macro views that revealed morbidity and field intervention activities on a house-to-house basis and in statewide projections that revealed major clusters of disease. Other maps were produced that displayed the core epidemiologic areas (Figure 3 ) that were used to target field intervention activities. Although the maps were not novel applications of the GeoDatabase, these were easy to produce and served as a cornerstone for creating and using location intelligence. While the desire to use location data for disease control is important, confidentiality concerns remained a high priority. No guidelines for release of geographic information were incorporated into the BSTDC confidentiality protocol when this project began. The lack of geographic data release standards was partly a result of technology outpacing existing protocols. At the time, point maps depicting morbidity or fieldwork were released only to authorized disease intervention staff and local health jurisdiction public health officers because of concerns about reverse identification of patients. 13 These maps were released at projection distances of 25 miles or more and were distributed without titles and legends. The projection distance will be reevaluated in cooperation with the OASIS GIS workgroup, which continues to work toward improved confidentiality standards that are more encompassing of GIS issues. In the future, NYSDOH will be revising the BSTDC confidentiality protocol in conjunction with the OASIS workgroup to meet the evolving needs of GIS data release.
AUTOMATED DATA ACQUISITION
Taking time to automate data acquisition ensured that the GeoDatabase was efficient and easy to operate. Data acquisition used both push and pull techniques for loading data, which varied according to data source and the need to manipulate the data prior to loading. Pushing the data was done through extraction, transformation, and loading (ETL) routines that added data into the relational database from external systems, using SAS 14 software to connect and standardize data prior to loading. Pulling the data involved using the internal ETL mechanisms to pull data into the relational database engine. The loads were run in sequence so that data from one process could be used iteratively in another process. For instance, morbidity address data were read from a centralized server where these data were processed via Internet connections that linked county infectious disease registrars with the central database.
SAS 14 software was used to import, parse (break field content into two or more pieces), and concatenate (put two or more fields together) the address fields for use in validation and standardization routines and linking data to reference tables. After the data were preprocessed, the product was loaded into the GeoDatabase to await geographic assignment. Geographic assignment was performed using a combination of batch and interactive applications before the data were integrated with other datasets for additional processing. The types of processes that followed geocoding included qualitycontrol activities, data analysis for reviewing efficiency and outcomes of the geocoding process, calculation of measures of disease impact, and worker metrics.
Wherever data did not require preprocessing or standardizing and cleansing, the automated process was used for data acquisition. The SQL Server Enterprise Edition that served as the backbone of the system also included a package known as Data Transformation Services. 6 These services were used in combination with stored procedures on the server to initiate triggered actions that imported and transformed data on a nightly basis. The automation process ultimately resulted in low-latency replication of real-time data systems such as the New York State Electronic Clinical Laboratory Reporting System 15 by pulling data from existing systems. These data were not integrated into the GeoDatabase location data results table, but became part of the mash-up dataset that could be called as necessary to supplement the geographic data.
CONCLUSIONS
STD control is a public health function that relies on high-quality data delivered in a timely manner at both the state and local level. Activities that occur in the central office are important and intertwined with the activities of the field staff, requiring the ability for quick response.
Using an enterprise platform in a workgroup setting provided the capacity to have location intelligence on a close-to-real-time basis that improved both quality and delivery. We did not analyze the costs and benefits of developing the GeoDatabase because the program is actively engaged in disease control, and we were not prepared to devote resources to performing such an evaluation. The GeoDatabase system supplied a plat-form for integrating legacy data with modern data systems, delivering analytic capabilities, and improving existing processes. The introduction of new business processes and more efficient performance of existing business processes with existing staff provided empirical evidence that the GeoDatabase was cost-efficient. The improvement in business processes helped direct field operations to specific geographic locations based on more timely surveillance data. Gonorrhea morbidity declined during the project period, which started in late 2000 and concluded in mid-2006. Although costbenefit analysis would be desirable, this decline suggests that the GeoDatabase provided true benefits.
Building the GeoDatabase was a significant development in the process of establishing location intelligence as a core activity for STD control. The GeoDatabase provided a platform for automating the process of attaching geographic boundary data to program information, starting with case reports and expanding to field activity, provider locations, clinic site locations, and laboratory testing. By automating the process, these data could be visualized on a low-latency basis and linked with other data in a manner that was not possible less than a decade ago. The centralized location of these data also enabled collaboration by exposing the value-added geographic data to both field operations and surveillance staff.
Most importantly, the combination of COTS tools and program experience demonstrates that the use of IT to embed location intelligence activities in public health programs is both feasible and desirable. The benefits of improved disease intervention response will provide justification and support for increased spending on location intelligence infrastructure for a variety of public health programs.
