INTRODUCTION
Structural Magnetic Resonance (MR) imaging, due to its high resolution and high brain tissue contrast images, has become a valuable tool in diagnosis of different neurodegenerative diseases. However it is still challenging to detect the abnormality in MR brain images automatically, mainly due to the requirement of detection techniques with high accuracy within quick convergence time [1] .
Alzheimer's disease (AD), the most common type of dementia, is a major cause of disability worldwide. Early and accurate detection of AD is essential to provide the appropriate treatments to patients and monitor its effectiveness. For diagnosing AD, the disease progression is considered as consisting of three stages: Normal or Healthy Controls (NC), Mild Cognitive Impairment (MCI), a transitional stage between normal ageing and dementia' and AD. MCI subjects have been considered to be at an increased risk of developing AD and hence distinguishing MCI individuals is very important.
Automated computer-aided classification techniques with statistical learning algorithms have much to offer to the physicians towards accurate diagnosis of such complex diseases. One of the very important steps in such systems to be highly accurate is the selection of most suitable features. The features should be such that, within the class the similarity should be maximized and between classes it should be minimized. A limited yet salient (optimized) feature set simplifies the pattern representation and in turn the performance of the classifiers. This paper presents the work towards finding the optimal feature set that increases the efficiency of the learning algorithm, K-NN and validating the optimization with AdaBoost for further improvement in classification accuracy of 4 models as described in the abstract.
Till the date lot of attention [1] , [4] , [6] , [8] - [10] , [12] , [13] , [15] and [17] has been received to automatic detection and classification of various progression stages of AD. Automated hippocampal segmentation (one of the anatomical structure indicating AD) using different machine learning algorithms such as: Hierarchical AdaBoost, SVM with manual and automated feature selection and a publicly available brain segmentation package is carried out by Morra et al. in [3] . Zhou et al. [6] proposed method to combine MRI data with a neuropsychological test -Mini Mental State Examination (MMSE), with classifier for different disease classes such as AD, MCI including amnestic MCI (aMCI) and non-amnestic MCI (naMCI). Westman et al. [10] combined raw cortical thickness measures with sub-cortical volumes normalized by intracranial volume to give the best prediction accuracy for separating AD cases form normal or healthy cases. Liu et al. [12] proposed a hierarchical ensemble classification algorithm to gradually combine the features and decisions (from number of low level classifiers) into a unified model (combination of high level classifiers) for more accurate classification. Fan [13] proposed an ordinal ranking based classification method for classes such as NC, MCI non-converter (MCI-NC), MCI converter (MCI-C) and AD. Zhanga et al. [14] proposed a new multimodal data fusion and classification method based on kernel combination for distinguishing between AD and MCI. Dessouky et al. [16] proposed CAD system using Linear SVM for binary classifications among AD patients with selected features based on intensity levels.
Though lot of work is going on towards the automatic classification of different progression stages of AD, the wide variety of number and type of classes is found to be considered with the choice of various learning algorithms. Feature sets considered for classification are also of different types; still a robust CAD system with 100% classification accuracy for different models based on class labels for different disease progression stages is an open challenge. This paper presents the robust and optimized feature set selection and classification using K-NN and AdaBoost for four models:
i. Abnormal (MCI +AD) vs. Normal; ii. AD vs. MCI; iii. MCI vs. NC and iv. AD vs. NC. The Table. 10 in Results and discussion section shows improvement in classification accuracy for every model with this work as compared to the previous work done by researchers. This paper is organized as follows: section 2 and 3 are about K-NN and AdaBoost classifier respectively; section 4 presents feature extraction and selection followed by methodology. The details of data sets used for experimentation and quality assessment parameters are described in section 5. Section 6 covers results and discussions and section 7 presents conclusion.
K-NEAREST NEIGHBOR (K-NN) CLASSIFIER
K-NN algorithm is used in pattern recognition for classifying objects based on nearest training examples (based on value of K nearest neighbors by majority vote) in the feature space. In this method the unknown sample may be classified based on the classification of this nearest neighbor.
In K-NN the distance between input test instance and training set instance is computed using different 'distance functions'. We used the most common distance function for K-NN, the Euclidean distance:
where, x is the test feature vector and y is the training feature vector.
ADABOOST CLASSIFIER
AdaBoost, a machine learning algorithm is formulated by Freund and Schapire. AdaBoost is adaptive because the instances misclassified by previous classifier are reorganized into the subsequent classifier to improve the classification accuracy and is often used in conjunction with many other weak learning algorithms to boost their performance.
The boosting algorithm initially assigns equal weight to all instances in the training data. Based on classifiers output to this training data, the weight is reassigned for each instance. While reassigning the weights, the one for each correctly classified instance is decreased, and that of misclassified ones is increased.
In the next iteration, a classifier reworks on this reweighed data and tries to correctly classify the instances with more weight. Again the weights are updated based on the new classifier's output. Every time when the weights are updated, the normalization is carried out to maintain the sum of weights as it was before. After all iterations, the final hypothesis value is calculated. The final hypothesis is either +1 or -1, which is the prediction of the Strong Classifier.
FEATURE EXTRACTION AND SELECTION
One of the tasks of data pre-processing is to prepare the data for input into the machine learning algorithm is, 'feature selection'; in which only some of the features from the dataset are selected and used in the training process of the learning algorithm. In this process the aim is to find the optimal subset that increases the classification efficiency of the learning algorithm and decreases the computational burden.
Thus, the resulting classifier will be faster, more accurate and will use less memory. Feature selection (FS) can be done using Supervised Learning and Unsupervised Learning. FS algorithms can be broadly fall into three categories: the Filter Model, the Wrapper Model and the Hybrid Model. Features can be extracted on Gray-Level Co-occurrence Matrix (GLCM).
GRAY-LEVEL CO-OCCURRENCE MATRIX (GLCM)
GLCM also known as the gray-level spatial dependence matrix is the basis for the Haralick's texture features [19] . This matrix is square with dimension Ng, where Ng is the number of grey levels in the image. Element [i, j] of the matrix is generated by counting the number of times a pixel with value i is adjacent to a pixel with value j and then dividing the entire matrix by the total number of such comparisons made. Each entry is therefore considered to be the probability that a pixel with value i will be found adjacent to a pixel of value j and orientation θ.
METHODOLOGY

DATASETS
We used the Open Access Series of Imaging Studies (OASIS) [7] ; publicly available dataset for experimentation which consists of total 416 subjects aged 18 to 96. Out of the complete data, 201 subjects (107 NCs, 68 MCIs, and 26 ADs) are labelled. For each subject, 3 individual T1-weighted 3D MR images as axial, coronal and sagittal images obtained in a single scan session are included. For experiment only axial images are selected. The subjects include both men and women. Subjects with Clinical Dementia Rating (CDR) of 0, 0.5, and 1 are considered NC, MCI, and AD, respectively.
In this study, four datasets are used shown in the Table. 1 containing T1 weighted axial brain MR images.
For entire experimentation Haralick's [18] features based on GLCM are used. GLCM is calculated for distance d = 1 with angles θ = 0°, 45°, 90° and 135°. Each element in normalised GLCM is labelled as (r, c). Each element represents the joint probability occurrence of pixel pairs with a defined spatial relationship having grey level values 'r' and 'c' in the image. Table. 2). ii. Performance of K-NN for Model I is assessed with different parameters, listed in section 5.2 (Refer Table. 3). iii. New feature is added (forward Selection) and step ii is repeated.
iv.
Step iii is continued till the addition of feature in training data set has not shown any significant improvement in classifying the samples as normal or abnormal. v. The feature not showing significant improvement in classification accuracy is then removed (backward elimination) followed by step ii. vi.
Step v is repeated till the classification accuracy value is reached at its maximum for different K-folds in the cross validation process and number of neighbors (K). Following steps i-vi, the optimal feature set for Model I for highest possible classification accuracy is obtained. The same feature set is used for Model II-IV with cross-validation for Kfold = 3, 5, 7, 9, 10, 12, 15 and K (Number of nearest neighbour to be considered in K-NN) =1, 3, 5, 7 and 9. The above fully automatic CAD system (with K-NN and Adaboost) is tested for images from OASIS database (without CDR rating) i.e. the expert ratings are not available for these images; and also for images from the different hospitals. The class labels assigned are compared with that of the Radiologists' rating/ labels. The performance is presented in Section 6 with the help of Receiver Operating Characteristics (ROC) curves as shown in Fig.2. 
RESULTS AND DISCUSSION
Part A: Selection of starting point for feature selection (for Model I) based on correlation: As seen in Table. 4, the accuracy of the classifier goes on increasing with sequential addition of features. The maximum accuracy 92.31% with K-fold = 15 for 8 features (Average including different K values is less). But no further improvement is seen with any new feature, so the approach of backward elimination process has been adopted. Based on experimentation and the improvement in accuracy (average) the 6 features are selected as listed in Table. 5. As seen in Table. 7, the 6 features selected by K-NN (Part A) showed optimal performance in terms of classification accuracy and number of iterations per weak classifiers and CPU time required for the process with AdaBoost classifier. The Fig.1 shows that the K-NN and Adaboost perform extremely well with optimized 6 features for all four Models for classification between different progression stages of AD.
The Fig.2 shows the comparison between the Radiologist's class labels and the output of our CAD system with i. K-NN and ii. AdaBoost; which performed well for Models [I-IV] under consideration. 
CONCLUSION
In this work, we have developed a computerized support system for radiologists/neurologists with three class sets as NC, MCI and AD for MR Images. The system is based on minimum number of features (optimum) through exhaustive experimentation with two classifiers-K-NN and AdaBoost. The system has shown notable performance as compared to previous work done and also as compared to radiologist's feedback in assigning the labels such as Normal, MCI or AD. The improved classification accuracy and reduced computation time for automatic detection of Alzheimer's disease and even the progression stage of AD i.e. MCI are the important characteristics of this system. This CAD system can be proved be useful in clinical diagnosis of stages of AD from brain MR scans and may also be used for training new readers to help them to understand the disease progression based on MR scans by correlating it with medical examinations and providing some additional biomarkers. 
