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El olvido de las Matema´ticas perjudica a
todo el conocimiento, ya que el que las ig-
nora no puede conocer las otras ciencias
ni las cosas de este mundo.
Roger Bacon (Inglaterra 1214-1294 )

Presentacio´n
El presente libro proporciona un tratamiento comprensivo de la teor´ıa de
matrices positivas y, ma´s generalmente, de la teor´ıa de matrices no negati-
vas. Las matrices cuadradas de este tipo aparecen en una gran variedad de
problemas como pueden ser estudios de procesos estoca´scticos, cadenas de
Markov, modelos econo´micos, teor´ıa de la sen˜al, entre otros.
La teor´ıa desarrollada aqu´ı es una parte del a´lgebra lineal que recientemente
ha adquirido un nuevo auge debido a su alto grado de aplicabilidad, siendo
as´ı que algunos de los principales resultados han sido obtenidos en las u´ltimas
de´cadas.
Este libro esta´ estructurado en dos partes, de manera que la primera incluye
todos los resultados de a´lgebra matricial y lineal necesarios para hacer la
obra autocontenida. La segunda parte esta´ dedicada propiamente el estudio
de las matrices no negativas y sus aplicaciones.
Este texto esta´ pensado, pues, en general para aquellos estudiantes que nece-
sitan utilizar este tipo de matrices, y da, por lo tanto, todos los concep-
tos ba´sicos necesarios para que pueda, ma´s adelante, comprender un texto
cient´ıfico en que e´stas sean utilizadas, y en particular como apoyo para aque-
llos que cursen la asignatura “Introduccio´n a la Teor´ıa de Matricess Positi-
vas”que se imparte en la ESTSEIB-UPC.
Aquellos estudiantes que, por su formacio´n matema´tica, dominen los concep-
tos ba´sicos de A´lgebra lineal y este´n familiarizados con el A´lgebra matricial
pueden directamente abordar el estudio de la segunda parte.
No obstante, puesto que no necesariamente ocurre as´ı, hemos incluido una
primera parte en que se abordan algunos to´picos de A´lgebra lineal y ma-
8tricial. Puede esta primera parte servir, adema´s, como recordatorio para los
estudiantes que previamente hayan estudiado esta materia, as´ı como para
referencia en caso de que algu´n concepto lo desconozca.
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Cap´ıtulo 1
Matrices
1.1. Notaciones y definiciones
Trataremos tan so´lo las matrices definidas sobre un cuerpo conmutativo K
que sera´, o bien el cuerpo real R, o bien el cuerpo complejo C (es decir, cuyos
coeficientes pertenecen a R o a C) si bien las matrices se pueden definir sobre
cualquier cuerpo, o incluso sobre anillos.
Definicio´n 1.1.1. Llamaremos matriz de orden n × m a coeficientes en el
cuerpo K a un conjunto de n ·m elementos del cuerpo distribuidos en n filas
y m columnas y que notaremos por
A =
a11 . . . a1m... ...
an1 . . . anm
 , aij ∈ K.
El elemento aij esta´ en la fila i y en la columna j. Algunas veces notaremos
una matriz simplemente por A = (aij).
Ejemplo 1.1.1.
A1 =
(
1,01 2 3,2
−1,1 3 2,5
)
, A2 =
√2 √31 0√
3
√
2

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A1 es una matriz de orden 2× 3 y A2 es una matriz de orden 3× 2.
Las matrices de orden 1 ×m (es decir, con una sola fila) reciben el nombre
de vectores fila y las matrices de orden n×1 (es decir, con una sola columna)
reciben el nombre de vectores columna.
Ejemplo 1.1.2. Las matrices
(
1 2 1
)
,
43
2

son un vector fila y un vector columna, respectivamente.
Denotaremos por Mn×m(K) el conjunto de las matrices de orden n × m a
coeficientes en el cuerpo K. En el caso particular en que n = m denotaremos
este conjunto simplemente por Mn(K).
Operaciones con matrices
Suma
Definicio´n 1.1.2. Dadas dos matrices A = (aij) y B = (bij), con A,B ∈
Mn×m(K) (esto es, del mismo orden) definimos la suma de estas dos matrices
como la matriz
C = (cij) = (aij + bij).
Proposicio´n 1.1.1. En el conjunto Mn×m(K), la operacio´n suma verifica
las siguientes propiedades.
a) Asociativa: (A+B) + C = A+ (B + C).
b) Conmutativa: A+B = B + A.
c) Existencia de elemento neutro, que es la matriz 0 (cuyos elementos son
todos nulos), ya que A + 0 = A para cualquier matriz A ∈ Mn×m(K). Esta
matriz se llama matriz nula.
d) Existencia de elemento sime´trico: dada una matriz A = (aij) ∈Mn×m(K)
existe −A de forma que A+(−A) = 0 (en efecto, basta tomar −A = (−aij)).
Se dice entonces que el conjunto Mn×m(K) tiene estructura de grupo abeliano.
Notacio´n. Dadas dos matrices A,B ∈ Mn×m(K), la operacio´n A + (−B)
la notaremos simplemente por A−B.
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Producto
Definicio´n 1.1.3. Dadas dos matrices A ∈ Mn×m(K), B ∈ Mm×p(K), esto
es, A = (aij) y B = (bij) de o´rdenes respectivos n×m y m× p, definimos el
producto de estas dos matrices por
C = (cij) =
(
m∑
k=1
aikbkj
)
Proposicio´n 1.1.2. La operacio´n producto verifica las siguientes propiedades.
a) Asociativa: (AB)C = A(BC).
b) Distributiva respecto de la suma: A(B + C) = AB + AC, (A + B)C =
AC +BC.
c) En el caso n = m, existe elemento unidad, que es la matriz In = (δij)
con δij = 0 si i 6= j y δii = 1, ya que AIn = InA = A para cualquier matriz
A ∈Mn(K). La matriz In ∈Mn(K) recibe el nombre de matriz identidad de
orden n. A veces, si no hay posibilidad de confusio´n, se denota simplemente
por I.
En el caso n = m y, puesto que dadas dos matrices cualesquiera siempre se
puede obtener su producto, que cumple las propiedades anteriores, adema´s de
las propiedades mencionadas anteriormente con la operacio´n suma, se dice
que Mn(K) es un anillo con unidad.
Observacio´n 1. La operacio´n producto no es conmutativa. En realidad, si
A ∈ Mn×m(K) y B ∈ Mm×p(K) podemos efectuar el producto AB pero el
producto BA puede efectuarse so´lo si n = p. En el caso de dos matrices
cuadradas A,B del mismo orden se pueden efectuar los productos AB y
BA, pero las matrices as´ı obtenidas no tienen por que´ coincidir. En efecto,
podemos considerar las matrices
A =
(
1 1 1
) ∈M1×3(R), B =
1 00 1
1 4
 ∈M3×2(R)
Podemos hacer el producto AB,
AB =
(
1 1 1
)1 00 1
1 4
 = (2 5)
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pero sin embargo no es posible efectuar el producto BA.
En el caso de dos matrices cuadradas, consideremos, por ejemplo,
A =
(
1 1
2 1
)
, B =
(
1 0
0 2
)
En este caso existen AB y BA pero estos productos son dos matrices distin-
tas:
AB =
(
1 1
2 1
)(
1 0
0 2
)
=
(
1 2
2 2
)
BA =
(
1 0
0 2
)(
1 1
2 1
)
=
(
1 1
4 2
)
Observacio´n 2. Es posible que, sin que ni A ni B sean matrices nulas, el
producto AB o BA (o ambos, en el caso en que tengan sentido) sean la matriz
nula. Decimos entonces que las matrices A y B son divisores de cero.
Como ejemplos, podemos considerar los siguientes.
(
1 1 0
0 0 0
) 1 −2−1 2
3 −5
 = (0 0
0 0
)
(
1 2 3
)( 2 −2
−1 1
)
=
(
0 0
)
(
1 1
1 1
)(
1 −1
−1 1
)
=
(
1 −1
−1 1
)(
1 1
1 1
)
=
(
0 0
0 0
)
Observamos tambie´n que, sin ser A = B, puede ocurrir AC = BC:(
1 −1
0 0
)(
1 1
1 1
)
=
(
0 0
1 −1
)(
1 1
1 1
)
=
(
0 0
0 0
)
y CA = CB:(
1 1
1 1
)(
1 −1
0 0
)
=
(
1 1
1 1
)(
0 0
1 −1
)
=
(
1 −1
1 −1
)
As´ı pues, no es va´lida la “ley de simplificacio´n”.
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Producto por un escalar
Dada una matriz A = (aij) ∈Mn×m(K) y un elemento cualquiera del cuerpo
λ ∈ K definimos el producto del escalar λ por la matriz A del siguiente modo:
λ(aij) = (λaij)
Observacio´n 3. Sea A ∈Mn×m(K). Entonces
λA = (λIn)A = A(λIm)
Las matrices de la forma λIn reciben el nombre de matrices escalares.
Proposicio´n 1.1.3. La operacio´n producto por escalares de K verifica las
siguientes propiedades.
a) Asociativa: λ(µA) = (λµ)A.
b) Distributiva respecto de la suma de matrices: λ(A+B) = λA+ λB.
c) Distributiva respecto de la suma de escalares: (λ+ µ)A = λA+ µA.
d) 1 · A = A.
El conjunto Mm×n(K) con las operaciones suma y producto por escalares
de K verificando estas propiedades se dice que tiene estructura de espacio
vectorial sobre K.
Algunos tipos especiales de matrices
Definicio´n 1.1.4. Llamaremos matriz triangular superior a una matriz A =
(aij) tal que aij = 0 para todo i > j.
Llamaremos matriz triangular inferior a una matriz A = (aij) tal que aij = 0
para todo i < j.
Llamaremos matriz diagonal a una matriz A = (aij) tal que aij = 0 para
todo i 6= j.
Llamaremos matriz estrictamente triangular superior a una matriz A = (aij)
tal que aij = 0 para todo i ≥ j.
Llamaremos matriz estrictamente triangular inferior a una matriz A = (aij)
tal que aij = 0 para todo i ≤ j.
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Ejemplo 1.1.3. Consideremos las matrices
A1 =
0,3 2,2 4,20 1,01 4,9
0 0 1
 , A2 =
 1 0 02,4 9,1 0
0,9 2 8,1
 , A3 =
0,3 0 00 1,01 0
0 0 1
 ,
A4 =
0 0,01 2,10 0 2
0 0 0
 , A5 =
 0 0 02,4 0 0
0,9 2 0

La matriz A1 es triangular superior, la matriz A2 es triangular inferior, la
matriz A3 es diagonal, la matriz A4 es estrictamente triangular superior y la
matriz A5 es estrictamente triangular inferior.
Las matrices escalares son casos especiales de matrices diagonales.
Trasposicio´n
Definicio´n 1.1.5. Dada una matriz A = (aij) ∈ Mn×m(K) llamaremos
matriz traspuesta de A (y la notaremos por At) a la matriz definida de la
forma
At = (aji) ∈Mm×n(K)
Es decir, At es la matriz que se obtiene a partir de A cambiando filas por
columnas.
Ejemplo 1.1.4. Dada la matriz
A =
(
1 1 0
0 1 2
)
∈M2×3(K),
su traspuesta es la matriz
At =
1 01 1
0 2
 ∈M3×2(K)
Ejemplo 1.1.5. Si v es un vector fila
(
v1 . . . vn
) ∈M1×m(K) su traspuesta
es un vector columna, vt =
v1...
vn
 ∈Mm×1(K). Rec´ıprocamente, la traspues-
ta de un vector columna es un vector fila.
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Las siguientes propiedades son frecuentemente utilizadas.
Proposicio´n 1.1.4. Se verifican las siguientes igualdades.
1.- (At)t = A
2.- (λA)t = λAt
3.- (A+B)t = At +Bt
4.- (AB)t = BtAt
Vamos ahora a restringirnos al caso en que las matrices son cuadradas, es
decir, n = m. En este caso A y At son ambas matrices cuadradas del mismo
orden y tiene sentido preguntarse si coinciden, o bien si se relacionan de algu´n
modo peculiar.
Definicio´n 1.1.6. Dada una matriz A ∈Mn(R) diremos que es sime´trica si
y so´lo si
A = At.
Ejemplo 1.1.6. La matriz
A =
 1 √2 1√2 0 −1
1 −1 2

es sime´trica.
En general dada una matriz A = (aij) ∈Mn(C), se define la matriz A∗ como
la matriz traspuesta conjugada de la matriz A. Esto es,
A∗ = (bij), con bij = aji
Ejemplo 1.1.7. Dada la matriz
A =
(
1 + i 2i
2− i 1
)
,
entonces
A∗ =
(
1− i 2 + i
−2i 1
)
Observamos que si A es a coeficientes reales A∗ = At.
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Definicio´n 1.1.7. Dada una matriz A ∈Mn(R) diremos que es antisime´trica
si y so´lo si
A = −At
Ejemplo 1.1.8. La matriz
A =
 0 1 −0,5−1 0 2
0,5 −2 0

es antisime´trica.
Proposicio´n 1.1.5. Dada una matriz A ∈ Mn(R) cualquiera, existen una
matriz S ∈ Mn(R) sime´trica y una matriz T ∈ Mn(R) antisime´trica tales
que
A = S + T.
Demostracio´n. Consideremos
S =
1
2
(A+ At)
T =
1
2
(A− At)
Es fa´cil ver que S es sime´trica, T es antisime´trica y A = S + T .
Tambie´n es fa´cil comprobar la afirmacio´n de la siguiente proposicio´n.
Proposicio´n 1.1.6. Sea A ∈ Mn×m(R) una matriz cualquiera. Entonces
S = AtA ∈Mm(R) y R = AAt ∈Mn(R) son matrices sime´tricas.
Para el caso de matrices reales
Definicio´n 1.1.8. Sea A ∈Mn(R). Se dice que A es ortogonal cuando
AAt = AtA = In.
Ejemplo 1.1.9. Las matrices
A1 =
13 23 −232
3
−2
3
−1
3
2
3
1
3
2
3
 , A2 =
0 −1 01 0 0
0 0 −1
 ,
son ortogonales.
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En general, sea A ∈Mn(C) se dice que A es unitaria cuando
AA∗ = A∗A = In
Ejemplo 1.1.10. Las matrices
A1 =
(
i
i
)
, A2 =
(
0 i
−i 0
)
son unitarias.
1.2. Determinantes
Definicio´n 1.2.1. Dada una matriz cuadrada A ∈ Mn(K) llamaremos de-
terminante de A = (aij) (y lo notaremos por detA) al escalar de K
detA =
∑
ε(h)a1h1a2h2 . . . anhn
donde el sumatorio se extiende a todas las permutaciones h : (h1, h2, . . . , hn)
del conjunto {1, 2, . . . , n} y ε(h) vale 1 o -1 segu´n si la permutacio´n es par o
impar.
Ejemplo 1.2.1. (a) Sea A = (a) ∈M1(K). Entonces detA = a.
(b) Sea A =
(
a11 a12
a21 a22
)
∈M2(K). Entonces detA = a11a22 − a21a12.
Propiedades.
1.- detAt = detA.
2.- Si una matriz B se obtiene a partir A mediante intercambio de dos filas
o dos columnas consecutivas, entonces detB = − detA.
3.- Si A es una matriz que tiene dos filas o dos columnas ide´nticas, detA = 0.
4.- Si una matriz B se obtiene a partir de A an˜adiendo a una fila (o columna)
de A una combinacio´n lineal de las otras filas (o columnas) de A, entonces
detB = detA.
5.- Si A,B ∈Mn(K), detAB = detA · detB.
6.- El determinante de una matriz triangular superior (o triangular inferior,
o diagonal) es igual al producto de los elementos que esta´n sobre la diagonal
de la matriz.
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De estas propiedades ba´sicas, consecuencia de la definicio´n de determinante,
se deducen otras.
7.- Si una fila (o columna) de la matriz A es combinacio´n lineal de las otras
filas (o columnas) de A, entonces detA = 0.
8.- Si A es una matriz estrictamente triangular superior (o estrictamente
triangular inferior), detA = 0.
9.- Para todo n, det In = 1.
Menores y rango de una matriz
Definicio´n 1.2.2. Dada una matriz A ∈ Mn×m(K), se denomina menor de
orden r al determinante de una submatriz de A de orden r formada con los
elementos que pertenecen simulta´neamente a r filas y r columnas fijadas de
la matriz A.
Definicio´n 1.2.3. Dada una matriz A ∈ Mn×m(K) llamaremos rango de la
matriz al orden del mayor menor no nulo de la matriz.
Definicio´n 1.2.4. Una matriz A ∈ Mn(K) se dice que es regular si su de-
terminante es distinto de cero y, en caso contrario, se dice que es singular.
Ejemplo 1.2.2. Sea A ∈Mn(K) regular. Entonces rangoA = n.
Adjunta de una matriz
Definicio´n 1.2.5. Dada A = (aij) ∈Mn(K), se define el adjunto del te´rmi-
no aij (que notaremos por αij) al determinante de la matriz que resulta al
suprimir en A la fila y la columna en las que se encuentra el elemento aij
(esto es, la fila i y la columna j) multiplicado por (−1)i+j.
Definicio´n 1.2.6. Dada una matriz A = (aij) ∈Mn(K) definimos la matriz
adjunta de A, Adj(A), como la matriz cuyos elementos son los adjuntos de
los elementos de la matriz A,
Adj(A) = (αij).
Ejemplo 1.2.3. Sea A la matriz
A =
1 2 02 0 2
0 2 0

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Los adjuntos de cada elemento son
α11 = −4 α12 = 0 α13 = 4
α21 = 0 α22 = 0 α23 = −2
α31 = 4 α32 = −2 α33 = −4
por lo que la matriz adjunta de A es
Adj(A) =
−4 0 40 0 −2
4 −2 −4

1.3. Inversa de una matriz
Definicio´n 1.3.1. Sea A ∈ Mn×m(K). Si existe una matriz B ∈ Mm×n(K)
tal que
AB = In ∈Mn(K)
se dice que la matriz B es una inversa por la derecha de A. Si existe una
matriz C ∈Mm×n(K) tal que
CA = Im ∈Mm(K)
se dice que la matriz C es una inversa por la izquierda de A.
En caso de que A sea una matriz cuadrada, si existe inversa por la derecha
existe tambie´n por la izquierda y ambas coinciden. En dicho caso se dice que
la matriz A es inversible y a una tal matriz se la denomina la inversa de A,
que notaremos por A−1 (una tal matriz es u´nica).
Proposicio´n 1.3.1. Las matrices regulares son las u´nicas matrices inversibles.
Proposicio´n 1.3.2. Si A ∈ Mn(K) es una matriz regular, entonces se ver-
ifican las siguientes propiedades.
1.- (A−1)−1 = A.
2.- Si B es tambie´n una matriz regular, (AB)−1 = B−1A−1.
3.- Sea λ ∈ K, λ 6= 0. Entonces (λA)−1 = 1
λ
A−1.
4.- (At)
−1
= (A−1)t.
5.- det(A−1) =
1
detA
.
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Ca´lculo de la inversa.
La siguiente proposicio´n proporciona un me´todo para obtener la inversa de
una matriz.
Proposicio´n 1.3.3. La inversa de una matriz regular A ∈Mn(K) es:
A−1 =
1
detA
(Adj(A))t.
1.4. Inversa generalizada de Moore-Penrose.
Definicio´n 1.4.1. Dada una matriz A ∈ Mn×m(R), llamaremos matriz in-
versa de Moore-Penrose de A a una matriz de orden m× n (que notaremos
por A+) que verifica
1.- AA+A = A
2.- A+AA+ = A+
3.- (AA+)t = AA+
4.- (A+A)t = A+A
Proposicio´n 1.4.1. Sea A ∈ Mn×m(R) una matriz cualquiera. Entonces
existe una u´nica matriz A+ ∈ Mm×n(R) que cumple las cuatro condiciones
anteriores.
Demostracio´n. Sea r = rangoA. Entonces existen P ∈Mn(R) y Q ∈Mm(R)
matrices inversibles tales que
A = P
(
Ir 0
0 0
)
Q
Particionando las matrices P y Q segu´n la particio´n de
(
Ir 0
0 0
)
tenemos que
A =
(
P11 P12
)(Ir 0
0 0
)(
Q11
Q21
)
= P11Q11
Observamos que P11 y Q11 son matrices de rango r. Luego P
t
11P11 y Q11Q
t
11
son matrices inversibles de orden r. Es fa´cil comprobar que la matriz
Qt11(Q11Q
t
11)
−1(P t11P11)
−1P t11
verifica las cuatro condiciones dadas en la definicio´n.
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Observacio´n. Si A ∈Mn(R) es una matriz inversible, entonces A+ = A−1.
En el caso en que la matriz A tiene rango ma´ximo es fa´cil obtener la matriz
A+, segu´n se ve en el siguiente resultado.
Proposicio´n 1.4.2. Sea A ∈Mn×m(R) una matriz que tiene rango ma´ximo.
Entonces,
(a) si n ≥ m, A+ = (AtA)−1At.
(b) si n ≤ m, A+ = At(AAt)−1.
Ejemplo 1.4.1. Sea
A =
1 21 2
1 2

La inversa de Moore-Penrose de la matriz A viene dada por
A+ =
1
15
(
1 1 1
2 2 2
)
lo que se comprueba fa´cilmente, puesto que la matriz A+ verifica las cuatro
condiciones dadas en la definicio´n.
1.5. Ejercicios Resueltos
1.- Descomponer la matriz
A =
5 2 13 1 4
2 1 3

en suma de una matriz S sime´trica y una matriz T antisime´trica.
Solucio´n:
S =
1
2
5 2 13 1 4
2 1 3
+
5 3 22 1 1
1 4 3
 = 1
2
10 5 35 2 5
3 5 6

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T =
1
2
5 2 13 1 4
2 1 3
−
5 3 22 1 1
1 4 3
 = 1
2
0 −1 −11 0 3
1 −3 0

2.- Calcular el determinante de la matriz siguiente.
A =
 1 0 34 −1 7
7 2 −1

Solucio´n:
detA =
∣∣∣∣∣∣
1 0 3
4 −1 7
7 2 −1
∣∣∣∣∣∣ =
1 · (−1) · (−1) + 4 · 2 · 3 + 0 · 7 · 7− 7 · (−1) · 3− 2 · 7 · 1− 4 · 0 · (−1) =
1 + 24 + 0− (−21)− 14− 0 = 32
3.- Determinar la inversa de la matriz del ejercicio anterior.
Solucio´n:
A−1 =
1
32

∣∣∣∣−1 27 −1
∣∣∣∣ − ∣∣∣∣0 23 −1
∣∣∣∣ ∣∣∣∣0 −13 7
∣∣∣∣
−
∣∣∣∣4 77 −1
∣∣∣∣ ∣∣∣∣1 73 −1
∣∣∣∣ − ∣∣∣∣1 43 7
∣∣∣∣∣∣∣∣ 4 7−1 2
∣∣∣∣ − ∣∣∣∣1 70 2
∣∣∣∣ ∣∣∣∣1 40 −1
∣∣∣∣
 =
1
32
−13 6 353 −22 5
15 −2 −1

4.- Determinar la inversa de Moore-Penrose de la matriz
A =
1 11 2
1 3

Solucio´n:
Observamos que rangoA = 2 = m < 3 = n, entonces
AtA =
(
1 1 1
1 2 3
)1 11 2
1 3
 = (3 6
6 14
)
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(AtA)−1 =
1
6
(
14 −6
−6 3
)
A+ = (AtA)−1At =
1
6
(
14 −6
−6 3
)(
1 1 1
1 2 3
)
=
1
6
(
8 2 −4
−3 0 3
)
1.6. Ejercicios Propuestos
1.- Sea A ∈ Mn(K) una matriz estrictamente triangular superior (inferior).
Probar que An = 0.
2.- Calcular (
0 1
0 0
)2
.
Deducir de aqu´ı An, siendo A la matriz
A =
(
a b
0 a
)
, a, b ∈ K cualesquiera.
3.- Sea A una matriz triangular superior (inferior) y regular. Probar que A−1
es triangular superior (inferior).
4.- Calcular el determinante de las siguientes matrices
A =

1 10−2 0 0 0
10−1 1 10−2 0 0
0 10−1 1 10−2 0
0 0 10−1 1 10−2
0 0 0 10−1 1
 , B =

0 1 0 0
0 0 1 0
0 0 0 1
1 2 3 4
 .
5.- Calcular el rango de las siguientes matrices
A =
1 1 2 10 1 0 1
1 2 2 3
 , B =
0,1 0,2 0,3 0,40,2 0,3 0,4 0,5
0,3 0,4 0,5 0,6

6.- Calcular las matrices adjuntas de las siguientes matrices.
A =

0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
 , B =

0,3 0,2 0,1 0
0 0,3 0,2 0,1
0 0 0,3 0,2
0 0 0 0,3
 .
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7.- Calcular las inversas de las matrices del ejercicio anterior.
8.- Calcular la inversa de Moore-Penrose de las siguientes matrices.
A1 =
 1 1,2−2,5 0
3,1 0,4
 , A2 =
 10−6 0,56,10−6 0,4
5,10−6 0,3

9.- Probar que (A+)+ = A.
10.- Dadas las matrices
A1 =
(
1 0 0
0 0 0
)
, A2 =
1 00 0
0 0

Probar que A+1 = A2 y A
+
2 = A1.
Cap´ıtulo 2
Aplicaciones lineales de Rn en
Rm
2.1. El espacio vectorial Rn. Subespacios vec-
toriales
Denotamos por Rn al conjunto de vectores (x1, x2, . . . , xn) con x1, x2, . . . , xn ∈
R. La estructura de espacio vectorial de Rn es la generalizacio´n a “dimensio´n
superior”de las propiedades y operaciones habituales con los vectores en R2
y R3.
En Rn tenemos definida una operacio´n interna, la suma de vectores, que
se corresponde con la suma de matrices de orden 1 × n, y que cumple las
siguientes propiedades:
1. (x+ y) + z = x+ (y + z) ∀x, y, z ∈ Rn (propiedad asociativa)
2. ∀x ∈ Rn, x+ 0 = 0 + x = x (existencia de elemento neutro)
3. ∀x ∈ Rn existe −x ∈ Rn tal que x + (−x) = (−x) + x = 0 (existencia
de elemento sime´trico)
4. x+ y = y + x ∀x, y ∈ Rn (propiedad conmutativa)
y una operacio´n externa, el producto por escalares, que cumple las siguientes
propiedades:
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5. λ(x+y) = λx+λy ∀λ ∈ R, ∀x, y ∈ Rn (propiedad distributiva respecto
de la suma de vectores)
6. (λ + µ)x = λx + µx ∀λ, µ ∈ R, ∀x ∈ Rn (propiedad distributiva
respecto de la suma de escalares)
7. λ(µx) = (λµ)x ∀λ, µ ∈ R, ∀x ∈ Rn (propiedad asociativa)
8. 1x = x ∀x ∈ Rn
Algunos subconjuntos de Rn (aunque no todos) tienen estructura de espacio
vectorial. E´stos son los llamados subespacios vectoriales.
Definicio´n 2.1.1. Un subconjunto (no vac´ıo) F de Rn se dice que es un
subespacio vectorial de Rn si se cumplen las dos siguientes propiedades:
1. ∀x, y ∈ F , x+ y ∈ F .
2. ∀x ∈ F , ∀λ ∈ R, λx ∈ F .
Ejemplo 2.1.1. (a) Los conjuntos {0} y Rn son, evidentemente, subespacios
vectoriales, que reciben el nombre de subespacios vectoriales triviales.
(b) F = {(x1, x2, x3) ∈ R3 |x1 + 2x2 = 0} es un subespacio vectorial. En
efecto. Sean (x1, x2, x3), (y1, y2, y3) dos vectores cualesquiera de F . Entonces
el vector (x1, x2, x3)+(y1, y2, y3) = (x1+y1, x2+y2, x3+y3) pertenece tambie´n
a F :
x1 + y1 + 2(x2 + y2) = (x1 + 2x2) + (y1 + 2y2) = 0 + 0 = 0
Por otra parte, si (x1, x2, x3) pertenece a F y λ es un escalar, el vector
λ(x1, x2, x3) = (λx1, λx2, λx3) pertenece tambie´n a F :
λx1 + 2(λx2) = λ(x1 + 2x2) = 0
2.2. Dependencia lineal y rango de matrices
Definicio´n 2.2.1. Se llama combinacio´n lineal de los vectores u1, . . . , um de
Rn a todo vector de la forma x = λ1u1 + · · ·+ λmum siendo λ1, . . . , λm ∈ R.
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Ejemplo 2.2.1. Los siguientes vectores (2,−3,−1,−1), (−3,−6, 15,−17),
(5, 11,−14,−26) de R4 son combinacio´n lineal de los vectores u1=(1,−1, 0, 0),
u2 = (0, 1, 1, 1), u3 = (1, 2,−3, 5). En efecto:
(2,−3,−1,−1) = 2u1 − u2
(−3,−6, 15,−17) = u1 + 3u2 − 4u3
(5, 11,−14, 26) = u2 + 5u3
Definicio´n 2.2.2. Un conjunto de vectores {u1, . . . , um} de Rn se dice que
es linealmente dependiente si existe una combinacio´n lineal de estos vectores,
con no todos los coeficientes nulos, que es el vector 0:
λ1u1 + · · ·+ λmum = 0
Equivalentemente, cuando al menos uno de estos vectores es combinacio´n
lineal de los restantes. En caso contrario diremos que los vectores son lineal-
mente independientes.
Ejemplo 2.2.2. (i) Los vectores (2,−3,−1,−1), (1,−1, 0, 0), (0, 1, 1, 1) y
(1, 2,−3, 5) de R4 son linealmente dependientes, ya que
(2,−3,−1,−1)− 2(1,−1, 0, 0) + (0, 1, 1, 1) + 0(1, 2,−3, 5) = 0
(ii) Los vectores (1, 1, 1), (1, 2, 0), (1, 0, 0) de R3 son linealmente independien-
tes. En efecto. Supongamos que existe una combinacio´n lineal de estos vec-
tores que es el vector cero,
λ1(1, 1, 1) + λ2(1, 2, 0) + λ3(1, 0, 0) = (0, 0, 0)
Entonces los coeficientes de la combinacio´n lineal anterior han de cumplir:
λ1 + λ2 + λ3 = 0, λ1 + 2λ2 = 0, λ1 = 0
lo que so´lo es posible si
λ1 = λ2 = λ3 = 0
Si tenemos un conjunto finito de vectores de Rn, {u1, . . . , um}, para saber
si estos vectores son, o no, linealmente independientes, basta con calcular
el rango de la matriz A cuyas columnas coinciden con los vectores columna
formados por las coordenadas de los vectores u1, . . . , um.
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Proposicio´n 2.2.1. Con las notaciones anteriores, si el rango de la matriz
A es igual a m, entonces los vectores dados son linealmente independientes.
Si el rango de la matriz A es menor que m, estos vectores son linealmente
dependientes.
Demostracio´n. Supongamos que existe una combinacio´n lineal de los vectores
dados que es el vector cero,
λ1u1 + · · ·+ λmum = 0
Basta observar que la igualdad anterior es equivalente al siguiente sistema
lineal de ecuaciones:
A
 λ1...
λm
 = 0
Como es bien sabido, la existencia de soluciones no triviales del sistema
anterior equivale a que el rango de la matriz A sea estrictamente menor que
m.
Ejemplo 2.2.3. En el caso de las familias de vectores del ejemplo anterior,
habr´ıa bastado con calcular los rangos de las matrices correspondientes a
cada caso:
(i) rg

2 1 0 1
−3 −1 1 2
−1 0 1 −3
−1 0 1 5
 = 3
(ii) rg
 1 1 11 2 0
1 0 0
 = 3
2.3. Bases. Matriz de cambio de base
Sea F un subespacio vectorial de Rn.
Definicio´n 2.3.1. Se dice que un conjunto de vectores {u1, . . . , um} es un
sistema de generadores de F cuando todo vector de F puede escribirse como
combinacio´n lineal de los vectores u1, . . . , um (de forma no necesariamente
u´nica).
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Observacio´n 1. Es obvio que todo subespacio vectorial de Rn admite un
sistema de generadores.
Ejemplo 2.3.1. Consideremos los conjuntos de vectores de R5 siguientes:
(a) {(1, 1, 1, 0, 0), (2, 1, 3, 0, 0), (−1, 3, 1, 0, 0)}
(b) {(1, 1, 1, 0, 0), (2, 1, 3, 0, 0), (1, 0, 2, 0, 0)}
Como el lector puede comprobar fa´cilmente, el conjunto de vectores de R5
F = {(x1, x2, x3, x4, x5) |x4 = x5 = 0}
es un subespacio vectorial de R5, del cual el conjunto (a) es un sistema de
generadores, pero no as´ı el conjunto (b).
Esto puede probarse del siguiente modo.
Un vector cualquiera de F es de la forma (x1, x2, x3, 0, 0) para unos ciertos
escalares x1, x2, x3 de R. Podemos encontrar coeficientes λ1, λ2, λ3 de R de
modo que
(x1, x2, x3, 0, 0) = λ1(1, 1, 1, 0, 0) + λ2(2, 1, 3, 0, 0) + λ3(−1, 3, 1, 0, 0) (∗)
En efecto, basta con tomar
λ1 =
8
6
x1 +
5
6
x2 − 7
6
x3
λ2 = −1
3
x1 − 1
3
x2 +
2
3
x3
λ3 = −1
3
x1 +
1
6
x2 +
1
6
x3
Estos valores se obtienen a partir de la resolucio´n del sistema asociado a la
igualdad (∗).
En cambio, si planteamos un sistema ana´logo, ahora con la igualdad
(x1, x2, x3, 0, 0) = λ1(1, 1, 1, 0, 0) + λ2(2, 1, 3, 0, 0) + λ3(1, 0, 2, 0, 0)
observamos que este sistema no tiene solucio´n, por lo que deducimos que el
conjunto de vectores (b) no es un sistema de generadores de F .
Habr´ıa, para este u´ltimo caso, bastado con encontrar un vector concreto que
no fuera posible escribir como combinacio´n lineal de los tres vectores dados,
por ejemplo, podr´ıamos considerar el vector (0, 0, 1, 0, 0).
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Definicio´n 2.3.2. Se llama base de F a todo conjunto de vectores que sean
linealmente independientes y formen adema´s un sistema de generadores
de F .
Observacio´n 2. Siempre es posible, para todo subespacio vectorial, encon-
trar una base. Basta con suprimir, de un sistema de generadores del sube-
spacio, todos aquellos vectores que sean combinacio´n lineal de los anteriores.
Se enuncia a continuacio´n el Teorema de Steinitz que tiene una especial
importancia por las mu´ltiples consecuencias que de e´l se derivan.
Teorema 2.3.1 (Steinitz). Sea {u1, . . . , um} una base de un subespacio F
de Rn y sean v1, . . . , vr r vectores de F linealmente independientes. Entonces
se pueden substituir r vectores de la base {u1, . . . , um} de F por v1, . . . , vr
obtenie´ndose de este modo una nueva base de F .
Ejemplo 2.3.2. Sea {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)} la base cano´-
nica de R4 y sean (1, 2,−2, 1), (2, 1,−1,−2) una coleccio´n de vectores inde-
pendientes de R4. Entonces
{(1, 2,−2, 1), (2, 1,−1,−2), (0, 0, 1, 0), (0, 0, 0, 1)}
es una nueva base de R4.
Hemos cambiado los dos primeros vectores de la base por los nuevos vectores y
hemos obtenido una nueva base. Hubieramos podido cambiar los dos u´ltimos
y tambie´n obendr´ıamos una uueva base.
{(1, 0, 0, 0), (0, 1, 0, 0), (1, 2,−2, 1), (2, 1,−1,−2)}
es una base de R4. Sin embargo no podemos cambiar el segundo y tercero
por los nuevos pues en este caso los vectores son dependientes
{(1, 0, 0, 0), (1, 2,−2, 1), (2, 1,−1,−2), (0, 0, 0, 1)}
es una familia de vectores dependientes.
Como corolario del Teorema de Steinitz se obtiene, entre otros, el siguiente
resultado, cuya demostracio´n no se incluye, pero que el lector interesado
puede encontrar en la mayor parte de textos de A´lgebra lineal.
Proposicio´n 2.3.1. Toda base de F consta del mismo nu´mero de vectores.
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Este resultado da sentido a la siguiente definicio´n.
Definicio´n 2.3.3. Se denomina dimensio´n de F al nu´mero de vectores de
que consta un conjunto cualquiera de vectores que es base de F .
Observacio´n 3. Es fa´cil comprobar que el conjunto
{(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)}
es un sistema de generadores de Rn y que los vectores que lo forman son
linealmente independientes. As´ı pues, estos vectores forman una base de Rn.
Esta base recibe el nombre de base natural de Rn (tambie´n base cano´nica o
base ordinaria).
En particular, deducimos que la dimensio´n de Rn es igual a n.
Algunos de los enunciados de la siguiente observacio´n son especialmente u´tiles
a la hora de trabajar con bases de subespacios vectoriales.
Observacio´n 4.
(1) Un conjunto de vectores u = {u1, . . . , un} es una base del espacio vectorial
Rn si estos vectores forman un conjunto linealmente independiente.
(2) Un conjunto de vectores u = {u1, . . . , un} es una base del espacio vectorial
Rn si estos vectores forman un sistema de generadores de Rn.
(3) Ma´s en general: si conocemos la dimensio´n del subespacio vectorial F ,
que denotamos por m, un conjunto de m vectores linealmente independientes
de F es una base de F . Tambie´n un sistema de generadores de F formado
por m vectores constituye una base de F .
(4) La dimensio´n de F coincide con el nu´mero ma´ximo de vectores linealmente
independientes de F que podemos seleccionar.
(5) La dimensio´n de F coincide con el mı´nimo nu´mero de vectores que ha de
contener cualquier sistema de generadores de F .
(6) La dimensio´n de todo subespacio vectorial F de Rn es menor o igual
que n, e igual a n so´lo en el caso en que F coincida con todo Rn. Y si
F , G son dos subespacios vectoriales de Rn tales que F esta´ contenido en
G, entonces la dimensio´n de F es menor o igual que la dimensio´n de G, y
sus respectivas dimensiones coinciden so´lamente en el caso en que coincidan
ambos subespacios.
Convendremos en considerar que la dimensio´n del subespacio vectorial trivial
{0} es igual a cero.
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Si el conjunto de vectores u = {u1, . . . , um} es una base del subespacio vecto-
rial F , todo vector de F puede escribirse, de forma u´nica, como combinacio´n
lineal de estos vectores (en el mismo orden en que han sido dados).
Definicio´n 2.3.4. A los coeficientes de esta combinacio´n lineal se les llama
coordenadas del vector en la base dada.
Ejemplo 2.3.3. Consideremos la base de R4 dada por los vectores
u1 = (1, 1, 1, 0), u2 = (1, 0,−1,−1), u3 = (0, 1, 0, 1), u4 = (0, 0, 0, 1)
Las coordenadas del vector v = (0, 2, 2, 3) en esta base son (1,−1, 1, 1), puesto
que
v = 1 · (1, 1, 1, 0) + (−1) · (1, 0,−1,−1) + 1 · (0, 1, 0, 1) + 1 · (0, 0, 0, 1)
Observemos que si cambiamos el orden de los vectores de la base considerada
obtenemos una nueva base (son generadores y linealmente independientes) y
las coordenadas de un vector cualquiera cambian. As´ı, los vectores
u3 = (0, 1, 0, 1), u1 = (1, 1, 1, 0), u2 = (1, 0,−1,−1), u4 = (0, 0, 0, 1)
forman tambie´n una base de R4 y las coordenadas del vector v = (0, 2, 2, 3)
en esta nueva base son (1, 1,−1, 1), puesto que
v = 1 · (0, 1, 0, 1) + 1 · (1, 1, 1, 0) + (−1) · (1, 0,−1,−1) + 1 · (0, 0, 0, 1)
Si v = (v1, . . . , vn) es una base de Rn y y1, . . . , yn son las coordenadas de x
en la base v, es decir,
x = y1v1 + · · ·+ ynvn
(sabemos ya que estas coordenadas esta´n un´ıvocamente determinadas) en-
tonces la relacio´n entre las coordenadas de x en la base u y sus coordenadas
en esta base viene dada por: x1...
xn
 = S
 y1...
yn
⇐⇒
 y1...
yn
 = S−1
 x1...
xn

siendo S la matriz cuyas columnas son las coordenadas de los vectores de la
base v en la base u.
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Definicio´n 2.3.5. Esta matriz se llama matriz del cambio de base (de la
base v a la base u).
Las matrices de cambio de base son siempre matrices inversibles.
Ejemplo 2.3.4. Consideremos las bases de R3
u = {u1 = (1, 0, 0), u2 = (0, 1, 0), u3 = (0, 0, 1)}
v = {v1 = (1, 1, 1), v2 = (1, 1, 0), v3 = (1, 0, 0)}
Puesto que
v1 = 1 · u1 + 1 · u2 + 1 · u3
v2 = 1 · u1 + 1 · u2 + 0 · u3
v3 = 1 · u1 + 0 · u2 + 0 · u3
la matriz del cambio de base, de la base v a la base u es:
S =
 1 1 11 1 0
1 0 0

Dado el vector x cuyas coordenadas, en la base v son (2, 1, 3), sus coorde-
nadas, en la base u, son:
S
 21
3
 =
 1 1 11 1 0
1 0 0
 21
3
 =
 63
2

lo que se comprueba fa´cilmente, pues x = 6 · v1 + 3 · v2 + 2 · v3.
Definicio´n 2.3.6. Una matriz de cambio de base, obtenida por reordenacio´n
de los vectores de la base inicial, recibe el nombre de matriz permutacio´n.
Ejemplo 2.3.5. As´ı, si consideramos las bases de R4 en el Ejemplo (2.3.2),
la matriz del cambio de base, de la base {u1, u2, u3, u4} respecto a la base
{u3, u1, u2, u4}, es la matriz
T =

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

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Dados dos subespacios vectoriales F y G de Rn, su interseccio´n (es decir,
el conjunto formado por los vectores que pertenecen a ambos conjuntos) es
a su vez un subespacio vectorial de Rn. En cambio, la unio´n de estos dos
conjuntos no es un subespacio vectorial.
Consideremos, por ejemplo, los siguientes subespacios vectoriales de R2 (es
muy fa´cil comprobar que, en efecto, se trata de subespacios):
F = {(x1, x2) ∈ R2 |x1 = 0}
G = {(x1, x2) ∈ R2 |x2 = 0}
El vector (1, 1) es suma de los vectores (1, 0) ∈ F y (0, 1) ∈ G y, sin embargo,
no pertenece a F ∪G.
Esto lleva a la introduccio´n de un subespacio vectorial que es importante en
muchos a´mbitos, el denominado subespacio vectorial suma de los subespacios
F y G, que viene definido del modo siguiente:
F +G = {x ∈ Rn |x = xF + xG para todos los vectores xF ∈ F y xG ∈ G}
Este concepto puede generalizarse al caso de considerar un nu´mero arbi-
trario de subespacios vectoriales (incluso infinito, aunque aqu´ı no lo consid-
eraremos).
Definicio´n 2.3.7. El conjunto
F1 + F2 + · · ·+ Fr =
{
x ∈ Rn
∣∣∣∣ x = x1 + x2 + · · ·+ xr para todos losvectores x1 ∈ F1, x2 ∈ F2, . . . , xr ∈ Fr
}
es un subespacio vectorial de Rn, llamado el subespacio vectorial suma de los
subespacios F1, F2, . . . , Fr.
Cuando existe una u´nica posibilidad de escribir un vector x de F1 + F2 +
· · ·+Fr de la forma x = x1 + x2 + · · ·+ xr con x1 ∈ F1, x2 ∈ F2, . . . , xr ∈ Fr
se dice que la suma F1 + F2 + · · ·+ Fr es directa.
En el caso particular en que so´lo tenemos dos subespacios vectoriales, se tiene
la siguiente caracterizacio´n de suma directa:
F1 + F2 es directa si, y so´lo si, F1 ∩ F2 = {0}
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Ejemplo 2.3.6. Consideremos los subespacios vectoriales
F1 = {(x, y, z) ∈ R3 |x+ y + z = 0}
F2 = {(x, y, z) ∈ R3 |x− y + z = 0}
La suma de los subespacios F1, F2 no es directa, ya que
F1 ∩ F2 = {(x, y, z) ∈ R3 |x+ y + z = x− y + z = 0}
= {(x, y, z) ∈ R3 |x+ z = y = 0} = [(1, 0,−1)]
Consideremos ahora los subespacios vectoriales
G1 = {(x, y, z) ∈ R3 |x+ y + z = 0}
G2 = {(x, y, z) ∈ R3 |x− y = x− z = 0}
La suma de los subespacios G1, G2 es directa, ya que
G1 ∩G2 = {(x, y, z) ∈ R3 |x+ y + z = x− y = x− z = 0}
= {(0, 0, 0)}
2.4. Aplicacio´n lineal y matriz asociada
Definicio´n 2.4.1. Una aplicacio´n entre dos conjuntos A y B es una aso-
ciacio´n de elementos del conjunto B a los elementos del conjunto A, de modo
que a todo elemento del conjunto A le corresponda un solo elemento del con-
junto B, que denominamos imagen del elemento dado (tambie´n se dice que
el elemento de A que se corresponde con un elemento determinado de B es
su antiimagen).
Cuando no hay dos elementos distintos de A con la misma imagen, se dice
que la aplicacio´n es inyectiva.
Cuando todo elemento de B tiene alguna antiimagen, se dice que la aplicacio´n
es exhaustiva.
Cuando se cumplen ambas condiciones, inyectiva y exhaustiva (es decir, todo
elemento de B tiene una u´nica antiimagen) se dice que la aplicacio´n es biyec-
tiva. En este caso, tiene sentido considerar la aplicacio´n inversa de la dada,
como aquella aplicacio´n del conjunto B al conjunto A que a cada elemento
de B le hace corresponder su antiimagen.
Pasamos ahora a introducir el concepto de aplicacio´n lineal, de gran impor-
tancia en A´lgebra lineal.
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Definicio´n 2.4.2. Una aplicacio´n lineal de Rn en Rm es una aplicacio´n
f entre estos dos conjuntos de modo que se cumplen las dos siguientes
propiedades:
1. f(x+ y) = f(x) + f(y) ∀x, y ∈ Rn
2. f(λx) = λf(x) ∀λ ∈ R, x ∈ Rn
En particular, para toda aplicacio´n lineal se cumple que f(0) = 0.
Ejemplo 2.4.1. Consideremos la aplicacio´n
f : R3 −→ R5
(x1, x2, x3) −→ (x1 − x2, x2, x1 + x2, x2, x3)
Dejamos al lector la comprobacio´n de que esta aplicacio´n es lineal, as´ı como
de que es inyectiva pero no exhaustiva.
En cambio, la aplicacio´n
g : R3 −→ R5
(x1, x2, x3) −→ (x1 − x2 + 1, x2, x1 + x2 − 1, x2, x3)
no es lineal. Basta con observar que g(0, 0, 0) = (1, 0,−1, 0, 0).
Proposicio´n 2.4.1. Sea A una matriz con m filas y n columnas. La apli-
cacio´n
f : Rn −→ Rm
que viene definida del siguiente modo: f(x) es el vector de Rm cuyas coor-
denadas, expresadas en una matriz columna, coinciden con AX, siendo X
la matriz de orden 1 × n cuyos elementos son las coordenadas de x, es una
aplicacio´n lineal.
La demostracio´n es consecuencia inmediata de las propiedades de las opera-
ciones con matrices.
El rec´ıproco viene dado por el siguiente resultado.
Proposicio´n 2.4.2. Si f es una aplicacio´n lineal de Rn en Rm, la aplicacio´n
lineal que se obtiene a partir de la matriz A cuyas columnas son las coorde-
nadas de las ima´genes de los vectores de la base natural de Rn es precisamente
f . Indicaremos por M(f) a esta matriz.
La demostracio´n se omite, por tratarse de una simple comprobacio´n.
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Ejemplo 2.4.2. En las bases naturales de R3 y R5, la matriz de la aplicacio´n
f del Ejemplo (2.4.1) es: 
1 −1 0
0 1 0
1 1 0
0 1 0
0 0 1

Una generalizacio´n del resultado anterior nos la da la siguiente proposicio´n.
Definicio´n 2.4.3. Si {u1, . . . , un} es una base cualquiera de Rn y {v1, . . . , vm}
una base cualquiera de Rm, la matriz B cuyas columnas esta´n constituidas
por las coordenadas, en la base {v1, . . . , vm}, de las ima´genes por la apli-
cacio´n lineal f de los vectores u1, . . . , um recibe el nombre de matriz de la
aplicacio´n lineal f en las bases {u1, . . . , un} y {v1, . . . , vm}. Habitualmente
se denota esta matriz de la forma siguiente: B = Mu,v(f), donde u y v rep-
resentan las bases {u1, . . . , un} y {v1, . . . , vm}, respectivamente. En el caso
de una aplicacio´n lineal de Rm en Rm podemos considerar la misma base
u = {u1, . . . , un} en el espacio de salida que en el espacio de llegada, de-
nota´ndose en este caso a la matriz de la aplicacio´n en esta base simplemente
por Mu(f).
El siguiente resultado es de gran importancia, puesto que permite obtener
la relacio´n existente entre las matrices de una misma aplicacio´n lineal en
distintas bases.
Proposicio´n 2.4.3. Con las notaciones de los resultados precedentes,
B = T−1AS
donde S representa la matriz del cambio de base con respecto a la base
{u1, . . . , un} y T representa la matriz del cambio de base con respecto a la
base {v1, . . . , vm}.
En el caso de una aplicacio´n lineal de Rm en Rm, si consideramos las mismas
bases en el espacio de salida y en el espacio de llegada, la relacio´n anterior
es de la forma:
B = S−1AS
Ejemplo 2.4.3. Consideremos la aplicacio´n lineal f : R3 −→ R5 del Ejemplo
(2.4.1), que viene definida por f(x1, x2, x3) = (x1−x2, x2, x1 +x2, x2, x3). En
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el Ejemplo (2.4.2) se ha visto que la matriz de esta aplicacio´n, en las bases
naturales de R3 y R5 es: 
1 −1 0
0 1 0
1 1 0
0 1 0
0 0 1

Consideremos ahora las bases u = {(1, 0, 1), (1, 2, 1), (0, 1, 1)} de R3 y
v = {(1, 0,−1, 1, 0), (0, 1, 1, 1, 0), (1,−1, 1, 0, 0), (0, 0, 1, 0, 1), (0, 0, 1, 1,−1)} de
R. En estas bases la matriz de la aplicacio´n f es
B = T−1AS =
1
3

0 0 1
3 3 −1
3 −1 −4
0 6 6
−3 3 3

Observacio´n. Una consecuencia especialmente importante de este resultado
es el hecho de que los rangos de las matrices de una misma aplicacio´n lineal
deben coincidir necesariamente.
Damos a continuacio´n las definiciones de dos subespacios vectoriales ı´ntima-
mente asociados a una aplicacio´n lineal f : Rn −→ Rm.
Definicio´n 2.4.4. Se denomina nu´cleo de f al subespacio vectorial de Rn
Ker f = {x ∈ Rn | f(x) = 0}
Aqu´ı la nomenclatura de este subespacio corresponde al te´rmino alema´n
nu´cleo (kern).
Ejemplo 2.4.4. En el caso de la aplicacio´n lineal del Ejemplo (2.4.1),
Ker f = {(x1, x2, x3) ∈ R3 | f(x) = 0} = {(0, 0, 0)}
Este ejemplo ilustra la siguiente caracterizacio´n de las aplicaciones lineales
inyectivas.
Una aplicacio´n lineal f : Rn −→ Rm es inyectiva si, y so´lo si, Ker f = {0}.
Definicio´n 2.4.5. Se denomina imagen de f al subespacio vectorial de Rm
Im f = {y ∈ Rm | existe un vector x ∈ Rn con f(x) = y}
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Ejemplo 2.4.5. En el caso de la aplicacio´n lineal del Ejemplo (2.4.1),
Im f = {(x1 − x2, x2, x1 + x2, x2, x3) |x1, x2, x3 ∈ R}
Es fa´cil comprobar que los vectores {(1, 0, 1, 0, 0), (−1, 1, 1, 1, 0), (0, 0, 0, 0, 1)}
forman una base del subespacio vectorial Im f . As´ı pues, su dimensio´n es 3.
De hecho, se tiene la siguiente caracterizacio´n de las aplicaciones exhaustivas:
Una aplicacio´n lineal f : Rn −→ Rm es exhaustiva si, y so´lo si, dim Im f = m.
El siguiente resultado nos da la relacio´n existente, y de gran utilidad, entre
las dimensiones de los dos subespacios vectoriales anteriores.
Proposicio´n 2.4.4. Dada una aplicacio´n lineal f : Rn −→ Rm se cumple la
siguiente relacio´n:
dim Ker f + dim Im f = n
Finalmente, damos los nombres que suelen recibir las aplicaciones lineales
segu´n sus propiedades.
Morfismo = aplicacio´n lineal
Endomorfismo = aplicacio´n lineal en el caso particular en que n = m
Monomorfismo = aplicacio´n lineal inyectiva
Epimorfismo = aplicacio´n lineal exhaustiva
Isomorfismo (automorfismo) = aplicacio´n lineal biyectiva
Ejemplo 2.4.6. La aplicacio´n lineal considerada en el Ejemplo (2.4.1) es un
monomorfismo, pero no es un epimorfismo (por lo tanto, tampoco podr´ıa ser
un isomorfismo. Las observaciones de los Ejemplos (2.4.4) y (2.4.5) indican
que so´lo las aplicaciones lineales f : Rn −→ Rn pueden ser isomorfismos.
Observacio´n. Dada una aplicacio´n lineal f de Rn en Rm, si u y v son dos
bases cualesquiera de Rn y de Rm, respectivamente, entonces rango (f) =
rangoMu,v(f). Este escalar recibe el nombre de rango de f y coincide con la
dimensio´n del subespacio vectorial Im f de Rm.
2.5. Determinante de un endomorfismo de Rn
Observamos que las matrices asociadas a un endomorfismo son siempre matri-
ces cuadradas, en cualesquiera bases que se considere, por lo que tiene sentido
calcular su determinante. Adema´s, si B es la matriz de un endomorfismo f
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de Rn en una base u formada por los vectores u1, . . . , un (consideramos la
misma base en el espacio de salida que en el de llegada), se cumple que:
B = S−1AS
si hemos indicado por A a la matriz, en la base natural de Rn, del mismo
endomorfismo.
Entonces puede comprobarse fa´cilmente el siguiente resultado.
Proposicio´n 2.5.1. El determinante de la matriz de f no depende de la base
elegida.
Demostracio´n. Puesto que B = S−1AS, se cumple que
detB = detS−1 · detA · detS = 1
detS−1
· detA · detS = detA
Esto da sentido a la siguiente definicio´n.
Definicio´n 2.5.1. El determinante del endomorfismo f , que denotaremos
por det f , es igual a detA, con las notaciones anteriores.
Ejemplo 2.5.1. Consideremos la aplicacio´n lineal
f : R2 −→ R2
(x1, x2) −→ (x1 + x2, x1 − x2)
La matriz de esta aplicacio´n lineal, en la base cano´nica de R2, es:
A =
(
1 1
1 −1
)
Luego
det f = det
(
1 1
1 −1
)
= −2
Adema´s, este determinante permite caracterizar los automorfismos.
Proposicio´n 2.5.2. f es un automorfismo si y so´lo si detf 6= 0.
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Para finalizar este apartado, podemos relacionar el determinante de un au-
tomorfismo y el de su inverso, que es tambie´n un automorfismo (la compro-
bacio´n de esta afirmacio´n se deja como ejercicio para el lector).
Proposicio´n 2.5.3. Sea f un automorfismo de Rn. Indicamos por f−1 a su
aplicacio´n inversa. Entonces se tiene que
det f−1 =
1
det f
2.6. Subespacios invariantes por un endomor-
fismo
Sea f un endomorfismo de Rn y sea F un subespacio vectorial.
Definicio´n 2.6.1. Se dice que el subespacio F es invariante por el endo-
morfismo f cuando la imagen por f de todos los vectores de F pertenece
tambie´n a F .
Ejemplo 2.6.1. Consideremos la aplicacio´n lineal
f : R3 −→ R3
(x1, x2, x3) = (2x1 + x2, x1 + 2x2, x3)
El subespacio vectorial
F = {(x1, x2, x3) |x1 − x2 = x3 = 0}
es invariante por el endormorfismo f . En efecto. Dado un vector cualquiera
del subespacio vectorial F , que es de la forma (a, a, 0) para una cierta a ∈ R,
su imagen por el endomorfismo f es f(a, a, 0) = (3a, 3a, 0) = 3(a, a, 0) que,
obviamente, pertenece tambie´n a F .
El siguiente resultado nos proporciona una forma fa´cil de comprobar si un
subespacio vectorial es, o no, invariante por un endomorfismo.
Proposicio´n 2.6.1. Sea {u1, . . . , un} un sistema de generadores de F . En-
tonces F es invariante por f si y so´lo si las ima´genes de todos los vectores
del conjunto {u1, . . . , un} pertenece a F .
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Observacio´n. En particular, tenemos que si {u1, . . . , un} es una base de
F , F es invariante por f si y so´lo si las ima´genes de todos los vectores del
conjunto {u1, . . . , un} pertenece a F .
Observemos que en el Ejemplo (2.6.1) habr´ıa bastado con considerar una
base del subespacio vectorial F , por ejemplo, {(1, 1, 0)} y haber comprobado
que f(1, 1, 0) = (3, 3, 0) = 3(1, 1, 0) pertenece a F .
Como forma pra´ctica de averiguar si un subespacio vectorial es, o no, invari-
ante por un endomorfismo, tenemos el siguiente resultado.
Proposicio´n 2.6.2. Sea {u1, . . . , un} un sistema de generadores de F . Lla-
mamos A a la matriz con vectores columna las coordenadas de los vectores de
este sistema de generadores y B a la matriz con vectores columna las coorde-
nadas de los vectores anteriores y tambie´n de sus ima´genes por f . Entonces
F es invariante por f si y so´lo si so´lo si
rgA = rgB
Ejemplo 2.6.2. Consideremos el caso del endomorfismo del Ejemplo (2.6.1).
Ya hemos indicado que {(1, 1, 0)} es una base de F y que f(1, 1, 0) = (3, 3, 0).
Bastar´ıa en este caso con comprobar que las matrices
A =
 11
0
 , B =
 1 31 3
0 0

tienen el mismo rango (en este caso, ambas tienen rango igual a 1).
2.7. Ejercicios Resueltos
1.- Probar que el subconjunto de R4
F = {(x1, x2, x3, x4 | x1 + x2 = 0, x3 + x4 = 0}
es un subespacio vectorial. Dar una base y su dimensio´n.
Solucio´n:
Sean x = (x1, x2, x3, x4), y = (y1, y2, y3, y4) ∈ F , entonces x+y = (x1+y1, x2+
y2, x3 + y3, x4 + y4) es tal que (x1 + y1) + (x2 + y2) = (x1 + x2) + (y1 + y2) =
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0 + 0 = 0 y (x3 + y3) + (x4 + y4) = (x3 + x4) + (y3 + y4) = 0 + 0 = 0, por lo
que x+ y ∈ F .
Sean ahora λ ∈ R y x = (x1, x2, x3, x4), entonces λx = (λx1.λx2, λx3.λx4) es
tal que λx1 + λx2 = λ(x1 + λx2) = λ · 0 = 0 y λx3 + λx4 = λ(x3 + λx4) =
λ · 0 = 0, por lo que λx ∈ F
Puesto que ∀x, y ∈ F , ∀λ ∈ R, se tiene x + y ∈ F, λx ∈ F . se concluye que
F es un subespacio.
Busquemos una base.
∀x = (x1, x2, x3, x4) ∈ F es x2 = −x1 y x4 = −x3, por lo que x =
(x1,−x1, x3,−x3) = x1(1,−1, 0, 0) + x3(0, 0, 1,−1).
Observamos que (1,−1, 0, 0), (0, 0, 1,−1) ∈ F generan F y son independi-
entes, luego determinan una base.
Puesto que la base obtenida tiene dos elementos, la dimensio´n del subespacio
es 2.
2.- Estudiar la dependencia o independencia lineal de las familias de vectores
de R4 siguientes:
(a) {(1,−1, 2, 2), (−2,−1, 3, 4), (7,−1, 0,−2)}
(b) {(1, 1,−2, 3), (2,−1, 0, 4), (5,−1, 0, 0), (1, 0, 1, 0)}
(c) {(0,−1, 3, 2), (2, 7,−3, 4), (5, 1, 2,−2), (8, 9, 3, 4), (6, 3, 2, 4)}
Solucio´n:
Sabemos que una coleccio´n de vectores {u1, . . . , u4}, estos son independientes
si y so´lo si
λ1u1 + . . .+ λrur = 0 ⇔ λ1 = . . . = λr = 0
a) λ1(1,−1, 2, 2) + λ2(−2,−1, 3, 4) + λ3(7,−1, 0,−2) = (0, 0, 0, 0).
λ1 − 2λ2 + 7λ3 = 0
−λ1 − λ2 − λ3 = 0
2λ1 + 3λ2 = 0
2λ1 + 4λ2 − 2λ3 = 0
 ⇒ λ1 = −3λ3λ2 = 2λ3
}
Luego los tres vectores son dependientes. Concretamente (7 − 1, 0,−) =
3(1,−1, 2, 2)− 2(−2,−1, 3, 4).
b) λ1(1, 1,−2, 3) + λ2(2,−1, 0, 4) + λ3(5,−1, 0, 0) + λ4(1, 0, 1, 0) = (0, 0, 0, 0)
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λ1 + 2λ2 + 5λ3 + λ4 = 0
λ1 − λ2 − λ3 = 0
−2λ1 + λ4 = 0
3λ1 + 4λ2 = 0
 ⇒
λ1 = 0
λ2 = 0
λ3 = 0
λ4 = 0

Luego los cuatro vectores son linealmente independientes.
c) Como que tenemos cinco vectores en un espacio de dimensio´n cuatro,
podemos asegurar que al menos uno de ellos es dependiente de los cuatro
restantes.
3.- En R5 consideremos los subespacios vectoriales seguientes:
F = [(1, 0, 2, 1, 3)]
G = [(1, 0, 0, 1, 0), (0, 1, 0, 0, 0), (0, 0, 1, 1, 0)]
Encontrar F +G. ¿Es directa la suma?
Solucio´n:
La reunio´n de bases de F y G proporcionan un sistema de generadores de
F+G si adema´s son independientes pasara´n a ser una base por lo que adema´s
la suma sera´ directa.
Estudiemos pues la independencia
λ1(1, 0, 2, 1, 3)+λ2(1, 0, 0, 1, 0)+λ3(0, 1, 0, 0, 0)+λ4(0, 0, 1, 1, 0) = (0, 0, 0, 0, 0)
Resolviendo el sistema tenemos λ1 = λ2 = λ3 = λ4 = 0. Por lo que los
vectores son independientes.
Tenemos que una base de F +G es
{(1, 0, 2, 1, 3), (1, 0, 0, 1, 0), (0, 1, 0, 0, 0), (0, 0, 1, 1, 0)}
y la suma es directa.
4.- Discutir si las siguientes aplicaciones son, o no, lineales:
a) f : R3 −→ R4
(x1, x2, x3) 7−→ (3x1 + 5x2, x2 + x3, x2 − 5x3, x1 + x2 + x3).
b) f : R3 −→ R2
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(x1, x2, x3) 7−→ (x1 + a, bx2) con a, b ∈ R.
Solucio´n:
a) Sean (x1, x2, x3), (y1, y2, y3),
(x1, x2, x3) + (y1, y2, y3) = (x1 + y1, x2 + y2, x3 + y3)
λ(x1, x2, x3) = (λx1, λx2, λx3)
f((x1 + y1, x2 + y2, x3 + y3) =
(3(x1 + y1) + 5(x2 + y2), (x2 + y2) + (x3 + y3), (x2 + y2)− 5(x3 + y3),
(x1 + y1) + (x2 + y2) + (x3 + y3)) =
(3x1 + 5x2, x2 + x3, x2 − 5x3, x1 + x2 + x3) + (3y1 + 5y2, y2 + y3, y2 − 5y3,
y1 + y2 + y3) =
f(x1, x2, x3) + f(y1, y2, y3),
f(λx1, λx2, λx3) =
(3λx1 + 5λx2, λx2 + λx3, λx2 − 5λx3, λx1 + λx2 + λx3) =
λ(3x1 + 5x2, x2 + x3, x2 − 5x3, x1 + x2 + x3) =
λf(x1, x2, x3).
b) Al igual que en el apartado a)
f(x1 + y1, x2 + y2, x3 + y3) =
((x1 + y1) + a, b(x2 + y2)) = (x1 + a, bx2) + (y1 + a, by2)− (a, 0) =
f(x1, x2, x3) + f(y1, y2, y3)− (a, 0).
Luego la primera condicio´n se verifica si y so´lo si a = 0.
Impongamos a = 0,
f(λx1, λx2, λx3) = (λx1, bλx2) =
λ(x1, bx2).
Luego la aplicacio´n es lineal para a = 0 y para todo b.
5.- Sea f la aplicacio´n lineal de R3 en R3 tal que
Ker f = [(2,−1, 0), (2, 0, 1)], f(1, 0, 0) = (2, 0,−1).
Determinar la matriz de f en la base natural de R3.
Solucio´n:
Puesto que (2,−1, 0), (2, 0, 1) ∈ Ker f , se tiene que
f(0, 1, 0) = 2f(1, 0, 0), f(0, 0, 1) = −2f(1, 0, 0),
por lo que la matriz de la aplicacio´n es
A =
 2 4 −40 0 0
−1 −2 2
 .
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6.- Calcular el determinante del endomorfismo siguiente.
f : R4 −→R4
(x1, x2, x3, x4) −→(x1 + x2 − x3, x1 − x2 + x3, x1 − x4, x3 + x4)
Solucio´n: Escribamos la matriz de la aplicacio´n en la base cano´nica
A =

1 1 −1 0
1 −1 1 0
1 0 0 −1
0 0 1 1

Calculemos el determinante de A.
detA =
∣∣∣∣∣∣∣∣
1 1 −1 0
1 −1 1 0
1 0 0 −1
0 0 1 1
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
1 1 −1 0
0 −2 2 0
0 −1 1 −1
0 0 1 1
∣∣∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
−2 2 0
−1 1 −1
0 1 1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
−2 0 0
−1 0 −1
0 1 1
∣∣∣∣∣∣ = −2
∣∣∣∣0 −11 1
∣∣∣∣ = −2.
Por lo que det f = −2.
7.- Sea f una aplicacio´n lineal de R4 en R4 tal que f(e1) = e1 + e2, e1− e2 ∈
Ker f . Probar que el subespacio vectorial F = [e1, e2] es invariante por f y
dar la matriz de la aplicacio´n lineal restriccio´n f|F de F en F , en la base
(e1, e2) de F .
Solucio´n:
Puesto que e1 − e2 ∈ Ker f tenemos que f(e2) = f(e1) y puesto que f(e1) =
e1 + e2 tenemos que f(e1), f(e2) ∈ [e1, e2] y el subespacio es invariante.
La matriz de la aplicacio´n restriccio´n es
AF =
(
1 1
1 1
)
.
2.8. Ejercicios Propuestos
1.- Considerar el subconjunto de R4:
F = {(x1, x2, x3, x4) |x2 + x3 + x4 = 0}
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¿Es F un subespacio vectorial? Justificar la respuesta. En caso afirmativo,
encontrar una base y deducir cua´l es su dimensio´n.
2.- Estudiar la dependencia o independencia lineal de la familia de vectores
de R4 siguiente:
{(1, 1, 2, 2), (2, 1, 3, 4), (−1, 1, 0,−2)}
Dar la dimensio´n del subespacio que engendran, as´ı como una base de este
subespacio.
3.- Encontrar el rango de las siguientes matrices:
A =
 0 3 91
3
0 3
1
9
1
3
0
 , B =
 1 0 21 1 3
2 0 4

4.- Determinar si es posible que las matrices del ejercicio anterior sean las
matrices de una misma aplicacio´n lineal, en distintas bases.
5.- En R5 se consideran los subespacios vectoriales:
F = [(1, 0, 2, 1, 3)]
G = [(1, 0, 0, 1, 0), (0, 1, 0, 0, 0), (0, 0, 1, 1, 0)]
H = [(1, 0, 2, 1, 0), (1, 0, 1, 0, 1)]
Encontrar F +G, F +H, G+H y F +G+H.
6.- Considerar la aplicacio´n lineal
f : R4 −→ R5
(a, b, c, d) −→ (a− b, a− d, b− c, b− d, c− d)
Determinar la matriz de f en las bases cano´nicas de R4 y R5.
7.- Determinar la matriz de la aplicacio´n lineal del ejercicio anterior en
las bases {(1, 1, 2, 3), (2, 1, 0, 0), (0, 0, 1, 1, ), (1, 0, 0, 1)} de R4 y {(1, 1, 0, 0, 0),
(1,−1, 0, 0, 0), (0, 0, 0, 1, 1, 1), (0, 0, 0, 1, 2), (0, 0, 0, 1, 1)} de R5.
8.- Sea f el endomorfismo de R3 que viene determinado por f(1, 0, 0) =
(2, 3, 1), f(1, 1, 0) = (2, 2,−3) y f(1, 1, 1) = (4, 1, 2). Encontrar la matriz de
este endomofismo en la base natural de R3.
9.- Sea f el endomorfismo de R3 definido por
f(x1, x2, x3) = (x1 − 2x2 + 2x3, x1 + 3x2 − x3, 2x1 + x2 + x3)
Calcular rango f y det f .
10.- Considerando el endomorfismo definido en el ejercicio anterior, com-
probar que el subespacio vectorial F = [(1, 0, 1), (1,−1, 0)] es invariante
por f .
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Cap´ıtulo 3
Propiedades espectrales
3.1. Polinomio caracter´ıstico de una matriz
El problema espectral consiste, dada una matriz cuadrada A real o compleja,
de orden n, en encontrar aquellos valores λ ∈ C y vectores no nulos v de Cn
tales que AV = λV si V es la matriz de orden n× 1 cuyos elementos son las
coordenadas del vector v. El escalar λ recibe el nombre de valor propio de A
y v el de vector propio asociado.
Para hallar dichos valores, es u´til calcular el llamado polinomio caracter´ıstico
de la matriz.
Sea A una matriz cuadrada de orden n.
Definicio´n 3.1.1. Se llama polinomio caracter´ıstico de la matriz A a:
QA(t) = det(A− tIn) .
Ejemplo 3.1.1. Consideremos las matrices
A =
(
2 1
1 2
)
, B =
 1 1 00 1 1
1 0 1

Entonces:
QA(t) = t
2 − 4t+ 3, QB(t) = −t3 + 3t2 − 3t+ 2
Proposicio´n 3.1.1. Sea A una matriz cuadrada de orden n. Entonces:
QA(t) = QAt(t)
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Demostracio´n. Para probar este resultado, basta con aplicar la primera propiedad
de los determinantes: det(A−tI) = det(A−tI)t y comprobar que det(A−tI)t
es igual a det(At − tI).
La siguiente fo´rmula puede resultar u´til a la hora de calcular el polinomio
caracter´ıstico de una determinada matriz. Su demostracio´n no se incluye, por
ser una ardua comprobacio´n.
Proposicio´n 3.1.2. Sea A una matriz cuadrada de orden n. Entonces:
QA(t) = (−1)ntn + (−1)n−1Σ1tn−1 + · · ·+ (−1)n−kΣktn−k + · · ·+ Σn ,
con Σ1, . . . ,Σk, . . . ,Σn las sumas de los menores de orden k de la matriz A =
(aij)1≤i,j≤n “sobre la diagonal principal”; es decir, de los menores de la matriz
A formados por los elementos pertenecientes a las filas y columnas `1 . . . `k,
que podemos denotar por A`1...`k`1...`k , con 1 ≤ `1 < `2 < . . . < `k ≤ n .
Observacio´n. En particular:
Σ1 = tr A = a11 + · · ·+ ann
Σn = detA
3.2. Valores y vectores propios de una matriz
Las matrices diagonales son especialmente sencillas, desde un punto de vista
operativo, para trabajar con ellas.
Sea A una matriz cuadrada de orden n. Se dice que una matriz A es diago-
nalizable cuando es posible encontrar una matriz inversible S de manera que
S−1AS es una matriz diagonal D; es decir, de la forma:
D =

λ1 0 . . . 0
0 λ2
...
...
. . . 0
0 . . . 0 λn

El primer paso para saber si existe una matriz S que permite diagonalizar una
matriz dada es encontrar los llamados valores propios y los correspondientes
vectores propios asociados a la matriz, que a continuacio´n pasamos a definir.
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La herramienta que nos permite hallar los valores propios es el polinomio
caracter´ıstico de la matriz, puesto que los valores propios coinciden con sus
ra´ıces.
Pasamos ahora a dar, con ma´s precisio´n, las definiciones.
Sea A una matriz cuadrada de orden n.
Definicio´n 3.2.1. Un escalar λ ∈ C recibe el nombre de valor propio de A si
QA(λ) = 0, es decir, si λ es una ra´ız del polinomio caracter´ıstico de la matriz
A. Y se llama espectro de la matriz A a
SpecA = {λ ∈ C |λ es valor propio de A}.
Observamos que una matriz cuadrada real de orden n tiene n valores propios
en C que pueden ser iguales o distintos y que en R puede tener n, menos de
n o incluso no tener ninguno.
Ejemplo 3.2.1. Consideremos las matrices del Ejemplo (3.1.1),
A =
(
2 1
1 2
)
, B =
 1 1 00 1 1
1 0 1

de las cuales ya sabemos que
QA(t) = t
2 − 4t+ 3 = (t− 1)(t− 3),
QB(t) = −t3 + 3t2 − 3t+ 2 = (t− 2)
(
t− 1+
√
3i
2
)(
t− 1−
√
3i
2
)
Luego los valores propios de la matriz A son: 1 y 3 (reales), mientras que los
valores propios de la matriz B son 2,
1 +
√
3i
2
,
1−√3i
2
(so´lo uno real y los
otros dos complejos),
El siguiente resultado nos da una condicio´n equivalente a la enunciada en la
definicio´n anterior y que es utilizada con mucha frecuencia.
Proposicio´n 3.2.1. Un escalar λ ∈ C recibe el nombre de valor propio de
A si y so´lo si existe x ∈Mn×1(C), x 6= 0, tal que Ax = λx.
La idea de la demostracio´n es considerar las siguientes equivalencias, ninguna
de las cuales es dif´ıcil de probar.
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Son equivalentes:
λ es valor propio de A
⇐⇒ x 6= 0 y Ax = λx
⇐⇒ x 6= 0 y (A− λIn)x = 0
⇐⇒ el sistema (A− λIn)x = 0 es compatible indeterminado
⇐⇒ rg(A− λIn) < n
Definicio´n 3.2.2. Un vector columna x ∈Mn×1(C) se dice que es un vector
propio de A si x 6= 0 y existe λ ∈ C tal que Ax = λx.
Se dice entonces que x es un vector propio asociado al valor propio λ y que
λ es un valor propio asociado al vector propio x.
Proposicio´n 3.2.2. Sean A, B matrices cuadradas de orden n. Si B =
S−1AS, entonces: QB(t) = QA(t).
Demostracio´n. Basta con observar que:
QB(t) = QS−1AS(t) = det(S
−1AS − tI) = det(S−1AS − S−1(tI)S)
= det(S−1(A− tI)S) = det(S−1) det(A− tI) det(S)
=
1
detS
det(A− tI) det(S) = det(A− tI) = QA(t)
Proposicio´n 3.2.3. En general, dada una matriz A cuadrada de orden n,
se cumple que: {
tr A = λ1 + · · ·+ λn
detA = λ1 · · · · · λn
si λ1, . . . , λn son los valores propios de la matriz A.
La demostracio´n no se incluye puesto que para ella se necesita estudiar la
llamada “triangulacio´n”de una matriz, no incluida en este texto.
As´ı pues, para calcular los valores propios y los vectores propios de una matriz
puede procederse como sigue.
1. Calcular QA(t).
2. Buscar las ra´ıces λ ∈ C de QA(t) (son los valores propios).
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3. Para cada valor propio λ, los vectores propios asociados a λ son los
vectores no nulos cuyas componentes x1, . . . , xn satisfacen:
(A− λI)x = 0 con x =
 x1...
xn
 .
Observamos que este sistema es siempre compatible indeterminado, ya
que det(A− λI) = 0.
Las siguientes observaciones permiten calcular valores y vectores propios de
determinados tipos especiales de matrices.
Observacio´n 1. Observamos que si A ∈ Mn(R) es una matriz triangular
(superior o inferior) con elementos a11, . . . , ann en la diagonal,
det(A− tI) = (a11 − t) . . . (ann − t) = (−1)n(t− a11) . . . (t− ann)
Es decir, los valores propios de esta matriz son: a11, . . . , ann. Observamos que
en este caso son todos reales.
Observacio´n 2. Los vectores propios de A asociados a λ son los vectores no
nulos de Ker(A− λI), puesto que son equivalentes:
(i) Existe x 6= 0 y (A− λI)x = 0
(ii) Existe un vector x 6= 0 en Ker(A− λI)
Observacio´n 3. Vectores propios asociados a valores propios diferentes son
linealmente independientes.
Observacio´n 4. Si la suma de todos los vectores columna de A es un vector
columna del tipo 
λ
λ
λ
...
λ

(es decir el vector λu1 + . . . + λun) entonces λ es un valor propio de A. En
efecto:
A(u1) + · · ·+A(un) = A(u1 + · · ·+ un) = λu1 + · · ·+ λun = λ(u1 + · · ·+ un)
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es decir,
A(u1 + · · ·+ un) = λ(u1 + · · ·+ un)
Hemos obtenido al mismo tiempo que u1 + · · · + un es un vector propio
asociado al valor propio λ. Lo mismo ocurre si todas las filas de la matriz
suman lo mismo: este valor es un valor propio de la matriz.
Ejemplo 3.2.2. Dada la matriz
M1 =
 2 1 11 2 1
0 1 3

el vector (1, 1, 1) es un vector propio de M , asociado al valor propio 4.
Dada la matriz
M2 =
2 1 01 2 1
1 1 3

4 es valor propio de esta matriz, (sumando las tres filas obtenemos el vector(
4 4 4
)
) si bien ahora (1, 1, 1) no es vector propio de dicha matriz.
Observacio´n 5. De forma ana´loga, si al sumar el vector columna i-simo con
el vector columna j-simo obtenemos un nuevo vector columna en que todas
sus componentes son el mismo escalar λ, en las filas “i” y “j” y el resto
son “ceros”, este escalar λ es un valor propio y ui + uj es un vector propio
asociado a este valor propio, ya que
A(ui) + A(uj) = A(ui + uj) = λui + λuj = λ(ui + uj) .
Este resultado puede generalizarse a otros criterios similares. Proponemos al
lector esta generalizacio´n como ejercicio.
Si nos interesamos en el problema de cuando una matriz A es diagonalizable
nos interesamos por los valores propios distintos de la matriz.
Dado un valor propio λ de A llamaremos multiplicidad geome´trica g de λ al
ma´ximo nu´mero de vectores propios independientes que se pueden asociar a
dicho valor propio, esto es g = dim Ker(A− λI). Su multiplicidad algebraica
m es igual a la multiplicidad en tanto que ra´ız del polinomio caracter´ısti-
co. Se puede demostrar que g ≤ m. Un valor propio con m = 1 recibe el
nombre de simple, en caso contrario de mu´ltiple. Un valor propio mu´ltiple
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se dice semisimple si y so´lo si m = g, es decir admite m vectores propios
independientes. En caso contrario se dice defectivo.
Finalmente, enunciamos un criterio que permite saber cua´ndo una matriz es
diagonalizable.
Teorema 3.2.1. Una matriz A cuadrada de orden n es diagonalizable si, y
so´lo si, existen n vectores linealmente independientes de Cn que son vectores
propios de la matriz A.
Es decir, cuando podemos encontrar una base v = {v1, . . . , vn} de Cn de
modo que todos los vectores de esta base sean vectores propios de la matriz
A.
La matriz A es pues diagonalizable si y so´lo si sus valores propios son semisim-
ples. Si la matriz no es diagonalizable recibe el nombre de defectiva.
Si interpretamos la matriz A como la matriz de un endomorfismo fA de Rn
cuya matriz, en la base natural de Rn es la matriz A, la matriz de fA en la
base v es S−1AS siendo S la matriz del cambio de base, de la base v a la base
natural de Rn y esta matriz es, obviamente, una matriz diagonal. As´ı pues,
una matriz A es diagonalizable si existe una matriz inversible S de orden n
de modo que S−1AS es una matriz diagonal.
En el caso en que A es una matriz defectiva se tiene que si λ es un valor
propio de multiplicidad algebraica m, entonces dim Ker (A− λI) < m.
Es fa´cil probar que
Ker (A−λI) ⊂ Ker (A−λI)2 ⊂ . . . ⊂ Ker (A−λI)i = Ker (A−λI)i+1 = . . .
la igualdad se consigue con n pasos a lo sumo ya que la dimensio´n de un
subespacio es menor o igual que la de todo el espacio. Se tiene el siguiente
resultado
Proposicio´n 3.2.4. Sea A una matriz cuadrada de orden n y λ un valor
propio de multiplicidad algebraica m. Entonces el menor i para el cual la
cadena de subespacios estabiliza es tal que
dim Ker (A− λI)i = m
Este valor i recibe el nombre de ı´ndice del valor propio.
Observacio´n. Si el valor propio λ es semisimple entonces i = 1 y es estric-
tamente mayor que 1 en caso de ser defectivo.
Sea A una matriz compleja con valores propios λ1, . . . , λn e ı´ndices respectivos
i1, . . . , ir, tenemos la siguiente definicio´n.
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Definicio´n 3.2.3. Llamaremos polinomio mı´nimo a
(t− λ1)i1 . . . (t− λr)ir
Observacio´n. El polinomio mı´nimo es un divisor del polinomio caracter´ıstico
y ambos tienen las mismas ra´ıces.
Observacio´n. Si la matriz A es diagonalizable los factores del polinimio
mı´nimo son todos lineales.
3.3. Radio espectral
Sea A una matriz cuadrada de orden n.
Definicio´n 3.3.1. Se llama radio espectral de la matriz A a
ρ(A) = max {|λ1|, . . . , |λr|}
si λ1, . . . , λr ∈ C son los valores propios de la matriz A.
Ejemplo 3.3.1. Consideremos las matrices del Ejemplo (3.1.1) y la matriz M
del Ejemplo (3.2.2)
A =
(
2 1
1 2
)
, B =
 1 1 00 1 1
1 0 1
 , M =
 2 1 11 2 1
0 1 3

cuyos valores propios son:
1 y 3 en el caso de la matriz A
2, 1+
√
3i
2
y 1−
√
3i
2
en el caso de la matriz B
1, 2, y 4, en el caso de la matriz M
Entonces
ρ(A) = 3, ρ(B) = 2, ρ(M) = 4
Propiedad. Para todo valor propio λ de una matriz A se cumple:
|λ| ≤ max {|a11|+ · · ·+ |a1n|, . . . , |an1|+ · · ·+ |ann|}
|λ| ≤ max {|a11|+ · · ·+ |an1|, . . . , |a1n|+ · · ·+ |ann|}
En particular,
ρ(A) ≤ max {|a11|+ · · ·+ |a1n|, . . . , |an1|+ · · ·+ |ann|}
ρ(A) ≤ max {|a11|+ · · ·+ |an1|, . . . , |a1n|+ · · ·+ |ann|}
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3.4. Valores singulares
Como aplicacio´n, veremos en esta seccio´n una descomposicio´n de una ma-
triz A, la llamada descomposicio´n a valores singulares, de gran importancia
pra´ctica.
Sea A una matriz de m filas y n columnas a coeficientes reales.
Definicio´n 3.4.1. Se llaman valores singulares de la matriz A a la ra´ız
cuadrada (positiva) de los valores propios de la matriz AtA.
La siguiente proposicio´n nos da la relacio´n entre el rango de una matriz y
sus valores singulares.
Proposicio´n 3.4.1. El nu´mero de valores singulares no nulos de la matriz
A coincide con el rango de dicha matriz.
No es dif´ıcil probar las siguientes propiedades relativas a los valores singulares
de una matriz.
Proposicio´n 3.4.2. (a) Si A es una matriz cuadrada, el cuadrado del pro-
ducto de los valores singulares de la matriz A es igual al cuadrado del deter-
minante de dicha matriz.
(b) Los valores singulares no nulos de una matriz coinciden con los de su
traspuesta.
Pasamos ahora a enunciar la descomposicio´n a valores singulares de una
matriz.
Teorema 3.4.1. Dada una matriz A con m filas y n columnas, cuyos valores
singulares son s1, . . . , sr, existen matrices S y T tales que
A = S ·

s1
. . .
sr
0 . . . 0
. . . . . .
0 . . . 0
 · T si m > n, y
A = S ·
 s1 0 . . . 0. . . . . . . . .
sr 0 . . . 0
 · T si m < n
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E´sta es la llamada descomposicio´n a valores singulares de la matriz A.
Ejemplo 3.4.1. Los valores singulares de la matriz
A =
 10 0,1 0,010,1 0,01 0
0,01 0 0

son: 10.00101090, 0.009000212019, 0.00001110972967.
3.5. Normas y cotas para valores propios
Norma
Consideremos un espacio vectorial E sobre el cuerpo K de los nu´meros reales
o complejos. Una funcio´n ‖ ‖ definida sobre E a valores en R, se dice que es
una norma sobre E si y so´lo si verifica las siguientes condiciones
1. ‖x‖ ≥ 0, para todo x ∈ E y ‖x‖ = 0 si y so´lo si x = 0
2. ‖λx‖ = |λ|‖x‖, para todo x ∈ E y λ ∈ K
3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖, para todo x, y ∈ E
Ejemplo 3.5.1. Sea E = Rn, para todo x = (x1, . . . , xn)
‖x‖ =
√
x21 + . . . x
2
n
es una norma llamada norma eucl´ıdea.
Normas de matrices
El conjuto de matrices cuadradas es un espacio vectorial sobre el que se puede
definir una norma. La posibilidad de multiplicar dos matrices A,B ∈Mn(K)
nos plantea la pregunta sobre la relacio´n entre las normas de cada una de las
matrices y la norma del producto.
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Definicio´n 3.5.1. Diremos que una norma ‖ ‖ definida sobre Mn(K) es una
norma de matriz (tambie´n llamada norma submultiplicativa) si y so´lo si se
verifica
‖AB‖ ≤ ‖A‖ ‖B‖
Ejemplo 3.5.2. (Norma Eucl´ıdea o de Frobenius). En Mn(K) la relacio´n
‖A‖ =
√√√√ n∑
i,j=1
|aij|2, A = (aij)
es una norma de matriz.
Teorema 3.5.1. Sea A una matriz cuadrada y ρ(A) su radio espectral. En-
tonces
‖A‖ ≥ ρ(A)
para cualquier norma de matriz.
Como ejemplo de matriz para la cual no se da la igualdad podemos considerar
A =
(
0 1
0 0
)
dicha matriz es no nula por lo que su norma no puede ser nula, sin embargo
el radio espectral es 0.
A menudo se presenta el problema de calcular la norma de un vector x ∈ E
que viene dado de la forma Ax, nos gustar´ıa que se verificara que
‖Ax‖v ≤ ‖A‖‖x‖v
(‖ ‖v denota la norma defiida sobre los vectores y ‖ ‖ la norma definida sobre
ls matrices).
Cuando esta condicio´n se verifica para todo x ∈ E y para toda matriz A ∈
Mn(K), se dice que la norma del vector ‖ ‖v y la norma de matriz ‖ ‖ son
compatibles.
Ejemplo 3.5.3. la norma de vector definida en 3.5.1 y la norma de matriz
definida en 3.5.2 son compatibles.
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3.6. Ejercicios Resueltos
1.- Sea f la aplicacio´n lineal de R6 en R6 cuya matriz en la base cano´nica de
R6, es
M =

1 2 1 0 2 −5
0 −1 0 0 0 0
−1 3 −1 0 8 9
0 0 0 2 0 0
0 0 0 0 4 12
0 0 0 0 1 3

Encontrar el polinomio caracter´ıstico.
Solucio´n:
det(M − tI) =
∣∣∣∣∣∣∣∣∣∣∣∣
1− t 2 1 0 2 −5
0 −1− t 0 0 0 0
−1 3 −1− t 0 8 9
0 0 0 2− t 0 0
0 0 0 0 4− t 12
0 0 0 0 1 3− t
∣∣∣∣∣∣∣∣∣∣∣∣
=
=
∣∣∣∣∣∣
1− t 2 1
0 −1− t 0
−1 3 −1− t
∣∣∣∣∣∣ · (2− t) ·
∣∣∣∣4− t 121 3− t
∣∣∣∣ =
= (−1− t)
∣∣∣∣1− t 1−1 −1− t
∣∣∣∣ · (2− t) · ∣∣∣∣4− t 121 3− t
∣∣∣∣
Por lo tanto el polinomio caracter´ıstico es Q(t) = (t+ 1)t3(t− 2)(t− 7).
2.- Encontrar los valores propios del endomorfismo de R4 que viene definido
por
f(x1, x2, x3, x4) = (x1 + 5x3, 2x2 − x4,−x3 + 8x4, 2x4)
Solucio´n:
Escribamos la matriz de la aplicacio´n en la base cano´nica
A =

1 0 5 0
0 2 0 −1
0 0 −1 8
0 0 0 2

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Esta matriz es triangular por lo que los valores propios son los valores de la
diagonal.
E´sto es, los valores propios son: −1, 1, y 2 de multiplicidad 2.
3.- Consideremos el endomorfismo de R4 definido por
f(e1 + e2) = 2(e1 − e2)
f(e1 − e2 + e3) = e1 − e2 + 3e3
f(2e2 + e3) = 2e1 − 2e2 + 3e3
f(e4) = 0
Encontrar los valores propios de este endomorfismo, y, para cada uno de ellos,
encontrar el subespacio de vectores propios.
Solucio´n:
La matriz de la aplicacio´n en la base u1 = e1 + e2, u2 = e1 − e2 + e3, u3 =
2e2 + e3, u4 = e4 en el espacio de salida y la base cano´nica en el espacio de
llegada es
A¯ =

2 1 2 0
−2 −1 −2 0
0 3 3 0
0 0 0 0

Por lo que la matriz en la base cano´nica es:
A = A¯S−1
con
S =

1 1 0 0
1 −1 2 0
0 1 1 0
0 0 0 1
 por lo tanto S−1 = 14

3 1 −2 0
1 −1 2 0
−1 1 2 0
0 0 0 1

Haciendo pues el producto tenemos
A =
1
4

5 3 2 0
−5 −3 −2 0
0 0 12 0
0 0 0 0

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Calculemos el polinomio caracter´ıstico
det(A− tI) =
∣∣∣∣∣∣∣∣
5
4
− t 3
4
1
2
0
−5
4
−3
4
− t −1
2
0
0 0 3− t 0
0 0 0 −t
∣∣∣∣∣∣∣∣ =
(3− t)t
∣∣∣∣54 − t 34−5
4
−3
4
− t
∣∣∣∣ = (3− t)t2(12 − t)
Valores propios
1
2
, 3 y 0 de multiplicidad 2.
Busquemos los subespacios de vectores propios
Para el valor propio 0:
KerA = {(x, y, z, t) | 5x+ 3y + 2z = 0, 12z = 0, } =
= [(3,−5, 0, 0), (0, 0, 0, 1)]
Para el valor propio
1
2
:
Ker(A− 1
2
I) = {(x, y, z, t) | 3x+ 3y + 2z = 0, 5
2
z = 0,−1
2
t = 0} =
= [(1,−1, 0, 0)]
Para el valor propio 3:
Ker(A− 3tI) = {(x, y, z, t) | −7x+ 3y + 2z = 0,−5x− 15y − 2z = 0,−3t = 0} =
= [(1,−1, 5, 0)].
4.- Hallar el radio espectral de la matriz
A =
1 −1 01 1 0
0 0 1

Solucio´n:
det(A− tI) = −(t− 1)(t− 1− i)(t− 1 + i)
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de donde los valores propios son
λ1 = 1, λ2 = 1 + i, λ2 = 1− i
y
|λ1| = 1, |λ2| = |λ3| =
√
2
Por lo que
ρ =
√
2
5.- Encontrar los valores singulares de la matriz1 12 0
1 1

Solucio´n:
AtA =
(
1 2 1
1 0 1
)1 12 0
1 1
 = (6 2
2 2
)
det(AtA− tI) = t2 − 8t+ 8 = (t− 4− 2
√
2)(t− 4 + 2
√
2)
Luego
σ1 =
√
4 + 2
√
2, σ2 =
√
4− 2
√
2
3.7. Ejercicios Propuestos
1.- Determinar el polinomio caracter´ıstico de las matrices siguientes:
M =

2 1 0 1
1 2 0 1
−1 1 3 1
2 −2 0 4
 , N =

1 0 −1 0 0
2 −1 −3 0 0
1 0 −1 0 0
2 0 8 4 1
−5 0 9 12 3

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2.- Determinar los valores propios y un vector propio, para cada valor propio,
de las matrices
A =
 −9 12 126 −5 −9
6 −9 4
 , B =
 2 −1 1−1 2 −1
1 −1 2

3.- Encontrar el radio espectral de la matriz
A =

1 0 1 0
0 1 1 0
1 0 1 0
0 0 0 13

4.- Considerar el endomorfismo de R4 cuya matriz, en la base natural de R4,
es: 
1 0 0 1
0 1 −1 0
0 −1 1 0
1 0 0 1

Comprobar que los vectores (1, 0, 0, 1), (0, 1, 1, 0), (1, 0, 0,−1), (0, 1,−1, 0) son
vectores propios de f y forman una base de R4. Encontrar los valores propios
asociados a estos vectores propios.
5.- Decir cuales de las siguientes matrices son diagonalizables y cuales son
defectivas.
A =
1 1 10 1 1
0 0 1
 , B =
1 1 10 2 1
0 0 3
 ,
C =
0,1 0,2 0,30,2 0,3 0,4
0,3 0,4 0,5
 , D =
1 −1 11 −1 1
0 0 2

6.- Encontrar los valores singulares de la matriz
A =
(
1 0 −1
1 −1 1
)
7. Demostrar que la norma de Ho¨lder definida sobre el espacio de matrices
Mn(K), de la manera
‖A‖p =
(
n∑
ij
|aij|p
)1/p
, A = (aij)
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es una norma de matriz, si y so´lo si 1 ≤ p ≤ 2.
8. Probar que para cualquier norma de matriz, se tiene
‖I‖ ≥ 1, ‖An‖ ≤ ‖A‖n, ‖A−1‖ ≥ 1‖A‖ (con detA 6= 0)
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Cap´ıtulo 4
Matrices no negativas
4.1. Definiciones y propiedades
Definicio´n 4.1.1. Una matriz A ∈ Mn×m(R) se dice que es no negativa (y
lo notaremos por A ≥ 0) si todos los elementos de A son no negativos. Esto
es, la matriz
A =
a11 . . . a1m... ...
an1 . . . anm

es no negativa cuando aij ≥ 0 para todo i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}.
Ejemplo 4.1.1. Consideramos las matrices
A1 =
1 0 30 0 1
1 1 0
 , A2 = (−1 0 −3−1 0 −2
)
, A3 =
−1 0 11 3 −2
1 0 −3

La matriz A1 es no negativa. La matriz A2 no lo es; sin embargo, lo es −A2.
Finalmente, observamos que ni A3 ni −A3 son matrices no negativas.
Ejemplo 4.1.2. Las matrices
v1 =
(
1 1 0 1
) ∈M1×4(R), v2 =

1
1
0
1
 ∈M4×1(R)
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son no negativas. La matriz v1 se identifica con un vector fila y v2 con un
vector columna. En estos casos se habla de vectores fila no negativos y vec-
tores columna no negativos (o, simplemente, de vectores no negativos si no
hay lugar a confusio´n).
Definicio´n 4.1.2. Una matriz A ∈ Mn×m(R) se dice que es positiva (y lo
notaremos por A > 0) si todos los elementos de A son positivos. Esto es, la
matriz
A =
a11 . . . a1m... ...
an1 . . . anm

se dice que es positiva cuando aij > 0 para todo i ∈ {1, . . . , n}, j ∈
{1, . . . ,m}.
Ejemplo 4.1.3. La matriz
A =
1 2 34 5 6
7 8 9

es positiva.
Ejemplo 4.1.4. Las matrices
v1 =
(
1 2 1 2
) ∈M1×4(R), v2 =

1
2
1
3
 ∈M4×1(R)
son matrices positivas. Ana´logamente al ejemplo (4.1.2), diremos que v1 es un
vector fila positivo y v2 un vector columna positivo (o, simplemente, vectores
positivos si no hay lugar a confusio´n).
Operaciones con matrices no negativas y positivas
Designaremos por MNn×m(R) al conjunto de matrices no negativas de orden
n×m con coeficiente reales y porMPn×m(R) al conjunto de matrices positivas
de orden n ×m con coeficiente reales. En el caso de matrices cuadradas de
orden n, notaremos estos conjuntos simplemente por MNn(R) y MPn(R),
respectivamente.
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Observamos que, con la suma habitual de matrices, la suma de dos matrices
de MNn×m(R) (respectivamente, de dos matrices de MPn×m(R)) es una ma-
triz que pertenece tambie´n a MNn×m(R) (respectivamente, a MPn×m(R)).
Sin embargo, los conjuntos MNn×m(R) y MPn×m(R) no tienen “estructura
de grupo”, puesto que si A ∈ MNn×m(R), entonces su sime´trica respecto a
la suma, la matriz −A, no pertenece a MNn×m(R) y lo mismo ocurre en el
caso del conjunto MPn×m(R).
Finalmente, observamos que si A ∈ MNn×m(R), B ∈ MNm×p(R) (respecti-
vamente, A ∈ MPn×m(R), B ∈ MPm×p(R)) la matriz producto AB es una
matriz no negativa (respectivamente, positiva). Esto es, AB ∈ MNn×p(R)
(respectivamente, MPn×p(R)).
Relaciones de orden
En los conjuntos MNn×m(R) (respectivamente, MPn×m(R)) podemos definir
las siguientes relaciones.
Definicio´n 4.1.3. Dadas dos matricesA,B deMNn×m(R) (respectivamente,
de MPn×m(R)) diremos que A es mayor o igual que B (y lo notaremos
por A ≥ B) si y so´lo si aij ≥ bij para todo i ∈ {1, . . . , n} y para todo
j ∈ {1, . . . ,m}.
Si A ≥ B y A 6= B diremos que A es mayor que B (y lo notaremos por
A > B).
Finalmente, diremos que A es estrictamente mayor que B (y lo notaremos
por A  B) si y so´lo si aij > bij para todo i ∈ {1, . . . , n} y para todo
j ∈ {1, . . . ,m}.
Observaciones
1.- Estas tres relaciones son relaciones de orden, (es decir verifican las propiedades
de 1- reflexividad, 2- antisimetr´ıa y transitividad).
2.- En ninguno de los tres casos el orden es total ya que fa´cilmente pode-
mos encontrar dos matrices que no este´n relacionadas. Por ejemplo, basta
considerar las matrices
A =
(
2 4
3 5
)
y B =
(
1 5
4 3
)
que no esta´n relacionadas por ninguna de las tres relaciones descritas ante-
riormente.
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3.- Si A es una matriz no negativa, entonces A ≥ 0. Si, adema´s, A 6= 0,
entonces A > 0. Si A es una matriz positiva, entonces A 0.
4.2. Matrices irreducibles
La nocio´n de matriz reducible se da en general para matrices cuadradas.
Aqu´ı analizaremos las propiedades que se pueden deducir en el caso particular
en que las matrices sean adema´s no negativas o bien positivas.
Definicio´n 4.2.1. Diremos que una matriz A ∈Mn(R) (n ≥ 2) es reducible
cuando existe una matriz P cuyas columnas son una reordenacio´n de las
columnas de la matriz identidad (a una tal matriz la llamaremos matriz
permutacio´n) de modo que
PAP−1 =
(
B 0
C D
)
donde las matrices B y D son matrices cuadradas.
En caso contrario se dice que la matriz es irreducible.
Observacio´n 1.
Algunos autores definen las matrices reducibles como aquellas matrices A,
para las cuales existe una matriz permutacio´n P tal que
PAP−1 =
(
D C
0 B
)
No´tese que ambas definiciones son equivalentes ya que(
0 I1
I2 0
)(
B 0
C D
)(
0 I1
I2 0
)−1
=
(
0 I1
I2 0
)(
B 0
C D
)(
0 I2
I1 0
)
=
(
D C
0 B
)
Observacio´n 2. Puesto que la matriz P es una reordenacio´n de las columnas
de la matriz identidad se cumple que P−1 = P t (es decir, P es una matriz
ortogonal).
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Ejemplo 4.2.1. (a) La matriz
A =

1 2 0 0
2 1 0 0
3 5 9 1
1 2 1 1

es reducible (basta considerar P = In).
(b) La matriz
A =
1 0 22 2 1
1 0 0

es reducible. Para ello basta considerar
P =
1 0 00 0 1
0 1 0

y comprobar que PAP−1 es de la forma deseada. En efecto,
PAP−1 =
1 2 01 0 0
2 1 1

Observamos que en este caso B =
(
1 2
1 0
)
, C =
(
2 1
)
y D =
(
1
)
.
(c) La matriz
A =
0 1 00 0 1
1 0 0

es irreducible. En efecto, las posibles matrices permutacio´n son, en este caso,
P1 =
1 0 00 1 0
0 0 1
 , P2 =
1 0 00 0 1
0 1 0
 , P3 =
0 0 10 1 0
1 0 0
 ,
P4 =
0 1 01 0 0
0 0 1
 , P5 =
0 0 11 0 0
0 1 0
 , P6 =
0 1 00 0 1
1 0 0

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Con ellas obtenemos las matrices
P1AP
−1
1 = A, P2AP
−1
2 = A
t, P3AP
−1
3 = A
t,
P4AP
−1
4 = A
t, P5AP
−1
5 = A, P6AP
−1
6 = A
Teniendo en cuenta que una matriz permutacio´n es una matriz de cambio de
base que consiste en una reordenacio´n de los vectores de la base cano´nica se
tiene la siguiente descripcio´n geome´trica de una matriz reducible.
Observacio´n 3. Se dice que dos matrices A y E son cogredientes si y so´lo
si existe una matriz permutacio´n P tal que
PAP−1 = E
En particular se tiene que una matriz A es reducible si y so´lo si es cogrediente
a una matriz de la forma (
B 0
C D
)
con B y D matrices cuadradas.
Es fa´cil probar que la cogrediencia es una relacio´n de equivalencia.
Proposicio´n 4.2.1. Una matriz A ∈MNn(R) es reducible si y so´lo si existe
un subespacio invariante de dimensio´n r < n generado por r vectores de la
base cano´nica de Rn.
Basa´ndonos en esta proposicio´n es fa´cil observar que la matriz A del ejemplo
(4.2.1) c, anterior, es irreducible ya que el vector propio de valor propio 1 es
(1, 1, 1) que no pertenece a la base cano´nica: y el subespacio invariante de
dimensio´n 2 es ortogonal a este vector, por lo que tampoco contiene ningu´n
vector de la base cano´nica.
Ejemplo 4.2.2. La matriz, en la base cano´nica, de la aplicacio´n lineal que deja
invariante el subespacio F = [(1, 0, 0, 0), (0, 0, 1, 0)] es reducible. En efecto,
la matriz de la aplicacio´n en la base v1 = (0, 1, 0, 0), v2 = (0, 0, 0, 1), v3 =
(1, 0, 0, 0), v4 = (0, 0, 1, 0) es de la forma(
B 0
C D
)
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Observacio´n 4. Considerando el ejemplo anterior, la matriz de la aplicacio´n,
en la base cano´nica de R4 es de la forma
A =

a11 a12 a13 a14
0 a22 0 a24
a31 a32 a33 a34
0 a42 0 a44

Si permutamos las filas y las correspondientes columnas la matriz A se trans-
forma en
PAP−1 =

a22 a24 0 0
a42 a44 0 0
a12 a14 a11 a13
a32 a34 a31 a33
 , con P =

0 1 0 0
0 0 0 1
1 0 0 0
0 0 1 0

Vemos que el nu´mero de elementos nulos de la matriz se mantiene. Esto ocurre
en general, puesto que las transformaciones permitidas son permutaciones de
filas y columnas. De aqu´ı se deduce que toda matriz positiva es irreducible,
si bien, tal como vemos en el caso de la matriz del ejemplo (4.2.1)-c, el que
la matriz inicial tenga ceros no es condicio´n suficiente para la reducibilidad.
Proposicio´n 4.2.2. Si A es una matriz reducible, cualquier potencia Ap, de
dicha matriz, tambie´n es reducible.
Demostracio´n. Sea P la matriz permutacio´n tal que
PAP−1 =
(
B 0
C D
)
con B y D matrices cuadradas. Entonces
PApP−1 = (PAP−1)p =
(
Bp 0
E Dp
)
donde la matriz E es:
E = CB +DC, para p = 2
E = CB2 +DCB +D2C, para p = 3
etc.
As´ı pues, Ap es tambie´n reducible.
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Cualquier potencia Ap de una matriz no negativa A es tambie´n no negativa.
Queremos ver que si la matriz A tiene suficientes elementos no nulos pode-
mos, para un cierto p, conseguir que Ap sea positiva. Para ello necesitamos
previamente la siguiente proposicio´n.
Proposicio´n 4.2.3. Sea A una matriz no negativa irreducible de orden n >
1. Entonces
(I + A)n−1 > 0.
Demostracio´n. Sea x ∈ Rn, x > 0, y consideremos
y = (I + A)x = x+ Ax
Puesto que A es no negativa se cumple Ax ≥ 0 y, por lo tanto, y > 0.
Si x no es positivo veamos que y tiene, por lo menos, un elemento nulo menos
que el vector x. Para ello consideremos la matriz de permutacio´n P tal que
Px =
(
0
u
)
, u > 0. Entonces
Py = Px+ PAx =
(
0
u
)
+ PAP−1
(
0
u
)
Partimos ahora la matriz PAP−1 segu´n la particio´n de Py:
PAP−1 =
(
A11 A12
A21 A22
)
y A12 6= 0, ya que A es irreducible.
Tenemos, pues,
Py =
(
0
u
)
+
(
A11 A12
A21 A22
)(
0
u
)
=
(
0
u
)
+
(
A12u
A22u
)
al ser A12 6= 0 y u > 0 tenemos que A12u 6= 0. Luego Py (y, por lo tanto, y)
tiene, como mı´nimo, un cero menos que x.
Si y no es positivo, repetimos el proceso con la matriz (I +A)y. Observamos
que a lo sumo tendremos que repetir este proceso n − 1 veces. As´ı pues, si
aplicamos esto a los vectores x de la base cano´nica tenemos que (I+A)n−1 >
0, como quer´ıamos demostrar.
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Ejemplo 4.2.3. Consideremos la matriz irreducible
A =
0 1 01 0 0
0 0 1

(I + A)2 =
1 1 22 1 1
1 2 1
 > 0
El siguiente corolario nos permite reducir el nu´mero de veces que tendr´ıamos
que repetir el proceso para conseguir la positividad de I + A.
Corolario 4.2.1. Si A es una matriz no negativa irreducible de orden n,
entonces
(I + A)m−1 > 0
siendo m el grado del polinomio mı´nimo de A.
La siguiente proposicio´n nos proporciona un resultado rec´ıproco de e´ste.
Proposicio´n 4.2.4. Si A ∈ Mn(R) es tal que (I + A)j > 0, para un cierto
j, entonces A es irreducible.
Demostracio´n. Si A fuese reducible existir´ıa una matriz de permutacio´n P
tal que
PAP−1 =
(
B 0
C D
)
Ahora bien,
P (I + A)P−1 = (I + PAP−1) =
(
I +B 0
C I +D
)
y como hemos visto en la proposicio´n (4.2.2), cualquier potencia de esta
matriz es de esta forma, por lo que ninguna potencia de I + A podr´ıa ser
positiva.
Veamos ahora algunas propiedades espectrales importantes para matrices no
negativas irreducibles.
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Proposicio´n 4.2.5. Si 0 ≤ A ≤ B, entonces
ρ(A) ≤ ρ(B)
Como corolario tenemos
Corolario 4.2.2. Si 0 ≤ A, entonces
ρ(A) > 0
Demostracio´n. Si 0 < A existe ε > 0 tal que εI < A por lo que
ρ(A) ≥ ρ(εI) = ε > 0
Corolario 4.2.3. Sea B una matriz cuadrada obtenida de A eliminando
algunas filas y columnas. Entonces
ρ(B) ≤ ρ(A)
Teorema 4.2.1 (Perron). Una matriz positiva A tiene siempre un valor
propio λ1 que es simple, real, positivo e igual al radio espectral λ1 = ρ(A).
Los dema´s valores propios tienen mo´dulo estrictamente menor. Para este
valor propio existe un vector propio con todas las componentes estrictamente
positivas.
Observacio´n 5. Este teorema falla en general si A ≥ 0 pero no positiva,
as´ı por ejemplo si consideramos la matriz
A =
(
0 2
2 0
)
los valores propios son 2 y −2 ambos del mismo mo´dulo e igual al radio
espectral.
Este teorema fue generalizado por Frobenius al caso de matrices no negativas.
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Teorema 4.2.2 (Frobenius). Una matriz no negativa e irreducible A tiene
siempre un valor propio λ1 que es simple, real, positivo e igual al radio es-
pectral. Para este valor propio existe un vector propio con todas las com-
ponentes estrictamente positivas. Adema´s, si existen otros valores propios
λ2, . . . , λh, de mo´dulo ρ(A), entonces λ1, λ2, . . . λh son las h ra´ıces distintas
de la ecuacio´n
λh − ρ(A)h = 0.
Proposicio´n 4.2.6. Sean A ≥ 0 y x > 0. Si existen α, β ∈ R tales que
βx ≤ Ax ≤ αx. Entonces
β ≤ ρ(A) ≤ β
Ejemplo 4.2.4. Consideremos la matriz
A =
3 1 01 3 1
0 1 3

Para x = (1, 1, 1), tenemos3 1 01 3 1
0 1 3
11
1
 =
45
4

por lo que
4x ≤ Ax ≤ 5x
y
4 ≤ ρ(A) ≤ 5
De hecho si calculamos los valores propios tenemos
λ1 = 3, λ2 = 3 +
√
2, λ3 = 3−
√
2
y
4 ≤ 3 +
√
2 ≤ 5
Si tomamos x = (1,4, 2, 1,4) tenemos
4,2x ≤ Ax ≤ 4,8x
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luego
4,2 ≤ ρ(A) ≤ 4,8
De hecho si calculamos los valores propios tenemos
λ1 = 3, λ2 = 3 +
√
2, λ3 = 3−
√
2
y
4 ≤ 4,2 ≤ 3 +
√
2 ≤ 4,8 ≤ 5
4.3. Matrices primitivas
En este apartado pretendemos clasificar las matrices no negativas en funcio´n
del valor propio dominante.
Definicio´n 4.3.1. Sea A una matriz no negativa e irreducible. Diremos que
A es una matriz primitiva si y so´lo si tiene un u´nico valor propio de mo´dulo
igual a su radio espectral. En caso contrario se dice que es imprimitiva.
Ejemplo 4.3.1. Toda matriz positiva es primitiva.
Ejemplo 4.3.2. La matriz
A =
0 1 01 0 1
0 1 0

es imprimitiva. En efecto, sus valores propios son λ1 = −
√
2, λ2 = 0, λ3 =√
2, y ρ(A) =
√
2 = |λ1| = |λ3|.
Teorema 4.3.1. Una matriz A ∈ MNn(R) es primitiva si y so´lo si existe
p ∈ N tal que Ap ∈MPn(R).
Demostracio´n. Supongamos primero que Ap > 0, en cuyo caso Ap es una
matriz irreducible.
Teniendo en cuenta la proposicio´n (4.3.2), la matriz A es irreducible. Si la
matriz A fuese imprimitiva existir´ıan λ1, . . . , λr con λ1 = |λ2| = . . . = |λr| =
ρ(A), por lo que λp1, . . . , λ
p
r ser´ıan valores propios de A
p con λp1 = |λp2| = . . . =
|λpr| = ρ(Ap) lo que contradecir´ıa el teorema de Perron que afirma que el valor
propio de mo´dulo igual al radio espectral es u´nico para matrices positivas.
As´ı pues, la matriz A es primitiva.
Se deja para el lector la demostracio´n del rec´ıproco.
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Observacio´n. Si consideramos la matriz A del ejemplo (4.3.2), tenemos que
A2 =
1 0 10 2 0
1 0 1
 , . . . , A2m = 2m−1A2, A2m+1 = 2mA, ∀m ≥ 1
por lo que no existe ningu´n p ∈ N para el cual Ap sea positiva.
Corolario 4.3.1. Si A es una matriz primitiva, entonces Ap es tambie´n
primitiva ∀p > 0.
Proposicio´n 4.3.1. Dada una matriz primitiva A, el nu´mero p para el cual
Ap > 0 esta´ acotado superiormente por n2 − 2n+ 2
p ≤ n2 − 2n+ 2
Ejemplo 4.3.3. Sea
A =
0 1 00 0 1
1 1 0

En este caso la cota es n2 − 2n+ 2 = 5
A2 =
0 0 11 1 0
0 1 1
 ≥ 0, A3 =
1 1 00 1 1
1 1 1
 ≥ 0
A4 =
0 1 11 1 1
1 2 1
 ≥ 0, A5 =
1 1 11 2 1
1 2 2
 > 0
Observemos que para esta matriz se alcanza la cota.
Si A es positiva obviamente p = 1.
Proposicio´n 4.3.2. Sea A ≥ 0 una matriz primitiva tal que ρ(A) = 1.
Entonces,
l´ım
n→∞
An = xyt
con x, y > 0 dos vectores tales que < x, y >= 1, Ax = x y Aty = y.
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4.4. Matrices estoca´sticas
Definicio´n 4.4.1. Una matrizA = (aij) ∈MNn(R) se dice que es estoca´stica
(por filas) si la suma de los elementos de cada fila de A valen 1. Es decir,
aij ≥ 0,
n∑
j=1
aij = 1 para cada i = 1, . . . , n.
Ejemplo 4.4.1. La matriz
A =

1
2
1
2
0
1
3
1
3
1
3
1
4
1
4
1
2

es estoca´stica.
Teorema 4.4.1. Una matriz no negativa A ∈ MNn(R) es estoca´stica si y
so´lo si tiene el valor propio λ = 1 con vector propio asociado u =
1...
1
.
Demostracio´n. Si A es una matriz estoca´stica se tiene
Au =

∑n
j=1 a1j
...∑n
j=1 anj
 = u,
luego u es vector propio de valor propio λ = 1.
Rec´ıprocamente. Si Au = u, entonces
∑n
j=1 aij = 1 para cada i ∈ {1, . . . , n}.
Teorema 4.4.2. Si una matriz no negativa A ∈ MNn(R) es estoca´stica,
entonces su radio espectral es 1.
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Demostracio´n. Por el teorema anterior sabemos que 1 es valor propio de
A, por lo que es ra´ız de su polinomio caracter´ıstico p(λ) = det(λI − A).
Basta ahora comprobar que la funcio´n p(λ) es creciente a partir de 1, esto
es, comprobar que p′(λ) > 0.
Tambie´n se puede demostrar por reduccio´n al absurdo de la siguiente manera
Supongamos por ejemplo que λ > 1 es valor propio, y v = (v1, . . . , vn) un
vector propio asociado (Av = λv), que sin pe´rdida de generalidad podemos
suponer con componentes de suma la unidad, entonces
1 < λ =
n∑
i=1
(λv)i =
n∑
i=1
(Av)i =
n∑
i=1
n∑
j=1
aijvj =
n∑
j=1
(
n∑
i=1
aij)vj =
∑
j
vj = 1
Teorema 4.4.3. Sea A ∈MNn(R) con valor propio maximal λ. Si para este
valor propio, existe un vector propio x = (x1, . . . , xn) > 0, entonces llamando
X =
x1 . . .
xn
 ,
se tiene que
A = λXPX−1
Demostracio´n. Basta probar que
1
λ
X−1AX
es estoca´stica.
Observamos que la condicio´n x > 0 excluye la posibilidad de que λ = 0.
Consideremos ahora una matriz A estoca´stica y al sucesio´n de potencias de
dicha matriz
A,A2, A3, . . .
y nos preguntamos por la existencia de l´ımite de dicha sucesio´n. Tenemos el
siguiente resultado
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Teorema 4.4.4. Si A es una matriz irreducible y estoca´stica, existe l´ımn→∞An,
si y so´lo si, A es primitiva.
Definicio´n 4.4.2. Una matriz A = (aij) ∈ MNn(R) se dice que es doble-
mente estoca´stica si la suma de los elementos de cada fila y de cada columna
de A valen 1. Es decir,
aij ≥ 0,
n∑
j=1
aij = 1,
n∑
i=1
aij = 1 para todo i ∈ {1, . . . , n}, j ∈ {1, . . . n}.
Ejemplo 4.4.2. La matriz
A =
12 12 00 1
2
1
2
1
2
0 1
2

es doblemente estoca´stica.
Matriz de normalizacio´n
Vamos a ver ahora como a partir de una matriz positiva podemos construir
una matriz estoca´stica.
Dada una matriz A = (aij) positiva, llamaremos matriz de normalizacio´n,
que notaremos por ΣA, a la matriz
ΣA =

a11 + . . .+ a1n 0 . . . 0
0 a21 + . . .+ a2n . . . 0
. . .
0 0 . . . an1 + . . .+ ann
 .
Observamos que la matriz ΣA es siempre inversible.
Definicio´n 4.4.3. Dada A ∈Mn(R) positiva, llamaremos matriz normaliza-
da de A, que notaremos por N(A), a la matriz
N(A) = (ΣA)−1A.
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La matriz normalizada es tal que la suma de los elementos de cada fila vale
1. Esto es, N(A) es una matriz estoca´stica.
Observacio´n. Se puede generalizar esta definicio´n a matrices no negativas.
En este caso no siempre se puede asegurar que la matriz ΣA sea inversible.
Vea´moslo con un ejemplo. Consideramos la matriz
A =
(
1 2
0 0
)
y su correspondiente “matriz de normalizacio´n”,
ΣA =
(
3 0
0 0
)
Fijamos un valor no nulo ` ∈ R+,
ΣA =
(
3 0
0 `
)
con lo que ΣA es ahora inversible. La “matriz normalizada”de A ser´ıa
N(A) = (ΣA)−1A =
(
1
3
0
0 1
`
)(
1 2
0 0
)
=
(
1
3
2
3
0 0
)
La matriz N(A) en este caso es tal que la suma de los elementos de todas
sus filas no nulas es igual a 1.
4.5. Matrices totalmente no negativas
Consideramos ahora matrices que son, no solamente no negativas, sino tales
que todos sus menores (de cualquier orden) son tambie´n no negativos. Estas
matrices tienen importantes aplicaciones en la teor´ıa de pequen˜as oscilaciones
de sistemas ela´sticos.
Definicio´n 4.5.1. Una matriz A ∈ Mn×m(R) se dice que es totalmente no
negativa si todos los menores de cualquier orden son no negativos.
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Una consecuencia inmediata de la definicio´n es que toda matriz totalmente
no negativa es no negativa (los menores de orden 1 son no negativos).
Ejemplo 4.5.1. Dadas las matrices
A1 =
(
1 2
1 2
)
, A2 =
(
1 2
2 1
)
observamos que A1 es una matriz totalmente no negativa, pero A2 no es
totalmente no negativa puesto que detA2 = −3 < 0.
Definicio´n 4.5.2. Una matriz A ∈Mn×m(R) se dice que es totalmente pos-
itiva si todos los menores de cualquier orden son positivos.
Una consecuencia inmediata de la definicio´n es que toda matriz totalmente
positiva es positiva (los menores de orden 1 son positivos).
Ejemplo 4.5.2. Las matrices
A1 =
(
1 2
1 3
)
, A2 =
1 1 12 3 4
4 9 16

son totalmente positivas. Sin embargo las matrices positivas del ejemplo an-
terior no son totalmente positivas.
4.6. Ejercicios Resueltos
1.- Estudiar si son o no reducibles las siguientes matrices.
A =
1 0 20 3 0
2 1 3
 , B =
2 1 11 2 1
1 1 2

Solucio´n: Analicemos la matrizA. Observamos que el subespacio F = [e1, e3]
es invariante por la matriz A ya que A(e1 = e1 + 2e3 ∈ [e1, e3], A(e3) =
2e1 + 3e3 ∈ [e1, e3].
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De hecho tenemos0 1 01 0 0
0 0 1
1 0 20 3 0
2 1 3
0 1 01 0 0
0 0 1
 =
3 0 00 1 2
1 2 3

por lo que A es reducible.
Pasemos a analizar la matriz B.
Es fa´cil observar que ninguno de los subespacios [e1], [e2], [e3],[e1, e2],[e1, e3],
[e2, e3] son invariantes, por lo que la matriz B es irreducible.
2.- Estudiar si son o no primitivas las matrices
C =
4 2 22 4 2
2 2 4
 , D =
0 1 10 0 1
0 0 0

Solucio´n
Estudiemos la matriz C.
Primero observamos que la matriz es no negativa (aij > 0, ∀i, j) y es ir-
reducible (C = 2B siendo B la matriz del ejercicio anterior). Los valores
propios de la matriz son 2 doble y 8 simple, claramente el radio espectral es
8 por lo que la matriz es primitiva.
Pasemos ahora a analizar la matriz D
Observamos que
(I3 +D)
2 =
1 2 30 1 2
0 0 1

es triangular, por tanto (I3 + D)
n−1 no es positiva. Por lo que D no puede
ser primitiva.
3.- Comprobar el Teorema de Frobenius para la matriz
A =
0 1 00 0 1
1 0 0

Solucio´n
Observamos que la matriz es no negativa y primitiva. Sus valores propios son
las tres ra´ıces de la unidad, por lo tanto el radio espectral es 1 e igual a la
ra´ız real (simple).
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4.- ¿Para que´ valores de a, b, c, d la siguiente matriz es estoca´stica?
A =

a b c d
d b a c
c a d b
b c d a

¿Para que´ valors es doblemente estoca´stica?
Solucio´n:
La matriz es estoca´stica si y so´lo si
a+ b+ c+ d = 1, a, b, c, d ≥ 0
Para que sea doblemente estoca´stica tiene adema´s que verificarse que
2b+ a+ c = 1, y a+ c+ 2d = 1
por lo que b = d.
4.7. Ejercicios Propuestos
1.- Sea A una matriz cuadrada no negativa de MNn(R). Probar que si x, y
son dos vectores de Rn tales que x ≥ y, entonces se cumple Ax ≥ Ay.
2.- Sean A,B ∈MNn(R) tales que A ≥ B. Probar que ρ(A) ≥ ρ(B).
3.- Sea A una matriz cuadrada no negativa. Demostrar que si existe un vector
x tal que Ax ≤ λx entonces λ ≥ ρ(A).
4.- Sea A una matriz cuadrada no negativa. Demostrar que (λI−A)−1 es no
negativa si y so´lo si λ > ρ(A).
5.- Sea A ∈ MNn(R) irreducible. Probar que para todo ε > 0 la matriz
εIn + A es primitiva.
6.- Estudiar si son, o no, primitivas las siguientes matrices
A1 =

9
10
1
10
0 0
0 7
10
2
10
1
10
1
10
0 8
10
1
10
1
10
1
10
0 8
10
 , A2 =
0 34 141
2
0 1
2
2
3
1
3
0

7.- Sean A,B ∈MNn(R) dos matrices estoca´sticas. Probar que la matriz
λA+ (1− λ)B, con 0 ≤ λ ≤ 1
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es tambie´n estoca´stica.
8.- Sean A,B ∈ MNn(R) dos matrices doblemente estoca´sticas. ¿Es AB
doblemente estoca´stica?
9.- Probar que la matriz
A =
23 13 00 2
3
1
3
1
3
0 2
3

es doblemente estoca´stica.
10.- Decir si son o no totalmente no negativas las siguientes matrices.
A =
2 1 01 2 1
0 1 2
 , B =
3 1 31 2 1
3 5 7

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Cap´ıtulo 5
Cadenas de Markov finitas
5.1. Cadenas de Markov a variable discreta
Consideremos un sistema f´ısico que puede existir solamente en uno de un
nu´mero finito de estados y tal que su estado puede evolucionar so´lo en pun-
tos discretos del tiempo. Sea {X0, X1, . . . , Xk, . . .} el conjunto de estados.
Utilizamos la expresio´n Xk = j para indicar que el proceso esta´ en estado j
en el tiempo k.
Suponemos que hay una probabilidad (que puede o no depender del tiempo
k), de que un sistema que esta´ en el estado j en el tiempo k evolucione hacia
el estado i en el tiempo k + 1. Esta restriccio´n permite utilizar un modelo
matema´tico (matricial) que estudia la evolucio´n a lo largo del tiempo y que
vamos a tratar a continuacio´n.
Definicio´n 5.1.1. Una cadena de Markov es un proceso aleatorio sin memo-
ria.
Esto es, un sistema que evoluciona en el tiempo (k = 0, 1, . . .), esta´ en el
estado ik en el instante k si en el instante k − 1 esta´ en el estado ik−1:
P (Xk = ik | X0 = i0, . . . , Xk−1 = ik−1) =
P (Xk = ik | Xk−1 = ik−1) = pik−1,ik
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Intuitivamente, esta ecuacio´n implica que conocido el estado “presente”de
un sistema, el estado “futuro.es independiente de su estado “pasado”.
Tal y como dec´ıamos al principio vamos a describir matricialmente este pro-
ceso. Sean p1(k), . . ., pn(k) las probabilidades de los n estados en el tiempo
k. Sean pij(k) la probabilidad de la evolucio´n del estado i al j en el tiempo
k, 1 ≤ i, j ≤ n. Entonces
p1(k + 1) = p11(k)p1(k) + . . .+ p1n(k)pn(k)
...
pn(k + 1) = pn1(k)p1(k) + . . .+ pnn(k)pn(k)

lo que puede expresarse matricialmente de la forma:p1(k + 1)...
pn(k + 1)
 =
p11(k) . . . p1n(k)... ...
pn1(k) . . . pnn(k)

p1(k)...
pn(k)

Definicio´n 5.1.2. Llamaremos matriz de transicio´n de estados a la matriz:
A(k) =
p11(k) . . . p1n(k)... ...
pn1(k) . . . pnn(k)

Observacio´n 1.
p(k + 1) = A(k)p(k)
Definicio´n 5.1.3. Si pij(k) no depende de k para todos los pares (i, j),
1 ≤ i, j ≤ n, diremos que la cadena es homoge´nea.
Ejemplo 5.1.1. Consideremos una red de comunicacio´n que consiste en una
sucesio´n de estados de canales de comunicacio´n binarios, donde
(
xn
yn
)
rep-
resenta el d´ıgito saliente del estado n-e´simo del sistema. y
(
x0
y0
)
el d´ıgito
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entrante del primer estado. Supongamos que los canales de comunicacio´n bi-
narios son estoca´sticamente ide´nticos. La red de comunicacio´n se representa
mediante la siguiente relacio´n:
xn = (1− a)xn−1 + byn−1
yn = axn−1 + (1− b)yn−1
por lo que la matriz de transicio´n de estados es
A =
(
1− a b
a 1− b
)
De ahora en adelante supondremos que las cadenas son homoge´neas. En dicho
caso tenemos la siguiente proposicio´n.
Proposicio´n 5.1.1. Sea p(0) = (p1(0), . . . , pn(0)) una probabilidad inicial.
Entonces
p(k) = Akp(0).
Demostracio´n. Vamos a hacer una demostracio´n por induccio´n. Comprobe-
mos, en primer lugar, que el enunciado es cierto para k = 1 y k = 2:
p(1) = Ap(0), p(2) = Ap(1) = AAp(0) = A2p(0)
Supongamos ahora que p(k − 1) = Ak−1p(0). Veamos que el enunciado es
cierto para k:
p(k) = Ap(k − 1) = AAk−1p(0) = Akp(0)
Observacio´n 2. Puesto que
p11 + . . .+ pn1 = 1
...
p1n + . . .+ pnn = 1
y la matriz A es no negativa vemos que At es una matriz estoca´stica. La
matriz A recibe el nombre de matriz de Markov.
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Comportamiento asinto´tico
Consideremos una cascada de comunicacio´n binaria libre de error. Esto es,
la matriz de transicio´n de estados es
A =
(
1 0
0 1
)
por lo que
Ak =
(
1 0
0 1
)
.
En otras palabras, la cadena nunca cambia de estado y un d´ıgito transmitido
es recibido correctamente despue´s de un nu´mero arbitrario de estados.
Obviamente, esto no siempre sucede as´ı. Nos interesa conocer la evolucio´n a
lo largo del tiempo de una cadena de Markov.
Definicio´n 5.1.4. Llamaremos distribucio´n estacionaria de una cadena de
Markov en caso de existir a
pi = l´ım
k→∞
p(k)
Observacio´n. Si la cadena de Markov es homoge´nea (como los casos que es-
tamos considerando) la existencia de pi equivale a la existencia de l´ımk→∞Ak.
l´ım
k→∞
p(k) = l´ım
k→∞
Akp(0) = ( l´ım
k→∞
Ak)p(0)
Proposicio´n 5.1.2. Si A es irreducible entonces exite pi. Adema´s, si A es
primitiva entonces pi es independiente de la distribucio´n de probabilidad p(0)
inicial. De hecho,
pi =
1∑
vi
v1...
vn

siendo
v1...
vn
 un vector propio de valor propio 1.
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Demostracio´n. El teorema de Perron-Frobenius nos asegura que 1 es el valor
propio igual al radio espectral y es el u´nico con dicho mo´dulo en caso de
ser A primitiva. Tambie´n nos asegura la existencia de un vector propio no
negativo para dicho valor propio.
El hecho de que la matriz A sea irreducible se traduce, en te´rminos de cadenas
de Markov, en que cada estado puede ser alcanzado por otro estado mediante
un nu´mero finito de pasos. Esto es, existe n ≥ 0 para el cual pij(n) > 0. Las
cadenas que verifican esta condicio´n reciben el nombre de cadenas de Markov
irreducibles o ergo´dicas. Las cadenas de Markov en que la matriz de transicio´n
de estados es primitiva reciben el nombre de regulares.
El hecho de que la cadena de Markov no sea primitiva no impide que exista
distribucio´n estacionaria, si bien e´sta dependera´ de la distribucio´n inicial.
Ejemplo 5.1.2. Consideremos una cascada de comunicacio´n binaria tan rui-
dosa que el d´ıgito transmitido siempre es erro´neamente interpretado. Esto
es, la matriz de transicio´n de estados es
A =
(
0 1
1 0
)
por lo que
Ak =

(
1 0
0 1
)
si k es par(
0 1
1 0
)
si k es impar
Observamos que no existe l´ımk→∞Ak. Sin embargo, para la distribucio´n de
probabilidad inicial p(0) =
(
0,5
0,5
)
se tiene que l´ımk→∞Akp(0) = p(0). (No´tese
que p(0) es el u´nico vector propio de valor propio 1 de A con suma de com-
ponentes igual a 1).
Definicio´n 5.1.5. Diremos que un estado i en una cadena de Markov es ab-
sorbente si, cuando ocurre en una repeticio´n del experimento entonces ocurre
en cada repeticio´n posterior. Es decir, si pii = 1 y pij = 0 para i 6= j. Una
cadena de Markov se dice que es absorbente si existe algu´n estado absorbente.
En una cadena de Markov absorbente, los estados que no lo son se denominan
transitorios.
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Ejemplo 5.1.3. Consideremos un sistema aleatorio cuya matriz de transicio´n
de estados viene dada por
A =

0 1
2
0 0 0
1
2
0 1
2
0 0
0 1
2
0 0 0
1
2
0 0 1 0
0 0 1
2
0 1

En este caso los estados 4 y 5 son absorbentes y los estados 1,2,3 son transi-
torios.
Dada una cadena de Markov absorbente siempre podemos renombrar los
estados de forma que la matriz de transicio´n de estados sea de la forma
A =
(
T 0
Q I
)
siendo I la matriz identidad de orden el nu´mero de estados absorbentes. En
el ejemplo anterior,
A =
(
T 0
Q I2
)
con T =
0 12 01
2
0 1
2
0 1
2
0
 , Q = (12 0 0
0 0 1
2
)
.
Si partimos el vector de probabilidad p(k) =
p1(k)...
pn(k)
 en dos vectores segu´n
los o´rdenes de las matrices T e I, respectivamante, tenemos que p(k) =(
u(k)
v(k)
)
con lo que
(
u(k + 1)
v(k + 1)
)
=
(
T 0
Q I
)(
u(k)
v(k)
)
y
u(k + 1) = Tu(k)
v(k + 1) = v(k) +Qu(k)
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Por consiguiente,
u(k) = T ku(0)
v(k) = v(k − 1) +QT k−1u(0) = v(0) +
k−1∑
r=0
QT ru(0)
En el caso particular en que ρ(T ) < 1 entonces
l´ım
k→∞
T k = 0
∞∑
r=0
T r = l´ım
k→∞
k∑
r=0
T r = (I − T )−1
y
l´ım
k→∞
v(k) = v(0) +Q(I − T )−1u(0).
As´ı en el ejemplo 5.1.3, tenemos que
l´ım
k→∞
v(k) =
(
1
2
0 0
0 0 1
2
)32 1 121 2 1
1
2
1 3
2
01
0
 = (121
2
)
Proposicio´n 5.1.3. Si A es la matriz de transicio´n de estados de una cadena
de Markov absorbente tal que la matriz T ∈ Mr(R) es irreducible y Q es no
nula, entonces l´ımk→∞ T k = 0 y, por lo tanto, existe l´ımk→∞ v(k).
Demostracio´n. Por ser Q 6= 0, se tiene ∑ri=1 tij ≤ 1. La desigualdad es
estricta al menos en el caso de una columna.
Por otra parte, al ser la matriz T irreducible se tiene que ρ(T ) es tal que
s = minj
(
r∑
i=1
tij
)
≤ ρ(T ) ≤ maxj
(
r∑
i=1
tij
)
= S ≤ 1
En particular, ρ(T ) ≤ 1. Adema´s s = ρ(T ) o S = ρ(T ) si y so´lo si s = S en
cuyo caso ρ(T ) < 1 ya que s < 1. Luego siempre, se cumple que ρ(T ) < 1.
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Ana´lisis moderno de las cadenas de Markov
Recientes estudios acerca de las cadenas de Markov homoge´neas muestran
co´mo podemos obtener informacio´n acerca de dichas cadenas mediante la
inversa generalizada de una cierta matriz asociada a la matriz de transicio´n
que define la cadena.
Dada una matriz de transicio´n de estados A de una cadena de Markov, ob-
servamos que la matriz B = I − A es tal que bii ≥ 0 y bij ≤ 0. Las matrices
B tales que pueden expresarse como B = sI−A con A no negativa y bii ≥ 0,
bij ≤ 0 para un cierto s ≤ ρ(A), reciben el nombre de M-matrices.
Proposicio´n 5.1.4. Sea A una matriz de transicio´n de estados de una ca-
dena de Markov. Entonces, existe l´ımk→∞Ak y dicho l´ımite vale
L = I −BB+.
(Una M-matriz B que verifica la condicio´n de convergencia “existe l´ımk→∞(
1
s
A
)k
”, recibe el nombre de M-matriz con propiedad c).
Demostracio´n. Por ser A = (aij) una matriz de transicio´n de estados se tiene
que 0 ≤ aij ≤ 1. Luego bii ≥ 1 y bij ≤ 0 si i 6= j.
Observacio´n. No todas las M -matrices verifican la condicio´n c. Vea´moslo
con un ejemplo. Sea B la matriz
(
0 −1
0 0
)
. Entonces B puede representarse
como B = sI −A con s > 0 y A =
(
s 1
0 s
)
. Puesto que A es no negativa, B
es una M -matriz. Por otra parte, dada una matriz T existe l´ımk→∞ T k si y
so´lo si ρ(T ) < 1. En nuestro caso, para todo s > 0, ρ
(
1
s
A
)
= 1, por lo que
no puede verificarse la condicio´n c.
Tambie´n cabe destacar que si B es una M -matriz con s > ma´xi bii entonces
verifica la condicio´n c. As´ı por ejemplo, sea B =
(
1 −1
−1 1
)
. Entonces la
sucesio´n de te´rmino general(
1
s
A
)k
=
(
1
s
(
s− 1 1
1 s− 1
))k
no es convergente para s = 1. Sin embargo, s´ı lo es para cualquier s > 1.
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5.2. Ejercicios Resueltos
1.- Sea una cadena de Markov a dos variables cuya matriz de transicio´n de
estados es
P =
(
0,5 0,3
0,5 0,7
)
Calcular l´ımk→∞ p(k).
Solucio´n:
La cadena de Markov es homoge´nea, por lo que hemos de calcular
l´ım k →∞P k
Tenemos que
P = SDS−1
con
S =
(
3 1
5 −1
)
, S−1 =
1
8
(
1 1
5 −3
)
, D =
(
1
0,2
)
Por lo que
l´ım
k→∞
P k = S( l´ım
k→∞
Dk)S−1p(0)
Calculemos
l´ım
k→∞
Dk = l´ım
k→∞
(
1k
0,2k
)
=
(
1
0
)
Finalmente
l´ım
k→∞
P k =
1
8
(
3 1
5 −1
)(
1 0
0 0
)(
1 1
5 −3
)
p(0) =
1
8
(
3 3
5 5
)
p(0)
2.- Una ciudad tiene tres supermercados X, Y , Z. Considerando un determi-
nado periodo de tiempo observamos que por diferentes razones como precio,
calidad,..., algunos habitantes deciden cambiar de cadena. Deseamos expre-
sar en un modelo matema´tico y analizar el movimiento de clientes de una
cadena a otra suponiendo que la proporcio´n de clientes que cambian al d´ıa
de supermercado se mantiene constante durante un mes.
Aplicarlo al caso en que la proporcio´n de clientes de X, Y , Z el 31 de Diciem-
bre es (0,2, 0,3, 0,5) = u(0) respecto da la poblacio´n total y que la proporcio´n
de clientes que permanecen en el supermercado o que cambian de uno a otro
es:
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que se mantiene en X 0.8, que pasa de Y , Z a X es 0.2, 0.1 resp.
que se mantiene en Y 0.7, que pasa de X, Z a Y es 0.1, 0.3 resp.
que se mantiene en Z 0.6, que pasa de X, Y a Z es 0.1, 0.1 resp.
Solucio´n:
Supongamos que la proporcio´n de clientes de X, Y , Z el 31 de Diciembre
es (x0, y0, z0) = u(0) respecto da la poblacio´n total y que el 31 de Enero es
(x1, y1, z1) = u(1).
Puesto que la totalidad de la poblacio´n compra en estos tres u´nicos estable-
ciemientos tenemos que
x0 + y0 + z0 = 1
x1 + y1 + z1 = 1
Ahora bien, la proporcio´n de clientes en Enero en cada uno de los supermer-
cados es
x1 = a11x0 + a12y0 + a13z0
y1 = a21x0 + a22y0 + a23z0
z1 = a31x0 + a32y0 + a33z0
 ,
donde aij con j 6= i es la proporcio´n de clientes del supermercado j que
absorbe el supermercado i, y aii es la proporcio´n de clientes del supermercado
i que se mantiene en i.
Puesto que la proporcio´n de clientes que cambia de supermercado se matiene
constante durante un mes tenemos
xk+1 = a11xk + a12yk + a13zk
yk+1 = a21xk + a22yk + a23zk
zk+1 = a31xk + a32yk + a33zk
 ,
por lo que, en lenguaje matricial tenemosx(k + 1)y(k + 1)
z(k + 1)
 =
a11 a12 a13a21 a22 a23
a31 a32 a33
x(k)y(k)
z(k)
 .
Aplique´moslo a nuestro caso concreto y tenemosx(k)y(k)
z(k)
 =
0,8 0,2 0,10,1 0,7 0,3
0,1 0,1 0,6
k0,20,3
0,5

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Los valores propios de A son 1, 0.6, 0.5 y los vectores propios respectivos son
v1 = (0,45, 0,35, 0,20), v2 = (1,−1, 0), v3 = (1,−2, 1).
Por lo tanto y teniendo en cuenta que
u(0) = 1v1 + (−0,55)v2 + 0,3v3
tenemos que
Aku(0) = 1,1kv1 + (−0,55)(0,6)kv2 + 0,3(0,5)kv3
Finalmente, observamos que
l´ım
k
Aku(0) = v1 = (0,45, 0,35, 0,20)
3.- Revisando la cantidad de socios de un club de ua ciudad, se observa que
el 80 % de las personas que son socias un an˜o lo son tambie´n el siguiente y
que el 30 % de los que no son socias lo son al siguiente. ¿Cua´l sera´ la situacio´n
a largo plazo de dicho club?
Solucio´n:
Si denominamos por s(k) a la cantidad de socios del an˜o k y n(k) a la
cantidad de personas que no lo son tenemos la siguiente relacio´n entre los
socios p(k) =
(
s(k)
n(k)
)
de un an˜o y el siguiente
p(k + 1) =
(
s(k + 1)
n(k + 1)
)
=
(
0,8 0,3
0,2 0,7
)(
s(k)
n(k)
)
= Ap(k)
Hemos de calcular l´ımk→∞ p(k) = (l´ımk→∞Ak)p(0)
A = SDS−1, l´ım
k→∞
Ak = S( l´ım
k→∞
Dk)S−1
con
S =
(
3 1
2 −1
)
, D =
(
1
0,5
)
, l´ım
k→∞
Dk =
(
1
0
)
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5.3. Ejercicios Propuestos
1.- Sea A una matriz de Markov positiva. Determinar el l´ımite de An cuando
n crece indefinidamente.
2.- Sea A una matriz de Markov tal que A2 es positiva. Estudiar el l´ımite
de A2n y de A2n+1 cuando n crece indefinidamente. ¿Que´ puede decirse de la
convergencia de An?
3.- Consideremos una cadena de Markov cuya matriz de transicio´n de estados
es
A =
0,6 0,1 0,60,2 0,8 0
0,2 0,1 0,4

Probar que la cadena es irreducible.
4.- Sea A la matriz 
0 0 0 0 0
0,6 0 0,2 0 0
0,4 0 0 0,6 0
0 0,6 0,4 0 0
0 0,4 0,4 0,4 1

que es la matriz de transicio´n de estados de una cadena de Markov ab-
sorbente. Calcular l´ımk→∞ p(k).
5.- Calcular pi para el caso en que la matriz de transicio´n de estados A de
una cadena de Markov sea primitiva y doblemente estoca´stica.
6.- Sea A la matriz de transicio´n de estados de una cadena de Markov sigu-
iente. 
0
1
3
0 0
1 0
1
3
0
0
1
3
0 1
0 0
2
3
0

Probar que tiene una u´nica distribucio´n de probabilidad estacionaria.
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7.- Sea A(p) la matriz 
0 p 0 0
1 0 p 0
0 1− p 0 1
0 0 1− p 0

que para cada p es la matriz de transicio´n de estados de una cadena de
Markov. Determinar para que valores de p admite distribucio´n estacionaria.
Para los valores que exista ¿es u´nica?
8.- Sea
P =
(
0,4 0,2
0,6 0,8
)
la matriz de transicio´n de estados de una cadena de Markov a variable con-
tinua. Determinar Pt.
9. Se trata de estudiar como una noticia es susceptible de ser cambiada al
ser propagada de una persona a otra.
Sea p(k) la probabilidad de que la k-e´sima persona escucha la noticia correc-
tamente y q(k) la probabilidad de que la k-e´sima persona escucha la noticia
erroneamente.
Supongamos que la probabilidad de que una persona comunique la noticia
correctamente es 0,95 y que la probabilidad de que lo haga erroneamente es
0.05.
a) Describir dicha propagacio´n, mediante un sistema de ecuaciones de la
forma x(k+1) = Ax(k). Dar los puntos de equilibrio. Dar los valores propios
de A
b) Comprobar que
p(k + 1) + q(k + 1) = p(k) + q(k)
y por tanto p(k) + q(k) = p(0) + q(0) = constante. ¿Cual es dicha constante?
c) Deducir del apartado anterior, una ecuacio´n en diferencias de primer orden,
que describa la probabilidad de transmitir correctamente la noticia.
d) Resolver la ecuacio´n hallada en c), suponiendo que la primera persona
transmite la noticia correctamente.
Determinar, en caso de existir, el punto de equilibrio. ¿Es estable?
e) Calcular q(k) y l´ımk q(k)
f) Interpretacio´n del resultado.
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10.- Un sen˜or esta´ paseando a lo largo de un misma calle en la que, en un
extremo hay un Bar y en el otro extremo esta´ su casa, entre medio hay tres
traves´ıas.
Bar — 1 — 2 — 3 — Casa
Llamemos p1(n), p2(n), p3(n) las probabilidades de que el sen˜or al llegar a
una esquina e´sta sea 1, 2, 3 respectivamente, y llamemos p4(n) y p5(n) la
probabilidad de que la esquina sea el bar o su casa.
Este sen˜or se encuentre en una determinada esquina s, supongamos que la
probalilidad de que camine hacia s − 1 o s + 1 es 1
2
y que cuando llega a
la nueva esquina sigue adelante salvo que e´sta sea el Bar o su casa en cuyo
caso se queda. ¿Que probabilidad hay de que este sen˜or acabe en el bar? ¿y
en su casa?, suponiendo que inicialmente, esta a mitad de camino de ambos
(esquina 2).
Cap´ıtulo 6
Modelos de Leontief en
economı´a
En este cap´ıtulo presentamos una aplicacio´n de la teor´ıa de matrices no
negativas al campo de las ciencias econo´micas, concretamente al ana´lisis de
Leontief de entradas y salidas.
El ana´lisis de Leontief de entradas y salidas trata de la siguiente cuestio´n:
¿que´ nivel de salidas deber´ıa producir cada una de n industrias en una
situacio´n econo´mica particular de manera que sea suficiente para poder sat-
isfacer la demanda total del mercado para este producto?
Ejemplo 6.0.1. Consideremos una simple e hipote´tica economı´a que consiste
en tres sectores que pueden ser por ejemplo: (1) pesca, (2) manufacturados y
(3) servicios. Cada uno de los sectores produce una clase de salida, a saber:
(1) pescado, (2) manufacturados y (3) servicios. Estos tres sectores son in-
dependientes. Todos los productos acabados y servicios que revierten en el
proceso de produccio´n son utilizados por el sector externo como mercanc´ıas,
etc.
Con todas estas premisas damos una tabla hipote´tica de movimiento de cap-
ital tanto de productos como de servicios, calculados en miles de euros.
salidas
entradas pesca manufacturados servicios demanda externa total
pesca 20 15 35 30 100
manufacturados 25 15 50 110 200
servicios 30 50 – 80 150
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Las filas denotan la distribucio´n de entradas de los distintos sectores y usuar-
ios y las columnas indican las entradas necesarias para la produccio´n. As´ı leyen-
do la primera fila (pesca) vemos que del total de 100 euros de productos de
pesca 20 se utilizan para una pro´xima produccio´n, 15 son ventas a man-
ufacturas, 35 son ventas a servicios y finalmente 30 satisfacen la demanda
externa. Ana´logamente leyendo la segunda columna tenemos que en orden a
producir 200 euros de salidas totales de manufacturados entran 15 de pesca,
15 de productos propios y 50 de servicios.
Para analizar la tabla, necesitamos la siguiente notacio´n. Denotamos por 1
la pesca, 2 los productos manufacturados, 3 los servicios y
xi salidas totales del sector i, para i = 1, 2, 3;
xij ventas del sector i al sector j;
di demanda total en el sector i.
Entonces la relacio´n ba´sica de las filas de la tabla es
xi = xi1 + xi2 + xi3 + di, para i = 1, 2, 3
lo que nos dice que la salida total de un sector consiste en las ventas de
productos intermedios a varios sectores de produccio´n y la salida final que
tiene en cuenta a los consumidores y al sector abierto.
Agrupamos las salidas totales de todos los sectores en el vector
x =
x1x2
x3

y la demanda final en el vector
d =
d1d2
d3
 .
Para el ana´lisis de entradas y salidas es mucho ma´s conveniente que la tabla
indique las entradas necesarias para la produccio´n de una unidad de salidas
para cada sector. Para construir la nueva tabla hacemos la divisio´n de cada
entrada por el total en el sector. Esto es, llamando tij al coeficiente de entrada
que indica la cantidad de producto i necesario para producir una unidad de
salida del producto j, tenemos
tij =
xij
xj
, 1 ≤ i, j ≤ 3
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que en nuestro caso particular es
x1 = 100,
x11 = 20, x12 = 15, x13 = 35, d1 = 30
x2 = 200,
x21 = 25, x22 = 15, x23 = 50, d2 = 110
x3 = 150,
x31 = 30, x32 = 50, x33 = 0, d3 = 80
t11 =
x11
x1
= 0,20, t12 =
x12
x2
= 0,075, t13 =
x13
x3
= 0,233
t21 =
x21
x1
= 0,25, t22 =
x22
x2
= 0,075, t23 =
x23
x3
= 0,333
t31 =
x31
x1
= 0,30, t32 =
x32
x2
= 0,25, t33 =
x33
x3
= 0
y la tabla queda de la siguiente manera
salidas
entradas pesca manufacturados servicios
pesca 0.20 0.075 0.233
manufacturados 0.25 0.075 0.333
servicios 0.30 0.25 0
Observamos ahora que si llamamos T a la matriz (tij) se tiene que
x = Tx+ d
por lo que llamando A = I − T nos queda el sistema de ecuaciones lineales
siguiente
Ax = d. (6.1)
Suponemos que los datos de la tabla son fijos aunque la demanda total y la
salida total puedan cambiar. Entonces la pregunta hecha al inicio, de que´ nivel
de salidas totales xi para cada uno de los tres sectores se han de tener para
satisfacer las entradas requeridas y las demandas externas, se traduce en la
resolucio´n del sistema (6.1).
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6.1. Modelo abierto
El ana´lisis interindustrial del tipo de Leontief se refiere a sistemas en los que
los factores tales como ma´quinas, material, etc. son usados como factores
de produccio´n de otros productos. El modelo abierto de Leontief es el ma´s
simple de todos.
Supongamos que la economı´a esta´ dividida en n sectores, cada uno producien-
do una mercanc´ıa de manera que la produccio´n pueda ser consumida por el
propio sector, por otras industrias o fuera del sector.
Identificando al sector i con la mercanc´ıa i tenemos
xi salidas totales del sector i,
xij ventas del sector i al j,
di demanda final en el sector i,
tij coeficiente de entradas (nu´mero de unidades de la mercanc´ıa i nece-
sarias para producir una unidad de la mercanc´ıa j).
El balance global de entradas y salidas de toda la economı´a puede ser expre-
sado de la forma
x1 = x11 + x12 + . . .+ x1n + d1
...
xn = xn1 + xn2 + . . .+ xnn + dn

Suponemos ahora que si cambia el nivel de salidas, entonces tambie´n cam-
bian proporcionalmente los totales de todas las entradas necesarias. Esto es,
suponiendo una proporcio´n fija del factor de entradas, los coeficientes de
entradas tij son constantes y satisfacen la relacio´n
tij =
xij
xj
, 1 ≤ i, j ≤ n.
Entonces el sistema de ecuaciones anterior se transforma en
x1 = t11x1 + t12x2 + . . .+ t1nxn + d1
...
xn = tn1x1 + tn2x2 + . . .+ tnnxn + dn

Llamemos T a la matriz (tij), A = I − T . El balance total de entradas y
salidas se expresa como un sistema de ecuaciones lineales con n inco´gnitas:
Ax = d (6.2)
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donde x =
x1...
xn
 es el vector de salidas y d =
d1...
dn
 es el vector de demandas
final.
El modelo aqu´ı descrito recibe el nombre de modelo de Leontief abierto y la
matriz T el de matriz de entradas del modelo. La matriz A es tal que aij ≤ 0
si i 6= j. Estas matrices reciben el nombre de matrices de Leontief o matrices
esencialmente no positivas.
La existencia de solucio´n del sistema (6.2) para salidas no negativas para cada
1 ≤ i ≤ n, significa la viabilidad del modelo. Esto nos lleva a la siguiente
definicio´n.
Definicio´n 6.1.1. Un modelo abierto de Leontief con matriz de entradas
T se dice viable si el sistema (6.2) tiene una solucio´n no negativa para cada
vector de demanda d.
Teniendo en cuenta que una M -matriz (ver definicio´n en pa´gina 98), es no
singular si y so´lo si A = sI − B con s > 0, B ≥ 0 y s > ρ(B), tenemos el
siguiente teorema.
Teorema 6.1.1. Consideremos un modelo abierto de Leontief con matriz de
entradas T y sea A = I − T . El modelo es viable si y so´lo si, A es una
M-matriz no singular.
Ejemplo 6.1.1. Como ejemplo estudiemos la viabilidad del sistema presentado
en el ejemplo 6.0.1.
La matriz T es la siguiente
T =
0,20 0,075 0,2330,25 0,075 0,333
0,30 0,25 0

por lo que la matriz A = I − T es
A =
 0,80 −0,075 −0,233−0,25 0,975 −0,333
−0,30 −0,25 1

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es una M -matriz (s = 1 > ρ(T )).
Calculamos detA 6= 0 por lo que la matriz A es regular y en consecuencia el
modelo es viable.
Corolario 6.1.1. (Condicio´n de Hawkins y Simon) Un modelo abierto de
Leontief con matriz de entradas T es viable si y so´lo si, la matriz A = I − T
tiene todos sus menores principales positivos.
Observacio´n. Si la matriz de entradas T de un modelo abierto de Leontief
es irreducible, entonces el modelo es viable si y so´lo si
A−1  0
6.2. Modelo cerrado
Si el sector externo del modelo abierto es absorbido en un sistema como otra
industria entonces el sistema se convierte en cerrado.
En dichos modelos no aparecen ni la demanda final ni las entradas primarias,
en su lugar aparecen las entradas requeridas y la salida de la nueva industria
considerada.
Todas las mercanc´ıas son intermedias puesto que cada mercanc´ıa es pro-
ducida solamente por las entradas requeridas en los sectores o industrias del
propio sistema.
En el modelo cerrado de entradas y salidas de Leontief, el consumidor o sector
abierto es visto como un sector de produccio´n. Puesto que no hay variable
determinada para las salidas, nos preguntamos lo siguiente: dado un sistema
de produccio´n ¿cua´l es el equilibrio de salida y nivel de precios para que no
quede demanda por satisfacer?
A distincio´n del caso abierto, ahora las demandas finales son consideradas
entradas del sector de consumo y cada componente di (demanda externa del
sector) esta´ relacionada con el nivel de empleo E . Definiendo unos coeficientes
te´cnicos ci de la forma
di = ciE ,
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la relacio´n entradas-salidas del modelo cerrado queda descrita por el sistema
x1 = t11x1 + . . .+ t1n−1xn−1 + c1E
...
xn−1 = tn−11x1 + . . .+ tn−1n−1xn−1 + cn−1E
 (6.3)
el nivel de empleo es la suma del trabajo realizado en cada sector
E = L1 + . . .+ Ln
siendo Li el trabajo realizado en el sector i.
Definiendo los coeficientes (fijos) de trabajo li por
li = Li/xi, i = 1, . . . , n− 1
ln = Ln/E
tenemos que el sistema (6.3) queda
x1 = t11x1 + . . .+ t1n−1xn−1 + c1E
...
xn−1 = tn−11x1 + . . .+ tn−1n−1xn−1 + cn−1E
E = l1x1 + . . .+ ln−1xn−1 + lnE

llamando
T =

t11 . . . t1n−1 c1
...
...
tn−11 . . . tn−1n−1 cn−1
l1 . . . ln−1 ln

y si renombramos
tin = ci i = 1, . . . , n− 1
tnj = li j = 1, . . . , n
x =

x1
...
xn−1
E

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la matriz T es (tij) la relacio´n de entradas-salidas para el modelo cerrado
queda descrito a trave´s del siguiente sistema lineal de ecuaciones
x = Tx (6.4)
T recibe el nombre de matriz de entradas del modelo.
Llamando ahora A = I − T el sistema (6.4) puede describirse de la forma
Ax = 0
Este sistema es homoge´neo, luego siempre es compatible. Nos interesara´n
aquellos sistemas que tengan soluciones positivas (en el modelo abierto nos
interesaban las soluciones no negativas).
Definicio´n 6.2.1. Un modelo cerrado de Leontief con matriz de entradas T
se dice viable si y so´lo si, existe algu´n vector x tal que
Tx ≤ x x 0
Si el tal vector x existe recibe el nombre de solucio´n de salida viable para el
modelo.
Ejemplo 6.2.1. Si la matriz de entradas y salidas de un modelo cerrado es
T =
0,6 0,5 0,20,1 0,5 0,1
0,3 0,2 0,1

observamos que
x =
21
1
 0
es tal que
Tx ≤ x
Definicio´n 6.2.2. Un vector x recibe el nombre de vector de salida de equi-
librio para el modelo cerrado de Leontief con matriz de entradas T si
Tx = x x 0
esto es, x es un vector propio de valor propio 1 de la matriz T y positivo.
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Como consecuencia inmediata de esta definicio´n tenemos el siguente coro-
lario.
Corolario 6.2.1. Un modelo de entradas y salidas cerrado tiene un vector
de salida de equilibrio si y so´lo si el sistema homoge´neo
Ax = 0
tiene una solucio´n positiva.
Al igual que en el modelo abierto podemos caracterizar los modelos viables
mediante M -matrices.
Teorema 6.2.1. Un modelo cerrado de Leontief con matriz de entradas T
es viable si y so´lo si la matriz A = I − T es una M-matriz con la propie-
dad c.
Corolario 6.2.2. Supongamos que T es irreducible, entonces el modelo tiene
un vector de salida de equilibrio x que es u´nico salvo mu´ltiplos escalares
positivos.
6.3. Ejercicio Resueltos
1.- Consideremos el modelo abierto de economı´a con tres sectores a saber
energ´ıa, manufacturados, y servicios donde la matriz T de entradas y salidas
viene dada por
T =
0,1 0,2 0,10,4 0,2 0,2
0,2 0,3 0,5

y el vector demanda d por
d =
 9269
115

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Encontrar el vector de produccio´n.
Solucio´n: El balance total de entradas y salidas es
Ax = d, con A = I − T
por lo que tenemos que resolver el sistema 0,9 −0,2 −0,1−0,4 0,8 −0,2
−0,2 −0,3 0,5
x1x2
x3
 =
 9269
115

Cuya solucio´n es
x = A−1d =
235335
525

2.- Consideremos una economı´a abierta, con tres sectores: miner´ıa del carbo´n,
generadores de electricidad y una planta de montaje de automo´viles. Para
producir 1 euro de carbo´n, la explotacio´n minera debe adquirir 0.1 euros de su
propia produccio´n, 0.30 euros de electricidad y 0.1 euro en automo´viles para
el transporte. Para producir 1 euro de ele´ctricidad, se necesitan 0.25 euros de
carbo´n, 0.4 euros de electricidad y 0.15 euros de automo´vil. Por u´ltimo, para
producir 1 euro de valor de automo´vil, la planta de montaje debe comprar
0.2 euros de carbo´n, 0.5 euros de electricidad y el consumo de 0.1 euros de
automo´vil. Supongamos tambie´n que, durante un per´ıodo de una semana,
la economo´ıa tiene un demanda por valor de 50000 euros de carbo´n, 75000
euros de electricidad, y 125000 euros de automo´viles. Encontrar el nivel de
produccio´n de cada una de las tres industrias en ese per´ıodo de tiempo con
el fin de satisfacer exactamente la demanda.
Solucio´n: La matriz de entradas y salidas de esta economı´a es
A =
0,1 0,25 0,20,3 0,4 0,5
0,1 0,15 0,1

y el vector demanda es
d =
 5000075000
125000

6.3. EJERCICIO RESUELTOS 115
La ecuacio´n de entradas en funcio´n de la demanda
Ax = d
con
A = (I − T )−1
y
I − T =
 0,9 −0,25 −0,2−0,3 0,6 −0,5
−0,1 −0,15 0,9

(I − T )−1 =
1,464 0,803 0,7711,007 2,488 1,606
0,330 0,503 1,464

Obteniendo:
x =
1,464 0,803 0,7711,007 2,488 1,606
0,330 0,503 1,464
 5000075000
125000
 =
229921,59437795,25
237401,57

Por lo tanto, la produccio´n total de carbo´n de la explotacio´n minera debe ser
229921,59 euros, la produccio´n total de electricidad de la planta generadora
es de 437795,27 euros y la produccio´n total para el montaje de automo´viles
es de 237401,57 euros.
3.- Supongamos que la economı´a de una determinada regio´n depende de tres
sectores: servicios, electricidad y produccio´n de petro´leo. Supervisando las
operaciones de estas tres industrias durante un per´ıodo de un an˜o, hemos
podido llegar a las siguientes observaciones:
1. Para producir 1 unidad de valor de servicio, la industria de servicios
debe consumir 0.3 unidades de su propia produccio´n, 0.3 unidades de
electricidad y 0.3 unidades de aceite para realizar sus operaciones.
2. Para producir 1 unidad de electricidad, el poder de generacio´n de la
planta debe comprar 0.4 unidades de servicio, 0.1 unidades de su propia
produccio´n, y 0.5 unidades de petro´leo.
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3. Por u´ltimo, la compan˜´ıa de produccio´n de petro´leo requiere 0.3 unidades
de servicio, 0.6 unidades de electricidad y 0.2 unidades de su propia
produccio´n para producir 1 unidad de petro´leo.
Encuentar el nivel de produccio´n de cada una de estas industrias con el fin
de satisfacer la demanda, en el supuesto de que el modelo es cerrado.
Solucio´n: Consideremos las siguientes variables:
p1 nivel de produccio´n servicio
p2 nivel de produccio´n electricidad
p3 nivel de produccio´n petro´leo
Dado que el modelo es cerrado, el consumo total de cada industria debe ser
igual a su produccio´n total. Esto nos proporciona el siguiente sistema lineal
0,3p1 + 0,3p2 + 0,3p3 = p1
0,4p1 + 0,1p2 + 0,5p3 = p2
0,3p1 + 0,6p2 + 0,2p3 = p3

La matriz de entradas es
A =
0,3 0,3 0,30,4 0,1 0,5
0,3 0,6 0,2

Este sistema se puede escribir como (A−I)P = 0. Este sistema es homoge´neo
por lo que tiene siempre solucio´n, de hecho tiene infinitas soluciones ya que
la matriz At es estoca´stica por lo que 1 es valor propio,
Resolvemos el sistema obteniendo
p1 = 0,82t
p2 = 0,92t
p3 = t

Los valores de las variables en este sistema debe ser no negativas a fin de
que el modelo tenga sentido, en otras palabras, t ≥ 0. Tomando t = 100, por
ejemplo, tendr´ıamos la solucio´n
p1 = 82 unidades
p2 = 92 unidades
p3 = 100 unidades

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6.4. Ejercicios Propuestos
1.- Analizar la viabilidad del modelo abierto de Leontief cuya matriz de
entradas viene dada por
T =
0,1 0,2 0,40,3 0,1 0,5
0,2 0 0,3

2.- Consideremos el modelo de Leontief del ejercicio anterior. Analizar el
crecimiento de las salidas suponiendo que aumenta la demanda de un solo
prodructo.
3.- Estudiar la viabilidad del modelo abierto de Leontief cuya matriz de
entradas es
T =
0,2 0,3 0,20,4 0,1 0,2
0,1 0,3 0,2

Obtener las salidas de dicho sistema para las entradas d1 = 10, d2 = 5,
d3 = 6.
4.- Probar que si un modelo de Leontief abierto es viable, entonces alguna de
las columnas de la matriz T es tal que la suma de sus componentes es menor
que 1. Concluir la no viabilidad del sistema cuya matriz de entradas es
T =
0,1 0,2 0,10,8 0,7 0,4
0,3 0,6 0,7

5.- Estudiar la viabilidad del sistema de Leontief cerrado cuya relacio´n de
entradas y salidas viene dado mediante
x1 = 0,3x1 + 0,3E
x2 = 0,2x1 + 0,2x2
E = 0,5x1 + 0,8x2 + 0,7E

donde x1 y x2 son las salidas de dos sectores internos y E es el nivel de
empleo. ¿Tiene puntos de equilibrio? En caso afirmativo ¿existe alguno cuya
suma de componentes sea 1?
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6.- Una hipote´tica economı´a formada por tres sectores (1), (2) y (3) tales
que las ventas xij del sector (i) al sector (j) son
x11 = 15 x21 = 10 x31 = 18
x12 = 10 x22 = 13 x32 = 21
x13 = 20 x23 = 22 x33 = 10
y la demanda final di en el sector i es
d1 = 13, d2 = 10, d3 = 18.
Estudiar la viabilidad del sistema.
Cap´ıtulo 7
Me´todos iterativos para
sistemas lineales
En este cap´ıtulo presentamos una aplicacio´n de la teor´ıa de matrices no neg-
ativas al estudio de me´todos iterativos para resolver un sistema de ecuaciones
de la forma
Ax = b (7.1)
donde A es una matriz cuadrada de orden n y b es un vector columna de
orden n× 1.
As´ı para n = 3 tenemosa11 a12 a13a21 a22 a23
a31 a32 a33
x1x2
x3
 =
b1b2
b3

que tambie´n se puede escribir de la siguiente forma:
a11x1 + a12x2 + a13x3 = b1
a21x1 + a22x2 + a23x3 = b2
a31x1 + a32x2 + a33x3 = b3

Los me´todos iterativos consisten ba´sicamente en asociar al sistema (7.1) un
sistema lineal x = Bx+c que resolvemos de forma iterativa. Esto es, partiendo
de un x0 obtenemos x1 = Bx0 +c logrando as´ı una sucesio´n x0, x1, . . . , xk, . . .
mediante la ley de recurrencia
xk+1 = Bxk + c, k ≥ 0
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Si la sucesio´n {xk} converge hacia el vector x¯, entonces este vector es la
solucio´n del sistema x = Bx + c y por tanto del sistema Ax = b, que es el
sistema que pretend´ıamos resolver.
7.1. Me´todos iterativos ba´sicos
En esta seccio´n vamos a describir algunos me´todos iterativos ba´sicos tales
como el me´todo de Jacobi o el me´todo de Gauss-Seidel.
Supongamos que en el sistema (7.1) se ha realizado la siguiente particio´nA1,1 . . . A1,q... ...
Aq,1 . . . Aq,q

X1...
Xq
 =
b1...
bq
 (7.2)
donde Ai,j ∈Mni×nj(R) con n1 + . . .+ nq = n y Xi, bi son vectores columna
de orden ni para i = 1, . . . , q.
La matriz A puede expresarse como
A = D − CL − CU (7.3)
donde D es la matriz diagonal por bloques
D =
A1,1 . . .
Aq,q

CL la matriz triangular inferior
CL = −

0 0 0 . . . 0
A2,1 0 0 . . . 0
A3,1 A3,2 0 . . . 0
...
...
... . . . 0
Aq,1 Aq,2 Aq,3 . . . 0

y CU la matriz triangular superior
CU = −

0 A1,2 A1,3 . . . A1,q
0 0 A2,3 . . . A2,q
0 0 0 . . . A3,q
...
...
... . . .
...
0 0 0 . . . 0

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Observacio´n 1. Para cada i = 1, . . . , q, ni puede ser igual a 1, en cuyo caso
si la matriz A es a11 . . . a1n... ...
an1 . . . ann

la particio´n queda del siguiente modo
D =
a11 . . .
ann

y
CL = −

0 0 . . . 0
a21 0 . . . 0
...
... . . .
...
an1 an2 . . . 0
 , CU = −

0 a12 . . . a1n
0 0 . . . a2n
...
... . . .
...
0 0 . . . 0

Me´todo de Jacobi
El me´todo de Jacobi relativo a la particio´n (7.2) viene dado por
Ai,iX
n+1
i = −
q∑
j = 1
j 6= i
Ai,iX
n
j + bi, i = 1, 2, . . . , q (7.4)
Para que el me´todo de Jacobi sea operativo es necesario que dado un yi, los
subsistemas
Ai,iX
n+1
i = yi
puedan resolverse fa´cilmente.
Si tenemos en cuenta (7.3) el me´todo de Jacobi se expresa de la forma
xn+1 = BJx
n + kJ
donde
BJ = D
−1(CL + CU) = I −D−1A
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y
xn =
X
n
1
...
Xnq
 , kJ = D−1
b1...
bq

La matriz B recibe el nombre de matriz de iteracio´n de Jacobi.
Ejemplo 7.1.1. Consideremos el sistema(
4 −1
−1 2
)(
x
y
)
=
(
3
1
)
La matriz de iteracio´n es
BJ =
(
0 1/4
1/2 0
)
,
y
kJ =
(
1/4
3/2
)
Los dos primeros pasos de la iteracio´n a partir de x0 =
(
1
0
)
son
x1 =
(
1/4
2
)
, x2 =
(
3/4
13/8
)
.
Me´todo de Gauss-Seidel
Este me´todo aplicado a la particio´n (7.2) queda definido por
AiiX
n+1
i = −
i−1∑
j=1
Ai,jX
(n+1)
j −
q∑
j=i+1
Ai,jX
n
j + bi i = 1, 2, . . . , q. (7.5)
Como en el caso anterior, cada paso de la iteracio´n de Gauss-Seidel requiere
la resolucio´n de un subsistema de la forma
Ai,iX
(n+1)
i = yi
Utilizando la notacio´n de (7.3) la ecuacio´n (7.5) queda
(D − CL)xn+1 = CUxn + b
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por lo que el me´todo de Gauss-Seidel se expresa de la forma
xn+1 = BGSx
n + kGS
donde
BGS = (I − L)−1U, kGS = (I − L)−1D−1b
y
L = D−1CL, U = D−1CU
La matriz BGS recibe el nombre de matriz de iteracio´n de Gauss-Seidel.
Ejemplo 7.1.2. Consideremos el sistema(
4 −1
−1 2
)(
x
y
)
=
(
3
1
)
La matriz de iteracio´n es
BGS =
(
0 1/4
0 1/8
)
y
kGS =
(
25/28
4/7
)
Los dos primeros pasos de la iteracio´n a partir de x0 =
(
1
0
)
son
x1 =
(
25/28
4/7
)
, x2 =
(
29/28
9/14
)
Me´todos de sobrerelajacio´n
Estos me´todos generalizan el de Gauss-Seidel y se basan en la equivalencia
de la ecuacio´n Ax = b con
x = x+ ω((D−1CL − I +D−1CU)x−D−1b)
con ω un para´metro real llamado factor de relajacio´n, y que a veces son
utilizados para acelerar la convergencia del me´todo de Gauss-Seidel.
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Se define el me´todo iterativo de sobrerelajacio´n con factor ω mediante la ley
de recurrencia
xn+1 = Bωx
n + kω
donde
Bω = (I − ωL)−1(ωU + (1− ω)I), y kω = (I − ωL)−1ωD−1b
Observamos que si ω = 1 el me´todo coincide con el de Gauss-Seidel.
7.2. No negatividad y convergencia
Vamos a analizar en esta seccio´n la convergencia de los me´todos iterativos.
En todo lo que sigue supondremos que la matriz A es no singular.
Definicio´n 7.2.1. Un me´todo iterativo se dice convergente si para x0, la
sucesio´n x1, x2, . . . , converge hacia x¯ solucio´n de Ax = b.
Proposicio´n 7.2.1. Una condicio´n necesaria y suficiente para la conver-
gencia es que el radio espectral de la matriz de iteracio´n B, sea menor
que 1.
ρ(B) < 1.
Demostracio´n. Restando x¯ = Bx¯+ k a la ecuacio´n xk+1 = Bxk + k tenemos
xk+1 − x¯ = (Bxk + k)− (Bx¯+ k) = B(xk − x¯)
= Bk+1(x0 − x¯)
Entonces, la sucesio´n x0, x1, . . . converge hacia x¯ para cada x0 si y so´lo si
l´ım
k→∞
Bk = 0.
Equivalentemente, si y so´lo si
ρ(B) < 1.
7.2. NO NEGATIVIDAD Y CONVERGENCIA 125
Observacio´n 1. El vector xk− x¯ recibe el nombre de vector error y permite
medir la velocidad de la convergencia.
Observacio´n 2. La proposicio´n anterior reduce el problema de la conver-
gencia a demostrar que ρ(B) < 1.
Veremos como la no negatividad de B juega un papel importante en el ana´lisis
de dicho problema.
Definicio´n 7.2.2. Consideremos el me´todo de iteracio´n xk+1 = Bxk + k
cuya matriz de iteracio´n B ∈ Mn(C) es tal que ρ(B) < 1 y sea x¯ = Bx¯ + k.
Sea
α = sup{ l´ım
k→∞
‖xk − x¯‖1/k | x0 ∈ Cn},
para una norma de matriz cualquiera El nu´mero
R∞(B) = − lnα
recibe el nombre de coeficiente asinto´tico de convergencia de la iteracio´n.
Observacio´n 3. El coeficiente asinto´tico de convergencia no depende de la
norma escogida.
Proposicio´n 7.2.2. Sea B ∈Mn(R) la matriz de iteracio´n de un sistema y
supongamos que ρ(B) < 1. Entonces
α = ρ(B)
y por lo tanto
R∞(B) = − ln ρ(B).
Vamos ahora a dar una condicio´n necesaria y suficiente para garantizar la
cota exigida al radio espectral de la matriz de iteracio´n que nos asegura la
convergencia.
Proposicio´n 7.2.3. Sea A = D − (CL + CU). Supongamos que la matriz
D es no singular y que la matriz de iteracio´n de Jacobi BJ es no negativa.
Entonces,
ρ(BJ) < 1
si y so´lo si
A−1(CL + CU) ≥ 0.
En cuyo caso
ρ(BJ) =
ρ(A−1(CL + CU))
1 + ρ(A−1(CL + CU))
126CAPI´TULO 7. ME´TODOS ITERATIVOS PARA SISTEMAS LINEALES
Demostracio´n. Supongamos que ρ(BJ) ≥ 1
A−1(CL + CU) = (D(I −D−1(CL + CU)))−1(CL + CU) =
(I −D−1(CL + CU))−1D−1(CL + CU) =
(I −BJ)−1BJ =
( ∞∑
k=0
BkJ
)
BJ =
∞∑
k=1
BkJ
La penu´ltima igualdad se verifica debido a que, que ρ(BJ) < 1, la serie∑∞
k=0 B
k
J converge y su suma es (I −BJ)−1.
Ahora bien, puesto que la matriz BJ es no negativa la serie tambie´n es no
negativa por lo que A−1(CL + CU) es no negativa.
Rec´ıprocamente, supongamos ahora que A−1(CL+CU) es no negativa. Puesto
que BJ es no negativa, por el teorema de Perron-Frobenius, existe un vector
positivo v > 0 tal que
BJv = ρ(BJ)v.
En cuyo caso
A−1(CL + CU)v = (I −BJ)−1BJv = (I −BJ)−1(ρ(BJ)v) =
=
ρ(BJ)
1− ρ(BJ)v
Puesto que A−1(CL + CU)v ≥ 0 y v ≥ 0 se tiene ρ(BJ)
1− ρ(BJ) ≥ 0 por lo que
ρ(BJ) < 1.
Adema´s, puesto que
ρ(A−1(CL + CU)) ≥ ρ(BJ)
1− ρ(BJ)
se sigue que
ρ(BJ) ≤ ρ(A
−1(CL + CU))
1 + ρ(A−1(CL + CU))
(7.6)
Ana´logamente, puesto que A−1(CL + CU) ≥ 0 existe w > 0 tal que
A−1(CL + CU)y = ρ(A−1(CL + CU))y, por lo que
BJy =
ρ(A−1(CL + CU))
1 + ρ(A−1(CL + CU))
y
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y
ρ(BJ ≥ ρ(A
−1(CL + CU))
1 + ρ(A−1(CL + CU))
(7.7)
De (7.6) y (7.7) se concluye el resultado.
De forma ana´loga se puede demostrar el siguiente resultado para la matriz
de iteracio´n de Gauss-Seidel.
Proposicio´n 7.2.4. Sea A = (D − CL) − CU . Supongamos que la matriz
D − CL es no singular y que la matriz de iteracio´n de Gauss-Seidel BGS es
no negativa. Entonces,
ρ(BGS) < 1
si y so´lo si
A−1CU ≥ 0
En cuyo caso
ρ(BGS) =
ρ(A−1CU)
1 + ρ(A−1CU)
Con respecto al me´todo iterativo de sobrerelajacio´n, tenemos la siguiente
condicio´n para la convergencia.
Proposicio´n 7.2.5. Sea A ∈Mn(C) con todos los elementos de la diagonal
no nulos. Entonces el me´todo iterativo de sobrerelajacio´n converge so´lo si
0 < ω < 2
Demostracio´n. Es fa´cil ver que
detBω = (1− ω)n =
n∏
i=1
λi
Finalizamos dando condiciones a los vectores iniciales de los me´todos itera-
tivos de manera que, no so´lo nos aproximen la solucio´n del sistema (7.1) sino
que proporcionan cotas para la solucio´n.
Proposicio´n 7.2.6. Sea A = D − (CL + CU) con A y D no singulares,
supongamos que BJ es no negativa. Consideremos el sistema Ax = b y el
me´todo iterativo de Jacobi.
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(i) Si los vectores v0 y w0 son tales que v0 ≤ v1, v0 ≤ w0 y w1 ≤ w0 siendo
v1 y w1 los vectores obtenidos por el me´todo iterativo de Jacobi a partir
de v0 y w0, respectivamente. Entonces
v0 ≤ v1 ≤ . . . ≤ vi ≤ . . . ≤ A−1b ≤ . . . ≤ wi ≤ . . . ≤ w1 ≤ w0
y para algu´n escalar λ se tiene
A−1b = λ l´ım
i→∞
vi + (1− λ) l´ım
i→∞
wi
(ii) Si ρ(BJ) < 1 entonces existen los vectores v
0 y w0
Demostracio´n. Veamos (i). Por hipo´tesis v0 ≤ v1. Supongamos que vi−1 ≤ vi.
Entonces, puesto que BJ es no negativa se tiene,
BJv
i−1 ≤ BJvi
por lo que
vi = BJv
i−1 +D−1b ≤ BJvi +D−1b = vi+1
Ana´logamente se prueba que
vi ≤ wi y wi+1 ≤ wi
Luego ambas sucesiones convergen por lo que convergen hacia A−1b.
Para (ii) supongamos que ρ(BJ) < 1. Entonces por el teorema de Perron-
Frobenius, existe un vector x > 0 tal que BJx = ρ(BJ)x < x.
Consideremos
v0 = A−1b− x
entonces
v1 = BJv
0 +D−1b = BJA−1b−BJx+D−1b =
= (I −D−1A)A−1b− ρ(BJ)x+D−1b = A−1b− ρ(BJ)x ≥ A−1b− x = v0
Sea w0 = A−1b+ x, entonces
w1 = BJw
0 +D−1b = BJA−1b+BJx+D−1b =
= (I −D−1A)A−1b+ ρ(BJ)x+D−1b = A−1b+ ρ(BJ)x ≤ A−1b+ x = w0
Adema´s
w0 − v0 = 2x ≥ 0
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De forma ana´loga se demuestra la siguiente proposicio´n, para el me´todo it-
erativo de Gauss-Seidel.
Proposicio´n 7.2.7. Sea A = D − (CL + CU) con A y D no singulares, y
supongamos que BGS es no negativa. Consideremos el sistema Ax = b y el
me´todo iterativo de Gauss-Seidel.
(i) Si los vectores v0 y w0 son tales que v0 ≤ v1, v0 ≤ w0 y w1 ≤ w0 siendo
v1 y w1 los vectores obtenidos por el me´todo iterativo de Gauss-Seidel
a partir de v0 y w0, respectivamente. Entonces
v0 ≤ v1 ≤ . . . ≤ vi ≤ . . . ≤ A−1b ≤ . . . ≤ wi ≤ . . . ≤ w1 ≤ w0
y para algu´n escalar λ se tiene
A−1b = λ l´ım
i→∞
vi + (1− λ) l´ım
i→∞
wi.
(ii) Si ρ(BGS) < 1 entonces existen los vectores v
0 y w0.
7.3. Ejercicios
1.- Consideremos el sistema lineal
2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2


x
y
z
t
 =

2
1
2
1
 .
Obtener tres iteraciones para los me´todos de Jacobi y Gauss-Seidel a partir
del valor inicial x0 = (1, 1, 1, 1).
2.- Sea
A =
1 a aa 1 a
a a 1
 .
Estudiar para que valores de a el me´todo de Jacobi converge.
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3.- Sea
3x+ 2y = 1
x+ 3y = 0
}
Calcular el coeficiente asinto´tico de convergencia para los me´todos de Jacobi
y de Gauss-Seidel.
4.- Sea la matriz
A =

1 2 3 4 5
5 1 2 3 4
4 5 1 2 3
3 4 5 1 2
2 3 4 5 1

Estudiar la convergencia de los me´todos de Jacobi y Gauss-Seidel para la
resolucio´n del sistema (A+ λI)x = b, en funcio´n del para´metro λ.
5.- Sea
A1 =
1 2 −21 1 1
2 2 1
 , A2 =
 2 −1 12 2 2
−1 −1 2

Estudiar la convergencia de los me´todos de Jacobi y de Gauss-Seidel para
estas matrices.
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