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Abstract
A vertex v in a graph G is called -redundant if (G− v)= (G), where (G) stands for the
stability number of G, i.e. the maximum size of a subset of pairwise nonadjacent vertices. We
describe sucient conditions for a vertex to be -redundant in terms of some P4 extensions. This
leads to polynomial-time algorithms for solving the stable set problem giving for an arbitrary
input graph either the solution of the problem or a forbidden conguration such as an induced
P5 or an induced banner in the input graph. The algorithms extend and improve a number of
previous results on the problem. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider simple undirected graphs G= (V; E) without loops and multiple edges.
By N (v) = fu:uv 2 Eg we denote the neighborhood of a vertex v 2 V . A vertex set
U V is stable if no two vertices in U are adjacent, i.e. for all u; v 2 U , uv 62 E
holds. The maximum size of a stable vertex set in a graph G is denoted by (G) and
is called the stability number of G.
A vertex v in G will be called -redundant if (G− v)= (G) where G− v denotes
the graph obtained from G by deleting vertex v together with all edges incident to v.
The elimination of an -redundant vertex v from a graph will be called the -reduction
of the graph on vertex v.
Finding a maximum stable vertex set in a graph G (and thus, determining (G)) is
one of the basic algorithmic graph problems. It is well-known that the corresponding
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decision problem INDEPENDENT SET (problem [GT20] of [4]) is NP-complete. In
some special cases, however, the problem is eciently solvable. We improve and
extend some of the previous results in this direction and give more ecient algorithms.
An important aspect of our results is the robustness of our algorithms. According to
Spinrad [12], an algorithm solving a problem  on a special graph class C is called
robust if the algorithm on the input graph G either solves  correctly or gives a
witness for G 62 C. This is of particular interest if the recognition time bound for the
graph class C is bad and one can avoid a two-step procedure which rst has to check
whether the input graph is in C and secondly uses the structure of graphs in C to solve
the problem eciently. Our algorithms are robust and avoid to recognize in advance
whether the graph contains certain forbidden subgraphs.
The previous results for determining the stability number on particular graph classes
such as (P5; K2;3)-free [11] or (P5,banner)-free graphs [9] assume that the input graph
belongs to the particular class not containing certain forbidden subgraphs. Our algo-
rithms use P4’s of the graph and study local extensions of them. Whenever the P4 under
consideration is extendable into a forbidden subgraph, this is indicated and the algo-
rithm stops unsuccessfully. Otherwise, a certain vertex v will be -redundant, and the
procedure continues with the smaller graph G−v until the remaining graph is a cograph
and thus, the stability number can be found using the cotree representation of G [3].
Now to some notions and previous results. If e is an edge in G, then G− e denotes
the graph obtained from G by deleting edge e. As usual, Pn (Cn) is the chordless path
(cycle) on n vertices, and Kn;m is the complete bipartite graph with color classes of
cardinality n and m. In this note, the P4 is of particular importance. If the four vertices
a; b; c; d with edges ab, bc and cd induce a P4 then a and d are called endpoints and
b and c are called midpoints of the P4.
A banner is the graph with vertices a; b; c; d; e and edges ab, bc, cd, de and eb (i.e.
the midpoint c of the P4 abcd gets the false twin e). The following gures show a ban-
ner abfc; egd and its complement graph as well as a P5 and its complement, the house.
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The problem of recognizing -redundant vertices is obviously polynomially equiva-
lent to the problem of nding a stable set of maximum size and hence is NP-complete
in general. However, in some cases -redundant vertices can be recognized eciently.
For example, if a vertex v is simplicial (i.e. N (v) is a clique), then any vertex adjacent
to v is -redundant. Thus, deleting a simplicial vertex together with its neighborhood
decreases the stability number of a graph exactly by one. The simplicial reduction
has been used repeatedly both to solve and to reduce the stable set problem in cer-
tain classes of graphs. A classical example is the class of chordal graphs [5]. A more
general class of graphs where the simplicial reduction leads to a complete solution
of the problem has been characterized in [10] by forbidden induced subgraphs K2;3,
banner and induced cycles of length at least 5. In addition, it has been proved in [10]
that if G is a (P5; K2;3,banner)-free graph, then any vertex in G is either simplicial or
-redundant.
Another application of the simplicial reduction can be found in [2], where it is
shown that (P5; K1;4,banner,fork)-free graphs have either a simplicial vertex or stability
number bounded by 3 (a fork { also sometimes called chair { is obtained from a P4
by adding a false twin to an endpoint of the P4).
To be a neighbor of a simplicial vertex is a special kind of the following gen-
eral condition giving -redundant vertices: if y is a neighbor of x adjacent to all the
other neighbors of x, then y is -redundant. The above condition and correspond-
ing -reduction has been described in the literature under dierent names such as the
neighborhood reduction [6], the elementary compression [1], d-magnet [7]. In [6], the
neighborhood reduction has been used in order to reduce the stable set problem from
a circular arc graph to a special canonical form. In [7], the reduction has been applied
to solve the problem in a particular subclass of (P5,banner)-free graphs. As the last
example, let us refer to [9], where the neighborhood reduction allowed one to reduce
the stable set problem from general (P5,banner)-free graphs to (P5,banner,fork)-free
graphs.
In the present paper we introduce -reductions dierent from the neighborhood re-
duction, and apply them to a class of graphs generalizing most of the above-mentioned
results. In particular, the class of this paper includes all (P5,banner)-free graphs [9] and
consequently their subclasses studied in [2,7,10] and also a subclass investigated in [8].
In addition, the class of graphs under consideration in this paper extends (P5; K2;3)-free
graphs for which an O(n4) algorithm for solving the maximum stable set problem has
been proposed recently in [11]. Our approach based on -reductions not only gener-
alizes the results for (P5,banner)-free and (P5; K2;3)-free graphs but also improves the
former time bounds for both results to O(nm).
2.  -reduction of P4 midpoints
The following lemma could be formulated in terms of (P5; banner)-free graphs. We
will have a closer look at P4’s which can be \locally extended" to a banner or a
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P5. It turns out that for P4’s which are not locally extendable to those subgraphs, the
midpoints are -redundant.
Lemma 1. Let abcd be an induced P4 in the graph G and assume that x; x0 2 N (a) n
N (b) and y 2 N (d) n N (b). If G contains no induced banner afb; xgcd, dfx; x0gab
and no induced P5 xabcd; ydxab then (G − b) = (G).
Corollary 1. In (P5; banner)-free graphs; every midpoint of a P4 is - redundant.
This leads to a very simple strategy for determining (G) for (P5; banner)-free
graphs: As long as G contains a P4, one of the midpoints can be -reduced. It is
well-known that for P4-free graphs i.e. cographs, (G) can be determined in linear
time using the cotree structure of the cograph [3], and if the graph is not a cograph
then the recognition algorithm of [3] determines a P4.
Note that the midpoint reduction does not mean that for the set M of all midpoints
of P4’s in G, (G−M)= (G) holds. The C5 is a simple counterexample: all vertices
of the C5 are midpoints of a P4. Only a stepwise reduction of P4 midpoints gives
(G).
Proof of Lemma 1. Assume that abcd induces a P4 in G. Let S be a stable set in G
with b 2 S, and let A denote the subset of vertices in S adjacent to a. We will show
that G contains a stable set of the same cardinality as S but not containing b.
If A = fbg, then obviously S1:=(S − fbg) [ fag is a stable set in G. Assume now
that x 2 A. Then x must be adjacent to d since otherwise G contains either a banner
afb; xgcd if x is adjacent to c or a P5 xabcd if x is not adjacent to c. This implies
that d does not belong to S.
We claim now that
(1) x is the only neighbor of a in S dierent from b, and
(2) x is the only neighbor of d in S.
To prove claim (1), suppose that x0 is another vertex in A. Then similarly x0 is
adjacent to d, but then dfx; x0gab is a banner in G. For showing claim (2) assume that d
has a neighbor y 6= x in S. Since ydxab is not permitted to induce a P5 in G, it follows
that ya 2 E. But now a has a second neighbor in S { a contradiction to claim (1).
From claims (1) and (2) it follows that S2:=(S − fb; xg) [ fa; dg is a stable set in
G.
It is known that cographs G=(V; E) can be recognized in time O(n+m) [3], where
n= jV j and m= jEj. For given G, the recognition algorithm either determines that G
is a cograph or nds a P4 in G.
We describe now an algorithm which, for given graph G, either determines (G)
(and a maximum stable set) or nds an induced banner or an induced P5 in G.
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Algorithm 1. Input: A graph G.
Output: (G) or a banner or a P5 in G.
While G is no cograph do begin
(0) Let abcd be a P4 in G found by the cograph recognition algorithm.
(1) If N (a) n N (b) = ; then b is -redundant. Otherwise do the following:
(2.1) Determine whether there is a vertex x adjacent to a and c but not to b and
d. If there is one then afb; xgcd is a banner.
(2.2) Determine whether there are nonadjacent vertices x; x0 adjacent to a and d
but not to b. If there are such vertices then dfx; x0gab is a banner.
(2.3) Determine whether there is a vertex x adjacent to a but not to b, c and d.
If there is one then xabcd is a P5.
(2.4) Determine whether there are nonadjacent vertices x and y with x adjacent
to a and d but not to b and y adjacent to d but not to a and b. If there are
such vertices then ydxab is a P5.
(3) If in steps (2:1){(2:4) a banner or P5 is found then STOP else let G:=G − b;
end
(4) Determine (G) for cograph G using the cotree representation of G.
Obviously, Algorithm 1 is robust in the sense dened above. Lemma 1 guarantees
the correctness of Algorithm 1. Its time bound is O(nm) since the while-loop is carried
out at most n times, and for every P4, conditions (2:1){(2:4) can obviously be checked
in linear time O(m) using standard techniques on adjacency lists and vertex arrays.
Thus, we get
Theorem 1. Algorithm 1 is correct and takes at most O(nm) steps.
Note that Algorithm 1 works correctly for all graphs G having the property that
either G is P4-free or G has an -reduction sequence to a cograph where every P4
used for an -reduction is not locally extendable to a P5 or banner as described in
Lemma 1. This class of graphs contains the (P5,banner)-free graphs but is evidently
much larger.
3.  -reduction of star points in banners
In what follows, the vertex of degree three in a banner will be called the star point.
By twin-house we shall denote a graph obtained from a banner by introducing a new
vertex adjacent to all the vertices of the banner except the star vertex. The following
gures show the K3;3−eafb; fgfc; egd and the twin-house co-fbda(c; e) together with
their complement graphs.
Lemma 2. Let abfc; egd be an induced banner in the graph G and assume that x 2
N (a)nN (b); y 2 N (c)nN (b) and z 2 N (e)nN (b). If G contains no induced P5 of the
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following types xabcy, xabez, cyaze; no induced K3;3 − e of the types afb; ygfc; egd,
afb; zgfc; egd; and no induced twin-house of the types co-ybda(c; e); co-zbda(c; e) then
for the star point b in the banner (G − b) = (G) holds.
Corollary 2. In (P5; K3;3 − e; twin-house)-free graphs; every star point of a banner
is -redundant.
This leads to a very simple strategy for determining (G) for (P5,K3;3−e,twin-house)-
free graphs: As long as G contains a P4, try to extend the P4 into a P5 or a banner
as described in Algorithm 1. If one gets a P5, this is the output. If one gets a banner,
then try to locally extend this banner to a P5, a K3;3 − e or a twin-house as described
in Lemma 2. If one gets such a subgraph then this is the output. Otherwise, the star
point of the banner can be -reduced. As soon as the reduced graph is P4-free, step
(4) of Algorithm 1 becomes applicable.
Proof of Lemma 2. Assume that abfc; egd induces a banner in G. Let S be a stable
set in G with b 2 S, and let A= N (a) \ S denote the subset of vertices in S adjacent
to a. We will show that G contains a stable set of the same cardinality as S but not
containing b.
If A= ;, then obviously S1:=(S −fbg)[ fag is a stable set in G. Assume now that
A 6= ;.
Case 1.
(1.1) N (a) \ N (c) n N (b) = ; or
(1.2) N (a) \ N (e) n N (b) = ;.
This implies that if x 2 A then in case (1:1) xc 62 E and in case (1:2) xe 62 E. Consider
now case (1:1). If N (c) \ S = fbg then S2:=(S − fbg) [ fcg is a stable set. Now let
y 2 N (c)\S with y 6= b. Then in case (1.1), ya 62 E, and xabcy induces a P5. In case
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(1:2), for N (e) \ S = fbg, S3:=(S − fbg) [ fcg is a stable set. Now let z 2 N (e) \ S
with z 6= b. Then in case (1:2), za 62 E, and xabez induces a P5.
Case 2. N (a) \ N (c) n N (b) 6= ; and N (a) \ N (e) n N (b) 6= ;.
Let y 2 N (a)\N (c) nN (b) = ; and z 2 N (a)\N (e) nN (b) = ;. If ye 2 E then for
yd 62 E, afb; ygfc; egd is a K3;3 − e, for yd 2 E, co-ybda(c; e) is a twin-house. Now
let ye 62 E. This implies y 6= z. Analogously, for zd 62 E, afb; zgfc; egd is a K3;3 − e,
for zd 2 E, co-zbda(c; e) is a twin-house. Now let zc 62 E. This implies that cyaze
induces a P5 in G.
Now we apply Lemma 2 as mentioned before:
Algorithm 2. Input: A graph G.
Output: (G) or a P5 or a K3;3 − e or a twin-house in G.
While G is no cograph do begin
(0) Let abcd be a P4 in G found by the cograph recognition algorithm.
(1) If N (a)nN (b)=; then b is -redundant; let G:=G−b. Otherwise do the following:
(2) Try to extend the P4 abcd as follows:
(2.1) If the P4 abcd is locally extendable to a P5 as described in steps (2:3) or
(2:4) of Algorithm 1 then the P5 is the output and STOP;
(2.2) If the P4 abcd is locally extendable to a banner as described in steps (2:1)
or (2.2) of Algorithm 1 then try to locally extend the banner to a K3;3−e or
a twin-house as described in Lemma 2. If one gets a K3;3−e or a twin-house
then this subgraph is the output and STOP;
(2.3) Otherwise, let s be the star point of the banner; let G:=G − s;
(2.4) If the P4 abcd is neither locally extendable to a P5 nor to a banner then b
is -redundant; let G:=G − b;
end
(3) Determine (G) for cograph G using the cotree representation of G.
Obviously, Algorithm 2 is robust in the sense dened above. Lemmas 1 and 2
guarantee the correctness of Algorithm 2. Its time bound is O(nm) since the while-loop
is carried out at most n times, and for every P4, conditions (2:1){(2:4) can obviously
be checked in linear time O(m) using standard techniques on adjacency lists and vertex
arrays.
Thus, we get
Theorem 2. Algorithm 2 is correct and takes at most O(nm) steps.
4. Conclusions
We have described a way how to reduce certain -redundant vertices or to nd some
special subgraphs. This implies polynomial-time solutions for determining the stability
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number of (P5; K3;3 − e, twin-house)-free graphs but our techniques show much more:
Algorithm 2 works optimally not only for (P5; K3;3 − e, twin-house)-free graphs but
also for graphs having certain elimination orderings of -reducible vertices. The graph
G is not required to be (P5; K3;3 − e, twin-house)-free. Most of the previous results in
the literature emphasize graph classes dened by forbidden subgraphs.
For our approach, it is not necessary to test in advance whether the input graph
contains an induced P5, K3;3− e or twin-house. The algorithm either nds the stability
number of the input graph or gives an induced P5,K3;3−e or twin-house. This improves,
for instance, the result on (P5,K2;3)-free graphs in [11] in three ways: the graph class
is larger, the time bound is better and the algorithm is robust and does not deserve
any recognition of the class of (P5,K2;3)-free graphs for which no ecient recognition
algorithm is known.
Finally, it is worth to remark that by complementing the graphs under consideration,
one can use all these techniques in order to compute a maximum clique and the
maximum clique size !(G).
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