Abstract
Introduction
The Bayesian framework has been widely used in many different applications, ranging from image processing (e.g. image restoration, stereo/motion estimation or segmentation [4, 19] ) to machine learning (e.g. hidden Markov model [13] or graphical models [3] ) and much more. In this paper, we mainly study it in the context of multiple image restoration. But the problems addressed in this paper are quite general to many traditional Bayesian methods and our solution has great potential to extend to other applications.
In image restoration, numerous methods (e.g. Wiener filter, steerable filters, Wavelet) have been proposed to improve image quality and reduce imaging noise. Recently, Bayesian restoration schemes have been extensively explored (e.g. [1, 9, 11] ) to find the maximum a posteriori (MAP) estimation of the true signal based on the statistical noise/signal models (i.e. generative models). Very good results have been achieved when accurate models can be trained in advance. It can be formulated as:
(1) where ! is the observed noisy image and ¡ is the true image we want to recover.
. Multiple images can be obtained in some cases to further improve imaging quality (e.g. ultrasound spatial/frequency compounding [14, 15] or multi-spectral remote sensing [11] ). It is rather straight forward to extend the Bayesian framework to multiple images when the images are corrupted by independent noise. A basic multi-image formation model and the associated Bayesian restoration method are discussed in Section 2.
Most research has been focused on improving the signal/noise models (e.g. MRF based edge modeling [9, 11] , Wavelet [1] or AQua model [12] ) to better discriminate the signal and noise. Better optimization procedures (e.g. [5, 20] ) are also designed. For multi-image restoration, the correlations between the signal in different images are exploited. For example, a coupled edge modeling on multiimage is proposed in [11] to achieve better edge detection and hence better edge preservation during noise reduction.
However, few have addressed the two intrinsic issues of the widely used Bayesian framework, namely generalization and validity, especially when the signal/noise models are not accurate. In real world applications, it could be very difficult to obtain accurate prior models. For example, the ultrasound speckle noise is non-stationary and changes according to ultrasound attenuation and the sub-resolution scatterers in the tissue [17] . Various types of structures (e.g. corners, edges or surfaces) are also hard to model accurately. To make things worse, over-simplified assumptions (e.g. the noise being independent of the signal) sometimes have to be made to allow tractable solutions. Under these difficult conditions, the traditional Bayesian framework cannot provide robust results and some of the underlying prior knowledge/constraints may even be violated.
One of the important priors in multi-image restoration is that the multiple images are often corrupted by independent noise (e.g. [2, 11, 15] ), which is the very basis for most Bayesian restoration methods to factorize the joint probabilities and hence allows tractable solutions. However, this prior is also the most under-utilized and often violated one when there are modeling errors. A detailed example is shown in Section 2.2, where an inaccurate weighting between noise and signal models results in significantly correlated noise. Such violations of the prior constraints indicate restoration errors and sensitivity to inaccurate models of the traditional Bayesian framework. In machine learning, Support Vector Machine (SVM) is proposed in [16] to replace the generative model based Bayesian methods for better generalization. In image restoration, however, generative models of signal and noise have been extensively studied and are essential for discriminating noise and signal. It is important not to forfeit those generative models.
To achieve better generalization, we propose to analyze the validity of the restoration results against the prior knowledge, not only the generative models
, but also the priors behind the generative models, e.g. independent noise constraint. Independence analysis has achieved great success in many different applications (e.g. [8] ), but it is rarely emphasized in multi-image restoration methods. ICA ( [8] ) is widely used for blind source separation. But it is not easy to extend to multiple image restoration where we have 2 observed images but more than 2 sources (noise and signal) to recover. Mutual information (MI) is a natural way to measure the (in)dependencies. Maximization of the mutual information has been extensively used to exploit the dependencies in stereopsis and image registration [7] . In our case, however, we should minimize the mutual information to enforce independence. More attention needs to be paid to the optimization methods and convergence issues because there are almost infinite solutions that are independent of a given random signal.
In this paper, we incorporate mutual information in the traditional MAP framework as an extra energy term to regularize the restoration process. Some approximations are proposed to adapt the mutual information into a standard energy term for effective optimization. In the new regularized Bayesian framework, we fully exploit both the generative signal/noise models and the independent noise constraint. The mutual information term assures the validity of the restoration results and robustness to inaccurate models while the generative models stabilize the process of minimizing mutual information. The experiments and comparisons in some difficult imaging applications demonstrate the robustness of the new regularized Bayesian framework, especially when accurate models are not readily available.
The rest of the paper is organized as follows. In Section 2, we describe our multi-image formation model and the new regularized Bayesian restoration framework. In Section 3, approximations of the mutual information term and the optimization procedure are derived. In Section 4, we report promising results and comparisons with traditional methods on some difficult medical imaging applications. Conclusions are given in Section 5.
Mutual information regularized multiple image restoration

Problem formulation
Multiple images or multi-channel images can greatly improve imaging quality. For example, some ultrasound Bscans can generate multiple images of the same tissue using ultrasound of different frequencies, which is also called compounding [14, 15] . The multiple images have the same underlying signal but independent speckle noise [15, 18] . Unlike the multi-image based super-resolution techniques [10] , these multiple images do not provide extra information for super-resolution but can help reducing the imaging noise dramatically. Because the goal is to reduce noise instead of correcting imaging defects (e.g. out of focus or motion blur), we ignore the point spread function and use the following simple image formation model:
¡ is the underlying structure (i.e. the true image) and . This image formation model is the simplest case in multiple image based restoration. It assumes that all images are aligned and have the same signal in them. Although simple, it is suitable for many applications and allows us to focus on the Bayesian framework and its underlying problems. For more difficult imaging processes (e.g. multi-spectral images), more complex image formation models (e.g. [11] ) are necessary but the new ideas proposed in this paper are still applicable.
Image restoration based on Eq. (2) is largely overlooked and handled with simple weighted averaging (e.g. [14, 15] ), followed by the traditional restoration methods on the average image. In [11] , coupled edge estimation is proposed for multi-channel images to achieve more accurate edge detection and hence better restoration. Under Eq. (2), the coupled edge detection scheme is also reduced to averagingand-filtering. As shown in next subsection, this is actually the optimal solution based on the traditional Bayesian framework. The noise is reduced by the averaging process and better edge detection and restoration can be achieved by working on the average image. However, we can easily see that by retaining only the average image for further filtering, this scheme is obviously not optimal and fails to fully utilize the abundant information in the multiple images.
To illustrate the new multi-image restoration algorithm, we start with two images. In subsection 2.2, we extend the Bayesian method to the formation model in Eq. (2) and point out its underlying problems. In subsection 2.3, independence analysis based on mutual information is introduced for better generalization. The regularized Bayesian framework is explained in subsection 2.4.
Traditional Bayesian multi-image restoration
The traditional Bayesian framework can be easily extended to two images based on Eq. (2). With the knowledge that are the prior signal/noise models respectively. For simplicity, we do not include edge modeling for the signal at this stage, which will not change the conclusion that the optimal solution is average-and-filtering anyway. Based on Gaussian noise model and smooth signal constraint, we can define the cost function
of the MAP estimation as:
where ¡ is the average intensity of the true signal in a small neighborhood and ) is the weighting of each constraint. The first two terms enforce that the estimated image should look like the observed images. The 3rd term models the signal properties and prefers smooth signal. More complex models can be used to represent the signal properties (e.g. [1, 9, 11, 12] ). The MAP estimation can be obtained when the derivative of is equal to zero:
Because the ¡ is unknown, . The iterative minimization process is as follows:
where
. We can see, in the traditional Bayesian method, only the average image is needed for the MAP estimation and all the original images can be discarded after averaging. Apparently, it does not fully utilize all the information in the multiple images.
The problems of the Bayesian framework become apparent when there are model errors, which include oversimplified assumptions, inaccurate models, inappropriate weighting or convergence issues. For example, if the weighting of the smooth signal constraint is set too weak (e.g. ) due to weighting errors. From this example, we can clearly see that the traditional Bayesian framework relies solely on the generative models and is sensitive to model errors. The final result might not even satisfy the underlying priors in the generative models (e.g. independent noise). How to improve the generalization performance of the traditional Bayesian framework instead of relying on perfect training processes for more accurate models is the main focus of this paper.
Generalization and independence analysis
In the image formation model in Eq. (2), the same underlying image is corrupted by independent noise, which allows us to factorize (e.g. [1, 9, 11, 12] ). We address it from generalization perspective and propose to explicitly verify the restoration results against the independence constraint. Independence analysis is a very powerful tool for studying the multiple sources and has achieved surprisingly good results in many applications, e.g. [8] . But it is rarely emphasized in image restoration literature.
In the context of multiple image restoration, we can easily see the importance of the independence analysis. When we obtain an estimation of the 'true' signal ¡ , we also have the estimation of the noise components 
Now, we can see that the generalization and validity are highly related. Inaccurate models cause restoration errors (i.e. ), which is common for all the estimated noise. It will increase the dependencies between the estimated noise and hence violate the independent noise constraint. Violations of the prior constraints, on the other hand, indicate restoration errors. By regularizing the restoration process explicitly with the prior constraint, we should be able to improve the results and the generalization performance of the traditional Bayesian framework. Independence analysis can be used for this purpose. Mutual information is an elegant way to measure the independence: are not independent in this case.
MI regularized Bayesian restoration
To explicitly enforce the independent noise constraint, we propose to incorporate mutual information into the traditional Bayesian framework as a regularization term. The new regularized Bayesian restoration can be described as:
As we can see, if the Bayesian estimation has accurate models and provides a very good restoration result, the residual errors on different images satisfy the independence constraint and the new mutual information term is at its minimal value 0 as well. But if the Bayesian estimation is wrong due to either inaccurate models or converging to a local minimum, this new regularization term will penalize the solution and make it less likely to happen.
Mutual information is very expensive to evaluate and makes the objective function extremely difficult to optimize. Some approximations similar to [7] are proposed to simplify the computation dramatically in Section 3 with an iterative optimization for the regularized Bayesian method.
When more than two images are considered, the noise components on different images are mutually independent. To enforce this constraint, we can model it by pairwise mutual information:
Based on this equation, the previous two-image based restoration scheme can be easily extended to handle more images as follows:
Optimization and Implementation
To find the optimal solution of the new mutual information regularized objective function in Eq. (9), we exploit the standard iterative method. The difficulty lies in the mutual information term, which is computationally prohibitive to optimize. Some approximations of the mutual information term based on Taylor expansion are derived in this section for efficient optimization. The proposed approximations can be combined with other type of optimization procedures as well, e.g. the Graph Cut method in [7] .
For the standard iterative optimization procedure, we first obtain an average of the multiple images, followed by a low-pass filtering. This low-pass filtered average image is used as the initial estimation (i.e. ) so that the objective function in Eq. (9) is minimized. This process continues until converging.
The challenge in the optimization is the complexity of calculating For efficient optimization, we use the Taylor expansion to approximate the mutual information similar to [7] . The idea is to approximate the complex mutual information with summation operations. Then the computational cost will decrease dramatically and most traditional optimization techniques can be applied as well. Unlike [7] , we need to estimate mutual information locally instead of using the whole image since the signal and noise distributions may vary a lot through the whole image. Since 
is the distribution of the estimated noise of previous iteration and
is the new distribution after update. From Eq. (13) and (14), we obtain 
. Based on these approximations, we can find the cost value in Eq. (9) efficiently without re-estimating the probability density for every possible value. For iteration , we first estimate the to obtain . The optimal update is obtained as:
Experiments
To validate the efficacy and robustness of the new regularized Bayesian framework, we apply it to some difficult imaging applications, where accurate signal/noise models are difficult to obtain. The regularized objective function in Eq. (11) is used in all experiments and optimized by the steps in Algorithm 1. Please note that Eq. (11) only uses simple noise models and smooth signal constraint with no modeling of edges or corners. When regularized by the new mutual information term, it provides surprisingly sharp restoration results in the experiments.
For comparison, we use the traditional Bayesian methods. Without explicit edge modeling, traditional methods significantly blur the sharp boundaries. For reasonable re-sults, we have to add edge modeling as in [9, 11] :
. Restoration quality depends heavily on the accuracy of the edge estimation.
Ultrasound frequency compounding
We first test the new algorithm in ultrasound frequency compounding. Three images are scanned using ultrasound of different frequencies. Because the signal has been taken Å µ AE " before converted to display images, the multiplicative speckle noise in acoustic signal is now additive. One of the three compounding images is shown in Fig. 1 (a) . The main difficulty in ultrasound imaging is the non-stationary speckle noise due to the sub-resolution scatters, ultrasound attenuation, beam forming and the fan-shape scanning. Usually, the speckle noise has larger variance and more lateral correlation at the far end of the scanning, which makes it more difficult to be discriminated from the edges. Fortunately, the independent noise property still holds [15, 18] and forms the basis of ultrasound compounding techniques.
The traditional Bayesian method is very sensitive to the inaccurate noise model. Fig. 1 (b) shows the result of the traditional method described in Eq. (18) . As we can see, strong edges can be detected and preserved well by the edge modeling. But due to the stationary noise assumption in Eq. (18) , at near end where noise is weaker than modeled, some weak edges that can be detected are missed and severely blurred. While in some other regions, the noise stronger than modeled is not reduced enough. We can still see some 'worm' patterns especially at the far end.
The regularized Bayesian method (as shown in Eq. (11)) exploits no extra information than the traditional Bayesian methods and lacks explicit edge modeling. But by regularizing the result with the independence constraint, it achieves much better result as shown in Fig. 1 (d) . The importance of the MI penalty term can be clearly seen in Fig. 1 (c) , where white means large penalty. At the first iteration, the restoration results ( ¡ ) is initialized to be the low-pass-filtered average image, which severely blurs the sharp boundaries. The MI term successfully captures those restoration errors with very few false positives in spite of the hard-to-model speckle noise. With this MI penalty term, our new algorithm successfully prevents the blurring across the edge or corners in Fig. 1 (d) . Even the weakest edges are also detected and preserved much better, while the noise regions (especially the far end) are smoother.
CT image reconstruction
We also test our algorithm in an interesting extension for Computed Tomography (CT). Filtered back-projection (FBP) is widely used in most commercial CT machines for its efficiency but suffers streaking artifacts [6] . Image restoration techniques can significantly improve the FBP's quality. We test our algorithm on the 'Herman head' phantom generated by CTSim software (http://www.ctsim.org/) as shown in Fig. 2 (a) . We generate projections of the phantom and corrupt them with zero mean white Gaussian noise (variance is 1). Five different images are obtained by FBP (iradon function in Matlab). All the images have the same structure but the noise are independent. The back-projection produces streaking type of noise, which is very difficult to be distinguished from true edges in the image.
The average of the five images is shown in Fig. 2 (b) . The multi-image restoration technique is applied to improve the image quality. Both traditional Bayesian method and our new algorithm significantly improve the quality. However, the traditional Bayesian method needs much more specific tuning. Simple edge modeling in Eq. 18 cannot handle the strong streaking noise. To obtain a good result, we have to tune the edge detector manually. From original phantom image, we know where are the structures and try the sobel edge detector with different size and different threshold to detect them in the average image. The 7x7 sobel filter with threshold 35 detects the structures reasonably well with least false detection (Fig. 2 (c) ). The restoration result shown in Fig. 2 (d) preserves most structures but has some significant streaking noise due to the false edge detection.
The regularized Bayesian method requires no specific tuning. Initialized with the low-pass filtered average image, the MI term successfully detects the restoration errors (i.e. the blurred structures) with no false detection as shown in Fig. 2 (e) . The MI term is estimated within a neighborhood and hence more blurred than the sobel edge detector in Fig. 2 (c) . But it does not affect the sharpness of the restored structures because the MI term will be reduced only when the restoration error within the neighborhood is minimized. In the final result in Fig. 2 (f) , all the streaking noise is removed while the structures are well preserved.
For a quantitative analysis, the results from different methods are compared with the original phantom. The average sum of squared errors per pixel is shown as follows:
Method Average FBP MAP MI Regularized Error 464.15 10.68 8.75 We can see that, even with hand tuned edge detector, the traditional Bayesian method does not handle non-stationary streaking noise as well as the new regularized Bayesian framework. In the experiments, the new regularized framework is very robust to both inaccurate signal modeling and non-stationary noise. 
Conclusion
In this paper, we study the widely used Bayesian framework in the context of multiple image restoration and address two fundamental issues: the generalization ability and the validity of the MAP estimation. The traditional Bayesian framework relies solely on the generative models and cannot assure valid results in the presence of model errors. We propose to further regularize the result with the prior knowledge behind the generative models (e.g. independence between noise), which could dramatically improve the generalization ability of the Bayesian framework. Even in some very demanding imaging applications, the new regularized Bayesian method successfully recovers weak and complex structures (e.g. edge and corners) without explicit modeling of them.
We also show that the independent noise property is a powerful prior but largely neglected in previous research. It not only justifies the factorization of the joint probabilities for tractable solutions as in most previous literature, but also helps further as a powerful way to correct restoration errors. Mutual information based regularization terms are proposed to explicitly enforce the independence constraint in our new framework. Based on Taylor expansion, we adapt the mutual information to standard energy terms and implement an efficient optimization procedure.
Furthermore, the new framework has great potential of extension to more complex image formation models (e.g. the multi-channel images or multi-spectral remote sensing images). There are also other types of prior knowledge/constraints (e.g. zero mean noise) which cannot be guaranteed by traditional Bayesian frameworks and worth further studying. We are also studying the possibility of integrating various types of generative signal models, e.g. Wavelet [1] or AQua model [12] , into our new framework for even better results. 
