INTRODUCTION
The vision of Grid computing is to enable an arbitrary set of computers to be pulled together over a general-purpose network such as the Internet to cooperatively run a computation. While "Grid computing started as a project to link supercomputing sites [1] ," current work on Grid computing aims to interconnect computers from different administrative domains on an asneeded basis. Adaptability or dynamicity, scalability, and heterogeneity are important characteristics of a Grid [1] . Furthermore, the ability to deliver service at various levels of quality (for metrics such as response time) is listed in [2] as a key characteristic of a Grid. Thus any networking technology proposed to serve the needs of Grid computing should take into account these goals.
Connection-oriented (CO) networks are better equipped to deliver rate-and delay-guaranteed services than the existing connectionless Internet. Typically, the metric compromised to achieve rate/delay guarantees is network resource utilization. However, a networking solution that has lax requirements on utilization will be unscalable. Given the adaptability and scalability goals of the computing Grid, CO networks should be both dynamically configurable and scalable.
Control-plane protocols developed for CO networks under the umbrella term "generalized multiprotocol label switching (GMPLS)" enable both dynamic configurability and scalability. The purpose of these protocols is to support ondemand requests for connectivity at a specified bandwidth level. Applications could request such connectivity as needed and release the bandwidth when done. While switches deployed in today's Internet have the data-plane capabilities needed to support CO services, most are not equipped with dynamic bandwidth provisioning control-plane capabilities. For example, Ethernet switches deployed within enterprises are now equipped with the IEEE 802.1q protocol, which allows for the creation of quality-of-service (QoS)-guaranteed virtual circuits (VCs) in the form of virtual LANs (VLANs). Similarly, MANs and WANs are built with CO (circuit-switched) synchronous optical network (SONET)/synchronous digital hierarchy (SDH) switches. However, control-plane capability upgrades are necessary to enable these networks to support dynamic bandwidth provisioning, without which the adaptability and scalability goals of Grid computing cannot be met.
After providing some background material on GMPLS, we evaluate the suitability of GMPLS control-plane-equipped CO networks for Grid computing. On the positive side, we note that the control-plane support for dynamic bandwidth provisioning and its specification for a distributed implementation are key factors that will address the adaptability and scalability goals of Grid computing. On the negative side, we note a need for faster signaling-protocol implementations in order to reduce the overhead of circuit/VC setup delay and the lack of support in Malathi Veeraraghavan, Xuan Zheng, and Zhanxiang Huang, University of Virginia
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On the Use of Connection-Oriented Networks to Support Grid Computing
the current control-plane specifications for heterogeneous connections, that is, those that traverse different types of CO networks.
We discuss our research contributions with respect to these missing components. Specifically, we describe our work on hardware-accelerated implementations of signaling protocols, and procedures for setting up heterogeneous connections. The ability to support connections through different types of CO networks is important, given the scalability goals of Grid computing. We then conclude the article.
BACKGROUND
In this section, we list different types of CO networks and GMPLS control-plane protocols. CO networks are of two types: packet switched and circuit switched. Engineering (RSVP-TE) signaling protocol [5] These three protocols are designed for implementation in a control processor at each network switch. Each of these protocols provides an increasing degree of automation, and correspondingly decreasing dependence upon manual network administration. This triple combination serves as an excellent basis on which to create large-scale CO networks, in which switches can cooperate in a completely automated fashion to respond to requests for end-to-end bandwidth.
ARE CO NETWORKS SUITABLE FOR GRID COMPUTING? ON THE POSITIVE SIDE
Earlier, we noted adaptability/dynamicity, scalability, heterogeneity, the ability to span different administrative domains and the support for various QoS levels as key attributes of Grid computing. Specifically, the last attribute of guaranteed service quality is served well with CO networking. For the communication aspect of the service, delay/jitter can be guaranteed once a circuit/VC is established. To offer this ability to establish a circuit/VC between any two computers or clusters, bandwidth sharing on the CO network must be dynamic. In other words, an application program running on a computer should be able to dynamically request a circuit to a distant computer and have this request filled cooperatively by the CO network switches on the end-to-end path between these computers. GMPLS control-plane protocols define the procedures for the handling of such on-demand calls (i.e., immediate requests for connectivity at a guaranteed rate). The adaptability/dynamicity feature of Grids makes support for immediate requests for bandwidth necessary in a CO network.
The scalability attribute of Grids requires that CO networks that serve Grids be scalable. For example, while a centralized bandwidth management approach could be implemented to receive, process, and grant dynamic requests for bandwidth/connectivity, it would not be scalable. The RSVP-TE and OSPF-TE protocols of the GMPLS control plane are designed for distributed implementation at each switch. The bandwidth of a switch's interfaces is locally managed by the switch's RSVP-TE engine. Procedures for the cooperation of switches on the end-to-end path to ensure the availability of the requested bandwidth on all links of the circuit are defined as part of the protocols.
Thus GMPLS control-plane protocols enable large-scale CO networks to be created, and enable these networks to respond to on-demand requests for rate-guaranteed connectivity. Both these features make GMPLS based CO networks well suited to serve Grids.
ON THE NEGATIVE SIDE
First, we argue for faster RSVP-TE implementations. Our laboratory experiments with commercial RSVP-TE implementations show call processing delays of 166 ms per switch [6] . Contrast this with the time taken to send a burst of data from one module of a parallel program to a remote module. If the burst is 100 MB and the circuit rate is 1 Gb/s, the transfer itself will only take 800 ms. If the end-to-end path has four switches, then the call-setup delay is almost as long as the transfer delay. This results in a 50 percent reduction of link utilization. Holding the circuit open in anticipation of further bursts would be useful only if the parallel program is communication-intensive. For computationintensive applications, holding open such circuits means denying other users bandwidth for their applications. Running networks at low utilization will result in low amortizations of operational expenses, which in turn will discourage the growth of these networks.
The faster the response times of signaling engines, the lower the cost to an application to release and reacquire bandwidth as and when needed. This will lead to increased sharing and reduce per-user costs, and thus improve prospects for growth. Given the importance of scalability to Grids, we regard this improvement in the performance of RSVP-TE implementations necessary to the success of CO networks.
Second, consider the attributes of heterogeneity and the need to support Grids across various administrative domains. This in turn means that circuits/VCs used to interconnect computers in a Grid are highly likely to traverse different types of CO networks. The set of GMPLS protocols standardized today enable the control of homogeneous circuits/VCs rather than heterogeneous ones. With the dominance of Ethernet/VLANs in LANs, the dominance of SONET in commercial MANs/WANs, the deployment of new optical circuit-switched WDM based networks, and the dominance of MPLS in Internet2/ESnet, the need to extend GMPLS protocols to support "heterogeneous" connections through an "internetwork" of different types of CO networks becomes paramount if CO networking is to succeed in meeting the needs of a global computing Grid.
Other aspects lacking in GMPLS controlplane protocols include the ability to make advance reservations for bandwidth and hooks for security-related functions, such as authorization. In the next section we describe our contributions to the first two components noted above, and delegate these other aspects to future publications.
OUR CONTRIBUTIONS
In this section, we describe our work on a hardware-accelerated RSVP-TE implementation, and propose techniques for using GMPLS controlplane protocols to support heterogeneous connections.
FAST CALL SETUP WITH HARDWARE-ACCELERATED SIGNALING IMPLEMENTATIONS
Call-setup delay consists of three components:
• Round-trip propagation delay to send callsetup signaling messages • Call-processing delays at each switch along the path of the connection to receive and process call setup messages • Transmission delay for the call-setup signaling messages The first component, round-trip propagation delay, should be considered in selecting the computers to be included as part of a Grid computation.
To reduce call-processing delays, we implemented a subset of RSVP-TE for SONET/SDH networks in hardware. Our approach is to implement only the time-critical operations of the signaling protocol in hardware, and relegate the non-time-critical operations to software. We described the results of this work in [7] , in which we showed that call setup delay per switch can be reduced to 4 µs. These results are for an electronic high-speed switch in which switch programming delay is in the order of nanoseconds. If micro-electro-mechanical (MEMS) all-optical switches are used, the switch-programming delay
the use of these switches (at least in the near term until fast-programmable optical switches become available).
Finally, signaling message transmission delay per hop is also in microseconds because call setup RSVP-TE Path and Resv messages are on the order of 100-200 bytes. If the control channels are at least 100 Mb/s (out-of-band signaling over the Internet is expected to be the most common control-plane implementation in CO networks), the per-hop transmission delay is 8-16 µs.
By reducing call-processing and signalingmessage transmission delays to microseconds, the dominant factor in the total call-setup delay will be propagation delay, especially in wide-area Grids. This will be a significant improvement over current call-setup delays. As described above, such significant reductions in call-setup delays will encourage applications to release circuits whenever unused, thus increasing utilization, decreasing per-user costs, and encouraging growth.
HETEROGENEOUS CONNECTIONS
We start by considering the data-plane aspect of heterogeneous connections in the following subsection. In the next subsection we describe a method to set up heterogeneous connections using GMPLS control-plane protocols.
Data-plane Aspect -At a switch, whether circuit or packet, arriving data streams are demultiplexed in input line cards, and data from each demultiplexed stream are forwarded to an appropriate output line card through a space fabric whose lines have been appropriately cross-connected. At the output line card, the stream is multiplexed along with all other demultiplexed streams forwarded to the same output line card before transmission. The protocol used for multiplexing is the same on the input and output interfaces. While there may be a modification of the value of the identifier used to identify a particular connection within the multiplexed data stream on the input and output interfaces, there is no stripping out of the protocol-layer headers corresponding to the multiplexing protocol. For example, at an MPLS switch, the MPLS label value (which identifies a virtual circuit on the incoming interface) can be different from the MPLS label value used to identify the same virtual circuit on the outgoing interface. Similarly, data arriving on timeslot STS-20 of an OC192 SONET interface may be transmitted out at the STS-21 position of an outgoing OC192 interface.
In contrast, at a gateway, 1 additional circuitry is required to forward data arriving on an interface that uses one type of multiplexing to an out- 1 
We define a switch to be a node in which the form of multiplexing is the same on all the links, while a gateway is a node in which different forms of multiplexing are supported on its interfaces.
going interface that uses a different type of multiplexing. There are two possible solutions to support this in the data plane: 1. Terminate the connections on the input and output interfaces at the gateway, extract the payload being carried in the incoming connection, and send it on to the outgoing connection. We refer to this solution as "protocol-converted" connections, where the "protocol" being converted is the multiplexing protocol. 2. Encapsulate data framed according to the multiplexing protocol format on the input interface onto an outgoing connection. We refer to this solution as "protocol-encapsulated" connections where the "protocol" being encapsulated is the multiplexing protocol on the input interface. One example of a CO gateway is a Cisco or Juniper IP router/MPLS switch. We show the architecture of such a gateway in Fig. 1 . An input Ethernet/VLAN line card has the capability to demultiplex the Ethernet frames and extract the VLAN labels carried in Ethernet header. Ethernet frames belonging to the same VLAN are encapsulated as the payload of an MPLS tunnel by adding the same MPLS label if that line card is programmed to support "Ethernet over MPLS in VLAN mode [8] ." This is illustrated on the top input line card in Fig. 1 . On the other hand, if a line card is programmed to operate in an "Ethernet over MPLS in port mode [8] ," then effectively the multiplexing scheme on that line card is space-division multiplexing. We illustrate this case in the bottom input line card in Fig. 1 where, irrespective of their VLAN labels, all frames are encapsulated into MPLS packets with the same MPLS label value in the header. At the output line card, the packets with new MPLS labels from the input side are then multiplexed along with MPLS encapsulated packets from other input line cards that are forwarded to the same output line card.
Reference [9] proposes a parameter called "interface adaptation capability descriptor (IACD)" to describe the encapsulating functionality available on each interface. For example, Fig. 2 shows the IACD for the top input interface in Fig. 1 . The first byte of IACD represents the lower-level multiplexing capability, which is shown to be packet-switching capability (PSC), a notation used to represent MPLS multiplexing, and the third byte of IACD represents the upper-level multiplexing capability, which is shown to be layer2 switching capability (L2SC), a notation used to represent VLAN multiplexing. The third byte in the IACD for the bottom input line card is called "fiber-switching capability (FSC)" instead of L2SC since it is set to operate in an "Ethernet over MPLS in port mode."
This new parameter is sufficient to capture the functionality needed to support protocolencapsulated connections. It can also be used to support protocol-converted connections. Consider the example in Fig. 2 . The IACD indicates that this interface has the capability to terminate the lower-layer MPLS connection, which means that this particular interface has the capability to extract the VLAN payload from incoming MPLS connections. If the IACD of an input interface and an output interface has the same higherlayer multiplexing capability but different lowerlayer multiplexing capabilities, then a protocol-converted connection can be routed across these two interfaces.
Control-plane Aspect -Here we consider the question of how RSVP-TE Path message parameters should be set for a heterogeneous connection. Starting with end host I, a request for bandwidth to a destination host D is initiated. Given today's networks, end host I can request one of three types of connections: a space-division multiplexed connection in which its whole Ethernet NIC is dedicated for its communication with D, a VLAN-multiplexed connection, or an Intserv IP multiplexed connection. However, it has no information on the types of connections supported by host D. Therefore, it requests any of the three types of connections that suits its need and sets the destination address of the connection to D.
If host I is connected to a switch, then presumably the type of connection requested (determined by the multiplexing type) matches the multiplexing type supported by the switch on all its interfaces (given our definition of the term "switch"). This switch then progresses to the intranetwork connection setup procedure. On the other hand, if host I is connected to a gateway but the connection needs to be routed along n n n nFigure 1. Architecture of an L2SC-PSC gateway. an interface that uses the same type of multiplexing as the interface from host I, then again, intra-network connection setup procedures are followed. But if the connection needs to be routed along an interface that uses a different type of multiplexing scheme, then some "gateway" functions have to be executed. These functions consist of the gateway determining the far-end of the new type of connection it needs to be set up for the different multiplexing scheme. We make an assumption that the I to D connection is an intra-area connection. This allows us to describe a procedure in which the gateway can determine the multiplexing capabilities and adaptation capabilities of interfaces at all switches within the area (due to lack of space, we do not go into the details of how OSPF-TE supports the spreading of such data; the reader is referred to [4] and [9] ). We use an example to illustrate our concept for heterogeneous connection setup. Figure 3 shows an example of a protocolencapsulated heterogeneous connection-setup procedure passing through an MPLS network and a SONET network. Ethernet links connect hosts to gateways and different types of gateways (GW2 to GW3 in Fig. 3 ). Consider the Abilene network (Internet2 backbone) as an example of the MPLS network and CHEETAH [10] as an example of the SONET network. For clarity, Fig.  3 omits the network switches within these two networks. An example of an SDM-MPLS gateway (GW1 and GW2 in Fig. 3 ) is a Cisco GSR or Juniper T640. An example of SDM-SONET gateway (GW3 and GW4 in Fig. 3 ) is Sycamore's SN16000.
Consider a scenario in which an Ethernet end host H1 with no VLAN capability requests an intra-OSPF-area SDM (Ethernet) connection to end host H2. This request is sent from H1 to GW1 (step 1 in Fig. 3) . Assume that at GW1 the H1-GW1 interface is programmed to operate in "Ethernet over MPLS -Port Mode" [8] . Assume GW2 has advertised IACD parameters for its Ethernet interfaces to GW3, indicating SDM as the upper-layer multiplexing capability and PSC as the lower-layer multiplexing capability. Similarly, assume GW3 and GW4 have advertised IACDs for their Ethernet interfaces with SDM for the upper-layer and TDM for the lower-layer.
GW1 processes these IACD parameters from GW2, GW3, and GW4, and recognizes that it needs to set up a protocol-encapsulated SDMover-PSC connection to GW2. Therefore, it initiates a lower-layer MPLS connection setup with the destination set to GW2 (step 2). When this lower-layer MPLS connection is set up (step 3), GW1 sends the upper-layer SDM connection setup request to GW2 (step 4), indicating that the newly setup MPLS connection is to be used for this upper-layer SDM connection. Realizing that GW3 supports SDM multiplexing on its interfaces, GW2 simply sends the SDM connection setup request to GW3 (Step 5). When the SDM connection setup request reaches GW3, it recognizes that it needs to set up a protocolencapsulated SDM-over-TDM connection to GW4 using information in GW4's IACD parameters. Therefore, it initiates a lower-layer TDM connection setup destined to GW4 (steps 6 and 7), and then sends the upper-layer SDM connection setup request destined to H2 to GW3 (step 8), indicating that the newly setup TDM connection is to be used for this upper-layer SDM connection. GW4 recognizes that the SDM connection should be routed to an outgoing SDM interface to the final destination host H2 (step 9). Resv messages for the SDM connection are sent in the reverse direction (steps [10] [11] [12] [13] [14] .
In this example, two protocol-encapsulated connection setup procedures were initiated by GW1 and GW3 to map all Ethernet frames from an incoming SDM connection to an outgoing MPLS connection and SONET connection, respectively. Recall our earlier statement on using the control plane to decide whether a connection is protocol-converted or protocol-encapsulated when circuit-based multiplexing schemes, such as SDM, are involved. Since the PATH message in step 1 carried the H2's address as the destination for the SDM connection and not GW1's address, the SDM connection incoming at GW1 is protocol-encapsulated onto the MPLS connection. A similar explanation holds for the action performed at GW3. A practical implementation of an SDM-SONET-SDM connection across the CHEETAH network using a similar heterogeneous setup procedure is described in [6] .
We do not show a protocol-converted connection setup procedure in this example. However, if a gateway product combining GW2 and GW3 functionality was available, it could initiate a lower-layer TDM connection setup directly to the remote gateway on the SONET network and map Ethernet frames extracted from the terminating MPLS virtual circuit on to the SONET circuit. This would be an example of a protocolconverted connection.
The above discussion has focused on intraarea heterogeneous connections. Less information will be available to upstream gateways about the switching and the adoption capability of downstream gateways for inter-area or interdon n n nFigure 3.
Example of an SDM-MPLS-SDM-TDM-SDM heterogeneous connection.
Direct Ethernet link GW1, GW2: SDM-MPLS gateway, e.g., Cisco GSR GW3, GW4: SDM-SONET gateway, e.g., Sycamore SN16000 SDM circuit, e.g., end-to-end Ethernet GW1 GW2 GW3 GW4 H1 H2 main connections. We are currently studying this problem and expect our work to propose further enhancements to GMPLS protocols and procedures.
CONCLUSIONS
We have drawn two sets of conclusions in this article. First, we have concluded that connection-oriented (CO) networks equipped with GMPLS control-plane protocols are well matched to the guaranteed service quality, adaptability, and scalability requirements of Grid computing. Second, we have noted two areas in which enhancements to current GMPLS protocols and implementations are required. On the protocol design side, we have discussed the need to extend GMPLS control-plane protocols to support heterogeneous connections, given that heterogeneity is a desired attribute for Grid computing and that multiple GMPLS-based CO networking technologies are currently available. With regard to GMPLS implementations, we have demonstrated that without a significant reduction in call-processing delays, large-scale networks will be hard to create because of its impact on utilization. 
