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Abstract
We consider the half-wave maps (HWM) equation which provides a continuum description
of the classical Haldane-Shastry spin chain on the real line. We present exact multi-soliton
solutions of this equation. Our solutions describe solitary spin excitations that can move with
different velocities and interact in a non-trivial way. We make an ansatz for the solution
allowing for an arbitrary number of solitons, each described by a pole in the complex plane
and a complex spin variable, and we show that the HWM equation is satisfied if these poles and
spins evolve according to the dynamics of an exactly solvable spin Calogero-Moser (CM) system
with certain constraints on initial conditions. We also find first order equations providing a
Ba¨cklund transformation of this spin CM system, generalize our results to the periodic HWM
equation, and provide plots that visualize our soliton solutions.
1 Introduction
One powerful method to describe systems with a large number of interacting degrees of freedom is
to take a hydrodynamic limit [1]. Since hydrodynamic limits are difficult to perform in practice,
one often has to resort to phenomenological hydrodynamic equations. However, within the class
of integrable systems, there are important exceptions: examples for which precise hydrodynamic
descriptions are known. Calogero-Moser (CM) systems are prominent such examples which have
hydrodynamic descriptions closely related to soliton equations of Benjamin-Ono type [2, 3, 4, 5,
6]. The relation between integrable systems and hydrodynamic equations has recently received
considerable interest in the context of non-equilibrium physics; see [7, 8] and references therein.
In this paper we present basic results for a soliton equation that was derived as a continuum
limit of a classical version of the Haldane-Shastry spin chain [9] and which is known as the half-
wave maps (HWM) equation [10, 11]. The HWM equation describes the time evolution of a
spin density in one dimension represented by a S2-valued function m(x, t) depending on a spatial
variable x ∈ R and time t ∈ R,1 and it is given by2
mt = m ∧Hmx (1.1)
1We find it convenient to treat the time evolution both to t > 0 and t < 0 on equal footing.
2By m ∈ S2 we mean m ∈ R3 with the constraint m2 = 1; ∧ is the usual cross product of three-vectors.
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with mt =
∂
∂tm etc., and H the Hilbert transform:
(Hf)(x) :=
1
pi
−
∫
R
f(x′)
x′ − x dx
′ (1.2)
with −
∫
a Cauchy principal value integral (for simplicity and to be specific, we restrict our discussion
here to the HWM equation on the real line; however, as discussed further below, we also have
results for the periodic HWM equation). The Haldane-Shastry spin chain can be obtained from
a spin CM system in a limit where the particle positions are frozen to a lattice [12] and, for this
reason, we regard the HWM equation as limiting case of a hydrodynamic equation describing a
spin CMS system.
Since the HWM equation arises as a continuum limit of an integrable system, one expects
that it is integrable. However, while some results in this direction are known, there are still gaps
in our understanding of this equation. More specifically, while a Lax pair of the HWM equation
was recently found in [13], only a restricted class of soliton solutions is known [9, 10, 11]. This
class consists of solutions with an arbitrary number, N , of solitons, all moving with the same
constant velocity and without interactions. Numerical results [9] suggest that there exist more
general soliton solutions where the individual solitons move with different velocities and interact
in a non-trivial way. Our main result is exact analytic formulas for such general multi-soliton
solutions of the HWM equation.
We now describe our main result (a precise formulation is given in Theorem 2.1). We make
the ansatz
m(x, t) = m0 + i
N∑
j=1
sj(t)
x− aj(t) − i
N∑
j=1
sj(t)
∗
x− aj(t)∗ (1.3)
with ∗ complex conjugation, m0 ∈ S2 describing an arbitrary vacuum solution (i.e., a solution
that is constant in space and time), aj(t) poles in the upper half complex plane C+, and sj(t) spin
variables with values in C3, and we show that this ansatz gives a solution of the HWM equation
(1.1)–(1.2) provided the following equations hold true:
s˙j = −2
N∑
k 6=j
sj ∧ sk
(aj − ak)2 , (1.4)
a˙jsj = −sj ∧
(
im0 −
N∑
k 6=j
sk
aj − ak +
N∑
k=1
s∗k
aj − a∗k
)
, (1.5)
s2j = 0, sj ·
(
im0 −
N∑
k 6=j
sk
aj − ak +
N∑
k=1
s∗k
aj − a∗k
)
= 0 (1.6)
for j = 1, . . . , N . We also show that equations (1.4)–(1.6) provide a Ba¨cklund transformation for
a known spin CM system in the sense of Wojciechowski [14]: they imply
a¨j = 4
N∑
k 6=j
sj · sk
(aj − ak)3 (1.7)
for j = 1, . . . , N , and (1.4) and (1.7) are the equations of motion of an exactly solvable spin CM
system solved in [15, 16].
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It is important to note that, if (1.5) and (1.6) hold true at initial time t = 0, they are fulfilled
for all times t ∈ R provided sj(t) and aj(t) time evolve according to (1.4) and (1.7); for this
reason, (1.5) and (1.6) are constraints on initial conditions: the dynamics is given by the spin
CM system. Moreover, for fixed N and m0, the constraints in (1.6) at time t = 0 allow for
solutions parametrized by 4N real parameters: the initial pole positions aj,0 := aj(0) in the upper
half complex plane, and directions nj ∈ S2 determining the initial complex spins sj,0 := sj(0),
for j = 1, . . . , N . As we will show in Section 2.3, the previously known traveling wave solutions
[9, 10, 11] correspond to the special case where nj = n is the same for all j. We also present
different methods to find initial data satisfying the constraints as well as plots of our solutions
which demonstrate that our soliton solutions can describe complicated spin interactions.
For simplicity, we restricted our discussion above to the HWM equation on the real line. There
is also a periodic version of the HWM equation which is integrable as well [9, 10, 13]. Our main
result stated above straightforwardly generalizes to the periodic case.
In the main body of this paper, we restrict ourselves to S2-valued solutions, which are the
most relevant for physics. However, our results straightforwardly generalize to the case where m is
C3-valued with m2 fixed to an arbitrary constant complex value: all the proofs in the Appendices
are done for this more general case.
The plan of this paper is as follows. In Section 2 we derive our N -soliton solutions of the
HWM equation on the real line, explaining the key steps and deferring computational details to
appendices. The generalizations of these results to the periodic case can be found in Section 3. In
Section 4, we discuss several methods to find initial data of multi-solitons and present visualiza-
tions of examples of our solutions. We end with concluding remarks in Section 5. Details of the
proofs can be found in the Appendices.
Notation: We write
∑N
k 6=j short for sums
∑N
k=1
k 6=j
etc. Vectors m in R3 or C3 are written as
m = (m1,m2,m3), and m ∧ n = (m2n3 −m3n2,m3n1 −m1n3,m1n2 −m2n1). We denote as C+
the complex upper half plane: C+ := {z ∈ C|Im z > 0}, and similarly, C− is the complex lower
half plane.
2 Multi-soliton solutions on the real line
We derive the multi-soliton solutions of the HWM equation on the real line governed by the
spin-pole dynamics described in the introduction (Section 2.1), and we show that this dynamics
can be derived from a known spin CM system (Section 2.2). We also explain how to recover the
known traveling wave solutions as a special case of our multi-soliton solutions (Section 2.3), and
we discuss the solution of the constraints on initial conditions (Section 2.4).
2.1 Spin-pole dynamics
We find it convenient to use the notation
α(x) :=
1
x
, V (x) :=
1
x2
(2.1)
3
and
(aj , sj , rj) =
{
(aj , sj ,+) (j = 1, . . . , N),
(a∗j−N , s
∗
j−N ,−) (j = N + 1, . . . 2N).
(2.2)
Note that V (x) is the famous interaction potential in the rational CM model, and α(x) is the
associated special function satisfying V (x) = α(x)2 = −α′(x) and a functional identity given in
(2.4) below [17].
Using this, the pole ansatz in (1.3) can be written as
m(x, t) = m0 + i
2N∑
j=1
rjsj(t)α(x− aj(t)) (2.3)
where m0 is an arbitrary constant vector in R3 satisfying m20 = 1. Note that, since we assume
that the poles aj(t) for j = 1, . . . , N are in the complex upper half-plane, rj equals the sign of the
imaginary part of aj(t) for j = 1, . . . , 2N .
In general, the pole ansatz in (1.3) gives a function m(x, t) ∈ R3 and thus, to find a solution
of the HWM equation, it is important to find conditions that constrain to m(x, t)2 = 1. We
therefore compute, using (2.3),
m2 = m20 + 2im0 ·
2N∑
j=1
rjsjα(x− aj)−
2N∑
j=1
2N∑
k=1
rjrk(sj · sk)α(x− aj)α(x− ak)
(here and in the following, we write m short for m(x, t), and we suppress the time dependence
of sj and aj , to simplify notation). Inserting m
2
0 = 1 and evaluating the double sum using
α(x− aj)2 = V (x− aj) for k = j and
α(x− aj)α(x− ak) = α(aj − ak)
(
α(x− aj)− α(x− ak)
)
(2.4)
for k 6= j, we find
m2 = 1−
2N∑
j=1
s2jV (x− aj) + 2
2N∑
j=1
α(x− aj)rjsj ·
(
im0 −
2N∑
k 6=j
rkskα(aj − ak)
)
(computational details are given in Appendix A.1). Because the functions α(x−aj) and V (x−aj)
are linearly independent, their coefficients must vanish if m2 = 1:
s2j = 0, sj ·
(
im0 −
2N∑
k 6=j
rkskα(aj − ak)
)
= 0 (2.5)
for j = 1, . . . , 2N . Inserting (2.1)–(2.2), one obtains the conditions in (1.6) for j = 1, . . . , N (and
the complex conjugate thereof for j = N + 1, . . . , 2N). To summarize: The conditions in (1.6)
are necessary and sufficient for the pole ansatz (1.3) to satisfy m2 = 1.
Because the HWM equation (1.1)–(1.2) is length-preserving:
∂tm
2 = 2mt ·m = 2(m ∧Hmx) ·m = 0, (2.6)
choosing initial values for aj and sj that satisfy (1.6) at time t = 0 is sufficient to guarantee
m ∈ S2 at future time. We suppose these initial values have been appropriately chosen and seek
the differential equations governing their evolution.
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We substitute the pole ansatz (2.3) into (1.1)–(1.2) to find, on the left-hand side,
mt = i
2N∑
j=1
rj
(
s˙jα(x− aj) + sj a˙jV (x− aj)
)
. (2.7)
To compute the right-hand side of (1.1)–(1.2), we recall that the (boundary values of) functions
analytic in the upper and lower half-planes are eigenfunctions of the Hilbert transform with
eigenvalues ±i, respectively. It follows that Hα(x− aj) = −irjα(x− aj) and
Hmx = ∂x(Hm) = i∂x
( 2N∑
j=1
(−irj)rjsjα(x− aj)
)
= −
2N∑
j=1
sjV (x− aj),
using α′(x − aj) = −V (x − aj) and the fact that H commutes with ∂x. Inserting this into the
right-hand side of (1.1)–(1.2) and using the identity obtained by differentiating the one in (2.4)
with respect to ak we find, by straightforward computations,
m ∧Hmx =− i
2N∑
j=1
V (x− aj)sj ∧
(
im0 −
2N∑
k=1
rkskα(aj − ak)
)
(2.8)
− i
2N∑
j=1
2N∑
k 6=j
α(x− aj)(rj + rk)(sj ∧ sk)V (aj − ak)
(computational details can be found in Appendix A.2). Since the functions α(x−aj) and V (x−aj)
are linearly independent, (2.7) and (2.8) imply that (1.1)–(1.2) is fulfilled if and only if
s˙j =−
2N∑
k 6=j
(1 + rjrk)(sj ∧ sk)V (aj − ak), (2.9a)
a˙jsj =− rjsj ∧
(
im0 −
2N∑
k 6=j
rkskα(aj − ak)
)
. (2.9b)
By (2.1)–(2.2), (2.9) is equivalent to (1.4)–(1.5). To summarize: If the pole ansatz in (1.3) satisfies
m2 = 1 at initial time t = 0, and if the spins sj and poles aj time evolve according to (1.4)–(1.5)
and are such that aj ∈ C+ for j = 1, . . . , N , then the function m in (1.3) is a solution of the
HWM equation (1.1)–(1.2) satisfying m2 = 1 for all times t ∈ R.
It is not obvious but true that (2.9b) is a well-defined differential equation determining the
time evolution of the poles aj : as explained in Appendix A.3, (2.9b) can be consistently reduced
to the following scalar equation,
a˙j = rj
sj ∧ s∗j
sj · s∗j
·
(
im0 −
2N∑
k 6=j
rkskα(aj − ak)
)
(2.10)
(note that this equation is obtained from (2.9b) by taking the dot product with s∗j ). Another way
to see this is to differentiate (2.9b) with respect to time, and to simplify the resulting equation by
a straightforward but tedious computation using (2.5) and (2.9); this gives
a¨j = −
2N∑
k 6=j
(1 + rjrk)(sj · sk)V ′(aj − ak) (2.11)
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(computational details are given in Appendix A.4); by (2.1)–(2.2), this is equivalent to (1.7). Thus,
rather than solving (1.4)–(1.5) with initial conditions satisfying (1.6), we can interpret (1.5) as
a further constraint on initial conditions and determine the time evolution of sj(t) and aj(t) by
solving (1.4) and (1.7). As discussed in Section 2.2, the latter two equations define the dynamics
of a spin CM system which is known to be integrable.
We summarize our findings as follows.
Theorem 2.1. For arbitrary m0 ∈ S2, N ∈ Z≥1, sj,0 ∈ C3 and aj,0 ∈ C+ such that
s2j,0 = 0, sj,0 ·
(
im0 −
N∑
k 6=j
sk,0
aj,0 − ak,0 +
N∑
k=1
s∗k,0
aj,0 − a∗k,0
)
= 0 (2.12)
for j = 1, 2, . . . , N , let sj(t) and aj(t) be solutions of the following system of equations,
s˙j(t) = −2
N∑
k 6=j
sj(t) ∧ sk(t)
(aj(t)− ak(t))2
, (2.13a)
a¨j(t) = 4
N∑
k 6=j
sj(t) · sk(t)
(aj(t)− ak(t))3
, (2.13b)
with initial conditions sj(0) = sj,0, aj(0) = aj,0, and
a˙j(0) =
sj,0 ∧ s∗j,0
sj,0 · s∗j,0
·
(
im0 −
N∑
k 6=j
sk,0
1
aj,0 − ak,0 +
N∑
k=1
s∗k,0
1
aj,0 − a∗k,0
)
(2.14)
for j = 1, . . . , N . Then, for all t ∈ R such that (i) aj(t) ∈ C+ for all j = 1, . . . , N , (ii) m(x, t) is
differentiable with respect to x and t, m(x, t) in (1.3) is an exact solution of the HWM equation
(1.1)–(1.2) such that m(x, t)2 = 1.
Remark 2.2. We restrict the result to times such that aj(t) ∈ C+ for all j since, if one of the
poles crosses the real line at some time t = t0 ≷ 0, then our proof breaks down for t ≷ t0. In our
numerical experiments we never saw this happen, and we believe that it cannot happen; it would
be interesting to prove this.
Remark 2.3. For simplicity, we exclude the possibility of non-differentiable solutions m(x, t).
However, we found examples of initial data m(x, 0) of the form (1.3) with one and two cusps.
Moreover, it is conceivable that certain differentiable initial data m(x, 0) of the form (1.3) develop
cusps in either x or t as time evolves; in fact, we observed such cusps in numerical experiments; see
Fig. 5. While we specifically exclude such cusps in the above theorem for simplicity, it is tempting
to speculate that profiles m(x, t) with cusps are in fact weak solutions of (1.1) in analogy with
the peakon solutions originally discovered for the Camassa-Holm equation [18]. We leave this
interesting question to future work.
2.2 Relation to rational spin Calogero-Moser system
We show that the equation determining the spin-pole dynamics in (2.13) are identical with the
equations of motion of the rational spin CM system due to Gibbons and Hermsen [15] in a special
case [16].
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Consider the Hamiltonian
HCM =
1
2
N∑
j=1
p2j +
∑
1≤j<k≤N
2Sj · Sk
(qj − qk)2 (2.15)
that drives the classical time evolution of the variables qj , pj , and Sj := (S
1
j , S
2
j , S
3
j ) according to
the Poisson brackets
{qj , pk} = δjk, {Saj , Sbk} = δjkabcScj (2.16)
for j, k = 1, . . . , N and a, b = 1, 2, 3, where abc is the completely antisymmetric symbol with
123 = 1. The equations of motion derived from this Hamilton system are
S˙j = −2
N∑
k 6=j
Sj ∧ Sk
(qj − qk)2 , (2.17a)
q¨j = 4
N∑
k 6=j
Sj · Sk
(qj − qk)3 . (2.17b)
We observe that these equations are identical with the time evolution equations in (2.13) if we
identify qj and Sj with aj and sj , respectively. However, there is an important difference: the
variables qj and Sj here correspond to particle positions on the real line and real spins, respec-
tively, whereas the poles aj and spin variables sj are complex and thus have no direct physical
interpretation. Thus, the spin-pole dynamics for the HWM equation we found corresponds to a
peculiar complexified version of the spin CM system in (2.15)–(2.16). However, one still can use
the known exact solution of this system [15] to solve the equations in (2.13), and we therefore
obtained fully analytic multi-soliton solutions of the HWM equation (1.1)–(1.2).
In the rest of this section we show that the Hamiltonian system (2.15)–(2.16) is indeed a special
case of the rational spin Calogero-Moser model in [15, 16].
The rational spin Calogero-Moser model is defined by the Hamiltonian [15]
HGH :=
1
2
N∑
j=1
p2j +
∑
1≤j<k≤N
(vj ·wk)(vk ·wj)
(qj − qk)2 , (2.18)
generating the time evolution of N particles with coordinates qj and momenta pj , together with
two sets of internal degrees of freedom given by two d-vectors vj = (v
α
j )
N
α=1 and wj = (w
α
j )
N
α=1,
with vj ·wj :=
∑d
α=1 v
α
j w
α
j and the following non-trivial Poisson brackets,
{qj , pk} = δjk, {vαj , wβk} = −iδjkδαβ. (2.19)
It is straightforward to check that vj ·wj are integrals of motion. The reduction of the system to
a submanifold determined by
vj ·wj = dc (j = 1, . . . , N), (2.20)
for any c is integrable [16]. Define the matrices Mj by their entries (Mj)αβ := v
α
j w
β
j , such that
(vj ·wk)(vk ·wj) = Tr (MjMk) and the restriction (2.20) becomes
Tr(Mj) = dc. (2.21)
Let us now specialize to d = 2 and c = 0, i.e. the case of two-dimensional vectors and 2 × 2
traceless matrices. We can decompose any such matrix as Mj = Sj · σ, where σ is the vector
of Pauli matrices. The coefficients Sj can be found using Sj =
1
2Tr(σMj). We can now rewrite
the system in terms of Sj : the Poisson brackets {Saj , Sbk} following from (2.19) equal the ones in
(2.16) and since Tr (MjMk) = 2Sj · Sk, the Hamiltonian in (2.18) reduces to the one in (2.15).
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2.3 Traveling wave solutions
We discuss how previously known traveling wave solutions of the HWM equation are recovered
from our soliton solutions (Section 2.3.1), and we discuss the physical interpretation of one-soliton
solutions (Section 2.3.2).
2.3.1 Derivation
It is known that the HWM equation admits exact traveling wave solutions [9, 10]
m(x, t) =
(√
1− v2 ReB(x− vt),∓
√
1− v2 ImB(x− vt),∓v), −1 < v < 1, (2.22)
where
B(z) =
N∏
j=1
z − aj,0
z − a∗j,0
, aj,0 ∈ C+. (2.23)
We show how to recover these solution from the ansatz (1.3).
We set
m0 = cos θe1 + sin θe3, sj = sj(e1 ∓ ie2) (j = 1, . . . , N) (2.24)
with sj ∈ C and e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1). We see that the first constraint in
(1.6) is satisfied: s2j = 0, while the second constraint in (1.6) becomes
cos θ −
N∑
k=1
2is∗k
aj − a∗k
= 0. (2.25)
We have s˙j = 0 from (1.4), while (1.5) leads to
a˙jsj =sj(e1 ∓ ie2) ∧
(
− i(cos θe1 + sin θe3) +
N∑
k=1
s∗k(e1 ± ie2)
aj − a∗k
)
=∓ sin θsj ∓ sj cos θe3 ±
N∑
k=1
2isjs
∗
k
aj − a∗k
e3 = ∓ sin θsj ,
using (2.25) in the last step. Thus sj(t) = sj,0(e1 ∓ ie2) and aj(t) = aj,0 ∓ sin θt, and we have
found the solution
m(x, t) = cos θe1 + sin θe3 + i
N∑
j=1
sj,0(e1 ∓ ie2)
x− aj,0 ± sin θt − i
N∑
j=1
s∗j,0(e1 ± ie2)
x− a∗j,0 ± sin θt
=Re
cos θe1 − N∑
j=1
2is∗j,0(e1 ± ie2)
x− a∗j,0 ± sin θt
+ sin θe3 (2.26)
subject to (2.25) at time t = 0. To solve (2.25) at t = 0, we note that the Blaschke product in
(2.23) has the decomposition
B(z) = 1 +
N∑
k=1
Bk
z − a∗k,0
, Bk = (ak,0 − a∗k,0)
N∏
j 6=k
aj,0 − a∗k,0
a∗j,0 − a∗k,0
. (2.27)
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Because B(aj,0) = 0, we must have
1 +
N∑
k=1
Bk
aj,0 − a∗k,0
= 0 (j = 1, . . . , N), (2.28)
and we see that 2is∗k,0 = −Bk cos θ provides a solution to (2.25) at t = 0. Thus,
cos θ −
N∑
k=1
2is∗j,0
x− a∗j,0 ± sin θt
= cos θB(x± sin θt). (2.29)
Inserting this into (2.26) gives
m(x, t) = e1 cos θReB(x± sin θt)∓ e2 cos θ ImB(x± sin θt) + e3 sin θ,
which is (2.22) with v = ∓ sin θ.
2.3.2 One-soliton solutions
We write the traveling-wave solution in (2.22) in a coordinate-independent way by renaming
e1 → n1, ∓e2 → n2, ∓e3 → n1 ∧ n2 := n:
m(x, t) = (n1 ·m0)
(
n1ReB(x− vt) + n2ImB(x− vt)
)
+ (n ·m0)n, v = n ·m0 (2.30a)
with B(z) in (2.23) satisfying |B(x − vt)| = 1. This makes manifest that, for fixed vacuum
m0 ∈ S2, a traveling wave solution is determined by the direction n ∈ S2 fixing its velocity,
and this direction is at the same time a rotation axis: the solution describes a counter-clockwise
rotation of m about a circle in the plane orthogonal to n, starting out at m → m0 at x → −∞
and ending again at m → m0 at x → ∞; N ∈ Z≥1 corresponds to the number of rotations of
m about n. Moreover, despite the fact that the propagation speed v can be positive, zero, or
negative, the traveling wave solutions are chiral in the sense that the rotation direction always is
counter-clockwise when going from x = −∞ to x = +∞: n1 ∧ n2 = +n.
In particular, the one-soliton solutions are given by (2.30a) with
B(x− vt) = x− a
R
1,0 − iaI1,0 − vt
x− aR1,0 + iaI1,0 − vt
=
(x− aR1,0 − vt)/aI1,0 − i
(x− aR1,0 − vt)/aI1,0 + i
(2.30b)
where aR1,0 := Re a1,0 and a
I
1,0 := Im a1,0; we interpret the traveling wave solutions for N > 1 as a
bound state of N one-solitons which have the same constant rotation direction and speed.
2.4 Solution of constraints
We show that, for fixed vacuum m0 ∈ S2 and soliton number N ∈ Z≥1, Theorem 2.1 provides a
4N -parameter family of soliton solutions. For that, we discuss the solution of the constraints in
(1.6). For simplicity, we write in this section aj and sj short for aj,0 and sj,0, respectively, and we
restrict our discussion to the case
|aRj /aIj − aRk /aIk|  0 (1 ≤ j < k ≤ N), (2.31)
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Figure 1: Spin configuration m(x, t) for a one-soliton solution corresponding to the initial data
(4.11) at fixed time t = 1/2. Shown are the vacuum solution m0, the rotation direction n, and
the spin m(x, t) as a function of x ∈ R, sweeping out a colored cone: at fixed x, m(x, t) is drawn
as a colored vector from the origin with its color indicating the value of x according to the legend
underneath. The curved arrow indicates the counter-clockwise rotation direction of the spin when
going from x = −∞ to x =∞.
where aRj := Re aj and a
I
j := Im aj . We find it convenient to write (1.6) as
s2j = 0, sj ·
(
imj −
s∗j
aj − a∗j
)
, mj := m0 + i
N∑
k 6=j
(
sk
aj − ak −
s∗k
aj − a∗k
)
(2.32)
for j = 1, . . . , N .
As explained in Appendix B, the general solution of the first constraint in (2.32) is
sj = sj(nj,1 + inj,2) (2.33)
with sj ∈ C and nj,1,nj,2 ∈ S2 such that nj,1 · nj,2 = 0, and these orthonormal vectors nj,1 and
nj,2 are not unique but can be rotated in the plane spanned by them at the cost of changing
the phase of sj ; see Lemma B.1 (a) for a precise formulation of this fact. Thus, to solve the
constraints (2.32), we pick N poles aj ∈ C+ and N unit vectors nj ∈ S2 such that nj · sj = 0,
i.e., nj = nj,1 ∧ nj,2. As argued below, for fixed m0 ∈ S2, this choice can be made without any
restriction, and then the constraints (2.32) determine the sj uniquely. Thus, solutions (aj , sj)
N
j=1
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of (1.6) are parametrized by 4N real parameters: two for the real- and imaginary parts of each
pole aj ; two for the polar angles determining the direction nj ; j = 1, . . . , N . Moreover, these
parameters have a simple physical interpretation when the solitons are far apart: aRj = Re aj
determines the initial position of the soliton j; aIj = Im aj determines its spatial extension; nj is
the direction about which the spin rotates and which, at the same time, determines the soliton
velocity through (2.30a).
To substantiate the claims in the previous paragraph, we insert (2.33) in (2.32):
sj(nj,1 + inj,2) ·
(
imj −
s∗j (nj,1 − inj,2)
2iaIj
)
= isj
(
(nj,1 + inj,2) ·mj +
s∗j
aIj
)
= 0,
which has the solution
sj = a
I
j(nj,1 − inj,2) ·m∗j (j = 1, . . . , N). (2.34)
Since mj depends on sk 6=j , (2.34) together with the definition of mj in (2.32) provide a system of
N non-linear equations for N unknowns sj . We found that this system of equations can be solved
efficiently by an iterative procedure if the conditions in (2.31) hold true, which can be understood
as follows: at initial time t = 0, one has N well-separated one-solitons, and m
(0)
j = m0 independent
of j is a reasonable approximation to mj . Inserting this in (2.34), one obtains an approximation
to sj : s
(1)
j = −aIj(nj,1 − inj,2) ·m0, which can be inserted in the definition of mj to get a better
approximation m
(1)
j to mj , etc. This suggests the following iteration scheme to solve this system
of equations:
s
(n+1)
j = a
I
j(nj,1 − inj,2) ·
(
m0 − i
N∑
k 6=j
(
(s
(n)
k )
∗(nj,1 − inj,2)
a∗j − a∗k
− s
(n)
k (nj,1 + inj,2)
a∗j − ak
))
(2.35)
for n = 0, 1, 2, . . ., starting out with s
(0)
j := 0. As explained in Section 4, we have implemented
this iterative scheme, and we found that it converges well to a unique solution sj for a majority
of choices for aj and nj even for small soliton separations. Moreover, we found that the N -soliton
solution is well-approximated by a superposition of one-soliton solutions:
m(x, t) ≈
N∑
j=1
(n1,j ·m0)
(
n1,jReBj(x− vjt) + n2,jImBj(x− vjt)
)
+ (nj ·m0)nj , (2.36a)
nj = nj,1 ∧ nj,2, Bj(x− vjt) =
(x− aRj − vjt)/aIj − i
(x− aRj − vjt)/aIj + i
, vj = nj ·m0, (2.36b)
provided
|(aRj − vjt)/aIj − (aRk − vkt)/aIk|  1 (1 ≤ j < k ≤ N) (2.36c)
for all times −t0 ≤ t ≤ t0 and some t0 > 0, and this makes manifest the physical interpretation
of the parameters aj ∈ C and nj given above (to obtain this, we make use of (B.2) to rotate
nj,1,nj,2 so that sj > 0). Moreover, at other time intervals where the solitons are well-separated,
the solution is again well approximated by a formula like (2.36) but with possible phase shifts
aRj → a˜Rj caused by soliton-soliton interactions at intermediate times. In particular, any multi-
soliton solution is well approximated by (2.36) in the far past (t → −∞) and the far future
(t→∞), with possible phase shifts in aRj → aRj,∓. As an illustration of this, we plot a two- and a
three-soliton solution in the far past and future in Fig. 2, clearly showing that in those regimes
the multi-soliton solution is well-approximated by a superposition of one-soliton solutions.
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t = −100 t = 100
t = −100 t = 100
x
Figure 2: Spin configurations m(x, t) for the two- and three-soliton solutions with initial data
(4.13) and (4.15), respectively, at fixed times in the far past and future. The curves on the unit
sphere show the spatial dependence of the spin m(x, t), with the color indicating the value of
x ∈ R according to the legend underneath; the black dot indicates the vacuum direction m0. We
clearly see the individual solitons: each such soliton corresponds to a circle starting and ending
at the vacuum direction m0. The time evolution of these two- and three-soliton solutions is given
in Fig. 4 and 5, respectively.
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3 Periodic multi-soliton solutons
The periodic HWM equation is defined by the same equation (1.1) as in the real-line case, but the
S2-valued functions m(x, t) are periodic: m(x, t) = m(x + L, t), with L > 0 a fixed parameter,
and instead of the Hilbert transform in (1.2) one uses its periodic generalization [19]:
(Hf)(x) :=
1
L
−
∫ L/2
−L/2
cot
(pi
L
(x′ − x)
)
f(x′) dx′. (3.1)
As proved in Appendix A, all results discussed in Section 2 can be straightforwardly generalized
to this periodic case by replacing α(x) and V (x) in (2.1) with
α(x) := κ cotκx, V (x) :=
κ2
sin2 κx
, κ :=
pi
L
, (3.2)
where V (x) is the interaction potential of the trigonometric CM system and α(x) the associated
special function such that V (x) = −α′(x) = α(x)2 − κ2 [17]. In particular, the pole ansatz that
gives multi-soliton equations for the periodic HWM equation is
m(x, t) = m0 + i
N∑
j=1
sj(t)κ cotκ (x− aj(t))− i
N∑
j=1
sj(t)
∗κ cotκ (x− aj(t)∗) . (3.3)
Theorem 3.1. For arbitrary N ∈ Z≥1, m0 ∈ R3, sj,0 ∈ C3 and aj,0 ∈ C+ such that
s2j,0 = 0, sj,0 ·
(
im0 −
N∑
k 6=j
sk,0κ cotκ (aj,0 − aj,0) +
N∑
k=1
s∗k,0κ cotκ
(
aj,0 − a∗j,0
))
= 0 (3.4a)
for j = 1, 2, . . . , N , and
m20 − 4κ2
( N∑
j=1
Im sj,0
)2
= 1, (3.4b)
let sj(t) and aj(t) be solutions of the following system of equations,
s˙j(t) = −2
N∑
k 6=j
sj(t) ∧ sk(t) κ
2
sin2 κ (aj(t)− ak(t))
(3.5a)
a¨j(t) = 4
N∑
k 6=j
sj(t) · sk(t)κ
3 cosκ (aj(t)− ak(t))
sin3 κ (aj(t)− ak(t))
, (3.5b)
with initial conditions sj(0) = sj,0, aj(0) = aj,0, and
a˙j(0) =
sj,0 ∧ s∗j,0
sj,0 · s∗j,0
·
(
im0 −
N∑
k 6=j
sk,0κ cotκ (aj,0 − ak,0) +
N∑
k=1
s∗k,0κ cotκ
(
aj,0 − a∗k,0
))
(3.6)
for j = 1, 2, . . . , N . Then, for all times t ∈ R such that (i) aj(t) ∈ C+ for all j = 1, . . . , N , (ii)
m(x, t) is differentiable with respect to x and t, m(x, t) in (3.3) is an exact solution of the periodic
HWM equation (1.1) and (3.1) such that m(x, t)2 = 1.
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(The proof is given in Appendix A.)
Clearly, this result is a straightforward generalization of the one in Theorem 2.1 for the rational
case; the only new feature is the appearance of an additional constraint on initial conditions in
(3.4b).
Similarly to the rational case, the spin-pole dynamics in (3.5) is identical to the equations of
motion of the trigonometric spin CM model; see Appendix A.5 for details.
4 Generating solutions
We have thus far shown that our soliton ansatz (1.3) provides a solution to the real-line HWM
equation if the initial data satisfy the constraints (1.6), and we presented a similar result in the
periodic case with the corresponding constraints in (3.4a)–(3.4b). In this section we explore several
ways to solve these constraints, and we provide explicit examples of multi-soliton solutions.
4.1 Iteration algorithm
As already discussed in Section 2.4 real-line case, one can find solutions to the constraints (1.6)
satisfied by soliton initial conditions using iteration. We discuss the algorithm for the correspond-
ing constraints (3.4a)–(3.4b) in the periodic case. This requires the incorporation of one extra
constraint compared to the real-line case; the restriction to the real-line case is straightforward,
as will be explained.
If we ignore soliton interactions, the constraints (3.4a)–(3.4b) simplify to
s2j = 0, sj ·
(
m0 − is∗jα(aj − a∗j )
)
= 0, m20 − 4κ2
N∑
j=1
N∑
k=1
Im sj · Im sk = 1, (4.1)
with α(x) in (3.2). We fix some poles aj ∈ C+ and a unit vector n0 ∈ S2, write m0 = mn0 for
some m > 0, and employ again the decomposition suggested by Lemma B.1:
sj = sj(nj,1 + inj,2), (4.2)
with two unit vectors nj,1,nj,2 ∈ S2. By requiring sj > 0 we fix the U(1) freedom discussed in
Section 2.4 and Lemma B.1, and we get a unique representation of sj : we find from (4.1)
nj,1 · nj,2 = 0, nj,2 ·m0 = 0, (4.3)
and choosing such unit vectors nj,1 and nj,2, we find from (4.1) that sj = ms
′
j with
s′j =
nj,1 · n0
2iα(aj − a∗j )
, (4.4)
with the constant m > 0 determined by the last constraint in (4.1):
m2
1− 4κ2 N∑
j=1
N∑
k=1
s′js
′
knj,2 · nk,2
 = 1. (4.5)
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This solves the simplified constraints (4.1).
The full constraints are as in (4.1) but with m0 in the second equation replaced by
mj = m0 + i
N∑
k 6=j
skα (aj − aj)− i
N∑
k=1
s∗kα
(
aj − a∗j
)
. (4.6)
To solve this, we take the unit vectors n0, nj,1 and nj,2 as above, and, similarly as above, the
parameters sj and m are determined by
sj =
(nj,1 − inj,2) ·m∗j
2iα(aj − a∗j )
, m2 = 1 + 4κ2
N∑
j=1
N∑
k=1
Im sj · Im sk. (4.7)
We solve the latter non-linear system of equations by iteration, taking the approximate solution
in (4.4)–(4.5) as base step: s
(0)
j = ms
′
j and m
(0) = m. We then compute a sequence {s(n+1)j } and
m(n+1) for n = 0, 1, 2, . . .: given a set of {s(n)j } and m(n), we define the associated m(n)j and use
(4.7) to compute a new set {s(n+1)j } as well as a new m(n+1). Since the right-hand side of the first
equation in (4.7) can be non-real during the iteration, we allow the sj to become complex. As
shown in Lemma B.1, this extension effectively allows for the rotation of the vectors nj,1,nj,2 in the
plane spanned by them while keeping them orthogonal; however, the unit vectors nj = nj,1 ∧nj,2
remain unchanged.
The discussion above can be summarized in the following algorithm:
1. Fix a set of poles aj and a unit vector n0.
2. For j = 1, . . . , N , choose a unit vector nj,2 orthogonal to n0 and then a unit vector nj,1
orthogonal to nj,2.
3. Compute the set s
(0)
j = ms
′
j , j = 1, . . . , N , and m
(0) = m using (4.4) and (4.5).
4. Find new sets {s(n+1)j } and m(n+1) iteratively, evaluating the right-hand side of (4.7) using
the data acquired at step n.
We repeat step 4 until the result stabilizes to some given accuracy.
In order to apply the algorithm to the rational case, we note that the constraint (4.5) simply
becomes m2 = 1 in that case. This means m does not change during the iteration and we can
keep it fixed to m = 1.
4.1.1 Results
We implemented the algorithm in Mathematica3 and used random input data to find sets {aj , sj}
that give soliton initial conditions to the HWM equation. As long as the chosen poles aj were not
too close together to cause numerical instabilities, the algorithm converges and yields soliton initial
conditions that satisfy the constraints with our requested accuracy of 10 digits. More specifically,
3Notebooks attached to the arXiv submission of this paper contain this algorithm and the data discussed here.
In particular, it contains the data used to generate Fig. 3.
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we found that, for N = 2, 3, 4, 5, for 10000 randomly chosen initial directions nj,1 and nj,2 and
poles aj , ∼ 90% of the cases that satisfied |aRj /aIj − aRk /aIk| > 1 for all j 6= k had converged to
1 and >10 digits after 40 and 150 iterations, respectively. Examples of soliton initial conditions
found in this way are given in Fig. 3. Admissible initial conditions can be time-evolved using
(2.13) to obtain a full solution to the HWM equation. Before discussing this, let us first explain
how one in special cases can even find exact solutions of the constraints (2.12) and (3.4a).
x
x
Figure 3: Examples of multi-soliton initial conditions m(x, t = 0) for the HWM equation. The
upper and lower four plots correspond to the real-line and periodic cases, respectively, and the
soliton numbers are N = 2, 3, 4, 5 from left to right. The position x is given by colors corresponding
to the legends above and below in the real-line and periodic cases, respectively; L = 5 in the latter
case. The vacuum m0 is indicated by a black dot, and the colored dots correspond to m(x, t = 0)
at x = −1 (blue), x = 0 (purple) and x = 1 (red), respectively. For fixed N , we generated random
poles aj and random directions nj,1 and nj,2, and we solved the non-linear constraints determining
soliton initial conditions using an iterative method, as explained in Section 4.1; the given examples
illustrate the effect of inter-soliton interactions: as explained in Section 2.4, in the real-line case
and for times t→ ±∞, all spin configurations evolve towards N distinct circles corresponding to
non-interacting solitons.
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4.2 Exact solutions
We describe a useful heuristic method to generate analytic solutions to the constraints and thus
obtain soliton initial conditions (1.3) for (1.1).
A standard parameterization of S2 is
(sin θ cosφ, sin θ sinφ, cos θ) (4.8)
where θ ∈ [0, pi] and φ ∈ [0, 2pi). Setting θ = arctan y and φ = arctanx, we obtain(
2y(1− x2)
(1 + y2)(1 + x2)
,
4xy
(1 + y2)(1 + x2)
,
1− y2
1 + y2
)
. (4.9)
By specifying a relationship between y and x, we obtain a rational function from R to S2. Doing
this, we obtain three examples of soliton initial data.
1. y = 1/
√
3. The corresponding initial data is
m(x, 0) =
(
2x
1 + x2
, 0,
1
2
)
. (4.10)
In terms of the expansion (1.3) at t = 0, the parameters are
m0 = (−
√
3/2, 0, 1/2), a1,0 = i, s1,0 = (
√
3/2,−
√
3i/2, 0). (4.11)
2. y = x/2. The corresponding initial data is
m(x, 0) =
(√
3
2
1− x2
1 + x2
,
√
3x
1 + x2
,
1
2
)
. (4.12)
In terms of the expansion (1.3) at t = 0, the parameters are
m0 =(0, 0,−1), (a1,0, a2,0) = (i, 2i),
s1,0 =(4i/3,−4/3, 0), s2,0 = (−10i/3, 8/3, 2) .
(4.13)
3. y = x2. The corresponding initial data is
m(x, 0) =
(
2x2(1− x2)
(1 + x2)(1 + x4)
,
4x3
(1 + x2)(1 + x4)
,
1− x4
1 + x4
)
. (4.14)
In terms of the expansion (1.3) at t = 0, the parameters are
m0 = (0, 0,−1), (a1,0, a2,0, a3,0) = (i, eipi/4, e3ipi/4),
s1,0 = (−1, i, 0), s2 = 12
(
e3ipi/4,−1− i, e3ipi/4
)
,
s3,0 =
1
2
(
e5ipi/4, 1− i, e5ipi/4
)
.
(4.15)
A similar method can be used to construct trigonometric initial data. Consider a meromorphic,
L-periodic function f : C→ C3 satisfying f(z∗) = f(z)∗. If f is bounded on {z ∈ C : |Im z| > M}
for some positive number M , then Liouville’s theorem ensures that f can be put into the form
(3.3). We can obtain such functions also satisfying f(R) ⊂ S2 by setting y and x to appropri-
ate trigonometric functions of the same variable in (4.9). However, there are complications in
controlling the number of poles (which corresponds to the soliton number).
While the numerical iteration method explained in Section 4.1 is far more flexible, the method
in this section is interesting since it provides initial conditions leading to cusps, as discussed at
the end of Section 4.3.
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4.3 Numerical time-evolution
As a check of our results as well as an aid to develop intuition, we have developed two independent
numerical implementations to solve (1.1) using the ansatz (1.3).
Examples of the time evolutions of two- and three-soliton solutions for the real-line case are
displayed in Fig. 4 and Fig. 5, respectively.4 The figures also give the energy density5 [9]
ε := −m ·Hmx (4.16)
of the respective solutions. The energy density exhibits the individual solitons as localized peaks.
The two-soliton solution in Fig. 4 has initial data (4.13), and the time evolution of the spin
m, which is visualized by the colored curves on the sphere, is complicated; however, the energy
density plots are simpler, showing clearly the motion of two localized energy lumps that collide
at t = 0 and re-emerge unchanged after the collision, as expected for solitons. The curves on the
sphere show that, for x→ ±∞, the spin m always aligns with the vaccum m0 and, if the solitons
are far apart, the behavior of m is well approximated by two circles corresponding to a sum to
two one-soliton solutions, as already discussed in Section 2.4.
The three-soliton solution in Fig. 5 has initial data (4.15), and it is similar to the two-soliton
case, except that the spin configuration m(x, t) can be describes by three circles when the solitons
are far apart, and, in the special case we consider, one of these circles is stationary. Moreover,
the spin m at the origin x = 0 makes two full precessions during the interaction, and it is located
diametrically opposite to m0 at times t = 0 and t→ ±∞; see the purple dotted line in Fig. 5. It
is interesting to note that there seem to be cusps in the time evolution of m(x, t) at x = ±1 and
t = 0 as well as a spatial cusp at x = 0 and t = 0. Theorem 2.1 thus seems to apply only to t > 0
and t < 0 but not to any time interval containing t = 0; nevertheless, it seems that our numerical
solution does not have any problems at t = 0. We therefore believe that the HWM equation also
has weak solutions with cusps.
We computed the time evolution of many multi-soliton initial data obtained with random
initial data and the numeric iteration procedure described in Section 4.1, and we did not find any
cusp-like singularity in any of these solutions. However, we observed cusps like in Fig. 5 also in
the two-solition solution shown in Fig. 4 (they become visible when tracing the time evolution of
m(x, t) at the points x ≈ ±1.45). We thus believe that, while cusps exist for the HWM equation,
they are rare, and the exact method described in Section 4.2 is useful to generate initial conditions
leading to cusps.
4.3.1 Numerical implementation
Julia. Using the Julia programming language [20] we have developed a program to evolve any
form of initial data according to the HWM equation (1.1) along the lines of [21], allowing us
to check for soliton solutions by providing only an initial profile: due to numerical inaccuracies,
the time evolution converges numerically only for initial conditions corresponding to N -soliton
solutions. Our program is a low-level implementation of a complicated system of ODE’s obtained
4A Mathematica notebook to generate a video of the time evolution is available in the source files of the arXiv
submission.
5The sign difference in (4.16) versus [9] is due to our convention for the Hilbert transform in (1.2).
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xt = −20 t = −4 t = −1 t = 0
t = 0.5 t = 2 t = 4 t = 20
Figure 4: The time evolution of the two-soliton solution with initial data (4.13). Each frame shows
the spin configuration m(x, t) (colored line on unit sphere) and energy density in (4.16) (lower
plot) at one moment in time t given at the top. The curve on the sphere shows the change of the
spin m(x, t) along the x-axis, with colors indicating the x-axis location according to the legend
underneath. Note that the color gradient is non-linear, changing linearly only close to the origin
x = 0 but approaching a constant color away from the origin exponentially fast. The vacuum
direction is indicated by a black dot (south pole). For three distinguished points x = −1 (blue),
x = 0 (purple) and x = 1 (red) on the x-axis, we have indicated the corresponding spin m(x, t)
with a dot. The energy density plots show the solitons as localized lumps.
by discretizing the HWM equation (1.1), and typical running times are 10−120 mins on a regular
laptop, depending on the desired accuracy and time interval. It turned out to be unnecessary to
manually enforce the solution to remain on the unit sphere as time evolves (the HWM equation
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xt = −15 t = −2 t = −0.5 t = 0
t = 1 t = 2.5 t = 6 t = 15
Figure 5: The time evolution of the three-soliton solution with initial data (4.15), following the
lay-out of Fig. 4. In addition, the time evolution of the spin m(x, t) at the three distinguished
points x = −1 (blue), x = 0 (purple) and x = 1 (red) is traced by a dashed line, starting at time
t = −15. This numerical solution exhibits cusps in both x and t at t = 0.
preserves the norm as shown in (2.6), but numerical inaccuracies could in principle spoil this
property): our solutions had unit norm, m2 = 1, with high accuracy (∼ 10−3) on any time
interval we used. The solutions displayed in Figs. 4–5 were checked using this implementation.
Mathematica. We used Mathematics to solve the second-order system (2.13a)–(2.13b) belong-
ing to the rational case as well as (3.5a)–(3.5b) belonging to the trigonometric case. This runs very
fast (typically 1s on a regular laptop), and it yields accurate results (numerical inaccuracies are
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invisible in our plots). The plots in Figs. 4–5 were produced with data from this implementation.
5 Discussion
In this paper we discussed a new family of multi-soliton solutions of the half-wave maps equation,
and we showed that the time evolution of the spins and poles parametrizing these solutions is
given by an integrable spin Calogero-Moser system. We also developed numerical methods to find
explicit examples of these solitons.
It is interesting to note that our results parallel classical results on the Benjamin-Ono equation
and its relation to the rational and trigonometric CM system [2, 3, 4]. In fact, there are two such
relations which seem unrelated: first, one obtains the Benjamin-Ono equation as a hydrodynamic
description of a CM system [2, 4]. Second, one can obtain exact multi-soliton solutions of the BO
equation by a pole-ansatz and with poles satisfying the dynamics of the CM system [22]; however,
the latter CM system has no direct physical interpretation since the poles move in the complex
plane (rather than on the real line); moreover, the time evolution of the poles is given by first order
equations, but these first order equations happen to be Ba¨cklund transformations of a CM system
[14]. For the HWM equation, there are two corresponding relations to a spin CM system: first,
the HWM equation is derived from an exactly solvable spin-chain model which can be obtained as
a limit from a spin CM system using Polychronakos’ freezing trick [12]. Second, the dynamics of
our pole solutions is described by a complexified version of this spin CM system which, again, has
no obvious physical interpretation. Moreover, we do not obtain the spin CM system directly, but
it arises from a system of first order equations which, as we show, is a Ba¨cklund transformation
of this spin CM system.
The results presented in this paper suggest several avenues for further investigation.
1. The main results in this paper, Theorems 2.1 and 3.1, exclude solutions with cusps in either
x or t. However, we observed such cusps in our numerical experiments; see Fig. 5. The
Camassa-Holm equation [18] is known to admit peakons: soliton-like weak solutions with
a discontinuous spatial derivative. It would be interesting to investigate the existence of
analogous weak solutions in the HWM equation.
2. To our knowledge, the Ba¨cklund transformation of the spin CM model that we found was
not known before; it would be interesting to generalize it to other spin CM systems and
study it systematically.
3. As the HWM equation can be interpreted as a classical continuum limit of the Haldane-
Shastry spin chain, it is natural to investigate whether solitons exist for similar limits of
related models. We propose to study the continuum dynamics of the elliptic spin CM
system (and the corresponding hyperbolic, trigonometric, and rational systems via elliptic
degeneration). Via freezing [12], such a continuum description would be expected to yield a
classical hydrodynamic limit of the Inozemtsev spin chain [23] and thus provide an elliptic
analog of the HWM equation.
4. The recently rediscovered partially anisotropic Haldane-Shastry model [24, 25] is another
natural candidate to admit an interesting, integrable continuum description. The result-
ing soliton equation would expectedly be a q-deformation of the HWM equation and have
solitons governed by Ruijsenaars-Schneider spin-pole dynamics.
21
5. To our knowledge, a spin-pole ansatz was first used in [15] to obtain solution solutions of the
Boomeron equation [26]. It would be interesting to investigate the applicability of such an
ansatz to other models. The classical Heisenberg ferromagnet equation, mt = m ∧mxx, is
a natural place to start. While the soliton solutions of this model can be obtained through
inverse scattering [27, 28], the motion of the poles associated with these solitons has not
to our knowledge been studied before. The Heisenberg ferromagnet equation is gauge-
equivalent to the nonlinear Schro¨dinger equation [29], whose solutions have poles that satisfy
constrained CM dynamics [30]. Thus, it would also be interesting to link the HWM equation
to a nonlinear Schro¨dinger-type equation. A natural candidate for such an equation is the
Hilbert-nonlocal nonlinear Schro¨dinger equation [31].
A Proofs
We give detailed proofs of the results presented in the main text, including computational details.
Our arguments are such that they apply to the HWM equation on the real line (Section 2) and
the periodic HWM equation (Section 3), using the special functions α(x) and V (x) introduced in
(2.1) and (3.2), respectively. Moreover, we generalize the results presented in the main text by
allowing complex-valued solutions m(x, t) of the HWM equation in (1.1) satisfying
m(x, t)2 = ρ2, (A.1)
where ρ ∈ C is an arbitrary complex constant, and we allow for a more general pole ansatz
m(x, t) = m0 + i
N∑
j=1
sj(t)α(x− aj(t))− i
M∑
j=1
tj(t)α(x− bj(t)) (A.2)
where
(aj(t), sj(t)) ∈ C+ × C3 (j = 1, . . . , N), (bk(t), tk(t)) ∈ C− × C3 (k = 1, . . . ,M), (A.3)
with arbitrary non-negative integers N,M ; the real-solutions case discussed in the main text
corresponds to ρ = 1 and
M = N ; bj(t) = aj(t)
∗, tj(t) = sj(t)∗ (j = 1, . . . , N). (A.4)
While the real-solution case is probably most interesting from a physics point of view, the more
general complex solutions are interesting mathematically. Moreover, by using the short-hand
notation introduced in (2.2), we get this generalization for free: the only difference is that we have
(aj , sj , rj) =
{
(aj , sj ,+) (j = 1, . . . , N)
(bj−N , tj−N ,−) (j = N + 1, . . . N +M)
(A.5)
instead of (2.2) and N +M instead of 2N , and thus one can write (A.2) as
m(x, t) = m0 + i
N∑
j=1
rjsj(t)α(x− aj(t)), N := N +M, (A.6)
which is not more complicated in the general case. However, when inserting (A.5), the special case
(A.4) becomes simpler in that the equations obeyed by (tj , bj)
M
j=1 can be obtained by complex
conjugation from the ones for (sj , aj)
N
j=1 and thus can be ignored.
In the following sections, we present our results and their proofs in a formal mathematical
language, mirroring our more informal discussion in Section 2.
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A.1 Constraints
Lemma A.1. The function m(x, t) in (A.2) satisfies m(x, t)2 = ρ2 if and only if
s2j = 0, sj ·
(
im0 −
N∑
k 6=j
skα(aj − ak) +
M∑
k=1
tkα(aj − bk)
)
= 0 (A.7a)
for j = 1, . . . , N ,
t2j = 0, tj ·
(
im0 +
M∑
k 6=j
tkα(bj − bk)−
N∑
k=1
skα(bj − ak)
)
= 0 (A.7b)
for j = 1, . . . ,M , and
ρ2 = m20 + κ
2
( N∑
j=1
sj −
M∑
j=1
tj
)2
. (A.7c)
Proof. Using (A.6), we compute
m2 = m20 + 2im0 ·
N∑
j=1
rjsjα(x− aj)−
N∑
j=1
N∑
k=1
rjrk(sj · sk)α(x− aj)α(x− ak).
We evaluate the double sum using
α(x− aj)2 = V (x− aj)− κ2 (A.8)
for k = j and the identity
α(x− aj)α(x− ak) = α(aj − ak)
(
α(x− aj)− α(x− ak)
)− κ2 (A.9)
for k 6= j. This gives
m2 = m20 + κ
2
N∑
j,k=1
rjrk(sj · sk)−
N∑
j=1
s2jV (x− aj) + 2im0 ·
N∑
j=1
rjsjα(x− aj)
−2
N∑
j=1
N∑
k 6=j
rjrk(sj · sk)α(aj − ak)α(x− aj),
which implies that m2 = ρ2 is equivalent to
s2j = 0, sj ·
(
im0 −
N∑
k 6=j
skα(aj − ak)
)
= 0 (j = 1, . . . ,N ), (A.10)
ρ2 = m20 + κ
2
( N∑
j=1
rjsj
)2
. (A.11)
Inserting (A.5) we obtain the result.
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A.2 Spin-pole dynamics
Proposition A.2. The function m(x, t) in (A.2) satisfies the HWM equation (1.1) if the con-
straints in Lemma A.1 and the following ordinary differential equations are fulfilled,
s˙j =− 2
N∑
k 6=j
(sj ∧ sk)V (aj − ak) (j = 1, . . . , N), (A.12a)
t˙j =− 2
M∑
k 6=j
(tj ∧ tk)V (bj − bk) (j = 1, . . . ,M), (A.12b)
and
a˙jsj =− sj ∧
(
im0 −
N∑
k 6=j
skα(aj − ak) +
M∑
k=1
tkα(aj − bk)
)
(j = 1, . . . , N), (A.13a)
b˙jtj = tj ∧
(
im0 +
M∑
k 6=j
tkα(bj − bk)−
N∑
k=1
skα(bj − ak)
)
(j = 1, . . . ,M). (A.13b)
Proof. Inserting (A.6) into (1.1) we find, on the left-hand side,
mt = i
N∑
j=1
rj
(
s˙jα(x− aj) + sj a˙jV (x− aj)
)
(A.14)
using α′(x− aj) = −V (x− aj). To compute the right-hand side of (1.1), we use that
Hα(x− aj) = −irjα(x− aj) (j = 1, . . . ,N )
implying
Hmx = −
N∑
k=1
skV (x− ak),
as explained in the main text (note that the arguments given there hold true even in the trigono-
metric case), and with (A.6),
m ∧Hmx =
N∑
j=1
(m0 ∧ sj)α′(x− aj)− i
N∑
j=1
N∑
k 6=j
rj(sj ∧ sk)α(x− aj)V (x− ak).
We insert
α(x− aj)α′(x− ak) = −α(aj − ak)α′(x− ak) + α′(aj − ak)
(
α(x− aj)− α(x− ak)
)
(A.15)
obtained from (A.9) by differentiation with respect to the variable ak, and with α
′(x) = −V (x):
m ∧Hmx = −
N∑
j=1
(m0 ∧ sj)V (x− aj) + i
N∑
j=1
N∑
k 6=j
rj(sj ∧ sk)α(aj − ak)V (x− ak)
−i
N∑
j=1
N∑
k 6=j
rj(sj ∧ sk)V (aj − ak)
(
α(x− aj)− α(x− ak)
)
.
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By using the antisymmetry of the cross product ∧, α(aj − ak) = −α(ak− aj), and swapping some
of the summation indices j ↔ k in the double sums, we can write this as
m ∧Hmx =
N∑
j=1
(sj ∧m0)V (x− aj) + i
N∑
j=1
N∑
k 6=j
rk(sj ∧ sk)α(aj − ak)V (x− aj)
−i
N∑
j=1
N∑
k 6=j
(rj + rk)(sj ∧ sk)V (aj − ak)α(x− aj).
This is equal to right-hand side in (A.14) if and only if
s˙j =−
N∑
k 6=j
(1 + rjrk)(sj ∧ sk)V (aj − ak), (A.16a)
a˙jsj =− rjsj ∧
N∑
j=1
(
im0 −
N∑
k 6=j
rkskα(aj − ak)
)
. (A.16b)
We insert (A.5) and obtain the result.
A.3 Consistency of spin-pole dynamics
Equations (A.13a) and (A.13b) are only consistent if their right-hand sides are parallel with sj and
tj , respectively (otherwise, a contradiction would arise). As explained further below, consistency
is guaranteed by the following basic result.
Lemma A.3. Let s ∈ C3 be non-zero and such that s2 = 0. Then, for any v ∈ C3 satisfying
s · v = 0, s ∧ v is parallel with s:
s ∧ v = (s
∗ ∧ s) · v
s∗ · s s. (A.17)
(The proof is given in Appendix B.1).
Lemma A.3 implies that, due to the constraints in (A.7a) and (A.7b), the right-hand sides of
(A.13a) and (A.13b) are parallel with sj and tj , respectively, and that the latter two equations
are equivalent to
a˙j = −
s∗j ∧ sj
s∗j · sj
·
(
im0 −
N∑
k 6=j
skα(aj − ak) +
M∑
k=1
tkα(aj − bk)
)
(j = 1, . . . , N) (A.18a)
and
b˙j =
t∗j ∧ tj
t∗j · tj
·
(
im0 +
M∑
k 6=j
tkα(bj − bk)−
N∑
k=1
skα(bj − ak)
)
(j = 1, . . . ,M), (A.18b)
respectively. This makes manifest that the result in Proposition A.2 is consistent.
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A.4 Relation to spin Calogero-Moser system
Proposition A.4. If the constraints in Lemma A.1 hold true, then the first order equations in
Proposition A.2 imply
a¨j = −
N∑
k 6=j
2V ′(aj − ak) (j = 1, . . . , N), (A.19a)
b¨j = −
M∑
k 6=j
2V ′(bj − bk) (j = 1, . . . ,M). (A.19b)
Proof. We use the shorthand notation
bj := im0 −
N∑
k 6=j
rkskα(aj − ak) (A.20)
allowing to write the constraints (A.10) and the equations of motion (A.16) as
s2j = 0, sj · bj = 0, s˙j =
N∑
k 6=j
(1 + rjrk)(sj ∧ sk)α′(aj − ak), sj a˙j = −rjsj ∧ bj . (A.21)
In the following, we only use these four equations and properties of the function α(x). We
differentiate the last equation in (A.21) with respect to time to obtain
sj a¨j = −s˙j a˙j − rj s˙j ∧ bj − rjsj ∧ b˙j . (A.22)
To proceed, we use (A.20) to compute
b˙j = −
N∑
k 6=j
rks˙kα(aj − ak)−
N∑
k 6=j
rkskα
′(aj − ak)(a˙j − a˙k).
This allows us to write (A.22) as
sj a¨j = cj,1 + cj,2 (A.23)
with
cj,1 :=
N∑
k 6=j
rjrk(sj ∧ s˙k)α(aj − ak), (A.24)
cj,2 :=− s˙j a˙j − rj s˙j ∧ bj +
N∑
k 6=j
rjrk(sj ∧ sk)α′(aj − ak)(a˙j − a˙k). (A.25)
We first compute cj,1 using the third equation in (A.21):
cj,1 =
N∑
k 6=j
rjrksj ∧
( N∑
l 6=k
(1 + rkrl)(sk ∧ sl)α′(ak − al)
)
α(aj − ak)
=
N∑
k 6=j
N∑
l 6=k
rj(rk + rl)
(
sj ∧ (sk ∧ sl)
)
α(aj − ak)α′(ak − al)
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=
N∑
k 6=j
rj(rk + rj)
(
sj ∧ (sk ∧ sj)
)
α(aj − ak)α′(ak − aj)
+
N∑
k 6=j
N∑
l 6=j,k
rj(rk + rl)
(
sj ∧ (sk ∧ sl)
)
α(aj − ak)α′(ak − al).
Inserting sj ∧ (sk ∧ sj) = s2jsk − (sk · sj)sj with s2j = 0 and symmetrizing the second sum gives
cj,1 =−
N∑
k 6=j
(1 + rjrk)(sj · sk)sjα(aj − ak)α′(ak − aj) (A.26)
+
1
2
N∑
k 6=j
N∑
l 6=j,k
rj(rk + rl)
(
sj ∧ (sk ∧ sl)
)(
α(aj − ak)− α(aj − al)
)
α′(ak − al).
We next compute cj,2 in (A.25) by inserting the third equation in (A.21):
cj,2 =−
N∑
k 6=j
(1 + rjrk)(sj ∧ sk)α′(aj − ak)a˙j
−
N∑
k 6=j
(rj + rk)((sj ∧ sk) ∧ bj)α′(aj − ak)
+
N∑
k 6=j
rjrk(sj ∧ sk)α′(aj − ak)(a˙j − a˙k)
=−
N∑
k 6=j
(sj ∧ sk)α′(aj − ak)a˙j −
N∑
k 6=j
rjrk(sj ∧ sk)α′(aj − ak)a˙k
−
N∑
k 6=j
(rj + rk)((sj ∧ sk) ∧ bj)α′(aj − ak).
We write as
cj,2 =−
N∑
k 6=j
((a˙jsj) ∧ sk)α′(aj − ak)−
N∑
k 6=j
rjrk(sj ∧ (a˙ksk))α′(aj − ak)
−
N∑
k 6=j
(rj + rk)(sj ∧ sk) ∧ bjα′(aj − ak)
and insert the last equation in (A.21) to obtain
cj,2 =
N∑
k 6=j
rj
(
(sj ∧ bj) ∧ sk
)
α′(aj − ak) +
N∑
k 6=j
rj(sj ∧ (sk ∧ bk))α′(aj − ak)
−
N∑
k 6=j
(rj + rk)
(
(sj ∧ sk) ∧ bj
)
α′(aj − ak)
=
N∑
k 6=j
rj
(
(sj ∧ bj) ∧ sk + sj ∧ (sk ∧ bk)− (sj ∧ sk) ∧ bj
)
α′(aj − ak)
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−
N∑
k 6=j
rk
(
(sj ∧ sk) ∧ bj
)
α′(aj − ak),
which can be computed with the triple product identities (x ∧ y) ∧ z = (x · z)y − (y · z)x and
x ∧ (y ∧ z) = (x · z)y − (x · y)z and sj · bj = 0:
cj,2 =
N∑
k 6=j
rj
{
(sj · sk)bj − (bj · sk)sj + (sj · bk)sk − (sj · sk)bk (A.27)
− (sj · bj)sk + (sk · bj)sj
}
α′(aj − ak)
−
N∑
k 6=j
rk
(
(sj · bj)sk − (sk · bj)sj
)
α′(aj − ak)
=
N∑
k 6=j
(
rj(sj · sk)(bj − bk)− rj(sj · (bj − bk))sk + rk(sk · (bj − bk))sj
)
α′(aj − ak).
We use (A.20), α(x) = −α(x), and the identity in (A.15) for x = al to compute
(bj − bk)α′(aj − ak) =− α′(aj − ak)
( N∑
l 6=j
rlslα(aj − al)−
N∑
l 6=k
rlslα(ak − al)
)
=− (rksk + rjsj)α(aj − ak)α′(aj − ak)
+
N∑
l 6=j,k
rlslα
′(aj − ak)
(
α(al − aj)− α(al − ak)
)
=− (rksk + rjsj)α(aj − ak)α′(aj − ak)
−
N∑
l 6=j,k
rlsl
(
α(ak − aj)− α(al − aj)
)
α′(al − ak).
Inserting this into (A.27) and using s2j = 0 we find
cj,2 =−
N∑
k 6=j
(1 + rjrk)(sj · sk)sjα(aj − ak)α′(aj − ak)
+
N∑
k 6=j
N∑
l 6=j,k
rjrl
(
(sj · sl)sk − (sj · sk)sl
)(
α(ak − aj)− α(al − aj)
)
α′(al − ak)
−
N∑
k 6=j
N∑
l 6=j,k
rkrl(sk · sl)sj
(
α(ak − aj)− α(al − aj)
)
α′(al − ak).
Since α(−x) = −α(x), the third summand is antisymmetric under the interchange of k and l and
thus vanishes. Symmetrizing the second sum and inserting (sj · sl)sk − (sj · sk)sl = sj ∧ (sk ∧ sl),
we obtain
cj,2 =−
N∑
k 6=j
(1 + rjrk)(sj · sk)sjα(aj − ak)α′(aj − ak) (A.28)
− 1
2
N∑
k 6=j
N∑
l 6=j,k
rj(rk + rl)
(
sj ∧ (sk ∧ sl)
)(
α(aj − ak)− α(aj − al)
)
α′(al − ak).
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Inserting (A.26) and (A.28) into (A.23), the three-body terms cancel, and therefore
a¨jsj = −2
N∑
k 6=j
(1 + rjrk)(sj · sk)sjα(aj − ak)α′(aj − ak).
We cancel sj on both sides of the equation and insert 2α(x)α
′(x) = V ′(x) to obtain
a¨j = −
N∑
k 6=j
(1 + rjrk)(sj · sk)V ′(aj − ak)
which, by (A.5), is equivalent to the result.
A.5 On spin Calogero-Moser systems and Ba¨cklund transformations
The second-order differential equations for the poles aj and bj obtained in Appendix A.4 are
remarkable since they decouple the dynamics of the two sets of variables {aj , sj}Nj=1 and {bj , tj}Nj=1:
s˙j = −2
N∑
k 6=j
sj ∧ skV (aj − ak), a¨j = −
N∑
k 6=j
4V ′(aj − ak) (A.29a)
for j = 1, . . . , N , and
t˙j = −2
M∑
k 6=j
(tj ∧ tk)V (bj − bk), b¨j = −
M∑
k 6=j
4V ′(bj − bk) (A.29b)
for j = 1, . . . ,M . Moreover, as shown in Section 2.2 in a representative special case, both these sets
of equation are equal to the equations of motion of a spin CM model defined by the Hamiltonian
HCM =
1
2
N∑
j=1
p2j +
∑
1≤j<k≤N
2(Sj · Sk)V (qj − qk) (A.30)
and the Poisson brackets (2.16), and the latter is a special case of the spin CM system defined by
the Hamiltonian
H =
1
2
N∑
j=1
p2j +
∑
1≤j<k≤N
(vj ·wk)(vk ·wj)V (qj − qk) (A.31)
and the Poisson brackets (2.19) [15, 16]. These claims can be verified by straightforward general-
izations of arguments given in the main text.
It is natural to regard the first-order equations in Proposition A.2 as a Ba¨cklund transformation
between two such spin CM models with different variable numbers N and M , in generalization of
a result due to Wojciechowski for standard CM models [14].
B On complex three-vectors squaring to zero
In our soliton-ansatz, we obtain spin degrees of freedom, sj ∈ C3, which are non-zero and satisfy
the contraint s2j = 0. We collect and prove some basic properties about such complex three-vectors
squaring to zero that we use.
We recall that the set of all vectors in R3 with length 1 is denoted as S2.
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Lemma B.1. Let s ∈ C3 be non-zero and such that s2 = 0. Then the following statements hold
true.
(a) One can write
s = s(n1 + in2) (B.1)
with s ∈ C and n1,n2 ∈ S2 such n1 · n2 = 0, and this representation of s is unique up to the
following U(1) transformations,
(s,n1,n2)→ (seiα,n1 cosα+ n2 sinα,−n1 sinα+ n2 cosα) (α ∈ R). (B.2)
(b) For any vector v ∈ C3,
v = v˜1s+ v˜2s
∗ + v˜3s∗ ∧ s; v˜1 = s
∗ · v
s∗ · s , v˜2 =
s · v
s∗ · s , v˜3 =
(s ∧ s∗) · v
(s∗ · s)2 . (B.3)
Proof. (a) Write s = Re (s) + iIm (s) with Re (s) and Im (s) in R3, and note that s2 = 0 is
equivalent to Re (s)2 = Im (s)2 and Re (s) · Im (s) = 0. This implies a unique representation of s
as in (B.1) with s = |Re (s)| = |Im (s)| > 0, n1 = Re (s)/s and n2 = Im (s)/s. The invariance of
(B.1) under the transformations (B.2) follows from the obvious identity
s(n1 + in2) = e
iαs ((n1 cosα+ n2 sinα) + i(−n1 sinα+ n2 cosα))
and the fact that n′1 := n1 cosα+n2 sinα and n′2 := −n1 sinα+n2 cosα both are in S2 and satisfy
n′1 · n′2 = 0, for arbitrary real α.
(b) The result in (B.3) follows since s, s∗ and s∗ ∧ s = 2i|s|2n1 ∧ n2 := 2i|s|3n3 are linearly
independent; to get the formulas for v˜a, a = 1, 2, 3, multiply both sides in the first equation
in (B.3) by s∗, s and s ∧ s∗, respectively, and use that s2 = (s∗)2 = 0, s∗ · s = 2|s|2, and
(x ∧ y) · (y ∧ x) = (x · y)2 − x2y2.
The result in Lemma B.1(a) shows that each non-zero s ∈ C3 satisfying s2 = 0 is associated
with three vectors in S2, namely n1, n2, and n3 = n1 ∧ n2, and these three vectors provide a
right-handed orthonormal basis: nj · nk = δjk and nj ∧ nk = +jklnk for j, k = 1, 2, 3. Moreover,
due to the U(1)-symmetry in (B.2), the basis vectors n1 and n2 are not unique but can be rotated
in the plane spanned by them at the cost of changing the phase of s, whereas n3 is uniquely
determined by s. For this reason, we fix the directions nj := nj,3 when solving the constraints
(1.6) in our soliton ansatz. Moreover, as discussed in the main text, this direction nj has a clear
physical meaning; see Fig. 1.
B.1 Proof of Lemma A.3
Since
s · (s ∧ v) = 0, (s ∧ s∗) · (s ∧ v) = s2(s∗ · v)− (s · v)(s∗ · s) = 0,
this result is implied by Lemma A.3(b) and s∗ · (s ∧ v) = (s∗ ∧ s) · v.
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