The purpose of this paper is to present the definition and properties of the quaternionic prolate spheroidal wave functions and to show that they can reach the extreme case in energy concentration problem both from the theoretical and experimental description.
Introduction
The energy distribution problem [1, 2] is one of the fundamental problems in communication engineering. It aims at finding the energy distribution of signals in time and frequency domains. In particular, researchers take particular note of finding the signals with maximum energy concentration in both the time and frequency domains simultaneously. In the early 1960's, D. Slepian, H. Landau and H. Pollak [3, 4, 5, 6] have found that the prolate spheroidal wave functions (PSWFs) are the most optimal energy concentration functions in a Euclidean space of finite dimension. The PSWFs, also known as Slepian functions, are bandlimited and exhibit interesting orthogonality relations. They are normalized versions of the solutions to the Helmholtz wave equa- The one-dimensional PSWFs have so far mainly been developed in two different directions. One is that fast and highly accurate methods have been deeply developed for the approximation of the PSWFs and their eigenvalues [7, 8, 9, 10, 11] . From a computational point of view, the PSWFs provide a natural and efficient tool for computing with bandlimited functions defined on an interval [12, 13] . They are preferable to classical polynomial bases (such as Legendre and Chebychev polynomials). On 20 the other hand, analytical properties of the PSWFs have been proposed of the more general context of a variety of function spaces such as hypercomplex and Cliffordian spaces and under different integral transforms [14, 15, 16, 17] . The frequency domain has indeed been considered not only under the Fourier transform, but also under more general ones such as the fractional Fourier transform [18, 19] , linear canonical transform (LCT) [20, 21] and so forth. Over the past few years the PSWFs have come to play a very active part in some problems arising from applications to physical sciences and engineering, such as wave scattering, signal processing, and antenna theory. These applications have stimulated a surge of new ideas and methods, both theoretical and applied, and have reawakened an interest in approximation theory, potential theory and the theory of partial differential equations.
In the present paper, we discuss the energy concentration problem of bandlimited quaternionic signals under the quaternionic Fourier transform, which is a generalization of the Fourier transform to quaternionic signals [22, 23, 24, 25] . Quaternions were first applied to the Fourier transform within the general context of solving problems in the nuclear magnetic resonance imaging by R. R. Ernst in the 1980s [26] . In the quaternionic language the Hamiltonian multiplication rules [27] make the underlying elements of having a non-commutative property leading to the main difficulty for the analysis of some basic properties of those elements in certain spaces. To the best of our knowledge, there are no previous works considering the energy concentration problem 40 in a non-commutative structure as in the case of the quaternionic (or, more general, the Clifford) algebra. This understanding can be the basis for more generalizations. For this reason, the purpose of the present paper is to develop the energy extremal properties between the time and frequency domains involving quaternionic signals. We find that the quaternionic prolate spheroidal wave functions (QPSWFs) preserve the high energy concentration in both the time and frequency domains under the quaternionic Fourier transform. Although we concentrate mainly on Fourier bandlimited signals, it however might also be applied for LCT bandlimited cases as is shown in one of our preceding papers [14] .
The body of the present paper will cover the following sequence of topics: In 50 Section 2, we collect some basic concepts of quaternionic analysis and quaternionic Fourier transform to be used throughout the paper. Section 3 introduces the QPSWFs.
The QPSWFs are ideally suited to study certain questions regarding the relationship between quaternionic signals and their Fourier transforms. We prove that the QPSWFs are orthogonal and complete on both the square integrable space of finite interval and the two-dimensional Paley-Wiener space of bandlimited quaternionic signals. Section 4 describes the time-limited and bandlimited quaternionic signals and their corresponding properties using the QPSWFs. In Section 5, we present the energy extremal properties of the QPSWFs in the time and frequency domains. In particular, if a finite energy signal is given, the possible proportions of its energy in a finite time-domain and a finite ous time and frequency concentration. We find that the QPSWFs can reach the extreme case of the energy relationships. In Section 6, the QPSWFs are used in the bandlimited extrapolation problem and achieved good results. Section 7 concludes the paper.
The quaternionic Fourier transform (QFT)

Quaternion Algebra
Quaternion algebra was discovered by W.R. Hamilton in 1843. It is a kind of hypercomplex numbers related to the rotations in three-dimensional space, which likes complex numbers used to represent rotations in the two-dimensional plane. Quaternion algebra has important applications in a variety of field in physics, biomedical, geometry, image processing and so on. In the present section, to distinguish quaternions from real numbers, we represent real number, real functions using normal letters and quaternions and quaternionic functions using boldface letters, respectively. Now, we begin by reviewing some basic definitions and properties of quaternion algebra.
The new numbers q := q 0 + iq 1 + jq 2 + kq 3 (q 0 , q 1 , q 2 , q 3 ∈ R), are called quaternions (or more informally, Hamilton numbers) by W.R. Hamilton.
The set of all real quaternions is often denoted by H, in honour of its discoverer. The imaginary units i, j, k obey the following laws of multiplication
and the usual component-wise defined addition. In particular, the elements i, j, k are 70 pairwise anticommute.
The neutral element of addition, known as additive identity quaternion, is defined by 0 := 0 + i0 + j0 + k0. A quaternion can be also represented as q := Sc(q) + q, where Sc(q) = q 0 denotes the scalar part and q := iq 1 + jq 2 + kq 3 is the vector part of q. Like in the complex case, the conjugate of q is defined by q := Sc(q) − q. The modulus of q is defined as
and it coincides with its corresponding Euclidean norm as a vector in R 4 .
We consider a kind of hypercomplex signals H-valued signals of the form f :
2)
Properties (like integrability, continuity or differentiability) that are ascribed to f have to be fulfilled by all components f i . Since k = ij, we can also rewrite Eq. (2.2) as following
which keeps all the imaginary unit i to the left and j to the right of each term [24] . Let 
We further introduce the left quaternionic inner product for two functions f , g ∈ L 2 (R 2 ; H) as follows
Here, we just consider the left inner product throughout the paper. Because the right inner product will lead the similar results in the following. The reader should note that the norm induced by this inner product as follows
coincides with the usual L 2 -norm of f , considered as a vector-valued function. In particular, we note the symbol f L 2 = f L 2 (R 2 ;H) for simplicity. The square norm f 2 L 2 := E is also often called the total energy of the H-valued signal f and is normalized so that E = 1 throughout. [28] . We will make use of a special notation to express the scalar part of Eq. (2.5):
The real-valued inner product Eq. (2.7) appeared for example in [29] in the context of complex vector spaces, in [30] for spaces of H-valued functions and it was also considered in [28] for spaces of Clifford-valued functions.
To proceed with, we now define an angle between two H-valued functions.
The superimposed argument is well-defined since, obviously, it holds
The extremal values of this angle will be discussed in Section 4 in detail.
The Quaternionic Fourier Transform (QFT)
The QFT we have used throughout the paper is as follows [22, 24, 25] Definition 2.3 Let f ∈ L 1 (R 2 ; H). The two-sided QFT of f is defined by
where (x, y), (u, v) are points in R 2 .
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Here, (x, y) will denote the space and (u, v) the angular frequency variables.
Under suitable conditions, the original quaternionic function f can be reconstructed from F (f ) by the inverse transform.
(2.10)
symmetric representation as follows 
where
From the Parseval's identity Eq. (2.13), we can find that the total energy of a Hvalued signal in the time-domain is the same as that in the frequency-domain under the Q modulus.
The Quaternionic Prolate Spheroidal Wave Functions
The present section introduces the quaternionic prolate spheroidal wave functions (QPSWFs) and discusses some of their general properties. in the abbreviated notation T and W , respectively. Let 
Definition of QPSWFs
We are now ready to introduce the quaternionic prolate spheroidal wave functions in the finite quaternionic Fourier transform setting.
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Definition 3.1 (Finite-QFT form) Given a real c > 0, the quaternionic prolate spheroidal wave functions (QPSWFs) ψ n : R 2 → H (n = 0, 1, . . .), are the solutions of the integral equation
14)
where µ n are the complex parameters corresponding to the eigenfunction ψ n (x, y).
Moreover, the functions {ψ n (x, y)} ∞ n=0 are complete in the class of W-bandlimited functions B W .
In the notations used above we have concealed the fact that both the ψ n (x, y)'s and the µ n 's depend on the parameter c. When it is necessary to make this dependence explicit, we write µ n = µ n (c) and ψ n (x, y) = ψ n (x, y; c), n = 0, 1, · · · , where c > 0. Naturally, considerable simplification occurs when ψ n (x, y) is even or odd with n.
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Due to the symmetry of the domain T, one can easily shows that ψ n (−x, y), ψ n (x, −y) and ψ n (−x, −y) are also solutions to the integral Eq. (3.14). Consequently, they are solutions of Eq. (3.14) as well
The {ψ n (x, y)} ∞ n=0 possess a number of special properties that make them most useful for the study of bandlimited functions. They are also the eigenfunctions of the integral Eq. (3.16) (see Theorem 3.1 below).
Before introduce the Theorem 3.1, a lemma that connects sinc-functions and an integral is listed here without proof, which can be easily checked.
There holds
Theorem 3.1 (Low-pass filtering form) The solutions of Eq. (3.14) are also the so-
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lutions of the integral equation
where λ n are eigenvalues corresponding to the eigenfunctions ψ n (x, y).
Proof. Using Eq. (3.15) and having in mind that
straightforward computations on the right side show that
Then we use the definition of QPSWFs to the integral above,
Derived from the above process, we find that the relationships between µ n and λ n are QPSWFs are deduced from the low-pass filtering form.
Properties of QPSWFs
To state the properties of QPSWFs, we shall need some new notations and basic facts about integral equations at first. Let the real-valued kernel function
Here, since this operator acting on the H-valued functions, we call it the quaternion
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Hermitian operator. In particular, when the function is complex-valued , the role of this Hermitian operator is the original Hermitian operator.
For any ψ ∈ L 2 (R 2 , H) the Hermitian operator Eq. (3.18) is indeed a linear combination of Hermitian operators of four real-valued signals
We can now use the properties of Hermitian kernels for real-valued signals to study the properties of the Hermitian kernel function Eq. (3.17) and of its eigenvalues, that
is, values λ of for which the homogeneous Fredholm integral equation of the form λϕ = Kϕ (ϕ ∈ R) has a non-trivial solution.
From the general theory of integral equations, we conclude the following properties for the kernel function [32, 33] :
is a non-vanishing, continuous, Hermitian kernel, then k(x, y, s, t)
has at least one eigenvalue;
(ii) If k(x, y, s, t) is a complex-valued, non-vanishing, continuous, Hermitian kernel, then the eigenvalues associated to k(x, y, s, t) are real;
(iii) Let k(x, y, s, t) be a non-zero, continuous, Hermitian kernel. If λ m and λ n are any two different eigenvalues, then their corresponding eigenfunctions ϕ m and ϕ n are orthogonal;
(iv) Let k(x, y, s, t) be a non-zero, continuous, Hermitian kernel. The set of all of its eigenfunctions {ϕ n } ∞ n=0 forms a mutually orthogonal system in T:
Here, λϕ = Kϕ, for any ϕ n , ϕ m ∈ R;
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(v) Let k(x, y, s, t) be a non-zero, continuous kernel defined in T. Let Λ k denote the set of eigenvalues of the kernel k(x, y, s, t). Then Λ k is at most countable, and it cannot have a finite limit point. 1. The eigenvalues λ n 's are real and monotonically decreasing in (0, 1), 21) and such that lim n→∞ λ n = 0;
Proof. Property 1. follows from the general theory of integral equations for real-valued 210 signals [32, 33] and is stated without proof. 
Here, we use the fact that for different eigenvalues λ n , λ m , the eigenfunction are or-
0, m n, i, j = 0, 1, 2, 3. For the Statement 3, the orthogonality of the QPSWFs on the region R 2 can be deduced as follows
Here, we have substituted ψ n (x, y) and ψ m (x, y) by Eq. (3.16) for the first and the third 220 equality. We use the equation
for the second equality. For the last equality, we utilize the orthogonality of PSWFs on the finite region. Thus the orthogonality of the ψ n over T implies orthogonality over R 2 and vice-versa.
= λ n , a small value of λ n implies that ψ n has most of its energy outside the interval T while a value of λ n near 1 implies that ψ n is concentrated largely in T. 24) which is called the all-pass filtering form of QPSWFs.
Proof. This proposition can easy be obtain by the special case of the quaternion con-230 volution theorem in [34] . Taking the QFT to the both sides of the Eq. (3.16), we have
0, otherwise.
and
From this equation, we know that
Then taking the inverse QFT on both sides, we have
This all-pass filtering form of QPSWFs extent the space domain from T to R 2 .
The Time-limited and Bandlimited spaces
In the present section, we consider two kinds of H-valued functions and their corresponding spaces.
Definition 4.1 We say that a H-valued function f (x, y) with finite energy is time-limited if it vanishes for all (x, y) ∈ R 2 \ T =: T c .
Definition 4.2
We say that a H-valued function f (x, y) with finite energy is bandlimited
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For any function f ∈ L 2 (R 2 , H), we can define two operators such that f becomes either a time-limited and bandlimited function. We define the time-limited operator D T as follows
Noted that B W can be decomposed as follows
Here, f i :
Since the QFT is a linear transform, it follows that the operator B W is also linear. Similarly, there holds
are H-valued functions, but here we conclude that it is real-valued function. Since
form the third equality, we can find that B W f i (x, y) is just a filter transform for these real-valued functions f i (x, y), i = 0, 1, 2, 3. That means B W f i (x, y) are also real-valued functions.
Now, we discuss the spaces induced by these two kinds of operators. The space induced by D T is
It is easy to see that D T is a linear subspace of L 2 (R 2 , H).
Lemma 4.1 D T is complete.
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Proof. We must show that if a set of H-valued functions {f n (x, y)} ∞ n=1 is a Cauchy sequence in D T , then it converges in D T . Due to the completeness of The following lemma and theorem find this extremal value. Since the proof is analogous to the one-dimensional case in [4] . We restate the similar results for H-valued functions without proof.
Lemma 4.2 If f ∈ B
W is fixed, then arg(f , g) between f and any g ∈ D T satisfies inf g∈D T arg(f , g) > 0. This infimum equals arccos
and is assumed by g = kD T f for any positive constant k.
We proceed now to find the least arg(f , g) of arbitrary f ∈ B W and g ∈ D T . We show that the spaces B W and D T form indeed a least angle. The proof is analogous to the one-dimensional case [4] , which is omitted here.
We have thus found that the two subspaces B W and D T of L 2 (R 2 , H), which have no functions except 0 in common, actually have a minimum angle between them, so that, in fact, a time-limited function and a bandlimited function cannot even be very close together.
The Energy Extremal Theorem
In the present section, we develop the relationship between the energy concentration of a H-valued signal in the time and frequency spaces. In particular, if a finite 290 energy H-valued signal is given, the possible proportions of its energy in a finite timedomain and a finite frequency-domain are found, as well as the signals which are the most optimal energy concentration signals.
Throughout this section let g(x, y) be a H-valued function, T and W be two specified square regions such that W = cT with c a positive constant. We form the energy ratios in the time-domain and frequency-domain, respectively, as follows
and η
Assume for simplicity that E := g 2 L 2 = 1 in the following. As g(x, y) ranges over all functions in L 2 (R 2 , H), the pair (ξ, η Q ) takes various values of the unit square in the (x, y)-plane. In the following, we will discuss the set of possible pairs (ξ, η Q ). In particular, we will determine the functions that reach the extremal values of (ξ, η Q ).
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Lemma 5.1 A non-zero H-valued function g(x, y) ∈ L 2 (R 2 , H) cannot be both bandlimited and time-limited.
Proof. From the uncertainty principle of [35, 31] , it follows that
where g(x, y) has an essential support on T and W. In our case ε T = 0 and ε W = 0, and therefore, |T||W| ≥ 1 holds. That means, if a non-zero g(x, y) is bandlimited, then g(x, y) cannot be identically zero in the region T. We now discuss the possible values of (ξ, η Q ) if the underlying signal is bandlimited.
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Theorem 5.1 For any non-zero bandlimited function g(x, y) ∈ B W , there holds ξ ≤ √ λ 0 .
Proof. If a H-valued function is bandlimited, then η
is a complete basis in B W we can expanse g(x, y) as follows
where a n ∈ H. Clearly,
because λ 0 ≥ λ n for all n. Hence, the extremal condition is g * (x, y) = ψ 0 (x, y). It follows that ξ 2 = |g * | 2 = λ 0 . For any other linear combination of ψ n , ξ is less than √ λ 0 .
As we know, ξ take values in the interval [0, 1]. Now we discuss the range of values of η Q when ξ is fixed. We start by considering the case ξ = 0.
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Theorem 5.2 If the time energy ratio ξ equals to 0 on T, the frequency energy ratio η Q is larger or equals to 0 and less than 1 on W for a H-valued signal.
Proof. See Appendix A.
From the property of symmetry of the QFT we conclude that all the properties for bandlimited functions proved so far have corresponding time-limited counterparts. For example, if ξ = 0, then we can get 0 ≤ η Q < 1. If η Q = 0, then it follows that 0 ≤ ξ < 1.
We can conclude a similar result to Theorem 5.1 for the extremal value ξ = 1. For any non-zero time-limited function g(x, y) ∈ D T , i.e. for which ξ = 1, we conclude that
We now prove that for arbitrary H-valued signals for which 0 < ξ < √ λ 0 , η Q is not Proof. For 0 < ξ < √ λ 0 , the sequence {λ n } ∞ n=1 is monotone decreasing in the interval (0, 1), and λ n → 0 when n approaches infinity. Hence there exists an eigenvalue such that λ n < ξ. We consider the signal
where ψ n (x, y) is the eigenfunction corresponding to the eigenvalue λ n . We can find
which implies that g * (x, y) ∈ A. We conclude that
Here, the last equality used the following result that for i = 0, 1, 2, 3,
Thus, if 0 < ξ < √ λ 0 , then there exists a signal such that η Q = 1. The verification of 0 ≤ η Q < 1 is similar to Theorem 5.2.
We conclude this section by studying the range of possible values of η for which √ λ 0 ≤ ξ < 1.
Theorem 5.3
The maximum of η Q is assumed by
as such √ λ 0 ≤ ξ < 1, where λ 0 is the largest eigenvalue of Eq. (3.16).
Proof. See Appendix B.
Here, the result is the same as the real-valued case. But the functions we considered are H-valued. That means, we generalized the classical results to covered a bigger space. Remark 5.3 By means of the classical one-dimensional PSWFs we now construct a special case of a QPSWFS as follows
where ϕ 0 is the first real-valued PSWFs of zero order in one-dimension. Table 1 we list the first six pairs of (ξ, η Q ) and λ for the first QPSWFs. The energy of ψ 0 (x, y), ψ 2 (x, y) and ψ 4 (x, y) in the frequency domain is 1, while the others are less than 1. This is mainly because these signals ψ i (i = 0, 2, 4, . . . ) have a single peak in the frequency domain, and the corresponding energy is mainly concentrate in this peak. For ψ i , i = 1, 3, 5, . . . , there are four peaks. In this case the energy is dispersed in a larger bandwidth. As shown in Figure 2 , the function ψ 5 (x, y) has four peaks in the frequency domain.
The results in Table 1 
QPSWFs in Bandlimited Extrapolation Problem
In the present paper, the QPSWFs have found to be the most energy concentration signals and for any W-bandlimited H-valued signal f can be expanded into a series
However, the W-bandlimited f is finite segment in space domain empirically (assume
How to get the W-bandlimited f in the outside of the segment areas is known as an extrapolation problem. There is an iteration method to get the f in Figure 3 . In this iteration method, the unknown information for f outsider the D is filled step by step. The n-th step is
sin Wy πy ,
We also show the first step for the scalar part of a H-valued signal f (x, y) in Figure 4 .
Clearly, there is some new information joined in g(x, y) in the first step of the iteration process. Specifically, g(x, y) becomes g 1 (x, y) in Figure 4 . Now we will show that the iteration method is effective, i.e., f n → f , n → ∞. In order to get this result, we first show the following lemma.
Lemma 6.1
The function of the n-th iteration is given by
where λ j are the eigenvalues of QPSWFs ψ j (x, y).
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Proof. As we have known, for any W-bandlimited H-valued signal f can be expanded into a series f (x, y) = ∞ j=0 a j ψ n (x, y). Without loss of generality, we suppose f (x, y) = ψ m (x, y). We shall show that y) is true. Suppose that is true for n = k, then we must show that is true for k + 1. Since
sin Wy πy .
From the low-pass filtering form and all-pass filtering form of QPSWFs, we have
Here, we get an iteration equation about C k and C k+1 , i.e.,
As we know C 1 = λ m , then directly computation shows that
Applying this results to f (x, y) = ∞ j=0 a j ψ n (x, y), we conclude that
Since we have know the relationship between f n and f from Lemma 6.1, to show f n → f , with n → ∞ can also be rewritten as f − f n → 0, with n → ∞. Here we denote the error e n (x, y) between f n and f as 400 e n (x, y) :
As the ψ j (x, y) are orthogonal in R 2 , then the energy E n of error e n is
Since E = 
That means E n → 0 with n → ∞, because 0 < 1 − λ N < 1.
Another aspect to find is that e n (x, y) can also be obtained as follows
where F (f ) and F (f n ) are the QFT of f and f n , respectively. Then we have
That means 0 ≤ |e n (x, y)| ≤ WE n π 2 → 0, with n → ∞. Then we have shown that f − f n → 0, with n → ∞. Proof. As we know if ξ = 0, then η Q 1 by Lemma 5.1. Although η Q cannot get the value of 1, in the following we find the underlying signal for which η Q is infinitely close to 1.
Conclusion
Here, we just consider the condition of ξ = 0. Construct a signal g * (x, y) defined as follows
where λ n is the (n + 1)th eigenvalue of Eq. (3.16) and ψ n its corresponding eigenfunc-tion. Direct computations show that
Here, the QFT of B W g * (x, y) is given as follows
and we want to compute
where for i = 0, 1, 2, 3, 
Since for real-valued signals B W g * i (x, y) and their QFT F (B W g * i ), Parseval's theorem holds [31] , then for all i = 0, 1, 2, 3
Having in mind that for i = 0, 1, 2, 3
−iux e ius ψ n,i (s, t)e jvt e −jvy dsdtdudv
Here, the second equality for Eq. (7.46) have four terms integral. The first one is the orthogonality of QPSWFs. Computations of the second integral show that
Similarly, we can immediately obtain the third integral that
Then for the two cross-terms for the second equality in Eq. (7.46) have
The last integral for the second equality in Eq. (7.46) used the Lemma 3.1 to compute that
Using the above results of Eq. (7.46), there holds
is monotone decreasing in the interval (0, 1), λ n can be arbitrarily close to 0. Thus η Q can be arbitrarily close to 1.
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On the other hand, it is clear that when both energy ratios ξ and η Q are equal to 0, the underlying quaternionic signal must be the identically zero signal. Nevertheless, we are able to finding a signal that is not identically zero as such η Q is infinitely close to 0. For any r ∈ R and the g * (x, y) in the Eq. (7.40), we note the QFT of g * (x, y) as
We want to find a new function f (x, y) such that the QFT of f (x, y) satisfy that
If there exist that f (x, y), then
Here, η Q is continuous over r for fixed W. For F (g * )(u, v) ∈ L 2 (R 2 ; H), η Q approaches zero as r approaches infinity. Thus, η Q can be arbitrarily close to 0.
Now we need to present the formula of that f (x, y) and check whether that f (x, y) Thus, f (x, y) ∈ A and η Q can be arbitrarily close to 0 when r → ∞. That is, 0 ≤ η Q <
1. This completes the proof.
Appendix B
This part proof the Theorem 5.3.
Proof. Let us recall the function class
Let g(x, y) ∈ A and √ λ 0 ≤ ξ < 1. Now, take its projections in D T and B W , respectively. We can decompose g as follows 480 g = λD T g + µB W g + g * , (7.49) where λ, µ ∈ R, < g * , D T g > L 2 = 0 and < g * , B W g > L 2 = 0. The g(x, y) ∈ A ξ can also decomposed by g = g 0 + ig 1 + g 2 j + ig 3 j. (7.50) Then we need to consider i = 0, 1, 2, 3, 
For every H-valued function f , the equation f 2 L 2 = F (f ) 2 Q holds. Then we can get the following results by integrating the equations above i = 0, 1, 2, 3
Substituting the facts ξ = F (D T g) Q , η Q = F (B W g) Q and F (g * ) Q = g * L 2 into the equations above, it follows that
By eliminating g * 2 L 2 , λ and µ from the above equations, we obtain that Then the Eq. (7.52) becomes
Let arg(D T g, B W g) = arccos
. By Theorem 4.1, it follows that arg(D T g, B W g) ≥ arccos λ 0 .
We conclude that Simplifying the above inequality, we obtain η Q −ξ cos arg(D T g, B W g) . The proof is completed.
