Abstract. The systems of complex analytic second order ordinary differential equations whose solutions close up to become rational curves (after analytic continuation) are characterized by the vanishing of an explicit differential invariant, and turn out to provide an infinite dimensional family of integrable systems.
1. Introduction 1.1. The problem. For which complex analytic ordinary differential equations are all solutions rational curves (i.e. topological spheres)? A little more precisely: use the phrase integral curve to mean solution of a system of ordinary differential equations, and say that a system of ordinary differential equations is straight if the equations may be analytically continued along any integral curve, so that that integral curve will close up to become a rational curve. I will shortly give an explicit local condition (which is easy to check), characterizing straightness for second order systems.
This problem is quite similar to Painlevé's problem on systems with fixed singular points, but the answer is quite different: The Fels torsion depends only on second derivatives of the functions f I , while the Cartan torsion depends on derivatives of fourth order. [Fels] torsion vanishes) just when it is straight. are straight.
Theorem 1. A second order ordinary differential equation [system of equations] is torsion-free (i.e. the Cartan

1.4.
Integrability. Straight systems of second order differential equations are integrable by geometric construction, as we will see (also see Grossmann [16] ). So by calculating torsion, we have an explicit test for integrability; for example, every straight ordinary differential equation (i.e. n = 1)
for which f is a sum of linear and quadratic terms in x, y,ẏ is integrable by use of hypergeometric functions and quadratures, while this is certainly not true for the generic second degree second order ordinary differential equation. Indeed, Cartan [6] can integrate any straight ordinary differential equation by differentiation and at most two quadratures. 1 Moreover, straight systems remain straight under symmetry reduction obviously, so they form a fascinating class of systems of ordinary differential equations.
1.5. Why we study second order systems, not first order ones. All first order systems of ordinary differential equations
are straight, since the Frobenius theorem tells us that we can change coordinates to arrange that f I = 0. Moreover, higher order systems can be rewritten as first 1 . . . unless the equation has a Lie group of symmetries of positive dimension; Cartan does not point out this case, but integrability still follows as long as the Lie group has dimension 2 or greater (see Lie [20] ). Even if the symmetry group is not solvable, the equation will still be integrable, as in the example d 2 y dx 2 = 0, where the symmetry group turns out to be P GL P 2 , a simple Lie group. The question of the integrability of a straight scalar second order ordinary differential equation in the presence of a one dimensional Lie group of symmetries is not settled. order systems, so it might appear that they are always straight. But this is not the case, since changes of coordinates acting on second order equations are not quite so powerful. This is why we will need to be very clear about changes of coordinates, i.e. about the coordinate independent geometry of second order differential equations.
1.6. A equation which is not straight. For example consider the equation
which is not torsion-free. Check that the functionẏ 2 −4y 3 is constant along integral curves. Therefore the integral curves are precisely the curveṡ y 2 = 4y 3 + A for any constant A. These curves are elliptic curves (hence not rational), filling out the phase space, except for the curve with A = 0, which is a cuspidal cubic curve, hence rational; see figure 1. Integrating, we find dy
an elliptic integral on each elliptic curve; the constant B just translates the elliptic curve along the x variable, and is defined up to periods. Going backwards, y(x) is an elliptic function on each elliptic curve; in fact it is the Weierstraß ℘-function: y(x) = ℘ (x − c) with modular parameters g 2 = 0 and g 3 = A. Globally we can analytically continue all of the integral curves to the 3-manifold C × P 2 , with x a coordinate function on C, and (y,ẏ) an affine chart on P 2 and each integral curve is an elliptic curve, except for the 1-parameter family of curves with A = 0 and B arbitrary. The picture extends to the line at infinity on P 2 , because the elliptic curves are smooth there too. We have to avoid the surface of points (x, y,ẏ) for (y,ẏ) in the cuspidal cubic, where the curves don't behave nicely. The ordinary differential equation is not straight, since the elliptic curves are not rational. It doesn't matter how we treat points at infinity, or the cuspidal cubic, because even after cutting out those points, or any other hypersurface, what remains of each integral curve is still an elliptic curve minus some points, and therefore birational to an elliptic curve, and not to a rational curve. If we could somehow analytically continue the equation so that in some manner an integral curve became rational, then we would be able to map the rational curve to the corresponding elliptic curve, without branching, which is impossible.
Hopefully it is now clear to the reader that the concept of a system of second order ordinary differential equations having rational solutions is birationally invariant, i.e. we can cut out hypersurfaces from the phase space and glue in other ones. What is not at all clear is that it is a local property, and this is a consequence of our theorems for which we know of no simple explanation. The Frobenius theorem straightens out the curves by a local coordinate transformation of (x, y,ẏ) space to some other 3-manifold, but this is not local in (x, y) space.
Path geometry
We will want a global view of second ordinary differential equations. A path geometry on a manifold usually means a differential system locally given by a system of second order ordinary differential equations, so that through any point, in each direction, there is a unique immersed curve (called an integral curve) solving those ordinary differential equations, passing through that point, tangent to that direction.
So in local coordinates x, y 1 , . . . , y n on the manifold, the integral curves are the solutions of an equation
Hitchin [17] shows that complex surfaces containing rational curves provide a source of important path geometries. He demonstrates that straight path geometries play a role in the Penrose twistor programme, being the most elementary example. I will use a slightly more general definition of path geometry: on a manifold M 2n+1 with local coordinates x, y 1 , . . . , y n ,ẏ 1 , . . . ,ẏ n , imagine ordinary differential equations dy =ẏ dx, dẏ = f (x, y,ẏ) dx, and fix on M two foliations: the foliation by integral curves (the solutions of these ordinary differential equations), and the foliation by stalks (the submanifolds given by setting x, y to constants, and allowingẏ to vary). For our purposes, a path geometry is a pair of foliations which locally arise in this manner. Locally, there is a smooth quotient space of stalks, with coordinates x, y, but I will not ask for such a space to be smooth globally. Following Cartan's terminology, call the space of stalks the space of points, and our original manifold M the space of elements. Even if the space of points is smooth, the path geometry may appear on it as a multivalued ordinary differential equation, in local coordinates, and there might be no paths in certain directions. I will mollify this multivaluedness only slightly by assuming that the space of elements is connected. I will not ask for existence or uniqueness of an integral curve in each direction at a given point x, y; however the discreteness of the set of such curves follows from the assumptions we have made above.
The notion of analytic continuation of differential equations refered to earlier is precisely that of constructing holomorphic path geometries along integral curves. In the process, one might carry out local changes of variables, and in this sense the x variable appearing in the local coordinate presentation is not distinguished, so the integral curves might not really be graphs of functions of an x variable globally.
The two foliations are the only meaningful global data. This subtlety should be kept in mind; the theorems are global.
One motivation for this paper is that (as we will see) both stalks and integral curves are canonically locally identified with projective spaces, modulo projective transformations. This might remind us of Riemannian geometry, where geodesics are canonically equipped with arclength parameterization, but only defined up to choice of a constant; the Riemannian manifold is complete just when the parameterization is a local diffeomorphism from the real line. The geometry of more general second order equations is more complicated, and more slippery, so we have local projective parameterizations defined only up to projective transformation. Therefore it is natural to ask when both the stalks and the integral curves are projective spaces. We will say that they are rational if they are globally parameterized by projective spaces. For integral curves, this is the natural analogue of completeness. We will prove: Therefore rationality (of the leaves of either foliation) is a topological condition, but with strong global consequences.
We will prove (among other things):
Theorem 3. The only holomorphic path geometry on a connected complex manifold whose integral curves and stalks are all rational is the path geometry on the projective plane whose paths are projective lines.
We will refer to the path geometry consisting of lines in projective space (for which M is the space of pointed lines in projective space) as the model. Summing up, we have a topological criterion for isomorphism with the model. This suggests that Hitchin's approach will require singular path geometries. Note that we do not assume that our complex manifold is compact or Kähler. We will also prove: We will also locally characterize path geometries with rational integral curves and those with rational stalks:
Theorem 5. A holomorphic path geometry is locally embeddable into a holomorphic path geometry with rational integral curves (i.e. is straight in the terminology of our introduction above) just when it is torsion-free.
Theorem 6 (LeBrun [17] 
with α a multi-index α = (α 1 , . . . , α n ) , and each f α (x, y) a holomorphic function.
The purpose of this paper is to advertise for my paper [22] ; the main theorem in that paper exhausts the study of complete parabolic geometries, but there are many more geometries to which the methods apply. Path geometries turn out to impose parabolic geometries, but these will not be assumed complete. Indeed completeness would be equivalent to assuming that all integral curves and all stalks of the parabolic geometry are rational.
Hitchin [17] , Bryant, Griffiths & Hsu [1] , Fels [12] , and Grossman [16] , use a more restrictive definition of path geometry, requiring that there be a smooth space of points and a smooth space of integral curves; we do not require either of these, but the reader can easily see that those authors did not employ these hypotheses in their calculations, only in their conclusions.
Elementary remarks on linearization
Recall the concept of linearization of a system of ordinary differential equations: given a system
we linearize about a point (x, y) by first taking the solution y = y(x) through that point, and then changing coordinates so that the solution becomes just y(x) = 0, and the point (0, 0), and then we expand f I into a Taylor expansion and keep the lowest order terms. It is thus elementary to see that Theorem 7. A system of second order ordinary differential equations is torsionfree just when its linearization about any point is torsion-free, which occurs just when its linearization about any point has the form
A first glance at surface path geometries
A path geometry will be called a surface path geometry to denote that there is one y variable (and there is always only one x variable), i.e. that the space of points is a (not necessarily Hausdorff) surface. Therefore the space of elements M is a 3-fold. We will see that path geometries are quite different in this special (lowest possible) dimension. Proof. Take each point m ∈ U , construct the integral curve C m ⊂ M through m, and map m ∈ U → π ′ (m)T m C m ∈ PT S. In local coordinates x, y,ẏ, evidently this is a local biholomorphism, mapping stalks to fibers PT s S. By compactness of stalks, this map is onto. Stalks are connected by definition, so the map is a covering map on each stalk, and therefore is a biholomorphism, because the fibers PT s S = P 1 are simply connected. By analytic continuation, all stalks are rational.
4.1. The structure equations. I will draw freely from Bryant, Griffiths & Hsu [1] . They prove that given any surface path geometry, M bears a canonical choice of holomorphic principal bundle E → M (which they call B G3 → M ), a principal right G . -bundle, where G . ⊂ G = P GL P 2 is the subgroup fixing a projective line in the projective plane and a point on that line, i.e. the group of matrices of the form
with Lie algebra g . . (The square brackets indicate that the matrix is defined up to rescaling, being an element of P GL P 2 ). Moreover, they define a canonical 1-form ω (which they write as φ) on E valued in g = sl (3) (the Lie algebra of
is semibasic for E → M , and
g ω, (4) Given any local section σ of E → M , the integral curves are precisely the solutions of the exterior differential system σ * ω 2 0 = σ * ω 2 1 = 0. Bryant, Griffiths & Hsu don't actually state the equation (3), but it follows immediately as a simple calculation from the transformation properties of the various components of ω as given in their article. They also don't state (4), but it is clear from their remarks on the top of p. A.2.
Review of Cartan connections
I won't repeat the entire story of Cartan connections, most of which is contained in my paper [22] , but just repeat the definition and prove a few results which were only sketched in that paper. 
Definition 2. A Cartan pseudogeometry on a manifold M , modelled on a homogeneous space
for all A ∈ g 0 , and r * g ω = Ad
, the flag variety of pointed lines in projective space.
Proof. We have only to check that A is the infinitesimal generator of the right action, for A ∈ g . . This follows immediately from the simple calculation that
We will employ a host of results on vector bundles and Cartan geometries, all of which have the same proof, so we give the proof in just one case:
Lemma 2. Consider a Cartan geometry π : E → M . The tangent bundle is
Proof. At each point e ∈ E, the 1-form ω e : T e E → g is a linear isomorphism, taking ker π ′ (e) → g 0 . Therefore ω e : T e E/ ker π ′ (e) → g/g 0 is a linear isomorphism. Also π ′ (e) : T e E/ ker π ′ (e) → T π(e) M is an isomorphism. Given a function f : E → g/g 0 , define v f a section of the vector bundle T E/ ker π ′ , by the first isomorphism, and a sectionv f of π * T M by the second. Calculate thatv f is G 0 -invariant just when f is G 0 -equivariant, i.e. just when
This makes an isomorphism of sheaves between the sections of the tangent bundle T M and the G 0 -equivariant functions E → g/g 0 , i.e. the sections of (E × (g/g 0 )) /G 0 , so that they must be identical vector bundles. [22] , some covering space of M maps locally diffeomorphically to G/G 0 , and the Cartan geometry on that covering space is pulled back. Because M is simply connected, that covering space is M itself. Because M is compact, the local diffeomorphism is a covering map. Because G/G 0 is connected and simply connected, the map is a diffeomorphism. Say that a group G defies a group H if every morphism G → H has finite image. We will not repeat the proof of:
closed subgroup of a Lie group, and Γ ⊂ G is a discrete subgroup, acting freely and discontinuously on
Theorem 10 (McKay [22] ). A flat Cartan geometry, modelled on G/G 0 , defined on a compact connected base manifold M with fundamental group defying G, is a locally Klein geometry.
Theorem 11. Roughly put: given structure equations which look like a Cartan connection, there is locally a Cartan geometry inducing them.
To be more precise, suppose that G/G 0 is a homogeneous space. Let E be a manifold with 1-form ω ∈ Ω 1 (E) ⊗ g, so that at each point e ∈ E, ω e : T e E → g is a linear isomorphism, and so that dω
be covered by open sets U α , and each U α can be embedded into a manifold E α so that there is a Cartan geometry E α → M α with Cartan connection ω α modelled on G/G 0 , and so that on each U α , ω α = ω.
Proof. Consider the foliation of E by the submanifoldsω = 0. Since our result is local, we can assume that this foliation is a fiber bundle E → M , and also that this fiber bundle is trivial. Consider the vectors fields A E on E defined by the equation A E ω = A, for any A ∈ g 0 . Clearly these provide a Lie algebra action, whose orbits are the fibers of E → M . Taking any local section of E → M , say σ :
is defined near A = 0, and a local diffeomorphism there. Therefore we can find an open set of the form U M × U g0 with U M ⊂ M and U g0 ⊂ g 0 open sets, on which the map is defined and is a diffeomorphism to its image. Because our results are local, we can assume that M = U M , and the map is a global diffeomorphism, with image all of E. Moreover, we can assume that the exponential map identifies U g0 with an open subset
Check that Ω = ω on M × 1 and that L A Ω = −[A, Ω], for A ∈ g 0 , so that by uniqueness of solutions of ordinary differential equations, Ω = ω on E.
Inducing a Cartan connection on integral curves
Let C → M be any immersed integral curve. Consider the pullback subbundle E| C . Since 0 = ω 
Classification of Cartan connections on rational curves
Theorem 12. Every holomorphic flat Cartan geometry on P n , with connected model G/G 0 , is isomorphic to its model, hence given by taking any morphism of complex Lie groups α : G → P GL (P n ), with G acting transitively on P n , setting G 0 = ker α, setting E = G, and setting
Proof. This construction determines a Cartan geometry obviously. Conversely, by flatness our geometry is obtained by taking a local biholomorphism to the model P n → G/G 0 , so a covering map (since P n is compact). The deck transformations must be biholomorphisms of P n , so projective linear transformations. However, every projective linear transformation has a fixed point, so they can't act as deck transformations unless the covering group is trivial.
Corollary 1. Every holomorphic Cartan geometry on a rational curve comes about this way, and moreover the morphism
Proof. Any Cartan geometry on P 1 is flat, since the curvature is a semibasic 2-form. No complex Lie subgroup of P GL P 1 acts transitively on P 1 .
A cornucopia of vector bundles
If M 3 bears a surface path geometry, then the stalks are curves transverse to the integral curves. Let Θ ⊂ T M be the field of 2-planes spanned by the tangent lines to integral curves and tangent lines to stalks. In local coordinates, x, y,ẏ, we see that Θ = (dy =ẏ dx), so a contact structure. Proposition 2. Let C be an immersed integral curve in a complex 3-fold M with holomorphic path geometry, E → M the Cartan geometry associated to the path geometry. Let Θ ⊂ M be the canonical contact structure. Let S be the space of points (if S is not a smooth surface, then equations below involving S are not entirely meaningful, but the right hand sides still define vector bundles), and ν S C the normal bundle of the embedding C → M → S (for which a similar proviso applies). Let G = P GL (P n ), 
Proof. As in the proof of lemma 2.
Intuitively, the equations above allow us to pretend to work with the space of points S, even if it isn't Hausdorff, by instead working with various vector bundles.
Recall that P 1 bears line bundles O (p), defined as follows: think of P 1 as the space of lines through 0 in C 2 , and let O (−1) be the bundle whose fiber above a line L is just L; then let
Moreover, the line bundles O (p) have global nonzero holomorphic sections just when p > 0. Another way to present these line bundles:
Write B for the group of matrices of the form:
Proof. Pick a local holomorphic section f of O (p), i.e. a choice of map f :Û ⊂ C 2 \0 → C, whereÛ is the preimage of U under C 2 \0 → P 1 , and with f (az) = a p z. Define F (g) = f (ge 0 ). Conversely, given F , define f (z) = F (g z ) where
, defined for all z 1 = 0 for which g z lies in the domain of F .
In giving this proof, we are merely trying to avoid abstract Borel-Weil-Bott theory, and give concrete expressions for these line bundles.
Corollary 2. On any rational integral curve,
Proof. Calculate these on the model. (Note that the normal bundle of C = P 1 ⊂ M = PT P 2 has sections coming from the tangent bundle of the dual space P 2 * ; from which it is easy to see that this normal bundle is trivial.) By the classification of Cartan geometries on rational curves, the Cartan geometry on every rational integral curve is isomorphic to the one found on the integral curves of the model, making these vector bundles identical.
Kodaira deformation theory
Theorem 13 (Kodaira [19] ). If X ⊂ M is an immersed compact complex submanifold of a complex manifold, with normal bundle ν X and H 1 (ν X ) = 0, then X belongs to a smooth family of submanifolds Y = { X y | y ∈ Y } for some complex manifold Y , with canonical isomorphism T X Y = H 0 (ν X ). Moreover, this family is locally complete, in the sense that any other family of complex submanifolds which contains X, after we restrict to some neighborhood of the point corresponding to X, is pulled back from a unique map to Y .
We are being a little vague here about what a family of submanifolds is; the curious reader can consult Kodaira. To make use of this, we need to know a little sheaf cohomology: 
Identifying line bundles
The main tool in my paper [22] is a method for computing which vector bundle a given differential invariant lies in, when it is restricted to a rational curve. We will try to make the method more transparent. .
The manifold SL (2, C) × E is foliated by 3-dimensional integral manifolds of the differential system g −1 dg = ω, on which
(for some function F ′ ) enabling us to read off the weight from the structure equations.
If this Lie subalgebra sl (2, C) ⊂ g integrates to a group morphism SL (2, C) → G (not necessarily injective), then all of its weights are integers.
Proof. Since E → C is isomorphic to the model, we can assume E = G, C = G/G 0 . The integral manifolds are the left translates of the graphs of local Lie group morphisms SL (2, C) → G. Each leaf forms a covering group of SL (2, C); pick one and call it H. The action of H on G/G 0 is not trivial, because the image of H → G is not contained in G 0 . Locally, we can identify H with SL (2, C), and the fibers of H → P 1 with covering spaces of C × ⋊ C. On each of these, we have the equation dF = pω 0 0 F . In explicit coordinates a b 0 a , on C × ⋊ C, check that this equation precisely demands that the function F scale as F (gg 0 ) = a −p 0 F (g). In particular, this local result ensures that if p is an integer, then F drops down from a function on H to a function on SL (2, C), and then the scaling behaviour ensures that F represents a section of O (p).
The subalgebra sl (2, C) ⊂ g integrates to SL (2, C) → G just when H = SL (2, C), since SL (2, C) is simply connected. This ensures that the local action of C × ⋊ C integrates to a global action, so must have an integer weight.
Corollary 4. Functions of negative integer weight vanish.
Dual surface path geometries
It is an old observation that every surface path geometry has a dual surface path geometry, given by interchanging the role of integral curves and stalks. We can see directly from the structure equations of the Cartan geometry that this is just an interchange of indices ω Differentiating twice, we find the relationship:
the dual ordinary differential equation, where 
where ̟ is the integral over a period. Our elliptic curve has equatioṅ y 2 = y(y − 1)(y − λ).
Compute (as in Clemens
Integrating both sides along the elliptic curve, avoidingẏ = 0, we find the PicardFuchs equation 
Again there is a Picard-Fuchs equation, but it is more difficult to find, and we will not try to find it.
Rationality of integral curves and stalks for surface path geometries
Theorem 14 (Hitchin [17], Bryant, Griffiths, Hsu [1]). If the integral curves [stalks]
of a holomorphic surface path geometry are rational, then
Proof. Calculating the exterior derivatives of the structure equation in item 2 on page 8, we find
If C is a rational integral curve, the bundle E C → C has ω Our equations simplify to
modulo semibasic terms, hence weights −2, 1 for K 1 , K 2 respectively. Therefore K 1 = 0. Duality proves the results for stalks.
Corollary 5. If the space of elements of a holomorphic surface path geometry is connected, and both the generic integral curve and the generic stalk are rational, then the path geometry is locally isomorphic to the model.
Proof. We see that K 1 = K 2 = 0, and differentiate to find that all invariants vanish. The structure equations are identical. Let ω be the Cartan connection of the path geometry on E → M , and ω ′ the Cartan connection of the model, say E ′ → M ′ . Then on E × E ′ , the holonomic differential system ω = ω ′ has integral manifolds giving the graphs of local isomorphisms.
Proposition 4 (Cartan [6]). Under any local choice of section of E → M , K 1 is Cartan torsion, up to multiplication by a nowhere vanishing function. In particular, Cartan torsion vanishes just when K 1 does.
Normal projective connections
A normal projective connection is a complicated object. A local normal projective connection is a choice of affine connection, modulo equivalence, where two affine connections are considered equivalent just when they have the same (unparameterized) geodesics. A normal projective connection is a choice of local normal projective connection on each sufficiently small open set, so that these local choices agree on overlaps of open sets.
Theorem 15 (Hitchin [17], Bryant, Griffiths, Hsu [1]). If the stalks [integral curves] are rational, then the path geometry is the path geometry of a normal projective connection on the smooth space of points [integral curves].
Proof. Fels [12] p. 239 demonstrates very clearly how the requirement of being a projective connection (i.e. the geodesic equation of an affine connection, in some coordinates) is identified with having an equation of the form
The surprising third order term arises because x is not necessarily the natural parameter along the geodesic. Hitchin [17] gives a very clear demonstration that this form of differential equation is ensured by rationality of the integral curves.
Cartan [4] shows that this form of differential equation is equivalent to vanishing of K 1 , which turns out in local coordinates to be a multiple of
Higher dimensional path geometries
Beyond surface path geometries, the story is more complicated. Following Mark Fels [12], we can define a second order structure on the space of elements M , say E → M . We will not go through the details of the construction of this second order structure, which is quite involved, and is explained in detail in Fels's paper [12] . Tanaka has found a Cartan connection associated to any path geometry, using a different normalization of torsion; this will be irrelevant to us, although it would provide a more elegant set of structure equations than Fels's.
The structure equations of Fels's second order structure are
where ω ∈ Ω 1 (E) ⊗ g is a 1-form valued in g = sl (n + 2), which we can write as The terms ∇ω have the form
These torsion terms satisfy a large collection of identities. For example, 0 = ∇ω 1 0 = ∇ω I 0 . The torsion terms and many (perhaps all) of their identities are worked out in Fels [12] , while Grossman [16] assumes vanishing of the 1-torsion of his second order structure, and therefore his identities do not cover the generality required for our results.
The structure group of the second order structure is the group of projective transformations fixing a pointed line. The second order structure is not necessarily a Cartan connection, since ∇ω is not necessarily semibasic for the map E → M , i.e. is not necessarily a multiple of the 1-forms ω 
Lemma 6. The obstructions to ω being a Cartan connection vanish just precisely when the 1-torsion of the second order structure vanishes, i.e. when ∇ω , and that this ensures the vanishing of all ♯ t terms. It is a long, but not difficult, calculation which requires only differentiating the structure equations, made much easier by using my notation. This is precisely the condition for vanishing of the 1-torsion of the second order structure.
The reader may be curious as to how to obtain the identities. The pattern one observes in differentiating structure equations is straightforward: we have dω + ω ∧ ω = ∇ω so that taking exterior derivative gives the Bianchi identity
If ∇ω satisfies some identity, with constant coefficients, then so must d∇ω, from which the above equation gives more identities on ∇ω. Computing out these equations gives 0 = ∇ω 
Proposition 5. The second order structure of Fels determines and is determined by a unique path geometry. Moreover, every second order structure with the same structure group for which ∇ω 1 0 = ∇ω I 0 is determined by a unique path geometry. Proof. We will sketch the proof, which depends on the details of Fels's argument from Fels [12] . Given the path geometry, we leave it to Fels to construct the second order structure. Given the second order structure, say E → M , pick any local section σ. Following Fels's definition of E (which is complicated), one finds that 0 = σ
is the foliation by integral curves, while the foliation by stalks is 0 = σ * ω 1 0 = σ * ω I 0 . So if there is a path geometry inducing the second order structure, then this is it. Retracing Fels's steps, we can see that the second order structure is now completely determined, since Fels's algorithm for constructing the second order structure depends only on having a given path geometry and forcing the equations 0 = ∇ω 1 0 = ∇ω I 0 , which is enough to determine the rest of his equations on torsion. Table 1 . Dictionary of notation between this paper, Fels [12] , and Grossman [16] ; * indicates that no notation was provided for this quantity.
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Rational integral curves
Clearly an integral curve is rational just when it is compact with finite fundamental group, by the classification of complex curves (see Forster [14] ).
Theorem 16. If the generic integral curve of a holomorphic path geometry on a manifold M
2n+1 is rational, then the path geometry is torsion-free (i.e. its Fels/Cartan torsion vanishes).
Proof. We prove the result for n > 1, i.e. for the Fels torsion, since the result for n = 1 is proven above. Let ι : C → M be an immersed integral curve, E → M the bundle constructed by Fels, with 1-form ω ∈ Ω 1 (E) ⊗ sl (n + 2). On the pullback bundle ι * E → C, ω I 0 = 0. The structure equations simplify greatly. Indeed ω forms a flat Cartan connection on C, with ω ∈ Ω 1 (ι * E) ⊗ g , modelled on G /G . , the Cartan connection for a line in projective space, which is easy to check. Taking exterior derivative of the structure equations, we find that on E the invariant t 
At this stage, we may wonder if the weights of these invariants will kill them as well. Once again taking exterior derivatives, as Grossman demonstrates,
When I look on the same copy of sl (2, C), structure equations turn to
JKL doesn't have a weight, since it has a ω 0 1 term, while the weights of T 1 JKL , T I JKL are 1 and 0 respectively. Therefore we cannot conclude that these invariants vanish; we will soon consider how they could come about.
15.1. Segré geometries. We now see why rationality of integral curves forces vanishing of torsion. We need to see why vanishing of torsion ensures rationality of integral curves (after possible analytic continuation along the integral curves).
In the model case, of lines in projective space, i.e. the system of ordinary differential equations d 2 y I dx 2 = 0, the space of integral curves is the Grassmannian of lines in projective space, i.e. of 2-planes in C n+1 . Therefore we should try to understand the local geometry of the Grassmannian clearly, and look for analogies when studying general second order systems. Recall that the Grassmannian is G/G where G = P GL (P n ), and G the subgroup of G fixing a projective line. For the Grassmannian, the space of elements is the space of choices of a line in projective space and a point on that line. The integral curves of the Grassmannian are the choices of points lying in a given line in projective space. Keep in mind that the integral curves of a Segré geometry E → Λ are not submanifolds of the base manifold Λ, but rather the fibers of the space of elements M as a bundle M → Λ.
Lemma 7. The integral curves of a Segré geometry are rational curves.
Proof. They are copies of G /G . = P 1 .
Lemma 8. The space of elements of a Segré geometry bears a canonical Cartan geometry modelled on G/G . , for which all integral curves are rational curves.
Proof. Suppose that E → Λ is a Segré geometry, with Cartan connection ω. Let M be the space of elements of a Cartan geometry E → Λ modelled on the Grassmannian. One easy checks the hypotheses of a Cartan connection to see that ω is a Cartan connection for E → M , modelled on the space of pointed lines in projective space.
Definition 7. Let G ′ ⊂ G be the subgroup fixing a point of the Grassmannian and fixing the tangent space to the Grassmannian at that point. A Segré geometry
Torsion-freedom of a Segré geometry E → Λ ensures that the equations ω 1 0 = ω I 0 = 0 are holonomic (i.e. satisfy the conditions of the Frobenius), so that the manifold E is foliated by the integral manifolds of this equation. Moreover, the reader can check that each integral manifold maps to an immersed submanifold of Λ, called naturally a stalk of the Segré geometry. Indeed the stalks foliate the space of elements.
Theorem 17. A path geometry is straight just when it is torsion-free, which occurs just when it is locally isomorphic to the path geometry of a unique torsion-free Segré geometry.
Proof. We have seen that the integral curves of the Cartan connection of the space of elements of a Segré geometry are rational, hence the path geometry is straight and therefore torsion-free. If we have a torsion-free path geometry, then its Cartan connection satisfies the torsion-freedom condition required of a torsion-free Segré geometry. By theorem 11, the Cartan connection is locally isomorphic to the Cartan connection of a torsion-free Segré geometry. Therefore the space of elements of the Segré geometry is identified locally with the path geometry, ensuring that there is an analytic continuation of the path geometry with rational integral curves.
If we have a torsion-free Segré geometry, then its structure equations are precisely those of a torsion-free path geometry on the space of pointed lines, with its integral curves as integral curves, and stalks as stalks.
Proposition 6 (Grossman [16] ). The general torsion-free Segré geometry on a manifold Λ of dimension 2(n − 1) depends on n(n + 1) arbitrary functions of n + 1 variables.
Grossman's proof unfortunately employs the Cartan-Kähler theorem, which is not constructive. There is no known construction producing the torsion-free Segré geometries, or even any large family of examples of them. It would be very interesting to classify the homogeneous torsion-free Segré geometries, and those of low cohomogeneity. [21] (who follow Tanaka [26] ), we will say that ω is normal if [21] ). A Segré geometry determines a Segré structure. Conversely, a Segré structure uniquely determines a normal Segré geometry, reversing the construction, which is purely local and analytic.
We will not give the proof, which is long but not conceptually difficult, following Tanaka's interpretation of Cartan's method of equivalence. The Segré structure determined by a Segré geometry is the one given by taking U = E × C 2 * /G , V = (E × C n ) /G , where G acts in the obvious representation on C n+2 (since it is defined as a group of (n + 2) × (n + 2) matrices), leaving invariant C 2 , and C n means C n+2 /C 2 . One has to be a little careful, since to be more precise G is not actually defined as a group of matrices, but only as a group of projective linear transformations. But scalar multiples of the identify matrix do not alter the tensor product decomposition of U × V , so this turns out to determine a unique Segré structure. Indeed, locally we can lift our Segré geometry to a Cartan geometry modelled on SL (n + 2, C) /P , where P ⊂ SL (n + 2, C) is the subgroup fixing a 2-plane in C n+2 , and each local lifting determines a local Segré geometry. The distinction between local and global Segré geometries is not always clearly made, nor is the distinction between Segré structures and Segré geometries. The space of elements of a Segré structure is the total space of the bundle PU → Λ, and the fibers are the integral curves.
Proposition 7 (Grossman [16] p. 415). Given a Segré geometry E → Λ, the 1-forms ω Proof. It is an easy calculation that the ∆ IJ transform under the action of G as combinations of one another just when the torsion vanishes, since we know how ω transforms by definition of a Cartan connection; for details see Grossman [16] p. 416. 
The proof is just some linear algebra. For 4-dimensional manifolds, analoguous to Gr 2, C 4 , we can consider a Segré structure to be a choice of a family of Segré varieties in the projectived tangent spaces, together with something like an orientation, picking out which of the two tensor product factors is which.
Grossman took this view of Segré geometries, as families of Segré varieties, which seems quite natural. Nonetheless, it is not clear which point of view will make easier the process of geometrically constructing all of the torsion-free Segré geometries, a task which has yet to be done.
Proposition 8 (Machida & Sato [21] ). Every Segré structure determines and is determined by a unique normal Segré geometry, through a local construction. In particular, the concept of torsion-freedom is defined for Segré structures.
15.3. Integrability. Grossman [16] considered in some detail the question of integrability for torsion-free path geometries. We will summarize his results, which generalize Cartan's [6] . Each torsion-free path geometry comes from a torsion-free Segré structure. This has an associated normal Segré geometry. The trick is that we don't actually have in hand anything other than the path geometry to start with. But from this, following Fels [12] , we can compute the structure equations of the second order structure E → M , which are precisely the structure equations of the Segré geometry E → Λ. Therefore, even though we don't see how to construct explicitly the base manifold Λ of the Segré structure, i.e. the space of solutions, we can compute its curvature, which lives on E. We can thereby construct out of the curvature and its covariant derivatives of all orders a collection of invariants of all orders. We find all of this just by differentiating. Each of these invariants transforms under the structure group G of E → Λ in some representation. If we can cobble together a rational invariant (out of these covariant derivatives) which lives in the trivial representation of E → Λ, then it will descend to a function on the unknown manifold Λ, i.e. on the space of integral curves, and therefore it must be a constant on each integral curve. As Cartan and Grossman point out, this process generically succeeds, because there are invariants arising in this manner which, for generic torsion-free Segré structures, have differential nonzero at a generic point. Indeed, in this manner one can find enough conservation laws to reduce the determination of integral curves to quadrature, integrating the original system of ordinary differential equations. Thus we have "integrated by differentiating." This process can fail, but only too many invariants of the curvature and its covariant derivatives are constant on E. For scalar equations (i.e. surface path geometries), Cartan's methods [5, 1] show that there must be a positive dimensional Lie group of symmetries of the differential equation, so we can hope to reduce first using Lie's method. More complicated phenomena are observed in Grossman's thesis [16] , where the constancy of one invariant, at least in low dimension, allows one to calculate further higher order invariants which generically still ensure integrability. However, in general it is unknown whether one either attains integrability or a Lie group of symmetries which is not solvable.
Rational stalks
Given a holomorphic path geometry on a complex manifold M 2n+1 , let Σ ⊂ M be a stalk. Take the Cartan geometry E| Σ → Σ, which is modelled on G . /G . . The ω Proof. The Cartan connection is flat, so by theorem 10 on page 10 our compact stalk must be a locally Klein geometry Γ\G . /G . . But G . /G . = P n−1 , so Γ must be a discrete group of projective linear transformations acting as deck transformations on projective space. However, every linear transformation has an eigenspace, so every projective linear transformation has a fixed point. Therefore Γ = {1}.
Lemma 11. The normal bundle of a rational stalk (as a submanifold of
Proof. First consider the case of the model. Each P n fiber of PT P n+1 lives inside the open set PT A n+1 = A n+1 × P n , so clearly has trivial normal bundle νP n = O ⊕n+1 . Next, in the general case, construct the normal bundle as 
is semibasic for the map E → M . Pick a number N from 2, . . . , n. Consider the copy of sl (2, C) ⊂ G . given by the equations ω Proof. Kodaira's theorem ensures that the space of stalks is a complex manifold. Following Fels [12] p. 238, the vanishing of T I JKL is precisely the condition under which the path geometry is locally that of a projective connection on some complex manifold, which is locally identified with Kodaira's moduli space.
Theorem 21. All stalks and all integral curves can be made rational by some analytic continuation just when the path geometry is locally isomorphic to
Proof. This is a long calculation: once the invariants T I JKL and ♯ t are forced to vanish, then all of the remaining invariants vanish, and then the Cartan geometry on E is flat.
Conclusion
How can we apply these ideas in algebraic geometry? If we have a collection of rational curves in a complex manifold S, and the collection is locally described, near one of these curves, as the integral curves of a (possibly multivalued) smooth path geometry on M = PT S, then because the stalks are rational these must be the geodesics of a projective connection. But because the integral curves are rational, this projective connection must be flat, so S is locally identified with P n , up to local linear projective transformations, and the rational curves identified with projective lines. So we get the idea that families of rational curves must pass through some singularity of S, or be laid out in some manner quite different from a path geometry, in order to avoid making S look very much like P
n . Some open problems:
(1) Write software to symbolically integrate "generic" torsion-free systems of ordinary differential equations. (2) For torsion-free systems for which there are not enough invariants to integrate (using curvature and its covariant derivatives to generate integrals of motion), is there always some other process to integrate the equations, by combination of those integrals of motion together with symmetry reductions? (3) Find a straightness criterion for higher order equations, for example third order scalar equations [7, 9, 24] , fourth order scalar equations [2, 13] , and third order systems [11] . (4) One can adapt the methods of this article to a host of Cartan connections and G-structures; for example for holomorphic 2-plane fields on a 5-manifold, satisfying a natural nondegeneracy condition (see Cartan [3] ), one can ask when their bicharacteristic curves are rational. The crucial idea is to look at a copy of sl (2, C) appearing in the structure equations, and see how the torsion (or curvature) varies under it, which we can read off directly from structure equations. (5) Can something be said about ordinary differential equations whose integral curves are elliptic? The methods employed here seem powerless, since line bundles on elliptic curves have moduli, so we couldn't expect to read them off from the structure equations. (6) The requirement that a Segré structure be torsion-free is a collection of first order partial differential equations, which has a lot of local solutions (the Cartan-Kähler theorem tells us so). But there is no technique for constructing solutions. We are not interested in flat solutions (i.e. locally isomorphic to the Grassmannian of 2-planes in a vector space), but quite interested to find the nonflat examples with largest possible symmetry groups, which correspond to very special systems of ordinary differential equations. (7) Cartan's concept of "integrating by differentiating" applies to certain families of ordinary differential equations, which he refered to as classe C [6] .
Is there actually a relation between straightness and classe C? Presumably straightness implies classe C, but comments in Bryant [2] p. 35 suggest that there is more to classe C than straightness.
(8) Do the results above tell us something about holomorphic topological projective spaces [23] ? One might expect that all holomorphic compact topological projective spaces are isomorphic to the standard complex projective space. (9) Perhaps one can follow the approach of Jahnke & Radloff [18] , finding some kind of Atiyah class, to say that even if the second order system doesn't have rational integral curves, you still get some control on which sorts of complex projective varieties can admit this kind of geometry. In low dimensions, you might hope to classify the surfaces and 3-folds which admit path geometries. (10) Suppose that the path geometry is singular, but all the integral curves are still rational. If the singularity is "mild" enough, we should still find that the sufficiently high order torsion will have enough lower indices to force it to vanish. This might work for lots of parabolic geometries, and could give rise to classifications of mildly singular cases. I am thinking in particular if the lower torsion were to vanish by assumption, leaving only 1 layer of torsion left, which was forced to be constant, that might allow us to put together a special example.
