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1. Introduction 
 
 By relaxing the constraint of a diagonal representation of the Hamiltonian and 
allowing for the next higher level of generalization, which is that of tridiagonal matrices, 
we found a larger solution space for the wave equation with an extended class of exactly 
solvable potentials [1]. The L2 series solutions obtained as such include the discrete (for 
bound states) as well as the continuous (for scattering states) spectrum of the 
Hamiltonian. Due to the tridiagonal structure of the matrix wave equation the problem, in 
this approach, translates into finding solutions of the resulting three-term recursion 
relation for the expansion coefficients of the wavefunction. These are written in terms of 
orthogonal polynomials, some of which are well-known but some are new while others 
are modified versions of known polynomials. In a recent article [1], we obtained 
solutions of problems in one and three dimensions using this approach. The solutions of 
some of the classic problems such as the Coulomb and Morse were reproduced adding, 
however, new tridiagonal representations to the solution space. We also found 
generalizations of others, such as the Hulthén problem, where we obtained an extended 
class of solutions and introduced their associated orthogonal polynomials. This kind of 
development embodies powerful tools in the analysis of solutions of the wave equation 
by exploiting the intimate connection and interplay between tridiagonal matrices and the 
theory of orthogonal polynomials. In such analysis, one is at liberty to employ a wide 
range of well established methods and numerical techniques associated with these 
settings such as quadrature approximation and continued fractions. These formulations 
were also extended to the study of the relativistic problem. The Dirac-Coulomb and 
Dirac-Morse are two relativistic problems, beside others, that have already been worked 
out using this approach [2]. 
 
 In this article, we investigate the nonrelativistic problem in three dimensions with 
non-central potentials using the same approach and obtain scattering and bound states 
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solutions of the wave equation. We consider the time-independent potential of the form 
( ) ( , )V r V r θ=G  such that it is separable in spherical coordinates. Specifically, we study 
the following class of potentials 
 02 2
ˆ1 cos( , ) ( ) cos
2 sin
C CV r V r C
r
θθ θθ
 += + −   
,      (1.1) 
where Cˆ , C, and 0C  are real potential parameters. The Aharonov-Bohm [3] and 
Hartmann [4] potentials are special cases for which 0 0C C= =  (for pure Aharonov-
Bohm effect, Cˆ  is discrete via its linear dependence on an integer m∈]  which comes 
from the phase quanta of the angular component of the wavefunction, ime φ ). The case 
where ˆC C= ±  and 0 0C =  corresponds to the magnetic monopole potential with 
singularity along the z±  axis [5]. Our main contribution to the solution of this kind of 
problems is two-fold. The first is the introduction of the three-dimensional potential term 
2
cos
r
θ  which, to the best of our knowledge, was not treated exactly before. The second is 
the simultaneous analytic solution of scattering and bound states in the same formulation. 
We take the Coulomb interaction as the radial component of the potential. That is, we 
take ( )V r r=Z , where Z  is the electric charge coupling. Additionally, we consider 
briefly in Sec. 7 the radial oscillator potential V(r) = 4 212 rω , where ω is the oscillator 
frequency. 
 
 For an introduction to the above-mentioned approach and its implementation on 
some examples in one and three dimensions (with spherical symmetry) one may consult 
the papers in Refs. [1,2]. Nonetheless, it might be useful to give, in few lines, a brief 
account as follows. Let { } 0( )n nrϕ ∞=G  be a complete set of L2 basis in the configuration 
space with coordinates rG  that supports a tridiagonal matrix representation for the wave 
operator. That is, by expanding the wave function as ( , ) ( ) ( )n nnr E f E rψ ϕ=∑G G , the 
matrix representation of the wave operator in this basis could be written as follows 
 , , 1 1 , 1( )n m n n m n n m n n mH E a z b bϕ ϕ δ δ δ− − +− = − + + ,     (1.2) 
where z and the coefficients { } 0,n n na b ∞=  are real and, in general, functions of the energy, 
E, angular momentum, and potential parameters. Therefore, the matrix wave equation, 
which is obtained by expanding ψ  in ( ) 0H E ψ− =  as m mm f ϕ∑  and projecting on 
the left by nϕ , results in the following three-term recursion relation 
 1 1 1n n n n n n nz f a f b f b f− − += + + .         (1.3) 
Consequently, the problem translates into finding solutions of this recursion relation for 
the expansion coefficients of the wavefunction. In most cases this recurrence relation 
could be solved easily and directly by correspondence with those for well known 
orthogonal polynomials. Moreover, Eq. (1.2) shows that the discrete energy spectrum is 
easily obtained by imposing the diagonalization constraint which requires that 
 0nb = , 0na z− = .          (1.4) 
for all n. 
 
 We start in the following section by formulating the problem and writing down the 
basis elements for the angular and radial components of the wavefunction that support a 
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tridiagonal matrix representation for the associated wave operator. The corresponding 
components of the non-central separable potential that are compatible with the tri-
diagonal representations are also obtained. Explicit construction of the angular wave 
function for three possible configurations is given in Sec. 3. The radial component, which 
is compatible with the Coulomb interaction, is obtained in Sc. 4. The complete solution 
space splits into two disconnected subspaces: one for 0 0C ≠  and another for 0 0C = . 
These are constructed in Sec. 5 and Sec. 6, respectively. Additionally, in Sec. 5, we give 
the complete and explicit solution for the special case where ˆ 0C C= =  and 0 0C ≠ , 
which is unique to the present work. In Sec. 7, we study briefly the case where the radial 
component of the non-central potential is that of the spherical oscillator. The new 
orthogonal polynomials associated with the tridiagonal representation of the angular 
component of the solution space will be investigated in Appendix B. The resolvent 
operator and weight (density) function for these polynomials are obtained in terms of the 
recursion coefficients { },n na b . Finally, in Appendix C we formulate the problem of a 
charged particle moving in a cylindrical electromagnetic vector potential (e.g., outside an 
infinitely long and thin current solenoid) and establish its connection to the present 
problem. As an example, we obtain the bound states solution for the combined 
Aharonov-Bohm effect and a magnetic monopole. 
 
 
2. Non-central separable potentials in spherical coordinates 
 
 In the atomic units =  = M  = 1, the time-independent Schrödinger wave equation 
for a structureless scalar particle of mass M  in a potential ( )V rG  is 
 212 ( ) 0V r E ψ − ∇ + − = 
G G ,         (2.1) 
where ∇G  is the three-dimensional Laplacian. The energy, E, is real and it is either 
discrete for bound states, or continuous for scattering states. In the spherical coordinates, 
{ }, ,r r θ φ=G , this wave equation could be written explicitly as follows 
 ( ) 2 22 22 2 2 2 21 1 11 2 2 2 01r x x V Er r r r x x x ψφ  ∂ ∂ ∂ ∂ ∂ + − − + − + =  ∂ ∂ ∂ ∂ − ∂    , (2.2) 
where cosx θ= . Consequently, this equation is separable for potentials of the form 
 2 2
1 1( ) ( ) ( ) ( )
1r
V r V r V x V
r xθ φ
φ = + + − 
G .       (2.3) 
This is so because if we write the wavefunction as 1( , , ) ( ) ( ) ( )r r R rψ θ φ θ φ−= Θ Φ , then 
the wave equation (2.2) with the potential (2.3) gets separated in all three coordinates as 
follows 
 
2
2 2 2 0
d V E
d φ φφ
 − + Φ =  
,         (2.4a) 
 ( ) 22 2 221 2 2 2 01 Ed dx x V Edx dx xφ θ θ − − − − + Θ = −  ,     (2.4b) 
 
2
2 2
2 2 2 0r
d E V E R
dr r
θ − − + =  
,        (2.4c) 
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where Eφ  and Eθ  are the separation constants, which are real and dimensionless. Square 
integrability of the basis is with respect to the following integration measures 
 
1 2
2 2 2 23
0 1 0
d r R dr dx d
π
ψ φ
∞ +
−
= Θ Φ∫ ∫ ∫ ∫G .       (2.5) 
They are also required to satisfy the boundary conditions that (0) ( ) 0R R= ∞ = , ( )φΦ  = 
( 2 )φ πΦ + , (0)Θ  and ( )πΘ  are finite. If we specialize to the case where 0Vφ = , then the 
normalized solution of Eq. (2.4a) that satisfies the boundary conditions is 
 i1( )
2m
me φφ πΦ = , 0, 1, 2,..m = ± ± ,       (2.6) 
giving 212E mφ = . 
 
 The L2 basis elements for the angular wavefunction component ( )θΘ  in the 
configuration space with coordinate [ ]1, 1x∈ − +  that satisfy the boundary conditions are 
 ( , )( ; , ) (1 ) (1 ) ( )n n nx A x x P x
α β µ νχ µ ν = − + ,       (2.7) 
where cosx θ= , ( , ) ( )nP xµ ν  is the Jacobi polynomial of order n and 0,1, 2,..n = . The 
dimensionless real parameters , 0α β > , , 1µ ν > −  and nA  is the normalization constant 
 1
( 1) ( 1)2 1
( 1) ( 1)2n
n nn
n nA µ ν
µ νµ ν
µ ν+ +
Γ + Γ + + ++ + +
Γ + + Γ + += .       (2.8) 
Using the differential equation (A.3) and differential formula (A.4) for the Jacobi 
polynomials, shown in Appendix A, we obtain 
( ) ( ) ( )
( ) ( ) ( )
1
2
2 2 2
2
1
2 2 1 1
2 1 1 1 1
( )( ) 2 2
2 1 1
1 2
2 1 2 n
n
n
n n
x x
n x x x x
n n A
n x x A
d dx x n x
dx dx
n n
ν µ µ α β ν
µ ν
µ ν µ α β ν
µ ν
χ α β
αβ α β µ ν χ χ
− −
− − − + −+ + − + − +
+ + − −
+ + − +
  − − = − + + + +   
− + + − + + + + +
 (2.9) 
Therefore, the action of the differential operator of Eq. (2.4b) on the basis element (2.7) 
reads as follows 
( ) ( ) ( )
( ) ( )
22
2
1
1
2 2 1 1
2 2 1 1 2 1 2 1 1
( )( ) 2 2
2 2 2 1 11
n
n
n
n n
En x x
n x x x x x
n n An
n x x A
H E x V
E n
φ
θ θ θ
θ
ν µ µ α β ν βαµ ν
µ να β µ α β ν
µ ν
χ
αβ µ ν χ χ
− −
− − − + −+ + − + − + −
+ ++ − −
+ + − +
− = + + − − + +
− + + + + + + − +
  (2.10) 
The recurrence relation (A.1) and orthogonality relation (A.5) of the Jacobi polynomials 
show that a tridiagonal matrix representation, n nH Eθ θχ χ ′− , is obtainable only for a 
limited number of special choices of potential components Vθ  and for specific relations 
among the parameters as follows: 
 (1) 
2
µα = , 
2
νβ = , and ( ) ( )2 2 2 2 2 021 12 212 1 2
m x CV x
xθ
µ ν µ ν+ − + −= −−           (2.11a) 
 (2) 
2
µα = , 1
2
νβ += , and ( ) ( )2 2 21 121 12 212 1
C m C x
V
xθ
µ µ+ − + −= −           (2.11b) 
 (3) 1
2
µα += , 
2
νβ = , and ( ) ( )2 2 22 221 12 212 1
C m C x
V
xθ
ν ν+ − + −= −           (2.11c) 
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where 0, 1, 2,..m = ± ±  and { }2 0i iC =  are dimensionless real parameters. The first possibility 
(2.11a) eliminates the 1nχ −  term from Eq. (2.10), whereas the last two allow this term to 
contribute to the matrix elements above and below the diagonal. The details of these 
three possibilities will be given in the following section. 
 
 Now, the radial component of the wavefunction, R(r), could be taken as an element 
in the space spanned by the L2 functions 
 2( ; , ) ( )yn n ny B y e L y
α νξ λ ν −= ,         (2.12) 
where y rλ=  and ( )nL yν  is the Laguerre polynomial of order n. The real parameter λ is 
positive and carries the dimension of inverse length (i.e., it is a length scale parameter). 
On the other hand, the dimensionless parameters 0α >  and 1ν > − . It should be 
understood that the basis parameters α and ν are reused here for the purpose of economy 
in the use of symbols but are not the same as those that appear in the angular wave 
function basis (2.7). The normalization constant ( 1) ( 1)nB n nλ ν= Γ + Γ + + . Using the 
differential equation (A.8) and differential formula (A.9) for the Laguerre polynomials, 
we obtain 
 
( )2 22 2
2
12
1
1 2 ( 1) 11
4
( )(2 1)
n
n
n
n
n
y
d n
dr y y y
n A
y A
ν αξ α α αλ ξ
ν α νλ ξ −
−
+ − −= − + + − +  
+ − −−
     (2.13) 
Therefore, the action of the differential wave operator of Eq. (2.4c) on the basis element 
(2.12) gives the following 
( ) ( ) ( )2 2 2
2
12
1
1 2 2 ( 1) 1 21
2 4
( )(2 1) .
2
n r n
n
n
n
y
n EH E V E
y y y
n A
y A
θν αλ α α αξ ξλ
λ ν α ν ξ −
−
+ − − −− = + + + − + −  
+ − −+
  (2.14) 
The recurrence relation (A.6) and orthogonality relation (A.10) for the Laguerre 
polynomials show that a tridiagonal matrix representation n nH Eξ ξ ′−  is possible 
only for a limited number of special radial potential components rV  and results in the 
following two possibilities: 
 (1) 2 1ν α= − , ( 1) 2Eθα α − = , and rV r=
Z               (2.15a) 
 (2) 2 2ν α= − , 2 8Eλ = − , and 22rV r r= +
Z B               (2.15b) 
where Z  and B  are real potential parameters: Z  is the particle’s charge and B  is a 
centripetal potential barrier parameter. In what follows, we only consider the first case 
since the second is restricted (for real representations) to negative energies only. On the 
other hand, by taking the configuration coordinate in (2.12) as 2( )y rλ= , the basis 
function becomes compatible with the problem whose radial potential component is that 
of the oscillator, 4 212rV rω= . This will be discussed briefly in Sec. 7. 
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3. Solution space for the angular component 
 
3.1 Case (2.11a): 
 We start by studying the case (2.11a) for which the angular component of the non-
central potential could be written as 
 02
ˆ cos cos
2sin 2
C C CVθ
θ θθ
+= − .         (3.1) 
Thus the basis parameters µ and ν are related to the potential parameters Cˆ  and C and to 
the wavefunction quantum phase number m by 
 2 ˆm m C Cµ = + + , 2 ˆm m C Cν = + − .       (3.2) 
These relations show that µ and ν are discrete (indexed by m) and positive. Moreover, 
they also require that, for real representations, 2 ˆmax( )m C C≥ − ± . That is, if we define 
M as the smallest integer greater than 1 2ˆmax(| |)C C± , then 
 
ˆ0,1, 2,.. , max( ) 0
ˆ, 1, 2,.. , max( ) 0
C C
m
M M M C C
 ± ≥=  + + ± <
      (3.3) 
It is worthwhile noting that a unique solution might exist for ( 1)m M= ± −  in which the 
parameter(s) mµ  or (and) mν  is (are) the negative of that (those) given by Eq. (3.2), and 
in the range (−1,0). This happens for special values of the potential parameters Cˆ  and C 
satisfying any (both) of the following two inequalities 
 2ˆ ˆ1 ( 1)C C M C C− ± > − > − ± .        (3.4) 
Now, to obtain the tridiagonal matrix representation n nH Eθ θχ χ ′−  we employ the 
orthogonality property (A.5) and recurrence relation (A.1) for the Jacobi polynomials 
into the action of the differential operator as given by Eq. (2.10). The result is as follows: 
 
( ) ( )2 2 0
0
0
2 2
,
, 1
, 1
( ) 2 11 1 1
2 2 2 2(2 )(2 2)
( )( )( )
2 (2 1)(2 1)
( 1)( 1)( 1)( 1)
2 2 (2 1)(2 3)
n n n n
n n
n n
C
n n
n n n nC
n n n
n n n nC
n n n
H E nθ θ
ν µ µ ν
µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
χ χ γ δ
δ
δ
′ ′
′+
′−
− + +
+ + + + +
+ + + +
+ + + + − + + +
+ + + + + + + +
+ + + + + + + + +
 − = + + − +  
+
+
 (3.5) 
where we have introduced the dimensionless real parameter γ by writing 2 ( 1)Eθ γ γ≡ + . 
The subscript m on µ and ν was removed for the sake of clarity and simplicity in 
presentation. For arbitrary values of 0C , Eq. (3.5) shows that as the integers n and m 
increase the representation degenerates by changing its signature (becoming indefinite) 
when crossing the threshold defined by 
 ( ) ( )2 21 12 2m mn µ ν γ+ ++ ≤ + .         (3.6) 
To keep the representation, which is bounded from below, definite and prevent it from 
degenerating we require that the set of integers { },n m∈ ∈` ]  satisfy the constraint 
(3.6). Therefore, for a given γ, 0, 1, 2,...,m j= ± ± ±  [or , ( 1), ( 2),...,m M M M= ± ± + ± +  
j± , see Eq. (3.3)] such that j is the maximum integer satisfying 2 1 1j jµ ν γ+ ≤ + − . 
Moreover, 0,1, 2,..,n N= , where N is the maximum integer satisfying 12N γ≤ +  − 
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0 0 1
2
µ ν+ +  [or, 112 2M MN
µ νγ + +≤ + − ]. Expanding the angular component of the wave 
function as ( )θΘ  = ( ) ( ; , )n nn f E xθ χ µ ν∑ , then Eq. (2.4b) and Eq. (3.5) give the 
following three-term recursion relation for the expansion coefficients 
 
( )2 2
0
2
1
1
11
2(2 )(2 2)
( )( )( )2
2 (2 1)(2 1)
( 1)( 1)( 1)( 1)2
2 2 (2 1)(2 3)
n n
n
n
Cn n
n n n n
n n n
n n n n
n n n
z f n f
f
f
ν µ µ ν
µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
−
+
− + +
+ + + + +
+ + + +
+ + + + − + + +
+ + + + + + + +
+ + + + + + + + +
 = + +  
+
+
     (3.7) 
where ( )
0
21 1
2Cz γ= +  and 0 0C ≠ . This recursion relation could be rewritten in terms of a 
three-parameter polynomial defined as 
 ( 1) ( 1)1 ( 1) ( 1)2 1( ; , ) ( )n n
n n
n nn
H z f zσ µ νµ νµ νµ ν
Γ + + Γ + +
Γ + Γ + + ++ + += ,     (3.8) 
where 01 Cσ = . In terms of these orthogonal polynomials the recursion relation (3.7) 
becomes 
 
( )2 2 2
1 1
1
2(2 )(2 2)
2( )( ) 2( 1)( 1)
(2 )(2 1) (2 1)(2 2)
n n
n n
n n
n n n n
n n n n
z H n H
H H
σ σ
σ σ
ν µ µ ν
µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν µ ν
σ
− +
− + +
+ + + + +
+ + + + + +
+ + + + + + + + + + +
 = + +  
+ +
   (3.9) 
These polynomials, as far as we know, have not been studied before. However, 
comparing this recurrence relation with (A.1) for the Jacobi polynomials, we can write 
 ( , )
0
( ) lim ( ; , )n nP z H z
µ ν σ
σ µ ν→= .         (3.10) 
In this limit, Eθ  should be allowed to increase such that the ratio ( ) 0142E Cθ + , which is 
equal to z, becomes finite and belongs to the interval [ ]1, 1− + . The polynomials 
( ; , )nH z
σ µ ν  are uniquely defined by the recursion (3.9) and the initial normalizing 
relation that 0 ( ; , ) 1H z
σ µ ν = . Now, the angular component of the wave function could 
then be written as the L2–series sum 
2 2 ( , )
0
1
( 1) ( 1)2 1
( 1) ( 1)2
( ) ( ) ( ; , )(1 ) (1 ) ( )
mN
a a
m m n n
n
n nn
n nz H z x x P x
µ νσ µ ν
µ ν
µ νµ ν
µ νθ µ ν= + +
Γ + Γ + + ++ + +
Γ + + Γ + +Θ = − +∑N ,(3.11a) 
where ( )am zN  is a normalization constant that depends on z, m and the physical 
parameters of the problem but, otherwise, independent of n. To make ( )am θΘ  z-
normalizable, we write ( ) ( )am z z
σρ=N , where ( )zσρ  is the weight (density) function 
associated with the polynomials { }nH σ : 
 ( 1) ( 1)12 ( 1) ( 1)( ) ( ; , ) ( ; , )n m nm
n n
n n nz H z H z dz
σ σ σ µ ν
µ ν µ νρ µ ν µ ν δΓ + + Γ + ++ + Γ + Γ + + +=∫ .  (3.12) 
In Appendix B we show how to obtain this density function from the resolvent operator 
(Green’s function) associated with these polynomials using the coefficients of the 
recursion relation, { } 0,n n na b ∞= . The sum in the series (3.11a) runs from n = 0 to mn N=  
where mN , for a given m, is obtained from condition (3.6) as the largest integer n 
satisfying the inequality 
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 112 2
m mn µ νγ + +≤ + − .          (3.6’) 
The subscript m appearing in ( )am θΘ  is due to the fact that the parameters µ and ν depend 
on m as shown in Eq. (3.2). 
 
 To obtain the diagonal representation, 
2 2
1
( , )( 1) ( 1)2 1
( 1) ( 1)2( ) ( ; , ) (1 ) (1 ) ( )
m m
m mm m m m
m m m m
a
nm n m m n
n nn
n nx x x P x
µ ν
µ ν
µ νµ νµ ν
µ νθ χ µ ν + + Γ + Γ + + ++ + + Γ + + Γ + +Θ = = − + (3.13) 
we impose the constraint (1.4) on Eq. (3.5) which gives 
 0 0C = , ( )1 212 2
2 1 1
m m
m m
m m
nm
n
n
n
µ ν
µ ν
µ ν
γγ γ
±
+
+ +
+
 + == − ± + = − − − = − −
   (3.14) 
According to Eq. (3.2), which states that , 0m mµ ν > , then 0nmγ + >  and 1nmγ − < − . 
Therefore, 0γ >  and 0Eθ >  since 2 ( 1)Eθ γ γ= + . Moreover, for a given value of γ 
(equivalently, Eθ ), the above equation dictates that the integer m must belong to the set 
0, 1, 2,..., j± ± ±  [or the set , ( 1), ( 2),...,M M M j± ± + ± + ± , see Eq. (3.3)] where the 
integer j satisfies the relation 2j jµ ν γ+ = . This statement is the analogue of that, for 
central potentials, which says that m = 0, 1, 2,...,± ± ±A , where A  is the orbital angular 
momentum quantum number. Additionally, for a given m the integer n should satisfy Eq. 
(3.14); that is, 2
m mn µ νγ += − . This is also analogous to the central potential case where 
the principal quantum number is required to be equal to | |m−A , [6]. 
 
 It is important to note that this diagonal representation is associated with the 
operator Hθ . That is, ( )nnHθ ′  = nnEθ δ ′ . One should not confuse this with the discrete 
bound states spectrum, which is associated with the diagonal representation of the total 
Hamiltonian H (i.e., nnH ′  = nnEδ ′ ). Consequently, it is not necessary to impose the 
constraints (3.14) on the bound states solution. That is, for bound states it is neither 
required that 0C  vanishes nor that γ (equivalently, Eθ ) be quantized as ( ) 2j jγ µ ν= + . 
These points will be reemphasized when we construct the complete solution space in Sec. 
5 and Sec. 6 below. 
 
3.2 Case (2.11b): 
 The second case (2.11b) is associated with the following angular component of the 
non-central potential  
 2
ˆ cos
2sin
C CVθ
θ
θ
+= ,          (3.15) 
where the real parameters µ and 1C  in (2.11b) are discretized via their relation to the 
integer m and the potential parameters as follows 
 2 ˆm m C Cµ = + + , 21 ˆC m C C= + − ,       (3.16) 
which requires that, for real representations, 2 ˆm C C≥ − − . Thus, if we define M as the 
smallest integer greater than ˆ| |C C+ , then 
 
ˆ0, 1, 2,.. , 0
ˆ, ( 1), ( 2),.. , 0
C C
m
M M M C C
 ± ± + ≥= ± ± + ± + + <
      (3.17) 
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It is also interesting to note that in this case, as well, a unique solution might exist for 
( 1)m M= ± −  in which the parameter mµ  is the negative of that given by Eq. (3.16) and 
its value will be in the range (−1,0). This happens for special values of the potential 
parameters Cˆ  and C satisfying the following inequality 
 2ˆ ˆ1 ( 1)C C M C C− − > − > − − .        (3.18) 
However, the dimensionless parameter ν, aside from being larger than –1, is independent 
of m and still arbitrary. The tridiagonal matrix representation n nH Eθ θχ χ ′−  for this 
case is 
 
( ) ( ){ }
( )
1
22 2
,
2 2
, 1
2
2
( ) 2 ( 1) ( )( 1)1
4 2 2 (2 )(2 2)
( )( )( )1
2 (2 1)(2 1)
( 1)( 1)( 1)(1
2 2
1
n n
n n
n n
n n n nC
n n n
n n n n
n n n
n n n n
n
H E
n
n
θ θ
µ ν
µ ν
µ µ ν µ ν νν µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
µ ν µ
µ ν
χ χ
τ δ
τ δ
′
′
′+
+
+
+ + + + + + ++ + + + + + + +
+ + + +
+ + + + − + + +
+ + + + + + +
+ + +
− =
 − − + + + −  
 + + −  
+ ( )2 2 , 121)(2 1)(2 3) 1 n nn n n µ ννµ ν µ ν τ δ ′−+++ + + + + +  + + −  
 (3.19) 
where ( )22 122 1 4Eθτ γ= + = +  and, again, we took 2 ( 1)Eθ γ γ= + . The subscript m on µ 
was removed here, as well, for the sake of clarity in presentation. Here again, to prevent 
the representation from degenerating and becoming indefinite, we require that the set of 
integers n and m satisfy the constraint ( )2 22 1mn µ ν τ++ + ≤ . That is, 
 12 21
mn µ ν γ++ + ≤ + .          (3.20) 
Therefore, for a given γ and ν, 0, 1, 2,...,m j= ± ± ±  [or , ( 1), ( 2),...,m M M M= ± ± + ± +  
j± , see Eq. (3.17)], where j is the maximum integer that satisfies 2 1 2jµ γ ν≤ + − − . 
Moreover, 0,1, 2,..,n N= , where N is the maximum integer satisfying 012 2N µ νγ +≤ + −  
−1 [or, 12 2 1MN µ νγ +≤ + − − ]. Expanding the angular component of the wave function as 
( ) ( ) ( ; , )n nn f E xθθ χ µ νΘ =∑  and defining the three-parameter orthogonal polynomials 
 ( 1) ( 1)1 ( 1) ( 1)2 1( ; , ) ( )n n
n n
n nn
Q z f zτ µ νµ νµ νµ ν
Γ + + Γ + +
Γ + Γ + + ++ + += ,     (3.21) 
we obtain from Eq. (2.4b) and Eq. (3.19) the following three-term recursion relation that 
defines these polynomials 
 
( ){ }
( )
( )
2 2
2 2
1
2 2
1
2
2
2
( ) 2 ( 1) ( )( 1)
2 (2 )(2 2)
( )( )
(2 )(2 1)
( 1)( 1)
(2 1)(2 2)
1
1
n n
n
n
n n n n
n n n
n n
n n
n n
n n
z Q n Q
n Q
n Q
τ τ
τ
τ
µ ν
µ ν
µ ν
µ µ ν µ ν ν
µ ν µ ν µ ν
µ ν
µ ν µ ν
µ ν
µ ν µ ν
τ
τ
τ
−
+
+
+
+
+ + + + + + +
+ + + + + + +
+ +
+ + + + +
+ + + +
+ + + + + +
 = − + + + −  
 + + −  
 + + + −  
  (3.22) 
where ( ) 1212 4Cz ν += − . These polynomials are also new. However, comparing this 
recurrence relation with (A.1) of the Jacobi polynomials, we conclude that 
 ( )( , ) 2 12( ) lim ; ,n n zP z Qµ ν ττ τ µ ν→∞ += − .        (3.23) 
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The polynomials ( ; , )nQ z
τ µ ν  are uniquely defined by the recursion (3.22) and the initial 
normalizing relation that 0 ( ; , ) 1Q z
τ µ ν = . Figure (1) gives a graphical illustration of the 
density function ( )zτρ  associated with these polynomials for a given set of values of the 
parameters µ, ν, and τ. The angular component of the wavefunction could then be written 
as the L2–series sum 
1
2 2 ( , )
0
1
( 1) ( 1)2 1
( 1) ( 1)2
( ) ( ) ( ; , )(1 ) (1 ) ( )
mN
b b
m m n n
n
n nn
n nz Q z x x P x
µ ντ µ ν
µ ν
µ νµ ν
µ νθ µ ν
+
= + +
Γ + Γ + + ++ + +
Γ + + Γ + +Θ = − +∑N ,(3.11b) 
where ( )bm zN  is a normalization constant that depends on z, m and the physical 
parameters. Normalizability of ( )bm θΘ  in z space is achieved by taking ( ) ( )bm z zτρ=N . 
For a given m, the integer index mN  of the last term in the series (3.11b) is equal to the 
largest integer n satisfying the constraint (3.20). Again, the presence of the subscript m 
on ( )bm θΘ  is due to the dependence of µ and z on m as given by Eq. (3.16). 
 
 The diagonal representation is similarly obtained by imposing the constraint (1.4) 
on Eq. (3.19), which gives 
 2 ˆ1 1 mm C Cν ν= − + + − = − + , ( )112 2m mnm n µ νγ ± + += − ± + ,    (3.24) 
where mν  is given by Eq. (3.2). Consequently, this diagonal representation is equivalent 
to the case (2.11a) above with 0 0C =  and which is depicted by Eq. (3.14) and Eq. (3.13). 
 
Fig. 1: The density (weight) function ( )zτρ  associated with the orthogonal polynomials 
( ; , )nQ z
τ µ ν . The “Dispersion Correction” method developed in [11] was used to 
generate this plot using the recursion coefficients { }50 0,n n na b =  obtained from Eq. (3.19) 
with µ = 1.0, ν = 1.5 and for several values of the parameter τ as shown on the traces. 
 
 
3.3 Case (2.11c): 
 Analysis of this solution space, which corresponds to the case (2.11c), shows that it 
is identical to the second case (2.11b) if we make the following replacements: 
 1 2C C→ , µ ν↔ , and x x→− .        (3.25) 
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Consequently, we can directly write the L2–series solution for this case as follows 
1
2 2 ( , )
0
1
( 1) ( 1)2 1
( 1) ( 1)2
( ) ( ) ( ) ( ; , )(1 ) (1 ) ( )
mN
c c n
m m n n
n
n nn
n nz Q z x x P x
µ ντ µ ν
µ ν
µ νµ ν
µ νθ ν µ
+
= + +
Γ + Γ + + ++ + +
Γ + + Γ + +Θ = − − +∑ N ,(3.11c) 
where ( ) 2212 4Cz µ+= − . The normalization constant cmN  is obtained from bmN  by the 
prescription (3.25) and we have used the Jacobi polynomials identity: ( , ) ( ) ( )nnP x
µ ν − = −  
( , ) ( )nP x
ν µ× . The presence of the subscript m on ( )cm θΘ  is due to the dependence of ν and 
z  on m. The diagonal representation is obtained for the parameter values given by Eq. 
(3.24) with the exchange µ ν↔ . 
 
 
4. Solution space for the radial component 
 
 To obtain the total wavefunction we only need to calculate the remaining radial 
component R(r) or, equivalently, its expansion coefficients { } 0n ng ∞= . To that end, we 
expand R  in ( ) 0H E R− =  as m mm g ξ∑  and project on the left by nξ . This 
results in a three-term recursion relation that will be solved for ng  in terms of orthogonal 
polynomials. We only consider the situation described by (2.15a) which applies to the 
Coulomb potential and to all energies, positive and negative. If we rewrite the real 
dimensionless angular separation parameter Eθ  as 2 ( 1)Eθ γ γ= + , then the radial wave 
equation (2.4c) could be recast as follows 
 
2
2 2
( 1) 2 2 0r
d V E R
dr r
γ γ +− − + =   .        (4.1) 
Hence, the parameter γ plays the role of the orbital angular momentum in problems with 
central (spherically symmetric) potentials. However, writing 2Eθ  as ( 1)γ γ +  implies 
that, for real values, Eθ  is restricted to the range 1 8Eθ ≥ − . Now, for positive values of 
Eθ , we either have 0γ > , which we refer to as γ + , or 1γ < − , which we call γ − . For the 
case where the representation of the angular component is tridiagonal, γ ±  is a continuous 
parameter. However, for the diagonal angular representation it assumes discrete values 
indexed by n and m as given by Eq. (3.14). We start our investigation with the general 
continuous angular parameter γ. Consequently, the parameter α for the regular solution 
of the radial wave function could then be written in terms of γ ±  using (2.15a) as follows 
 
1 , 0
, 1
γ γα γ γ
+
−
 + >=  − < −
          (4.2) 
which implies that α is always greater than +1. Now, to obtain the sought after recursion 
relation for the expansion coefficients of the radial wavefunction, we utilize the action of 
the wave operator on the basis as given by Eq. (2.14) and the parameter assignments 
(2.15a). This results (with the use of the orthogonality and recurrence relations of the 
Laguerre polynomials) in the following tridiagonal matrix representation 
 
( ) ( )
( )
,2
, 1 , 1
2
2
1 2 2
4
1 2
4
2 2
( 2 1) ( 1)( 2 ) ,
k k k k
k k k k
E
E
H E k
k k k k
λλ
λ
ξ ξ α δλ
α δ α δ
′ ′
′ ′+ −
 − = + − +  
 + + + − + + + 
Z
    (4.3) 
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where , 0,1, 2,..k k′ = . Therefore, the resulting recursion relation (1.3) for the expansion 
coefficients of the radial wavefunction becomes 
 ( ) 1 122 ( 2 1) ( 1)( 2 ) 0k k kk g k k g k k gσ λσ σα α α− +−+ + + − − + − − + + = Z , (4.4) 
where 2
2 1
4
E
λσ± = ± . Rewriting this recursion in terms of the polynomials ( )kP E  = 
( 2 ) ( 1) ( )kk k g EαΓ + Γ + , we obtain a more familiar recursion relation as follows 
 ( ) ( ) ( )1 12 2 1 1 0k k kk P k P k Pσ λσ σα α − +−+ + + − − + − − + = Z .    (4.5) 
We compare this with the three-term recursion relation for the Meixner-Pollaczek 
polynomials ( , )kP z
µ ϕ  [7]: 
 [ ] 1 12 ( ) cos sin ( 2 1) ( 1) 0k k kk z P k P k Pµ µ µµ ϕ ϕ µ − ++ + − + − − + = ,   (4.6) 
where 0µ >  and 0 ϕ π< < . The comparison is valid only within this permissible range 
of values of the parameters. This means that the solution obtained as such is valid only 
for 0E >  (i.e., for the continuum scattering states). Thus for the continuum case, we 
obtain the following two alternative L2–series solutions (depending on the value of the 
parameter γ) for the radial component of the wavefunction 
( )221 1 1 2 2 1
0
( 1) 8
8( 2 2) 2
( ) ( ) , cos ( ) ( )rk k
k
k E
Ek E
R r E P r e L rγ γ γ γ λ γλλγ λ λ
+ + + + +
+
∞ + − + − +
=
Γ + −− +Γ + += ∑ ZN , (4.7a) 
( )221 2 2 1
0
( 1) 8
8( 2 ) 2
( ) ( ) , cos ( ) ( )rk k
k
k E
Ek E
R r E P r e L rγ γ γ γ λ γλλγ λ λ
− − − − −
−
∞ − − − − − −
=
Γ + −− +Γ −= ∑ ZN , (4.7b) 
where γ
±N  are normalization constants that depend only on the physical parameters of 
the problem. To make ( )R rγ
±
 energy-normalizable we write ( )3 2( ) 2z Eγ γλ ρ=N Z , 
where ( )zγρ  is the density function associated with the orthogonality of the Meixner-
Pollaczek polynomials: 
 ( 2 )( 1)( ) ( , ) ( , )n m nm
n
nz P z P z dz
µ µ µ µρ ϕ ϕ δΓ +Γ +=∫ .      (4.8) 
On the other hand, imposing the diagonalization constraints (1.4) on the tridiagonal 
matrix representation (4.3) gives the following energy spectrum 
 
2 2
2 2
2 2
( 1)
( )
( )k
k
E k
k
γα γ
+
−
− + += − + =  − −
ZZ Z       (4.9) 
and requires that the length scale parameter λ be discretized as follows 
 
2 ( 1)
2 ( )
2 ( )k
k
k
k
γλ α γ
+
−
− + += − + =  − −
ZZ Z        (4.10) 
which requires that 0<Z  since λ must be positive (i.e., bound states exist only for an 
attractive coulomb potential). The corresponding radial component of the discrete bound 
states wavefunction is 
 21 2 1( 1)( 2 2)( ) ( ; , ) ( ) ( )
k k r
k k k k k k
k
kR r y r e L r
λγ γλ
γξ λ ν λ λ
+ ++ +
+
−+ + + + + + +Γ +
Γ + += = ,           (4.11a) 
 2 2 1( 1)( 2 )( ) ( ; , ) ( ) ( )
k k r
k k k k k k
k
kR r y r e L r
λγ γλ
γξ λ ν λ λ
− −− −
−
−− − − − − − − −Γ +
Γ −= = ,           (4.11b) 
where kλ±  is given by Eq. (4.10) above. 
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 Now, if the angular representation is diagonal, then γ ±  assumes the discrete values 
given by Eq. (3.14). In this case, the radial component of the wavefunction for the 
continuum scattering states could be written as 
 
( )22 2
2
1 1
0
1 2 12
( 1) 8
8( 2 2) 2
( ) ( ) , cos
( ) ( )
m m
m m
m m
m m
n
nm nm k
k
n nr
k
k E
Ek n E
R r E P
r e L r
µ ν
µ ν µ νλ
λ
λµ ν
λ λ
+
+
∞ + + −
=
+ + + + +−
Γ + −− +Γ + + + += 
× 
∑ ZN
  (4.12) 
Whereas, for bound states, it reads 
 
2 1 2 2 1( 1)
( 2 2)
( ) ( ; , )
( ) ( )
m m
knm knm m m
m m
knm k knm knm
n r n
knm k knm
k
k n
R r y
r e L r
µ ν λ µ νλ
µ ν
ξ λ ν
λ λ++ + − + + +Γ +Γ + + + +
=
=   (4.13) 
where ( )22 1m mknm k n µ νλ += − + + +Z  and the corresponding energy spectrum is 
 ( )22 2 1m mknmE k n µ ν+= − + + +Z .        (4.14) 
 
 In the following two sections we use the above findings to construct the complete 
solution space for the continuum scattering states and for the discrete bound states. Two 
alternative solutions are obtained depending on whether or not the potential parameter 
0C  vanishes. 
 
 
5. The complete solution space for 0 0C ≠  
 
 For the continuum scattering states, this solution space is parameterized by three 
quantum numbers and six real parameters. The real parameters are { }0ˆ , , , , ,C C C EγZ , 
where 0E >  and either 0γ γ += >  or 1γ γ −= < − . The quantum numbers are { }, ,k n m , 
where 0,1, 2,..k∈ =` , and 0, 1,...,jm j∈ = ± ±]  [or , ( 1), ( 2),...,m M M M j= ± ± + ± + ± , 
see Eq. (3.3)]. j is the largest integer satisfying 2j jµ ν γ ++ ≤  or 2( 1)j jµ ν γ −+ ≤ − +  and 
M is the smallest integer greater than 1 2ˆmax(| |)C C± . For a given integer m, n = 
0,1, 2,..., mN , where mN  is the largest integer n that satisfies either 2
m mn µ νγ + +≤ −  or 
21
m mn µ νγ − +≤ − − − . It might be worthwhile to compare this with the spherically 
symmetric Coulomb problem [1,8] whose continuum solution space is parameterized by 
four quantum numbers { }, , ,k n m A  and two real parameters { }, EZ , where 0E > , 
,k ∈A ` , and 0, 1,...,m∈ = ± ±A] A  with 0,1, 2,..., | |n m= −A . Now, the total wave 
function, which is an element in this space, is written in terms of the radial component 
( )R rγ
±
 in (4.7ab) and the angular components, ( )am θΘ  in (3.11a) and ( )m φΦ  in (2.6). 
 
 For bound states, the energy spectrum is quantized via its dependence on a single 
quantum number as given by Eq. (4.9) and the complete bound states wavefunction is 
written in terms of the angular components, ( )m φΦ  in (2.6) and ( )am θΘ  in (3.11a), and 
the radial component in (4.11ab). 
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 It is worthwhile to consider the special case where ˆ 0C C= =  and 0 0C ≠  which is 
unique to our work. In this case, Eq. (3.2) gives m m mµ ν= = . If we write the positive 
(negative) parameter γ as jγ η+ = +  ( 1jγ η− = − − − ), where 0 1η≤ < , then the 
complete scattering state wave function becomes 
( )22| |
| |
2
1 1
0 0
| | 1 2 2 2 1 (| |,| |)
0
2
1 2 8
82
2
( | | ) ( 1) ( 1) ( 2| | 1)
2 ( 2 2 2) ( | | 1)
i
( , ) , cos
( ; ) ( ) (1 ) ( ) ( )
m
m
j j n
j
j k
k n m n j
m j j m m
n k n
E
EE
r
n m k n n m
k j n m
m
r E P
H z C r x L r P xe e
η
η η
λ
λ
λ
η
φ
ψ
λ λ
−∞ + + −
= = = −
+ + + +
−−
+
−
+ + Γ + Γ + Γ + +
Γ + + + Γ + +
= 
× × − × × × 
∑∑ ∑G ZN
(5.1) 
where the normalization constant ( ) ( )3 22( ) 2Ez Eσ γλ ρ ρ π−= ZN Z , ( )0 21 12Cz jη= + +  
and the polynomials | | 0( ; )
m
nH z C  satisfy the three-term recursion relation 
 ( )
0
2| | | | | | | |
1 11 2 1 2
( 1)( 2| | 1)| |1 1
2 2( | | ) 2( | | )( | | 1)
m m m m
n n n n
n n mn m
C n m n m n mz H n m H H H− +
+ + ++
+ + + + + += + + + + . (3.9’) 
The bound states energy spectrum for this special case is 2 2( 1)kjE k j η= − + + +Z  and 
the corresponding wavefunction is 
 
| |
| |
2
| |
0
0
1 2 2 2 1 (| |,| |)
2
1 2
2
( | | ) ( 1) ( 2| | 1)
2 ( | | 1)
i
( ) ( ; )
( ) (1 ) ( ) ( )
m
m
kj
j j n
m
kj k n
n m n j
j j m m
kj k kj n
r
n m n n m
n m
m
r H z C
r x L r P xe eη ηλ φ
ψ
λ λ
−
= = −
+ + + +−
+ + Γ + Γ + +
Γ + +
= 
× − × × × 
∑ ∑G N
  (5.2) 
where 2 ( 1)kj k jλ η= − + + +Z  and ( ) ( 1) ( 2 2 2)k z k k jσλρ π η= Γ + Γ + + +N . 
 
 
6. The complete solution space for 0 0C =  
 
 This space splits into four subspaces depending on the values of the potential 
parameters, Cˆ  and C: 
 
6.1 ˆ 0C C± ≥ : The angular component of the solution space carries the diagonal 
representation ( ) ( ; , )anm n m mxθ χ µ νΘ =  given by Eq. (3.13), which is associated with the 
case (2.11a), where 0, 1, 2,...,m j= ± ± ± , 2j jµ ν γ+ =  and, for a given m, 2m mn µ νγ += − . 
The other angular component of the wavefunction is ( )m φΦ  which is given by (2.6). For 
the continuum scattering states, the radial component is given by Eq. (4.12), whereas, for 
the discrete bound states it is given by Eq. (4.13) and the corresponding energy spectrum 
is given by Eq. (4.14). 
 
6.2 ˆ 0C C± < : This case is identical to the previous one except that the angular phase 
quantum number m belongs to the range of values , ( 1), ( 2),...,m M M M j= ± ± + ± + ± , 
where M is the smallest integer that is greater than 1 2ˆmax(| |)C C± . 
 
 Almost all of the work that has been reported in the literature about exact solutions 
of this kind of non-central problems (with 0Vφ = ) is confined to either one of the above 
two representations, where the angular component is diagonal, 2mα µ= , 2mβ ν= , and 
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0 0C = . Moreover, some of these solutions were obtained using path integral formulation 
utilizing the Kustannheimo-Stiefel transformation. Additionally, most are dealing with 
bound states while others were solved only in parabolic coordinates. For more recent 
examples of such work, one may consult the papers in [9] and references therein. The 
article by Khare and Bhaduri [10] is a good introduction to the general problem of non-
central potentials in two and three dimensions. 
 
6.3 ˆC C C> ≥ − : This solution space carries the tridiagonal representation ( )bm θΘ  given 
by Eq. (3.11b), which is associated with the case (2.11b), where 0, 1, 2,...,m j= ± ± ±  and j 
is the maximum integer that satisfies 2 1 2jµ γ ν≤ + − − . Moreover, for a given γ and ν, 
mN  is equal to the largest integer n satisfying 12 2 1
mn µ νγ +≤ + − − . The other angular 
component ( )m φΦ  is given by (2.6). The radial component for the continuum scattering 
states is given by Eq. (4.7ab), whereas, for the discrete bound states it is given by Eq. 
(4.11ab) and the corresponding energy spectrum is that given by Eq. (4.9). 
 
6.4 ˆC C C− > ≥ : The angular component of this solution space is tridiagonal and 
corresponds to the case (2.11c). Consequently, it is identical to the previous case after the 
application of the map given by (3.25). For example, j is the maximum integer that 
satisfies 2 1 2jν γ µ≤ + − −  and mN  is the largest integer n satisfying 12 2mn ν µγ +≤ + −  
−1. 
 
 
7. Solution for the radial oscillator potential 
 
 In this section we give a brief treatment of the same problem but with the radial 
component of the non-central potential (2.3) being the oscillator potential 4 212rV rω= , 
where ω is the oscillator frequency. This is accomplished by taking the configuration 
space coordinate 2( )y rλ=  in the expression of the L2 basis elements (2.12). Using the 
differential equation and differential formula for the Laguerre polynomials, the action of 
the wave operator of Eq. (2.4c) with 2 ( 1)Eθ γ γ= +  on this basis gives the following 
 
( ) ( ) ( ) ( )
( ) ( )
2 2
2
2
12
1
1 1 1 1
2 4 4 2
1
2
2 12
4 4
( ) 21   2 .
2
n
n
r n n
n
n yH E n
y
n AV E
y A
α ν α γξ λ α
ν α νξ λ ξλ −−
 − − + − − +− = − + + + −
+ − −+ − +
 (7.1) 
The recurrence relation and orthogonality property of the Laguerre polynomials show 
that a tridiagonal matrix representation n nH Eξ ξ ′−  is possible only for a limited 
number of special radial potential components rV  and results in the following two 
possibilities: 
 (1) 2 1 2ν α= − , { 12 γ γα + −+−= , and 4 212rV rω=       (7.2a) 
 (2) 2 3 2ν α= − ,  and 4 2 212 2rV r rλ= +B       (7.2b) 
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where ω is the oscillator frequency and B  is a centripetal potential barrier parameter. We 
only consider the first case (7.2a) which results in the following tridiagonal matrix 
representation of the wave operator 
 
( ) ( )
( )
,2
, 1 , 1
4
4 2
4
4
22 2 1 1
1 ( ) ( 1)( 1) .
k k k k
k k k k
EH E k
k k k k
ω
λ λ
ω
λ
ξ ξ ν δλ
ν δ ν δ
′ ′
′ ′+ −
 − = + + + −  
 − − + + + + + 
    (7.3) 
This representation leads to a three-term recursion relation for the expansion coefficients 
of the radial component of the wavefunction which could be solved in terms of a 
“Hyperbolic-type” Meixner-Pollaczek polynomial defined as 
 22 1
( 2 )
( 1) (2 )( , ) ( i , i ) ( , ; 2 ;1 )
k
k k
k
kP z P z e F k z e
µ µ ϕ ϕµ
µϕ ϕ µ µ−Γ +Γ + Γ≡ − = − + − ,  (7.4) 
where 0ϕ >  and 2 1F  is the hypergeometric function. These polynomials satisfy the 
following modified [with respect to the original relation (4.6) above] three-term recursion 
relation: 
 [ ] 1 12 ( ) cosh sinh ( 2 1) ( 1) 0k k kk z P k P k Pµ µ µµ ϕ ϕ µ − ++ + − + − − + =   .  (7.5) 
However, we will not pursue this line of investigation and be contended with only 
obtaining the discrete bound state wavefunction and energy spectrum. This requires that 
the matrix representation of the Hamiltonian be diagonal, which when imposed on (7.3) 
gives 2 2λ ω=  and the following energy spectrum 
 
( )
( )
2
2
2 3 2
2 1 2
k
k
E
k
ω γ
ω γ
+
±
−
 + +=  − +
         (7.6) 
The total bound states wavefunction for the case 0 0C ≠  is written in terms of the angular 
components ( )m φΦ  in (2.6), ( )am θΘ  in (3.11a) and the following radial component 
 
2 21 2 1 2 2 2
3 2
2 ( 1)
( )( ) ( ) ( )
r
k k
k
kR r r e L r
γ ω γω
γ ω ω
+ +
+
+ + − +Γ +
Γ + += ,     (7.7a) 
 
2 2 2 1 2 2 2
1 2
2 ( 1)
( )( ) ( ) ( )
r
k k
k
kR r r e L r
γ ω γω
γ ω ω
− −
−
− − − − −Γ +
Γ − += .     (7.7b) 
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Appendix A: The Laguerre and Jacobi polynomials 
 
 The following are useful formulas and relations associated with these polynomials. 
They are found in most books on orthogonal polynomials but listed here for ease of 
reference. 
 
 (1) The Jacobi polynomials ( , ) ( )nP x
µ ν , where 1, 1µ ν> − > − : 
 −17−
 
( ) ( , ) ( , )
( , ) ( , )
1 1
2 22 ( 1) ( ) 11
2 (2 )(2 2)
( )( ) ( 1)( 1)
(2 )(2 1) (2 1)(2 2)
( )
n n
n n
n nx
n n
n n n n
n n n n
P P
P P
µ ν µ ν
µ ν µ ν
µ ν ν µµ ν µ ν
µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν µ ν− +
+ −±+ + + + + +± + + + + +
+ + + + + +
+ + + + + + + + + + +
=
± ±
    (A.1) 
 ( , ) ( , )2 1 12
( 1)
( 1) ( 1)( ) ( , 1; 1; ) ( ) ( )
n
n n
xn
nP x F n n P x
µ ν ν µµ
µ µ ν µ −Γ + +Γ + Γ += − + + + + = − −  (A.2) 
 ( ) ( ) ( )22 ( , )21 2 1 ( ) 0nd dx x n n P xdx dx µ νµ ν µ ν µ ν  − − + + + − + + + + =     (A.3) 
 ( ) ( )2 ( , ) ( , ) ( , )1( )( )2 21 2n n nn nn ndx P n x P Pdx µ ν µ ν µ νµ νν µµ ν µ ν −+ +−+ + + +− = − + +    (A.4) 
 
1
( , ) ( , )
1
1 ( 1) ( 1)2
2 1 ( 1) ( 1)(1 ) (1 ) ( ) ( )n m nm
n n
n n nx x P x P x dx
µ ν µ ν µ ν µ ν µ ν
µ ν µ ν δ
+
−
+ + Γ + + Γ + +
+ + + Γ + Γ + + +− + =∫   (A.5) 
 
(2) The Laguerre polynomials ( )nL x
ν , where 1ν > − : 
 1 1(2 1) ( ) ( 1)n n n nxL n L n L n L
ν ν ν νν ν − += + + − + − +       (A.6) 
 1 1
( 1)
( 1) ( 1)( ) ( ; 1; )n
n
nL x F n x
ν ν
ν νΓ + +Γ + Γ += − +        (A.7) 
 ( )22 1 ( ) 0nd dx x n L xdx dx νν
 + + − + =  
       (A.8) 
 1( )n n n
dx L nL n L
dx
ν ν νν −= − +          (A.9) 
 
0
( 1)
( 1)( ) ( )
x
n m nm
n
nx e L x L x dx
ν ν ν ν δ
∞
− Γ + +
Γ +=∫        (A.10) 
 
 
Appendix B: The orthogonal polynomials ( ; , )nH z
σ µ ν  and ( ; , )nQ zτ µ ν  
 
 For the purpose of economy in presentation we make a simultaneous treatment of 
both polynomials by studying the expansion coefficients (polynomials) { } 0( )n nf z ∞=  which 
are related to these two polynomials by the definitions (3.8) and (3.21), respectively. The 
recursion relation (1.3) together with the initial seed 
 0
( 1)
( 1) ( 1)1f
µ ν
µ νµ ν Γ + +Γ + Γ += + + ,        (B.1) 
which is obtained from the normalization 0 0 1H Q
σ τ= = , give a unique definition of these 
polynomials. In fact, one obtains recursively 
 ( )
( )
0
0
1
2
1 0
2 1 1 0 0
3 2 2 1 1
1
1
( )
( ) ( )
( ) ( ) ( )
....
z a
b
b
b
f z f
f z z a f z b f
f z z a f z b f z
−=
 = − − 
 = − − 
        (B.2) 
These polynomials are orthonormal with respect to the measure ( )z dzρ , where ( )zρ  is 
the weight (density) function associated with these polynomials. That is, 
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 ( ) ( ) ( )
z
n m nm
z
z f z f z dzρ δ
+
−
=∫ ,         (B.3a) 
where z∓  is the left/right boundary of the one-dimensional real space with coordinate z. 
This orthogonality relation could also be written in terms of the target polynomials (e.g., 
nH
σ ) as follows: 
 ( 1) ( 1)12 ( 1) ( 1)( ) ( ; , ) ( ; , )
z
n m nm
z
n n
n n nz H z H z dz
σ σ σ µ ν
µ ν µ νρ µ ν µ ν δ
+
−
Γ + + Γ + +
+ + Γ + Γ + + +=∫ .  (B.3b) 
One way to obtain the density function is to use its relationship to the resolvent operator 
(Green’s function), G(z), associated with this system of polynomials: 
 1 12 i( ) ( i0 ) ( i0 ) Im ( i0 )z G z G z G zππρ + − + = + − − = +  .    (B.4) 
That is, the density is equal to the discontinuity of the Green’s function across the cut on 
the real z-axis in the complex plane. One of the representations of the Green’s function 
could be written in terms of the recursion coefficients { } 0,n n na b ∞=  as the infinite continued 
fraction: 
 2
0
0 2
1
1
2
1( )
....
G z
bz a
bz a
z a
−=
− −
− − −
        (B.5) 
Assuming that the system under study has a single density band with finite width, then 
there exist a single limit for the recursion coefficients: 
 lim nna a∞ →∞= , lim nnb b∞ →∞= .         (B.6) 
In such a case the boundary of the band (the ends of the non-zero support interval in the 
real space z) is 
 2z a b± ∞ ∞= ± ,           (B.7) 
and the resolvent operator (B.5) could be approximated by 
 2
0
0 2
1
1 2
2
2
1
1( )
....
( )
N
N
G z
bz a
bz a
bz a
z a T z
−
−
−≈
− −
− −
− − − −
     (B.8) 
for some large enough integer N such that 0Na a∞ − ≈ , 1 0Nb b∞ −− ≈ . The “terminator” 
function T(z) is given by 
 
2 2
2( ) ( )
...
b bT z
b z a T zz a
z a
∞ ∞
∞ ∞∞
∞
= = − −− − − −
      (B.9) 
which could be solved for T(z) as 
 ( ) ( )1( ) 2 2
2 2
z aT z z a b z a b∞ ∞ ∞ ∞ ∞
−= ± − − − + .     (B.10) 
Therefore, it becomes obvious from this expression that Im ( ) 0T z =  results in ( ) 0zρ =  
outside the density band and gives its boundaries as 2a b∞ ∞± . However, in the present 
 −19−
case such limits do not exist. Specifically, for a large integer N we obtain from Eq. (3.7) 
the following values associated with the polynomials { }nH σ  
 2Na Nσ≈ , 1 2Nb ≈ ,          (B.11) 
whereas, for the polynomials { }nQτ , these could be obtained from (3.19) as follows 
 2 2Na N≈ , 2 4Nb N≈ .         (B.12) 
Consequently, we could infer that the interval on the real z-axis associated with the 
polynomials { }nQτ , is the semi-infinite [ ]0,z∈ ∞ , whereas for { }nH σ  the corresponding 
interval is σ–dependent (for 0σ → , [ ]1, 1z∈ − + ). These results are also supported by Eq. 
(3.23) and Eq. (3.10), respectively. To give a fairly accurate graphical representation of 
the weight function we use one of three numerical methods developed in Ref. [11] for 
obtaining a good approximation of the density function associated with finite tridiagonal 
Hamiltonian matrices. As an example, we consider ( )zτρ  associated with the orthogonal 
polynomials { }nQτ . Figure (1) shows this density function for a given value of µ and ν 
and for several choices of the parameter τ. 
 
 
Appendix C: The Aharonov-Bohm and magnetic monopole 
 
 In this Appendix, we consider briefly the combined Aharonov-Bohm (A-B) effect 
and a magnetic monopole for which the electromagnetic vector potential A
G
 has the 
following components in spherical coordinates 
 0rA = , 0Aθ = , cossina brAφ θθ−= ,        (C.1) 
where a and b are real parameters and the A-B magnetic flux strength is 2 a bπ − . The 
monopole strength is b and it has a singularity along the negative z-axis. The wave 
equation of a charged particle in this electromagnetic potential is obtained by replacing 
Eq. (2.1) by another with minimal coupling to the vector potential as follows: 
 ( )212 i ( ) 0A V r Eζ ψ − ∇ − + − =  GG G ,        (C.2) 
where e cζ = = . If we also consider the contribution of a static charge eZ  fixed at the 
origin, then ( )V r r=G Z  and the total potential field experienced by the charged particle, 
whose dynamics is described by Eq. (C.2), is non-central and could be written as 
 ( )2 22 22 2 2 22( , ) cossin a b
bV r ma b m a
r r r
ζ ζθ ζ ζ θθ
+ = − + − + − 
Z ,  (C.3) 
where we’ve used the φ-dependence of the complete wavefunction ψ as ime φ  when 
writing i mφψ ψ∂ = . Comparing this potential with (2.3), we conclude that 
 
2 2
2
2
r
b
r rV
ζ= −Z , 0 0C = , 2 2ˆ ( ) 2C a b maζ ζ = + −  , ( )2C b m aζ ζ= − , (C.4) 
Consequently, this situation is compatible with the radial potential configuration given by 
the case (2.15b), where the centrifugal barrier parameter 2 2bζ= −B  and negative. Using 
the findings in Sec. 2 of Ref. [1], we can directly obtain the bound states energy spectrum 
as 
 ( )22 2 1knm nmE k ν= − + +Z ,         (C.5) 
 −20−
where ( )2 2 21 12 2nm nm bν γ ζ±= − + + −  and nmγ ±  is given by Eq. (3.14). Therefore, bound 
states for this system exist only if the integers n and m are large enough to satisfy the 
barrier threshold condition that 12nm bγ ζ± + ≥ . The radial component of the complete 
bound states wavefunction could also be obtained using results from the same work cited 
above as 
 ( )1 2 2( 1)( 2 1)( ) ( )nmknm knm nmnm rknm knm k knmkkR r r e L rν λ νλ ν λ λ+ −Γ +Γ + += ,    (C.6) 
where ( )2 2 2 1knm knm nmE kλ ν= − = + +Z . The angular components of the complete 
wavefunction belong to one of the cases given in Sec. 6. The choice depends on the 
values of the potential parameters, a and b. Pure A-B effect takes place in the absence of 
the monopole (i.e., for b = 0), which also imply zero centrifugal barrier. 
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