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R841Knowing only the local e-vector
orientation, however, does not provide
the locust with unambiguous
information about its body orientation
relative to the sun. This is because one
and the same e-vector orientation at a
given location may result from two
different positions of the sun separated
by an azimuth of 180. How does the
visual system resolve this ambiguity?
Bech et al. [1] addressed this very
question. They recorded the neural
activities from polarization-sensitive
neurons in locusts and compared the
results with the known properties of
Rayleigh patterns. As in previous
studies, they stimulated the neurons
with linearly polarized light the e-vector
orientation of which was continuously
changed while monitoring the
responses. The neurons the authors
focused on had been investigated
before and are found in the central
complex, a part of the insect brain likely
to be involved in the control of
locomotion. This time, however, when
recording the activity of a single neuron
the stimulus was only applied to a small
area of <4 in diameter, but at 37
different locations within the upper
visual hemisphere.
The results were remarkable
in two respects. Firstly, these
polarization-sensitive neurons had
massively extended receptive
fields — the area within which the
changing e-vector orientation
modulated the neuronal responses
included the entire upper visual
hemisphere. And secondly, the
preferred e-vector of the studied
neuron was not the same at the
different stimulus locations, but
changed systematically following the
global structure of a specific Rayleigh
pattern (Figure 1A, red double-headed
arrows). Despite the demanding nature
of their experiments, Bech et al. [1]
were able to record from six neurons.
They always found similar response
properties confirming both themassive
receptive field size and the
location-dependent e-vector
preferences [1].
The results suggested that the
polarization-sensitive neurons spatially
integrate a huge number of local
signals each of which indicates a
specific e-vector preference. By
combining only those e-vector
preferences which locally correspond
to the e-vector orientation in a specific
Rayleigh pattern the integrating neuron
should be maximally activated only ifthe animal assumes a certain body
orientation relative to the sun. Bench
et al. [1] included a computational part
in their study that supports this
interpretation. Knowing the receptive
field properties of a given neuron and
the global structure of a Rayleigh
pattern, the authors were able to
calculate the neuronal activity as a
function of sun position, or solar
azimuth. The results calculated for one
of the six neurons are plotted in
Figure 1B. The calculated activity
shows only one maximum. This
suggests that, indeed, the output of
the neuron could be used as an
unambiguous signal to control the
body orientation of the locust relative
to the sun [1].
The new study [1] nicely
demonstrates what appears to be a
common principle in sensory
information processing. In the late
1980s work on crickets and other
insects exploiting polarized light for
navigation inspired the idea that
sensory systems usematched filters to
extract specific stimulus patterns [6].
However, hard experimental evidence
for this in terms of the underlying
neuronal mechanisms has been
sparse. Another example of matched
filters being used to extract
unambiguous visual information was
presented for sensory-motor control in
flies. In their third visual neuropile flies
employ directional-selective neurons
with expanded receptive fields
matched to optic flow fields that are
generated during self-motion in
their visual surrounding [7]. The
underlying mechanism is virtually
the same as the one Bech et al. [1]
found in locusts. In case of the fly,
however, local directional motion
preferences within the receptive fieldof a given neuron match the direction
of local optic flow vectors at
corresponding locations within the
animal’s visual field (Figure 1C, red and
blue arrows). Each of those fly neurons
was suggested to signal a specific
body rotation [8] that may be caused by
external perturbations such as gusts of
wind.
The common theme in both
polarization vision in locust and motion
vision in flies seems to be that
ambiguous local signals are spatially
integrated in a task-specific way to
provide robust signals for navigation
and flight stability.
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E-mail: h.g.krapp@imperial.ac.ukhttp://dx.doi.org/10.1016/j.cub.2014.08.020Cell Cycle: Once Out, Never In AgainA recent study shows that prolonged inhibition of bacterial cell division causes
a block of DNA replication, which is followed by an irreversible cell cycle arrest.
The finding indicates a tight coupling between cell division and DNA replication
in bacteria.Kristina Jonas
Faithful progression through the cell
cycle requires tight control of DNA
replication, cell division and cellulargrowth. In eukaryotes, the cell cycle is
divided into discrete phases, the G1, S,
G2 phases and mitosis. Correct
progression through these phases
involves so-called checkpoints that
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Figure 1. Prolonged inhibition of cell division or DNA replication leads to a terminal cell cycle
and growth arrest.
Normally, bacteria continuously undergo alternating rounds of DNA replication and cell
division. When cell division is blocked, cells initially continue to grow and complete ongoing
DNA replications, which, in the case of rod-shaped bacteria, leads to filaments with multiple
nucleoids (grey circles). After a critical number of mass doubling periods (MDP), growth and
DNA replication completely arrest, while metabolic activity is maintained. Cells cannot re-enter
the cell cycle after passing this ‘point of no return’ (PONR). Likewise, an extended
block of DNA replication leads to a terminal cell division and growth arrest. The apparent
interdependencies between cell division and DNA replication indicate that both processes
are tightly coupled in bacteria.
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cell cycle phase have been accurately
completed before progression into the
next phase. In contrast to eukaryotes,
most fast-growing bacteria have less
defined cell cycle phases, inwhich DNA
replication, chromosome segregation
and cell division can overlap [1].
Whether bacteria have checkpoint-like
mechanisms remains a matter of
debate [2,3]. A new study in this issue
of Current Biology by Petra Levin and
colleagues proposes the existence of
two control points in Bacillus subtilis
and Staphylococcus aureus that
ensure orderly progression through
the cell cycle [4]. Failure to pass these
points, either because of prolonged cell
division inhibition or a block of DNA
replication, causes cells to exit the cell
cycle and to become quiescent whileremaining metabolically active. Once
cells have ended up in this arrested
state, they cannot re-enter the cell
cycle.
Fast-growing bacteria are in a
constant flow between DNA replication
and cell division. How tightly are these
two processes interlinked? It seems
obvious that cell division should strictly
depend on DNA replication. Otherwise,
chromosome integrity and the
inheritance of a full copy of the
chromosomewould not be guaranteed.
Indeed, divisome assembly and
positioning have been shown in various
bacteria to depend on the preceding
duplication and segregation of the
chromosome [5,6]. But how about
the opposite situation — does DNA
replication depend on cell division?
Earlier observations in rod-shapedbacteria led to the notion that cells
continue to grow and replicate
following a division block leading to
filamentous cells with multiple
nucleoids [7]. In fact, many cell division
proteins are named based on the
observation that temperature-sensitive
mutations cause filamentation
(e.g., fts = filamentation temperature
sensitive) [8]. The long-term fate of
division-inhibited cells remained,
however, less well studied.
Arjes et al. addressed this question
by studying the physiological
consequences of an extended cell
division block [4]. The authors
conditionally blocked division in
the model bacteria B. subtilis and
S. aureus, either by genetic or chemical
manipulation. As observed by others,
growth and DNA synthesis continued
for a few generations in the absence
of cell division. However, after five
or three mass doubling periods,
respectively, cellular growth abruptly
arrested and colony-forming units
dropped. While this has previously
been interpreted as cell death, the
authors went deeper into the matter.
By using various cell biological and
biochemical methods they were able to
show that membrane integrity was
maintained, metabolism was still active
and even protein synthesis was
unaffected in these cells, which
together led the authors to conclude
that the arrested division-inhibited cells
were still intact. Unexpectedly, and in
contrast to prevailing models, the
authors found that DNA replication was
downregulated in response to the
cell-division block. Indeed, marker
frequency analysis showed that
initiation of DNA replication had already
stopped prior to growth arrest. The
multiple nucleoids seen in filamentous
cells likely stem from multi-fork
replication, where bacteria have
multiple replication forks proceeding
simultaneously, prior to the division
block [4].
Importantly, when the arrested cells
were shifted to permissive conditions,
they were not able to resume cell
division and DNA replication, but
remained in the arrested but
metabolically active state [4].
Accordingly, the authors termed the
time point when cells enter this
unrecoverable state ‘point of no return’
(PONR).What prevents these cells from
re-entering the cell cycle? Similar to cell
division inhibition, an extended block
of DNA replication also resulted in a
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This finding led Arjes et al. to suggest
that cells end up in an infinite loop,
or vicious cycle, in which a cell
division block inhibits DNA replication
and vice versa a block of DNA
replication prevents cell division
(Figure 1). The molecular basis of the
underlying mechanisms remains
unknown. Microarray analysis showed
that extended cell division inhibition did
not induce the SOS response or
stationary phase gene regulation. The
observed cell cycle arrest also did not
depend on the Sigma W-mediated
stress response, or ona reduction in the
levels of the replication initiator DnaA.
In addition to the question of how the
terminal cell cycle arrest is mediated,
another open question concerns why
cells would enter a dormant state from
which they never recover. It is well
known that entering a temporary
growth and cell cycle arrest can allow
individual bacteria within a population,
so-called ‘persisters’, to survive acute
stress conditions, including antibiotic
treatment [9,10]. In contrast to
persisters, the growth and proliferation
arrest of the herein described PONR
cells is irreversible and hence not a
survival mechanism. The authors
suggest that the terminal arrest
helps eliminate cells with defective
division and replication from a growing
population [4]. But thenwhydon’t these
cells just die? It is tempting to speculate
that quiescent bacteria might fulfill
functions on the population level, for
example as structural components in
biofilms. Both B. subtilis and S. aureus
are efficient biofilm producers in nature
[11]. Quiescent but metabolically active
cells could help to maintain biofilm
structure and protect proliferating
neighboring cells. Noticeably,
post-mitotic eukaryotic cells,
which – analogous to the terminally
arrested bacteria – are locked in an
irreversible non-proliferating state
[12,13], fulfill important functions on the
organismal level, for example as
fibroblasts or neurons.
Although the discussed study shows
that cell division inhibition can
cause a permanent cell cycle arrest,
it is important to note that this is not
always the case in all bacteria.
Cell filamentation can in fact protect
bacteria and their reproductive
capacity against various stress
conditions [14]. For example, in
Escherichia coli, Caulobacter
crescentus and other bacteria,UV- or antibiotic-induced DNA
damage triggers synthesis of small
proteins, which can directly block
division by interfering with the cell
division apparatus [15–17]. Once
the damage is repaired, the cell
division inhibitors are cleared and
cell divisions and proliferation resume.
In addition to DNA damage, other
environmental stress conditions result
in reversible forms of bacterial
filamentation that likely constitute
adaptive responses [14]. Whether
a cell division block is reversible
presumably depends on the
mechanism as well as on
species-dependent differences.
Studying the physiological
consequences of cell division inhibition
in different bacteria and growth
conditions has important relevance for
the development of antibiotic drugs.
Bacterial cell division is discussed as a
promising drug target [18]. Whether
and for how long different bacteria can
recover upon division inhibition must
be carefully taken into account when
considering the use of division
inhibitors in medical settings.
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Contest in TilapiaIn many species, males produce elaborate signals used by females in the
evaluation of potential mates. Two urinary steroid epimers have now been
shown to be components of a courtship display by male Mozambique tilapia
that promotes female maturation.Weiming Li* and Tyler Buchinger
Mate assessment using pheromones is
known to be widespread throughout
the animal kingdom [1]. Pheromone
communication is extensively studiedin invertebrates, in particular, and
thousands of insect pheromones have
been identified. Our understanding of
pheromone communication in
vertebrates, however, has progressed
more slowly; for example, despite
