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Abstract
We consider function approximation by fuzzy systems. Fuzzy systems are typically used for approx-
imating deterministic functions, in which the stochastic uncertainty is ignored. We propose probabilistic
fuzzy systems in which the probabilistic nature of uncertainty is taken into account. Furthermore, these
systems take also fuzzy uncertainty into account by their fuzzy partitioning of input and output spaces.
We discuss an additive reasoning scheme for probabilistic fuzzy systems that leads to the estimation
of conditional probability densities, and prove how such fuzzy systems compute the expected value of
this conditional density function. We show that some of the most commonly used fuzzy systems can
compute the same expected output value and we derive how their parameters should be selected in order
to achieve this goal.
Index Terms
Probabilistic Fuzzy System, Fuzzy Set, Function Approximation, Additive Reasoning, Fuzzy Parti-
tioning.
2I. INTRODUCTION
Approximation of unknown functions from sampled data is an important activity in modern
modelling and systems theory. With the advent of modern computer systems, the costs of data
collection and storage have been reduced significantly. However, it has become equally important
to develop models from the data, which have sufficient generalization power and can describe the
underlying process with accuracy despite the nonlinearity and the complexity of these processes.
The machine learning community has responded to this need by developing various methods
such as neural networks [1], support vector machines [2] and fuzzy systems [3], which can be
used for nonlinear function approximation.
Amongst the systems that have universal approximation capability, fuzzy systems have at-
tracted particular interest due to their ability to provide linguistic descriptions of the modelled
process. Encouraged by their success in practical applications, fuzzy sets community has pro-
posed various rule base structures and reasoning mechanisms for fuzzy systems (e.g. [4], [5]),
putting the emphasis on the modelling of the linguistic uncertainty and the interpolation capability
of fuzzy systems. Some researchers outside the fuzzy set community, however, have felt uneasy
about the success of fuzzy systems for function approximation, partly because the connection
of these systems to the probabilistic nature of uncertainty in many data sets was unclear (see
e.g. the panel discussion by the representatives of three European Networks of Excellence on
fields related to computational intelligence in [6]). Fuzzy systems have thus been seen as being
heuristic systems without clear connections to probability theory.
Since fuzzy systems are known to be universal approximators [7], it is reasonable to assume
that they lend themselves for probabilistic analysis, just like other universal approximators known
from the literature. The question that needs to be answered is whether fuzzy systems are able to
estimate conditional probability density functions (pdf’s), and in particular, whether they are able
to estimate the conditional expected output values for a given system. If the answer is positive,
this can explain the success of fuzzy systems for function approximation in the presence of
probabilistic uncertainty.
Various researchers have studied the relation between probabilistic and fuzzy systems, and
3more generally, between probabilistic and fuzzy modelling (see e.g. [8], [9], [10] for a collection
of papers on these topics). In his perception-based theory of probabilistic reasoning [11], Zadeh
introduces a set of inference schemes for answering all kinds of ‘every day questions’ where
both numerical (measurement-based) and linguistic (perception-based) information are processed.
Dubois and Prade have studied the relation between the possibility theory and the probability
theory [12]. However, fuzzy systems for function approximation serve another goal than a
perception-based analysis and they are also not rooted in the possibilistic interpretation of fuzzy
sets.
Kosko has analyzed the relation of such fuzzy systems to probabilistic systems [13]. He
finds a connection between fuzzy systems and probabilistic systems, but his argument is mainly
based on the mathematical similarity of center-of-gravity defuzzification [3] to the computation
of an expected value in probability theory: normalized membership functions are simply said
to define a (discrete) probability density function (p. 53 in [13]). Similarly, many researchers
have argued that fuzziness and randomness are actually describing the same phenomena or at
least they presume that fuzzy set theory is a generalization of probability theory or the other
way around. For example, Thomas strongly advocates the proposition that a fuzzy subset is
actually a likelihood function [10], while Goodman and Nguyen extensively discuss the random
set representation of membership functions based upon results of so-called α-level sets [14].
However, fuzzy systems research has shown that the concept of membership and the concept of
probability are different [15], [8]. In the last decade, studies where fuzzy rule-based systems also
have probabilistic features that allows them to handle randomness, have received much interest.
For example, in [16], [17], [18], [19] probabilistic fuzzy sets are used instead of the regular
fuzzy sets, where it is considered that the fuzzy membership grade is a random variable with
a certain probabilistic distribution function. Models capable of dealing with both probabilistic
uncertainty and fuzziness are also combined with neural networks ([20], [21]), to improve time
varying stochastic uncertainty. In [22], [23] a fuzzy rule base classification model is obtained
through an iterative learning process, where each rule can represent more than one class with
different probabilities. Fuzzy models developed from the probabilistic and statistical point of
4view are presented in [24], [25], while special focus is put on density estimation in [26]. The
universal-function-approximation capability of fuzzy systems with consideration of probability
distributions over possible consequences of an action have also been used for reinforcement
learning [27].
In this paper, we follow an approach similar to [28], [16], [17], [19] where fuzziness and
randomness can co-occur. The approach used in this paper has previously been applied to real
world problems, e.g. [29], [30], [31], [32], but a formal description and analysis of this type
of systems still needs to be given. In this work we consider the relation of fuzzy systems
for function approximation to the probabilistic uncertainty in the data within a framework of
probabilistic fuzzy systems, which deal explicitly and simultaneously with two complementary
types of uncertainty (fuzziness or linguistic uncertainty and probabilistic uncertainty) based on
probability measures for fuzzy events. We show that probabilistic fuzzy systems, as defined in
this paper, estimate conditional pdf’s for the output variable, given the inputs to the system. We
provide an additive reasoning mechanism for this purpose. We derive expressions for computing
the expected output of a probabilistic fuzzy system both in cases where we know the probability
distribution in advance and in cases where we need to assess the relevant probabilistic quantities
from the data. We further show that a zero-order Takagi–Sugeno (TS) deterministic fuzzy system
uses the same expressions for reasoning. Hence, its parameters can be selected such that its output
is equal to the conditional expected value of the identified probability density function.
The outline of the paper is as follows. In Section II, we give an overview of the concept of
probability of fuzzy events, which is at the basis of probabilistic fuzzy systems. In addition,
we present some statistical theory of fuzzy events, most notably concerning the notion of fuzzy
histogram. We introduce probabilistic fuzzy systems in Section III and we discuss how reasoning
can be made with these systems. An additive reasoning mechanism is introduced. It is explained
how conditional expected outputs of such systems can be computed within probabilistic and
statistical approaches. In Section IV, the relation of probabilistic fuzzy systems to deterministic
fuzzy systems is considered. It is shown that the output of both systems can be equivalent in
certain cases. We discuss in Section V several issues related to our findings, and conclude the
5paper in Section VI.
II. PROBABILITY AND STATISTICS OF FUZZY EVENTS
Probabilistic fuzzy systems are based on the concept of the probability of a fuzzy event, as
defined by Zadeh [15]. In the following subsection II-A, we give a brief introduction to the
theory of probability measures of fuzzy events. In the next subsection II-B, we present several
results concerning the statistics of fuzzy events that we will need later on.
A. Probability of fuzzy events
The material in this section assumes a random scalar variable x defined on a continuous
sample space X . The results for discrete variables and vector variables are analogous.
A compact subset Γ of X defines an event, and its probability Pr(Γ) is found by integrating
the probability density function (pdf) f(x) as
Pr(Γ) =
∫
x∈Γ
f(x)dx =
∫ ∞
−∞
χΓ(x)f(x)dx , (1)
where χΓ(x) is the binary characteristic function for the event Γ such that χΓ(x) = 1⇔ x ∈ Γ
and χΓ(x) = 0 otherwise. In other words, the probability of an event is given by the expectation
of its characteristic function.
By replacing the characteristic function in (1) with a membership function u(x):X → [0, 1],
the probability measure for crisp events can be extended to a probability measure for fuzzy
events. In this case, the probability of a fuzzy event A is found by taking the expectation of the
membership function as [15]
Pr(A) =
∫ ∞
−∞
uA(x)f(x)dx = E(uA(x)) . (2)
Equation (2) is illustrated in Fig. 1. The height x of the population of Dutch women is assumed
to be a stochastic variable with a pdf, say f(x), while the fuzzy notion of tallness is defined
by a membership function, say u(x). The product u(x)f(x) can be termed a ‘fuzzy pdf’ which
is used to calculate the probability that a Dutch woman is tall according to (2). Note that this
61.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2
0
0.5
1
1.5
2
2.5
3
Height (x)
pd
f f
(x)
 / µ
(x)
 / µ
(x)
 f(x
)
 
 
pdf of length
tall
fuzzy pdf
Fig. 1. The pdf f(x) of the height of Dutch women, the membership function u(x) defining tallness, and the ‘fuzzy pdf’
u(x)f(x).
calculation takes both the probabilistic uncertainty and the fuzzy uncertainty of the notion of
tallness into account.
Below we shall consider sample spaces that are fuzzily partitioned in a finite set of fuzzy sets.
The reason for this is expressed by in the following theorem [33], [34]:
Theorem 2.1: Let fuzzy events A1, A2, .. , AJ form a proper fuzzy partition [3] in sample space
X implying that
∀x :
J∑
j=1
uAj(x) = 1 . (3)
Then, the sum of the probabilities of the fuzzy events equals one or, in mathematical terms,
J∑
j=1
Pr(Aj) = 1 . (4)
Fuzzily partitioned sample spaces having property (4) will be termed ‘well-defined’.
In Section III, we will also need to deal with conditional fuzzy probabilities, i.e., the probability
of a fuzzy event given the occurrence of another fuzzy event. The underlying definition used is
7the following one
Pr(A|B) =
Pr(A ∩ B)
Pr(B)
=
∫∞
−∞
uA ∩ B(x)f(x)dx∫∞
−∞
uB(x)f(x)dx
=
∫∞
−∞
uA(x)uB(x)f(x)dx∫∞
−∞
uB(x)f(x)dx
, (5)
where the intersection of two fuzzy events is modelled by the product t-norm [3]. It is easy to
prove [29] that definition (5) guarantees that theorem 2.1 also holds for conditional probabilities,
i.e,
J∑
j=1
Pr(Aj |B) = 1 . (6)
B. Statistical issues
The result described by (2) allows us to assess the probability of a fuzzy event from sampled
data by using standard expectation estimators such as the arithmetic mean [35], [28], [34].
According to this approach, the probability for fuzzy event A can be estimated using
Pˆr(A) =
1
P
P∑
p=1
uA(xp) , (7)
when P samples xp are available. The following theorem shows that the estimate Pˆr(A) has the
properties described in theorem 2.1.
Theorem 2.2: Let fuzzy events A1, A2, . . . , AJ form a proper fuzzy partition in sample space
X . Then, the sum of the estimated probabilities of the fuzzy events (7) equals one or, in
mathematical terms,
J∑
j=1
Pˆr(Aj) = 1. (8)
Proof: Using the sample space property of being well-defined, i.e. (3) holds, we conclude
that
J∑
j=1
Pˆr(Aj) =
J∑
j=1
1
P
P∑
p=1
µAj(xp) =
1
P
P∑
p=1
J∑
j=1
µAj(xp) =
1
P
P∑
p=1
1 =
1
P
P = 1. (9)
8Conditional probabilities for a fuzzy event A, given another fuzzy event B, can be estimated
in a similar way. Inspired by (5), such a conditional probability Pr(A|B) is found by ([28], [34])
Pr(A|B) =
Pr(A ∩B)
Pr(B)
, (10)
and can be estimated as
Pˆr(A|B) =
∑P
p=1 uA(xp)uB(xp)∑P
p=1 uB(xp)
. (11)
In classical probability theory, we can approximate a probability density function with a finite
support by scaling the characteristic functions of crisp events for a disjoint cover of the support.
Such an approximation is called a histogram. Assuming we partition the support into disjoint
sets Γj , j = 1, . . . , J , the probability density function f(x) is approximated by fˆ(x)
fˆ(x) =
J∑
j=1
Πj =
J∑
j=1
Pˆr(Γj)χΓj (x)∫∞
−∞
χΓj (x)dx
, (12)
where Πj represents the jth column of the histogram and the normalization factor
∫∞
−∞
χΓj (x)dx
equals the size (in the one-dimensional case, the length) of the set (interval) Γj . Similarly, one
can approximate the probability density function by scaling the membership functions of fuzzy
events that form a proper fuzzy partition of the support as [34]
fˆ(x) =
J∑
j=1
Λj =
J∑
j=1
Pˆr(Aj)uAj(x)∫∞
−∞
uAj(x)dx
, (13)
where each
Λj =
Pˆr(Aj)uAj(x)∫∞
−∞
uAj(x)dx
(14)
represents a ‘fuzzified column’. Note that in (13) and (14), the normalization factor
∫ ∞
−∞
uAj(x)dx (15)
of the jth fuzzified column equals the the ‘fuzzy length’ of the set Aj . We illustrate this approach
in Fig. 2 showing both a crisp and a fuzzy interval of equal size indicated by equal area under
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Fig. 2. A crisp interval and a fuzzy interval of the same size since
∫∞
−∞
χΓj (x) =
∫∞
−∞
uAj (x) = 3.
the respective membership functions.
We further make the important observation that (13) can also be considered as a weighted
additive fuzzy reasoning scheme where the fuzzy membership functions uAj(x), j = 1, 2, . . . , J
are combined to one fuzzy membership function uA(x) using the factors Pˆr(Aj)/
∫∞
−∞
uAj(x)dx
as weights:
uA(x) =
J∑
j=1
Pˆr(Aj)∫∞
−∞
uAj(x)dx
uAj(x) . (16)
Like in the fuzzy histogram interpretation (14), we use the normalization factors (15) also here,
since we want to compensate for different sizes
∫∞
−∞
uAj(x)dx.
Theorem 2.3: Let X be a well-defined sample space partitioned into J fuzzy sets Aj , j =
1, . . . , J . Then the approximated density function fˆ(x) has the (desired) property
∫ ∞
−∞
fˆ(x)dx = 1 . (17)
Proof: Note that for a well-defined sample space, (8) holds. Then, by also using (13), we
conclude that
∫ ∞
−∞
fˆ(x) =
∫ ∞
−∞
J∑
j=1
Pˆr(Aj)uAj(x)∫∞
−∞
uAj(x)dx
dx =
J∑
j=1
Pˆr(Aj)
∫∞
−∞
uAj(x)dx∫∞
−∞
uAj(x)dx
= 1 . (18)
Because of overlapping membership functions, fuzzy histograms have a high level of statistical
efficiency, better than crisp ones. We show this in Fig. 3 where the probability density function
(pdf) of the standard normal distribution is approximated by a classical and by a fuzzy histogram
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Fig. 3. A fuzzy histogram better approximates a pdf than a crisp histogram.
using in both cases a partitioning in seven classes. For more details we refer to [30].
Besides a high level of statistical efficiency, several classes of fuzzy histograms also have a
high level of computational efficiency. An example of such type of fuzzy histogram is one that
uses triangular membership functions [36].
III. PROBABILISTIC FUZZY SYSTEMS
A. Outline
Probabilistic fuzzy systems combine two different types of uncertainty, namely fuzziness or
linguistic vagueness, and probabilistic uncertainty. In previous works, we have presented various
types of probabilistic fuzzy systems with the corresponding reasoning schemes [29], [30], [37],
[38]. In this paper, we present a more general formulation where the consequent of each rule is
a conditional pdf, given the fuzzy antecedent of the rule. Our probabilistic fuzzy system consists
of the rules Rq, q = 1, . . . , Q, of the type
Rq : If x is Aq then f(y) is f(y|Aq) , (19)
where x ∈ Rn is an input vector, Aq : X −→ [0, 1] is a fuzzy set defined on X and f(y|Aq) is the
conditional pdf of the stochastic output variable y given the fuzzy event Aq. The interpretation
11
is as follows: if fuzzy antecedent Aq is fully valid (x ∈ core(Aq)), then y is a sample value from
the probability distribution with conditional pdf f(y|Aq).
If Aq had been crisp events, then only one of the rules would fire and hence only one of the
conditional pdf’s would be used. The system output can then be written as
f(y|x) =
Q∑
q=1
χq(x) f(y|Aq) . (20)
In case of fuzzy events, multiple rules may fire and it is more appropriate to take an additive
combination of rule outputs.We propose a reasoning mechanism that determines the output of
fuzzy system as
f(y|x) =
∑Q
q=1 uAq(x)f(y|Aq)∑Q
q=1 uAq(x)
=
Q∑
q=1
βq(x)f(y|Aq) , (21)
where βq(x) = uAq(x)/
∑Q
q=1 uAq(x) represents the normalized degree of fulfillment of rule Rq
or, in other words,
Q∑
q=1
βq(x) = 1 . (22)
The following theorem shows that the reasoning (21) returns a proper pdf.
Theorem 3.1: Let R = ∪Qq=1Rq be a fuzzy rule base consisting of the rules of type (19). Then,
the reasoning scheme (21) computes a pdf, i.e.
∫ ∞
−∞
f(y|x)dy = 1 . (23)
Proof: Taking the integral over the left-hand side of equation (21), we immediately derive
the result:
∫ ∞
−∞
f(y|x)dy =
∫ ∞
−∞
∑Q
q=1 uAq(x)f(y|Aq)∑Q
q=1 uAq(x)
=
∑Q
q=1 uAq(x)
∫∞
−∞
f(y|Aq)dy∑Q
q=1 uAq(x)
= 1. (24)
Therefore, if we know the pdf for each rule output, we can calculate the conditional pdf for
any input vector x. This formulation is akin to a mixture model, whereby the weights of the
mixture are determined by the membership value to the rule antecedents.
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Since function approximation is our goal we need to be able to calculate a crisp output
for each input vector x instead of a conditional probability distribution. To do so, we take a
regression approach. The regression hyperplane of y on X is defined [39] as the location of the
mathematical expectations E(y|x) conform
µy|x = E(y|x) =
∫ ∞
−∞
yf(y|x)dy . (25)
An interesting characteristic of probabilistic fuzzy system is that besides calculating the crisp
output, it is also possible to estimate the conditional variance σ2y|x of the output conform
σ2y|x = Var(y|x) = E(y
2|x)− (E(y|x))2 . (26)
The expected conditional output and conditional variance of the probabilistic fuzzy system is
given by the following theorem.
Theorem 3.2: The expected output of the probabilistic fuzzy system with rule base (19) is
given by the weighted average of the expected output of each rule, i.e.,
µy|x = E(y|x) =
Q∑
q=1
βq(x)E(y|Aq) , (27)
and its conditional variance is
σ2y|x =
Q∑
q=1
βq(x)E(y
2|Aq)− µ
2
y|x , (28)
Proof: Using (25), (21) and
E(y|Aq) =
∫ ∞
−∞
yf(y|Aq)dy , (29)
we conclude
E(y|x) =
∫ ∞
−∞
y
[
Q∑
q=1
βq(x)f(y|Aq)
]
dy =
Q∑
q=1
βq(x)
∫ ∞
−∞
yf(y|Aq)dy
13
=
Q∑
q=1
βq(x)E(y|Aq) . (30)
Similarly, using (26), (25), (21) and (29)
σ2y|x =
∫ ∞
−∞
y2
[
Q∑
q=1
βq(x)f(y|Aq)
]
dy − (E(y|x))2
=
Q∑
q=1
βq(x)
∫ ∞
−∞
y2f(y|Aq)dy − µ
2
y|x
=
Q∑
q=1
βq(x)E(y
2|Aq)− µ
2
y|x . (31)
B. Reasoning
In general, the pdf’s in the rule consequents are not available, and they must be estimated
from the data. We present two equivalent elaborations. In both cases, we suppose that J fuzzy
classes Cj form a fuzzy partition of the compact output space Y .
1) The fuzzy histogram approach: In the first approach, we replace in each rule of (19) the
true pdf f(y|Aq) by its fuzzy approximation (fuzzy histogram) fˆ(y|Aq) yielding the rule set Rˆq,
q = 1, . . . , Q defined as
Rˆq : If x is Aq then f(y) is fˆ(y|Aq) , (32)
where fˆ(y|Aq) is defined in line with equation (13) conform
fˆ(y|Aq) =
J∑
j=1
Pˆr(Cj|Aq)uCj (y)∫∞
−∞
uCj (y)dy
. (33)
A diagram depicting the reasoning of this approach is shown in Fig. 4. For any given x1
we compute estimate fˆ(y|x1) of the conditional probability density function based on a fuzzy
histogram fˆ(y|Aq). In the figure, only one rule fires for the selected x1. The crisp system output
µˆy|x is computed for all x, as the expectation of the estimated conditional probability density
function, as it will be presented in Theorem 3.3.
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Fig. 4. Diagram of the fuzzy histogram approach for PFS. The output of the model is a fuzzy histogram fˆ(y|Aq) from which
the crisp system output µˆy|x is computed.
Using the same line of thought as used in subsection III-A, we can calculate an approximation
of the expected conditional output of the probabilistic fuzzy output. The corresponding theorem,
is the following one.
Theorem 3.3: The estimated expected output of the probabilistic fuzzy system with rule base
(32) is given by the weighted average of the estimated expected output of each rule according
to
µˆy|x = Eˆ(y|x) =
Q∑
q=1
βq(x)Eˆ(y|Aq) =
Q∑
q=1
J∑
j=1
βq(x)Pˆr(Cj|Aq)zj , (34)
and the estimated conditional variance is
σˆ2y|x = Eˆ(y
2|x)− (Eˆ(y|x))2 =
Q∑
q=1
βq(x)Eˆ(y|x)− µˆ
2
y|x
15
=
Q∑
q=1
J∑
j=1
βq(x)Pˆr(Cj|Aq)ζj − µˆ
2
y|x , (35)
where Eˆ(y|Aq) is the estimated expected output of each rule, (Eˆ(y|Aq))2 is the estimated variance
of the output of each rule, zj is the centroid of the jth output fuzzy set defined by
zj =
∫∞
−∞
yuCj(y)dy∫∞
−∞
uCj(y)dy
. (36)
and ζj is defined as
ζj =
∫∞
−∞
y2uCj(y)dy∫∞
−∞
uCj (y)dy
. (37)
Proof: Using (25) with f(y|Aq) replaced by the estimated fˆ(y|Aq), and using (21) and (33),
we derive that
Eˆ(y|x) =
∫ ∞
−∞
yfˆ(y|x)dy =
∫ ∞
−∞
y
Q∑
q=1
βq(x)fˆ(y|Aq)dy
=
Q∑
q=1
βq(x)
∫ ∞
−∞
y
J∑
j=1
Pˆr(Cj|Aq)uCj(y)∫∞
−∞
uCj(y)dy
dy
=
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj |Aq)
∫∞
−∞
yuCj(y)dy∫∞
−∞
uCj (y)dy
=
Q∑
q=1
J∑
j=1
βq(x)Pˆr(Cj|Aq)zj , (38)
where zj is the centroid of the fuzzy set Cj. The estimated expected conditional output Eˆ(y|Aq)
of each rule Rˆq is defined as
Eˆ(y|Aq) =
J∑
j=1
Pˆr(Cj |Aq)zj (39)
By substituting (39) in (38), we immediately find equation (34).
In the same manner, using (26) with f(y|Aq) replaced by the estimated fˆ(y|Aq), and using
16
(21) and (33), we derive that
σˆ2y|x =
∫ ∞
−∞
y2fˆ(y|x)dy − (Eˆ(y|Aq))
2 =
∫ ∞
−∞
y
Q∑
q=1
βq(x)fˆ(y|Aq)dy − (Eˆ(y|Aq))
2
=
Q∑
q=1
βq(x)
∫ ∞
−∞
y2
J∑
j=1
Pˆr(Cj|Aq)uCj(y)∫∞
−∞
uCj(y)dy
dy − µˆ2y|x
=
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj|Aq)
∫∞
−∞
y2uCj(y)dy∫∞
−∞
uCj(y)dy
− µˆ2y|x
=
Q∑
q=1
J∑
j=1
βq(x)Pˆr(Cj |Aq)ζj − µˆ
2
y|x , (40)
where ζj is defined by (37).
For modelling purposes, the parameters Pˆr(Cj|Aq) and zj can be computed once offline. The
evaluation of the expected output then requires the evaluation of βq(x) for a given x and the
evaluation of (34), which can be very fast.
Note further that the proof of theorem 3.3 involves both an averaging step to deal with the
probabilistic uncertainty as present in the pdf and a defuzzification step to handle the fuzzy
uncertainty as present in the membership functions used. These two separate steps are needed
to let the output of the fuzzy system be a crisp value.
2) The probabilistic fuzzy output approach: In the second approach, we decompose each rule
(19) to provide a stochastic mapping between its fuzzy antecedents and its fuzzy consequents.
The rules are written in the following form.
Rule Rˆq: If x is Aq then y is C1 with Pˆr(C1|Aq) and
y is C2 with Pˆr(C2|Aq) and
. . .
y is CJ with Pˆr(CJ |Aq). (41)
The interpretation is depicted in Fig. 5 and can be summarized as follows. If x1 belongs to the
fuzzy antecedent Aq, the fuzzy output event Cj occurs with an associated probability Pˆr(Cj|Aq).
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Fig. 5. Diagram of the probability fuzzy output approach for PFS. Given the occurrence of fuzzy antecedent Aq, the fuzzy
output events Cj are weighted with the conditional probability Pˆr(Cj |Aq).
For each individual rule, the expected output of each fuzzy rule uC(y|Aq) is calculated by scaling
the fuzzy output Cj and then aggregated them into uC(y|x). For x1 the scaled output sets
Cj(y|x1), are depicted in Fig. 5. The crisp output µˆy|x is obtained by defuzzifying the obtained
expected conditional fuzzy output uC(y|x). All the calculations are presented in Theorem 3.4.
The advantage of using the rule base (41) instead of (32) is its transparency: the output of each
rule is formulated in linguistic terms (namely C1, C2, . . . , and CJ ) instead of probability density
functions. The link to the linguistic knowledge of experts is then clearer.
Although the fuzzy rule bases (32) and (41) are different, we can prove the following theorem
expressing that, under certain conditions, the two corresponding probabilistic fuzzy systems
implement the same crisp input-output mapping.
Theorem 3.4: Consider the probabilistic fuzzy system with rule base (41) and let the fuzzy
additive reasoning scheme (16) be used to calculate its expected fuzzy output. Then, the expected
output of the probabilistic fuzzy system with rule base (32) equals the defuzzified output of the
probabilistic fuzzy system with rule base (41).
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Proof: Consider the system with the probabilistic fuzzy rule base (41). We first calculate
the conditional expected fuzzy output uC(y|Aq) of each individual rule, i.e., the expected fuzzy
membership function given the occurrence of Aq . By applying (16), we can write in this
conditional case
uC(y|Aq) =
J∑
j=1
Pˆr(Cj|Aq)∫∞
−∞
uCj (y)dy
uCj(y) . (42)
Using additive fuzzy reasoning (21) and substituting (42), we find the expected fuzzy membership
function given the occurrence of x, i.e.,
uC(y|x) =
∑Q
q=1 uAq(x)uC(y|Aq)∑Q
q=1 uAq(x)
=
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj|Aq)∫∞
−∞
uCj(y)dy
uCj (y) . (43)
From this we first conclude, using (6), (8) and (22), that
∫ ∞
−∞
uC(y|x)dy =
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj |Aq)
∫∞
−∞
uCj (y)dy∫∞
−∞
uCj (y)dy
=
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj|Aq) = 1 . (44)
Having done all these preparations, we can now calculate the crisp output Eˆ(y|x) for each x by
defuzzifying uC(y|x) as given by (43) while using the last result (44) and definition (36):
Eˆ(y|x) =
∫∞
−∞
yuC(y|x)dy∫∞
−∞
uC(y|x)dy
=
∫ ∞
−∞
yuC(y|x)dy
=
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj|Aq)
∫∞
−∞
uCj(y)ydy∫∞
−∞
uC(y|x)dy
=
Q∑
q=1
J∑
j=1
βq(x)Pˆr(Cj|Aq)zj . (45)
Comparing (34) to (45) shows that both expressions are equal.
The proofs of theorems 3.3 and 3.4 show a lot of similarities. However, looking carefully,
we observe differences in the interpretation. In the proof of Theorem 3.3, we compute first an
estimate fˆ(y|x) of the conditional probability density function f(y|x). This estimate is based
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on a fuzzy histogram. Then, the crisp system output is computed as the expectation of the
estimated conditional probability density function. In the proof of Theorem 3.4, however, the
crisp system output is computed by defuzzifying the expected conditional fuzzy output uC(y|x).
The expected conditional fuzzy output is computed by first calculating the expected output of
each fuzzy rule uC(y|Aq) and then aggregating them into uC(y|x). Note that the same type
of fuzzy additive reasoning is applied in both schemes which eventually yields the same crisp
input-output mapping.
We finally note here that re-arranging (34) or (45) results into
Eˆ(y|x) =
J∑
j=1
zj
Q∑
q=1
βq(x)Pˆr(Cj|Aq) =
J∑
j=1
Pˆr(Cj|x)zj , (46)
where again fuzzy additive reasoning in line with definition (21) has been applied. The latter
result shows that the expected system output is equal to the conditional expectation of the
defuzzified fuzzy sets.
IV. RELATION TO DETERMINISTIC FUZZY SYSTEMS
In this section, we consider the relation of the probabilistic fuzzy system described in Sec-
tion III to deterministic fuzzy systems. In particular, we are interested in the relation between
the expected output of a probabilistic fuzzy system and the deterministic output of a zero-order
Takagi–Sugeno system [5].
Theorem 4.1: A zero-order Takagi–Sugeno fuzzy system with Q rules, antecedent fuzzy sets
Aq and consequent parameters cq computes the expected value of the conditional pdf provided
that the parameters cq are equal to the expected defuzzified output of the probabilistic fuzzy
system, i.e. provided that
cq =
J∑
j=1
Pˆr(Cj|Aq)zj . (47)
Proof: The proof is provided by re-arranging (34) and comparing it to the output of a zero-
order Takagi–Sugeno system. The output of a zero-order deterministic Takagi–Sugeno system is
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given by
γ(x) =
Q∑
q=1
βq(x)cq . (48)
Re-arranging (34) gives
Eˆ(y|x) =
Q∑
q=1
βq(x)
J∑
j=1
Pˆr(Cj|Aq)zj =
Q∑
q=1
βq(x)cq , (49)
with
cq =
J∑
j=1
Pˆr(Cj|Aq)zj . (50)
Therefore, by selecting the consequent parameters of the TS model in a specific way, one can
approximate the expected output of the underlying system that has generated the data. Note that
in many cases the parameters of TS fuzzy systems are optimized to minimize an error function,
and hence optimality can be achieved in practical situations. This can explain the success of TS
fuzzy systems for function approximation.
V. DISCUSSION
The previous sections have shown that probabilistic fuzzy systems with an additive fuzzy rea-
soning scheme are able to approximate the conditional output pdf’s for function approximation.
This same input-output mapping is found by defuzzification of the expected fuzzy output of a
probabilistic fuzzy system having a rule base with probabilistic fuzzy consequents.
We further found that the expected output of the probabilistic fuzzy systems discussed is
equal to the output of deterministic zero-order TS fuzzy systems, provided that the consequent
parameters are selected according to (50). This property provides motivation for the success
of additive fuzzy systems for function approximation. Note that in addition to the probabilistic
nature of the data, probabilistic fuzzy systems let the analyst explicitly model linguistic concepts
through the use of antecedent fuzzy sets Aq and the consequent fuzzy sets Cj: see the rule base
(41). This allows the model to estimate the underlying probabilistic structure from the data,
while the model is calibrated to the linguistic description of the user. The other way around, is
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also possible to design the fuzzy system in an expert-driven manner. In that case, the calibration
can be data-driven and be based on the estimation of the statistical quantities.
In addition to regular pdf’s and conditional pdf’s, probabilistic fuzzy models allow one to
answer questions such as “what is the probability that the output is large given that the input
is small” (Pˆr(Cj |Aq)) or “what is the probability that the output is medium given a particular
input” (Pˆr(Cj|x)). Analyzing answers to these questions can provide additional information
in a particular problem (see e.g. [30]). Another advantage of probabilistic fuzzy systems over
conventional fuzzy systems is that besides estimating a crisp output, it is also possible to estimate
probabilistic confidence bounds.
Although we have discussed that the probabilistic fuzzy systems can approximate conditional
pdf’s, we have not analyzed the accuracy of this approximation. In general, the accuracy of the
approximation of the conditional pdf’s can be increased by increasing the number of consequent
fuzzy sets Cj on the output domain, by choosing a better fuzzy partitioning of the input or
output space, or by selecting better-shaped membership functions. The latter selection problem
resembles that of finding adequate basis functions when applying radial basis functions networks
[1] for kernel regression. We already mentioned that using a fuzzy partition already improves
the approximation of the conditional pdf significantly [30]. Similarly, increasing the number of
rules will improve the accuracy of interpolation between the rules. On the other hand, the danger
that the resulting system overfits the (normally noisy) data [1] should be dealt with as well.
A related issue that we have not discussed in this paper is that of optimal design. Although the
probabilistic fuzzy system approximates conditional pdf’s, the resulting fuzzy system need not be
optimal in terms of the number of rules, the definition of antecedent membership functions and
consequent membership functions. Particular choices can provide better interpolation for different
data sets. This is an issue that needs to be studied closely in the future. Furthermore, we have
ignored a priori distribution of the data in this paper. This information can be incorporated in
probabilistic fuzzy systems through rule weighting, as discussed, for instance in [29].
In conjunction with defining the number of rules, antecedent and consequent membership
functions, it is also necessary to estimate the conditional probabilities in a probabilistic fuzzy
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system. The calculation of conditional probabilities using (11) does not maximize the likelihood
of the data set and may lead to biased results [40]. Assuming that the samples in the data set
are independent of one another and that the membership functions in the rule antecedent Aq and
the rule consequent Cj have been defined, the probability parameters Pˆr(Cj|Aq) that maximize
the likelihood of the data set can be obtained by maximizing the function
J =
P∑
p=1
ln (Pr(yp|xp)) , (51)
where P is the number of samples in the data set [40]. A suitable initialisation for iterative
optimisation for maximum likelihood estimation is given by direct estimation from the data by
using (11).
In this paper, we have concentrated on the results for the expected output of probabilistic fuzzy
systems and their equivalence to deterministic fuzzy systems. However, it is also important to
consider the higher moments in the estimations, since these will be influenced by the choice of the
membership functions and other parameters. In addition, it is interesting to look at possibilities
to develop statistical inference procedures for fuzzy quantities like fuzzy events. Finally, the
precise relation of the probabilistic-fuzzy framework proposed here to that of radial basis function
networks and that of kernel estimation require a deeper study. We leave this important work for
future research.
VI. CONCLUSIONS
Probabilistic fuzzy systems are able to approximate conditional pdf’s, while at the same time
calibrating the model to the linguistic conceptualization of the model maker. As such, they deal
explicitly with both the fuzziness in the linguistic descriptions and the probabilistic uncertainty.
We have proposed an additive reasoning scheme for probabilistic fuzzy systems. The expected
output of these fuzzy systems is shown to be computable where both a defuzzification and an
averaging step are needed to get rid of both uncertainties and to terminate in a crisp output. The
complete reasoning is based on the possibility to calculate (a) the probability of a consequent
fuzzy event given an antecedent fuzzy event, (b) the centroid points of the consequent fuzzy
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sets, and (c) the degree of fulfillment of the fuzzy rules. A zero-order TS fuzzy system can
produce the same output as the expected output of a probabilistic fuzzy system provided that
its consequent parameters are selected as the conditional expectation of the defuzzified output
membership functions. Our results provide insight why additive deterministic fuzzy systems such
as TS systems have proven to be so successful for function approximation purposes.
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