Abstract -This paper addresses the problem of optimizing the navigation of an intelligent mobile in a real world enviroanment described by a map
Introduction
In this paper we are concerned with the task of finding a plan for a vehicle moving around in its environment.
That is to say, reaching a given goal position from an initial position. In many application, it is crucial to be able to estimate accurately the state of the mobile during the execution of the plan. So it seems necessary to couple the planning and the execution staues. One way to achieve that aim is to propose trajectories where the performance of the localization algorithm can be guaranteed. This problem have been well studied and in most approaches the environment is discretized and described as a graph whose nodes correspond to particular area and edges are actions to move from one place to another. Some of these previous contributions address the problem within a Markov Decision Process (MDP) . Such we will show that the reward in one stage of our MIDP depends on all the history of the trajectory.
To solve the problem, the Cross-Entropy originally used for rare-events simulation seemed a valuable tool.
The paper is organized in hve parts. In the second section we introduce the problem in details. Section three deals with the Posterior Cramer-Rao bound and its properties. We also derive its formulation for our problem and the criterion for the optimization. In section four, we make a short introduction of the Crossentropy and show how to apply it to our needs. 3 Poster'ior Crame6r-Rao Bound
Definition
In this section, we briefly remind the properties of the Crame'r-Rao bound for estimation problem. Let X(Z) 
where "A _ B" means (A -B) is positive semidehinite and* F-E AZx log (Px (X, Z))j * is the second-order partial derivatives operator. * p, is the joint probability density of (X, Y).
For the ltering case, it can be shown that 
T'ichavsky PCRB recurs'ion
A remarkable contribution of Tichasky et al was to introduce a Ricatti like recursion for computing Jk: For rare event, the variance of I(-y) is very high and it is necessary to increase N to improve the estimation. The estimate properties can be improved with vcariance minimization technique such as importance sampling where the random sample is drawn from a more appropriate probability density function q. It can be easily shown that the optimal q* pdf is given by I [f(x) > y]p(x)/(y). Nevertheless, q* depends on 1(y) which needs to be estimated. To get round this difficulty, it can be convenient to choose q in a family of pdfs {7 (., A) \A C A}. The idea is to find the optimal parameter A* such as D(q*, 7(., A)) is minimized where D is the Kullback-Leibler "pseudo-distance": The principle of C.E for optimization is to translate the problem 13 into an associ'ated stochastic problem and then solved it adaptively as the simulation of a rare event. If -y* is the optimum of 0, F* is generally a rare event. The main idea is to define a family n (., A)) A c A 5pdfs fA () = c(A)eA t(x) l() Psa is a NS x Na matrix (in our case Na = 8). with Vs the s5h row P, () is one dimensional discrete probability such as:
So, to solve our problem we are concerned with the optimization of the Nl\l Nla parameters (p, I) usina the C.E. algorithm. 4 We proceed as follows for one iteration for the G.E. Table 3 shows the probability density functions for the others (see figure 6 ) In these states the al- 
