Abstract-The Amazon rainforests have been suffering widespread damage, both via natural and artificial means. Every minute, it is estimated that the world loses forest cover the size of 48 football fields. Deforestation in the Amazon rainforest has led to drastically reduced biodiversity, loss of habitat, climate change and other biological losses. In this respect, it has become essential to track how the nature of these forests change over time. Image classification using deep learning can help speed up this process by removing the manual task of classifying each image. Here, it is shown how convolutional neural networks can be used to track changes in land patterns in the Amazon rainforests. In this work, a testing accuracy of 96.71% was obtained. This can help governments and other agencies to track changes in land patterns more effectively and accurately.
I. INTRODUCTION
The Amazon rainforest is a moist broadleaf forest in South America that covers a land area of more than 7,000,000 km 2 . There are nine countries that fall under the Amazon rainforests including countries like Brazil, Peru, Columbia, Venezuela, Ecuador, Bolivia etc. as mentioned in Fig. 1 . More than half of the worlds total rainforest cover is represented by the Amazon. Worlds largest and most biologically diverse tract of tropical rainforest is thought to be present here with almost 400 billion individual trees of more than 15,000 species. The Amazon rainforest is thought to be in existence for at least 55 million years and is richer in wildlife biodiversity too than the African or Asian wet forests. [1] . It triggered a high level of deforestation and since then, this rate has fluctuated but has always remained high consistently as shown in Fig. 2 1 . This makes it important to develop an automated approach of monitoring the land pattern in the Amazon rainforests that will help the governmental agencies to easily and effectively monitor the deforestation and other activities taking place in the Amazon.
Fig. 2: Annual Forest Loss in the Amazon
Computer vision is an important field these days and deep learning using neural networks have been at the forefront of it. Using a wide range of deep learning techniques, it has been possible to achieve higher accuracy than the previous models by a noticeable amount. Also, deep learning triumphs conventional methods of computer vision by not requiring hand-crafted features. Thus, this is a technique that can be applied to a wide variety of problems. In the proposed work, an automated way to label satellite images with their corresponding class of land cover has been developed. The VGG16 model has been used after fine tuning and achieved high accuracy. This work may be extended by using other well-known image classification models. Deforestation in the Amazon rainforests has increased considerably in the past few decades. This has affected its biodiversity and climate adversely. Using satellite imagery, it has been possible to track the changes taking place within a region. However, due to the presence of huge amount of data, it requires considerable manual resources for proper labelling.
II. RELATED WORKS
Neural networks have been used to solve a wide range of problems. It has been quite successfully used in problems such as the prediction of diabetes [2] , face detection [3] , object localization [4] , etc. Visual image recognition has gained spectacular popularity in the current scenario owing to the tremendously fast-paced research on this topic. Deep convolutional networks started gaining popularity from the year 2012 when Krizhevsky et al.'s [5] AlexNet won the ImageNet challenge and beat other models by a big margin. Since then, all winners of ImageNet challenge have used a deep convolutional neural network architecture. Simonyan and Zisserman [6] developed the VGG model that improved the error rate in the ImageNet challenge. However, deep learning was not mathematically understood well by the community. In this regard, the works of Zeiler at al. [7] helped in throwing light in how deep learning models work. Here, it was shown that how deep learning models learned features with respect to each layer. Rajat et al. [8] introduced the concept of transfer learning in the year 2007. Using this, it is possible to use the weights of the model that was trained on a particular dataset and retrain the last layer before passing its output through a classifier. This allows to get the results that are nearly as good as the successful models without requiring the enormous computing resources that were used in training the original model. Gardner et al. [9] used the ResNet50 model to classify land patterns in the Amazon rainforests and obtained a F-Score of 0.91. They used a number of data augmentation and ensemble techniques for this purpose. Longwell et al. [10] used the near-IR channel of the image and through a deep residual architecture, obtained a F2 score of 0.9. To speed up the development using neural networks, quite a lot software libraries have been developed. Some examples include Scikit-Learn [11] , Tensorflow [12] , Keras [13] for machine intelligence and Pandas [14] , [15] for data analysis. These libraries are often used not only in deep learning but also in many other tasks.
III. DATASET
The dataset for this work has been derived from Planets full-frame analytic scene products using its 4-band satellites in sun-synchronous orbit (SSO) and International Space Station (ISS) orbit.
A. Chip (Image) Data Format
The set of chips were captured with four bands of data each, viz. red, green, blue and near-infrared. The GeoTIFF data was originally captured along with the chips. However, they have been removed with ground control points (GCPs) for the purpose of this experiment as the data was not found to be essential. The images in this dataset have a ground-sample distance (GSD) of 3.7 m and orthorectified pixel size of 3 m. Planets Flock 2 satellites have been used to collect this data in both sun-synchronous and ISS orbits between January 1, 2016 and February 1, 2017. In the dataset, the TIFF files were converted to JPG files for easier processing using the Planet visual product processor .
B. Data Labeling Process and Quality
The Crowd Flower platform 3 was used to label this dataset using crowdsourced labour. Planet acknowledges the fact that although the utmost care was taken to correctly label the dataset, not all labels are accurate in nature. While labelling, the whole dataset was divided into two sets, a "hard" and an "easy" set. Scenes having easier-toidentify labels like primary rainforest, agriculture, habitation, roads, water, and cloud conditions were placed in the easy category. Shifting cultivation, slash and burn agriculture, blow down, mining, and other phenomena were placed in the hard category.
C. Class Labels
Planet's Impact team 4 was consulted while labelling the dataset. This dataset reasonably represents the places of interest in the Amazon basin. The labels can broadly be broken into three groups. They are: The whole dataset has 17 type of labels which had to be identified for each of the chips showed in Figure 3 . They are described below:
As a single image can have multiple classes in this dataset so, in the algorithm, all such classes were tried to predict correctly for each of the images.
IV. DATA ANALYSIS
Some basic data analysis was performed on the dataset which have been described in details below.
A. Distribution of Training Labels
Firstly, the histogram as present in Figure 4 showing the distribution of training labels was constructed. It has been found that the dataset is not balanced in nature, i.e. , all labels are not present in uniform quantity. Labels such as primary, clear and agriculture are present in significantly more number than the other ones. Whereas, some other labels like slash burn, blow down and conventional mine are present in very less quantity. Note that in the dataset, a single image may have multiple classes. The histogram must be seen keeping this in mind. 
B. Correlation Matrix
The correlation matrix was plotted, as shown in Figure 5 , to understand the occurrence of the classes with respect to each other. Here, redder is the label, more is the value of the correlation for any given pair of classes. After studying this plot, some interesting results were observed. Some of them are:
• The label primary is associated with almost all classes.
This means that most chips have some degree of primary forests along with other labels.
• The label agriculture is also associated with a few labels like road, habitation and cultivation. Even after converting to JPG, the dataset was quite large in size. It would have been computationally expensive to train the model on such a large dataset. Besides, the obtained dataset contained images of various dimensions. Hence, all images were resized to a standard size, in this case, 128x128 pixels. This is also an important step as it helps in speeding up the training. Since the downloaded VGG16 model did not contain the top layer, it was possible to train with images with dimensions (128x128x3) that were different from the dimensions of images used in the original VGG16 model (224x224x3). In this dataset, 40479 images for training and 40669 images for testing were used. Each image may be classified into multiple classes.
VI. METHODOLOGY
In the proposed work, the VGG16 model has been used to classify images into various classes. Figure 6 shows the original diagram of the VGG model.
Fig. 6: Distribution of Training Labels
In the model, a batch normalization layer was added to the input layer and then fed to the VGG16 model. The last block of the original VGG16 model was removed and the output of the penultimate block of the VGG16 model was flattened. It was then passed on to a softmax classifier to present the output with respect to 17 classes. Here, 20% of the training data was used for validation after training. The architecture of this model is present in Table I . Here, the Adam optimizer [16] has been used to minimize the loss, which is measured by binary cross-entropy, with a learning rate of 104. Batch size of 128 was used here and this model was trained for 15 epochs. By this time, the training loss had converged. Using an NVIDIA Tesla K80 GPU, this took around one hour to train. The plot between the training loss vs epoch is shown in Figure 7 . The following metrics were evaluated in our work Precision = T P T P + F P Recall = T P T P + F N Accuracy = T P + T N T P + T N + F P + F N With TP, FP, TN,FN being number of true positives, false positives, true negatives and false negatives, respectively.
In the experiment, a training loss of 6.88%, training accuracy of 97.35% and testing accuracy of 96.71% were obtained. Also, an F-beta score of 92.69% was obtained. The F-beta score is a weighted harmonic mean of the precision and recall. An F-beta score reaches its best value at 1 and worst score at 0.
VIII. CONCLUSION
In this work, a way to classify satellite imagery in an automated manner using deep learning with the help of the VGG16 model has been shown. High accuracy was consuming one hour while training with an NVIDIA Tesla K80 GPU. This model can be successfully applied to track the changing land pattern in the rainforests of Amazon. This data about the location of deforestation and human encroachment on forests can help governments and local stakeholders respond more quickly and effectively. Besides, this model can be used to track natural calamities like floods, forest fires, etc.
IX. FUTURE SCOPE
A few additions may be made to this work for improvements mentioned below:
Using a larger neural network is likely to give a better result. Models like ResNet and Inception, which are deeper in nature may give better results than the VGG16 model. Also, increased preprocessing of the dataset may help in better classification. In this work, it has been shown how resizing the provided image to 128x128 pixels can be made to obtain good performance. No preprocessing involving the texture and nature of the image itself was performed.
Performing data augmentation to make the system more robust may be another way of getting better results. Since the satellite images may vary in terms of lighting effect, rotation, shifting, etc., it may be a good idea to perform data augmentation to enlarge the dataset for better training.
These things may be investigated in the upcoming future to improve the accuracy and robustness of this model.
