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Abstract
Zweck
Der Zweck bzw. das Ziel der vorliegenden Arbeit ist es, einen Prototypen einesMessaufbaus
zu entwickeln und zu konstruieren, mit welchem die Verzeichnung durch Brillengläser in
Gebrauchsstellung computergesteuert unter verschiedenen Blickwinkeln aufgezeichnet und
dargestellt werden kann.
Material und Methoden
Als Modellauge wird eine digitale Kamera verwendet, welche an einen Single-Board-Com-
puter (Raspberry Pi Model 3 b) angeschlossen wird. Zur Realisierung der Blickbewegun-
gen wird ein Schrittmotor verwendet, der ebenfalls mit dem Raspberry Pi verbunden ist.
Die Geräte werden durch einen externen PC über MATLAB (Version 2016b) angesteuert.
Hierfür werden unterschiedliche Funktionen zur Steuerung der Kamera und des Schritt-
motors entwickelt. Zudem wird ein mechanischer Aufbau entworfen und konstruiert, wel-
cher die Lage des Augendrehpunkts, der Eintrittspupille des Auges und des augenseitigen
Brillenglasscheitels berücksichtigt. An ihm sind der Hornhautscheitelabstand und die Vor-
neigung des Glases einstellbar. Schließlich werden zwei Gleitsichtgläser (GS1 und GS2) mit
planer sphärischer Fernrefraktion untersucht und ihre statische und dynamische Verzeich-
nung dargestellt.
Ergebnisse
Sowohl GS1 als auch GS2 zeigen eine für Gleitsichtgläser typische statische und dynamische
Verzeichnung.
Fazit
Der Prototyp liefert Aufnahmen, welche auf den subjektiven visuellen Eindruck durch ein
Brillenglas hinsichtlich seiner Verzeichnung schließen lassen. Er kann somit für nachfolgen-
de Arbeiten als Ausgangspunkt herangezogen werden, welche sich mit der Verzeichnung
von (Gleitsicht-) Gläsern in Gebrauchsstellung befassen.
Schlüsselwörter: Augenmodell, Gebrauchsstellung, Gleitsichtgläser, Verzeichnung
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1 Einleitung
Das menschliche Auge funktioniert ähnlich wie eine Kamera. Um Objekte in unterschiedli-
chen Entfernungen scharf wahrnehmen zu können, muss die Brechkraft des optischen Sy-
stems verändert werden. An der Kamera wird dazu üblicherweise ein Ring gedreht, der
die Linsen im Objektiv verschiebt, um das Bild in die richtige Ebene zu projizieren. Im Auge
hingegenwird ein Ringmuskel (der sogenannteZiliarmuskel) angespannt, woraufhin die ela-
stische Augenlinse ihre Form und Dicke ändert. Bei diesem Vorgang, der sogenannten Ak-
kommodation, können Objekte unterschiedlicher Entfernungen vom Betrachter scharf wahr-
genommen werden. Im fortgeschrittenen Lebensalter verliert die Linse des menschlichen
Auges jedoch an Elastizität (vgl. Goersch 1993, S. 71). Die Folge ist, dass nahe gelegene Ob-
jekte als unscharf empfunden werden, da die Linse nicht mehr in der Lage ist, die benötigte
Brechkraft zu erzeugen. Es kommt zur Altersweitsichtigkeit, der sogenannten Presbyopie.
Es gibt unterschiedliche Methoden, der Presbyopie entgegenzuwirken: einfache Lese-
brillen, Bifokal- bzw. Trifokalbrillen, multifokale Kontaktlinsen und Gleitsichtbrillen. Die
letzte Variante weist gegenüber den anderen Brillenlösungen klare Vorteile auf: Durch den
gleitenden Übergang zwischen Fern- und Nahteil des Glases entsteht keine Trennkante, die
Bildsprünge und Verwirrungszonen verursacht. Zudem fällt die sichtbare Trennkante weg -
das Glas wirkt ästhetischer.
Das Gleitsichtglas bietet jedoch nicht nur Vor- sondern auch Nachteile. Durch den glei-
tenden Übergang entstehen unweigerlich Astigmatismen und sphärische Abweichungen in
der Peripherie des Glases, welche sich bei verschiedenen Blickwinkeln schließlich auf das
visuelle Auflösungsvermögen und die Kontrastempfindlichkeit des Trägers auswirken. Ein
weiterer unerwünschter Effekt ist dieVerzeichnung. Tameling (1985) befasst sich in seiner Di-
plomarbeit mit der Verzeichnung von Gleitsichtgläsern und betont ihre Bedeutung für ein
physiologisch akzeptables Glas. Um die Verzeichnung zu untersuchen, plant und entwirft
er einen stationären Messaufbau, durch welchen er die Abbildungsfehler solcher Brillenglä-
ser unter Berücksichtigung der Gebrauchsstellung fotografisch aufzeichnet (vgl. Abbildung
1.1) und schließlich manuell auswertet.
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Abbildung 1.1 Darstellung der statischen Verzeichnung eines regelmäßigen Kachelmusters durch ein Gleit-
sichtglas (Tameling 1985, S. 56)
Wehmeyer und Gruna (1989) betonen ebenfalls, dass die Verzeichnung eines Gleitsicht-
glases einen bedeutenden Faktor für seine physiologische Akzeptanz darstellt. In Abbildung
1.2 ist die Darstellung der dynamischen Verzeichnung in ihrer Veröffentlichung zu erken-
nen.
Abbildung 1.2 Darstellung der „variablen Blickfeldverzeichnung“eines Gleitsichtglases (Wehmeyer und Gru-
na 1989)
Die Verzeichnung eines Brillenglases, insbesondere die eines Gleitsichtglases, sollte da-
her eine kritische Größe zur Beurteilung und schließlich zur Optimierung seiner physiolo-
gischen Qualität darstellen. Um ihre Auswirkungen besser verstehen zu lernen, ist es not-
wendig, sie auf eine Weise darzustellen, die der Gebrauchssituation am nähsten kommt.
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1.1 Problemstellung
Die subjektivenAuswirkungen der Verzeichnung sollen objektiv nachempfundenwerden kön-
nen. Um dies zu tun, können zwei Ansätze verfolgt werden: Die Verzeichnung kann ent-
weder berechnet oder in einer realen Situation gemessen werden. Ihre Berechnung ist bei
gegebener Glasgeometrie zwar möglich, doch ihre Relevanz im alltäglichen Gebrauch wird
aus den Ergebnissen nicht unmittelbar deutlich, wie Abbildung 1.2 zeigt. Die berechneten
Ergebnisse müssten in einem weiteren Verfahren, beispielsweise durch digitale Bildbearbei-
tung, auf Aufzeichnungen von Alltagssituationen appliziert werden.
Um die Verzeichnung empirisch darzustellen, verfolgt Tameling den Ansatz, sie foto-
grafisch aufzuzeichnen. Dieser Ansatz kommt der Tragesituation näher, da ihre unmittel-
bare Auswirkung im Bild deutlich wird (vgl. Abbildung 1.1). Der dafür verwendete Ver-
suchsaufbau hat jedoch Nachteile. Aufgrund der benötigen Aperatur ist er an einen festen
Ort gebunden. Der zweite Nachteil ist, dass zur Untersuchung der dynamischen Verzeich-
nung mehrere Einzelbilder aufgenommen werden müssen, die den Blick durch das Glas
unter verschiedenen Blickwinkeln simulieren. Dadurch entsteht ein bedeutender zeitlicher
Mehraufwand.
1.2 Ziel der Arbeit
Das Ziel der vorliegenden Arbeit ist es, einen Prototypen für einen transportablen Mes-
saufbau zu konstruieren, mit welchem Verzeichnungen von verschiedenen Brillengläsern in
Gebrauchsstellung aufgenommen werden können. Dieser soll es dem Nutzer ermöglichen,
computergesteuert sowohl Fotos als auch Videos aufzunehmen und dabei horizontale Au-
genbewegungen zu simulieren. Dabei sollen Hornhautscheitelabstand und Vorneigung des
Brillenglases veränderbar sein. Die Aufnahmen sollen anschließend digital zusammenge-
fügt werden, um die statische und dynamische Verzeichnung zweier Gleitsichtgläser dar-
zustellen.
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2 Theoretische Grundlagen
2.1 Die Verzeichnung
Bei der Verzeichnung handelt es sich um einen optischen Abbildungsfehler, welcher dazu
führt, dass ein Objekt und sein zugehöriges Bild geometrisch verschieden voneinander sind
(vgl. Naumann und Schröder 1992). Die Ursache liegt darin, dass das System Objektpunkte
mit unterschiedlichen Abständen zur optischenAchse in verschiedenenAbbildungsmaßstä-
ben abbildet. Die Verzeichnung führt im Gegensatz zum Defokus oder dem Astigmatismus
nicht zu einer Unschärfe (Schärfefehler) des Bildes, da der Objektpunkt punktscharf auf der
Bildebene projiziert wird. Daher ist bei der Verzeichnung von einem sogenannten Lagefehler
die Rede (vgl. Diepes und Blendowske 2002, S. 99).
Abbildungsmaßstab
Zur Untersuchung der Verzeichnung wird der Abbildungsmaßstab in Abhängigkeit des
Achsabstands untersucht. Um den Abbildungsmaßstab β′ eines Objekts zu ermitteln, wird
der entsprechende Hauptstrahl betrachtet. Der Hauptstrahl zielt per definitionem vom Ob-
jektpunkt in die Mitte der Eintrittspupille und verläuft daher unweigerlich durch die Mitte
der zu ihr konjugierten Aperturblende und Austrittspupille (vgl. Diepes und Blendowske
2002, S. 519). Abbildung 2.1 zeigt den Verlauf eines Hauptstrahls.
Abbildung 2.1 Der Hauptstrahl verläuft mittig durch die Aperturblende
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Der Abbildungsmaßstab stellt Objekt- und Bildgröße ins Verhältnis und wird wie folgt
berechnet (vgl. Diepes und Blendowske 2002, S. 107):
β′ =
y¯′
y¯
=
p′ · tan(U¯ ′)
p · tan(U¯)
(2.1)
y¯ entspricht der Objektgröße, y¯′ der Bildgröße. p entspricht dem Abstand des Objekt-
punkts zur Eintrittspupille. p′ entspricht dem Abstand des Bildpunkts zur Austrittspupille.
U¯ und U¯ ′ sind die Winkel des Hauptstrahls vor, bzw. nach der Abbildung. In Abbildung 2.2
ist die Beziehung dieser Größen verdeutlicht.
Abbildung 2.2 Verlauf zweier Hauptstrahlen und Abhängigkeiten zwischen Pupillenlage, Objekt- und Bild-
größe (Diepes und Blendowske 2002, S. 106)
Ist die Lage von Objekt- und Bildebene festgelegt, wird der Abbildungsmaßstab, bezie-
hungsweise die Vergrößerung, durch die Lage der Aperturblende bestimmt. Befindet sich
keine Linse, kein Prisma oder Ähnliches im Strahlengang, verlaufen alle Hauptstrahlen un-
gebrochen durch die Aperturblende. Diese Situation entspricht dem Prinzip einer Lochka-
mera. Somit ist der Abbildungsmaßstab unabhängig von der Objekthöhe - das System ist
daher verzeichnungsfrei. Man spricht von einer orthoskopischen Abbildung (vgl. Diepes und
Blendowske 2002, S. 107).
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Befindet sich eine Linse im Strahlengang, werden alle Strahlen vor und/oder nach ihrem
Verlauf durch die Aperturblende gebrochen, also von ihrer ursprünglichen Ausbreitungs-
richtung abgelenkt. Untersucht man Abbildungsmaßstäbe von Objektpunkten unterschied-
licher Höhe, also mit unterschiedlichen Hauptstrahlneigungen, können diese verschieden
sein - das System weist eine Verzeichnung auf.
Die Verzeichnung wird wiederum durch die Lage der Blende bestimmt. Liegt die Blende
hinter einer Sammellinse (Hinterblendensystem), ist das Bild kissenförmig verzeichnet.Wird
die Blende vor die selbe Linse positioniert, ist eine tonnenförmige Verzeichnung zu beobach-
ten (vgl. Naumann und Schröder 1992, S. 119). Die Herkunft der jeweiligen Bezeichnungen
soll durch Abbildung 2.3 verdeutlicht werden.
Abbildung 2.3 Tonnenförmige (links) und kissenförmige (rechts) Verzeichnung eines Musters mit quadrati-
schen Kacheln (mitte)
Eine kissenförmige Verzeichnung liegt dann vor, wenn der Abbildungsmaßstab für Ob-
jektpunktemit zunehmendemAbstand von der optischen Achse ebenfalls zunimmt. Nimmt
der Abbildungsmaßstab nach außen ab, äußert sich dies in einer tonnenförmigen Verzeich-
nung.
In Abbildung 2.4 ist dieser Sachverhalt durch den jeweiligen Hauptstrahlenverlauf zu
erkennen. Die Objektpunkte besitzen alle denselben Abstand zueinander. Paraxiale Objekt-
punkte werden in etwa dem identischen Abbildungsmaßstab abgebildet. Mit zunehmender
Entfernung des Objektpunktes von der optischen Achse vergrößert, bzw. verkleinert sich
der Abbildungsmaßstab in Abhängigkeit der Blendenlage.
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Abbildung 2.4 Hauptstrahlenverlauf bei einem Vorderblenden- und einem Hinterblendensystem. Die Lage
der Blende bestimmt die Form der Verzeichnung
Die Verzeichnung V kann mathematisch als prozentualer Unterschied des tatsächlichen
Abbildungsmaßstabs zum paraxialen Abbildungsmaßstab beschrieben werden. Sie wird
wie folgt angegeben (vgl. Naumann und Schröder 1992, S. 118).
V (h′) =
h˜′ − h′
h′
· 100% (2.2)
Hierbei entspricht h˜′ dem tatsächlichen Abstand des Bildpunkts zur optischen Achse, wo-
hinhegen h′ dem theoretischen Abstand des Bildpunkts mit paraxialem Abbildungsmaß-
stab, also dem Bildpunkt, der keiner Verzeichnung unterliegt, entspricht.
Die Verzeichnung ist somit eine Funktion V des Bildpunktabstands h′ bei paraxialer Ver-
größerung. Eine positive Verzeichnung ist somit kissenförmig, eine negative Verzeichnung
tonnenförmig (vgl. Naumann und Schröder 1992, S. 118). In Abbildung 2.5 wird die Bezie-
hung zwischen h˜′ und h′ deutlich.
Abbildung 2.5 Beziehung zwischen dem tonnenförmig verzeichnetem Bildpunkt h˜′ und dem orthoskopi-
schen Bildpunkt h′. Der Ursprung der Vektoren liegt im Durchstoßpunkt der optischen Achse
durch die Bildebene
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2.1.1 Die Verzeichnung bei Brillengläsern
Das getragene Brillenglas bildet mit der Augenpupille ein Hinterblendensystem. Einstär-
kengläser mit positivem Scheitelbrechwert verursachen eine kissenförmige Verzeichnung,
wohingegen Gläser mit negativem Scheitelbrechwert eine tonnenförmige Verzeichnung ver-
ursachen (vgl. Nolting undWassmer 2001, S. 53). Da die Verzeichnungmit demAbbildungs-
maßstab, bzw. der Vergrößerung eines Systems zusammenhängt (vgl. Kapitel 2.1), werden
im Folgenden die Vergrößerungseigenschaften von Brillengläsern erläutert.
Die EigenvergrößerungNE eines Brillenglases kannmit folgender Formel ermittelt werden
(vgl. Diepes und Blendowske 2002, S. 207):
NE =
1
1− d
n
· F1
(2.3)
d entspricht der Mittendicke des Glases, n dem Brechungsindex und F1 der Brechkraft
der Vorderfläche. Die Eigenvergrößerung eines Brillenglases ist somit einzig durch seine
Geometrie (mit Ausnahme der Rückfläche) und sein Material bestimmt.
Befindet sich das Brillenglas vor einem Auge, wird zunächst die Systemvergrößerung NS
betrachtet. Sie wird wie folgt berechnet (vgl. Diepes und Blendowske 2002, S. 207):
NS =
1
1− eEP · S ′∞
(2.4)
eEP entspricht dem Abstand des augenseitigen Glasscheitels zur Eintrittspupille des Au-
ges. S ′
∞
ist der Scheitelbrechwert des Brillenglases. Die Systemvergrößerung ist durch den
Scheitelbrechwert des Glases und dem Abstand seines augenseitigen Scheitels zur Eintritts-
pupille des Auges bestimmt.
Die Gesamtvergrößerung NG ist das Produkt aus Eigen- und Systemvergrößerung und
wird daher wie folgt ermittelt (vgl. Diepes und Blendowske 2002, S. 207):
NG = NE ·NS (2.5)
Befindet sich der Torus eines sphärozylindrischen Brillenglases auf dessen objektseitigen
Fläche (Außentorus), besitzt das Glas in unterschiedlichen Meridianen sowohl verschiedene
Eigenvergrößerungen als auch Systemvergrößerungen. Ist der Torus eines solchen Brillen-
glases hingegen auf der augenseitigen Fläche angebracht (Innentorus), unterscheiden sich
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durch die unterschiedlichen Hauptschnittwirkungen lediglich die Systemvergrößerungen
der Meridiane. Je kleiner der Hornhautscheitelabstand ist, desto geringer fällt dieser Unter-
schied aus (vgl. Guyton 1977). Dieser Sachverhalt führt dazu, dass die Verzeichnung von
Gläsern mit Innentorus geringer als die Verzeichnung von Gläsern mit Außentorus ausfällt.
Aufgrund ihrer Symmetrie werden Verzeichnungen bei sphärischen und sphärozylindri-
schen Brillengläsern nach relativ kurzer Eingewöhnungszeit als nicht störend empfunden
(vgl. Diepes und Blendowske 2002, S. 112).
Hierbei sind allerdings binokulare Bedingungen zu berücksichtigen, da anisometrope
Brillenverordnungen aufgrund ihrer unterschiedlichen Verzeichnungenmit Toleranzproble-
men einhergehen können (vgl. Guyton 1977). Diese Eigenschaft kommt vor allem bei Gleit-
sichtgläsern zum Tragen (vgl. Wehmeyer und Gruna 1989).
2.1.2 Die statische und die dynamische Verzeichnung
Bei Brillengläsern wird aufgrund des sich drehenden Auges zwischen zwei Formen der Ver-
zeichnung unterschieden. Bewegt sich das Auge nicht hinter dem Brillenglas, wird von der
statischen Verzeichnung gesprochen. Die Hauptstrahlen schneiden sich in der Eintrittspupille
des Auges.
Dreht sich das Auge hinter dem Brillenglas, spricht man von der dynamischen Verzeich-
nung. Hierbei schneiden sich die Hauptstrahlen im optischen Augendrehpunkt Z ′ (vgl. Ab-
bildung 2.6). Vor der Brechung durch das Brillenglas zielen die Strahlen auf das Bild des
Augendrehpunkts Z. Dadurch fungiert der Augendrehpunkt als Aperturblende (vgl. Die-
pes und Blendowske 2002, S. 107).
Abbildung 2.6 Lage der Aperturblende bei dynamischer Verzeichnung (Diepes und Blendowske 2002, S. 69)
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Untersucht man daher die statische Verzeichnung, werden alle gleichzeitig auf der Re-
tina abgebildeten Punkte und ihre Abbildungsmaßstäbe betrachtet. Betrachtet man die dy-
namische Verzeichnung, wird die Änderung der Verzeichnung für unterschiedliche Blick-
winkel betrachtet. Ändert sich die Verzeichnung beim Blick durch das Brillenglas, werden
statische Objekte bei Kopfbewegungen als sich bewegend empfunden.
Da Einstärkengläser über ihre gesamte Fläche eine tonnen- oder kissenförmige Verzeich-
nung aufweisen, wird diese Bewegung nicht als ungewöhnlich empfunden. Bei Gleitsicht-
gläsern hingegen liegen beide Formen der Verzeichnung unterschiedlich auf demGlas ange-
ordnet vor. Eine Kopf- und Augenbewegung verursacht daher den sogenannten Schaukelef-
fekt, der die Eingewöhnung an das Glas nicht selten erschwert (vgl. Diepes und Blendowske
2002, S. 254).
2.2 Die Optik des menschlichen Auges
Der folgende Abschnitt bezieht sich überwiegend auf das Kapitel Physiologische Optik: Das Auge (ab
Seite 65) aus demWerk Handbuch für Augenoptik von Dr. Helmut Goersch (siehe Goersch 1993).
Ähnlich einer Fotokamera bildet das menschliche Auge seine dreidimensionale Umge-
bung über ein optisches System (Cornea und Augenlinse) zweidimensional auf die Retina ab.
Im Gegensatz zur Kamera ist das menschliche Auge jedoch ein - im Sinne der geometri-
schen Optik - dezentriertes System. Die Krümmungsmittelpunkte der Hornhaut und der
Linse liegen somit nicht auf einer gemeinsamen Achse. Die optische Achse des Auges ist als
die Normale auf der Cornea definiert, die den geringsten Abstand zu den restlichen Krüm-
mungsmittelpunkten aufweist. Der Ort, an welchem sie die Retina schneidet, wird hinterer
Augenpol bezeichnet.
Darüber hinaus unterscheiden sich Auge und Kamera in ihrem Auflösungsvermögen.
Während ein Kamerasensor idealerweise eine homogene Verteilung seiner Fotodioden auf-
weist, sind die Stäbchen und Zapfen des Auges unterschiedlich auf der Retina verteilt. Der
Netzhautort mit dem höchsten visuellen Auflösungsvermögen befindet sich in der Fovea,
bzw. in der Foveola centralis. In ihr befinden sich ausschließlich Zapfen, welche primär für
das Farbensehen (unter photopischen Lichtbedingungen) verantwortlich sind.
10
Mit zunehmender Entfernung von der Fovea steigt die Anzahl der auf der Retina befind-
lichen Stäbchen. Sie sind unter anderem für Kontrast- und Bewegungssehen verantwort-
lich. Die Bewegungs- bzw. dynamische Verzeichnungsempfindlichkeit des Auges ist daher
ebenfalls netzhautortabhängig, besitzt jedoch im Vergleich zur relativen Sehschärfe eine ge-
ringere Abnahme zur Peripherie hin (vgl. Wehmeyer und Gruna 1989). Abbildung 2.7 stellt
relativen Visus und relative Verzeichnungsempfindlichkeit gegenüber.
Abbildung 2.7 Das visuelle Auflösungsvermögen und die Verzeichnungsempfindlichkeit in Abhängigkeit des
Netzhautorts (Wehmeyer und Gruna 1989). Der schraffierte Bereich zeigt den relativen Visus
(in %), die grüne Fläche kennzeichnet die relative Verzeichnungsempfindlichkeit (in %).
Als Fixierlinie wird die Gerade bezeichnet, die durch die Mitte der Fovea und die Mitte
der Eintrittspupille verläuft. Liegt der hintere Augenpol nicht in der Fovea, schließen die
optische Achse des Auges und die Fixierlinie den sogenannten γ-Winkel ein. Als Apertur-
blende fungiert die Iris, die unmittelbar an der Augenlinse anliegt. Die Eintrittspupille des
Auges liegt nach dem vereinfachten schematischen Auge nach Gullstrand 3 mm hinter der Vor-
derfläche der Cornea.
Bewegt sich das menschliche Auge, behält kein Punkt des Auges seine räumliche Lage
bei. Alsmechanischer Augendrehpunktwird daher der Punkt im Auge bezeichnet, der sich bei
Augenbewegungen amwenigsten von seinemUrsprung distanziert. Er liegt 13,5 mm hinter
der Vorderfläche der Cornea (Goersch 1993, S. 66 ff).
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Der optische Augendrehpunkt entspricht dem „Fußpunkt des Lotes des mechanischen Augen-
drehpunkts auf der Fixierline“ (Diepes und Blendowske 2002, S. 554). Optischer und mecha-
nischer Augendrehpunkt sind daher identisch, wenn der hintere Augenpol in der zentralen
Fovea liegt. In der Näherung dreht sich das Auge daher um den optischen Augendrehpunkt
(vgl. Diepes und Blendowske 2002, S. 69). In Abbildung 2.8 sind der Aufbau des Auges und
die Lage der oben beschriebenen Punkte und Achsen/Linien schematisch dargestellt.
Abbildung 2.8 Der Aufbau des menschlichen Auges mit der Fixierlinie FL, der GesichtslinieGL, der optischen
Achse OA, der Eintrittspupille EP, der Austrittspupille AP, den Hauptpunkten H und H’, den
Knotenpunkten K und K’ dem optischen Augendrehpunkt Z’, dem hinteren Augenpol P, dem
γ-Winkel und der Fovea (Goersch 1993, S. 67)
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3 Material und Methoden
3.1 Die Konstruktion
Im Wesentlichen besteht die Konstruktion aus drei Teilen (vgl. Abbildung 3.1):
1. Brillenglas, Glashalter und Schwenkarm bilden den vorderen Teil des Systems. Dieser
entpricht im Modell der getragenen Brille.
2. Dermittlere Teil besteht aus dem Schrittmotor und der Kamera. Sie bilden ein verein-
fachtes Augenmodell mit horizontalen Blickbewegungen.
3. Im hinteren Teil des Aufbaus befinden sich das Raspberry Pi, die Treiberplatine des
Schrittmotors und schließlich der angeschlossene PC. Im weitesten Sinne repräsentiert
dieser Teil das Gehirn des Brillenträgers.
Abbildung 3.1 Die Konstruktion
Bedingungen an die Konstruktion
Für ein Augenmodell mit Blickbewegungen ist es von hoher Wichtigkeit, dass Augendreh-
punkt, Eintrittspupille und augenseitiger Glasscheitel in jeweils korrekten Abständen zu-
einander positioniert sind. Kapitel 2.2 ist zu entnehmen, dass sich die Eintrittspupille des
13
Auges 3 mm und der mechanische Augendrehpunkt 13,5 mm hinter der Vorderfläche der
Cornea befinden. Die Eintrittspupille der Kamera befindet sich demnach 10,5 mm vor dem
Augendrehpunkt bzw. der Welle des Schrittmotors. Aufgrund der geringen Baugröße der
Kamera wird die Lage der Eintrittspupille 0,5 mm hinter dem vorderen Scheitel ihrer Linse
angenommen. Der Hornhautscheitelabstand ist durch eine Langlochbohrung am Schwen-
karm, an dem der Glashalter befestigt ist, einstellbar. Durch Verkippen des Glases kann die
Vorneigung eingestellt werden. Desweiterenwird darauf geachtet, dass sämtliche Anschlüs-
se des Raspberry Pi (siehe Kapitel 3.3) zugänglich bleiben, während es sich in der Konstuk-
tion befindet. Der Fassungsscheibenwinkel beträgt 0◦ und ist nicht veränderbar. Sämtliche
Teile werden aus Aluminium gefertigt.
3.1.1 Grundplatte
Die Grundplatte fungiert als Fundament des Aufbaus. Auf ihr werden das Raspberry Pi und
der Schrittmotor angebracht (vgl. Abbildung 3.2). Zudem sind auf der Unterseite Standbeine
angebracht. Der Schrittmotor ist durch ein Getriebe erweitert, welches zur Reduktion des
mechanischen Spiels dient.
Abbildung 3.2 Auf der Grundplatte sind das Raspberry Pi (rechts) und der Schrittmotor mit Schwenkarm und
Glashalter (links) angebracht
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3.1.2 Deck- und Kameraplatte
Oberhalb des Raspberry Pi ist eine Deckplatte angebracht (vgl. Abbildung 3.3 (a)). Auf ihr
befindet sich die Treiberplatine für den Schrittmotor. An das vordere Ende wird die Kame-
raplatte montiert. An der Kameraplatte wird die Kamera montiert (vgl. Abbildung 3.3 (b)).
(a) (b)
Abbildung 3.3 Die Deckplatte (a) und die Kameraplatte (b)
3.1.3 Glashalter und Schwenkarm
Die Form des Glashalters entspricht einem Kreisbogen mit einem inneren Durchmesser von
60 mm. Er verfügt über eine Spitzfacette, wie sie bei gängigen Metallbrillenfassungen vor-
kommt, mit der das Brillenglas ohne zusätzliche Teile wie Schrauben oder Klammern fixiert
werden kann (vgl. Abbildung 3.4 (a)). Er wird mit einer Schraube an einem Schwenkarm
(vgl. Abbildung 3.4 (b)) befestigt, welcher sich am Schrittmotor befindet. Durch die dafür
vorgesehene Langlochbohrung lässt sich an ihm der Hornhautscheitelabstand einstellen.
Über ein Scharniergelenk kann die Vorneigung des Glases eingestellt werden.
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(a) (b)
Abbildung 3.4 Der Glashalter (a) und der Schwenkarm (b)
3.1.4 Formscheibe
Um Brillengläser passgenau schleifen zu können, wird eine Formscheibe benötigt (vgl. Ab-
bildung 3.5). Der untere Teil der Formscheibe ist kreisrund, sodass das geschliffene Brillen-
glas am Rand im Glashalter anliegt. Der obere Teil hingegen kann bei Bedarf zugeschnitten
werden, da ansonsten einige Gleitsichtgläser aufgrund der Lage des Fernbezugspunkts für
das Zuschleifen zu klein ausfallen.
Abbildung 3.5 Die Formscheibe (mit Lineal zur Veranschaulichung der Größe)
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3.2 Die Programmiersprache
Für die Programmierung des Raspberry Pi wird MATLAB (The MathWorks Inc, USA) ge-
wählt. Der Name steht abkürzend fürMatrix Laboratory. MATLAB ist eine Software, die ins-
besondere dafür ausgelegt ist, numerische Berechnungen auf Matrizen-Basis durchzufüh-
ren. Das Programm findet vor allem in der Forschung und Entwicklung unterschiedlicher
Branchen Anwendung.
MATLAB erlaubt es dem Benutzer über die grundlegende Berechnung von Vektoren und
Matrizen hinaus, mit sogenannten Toolboxes, wie beispielsweise der Image Processing Toolbox,
Bilddateien zu verarbeiten. Zusätzlich können Daten statistisch ausgewertet, in verschiede-
nen Diagrammen visualisiert und beispielsweise in das *.xlsx-Format für die Weiterverar-
beitung in Excel (Microsoft Corporation, USA) geschrieben werden. Ebenso können Daten
und/oder Bilddateien aus anderen Computerprogrammen und Peripheriegeräten eingele-
sen werden. Im Zeitraum dieser Arbeit wird die Version R2016b genutzt.
3.2.1 Die MATLAB-Benutzeroberfläche
Für das Verständnis der nachfolgenden Abschnitte wird im Folgenden der wesentliche Auf-
bau der MATLAB-Benutzeroberfläche erläutert. Sie besteht aus vier Teilen:
1. Über das Command Window werden dem Programm Befehle übergeben. Diese kön-
nen beispielsweise einfache oder komplexe mathematische Berechnungen sein. Zu-
sätzlich können Skripte bzw. Funktionen aufgerufen und Variablen angelegt werden,
die anschließend imWorkspace (siehe folgenden Punkt) erscheinen.
2. ImWorkspace befinden sich alle angelegten Variablen. Diese können als Skalare, Vek-
toren undMatrizen in gängigen Programmierdatentypenwie double oder int vorliegen.
Darüber hinaus können Objekte, beispielsweise der Klasse raspi (siehe Kapitel 3.3.1)
angelegt werden.
3. Der Editor dient überwiegend zur Bearbeitung von Skripten und Funktionen. Ist es
beispielsweise erforderlich, mehrmals identische Befehle im Command Window zu
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übergeben, bietet es sich als zeitsparende Alternative an, ein Skript anzulegen, wel-
ches diese beinhaltet. Funktionen unterscheiden sich von Skripten dadurch, dass an sie
Eingabeparameter übergeben werden. Die Funktion führt alle in ihr angegebenen Be-
rechnungen mit den eingegebenen Variablen durch und liefert schließlich einen oder
mehrere Ausgabeparameter als Ergebnis.
4. Funktionen, Skripte und andere Dateien werden, wenn nicht näher im Code beschrie-
ben, immer aus dem Current Folder bezogen. Er ist das Verzeichnis, auf das das Pro-
gramm aktuell zugreift.
Abbildung 3.6 Die Benutzeroberfläche von MATLAB mit dem Command Window (1), dem Workspace (2),
dem Editor (3) und dem Current Folder (4)
3.3 Das Raspberry Pi
Das Raspberry Pi (The Raspberry Pi Foundation, UK) ist ein sogenannter Single-Board-Computer,
welcher primär für Bildungszwecke entwickelt und 2011 erstmals auf dem freienMarkt ver-
öffentlicht wurde (vgl. Knapp 2016, S. 43).
In der vorliegenden Arbeit wird das Raspberry Pi 3 Model B (vgl. Abbildung 3.7) ver-
wendet. Es verfügt über einen Ethernet-Anschluss, vier USB-Steckplätze, eine 3,5mm-Klinken-
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buchse, einen HDMI-Anschluss, 40 GPIO-Pins, einen Mikro-SD-Karten-Steckplatz, einen
Netzteilanschluss und zwei Breitband-Kabelanschlüssen für je ein Display und eine Kame-
ra. Auf die Funktionsweise der GPIO-Pins wird in Kapitel 3.5 ab Seite 31 näher eingegangen.
Zudem kann eine WLAN- und Bluetooth-Verbindung eingerichtet werden.
Abbildung 3.7 Das Raspberry Pi 3 Model B
Es erweist sich für diese Arbeit als geeignet, da es durch seine Größe von 87 x 59 x 15 mm
einerseits einen transportablen Aufbau zulässt und durch seinen eigenen Prozessor PC-
unabhängig programmiert werden kann. Somit können beispielsweise ohne zusätzliche Ge-
räte Aufnahmen von Autofahrten zur Untersuchung von Gleitsichtgläsern gemacht und un-
mittelbar ausgewertet werden. Darüber hinaus kann das Gerät einfach durch beispielsweise
ein Display und/oder einen zweiten Schrittmotor erweitert werden. Im Rahmen dieser Ar-
beit wird das Gerät jedoch ausschließlich über einen angeschlossenen PC gesteuert.
Für die vorliegende Arbeit werden der Kamera-Anschluss und sechs GPIO-Pins für die
Steuerung des Schrittmotors verwendet. Das Gerät wird für die Programmierung über ein
Ethernetkabel an einen PC angeschlossen. Die Stromzufuhr erfolgt über ein Netzteil mit ei-
ner Spannung von 5 V und einer Stromstärke von 3000 mA. Das Betriebssystem befindet
sich auf einer Mikro-SD-Karte.
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3.3.1 Einrichtung und Programmierung
MATLAB verfügt ein speziell für das Raspberry Pi entwickeltes Unterstützungspaket, der
MATLAB Support Package for Raspberry Pi Hardware, die über das Addons-Menü installiert
wird. Mithilfe dieses Pakets wird das Betriebssystem Raspbian auf der Mikro-SD-Karte in-
stalliert. Zudem erhält das Gerät bei der Einrichtung eine IP-Adresse, die für die Verbindung
mit dem PC benötigt wird.
Um das Gerät über MATLAB zu steuern, wird es zunächst mit folgendem Befehl als
Objekt im Workspace erzeugt:
Listing 3.1 Funktion zur Verbindung des Raspberry Pi mit MATLAB
1 myPi = raspi(’169.254.0.2’);
In diesem Beispiel erhält das Gerät den Variablennamen myPi. Die IP-Adresse des Ge-
räts wird im Format String übergeben, in diesem Fall ’169.254.0.2’. Befindet sich das Ge-
rät im Workspace, können beispielsweise angeschlossene Sensoren wie das Kamera-Board
und die GPIO-Pins angesteuert werden. Abbildung 3.8 zeigt eine Bildschirmaufnahme des
Workspace nach Hinzufügen des Raspberry Pi. Es wird der Klasse raspi zugeschrieben.
Abbildung 3.8 Das Raspberry Pi als Objekt im MATLAB-Workspace
Da sich die IP-Adresse des Geräts im Zeitraum der vorliegenden Arbeit nicht ändert,
wird die Funktion pi_connect angelegt, welche die Verbindung mit dem Gerät vereinfacht
(vgl. Listing 3.2). In Zeile 2 kann die Adresse des Geräts geändert werden.
Listing 3.2 Vereinfachte Funktion zur Verbindung des Raspberry Pi mit MATLAB
1 function myPi = pi_connect
2 ip = ’169.254.0.2’;
3 myPi = raspi(ip);
4 end
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Um Systembefehle auszuführen, wird die Funktion system verwendet (vgl. Listing 3.3).
Ihr werden das raspi-Objekt und der Systembefehl als String übergeben. In folgendem Co-
debeispiel wird das Gerät heruntergefahren:
Listing 3.3 Funktion zum Herunterfahren des Raspberry Pi
1 system(myPi, ’sudo shutdown -r now’);
3.4 Das Raspberry Pi Kamera-Modul
In der vorliegenden Arbeit wird das Raspberry Pi Camera Module v2 als Modellauge verwen-
det. Es verfügt über eine Foto-Auflösung von acht Megapixeln und eine Video-Auflösung
von bis zu 1920 x 1080 Pixeln bei einer Bildrate von 30 Bildern pro Sekunde. Der horizontale
Bildwinkel beträgt nach Angaben des Herstellers 53,5◦, der vertikale Bildwinkel 41,41◦. Die
Blendenzahl der Kamera beträgt 2,9 (vgl. Raspberry Pi Foundation 2017b).
Abbildung 3.9 Das Raspberry Pi Kamera Modul V2.1
3.4.1 Einrichtung und Programmierung
Die Kamerawird über die Funktion cameraboard als Objekt der Klasse raspi.internal.cameraboard
in MATLAB geladen. Voraussetzung, dass dies erfolgen kann, ist, dass sich bereits ein raspi-
Objekt im Workspace befindet. In Listing 3.4 wird die Kamera mit einer Auflösung von
1024 x 768 Pixeln geladen.
Listing 3.4 Funktion zur Verbindung der Kamera mit MATLAB
1 myCam = cameraboard(myPi, ’Resolution’, ’1024x768’);
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Der Variablenname der Kamera lautet in diesem BeispielmyCam. Es ist zu beachten, dass
über MATLAB eine maximale Auflösung von 1920 x 1080 Pixeln gewählt werden kann. Die
Auflösung wird als String-Datentyp übergeben und kann nicht am Objekt umgeschrieben
werden. Soll sie dennoch geändert werden, muss die Kamera zunächst aus demWorkspace
entfernt und anschließend erneut hinzugefügt werden. In Abbildung 3.10 sind das Raspber-
ry Pi und die Kamera im MATLAB-Workspace zu erkennen.
Abbildung 3.10 Die Kamera des Raspberry Pi im MATLAB-Workspace
Um zwischen unterschiedlichen Bildauflösungen auswählen zu können, wird eine zu-
sätzliche Funktion cam_connect (vgl. Listing 3.5) angelegt. Ihr werden lediglich das raspi-
Objekt rasPi und die gewünschte Bildauflösung resolution übergeben.
Listing 3.5 Vereinfachte Funktion zur Verbindung der Kamera mit MATLAB
1 function myCam = cam_connect(rasPi, resolution)
2 if resolution == 1 || resolution == 120
3 res = ’160x120’;
4 elseif resolution == 2 || resolution == 240
5 res = ’320x240’;
6 elseif resolution == 3 || resolution == 480
7 res = ’640x480’;
8 elseif resolution == 4 || resolution == 600
9 res = ’800x600’;
10 elseif resolution == 5 || resolution == 768
11 res = ’1024x768’;
12 elseif resolution == 6 || resolution == 720
13 res = ’1280x720’;
14 elseif resolution == 7 || resolution == 1080
15 res = ’1920x1080’;
16 else
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17 res = ’640x480’;
18 end
19
20 myCam = cameraboard(rasPi, ’Resolution’, res);
21 end
Soll die Kamera beispielsweise mit der höchsten Auflösung von 1920 x 1080 Pixeln ge-
laden werden, wird als Auflösung 1080 oder der Index 7 übergeben. Die Zuweisung der
Indices zu den entsprechenden Auflösungen wird aus dem Code ersichtlich.
3.4.2 Aufnahme von Standbildern
Um ein Standbild aufzunehmen, wird folgender Code ausgeführt:
Listing 3.6 Funktion zur Aufnahme eines einzelnen Standbilds
1 img = snapshot(myCam);
Hierbei entspricht img dem Variablennamen der Aufnahme, myCam ist die Raspberry
Pi-Kamera aus dem vorherigen Beispiel. Die Aufnahme wird als uint8-Variable gespeichert
und kann über MATLAB bei Bedarf manipuliert und beispielsweise als *.png- oder *.jpg-
Datei gespeichert werden.
Da die Kamera über keinen Sucher und keine eigene Bildvorschaufunktion verfügt, wird
im Rahmen dieser Arbeit folgende Funktion programmiert:
Listing 3.7 Funktion zur Aufnahme eines Standbilds mit Vorschau
1 function img = cam_pic(cam)
2 figure;
3 set(gcf, ’currentchar’, ’ ’)
4 while get(gcf, ’currentchar’) ~= ’q’
5 previewimg = snapshot(cam);
6 imagesc(previewimg);
7 box;
8 daspect([1 1 1]);
9 drawnow;
10 end
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11 img = previewimg;
12 end
Bei Ausführung dieses Codes wird kontinuierlich ein Standbild aufgezeichnet, darge-
stellt und durch das nächste Standbild überschrieben. Durch Betätigen der Q-Taste wird
die Ausführung des Codes beendet. Lediglich das letzte übertragene Standbild wird unter
dem Namen img gespeichert. Voraussetzung hierfür ist, dass sich das Vorschaufenster im
Vordergrund befindet. Während diese Funktion ausgeführt wird, kannMATLAB keine wei-
teren Befehle entgegennehmen.
Die Aufnahme von Fotos mit 8 Megapixeln ist ebenfalls möglich, erfolgt jedoch nicht
über die MATLAB-Funktion snapshot, sondern über folgenden Systembefehl:
Listing 3.8 Funktion zur Aufnahme einer 8-Megapixel-Aufnahme.
1 system(myPi, ’raspistill -o picture.jpg’);
Hierbei wird die Datei picture.jpg auf die SD-Karte des Raspberry Pi gespeichert. Die Ka-
mera darf während der Aufnahme nicht direkt von MATLAB verwendet werden, sich also
nicht im Workspace befinden. Um die Bilddatei in den von aktuell von MATLAB verwen-
deten Ordner zu importieren, wird die Funktion getFile (Zeile 1 in Listing 3.9) ausgeführt.
Anschließend kann die auf der SD-Karte befindliche Datei mit der Funktion deleteFile (Zeile
2 in Listing 3.9) gelöscht werden.
Listing 3.9 Funktion zur Aufnahme eines Standbilds mit Vorschau
1 getFile(myPi, ’picture.jpg’, cd);
2 deleteFile(myPi, ’picture.jpg’);
3.4.3 Aufnahme von Videos
Mit der Funktion record können Videos in der in MATLAB festgelegten Auflösung aufge-
nommen werden. Ihr werden das Kamera-Objekt, der gewünschte Dateiname und die Dau-
er der Aufnahme in Sekunden übergeben. Hierbei ist zu beachten, dass das Raspberry Pi
Videos lediglich im *.h264-Format aufzeichnet. Soll beispielsweise ein zehnsekündiges Vi-
deo aufgezeichnet werden, wird folgender Befehl ausgeführt:
Listing 3.10 Funktion zur Aufnahme eines zehnsekündigen Videos
1 record(myCam, ’video.h264’, 10);
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Da die Videoaufnahme über das Raspberry Pi erfolgt, können im Zeitraum der Aufnah-
me weitere MATLAB-Codes, wie die Steuerung des Schrittmotors, ausgeführt werden. Das
Dateiformat kann nachträglich durch externe Software beispielsweise in das *.mpg-Format
konvertiert werden. Soll die Aufnahme vorzeitig abgebrochenwerden, wird folgender Code
verwendet:
Listing 3.11 Funktion zum vorzeitigen Abbruch der Videoaufnahme
1 stop(myCam)
Die Datei kann anschließend mit den Funktionen getFile und deleteFile (vgl. Kapitel 3.4.2)
importiert und vom Raspberry Pi gelöscht werden.
3.4.4 Kalibrierung der kameraeigenen Verzeichnung
Das Ziel dieser Arbeit ist es, einen Prototyp zu entwickeln, mit welchem sich Verzeich-
nungen durch Brillengläser in Gebrauchsstellung aufzeichnen lassen, um einen subjektiven
Seheindruck nachzuempfinden. Daher ist es in Betracht zu ziehen, dass die Kamera selbst
über Verzeichnungen verfügt, die sichmit den Verzeichnungen des Brillenglases überlagern.
Eine Möglichkeit, die kameraeigenen Verzeichnungen zu beseitigen, ist, anstelle einer
Linse eine Lochblende zu verwenden, da Lochkameras verzeichnungsfrei abbilden. Dies
hat jedoch zur Folge, dass das Kamera-Modul durch eine digitale Lochkamera ersetzt wer-
den müsste. Zusätzlich wird für eine scharfe Abbildung eine äußerst kleine Lochblende
benötigt, wodurch eine höhere Belichtungszeit des Films/CCD-Chips erfordert wird (Die-
pes und Blendowske 2002, S. 286). Somit würde die Bildrate einer Videoaufnahme gering
ausfallen, was zur Folge hat, dass die Einzelbilder bei bewegten Aufnahmen Bewegungsun-
schärfen aufweisen.
Eine weitere Möglichkeit zur Beseitigung der kameraeigenen Verzeichnung bietet eine
nachträgliche digitale Bildverarbeitung. Die grundlegende Idee hierbei ist, dass ein Muster
mit bekannten geometrischen Eigenschaften aufgezeichnet wird. Durch die Abweichung
der Geometrie des Musters im Bild von der tatsächlichen Geometrie kann auf die Verzeich-
nung der Kamera zurückgeschlossen werden. Für diesen Zweck wurde die Camera Calibra-
tion Toolbox for Matlab entwickelt (vgl. Bouguet 2015a). Diese Toolbox erlaubt es, mithilfe
von Aufnahmen eines Kachelmusters, Verzeichnungsparameter einer beliebigen Kamera zu
ermitteln und diese anschließend zu korrigieren.
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Ablauf der Kalibrierung
Die Kalibrierung des Raspberry Pi Kamera-Moduls geschieht in den von den Autoren der
Toolbox beschriebenen Schritten (vgl. Bouguet 2015b). Für die Kalibrierung wird zunächst
ein Kachelmuster auf einen DIN-A4-Bogen gedruckt. Dieser wird anschließend auf einer
ebenen Tischplatte befestigt. Wichtig ist hierbei, dass sich das Muster über eine ebene Fläche
erstreckt, da es nur unter dieser Bedingung die erforderten geometrischen Eigenschaften
zeigt. Daher sind Falten- und Wellenbildung des Papiers zu vermeiden. Im Anschluss wird
das Muster 14 mal aus unterschiedlichen Winkeln fotografiert. Im Menü der Toolbox (vgl.
Abbildung 3.11) wird der Punkt Extract grid corners gewählt.
Abbildung 3.11 Das Menüfenster der Camera Calibration Toolbox for Matlab
Daraufhin wird der Benutzer über das CommandWindow aufgefordert, die Dateinamen
der Fotografien anzugeben, um diese im Anschluss zu laden. Nachdem die Aufnahmen in
die Toolbox geladenwurden, werden sie zusammengefasst dargestellt (vgl. Abbildung 3.12).
Anschließend werden für jede Aufnahme vier Randpunkte des Musters gewählt, wor-
aufhin die Software die inneren Eckpunkte der Kacheln ermittelt. Diese ermittelten Eck-
punkte werden dem Anwender wie in Abbildung 3.13 als rote Kreuze zur Kontrolle darge-
stellt. Stimmen diese mit den tatsächlichen Eckpunkten überein, wird der Vorgang für die
folgende Aufnahme wiederholt.
Stimmen die ermittelten Eckpunkte nicht mit den tatsächlichen überein, wird ein Ver-
zeichnungskoeffizient kc geschätzt und das Ergebnis kontrolliert. Dieser Wert entspricht
dem ersten Eintrag eines fünfspaltigen Vektors zur Beschreibung der Kameraverzeichnung.
Seine mathematische Bedeutung wird auf der Homepage der Autoren näher beschrieben
(vgl. Bouguet 2015c). In Abbildung 3.14 tritt dieser Fall ein. Nach einer Schätzung des Ko-
effizienten von 0,1 liegen die Kreuze auf den Eckpunkten des Musters (vgl. Abbildung 3.15).
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Abbildung 3.12 Die Aufnahmen des Kachelmusters zur Kalibrierung der Kamera
Abbildung 3.13 Die von der Software ermittelten Eckpunkte des Musters stimmen mit den tatsächlichen Eck-
punkten überein
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Abbildung 3.14 Die von der Software ermittelten Eckpunkte desMusters stimmen nicht mit den tatsächlichen
Eckpunkten überein
Abbildung 3.15 Die von der Software ermittelten Eckpunkte des Musters stimmen nach Schätzung von kcmit
den tatsächlichen Eckpunkten überein
Nachdem dieser Vorgang für alle Aufnahmen abgeschlossen ist, werden die Verzeich-
nungsparameter durch das Programm ermittelt und in den Dateien calib_data.mat,
Calib_Results.mat und Calib_Results.m gespeichert. In Abbildung 3.16 sind die Ergebnisse
dargestellt.
Abbildung 3.16 Die ermittelten Verzeichnungsparameter der Camera Calibration Toolbox für die Kamera des
Raspberry Pi
Diese können im Anschluss verwendet werden, um Aufnahmen von der kameraeige-
nen Verzeichnung zu befreien. Dazu wird im Menü der Toolbox der Punkt Undistort image
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aufgerufen. Der Nutzer wird daraufhin über das Command Window angewiesen, den Da-
teinamen der zu korrigierenden Grafik anzugeben. Die verzeichnungskorrigierte Version
der Aufnahmewird imOrdner der originalen Version gespeichert. Ihr Dateiname entspricht
dem des Originals und wird durch _rect erweitert (vgl. Abbildung 3.17).
Abbildung 3.17 Originale und verzeichnungskorrigierte Version einer Aufnahme im MATLAB-Workspace
In Abbildung 3.18 (a) ist eine Aufnahme vor der Korrektur der Verzeichnung zu erken-
nen. Abbildung 3.18 (b) zeigt die selbe Aufnahme nach Anwendung der Verzeichnungskor-
rektur. Die Kachelwand erscheint zwar innerhalb des Musters nicht mehr verzeichnet, in
der unteren linken Ecke ist jedoch eine eindeutige Verzeichnung (durch einen roten Kreis
gekennzeichnet) der Leiste zu erkennen.
(a) (b)
Abbildung 3.18 Kameraaufnahme eines Kachelmusters vor (a) und nach (b) Korrektur der Verzeichnung
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3.5 Der Schrittmotor
Für die Simulation von Blickbewegungen wird ein Schrittmotor verwendet, der das Brillen-
glas vor der Kamera um den mechanischen Augendrehpunkt dreht. Der Schrittmotor wird
gemeinsam mit einer Treiberplatine geliefert. Auf ihr befindet sich ein sogenannter Mikro-
controller, der für die Steuerung des Motors verantwortlich ist. Zusätzlich sind vier Kontroll-
LED angebracht.
Abbildung 3.19 Der Schrittmotor (links) und seine Treiberplatine (rechts).
Der Rotor des Motors führt eine Drehung von 5,625◦ pro Halbschritt aus (vgl. Tangient
2015). Ein Vollschritt führt daher zu einer Drehung von 11,25◦. Für eine vollständige Um-
drehung des Rotors werden daher 32 Schritte benötigt.
Innerhalb des Motors befindet sich zusätzlich ein Getriebe mit einem Übersetzungsver-
hältnis von 1/64. Daher werden für eine vollständige Umdrehung der äußeren Welle 2048
Schritte benötigt. Zur Reduktion des Spiels des Schwenkarms wird ein außen liegendes Ge-
triebe mit meinem Übersetzungsverhältnis von 1/2 angebracht. Um den Schwenkarm um
360◦ zu drehen, werden daher 4096 Schritte benötigt.
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3.5.1 Einrichtung und Programmierung
Der Motor wird an die Treiberplatine angeschlossen, die gleichzeitig mit den GPIO-Pins des
Raspberry Pi verbunden ist. Diemeisten GPIO-Pins des Raspberry Pi können unter anderem
als digitaler Input oder digitaler Output verwendet werden. Wird ein Pin als digitaler Input
verwendet, kann der Status des Pins eingelesen werden. Liegt eine Spannung am Pin an,
liefert dieser den Wert 1, liegt keine Spannung an, liegt der Wert 0 vor. An einen solchen Pin
kann beispielsweise ein Schalter angeschlossen werden, über den ein Programm gesteuert
wird. Ist ein Pin als digitaler Output deklariert, kann der Status des Pins durch Program-
mierung verändert werden. Wird ein solcher Pin aktiviert, liegt an ihm eine Spannung von
3 V an. Zur Steuerung des Schrittmotors werden daher Pins als digitaler Output verwendet.
In Abbildung 3.20 ist die Pinbelegung des Raspberry Pi zu erkennen.
Abbildung 3.20 Schema der GPIO-Pins des Raspberry Pi (Raspberry Pi Foundation 2017a)
Die GPIO-Pins zur Steuerung des Motors werden an die Steckplätze 4, 17, 27 und 22 an-
geschlossen. Zur Stromversorgung wird die Platine darüber hinaus an einen 5-V- und einen
Erdungspin angeschlossen.
Zur Reduktion des Programmieraufwands wird eine Funktion (Listing 3.12) angelegt, in
der die verwendeten Pins in einem Vektor eingetragen werden. Die Reihenfolge der Pins
spielt hierbei eine wichtige Rolle.
Listing 3.12 Festlegung der benötigten GPIO-Pins für den Motor
1 function pins = stepper_pins
2 pins = [4 17 27 22];
3 end
Umdie Pins als benötigten digitalen Output zu deklarieren, wird dieMATLAB-Funktion
configurePin verwendet. In Listing 3.13 geschieht dies für die Pins zur Steuerung des Motors.
31
Listing 3.13 Deklarierung eines GPIO-Pins als digitaler Output
1 function stepper_init(raspi)
2 pins = stepper_pins;
3
4 for n = 1:length(pins)
5 configurePin(raspi, pins(n), ’DigitalOutput’);
6 end
7 end
Sind die Pins als Output festgelegt, können ihre Zustände mit der Funktion writeDigital-
Pin umgeschrieben werden. Ihr werden das raspi-Objekt, der entsprechende Pin und sein
Zustand (1 oder 0) übergeben. Ist der Zustand eines Pins auf 1 gesetzt, leuchtet die entspre-
chende Kontroll-LED auf der Treiberplatine auf.
Um eine vollständige Umdrehung der äußeren Welle zu bewirken, ist es fundamental,
dass die Spulen innerhalb des Motors in der korrekten Reihenfolge angesteuert werden. Da-
her wird die Funktion zunächst genutzt, um mithilfe der Kontroll-LED die Pinbelegung zu
kontrollieren.
Im Anschluss wird für eine übersichtliche Programmierung eine Funktion (vgl. Listing
3.14) angelegt.
Listing 3.14 Funktion zum Ändern der Pinzustände
1 function stepper_setpins(rasPi, status)
2 pins = stepper_pins;
3
4 for n = 1:length(pins)
5 writeDigitalPin(rasPi, pins(n), status(n));
6 end
7
8 pause(0.001);
9 end
Mit dieser Funktion wird in einer Schleife nacheinander der Status jedes Pins umge-
schrieben. pins ist hierbei ein Vektor mit vier Einträgen, da insgesamt vier Pins verwendet
werden. Zur Vermeidung von Schrittsprüngen wird eine Pause von 1 ms eingebaut.
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Diese Funktion dient als Grundlage für die Funktion stepper_turn (Listing 3.15) zur Dre-
hung der Schrittmotorwelle. Sie erhält das raspi-Objekt rasPi und den Winkel deg (in ◦),
um welchen der Schwenkarm gedreht werden soll. Ein positiver Winkel verursacht eine
Drehung im mathematisch positiven Sinne, also entgegen dem Uhrzeigersinn. Das Model-
lauge führt daher eine Blickbewegung nach rechts (mit kompensierender Kopfbewegung)
aus. Soll der Schwenkarm mit dem Uhrzeigersinn gedreht werden, wird der entsprechende
Winkel mit negativem Vorzeichen übergeben. Das Modellauge blickt daher nach links.
Damit sich dieMotorwelle in eine bestimmte Richtung dreht, ist es wichtig, dass die Spu-
len des Stators in der richtigen Reihenfolge abwechselnd beschaltet werden. Es besteht die
Möglichkeit, den Schrittmotor entweder im sogennanten Vollschritt- oder im Halbschrittbe-
trieb zu verwenden. Der Halbschrittbetrieb bietet die Möglichkeit, den angegebenen Schritt-
winkel von 5,625◦ auf 2,8125◦ zu halbieren. Für den Prototyp ist der Schrittwinkel im Voll-
schrittbetrieb jedoch hinreichend genau.
In Tabelle 3.1 ist die Belegung der Pinzustände für eine Umdrehung des Rotors im Voll-
schrittbetrieb zu erkennen. Liegt eine Spannung am Pin an, ist dies durch den Wert 1 ge-
kennzeichnet, liegt keine Spannung an, zeigt dies der Wert 0.
Tabelle 3.1 Zustände der Pins 4, 7, 27 und 22 in den vier Phasen der Rotordrehung (modifiziert nach Tangient
2015)
Phase Pin 4 Pin 17 Pin 27 Pin 22
1 1 1 0 0
2 0 1 1 0
3 0 0 1 1
4 1 0 0 1
Um den Schwenkarm mithilfe des Schrittmotors zu bewegen, wird die Funktion step-
per_turn (vgl. Listing 3.15) angelegt.
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Listing 3.15 Funktion zur Drehung des Schwenkarms um einen bestimmten Winkel
1 function stepper_turn(rasPi, deg)
2 % Zyklen pro Grad (1 Zyklus entspricht 4 Schritten)
3 cyclesPerDeg = 1024;
4
5 % Notwendige Anzahl der Zyklen
6 cyclesNeeded = deg * cyclesPerDeg / 360;
7
8 % Festlegung der Sequenz (gegen UZS)
9 stepSeq = {...
10 [1 1 0 0]...
11 [0 1 1 0]...
12 [0 0 1 1]...
13 [1 0 0 1]};
14
15 % (im UZS)
16 if deg >= 0
17 stepSeq = fliplr(stepSeq);
18 end
19
20 % Pins werden auf 0 gesetzt
21 % Drehung findet statt
22 % Pins werden wieder auf 0 gesetzt
23 stepper_setpins(rasPi, [0 0 0 0]);
24
25 for n = 1:abs(cyclesNeeded)
26 for m = 1:length(stepSeq)
27 stepper_setpins(rasPi, stepSeq{m});
28 end
29 end
30
31 stepper_setpins(rasPi, [0 0 0 0]);
32 end
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Die Reihenfolge der Beschaltung wird in den Zeilen 9 - 13 in Listing 3.15 für eine Dre-
hung des Schwenkarms im Uhrzeigersinn festgelegt. Soll eine Linksdrehung erfolgen, wird
die Reihenfolge umgekehrt (vgl. Zeilen 16 - 18). In Zeile 3 wird angegeben, wie viele Zyklen
benötigt werden, um eine vollständige Umdrehung auszuführen. Ein Zyklus besteht hierbei
aus vier Schritten, die sich während des Drehvorgangs wiederholen. Zuerst wird die Span-
nung jedes Pins auf 0 gesetzt (Zeile 23). Daraufhin findet die Drehung des Rotors und somit
des Schwenkarms statt (Zeilen 25 - 29). Schließlich wird die Spannung jedes Pins erneut auf
0 gesetzt (Zeile 31).
Diese Funktion kann verwendet werden, um den Schwenkarm für eine Messung um be-
stimmteWinkel zu bewegen. Sie liefert allerdings nicht die aktuelle Position des Glases, also
den aktuellen „Blickwinkel“, der bei Untersuchungen dieser Art eine entscheidende Rolle
spielt.
Um die aktuelle absolute Position des Brillenglases vor der Kamera angeben zu können,
wird die Funktion stepper_moveto (Listing 3.16) angelegt. Ihr werden das raspi-Objekt rasPi
und die Zielposition pos_target (in ◦) übergeben.
Listing 3.16 Funktion zur Drehung des Schwenkarms um einen bestimmten Winkel
1 function stepper_moveto(rasPi, pos_target)
2 % Aktuelle Position
3 pos_now = load(’stepper_pos.mat’);
4 pos_now = pos_now.pos_now;
5
6 % Grenzwinkel
7 pos_max = 90;
8
9 if pos_target > pos_max
10 pos_target = pos_max;
11 elseif pos_target < -pos_max
12 pos_target = -pos_max;
13 end
14
15 % Drehung
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16 deg = pos_target - pos_now;
17
18 stepper_turn(rasPi, deg);
19
20 pos_now = pos_now + deg;
21 disp(strcat(’Current position (degrees): ’, num2str(pos_now)));
22 save(’stepper_pos’, ’pos_now’);
23 end
Mithilfe dieser Funktion wird das Brillenglas vor der Kamera in eine gewünschte Positi-
on pos_target (in ◦) bewegt. Wie bei der Funktion stepper_turn bedeutet eine positive Position,
dass das Glas entgegen dem Uhrzeigersinn gedreht wird. Die Eingabe einer negativen Ziel-
position erzeugt den gegenteiligen Effekt.
Die Funktion ermittelt zunächst aus der Datei stepper_pos.mat die aktuelle Position des
Motors. Anschließend wird überprüft, ob ein Grenzwinkel (90◦ in beide Richtungen) über-
schritten wird, um eine Kollision des Schwenkarms mit der restlichen Konstruktion zu ver-
meiden (Zeilen 3 - 4). Durch Differenzbildung wird im Anschluss der benötigte Drehwinkel
zum Erreichen der Zielposition bestimmt (Zeile 15). Daraufhin wird führt der Schrittmotor
mit der Funktion stepper_turn (Zeile 17) die Drehung aus. Abschließend wird die aktuelle
Position des Schwenkarms gespeichert und im Command Window ausgegeben (Zeilen 19 -
21).
Es ist zu beachten, dass die aktuelle Position des Schwenkarms nicht durch das Gerät zu-
rückgemeldet wird. Stattdessen wird die Position durch Zählen der ausgeführten Schritte,
bzw. Zyklen berechnet. Daher ist es wichtig, vor jeder Messung zu überprüfen, ob die an-
gegebene und tatsächliche Position des Schwenkarms übereinstimmen. Dazu wird er durch
die Eingabe von stepper_moveTo(rasPi, 0) an die Nullposition gefahren. Anschließend wird
die Stellung des Arms empirisch bestimmt. Stimmt sie nicht mit der angegebenen Positi-
on überein, kann sie mit der Funktion stepper_turn korrigiert werden, die den Schwenkarm
zwar bewegt, jedoch nicht die von MATLAB angegebene Position überschreibt.
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3.6 Das Programmpaket
UmMessungen durchführen zu können, werden folgende Funktionen benötigt:
1. pi_connect.m
zur Verbindung des Raspberry Pi mit MATLAB
2. cam_connect.m
zur Verbindung des Kamera-Moduls mit MATLAB
3. cam_pic.m
zur Aufnahme von Standbildern mit Vorschau
4. stepper_pins.m
zur Deklarierung der für den Schrittmotor benötigten GPIO-Pins
5. stepper_init.m
zur Deklarierung der GPIO-Pins als digitaler Output
6. stepper_setpins.m
zur Änderung der Pin-Zustände
7. stepper_turn.m
zur Drehung des Schwenkarms
8. stepper_pos.mat
zur Angabe der aktuellen Position des Schwenkarms
9. stepper_moveto.m
zur Positionierung des Schwenkarms
10. turnandpicture.m
zur Aufnahme von Standbildern bei vorgegebenen Positionen des Schwenkarms
11. turnandrecord.m
zur Aufnahme von Videos bei vorgegebenen Positionen des Schwenkarms
Die Funktion turnandpicture (vgl. Listing 3.17) wird verwendet, wenn Standbilder durch
das Glas bei verschiedenen Positionen des Schwenkarms aufgenommen werden sollen. Ihr
werden das raspi-Objekt rasPi, das Kamera-Objekt cam, ein gewünschter Dateiname filename
und die anzusteuernden Positionen positions übergeben. Die Positionen werden hierbei in
einen Vektor geschrieben.
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Listing 3.17 Funktion zur Aufnahme von Standbildern bei vorgegebenen Positionen des Schwenkarms
1 function turnandpicture(rasPi, cam, filename, positions)
2 directory = strcat(cd, ’\’ ,filename, ’\’);
3
4 for n = 1:length(positions)
5 stepper_moveto(rasPi, positions(n));
6 img = cam_pic(cam);
7
8 picname = strcat(directory,...
9 filename, ’_’, num2str(positions(n)), ’.jpg’);
10
11 imwrite(img, picname);
12 end
13
14 disp(’Task finished.’)
15 end
In Zeile 2 wird festgelegt, in welchen Ordner die Aufnahmen gespeichert werden sollen.
Dieser Ordner sollte bereits vor Ausführung der Funktion angelegt sein, da sonst Probleme
bezüglich der Schreibrechte von MATLAB auftreten können.
Anschließendwird eine Schleife ausgeführt, in welcher der Schwenkarm zunächst an die
gewünschte Position gefahren wird (vgl. Zeile 5), woraufhin die Funktion cam_pic aufgeru-
fen wird, um ein Standbild aufzunehmen.
Nach Aufnahme des Standbilds wird der Dateiname festgelegt, um welchem es gespei-
chert wird (vgl. Zeilen 8 - 9). Er beinhaltet den eingegebenen Dateinamen filename und wird
durch die Position des Schwenkarms (in ◦) zum Zeitpunkt der Aufnahme erweitert. Nach-
dem das Standbild gespeichert wurde (vgl. Zeile 11), beginnt der nächste Schleifendurchlauf
für die nächste angegebene Position. Abschließend wird über das Command Window aus-
gegeben, dass der Vorgang für alle Positionen abgeschlossen ist (vgl. Zeile 14).
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Für die Aufnahme von Videos bei vorgegebenen Positionen des Schwenkarms wird die
Funktion turnandrecord (vgl. Listing 3.18) angelegt. Sie erhält die selben Eingabeparameter
wie die oben beschriebene Funktion turnandpicture.
Listing 3.18 Funktion zur Aufnahme von Videos bei vorgegebenen Positionen des Schwenkarms
1 function turnandrecord(rasPi, cam, filename, positions)
2 filename = strcat(filename, ’.h264’);
3
4 record(cam, filename, 180);
5 for n = 1:length(positions)
6 stepper_turn(rasPi, positions(n));
7 end
8
9 stop(cam);
10 getFile(rasPi, filename, cd);
11 pause(5);
12 deleteFile(rasPi, filename);
13 end
Das Video wird im Format *.h264 aufgezeichnet. Dazu wird in Zeile 2 der eingegebene
Dateiname um die entsprechende Endung erweitert. Anschließend wird eine 180-sekündige
Videoaufnahme gestartet (vgl. Zeile 4). Während der Aufnahme wird der Schwenkarm in
einer Schleife an die angegebenen Positionen bewegt (vgl. Zeilen 5 - 7). Abschließend wird
die Aufnahme beendet (vgl. Zeile 9), das Video vom Raspberry Pi auf den PC übertragen
(vgl. Zeile 10) und schließlich vom Raspberry Pi gelöscht (vgl. Zeile 12). Um zu vermeiden,
dass das Video gelöscht wird, bevor es vollständig übertragen wurde, wird eine fünfsekün-
dige Pause abgewartet (vgl. Zeile 11).
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3.7 Aufzeichnungen
Zum Abschluss der vorliegenden Arbeit werden die statische und dynamische Verzeich-
nung zweier Gleitsichtgläser aufgenommen und dargestellt. Dies geschieht bei einer Bild-
auflösung von 1024 x 768 Pixeln. Beide Gläser werden bei einem Hornhautscheitelabstand
von etwa 14 mm und einer Vorneigung von 8◦ betrachtet. In Tabelle 3.2 sind die wichtigsten
optischen Kenngrößen beider Gläser aufgeführt.
Tabelle 3.2 Sphäre, Zylinder, Achse, Addition und Seite des Auges der beiden untersuchten Gleitsichtgläser.
Glas Auge Sphäre (dpt) Zylinder (dpt) Achse (◦) Addition (dpt)
GS1 Links 0,00 -0,50 90 +2,75
GS2 Rechts 0,00 0,00 0 +2,00
Zur Aufnahme beider Gläser wird die Funktion turnandpicture angewandt (vgl. Listing
3.19).
Listing 3.19 Aufnahme von Blickwinkeln durch die Gleitsichtgläser
1 positions = -20:5:20;
2 turnandpicture(myPi, myCam, filename, positions);
Bei der Untersuchung des ersten Gleitsichtglases GS1 wird als filename das Synonym
’GS1’ angegeben. Das zweite Gleitsichtglas erhält dementsprechend das Synonym ’GS2’.
Beide Gläser werden in Winkel von 0◦ bis einschließlich 20◦ (in 5◦-Schritten) sowohl im
Links-, als auch im Rechtsblick positioniert (vgl. Zeile 1).
Als Bildmotiv zur Beurteilung der Verzeichnung dient eine Wand mit einem Kachelmu-
ster (vgl. Abbildung 3.21 (a)).
Im Anschluss an die Aufzeichnungen ist es vorgesehen, die Kameraverzeichnung der
Aufnahmen zu korrigieren. Hierzu wird die Calibration Toolbox aufgerufen und der Menü-
punkt Load gewählt, um die in Kapitel 3.4.4 erhobenen Parameter zur Korrektion der Ver-
zeichnung zu laden. In Abbildung 3.21 (a) ist die originale Aufnahme des Testbilds zu er-
kennen. Abbildung 3.21 (b) zeigt die durch die Calibration Toolbox korrigierte Version der
selben Aufnahme.
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(a) (b)
Abbildung 3.21 Aufnahme der Kachelwand zur Untersuchung der Gleitsichtgläser vor (a) und nach Korrek-
tur der Verzeichnung (b)
In den Eckbereichen sind deutliche Verzeichnungen zu erkennen. Aus diesem Grund
wird an dieser Stelle auf eine Korrektur der Kameraverzeichnung verzichtet.
Für die Darstellung der Ergebnisse werden die aufgezeichneten Aufnahmen in Photoshop
CS2 (Adobe Systems Software Ireland Ltd, Irland) geladen und überlagert. Bei der Überla-
gerung ist zu beachten, dass durch das Brillenglas prismatische Wirkungen entstehen. Ver-
gleicht man eine Aufnahme ohne Gleisichtglas mit einer Aufnahme durch ein Gleitsichtglas
bei 0◦, ist ein Höhenunterschied zwischen beiden zu erkennen. Dieser ist auf das Dicken-
reduktionsprisma (Basis unten) des Glases zurückzuführen, welches das Bild in die Höhe
verlagert (vgl. Diepes und Blendowske 2002, S. 270).
Werden Aufnahmen durch ein Brillenglas unter verschiedenen Blickwinkeln unterein-
ander verglichen, kann, in Abhängigkeit von Scheitelbrechwert des Glases und Blickwinkel,
eine Verlagerung des Bildes festgestellt werden. Die prismatische Wirkung eines Brillengla-
ses unter einem bestimmten Blickwinkel kann mit Hilfe der einfachen Prentice-Regel ermit-
telt werden (vgl. Diepes und Blendowske 2002, S. 82 ff). Zum Ausgleich der prismatischen
Wirkung wird ein mittig gelegener Referenzpunkt in der Aufnahme bei Geradeausblick ge-
wählt. Die Aufnahmen werden daraufhin so positioniert, dass sich dieser Punkt für jede
Aufnahme an einem identischen Bildort befindet. Zusätzlich werden die Aufnahmen mit-
hilfe von Photoshop animiert, um die dynamische Verzeichnung darzustellen. Die dazuge-
hörigen Ergebnisse sind im Dateiformat *.gif im Anhang zu finden.
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4 Ergebnisse
In den folgenden Abschnitten werden die statische und die dynamische Verzeichnung von
GS1 und GS2 dargestellt.
4.1 Aufnahmen durch GS1
4.1.1 Statische Verzeichnung von GS1
Zur Veranschaulichung der statischen Verzeichnung von GS1 bei einem Blickwinkel von
0◦ wird die Aufnahme mit Brillenglas über die Aufnahme ohne Brillenglas überlagert und
die Wirkung des Höhenprismas kompensiert. Die Linien des Kachelmusters mit Brillenglas
sind rot gefärbt (vgl. Abbildung 4.1).
Abbildung 4.1 Darstellung der statischen Verzeichnung von GS1
4.1.2 Dynamische Verzeichnung von GS1
Zur Veranschaulichung der dynamischen Verzeichnung von GS1 werden Standbilder unter
Blickwinkeln von 0◦ und 20◦ bei Rechtsblick (vgl. Abbildung 4.2) und Linksblick (vgl. Ab-
bildung 4.3) aufgenommen und überlagert. Die Linien des Kachelmusters bei 20◦ sind rot
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gefärbt. Zusätzlich wird eine Animation angefertigt. Sie ist in der CD im Anhang unter dem
Pfad Aufnahmen/GS1/GS1.gif zu finden.
Abbildung 4.2 Darstellung der dynamischen Verzeichnung von GS1 bei einem Rechtsblick von 20◦
Abbildung 4.3 Darstellung der dynamischen Verzeichnung von GS1 bei einem Linkssblick von 20◦
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4.2 Aufnahmen durch GS2
4.2.1 Statische Verzeichnung von GS2
Die Veranschaulichung der statischen Verzeichnung von GS2 erfolgt nach den selben Schrit-
ten wie für GS1. Die Linien des Kachelmusters beim Blick durch das Glas werden rot gefärbt
(vgl. Abbildung 4.4).
Abbildung 4.4 Darstellung der statischen Verzeichnung von GS2
4.2.2 Dynamische Verzeichnung von GS2
Die dynamische Verzeichnung von GS2 wird auf die selbe Weise wie die Verzeichnung von
GS1 dargestellt. Abbildung 4.5 zeigt die dynamische Verzeichnung beim Rechtsblick durch
das Glas. In Abbildung 4.6 ist die Verzeichnung beim Linksblick zu erkennen. Die zugehö-
rige Animation ist im Anhang unter dem Pfad Aufnahmen/GS2/GS2.gif zu finden.
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Abbildung 4.5 Darstellung der dynamischen Verzeichnung von GS2 bei einem Rechtsblick von 20◦
Abbildung 4.6 Darstellung der dynamischen Verzeichnung von GS2 bei einem Linkssblick von 20◦
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5 Diskussion
Im folgenden Abschnitt werden die in der Arbeit verwendeten Methoden unter kritischen
Gesichtspunkten betrachtet.
Augendrehpunkt
Um ein vollwertiges Augenmodell zu repräsentieren, müsste der Versuchsaufbau über eine
zweite Drehachse durch den Augendrehpunkt verfügen, um welche sich vertikale Blick-
bewegungen realisieren lassen. Im vorliegenden Prototyp sind lediglich horizontale Blick-
bewegungen realisiert. Die Verwendung eines zweiten Schrittmotors wurde zur Vereinfa-
chung des Prototyps vermieden.
Form des Glashalters
Die Form des Glashalters entspricht einem Kreisbogen. Auf diese Weise kann er einerseits
einfach gefertigt werden, andererseits können Zylinderachsen bei sphärozylindrischen Ein-
stärkengläsern einfach verändert werden. Aufgrund der Kreisform ist das eingesetzte Bril-
lenglas im Halter jedoch frei beweglich. Dies hat zur Folge, dass das Brillenglas markiert
werden muss, um sicherstellen zu können, dass die Zylinderachse in der gewünschten Po-
sition bzw. der Nahbezugspunkt am richtigen Ort vorliegt.
Fassungsscheibenwinkel
Die Konstruktion besitzt keinen Mechanismus zum Verstellen des Fassungsscheibenwin-
kels. In typischen Brillengläsern sind die Auswirkungen des Fassungsscheibenwinkels al-
lerdings berücksichtigt.
Hornhautscheitelabstand
Der Hornhautscheitelabstand kann zwar verändert, jedoch nicht gemessen werden. Da ver-
schiedene Brillengläser unterschiedliche Scheiteltiefen der Rückfläche besitzen, kann die
Position des Glashalters vor der Kamera nicht als Referenzwert zur Angabe des Hornhaut-
scheitelabstands herangezogen werden. Zur Behebung dieses Problems kann ein zusätzli-
ches mechanisches Bauteil gefertigt werden, welches zur Bestimmung des HSA zwischen
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Kamera und Brillenglas eingesetzt werden kann. Dieses besteht aus einem spindelförmigen
Teil, welches in eine zusätzlich dafür angebrachte Bohrung im Schwenkarm eingeführt wird.
Innerhalb dieses Teils befindet sich ein beweglicher Stift, der als Anschlag für die Rückfläche
des Brillenglases dient.
Vorneigung
Wie bei der Einstellung des Hornhautscheitelabstands kann die Vorneigung des Brillengla-
ses nicht unmittelbar abgelesen werden. Dahingehend kann der Glashalter durch ein Go-
niometer erweitert werden, die denWinkel der Vorneigung angibt. Beim vorliegendenMes-
saufbau kann die Vorneigung manuell, mit Hilfe eines einfachen Winkelmessers, gemessen
werden.
Durchblickshöhe
Wird die Vorneigung des Glashalters verändert, verschiebt sich der „Durchblickspunkt“ der
Kamera durch das Brillenglas, wodurch unter anderem eine prismatische Verschiebung des
Bildes entsteht. Durch Verstellung der Höhe der Kamera, bzw. des Schwenkarms kann die-
ser Fehler behoben werden. Eine weitere Möglichkeit, die Durchblickshöhe bei Änderung
der Vorneigung anzupassen, besteht darin, die Drehachse des Glashalters in der Ebene des
vorderen Glasscheitels zu platzieren.
Schwenkarm und Schrittmotor
Die Position des Schwenkarms wird einzig durch Zählen der ausgeführten Schritte be-
stimmt und nicht vom Gerät selbst gemeldet. Daher muss vor Beginn jeder Messung em-
pirisch sichergestellt werden, dass sich der Schwenkarm tatsächlich in der vom Programm
gemeldeten Position befindet (vgl. Kapitel 3.5.1). Eine Möglichkeit, dieses Problem zu besei-
tigen, besteht darin, den Aufbau durch einen Schalter zu erweitern, der durch den Schwen-
karm betätigt wird. Betätigt der Schwenkarm den Schalter, ist seine aktuelle Position defini-
tiv bekannt.
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Kalibrierung der Verzeichnung
In Abbildung 3.18 (siehe Kapitel 3.4.4 auf Seite 29) und Abbildung 3.21 (siehe Kapitel 3.7 auf
Seite 41) ist zu erkennen, dass die Korrektur der Verzeichnung eine sichtbare Verzeichnung
in den Eckbereichen der Aufnahmen hinterlässt. Eine mögliche Ursache hierfür ist, dass das
Kachelmuster für die Kalibrierung nicht aus hinreichend vielen Perspektiven aufgenommen
wurde.
Refraktion
Mit Ausnahme der planen Brillengläser besitzen sämtliche Gläser einen Scheitelbrechwert,
der von null verschieden ist, um eine Fehlsichtigkeit zu korrieren. Da der Fernpunkt der
Kamera im Unendlichen liegt, ist sie im Sinne der Refraktion emmetrop. Wird ein Brillen-
glas zur Untersuchung der Verzeichnung vor die Kamera positioniert, entstehen daher -
abhängig vom Scheitelbrechwert des Glases - Schärfefehler (vgl. Kapitel 2.1) im Bild. Diese
nehmen zwar keinen Einfluss auf die Verzeichnung, erschweren jedoch durch die Unschärfe
die Auswertung des aufgenommenen Bildmaterials.
Um diesem Problem entgegenzuwirken, kann der Prototyp durch eine zusätzliche Hal-
terung für Schmalrandrefraktionsgläser erweitert werden. Da jedes optische Element einen
Einfluss auf die Verzeichnung des Bildes nimmt, muss die Verzeichnung für jedes Glas indi-
viduell korrigiert werden. Eine zusätzliche Erschwerung entsteht durch sphärozylindrische
Refraktionen, welche mit zwei hintereinander positionierten Gläsern realisiert werden.
Software
Als Programmierumgebung bzw. Programmiersprache wurde MATLAB gewählt, da das
Programm neben der Ansteuerung des Raspberry Pi zusätzlich die Möglichkeit bietet, die
Verzeichnung der Kamera zu kalibrieren und die erhaltenen Aufnahmen weiterzuverarbei-
ten. Da das Gerät über einenWLAN-Empfänger verfügt (vgl. Kapitel 3.3), ist es naheliegend,
auf eine dauerhafte Verbindung mit einem PC per Ethernetkabel zu verzichten. Durch eine
WLAN-Verbindung steigt jedoch die Latenz des Signals des PC zum Raspberry Pi. Dies hat
einerseits zur Folge, dass das empfangene Kamera-Bild später vom PC verarbeitet und dass
andererseits die Drehgeschwindigkeit des Schrittmotors verlangsamt wird, da MATLAB je-
den Befehl zur Ansteuerung des Motors einzeln an das Raspberry Pi sendet (vgl. Listing
3.14 in Kapitel 3.5.1). Um dennoch eine WLAN-Verbindung ohne Einbußen in der Drehge-
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schwindigkeit des Motors herstellen zu können, bietet sich die Möglichkeit, ein Programm
zu schreiben, welches sich auf der Mikro-SD-Karte des Geräts befindet und über den system-
Befehl (vgl. Listing 3.3 in Kaptitel 3.3.1) aufgerufen werden kann, sodass die Latenz keine
weitere Rolle spielt. MATLAB bietet nicht die Möglichkeit, Skripte bzw. Funktionen auf die
SD-Karte zu verlagern. Alternativ können dieser daher in Programmiersprachen wie Python
oder Simulink geschrieben werden, welche sich direkt von der SD-Karte ausführen lassen.
6 Fazit und Ausblick
Das Ziel der vorliegenden Arbeit ist es, einen Prototypen für einen Messaufbau zu konstru-
ieren, mit welchem sich Verzeichnungen durch Brillengläser in Gebrauchsstellung aufzeich-
nen und darstellen lassen. Dieser liefert anschauliche Ergebnisse, wie sie in Kapitel 4 an
zwei beispielhaften Gleitsichtgläsern dargestellt werden.
Die Entwicklung des Prototyps kann an zwei voneinander unabhängigen Ansätzen wei-
tergeführt werden: dem mechanischen Aufbau und der Auswertung des erhaltenen Bild-
materials. Der mechanische Aufbau verfügt lediglich über eine Drehachse zur Simulation
horizontaler Blickbewegungen. Für weitreichende Untersuchungen der Verzeichnung bei
Blickbewegungen ist es jedoch unabdingbar, dass ebenso vertikale Blickbewegungen reali-
siert werden. Dieser Punkt ist neben der Verwirklichung einer maßgenauen (reproduzier-
baren) Einstellung von Hornhautscheitelabstand, Vorneigung und Fassungsscheibenwinkel
für die Weiterentwicklung des Geräts an oberster Stelle in Betracht zu ziehen.
Zur Darstellung der sowohl statischen als auch der dynamischen Verzeichnung erfolgt
in Kapitel 4 durch manuelles Verschieben und Überlagen der Aufnahmen in Photoshop. So
kann auf schnelle Weise der subjektive Seheindruck des Brillenträgers durch das Glas nach-
empfunden werden. Ein weiterführender Ansatz ist es in dieser Beziehung, beispielsweise
einen Algorithmus zu entwickeln, welcher die Aufnahmen untereinander vergleicht, um
durch die Verzeichnung entstehende Verschiebungen im Bild zu erkennen und diese nicht
nur qualitativ, sondern vor allem quantitativ wiederzugeben. Auf diese Weise können ver-
schiedene Brillengläser hinsichtlich ihrer Verzeichnung objektivmiteinander verglichen und
bewertet werden. Sind die oben erwähnten Ergänzungen des Prototyps realisiert, kann die
Weiterentwicklung des Systems beispielsweise der Untersuchung des binokularen Sehein-
drucks durch Gleitsichtbrillen gewidmet werden.
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GS1 (Ordner mit *.gif-Animation und *.jpg-Aufnahmen)
GS2 (Ordner mit *.gif-Animation und *.jpg-Aufnahmen)
TestVideo1.h264
TestVideo2.h264
2. MATLAB-Funktionen
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stepper_moveto.m
stepper_pins.m
stepper_pos.mat
stepper_setpins.m
stepper_turn.m
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turnandrecord.m
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