Stencil computation is one of the most widely-used compute patterns in high performance computing applications. Spatial and temporal blocking have been proposed to overcome the memory-bound nature of this type of computation by moving memory pressure from external memory to on-chip memory on GPUs. However, correctly implementing those optimizations while considering the complexity of the architecture and memory hierarchy of GPUs to achieve high performance is difficult. We propose AN5D, an automated stencil framework which is capable of automatically transforming and optimizing stencil patterns in a given C source code, and generating corresponding CUDA code. Parameter tuning in our framework is guided by our performance model. Our novel optimization strategy reduces shared memory and register pressure in comparison to existing implementations, allowing performance scaling up to a temporal blocking degree of 10. We achieve the highest performance reported so far for all evaluated stencil benchmarks on the state-of-the-art Tesla V100 GPU.
Introduction
Stencil computation is one of the most frequently used computation patterns in High Performance Computing (HPC) that is often highly iterative [1, 28ś30] . Despite non-stop advancements in both hardware and compiler technologies, optimizing this computation pattern on modern hardware remains a challenge due to its memory-bound nature. Currently, GPUs are the most popular accelerator in supercomputers and are employed in half of the top 10 machines in the TOP500 June 2019 list [33] . Although the computational performance of GPUs has been increasing rapidly, the gap between their computational performance and memory bandwidth prevents full utilization of their computational performance for HPC applications that rely on stencil computation. Temporal blocking [9, 12, 16ś18, 20, 21, 23, 24, 26 ] is a well-known technique proposed to relieve memory pressure in stencil computation by combining multiple consecutive iterations of the time loop and avoiding the memory transactions required between them. However, correct and efficient implementation of this technique is challenging since it requires careful management of limited register and shared memory resources on GPUs. As a result, most existing work that implement temporal blocking is limited to low degrees of temporal blocking. Moreover, such work is generally implemented manually on a limited set of benchmarks [17, 20] , or through frameworks that are not available for public use [23, 24, 26] . In this work, we present our open-source high-performance stencil code generation framework called AN5D ["aendi] (Auto N.5D). Our framework accepts unoptimized stencil patterns in C language, implements spatial and temporal blocking alongside with multiple low-level optimizations, and generates associated CUDA host and kernel code. Our contributions are as follows: *This work was performed while those authors were at Tokyo Institute of Technology and K. Matsumura was a research assistant at RWBC-OIL.
• We create an automated stencil framework to automatically implement spatial and temporal blocking from a C-based stencil description and automatically generate associated CUDA code. • Through substantial engineering effort, we implement multiple low-level optimization techniques such as associative stencil optimization, shared memory double-buffering to reduce shared memory usage, and data movement reduction to optimize register usage, all in a cohesive fashion. This allows us to scale performance with temporal blocking degrees up to 10 on GPUs, which had never been achieved before. • We perform a comprehensive comparison with state-ofthe-art implementations of stencil computation on GPUs (Hybrid Tiling and deep temporal tiling) and show that our framework achieves the highest performance reported so far for a wide range of stencil shapes and orders on the latest NVIDIA GPUs. • We make our framework available to public to relieve the community from the burden of having to implement all those optimizations manually.
Background

Stencil Computation
In stencil computation, grid cells from a multi-dimensional input are iteratively updated based on a specific computation pattern; this pattern is defined by the stencil shape. The most widely used stencil shapes are star and box. Star stencils involve accessing neighbors that differ from the current cell only in the direction of one dimension at a time (i.e. no diagonal accesses), while box stencils form full squares (for 2D) or cubes (for 3D). The computation pattern involves neighboring accesses along each dimension up to a certain distance called the stencil radius. We call a stencil with radius of rad a łrad th -order stencilž 2 . The calculation generally involves a sum of products over the values of the current cell and its neighbors and a set of coefficients that might or might not be shared among these cells. Therefore, each calculation depends on the calculation of neighbors in the previous iteration (also called time-step).
Spatial Blocking
Since there is no data dependency within the same time-step for explicit solvers, the spatial order of stencil updates within one time-step can be arbitrary. Spatial blocking [13, 38] splits the input grid into multiple blocks (or sub-planes) to accelerate execution by increasing the locality. On GPUs, rather than purely relying on the cache hierarchy, on-chip resources can be used to explicitly implement spatial blocking. After one block of data is moved from global memory to on-chip memory, the 2 Some scientific publications call such stencil a ł(2 × r ad) th -order stencilž remaining loads in the time-step from the same block are done with no global memory access. However, loading boarder neighbor cells which belong to adjacent blocks will result in redundant global memory accesses.
Temporal Blocking
Even though stencil computation has data dependency across time-steps, the dependency range of one cell is limited by the product of the stencil radius (rad) and the number of time-steps passed since the cell's last update (b T ). Temporal blocking exploits the hidden temporal locality by combining multiple consecutive time-steps and avoiding global memory accesses in between. The dependency along the time dimension is resolved by redundantly loading and computing cells from adjacent blocks, the amount of which will increase with rad and b T . Overlapped tiling [12, 16, 18, 23 ] is a form of temporal blocking which involves overlapping the spatial blocks by 2 × b T × rad rows and columns (called halo regions) and redundantly loading and computing necessary cells that would fall inside surrounding blocks to process b T time-steps with only one round of global memory loads and stores per block. Overlapped tiling is also applicable over spatial blocking methods other than domain decomposition (i.e. blocking all the input dimensions). 3.5D blocking, which implements 1D overlapped tiling (2 combined time-steps) on top of 2.5D spatial blocking for 3D stencils, was introduced in [20]. 2.5D spatial blocking involves blocking two dimensions and streaming the computation over the third one. Similarly, 1.5D spatial blocking can be used for 2D stencils. This blocking technique has been widely employed on different devices [17, 23, 40, 41] , with not just two, but also more combined time-steps. In 2.5D spatial blocking, the 2D tiles are streamed over one dimension and data of each tile is effectively reused for updating the next tiles. To minimize the use of on-chip memory, the computational flow forms tiers along time-steps as shown in Fig. 1 ; here, each tile is evicted from on-chip memory as soon as no computation depends on its data anymore, and is replaced by a new tile. 3.5D blocking can be extended to support any arbitrary number of combined time-steps; we call this N.5D blocking. In contrast to overlapped tiling, non-redundant temporal blocking techniques [2, 8, 14, 19] realize temporal blocking without introducing redundant computation. To resolve the temporal dependency, such tiling methods form geometric (e.g. trapezoidal, wavefront) blocks along the time dimension. However, the dependency between neighboring blocks restricts parallelism in those methods.
Related Work
In [24, 26] , Rawat et al. present a DSL-based stencil framework named STENCILGEN that implements N.5D blocking with several optimizations including DAG fusion. In this framework, shared memory is used for accessing nearby cells from each thread within a block, and one shared memory buffer is required per combined time-step. For diagonal-access free (a.k.a star) stencils, registers are used to keep the previous time-step's results of both the upper and the lower sub-planes. For other stencil types, if the stencil is associative, the computation of each cell is carried out in multiple steps, with each step only performing the parts of the computation that access one sub-plane (partial summation). This way, it is not required to keep all sub-planes that need to be accessed for computation of a cell in shared memory at the same time and instead, sub-planes are computed one by one and the result of the partial sum is stored in a register. Each partial sum is then used for computing the next sub-plane to complete the summation. This technique was also used in [31] to improve global memory access alignment and efficiency. Moreover, STENCILGEN supports the division of the streaming dimension for increasing thread-block-level parallelism, at the cost of additional redundant computations along the streaming dimension. Main advantages of our framework over STENCILGEN are: 1) Our framework uses standard C code as input while STENCILGEN is DSL-based. 2) Our framework is generic and publicly available (some benchmarks optimized by STENCILGEN are publicly available but not the framework itself). 3) Our framework reduces both shared memory and register usage by reducing register movement and employing shared memory double-buffering instead of multi-buffering (Section 4.1 and Table 1 ), 4) And most importantly, our novel optimization strategy allows performance scaling up to two-digit degrees of temporal blocking, while STENCILGEN's performance scaling is limited to a degree of 4 [24, 26] . In [27] , Rawat et al. present another DSL-based stencil framework called ARTEMIS which supports flexible resource allocation on GPUs (global memory or share memory + register) for each input/output grid especially for high-order multi-array and multi-statement stencils. In [25] , the same authors present a statement reordering framework for complex high-order stencils that avoids using shared memory and minimizes register pressure by using a register scheduling algorithm to re-arrange the sequence of memory access/compute statements. In contrast, AN5D focuses on low-level optimizations to enable high-degree temporal blocking that could complement such optimizations. Hybrid tiling [7, 9, 10, 21] is a prominent method for non-redundant temporal blocking which combines hexagonal tiling and classical wavefront tiling. The computational flow of hexagonal tiling is shown in Fig. 2 . This schedule ( 1 ○ → 2 ○ → 3 ○ → ... ) allows discrete blocks to be executed in parallel while the hexagonal shape allows resolving the temporal dependency without redundant computation. Apart from the time dimension, hybrid tiling employs hexagonal tiling only for one of the spatial dimensions, while remaining dimensions are blocked in a wavefront manner. The main shortcoming of this technique is that it blocks all spatial dimensions (no streaming) and hence, is limited to smaller block sizes compared to N.5D blocking for the same amount of on-chip memory. This leads to higher ratio of redundant-to-valid memory accesses and lower scaling with temporal blocking compared to N.5D blocking (mathematical proof provided in [20] ) on the same hardware.
Overtile [12] , Forma [22] and SDSLc [23] are other frameworks that can accelerate stencil computation by overlapped tiling on GPUs; however, none of them employs dimension streaming. Among non-redundant temporal blocking techniques, trapezoidal tiling [8] , diamond tiling [3] , and combined diamond and hexagonal tiling [10] have been proposed. Pochoir [32] and YASK [39] are also stencil frameworks that conduct temporal blocking for CPUs and Xeon Phi, respectively. LIFT [11] is a functional data-parallel programming language that allows expressing stencil loops as a set of reusable parallel primitives and optimizing them. Recently, multiple implementations of N.5D blocking on FPGAs have also been proposed with FPGA-specific optimizations [4, 5, 40, 41] . FPGAs tend to achieve better scaling with temporal blocking compared to GPUs due to higher flexibility of employing their on-chip memory which allows larger spatial block sizes compared to GPUs. However, their final performance still falls short of that of modern GPUs due to large gap in peak compute and memory performance.
AN5D Framework
Execution Model
We denote the temporal blocking size (number of combined iterations/time-steps) as b T , and the spatial blocking (subplane) size as b S i along each spatial dimension (S i ; 1 ≤ i < N ) which excludes the streaming dimension. Since each thread only processes one cell per block, the thread-block size (n thr ) used by our framework will be n thr = N −1 i=1 b S i . The number of threads per dimension that store updated cells to global memory is represented by b S i −2×b T ×rad; the difference from n thr indicates the overlapped (halo) area for each block. We call the non-overlapped region the compute region; these regions cover the entire input grid. The total number of thread-blocks (n tb ) required for computation is given by
Here, we denote the number of iterations for the spatial dimensions (i.e. input grid size) and the time dimension as I S i and I T , respectively.
A sub-plane traverses the streaming dimension from bottom to top, while being accompanied by b T computational streams, all of which are processed by the same thread-block. Each computational stream undertakes computation of one of the combined time-steps and follows the behavior of the previous time-step's stream. Computing each sub-plane depends on 1 + 2 × rad sub-planes from the previous time-step. One of these sub-planes is in the same N -th spatial position as the current one and rest are the upper and the lower sub-planes. Thus, we store 1 + 2 × rad cells in registers for each time-step and for each thread. The streaming latency between time-steps can be seen in Fig. 1 . After the first stream (T = 0) reads one sub-plane from global memory, each next time-step updates a successive sub-plane with the distance of rad sub-planes. The size of the region with valid computation, defined as
, and the last computational stream (T = b T ) stores the results to global memory only for the non-overlapped area (compute region).
To avoid unnecessary branching and thread-diverges for threads falling inside the halo regions, AN5D overwrites data in these regions with their original values. Furthermore, at the start of the streaming, we use the register variables that are prepared for storing the results of the T = b T − 1 computational stream to maintain the first rad sub-planes on the non-computational space; these sub-planes include the boundary conditions (neighbors for boundary cells). This eliminates the need to reload the same sub-planes from global memory on later time-steps. For the end of the streaming, we instead use the register variables of T = 0 to hold these constant boundary sub-planes.
For neighboring accesses on each stencil calculation, threads store data in shared memory as shown in Fig. 3 (a). While updating cells, both register variables and shared memory are accessed. Cell values are fetched from registers if the cells are owned by the requesting threads. Otherwise, the accesses go to shared memory. For diagonal-access free (star) stencils, we eliminate the shared memory use in the upper (S N = i + 1 ∼ i + rad) and lower sub-planes (S N = i − rad ∼ i − 1). In the case of associative box stencils, 1 + 2 × rad consecutive sub-planes are simultaneously updated using values read from one sub-plane. Based on the associativity, each sub-plane is computed through 1 + 2 × rad partial summations. 
Optimizations
To enable high degree temporal blocking, AN5D performs several optimizations to expose and efficiently utilize data locality at different levels of the memory hierarchy. To the authors knowledge, this is an unprecedented depth for temporal blocking in GPUs. It is important to note that GPUs are throughput-optimized processors that are commonly regarded as not ideal for the latency-sensitive deep temporal blocking approaches, in comparison to CPUs.
The following is list of the key optimizations that allows AN5D to achieve high performance that also scale to double-digit temporal steps in GPUs.
Register Allocation
Previous studies of N.5D blocking shift cells through registers (and shared memory) for holding a new sub-plane [20, 24, 26, 27] . AN5D, however, uses a fixed set of registers for each sub-plane value by leveraging the fixed pattern of accesses. Fig. 3 (b) shows the difference between the register allocation of AN5D and previous work. This optimization reduces data stores from 1+2×rad to 1 for every sub-plane update, leading to less data movement and register usage.
Double Buffering
The shared memory use described in this section requires two thread-block synchronizations. One is to wait for the result of the previous time-step, and the other is to avoid overwriting shared memory while other threads are loading from it. The latter synchronization can be skipped by utilizing an additional shared memory buffer to improve performance. Although this increases shared memory requirements, shared memory usage is actually reduced compared to previous work [24, 26] for high degrees of temporal blocking since they use one separate shared memory buffer per combined time-step (see Table 1 ).
Division of Streaming Dimension
Depending on the ratio of input size to block size, there might not be enough thread-blocks participating in the computation to fully utilize the SMs. To improve parallelism, AN5D supports dividing the streaming dimension and processing each stream block using a different thread-block, at the cost of a minor amount of extra redundancy due to overlapping with previous and next stream blocks. This increases the number of thread-blocks by the number of stream blocks as n ′ length of the divided stream blocks. The number of redundant sub-planes between the two consecutive stream blocks is given by 2
). The amount of overlapping is variable for different 0 ⩽ T < b T , and no overlapping is required for T = b T .
Code Generation 4.3.1 Host Code
AN5D generates the host code in the form of repeated kernel calls. Each kernel call performs one temporal blocking solution advancement of size b T . Since our framework requires double-buffered stencil codes that use the modulo operator (t % 2 → (t + 1) % 2, (t + 1) % 2 → t % 2) as input (example shown in Fig. 4 ), the final result must be contained in the same global memory space to exactly follow the pattern of the original code. Therefore, we adjust the final block of time-steps by reducing the degree of temporal blocking when (
. Since the size of the time dimension is not necessarily known at compile-time, AN5D statically creates the conditional branches.
Kernel Code
A kernel generated by AN5D consists of a sequence of macros, each of which computes one sub-plane of a specific time-step. The macro calls take the register variables that point to source and destination sub-planes as input arguments, as well as the streaming index for global memory accesses. Since the generated code performs no data shifting among the variables that are allocated for
LOAD ( reg_3_0 , 0); LOAD ( reg_0_1 , 1); LOAD ( reg_0_2 , 2); 3 CALC1 ( reg_1_1 , reg_3_0 , reg_0_1 , reg_0_2 ); 4 LOAD ( reg_0_0 , 3); CALC1 (...); CALC2 (...); 5 LOAD ( reg_0_1 , 4); CALC1 (...); CALC2 (...); CALC3 (...); 6 LOAD ( reg_0_2 , 5); CALC1 (...); CALC2 (...); CALC3 (...); 7 STORE (1 , reg_3_0 , reg_3_1 , reg_3_2 ); 8 LOAD ( reg_0_0 , 6); /* ... */ 9 STORE (4 , reg_3_0 , reg_3_1 , reg_3_2 ); 10 sub-planes, the fixed register allocation depicted in Fig. 3 (b) is encoded as a sequence of macro arguments. The macros generated for each time-step conduct its computation using the same double-buffered shared memory, and the result is written to the destination register variable while avoiding writes to the halo region. The generated sequence of macros implements the three phases of the computation: head, inner and tail (Fig. 5 ). As described in Section 4.1, the head phase allocates registers and computes the first rad sub-planes. Since control statements tend to increase register usage, AN5D statically generates the code for this phase instead of using a loop (Lines 2-9 and 12-20 of Fig. 5 ). For the inner phase, however, since the operations become repetitive, a loop statement is used (Lines 23-30). Here, N and M of reg_N_M represent T of Fig. 1 and the register ID of Fig. 3 (b) , respectively. Each macro of LOAD, CALC(1|2|3) and STORE, loads, computes and stores one sub-plane of the time-step T = 0 ∼ 4, respectively, while the load, computation and store size is controlled by conditional branches. The macro arguments are sequenced based on the value of b T and which optimization (associative, diagonal-access free or none) is enabled. Even though this loop statement can be unrolled, our tests showed that doing so results in performance degradation due to increased instruction fetch latency. The tail phase finishes the computation in a similar fashion to the head phase (Lines 31-34).
To reduce register pressure, we disable vectorized shared memory access since extra registers are required to accommodate such accesses. To bypass automated vectorization by NVCC, AN5D performs all shared memory loads through a device function that wraps the shared memory access. In practice, disabling vectorized shared memory accesses not only did not degrade performance, but in fact improved it due to the lowered register pressure allowing higher thread-block-level parallelism. Moreover, AN5D assists constant expansion by the CUDA compiler for double-buffered shared memory accesses by inserting the explicit address or adjusting the number of times the buffer is switched inside the loop statement.
Implementation
AN5D generates the necessary CUDA code from an input C description. We use NVIDIA's CUDA compiler for compiling the generated code into an executable. In our implementation, AN5D is integrated into a polyhedral compilation tool called PPCG [35, 36] that supports CUDA code generation. PPCG extracts the polyhedral representation [34] from input (which is currently limited to C language) and this representation mainly consists of three parts which indicate the iteration domain, schedule and array accesses. From these factors, PPCG computes various kinds of dependencies and allows loop rescheduling including general loop tiling and hybrid tiling on the polyhedral representation. Since PPCG's backend is designed for general loop code and can not support the specific forms AN5D requires, we implement a dedicated backend within PPCG for AN5D.
Based on the representation normalized (dead-code eliminated and loop rescheduled) by PPCG's frontend, our backend detects stencil patterns under the following rules:
• The statement describing array accesses is singleton and has only one store access. Moreover, the addresses to read from the array are static. • All dimensions (time and space) are iterated by one loop, and multi-dimensional array addressing is used rather than linear addressing. • All the iterations for the spatial dimensions are data independent. Thus, the time loop is the outermost loop. Moreover, the loop after the time loop represents the streaming dimension.
Although our implementation is only tested using inputs that follow the above restrictions, we expect that existing techniques of polyhedral compilation can allow AN5D to accept a wider range of stencil codes. Parameters such as b T , b S i and h S N are passed as compile-time parameters to our backend, while input size (I S i ) and time-step count (I T ) can be modified at run-time. Optimizations such as diagonal-access free and associative stencil optimizations or disabling vectorized shared memory accesses are enabled automatically by our framework but can be disabled using compile-time switches if necessary.
Performance Model
b S i , b T and h S N need to be tuned in our framework for every given stencil and target hardware to maximize performance. To prune the parameter search space and guide the performance tuning in our framework, we construct a performance model based on the roofline method [37] .
First, we calculate the number of threads involved in the computation of any arbitrary stencil supported by our framework, and classify the threads based on the operations that they perform. Operations of importance for us are computation, global memory and shared memory accesses. Based on this, we classify the threads into four categories: out-of-bound, boundary, redundant and valid. Out-of-bound threads are the ones that fall outside of the input grid space due to spatial blocking. These threads still perform writes to shared memory to avoid extra branching in the kernels, but avoid all global memory accesses and computation. Boundary threads are the ones that load the cells holding the input boundary conditions located at the extremes of the input grid. These threads perform shared memory reads and writes and global memory reads but no global memory writes or computation. Redundant and valid threads are also defined as threads that fall inside and outside of halo regions within the spatial blocks, respectively, both of which perform shared memory read and write, global memory read, and computation, but only the valid threads perform global memory writes. Based on this classification and considering variable halo size for T = 0 ∼ b T and extra overlapping caused by stream blocking, we develop formulas to calculate the number of threads in each group based on stencil shape, radius and input size, and the aforementioned parameters. We then calculate the total number of threads that perform computation (th comp ), shared memory read/write (th sm_read /th sm_write ) and global memory read/write (th gm_read /th gm_write ).
In the next step, we need to determine how much computation or memory access is performed by each thread. In practice, only one cell is read from global memory per thread when T = 0 and one cell is written when T = b T . Hence, the total global memory traffic (total gm ) is (th gm_read + th gm_write ) × n word .
For shared memory traffic, we follow a similar approach. Table 2 shows the number of shared memory reads and writes for threads that are involved in such operations. The number of shared memory writes per thread is fixed to one (Section 4.1). For read, the numbers are obtained by deducting the number of accesses that go to registers (2 × rad + 1) from the total number of cells involved in the stencil computation. In practice, we noticed that the model underestimated performance for box stencils when we used these values. Upon analyzing the generated PTX code we realized that NVCC was automatically caching some of the shared memory data in registers, reducing the number of shared memory reads per thread to one read per column in the stencil. Hence, we divide our expected shared memory reads per thread by (2 × rad + 1) to get the practical value. Finally, we calculate the total shared memory traffic (total sm ) similar to total gm . For calculating the total number of floating-point operations, we have to consider the equation associated with each stencil individually. For synthetic star/box stencils in which the computation is a straightforward dot product, all multiplications except the last one are followed by an addition and hence, are merged into FMA operations. However, for stencils such as Jacobi 2D (Fig. 4) , since we use --use_fast_math as a compiler switch, we have to consider the alternative implementations of division and sqrt operations enabled by this switch. Specifically, division is implemented as multiplication when this switch is used. Profiling the number of floating-point operations using NVPROF showed that in some cases, for stencils that use an equation similar to Jacobi 2D, the compiler expands the statement inside the parenthesis over the division and when the division is replaced with multiplication, the multiplications and additions are merged into FMA operations. Based on these transformations, we determine the mapping of each stencil's equation to ADD, MUL and FMA operations and knowing the number of threads involved in the computation, we calculate the total number of floating-point operations that are performed (total comp ).
In the next step, we consider three possible bottleneck points: compute, global memory, and shared memory. We ignore registers as a bottleneck since we assume that, as long as no register spilling occurs, the register bandwidth is high enough not to become a bottleneck. We calculate the expected kernel run time for each level of bottleneck by dividing the total traffic/computation involved for that level by its associated peak performance. For compute, we use the theoretical peak compute performance of the devices (peak comp ). However, this peak performance is only valid if all the computation is mapped to FMA operations. Hence, we calculate ALU utilization efficiency as
Then, we calculate run time assuming compute-bound operation as time comp = t ot al comp peak comp ×e f f ALU . For shared and global memory, we use open-source benchmarks to measure practical peak performance (peak sm|gm ) on the GPUs; specifically, gpumembench [15] for measuring shared memory bandwidth (after adjusting the default vector size), and BabelStream [6] for measuring global memory bandwidth. Since the measured peak performance for both memory types was different depending on data type (with the difference being relatively large for shared memory), we used the associated peak values depending on the data type used in the computation. Run times assuming global and shared memory bottleneck (time gm|sm ) were then calculated by dividing total sm |gm by peak sm|gm .
One more point needs to be considered before we can calculate the expected run time: SM utilization efficiency (e f f SM ). This value depends on how many thread-blocks are involved in the computation (n ′ tb ) and how many SMs exist on the device (n SM ). The number of thread-blocks that can simultaneously reside on each SM is limited by two factors: the hardware limit of 2048 threads per SM, and the 64|96 KB shared memory size per SM on modern NVIDIA GPUs. The former factor limits the number of concurrent threadblocks per SM to 2048 /n thr while for diagonally-access free and associative stencils, the latter factor imposes a limit of 64KB (or 96KB) 2×n thr ×n word thread-blocks (See Table 1 ). In practice, even for double-precision data, the former limit will be smaller and hence, we calculate SM utilization efficiency as e f f SM = n ′ tb 2048 /n thr / n ′ tb 2048 /n thr . Finally, we calculate expected run time as
6 Methodology
Benchmarks
We evaluate our framework using a wide range of synthetic and general stencil benchmarks shown in Table 3 . In this table, c denotes compile-time constant coefficients and x denotes the radius for the synthetic stencils. All other stencils have a radius of one except j2d9pt which is a 2 nd -order stencil. The synthetic benchmarks include all single-array single-statement box and star stencil shapes from 1st to 4th-order. These benchmarks are specifically chosen to allow fair comparison with previous work; some have a same-shaped equivalent among the synthetic benchmarks but different computation pattern.
For each benchmark, we wrote C code and then generate the associated CUDA host and kernel code for AN5D, general loop tiling, and hybrid tiling from the same input code. To enable loop unrolling optimization for loop tiling and hybrid tiling, we have to use static input sizes in the source code; this means that the source code needs to be recompiled each time the input size needs to be changed which limits the usability of these methods for real-world applications. However, our framework does not suffer from this limitation. For STENCILGEN, we use the kernels released by the authors, available at https://github.com/ pssrawat/IEEE2017. Comparison between frameworks is limited to stencil types available in this repository.
We use an input size of 16,384 2 for 2D and 512 3 for 3D stencils with 1,000 iterations. These input sizes align with previous work [24, 25] and are specifically chosen so that the GPUs are well-utilized and measured performance is stable, without unnecessarily increasing the benchmark time. We also evaluate all benchmarks with both single-precision and double-precision floating-point cell values. Each benchmark is repeated five times (on top of an initial warm-up run) and the average performance is reported (excluding PCI-E transfer time). Minimum run time for one instance of each benchmark is 400 ms.
Hardware and Software
We evaluate all benchmarks on the latest NVIDIA Tesla architectures: Pascal and Volta . The specifications of these cards are shown in Table 4 . As for the external memory and shared memory bandwidth of the GPUs, we use open-source benchmarks to measure practical peak performance on the GPUs; specifically, gpumembench [15] for measuring shared memory bandwidth (after adjusting the default vector size), and BabelStream [6] for measuring global memory bandwidth.
Both of our machines use CentOS 7.6 and Intel Xeon processors. For compiling the kernel codes, we use CUDA 10.0.130 and associated NVIDIA driver v410.48. We compile all kernels using the following set of compiler arguments: "-gencode=arch=compute_(60|70),code=sm_(60|70) -use_fast_math -Xcompiler -O3 -fopenmp". Even though -use_fast_math can reduce the numerical accuracy of the results, we use this switch so that our evaluation aligns with previous work [24, 25] . Moreover, for cases where complex mathematical operations are involved (sqrt and division), not using this switch might make the benchmark compute-bound and eliminate the need for shared memory and register-based optimizations.
Parameter Tuning
We measure the performance of AN5D using two configurations. The first configuration called Sconf uses the same kernel parameters as STENCILGEN: b T = 4, h S N = 128 and b S i = {32|128} (2D|3D, respectively). We also disable associative stencil optimization for 2D stencils and streaming division for 3D stencils in this configuration since STENCILGEN does not use this optimization for such stencils. The second configuration is called Tuned. For this configuration, we first use our model to predict the performance for all valid parameter sets. Specifically, we use b T ∈ [1, 16] for 2D, and b T ∈ [1, 8] for 3D stencils, respectively. b S i for 2D stencils is chosen from the set of {128, 256, 512}, and for 3D, is chosen from {16×16, 32×16, 32×32, 64×16}. h S N is also chosen from the sets of {256, 512, 1024} and {128, 256} for 2D and 3D stencils, respectively. These settings result in 144 configurations for 2D, and 64 configurations for 3D stencils per GPU, all of which can be searched in a few seconds using our model. However, we experimentally find that a minimum of 
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x ∈ [1, 4] c (x ,y) f (x ,y) + registers are used per thread, for single and double-precision data types, respectively. Hence, we use these limits to prune configurations which are expected to require more than the hardware limits of 255 registers per thread or 65,536 registers per SM. Then, we sort the parameter sets based on the performance predicted by our model and choose the top 5 for each GPU. Finally, we run these configurations on the GPUs and choose the one that achieves the highest measured performance in each case. For loop tiling, we use the default tiling size that is provided by PPCG. Hybrid tiling provides parameters to optimize tile sizes along each time/spatial dimension, and thread-block sizes along each spatial dimension. We conduct a large-scale parameter search to find the optimal parameters for each combination of stencil pattern and GPU. Here, around 10,000 and 5,000 parameter configurations are explored for each 2D (b T = [2, 20] , b S = [1, 32] × [32, 2048] , n thr = [1, 32] × [32, 1024] ) and 3D stencil ( [2, 12] , [1, 4] × [1, 32] × [32, 256] , [1, 4] × [1, 32] × [32, 256] ), respectively. We set 8,192 2 and 512 3 as 2D/3D grid size and 120 as iteration count for parameter search. We conduct the parameter search with single-precision and reuse the optimal parameters of each stencil for double-precision. Even though this might not necessarily result in the best performance for the double-precision case, the method would be the same as STENCILGEN and the Sconf configuration for AN5D where the same configurations are used for single and double-precision data types. To speed-up parameter tuning for the Tesla V100 GPU, we utilize the ABCI supercomputer environment with CUDA 9.2, while parameter tuning for Tesla P100 and the actual performance measurement for both GPUs are done using the same local machine as we use for other frameworks with CUDA 10.0.130.
One final parameter to tune is the number of registers allocated per thread. This value can be restricted using the NVCC option -maxrregcount. Limiting register usage can allow more thread-blocks to reside on the same SM at the same time, leading to higher parallelism and performance. However, this restriction can also lead to register spilling which would adversely affect performance. We encountered multiple cases where limiting register usage per thread reduced register usage without spilling and consequently, increased performance due to better SM utilization. Hence, for all benchmarks and all frameworks, apart from the standard compilation where no register limit was imposed, we also generated binaries with limits of 32 and 64 registers per thread, and chose the best performance for each case. For the Tuned configuration of AN5D, we further added the limit of 96 register per thread since it proved to be useful for high-order stencils and high-degree temporal blocking. Fig. 6 shows performance comparison results for multiple stencils. Model is the performance predicted by our model for the Tuned configuration. On Tesla V100, taking both Sconf and Tuned results into account, AN5D achieves the highest performance for both single and double-precision. On Tesla P100, AN5D achieves the highest performance except in the cases of j2d9pt-gol and star3d1r in single-precision where hybrid tiling and STENCILGEN are faster than AN5D by 8% and 3%, respectively. These two cases will be further discussed later in this section.
Results
Comparison
Using the same configuration as STENCILGEN, AN5D improves performance for most cases and specifically exhibits large performance improvements of up to 2x for double-precision benchmarks due to lower register pressure than STENCILGEN. This shows that even though the focus Tuned Model  star2d1r  10 256 256 64 5,631 7,330 10 256 256  -3,306 4,177 13 512 256  -2,507 6,091 15 128 1024  -1,588 3,118  star2d2r  10 512 256 64 6,319 8,172 6 512 128 64 3,071 4,431 10 512 512  -2,576 7,698 8 512 512 96 1,397 4,042  star2d3r  7 512 256 64 7,132 8,627 6 256 128 96 3,221 4,707 6 512 512 96 3,424 8,144 7 256 256  -1,912 3,857  star2d4r  5 512 256  -7,244 8,954 4 256 128 96 3,422 4,680 5 512 512  -3,573 8,405 5 of our framework is to enable high-degree temporal blocking, it can still compete with or outperform state-of-the-art using same configurations. Fig. 7 shows the register usage of STENCILGEN and Sconf configuration for AN5D for multiple stencils. Even though in theory, AN5D requires b T extra registers per thread for sub-plane management compared to STENCILGEN, in practice it uses fewer registers on average. Moreover, when we limit register usage per thread to 32 (maximum value to achieve 100% SM occupancy), none of the seven binaries generated by AN5D cause register spilling, while STENCILGEN causes spilling for the second-order stencils (j2d9pt and star3d2r).
Loop tiling fails to compete with any of the evaluated frameworks. Hybrid tiling, on the other hand, achieves competitive performance for 2D stencils but only outperforms AN5D in the case of j2d9pt-gol on P100. Based on profiling results, hybrid blocking achieves better global memory performance than AN5D in this case, leading to slightly higher performance. For 3D stencils, this tiling method falls short of STENCILGEN and AN5D since, as discussed in Section 3, it is limited to smaller block sizes due to lack of dimension streaming.
Comparing the Tuned and Sconf configurations for AN5D, the Tuned configuration increases the performance in every case for single-precision benchmarks on Tesla V100. For double-precision, however, performance degradation is observed for multiple stencils on both devices. Further analysis showed that the CUDA compiler generates inefficient machine code for stencils which use double-precision division (j * * * * stencils in Fig. 6 ), resulting in noticeable slow-down compared to same-shaped stencils that do not use this operation ( Fig. 9 ). Since our model is unaware of this problem, it fails to predict the best configuration for such stencils. We experimentally discovered that replacing the double-precision division "/N " with "×(1/N )" can be used as a work-around here, but we did not use it in our evaluation to keep the comparison fair. Table 5 shows the best-performing AN5D configuration among top 5 configurations predicted by our model for all our evaluated stencils, alongside with optimal register per thread limit (Regs), and measured (Tuned) and predicted (Model) performance for this configuration. We define model accuracy as the ratio of Tuned to Model. Our model exhibits an average accuracy of 49% (16∼86%) on P100 and 67% (25∼89%) on V100 when all cases from Table 5 are considered. Excluding the benchmarks that use the division operation and achieve lower-than-expected performance with double-precision data, the model accuracy improves to 53% (16∼86%) and 71% (39∼89%), on P100 and V100, respectively. The lowest accuracy values are obtained for box3d3r and box3d4r where register usage that is not considered in our model becomes a bottleneck, especially on the P100 device. Since our model predicts shared memory as the performance bottleneck in every case except box3d3r and box3d4r, the model accuracy can be considered as an estimation for shared memory efficiency on these GPUs. Profiling multiple of our benchmarks on P100 with the same kernel that was used on V100 showed that P100 achieves less than half the shared memory bandwidth of V100 for the same kernels, despite the fact that the difference between the measured shared memory bandwidth of these devices is less than 10% (Table 4 ). Hence, we can conclude that Tesla V100 is more suitable for N.5D blocking as it achieves higher shared memory efficiency, pointing to a more efficient shared memory architecture and controller on this device compared to Tesla P100. One negative side-effect of the lower-than-expected shared memory efficiency of P100 is that our model tends to overestimate the optimal degree of temporal blocking on this device. For example, for the star3d1r benchmark on P100 which is the only case we report lower performance than STENCILGEN, if we use the exact same configuration as reported in Table 5 but reduce b T to 3, performance will increase to 1,263 GFLOP/s which is higher than STENCILGEN, enabling us to achieve higher performance than this state-of-the-art framework for every benchmark and device. It is likely that if we consider the shared memory efficiency of the devices in our model, we can find better configurations also for other benchmarks. Fig. 8 shows performance scaling with b T on Tesla V100 when we fix the Tuned parameters except register limitation which is tuned for each b T . As our model predicted, performance of 2D stencils scales up to b T = 10, 3D star stencils up to b T = 5, and 3D box stencils up to b T = 3. This shows that our framework is successful in optimizing different stencil types for high-degree temporal blocking, and that our model is successful in predicting the trend of performance variations. Fig. 9 provides the scaling performance from first-order to fourth-order stencils on Tesla V100. The best performance of first-order stencils is gained with high-degree temporal blocking sizes (2D: 8∼15, 3D: 3∼5). For 2D stencils and 3D star stencils, most cases including fourth-order stencils achieved the best performance with b T >= 2. The only exception is high-order 3D box stencils where register pressure and the ratio of halo size to spatial block size is too high to allow performance scaling with temporal blocking. Though for these stencils we still achieved around 60% of the peak compute performance on Tesla V100 without temporal blocking. It is noteworthy that our framework is the only framework that has achieved high-performance high-order stencil computation with multi-degree temporal blocking so far. Rawat et al. [25] recently proposed a reordering framework to specifically target high-order stencils that benefit less from temporal blocking. We compiled and executed the most compute-intensive 3D single-array benchmark (3d125pt) from their public repository (https://github.com/pssrawat /ppopp-artifact) which achieved 41% of the peak (double-precision) compute performance on Tesla V100, while AN5D achieved 51% of the peak without temporal blocking. This indicates that even for high-order stencils where temporal blocking is not necessarily applicable, our framework can achieve higher computational efficiency compared to state-of-the-art.
Model Accuracy
Scaling Performance
Conclusion
In this paper we presented AN5D, our stencil framework for high-degree temporal blocking on GPUs. With careful register-level optimizations and shared memory double-buffering, we managed to implement temporal blocking as a practical optimization for low and mid-order stencils, while improving computational efficiency for high-order stencils where temporal blocking is less applicable. Moreover, our performance model allowed us to quickly choose the best configuration for each stencil pattern and facilitate portable high performance among different GPUs. We showed the efficiency of our framework with respect to register pressure and performance scaling with high degrees of temporal blocking, and, through a comprehensive comparison with previous work using typical stencil patterns, we demonstrated that temporal blocking is crucial to achieve high computational performance for stencil computation.
For future work, we plan to add support for source code transformation techniques such as warp specialization and idle-wrap elimination to our framework to potentially enable lower register pressure and better shared memory efficiency, and implement multi-output temporal blocking to optimize multi-statement stencils.
