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Abstract 
Miyano, S., A;-complete lexicographically first maximal subgraph problems, Theoretical Computer 
Science 88 (1991) 33-57. 
We prove that the lexicographically first maximal (Ifm) connected subgraph problem for a graph 
property 71 is A;-complete if K is hereditary, determined by the blocks, nontrivial on connected 
graphs, and polynomial-time testable. We also prove the A:-completeness of the lfm induced path 
problem since the above result does not apply for this problem. Moreover, we analyze the lfm rooted 
tree problem for directed graphs. This problem can be shown to be AI-complete but we show that it 
allows a polynomial-time algorithm when instances are restricted to topologically sorted directed 
acyclic graphs (dags). Further, the problem restricted to topologically sorted dags with degree at 
most 3 is shown in NC’ while the problem for degree 4 is P-complete. 
1. Introduction 
Papadimitriou [14] was the first who gave a natural problem complete for A;, 
which is the class of problems solvable in polynomial time using oracles in NP. He 
proved that the uniquely optimum travelling salesman problem is A$complete. 
Afterwards, Wagner [ 171 and Krentel [7] found some A;-complete problems related 
to optimization problems. This paper gives A;-complete problems of a new kind. The 
importance of the A;-completeness is not only due to its high complexity but also due 
to the observation that any A;-complete problem is hard to efficiently parallelize even 
if NP-oracles are available. 
For a given hereditary property 7c on graphs, we consider the problem of finding the 
lexicographically first maximal (lfm) subset U of vertices of a graph G = ( V, E) such 
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that U induces a connected subgraph satisfying rc, where we assume that I/ is linearly 
ordered as V={l,..., n>. Problems of this kind have been extensively studied in 
[l, 2, 59, 10, 11, 12, 13, IS]. In particular, without the connectedness restriction, the 
P-completeness of the lfm subgraph problem for any nontrivial polynomial-time 
testable hereditary property is proved in [13] as an analogue of the results in 
[S, 20, 3, 181. Recently, Shimozono [16] has also applied these techniques for poly- 
nomial-time local-search problems [14] and obtained a similar completeness the- 
orem. However, since the connectedness i not necessarily inherited by subgraphs, 
a new analysis is required. 
In this paper we are involved in the complexity analysis of the lfm connected 
subgraph problems. Some of the lfm connected subgraph problems for hereditary 
properties are polynomial-time solvable. For example, the lfm clique problem is 
obviously in P. In Section 2 we prove a general theorem asserting that the lfm 
connected subgraph problem for a graph property TT is A;-complete if 7~ is hereditary, 
determined by the blocks, nontrivial on connected graphs, and polynomial-time 
testable. Hence, the connectedness makes the problem harder. 
In Section 3 we concentrate on the lfm induced path problem since our main result 
does not work for this problem. We prove that this problem is also A;-complete. We 
should here note that this problem is different from the lfm maximal path problem 
discussed in [l, 21 which was shown to be P-complete. 
Section 4 deals with a special problem, the lfm rooted tree problem. It is also 
possible to prove that this problem is A!-complete even if the instances are directed 
acyclic graphs (dags). But if vertices of a dag are topologically sorted, it allows 
a polynomial-time algorithm. Moreover, our analysis shows that the problem re- 
stricted to topologically sorted dags with degree 4 is P-complete and the degree bound 
4 is proved to be optimal in the sense that the problem for degree 3 is, interestingly, 
solvable in NC2. Finally, the complexity analysis of the lfm problem is given in 
comparison with the rooted tree problem. We show that for topologically sorted dags 
with degree at most 3 the problem is in NC2 and the problem for not topologically 
sorted dags with degree at most 3 is P-complete although the lfm forest problem for 
undirected graphs with degree at most 3 is not known to be in NC2 [13]. 
2. The connectedness makes the problems harder 
Let G = ( V, E) be a graph and U be a subset of V. We denote by ( U ) the induced 
subgraph of U. For any graph property TC, the lexicographically first maximal 
subgraph satisfying n is computed by the following greedy algorithm: 
begin /* G=( V, E) with V={l, 2 ,..., n> */ 
CJ+fk 
for jt 1 to n do 
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if there is a set W including VU{ j} such that ( W) satisfies n 
/* Uu(j} can be extended to a subgraph of G satisfying rc */ 
then UC Vu{ j} 
end 
It is clear from the algorithm that the lfm subgraph problem for rr is in A; if 71 is 
polynomial-time testable. We consider the following decision problem. 
Definition 2.1. LFMCSP (7~) (the rfm connected subgraph problem for 7~). 
Instance: A graph G=( V, E) and a vertex NV, where V={l,...,n}. 
Question: Let U be the lfm subset of V whose induced subgraph ( U ) is a connected 
subgraph satisfying rr. Then VEU? 
Papadimitriou [14] defined the deterministic satisfiability problem and showed that 
it is A;-complete. We use this problem as a basis of reduction. The problem is 
described as follows. 
Definition 2.2. Let x1,. . . , xk- 1 be k - 1 variables and Y1,. . . , Y, be k sets of variables. 
We assume that {xi ,..., xk_i}, Y, ,..., Y, are mutually disjoint. A boolean formula 
F,(xi ,...,xk-1, Y I,..., Yk) in conjunctive normal form is said to be deterministic if FO 
consists of the following clauses: 
(1) Either (y) or (j) is a clause of FO for each y in Y,u Yk. 
(2) For each i=l,..., k-l and each y in Yi+l, there are sets Ci and 0: of 
conjunctions of literals from Yiu{ xi} with the following properties: 
(i) Exactly one of the conjunctions in CkuDi is true for any truth assignment (this 
can be checked in polynomial time). 
(ii) FO contains clauses (cc-y) and (B-+jj) for each CX~C~ and each PED~ (clauses 
(cr-y) and (fl-+y) can be written in the form of disjunction of literals since CI and 
/I are conjunctions of literals). 
Definition 2.3 (Deterministic satis$ability (DSAT)). 
Instance: A deterministic formula FO (xi,. . . , xk _ 1, Y1 , . . . , Yk) and k - 1 formulas in 
3-conjunctive normal form F,( Y1, Z,), . . . . Fk-l (Yk-l, Zk-l), where {xi ,..., x~_~}, 
Y l,..., yk, zl,..., 2k-l are mutually disjoint sets of variables. 
Question: Is there a truth assignment z?r, .. . . ik_ 1, Fl, . . . . pk satisfying (i), (ii)? 
(i) F,(tr )...) &_l, Y1 )...) Yk)= 1. 
(ii) Fi(Yi,Zi) is satisfiable- ii=1 for i=l,...,k-1. 
The following lemma is due to Papadimitriou [14]. 
Lemma 2.4. DSAT is A;-complete. 
Lemma 2.5. Let F( Y, 2) be a formula in 3-conjunctive normal form. Then, we can 
transform F ( Y, 2) in polynomial time to a formula F ‘( Y, Z’) in conjunctive normal form 
satisfying the following conditions: 
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(i) Each clause in F’( Y, 2’) contains at most one literal from Y. 
(ii) For any truth assignment ?, F( 9, Z) is satisfiable ij and only if F’( f, Z’) is 
satisjable. 
Proof. We just give an idea of construction. First Z’ contains all variables in Z. For 
aclause(yI+y2+y3)withyI,yZ,y3~Y,wereplaceit by(y,+u)(y2+C)(y3 +u+u) 
using new variables u, u which shall be put into Z’. Obviously, this transformation can 
be done in polynomial time. 0 
A graph property I-C is said to be hereditary on induced subgraphs if, whenever 
a graph G satisfies z, all vertex-induced subgraphs of G also satisfy rc. We say that 7c is 
nontrivial if z is satisfied by infinitely many graphs and there is a graph violating z We 
say that rc is determined by the blocks [19] if for any graphs G1 and Gz satisfying n: the 
graph formed by identifying any vertex of G1 and any vertex of Gz also satisfies n. 
A block is a connected graph with at least two vertices which contains no cutpoint. We 
use the following result (see [4]). 
Lemma 2.6. Let G be a block with at least three vertices and let v be a vertex of G. Then 
there is an edge {u, u} such that the graph obtained by deleting vertices u and v together 
with adjacent edges is connected. 
Our main result is the following theorem. 
Theorem 2.7. Let II be a property satisfying the following conditions: 
(i) n is hereditary on induced subgraphs. 
(ii) 71 is determined by the blocks. 
(iii) rc is nontrivial on connected graphs. 
(iv) 71 is polynomial-time testable. 
Then LFMCSP(rr) is AP,-complete. 
Proof. Let G, be a connected graph with the minimum number of vertices which 
violates rc. Since 7c is nontrivial on connected graphs and hereditary, the complete 
graph Kz satisfies 7~. Therefore, G, is a block with at least three vertices since n: is 
determined by the blocks. We denote G, as in Fig. l(a), where bold lines represent 
edges adjacent to vertices u, u, w, respectively. We put labels a, b, c to specify the 
correspondence with u, u, w. By Lemma 2.6 we can assume that three vertices u, u, w of 
G, are chosen so that the graph remains connected after deletion of u, w. Fig. l(b) 
shows a graph obtained by adding a new vertex w’ and edges in the same way as w. We 
use such abbreviation in the following construction. 
Before getting into the reduction, we start with the following lemma which gives 
a basic construction in the reduction. 
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(4 G, (b) G n with an additional vertex w’ 
Fig. 1. 
(a) Variable graph G [xi] 
Fig. 2. 
Lemma 2.8. For a formula F(x1,...,x,)=c1c2 
. . 




(c) Root graph R 
. c, in conjunctive normal form with 
variables xl,...,&,, we can construct in polynomial time a graph GF with specified 
vertices hl, ho and a numbering of vertices such that F is satisfiable (not satisfiable) ifand 
only if h,EU (h,EV), where U is the lfm subset of vertices of GF which induces 
a connected subgraph satisfying 71. 
Proof of Lemma 2.8. For variable xi, we construct the variable graph G[xJ in 
Fig. 2(a) using G,, where si = ) { cj : Cj contains Xi} 1 and ti = J { Cj: Cj contains Xi} 1. When 
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si =0 (ti =O), we do not put edge { fi, di+ 1}. The vertices in gray circles which are 
copies of GO of G, are called the gray vertices. Let V( Xi) (V( Xi)) be the set of vertices 
Xlk’, k=l,...,ti (xik’,k=l,... ,si). It should be noted that the number of vertices in 
V(Xi) (V(Xi)) is the number of clauses containing Xi (xi). Let S be the set of black and 
gray vertices of G[Xi] and let s be any maximal set containing S whose induced 
subgraph is connected and satisfies rc. Then either xi or Xi is in s” since ei must be 
included in the connected component. If XiEg( XiES), no vertex in V(Xi) ( V(xi)) is in 
s” by the choice of G,. Since 71 is determined by the blocks, all vertices in V( Xi) (V( Xi)) 
can be in S: Hence, we see that S is either SU V(Xi)U { Xi} or SuV(Xi)u(Xi}. 
For simplicity we deal with clauses with three literals but the argument below can 
be extended to the general case by a slight modification. The clause graph H[cj] for 
cj = (Clj + fij + rj) is shown in Fig. 2(b). Let I’( Cj) be the set of three vertices labeled with 
literals Clj, flj, yj. These vertices shall be connected to the vertices in the variable 
graphs corresponding to the literals. Again, let C be the set of black and gray vertices 
of H [Cj] and e be any maximal set containing C whose induced subgraph is 
a connected graph satisfying rc. Then exactly one of aj, pj, Yj can be put into c” because 
of the choice of G,. 
We also use the graph R in Fig. 2(c) called the root graph. We call vertex d,, the root. 
The graph GF is constructed as follows. We connect graphs R, G [ xl], . . . , G [x,] by 
identifying di for each i = 1,. . . , n- 1. We denote the resulting graph by TF and call it 
the trunk graph. Consider clause cj=(cCj+ /3j+ yj). Let the occurrence of literal C(j 
(/?j, yj) in Cj be the kth (k’th, k”th) occurrence of Qj (fij, rj) counted from ~1 to c,. Then 
we put edges {of’, C(j}, (fil”“, flj}, {yjk”‘, yj}, w h ere a!, /I;‘, ~5” are the vertices in the 
variable graphs and C(j, pj, yj are the vertices in V(cj). The clause graphs 
HCCII,..., H [ c,] are connected to TF in this way. 
Finally, we put edges (h,, u} for all black vertices u except the root. Figure 3 
illustrates the whole construction of graph GF focused on G[x,] and H [cj], where 
cj = (x,+ xq + X,). The vertices are ordered so that the following relation holds: 
B<h~<ho<x,<x~< I/(x,)< V(X,)< ... <x,<x,< vyx,) 
< V(X.)< V(c,)< ... < V(c,), 
where B is the set of black and gray vertices. 
Let U be the lfm subset of vertices of GF which induces a connected subgraph 
satisfying rr. Then it is clear from the definition of GF that B can be extended to 
a connected subgraph satisfying rr; hence, Bc U since ho is connected to all black 
vertices and 7t is determined by the blocks. However, it should be noticed that either 
hl E U or h,, E U since G, violates rc. If hl E U, then ho + U and, therefore, ( U ) can have 
no edge with ho as an endpoint. For each variable xi, either V’(xi) u {xi} c U or 
V( Xi)U { Xi} c U. Since U contains the black and gray vertices in H [cj] for each clause 
cj and since these vertices must be connected to the connected component including B, 
exactly one of the vertices in V(cj) must be in U and joined to a vertex in U which 
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Trunk graph TF 
. . . . . . I 
for cj =x,+x,+% 
Fig. 3. GF. 
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Fig. 4. Trunk of 6F,cy,,z,,. 
belongs to the variable graph corresponding to the vertex of I’(cj) chosen into U. It is 
now obvious that F is satisfied by the truth assignment defined by ii= 1 (if x+U), 
gi=O (if xi+ U). Conversely, it can also be seen that ~,EU if F is satisfiable. Hence, F is 
satisfiable (not satisfiable) if and only if ~,EU (~,EU). 0 
Proof of Theorem 2.7 (continued). We shall give a polynomial-time many-one reduc- 
tion from DSAT to the problem. Let Fo(xl,. . . , xk_ 1, Y1,. . . , Y,) be a deterministic 
formula and F,( Y1, Zl),..., Fk_ 1 (Y,_ Ir Zk _ 1) be formulas in 3-conjunctive normal 
form. We construct a graph G(Fo, . . . . Fk _ I) and define an order on its vertex set as 
follows. 
For each i = 1, . . , k - 1, we first construct a graph gF,(ri, ziJ in the following way (see 
Figs. 4 and 5). We denote by Fi(Zi) the formula obtained from Fi( Yi,Zi) by deleting 
all occurrences of literals from Yi. Let Yi = { y';, . . . , yii >. For each yb in Yi we use the 
variable graph G[yk], where the occurrences of literals yb and jb in F,, and Fi are 
counted. We connect these variable graphs G[yi], . . . , G[yh,] and the tr_unk graph 
TF,(~,) consecutively as shown in Fig. 4. We call this graph the trunk of GF,(Yi,Zi). 
Let hi, hi be the vertices of the trunk graph TF,(,<) which correspond to ho, hi in 
Fig. 3 of Lemma 2.8, respectively. Then we put an edge between h’, and each black 
vertex in the trunk graph TF,(=,) except the root. By Lemma 2.5 we can assume that 
each clause in Fi( Yi, Zi) contains at most one literal from Yi. Let c: be a clause in 
Fi( Yi, Zi). If C: contains only literals from Zi, the clause graph H[c:] is connected to 
the trunk graph ~~~~~~~ and we put edges between hi and black vertices in H [ cj] in the 
same way as Fig. 3 of Lemma 2.8. If c$ contains a literal from Yi, let cj = (cc: + j3$ + yi), 
where ~1 is a literal from Yi and Pf , ,j are literals from Zi. For such clause, we use the 
modified clause graph fi [ ci] shown in Fig. 5 instead of H Cc:]. Vertices pi and of are 
connected to the trunk graph in the same way and we put edges {hi, &}, {hi, yj}. For 
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Variable graph G[yjl 
for yj EY, 
Variable graphs 
for Zi 
” . ..,...,..,,............,............................~........... 
1 5i 
Fig. 5. c?,,,~,,,, focused on G[yf,], TfCcz,, and fi[cjl. 
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literal tx$, let cl:= yf, for example. Then we connect fi [cj] to some vertex in V(yi) of 
the variable graph G[yb] as shown in Fig. 5, where the occurrence if is the kth 
occurrence of yb in FO and Fi. We denote by G^f51(zI) the part consisting of the trunk 
graph TF,(~~) and the clause graphs for Fi(Zi). Finally, we add two vertices xi and Xi 
which are connected to hi and hb, respectively. This is the end of the construction of 
C&W. 
Let Bi be the set of all black and gray vertices of 6Fi(y,,zij. Let pi be a 
truth assignment for variables in Yi. Then if jb= 1, let c(yL)= V(yb). Otherwise, let 
P(yi)= V(yh). Let Bi( Yi)=BiUU~=1 P(yb). A ssume that the order on white vertices 
on the variable graphs for Zi and the clause graphs follows the order given in the proof 
of Lemma 2.8. In Fig. 5, it should be noticed that if y $“‘EBI( Yi), then the black and 
gray vertices in fi[cj] are connected to G[yk] and, therefore, none of flj, ,j can be 
selected from V(c:). Then it can be seen that 
(1) Fi( Yi, Zi) is satisfiable if and only if the lfm set containing Bi( Pi) whose induced 
subgraph is connected and satisfies rc contains h’,. 
The graph G(Fo,..., Fk _ 1 ) in Fig. 6 illustrates the whole graph for (F,, , . . . , Fk _ 1 ). It 
is obtained by modifying the construction in Fig. 3 of Lemma 2.8. First we construct 
a trunk graph using the root graph R and the variable graphs G[x,],...,G[x,_,]. 
Then for each Xi, we modify the variable graph G [ Xi] by replacing the part consisting 
of di, xi, Xi together with a copy of Go by 6Fi(yi,zij. Then the graphs for clauses in 
Fo(xl,...,xk-1, Yr,..., Y,) are connected to the trunk graph in the same way as Fig. 3 
of Lemma 2.8 using the variable graphs for Yi, . . . , Yk and the modified variable 
graphs for x1 ,..., xkml. Finally, we put edges connecting ho and all black vertices on 
the variable graphs for Y1 , . . . , Y, and the clause graphs for FO. It is not hard to see 
that the construction of G(Fo,... , Fk _ 1) can be done in polynomial time from an 
instance (F,, , . . . ,Fkml) of DSAT. 
Let B” be the set of all black and gray vertices of G( Fo, . . . , Fk_ 1). We denote by 
W( Yi), W( xi), W( Fi) and C( F,), the set of all white vertices in the variable graphs for 
Yi, the modified variable graph for xi, the graph 6~~(~,, and the clause graphs for Fo, 
respectively. Then the vertices of G(F,,, . . . , Fk_ 1) are ordered as follows: 
B”<h,<h,< W(Y,)< W( Yk)< W(x,)< W(F,)< ... < W( Yk_l) 
where the orders inside W( Yi), II’( W( Fi) and C( F,,) follow the construction in 
Lemma 2.8. 
We shall show that (F,,, . . . , Fk _ 1) is in DSAT if and only if hl is in I?, where 6 is the 
lfm subset of vertices such that ( 6) is connected and satisfies n. It can be seen from 
the construction that B”c 6. 
If hle6’, then h,c$U”. Hence, there is no edge connecting h,, and any black vertex in 
( fi). First consider the variable graphs for Y1 and Y,. For each YE Y,u Yk, either 
V(y) c fi or V(j) t i?. Since for each YE Y1 u Y,, either ( y) or (j) is a clause in F,, and 
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Clause graphs for F, 
Fig. 6. G(F, ,..., F,_,). 
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the corresponding clause graph contains black vertices, it follows that V(y) c fi 
( V(j) c 5) if and only if ( y ) (( j)) is a clause in F,. Let f1 and Yk be a truth assignment 
defined by $=l (y*=O) if (y) ((jj)) is in F,, for ye Y,u Yk. From (l), we see that 
F, ( Yi, Z,) is satisfiable if and only if vertex x1 is in v”. Therefore, either V(xi)c 5 or 
V(X,) c u” holds according to the satisfiability of F1 ( Yi, Z,). Let _G, = 1 if X~E fi, else 
z&=0. 
Since F0 is deterministic, for each yip Y2 there are sets Ci; and Db; of conjunctions 
of literals from Y,u{ xi} satisfying the conditions (i), (ii) of Definition 2.2. For the 
truth assignment Y1, ?i, there is exactly one conjunction y~Cb;uD$ which is true 
under this truth assignment. If YE C J;, then (y-+yi) is in FO. By considering the clause 
graphs corresponding to (y-y;), we can see that I’( yb) c 6 must hold since, other- 
wise, the connectedness of ( U ) is violated. If yeD& then V(j$,)c v” must hold. Let 
9; = 1 (Ej =0) if V(yb)c 6 (V(ya)c 6). With this truth assignment we can see that 
clauses (cc-y:) and (/I-y:) are satisfied for each a~Ck: and each PED&.,In this way, 
we define Yz. Inductively, we define &, F3, . . , ik _ 1. Finally, we can see that the truth 
assignment given to Yk together with Y, must coincide with the one determined by 
Y, _ 1 and i$ _ 1 since the graph ( 6 ) is connected. Thus, we have shown the conditions 
(i), (ii) of Definition 2.3 hold. Hence, ( FO, . . . , Fk _ 1) is in DSAT. 
The converse can also be shown by repeating a similar argument. 0 
Examples of the properties on undirected graphs that satisfy the conditions of 
Theorem 2.7 are “planar”, “outerplanar”, “bipartite”, “acyclic”, etc. But the property 
“clique” is hereditary, but not determined by the blocks. In this case LFMCSP 
(“clique”) is P-complete [S]. 
3. The lfm induced path problem is A;-complete 
A path is a connected graph of degree at most 2 with no cycle. The Ifm induced path 
problem is the problem for this property. Theorem 2.7 cannot be applied to this 
problem since the property is not determined by the blocks. The reduction we give 
here is similar to that of Theorem 2.7 but more complicated. The following lemma 
gives a basic construction. 
Lemma 3.1. For a formula F in conjunctive normal form, we can construct in polynomial 
time a graph GF with specijed vertices a, wo, w1 of degree 1 such that F is satis$able (not 
satis$able) if and only if the lfm induced path of G, is a path from a to w1 (wO). 
Proof. For simplicity we assume that F is in 3-conjunctive normal form. Let 
Cl, .'., c, be the clauses of F and let xi, . . . . x, be the variables occurring in 
Cl, ..., c,. For each variable xi, we use the variable graph in Fig. 7(a), where 
ki=max{)(cj:cj contains xi}l, ]( j. j c . c contains ii} I}. We call the subgraph induced 
by di, Xi, Xi the value assignment part for xi. For each clause c~=(cz~+~~+Y~), we use 











the clause graph shown in Fig. 7(b). We call vertex cj a clause vertex and vertices 
Clj[Cj],, Bj[Cj],, Yj[Cj]p (p=O, 1) literal vertices. An example of construction for 
a formula F(x,, x2)=(x1 +x2)(x1 +X2)(X1 +x2)(X1 +X2) in 2-conjunctive normal 
form is given in Fig. 8 together with the numbering of vertices, where some edges are 
not drawn since they make the figure messy. As shown in Fig. 8, the variable graphs 
are concatenated in the order of x 1,. . . , x, and the clause graphs are connected using 
square vertices zl,. . . , 2,. It also has special vertices a, b, ho, hl, h2, w. and w1 which 
arewiredasshown. Weputedgesjh,,zj}forj=1,...,m.Duetotheseedges,z,,...,z, 
are forbidden to be chosen into the lfm set U which induces a path when h, has been 
chosen before. We also add edges ( ho, u} for all literal vertices u. These edges separate 
clause vertices from variable graphs when ho is chosen in U. We connect vertex Xi (Xi) 
t0 vertices Xi[Cj]O, Xi[Cj]1 (Xi[Cj](), Xi [ Cj] 1) if clause Cj contains literal Xi (Xi). Vertex 
xi (Xi) is also connected to vertices Xf’), Xi”,... (xi”, xl”‘,...) as shown in Fig. 7(a). 




Fig. 8. GF for F(x,, x2)=(x1 +x,)(x, +X2)(X1 +x2)(X1 +X2) 
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and the clause graphs connected to xi (Xi) from being chosen. Vertices xi’“-” and 
_,.iZk+l) (XjZk-1) and j$2k+U) are connected to Xi[cj]o and xi[cj]i (Xi[cj]o and 
Xi[cj]i ), respectively, if literal xi in cj is the kth occurrence of xi in c1 , . . ., c, counted 
from left to right in the formula. These four vertices are ordered as numbered in Fig. 8 
and work to capture vertex cj. For the graph GF with the specified vertex numbering, 
U must contain all vertices in B = {a, b, cl, . . . , c,, h2, diy ei,A, gi : i = 1, . . . , a} since the 
set B is obviously extendable to a path. The vertices in B are colored black in Fig. 8. 
Moreover, either xi or Xi must be chosen into U since deletion of both vertices raises 
two vertices di, q of degree 1 other than vertex a. Furthermore, either ho or hi must be 
chosen. 
The choice of ho or h1 determines the satisfiability of the formula. We shall show 
that h1 (ho) is chosen into U if and only if F is satisfiable (not satisfiable). Assume that 
all vertices in B have been chosen. Suppose that hi can be chosen. Then none of the 
square vertices zi,. . . , z, can be chosen. As mentioned before, either Xi or Xi must be 
chosen. If xi (Xi) is chosen, then no vertices of the forms ?ci”‘, Xi[cj]p (xik), xi[cj]p) can 
be chosen. Therefore, the choice of hi implies that the set Bu{hl)u{ui:i= l,...,nj is 
also extendable to a path for some choice of Vi for i = 1, . . . , n, where ai is either xi or Xi. 
In this situation, this means that F is satisfiable since each cj must be connected to 
some chosen vertex in the variable graph via a literal vertex. Conversely, if F is 
satisfiable, let (2 1,. , ~2,) be the lexicographically first bit vector which makes the 
formula true. Then by taking h, together with the vertices in the variable graphs 
corresponding to the bit vector (ii,. . . , i,) into U, we see that U induces a path from 
a to wi. Hence, if F is not satisfiable, hi cannot be chosen. Therefore, ho must be 
chosen. This implies that no literal vertex can be chosen. Therefore, z1 must be chosen 
to capture c1 , . . . , c,. Hence, w1 cannot be chosen and all zl,. . . , z, must be chosen into 
U. In fact, 
U=Bu{x,,x’,“, . . . }u ... U{X,,X~‘), . . . }u{h,} 
u{zl,...,zm>u(%>. 0 
Theorem 3.2. The Ifm induced path problem is AP,-complete. 
Proof (sketch). We give a polynomial-time many-one reduction from DSAT. Let 
Fo(xi,...,Xk-1, yl,..., yk), f'l(J',,Z,),..., Fk _ l ( Yk _ 1, Zk _ I ) constitute an instance 
of DSAT. We construct a graph G (F,, . . . , Fk_ 1) and show that the lfm induced path 
reaches the vertex wl if and only if (F,, . . . , Fk- ,)eDSAT. 
The graph G ( FO, . . . , Fk _ 1) is defined by the same strategy as in Theorem 2.7. First 
we take the graph GFo that is constructed in Lemma 3.1 for FO but, for a moment, we 
ignore the variables in yi,..., yk- 1. We have to decide whether there is a truth 
assignment 21) . ..) ik_ 1) Yl, . . . , Yk such that the conditions (i), (ii) of Definition 2.3 are 
satisfied. 
Since the condition (ii) must be kept, we replace the value assignment part for the 
variable Xi by GFicy,, zij which will be defined later and connect the variable graphs for 
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Yi of gFicyi ,ziJ to the clause graphs of GFo as was done in Lemma 3.1. Then we assign 
numbers to vertices as in Fig. 8. 
GF,(Y,,Zi) is defined for Fi ( Yi, Zi) using the construction in Lemma 3.1 but we need 
some changes as in the proof of Theorem 2.7. We just give a sketch of a part of 
6Fi(yi,z,) in Fig. 9, where it is assumed that literal ybfrom Yi appears in clause cp of F0 
and literals y: and Yb appear in clauses ci and c i of Fi( Yi, Zi), respectively. 
The variable graph for yi in Yi has a structure similar to the graph in Fig. 7(a). It 
consists of two parts as shown in Fig. 9. The upper part is connected to the clause 
graphs of F,, as in Fig. 8. The lower part is connected to the clause graphs of Fi in 
a way that for each literal we use only two vertices which are directly wired to the 
corresponding clause vertex as shown in Fig. 9. Each vertex on the left (right) side of 
the lower part is wired to the vertex yb(j$,) as in Fig. 7(a). We assume that all vertices 
on both sides are connected to some clause vertices of Fi. Therefore, the left and right 
sides may have different numbers of vertices. It may be understood how these vertices 
are ordered. The whole graph G(F,, . . . . F,_ 1) is shown in Fig. 10. 
Assume that choices of the vertices in the variable graphs for Yj have been already 
made and they define a truth assignment ?i. Then by the construction it can be 
checked that a path can reach vertex Xi (Xi) if an only if Fi( pi, Zi) is satisfiable. 
We show that if the vertex hI in Fig. 9 is chosen, then ( FO, . . . , Fk _ 1) is in DSAT and 
the lfm induced path reaches vertex wl. As was seen in Lemma 3.1, if h, is chosen, then 
no triangle vertex can be chosen. Since FO is deterministic, truth values for Y, are 
uniquely determined. Therefore, choices of the vertices of the variable graphs for Y1 
are also uniquely determined. As we have seen above, F1 ( PI, Z,) is satisfiable (not 
satisfiable) if and only if vertex x1 (X1 ) is chosen. If x1 (X1) is chosen, then let R, = 1 
(a, =O). Since FO is deterministic, the truth values for Y, are again uniquely deter- 
mined by ?I and z?, . By induction, the choice of hI determines ?, , i,, . . , Fkk- 1, I&-. 1 
and pk uniquely and the condition (ii) is maintained. Therefore, ( FO, . . . , Fk_ 1) is in 
DSAT. It can also be shown that the chosen vertices induce a path from a0 to w1 via 
hI. Conversely, if the conditions (i) and (ii) are satisfied, then we can see that the lfm 
induced path contains h, and reaches wl. •1 
A rooted tree is a directed acyclic graph with a special vertex with indegree 0 called the 
root such that every vertex except he root is of indegree 1 and reachable from the root. It 
is also possible to prove the following theorem by modifying the proof of Theorem 2.7. 
The reduction is simpler than that for Theorem 3.2 and we omit the tedious repetitions. 
Theorem 3.3. The Ifm rooted tree problem restricted to directed acyclic graphs is A;- 
complete. 
4. The lfm rooted tree problem for topologically sorted dags 
WesaythatadagG=(V,A)with V=(l,..., n} is topologically sorted if each arrow 
(i, j) in A satisfies i < j. 
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Rooted tree Degree Forest Degree 
Dags A:-complete - P-complete 3 
Topologically P-complete 4 P-complete 4 
sorted dags NC’ 3 NC’ 3 
In this section we first show that the Ifm rooted tree problem for topologically 
sorted dags can be solved in polynomial time. Then we consider the cases of degree 
constraints 3 and 4. Our results on the lfm rooted tree problem are summarized in 
Table 1. 
Lemma 4.1. The rfm rooted tree problem for topologically sorted dags is in P. 
Proof. Let G=( V, A) be a dag with V= (1, . . . , n}. The problem can be solved in 
polynomial time by the following greedy algorithm: 
begin 
U-(1>; 
for jt2 to n do 
if there is a unique ~EU with (i, j)EA 
then Uc Uu{ j} 
end 
Before the execution of the j th step, assume that U is the lfm subset of (1,. . . , j- 1) 
that can be extended to a rooted tree. Moreover, assume that the subgraph induced by 
U forms a rooted tree. Ifj is adjacent to more than two vertices in U, then j has two 
incoming arrows from U since i < j for any i in U. Therefore, j cannot be addend in U. 
Ifj is not adjacent o any vertex in U, then there is no rooted tree containing Vu{ j> 
since any i with (i, j) in A must satisfy i<j. If j is adjacent o exactly one vertex in U, 
then the graph induced by Uu{ j} is a rooted tree. Hence, j can be chosen if and only if 
it has exactly one incoming arrow from U. 0 
Theorem 4.2. The Ifm rooted tree problem for topologically sorted dags with degree at 
most 3 is in NC’. 
Proof. Let G=( V, A) be an instance of the problem with degree at most 3, where 
V={l,..., n}. Without loss of generality, we may assume that every vertex is reach- 
able from vertex 1 and vertex 1 is the unique vertex with indegree 0. Let V, = {in V: 
indeg( i) = d) for 0 <A < 3. Let i be in K As the greedy algorithm states, i can be chosen 
if and only if i has exactly one incoming arrow from a chosen vertex. Since vertices in 
V3 have no outgoing arrows, they have no effect on the choices of vertices afterward. 
Therefore, we concentrate on the subgraph G’ induced by V,u V,u V2. If i is in V,, the 
choice of i depends on the unique vertex j with (j, i)EA. Namely, i can be chosen if and 
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2 5 8 11 
Fig. 11. Chosen (black) and unchosen (white) vertices. 
only ifj is chosen. If i is in V2, there are exactly two predecessors j, k< i. When both 
j and k are chosen or neither j nor k is chosen, i cannot be chosen. On the other hand, 
when either j or k is chosen, i can be chosen. From this observation it is not hard to see 
that i in V, u V, can be chosen if and only if there are odd number of paths from vertex 
1 to i (see Fig. 11). By a method similar to the parallel transitive closure algorithm on 
adjacency matrices, we can compute in NC2 the numbers of paths (modulo 2) between 
vertices in G’. After deciding the choices of the vertices in V, u V,, the vertices in V, are 
examined. This can also be done in NC*. 0 
Since topological sorting is possible in NC*, we have the following corollary. 
Corollary 4.3. Given a dag G with degree at most 3, a maximal subset of vertices which 
induces a rooted tree can be found in NC*. 
Theorem 4.4. The !$m rooted tree problem for topologically sorted planar dags with 
degree 4 is P-complete. 
Proof. We give a reduction from planar circuits described in [6]. We may assume that 
each gate executes one of the operations 1, lx, 1(x V y) and the fanout of a gate for 
1(x V y) (1, 1 x) is at most one (two). We describe the reduction by using an example 
ofthecircuit B=(B1,..., B6) in Fig. 12(a) and we omit the formal details. The circuit is 
converted to the graph in Fig. 12(b). The vertices are ordered as u1 < v1 < ... < ug <vs. 
This graph is not necessarily planar. Let U be the lfm vertex set to be computed. Then 
it can be easily checked that all Uj are chosen into U and that Ui is chosen into U if and 
only if VdUe(Bi) = 1. 
The planarity is violated by arrows from Uj crossing the lines of the circuit. This 
difficulty can be resolved by replacing each such crossing like Fig. 12(c) with the graph 
in Fig. 12(d), where the vertices are suitably ordered. Then the choice of vertex Ui is the 
same as that of Vij and there is a path from uj to Uij via either wij or uij. Since the planar 
circuits in [6] are very regular, it is easy to compute how the arrows from the square 
vertices cross the lines of the circuit. The degree of the resulting graph is still 4. Cl 
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(a) Circuit (b) The Ifm rooted tree 
(c) i<j (4 
Fig. 12. Rooted tree problem. 
A forest is a collection of disjoint rooted trees. This problem is easily seen to be 
P-complete since the propertyforest is hereditary [13]. Therefore, we pay attention to 
the consistency and the vertex degree. 
It is straightforward to check that the reduction in the proof of Theorem 4.4 is also 
valid for the lfm forest problem. Thus, we have the following corollary. 
Corollary 4.5. The Ifm forest problem for topologically sorted planar dags with degree 
4 is P-complete. 
The following result asserts that the degree bound 4 in Corollary 4.5 is optimal. 
Theorem 4.6. The Ifm forest problem restricted to topologically sorted dags with degree 
at most 3 is in NC?. 
Proof. We give a sketch of the algorithm. Given a topologically sorted dag G = ( V, A), 
let Vd be the set of the vertices with indegree d for 0 <d < 3. Let U denote the lfm subset 
that forms a forest. The following three facts can be easily observed. 
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(a> T (b) CT 
Fig. 13. Rooted tree T and its associated circuit CT, 
(1) All vertices in Veu V, can be chosen into U. 
(2) The graph obtained by reversing the arrows of the induced subgraph of V, is 
a forest. 
(3) A vertex in V, can be chosen into U if and only if it is adjacent o at most one 
chosen vertex. 
For each rooted tree Tin the forest obtained from Vz, we associate it with a circuit 
CT with an operation 1(x A y) as shown in Fig. 13. Then we can see that a vertex in 
T can be chosen into U if and only if the value of the corresponding gate is 1. 
Fortunately, the evaluation of such tree-like circuits can be done in NC’. It is not hard 
to see that all other necessary computations can also be done in NC’. 0 
For dags with degree 3 which are not topologically sorted, the problem turns to be 
P-complete. 
Theorem 4.7. The Ifm forest problem for planar dags with degree 3 is P-complete. 
Proof. We give a reduction from the planar circuit value problem. We described how 
the gates for 0, 1 x and x A y can be simulated. We can assume that the fanout of the 
gates for 0 and 1 x (x A y) is at most two (one). The truth values are simulated by the 
graph in Fig. 14(a). The order on vertices follows the alphabetical order. When vertex 
c is not chosen (chosen), it represents 0(1). A gate for 1 x with fanout 2 is simulated by 
the graph in Fig. 14(b), where (a, b, c) is the input and (c, di, ei) (i= 1,2) are the 
outputs. A gate for x A y is simulated by the graph in Fig. 14(c) with the inputs 
( ai, bi, ci) (i = 1, 2) and the output (d, e,f). 0 
A dag is said to be uniconnected if for any pair (u, u) of vertices there is at most one 
path from u to v. Concerning the vertex degree, the following P-completeness result on 
uniconnected graphs might be interesting since uniconnected graphs have a property 
similar to forests. 
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dz e2 a2 b2 c2 
(a) Truth value (b) 1 x with fanout 2 (c) x /\ Y 




(a) Truth value (b) 1 x (c) x A Y (d) Distribution 
Fig. 15. Uniconnected subgraph problem. 
Theorem 4.8. The ljm uniconnected subgraph problem for topologically sorted planar 
dags with degree 3 is P-complete. 
Proof. Again, we give a reduction from the planar circuit value problem. We assume 
that vertices are ordered alphabetically. The truth values are represented by using the 
graph in Fig. 15(a). If vertex c is (is not) chosen, it represents 1 (0) while vertices a and 
b are always chosen. The operations lx, x A y and the distribution of a value are 
simulated, respectively, by the graphs in Fig. 15(b)-(d), where (ai, bi, ci) (i = 1,2) are 
the inputs and the resulting values are presented on (pi, qi, ri) (i= 1,2). 0 
5. Conclusion 
We have shown a rather general A$completeness theorem for the lfm connected 
subgraph problems. We also considered the lfm induced path problem since it is not 
covered by this theorem. We proved the As-completeness of this problem motivated 
by an observation that paths are very simple connected graphs which may play a role 
like independent sets for the P-completeness theorems [13]. We believe that we could 
expect a more general result. As a candidate, we give the following conjecture. 
We define the diameter 6(n) by sup { S(G)/ G is a connected graph satisfying n}, 
where 6(G) is the diameter of a graph G. For example, G(“clique”) = 1 but 
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G(“planar”)= co. For the former property, LFMCSP(rr) becomes P-complete [5] but 
LFMCSP (“planar”) is A$complete. 
Conjecture. Zf a hereditary property 71 is nontrivial on connected graphs and satisfies 
6(z) = 00, then LFMCSP( z) is A;-complete. 
It should be noticed that if a hereditary property x is nontrivial on connected 
graphs and satisfies h(rc)= co, then all paths satisfy 71. 
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