The side information quality has an immense effect on the compression efficiency of the distributed video coding (DVC) system. This article, based on the hierarchical motion estimation (HME), proposes a new side information generation algorithm which is integrated into DVC system. First, forward motion estimation (FME) and bidirectional motion estimation (BME) on the basis of variable block size HME algorithm are used to acquire relatively accurate motion vectors. Second, a motion vector filter (MVF) is introduced to correct the false estimated motion vectors caused by partial similarity in the video sequences. Finally, a decision mechanism is adopted to handle the overlapped areas in the interpolated frame. The simulation shows that the DVC system associated with the proposed side information generation algorithm can achieve a gain as much as 3-4 dB higher than conventional video coding of INTRA mode and only 0.5-1.0 dB less than that of IBIB mode.
Introduction
In current video coding standards, the complexity of an encoder is generally much higher than that of a decoder because some specific encoding components like motion estimation (ME) entail substantial amount of computational work even when efficient fast motion search strategy is adopted [1] . Such a system is suitable for the downlink transmission model of video broadcast and multicast, which has only a few encoders yet numerous decoders. In contemporary, media-rich uplink via wireless video transmission, for instance, where a video camera cell phone transmits wireless video to the base station, the complexity is of paramount concern because battery-powered mobile handheld devices usually have constrained processing power and memory. Therefore, it is desirable to develop a less complicated video encoder. To meet this *Corresponding author. Tel.: +86-10-82339495.
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However, there is still a substantial gap between the compression efficiency of DVC and that of the conventional video coding. The gap can be attributed to the sub-optimality of channel coding tools, inaccuracy in the correlation noise modeling between the source to be decoded and the side information, mismatch between Wyner-Ziv (WZ) theoretical hypothesis and the video coding status (non-Gaussian noise, finite block lengths), and sub-optimality of motion modeling when the decoder is operating.
Side information quality is one of the decisive factors that affect the overall performances of DVC. A lot of studies [2] [3] [4] [5] [6] [7] [8] have been devoted to the accuracy of estimating current frames.
Refs. [2] [3] proposed a hash-based method for the motion estimation at the decoder. The hash code words are a coarsely quantized version of a down-sampled 8×8 image block. It is clear that the hash bits also cost rate budget and the side information obtained from the hash-based motion estimation is inaccurate [4] . In the case of DVC-based solutions, the decoder computes the motion model without the current frame itself. Besides the simple frame interpolation and mo-tion interpolation, extrapolation techniques are introduced to predict the side information, and some new motion compensated by interpolation algorithms with backward multiple reference frames [5] [6] , motion vector filtering [7] and hierarchical motion estimation (HME) technique [8] has been separately developed to represent increasingly complicated motion fields. Each technique, be it ever so effective, needs to coordinate with each other.
Meanwhile, the concept of an iterative motion-compensated interpolation [9] [10] has been introduced in order to take full advantage of all available information about the frames to be estimated inclusive of not only the previous and posterior frames, but also the already decoded WZ frames. The problem about iterative control and its computational cost draws naturally close attention.
This article introduces a novel side information generation algorithm integrated into the DVC scheme. First, variable block size HME and both improved forward and bidirectional motion estimations are adopted to obtain the relatively accurate motion vectors. Second, the motion vector filter (MVF) is used to correct the false estimated motion vectors caused by partial similarity in the video sequences. Finally, a decision mechanism is employed to handle the overlapped areas in the interpolated frame. The simulation clearly shows that the DVC system incorporated with the proposed side information generation algorithm can achieve a gain as much as 3-4 dB higher than the conventional video coding of INTRA mode and only 0.5-1.0 dB less than that of IBIB mode. Fig.1 shows the proposed DVC scheme. This scheme shows a general similarity to the one proposed by A. Aaron, et al. [12] both in Slepian-wolf codec and in the frame prediction module. At the encoder side, two sets of bit streams are generated: one from the less complicated intra-frame video encoder and the other the syndrome bits. At the decoder side, the two sets of bit streams are combined to reconstruct high-quality video frames.
Pixel-domain DVC Architecture
At the encoder, the video sequence is divided into odd frames and even frames. The odd frames, also called the key frames, are encoded through the conventional video intra-frame encoder. The even frames, WZ frames, are through the WZ encoder. In the pixeldomain DVC, the WZ frames are encoded pixel by pixel. Each pixel is quantized by a uniform quantizer, and then the quantized symbols are encoded with Gray encoder before bitplane extraction. The bits of each bitplane are independently encoded using low density parity check (LDPC) code. The parity bits generated by the LDPC encoder are then stored in the buffer, and transmitted upon request by the decoder while the systematic bits are discarded. The feedback channel is needed to adapt the changing similarity between the side information and the frame to be decoded, i.e. the quality (or accuracy) of the frame reconstruction process. Thus the number of syndrome bits transmitted is determined by the side information quality. The stronger the correlation between the side information and the original (WZ) frame is, the less the bit rates of the transmitted parity bits are.
At the decoder, the key frames are decoded through the conventional video intra-frame decoder. The estimated frames, also called side information, are generated from frame interpolation modules, which are taken as the version of the noisy WZ frames. The side information and the parity bits received together through the channel are sent into LDPC decoder. Finally, side information and decoded symbols together complete the reconstruction of the WZ frames. With the same parity bits received, the better the performance of side information is, the higher the quality of the reconstructed WZ frames is. All in all, the quality of side information has an immense impact on the performances of the DVC system.
The proposed pixel-domain DVC system and other DVC systems have two main features: One is the Gray coding between the quantizer and the bitplane extraction. The introduction of the Gray coding is mainly to exploit the relevance of bit levels, and then reduce the error bit rate between the source information and side information [11] . The other is the motion estimation algorithm in the frame interpolation module to improve the side information quality, which reduces the error rate and contributes to the rate-distortion performances of the DVC system.
Side Information Generation in WZ Video

Codec
In conventional video coding, temporal correlation of video sequences is exploited through motion estimation at the encoder, so the estimated frames are known before encoding. One of the most popular motion estimation algorithms is block-matching method. However, the removal of temporal correlation of video sequences in DVC is completed at the decoder without any current frame. This is very different from the conventional video coding system. If the estimated block does not really move to the goal block, the quality of the interpolated frame will greatly deteriorate, so the real movement parameters of the goal block must be found in DVC. In fact, the frame interpolation is to estimate the nearest WZ frame according to the key frame received.
In order to obtain optimal quality of side information, a series of measures, including HME, vector filter, and overlapped area decision, should be taken. Here the HME in frame interpolation is exactly different from that of the conventional video coding. Conventional video coding uses HME algorithm to simplify motion search. The proposed method adopts two motion estimation algorithms: forward motion estimation (FME) and bidirectional motion estimation (BME). In the motion compensation stage, a decision module is supplemented to take full advantage of two motion estimations to improve side information. Fig.2 shows the structure of the frame interpolation modules. The proposed frame interpolation consists of seven parts, i.e. forward motion estimation, forward motion compensation, bidirectional motion estimation, bidirectional motion compensation, two vector filters, and decision. 
Variable block size HME
Usually two assumptions are imposed for accurate motion estimation in block-matching methods. First, all pixels in the entire block have the same motion vectors and second, the searched motion vector is the real movement of the match block. Clearly, these two assumptions in many cases are untenable. The smaller the block, the more possibly the first assumption holds, but the stronger the local similarity, the less possibly the first assumption holds. In conventional video coding, as inter-frame motion estimation is completed at the encoder, the estimated frame is known before encoding. Consequently, the first assumption has a significant impact on the estimated results. However, in DVC, motion estimation is at the decoder and the estimated frame is unknown. The second assumption also brings a tremendous influence to bear on the results. Therefore, block size option is of great importance in DVC. Fig.3 shows the variable block size HME algorithm used in this article. An image can be divided into three levels, namely, top-, mid-, and bottom-level. As a top-level, the image is divided into 16×16 blocks, each comprising four 8×8 blocks of the mid-level at the same location. Thus, the 16×16 block is called the father block of the four 8×8 blocks. Similarly, each block of the mid-level image comprises four 4×4 blocks of a bottom-level image at the same location. The relatively accurate motion vectors can be computed with the larger block motion estimation of the top-level, which will be compensated by the motion estimation of the mid-or bottom-level images. The motion estimation steps are: (1) The search method is used for the top-level image. Each 16×16 block has a motion vector MV 16×16 (i, j) and the sum of absolute difference (SAD) of the current block and the reference block SAD 16×16 (i, j), where i and j respectively denote the coordinates of the upper left corner of the block. 
where f means the corresponding pixel value.
(2) MV 16×16 (i, j) obtained through motion estimation for the top-level image might sometimes be incorrect due to local similarity. In order to achieve accurate motion vectors, MVF should be introduced to reduce the number of false motion vectors.
(3) Then the amended motion vectors are attained for the mid-level image. Each 8×8 block also has a motion vector MV 8×8 (i, j) and the SAD value SAD 8×8 (i, j). Motion vector MV 8×8 (i, j) comes from MV 16×16 (i, j) of the smallest SAD value block among its father block and other three brother blocks. For example, as there are two objects in the central block (see Fig.4 ), its motion vector should depend on its father block and its neighboring brother blocks, so the more accurate motion vector is acquired with the proposed method. The motion vectors of the bottom-level image are amended by the same way. There are two objects in a video block (Fig.4.(a) ). The motion vector of the central block based on the traditional algorithm is shown in Fig.4(b) , and the motion vector attained by the proposed algorithm in Fig.4(c) .
FME and BME
In DVC, the key frames are reconstructed by the conventional intra-frame decoder at the decoder side, and the WZ frames to be estimated by the key frames based on frame interpolation techniques. For a given block in the current frame, motion estimation is meant to search for the best matching block in the reference frame. It is well-known that the current frame is known at the encoder in conventional video coding while unknown at the decoder in DVC. Consequently, motion estimation in conventional video coding is unfit for DVC.
The DVC system under study involves two motion estimation programs: FME and BME. Both estimation approaches, by offsetting each other's weakness with each other's merits, greatly improve the quality of the side information.
In FME algorithm, the motion vectors are computed between the previous frame 1 n X and the following frame 1 n X . The WZ frame X is the interpolated frame (see Fig.5 ). For a given current block, a reference block is obtained by full search method. The pixels From Fig.5 , it is found that FME cannot guarantee each pixel in the interpolated frame to be compensated. Fig.6 illustrates there to be over-lapped and uncovered areas. Therefore, BME is proved to be able to remove the defects due to the FME. In order to cover all pixels in the interpolated frame, the BME algorithm is introduced. Basically different from the name-sack algorithm in conventional video coding, BME is composed of forward and backward estimates on the condition that the estimated frame is known prior to encoding. However, the interpolated frame is unknown in DVC. To overcome the shortcomings of the FME, the BME firstly needs to determine the search block location in the interpolated frame (see Fig.7 ), which will cover all blocks, one by one As BME in DVC potentially falls into the partial similarity, a vector filter module is required to select the most appropriate vector from the candidates so as to bring the FME algorithm into full play.
Vector filter
The motion vector searched by the motion estimation technology might not be the real movement of the match block. In order to acquire real motion vectors, a vector filter is designed to reduce the number of false motion vectors. The false motion vectors are mainly blamed for partial similarity in image of the video sequence, so the vector filter is aimed to eliminate the false motion vectors due to partial similarity. The vector filter to find the real motion vectors runs on two assumptions: firstly, most motion vectors from motion estimation are correct and secondly, the motion vectors present high spatial coherence. Admittedly, most video sequences meet these two conditions. Detailed steps will be described below:
( (3) If this motion vector is false, then correct it with the corresponding motion vector which has the smallest SAD value.
Decision mechanism
In the frame interpolation, are adopted two motion estimation programs: FME and BME. This results in two interpolated frames at the decoder. Uncovered areas in the interpolated frame from the FME will be made up full by BME. In order to make full use of both motion estimation programs, the decision mechanism is adopted to process the over lapped areas between two interpolated frames. In the overlapped areas, the bidirectional motion compensated value for current pixel is b P with the corresponding SAD being b SAD while the forward motion compensated value is f P with the corresponding SAD being f SAD . The ultimate compensated value P is determined by
Experimental Results and Analysis
This section will present the numerical results to show the performances of the proposed side information generation algorithm and the distributed video coding performances based on the proposed algorithm.
Performances of side information generation
The side information generation algorithm is brought on tests with three groups of the standard quarter common intermediate format (QCIF) video sequences: Foreman, Coastguard, and Carphone. The frame rate is 30 fps. The odd frames of QCIF sequence are taken as the inputs in frame interpolation module to construct the even frames. In order to illustrate the effects of the various algorithms in frame interpolation, the following modes will be subjected to tests:
(1) The simple bidirectional motion estimation (SBME). The block size is 16×16 and the search range is 8. This mode only adopts the BME algorithm in Section 3.2. The extracted motion vectors do not enter the motion vector filter module.
(2) The hierarchical bidirectional motion estimation (HBME). The variable block size HME algorithm in Section 3.1 and the BME algorithm in Section 3.2 are used. Nor do the extract motion vectors enter the motion vector filter module.
(3) The hierarchical bidirectional motion estimation with motion vector filter (MVF-HBME). With this mode, the variable block size HME algorithm and the BME algorithm are used in Section 3.1, and the MVF in Section 3.3.
(4) The proposed motion estimation (PME). With this mode, the FME and BME are used to obtain the interpolated frame through the decision module. All technologies mentioned in Section 3 are integrated with each other.
Every even frame is tested with Foreman sequence as shown in Fig.8 , and the peak signal to noise ratio (PSNR) value is calculated between the exact interpolated frames and the original even frames. The average PSNR values of the 100 WZ frames are shown in Fig.9 . From the test results, it can be found that the quality of the side information has been greatly enhanced by a series of algorithms in frame interpolation module. The average PSNR value is increased by 0.6 dB due to the HME and by 0.5 dB due to the MVF. The quality of the side information has also been improved a little through the two motion estimations. Thereby, it is clear that the increase in quality of side information is mainly credited to the hierarchical motion estimation and motion vector filtering. As a result of the variable block size HME, the more accurate motion vectors are obtained in frame interpolation module, and the quality of side information is improved. Because the false motion vectors could be found out and corrected by the MVF, the PSNR values of MVF-HBME mode increase by about 0.5 dB higher than that of the HBME mode without an MVF involved. Experimental data indicates that the combination of HME and MVF has succeeded in improving the quality of the interpolated frame. The tests conducted with three different video sequences further attest to the fact that the temporal correlation of each video sequence is different, and the adaptability of the algorithm to the different temporal correlation is also different.
Performances of DVC system based on proposed frame interpolation
This article also brings on the test of the DVC system based on the proposed frame interpolation. Since the achievable compression ratio varies due to highly non-ergodic video data, a rate-adaptive LDPC code is an attractive solution to the problem. The rate-adaptive LDPC code has been proved to be superior to the complicated alternative of linear encoding and decoding for asymmetric distributed source coding. For details about the LDPC code used in this article, refer to Ref. [9] .
As the different number of quantization levels, the reconstruction function is shown in Fig.10 [12] . Three groups of the standard QCIF video sequences, Foreman, Coastguard, and Carphone, are subjected to tests for the purpose of comparison. Each sequence, which consists of 300 frames, is tested with the following modes:
(1) H.264 INTRA: all frames are with INTRA coding.
(2) H.264 IBIB: the odd frames are coded with IN-TRA mode; the even frames are with bidirectional mode.
(3) L. Liu, et al's proposed method [13] . (4) Proposed method: the odd frames of video sequences are coded by JM8.0 INTRA mode, while the even frames by the WZ video coding mode. The frame interpolation in the decoder is schematized in Fig.2 . From Figs.10-12 , it is demonstrated that the proposed algorithm is higher than the H.264 INTRA mode by 3-4 dB. Compared with Liu's test results, the performances of proposed pixel-domain distributed video coding is up by 0.5-1.0 dB, which should be credited to the improved side information generation method. Among all the video sequences, the performances of IWIW mode in DVC with the Coastguard sequence are very close to the IBIB mode in conventional video coding, since the movement modes with the Foreman and Carphone sequences are different from the movement mode with the Coastguard sequence. The Foreman and Carphone sequences belong to head-andshoulder movement including facial change and shoulder swing. Their movement contains distorting, rotating, and stretching, yet the movement in the Coastguard sequence mainly refers to the translation of the boat. The proposed motion estimation is fitter for the rigid motion in the Coastguard than the complicated motion in the Foreman and Carphone. Therefore, the proposed side information generation algorithm is efficient for the Coastguard sequence because the motion estimation quality difference between DVC and the conventional coding is so tiny as to be neglected.
Computational complexity of proposed side information generation algorithm
The proposed algorithm mainly consists of hierarchical motion estimation, motion vector filtering, and motion decision. As a larger portion of augment in complexity resulted from motion vector filtering and motion decision is offset by hierarchical motion estimation, the total computational workload will increase only a bit in comparison with the existing algorithm [8] .
Conclusions
This article presents a pixel-domain DVC based on the HME and MVF. A new frame interpolation algorithm is put forward to upgrade the quality of side information obtained at the decoder. This article adopts the variable block size HME algorithm and MVF in the frame interpolation module. The experimental results evidence a notable gain in the overall performances of the DVC. Further work is expected to extend the proposed method to DVC in transformation domain and decrease decoder complexity.
