In this paper, we propose new variants of Newton's method based on quadrature formula and power mean for solving nonlinear unconstrained optimization problems. It is proved that the order of convergence of the proposed family is three. Numerical comparisons are made to show the performance of the presented methods. Furthermore, numerical experiments demonstrate that the logarithmic mean Newton's method outperform the classical Newton's and other variants of Newton's method. MSC: 65H05.
Introduction
The celebrated Newton's method
used to approximate the optimum of a function is one of the most fundamental tools in computational mathematics, operation research, optimization and control theory. It has many applications in management science, industrial and financial research, chaos and fractals, dynamical systems, stability analysis, variational inequalities and even to equilibrium type problems. Its role in optimization theory can not be overestimated as the method is the basis for the most effective procedures in linear and nonlinear programming. For a more detailed survey, one can refer [1] [2] [3] [4] and the references cited therein. The idea behind the Newton's method is to approximate the objective function locally by a quadratic function which agrees with the function at a point. The process can be repeated at the point that optimizes the approximate function. Recently, many new modified Newton-type methods and their variants are reported in the literature [5] [6] [7] [8] .
One of the reasons for discussing one dimensional optimization is that some of the iterative methods for higher dimensional problems involve steps of searching extrema along certain directions in [8] . Finding the step size, n  n  , along the direction vector involves solving the sub problem to minimize
is a one dimensional search problem in  [9] . Hence the one dimensional methods are most indispensable and the efficiency of any method partly depends on them [10] . The purpose of this work is to provide some alternative derivations through power mean and to revisit some well-known methods for solving nonlinear unconstrained optimization problems.
Review of Definition of Various Means
For a given finite real number  , the th power   mean m  of positive scalars and b , is defined as follows [11] 
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Variants of Newton's Method for Nonlinear Equations
Recently, some modified Newton's method with cubic convergence have been developed by considering different quadrature formula for computing integral, arising in the Newton's theorem [12] 
Weerakoon and Fernando [13] re-derived the classical Newton's method by approximating the indefinite integral in (11) by rectangular rule. Suppose that 
Therefore, from (11) and (12), they obtain the wellknown Newton's method. Weerakoon and Fernando [13] further used trapezoidal approximation to the definite integral according to which
to obtain modified Newton's method given by
where
is the Newton's iterate. In contrast to classical Newton's method, this method uses the arithmetic mean of
arithmetic mean Newton's method [13] . By using different approximations to the indefinite integral in the Newton's theorem (11) , different iterative formulas can be obtained for solving nonlinear equations [14] .
Variants of Newton's Method for Unconstrained Optimization Problems
Now we shall extend this idea for the case of unconstrained optimization problems. Suppose that the func-
Extending Newton's theorem (11), we have
Approximating the indefinite integral in (17) by the rectangular rule according to which
and using
This is a well-known quadratically convergent Newton's method for unconstrained optimization problems.
Approximating the integral in (17) by the trapezoidal approximation
in combination with the approximation
we get the following arithmetic mean Newton's method given by
for unconstrained optimization problems. This formula is also derived independently by Kahya [5] . If we use the midpoint rule of integration in (20) (Gaussian-Legendre formula with one knot) [15] , then we obtain a new formula given by mula (23) as follows: 
Some other new third-order iterative methods based on heronian mean, contra-harmonic mean, centrodial mean, logarithmic mean etc. can also be obtained from Formula (21) respectively. 6) New cubically convergent iteration method based on heronian mean is
7) New cubically convergent iteration method based on contra-harmonic mean is
9) New cubically convergent iteration method based on logarithmic mean is
8) New cubically convergent iteration method based on centroidal mean is 
Convergence Analysis
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), contra-harmonic mean Newton's method ( ), centroidal mean Newton's method ( ), logarithmic mean Newton's method (LMNM) respectively to compute the extrememum of the function given in Table 1 . We use the same functions as Kahya [6, 7] . The results are summarized in Table 2 . We use  as tolerance. Computations have been performed using 
Conclusions
It is well-known that the quadrature formulas play an important and significant role in the evaluations of definite integrals. We have shown that these quadrature formulas can also be used to develop some iterative methods for solving unconstrained optimization problems. Further, this work proposes a family of Newton-type methods based on nonlinear means and can be used to solve efficiently the unconstrained optimization problems. Proposed family (23) unifies some of the most known third-order methods for unconstrained optimization problems. It also provides many more unknown processes. All of the proposed third-order methods require three function evaluations per iterations so that their efficiency index is , which is better than the one of Newton's method 1.41 . Finally experimental results showed that the harmonic mean and logarithmic mean Newton's method are the best among the proposed iteration methods.
