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Pixel-level Image Fusion using Wavelets and
Principal Component Analysis
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ABSTRACT
Image registration and fusion are of great importance in defence and civilian sectors, e.g.
,recognising a ground/air force vehicle and medical imaging. Pixel-level image fusion using
wavelets and principal component analysis has been implemented and demonstrated in PC
MATLAB. Different performance metrics with and without reference image are implemented to
evaluate the performance of image fusion algorithms. As expected, the simple averaging fusion
algorithm shows degraded performance. The ringing tone presented in the fused image can be
avoided using wavelets with shift invariant property. It has been concluded that image fusion
using wavelets with higher level of decomposition showed better performance in some metrics
and in other metrics, principal components analysis showed better performance.
Keywords: Pixel-level image fusion, wavelets transform, principal component analysis, multi-sensor
image fusion
NOMENCLATURE
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cov Covariance function
( ; )j fCE I I Cross entropy of the jth input image
and fused image
E Expectation operator
f(x) One dimensional signal
r fI I
h Joint histogram of reference and fused
images
( , )i j Pixel index
I,I
f 
,I
L
, Representation of source, fused, LPF,
I
H
,I
r
HPF, and reference images
I
LL
,I
LH
, Representation of average, horizontal,
I
HL
,I
HH
, vertical, diagonal information of I
I
1
,  I
2
Representation of input images to be
fused
m,n Integers
norm Norm operator
M, N Sizes of the image
P
1
,  P
2
Principal components
T Matrix transpose
CORR Correlation
CF Column frequency of the image
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H e Entropy
MAE Mean absolute error
RF Row frequency of the image
PFE Percentage fit error
PSNR Peak signal-to-noise ratio
RMSE Root mean square error
SSIM Measure of structural similarity
1 . INTRODUCTION
Multi-sensor image fusion (MIF) is a technique
to combine the registered images to increase the
spatial resolution of acquired low detail multi-sensor
images and preserving their spectral information.
Of late MIF has emerged as a  new and promising
research area. The benefiting fields from MIF are:
Military, remote sensing, machine vision, robotic,
and medical imaging, etc. Some generic requirements
could be imposed on the fusion scheme: (a) the
fusion process should preserve all relevant information
contained in the source images, (b) the fusion process
should not introduce any artifacts or inconsistencies
which would amuse the human observer or following
processing stages, and (c) irrelevant features and
noise should be suppressed to a maximum extent.
The problem that MIF tries to solve is to merge
the information content from several images (or
acquired from different imaging sensors) taken from
the same scene in order to accomplish a fused
image that contains the finest information coming
from the original images1. Hence, the fused image
would provide enhanced superiority image than any
of the original source images. Dependent on the
merging stage, MIF could be performed at three
different levels viz. pixel level, feature level and
decision level2. In this paper, pixel-level-based MIF
is presented to  represent a fusion process generating
a single combined image containing an additional
truthful description than individual source image.
The simplest MIF is to take the average of the
grey level source images pixel by pixel. This technique
would produce several undesired effects and reduced
feature contrast. To over come this problem, multi-
scale transforms, such as wavelets, Laplacian pyramids,
morphological pyramid, and gradient pyramid have
been proposed. Multi-resolution wavelet transforms
could provide good localization in both spatial and
frequency domains. Discrete wavelet transform
would provide directional information in decomposition
levels and contain unique information at different
resolutions3,4.
Principal component analysis (PCA) is a
mathematical tool which transforms a number of
correlated variables into a number of uncorrelated
variables.The PCA is used extensively in image
compression and image classification. Image fusion
algorithm that utilises the PCA is described in this
paper. The fusion is achieved by weighted average
of images to be fused. The weights for each source
image are obtained from the eigen vector corresponding
to the largest eigenvalue of the covariance matrices
of each source. Performance metrics are used to
evaluate the wavelets, PCA, and simple average-
based image fusion algorithms.
One of the important prerequisites to be able
to apply fusion techniques to source images is the
image registration, i.e., the information in the source
images is needed to be adequately aligned and
registered prior to fusion of the images. In this
paper, it is assumed that the source images are
already registered.
2. FUSION ALGORITHMS
The details of wavelets and PCA algorithm
and their use in image fusion along with simple
average fusion algorithm are described in this section.
2.1 Wavelet Transform
Wavelet theory is an extension of Fourier theory
in many aspects and it is introduced as an alternative
to the short-time Fourier transform (STFT). In
Fourier theory, the signal is decomposed into sines
and cosines but in wavelets the signal is projected
on a set of wavelet functions. Fourier transform
would provide good resolution in frequency domain
and wavelet would provide good resolution in both
time and frequency domains. Although the wavelet
theory was introduced as a mathematical tool in
1980s, it has been extensively used in image processing
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that provides a multi-resolution decomposition of
an image in a biorthogonal basis and results in a
non-redundant image representation. The basis are
called wavelets and these are functions generated
by translation and dilation of mother wavelet. In
Fourier analysis the signal is decomposed into sine
waves of different frequencies. In wavelet analysis
the signal is decomposed into scaled (dilated or
expanded) and shifted (translated) versions of the
chosen mother wavelet or function . A wavelet as
its name implies is a small wave that grows and
decays essentially in a limited time period. A wavelet
to be a small wave, it has to satisfy two basic
properties:
(i) time integral must be zero
( ) 0t dt
µ
-µ
y =ò    and                          (1)
(ii) square of wavelet integrated over time is unity
2 ( ) 1t dt
µ
-µ
y =ò                                  (2)
Wavelet transform of a 1-D signal ( )f x  onto
a basis of wavelet functions is defined as:
, ,( ( )) ( ) ( )a b a b
x
W f x f x x dx
¥
=-¥
= yò                (3)
Basis is obtained by translation and dilation of
the mother wavelet as:
,
1
( )a b
x b
x
aa
-æ öy = yç ÷
Ł ł
                     (4)
The mother wavelet would localise in both
spatial and frequency domain and it has to satisfy
zero mean constraint. In discrete wavelet transform
(DWT), the dilation factor is  2ma =  and the translation
factor is 2mb n= ,  where m and n are integers.
The information flow in one level of 2-D image
decomposition is illustrated in Fig. 1.
Wavelet separately filters and down samples
the 2-D data (image) in the vertical and horizontal
directions (separable filter bank). The input (source)
image is ( , )I x y  filtered by low pass filter L and
high pass filter H in horizontal direction and then
down sampled by a factor of two (keeping the
alternative sample) to create the coefficient matrices
( , )LI x y  and ( , )HI x y .The coefficient matrices ( , )LI x y
and ( , )HI x y  are both low pass and high pass
filtered in vertical direction and down sampled by
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Figure 1. One level of 2-D image decomposition.
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a factor of two to create sub bands (sub
images) ( , )LLI x y , ( , )LHI x y , ( , )HLI x y ,and ( , )HHI x y
5.
The ( , )LLI x y , contains the average image
information corresponding to low frequency band
of multi scale decomposition. It could be considered
as smoothed and sub sampled version of the source
image ( , )I x y . It represents the approximation of
source image ( , )I x y , ( , )LHI x y , ( , )HLI x y , and
( , )HHI x y , are detailed sub images which contain
directional (horizontal, vertical and diagonal)
information of the source image ( , )I x y , due to
spatial orientation. Multi-resolution could be achieved
by recursively applying the same algorithm to low
pass coefficients from the previous decomposition1,5,6.
Inverse 2-D  wavelet transform is used to
reconstruct the image ( , )I x y , from sub images
( , )LLI x y , ( , )LHI x y , ( , )HLI x y , and ( , )HHI x y as shown
in Fig. 2. This involves column up sampling (inserting
zeros between samples) and filtering using low
pass L%  and high pass filter H% for each sub images.
Row up sampling and filtering with low pass filter
L%  and high pass filter H% of the resulting image and
summation of all matrices would construct the
image ( , )I x y .
2.1.1 Image Fusion by Wavelet Transform
The information flow diagram of wavelet- based
image fusion algorithm is shown in Fig. 3. In wavelet
image fusion scheme, the source images 1( , )I x y
and 2 ( , )I x y , are decomposed into approximation
and detailed coefficients at required level using
DWT. The approximation and detailed coefficients
of both images are combined using fusion rule f.
The fused image ( ( , )fI x y  ) could be obtained by
taking the inverse discrete wavelet transform
(IDWT) as:
{ }1 2
( , )
( ( , )), ( ( , ))
fI x y IDWT
DWT I x y DWT I x y
=
Øf øº ß
     (5)
The fusion rule used in this paper is simply
averages the approximation coefficients and picks
the detailed coefficient in each sub band with the
largest magnitude.
2.2 Principal Component Analysis
The PCA involves a mathematical procedure
that transforms a number of correlated variables
into a number of uncorrelated variables called principal
components. It computes a compact and optimal
description of the data set. The first principal component
accounts for as much of the variance in the data
as possible and each succeeding component accounts
for as much of the remaining variance as possible.
First principal component is taken to be along the
direction with the maximum variance. The second
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Figure 2. One level of 2-D image reconstruction.
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principal component is constrained to lie in the
subspace perpendicular of the first. Within this
subspace, this component points the direction of
maximum variance. The third principal component
is taken in the maximum variance direction in the
subspace perpendicular to the first two and so on.
The PCA is also called as Karhunen-LoŁve transform
or the Hotelling transform.The PCA does not have
a fixed set of basis vectors like FFT, DCT and
wavelet etc. and its basis vectors depend on the
data set.
Let X be a d-dimensional random vector and
assume it to have zero empirical mean. Orthonormal
projection matrix V would be such that TY V X=
with the following constraints. The covariance of
Y, i.e., cov( )Y is a diagonal and inverse of V is
equivalent to its transpose ( 1 TV V- = ). Using matrix
algebra7
{ }
( )( ){ }
( )( ){ }
{ }
cov( )
cov( )
T
TT T
T T
T T
T
Y E YY
E V X V X
E V X X V
V E XX V
V X V
=
=
=
=
=
                 (6)
Multiplying both sides of Eqn (6) by V, one
gets
cov( ) cov( ) cov( )TV Y VV X V X V= =         (7)
One could write V as 1 2[ , ,..., ]dV V V V=   and
cov( )Y  as 
1
2
1
0 0 0
0 0 0
0 0 0
0 0 0
d
d
-
lØ ø
Œ œlŒ œ
Œ œ
Œ œlŒ œ
Œ œlº ß
L
L
M M O M M
L
L
                (8)
Substituting Eqn (6) into the Eqn (7) gives
1 1 2 2
1 2
[ , ,..., ]
[cov( ) ,cov( ) ,...,cov( ) ]
d d
d
V V V
X V X V X V
l l l
=           (9)
This could be rewritten as
cov( )i i iV X Vl =                                         (10)
where 1,2,...,i d=  and Vi is an eigenvector of cov( )X .
2.2.1 PCA Algorithm
Let the source images (images to be fused)
be arranged in two-column vectors. The steps
followed to project this data into a 2-D
subspaces are:
1. Organise the data into column vectors. The
resulting matrix Z is of dimension 2 x n.
2. Compute the empirical mean along each column.
The empirical mean vector M
e
 has a dimension
of 1 x 2.
3. Subtract the empirical mean vector M
e
 from
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    Figure 3. Information flow diagram in image fusion scheme employing multi-scale decomposition.
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each column of the data matrix Z. The resulting
matrix X is of dimension 2 x n.
4. Find the covariance matrix C of X i.e.C=XX
T
mean of expectation = cov(X)
5. Compute the eigenvectors V and  eigenvalue
D  of C and sort them by decreasing eigenvalue.
Both V and D are of dimension 2 x 2.
6. Consider the first column of V which corresponds
to larger eigenvalue to compute P
1
 and P
2
 as:
1
(1)V
P
V
=
å    and  2
(2)V
P
V
=
å                (11)
2.2.2 Image Fusion by PCA
The information flow diagram of PCA-based
image fusion algorithm is shown in Fig. 4. The
input images (images to be fused) 1( , )I x y  and 2 ( , )I x y
are arranged in two column vectors and their empirical
means are subtracted. The resulting vector has a
dimension of n x 2, where n is length of the each
image vector. Compute the eigenvector and eigenvalues
for this resulting vector are computed and the
eigenvectors corresponding to the larger eigenvalue
obtained. The normalized components P
1
 and P
2
(i.e., P
1
 + P
2
 = 1) using Eqn (9) are computed from
the obtained eigenvector. The fused image is:
1 1 2 2( , ) ( , ) ( , )fI x y PI x y P I x y= +              (12)
2.3 Image Fusion by Simple Average
This technique is a basic and straightforward
technique and fusion could be achieved by simple
averaging corresponding pixels in each input
image as:
1 2( , ) ( , )( , )
2
f
I x y I x y
I x y
+
=                   (13)
3. PERFORMANCE EVALUATION
3.1 With Reference Image
When the reference image is available, the
performance of image fusion algorithms can be
evaluated using the metrics shown in Table 1.
3.2 Without Reference Image
When the reference image is not available, the
metrics shown in Table 2 could be used to test the
performance of the fused algorithms.
4. RESULTS AND DISCUSSION
Two sets of source/input images are used to
evaluate the image fusion algorithms.
4.1 Data Set 1 Analysis
The National Aerospace Laboratories indigenous
aircraft Hansa, shown in Fig. 5(a) is considered
as a reference image to evaluate the performance
of the fusion algorithm. The complementary pair
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Figure 4. Information flow diagram in image fusion scheme employing PCA.
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Table 1.  Metrics for performance evaluation when reference image is available
Name of the 
metric/ ref. 
Formula Features/properties W
for
Root mean 
square error8 ( )åå
= =
-=
M
i
N
j
fr jiIjiI
MN
RMSE
1 1
2),(),(
1
 
Computed as the root mean square error of the corresponding pixels in the reference 
image rI and the fused image fI .  
mi
Mean absolute8 
åå
= =
-=
M
i
N
j
fr jiIjiI
MN
MAE
1 1
),(),(
1
 
Computed as the mean absolute error of the corresponding pixels in reference and fused 
images.  
 
 
mi
Percentage fit 
error8 100*
)(
)(
r
fr
Inorm
IInorm
PFE
-
=  
where norm is the operator to compute the largest singular value 
Computed as the norm of the difference between the corresponding pixels of reference 
and fused image to the norm of the reference image.  This will be zero when both 
reference and fused images are exactly alike and it will be increased when the fused 
image is deviated from the reference image.  
Mi
Signal to noise 
ratio9 ( )
( ) ÷÷
÷
÷
÷
ł
ö
çç
ç
ç
ç
Ł
æ
-
=
åå
åå
= =
= =
M
i
N
j
fr
M
i
N
j
r
jiIjiI
jiI
SNR
1 1
2
1 1
2
10
),(),(
),(
log20  
This metric will be high when the reference and fused images are alike. Higher value 
implies better fusion. 
ma
Peak signal to 
noise9 
( ) ÷÷
÷
÷
÷
ł
ö
çç
ç
ç
ç
Ł
æ
-
=
åå
= =
M
i
N
j
fr jiIjiIMN
L
PSNR
1 1
2
2
10
),(),(
1
log20  
where L in the number of gray levels in the image 
Its value will be high when the fused and reference images are similar. Higher value 
implies better fusion. 
ma
Correlation8 
fr
rf
CC
C
CORR
+
=
2
where åå
= =
=
M
i
N
j
rr jiIC
1 1
2),(   
åå
= =
=
M
i
N
j
ff jiIC
1 1
2),( and åå
= =
=
M
i
N
j
frrf jiIjiIC
1 1
),(),(  
This shows the correlation between the reference and fused image. The ideal value is 
one when the reference and fused are exactly alike and it will be less than one when the 
dissimilarity increases. 
ma
Mutual 
information11 åå
= = ÷
÷
ł
ö
ç
ç
Ł
æ
=
M
i
N
j II
II
II
jihjih
jih
jihMI
fr
fr
fr
1 1
2 ),(),(
),(
log),(  
Larger value implies better image quality. ma
Universal 
quality index12 2 2 2 2
4 ( )
( ) ( )
r f r f
t f r f
I I I I
I I I I
QI
s m + m
=
s + s m + m
 
where åå
= =
=
M
i
N
j
rI jiI
MNr 1 1
),(
1
m , åå
= =
=
M
i
N
j
fI jiI
MNf 1 1
),(
1
m , 
( )åå
= =
-
-
=
M
i
N
j
IrI rr
jiI
MN 1 1
22 ),(
1
1
ms , ( )åå
= =
-
-
=
M
i
N
j
IfI ff
jiI
MN 1 1
22 ),(
1
1
ms , 
( )( )
frfr If
M
i
N
j
IrII jiIjiI
MN
mms --
-
= åå
= =
),(),(
1
1
1 1
2  
This measures how much of the salient information contained in reference image has 
been transformed into the fused image. The range of this metric is -1 to 1 and the best 
value 1 would be achieved if and only if reference and fused images are alike. The 
lowest value of -1 would occur when rIf II r -= m2 . 
ma
Measure of 
structural 
similarity10 
( )1 2
2 2 2 2
1 2
(2 ) 2
( )( )
r f r f
r f r f
I I I I
I I I I
C C
SSIM
C C
m m + s +
=
m + m + s + s +
 
where 1C is a constant that is included to avoid the instability when 
22
fr II
mm + is close to zero and 2C is a constant that is included to avoid the 
instability when 22
fr II
ss + is close to zero 
Natural image signals would be highly structured and their pixels reveal strong 
dependencies. These dependencies would carry vital information about the structure of 
the object.  It compares local patterns of pixel intensities that have been normalized for 
luminance and contrast. 
ma
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Name of the 
metric 
Formula Features/properties What 
look fo
min/m
Standard 
deviation10 å
=
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L
i
I ihii f
0
2 )()(s ,       å
=
=
L
i
I f
ihi
0
 
where )(ih
fI
is the normalized histogram of the fused image ),( yxI f  and L number of frequency 
bins in the histogram. 
It is known that standard deviation is composed of the signal and 
noise parts. This metric would be more efficient in the absence of 
noise. It measures the contrast in the fused image. An image with 
high contrast would have a high standard deviation.    
maxim
Entropy13 
Using the entropy, the information content of a fused image is: å
=
-=
L
i
II ihihHe ff
0
2 )(log)(  
Entropy is used to measure the information content of an image. 
Entropy is sensitive to noise and other unwanted rapid 
fluctuations. An image with high information content would have 
high entropy. 
maxim
Cross 
entropy13 
overall cross entropy of the source images 1I , 2I and the fused image fI is:   
2
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Cross-entropy evaluates the similarity in information content 
between input images and fused image. Fused and reference 
images containing the same information would have a low cross 
entropy. 
minim
Spatial 
frequency14 
spatial frequency criterion SF is:  22 CFRFSF +=  
where row frequency of the image:  2
1 2
)]1,(),([
1
--= åå
= =
yxIyxI
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RF f
M
x
N
y
f
 
column frequency of the image:  2
1 2
)],1(),([
1
yxIyxI
MN
CF f
N
y
M
x
f --= åå
= =
 
This frequency in spatial domain indicates the overall activity 
level in the fused image. 
maxim
Fusion 
mutual 
information15 
If the joint histogram between ),(1 yxI and ),( yxI f is defined as ),(1 jih fII and ),(2 yxI and 
),( yxI f  as ),(2 jih fII . Then the mutual information between source and fused images are: 
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It measures the degree of dependence of the two images. A larger 
measure implies better quality.  
maxim
Fusion 
quality 
index16 
( )å˛ -+=
Ww
ff wIIQIwwIIQIwwcFQI )|,())(1()|,()()( 21 ll  
where 
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2
21
1)(
II
I
w
ss
s
l
+
= computed over a window;  ( )22
21
,max)( IIwC ss=  over a window 
)(wc is a normalized version of )(wC  & )|,( 1 wIIQI f is the quality index over a window for a 
given source image and fused image  
The range of this metric is 0 to 1. One indicates the fused image 
contains all the information from the source images. 
maxim
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It takes into account the similarity between the source and fused 
image block within the same spatial position. The range of this 
metric is zero to one. The value one indicates that the fused 
image contains all the information from the source images. 
maxim
 
Table  2. Metrics for performance evaluation when reference image is not
346
DEF SCI J, VOL. 58, NO. 3, MAY 2008
input images  and   are taken to evaluate the fusion
algorithm and these images are shown in Fig. 5(b)
and 5(c). The complementary pair has been created
by blurring the reference image of size  295 x 400
with a Gaussian mask using diameter of 12 pixels.
The images are complementary in the sense that
the blurring occurs at the left-half and the right-
half respectively. The first column in Figs 6 to 10
show fused images and the second column shows
the error images. The error (difference) image is
computed by taking the corresponding pixel difference
of reference mage and fused image,
i.e., ( , ) ( , ) ( , )e r fI x y I x y I x y= - .
The fused and error images by simple average
image fusion algorithm are shown in Fig. 6. Similarly,
the fused and error images by PCA algorithm are
shown in Fig. 7. It is observed that the performance
of average and PCA fusion algorithms are similar
for these images. The reason could be because of
Figure  5. Reference and source images (data set 1).
 
(a) Reference image I
r
(x, y)
 
(b) Source image I
1
(x, y)
 
(c) Source image I
2
(x, y)
 
 
Figure 6. Fused and error images by simple average
(data set  1).
taking the complementary pairs. The principal
components are [0.5069, 0.4931], is approximately
0.5, and in this situation, the PCA is equivalent to
a simply average [Eqn (11)]. The fused and error
images by wavelet with different levels of decomposition
are shown in Figs 8 to 10. First two letters indicate
the wavelet and the number following the letters
indicates the level of decomposition.
By observing the error images from Figs 8 to 10,
it is seen that better fusion could be achieved with
(a) Fused image
(b) Error image
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high level of decomposition. It is possibly due to
consideration of all frequency bands in the process
of fusion. From Figs 8 to 10, it is also observed
that there are increased oscillations (ringing tone)
presented in the fused image at the sharp edges.
These oscillations are high when wavelets with
higher level of decomposition are used in fusion
process. It is similar to Gibb’s phenomenon. This
ringing tone could be avoided using wavelets with
shift invariant property. The performance metrics
for evaluating the image fusion algorithms are
shown in Table 3.  Other performance metrics
where the reference image is not considered are
shown in Table 4. The metrics showed in tables
in bold font are better among others. From the
tables it is observed that except in few metrics,
wavelet transform with higher level of decomposition
performed well.
 
 
Figure 7. Fused and error images by PCA algorithm
(data set 1).
 
 
Figure 8. Fused and error images by wavelet 1 (wt1)
(data set 1).
  
Figure 9. Fused and error images by wavelet 3 (wt3) (data set 1).
(a) Fused image
(b) Error image
(a) Fused image
(b) Error image
(a) Fused image (b) Error image
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Figure 10. Fused and error images by wavelet 5 (wt5) (data set 1).
For this data set, separate fusion algorithms
were actually run for each of the left and right half
of the picture and it was found that the results
were very close to those of Tables 3 and 4. Hence
the new results are not included in this paper.
4.2 Data Set 2 Analysis
In this data set, forward-looking infrared image
and low-light television image of size 512 x 512
are considered for evaluation of the fusion algorithms.
These images are shown in Fig. 11. Reference
image is not available for this data set. The fused
image obtained by simple average and PCA are
shown in Figs 12 and 13 respectively. Figures 14
to 18 show the fused images by wavelets with
different level of decomposition. The performance
metrics, where the reference image is not available,
are shown in Table 5. It is observed that simple
average image fusion algorithm shows degraded
performance. It could be due to combination of
source images taken from different modalities/sensors.
It is observed that in some metrics, PCA shows
better performance and the other metrics, wavelets
with higher level of decomposition show better results.
5 . OBSERVATIONS
The performance of the image fusion algorithms
could be estimated precisely when the ground truth
(reference) image is available. The reference image
is available in data set 1 and the performance
metrics are shown in Table 3. It is observed that
wavelets with higher level of decomposition show
Table 4. Performance evaluation metrics to evaluate image fusion algorithms without reference image (data set 1)
 He SD CE SF FMI FQI FSM 
Ave 3.4 45.23 0.53 10.91 2.79 0.83 0.78 
PCA 3.41 45.23 0.51 10.94 2.79 0.83 0.78 
wt1 3.31 45.72 0.15 16.79 2.75 0.82 0.75 
wt2 3.29 46.43 0.31 19.11 2.73 0.81 0.73 
wt3 3.24 47.50 0.83 19.87 2.71 0.79 0.7 
wt4 3.25 48.95 0.27 20.10 2.65 0.77 0.66 
wt5 3.26 50.25 0.11 20.16 2.62 0.77 0.66 
 RMSE PFE MAE CORR SNR PSNR MI QI SSIM 
Ave 9.91 5.11 5.18 0.9987 51.66 76.42 1.40 0.81 0.95 
PCA 9.86 5.09 5.15 0.9987 51.74 76.44 1.40 0.81 0.95 
wt1 9.18 4.73 4.90 0.9985 53.00 77.08 1.41 0.85 0.96 
wt2 8.05 4.15 4.50 0.9991 55.26 78.20 1.43 0.88 0.96 
wt3 6.49 3.35 3.92 0.9994 59.00 80.08 1.44 0.88 0.96 
wt4 4.79 2.47 3.32 0.9997 64.30 82.72 1.41 0.86 0.97 
wt5 3.96 2.04 3.00 0.9998 67.58 84.36 1.40 0.85 0.97 
 
Table 3. Performance evaluation metrics to evaluate image fusion algorithms with reference images (data set 1)
(a) Fused image (b) Error image
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Figure 11. Source images used for image fusion (data set 2).
(a) FLIR image I
1
(x, y) (b) TV image I
2
(x, y)
 
Figure 12. Fused image by simple average.
 
Figure 15. Fused image by wavelet transform (wt2).
superior results except in mutual information (MI)
and universal quality index (QI).  Some metrics
standard deviatio (SD), CE and spatial frequency
(SF) in Table 4 where the reference image is not
considered in estimation also showed the similar
observation. Other metrics (H),fusion mutual information
(FMI), fusion quality index (FQI) and fusion similarity
matrix (FSM) failed to give similar observation.
From these results one can observe that the metrics
SD, CE and SF would be appropriate metrics to
access the quality of the fused image when there
is no reference image is available.
The metrics SD, CE, and SF show different
results for data set 2 where the images to be fused
are obtained from different modalities as shown in
Table 5. The SD showed that PCA is better but
by observing the fused image, it is not. It may be
 
Figure 14. Fused image by wavelet transform (wt1) (data set 2).
 
Figure 13. Fused image by PCA (data set 2).
350
DEF SCI J, VOL. 58, NO. 3, MAY 2008
due to the consideration of contrast in SD calculations.
From Table 4 and Table 5, it is observed that SD
would be a better fusion indicator where the images
to be fused are obtained from the same or similar
modalities. The other metric SF showed that wavelets
with higher decomposition level show better
performance. From Table 4 and 5, it is observed
that SF would be the best fusion performance
check indicator irrespective of the origin of source
images.
6 . CONCLUSIONS
Pixel-level image fusion using wavelet transform
and principal component analysis are implemented
in PC MATLAB. Different image fusion performance
metrics with and without reference image have
been evaluated. The simple averaging fusion algorithm
shows degraded performance. Image fusion using
wavelets with higher level of decomposition shows
better performance in some metrics while in other
metrics, the PCA shows better performance.  Some
further investigation is needed to resolve this issue.
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