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THE TRILINEAR RESTRICTION ESTIMATE WITH SHARP
DEPENDENCE ON THE TRANSVERSALITY
Javier Ramos
Abstract
We improve the Bennett–Carbery–Tao trilinear restriction estimate for subsets of the
paraboloid in three dimensions, giving the sharp factor depending on the transversality.
1 Introduction
Let S ⊂ R3 be a smooth, compact surface with positive definite second fundamental form,
and endowed with its canonical measure dσ. We write R∗ for the extension operator,
R∗f(x) =
ˆ
ei(ξ,τ)·xf(ξ)dσ(ξ, τ),
acting over functions f ∈ S(R2). Stein’s restriction conjecture asserts that
‖R∗f‖Lq(Rd) ≤ C‖f‖L∞(Rd−1) for every q >
2d
d− 1 .
The conjecture with d = 2 was resolved by Fefferman [20] (see also [47]). In higher dimen-
sions it remains open, but several partial results have been obtained: Tomas [41], Stein [34],
Bourgain [14], Wolff [43], Moyua–Vargas–Vega [29], [30], Tao–Vargas–Vega [38], Tao–Vargas
[39], [40], Tao [37], Bourgain–Guth [17] and Guth [23]. For references regarding the conical
and the indefinite case, see [35], [2], [12], [13], [45], [27] and [42]. We suggest [36] for a nice
introduction on the subject.
Some of these results were achieved thanks to bilinear techniques. In [37], Tao proved the
sharp bilinear estimate, so improvements employing these techniques were exhausted. In [5],
Bennett introduced the multilinear estimates, and in [10], Bennett–Carbery–Tao proved the
sharp, up to the endpoint, estimate. In three dimensions it reads as follows:
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Theorem 1 (Bennett-Carbery-Tao) Let S1, S2, S3 be smooth codimension-one submani-
folds of R3 such that
θ . |n(ξ1) ∧ n(ξ2) ∧ n(ξ3)| (1)
for all choices ξn ∈ Sn, where n(ξn) is the unit normal vector to Sn in ξn. Then there exist
constants Cθ and κ such that
‖
3∏
n=1
R∗fn‖L1(BR) ≤ Cθ(log2R)κ
3∏
n=1
‖fn‖L2
for all R > 0.
It was unclear for some time how to use this result to deduce linear restriction estimates.
That was achieved by Bourgain–Guth in [17]. Their argument relies on a dichotomy between
good transversality (θ ∼ 1) and good L4 orthogonality. Unfortunately, in order to establish
the dichotomy there are some inefficiencies which do not allow the full conjecture to be solved.
The main result of this paper is an improvement of the above theorem in dimension d = 3 with
a sharp dependence of the transversality condition (1). Multilinear estimates with this type
of transversality dependence were previously considered in related problems, see for example
[3], [8], [9] or [11]. For simplicity we carry out the case when
S := {(ξ, 12 |ξ|2) : ξ ∈ [0, 2]2},
but the arguments can be generalized to the case of smooth, compact surfaces with definite
second fundamental form.
Theorem 2 Let S1, S2, S3 ⊂ S satisfy
|n(ξ1) ∧ n(ξ2) ∧ n(ξ3)| ∼ θ (2)
for all choices ξn ∈ Sn, where n(ξn) is the normal vector to Sn in ξn. Then there exist
constants C and κ such that
‖
3∏
n=1
R∗fn‖L1(BR) ≤ θ−
1
2C(log2R)
κ
3∏
n=1
‖fn‖L2 (3)
for all R > 0.
The factor θ−
1
2 is sharp, see Remark 2. We will apply Theorem 2 to the linear restriction
problem in a forthcoming paper.
The result of Bennett–Carbery–Tao was deduced from a multilinear Kakeya estimate. Later
on, Guth [21] (see also Carbery–Valdimarsson [18] and Guth [23]) proved the following
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Theorem 3 (Guth) Let {Tn,i} be a collection of tubes of dimensions 2λ × 2λ × 22λ. Let
vn,i be a unit vector parallel to the core of Tn,i. We assume that the determinant of any of
matrices (v1,i1 , v2,i2 , v3,i3) has norm at least θ > 0. Then
ˆ
R3
3∏
n=1
(∑
Tn,i
χTn,i ∗ µTn,i
) 1
2 . θ− 12 23λ
3∏
n=1
(∑
Tn,i
‖µTn,i‖
) 1
2 (4)
for all finite measure µTn,i and λ ≥ 1.
Again, the multilinear Kakeya estimate of Bennett–Carbery–Tao was relevant for the case
with θ ∼ 1. In order to deduce their multilinear restriction estimate, they used an induction
on scales argument. Roughly speaking, letting R1(λ) denote the smallest constant C such
that
‖
3∏
n=1
R∗fn‖L1(B
2λ
) ≤ C
3∏
n=1
‖fn‖L2
holds, and letting R2(λ) denote the smallest constant C such that
ˆ
R3
3∏
n=1
(∑
Tt,i
χTt,i ∗ µTt,i
) 1
2 ≤ C23λ
3∏
n=1
(∑
Tt,i
‖µTt,i‖
) 1
2
holds, they proved that R1(2λ) . R1(λ)R2(λ). As by (4), R2(λ) . 1, and R1(1) . 1,
iterating the process they obtained the result. The same argument would not work to obtain
Theorem 2 from (4) as we would be gaining a factor θ−
1
2 in each iteration.
The idea to overcome this problem is linking the hypothesis (2) with a refined L4 orthogonality
which determines a set in which we iterate the scale. More precisely, the strategy is as follows:
we decompose S1, S2, S3 in subsets for which each triple determines a parallelepiped P in
which we have good L4 orthogonality. This orthogonality gives
‖
3∏
n=1
R∗fn‖L1(P ) . θ−
1
2
3∏
n=1
‖fn‖L2 .
Now, let K(λ) denote the smallest constant C such that
‖
3∏
n=1
R∗fn‖L1(2λP ) ≤ Cθ−
1
2
3∏
n=1
‖fn‖L2
holds, where 2λP is a dilation of P by 2λ . It is enough to prove that K(2λ) . K(λ). This is
accomplished by invoking the Kakeya multilinear estimate (4) together with a discrete version
of the multilinear estimate over parallelepiped 2λP , which works well because |∏3n=1R∗fn|
“averages” with no extra factor θ−
1
2 in the parallelepiped 2λP , as opposed to its average in
balls (see Lemma 2).
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2 Notation
Through the paper we will be using the following notation:
Br(a) is the cube in dimension 3 of side r and centered in a.
τ jk is the square with length side 2
−j whose left-down vertex is placed in the point k.
τ˜ jk is the lift of τ
j
k to the paraboloid, that is, τ˜
j
k = {(ξ, 12 |ξ|2) : ξ ∈ τ jk}.
tjw,m is the strip in the plane of width 2−j which passes throughm ∈ [0, 2]2 and in the direction
w, that is
tjw,m :=
{
ξ ∈ [0, 2]2 : ∣∣ξ −m− w ((ξ −m) · w)∣∣ ≤ 2−j}.
t˜jw,m is the lift of tjw,m to the paraboloid, that is, t˜jw,m = {(ξ, 12 |ξ|2) : ξ ∈ tjw,m}.
S1t is a 2−t separated set of points on the circumference.
%jw,m is the 2−j- sector centered in m in the direction w, that is
%jw,m :=
{
ξ ∈ [0, 2]2 :
∣∣∣ ξ −m|ξ −m| − w∣∣∣ ≤ 2−j}.
A parallelepiped P with spanning vectors (e1, e2, e3) and respective length sides (2s1 , 2s2 ,
2s3), we call a
(
(s1, s2, s3), (e1, e2, e3)
)
parallelepiped. The dual P∗ is the
(
(−s1, −s2, −s3),
(e1, e2, e3)
)
parallelepiped.
We denote the case s1 = j+ 2t, s2 = j+ t, s3 = 2(j+ t), e1 = (w, 0), e2 =
(
(w, 0)× (m,−1)),
e3 = (m,−1), by P(j, t, w,m), the case s1 = r, s2 = r + t, s3 = 2r, e1 = (w, 0), e2 =(
(w, 0) × (m,−1)), e3 = (m,−1), by p(r, t, w,m), and the case s1 = j, s2 = j, s3 = 2j,
e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (m,−1) by ◦τ jm.
For a
(
(s1, s2, s3), (e1, e2, e3)
)
parallelepiped P, we write P[λ] for the rescaled
(
(s1 + λ, s2 +
λ, s3 + λ), (e1, e2, e3)
)
parallelepiped. Also we write P(a) for parallelepiped centered at a.
Let φ ∈ S be radial φ ≥ 0, φ ≥ 1 in B1(0), and supp φ̂ ∈ B1(0), and let AP be the affine
transformation which maps B1(0) into P. We define
φP(x) = φ(A−1P x).
3 L4 orthogonality
In this section we prove some L4-type orthogonality estimates.
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Proposition 1 . Let τ jk , τ
j
k′ be such that d(τ
j
k , τ
j
k′) = 2
−r & 2−j, then for every m ∈ τ jk ,m′ ∈
τ jk′, w,w
′ ∈ S1 with |w − w′| . 2−t, we have
ˆ
φP(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,mR∗f2χτ jk′∩tj+tw′,m∩t2j−rw′⊥,m′ ∣∣2
.
∑
α, α′: α∈2−(j+2t)Zw
α′∈2−(2j−r+2t)Zw′
ˆ
φP(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,m∩tj+2tw⊥,αR∗f2χτ jk′∩tj+tw′,m∩t2j−rw′⊥,m′∩t2j−r+2tw′⊥,α′ ∣∣2.
For the sake of readability we write the especial case of this proposition when r = j and
w = w′, see Figure 1.
Proposition 2 Let τ jk , τ
j
k′ be such that 2
−j = d(τ jk , τ
j
k′), then for every m ∈ τ jk and w ∈ S1,
we haveˆ
φP(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,mR∗f2χτ jk′∩tj+tw,m∣∣2
.
∑
α, α′: α∈2−(j+2t)Zw
α′∈2−(j+2t)Zw
ˆ
φP(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,m∩tj+2tw⊥,αR∗f2χτ jk′∩tj+tw,m∩tj+2tw⊥,α′ ∣∣2.
Proposition 3 Let τ jk′ , τ
r
k′′ be such that d(τ
j
k′ , τ
r
k′′) ∼ 2−r, then for every w,w′ ∈ S1 with
|w − w′| . 2−t, m ∈ τ jk′ , we haveˆ
φP(j,t,w,m)
∣∣R∗f1χτ j
k′∩t
j+t
w,m
R∗f2χτr
k′′∩t
r+t
w′,m
∣∣2
.
∑
α, w′′,α′: α∈2−(j+2t)Zw,
w′′∈S1j+t−r,
α′∈2−(2j−r+2t)Zw′′
ˆ
φP(j,t,w,m)
∣∣∣R∗f1χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α
R∗f2χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′
∣∣∣2.
Proof of Proposition 1.
Using Galilean and rotation invariances we can assume that m = (0, 0), w = (1, 0) and
P(j, t, w,m) is a
(
j + 2t, j + t, 2(j + t) , ((1, 0, 0), (0, 1, 0), (0, 0, 1))
)
parallelepiped. For
α ∈ 2−(j+2t)Z(0, 1) and α′ ∈ 2−(2j−r+2t)Zw′, let
Λα :=
{
(ξ, 12 |ξ|2) : ξ ∈ τ jk ∩ tj+tw,m ∩ tj+2tw⊥,α
}
and
Λα′ :=
{
(ξ, 12 |ξ|2) : ξ ∈ τ jk′ ∩ tj+tw′,m ∩ t2j−rw′⊥,m′ ∩ t
2j−r+2t
w′⊥,α′
}
.
Observe that by the Galilean and rotation invariances used we have α = (α0, 0), α′ = α′0w′
for some α0, α′0 with |α0| ≤ 2−j , |α′0| ∼ 2−r. By Plancherel, the result follows if we prove that
for each α1, α′1
#
{
(α2, α
′
2) :
(
P∗(j, t, w,m) + Λα1 + Λα′1
)⋂(
P∗(j, t, w,m) + Λα2 + Λα′2
)
6= ∅
}
. 1, (5)
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Figure 1: The refined orthogonality is represented in the picture: the Minkowski sums of the
lifts to the paraboloid ri + r′j are contained in disjoint parallelepipeds. Previously, the known
fact was with squares K−
1
2 ×K− 12 .
where + is the Minkowski sum.
We begin with the observation that for any α, the set Λα is contained in a mild dilation of
some
(
(−(j+2t),−(j+ t),−2(j+ t)), ((1, 0, 0), (0, 1, 0), (0, 0, 1))
)
parallelepiped, and for any
α′ the set Λα′ is contained in a mild dilation of some
(
(−(2j − r + 2t), −(j + t), −2(j + t)),
((w′, 0), (w′⊥, 0), (0, 0, 1))
)
parallelepiped.
Indeed, for any (ξ, 12 |ξ|2), (ξ˜, 12 |ξ˜|2) ∈ Λα, we have the representation
ξ = (α0, 0) + (λ1, λ2),
ξ˜ = (α0, 0) + (λ
′
1, λ
′
2),
for some λ1, λ2, λ′1λ′2 with |λ1|, |λ′1| ≤ 2−(j+2t) and |λ2|, |λ′2| ≤ 2−(j+t). Therefore,∣∣|ξ|2 − |ξ˜|2∣∣ = ∣∣α0(λ1 − λ′1) + |λ1|2 + |λ2|2 − |λ′1|2 − |λ′2|2∣∣ . 2−2(j+t).
Similarly, for any (ξ, 12 |ξ|2), (ξ˜, 12 |ξ˜|2) ∈ Λα′ we have the representation
ξ = α′0w
′ + w′λ1 + w′⊥λ2
ξ˜ = α′0w
′ + w′λ′1 + w
′⊥λ′2
for some λ1, λ2, λ′1λ′2 with |λ1|, |λ′1| ≤ 2−(2j−r+2t) and |λ2|, |λ′2| ≤ 2−(j+t). Therefore,∣∣|ξ|2 − |ξ˜|2∣∣ = ∣∣α′0|λ1 − λ′1|+ |λ1|2 + |λ2|2 − |λ′1|2 − |λ′2|2∣∣ . 2−2(j+t).
We deduce consequently, as by hypothesis |(1, 0)−w′| ≤ 2−t, that the Minkowski sum Λα+Λα′
is also contained in a mild dilation of some
(
− (j+ 2t),−(j+ t),−2(j+ t), ((1, 0, 0), (0, 1, 0),
(0, 0, 1))
)
parallelepiped.
Now, consider representatives of each subset (cαn ,
1
2 |cαn |2) ∈ Λαn , (cα′n , 12 |cα′n |2) ∈ Λα′n for
n = 1, 2. In order to prove (5), after the above observation, it is enough to prove that for any
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pair α1, α′1, we just have O(1) indices α2, α′2 such that
cα1 + cα′1 = cα2 + cα′2 +
(
O(2−(j+2t)), O(2−(j+t))
)
,
|cα1 |2 + |cα′1 |2 = |cα2 |2 + |cα′2 |2 +O(2−2(j+t)). (6)
We can write cα2 = cα1 + `(1, 0) +O(2−(j+t))(0, 1), cα′2 = cα′1 + `
′w′+O(2−(j+t))w′⊥ for some
`, `′ ∈ [−2−j , 2−j ]. It is enough to show |`| . 2−(j+2t) and |`′| . 2−(2j−r+2t). From (6) we get
that `, `′ should obey
` = −`′ +O(2−(j+2t)),∣∣|`|2 + |`′|2 + 2`cα1(1, 0) + 2`′cα′1w′ + cα1O(2−(j+t))(0, 1) + cα′1O(2−(j+t))w′⊥∣∣ . 2−2(j+t).
As |`| . 2−j and for some C1 ≤ 1, C2 ∼ 1 we can write cα1 = C12−j(1, 0) + O(2−(j+t))(0, 1)
and cα′1 = (C22
−r + C12−j)w′ +O(2−(j+t))w′⊥, we get∣∣|`′|2 + `′(cα′1w′ − cα1(1, 0))∣∣ . 2−2(j+t).
Then, as (cα′1w
′− cα1(1, 0)) = (cα′2w′− `′− cα1(1, 0)) = C2−r − `′ for some C ∼ 1, we deduce
|`′| . 2−2(j+t)2r.
From ` = −`′ +O(2−(j+2t)) we also obtain |`| . 2−(j+2t), and the proof is completed.

Proof of Proposition 3. As before, using Galilean and rotation invariances we can assume
that m = (0, 0) and w = (1, 0), and P(j, t, w,m) is a
(
((j + 2t), (j + t), 2(j + t)), ((1, 0, 0),
(0, 1, 0), (0, 0, 1))
)
parallelepiped.
We first prove the followingˆ
φP(j,t,w,m)
∣∣R∗f1χτ j
k′∩t
j+t
w,m
R∗f2χτr
k′′∩t
r+t
w′,m
∣∣2
.
∑
w′′,α′:w′′∈S1j+t−r,
α′∈2−(2j−r)Zw′′
ˆ
φP(j,t,w,m)
∣∣∣R∗f1χτ j
k′∩t
j+t
w,m
R∗f2χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r
w′′⊥,α′
∣∣∣2.
(7)
Consider
T := {(ξ, 12 |ξ|2) : ξ ∈ τ jk′ ∩ tj+tw,m}
and
Λw′′,α′ :=
{
(ξ, 12 |ξ|2) : ξ ∈ τ rk′′ ∩ tr+tw′,m ∩ %j+t−rw′′,m ∩ t2j−rw′′⊥,α′
}
.
According to Plancherel, (7) follows if we prove that for each w′′1 , α′1
#
{
(w′′2 , α
′
2) :
(
P∗(j, t, w,m) + T + Λw′′1 ,α′1
)⋂(
P∗(j, t, w,m) + T + Λw′′2 ,α′2
)
6= ∅
}
. 1.
7
It is clear that the set T is contained in mild dilation of a
(
(−j, −(j + t), −2j), ((1, 0, 0),
(0, 1, 0), (0, 0, 1))
)
parallelepiped.
Also, arguing as in the previous proposition, the sets Λw′′,α′ are contained in a mild dilation
of a
(
(−2j + r,−(j + t),−2j), ((w′′, 0), (w′′⊥, 0), (0, 0, 1))
)
parallelepiped.
As clearly |w′′ − (1, 0)| . 2−t, we have that the Minkowski sum T + Λw′′,α′ is contained in a
mild dilation of some
(
(−j,−(j + t),−2j), ((1, 0, 0), (0, 1, 0), (0, 0, 1)
)
parallelepiped.
Now, consider representatives of each subset (cw′′n,α′n ,
1
2 |cw′′n,α′n |2) ∈ Λw′′n,α′n for n = 1, 2. In
order to prove (7), after the above observation, it is enough to prove that for any pair w′′1 , α′1,
we just have O(1) indices w′′2 , α′2 such that
cw′′1 ,α′1 = cw′′2 ,α′2 +
(
O(2−j), O(2−(j+t))
)
,
|cw′′1 ,α′1 |2 = |cw′′2 ,α′2 |2 +O(2−2j). (8)
We can write cw′′2 ,α′2 = cw′′1 ,α′1 + `1w
′′
1 + `2w
′′⊥
1 . It is enough to prove that |`1| ≤ 2−(2j−r) and
|`2| ≤ 2−(j+t). From (8), we get that
|`1| . 2−j , |`2| . 2−(j+t),
|`1|2 + |`2|2 + 2`1cw′′1 ,α′1w′′1 + 2`2cw′′1 ,α′1w′′⊥1 . 2−2j .
As cw′′1 ,α′1 = C2
−rw′′1 + O(2−(j+t))w′′⊥1 for some C ∼ 1, we get |`1| ≤ 2−(2j−r) and |`2| ≤
2−(j+t), and therefore (7).
Now, noting that %j+t−rw′′,m ∩ τ rk′′ ∩ t2j−rw′′⊥,α′ is contained in a mild dilation of t
j+t
w′′,m ∩ τ rk′′ ∩ t2j−rw′′⊥,α′ ,
if we apply Proposition 1, we infer that for every w′′, α′,
ˆ
φP(j,t,w,m)
∣∣∣R∗f1χτ j
k′∩t
j+t
w,m
R∗f2χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r
w′′⊥,α′
∣∣∣2
.
∑
α,α′: α∈2−(j+2t)Zw,
α′∈2−(2j−r+2t)Zw′′
ˆ
φP(j,t,w,m)
∣∣∣R∗f1χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α
R∗f2χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′
∣∣∣2,
and therefore the result follows.

4 Trilinear estimate
Definition 1 Let S1, S2, S3 ⊂ S and (2) holds. We write (S1, S2, S3) ∼ (r, j, t, w,m, θ) if we
can find (r, j, t, w,m) ∈ N×N×N× S1×R2, r ≤ j, such that, perhaps reordering the Sn, we
8
have
S1 ⊂ {(ξ, 12 |ξ|2) : ξ ∈ τ jk ∩ tj+tw,m},
S2 ⊂ {(ξ, 12 |ξ|2) : ξ ∈ τ jk′ ∩ tj+tw,m},
S3 ⊂ {(ξ, 12 |ξ|2) : ξ ∈ τ rk′′ ∩ tr+tw′,m, },
for some k, k′, k′′, w′ such that m ∈ τ jk , d(τ jk , τ jk′) ∼ 2−j, d(τ jk′ , τ rk′′) ∼ d(τ jk , τ rk′′) ∼ 2−r,
|w − w′| ∼ 2−t and
θ ∼ 2−j2−r2−t.
Definition 2 Let Sn = {(ξ, 12 |ξ|2) : ξ ∈ supp fn} such that (2) holds. We say that f1, f2, f3
are (j, r, t, w,m, θ)- triangle type if (S1, S2, S3) ∼ (r, j, t, w,m, θ) for some (r, j, t, w,m) ∈
N× N× N× S1 × R2.
The following lemma finds a useful way to write any triple f1, f2, f3 whose supports satisfy
(2) as a sum of triangle type functions.
Lemma 1 Let Sn = {(ξ, 12 |ξ|2) : ξ ∈ supp fn} and (2) holds. Then, there exists a collection
{S1,i, S2,i, S3,i, ri, ji, ti, wi,mi}i=1 such that
i) It is a partition
S1 × S2 × S3 =
⋃
i≤C(θ)
S1,i × S2,i × S3,i.
ii) (S1,i, S2,i, S3,i) ∼ (ri, ji, ti, wi,mi, θ).
iii) There exist subsets of indices {Ij}j≤C log2 θ−1 such that⋃
i≤C(θ)
S1,i × S2,i × S3,i =
⋃
j≤C log2 θ−1
⋃
i∈Ij
S1,i × S2,i × S3,i
and for every j ≤ C log2 θ−1, i ∈ Ij,
#{i′ ∈ Ij : Sn1,i ∩ Sn1,i′ 6= ∅} . log2 θ−1,
#{i′ ∈ Ij : Sn2,i ∩ Sn2,i′ 6= ∅} . log2 θ−1 for some n1, n2 ∈ {1, 2, 3} n1 6= n2. (9)
Proof of Lemma 1.
It is easy to check that the hypothesis (2) means that for every ξ1 ∈ supp f1, ξ2 ∈ supp f2
and ξ3 ∈ supp f3, the area T of the triangle with vertices ξ1, ξ2, ξ3 is T ∼ θ.
We use a Whitney type decomposition (see [38]) adapted to the trilinear setting. We write
τ jk ∼ τ jk′ if τ jk is not adjacent to τ jk′ but have adjacent parents. For almost every x, y ∈ [0, 2]2,
there exists a unique pair τ jk , τ
j
k′ with τ
j
k ∼ τ jk′ containing x and y respectively.
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Figure 2: Example of S1, S2, S3 with (S1, S2, S3) ∼ (r, j, t, w,m, θ).
For every j, k = (k1, k2), k′ = (k′1, k′2) with τ
j
k ∼ τ jk′ and kj = (min(k1, k′1),min(k2, k′2)) −
(2−j+2, 2−j+2), we write τ jk′′ ∼ [τ jk , τ jk′ ] if τ jk′′ is contained in the square τ j−4kj but is not
adjacent to τ jk or τ
j
k′ , and for r < j recursively we write τ
r
k′′ ∼ [τ jk , τ jk′ ] if τ rk′′ is adjacent
to some τ r+1k′′′ with τ
r+1
k′′′ ∼ [τ jk , τ jk′ ], it does not contain any τ r+1k′′′′ with τ r+1k′′′′ ∼ [τ jk , τ jk′ ] and
k′′ ∈ 2−rZ2 + kr+1, and we set kr = kr+1 − (2−r, 2−r).
We define
A1 :=
⋃
j≥0
⋃
k
⋃
k′:τ jk∼τ jk′
⋃
0≤r≤j
⋃
k′′:τr
k′′∼[τ
j
k ,τ
j
k′ ]
τ jk × τ jk′ × τ rk′′ ,
A2 :=
⋃
j≥0
⋃
k
⋃
k′:τ jk∼τ jk′
⋃
0≤r≤j
⋃
k′′:τr
k′′∼[τ
j
k ,τ
j
k′ ]
if r=j, then τ j
k′ 6∼[τ
j
k ,τ
r
k′′ ]
τ jk × τ rk′′ × τ jk′ ,
A3 :=
⋃
j≥0
⋃
k
⋃
k′:τ jk∼τ jk′
⋃
0≤r≤j
⋃
k′′:τr
k′′∼[τ
j
k ,τ
j
k′ ]
if r=j, then τ j
k′ 6∼[τ
j
k ,τ
r
k′′ ] and τ
j
k 6∼[τ jk′ ,τrk′′ ]
τ rk′′ × τ jk × τ jk′ .
We have the following partition
[0, 2]6 = A1
⋃
A2
⋃
A3 almost everywhere.
Indeed, by construction we have
[0, 2]6 \A1 =
⋃
j≥0
⋃
k
⋃
k′:τ jk∼τ jk′
⋃
k′′: τ j
k′′ adjacent to τ
j
k or τ jk′
τ jk × τ jk′ × τ jk′′ ,
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and for each term τ jk × τ jk′ × τ jk′′ in the previous partition, it is easy to check that we have
τ jk × τ jk′ × τ jk′′
=
⋃
j′>j
⋃
k′′′
⋃
k′′′′:τ j
′
k′′′∼τ
j′
k′′′′
⋃
r≤j′
⋃
k′′′′′:τr
k′′′′′∼[τ
j′
k′′′ ,τ
j′
k′′′′ ]
(τ jk ∩ τ rk′′′′′)× (τ jk′ ∩ τ j
′
k′′′)× (τ jk′′ ∩ τ j
′
k′′′′)
⋃
j′>j
⋃
k′′′
⋃
k′′′′:τ j
′
k′′′∼τ
j′
k′′′′
⋃
r≤j′
⋃
k′′′′′:τr
k′′′′′∼[τ
j′
k′′′ ,τ
j′
k′′′′ ]
(τ jk ∩ τ j
′
k′′′)× (τ jk′ ∩ τ rk′′′′′)× (τ jk′′ ∩ τ j
′
k′′′′).
Thus, τ jk × τ jk′ × τ jk′′ ⊂ A2
⋃
A3, and we have proven that for almost every x, y, z ∈ [0, 2]2
we have x × y × z ∈ An for some n ∈ {1, 2, 3}. It just remains to check that |An ∩ An′ | = 0
for n 6= n′. This follows by observing that for any j, j′, r ≤ j − 1, r′, k, k′, k′′, k′′′, k′′′′,
k′′′′′ with τ jk ∼ τ jk′ , τ rk′′ ∼ [τ jk , τ jk′ ], τ j
′
k′′′ ∼ τ j
′
k′′′′ and τ
r′
k′′′′′ ∼ [τ j
′
k′′′ , τ
j′
k′′′′ ], if j
′ ≥ j then as the
parents of τ j
′
k′′′ and τ
j′
k′′′′ are adjacent and d(τ
j
k , τ
r
k′′), d(τ
j
k′ , τ
r
k′′) ≥ 2−j+2, we get τ j
′
k′′′′ ∩ τ rk′′ = ∅
or τ j
′
k′′′ ∩ τ jk = ∅ and τ j
′
k′′′ ∩ τ jk′ = ∅, and if j′ < j then as the parents of τ jk and τ jk′ are adjacent
we get τ r′k′′′′′ ∩ τ jk = ∅ or τ j
′
k′′′′ ∩ τ jk′ = ∅ and τ j
′
k′′′ ∩ τ jk′ = ∅.
Now, for each term τ jk×τ jk′×τ rk′′ in A1, let t be such that 2−t ∼ θ2j2r, we decompose τ jk×τ jk′ ,
τ jk × τ jk′ =
⋃
w∈S1t+2,m∈2−(t+j)Zw⊥
τ jk ∩ tj+tw,m × τ jk′ ∩ tj+tw,m.
As for each w ∈ S1t+2,m ∈ 2−(t+j)Zw⊥,
#
{
(w′,m′) : w′ ∈ S1t+2, m′ ∈ 2−(t+j)Zw′⊥ : τ jk ∩ tj+tw,m ∩ tj+tw′,m′ 6= ∅,
τ jk′ ∩ tj+tw,m ∩ tj+tw′,m′ 6= ∅
}
. 1,
we can break the sets τ jk ∩ tj+tw,m × τ jk′ ∩ tj+tw,m in O(1) subsets and get a partition,
τ jk × τ jk′ =
⋃
w∈S1t+2,m∈2−(t+j)Zw⊥
⋃
s≤C
τ jk ∩ tj+tw,m ∩ Ej,k,k′,w,m,s × τ jk′ ∩ tj+tw,m ∩ Ej,k,k′,w,m,s
for some sets Ej,k,k′,w,m,s. Fix (w,m), by (2), we have
|∠(ξ3 − ξ1, ξ2 − ξ1)| ∼ 2−t (10)
for every ξ1, ξ2, ξ3 such that (ξ1, 12 |ξ1|2) ∈ τ˜ jk ∩ t˜j+tw,m ∩ E˜j,k,k′,w,m,s ∩ S1, (ξ2, 12 |ξ2|2) ∈ τ˜ jk′ ∩
t˜j+tw,m ∩ E˜j,k,k′,w,m,s ∩S2 and (ξ3, 12 |ξ3|2) ∈ τ˜ rk′′ ∩S3, where E˜j,k,k′,w,m,s is the lift of Ej,k,k′,w,m,s
to the paraboloid. Therefore, we get
τ˜ rk′′ ∩ S3 ⊂ τ˜ rk′′ ∩
⋃
w′∈S1t+2, m′∈2−(t+r)Zw′⊥,
|w′−w|∼2−t,
tr+t
w′,m′∩τ
j
k∩tj+tw,m 6=∅
t˜r+tw′,m′ ∩ Ej,k,k′,w,m,w′,m′ ,
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for some sets Ej,k,k′,w,m,w′,m′ such that {t˜r+tw′,m′∩Ej,k,k′,w,m,w′,m′}w′,m′ are disjoint sets. Clearly,
there are just O(1) indices w′,m′ like that. We associate each j, k, k′, r, k′′, w,m, s, w′,m′ with
an index i, and define
S1,i = τ˜
j
k ∩ t˜j+tw,m ∩ E˜j,k,k′,w,m,s ∩ S1,
S2,i = τ˜
j
k′ ∩ t˜j+tw,m ∩ E˜j,k,k′,w,m,s ∩ S2,
S3,i = τ˜
r
k′′ ∩ t˜r+tw′,m′ ∩ E˜j,k,k′,w,m,w′,m′ ∩ S3.
We argue equivalently with A2 and A3. The sets obtained {S1,i, S2,i, S3,i}i satisfy i) and ii).
In order to see iii), we first notice that we consider the cases 2j . θ−1. Also, for each j, k,
there are O(1) indices k′ such that τ jk ∼ τ jk′ and O(j) indices r, k′′ such that τ rk′′ ∼ [τ jk , τ jk′ ].
Finally, for each j, k, k′, r, k′′ there are O(1) indices w,m. Indeed, fix ξ1, ξ2, ξ3 such that
(ξ1,
1
2 |ξ1|2) ∈ τ˜ jk ∩S1, (ξ2, 12 |ξ2|2) ∈ τ˜ jk′ ∩S2 and (ξ3, 12 |ξ3|2) ∈ τ˜ rk′′ ∩S3, then ξ3, ξ1 impose that
S2 ⊂ τ˜ jk′ ∩
⋃
i≤C
t˜j+twi,mi , and ξ3, ξ2 impose that S1 ⊂ τ˜ jk ∩
⋃
i≤C
t˜j+twi,mi . For each An the subsets of
indices {Ij} will be those with fixed j, and the n1, n2 in (9) will be those from the Whitney
decomposition.

Remark 1 Using the ideas of the proof of Lemma 1 we can show that hypothesis (2) in
Theorem 2 could be substitute by
|n(ξ1) ∧ n(ξ2) ∧ n(ξ3)| & θ.
In our notation, we immediately get the following from Theorem 3.
Theorem 4 Let f1, f2, f3 of (j, r, t, w,m, θ)-triangle type, then
ˆ
R3
3∏
n=1
( ∑
k∈2−λZ2∩supp fn
µ◦τλk
∗ χ◦τλk
) 1
2 . 2
j+r+t
2 23λ
3∏
n=1
( ∑
k∈2−λZ2∩supp fn
‖µ◦τλk ‖
) 1
2
for all finite measure µ◦τλk .
Theorem 2 will follow from the following theorem.
Theorem 5 If S1, S2, S3 are (j, r, t, w,m, θ)-triangle type then there exist constants C and κ
such that ˆ
BR
|R∗f1R∗f2R∗f3| . C(log2R)κ2
j+r+t
2 ‖f1‖L2‖f2‖L2‖f3‖L2 (11)
for all R > 0.
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Proof of Theorem 2.
First, we notice that if θ ≤ R−10 then the result is trivial using |R∗F |(x) ≤ ‖F‖1 ≤
| suppF | 12 ‖F‖2.
By Lemma 1 i), ii) and the triangle inequality
ˆ
BR
|R∗f1R∗f2R∗f3| ≤
∑
i
ˆ
BR
|R∗f1,iR∗f2,iR∗f3,i|,
where for each i, the functions f1,i, f2,i, f3,i are of (ji, ri, ti, wi,mi, θ)-triangle type for some
(ji, ri, ti, wi,mi). By Theorem 5,
ˆ
BR
|R∗f1R∗f2R∗f3| . θ− 12 (log2R)κ
∑
i
‖f1,i‖L2‖f2,i‖L2‖f3,i‖L2 .
By Lemma 1 iii) and Cauchy-Schwarz inequality we deduce the result.

We use the following definition.
Definition 3 We denote by K(λ) the smallest constant C such that
ˆ
P(j,t,w,m)[λ]
|R∗f1R∗f2R∗f3| ≤ C2
j+r+t
2 ‖f1‖L2‖f2‖L2‖f3‖L2
for every f1, f2, f3 of (j, r, t, w,m, θ)-triangle type.
The induction step explained in the introduction is the next proposition.
Proposition 4 K(2λ) . K(λ).
We also need the initial condition to start the induction argument.
Proposition 5 K(1) . 1
Proof of Theorem 5.
It is enough to prove K(log2R) . (log2R)κ. By Propositions 4 applied O(log2 log2R) times
and by Proposition 5 the result follows.

For the proof of Proposition 5 and in a forthcoming paper we will need the following1.
1In the present paper we just need L1 average and the ‘constant’ property will not be used.
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Proposition 6 Let f1, f2, f3 be (j, r, t, w,m, θ)-triangle type. Then, there exists a function
ψ, such that
− L 43 average on P(j, t, w,m) :
 
P(j,t,w,m)
|ψ| 43 . 1,
− ‘Constant’ on p(j, t, w,m) : ψ = ψ ∗ |p(r, t, w,m)|−1ϕp(r,t,w,m)
for some Schwartz function ϕp(r,t,w,m) adapted to p(r, t, w,m),
and
∣∣R∗f1R∗f2R∗f3∣∣(x) = ψ(x) sup
y1,y2,y3
3∏
n=1
φP(j,t,w,m)(yn)( ∑
α∈2−(j+2t)Zw
∣∣R∗f1χτ jk∩tj+tw,m∩tj+2tw⊥,α(y1)∣∣2
) 1
2
( ∑
α′∈2−(j+2t)Zw
∣∣R∗f2χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α′
(y2)
∣∣2) 12
( ∑
w′′∈S1j+t−r, α′′2−(2j−r+2t)Zw′′
∣∣R∗f3χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′′
(y3)
∣∣2) 12 .
Proof of Proposition 6.
By definition, there exists k, k′, k′′, w′ such that
 
P(j,t,w,m)
∣∣R∗f1R∗f2R∗f3∣∣ 43 =  
P(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,mR∗f2χτ jk′∩tj+tw,mR∗f3χτrk′′∩tr+tw′,m∣∣ 43 .
By Hölder’s inequality,
 
P(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,mR∗f2χτ jk′∩tj+tw,mR∗f3χτrk′′∩tr+tw′,m∣∣ 43
≤
( 
P(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,mR∗f2χτ jk′∩tj+tw,m∣∣2)
1
3
(  
P(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,mR∗f3χτrk′′∩tr+tw′,m∣∣2) 13( 
P(j,t,w,m)
∣∣R∗f2χτ j
k′∩t
j+t
w,m
R∗f3χτr
k′′∩t
r+t
w′,m
∣∣2) 13
= I1 · I2 · I3.
For I1 we use Proposition 2 to get
I1 .
( ∑
α, α′: α,α′∈2−(j+2t)Zw
 
φP(j,t,w,m)
∣∣R∗f1χτ jk∩tj+tw,m∩tj+2tw⊥,αR∗f2χτ jk′∩tj+tw,m∩tj+2tw⊥,α′ ∣∣2
) 1
3
.
For I2 and I3 we use Proposition 3 to get
I2 .
( ∑
α, w′′,α′′: α∈2−(j+2t)Zw,
w′′∈S1j+t−r,
α′′∈2−(2j−r+2t)Zw′′
 
φP(j,t,w,m)
∣∣∣R∗f1χτ jk∩tj+tw,m∩tj+2tw⊥,αR∗f3χτrk′′∩tr+tw′,m∩%j+t−rw′′,m ∩t2j−r+2tw′′⊥,α′′
∣∣∣2) 13
14
and
I3 .
( ∑
α′, w′′,α′′: α′∈2−(j+2t)Zw,
w′′∈S1j+t−r,
α′′∈2−(2j−r+2t)Zw′′
 
φP(j,t,w,m)
∣∣∣R∗f2χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α′
R∗f3χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′′
∣∣∣2) 13 .
Taking suprema we conclude the result observing that we can find a Schwartz function
ϕp(r,t,w,m) adapted to p(r, t, w,m) with
R∗f1R∗f2R∗f3(x) = R∗f1R∗f2R∗f3 ∗ |p(r, t, w,m)|−1ϕp(r,t,w,m)(x).

Proof of Proposition 5.
By Proposition 6,ˆ
P(j,t,w,m)
∣∣R∗f1R∗f2R∗f3∣∣ . ∣∣P(j, t, w,m)∣∣ sup
y1,y2,y3
∣∣(∑
α
∣∣R∗f1χτ jk∩tj+tw,m∩tj+2tw⊥,α(y1)∣∣2
) 1
2
(∑
α′
∣∣R∗f2χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α′
(y2)
∣∣2) 12
( ∑
w′′,α′′
∣∣R∗f3χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′′
(y3)
∣∣2) 12 .
Using |R∗F |(x) ≤ ‖F‖1, we haveˆ
P(j,t,w,m)
∣∣R∗f1R∗f2R∗f3∣∣ . ∣∣P(j, t, w,m)∣∣(∑
α
‖f1χτ jk∩tj+tw,m∩tj+2tw⊥,α‖
2
1
) 1
2
(∑
α′
‖f2χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α′
‖21
) 1
2
( ∑
w′′,α′′
‖f3χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′′
‖21
) 1
2
.
By Hölder’s inequality,ˆ
P(j,t,w,m)
∣∣R∗f1R∗f2R∗f3∣∣ . 2 j+r+t2 (∑
α
‖f1χτ jk∩tj+tw,m∩tj+2tw⊥,α‖
2
2
) 1
2
(∑
α′
‖f2χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α′
‖22
) 1
2
( ∑
w′′,α′′
‖f3χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′′,m ∩t
2j−r+2t
w′′⊥,α′′
‖22
) 1
2
.
Thus,
ˆ
P(j,t,w,m)
∣∣R∗f1R∗f2R∗f3∣∣ . 2 j+r+t2 3∏
n=1
‖fn‖2.
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Remark 2 To see that θ−
1
2 is sharp: take f1, f2, f3 be (j, r, t, w,m, θ)-triangle type of the
form
f1 = χτ jk∩tj+tw,m∩tj+2tw⊥,α
,
f2 = χτ j
k′∩t
j+t
w,m∩tj+2t
w⊥,α′
f3 = χτr
k′′∩t
r+t
w′,m∩%
j+t−r
w′,m ∩t
2j−r+2t
w′⊥,α′′
.
Arguing as in Proposition 1 and Proposition 3, we see that R∗f1R∗f2R∗f3 has magnitud
∼ |τ jk ∩ tj+tw,m ∩ tj+2tw⊥,α||τ
j
k′ ∩ tj+tw,m ∩ tj+2tw⊥,α′ ||τ rk′′ ∩ tr+tw,m ∩ %
j+t−r
w′,m ∩ t2j−r+2tw′⊥,α′′ | in a large portion of
P(j, t, w,m). Thus,
‖R∗f1R∗f2R∗f3‖ & |P(j, t, w,m)|2−(j+t+j+2t)2−(j+t+j+2t)2−(j+t+2j−r+2t)
= 2−3j2−4t2r,
while we have
‖f1‖2‖f2‖2‖f3‖2 ∼ 2− 12 (j+t+j+2t)2− 12 (j+t+j+2t)2− 12 (j+t+2j−r+2t)
= 2−
7
2
j2−
9
2
t2
1
2
r.
We introduce some definitions that we use in what follows:
C1 :=
{
c(tj+t+λw,m1 ∩ tj+2t+λw⊥,m′1 ) : τ
j
k ∩ tj+tw,m ∩ tj+t+λw,m1 ∩ tj+2t+λw⊥,m′1 6= ∅,
m1 ∈ 2−(j+t+λ)Zw⊥,m′1 ∈ 2−(j+2t+λ)Zw
}
,
C2 :=
{
c(tj+t+λw,m2 ∩ tj+2t+λw⊥,m′2 ) : τ
j
k′ ∩ tj+tw,m ∩ tj+t+λw,m2 ∩ tj+2t+λw⊥,m′2 6= ∅,
m2 ∈ 2−(j+t+λ)Zw⊥,m′2 ∈ 2−(j+2t+λ)Zw
}
,
C3 :=
{
c(%j+t−r+λm3,m ∩ t2j−r+2t+λm⊥3 ,m′3 ) : τ
r
k′′ ∩ tr+tw′,m ∩ %j+t−r+λm3,m ∩ t2j−r+2t+λm⊥3 ,m′3 6= ∅
m3 ∈ S1j+t−r+λ,m′3 ∈ 2−(2j−r+2t+λ)Zm3
}
,
where c(R) is the center of the quadrilateral R.
Lemma 2 For any collection {aω,n}ω,n we have
ˆ
P(j,t,w,m)[λ]
∣∣ 3∏
n=1
∑
ω∈Cn
aω,ne
2pii(ω,
1
2 |ω|2)x
∣∣dx ≤ CK(λ)∣∣P(j, t, w,m)[λ]∣∣ 3∏
n=1
( ∑
ω∈Cn
|aω,n|2
) 1
2 .
Proof. For the sake of notation compactness, we write
rω1 = t
j+t+λ
w,m1 ∩ tj+2t+λw⊥,m′1 , with c(t
j+t+λ
w,m1 ∩ tj+2t+λw⊥,m′1 ) = ω
rω2 = t
j+t+λ
w,m2 ∩ tj+2t+λw⊥,m′2 , with c(t
j+t+λ
w,m2 ∩ tj+2t+λw⊥,m′2 ) = ω
rω3 = %
j+t−r+λ
m3,m ∩ t2j−r+2t+λm⊥3 ,m′3 , with c(%
j+t−r+λ
m3,m ∩ t2j−r+2t+λm⊥3 ,m′3 ) = ω.
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We rewrite for n = 1, 2, 3,∑
ω∈Cn
aω,ne
2pii(ω,
1
2 |ω|2)x = C
∑
ω∈Cn
ˆ
rωn
∣∣rωn ∣∣−1aω,ne2pii((ω,12 |ω|2)−(η,12 |η|2))xe2pii(η,12 |η|2)·xdη.
We use the Taylor expansion of the exponential
e2pii((ω,
1
2 |ω|2−(η,
1
2 |η|2))x =
∑
γ
cγ((ω,
1
2 |ω|2)− (η, 12 |η|2))γxγ ,
where γ denotes a multiindex and the coefficients cγ are decreasing faster than any exponential
when |γ| → ∞. Thus,∑
ω∈Cn
aω,ne
2pii(ω,
1
2 |ω|2)x
= C
∑
γ
cγ
∑
ω∈Cn
ˆ
rωn
∣∣rωn ∣∣−1aω,n ((ω, 12 |ω|2)− (η, 12 |η|2))γe2pii(η,12 |η|2)·xdη xγ .
Arguing as in Proposition 1, we see that the sets r˜ωn are contained in a mild dilation of
some
((− (j + 2t+ λ), −(j + t+ λ), −2(j + t)− λ), ((w, 0), ((w, 0)× (m,−1)), (m,−1)))
parallelepiped, which is precisely the dual parallelepiped of P(j, t, w,m)[λ]. Therefore, we
can find an affine transformation AP(j,t,w,m)[λ], such that
|(AP(j,t,w,m)[λ]((ω, 12 |ω|2)− (η, 12 |η|2)))γ | . 1, η ∈ rωn
|((AP(j,t,w,m)[λ])−1(x))γ | . 1, x ∈ P(j, t, w,m)[λ].
Thus,∣∣∣ ∑
ω∈Cn
aω,ne
2pii(ω,
1
2 |ω|2)x
∣∣∣ = ∣∣∣∑
γ
cγR
∗φγ,t(x)((AP(j,t,w,m)[λ])−1(x))γ
∣∣∣ ≤ C∑
γ
|cγ ||R∗φγ,n(x)|
where
φγ,n(η) =
∑
ω∈Cn
χrωn
∣∣rωn ∣∣−1(AP(j,t,w,m)[λ]((ω, 12 |ω|2)− (η, 12 |η|2)))γaω,n.
Integrating over P(j, t, w,m)[λ],
ˆ
P(j,t,w,m)[λ]
∣∣ 3∏
n=1
∑
ω∈Cn
aω,ne
2pii(ω,
1
2 |ω|2)x
∣∣dx . ∑
γ1,γ2,γ3
|cγ1 ||cγ2 ||cγ3 |
ˆ
P(j,t,w,m)[λ]
3∏
n=1
|R∗φγ,n|dx.
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Thus,
ˆ
P(j,t,w,m)[λ]
∣∣ 3∏
n=1
∑
ω∈Cn
aω,ne
2pii(ω,
1
2 |ω|2)x
∣∣dx
.
∑
γ1,γ2,γ3
|cγ1 ||cγ2 ||cγ3 |2
j+r+t
2 K(λ)
3∏
n=1
‖φγ,n‖L2
=
∑
γ1,γ2,γ3
|cγ1 ||cγ2 ||cγ3 |2
j+r+t
2 K(λ)
3∏
n=1
( ˆ ∣∣ ∑
ω∈Cn
χrωn
∣∣rωn ∣∣−1(AP(j,t,w,m)[λ]((ω, 12 |ω|2)− (η, 12 |η|2)))γaω,n∣∣2) 12
.
∑
γ1,γ2,γ3
|cγ1 ||cγ2 ||cγ3 |2
j+r+t
2 K(λ)
3∏
n=1
|rωn |−
1
2
( ∑
ω∈Cn
|aω,n|2
) 1
2
∼
∑
γ1,γ2,γ3
|cγ1 ||cγ2 ||cγ3 ||P(j, t, w,m)[λ]|K(λ)
3∏
n=1
( ∑
ω∈Cn
|aω,n|2
) 1
2
,
and by the decay of the cγt we conclude the result.

We will use the well known estimate
Proposition 7
‖R∗f‖L2(BR) . R
1
2 ‖f‖2, for every R ≥ 1.
Proof of Proposition 4.
Fix z ∈ P(j, t, w,m)[2λ]. For x, y ∈ P(j, t, w,m)[λ](z) we have∑
ω∈Cn
R∗fnχrωn (x)
=
∑
ω∈Cn
ˆ
rωn
fn(η)e
2pii((ω,
1
2 |ω|2)−(η,
1
2 |η|2))·(x−y)e−2pii(η,
1
2 |η|2)ydσ(η)e−2pii(ω,
1
2 |ω|2)(x−y).
Defining fn,γ,ω(η) = fn(η)χrωn (AP(j,t,w,m)[λ]((ω,
1
2 |ω|2)− (η, 12 |η|2)))γ , we have, as in the proof
of the previous lemma,∑
ω∈Cn
R∗fnχrωn (x) =
∑
γn
cγn((AP(j,t,w,m)[λ])
−1(x− y))γ
∑
ω∈Cn
R∗fn,γ,ω(y)e−2pii(ω,
1
2 |ω|2)(x−y).
18
Thus,
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[λ](z))
.
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fn,γ,ω(y)e−2pii(ω,
1
2 |ω|2)(·−y)
∥∥∥
L1(P(j,t,w,m)[λ](z))
.
Using Lemma 2 and averaging with respect to y ∈ P(j, t, w,m)[λ](z)
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[λ](z))
.
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3K(λ)
∥∥∥ 3∏
n=1
( ∑
ω∈Cn
∣∣R∗fn,γ,ω∣∣2) 12∥∥∥
L1(P(j,t,w,m)[λ](z))
.
As we can find a collection
P(j, t, w,m)[2λ] ⊂
⋃
z
P(j, t, w,m)[λ](z),
summing on z, we get
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[2λ])
.
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3K(λ)
∥∥∥ 3∏
n=1
( ∑
ω∈Cn
∣∣R∗fn,γ,ω∣∣2) 12∥∥∥
L1(P(j,t,w,m)[2λ])
.
Now, as P(j, t, w,m)[2λ] ⊂ B2λ+2j+2t, we get
χP(j,t,w,m)[2λ]
( ∑
ω∈Cn
∣∣R∗fn,γ,ω∣∣2) 12 . φB2λ+2j+2t( ∑
ω∈Cn
∣∣R∗fn,γ,ωχrωn ∣∣2) 12
.
( ∑
k∈2−(j+t+λ)Z2
∑
ω∈Cn: rωn∩τ j+t+λk 6=∅
∣∣φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk ∣∣2
) 1
2
.
Let ψ
τ j+t+λ
k
be a Schwartz function which is comparable to 1 on the parallelepiped containing
τ˜ j+t+λ
k
, and whose compactly supported Fourier transform satisfies
|ψ̂
τ j+t+λ
k
| . | ◦τ j+t+λ
k
|−1χ◦
τ j+t+λ
k
.
We have by Jensen inequality that∣∣φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk ∣∣2 . ∣∣φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk ∗ ϕk∣∣2 ∗ |ψ̂τ j+t+λk |,
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where ϕk satisfies ϕ̂k
(
φB2λ+2j+2tR
∗fn,γ,ωχrωn∩τ j+t+λk
)∨ ∼ (φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk
)∨
.
Hence,
χP(j,t,w,m)[2λ]
( ∑
ω∈Cn
∣∣R∗fn,γ,ω∣∣2) 12 . | ◦τ j+t+λk |− 12
×
( ∑
k∈2−(j+t+λ)Z2
( ∑
ω∈Cn: rωn∩τ j+t+λk 6=∅
∣∣φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk ∗ ϕk∣∣2) ∗ χ◦τ j+t+λk
) 1
2
.
Thus,
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[2λ])
.
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3K(λ)| ◦τ j+t+λ|−
3
2
∥∥∥ 3∏
n=1
( ∑
k∈2−(j+t+λ)Z2
( ∑
ω∈Cn: rωn∩τ j+t+λk 6=∅
∣∣φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk ∗ ϕk∣∣2) ∗ χ◦τ j+t+λk
) 1
2
∥∥∥
L1
.
Using Theorem 4 and Placherel’s theorem,
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[2λ])
.
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3K(λ)| ◦τ j+t+λ|−
3
2 2
j+r+t
2 23(j+t+λ)
3∏
n=1
( ∑
k∈2−(j+t+λ)Z2
∥∥∥ ∑
ω∈Cn: rωn∩τ j+t+λk 6=∅
∣∣φB2λ+2j+2tR∗fn,γ,ωχrωn∩τ j+t+λk ∗ ϕk∣∣2
∥∥∥
L1
) 1
2
∼
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3K(λ)| ◦τ j+t+λ|−
3
2 2
j+r+t
2 23(j+t+λ)
3∏
n=1
( ∑
ω∈Cn
∥∥∥φB2λ+2j+2tR∗fn,γ,ω∥∥∥2
L2
) 1
2
.
Using Proposition 7, and the rapidly decreasing of φB2λ+2j+2t away from B2λ+2j+2t,
∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[2λ])
.
∑
γ1
cγ1
∑
γ2
cγ2
∑
γ3
cγ3K(λ)| ◦τ j+t+λ|−
3
2 2
j+r+t
2 26(j+t+λ)
3∏
n=1
( ∑
ω∈Cn
∥∥∥fn,γ,ω∥∥∥2
L2
) 1
2
.
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Using that fn,γ,ω . fnχrωn , and the decay of cγ1 , cγ2 , cγ3 ,∥∥∥ 3∏
n=1
∑
ω∈Cn
R∗fnχrωn
∥∥∥
L1(P(j,t,w,m)[2λ])
. K(λ)| ◦τ j+t+λ|− 32 2 j+r+t2 26(j+t+λ)
3∏
n=1
( ∑
ω∈Cn
∥∥∥fnχrωn∥∥∥2L2) 12
= K(λ)| ◦τ j+t+λ|− 32 2 j+r+t2 26(j+t+λ)
3∏
n=1
‖fn‖L2
∼ K(λ)2 j+r+t2
3∏
n=1
‖fn‖L2 .

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