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Abstract
In the theory of dynamical systems, a fundamental problem is to study the asymptotic
behavior of dynamical orbits. Lots of different asymptotic behavior have been learned in-
cluding different periodic-like recurrence such periodic and almost periodic, the level sets
and irregular sets of Birkhoff ergodic avearge, Lyapunov expoents. In present article we use
upper and lower natural density, upper and lower Banach density to differ statistical future
of dynamical orbits and establish several statistical concepts on limit sets, in particular such
that not only different recurrence are classifiable but also different non-recurrence are clas-
sifiable. In present paper we mainly deal with dynamical orbits with empty syndetic center
and show that twelve different statistical structure over expanding or hyperbolic dynamical
systems all have dynamical complexity as strong as the dynamical system itself in the sense of
topological entropy. Moreover, multifractal analysis on various non-recurrence and Birkhoff
ergodic averages are considered together to illustrate that the non-recurrent set has rich and
colorful asymptotic behavior from the statistical perspective, although the non-recurrent set
has zero measure for any invariant measure from the probabilistic perspective.
Roughly speaking, on one hand our results describe a world in which there are twelve
different predictable order in strongly chaotic systems but also there are strong chaos in
any fixed predictable order from the viewpoint of dynamical complexity on full topological
entropy; and on other hand we find that various asymptotic behavior such as (non-)recurrence
and (ir)regularity from differnt perspecitve survive togother and display strong dynamical
complexity in the sense of full topological entropy. In this process we obtain two powerful
ergodic properties on entropy-dense property and saturated property.
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1 Introduction
In the theory of dynamical systems, i.e., the study of the asymptotic behavior of trajectories
or orbits {fn(x)}n∈N when f : X → X is a continuous map of a compact metric space X
(called a topological dynamical system or TDS for short), one may say that two fundamental
problems are to understand how to partition different asymptotic behavior and how the points
with same asymptotic behavior control or determine the complexity of system (X, f). There
are two main methods to study asymptotic behavior: one is from the perspective of topology
(or geometry) and another is from the perspective of statistics (or measure). Stable Manifold
Theorem is a classical way to study asymptotic behavior of dynamical orbits. Stable and unstable
manifolds are well learned from the perspective of topology (or geometry) in the sense of product
structure, smooth regularity and absolute continuity etc, especially in the study of smooth
chaotic dynamics including hyperbolic systems, non-uniformly hyperbolic systems and partially
hyperbolic systems, c.f. [46, 53, 6, 19]. In present paper we mainly pay attention to asymptotic
behavior from the statistical perspective.
Birkhoff Ergodic Theorem is one classical and basic way to study dynamical orbits by de-
scribing asymptotic behavior from the probabilistic viewpoint of a given observable function,
and this theorem states that the points with same asymptotic behavior in the sense of er-
godic average convergence form a set with dynamical complexity in the sense of full measure
for any invariant probability measures. It is well-known that Birkhoff Ergodic Theorem plays
fundenmental roles in all fields of dynamical systems. Here we mainly recall some Multifrac-
tal Analysis Theory. For a continuous function ϕ : X → R, define Birkhoff ergodic avearge
φ(x) := limn
1
n
∑n−1
i=0 ϕ(f
i(x)) if it exists. Define the level sets K(α) := {x ∈ X : φ(x) = α}.
Each K(α) descirbe the points with same asymptotic behavior in the sense of ergodic average
convergence and converging to a given real number. These K(α) form a multifractal decompo-
sition and the function α 7→ dimK(α) is a multifractal spectrum. Here dimK(α) is a global
dimensional quantity that assigns to each level set of φ a ‘size’ or ‘complexity’, such as its topo-
logical entropy or Hausdorff dimension. There are lots of research in this direction, for example,
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see [35, 74, 7, 9, 67, 99, 100, 25, 26]. On the other hand, the set of points that Birkhoff ergodic
avearge limn
1
n
∑n−1
i=0 ϕ(f
i(x)) does not exist was also considered, called irregular set. From the
viewpoint of ergodic theory, the irregular points are negligible by Birkhoff Ergodic Theorem.
However, they describe the points with same asymptotic behavior in the sense of ergodic aver-
age divergence. Pesin and Pitskel [73] are the first to notice the phenomenon of the irregular
set carrying full topological entropy in the case of the full shift on two symbols from There
are lots of advanced results to show that the irregular points can carry full entropy in symbolic
systems, hyperbolic systems and systems with specification-like or shadowing-like properties, for
example, see [8, 21, 72, 36, 24, 101, 30]. The points in irregular set were also called points with
historic behavior, see [86, 98]. It is worth of mentioning Takens’ last problem in [98]: Whether
there are smooth dynamical systems such that the points with historic behavior form a set with
dynamical complexity in the sense of Lebesgue positive measure persistently?
Oseledec Multiplicative Ergodic theorem is an analogue of Birkhoff Ergodic Theorem in the
sense of higher dimensional perspective, which has played crucial roles in the study of smooth
dynamics, especially non-uniformly hyperbolic systems and partially hyperbolic systems. This
theorem describes asymptotic behavior from the viewpoint of a given observable cocycle or
tangent derivative of a differential map, and this theorem states that the points with same
asymptotic behavior in the sense of multiplicative ergodic average convergence (which are called
Lyapunov exponents) form a set with dynamical complexity in the sense of full measure for any
invariant probability measures. Similar as the level sets and irregular sets of Birhoff ergodic
average, one also can define and consider corresponding level sets and irregular set by describing
asymptotic behavior in the sense of Oseledec Multiplicative Ergodic convergence or not, called
Lyapunov level sets and Lyapunov irregular set. However, they are far away from well-studied
and only few results are known, provided that the cocycle satisfies asymptotically additive
condition or Ho¨der regularity, see [37, 103].
Another method to differ asymptotic behavior of dynamical orbit is from the perspective of
periodic-like recurrence. There are many such concepts, for example, periodic points, almost
periodic points, weakly almost periodic points etc [29, 51, 52, 43, 45, 44, 42, 85, 107, 102]. For
periodic points, it is well-known that the exponential growth of the periodic points equals to
topological entropy for hyperbolic systems but Kaloshin showed that in general periodic points
can grow much faster than entropy [51]. Moreover, it is well known that for C1 generic diffeo-
morphisms, all periodic points are hyperbolic so that countable and they form a dense subset
of the non-wandering set (by classical Kupka-Smale theorem, Pugh’s or Man˜e´’s Ergodic Closing
lemma from Smooth Ergodic Theory, for example, see [58, 93, 84, 83, 63]). However, periodic
point does not exist naturally. For example there is no periodic points in any irrational rotation.
Almost periodic point is a good generalization which exists naturally since it is equivalent that
it belongs to a minimal set( see [12, 44, 42, 43, 61]) and by Zorn’s lemma any dynamical system
contains at least one minimal invariant subset. There are many examples of subshifts which
are strictly ergodic (so that every point in the subshift is almost periodic) and has positive
entropy, for example, see [45]. In other words, almost periodic points have strong dynamical
complexity. For weakly almost periodic points, quasi-weakly almost periodic points and Banach-
recurrent points, it is shown recently that all their gap-sets with same asymptotic behavior carry
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high dynamical complexity in the sense of full topological entropy over dynamical system with
specification-like property and expansiveness[49, 102].
However, the opposites of recurrent points, called non-recurrent points, are not studied as
far as the authors know. By Poincare´ recurrence theorem, recurrent set has totally full measure
so that non-recurrent set has zero measure for any invariant measure. In other words, non-
recurrent set has no sense in the probabilistic perspective. Analogous to rich classifications of
periodic-like recurrence, a natural question is whether different non-recurrent points also exhibit
rich and colorful asymptotic behavior. Motivated by that upper and lower natural density, upper
and lower Banach density play important roles to establish the concepts of so many periodic-like
recurrence, we notice that one can use upper and lower natural density, upper and lower Banach
density to establish several concepts on statistical limit sets to describe different statistical future
of dynamical orbits. With the benefit of these new introduced statistical limit sets, not only
all concepts in [49, 102] on periodic-like recurrence are covered but also they provide many
possibility to classify different asymptotic behavior in the set of non-recurrent points.
In present paper we mainly consider twelve possible asymptotic behavior and for expanding or
hyperbolic dynamical systems, we show that the set points with same asymptotic behavior of any
fixed one of them is not only non-empty but also carries full topological entropy, simultaneously
multifractal analysis on Birkhoff ergodic averages are considered together.
Remark 1.1. Various concepts on chaos such as Li-Yorke chaos and distributional chaos and the
concepts related with physical perspective such as physical measures and Sinai-Ruelle-Bowen
measures are also very nice ways to observe asymptotic behavior, but we do not discuss these
in present paper.
1.1 Statistical ω−limit sets
Throughout this paper, we denote the sets of natural numbers, integer numbers and nonnegative
numbers by N,Z,Z+ respectively. For any x ∈ X, the orbit of x is {fnx}∞n=0 which we denote
by orb(x, f). The ω-limit set of x is defined as
ωf (x) :=
⋂
n≥1
⋃
k≥n
{fkx} = {y ∈ X : ∃ ni →∞ s.t. f
nix→ y}.
It is clear that ωf (x) is a nonempty compact f -invariant set.
Modified by that different statistical behaviour can reflect different asymptotic behaviour of
dynamical orbits, in present paper we will use natural density and Banach density to describe
all possible statistical structure of dynamical orbits and then we show that the set of points with
a fixed prescribed statistical behavior either is empty or carries large topological entropy. Let
S ⊆ N, define
d¯(S) := lim sup
n→∞
|S ∩ {0, 1, · · · , n− 1}|
n
, d(S) := lim inf
n→∞
|S ∩ {0, 1, · · · , n− 1}|
n
,
where |Y | denotes the cardinality of the set Y . These two concepts are called upper density and
lower density of S, respectively. If d¯(S) = d(S) = d, we call S to have density of d. Define
B∗(S) := lim sup
|I|→∞
|S ∩ I|
|I|
, B∗(S) := lim inf
|I|→∞
|S ∩ I|
|I|
,
5
here I ⊆ N is taken from finite continuous integer intervals. These two concepts are called
Banach upper density and Banach lower density of S, respectively. A set S ⊆ N is called
syndetic, if there is N ∈ N such that for any n ∈ N, S ∩ {n, n + 1, · · · , n + N} 6= ∅. These
concepts of density are basic and have played important roles in the field of dynamical systems,
ergodic theory and number theory, etc. Let U, V ⊆ X be two nonempty open subsets and x ∈ X.
Define sets of visiting time
N(U, V ) := {n ≥ 1|U ∩ f−n(V ) 6= ∅} and N(x,U) := {n ≥ 1| fn(x) ∈ U}.
Definition 1.2. (Statistical ω−limit sets) For x ∈ X and ξ = d, d, B∗, B∗, a point y ∈ X
is called x − ξ−accessible, if for any ǫ > 0, N(x, Vǫ(y)) has positive density w. r. t. ξ, where
Bǫ(x) denotes the ball centered at x with radius ǫ. Let
ωξ(x) := {y ∈ X | y is x− ξ − accessible}.
For convenience, it is called ξ − ω-limit set of x or ξ−center of x. We also call ωB(x) to be
syndetic center of x.
Remark 1.3. We learned from [2] for maps and [3] for flows that ωd(x) is called essential ω-limit
set of x.
Note that
ωB(x) ⊆ ωd(x) ⊆ ωd(x) ⊆ ωB(x) ⊆ ωf (x). (1. 1)
1.2 Basic charaterization of ξ − ω-limit sets
It is easy to check that ξ−ω-limit set is compact and invariant (with possibility that some sets are
empty). In general we have the following characterization of the ξ−ω-limit set, ξ = d, d,B∗, B∗.
The set of f -invariant measures and ergodic measures supported on Y ⊆ X are denoted by
M(f, Y ) and Merg(f, Y ) respectively. Let Sµ denote the support of µ. For x ∈ X, we define the
empirical measure of x as
En(x) :=
1
n
n−1∑
j=0
δfj(x),
where δx is the Dirac mass at x. We denote the set of limit points of {En(x)} by Vf (x). As is
known, Vf (X) is a non-empty compact connected subset of M(f,X) [29]. For any two positive
integers ak < bk, denote [ak, bk] = {ak, ak + 1, · · · , bk} and [ak, bk) = [ak, bk − 1], (ak , bk) =
[ak + 1, bk − 1], (ak, bk] = [ak + 1, bk]. A point x is called quasi-generic for some measure µ, if
there is a sequence of positive integer intervals Ik = [ak, bk) with bk − ak →∞ such that
lim
k→∞
1
bk − ak
bk−1∑
j=ak
δfj(x) = µ
in weak∗ topology. Let V ∗f (x) = {µ ∈ M(f,X) : x is quasi-generic for µ}. This concept is
from [39] and from there it is known V ∗f (x) is always nonempty, compact and connected. Note
that Vf (x) ⊆ V
∗
f (x).
Theorem 1.4. Suppose (X, f) is a topological dynamical system.
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(1) For any x ∈ X, ωd(x) =
⋂
µ∈Vf (x)
Sµ.
(2) For any x ∈ X, ωd(x) =
⋃
µ∈Vf (x)
Sµ 6= ∅.
(3) For any x ∈ X, ωB(x) =
⋂
µ∈V ∗
f
(x) Sµ =
⋂
µ∈M(f,ωf (x))
Sµ =
⋂
µ∈Merg(f,ωf (x))
Sµ. If
ωB(x) 6= ∅, then ωB(x) is minimal.
(4) For any x ∈ X, ωB(x) =
⋃
µ∈V ∗
f
(x) Sµ =
⋃
µ∈M(f,ωf (x))
Sµ =
⋃
µ∈Merg(f,ωf (x))
Sµ 6= ∅;
(5) For any invariant measure µ and µ a. e. x ∈ X, ωd(x) = ωd(x) = ωB(x) = ωf (x). If further
µ is ergodic, then µ a. e. x ∈ X, ωd(x) = ωd(x) = ωB(x) = ωf (x) = Sµ.
1.3 Twelve Asymptotic Behavior without Syndetic Behavior
In present paper we mainly deal with dynamical orbits with empty syndetic center (that is,
ωB(x) = ∅). Using above statistical ω−limit sets, we know from Theorem 1.4 that
Theorem 1.5. Suppose (X, f) is a topological dynamical system. For any x ∈ X, if ωB(x) = ∅,
then x satisfies only one of following twelve cases:
Case (1). ∅ = ωB(x) ( ωd(x) = ωd(x) = ωB(x) = ωf (x);
Case (1’). ∅ = ωB(x) ( ωd(x) = ωd(x) = ωB(x) ( ωf (x);
Case (2). ∅ = ωB(x) ( ωd(x) = ωd(x) ( ωB(x) = ωf (x);
Case (2’). ∅ = ωB(x) ( ωd(x) = ωd(x) ( ωB(x) ( ωf (x);
Case (3). ∅ = ωB(x) = ωd(x) ( ωd(x) = ωB(x) = ωf (x);
Case (3’). ∅ = ωB(x) = ωd(x) ( ωd(x) = ωB(x) ( ωf (x);
Case (4). ∅ = ωB(x) ( ωd(x) ( ωd(x) = ωB(x) = ωf (x);
Case (4’). ∅ = ωB(x) ( ωd(x) ( ωd(x) = ωB(x) ( ωf (x);
Case (5). ∅ = ωB(x) = ωd(x) ( ωd(x) ( ωB(x) = ωf (x);
Case (5’). ∅ = ωB(x) = ωd(x) ( ωd(x) ( ωB(x) ( ωf (x);
Case (6). ∅ = ωB(x) ( ωd(x) ( ωd(x) ( ωB(x) = ωf (x);
Case (6’). ∅ = ωB(x) ( ωd(x) ( ωd(x) ( ωB(x) ( ωf (x).
Remark 1.6. If ωB(x) 6= ∅, then the relation between ωB(x), ωd(x), ωd(x), ωB(x), ωf (x) has
sixteen possible cases, which will be considered in another forthcoming paper.
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By item (5) of Theorem 1.4 every set of points satisfying one of above twelve cases except
Case (1) has zero measure for any invariant measure. In other words, most cases are negligible
from probabilistic viewpoint.
For any topological dynamical system (X, f), it is well-known that there exists minimal
subsystem so that there always exists x ∈ X satisfies ∅ 6= ωB(x) ( ωd(x) = ωd(x) = ωB(x) =
ωf (x) ∋ x, since for any minimal system (X, f), it is not difficult to see that every point x ∈ X
satisfies ∅ 6= ωB(x) ( ωd(x) = ωd(x) = ωB(x) = ωf (x) ∋ x. Note that this observation is also
true for any rotation map no matter whether it is irrational or not. Thus one one hand, above
twelve asymptotic behaviour do not appear in any minimal dynamics and some non-minimal
dynamics such as rational rotation map. On the other hand, it is also not expected to ensure
that above twelve asymptotic behaviour appear in any chaotic dynamical system or dynamical
system with positive topological entropy, since it is known there exists minimal system with
any given positive topological entropy (for example, see [45]) but positive topological entropy
implies chaotic [32]. So a natural question arises: What kind of dynamics display above twelve
asymptotic behaviour? In present paper we will give positive answer for hyperbolic or expanding
systems.
1.4 Statistical Behaviour in Recurrent Set
Definition 1.7. We call x ∈ X to be recurrent, if x ∈ ωf (x). Otherwise, x is called non-recurrent.
A point x ∈ X is called wandering, if there is a neighborhood U of x such that the sets
f−nU, n ≥ 0, are mutually disjoint. Otherwise, x is called non-wandering. A point x ∈ X is
almost periodic, if for every open neighborhood U of x, there exists N ∈ N such that fk(x) ∈ U
for some k ∈ [n, n+N ] and every n ∈ N.
Denote the set of almost periodic points by AP (f) and denote the set of non-wandering
points by Ω(f). Let Rec(f) and NRec(f) denote the sets of recurrent and nonrecurrent points
respectively. they classical concepts to describe different statistical behaviour in the study of
dynamical systems and ergodic theory. Fix an arbitrary x ∈ X. Let Bǫ(x) denote a ball centered
at x with radius ǫ. Then it is easy to check that
x ∈ AP (f) ⇔ x ∈ ωB(x)
⇔ ∀ ǫ > 0, N(x,Bǫ(x)) is syndetic ⇔ ∀ ǫ > 0, B∗(N(x,Bǫ(x))) > 0
⇔ x ∈ ωB(x) = ωd(x) = ωd(x) = ωB(x) = ωf (x);
x ∈ Rec(f) ⇔ ∀ ǫ > 0, N(x,Bǫ(x)) 6= ∅;
x ∈ Ω(f) ⇔ ∀ ǫ > 0, N(Bǫ(x), Bǫ(x)) 6= ∅;
x ∈ ωd(x) ⇔ ∀ ǫ > 0, d(N(x,Bǫ(x))) > 0
⇔ x ∈ ωd(x) = ωd(x) = ωB(x) = ωf (x);
x ∈ ωd(x) ⇔ ∀ ǫ > 0, d(N(x,Bǫ(x))) > 0⇔ x ∈ ωd(x) = ωB(x) = ωf (x);
x ∈ ωB(x) ⇔ ∀ ǫ > 0, B
∗(N(x,Bǫ(x))) > 0⇔ x ∈ ωB(x) = ωf (x).
Note that x ∈ ωd(x), x ∈ ωd(x), x ∈ ωB(x) in fact coincide with the notions of weak
almost periodic, quasi-weak almost periodic and Banach recurrent respectively which have been
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discussed in [49, 102] so that by the results of [49, 102], the set of recurrent points belonging
to any fixed case of Case (i), i = 1, 2, · · · , 6 carries full topological entropy provided that the
dynamical systems satisfies product property and uniform seperation. Applications include
hyperbolic and expanding maps as well as mixing subshifts of finite type and β−shifts. However,
on one hand it is still unknown whether the set of recurrent points belonging to any fixed case
of Case (i′), i = 1, 2, · · · , 6 carries full topological entropy or not and even it is unknown these
sets are empty or not. On the other hand, all the results of [49, 102] are restricted on recurrent
points but the set of nonrecurrent points are not considered.
Topological entropy is a classical concept to describe the measure of the degree of disorder
in a system or a deterministic space with order and harmony. In present paper we will show all
above twelve asymptotic behavior can occur in nonrecurrent set over expanding or hyperbolic
systems and a surprising finding is that every set of points satisfying one of above twelve cases
is empty and carries full topological entropy. In other words, expanding or hyperbolic systems
cover all above twelve statistical behavior and every statistical behavior has strong dynamical
complexity.
1.5 Statistical Behaviour in Nonrecurrent Set
The most important and classical dynamical systems considered in last 60 years are expanding
or hyperbolic systems, espeically Smale’s horseshoe has been as a basic model in the study
of smooth dynamics. In the study of expanding or hyperbolic systems, shadowing property
and expansivenss are two basic tools to show the existence, density and exponential growth
of periodic orbits, existence, uniqueness and ergodicity of equilibrium states (in particular,
maximal entropy measures), structural stabality with perturbation etc. We just suggest the
reader to have a look in the books [19, 53, 6, 80, 79] for more detailed treatment and references.
For possibility applicable for more dynamics, we take shadowing property and expansivenss as
our main assumptions, called topological version of expanding or hyperbolicity.
Definition 1.8. A topological dynamical system (X, f) is called topologically expanding, if X
has infinitely many points, f is positively expansive and satisfies the shadowing property. A
homeomorphism (X, f) is called topologically hyperbolic, if X has infinitely many points, f is
expansive and satisfies the shadowing property.
Remark 1.9. If X has finite many points, then the topological dynamical system (X, f) is simple
to study so that in present paper we require thatX has infinitely many points in the definitions of
topologically expanding and topologically hyperbolic. In this case, the system must have positive
topological entropy. Let us explain more precisely. From [65, Corollary 4] if a dynamical sytem
with shadowing has a recurrent but not minimal point, then the system has positive entropy.
Since topologically expanding or topologically hyperbolic implies density of periodic orbits so
that every transitive point is recurrent but not minimal. Thus the system has positive entropy.
Remark 1.10. There are non-hyperbolic but topologically hyperbolic diffemorphisms. From [40]
we know that non-hyperbolic diffemorphism with C1+Lip smoothness, conjugated to a transitive
Anosov dieomorphism, exists even the conjugation and its inverse is Ho¨lder continuous.
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Let ΥT := {x ∈ X | f |ωf (x) is transitive} and ΥS := {x ∈ X | f |ωf (x) has the shadowing
property}.
Remark 1.11. Note that for any x ∈ X, ωf (f) is internally chain transitive [47]. If x ∈ ΥS , then
ωf (x) is transitive. So one has ΥS ⊆ ΥT . Therefore, if we let Υ := ΥS ∩ ΥT = ΥS , X can be
written as the disjoint union
X = Υ ⊔ΥcT ⊔ (Υ
c
S ∩ΥT ),
where Ac denote the complement of A. Note that transitivity, expansiveness, shadowing are
preserved under topological conjugacy.
A point x ∈ X is called transitive if ωf (x) = X. Let Tran(f) denote the space of all transitive
points of (X, f).
Theorem A. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f) is
a homeomorphism that is topologically hyperbolic and transitive). Then htop(NRec(f)) =
htop(f) > 0 and
(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f)) = htop(f), i = 1, 2, · · · , 6.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f)) = htop(f), i = 1, 2, · · · , 6.
(II) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩Rec(f) \ Tran(f)) = htop(f), i = 1, 2, · · · , 6.
Remark 1.12. All the results in [49, 102] are stated for periodic-like recurrence restricted on tran-
sitive points. By using the language of present paper, it was essentially proved in [49, 102] that
htop({x ∈ X |x satisfies Case (i)} ∩ Tran(f)) = htop(f), i = 1, 2, · · · , 6. Here Theorem A gives
more new information on non-transitive but recurrent set Rec(f) \ Tran(f) and non-recurrent
set NRec(f). In particular, we emphasize that Cases (1’)-(6’) of Theorem A are unknown if
restricted on recurrent points. On the other hand, the results in [49, 102] are stated under the
slightly weaker condtions of g-product property and uniform separation which are applicable
to more general dynamics. However, it is still unknown whether Theorem A can be stated for
dynamic systems under such weaker conditions.
The above twelve asymptotic behavior describe predictable order of dynamical orbits but
topologically expanding or hyperbolic systems are strongly chaotic dynamical systems. Thus
Theorem A describe a world in which there are twelve different predictable order in strongly
chaotic systems but also there are strong chaos in any fixed predictable order from the viewpoint
of dynamical complexity on full topological entropy.
Moreover, Theorem A states that Nec(f) has rich and colorful asymptotic behavior from
the statistical perspective, although Nec(f) has zero measure for any invariant measure from
the probabilistic perspective.
1.6 Historic behaviour in Nonrecurrent sets
A point is called to have historic behavior, if there is a continuous function such that limn
1
n
∑n−1
i=0 ϕ(f
i(x))
does not exist, see [86, 98]. The set of points with historic behavior is also called irregular set,
denoted by I(f), see [73, 8, 21, 72, 36, 24, 101, 30]. From the viewpoint of ergodic theory, the
10
irregular points are negligible by Birkhoff Ergodic Theorem. However, they describe the points
with same asymptotic behavior in the sense of ergodic average divergence. Pesin and Pitskel
[73] are the first to notice the phenomenon of the irregular set carrying full topological entropy
in the case of the full shift on two symbols from There are lots of advanced results to show that
the irregular points can carry full entropy in symbolic systems, hyperbolic systems and systems
with specification-like or shadowing-like properties, for example, see [8, 21, 72, 36, 24, 101, 30].
Theorem B. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f) is a
homeomorphism that is topologically hyperbolic and transitive). Then htop(NRec(f) ∩ I(f)) =
htop(f) > 0 and
(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f) ∩ I(f)) = htop(f), i = 1, 2, · · · , 6.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f) ∩ I(f)) = htop(f), i = 1, 2, · · · , 6.
(II) htop({x ∈ X |x satisfies Case (i)} ∩Υ∩Rec(f) \ Tran(f)∩ I(f)) = htop(f), i = 1, 2, · · · , 6.
The asymptotic behavior of recurrence or non-recurrence and the asymptotic behavior of
historic behavior or irregularity are different ways to describe the world of dynamical orbits.
Theorem B states that these different types of asymptotic behavior not only survive together
but also they exihibit strong dynamical complexity in the sense of full topological entropy.
Moreover, Theorem B states that I(f) has rich and colorful asymptotic behavior from the
statistical perspective, although I(f) has zero measure for any invariant measure from the
probabilistic perspective.
On the other hand, notice that from item (1) and (2) of Theorem 1.4 Vf (x) is not a singleton
if ωd(x) 6= ωd(x), which implies
6⋃
i=3
{x ∈ X |x satisfies Case (i)} ∪
6⋃
i=3
{x ∈ X |x satisfies Case (i′)} ⊆ I(f).
Thus Cases (3)− (6′) can not survive together with the complementary set of I(f), called quasi-
regular set whose points are called quasi-regular points in [29, 69]. However, we will show that
quasi-regular points still can survive together with Cases (1) − (2′). Let QR(f) denote the set
of all quasi-regular points.
Theorem 1.13. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f)
is a homeomorphism that is topologically hyperbolic and transitive). Then htop(NRec(f) ∩
QR(f)) = htop(f) > 0 and
(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f) ∩QR(f)) = htop(f), i = 1, 2.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f) ∩QR(f)) = htop(f), i = 1, 2.
(II) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩Rec(f) \ Tran(f) ∩QR(f)) = htop(f), i = 1, 2.
It is interesting from the perspective of measures that the negligible set I(f) can survive
together with all above twelve statistical behavior but QR(f) just survive together with four
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statistical behavior although it has full measure for any invariant measure. Moreover, in [69]
Oxtoby also introduced a concept called regular points which form a subset of QR(f), denoted
by R(f). From [69] R(f) can be descripted as⋃
µ∈Merg(X,f)
Gµ ∩ Sµ.
As a subset of QR, it is easy to check that each point x ∈ R(f) satisfies that ωd(x) = ωf (x) so
that only Case (1) may possibly survive together with R(f) and note that R(f) ∩ NRec = ∅.
However, from the probabilistic perspective R(f) has full measure for any invariant measure by
Birkhoff ergodic theorem and ergodic decomposition theorem.
Theorem 1.14. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f) is
a homeomorphism that is topologically hyperbolic and transitive). Then htop({x ∈ X |x satisfies Case (1)}∩
Υ ∩ Tran(f) ∩ R(f))=htop({x ∈ X |x satisfies Case (1)} ∩ Υ ∩ Rec(f) \ Tran(f) ∩ R(f)) =
htop(f) > 0, i = 1, 2.
1.7 Multifractal Analysis in Nonrecurrent sets
Furthermore, we combine nonrecurrence and Birkhoff ergodic average together to study and get
many refined results on multifractal analysis, see below. Roughly speaking, we find that the
asymptotic behavior of irregularity and regularity observed by any non-trivial function can also
survive together with above twelve statistical behavior.
1.7.1 Irregular sets in Nonrecurrent sets Observed by a non-trivial Function
For a continuous function ϕ on X, define the ϕ−irregular set as
Iϕ(f) :=
{
x ∈ X : lim
n→∞
1
n
n−1∑
i=0
ϕ(f ix) diverges
}
.
Theorem C. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f) is a
homeomorphism that is topologically hyperbolic and transitive). Let ϕ be a continuous function
on X. If Iϕ(f) 6= ∅, then htop(NRec(f) ∩ Iϕ(f)) = htop(f) > 0 and
(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) = htop(f), i = 1, 2, · · · , 6.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f) ∩ Iϕ(f)) = htop(f), i = 1, 2, · · · , 6.
(II) htop({x ∈ X |x satisfies Case (i)}∩Υ∩Rec(f)\Tran(f)∩Iϕ(f)) = htop(f), i = 1, 2, · · · , 6.
Different with the case of quasi-regular points, an interesting phenomenon is that the com-
plementary set of the ϕ−irregular set, called ϕ−regular set and denoted by Rϕ(f), can survive
together with all above twelve asymptotic behavior. This implies that the gaps between Rϕ(f),
QR(f) and R(f) are ‘large’ even though they all have full measure for any invariant measure.
Theorem D. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f) is a
homeomorphism that is topologically hyperbolic and transitive). Let ϕ be a continuous function
on X. If Iϕ(f) 6= ∅, then htop(NRec(f) ∩Rϕ(f)) = htop(f) > 0 and
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(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f) ∩Rϕ(f)) = htop(f), i = 1, 2, · · · , 6.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f) ∩Rϕ(f)) = htop(f), i = 1, 2, · · · , 6.
(II) htop({x ∈ X |x satisfies Case (i)}∩Υ∩Rec(f)\Tran(f)∩Rϕ(f)) = htop(f), i = 1, 2, · · · , 6.
1.7.2 Variational Principle on Level Sets in Nonrecurrent sets
For a continuous function ϕ on X, denote
Lϕ =
[
inf
µ∈M(f,X)
∫
ϕdµ, sup
µ∈M(f,X)
∫
ϕdµ
]
and IntLϕ =
(
inf
µ∈M(f,X)
∫
ϕdµ, sup
µ∈M(f,X)
∫
ϕdµ
)
.
For any a ∈ Lϕ, denote
ta = sup
µ∈M(f,X)
{
hµ :
∫
ϕdµ = a
}
and consider the level set
Rϕ(a) :=
{
x ∈ X : lim
n→∞
1
n
n−1∑
i=0
ϕ(f ix) = a
}
.
If the system has positive entropy, then ta > 0 for any a ∈ Int(Lϕ) by using the technique of
constructing a simple covex sum of two measures.
Theorem E. Suppose (X, f) is topologically expanding and transitive (respectively, (X, f) is a
homeomorphism that is topologically hyperbolic and transitive). For a continuous function ϕ on
X with Int(Lϕ) 6= ∅ and a ∈ Int(Lϕ), htop(Rϕ(a)) = htop(Rϕ(a) ∩NRec(f)) = ta > 0 and we
have the following twelve conditional variational principle:
(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f) ∩Rϕ(a)) = htop(f), i = 1, 2, · · · , 6.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f) ∩Rϕ(a)) = htop(f), i = 1, 2, · · · , 6.
(II) htop({x ∈ X |x satisfies Case (i)}∩Υ∩Rec(f)\Tran(f)∩Rϕ(a)) = htop(f), i = 1, 2, · · · , 6.
Remark 1.15. We mainly deal with (X, f) to be topologically expanding and transitive. For a
homeomorphism (X, f) that is topologically hyperbolic and transitive, one can follow the similar
way to show conclusitons of our main theorems. Moreover, for homeomorphism case one can
also consider f−1 simultaneously to get more complicated but interesting results: for exam-
ple, htop({x ∈ X |x satisfies Case (i) by f} ∩ {x ∈ X |x satisfies Case (j) by f
−1} ∩NRec(f) ∩
NRec(f−1)) = htop(f), i, j = 1, 2, · · · , 6, 1
′, 2′, · · · , 6′. In other words, one can get 144 different
types of dynamical orbits by using their statistical behaviour of past and future restricted in
the nonrecurrent sets of f and f−1. It is left for the readers, who are interested in the recurrent
sets of f and f−1 or Rec(f) ∩NRec(f−1) or NRec(f) ∩Rec(f−1), to get many other types of
statistical behaviour.
Remark 1.16. We point out that all results of Theorem A, B, C, D and E can be stated for
topological pressure by similar arguments.
Remark 1.17. All results of Theorem A, B, C, D and E can be restricted on any non-empty
open set, since in fact Proposition A below shows locally-star-saturated.
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1.8 Comments from the Perspective of Sensitive Dependence on Initial Con-
ditions
Sensitivity to initial conditions says that any small uncertainty that may exist in the initial
conditions will grow exponentially with time, and eventually it will become so large that we will
lose all useful knowledge of the state of the system. Even if we know the state of the system
very precisely now, we cannot predict the future trajectory forever. However, Theorem A, B, C,
D and E tells us some information where the points sensitive with respect to an initial point will
go and in fact these sensitive points appear in everyone of above twelve asymptotic behavior.
Let us explain more precisely below.
Given ǫ > 0, a point x ∈ X is called a ǫ−sensitive point of y ∈ X (or (x, y) is called a
ǫ−sensitive pair) if there is n ≥ 1 such that d(fnx, fny) > ǫ. Let Sǫ(y) denotes the set of all
points that are ǫ−sensitive points of y.
Theorem F. Suppose (X, f) is topologically expanding and transitive. Then there exists ǫ > 0
such that for any x0 ∈ X and any neighborhood U of x, we have htop(NRec(f) ∩U ∩ Sǫ(x0)) =
htop(f) > 0 and
(I) htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩NRec(f) ∩ U ∩ Sǫ(x0)) = htop(f), i = 1, 2, · · · , 6.
(I’) htop({x ∈ X |x satisfies Case (i
′)} ∩ΥcT ∩NRec(f) ∩U ∩ Sǫ(x0)) = htop(f), i = 1, 2, · · · , 6.
(II) htop({x ∈ X |x satisfies Case (i)} ∩ Υ ∩ Rec(f) \ Tran(f) ∩ U ∩ Sǫ(x0)) = htop(f), i =
1, 2, · · · , 6.
If taking ǫ the expansive constant of the system, then U \ Sǫ(x0) = U ∩ f
−1(fx0) which
satifies that htop(U \ Sǫ(x0)) = htop(U ∩ f
−1(fx0)) = htop(f(U ∩ f
−1(fx0))) = htop({x0}) = 0.
Thus Theorem F can be deduced from Remark 1.17.
Remark 1.18. Theorem B, C, D and E can be also stated as sensitive version, but here we omit
the details.
1.9 Applications
1.9.1 Symbolic dynamics
Theorem A, B, C, D and E are suitable for all transitive subshift of finite type because it is
naturally expansive and from [105] a subshift satisfies shadowing property if and only if it is a
subshift of finite type.
1.9.2 Expanding maps and Hyperbolic diffeomorphisms
For any integer p ≥ 2, it is well-known that the map on interval [0,1]: x 7→ pxmod 1 is expanding
map which has shadowing property and positive expansiveness. Theorem A, B, C, D and E are
suitable for such expanding maps.
We now suppose that f :M →M is a diffeomorphism of a compact C∞ Riemannian manifold
M . Then the derivative of f can be considered a map df : TM → TM where TM =
⋃
x∈M TxM
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is the tangent bundle of M and dfx : TxM → Tf(x)M . A closed subset Λ ⊂ M is hyperbolic if
f(Λ) = Λ and each tangent space TxM with x ∈ Λ can be written as a direct sum TxM = E
u
x⊕E
s
x
of subspaces so that
1. Df(Esx) = E
s
f(x),Df(E
u
x ) = E
u
f(x);
2. there exist constants c > 0 and λ ∈ (0, 1) so that
‖Dfn(v)‖ ≤ cλn‖v‖ when v ∈ Esx, n ≥ 1, and ‖Df
−n(v)‖ ≤ cλn‖v‖ when v ∈ Eux , n ≥ 1.
Furthermore, we say f satisfies Axiom A if Ω(f) is hyperbolic and the periodic points are dense
in Ω(f). It is well known that the basic set of Axiom A systems is expansive, transitive and
satisfies the shadowing property so that Theorem A, B, C, D and E are suitable for the subsystem
restricted on basic set. In particular, Theorem A, B, C, D and E are suitable for all transitive
Anosov dfiffeomorphisms (for which the whole space M is hyperbolic).
1.9.3 Dynamical Systems with Shadowing or (almost) Specification
Since expanding and hyperbolicity is too strong and the assumptions for results of [102, 49] in
recurrent case are sligtly weaker, a natural question arises:
Question 1.19. Whether shadowing or (almost) specification and uniform separation are enough
to get all the results of Theorem A, B, C, D and E ?
It is unknown whether this question is ture or not. However, we aim to characterize some
cases of non-recurrent points in more general dynamical systems.
Theorem G. Suppose (X, f) satisfies the shadowing property or the almost specification. Then
htop(NRec(f)) = htop(f).
We know from [77] that any β−shfit always satisfies g-almost product property (and thus
almost specification). So Theorem G is suitable for all β−shfits. It is worth mentioning that
from [23] the set of parameters of β for which specification holds, is dense in (1,+∞) but has
Lebesgue zero measure. It is known from [13, 23] that any topologically mixing interval map
satisfies Bowen’s specification but maybe not have expansiveness or uniform separation. For
example, Jakobson [50] showed that there exists a set of parameter values Λ ⊆ [0, 4] of positive
Lebesgue measure such that if λ ∈ Λ, then the logistic map fλ(x) = λx(1 − x) is topologically
mixing. So Theorem G is suitable for these interval maps.
In particular, we have a conclusion for generic dynamical systems. Let M be a compact
manifold with a decomposition. We can induce normalized Lebesgue measure L on M , project-
ing it from Dn. For every 1 ≤ i ≤ k take homeomorphisms ξi : Hi → D
n and denote by m the
Lebesgue measure on Rn. Then the sets A ⊆M such that ξi(A ∩Hi) is a Lebesgue measurable
set in Rn are called Lebesgue measurable on M . Clearly, it is a well defined σ-algebra. For any
(Lebesgue) measurable set A ⊆M , we define
L (A) :=
1
k
k∑
i=1
m(ξi(A ∩Hi)
m(Dn)
. (1. 2)
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One sees that L is non-atomic and positive on open sets since ξi is homeomorphism. Moreover,
L (M) = 1. Thus L is well defined lebesgue measure on M . Let C(M) be the set of continuous
maps on M and H(M) the set of homeomorphisms on M . We endow C(M) with the metric
dC(f, g) = sup
x∈M
d(fx, gx)
and H(M) with the metric
dH(f, g) = dC(f, g) + dC(f
−1, g−1).
Both spaces (C(M), dC), (H(M), dH ) are complete. A subset R of a metric space X is residual
if it contains a countable intersection of dense open sets. Recall that residual subsets of complete
spaces are always dense by Baire Theorem.
Corollary A. Let M be a compact topological manifold (with or without boundary) of dimension
at least 2 and assume that M admits a decomposition. Then there is a residual subset R ⊆ H(M)
(or R ⊆ C(M)) such that for any f ∈ R,
htop(NRec(f)) = htop(f) = +∞.
The result follows from the fact that C0 generic f ∈ H(M) (or f ∈ C(M)) has the shadowing
property and infinite entropy (see [56] and [54, 55], respectively) and Theorem G above.
1.9.4 Nonuniformly Hyperbolic Dynamical Systems
Let f be a C1+α diffeomorphism over a compact Riemannian manifold M. An ergodic measure
is called hyperbolic if its all Lyapunov exponents are non-zero. It was proved in [52, 53] that the
metric entropy of a hyperbolic ergodic measure can be approximated by the topological entropy
of a transitive topological hyperbolic set (called horseshoe there). Thus by Theorem B one has
Corollary B. LetM be a compact Riemannian manifold of dimension at least 2 and f be a C1+α
diffeomorphism. Then for i = 1, 2, · · · , 6, 1′, 2′, · · · , 6′, one has htop(NRec(f)) ≥ htop(NRec(f)∩
I(f)) ≥ htop({x ∈ X |x satisfies Case (i)} ∩NRec(f) ∩ I(f)) ≥
sup{htop(f |Λ)|Λ is a transitive topological hyperbolic set}
= sup{hµ(f)|µ is a hyperbolic ergodic measure}.
Remark 1.20. This corolalry also can be stated for C1 diffeomorphisms with dominated splitting
by replacing Katok’s horseshoe lemma by the one in [96, 97]
For a surface diffeomorphism, any ergodic measure with positive metric entropy should be
hyperbolic by classical Ruelle’s inequality on metric entropy and Lyapunov exponents [87]. In
other words, any surface diffeomorphism f satisfies that
htop(f) = sup{hµ(f)|µ is ergodic } = sup{hµ(f)|µ is hyperbolic and ergodic}
and thus we have following.
Corollary C. Let f be a C1+α surface diffeomorphism. Then for i = 1, 2, · · · , 6, 1′, 2′, · · · , 6′,
one has htop(NRec(f)) = htop(NRec(f)∩I(f)) = htop({x ∈ X |x satisfies Case (i)}∩NRec(f)∩
I(f)) = htop(f).
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1.10 Orgnization of the paper
The remainder of this paper is organized as follows. In Section 2 we will recall the notions
of entropy, shadowing and shadowing-like properties. and in Section 3 we will discuss basic
properties of statisitical asymptotic behavior. In Section 4 and Section 5 we strengthen entropy-
dense property and saturated property to stronger ones. In Section 6 we use entropy-dense
property and saturated property to study refined multifractal analysis with distinct asymptotic
behavior and in Section 7 we give the proofs of Theorem A, B, C, D, E, 1.13 and 1.14. Finally,
we give the proof of Theorem G in Section 8.
2 Preliminaries
2.1 Notions and Notations
Consider a metric space (O, d). Let A,B be two nonempty subsets, then the distance from x ∈ X
to B is defined as dist(x,A) := infy∈B d(x, y). Furthermore, the distance from A to B is defined
as dist(A,B) := supx∈A dist(x,B). Finally, the Hausdorff distance between A and B is defined
as
dH(A,B) := max {dist(A,B),dist(B,A)} .
Now consider a TDS (X, f). If for every pair of non-empty open sets U, V there is an integer
n such that fn(U)∩ V 6= ∅ then we call (X, f) topologically transitive. Furthermore, if for every
pair of non-empty open sets U, V there exists an integer N such that fn(U) ∩ V 6= ∅ for every
n > N , then we call (X, f) topologically mixing. We say that f is positively expansive if there
exists a constant c > 0 such that for any x, y ∈ X, d(f ix, f iy) > c for some i ∈ Z+. When f is
a homeomorphism, we say that f is expansive if there exists a constant c > 0 such that for any
x, y ∈ X, d(f ix, f iy) > c for some i ∈ Z. We call c the expansive constant. We say (Y, f |Y ) is a
subsystem of (X, f) if Y is a closed f -invariant subset of X and f |Y is the restriction of f on Y .
It is not hard to check that Rec(f |Y ) = Rec(f)∩Y . Consequently, NRec(f |Y ) = NRec(f)∩Y .
A finite sequence C = 〈x1, · · · , xl〉, l ∈ N is called a chain. Furthermore, if d(fxi, xi+1) <
ε, 1 ≤ i ≤ l− 1, we call C an ε-chain. For any m ∈ N, if there are m chains Ci = 〈xi,1, · · · , xi,li〉,
li ∈ N, 1 ≤ i ≤ m satisfying that xi,li = xi+1,1, 1 ≤ i ≤ m − 1, then can concatenate Cis to
constitute a new chain
〈x1,1, · · · , x1,l1 , x2,2, · · · , x2,l2 , · · · , xm,2, · · · , xm,lm〉
which we denote by C1C2 · · ·Cm. When m = ∞, we can also concatenate Cis to obtain a
pseudo-orbit
〈x1,1, · · · , x1,l1 , x2,2, · · · , x2,l2 , x3,2, · · · , x3,l3 , · · · 〉
which we denote by C1C2 · · ·Cm · · · .
Definition 2.1. Let A ⊆ X be a nonempty invariant set. We call A internally chain transitive if
for any a, b ∈ A and any ε > 0, there is an ε-chain Cab in A with connecting a and b.
Lemma 2.2. [47] For any x ∈ X, ωf (x) is chain transitive.
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For any two TDSs (X, f) and (Y, g), if π : (X, f) → (Y, g) is a continuous surjection such
that π ◦ f = g ◦ π, then we say π is a semiconjugation. We have the following conclusions:
π(AP (f)) = AP (g) and π(Rec(f)) = Rec(g). (2. 3)
If in addition, π is a homeomorphism, we call π a conjugation.
2.2 The Space of Borel Probability Measures
2.2.1 Metric Compatible with the Weak∗ Topology
The space of Borel probability measures on X is denoted by M(X) and the set of continuous
functions on X by C(X). We endow ϕ ∈ C(X) the norm ‖ϕ‖ = max{|ϕ(x)| : x ∈ X}. Let
{ϕj}j∈N be a dense subset of C(X), then
ρ(ξ, τ) =
∞∑
j=1
|
∫
ϕjdξ −
∫
ϕjdτ |
2j‖ϕj‖
defines a metric on M(X) for the weak∗ topology [104]. For ν ∈M(X) and r > 0, we denote a
ball in M(X) centered at ν with radius r by
B(ν, r) := {ρ(ν, µ) < r : µ ∈M(X)}.
One notices that
ρ(ξ, τ) ≤ 2 for any ξ, τ ∈M(X). (2. 4)
It is also well known that the natural imbedding j : x 7→ δx is continuous. Since X is compact
andM(X) is Hausdorff, one sees that there is a homeomorphism between X and its image j(X).
Therefore, without loss of generality we will assume that
d(x, y) = ρ(δx, δy). (2. 5)
A straight calculation using (2. 4) and (2. 5) gives
Lemma 2.3. Let (X, f) be a dynamical system and let x ∈ X.
1. Let 0 ≤ k < m < n and x ∈ X. Then
ρ(Em(x), En(f
k(x))) ≤
2
n
(n−m+ k),
2. Given ε > 0 and p ∈ N, for every y ∈ Bp(x, ε) we have ρ(Ep(y), Ep(x)) < ε.
3. Given ε > 0 and p, q ∈ N satisfying p ≤ q ≤ (1 + ε/2)p, for every y ∈ Bp(x, ε) we have
ρ(Eq(y), Ep(x)) < 2ε.
Definition 2.4. For µ ∈ M(X), the set of all x ∈ X with the property that µ(U) > 0 for all
neighborhood U of x is called the support of µ and denoted by Sµ. Alternatively, Sµ is the (well
defined) smallest closed set C with µ(C) = 1.
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2.2.2 The Space of Invariant Measures
We say µ ∈M(X) is an f -invariant measure if for any Borel measurable set A, one has µ(A) =
µ(f−1A). The set of f -invariant measures are denoted by M(f,X). We remark that if µ ∈
M(f,X), then the support of µ Sµ is a closed f -invariant set. We say µ ∈M(X) is an ergodic
measure if for any Borel set B with f−1B = B, either µ(B) = 0 or µ(B) = 1. We denote the set
of ergodic measures on X by Merg(f,X). It is well known that the ergodic measures are exactly
the extreme points of M(f,X). We have the following observation.
Lemma 2.5. Let Λ,Λ0 be three closed f -invariant subset of X with Λ0 ⊆ Λ. Suppose for any
x ∈ Λ, ωf (x) ⊆ Λ0. Then
M(f,Λ) =M(f,Λ0).
Proof. Of course, M(f,Λ) ⊇ M(f,Λ0). We now prove that M(f,Λ) ⊆ M(f,Λ0). In fact, by
the convexity of M(f,Λ) and M(f,Λ0), it is sufficient to prove that for any µ ∈ Merg(f,Λ),
µ ∈ M(f,Λ0). Indeed, choose an arbitrary generic point x ∈ Λ of µ. Then Sµ ⊆ ωf (x) ⊆ Λ0
which yields that µ ∈M(f,Λ0). The proof is completed.
For any x ∈ X, we define the measure center of x as
C∗x :=
⋃
µ∈M(f,ωf (x))
Sµ.
Furthermore, we define the measure center of an invariant set Λ ⊆ X as
C∗Λ :=
⋃
µ∈M(f,Λ)
Sµ.
Lemma 2.6. Let Λ ⊆ X be compact and f -invariant. We have the following relations:
(1)
⋂
µ∈Merg(f,Λ)
Sµ =
⋂
µ∈M(f,Λ) Sµ.
(2) C∗Λ =
⋃
µ∈Merg(f,Λ)
Sµ.
Proof. (1). It is clear that
⋂
µ∈Merg(f,Λ)
Sµ ⊇
⋂
µ∈M(f,Λ) Sµ. So we only need to prove that⋂
µ∈Merg(f,Λ)
Sµ ⊆
⋂
µ∈M(f,Λ) Sµ. Indeed, for any x ∈
⋂
µ∈Merg(f,Λ)
Sµ and ε > 0, one has
µ(B(x, ε)) > 0 for any µ ∈Merg(f,Λ). (2. 6)
If ν(B(x, ε)) = 0 for some ν ∈M(f,Λ), then by the ergodic decomposition Theorem [104], there
is a unique measure τ on the Borel subsets of the compact metrisable space M(f,Λ) such that
τ(M(f,Λ)) = 1 and
0 = ν(B(x, ε)) =
∫
M(f,Λ)
µ(B(x, ε))dτ(µ).
Therefore, for τ -a. e. µ ∈ Merg(f,Λ), µ(B(x, ε)) = 0, contradicting (2. 6). Thus x ∈⋂
µ∈M(f,Λ) Sµ which implies that
⋂
µ∈Merg(f,Λ)
Sµ ⊆
⋂
µ∈M(f,Λ) Sµ.
(2). It is clear that
⋃
µ∈Merg(f,Λ)
Sµ ⊆
⋃
µ∈M(f,Λ) Sµ. So it is sufficient to prove that⋃
µ∈Merg(f,Λ)
Sµ ⊇
⋃
µ∈M(f,Λ) Sµ. Indeed, for any µ ∈M(f,Λ) and any x ∈ Sµ, one has that
µ(B(x, ε)) > 0 for any ε > 0.
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By the ergodic decomposition Theorem, there is a µε ∈ Merg(f,Λ) with µε(B(x, ε)) > 0. This
implies that B(x, ε) ∩ Sµε 6= ∅. Since ε > 0 is arbitrary, x ∈
⋃
µ∈Merg(f,Λ)Smu
, which yields that⋃
µ∈Merg(f,Λ)
Sµ ⊇
⋃
µ∈M(f,Λ) Sµ.
2.3 Topological Entropy and Metric Entropy
2.3.1 Topological Entropy for Noncompact Set
As for noncompact sets , Bowen also developed a satisfying definition via dimension language
[16] which we now illustrate. For x, y ∈ X and n ∈ N, the Bowen distance between x, y is defined
as
dn(x, y) := max{d(f
ix, f iy) : i = 0, 1, · · · , n− 1}
and the Bowen ball centered at x with radius ε > 0 is defined as
Bn(x, ε) := {y ∈ X : dn(x, y) < ε}.
Let E ⊆ X, and Gn(E, σ) be the collection of all finite or countable covers of E by sets of
the form Bu(x, σ) with u ≥ n. We set
C(E; t, n, σ, f) := inf
C∈Gn(E,σ)
∑
Bu(x,σ)∈C
e−tu and C(E; t, σ, f) := lim
n→∞
C(E; t, n, σ, f).
Then we define
htop(E;σ, f) := inf{t : C(E; t, σ, f) = 0} = sup{t : C(E; t, σ, f) =∞}
The Bowen topological entropy of E is
htop(f,E) := lim
σ→0
htop(E;σ, f). (2. 7)
The following Lemma is from Bowen [16].
Lemma 2.7. Let f : X → X be a continuous map on a compact metric space. Set
QR(t) = {x ∈ X | ∃τ ∈ Vf (x) with hτ (T ) ≤ t}.
Then htop(f,QR(t)) ≤ t.
2.3.2 Metric Entropy
We call (X,B, µ) a probability space if B is a Borel σ−algebra on X and µ is a probability
measure on X. For a finite measurable partition ξ = {A1, · · · , An} of a probability space
(X,B, µ), define
Hµ(ξ) = −
n∑
i=1
µ(Ai) log µ(Ai).
Let f : X → X be a continuous map preserving µ. We denote by
∨n−1
i=0 f
−iξ the partition whose
element is the set
⋂n−1
i=0 f
−iAji , 1 ≤ ji ≤ n. Then the following limit exists:
hµ(f, ξ) = lim
n→∞
1
n
Hµ
(
n−1∨
i=0
f−iξ
)
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and we define the metric entropy of µ as
hµ(f) := sup{hµ(f, ξ) : ξ is a finite measurable partition of X}.
We have the following Katok’s entropy formula.
Lemma 2.8. For any ν ∈Merg(f,X) and any 0 < γ < 1,
hν(f) = lim
ε→0
lim inf
n→∞
1
n
log inf{rn(A, ε) : ν(A) ≥ γ}
= lim
ε→0
lim sup
n→∞
1
n
log inf{rn(A, ε) : ν(A) ≥ γ}.
2.3.3 Characterizing Metric Entropy
For x ∈ X, we define the empirical measure of x as
En(x) :=
1
n
n−1∑
j=0
δfj(x),
where δx is the Dirac mass at x. Let F ⊆M(X) be a neighborhood. For n ∈ N, define
Xn,F := {x ∈ X : En(x) ∈ F}.
Lemma 2.9. [30] Let µ ∈M(f,X) be ergodic with hµ(f) > 0. Then for any η > 0, there exists
ε > 0 such that for each neighbourhood F of µ in M(X), there exists nF ∈ N such that for any
n ≥ nF , there exists an (n, ε)-separated set Γn ⊂ Xn,F ∩ Sµwith
|Γn| ≥ 2
n(hµ(f)−η).
2.4 Pseudo-orbit Tracing Properties
Bowen [18] proved that every Anosov diffeomorphism of a compact manifold has the shadowing
property and he used this notion efficiently in the study of ω-limit sets. Shadowing property is
typically satisfies by families of tent maps [27] and subshift of finite type [59]. Since its introduc-
tion, shadowing property has attracted various attentions. Moreover, shadowing property is also
satisfies for C0 generic systems [82, 56]. Meanwhile, shadowing property is also generalized to
various other forms. For example, there are studies on limit-shadowing [81], s-limit-shadowing
[64, 90], average-shadowing [60], asymptotic-average-shadowing [31], thick shadowing [22], d-
shadowing [28, 68], and ergodic shadowing [34].
2.4.1 Shadowing Property
Definition 2.10. For any δ > 0, a sequence {xn}
+∞
n=0 is called a δ-pseudo-orbit if
d(f(xn), xn+1) < δ for n ∈ Z
+.
Furthermore, {xn}
+∞
n=0 is ε-shadowed by some y ∈ X if
d(fn(y), xn) < ε for any n ∈ Z
+.
Finally, we say that (X, f) has the shadowing property if for any ε > 0, there exists δ > 0 such
that any δ-pseudo-orbit is ε-shadowed by some point in X.
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Lemma 2.11. Suppose (X, f) is topologically expanding and transitive. Let A ( X be a closed
invariant subset of X. Then there exists an x ∈ X such that
A ⊆ ωf (x) ⊆ ∪
∞
l=0f
−lA. (2. 8)
In particular, ⋃
y∈ωf (x)
ωf (y) ⊆ A ⊆ ωf (x) 6= X. (2. 9)
Proof. Let c be the expansive constant. By the shadowing property, there exists a δ > 0 such
that any δ-pseudo orbit can be c-shadowed. Since A is compact, we cover A by finite number of
balls {B(yi, δ)}
p
i=1. By the transitivity, for any two open balls B(yi, δ) and B(yj, δ), there exists
a wij ∈ B(yi, δ) such that f
lij(wij) ∈ B(yj, δ) for some lij ∈ N. Let
L = max{lij : 1 ≤ i, j ≤ p}. (2. 10)
Meanwhile, as a compact subset of compact metric space, A is separable, i. e. there exist
{xn}n≥1 ⊆ A which is dense in A. Now let us construct the δ-pseudo orbit as follows.
For r ≥ 1, one can find an n ∈ N and 1 ≤ t ≤ n such that r = n(n−1)2 + t. Then let zr = xt
and choose the orbit segment Or = 〈zr, · · · , f
rzr〉. After that, we concatenate the adjacent orbit
segments Or and Or+1 using the orbit segment Cr = 〈wr, · · · , f
lr(wr)〉, where Cr is chosen from
{〈wij , · · · , f
lij (wij)〉 : 1 ≤ i, j ≤ p}. Hence we obtain the following pseudo orbit:
O = O1C1 · · ·OrCr · · · .
It is clear that O constitutes an δ-pseudo orbit. So there exists an x ∈ B(z1, c) such that x
c-shadows O. Put j1 = k1 = 0 and jm = km−1 + |Cm−1|, km = jm−1 +m inductively for m ≥ 1.
We now prove that A ⊆ ωf (x). Indeed, it is sufficient to prove that for any n, xn ∈ ωf (x).
For then the denseness of {xn}n≥1 in A and the closeness of A yield the result. In fact, xn
occurs infinitely in O at the place {jk(k−1)
2
+n
}∞k=n. By the compactness of X, we suppose (by
taking a subsequence if neccessary) that limk→∞ f
j k(k−1)
2 +nx = u ∈ ωf (x). Then d(f
ixn, f
iu) =
limk→∞ d(f
ixn, f
j k(k−1)
2 +n
+i
x) < c. By the positive expansiveness, we have u = xn. Hence,
xn ∈ ωf (x).
On the other hand, for any v ∈ ωf (x), there exists a strictly increasing sequence ns such
that v = lims→∞ f
ns(x). The following discussion splits into two cases.
Case 1. For any p ≥ 1, there exists an nsp such that jmp ≤ nsp < nsp + p ≤ kmp for some
mp ∈ N. Suppose (take a subsequence if necessary) limp→∞ f
nsp−jmp zjmp = a. Then a ∈ A since
A is invariant and closed. Since d(fnsp+ix, fnsp−jmp+izjmp ) < c for 0 ≤ i ≤ p and all p. So we
have d(f iv, f ia) ≤ c for all i. By the positive expansiveness, we have v = a ∈ A. In particular,
ωf (v) ⊆ A.
Case 2. There is p˜ such that for all s ≥ 1, there exists nom ≥ 1 such that jm ≤ ns < ns+ p˜ ≤
km. In other words, for any s ≥ 1, there is some ms ≥ p˜ such that kms − p˜ < ns < jms+1. Using
pigeonhole principle, we suppose (by taking a subsequence if necessary) that ns = jms+1 − l
for some 0 < l ≤ p˜ + L where L is defined in (2. 10). Since d(f jms+1+ix, f izjms+1) < c for
0 ≤ i ≤ ms + 1 and all s. By the compactness of A, we suppose (by taking a subsequence if
necessary) that lims→∞ zjms+1 = z ∈ A. Then we have d(f
i+lv, f iz) < c for all i. By the positive
expansiveness, we have f lv = z ∈ A.
We thus have proved (2. 8), which immediately implies (2. 9).
Proposition 2.12. Consider ∆ ⊆ X which satisfies fk∆ = ∆ for some k ∈ N and let Λ =⋃k−1
i=0 f
i∆. Then
1. if (∆, fn) is expansive, then (Λ, f) is expansive;
2. if (∆, fn) is topologically transitive, then (Λ, f) is topologically transitive;
3. if (∆, fn) has the shadowing property, then (Λ, f) also has the shadowing property.
Proof. It is not hard to check and we omit the details.
2.4.2 Limit-shadowing and s-Limit-shadowing
Definition 2.13. A sequence {xi}
+∞
i=0 is called a limit-pseudo-orbit if
lim
i→∞
d(f(xi), xi+1) = 0.
Moreover, {xi}i∈N are limit-shadowed by y ∈ X if
lim
i→∞
d(f iy, xi) = 0.
Then we say (X, f) has the limit-shadowing property if any limit-pseudo-orbit can be limit-
shadowed.
Definition 2.14. For any δ > 0, a sequence {xi}
+∞
i=0 is called a δ-limit-pseudo-orbit if {xn}
+∞
n=0 is
both a δ-pseudo-orbit and a limit-pseudo-orbit. Furthermore, {xn}
+∞
n=0 is ε-limit-shadowed by
some y ∈ X if {xn}
+∞
n=0 is both ε-shadowed and limit-shadowed by y. Finallly, we say that f has
the s-limit-shadowing property if for any ε > 0, there exists δ > 0 such that any δ-limit-pseudo-
orbit can be ε-limit-shadowed.
Lemma 2.15. [88, 5] If (X, f) is topological expanding, then (X, f) has the s-limit shadowing
property.
Defne the ω-limit set of a pseudo-orbit {xi}i∈N, given by
ω({xi}i∈N) =
⋂
n∈N
⋃
k≥n
{xk}.
The following Lemma is an easy exercise.
Lemma 2.16. If {xi}i∈N is limit-shadowed by y ∈ X, then ω({xi}i∈N) = ωf (y).
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2.4.3 Specification and Almost Specification Properties
Definition 2.17. [29] We say that (X, f) satisfies the specification property if for all ε > 0, there
exists an integer m(ε) such that for any collection {Ij = [aj , bj ] ⊆ Z
+ : j = 1, · · · , k} of finite
intervals with aj+1−bj ≥ m(ε) for j = 1, · · · , k−1 and any x1, · · · , xk in X, there exists a point
x ∈ X such that
d(faj+tx, f txj) < ε
for all t = 0, · · · , bj − aj and j = 1, · · · , k.
Pfister and Sullivan generalized the specification property to the g-approximate product
property in the study of large deviation [76]. Later on, Thompson renamed it as the almost
specification property in the study of irregular points [101]. The only difference is that the
blowup function g can depend on ε in the latter case. However, this subtle difference does not
affect our discussion here.
Definition 2.18. Let ε0 > 0. A function g : N× (0, ε0)→ N is called a mistake function if for all
ε ∈ (0, ε0) and all n ∈ N, g(n, ε) ≤ g(n + 1, ε) and
lim
n
g(n, ε)
n
= 0.
If ε ≥ ε0, we define g(n, ε) = g(n, ε0). For n ∈ N large enough such that g(n, ε) < n, let
Λn = {0, 1, · · · , n− 1}. Define the (g;n, ε)-Bowen ball centered at x as the closed set
Bn(g;x, ε) := {y ∈ X | ∃ Λ ⊆ Λn, |Λn \ Λ| ≤ g(n, ε) and max{f
jx, f jy : j ∈ Λ} ≤ ε}.
Definition 2.19. The dynamical system (X, f) has the almost specification property with mistake
function g, if there exists a function kg : (0,+∞) → N such that for any ε1 > 0, · · · , εm > 0,
any points x1, · · · , xm ∈ X, and any integers n1 ≥ kg(ε1), · · · , nm ≥ kg(εm), we can find a point
z ∈ X such that
f lj(z) ∈ Bnj(g;xj , εj), j = 1, · · · ,m,
where n0 = 0 and lj =
∑j−1
s=0 ns.
2.5 Uniform Separation Property
For δ > 0, ε > 0 and n ∈ N, two points x and y are (δ, n, ε)-separated if
|{j : d(f j(x), f j(y)) > ε, 0 ≤ j ≤ n− 1}| ≥ δn.
A subset E is (δ, n, ε)-separated if any pair of different points of E are (δ, n, ε)-separated.
Lemma 2.20. [76] Let ν ∈M(X) be ergodic and h∗ < hν. Then there exist δ
∗ > 0 and ε∗ > 0
so that for each neighborhood F of ν in M(X), there exists n∗F ∈ N such that for any n ≥ n
∗
F ,
there exists Γn ⊆ Xn,F which is (δ
∗, n, ε∗)-separated and satisfies log |Γn| ≥ nh
∗.
Furthermore, if the above δ∗ and ε∗ can be chosen to be independent of µ, one has the
following definition.
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Definition 2.21. We say (X, f) has the uniform separation property if the following holds. For
any η > 0, there exist δ∗ > 0 and ε∗ > 0 so that for µ ergodic and any neighbourhood F ⊆M(X)
of µ, there exists n∗F,µ,η ∈ N such that for any n ≥ n
∗
F,µ,η, there is a (δ
∗, n, ε∗)-separated set
Γn ⊆ Xn,F with
|Γn| ≥ 2
n(hµ−η).
Remark 2.22. The key observation of Definition 2.21 is that the selection of δ∗, ε∗ does not
depend on µ and F . This is exactly what ‘uniform’ means.
Uniform separation property is satisfied by some typical systems, as the following result
shows.
Proposition 2.23. [77] If (X, f) is expansive, h-expansive or asymptotic h-expansive, then
(X, f) has the uniform separation property.
For a fixed δ > 0, when n is large enough, a (δ, n, ε)-separated set is also an (n, ε)-separated
set. So we have the following Lemma.
Lemma 2.24. If (X, f) has the uniform separation property, then for any η > 0, there exists
ε˜ > 0 so that for µ ergodic and any neighbourhood F ⊆M(X) of µ, there exists n˜F,µ,η ∈ N such
that for any n ≥ n˜F,µ,η, there is a (n, ε˜)-separated set Γn ⊆ Xn,F with
|Γn| ≥ 2
n(hµ−η).
Furthermore, we use a discussion similar to [77, Corollary 3.1] and obtain the following result.
Proposition 2.25. Assume that (X, f) satisfies the entropy dense and uniform separation prop-
erty. Then for any ζ > 0, there exist ε > 0 so that for any ν ∈M(f,X) and its neighbourhood
G ⊆ M(X), there exists nG,ν,ζ ∈ N such that for any n ≥ nG,ν,ζ, there is a (n, ε)-separated set
Γn ⊆ Xn,G with
|Γn| ≥ 2
n(hν−ζ).
3 Statistical ω−limit sets: Proof of Theorem 1.4
Now we discuss some basic properties of statistical ω−limit sets.
Lemma 3.1. For (X, f) and x ∈ X, Merg(f, ωf (x)) ⊆ V
∗
f (x) ⊆M(f, ωf (x)). If Merg(f, ωf (x))
is dense in M(f, ωf (x)), then V
∗
f (x) =M(f, ωf (x)).
Proof. From [39, Proposition 3.9, Page 65] we know that for a point x0 and an ergodic mea-
sure µ0 ∈M(f, ωf (x0)), x0 is quasi-generic for µ0. So Merg(f, ωf (x)) ⊆ V
∗
f (x) ⊆M(f, ωf (x)).
If Merg(f, ωf (x)) is dense inM(f, ωf (x)), then V
∗
f (x) =M(X,ωf (x0)).
Lemma 3.2. For (X, f) and x ∈ X, z ∈ ωB(x) if and only if for any ε > 0, there exists an
N ∈ N such that for any N consecutive positive integers n + 1, · · · , n +N , d(fn+ix, z) < ε for
some 1 ≤ i ≤ N .
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Proof. Sufficiency: Let Ik = [ak, bk) be a sequence of positive integer intervals with bk−ak →∞
such that
lim
k→∞
|N(x, Vε(z)) ∩ Ik|
|Ik|
= lim inf
|I|→∞
|N(x, Vε(z)) ∩ I|
|I|
.
Let bk − ak = lkN + rk, 0 ≤ rk ≤ N − 1 for each k ∈ N. Then for k large enough such that
lk ≥ 1, one has
|N(x, Vε(z)) ∩ Ik|
|Ik|
≥
lk
lkN + rk
≥
1
2N
.
This implies that
lim inf
|I|→∞
|N(x, Vε(z)) ∩ I|
|I|
= lim
k→∞
|N(x, Vε(z)) ∩ Ik|
|Ik|
≥
1
2N
> 0.
Since ε is arbitrary, we see that z ∈ ωB(x).
Necessity: Otherwise, for any ε > 0 and for any k ∈ N, there exists an nk ∈ N such that
d(fnk+ix, z) ≥ ε for 1 ≤ i ≤ k. Now consider the sequence of intervals Ik = [nk + 1, nk + k].
Then for any k ∈ N,
|N(x, Vε(z)) ∩ Ik| = 0.
This implies that
lim inf
|I|→∞
|N(x, Vε(z)) ∩ I|
|I|
= lim
k→∞
|N(x, Vε(z)) ∩ Ik|
|Ik|
= 0,
contradicting the fact that z ∈ ωB(x).
Corollary 3.3. Fix any x ∈ X. Then for any y ∈ ωf (x), ωB(x) ⊆ orb(y, f). As a result, ωB(x)
is either empty or a minimal set.
Remark that if ωB(x) 6= ∅, then by Corollary 3.3 there is a unique minimal subset in ωf (x)
which is exactly ωB(x).
Proof. If ωB(x) = ∅, there is nothing to prove. So we suppose ωB(x) 6= ∅. Select an arbitrary
z ∈ ωB(x). For any y ∈ ωf (x), if z /∈ orb(y, f), then let 2ε := dist(z, orb(y, f)) > 0. By Lemma
3.2, there is an N ∈ N such that for any n ∈ N, d(fn+ix, z) < ε for some 1 ≤ i ≤ N . Now
choose a 0 < δ < ε such that d(u, v) < δ implies that d(f ju, f jv) < ε, 1 ≤ j ≤ N . Moreover,
since y ∈ ωf (x), we select a p ∈ N such that d(f
px, y) < δ. Then there exist a 1 ≤ q ≤ N
such that d(fp+qx, z) < ε. However, the selection of δ and the condition 1 ≤ q ≤ N indicate
that d(fp+qx, f qy) < ε. So we have d(z, f qy) < 2ε, contradicting the definition of ε. Therefore,
z ∈ orb(y, f). Since z ∈ ωB(x) is arbitrary, we have ωB(x) ⊆ orb(y, f).
Moreover, it is well know that (by Zorn Lemma) every topological dynamical system has a
minimal system. So we select some z from a minimal subset of ωf (x). Therefore, orb(z, f) is
minimal. Moreover, since ωB(x) ⊆ orb(z, f) and ωB(x) is nonempty, closed and f -invariant,
ωB(x) is minimal, which completes the proof.
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Proof of Theorem 1.4. (1) On one hand, consider an arbitrary y ∈ ωd(x). For any
µ ∈ Vf (x), let mk →∞ be such that limk→∞ Emk(x) = µ. Then for any ε > 0, one has
µ(V2ε(y)) ≥ µ(Vε(y)) ≥ lim sup
k→∞
Emk(Vε(y))
= lim sup
k→∞
1
mk
mk−1∑
i=0
δf ix(Vε(y))
≥ lim inf
n→∞
1
n
n−1∑
j=0
δfjx(Vε(y)) > 0.
This implies that y ∈ Sµ and thus ωd(x) ⊆
⋂
µ∈Vf (x)
Sµ.
On the other hand, consider an arbitrary y ∈
⋂
µ∈Vf (x)
Sµ. For any ε > 0, let nk → ∞ be
such that
lim
k→∞
1
nk
nk−1∑
i=0
δf ix(Vε(y)) = lim inf
n→∞
1
n
n−1∑
j=0
δfjx(Vε(y)).
Then choose a subsequence nkl of nk such that liml→∞ Enkl (x) = τ for some τ ∈ Vf (x). Then
lim inf
n→∞
1
n
n−1∑
j=0
δfjx(Vε(y)) = lim
k→∞
1
nk
nk−1∑
i=0
δf ix(Vε(y)) = lim
l→∞
1
nkl
nkl−1∑
i=0
δf ix(Vε(y)) ≥ τ(Vε(y)) > 0.
Therefore, y ∈ ωd(x) and thus ωd(x) ⊇
⋂
µ∈Vf (x)
Sµ.
(2) On one hand, consider an arbitrary y ∈ ωd(x). Then for any ε > 0, one has
lim sup
n→∞
1
n
n−1∑
i=0
δf ix(Vε(y)) > 0.
Now choose a sequence nk →∞ such that
lim
k→∞
1
nk
nk−1∑
i=0
δf ix(Vε(y)) = lim sup
n→∞
1
n
n−1∑
j=0
δfjx(Vε(y)).
Then choose a subsequence nkl of nk such that liml→∞ Enkl (x) = τ for some τ ∈ Vf (x). Then
τ(V2ε(y)) ≥ τ(Vε(y)) ≥ lim
l→∞
1
nkl
nkl−1∑
i=0
δf ix(Vε(y))
= lim
k→∞
1
nk
nk−1∑
i=0
δf ix(Vε(y))
= lim sup
n→∞
1
n
n−1∑
j=0
δfjx(Vε(y)) > 0.
Therefore, V2ε(y)∩Sτ 6= ∅. So for each k ∈ N, we obtain a yk ∈ V1/k(y)∩Sµk for some µk ∈ Vf (x).
Thus yk → y as k →∞, which implies that y ∈
⋃
µ∈Vf (x)
Sµ and thus ωd(x) ⊆
⋃
µ∈Vf (x)
Sµ.
On the other hand, consider an arbitrary y ∈
⋃
µ∈Vf (x)
Sµ. For each k ∈ N, choose a
yk ∈ V1/k(y) ∩ Sµk for some µk ∈ Vf (x). Then V1/k(y) is a neighborhood of yk ∈ Sµk . This
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implies that µk(V1/k(y)) > 0. Since µk ∈ Vf (x), we choose a sequence kl → ∞ such that
liml→∞ Ekl(x) = µk. Then one sees that
lim sup
n→∞
1
n
n−1∑
i=0
δf ix(V1/k)(y) ≥ lim
l→∞
1
kl
kl−1∑
i=0
δf ix(V1/k(y)) ≥ µk(V1/k(y)) > 0.
Since k ∈ N is arbitrary, one has y ∈ ωd(x). Since y ∈
⋃
µ∈Vf (x)
Sµ is arbitrary, we see ωd(x) ⊇⋃
µ∈Vf (x)
Sµ.
(3) By Corollary 3.3, For any x ∈ X, ωB(x) is either empty or a minimal set.
By Lemma 3.1, Merg(f, ωf (x)) ⊆ V
∗
f (x) ⊆M(f, ωf (x)). Thus, by Lemma 2.6⋂
µ∈V ∗
f
(x)
Sµ =
⋂
µ∈M(f,ωf (x))
Sµ =
⋂
µ∈Merg(f,ωf (x))
Sµ.
So we only need to prove ωB(x) =
⋂
µ∈V ∗
f
(x) Sµ.
On one hand, consider an arbitrary y ∈ ωB(x). For any µ ∈ V
∗
f (x), let Ik = [ak, bk) be a
sequence of positive integer intervals with limk→∞ bk − ak =∞ such that
lim
k→∞
1
bk − ak
bk−1∑
j=ak
δfj (x) = µ.
Then for any ε > 0, one has
µ(V2ε(y)) ≥ µ(Vε(y)) = lim
k→∞
1
bk − ak
bk−1∑
j=ak
δfj(x)(Vε(y))
= lim
k→∞
|N(x, Vε(y)) ∩ Ik|
|Ik|
≥ lim inf
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
> 0.
This implies that y ∈ Sµ and thus ωB(x) ⊆
⋂
µ∈V ∗
f
(x) Sµ.
On the other hand, consider an arbitrary y ∈
⋂
µ∈V ∗
f
(x) Sµ. Let Ik = [ak, bk) be a sequences
of positive integer intervals with limk→∞ bk − ak =∞ such that
lim
k→∞
|N(x, Vε(y)) ∩ Ik|
|Ik|
= lim inf
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
.
Then choose a subsequence Ikl of Ik such that liml→∞
1
bkl−akl
∑bkl−1
j=akl
δfj(x) = τ for some τ ∈
V ∗f (x). We have
lim inf
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
= lim
k→∞
|N(x, Vε(y)) ∩ Ik|
|Ik|
= lim
l→∞
|N(x, Vε(y)) ∩ Ikl |
|Ikl |
= lim
l→∞
1
bkl − akl
bkl−1∑
j=akl
δfj(x)(Vε(y))
≥ τ(Vε(y)) > 0.
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Therefore, y ∈ ωB(x) and thus ωB(x) ⊇
⋂
µ∈V ∗
f
(x) Sµ.
(4) By Lemma 3.1, Merg(f, ωf (x)) ⊆ V
∗
f (x) ⊆M(f, ωf (x)). Thus, by Lemma 2.6⋃
µ∈V ∗
f
(x)
Sµ =
⋃
µ∈M(f,ωf (x))
Sµ =
⋃
µ∈Merg(f,ωf (x))
Sµ 6= ∅.
So we only need to prove ωB(x) =
⋃
µ∈V ∗
f
(x) Sµ.
We first prove ωB(x) =
⋃
µ∈V ∗
f
(x) Sµ. On one hand, consider an arbitrary y ∈ ωB(x). Then
for any ε > 0, one has
lim sup
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
> 0.
Now choose a sequence of positive integer intervals Ik = [ak, bk) with bk − ak →∞ such that
lim
k→∞
|N(x, Vε(y)) ∩ Ik|
|Ik|
= lim sup
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
.
Then choose a subsequence Ikl of Ik such that liml→∞
1
bkl−akl
∑bkl−1
j=akl
δfj(x) = τ for some τ ∈
V ∗f (x). We have
τ(V2ε(y)) ≥ τ(Vε(y)) = lim
l→∞
1
bkl − akl
bkl−1∑
j=akl
δfj(x)(Vε(y))
= lim
k→∞
1
bk − ak
bk−1∑
i=ak
δf ix(Vε(y))
= lim
k→∞
|N(x, Vε(y)) ∩ Ik|
|Ik|
= lim sup
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
> 0.
Therefore, Vε(y) ∩ Sτ 6= ∅. So for each k ∈ N, we obtain a yk ∈ V1/k(y) ∩ Sµk for some
µk ∈ Vf (x). Thus yk → y as k → ∞, which implies that y ∈
⋃
µ∈Vf (x)
Sµ and thus ωB(x) ⊆⋃
µ∈V ∗
f
(x) Sµ.
On the other hand, consider an arbitrary y ∈
⋃
µ∈V ∗
f
(x) Sµ. For each k ∈ N, choose a
yk ∈ V1/k(y) ∩ Sµk for some µk ∈ V
∗
f (x). Then V1/k(y) is a neighborhood of yk ∈ Sµk . This
implies that µk(V1/k(y)) > 0. Since µk ∈ V
∗
f (x), we choose a sequence kl →∞ such that
lim
l→∞
1
bkl − akl
bkl−1∑
j=akl
δfj(x) = µk.
Then one sees that
lim sup
|I|→∞
|N(x, V1/k(y)) ∩ I|
|I|
≥ lim
l→∞
|N(x, V1/k(y)) ∩ Ikl |
|Ikl |
= lim
l→∞
1
bkl − akl
bkl−1∑
j=akl
δfj(x)(V1/k(y))
≥ µk(V1/k(y)) > 0.
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Therefore, for any ε > 0, let k ∈ N be such that 0 < 1/k < ε, we see that
lim sup
|I|→∞
|N(x, Vε(y)) ∩ I|
|I|
≥ lim sup
|I|→∞
|N(x, V1/k(y)) ∩ I|
|I|
> 0
This indicates that y ∈ ωB(x) and thus ωB(x) ⊇
⋃
µ∈V ∗
f
(x) Sµ.
(5) By ergodic decomposition Theorem, we only prove the case that µ is ergodic. By ergod-
icity, for µ a. e. x ∈ X, any y ∈ Sµ and any ǫ > 0, N(x, Vǫ(y)) has positive density (equal to
µ(Vǫ(y))) w. r. t. d and d. So for µ a. e. x ∈ X, Sµ ⊆ ωd(x). By ergodicity, we also have that
for µ a. e. x ∈ X, Sµ = ωf (x). So we conclude the result.
4 Entropy-dense Properties
In this subsection, we introduce several entropy-dense properties, which shall serve for our needs
in the future. Eizenberg, Kifer and Weiss proved for systems with the specification property that
[33] any f -invariant probability measure ν is the weak limit of a sequence of ergodic measures
{νn}, such that the entropy of ν is the limit of the entropies of the {νn}. This is a central point
in large deviations theory, which was first emphasized in [38]. Meanwhile, this also plays an
crucial part in the computing of Billingsley dimension [10, 11] on shift spaces [75]. Pfister and
Sullivan refer to this property as the entropy-dense property [76].
4.1 Locally separated sets
Lemma A. Suppose (X, f) satisfies the shadowing property. Let Λ ⊆ X be closed f -invariant
and internally chain transitive. Then for any η > 0, for any µ ∈ M(f,Λ) and its neighborhood
Fµ, for any x ∈ Λ, there exists an ε
∗ = ε∗(η, µ) > 0 such that for any 0 < ε ≤ ε∗, for any N ∈ N,
there exist an n = n(Fµ, µ, η, ε) ≥ N such that for any p ∈ N, there exists an (pn, ε
∗/3)-separated
set Γpn so that
(a) Γpn ⊆ Xpn,Fµ ∩B(x, ε) ∩ f
−pnB(x, ε);
(b)
log |Γpn|
pn > hµ − η;
(c) dH(∪
pn−1
i=0 f
iΓpn,Λ) < 2ε.
Proof. Since Fµ is a neighborhood of µ, there is an a > 0 such that B(µ, a) ⊆ Fµ. By the
ergodic decomposition Theorem, there exists a finite convex combination of ergodic measures∑m
i=1 ciνi ∈ B(µ,
a
4 ) with h
∑m
i=1 ciνi
> hµ−
η
3 . Moreover, by the denseness of the rational numbers,
we can choose each ci =
bi
b with bi ∈ N and
∑m
i=1 bi = b.
By Lemma 2.9, for each i, there exist εi > 0 and ni ∈ N such that for any n ≥ ni, there
exists an (n, εi)-separated set Γ
νi
n ⊆ Xn,B(νi, a4 ) ∩Λ such that
log |Γ
νi
n |
n > hνi −
η
3 . Let ε˜ = min{εi :
1 ≤ i ≤ m} and ε∗ = min{ ε˜3 ,
a
4}. By the shadowing property, for any 0 < ε ≤ ε
∗, there exists a
0 < δ < ε such that any δ-pseudo-orbit can be ε-shadowed. Moreover, since Λ is compact, we
can cover Λ by finite number of open balls {B(xi, δ)}
l
i=1 with {xi}
l
i=1 ⊆ Λ. Since Λ is internally
chain transitive, for each 1 ≤ i ≤ m, there exist a δ-chain Cxxi with length l0i connecting x to
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xi and a δ-chain Cxix with length li0 connecting xi to x. Let L = max{l0i, li0 : 1 ≤ i ≤ l}. Now
choose k ∈ N large enough such that
1.
kbi ≥ ni for 1 ≤ i ≤ m and kb ≥ N ; (4. 11)
2.
2(m+ l)L
kb+ 2(m+ l)L
· 2 <
a
4
; (4. 12)
3.
kb(hµ −
2
3η)− 2m log l
kb+ 2(m+ l)L
> hµ − η. (4. 13)
By (4. 11), for each 1 ≤ i ≤ m, we obtain a (kbi, εi)-separated set Γ
νi
kbi
⊆ Xkbi,B(νi, a4 ) ∩ Λ
such that
log |Γ
νi
kbi
|
kbi
> hνi −
η
3 . Moreover, by the pigeonhole principle, there exist 1 ≤ i1, i2 ≤ l
such that Γ˜νikbi ⊆ B(xi1 , δ) and f
kbiΓ˜νikbi ⊆ B(xi2 , δ). Note that
|Γ˜νikbi | ≥
|Γνikbi |
l2
. (4. 14)
Now let Γ = Γ˜ν1kb1 × Γ˜
ν2
kb2
× · · · × Γ˜νmkbm whose element is y = (y1, · · · , ym) with yi ∈ Γ˜
νi
kbi
,
1 ≤ i ≤ m. Then we define the following pseudo-orbit:
Cy = Cxx11 〈y1, · · · , f
kb1y1〉Cx12x, · · · ,Cxxm1 〈ym, · · · , f
kbmym〉Cxm2x,Cxx1 ,Cx1x, · · · ,Cxxl,Cxlx.
It is clear that Cy is a δ-pseudo-orbit. Moreover, one notes that we can freely concatenate such
Cys to constitutes a δ-pseudo-orbit. So if we let Γ
p = Γ×· · ·×Γ whose element is θ = (θ1, · · · , θp)
with θj ∈ Γ, 1 ≤ j ≤ p, we can define the following two δ-pseudo-orbits:
C˜θ = Cθ1Cθ2 · · ·Cθp and Cθ = C˜θC˜θ · · · C˜θ · · · .
Hence Cθ can be ε-shadows by some point in X. Therefore, if we let
n = kb+
m∑
i=1
(l0i1 + li20) +
l∑
j=1
(l0j + lj0),
we can define the following nonempty set
Γpn := {x ∈ X : x ε− shadows some pseudo orbit Cθ with θ ∈ Γ
p}.
By (4. 11), n ≥ N . To see that Γpn is an (pn, ε
∗/3)-separated set, consider any two points
x, x′ ∈ Γpn. Suppose x ε-shadows Cθ and x
′ ε-shadows Cθ′ with θi 6= θ
′
i for some 1 ≤ i ≤ p.
Suppose that θi = (y1, · · · , ym) and θ
′
i = (y
′
1, · · · , y
′
m). Then there exists a 1 ≤ j ≤ m such that
yj 6= y
′
j . This implies that dpn(x, x
′) ≥ εj − 2ε ≥ ε˜− 2ε ≥ ε
∗− 2ε ≥ ε∗/3. Now let us prove that
Γpn satisfies (a)(b)(c).
(a) For any y ∈ Γpn, y ε-shadows some Cθ = 〈wu〉
∞
u=0 with θ = (θ1, · · · , θp) and θi =
(θi,1, · · · , θi,m), θi,j ∈ Γ˜
νj
kbj
, 1 ≤ i ≤ p, 1 ≤ j ≤ m. We have the following estimations:
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1. ρ
(∑m
j=1
bj
b νj , µ
)
< a/4.
2. ρ
(∑m
j=1
bj
b Ekbj (θi,j),
∑m
j=1
bj
b νj
)
< a/4 for each 1 ≤ i ≤ p.
3. ρ
(
1
n
∑in−1
t=(i−1)n δwt ,
∑m
j=1
bj
b Ekbj (θi,j)
)
≤ n−kbkb+n−kb · 2 ≤
2(m+l)L
kb+2(m+l)L · 2 < a/4 for each
1 ≤ i ≤ p.
4. ρ
(
En(f
(i−1)ny), 1n
∑in−1
t=(i−1)n δwt
)
< ε ≤ a/4 for each 1 ≤ i ≤ p.
So we have ρ(En(f
(i−1)ny), µ) < a/4 + a/4 + a/4 + a/4 = a for each 1 ≤ i ≤ p. Therefore,
ρ(Epn(y), µ) = ρ
(
1
p
p∑
i=1
En(f
(i−1)ny), µ
)
≤
1
p
p∑
i=1
ρ(En(f
(i−1)ny), µ) < a,
which implies that y ∈ Xpn,B(µ,a) ⊆ Xpn,Fµ . Consequently, Γn ⊆ Xpn,Fµ. The fact that
Γpn ⊆ B(x, ε) ∩ f
−pnB(x, ε) is obvious by the construction.
(b) Note that |Γpn| =
∏m
i=1 |Γ˜
νi
kbi
|p ≥
∏m
i=1
(
ekbi(hν−
η
3 )
l2
)p
by (4. 14). Then by the affinity of the
metric entropy and (4. 13), we have
log |Γpn|
pn
≥
kb(hµ −
2
3η)− 2m log l
n
≥
kb(hµ −
2
3η)− 2m log l
kb+ 2(m+ l)L
> hµ − η.
(c) For any y ∈ Γpn, y ε-shadows some Cθ ⊆ Λ with θ ∈ Γ
p. Then ∪pn−1i=0 f
iΓpn ⊆ B(Λ, ε).
Meanwhile, by the construction of Cθ, for any xi, 1 ≤ i ≤ l, there exists a point z ∈
∪pn−1i=0 f
iΓpn which is ε close to xi. However, {xi}
l
i=1 is δ-dense in Λ. So ∪
pn−1
i=0 f
iΓpn is
(δ + ε)-dense in Λ. Since δ + ε < 2ε, we have Λ ⊆ B(∪pn−1i=0 f
iΓpn, 2ε).
For k ∈ N, let Pk(f) := {x ∈ X : f
kx = x}.
Corollary A. Suppose (X, f) is topologically expanding. Let Λ ⊆ X be compact f -invariant and
internally chain transitive. Then for any η > 0, there exists an ε∗ = ε∗(η) > 0 such that for any
µ ∈M(f,Λ) and its neighborhood Fµ, for any x ∈ Λ, for any 0 < ε ≤ ε
∗, for any N ∈ N, there
exist an n = n(Fµ, µ, η, ε) ≥ N such that for any p ∈ N, there exists an (pn, ε
∗/3)-separated set
Γpn so that
(1) Γpn ⊆ Xpn,Fµ ∩B(x, ε) ∩ Ppn(f);
(2)
log |Γpn|
pn > hµ − η;
(3) dH(∪
pn−1
i=0 f
iΓpn,Λ) < 2ε.
Proof. Since (X, f) is expansive, f |Λ is expansive so that by Proposition 2.23 f |Λ has the uniform
separation property. Therefore, the ε˜ in the proof of Lemma A can be chosen independent of µ
and Fµ, replacing using Proposition 2.9 by using uniform separation of f |Λ. Let c > 0 be the
expansive constant, then modify the proof of Lemma A by letting ε∗ = min{ ε˜3 ,
a
4 ,
c
2}. From the
construction of the δ-pseudo-orbit Cθ, one sees that Cθ is a pn-periodic pseudo-orbit. So for any
w ∈ Γpn, d(f
pn+tw, f tw) < ε+ ε = 2ε ≤ c for any t ∈ Z+. Therefore, fpnw = w, which implies
that Γpn ⊆ Ppn(f).
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4.2 Entropy-dense Properties
Definition 4.1. We say Λ satisfies the entropy-dense property (or Merg(f,Λ) is entropy-dense
in M(f,Λ)), if for any µ ∈ M(f,Λ), for any neighborhood G of µ in M(Λ), and for any η > 0,
there exists a ν ∈Merg(f,Λ) such that hν > hµ − η and ν ∈ G.
Definition 4.2. We say Λ satisfies the strong-entropy-dense property (or Merg(f,Λ) is strong-
entropy-dense in M(f,Λ)), if for any µ ∈ M(f,Λ), for any neighborhood G of µ in M(Λ),
and for any η > 0, there exists a closed f -invariant set Λµ ⊆ Λ such that M(f,Λµ) ⊆ G and
htop(f,Λµ) > hµ−η. By classical variational principle, it is equivalent that for any neighborhood
G of µ in M(Λ), and for any η > 0, there exists a ν ∈ Merg(f,Λ) such that hν > hµ − η and
M(f, Sν) ⊆ G.
Of course, strong-entropy-dense⇒ entropy-dense⇒ ergodic measures are dense in the space
of invariant measures. For systems with the almost specification property, Pfister and Sullivan
in fact had obtained the strong-entropy-dense properties by showing the following lemma.
Lemma 4.3. [76, Proposition 2.3] Suppose that (X, f) has the almost specification property and
that ν ∈ M(X, f) verifies the conclusions of Lemma 2.20. Let 0 < h < hν . Then, there exists
ε > 0 such that for any neighborhood G of ν, there exists a closed T -invariant subspace Y ⊆ X
and an nG ∈ N with the following properties:
1. En(y) ∈ G whenever n ≥ nG and y ∈ Y .
2. For all l ∈ N there exists a (l · nG, ε)-separated subset of Y with cardinality greater than
exp(l · nG · h).
In particular, htop(f, Y ) ≥ h.
Proposition 4.4. Suppose (X, f) is topologically transitive and satisfies the shadowing property.
Then (X, f) has the strong-entropy-dense property.
Proof. For any µ ∈ M(f,X), any neighborhood Fµ of µ and any η > 0, choose some a > 0
such that B(µ, a) ⊆ Fµ. Fix an arbitrary x ∈ X. Since (X, f) is transitive and satisfies the
shadowing property, by Lemma A, there exists an ε∗ > 0 such that for any 0 < ε ≤ ε∗, there
exist an n = n(Fµ, µ, η) and an (n, ε
∗/3)-separated set Γn so that
(i) Γn ⊆ Xn,B(µ,a/4) ∩B(x, ε) ∩ f
−nB(x, ε);
(ii) log |Γn|n > hµ − η;
Now let ζ = min{a/4, ε∗/9}. Then there exists a δ > 0 such that any δ-pseudo-orbit can be
ζ-shadowed. Then we set ε = min{ε∗, δ}. So we obtain an (n, ε∗/3)-separated set Γn satisfying
the property (i)(ii) above. For any x ∈ Γn, let Cx = 〈x, f(x), · · · , f
n(x)〉. By property (i)
above, we can freely concatenate such Cxs to constitute an ε and thus a δ-pseudo-orbit. Let
Σ+ =
∏∞
i=1 Γn whose element is θ = (θ1, θ2, · · · ) with each θi ∈ Γ. Then we can define the
following δ-pseudo-orbit:
Cθ = Cθ1 ,Cθ2 , · · · .
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By the shadowing property, there exists a y ∈ X which ζ-shadows Cθ. So we can define the
following nonempty set
∆ := {x ∈ X : x ζ shadows some Cθ, θ ∈ Σ
+}.
Of course, ∆ is fn-invariant and for each x ∈ ∆,
ρ(Ein(f
jn(x)), µ) < ζ + a/4 ≤ a/2 for any i, j ∈ N. (4. 15)
Moreover, for any i ∈ N, suppose x ζ-shadows Cθ and x
′ ζ-shadows Cθ′ with θj 6= θ
′
j for some
1 ≤ j ≤ i, then din(x, y) > ε
∗/3 − 2ζ ≥ ε∗/9. This implies that for any i ∈ N, there exists an
(i, ε∗/9)-separated set under fn with cardinality ≥ |Γn|
i in ∆. So
htop(f
n,∆) ≥ lim
i→∞
log |Γn|
i
i
> n(hµ − η).
Let Λ =
⋃n−1
j=0 f
i∆. One sees that Λ is f -invariant and
htop(f,Λ) =
1
n
htop(f
n,∆) > hµ − η.
Now choose k ∈ N large enough and define
Ξ :=
{
x ∈ X : f j(x) ∈ X
kn,B(µ, 3
4
a)
,∀j ∈ N
}
.
By definition, Ξ is f -invariant. To show Ξ is closed, suppose xl → x as l → ∞. Then for each
j ∈ N,
ρ(Ekn(f
j(xl)), µ) ≤
3
4
a.
By the continuity of ρ(·, ·) and Ekn(f
j(·)), one sees that
ρ(Ekn(f
j(x)), µ) ≤
3
4
a,
which implies that Ξ is closed. Now let us prove that Λ ⊆ Ξ. Actually, for any x ∈ Ξ,
x = f i(y) for some 0 ≤ i ≤ n − 1 and y ∈ ∆. Then for any j ∈ N, suppose j + i = tn +
r, 0 ≤ r ≤ n − 1. By (4. 15), one sees that ρ(Ekn(f
tn(y)), µ) < a/2. On the other hand,
ρ(Ekn(f
tn+r(y)), Ekn(f
tn(y))) ≤ 2rkn ≤
2
k ≤
a
4 . So we get ρ(Ekn(f
j+r(y)), µ) ≤ 34a, i. e. f
j(x) ∈
X
kn,B(µ, 3
4
a)
. Therefore, Λ ⊆ Ξ. Consequently,
htop(f,Ξ) ≥ htop(f,Λ) > hµ − η.
Moreover, for any ergodic measure ν on Ξ, pick a generic point y ∈ Ξ of ν. Then because
f j(x) ∈ X
kn,B(µ, 3
4
a)
for any j ∈ N, one sees that
ρ(ν, µ) = lim
l→∞
ρ(El(y), µ) = lim
i→∞
ρ(Eikn(y), µ) = lim
i→∞
ρ
1
i
i−1∑
j=0
Ekn(f
jn(y)), µ
 ≤ 3
4
a < a.
In particular, one has M(f,Ξ) ⊆ Fµ. This Ξ serves as the Λµ we need.
34
4.3 Basic-entropy-dense and Strong-basic-entropy-dense Properties
Definition 4.5. We say (X, f) satisfies the basic-entropy-dense property if for any µ ∈M(f,X),
for any neighborhood G of µ, and for any η > 0, there exists a closed f -invariant set Λµ such
that
(1) Λµ is transitive and satisfies the shadowing property.
(2) htop(f,Λµ) > hµ − η.
(3) M(f,Λµ) ⊆ G.
For any m ∈ N and {νi}
m
i=1 ⊆ M(X), we write cov{νi}
m
i=1 for the convex combination of
{νi}
m
i=1, namely,
cov{νi}
m
i=1 :=
{
m∑
i=1
tiνi : ti ∈ [0, 1], 1 ≤ i ≤ m and
m∑
i=1
ti = 1
}
.
Definition 4.6. We say (X, f) satisfies the strong-basic-entropy-dense property if for any K =
cov{µi}
m
i=1 ⊆ M(f,X) and any η, ζ > 0, there exist compact invariant subset Λi ⊆ Λ ( X,
1 ≤ i ≤ m such that
1. Λ is transitive and has the shadowing property.
2. For each 1 ≤ i ≤ m, htop(f,Λi) > hµi − η and consequently, htop(f,Λ) > sup{hκ : κ ∈
K} − η.
3. dH(K,M(f,Λ)) < ζ, dH(µi,M(f,Λi)) < ζ.
Lemma B. Suppose (X, f) is topologically expanding and transitive. Then (X, f) satisfies the
strong-basic-entropy-dense property.
Proof. Let K = cov{νi}
m
i=1 ⊆ M(f,X). Then K ∩Merg(f,X) is empty or finite (less than m).
By Proposition 4.4, (X, f) has the strong-entropy-dense property, so there are infinitely many
ergodic measures on X. This implies that K 6= M(f,X) and thus dH(K,M(f,X)) > 0. Let
η, ζ > 0 with ζ < dH(K,M(f,X)).
Fix a point x ∈ X. Then for each 1 ≤ i ≤ m, by Lemma A, there exist ε∗i > 0 such
that for any 0 < εi < ε
∗
i , there exists an ni ∈ N such that for any p ∈ N, there exists an
(pni, ε
∗
i /3)-separated set Γ
νi
pni with
(a) Γνipni ⊆ Pni(f) ∩Xni,B(νi,ζ/4) ∩B(x, εi);
(b)
log |Γ
νi
pni
|
pni
> hνi − η.
Now let ρ = min{ρ(νi, νj) : 1 ≤ i < j ≤ m} and ε
∗ = min{ε∗i : 1 ≤ i ≤ m}. Set ε =
min{ζ/4, ρ/3, ε∗/9}. Then there exists a 0 < δ < ε such that any δ-pseudo-orbit can be ε-
shadowed. Set n = n1n2 · · ·nm. Then for each 1 ≤ i ≤ m, Pni(f) ⊆ Pn(f) by definition and
furthermore, we can obtain an (n, ε∗/3)-separated set Γνin with
(a) Γνin ⊆ Pn(f) ∩Xn,B(νi,ζ/4) ∩B(x, δ);
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(b) log |Γ
νi
n |
n > hνi − η.
Now let ri = |Γ
νi
n | and r =
∑m
i=1 ri. Enumerate the elements of each Γ
νi
n by Γ
νi
n = {p
i
1, · · · , p
i
ri}.
Let Σ+ri be the set of element a = (a0a1a2 · · · ) such that ak ∈ {p
i
1, · · · , p
i
ri}, k ∈ Z
+ and Σ+r be
the set of element b = (b0b1b2 · · · ) such that bk ∈ {p
1
1, · · · , p
1
r1 , · · · , p
m
1 , · · · , p
m
rm}, k ∈ Z
+. For
every θ in some Σ+ri or Σ
+
r let
Yθ = {z ∈ X : d(f
inz, θi) ≤ ε, i ∈ Z
+}.
Since Γνin ⊆ Pn(f) ∩ B(x, δ), for each θ in some Σ
+
ri or Σ
+
r , we can freely concatenate the
orbit segments Cθi = 〈θi, · · · , f
nθi〉 to constitute a δ-pseudo-orbit Cθ = Cθ0 ,Cθ1 ,Cθ2 , · · · . So
by the shadowing property, each Yθ is nonempty and closed. Note that if θ 6= θ
′, then there
is t ∈ Z+ such that θt 6= θ
′
t. But then there is 0 ≤ e ≤ n − 1 such that d(f
e(pθt), f
e(pθ′t)) ≥
min{ε∗/3, ρ}−2ε ≥ ε. This immediately implies that Yθ∩Yθ′ = ∅. So we can define the following
disjoint union:
∆i =
⊔
θ∈Σ+ri
Yθ and ∆ =
⊔
θ∈Σ+r
Yθ.
Note that fn(Yθ) ⊆ Yσ(θ). Then ∆i, 1 ≤ i ≤ m and ∆ are closed f
n-invariant sets. Therefore,
if we define π : ∆→ Σ+r and πi : ∆i → Σ
+
ri as
π(x) := θ for all x ∈ Yθ with θ ∈ Σ
+
r ,
πi(x) := θ
′ for all x ∈ Yθ′ with θ
′ ∈ Σ+ri ,
then π and πi are surjective by the shadowing property. Moreover, it is not hard to check that
π and πi are continuous. So ∆ and ∆i are closed. Meanwhile, (X, f) is expansive, so π, πi are
conjugations.
Let Λ =
⋃n−1
l=0 f
l∆ and Λi =
⋃n−1
l=0 f
l∆i. Obviously, Λ and Λi are closed and f -invariant.
Now let us prove that Λ and Λi satisfy the property 1-3.
1. Since π : (∆, fn) → (Σ+r , σ) is a conjugation, the topologically mixing property and the
shadowing property of (Σ+r , σ) yield the same properties of (∆, f
n). Therefore, Proposition
2.12 ensures that (Λ, f) is topologically transitive and has the shadowing property.
2. One has htop(f,Λi) =
1
nhtop(f
n,∆i) =
1
nhtop(σ,Σ
+
ri) =
log |∆i|
n > hνi − η.
3. For any ergodic measure µi ∈ Mf (Λi), pick an arbitrary generic point zi of µi. one
has ρ(µi, νi) < ζ/4. Then ρ(En(f
kzi), νi) < ε + ζ/4 < ζ. In addition, we have µi =
liml→∞ El(zi) = limk→∞ Ekn(zi). So we have ρ(µi, νi) = limk→∞ ρ(Ekn(zi), νi) < ζ. By
the ergodic decomposition Theorem, we obtain that dH(νi,Mf (Λi)) < ζ. Now since K is
convex and Λi ⊆ Λ, one gets that K ⊆ B(M(f,Λ), ζ).
On the other hand, for any ergodic measure ν ∈ M(f,Λ), pick a generic point z of µ.
Then z ε-shadows some δ-pseudo-orbit Cθ with θ ∈ Σ
+
r . When l ∈ N is large enough, we
have ρ(El(z), ν) < ζ/4 and there exist integers qi, 1 ≤ i ≤ m such that
ρ
(
El(z),
∑m
i=1 qiνi∑m
i=1 qi
)
< ε+
ζ
4
+ ζ/4 ≤
3
4
ζ.
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So dH(ν,K) < ζ. By the ergodic decomposition Theorem, M(f,Λ) ⊆ B(K, ζ). As a result,
Λ ( X. For otherwise, dH(K,M(f,Λ)) = dH(K,M(f,X)) ≥ ζ, a contradiction.
5 Saturated Set and Saturated Properties
In this section, we consider a topological dynamical system (X, f). For x ∈ X, we denote the
set of limit points of {En(x)} by Vf (x). As is known, Vf (X) is a non-empty compact connected
subset of M(f,X) [77]. So for any non-empty compact connected subset K of M(f,X), it is
logical to define the following set
GK := {x ∈ X | Vf (X) = K}.
We call GK the saturated set of K. Particularly, if K = {µ} for some ergodic measure µ, then
Gµ is just the generic points of µ. Saturated sets are studied by Pfister and Sullivan in [77].
Furthermore, we define GTK = {x ∈ Tran(f) : Vf (x) = K} and call G
T
K the transitively-saturated
set of K.
Definition 5.1. We say that the system f has saturated property or f is saturated, if for any
compact connected nonempty set K ⊆M(f,X),
htop(f,GK) = inf{hµ(f) |µ ∈ K}. (5. 16)
We say that the system f has locally-saturated property or f is locally-saturated, if for any open
set U ⊆ X and any compact connected nonempty set K ⊆M(T,X),
htop(f,GK ∩ U) = inf{hµ(f) |µ ∈ K}. (5. 17)
In parallel, one can define (locally) transitively-saturated, just replacing GK by G
T
K in (5. 16)
(respectively, (5. 17)). On the other hand, (locally, transitively-)single-saturated means (5. 16)
(respectively, (5. 17)) holds when K is a singleton.
When the dynamical system f satisfies g-almost product and uniform separation property,
Pfister and Sullivan proved in [77] that f is saturated and Huang, Tian and Wang proved in [49]
that f is transitively-saturated.
5.1 Star and Locally-star Saturated Properties
Let Λ ⊆ X be a closed invariant subset and K is a non-empty compact connected subset of
M(f,Λ). Define
GΛK := GK ∩ {x ∈ X | ωf (x) = Λ}.
Lemma 5.2. For (X, f), let Λ ( X be closed f -invariant and K ⊆ M(f,Λ) be a nonempty
compact connected set.
(1) Suppose
⋂
µ∈K Sµ = C
∗
Λ. Then
GΛK ⊆ {x ∈ X : ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
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(2) Suppose
⋂
µ∈K Sµ =
⋃
ν∈K Sν ( C
∗
Λ. Then
GΛK ⊆ {x ∈ X : ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
(3) Suppose
⋂
µ∈K Sµ (
⋃
ν∈K Sν = C
∗
Λ. Then
GΛK ⊆ {x ∈ X : ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
(4) Suppose
⋂
µ∈K Sµ (
⋃
ν∈K Sν ( C
∗
Λ. Then
GΛK ⊆ {x ∈ X : ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Proof. For any x ∈ GΛK , ωf (x) = Λ by definition. So by item (4) of Theorem 1.4,
ωB(x) = C
∗
x =
⋃
µ∈M(f,ωf (x))
Sµ =
⋃
µ∈M(f,Λ)
Sµ = C
∗
Λ.
Consequently, one uses (1. 1) and obtains that
ωd(x) ⊆ ωd(x) ⊆ ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ. (5. 18)
Moreover, since Vf (x) = K by definition, Proposition 1.4 gives that
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ and ωd(x) =
⋃
µ∈Vf (x)
Sµ =
⋃
ν∈K
Sν . (5. 19)
Therefore, a convenient use of (5. 18) and (5. 19) yields (1)-(4).
Definition 5.3. (1) We say that Λ is star-saturated, if for any non-empty connected compact set
K ⊆M(f,Λ), one has
htop(f,G
Λ
K) = inf{hµ(f) |µ ∈ K}. (5. 20)
We say that the system f has star-saturated property or f is star-saturated, if for any internally
chain transitive closed invariant subset Λ ⊆ X, Λ is star-saturated.
(2) We say that Λ is locally-star-saturated, if for any open set U ⊆ X and any compact
connected nonempty set K ⊆M(f,Λ),
htop(f,G
Λ
K ∩ U) = inf{hµ(f) |µ ∈ K}. (5. 21)
We say that the system f has locally-star-saturated property or f is locally-star-saturated, if for
any internally chain transitive closed invariant subset Λ ⊆ X, Λ is locally star-saturated.
Note that X being star-saturated ⇔ f is transitively-saturated, and for a closed invariant
subset Λ ( X, f |Λ is transitively-saturated ⇒ Λ being star-saturated. However, remark that Λ
being star-saturated does not imply f |Λ is transitively-saturated, since some points of G
Λ
K may
not lie in Λ.
Proposition A. Suppose (X, f) is topologically transitive and topologically expanding. Then f
is locally-star-saturated.
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Proof. We need to show that for any internally chain transitive closed invariant subset Λ ⊆ X,
any open set U ⊆ X and any nonempty compact connected subset K ⊆M(f,Λ), one has
htop(f,G
Λ
K ∩ U) = inf{hµ(f) |µ ∈ K}.
Since GΛK ⊆ GK by definition and htop(GK) ≤ inf{hµ(f) |µ ∈ K} by Lemma 2.7, one has
htop(G
Λ
K ∩ U) ≤ inf{hµ(f) |µ ∈ K}.
So it remains to show that
htop(G
Λ
K ∩ U) ≥ inf{hµ(f) |µ ∈ K}. (5. 22)
To begin with, we recall the following conclusion which was used in the proof of [29, Proposition
21. 14]. A proof can be be found, for example, in [31].
Lemma 5.4. For any non-empty compact connected set K ⊆ Mf (X), there exists a sequence
of open balls Bn in Mf (X) with radius ζn such that the following holds:
(a) Bn
⋂
Bn+1
⋂
K 6= ∅;
(b)
⋂∞
N=1
⋃
n≥NBn = K;
(c) limn→∞ ζn = 0.
This allows us to pick an αn ∈ Bn
⋂
Bn+1
⋂
K for each n. Then
d(αn, αn+1) < ζn+1 for each n. (5. 23)
Moreover, {αn}n≥1 are dense in K due to property (b) and (c) there.
Step 1: we firstly consider U ∩ Λ 6= ∅.
Fix an arbitrary η > 0 and an x ∈ U ∩ Λ. Let Fk = B(αk, ζk) for each k ∈ N. Since (X, f) is
topologically transitive and topologically expanding, by Corollary A there is an ε∗ = ε∗(η) > 0
such that for any 0 < εk ≤ ε
∗ and any N ∈ N, there is an nk ≥ N and an (nk, ε
∗/3)-separated
set Γαknk so that
(a) Γαknk ⊆ Xnk ,Fk ∩B(x, εk) ∩ Pnk(f);
(b)
log |Γ
αk
nk
|
nk
> hαk − η;
(c) dH(∪
nk−1
i=0 f
iΓαknk ,Λ) < 2εk.
Now let d = dist(x,X \ U) and c be the expansive constant. Set
ε := min{ε∗/9, c/2, d/2}.
By the shadowing property, there is a 0 < δ < ε such that any δ-pseudo-orbit can be ε-shadowed.
Then we set
εk = 2
−kδ, k ∈ N.
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Now choose a strictly increasing positive integer sequence Nk such that
lim
k→∞
nk∑k−1
j=1 Njnj
= 0 (5. 24)
and
lim
k→∞
Nknk∑k−1
j=1 Njnj
= +∞. (5. 25)
Moreover, we define the stretched sequences {n′j}, {ǫ
′
j} and {ζ
′
j}, by setting for
j = N1 + · · ·Nk−1 + q with 1 ≤ q ≤ Nk,
n′j := nk Γ
′
j := Γ
αk
nk
.
Let Wk :=
∏k
i=1 Γ
′
i whose element is w = (w1 · · ·wk) with wi ∈ Γ
′
i for 1 ≤ i ≤ k. For each
wj ∈ Γ
′
j, denote
Cwj = 〈wj , · · · , f
n′jwj〉.
Due to the property (a) of Γαknk and the fact that εi + εj ≤ δ, i, j ∈ N, we can freely concatenate
Cks to constitute a δ-pseudo-orbit. In particular, for each k ∈ N and w ∈ Wk, there corresponds
a δ-chain
Ow := Cw1Cw2 · · ·Cwk
which can be ε-shadowed. So the following defined set
G(w) :=
k⋂
j=1
f−Mj−1Bn′j (wj, ε)
is nonempty and closed. Furthermore, we define
Gk :=
k⋂
j=1
 ⋃
wj∈Γ′j
f−Mj−1Bn′j (wj , ε)
 with Mj := j∑
l=1
n′l.
It is clear that Gk is nonempty and closed. Moreover, we have
Lemma 5.5. Gk =
⊔
w∈Wk
G(w). Here
⊔
denotes the disjoint union.
Proof. Of course, Gk =
⋃
w∈Wk
G(w). Moreover, if there exist u, v ∈ Wk, u 6= v such that
G(u)∩G(v) 6= ∅, then there exists an 1 ≤ i ≤ k such that ui 6= vi. This implies that dn′i(ui, vi) ≥
ε∗/3 ≥ 3ε. However, by choosing an x ∈ G(u)∩G(v), we see that dn′i(xi, ui) < ε and dn′i(xi, vi) <
ε, which implies that dn′i(ui, vi) < 2ε, a contradiction. So G(w) are pairwise disjoint.
Furthermore, let W :=
∏+∞
j=1 Γ
′
j whose element is w = (w1w2 · · · ) with wj ∈ Γ
′
j , j ≥ 1. For
each w ∈ W, there corresponds a δ-pseudo-orbit
Ow := Cw1Cw2 · · ·Cwk · · · · · ·
which can be ε-shadowed. So the following defined set
G(w) :=
∞⋂
j=1
f−Mj−1Bn′j (wj, ε)
is nonempty and closed.
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Lemma 5.6. For any w ∈ W, Ow is a δ-limit-pseudo-orbit and G(w) contains exactly one
point. Moreover, this point ε-limit-shadows Ow.
Proof. The construction of Ow and the fact that limi→∞ εi = 0 shows that Ow is a δ-limit-
pseudo-orbit. Therefore, Ow is ε-limit-shadowed by a point y ∈ X due to Lemma 2.15. Since
(X, f) is positively expansive with expansive constant c and ε ≤ c/2, y is uniquely defined.
Moreover, if we denote Ow = {zn}
∞
n=0, then
d(fny, zn) ≤ ε ≤ c/2, n ∈ Z
+
and for any x ∈ G(w),
d(fnx, zn) ≤ ε ≤ c/2, n ∈ Z
+.
Therefore, d(fnx, fny) ≤ c for any n ≥ Z+, which implies that x = y. Consequently, G(w) =
{y}, which concludes our proof.
Let
G :=
⋂
k≥1
Gk.
It is clear that G are nonempty and closed. In addition, a similar discussion to Lemma 5.5 shows
that
G =
⊔
w∈W
G(w). (5. 26)
Therefore, for any x ∈ G, there is a w = w(x) ∈ W such that x ∈ G(w). Moreover, by Lemma
5.6, G(w) = {x}. Consequently, there is a unique correspondence between G and W.
Now we show that
G ⊆ GΛK ∩ U. (5. 27)
Indeed, G ⊆ U is clear by construction. To show that for any x ∈ G, ω(x) = Λ, suppose x
ε-limit-shadows some Ow = {yi}
+∞
i=0 with w ∈ W. Due to property (c) of Γ
α
nk
, one sees that
ω({yi}
+∞
i=0 ) = Λ. Meanwhile, Lemma 2.16 ensures that ω(x) = ω({yi}
+∞
i=0 ) = Λ. Then we are
left to prove
Lemma 5.7. For any x ∈ G, Vf (x) = GK .
Proof. Since {αk}
∞
k=1 is dense inK, it suffices to prove that {En(x)}
∞
n=1 has the same limit-points
as {αk}
∞
k=1. To this end, set Sk :=
∑k
l=1 nlNl with S0 := 0 and define the stretched sequence
{α′m} by
α′m := αk if Sk−1 < m ≤ Sk.
The sequence {α′m} has the same limit-point set as the sequences {αk}.
Now suppose x ε-limit-shadows some Ow = {yn}
+∞
n=0 with w ∈ W, then limn→∞ d(f
nx, yn) =
0. Let βn =
∑n−1
i=0 δyi . Using the metric (2. 5), we have limn→∞ ρ(En(x), βn) = 0. Hence, En(x)
shares the same limit-points as the sequence βn. So we are left to prove that
lim
n→∞
ρ(α′n, βn) = 0.
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In fact, by Lemma 2.3 and (5. 24), we only need to prove that
lim
k→∞
ρ(α′Mk , βMk) = 0.
Indeed, Lemma 2.3 and (5. 25) indicates that
lim
n→∞
ρ(βSn , αn) = 0. (5. 28)
Now for each k ∈ N, there are j ∈ N and 1 ≤ r ≤ Nj+1 such that Mk = Sj + rnj+1. Then
α′Mk = αj+1 and βMk =
SjβSj +
∑r
p=1 nj+1Enj+1(wN1+···+Nk+p)
Mk
.
However, since wt ∈ Γ
′
t for each t ∈ N,
ρ(Enj+1(wN1+···+Nk+p), αj+1) < ζj+1 for 1 ≤ p ≤ r
Therefore, one has
ρ(βMk , αj+1) ≤
Sj
Mk
[ρ(βSj , αj) + ρ(αj , αj+1)] +
nj+1
Mk
r∑
p=1
ρ(Enj=1(wN1+···+Nk+p), αj+1)
≤ ρ(βSj , αj) + ζj+1 + ζj+1.
The proof will be completed if one notices (5. 28) and that limi→∞ ζi = 0.
Let h˜ = inf{hµ : µ ∈ K} and h = h˜− 2η. We shall prove that
htop(f,G) ≥ h. (5. 29)
Recall the definition in (2. 7). Since C(G; s, σ, f) is non-decreasing as σ decreases, it is enough
to prove that there exists σ˜ > 0 such that
C(G;h, σ˜, f) ≥ 1. (5. 30)
In fact, we will prove that (5. 30) holds for σ˜ = ε/2.
Due to (5. 24), there exists a q ∈ N such that
Mr
Mr+1
≥
h˜− 2η
h˜− η
for any r ≥ q. (5. 31)
Now let N =Mq, it suffices to prove that
C(G;h, n, ε/2, f) ≥ 1 for any n ≥ N. (5. 32)
Alternatively, one should show that for any C ∈ Gn(G,
ε
2) with n ≥ N ,∑
Bu(z,
ε
2
)∈C
e−hu ≥ 1. (5. 33)
Moreover, we can assume that if Bu(z,
ε
2) ∈ C then Bu(z,
ε
2 ) ∩ G 6= ∅, since otherwise we may
remove this set form C and it still remains as cover of G. In addition, for each C ∈ Gn(G,
ε
2), we
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define a cover C′ in which each ball Bu(z,
ε
2) is replaced by BSm(z,
ε
2), Sm ≤ u < Sm+1, m ≥ q.
Then ∑
Bu(x,
ε
2
)∈C
e−hu ≥
∑
BMm (x,
ε
2
)∈C′
e−hMm+1 . (5. 34)
Consider a specific C′ and let c be the largest number of p for which there exists BMp(x, ε) ∈
C′. Define
Vc :=
c⋃
l=1
Wl. (5. 35)
For 1 ≤ j ≤ k, we say w ∈ Wj is a prefix of v ∈ Wk if the first j entries of w coincides with
v, namely wi = vi for 1 ≤ i ≤ j. Note that each word of Wm is a prefix of exactly |Wc|/|Wm|
words of Wc.
Lemma 5.8. If V ⊂ Vc contains a prefix of each word of Wc, then
c∑
m=1
|V ∩Wm|
|Wc|
|Wm|
≥ |Wc|. (5. 36)
Consequently,
c∑
m=1
|V ∩Wm|/|Wm| ≥ 1. (5. 37)
Proof. For any w ∈ Wc, there is an 1 ≤ m ≤ c such that (w1, · · · , wm) ∈ (V∩Wm). However, for
each v ∈ Wm, the number of w ∈ Wc such that (w1, · · · , wm) = v does not exceed |Wc|/|Wm|.
This proves (5. 36) and hence (5. 37).
By Lemma 5.5, each x ∈ BMm(z,
ε
2) ∩ G corresponds uniquely to a point in Wm. So C
′
corresponds uniquely to a subset V ⊂ Vc such that V contains a prefix of each word of Vc. This
combining with (5. 37) gives that ∑
BMm (x,ε)∈C
′
1
|Wm|
≥ 1. (5. 38)
Since
|Wm| = 2
∏m
j=1 |Γ
′
j | ≥ 2
∏m
j=1 n
′
j(hα′
j
−η)
≥ 2Mm(h˜−η),
one has ∑
BMm (Z,
ε
2
)∈C′
2−Mm(h˜−η) ≥ 1.
Moreover, since m ≥ n ≥ N , (5. 31) produces that∑
BMm (Z,
ε
2
)∈C′
2−Mm+1(h˜−2η) ≥ 1.
Note that h = h˜− 2η. Using (5. 34), one gets that∑
Bm(Z,
ε
2
)∈C
2−mh ≥ 1⇒ C(G;h, n, ε, f) ≥ 1.
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Finally, (5. 27), (5. 29) and the arbitrariness of η lead to (5. 22). The proof is completed
for the case that U ∩ Λ 6= ∅.
Step 2: Now we consider U ∩ Λ = ∅.
Take x ∈ U. Recall c to be the expansive constant and take ε ∈ (0,min{c, 12d(x,U
c)}). By
shadowing, there is δ > 0 such that δ−pseudo orbit can be ε-shadowed.
Take x0 ∈ Λ and an open set U0 = B(x0,
δ
2). By Step 1, htop(G
Λ
K ∩U0) ≥ inf{hµ(f) |µ ∈ K}.
By transitivity, there is y ∈ B(x, ε) and N ≥ 1 such that fNy ∈ U0. So for any z ∈ G
Λ
K ∩
U0, {y, fy, · · · , f
N−1y} ∪ Orb(z) is a δ-pseudo orbit. By shadowing, there is qz ∈ B(y, ε) ⊆
B(x, 2ε) ⊆ U such that d(fN+iqz, f
iz) ≤ ε ≤ c. By expansiveness, fNqz = z so that Vf (qz) =
Vf (z) = K and ωf (qz) = ωf (z). So G
Λ
K ∩ U0 ⊆ f
N (GΛK ∩ U).
By [16, Proposition 2(b)] for any Y ⊆ X, htop(Y ) = htop(fY ). Thus
htop(G
Λ
K ∩ U) = htop(f
N (GΛK ∩ U)) ≥ htop(G
Λ
K ∩ U0) ≥ inf{hµ(f) |µ ∈ K}.
Now the proof is completed.
By Step 1 of Proposition A, we have following without topologically transitive assumption.
Proposition 5.9. Suppose (X, f) is topologically expanding. Then f is star-saturated.
Let ωf = {A ⊆ X : ∃x ∈ X with ωf (x) = A} and denote the collection of internally chain
transitive sets by ICT (f). For any open U ⊆ X, define
ωUf := {A ⊆ X : there exists x ∈ X such that ωf (x) = A}.
Corollary 5.10. Suppose (X, f) is topologically transitive and topologically expanding. Then
for any nonempty open U ⊆ X, ICT (f) = ωf = ω
U
f .
Proof. According to [47, Lemma 2. 1], we know ωf ⊆ ICT (f). On the other hand, for any
internally chain transitive set Λ ⊂ X, using Proposition A, we see in particular that there exists
an x ∈ U with ωf (x) = Λ, which implies that ω
U
f ⊇ ICT (f).
Remark 5.11. Meddaugh and Raines [62] establish that, for maps f with shadowing, ωf =
ICT (f). Here we give a sufficient condition to ensure ωUf = ωf = ICT (f). Recently we
learned that [41] Good and Meddaugh provide a both sufficient and necessary condition for
ωf = ICT (f): ωf = ICT (f) if and only if f satisfies Pilyugin’s notion of orbital limit shadowing.
5.2 Nonrecurrently-star-saturated Property
Define
GNK := GK ∩NRec(f) and G
Λ,N
K := G
Λ
K ∩G
N
K
Definition 5.12. We say that Λ is nonrecurrently-star-saturated, if for any non-empty connected
compact set K ⊆M(f,Λ), one has
htop(f,G
Λ,N
K ) = inf{hµ(f) |µ ∈ K}. (5. 39)
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Proposition 5.13. For (X, f), let Λ ( X be a closed f -invariant subset. Suppose (Λ, f |Λ) is
locally-star-saturated. Then Λ is nonrecurrently-star-saturated.
Proof. For any non-empty connected compact set K ⊆M(f,Λ), one has by Lemma 2.7
htop(f,G
Λ,N
K ) ≤ htop(f,GK) ≤ inf{hµ(f) |µ ∈ K}.
It is left to show that
htop(f,G
Λ,N
K ) ≥ inf{hµ(f) |µ ∈ K}. (5. 40)
Indeed, choose a nonempty open set U ⊂ X \Λ, by the locally-star-saturated property, one has
htop(f,G
Λ
K ∩ U) = inf{hµ(f) |µ ∈ K}. (5. 41)
However, for any x ∈ GΛK ∩U , ωf (x) = Λ and x /∈ Λ. So x /∈ ωf (x), alternatively, x ∈ NRec(f).
Consequently,
GΛK ∩ U ⊆ G
Λ,N
K . (5. 42)
Therefore, (5. 41) and (5. 42) produce (5. 40).
Proposition B. Suppose (X, f) is topological expanding and transitive. For any nonempty
compact connect subset K ⊆M(f,X), define CK :=
⋃
µ∈K Sµ. Then if CK 6= X, we have
htop(G
N
K) = htop(GK) = inf{hµ : µ ∈ K}.
Proof. Since htop(G
N
K) ≤ htop(GK) ≤ inf{hµ : µ ∈ K} by Lemma 2.7, it is left to show that
htop(G
N
K) ≥ inf{hµ : µ ∈ K}. (5. 43)
Indeed, by Lemma 2.11, there exists an x ∈ X such that⋃
y∈ωf (x)
ωf (y) ⊆ CK ⊆ ωf (x) 6= X.
Then by Lemma 2.5, one sees that
M(f, ωf (x)) =M(f,CK).
In particular, K ⊆ M(f, ωf (x)). Moreover, ωf (x) is chain-transitive by Lemma 2.2, so by
Proposition A and Proposition 5.13, we see that
htop(G
ωf (x)
K ∩NRec(f)) = inf{hµ : µ ∈ K}.
Finally, it is clear that GNK ⊇ (G
ωf (x)
K ∩NRec(f)), proving (5. 43).
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6 Multi-fractal Analysis
Throughout this section, we consider a topological dynamical system (X, f) and suppose that
ϕ is a continuous function on X. Define IΛϕ (f) = {x ∈ Iϕ(f)|Vf (x) ⊆M(f,Λ)}. Denote
LΛϕ =
[
inf
µ∈M(f,Λ)
∫
ϕdµ, sup
µ∈M(f,Λ)
∫
ϕdµ
]
= [LΛ1 , L
Λ
2 ].
For a ∈ LΛϕ, define R
Λ
ϕ(a) = {x ∈ Rϕ(a)|Vf (x) ⊆M(f,Λ)} and denote
tΛa = sup
µ∈M(f,Λ)
{hµ :
∫
ϕdµ = a}. (6. 44)
The following Lemma is not hard to check.
Lemma 6.1. Let Λ ⊆ X be a closed f -invariant subset. If IΛϕ (f) 6= ∅, then
inf
µ∈M(f,Λ)
∫
ϕdµ < sup
µ∈M(f,Λ)
∫
ϕdµ. (6. 45)
Lemma 6.2. Let Λ ⊆ X be a closed f -invariant subset. Suppose there is a λ ∈ M(f,Λ) such
that Sλ = C
∗
Λ. Then
Int(LΛϕ) ⊆
{∫
ϕdµ : µ ∈M(f,Λ) and Sµ = C
∗
Λ
}
.
Proof. For any a ∈ Int(LΛϕ), we need to find a µ ∈M(f,Λ) with Sµ = C
∗
Λ such that
∫
ϕdµ = a.
Indeed, if
∫
ϕdλ = a, then choose µ = λ. Otherwise, we suppose without lose of generality that∫
ϕdλ < a < LΛ2 . Then there exists a θ ∈ (0, 1) such that
θ
∫
ϕdλ+ (1− θ)LΛ2 = a.
Now µ = θλ+(1−θ)µmax suffices for our needs, where µmax is chosen so that
∫
φdµmax = L
Λ
2 .
Definition 6.3. Let Λ ⊆ X be a closed f -invariant subset. We say Λ satisfies the center-fat
property if for any k ∈ N and k f -invariant measures {µi}
k
i=1 on Λ with each Sµi 6= C
∗
Λ, one has⋃k
i=1 Sµi 6= C
∗
Λ.
Lemma 6.4. Let ∆ ⊆ X be a closed f -invariant subset. If ∆ is topologically transitive, then for
any closed f -invariant set ∆i ( ∆, 1 ≤ i ≤ n, one has
⋃n
i=1∆i 6= ∆. In particular, If Λ ⊆ X
and C∗Λ is transitive, then Λ has the center-fat property.
Proof. Since (∆, f |∆) is transitive, there is an x ∈ ∆ such that orb(x, f) = ∆. If
⋃n
i=1∆i = ∆,
then x locates in some closed ∆j with 1 ≤ j ≤ n. This implies that orb(x, f) coincides with ∆j,
contradicting the fact that ∆j 6= ∆.
Lemma 6.5. Let Λ ⊆ X be a closed f -invariant subset. Let K be a nonempty compact connected
set of M(f,Λ).
(1) If inf{
∫
ϕdµ : µ ∈ K} < sup{
∫
ϕdµ : µ ∈ K}, then GK ⊂ I
Λ
ϕ (f).
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(2) If inf{
∫
ϕdµ : µ ∈ K} = sup{
∫
ϕdµ : µ ∈ K} = a, then GK ⊂ R
Λ
ϕ(a).
Proof. (1) Since GK = {x ∈ X : Vf (x) = K} and K ⊆ M(f,Λ), GK ⊆ {x ∈ X : Vf (x) ⊆
M(f,Λ)}. So it is left to show that GK ⊆ Iϕ(f). Indeed, choose µ1, µ2 ∈ K such that∫
ϕdµ1 6=
∫
ϕdµ2. Then for any x ∈ GK , there exists two sequences mk →∞ and nk →∞
such that limk→∞ Emk(x) = µ1 and limk→∞ Enk(x) = µ2. Consequently,
lim
k→∞
1
mk
mk−1∑
i=0
ϕ(f ix) =
∫
ϕdµ1 6=
∫
ϕdµ2 = lim
k→∞
1
nk
nk−1∑
i=0
ϕ(f ix).
This implies that x ∈ Iϕ(f) and thus GK ⊂ I
Λ
ϕ (f).
(2) Since GK = {x ∈ X : Vf (x) = K} and K ⊆ M(f,Λ), GK ⊆ {x ∈ X : Vf (x) ⊆ M(f,Λ)}.
So it is left to show that GK ⊆ Rϕ(a). Indeed, for any x ∈ GK , consider any sequence
lk → ∞ such that
1
lk
∑lk−1
i=0 ϕ(f
ix) converges as k → ∞. Then there is a subsequence lkp
of lk such that Elkp converges to some ν ∈ K as p→∞. Consequently,
lim
k→∞
1
lk
lk−1∑
i=0
ϕ(f ix) = lim
p→∞
1
lkp
lkp−1∑
i=0
ϕ(f ix) =
∫
ϕdν = a.
Therefore, x ∈ Rϕ(a) and thus GK ⊂ R
Λ
ϕ(a).
6.1 Variational Principle
Proposition 6.6. Let Λ ⊆ X be closed and f -invariant. Moreover, (Λ, f) satisfies the star-
saturated property. If ϕ ∈ C(X) with Int(LΛϕ) 6= ∅ and a ∈ Int(L
Λ
ϕ), then
(1) htop(f, I
Λ
ϕ (f)) = htop(f |Λ).
(2) htop(f,R
Λ
ϕ(a)) = t
Λ
a .
Proof. (1) For any η > 0, we use the variational principle to find an ergodic measure µ ∈
M(f,Λ) such that hµ > htop(f |Λ) − η. Since Int(L
Λ
ϕ) 6= ∅, there is another ν ∈ M(f,Λ)
with
∫
ϕdµ 6=
∫
ϕdν. Now choose a t ∈ (0, 1) close to 1 such that ω = tµ+(1− t)ν satisfies
that
hω ≥ thµ > htop(f |Λ).
Let K := cov{µ, ω}. Then Lemma 6.5 indicates that GΛK ⊆ I
Λ
ϕ (f). So the star-saturated
property of (Λ, f) implies that
htop(f, I
Λ
ϕ (f)) ≥ htop(f,G
Λ
K) = min{hµ, hω} > htop(f |Λ)− η.
By the arbitrariness of η, we see
htop(f, I
Λ
ϕ (f)) ≥ htop(f |Λ).
Moreover, for any x ∈ IΛϕ (f), Vf (x) ⊂M(f,Λ). So by Lemma 2.7, we see
htop(f, I
Λ
ϕ (f)) ≤ sup{hκ : κ ∈ Vf (x), x ∈ I
Λ
ϕ (f)} ≤ sup{hα : α ∈M(f,Λ)} = htop(f |Λ).
The proof is completed.
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(2) For any η > 0, we choose by definition a µ ∈M(f,Λ) with
∫
ϕdµ = a such that hµ > t
Λ
a −η.
LetK := {µ}. Then Lemma 6.5 indicates that GΛK ⊆ R
Λ
ϕ(a). So the star-saturated property
of (Λ, f) implies that
htop(f,R
Λ
ϕ(a)) ≥ htop(f,G
Λ
K) = hµ > t
Λ
a − η.
By the arbitrariness of η, we see
htop(f,R
Λ
ϕ(a)) ≥ t
Λ
a .
Moreover, for any x ∈ RΛϕ(a), Vf (x) ⊂M(f,Λ). So by Lemma 2.7, we see
htop(f,R
Λ
ϕ(a)) ≤ sup{hκ : κ ∈ Vf (x), x ∈ R
Λ
ϕ(a),
∫
ϕdκ = a}
≤ sup{hα : α ∈M(f,Λ),
∫
ϕdα = a} = tΛa .
The proof is completed.
Corollary 6.7. Let (X, f) be topologically expanding. If ϕ ∈ C(X) with Iϕ 6= ∅ and a ∈ Int(Lϕ),
then
(1) htop(f, Iϕ(f)) = htop(f).
(2) htop(f,Rϕ(a)) = ta.
Proof. Similar as the proof of Proposition 6.6, the part ’≤’ is easy to get by Lemma 2.7.
By Proposition A, f is star-saturated. Note that Iϕ 6= ∅ implies that Int(L
X
ϕ ) 6= ∅. So the
part ’≥’ follows from Proposition 6.6 for Λ = X.
6.2 Auxiliary Propositions
Proposition 6.8. Let Λ ⊆ X be a closed f -invariant subset. Suppose there is a λ ∈ M(f,Λ)
such that Sλ = C
∗
Λ. If Int(L
Λ
ϕ) 6= ∅, then for any η > 0 and any n ∈ N, there exist f -invariant
measures {λk}
n
k=1 on Λ such that
(1) Sλk = C
∗
Λ, k = 1, · · · , n.
(2) hλk > htop(f |Λ)− η, k = 1, · · · , n.
(3)
∫
ϕdλ1 <
∫
ϕdλ2 < · · · <
∫
ϕdλn.
Proof. By the variational principle, we choose a ν ∈ Merg(f,Λ) such that hν > htop(f |Λ) − η.
Then we choose θ ∈ (0, 1) close to 1 such that ω := θν + (1− θ)λ satisfies that
hω = θhν + (1− θ)hλ ≥ θhν > htop(f |Λ)− η.
Meanwhile, since Int(LΛϕ) 6= ∅, there are two f -invariant measure τ and κ on Λ such that∫
ϕdτ <
∫
ϕdκ. Then we choose an arbitrary sequence 0 < c1 < c2 < · · · < cn < 1 and let
µk = ckκ+ (1− ck)τ, k = 1, · · · , n.
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Further, we choose θ˜ ∈ (0, 1) close to 1 such that λk = θ˜ω + (1− θ˜)µk satisfy that
hλk = θ˜hω + (1− θ˜)hµk ≥ θ˜hω > htop(f |Λ)− η, k = 1, · · · , n.
It is left to show that the {λk}
n
k=1 constructed above satisfy property (1) and (3). Indeed,
Sω = Sν ∪ Sλ = C
∗
Λ and Sλk = Sω ∪ Sµk = C
∗
Λ, k = 1, · · · , n. Moreover, for k = 1, · · · , n − 1,∫
ϕdλk+1 −
∫
ϕdλk =
(1− θ˜)
(∫
ϕdµk+1 −
∫
ϕdµk
)
= (1− θ˜)(ck+1 − ck)
(∫
ϕdκ −
∫
ϕdτ
)
> 0.
Proposition 6.9. Let Λ ⊆ X be a closed f -invariant subset. Suppose Merg(f,Λ) is strong-
entropy-dense in M(f,Λ) and there exists a λ ∈ M(f,Λ) with Sλ = C
∗
Λ. If Int(L
Λ
ϕ) 6= ∅, then
for any η > 0 and any n ∈ N, there exist n f -invariant measures {λ′k}
n
k=1 on Λ such that
(a) {Sλ′
k
}nk=1 are pairwise disjoint and consequently, Sλ′k 6= C
∗
Λ, k = 1, · · · , n.
(b) hλ′
k
> htop(f |Λ)− η, k = 1, · · · , n.
(c)
∫
ϕdλ′1 <
∫
ϕdλ′2 < · · · <
∫
ϕdλ′n.
Proof. For any η > 0 and any n ∈ N, by Proposition 6.8, we choose {λk}
n
k=1 ⊆M(f,Λ) satisfying
the properties (1)(2)(3) there. Let
ε := min
{∫
ϕdλk+1 −
∫
ϕdλk : k = 1, · · · , n− 1
}
> 0.
By the strong-entropy-dense property, if we let Gλk := {ω ∈M(f,Λ) : |
∫
ϕdω−
∫
ϕdλk| < ε/3}
for each k = 1, · · · , n, then there exists λ′k ∈Merg(f,Λ) with
(P1) M(f, Sλ′
k
) ⊆ Gλk , k = 1, · · · , n.
(P2) hλ′
k
> htop(f |Λ)− η, k = 1, · · · , n.
Note that {Gλk}
n
k=1 are pairwise disjoint. So (P1) indicates that {M(f, Sλ′k)}
n
k=1 are pairwise
disjoint. As a result, {Sλ′
k
}nk=1 are pairwise disjoint and consequently, Sλ′k 6= C
∗
Λ, k = 1, · · · , n.
Finally, property (3) of {λk}
n
k=1 and the selections of {Gk}
n
k=1 yield property (c) of {λ
′
k}
n
k=1.
Proposition 6.10. Let Λ ⊆ X be a closed f -invariant subset. Suppose Merg(f,Λ) is strong-
entropy-dense in M(f,Λ) and there exists a λ ∈M(f,Λ) with Sλ = C
∗
Λ. If Λ satisfies the center-
fat property and Int(LΛϕ) 6= ∅, then for any η > 0 and any n ∈ N, there exist {λk}
n
k=1 ⊆M(f,Λ)
such that
(i) Sλ1 = Sλ2 = · · · = Sλn 6= C
∗
Λ.
(ii) hλk > htop(f |Λ)− η, k = 1, · · · , n.
(iii)
∫
ϕdλ1 <
∫
ϕdλ2 < · · · <
∫
ϕdλn.
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Proof. Choose λ′1, λ
′
2 ∈ M(f,Λ) which satisfy properties (1)(2)(3) in Proposition 6.9. Then
select an arbitrary sequence 0 < t1 < t2 < · · · < tn < 1 and let
λk := tkλ
′
2 + (1− tk)λ
′
1, k = 1, · · · , n.
Since Λ satisfies the center-fat property and Sλ′
k
6= C∗Λ, k = 1, · · · , n,
Sλ1 = · · · = Sλn = Sλ′1 ∪ Sλ′2 6= C
∗
Λ.
Moreover,
hλk ≥ min{hλ′1 , hλ′2} > htop(f |Λ)− η, k = 1, · · · , n.
Finally, ∫
ϕdλk+1 −
∫
ϕdλk = (tk+1 − tk)
(∫
ϕdλ′2 −
∫
ϕdλ′1
)
> 0, k = 1, · · · , n− 1.
Proposition 6.11. Let Λ ⊆ X be a closed f -invariant subset. Suppose there is a λ ∈ M(f,Λ)
such that Sλ = C
∗
Λ. If a ∈ Int(L
Λ
a ), then for any η > 0, there exists a τ ∈M(f,Λ) such that
(1) Sτ = C
∗
Λ.
(2) hτ > t
Λ
a − η.
(3)
∫
ϕdτ = a.
Proof. By the definition of tΛa , there exists a ν ∈Merg(f,Λ) with
∫
ϕdν = a such that hν > t
Λ
a−η.
Moreover, by Lemma 6.2, there exists a µ ∈M(f,Λ) with Sµ = C
∗
Λ such that
∫
ϕdµ = a. Now
choose θ ∈ (0, 1) close to 1 such that τ := θν + (1− θ)µ satisfies that
hτ ≥ θhν > t
Λ
a − η.
Then Sτ = Sν ∪ Sµ = C
∗
Λ and
∫
ϕdτ = θ
∫
ϕdν + (1− θ)
∫
ϕdµ = a.
Proposition 6.12. Let Λ ⊆ X be a closed f -invariant subset. Suppose Merg(f,Λ) is strong-
entropy-dense in M(f,Λ) and there is a λ ∈ M(f,Λ) such that Sλ = C
∗
Λ. If a ∈ Int(L
Λ
a ), then
for any η > 0 and n ∈ N, there exists λ′1, · · · , λ
′
n ∈M(f,Λ) such that
(a) {Sλ′
k
}nk=1 are pairwise disjoint and consequently, Sλ′k 6= C
∗
Λ, k = 1, · · · , n.
(b) hλ′
k
> tΛa − η, k = 1, · · · , n.
(c)
∫
ϕdλ′k = a, k = 1, · · · , n.
Proof. First, choose a κ ∈ M(f,Λ) with
∫
ϕdκ = a such that hκ > t
Λ
a − η. Then choose
0 < θ1 < · · · < θn < 1 close to 1 such that µk := θkν+(1−θk)µmin and νk := θkν+(1−θk)µmax,
k = 1, · · · , n satisfy that
hµk ≥ θhκ > t
Λ
a and hνk ≥ θhκ > t
Λ
a .
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Let
ε :=
n−1
min
k=1
{∫
ϕdµk+1 −
∫
ϕdµk,
∫
ϕdνk −
∫
ϕdνk+1, a−
∫
ϕdµn,
∫
ϕdνn − a
}
.
Consider the following neighborhoods of µk and νk:
Fµk :=
{
ξ ∈M(f,Λ) : |
∫
ϕdξ −
∫
ϕdµk| < ε/3
}
and
Fνk :=
{
ξ ∈M(f,Λ) : |
∫
ϕdξ −
∫
ϕdνk| < ε/3
}
.
Then by the strong-entropy-dense property, one obtain 2n ergodic measures µ′k, ν
′
k ∈M(f,Λ), k =
1, · · · , n such that
1. M(f, Sµ′
k
) ⊆ Fµk and M(f, Sν′k) ⊆ Fνk , k = 1, · · · , n.
2. hµ′
k
> tΛa − η and hν′k > t
Λ
a − η, k = 1, · · · , n.
Note by the selection of ε and Fµk , Fνk that M(f, Sµ′k),M(f, Sν
′
k
), k = 1, · · · , n are pairwise
disjoint. So Sµ′
k
, Sν′
k
, k = 1, · · · , n are pairwise disjoint. Note also that
∫
ϕdµ′k < a <
∫
ϕdν ′k for
each k = 1, · · · , n. Thus we can choose ck ∈ (0, 1) such that ck
∫
ϕdµ′k + (1− ck)
∫
ϕdν ′k = a for
each k = 1, · · · , n. Now let λ′k = ckµ
′
k + (1− ck)ν
′
k, then
(i) Sλ′
k
= Sµ′
k
∪Sν′
k
, k = 1, · · · , n are pairwise disjoint and consequently, Sλk 6= C
∗
Λ, k = 1, · · · , n.
(ii) hλ′
k
≥ min{hµ′
k
, hν′
k
} > tΛa − η, k = 1, · · · , n.
(iii)
∫
ϕdλ′k = ck
∫
ϕdµ′k + (1− ck)
∫
ϕdν ′k = a, k = 1, · · · , n.
Proposition 6.13. Let Λ ⊆ X be a closed f -invariant subset. Suppose Merg(f,Λ) is strong-
entropy-dense in M(f,Λ) and there is a λ ∈M(f,Λ) such that Sλ = C
∗
Λ. If Λ has the center-fat
property and a ∈ Int(LΛa ), then for any η > 0 and n ∈ N, there exist n distinct measures
λ1, · · · , λn ∈M(f,Λ) such that
(a) Sλ1 = Sλ2 = · · · = Sλn 6= C
∗
Λ.
(b) hλk > t
Λ
a − η, k = 1, · · · , n.
(c)
∫
ϕdλk = a, k = 1, · · · , n.
Proof. Choose λ′1, λ
′
2 ∈ M(f,Λ) which satisfy properties (a)(b)(c) in Proposition 6.12. Then
select an arbitrary sequence 0 < t1 < t2 < · · · < tn < 1 and let
λk := tkλ
′
2 + (1− tk)λ
′
1, k = 1, · · · , n.
Since Λ satisfies the center-fat property and Sλ′
k
6= C∗Λ, k = 1, · · · , n,
Sλ1 = · · · = Sλn = Sλ′1 ∪ Sλ′2 6= C
∗
Λ.
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Moreover,
hλk ≥ min{hλ′1 , hλ′2} > htop(f |Λ)− η, k = 1, · · · , n.
Finally, ∫
ϕdλk = tk
∫
ϕdλ′1 + (1− tk)
∫
ϕdλ′2 = a, k = 1, · · · , n.
6.3 Refined Multi-fractal Analysis for the Irregular Set
For Λ ⊆ X, define ΞΛ := {Sµ |Sµ ( Λ, µ ∈M(f,X)}.
Theorem 6.14. Let Λ ( X be a closed f -invariant subset. Suppose (Λ, f |Λ) is nonrecurrently-
star-saturated and there is a λ ∈M(f,Λ) such that Sλ = C
∗
Λ. If Int(L
Λ
ϕ) 6= ∅, then
(1) htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f)) = htop(f |Λ);
(2) under the additional condition that Λ satisfies the center-fat property and the strong-entropy-
dense property, one has htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩
NRec(f) ∩ IΛϕ (f)) = htop(f |Λ);
(3) under the additional condition that Λ satisfies the strong-entropy-dense property, one has
for any Z ∈ ΞΛ ∪ {∅}, htop({x ∈ X |Z = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) =
Λ} ∩NRec(f) ∩ IΛϕ (f)) = htop(f |Λ);
(4) under the additional condition that Λ satisfies the center-fat property and the strong-entropy-
dense property, one has for any Z ∈ ΞΛ∪{∅}, htop({x ∈ X |Z = ωd(x) ( ωd(x) ( ωB(x) =
C∗Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f)) = htop(f |Λ);
Proof. The ” ≤ ” part is ensured by Proposition 6.6. Now let us prove the ” ≥ ” part.
(1) For any η > 0, choose λ1, λ2 ∈ M(f,Λ) satisfying (1)(2)(3) in Proposition 6.8. Define
K := cov{λ1, λ2}. Observe that
⋂
µ∈K Sµ = C
∗
Λ which yields by Lemma 5.2 that
GΛK ⊆ {x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover,
∫
ϕdλ1 6=
∫
ϕdλ2 indicates by Lemma 6.5 that G
Λ
K ⊆ GK ⊆ I
Λ
ϕ (f). So we have
GΛ,NK ⊆ {x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 46)
Finally, since (Λ, f |Λ) is nonrecurrently-star-saturated,
htop(f,G
Λ,N
K ) = inf{hκ : κ ∈ K} = min{hλ1 , hλ2} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
(2) For any η > 0, choose λ1, λ2 ∈ M(f,Λ) satisfying (i)(ii)(iii) in Proposition 6.10. Define
K := cov{λ1, λ2}. Let us prove that
GΛ,NK ⊆ {x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 47)
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Indeed, by property (i) of λ1, λ2,
⋂
τ∈K Sτ =
⋃
τ∈K Sτ ( C
∗
Λ. So by Lemma 5.2, one obtains
that
GΛK ⊆ {x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
By property (iii) of λ1, λ2 and Lemma 6.5, we see G
Λ
K ⊆ GK ⊂ I
Λ
ϕ (f). Therefore, (6. 47) is
proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ1 , hλ2} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
(3) Case 1: Z = ∅.
For any η > 0, choose λ′1, λ
′
2 ∈ M(f,Λ) satisfying (a)(b)(c) in Proposition 6.9. Moreover,
choose λ3 satisfying (1)(2) in Proposition 6.8 and set λ
′
3 = λ3. Define K := cov{λ
′
1, λ
′
2, λ
′
3}.
Now let us prove that
GΛ,NK ⊆ {x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 48)
Indeed, by Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ = Sλ′1 ∩ Sλ′2 ∩ Sλ′3 = ∅.
Meanwhile,
⋃
κ∈K Sκ = Sλ′1 ∪ Sλ′2 ∪ Sλ′3 = C
∗
Λ. So
⋂
µ∈K Sµ (
⋃
ν∈K Sν = C
∗
Λ. According to
Lemma 5.2, we have
GΛK ⊆ {x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, since
∫
ϕdλ′1 6=
∫
ϕdλ′2 and Lemma 6.5, we see G
Λ
K ⊆ GK ⊆ I
Λ
ϕ (f). Therefore, (6. 48)
is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ′1 , hλ′2 , hλ′3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
Case 2: Z ∈ ΞΛ.
Suppose Z = Sµ ( Λ for some µ ∈ M(f,X). For any η > 0, choose λ
′
1, λ
′
2 ∈ M(f,Λ)
satisfying (a)(b)(c) in Proposition 6.9. Then choose θ ∈ (0, 1) close to 1 such that λ̂k = θλ
′
k +
(1− θ)µ, k = 1, 2 satisfy that
h
λ̂k
= θhλ′
k
+ (1− θ)hµ ≥ θhλ′
k
> htop(f |Λ)− η, k = 1, 2.
Moreover, choose λ3 satisfying (1)(2) in Proposition 6.8 and set λ̂3 = λ3. Define K :=
cov{λ̂1, λ̂2, λ̂3}. Now let us prove that
GΛ,NK ⊆ {x ∈ X |Sµ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩ I
Λ
ϕ (f). (6. 49)
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By Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ = Sλ̂1 ∩ Sλ̂2 ∩ Sλ̂3 = Sλ̂1 ∩ Sλ̂2 = Sµ.
Meanwhile,
⋃
κ∈K Sκ = Sλ̂1 ∪ Sλ̂2 ∪ Sλ̂3 = C
∗
Λ. So
⋂
µ∈K Sµ (
⋃
ν∈K Sν = C
∗
Λ. According to
Lemma 5.2, we have
GΛK ⊆ {x ∈ X |Sµ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, since
∫
ϕdλ′1 6=
∫
ϕdλ′2,
∫
ϕdλ̂1 6=
∫
ϕdλ̂2. So by Lemma 6.5, we see G
Λ
K ⊆ GK ⊆
IΛϕ (f). Therefore, (6. 51) is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ̂1 , hλ̂2 , hλ̂3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
(4) Case 1: Z = ∅.
For any η > 0, choose λ1, λ2, λ3 ∈ M(f,Λ) satisfying (i)(ii)(iii) in Proposition 6.10. Define
K := cov{λ1, λ2, λ3}. Now let us prove that
GΛ,NK ⊆ {x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 50)
By Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ = Sλ1 ∩ Sλ2 ∩ Sλ3 = ∅.
Meanwhile, since Λ has the center-fat property,
⋃
κ∈K Sκ = Sλ1∪Sλ2∪Sλ3 ( C
∗
Λ. So
⋂
µ∈K Sµ (⋃
ν∈K Sν ( C
∗
Λ. According to Lemma 5.2, we have
GΛK ⊆ {x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, since
∫
ϕdλ1 6=
∫
ϕdλ2 and Lemma 6.5, we see G
Λ
K ⊆ GK ⊆ I
Λ
ϕ (f). Therefore, (6. 48)
is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ1 , hλ2 , hλ3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
Case 2: Z ∈ ΞΛ.
Suppose Z = Sµ ( Λ for some µ ∈ M(f,X). For any η > 0, choose λ1, λ2, λ3 ∈ M(f,Λ)
satisfying (i)(i)(iii) in Proposition 6.10. Now choose θ ∈ (0, 1) close to 1 such that λ̂k =
θλk + (1− θ)µ, k = 1, 2, 3 satisfy that
h
λ̂k
= θhλk + (1− θ)hµ ≥ θhλk > htop(f |Λ)− η, k = 1, 2, 3.
Define K := cov{λ̂1, λ̂2, λ̂3}. Now let us prove that
GΛ,NK ⊆ {x ∈ X |Sµ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩ I
Λ
ϕ (f). (6. 51)
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By Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
κ∈Vf (x)
Sκ =
⋂
κ∈K
Sκ = Sλ̂1 ∩ Sλ̂2 ∩ Sλ̂3 = (Sλ1 ∩ Sλ2 ∩ Sλ3) ∪ Sµ = Sµ.
Meanwhile, since Λ satisfies the center-fat property and Sλk 6= Λ, k = 1, 2, 3, one has
⋃
κ∈K Sκ =
S
λ̂1
∪S
λ̂2
∪S
λ̂3
( C∗Λ. Moreover, Sλ̂1 ∩Sλ̂2 = Sλ1 ∩Sλ2 = ∅. So
⋂
κ∈K Sκ (
⋃
κ∈K Sκ. According
to Lemma 5.2, we have
GΛK ⊆ {x ∈ X |Sµ = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, since |
∫
ϕdλ̂1 −
∫
ϕdλ̂2| = θ|
∫
ϕdλ1 −
∫
ϕdλ2| 6= 0, we see by Lemma 6.5 that
GΛK ⊆ GK ⊂ I
Λ
ϕ (f). Therefore, (6. 51) is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ̂1 , hλ̂2 , hλ̂3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
6.4 Refined Multifractal analysis for the Level Set
Theorem 6.15. Let Λ ( X be a closed f -invariant subset. Suppose (Λ, f |Λ) is nonrecurrently-
star-saturated and there is a λ ∈M(f,Λ) such that Sλ = C
∗
Λ. If a ∈ Int(L
Λ
ϕ), then
(1) htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a ;
(2) under the additional condition that Λ satisfies the center-fat property and Λ satisfies the
strong-entropy-dense property, one has htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆
ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a ;
(3) under the additional condition that Λ satisfies the strong-entropy-dense property, for any
Z ∈ ΞΛ∪{∅}, htop({x ∈ X |Z = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩
RΛϕ(a)) = t
Λ
a ;
(4) under the additional condition that Λ satisfies the center-fat property and Λ satisfies the
strong-entropy-dense property, one has for any Z ∈ ΞΛ ∪ {∅}, htop({x ∈ X |Z = ωd(x) (
ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a ;
Porof. The ” ≤ ” part is ensured by Proposition 6.6. Now let us prove the ” ≥ ” part.
(1) For any η > 0, choose τ satisfying (1)(2)(3) in Proposition 6.11. Define K := {τ}.
Observe that
⋂
µ∈K Sµ = C
∗
Λ which yields by Lemma 5.2 that
GΛK ⊆ {x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, by Lemma 6.5, GΛK ⊆ GK ⊆ R
Λ
ϕ(a). So we have
GΛ,NK ⊆ {x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(f). (6. 52)
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Finally, since (Λ, f |Λ) is nonrecurrently-star-saturated,
htop(f,G
Λ,N
K ) = inf{hκ : κ ∈ K} = min{hλ1 , hλ2} > t
Λ
a − η.
By the arbitrariness of η, we obtain our result.
(2) For any η > 0, choose λ1, λ2 ∈ M(f,Λ) satisfying (i)(ii)(iii) in Proposition 6.13. Define
K := cov{λ1, λ2}. Let us prove that
GΛ,NK ⊂ {x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 53)
Indeed, by property (i) of λ1, λ2,
⋂
τ∈K Sτ =
⋃
τ∈K Sτ ( C
∗
Λ. So by Lemma 5.2, one obtains
that
GΛK ⊆ {x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
By property (iii) of λ1, λ2, we see∫
ϕd(tλ1 + (1− t)λ2) = t
∫
ϕdλ1 + (1− t)
∫
ϕdλ2 = a for any 0 ≤ t ≤ 1.
So Lemma 6.5, we have GΛK ⊆ GK ⊂ R
Λ
ϕ(a). Therefore, (6. 53) is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ1 , hλ2} > t
Λ
a − η.
By the arbitrariness of η, we obtain our result.
(3) Case 1: Z = ∅.
For any η > 0, choose λ′1, λ
′
2 ∈ M(f,Λ) satisfying (a)(b)(c) in Proposition 6.12. Moreover,
choose τ satisfying (1)(2) in Proposition 6.11 and set λ′3 = τ . Define K := cov{λ
′
1, λ
′
2, λ
′
3}. Now
let us prove that
GΛ,NK ⊂ {x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 54)
Indeed, by Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ = Sλ′1 ∩ Sλ′2 ∩ Sλ′3 = ∅.
Meanwhile,
⋃
κ∈K Sκ = Sλ′1 ∪ Sλ′2 ∪ Sλ′3 = C
∗
Λ. So
⋂
µ∈K Sµ (
⋃
ν∈K Sν = C
∗
Λ. According to
Lemma 5.2, we have
GΛK ⊂ {x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, it is not hard to check that for any µ ∈ K,
∫
ϕdµ = a. So Lemma 6.5 yields that
GΛK ⊆ GK ⊂ R
Λ
ϕ(a). Therefore, (6. 54) is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ′1 , hλ′2 , hλ′3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
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Case 2: Z ∈ ΞΛ.
Suppose Z = Sµ ( Λ for some µ ∈ M(f,X). For any η > 0, choose λ
′
1, λ
′
2 ∈ M(f,Λ)
satisfying (a)(b)(c) in Proposition 6.12. Then choose θ ∈ (0, 1) close to 1 such that λ̂k =
θλ′k + (1− θ)µ, k = 1, 2 satisfy that
h
λ̂k
= θhλ′
k
+ (1− θ)hµ ≥ θhλ′
k
> htop(f |Λ)− η, k = 1, 2.
Moreover, choose τ satisfying (1)(2) in Proposition 6.11 and set λ̂3 = τ . DefineK := cov{λ̂1, λ̂2, λ̂3}.
Now let us prove that
GΛ,NK ⊂ {x ∈ X |Sµ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩ I
Λ
ϕ (f). (6. 55)
By Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ = Sλ̂1 ∩ Sλ̂2 ∩ Sλ̂3 = Sλ̂1 ∩ Sλ̂2 = Sµ.
Meanwhile,
⋃
κ∈K Sκ = Sλ̂1 ∪ Sλ̂2 ∪ Sλ̂3 = C
∗
Λ. So
⋂
µ∈K Sµ (
⋃
ν∈K Sν = C
∗
Λ. According to
Lemma 5.2, we have
GΛK ⊂ {x ∈ X |Sµ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, it is not hard to check that for any µ ∈ K,
∫
ϕdµ = a. So Lemma 6.5 yields that
GΛK ⊆ GK ⊂ R
Λ
ϕ(a). Therefore, (6. 55) is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ̂1 , hλ̂2 , hλ̂3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
(4) Case 1: Z = ∅.
For any η > 0, choose λ1, λ2, λ3 ∈ M(f,Λ) satisfying (i)(ii)(iii) in Proposition 6.13. Define
K := cov{λ1, λ2, λ3, }. Now let us prove that
GΛ,NK ⊂ {x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩ I
Λ
ϕ (f). (6. 56)
By Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
µ∈Vf (x)
Sµ =
⋂
µ∈K
Sµ = Sλ1 ∩ Sλ2 ∩ Sλ3 = ∅.
Meanwhile, since Λ has the center-fat property,
⋃
κ∈K Sκ = Sλ1∪Sλ2∪Sλ3 ( C
∗
Λ. So
⋂
µ∈K Sµ (⋃
ν∈K Sν ( C
∗
Λ. According to Lemma 5.2, we have
GΛK ⊂ {x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, it is not hard to check that for any µ ∈ K,
∫
ϕdµ = a. So Lemma 6.5 yields that
GΛK ⊆ GK ⊂ R
Λ
ϕ(a). Therefore, (6. 56) is proved.
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Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ1 , hλ2 , hλ3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
Case 2: Z ∈ ΞΛ.
Suppose Z = Sµ ( Λ for some µ ∈ M(f,X). For any η > 0, choose λ1, λ2, λ3 ∈ M(f,Λ)
satisfying (i)(i)(iii) in Proposition 6.13. Now choose θ ∈ (0, 1) close to 1 such that λ̂k =
θλk + (1− θ)µ, k = 1, 2, 3 satisfy that
h
λ̂k
= θhλk + (1− θ)hµ ≥ θhλk > htop(f |Λ)− η, k = 1, 2, 3.
Define K := cov{λ̂1, λ̂2, λ̂3}. Now let us prove that
GΛ,NK ⊂ {x ∈ X |Sµ = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩ I
Λ
ϕ (f). (6. 57)
By Proposition 1.4, one has for any x ∈ GK ,
ωd(x) =
⋂
κ∈Vf (x)
Sκ =
⋂
κ∈K
Sκ = Sλ̂1 ∩ Sλ̂2 ∩ Sλ̂3 = (Sλ1 ∩ Sλ2 ∩ Sλ3) ∪ Sµ = Sµ.
Meanwhile, since Λ satisfies the center-fat property and Sλk 6= Λ, k = 1, 2, 3, one has
⋃
κ∈K Sκ =
S
λ̂1
∪S
λ̂2
∪S
λ̂3
( C∗Λ. Moreover, Sλ̂1 ∩Sλ̂2 = Sλ1 ∩Sλ2 = ∅. So
⋂
κ∈K Sκ (
⋃
κ∈K Sκ. According
to Lemma 5.2, we have
GΛK ⊂ {x ∈ X |Sµ = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}.
Moreover, it is not hard to check that for any µ ∈ K,
∫
ϕdµ = a. So Lemma 6.5 yields that
GΛK ⊆ GK ⊂ R
Λ
ϕ(a). Therefore, (6. 57) is proved.
Finally, (Λ, f |Λ) is nonrecurrently-star-saturated, so
htop(f,G
Λ,N
K ) = inf{hµ : µ ∈ K} = min{hλ̂1 , hλ̂2 , hλ̂3} > htop(f |Λ)− η.
By the arbitrariness of η, we obtain our result.
7 Proof of Main Theorems
Lemma C. Suppose (X, f) is topologically expanding and transitive. Let ϕ : X → R be a
continuous function and assume that Int(Lϕ) 6= ∅. Then for any η > 0, there exist two f -
invariant subsets Λ ( Θ ( X such that
(1) Λ is topologically expanding and transitive with
C∗Λ = Λ, Int(L
Λ
ϕ) 6= ∅, htop(f |Λ) > htop(f)− η. (7. 58)
(2) Θ is internally chain transitive but not topologically transitive and
Λ = C∗Θ ( Θ, Int(L
Θ
ϕ ) 6= ∅, htop(f |Θ) > htop(f)− η. (7. 59)
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Proof. (1) By the variational principle, we obtain a µ ∈ Merg(f,X) with hµ > htop(f) − η/2.
Since Int(Lϕ) 6= ∅, we obtain a ν ∈Merg(f,X) with
∫
ϕdν 6=
∫
ϕdµ. Then we choose θ ∈ (0, 1)
close to 1 such that ω := θµ+ (1− θ)ν satisfies that
hω = θhµ + (1− θ)hν ≥ θhµ > htop(f)− η/2.
Moreover, one note that |
∫
ϕdω −
∫
ϕdµ| = (1− θ)|
∫
ϕdµ −
∫
ϕdν| 6= 0. Now let
K := {tµ+ (1− t)ω : 0 ≤ t ≤ 1}.
By Lemma B, we obtain a topologically expanding basic set Λ ( X with two ergodic measures
µ˜, ω˜ ∈M(f,Λ) such that
hµ˜ > hµ − η/2 > htop(f)− η, hω˜ > hω − η/2 > htop(f)− η
and ∣∣∣∣∫ ϕdµ˜ − ∫ ϕdµ∣∣∣∣ < ε/3, ∣∣∣∣∫ ϕdω˜ − ∫ ϕdω∣∣∣∣ < ε/3,
where ε := |
∫
ϕdµ −
∫
ϕdω| > 0. By the triangle inequality, one sees that |
∫
ϕdµ˜ −
∫
ϕdω˜| >
ε− ε/3− ε/3 = ε/3. This implies that Int(LΛϕ) 6= ∅. Moreover,
htop(f |Λ) ≥ hµ˜ > htop(f)− η.
Besides, since periodic points are dense in Λ, there is a ν ∈ M(f,Λ) with full support [29,
Proposition 21.12]. This implies that C∗Λ = Λ.
(2) Since (X, f) is topologically expanding and transitive, we can find a z /∈ Λ such that
ωf (z) = Λ by Corollary 5.10. Let A = orb(z, f) ∪ Λ. Note that A is closed and f -invariant. So
by Lemma 2.11, there is a point x ∈ X such that
A ⊆ ωf (x) ⊆ ∪
∞
l=0f
−lA.
In particular, ⋃
y∈ωf (x)
ωf (y) ⊆ A ⊆ ωf (x) 6= X.
Let Θ = ωf (x). Then Θ is internally chain transitive by Lemma 2.2. By Lemma 2.5,
M(f,Θ) =M(f,A) =M(f,Λ).
This implies that C∗Θ = Λ ( Θ and Int(L
Θ
ϕ ) = Int(L
Λ
ϕ) 6= ∅. It is left to show that Θ is
not transitive. Indeed, suppose the opposite is true, then there is an a ∈ ωf (x) such that
ωf (a) = ωf (x). However, a = f
nb for some n ∈ N and b ∈ A. In particular, ωf (a) ⊆ Λ ( ωf (x),
a contradiction.
Lemma D. Suppose f : X → X is transitive and topologically expanding. Let ϕ : X → R be a
continuous function and assume that Int(Lϕ) 6= ∅. Then for any a ∈ Int(Lϕ) and any η > 0,
there are three topologically expanding basic set Λi ⊆ Λ ( X(i = 1, 2) such that
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(1) htop(Λi) > ta − η, i = 1, 2;
(2)
sup
µ∈Mf (Λ1)
∫
ϕ(x)dµ < a < inf
µ∈Mf (Λ2)
∫
ϕ(x)dµ. (7. 60)
In particular,
C∗Λ = Λ and t
Λ
a > ta − η. (7. 61)
Moreover, there also exists a closed f -invariant subset Θ ) Λ which is internally chain transitive
but not topologically transitive such that
Λ = C∗Θ ( Θ and t
Θ
a > ta − η. (7. 62)
Proof. SinceM(f,X) is compact and µ 7→
∫
ϕdµ is continuous, there exist µmax, µmin ∈M(f,X)
with ∫
ϕdµmax = sup
µ∈M(f,X)
∫
ϕdµ and
∫
ϕdµmin = inf
µ∈M(f,X)
∫
ϕdµ.
For any η > 0, by the definition of ta, there exists a λ ∈ M(f,X) with
∫
ϕdλ = a such
that hλ > ta − η/2. Now choose θ ∈ (0, 1) close to 1 such that ν1 := θλ + (1 − θ)µmin and
ν2 = θλ+ (1− θ)µmax satisfy that
hν1 = θhλ + (1− θ)hµmin ≥ θhλ > ta − η/2 and hν2 = θhλ + (1− θ)hµmax ≥ θhλ > ta − η/2.
Then we let ε := min{a−
∫
ϕdν1,
∫
ϕdν2 − a} > 0 and choose ζ > 0 such that
ρ(τ, κ) < ζ ⇒ |
∫
ϕdτ −
∫
ϕdκ| < ε/2.
By Lemma B, there are three topologically expanding basic set Λi ⊆ Λ ( X(i = 1, 2) with
ergodic measures ωi ∈M(f,Λi), i = 1, 2 such that hωi > hνi−η/2. Moreover, dH(νi,M(f,Λi)) <
ζ. This implies that for any λi ∈M(f,Λi), one has |
∫
ϕdλi −
∫
ϕdνi| < ε/2. So we have
sup
µ∈Mf (Λ1)
∫
ϕ(x)dµ ≤
∫
ϕdν1+ε/2 ≤ a−ε/2 and inf
µ∈Mf (Λ2)
∫
ϕ(x)dµ ≥
∫
ϕdν2−ε/2 ≥ a+ε/2,
proving that supµ∈Mf (Λ1)
∫
ϕ(x)dµ < a < infµ∈Mf (Λ2)
∫
ϕ(x)dµ.
Finally, htop(Λ) ≥ hωi > hνi − η/2 > ta − η, i = 1, 2.
Now by variational principle, we choose two ergodic measures νi ∈ M(f,Λi), i = 1, 2 such
that
hνi > ta − η.
Due to (7. 60), there exists a 0 < θ < 1 such that ν = θν1 + (1− θ)ν2 satisfies that∫
ϕdν = θ
∫
ϕdν1 + (1− θ)
∫
ϕdν2 = a.
Moreover, one has
hν = θhν1 + (1− θ)hν2 ≥ min{hν1 , hν2} > ta − η.
This proves that tΛa > ta − η. Meanwhile, note that the periodic points are dense in Λ, there is
a ν ∈M(f,Λ) with full support [29]. Hence, C∗Λ = Λ. Thus (7. 61) is proved.
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Furthermore, choose an arbitrary point z /∈ Λ such that ωf (z) = Λ. Let A = orb(z, f) ∪ Λ.
Note that A is closed and f -invariant. So by Lemma 2.11, there is a point x ∈ X such that
A ⊆ ωf (x) ⊆ ∪
∞
l=0f
−lA.
In particular, ⋃
y∈ωf (x)
ωf (x) ⊆ A ⊆ ωf (x) 6= X.
Let Θ = ωf (x). Then Θ is chain transitive. By Lemma 2.5,
M(f,Θ) =M(f,A) =M(f,Λ).
This implies that tΘa = t
Λ
a > ta − η. Moreover, note that C
∗
Θ = Λ ( Θ. Thus (7. 62) is proved.
The proof of the fact that Θ is not topologically transitive follows a similar discussion as in
(1).
7.1 Proof of Theorem C
The part ’≤’ follows from Corollary 6.7. So we only need to prove the part ’≥’.
Suppose that Iϕ(f) 6= ∅. Then it is easy to check that Int(Lφ) 6= ∅. For any η > 0, choose
topologically expanding and transitive Λ ( X satisfying (7. 58) and choose internally chain
transitive Θ with Λ ( Θ ( X satisfying (7. 59) by Lemma C. Then by Proposition A and 5.13,
Λ and Θ both satisfy nonrecurrently-star-saturated property. By Proposition 4.4 Λ satisfies the
strong-entropy-dense property. Since C∗Θ = Λ, Θ also has strong-entropy-dense property. By
Lemma 6.4, Λ,Θ both satisfy center-fat property. Now let us prove Theorem C item by item.
Step 1: We show item (I) and item (I’)
(1) By Theorem 6.14 (1), one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩I
Λ
ϕ (f)) = htop(f |Λ).
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Λ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
(1’) By Theorem 6.14 (1), one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = CΘ ⊆ ωf (x) = Θ}∩NRec(f)∩I
Θ
ϕ (f)) = htop(f |Θ).
Note that CΘ ( Θ and Θ is not topologically transitive. So one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Θ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
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(2) By Theorem 6.14 (2) one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩I
Λ
ϕ (f)) = htop(f |Λ).
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Λ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
(2’) By Theorem 6.14 (2) one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = CΘ ⊆ ωf (x) = Θ}∩NRec(f)∩I
Θ
ϕ (f)) = htop(f |Θ).
Note that CΘ ( Θ and Θ is not topologically transitive. So one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Θ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
(3) and (4) For any Z ∈ ΞΛ ∪ {∅}, by Theorem 6.14 (3) one has that
htop({x ∈ X |Z = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩I
Λ
ϕ (f)) = htop(f |Λ).
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Λ)
> htop(f)− η. Meanwhile, if we let Z ∈ ΞΛ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Λ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
(3’) and (4’) For any Z ∈ ΞΛ ∪ {∅}, by Theorem 6.14 (3) one has that
htop({x ∈ X |Z = ωd(x) ( ωd(x) = ωB(x) = CΘ ⊆ ωf (x) = Θ}∩NRec(f)∩I
Θ
ϕ (f)) = htop(f |Θ).
Note that CΘ ( Θ and Θ is not topologically transitive. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Θ)
> htop(f)− η. Meanwhile, if we let Z ∈ ΞΘ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) = ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Θ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
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(5) and (6) For any Z ∈ ΞΛ ∪ {∅}, by Theorem 6.14 (4) one has that
htop({x ∈ X |Z = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ}∩NRec(f)∩I
Λ
ϕ (f)) = htop(f |Λ).
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Λ)
> htop(f)− η. Meanwhile, if we let Z ∈ ΞΛ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Λ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
(5’) and (6’) For any Z ∈ ΞΛ ∪ {∅}, by Theorem 6.14 (4) one has that
htop({x ∈ X |Z = ωd(x) ( ωd(x) ( ωB(x) = CΘ ⊆ ωf (x) = Θ}∩NRec(f)∩I
Θ
ϕ (f)) = htop(f |Θ).
Note that CΘ ( Θ and Θ is not topologically transitive. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Θ)
> htop(f)− η. Meanwhile, if we let Z ∈ ΞΘ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩ Iϕ(f)) ≥ htop(f |Θ)
> htop(f)− η. By the arbitrariness of η, one obtains the result.
Step 2: We show item (II) By Proposition A the subsystem f |Λ is star-saturated and
then also transitively-saturated. Then by the results of [49]
htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩ Tran(f |Λ) ∩ Iϕ(f)) = htop(f), i = 1, 2, · · · , 6.
Thus htop({x ∈ X |x satisfies Case (i)}∩Υ∩Rec(f)\Tran(f)∩Iϕ(f)) = htop(f), i = 1, 2, · · · , 6.
7.2 Proof of Theorem A and B
Theorem A can be deduced from Theorem B so that we only need to prove Theorem B.
Proof of Theorem B Since the considered dynamical system is not uniquely ergodic, there
are two invariant measures µ1 6= µ2 and thus there is a continuous function ϕ : X → R such
that
∫
ϕdµ1 6=
∫
ϕdµ2. Take K be the set of convex hull of µ1 and µ2. By Proposition A GK 6= ∅
abd by Lemma 6.5 GK ⊆ Iϕ(f) so that Iϕ(f) 6= ∅. Then Theorem C implies Theorem B, since
Iϕ(f) ⊆ I(f).
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7.3 Proof of Theorem 1.13 and 1.14
For any η > 0, choose topologically expanding and transitive Λ ( X satisfying (7. 58) and
choose internally chain transitive Θ with Λ ( Θ ( X satisfying (7. 59) by Lemma C. Then
by Proposition A and 5.13, Λ and Θ both satisfy nonrecurrently-star-saturated property. By
Proposition 4.4 Λ satisfies the strong-entropy-dense property. Since C∗Θ = Λ, Θ also has strong-
entropy-dense property. By Lemma 6.4, Λ,Θ both satisfy center-fat property.
Proof of Theorem 1.13 Take the ergodic measure µ1 with maximal entropy of f |Λ and by
entropy-dense property take ergodic µ2 satisfying Sµ2 ⊆ Λ and hµ2(f) > htop(f |Λ) − η. Then
nonrecurrently-star-saturated implies that htop(G
Θ
µi ∩ NRec) = htop(G
Λ
µi ∩ NRec) = hµi(f) >
htop(f |Λ)− η. Note that G
Λ
µi ∩NRec belongs to Case (i) and G
Θ
µi ∩NRec belongs to Case (i’).
This implies item (I) and item (I’).
By Proposition A the subsystem f |Λ is star-saturated and then also transitively-saturated.
Then by the results of [49]
htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩ Tran(f |Λ) ∩QR(f)) = htop(f), i = 1, 2.
Thus htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩Rec(f) \ Tran(f) ∩QR(f)) = htop(f), i = 1, 2.
Proof of Theorem 1.14 Let Y ⊆ X be an invariant transitive compact set with shadowing
property. Take the ergodic measure µY with maximal entropy of f |Y , then htop(SµY ∩ GµY ) =
hµY (f) = htop(f |Y ). Note that SµY ∩ GµY ⊆ {x ∈ X |x satisfies Case (i)} ∩ Υ ∩ {x|ωf (x) =
Y }∩R(f). Thus if taking Y = Λ then htop({x ∈ X |x satisfies Case (i)}∩Υ∩Rec(f)\Tran(f)∩
R(f)) = htop(f), i = 1, 2, · · · , 6, and if taking Y = X then htop({x ∈ X |x satisfies Case (i)} ∩
Υ ∩ Tran(f) ∩R(f)) = htop(f), i = 1, 2, · · · , 6.
7.4 Proof of Theorem E
The part ’≤’ follows from Corollary 6.7. So we only need to prove the part ’≥’.
Suppose that a ∈ Int(Lφ). For any η > 0, choose topologically expanding and transitive
Λi ⊆ Λ ( X(i = 1, 2) and choose internally chain transitive Θ with Λ ( Θ ( X satisfying the
conclusion of Lemma D. Then by Proposition A and 5.13, Λ and Θ both satisfy nonrecurrently-
star-saturated property. By Lemma 6.4, Λ,Θ both satisfy center-fat property. By Proposition
4.4 Λ satisfies the strong-entropy-dense property. Since C∗Θ = Λ, Θ also has strong-entropy-dense
property. Now let us prove Theorem E item by item.
Step 1: We show item (I) and item (I’)
(1) By Theorem 6.15 (1), one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a .
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ t
Λ
a > ta − η.
By the arbitrariness of η, one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ ta.
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(1’) By Theorem 6.15 (1), one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) = CΘ ⊆ ωf (x) = Θ} ∩NRec(f) ∩R
Θ
ϕ (a)) = t
Θ
a .
Note that CΘ ( Θ and Θ is not topologically transitive. So one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ t
Θ
a > ta − η.
By the arbitrariness of η, one has
htop({x ∈ X |ωd(x) = ωd(x) = ωB(x) ( ωf (x)} ∩NRec(f) ∩Rϕ(a)) ≥ ta.
(2) By Theorem 6.15 (2), one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a .
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ t
Λ
a > ta − η.
By the arbitrariness of η, one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ ta.
(2’) By Theorem 6.15 (2), one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) = CΘ ⊆ ωf (x) = Θ} ∩NRec(f) ∩R
Θ
ϕ (a)) = t
Θ
a .
Note that CΘ ( Θ and Θ is not topologically transitive. So one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ t
Θ
a > ta − η.
By the arbitrariness of η, one has
htop({x ∈ X |ωd(x) = ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ ta.
(3) and (4) By Theorem 6.15 (3), for any Z ∈ ΞΛ ∪ {∅}, one has
htop({x ∈ X |Z = ωd(x) ( ωd(x) = ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a .
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = ωf (x)}∩Υ∩NRec(f)∩Rϕ(a)) ≥ t
Λ
a > ta−η.
Meanwhile, if we let Z ∈ ΞΛ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) = ωB(x) = ωf (x)}∩Υ∩NRec(f)∩Rϕ(a)) ≥ t
Λ
a > ta−η.
By the arbitrariness of η, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ ta
and
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) = ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ ta.
65
(3’) and (4’) By Theorem 6.15 (3), for any Z ∈ ΞΛ ∪ {∅}, one has
htop({x ∈ X |Z = ωd(x) ( ωd(x) = ωB(x) = CΘ ⊆ ωf (x) = Θ} ∩NRec(f)∩R
Θ
ϕ (a)) = t
Θ
a .
Note that CΘ ( Θ and Θ is not topologically transitive. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) ( ωf (x)}∩Υ
c
T ∩NRec(f)∩Rϕ(a)) ≥ t
Θ
a > ta−η.
Meanwhile, if we let Z ∈ ΞΘ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) = ωB(x) ( ωf (x)}∩Υ
c
T ∩NRec(f)∩Rϕ(a)) ≥ t
Θ
a > ta−η.
By the arbitrariness of η, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) = ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ ta
and
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) = ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ ta.
(5) and (6) By Theorem 6.15 (4), for any Z ∈ ΞΛ ∪ {∅}, one has
htop({x ∈ X |Z = ωd(x) ( ωd(x) ( ωB(x) = C
∗
Λ ⊆ ωf (x) = Λ} ∩NRec(f) ∩R
Λ
ϕ(a)) = t
Λ
a .
Note that Λ is transitive and satisfies the shadowing property. So {x ∈ X : ωf (x) = Λ} ⊂
Υ. Note also that C∗Λ = Λ. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = ωf (x)}∩Υ∩NRec(f)∩Rϕ(a)) ≥ t
Λ
a > ta−η.
Meanwhile, if we let Z ∈ ΞΛ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) ( ωB(x) = ωf (x)}∩Υ∩NRec(f)∩Rϕ(a)) ≥ t
Λ
a > ta−η.
By the arbitrariness of η, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ ta
and
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) ( ωB(x) = ωf (x)} ∩Υ ∩NRec(f) ∩Rϕ(a)) ≥ ta.
(5’) and (6’) By Theorem 6.15 (4), for any Z ∈ ΞΛ ∪ {∅}, one has
htop({x ∈ X |Z = ωd(x) ( ωd(x) ( ωB(x) = CΘ ⊆ ωf (x) = Θ} ∩NRec(f)∩R
Θ
ϕ (a)) = t
Θ
a .
Note that CΘ ( Θ and Θ is not topologically transitive. So if we let Z = ∅, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) ( ωf (x)}∩Υ
c
T ∩NRec(f)∩Rϕ(a)) ≥ t
Θ
a > ta−η.
Meanwhile, if we let Z ∈ ΞΘ, then one has
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) ( ωB(x) ( ωf (x)}∩Υ
c
T ∩NRec(f)∩Rϕ(a)) ≥ t
Θ
a > ta−η.
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By the arbitrariness of η, one has
htop({x ∈ X | ∅ = ωd(x) ( ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ ta
and
htop({x ∈ X | ∅ 6= ωd(x) ( ωd(x) ( ωB(x) ( ωf (x)} ∩Υ
c
T ∩NRec(f) ∩Rϕ(a)) ≥ ta.
Step 2: We show item (II) By Proposition A the subsystem f |Λ is star-saturated and
then also transitively-saturated. Then by the results of [49]
htop({x ∈ X |x satisfies Case (i)} ∩Υ ∩ Tran(f |Λ) ∩Rϕ(a)) = htop(f), i = 1, 2, · · · , 6.
Thus htop({x ∈ X |x satisfies Case (i)}∩Υ∩Rec(f)\Tran(f)∩Rϕ(a)) = htop(f), i = 1, 2, · · · , 6.
7.5 Proof of Theorem D
If Iφ(f) = ∅, then Rφ(f) = X so that Theorem D can be deduced from Theorem A. Now we
consider the case of Iφ(f) 6= ∅.
Fix ε > 0. One can take a number a ∈ Int(Lφ) such that
htop(Rφ(a)) > htop(f)− ε.
Recall that
Rφ(f) =
⊔
b∈R
Rφ(b).
So Theorem D can be deduced from Theorem E .
8 Dynamical Systems with Shadowing or (almost) Specification
We are going to prove Theorem G.
8.1 Construction of Symbolic Factor Subsystem
Recall the following characterization for systems with the shadowing property.
Lemma 8.1. [30] Suppose that (X, f) has the shadowing property and htop(f) > 0. Then for
any 0 < α < htop(f) there are m,k ∈ N, log(m)/k > α and a closed set Λ ⊆ X invariant under
fk such that there is a factor map π : (Λ, fk) → (Σ+m+1, σ). If in addition, (X, f) is positively
expansive, then π is a conjugation.
A similar discussion leads to the following result.
Lemma 8.2. Suppose (X, f) satisfies the almost specification property. Then for any 0 < α <
htop(f), there are m,k ∈ N, log(m)/k > α and a closed set Λ ⊆ X invariant under f
k such that
there is a factor map π : (Λ, fk)→ (Σ+m, σ).
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Proof. By the variational principle, choose some invariant measure ν such that 0 < α < hν ≤
htop(f). According to Lemma 2.20, there exist δ > 0 and ε > 0 so that for each neighborhood
F of ν in M(X), there exists nF ∈ N such that for any n ≥ nF , there exists Γn ⊆ Xn,F which
is (δ, n, ε)-separated and satisfies log |Γn| ≥ nα. Now choose an arbitrary neighbourhood F of
ν. Since limn→∞
g(n,ε/3)
n = 0, there exists an N ∈ N such that for any n ≥ N , g(n,
ε
3) ≤
δ
3 . Let
k = max{nF , kg(
ε
3 ), [
3
δ ] + 1}. Enumerate the elements of Γk as {p1, · · · , pm} where m = |Γk|.
Let Σ+m be the set whose element is (a0a1 · · · an · · · ) such that ai ∈ {p1, · · · , pm}, i ∈ Z. For
every ξ ∈ Σm, denote
Yξ =
{
z ∈ X : f ik(z) ∈ Bk(g; ξi,
ε
3
) for i ∈ Z
}
.
By the almost specification property, the selection of k and the compactness ofX, Yξ is nonempty.
Note that if ξ 6= ψ then there is t such that ξt 6= ψt. For any x ∈ Yξ and y ∈ Yψ, since
δ − 2g(k, ε3) ≥
δ
3 , f
tkx and f tky are ( δ3 , k,
ε
3)-separated. Moreover,
δ
3 · n ≥ 1. So x, y are (tk,
ε
3)-
separated which implies that x 6= y. Therefore, Yξ ∩ Yψ = ∅. So we define Λ as the disjoint
union of Yξ:
Λ =
⊔
ξ∈Σ+r
Yξ.
Note that fk(Yξ) ⊆ Yσ(ξ). So Λ is f
k-invariant. It is not hard to see that if x ∈ Yξ and Yψ and
d(f l(x), f l(y)) < ε/3 for l = 0, . . . , ks − 1 then ξi = ψi for i = 0, . . . , s − 1. Therefore, if we
define π : Λ→ Σ+r as
π(x) := ξ if x ∈ Yξ,
then π is a continuous surjection. This shows that Λ is closed and clearly also σ ◦ π = π ◦ fk.
Finally, observe that
log(m)
k
=
log |Γk|
k
> α.
The proof is completed.
8.2 Proof of Theorem G
When htop(f) = 0, there is nothing to prove. So we suppose htop(f) > 0. By Lemma 8.1 and
8.2, for any 0 < α < htop(f), there are m,k ∈ N, log(m)/k > α and a closed and f
k-invariant
set Λ ⊆ X with a semiconjugation π : (Λ, fk)→ (Σ+m, σ).
Since (Σ+m, σ) is topologically expanding and transitive, by Theorem C, we obtain that
htop(NRec(σ)) = htop(σ,Σ
+
m) > kα.
On the other hand, by (2. 3), π(Rec(fk)) = Rec(σ), so NRec(fk,∆) ⊇ π−1NRec(σ). Mean-
while, note that NRec(fk) = NRec(f). Therefore, since π is a semiconjugation,
htop(f,NRec(f)) =
1
k
htop(f
k, NRec(f)) =
1
k
htop(f
k, NRec(fk)) ≥
1
k
htop(σ,NRec(σ)) > α.
By the arbitrariness of α, we see htop(NRec(f)) = htop(f).
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