We prove the following conjecture of Atanassov (Studia Sci. Math. Hungar. 32 (1996), 71-74). Let T be a triangulation of a d-dimensional polytope P with n vertices v 1 ; v 2 ; . . . ; v n : Label the vertices of T by 1; 2; . . . ; n in such a way that a vertex of T belonging to the interior of a face F of P can only be labelled by j if v j is on F: Then there are at least n À d full dimensional simplices of T; each labelled with d þ 1 different labels. We provide two proofs of this result: a non-constructive proof introducing the notion of a pebble set of a polytope, and a constructive proof using a path-following argument. Our non-constructive proof has interesting relations to minimal simplicial covers of convex polyhedra and their chamber complexes, as in
INTRODUCTION
Sperner's lemma is a combinatorial statement about labellings of triangulated simplices whose claim to fame is its equivalence with the 1 Research partially supported by NSF Grant DMS-0073815. 2 Research partially supported by a Beckman Research Grant at Harvey Mudd College. 3 To whom correspondence should be addressed. topological fixed-point theorem of Brouwer [12, 20] . In this paper, we prove a generalization of Sperner's lemma that settles a conjecture proposed by Atanassov [2] .
Consider a convex polytope P in R d defined by n vertices v 1 ; . . . ; v n 2 R d : For brevity, we will call such polytope an ðn; dÞ-polytope. Throughout the paper we will follow the terminology of the book [24] . By a triangulation T of the polytope P we mean a finite collection of distinct simplices such that: (i) the union of the simplices of T is P; (ii) every face of a simplex in T is in T; and (iii) any two simplices in T intersect in a face common to both. The points v 1 ; . . . ; v n are called vertices of P to distinguish them from vertices of T; the triangulation. Similarly, a simplex spanned by vertices of P will be called a simplex of P to distinguish it from simplices involving other vertices of T: If S is a subset of P; then the carrier of S; denoted carrðSÞ; is the smallest face F of P that contains S: In that case we say S is carried by F: A cover C of a convex polytope P is a collection of full dimensional simplices in P such that S s2C s ¼ P:
The size of a cover is the number of simplices in the cover.
Let T be a triangulation of P; and suppose that the vertices of T have a labelling satisfying these conditions: each vertex of P is assigned a unique label from the set f1; 2; . . . ; ng; and each other vertex v of T is assigned a label of one of the vertices of P in carrðfvgÞ: Such a labelling is called a Sperner labelling of T: We say that a d-simplex in the triangulation is a fully labelled simplex or simply a full cell if all its labels are distinct. The following result was proved by Sperner [20] in 1928:
Sperner's Lemma. Any Sperner labelling of a triangulation of a d-simplex must contain an odd number of full cells; in particular, there is at least one.
Constructive proofs of Sperner's lemma [8, 13, 17] emerged in the 1960s, and these were used to develop constructive methods for locating fixed points [22, 23] . Sperner's lemma and its variants continue to be useful in applications. For example, they have recently been used to solve fair division problems in game theory [18, 21] .
The main purpose of this paper is to present a solution of the following conjecture: any Sperner labelling of a triangulation of an ðn; dÞ-polytope must contain at least n À d full cells. In 1996, Atanassov [2] stated this conjecture and gave a proof for the case where d ¼ 2: Note that Sperner's lemma is exactly the case n ¼ d þ 1: In this paper we prove this conjecture for all ðn; dÞ-polytopes: Theorem 1. Any Sperner labelling of a triangulation T of an ðn; dÞpolytope P must contain at least n À d full cells.
DE LOERA, PETERSON, AND SU
We provide a non-constructive and a constructive proof of Theorem 1. The non-constructive proof that we give in Section 2 relies on a known result about the surjectivity of the piecewise linear map induced by a labelled triangulation of P (Proposition 3, cf. [5, 14] ) and the notion of a pebble set that we develop. Pebble sets are also used in Section 2 to prove the following result of independent interest in discrete geometry. Theorem 2. Let cðPÞ denote the covering number of an ðn; dÞ-polytope P; which is the size of the smallest cover of P: Then, cðPÞ5n À d: This result is best possible as the equality is attained for stacked polytopes.
This result, which bounds the size of a polytope cover, is somewhat reminiscent of Barnette's lower bound theorem [3] for bounding the number of facets of simplicial polytopes. Other results bounding the size of polytope covers may be found in [6, 7, 16] and references within.
We emphasize that Theorem 2 holds for all covers, not just for those covers needed in the proof of Theorem 1. To be specific, Theorem 1 uses the fact that the collection of full cells in T corresponds to a cover of P under the piecewise linear map that sends each vertex of T to the vertex of P that shares the same label. In such a cover, any pair of simplices is connected by a sequence of simplices that meet face-to-face, and it is easier to prove a result like Theorem 2 for such covers.
However, not all covers are necessarily of this type. For example, in the left-hand side of Fig. 1 we specify a cover of an 8-vertex, three-dimensional convex polytope that cannot be obtained from a piecewise linear map of P to P: Nevertheless, Theorem 2 still applies.
In principle, failing to satisfy this ''face-to-face'' property can lead to very small covers; in Fig. 1 we display a star-shaped 12-gon that can be covered with just two triangles. Thus, the assertion of Theorem 2 is not true for covers of non-convex polygons (even though it is true for triangulations of non-convex polygons). The significance of Theorem 2 is that it holds for all covers of convex polytopes, not just triangulations or ''face-to-face'' covers.
Section 3 develops background on path-following arguments in polytopes that is closely related to classical path-following arguments for Sperner's lemma [8, 13, 22] . This is applied to give a constructive proof of Theorem 1 for simplicial polytopes. In Section 4, we extend the construction to prove the conjecture for arbitrary polytopes. Section 5 of the paper is devoted to applications, remarks, and open questions.
A NON-CONSTRUCTIVE PROOF USING PEBBLE SETS
Our non-constructive proof of Theorem 1 relies on the notion of a pebble set that we develop in this section. Constructing such a set will yield the desired lower bound for the number of full cells.
In what follows, we will use the notion of chamber complex of a polytope P (see [1] and [4] ): let S be the set of all d-simplices of P: Denote by bdryðsÞ the boundary of simplex s: Consider the set of open polyhedra P À S s2S bdryðsÞ: A chamber is the closure of one of these components. The chamber complex of P is the polyhedral complex given by all chambers and their faces.
Let P be an ðn; dÞ-polytope with Sperner-labelled triangulation T: Consider the piecewise linear (PL) map f : P ! P that maps each vertex of T to the vertex of P that shares the same label, and is linear on each d-simplex of T: The next proposition will be very useful: Proposition 3. The map f : P ! P defined as above is surjective, and thus the collection of full cells in T forms a cover of P under f :
The proof of the surjectivity of f that we show here is taken directly from the forthcoming book [5] . The surjectivity of f can also be proved as a consequence of the KKM-type result of [14, Theorem 10] . Similar DE LOERA, PETERSON, AND SU surjectivity results for maps arising from labellings by facets of P (rather than vertices of P) can be found in [10, Theorem 4; 23, Theorem 14.5.3] .
Proof. First, note that because of the Sperner labelling of the triangulation T of P; the map f satisfies f ðFÞ F for any face F of P:
Since this condition is hereditary for faces, to show that f is surjective, it suffices to show that each point y in the interior of P has a pre-image. For contradiction, suppose that some y 2 int P is not in the image of f : For x 2 P; consider the ray emanating from f ðxÞ and passing through y; and let gðxÞ be the unique intersection of that ray with the boundary of P: This g is a well defined and continuous map P ! P; and by Brouwer's fixed point theorem, there is an x 0 2 P with gðx 0 Þ ¼ x 0 : The point x 0 lies on the boundary of P; in some proper face F: But f ðx 0 Þ cannot lie in F (because the segment from x 0 ¼ gðx 0 Þ to f ðx 0 Þ passes through the point y outside F) which contradicts the fact that f ðFÞ F:
Thus f is surjective. Moreover, the collection of images of full cells under f suffices to cover P because interiors of chambers of P are only covered by images of full cells, and boundaries of chambers are covered by any simplex that covers an adjacent chamber. ]
As a consequence of Proposition 3, if we can find a set of points in P such that any d-simplex spanned by ðd þ 1Þ vertices of P contains at most one such point in its interior, then the pre-image of each such point will correspond to a full cell in P (in fact, an odd number, because the number of pre-images, counted with sign, is 1). Thus finding full cells in Theorem 1 corresponds precisely to looking for the following kind of finite point set:
Definition. A pebble set of a ðn; dÞ-polytope P is a finite set of points (pebbles) such that each d-simplex of P contains at most one pebble interior to chambers.
It is worth noting two facts about pebble sets. Firstly, the larger the pebble set, the more full cells we can identify, i.e., the number of full cells is at least the cardinality of the largest size pebble set in P: Secondly, by the definition of a chamber, only one pebble can exist within a chamber and when choosing a pebble p we have the freedom to replace it by any point p 0 in the interior of the same chamber because p and p 0 are contained by the same set of d-simplices. We now show that a pebble set of size n À d exists for any ðn; dÞ-polytope P by a ''facet-pivoting'' construction.
In the simplest situation, if one of the facets of P is a simplex, call this simplex the base facet. Choose any point q 0 (the basepoint) in the interior of this base facet. Now for each vertex v i not in the base facet, choose a point p i along a line between q 0 and v i but very close to v i : Exactly how close will be specified in the proof. The collection of all such points fp i g forms a pebble set; it is size n À d because the simplicial base facet has d vertices. See, for example, Fig. 2 for the case of a pentagon; it is a ð5; 2Þ-polytope with pebble set fp 1 ; p 2 ; p 3 g:
If none of the facets are simplicial, then one must choose a non-simplicial facet as base. In this case, choose a pebble set fq i g for the base facet (an inductive hypothesis is used here) and then use any one of them for a basepoint q 0 to construct p i as above. The remaining pebbles are obtained from the other q i by perturbing them so they are interior to P: See Fig. 3 . Theorem 4. Any ðn; dÞ-polytope contains a pebble set of size n À d:
Proof. We induct on the dimension d: For dimension d ¼ 1; a polytope is just a line segment spanned by two vertices. Hence n À d ¼ 1 and clearly any point in the interior of the line segment forms a pebble set.
For any other dimension d; let V ¼ fv 1 ; . . . ; v n g 2 R d denote the vertices of the given ðn; dÞ-polytope P: Choose any facet F of P as a ''base facet'', and suppose without loss of generality that it is the convex hull of the last k vertices v nÀkþ1 ; . . . ; v n 2 R d ; k5d: Then F is a ðd À 1Þ-dimensional polytope with k vertices, and by the inductive hypothesis, F has a pebble set Q F with ðk À d þ 1Þ pebbles q 0 ; q 1 ; . . . ; q kÀd : (If F is a simplex, then k ¼ d and Q F consists of one point q 0 ; which can be taken to be any point on the interior of F:) Let diamðPÞ denote the diameter of the polytope P; i.e., the maximum pairwise distance between any two points in P: Let H be the minimum distance between any vertex v 2 V and the convex hull of the vertices in V =fvg: Since there are finitely many such distances and the vertices are in convex position, H exists and is positive. Set
Using q 0 ; let Q ¼ fp 1 ; . . . ; p nÀk g denote the collection of n À k points defined by
for 14i4n À k; where e is a small positive constant given by (1) . Therefore points in Q lie along straight lines extending from q 0 and very close to the vertices of P not in F: Because q i is in F; it lies on the boundary of P and borders exactly one chamber of P (since by induction it is interior to a single chamber in the facet F). Ignoring q 0 momentarily, for 14i4k À d; let q i 8 denote a point obtained by ''pushing'' q i into the interior of the unique chamber that it borders. Let Q F 8 ¼ fq8 1 ; . . . ; q8 kÀd g: We shall show that
is a pebble set for the polytope P: Note that if P has a simplicial facet F; then with this facet as base, the set Q suffices; for then Q F 8 is empty and construction (2) yields the required number of pebbles by choosing any q 0 in the interior of a simplicial facet F: First, we prove some important facts about the p i and q i 8:
Lemma 5. Let S be a d-simplex spanned by vertices of P: If S contains p i ; then S must also contain v i as one of its vertices.
Proof. By construction, each p i has the property that p i is not in the convex hull of V =fv i g: This follows because
hence jjv i À p i jj4H=2; implying that the distance of p i from the convex hull of V =fv i g is greater than or equal to H=2:
Since the convex hull of V =fv i g does not contain p i ; if S is to contain p i it must contain v i as one of its vertices. ] Lemma 6. Let S be a non-degenerate d-simplex spanned by vertices of P:
Proof. Since q i 8 is in the unique chamber of P that q i borders, any nondegenerate simplex containing q i must contain q i 8: Conversely, any simplex S containing q i 8 must contain its chamber and therefore contains q i : Since q i is in F; then q i is in S \ F: ] The next three lemmas will show that Q [ Q F 8 is a pebble set for P: Lemma 7. Any d-simplex S spanned by vertices of P contains no more than one pebble of Q:
Proof. If S is degenerate (i.e., the convex hull of those vertices is not full dimensional), then it clearly contains no pebbles of Q because the p i are by construction in the interior of a chamber. So we may assume that S is nondegenerate.
Let s 1 ; . . . ; s dþ1 2 V denote the vertices of S: Suppose by way of contradiction that S contained more than one point of Q: Then p i 0 and p j 0 are contained in S for distinct i 0 ; j 0 ; where 14i 0 ; j 0 4n À k: Lemma 5 implies that v i 0 ; v j 0 ; the vertices of P associated to p i 0 and p j 0 ; must both be vertices of S: Without loss of generality, let s 1 ¼ v i 0 and s 2 ¼ v j 0 : Let A be a matrix whose columns consist of q 0 and the vertices of S; adjoined with a row of 1's:
This is a ðd þ 1Þ Â ðd þ 2Þ matrix that has rank ðd þ 1Þ because the s i are affinely independent (by the non-degeneracy of S). So the kernel of A; ker ðAÞ is one dimensional. Note that p i 0 2 S implies that it is a convex combination of the first ðd þ 1Þ columns of A: On the other hand, by construction, it is also a convex combination of s 1 and q 0 : Thus there exist constants 04x 1 ; x 2 ; . . . ; x dþ1 41 satisfying ¼ A
. . ; ð3Þ
where the first equality follows from (2) . Similarly, p j 0 2 S implies ;
for some constants 04y 1 ; y 2 ; . . . ; y dþ1 41: The above equations show that ðx 1 þ e À 1; x 2 ; x 3 . . . ; x dþ1 ; ÀeÞ T and ðy 1 ; y 2 þ e À 1; y 3 ; . . . ; y dþ1 ; ÀeÞ T are both in kerðAÞ: But since kerðAÞ is one dimensional, and the last coordinates of these vectors are equal, all entries of these vectors are identical. In particular, x 1 þ e À 1 ¼ y 1 :
We now claim that x 1 þ e51 and hence y 1 50; which would show that p j 0 could not have been in S after all, a contradiction.
To establish the claim, use Eqs. (2) and (3) to express q 0 as an affine combination of the vertices of S:
Since x 2 ; . . . ; x dþ1 50 and q 0 is not in the interior of S; then either (i) one of the coefficients of the s i in (4) is equal to zero or (ii) x 1 þ e51: If case (i) holds, then q 0 is on some facet of S; hence q 0 is spanned by d vertices of S which lie on the facet F of P: Thus the vertices of S include those d vertices but by Lemma 5, v i 0 and v j 0 as well. Since v i 0 ; v j 0 were not on the facet F, we obtain a contradiction since S cannot contain more than d þ 1 vertices.
Hence case (ii) holds, namely that x 1 þ e51; which is the desired contradiction. ] Lemma 8. Any d-simplex S spanned by vertices of P contains no more than one pebble in Q F 8:
Proof. Since S \ F is a simplex in F that contains at most one point of Q F ; then by Lemma 6, S can contain at most one point of Q F 8: ]
Lemma 9. Any d-simplex S spanned by vertices of P cannot contain pebbles of Q and Q F 8 simultaneously.
Proof. Suppose S contained a point q i 8 of Q F 8: Then by Lemma 6, S \ F contains q i of Q F : Since Q F was a pebble set for the facet F; S \ F cannot also contain q 0 :
If S also contained a pebble p i 0 of Q; then by Lemma 5, S contains v i 0 as a vertex. Since S \ F contains q i which is interior to a chamber of F; S must also contain d vertices of F: Since q 0 is in F (but not in S \ F), q 0 is expressible as a linear combination (but not convex combination) of those d vertices. This linear combination, when substituted for q 0 in (2), would show that the pebble p i 0 is not a convex combination of v i 0 and those d vertices. This contradicts the fact that p i 0 was in S to begin with. ] Together, the three lemmas above show that S cannot contain more than one point of Q [ Q F 8; which concludes the proof of Theorem 4. ]
Theorem 1 now follows from Theorem 4, in light of the remarks following the proof of Proposition 3.
Theorem 2 also follows from our pebble set construction. Since each element of a cover can contain at most one pebble, Theorem 4 shows that any cover must have at least n À d elements. This bound is best possible, because stacked polytopes have triangulations of size n À d [16] .
GRAPHS FOR PATH-FOLLOWING AND SIMPLICIAL POLYTOPES
Sperner's lemma has a number of constructive proofs which rely on ''path-following'' arguments (see, for example, the survey of Todd [22] ). Path-following arguments work by using a labelling to determine a path through simplices in a triangulation, in which one endpoint is known and the other endpoint is a full cell. In this section, we adapt these ideas for Sperner-labelled polytopes, which are used in the next section to give a constructive ''path-following'' proof of Theorem 1.
Let P be an ðn; dÞ-polytope with triangulation T and a Sperner labelling using the label set L ¼ f1; 2; . . . ; ng: We define some further terminology and notation that we will use from now on. Let LðsÞ; the label set of s; denote the set of distinct labels of vertices of s: Let LðFÞ denote the label set of a face F of P: As defined earlier, a d-simplex s in T is a full cell if the vertex labels of s are all distinct. Similarly, a ðd À 1Þ-simplex t in T is a full facet if the vertex labels of t are all distinct. Note that a full facet on the boundary of P can be regarded as a full cell in that facet.
Definition. Given a Sperner-labelled triangulation T of a polytope P; we define three useful graphs:
1. The nerve graph G is an undirected graph with nodes that are simplices of T whose label set is of size at least d: Two nodes in G are adjacent if (as simplices) one is a facet of the other.
2. If K is a subset of the label set L ¼ f1; 2; . . . ; ng of size ðd À 1Þ; the derived graph G K is the subgraph of the nerve graph G consisting of nodes in G whose label sets contain K:
3. Let G 0 denote the full cell graph, whose nodes are full cells in the nerve graph G: Two full cells s; t are adjacent in G 0 if there exists a path from s to t in G that does not intersect any other full cell. If % G G is a connected component of G; construct the full cell graph % G G 0 similarly.
Thus the nodes of G and G K are either full cells, full facets, or d-simplices with exactly one repeated label. The full cell graph G 0 only has full cells as nodes.
Example. The pentagon in Fig. 4 has dimension d ¼ 2: Let K ¼ f1g; a set of cardinality ðd À 1Þ: Then the derived graph G K consists of 1-and 2-simplices that appear darkly shaded, and it is a subgraph of the nerve graph G consisting of the dark-and light-shaded 1-and 2-simplices in Fig. 4 .
In Fig. 4 , G 0 is a 3-node graph with nodes A; B; C; the full cells. In G 0 ; A is adjacent to B; and B is adjacent to C; but A is not adjacent to C:
As the example illustrates, the nerve graph G branches in ðd þ 1Þ directions at full cells, while the derived graph G K is the subgraph consisting of paths or loops that ''follow'' the labels of K along the boundary of the simplices in G: We prove these assertions.
Lemma 10. The nodes of the derived graph G K are either of degree 1 or 2 for any K of size d À 1: A node s is of degree 1 if and only if s is a full facet on the boundary of P: Hence G K is a graph whose connected components are either loops or paths that connect pairs of full facets on the boundary of P:
Proof. Recall that each node s of G K has a label set containing K and is either a full cell, full facet, or d-simplex with exactly one repeated label.
If s is a full cell, since jKj ¼ d À 1 we see that LðsÞ consists of labels in K and two other labels l 1 ; l 2 : There are exactly two facets of s whose label sets contain K; these are the full facets with label sets K [ l 1 and K [ l 2 ; respectively. Thus s has degree 2. If s is a full facet with label set containing K; then it is the face of exactly two d-simplices, unless s is on the boundary of P; in which case it is the face of exactly one d-simplex. Thus s is degree 1 or 2 in G K ; and degree 1 when s is a full facet on the boundary of P:
If s is a d-simplex with exactly one repeated label, then it must possess exactly two full facets. Since K & LðsÞ; these full facets must also have label sets that contain K: Hence these two full facets are the neighbors of s in G K ; so s has degree 2. ] Lemma 11. The nodes of the nerve graph G are of degree 1, 2, or d þ 1: A node s is of degree 1 if and only if s is a full facet on the boundary of P: A node s is of degree d þ 1 if and only if s is a full cell.
Proof. As noted before, each node s of G is either a full cell, full facet, or d-simplex with exactly one repeated label. The arguments for the latter two cases are identical to those in the proof of Lemma 10 by letting K be the empty set.
If s is a full cell, then every facet of s is a full facet, hence the degree of s is ðd þ 1Þ in G: ]
The nerve graph G may have several components, as in Fig. 4 . In Theorem 15, we will establish an interesting relation between the labels occurring in a component % G G and the number of full cells it contains. First, we show that all the labels in a component are carried by the full cells. Proof. If s is a D-simplex with exactly one repeated label, then it is adjacent to two full facets with exactly the same label set, so the conclusion holds. If s is a full cell, any simplex t adjacent to s in G is contained in s as a facet, so LðtÞ & LðsÞ in that case. Otherwise, if s is a full facet, then it is adjacent to two d-simplices that contain it as a facet, hence LðsÞ LðtÞ for t adjacent to s:
These observations combine to show that adjacent nodes in % G G carry exactly the same labels unless one of them is a full cell. ] For example, in Fig. 4 , G has two components. One of them has no full cells. In the other component, all of its labels f1; 2; 3; 4; 5g are carried by its full cells A; B; C:
Proof. Since % G G is connected and contains at least one full cell, each simplex s that is not a full cell is connected to a full cell t via a path in % G G that does not intersect any other full cell in % G G: Call this path fs ¼ s 1 ; s 2 ; . . . ; s p ¼ tg: By Lemma 12, Lðs 1 Þ ¼ Lðs 2 Þ ¼ Á Á Á ¼ Lðs pÀ1 Þ & LðtÞ: Therefore labels carried by the full cells contain all labels carried by any other node of the graph. ]
Since the label information in a nerve graph is found in its full cells, it suffices to understand how the full cells connect to each other. Lemma 14. Any two adjacent nodes in G 0 are full cells in T whose label sets contain at least d labels in common.
Proof. Let s 1 and s 2 be adjacent nodes in G 0 : By construction they must be simplices connected by a path in G; let t be any such node along this path. Repeated application of Lemma 12 yields LðtÞ & Lðs 1 Þ and LðtÞ & Lðs 2 Þ; so Lðs 1 Þ \ Lðs 2 Þ contains at least the d labels in LðtÞ: ]
We will say the full cell graph G 0 is a fully d-labelled graph because it clearly satisfies four properties: We shall use this theorem for graphs G 0 arising as a full cell graph of one connected component of a nerve graph G: In Fig. 4 , the full cell graph G 0 has just one connected component, and LðG 0 Þ ¼ 5; jG 0 j ¼ 3 and d ¼ 2; and indeed 355 À 2:
Proof. We induct on jG 0 j: If jG 0 j ¼ 1; the one full cell in G 0 has d þ 1 labels. Hence jLðG 0 Þj À d ¼ ðd þ 1Þ À d ¼ 1; so the statement holds.
We now assume the statement holds for fully d-labelled graphs with less than j nodes, and show it holds for fully d-labelled graphs G 0 with jG 0 j ¼ j: Assume G 0 has j full cells. We claim that it is possible to remove a vertex v from G 0 and leave G 0 connected. This is true because G 0 contains a maximal spanning tree, and the removal of any leaf from this tree will leave the rest of the nodes in G 0 connected by a path in this tree. Now G 0 with v and all its incident edges removed is a new graph (denoted by G 0 À v) with j À 1 nodes. Note that this new graph is still fully d-labelled, so by the inductive hypothesis, jG 0 À vj5jLðG 0 À vÞj À d:
Clearly jG 0 À vj ¼ jG 0 j À 1; and jLðG 0 À vÞj5LðG 0 Þ À 1 because v has at least d labels in common with some vertex in G 0 À v; by Lemma 14.
Hence jG 0 j À 15LðG 0 Þ À 1 À d: Adding 1 to both sides gives the desired conclusion. ]
This will prove the following useful result. Note that if % G G is connected then % G G 0 is also connected. By Lemma 13,
which shows there are at least n À d full cells in % G G; and hence in G itself. ]
Thus to prove Atanassov's conjecture for a given ðn; dÞ-polytope it suffices to find some component % G G of the nerve graph G for which Lð % G GÞ ¼ n: This is the central idea of the proofs in the next sections.
We now use path-following ideas to outline a proof of Atanassov's conjecture in the special case where the polytope is simplicial. This will motivate the proof of Theorem 1 for arbitrary ðn; dÞ-polytopes in the subsequent section. Theorem 17. If P is a simplicial polytope, there is some component % G G of the nerve graph G which meets every facet of P; and hence carries all labels of G:
Proof. Let F be a simplicial facet of the polytope P: Let wðG; FÞ count the number of nodes of G that are simplices in F: This may be thought of as the number of endpoints of paths in G that terminate on the facet F:
Consider two ''adjacent'' facets F 1 ; F 2 of P; whose intersection is a ridge of the polytope P; i.e., a co-dimension two face of P spanned by ðd À 1Þ vertices of P: These vertices have distinct labels; let K be their label set. By Lemma 10, the derived graph G K consists of loops or paths whose endpoints in G K must be full facets in F 1 or F 2 ; since the Sperner labelling guarantees that no other facet of P has a label set containing K:
Since every facet of P is simplicial, all the full facets in F 1 and F 2 contain K in their label set. Thus all the nodes of G that are full facets in F 1 and F 2 must also be nodes in the graph G K : Since G K is a subgraph of G and consists of paths that pair up full facets in F 1 and F 2 ; we see that wðG; F 1 Þ wðG; F 2 Þ mod 2: In fact, since paths in G K are contained within a single connected component of G; this argument shows that
for any connected component % G G of G: Since F 1 and F 2 were arbitrary, the same argument holds for any two adjacent facets. This yields the somewhat surprising conclusion that the parity of wð % G G; FÞ is independent of the facet F: We denote this parity by rð % G GÞ: Since wðG; FÞ is also independent of facet, we can define rðGÞ similarly.
Since wðG; FÞ is the sum of wð % G G; FÞ over all connected components % G G of G; it follows that rðGÞ P rð % G GÞ mod 2 over all connected components % G G of G: Moreover, rðGÞ 1 mod 2 because the usual Sperner's lemma applied to (any) simplicial facet F shows that there are an odd number of full facets of T in the facet F:
Hence there must be some % G G such that rð % G GÞ 1 mod 2; i.e., this % G G meets every facet of P: Because the facets of P are simplicial, % G G carries every label, i.e., jLð % G GÞj ¼ n: ] Theorem 18. Any Sperner-labelled triangulation of a simplicial ðn; dÞpolytope must contain at least n À d full cells.
Proof. This follows immediately from Theorems 17 and 16. ]
To extend this proof for non-simplicial polytopes requires some new ideas but follows the basic pattern: (1) find a function w that counts the number of times a component % G G of G meets a certain facet in a certain way, and show that this function only depends on % G G; and (2) appeal to the usual Sperner's lemma for simplices in a lower dimension to constructively show that the parity of w summed over all components % G G must be odd. For the non-simplicial case, we cannot guarantee that any faces of P except those in dimension 1 are simplicial. How to connect dimension 1 to dimension d is tackled in the next section, and the flag graph introduced there gives a constructive procedure for finding certain full cells. Then we construct a counting function w to show that there are at least n À d full cells for an ðn; dÞ-polytope.
THE FLAG GRAPH AND ARBITRARY POLYTOPES
Throughout this section, let the symbol denote equivalence mod 2: Recall that LðFÞ denotes the label set of a face F: We call an i-dimensional face of P an i-face of P: Let F denote a flag of the polytope P; i.e., a choice of faces
When the choice of F i is not understood by context, we refer to the i-face of a particular flag F by writing F i ðFÞ:
Given a flag F; it will be extremely useful to construct ''super-paths'' containing simplices of P of various dimensions whose endpoints are either on a one-dimensional edge or a d-dimensional full cell.
Definition. Let P be an ðn; dÞ-polytope with a Sperner-labelled triangulation T: (II) the k-simplex s is carried by the ðk þ 1Þ-face F kþ1 and jLðsÞ \ LðF i Þj ¼ i þ 1 for all 14i4k;
(III) the k-simplex s is carried by the k-face F k and jLðsÞ \ LðF k Þj ¼ k and jLðsÞ \ LðF i Þj ¼ i þ 1 for all 14i4k À 1;
(IV) the k-simplex s is carried by the k-face F k and there is an I such that jLðsÞ \ LðF k Þj ¼ k þ 1; jLðsÞ \ LðF i Þj ¼ i þ 2 for all I4i4k À 1 and jLðsÞ \ LðF i Þj ¼ i þ 1 for all 14i5I:
Two nodes s and t carried by F k are adjacent in G F if (as simplices) s is a facet of t: Nodes s carried by F kÀ1 and t carried by F k are adjacent in G F if s is a facet of t and s is of type (I). There are no other adjacencies in G F :
Note that if s is a type (I) simplex in G F ; then it is a ''non-degenerate'' full cell of the k-face that it is carried in, i.e., in every i-face of the flag, the vertices of P corresponding to the labels in LðsÞ span an i-dimensional simplex (rather than something of lower dimension). A type (II) simplex is a non-degenerate full facet in the ðk þ 1Þ-face that it is carried in. A type (III) simplex has just one repeated label and satisfies a certain kind of nondegeneracy (that ensures its two full facets are non-degenerate). A type (IV) simplex is one kind of degenerate full cell in the k-face that it is carried in (but such that it has exactly two facets which are non-degenerate). Adjacencies in the graph G F can only occur between two nodes s; t carried by the same k-face or carried by faces differing in dimension by 1. In the former case, the adjacency conditions guarantee that the lower-dimensional simplex s is of type (II). In the latter case, the simplex s carried by the lowerdimensional face is required to be of type (I).
Example. Let P be a ð7; 3Þ-polytope P; i.e., a three-dimensional polytope with 7 vertices, and suppose T is a Sperner-labelled triangulation of P: Let . . . ; s 7 be simplices with label sets: Lðs 1 Þ ¼ f1; 2g; Lðs 2 Þ ¼ f1; 2g (with repeated label 2), Lðs 3 Þ ¼ f1; 2g; Lðs 4 Þ ¼ f1; 2; 3g; Lðs 5 Þ ¼ f1; 2; 3; 4g; L ðs 6 Þ ¼ f1; 2; 4g: Lðs 7 Þ ¼ f1; 2; 4; 6g such that in each pair fs i ; s iþ1 g; one is a facet of the other. The face F 1 carries s 1 ; the face F 2 carries s 2 ; s 3 ; s 4 ; and the face F 3 carries s 5 ; s 6 ; s 7 : Each of these simplices is a node in the graph G F : simplices s 1 ; s 4 ; s 7 are type (I), s 3 ; s 6 are of type (II), s 2 is of type (III), and s 5 is of type (IV). Furthermore, each pair s i and s iþ1 are adjacent in G F : Except for s 1 and s 7 ; each of these simplices has exactly 2 neighbors in G F so the above sequence traces out a path.
The following result shows that G F does, in fact, consist of a collection of loops or paths whose endpoints are either one and d dimensional.
Lemma 19. Every node s of G F has degree 1 or 2; and has degree 1 only when s is a 1-simplex or a d-simplex in G F :
Proof. Case (I). Consider a k-simplex s of type (I). If k52; then s has a facet determined by the k labels in LðsÞ \ LðF kÀ1 Þ; and this facet is a ðk À 1Þsimplex of type (I) or (II) so it is adjacent to s: No other facets of s are types (I)-(IV). If k4d À 1; then s is a facet of exactly one ðk þ 1Þ-simplex t (carried by F kþ1 ) that must be of type (I) or (III) or (IV). Thus a type (I) simplex has degree 2 unless k ¼ 1 or d; in which case it has degree 1.
Case (II). A type (II) k-simplex s is the facet of exactly two ðk þ 1Þsimplices in F kþ1 ; these are either of type (I) or (III) or (IV) and are thus neighbors of s in G F : According to the adjacency rules for G F ; if there were any other neighbor of s; it would have to be a facet of s of type (I) in F k or type (II) in F kþ1 : But because s is a k-simplex, a facet of s carried in F k cannot be of type (I), and a facet of s carried in F kþ1 cannot be of type (II). Thus type (II) vertices have degree 2.
Case (III). A type (III) k-simplex s has exactly two facets determined by the k labels in LðsÞ; each of these is a ðk À 1Þ-simplex adjacent to s in G F because it is either of type (I) in F kÀ1 or of type (II) in F k : No other facets of s are of type (I) or (II). Thus type (III) vertices have degree 2.
Case (IV). The labelling rules for a type (IV) simplex s show that the set LðsÞ \ ðLðF I Þ=LðF IÀ1 ÞÞ is of size two. Call these labels a and b: There is exactly one facet of s that omits the label a and one facet which omits the label b; each of these is a ðk À 1Þ-simplex of type (I) in F kÀ1 or of type (II) in F k ; so is adjacent to s in G F : No other facets of s are non-degenerate, hence the other facets cannot be of type (I) or (II). Thus type (IV) vertices have degree 2. ]
Thus the components of G F are paths that wind their way through nodes carried by faces of the flag. The adjacency rules for G F require that a node s in a lower-dimensional face is adjacent to a node t in the next higherdimensional face only when s is of type (I). This condition is important because otherwise some nodes in G F could have degree greater than 2. For instance, in a Sperner-labelled, triangulated ð9; 4Þ-polytope, suppose
. . . ; 9g; respectively. If t is a 4-simplex in F 4 with label set f1; 2; 3; 4; 6g such that its face s with labels f1; 2; 3; 4g is carried in F 3 ; then both s and t are of type (IV). Each already has two facets that are nodes in G F of type (I) or (II), so we would not want to define s and t to be adjacent to each other, even though one is a facet of the other. Theorem 20. A Sperner-labelled triangulation of an ðn; dÞ-polytope contains, for each edge F 1 of P; a non-degenerate full cell whose labels contain LðF 1 Þ:
Proof. For any flag F containing the edge F 1 ; Lemma 19 shows that G F consist of loops or paths whose endpoints are non-degenerate full cells in F 1 or F d ; thus the total number of such endpoints (full cells in F 1 and in F d ) must be of the same parity. On the other hand, the one-dimensional Sperner's lemma shows that the number of full cells in F 1 is odd. So the number of non-degenerate full cells in F d in G F must be odd. In particular there is at least one non-degenerate full cell in F d whose label set contains LðF 1 Þ: ] Notice that the above proof is constructive; the graph G F yields a method for locating a non-degenerate full cell for any choice of flag F; by starting at one of the full cells on the edge F 1 (an odd number of them are available) and following its path component in G F : At most an even number of edges of F 1 are matched by paths in G F ; so at least one of them is matched by a path to a non-degenerate full cell in F d :
However, as we show now, more can be said about the location of full cells. Rather than locating all of them at the endpoints of paths in a flaggraph, we can show that there is some component % G G of the nerve graph G that contains at least n À d full cells. One can trace paths through this component to find them. We find a component % G G of G that carries all labels. Theorem 15 will imply that the component must have n À d full cells. As in the case for simplicial polytopes, the key rests on defining a function w that counts the number of times that % G G meets a facet in a certain way, and then showing that the parity of w exhibits a certain kind of invariance}it really only depends on % G G: Any component with non-zero parity will be the desired component.
Definition. Suppose F is a facet of P and R is a ridge of P that is a facet of F: Let wðG; F; RÞ denote the number of nodes s of the nerve graph G in the facet F such that jLðsÞ \ LðRÞj ¼ d À 1:
Similarly if K is any ðd À 1Þ-subset of LðFÞ; let wðG; F; KÞ denote the number of nodes s of the graph G in the facet F such that jLðsÞ \ Kj Proof. Consider the subgraph of G F that contains simplices of dimension ðd À 1Þ or lower. This subgraph must be a collection of loops or paths (since G F is) whose endpoints (an even number of them) are nondegenerate full cells in either F 1 or F dÀ1 : But Sperner's lemma in onedimension (or simple inspection) shows that the number of full cells in F 1 must be odd. Hence the number of non-degenerate full cells of G F that meet F dÀ1 must be odd as well. ] The next two theorems show that for connected components % G G of G; the parity of wð % G G; F; RÞ is also independent of F and R: This fact does not follow directly from Theorem 21 since we do not know that endpoints of G F for different flags are connected in % G G: To establish this we need to trace connected paths in the nerve graph G rather than the flag graph G F : Hence there must be some % G G such that rð % G GÞ 1; i.e., this % G G carries the labels in LðRÞ: Since the flag F was arbitrary, % G G must carry all labels of P: ] This concludes our alternate ''path-following'' proof of Theorem 1, because the n À d count follows immediately from Theorems 25 and 16, while the covering property follows (as before) from Proposition 3.
CONCLUSION
As an application of Theorem 1, we establish a version of a KKM-type intersection result of [14, Theorem 10] which now includes more cardinality information.
Corollary 26. Let P be an ðn; dÞ-polytope with vertices v 1 ; . . . ; v n : Let fC j j j ¼ 1; . . . ; ng be a collection of closed sets covering the ðn; dÞ-polytope P; such that each face F is covered by [fC h j v h 2 Fg:
Then, for each p 2 P; there exists a subset J p & f1; 2; . . . ; ng such that ð1Þ p lies in the convex hull of the vertices v j with j 2 J p ; ð2Þ J p has cardinality d þ 1; ð3Þ T j2J p C j =|; and ð4Þ if p and q are interior points of the same chamber of P; then J p ¼ J q : There are at least cðPÞ; the covering number, different such subsets, and the simplices of P indicated by the labels in these subsets form a cover of P: Fig. 6 illustrates with an example the content of the above corollary.
Proof of Corollary 26. Let C j ; j ¼ 1; . . . ; n be the closed sets in the statement. Consider an infinite sequence of triangulations T k of the polytope P with the property that the maximal diameter of their simplices tends to zero as k goes to infinity. For each triangulation, we label a vertex y of T k with i ¼ minfj 2 f1; 2; . . . ; ng j y 2 C j g: This is clearly a Sperner labelling.
By Theorem 1, each triangulation T k specifies a collection of simplices of P corresponding to full cells in T k : There are only finitely many possible collections (since they are subsets of the set of all simplices of P), and because there are infinitely many T k ; some collection C of simplices must be specified infinitely many times by a subsequence T k i of T k : By Proposition 3, this collection C is a cover of P and therefore has at least cðPÞ elements.
For each simplex s in C; choose one full cell s i in T k i that shares the same label set. The s i form a sequence of simplices decreasing in size. By the compactness of P; some subsequence of these triangles converges to a point, which (by the labelling rule) must be in the intersection of the closed sets C j with j 2 LðsÞ:
Thus given a point p 2 P; choose any simplex s of C that contains P (since C is a cover of P), and let J p ¼ LðsÞ: Then the above remarks show that J p satisfies the conditions in the conclusion of the theorem. Moreover, there are at least cðPÞ different such subsets, one for each s in C: ]
We close with a couple of questions. For a specific polytope P; define the pebble number pðPÞ to be the size of its largest pebble set. The n À d lower bound of Theorem 1 is tight, achieved by stacked polytopes whose vertices are assigned different labels. But for a specific polytope P; the arguments of Section 2 show that the lower bound n À d can be improved to pðPÞ: What can be said about the value of pðPÞ?
We can provide at least two upper bounds for this number. On the one hand pðPÞ4cðPÞ; because for a maximal pebble set, at most one pebble lies in each simplex of a minimal size cover. On the other hand, consider the simplex-chamber incidence 0=1 matrix M introduced in [1] . As the columns correspond to chambers a pebble selection is essentially a selection of a ''row-echelon'' submatrix; therefore the rank of M is an upper bound on the size of pebble sets. Our pebble construction gives an algorithm for selecting an explicit independent set of columns of M (although this may not always be a basis).
A related question is: for a specific polytope P; how can one determine the minimal cover size cðPÞ? Although Theorem 2 gives a general sharp lower bound for all polytopes, we know that sometimes minimal covers are much larger for specific polytopes, such as for cubes (as the volume arguments in [19] show). Also note that the minimal cover may be strictly smaller than the minimal triangulation (an example is contained in [6] ).
Finding other explicit constructions of pebble sets (besides our ''facetpivoting'' construction of Section 2) that work for specific polytopes may shed some light on these questions.
