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ERRATA TO "ANALYTIC DERIVATIVES 
FOR EST IMATION OF L INEAR DYNAMIC  MODELS" 
Computers and Mathematics with Applications, Vol. 18, No. 6/7, pp. 539-553, 1989 
PETER A.  ZADROZNY 
Department of Economics, Washington State University 
Pullman, WA 99163, U.S.A. 
This note corrects an error in Section 6 of Zadrozny [1]. The error involves incorrectly conditioning 
the vector of normalized innovations, ~(t), while differentiating it with respect o the vector of 
parameters, 0 and, thereby, renders ubsequent computational equations in the section incorrect. 
As it is, y(t) is differentiated conditional on sample data, observation errors, and disturbances, 
i.e., conditional on y(t), v(t), and e(t), for t = 1 , . . . ,N ,  where N is the sample size. The 
differentiation should only be conditioned on the data. Therefore, Equations (38)-(42) in [1] 
need to be corrected as follows. 
The problem is to compute E aj o(t)CgkTl(t) T, for t = 1, . . . ,  N and j, k = 1,.. .  ,p, where p is 
the number of parameters. Redefine D~(t) = -ft(t)-l[DjD(t), oct)]; and, define x~(t it  - 1) = 
[z(t I t - 1) T, ajz(t I t - 1)T] r and Wj*k(t ) = Ez~(t I t - 1) z~(t I t - 1) T. Then Equations (21) 
and (24) in [1] imply 
as,l(t) = - f l ( t )  -~ a j~(t )  o(t) + D~(t) =;(t I t - 1). (1) 
Becau~ E0(0  0(t) T = S and E, i (t)x~(t I t  - 1) T = 0, Equation (1) implies 
E ogjrl(t ) d)krl(t) T ---- f](t) -1 aj~(t) akfJ(t) T ~(t) -T q- D~(t) W;k(t ) Di(t) T. (2) 
Equations (16) and (24) in [1] imply 
z~(t -I- 1 I t) = Ff(t -t- 1) x~(t I t  - 1) Jr H;(t + 1) z(t -F 1) -I- K~(t) 1/(t), 
Ff(t + 1) - r F(t + 1) 0 / 
La jF ( t  + 1) - K ( t )  f~(t) -1 a iD( t )  ~(t  + 1).  ' 
r-<, + 1) il KS(t)- r,<<,) ] H~(I + 1) = L O~H(t + 1) ' L OjK(i) - K(t)~2(t) - i  Ojf~(t) J ' 
(3) 
where 4~(t + 1) = F(t + 1) - K(t) f~(t) -1 D(t). Then, because z~(t I t - 1), z(t + 1), and ~(t) are 
orthogonal to each other, Equation (3) implies 
Wj*t(t+l ) = Ff  (t-i-l) wftct  ) F~Ct+I)T÷H~(t+I) z(t+l)  z(t+l) T H~Ct+I)T+K~(t) K~(t) T, (4) 
for t = 0 , . . . ,N  and j ,k  = 1,. . . ,p. 
To set W~k(1), make the following three assumptions: as in [1], the model is stationary Cat 
least) up to the start of the sample, i.e., F(t) = F for t < 1 and F has all eigenvalues inside the 
unit circle; Equation (4) holds for all t < 0; and z(t) is constant up to the start of the sample, i.e., 
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z(t )  -- z(1) for ~ _< 1. Note that, because the sample starts at t -- 1, K( t )  - O, hence, K~(t )  = O, 
for t _< 0 and j - 1,... ,p. Then, Equation (4) implies Wj*k(1 ) solves the Lyapunov equation 
Wj*k(1) -- F~ Wj*k(1 ) F~ T = H~(1) z(1) z(1)TH~(1)  T , (5) 
for j ,k  -- 1,... ,p, where F~ denotes Ff(1) evaluated at F(1) = F and K(0) -- 0. If there are no 
exogenous variables, then, z(1) = 0 and Equation (5) implies Wj*k(1 ) = 0. 
If Wj*k(1 ) is set in accordance with Equation (4), then, some assumption must be made about 
presample variation of z(t).  Fortunately, if the model is stationary throughout the sample (and 
beyond), then, regardless how Wj*k(1 ) is set, Equation (4) implies the dependence of Wj*~(~) on 
W~k(1 ) recedes at the exponential rate a, where ~ ~ (0, 1) is the square of the largest absolute 
eigenvalue of F. 
In sum, Equations (38)-(42) in [1] should be replaced by Equations (1)-(5) or by Equa- 
tious (1)-(4) and some variant of Equation (5) derived from Equation (4) under some other 
assumption about pressmple variation of z(t).  
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