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ABSTRACT 
This memorandum i s  the  f irst  q u a r t e r l y  progress r e p o r t  pre- 
pared f o r  t h e  Astrodynamics and Guidance Theory Division, Aero- 
Astrodynamics Laboratory, NASA George C. Marshall Space F l i g h t  
Center under Contract NAS 8-20306, "Study on Determining Sta-  
b i l i t y  Domains f o r  Nonlinear Dynamical  Systems." 
work performed during t h e  period 1 May 1966 t o  1 August 1966. 
It r e p o r t s  t h e  
The procedure f o r  formulating t h e  problem of es t imat ing  t h e  
domain of a t t r a c t i o n  of an  equi l ibr ium so lu t ion  of a nonl inear  
dynamical system as two extremal problems i s  b r i e f l y  described. 
The numerical a lgori thm used t o  so lve  these  extremal problems 
i s  out l ined ,  and t h e  q u a l i t a t i v e  aspects of t h e  computational 
r e s u l t s  are described. Some remaining problems are descr ibed 
and t h e  plans f o r  f u t u r e  work are s t a t e d .  
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- INTRODUCTION 
During t h e  per iod covered by t h i s  r e p o r t ,  our e f f o r t  has  been 
devoted toward developing the procedure, descr ibed i n  Ref. 1, f o r  
es t imat ing  the  domain of a t t r a c t i o n  of equi l ibr ium motions of non- 
l i n e a r  dynamical systems. 
1 
REVIEW OF PROBLEM FORMULATION 
Br i e f ly ,  t h e  procedure descr ibed i n  Ref. 1 i s  based upon 
choosing the  quadra t ic  form Liapunov func t ion  t h a t  y i e lds  the  
l a r g e s t  estimate of t he  domain of a t t r a c t i o n  f o r  t he  given motion 
and sys t em of equat ions.  In p a r t i c u l a r ,  assume t h a t  t he  system 
i s  of t he  form 
! .  \ 
2 = Ax + f (x )  , , f (0 )  = 0 , A s t a b l e  ; (1) 
n 
i .e. ,  it i s  n-dimensional, autonomous, quas i - l i nea r ,  and s t a b l e .  
A s  a r e s u l t  of these  assumptions the  Liapunov funct ion V, 
(2) 
T v(x) = x Px , P > 0 , 
w i l l  have a s  i t s  t i m e  der iva t ive  
T T v(x) = - x Qx + 2x P f ( x )  J 
- Q = A P + P A .  T 
I f  Q i s  chosen t o  be pos i t i ve  d e f i n i t e ,  then P w i l l  be pos i -  
t i v e  d e f i n i t e  and V will be negat ive  i n  the  region 
(3) 
(4) 
where Amin(Q) and Amx(P) are, r e spec t ive ly ,  t he  minimum eigen- 
value of Q and the  maximum eigenvalue of P. 
2 
According t o  LaSalle and Lefschetz (Ref. 2) an estimate of t h e  
domain of a t t r a c t i o n  of t h e  equi l ibr ium so lu t ion  x(t )  = 0 of 
E q .  (1) i s  given by 
* 
if " a  i s  bounded. Thus, relative t o  t h i s  choice of V(x), i .e. ,  
the choice of Q, 
set E as 
t h e  bes t  estimate i s  obtained by def in ing  the 
E: (x l i (x)  = 0 , x + 0) (7) 
and then choosing t o  be 
a =  min V(x) . 
X E E  
Then, t h e  optimal choice of Q from t h e  set  of a l l  p o s i t i v e  









J(Q) = (, U p ) )  1 = (det p) . 
i= 1 
This d e f i n i t i o n  of Qo 
t e r m s  of enclosed volume, of the domain of a t t r a c t i o n  under the 
c o n s t r a i n t  t h a t  V(x) be a p o s i t i v e  d e f i n i t e  quadra t ic  form. 
[Eq. ( 9 ) ]  w i l l  y i e l d  t h e  b e s t  estimate i n  
* 
N.B. Hereafter  i t  w i l l  be understood t h a t  w e  a r e  concerned w i t h  
t he  equi l ibr ium so lu t ion  x ( t )  = 0 of E q .  (1). 
3 
Thus an optimal estimate of t he  domain of a t t r a c t i o n  wi th  r e spec t  
t o  quadra t ic  form Liapunov funct ions can be obtained via a numeri- 
cal  a lgori thm t h a t  solves  Eqs. (8)  and (9) .  
t h e  p a s t  quar te r  have been concentrated on t h e  development of such 
an  algorithm. 
Our e f f o r t s  during 
4 
DEVELOPMENT OF THE NUMERICAL ALGORITHM 
To solve the  constrained minimum problem w e  have formulated 
an unconstrained minimum problem by using the  penal ty  funct ion 
technique; i .e. ,  rep lace  E q .  (8) by 
where k > 0 i s  chosen t o  a s su re  s a t i s f a c t i o n  of t h e  c o n s t r a i n t  
V(x) = 0 t o  some prescr ibed accuracy, and m i s  chosen t o  be , 
t he  least  p o s i t i v e  even integer  such t h a t  
x = o  
The t e r m  w a s  o r i g i n a l l y  introduced t o  exclude the  t r i v i a l  
s o l u t i o n  x = 0, which i s  the  g loba l  minimum of t h e  problem f o r  
m = 0; however, t h i s  t e r m  a l s o  modifies t he  funct ion t o  be mini- 
mized f o r  l a r g e  ( ( ~ ( 1  
t e r m .  In order  t o  'avoid t h i s  undes i rab le  e f f e c t  w e  formulated 
another  unconstrained problem, v i z ,  
i n  such a way as t o  de-emphasize t h e  pena l ty  
r '2  -l 
1 = min JV(x) + kV (x)g(x))  , 
X 1 
where g(x) w a s  chosen t o  be 
Again, m i s  chosen as above, and c > 0 i s  chosen t o  appro- 
p r i a t e l y  l i m i t  t he  region wi th in  which g(x) m a t e r i a l l y  a f f e c t s  
t h e  penal ty  t e r m  of Eq .  (13) .  
5 
Equation (9)  can a l s o  be reformulated as a more t r a c t a b l e  
constrained problem a s  follows. A s  i s  w e l l  known, t h e  canonical 
form f o r  t h e  set of pos i t i ve  d e f i n i t e  symmetric matrices i s  t h e  
diagonal matrix with pos i t i ve  eigenvalues.  
a r b i t r a r y  p o s i t i v e  d e f i n i t e  matrix Q v i a  
Thus, w e  form t h e  
T Q = R A R ,  
where R i s  an a r b i t r a r y  uni ta ry  transformation; i .e. ,  
T R R = I ,  
0 f o r  i = 1, 2, . .., n.  (U i a l l y  hl(Q) 7 i l l  be 
normalized t o  uni ty . )  
apply the  Sylvester  c r i t e r i o n  t o  Q a t  every i t e r a t i o n .  The 
problem of generat ing R i s  r e a d i l y  resolved f o r  n = 2, v i z ,  
This formulation obviates  t h e  necess i ty  t o  
W e  conjecture  t h a t  f o r  n > 2, R can be represented as a product 
of r o t a t i o n  matrices, i .e.,  
n 




















s i n  8 i '  . . . . . COS 8 i 
i i 
0 
- s in  0 COS a 0 
- -- - - -- -- - - 
I 1  0 
0 1 
0 0 . 
R =  i 
This conjec ture  i s  based upon the  cons idera t ion  t h a t  i n  essence w e  
are attempting t o  s c a l e  and r o t a t e  an n-dimensional e l l i p s o i d  t o  
f i t  t h e  domain of a t t r a c t i o n  i n  some sense, such t h a t  a l l  i n i t i a l  
p o i n t s  wi th in  t h e  e l l i p s o i d  produce t r a j e c t o r i e s  t h a t  never leave 
it .  That is, we   are^ attempting t o  t a i l o r  t he  e l l i p s o i d  t o  the  























-- NUMERICAL ALGORITHM FOR MINIMUM PROBLEMS 
The numerical algorithm being used t o  compute so lu t ions  t o  
E q .  (11) or  E q .  ( 1 3 ) ,  and Eq.  (9), i s  being developed a t  G r u m n  
by McGill and Taylor and i s  based upon t h e  work of Davidon (Ref. 3) 
and F le t che r  and Powell (Ref. 4 ) .  
modified gradien t  search concept and proceeds a s  follows. 
The algori thm is  based upon a 
To f i n d  t h e  minimum over a l l  x of f (x),  where x T = 
(x,, * * * J  Xn) and f ( x )  i s  a s c a l a r  funct ion,  choose an i n i t i a l  
po in t  xo, and an a r b i t r a r y  n x n p o s i t i v e  d e f i n i t e  symmetric 
matr ix  Ho (e.g., t h e  i d e n t i t y  matr ix) .  Then, l e t  
where 
and f i n d  ak > 0 
t o  a Now, l e t  k '  
such t h a t  f ( x k  + aksk) i s  minimum wi th  respect 
and f l ( x ~ + ~ ) .  Define 
(xk+l) and compute 
1 1 - f k  Y - yk - fk+l 























This procedure i s  repea ted  u n t i l  
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RESULTS OF NUMERICAL EXPERIMENTS 
The numerical experiments t o  d a t e  have d e a l t  p r imar i ly  with 
t h e  so lu t ion  of Eqs. (11) and (13), v ia  t h e  algori thm j u s t  de- 
scr ibed,  f o r  t h e  damped Duffing equation, v iz ,  
2 itl = x 
3 A 2 = - x 2  - x 1 + 0 . 0 4 ~ ~  . 
Although t h i s  system of equations i s  not  d i r e c t l y  r e l a t e d  t o  the  
booster  guidance s t a b i l i t y  problem, it i s  an example f o r  which a 
can be obtained ana ly t i ca l ly ,  and moreover, Qo can be ca l cu la t ed  
a n a l y t i c a l l y  ( see  Ref. 1). Thus it i s  a good example f o r  determin- 
ing t h e  accuracy of t he  numerical r e s u l t s .  Because t h i s  example 
i s  no t  d i r e c t l y  r e l a t e d  t o  the  goa l  of t h i s  study, t h e  q u a l i t a t i v e  
r e s u l t s  a r e  of more importance than t h e  q u a n t i t a t i v e  r e s u l t s ,  and 
t h e  l a t te r  w i l l  be omitted from t h i s  discussion.  
The funct ions t h a t  a r e  t o  be minimized i n  Eqs. (11) and (13) 
have, f o r  t h i s  example, four l o c a l  minima; two are introduced by 
t h e  modification t h a t  removes t h e  g loba l  minimum, and two are t h e  
sought so lu t ions  t o  t h e  est imat ion problem ( the  problem has poin t  
symmetry about t h e  o r i g i n ) .  A s  a r e s u l t ,  t h e  value computed by 
t h e  minimization algorithm depends on t h e  i n i t i a l  search poin t .  
Thus, although the  known global  minimum has  been removed, two un- 
known l o c a l  minima have been introduced, and t h e  s e n s i t i v i t y  of 
t h e  so lu t ion  t o  t h e  i n i t i a l  po in t  has  not  r e a l l y  been reduced. 
This problem i s  even more acute  f o r  t h e  Van der P o l  equation 
it = x2 1 
c) 





















because the  funct ion t o  be minimized has  one g loba l  minimum and 
four  l o c a l  minima f o r  m = 0.  Thus a problem requi r ing  f u r t h e r  
cons idera t ion  i s  t h a t  of t h e  ex is tence  of many l o c a l  minima and 
t h e  r e s u l t i n g  dependence of t h e  so lu t ion  upon t h e  i n i t i a l  search 
po in t .  
A s  ind ica ted  i n  Ref. 1, t h e  algori thm d id  no t  converge s a t i s -  
f a c t o r i l y  i n  t h e  neighborhood of t he  optimal value of This i s  
a t t r i b u t e d  t o  the  f a c t  t ha t  
Q.  
and i s  thus  semidefini te ;  i .e.,  t he  optimal value i s  on t h e  bound- 
a r y  of t h e  allowable set of Q matrices. W e  have made changes i n  
t h e  l o g i c  i n  our program, which has  enabled u s  t o  compute h' SUC- 
may a r i s e  again when w e  t r y  t o  compute Qo numerically.  
c e s s f u l l y  f o r  Q matr ices  c lose  t o  Q 0 ; however, t h i s  problem 
W e  have programmed and are debugging a program which w i l l  
compute Qo and l? f o r  t h e  Duffing equation; i .e. ,  i t  determines 
E q s .  (17) and (18) u n t i l  ( J ( Q ) ) - l  i s  minimized. 
success fu l ly  computed t o  t h e  boundary of t h e  allowed set of 
Lor an i n i t i a l  Q and then i t e r a t e s  on the  h and 0 of 
The program has  
Qts, 
En- but  has  as ye t  no t  been able  t o  follow t h i s  boundary t o  Q 0 
ab l ing  modifications are now i n  process.  
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In  view of the  r e s u l t s  obtained t o  da t e  together  with discuf;-  
sLtms with M r .  C .  C .  Dearman, Jr. of NASA Huntsvi l le ,  w e  p l a n  t o  
foci is  our e f f o r t s  on t h e  lollowing areas:  
1. Devising i1 procedure f o r  computing an i n i t i a l  
search point  on the  V(x) = 0 cons t r a in t  i n  
order  t o  e l imina te  t h e  s e n s i t i v i t y  t o  the  i n i -  
t i a l  search point .  
2 .  Reformulating t h e  problem f o r  determining 
such t h a t  the des i r ed  value occurs a s  t h e  
global  minimum of t h e  funct ion t o  be mini- 
mized. 
3 .  Formulating examples t h a t  a r e  r ep resen ta t ive  
of the booster guidance s t a b i l i t y  problem. 
4 .  Developing techniques f o r  es t imat ing t h e  
temporal behavior of t he  funct ion V(x) s o  
t h a t  r e l a t i o n s  between t h e  i n i t i a l  s t a t e  
error iix(to)!\ and the  e r r o r  a t  some l a t e r  
t i m e ,  l \x(t)I\  to < t < 03, can be drawn. 
(Note t h a t  our present  r e s u l t s  are f o r  
i n f i n i t e  operating periods,  while booster  
problems always concern f i n i t e  operat ing 
periods .) 
5 .  Proving our conjecture  concerning t h e  repre- 
sen ta t ion  of t h e  u n i t a r y  transformation, 
Eqs. (19) and ( 2 0 ) ,  and developing an e f f i -  
c i e n t  procedure f o r  solving the  Liapunov 
equation, Eq. ( 4 ) .  
1 2  
6 .  I n  e s t i g a t i n g  t h e  recent  r e s u l t s  of Loud and 
Sethna (Ref. 5) which ind ica t e  t h a t  our es t i -  
mation procedure i s  appl icable  t o  per iodic  
systems of equations as w e l l  a s  t he  autonomous 
systems f o r  which i t  was developed. 
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