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SUR LA PARTIE NILPOTENTE DE LA RÉSOLUTION
INJECTIVE MINIMALE DU MODULE INSTABLE F (1)
par The Cuong NGUYEN
Résumé. — Un des phénomènes marquants dans la catégorie Pd des foncteurs polyno-
miaux stricts est l’injectivité des morphismes induits par la torsion de Frobenius entre
groupes d’extensions des foncteurs. Dans [Cuo14a], l’auteur démontre que le foncteur
de Hai, allant de la catégorie Pd vers la catégorie des modules instable U, est pleine-
ment fidèle. Cela fait de la catégorie Pd une sous-catégorie pleine de la catégorie U.
La torsion de Frobenius s’étend à toute la catégorie U, mais n’y est pas aussi bien
comprise. Cet article étudie la torsion de Frobenius, et ses effets sur les groupes d’ex-
tension des modules instables. On donne des calculs explicites de nombreux groupes
d’extensions des modules instables, et permet de confirmer, dans de nombreux cas,
l’injectivité des morphismes entre des groupes d’extensions induits par la torsion de
Frobenius dans la catégorie U. Ces résultats sont obtenus en construisant la résolution
injective minimale du module instable libre F (1).
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Abstract (On the nilpotent component of the minimal injective resolution of the
unstable module F (1))
It is proved in [FS97, Theorem 3.13] that in the category Pd of strict polynomial
functors the morphisms between extension groups induced by Frobenius twist, are in-
jective. After [Cuo14a], the category Pd is a full sub-category of the category U of
unstable modules. Frobenius twist is extended to the category U but remains myste-
rious. This article aims to study Frobenius twist and its effects on the extension groups
of unstable modules. We compute explicitly several extension groups and show that in
these cases, the morphisms induced by Frobenius twist are injective. These results are
obtained by constructing the minimal injective resolution of the free unstable module
F (1).
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1. Introduction
La lettre p désigne un nombre premier. On note Fp le corps fini de cardinal
p. Dans cet article, nous nous limiterons au cas p = 2.
On désigne par U la catégorie des modules instables et par F (1) le module
instable libre monogène engendré par un générateur u de degré 1. En fait,
F (1) est un sous module de la cohomologie H∗ (BZ/2Z;F2) ∼= F2[u] de l’espace
classifiant du groupe Z/2Z. On note J la cohomologie réduite de l’espace d’Ei-
lenberg Maclane K(Z/2Z, 2). La suspension du module F (1) est isomorphe au
module des éléments indécomposables QH∗ (K(Z/2Z, 2);F2) := J/J2.
On note Φ l’endofoncteur de U qui, à un module instable M associe
le module ΦM concentré en degrés pairs et (ΦM)2n = Mn. On pose
λM : ΦM → M le morphisme naturel en M défini par Φx 7→ Sq|x|x.
La suite
(
ΦrF (1), λΦr−1F (1)
)
r≥0 induit une suite des groupes d’extensions(
Ext∗U (ΦrF (1), F (1)) , λ∗Φr−1F (1)
)
r≥0
. Le calcul de ces groupes sera l’objet
central de cet article.
On note F la catégorie des foncteurs de la catégorie Vf des F2−espaces
vectoriels de dimension finie vers la catégorie V des F2−espaces vectoriels. On
désigne par I le foncteur d’inclusion qui est défini par I(V ) = V . La catégorie U
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est relié avec la catégorie F par le foncteur f défini grâce au foncteur de Lannes
TV qui est l’adjoint à gauche du foncteur −⊗ H∗ (BV ;F2) . Plus précisément,
soient M un module instable et V un espace vectoriel, f(M)(V ) = (TVM)0 .
On a :
Ext∗F (I, I) =
{
F2 si ∗ = 2k,
0 sinon ;
(voir [FLS94, théorème 7.3]).
Voici le premier résultat de cet article.
Proposition 3.5. — Soit s un entier. Alors il existe Ns tel que pour tout
r ≥ Ns le morphisme λ∗Φr−1F (1) est un isomorphisme et dans ce cas on a :
ExtsU (ΦrF (1), F (1)) ∼= ExtsF (I, I) .
Pour caculer les groupes Ext∗U (ΦrF (1), F (1)), on considère la construction
de la résolution injective minimale du module F (1). On désigne cette résolution
par (Ir, ∂r)r≥0. On rappelle que la minimalité de la résolution signifie que I0
est l’enveloppe injective de F (1), I1 est celle du quotient I0/F (1) et Ij est
l’enveloppe injective du conoyau Coker
(
∂j−2
)
pour j ≥ 2.
Soit V un 2−groupe abélien élémentaire alors le module H∗ (BV ;F2) est
injectif dans la catégorie U. On rappelle que le module instable de Brown-
Gitler J(n), n ∈ N, est un module fini caractérisé par l’isomorphisme naturel
en M ∈ U :
HomU (M,J(n)) ∼=
(
M i
)∗
.
Proposition 1.1. — Pour tout r ∈ N, le module Ir se décompose en
somme directe Rr ⊕ Nr dont Rr est un sous module d’une somme directe⊕
αH
∗ (BVα;F2) et Nr est une somme directe finie de modules de Brown-
Gitler.
Puisqu’il n’y a pas de morphisme non-trivial d’un module de Brown-Gitler
vers d’une cohomologie d’un espace classifiant d’un 2−groupe abélien élémen-
taire, la suite (Nr, ∂r|Nr )r≥0 est un sous-complexe de la résolution injective
minimale de F (1).
Proposition 1.2. — Soit r un entier. On a :
Hr (N•, ∂•|N•) ∼= F (1)/ΦkF (1) si r = 2k(2l + 1).
Soient k > l ≥ 2, on note ekl = 2k − 2l. On observe que si t est un entier tel
que t < 2l alors
Ht+2
l
(N•, ∂•|N•) ∼= Ht+e
k
l (N•, ∂•|N•) .
Cette périodicité particulière de la cohomologie H∗ (N•, ∂•|N•) se lève au com-
plexe (N•, ∂•|N•)r≥0.
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Théorème 1.3. — Sous le même hypothèse sur k, l et t, on a :
N t+2
l ∼= N t+ekl .
Afin d’énoncer le résultat sur le sous-complexe (N•, ∂•|N•) de la résolution
injective minimale de F (1), on note :
J(n1, . . . , nk)t = J
n1...
nk
 := k⊕
i=1
J(nk).
Théorème 3.24. — Le tableau suivant montre les calculs de la partie N• de
la résolution injective minimale de F (1) pour k ≤ 47.
k 0 1 2 3 4 5 6 7
Nk 0 0 0 J(1) 0 J(2) 0 J(1)
k 8 9 10 11 12 13 14 15
Nk 0 J(4) J(3) J(2) 0 J(2) 0 J(1)
k 16 17 18 19 20 21 22 23
Nk 0 J(8) J
(
7
6
)
J
(
6
4
)
J(5) J(4) J(3) J(2)
k 24 25 26 27 28 29 30 31
Nk 0 J(4) J(3) J(2) 0 J(2) 0 J(1)
k 32 33 34 35 36 37 38 39
Nk 0 J(16) J
(
15
14
12
)
J
( 14
12
11
10
8
)
? ? ? ?
k 40 41 42 43 44 45 46 47
Nk ? J(8) J
(
7
6
)
J
(
6
4
)
J(5) J(4) J(3) J(2)
Plus généralement, pour n ≥ 6 on a :
k 2n − 23 2n − 22 2n − 21 2n − 20 2n − 19 2n − 18
Nk J(8) J
(
7
6
)
J
(
6
4
)
J(5) J(4) J(3)
k 2n − 17 2n − 16 2n − 15 2n − 14 2n − 13 2n − 12
Nk J(2) 0 J(8) J
(
7
6
)
J
(
6
4
)
J(5)
k 2n − 11 2n − 10 2n − 9 2n − 8 2n − 7 2n − 6
Nk J(4) J(3) J(2) 0 J(4) J(3)
k 2n − 5 2n − 4 2n − 3 2n − 2 2n − 1 2n
Nk J(2) 0 J(2) 0 J(1) 0
k 2n + 1 2n + 2 2n + 3 2n + 4 2n + 5 2n + 6
Nk J(2n−1) J
 2n−1−12n−1−2...
2n−1−2n−3
 J(2n−2)⊕A2n+3 ? ? ?
A2n+3 désignant ⊕
0≤i≤n−2
2≤j
J(2n − 2i − 2i−j).
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On observe que dans la zone de k où on peut expliciter les modules Nk, les
modules de Brown-Gitler du type J(2n) sont répartis de la manière suivante :
chaque module N2l+1 contient un seul facteur de ce type et les modules N2l
n’en contiennent aucun. Cette particularité permet de calculer :
Proposition 2.21. — Soit l un entier. Si il existe un entier nl tel que
N2l+1 = J(2nl)⊕
⊕
α
J (2mα(2tα + 1))
et que les modules N2l et N2l+2 ne contiennent aucun module de Brown-Gitler
de type J(2n) alors :
Ext2lU
(
ΦkF (1), F (1)
) ∼= { 0 si k ≤ nl,F2 si k > nl.
De plus, le morphisme Ext2lU
(
ΦkF (1), F (1)
)→ Ext2lU (Φk+1F (1), F (1)) est in-
jectif pour tout k > nl.
On se sert de ce résultat pour étudier l’effet de la torsion de Frobenius sur
les groupes d’extensions des modules instables. En observant que
Ext∗U
(
ΦkF (1), F (1)
) ∼= Ext∗U (ΦkF (1),ΦkF (1))
pour tout entier k, on a :
Théorème 4.1. — Soient n > k ≥ 6 et −22 ≤ t ≤ 2. Si l = 2n − 2k + t ou
l ≤ 47 alors le morphisme :
ExtlU (ΦrF (1),ΦrF (1)) ↪→ ExtlU
(
Φr+1F (1),Φr+1F (1)
)
est injectif pour tout r.
Plan de l’article. — Dans la section 2 on rappelle des généralités sur les mo-
dules instables injectives et considère la partie réduite de la résolution injective
minimale du module F (1). On étudie la partie nilpotente de cette résolution
dans la section 3. On y montre que chaque terme de cette partie est une somme
directe finie de modules de Brown-Gitler. On découvre ainsi la périodicité de
la partie. La section 4 est consacrée pour calculer les groupes d’extensions des
modules instables et étudier les effets de la torsion de Frobenius sur eux. La
preuve des lemmes que l’on considère techniques est reportée aux appendices.
Remerciement. — Ce travail fait partie de ma thèse de doctorat éffectuée
à l’Université Paris 13 sous la direction de Lionel Schwartz. Je tiens à re-
mercier Professeur Lionel Schwartz pour sa générosité, ses précieuses conseils,
sa patience et ses exigences qui m’ont toujours apporté autant humainement
que scientifiquement. J’aimerais profiter de cette occasion pour remercier les
membres du VIASM pour leurs hospitalité pendant sa visite à Hanoi où l’article
a été baptisé.
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2. Modules instables injectifs
Carlsson et Miller ont observé que la cohomologie modulo p d’un p−groupe
abélien élémentaire est injective dans U. Lannes et Zarati ont démontré ensuite
que le produit tensoriel d’un tel module avec un module de Brown-Gitler reste
injectif. Cela a donné la caractérisation des objets injectifs de la catégorie U.
Théorème 2.1 ([LS89, théorème 3.1]). — Chaque module injectif indécompo-
sable de la catégories U est un produit tensoriel L ⊗ J(n) entre un facteur di-
rect indécomposable de Ap−module (H∗BZ/p)⊗d et un module de Brown-Gitler.
Alors un module instable injectif est la somme directe des modules de ces types.
On rappelle qu’un module instable M est dit réduit si le morphisme
naturel en M , λM : ΦM → M,Φx 7→ Sq|x|x, est injectif. Il est dit nil-
potent si pour chaque élément x ∈ M , il existe un entier nx tel que
Sq2
nx |x|Sq2
nx−1|x| . . . Sq|x|x = 0. Puisqu’un module de Brown-Gitler J(n),
n ≥ 1, est nilpotent et que (H∗BZ/p)⊗d est réduit, le théorème 2.1 signifie
qu’un module instable injectif se décompose en somme directe entre un module
réduit et un module nilpotent.
On désigne par (I•, ∂•) la résolution injective minimale de F (1). Chaque mo-
dule Ij se scinde en somme directe Rj⊕N j : Rj est réduit et N j est nilpotent.
Puisque HomU
(
N i, Ri+1
)
= 0 pour tout i ≥ 0,, les morphismes ∂•|N• font de
la suite (Nr, ∂r|Nr )r≥0 un sous-complexe de la résolution injective minimale
de F (1). Désormais on note ∂ln le morphisme restreint ∂l|N l : N l → N l+1. On
peut exprimer les différentielles ∂l sous forme matricielle :(
∂ln ωl
0 ∂lr
)
: N l ⊕Rl → N l+1 ⊕Rl+1. (1)
On obtient un diagramme commutatif dont chaque colonne est une suite exacte
courte.
0

0

0

· · · ∂
i−2
n // N i−1
∂i−1n //

N i
∂in //

N i+1
∂i+1n //

· · ·
· · · ∂i−2 // Ii−1 ∂i−1 //

Ii
∂i //

Ii+1
∂i+1 //

· · ·
· · · ∂
i−2
r // Ri−1
∂i−1r //

Ri
∂ir //

Ri+1
∂i+1r //

· · ·
0 0 0
Par définition, le groupe d’extensions Ext∗U (ΦnF (1), F (1)) est la cohomologies
du complexe
· · · (∂
m−1)∗−−−−−−→ HomU (ΦnF (1), Im) (∂
m)∗−−−−→ HomU
(
ΦnF (1), Im+1
) (∂m+1)∗−−−−−−→ · · ·
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Comme les modules Ri sont injectifs réduits, ils sont Nil−fermé par définition
[Sch94]. On a des isomorphismes :
HomU (ΦnF (1), Im) ∼= HomU (ΦnF (1), Nm ⊕Rm)
∼= HomU (ΦnF (1), Nm)⊕HomU (ΦnF (1), Rm)
∼= HomU
(
F (1), Φ˜nNm
)⊕HomU (F (1), Φ˜nRm)
∼= HomU
(
F (1), Φ˜nNm
)⊕HomU (F (1), Rm)
∼= (Φ˜nNm)1 ⊕ (Rm)1 . (2)
Il suffit de considérer la partie (N•, ∂•n) et seule le degré 1 de la partie (R•, ∂•r )
pour calculer les groupes Ext∗U (ΦnF (1), F (1)).
2.1. L’homologie du complexe (R•, ∂•r ). — D’après [HLS93] le foncteur
f : U → Fω admet un adjoint à droite que l’on note m et de plus le foncteur
composé f ◦m est équivalent au foncteur idFω .
Notation 1. — On note ` le foncteur composé m ◦ f . Il est appelé foncteur
de localisation loin de Nil.
Proposition 2.2 ([HLS93]). — Le module `(M) est Nil−fermé pour tout mo-
dule instable M . De plus si M est Nil−fermé, M ∼−→ `(M).
Puisque les modules injectifs réduits sont Nil−fermés, il suit que
Corollaire 2.3. — On a une identification des complexes :
`(I•, ∂•) ∼= (R•, ∂•r ).
L’homologie du complexe (R•, ∂•r ) est donc le dérivé `∗(F (1)).
La description de `∗(F (1)) que l’on donne dans la suite est seulement une
récolte des travaux présentés dans [FLS94].
Théorème 2.4. — Étant donnés M dans U et F dans Fω, il existe une suite
spectrale du premier quadrant
ExtiU
(
M, `j(m(F ))
)⇒ Exti+jF (f(M), F ) . (3)
Démonstration. — On considère la paire de foncteurs
U
`−→ U HomU(M,−)−−−−−−−−→ VF2 .
Le foncteur f est exact. Compte tenu du fait que le foncteur m est exact à
gauche, le foncteur ` l’est aussi. Dans la mesure où m et f préservent l’injec-
tivité des objets, il en est de même pour `. On déduit de la suite spectrale de
Grothendieck associée à la paire {`,HomU (M,−)} qu’il y a une suite spectrale
du premier quadrant convergeant vers
Ri+j (HomU (M, `(−))) ∼= Ri+j (HomU (f(M), f(−))) ∼= Exti+jF (f(M), f(−))
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dont la deuxième page est
Ri (HomU (M,−))
(
Rj (`)
) ∼= ExtiU (M, `j(−)) .
En l’appliquant au module m(F ) on obtient la suite spectrale
Ei,j2
∼= ExtiU
(
M, `j(m(F ))
)⇒ Exti+jF (f(M), F )
d’où le résultat.
Compte tenu du fait que F (k) est projectif dans U la suite spectrale (3) pour
(F (k), I) ∈ U× Fω s’effondre et donne :
Corollaire 2.5. — On a :
`i(m(I))k ∼= HomU
(
F (k), `i(F (1))
) ∼= ExtiF (Γk, I) .
Le théorème suivant donne la relation entre les espaces vectoriels `i(m(I))k.
Théorème 2.6 ([FLS94]). — Les groupes ExtiF
(
Γk, I
)
sont triviaux si k n’est
pas une puissance de 2 et :
ExtiF
(
Γ2
k
, I
)
=
{
F2 si 2k+1|i,
0 sinon.
De plus les morphismes
ExtiF
(
Γ2
k−1
, I
) f∗(Sq2k−1•)
−−−−−−−−−→ ExtiF
(
Γ2
k
, I
)
sont des isomorphismes si 2k+1|i.
En particulier, le produit de Yoneda fait de Ext∗F
(
Γ1, I
)
= Ext∗F (I, I) une
algèbre commutative.
Théorème 2.7 ([FLS94, théorème 7.3]). — L’algèbre Ext∗F (I, I) est une
F2−algèbre commutative. Elle est engendrée par les classes en ∈ Ext2
n+1
F (I, I)
et admet la présentation suivante
Ext∗F (I, I) ∼=
F2 [e0, e1, . . . , en, . . .]
〈e2n, n ∈ N〉
,
〈e2n, n ∈ N〉 désignant l’idéal engendré par les puissances 2−ièmes.
Corollaire 2.8. — Soit i = 2n(2k+ 1). Il y a un isomorphisme des modules
instable :
`i(F (1)) ∼= F (1)ΦnF (1) .
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Démonstration. — Par définition, le module instable libre F (n) est caractérisé
par l’isomorphisme
HomU (F (n),M) ∼= Mn,
naturel enM ∈ U. Alors l’action de Sqi surMn peut se déterminer par l’action
de Sqi : F (n+ i)→ F (n) sur HomU (F (n),M). L’isomorphisme
`i(m(I))k ∼= HomU
(
F (k), `i(F (1))
) ∼= ExtiF (Γk, I) ,
combiné avec le théorème 2.6, montre que
`i(F (1)) ∼= F (1)upslopeΦnF (1) si i = 2n(2k + 1)
en tant qu’espaces vectoriels gradués. A cause de l’écart de degrés, la seule
opération qui peut agir non-trivialement sur
(
`i(F (1))
)2k est Sq2k . A travers
la suite spectrale
HomU
(
F (k), `i(F (1))
)⇒ ExtiF (Γk, I) ,
cette opération devient
ExtiF
(
Γ2
k
, I
) f∗(Sq2k•)
−−−−−−−→ ExtiF
(
Γ2
k+1
, I
)
et est donc non-triviale. Ce morphisme est en fait induit par le Verchiebung
Γ2k+1 → Γ2k qui est le dual du morphisme de Frobenius S2k → S2k+1 (voir
[Hai10]). Il s’ensuit que
`i(F (1)) ∼= F (1)upslopeΦnF (1) si i = 2n(2k + 1)
en tant que modules instables.
2.2. La partie réduite de la résolution. — Ce paragraphe est consacré
pour étudier la partie (R•, ∂•r ) de la résolution injective minimale de F (1). En
particulier, le degré 1 de chaque module Rj de cette partie sera calculé.
2.2.1. A propos d’un résultat de A. Touzé et un lemme de connectivité. — On
va donner une explication rapide d’un résultat de A. Touzé sur l’annulation de
groupes d’extensions dans la catégorie F. Sauf mention explicite à une autre
référence, on renvoie à [Tou13] à travers cette sous-section.
Rappelons que Pd désigne la catégorie des foncteurs polynomiaux stricts
homogènes de degré d. La catégorie P des foncteurs polynomiaux stricts est la
somme directe
⊕
d≥0 Pd. On note O le foncteur oubli P→ F.
Théorème 2.9. — Étant donné F un foncteur de la catégorie Ps, alors
Ext∗F (I,O(F )) = 0
dès que s n’est pas une puissance de p.
Ce théorème est une conséquence des études sur la question suivante.
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Question 1. — Soit F ∈ Ps (on dit que F est de degré s), quel est le degré du
foncteur O(F ) ∈ F ? (par abus de notation, on note dorénavant F le foncteur
O(F )).
Notation 2. — Soient s un entier et p un nombre premier. On note
n∑
i=1
αnp
n
l’expression p− adique de s. On désigne par Σp(s) la somme
n∑
i=1
αn et on pose
I(p, s) = {n ∈ N|n ≡ s(p− 1) et Σp(s) ≤ n ≤ s} .
Théorème 2.10. — Soit F ∈ Ps un foncteur de degré s. Le degré dans la
catégorie F de O(F ) est un élément de I(p, s).
Définition 2.11 (Ext-paramétré). — Soient F,G ∈ F et V ∈ V. On note :
FV (W ) := F (HomV (V,W )),
GV (W ) := G(V ⊗W ),
pour tout W ∈ V. On définit le foncteur ExtiF (F,G) ∈ F par la formule :
ExtiF (F,G) (V ) := ExtiF
(
FV , G
) ∼= ExtiF (F,GV )
Remarque 2.12. — L’évaluation de ExtiF (F,G) sur le corps de base Fp re-
donne le groupe d’extension usuelle ExtiF (F,G).
Lemme 2.13. — 1. Si F est un foncteur polynomial strict de degré s il en
est de même pour le foncteur ExtiF (F,G).
2. Si G est un foncteur polynomial strict de degré s il en est de même pour
le foncteur ExtiF (F,G).
Ceci, combiné avec le théorème 2.10, permet d’énoncer :
Proposition 2.14. — Soit F ∈ Ps et G ∈ Pt tels que I(p, s)∩I(p, t) = ∅ alors
Ext∗F (F,G) = 0.
Démonstration. — Supposons au contraire que Ext∗F (F,G) 6= 0. Le foncteur
ExtiF (F,G) est donc non-trivial. Son degré dans la catégorie F appartient à
I(p, s)∩ I(p, t) d’après le théorème 2.10. Ceci contre dit l’hypothèse que l’inter-
section I(p, s)∩ I(p, t) est vide. Cette contradiction conclut la proposition.
Afin de récupérer le théorème 2.9, on a besoin du lemme suivant.
Lemme 2.15. — Un entier positif d appartient à I(p, s) si et seulement si il
existe d entiers ri tels que
d∑
i=1
pri = s.
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Démonstration du théorème 2.9. — On constate que I ∈ P1 et I(p, 1) = {1}.
Si le degré de F n’est pas une puissance de p alors 1 6∈ I(p, s). Le résultat
découle de la proposition 2.14.
On énonce ci-dessous une proposition classique dont on aura besoin pour la
suite.
Proposition 2.16 ([Sch94]). — Soient λ = (λ1, λ2, . . . , λm) une 2−partition
régulière et k + 1 =
m∑
i=1
2i−1λi. Le module I(λ) est k−connexe. En particulier,
tous les modules I(λ) sont triviaux en degrés plus petit que 8 sauf :
{I(n)|n ≤ 8}, {I(n,1)|n ≤ 5}, {I(n,2)|n ≤ 4}. (4)
On rappel que les module Sλ sont simples dans la catégorie U et I(λ) est leur
enveloppe injective (voir [Sch94]). Le lemme suivant est classique.
Lemme 2.17. — Soit {Ij}j≥0 la résolution injective minimale d’un foncteur
F ∈ F. Le nombre de copies de f(I(λ)) dans Ij est la dimension sur F2 du
groupe d’extensions ExtjF (f(Sλ), F ).
Corollaire 2.18. — Le nombre de copies de I(λ) dans Ri de la résolution
injective minimale de F (1) est la dimension sur F2 du groupe d’extensions
ExtjF (f(Sλ), F ).
Démonstration. — Cela découle du fait que f (R•, ∂•r ) est la résolution injective
minimale de f(F (1)).
Soient λ = (λ1, λ2, . . . , λm) une 2−partition régulière et k =
m∑
i=1
λi. On
désigne par Iλ le foncteur f(I(λ)). Il est de degré k. Alors selon le théorème 2.9,
parmi les foncteurs
{In|n ≤ 8}, {In,1|n ≤ 5}, {In,2|n ≤ 4}, (5)
seuls les foncteurs I1, I2, I4 et I3,1 peuvent être facteurs directs des termes dans
la résolution injective (f (R•, ∂•r )) du foncteur I. Plus précisément :
Lemme 2.19. — On a :
ExtiF
(
S(2n), I
)
=
{
F2 si i = 2n+1k + 2n − 1,
0 sinon ;
ExtiF
(
S(3,1), I
)
=
{
F2 si i = 8k + 2, 8k + 4,
0 sinon.
Comme I2n est l’enveloppe injective de S(2n), le foncteur f(Rk) contient une
seule copie de I2n si k = 2n+1l + 2n − 1 et n’en contient aucune sinon ; ainsi
comme I3,1 est l’enveloppe injective de S(3,1), le foncteur f(Rk) contient une
seule copie de I3,1 si k = 8l + 2 ou k = 8l + 4 et n’en contient aucune sinon.
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Démonstration. — Puisque S(2n) = Λ2
n , on se ramène à calculer les groupes
ExtiF
(
Λ2n , I
)
. Il résulte de la suite de Koszul
0→ Λ2n → Λ2n−1 ⊗ S1 → Λ2n−2 ⊗ S2 → · · · → Λ1 ⊗ S2n−1 → S2n → 0
et du théorème 2.7, qu’on a des isomorphismes :
ExtiF
(
Λ2
n
, I
) ∼= ExtiF (I],(Λ2n)])
∼= ExtiF
(
I,Λ2
n
)
∼= Exti−2n−1F
(
I, S2
n
)
∼=
{
F2 si i = 2n+1k + 2n − 1
0 sinon.
On note W(3,1) le noyau de la multiplication Λ3 ⊗ Λ1 → Λ4. Parce que les
groupes ExtiF
(
Λ3 ⊗ Λ1, I) sont triviaux, la suite exacte longue
· · · // ExtiF
(
Λ3 ⊗ Λ1, I)

ExtiF
(
W(3,1), I
)
// Exti+1F
(
Λ4, I
)
// Exti+1F
(
Λ3 ⊗ Λ1, I)

Exti+1F
(
W(3,1), I
)
// · · ·
associée à la suite exacte courte 0 → W(3,1) → Λ3 ⊗ Λ1 → Λ4 → 0 donne les
isomorphismes
ExtiF
(
W(3,1), I
) ∼−→ Exti+1F (Λ4, I) .
Par ailleurs, la suite exacte courte 0 → Λ4 → W(3,1) → S(3,1) → 0, induit la
suite exacte longue
· · · // Exti−1F
(
Λ4, I
)

ExtiF
(
S(3,1), I
)
// ExtiF
(
W(3,1), I
)
// ExtiF
(
Λ4, I
)

Exti+1F
(
S(3,1), I
)
// · · ·
Le deuxième calcul en découle.
Remarque 2.20. — Chaque module Rk dans la partie réduite de la résolution
injective minimale du module F (1) contient une seule copie du module I(1), qui
est isomorphe à H˜∗B(Z/2Z) ∼= F2 [u] /F2, si k est impair et n’en contient aucune
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sinon. A part I(1), les autres modules instables injectifs indécomposables sont
1−connexes. Alors, on a(
R2l
)1 ∼= 〈u〉 et (R2l+1)1 ∼= 0.
Par l’exactitude de la résolution injective de F (1), on obtient :
∂2lr (u) = 0 et ω2l(u) 6= 0. (voir (1))
Par ailleurs, remarquons qu’un module de Brown-Gitler est non-trivial en degré
1 si et seulement si il est de type J(2n). Il en découle que chaque terme N2l+1
contient un facteur direct J(2nl) tel que ω2l(u) = xnl .
Dans le reste de l’article, on va montrer que dans plusieurs cas intéres-
sants, le terme N2l+1 contient un seule facteur direct de type J(2nl) alors que
N2l et N2l+2 n’en contient aucun et cela est suffisant pour calculer le groupe
Ext2lU (ΦrF (1), F (1)). En effet, on va montrer que dans ce cas :
Proposition 2.21. — On a :
Ext2lU
(
ΦkF (1), F (1)
) ∼= { 0 si k ≤ nl,F2 si k > nl.
De plus, le morphisme Ext2lU
(
ΦkF (1), F (1)
)→ Ext2lU (Φk+1F (1), F (1)) est in-
jectif pour tout k > nl.
Démonstration. — Le diagramme commutatif
0

0

· · · (
∂2l−1n )∗ // HomU
(
ΦkF (1), N2l
) (∂2ln )∗ //

HomU
(
ΦkF (1), N2l+1
)

(∂2l+1n )∗ // · · ·
· · · (
∂2l−1)∗ // HomU
(
ΦkF (1), I2l
) (∂2l)∗ //

HomU
(
ΦkF (1), I2l+1
)

(∂2l+1)∗ // · · ·
· · · (
∂2l−1r )∗ // HomU
(
ΦkF (1), R2l
)

(∂2lr )∗ // HomU
(
ΦkF (1), R2l+1
) (∂2l+1r )∗ //

· · ·
0 0
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dont chaque colonne est une suite exacte courte, induit la suite exacte longue
0
HomU
(
ΦkF (1), N2l
)

Ext2lU
(
ΦkF (1), F (1)
)
//
(
`2l(F (1))
)1
α

HomU
(
ΦkF (1), N2l+1
)
// Ext2l+1U
(
ΦkF (1), F (1)
)
(
`2l+1(F (1))
)1
0
Si k ≤ nl, on a
HomU
(
ΦkF (1), N2l+1
) ∼= HomU (ΦkF (1), J(2nl)) ∼= 〈x2knl−k〉 ∼= F2.
Parce que d’une part `2l(F (1)) ∼= 〈u, u2, . . . , u2[log2 l]−1
∣∣u ∈ I(1) ⊂ I2l 〉 et
d’autre part ∂2l(u2k) = x2knl−k alors la flèche α est l’isomorphisme F2
∼−→ F2.
On a donc
Ext2lU
(
ΦkF (1), F (1)
) ∼= 0.
Si k ≥ nl + 1, il résulte de l’isomorphisme HomU
(
ΦkF (1), N2l+1
) ∼= 0 que
Ext2l+1U
(
ΦkF (1), F (1)
) ∼= 0
et que
Ext2lU
(
ΦkF (1), F (1)
) ∼= (`2l(F (1)))1 ∼= F2
d’où le résultat.
3. Sur la partie nilpotente de la résolution
Puisque, d’une part, les homologies Hk (R•, ∂•r ) sont finies et d’autre part
Hk (R•, ∂•r ) ∼= Hk+1 (N•, ∂•n) ,
alors les homologies Hk+1 (N•, ∂•n) sont finies. Dans ce paragraphe, on va mon-
trer que les modules N l sont aussi finis.
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3.1. La finitude de la partie nilpotente. — On remarque que si un mo-
dule instable est nilpotent ou réduit, il en est de même pour son enveloppe
injective. Un module instable peut être vu comme l’extension d’un module
réduit par son plus grand sous-module nilpotent. Le lemme suivant explique
comment on forme l’enveloppe injective de l’extension à partir de la partie
nilpotente et celle qui est réduite.
Lemme 3.1. — Étant donné une suite exacte courte
0→ N →M → R→ 0,
N désignant un module nilpotent et R désignant un module réduit, l’enveloppe
injective de M est la somme directe de l’enveloppe injective de R et celle de N .
Démonstration. — On considère I un module instable injectif contenant M .
D’après le théorème 2.1, I se décompose en somme directe Ir ⊕ In où Ir ∼=⊕
α
Lα et In ∼=
⊕
β,nβ≥1
Lβ⊗J (nβ), Lα, Lβ désignant des modules injectifs réduits
indécomposables.
Puisqu’il n’y a aucun morphisme d’un module nilpotent vers un module
réduit, le module N est inclus dans In. On obtient un diagramme dans lequel
les lignes sont exactes.
0

0

0

0 // N
i

// M
ω

// R
α

// 0
0 // In

// I

// Ir

// 0
0 0 0
Il en résulte une suite exacte
0→ Ker (α)→ Coker (i)→ Coker (ω)→ Coker (α)→ 0.
Comme Coker (i) est nilpotent et Ker (α) ⊂ R est réduit, on a Ker (α) = 0.
Autrement dit, le morphisme α est injectif. En prenant pour I l’enveloppe
injective de M , on conclut le lemme.
Alors, pour déterminer les modules N j , il faut calculer les sous-modules
nilpotents les plus grands des modules Coker
(
∂j−2
)
. Le lemme suivant réalise
ces calculs.
Lemme 3.2. — Pour chaque k ≥ 1 il y a une suite exacte :
0→ `k(F (1))→ Coker (∂kn)→ Coker (∂k)→ Coker (∂kr )→ 0.
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Pour k = 0, on a Coker
(
∂0n
)
= 0 et Coker
(
∂0
) ∼= Coker (∂0r) . De plus, il y
existe une injection
ϕ2k+1 : `2k+2(F (1))→ Coker
(
∂2k+1r
)
telle que Coker (ϕ2k+1) est réduit. Notons ψ2k+1 le composé :
Coker
(
∂2k+1
)→ Coker (∂2k+1r )→ Coker (ϕ2k+1) .
Son noyau s’insère dans une suite exacte courte :
0→ Coker (∂2k+1n )→ Ker (ψ2k+1)→ `2k+2(F (1))→ 0.
Alors le module Ker (ψ2k+1) est le sous-module nilpotent le plus grand de
Coker
(
∂2k+1
)
.
La vérification de ce lemme est renvoyée à l’appendice B, page 39. Le corol-
laire suivant étend la notation de Ker (ψ2k+1) à tout indice entier.
Corollaire 3.3. — On désigne le morphisme Coker
(
∂2k
) → Coker (∂2kr )
par ψ2k. Alors pour tout k ≥ 1 on a une suite exacte
0→ `k(F (1))→ Coker (∂kn)→ Ker (ψk)→ `k+1(F (1))→ 0.
Le module Ker (ψk) est le sous-module nilpotent le plus grand de Coker
(
∂k
)
.
Ce résultat permet de faire une récurrence pour déterminer la partie nilpo-
tente de la résolution.
Corollaire 3.4. — Dans la résolution injective minimale de F (1), les mo-
dules N i sont finis. Plus précisément N i est l’enveloppe injective de Ker (ψi−2).
Démonstration. — Afin de construire la résolution minimale de F (1), il faut
déterminer son enveloppe injective puis l’enveloppe injective de Coker
(
∂k
)
pour
tout k. On raisonne par récurrence sur k.
1. Comme F (1) est réduit, il n’y a pas de partie nilpotente dans son enve-
loppe injective donc N0 = 0.
2. Il résulte des lemmes 3.1 et 3.2 que N2k est l’enveloppe injective de :
Coker
(
∂2k−2n
)
upslope`2k−2(F (1))
et N2k+1 est l’enveloppe injective d’une certaine extension
E2k−1 ∈ Ext1U
(
`2k(F (1)),Coker
(
∂2k−1n
))
.
Ces deux modules sont finis par l’hypothèse de récurrence donc il en est
de même pour les modules N2k, N2k+1.
Cela conclut la récurrence.
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On rappelle qu’un module injectif fini N est une somme directe finie de
modules de Brown-Gitler. Rappelons aussi que le fonteur Φ admet un adjoint
à droite Φ˜ et :
Φ˜J(k) ∼=
{
J(n) si k = 2n,
0 sinon.
Alors il existe un entierm tel que Φ˜tN = 0 pour tout t > n. On peut maintenant
énoncer le premier résultat de l’article :
Proposition 3.5. — Soit s un entier. Alors il existe Ns tel que pour tout
r ≥ Ns le morphisme λ∗Φr−1F (1) est un isomorphisme et dans ce cas on a :
ExtsU (ΦrF (1), F (1)) ∼= ExtsF (I, I) .
Démonstration. — Par définition on a :
Ext∗U (ΦrF (1), F (1)) ∼= H∗ (HomU (ΦrF (1), I•) , ∂•∗) .
D’après (2), ce dernier est isomorphe à H∗
((
Φ˜rN•
)⊕ (R•))1. On obtient alors :
ExtsU (ΦrF (1), F (1)) ∼= Hs
((
Φ˜rN•
)⊕ (R•))1 .
Puisqu’il existe un entier Ns tel que Φ˜rN i = 0 pour r ≥ Ns et s−1 ≤ i ≤ s+1
donc
ExtsU (ΦrF (1), F (1)) ∼= Hs ((R•))1 .
pour tout r ≥ Ns. D’après le corollaire 2.5, ce dernier coïncide avec ExtsF (I, I).
La proposition est démontrée.
3.2. Calcul de la partie nilpotente. — On commence cette sous-section
par détailler les trois premiers termes de la résolution injective minimale du mo-
dule Hr = F (1)/ΦrF (1). Puisque Hr est fini, chaque terme dans sa résolution
injective minimale est une somme directe finie de modules de Brown-Gitler.
Comme J(n) est l’enveloppe injective du module instable simple ΣnF2, il suf-
fit de calculer les groupes d’extensions ExtiU
(
ΣmF2,Σ2
nF2
)
pour tout m et
pour 0 ≤ i ≤ 2. En effet, on rappelle que la dimension sur F2 du groupe
ExtiU (ΣnF2,M) détermine le nombre de copies du module J(n) dans le terme
i−ième de la résolution injective minimale de M .
Les lemmes et corollaires suivants sont essentiels pour calculer les premiers
termes des résolutions injectives minimales de Σ2nF2 et de Hn.
Lemme 3.6. — Soient deux entiers m,n. On a :
Ext1U
(
ΣmF2,Σ2
n
F2
) ∼= {F2 si m = 2n − 2i, 0 ≤ i ≤ n− 1,0 sinon.
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Démonstration. — Une extension de Σ2nF2 par ΣmF2 correspond à une opé-
ration de Steenrod θ de degré 2n −m :
Σ2nF2 

// Σ2nF2
ΣmF2
θ
BB
// // ΣmF2
Cette opération doit être indécomposable donc θ = Sq2i . Il en résulte que
2n − m = 2i. D’autre part, par l’instabilité on a 2i ≤ m. Il entraîne que
2n = m + 2i ≤ 2m. Or m ≥ 2n−1. Autrement dit 0 ≤ i ≤ n − 1. Le lemme en
découle.
Corollaire 3.7. — Soient deux entiers m,n. On a :
Ext1U (ΣmF2,Hn+1) ∼=
{
F2 si m = 2n − 2i, 0 ≤ i ≤ n− 2,
0 sinon.
Démonstration. — On raisonne par récurrence sur n.
1. Puisque H1 ∼= Σ20F2, le lemme est vérifié pour n = 0. Supposons que le
lemme reste vrai pour tout n < k. On passe au cas n = k.
2. La suite exacte courte
0→ Σ2nF2 → Hn+1 → Hn → 0
induit la suite exacte
0

HomU
(
ΣmF2,Σ2
nF2
)

HomU (ΣmF2,Hn+1) // HomU (ΣmF2,Hn)

Ext1U
(
ΣmF2,Σ2
nF2
)
// Ext1U (ΣmF2,Hn+1)

Ext1U (ΣmF2,Hn)

...
On en déduit que
Ext1U (ΣmF2,Hn+1) ∼=
{
F2 si m = 2n − 2i, 0 ≤ i ≤ n− 2,
0 si m 6= 2n − 2i, 0 ≤ i ≤ n− 1.
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La suite exacte courte
0→ ΦHn → Hn+1 → ΣF2 → 0
entraîne l’isomorphisme
Ext1U
(
Σ2
n−1
F2,ΦHn
) ∼−→ Ext1U (Σ2n−1F2,Hn+1) .
De manière analogue on a
Ext1U
(
Σ2
n−1
F2,Φn−1H2
) ∼= Ext1U (Σ2n−1F2,Hn+1) .
Il résulte de la suite exacte courte
0→ ΦnH1 → Φn−1H2 → ΣF2 → 0
qu’on a l’injection
Ext1U
(
Σ2
n−1
F2,Φn−1H2
)
↪→ Ext1U
(
Σ2
n−1
F2,Σ2
n−1
F2
) ∼= 0.
Il en résulte que Ext1U
(
Σ2n−1F2,Φn−1H2
)
= 0 et on obtient donc
Ext1U
(
Σ2n−1F2,Hn+1
)
= 0.
Le lemme en résulte.
De même manière, en utilisant [Cuo14b, proposition 3.2.1.12] on obtient :
Lemme 3.8. — Pour tout entier n on a :
Ext2U
(
Σ2
n−jF2,Hn+1
)
=
F2 si j = 2
k + 2k−t, 0 ≤ k ≤ n− 2, 2 ≤ t,
F2 si j = 2n−1,
0 sinon.
Corollaire 3.9. — L’enveloppe injective de Hn+1 est J(2n), celle de
J(2n)upslopeHn+1 est
n−2⊕
i=0
J(2n − 2i)
et le module I2 dans la résolution injective minimale
{
Ij
}
de Hn+1 est
J(2n−1)⊕
⊕
0≤i≤n−2
2≤j
J(2n − 2i − 2i−j).
Démonstration. — On note I0 → I1 les deux premiers termes de la résolution
injective minimale de Hn+1. L’enveloppe injective de Hn+1 est J(2n) et celle de
J(2n)upslopeHn+1 est I
1. Puisque Hn+1 est fini, I1 est une somme directe finie de
modules de Brown-Gitler. D’après le corollaire 3.7, chaque module J(2n − 2i)
apparaît une seule fois dans I1. De manière analogue on obtient I2 et le résultat
suit.
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Le lemme suivant donne un premier contrôle sur les modules N i de la partie
nilpotente de la résolution injective minimale de F (1).
Lemme 3.10. — Soient deux entiers n > k ≥ 1. Alors les égalités suivantes
ont lieu
N2
n−2k−1 = J(1), N2
n−2k = 0, N2
n−2k+1 = J(2k−1).
Supposons de plus que k ≥ 3 ; soit m un entier tel que 2k−1− 1 ≥ m ≥ 2, alors
on a
d
(
N2
n−2k+m
)
= 2k−1 −m+ 1 et
(
N2
n−2k+m
)2k−1−m+1
= F2.
En particulier, pour n > 2 : d
(
N2
n−4+1) = 2 et (N2n−4+1)2 = F2.
t0 t1 t2 t3 r0r1r2r3r4r5r6 s0s1s2s3 q0q1q2q3q4q5q6
2k−1
2k−1 − 1
2k−1 − 2
2k−1 − 3
d(Nj)
2k−2
2k−2 − 1
2k−2 − 2
0
1
2
3
4
j
ti := 2n − 2k + 1 + i
ri := 2n − 2k−1 − 3 + i
si := 2n − 2k−2 − 3 + i
qi := 2n+1 − 7 + i
La preuve du lemme sera renvoyée à l’appendice B. Cette preuve donne en
particulier :
Corollaire 3.11. — Soient deux entiers n > k ≥ 1. On a :
N2
n−2k−2 = 0 et N2
n−2k−3 = J(2).
Le théorème suivant résume les travaux qu’on vient d’effectuer.
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Théorème 3.12. — Étant donnés n > k ≥ 2. Les modules N2n−2k sont tri-
viaux. De plus on a :
N2
n−2k+j =

J(2k−1) si j = 1,
k−2⊕
i=0
J(2k−1 − 2i) si j = 2.
On obtient ainsi :
N2
n−2k−j =
J(1) si j = 1,0 si j = 2,
J(2) si j = 3.
Démonstration. — D’après le lemme 3.10, il ne reste qu’à vérifier que
N2
n−2k+2 =
k−2⊕
i=0
J(2k−1 − 2i).
Il découle du corollaire 3.4 que le module N2n−2k+2 est l’enveloppe injective
de Ker (ψ2n−2k). Ce module est déterminée par la suite exacte
0 // `2n−2k(F (1)) // Coker
(
∂2
n−2k
n
)
// Ker (ψ2n−2k) // 0.
Le module N2n−2k+2 est donc l’enveloppe injective du quotient J(2k−1)upslopeHk.
Il résulte du corollaire 3.9 que
N2
n−2k+2 =
k−2⊕
i=0
J(2k−1 − 2i).
Cela conclut le théorème.
3.3. La périodicité de la partie nilpotente. —
Notation 3. — Soient deux entiers n > k ≥ 2. On note :
e(n, k) = en−2en−3 . . . ek.
(Voir le théorème 2.7, page 8 pour la définition des éléments ei). Le cup-produit
avec e(n, k) est un isomorphisme [FLS94]
Ext0F (I, I)
^e(n,k)−−−−−→ Ext2n−2k+1F (I, I) . (6)
On note γ : I ↪→ f(R0) le morphisme qui représente e0 ∈ Ext0F (I, I) et
δ : I → f(R2n−2k+1) celui qui représente e(n, k) ∈ Ext2n−2k+1F (I, I). Puisque
(f(R∗), f(∂∗)) est une résolution injective dans F du foncteur I, l’isomorphisme
6 signifie qu’il existe un morphisme γ0 : f(R0)→ f(R2n−2k+1) tel que δ = γ0◦γ.
Grâce à l’exactitude de la suite
I ↪→ f(R0)→ f(R1)→ · · · → f(Rn)→ · · ·
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et à l’injectivité des foncteurs f(Ri), on a un diagramme commutatif
Iu U
$$
  // f(R0) //
γ0

f(R1) //
γ1

f(R2) //
γ2

· · · // f(R2k+1)
γ2k+1

// f(R2k+2)
γ2k+2

1_

e0_

e0ek−1_

e(n, k) e(n, k)e0 e(n, k)e0ek−1
f(Rt1) // f(Rt1+1) // f(Rt1+2) // · · · // f(Rt+1) // f(Rt+2)
(7)
où t1 = 2n− 2k+1 et t = 2n− 2k. En appliquant le foncteur m à ce diagramme,
on obtient un diagramme commutatif
F (1)

  // R0 //
α0

R1 //
α1

R2 //
α2

· · · // R2k+1
α2k+1

// R2
k+2
α2k+2

Rt1 // Rt1+1 // Rt1+2 // · · · // Rt+1 // Rt+2
(8)
On remarque que pour 0 ≤ t ≤ 2k−1 − 1, on a
H2
k+t (R•, ∂•r ) = `2
k+t(F (1)) = `2
n−2k+t(F (1)) = H2
n−2k+t (R•, ∂•r ) .
Parce que, d’une part〈[
u2
i ∈ R2k+t
]
, 0 ≤ i ≤ r − 1
〉 ∼= `2k+t(F (1))
∼= Hr
∼= `2n−2k+t(F (1))
∼=
〈[
u2
i ∈ R2n−2k+t
]
, 0 ≤ i ≤ r − 1
〉
si t = 2r(2l+ 1), d’autre part si tel est le cas α2k+t(u) = u, donc le morphisme
α2k+t induit l’isomorphisme
`2
k+t(F (1)) ∼→ `2n−2k+t(F (1)).
Théorème 3.13 (Périodicité). — Étant donné n > k ≥ 2 on a :
N2
n−2k+t = N2
k+t
pour tout 0 ≤ t ≤ 2k−1 − 1.
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Démonstration. — Comme les modules N2n−2k et N2k sont triviaux (1), on a
Coker
(
∂2
k
r
) ∼= Coker(∂2k)
Coker
(
∂2
n−2k
r
) ∼= Coker(∂2n−2k) .
Comme le module I2n−2k+1 est injectif, il existe β2k+1 : I2
k+1 → I2n−2k+1 qui
fait commuter le diagramme
I2
k ∂2
k
//
α2k

Coker
(
∂2
k
)
α2k

  // I2
k+1
∃β2k+1

// R2
k+1
α2k+1

I2
n−2k
∂2
n−2k
// Coker
(
∂2
n−2k
)
  // I2
n−2k+1 // R2
n−2k+1
(9)
Parce que, d’une part
N2
k+1 = J
(
2k−1
)
= N2
n−2k+1
et d’autre part
∂2
k
(u) = xk−1 = ∂2
n−2k (u)
on obtient le diagramme commutatif
N2
k+1   // I2
k+1
β2k+1

// // R2
k+1
α2k+1

N2
n−2k+1   // I2
n−2k+1 // // R2
n−2k+1
On démontrera qu’il existe des morphismes β2k+t : I2
k+t → I2n−2k+t induisant
les isomorphismes N2n−2k+t = N2k+t par récurrence sur t .
1. Le cas t = 1 a été vérifié précédemment.
2. Supposons qu’on a montré l’existence des morphismes β2k+t pour tout
1 ≤ t < m < 2k−1 − 1, on passe au cas t = m. Par hypothèse de
récurrence on obtient un diagramme commutatif :
I2
k+m−2 ∂2
k+m−2
//
β2k+m−2

I2
k+m−1
β2k+m−1

∂2
k+m−1
// I2
k+m
∃β2k+m

I2
n−2k+m−2
∂2
n−2k+m−2
// I2
n−2k+m−1
∂2
n−2k+m−1
// I2
n−2k+m
1. Voir le lemme 3.10, page 20.
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Parce que, d’une part, le module I2n−2k+m est injectif et que, d’autre
part, les lignes du diagramme sont exactes, il existe un morphisme β2k+m
faisant commuter le diagramme. Ce morphisme induit le diagramme com-
mutatif
`2
k+m−2(F (1)) 

// Coker
(
∂2
k+m−2
n
)
// Ker (ψ2k+m−2)

// // `2
k+m−1(F (1))
`t−2(F (1)) 

// Coker
(
∂t−2n
)
// Ker (ψt−2) // // `t−1(F (1))
où t = 2n − 2k +m.
Il s’ensuit que N2n−2k+m = N2k+m et le théorème en découle.
On remarque que la difficulté dans le calcul des modules N i vient de la dé-
termination des extensions Ker (ψ2k+1) ∈ Ext1U
(
`2k+2(F (1)),Coker
(
∂2k+1n
))
.
Dans ce qui suit, on traitera deux cas dans lesquels ces extensions sont non-
triviales.
3.4. Le cas de N2k+3, k ≥ 2. — D’après le théorème 3.12, les modules
N2
k
, N2
k+1 et N2k+2 sont déterminés. Cependant, la détermination de N2k+3
provoque plus de difficulté que ces derniers. Cela provient de la détermination
de l’extension
0 // Coker
(
∂2
k+1
n
)
// Ker (ψ2k+1) // `2
k+2(F (1)) // 0.
Comme `2k+2(F (1)) ∼= H1 = ΣF2, on a
Ker (ψ2k+1) ∈ Ext1U
(
ΣF2,Coker
(
∂2
k+1
n
))
.
En s’appuyant sur la résolution projectif minimale de ΣF2, on peut calculer le
groupe Ext1U
(
ΣF2,Coker
(
∂2
k+1
n
))
et en déduire que l’extension Ker (ψ2k+1)
est non-triviale. Cela donne la première approche à la détermination des mo-
dules N2k+3.
3.4.1. Première approche. —
Lemme 3.14. — On a
Ext1U
(
H1,Coker
(
∂2
k+1
n
))
= F2.
Démonstration. — Comme N2k+2 est injectif, la suite exacte courte
0→ Im
(
∂2
k+1
n
)
→ N2k+2 → Coker
(
∂2
k+1
n
)
→ 0
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implique l’isomorphisme
Ext1U
(
H1,Coker
(
∂2
k+1
n
)) ∼= Ext2U (H1, Im(∂2k+1n )) .
Il résulte de la suite exacte courte
0→ Hk ↪→ J(2k−1) Im
(
∂2
k+1
n
)
→ 0
qu’on a
Ext2U
(
H1, Im
(
∂2
k+1
n
)) ∼= Ext3U (H1,Hk)
∼= Ext3U (ΣF2,Hk) .
Le lemme découle de la résolution projective de H1 en remarquant que
Ext3U (ΣF2,Hk) ∼= F2.
Proposition 3.15. — Pour k ≥ 2 l’extension
Ker (ψ2k+1) ∈ Ext1U
(
H1,Coker
(
∂2
k+1
n
))
est non-triviale et l’enveloppe injective de Coker
(
∂2
k+1
n
)
est celle de
Ker (ψ2k+1).
Démonstration. — On suppose par absurde que l’extension
Ker (ψ2k+1) ∈ Ext1U
(
H1,Coker
(
∂2
k+1
n
))
est triviale. Le module N2k+3 contient donc J(1) comme un facteur direct. Il
s’ensuit que
F2 ∼= HomU (ΣF2, J(1)) ⊂ Ext2
k+3
U (ΣF2, F (1))
ce qui contredit la trivialité du groupe Ext2
k+3
U (ΣF2, F (1)). On note I0 l’enve-
loppe injective de Coker
(
∂2
k+1
n
)
et I1 celle de Ker (ψ2k+1). On constate que
I0 ⊂ I1. La suite exacte courte
0→ Coker
(
∂2
k+1
n
)
→ Ker (ψ2k+1)→ H1 → 0
montre que I1 ⊂ I0 ⊕H1. Compte tenu du fait que l’extension est non-triviale,
cette inclusion n’est pas stricte. On en déduit que I0 ∼= I1.
Corollaire 3.16. — La suite
N2
n−2k+1 ∂2
n−2k+1
n−−−−−−→ N2n−2k+2 ∂
2n−2k+2
n−−−−−−→ N2n−2k+3
fournit trois premiers termes de la résolution injective minimale de Hk.
D’après le corollaire 3.9 on obtient donc :
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Corollaire 3.17. — On a :
N2
n−2k+3 ∼= J(2k−2)⊕
⊕
0≤i≤k−3
2≤j
J(2k−1 − 2i − 2i−j).
3.4.2. Deuxième approche. — Puisqu’on ne connait pas de résolution projec-
tive de ΣnF2 en général, la méthode précédente ne peut être généralisée. La
méthode que l’on donne dans cette sous-section est basée sur la connaissance
de la partie réduite (R•, ∂•r ) de la résolution injective minimale de F (1), ce
qui nécessite une traduction de la trivialité ou non-trivialité des extensions
Ker (ψ2n+1). Pour le confort du lecteur on énonce ci-dessous, ab initio, la tra-
duction correspondante.
Soit k = 2r(2d + 1) − 1. Alors Ker (ψk) ∈ Ext1U
(
F (1)/ΦrF (1),Coker
(
∂kn
))
s’insère dans la suite exacte courte
0→ Coker (∂kn) i−→ Ker (ψk) p−→ F (1)/ΦrF (1)→ 0.
Le module cyclique F (1)/ΦrF (1) =
〈
u, u2, . . . , u2
r−1
〉
est engendré par l’image
de u ∈ I(1) ⊂ Rk+1 via la flèche restreinte (2) Rk+1 ω
k+1
−−−→ Nk+2. Comme
le morphisme Rk+1 ω
k+1
−−−→ Nk+2 a pour l’image Ker (ψk) ↪→ Nk+2, on peut
noter [u] ∈ Ker (ψk) le pré-image ωk+1(u) de [u] ∈ F (1)/ΦrF (1) par abus
de notation. Alors, l’extension Ker (ψk) est non-triviale si et seulement si il
existe une opération de Steenrod θ telle que i(v) = θ[u] pour certaine classe
v ∈ Coker (∂kn). Pour que θ[u] = [θu] soit non-trivial, θ doit être de la forme
Sqt . . . Sq2
i+1
Sq2
i où t ≥ r − 1. Si tel est le cas, θ[u] = [θu] = [u2t+1 ] est
non-trivial, ce qui nécessite la non-trivialité de [u2r ]. Alors :
Proposition 3.18. — Soit k = 2r(2d+ 1)− 1. L’extension
Ker (ψk) ∈ Ext1U
(
F (1)/ΦrF (1),Coker
(
∂kn
))
est non-triviale si et seulement si ωk+1
(
u2
r) est non-trivial.
Dans ce qui suit, on montrera que Ker (ψ2k+1) est non-triviale. On commence
par le cas k = 3.
Proposition 3.19. — L’extension Ker (ψ9) est non-triviale et alors on a
l’identification N11 = J(2).
Démonstration. — Le module N12 est l’enveloppe injective de Ker (ψ9). Le
dernier est une extension
0 // Coker
(
∂9n
)
// Ker (ψ9) // `10(F (1)) // 0
2. Voir 1, page 6 pour la notation de ωk+1.
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Le morphisme ∂9n est •Sq1 : J(4)→ J(3) donc Coker
(
∂9n
) ∼= Σ2F2. Alors
Ker (ψ9) ∈ Ext1U
(
ΣF2,Σ2F2
) ∼= F2.
Le module Coker
(
∂9n
) ∼= ΣF2 est engendré par image de x0x1 ∈ J(3) et le
module H1 est engendré par image de la classe u ∈ I(1) ⊂ R10. On constate
que la suite
R8
∂8r−→ R9 ∂
9
r−→ R10 ∂
10
r−−→ R11
coïncide (3) à la suite
I(1)
∂8r−→ I(2) ∂
9
r−→ I(1) ⊕ I(3,1) ∂
10
r−−→ I(4)
en degrés majorés par 4. Par connectivité, on a ∂10r (u) = 0 donc ∂10r (u2) est
trivial. En s’appuyant sur le fait que H210(R•, ∂•r ) = 0 on obtient r9 ∈ R9 tel
que ∂9r (r9) = u2. Parce que
∂9r (Sq1r9) = Sq1u2 = 0,
il existe r8 ∈ R8 tel que ∂8r (r8) = Sq1r9. Puisque Sq1r9 6= 0, alors r8 6= 0 et
donc r8 = u3 ∈ I(1). De plus, parce que ∂8(u) = x2 ∈ J(4), on a ∂8(u4) = x40
et donc
∂8(r8) = ∂8(u3) = x1x20 + Sq1r9.
Par conséquent
∂9(r9) = u2 + x0x1.
Il en découle que dans Ker (ψ9) on a Sq1u = u2 = x0x1. Il s’ensuit que l’exten-
sion Ker (ψ9) est non-triviale et donc Ker (ψ9) ∼= J(2).
Corollaire 3.20. — L’extension
0 // Coker
(
∂2
k+1
n
)
// Ker (ψ2k+1) // `2
k+2(F (1)) // 0
est non-triviale.
Démonstration. — On remarque que la suite
N2
k+1 ∂
2k+1
n−−−−→ N2k+2
fournit les deux premiers termes de la résolution injective minimale de Hk. Pour
k ≥ 4 le morphisme non-trivial Hk → H3 donne le diagramme commutatif
0 // Hk //

N2
k+1 ∂
2k+1
n //

N2
k+2

∂2
k+2
n // N2
k+3

0 // H3 // N9
∂9n // N10
∂10n // N11
3. Voir le lemme 2.19, page 11.
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Il en résulte qu’il existe 0 6= m2k+1 ∈ N2k+2 et r2k+1 ∈ R2k+1 tel que
∂2
k+1(r2k+1) = u2 +m2k+1.
L’extension Ker (ψ2k+1) est donc non-triviale.
3.5. Le cas de N2k+5, k ≥ 3. — Dans ce qui suit on va déterminer l’exten-
sion de `2k+4F (1) par Coker
(
∂2
k+3
n
)
pour k ≥ 3. La démonstration du lemme
technique suivant est renvoyée à l’appendice B, page 39.
Lemme 3.21. — Pour tous l < k on a
Ext1U
(
H1,Coker
(
∂2
k+1
n
)) ∼= F2 ∼= Ext1U (H1,Coker(∂2l+1n )) .
Lemme 3.22. — On note u le seule élément de degré 1 dans I(1). Il existe un
élément non-trivial n4 ∈ N2k+4 tel que u4 + n4 ∈ Im
(
∂2
k+3
)
.
Démonstration. — On constate que H2k+4(R•) = H2 donc H42k+4(R•) = 0.
Compte tenu du fait que tous les modules injectifs réduits indécomposables
sont 2−connexes sauf I(1) et que I(1) n’apparaît pas dans les modules R2m+1,
on a ∂2k+4r (u) = 0 donc u4 ∈ Im
(
∂2
k+3
r
)
. Il existe alors r2k+3 ∈ R2k+3 tel
que u4 = ∂2k+3r (r2k+3). Comme Sq1u4 = 0, on déduit de H2k+1• (R•) = 0 qu’il
existe r2k+2 ∈ R2k+2 tel que Sq1r2k+3 = ∂2k+2r (r2k+2). De manière analogue,
il existe r2k+1 ∈ R2k+1 et r2k ∈ R2k tel que
∂2
k+1
r (r2k+1) = Sq1r2k+2,
∂2
k
r (r2k) = Sq1r2k+1.
Comme r2k+3 est la seule classe non nul dans I4(4) alors Sq1r2k+3 6= 0 et donc
r2k+2 6= 0. Les deux seules éléments de degré 5 dans I(1) ⊕ I(3,1) ⊂ R2k+2
ne sont pas annihilés par Sq1 donc Sq1r2k+2 6= 0 d’où r2k+1 6= 0. Afin de
calculer Sq1r2k+1, on doit avoir la description de I(2) dans les bas degrés.
Celle-ci provient du fait que F2 ⊕ I(2) ⊂ H∗B
(
(Z/pZ)⊕2
) ∼= F2 [u, v] est un
module libre de rang 2 sur l’algèbre de Dickson D(2) ∼= F2[ω2, ω3] ⊂ F2 [u, v],
où |ω2| = 2, |ω3| = 3 tels que ω2 = u2 +uv+v2, Sq1ω2 = ω3 et Sq2ω3 = ω2 ·ω3.
Ses deux générateurs sont 1 de degré 0 et α = u3 + u2v + v3 de degré 3.
I1(2) = 0, I2(2) = 〈ω2〉, I3(2) = 〈ω3, α〉,
I4(2) = 〈ω22〉, I5(2) = 〈ω2ω3, ω2α〉, I6(2) = 〈ω23 , ω32 , ω3α〉.
PuisqueH2n−2k(R•) = Hk, le morphisme I(1) → I(2) → I(1)⊕I(3,1) est explicité
en bas degrés :
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I(1) I(2) I(1) ⊕ I(3,1)
1
2
3
4
5
6
u
u2
0
u3
u4
u5
u6
u
u2
0
u3
u4
u5
r2k+2
u6
Sq1r2k+2
0
ω2
ω3
α
ω22
ω2α
ω2ω3
ω23
ω32
ω3α+ ω32
Sq1
Sq2
Sq1
Sq2
Sq2
Sq1
On en déduit que r2k+1 ∈ 〈ω32 , ω3α〉. Comme Sq1 agit librement sur 〈ω32 , ω3α〉
alors Sq1r2k+1 6= 0. Il s’ensuit que r2k = u7. On a des suite exactes
0→ Hk → N2k+1 ∂
2k+1
n−−−−→ N2k+2 ∂
2k+2
n−−−−→ N2k+3
Si l < k la surjection Hk → Hl, u 7→ u entraîne le diagramme commutatif
0 // Hk

// N2
k+1 ∂
2k+1
n //
γ2k+1

N2
k+2 ∂
2k+2
n //
γ2k+2

N2
k+3
γ2k+3

0 // Hl // N2
l+1 ∂
2l+1
n // N2
l+2 ∂
2l+2
n // N2
l+3
(10)
Le morphisme Ext1U
(
H1,Coker
(
∂2
k+1
n
))
→ Ext1U
(
H1,Coker
(
∂2
l+1
n
))
est
isomorphe d’après le lemme 3.21. Il s’ensuit qu’il existe le morphisme γ2k+4
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qui fait commuter le diagramme suivant
Coker
(
∂2
k+1
n
)
 z
,,
 v
((

Ker (ψ2k+1) 

//

&& &&
N2
k+3 //

N2
k+3
Ker(ψ2k+1)
  //

N2
k+4
∃γ2k+4

H1
Coker
(
∂2
l+1
n
)
 z
,,
((
Ker (ψ2l+1) 

//
&& &&
N2
l+3 // N2
k+3
Ker(ψ2l+1)
  // N2
l+4
H1
Le diagramme ci-dessous est donc commutatif.
0 // Hk

// N2
k+1 ∂
2k+1
n //
γ2k+1

N2
k+2 ∂
2k+2
n //
γ2k+2

N2
k+3
γ2k+3

∂2
k+3
n // N2
k+4
γ2k+4

0 // Hl // N2
l+1 ∂
2l+1
n // N2
l+2 ∂
2l+2
n // N2
l+3 ∂
2l+3
n // N2
l+4
(11)
On montre d’abord qu’il existe 0 6= n20 ∈ N20 tel que u4 + n20 ∈ Im
(
∂19
)
. Il
résulte du diagramme 11 qu’il existe 0 6= n2k+4 ∈ N2k+4 tel que u4 + n2k+4 ∈
Im
(
∂2
k+4
)
.
On constate que ∂16(u7) = Sq1r17 + x60x1 donc
∂17(Sq1r17) = ∂17n (x60x1) = x70 = Sq1(x50x1).
Il s’ensuit que ∂17(r17) = Sq1r18 + x50x1. De manière similaire, on a
∂18(r18) = Sq1r19 + x40x1
∂19(r18) = u4 + x30x1.
On en déduit que l’extension de `20(F (1)) par Coker
(
∂19n
)
est non trivial et
donc l’extension de `2k+4(F1) par Coker
(
∂2
k+3
n
)
l’est aussi.
On donne ci-dessous les description de N i pour 20 ≤ i ≤ 24.
SUR LA RÉSOLUTION INJECTIVE MINIMALE DU MODULE F (1) 31
Proposition 3.23. — On a
N20 = J(5), ∂20n = •Sq1
N21 = J(4), ∂21n = •Sq1
N22 = J(3), ∂22n = •Sq1
N23 = J(2), ∂23n = 0
N24 = 0.
Démonstration. — Il résulte du corollaire 3.4 que N20 est l’enveloppe injective
de Ker (ψ18). Puisque Ker (ψ18) ∼= Coker (δ) où
δ := `18(F (1)) ↪→ Coker
J(7)⊕ J(6)
( •Sq1 0
• (Sq2Sq1) •Sq2
)
−−−−−−−−−−−−−−−→ J(6)⊕ J(4)

donc Ker (ψ18) ∼= Σ5F2 alors on a bien N20 ∼= J(5).
Le morphisme ∂19n : N19 → N20 est
(•Sq1, 0)t donc Coker (∂19n ) ∼= Σ4F2.
Comme Ker (ψ19) est une extension non-triviale dans
Ext1U
(
`20(F (1)),Coker
(
∂19n
)) ∼= Ext1U (H2,Σ4F2) ∼= F2
. on obtient Ker (ψ19) ∼= H3. En tant que l’enveloppe injective de Ker (ψ19), le
module N21 est isomorphe à J(4).
De manière similaire on obtient N22 = J(3), N23 = J(2) et N24 = 0.
Cette proposition, combiné avec la proposition 2.21 permet de conclure le
théorème suivant :
Théorème 3.24. — Le tableau suivant montre les calculs de la partie N• de
la résolution injective minimale de F (1) pour k ≤ 47.
k 0 1 2 3 4 5 6 7
Nk 0 0 0 J(1) 0 J(2) 0 J(1)
k 8 9 10 11 12 13 14 15
Nk 0 J(4) J(3) J(2) 0 J(2) 0 J(1)
k 16 17 18 19 20 21 22 23
Nk 0 J(8) J
(
7
6
)
J
(
6
4
)
J(5) J(4) J(3) J(2)
k 24 25 26 27 28 29 30 31
Nk 0 J(4) J(3) J(2) 0 J(2) 0 J(1)
k 32 33 34 35 36 37 38 39
Nk 0 J(16) J
(
15
14
12
)
J
( 14
12
11
10
8
)
? ? ? ?
k 40 41 42 43 44 45 46 47
Nk ? J(8) J
(
7
6
)
J
(
6
4
)
J(5) J(4) J(3) J(2)
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Plus généralement, pour n ≥ 6 on a :
k 2n − 23 2n − 22 2n − 21 2n − 20 2n − 19 2n − 18
Nk J(8) J
(
7
6
)
J
(
6
4
)
J(5) J(4) J(3)
k 2n − 17 2n − 16 2n − 15 2n − 14 2n − 13 2n − 12
Nk J(2) 0 J(8) J
(
7
6
)
J
(
6
4
)
J(5)
k 2n − 11 2n − 10 2n − 9 2n − 8 2n − 7 2n − 6
Nk J(4) J(3) J(2) 0 J(4) J(3)
k 2n − 5 2n − 4 2n − 3 2n − 2 2n − 1 2n
Nk J(2) 0 J(2) 0 J(1) 0
k 2n + 1 2n + 2 2n + 3 2n + 4 2n + 5 2n + 6
Nk J(2n−1) J
 2n−1−12n−1−2...
2n−1−2n−3
 J(2n−2)⊕A2n+3 ? ? ?
A2n+3 désignant ⊕
0≤i≤n−2
2≤j
J(2n − 2i − 2i−j).
La proposition 2.21 donne :
Théorème 3.25. — Soient n > k ≥ 6 et −22 ≤ t ≤ 2. Si l = 2n − 2k + t ou
l ≤ 47 alors le morphisme :
ExtlU (ΦrF (1), F (1)) ↪→ ExtlU
(
Φr+1F (1), F (1)
)
est injectif pour tout r.
4. La torsion de Frobenius
Rappelons que Pd désigne la catégorie des foncteurs polynomiaux stricts
homogènes de degré d. La catégorie P des foncteurs polynomiaux stricts est la
somme directe
⊕
d≥0 Pd. Soient F1, F2 deux objets de Pd. Selon [FS97, théorème
3.13] le morphisme Ext∗Pd (F1, F2)→ Ext∗P2d
(
F
(1)
1 , F
(1)
2
)
, induit par la torsion
de Frobenius, est injectif. On désigne par F la catégorie des foncteurs de la
catégorie des F2−espaces vectoriels de dimension finie dans la catégorie des
F2−espaces vectoriels. Parce que F ∼= F (1) pour tout F ∈ F, le morphisme
Ext∗F (F1, F2) → Ext∗F
(
F
(1)
1 , F
(1)
2
)
est aussi injectif. Puisque le foncteur oubli
O : P→ F se factorise à travers U via le foncteur m¯, chaque morphisme naturel
Ext∗P (F1, F2)→ Ext∗F (O(F1),O(F2))
se factorise à travers Ext∗U (m¯(F1), m¯(F2)) :
Ext∗P (F1, F2)→ Ext∗U (m¯(F1), m¯(F2))→ Ext∗F (O(F1),O(F2)) .
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D’après [FFPS03, proposition 1.4], le morphisme
Ext∗P (F1, F2)→ Ext∗F (O(F1),O(F2))
est injectif. Il en résulte que Ext∗P (F1, F2)→ Ext∗U (m¯(F1), m¯(F2)) est un mo-
nomorphisme.
On peut alors établir le diagramme commutatif
...  _

...

Ext∗P
(
F
(r−1)
1 , F
(r−1)
2
)
  Ext
∗(m¯,m¯)
//
 _

Ext∗U
(
m¯
(
F
(r−1)
1
)
, m¯
(
F
(r−1)
2
))

Ext∗P
(
F
(r)
1 , F
(r)
2
)
 _

  Ext
∗(m¯,m¯)
// Ext∗U
(
m¯
(
F
(r)
1
)
, m¯
(
F
(r)
2
))

Ext∗P
(
F
(r+1)
1 , F
(r+1)
2
)
 _

  Ext
∗(m¯,m¯)
// Ext∗U
(
m¯
(
F
(r+1)
1
)
, m¯
(
F
(r+1)
2
))

...
...
(12)
Ceci amène à poser :
Question 2. — Les morphismes que l’on appelle morphismes à la Frobenius
Ext∗U
(
m¯
(
F
(r−1)
1
)
, m¯
(
F
(r−1)
2
))
→ Ext∗U
(
m¯
(
F
(r)
1
)
, m¯
(
F
(r)
2
))
, (Frob-U)
sont-ils injectifs ?
Question 3. — Est-il vrai que, pour tous modules instables M et N , les mor-
phismes
Ext∗U (ΦrM,ΦrN)→ Ext∗U
(
Φr+1M,Φr+1N
)
(Frob-general-U)
sont injectifs ?
Ces questions n’admettent pas de réponses positives à priori. Cela sera jus-
tifié dans le paragraphe suivant. Toutefois :
Théorème 4.1. — Soient n > k ≥ 6 et −22 ≤ t ≤ 2. Si l = 2n − 2k + t ou
l ≤ 47 alors le morphisme :
ExtlU (ΦrF (1),ΦrF (1)) ↪→ ExtlU
(
Φr+1F (1),Φr+1F (1)
)
est injectif pour tout r.
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4.1. La preuve du théorème. — Faute d’espace pour les grands dia-
grammes, dans la suite on utilisera parfois la notation
Exis,m := ExtiU (ΦrM,ΦsF (1)) .
On note ainsi
Hr = F (1)upslopeΦrF (1).
Rappelons que le module ΦM se concentre en degrés pairs et (ΦM)2n ∼= Mn. Le
morphisme canonique λM : ΦM →M est défini par la formule λM (x) = Sq|x|x
et récursivement on définit λkM := λM ◦Φ
(
λk−1M
)
: ΦkM →M pour k ≥ 2. On
rappel ainsi qu’un module instable M est connexe si il est nul en degré 0.
Proposition 4.2. — Soient M un module instable connexe et r un nombre
entier. Alors le morphisme λrF (1) induit un isomorphisme
Ext∗U (ΦrM,ΦrF (1)) ∼= Ext∗U (ΦrM,F (1)) .
De plus, le diagramme suivant est commutatif
Ext∗U (ΦrM,ΦrF (1)) //
Ext∗U(Φ,Φ)

Ext∗U (ΦrM,F (1))
(λΦrM )∗

Ext∗U
(
Φr+1M,Φr+1F (1)
)
// Ext∗U
(
Φr+1M,F (1)
)
(13)
Démonstration. — La suite exacte courte
0→ ΦrF (1)→ F (1)→ Hr → 0
induit la suite exacte longue
· · · −→ Exir,r (M) −→ Exir,1 (M) −→ ExtiU (ΦrM,Hr) −→ Exi+1r,r (M) −→ · · ·
Puisque M est connexe, la connectivité de ΦrM est supérieur à 2r − 1.
D’autre part, (Hr)t = 0 pour t > 2r−1 donc d’après [Cuo14b, lemme 1.1.4.30] il
existe une résolution injective (In, ∂n)0≤n≤2r−1 de Hr telle que (In)t = 0 pour
tout n et tout t > 2r−1. Il s’ensuit que Ext∗U (ΦrM,Hr) = 0. On en déduit que
Ext∗U (ΦrM,ΦrF (1)) ∼= Ext∗U (ΦrM,F (1)) .
Pour démontrer la commutativité du diagramme (13), il suffit de démontrer
que le morphisme Ext∗U (ΦrM,ΦrF (1))
Ext∗U(Φ,Φ)−−−−−−−→ Ext∗U
(
Φr+1M,Φr+1F (1)
)
fait commuter le diagramme
Ext∗U (ΦrM,ΦrF (1))
Ext∗U(Φ,Φ)

(λΦrM )∗
++
Ext∗U
(
Φr+1M,Φr+1F (1)
)
(λΦrF (1))∗
// Ext∗U
(
Φr+1M,ΦrF (1)
)
(14)
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En effet, supposons que le diagramme (14) commute alors celui de (13) se
décompose en trois diagrammes commutatifs :
Ext∗U (ΦrM,ΦrF (1))
Ext∗U(Φ,Φ)

(λrF (1))∗ //
(λΦrM )∗
**
Ext∗U (ΦrM,F (1))
(λΦrM )∗

Ext∗U
(
Φr+1M,ΦrF (1)
)
(λrF (1))∗
))
Ext∗U
(
Φr+1M,Φr+1F (1)
)(λΦrF (1))∗
44
(
λr+1
F (1)
)
∗
// Ext∗U
(
Φr+1M,F (1)
)
Par conséquent le lemme est démontré. Il ne reste alors qu’à démontrer la
commutativité du diagramme (14).
On note
(
P rj , ∂
r
j
)
une résolution projective de ΦrM et
(
P r+1j , ∂
r+1
j
)
celle de
Φr+1M . Puisque le morphisme λN : ΦN → N est naturel en N , le morphisme
λΦrM : Φr+1M → ΦrM induit un morphisme f• : ΦP r• → P r• des complexes.
D’autre part, puisque les modules P j sont projectifs, l’identité idΦr+1M induit
aussi un morphisme des complexes g• : P r+1• → ΦP r• . Il suit que le morphisme
Ext∗U (ΦrM,ΦrF (1))
(λΦr+1M)∗−−−−−−−→ Ext∗U (ΦrM,ΦrF (1)) est induit par le com-
posé f• ◦ g•.
Puisque le morphisme Ext∗U (Φ,Φ) est induit par le morphisme composé
(g•)∗ ◦ HomU (Φ,Φ), le composé
(
λΦrF (1)
)
∗ ◦ Ext∗U (Φ,Φ) est induit par(
λΦrF (1)
)
∗ ◦ (g•)
∗ ◦ HomU (Φ,Φ). Il suffit de démontrer que le diagramme
suivant est commutatif :
HomU (P r• ,ΦrF (1))
(f•◦g•)∗
//
HomU(Φ,Φ)

HomU
(
P r+1• ,ΦrF (1)
)
HomU
(
ΦP r• ,Φr+1F (1)
)
(g•)∗
// HomU
(
P r+1• ,Φr+1F (1)
)(λΦrF (1))∗
OO
Cela résulte de ce que pour chaque morphisme h• : P r• → ΦrF (1) le diagramme
suivant commute :
P r+1•
g• //
f•◦g•
""
ΦP r•
Φh• //
λPr•

Φr+1F (1)
λΦrF (1)

P r• h•
// ΦrF (1)
La commutativité du digramme (14) suit.
A l’aide de la proposition 4.2, on se ramène à étudier Ext∗U (ΦrM,F (1)) ou
encore la résolution injective minimale du module F (1) au lieu des groupes
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Ext∗U (ΦrM,ΦrF (1)) dès que M est connexe. Ainsi, l’étude sur l’injectivité des
morphismes Ext∗U (Φ,Φ) sera remplacée par celle des morphismes (λΦn−1M )
∗.
Le théorème 4.1 est donc une conséquence directe du théorème 3.25.
Corollaire 4.3. — Soit M un module instable connexe. Il existe un isomor-
phisme entre les co-limites
colimnExt∗U (ΦnM,F (1)) ∼= colimnExt∗U (ΦnM,ΦnF (1)) ,
la première provient de la suite
(
Ext∗U (ΦnM,F (1)) , (λΦn−1M )
∗) et la deuxième
provient de la suite
(
Ext∗U
(
Φn−1M,Φn−1F (1)
)
,Ext∗U (Φ,Φ)
)
. De plus les mor-
phismes Ext∗U (Φ,Φ) sont des monomorphismes si et seulement si (λΦn−1M )
∗
les sont.
4.2. Contre-exemple. — On aimerait que le morphisme Ext∗U (Φ,Φ) soit
injectif en général. Cependant, ce n’est pas le cas :
Contre-exemple 1. — Il existe un entier i tel que le morphisme Ext5U (Φ,Φ)
Ext5U
(
Φi(F (1)⊗ F (1)),Φi(F (1)))→ Ext5U (Φi+1(F (1)⊗ F (1)),Φi+1(F (1)))
n’est pas injectif.
On va maintenant justifier ce contre-exemple. Dans un premier temps, on
montre que colimnExt∗U (Φn(F (1)⊗ F (1)), F (1)) = 0. Par contre, dans un
deuxième temps on va vérifier que Ext5U (F (1)⊗ F (1), F (1)) ∼= F2. Alors il
existe i tel que
(
λΦi(F (1)⊗F (1))
)∗ n’est pas injectif. Au cas contraire :
F2 ⊂ colimnExt∗U (Φn(F (1)⊗ F (1)), F (1)) ,
ce qui contredit la trivialité de colimnExt∗U (Φn(F (1)⊗ F (1)), F (1)).
Selon [HLS93, NS14], on sait calculer colimnExt∗U (ΦnM,F (1)) :
Théorème 4.4. — Soit n un entier. Le morphisme
Ext∗U (ΦnM,F (1))→ Ext∗F (f(M), I) ,
naturel en M , induit l’isomorphisme
colimnExt∗U (ΦnM,F (1)) ∼= Ext∗F (f(M), I)
naturel en M .
De plus, d’après [FLS94] on a
Ext∗F (f(F (1)⊗ F (1)), I) = Ext∗F (I ⊗ I, I) = 0,
donc :
colimnExt∗U (Φn(F (1)⊗ F (1)), F (1)) = 0.
Les groupes Ext∗U (Φn(F (1)⊗ F (1)), F (1)) doivent être nuls si on suppose que(
λΦn−1(F (1)⊗F (1))
)∗ est injectif. Cependant :
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Lemme 4.5. — On a un isomorphisme
Ext5U (F (1)⊗ F (1), F (1)) ∼= F2.
Démonstration. — La suite exacte courte
0→ F (2)→ F (1)⊗ F (1)→ Λ2(F (1))→ 0,
et la projectivité de F (2) donnent les isomorphismes
ExtiU
(
Λ2(F (1)), F (1)
) ∼= ExtiU (F (1)⊗ F (1), F (1))
pour i ≥ 2. Il résulte de la résolution injective minimale de Λ2(F (1)) [Cuo14b,
corollaire 1.1.4.17] qu’on a
Ext5U
(
Λ2(F (1)), F (1)
) ∼= F2.
Il en découle que Ext5U (F (1)⊗ F (1), F (1)) ∼= F2.
4.3. Conjecture. —
Notation 4. — Soient d un entier pair et 2n1 + · · · + 2nk son expression
2−adique. On note :
υ(d) = 1 + nk − k.
Théorème 4.6. — Pour d = 2n − t, où n ≥ 5 et −16 ≤ t ≤ 2, on a :
ExtdU (ΦrF (1),ΦrF (1)) =
0 si 2 6 | d,0 si 2 | d et r < υ(d),F2 sinon.
De plus, il y a des monomorphismes
ExtdU (ΦrF (1),ΦrF (1)) ↪→ ExtdU
(
Φr+1F (1),Φr+1F (1)
)
.
On peut donc conjecturer :
Conjecture 4.7. — Soit d un entier, on a :
ExtdU (ΦrF (1),ΦrF (1)) =
 0 si 2 6 | d,0 si 2 | d et r < υ(d),F2 sinon.
De plus, il y a des monomorphismes
ExtdU (ΦrF (1),ΦrF (1)) ↪→ ExtdU
(
Φr+1F (1),Φr+1F (1)
)
pour tout r.
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Appendice A
Sur la conjecture
On montre dans ce paragraphe le résultat suivant, ce qui soutient la conjec-
ture 4.7 :
Théorème A.1. — Soit d un entier pair, on a :
F2 ⊂ ExtdU (ΦrF (1),ΦrF (1)) si r ≥ υ(d).
De plus si r ≥ υ(d) le morphisme
ExtdU (ΦrF (1),ΦrF (1))→ ExtdF (I, I)
est non-trivial.
Lemme A.2. — Soient k ≥ 0 et n ≥ 1 deux entiers. Il y a des isomorphismes
naturels :
Ext2
n
U
(
Φn+kF (1),Φn+k+1F (1)
) (λΦn+kF (1))∗−−−−−−−−−→ Ext2nU (Φn+kF (1),Φn+kF (1)) .
Démonstration. — La suite exacte courte
0→ Φn+k+1F (1)→ Φn+kF (1)→ Σ2n+kF2 → 0
induit la suite exacte :
0 = Ext2
n−1
U
(
Φn+kF (1),Σ2n+kF2
)

Ext2
n
U
(
Φn+kF (1),Φn+k+1F (1)
) ∼ // Ext2nU (Φn+kF (1),Φn+kF (1))

Ext2
n
U
(
Φn+kF (1),Σ2n+kF2
)
= 0
Le lemme en découle.
Démonstration du théorème A.1. — Le cas de d = 2n a été calculé à l’aide du
lemme 2.21. En effet Ext2
n
U (ΦrF (1),ΦrF (1)) ∼= F2 pour tout r tel que r ≥ n.
On raisonne par récurrence sur la longueur 2−adique de d. On suppose que le
théorème est vérifié pour d dont α(d) < k. On passe au cas de α(d) = k. On
note d = 2n1 + 2n2 + · · · + 2nk où 1 ≤ n1 < n2 < . . . < nk. On désigne par
d1 la somme 2n2 + · · · + 2nk . Pour r ≥ υ(d) le diagramme suivant est donc
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commutatif :
Extd1U (ΦrF (1), F (1))
^δn1 //

ExtdU
(
Φr−1F (1), F (1)
)

Extd1F (I, I)
^en1 // ExtdF (I, I)
δn1 désignant le générateur du groupe Ext2
n1
U
(
Φr−1F (1),ΦrF (1)
)
. Par hypo-
thèse de récurrence, le composé
Extd1U (Φ
rF (1), F (1))→ Extd1F (I, I)
^en1−−−−→ ExtdF (I, I)
est non-trivial. On en déduit que F2 ⊂ ExtdU
(
Φr−1F (1), F (1)
)
et que le mor-
phisme
ExtdU (ΦrF (1), F (1))→ Extd1F (I, I)
est non-trivial.
Appendice B
La vérification des lemmes techniques
Démonstration du lemme 3.2. — Le diagramme commutatif
0

0

0

· · · ∂
k−2
n // Nk−1
∂k−1n //

Nk
∂kn //

Nk+1

// 0
· · · ∂k−2 // Ik−1 ∂k−1 //

Ik
∂k //

Ik+1

// 0
· · · ∂
k−2
r // Rk−1
∂k−1r //

Rk
∂kr //

Rk+1

// 0
0 0 0
entraîne la suite exacte
0 = Hk(I•, ∂•) // Hk(R•, ∂•r ) // Coker
(
∂kn
)
// Coker
(
∂k
)
// Coker
(
∂kr
)
// 0
D’après le corollaire 2.3, on a Hk(R•, ∂•r ) ∼= `k(F (1)). Le morphisme ϕ2k+1 est
défini comme la flèche
Ker
(
∂2k+2r
)
upslopeIm
(
∂2k+1r
)
↪→ R2k+2upslopeIm (∂2k+1r ).
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Le module
Coker (ϕ2k+1) ∼= R2k+2upslopeKer (∂2k+2r ),
est un sous module de R2k+3, et est donc réduit.
Dans la mesure où le composé
Coker
(
∂2k+1n
)→ Coker (∂2k+1) ψ2k+1−−−−→ Coker (ϕ2k+1)
est nul, on a l’inclusion α : Coker
(
∂2k+1n
)
↪→ Ker (ψ2k+1) . Par ailleurs, le
composé
Ker (ψ2k+1)→ Coker
(
∂2k+1
)→ Coker (∂2k+1r )→ Coker (ϕ2k+1)
est aussi trivial donc on obtient un morphisme Ker (ψ2k+1)
β−→ `2k+2(F (1)) qui
rend commutatif le diagramme ci-dessous.
Coker
(
∂2k+1n
)
α
ss
i
xx
Ker (ψ2k+1)
i1

β
rr
`2k+2(F (1))
ϕ2k+1
((
Coker
(
∂2k+1
)
ψ2k+1

p
vv
Coker
(
∂2k+1r
)
p1
((
Coker (ϕ2k+1)
Il nous reste à démontrer que la suite
0→ Coker (∂2k+1n ) α−→ Ker (ψ2k+1) β−→ `2k+2(F (1))→ 0 (15)
est exacte.
La surjectivité de β : : Compte tenu du fait que p◦i = 0 et que ϕ2k+1 est
injectif, on a β ◦ α = 0. Soit x ∈ `2k+2(F (1)), il existe y ∈ Coker (∂2k+1)
tel que p(y) = ϕ2k+1(x). Puisque
ψ(y) = p1 ◦ p(y) = p1 ◦ ϕ2k+1(x) = 0,
il existe z ∈ Ker (ψ2k+1) tel que i1(z) = y. Il s’ensuit que x − β(z) ∈
Ker (ϕ2k+1) = 0. On en déduit que β est surjectif.
L’exactitude de la suite 15 : : Soit u ∈ Ker (β). Comme p ◦ i1(u) = 0,
il y a v ∈ Coker (∂2k+1n ) tel que i(v) = i1(u). La différence u − α(v)
appartient alors au noyau de i1. Il en résulte que α(v) = u. On conclut
l’exactitude de la suite.
Le lemme en découle.
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Démonstration du lemme 3.10. — Rappelons que pour chaque k ≥ 1, la suite
suivante
0→ `k(F (1))→ Coker (∂kn)→ Ker (ψk)→ `k+1(F (1))→ 0
est exacte. De plus, le module Nk+2 est l’enveloppe injective (4) de Ker (ψk).
1. On calcule d’abord les N i pour i ≤ 5 :
(a) Puisque F (1) ∼= `(F (1)), F (1) est Nil−fermé. Alors on a N0 =
N1 = 0.
(b) Puisque Ker (ψ0) = 0, en tant que son enveloppe injective, N2 = 0.
(c) Selon les calculs précédents, on a
Ker (ψ1) ∼= `2(F (1)) ∼= J(1).
Le module J(1) est lui-même injectif donc N3 = J(1).
(d) Comme `2(F (1)) ∼= J(1), alors Ker (ψ2) = 0. Il en résulte que
N4 = 0.
(e) Puisque Ker (ψ3) = `4(F (1)) ∼= J(2), on a N5 = J(2).
2. Afin de démontrer le lemme, on utilise un raisonnement de récurrence
triple. On initialise le lemme sur n, ensuite sur k et éventuellement sur
m. Les calculs précédents justifient les premiers cas de n. Supposons que
le lemme est vrai pour n > α. On montre qu’il est encore vrai pour n = α.
On raisonne de nouveau par récurrence sur k.
(a) Pour k = α−1, on a 2α−2α−1 = 2α−1. Pour démontrer ce premier
cas de k, on raisonne par récurrence sur m.
(i) Par l’hypothèse de récurrence sur n, on a N2α−1−1 = J(1).
Bien plus, N2α−1−2 = 0 donc Coker
(
∂2
α−1−2
n
)
= J(1).
Puisque `2α−1−2(F (1)) = J(1), alors le module Ker (ψ2α−1−2)
est trivial. En tant que son enveloppe injective, N2α−1 est
aussi trivial. Le module N2α−1+1 est l’enveloppe injective de
Ker (ψ2α−1−1). Ce dernier est isomorphe à Hα−1 alors on a
N2
α−1+1 ∼= J(2α−2). Comme le module Ker (ψ2α−1) s’insère
dans la suite exacte courte
0→ Hα−1 → J(2α−2)→ Ker (ψ2α−1)→ 0
on a d (Ker (ψ2α−1)) = 2α−2−1 et (Ker (ψ2α−1))2
α−2−1 = F2.
Pour cette raison, on obtient
N2
α−1+2 = J(2α−1 − 1)⊕
 ⊕
mβ<2α−1−1
J(mβ)
 .
4. Voir le corollaire 3.4, page 16.
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Il en découle que
d
(
Coker
(
∂2
α−1+1
n
))
= 2α−2 − 2(
Coker
(
∂2
α−1+1
n
))2α−2−2
= F2.
(ii) On suppose que :
d
(
N2
α−2α−1+m
)
= 2α−2 −m+ 1,(
N2
α−2α−1+m
)2α−2−m+1
= F2,
d
(
Coker
(
∂2
α−1+m−1
n
))
= 2α−2 −m,(
Coker
(
∂2
α−1+m−1
n
))2α−2−m
= F2.
pour 2 ≤ m < t ≤ 2α−2. On passe à t.
Le module Ker (ψ2α−1+t−2) est déterminé par la suite exacte
`2
α−1+t−2(F (1)) ↪→ Coker
(
∂2
α−1+t−2
n
)
→ Ker (ψ2α−1+t−2) `2
α−1+t−1(F (1)).
Par l’hypothèse de récurrence sur m, on a
d
(
Coker
(
∂2
α−1+t−2
n
))
= 2α−2 − t+ 1,(
Coker
(
∂2
α−1+t−2
n
))2α−2−t+1
= F2.
Il en résulte que
d (Ker (ψ2α−1+t−2)) = 2α−2 − t+ 1 et (Ker (ψ2α−1+t−2))2
α−2−t+1 = F2.
Il s’ensuit que
N2
α−1+t = J(2α−1 − t+ 1)⊕
 ⊕
mβ<2α−1−t+1
J(mβ)

et donc
d
(
Coker
(
∂2
α−1+t−1
n
))
= 2α−2 − t, et
(
Coker
(
∂2
α−1+t−1
n
))2α−2−t
= F2.
Cela conclut la récurrence sur m et donc vérifie le cas k =
α− 1.
(b) Supposons qu’on a montré le lemme pour k > α− i ≥ 1, on passe à
k = α− i. On constate que 2α−2α−i+1 + 2α−i−1 = 2α−2α−i−1.
Par l’hypothèse de récurrence sur k, on a
d
(
N2
α−2α−i−1
)
= 2 et
(
N2
α−2α−i−1
)2
= F2.
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Il s’ensuit que N2α−2α−i−1 = J(2) ⊕
(⊕
γ
J(1)
)
. Puisque
Ext2
α−2α−i−1
U (ΣF2, F (1)) = 0, le module N2
α−2α−i−1 contient
aucune copie de J(1). Or N2α−2α−i−1 = J(2) et il en découle que
Coker
(
∂2
α−2α−i−2
n
)
= ΣF2.
Comme `2α−2α−i−2(F (1)) = ΣF2, alors on a Ker (ψ2α−2α−i−2) = 0.
Il en découle que N2α−2α−i = 0. Par ailleurs, on a
Coker
(
∂2
α−2α−i−1
n
) ∼= H2α−2α−i(N•, ∂•n) = 0.
Il s’ensuit que
Ker (ψ2α−2α−i−1) ∼= `2
α−2α−i(F (1)) ∼= Hα−i.
Or N2α−2α−i+1 = J(2α−i−1) d’où
d
(
N2
α−2α−i+1
)
= 2α−i−1 et
(
N2
α−2α−i+1
)2α−i−1
= F2.
De manière analogue que celle du cas k = α− 1 on a
d
(
N2
α−2α−i+m
)
= 2α−i−1 −m+ 1 et
(
N2
α−2α−i+m
)2α−i−1−m+1
= F2,
pour 2 ≤ m ≤ 2α−i−1. Cela conclut la récurrence sur k.
Le lemme en résulte.
Démonstration du lemme 3.21. — La suite exacte courte
0→ N2k+1upslopeHk → N2
k+2 → Coker
(
∂2
k+1
n
)
→ 0
induit l’isomorphisme
Ext1U
(
H1,Coker
(
∂2
k+1
n
))
→ Ext2U
(
H1, N
2k+1upslopeHk
)
.
On constate que
Ext2U
(
H1, N
2k+1upslopeHk
) ∼= Ext3U (H1,Hk) ∼= F2
dans la mesure où N2k+1 est injectif. On remarque ainsi que si l < k, la
surjection Hk → Hl, u 7→ u entraîne le diagramme commutatif
0 // Hk

// N2
k+1 ∂
2k+1
n //

N2
k+2 ∂
2k+2
n //

N2
k+3

0 // Hl // N2
l+1 ∂2
l+1
// N2
l+2 ∂2
l+2
// N2
l+3
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puisque la première ligne du diagramme fournit les termes de la résolution
injective minimale de Hk et la deuxième ligne fournit ceux de la résolution
injective minimale de Hl. On obtient donc le diagramme commutatif
Ext1U
(
H1,Coker
(
∂2
k+1
n
))

∼ // Ext2U
(
H1, N
2k+1upslopeHk
) ∼ //
∼

Ext3U (H1,Hk)
Ext1U
(
H1,Coker
(
∂2
l+1
n )
)) ∼ // Ext2U (H1, N2l+1upslopeHl) ∼ // Ext3U (H1,Hl)
Il en résulte que le morphisme
Ext1U
(
H1,Coker
(
∂2
k+1
n
))
→ Ext1U
(
H1,Coker
(
∂2
l+1
n
))
est un isomorphisme.
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