ABSTRACT: The poor clinical acceptance of polymer gel dosimetry for dose verification in stereotactic radio-surgery applications stems, inter alia, from the increased MRI acquisition times needed to meet the associated spatial resolution demands. To examine whether this could be partly alleviated by the employment of 3 Tesla imagers and parallel imaging techniques, a PolyAcrylamide Gel filled tube was irradiated in a Leksell Gamma Knife unit with two single irradiation shots (4 mm and 8 mm) and underwent four different scanning sessions using an optimised, volume selective, 32 echo CPMG pulse sequence: One performed on a 1.5 T imager with 0.5 × 0.5 mm 2 in-plane spatial resolution and 0.75 mm slice thickness (scan A), while the rest three on a 3.0 T imager; one with the same spatial resolution as in scan A (scan B) and two with finer in-plane resolution (scans C and D). In scans B and C the sensitivity encoding (SENSE) parallel imaging technique was 1 Corresponding author. 
Introduction
Aqueous solutions of appropriate monomers and gelatine form a gel matrix where polymerization occurs following irradiation. Magnetic Resonance Imaging (MRI) can quantify the polymerization induced changes of the material's transverse relaxation rate R 2 (= 1/T 2 ) and the obtained R 2 maps can be translated to the corresponding absorbed dose (D) distributions by means of appropriate calibration data.
Polymer gel dosimetry owns the unique feature of providing 3D dose distribution measurements, thus enabling experimental dose verification in 3D. Additionally, the gel-dosimeter is water equivalent [1] and comprises both the phantom and detector material, hence not suffering from lateral electronic disequilibrium conditions or detector induced radiation field disturbances, in opposition to the conventional dosimeters currently employed in clinical radiation therapy dosimetry. Furthermore, when referring to applications where narrow beams and steep dose gradients are employed to form complex 3D dose distributions, such as in stereotactic radiosurgery, polymer gel dosimetry becomes -at least theoretically -the favorable method.
Besides its potential, the technique has not yet been introduced into the clinical routine as a quality assurance (QA) tool. For the current standard of MRI-based polymer gel dosimetry, this is attributed, inter alia, to the increased MRI acquisition time necessitated to meet the rigorous spatial resolution demands of radio-surgery dose verification.
High field MRI at 3 Tesla (3 T) is rapidly gaining acceptance as the preferred platform for clinical and research studies and experiencing more widespread use. The fundamental advantage of high field imaging is improved signal-to-noise ratio (SNR), the primary currency in MRI. Increased SNR can be exchanged for improved spatial resolution, decreased scan time, or both. Since SNR is increased at higher field strengths, parallel imaging techniques such as sensitivity encoding (SENSE), are commonly employed as a valuable time-saving tool. This work discusses the use of 3 T imaging and SENSE in polymer gel dosimetry with regard to the contradicting demands for relatively short acquisition times and adequate spatial resolution. Relative dose profiles along the z axis (longitudinal tube axis) for the 8 mm (left) and 4 mm (right) irradiation shots as they were derived from: 1) gel measurements obtained from scanning session A, 2) Monte Carlo simulation calculations using the FLUKA general purpose code and 3) the respective data from the Gammaplan Treatment Planning System (TPS).
Materials and methods

Gel preparation and irradiation
PolyAcrylamide Gel (PAG) was prepared for the purposes of this work following the procedure described in Novotny et al. [2] . A cylindrical gel filled glass tube of 100 ml volume was irradiated 2 days post preparation using a Leksell Gamma Knife (LGK) unit (Elekta AB T M , Stockholm).
LGK unit employs a hemispherical configuration of 201 60 Co sources generating 201 photon beams, which, after passing through a stable primary collimator system and one of four final collimator helmets, intersect at the unit center point (UCP) to form 3D radiation fields of 4, 8, 14 and 18 mm nominal diameter.
A custom made plexiglass phantom [3] fixated to the patient stereotactic frame was used, so that the tube longitudinal axis was aligned to the z axis of the unit. The tube was irradiated with two single shots (4 mm and 8 mm respectively) of 5 Gy maximum dose, spaced 25 mm apart. In the following, x and y directions of the Cartesian coordinate system used for reporting gel dosimetry results are arbitrarily selected in view of the LGK dose distribution symmetry on axial planes. Following the common LGK unit convention the origin of this system is assigned to (x,y,z)=(100,100,100) (see figure 1). Table 1 summarizes the main differences in the imaging parameters of the four MRI sessions performed in this work to assess the potential benefit from the employment of 3 T imagers with or without the application of parallel imaging techniques in MRI-based polymer gel dosimetry. Scan A was performed on a 1.5 T whole body Philips NT Intera MR imager (Philips Medical Systems, Best, The Netherlands) employing a volume selective, 32-echo Carr-Purcel-Meiboom-Gill (CPMG) pulse sequence with an initial echo time (TE) of 40 ms, with further 40 ms increments, and a repetition time (TR) of 3000 ms. A quadrature RF head coil was used for signal detection. The rest of the scans were performed within 24 hours on a 3 T whole body Philips Achieva imager using the same pulse sequence technique and a phased-array RF head coil capable of operating in either quadrature or SENSE mode. In scans B and C a SENSE factor of 2 was used. Briefly, for a given spatial resolution, SENSE reduces significantly the acquisition time without requiring higher gradient system performance, at the cost, however, of SNR. SENSE takes advantage of spatial sensitivity information inherent in an array of multiple receiver surface coils to partially replace time-consuming spatial encoding, which is normally performed by switching magnetic field gradients. Therefore, rapid small-FoV imaging with a small number of phase and frequency encodings can be performed with SENSE, resulting in the reconstruction of high resolution imaging. Besides increased temporal resolution for a given spatial resolution, the time savings due to SENSE can instead be used to improve the spatial resolution in a given imaging time [4] .
Magnetic resonance imaging and data processing
The reconstructed set of images in each imaging session was processed in DICOM 3 format using MatLab v.7.3 (The Mathworks, Natick MA, USA), without any manipulation such as the implementation of smoothing or averaging algorithms. After discarding the first echo image of the 32-echo train due to imperfections in the signal decay curve [5] , a T 2 map was calculated for each reconstructed slice using a mono-exponential fitting routine of echo time versus pixel signal intensity on a pixel by pixel basis. A 3D T 2 matrix was then constructed by the acquired T 2 maps and converted to the corresponding R 2 (=1/T 2 ) relaxation rate matrix.
In this work, no fiducial markers or other means of defining a coordinate system were used in any of the four scans. Instead, we developed a 3D mathematical tool which treats each iso-R 2 surface in space as a solid body and determines the spatial coordinates of its center of mass. The average coordinates resulting from successive iso-R 2 surfaces were adopted as the spatial coordinates of the center of mass of the 3D R 2 distribution (or the corresponding Dose distribution given the 1-1 relationship between R 2 and D). This tool was used for each irradiation shot in each scanning session and the defined centers of mass were set as the origin of the Cartesian coordinate system used in this work (see section 2.1) thus facilitating the comparison between the four measured dose distributions. The accuracy of the tool was assessed through its application to 3D dose distributions calculated using Monte Carlo (MC) simulation and found to be better than 0.2 mm.
It should also be noted that given the fixed hemispherical configuration of the 201 LGK unit sources, the aforementioned center of mass of each dose distribution is actually the point of radiation field symmetry or irradiation center. According to the unit specifications this should not deviate from the mechanical UCP more than 0.5 mm which can therefore be assumed as the maximum systematic uncertainty in the comparison between experimental results and the Gammaplan Treatment Planning System (TPS) calculations.
To obtain relative R 2 -Dose response data, the circular LGK dose distribution symmetry around the irradiation center in axial (xy) planes was exploited for the 8 mm irradiation shot. R 2 values at given distances from the irradiation center were averaged, normalized to the value of the irradiation center and matched to corresponding TPS relative dose data. The R 2 value of the irradiation center was derived by applying cubic interpolation in the corresponding 3D R 2 matrix. In each scanning session, the obtained Dose-response data were used in terms of a look-up table to derive relative dose distributions normalized to the irradiation center dose of each shot.
3 Results and discussion Figure 1 presents the relative dose profiles measured using polymer gel data of scan A along the z-axis (longitudinal tube axis). The presented experimental results correspond to relative dose values greater than 50% of the delivered maximum dose of 5 Gy, since below this level the relative R 2 -Dose response curve of the manufactured PAG gel departed from linearity. Corresponding TPS calculations, as well as MC simulation results obtained using the FLUKA general purpose code [6, 7] are also plotted in figure 1 for comparison purposes. An overall good agreement is observed between the three data sets for both the 4 mm and 8 mm shots, allowing the use of scan A data as the reference against which the corresponding data resulting from the 3 T scanning sessions were compared.
A low receiver bandwidth was used in all scans to boost SNR and, therefore, susceptibility effects were prominent, especially on the acquired 3 T images. To assess geometric accuracy, especially in the 3 T images, the distance between the centers of the 4 mm and 8 mm irradiation shots was measured and compared to the planned distance (25 mm). The absolute deviation between the planned and measured distances was found to be less than the spatial dose delivery accuracy of the LGK unit (0.5 mm) in all scanning sessions.
The γ (gamma) tool as described in Low and Dempsey [8] was employed to quantitatively compare 2D dose distributions resulting from the 3 T scanning sessions (evaluated distributions) against corresponding results of the scanning session A (reference distributions). The γ distributions calculated for the central coronal (xz) plane of the 4 mm and 8 mm irradiation shots are presented in figure 2 (this figure appears in color in the electronic version). The dose distributions under comparison were normalized to 100 at the irradiation center of the 4 mm shot while the pixel spacing was set to 0.3 × 0.3 mm 2 applying cubic interpolation to the respective 3D dose matrices. Distance-to-agreement and dose-difference criteria were set to 1.0 mm and 3% respectively. It is noted that the lower the γ values the better the level of agreement between the evaluated and the reference distribution, while the γ value of 1 is the upper acceptance limit in terms of dose distributions agreement. The γ index maps, in which the dose distributions of scans B and C are involved, indicate a very good agreement between the evaluated and the reference (scan A) dose distribution within the regions where the two irradiation shots lie. The areas, which designate γ values larger than 1, lie outside these regions of interest and, additionally, they correspond to dose levels below 2.5 Gy (50% relative iso-dose level), which is the threshold of the linear dose response range of the manufactured PAG gel. However, such small regions that are not within the acceptable tolerances (γ ≤ 1) are also seen in the locality of the 8 mm irradiation shot in the γ index map derived from scans A and D. The corresponding dose distributions also show that in these regions the dose difference criterion is not fulfilled. This could be partly attributed to the low SNR of the reconstructed images of scan D (29.6% relative to the SNR of scan A) which leads to increased levels of noise in the evaluated distribution [8] . Another efficient way to weigh the gain of increased spatial resolution at the expense of prolonging the scanning duration is to exploit the full 3D dose distribution registered in the irradiated polymer gel. Figure 3 presents measured (scans A, B) and Monte Carlo calculated ratios of relative dose for the 4 mm and 8 mm shots, in voxels of different volume, centered at the center of mass of the 3D dose distribution (or UCP, see section 2.2). Data presented in this figure depict the effect of volume averaging which is found to be negligible for isotropic voxels of less than 1 mm on the side. Results also comprise a verification of the Output Factor (OF) ratio, OF 4/8 , used to deliver the same dose of 5 Gy to both shots. Although MC and experimental results share the same trend, an offset of experimental results (roughly 10%) can be seen that necessitates further study.
Overall, results of this work suggest that taking into account the acquisition time in each MRI session and the fact that a spatial in-plane resolution of 0.5 × 0.5 mm 2 is adequate for the purposes of MRI-polymer gel dosimetry in radiosurgical beams, scanning session B is the best compromise. This is due to the fact that the use of SENSE reduces scan time by a factor 2 and the high field provides the extra SNR to spare. Undoubtedly, though, a further reduction in MR scanning time is required to facilitate the implementation of the technique in the clinical setting as a daily QA tool. This could be achieved by implementing higher SENSE factors at high field imaging with dedicated phase array coils, and by regaining some of the lost SNR by using a voxel size of 1 mm 3 .
