Deep Parallel MRI Reconstruction Network Without Coil Sensitivities by Bian, Wanyu et al.
Deep Parallel MRI Reconstruction Network
Without Coil Sensitivities
Wanyu Bian1, Yunmei Chen1, and Xiaojing Ye2
1 University of Florida, Gainesville FL 32611, USA
{wanyu.bian, yun}@ufl.edu
2 Georgia State University, Atlanta GA 30302, USA
xye@gsu.edu
Abstract. We propose a novel deep neural network architecture by map-
ping the robust proximal gradient scheme for fast image reconstruction in
parallel MRI (pMRI) with regularization function trained from data. The
proposed network learns to adaptively combine the multi-coil images from
incomplete pMRI data into a single image with uniform contrast, which
is then passed to a nonlinear encoder to efficiently extract sparse features
of the image. Unlike most of existing deep image reconstruction networks,
our network does not require knowledge of sensitivity maps, which are
notoriously difficult to estimate and have been a major bottleneck of
image reconstruction in real-world pMRI applications. The experimental
results demonstrate the promising performance of our method on a variety
of pMRI imaging data sets.
Keywords: Proximal gradient · Parallel MRI · Coil sensitivity.
1 Introduction
Parallel magnetic resonance imaging (pMRI) is a state-of-the-art medical MR
imaging technology which surround the scanned objects by multiple receiver coils
and collect k-space (Fourier) data in parallel. To accelerate scan process, partial
data acquisitions that increase the spacing between read-out lines in k-space
are implemented in pMRI. However, reduction in k-space data sampling arising
aliasing artifacts in images, which must be removed by image reconstruction
process. There are two major approaches to image reconstruction in pMRI:
the first approach are k-space methods which interpolate the non-sampled k-
space data using the sampled ones across multiple receiver coils [3], such as the
generalized auto-calibrating partially parallel acquisition (GRAPPA) [5]. The
other approach is the class of image space methods which remove the aliasing
artifacts in the image domain by solving a system of equations that relate the
image to be reconstructed and partial k-spaced data through coil sensitivities,
such as in SENSitivity Encoding (SENSE) [14].
In this paper, we propose a new deep learning based reconstruction method
to address several critical issues of pMRI reconstruction in image space. Consider
a pMRI system with Nc receiver coils acquiring 2D MR images at resolution
ar
X
iv
:2
00
8.
01
41
0v
1 
 [e
es
s.I
V]
  4
 A
ug
 20
20
2 F. Author et al.
m × n (we treat a 2D image v ∈ Cm×n and its column vector form v ∈ Cmn
interchangeably hereafter). Let P ∈ Rp×mn be the binary matrix representing
the undersampling mask with p sample locations in k-space, and si ∈ Cmn the
coil sensitivity and fi ∈ Cp the partial k-space data at the ith receiver coil for
i = 1, . . . , Nc. Therefore fi and the image v are related by fi = PF(si · v) + ni
where · denotes pointwise multiplication of two matrices, and ni is the unknown
acquisition noise in k-space at each receiver coil. Then SENSE-based image space
reconstruction methods can be generally formulated as an optimization problem:
min
v
Nc∑
i=1
1
2
‖PF(si · v)− fi‖2 +R(v), (1)
where v ∈ Cmn is the MR image to be reconstructed, F ∈ Cmn×mn stands for
the discrete Fourier transform, and R(v) is the regularization on the image v.
‖x‖2 := ‖x‖22 =
∑n
j=1 |xj |2 for any complex vector x = (x1, . . . , xn)> ∈ Cn.
There are two critical issues in pMRI image reconstruction using (1): avail-
ability of accurate coil sensitivities {si} and proper image regularization R. Most
existing SENSE-based reconstruction methods assume coil sensitivity maps given,
which are however notoriously difficult to estimate accurately in real-world appli-
cations. On the other hand, the regularization R is of paramount importance to
the inverse problem (1) to produce desired images from significantly undersampled
data, but a large number of existing methods employ handcrafted regularization
which are incapable to extract complex features from images effectively.
In this paper, we tackle the two aforementioned issues in an unified deep-
learning framework dubbed as pMRI-Net. Specifically, we consider the recon-
struction of multi-coil images u = (u1, . . . ,uNc) ∈ CmnNc for all receiver coils to
avoid use of coil sensitivity maps (but can recover them as a byproduct), and
design a deep residual network which can jointly learn the adaptive combina-
tion of multi-coil images and an effective regularization from training data. The
contribution of this paper could be summerized as follows: Our method is the
first “combine-then-regularize” approach for deep-learning based pMRI image
reconstruction. The combination operator integrates multichannel images into
single channel and this approach performs better than the linear combination
the root of sum-of-squares (SOS) method [14]. This approach has three main
advantages: (i) the combined image has homogeneous contrast across the FOV,
which makes it suitable for feature-based image regularization and less affected
by the intensity biases in coil images; (ii) the regularization operators are applied
to this single body image in each iteration, and require much fewer network
parameters to reduce overfitting and improve robustness; and (iii) our approach
naturally avoids the use of sensitivity maps, which has been a thorny issue in
image-based pMRI reconstruction.
2 Related Work
Most existing deep-learning based methods rendering end-to-end neural networks
mapping from the partial k-space data to the reconstructed images [8,11,15,20,21].
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The common issue with this class of methods is that the DNNs require excessive
amount of data to train, and the resulting networks perform similar to “black-
boxes” which are difficult to interpret and modify.
In recent years, a class of DL-based methods improve over the end-to-end
training by selecting the scheme of an iterative optimization algorithm and
prescribe a phase number T , map each iteration of the scheme to one phase
of the network. These methods are often known as the learned optimization
algorithms (LOAs), [1, 2, 6, 16,23,24,26]. For instance, ADMM-Net [24], ISTA-
Net+ [26], MoDL [1] and cascade network [16] are regular MRI reconstruction.
For pMRI: Variational network (VN) [6] introduced gradient descent method by
applying given sensitivities {si}. Blind-PMRI-Net [12] designed three network
blocks to alternately update multi-channel images, sensitivity maps and the
reconstructed MR image using an iterative algorithm based on half-quadratic
splitting. [17] developed a Bayesian framework for joint MRI-PET reconstruction.
VS-Net [4] derived a variable splitting optimization method. APIR-Net [25]
proposed auto-calibrated k-space completion method relying on an unsupervised
network. However, existing methods still face the lack of accurate coil sensitivity
maps and proper regularization in the pMRI problem.
Recently, a method called DeepcomplexMRI [21] developed an end-to-end
learning without explicitly using coil sensitivity maps to recover channel-wise
images, and then combine to a single channel image in testing.
This paper proposes a novel deep neural network architecture which integrating
the robust proximal gradient scheme for pMRI reconstruction without knowledge
of coil sensitivity maps. Our network learns to adaptively combine the channel-
wise image from the incomplete data to assist the reconstruction and learn a
nonlinear mapping to efficiently extract sparse features of the image by using a
set of training data on the pairs of under-sampled channel-wise k-space data and
corresponding images. The roles of the multi-coil image combination operator and
sparse feature encoder are clearly defined and jointly learned in each iteration.
As a result, our network is more data efficient in training and the reconstruction
results are more accurate.
3 Proposed Method
3.1 Joint image reconstruction pMRI without coil sensitivities
We propose an alternative pMRI reconstruction approach to (1) by recovering
images from individual receiver coils jointly. Denote ui the MR image at the ith
receiver coil, i.e., ui = si · v, where the sensitivity si and the full FOV image v
are both unknown in practice. Thus, the image ui relates to the partial k-space
data fi by fi = PFui +ni, and hence the data fidelity term is formulated as least
squares (1/2) · ‖PFui − fi‖2. We also need a suitable regularization R on the
images {ui}. However, these images have vastly different contrasts due to the
significant variations in the sensitivity maps at different receiver coils. Therefore,
it is more appropriate to apply regularization to the (unknown) image v.
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To address the issue of regularization, we propose to first learn a nonlinear
operator J that combines {ui} into the image v = J (u1, . . . ,uNc) ∈ Cm×n with
uniform contrast, and apply a regularization on v with parametric ‖G(v)‖1 by
leveraging the robust sparse selection property of `1 norm and shrinkage threshold
operator. Here G(v) represents a nonlinear sparse encoder trained from data to
effectively extract complex features from the image v. Combined with the data
fidelity term above, we propose the following pMRI image reconstruction model:
u(f ;Θ) = arg min
u
1
2
Nc∑
i=1
‖PFui − fi‖22 + ‖G ◦ J (u)‖1, (2)
where u = (u1, . . . ,uNc) is the multi-channel image to be reconstructed from the
pMRI data f = (f1, . . . , fNc), and Θ = (G,J ) represents the parameters of the
deep networks G and J . The key ingredients of (2) are the nonlinear combination
operator J and sparse feature encoder G, which we describe in details in Section
3.3. Given a training data set consisting of J pairs {(f [j], uˆ[j]) | 1 ≤ j ≤ J},
where f [j] = (f
[j]
1 , . . . , f
[j]
Nc
) and uˆ[j] = (uˆ
[j]
1 , . . . , uˆ
[j]
Nc
) are respectively the partial
k-space data and the ground truth image reconstructed by full k-space data of
the jth image data, our goal is to learn Θ (i.e., G and J ) from the following
bi-level optimization problem:
min
Θ
1
J
J∑
j=1
`(u(f [j];Θ), uˆ[j]), s.t. u(f [j];Θ) solves (2) with data f [j], (3)
where `(u, uˆ) measures the discrepancy between the reconstruction u and the
ground truth uˆ. To tackle the lower-level minimization problem in (3), we
construct a proximal gradient network with residual learning as an (approximate)
solver of (2). Details on the derivation of this network are provided in the next
subsection.
3.2 Proximal gradient network with residual learning
If the operators J and G were given, we can apply proximal gradient descent
algorithm to approximate a (local) minimizer of (2) by iterating
b
(t)
i = u
(t)
i − ρtF>P>(PFu(t)i − fi), (4a)
u
(t+1)
i = [proxρt‖G◦J (·)‖1(b
(t))]i, 1 ≤ i ≤ Nc (4b)
where b(t) = (b
(t)
1 , . . . ,b
(t)
Nc
), [x]i = xi ∈ Cmn for any vector x ∈ CmnNc , ρt > 0
is the step size, and proxg is the proximal operator of g defined by
proxg(b) = arg min
x
g(x) +
1
2
‖x− b‖2. (5)
The gradient update step (4a) is straightforward to compute and fully utilizes the
relation between the partial k-space data fi and the image ui to be reconstructed
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as derived from MRI physics. The proximal update step (4b), however, presents
several difficulties: the operators J and G are unknown and need to be learned
from data, and the proximal operator proxρt‖G◦J (·)‖1 most likely will not have
closed form and can be difficult to compute. Assuming that we have both J
and G parametrized by convolutional networks, we adopt a residual learning
technique by leveraging the shrinkage operator (as the proximal operator of `1
norm ‖ · ‖1) and converting (4b) into an explicit update formula. To this end, we
parametrize the proximal step (4b) as an implicit residual update:
u
(t+1)
i = b
(t)
i + [r(u
(t+1)
1 , · · · ,u(t+1)Nc )]i, (6)
where r = J˜ ◦ G˜ ◦ G ◦ J is the residual network as the composition of J , G,
and their adjoint operators J˜ and G˜. To reveal the role of nonlinear shrinkage
selection in (6), consider the original proximal update (4b) where
u(t+1) = arg min
u
‖G ◦ J (u)‖1 + 1
2ρt
‖u− b(t)‖2. (7)
For certain convolutional networks J and G with rectified linear unit (ReLU)
activation, ‖u− b(t)‖2 can be approximated by α‖G ◦ J (u)− G ◦ J (b(t))‖2 for
some α > 0 dependent on J and G [26]. Substituting this approximation into
(7), we obtain that
G ◦ J (u(t+1)) = Sαt(G ◦ J (b(t))), (8)
where αt = ρt/α, Sαk(x) = proxαk‖·‖1(x) = [sign(xi) max(|xi|1 − αk, 0)] ∈ Rn
for any vector x = (x1, . . . , xn) ∈ Rn is the soft shrinkage operator. Plugging (8)
into (6), we obtain an explicit form of (4b), which we summarize together with
(4a) in the following scheme:
b
(t)
i = u
(t)
i − ρtF>P>(PFu(t)i − fi), (9a)
u
(t)
i = b
(t)
i + [J˜ ◦ G˜ ◦ Sαt(G ◦ J (b(t)))]i, 1 ≤ i ≤ Nc (9b)
Our proposed reconstruction network thus is composed of a prescribed T phases,
where the tth phase performs the update of (9). With a zero initial {u(0)i } and
partial k-space data {fi} as input, the network performs the update (9) for
1 ≤ t ≤ T and finally outputs u(T ). This network serves as a solver of (2) and
uses u(T ) as an approximation of the true solution u(f ;Θ). Hence, the constraint
in (3) is replaced by this network for every input data f [j].
3.3 Network architectures and training
We set J as a convolutional network with Nl = 4 layers and each linear convo-
lution of kernel size 3 × 3. The first Nl − 1 layers have Nf = 64 filter kernels,
and 1 in the last layer. We use ReLU as activation. The operator G being set as
the same way except that Nf = 32 and kernel size is 9× 9. We set J˜ and G˜ in
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Table 1: Quantitative measurements for reconstruction of Coronal FSPD data.
Method PSNR SSIM RMSE
GRAPPA [5] 24.9251±0.9341 0.4827±0.0344 0.2384±0.0175
SPIRiT [10] 28.3525±1.3314 0.6509±0.0300 0.1614±0.0203
VN [6] 30.2588±1.1790 0.7141±0.0483 0.1358±0.0152
DeepcomplexMRI [21] 36.6268±1.9662 0.9094±0.0331 0.0653±0.0085
pMRI-Net 37.8475±1.2086 0.9212±0.0236 0.0568±0.0069
Table 2: Quantitative measurements for reconstruction of Coronal PD data.
Method PSNR SSIM RMSE
GRAPPA [5] 30.4154±0.5924 0.7489±0.0207 0.0984±0.0030
SPIRiT [10] 32.0011±0.7920 0.7979±0.0306 0.0824±0.0082
VN [6] 37.8265±0.4000 0.9281±0.0114 0.0422±0.0036
DeepcomplexMRI [21] 41.5756±0.6271 0.9679±0.0031 0.0274±0.0018
pMRI-Net 42.4333±0.8785 0.9793±0.0023 0.0249±0.0024
symmetric structures as J and G respectively. We treat a complex tensor as a
real tensor of doubled size, and apply convolution separately. More details on
network structure are provided in Supplementary Material.
The training data (f , uˆ) consists of J pairs {(f [j]i , uˆ[j]i ) | 1 ≤ i ≤ Nc, 1 ≤ j ≤
J}. To increase network capacity, we allow varying operators of (9) in different
phases. Hence Θ = {ρt, αt,J (t),G(t), G˜(t), J˜ (t) | 1 ≤ t ≤ T} are the parameters to
be trained. Based on the analysis of loss functions [7,27,28], the optimal parameter
Θ can be solved by minimizing the loss function: We set the discrepancy measure
` between the reconstruction u and the corresponding ground truth uˆ in (3) as
follows,
`(u, uˆ) =
1
2
‖s(u)− s(uˆ)‖2 + γ
2
‖|J (u)| − s(uˆ)‖2 (10)
where s(u) = (
∑Nc
i=1 |ui|2)1/2 ∈ Rmn is the pointwise root of sum of squares
across the Nc channels of u, | · | is the pointwise modulus, and γ > 0 is a weight
function. We also tried replacing the first by (1/2) · ‖u− uˆ‖22, but it seems that
the one given in (10) yields better results in our experiments. The initial guess
(also the input of the reconstruction network) of any given pMRI f [j] is set to
the zero-filled reconstruction F−1f [j], and the multi-channel image u(T )(f [j];Θ)
is the output of the network (9) after T phases. In addition, J (u(T )(f [j];Θ)) is
the final single body image reconstructed as a by-product (complex-valued).
4 Experimental Results
Data. Two sequences of data named Coronal proton-density (PD) and Coronal
fat-saturated PD (FSPD) along with the regular Cartesian sampling mask with
Deep Parallel MRI Reconstruction Network Without Coil Sensitivities 7
Fig. 1: Results on the Coronal FSPD knee image with regular Cartesian sampling
(31.56% rate). From left to right columns: GRAPPA(25.6656/0.4671/0.2494),
SPIRiT(29.5550/0.6574/0.1594), VN (31.5546/0.7387/0.1333), deepcomplexMRI
(38.6842/0.9360/0.0587), pMRI-Net (38.8749/0.9375/0.0574), and ground truth
(PSNR/SSIM/RMSE). From top to bottom rows: image, zoom-in views, and
pointwise absolute error to ground truth.
Fig. 2: Results on the Coronal PD knee image with regular Cartesian sampling
(31.56% rate). From left to right columns: GRAPPA(29.9155/0.7360/0.1032),
SPIRiT(33.2350/0.8461/0.0704), VN (38.3192/0.9464/0.0393), DeepcomplexMRI
(41.2098/0.9713/0.0281), pMRI-Net (42.9330/0.9798/0.0231), and ground truth
(PSNR/SSIM/RMSE). From top to bottom rows: image, zoom-in views, and
pointwise absolute error to ground truth.
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31.56% sampling ratio were obtained from https://github.com/VLOGroup/
mri-variationalnetwork in our experiment. Each of the two sequences data
includes 526 central image slices with matrix size 320× 320 from 20 patients . We
randomly pick 15 images as testing data set, and the rest of them for training set.
We normalized training data by the max value of the zero-filled reconstruction.
Implementation. The proposed network was implemented with T = 5 phases.
We use Xavier initialization [29] to initialize network parameters and Adam
optimizer for training. Experiments apply mini-batches of 2 and 2000 epochs
with learning rate 0.0001 and 0.0005 for training Coronal FSPD data and PD
data respectively. The initial step size ρ0 = 0.01, threshold parameter α0 = 0 and
γ = 103 in the loss function. All the experiments were implemented in TensorFlow
on a workstation with Intel Core i9-7900 CPU and Nvidia GTX-1080Ti GPU.
Evaluation. We evaluate both optimization methods GRAPPA [5], SPIRiT [10],
and deep learning methods VN [6] , DeepcomplexMRI [21] over the 15 testing
Coronal FSPD and PD knee images in terms of PSNR, SSIM [22] and RMSE
(RMSE of xˆ to true x∗ is defined by ‖xˆ− x∗‖/‖x∗‖).
Experimental results. The average numerical performance with standard devi-
ations are summarized in Table 1 and 2. The comparison on reconstructed images
are shown in Fig.1 and Fig.2 for Coronal FSPD and PD testing data respectively.
Despite of the lack of coil sensitivities in training and testing, the proposed
method still outperforms VN in reconstruction accuracy significantly while VN
uses precomputed coil sensitivity maps from ESPIRiT [18], which further shows
that the proposed method can achieve improved accuracy without knowledge of
coil sensitivities. Comparing 10 complex CNN blocks in DeepcomplexMRI with
5 phases in pMRI-Net, the latter requires fewer network parameters and less
training time but improves reconstruction quality. We also trained our network
using 526 multi-coil PD knee images with acceleration rate 4X from FastMRI
data [?] and obtained testing NMSE/SSIM/PSNR as 0.0025/0.9601/41.6789
where Adaptive-CS-Net [13] (1st place method of the 2019 fastMRI challenge)
NMSE/SSIM/PSNR is 0.002/0.961/41.7.
In the experiment of GRAPPA and SPIRiT, we use calibration kernel size 5×5
with Tykhonov regularization in the calibration setted as 0.01. We implement
SPIRiT with 30 iterations and set Tykhonov regularization in the reconstruction
as 10−3. Default parameter settings for experiments of VN and DeepcomplexMRI
were applied. The final recovered image from VN is a full FOV single channel
image, and DeepcomplexMRI produces a multi-coil image, which are combined
into single channel image using adaptive multi-coil combination method [19].
pMRI-Net reconstructs both single channel image J (u(T )(f ;Θ)) and multi-
channel image {u(T )i (fi;Θ)}. Code will be published depend on acceptance.
5 Conclusion
We exploit a learning based multi-coil MRI reconstruction without explicit knowl-
edge of coil sensitivity maps and the network is modeled in CS framework with
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proximal gradient scheme. The proposed network is designed to combine features
of channel-wise images, and then extract sparse features from the coil combined
image. Our experiments showed better performance of proposed “combine-then-
regularize” approach.
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