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Abstract
We shed light on the structure of the “three-operator” version of the forward-Douglas–
Rachford splitting algorithm for nding a zero of a sum of maximally monotone operators
A+B+C, where B is cocoercive, involving only the computation of B and of the resolvent ofA
and of C, separately. We show that it is a straightforward extension of a xed-point algorithm
proposed by us as a generalization of the forward-backward splitting algorithm, initially
designed for nding a zero of a sumof an arbitrary number ofmaximallymonotone operators∑ni=1 A i + B, where B is cocoercive, involving only the computation of B and of the resolvent
of each A i separately. We argue that, the former is the “true” forward-Douglas–Rachford
splitting algorithm, in contrast to the initial use of this designation in the literature. ¿en,
we highlight the extension to an arbitrary number of maximally monotone operators in the
splitting,∑ni=1 A i + B + C, in a formulation admitting preconditioning operators. We nally
demonstate experimentally its interest in the context of nonsmooth convex optimization.
1 Introduction and Motivation
We introduced some time ago a generalization of the forward-backward splitting algorithm (Raguet
et al., 2013) for solving, over a real Hilbert spaceH , monotone inclusion problems of the form
nd x ∈ zer( n∑
i=1 Ai + B) , (P1)
by making use only of the resolvent of each set-valued operator Ai ∶H → 2H , supposed maxi-
mally monotone, and of the explicit application of B∶H →H , supposed cocoercive. ¿is task is
especially interesting when identifying operators to subdierentials ; under suitable conditions,
it is equivalent to
nd x ∈ argmin n∑
i=1 дi + f , (P2)
by making use only of the proximity operator of each proper, convex, and lower semicontinuous
functionals дi ∶H →]−∞,+∞], and of the gradient of f ∶H → R, supposed dierentiable with a
Lipschitz-continuous gradient.
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To this end, we recast the problem on a convenient augmented spaceH def= Hn as nding a
zero of the sum A+ B + NS, where the maximally monotone operators A and B depend on each
Ai and on B, respectively, and NS is the normal cone of a suitable subspace S (see § 2.2). ¿en, we
solve the problem using a xed-point algorithm involving only the above mentioned resolvents
and operator together with the resolvent of NS, which is nothing but the orthogonal projector onto
S. ¿e resulting method can be viewed as a combination of the well-known forward-backward
and Douglas–Rachford splitting algorithms, recalled in § 2.1.
Actually, the exact same xed-point algorithm can be used for nding a zero of a sum
A+B+NV , where now NV is the normal cone of any closed subspace inH (we revert to nonbold
notations, since the space on which one solves the inclusion is general); the above mentioned
orthogonal projection is now ontoV. ¿is has been noted by Briceño-Arias (2015); although the
practical use of this improvement is limited, it gives some theoretical insight. Due to the structure
of the algorithm, it is coined forward-Douglas–Rachford.
However, in our opinion the work is not done yet for such a designation. As advocated below,
the complete forward-Douglas–Rachford should be able to nd a zero of a sum A+ B +C, where
now C is any maximally monotone operator. As simplistic as it might sound, this is done by
simply replacing the orthogonal projection ontoV by the resolvent of C. A subtle dierence is
due to the fact that this resolvent is not linear anymore, requiring some more work for deriving
the full convergence analysis. ¿is has been nally done by Davis and Yin (2017), who strangely
fail to mention our work. Note that these authors also study rates of convergence, and possible
acceleration schemes. Let us also mention the stochastic version developed by Cevher et al. (2016).
In this paper, we want to precisely describe the links between the above methods; this is done
in § 2.
¿en, since our interest lies mostly in large-scale convex optimization problems involving
many terms, we explicitly derive the forward-Douglas–Rachford splitting algorithm for solving
the monotone inclusion problem
nd x ∈ zer( n∑
i=1 Ai + B + C) ; (P3)
as far as we know, this has not been written yet. Problem P3 is the same as problem P1 with
an additional maximally monotone operator C. Observe that, although the operator C satises
the same assumptions as each Ai , we particularize its role in the splitting of problem P3. In
the resulting iterative method, this will translate to two desirable properties which we describe
below. Note that we are not aware of a situation where these properties are crucial, though, and
in practice any problem that can be solved by the forward-Douglas–Rachford splitting algorithm
can also be solved by the generalized forward-backward; but in the following cases, the former is
somewhat more elegant.
¿e rst property is that the resolvent of C is directly applied to the iterates. One consequence
is that the iterates always lies within the domain of C along iterations. Hence, the algorithm
can be applied when B is cocoercive only within this domain, without further care. Moreover,
this better handles a convex hard constraint, i.e. when C is the normal cone of a closed convex
set, since such constraint will be satised at each iteration. In contrast, the generalized forward-
backward ensures convex hard constraints only at convergence; they might be violated during
iterations. More generally, this is useful for instance when C is the subdierential of the ℓ1-norm
in some basis, inducing sparsity (many coecients in that basis are zero) over the solution set of
a convex optimization problem. ¿e resolvent of C is the so-called so -thresholding, squeezing
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nonsignicant coecients to zero. Again, the generalized forward-backward ensures sparsity only
at convergence, and coecients which are zero at a solution may be nonzero (with decreasing
amplitude) during iterations; while the iterates in the forward-Douglas–Rachford might have the
right support a er a nite number of iterations. In turn, this could be useful for example for risk
estimation, (see Zou et al., 2007) ; see also our numerical experiments § 4.
¿e second property is that no additional auxiliary variable needs to be stored in memory
for taking into account the operator C in the splitting. More precisely, in principle n + 1 auxiliary
variables, each of the dimension of the problem, must be stored for applying the generalized
forward-backward splitting algorithm to problem P3, against only n auxiliary variables for apply-
ing forward-Douglas–Rachford as shown in § 3. However, practical implementations usually has
other memory needs, so that the memory gained this way rarely exceeds one  h of the overall
memory needed, even when n is as low as one.
Let us precise that there exists now many methods able to solve problem P3 while taking
advantage of both the splitting and the cocoercivity of B, in the sense that the required operator
inversions involve only each Ai and C individually, and not B. Most notable examples in the
literature either follow the primal-dual approach proposed independently by Condat (2013) and
Vu˜ (2013), or the one of Combettes and Pesquet (2012), or our method (Raguet et al., 2013). Note
that the mentioned primal-dual methods can deal with a larger class of problems. Moreover with
the former, it is easy to particularize the role of one of the maximally monotone operators in
the splitting, with the desirable algorithmic properties explained above. Nonetheless, explicit
primal-dual algorithms are not necessarily best suited for the considered class of problems for
two reasons. First, they allow only for restricted range of parameters (namely the explicit step size,
denoted herea er γ and depending on the cocoercivity constant of B, see Raguet, 2014, III.2.3),
and second, our setting can be more appropriate for preconditioning purpose (see our work on
this topic Raguet and Landrieu, 2015).
For those reasons, we specify in § 3 the algorithm for both monotone inclusion and convex
optimization problems structured as problem P3, with the possibility of using preconditioners.
Finally, § 4 is devoted to numerical illustration.
2 ¿e “True” Forward-Douglas–Rachford Operator
As we will see, both the exposition of our method and the discussion of its relationship to others,
are facilitated within the unifying framework of Combettes (2004). We also refer the less familiar
readers to this article for most specic notations used in the following.
2.1 Forward-BackwardandDouglas–RachfordAlgorithmsviewedasCompositions
of Averaged Operators
¿e forward-backward splitting algorithm is a well-studied method for solving monotone inclu-
sion problem P1 when n is restricted to one, that is
nd x ∈ zer(A+ B) ,
by making use only of the resolvent of A and of the explicit application of B.
Combettes (2004, Section 6) gives both synthetic description and analysis, using the fact that
the set of zeros of the sum of A+ B is equal to the set of xed points of the operator
TFB
def= JγA(Id−γB) , (2.1)
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where γ ∈ R++ is a positive scalar parameter, Id is the identity overH , and JγA def= (Id+γA)−1
is the resolvent of γA. ¿en, the algorithm is the repeated application of TFB; since JγA is rmly
nonexpansive and, for well chosen γ, (Id−γB) is also α-averaged for some α, so is their composi-
tion. Weak convergence towards a xed point ensues thanks to results given in the cited paper,
allowing for relaxations, varying step size γ and summable error terms.
Alternatively, the Douglas–Rachford splitting algorithm is an equally well-studied method,
for solving monotone inclusion problem P3 when n is restricted to one and B is restricted to zero,
that is
nd x ∈ zer(A+ C) ,
involving only the resolvents of A and C, separately.
Again, Combettes (2004, Section 5) gives both synthetic description and analysis, using now
the fact that the preimage of the set of zeros of the sum of A+C by the single-valued operator JγC
is equal to the set of xed points of the operator RγARγC , where RγA
def= 2JγA − Id is the reection
operator associated to γA. Here, it is convenient to observe that RγARγC shares its xed points
with the operator
TDR
def= 12(RγARγC + Id) = JγA(2JγC − Id) + (Id−JγC) . (2.2)
¿en, the algorithm is usually described as the repeated application of the latter operator, which
is rmly nonexpansive for any γ ∈ R++. Weak convergence towards a xed point ensues thanks
to results given in the cited paper, allowing for relaxations and essentially summable error terms.
Finally, a zero is found by applying JγC to such xed point; in contrast to the above, varying step
size γ along iterations is not possible in general, since the set of xed points would vary as well.
Let us mention that a proof of the rm nonexpansiveness of the operator dened above goes
back to the work of Lions andMercier (1979), and introduction of relaxation and summable error
terms is due to Eckstein and Bertsekas (1992).
2.2 Generalized Forward-Backward and Forward-Douglas–Rachford Algorithms
In terms of convex optimization, the Douglas–Rachford algorithm can be applied to minimize a
sum of two convex functionals using their proximity operators. If one needs to split the objective
into more than two functionals, a useful trick is that nding x ∈ H minimizing ∑ni=1 дi(x) is
mathematically equivalent to nding x1, . . . , xn ∈H minimizing∑ni=1 дi(xi) under the constraint
x1 = ⋯ = xn. ¿at is, introducing the augmented space H def= Hn, the closed subspace S def={x = (x1, . . . , xn) ∈ H ∣ x1 = ⋯ = xn} and its convex indicator ιS∶H →]−∞,+∞]∶ x ↦ 0 if x ∈
S, +∞ otherwise , the problem is to nd x ∈ argmin д + ιS, where the functional д∶H →]−∞,+∞]∶ x ↦ ∑ni=1 дi(xi) is decoupled along the splitting. Its proximity operator can be
deduced from the proximity operators of each дi separately, and the proximity operator of ιS is
nothing but the orthogonal projector onto S, essentially averaging the components.
¿is approach translates easily for solving monotone inclusions involving the sum of an
arbitrary number of maximally monotone operators. Introducing the product operator A def=⨉ni=1 Ai ∶H → 2H , and the normal cone NS∶H → 2H ∶ x ↦ S⊥ if x ∈ S, 0 otherwise , one can
show that nding x ∈ zer(∑ni=1 Aix) is equivalent to nding x ∈ zer(A+ NS). Again, theDouglas–
Rachford algorithm can be applied with full splitting since the resolvent of A can be deduced from
the resolvents of each Ai separately, and the resolvent of NS is again the orthogonal projector onto
S. ¿e resulting algorithm (with the step size γ restricted to unity) coincide with themethod of
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partial inverse of Spingarn (1983), who fails to notice the connection with the Douglas–Rachford
algorithm.
Oddly enough, it is only thirty years later that one could combine such a splitting into an
arbitrary number of maximally monotone operator, together with an additional operator handled
through its explicit application rather than its resolvent; that is, solve our problem P1. In a nutshell,
we introduce also the operator B∶H → H ∶ x ↦ (Bx1, . . . , Bxn), cast the problem into nding
x ∈ zer(nA+ B + NS), the latter set being the orthogonal projection onto S of the set of xed
points of the composition
TGFB
def= 12(RnγARS + Id)(Id − γBPS) = JnγA(2PS − Id − γBPS) + (Id − PS) . (2.3)
¿is operator is obviously a combination of both the forward-backward equation 2.1 and the
Douglas–Rachford equation 2.2 operators in the augmented space setting, where we particularize
the orthogonal projector PS
def= JNS and the reection operator RS def= 2PS − Id. We use the
fact that, provided that B is cocoercive in H , then so is the composition PSBPS = BPS inH .
¿anks to the direct composition appearing in the middle term in equalities equation 2.3, it is
straightforward to show that it is α-averaged, and then to prove convergence towards a xed
point from repeated applications with possible relaxations and summable errors.
Since our method resembles a forward-backward algorithm on an augmented space, we coin
it a generalized forward-backward algorithm, and exemplify in our article (Raguet et al., 2013)
its usefulness for large-scale convex optimization problems. Shortly a er, Briceño-Arias (2015)
notices that the vector space S can actually be replaced by any closed vector spaceV without
modifying the whole analysis, and writes the resulting method for nding (we revert again to
nonbold notations for generality) x ∈ zer(A+B+NV). ¿e resulting algorithm is slightly dierent
because the identity PVBPV = BPV is not true in general; for some applications, it could trade
some memory savings against increased computational load, without signicant dierence. ¿e
author also revisits the approach of the method of partial inverse in this setting, without practical
applications known to us.
Finally, it is now easy to see amore interesting extension of our generalized forward-backward
algorithm, consisting in replacing the normal cone of a closed vector space by an arbitrary
maximally monotone operator C∶H → 2H , and consequently in equation 2.3 the orthogonal
projector by the corresponding resolvent JγC . As shown in § 3 (in the augmented space and
preconditioned setting), it is straightforward to establish that the preimage of zer(A+ B + C) by
JγC is equal to the set of xed points of
TFDR
def= JγA(2JγC − Id−γBJγC) + (Id−JγC) .
However, the convergence analysis is more delicate, since the latter operator cannot be factorized
in a direct composition product analogous to the middle term in equalities equation 2.3, because
JγC is not a linear operator in general. ¿is rather technical work has been carried out by Davis
and Yin (2017), yielding that TFDR is an α-averaged operator whose constant depends on the step
size and on the cocoercivity modulus of B in the exact same way as shown by us for TGFB (Raguet,
2014, III.2.3).
3 Generalized Forward-Douglas–Rachford with Preconditioning
We derive now the algorithmic scheme and the convergence analysis of the forward-Douglas–
Rachford splitting algorithm, in the case of an arbitrary number of functionals in the split-
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ting problem P3. As we keep in mind convex optimization applications, we also consider the
problem
nd x ∈ argmin n∑
i=1 дi + f + h . (P4)
Moreover, we substitute step sizes and splitting weigths by symmetric operators, as is now custom-
ary for preconditioning purpose. As we described along § 2.2, the forward-Douglas–Rachford is
a generalized forward-backward splitting algorithm with a resolvent instead of a projection step.
Actually, most of the following can be directly deduced from our work (Raguet and Landrieu,
2015) by replacing∑ni=1Wizi by JΓC(∑ni=1Wizi). We thus make extensive use of notations and
results from the latter paper. However, for the sake of completeness, we rst write in full the
algorithmic scheme and our convergence results. ¿en, we explicit the necessary modications
for the convergence analysis.
3.1 Algorithmic Scheme and Convergence Results
Let us start by briey recalling the main notations and hypothesis on operators and functionals
considered.H is a real Hilbert space, andS+(H) andS++(H) are the set of bounded, linear self-
adjoint operators overH that are positive and strongly positive, respectively. For M ∈ S++(H),
we write (x , y)↦ ⟨x ∣ y⟩M def= ⟨Mx ∣ y⟩ and x ↦ ∥x∥M def= √⟨Mx ∣ x⟩ the inner product and norm
induced by M over H , and by HM the Hilbert space H endowed with this inner product. If
S ⊆H is a closed subspace, we denote PS (respectively PMS ) the orthogonal projector over S inH
(respectivelyHM); if x ∈H , it is also convenient to denote xS def= PSx. We also remind that the
role of each subspaceHi in hypotheses H2 and h2 below is to better handle situations where the
operator Ai or the functional дi in the splitting depends only on a restricted subspace ofH .
(H1) B∶H →H has full domain, and L ∈S++(H) is such that
∀ (x , y) ∈H2, ⟨Bx − By ∣ x − y⟩ ≥ ∥Bx − By∥2L−1 .
(H2) For each i ∈ {1, . . . , n}, Ai ∶H → 2H is maximally monotone inH , andHi ⊆H is a closed
subspace such that Ai = PHiAiPHi . Also, C∶H → 2H is maximally monotone.
(H3) zer(∑ni=1 Ai + B + C) ≠ 0.
We now formulate the analogous assumptions for the convex optimization problem P4.
(h1) f ∶H → R is convex and everywhere dierentiable such that its gradient inHL is nonex-
pansive, where L is dened in hypothesis H1.
(h2) For each i ∈ {1, . . . , n}, дi ∶H →]−∞,+∞] is convex, proper and lower semicontinuous
such that дi = дi ○ PHi , whereHi is dened in hypothesis H2. Also, h∶H →]−∞,+∞] is
convex, proper and lower semicontinuous.
(h3) Domain qualication and feasibility conditions:
(i) 0 ∈ sri{dom h − ∩ni=1 dom дi} and ∀ i ∈ {1, . . . , n}, 0 ∈ sri{dom дi − ∩i−1j=1 dom дj},
(ii) argmin ∑ni=1 дi + f + h ≠ 0.
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¿en, we give the requirements on the preconditioners.
(C1) Γ ∈S++(H) such that
(i) ∥L1/2ΓL1/2∥ < 2, where L is dened in hypothesis H1, and
(ii) ∀ i ∈ {1, . . . , n}, Γ(Hi) ⊆Hi , whereHi is dened in hypothesis H2.
(C2) For each i ∈ {1, . . . , n},Wi ∈S+(H) is such that
(i) kerWi =Hi,
(ii) Wi Hi ∈S++(Hi), and
(iii) Γ−1Wi =WiΓ−1.
Moreover,
(iv) ∑ni=1Wi = IdH .
We nally recall that if д∶H →]−∞,+∞] is a proper, convex, lower semicontinuous functional
and M ∈ S++(H), we write proxMд for its proximity operator inHM , which is well-dened as
proxMд ∶ x ↦ argminξ∈H 12⟨x−ξ ∣M(x−ξ)⟩+д(ξ).¿e algorithmic scheme is given in algorithm 1.
Algorithm 1:Preconditioned forward-Douglas–Rachford formonotone inclusion problemP3
under hypotheses H1–3; for convex optimization problem P4 under hypotheses h1–3, substi-
tute B with ∇ f , JΓC with proxΓ−1h , and for all i ∈ {1, . . . , n}, JWi−1ΓA i with proxΓ−1Wiдi Hi .
Input: (zi)1≤i≤n ∈ ⨉ni=1Hi ; Γ, (Wi)1≤i≤n satisfying hypotheses C1–2;∀ k ∈N, ρk ∈ ]0, 2 − 12∥L1/2ΓL1/2∥[;
Initialize: x ← JΓC(∑ni=1Wizi); k ← 0;
repeat
p ← 2x − ΓBx;
for i ∈ {1, . . . , n} do
zi ← zi + ρk(JWi−1ΓA i(pHi − zi) − xHi);
x ← JΓC(∑ni=1Wizi);
k ← k + 1;
until convergence;
return x.
¿e following theorem ensures the convergence, and robustness to summable errors on the
computations of each operator. For each iteration k ∈ N, we denote by bk , ck ∈ H the errors
when computing B and JΓC , respectively, and for each i ∈ {1, . . . , n}, by ai ,k ∈Hi the error when
computing JWi−1ΓA i .
¿eorem 3.1. Set (zi ,0)1≤i≤n ∈ ⨉ni=1Hi and dene (xk)k∈N the sequence in H together with((zi ,k)1≤i≤n)k∈N the sequence in ⨉ni=1Hi such that for all k ∈ N, xk = JΓC(∑ni=1Wizi ,k) + ck
and for all i ∈ {1, . . . , n},
zi ,k+1 = zi ,k + ρk(JWi−1ΓA i(2xkHi − zi ,k − Γ(Bxk + bk)Hi) + ai ,k − xkHi) , (3.1)
where bk , ck ∈H , ai ,k ∈Hi , and ρk ∈ ]0, 2 − 12∥L1/2ΓL1/2∥[.
Under hypotheses C1–2 and H1–3, if
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(i) ∑k∈N ρk(2 − 12∥L1/2ΓL1/2∥ − ρk) = +∞ , and
(ii) ∑k∈N ρk∥bk∥ < +∞,∑k∈N ρk∥ck∥ < +∞ and ∀ i ∈ {1, . . . , n}, ∑k∈N ρk∥ai ,k∥ < +∞,
then the sequence (xk)k∈N dened above equation 3.1 converges weakly towards a solution of prob-
lem P3. If moreover
(iii) there exists i ∈ {1, . . . , n} such that Ai is uniformly monotone,
or alternatively B or C is uniformly monotone,
then the convergence of (xHik )k∈N, respectively (xk)k∈N, is strong.
¿e following corollary specializes theorem 3.1 to the case of the convex optimization problem P4.
Corollary 3.1. Let the sequence (xk)k∈N be dened by substituting, into equation 3.1, B with ∇ f ,
JΓC with proxΓ
−1
h , and for all i ∈ {1, . . . , n}, JWi−1ΓA i with proxΓ−1Wiдi Hi . If, in addition to hypothe-
ses C1–2 and h1–3, assumptions (i) and (ii) of theorem 3.1 are satised, then the sequence (xk)k∈N
converges weakly towards a minimizer of problem P4. If moreover there exists i ∈ {1, . . . , n} such
that дi is uniformly convex, or alternatively f or h is uniformly convex, then (xHik )k∈N, respectively(xk)k∈N, converges strongly.
3.2 Convergence Proof
It is convenient to work on the product space ⨉ni=1Hi ; we recall here the important denitions.
LetH def= ⨉ni=1Hi , endowed with the inner product ⟨x∣y⟩ def= ∑ni=1⟨xi ∣ yi⟩ and induced norm∥x∥ def= √⟨x∣x⟩ = √∑ni=1∥xi∥2. ¿e identity is Id, and with the denitions from § 3.1, we dene
the following linear operators H → H ,W ∶ x ↦ (Wixi)1≤i≤n and Γ∶ x ↦ (Γxi)1≤i≤n. We also
introduce Σ∶ H → H ∶ x ↦ ∑ni=1Wixi and Σ∗∶ H → H ∶ x ↦ (xHi)1≤i≤n,together with the set
S def= ranΣ∗ = {x ∈H ∣∃x ∈H , ∀ i ∈ {1, . . . , n}, xi = xHi}. Finally, we dene A,C∶H → 2H and
B∶H →H by
A def= n⨉
i=1 Ai Hi , B
def= Σ∗BΣ and C def= WΣ∗CΣ + NS ,
where the denition of the normal cone N was given in the introduction § 2.2. We refer again
the reader to our earlier paper (Raguet and Landrieu, 2015, §5.2) for the key properties of these
objects. We recall in particular that Γ andW commute and Γ−1W ∈S++(H), and establish the
following property.
Proposition 3.1. With the above denitions, the following statements hold.
(i) If C is uniformly monotone inH with modulus ϕ, then
∀ (x , y) ∈H2, ∀ (u, v) ∈W−1ΓCx ×W−1ΓCy, ⟨u − v ∣ x − y⟩Γ−1W ≥ ϕ(∥Σx − Σy∥) .
(ii) W−1ΓC is maximally monotone inHΓ−1W and JW−1ΓC = Σ∗JΓCΣ.
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Proof. Let (x , y) ∈H2.
(i). Let (u, v) ∈W−1ΓCx×W−1ΓCy. By denition, there exists (u, v) ∈ CΣx×CΣy and (u′, v′) ∈
NSx×NSy such thatu =W−1Γ(WΣ∗u+u′) andv =W−1Γ(WΣ∗v+u′).¿anks to the properties
of NS, ⟨u′ − v′ ∣ x − y⟩ = 0, hence we can develop ⟨u − v ∣ x − y⟩Γ−1W = ⟨WΣ∗u − WΣ∗v ∣
x − y⟩ = ∑i⟨Wi(u − v) ∣ xi − yi⟩ = ⟨u − v ∣∑iWi(xi − yi)⟩ = ⟨u − v ∣Σx − Σy⟩. If C is uniformly
monotone inH with modulus ϕ, by denition ⟨u − v ∣Σx − Σy⟩ ≥ ϕ(∥Σx − Σy∥).
(ii). If C is only monotone, ϕ can be replaced by 0 in the above inequality, showing thatW−1ΓC
is monotone inHΓ−1W . Suppose now that y ∈ S. According to lemma 5.3 (i) (ii) in the above
paper (Raguet and Landrieu, 2015), ΣΣ∗ = IdH and Σ∗Σ S = IdS. ¿us using the denition of JΓC ,
we have the equivalences
y = Σ∗JΓCΣx ⇐⇒ ∃y ∈H , y = Σ∗y and Σx ∈ y + ΓCy ,⇐⇒ Σ∗Σx ∈ y + Σ∗ΓCΣy .
Now, according to proposition 5.1 (ii) in the same paper (Raguet and Landrieu, 2015), Σ∗Σ =
PΓ−1WS , so that Γ−1W(x − Σ∗Σx) ∈ S. With the denition of NS and y ∈ S, we get x ∈ Σ∗Σx +
W−1ΓNSy, and thus
y = Σ∗JΓCΣx ⇐⇒ x ∈ y + Σ∗ΓCΣy +W−1ΓNSy ,⇐⇒ x ∈ y +W−1Γ(WΣ∗CΣ + NS)y ,
where we substituted Σ∗Γ = ΓΣ∗ =W−1WΓΣ∗ =W−1ΓWΣ∗ thanks to the properties of Σ∗, Γ
andW . ¿is characterizes JW−1ΓC with our denition of C. Altogether,W−1ΓC is monotone
inHΓ−1W , with a resolvent with full domain; it is thus maximally monotone by the theorem of
Minty (1962). ∎
¿e generalized forward-Douglas–Rachford operator is based on the following xed-point
equation, which is then rewritten onto the product spaceH .
Proposition 3.2. Under hypotheses C1–2 and H2, x ∈ H is a solution of problem P3 if, and only
if, there exists (zi)1≤i≤n ∈ ⨉ni=1Hi such that x = JΓC(∑ni=1Wizi), and for all i ∈ {1, . . . , n},
zi = JWi−1ΓA i((2x − ΓBx)Hi − zi) + (zi − xHi) , (3.2)
that is to say if, and only if, there exists z ∈ H such that x = JΓCΣz and z is a xed point of the
operator T ∶H →H dened by
T def= JW−1ΓA(2JW−1ΓC − Id − ΓBJW−1ΓC) + (Id − JW−1ΓC) . (3.3)
Proof. Let x ∈H . Following our former proof (Raguet and Landrieu, 2015, proposition 5.2), we
have the equivalence
0 ∈ n∑
i=1 Aix + Bx + Cx ⇐⇒ ∃(zi)1≤i≤n ∈ n⨉i=1Hi , { ∀ i , Wi(x − ΓBx − zi) ∈ ΓAix ,and ∑ni=1Wizi ∈ x + ΓCx , (3.4)
and it is easy to derive
Wi(x − ΓBx − zi) ∈ ΓAix ⇐⇒ Wi((x − ΓBx)Hi − zi) ∈ ΓAixHi ,⇐⇒ (x − ΓBx)Hi − zi + xHi ∈Wi−1ΓAixHi + xHi ,⇐⇒ xHi = JWi−1ΓA i((2x − ΓBx)Hi − zi) ,
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leading to equation 3.2. ¿e translation to the product spaceH is straightforward, using our
description of the operators JW−1ΓA (Raguet and Landrieu, 2015, proposition 5.1 (iii)) and JW−1ΓC
in proposition 3.1 (ii), and the denition of B. ∎
Remark 3.1. Following proposition 3.2, if z ∈ xT , with x = JΓCΣz the corresponding solution,
the right-hand side of equivalence 3.4 yields on the product space W(Σ∗x − ΓBΣ∗x − z) ∈
ΓAΣ∗x and Σ∗Σz ∈ Σ∗x+ΓΣ∗Cx, which can be combined as Σ∗Σz−z ∈W−1ΓAΣ∗x+ΓBΣ∗x+
ΓΣ∗Cx. Now, as already pointed above in the proof of proposition 3.1 (ii), Γ−1W(z − Σ∗Σz) ∈
S, and thus Σ∗Σz − z ∈ −W−1ΓNSΣ∗x, and one nally obtains 0 ∈ W−1ΓAΣ∗x + ΓBΣ∗x +
W−1ΓCΣ∗x. In other words, Σ∗x = JW−1ΓCz ∈ zer(W−1ΓA+ ΓB +W−1ΓC).
Because of the nonlinearity of JW−1ΓC , analysis of the operator T is more delicate than our
generalized forward-backward operator of the form equation 2.3. As mentioned in the intro-
duction, this can be done following a lemma due to Davis and Yin (2017). Convergence of a
generalized forward-Douglas–Rachford ensues.
¿eorem 3.2. Set z0 ∈H and dene (zk)k∈N the sequence inH such that for all k ∈N,
zk+1 def= zk + ρk(JW−1ΓA(2(JW−1ΓCzk + ck) − zk − ΓB(JW−1ΓCzk + ck) + bk) + ak− (JW−1ΓCzk + ck)) , (3.5)
where (ak , bk , ck) ∈H3 and ρk ∈ ]0, 2 − 12∥L1/2ΓL1/2∥[.
Under hypotheses C1–2 and H1–3, if
(i) ∑k∈N ρk(2 − 12∥L1/2ΓL1/2∥ − ρk) = +∞ , and
(ii) ∑k∈N ρk∥ak∥ < +∞,∑k∈N ρk∥bk∥ < +∞, and∑k∈N ρk∥ck∥ < +∞,
then there exists z ∈ xT such that x def= JΓCΣz is a solution of problem P3 and that
(a) (zk)k∈N converges weakly to z, and
(b) (JΓCΣzk)k∈N converges weakly to x.
If moreover
(iii) there exists i ∈ {1, . . . , n} such that Ai is uniformly monotone,
or alternatively B or C is uniformly monotone,
then
(c) ((JΓCΣzk)Hi)k∈N converges strongly to xHi ,
respectively (JΓCΣzk)k∈N converges strongly to x.
Proof. (a). Proposition 3.1 (ii) shows that W−1ΓC is maximally monotone in HΓ−1W , hence
JW−1ΓC is rmly nonexpansive with the characterization ofMinty (1962). Similarly,we showed that
JW−1ΓA is also rmly nonexpansive, and that ΓB is ∥L1/2ΓL1/2∥−1-cocoercive inHΓ−1W (Raguet
and Landrieu, 2015, proposition 5.1 (iii) and (v), respectively). Altogether, proposition 3.1 of Davis
and Yin (2017) provides that T is α-averaged, with α def= (2 − 12∥L1/2ΓL1/2∥)−1. ¿us, there exists
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R∶H →H nonexpansive inHΓ−1W such that T = αR + (1 − α)Id, and it is possible to rewrite
iteration 3.5 as
zk+1 = zk + ρk(Tzk − zk + dk) , (3.6)= zk + αρk(Rzk + α−1dk − zk) ,
where for all k ∈ N, ∥dk∥Γ−1W ≤ ∥ak∥Γ−1W + ∥bk∥Γ−1W + (3 + ∥L1/2ΓL1/2∥)∥ck∥Γ−1W ; the term∥ak∥Γ−1W comes out only with triangle inequality, ∥bk∥Γ−1W using also nonexpansivity of JW−1ΓA,
and the coecient in front of ∥ck∥Γ−1W using also nonexpansivity of JW−1ΓC and ∥L1/2ΓL1/2∥-
Lipschitzianity ofΓB.With (ii) andnorms equivalence,we get∑k∈N ρk∥dk∥Γ−1W < +∞. Moreover,
for all k ∈N, αρk < 1 and thanks to (i),∑k∈N αρk(1−αρk) = α2∑k∈N ρk(α−1−ρk) = +∞. Finally,
proposition 3.2 and hypothesis H3 ensures xT ≠ 0; but xT = xR, and the results follows
from Combettes (2004, lemma 5.1) together with proposition 3.2.
¿e rest of the proof is essentially a slightly simplied and improved version of the proof
of theorem 2.1 of Davis and Yin (2017), identifying our operators W−1ΓA, ΓB, W−1ΓC and
parameters (ρk)k∈N with their operators A,C, B, and parameters (λk)k∈N, respectively, and γ set= 1.
To lighten the notations, dene zC
def= JW−1ΓCz, and for all k ∈N,
zC ,k
def= JW−1ΓCzk and zA,k def= JW−1ΓA(2zC ,k − zk − ΓBzC ,k)
so that Tzk = zA,k + zk − zC ,k . ¿e proof of the above lemma (Combettes, 2004, lemma 5.1)
actually shows that (Tzk − zk)k∈N = (zA,k − zC ,k)k∈N converges strongly to zero.
(b). By denition of the resolvent, we have the inclusions zk − zC ,k ∈W−1ΓCzC ,k and
uk
def= (2zC ,k − zk − ΓBzC ,k) − zA,k ∈W−1ΓAzA,k . (3.7)
Since (zk)k∈N is weakly convergent, it is bounded, and by nonexpansivity of JW−1ΓC , so is the
sequence (zC ,k)k∈N. It thus admits at least one weak cluster point. Let y ∈ H be such a weak
cluster point, and (k j) j∈N be a sequence such that zC ,k j ÐÐÐ⇀j→+∞ y. Recalling zA,k − zC ,k ÐÐÐ→k→+∞ 0,
we deduce zA,k j ÐÐÐ⇀j→+∞ y. Similarly, the sequence (ΓBzC ,k j) j∈N is bounded and admits at least
one weak cluster point; up to extracting an other subsequence, we can assume that it is weakly
convergent; in turn, (uk j) j∈N is also weakly convergent. Finally, uk + ΓBzC ,k + (zk − zC ,k) =
zC ,k − zA,k ÐÐÐ→
k→+∞ 0 and thus corollary 25.5 (iii) of Bauschke and Combettes (2011) applied to
the sequences uk j ∈ W−1ΓAzA,k j , ΓBzC ,k j and (zk j − zC ,k j) ∈ W−1ΓCzC ,k j , j ∈ N, shows
in particular that the weak limit of the last one satises (z − y) ∈W−1ΓCy. But this characterizes
y = zC uniquely, and thus (zC ,k)k∈N converges weakly to zC . Recalling that JW−1ΓC = Σ∗JΓCΣ
and ΣΣ∗ = IdH , applying the bounded linear operator Σ to the above yields weak convergence of(JΓCΣzk)k∈N to x def= JΓCΣz.
(c). Again by the denition of the resolvent, z − zC ∈W−1ΓCzC . In addition, remark 3.1 shows
that zC ∈ zer(W−1ΓA+ ΓB +W−1ΓC), and thus
u def= zC − zk − ΓBzC ∈W−1ΓAzC . (3.8)
Altogether, monotonicity ofW−1ΓA, ΓB, andW−1ΓC ensures that
pA,k
def= ⟨zA,k − zC ∣ uk − u⟩Γ−1W ≥ 0 , (3.9)
pB,k
def= ⟨zC ,k − zC ∣ ΓBzC ,k − ΓBzC⟩Γ−1W ≥ 0 , and (3.10)
pC ,k
def= ⟨zC ,k − zC ∣(zk − zC ,k) − (z − zC)⟩Γ−1W ≥ 0 , (3.11)
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respectively. Now, develop
pA,k + pB,k + pC ,k = ⟨zA,k − zC ,k ∣ uk − u⟩ + ⟨zC ,k − zC ∣ uk + (zk − zC ,k) + ΓBzC ,k⟩ ,= ⟨zA,k − zC ,k ∣ uk − u − (zC ,k − zC)⟩ .
¿eright-handoperandof this last innerproduct stays boundedbecause it involves only Lipschitzian
operators and (zk)k∈N is bounded. Since the le -hand operand converges strongly to zero as k
tends to innity, so does the sum pA,k + pB,k + pC ,k ; but since each term is nonnegative, they
each converges in turn to zero.
By the denition of A, the inclusions 3.7 and 3.8 translate over the components of the product
spaceH as, for all i ∈ {1, . . . , n}, (u)i ∈Wi−1ΓAi(zC)i and for all k ∈N, (uk)i ∈Wi−1ΓAi(zA,k)i .
Suppose that there exists i ∈ {1, . . . , n} such thatAi is uniformlymonotone withmodulus ϕ.¿en,
the inequality 3.9 becomes pA,k = ∑nj=1⟨(zA,k) j − (zC) j ∣(uk) j − (u) j⟩Γ−1Wj ≥ ⟨(zA,k)i − (zC)i ∣(uk)i − (u)i⟩Γ−1Wi , where, for all j ∈ {1, . . . , n} ∖ {i}, monotonicity ofWj−1ΓA j inHΓ−1Wj has
been used.¿is last inner product is ⟨(zA,k)i −(zC)i ∣ Γ−1Wi(uk)i −Γ−1Wi(u)i⟩, hence the above
inclusions and uniform monotonicity of Ai nally yields pA,k ≥ ϕ(∥(zA,k)i − (zC)i∥). But by
denition, ϕ is nonnegative, nondecreasing and vanishes only at zero; with pA,k ÐÐÐ→
k→+∞ 0, we
deduce that (zA,k)i ÐÐÐ→
k→+∞ (zC)i = (Σ∗JΓCΣz)Hi = xHi . But we have seen that zC ,k−zA,k ÐÐÐ→k→+∞
0, so that in particular (JΓCΣzk)Hi = (zC ,k)i ÐÐÐ→
k→+∞ xHi .
Alternatively, if B is uniformly monotone with modulus ϕ, our previous result (Raguet and
Landrieu,2015,proposition 5.1 (iv)) shows that inequality 3.10 becomes pB,k ≥ ϕ(∥ΣzC ,k − ΣzC∥) =
ϕ(∥JΓCΣzk − x∥). ¿e result follows again from the properties of ϕ and convergence of (pB,k)k∈N
to zero.
Finally, if C is uniformly monotone with modulus ϕ, then proposition 3.1 (i) shows that
inequality 3.11 becomes pC ,k ≥ ϕ(∥ΣzC ,k − ΣzC∥), and the result follows as above. ∎
Remark 3.2. Strong convergence results with uniform monotonicity of an operator Ai obviously
improves on our previous results on the generalized forward-backward (Raguet et al., 2013;
Raguet and Landrieu, 2015). Note also that, in contrast to theorem 2.1 of Davis and Yin (2017),
our conclusions (b) and (c) do not require the parameters (ρk)k∈N to be bounded away from
0 and 2 − 12∥L1/2ΓL1/2∥. Moreover, one can improve inequality 3.10 with cocoercivity of ΓB, as
pC ,k ≥ ∥L1/2ΓL1/2∥−1∥ΓBzC ,k − ΓBzC∥2Γ−1W . It is then easy to deduce that ΓBzC ,k ÐÐÐ→k→+∞ ΓBzC ,
and obtain strong convergence of (zC ,k)k∈N towards zC if C is demiregular.
Corollary 3.2. ¿eorem 3.1 and corollary 3.1 hold.
Proof. Skipping some calculations, recursion equation 3.1 is a specic instance of equation 3.5,
leading to theorem 3.1. Now, identifying the operators B, C, and each Ai with, respectively, ∇ f ,
∂h, and each ∂дi , the derivation of hypotheses H1–3 from hypotheses h1–3 has been established
in our previous work (Raguet and Landrieu, 2015, Corollary 5.1), proving corollary 3.1. ∎
4 Numerical Illustration
¿e aim of this section is twofold. First, it extends our previous numerical experiments (Raguet
and Landrieu, 2015, § 4) in a dierent experimental setting, demonstrating the eciency of
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the proposed algorithm on graph-structured optimization. Second, it compares the use of our
generalized forward-backward and of the forward-Douglas–Rachford splitting algorithms, in
the light of the dierences described in § 1. To this regard, we regret that the authors of the
so-called “three operators splitting scheme” (Davis and Yin, 2017) did not acknowledge the strong
connection between their algorithm and ours, and hence failed to show the practical interest of
their work. It would be interesting to run such comparison over the experiments they consider
in their paper, but neither the source code nor the data are publicly available at the time of this
writing.¿erefore, we provide our own experimental settings, which are medium- and large-scale
problems classically considered in signal processing or machine learning communities, and for
which the use of the forward-Douglas–Rachford splitting algorithm seems especially relevant.
Each algorithm is carefully implemented in C++ with parallelization of most operators with
OpenMP specications, and run on a personal computer with eight cores at 2.40GHz. ¿e source
code for PFDR is available at the author’s GitHub repository,1 source code of others are available
upon request.
4.1 Brain Source Identication in Electroencephalography
In electroencephalography (EEG), the brain activity is recorded with high temporal resolution
thanks to several electrodes located on the head of a subject.¿e goal of brain source identication
in EEG is to retrieve the brain regions that were activated during the recording. ¿e brain activity
of the subject can be modeled as a set of dipoles situated in various brain regions, activated at
dierent intensities. From the physics of the problem, it is possible to derive the linear operator
linking the activity of the dipoles to the electrical potential recorded at the electrodes, called the
lead-eld operator.
4.1.1 Graph-Structured Regularized Inverse Problem
¿e number of electrodes (observations) is much smaller than the number of dipoles (brain
regions). Moreover, some dipoles have highly correlated eects on the electrodes, while some
others have weak inuence. In consequence, inverting the lead-eld operator is a dicult ill-posed
problem. However, important priors can be taken into account, following for instance Gramfort
et al. (2013); Becker et al. (2014). First, only a small subset of all brain regions are supposed to be
active at the same time. Second, neighboring regions which are simultaneously active are likely
to be active with similar intensities. ¿ird, at some time points one may know that all active brain
regions are activated with the same sign. ¿ese sparsity and positivity priors can be enforced
by a model structured on a graph G = (V , E), where each vertex of V is a brain region and the
edge set E ⊂ V ×V contains each pair of spatially neighboring regions. ¿e problem is to nd an
element of argminRV F, where for all x
def= (xv)v∈V ∈ RV ,
F(x) def= 12∥y −Φx∥2 +∑(u,v)∈Eλ(δ1)(u,v)∣xu − xv ∣ +∑v∈V λ(ℓ1)v ∣xv ∣ + ιRV+ (x) , (4.1)
y ∈ RN is the observation2 over N electrodes, and Φ∶RV → RN is the lead-eld operator. ¿e
rst term is an Euclidean norm ensuring coherence with the observation, the second term is
1https://github.com/1a7r0ch3/CP_PFDR_graph_d1
2note that we use here both standard notations: when N is an integer,RN is the Cartesian product of N copies of
the setR; when E is a set,RE is the set of all applications from E toR, isomorphic toR∣E∣.
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a weighted graph total variation enforcing similarity between adjacent active brain regions, the
third term is a weighted ℓ1-norm enforcing sparsity, and the forth term ensures positivity. ¿e
parameters λ balance the inuence of spatial regularity and sparsity, and should depend on the
lead-eld operator and on the noise over the observations.
Note that this is a spatial-only formulation, i.e. we consider the inverse problem over a single
time point in the recording. Starting from a full spatiotemporal recording, we select the time
point with highest activity (squared observed values summed over the electrodes). However, we
use the full spatiotemporal information in order to estimate the noise level and the penalization
parameters. Without delving into details, we use crude heuristics based on the Stein’s unbiased
risk estimation, as proposed by us earlier (Raguet, 2014, § V.3), and adapted to the current setting.
In particular, one must take into account that the columns of the matrix representing Φ can be
highly correlated, or have dierent norms; the latter requires parameters λ varying along vertices
and along edges.
4.1.2 Competing Algorithms
In spite of recent interest for the minimization of graph total variation, few algorithms allows to
minimize eciently equation 4.1 in its full generality. As far as we know, the most popular among
practitioners is the primal-dual splitting algorithm of Chambolle and Pock (2011), so we include
it in our tests for comparisons.
Preconditioned generalized forward-backward splitting (algorithm 1 with h set= 0, PGFB). A
natural way to catch functional equation 4.1 into a splitting of the form problem P2 is to set the
rst term of the functional as the smooth part, i.e. f ∶ x ↦ ∥y − Φx∥2, to split the graph total
variation into ∣E∣ dierent functionals {д(u,v) ∣(u, v) ∈ E}, and consider the two remaining terms
together in a last functional д∣E∣+1.
We described earlier how to set the diagonal preconditioners and apply our algorithm in such
case (Raguet and Landrieu, 2015, § 3 and § 4.2); consider also the two following dierences with
the former setting. First, the proximity operator of д∣E∣+1 is now a so -thresholding followed by a
projector over the positive orthant. Second, the gradient of the smooth functional is now∇ f ∶ x ↦
Φ∗(Φx − y), and its Hessian is ∇2 f = Φ∗Φ. For preconditioning purpose, we approximate the
Hessian simply by its diagonal (also called Jacobi approximation). Moreover, we simply set the
operator L satisfying hypothesis h1 as L set= ℓ Id, where ℓ set= ∥Φ∗Φ∥ = ∥Φ∥2 is estimated with power
method. Also, we do not consider any reconditioning along iterations.
Preconditioned forward-Douglas–Rachford splitting (algorithm 1, PFDR). ¿e form of the
problem suggests to use the same splitting as above while particularizing the functional h set= д∣E∣+1
in problemP4.¿is is especially relevant regarding the rst property discussed in the introduction:
in contrast to PGFB above, at each iteration the iterate undergoes the proximity operator of h,
ensuring sparsity and positivity.
Preconditioned primal-dual algorithm of Pock and Chambolle (2011, PPD). ¿e functional
is split as F def= д ○ Λ + h, where we particularized in h the last two terms of equation 4.1 just as
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Figure 1: Brain source identication in EEG: optimization comparisons. PGFB and PFDR algo-
rithms are so similar that one can hardly distinguish them.
for PFDR, and д and Λ are dened as
Λ∶ RV Ð→ RN ×REx z→ (υ, δ) , with ⎧⎪⎪⎨⎪⎪⎩ υ
def= Φx , and∀ (u, v) ∈ E , δ(u,v) def= λ(δ1)(u,v)(xu − xv) ,
and д∶ RN ×RE Ð→ R(υ, δ) z→ 12∥y − υ∥2 + ∑(u,v)∈E∣δ(u,v)∣ .
Note that we use the preconditioned version of the algorithm; following the notations in the
reference paper (our д, h and Λ being identied with their F, G and K, respectively), the precon-
ditioning matrices T and Σ are dened following lemma 2, equation (10), with the parameter
α set= 1. We also set the relaxation parameter θ set= 1. Let us also mention that we tried other splitting
and other parameters values, and that the above seem optimal for our purpose.
4.1.3 Decrease of the Functional and Brain Source Identication
¿e EEG data are provided by Ahmad Karfoul and Isabelle Merlet, LTSI, INSERM U1099.¿ese
are synthetic data; the graphG and the lead-eld operatorΦ are computed according to a patient’s
model, then some brain sources are simulated, and nally the observations are constructed by
application of the lead-eld operator and of some noise.¿emodel comprises 19 626 brain dipoles
for only 91 electrodes. We select the time point of interest and the regularization parameters as
described in § 4.1.1. ¿en, we run the algorithms with various stopping criteria and monitor the
functional values against computational times. We also evaluate the quality of the solutions to
assess the relevance of the algorithms for the problem at hand.
In order to set the best estimate of the solution, we perform 105 iterations of each algorithm.
A er so many iterations all three give almost identical solutions and achieve almost equal func-
tional value, set as the optimal value F∞. ¿en, dierence between F∞ and functional values
F(x) along running time is given for each algorithm in gure 1. Results for PGFB and PFDR are
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(a) Ground truth (b) PGFB solution (c) PFDR solution (d) suppa
Figure 2: Brain activity over the graph G: (a) ground truth, and retrieved with (b) PGFB and
(c) PFDR (stopping criteria of 10−4 relative evolution, only 4 s running time). ¿e same color
map is used, from dark red (low activity) to bright yellow (high activity); dark gray indicates
coecients which are exactly zero. Note that lower amplitude of retrieved coecients compared
to ground truth is a typical eect of the convex regularizers we use. (d) Support recovered by
discarding nonsignicant coecients of solutions with 2-means clustering (see text); PGFB and
PFDR yield exactly the same support.
so similar that one can hardly distinguish them. Comparing with PPD, one sees two regimes: at
rst, PGFB and PFDR achieves signicantly lower functional values than PPD. ¿en for longer
running times, the three behaves similarly.We believe that the initial speed-up of PGFB and PFDR
is due to the use of the (preconditioned) gradient of the data-delity term, yielding reasonable
reconstruction in a few iterations.
Using synthetic data, the ground truth xˆ is known (see gure 2(a)). Being interested in brain
source identication, we consider the binary classication problem over the support supp(x) def={v ∈ V ∣ ∣xv ∣ > 0}, and evaluate the performance with the Dice score (also coined F1 score),
DS(x; xˆ) def= 2∣supp(x) ∩ supp(xˆ)∣∣supp(x)∣ + ∣supp(xˆ)∣ .
However, even the best minimizer of equation 4.1 (last line in table 1) gives poor prediction. ¿is
is mostly due to the fact that too many coecients outside the real support have very low, but
nonzero value. ¿is can hardly be corrected by increasing the penalization parameters, because
this results in bad reconstruction and eventually worst support recovery. In order to correct for
this eect, we consider an approximated support suppa(x) def= {v ∈ V ∣ ∣xv ∣ > a} where a ∈ R+ is
determined by 2-means clustering of the absolute values of the solution {∣xv ∣}v∈V .
As is customary in real experimental conditions, stopping criteria are prescribed as a mini-
mum relative evolution of the iterate, ∥xnew − xold∥/∥xnew∥. A typical practitioner would set it
according to a compromise between desired precision and available computational time. We
propose several reasonable values, and for each one of them, we report the Dice score and the
necessary running time of the algorithm in table 1.
As already explained, particularizing the ℓ1-norm as within PFDR and PPD schemes yields
more zero coecients than with PGFB, hence better raw predictions. Nevertheless, these are
still far from satisfying (a Dice score around 0.3 is considered unreliable in any context). Now,
discarding nonsignicant coecients with a simple unidimensional 2-means clustering drastically
improves the prediction (see also gures 2(b)–(d)). In that respect, PGFB behaves again exactly
the same as PFDR, showing no practical advantage of the latter over the former. Finally, one
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Table 1: Brain source identication: prediction performance and computing time comparisons.
PGFB PFDR PPD
DS DSa time (s) DS DSa time (s) DS DSa time (s)
rel. evol. 10−4 0.02 0.76 4 0.24 0.76 4 0.13 0.66 17
rel. evol. 10−5 0.02 0.74 16 0.30 0.74 15 0.25 0.78 54
rel. evol. 10−6 0.02 0.78 88 0.31 0.78 89 0.30 0.78 84
105 iterations 0.04 0.78 258 0.32 0.78 245 0.32 0.78 251
can see that faster decrease of energy functionals of PGFB and PFDR in comparison to PPD
translates somehow into prediction performance: the former algorithms yield good results in a
few seconds, while the latter takes one order of magnitude longer for reaching the same level of
prediction performance.
4.2 Semantic Labeling of 3D Point Cloud
We consider now an application of our algorithm in the remote sensing eld. Given a point cloud
acquired from a LiDAR sensor, that is a list of points with their spatial coordinates in 3D, the
goal is to assign a semantic label (or class, such as vegetation, building, car, etc...) to each point.
Recently, Guinard and Landrieu (2017, § 2.2) improve on the random forest classier of
Weinmann et al. (2015), using a combination of local features such as dimensionality and verticality
(as described for instance by Demantké et al., 2011) and pre-estimated global features such as
elevation and position with respect to the roads.
4.2.1 Convex Graph-Structured Spatial Regularization of Probabilistic Assignments
Such random forest allows to get relatively correct classications with only a small number of
training points, but this can be further improved by taking into account the spatial regularity of
LiDAR point clouds: given the high spatial frequency of the sampling, neighboring points o en
belong to the same object. If V denotes the set of points and K the set of labels, the random forest
classier provides us with, for each point v ∈ V , a degree of condence of the point belonging
to each class under the form of a discrete probability distribution (qv ,k)k∈K ∈ △K def= {p ∈ RK ∣∑k∈K pk = 1 and ∀ k ∈ K , pk ≥ 0}. As advocated by us elsewhere (Landrieu et al., 2017), spatial
regularity can again be enforced by minimizing a functional structured on a graph G = (V , E),
for instance dened for all p def= (pv ,k)v∈V
k∈K ∈ RV×K as
F(p) def= ∑
v∈V KL(βu + (1 − β)qv , βu + (1 − β)pv) +∑(u,v)∈Eλ(u,v) ∑k∈K∣pv ,k − pv ,k ∣ + ι△VK (p) , (4.2)
where for all r, s ∈ △K , KL(r, s) def= ∑k∈K rk log(rk/sk) is the Kullback–Leibler divergence, u def=(1/∣K∣)k∈K ∈△K is the uniformdiscrete distribution, and β ∈ ]0, 1[ is a small smoothing parameter.
¿e rst term favors similarity with the original predictions; note that others are also considered,
such as the opposite of the inner product between p and q which yields similar results in our
experiments while favoring PPD algorithm in terms of computational time (data not shown).
¿e second term is again a weighted graph total variation enforcing spatial regularity and the
last term ensures that each labeling is a discrete probability distribution; ¿e parameters λ tune
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(a) Ground truth (b) Random forest predictions (c) Regularization
Figure 3: Semantic labeling of 3D point cloud. In our example, there are six dierent classes:
road in blue, vegetation in green, façade in white, hardscape in yellow, cars in red, and scanning
artifacts in brown. ¿e improvement due to regularization is clear, but some aws (like low
hardscape items being treated as roads) suggest some renements of the model, which could be
implemented within the same framework but are beyond the scope of this article.
the inuence of spatial regularity, and should depend on the condence one has in the original
predictions.
¿ere are many ways of constructing the graph G and selecting the penalization parameters;
we briey describe ours for the sake of completeness. We build the edge set simply by connecting
each vertex to its ten nearest neighbors (with Euclidean distance). ¿en, we simply set the
parameters (λ(u,v))(u,v)∈E constant along the edges. ¿is constant is selected by a crude line
search over a given range, where for each candidate penalization, an approximate solution p of
equation 4.2 is found, then each point v ∈ V is assigned the label with its highest probability
ℓv ∈ argmaxk′∈K{pv ,k′} (arbitrary chosen in the set if it is not a singleton), and this assignation
is nally given a score computed on a training set U ⊂ V . ¿e score we use is the average of the
F1 scores across labels,
F1(ℓ; ℓˆ,U) def= 1∣K∣ ∑k∈K 2∣{v ∈ U ∣ ℓv = ℓˆv = k}∣∣{v ∈ U ∣ ℓv = k}∣ + ∣{v ∈ U ∣ ℓˆv = k}∣ , (4.3)
where ℓˆ ∈ KV is the ground truth labelling. Let us nally describe an ecient selection of a small
training set. ¿e original predictions were obtained from a random forest classier trained over a
few tens of points within each class; the prediction given by q over these points approaches perfect
accuracy. ¿us we complete this training set by adding, within each class, the same number of
points, selected as the most uncertain; uncertainty being evaluated at each point v ∈ V by the
entropy of the prediction, dened as the quantity (−∑k∈K qv ,k log(qv ,k)).
4.2.2 Competing Algorithms
We use the same proximal splitting algorithms as in § 4.1.2; some additional details are given
below.
Preconditionedgeneralized forward-backward splitting (algorithm 1with h set= 0, PGFB). We
proceed as previously, but now the smooth part in the splitting is the smoothed Kullback–Leibler
divergence. Its gradient is∇ f ∶ p ↦ (−(1 − β) β/∣K∣+(1−β)qv ,kβ/∣K∣+(1−β)pv ,k )v∈Vk∈K so that hypothesis h1 is satised
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with the diagonal operator L given by ((1 − β)2 β/∣K∣+(1−β)qk(β/∣K∣)2 )v∈V
k∈K . ¿e proximity operator of
д∣E∣+1 def= ι△VK is an orthogonal projection over the simplex △K independently for each vertex,
which is relatively easy to compute in any diagonal metric. However, no heuristic is proposed
to set the splitting weightsW∣E∣+1, which tune the importance of the simplex constraints along
iterations. We simply set it to 0.2 Id without more investigations, and set the other weights as
already decribed, scaling them to sum up to 0.8 Id.
Preconditioned forward-Douglas–Rachford splitting (algorithm 1, PFDR). We particularize
the functional h set= д∣E∣+1 in problem P4. ¿is avoids completely to set splitting weight as above
and ensures that each iterate belong to the product of simplices, in contrast to PGFB.
Preconditioned primal-dual algorithm of Pock and Chambolle (2011, PPD). ¿e functional
is split as F def= д ○ Λ + h, where we particularized in h the last term of equation 4.2 just as for
PFDR, and д and Λ are dened as
Λ∶ RV×K Ð→ RV×K ×RE×Kp z→ (p, δ) , with ∀ (u, v) ∈ E , δ(u,v),k def= λ(u,v)(pu,k − pv ,k) ,
д∶ RV×K ×RE×K Ð→ R(p, δ) z→ ∑
v∈V KL(βu + (1 − β)qv ,k , βu + (1 − β)pv ,k) + ∑(u,v)∈E∑k∈K∣δ(u,v),k ∣ .
¿e proximity operator of the smoothed Kullback–Leibler divergence can be easily computed in
any diagonal metric, at the cost of nding a positive root of a second order polynomial for each
coordinate.
4.2.3 Decrease of the Functional and Semantic Labeling
Weuse the datasetdomfountain1 from the database in http://www.semantic3d.net/, down-
sampled to 3 000 111 points for memory limitations. It is acquired with a xed LiDAR, and is
labeled with six dierent classes (see gure 3). ¿e random forest are trained with only 25 points
per classes, manually chosen; we then add 25 points per classes for selecting the penalization
scaling as described in § 4.2.1. ¿e smoothing parameter β in the functional equation 4.2 is simply
set to 0.1 without further investigation.
We estimate the optimal functional value F∞ with 104 iterations of PFDR; dierence between
F∞ and F(p) along running time is given in gure 4. On this experiment, there are dierences
between PGFB andPFDR algorithms. First, PFDR enjoys a somewhat faster decrease of functional
value along time. Second, missing functional values of PGFB indicates that, during the rst
iterations, some vertices of the iterate are so far away from the simplex that the Kullback–Leibler
divergence have innite value. However, they remain qualitatively similar, and both signicantly
faster than PPD which does not benet from the smoothness of f .
Here, stopping criteria are prescribed as a minimum evolution of the iterate, ∥xnew − xold∥∞;
we report the average F1 score described in equation 4.3 and the necessary running time of the
algorithm in table 2. It is clear that PGFB and PFDR performs similarly, althought here PFDR gets
faster to similar results. We believe that, as is the case for the brain source separation illustration,
there exists weights W∣E∣+1 which would make PGFB performs exactly as PFDR, but there is
no easy way to set them optimally. Just as for the optimization consideration above, both are
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Figure 4: Semantic labeling of 3D point cloud: optimization comparisons.
Table 2: Semantic labeling: prediction performance and computing time comparisons. Average
F1 score of random forest for comparison: 0.549.
PGFB PFDR PPD
F1 time (s) F1 time (s) F1 time (s)
rel. evol. 10−3 0.708 588 0.702 542 0.737 693
rel. evol. 10−4 0.775 2 706 0.776 2 127 0.775 3 968
104 iterations — — 0.776 9 424 — —
faster than PPD. Let us mention again for fairness that the latter is more adapted to the opposite
of the inner product, in place of the smoothed Kullback–Leibler divergence, in the functional
equation 4.2; which yields similar results for the problem considered here.
5 Conclusion
We write this note in the hope that the link between our generalized forward-backward and
the forward-Douglas–Rachford gets clear, and that the latter gets this designation in its most
general formulation. Additionaly, we specify preconditioned and multiple splitting case, and
give experimental evidence that its use in convex formulations of classical inverse or learning
problems should be considered.
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