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Abstract
The purpose of the present work is to establish decorrelation estimates at
distinct energies for some random Schro¨dinger operator in dimension one. In
particular, we establish the result for some random operators on the contin-
uum with alloy-type potential without covering condition assumption. These
results are used to give a description of the spectral statistics.
1 Introduction
To introduce our results, let us first consider one of the random operators that will
be studied in the rest of this article. Let (ωn)n∈Z be independent random variables,
uniformly distributed on [0, 1] and define the random potential by Vω(x) = ωn for
x ∈ (n− 1/4, n+ 1/4) and n ∈ Z and zero elsewhere. The random potential is non-
negative but not positive with probability one. Consider the operator Hω : L
2(R)→
L2(R) defined by the following equation
∀φ ∈ H2(R), Hωφ = −∆φ + Vωφ. (1.1)
We know that, with probability one, Hω is self-adjoint. As Hω is Z-ergodic,
we know that there exists a set Σ such that, with probability one, the spectrum
of Hω is equal to Σ (see for instance [3]). One of the purposes of this article is
to give a description of the spectral statistics of Hω. In this context, we study
the restriction of Hω to a finite box and study the diverse statistics when the size
of the box tends to infinity. For L ∈ N, let ΛL = [−L, L] and Hω(ΛL) be the
restriction of Hω to L
2(ΛL) with Dirichlet boundary conditions. The spectrum of
Hω(ΛL) is discrete and accumulate at +∞. We denote (Ej)j∈N the eigenvalues of
Hω(Λ), ordered increasingly and repeated according to multiplicity. We know from
the Z-ergodicity that there exists a deterministic, non-decreasing function N such
that, almost surely, we have
N(E) = lim
L→∞
♯{j, Ej < E}
|ΛL| . (1.2)
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The function N is the integrated density of state (abbreviated IDS from now on),
and it is the distribution function of a measure dN .
The main purpose of the present article is to prove the following theorem for a
class of operators that contain the operator defined in (1.1).
Theorem 1.1. There exists a discrete set S ⊂ (0,∞) with no accumulation points
such that for (E0, E
′
0) ∈ R2 − S2 such that E0 6= E ′0 and such that N(.) is differen-
tiable at E0 and E
′
0 with N
′(E0) > 0 and N
′(E ′0) > 0,
when |Λ| → ∞ the point processes Ξ(E0, ω,Λ) and Ξ(E ′0, ω,Λ), converge weakly re-
spectively to two independent Poisson processes on R with intensity the Lebesgue
measure. That is, for any (J+, J−) ∈ (N∗)2, for any (U+j )1≤j≤J+ ⊂ RJ+ and
(U−j )1≤j≤J− ⊂ RJ− collections of disjoint compact intervals, one has
P


♯{j; ξj(E0, ω,Λ) ∈ U+1 } = k+1
...
...
♯{j; ξj(E0, ω,Λ) ∈ U+J+} = k+J+
♯{j; ξj(E ′0, ω,Λ) ∈ U−1 } = k−1
...
...
♯{j; ξj(E ′0, ω,Λ) ∈ U−J−} = k−J−


→
|Λ|→∞
J+∏
j=1
|U+j |k
+
j
k+j !
e−|U
+
j | ·
J−∏
j=1
|U−j |k
−
j
k−j !
e−|U
−
j |.
This theorem (with S = ∅) was proved for the first time for a continuous model,
the alloy-type model, in [15] but only with a additional assumption on the random
potential, the so-called covering condition, i.e when the bounded compactly sup-
ported, single site potential q : R → R generated by an atom at the origin satisfies
the following inequality for some η > 0
q ≥ 1
η
1[−1/2,1/2]. (1.3)
This assumption is not satisfied by the operator defined in (1.1) and we will prove
for the first time Theorem 1.1 for a class of single site potentials that does not satisfy
(1.3). In order to study the spectral statistics of Hω(Λ) and prove Theorem 1.1 we
use four results : the localization assumption, the Wegner estimates, the Minami
estimates and the decorrelation estimates for distinct energies. As in [15], the three
first assumptions are known to hold and we will prove the last one for the first time
without the covering condition. We now introduce these assumptions.
Let I be an open relatively compact subset at the R. We know from [11] that
the operator satisfies the following localization assumption.
(Loc): for all ξ ∈ (0, 1), one has
sup
L>0
sup
supp f⊂I
|f |≤1
E

∑
γ∈Zd
e|γ|
ξ‖1[−1/2,1/2]f(Hω(ΛL))1[γ−1/2,γ+1/2]‖2

 <∞ (1.4)
We know (see for instance [5]) that the following Wegner estimates hold on I:
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(W) : There exists C > 0, such that for J ⊂ I and L ∈ N
P
[
tr (1J(Hω(ΛL))) ≥ 1
]
≤ C|J ||ΛL|. (1.5)
This shows that the integrated density of state (abbreviated IDS from now on)N(.) is
Lipschitz continuous. As the IDS is a non-decreasing function, this implies that N is
almost everywhere differentiable and its derivative ν(.) is positive almost-everywhere
on its essential support.
Let us now introduce the Minami estimates. We extract from [10] the
Theorem 1.2 (M). Fix J ⊂ I a compact interval. For any s′ ∈ (0, 1), M > 1,
η > 1, ρ ∈ (0, 1), there exists Ls′,M,η,ρ > 0 and C = Cs′,M,η,ρ > 0 such that, for
E ∈ J , L ≥ Ls′,M,η,ρ and ǫ ∈ [L−1/s′/M,ML−1/s′ ] , one has∑
k≥2
P
(
tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
) ≤ C(ǫL)1+ρ.
One purpose of this article is, as in [6], to give a description of spectral statistics.
As (Loc), (W) and (M) hold, we know from [6] that the following result hold. Define
the unfolded local level statistics near E0 as the following point process :
Ξ(ξ;E0, ω,Λ) =
∑
j≥1
δξj(E0,ω,Λ)(ξ) (1.6)
where
ξj(E0, ω,Λ) = |Λ|(N(Ej(ω,Λ)−N(E0)). (1.7)
The unfolded local level statistics are described by the following theorem which is a
weaker version of [6, Theorem 1.9].
Theorem 1.3. Pick E0 ∈ I such that N(.) is differentiable at E0 and ν(E0) >
0.Then, when |Λ| → ∞, the point process Ξ(ξ;E0, ω,Λ) converges weakly to a Pois-
son process with intensity the Lebesgue measure. That is, for any p ∈ N∗, for any
(Ii)i∈{1,...,p} collection of disjoint intervals
lim
|Λ|→∞
P



ω;
♯{j; ξj(ω,Λ) ∈ I1} = k1
...
...
♯{j; ξj(ω,Λ) ∈ Ip} = kp



 = |I1|k1k1! . . .
|Ip|kp
kp!
(1.8)
Therefore, Theorem 1.1 answers the question about the joint behavior at large
scale of the point processes Ξ(ξ;E0, ω,Λ) and Ξ(ξ;E1, ω,Λ) with E0 6= E1. Theo-
rem 1.1 is a weaker version of [6, Theorem 1.10] and it is proved in [6] that it is a
consequence of (Loc), (W), (M) and the decorrelation estimates at distinct energies,
which are the following theorem.
Theorem 1.4. There exists a discrete set S ⊂ R and γ > 0 such that for any
α ∈ (0, 1), (E,E ′) ∈ (R)2 − S2 with E 6= E ′ and k > 0 there exists C > 0 such that
for L sufficiently large and kLα ≤ l ≤ Lα/k we have
P
(
tr1[E−L−1,E+L−1] (Hω(Λl)) 6= 0,
tr1[E′−L−1,E′+L−1] (Hω(Λl)) 6= 0
)
≤ C l
2
L1+γ
.
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Theorem 1.4 (with S = ∅) was first proved in [10] for the discrete Anderson
model in dimension one. Then, it was proved for other discrete models in dimension
one in [18, 16, 15] and for the first time for a continuous model in [15], but with the
covering condition. In the present article, we prove for the first time decorrelation
estimates and therefore Theorom 1.1, without the covering condition.
2 Models and Main result
In this section, we introduce the models that will be studied, the main result of this
article and the known properties of the models used to prove this result. Let (ωn)n∈Z
be independent random variables with a common bounded, compactly supported
density µ.
2.1 Models
Continuous models : Let q : R → R a continuous function such that there
exist intervals K ⊂ J of positive lengths and C > 0 such that
1
C
1 K ≤ q ≤ C 1 J . (2.1)
Therefore, q is non-negative, bounded, compactly supported and positive on an
interval of positive length. Contrary to the models studied in [15], the interval K
is not supposed to be of length at least 1, assumption that is often named covering
condition.
Let Hω on L
2(R) defined by,
∀φ ∈ H2(R), Hωφ = −∆φ + qperφ+ Vωφ (2.2)
where qper is a bounded, one-periodic function and
Vω(x) =
∑
n∈Z
ωnq(x− n). (2.3)
We suppose that the following hypothesis is true :
(H): Either qper := 0 or q satisfies the covering condition, i.e |K| ≥ 1.
As q is compactly supported and bounded, Vω is uniformly bounded in x and
ω. Therefore, we know that Hω is self-adjoint with domain H
2(R) with probability
one.
Discrete models : Let (an)n∈Z ∈ (R+)Z be a non-zero sequence of non-
negative real numbers with finite support. Let Hω on ℓ
2(Z) defined by,
∀u ∈ ℓ2(Z), Hωu = H0u+ Vωφ (2.4)
where H0 is a periodic bounded, Jacobi operator, and
Vω(m) =
∑
n∈Z
ωnam−n. (2.5)
Note that Vω and Hω are uniformly bounded in ω, hence Hω is self-adjoint with
probability one.
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2.2 Assumptions
We know that the models defined above satisfy the three following assumptions for
some relatively compact, open interval I ⊂ R.
(W) : There exists C > 0 such that for J ⊂ I and Λ an interval in R, one has
P
[
tr (1J(Hω(Λ))) ≥ 1
]
≤ C|J ||Λ|. (2.6)
Wegner estimate has been proven for many different models, discrete or continuous
([9, 5, 4, 19]). Assumption (W) implies that the IDS is Lipschitz continuous.
(Loc) : for all ξ ∈ (0, 1), one has
sup
L>0
sup
supp f⊂I
|f |≤1
E

∑
γ∈Zd
e|γ|
ξ‖1Λ(0)f(Hω(ΛL))1Λ(γ)‖2

 <∞ (2.7)
This property can be shown using either multiscale analysis or fractional moment
method. In fact we suppose that I is a region where we can do the bootstrap
multiscale analysis of [7]. (Loc) is equivalent to the conclusion of the bootstrap
MSA (see [6, Appendix] for details). We do not require estimates on the operator
Hω but only on Hω(ΛL).
(M) : Fix J ⊂ I a compact. For any s′ ∈ (0, 1), M > 1, η > 1, ρ ∈ (0, 1),
there exist Ls′,M,η,ρ > 0 and C = Cs′,M,η,ρ > 0 such that, for E ∈ J, L ≥ Ls′,M,η,ρ
and ǫ ∈ [L−1/s′/M,ML−1/s′ ] , one has∑
k≥2
P
(
tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
) ≤ C(ǫL)1+ρ.
The first two assumptions are known for a large class of operator, in any dimen-
sion. As for the last assumption, the Minami estimates, they are only proved in any
dimension for Anderson type potential ([13, 8, 1, 4]), and for the discrete alloy-type
model with single site potential whose Fourier transform does not vanish. To be
more precise, these articles prove a stronger statement than the Minami estimates
above, but this weaker version suffices in our case.
For the models defined above, in dimension one, we know there exists a relatively
compact, open interval I ⊂ R such that (W), (Loc), (M) hold. It is proven in
[11] that, in dimension one, for continuous models, if one has independence at a
distance and localization, the Minami estimates (M) are an implication of the Wegner
estimates. It is proven in [16] that this statement holds also for discrete models,
under the same assumptions. In both cases, the Minami estimates are not as strong
as the Minami estimates proven in [13, 8, 1, 4], but are sufficient for our purpose. For
discrete alloy-type models, Minami estimates are also proven in [17] but they only
hold for single-site potentials whose Fourier transforms do not vanish. Therefore,
we will use the Minami estimates proven in [16] which hold under the assumptions
of the present article.
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2.3 Main results
The purpose of this article is to prove for the models defined above the following
theorem
Theorem 2.1. Suppose Hω is one of the operators defined above. There exists γ > 0
and a set S ⊂ R with no accumulation point(only depending on H0) such that, for
any β ∈ (1/2, 1), α ∈ (0, 1), (F,G) ∈ I2 − S2 such that at F 6= G and k > 0, there
exists C > 0 such that for L sufficiently large and kLα ≤ l ≤ Lα/k we have
P
(
tr1[F−L−1,F+L−1] (Hω(Λl)) 6= 0,
tr1[G−L−1,G+L−1] (Hω(Λl)) 6= 0
)
≤ C l
2
L1+γ
.
Furthermore, if q satisfies the covering condition, S is the empty-set.
Decorrelation estimates give more precise results about spectral statistics, such
as Theorem 1.1 (see [6] for the proof and other results about spectral statistics).
They are a consequence of Minami estimates and localization. In [10], Klopp proves
decorrelation estimates for eigenvalues of the discrete Anderson model in the local-
ized regime. The result is proven at all energies only in dimension one. In [18],
decorrelation estimates are proven for the one-dimensional tight binding model, i.e
when there are correlated diagonal and off-diagonal disorders. In [16], decorrelation
estimates are also proven for other discrete models, such as Jacobi operators with
positive alloy-type potential or the random hopping model, i.e when there is only
off-diagonal disorder. Decorrelation estimates were also proved for continuous mod-
els in [15] but only under the covering condition, and for the free Hamiltonian equal
to the Laplace operator. In the present article, we improve this result by allowing
a 1-periodic background potential. We also allow non-negative single-site potential
without covering condition, but we then prove decorrelation estimates at all energies
except for the ones in a fixed discrete set. The proof also apply to discrete operators
but as the proof is the same, it will not be given.
The proof of Theorem 2.1 rely on the study of the gradients of two different
eigenvalues. In particular, we show that the probability that they are co-linear is
zero. In [10], [18] and [16], this condition could easily be rewritten as a property
of eigenvectors. For instance, for the discrete Anderson model, this condition is the
system of equations
∀n ∈ J−L, LK, u2(n) = v2(n). (2.8)
where u and v are normalized eigenvector associated to the eigenvalues. These
equations can be rewritten easily as u(n) = ±v(n).
Now, consider the continuous alloy-type model where the single site potential q
has support included in (0, 1). Then, the condition of co-linearity is the system of
equations
∀n ∈ J−L, L− 1, K,
∫ n+1
n
q(x)u2(x) =
∫ n+1
n
q(x)v2(x). (2.9)
The strategy developped in [15] was to rewrite this system as a system of 2L
quadratic equations, using basis of solutions on each interval (n, n+1). This system
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and the fact that the eigenvectors have continuous derivatives will imposed condi-
tions on the eigenvectors that are easier to handle. The difficulty was to choose a
basis of solutions in which the problem could be rewritten in a simpler manner. The
choice made in [15] was to take orthonormal (with respect to q) basis of solution. We
then had to compare the L2 norms of these solutions when the (ωn)n were moving
and the covering condition was simplifying this comparison. In the present article,
we will make another choice of basis, the basis given by the Floquet theory. This
will allow us remove the covering condition. The trade-off is that we need to exclude
certain energies.
3 Proof of Theorem 2.1
We follow the proof of [10, Section 2]. The only difference is in the proof of
Lemma 3.5 below which corresponds to [10, Lemma 2.4]. The proof of the other
intermediate results are the same as in [10]. Thus, the results will be given without
proofs. The proof of Theorem 2.1 is the same for discrete and continuous models
except from the obvious modifications due to the discrete structure. Therefore, we
will only prove the results for continuous models.
Using (M), Theorem 2.1 is a consequence of the following theorem :
Theorem 3.1. Let β ∈ (1/2, 1). For α ∈ (0, 1) and (F,G) ∈ I2 with F 6= G, for
any k > 1 there exists C > 0, such that for L large enough and kLα ≤ l ≤ Lα/k we
have
P0 := P
(
tr1[F−2L−1,F+2L−1](Hω(Λl)) = 1,
tr1[G−2L−1,G+2L−1](Hω(Λl)) = 1
)
≤ C
(
l2
L4/3
)
e(logL)
β
.
We now restrict ourself to the study of the restriction of Hω to cubes of size
(logL)1/ξ
′
instead of length Lα. In this context, we extract from [10, Proposition
2.1] the
Proposition 3.2. : For all p > 0 and ξ ∈ (0, 1), for L sufficiently large, there exists
a set of configuration UΛl of probability larger than 1 − L−p such that if φn,ω is a
normalized eigenvector associated to the eigenvalue En,ω ∈ I and x0(ω) ∈ {1, . . . , L}
maximize |φn,ω| then
|φn,ω(x)| ≤ Lp+de−|x−x0|ξ . (3.1)
Now, Theorem 3.1 is a consequence of the following lemma and Proposition 3.2.
Lemma 3.3. Let β ′ ∈ (1/2, 1). For α ∈ (0, 1) and (F,G) ∈ I2 with F 6= G, there
exists C > 0 such that for any ξ′ ∈ (0, ξ), L large enough and l˜ = (logL)1/ξ′ we have
P1 := P
(
tr1[F−2L−1,F+2L−1](Hω(Λl˜)) = 1,
tr1[G−2L−1,G+2L−1](Hω(Λl˜)) = 1
)
≤ C
(
l˜2
L4/3
)
el˜
β′
.
The rest of the section is dedicated to the proof of Lemma 3.3. Define JL =
[E − L−1, E + L−1] and J ′L = [E ′ − L−1, E ′ + L−1]. For ǫ ∈ (2L−1, 1), for some
κ > 2, using (M) when the operator Hω(Λl) has two eigenvalues in [−ǫ,+ǫ], one has
P1 ≤ Cǫ2lκ + Pǫ ≤ Cǫ2l2elβ + Pǫ (3.2)
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where
Pǫ = P(Ω0(ǫ))
and
Ω0(ǫ) =


ω;
σ(Hω(Λl)) ∩ JL = {E(ω)}
σ(Hω(Λl)) ∩ (E − ǫ, E + ǫ) = {E(ω)}
σ(Hω(Λl)) ∩ J ′L = {E ′(ω)}
σ(Hω(Λl)) ∩ (E ′ − ǫ,E ′ + ǫ) = {E ′(ω)}


.
In order to estimate Pǫ we make the following definition. For (γ, γ
′) ∈ Λ2L let
Jγ,γ′(E(ω), E
′(ω)) be the Jacobian of the mapping (ωγ, ωγ′)→ (E(ω), E ′(ω)) :
Jγ,γ′(E(ω), E
′(ω)) =
∣∣∣∣
(
∂ωγE(ω) ∂ωγ′E(ω)
∂ωγE
′(ω) ∂ωγ′E
′(ω)
)∣∣∣∣ (3.3)
and define
Ωγ,γ
′
0,β (ǫ) = Ω0(ǫ) ∩ {ω; |Jγ,γ′(E(ω), E ′(ω))| ≥ λ} .
When one of the Jacobians is sufficiently large, the eigenvalues depends on two
independent random variables. Thus the probability to stay in a small interval is
small. So we divide the proof in two parts, depending on whether all the Jacobians
are small. The next lemma shows that if all the Jacobians are small then the gradi-
ents of the eigenvalues, which have positive components for the models considered
in the present article, must be almost co-linear.
Lemma 3.4. Let (u, v) ∈ (R+)2n such that ‖u‖1 = ‖v‖1 = 1. Then
max
j 6=k
∣∣∣∣
(
uj uk
vj vk
)∣∣∣∣
2
≥ 1
4n5
‖u− v‖21.
Thus, either one of the Jacobian determinants is not small or the gradient of
E and E ′ are almost co-linear. We now show that the second case happens with a
small probability.
Lemma 3.5. Let (F,G) ∈ I2 with F 6= G and β > 1/2. Furthermore, if d > 1, we
suppose that |F − G| ≥ diamsp(H0). Let P denotes the probability that there exist
Ej(ω) and Ek(ω), simple eigenvalues of Hω(Λl) such that |F−Ej(ω)|+|G−Ek(ω)| ≤
e−l
β
and such that ∥∥∥∥∥ ∇ω
(
Ej(ω))
‖∇ω
(
Ej(ω))‖
− ∇ω
(
Ek(ω))
‖∇ω
(
Ek(ω))‖
∥∥∥∥∥ ≤ e−lβ (3.4)
then there exists c > 0 such that
P ≤ e−cl2β (3.5)
The proof of this result depends on the model and will be given below in the
paper. First, we finish the proof of Lemma 3.3.
Pick λ = e−l
β‖∇ω
(
Ej(ω))‖‖∇ω
(
Ek(ω))‖. For the models considered in the
present article, there exists C > 1 such that for all L, ‖∇ω
(
Ej(ω))‖ ∈ [1/C, C].
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This will be proven in the following subsections. Therefore λ ≍ e−lβ . Then, either
one of the Jacobian determinant is larger than λ or the gradients are almost co-
linear. Lemma 3.5 shows that the second case happens with a probability at most
e−cL
2β
. It remains to evaluate P(Ωγ,γ
′
0,β (ǫ)). We recall the following results from [10].
They were proved for the discrete Anderson model, they extend readily to our case.
First, we study the variations of the Jacobian.
Lemma 3.6. There exists C > 0 such that
‖Hessω(E(ω))‖l∞→l1 ≤ C
dist
[
E(ω), σ(Hω(Λl))− {E(ω)}
] .
Fix α ∈ (1/2, 1). Using Lemma 3.6 and (M) when Hω(Λl) has two eigenvalue in
[E − L−α, E + L−α], for L large enough, with probability at least 1− L−2αλ,
‖Hessω(E(ω))‖l∞→l1 + ‖Hessω(E ′(ω))‖l∞→l1 ≤ CLα. (3.6)
In the following lemma we write ω = (ωγ, ωγ′, ωγ,γ′).
Lemma 3.7. Pick ǫ = L−α. For any ωγ,γ′, if there exists (ω
0
γ, ω
0
γ′) ∈ R2 such that
(ω0γ, ω
0
γ′, ωγ,γ′) ∈ Ωγ,γ
′
0,β (ǫ), then for (ωγ, ωγ′) ∈ R2 such that |(ωγ, ωγ′)−(ω0γ, ω0γ′)|∞ ≤ ǫ
one has
(Ej(ω), Ek(ω)) ∈ JL × J ′L =⇒ |(ωγ, ωγ′)− (ω0γ , ω0γ′)|∞ ≤ L−1λ−2.
As in Lemma 3.7, fix (ω0γ , ω
0
γ′) such that (ω
0
γ, ω
0
γ′, ωγ,γ′) ∈ Ωγ,γ
′
0,β (ǫ) and define
A := (ω0γ, ω0γ′) + {(ωγ, ωγ′) ∈ R2+ ∪ R2−, |ωγ| ≥ ǫ or |ωγ′ | ≥ ǫ}. We know that for
any i ∈ Z, ωi → Ej(ω) and ωi → Ek(ω) are non increasing functions. Thus, if
(ωγ, ωγ′) ∈ A then (Ej(ω), Ek(ω)) /∈ JL×J ′L. Thus, all the squares of side ǫ in which
there is a point in Ωγ,γ
′
0,β (ǫ) are placed along a non-increasing broken line that goes
from the upper left corner to the bottom right corner. As the random variables are
bounded by C > 0, there are at most CLα cubes of this type.
As the (ωn)n are i.i.d, using Lemma 3.7 in all these cubes, we obtain :
P(Ωγ,γ
′
0,β (ǫ)) ≤ CLα−2λ−4 (3.7)
and therefore
Pǫ ≤ CLα−2λ−3. (3.8)
Optimization yields α = 2/3. This completes the proof of Theorem 3.3.
4 Proof of Lemma 3.5
In this section, we follow the strategy developed in [15] but we first introduce some
definitions. Recall that q is the simple-site potential and that it satisfies (2.1). On
L2(−N,N) we define the non-negative symmetric bi-linear form :
〈f, g〉q =
∫ N
−N
f(t)g(t)q(t)dt. (4.1)
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We denote ‖.‖q the corresponding semi-norm. We say that the functions f and g are
q-orthogonal if 〈f, g〉q = 0. The notion of 1-orthogonality is the usual orthogonality
in L2(−l, l). Fix (F,G) ∈ R and let u and v be 1-normalized eigenfunctions of
Hω(Λl) associated to the eigenvalues Ej(ω) ∈ [F − e−lβ , F + e−lβ ] and Ek(ω) ∈
[G− e−lβ , G+ e−lβ ]. These eigenvalues are almost surely simple and we compute
∂ωnEj(ω) = 〈(∂ωnHω) u, u〉1 = ‖u|(n−N,n+N)‖2q > 0. (4.2)
First we show that the gradient of Ej cannot be to small. To prove this, we restrict
to our one dimensional setting the [14, Theorem 2.1], which is a scale-free unique
continuous principle, but we first introduce some notations. For δ > 0 and z :=
(zj)j∈Z a collection of point in Z such that |zj−j| ≤ 1 define Sδ,L = ΛL∩(zj−δ, zj+δ).
In the following theorem HL will denote the restriction of the deterministic operator
−∆+ V where V : R→ R is a measurable function.
Theorem 4.1. Let δ ∈ (0, 1/2), KV ≥ 0 and E ∈ R. Then, there is a constant
Csfuc = Csfuc(δ,KV , E) ∈ (0,∞) such that for all measurable potentials V : R →
[−KV , KV ], all scales L ∈ N with L ≥ 18e, all sequences (zj)j∈Z ⊂ Rd such that
∀j ∈ Z, |zj − j| ≤ 1 and all linear combinations of eigenfuctions
Ψ =
∑
n∈N :En≤E
αnΨn
(where Ψn satisfies HLΨn = EnΨn and αn ∈ C) we have∫
SL,δ
|Ψ|2 ≥ Csfuc
∫
ΛL
|Ψ|2
We can now apply this theorem to our random operator Hω(ΛL) and prove the
Lemma 4.2. Fix E ∈ R. There exists C > 1 such that for all L > 0 and any
random eigenvalue Ej(ω) < E of Hω(ΛL), ‖∇ω
(
Ej(ω))‖1 ∈ [1/C, C].
Proof. First, by assumption, there exists an interval of [z−δ, z+ δ] with δ ∈ (0, 1/2)
included in (0, 1) on which q is bounded from below by a constant η > 0. Further-
more, q is also bounded from above by
1
η
and supported in [−N,N ]. Therefore, we
have
1
η
∫ N
−N
φ2j(t + n) ≥ ∂ωnEj =
∫ N
−N
q(t)φ2j(t+ n) ≥ η
∫
(z+n−δ,z+n+δ)
φ2j(t)
Therefore, if we set zn = z + n and define Sδ,L as above, Theorem 4.1 yields
2N
η
≥ ‖∇ωEj‖1 ≥
∫
Sδ,L
φ2j(t) ≥ η · Csfuc
since φj is a normalized eigenvector associated to Hω(ΛL) whose random potential
is uniformly bounded in ω.
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In the rest of the subsection, M will be fixed such that P(|ω0| > M) = 0 so that
all the random variables (ωi)i are almost surely bounded by M .
For • ∈ {F,G}, define the following ODE
(En• ) : ∀x ∈ (−N,N), y′′(x) + Vω(n+ x)y(x) = •y(x) (4.3)
Now, fix an q-orthonormal basis (en1,•, e
n
2,•) of the space of solutions of (En• ).
Proposition 4.3. Let • ∈ {F,G}. We can choose en1,• and en2,• so that they are
analytic functions of the (ωj)j∈Jn−2N,n+2NK ∈ [−M,M ]4N+1.
Proof. We omit the dependence on n and • and only write ω instead of
(ωj)j∈Jn−N,n+NK. Let Ψ and Φ be the solutions of (Enj ) satisfying Ψ′(0) = Φ(0) = 0
and Ψ(0) = Φ′(0) = 1. We know that Ψ and Φ are power series of ω and that
‖Ψ‖q‖Φ‖q 6= 0. Thus, e1 := Ψ‖Ψ‖q is analytic and satisfies (E
n
j ). Now, define Φ˜ :=
Φ − 〈Φ, e1〉e1. Then, Φ˜ is an analytic non-zero function orthogonal to e1 satisfying
(Enj ). This concludes the proof of Proposition 4.3, taking e1 and e2 :=
Φ˜
‖Φ˜‖q
.
Now, as u satisfies the ODE
∀x ∈ (−N,N), y′′ + Vω(n+ x)y(x) = Fy(x) + (Ej(ω)− F )y(x) (4.4)
with |Ej(ω)− F | ≤ e−lβ (v satisfies a similar ODE) there exist two unique couples
(An, Bn) ∈ R2 and (A˜n, B˜n) ∈ R2 such that, for all x ∈ (n−N, n +N),{
u(x) := Ane
n
1,F (x− n) +Bnen2,F (x− n) + ǫnu(x− n)
v(x) = A˜ne
n
1,G(x− n) + B˜nen2,G(x− n) + ǫnv (x− n)
. (4.5)
and such that for • ∈ {u, v} we have ǫn• (0) = (ǫn• )′ (0) = 0. We then have
‖ǫnu‖∞ + ‖ǫnv‖∞ + ‖ (ǫnu)′ ‖∞ + ‖ (ǫnv )′ ‖∞ ≤ Ce−l
β
for some C > 0 (depending only on ‖q‖∞, M and N). Therefore,
‖u|(n−N,n+N)‖2q = A2n +B2n + εun and ‖v|(n−N,n+N)‖2q = A˜2n + B˜2n + εvn with |εun| + |εvn| ≤
Ce−l
β
. Thus, 

N := ‖∇Ej‖1 =
l∑
n=−l
(A2n +B
2
n) + ξu
N˜ := ‖∇Ek‖1 =
l∑
n=−l
(A˜2n + B˜
2
n) + ξv
(4.6)
with |ξu| + |ξv| ≤ Ce−lβ . Now, define :


Cn :=
An√N , C˜n :=
A˜n√
N˜
Dn :=
Bn√N , D˜n :=
B˜n√
N˜
. Then, we
have
l∑
n=−l
C2n +D
2
n =
l∑
n=−l
C˜2n + D˜
2
n +O(e
−lβ) = 1 +O(e−l
β
). (4.7)
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Finally, define U(n) =
(
Cn
Dn
)
and V (n) =
(
C˜n
D˜n
)
, define the Pru¨fer variables
(ru, θu) ∈ R∗+ × [0, 2π) such that U(n) = ru
(
sin θu
cos θu
)
and define
tu := sgn(tan θu) inf (| tan θu|, | cot θu|) and the same for tv. The function tu is equal
to tan θu or cot θu depending on whether | tan θu| ≤ 1 or | tan θu| ≥ 1. Using these
notations, (3.4) can be rewritten
‖ru − rv‖1 ≤ Ce−lβ/2. (4.8)
The proof of Lemma 3.5 is the exact same as in [15], except for the proof of
Lemma 4.4 below (Lemma 3.8 in [15]), and will not be rewritten here, as it is quite
technical. Therefore, we will only prove the
Lemma 4.4. There exist nine analytic functions (fi)i∈J0,8K (only depending on q and
N) defined on R4N+1 and not all constantly equal to zero such that, if u (respectively
v) is a 1-normalized eigenfunction ofHω(ΛL) associated to Ej(ω) ∈
[
F − e−lβ , F + e−lβ
]
(respectively associated to Ek(ω) ∈ [G− e−lβ , G+ e−lβ ]), if for some n0 ∈ Z∩ (−l +
2N, l − 2N) we have ru(n0) ≥ e−lβ/4 and
∀m ∈ Jn0 − 7N, n0 + 7NK, |ru(m)− rv(m)| ≤ e−lβ/2
and if we define the polynomials
Rωˆ(X) :=
8∑
i=0
fi(ωˆ)X
i and Qωˆ(X) :=
8∑
i=0
f8−i(ωˆ)X
i
where we have defined ωˆ := (ωn0−8N , . . . , ωn0+8N ), then we have :
if ∃ g ∈ {tan, cot},
{
tv(n0) = g(θv(n0))
tu(n0) = g(θu(n0))
, then |Rωˆ (tv (n0))| ≤ e−lβ/4,
otherwise, we have |Qωˆ (tv (n0))| ≤ e−lβ/4.
Proof. We will prove the result under the assumption tu(n0) = tan θu(n0) and
tv(n0) = tan θv(n0), i.e when
max (| tan θu(n0)|, | tan θv(n0)|) ≤ 1. (4.9)
There are minor modifications in the other cases. As the random variables are i.i.d,
it suffices to show the result with n0 = 0, which will be supposed from now on. We
then consider the ODE
∀x ∈ (−7N, 7N), y′′(x) + Vω(x)y(x) = Fy(x), (4.10)
which depends only on (ω−8N , . . . , ω8N). Suppose |ru(m) − rv(m)| ≤ e−lβ/2 for
m ∈ J−7N, 7NK and ru(0) ≥ e−lβ/4. We show that tv(0) is almost a root of a
polynomial depending only on (ω−8N , . . . , ω8N).
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In the following lines ε will denote a vector such that ‖ε‖ ≤ Ce−lβ/2, its value
may change from a line to another. As u and v have continuous derivatives,
MFU(2N) = NFU(0) + ε (4.11)
where MF :=
(
e01,F (−N) e02,F (−N)
(e01,F )
′(−N) (e02,F )′(−N)
)
and NF :=
(
e01,F (N) e
0
2,F (N)
(e01,F )
′(N) (e02,F )
′(N)
)
.
Thus, if we define T+F := (M
F )−1NF we have
U(2N) = T+F U(0) + ε and V (2N) = T
+
F V (0) + ε. (4.12)
Indeed, the matrix (MF )
−1 depends only on (ω−N , . . . , ωN) ∈ [−M,M ]2N+1 and is
therefore uniformly bounded by a constant C > 0 (depending only on ‖q‖∞, M and
N).
As tu(0) = tan θu(0), we compute(
ru(2N)
ru(0)
)2
=
∥∥∥∥T+F
(
sin θu(n)
cos θu(n)
)∥∥∥∥
2
+ ǫ
=
1
1 + tu(n)2
∥∥∥∥T+F
(
tu(n)
1
)∥∥∥∥
2
+ ǫ,
for some |ǫ| ≤ Ce−lβ/4. In the case tu(0) = 1
tan θu(0)
, we compute
(
ru(2N)
ru(0)
)2
=
∥∥∥∥T+F
(
sin θu(n)
cos θu(n)
)∥∥∥∥
2
+ ǫ
=
1
1 + tu(n)2
∥∥∥∥T+F
(
1
tu(n)
)∥∥∥∥
2
+ ǫ.
The eigenvector v satisfies the same equation if we replace F by G. Therefore,
the equation ∣∣∣∣∣
(
ru(2N)
ru(0)
)2
−
(
rv(2N)
rv(0)
)2∣∣∣∣∣ ≤ e−lβ/4
can be rewritten∣∣∣∣∣ 11 + tu(0)2
∥∥∥∥T+F
(
tu(n)
1
)∥∥∥∥
2
− 1
1 + tv(0)2
∥∥∥∥T+G
(
tv(n)
1
)∥∥∥∥
2
∣∣∣∣∣ ≤ Ce−lβ/4. (4.13)
Thus, there exists ǫ1 such that |ǫ1| ≤ Celβ/4 and such that
1
1 + tu(0)2
∥∥∥∥T+F
(
tu(n)
1
)∥∥∥∥
2
=
1
1 + tv(0)2
∥∥∥∥T+G
(
tv(n)
1
)∥∥∥∥
2
+ ǫ1. (4.14)
Now, consider the equation U(−2N) = T−F U(n) + ε for the matrix T−F constructed
in the same way as T+F . Using the same calculations as to prove (4.14) we obtain
the existence of η1 with |η1| ≤ Celβ/4 such that
1
1 + tu(0)2
∥∥∥∥T−F
(
tu(0)
1
)∥∥∥∥
2
=
1
1 + tv(0)2
∥∥∥∥T−G
(
tv(0)
1
)∥∥∥∥
2
+ η1. (4.15)
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Define the polynomials of degree 2
PG(t) :=
∥∥∥∥T+G
(
t
1
)∥∥∥∥
2
and QnG :=
∥∥∥∥T−G
(
t
1
)∥∥∥∥
2
.
Using (4.9), the equations (4.14) and (4.15) can be rewritten
R1(tu(0), tv(0)) := t
2
u(0)
[
(1 + t2v(0))
∥∥∥∥T+F
(
1
0
)∥∥∥∥
2
− PG(tv(0))
]
+ 2tu(0)
〈
T+F
(
1
0
)
, T+F
(
0
1
)〉
(1 + t2v(0))
+
[
(1 + t2v(0))
∥∥∥∥T+F
(
0
1
)∥∥∥∥
2
− PG(tv(0))
]
= ǫ2 (4.16)
and
R2(tu(0), tv(0)) := t
2
u(n)
[
(1 + t2v(0))
∥∥∥∥T−F
(
1
0
)∥∥∥∥
2
− PG(tv(0))
]
+ 2tu(0)
〈
T−F
(
1
0
)
, T−F
(
0
1
)〉
(1 + t2v(0))
+
[
(1 + t2v(0))
∥∥∥∥T−F
(
0
1
)∥∥∥∥
2
− PG(tv(0))
]
= η2. (4.17)
Thus, tu(0) is a root of the two polynomials t→ R1(t, tv(0))−ǫ2 and t→ R2−η2.
Therefore, the resultant of these polynomials must be zero. All the coefficients in
R1 and R2 are bounded uniformly over (ωm)m∈J−N,NK. Thus the resultant R(tv(0))
of R1( · , tv(0)) and R2( · , tv(0)) is smaller than e−lβ/4.
If we have tu(0) = tan θu(0) but tv(0) = cot θv(0) instead of tv(0) = tan θv(0),
the resultant Q(t) obtained is equal to t8R(1/t). If we have tu(0) = cot θu(0) and
tu(0) = tan θu(0) instead of tu(0) = tan θu(0) and tv(0) = tan θv(0), the resultant
obtained is R
Now, the resultant R is an analytic function of the random variables
(ω−2N , ω−2N+1, . . . , ω2N). We will now prove that, as a function of these random
variables, it is not constantly the zero polynomial. This will be done under the
assumption ω−2N = ω−8N+1 = · · · = ω2N . Under this assumption we have
∀x ∈ (−N,N), Vω(x) =
∑
n∈Z
ωnq(x− n) = ω0
∑
n∈(x−N,X+N)∩Z
q(x− n).
Therefore, we come down to the study of the ODEs
∀x ∈ (−N,N), y′′(x) = (ω0q˜(x)− •) y(x) (4.18)
where q˜ is one-periodic, q˜ > 0 on some interval K ⊂ (−1/2, 1/2) and • ∈ {F,G}.
We now prove the
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Lemma 4.5. There exists ω0 such that, Ri0 is not the zero polynomial.
Proof. The fact that the resultant Ri0 is the zero polynomial is equivalent to the
fact that, for all t′ ∈ R, the polynomials R1( · , t′) and R2( · , t′) have a common root.
This is also equivalent to the fact that for all w 6= 0 satisfying (4.18) for • = G,
there exists a function z := z(w) 6= 0 satisfying (4.18) for • = F such that∣∣∣∣∣
(
rz(2N)
rz(0)
)2
−
(
rw(2N)
rw(0)
)2∣∣∣∣∣ +
∣∣∣∣∣
(
rz(−2N)
rz(0)
)2
−
(
rw(−2N)
rw(0)
)2∣∣∣∣∣ = 0. (4.19)
Now, using Propositions B.1, B.3 and B.2, we know there exists ω0 such that the
discriminants DF and DG are not equal or opposite and satisfy |DF | > 2 and |DG| >
2. Let λF and λG be the associated Floquet multipliers with absolute value strictly
larger than 1. Without loss of generality we will suppose that |λF | > |λG| > 1. Let
w be a normalized Floquet solution associated to λF . Then,
rw(2N)
rw(0)
=
rw(0)
rw(−2N) =
λ2F . Let (f
G
1 , f
G
2 ) be normalized Floquet solutions associated to λG and λ
−1
G and
let pG = 〈fG1 , fG2 〉q. Then, for any solution z of (4.18) with • = G, there exists
(A,B) ∈ R2 such that
z = AfG1 +Bf
G
2 .
Therefore, we compute
T+G z = AλGf
G
1 +Bλ
−1
G f
G
2
T−G z = Aλ
−1
G f
G
1 +BλGf
G
2
and
rz(2N)
rz(0)
=
A2λ2G +B
2λ−2G + 2pGAB
A2 +B2 + 2pGAB
rz(−2N)
rz(0)
=
A2λ−2G +B
2λ2G + 2pGAB
A2 +B2 + 2pGAB
Let (A,B) = R(sinφ, cosφ) with (R, φ) ∈ (0,∞) × [0, 2π). Then, for w as above
(4.19) can only be satisfied for z such that B 6= 0. Let τ = tanφ. Then, we have
rz(2N)
rz(0)
=
τ 2λ2G + λ
−2
G + 2pGτ
τ 2 + 1 + 2pGτ
rz(−2N)
rz(0)
=
τ 2λ−2G + λ
2
G + 2pGτ
τ 2 + 1 + 2pGτ
Therefore, there exists a non-zero z such that (4.19) is satisfied if and only if there
exits τ ∈ R such that
λ2F =
τ 2λ2G + λ
−2
G + 2pGτ
τ 2 + 1 + 2pGτ
λ−2F =
τ 2λ−2G + λ
2
G + 2pGτ
τ 2 + 1 + 2pGτ
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This is also equivalent to the fact that there exists τ ∈ R such that
τ 2
(
λ2G − λ2F
)
+ 2pG(1− λ2F )τ +
(
λ−2G − λ2F
)
= 0
τ 2
(
λ−2G − λ−2F
)
+ 2pG(1− λ−2F )τ +
(
λ2G − λ−2F
)
= 0
Eventually, this is also equivalent to the fact that the resultant of these two polyno-
mials is zero, i.e
∣∣∣∣∣∣∣∣
λ2G − λ2F 0 λ−2G − λ−2F 0
2pG(1− λ2F ) λ2G − λ2F 2pG(1− λ−2F ) λ−2G − λ−2F
λ−2G − λ2F 2pG(1− λ2F ) λ2G − λ−2F 2pG(1− λ−2F )
0 λ−2G − λ2F 0 λ2G − λ−2F
∣∣∣∣∣∣∣∣
= 0 (4.20)
Now, define 

∆1 = λ
2
G − λ2F < 0
Π+ = 2pG(1− λ2F )
∆2 = λ
−2
G − λ2F < 0
∆3 = λ
−2
G − λ−2F = −∆1λ−2G λ−2F
Π− = 2pG(1− λ−2F ) = −Π+λ−2F
∆4 = λ
2
G − λ−2F = −∆2λ2Gλ−2F
To conclude the proof of Lemma 4.5 it therefore suffices to show that the matrix
M :=


∆1 0 ∆3 0
Π+ ∆1 Π− ∆3
∆2 Π+ ∆4 Π−
0 ∆2 0 ∆4

 (4.21)
satisfies det(M) 6= 0.
A straightforward calculus shows that
det(M) = (∆1∆4 −∆2∆3)2 + (Π−∆1 − Π+∆3) (Π−∆2 − Π+∆4)
= [∆1∆2λ
−2
F (λ
2
G − λ−2G )]2 + Π2+∆1∆2
(−λ2F + λ−2F λ−2G ) (−λ2F + λ2Gλ−2F ) =: A2 +B
with
A = ∆1∆2λ
−2
F (λ
2
G − λ−2G ) 6= 0
Now, we compute
(−λ2F + λ−2F λ−2G ) (−λ2F + λ2Gλ−2F ) = λ−4F (λ4F − λ−2G ) (λ4F − λ2G) > 0
because λ2F > λ
2
G > 1. Now, as δ1δ2 > 0, we have A
2 > 0 and B ≥ 0. Therefore,
det(M) > 0 and the resultant of the two polynomial is not zero for our choice of ω0.
This concludes the proof of Lemma 4.5.
We can now finish the proof of Lemma 4.4. There exist (ω−8N , . . . , ω8N) such
that the coefficients of Ri0 are not all equal to zero. Now, write
Ri0(X) =
∑8
i=0 fi(ω−8N , . . . , ω8N)X
i where the (fi)i are analytic. Then, one of the
functions (fi)i must be not constantly equal to zero. Besides, by construction, we
have |Ri0(tv(0))| ≤ e−lβ/4. This completes the proof of Lemma 4.4 and therefore the
proof of Lemma 3.5, as in [15].
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A Analytic functions of several real variables
In this section, we extract two properties of analytic functions of several real vari-
ables that were proved in [15], but first, we remind the reader of the Weierstrass
preparation theorem ([12]). For x ∈ Rn, we will write x = (xˆ, xn).
Theorem A.1. Let O be an open subset of Rn that contains the origin and let
f : O → R be an analytic function vanishing at the origin such that the analytic
function xn 7→ f(0, · · · , 0, xn) has a zero of order m ∈ N∗ at 0. There exists a
neighborhood U of the origin, a Weierstrass polynomial P (xˆ, xn) = a0(xˆ)+a1(xˆ)xn+
· · · + am−1(xˆ)xm−1n + xmn , defined on U , with ai(0) = 0 for all i ∈ J1, m − 1K, and
an analytic function g : U → R with g(0) 6= 0, such that, for all x ∈ U , we have
f(x) = P (x)g(x).
Proposition A.2. Fix Ω ⊂ Rn an open set and f : Ω → R a non zero analytic
function. Fix G a compact subset of Ω. There exist ǫ0 > 0 and m ∈ N∗ such that,
for all 0 < ǫ < ǫ0, we have |{x ∈ G, |f(x)| < ǫ}| ≤
(
ǫ
ǫ0
)1/m
.
Proposition A.3. Fix Ω ⊂ Rn an open set containing the origin and f : Ω → R
an analytic function such that, for all (xˆ, xn) ∈ Ω, the function hn 7→ f(xˆ, xn + hn)
is not constantly equal to zero in a neighborhood of the 0. Fix G := [−M,M ]n a
compact subset of Ω. There exists ǫ0 > 0 and m ∈ N∗ such that, for all 0 < ǫ < ǫ0
and xˆ ∈ [−M,M ]n−1, we have |{xn ∈ [−M,M ], |f(xˆ, xn)| < ǫ}| ≤
(
ǫ
ǫ0
)1/m
.
B Properties of Floquet solutions
In this section, we remind the reader of fact concerning Floquet theory and prove
simple properties that are used in the proof of decorrelation estimates.
Let W : R → R be a 1-periodic bounded potential and w : R → R a 1-periodic
non-negative weight function. For λ ∈ R, consider the following ODE
y′′(x) +W (x)y(x) = λw(x)y(x) (B.1)
Let Φλ,Ψλ be the solutions of this ODE satisfying Φλ(0) = Ψ
′
λ(0) = 1 and Φ
′
λ(0) =
Ψλ(0) = 0. Now, define the matrix T (λ) =
(
Φλ(1) Ψλ(1)
Φ′λ(1) Ψ
′
λ(1)
)
, and D(λ) := tr[T (Λ)].
We know that det(T (λ)) = 1, so the characteristic polynomial of T (λ) is X2 −
D(λ)X + 1.
If D(λ) = ±2, 1 is the only eigenvalue of T , and there exists two different
solutions (u, v) of (B.1) that satisfy
u(x+ 1) = ±u(x)
v(x+ 1) = (ax± 1)v(x)
for some a ∈ R. Note that a = 0 if and only if T (λ) = I2, and that if T (λ) 6= I2,
two such solutions differs from a multiplicative scalar. We then obtain at least one
periodic solution when D(λ) = 2 and one semi-periodic solution when D(λ) = −2
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If D(λ) 6= 2, and if we note µ±(λ) = D(λ)±
√
D(λ)2 − 4
2
, which are named
Floquet multipliers, then there exists two solutions (u, v) that satisfy
u(x+ 1) = µ+(λ)u(x)
v(x+ 1) = µ−(λ)v(x)
and any other solution satisfying one of these conditions differ of a multiplicative
scalar. These solutions are called Floquet solutions.
Now, fix (E1, E2) ∈ R2 with E1 < E2, qper a bounded 1 periodic-function and w
a 1-periodic bounded weight function such that there exists η > 0 and K ⊂ [0, 1] an
interval satisfying
η · 1K ≤ w (B.2)
For i ∈ {1, 2} and λ ∈ R we consider the ODE
(Eλi ) : y′′ + (qper + Ei)y = λwy
and we consider D1(λ) and D2(λ) as defined above. We will suppose either that w
is bounded from below by a positive constant or that qper := 0. We now prove the
Proposition B.1. There exists λ0 such that for λ < λ0 we have |Di(λ)| > 2 for
i ∈ {1, 2}
Proof. It suffices to prove the result for D1, for instance. Because w is non-negative
and positive on a interval a positive length, the ODE are Sturm-Liouville equations
in the so-called semi-definite case. Therefore, following [2, Section 4], there exists
λinf such that (−∞, λinf) is an instability interval, so that every λ < λinf satisfies
|D1(λ)| > 2.
Proposition B.2. Suppose w is bounded from below by a positive constant. Then,
there exists λ such that |D1(λ)| 6= |D2(λ)|
Proof. Since, w is bounded from below by a positive constant, we are in the so-called
definite case. We can consider the eigenvalue problem
Hiy :=
1
w
(y′′ + (qper + Ei)y) = λy (B.3)
As E1 < E2, the lower anti-periodic eigenvalue λ1 of H1 is strictly smaller than the
lower periodic eigenvalue λ2 of H2. Therefore, D1(λ2) > 2 whereas D2(λ2) = 2.
Proposition B.3. Suppose qper := 0. There exists a set S ⊂ R with no accumulation
point such that, if (E1, E2) ∈ R2 − S2, there exists λ such that |D1(λ)| 6= |D2(λ)|
Proof. For i ∈ {1, 2}, let Φiλ, Ψiλ be the solutions of Hiy = λy satisfying Φiλ(0) =
(Ψiλ)
′(0) = 1 and (Φiλ)
′(0) = Ψiλ(0) = 0. Then, we know from Duhamel formula that
Φiλ(t) = cos(
√
Eit)− λ√
Ei
∫ t
0
sin(
√
Ei(t− s))w(s)Φλ(s)ds,
Ψiλ(t) =
sin(
√
Eit)√
Ei
− λ√
Ei
∫ t
0
sin(
√
Ei(t− s))w(s)Φλ(s)ds.
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Therefore, we obtain the first order Taylor expansions
Φiλ(1) = cos(
√
Ei)− λ√
Ei
∫ 1
0
sin(
√
Ei(1− s))w(s) cos(
√
Eis)ds+ o(λ),
(Ψiλ)
′(1) = cos(
√
Ei)− λ√
Ei
∫ 1
0
cos(
√
Ei(1− s))w(s) sin(
√
Eis)ds+ o(λ).
Hence,
Di(λ) = 2 cos(
√
Ei)− λ
(∫ 1
0
w(s)ds
)
sin
√
Ei√
Ei
+ o(λ) (B.4)
Now, as
∫ 1
0
w(s)ds 6= 0 by assumption, we have
(∀λ, D1(λ) = D2(λ) ) =⇒


cos
√
E1 = cos
√
E2
sin
√
E1√
E1
=
sin
√
E2√
E2
=⇒
{
E1 = (k1π)
2
E2 = (k2π)
2 for some integers k1, k2 with same parity.
References
[1] Jean V. Bellissard, Peter D. Hislop, and Gu¨nter Stolz. Correlation estimates in
the Anderson model. J. Stat. Phys., 129(4):649–662, 2007.
[2] P. Binding and H. Volkmer. A Pru¨fer angle approach to semidefinite Sturm-
Liouville problems with coupling boundary conditions. J. Differential Equa-
tions, 255(5):761–778, 2013.
[3] Rene´ Carmona and Jean Lacroix. Spectral theory of random Schro¨dinger oper-
ators. Probability and its Applications. Birkha¨user Boston, Inc., Boston, MA,
1990.
[4] Jean-Michel Combes, Franc¸ois Germinet, and Abel Klein. Generalized
eigenvalue-counting estimates for the anderson model. Journal of Statistical
Physics, 135:201–216, 2009. 10.1007/s10955-009-9731-3.
[5] Jean-Michel Combes, Peter D. Hislop, and Fre´de´ric Klopp. An optimal Wegner
estimate and its application to the global continuity of the integrated density of
states for random Schro¨dinger operators. Duke Math. J., 140(3):469–498, 2007.
[6] F. Germinet and F. Klopp. Spectral statistics for random Schro¨dinger operators
in the localized regime. ArXiv e-prints, November 2010.
[7] Franc¸ois Germinet and Abel Klein. Bootstrap multiscale analysis and localiza-
tion in random media. Comm. Math. Phys., 222(2):415–448, 2001.
19
[8] Gian Michele Graf and Alessio Vaghi. A remark on the estimate of a determi-
nant by Minami. Lett. Math. Phys., 79(1):17–22, 2007.
[9] Fre´de´ric Klopp. Localization for some continuous random Schro¨dinger opera-
tors. Comm. Math. Phys., 167(3):553–569, 1995.
[10] Fre´de´ric Klopp. Decorrelation estimates for the eigenlevels of the discrete An-
derson model in the localized regime. Comm. Math. Phys., 303(1):233–260,
2011.
[11] Fre´de´ric Klopp. Inverse tunneling estimates and applications to the study of
spectral statistics of random operators on the real line. J. Reine Angew. Math.,
690:79–113, 2014.
[12] S.  Lojasiewicz. Ensembles semi-analytiques. Institut des Hautes Etudes Scien-
tifiques, 1965.
[13] Nariyuki Minami. Local fluctuation of the spectrum of a multidimensional
Anderson tight binding model. Comm. Math. Phys., 177(3):709–725, 1996.
[14] I. Nakic´, M. Ta¨ufer, M. Tautenhahn, and I. Veselic´. Scale-free uncertainty
principles and Wegner estimates for random breather potentials. ArXiv e-prints,
October 2014.
[15] C. Shirley. Decorrelation estimates for some continuous and discrete random
schro¨dinger operators in dimension one and applications to spectral statistics.
ArXiv e-prints, September 2014.
[16] Christopher Shirley. Decorrelation estimates for random discrete scho¨dinger
operators in dimension one and applications to spectral statistics. Journal of
Statistical Physics, pages 1–43, 2014.
[17] Martin Tautenhahn and Ivan Veselic´. Minami’s estimate: beyond rank one
perturbation and monotonicity. Ann. Henri Poincare´, 15(4):737–754, 2014.
[18] Tuan Phong Trinh. Decorrelation estimates for a 1D tight binding model in the
localized regime. Ann. Henri Poincare´, 15(3):469–499, 2014.
[19] Ivan Veselic´. Wegner estimate for discrete alloy-type models. Ann. Henri
Poincare´, 11(5):991–1005, 2010.
20
