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A gépi tanulás szerepe és hatásai a 
közlekedésben
Napjainkban a közlekedés folyamatos változáson megy keresztül, 
amely szinte minden részterületét érinti és hatással lesz a jövőre is. 
Közlekedésszervezési oldalon az új adatgyűjtési technikák soha nem 
látott lehetőségeket nyitottak meg a forgalombecslés és -irányítás te-
rületén.
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1. BEVEZETÉS
Az emberek nagy részénél meglévő 
okoseszközök lehetővé teszik az új innovatív 
navigációs és útvonaltervező szolgáltatások 
(1. ábra) kifejlesztését. Ez utóbbiakat már nem 
is igazán írja le jól a nevük, hiszen ennél jó-
val összetettebb megoldások jelennek meg, 
amelyeket az ún. „Mobility as a Service” ki-
fejezés alá sorolhatunk. Ennek során már a 
felhasználó teljes mobilitási igényeire keressük 
a válaszokat, beleértve a közlekedési módoza-
tokat, figyelembe véve a különböző optima-
lizálási kritériumokat (eljutási idő, költség, 
károsanyag-kibocsátás). Ennek részeként 
egyre nagyobb teret kapnak a járműmegosztó 
szolgáltatások, ahol a legkülönbözőbb típusú 
és kategóriájú járműveket vehetik igénybe a 
felhasználók a nagyvárosokban, kihasználva 
az okoseszközök által nyújtott kényelmi szol-
gáltatásokat.
Járműipari oldalon két fő területen láthatunk 
komoly fejlődést. A hajtásláncoknál jelenleg 
még lassan, de folyamatosan gyorsuló ütem-
ben terjednek az olyan alternatív megoldá-
sok, mint a hibrid és elektromos hajtások. Ezt 
a folyamatot tovább gyorsította a 2015-ben 
kirobbant „dízelbotrány”, valamint a német 
szövetségi bíróság 2018. februári ítélete, amely 
lehetővé teszi az Euro 6-os környezetvédelmi 
besorolásnál rosszabb dízelüzemű gépjármű-
vek városokból történő kitiltását.
A másik jelentős tempóban fejlődő terület a 
vezetéstámogató rendszereké ([1] és [2]), ahol 
a fejlesztők célja, hogy végül teljesen auto-
matizált járművek közlekedjenek az utakon. 
Ennek elérése érdekében két technológiai 
terület bevonására van szükség. Az egyik a 
modern vezeték nélküli infokommunikáci-
ós megoldások, a másik pedig a mesterséges 
intelligencia, azon belül is a gépi tanulás. 
A hagyományos autógyártók és beszállítóik 
ezzel a tudással korábban nem rendelkeztek, 
így mozgástérhez jutottak a nagy nemzet-
közi IT cégek. Ezek komoly hatással voltak 
az elmúlt évek fejlesztéseire, amelyek között 
találunk pozitív és negatív példákat is. Az 
egyik legjelentősebb fejlesztés a Google ön-
vezető autója, amely Waymo néven jelenleg 
egy publikus pilot projektet futtat egy telje-
sen önvezető flottával Arizona állam bizo-
nyos városaiban.
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A fejlesztők rendkívül komolyan veszik a biz-
tonságot [3] és kellő figyelmet fordítanak mind 
a virtuális, mind pedig a valós tesztekre. Saj-
nos negatív tapasztalatokat is találunk az el-
múlt évekből. Az egyik a Tesla Autopilot nevű 
rendszerével kapcsolatos, amely több halálos 
kimenetelű balesethez (például [4]) vezetett. 
Mivel a rendszer 2-es szintű vezetéstámogató 
rendszer, ezért jogilag a járművezető a fele-
lős. A másik szomorú példa az Uber tesztelés 
alatt álló önvezető járműve – emberi felügyelet 
mellett – elgázolt egy kerékpárost, aki nem élte 
túl az ütközést. A téma felkapottsága miatt a 
fejlesztők minél gyorsabban próbálnak ered-
ményeket felmutatni, és az új szereplők nem 
mindig követik azokat a biztonsági és teszte-
lési eljárásokat, amelyek a hagyományos gyár-
tóknál már beváltak. Mindezek komoly etikai 
kérdéseket vetnek fel, amelyek veszélyeztethe-
tik az önvezető járművek társadalmi elfoga-
dottságát.
Cikkünkben először bevezetjük a mesterséges 
intelligencia és a gépi tanulás fogalmát. Ezt 
követően rámutatunk a jogi, etikai és infra-
strukturális kérdésekre, és egy rövid kitekin-
tést adunk arról, hogy milyen hatással lehet 
ez az innovációs szektorra. Végül egy konkrét 
esettanulmányon keresztül bemutatjuk a gépi 
tanulás járműirányítási célú felhasználását, 
amit a ZalaZone tesztpálya segítségével tesz-
teltünk.
2. MESTERSÉGES INTELLIGENCIA 
ÉS GÉPI TANULÁS
Ahogy az előzőekben már említésre került, 
abban szinte egyhangúak a vélemények, 
hogy a mesterséges intelligencia alkalmazása 
a közlekedés területén már ma is megjelent 
és egyre intenzívebb szerepet fog betölteni, 
különös tekintettel az önvezető járművekre. 
A következőkben áttekintjük, hogy ezen be-
lül mely területek adhatnak hatékony meg-
oldásokat a legfontosabb járműirányítási 
problémákra.
A mesterséges intelligencia első alapvető fo-
galma az ágens. Ezen egy olyan algoritmust 
értünk, amely érzékeli környezetét és auto-
nóm módon cselekszik. A racionális ágens 
pedig a legjobb (várható) kimenetel érdekében 
cselekszik [5].
A mesterséges intelligencia rendkívül széles 
tudományterület, ezen belül napjaink egyik 
legdinamikusabban fejlődő területe a gépi 
tanulás. Ennek két fő oka van, amelyek kö-
zül az első a számítógépek számítási teljesít-
ményének évtizedek óta tartó exponenciális 
növekedése, a második pedig az internetnek 
köszönhető hatalmas mennyiségű adat rendel-
kezésre állása. Definíció szerint egy számító-
gépes programról akkor mondjuk, hogy tanul 
egy E tapasztalatból a T feladat tekintetében, 
ha a teljesítménynek T-re vonatkozó P mérő-
száma növekszik az E tapasztalattal [6].
1. ábra: Waymo önvezető autó tesztelés 
közben és a Google útvonaljavaslatai 
(forrás: Waymo, Google)
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A gépi tanuláson belül három fontos csoportot 
különböztetünk meg:
• felügyelt tanulás: címkézett adatok segítsé-
gével (azaz ismert bemenetekre ismerjük a 
rendszer válaszát) határozzuk meg a válto-
zók közötti függvénykapcsolatot;
• felügyelet nélküli tanulás: következtető 
függvény előállítása, amely rejtett struktú-
rákat ír le címkézetlen adatokból;
• megerősítéses tanulás: az ágens megtanulja, 
hogy hogyan kell viselkednie egy adott kör-
nyezetben, hogy a jutalmát maximalizálja.
A gépi tanuláson belül két fontos területet 
övez intenzív érdeklődés a járműipar részéről. 
Az első a mélytanulás vagy a mély mestersé-
ges neurális hálózatok alkalmazása. A mes-
terséges neuron megalkotása már 1943-ban 
megtörtént, majd a ’60-as években Rosenblatt 
úttörő munkássága újabb lökést adott a témá-
nak [7]. Azonban ezt követően a ’80-as évek 
végéig tetszhalott állapotban maradt. Az új el-
méleti eredmények mellett az egyre gyorsabb 
számítógépek is sokat segítettek a téma fellen-
dülésében. Ekkor alakult ki a mélytanulás ki-
fejezés is, amely a 2010-es évektől kezdve már 
a köztudatba is beszivárgott. A mélytanulás 
során olyan előrecsatolt neurális hálózatokat 
alkalmaznak, amelyek a be- és kimeneti ré-
tegek között több rejtett réteget is tartalmaz-
nak. Habár egy előrecsatolt neurális hálózat 
egy rejtett réteggel (véges számú neuronnal) 
is képes közelíteni foly-
tonos függvényeket az 
n-dimenziós tér (Rn) 
egy kompakt részhal-
mazán, azonban több 
rejtett réteggel (2. ábra) 
ugyanaz a feladat keve-
sebb neuronnal is meg-
valósítható [8].
Az ilyen többrétegű 
hálózatok kiválóan al-
kalmasak például klasz-
szifikációs feladatokra, 
amikor a címkézett 
nyers szenzoradatokból 
betanítható egy objek-
tumfelismerő hálózat. 
Ilyenkor nincs szükség 
klasszikus képfeldolgozási lépésekre, ezek ma-
guktól alakulnak ki a hálózat rétegein belül. 
A járművekben elsősorban képfeldolgozásra 
használják ezeket a módszereket, amelyek a 
hálózat bemenete után általában konvolúciós 
rétegeket helyeznek el. Emellett objektum-
klasszifikációra alkalmazzák radarjelek fel-
dolgozásánál. Továbbá vannak olyan törek-
vések is, ahol a nyers szenzorbemenetekből 
közvetlenül próbálják előállítani a beavatkozó 
jeleket, ami az ún. „end-to-end-learning” fel-
adatokhoz vezet. Például a kamera képből és a 
kormányszögből történik a hálózat betanítása 
sávkövetésre.
A másik fontos terület a megerősítéses tanu-
lás, amely a klasszikus valószínűségi megkö-
zelítéséket próbálja meg ötvözni a mély neu-
rális hálózatokkal. A megerősítéses tanulás 
alapelve, hogy az ágens megadott akciókat 
hajthat végre (cselekszik) a környezetében, 
amelynek hatására a környezet állapota meg-
változik, és egy új állapotvektort ad vissza az 
ágensnek (3. ábra).
Emellett egy nagyon fontos tulajdonsága, hogy 
minden egyes lépésben egy skalár értéket, az 
ún. jutalmat is visszaadja az ágens részére. 
Az ágens célja, hogy a kumulált jutalomjelet 
hosszútávon maximalizálja. Emiatt a meg-
erősítéses tanulásnál az állapotváltozók meg-
határozásán túl a jutalom definiálása is elsőd-
2. ábra: Példa a többrétegű mesterséges neurális hálózatokra [18]
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leges fontosságú, hiszen ez határozza meg az 
optimalizációs célt. A környezetmodellezés 
jellemzően Markov döntési folyamattal törté-
nik, míg az ágens viselkedését egy ún. „policy” 
függvény írja le, amely az állapotok és akciók 
közötti összerendelést adja meg, így a cél az 
optimális „policy” meghatározása. Léteznek 
olyan módszerek is, amelyek nem közvetlenül 
próbálják meghatározni a „policy”-t, hanem az 
egyes állapotokhoz értékeket rendelnek hozzá 
(„value” függvény) attól függően, hogy mek-
kora várható jutalmat lehet elérni az adott álla-
potból. Itt használják fel a kutatók a mélytanu-
lás eredményeit, és a mély neurális hálózatokat 
függvényapproximátorként alkalmazzák az 
optimális „policy” és „value” függvények meg-
határozásához.
A legtöbb megerősítéses algoritmus nem is-
meri a környezet modelljét („model-free”), 
csak a választható akciókat, az állapotvektort 
és a jutalmat. Ennek megfelelően véletlen-
szerű akciókkal kezdi működését és itera-
tív módon keresi az optimális megoldást. A 
keresés során fontos megtalálni a felfedezés 
(exploration) és kihasználás (exploitation) 
egyensúlyát, azaz mennyit használjon fel 
még a meglévő tudásból és mennyit próbál-
kozzon még véletlenszerűen? Itt a mérleg a 
tanulás hossza és a lokális optimumokban 
való beragadás között billeg. Ezek a módsze-
rek alkalmasak lehetnek trajektória tervezé-
sére [9], döntéshozásra, energia és egyéb op-
timumok megtalálására. Előnyük a felügyelt 
tanulással szemben, hogy nem kell megadni 
az optimális tanítómintákat, azok maguk-
tól alakulnak ki. Így például egy trajektória 
tervezésénél nem az 
ember által végrehaj-
tott trajektóriát fog 
az ágens megtanul-
ni, hanem egy közel 
optimálisat.
Érdekes példákat mu-
tatnak erre a téma egyik 
vezető kutatóhelyének, 
a Deepmindnak az 
eredményei. A cég kuta-
tói számítógépes és táb-
lajátékokkal demonst-
rálják eredményeiket. A legutóbbi Alpha Go 
Zero algoritmusuk sakkban és Go-ban is az 
emberi játékosok, valamint a jelenlegi legjobb 
sakkgépek fölé emelkedett [10]. Ezt pedig úgy 
érte el, hogy előzetes ismeretek nélkül, pusz-
tán magával játszva tanulta meg az optimális 
stratégiákat.
3. HATÁSOK AZ INNOVÁCIÓ  
SZEKTORRA
Az önvezető járművek, az elektromobilitás 
és a gyártásautomatizálás (Ipar 4.0) nagyon 
erős hatással van a járműiparra. Az iparág ko-
moly átalakuláson megy keresztül, amelynek 
köszönhetően megváltozik a mérnökök felé 
támasztott tudásigény. Erre természetesen a 
felsőoktatásnak is válaszolnia kell új képzé-
sek indításával és a hagyományos képzések 
modernizálásával. A BME Közlekedésmérnö-
ki és Járműmérnöki Kara 2012-ben indította 
el a Járműmechatronika specializációt a BSc 
járműmérnök képzésen, amely folyamatosan 
pozitív visszajelzéseket kap a Magyarországon 
jelenlévő járműipari cégektől. Emellett 2018-
ban a Villamosmérnöki és Informatikai Karral 
közösen elindult az angol nyelvű Autonomous 
Vehicle Control Engineering MSc program, 
amely a legmodernebb tudás átadását tűzte ki 
célul a járműautomatizálás területén.
Nagyon erős katalizátor hatása lehet a Ma-
gyarországon épült ZalaZone autonóm jármű-
ipari tesztpályának ( [11] és [12]). A létesítmény 
Zalaegerszeg közelében épül 250 hektáron. 
Területén a következő tesztek elvégzésére van 
lehetőség:
3. ábra: Az ágens-környezet interakció 
egy Markov döntési folyamatban [19]
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• klasszikus járműdinamikai tesztek és 
validáció,
• teljesen integrált autonóm járműves tesztek 
és validáció,
• környezet felépítésével (akadályok, jelző-
lámpák, forgalomirányítás, további jármű-
vek, gyalogosok, biciklisek),
• komplex vezetési és forgalmi szituációk,
• okos város elemek,
• tesztek és validáció a prototípus tesztelésé-
től a tömeggyártásig.
 
3.1. Jog és etika
A jogi és etikai háttér szorosan összefügg. 
Sok országban (többek között Magyarorszá-
gon) bizonyos feltételekkel engedik az önve-
zető járművek tesztelését. Várhatóan szériá-
ban is pár éven belül az utakra kerülhetnek 
részleges önvezető funkciókkal rendelkező 
járművek, ezért szükséges a jogi szabályozást 
minél hamarabb kialakítani. Az egyik leg-
fontosabb kérdés, hogy egy teljesen önvezető 
járműnek mi legyen az elsődleges biztonsági 
célja. Azaz egy elkerülhetetlen balesetnél a 
teljes kockázatot (a többi résztvevőt is bele-
értve) vagy csak a járműben ülők kockázatát 
csökkentse. Társadalmi elvárás lehetne, hogy 
a teljes kockázatot mérlegelje, de az értéke-
sítést ez jelentősen megnehezítené. A másik 
kérdés, hogy a jelenlegi közlekedési szabá-
lyokat figyelembe véve, mely szabályokat és 
milyen módon szeghetné meg az önvezető 
jármű. Például a záróvonal átlépés nem lehet 
teljesen szigorú, hiszen egy szabálytalan ki-
kerülő manőver akár életet is menthet. Egy 
kisebb sebességtúllépés a forgalomtól függő-
en akár csökkentheti is a baleseti kockáza-
tot. Ezek szabályozása alapvető fontosságú, 
hiszen a gyártóknak óriási felelősségük lesz, 
ezért tisztában kell lenniük a lehetőségeikkel. 
Végül a közvélemény előtt is ismertek a mo-
rális döntési kérdések. Például egy elkerülhe-
tetlen baleset esetén kinek az élete ér többet. 
Szerencsére az önvezető járművek a várható 
szituációkat előre kiértékelik, és nagyon kis 
valószínűséggel állnak elő olyan speciális he-
lyezetek, amelyekben minden választási lehe-
tőség ugyanolyan kockázatokat rejt, így az a 
kérdés talán az adott helyzet kockázatelem-
zésével is megoldható.
Mindez rendkívül sok és összetett szoftverjogi, 
büntetőjogi, felelősségi és adatvédelmi kérdést 
vet fel a jogi oldalon. Emellett új alapokra kell 
helyezni a járműbiztosítások rendszerét is, hi-
szen a járművezetők már csak utasként, eset-
leg üzembentartóként fognak funkcionálni.
Ezek után szót kell ejteni az infrastruktúra 
helyzetéről. Ennek minősége és a karbantartási 
szintje kulcsfontosságú az autonóm járművek 
megfelelő működéséhez. A jelenlegi jelzések és 
azok ellenőrzései az emberi látásra alapoznak, 
nem pedig a gépi látásra. Ennek megfelelően 
sok olyan hiba és következetlenség előfordul-
hat, amely az embernek nem, azonban a gép-
nek problémát okoz. Az útburkolati jelek és 
közlekedési táblák szigorúbb szabványosítása 
fontos lenne. Fontos megemlíteni az ideiglenes 
eltereléseket és jelzéseiket. Itt gyakran talál-
kozhatunk nem egyértelmű szituációkkal (4. 
ábra), amit a korábban már leírt módon intui-
tíven és kooperálva képesek az emberi jármű-
vezetők megoldani.
4. ESETTANULMÁNY
A következőkben egy olyan folyamatban lévő 
kutatásunkat mutatjuk be, amelynek során a 
megerősítéses tanulás segítségével próbálunk 
egy ágenst betanítani egy járműtrajektória op-
timális megtervezéséhez.
A feladat alapvető fontosságú a járműirányí-
tás és -automatizálás területén. Célja, hogy 
a járművet egy kezdeti dinamikai állapot-
ból (pozíció, állásszög, sebesség, gyorsulás 
4. ábra: Példa a nehezen értelmezhető jel-
zésekre (forrás: Richmond District blog)
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stb.) egy végállapotba vezessük. A feladat egy 
multikritériumos nemlineáris optimalizálási 
feladatként írható fel, ahol a szempontjaink az 
alábbiak:
• Pontosság
• Biztonság
◦ Megvalósíthatóság és robusztusság
• Kényelem 
◦ Testreszabhatóság
• Egyértelmű stratégia
• Algoritmus sebessége
Az elmúlt évek kutatásaiban a megerősítéses 
tanulás módszereivel folytattunk kísérleteket 
a feladat megoldására. Az általunk kifejlesztett 
algoritmus némileg különbözik a korábbiak-
ban bemutatott általános megerősítő tanulási 
ciklustól, a módszer az 5. ábrán látható.
Minden epizódban az ágens megkapja a kez-
deti és a kívánt jármű végállapotot és - spline 
illesztéssel - generál egy trajektóriát a köztes 
pontok megadásával. A tervezett pályán a 
klasszikus hossz- és keresztirányú szabályo-
zók végigvezetik a járműmodellt és a dina-
mikai paraméterek alapján értékelésre kerül a 
trajektória jósága. A jutalom értéket a kiérté-
kelés után megkapja a tanuló ágens. Ezután a 
folyamat kezdődik elölről egy új epizóddal. A 
bemutatott folyamat egy-egy lépéses megerő-
sítéses tanulás, aminél egy epizód csak egy lé-
pésből áll és nem veszi figyelembe a következő 
állapotot. Ez az egyszerűsítés egyben redukál-
ja a tanítási feladat komplexitását. Az állapot 
és az akciótér folytonos értékekből áll. Az al-
kalmazott DDPG (Deep Deterministic Policy 
Gradient) tanuló algoritmus [13] a kísérleteink 
alapján jól teljesít ezen feltételek mellett.
4.1. Tanító környezet
A trajektóriatervező 
megoldás valós jár-
művön való futtatása 
előtt, a DDPG ágenst 
egy mesterséges tanuló 
környezetben kell elhe-
lyezni, ahol az próbál-
kozások sorozatával, 
tapasztalatot gyűjtve 
törekedni tud a jutalom 
maximalizálására. A szimulációs környezet a 
következő összetevőkből épül fel:
• teljesíthető trajektóriát generáló algoritmus,
• nemlineáris biciklimodell, dinamikus ke-
rékmodellel,
• hossz- és keresztirányú szabályzó,
• jutalom függvény.
4.2. Trajektóriatervezés
A trajektóriatervező módszer bemenete a jár-
mű állapota a kezdeti és a végpontban. Ezen 
információkat alapul véve a tanuló ágens meg-
határozza a trajektória köztes pontjait.
Az alábbiakban egy konkrét esetre mutatjuk 
be a tanítást, aminél a jármű sebessége kons-
tans, 90 km/h. A kezdeti állapotvektor (1) 
tartalmazza a jármű pozícióját és állásszögét, 
amik a jármű koordináta-rendszerében értel-
mezett értékek. A (2) végállapot egyenletes 
eloszlású, véletlenszerű értékekből tevődik 
össze, amelyek maximumai kissé széleseb-
bek lehetnek mint a fizikailag megvalósítható 
tartomány (2). Túl sok minta a megvalósítha-
tatlan célvégállapotból meghosszabbíthatja a 
tanulási folyamatot, ezért ezt el kell kerülni, 
bár néhány hasznos lehet a határok megtanu-
lásához.
 (1)
 (2)
 (3)
5. ábra: Az ágens és a környezet kapcsolata
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 (4)
 (5)
A tervezett trajektória egy dinamikai jármű-
modellel kerül validálásra. A megvalósítható 
végállapot tapasztalati képlettel határozható 
meg (3), amely megadja azt a legkisebb ívsuga-
rat, amelyet egy átlagos jármű képes fix sebes-
séggel teljesíteni normál körülmények között.
A kiindulási és a végállapot meghatározá-
sakor az ágens meghatározza a két közbenső 
pont y koordinátáját, egyenlően elhelyezve a 
kezdeti és a végpont között az x koordináta 
mentén. A négy tartópont alapján egy spline 
kerül illesztésre, figyelembe véve a kezdő- és 
a véggradienst, amely megadja a kívánt állás-
szöget.
4.3. Járműmodell
A jármű viselkedésének pontos meghatáro-
zása érdekében egy dinamikus kerékmodellel 
rendelkező nemlineáris biciklimodell kerül 
felhasználásra. Ez a saját fejlesztésű modell jó 
eredményeket hozhat még dinamikus vezetési 
manőverek esetén is, de elég egyszerű ahhoz, 
hogy futási idejét és számitásigényét elfogad-
ható szinten tartsa [14].
A több testből álló modell (6. ábra) magába 
foglalja a jármű alvázát és két rugalmasan kap-
csolódó kerék reprezentálja az első és a hátsó 
tengelyt. A fő paraméterek a tömeg m, az alváz 
tehetetlenségi nyomatéka Θ, a hosszirányú tá-
volságok a jármű tömegközéppontja és az első 
és a hátsó kerék középpontjai között lf és lr, a 
jármű tömegközéppontjának magassága h, az 
első és a hátsó kerék tehetetlenségi nyomatékai 
Θf és Θr, valamint sugarai rf és rr. A kerékmo-
dellek paraméterei szintén nagy befolyással bír-
nak, amelyek közül a legfontosabbak a súrlódá-
si együtthatók µf és µr, továbbá a Magic Formula 
csúszási görbék paraméterei C[f/r],[x/y], B[f/r],[x/y], 
E[f/r],[x/y], amelyek befolyásolják az átvihető erő 
nagyságát az út és a gumiabroncsok között [15].
A modell bemenetei az első kerék kormányzá-
si szöge δ (a hátsó kerék nem kormányzott) és 
a kerekekre ható hajtó Md és fékező Mb nyo-
maték. A hajtónyomaték az első és a hátsó 
tengelyre oszlik meg M[ f/r],d idő szerint változó 
eloszlási tényezővel ξM. A fékezési nyomaték 
esetén az ideális eloszlás M[ f/r],b, amely fenn-
tartja az azonos csúszásokat. Az alváz képes 
mozogni hosszirányban x, keresztirányban 
y és forogni ψ a függőleges tengelye körül. A 
kerekek csak a saját vízszintes tengelyük körül 
forognak ϕf és ϕr, a hossz- és oldalcsúszásokat 
s[f/r],[x/y] dinamikusan modellezik.
A kerékmodell lehetővé teszi explicit ODE-
megoldók használatát, közepes időlépéssel, 
ami 1 ms körül alakul.
4.4. Hossz- és oldalirányú szabályzók
A jármű pálya mentén történő végigvezetésé-
hez hossz- és oldalirányú szabályzókat imple-
mentáltunk. Az epizód elején a jármű a kez-
6. ábra: Járműmodell
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deti állapot szerinti fix sebességre gyorsít fel 
egy inicializálási szakasz során. A trajektórián 
való végighaladás csak ezután kezdődik meg. 
A sebességtartást egy egyszerű PID szabályzó 
hatékonyan valósítja meg. Az oldalirányú sza-
bályozásért a Stanley módszer [16] felelős.
 (6)
ahol ψ a szöghiba az első tengelynél, y az ol-
dalirányú hiba az első tengelynél, v a jármű 
sebessége (az első tengelyen számolva, aminek 
iránya párhuzamos az első kerékkel) és k az 
erősítési tényező.
4.5. Jutalomszámítás
Az ágens minden tanítási lépésben kap egy ál-
lapotvektort a trajektória kezdeti feltételeivel 
és meghatároz akciókat, amik ebben az eset-
ben a köztes pontok. A jutalom érték megha-
tározásához a járművet a hossz- és keresztirá-
nyú szabályzó vezeti végig a tervezett pályán. 
A tanítási folyamat minden egyes epizódja ad-
dig tart, amíg a jármű el nem éri a pálya végét, 
vagy egy kritikus feltétel meg nem állítja.
A jutalom függvény meghatározásakor a kö-
vetkező kritikus feltételeket állapítottuk meg:
• Az oldalirányú távolság hiba nagyobb, mint 
10 méter.
• A hossz- vagy az oldalirányú slip nagyobb, 
mint 0,1.
• A maximum lépésszám nagyobb, mint 
2500.
• A legyezési szöghiba nagyobb, mint 0,2 ra-
dián.
A kritikus feltételek mellett a lépésenként 
összegzett slip és az ellenőrző pontokban né-
zett, pozíció szerint súlyozott oldalirányú és 
szöghiba alapján kerül kiértékelésre az ágens 
teljesítménye. Az epizód jutalom ezen három 
komponens súlyozott összegéből adódik:
 (7)
A környezet 10 darab, a trajektória mentén 
egyenlően elosztott ellenőrző pontot (cp) definiál.
A távolság (Rdist) és a szög (Rangle) jutalmak az 
ellenőrzőpontoknál, a slip jutalom (Rslip) min-
den időlépésben kiszámításra kerül. A részju-
talmak a [0,3] tartományba esnek és a követke-
zőképpen történik a meghatározásuk.
 (8)
 (9)
 (10)
Ahol ψ az első tengelynél vett szöghiba, y az 
oldalirányú hiba és pos a jármű pozíciója a 
trajektória mentén. Az értéke 0 a kezdeti pozí-
cióban és 1 a végén. A kezdeti érték és a képle-
tek tapasztalati úton kerültek meghatározásra. 
Amennyiben egy kritikus feltétel bekövetkezik, 
az epizódnak vége és az ágens negatív jutalmat 
(R=-10) kap. Ha az ágens sikeresen végigért a 
pályán, akkor a (7) szerinti jutalomban részesül.
4.6. Valós teszt
A szimulációs környezetben végzett tanítások 
eredményének validálása után, a kifejlesz-
tett rendszer tesztelésre került valós járművel 
tesztpályás környezetben a zalaegerszegi teszt-
pályán. A következő fejezet a tesztkörnyezetet 
részletesen bemutatja.
4.6.1. Jármű
A tesztekhez használt jármű egy Smart Fortwo 
(7. ábra), amely autonóm járműfunkciók tesz-
7. ábra: Tesztjármű
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telése és demonstrálása céljából nagyrészt át-
alakításra került, ezért a jármű nem közleked-
het közutakon.
A Smart egy kézi működtetésű elektromecha-
nikus sebességváltóval van felszerelve. A vál-
tókart egyedi tervezésű vezérlőegység váltja ki, 
amely lehetővé teszi a sebességváltást CAN bu-
szon keresztül. A nyomatékparancs egy analóg 
feszültségérték, amit a gázpedál megkerülésé-
vel a dSPACE Autobox vezérlőegység analóg 
kimenetével állít elő. A fékpedál egy lineáris 
aktuátorral aktiválható. A kormánymű forga-
tásáért egy DC szervómotor felelős. A jármű 
gyárilag CAN busszal szerelt, amit további há-
rommal bővítettek ki a tesztrendszer számára.
A tesztjárművünket több érzékelővel is felsze-
relték. A szélvédő alatt van egy autóipari ka-
mera-modul, amely többek közt képes magas 
szintű sáv- és objektuminformációt szolgáltat-
ni. Két különböző típusú precíziós GPS mo-
dul végzi a helymeghatározást. Előre és hátra 
autóipari radarok kerültek beépítésre. Az első 
fényszórók magasságában két, nagy pontossá-
gú, 2D lidar kapott helyet [17].
4.6.2. Tesztelés menete
A megerősítéses tanuló algoritmus validálására 
egy Python alapú teszt környezetet fejlesztettek 
ki. A cél, hogy a jármű képes legyen a betanított 
neurális hálózat által generált pályán végigha-
ladni, miközben az érzékelők adatait eltárol-
ja. A teszt rendszer hierarchikus felépítésű (8. 
ábra). A dSPACE Autobox eszköz felelős az 
alacsony szintű szabályozásért kormányszög és 
sebesség parancsok végrehajtásával. A Python 
alapú algoritmus egy Vector CAN eszköz segít-
ségével kapcsolódik a jármű buszrendszerére. 
Az Autoboxot, a GPS-t és az inerciális szenzort 
erre a CAN hálózatra kötötték.
A teszt elején a teljes tervezési tartomány le-
fedése érdekében teszteseteket definiáltunk, 
amelynek során kanyarodási és kikerülési 
manőverereket teljesített a jármű különböző 
sebességekkel. A teszt elejétől kezdve a terve-
zett trajektória, a szabályzó paraméterek és a 
CAN forgalom mentésre kerül. A szimuláció-
ban kifejlesztett hossz- és oldalirányú szabály-
zók irányítják a járművet a valós teszteknél.
A teszteket a dinamikai platformon (9. ábra) 
hajtottuk végre. Ez egy 300 m átmérőjű ultra 
sík aszfalt felület egy 760 és egy 400 m hosszú 
gyorsító sávval és 20 m széles FIA (Internatio-
nal Automobile Federation) bukótérrel.
4.6.3. Teszteredmények
A tesztkörnyezet megvalósításán túl meg kel-
lett tervezni a teszteseteket a valós járművön 
való futtatáshoz. Biztonsági okokból a teszte-
ket maximum 40 km/h sebességgel hajtottuk 
végre, miközben egy sofőr ült a járműben. 
Teszteket végeztünk 20, 30 és 40 km/h sebes-
séggel. A kifejlesztett tanító környezetben a 
jármű konstans sebességgel haladt, ezért kü-
lönböző tanításokat kellett indítani az eltérő 
sebességek esetében. A DDPG alapú tanuló 
ágens az 1. táblázat szerinti eredményeket érte 
el a tanítás során. Minden tanítás sikeresen 
konvergált egy magas jutalom értékre. Minden 
esetben az egyenlően elosztott jutalom súlyok 
vezettek a legjobb eredményre.
A neurális hálózat struktúrája és a zajparamé-
terek minden tanítási esetben azonosak voltak 
(2. táblázat).
A kifejlesztett módszer teljesítményét a legne-
hezebb manővernél, a legnagyobb sebességgel 
mutatjuk be. A 10. ábra egy 40 km/h sebesség-
gel végrehajtott kikerülési manővert mutat be. 
A piros vonal jelöli a tervezett trajektóriát és a 
kék a bejárt utat. A szaggatott vonal a cél ol-
8. ábra: Tesztarchitektúra
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daltávolságot ábrázolja. Látható, hogy a jármű 
elfogadható hibával képes végrehajtani a ma-
nővert. A pálya végrehajtása során az átlagos 
távolsághiba 0,3051 m, az átlagos szöghiba 
0,0415  fok. A járműben ülve komfortos volt a 
pálya végrehajtása.
Ahogy korábban láthattuk a rendszer jutal-
mazza a slip alacsony értéken tartását és a kis 
szög és távolsághibát a tanítás közben. A slip 
arányos az oldalgyorsulással, ami a 11. ábrán 
látható. A maximum gyorsulás érték 0,5 m/s2 
körül alakult, ami teljesíti az elvárásokat.
9. ábra: Dinamikai felület
Sebesség Max. Q érték 
átlaga
Epizódszám Tanítási idő
20 km/h 2.707 26 840 8h 31m
30 km/h 2.718 50 000 20h 11m
40 km/h 2.732 50 000 21h 27m
1. táblázat: Tanítási teljesítmény
Actor hálózat
Tanulási ráta (α) 0.0001
Minta memória méret 64
Rejtett teljesen összekapcsolt rétegek [128,100,64]
Aktivációs függvény relu
Kimeneti szorzó [2,4]
Critic hálózat
Tanulási ráta (α) 0.001
Discount factor (γ) 0.99
Rejtett teljesen összekapcsolt rétegek [128,64]
Aktivációs függvény relu
Ornstein-Uhlenbeck paraméterek
(μ) [0,0]
(σ) 0.3
(θ) 0.15
2. táblázat: Hiperparaméterek
10. ábra: Trajektória
11. ábra: Oldalgyorsulás
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5. ÖSSZEFOGLALÁS
Az előzőekben röviden bemutattuk a közle-
kedés és a gépi tanulás kapcsolatát, valamint 
a járműipar átalakulását. Vázoltuk a várha-
tó hatásait az innovációs szektorra, valamint 
felvetettük a megoldandó jogi, etikai és infra-
strukturális kérdéseket. Ezt követően részle-
tesen bemutattunk egy esettanulmányt a gépi 
tanulás járműirányítási célú alkalmazásról, 
valamint a ZalaZone tesztpálya kutatási célú 
felhasználásáról.
Megállapítható, hogy a gépi tanulás alkalma-
zása gyökeresen át fogja alakítani a közleke-
désszervezést és irányítást, valamint a jármű-
vek tervezését és gyártását. Különösen kiemelt 
téma napjainkban az önvezetés. Leszögezhet-
jük azonban, hogy egy európai szintű teljes 
körű önvezetésre képes járműre még évtize-
deket várnunk kell. Azonban folyamatosan 
jelennek meg az egyre fejlettebb, magasan au-
tomatizált járművek az utakon, amelyek már 
részleges önvezető funkciókkal rendelkeznek. 
Az egyre jobban automatizált járművek, a jár-
műmegosztó szolgáltatások és a kapcsolódó 
innovatív informatikai szolgáltatások min-
denképpen nagyobb biztonságot és energia-
hatékonyabb közlekedést eredményeznek a 
közutakon. Azonban még nagyon sok feladat 
vár megoldásra mind a járműirányítás, mind 
a kapcsolódó tudományágakon belül, továbbá 
a döntéshozóknak is fel kell készülniük az új 
kihívásokra.
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This article addresses the present and 
the predictable future role of artificial 
intelligence, and in particular machine 
learning, in transport. It briefly describes 
trends and changes in transport and vehi-
cle development. It introduces the basics 
and types of machine learning, an impor-
tant area of artificial intelligence. The ar-
ticle gives a brief overview of the impact 
of changes in the automotive industry in 
the area of the innovation sector, includ-
ing higher education, and developments 
in Hungary such as the ZalaZone Auto-
motive Test Track. It then summarizes the 
relevant legal and ethical issues, focusing 
on autonomous vehicles. A longer chapter 
discusses an ongoing domestic research 
which conducts experiments in the area 
of trajectory design using reinforcement 
learning methods. This gives insight into 
the details of the requirements and prob-
lems that arise, as well as a possible solu-
tion through machine learning. Finally, 
several results of the tests carried out at 
the  ZalaZone test track are presented.
The role and effects 
of machine learning in 
transport
Dieser Artikel befasst sich mit der gegenwär-
tigen und zukünftigen Rolle der künstlichen 
Intelligenz und insbesondere des maschi-
nellen Lernens im Verkehr und behandelt 
kurz die Trends und die Veränderungen im 
Verkehr und in der Fahrzeugentwicklung. 
Es werden die Grundlagen und Arten des 
maschinellen Lernens – eines wichtigen Be-
reichs der künstlichen Intelligenz – vorge-
stellt. Danach folgt  ein  kurzer Überblick 
über die Auswirkungen der Veränderungen 
in der Automobilindustrie auf den Innova-
tionssektor, einschließlich des Hochschul-
wesens, und über die Entwicklungen in 
Ungarn wie das ZalaZone Versuchsgelände 
für die Autoindustrie.  Anschließend wer-
den die relevanten rechtlichen und ethi-
schen Fragen zusammengefasst, wobei der 
Schwerpunkt auf die autonomen Fahrzeuge 
gesetzt wird.  Ein längeres Kapitel befasst 
sich mit der laufenden  ungarischen For-
schung  im Bereich der Trajektoriengestal-
tung, wobei die Methoden des verstärkten 
Lernens verwendet werden. Auf diese  Wei-
se erhält der Leser einen Einblick in die De-
tails der auftretenden Anforderungen und 
Probleme sowie  in ihre mögliche Lösung 
mit der Hilfe des maschinellen Lernens. Es 
werden schließlich  einige Ergebnisse der 
auf der  ZalaZone-Teststrecke durchgeführ-
ten Versuche beschrieben.
Die Rolle und die  Aus-
wirkungen des maschinel-
len Lernens im Verkehr
