Abstract
Introduction
Macroprogramming is a programming paradigm that allows application developers to implement a WSN 1 application from a global viewpoint as a whole rather than a viewpoint of sensor nodes as individuals [1] . In general, a macroprogram specifies a global behavior of a WSN application. The macroprogram is transformed to node-level (micro) programs, and the micro programs are deployed on individual nodes. This way, macroprogramming is intended to increase the simplicity, productivity and reliability in WSN application programming.
This paper proposes a new macroprogramming paradigm, called SpaceTime Oriented Programming 1 Wireless Sensor Network (WSN) (STOP) . It provides a new programming abstraction to specify spatio-temporal data collection/processing as a global behavior of a WSN application rather than individual nodes' behaviors. STOP considers both spatial and temporal aspects of sensor data, and treats space and time as first-class citizens in macroprogramming. Space and time are combined as spacetime continuum. A spacetime is a three dimensional object that consists of a two spatial dimensions and a time playing the role of the third dimension. STOP allows application developers to program data collection and processing to spacetime, and abstracts away the low-level details in WSNs, such as how many nodes are deployed in a WSN, how nodes are connected and synchronized with each other, and how packets are routed among nodes. Using the notion of spacetime, data collection/processing are consistently specified for both the past and future in arbitrary spatio-temporal resolutions.
STOP assumes an application architecture that leverages mobile agents to collect and process sensor data in a push and pull hybrid manner (Figure 1 ). In this architecture, each WSN application is designed as a collection of agents, and there are two types of agents: event agents and query agents. An event agent (EA) is deployed on each node. When an EA detects an event (i.e., a significant change in its sensor reading), it replicates itself, and a replicated agent carries (or pushes) sensor data to a base station by moving in the network on a hop-by-hop basis. Query agents (QAs) are deployed at the Agent Repository (Figure 1) , and move to a certain spatial region (a certain set of nodes) to collect (or pull) sensor data that meet a certain temporal range. All collected sensor data through EAs and QAs are stored in a spatio-temporal database (STDB). This paper is organized as follows. Section 2 presents a motivating WSN application that STOP is currently designed for. Section 3 describes how the STOP language is designed, and Section 4 describes how the STOP runtime environment is implemented. Sections 5 and 6 conclude language primitives specific to spatio-temporal data collection/processing. Also, Ruby supports closures, which modularize a code block as an object (similar to an anonymous method). The STOP language uses closures to define handlers and concisely associate them with data queries and events. Moreover, the STOP language assumes the JRuby interpreter 9 to execute STOP programs so that they can use existing Java libraries.
The STOP language supports on-command (one time or periodical) and on-demand (or event-driven) data collection. The two types of data collection are described in Sections 3.1 and 3.2.
On-Command Data Collection
On-command data collection is executed one time or periodically. It pairs a data query and a corresponding data handler to process obtained data. Listing 1 shows an example STOP program that specifies several on-command data collections. This program is visualized in Figure 2 .
A spacetime is created at Line 5. In STOP, a class is instantiated with the new() class method. This spacetime (sp) is defined as a polygonal prism consisting of a triangular space (s) and a time period during the last one hour (p). STOP supports the concepts of absolute time and relative time, and allows application developers to denote relative time as a number annotated with a keyword such as Week, Day, Hr, Min and Sec (Line 4).
get_space_at() is called on a spacetime to obtain a snapshot space at a given time in a certain spatial resolution. In Line 7, an obtained space, s1, contains data on at least 60% of sensor nodes (third parameter) in the space at 30 minutes before (the first parameter) with a 20 seconds time band (the second parameter).
get_data() is used to specify a data query. It is called on a space to query data available on the space (the first parameter) and process the data with a given operator (the second parameter). STOP currently supports several data aggregation operators 1. In Line 8, this method returns the average of fluorescence spectrum ('f-spectrum') data from the space s1. The third parameter of get_data() specifies the tolerable delay (i.e., deadline) to collect and process data (the three minutes in this example).
get_data() can take a data handler as a closure. A code block from Line 9 to 11 is a closure that takes four parameters, event_type, value, space and time. In this example, these parameters contain a string 'f-spectrum', the average of fluorescence spectrum data from s1, the space s1 and the time instant at 30 minutes before. Application developers write a data handler with these parameter values.
get_spaces_every() is called on a spacetime to return a discrete set of spaces that meet a certain spatio-temporal 9 jruby.sourceforge.net resolution. In Line 13, this method returns spaces at every five minutes with the 10 seconds time band, and each space contains data on at least 80% of nodes it the space. Then, from Line 14 to 16, the maximum data is selected from each space. In STOP, a list has the collect() method 10 , which takes a closure as its parameter, and the closure is called on each element in a list. In this example, each element in spaces is assigned to space parameter of a closure (Line 14). The maximum data on each space is selected by calling get_data(), and a set of results are contained in max_values. After that, max_values can be used for further processing. For example, drawing a graph by calling draw_graph which is implemented in Ruby or Java (Line 21). STOP supports select() method to return a subset of a list which meets a certain condition specified in a closure. From Line 24 to 28, event_spaces obtains subset spaces (from spaces), each of which yields 10 or lower standard deviation of sensor data and finds higher than 20 degrees difference in average data compared with a previous space in the list spaces (a space at five minutes before). From Line 30 to 34, this program focus on an individual node by calling get_node(). get_data() returns raw sensor data when its second parameter (data processing operator) is omitted. Moreover, a closure allows enclosed code to access variables declared in the outside of the closure. It enables data queries/data processing to use results of precede data queries/data processing. In Line 17, a condition of an if statement refers the variable avg_value which contains a result of the precede query in Line 8. The variable value in Line 17 is bound to a closure and contains a result of a query in Line 15, i.e., the maximum value among collected fluorescence spectrum data on a space. 10 In Ruby, a method that takes no parameter can be called without parentheses.
node of which IDs are 9, 11 and 15, i.e., nodes in a certain space, and calculates an average at each node. After visiting every node, a QA returns to a base station. set_agent_path sets a path, i.e., a sequence of nodes to visit. set_start_collecting sets when to start collecting data by specifying an index of a node. In this example, a QA start collecting data from node 11 (path[2] = 11). set_operator sets an operator for in-network processing.
(1 is a constant value representing SUM operator.) A STOP server sets a path (Line 5) and an operator (Line 8) according to a STOP program before deploying a code.
Listing 6 is a fragment of code deployed on each node. It is executed when a node receives a broadcast message. (QAs are transmitted via broadcast.) It checks whether a QA collects data from the current node (Line 9), and performs in-network processing according to an operator a QA specifies (Line 10 to 18). Then, if the current node is the last one to visit, a QA returns to a base station (Line 21 and 22). If not, a QA migrates to the next node (Line 24). ! get the current node id 8 9 if (do_collecting(qa , node_id )) then ! collect data? Unlike QAs, EAs are deployed on each node beforehand. As well as QAs, EAs are designed as messages and a code to decide whether to send a EA is written in TinyScript. Listing 7 is a fragment of EA code which sends a EA to a base station when a sensor reading exceeds 280. A EA code is executed periodically, and the period can be specified by calling settimer() function in TinyScript. 
Related Work
This work is an extension to the authors' previous work [13] . In this work, STOP is extended to operate on a pushpull hybrid WSN architecture using EAs and QAs, while the previous work focused on operating STOP on a pullbased WSN architecture only with QAs. Moreover, this work newly investigates in-network data processing (Section 4.3), which was beyond the scope of the previous work. (The previous work focused on data collection that does not require in-network processing.) In addition, this work adds new facilities and mechanisms to the STOP server, such as a visual programming frontend and concurrency in the STOP server (Section 4.1).
Kairos [14] and SNLong [15] provide programming abstractions to describe spatial relationships and data aggregation operations across nodes. Data collection can be expressed without specifying the details of node-to-node communication and data aggregation. However, these languages require application developers to explicitly write programs to individual nodes. In contrast, STOP allows developers to program data collection and processing to spacetime as a global behavior of a WSN application. Also, Kairos and SNLong cannot deal with a temporal aspect of sensor data; data is always handled only at the current time frame.
TinyDB [16] extends SQL to support in-network data processing as well as spatio-temporal data collection. It allows application developers to program data collection for the future, but not for the past. Moreover, since TinyDB is an extension to SQL, its expressiveness is too limited to specify event handlers although it is well applicable to specify data queries. Therefore, developers need to learn and use an extra language to implement event handlers. In contrast, STOP supports spatio-temporal data collection for both the future and past. Its expressiveness is high enough to provide an integrated programming abstraction for data queries and event handlers. Also, by leveraging closures, STOP allows developers to concisely associate a data query and a corresponding event handler. These language features increase the ease of programming and understanding the overall design of an WSN application.
Regiment [17] is another WSN macroprogramming language supporting in-network data processing and spatialtemporal data collection. It allows developers to specify data collection for the future, but not for the past. Also, Regiment does not support pull-based data collection and the notion of spatial and temporal resolutions. Unlike Regiment, STOP supports data collection for both the future and past in arbitrary spatio-temporal resolutions.
This work is the first attempt to investigate a pushpull hybrid WSN architecture that performs spatio-temporal data collection and processing. Most of existing push-pull hybrid WSNs do not address spatio-temporal aspects of sensor data, and they assume statically-assigned specific net-work structures and topologies (e.g., star and grid topology) [18] [19] [20] . Therefore, data collection can be fragile against node/link failures. In contrast, STOP can operate in arbitrary network structures and topologies. It can implement failure-resilient queries by having the STOP server dynamically adjust the migration route that each QA follows. PRESTO [21] can perform push-pull hybrid data collection in arbitrary network structures and topologies. It also considers the temporal aspect in queries. However, it does not consider the spatial aspect in queries, and does not support queries for the future.
Conclusion
This paper proposes a new macroprogramming paradigm for push-pull hybrid WSNs, called SpaceTime Oriented Programming (STOP). Leveraging the notion of spacetime, STOP is designed to reduce the complexity of WSN programming to specify spatio-temporal data collection and processing. This paper describes how the STOP language is designed and how the STOP runtime environment is implemented.
Several extensions are planned as future work. In addition to pre-defined data processing operators such as AVG and MAX, STOP will be extended to allow application developers to define their own operators. This way, STOP can be more generic and customizable for various types of WSN applications.
The current GUI programming frontend supports the spatial aspect in data queries, but not the temporal aspect. It will be extended to allow developers to specify both the spatial and temporal aspects in data queries as shown in Figures 2 and 3 . This will make it much easier to specify spatio-temporal queries so that even non-programmers (e.g., emergency responders and ocean scientists) can intuitively exploit WSNs without extensive learning process.
