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Abstract: Micro-scale cold-air flow along a gentle slope was analyzed using thermal infrared 
imaging (TIR), focusing exclusively on the lowermost 2 m above ground. Cold-air pulses were 
analyzed with regard to their vertical temperature stratification as well as flow characteristics, such 
as flow speed. Analyses on the transition zone between the near-surface very stable inversion layer 
and the less stable, warmer air above highlight turbulent situations and detrainment effects at the 
cold-air inversion top. Using thermal imaging in a high spatiotemporal resolution with up to 90 
vertical data points and TIR pixels for 1.5 m cold-air depth, a high-precision cold-air flow analysis 
was realized. 
Keywords: micro-scale cold-air flow; thermal infrared imaging; remote sensing; nocturnal drainage 
flow 
 
1. Introduction and Research Questions 
Cold-air flow locally influences ecosystems by evoking a decoupled micro-climate and thus 
potentially suppressing vegetation growth [1]. The formation of cold-air pools is a central aspect in 
the development of air pollution situations [2,3]. In addition, the cooling of urban heat islands by 
nocturnal cold-air flow and cold-air pools is a relevant effect, especially with respect to climate 
change adaption in urban areas and urban air pollution [2,4,5]. 
The boundary layer is directly influenced by the Earth’s surface [4]. Differences in surface 
conditions like albedo, exposure, slope, and solar radiation incidence lead to variability in the near-
surface radiation budget over time and to the development of temperature gradients. In particular, 
an air temperature inversion usually forms at night as the radiation balance at the Earth’s surface 
becomes negative [4]. Differences in vertical air temperature and density as well as topography lead 
to cold-air flow along pressure and elevation gradients and gravity-induced downslope flow, 
especially flows along rims and valleys [6]. Cold-air flow mostly occurs during clear and calm 
weather conditions without major wind systems above (cf. [7]). The development of nocturnal cold-
air flow with regard to cold-air flow dynamics in complex terrain and its cooling effect on the 
environment has been studied, collecting data in field experiments since the first half of the 20th 
century [6,8]. Analyses of cold-air processes that occur in the boundary layer generally focus on the 
lowermost hundreds of meters above the surface and mostly skip the lowermost 2 m. 
A great number of analyses confirm that cold air does not flow continuously. Instead, 
particularly because of surface-dependent local differences in cold-air development, cold-air pulses 
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frequently occur and interrupt the flow (cf. [9,10]). The development of this phenomenon may be 
aided by differences in the density and flow speed of the layers meeting at the inversion top, as well 
as the resulting turbulence. This in turn results in a detrainment of cold air into the overlying warm 
air [11]. Downslope cold-air flow speed generally varies between 2 and 4 m/s, depending on the 
terrain gradient [6], where a longer flow distance leads to both a higher flow speed and greater 
inversion height [12]. A high variance in cold-air pulse frequency over the night was detected in 
different studies (e.g., [12,13]). 
Cold-air flow characteristics are often assumed to be scale-invariant, including the formation of 
cold-air pulses, turbulence, and cold-air pool formation (cf. [7,14,15]). Thus, findings on cold-air flow 
in one scale should be transferable to other scales. As mentioned above, analyses of micro-scale 
processes in the boundary layer generally focus on the atmosphere above 2 m. However, the 
inversion height is sometimes below 2 m above ground [7,16,17], especially in the initial stages of 
cold-air development and on gentle slopes. There is a gap in the knowledge of turbulence 
characteristics in low-lying areas in gently undulating terrain [18]. Even if the fluxes in thin drainage 
flow layers are small, “they completely determine the exchange between the atmosphere and the 
surface” [18]. In their study, Soler et al. (2002) [18] found that (i) the depth of the drainage flow and 
the wind speed maximum is highest when the wind speed of the air above is less than 2 m/s, (ii) the 
inversion height of the drainage flow is lowest when the stratification within the flow is stronger and 
the external flow is weaker, and (iii) weak fluxes in thin drainage flows “determine minimum 
nocturnal air temperature as well as the dispersion of surface releases”. Also, Mahrt et al. (2001) [17] 
found that the temperature stratification reaches a maximum when the wind speed within the 
nocturnal flow reaches a minimum. They detected a temperature difference of 4 °C between the 
bottom and the top of the analyzed gully side slopes (8 m in height). Additionally, they determined 
the jet maximum location to be between 2 and 3 m height. Nauta (2011) [19] analyzed the lowermost 
meters of drainage flows and confirmed the oscillation pattern of nocturnal drainage flow with 
strengthening and weakening episodes, also for less than 2 m height. In their study, the cold-air 
pulses were found to act in various time scales of 1 to 3 min within an observation height of 2 m, in 
which the onset of cold-air flow pulses was frequently characterized by cold-air micro-fronts with 
wind shifts and strong temperature drops [19]. 
The insights summarized above were mostly obtained based on spatially distributed point 
measurements. There are a few studies that introduce high-resolution analyses of nocturnal cold-air 
flow characteristics. Fiber-optic measurement systems in combination with standard measurements 
allow for high precision cold-air stratification analyses, e.g. [20]. The data resolution obtained was 1 
sec and 0.125 m within a 8 m × 8 m fiber-optics array. Additionally, this method was used for the 
cold-air flow observation along a grass-covered gentle slope transect [21], collecting high precision 
data along the fiber lines. 
With the infrared-based technique presented in [22], a spatially coherent imaging of cold air 
phenomena in the lowermost 2 meters has become possible and is used in the present study. Looking 
at the micro-scale cold-air flow in this way will allow for analyses on the fine structure of the cold-air 
atmosphere over time. A detailed look at vertical air temperature profiles, cold-air dynamics, and the 
transition zone between the near-surface very stable inversion layer and the less stable, warmer air 
above is expected to lead to new insights into and a better understanding of the cold-air flow process. 
Individual cold-air pulses can be analyzed with respect to flow characteristics and vertical air 
temperature profile development over time. 
In this way, the present study pursues a combined approach of standard and thermal infrared 
(TIR) measurements to analyze the nocturnal micro-scale cold-air flow patterns at high spatial and 
temporal vertical precision, focusing on the lowermost 2 m above a grass-covered gentle slope. 
The following questions are addressed: 
1. How do drainage flow patterns develop after sunset? 
2. How pronounced is the vertical separation of flow layers, i.e. which vertical temperature 
profile characteristics can be found in the pulsing flow oscillation patterns over time? 
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3. Do vertical temperature profile characteristics change over the life cycle of a cold-air pulse 
flowing downslope? 
4. What are the characteristics of the vertical temperature profile in the transition zone 
between the near-surface very stable inversion layer and the less stable, warmer air above? 
2. Approach 
To address the research questions, a site allowing for downslope flow development was needed. 
This situation was found at the northern fringe of the Rhenish Massif in Bochum, Germany in a 
tributary valley of the Ruhr River, adjacent to an existing weather station. The gentle slope (average 
inclination about 10%) and the vegetated surfaces (grass) appear suitable to generate gentle cold-air 
drainage flow. 
2.1. Data Collection 
Data collection followed the approach described in Grudzielanek and Cermak (2015) [22]; the 
general setup is shown in Figure 1. 
 
Figure 1. Measurement setup on 23 July 2012, Bochum, Germany; 51°26′45.74′′ N, 7°16′28.57′′ E. (a) 
Measurement domain with cold-air flow direction (blue arrow), cold-air pool bordering slopes 
(transparent blue), and cross-section A-B for c; (b) view of the thermal infrared (TIR) camera capturing 
the projection screen (PS) (distance 10 m)—photo (top)and TIR image (bottom); (c) cross-section A-B 
through setup. TS = temperature sensors; aerial image source for a: modified from Reference [23]. 
All instruments were installed in the expected and pretested cold-air flow direction in line with 
the existing weather station. Measurements included the following parameters: air temperature 
measurements at several heights (ultrasonic anemometer 3D, 30 cm above ground and 3 m upslope 
from the projection screen, interval 1 s, Thies, Göttingen, Germany; weather station, 5 cm and 2 m 
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above ground, interval 10 s, Thies, Göttingen, Germany; individual sensors, two heights at projection 
screen (PS), interval 1 s, GeoPrecision, Ettlingen, Germany), as well as wind direction and speed 
(sonic, weather station), see Figure 1. A TIR camera (VarioCam, InfraTec, Dresden, Germany) was 
directed towards the projection screen (PS), which was installed as a vertical surface along the cold-
air flow direction. This TIR camera measured the thermal signal of the PS, which was converted into 
surface temperatures (referred to as ‘PS surface temperatures’ throughout the text) and is shown in 
TIR images (ground surface temperatures were not considered in this study). The TIR camera has a 
spectral range from 7.5 to 14.0 µm, a resolution of 384 × 288 TIR pixels, a measurement range from 
−40 °C to +1200 °C, and a precision of ±1.5 K. With its low-noise detector the thermal resolution at a 
temperature of 30 °C is specified as better than 0.035 K. TIR images were collected in 1-s intervals. 
The measurement campaign took place on 23 July 2012, a day with a clear sky, low wind speed, and 
calm situation at night. 
2.2. Thermal Imaging Analyses 
The approach and its suitability have been demonstrated in Grudzielanek and Cermak (2015) 
[22] partly using the same data analyzed here. Therefore, infrared-derived PS surface temperature 
changes were systematically compared with air temperatures measured a few tens of mm away by 
the temperature sensors in diagrams and in time series analyses [22]. Correlation analyses showed a 
good agreement in temperature time series [22]. Using autocorrelation analysis, a rapid response of 
the screen material to air temperature changes was confirmed. In some situations, TIR observations 
could record air temperature changes more quickly than standard air temperature sensors [22]. 
Calculating the power spectrum of the PS surface temperature data, temperature fluctuations within 
several seconds could be resolved, limited by the TIR measurement range of 1 s [22]. 
Figure 2 shows the PS sections within which the TIR data were used. The surrounding areas are 
either outside of the PS, influenced by turbulence produced by the PS itself, or show the surface of 
installation elements or of the overlaying air temperature sensors installed in the middle of both PS 
parts. Looking at the PS, TIR data were collected nearly at a 90° angle and a distance of 10 m from the 
PS, which minimizes errors caused by perspective deformation and different TIR view angles [22]. 
The PS emissivity was assumed to be 0.94; no atmospheric correction was performed because of the 
small distance between the TIR camera and the PS and the relatively low humidity. 
 
Figure 2. TIR image of the PS. Blue arrow = cold-air flow direction; red boxes = usable TIR data at the 
PS, starting at 20 cm above ground; parts outside the red boxes: air temperature sensor locations and 
PS installation elements. 
Extracting TIR data over time allows for time series data analyses, such as correlation analyses. 
Therefore, the vertical PS surface temperature profiles extracted from the TIR data at the PS allow for 
the analysis of temporal patterns in inversion development. 
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For this, the vertical profiles from the bottom to the top of the usable PS contained up to 90 TIR 
pixels and thus 90 data points, for the indirect measurement of air temperature changes over a vertical 
distance of up to 1.70 m. 
Additionally, TIR images and TIR time-lapse videos allow for a detailed qualitative analysis of 
cold-air flow dynamics. These types of qualitative analyses were also performed here and are part of 
some cold-air flow analyses steps, partly shown in TIR time-lapse videos found in the Supplementary 
Materials (Videos S1–S3). 
3. Results and Discussion 
3.1. Measurement Period Overview 
On 23 July 2012, the air temperature increased to a maximum of 27.0 °C and a nightly cool-off of 
13.5 °C occurred, bringing the air temperature down to a minimum of 13.5 °C, measured at the 
weather station at 2 m above ground (Stevenson screen). The wind slowed in the evening, as wind 
speed measurements at 10 m above ground showed low wind speeds ≤0.5 m s−1, thereby allowing the 
decoupling of the near surface stable boundary layer (SBL), measured at the climate station and 
shown in Figure 3. about 19:50 LT (local time, UTC + 1) a relatively stable near-surface inversion was 
measured a few meters upslope the sonic sensor using hand-held sensors at different heights above 
ground, being about one hour before pre-sunset shadowing by buildings and trees reached the PS. 
Subsequently, the air temperature decrease weakened, the wind slowed down to as little as 0.5 m/s 
and the wind direction turned to persist in the expected and pretested cold-air flow direction—South 
to Southsoutheast. 
  
Figure 3. Temperature and wind conditions at the weather station on 23 July 2012, 00:10–24:00 local 
time (LT). Grey line: moment of inversion at the weather station; blue line: shadowing of the operation 
area at 20:50 LT; green line: sunset in Bochum at 21:33 LT; orange box: TIR measurement period 
(started at 20:50 LT, technical problems allowed continuous data from 21:50 LT on). 
In Figure 4, the sonic air temperature and wind speed data are shown (top). Additionally the 
vertical temperature differences at TIR profile 1 (profile location in Figure 5) and the standard 
deviation of TIR profile 1 are shown for the surface temperatures at the PS for every time step of the 
TIR measurement period (bottom). A permanent shallow cold-air flow was observed with 
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oscillations, indicating the occurrence of cold-air pulses with turbulence (cf. [7,10,22]) and frequency 
variance (cf. [12,13,19]). 
 
Figure 4. Top: Sonic data on 23 July 2012, 21:50–24:00 local time (LT); air temperature and wind speed 
were measured 2 m upslope from the PS. Bottom: TIR data on 23 July 2012, 21:50–24:00 LT; the PS 
surface temperature of the TIR data points (TIR_low and TIR_high), the vertical PS surface 
temperature difference at profile location TIR_profile 1 (location in Figure 5), and the standard 
deviation of TIR_profile 1 for each time step. Data are not detrended; Red dashed lines: division of 
the measurement period in subperiods P1–P7. 
To underline the oscillation pattern of the nocturnal drainage flow, PS surface temperature 
profiles were plotted over time. In Figure 5a, the profile location on the PS is marked with a yellow 
line (representing the mean of 10 TIR pixels in one row). This location was chosen because of its 
representative PS area and because of a relatively undisturbed cold-air flow at the beginning of the 
PS passing. In Figure 5b, the diagram of the TIR profile 1 as a vertical PS surface temperature profile 
(color) is shown for the whole TIR measurement period. In every time step an inversion is visible, 
and later in the evening, the colder the near-surface atmosphere becomes. This development is 
interrupted by fluctuations, which show individual cold-air pulses and confirm the oscillations of the 
cold-air flow reported in the literature. 
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Figure 5. PS data overview on 23 July 2012: (a) PS TIR image from the location of vertical TIR profile 
1 and TIR data points TIR_low and TIR_high (from Figure 4), usable PS surface starts at 20 cm above 
ground; (b) profile diagram of TIR profile 1 from 21:50–24:00 LT with 90 TIR data points (pixel) for a 
height of 150 cm starting at 20 cm above ground, TIR interval = 1 s, white color means no data. 
Addressing research question 1 (looking at the cold-air flow patterns over time), several periods 
with different flow characteristics over time arose. Periods with higher or lower variances in PS 
surface temperatures at TIR_high and TIR_low are separated from each other. Also, the vertical PS 
surface temperature differences of TIR profile 1 over time were considered for this separation. The 
periods are delineated either by interruptions in data collection or by changes in the data curves 
identified via visual inspection. On this basis the similarity of flow periods with respect to possibly 
similar connections of flow characteristics, is tested with correlation analyses in chapter 3.2.2. With 
this approach, seven flow characteristic periods (P1–P7) were identified (as shown in Figure 4 and 
summarized in Table 1). 
Table 1. Attributes of flow characteristic periods P1–P7: Mean value of vertical surface temperature 
difference of TIR profile 1 = ΔTTIRprofile1, mean value of standard deviation of vertical surface 
temperature difference of TIR profile 1 = σΔT TIRprofile1. 
















nTIRdata 1138 959 899 1799 659 599 459 
ΔTTIRprofile1 2.88 2.42 2.34 2.40 2.28 2.27 2.11 
σΔT TIRprofile1 0.92 0.76 0.76 0.76 0.71 0.70 0.66 
 
Figures 4 and 5 motivate a closer inspection of the inversion fluctuations, the high-precision PS 
surface temperature profile characteristics, and the variations in frequency over time. 
3.2. Cold-Air Pulse Analyses 
Due to the meteorological conditions, measured at the weather station, of very low wind speeds 
(nearly 0 m/s) at 10 m above ground, all PS surface temperatures and thus indirect changes in air 
temperature measured using TIR imagery could be explained by the near-surface cold-air flow. 
3.2.1. Cold-Air Pulse Identification 
Individual cold-air pulses are identified by an air temperature dropdown at the cold-air pulse 
maximum and an increasing air temperature afterwards, e.g., described by Whiteman (2000) and 
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Mahrt (2014) [9,10]. One cold-air pulse is defined here as the air flowing in a period between two PS 
surface temperature maxima at near-surface air flow from South to Southeast (wind direction verified 
by standard measurements). By this definition, 71 individual cold-air pulses were observed over the 
whole TIR measurement period on 23 July 2012 from 21:50 to 24:00 LT, partly with inversion heights 
within the PS and partly, suspected above the PS. The inversion height is defined as the height at 
which the temperature increase reverses to a temperature decrease or shows nearly constant 
temperature with increasing height. 
When considering sequences with a duration of about 10 min, individual cold-air pulses become 
more visible, e.g., from 23:35 to 23:45 LT, as shown in Figure 6. This figure shows the organization of 
the oscillating air flow into pulses in unprecedented detail. 
 
Figure 6. Profile diagram of TIR profile 1 (location in Figure 5) with 90 TIR data points (pixel) for a 
height of 150 cm starting at 20 cm above ground, 10-min cold-air pulse period measured on 23 July 
2012 from 23:35 to 23:45 LT. 
3.2.2. Cold-Air Pulse Characterization 
For the analysis of the cold-air pulse characteristics, addressing research question 2, sonic and 
TIR data are visualized in Figure 4 and a correlation analysis was performed for the detrended data 
series: 
(i) wind speed (sonic) with vertical surface temperature difference of TIR profile 1 (ΔTTIRprofile1): 
testing the relation, if low wind speed results in strong cold-air stratification and thus in a high 
ΔTTIRprofile1, 
(ii) wind speed (sonic) with standard deviation of vertical surface temperature difference of 
TIR profile 1 (σΔT_TIRprofile1): testing the relation, if higher wind speed results in a more turbulent flow 
and thus in a higher variance of the vertical temperature, 
(iii) wind speed (sonic) with PS surface temperature minimum at TIR_low (TminTIR_low): testing 
the relation, if lower wind speed results in stronger cold-air stratification, restricting the identification 
of stratification rate to TminTIR_low, 
(iv) PS surface temperatures at TIR_low (TTIR_low) with TIR_high (TTIR_high): checking the 
consistence of the near-surface inversion and testing the similarity of temperature increases and 
decreases at these two PS heights. 
All correlations were calculated for the flow characteristic periods P1–P7, as shown in Table 2. 
No lag correction was performed for consistency with the approach introduced in [22] and 
considering the very close spacing of the instruments. In addition, the inversion heights of cold-air 
pulses occurring within each period were taken into account. 
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Table 2. Results of correlation analysis for the flow characteristic periods P1–P7; *r is statistically 
significant. 
 P1 P2 P3 P4 P5 P6 P7 















nTIR data 1138 959 899 1799 659 599 459 
r of Wind speed (sonic) with ΔTTIRprofile1 -0.04 -0.10 -0.09 0.06 0.08 0.13 -0.02 
r of Wind speed (sonic) with σΔT_TIRprofile1 -0.10 -0.10 -0.05 0.05 0.10 0.05 -0.09 
r of Wind speed (sonic) with TminTIR_low 0.43 * -0.28 -0.18 0.03 -0.34 -0.41 -0.13 
r of TTIR_low with TTIR_high 0.35 * 0.54* 0.54* 0.77* 0.76* 0.32* 0.96* 
 
Because of technical problems the TIR measurement started after sunset. Thus, owing to the fact 
that a stable inversion occurred already at 19:50 LT, according to the data of the standard 
measurements taken earlier in the evening, the initial cold-air flow was not measured using the TIR 
method here. Thus, P1 represents the TIR data recorded after the initiation of the cold-air flow. 
During P1 there is a high variance in the wind speed (sonic) as well as in the PS surface 
temperature data (TIR) for TIR_high and TIR_low, as seen in Figure 4. In addition, the vertical PS 
surface temperature difference of profile 1 varies significantly over time. The highest mean value 
(2.88 K) is shown in this period compared to P2–P7. In addition, the standard deviations within the 
profiles show the highest mean value (0.92) in this period compared to P2–P7. P1 is the only period 
where a positive correlation of r = 0.43 between the wind speed (sonic) and the PS surface temperature 
minimum (at TIR_low) confirms the assumption that low flow speed correlates with cold-air minima 
[17,18]. In comparison to P4–P7, P1 shows a relatively low correlation (r = 0.35) between PS surface 
temperatures at TIR_low and TIR_high, which eventually confirms the high vertical stratification in 
addition to the low wind speed and temperature minimum. The numbers of pulses with inversion 
heights within and above 2 m are similar. 
Periods P5 and P7 seem to have a similar high variance in the wind speed (sonic) and in the PS 
surface temperature data (TIR) for TIR_high and TIR_low, similar to P1. The biggest difference 
separating P5 and P7 from P1 is the higher correlation between PS surface temperatures at TIR_low 
and TIR_high (P5, r = 0.76; P7, r = 0.96). This could mean that the cold-air pulse stratification strength 
is highly relevant for complex flow and temperature profile characteristics. Notice that the low wind 
speed over the whole measurement period below 1 m/s could smooth this effect; at these low wind 
speeds, a cold-air sorting and thus a maximal stratification could be possible. 
Regarding P2, P3, P4, and P6 as periods with smoother variations in the data of wind speed 
(sonic), PS surface temperature data (TIR) for TIR_high and TIR_low, and vertical PS surface 
temperature difference (TIR) (see Figure 4), there are no clear or remarkable correlations between 
these aforementioned parameters. Indeed, it is very interesting that all of these periods (P2, P3, P4, 
and P6) have a significant occurrence of cold-air pulses with an inversion height lower than 2 m above 
ground and low PS surface temperature difference mean values. This indicates a strong stratification 
of the cold-air pulse atmosphere. 
With the application of the TIR method here, the size of the cold-air pulses could be detected as 
a horizontal length with a downslope cold-air flow. Horizontal cold-air pulses with lengths from 3 m 
up to 20 m occurred, which correlates with none of the parameters analyzed above. These lengths 
occurred with time periods of 0.2 to 2.0 min (influenced by cold-air pulse volume, form, and flow 
speed), agreeing very well with the findings of Nauta (2011) [19]. 
No significant correlations were found between the sonic measurements and the PS surface 
temperatures (items (i), (ii), and (iii) above). Given the high autocorrelation in PS surface 
temperatures documented in Grudzielanek and Cermak (2015) [22], it was expected that temporal 
lag between the sonic and the PS (3 m apart) plays only a minor role and did not cause a marked 
decrease in correlation coefficients. The number of data time steps (n) in the periods P1–P7 were not 
similar, which could weaken the significance of the correlation analysis. Additionally, the 
microtopography with small-scale variations in the vegetation height (amounting to a few cm) could 
generate strong turbulence effects that influence the near-surface cold-air flow characteristics. The 
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position of the PS itself may have influenced the cold-air flow, even though it was installed 
downslope. 
The very low cold-air flow speed (less than 1 m/s) for the whole measurement period does not 
allow for a confirmation or falsification of the assumptions made concerning the low flow speed and 
flow characteristics, as mentioned above. In the measurements shown in this study, a high 
stratification of the drainage flow could be present in general because of that. Deduced from the data 
of P2, P3, P4, and P6, the flow speed seems to be not only highly relevant for a high cold-air 
stratification, but also a low flow speed variance over time, which possibly reduces flow turbulence. 
The results show that the micro-scale cold-air flow within the lowermost 2 m above ground 
underlies a complex interaction between different factors and that parameters, such as the 
stratification rate and vertical temperature profile, appear with high variance. 
3.2.3. Cold-Air Pulse Temperature Profiles while Passing the PS 
To answer research question 3, vertical PS surface temperature gradients of profile 1 (see Figure 
5) of selected single cold-air pulse episodes, as well as temporal nearby cold-air pulse maxima (PS 
surface temperature minima) were extracted from the time series and are depicted in Figure 7. These 
four pulses represent the main four different types of profile change over time observed while 
flowing along the PS. 
By flowing along the PS, the vertical temperature profile of the cold-air pulse (a) exhibits higher 
PS surface temperatures in the upper part of the PS and lower PS surface temperatures in the lower 
part. The graph tilts to a slightly steeper slope while it remains nearly linear. The vertical temperature 
profile of the cold-air pulse (b) remains constant, and the PS surface temperature level exhibits a 
decrease (with a short decrease in inversion height at 2319 LT, blue graph) and subsequently increases 
nearly back to the start conditions. This shows that cold-air pulse vertical temperature profiles can 
remain consistent within the flowing process, while simply exhibiting fluctuations in the temperature 
level. The vertical temperature profile shows a PS surface temperature decrease only in the middle 
part of the vertical axis, as the cold-air pulse (c) passes the PS. The existence of a cold-air near-surface 
layer (assumed to be the coolest layer), which does not allow the influence from the air above, could 
be an explanation for this flow characteristic. The cold-air pulse (d) shows a vertical temperature 
profile with very low PS surface temperatures near the ground. This indicates a characteristic 
stratification within the cold-air pulse with a strong cold core near the ground and a strong separation 
of cold-air sublayers inside. For this effect to be achieved, less air exchange within the cold-air pulse 
is necessary. As such the occurrence of this kind of strong stratification is rare. 
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Figure 7. Selected cold-air pulses with vertical PS surface temperature profiles (profile 1, for location 
see Figure 5) at different time steps while passing the PS on 23 July 2012 with 90 TIR data points (pixel) 
for a height of 150 cm starting at 20 cm above ground: (a) pulse maximum at 22:12 local time (LT); (b) 
pulse maximum at 23:23 LT; (c) pulse maximum at 22:45 LT; (d) pulse maximum at 23:38 LT. Note 
that there are different x-axis values. 
As described, the vertical PS surface temperature profiles of different cold-air pulses do not look 
similar when passing the PS. Either a scenario in which different cold-air stratifications within the 
cold-air pulse generate the differences while passing the screen, or an alternative scenario in which 
flow dynamics result in variances of the vertical PS surface temperature profile over time, could 
apply. Some cold-air pulses show less variation in their vertical temperature pattern flowing 
downslope, characterized by the slope of the graph and the existing inversion height. Others may be 
more influenced by factors such as the surface roughness of the ground, possibly resulting in a higher 
PS surface temperature variance near the ground. Very strong cold-air layers at the bottom of cold-
air pulses eventually could minimize this influence of the ground surface roughness. This assumption 
could not be confirmed finally with the measurement setup used here. 
3.2.4. Cold-Air Pulse Transition Zone 
Regarding the transition zone between the near-surface very stable inversion layer and the less 
stable, warmer air above the cold-air pulses, different profiles of the vertical temperature 
stratification were expected due to the differences in physical air properties and surface roughness 
(cf. [10,11,19]), addressing research question 4. These profiles describe the mixing processes of cold 
and warm air at the transition zone. With the setup presented here, the transition zone of cold-air 
pulses with a lower inversion height than the height of the PS can be analyzed (2 m). Most cold-air 
pulses showed a similar relatively sharp break at the inversion zone, such as cold-air pulse (b) in 
Figure 7 at TIR pixel 50 (nearly no further temperature increase with height). This could indicate a 
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relatively laminar air flow without much mixing or major turbulence within the inversion layer. 
Cold-air pulse (d) (Figure 7) does not show strong turbulence at the inversion (low variation to lower 
or higher temperatures with height), but the PS surface temperature change from cold to warm air 
above seems to be smoother. 
Some specific turbulent situations of the cold-air pulse transition zone can be seen in Figure 8. 
Three exemplary turbulent flow situations, generated by cold-air pulses passing the PS, are shown 
as TIR images with corresponding graphs. In order to understand the motion of turbulent cold-air 
flow and the transition zone characteristics, TIR movies are helpful. Hence, the three cold-air flow 
turbulent situations shown in Figure 8 were generated as TIR videos and can be found online in the 
Supplemental Material, including Video S1 (related to Figure 8a), Video S2 (related to Figure 8b), and 
Video S3 (related to Figure 8c). Note that there is a fixed dip at the upper left side of the right PS half. 
This is due to an installation problem, which creates wrong PS surface temperatures in this part of 
the PS. For the description and interpretation of Figure 8 and the TIR videos, this was taken into 
account. Additionally the TIR profile in Figure 8b was located to the right of the dip to ensure the 
profile was not affected by this problem. 
Figure 8a shows three moments of cold-air pulse at 23:20 LT while passing the PS, (profile 
locations are marked with the yellow line). PS Surface temperatures from 11.0 °C to 11.1 °C (marked 
with white color) approximately show the inversion height, thus the top end of the cold-air pulse. 
This cold-air pulse shows moderate turbulence in the transition zone while passing the PS. With 
increasing inversion height, thus approaching the cold-air pulse maximum, the transition zone 
becomes more turbulent. The formally measured and suggested friction between warm- and cold-air 
masses (e.g., [11]) were directly visualized for the first time without interpolation or numerical 
simulation methods. The detrainment of cold air into the upper warm air was detected at this special 
cold-air pulse, which was found in former studies as well, albeit on other scales [11]. The visible 
detrainment at this cold-air pulse (upper part of the PS location at 23:20:45 LT, solid graph) can be 
described as a cold-air parcel, which extends into the warm air above and disappears by mixing 
processes. In the corresponding graph, this parcel becomes more noticeable due to the lower PS 
surface temperatures from TIR pixels 35 to 70 and less PS surface temperature variation at this height. 
The cold-air pulse at 23:31 LT (Figure 8b) also shows turbulence in the transition zone to the 
warm air around and a detrainment of cold into warm air. However, the detrainment of the cold-air 
parcel seems to be a part of the remaining cold-air layer of the departing cold-air pulse. The 
detrainment is initially visualized as a flag-like cold-air parcel and disappears by a mixing process. 
In the corresponding graph at 23:31:30 LT (solid line), this effect becomes visible by a double 
oscillating graph (two inversions), which shows a second cold-air sublayer from TIR pixel 70 to 80. 
Another type of turbulence in the cold-air flow can be seen in the transition zone of the flow 
situation in Figure 8c. This flow situation occurs during the measurement campaign on 22 September 
2010 with a similar setup, as mentioned above. Here, a wave-like frontal cold-air region, as described 
and drafted by Monti et al. (2002) [11], but for a larger scale, occurs (red line at 20:04:38 LT, solid 
graph on the right). Mahrt (2010) described micro-fronts as common at the surface in the nocturnal 
boundary layer and characterized by sharp changes of wind and temperature [24]. Nauta (2011) 
collected micro-fronts in near-surface parts of drainage flow, on the same scale as that employed in 
the present study [19]. Moreover, the flow momentum in Figure 8c seems to push up the cold air, so 
that single smaller detrainments remain. The wave-like frontal region has a very sharp cold-air border 
without major turbulences, as shown in the solid graph with TIR pixels above 70 (Figure 8c). It can 
be generated by the leading edge of the cold-air pulses of drainage flows [24]. Finally it is not clear, 
if this flow characteristic can be identified as a cold-air micro-front, as described by [11,19,24], or is 
rather a mechanically induced phenomenon created by the surface roughness or the CAP downslope. 
Atmosphere 2018, 9, 498 13 of 16 
 
 
Figure 8. Cold-air pulse transition zones. Three exemplary situations, each with three moments of 
local time (hour:min:sec): (a,b) on 23 July 2012; (c) on 22 September 2010, a previous measurement 
campaign with the same setup and similar clear and calm weather conditions. Yellow line = profile 
diagram location for graphs with different heights, starting at different heights above ground; red 
line: micro-front at 20:04:38 LT and detrainment at 20:04:44 LT in (c). 
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Distinct profiles of vertical temperature in the transition zone between the near-surface very 
stable inversion layer of cold-air pulses and the less stable, warmer air above were found in the micro-
scale drainage flow analysis here, as well as confirmed by the results of former studies, measuring in 
other scales. This does not finally confirm the scale-invariance of detrainment air motions and the 
occurrence of micro-fronts, previously detected and described by, e.g., [11,19]; but the results with 
the TIR method indicate that transition zone phenomena in the micro-scale are similar to the ones of 
the meso-scale. 
With TIR imagery, these profiles of the vertical temperature stratification could be analyzed in 
an unprecedented high-precision form and with visual components, which help to elucidate 
interesting processes using TIR image series and TIR videos. 
4. Summary and Conclusions 
This study applies a combined approach of standard and TIR measurements to analyze the 
nocturnal micro-scale cold-air flow patterns with high spatial and temporal precision. Focusing on 
the lowermost 2 m above the surface, the cold-air flow over a grass-covered gentle slope was 
characterized. A measurement setup was installed along the cold-air flow axis, consisting of standard 
instruments as well as one TIR camera. The TIR camera was pointed at an artificial projection screen 
(PS), monitoring the vertical PS surface temperature profile of the cold-air flowing downslope. The 
measurements were recorded on 23 July 2012. Besides numerical and single-image TIR analyses, TIR 
videos for different cold-air flow aspects were generated; these videos are presented in the 
Supplementary Materials online. By monitoring the PS using TIR imaging, the PS surface 
temperature changes indirectly show the near-surface air temperature changes, as evaluated by 
Grudzielanek and Cermak (2015) [22]. Looking at the vertical PS surface temperature profiles at the 
PS, typical cold-air flow oscillations were found, representing cold-air pulses flowing downslope, as 
expected from the literature (cf. [7,10,19]). Therefore, cold-air pulses with inversion heights within 
the height of the PS (about 2 m), as expected at gentle and length-limited slopes (cf. [7,16]), as well as 
PS overtopping cold-air pulses occurred. Cold-air pulse periods of 0.2 to 2.0 min were collected, 
which correlates very well with the findings of former studies (e.g., [19]). 
These subperiods were characterized by different flow properties, addressing research question 
1, based on higher or lower flow speeds and variances in PS surface temperatures and vertical PS 
surface temperature differences over time. 
To address research question 2, some assumptions, mentioned in Section 1, could not be tested 
in this study. Already the very low cold-air flow speed (less than 1 m/s) over the complete 
measurement period limits a comparison to other studies. A strong stratification of the cold-air 
atmosphere could arise throughout the measurement period because of that. 
It was found that not only the flow speed seems to be highly relevant for a high cold-air 
stratification of the cold-air pulses (e.g., [17,18]), but also a low flow speed variance over time, based 
on the data of measurement periods P2, P3, P4, and P6. 
The results of the PS surface temperature profile analysis of the cold-air pulses show that the 
micro-scale cold-air flow within the lowermost 2 m above the ground also depends on different 
factors and their interaction, thus giving rise to very complex characteristics, such as stratification 
rate and vertical temperature profile variance over time in comparison to meso-scale drainage flow. 
Additionally, it was found that the vertical PS surface temperature profiles of different cold-air 
pulses do not look similar when passing the PS, thus addressing research question 3. Different types 
of profile change over time occur, pointing out different cold-air pulse stratification rates and pulses 
with, e.g., a very strong, cool layer at the bottom. 
The detrainment of the pulses’ cold-air into the warm air above, as formally detected in the 
meso-scale, were found here as well in the transition zone analysis, addressing research question 4. 
Additionally, micro-fronts at cold-air pulse onsets confirmed the findings of Monti et al. (2002) [11], 
Mahrt (2010) [24] and Nauta (2011) [19]. 
For future work on micro-scale cold-air flow analyses, methods should be combined (e.g. with 
further standard measurements, such as a high-precision spatial temperature, air pressure and wind 
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sensor ensemble, as well as the fiber-optic method) to create a detailed three-dimensional (3D) 
impression of cold-air flow and cold-air oscillation with pulses. Using a method ensemble, limitations 
or data inaccuracy could be balanced. E.g., while the fiber-optic method is permeable to air, the TIR 
method is able to collect higher resolution data. In addition, vertical velocity could be used in the 
analysis of temperature profiles. 
In the setup of the current study, the horizontal axis in the cold-air flow direction was observed. 
However, in addition to the inversion height and the length of the pulses downslope, the width is 
also interesting, especially for the calculation of cold-air volumes. 
Furthermore, the next step for micro-scale cold-air flow analyses using TIR imaging should 
include the development of statistical methods on the vertical inversion stratification, transition zone 
parameters, and different impact factors, e.g., the surface roughness and the air temperature gradient 
between cold and warm air. Methods for automated analyses of the spatial TIR data should be 
developed. Moreover, data of different TIR camera perspectives should be combined as well as paired 
with an ensemble of standard measurements to gain a more representative dataset for future 
investigations. 
Supplementary Materials: The following are available online at www.mdpi.com/xxx. Video S1: Cold-air pulse 
transition zone related to Figure 8a; on 23 July 2012, 23:18–23:19 LT; TIR interval 1 s; video 10 Hz; Video S2: Cold-
air pulse transition zone related to Figure 8b; on 23 July 2012, 23:31–23:32 LT; TIR interval 1 s; video 10 Hz; Video 
S3: Cold-air pulse transition zone related to Figure 8c; on 22 September 2010, 20:04–20:05 LT; TIR interval 1 s; 
video 5 Hz. 
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