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Abstract
An attractive feature of panel unit root tests is the ability to exploit
coeﬃcient homogeneity under the null hypothesis of a unit root for all
series involved in order to obtain a more powerful test of the unit root
hypothesis. However, under the alternative hypothesis of heteroge-
neous panel unit root tests of at least one series being stationary, the
researcher is left with little idea of how to proceed. In other words if
we reject the unit root hypothesis we do not know which series caused
the rejection. We propose a method that enables the distinction of a
set of series into a group of stationary and a group of nonstationary
series. We discuss its theoretical properties and investigate its small
sample performance in a Monte Carlo study.
Keywords: Panel unit root tests, Sequential testing JEL Codes: C12,
C15, C23
1 Introduction
Starting with the seminal work of Balestra and Nerlove (1966), dynamic
models have played a crucial role in the empirical analysis of panel data.
In recent years panel datasets with long time spans have become available
enabling the investigation of the time series properties of these datasets. An
important part of this investigation relates to the stationarity properties of
panel datasets through the use of panel unit root tests.
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1An attractive feature of panel unit root tests is the ability to exploit co-
eﬃcient homogeneity under the null hypothesis of a unit root for all series
involved in order to obtain a more powerful test of the unit root hypothe-
sis. However, under the alternative hypothesis of heterogeneous panel unit
root tests such as, e.g., Im, Pesaran, and Shin (2003), of at least one series
being stationary, the researcher is left with little idea of how to proceed. In
other words if we reject the unit root hypothesis we do not know which series
caused the rejection.
It would be of some interest if a method were available that would enable
the distinction of the set of series into a group of stationary and a group
of nonstationary series. Such methods seem indeed possible and this paper
is proposing one. Our method uses a sequence of panel unit root tests to
distinguish between stationary and nonstationary series. If more than one
series are actually nonstationary then the use of panel methods to investigate
the unit root properties of the set of series is indeed more eﬃcient compared
to univariate methods.
The method we propose starts by testing the null of all series being unit
root processes along the lines considered in many heterogeneous panel unit
root tests such as, e.g., the Im, Pesaran, and Shin (2003) panel unit root
test. In fact we will discuss our method using this test as a basis although of
course any other test could be used. If the null is not rejected the procedure
stops. If the null is rejected then we remove from the set of series the one
with the minimum individual DF t-test and redo the panel unit root test on
the remaining set of series. The procedure is continued until either the test
does not reject the null hypothesis or all the series are removed from the set.
The end result is a separation of the set of variables into a set of stationary
variables and a set of nonstationary variables.
The paper is structured as follows: Section 2 discusses the proposed
method. Section 3 provides a Monte Carlo study. Section 4 concludes.
2 The new method
We will carry out our analysis using the Im, Pesaran, and Shin (2003) het-
erogeneous panel unit root test. So we give a few details on the version of
the test we use as an expository tool for discussing our method. Consider a
sample of N cross sections observed over T time periods.
2Let the stochastic process yj,t be generated by
yj,t =( 1− φj)µj + φjyj,t−1 +  j,t,j =1 ,...,N, t=1 ,...,T (1)
where initial values yj,0 are given. We are interested in testing the null
hypothesis of φj = 1 for all j. Rewritting (1) as
∆yj,t =( 1− φj)µj + βjyj,t−1 +  j,t (2)
where βj = φj − 1, the null hypothesis becomes
H0 : βj =0 , ∀j (3)
We make an assumption needed in what follows
Assumption 1 The  j,t in (1) are i.i.d. random variables for all j and t
with zero means and heterogeneous variances σ2
j.
The test is based on the average of individual Dickey-Fuller (DF) statis-
tics. The standard DF statistic for the j-th unit is given by the t-ratio
of βj in the regression of ∆yj =( ∆ yj,1,...,∆yj,T)  on a matrix of de-
terministic regressors τ T and yj =( yj,0,...,y j,T−1) . τ T could include
just a constant, i.e. τ T =( 1 ,...,1)  or a constant and a time trend, i.e.
τ T = ((1,1) ,(1,2) ,...,(1,T) ) .
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Then the panel unit root test is based on the following test statistic




which we will refer to as the ¯ t-statistic.








3As Im, Pesaran, and Shin (2003) discuss, this test has a standard normal
distribution if N →∞ . E(tT)a n dVa r(tT) denote the ﬁrst and second cen-
tral moments of the null distribution of ti,T. These are functions of T only
and can be obtained via simulation. Further for ﬁxed N the distribution of
z¯ t is nuisance parameter free but has no closed form solution. Critical values
can be obtained however using simulations as discussed in Im, Pesaran, and
Shin (2003).
Our ﬁrst asymptotic framework is one where T goes to inﬁnity and sub-
sequently N can either go to inﬁnity of be ﬁxed but N2/T → 0 in the former
case. For further use deﬁne the following. Let Yi =( yj1,...,yjM), i =
{j1,...,j M} and ti =( tj1,T,...,t jM,T) .A l s od e ﬁ n eij = {j}, {1,...,N}≡




We now deﬁne the object we wish to estimate. For every series yj,t deﬁne
the binary object Ij which takes the value 0 if βj =0a n d1i fβj < 0. We do
no consider the case βj > 0. Then, Ii =( Ij1,...,IjM) . We wish to estimate
Ii1,N. We denote the estimate by ˆ Ii1,N.
To do so we consider the following procedure.
1. Set j =1a n dij = {1,...,N}.
2. Calculate the z¯ t-statistic for the set of series Yij. If the test does not
reject the null hypothesis βi =0 ,i ∈ ij, stop and set ˆ Iij =( 0 ,...,0) .
If the test rejects go to step (3).
3. Set ˆ Iil =1a n dij+1 = i
−l
j ,w h e r el is the index of the series associated
with the minimum ts,T over s.S e tj = j +1 . G ot os t e p( 2 ) .
In other words, we estimate a set of binary objects that indicate whether a
series is stationary or not. We do this by carrying out a sequence of panel
unit root tests on a reducing dataset where the reduction is carried out by
dropping series for which there is evidence of stationarity. A low individual
t-statistic is used as such evidence.
We will discuss conditions for the consistency of ˆ Ii1,N as an estimator of
Ii1,N, both for ﬁnite and inﬁnite N, where in the latter case N2/T → 0.
Formally, we will show that
4Theorem 1 Under assumption 1 and if (i) limT→∞ αT → 0 and (ii) limT→∞ lnαT/T =
0,w h e r eαT is the signiﬁcance level used for the panel unit root test and (iii)






|ˆ Iij −I ij| > 0) = 0 (8)
P r o o fo fT h e o r e m1
The theorem follows from the following considerations. For all ˆ Iij such
that for some l ∈ ij, Iil = 1 we know that the heterogeneous panel unit root
test on the set of series Yij will reject with probability 1 by the consistency of
the panel unit root test and condition (ii) of Theorem 1 combined with stan-
dard arguments on sequences of tests as discussed in , e.g., Hosoya (1989).
Consistency of the panel unit root test follows from the fact that for a sta-
tionary series tj,T = Op(T 1/2). This combined with N2/T → 0 implies that
¯ tT is at least Op(T 1/2/N) even for one stationary series in the panel. Further,
we know that with probability 1, tl,T <t m,T asymptotically if Iil =1a n d
Iim = 0. As a result, all series for which Iil = 1 will be identiﬁed as such,
by the sequential approach with probability approaching 1. By condition (i)
of Theorem 1 we know that if Iil = 0 for all j in ij then the panel unit root
test will reject with probability equal to αT → 0.
QED.
Note the similarities between this setup and the variety of tests of rank
where a sequence of tests are needed to determine the rank of a matrix (see
e.g., Camba-Mendez and Kapetanios (2001) or Camba-Mendez, Kapetanios,
Smith, and Weale (2003)).
A weaker result can be established if N →∞ , the number of nonstation-
ary series, N1, tends to inﬁnity and the signiﬁcance level, denoted now α,i s
kept ﬁxed.




Pr(|ˆ Iij −I ij| > 0) = 0,∀j (9)
P r o o fo fT h e o r e m2
We start by noting that with probability 1 all series for which Iil = 1 will
be detected by the sequential test before any series for which Iil =0 .T h i si s
5because the individual DF t-tests for stationary series are Op(T 1/2)w h e r e a s
they are Op(1) for all nonstationary series. When all stationary series have
been removed from the dataset, a panel test will be carried out on a set of
nonstationary series. With probability α this test will reject. In general,
with, at most, probability ˜ αk, k or more redundant panel unit root tests will
be carried out. Note that ˜ α may be diﬀerent from α as the sequence of tests
is not made up of independent tests. However, it is guaranteed that ˜ α<1.
Therefore, the probability that k nonstationary series are missclassiﬁed as
stationary is O(˜ αk) and tends to zero exponentially with k. Thus, for any
given series, out of the N1 nonstationary series, the probability that it will
be missclassiﬁed as stationary tends to zero.
QED.
Further asymptotic results can be obtained for the case where N and
N − N1 ≡ N2 tend to inﬁnity, not necessarily at the same rate, but T either
tends to inﬁnity more slowly than N or stays ﬁxed. Here, we cannot provide
a consistency result for ˆ Ii1,N but we can show the following,
Theorem 3 Assume that N and N2 tend to inﬁnity, not necessarily at the
same rate. No conditions are placed on the asymptotic behaviour of T.T h e n ,
for a series indexed by l, ˆ Iil =1if Iil =1for all but Op(N1/2) of l.
In other words, all but Op(N1/2) of the stationary series will be correctly
identiﬁed as such. This result rests on the fact that the panel unit root test
z¯ t is consistent as N and N2 tend to inﬁnity at appropriate rates and thereby
will reject as long as N2 stationary series are included in the dataset.
P r o o fo fT h e o r e m3
To prove this theorem note that for all T, such that the second moment
matrix of the regressors of (2) is nonsingular,
|E(ˆ βi|βi < 0) − E(ˆ βi|βi =0 ) | >c 1 (10)
for some c1 > 0. This simply states that the expectation of ˆ βi is not invariant
to the true value of βi. A proof of that is straightforward to obtain from the
available literature, see, e.g., the discussion of the AR(1) model and references
cited in the Introduction and Section 1 of MacKinnon and Smith (1998). This
implies that
|E(ti,T|βi < 0) − E(ti,T|βi =0 ) | >c 2 (11)
6for some c2 > 0 and for each of the N2 stationary series. Thus,
|¯ tT − E(tT)| = Op(N2/N) (12)
and so z¯ t = Op(N2/N 1/2). So, as long as N2 = Op(N1/2+d), d>0, the panel
u n i tr o o tt e s ti sc o n s i s t e n t .
QED.
It is clear that our procedure is very general. It can be applied using any
heterogeneous panel unit root test. The main ingredients are a panel unit
root test and a criterion for choosing which series to classify as stationary at
each step. Our choices of the Im, Pesaran, and Shin (2003) test for the panel
unit root test and the minimum individual t-test seem relatively uncontro-
versial. Nevertherless, a number of possibilities arise. A reverse search using
the panel equivalent of the KPSS test as developed by Shin and Snell (2003)
could be envisaged.
2.1 Dealing with serial correlation
Extending the method to consider models with possibly serially correlated
errors is straightforward following, e.g., Im, Pesaran, and Shin (2003). More





ρj,s∆yj,t−s+ j,t,j =1 ,...,N, t=1 ,...,T (13)
we can write these regressions as
∆yj = βjyj + Qjγj +  j (14)
where Qj =( τ T,∆yj,−1,...,∆yj,−p)a n dγj =( aj,ρ j,1,...,ρ j,pj) . Then, the






where tj,T(pj,ρ)i sg i v e nb y
tj,T(pj,ρ)=







7where ρj =( ρj,1,...,ρ j,pj) , MQj = IT − Qj(Q 
jQj)−1Q 
j, MXj = IT −
Xj(X 
jXj)−1X 
j and Xj =( yj,Qj). Obviously for ﬁxed T the distributions of
the individual t-statistics involve nuisance parameters whose inﬂuence how-
ever disappears as T tends to inﬁnity. This occurs even if N remains ﬁxed.
Im, Pesaran, and Shin (2003) suggest the use of the following normalised
statistic to carry out the panel unit root test.
z¯ t(p)=
√
N¯ tT − E(tj,T(pj,0)|βj =0 )

Va r(tj,T(pj,0)|βj =0 )
(17)
This converges to N(0,1) if T and then N tend to inﬁnity. However, even
if only T tends to inﬁnity the above statistic tends to a nuisance parameter
free distribution which only depends on N.
Before presenting our Monte Carlo study we present simulation esti-
mates of E(tT)a n dVa r(tT) and the 5% critical values of the z¯ t test. For
all the results simulations with 10000 replications have been used. We
present estimates for E(tj,T(pj,0)|βj =0 )a n dVa r(tj,T(pj,0)|βj = 0) for
pj =0 ,1 for T ∈{ 10,15,20,25,30,40,50,60,70,80,90,100,150,200,400} in
Table 1. Estimates for E(tj,T(pj,0)|βj =0 )a n dVa r(tj,T(pj,0)|βj = 0) for
pj =2 ,...,8a n dT = 100,1000 are presented in Table 2. Critical values
for the z¯ t for T ∈{ 10,15,20,25,30,40,50,60,70,80,90,100,150,200,400},
N ∈{ 1,2,3,4,5,6,7,8,9,10,15,20,25,30} and pj ∈{ 0,1} are presented
in Tables 3 and 4. Finally, critical values for the z¯ t for T ∈{ 100,1000},
N ∈{ 1,2,3,4,5,6,7,8,9,10,15,20,25,30} and pj ∈{ 2,3,4,5,6,7,8} are
presented in Table 5.
3 Monte Carlo Study
In this section we carry out a Monte Carlo investigation of our new method.
We consider the following setup. Let
yj,t = φjyj,t−1 +  j,t,j=1 ,...,N, t=1 ,...,T (18)
where  j,t ∼ N(0,1). We investigate the new method along a number of
diﬀerent dimensions for the above model. Namely, we consider variations
in N, T and φj. More speciﬁcally, we consider T ∈{ 30,50,150,400} and
N ∈{ 5,10,15,20,25,30}.
For φj we consider the following setup: φj = 1 with probability δ over
j and φj ∈ (γ1,γ 2) with probability 1 − δ. This is a general setup designed
8to address a number of issues not widely discussed in the literature. As this
is a heterogeneous panel allowing variation in φj under the alternative hy-
pothesis is of great importance. Further, the choice of δ is likely to aﬀect the
performance of the new method. We set δ ∈{ 0.05,0.2,0.5}.
Further we consider two overall experiment groups labelled experiment
group A and experiment group B. For experiment group A, γ1 =0 .85 and
γ2 =0 .95. For experiment group B, γ1 =0 .75 and γ2 =0 .85. Finally, we
carry out the whole analysis for pj =0a n dpj = 1. We expect that our
method will be able to identify the stationary series when δ is low since then
there are many stationary series and therefore the power of the heterogeneous
panel unit root test is likely to be higher. The performance measure we use
is the estimated probability of classifying a series as stationary. This should
tend to zero for nonstationary series and to one for stationary series. Denote
the number of Monte Carlo replications by B. This probability is calculated
as follows in our experiments.










where Ns = N(1 − δ)s + Nδ(1 − s)a n du denotes a generic series. As an
alternative method of determining the stationarity or not of the set of se-
ries we consider the standard DF test for each series. Results are presented
in Tables 6-13. We refer to the new method as Sequential Panel Selection
Method (SPSM).
A number of conclusions emerge from these Tables. Firstly, we note that
the performance of SPSM in terms of classifying I(1) series as I(1) is in gen-
eral satisfactory. The probability of misclassiﬁcation nevers exceeds 15%.
This is to be expected given that the method is based on a test whose null
hypothesis is that of a set of series being I(1). On the other hand, as the
number of observations increases we see that this probability falls especially
for δ =0 .5. This is in line with the asymptotic result in Theorem 2. For
example, we see that for N = 30, T = 400, δ =0 .5, Setup A and p =0t h i s
probability is only 0.6%.
Moving on to the ability of SPSM to classify I(0) series as I(0) we see
that the probability of that happening increases drastically with T and sub-
stantially with N as expected. It also decreases with respect to δ.T h i s
is expected as well. When there is a large proportion of I(1) series in the
dataset, the panel unit root test is less powerful as the I(1) series cause a
9deterioration in power. Therefore, the method stops when I(0) series are still
in the dataset causing the observed patterns for the estimated probability of
ﬁnding an I(0) series to be I(0).
As usual, SPSM based on DF 1 ﬁnds more series being I(0) compared to
SPSM based on DF 2 or DF 3. Similary SPSM does the same for Setup B
where the I(0) are less persistent. When compared to DF we see that for low
δ SPSM does better since it misclassiﬁes fewer series on average. This can
be seen by adding the probability of ﬁnding an I(1) to be I(0) and one minus
the probability of ﬁnding an I(0) series to be I(0).
So for δ =0 .05,0.2 SPSM does better than DF especially for samples of
150 observations which is a relevant sample size for econometric work. For
samples of 400 observations both methods do well as expected. When we
look at datasets with δ =0 .5 DF does better. Again this is to be expected
since the ability of SPSM to ﬁnd an I(0) to be I(0) decreases with δ.O f
course, δ does not aﬀect the performance of DF.
We note a couple of things about this comparison here. Firstly, the DF
test is not a consistent estimator of Ii1,N neither as N or T go to inﬁnity.
Even for inﬁnite T it will reject the null even if it is true as long as the
signiﬁcance level is not 0. Of course it can be made consistent by making the
signiﬁcance level of the test depend on T. This may be problematic because
we do not know the power performance of the DF in this case. In any case
Df does not improve in performance when N increases. Here the importance
of the panel dimension is clear.
To make our analysis more concrete we have increased N to 200 and 400
and redid the p =0 ,S e t u pA ,δ =0 .5 experiment for T = 50. Results are
presented in Table 14. As we can see SPSM does clearly better than DF.
4 Conclusions
The use of panel datasets for the investigation of nonstationarity has been
increasing recently. Both the availability of larger datasets and the develop-
ment of new unit root testing methods speciﬁcally designed for panel datasets
can account for this.
An important advantage of panel unit root tests is their ability to reject
the unit root hypothesis when it is false more often that univariate tests.
10Nevertheless when such a rejection occurs, for heterogeneous panel unit root
tests, the researcher is often uncertain about the cause of the rejection, or
in particular about the identity of the series that caused this rejection. In
other words a method that could distinguish stationary from nonstationary
series within a panel dataset would be of interest to empirical researchers.
This paper has suggested such a method. It is based on the the sequential
use of a heterogeneous panel unit test combined with a criterion for removing
series one at a time from the dataset when the panel unit root test rejects.
In our implementation the individual t- test statistic has been used as such a
criterion. Although, we have developed the formal components of our method
using the heterogeneous panel unit root test developed by Im, Pesaran, and
Shin (2003) it is clear that similar methods can be developed based on other
panel unit root tests. Our Monte Carlo analysis has clearly shown that the
new method works satisfactorily and, in any case, has distinct advantages
over the use of the simple univariate DF unit root test for distinguishing
stationary from nonstationary series in panel datasets. Further research can
illustrate both the use of the new method in empirical contexts and the
potential for alternative panel unit root tests to give rise to methods that
improve upon the results reported here.
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12Table 1: Estimated E(tj,T(pj,0)|βj =0 )a n dVa r(tj,T(pj,0)|βj = 0) for
pj ∈{ 0,1}
p=0 p=1
E(tj,T) Va r(tj,T) E(tj,T) Va r(tj,T)
T DF 1 DF 2 DF 3 DF 1 DF 2 DF 3 DF 1 DF 2 DF 3 DF 1 DF 2 DF 3
10 -0.349 -1.501 -2.161 1.074 1.072 1.121 -0.396 -1.499 -2.150 1.032 1.030 1.052
15 -0.375 -1.508 -2.172 1.034 0.953 0.935 -0.386 -1.497 -2.169 1.017 0.976 0.934
20 -0.387 -1.508 -2.167 1.012 0.934 0.878 -0.386 -1.487 -2.179 1.009 0.948 0.906
25 -0.399 -1.516 -2.182 1.010 0.907 0.850 -0.414 -1.514 -2.172 1.003 0.918 0.868
30 -0.394 -1.517 -2.160 1.006 0.894 0.836 -0.406 -1.524 -2.180 1.013 0.906 0.841
40 -0.418 -1.540 -2.184 0.994 0.870 0.808 -0.403 -1.506 -2.171 1.005 0.900 0.828
50 -0.391 -1.517 -2.170 0.996 0.870 0.806 -0.434 -1.537 -2.179 0.996 0.886 0.816
60 -0.415 -1.524 -2.179 0.993 0.872 0.789 -0.420 -1.524 -2.177 0.997 0.880 0.793
70 -0.420 -1.514 -2.178 0.986 0.863 0.786 -0.416 -1.532 -2.186 0.991 0.878 0.794
80 -0.404 -1.527 -2.172 0.983 0.863 0.780 -0.416 -1.523 -2.183 0.995 0.872 0.787
90 -0.404 -1.530 -2.174 0.989 0.864 0.776 -0.421 -1.539 -2.188 0.999 0.864 0.780
100 -0.405 -1.517 -2.177 0.995 0.853 0.768 -0.427 -1.533 -2.176 0.975 0.859 0.784
150 -0.417 -1.531 -2.183 0.989 0.845 0.768 -0.421 -1.524 -2.173 0.980 0.847 0.767
200 -0.416 -1.523 -2.174 0.994 0.848 0.768 -0.407 -1.525 -2.184 0.988 0.854 0.754
400 -0.433 -1.537 -2.169 0.968 0.830 0.747 -0.426 -1.543 -2.182 0.983 0.839 0.749
13Table 2: Estimated E(tj,T(pj,0)|βj =0 )a n dVa r(tj,T(pj,0)|βj = 0) for
pj =2 ,...,8
T=100 T=1000
E(tj,T) Va r(tj,T) E(tj,T) Va r(tj,T)
p DF 1 DF 2 DF 3 DF 1 DF 2 DF 3 DF 1 DF 2 DF 3 DF 1 DF 2 DF 3
2 -0.387 -1.502 -2.163 0.998 0.877 0.799 -0.431 -1.532 -2.177 0.977 0.835 0.758
3 -0.412 -1.523 -2.161 0.969 0.870 0.793 -0.436 -1.539 -2.175 0.972 0.832 0.759
4 -0.399 -1.495 -2.136 0.985 0.875 0.789 -0.415 -1.534 -2.173 0.979 0.837 0.758
5 -0.395 -1.485 -2.123 0.983 0.880 0.801 -0.419 -1.535 -2.162 0.967 0.840 0.761
6 -0.373 -1.461 -2.113 0.999 0.903 0.800 -0.423 -1.522 -2.178 0.983 0.847 0.761
7 -0.381 -1.467 -2.108 0.970 0.890 0.826 -0.418 -1.520 -2.181 0.997 0.861 0.759
8 -0.365 -1.458 -2.092 0.982 0.904 0.817 -0.413 -1.519 -2.165 0.978 0.849 0.759
14Table 3: Estimated 5% critical values for pj =0
DF 1
N/T 10 15 20 25 30 40 50 60 70 80 90 100 150 200 400
1 -1.54 -1.56 -1.55 -1.57 -1.55 -1.55 -1.56 -1.54 -1.54 -1.57 -1.56 -1.55 -1.53 -1.57 -1.56
2 -1.57 -1.56 -1.59 -1.57 -1.58 -1.57 -1.61 -1.60 -1.59 -1.61 -1.59 -1.60 -1.55 -1.56 -1.57
3 -1.61 -1.60 -1.60 -1.59 -1.64 -1.58 -1.62 -1.59 -1.60 -1.60 -1.59 -1.60 -1.59 -1.61 -1.63
4 -1.62 -1.62 -1.64 -1.60 -1.65 -1.59 -1.63 -1.62 -1.62 -1.66 -1.65 -1.58 -1.65 -1.61 -1.59
5 -1.63 -1.57 -1.66 -1.56 -1.62 -1.62 -1.66 -1.61 -1.63 -1.64 -1.66 -1.63 -1.60 -1.58 -1.63
6 -1.62 -1.64 -1.61 -1.62 -1.61 -1.58 -1.68 -1.60 -1.63 -1.67 -1.64 -1.64 -1.62 -1.62 -1.60
7 -1.65 -1.60 -1.59 -1.60 -1.61 -1.59 -1.67 -1.61 -1.58 -1.68 -1.61 -1.61 -1.60 -1.64 -1.59
8 -1.60 -1.64 -1.62 -1.57 -1.64 -1.59 -1.63 -1.59 -1.61 -1.67 -1.66 -1.65 -1.57 -1.60 -1.56
9 -1.66 -1.63 -1.64 -1.62 -1.66 -1.59 -1.66 -1.62 -1.60 -1.67 -1.66 -1.63 -1.60 -1.63 -1.59
10 -1.63 -1.64 -1.68 -1.61 -1.66 -1.63 -1.70 -1.61 -1.63 -1.66 -1.67 -1.68 -1.61 -1.61 -1.60
15 -1.68 -1.66 -1.62 -1.63 -1.64 -1.62 -1.69 -1.62 -1.63 -1.65 -1.66 -1.64 -1.58 -1.60 -1.62
20 -1.67 -1.63 -1.64 -1.66 -1.63 -1.55 -1.72 -1.62 -1.58 -1.68 -1.67 -1.66 -1.63 -1.63 -1.62
25 -1.66 -1.65 -1.67 -1.61 -1.67 -1.59 -1.70 -1.62 -1.63 -1.68 -1.66 -1.68 -1.61 -1.62 -1.59
30 -1.66 -1.65 -1.65 -1.61 -1.65 -1.59 -1.75 -1.60 -1.58 -1.68 -1.68 -1.70 -1.60 -1.63 -1.62
DF 2
N/T 10 15 20 25 30 40 50 60 70 80 90 100 150 200 400
1 -1.72 -1.66 -1.64 -1.67 -1.66 -1.63 -1.62 -1.61 -1.60 -1.62 -1.58 -1.64 -1.62 -1.63 -1.61
2 -1.72 -1.68 -1.64 -1.59 -1.61 -1.60 -1.66 -1.60 -1.65 -1.55 -1.57 -1.67 -1.60 -1.62 -1.67
3 -1.68 -1.68 -1.62 -1.63 -1.63 -1.59 -1.67 -1.64 -1.65 -1.58 -1.59 -1.60 -1.58 -1.65 -1.63
4 -1.69 -1.71 -1.61 -1.65 -1.65 -1.62 -1.63 -1.64 -1.64 -1.61 -1.61 -1.64 -1.64 -1.62 -1.63
5 -1.70 -1.70 -1.69 -1.64 -1.62 -1.60 -1.65 -1.63 -1.68 -1.61 -1.61 -1.68 -1.60 -1.64 -1.64
6 -1.67 -1.68 -1.68 -1.65 -1.63 -1.62 -1.66 -1.58 -1.64 -1.65 -1.59 -1.65 -1.62 -1.64 -1.67
7 -1.71 -1.73 -1.69 -1.64 -1.66 -1.59 -1.63 -1.65 -1.68 -1.58 -1.59 -1.70 -1.64 -1.67 -1.64
8 -1.70 -1.67 -1.68 -1.66 -1.67 -1.61 -1.67 -1.59 -1.70 -1.66 -1.60 -1.66 -1.63 -1.64 -1.64
9 -1.67 -1.67 -1.68 -1.65 -1.65 -1.62 -1.67 -1.62 -1.68 -1.63 -1.62 -1.67 -1.64 -1.65 -1.66
10 -1.72 -1.72 -1.69 -1.62 -1.65 -1.60 -1.65 -1.61 -1.68 -1.59 -1.65 -1.66 -1.65 -1.67 -1.60
15 -1.71 -1.71 -1.66 -1.65 -1.63 -1.60 -1.69 -1.64 -1.70 -1.66 -1.66 -1.68 -1.62 -1.66 -1.63
20 -1.70 -1.72 -1.67 -1.65 -1.72 -1.57 -1.70 -1.66 -1.73 -1.63 -1.64 -1.69 -1.65 -1.66 -1.61
25 -1.67 -1.72 -1.68 -1.66 -1.65 -1.58 -1.65 -1.65 -1.75 -1.62 -1.61 -1.71 -1.61 -1.67 -1.61
30 -1.67 -1.70 -1.67 -1.70 -1.69 -1.57 -1.71 -1.64 -1.71 -1.65 -1.63 -1.75 -1.62 -1.65 -1.62
DF 3
N/T 10 15 20 25 30 40 50 60 70 80 90 100 150 200 400
1 -1.76 -1.72 -1.72 -1.66 -1.73 -1.68 -1.66 -1.69 -1.63 -1.69 -1.65 -1.65 -1.66 -1.63 -1.67
2 -1.74 -1.72 -1.76 -1.67 -1.65 -1.68 -1.67 -1.69 -1.66 -1.64 -1.64 -1.64 -1.62 -1.64 -1.67
3 -1.71 -1.72 -1.69 -1.68 -1.68 -1.66 -1.66 -1.68 -1.67 -1.62 -1.67 -1.60 -1.61 -1.68 -1.69
4 -1.75 -1.66 -1.68 -1.66 -1.69 -1.66 -1.69 -1.64 -1.69 -1.60 -1.66 -1.70 -1.61 -1.64 -1.70
5 -1.78 -1.71 -1.72 -1.64 -1.65 -1.60 -1.65 -1.63 -1.61 -1.66 -1.68 -1.68 -1.63 -1.65 -1.68
6 -1.69 -1.69 -1.72 -1.67 -1.74 -1.63 -1.68 -1.63 -1.69 -1.69 -1.66 -1.64 -1.63 -1.64 -1.69
7 -1.74 -1.68 -1.66 -1.63 -1.72 -1.63 -1.65 -1.62 -1.61 -1.66 -1.65 -1.69 -1.63 -1.64 -1.73
8 -1.69 -1.72 -1.65 -1.65 -1.68 -1.63 -1.68 -1.61 -1.62 -1.68 -1.67 -1.68 -1.61 -1.62 -1.74
9 -1.71 -1.64 -1.70 -1.61 -1.73 -1.63 -1.66 -1.67 -1.64 -1.71 -1.66 -1.68 -1.61 -1.66 -1.68
10 -1.71 -1.69 -1.70 -1.61 -1.68 -1.59 -1.65 -1.63 -1.64 -1.70 -1.65 -1.67 -1.59 -1.65 -1.72
15 -1.71 -1.66 -1.66 -1.65 -1.72 -1.59 -1.66 -1.65 -1.63 -1.70 -1.66 -1.65 -1.62 -1.67 -1.69
20 -1.69 -1.67 -1.67 -1.60 -1.74 -1.56 -1.67 -1.66 -1.66 -1.67 -1.68 -1.64 -1.61 -1.68 -1.74
25 -1.68 -1.71 -1.69 -1.59 -1.76 -1.58 -1.67 -1.63 -1.68 -1.66 -1.63 -1.70 -1.64 -1.66 -1.74
30 -1.70 -1.64 -1.74 -1.58 -1.74 -1.60 -1.67 -1.65 -1.65 -1.69 -1.66 -1.65 -1.61 -1.69 -1.78
15Table 4: Estimated 5% critical values for pj =1
DF 1
N/T 10 15 20 25 30 40 50 60 70 80 90 100 150 200 400
1 -1.53 -1.57 -1.55 -1.52 -1.53 -1.58 -1.49 -1.54 -1.51 -1.53 -1.53 -1.54 -1.57 -1.55 -1.58
2 -1.59 -1.55 -1.57 -1.55 -1.57 -1.57 -1.55 -1.56 -1.57 -1.57 -1.55 -1.64 -1.60 -1.59 -1.59
3 -1.60 -1.63 -1.63 -1.59 -1.60 -1.60 -1.57 -1.57 -1.58 -1.59 -1.54 -1.64 -1.64 -1.61 -1.62
4 -1.61 -1.67 -1.66 -1.61 -1.57 -1.61 -1.59 -1.56 -1.59 -1.60 -1.57 -1.62 -1.63 -1.63 -1.63
5 -1.65 -1.63 -1.66 -1.64 -1.58 -1.60 -1.55 -1.60 -1.62 -1.62 -1.55 -1.60 -1.63 -1.63 -1.62
6 -1.66 -1.66 -1.67 -1.59 -1.59 -1.64 -1.56 -1.59 -1.63 -1.61 -1.56 -1.65 -1.63 -1.63 -1.63
7 -1.63 -1.65 -1.63 -1.60 -1.61 -1.61 -1.60 -1.61 -1.66 -1.61 -1.61 -1.59 -1.62 -1.64 -1.58
8 -1.60 -1.71 -1.68 -1.61 -1.60 -1.63 -1.57 -1.59 -1.59 -1.62 -1.56 -1.62 -1.61 -1.65 -1.61
9 -1.63 -1.65 -1.68 -1.60 -1.59 -1.64 -1.52 -1.63 -1.64 -1.57 -1.62 -1.60 -1.64 -1.67 -1.61
10 -1.64 -1.65 -1.70 -1.61 -1.60 -1.63 -1.56 -1.61 -1.63 -1.62 -1.62 -1.64 -1.61 -1.65 -1.61
15 -1.67 -1.71 -1.66 -1.56 -1.62 -1.68 -1.51 -1.64 -1.68 -1.61 -1.64 -1.59 -1.66 -1.68 -1.60
20 -1.65 -1.69 -1.74 -1.62 -1.66 -1.61 -1.50 -1.57 -1.66 -1.63 -1.60 -1.60 -1.64 -1.70 -1.62
25 -1.62 -1.70 -1.71 -1.65 -1.62 -1.67 -1.48 -1.59 -1.60 -1.62 -1.61 -1.62 -1.63 -1.71 -1.59
30 -1.63 -1.73 -1.72 -1.61 -1.59 -1.63 -1.53 -1.61 -1.61 -1.63 -1.58 -1.62 -1.65 -1.74 -1.60
DF 2
N/T 10 15 20 25 30 40 50 60 70 80 90 100 150 200 400
1 -1.62 -1.58 -1.64 -1.60 -1.59 -1.61 -1.60 -1.59 -1.57 -1.59 -1.58 -1.57 -1.60 -1.59 -1.60
2 -1.63 -1.61 -1.64 -1.64 -1.64 -1.63 -1.58 -1.59 -1.57 -1.59 -1.60 -1.60 -1.60 -1.59 -1.55
3 -1.65 -1.61 -1.64 -1.62 -1.58 -1.61 -1.58 -1.55 -1.56 -1.60 -1.57 -1.63 -1.62 -1.60 -1.57
4 -1.66 -1.64 -1.66 -1.62 -1.60 -1.63 -1.61 -1.63 -1.58 -1.57 -1.55 -1.61 -1.64 -1.62 -1.59
5 -1.68 -1.66 -1.67 -1.63 -1.59 -1.64 -1.60 -1.63 -1.60 -1.62 -1.57 -1.60 -1.62 -1.59 -1.59
6 -1.68 -1.65 -1.70 -1.59 -1.61 -1.65 -1.59 -1.63 -1.58 -1.65 -1.59 -1.65 -1.62 -1.59 -1.60
7 -1.63 -1.60 -1.67 -1.66 -1.60 -1.64 -1.59 -1.63 -1.60 -1.61 -1.56 -1.58 -1.66 -1.65 -1.57
8 -1.61 -1.66 -1.68 -1.65 -1.63 -1.69 -1.55 -1.60 -1.58 -1.62 -1.59 -1.61 -1.68 -1.64 -1.63
9 -1.63 -1.65 -1.68 -1.62 -1.58 -1.68 -1.58 -1.62 -1.60 -1.60 -1.60 -1.62 -1.71 -1.66 -1.60
10 -1.67 -1.67 -1.70 -1.67 -1.59 -1.67 -1.56 -1.63 -1.63 -1.63 -1.59 -1.61 -1.66 -1.60 -1.58
15 -1.65 -1.67 -1.73 -1.63 -1.62 -1.67 -1.56 -1.67 -1.62 -1.64 -1.60 -1.60 -1.69 -1.64 -1.61
20 -1.64 -1.68 -1.74 -1.64 -1.60 -1.68 -1.59 -1.61 -1.58 -1.65 -1.55 -1.61 -1.63 -1.64 -1.60
25 -1.67 -1.65 -1.76 -1.66 -1.61 -1.69 -1.56 -1.61 -1.63 -1.67 -1.60 -1.58 -1.65 -1.64 -1.55
30 -1.67 -1.73 -1.77 -1.65 -1.64 -1.69 -1.56 -1.64 -1.58 -1.64 -1.56 -1.61 -1.69 -1.68 -1.61
DF 3
N/T 10 15 20 25 30 40 50 60 70 80 90 100 150 200 400
1 -1.66 -1.66 -1.63 -1.69 -1.62 -1.65 -1.63 -1.68 -1.64 -1.64 -1.64 -1.67 -1.64 -1.66 -1.63
2 -1.66 -1.70 -1.60 -1.63 -1.60 -1.66 -1.61 -1.68 -1.64 -1.61 -1.62 -1.59 -1.65 -1.60 -1.65
3 -1.73 -1.69 -1.62 -1.64 -1.65 -1.65 -1.65 -1.65 -1.64 -1.65 -1.63 -1.61 -1.68 -1.67 -1.63
4 -1.70 -1.63 -1.63 -1.61 -1.66 -1.68 -1.64 -1.66 -1.62 -1.61 -1.60 -1.62 -1.67 -1.63 -1.63
5 -1.71 -1.70 -1.59 -1.65 -1.63 -1.65 -1.64 -1.67 -1.59 -1.60 -1.64 -1.63 -1.62 -1.60 -1.67
6 -1.73 -1.68 -1.63 -1.64 -1.65 -1.71 -1.60 -1.66 -1.63 -1.63 -1.62 -1.66 -1.69 -1.63 -1.68
7 -1.78 -1.66 -1.64 -1.63 -1.64 -1.67 -1.66 -1.64 -1.63 -1.62 -1.63 -1.62 -1.70 -1.62 -1.65
8 -1.71 -1.70 -1.56 -1.69 -1.61 -1.65 -1.64 -1.65 -1.58 -1.63 -1.62 -1.63 -1.70 -1.66 -1.65
9 -1.74 -1.67 -1.60 -1.65 -1.63 -1.67 -1.61 -1.65 -1.63 -1.59 -1.62 -1.62 -1.69 -1.66 -1.63
10 -1.70 -1.65 -1.59 -1.66 -1.66 -1.65 -1.64 -1.64 -1.61 -1.65 -1.63 -1.61 -1.65 -1.61 -1.69
15 -1.71 -1.69 -1.61 -1.65 -1.60 -1.66 -1.65 -1.64 -1.55 -1.63 -1.60 -1.64 -1.66 -1.65 -1.64
20 -1.68 -1.62 -1.58 -1.64 -1.60 -1.66 -1.66 -1.68 -1.61 -1.62 -1.58 -1.64 -1.71 -1.65 -1.65
25 -1.71 -1.68 -1.57 -1.61 -1.65 -1.67 -1.61 -1.67 -1.60 -1.61 -1.62 -1.64 -1.68 -1.65 -1.67
30 -1.72 -1.67 -1.59 -1.65 -1.60 -1.69 -1.60 -1.67 -1.58 -1.58 -1.62 -1.66 -1.70 -1.63 -1.64
16Table 5: Estimated 5% critical values for pj =2 ,...,8
DF 1
T=100 T=1000
N/p 2 3 4 5 6 7 8 2 3 4 5 6 7 8
1 -1.56 -1.58 -1.49 -1.54 -1.52 -1.55 -1.58 -1.57 -1.57 -1.57 -1.58 -1.52 -1.53 -1.54
2 -1.56 -1.58 -1.61 -1.57 -1.54 -1.59 -1.62 -1.61 -1.58 -1.59 -1.61 -1.57 -1.57 -1.60
3 -1.62 -1.60 -1.58 -1.60 -1.58 -1.60 -1.59 -1.59 -1.58 -1.59 -1.66 -1.56 -1.58 -1.59
4 -1.62 -1.62 -1.62 -1.64 -1.61 -1.62 -1.61 -1.57 -1.57 -1.58 -1.58 -1.59 -1.59 -1.61
5 -1.63 -1.60 -1.60 -1.59 -1.56 -1.66 -1.62 -1.61 -1.58 -1.63 -1.65 -1.57 -1.64 -1.66
6 -1.62 -1.64 -1.59 -1.64 -1.56 -1.60 -1.61 -1.60 -1.62 -1.65 -1.63 -1.59 -1.60 -1.60
7 -1.65 -1.60 -1.59 -1.58 -1.60 -1.65 -1.61 -1.56 -1.56 -1.62 -1.66 -1.57 -1.59 -1.65
8 -1.61 -1.61 -1.57 -1.62 -1.65 -1.61 -1.61 -1.63 -1.59 -1.63 -1.65 -1.61 -1.59 -1.63
9 -1.58 -1.66 -1.59 -1.60 -1.65 -1.63 -1.59 -1.61 -1.58 -1.67 -1.64 -1.57 -1.59 -1.63
10 -1.65 -1.60 -1.57 -1.60 -1.59 -1.65 -1.65 -1.62 -1.57 -1.66 -1.65 -1.61 -1.61 -1.65
15 -1.68 -1.62 -1.61 -1.65 -1.56 -1.65 -1.65 -1.56 -1.59 -1.68 -1.66 -1.62 -1.64 -1.67
20 -1.68 -1.60 -1.56 -1.61 -1.62 -1.59 -1.61 -1.58 -1.59 -1.65 -1.66 -1.56 -1.60 -1.67
25 -1.68 -1.63 -1.59 -1.61 -1.62 -1.63 -1.62 -1.61 -1.56 -1.65 -1.68 -1.57 -1.64 -1.67
30 -1.72 -1.61 -1.59 -1.62 -1.64 -1.61 -1.64 -1.60 -1.59 -1.64 -1.66 -1.62 -1.62 -1.65
DF 2
T=100 T=1000
N/p 2 3 4 5 6 7 8 2 3 4 5 6 7 8
1 -1.58 -1.52 -1.55 -1.55 -1.57 -1.56 -1.54 -1.58 -1.58 -1.57 -1.54 -1.57 -1.54 -1.55
2 -1.60 -1.57 -1.59 -1.61 -1.54 -1.61 -1.55 -1.57 -1.62 -1.62 -1.61 -1.60 -1.58 -1.64
3 -1.59 -1.58 -1.58 -1.59 -1.60 -1.59 -1.55 -1.64 -1.62 -1.59 -1.60 -1.62 -1.60 -1.60
4 -1.61 -1.60 -1.56 -1.60 -1.53 -1.60 -1.55 -1.62 -1.60 -1.62 -1.59 -1.58 -1.60 -1.62
5 -1.64 -1.57 -1.59 -1.62 -1.61 -1.58 -1.56 -1.63 -1.62 -1.61 -1.63 -1.61 -1.63 -1.67
6 -1.59 -1.58 -1.61 -1.63 -1.59 -1.60 -1.60 -1.64 -1.61 -1.61 -1.59 -1.62 -1.62 -1.62
7 -1.64 -1.57 -1.60 -1.62 -1.62 -1.63 -1.57 -1.61 -1.60 -1.61 -1.61 -1.64 -1.58 -1.63
8 -1.59 -1.57 -1.59 -1.62 -1.62 -1.65 -1.58 -1.63 -1.60 -1.64 -1.61 -1.65 -1.62 -1.64
9 -1.60 -1.60 -1.61 -1.60 -1.61 -1.63 -1.58 -1.60 -1.62 -1.62 -1.62 -1.62 -1.60 -1.67
10 -1.65 -1.58 -1.61 -1.62 -1.60 -1.62 -1.59 -1.62 -1.63 -1.63 -1.61 -1.65 -1.64 -1.61
15 -1.64 -1.56 -1.64 -1.64 -1.64 -1.63 -1.56 -1.62 -1.61 -1.62 -1.64 -1.67 -1.65 -1.61
20 -1.67 -1.58 -1.63 -1.63 -1.65 -1.62 -1.56 -1.61 -1.63 -1.62 -1.61 -1.63 -1.67 -1.65
25 -1.66 -1.57 -1.66 -1.66 -1.67 -1.59 -1.55 -1.66 -1.58 -1.62 -1.58 -1.68 -1.63 -1.64
30 -1.68 -1.51 -1.61 -1.64 -1.68 -1.65 -1.59 -1.65 -1.57 -1.60 -1.64 -1.71 -1.64 -1.65
DF 3
T=100 T=1000
N/p 2 3 4 5 6 7 8 2 3 4 5 6 7 8
1 -1.65 -1.60 -1.63 -1.60 -1.58 -1.56 -1.55 -1.65 -1.60 -1.65 -1.64 -1.62 -1.63 -1.65
2 -1.57 -1.63 -1.60 -1.68 -1.60 -1.59 -1.54 -1.64 -1.64 -1.62 -1.63 -1.63 -1.60 -1.67
3 -1.59 -1.64 -1.65 -1.63 -1.61 -1.59 -1.55 -1.64 -1.65 -1.63 -1.67 -1.62 -1.60 -1.64
4 -1.57 -1.62 -1.65 -1.68 -1.60 -1.57 -1.57 -1.62 -1.60 -1.66 -1.66 -1.62 -1.59 -1.64
5 -1.58 -1.59 -1.62 -1.64 -1.62 -1.56 -1.57 -1.63 -1.64 -1.64 -1.67 -1.61 -1.59 -1.67
6 -1.58 -1.62 -1.63 -1.69 -1.63 -1.59 -1.57 -1.64 -1.64 -1.61 -1.69 -1.57 -1.63 -1.63
7 -1.58 -1.61 -1.65 -1.69 -1.61 -1.58 -1.57 -1.64 -1.63 -1.64 -1.67 -1.65 -1.59 -1.62
8 -1.56 -1.62 -1.63 -1.69 -1.62 -1.60 -1.58 -1.66 -1.61 -1.64 -1.65 -1.61 -1.61 -1.66
9 -1.55 -1.63 -1.64 -1.65 -1.63 -1.60 -1.53 -1.62 -1.64 -1.66 -1.70 -1.62 -1.61 -1.63
10 -1.62 -1.59 -1.64 -1.69 -1.63 -1.63 -1.57 -1.63 -1.64 -1.66 -1.66 -1.65 -1.59 -1.66
15 -1.55 -1.59 -1.65 -1.70 -1.65 -1.61 -1.58 -1.65 -1.63 -1.69 -1.69 -1.64 -1.60 -1.69
20 -1.56 -1.60 -1.62 -1.74 -1.62 -1.60 -1.56 -1.62 -1.68 -1.64 -1.73 -1.61 -1.60 -1.67
25 -1.58 -1.63 -1.62 -1.70 -1.61 -1.60 -1.57 -1.67 -1.68 -1.68 -1.70 -1.61 -1.59 -1.67
30 -1.56 -1.60 -1.64 -1.72 -1.59 -1.57 -1.58 -1.63 -1.65 -1.69 -1.76 -1.61 -1.60 -1.67
17Table 6: SPSM, p =0 ,S e t u pA a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
18Table 7: DF, p =0 ,S e t u pA a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
19Table 8: SPSM, p =0 ,S e t u pB a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
20Table 9: DF, p =0 ,S e t u pB a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
21Table 10: SPSM, p =1 ,S e t u pA a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
22Table 11: DF, p =1 ,S e t u pA a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
23Table 12: SPSM, p =1 ,S e t u pB a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
24Table 13: DF, p =1 ,S e t u pB a
DF 1 DF 2 DF 3



































































































































































































































































































































































































































































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
25Table 14: A comparison of SPSM and DF for large Na
SPSM































a%I(1) denotes the proportion of series which are I(1). For the notation (
a
b) we have that a gives
the probability that an I(1) series will be classiﬁed as I(0), whereas b gives the probability that an
I(0) series will be classiﬁed as I(0).
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