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Se llamará sistema de ecuaciones lineales de m ecuaciones con n incógnitas a 
un conjunto de m ecuaciones de la forma: 
 
𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! +⋯+ 𝑎𝑎!,!𝑥𝑥! = 𝑏𝑏!
𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! +⋯+ 𝑎𝑎!,!𝑥𝑥! = 𝑏𝑏!
…
𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! + 𝑎𝑎!,!𝑥𝑥! +⋯+ 𝑎𝑎!,!𝑥𝑥! = 𝑏𝑏!
 
 
Siendo 𝑎𝑎!,! y 𝑏𝑏! Números Reales y 𝑥𝑥!, 𝑥𝑥!, 𝑥𝑥!… . 𝑥𝑥! las incógnitas a calcular. 
Dos ejemplos de estos sistemas pueden ser: 
 
3𝑥𝑥! + 4𝑥𝑥! − 5𝑥𝑥! = 7
5𝑥𝑥! + 8𝑥𝑥! + 7𝑥𝑥! = −3
−4𝑥𝑥! + 7𝑥𝑥! + 3𝑥𝑥! = 2
𝑥𝑥! + 𝑥𝑥! − 2𝑥𝑥! = 4
 
𝑥𝑥 + 4𝑦𝑦 − 5𝑧𝑧 = −4
−3𝑥𝑥 − 5𝑦𝑦 + 7𝑧𝑧 = 4
8𝑥𝑥 + 7𝑦𝑦 + 3𝑧𝑧 = 8
 
 
La notación en ambos casos es válida, y se puede realizar la sustitución de las 
variables del primer caso al segundo para mayor comodidad. 
 
Es posible que en cualquier sistema de ecuaciones lineales ocurra que: 
i. 𝑚𝑚 > 𝑛𝑛 mayor número de ecuaciones que incógnitas. 
ii. 𝑚𝑚 = 𝑛𝑛 igual número de ecuaciones que incógnitas. 
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Solución	de	un	sistema	de	ecuaciones		
Se llamará solución del sistema a toda n- tupla 𝛼𝛼!,𝛼𝛼!,𝛼𝛼!… .𝛼𝛼! tal que al sustituir 





2𝑥𝑥 − 3𝑦𝑦 = 3
3𝑥𝑥 + 𝑦𝑦 = 7  
 
Admite como solución los valores 𝑥𝑥 = 2, 𝑦𝑦 = 1 porque al sustituir estos valores en 
las ecuaciones. 
2(2)− 3(1) = 3
3(2)+ 1 = 7
 
 
Lo cual claramente muestra que las igualdades se cumplen. 
 
Ejemplo  
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
2𝑥𝑥 − 3𝑦𝑦 + 5𝑧𝑧 = 2 
 
Admite como soluciones cualquier terna que cumpla 𝑥𝑥 = 1− 3𝑧𝑧, 𝑦𝑦 = − !
!





i) Según los términos independientes. 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 
𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻é𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑙𝑙𝑙𝑙𝑙𝑙 𝑡𝑡é𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)
𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻é𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝐴𝐴𝐴𝐴𝐴𝐴ú𝑛𝑛 𝑡𝑡é𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)
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Sistemas	de	ecuaciones	lineales	equivalentes	
 
Dos o más sistemas de ecuaciones lineales son equivalentes siempre que tengan 




Los sistemas:  
𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 = 3
3𝑥𝑥 + 2𝑦𝑦 + 2𝑧𝑧 = 7
2𝑥𝑥 − 𝑦𝑦 + 𝑧𝑧 = 2
 y 
𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 = 3
4𝑥𝑥 + 2𝑦𝑦 − 𝑧𝑧 = 5
2𝑥𝑥 − 𝑦𝑦 + 𝑧𝑧 = 2
 
 




Las siguientes transformaciones realizadas en cualquier sistema lo convierten en 
otro equivalente: 
a) Cambiar el orden de las ecuaciones. 
b) Multiplicar cualquier ecuación por un número real no nulo. 
c) Sustituir una ecuación por una combinación lineal de ella misma con las demás 
siempre que el coeficiente por el que multipliquemos la ecuación sustituida sea no 
nulo. 




Las transformaciones de equivalencia, nos permitirán deducir cuándo un sistema 
es compatible, y si lo es, determinar sus soluciones con el uso de las 
transformaciones anteriores se obtendrá un sistema equivalente al inicial que 
cumpla: 
 
a) En la primera ecuación aparece al menos la primera incógnita. 
b) En la segunda ecuación no se encuentra la primera incógnita. 
c) En la tercera ecuación no se encuentra ni la primera, ni la segunda incógnita. 
d) En la cuarta ecuación no aparece la primera incógnita, ni la segunda, ni 
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A este proceso se le denomina triangularizar el sistema, lo cual permite obtener: 
 
I) Un sistema con el mismo número de ecuaciones que incógnitas llamado 
“sistema compatible determinado”. 
II) En alguna ecuación algún absurdo denominado “sistema incompatible”. 
III) Un sistema con menor número de ecuaciones que incógnitas 
denominado “sistema compatible indeterminado”. 
 
Este procedimiento recibe el nombre de método de reducción o de Gauss 
 
Ejemplo  
El sistema final tiene el mismo número de ecuaciones que incógnitas. 
 
  
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1 (𝑖𝑖)
2𝑥𝑥 + 3𝑦𝑦 − 𝑧𝑧 = 2 (𝑖𝑖𝑖𝑖)
3𝑥𝑥 + 𝑦𝑦 − 4𝑧𝑧 = 5 (𝑖𝑖𝑖𝑖𝑖𝑖)
 
 
Se realizarán las siguientes transformaciones. 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 2. 𝑖𝑖
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖𝑖𝑖 − 3𝑖𝑖
 
 
Obteniendo el siguiente sistema. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
7𝑦𝑦 − 7𝑧𝑧 = 0
7𝑦𝑦 − 13𝑧𝑧 = 2
 
Restando a la tercera ecuación la segunda se encuentra. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1




Es decir que 𝑧𝑧 = − !
!




 y despejando 𝑥𝑥 en la primera ecuación se obtiene 𝑥𝑥 = !
!
  así la solución a 
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Ejemplo  
 
El sistema final arroja un absurdo. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1 (𝑖𝑖)
2𝑥𝑥 + 3𝑦𝑦 − 𝑧𝑧 = 2 (𝑖𝑖𝑖𝑖)
3𝑥𝑥 + 𝑦𝑦 + 2𝑧𝑧 = 5 (𝑖𝑖𝑖𝑖𝑖𝑖)
 
 
Se realizarán las siguientes transformaciones. 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 2. 𝑖𝑖





Obteniendo el siguiente sistema. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
7𝑦𝑦 − 7𝑧𝑧 = 0
7𝑦𝑦 − 7𝑧𝑧 = 2
 
 
Restamos 𝑖𝑖𝑖𝑖 de 𝑖𝑖𝑖𝑖𝑖𝑖 se obtiene. 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1




En este momento el sistema se encuentra triangularizado y se ha llegado a un 





El sistema final tiene menor número de ecuaciones que incógnitas. 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1 (𝑖𝑖)
2𝑥𝑥 + 3𝑦𝑦 − 𝑧𝑧 = 2 (𝑖𝑖𝑖𝑖)





Se realizarán las siguientes transformaciones. 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 2. 𝑖𝑖
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖𝑖𝑖 − 3𝑖𝑖
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Obteniendo el siguiente sistema. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
7𝑦𝑦 − 7𝑧𝑧 = 0
7𝑦𝑦 − 7𝑧𝑧 = 0
 
 
Restamos 𝑖𝑖𝑖𝑖 de 𝑖𝑖𝑖𝑖𝑖𝑖 se obtiene. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
7𝑦𝑦 − 7𝑧𝑧 = 0
0 = 0
⟺
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
7𝑦𝑦 − 7𝑧𝑧 = 0  
 
Luego de haber triangularizado el sistema se obtienen menos ecuaciones que 
incógnitas por tanto se dice que es incompatible determinado, para obtener una 
solución se divide la última ecuación por 7. 
 
𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 = 1
𝑦𝑦 − 𝑧𝑧 = 0  
 
Posteriormente de la última ecuación se despeja 𝑦𝑦, y se obtiene 𝑦𝑦 = 𝑧𝑧, valor que 
se reemplaza en la primera ecuación y asi se encuentra que el conjunto solución 




Resolver el sistema:  
4𝑥𝑥 − 2𝑦𝑦 + 3𝑧𝑧 + 2𝑡𝑡 = 1 
2𝑥𝑥 + 3𝑦𝑦 − 𝑧𝑧 − 3𝑡𝑡 = 2 
3𝑥𝑥 + 𝑦𝑦 − 4𝑧𝑧 + 𝑡𝑡 = 1 
3𝑥𝑥 + 𝑦𝑦 − 𝑧𝑧 = 2 
 
 
Podemos notar que ningún coeficiente de la primera incógnita es 1, por tal motivo 
se debe reorganizar las ecuaciones teniendo en cuenta tomar como pivote el 
coeficiente de la letra “y” de la tercera ecuación y ubicarla en la primera posición.  
 
Así el sistema de ecuaciones reorganizado sería. 
 
𝑦𝑦 − 4𝑧𝑧 + 𝑡𝑡 + 3𝑥𝑥 = 1 𝑖𝑖
𝑦𝑦 − 𝑧𝑧 + 3𝑥𝑥 = 2 𝑖𝑖𝑖𝑖
−2𝑦𝑦 − 3𝑧𝑧 + 2𝑡𝑡 +  4𝑥𝑥 = 1 𝑖𝑖𝑖𝑖𝑖𝑖
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Este sistema genera la matriz.  
 












Inicialmente se realizarán las siguientes transformaciones. 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 𝑖𝑖
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖𝑖𝑖 − 2. 𝑖𝑖
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 3. 𝑖𝑖
 
 












Realizando el intercambio 𝑖𝑖𝑖𝑖⟺ 𝑖𝑖𝑖𝑖𝑖𝑖. 
 












Ahora se realizarán las siguientes transformaciones. 
 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑖𝑖
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 11. 𝑖𝑖𝑖𝑖 − 3. 𝑖𝑖𝑖𝑖
 
 
























𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 + 2. 𝑖𝑖𝑖𝑖𝑖𝑖 
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𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝 3 
 













Así el sistema inicial arrojaría uno equivalente. 
 
𝑦𝑦 − 4𝑧𝑧 + 𝑡𝑡 + 3𝑥𝑥 = 1 (𝑖𝑖)
11𝑧𝑧 − 6𝑡𝑡 − 7𝑥𝑥 = 1 (𝑖𝑖𝑖𝑖)
𝑡𝑡 + 3𝑥𝑥 = 2 𝑖𝑖𝑖𝑖𝑖𝑖













, 0  
 
Ejemplo 
3𝑥𝑥 − 2𝑦𝑦 = 0 (𝑖𝑖)
2𝑥𝑥 + 2𝑦𝑦 = 1 (𝑖𝑖𝑖𝑖)











𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 2. 𝑖𝑖















El sistema es incompatible. 
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Determinar los valores de “a” en el sistema. 
 
𝑥𝑥 − 2𝑦𝑦 − 3𝑧𝑧 = 0 (𝑖𝑖)
2𝑥𝑥 + 3𝑦𝑦 + 𝑎𝑎 + 1 𝑧𝑧 = 0 (𝑖𝑖𝑖𝑖)






Se debe considerar la matriz. 
1 −2 −3  0
2  3 𝑎𝑎 + 1  0
3  1  𝑎𝑎  0
 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖 − 2. 𝑖𝑖
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖𝑖𝑖 − 3. 𝑖𝑖
 
 
1 −2 −3  0
0  7 𝑎𝑎 + 7  0
0  7 𝑎𝑎 + 9  0
 
 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ó𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑖𝑖𝑖𝑖 
 
1 −2 −3  0
0  7 𝑎𝑎 + 7  0
0  0  2  0
 
 
El sistema inicial es compatible al sistema. 
 
𝑥𝑥 − 2𝑦𝑦 − 3𝑧𝑧 = 0 (𝑖𝑖)
7𝑦𝑦 + 𝑎𝑎 + 7 𝑧𝑧 = 0 (𝑖𝑖𝑖𝑖)
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En el campo de los números reales, una matriz es una distribución de números en 
filas y columnas. En general si el número de filas es m y el de columnas es n, se 






En la terminología de matrices, para referirnos al elemento que se encuentra en la 
i-esima fila y la j-esima columna de una matriz A, se escribe 𝑎𝑎!" y a la matriz misma 
como 𝐴𝐴 !". 
 
Siempre que se hace referencia al orden de la matriz, en la forma m x n, el primero 
de los números corresponde al número de filas y el segundo al número de 
columnas. Por ejemplo, una matriz de 3 filas y 4 columnas es de orden 3 x 4, 
mientras que una matriz de 2 filas y 5 columnas es de orden 2 x 5. Además de lo 
anterior, cuando se hace referencia a la notación 𝑎𝑎!" o 𝐴𝐴 !"  el número 𝑖𝑖 se refiere 
a la fila y 𝑗𝑗, a la columna. 
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Si una matriz tiene el mismo número n de filas y de columnas, se dice que la 
matriz es una matriz cuadrada de orden n x n, o simplemente de orden n. 
 
Matriz fila y matriz columna: atendiendo al número de filas y columnas que 
puede tener una matriz, tenemos los siguientes casos especiales. 
 
Matriz fila: es una matriz con una sola fila, se conoce también como vector fila, si 
la matriz tiene n elementos se dice que es una matriz de orden 1 x n, por ejemplo, 
la siguiente matriz: 
 
𝐴𝐴 =  4 3 − 1 0 7   
Es una matriz de orden 1 x 5. 
 
Matriz columna: es una matriz con una columna, se conoce también como vector 
columna, si tal columna tiene m elementos se dice que es una matriz de orden m x 
1, por ejemplo, la siguiente matriz es de orden 6 x 1.  









Operaciones entre matrices o algebra de matrices 
En el contexto del álgebra lineal, y particularmente el relacionado con el estudio de 
matrices y sus aplicaciones, son de gran importancia las operaciones que se 
pueden desarrollar con matrices, así como el conjunto de propiedades que 
cumplen tales operaciones. A continuación presentamos las operaciones que se 
pueden desarrollar con matrices de números reales. 
 
23Fundación Universitaria del Área Andina
           
                                                                                                               5	
Suma de matrices: dadas dos matrices 𝐴𝐴 = 𝐴𝐴 !"  y 𝐵𝐵 = 𝐵𝐵 !", ambas de orden m 
x n, la suma 𝐴𝐴 + 𝐵𝐵 corresponde a otra matriz, también de orden m x n definida de 
la siguiente forma: 
𝐴𝐴 + 𝐵𝐵 = 𝐴𝐴 + 𝐵𝐵 !" =  𝐴𝐴 !" +  𝐵𝐵 !"  
 
Es decir, el elemento que ocupa la posición 𝑖𝑖 , 𝑗𝑗  en la matriz suma se obtiene 
sumando los respectivos elementos de las posiciones 𝑖𝑖 , 𝑗𝑗  de las dos matrices. 
 
Ejemplo  





Producto de una matriz por un escalar: dada una matriz 𝐴𝐴 = 𝐴𝐴 !" y un número 
realα, el producto del escalar α por la matriz A, es la matriz definida de la siguiente 
forma: 
α𝐴𝐴 = α𝐴𝐴 !"  
Es decir, los elementos del producto se obtienen multiplicando cada elemento de 
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Propiedades de la suma de matrices: es importante tener claridad sobre las 
propiedades que se pueden aplicar cuando desarrollamos operaciones 
relacionadas con la suma de matrices, el siguiente conjunto de propiedades se 
puede verificar con relativa facilidad y se presenta sin demostraciones. 
 
Dadas las matrices 𝐴𝐴,𝐵𝐵,𝐶𝐶, todas del mismo orden, se cumple lo siguiente: 
a) 𝐴𝐴 + 𝐵𝐵 =  𝐵𝐵 + 𝐴𝐴 
b) 𝐴𝐴 + 𝐵𝐵 +  𝐶𝐶 = 𝐴𝐴 + (𝐵𝐵 + 𝐶𝐶)  
c) 𝐴𝐴 + 0 = 𝐴𝐴 
d) 𝐴𝐴 + −𝐴𝐴 =  0 
e) ∝ 𝐴𝐴 + 𝐵𝐵 = ∝ 𝐴𝐴+ ∝ 𝐵𝐵  
f) ∝  + 𝛽𝛽 𝐴𝐴 =  𝛼𝛼𝛼𝛼 +  𝛽𝛽𝛽𝛽  
g) ∝ 𝛽𝛽 𝐴𝐴 =  𝛼𝛼(𝛽𝛽𝛽𝛽) 
 
Producto de un vector fila por un vector columna: realmente corresponde al 
producto de matrices 1 x n y n x 1, es decir vectores fila y columna con el mismo 
número de elementos, como el ejemplo (a) de la siguiente figura. Se requiere la 
coincidencia entre el número de elementos porque el resultado se fundamenta en 
el cálculo del producto del i-esimo elemento del vector fila por el i-esimo elemento del 
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El resultado de multiplicar los dos vectores corresponde a la suma de los 
productos señalados, es decir, si: 
















Resaltamos el hecho que este producto, en el contexto del producto de matrices, 
corresponde a un solo número. 
 
Ejemplo  
Para el caso de los vectores anteriores, el producto correspondiente es:  
(2)(1) + (5)(-4) + (-1)(5) + (4)(9) = 2 – 20 – 5 + 36 = 13 
 
Producto de matrices m x n y n x 1: el producto de una matriz por un vector 
columna, en este orden, requiere que el número de columnas de la matriz coincida 
con el número de filas o número de elementos del vector, condición que se cumple 
en el producto indicado en el siguiente ejemplo: 
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El resultado de este producto es un vector columna con una cantidad de 
elementos igual al número de filas de la matriz, además, el i-esimo elemento del 
resultado corresponde al producto de la i-esima fila de la matriz por el vector 
columna, es decir, el primer elemento se obtiene multiplicando la primera fila de la 
matriz por el vector columna, el segundo elemento se obtiene multiplicando la 
segunda fila por el vector columna y así sucesivamente. El producto de cada fila 
por el vector columna se realiza tal como se indicó en el apartado anterior. 
Formalmente se tiene que el producto de una matriz A por un vector columna B, 
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Producto de matrices m x n y n x r: hemos estudiado en el apartado anterior el 
producto de una matriz por un vector columna, procedemos ahora a estudiar el 
producto de dos matrices, en lo que se requiere que el número de columnas de la 
primera matriz coincida con el número de filas de la segunda, condición que se 
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El resultado de multiplicar una matriz de orden m x n por una de orden n x r, es 
una matriz de orden m x r, es decir, una cuyo número de filas es igual al número 
de filas de la primera matriz y el número de columnas coincide con el de la 
segunda. En el resultado, el elemento 𝑟𝑟!", o sea el ubicado en la i-esima fila y la j-
esima columna, se halla multiplicando la i-esima fila de la primera matriz por la j-esima 
columna de la segunda. Formalmente se tiene que el producto de una matriz A 
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Propiedades del producto de matrices: las propiedades que citamos a 
continuación sobre el producto de matrices se refieren a productos que tengan 
sentido, es decir, que haya compatibilidad en el número de filas y columnas de tal 
manera que se pueda realizar la operación, estas propiedades se presentan sin 
demostración. 
 
Dadas las matrices 𝐴𝐴,𝐵𝐵,𝐶𝐶, tales que los productos indicados tienen sentido, se 
cumple las siguientes propiedades: 
 
a) 𝐴𝐴𝐴𝐴 𝐶𝐶 = 𝐴𝐴(𝐵𝐵𝐵𝐵) 
b) 𝐴𝐴 𝐵𝐵 +  𝐶𝐶 = 𝐴𝐴𝐴𝐴 + 𝐴𝐴𝐴𝐴 
c) 𝐵𝐵 +  𝐶𝐶 𝐴𝐴 = 𝐵𝐵𝐵𝐵 + 𝐶𝐶𝐶𝐶 
d) 𝛼𝛼 𝐴𝐴𝐴𝐴 = 𝛼𝛼𝛼𝛼 𝐵𝐵 = 𝐴𝐴 𝛼𝛼𝛼𝛼  para todo ∝ ∈ 𝑅𝑅 
 
Matriz identidad de orden n 𝑰𝑰𝒏𝒏 :  
La matriz identidad de orden n es una matriz cuadrada de n filas y n columnas en 
la cual se cumple lo siguiente: 
𝐼𝐼! !" =  
1 𝑠𝑠𝑠𝑠 𝑖𝑖 = 𝑗𝑗
 
0 𝑠𝑠𝑠𝑠 𝑖𝑖 ≠ 𝑗𝑗
 
 
Es decir, los elementos de la diagonal principal, la que va del extremo superior 
izquierdo al inferior derecho, está formada por solos 1s (unos) y los elementos 
restantes son 0s (ceros). Tal como se muestra a continuación: 
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Un teorema muy importante en relación a matrices identidad es el siguiente: 
Teorema: Dada una matriz A de orden m x n se tiene que: 
 
𝐼𝐼! 𝐴𝐴 = 𝐴𝐴 
𝐴𝐴𝐴𝐴! = 𝐴𝐴 




Una matriz 𝐴𝐴 de orden n es invertible, o tiene inversa, si existe una matriz 𝐵𝐵 de 
orden n tal que: 
𝐴𝐴𝐴𝐴 = 𝐵𝐵𝐵𝐵 = 𝐼𝐼! 
No toda matriz es invertible, pero si lo es, su inversa es única. La inversa de una 
matriz 𝐴𝐴 se denota por 𝐴𝐴!!. En la unidad tres realizaremos cálculos de inversa de 
una matriz.  
 
Propiedades de matrices invertibles: si 𝐴𝐴,𝐵𝐵 son matrices invertibles de orden n, 
se cumple lo siguiente: 
a) (𝐴𝐴!!)!! = 𝐴𝐴  
b) 𝐴𝐴𝐴𝐴 𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑦𝑦 (𝐴𝐴𝐴𝐴)!! =  𝐵𝐵!!𝐴𝐴!!  
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Traspuesta de una matriz  
Dada una matriz 𝐴𝐴 de orden m x n, la traspuesta de 𝐴𝐴, denotada por 𝐴𝐴! , es una 
matriz de orden n x m obtenida al convertir las filas en columnas, es decir la 





Propiedades de la traspuesta de matrices: la trasposición de matrices cumple 
las siguientes propiedades: 
 
a) (𝐴𝐴!)! = 𝐴𝐴  
b) (𝐴𝐴 + 𝐵𝐵)! =  𝐴𝐴! +  𝐵𝐵! 
c) (∝ 𝐴𝐴)! = ∝ 𝐴𝐴!  
d) (𝐴𝐴𝐴𝐴)! =  𝐵𝐵!𝐴𝐴!  
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𝟐𝟐𝒙𝒙𝟏𝟏 +  𝟑𝟑𝒙𝒙𝟐𝟐 = 𝟕𝟕			
𝟓𝟓𝒙𝒙𝟏𝟏 −  𝟐𝟐𝒙𝒙𝟐𝟐 = 𝟖𝟖			
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En	la	anterior	ecuación,	la	matriz	A	es	la	matriz	de	coeficientes	o	matriz	del	sistema.	Como	
es	de	 suponer,	 parte	de	nuestro	 interés	 es	 resolver	 sistemas	de	ecuaciones	 lineales,	 en	
este	caso	empleando	métodos	matriciales,	para	lo	cual	se	hace	necesario	el	uso	de	lo	que,	
en	este	contexto,	se	conoce	como	operaciones	elementales	por	filas.	Antes	de	entrar	en	
ello,	 conviene	 representar	 la	 ecuación	matricial	 de	 forma	más	 simplificada,	 tal	 como	 se	
muestra	a	continuación,	en	donde	a	la	matriz	de	coeficientes	se	le	agrega	la	columna	de	













b)	Multiplicar	por	  λ ≠  0	la	fila	p,	lo	cual	se	denota	mediante	λ𝑓𝑓!.	
c)	Sumar	a	la	fila	p	la	fila	q	multiplicada	por	λ ≠  0,	lo	cual	se	denota	mediante	𝑓𝑓! +  λ𝑓𝑓!.		
	
El	 resultado	 de	 este	 tipo	 de	 operaciones	 da	 lugar	 a	 una	 matriz	 asociada	 a	 un	 sistema	





𝟐𝟐𝒙𝒙𝟏𝟏 +  𝟑𝟑𝒙𝒙𝟐𝟐 = 𝟕𝟕			
𝟓𝟓𝒙𝒙𝟏𝟏 −  𝟐𝟐𝒙𝒙𝟐𝟐 = 𝟖𝟖		
		
La	 solución	 del	 mismo,	 como	 lo	 señalamos	 antes	 es:	 𝒙𝒙𝟏𝟏 = 𝟐𝟐  ;   𝒙𝒙𝟐𝟐 = 𝟏𝟏,	 expresando	 el	
sistema	en	forma	matricial,	tenemos:	
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Se	 puede	 verificar	 que	 la	 solución	 sigue	 siendo:	 𝑥𝑥! = 2  ;   𝑥𝑥! = 1,	 lo	 cual	 es	 de	
esperarse	 ya	 que	 la	 operación	 realizada	 es	 equivalente	 al	 solo	 cambio	 del	 orden	 de	 las	
ecuaciones.		
	








La	solución	del	nuevo	sistema	es	también	𝒙𝒙𝟏𝟏 = 𝟐𝟐  ;   𝒙𝒙𝟐𝟐 = 𝟏𝟏.		
	
c)	Sumar	a	la	fila	1	la	fila	2	multiplicada	por	λ = 3. 	𝑓𝑓! + 3𝑓𝑓!.		
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obtener	 una	 matriz	 triangular	 reducida	 en	 la	 parte	 de	 los	 coeficientes.	 El	 conjunto	 de	
operaciones	 por	 filas	 que	 dan	 lugar	 a	 la	 matriz	 triangular	 superior	 se	 conoce	 como	
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  𝒙𝒙𝟏𝟏 +     𝒙𝒙𝟐𝟐 −  𝟐𝟐𝒙𝒙𝟑𝟑 −    𝟑𝟑𝒙𝒙𝟒𝟒 =      𝟓𝟓		 	 (1)	
        −  𝟒𝟒𝟒𝟒𝟐𝟐 +  𝟕𝟕𝟕𝟕𝟑𝟑 + 𝟏𝟏𝟏𝟏𝒙𝒙𝟒𝟒 = − 𝟏𝟏𝟏𝟏		 	 (2)	
                         𝟏𝟏𝟏𝟏𝟏𝟏𝟑𝟑 + 𝟏𝟏𝟏𝟏𝒙𝒙𝟒𝟒 = −  𝟏𝟏 		 	 (3)	
                                              𝒙𝒙𝟒𝟒 =  − 𝟏𝟏	 	 (4)	
	
En	 este	 sistema,	 se	 puede	 hallar	 la	 solución	 fácilmente	 comenzando	 por	 la	 última	
ecuación,	 luego	 sustituyendo	 el	 valor	 hallado	 en	 la	 penúltima,	 con	 lo	 cual	 se	 halla	 otro	
valor,	 los	 valores	 hallados	 se	 sustituyen	 en	 la	 anterior	 y	 así	 sucesivamente,	 hasta	
encontrar	la	solución	completa,	veamos	lo	fundamental	de	los	procedimientos.	
	
De	la	ecuación	(4)	encontramos	que	𝒙𝒙𝟒𝟒 =  − 𝟏𝟏	sustituyendo	en	la	ecuación	(3)	se	tiene:	
	
𝟏𝟏𝟏𝟏𝟏𝟏𝟑𝟑 − 𝟏𝟏𝟏𝟏 = −  𝟏𝟏	
De	donde	se	halla	𝒙𝒙𝟑𝟑 = 𝟏𝟏.	
	
Sustituyendo	𝒙𝒙𝟑𝟑 𝒚𝒚 𝒙𝒙𝟒𝟒	en	la	ecuación	(2),	obtenemos	el	valor	de	𝒙𝒙𝟐𝟐 mediante:	
	
−  𝟒𝟒𝟒𝟒𝟐𝟐 +  𝟕𝟕 − 𝟏𝟏𝟏𝟏 = − 𝟏𝟏𝟏𝟏	
−  𝟒𝟒𝟒𝟒𝟐𝟐 = − 𝟏𝟏𝟏𝟏 + 𝟏𝟏𝟏𝟏 − 𝟕𝟕	
−  𝟒𝟒𝟒𝟒𝟐𝟐 = − 𝟖𝟖	
 𝒙𝒙𝟐𝟐 = 𝟐𝟐	
	
Sustituyendo	en	la	ecuación	(1)	los	tres	valores	hallados	se	puede	hallar	 𝒙𝒙𝟏𝟏	a	través	de:	
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  𝒙𝒙𝟏𝟏 +  𝟐𝟐 −  𝟐𝟐 +   𝟑𝟑 =  𝟓𝟓		





  𝒙𝒙𝟐𝟐 = 𝟐𝟐;	
	
 𝒙𝒙𝟑𝟑 = 𝟏𝟏;	
	
 𝒙𝒙𝟒𝟒 = −𝟏𝟏,	
	
	
La	 cual	 según	 se	 puede	 verificar,	 satisface	 el	 sistema	 de	 ecuaciones	 propuesto	




a	 partir	 de	 la	 lectura	 de	 la	 última	 matriz	 sin	 necesidad	 de	 plantear	 el	 sistema	 de	








3𝑥𝑥! −  3𝑥𝑥! + 2𝑥𝑥! + 3𝑥𝑥! + 5𝑥𝑥! + 𝑥𝑥! = 1		
2𝑥𝑥! +  2𝑥𝑥! − 𝑥𝑥! + 𝑥𝑥! + 4𝑥𝑥! + 𝑥𝑥! = 5		
5𝑥𝑥! −  5𝑥𝑥! + 3𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! + 3𝑥𝑥! = 1		
−𝑥𝑥! +  𝑥𝑥! − 𝑥𝑥! + 𝑥𝑥! + 2𝑥𝑥! + 9𝑥𝑥! = 3		
2𝑥𝑥! −  3𝑥𝑥! + 7𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! + 5𝑥𝑥! = −1		
−3𝑥𝑥! +  𝑥𝑥! − 𝑥𝑥! + 4𝑥𝑥! + 𝑥𝑥! + 2𝑥𝑥! = 2		
	
	
Fundación Universitaria del Área Andina 45
Fundación Universitaria del Área Andina
           
                                                                                                             13	
b)	3𝑥𝑥! −  2𝑥𝑥! + 3𝑥𝑥! + 5𝑥𝑥! + 𝑥𝑥! = 1		
2𝑥𝑥! +  2𝑥𝑥! − 𝑥𝑥! + 4𝑥𝑥! + 𝑥𝑥! = 5		
5𝑥𝑥! −  5𝑥𝑥! + 3𝑥𝑥! + 𝑥𝑥! + 3𝑥𝑥! = 1		
−𝑥𝑥! +  𝑥𝑥! − 𝑥𝑥! + 𝑥𝑥! + 9𝑥𝑥! = 3		
2𝑥𝑥! −  3𝑥𝑥! + 7𝑥𝑥! + 𝑥𝑥! + 𝑥𝑥! = −1		
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Definimos inicialmente el determinante de segundo orden como se indica a 
continuación: 
 







El determinante de 𝐴𝐴, que corresponde a un número real, se simboliza y define de 






Nótese la diferencia de representación entre una matriz y su determinante, la 
matriz se representa con corchetes y el determinante sólo con barras. El siguiente 
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Ejemplo 1 
 













Vemos que el cálculo de determinantes de 2 x 2 es realmente sencillo, pero es un 
valioso apoyo para el cálculo de determinantes de orden de 3 x 3 y de orden 





Dada una matriz de orden n x n, el menor complementario del elemento 𝑎𝑎!", 
representado mediante 𝑀𝑀!" , se define como el determinante de la matriz obtenida 
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En el caso de matrices de 2 x 2, el menor complementario de un elemento es el 
























Dada una matriz cuadrada de orden n x n, el adjunto del elemento 𝑎𝑎!", 
representado mediante 𝐴𝐴!" ,corresponde a:  
 
𝐴𝐴!"  = (−1)!!! .𝑀𝑀!"  
 
Es decir, el adjunto de un elemento, es el mismo menor complementario o el 
menor multiplicado por menos uno (-1), según la fila y la columna en que se 
encuentre. Más específicamente si la suma número de fila más número de 
columna es par, el resultado es el mismo menor complementario, en caso 
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Ejemplo  
 
Para el menor complementario calculado en el ejemplo anterior, el adjunto es: 
 
𝐴𝐴!"  = (−1)!!! .𝑀𝑀!" =  𝐴𝐴!"  = (−1)!!!.𝑀𝑀!" = −1 −31 =  31 
 
Para la matriz completa hallamos a continuación los menores complementarios y 
adjuntos. 
  
𝑎𝑎!! = 4;           𝑀𝑀!! = 3 . 2 −  1 . 1 =  6− 1 = 5;                   𝐴𝐴!! = (−1)!𝑀𝑀!! =
 𝑀𝑀!! = 5      
 
𝑎𝑎!" = 5;           𝑀𝑀!" = 2 . 2 −  7 . 1 =  4− 7 = −3;               𝐴𝐴!" = (−1)!𝑀𝑀!" =
 −𝑀𝑀!" = 3      
 
𝑎𝑎!" = −2;        𝑀𝑀!" = 2 . 1 −  7 . 3 =  2− 21 = −19;         𝐴𝐴!" = (−1)!𝑀𝑀!" =
 𝑀𝑀!" = −19     
 
𝑎𝑎!" = 2;          𝑀𝑀!" = 5 . 2 −  1 . −2 =  10+ 2 = 12;         𝐴𝐴!" = (−1)!𝑀𝑀!" =
 −𝑀𝑀!" = −12      
 
𝑎𝑎!! = 3;          𝑀𝑀!! = 4 . 2 −  7 . −2 =  8+ 14 = 22;          𝐴𝐴!! = (−1)!𝑀𝑀!! =
 𝑀𝑀!! = 22      
 
𝑎𝑎!" = 1;          𝑀𝑀!" = 4 . 1 −  7 . 5 =  4− 35 = −31;           𝐴𝐴!" = (−1)!𝑀𝑀!" =
−𝑀𝑀!" = 31      
 
𝑎𝑎!" = 7;          𝑀𝑀!" = 5 . 1 −  3 . −2 =  5+ 6 = 11;               𝐴𝐴!" = (−1)!𝑀𝑀!" =
 𝑀𝑀!" = 11      
 
𝑎𝑎!" = 1;           𝑀𝑀!" = 4 . 1 −  2 . −2 =  4+ 4 = 8;           𝐴𝐴!" = (−1)!𝑀𝑀!" =
 −𝑀𝑀!" = −8      
 
𝑎𝑎!! = 2;             𝑀𝑀!! = 4 . 3 −  2 . 5 =  12− 10 = 2;               𝐴𝐴!! = (−1)𝟔𝟔𝑴𝑴𝟑𝟑𝟑𝟑 =
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Cálculo	de	determinantes	de	orden	superior	
 
Dada una matriz cuadrada 𝑨𝑨 de orden n > 2, su determinante corresponde a la 
suma de de los productos de los elementos de una fila o columna cualquiera por 
sus respectivos adjuntos. Es de anotar que el resultado no depende de la fila o 












Solución: en el apartado anterior hallamos los adjuntos de esta matriz, para 
calcular el determinante tomamos la columna 3, con lo que tenemos que su 
determinante es: 
 
𝒅𝒅𝒅𝒅𝒅𝒅 𝑨𝑨 = 𝒂𝒂𝟏𝟏𝟏𝟏𝑨𝑨𝟏𝟏𝟏𝟏 + 𝒂𝒂𝟐𝟐𝟐𝟐𝑨𝑨𝟐𝟐𝟐𝟐 + 𝒂𝒂𝟑𝟑𝟑𝟑𝑨𝑨𝟑𝟑𝟑𝟑 
 
𝒅𝒅𝒅𝒅𝒅𝒅 𝑨𝑨 = −𝟐𝟐 −𝟏𝟏𝟏𝟏 + 𝟏𝟏 𝟑𝟑𝟑𝟑 + 𝟐𝟐 𝟐𝟐 = 𝟑𝟑𝟑𝟑+ 𝟑𝟑𝟑𝟑+ 𝟒𝟒 = 𝟕𝟕𝟕𝟕     
 
Si tomamos la fila 1 el cálculo daría: 
 
𝒅𝒅𝒅𝒅𝐭𝐭 𝑨𝑨 = 𝒂𝒂𝟏𝟏𝟏𝟏𝑨𝑨𝟏𝟏𝟏𝟏 + 𝒂𝒂𝟏𝟏𝟏𝟏𝑨𝑨𝟏𝟏𝟏𝟏 + 𝒂𝒂𝟏𝟏𝟏𝟏𝑨𝑨!𝟑𝟑 
 
𝒅𝒅𝒅𝒅𝒅𝒅 𝑨𝑨 = 𝟒𝟒 𝟓𝟓 + 𝟓𝟓 𝟑𝟑 + −𝟐𝟐 −𝟏𝟏𝟏𝟏 = 𝟐𝟐𝟐𝟐+ 𝟏𝟏𝟏𝟏+ 𝟑𝟑𝟑𝟑 = 𝟕𝟕𝟕𝟕     
 
Como era de esperarse el resultado coincide con el primer cálculo. 
 
Un método alternativo para calcular determinantes de tercer orden es la regla de 
Sarrus, la cual se deja como ejercicio de consulta para el estudiante. 
 
Antes de tratar el cálculo de determinantes de orden mayor que tres estudiamos 
las siguientes propiedades.  
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Propiedades	de	los	determinantes	
 
Enunciamos a continuación algunas de las propiedades más importantes de los 
determinantes: 
 
1. Si una matriz tiene una fila o columna cuyos elementos son todos ceros, el 
determinante es igual a cero. 
 
2. Si una matriz tiene dos filas iguales o proporcionales, su determinante es igual a 
cero. 
 
3. Si intercambiamos dos filas o dos columnas de una matriz cuadrada, su 
determinante cambia de signo. 
 
4. Al multiplicar todos los elementos de una fila o columna de una matriz por un 
número real, el determinante queda multiplicado por el mismo número. 
 
5. Si a una fila o columna de una matriz se le suma otra fila o columna multiplicada 
por un número, el determinante no cambia de valor. Esta propiedad permite hallar 
de forma sencilla determinantes de orden superior a 3. 
 
6. El determinante de una matriz es igual al de su traspuesta. 
 




El cálculo de determinantes de orden mayor o igual que tres puede hacerse algo 
complejo, podemos facilitarlo transformando la matriz para obtener varios ceros en 
una fila o columna aplicando la propiedad 5, y realizar el cálculo por esa fila o 
columna, esto teniendo en cuenta que el valor del determinante no cambia con 
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Ejemplo 
 







Solución: Como ya tenemos un cero, amparados en la propiedad 5, podemos 
buscar más ceros en la fila o columna en la que se encuentra, busquemos en la 
primera columna, para ello desarrollamos las operaciones que señalamos a 
continuación: 
 
Sumamos la fila 2 multiplicada por -2 a la fila 3 y  la fila 2 multiplicada por -3 a la 
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Dada una matriz 𝑨𝑨, la adjunta de 𝑨𝑨, denotada mediante 𝑨𝑨𝑨𝑨𝑨𝑨 𝑨𝑨 , es la matriz 
obtenida al sustituir cada elemento de la matriz por su adjunto, es decir, si:    
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Solución: en un ejemplo anterior hallamos los adjuntos de los elementos de esta 









Existe una estrecha relación entre la inversa, la adjunta y el valor del determinante de 
una matriz cuadrada. Un primer detalle importante es que una matriz tiene inversa si y 
sólo si su determinante es diferente de cero, en cuyo caso tenemos la siguiente 
expresión que permite hallar la inversa de una matriz cuadrada de orden n: 
 
 





Es decir, la inversa de una matriz cuadrada 𝐴𝐴  es igual a la traspuesta de la matriz 
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Ejemplo  




















Solución b): en ejemplos anteriores encontramos que el determinante y la adjunta 
de esta matriz son: 
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Podemos verificar que la matriz hallada corresponde a la inversa de 𝐴𝐴, esto lo 
haremos a continuación calculando el producto  𝐴𝐴.𝐴𝐴!!,  el resultado debe ser la 
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El cálculo de determinantes proporciona una importante vía de solución de 
sistemas de n ecuaciones lineales con n incógnitas, el método que se basa en el 
uso de determinantes se conoce como regla de Cramer y establece lo siguiente: 
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Donde 𝐴𝐴 es la matriz de coeficientes de las incógnitas y 𝐴𝐴!! ,  la matriz obtenida al 
remplazar la columna de coeficientes de 𝑥𝑥!  por el vector de términos 
independientes, es decir, cambiar los 𝑎𝑎!!  , 𝑎𝑎!! ,… ,𝑎𝑎!"     por el vector de términos 
 𝑏𝑏!  , 𝑏𝑏! ,… , 𝑏𝑏!. 
   
 
Ejemplo  
Hallar la solución del siguiente sistema:  
  
2𝑥𝑥! +  3𝑥𝑥! −  5𝑥𝑥! =   2  
 1𝑥𝑥! −  2𝑥𝑥! +  2𝑥𝑥! =  3  
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Utilizando los principios de cálculo de determinantes estudiados en esta unidad, el 
estudiante puede verificar que: 
 
𝑑𝑑𝑑𝑑t (𝐴𝐴) ) = −7;  
 
𝑑𝑑𝑑𝑑t ( 𝐴𝐴!!) = −21; 
 
𝑑𝑑𝑑𝑑t ( 𝐴𝐴!!) = −14;  
 
𝑑𝑑𝑑𝑑t ( 𝐴𝐴!!) = −14; 
 
Con lo cual los valores de las incógnitas son: 
 
𝑥𝑥! = 3;     𝑥𝑥! = 2;      𝑥𝑥! = 2 
 
Se puede verificar que la solución obtenida satisface al conjunto de ecuaciones 
planteado.  
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Un vector es un ente abstracto representable mediante un segmento dirigido, 
medido con una unidad previamente elegida es la magnitud del vector y el ángulo 
que forma el segmento dirigido con una línea horizontal es la dirección del vector. 






Consideremos todos los vectores libres del plano pero localizados en un sistema 
de coordenadas XY. 
 
Si se toma un vector libre 𝐴𝐴, cualquiera, mediante la definición de vectores libres, 
𝐴𝐴 se puede desplazar paralelamente a si mismo hasta colocarlo de tal manera que 
el origen de la flecha coincida con el origen de coordenadas O.  
 
Llamaremos ℝ! al conjunto de todos los vectores situados en el plano de 
coordenadas XY y que tienen su origen coincidente con el origen de coordenadas. 
Cada vector de ℝ! termina en un punto (a, b) del plano de coordenadas y 
recíprocamente cada punto del plano determina uno y solo un vector de ℝ! cuya 
punta de flecha termina en él.  
 
Entonces, Hay una correspondencia biunívoca entre los puntos del plano XY y los 
vectores en ℝ!, esto significa que a cada punto del plano le corresponde una 
flecha que va del origen al punto y recíprocamente. Si identificamos cada vector 
de ℝ! como la pareja ordenada (a, b), donde termina, entonces ℝ! es el conjunto 
de todas estas parejas; así se define: 
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ℝ! = 𝑎𝑎, 𝑏𝑏 :𝑎𝑎𝜖𝜖ℝ 𝑦𝑦 𝑏𝑏𝑏𝑏ℝ  
 
De igual manera es posible definir ℝ! como todos los puntos que corresponden a 
las ternas (a, b, c) donde termina cualquier vector, de la siguiente manera. 
  




El módulo de un vector se obtiene aplicando el Teorema de Pitágoras así: 
𝑢𝑢 = 𝑑𝑑! + 𝑢𝑢!









Sea 𝑢𝑢 = (3,2,8) hallar 𝑢𝑢  
𝑢𝑢 = 3! + 2! + 8! 
𝑢𝑢 = 73 
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La distancia entre 𝐴𝐴 𝑎𝑎!,𝑎𝑎!,𝑎𝑎!  𝑦𝑦 𝐵𝐵 𝑏𝑏!, 𝑏𝑏!, 𝑏𝑏!  es el módulo del vector 𝐴𝐴𝐴𝐴. 
 
𝐴𝐴𝐴𝐴 = (𝑏𝑏! − 𝑎𝑎!, 𝑏𝑏! − 𝑎𝑎!, 𝑏𝑏! − 𝑎𝑎!) 




𝑢𝑢 = 3,2,8  𝑦𝑦 𝑣𝑣 = −4,1,−3  
 
Hallar 𝑑𝑑 𝐴𝐴,𝐵𝐵  
𝑑𝑑 𝐴𝐴,𝐵𝐵 = −4− 3 ! + 1− 2 ! + −3− 8 ! 
𝑑𝑑 𝐴𝐴,𝐵𝐵 = −7 ! + −1 ! + −11 ! 
𝑑𝑑 𝐴𝐴,𝐵𝐵 = 49+ 1+ 121 




Dos vectores paralelos se caracterizan por tener proporcionales sus componentes, 
es decir: 
 




El punto medio M, de un segmento AB tiene por coordenadas las componentes de 
𝑂𝑂𝑂𝑂 
 













𝐴𝐴 = 3,2,8  𝑦𝑦 𝐵𝐵 = −4,1,−3  
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Si 𝐴𝐴 = 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 𝑦𝑦 𝐵𝐵 = 𝑑𝑑, 𝑓𝑓,𝑔𝑔 , 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒: 
 
𝐴𝐴 = 𝐵𝐵⟺ 𝑎𝑎 = 𝑑𝑑, 𝑏𝑏 = 𝑓𝑓 𝑦𝑦 𝑐𝑐 = 𝑔𝑔 
 
Al igual que para el caso de los vectores libres definimos las operaciones de suma 





Si 𝐴𝐴 = 𝑎𝑎!,𝑎𝑎! 𝑦𝑦 𝐵𝐵 = 𝑏𝑏!, 𝑏𝑏! , 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝐴𝐴 𝑦𝑦𝐵𝐵 𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑: 
 






Ejemplo: calculemos la suma de los vectores 𝐴𝐴 = 1,3 𝑦𝑦 𝐵𝐵 = −3,7 , . 
Siguiendo la definición de suma vectorial se cumple que: 
 
 𝐴𝐴 + 𝐵𝐵 = 1+ −3 , 3+ 7  
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De igual manera se cumple para ℝ! 
S𝐴𝐴 = 𝑎𝑎!,𝑎𝑎!,𝑎𝑎! 𝑦𝑦 𝐵𝐵 = 𝑏𝑏!, 𝑏𝑏!, 𝑏𝑏! , 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝐴𝐴 𝑦𝑦𝐵𝐵 𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
 






Si  𝐴𝐴 𝜖𝜖ℝ!,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  𝐴𝐴 = 𝑎𝑎!,𝑎𝑎!  𝑦𝑦 𝜆𝜆𝜆𝜆 ℝ, 𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑑𝑑𝑑𝑑 𝜆𝜆 𝑝𝑝𝑝𝑝𝑝𝑝  𝐴𝐴,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
𝜆𝜆 𝐴𝐴 = 𝜆𝜆 𝑎𝑎!,𝑎𝑎! = 𝜆𝜆𝑎𝑎!, 𝜆𝜆𝑎𝑎!  
 




𝑆𝑆𝑆𝑆  𝐴𝐴 = 3,5  𝑦𝑦  𝐵𝐵  2,1 , 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 2 𝐴𝐴 + 3 𝐵𝐵 
 
2 𝐴𝐴 + 3 𝐵𝐵 = 6,10 + 6,3  
 
2 𝐴𝐴 + 3 𝐵𝐵 = 12,13  
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Así mismo es posible establecer su equivalencia en ℝ! 
 
 𝐴𝐴 𝜖𝜖ℝ!,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  𝐴𝐴 = 𝑎𝑎!,𝑎𝑎!,𝑎𝑎!  𝑦𝑦 𝜆𝜆𝜆𝜆 ℝ, 𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑑𝑑𝑑𝑑 𝜆𝜆 𝑝𝑝𝑝𝑝𝑝𝑝  𝐴𝐴,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 




Definición: sean 𝑢𝑢 𝑦𝑦 𝑣𝑣 dos vectores se define el producto escalar entre ellos de la 
siguiente manera. 
 
𝑢𝑢. 𝑣𝑣 = 𝑢𝑢 . 𝑣𝑣 cos (𝑢𝑢. 𝑣𝑣) 
 
Propiedades: 
Sean 𝑢𝑢 , 𝑣𝑣 𝑦𝑦 𝑤𝑤 tres vectores entonces se cumple que: 
 
i) Si 𝑢𝑢 ⊥ 𝑣𝑣⇔ 𝑢𝑢. 𝑣𝑣 = 0 
ii) 𝑢𝑢 = 0, ó 𝑣𝑣 = 0 ⇒ 𝑢𝑢. 𝑣𝑣 = 0 
iii) 𝑢𝑢. 𝑣𝑣 = 𝑣𝑣. 𝑢𝑢 
iv) 𝑢𝑢. 𝑣𝑣.𝑤𝑤 = 𝑢𝑢. 𝑣𝑣 .𝑤𝑤 
v) 𝑢𝑢. 𝑣𝑣 + 𝑤𝑤 = 𝑢𝑢. 𝑣𝑣 + 𝑢𝑢𝑤𝑤 
vi) Si 𝐵𝐵 𝑢𝑢 , 𝑣𝑣 es una base ortogonal 𝑢𝑢. 𝑣𝑣 = 𝑣𝑣. 𝑢𝑢 = 0 




Definición: Sean 𝑢𝑢 𝑦𝑦 𝑣𝑣 dos vectores se define el producto vectorial o producto cruz 
entre ellos de la siguiente manera; 
 
𝑢𝑢𝑥𝑥𝑣𝑣 = 𝑢𝑢 𝑣𝑣 sen 𝜃𝜃 
 
Siendo 𝜃𝜃 el ángulo comprendido entre los vectores 𝑢𝑢 𝑦𝑦 𝑣𝑣 gráficamente se tiene.	
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Ejemplo 6: Calcular el producto vectorial de los vectores 𝑢𝑢 = 1,2,3  𝑦𝑦 𝑣𝑣 = −1,1,2 . 
 
 








𝚤𝚤 − 1 3
1 2




𝚤𝚤 − 5𝚥𝚥 + 3𝑘𝑘 
 
Vector	unitario	
Un vector es unitario si su módulo es la unidad. Un vector unitario es útil cuando 
se toma en la misma dirección y sentido de otro dado: 
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Los vectores 𝚤𝚤 = 1,0,0 , 𝚥𝚥 = 0,1,0 , 𝑘𝑘 = 0,0,1  son unitarios en la dirección 






Cualquier vector 𝑣𝑣 = (𝑣𝑣!, 𝑣𝑣!, 𝑣𝑣!)pueden escribirse como combinación lineal de ellos 
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Consideremos tres planos mutuamente perpendiculares, Pxy, PXz, Pyz, que se 
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Los ejes generalmente son identificados por letras X, Y, Z y se habla 
frecuentemente del eje X, del eje Y y del eje Z, donde: 
 
El eje X es la recta determinada por la intersección de los planos Pxy y Pxz, el eje 
Y es la recta determinada por la intersección de los planos Pxy y Pyz y El eje Z es 
la recta determinada por la intersección de los planos Pxz y Pyz. La dirección 
positiva se indica por medio de una flecha. Los ejes coordenados tomados de dos 








El plano coordenado XY que denotaremos por Pxy, es determinado por las rectas: 
eje X y eje Y. 
 
El plano coordenado XZ que denotaremos por Pxz, es determinado por las rectas: 
eje X y eje Z. 
 
El plano coordenado YZ que denotaremos por Pyz, es determinado por las rectas: 
eje Y y eje Z. 
 
Los planos coordenados dividen al espacio tridimensional en 8 sub-espacios 
llamados octantes. 
 
Consideramos un punto p(x, y, z), cualquiera en el espacio tridimensional, a través 
de p(x, y, z) se construye tres planos un plano perpendicular a cada uno de los 
ejes coordenados. 
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Sean A(x, 0, 0) el punto en el cual el plano perpendicular corta al eje X, B(0, y, 0) 
el punto en el cual el plano perpendicular corta al eje Y, y sea C(0, 0, z) el punto 





Teorema: la distancia no dirigida entre dos puntos 𝑝𝑝!(𝑥𝑥!,𝑦𝑦!, 𝑧𝑧!) y 𝑝𝑝!(𝑥𝑥!,𝑦𝑦!, 𝑧𝑧!)del 
espacio tridimensional está dado por: 
 





Dado un punto 𝑝𝑝!(𝑥𝑥!,𝑦𝑦!, 𝑧𝑧!) y un vector 𝑎𝑎 = (𝑎𝑎!,𝑎𝑎!,𝑎𝑎!) no nulo, llamaremos recta 
que pasa por 𝑝𝑝!(𝑥𝑥!,𝑦𝑦!, 𝑧𝑧!) paralela al vector 𝑎𝑎 = (𝑎𝑎!,𝑎𝑎!,𝑎𝑎!) al conjunto.  
 




Sea L la recta que pasa por el punto 𝑝𝑝!(𝑥𝑥!,𝑦𝑦!, 𝑧𝑧!) paralelo al vector 𝑎𝑎 = (𝑎𝑎!,𝑎𝑎!,𝑎𝑎!). 
Si 𝑝𝑝(𝑥𝑥,𝑦𝑦, 𝑧𝑧) de 𝑅𝑅!en un punto cualquiera de la recta L, entonces el vector 𝑃𝑃!𝑃𝑃 es 
paralelo al vector 𝑎𝑎, es decir 𝑃𝑃!𝑃𝑃  𝑎𝑎⟺ ∃𝑡𝑡𝑡𝑡𝑡𝑡 tal que 𝑃𝑃!𝑃𝑃 = 𝑡𝑡𝑎𝑎, de donde entonces 
𝑝𝑝 = 𝑝𝑝! + 𝑡𝑡𝑎𝑎, por tanto la recta es dado por:  
 




Consideremos la ecuación vectorial de la recta:  
 
𝐿𝐿 = 𝑝𝑝𝑝𝑝𝑅𝑅! 𝑃𝑃 𝑝𝑝 = 𝑝𝑝! + 𝑡𝑡𝑎𝑎, 𝑡𝑡𝑡𝑡𝑡𝑡  
 
De la observación anterior se tiene: 
𝑝𝑝𝑝𝑝𝑝𝑝⟺ 𝑝𝑝 = 𝑝𝑝! + 𝑡𝑡𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑡𝑡 
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De donde al reemplazar las coordenadas de 𝑃𝑃,𝑃𝑃!y de las componentes dl vector 𝑎𝑎 
se tiene: 𝑥𝑥,𝑦𝑦, 𝑧𝑧 = 𝑥𝑥!,𝑦𝑦!, 𝑧𝑧! + 𝑡𝑡 𝑎𝑎!,𝑎𝑎!,𝑎𝑎! , 𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑: 
 
𝐿𝐿:
𝑥𝑥 = 𝑥𝑥! + 𝑎𝑎!𝑡𝑡
𝑦𝑦 = 𝑦𝑦! + 𝑎𝑎!𝑡𝑡, 𝑡𝑡 𝜖𝜖 𝑅𝑅
𝑧𝑧 = 𝑧𝑧! + 𝑎𝑎!𝑡𝑡
 
 




Consideremos las ecuaciones paramétricas de la recta L. 
 
𝐿𝐿:
𝑥𝑥 = 𝑥𝑥! + 𝑎𝑎!𝑡𝑡
𝑦𝑦 = 𝑦𝑦! + 𝑎𝑎!𝑡𝑡, 𝑡𝑡 𝜖𝜖 𝑅𝑅
𝑧𝑧 = 𝑧𝑧! + 𝑎𝑎!𝑡𝑡
 
 





























Consideremos las ecuaciones de dos rectas: 
𝐿𝐿! = 𝑃𝑃! + 𝑡𝑡𝑎𝑎 ∕ 𝑡𝑡𝑡𝑡𝑡𝑡     𝐿𝐿! = 𝑞𝑞! + 𝜆𝜆𝑏𝑏 ∕ 𝜆𝜆𝜆𝜆𝜆𝜆  
 
Un ángulo entre las rectas 𝐿𝐿! y 𝐿𝐿! se define como el ángulo formado por sus 
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𝑃𝑃 = 𝑃𝑃 𝑥𝑥.𝑦𝑦. 𝑧𝑧 𝜖𝜖𝑅𝑅! 𝑃𝑃 𝑥𝑥.𝑦𝑦. 𝑧𝑧 = 𝑝𝑝! 𝑥𝑥!,𝑦𝑦!, 𝑧𝑧! + 𝑡𝑡𝑎𝑎 + 𝜆𝜆𝑏𝑏, 𝑡𝑡, 𝜆𝜆𝜆𝜆𝜆𝜆  
 
Ecuaciones	paramétricas	del	plano	
Consideremos el plano:  
 
𝑃𝑃 = 𝑝𝑝! + 𝑡𝑡𝑎𝑎 + 𝜆𝜆𝑏𝑏, 𝑡𝑡, 𝜆𝜆𝜆𝜆𝜆𝜆  
 
Se cumple que:  
 
𝑃𝑃:
𝑥𝑥 = 𝑥𝑥! + 𝑎𝑎!𝑡𝑡 + 𝑏𝑏!𝜆𝜆
𝑦𝑦 = 𝑦𝑦! + 𝑎𝑎!𝑡𝑡 + 𝑏𝑏!𝜆𝜆, 𝑡𝑡 𝜖𝜖 𝑅𝑅




Sea P el plano que pasa por el punto 𝑝𝑝! 𝑥𝑥!,𝑦𝑦!, 𝑧𝑧!  cuyo vector normal es 
𝑁𝑁 = (𝐴𝐴,𝐵𝐵,𝐶𝐶)SI 𝑝𝑝𝑝𝑝𝑝𝑝 entonces 𝑃𝑃!𝑃𝑃.𝑁𝑁 entonces 𝑁𝑁. (𝑝𝑝 − 𝑃𝑃!) = 0 y reemplazando por 
sus componentes se obtiene. 
 




El plano 𝑃𝑃! es paralelo al plano 𝑃𝑃!, (𝑃𝑃!  ∥  𝑃𝑃!) si y solo si sus normales 𝑁𝑁! 𝑦𝑦 𝑁𝑁! son 
paralelas, es decir: 
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El plano 𝑃𝑃! es ortogonal al plano 𝑃𝑃!, (𝑃𝑃!  ⊥  𝑃𝑃!)sy y solo si sus normales 
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Distancia	de	un	punto	a	un	plano	
Consideremos la ecuación general de un plano P:  
 







Entonces la ecuación que entrega el valor de la distancia es: 
 
𝑑𝑑 𝑃𝑃!,𝑃𝑃 =
𝐴𝐴𝑥𝑥! + 𝐵𝐵𝑦𝑦! + 𝐶𝐶𝑧𝑧! + 𝐷𝐷






Sean 𝑃𝑃!:𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 + 𝐶𝐶𝐶𝐶 + 𝐷𝐷! = 0 Y 𝑃𝑃!:𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 + 𝐶𝐶𝐶𝐶 + 𝐷𝐷! = 0 las ecuaciones 
generales de dos planos paralelos, entonces la distancia entre dichos planos esta 




𝐴𝐴! + 𝐵𝐵! + 𝐶𝐶!
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Cuando se manejan vectores en ℝ! o en ℝ! es posible llegar a una serie de 
propiedades, a partir de las cuales, se deduce el concepto de espacio vectorial 
como el que cumple dichas propiedades, y que se resumen en la definición. 
 
Definición	
Sea V un conjunto y sea K un cuerpo. Supongamos que están definidas un par de 
operaciones en V, “+” (nombrada suma), la cual asigna a una pareja de elementos 
𝑢𝑢, 𝑣𝑣 ∈ 𝑉𝑉 , un elemento 𝑢𝑢 +  𝑣𝑣 ∈ 𝑉𝑉 y otra externa “.”:𝐾𝐾 𝑋𝑋 𝑉𝑉⟶ 𝑉𝑉 (nombrada 
multiplicación, que asigna a cada elemento) 𝜆𝜆 ∈ 𝐾𝐾 y a cada 𝑣𝑣 ∈ 𝑉𝑉 un elemento 
𝜆𝜆. 𝑣𝑣 ∈ 𝑉𝑉. 
 
Propiedades	
Se dice que la terna (𝑉𝑉,+, . ) es un espacio k- vectorial si se cumplen las siguientes 
propiedades: 
 
i) 𝑉𝑉 es un grupo abeliano con la suma “+” ∀𝑢𝑢, 𝑣𝑣,𝑤𝑤 ∈ 𝑉𝑉 se tiene que: 
a. Asociativa 
𝑢𝑢 + 𝑣𝑣 + 𝑤𝑤 = 𝑢𝑢 + (𝑣𝑣 + 𝑤𝑤) 
b. Conmutativa 
𝑢𝑢 + 𝑣𝑣 = 𝑣𝑣 + 𝑢𝑢 
c. Elemento neutro 
𝑢𝑢 + 0 = 𝑢𝑢 
d. Opuesto 
Dado 𝑢𝑢 ∈ 𝑉𝑉 ∃ 𝑣𝑣 𝑡𝑡𝑡𝑡𝑡𝑡 𝑞𝑞𝑞𝑞𝑞𝑞  
𝑢𝑢 + 𝑣𝑣 = 0 
Se dice que 𝑣𝑣 es el elemento opuesto de 𝑢𝑢 y se denota 𝑢𝑢 = −𝑣𝑣 
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ii) Pseudodistributivas ∀𝑢𝑢, 𝑣𝑣 ∈ 𝑉𝑉,∀ 𝜆𝜆, 𝜇𝜇 ∈ 𝐾𝐾 se cumple que: 
a. 𝜆𝜆. 𝑢𝑢 + 𝑣𝑣 = 𝜆𝜆𝜆𝜆 + 𝜆𝜆𝜆𝜆 
b. (𝜆𝜆 + 𝜇𝜇).𝑢𝑢 = 𝜆𝜆𝜆𝜆 + 𝜇𝜇𝜇𝜇 
 
iii) Pseudoasociativas ∀𝑢𝑢 ∈ 𝑉𝑉,∀ 𝜆𝜆, 𝜇𝜇 ∈ 𝐾𝐾 se cumple que:  
(𝜆𝜆. 𝜇𝜇).𝑢𝑢 = 𝜆𝜆(𝜇𝜇.𝑢𝑢) 
iv) Pseudoelemento neutro ∀𝑢𝑢 ∈ 𝑉𝑉 se cumple que: 
1.𝑢𝑢 = 𝑢𝑢 
Se dice que 1 es el elemento neutro para la multiplicación en K. 
 
Para cuestiones de notación es importante reconocer algunos aspectos: 
 
• A los elementos de un espacio vectorial se les denomina vectores del 
espacio vectorial. 
• A los elementos del cuerpo K se les llama escalares. 
• Para el grupo abeliano se define el vector especial llamado vector nulo que 
se denota 0! y es el elemento neutro de la suma. 
• El elemento neutro del cuerpo K se denotara en adelante 0! . 
• Para no llevar a confusión en la suma vectorial y la suma escalar se tendrá 
como notación el mismo símbolo “+” y el elemento neutro 0. 
 
Ejemplo  
Tomando 𝑘𝑘 = ℝ definimos el siguiente conjunto: 
𝑉𝑉 = ℝ! = 𝑥𝑥,𝑦𝑦 : 𝑥𝑥.𝑦𝑦 ∈ ℝ  
Definimos dos operaciones en V. 
• Interna “+” 
• Externa “.” 
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𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑢𝑢 = 𝑥𝑥.𝑦𝑦 , 𝑣𝑣 = (𝑧𝑧, 𝑡𝑡) ∈ 𝑉𝑉 Se define: 
𝑢𝑢 + 𝑣𝑣 = 𝑥𝑥,𝑦𝑦 + 𝑧𝑧, 𝑡𝑡 = (𝑥𝑥 + 𝑧𝑧,𝑦𝑦 + 𝑡𝑡) 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑢𝑢 = 𝑥𝑥.𝑦𝑦 ,∈ 𝑉𝑉 𝑦𝑦 𝜆𝜆 ∈ ℝ Se define: 
𝑢𝑢 + 𝑣𝑣 = 𝑥𝑥,𝑦𝑦 + 𝑧𝑧, 𝑡𝑡 = (𝑥𝑥 + 𝑧𝑧,𝑦𝑦 + 𝑡𝑡) 
 
Demostremos que ℝ!es un ℝ-espacio vectorial. 
a. Grupo abeliano: 
i) Propiedad asociativa 
Sea 𝑢𝑢 = 𝑥𝑥 + 𝑦𝑦 , 𝑣𝑣 = 𝑧𝑧, 𝑡𝑡 ,𝑤𝑤 = (𝑎𝑎 + 𝑏𝑏) ∈ 𝑉𝑉 
Se cumple que: 
𝑢𝑢 + 𝑣𝑣 + 𝑤𝑤 = 𝑥𝑥,𝑦𝑦 + 𝑧𝑧 + 𝑡𝑡 + 𝑎𝑎 + 𝑏𝑏 = 
𝑥𝑥 + 𝑧𝑧,𝑦𝑦 + 𝑡𝑡 + 𝑎𝑎 + 𝑏𝑏 = 𝑥𝑥 + 𝑧𝑧 + 𝑎𝑎, 𝑦𝑦 + 𝑡𝑡 + 𝑏𝑏 = 
𝑥𝑥 + 𝑧𝑧 + 𝑎𝑎 ,𝑦𝑦 + 𝑡𝑡 + 𝑏𝑏 = 
𝑥𝑥,𝑦𝑦 + 𝑧𝑧 + 𝑎𝑎, 𝑡𝑡 + 𝑏𝑏 = 
= 𝑢𝑢 + (𝑣𝑣 + 𝑤𝑤) 
(Propiedad asociativa enℝ) 
 
ii) 𝑢𝑢 = 𝑥𝑥 + 𝑦𝑦 , 𝑣𝑣 = 𝑧𝑧, 𝑡𝑡 ∈ 𝑉𝑉 
Se cumple que: 
𝑢𝑢 + 𝑣𝑣 = 𝑥𝑥,𝑦𝑦 + 𝑧𝑧, 𝑡𝑡 = 
𝑢𝑢 + 𝑣𝑣 = 𝑥𝑥,𝑦𝑦 + 𝑧𝑧 + 𝑡𝑡 = 
= 𝑥𝑥 + 𝑧𝑧,𝑦𝑦 + 𝑡𝑡 = 𝑧𝑧 + 𝑥𝑥, 𝑡𝑡 + 𝑦𝑦 = 
= 𝑧𝑧, 𝑡𝑡 + 𝑥𝑥 + 𝑦𝑦 = 𝑣𝑣 + 𝑢𝑢 
(Propiedad conmutiva en ℝ) 
 
iii) Elemento neutro 
El vector (0,0) es vector neutro para todo𝑢𝑢 = (𝑥𝑥,𝑦𝑦) ∈ 𝑉𝑉 tal que 
𝑢𝑢 + 0 = 𝑥𝑥,𝑦𝑦 + 0,0 = 𝑥𝑥 + 0,𝑦𝑦 + 0 = 𝑥𝑥,𝑦𝑦 = 𝑢𝑢 
(0 es el neutro para la suma en ℝ) 
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iv) Elemento opuesto 
Dado 𝑢𝑢 = (𝑥𝑥,𝑦𝑦) ∈ 𝑉𝑉existe un vector, denotado por −𝑢𝑢 = (−𝑥𝑥,−𝑦𝑦) tal que 
𝑢𝑢 + −𝑢𝑢 = 𝑥𝑥.𝑦𝑦 + −𝑥𝑥.−𝑦𝑦 = (0.0) 
 
b. Propiedades pseudodistributivas: 
i) Sean 𝑢𝑢 = 𝑥𝑥,𝑦𝑦 , 𝑣𝑣 = 𝑧𝑧, 𝑡𝑡 ∈ 𝑉𝑉𝑉𝑉 𝜆𝜆𝜆𝜆ℝ se cumple que: 
𝜆𝜆. 𝑢𝑢 + 𝑣𝑣 = 𝜆𝜆 𝑥𝑥,𝑦𝑦 + 𝑧𝑧, 𝑡𝑡 = 𝜆𝜆. 𝑥𝑥 + 𝑧𝑧,𝑦𝑦 + 𝑡𝑡 = 
= 𝜆𝜆. 𝑥𝑥, 𝜆𝜆.𝑦𝑦 + 𝜆𝜆. 𝑧𝑧, 𝜆𝜆. 𝑡𝑡 = 𝜆𝜆. 𝑥𝑥,𝑦𝑦 + 𝜆𝜆. 𝑧𝑧, 𝑡𝑡 = 𝜆𝜆𝜆𝜆 + 𝜆𝜆𝜆𝜆 
(Propiedad distributiva en ℝ) 
 
ii) 𝑢𝑢 = 𝑥𝑥,𝑦𝑦 ∈ 𝑉𝑉𝑉𝑉 𝜆𝜆, 𝜇𝜇𝜇𝜇ℝ se cumple que: 
𝜆𝜆 + 𝜇𝜇 .𝑢𝑢 = 𝜆𝜆 + 𝜇𝜇 . 𝑥𝑥 + 𝑦𝑦 = 𝜆𝜆 + 𝜇𝜇 . 𝑥𝑥, 𝜆𝜆 + 𝜇𝜇 .𝑦𝑦 = 
𝜆𝜆. 𝑥𝑥 + 𝜇𝜇. 𝑥𝑥, 𝜆𝜆.𝑦𝑦 + 𝜇𝜇.𝑦𝑦 = 𝜆𝜆. 𝑥𝑥, 𝜆𝜆.𝑦𝑦 + 𝜇𝜇. 𝑥𝑥, 𝜇𝜇.𝑦𝑦 = 
= 𝜆𝜆. 𝑥𝑥,𝑦𝑦 + 𝜇𝜇 𝑥𝑥,𝑦𝑦 = 𝜆𝜆.𝑢𝑢 + 𝜇𝜇.𝑢𝑢 
(Propiedad distributiva en ℝ) 
 
c. Propiedad pseudoasociativa: 𝑢𝑢 = 𝑥𝑥,𝑦𝑦 ∈ 𝑉𝑉𝑉𝑉 𝜆𝜆, 𝜇𝜇𝜇𝜇ℝ se cumple que: 
𝜆𝜆. 𝜇𝜇 .𝑢𝑢 = 𝜆𝜆. 𝜇𝜇 . 𝑥𝑥,𝑦𝑦 = 𝜆𝜆. 𝜇𝜇 . 𝑥𝑥, 𝜆𝜆. 𝜇𝜇 .𝑦𝑦 = 𝜆𝜆. 𝜇𝜇. 𝑥𝑥 , 𝜆𝜆. 𝜇𝜇.𝑦𝑦 = 
𝜆𝜆. 𝜇𝜇. 𝑥𝑥, 𝜇𝜇.𝑦𝑦 = 𝜆𝜆. 𝜇𝜇. 𝑥𝑥,𝑦𝑦 = 𝜆𝜆. (𝜇𝜇.𝑢𝑢) 
(Propiedad asociativa en ℝ) 
d. Pseudoelemento neutro: 𝑢𝑢 = 𝑥𝑥,𝑦𝑦 ∈ 𝑉𝑉 se cumple que: 
1.𝑢𝑢 = 1. 𝑥𝑥,𝑦𝑦 = 1. 𝑥𝑥, 1.𝑦𝑦 = 𝑥𝑥,𝑦𝑦 = 𝑢𝑢 
 
De igual manera es posible demostrar que para (ℝ!,+, . ), (ℝ!,+, . ) y 
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Ejemplo  
Consideramos P el conjunto de polinomios, definido así: 
𝑃𝑃 = 𝑃𝑃! ℝ = 𝑎𝑎𝑥𝑥! + 𝑏𝑏𝑏𝑏 + 𝑐𝑐:𝑎𝑎, 𝑏𝑏, 𝑐𝑐 ∈ ℝ   
Se establece una operación interna “+” y una multiplicación por escalares “.” de la 
siguiente manera: 
Sea: 𝑎𝑎𝑥𝑥! + 𝑏𝑏𝑏𝑏 + 𝑐𝑐,𝑑𝑑𝑥𝑥! + 𝑒𝑒𝑒𝑒 + 𝑓𝑓 ∈ 𝑃𝑃, 𝜆𝜆 ∈ ℝ 
 
Definimos la operación interna así: 
𝑎𝑎𝑥𝑥! + 𝑏𝑏𝑏𝑏 + 𝑐𝑐 + 𝑑𝑑𝑥𝑥! + 𝑒𝑒𝑒𝑒 + 𝑓𝑓 = 𝑎𝑎 + 𝑑𝑑 𝑥𝑥! + 𝑏𝑏 + 𝑒𝑒 𝑥𝑥 + 𝑐𝑐 + 𝑓𝑓 
También se define:  
𝜆𝜆 𝑎𝑎𝑥𝑥! + 𝑏𝑏𝑏𝑏 + 𝑐𝑐 = 𝜆𝜆𝜆𝜆𝑥𝑥! + 𝜆𝜆𝜆𝜆𝜆𝜆 + 𝜆𝜆𝜆𝜆 
 
El vector nulo seria el polinomio:  
0𝑥𝑥! + 0𝑥𝑥 + 0 = 0 
Y el opuesto al vector 𝑎𝑎𝑥𝑥! + 𝑏𝑏𝑏𝑏 + 𝑐𝑐 es: 
−𝑎𝑎𝑥𝑥! − 𝑏𝑏𝑏𝑏 − 𝑐𝑐 
Del mismo modo es posible definir 𝑃𝑃! ℝ y 𝑃𝑃! ℝ  y en general 𝑃𝑃! ℝ  
 
Ejemplo 
Sean 𝑚𝑚,𝑛𝑛 𝜖𝜖ℕ, también se cumple para las matrices de orden 𝑚𝑚𝑚𝑚𝑚𝑚, que posean 
coeficientes sobre 𝑘𝑘, conforman un 𝑘𝑘 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 con la suma y el 
producto por escalares, como elemento neutro se toma la matriz nula y como 
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Un subconjunto W de un k- espacio vectorial, se dice que W es un subespacio de 
V denotado por 𝑊𝑊 ≤ 𝑉𝑉, si se cumplen las siguientes propiedades. 
1. Sean 𝑢𝑢, 𝑣𝑣 ∈𝑊𝑊 un par de vectores, se cumple que 𝑢𝑢 + 𝑣𝑣 ∈𝑊𝑊. 
2. Para todo vector 𝑢𝑢 ∈𝑊𝑊 y todo escalar 𝜆𝜆 ∈ 𝐾𝐾 se tiene que 𝜆𝜆𝜆𝜆 ∈𝑊𝑊. 
 
Propiedad: si V es un espacio vectorial, entonces.  
1. Si 𝑊𝑊 ≤ 𝑉𝑉 , entonces (𝑊𝑊,+, . )(Cumple las operaciones de suma y 
multiplicación de V) es un espacio vectorial. 
2. Dado un subconjunto 𝑊𝑊 𝑑𝑑𝑑𝑑 𝑉𝑉, se tiene que 𝑊𝑊 es un subespacio de 𝑉𝑉 si y 
solo si para cada par de vectores 𝑢𝑢, 𝑣𝑣 ∈𝑊𝑊 y cada par de escalares 𝜆𝜆, 𝜇𝜇 ∈
𝐾𝐾. Se tiene que 𝜆𝜆𝜆𝜆 + 𝜇𝜇𝜇𝜇 ∈𝑊𝑊. 
3. Si 𝑊𝑊 ≤ 𝑉𝑉 Entonces 0 ∈𝑊𝑊. 
 
Ejemplo  
Se considera el espacio vectorial 𝑉𝑉 = ℝ! y el subconjunto 
𝑊𝑊 = 𝑥𝑥,𝑦𝑦 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑞𝑞𝑞𝑞𝑞𝑞 3𝑥𝑥 − 𝑦𝑦 = 0  𝑑𝑑𝑑𝑑 ℝ! . Entonces 𝑊𝑊 es un subespacio de V 
Dados 𝑢𝑢 = 𝑥𝑥,𝑦𝑦 , 𝑣𝑣 = 𝑧𝑧, 𝑡𝑡 𝑦𝑦 𝛼𝛼,𝛽𝛽 ∈ ℝ, se debe probar que 𝑤𝑤 = 𝛼𝛼𝛼𝛼 + 𝛽𝛽𝛽𝛽 esta en  
𝑊𝑊. Como 𝑤𝑤 = 𝛼𝛼 𝑥𝑥,𝑦𝑦 + 𝛽𝛽 𝑧𝑧, 𝑡𝑡 = (𝛼𝛼𝛼𝛼 + 𝛽𝛽𝛽𝛽,𝛼𝛼𝛼𝛼 + 𝛽𝛽𝛽𝛽) y como 3𝑥𝑥 − 𝑦𝑦 = 0,3𝑧𝑧 − 𝑡𝑡 = 0, 
se tiene que 3 𝛼𝛼𝛼𝛼 + 𝛽𝛽𝛽𝛽 − 𝛼𝛼𝛼𝛼 + 𝛽𝛽𝛽𝛽 = 𝛼𝛼 3𝑥𝑥 − 𝑦𝑦 + 𝛽𝛽 3𝑧𝑧 − 𝑡𝑡 = 0. Asi que 𝑤𝑤𝑤𝑤𝑤𝑤. 
 
Ejemplo 
Sea 𝑉𝑉 = 𝐾𝐾! = 𝑥𝑥,𝑦𝑦, 𝑧𝑧 𝑥𝑥,𝑦𝑦, 𝑧𝑧𝑧𝑧𝑧𝑧  𝑦𝑦 𝑠𝑠𝑠𝑠𝑠𝑠 𝑈𝑈 = 𝑥𝑥,𝑦𝑦, 𝑧𝑧 𝑧𝑧 = 1  Se tiene que 𝑈𝑈 no es un 
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Combinaciones lineales, subespacio generado y sistema generador  
Dados un sistema de vectores 𝑣𝑣!, 𝑣𝑣!, 𝑣𝑣!,… , 𝑣𝑣! de un espacio vectorial V. de un 
vector v del espacio vectorial, diremos que v es combinación lineal del sistema, si: 
𝑣𝑣 = 𝜆𝜆!𝑣𝑣! + 𝜆𝜆!𝑣𝑣! +⋯+ 𝜆𝜆!𝑣𝑣! para algunos 𝜆𝜆!, 𝜆𝜆!,… 𝜆𝜆!𝜖𝜖𝜖𝜖 
 
Ejemplo  
Encontremos el subespacio de ℝ! generado por los vectores 2,0,3 𝑦𝑦 (−1,1,0). 
Este es: 
 < 2,0,3 , −1,1,0 >= 𝛼𝛼 2,0,3 + 𝛽𝛽 −1,1,0 :𝛼𝛼,𝛽𝛽𝛽𝛽ℝ = 2𝛼𝛼 − 𝛽𝛽, 3𝛼𝛼 :𝛼𝛼,𝛽𝛽𝛽𝛽ℝ  
Se dice que 𝑣𝑣!, 𝑣𝑣!,… 𝑣𝑣!  es un sistema generador de V si:  
𝑉𝑉 =< 𝑣𝑣!, 𝑣𝑣!,… 𝑣𝑣! > 
Lo cual ocurre si y solo si todo vector V es combinación lineal del sistema de los 
vectores 𝑣𝑣!, 𝑣𝑣!,… 𝑣𝑣!. 
 
Generalmente una de las maneras más sencillas para determinar si un sistema de 
vectores es un sistema generador es comprobando si el sistema de ecuaciones 
lineales es un Sc. Por ejemplo, si se analizan los rangos.  
 
Propiedades 
Sea V un espacio vectorial. Entonces: 
i) Tenemos un sistema de vectores 𝑣𝑣!, 𝑣𝑣!,… 𝑣𝑣! de V, se tiene que para 
todo 𝑣𝑣! 𝑖𝑖 ∈ ℕ hace parte de < 𝑣𝑣!, 𝑣𝑣!,… 𝑣𝑣! >. 
ii) El subespacio generado por un sistema de vectores no varía si 
realizamos alguna de las siguientes manipulaciones: 
a. Se aplican trasformaciones elementales de Gauss. Particularmente 
se realiza a un conjunto generador de V. 
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b. Es posible además eliminarse algunos vectores que no aporten más 
información de la que ya aportan los demás, en un sistema de 
vectores es decir, si a un sistema de vectores le quitamos uno que 
sea CL de los demás el sistema resultante es de nuevo un SG de V. 
 
Ejemplo 
Analicemos el espacio de ℝ! 
 𝑊𝑊 =< 1,2,0,−1 , 0,−1,3,0 , 2,4,0,−2 , 2,3,3,−2 , 0,0,0,0 , (1,0,6,−1) >  
Hallar un SG de W que tenga la mayor cantidad de vectores posible, luego de 
escalonar por Gauss se deduce que uno de los SG de W puede ser: 
1,2,0,−1 , 0,−1,3,0 , 2,3,3,−2 , (1,0,6,−1) 
















Vamos a efectuar los cambios: 
𝐹𝐹! − 2𝐹𝐹! 
𝐹𝐹! − 𝐹𝐹! 
Obtenemos: 














Es posible eliminar la tercera fila ya que es igual a la segunda, y también se puede 
eliminar la cuarta fila ya que es el doble de la segunda. De esta manera 
Obtenemos como Sistema generador de W.  
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En ℜ! se encuentra el producto escalar usual (𝑎𝑎!,𝑎𝑎!) · (𝑏𝑏!, 𝑏𝑏!)  =  𝑎𝑎! 𝑏𝑏!  +  𝑎𝑎! 𝑏𝑏!  
 
Esta operación entre se realiza entre dos vectores y el resultado es un escalar.  
 
A través del producto escalar es posible determinar si dos vectores son 
ortogonales siempre que cumplan con la siguiente condición: 
 
Dos vectores son ortogonales si su producto escalar es cero. 
 
Ejemplo 
Determinar si los vectores 1,3  y −6,2  son ortogonales: 
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Producto escalar en cualquier espacio 
 
Una operación en un espacio vectorial que cumpla con las siguientes propiedades, 
es un producto escalar. Se denomina espacio euclídeo a un espacio vectorial con 
la particularidad de tener un producto escalar nombrado como 𝑢𝑢 ·  𝑣𝑣.  
 
1. Conmutativa. 𝑢𝑢 ·  𝑣𝑣 =  𝑣𝑣 ·  𝑢𝑢  
2. Distributiva. 𝑢𝑢 ·  ( 𝑣𝑣 +  𝑤𝑤)  =  𝑢𝑢 ·  𝑣𝑣 +  𝑢𝑢 ·  𝑤𝑤  
3. Reubicación del escalar. 𝛼𝛼 (𝑢𝑢 ·  𝑣𝑣)  =  (𝛼𝛼 𝑢𝑢)  ·  𝑣𝑣 =  𝑢𝑢 ·  (𝛼𝛼 𝑣𝑣)  
4. Definida positiva: 𝑣𝑣 . 𝑣𝑣 ≥  0, y se da la igualdad 𝑣𝑣 ·  𝑣𝑣 =  0 solamente para el 




El producto escalar usual en ℝ!.  
 
(𝑎𝑎!,𝑎𝑎!, . . . ,𝑎𝑎!)  ·  (𝑏𝑏1, 𝑏𝑏2, . . . , 𝑏𝑏𝑏𝑏)  =  𝑎𝑎1 𝑏𝑏1 +  𝑎𝑎2 𝑏𝑏2 + . . .+ 𝑎𝑎𝑎𝑎 𝑏𝑏𝑏𝑏  
 






= 𝑎𝑎!𝑏𝑏! + 𝑎𝑎!𝑏𝑏! +⋯+ 𝑎𝑎! 
 
 
A partir de la definición de producto escalar se pueden definir algunos elementos 
geométricos, teniendo a 𝑉𝑉 como un espacio euclideo.  
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La norma o módulo de un vector corresponde a la longitud del vector y se puede 
calcular mediante la fórmula. 
 
| 𝑣𝑣 | =  𝑣𝑣 ·  𝑣𝑣 
 
Algunas características de los módulos de los vectores son: 
 
• El único vector cuyo módulo cero es el cero.  
• El módulo de un vector es el mismo que el de su opuesto. 
• Dado un vector 𝑣𝑣𝑣𝑣𝑅𝑅!y 𝛼𝛼𝛼𝛼𝛼𝛼 se cumple que el módulo de 𝛼𝛼 𝑣𝑣 es:  
| 𝛼𝛼 𝑣𝑣 |  =  | 𝛼𝛼 | | 𝑣𝑣 | 
• Para cualquier par de vectores 𝑢𝑢 𝑦𝑦 𝑣𝑣 se cumple para cualesquiera u, v la 
desigualdad triangular:  




Como se había enunciado unas líneas más arriba dos vectores 𝑢𝑢, 𝑣𝑣 son 
ortogonales si su producto escalar es cero y se denota 𝑢𝑢 ⊥  𝑣𝑣. 
 
Sea 𝐴𝐴 = 𝑢𝑢!,𝑢𝑢!,𝑢𝑢!,… ,𝑢𝑢!,  un conjunto de vectores cualesquiera diferentes de cero 
se dice que A es un ortogonal si cada uno de los vectores del conjunto es 
ortogonal a los demás. Es decir:  
𝑢𝑢! ⊥ 𝑢𝑢! ⊥ … ⊥ 𝑢𝑢! 
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Es fácil ver que si dos vectores 𝑢𝑢!,𝑢𝑢! son ortogonales entonces también lo son sus 





La distancia entre 𝑢𝑢!,𝑢𝑢! se define como la norma del vector diferencia entre los 
dos.  




Dados dos vectores 𝑢𝑢!,𝑢𝑢! y sea 𝛼𝛼 el ángulo comprendido entre ellos, el producto 
escalar usual de ℜ! se tiene que:  
 
𝑢𝑢 ·  𝑣𝑣 =  | 𝑢𝑢 | | 𝑣𝑣 | 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼  
 
Generalizando para cualquier espacio euclídeo y dos vectores 𝑢𝑢!,𝑢𝑢! no nulos se 
tiene. 
Á𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝑢𝑢!,𝑢𝑢!)  =  𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐 
𝑢𝑢!.𝑢𝑢!
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En ℜ! con el producto escalar usual:  
 
Sea 𝑢𝑢 = (1,2,1), 𝑣𝑣 = (2,0,1).  








= 5  
• Su distancia es | 𝑣𝑣 –  𝑢𝑢 |  =  | (1,−2,0) |  =  5  














En el espacio C[0,1] de funciones continuas en el intervalo [0, 1]  
Sean los vectores (funciones) 𝑓𝑓 𝑥𝑥 = 𝑥𝑥! , g 𝑥𝑥 = 𝑥𝑥 + 1, respecto al producto 
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Sean 𝑢𝑢! y 𝑢𝑢! dos vectores que se encuentran en un espacio euclídeo, se tiene que 
el valor absoluto de su producto escalar, siempre es menor o igual que el producto 
de sus normas.  
|𝑢𝑢!  ·  𝑢𝑢! |  ≤  |𝑢𝑢! |  ·  | 𝑢𝑢! | 
 
 
Si se quisiera establecer la igualdad | 𝑢𝑢! ·  𝑢𝑢! |  =  | 𝑢𝑢! |  ·  | 𝑢𝑢! | sólo es 
posible hacerlo si 𝑢𝑢! es múltiplo de 𝑢𝑢! . es decir que existe un 𝜆𝜆 tal que 




Normalizar un vector es un proceso mediante el cual se reduce a otro vector 





























Se llama conjunto ortonormal a un conjunto ortogonal cuyos vectores tienen todos 
norma 1. Se puede obtener normalizando un conjunto ortogonal. 
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, 0  





Si las columnas de una matriz cuadrada de orden 𝑛𝑛𝑛𝑛𝑛𝑛 son vectores ortonormales 
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Sean U y V dos espacios vectoriales, ambos definidos sobre un mismo cuerpo K. 
Se define una aplicación uniforme de U en V como una transformación lineal f, la 
cual asocia a cada elemento u de U un único elemento del espacio V llamado f(u) 
que cumple las siguientes condiciones: 
 
i) ∀𝑢𝑢, 𝑣𝑣𝑣𝑣𝑣𝑣,⟹ 𝑓𝑓 𝑢𝑢 + 𝑣𝑣 = 𝑓𝑓 𝑢𝑢 + 𝑓𝑓(𝑣𝑣).  
ii) ∀𝑢𝑢 𝜖𝜖𝜖𝜖 ∧ 𝜆𝜆 𝜖𝜖ℝ⟹ 𝑓𝑓 𝜆𝜆𝜆𝜆 = 𝜆𝜆𝜆𝜆 𝑢𝑢 .  
 
Es fácil ver que la suma y la multiplicación escalar del primer miembro son 
elementos de U y las del segundo término hacen parte de V, así, es posible 
nombrar a f (u) como la imagen de u bajo la transformación lineal f. 
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Determinar si 𝑓𝑓 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 = (2𝑎𝑎 − 2𝑏𝑏 + 3𝑐𝑐,𝑎𝑎 − 𝑏𝑏 + 𝑐𝑐, 3𝑎𝑎 − 5𝑏𝑏 + 3𝑐𝑐) define una 
transformación lineal. 
Sean 𝑢𝑢 = 𝑚𝑚,𝑛𝑛,𝑝𝑝 𝑦𝑦 𝑣𝑣 𝑟𝑟, 𝑠𝑠, 𝑡𝑡  
 𝑑𝑑𝑑𝑑𝑑𝑑 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ℝ! 𝑦𝑦 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑦𝑦 𝛽𝛽 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
𝑓𝑓  𝛼𝛼 𝑢𝑢 +  𝛽𝛽𝛽𝛽 = 2 𝛼𝛼𝛼𝛼 + 2 𝛽𝛽𝛽𝛽 − 2 𝛼𝛼𝛼𝛼 − 2 𝛽𝛽𝛽𝛽 + 3 𝛼𝛼𝛼𝛼 + 3 𝛽𝛽𝛽𝛽,𝛼𝛼𝛼𝛼 +  𝛽𝛽𝛽𝛽 −  𝛼𝛼𝛼𝛼 −  𝛽𝛽𝛽𝛽
+  𝛼𝛼𝛼𝛼 +  𝛽𝛽𝛽𝛽, 3 𝛼𝛼𝛼𝛼 + 3 𝛽𝛽𝛽𝛽 − 5 𝛼𝛼𝛼𝛼 − 5 𝛽𝛽𝛽𝛽 + 3 𝛼𝛼𝛼𝛼 + 3 𝛽𝛽𝛽𝛽  
= 2 𝛼𝛼𝛼𝛼 − 2 𝛼𝛼𝛼𝛼 + 3 𝛼𝛼𝛼𝛼,𝛼𝛼𝛼𝛼 −  𝛼𝛼𝛼𝛼 +  𝛼𝛼𝛼𝛼, 3 𝛼𝛼𝛼𝛼 − 5 𝛼𝛼𝛼𝛼 + 3 𝛼𝛼𝛼𝛼
+ 2 𝛽𝛽𝛽𝛽 − 2 𝛽𝛽𝛽𝛽 + 3 𝛽𝛽𝛽𝛽,𝛽𝛽𝛽𝛽 −  𝛽𝛽𝛽𝛽 +  𝛽𝛽𝛽𝛽, 3 𝛽𝛽𝛽𝛽 − 5 𝛽𝛽𝛽𝛽 + 3 𝛽𝛽𝛽𝛽  
= 𝛼𝛼 2𝑚𝑚 − 2𝑛𝑛 + 3𝑝𝑝,𝑚𝑚 − 𝑛𝑛 + 𝑝𝑝, 3𝑚𝑚 − 5𝑛𝑛 + 3𝑝𝑝 + 𝛽𝛽(2𝑟𝑟 − 2𝑠𝑠 + 3𝑡𝑡, 𝑟𝑟 − 𝑠𝑠 + 𝑡𝑡, 3𝑟𝑟 − 5𝑠𝑠
+ 3𝑡𝑡) 
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Ejemplo  
Determinar si 𝑓𝑓 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 = (3𝑎𝑎 − 5𝑏𝑏, 2𝑎𝑎 − 2𝑏𝑏,𝑎𝑎 + 𝑏𝑏! define una transformación 
lineal. 
Sean 𝑢𝑢 = 𝑚𝑚,𝑛𝑛,𝑝𝑝 𝑦𝑦 𝑣𝑣 𝑟𝑟, 𝑠𝑠, 𝑡𝑡  
 𝑑𝑑𝑑𝑑𝑑𝑑 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ℝ! 𝑦𝑦 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑦𝑦 𝛽𝛽 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
𝑓𝑓  𝛼𝛼 𝑢𝑢 +  𝛽𝛽𝛽𝛽 = (3𝛼𝛼𝛼𝛼 + 3 𝛽𝛽𝛽𝛽 − 5𝛼𝛼𝛼𝛼 − 5 𝛽𝛽𝛽𝛽, 2𝛼𝛼𝛼𝛼 + 2 𝛽𝛽𝛽𝛽 − 2𝛼𝛼𝛼𝛼 − 2 𝛽𝛽𝛽𝛽,𝛼𝛼𝛼𝛼 +  𝛽𝛽𝛽𝛽
+ 𝛼𝛼𝛼𝛼 +  𝛽𝛽𝛽𝛽 !) 
= 3𝛼𝛼𝛼𝛼 − 5𝛼𝛼𝛼𝛼, 2𝛼𝛼𝛼𝛼 − 2𝛼𝛼𝛼𝛼,𝛼𝛼𝛼𝛼 + 𝛼𝛼!𝑛𝑛! + 2𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 + (3𝛽𝛽𝛽𝛽 − 5 𝛽𝛽𝛽𝛽, 2 𝛽𝛽𝛽𝛽 − 2 𝛽𝛽𝛽𝛽,𝛽𝛽𝛽𝛽
+ 𝛽𝛽!𝑠𝑠!) 
≠ 𝛼𝛼𝛼𝛼 𝑢𝑢 + 𝛽𝛽𝛽𝛽(𝑣𝑣) 
Por tanto no es una transformación lineal. 
 
Ejemplo  
Sea una transformación lineal de ℝ! en ℝ!, y 𝑓𝑓( 1,0,1) = 1,−1,3  𝑓𝑓 2,1,0 =
0,2,1 , 𝑓𝑓 1,−1,1 = (3,−1,2) Calcular 𝑓𝑓( −1,−2,3)  
Se hace la combinación lineal con el vector −1,−2,3 : 
−1,−2,3 = 𝑎𝑎 1,0,1 + 𝑏𝑏(2,1,0) 
El sistema generado: 
𝑎𝑎 + 2𝑏𝑏 = −1
𝑎𝑎 = 3
𝑏𝑏 = −2
⟹ 𝑎𝑎 = 3
𝑏𝑏 = −2
 
Así, se calcula el resultado: 
𝑓𝑓( −1,−2,3) = 3𝑓𝑓( 1,0,1) − 2𝑓𝑓 2,1,0  
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Representación	matricial,	matriz	de	cambio	de	base	
Suponga que a los vectores de la base 𝑆𝑆! = 𝑢𝑢!,𝑢𝑢!,… ,𝑢𝑢! , del espacio vectorial U 
se les asigna otros vectores del espacio vectorial V, 𝑆𝑆! = 𝑣𝑣!, 𝑣𝑣!,… , 𝑣𝑣! , se dice 
que hay una transformación lineal 𝑓𝑓 única que va de U en V, transformando los 
vectores de 𝑆𝑆! en sus vectores correspondientes de 𝑆𝑆!. Suponiendo que 𝑓𝑓 existe, y 
sea 𝑢𝑢 un vector cualquiera de U, representándolo en forma de desarrollo: 
𝑢𝑢 = 𝑎𝑎!𝑢𝑢! + 𝑎𝑎!𝑢𝑢! +⋯+ 𝑎𝑎!𝑢𝑢! 
Entonces 
𝑓𝑓 𝑢𝑢 = 𝑓𝑓(𝑎𝑎!𝑢𝑢! + 𝑎𝑎!𝑢𝑢! +⋯+ 𝑎𝑎!𝑢𝑢!) 
= 𝑎𝑎!𝑓𝑓 𝑢𝑢! + 𝑎𝑎!𝑓𝑓 𝑢𝑢! +⋯+ 𝑎𝑎!𝑓𝑓(𝑢𝑢!) 
𝑎𝑎!𝑣𝑣! + 𝑎𝑎!𝑣𝑣! +⋯+ 𝑎𝑎!𝑣𝑣!) 
 
Con esto es posible enunciar el teorema. 
La transformación lineal 𝑓𝑓 que actúa del espacio U en el espacio V está definido 
completamente mediante todas las imágenes 𝑓𝑓 𝑢𝑢! , 𝑓𝑓 𝑢𝑢! … 𝑓𝑓 𝑢𝑢!  para cualquier 
base definida 𝑆𝑆! = 𝑢𝑢!,𝑢𝑢!,… ,𝑢𝑢!  del espacio U. 
 
Ejemplo  




2𝑎𝑎 + 3𝑏𝑏 − 𝑐𝑐
𝑎𝑎 + 2𝑏𝑏 + 𝑐𝑐 + 2𝑑𝑑
𝑎𝑎 + 𝑏𝑏 − 3𝑐𝑐 − 4𝑑𝑑
 
 
Hallar la representación matricial de 𝑓𝑓 
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Se obtiene la matriz 𝑓𝑓 !!
!!, primero se determinan las imágenes de los vectores de 



























En este caso como se ha tomado la base canónica de 𝑆𝑆! de Ω 3,1 se tiene lo 
siguiente: 


















Llegando a:  
𝑓𝑓 !!
!! =
2 3 −1 0
1 2  1  2





Definición de suma 
Sean 𝑈𝑈 𝑦𝑦 𝑉𝑉 espacio vectoriales, ambos en el mismo cuerpo K. la suma 𝑓𝑓 + 𝑔𝑔 de 
las transformaciones lineales 𝑓𝑓 𝑑𝑑𝑑𝑑 𝑈𝑈 𝑒𝑒𝑒𝑒 𝑉𝑉 𝑦𝑦 𝑔𝑔 𝑑𝑑𝑑𝑑 𝑈𝑈 𝑒𝑒𝑒𝑒 𝑉𝑉 está dada por 𝑓𝑓 + 𝑔𝑔 𝑢𝑢 =
𝑓𝑓 𝑢𝑢 + 𝑔𝑔(𝑢𝑢) para cada vector 𝑢𝑢 𝑑𝑑𝑑𝑑 𝑈𝑈. 
 
Ejemplo  
La transformación lineal 𝑓𝑓 consiste en que cada vector del plano esta vuelto en el 
ángulo 𝜃𝜃 = !
!
. Hallar en la forma de coordenada la transformación 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑓𝑓 + 𝑖𝑖 
Se tiene que:  
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Teniendo en cuenta la matriz identidad 𝐼𝐼!, entonces: 
























De esta manera la transformación lineal 𝐴𝐴! + 𝐼𝐼!, se escribe como: 
𝑓𝑓 + 𝑖𝑖 𝑎𝑎, 𝑏𝑏 =
2
2









+ 1 𝑏𝑏  
 
Ejemplo  
Tener en cuenta las siguientes transformaciones lineales. 
𝑓𝑓 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 = (𝑎𝑎 + 2𝑏𝑏 + 3𝑐𝑐, 4𝑎𝑎 + 5𝑏𝑏 + 6𝑐𝑐, 7𝑎𝑎 + 8𝑏𝑏) 
𝑔𝑔 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 = (𝑎𝑎 + 3𝑏𝑏 + 𝑐𝑐,𝑎𝑎 − 3𝑏𝑏 + 2𝑐𝑐,𝑎𝑎 + 𝑐𝑐) 
Hallar 3𝑓𝑓 − 2𝑔𝑔:ℝ!⟶ ℝ! 
3𝑓𝑓 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 − 2𝑔𝑔 𝑎𝑎, 𝑏𝑏, 𝑐𝑐
= 3 𝑎𝑎 + 2𝑏𝑏 + 3𝑐𝑐, 4𝑎𝑎 + 5𝑏𝑏 + 6𝑐𝑐, 7𝑎𝑎 + 8𝑏𝑏 − 2(𝑎𝑎 + 3𝑏𝑏 + 𝑐𝑐,𝑎𝑎 − 3𝑏𝑏 + 2𝑐𝑐,𝑎𝑎
+ 𝑐𝑐 
= 3𝑎𝑎 + 6𝑏𝑏 + 9𝑐𝑐, 12𝑎𝑎 + 15𝑏𝑏 + 18𝑐𝑐, 21𝑎𝑎 + 24𝑏𝑏 − (2𝑎𝑎 + 6𝑏𝑏 + 2𝑐𝑐, 2𝑎𝑎 − 6𝑏𝑏 + 4𝑐𝑐, 2𝑎𝑎
+ 2𝑐𝑐 
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Definición de producto escalar 
El producto escalar 𝑎𝑎𝑎𝑎 de unescalar 𝑎𝑎 𝑑𝑑𝑑𝑑 𝐾𝐾 y una transformación lineal 𝑓𝑓 𝑑𝑑𝑑𝑑 𝑈𝑈 𝑒𝑒𝑒𝑒 𝑉𝑉 
está dada por (𝑎𝑎𝑎𝑎)(𝑢𝑢) = 𝑎𝑎𝑎𝑎(𝑢𝑢) para todo vector 𝑢𝑢 𝑑𝑑𝑑𝑑 𝑈𝑈. 
 
Ejemplo 
Sean las transformaciones 𝑓𝑓 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 = 𝑎𝑎 + 𝑏𝑏, 𝑏𝑏 + 𝑐𝑐, 𝑐𝑐 + 𝑎𝑎  𝑦𝑦 𝑔𝑔 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 = (𝑏𝑏 +
𝑐𝑐,𝑎𝑎 + 𝑐𝑐,𝑎𝑎 + 𝑏𝑏) determinar las transformaciones 𝑓𝑓𝑓𝑓 𝑦𝑦 𝑔𝑔𝑔𝑔. 







































Sea f una transformación de 𝑈𝑈 𝑒𝑒𝑒𝑒 𝑉𝑉. el núcleo de la transformación lineal 𝑓𝑓 es el 
conjunto de todos los vectores 𝑢𝑢 𝑑𝑑𝑑𝑑 𝑈𝑈 tales que 𝑓𝑓(𝑢𝑢) = ∅ es decir: 
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Ejemplo 
Sea 𝑓𝑓:𝑅𝑅!⟶ 𝑅𝑅! una transformación lineal 𝑓𝑓 3,2 = (0,0) y 𝑓𝑓 1,3 = 𝑢𝑢 ≠ 0 
determinar el núcleo de 𝑓𝑓. 
Se comienza por establecer la combinación lineal con un vector 𝑎𝑎, 𝑏𝑏 . 
𝑎𝑎, 𝑏𝑏 = 𝛼𝛼 3,2 + 𝛽𝛽(1,3)⟹
3𝛼𝛼 + 𝛽𝛽 = 𝑎𝑎











 De aquí se dice que: 
𝑓𝑓 𝑎𝑎, 𝑏𝑏 = 𝛼𝛼𝛼𝛼 3,2 + 𝛽𝛽𝛽𝛽 1,3 =
1
7
3𝑎𝑎 − 𝑏𝑏 0,0 −
1
7




2𝑥𝑥𝑥𝑥 − 3𝑥𝑥𝑥𝑥, 2𝑦𝑦𝑦𝑦 − 3𝑦𝑦𝑦𝑦  
De esta manera, encontramos el núcleo así: 
2𝑥𝑥𝑥𝑥 − 3𝑥𝑥𝑥𝑥 = 0
2𝑦𝑦𝑦𝑦 − 3𝑦𝑦𝑦𝑦 = 0 
2𝑎𝑎 − 3𝑏𝑏 = 0
2𝑎𝑎 − 3𝑏𝑏 = 0
⟹ 2𝑎𝑎 − 3𝑏𝑏 = 0 
 
Es claro ver que el núcleo de 𝑓𝑓 es una recta del plano XY que pasa por el origen. 
 
Ejemplo  
Determine una transformación lineal 𝑓𝑓:𝑅𝑅!⟶ 𝑅𝑅! cuyo núcleo sea la recta 
3𝑥𝑥 + 2𝑦𝑦 = 0. 
𝑁𝑁𝑁𝑁𝑁𝑁 𝑓𝑓 = 𝑥𝑥,𝑦𝑦  / 3𝑥𝑥 + 2𝑦𝑦 = 0  
Entonces la transformación lineal 𝑓𝑓:𝑅𝑅!⟶ 𝑅𝑅!sería. 
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Ejemplo  
Sea Ω(2,2) el espacio vectorial de matrices 2 x 2 sobre 𝑅𝑅 𝑦𝑦 𝑀𝑀 1 −1
−2 2
 . Sea  
𝑓𝑓:Ω(2,2)⟶ Ω(2,2) La transformación lineal definida por f A = MA Encontrar una 
base y la dimensión del núcleo. 
 
Teniendo en cuenta la definición de núcleo, se tiene: 










Resolviendo el sistema de ecuaciones se llega a: 
 
𝑁𝑁𝑁𝑁𝑁𝑁 𝑓𝑓 = 𝑎𝑎 𝑏𝑏
𝑐𝑐 𝑑𝑑
𝑎𝑎 = 𝑐𝑐
𝑏𝑏 = 𝑑𝑑  





Por tanto 𝐷𝐷𝐷𝐷𝐷𝐷 𝑁𝑁𝑁𝑁𝑁𝑁 𝑓𝑓 = 2 
 
Rango	de	una	transformación	lineal	
Dada una transformación lineal f de U en V, donde U es un espacio vectorial de 
tipo finito, se denomina rango de f, y se representa 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑓𝑓) a la dimensión del 
Subespacio vectorial imagen. 
 
Teniendo en cuenta la anterior definición es fácil ver que el rango de la 
transformación no puede exceder a la dimensión es decir: 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑓𝑓 ≤ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 
También es posible afirmar que: 
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Sea 𝑓𝑓:𝑅𝑅!⟶ 𝑅𝑅! tal que 𝑓𝑓 𝑢𝑢! = 2𝑣𝑣! + 𝑣𝑣! − 𝑣𝑣!, 𝑓𝑓 𝑢𝑢! = −𝑣𝑣! − 3𝑣𝑣! + 2𝑣𝑣! donde 
𝑢𝑢!,𝑢𝑢!  forman una base para el conjunto 𝑅𝑅! y 𝑣𝑣!, 𝑣𝑣!, 𝑣𝑣!  una base para el 
conjunto 𝑅𝑅!. Determinar la imagen del vector 𝑢𝑢 = (2,1) 
𝑓𝑓 𝑢𝑢 = 𝑓𝑓 2𝑢𝑢! + 𝑢𝑢! = 2𝑓𝑓 𝑢𝑢! + 𝑓𝑓 𝑢𝑢! = 2 2𝑣𝑣! + 𝑣𝑣! − 𝑣𝑣! + (−𝑣𝑣! − 3𝑣𝑣! + 2𝑣𝑣!) 
= 3𝑣𝑣! − 𝑣𝑣! 
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