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Abstract
We show that diagram groups can be viewed as fundamental groups of spaces of positive paths on
directed 2-complexes (these spaces of paths turn out to be classifying spaces). Thus diagram groups
are analogs of second homotopy groups, although diagram groups are as a rule non-Abelian. Part of
the paper is a review of the previous results from this point of view. In particular, we show that the
so-called rigidity of the R. Thompson’s group F and some other groups is similar to the ﬂat torus
theorem.We ﬁnd several ﬁnitely presented diagram groups (even of typeF∞) each of which contains
all countable diagram groups. We show how to compute minimal presentations and homology groups
of a large class of diagram groups. We show that the Poincaré series of these groups are rational
functions. We prove that all integer homology groups of all diagram groups are free Abelian.
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1. Introduction
1.1. Overview
The ﬁrst deﬁnition of diagram groups was given by Meakin and Sapir in terms of string
rewriting systems (semigroup presentations). Some results about diagram groups were ob-
tained by Meakin’s student Vesna Kilibarda [24,25]. The homology groups considered by
Pride [29] can be viewed as the ﬁrst homology groups of diagram groups. Further results
about diagram groups have been obtained by the authors of this paper [18–20], Farley [16],
Wiest [37], Arzhantseva and the authors in [2].
Here is a very short and incomplete summary of the prior results about diagram groups
giving some impression of what are the properties of diagram groups:
• although diagram groups can be considered as 2-dimensional versions of free groups, the
class of diagram groups is considerably large; it contains R. Thompson’s group F and its
siblings Fn; it is closed under direct and free products, and several other constructions,
it also contains many partially commutative groups (graph groups or right-angled Artin
groups in another terminology),
• the word and conjugacy problems and many other algorithmic problems are solvable in
a diagram group under some mild conditions,
• diagram groups act freely and properly by isometries on CAT(0) cubical complexes, and
so they satisfy the Haagerup property,
• presentations of diagram groups are computable in many cases because they are funda-
mental groups of the so-called Squier complexes associated with rewriting systems,
• there exist universal diagram groups containing all countable diagram groups,
• the ﬁrst homology groups of diagram groups are free Abelian,
• some diagram groups including R. Thompson’s group F and the wreath product, Z wr Z
are rigid, namely if a diagram group of some directed complex K contains a copy of this
group G then K contains a copy of a certain “canonical” directed 2-complex K ′ whose
diagram group is G,
• diagram groups satisfy the unique extraction of roots property.
The deﬁnition of diagram groups in terms of string rewriting systems does not reﬂect the
geometry of diagram groups and geometrical nature of the constructions that can be applied
to diagram groups. In this paper, we introduce a new, more geometric, equivalent deﬁnition
of diagram groups in terms of directed 2-complexes.
A directed 2-complex (see [36,30]) is a directed graph equippedwith 2-cells each ofwhich
is bounded by two directed paths (the top path and the bottom path). With any directed 2-
complex, one can associate the set of (directed) homotopies or 2-paths which is deﬁned
similar to the set of combinatorial homotopies between 1-paths in ordinary combinatorial
2-complexes. Equivalence classes of 2-paths form a groupoid with respect to the natural
concatenation of homotopies. The local groups of that groupoid are the diagram groups of
the directed 2-complex. Thus, from this point of view, the diagram groups are “directed”
analogs of the second homotopy groups.
The new point of view gives us an opportunity to revisit some of the earlier results about
diagram groups mentioned above.We show that (a multi-dimensional version of) the Squier
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complex of a semigroup presentation has a natural realization as the space of positive paths
in a directed 2-complex.We also show that several facts about diagram groups proved earlier
have a natural topological interpretation in terms of directed 2-complexes.
The only major part of our previous work that is not revisited here is the combinatorics on
diagrams ([18, Section 15]): the description of centralizers of elements in diagram groups,
solving conjugacy problem, etc. All these results can be easily generalized to the case of
diagrams over directed 2-complexes.
The largest part of the paper is devoted to completely new results.
Here is the list of these results:
• We give new examples of universal diagram groups that are ﬁnitely presented and even of
typeF∞ (see Theorem 5.5). One of them has only 3 generators and 6 deﬁning relations
(seeTheorem 6.9). Recall that a group G is said to be of typeF∞ if there is someK(G, 1)
CW complex having a ﬁnite n-skeleton in each dimension n.
• We show that the universal cover of the space of positive paths of a directed 2-complexK
is homeomorphic to the space of positive paths of what we call the universal 2-cover ofK
which is again a directed 2-complex (Theorems 8.1, 8.4). The universal 2-covers possess
some remarkable properties which make them 2-dimensional analogs of rooted trees.We
call such directed 2-complexes rooted 2-trees (Theorem 7.2 gives a characterization of
rooted 2-trees similar to the usual characterization of trees).
• We study complete directed 2-complexes (they are analogs of complete string rewriting
systems). We show how to construct a minimal K(G, 1) CW complex (with respect to
the number of cells in each dimension) for a diagram group G of a complete directed
2-complex (Theorems 9.2 and 9.7).
• We compute integer homology of diagram groups of complete directed 2-complexes,
and show that in the case when the groups are of typeF∞ (that happens very often by
Theorem 9.3), the Poincaré series are rational (Theorem 9.11).
• We answer Pride’s question by showing that all integer homology groups of arbitrary
diagram groups are free Abelian (Theorem 9.9).
• We also study cohomological dimension of diagram groups of complete directed 2-
complexes. In particular (Theorem 9.13), we show that the cohomological dimension of
a group in that class is n if and only if the group contains a copy of Zn (for any natural
number n).
In the next paper, we show that all diagram groups are totally orderable. Several basic
results and concepts based on the geometric deﬁnition of diagram groups, which could be
included into this paper, have been moved into the next one because they are closely related
to the orderability of diagram groups. These are:
• the concept of a diagram product of groups and the result that the class of diagram groups
is closed under arbitrary diagram products;
• the concept of the independence graphof a directed 2-complex, and the result that partially
commutative groups corresponding to such graphs are diagram groups;
• the concept of a transition scheme of a directed 2-complex and a description of a large
class of representations of diagram groups by homeomorphisms of the real line (including
some C∞-representations).
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1.2. Plan of the paper
Here we present a more detailed description of this paper.
In Sections 2 and 3, we give two deﬁnitions of diagram groups: the combinatorial deﬁ-
nition (in terms of diagrams over directed 2-complexes) and the topological deﬁnition (as
fundamental groups of spaces of positive paths). We prove that these deﬁnitions are equiv-
alent. We also deﬁne a semicubical complex (a multi-dimensional version of the Squier
complex) associated with a directed 2-complex.
In Section 4, we consider Tietze-type transformations of directed 2-complexes which do
not change their diagram groups (Theorem 4.1 and Lemma 4.2). In particular, we prove that
the class of diagram groups of directed 2-complexes and the previously considered class of
diagram groups of semigroup presentations coincide.
In Section 5, we give a natural deﬁnition of morphisms of directed 2-complexes. The
correspondence between a directed 2-complex and its diagram groups is a functor and we
study properties of this functor. In particular, certain morphisms of directed complexes
induce embeddings of the corresponding diagram groups (Lemma 5.1). This allows us to
construct several new universal diagram groups (Lemmas 5.2, 5.3, Theorems 5.5, 5.6). The
corresponding directed 2-complexes are very simple. One of them has just one vertex, one
edge and two 2-cells, and another one—one vertex, one edge and only one 2-cell.
In Section 6,we study presentations of diagramgroups of complete directed 2-complexes.
We observe (Lemma 6.1) that every directed 2-complex can be embedded into a complete
directed 2-complex, and that every diagram group is a retract of a diagram group of a
complete directed 2-complex. We deﬁne two canonical left and right forests of the Squier
complexes corresponding to complete directed 2-complexes (Deﬁnition 6.2). This allows
us to formulate a procedure of ﬁnding presentations of diagram groups of such directed
2-complexes (Theorems 6.5, 6.6). In the case of R. Thompson’s group, these presentations
are the standard inﬁnite and ﬁnite (2 generations and 2 relations) presentations of that group.
Since the universal diagram groups mentioned above correspond to complete directed 2-
complexes, we ﬁnd their presentations (Example 6.8), and we ﬁnd a universal diagram
group with only 3 generators and six deﬁning relations (Theorem 6.9).
In Section 7, we introduce another crucial concept: the concept of a rooted 2-tree, and
give a characterization of rooted 2-trees (Theorem 7.2).
In Section 8, we deﬁne universal 2-covers of directed 2-complexes. These are 2-trees that
“cover” the directed 2-complex in a natural way. It turns out (Theorem 8.1) that universal
2-covers exist and are unique. This once again shows that directed 2-complexes are 2-
dimensional analogs of graphs anddiagramgroups are 2-dimensional analogs of free groups.
One of the main results of Section 8 (Theorem 8.4) shows that the Squier complex of the
universal 2-cover of a directed 2-complexK is homeomorphic to the universal cover (in
the usual sense) of the Squier complex ofK. This gives a very simple and straightforward
proof of Farley’s result [16] that the universal covers of Squier complexes are contractible
(Theorem 8.5).
In Section 9, we study homology of diagram groups. Using a method of collapsing
schemes of Brown [9], for every diagram group G of a complete directed 2-complex, we
construct a K(G, 1) with minimal possible number of cells in each dimension (Theorems
9.2, 9.7). This allows us to compute all integral homology groups of such diagram groups.
V.S. Guba, M.V. Sapir / Journal of Pure and Applied Algebra 205 (2006) 1–47 5
It turns out that if a directed (not necessarily complete) 2-complex has only ﬁnitely many
paths that are pairwise directly non-homotopic (we call such complexes almost 2-path
connected) then the diagram groups of these complexes are of type F∞ (Theorem 9.4)
and their Poincare series are rational functions (Theorem 9.11). This strengthes a result of
Farley [16] and our result from [18].
Theorem 9.9 shows that all integral homology groups of all diagram groups are free
Abelian (a solution of Pride’s problem).
Several results in this section are about the cohomological dimension of diagram groups.
We show that for every diagram groups, its cohomological and geometric dimensions co-
incide (Theorem 9.12) and that for a diagram group of a complete directed 2-complex,
non-triviality of the nth homology group is equivalent to the existence of a subgroup iso-
morphic to Zn (Theorem 9.13).
We study rigidity of diagram groups in Section 10. It was shown by Farley [16] that
diagram groups of ﬁnite semigroup presentations act freely cellularly by isometries on
CAT(0) cubical complexes. One of the important results in the theory of CAT(0) groups
is the ﬂat torus theorem that shows a rigid connection between an algebraic property of
a group acting “nicely” on a CAT(0) space, and a geometric property of the space. The
algebraic property is “to contain a copy of Zn”, and the geometric property is “to contain a
Zn-invariant copy of Rn”. We have proved before (see [20]) that a similar rigid connection
exists in our situation between, say, the R. Thompson group F and the universal cover of
the space of positive paths of the dunce hat. In Section 10, we prove (Theorem 10.4) that
one can replace the group F by any free Abelian groups replacing the dunce hat by some
suitable directed 2-complex.
2. Combinatorial deﬁnition
We start by giving a precise deﬁnition of directed 2-complexes. Our deﬁnition differs
insigniﬁcantly from the original deﬁnition in [36] and is close to the deﬁnition of [30].
Deﬁnition 2.1. For every directed graph  let P be the set of all (directed) paths in ,
including the empty paths. A directed 2-complex is a directed graph  equipped with a set
F (called the set of 2-cells), and three maps · : F → P, · : F → P, and −1 : F → F
called top, bottom, and inverse such that
• for every f ∈ F, the paths f  and f  are non-empty and have common initial vertices
and common terminal vertices,
• −1 is an involution without ﬁxed points, and f−1=f , f−1=f  for every f ∈ F.
We shall often need an orientation on F, that is, a subset F+ ⊆ F of positive 2-cells, such
that F is the disjoint union of F+ and the set F− = (F+)−1 (the latter is called the set of
negative 2-cells).
IfK is a directed 2-complex, then paths onK are called 1-paths (we are going to have
2-paths later). The initial and terminal vertex of a 1-path p are denoted by (p) and (p),
respectively. For every 2-cell f ∈ F, the vertices (f )= (f ) and (f )= (f ) are
denoted (f ) and (f ), respectively.
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Fig. 1.
A 2-cell f ∈ F with top 1-path p and bottom 1-path q will be called a 2-cell of the form
p = q. We shall use a notationK = 〈E | f  = f , f ∈ F+〉 for a directed 2-complex
with one vertex, the set of edges E and the set of 2-cells F.
For example, the complex 〈x | x2 = x〉 is the dunce hat obtained by identifying all edges
in the triangle (Fig. 1) according to their directions. It has one vertex, one edge, and one
positive 2-cell. The remarkable feature of the dunce hat is that the famous R. Thompson’s
group F is its diagram group (see Section 6 below). (The survey [12] collects some known
results about F. See also [10,6,8,18,19,5,17] for other results about this group.)
There exists a natural way to assign a directed 2-complex to every semigroup presentation
(to a string rewriting system). It is similar to assigning a 2-complex to anygrouppresentation.
If P = 〈X |ui = vi (i ∈ I )〉 is a string rewriting system, then the corresponding directed
complexKP has one vertex, one edge e for each generator from X, and one positive 2-cell
for each relation ui = vi . The top path of this cell is labelled by ui and the bottom path
labelled by vi .
Every directed 2-complexK = 〈E | f  = f , f ∈ F+〉 with one vertex can be con-
sidered as a rewriting system with the alphabet E and the set of rewriting rules F+. The
difference between these directed 2-complexes and string rewriting systems is that there
may be several 2-cells inK with the same top and bottom 1-paths, hence a rewriting rule
p = q can repeat many times. We shall observe later that directed 2-complexes with one
vertex provide the same class of diagram groups as all directed 2-complexes. But sometimes
it is convenient to consider complexes with more than one vertex.
With the directed 2-complexK, one can associate a category (K) whose objects are
1-paths, and morphisms are 2-paths (or homotopies), i.e. sequences of replacements of f 
by f  in 1-paths, f ∈ F. More precisely, an atomic 2-path (an elementary homotopy) is a
triple (p, f, q), where p, q are 1-paths inK, and f ∈ F such that (p)= (f ), (f )= (q).
If  is the atomic 2-path (p, f, q), then pf q is denoted by , and pf q is denoted by
; these are called the top and the bottom 1-paths of the atomic 2-path. Every non-trivial
2-path  on K is a sequence of atomic paths 1, . . . , n where i = i+1 for every
1 i < n. In this case n is called the length of the 2-path . The top and the bottom 1-paths
of , denoted by  and , are 1 and n, respectively. We say that  is positive
if each i corresponds to a positive 2-cell inK. Every 1-path p is considered as a trivial
2-path with p = p = p. These are the identity morphisms in the category(K). The
composition of 2-paths  and ′ is called concatenation and is denoted  ◦ ′.
We say that 1-paths p, q inK are (directly) homotopic whenever there exists a 2-path 
such that  = p and  = q. We also say that  connects p to q inK.
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As in the standard homotopy theory (see, for example [34]), we need to introduce a
homotopy relation on the set of 2-paths and identify homotopic 2-paths in (K). To
do this, we choose a computation-friendly way, similar to the one developed by Peiffer,
Reidemeister andWhitehead for the second homotopy group of a combinatorial 2-complex,
and later simpliﬁed by Huebschmann, Sieradski and Fenn (see [3]). The idea is to represent
the elements of the second homotopy groups in terms of the so-called pictures.We are going
to use the dual objects called diagrams (for a picture version, see [18]).
With every atomic 2-path =(p, f, q), where f =u, f =v we associate the labelled
plane graph  on Fig. 2. An arc labelled by a word w is subdivided into |w| edges.3 All
edges are oriented from the left to the right. The label of each oriented edge of the graph
is a symbol from the alphabet E, the set of edges inK. As a plane graph, it has only one
bounded face; we label it by the corresponding cell f ofK. This plane graph  is called
the diagram of . Such diagrams are called atomic. The leftmost and rightmost vertices of
 are denoted by () and (), respectively. The diagram  has two distinguished paths
from () to () that correspond to the top and bottom paths of . Their labels are puq and
pvq, respectively. These are called the top and the bottom paths of  denoted by  and
.
The diagram corresponding to the trivial 2-path p is just an arc labelled by p; it is called
a trivial diagram and it is denoted by (p).
Let = 1 ◦ 2 ◦ · · · ◦ n be a 2-path inK, where 1, . . . , n are atomic 2-paths. Let i
be the atomic diagram corresponding to i . Then the bottom path of i has the same label
as the top path of i+1 (1 i < n). Hence we can identify the bottom path of i with the
top path of i+1 for all 1 i < n, and obtain a plane graph , which is called the diagram
of the 2-path .
It is clear that the above diagram , as a plane graph, has exactly n bounded faces or
cells.
Two diagrams are considered equal if they are isotopic as plane graphs. The isotopy
must take vertices to vertices, edges to edges, it must also preserve labels of edges and
inner labels of cells. Two 2-paths are called isotopic if the corresponding diagrams are
equal.
3 In this paper, we denote the length of a word or a path w by |w|.
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For example, consider the diagram in Fig. 3 below. It is clear that it corresponds to the
2- path
(p, f1, qu2r) ◦ (pv1q, f2, r) (1)
as well as the 2-path
(pu1q, f2, r) ◦ (p, f1, qv2r). (2)
In that case we call the atomic 2-paths (p, f1, qu2r) and (pu1q, f2, r) independent.
The proof of the following lemma in the case of semigroup presentations can be extracted
from the proof of [18, Lemma 6.2]. We leave it to the reader to generalize the proof to the
case of directed 2-complexes.
Lemma 2.2. The isotopy relation on 2-paths of a directed 2-complex K, is the smallest
equivalence relation containing all pairs of 2-paths of form (1) and (2) and invariant under
concatenation.
Concatenation of 2-paths corresponds to the concatenation of diagrams: if the bottom
path of 1 and the top path of 2 have the same labels, we can identify them and obtain a
new diagram 1 ◦ 2.
Note that for any atomic 2-path  = (p, f, q) inK one can naturally deﬁne its inverse
2-path −1 = (p, f−1, q). The inverses of all 2-paths and diagrams are deﬁned naturally.
The inverse diagram −1 of  is obtained by taking the mirror image of  with respect to
a horizontal line, and replacing labels of cells by their inverses.
Let us identify in the category(K) all isotopic 2-paths and also identify each 2-path of
the form ′−1′′ with ′′′. The quotient category is obviously a groupoid (i.e. a category
with invertible morphisms). It is denoted by D(K) and is called the diagram groupoid of
K. Two 2-paths are called homotopic if they correspond to the same morphism in D(K).
For each 1-path p ofK, the local group ofD(K) at p (i.e. the group of equivalence classes
of 2-paths connecting p with itself) is called the diagram group of the directed 2-complex
K with base p and is denoted by D(K, p). Notice that if p is empty, then D(K, p) is
trivial by deﬁnition. In this paper, we shall usually ignore these diagram groups.
We shall give amuch easier (equivalent) deﬁnition of the diagram groupoid after Theorem
2.6 below.
Remark 2.3. Notice ﬁrst that the diagram groups of a directed 2-complex do not depend on
the orientation on the set of 2-cells of that complex. Notice also that if a directed 2-complex
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K′ is obtained fromK by identifying vertices, then the diagram groupoid ofK′ may differ
from the diagram groupoid ofK because the set of 1-paths may increase, but the diagram
groups ofK will be diagram groups ofK′ as well.
One can easily check that ifK =KP for some semigroup presentation P and w is a
word over X (that is, the corresponding path inKP), then the diagram groupD(K, w) we
just, deﬁned coincides with the diagram groupD(P, w) overP deﬁned in [18]. Clearly, if
K=KP then 2-paths are just the derivations over the semigroup presentation P.
It is convenient to deﬁne diagrams over a directed 2-complexK in an “abstract” way,
without referring to 2-paths ofK. Such a deﬁnition was given by Kashintsev [23] and Rem-
mers [31] in the case of semigroup presentations. Here we basically repeat their deﬁnition
and result.
Deﬁnition 2.4. A diagram overK=〈E | f =f , f ∈ F+〉 is a ﬁnite plane directed and
connected graph , where every edge is labelled by an element from E, and every bounded
face is labelled by an element of F such that:
•  has exactly one vertex-source  (which has no incoming edges) and exactly one vertex-
sink  (which has no outgoing edges);
• every 1-path in  is simple;
• each face of  labelled by f ∈ F is bounded by two 1-paths u and v such that the label
of u is f , the label of v is f , and the loop uv−1 on the plane goes around the face in
the clockwise direction.
It is easy to see [18] that every plane graph satisfying the conditions of Deﬁnition 2.4 is
situated between two positive paths connecting  and . These paths are  and .
We say that a diagram  over a directed 2-complexK is a (u, v)-diagram, whenever u
is the top label and v is the bottom label of . If u and v are the same, then the diagram is
called spherical (with base u = v).
The following lemma (see [18, Lemma 3.5]) shows that diagrams overK in the sense
of Deﬁnition 2.4 are exactly diagrams that correspond to 2-paths inK. We will often use
this fact without reference.
Lemma 2.5. LetK be a directed 2-complex. Then 1-paths u, v are homotopic inK if and
only if there exists a (u, v)-diagram overK (in the sense of Deﬁnition 2.4).
Diagrams overK corresponding to homotopic 2-paths are called equivalent. The equiv-
alence relation on the set of diagrams (and the homotopy relation on the set of 2-paths of
K) can be deﬁned very easily as follows. We say that two cells 1 and 2 in a diagram 
overK form a dipole if 1 coincides with 2 and the labels of the cells 1 and 2 are
mutually inverse. Clearly, if 1 and 2 form a dipole, then one can remove the two cells from
the diagram and identify 1 with 2. The result will be some diagram ′. As in [18], it
is easy to prove that if  is a 2-path corresponding to , then the diagram ′ corresponds
to a 2-path ′, which is homotopic to . We call a diagram reduced if it does not contain
dipoles. A 2-path  inK is called reduced if the corresponding diagram is reduced. The
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following is an analog of Kilibarda’s lemma. The proof coincides with the proof of [18,
Theorem 3.17] and we omit it here.
Theorem 2.6. Every equivalence class of diagrams over a directed 2-complexK contains
exactly one reduced diagram. Every 2-path inK, is homotopic to a reduced 2-path, every
two homotopic reduced 2-paths have equal diagrams and so they contain the same number
of atomic factors.
Thus one can deﬁne morphisms in the diagram groupoid D(K) as reduced diagrams
overK with operation “concatenation + reduction” (that is, the product of two reduced
diagrams  and ′ is the result of removing all dipoles from  ◦ ′ step by step).
The diagram groupoid D(K) has another natural operation, addition: if ′ and ′′ are
diagrams overK and (′) = (′′) inK then one can identify (′) with (′′) to
obtain the new diagram denoted by ′ +′′ and called the sum of ′ and ′′. IfK has only
one vertex, then this operation is everywhere deﬁned. In that case the operation of addition
makes D(K) a tensor groupoid in the sense of [22].
Fig. 4 below illustrates the concepts of the concatenation of diagrams and the sum of
them.
3. Topological deﬁnition
We have seen that diagram groups are directed analogs of the second homotopy groups.
Recall that one can deﬁne the second homotopy groups of a topological space as the funda-
mental group of a space of paths. On the other hand, in the case of semigroup presentations,
the diagram groups can be deﬁned as fundamental groups of the so-called 2-dimensional
Squier complexes associated with the presentations (see [18]).
In this section, we deﬁne a multi-dimensional version of the Squier complex Sq(K)
from [18], whereK is a directed 2-complex and show that it can be considered as the space
of certain positive paths inK. We will often omit the words “multi-dimensional”; if we
need to refer to the 2-dimensional version of the same object, then we will speak about the
2-skeleton of Sq(K).
Now we deﬁne Sq(K) as a semicubical complex. Recall [32,11] that a semicubical
complex is a family of disjoint sets {Mn; n0} (the elements of Mn are called n-cubes)
with face maps ki : Mn → Mn−1 (1 in, k = 0, 1) satisfying the semicubical relations
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(the rightmost map act ﬁrst):
ki 
k′
j = k
′
j−1
k
i (i < j). (3)
A realization of a semicubical complex {Mn; n0} can be obtained as a factor-space of
the disjoint union of Euclidean cubes, one n-cube c(x) for each element x ∈ Mn, n0.
The equivalence relation identiﬁes (point-wise) the cube ki (c(x)) with the cube c(ki (x))
for all i, k, x. Here ki (I n) is the corresponding (n − 1)-face of the Euclidean n-cube In
(that is, ki (I n) = I i−1 × {k} × In−i).
Deﬁnition 3.1. The semicubical complex Sq(K) is deﬁned as follows. For every n0, let
Mn be the set of thin diagrams [16] of the form
(u0) + f (1) + (u1) + · · · + f (n) + (un), (4)
where f (i) are negative4 2-cells ofK, and ui are 1-paths inK (Fig. 3 thus shows a thin
diagram with two cells). The face map ki takes the thin diagram c of form (4) to
ci = (u0) + f (1) + · · · + f (i) + · · · + f (n) + (un) (5)
if k = 0 and
ci = (u0) + f (1) + · · · + f (i) + · · · + f (n) + (un) (6)
if k = 1. These faces are called the top and the bottom ith faces of c, respectively. It is easy
to check that conditions (3) are satisﬁed, so Sq(K) is a semicubical complex.
Remark 3.2. Note that the realization of Sq(K) does not depend on the orientation F+ on
K. If we change the orientation, then some cells fi in the thin diagram (4) are replaced by
their inverses. This means that we simply change the reference point of a cube. So we will
think about every thin diagram as of a cube with ﬁxed reference point.
Thus the vertices of Sq(K) are 1-paths ofK, the edges correspond to negative atomic 2-
paths (u, f, v), 2-cells correspond to pairs of independent atomic 2-paths, etc. For example,
the thin diagram (u) + f + (v) + g + (w) determines a square with contour
(u, f, vgw) ◦ (u, f v, g,w) ◦ (u, f−1, vgw) ◦ (uf v, g−1, w).
It is convenient to enrich the structure of the Squier complex Sq(K) by introducing
inverse edges: (u, f, v)−1 = (u, f−1, v). Then the edges (u, f, v)will be called positive if f
is a positive 2-cell ofK, and negative if f is negative. As a result, the 1-skeleton of Sq(K)
turns into a graph in the sense of Serre [33], and the 2-skeleton of Sq(K) coincides with the
Squier complex deﬁned in [18] providedK =KP for some P. Hence, in particular, the
fundamental groups of Sq(KP) coincide with fundamental groups of the Squier complex
in [18].
4 Taking negative edges instead of positive simpliﬁes some computations later.
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Fig. 5.
Clearly the complex Sq(K) is in general disconnected. If p is a 1-path inK, then by
Sq(K, p) we will denote the connected component of the Squier complex that contains p.
Example 3.3. Fig. 5 shows a part of the Squier complex of the dunce hat on Fig. 1. The
thick line shows the boundary of one of the 2-cells in this complex.
The following theorem is similar to Kilibarda’s statement (see [18, Theorem 6.1]).
Theorem 3.4. Let K be a directed 2-complex, p be a 1-path in K. Then the diagram
group D(K, p) is isomorphic to the fundamental group 1(Sq(K), p) of the semicubical
complex Sq(K) with the basepoint p.
The proof of Kilibarda’s theorem carries without any essential changes.As an immediate
corollary of Theorem 3.4, we obtain the following:
Corollary 3.5. LetK be a directed 2-complex, p and q be homotopic 1-paths inK. Then
D(K, p) is isomorphic to D(K, q).
Proof. Indeed, p and q belong to the same connected component of Sq(K). 
Thediagramgroupswith different bases canbeverydifferent but there exists the following
useful relationship between them.
Corollary 3.6. If p = p1p2 is a 1-path inK, then D(K, p1) × D(K, p2) is embedded
into D(K, p1p2).
Proof. Indeed, the map (1,2) → 1+2 fromD(K, p1)×D(K, p2) toD(K, p1p2)
is an injective homomorphism (see [18, Remark 2 after Lemma 8.1]). 
Now let us introduce a natural topological realization of the semicubical complex Sq(K).
We expand the set of paths inK allowing paths that go “inside” 2-cells.
Let K be a directed 2-complex. Attaching a 2-cell f ∈ F+ with p = f , q = f 
can be done as follows. Let D = [0, 1] × [0, 1] be a unit square. For any t ∈ [0, 1] we
have the path dt in D deﬁned by dt (s) = (s, t) ∈ D (s ∈ [0, 1]). We attach this square
toK in such a way that d0 is identiﬁed with p, d1 is identiﬁed with q, all points of the
form (0, t) ∈ D are collapsed to (p) = (q), all points of the form (1, t) are collapsed to
(p) = (q) (t ∈ [0, 1]).
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2-cell f
q = f1
p = f0
ft
D
dt
(1,0)
(1,t)
(1,1)(0,1)
(0,t)
(0,0)
Fig. 6.
(n)ftn
(2)ft2(1)ft1
unu1u0
Fig. 7.
Now for any t ∈ [0, 1], the image of dt inK becomes a path inside the 2-cell f. This path
will be denoted by ft . Clearly, f0 = p, f1 = q. So we have a continuous family of paths
{ft } (t ∈ [0, 1]) that transforms p into q (see Fig. 6).
For any f ∈ F+, t ∈ [0, 1] one can also deﬁne (f−1)t =f1−t . So ft makes sense for any
f ∈ F.
By deﬁnition, a positive path in a directed 2-complexK is a ﬁnite product of the form
p1 · · ·pn (n1), where each factor pi (1 in) is either a 1-path onK, or a path of the
form ft for some f ∈ F, t ∈ [0, 1]. Of course, we assume that the terminal point of pi
coincides with the initial point of pi+1 for any 1 i < n. The set of all positive paths inK
deﬁned in this way will be denoted by 	+(K). Note that every 1-path inK is a positive
path in this sense.
Note that every positive path p in	+(K) can be uniquely written in the normal form p=
u0f
(1)
t1 u1 · · · f (n)tn un,whereui are 1-paths inK (0 in),f (i) ∈ F−, ti ∈ (0, 1) (1 in).
To the path p we assign a point 
(p) with coordinates (t1, . . . , tn) in the n-cube (u0) +
f (1) + · · · + f (n) + (un) (sec Fig. 7).
Lemma 3.7. The map 
 is a bijection between 	+(K) and a realization of Sq(K). For
any positive path
p = u0f (1)t1 u1 · · · f (n)tn un (7)
in 	+(K), where ui are 1-paths inK (0 in) and ti ∈ [0, 1] (1 in), the point 
(p)
has coordinates (t1, . . . , tn) in the n-cube (u0) + f (1) + · · · + f (n) + (un).
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Proof. Any point x in a realization of Sq(K) is an inner point of a unique cube (the point
of a cube of dimension 0 is inner in itself by deﬁnition). Let x be a point in the n-cube
(u0) + f (1) + · · · + f (n) + (un) with coordinates (t1, . . . , tn), where f (i) ∈ F−, ti ∈
(0, 1)(1 in). One can assign to it the positive path p = u0f (1)t1 u1 · · · f (n)tn un (written in
the normal form). This deﬁnes a map  from a realization of Sq(K) to	+(K). It is obvious
that 
 and  are mutually inverse. Thus 
 is a bijection.
Now we have to check that if p is written in form (7), where some subscripts ti are equal
to 0 or 1, then the image of p under 
 is deﬁned by the same rule. Changing the reference
point of a cube, we may assume that f (i) ∈ F− for all i. Now one can pass from (7) to
the normal form of p step by step replacing subpaths of the form f (i)0 by f (i) and f (i)1
by f (i). Let us analyze what happens at one elementary step. Without loss of generality
assume that a subpath of the form f0 is replaced by f . So our path is written in two forms:
· · · ui · · · and · · · u′f0u′′ · · ·, where ui = u′f u′′. The rule deﬁning 
 assigns two points to
these forms. One of them belongs to the cube c′ = · · · + (ui) + · · · and has coordinates
(t1, . . . , tn) in it. The other point belongs to the cube c= · · · + (u′)+ f + (u′′)+ · · · and
has coordinates (t1, . . . , 0, . . . , tn), where 0 is inserted after ti . The cube c′ is the (i + 1)th
face of c. By deﬁnition of Sq(K), we glue c′ and ci+1 isometrically. This means that
these two points in a realization of Sq(K) coincide. 
Lemma3.7 shows that	+(K) is a natural realization of the semicubical complexSq(K).
Note that the empty paths correspond to isolated points in the Squier complex.
Thus we have an equivalent deﬁnition of diagram groups of K as the fundamental
groups of the space of positive paths inK. One possible way of generalizing the deﬁnition
of diagram groups and of deﬁning “continuous versions” of the diagram groups would be
to consider a more general spaces than directed 2-complexes, deﬁne “positive paths” in a
suitable way, and then to consider the fundamental groups of the spaces of positive paths.
They may have certain properties in common with diagram groups.
Usually we shall not distinguish between the Squier complex Sq(K) and its geometric
realization.
We shall return to the Squier complexes and consider their universal covers in Section 8.
4. Theorems about isomorphism. The class of diagram groups
In this section,we show that diagramgroups do not changemuch ifwe do certain surgeries
on directed 2-complexes.
The following useful statement contains a directed 2-complex analog of Tietze transfor-
mations for group and semigroup presentations.
Theorem 4.1. LetK be a directed 2-complex.
(1) Let u be a non-empty 1-path inK. LetK′ be the directed 2-complex obtained fromK
by adding a new edge e with (e)= (u), (e)= (u) and a new 2-cell f of the form u= e
(and also the inverse 2-cell f−1). Then for every 1-path w inK, the diagram groups
D(K, w) and D(K′, w) are isomorphic.
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(2) Suppose that K is a union of two directed 2-complexes K1 and K2 such that all
vertices and edges of K, are both in K1 and in K2. Suppose that the top path f 
(bottom path f ) of each positive 2-cell f ofK1 is homotopic inK2 to some path uf
(resp., vf ). Let us consider the directed complexK′ with the same vertices and edges
asK and 2-cells fromK2 together with all positive, 2-cells uf = vf for all positive
2-cells f fromK1 (plus the corresponding negative cells vf = uf ). Then the diagram
groups D(K, w) and D(K′, w) are isomorphic for every 1-path w inK.
Proof. 1. Indeed, there exists a natural embedding ofD(K, w) intoD(K′, w)which maps
every reduced (w,w)-diagram overK to itself. In order to show that this map is surjective,
notice that if a (w,w)-diagram  overK′ does not contain edges labelled by e then it is
a diagram overK. If  contains an edge labelled by e then this edge cannot be on  or
. Hence this edge is a common edge of the contours of two cells  and ′ in . Since
K′ has only two 2-cells with e on the boundary (namely, f and f−1), one of the two cells
 or ′ is labelled by f and another by f−1 (the edge labelled by e is the top path of one
of these cells and the bottom path of another one). Hence  and ′ form a dipole. This
implies that every reduced (w,w)-diagram overK′ contains no edges labelled by e, and
so it is a diagram overK. Hence by Theorem 2.6 the natural embedding ofD(K, w) into
D(K′, w) is surjective.
2. By Theorem 2.5, for any 2-cell f ofK1 there exist diagrams f and f overK2
such that the label of f  is f , the label of f  is uf , the label of f  is f , the
label of f  is vf .
ByDw (respectively,D′w) we denote the set of all (w,w)-diagrams overK (respectively,
K′). We are going to deﬁne two maps  : Dw → D′w,  : D′w → Dw.
Let  ∈ Dw. Let F+1 be the set of positive 2-cells inK1. For every cell  in  with inner
label f ∈ F+1 , we do the following operation. First we cut  into three parts by connecting
the initial vertex of  with the terminal vertex of  by two simple curves, p1 and p2, that
have no intersections other than at the endpoints. We enumerate the three parts from top to
bottom and assume that p1 is above p2. Then we subdivide p1 into edges and give them
labels such that p1 will have label uf . Similarly, we turn p2 into a path labelled by vf .
Now we insert the diagram f between the top path of  and p1. Analogously, we insert
−1f between p2 and the bottom path of . The space between p1 and p2 becomes a cell
uf = vf , which is a cellK′. We can assign the inner label f to it. If the inner label of a
cell  of  is f−1 ∈ F−1 , then we subdivide it in the same way to get the mirror image of
the diagram we had for cells with inner label f . (The inner label for the cell in the middle
will be f−1.)
Every diagram  over P now becomes a diagram over P′. We denote it by ().
The map  is deﬁned similarly. Now if we have a diagram  overK′, then we replace
each of its cells  of the form uf = vf (f ∈ F1) by the concatenation of three diagrams.
The ﬁrst of them is −1f , the third is f , and the second one is a cell with inner label f . We
do similar transformation with cells of the form vf = uf whose inner labels are negative.
The result of these replacements will be a diagram overK, denoted by ().
It follows from our construction that for any diagram  overK, the diagram (())
overK is equivalent to . This is so because after applying  and then  to , we get a
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diagram with a number of subdiagrams of the form ±1∓1 or ±1∓1. Cancelling all the
dipoles, we get the diagram  we had in the beginning. Analogously, for any diagram 
overK′, the diagram (()) overK′ will be equivalent to . It is also clear that  and
 preserve the operation of concatenation of diagrams.
This means that maps ,  induce homomorphisms of diagram groups ¯ : D(K, w) →
D(K′, w) and ¯ : D(K′, w) → D(K, w). The fact about equivalence of diagrams
means that ¯ and ¯ are mutually inverse. Thus they are isomorphisms and D(K, w)
D(K′, w). 
As an immediate application of Theorem 4.1, we obtain the following statement about
subdivisions of directed 2-complexes. Let K be a directed 2-complex and let f be one
of its 2-cells. Let us add a new edge e to the complex with (e) = (f ) = (f )
and (e) = (f ) = (f ), remove the 2-cells f±1, and add new 2-cells f±11 , f±12 ,
where f1, f2 have the form f  = e and e = f , respectively. This operation can be
done for several positive 2-cells of K at once. This simply means that we cut some 2-
cells of K into two parts. The resulting directed 2-complex K′ is called a subdivision
ofK.
Lemma 4.2. If K is a directed 2-complex, w is a non-empty 1-path in K and K′ is a
subdivision of K, then the diagram groups D(K, w) and D(K′, w) are
isomorphic.
Proof. We use the notation from the paragraph preceding the formulation of the lemma. Let
K′′ be the directed 2-complex obtained fromK by adding the edge e and the 2-cells f±11 .
By part (1) of Theorem 4.1,D(K, w)=D(K′′, w). Now representK′′ as the union ofK1
andK2, whereK1,K2 have the same vertices and edges,K1 contains exactly two 2-cells
f , f−1, andK2 contains all other 2-cells ofK′′. Notice that f  is homotopic to e inK2
(becauseK2 contains the 2-cell f1). Hence by part (2) of Theorem 4.1, we can replace f±1
inK′′ by f±12 , where f2 has the form e=f  without changing the diagram group with the
basew. But the resulting directed 2-complex is preciselyK′. HenceD(K, w)D(K′, w).

As an immediate corollary of Lemma 4.2 we get the following statement:
Theorem 4.3. The classes of diagram groups over semigroup presentations and diagram
groups of directed 2-complexes coincide.
Proof. Notice that complexes of the formKP corresponding to semigroup presentations
considered in [18] are precisely the directed 2-complexes with one vertex in which differ-
ent 2-cells cannot have the same top and bottom paths. We have already mentioned that
we can only consider directed 2-complexes with one vertex (if we identify vertices we
preserve existing diagram groups but the set of diagram groups can increase since the set
of 1-paths can increase). It is obvious that if we subdivide each 2-cell of K twice (into
three parts instead of two) then we turn K into a KP for some P. It remains to apply
Lemma 4.2. 
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5. Morphisms of complexes and universal diagram groups
LetK,K′ be directed 2-complexes. A morphism  fromK toK′ is a map that takes
vertices to vertices, edges to non-empty 1-paths and 2-cells to 2-paths and preserves the
functions , , ·, ·, −1:
M1. For every edge e, ((e)) = ((e)), ((e)) = ((e)).
M2. For every 2-cell f ofK, (f )= (f ), (f )= (f ); here for every 1-path
p = e1e2 · · · ek we set (p) = (e1)(e2) · · ·(en), where ei are edges (the latter
product exists because of M1).
M3. For every 2-cell f ofK, (f−1) = (f )−1.
Every morphism  : K → K′ induces a functor from the category (K) to (K′):
the image of an atomic 2-path (p, f, q) is ((p), (f ), (q)), where (u, 1 ◦ · · · ◦ n, v)
for atomic 2-paths i = (pi, fi, qi) is short for (up1, f1, q1v) ◦ · · · ◦ (upn, fn, qnv).
A morphism  :K→K′ also induces a functor from the diagram groupoid D(K) to
D(K′). The image of a (p, q)-diagram  overK is the ((p), (q))-diagram obtained
from  by (a) replacing each edge that has label e by a path labelled by (e), and (b)
replacing each cell that has label f by the diagram overK′ corresponding to the 2-path
(f ). Both of these functors will be denoted by  as well. The restriction of  onto a
diagram group D(K, p) is a homomorphism that will be denoted by p.
For a non-empty 1-path p in K, we say that a morphism  : K → K′ is p-non-
singular if the inducedhomomorphismp is injective onD(K, p). In that case the subgroup
p(D(K, p)) ofD(K′) is called naturally embedded. If the morphism isp-non-singular
for every p, we call it non-singular.
Lemma 5.1. Let  :K→K′ be a morphism, of two directed 2-complexes.
(1) If () is reduced for every reduced 2-path , and (f ) is not empty for every 2-cell f
ofK, then  is non-singular,
(2) Suppose that  is injective on the set of 2-cells and (f ) is a 2-cell for every 2-cell f of
K. Then  is non-singular,
(3) If a directed 2-complexK′, is obtained by adding 2-cells to a directed 2-complexK,
then diagram groups of the form, D(K, p) are naturally embedded into the diagram
groups D(K′, p), for every 1-path p.
(4) If a directed 2-complexK′ is obtained by adding 2-cells to a directed 2-complexK,
and f  is homotopic to f  inK, for every 2-cell f ∈K′\K, then for every 1-path
p inK, the diagram group D(K, p) is a retract of the diagram group D(K′, p).
Proof. (1) Indeed, suppose that the kernel of p is not trivial. Then it contains a reduced
2-path  = p by Theorem 2.6. By the assumption, () is reduced, and non-empty, so
p() = 1 by Theorem 2.6, a contradiction.
(2) It is easy to see that for every reduced (p, p)-diagram , the diagram p() does not
contain dipoles. It remains to use part (1) of this lemma.
(3) Immediately follows from (2).
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(4) The retraction  is given as follows. Fix a (f , f )-diagram f overK for every
2-cell f ∈K′\K in such a way that inverse diagrams correspond to inverse 2-cells. Then
for every (p, p)-diagram  overK′, the diagram () is obtained from  by inserting f
instead of every cell in  labelled by f ∈K\K′. Clearly, 2 = . 
Let us call a directed 2-complex K universal if every ﬁnite or countable directed 2-
complex maps non-singularly intoK. A diagram group is called universal if it contains
copies of all countable diagram groups.A directed 2-complex is said to be 2-path connected
if all its non-empty 1-paths are homotopic to each other. By Theorem 3.4 it has at most one
non-trivial diagram group up to isomorphism. Notice that if a universal directed 2-complex
is 2-path connected then its non-trivial diagram group is universal because every at most
countable diagram group is (obviously) a diagram group of at most countable directed
2-complex.
Lemma 5.2. Let U be the directed 2-complex
〈x | xm = xn, xm = xn, . . . for all 1mn〉
(every equality appears countably many times). Then U is universal.
Proof. LetK be at most countable directed 2-complex and letK1 be obtained fromK by
identifying all its edges and vertices. By we denote the natural morphism fromK toK1.
Then  is non-singular by Lemma 5.1, part 2. It is easy to see thatU can be obtained from
K1 by adding 2-cells. HenceK1 is a subcomplex of U and  :K→ U is non-singular
by Lemma 5.1, part 3. 
We can simplify the universal directed 2-complex U by using part (2) of Theorem 4.1.
For every 0n∞ let
Hn = 〈x | x2 = x, x = x, x = x, . . . (n times)〉.
This complex contains one vertex, one edge, and n+ 1 positive 2-cells, one of which is the
dunce hat and all others are spheres. In particular, the complexH0 is the dunce hat (see
Fig. 1).
Lemma 5.3. The directed 2-complexH∞ is universal. In particular, every countable di-
agram group embeds into the diagram group D(H∞, x).
Proof. In fact we shall show thatD(U, x) is isomorphic toD(H∞, x). Let us denote by Q
the complex obtained fromU by removing the cell x2=x and its inverse. ThenH0∪Q=U.
It is easy to see that every non-empty 1-path in H0 is homotopic to x. Therefore, let us
replace each 2-cell xm = xn in U by a cell x = x, and obtain a complexH∞. By part (2)
of Theorem 4.1, the diagram groups of U andH∞ are isomorphic. The proof of part (2)
of Theorem 4.1 actually gives us a non-singular morphism fromU intoH∞. It remains to
use Lemma 5.2. 
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The diagram group D(H∞, x) is not even ﬁnitely generated (see Example 6.8 below).
Our next goal is to show that already the group D(H1, x) is universal. This will follow
from Lemma 5.3 and the fact that there exists a non-singular morphism fromH∞ toH1.
The group D(H1, x) is ﬁnitely presented (see Example 6.8) and has a nice structure (see
[21]).
Lemma 5.4. There exists a non-singular morphism fromH∞ toH1.
Proof. Let us label the positive 2-cells ofH∞ by f0, f1, . . . , where f0 is the cell x2 = x.
The complexH1 has positive 2-cells f0 and f1. By a we denote any non-trivial reduced
(x, x)-diagram overH0 = 〈x | x2 = x〉 and one of the corresponding 2-paths inH0. Any
two (x, x)-diagrams can be concatenated. So each word in a±1, f±1i (i1) denotes some
(x, x)-diagram. Consider the morphism  fromH∞ toH1 that takes the edge x to x, f0
to f0, and each fi , i1, to the 2-path
(1, f1, 1)i ◦ a ◦ (1, f1, 1)i . (8)
We need to show that x is injective (then every xk will be injective too because all local
groups in the diagram groupoid D(H∞) are conjugate by Corollary 3.5).
Indeed, let  be a non-trivial reduced diagram overH∞. Then ¯=() is obtained by
replacing every cell with label f±1i (i1) by the diagram 
±1
i , where i corresponds to
the 2-path (8).
It is sufﬁcient to show that ¯ is also non-trivial. Let ¯ be the diagram obtained from ¯ by
cancelling all dipoles of (x, x)-cells. Any diagram overH∞ can be uniquely decomposed
into subdiagrams of the following two types. Each subdiagram of the ﬁrst type is an (x2, x)-
cell or itsmirror image. Each subdiagramof the second type is amaximal (x, x)-subdiagram,
which is a product of (x, x)-cells only.
Let  be a subdiagram of  of the second type. It is a product of cells with inner labels
f±1i , i1. Let v be the word that is the product of these labels. Clearly, this is a freely
reduced word. After we replace v by v˜, where f˜i =f i1af i1 and then freely reduce the result,
we get a word of the form
f
s0
1 a
k1f
s1
1 · · · akr f sr1 , (9)
where r is the length of v. Note that s0 = 0, sr = 0, k1, . . . , kr =±1. Note also that none of
the occurrences of letters a±1 in v˜ disappears after the reduction, hence only occurrences
of the letter f±11 can disappear. Thus the “bar”-image of any subdiagram of the second type
after cancelling all dipoles of (x, x)-cells becomes reduced and of form (9) as well. After
we cancel all (x, x)-dipoles in the subdiagrams () for all maximal subdiagrams  of
 of the second type, we would not have any more (x, x)-dipoles. Hence we shall get the
diagram ¯.
Since s0 and sr are always non-zero, the 2-cells labelled by f±10 cannot form a dipole in
¯. Therefore, ¯ is reduced. Since the number of cells in ¯ is at least the same as in , the
diagram ¯ is non-trivial. 
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Theorem 5.5. The directed 2-complexH1 is universal. Hence the group G1 =D(H1, x)
contains copies of all countable diagram groups. This group is ﬁnitely presented and even
of typeF∞.
Proof. The ﬁrst statement follows from Lemmas 5.3, 5.4. The fact that the group G1 is of
typeF∞ follows from Theorem 9.3 below. It can also be deduced from results of [16]. In
Example 6.8 below, we show that G1 has a presentation with 6 generators and 18 deﬁning
relations. 
Theorem 5.5 gives an example of a universal directed 2-complex with one edge and
two positive 2-cells. The following theorem shows that a complex with one edge and one
positive 2-cell can be universal as well.
Theorem 5.6. The directed 2-complex V = 〈y | y3 = y2〉 is universal (this complex is
obtained from Fig. 8 by identifying all edges according to their directions). Its diagram
groupD(V, y2) is also a universal group of typeF∞. It has the following Thompson-like
presentation:
〈x0, x1, . . . , y0, y1, . . . | xxij = xj+1, yxij = yi+1, 0 i < j − 1〉.
Proof. Let us consider the two diagrams A and B overV in Fig. 9. Here A is a (y8, y4)-
diagram and B is a (y4, y4)-diagram. These diagrams correspond to the following 2-paths
onV. Let pi,j (i, j0) denote the atomic 2-path (yi, y3 = y2, yj ). Then A corresponds
to the 2-path  = p−133 p15p41p04p30p11, whereas B corresponds to  = p01p−110 . Let us
consider the morphism  fromH1 toV which takes the edge x to the 1-path y4, the 2-cell
f0 to , and the 2-cell f1 to . We are going to show that  is non-singular. As before, it is
enough to show that it is x-non-singular.
•
• • •
•
Fig. 8.
Fig. 9.
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Let  be any reduced (x, x)-diagram overH1. The diagram () is obtained as follows.
First we subdivide each edge labelled by x into 4 parts and label each of them by y. Then
each (x2, x)-cell becomes a (y8, y4)-cell. Every (x2, x)-cell with inner label f0 is replaced
by A. A mirror image of such a cell is replaced by A−1. Similarly, any (x, x)-cell of 
becomes a (y4, y4)-cell, so we replace by B±1 all (x, x)-cells labelled by f±11 . After all
these replacements, we get a (y4, y4)-diagram ˆ overV.
We shall show that ˆ is reduced, and then apply Lemma 5.1, part (1). Note that each
of the diagrams A, B has no dipoles so a dipole in ˆ, if it occurs, must belong to different
subdiagrams of the formA±1,B±1. Suppose that the upper cell of the dipole is contained in
A±1. From the structure of A it is obvious that this cell must be a (y3, y2)-cell. So it cannot
form a dipole with a cell from B±1. The lower cell of the dipole is a (y2, y3)-cell.
There are two types of vertices in ˆ. Vertices of the ﬁrst type (we call them red) are the
images of vertices of . The other vertices are called green. It is easy to see that B has only
two red vertices, (B) and (B). The diagram A has exactly three red vertices: (A), (A),
and the middle point of the top path of A. The middle point of the bottom path of A is green.
So we have to consider two cases for the two cells that form the dipole. In the ﬁrst case the
middle point of the common part of the boundary of the cells forming a dipole is red, in the
second case it is green.
In the ﬁrst case the upper cell of the dipole is contained in a copy of A−1 and the lower
cell is contained in a copy of A. Denote these copies by 1, 2, respectively. We claim that
the bottom path of 1 coincides with the top path of 2. Indeed, 1 is the -image of an
(x, x2)-cell 1 in  and 2 is the  image of an (x2, x)-cell 2 in . The bottom path of 1
was subdivided into 8 parts. The same is true for the top path of 2. The product of the 4th
and the 5th of these parts is the same for both 1 and 2 since it is the common boundary of
the cells forming the dipole. This can happen only if the bottom path of 1 coincides with
the top path of 2. But in this case we have a dipole in . This contradicts the assumption
that  is reduced.
In the second case the upper cell of the dipole is contained in a copy of A and the lower
cell is contained in a copy of A−1. We also denote these copies by 1, 2, respectively.
The bottom path of 1 is the image of an edge in . This edge is subdivided into 4 parts.
The product of its second and third part is the common boundary of the cells of the dipole.
The same is true for the top path of 2. So the bottom of 1 coincides with the top of 2
since they must be images of the same edge in . In this case an (x2, x)-cell forms a dipole
in  with an (x, x2)-cell, a contradiction.
If the lower cell of the dipole is contained in A±1, then the same arguments are applied.
So to ﬁnish the proof, let us assume that the dipole in ˆ is formed by two cells that are
contained in copies of B±1. Suppose that the upper cell of the dipole belongs to a copy of
B. Thus it is a (y2, y3)-cell. Note that the leftmost point of it is green and the rightmost
point is red. The lower cell must be a (y3, y2)-cell with the corresponding points of the
same color. Thus the lower cell is contained in a copy of B−1. As in the previous para-
graph, we see from this fact that the last 3 of 4 sections of some edges in  coincide. Then
these edges also coincide and so  has a dipole that consists of two (x, x)-cells. The case
when the upper cell of the dipole belongs to a copy of B−1 is quite analogous. Thus  is
non-singular.
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That diagram groups ofV are of typeF∞ follows directly from [16]. The presentation
of D(V, y2) is found in [18, p. 114]. It can be found using Theorem 6.5 below. 
In the next section we shall construct a universal directed 2-complex whose diagram
groups have very simple presentations.
6. Presentations of diagram groups
In [18, Section 9], we showed how to ﬁnd nice presentations of diagram groups of the so-
called complete string rewriting systems. Here we shall generalize these results for diagram
groups of directed 2-complexes.
We start with a deﬁnition of a complete directed 2-complex. Throughout this section,K
is a directed 2-complex with the set of edges E, set of 2-cells F and a ﬁxed set of positive
2-cells F+.
Let p, q be 1-paths inK. We write p +→ q if p = q and there exists a positive 2-path 
with  = p and  = q.
We say that K is Noetherian if every sequence of 1-paths p1
+→ p2 +→· · ·
terminates.
We say thatK is conﬂuent, if for every two positive 2-paths 1, 2 with 1 = 2
there exist two positive 2-paths 1 ◦ ′1 and 2 ◦ ′2 such that ′1 = ′2. In that case we
say that 1 and 2 can be extended to a diamond.
If a directed 2-complex is Noetherian and conﬂuent, then we say that K is
complete.
It is easy to see that ifK=KP for some complete string rewriting system P, thenK
is complete.
Let 1, 2 be two positive atomic 2-paths on K. Assume that i = i for each
i = 1, 2. Suppose that one of the two cases hold:
1. 1 = (1, f1, q), 2 = (p, f2, 1), where f1=ps, f2= sq for some non-empty 1-path
s;
2. f2 is a subpath of f1 and f1 = f2.
Then we say that 1 and 2 form a critical pair. The diagrams representing these cases are
shown in Fig. 10.
We say that the critical pair can be resolved if it can be extended to a diamond.
For string rewriting systems, it is known (Newman’s lemma [18]) that a Noetherian
string rewriting system is complete if and only if every critical pair can be resolved. One
can similarly prove that a Noetherian directed 2-complex is complete if and only if every
critical pair of its positive atomic 2-paths can be resolved.
A 1-path p in a complete directed 2-complex K is called irreducible if p +→ q is im-
possible (that is, p cannot be changed by any positive 2-path). It is easy to see that every
1-path p in a complete directed 2-complexK is homotopic to a unique irreducible 1-path
p¯, which is called the irreducible form of p.
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Fig. 10.
From Lemma 5.1, part (4), one can almost immediately deduce the following important
statement:
Lemma 6.1. Every diagram group of a directed 2-complex K is a retract of a diagram
group of a complete directed 2-complexK′ ⊇K. The number of classes of homotopic 1-
paths inK′ is the same as inK. IfK is ﬁnite and it has ﬁnitely many classes of homotopic
1-paths, thenK′ is also ﬁnite.
Proof. Let G = D(K, p). Let us ﬁx some total well ordering on the set of edges ofK.
Then we can introduce the ShortLex order on 1-paths ofK.
Let us change the orientation on the set of 2-cells ofK as follows. For every positive
cell f ∈ K, if f  is smaller than f  in ShortLex, we call f negative and f−1 positive.
This operation does not change the diagram groups of the 2-complex and the classes of
homotopic 1-paths (see Remark 2.3).
In every class W of homotopic 1-paths ofK choose the ShortLex smallest 1-path p(W).
Now add cells toK as follows. First for every edge e inK, we add a positive 2-cell fe
of the form e = p(W), where W is the class of homotopic 1-paths containing e. We also
add the inverse of that 2-cell. Now let U and V be two classes of homotopic 1-paths in
K such that the product p(U)p(V ) exists (that is, (p(U)) = (p(V ))) and let W be the
class of homotopic 1-paths that contains p(U)p(V ). Add a positive cell fU,V with top path
p(U)p(V ) and bottom path p(W) (also add the corresponding negative 2-cell). As a result
of these operations, the number of classes of homotopic 1-paths does not change.
The resulting complex K′ is clearly Noetherian. Indeed, for every positive 2-cell f of
K′, f f  in the ShortLex order.
The complexK′ is also conﬂuent. Indeed, for every two positive atomic 2-paths 1, 2
inK with 1 = 2, the 1-paths 1 and 2 are in the same class W of homotopic
1-paths. Now using the new cells fe and fU,V , one can reduce each of these 1-paths to
p(W) and complete the diamond. ThusK′ is a complete directed 2-complex.
By Lemma 5.1, part (4), G is a retract of D(K′, p). The last statement of the theorem
obviously holds because we add only ﬁnitely many cells. 
Notice that in practice we usually apply the Knuth–Bendix completion procedure instead
of the process described in the proof of Lemma 6.1.
Since we are looking for nice presentations of diagram groups, which are fundamental
groups of Squier complexes, it is natural to startwith ﬁnding nice spanning forests in Sq(K).
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It can be done in the case whenK is complete (and in some other cases which we do not
discuss here). Recall that a spanning forest of a 1-complexS is a forest whose intersection
with every connected component ofS is a spanning tree in that component.
Deﬁnition 6.2. LetK be a complete directed 2-complex. A spanning forest T in Sq(K)
is called a left forest whenever the following two conditions hold:
F1. for any edge e = (p, f, q) in T, the 1-path p is irreducible;
F2. if an edge e= (p, f, q) belongs to T, then any edge of the form (p, f, q ′) also belongs
to T.
Analogously one can deﬁne a right forest.
Because of property F2, we will often use the notation (u, f, ∗) when we mention an
edge of a left forest. Analogously, (∗, f, v) will be used for edges from a right forest.
Lemma 6.3. If K is a complete directed 2-complex, then Sq(K) has a left forest and a
right forest.
Proof. In each connected component of Sq(K)wechoose the vertexwhich is an irreducible
1-path. If p is not irreducible, then we ﬁnd its shortest initial segment p′, which is not
irreducible. Let p = p′v for some v. By deﬁnition, p′ can be reduced so it has a subpath
of the form f  for some negative cell f of K, where f  = f  (there are possibly
many ways to choose f with the above properties but we choose one of them arbitrarily).
Obviously, this subpath is a sufﬁx of p′. Hence p′ = uf , where u must be irreducible.
Thus to every vertex p of Sq(K) that is not reducible, we can assign an edge e= (u, f, v).
Let us consider the subgraph T of the 1-skeleton of Sq(K) that contains all vertices and all
the edges of the form e±1, where e was assigned to some p. We leave it as an exercise for
the reader to check that T is a spanning forest and that it satisﬁes conditions F1, F2 (see the
proof of [18, Lemma 9.4]). A right forest in Sq(K) is constructed in a similar way. 
Remark 6.4. LetK be a complete directed 2-complex. In general, the way to construct a
left (right) forest from the proof of Lemma 6.3 is not unique. However, if the second case
of the critical pair from its deﬁnition never occurs (that will be the case in all the examples
considered below), then it is not difﬁcult to prove that the left forest in Sq(K) is unique
and consists of all edges (u, f, v)±1, where f ∈ F−, f  = f , and every proper initial
subpath of uf  is irreducible.
Let us ﬁx a left forest Tl and a right forest Tr in Sq(K). Then for every vertex p in
Sq(K), where p = p¯, there exists a unique negative edge e ∈ Tl (resp., e ∈ Tr ) going
into p. Indeed, otherwise there would be two different paths in Tl (resp., Tr ) that consist of
positive edges and connect p with p¯. We shall say that e is assigned to p.
The following theorem is a translation of [18, Theorem 9.5]. It gives a Wirtinger-like
presentation of any diagram group of a complete directed 2-complex. The translation of the
proof from [18] is straightforward.
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Theorem 6.5. Let K be a complete directed 2-complex with the set of negative 2-cells
F−, and a distinguished non-empty 1-path w. Then the diagram groupD(K, w) admits the
following presentation. The generating set S consists of all the negative edges in Sq(K, w)
excluding edges from the left forest Tl . The deﬁning relations are all relations of the form5
(p, f1, qf2r) = (p, f1, qf2r)(pf1q,f2,r) (10)
if the edge e = (pf1q, f2, r) is not in Tl , or of the form
(p, f1, qf2r) = (p, f1, qf2r) (11)
if e ∈ Tl . Here f1, f2 ∈ F−, and all edges involved in these relations are from the generating
set S.
In most cases, this presentation can be simpliﬁed.
As in [18],with everynegative edge (u, f, v) inSq(K)weassociate a groupword [u, f, v]
in the alphabet of negative edges of Sq(K) and their inverses, deﬁned by the Noetherian
induction on the strict order generated by +→ and the relation suff, where (u, u′) ∈ suff if
and only if u′ is a proper sufﬁx of u:
• If u = u˜, then [u, f, v] = [u˜, f, v].
• If u = u˜ and (u, f, v) is in Tl , then [u, f, v] = 1.
• If u = u˜, v = v˜ and (u, f, v) is not in Tl , then [u, f, v] = (u, f, v).
• If u = u˜, v = v˜ and (u, f, v) is not in Tl , then take the negative edge (p, g, q) from the
right forest Tr that is assigned to v (thus, g ∈ F−, v=pgq, and q= q˜). By the induction
hypothesis, we can assume that the word [u, f, pgq] is already deﬁned. Then let
[u, f, v] = [u, f, pgq][uf p,g,q].
Notice that every letter (or its inverse) in any word [u, f, v] has the form (p, g, q), where
p, q are irreducible, g ∈ F−, and (p, g, q) is not in Tl .
Finally, let us present the translation of [18, Theorem 9.8] into the language of directed
2-complexes (we are correcting some misprints in the formulation of that theorem as well).
The translation of the proof of that theorem is straightforward.
Theorem 6.6. LetK be a complete directed 2-complex and let w be a non-empty 1-path
in K. The group D(K, w) is generated by the set X of all edges (u, f, v) in Sq(K, w),
where u, v are irreducible, f ∈ F−, and (u, f, v) is not in the left forest Tl , subject to the
following deﬁning relations:
[p, f1, qf2r] = [p, f1, qf2r][pf1q,f2,r], (12)
where
• f1, f2 ∈ F−,
• p, q, r are irreducible,
5 Here and below xy means y−1xy.
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• pf1qf2r is homotopic to w inK,
• (p, f1, ∗) is not in Tl and (∗, f2, r) is not in Tr .
Remark 6.7. (a) Notice that every relation in Theorem 6.6 is a conjugacy relation of the
form xy = xz for some generator x and words y, z. Therefore, the set X in Theorem 6.6 is a
minimal generating set of the diagram group (because it freely generates the abelianization
of D(K, w)). In Section 9, we will show that the number of deﬁning relations given by
Theorem 6.6 is also minimal possible.
(b) One can check that in the formulation of Theorem 6.6, we can replace Tr by Tl .
The numbers of generators and relations will be the same (see Remark 9.8 below), but the
relations in general will be more complicated.
Example 6.8. As we mentioned before, the directed 2-complexHn is complete for every
n. This complex has only two irreducible 1-paths, 1 and x. Let g0 be the negative 2-cell of
Hn of the form x = x2 and let g1, g2, . . . , gn be the negative 2-cells ofHn of the form
x=x. Then the left forest consists of edges of the form (1, g0, ∗)±1. The right forest consists
of edges of the form (∗, g0, 1)±1.
By Theorem 6.6, the diagram group D(Hn, x) is generated by the edges of the forms
(x, g0, 1), (x, g0, x), and (p, gi, q), 1 in, wherep, g ∈ {1, x} (the number of generators
is 4n + 2) subject to the conjugacy relations(12), where there are 2n + 1 choices for the
pair (p, f1), 2n + 1 choices for the pair (f2, r), and q can be equal to 1 or x (the number
of relations is 2(2n + 1)2).
In particular, if n=∞, the diagram group is not ﬁnitely generated. For any integer n, the
group D(Hn, x) is ﬁnitely presented. In case n = 0, it has two generators x0 = (x, g0, 1),
x1=(x, g0, x) and two deﬁning relations xx
2
0
1 =xx0x11 , x
x30
1 =x
x20x1
1 . This is one of the classical
presentations of R. Thompson’s group F [12]. In case n = 1 we get a presentation of the
group G1 with 6 generators and 18 deﬁning relations.
Now we are going to use Theorems 6.5 and 6.6 to give an example of a universal diagram
group with a very simple presentation.
Theorem 6.9. LetK=〈a, y | ay=a, y3 =y2〉. ThenK is a universal directed 2-complex.
The group H =D(K, a) is universal. It can be given by the following Thompson-like group
presentation
〈x0, x1, x2, . . . | xxij = xj+1, 0 i < j − 1〉. (13)
The group H also has the following ﬁnite presentation with three generators and six deﬁning
relations:
〈x0, x1, x2 | xx
i
0
2 = x
xi−10 x1
2 (i = 2, 3, 4), x
x
j
0
2 = x
x
j−1
0 x2
2 (j = 3, 4, 5)〉. (14)
Proof. It is easy to see thatK containsV, whenceK is universal, and D(V, y2) is em-
bedded intoD(K, y2). HenceD(K, y2) contains copies of all countable diagram groups.
By Corollary 3.6, D(K, a) × D(K, y2) is embedded into D(K, ay2). Since ay2 and a
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are homotopic inK, by Corollary 3.5, we can conclude that D(K, y2) is embedded into
D(K, a). Hence D(K, a) also contains copies of all countable diagram groups.
It is easy to check that the directed 2-complexK is complete.
Theorem 6.5 implies that H can be generated by the edges of the form (u, a = ay, v)
or (u, y2 = y3, v), where u, v are 1-paths inK, u is irreducible, and uav (resp., uy2v) is
homotopic to a inK.
If uav is homotopic to a, then clearly u is empty, which implies that (u, a = ay, v) is
in the left forest. Hence H is generated by the edges of the form (u, y2 = y3, v) only. If
(u, y2 = y3, v) is one of our generators, then uy2v must be homotopic to a. Then u =
ayk, v = yl for some k, l0. Since u must be an irreducible 1-path, we have k = 0. So this
generator has the form (a, y2 = y3, yl). We denote it by xl . By Theorem 6.5 the deﬁning
relations of H are the following:
(a, y2 = y3, vy3w) = (a, y2 = y3, vy2w)(ay2v,y2=y3,w).
Note that ay2v = a. Let i = |w|, j = |vy2w| = i + 2 + |v|. Then our deﬁning relation has
the form xj+i = xxij , where j i + 2. This leads to (13).
To describe a ﬁnite presentation of H , we use Theorem 6.6. Our set of generators now
consists of the elements xj = (a, y2 = y3, yj ), where j = 0, 1, 2 since the word yj is
irreducible.
The deﬁning relations have the form
[a, y2 = y3, py3q] = [a, y2 = y3, py2q][a,y2=y3,q]
since ay2p = a, where the words p, q are irreducible. Also we have a restriction that
(a, y2 = y3, q) is not in the right forest. Hence q is non-empty. Therefore p = 1, y, y2 and
q = y, y2. Let zj = [a, y2 = y3, yj ]. According to Deﬁnition 6.2, zj can be expressed as
follows in terms of the generators: z0 = (a, y2 =y3, 1)=x0, z1 =x1, z2 =x2, z3 =[a, y2 =
y3, y3]= [a, y2 = y3, y2][a,y2=y3,1] = xx02 and analogously z4 = zz03 = x
x20
2 , z5 = x
x30
2 , and so
on. Thus we have 6 deﬁning relations in terms of the zj ’s: z4 = xz13 , z5 = zz14 , z6 = zz15 , z5 =
z
z2
4 , z6 = zz25 , z7 = zz26 . If we now rewrite them in terms of the generators x0, x1, x2, we
obtain (14). 
7. Rooted 2-trees
We shall need a special class of directed 2-complexes called rooted 2-trees, which are 2-
dimensional analogs of rooted trees. Let w be a simple arc subdivided into subarcs (edges).
One can regardw as a directed 2-complex with no 2-cells. Let us denote it byK0. Consider
any ascending family of directed 2-complexes
K0 ⊆K1 ⊆K2 ⊆ · · · ⊆Kn ⊆ · · · (15)
obtained by the following inductive procedure. For every n0, in order to constructKn+1,
we add new 2-cells toKn (together with their boundaries). For each positive 2-cell f from
Kn+1\Kn, the top 1-path f  must belong toKn and the bottom 1-path f  must be a
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simple arc that meetsKn at the endpoints only. We also assume that the arcs of the form
f , for all positive 2-cells fromKn+1\Kn, are disjoint except for their endpoints.
Then the unionK=⋃n0Kn is a directed 2-complex called a rooted 2-tree (with the
root 1-path w).
We say that 1-paths p, q of a directed 2-complex have the same endpoints if (p) =
(q), (p) = (q).
Let us consider the following three conditions for a directed 2-complexK and a distin-
guished 1-path w in it:
T1. For any vertex o ofK, there exist a 1-path from (w) to (w) containing o.
T2. Every two 1-paths inK with the same endpoints are homotopic inK.
T3. The diagram group D(K, w) is trivial.
Lemma 7.1. Any rooted 2-treeK, with the root w satisﬁes conditions T1–T3.
Proof. LetK be constructed using the ascending chain (15). It is easy to see thatK satisﬁes
conditions T1–T3 provided eachKn(n0) does.
We proceed by induction on n. All three conditions are obvious forK0. So for n0,
assume thatKn satisﬁes conditions T1–T3.
Let us check thatKn+1 satisﬁes T1–T3. If o is a vertex that belongs toKn+1\Kn then
it belongs to the bottom path f  of some positive 2-cell f . The endpoints of f  belong to
Kn so there are 1-paths q ′, q ′′ inKn from (w) to (f ) and from (f ) to (w), respectively.
Hence the 1-path q ′f q ′′ contains o. Therefore, T1 holds forKn+1.
To check T2, let us consider 1-paths p, q inKn+1, where (p)= (q), (p)= (q). Let
n(s) denote the number of edges in s that belong toKn+1\Kn. We proceed by induction
on n(p) + n(q). If this number is zero, then both 1-paths belong to Kn so they are
homotopic. So we can assume that n(q) = 0. This means that q contains an edge e from
Kn+1\Kn. The edge e is contained in the bottom 1-path v = f  of a positive 2-cell
f /∈Kn such that u = f  belongs to Kn. By deﬁnition, no edges of v belong to Kn.
Notice that by deﬁnition, the graphKn+1 is obtained fromKn by adding a union of simple
arcs of the form g, g ∈Kn+1\Kn which are pairwise disjoint except for the endpoints.
Therefore, every 1-path inKn+1 that connects two vertices inKn and contains e, must
contain the whole 1-path v = f . Hence q contains v.
Thus we can represent q in the form q ′vq ′′. Therefore, q is homotopic to the 1-path
r = q ′uq ′′. Since (by deﬁnition) u is contained in Kn, we have n(r)< n(q). By the
inductive assumption, the 1-paths p and r are homotopic inKn+1. So p and q are also
homotopic, that is, T2 holds forKn+1.
It remains to check T3. Suppose that the group D(Kn+1, w) is not trivial. Then there
exists a reduced non-trivial (w,w)-diagram  over Kn+1. If all labels of the cells in 
belong toKn, then  is a diagram overKn and so it represents a non-trivial element of
D(Kn, w), a contradiction. So let  be a cell in  that belongs toKn+1 but not toKn.
Without loss of generality, the label f of  is a positive 2-cell f ∈ Kn+1. Since f  is a
simple arc inKn+1, the path in  labelled by v must be the common boundary of  and a
cell of the form f = f . The only possible label of this cell is f−1. Thus  has a dipole,
a contradiction. 
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Now we are going to prove the converse to Lemma 7.1. This gives a characterization of
rooted 2-trees.
Theorem 7.2. LetK be a directed 2-complex and let w be a 1-path in it. ThenK, satisﬁes
the conditions T1–T3 if and only ifK is a rooted 2-tree with the root w.
Proof. The “if” part is given by Lemma 7.1. To prove the “only if” part, let us deﬁne a
sequence (15) of subcomplexes inK. Notice that by T2, any 1-path inK is a simple arc
because an empty 1-path cannot be homotopic to a non-empty 1-path. Hence we can set
K0 to be equal to the simple arc w. IfKn is already deﬁned for some n0, letKn+1
be the subcomplex formed byKn and all the 2-cells f /∈Kn such that f  is contained
inKn. Conditions T1 and T2 guarantee thatK is equal to the union of the Kn, n0. By
deﬁnition, it is enough to show that each of the directed 2-complexesKn(n0) is a rooted
2-tree with w as the root.
So we prove thatKn is a rooted 2-tree (with w as the root) by induction on n0. This
is obvious if n= 0. So we assume thatKn is a rooted 2-tree and prove the same forKn+1.
In fact a stronger claim is true: for every subcomplexM ofK, which is a rooted 2-tree
with root w, and any positive 2-cell f ∈K\M with f  inM, no internal points of f 
can belong toM. (Clearly, if this claim is true, then the directed 2-complexM′ obtained
fromM by adding f , is again a rooted 2-tree with root w. SinceKn+1 can be obtained
fromKn by adding 2-cells one by one, the claim implies that Kn+1 is a rooted 2-tree.)
By contradiction, let f be a 2-cell inK\M, where f  is contained inM. Suppose that
there exists an internal vertex o of f  that belongs toM. Since (by Lemma 7.1)M satisﬁes
T1, we can ﬁnd a 1-path p inM from (w) to (w) that is subdivided by o into a product
of two factors, p = p′p′′. Since the endpoints (f ), (f ) are also inM, there exist 1-paths
q ′ (respectively, q ′′) inM from (w) to (f ) (from (f ) to (w)). The 1-path v = f  is
subdivided by o into a product of the form v = v′v′′. Now we have two 1-paths p′ and q ′v′
that go from (w) to o. By T2, they are homotopic in K. Let ′ be a (q ′v′, p)-diagram
overK. Analogously, there exists a (v′′q ′′, p′′)-diagram ′′ overK. Now we can form a
(w,w)-diagram  overK as follows. The 1-paths p′p′′and q ′uq ′′ belong toM and have
the same endpoints as w. SinceM satisﬁes T2, there exists a (w, q ′uq ′′)-diagram 1 and
a (p′p′′, w)-diagram 2. Both of them are diagrams overM. Now let
= 1 ◦ ((q ′) + + (q ′′)) ◦ (′ + ) ◦ 2,
where  is a cell of  labelled by f .
Suppose that  has a cell labelled by f−1. This cell cannot belong to 1 or 2 because
they are diagrams overM. Then this cell is in ′ or in ′′. These cases are symmetric so let
′ be a cell of ′ labelled by f−1. There is a (directed) path in  from (′) to (′). Let
us extend it by the path labelled by v′′ from (′) to (). If we project the resulting path
intoK, then we get a loop at (f ). This contradicts T2. Thus  contains no cells labelled
by f−1.
Therefore, after reducing all the dipoles in, we get a non-trivial reduced (w,w)-diagram
overK which contradicts T3. 
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Given a rooted 2-treeK, the ascending sequenceKn(n0) of rooted 2-trees deﬁned
in the proof of Theorem 7.2, will be called the natural ﬁltration ofK. Notice that for each
2-cell f ofK, there exists a unique n1 such that f or its inverse has the form u = v,
where u belongs toKn and v is a simple arc inKn+1\Kn. This allows us to choose the
natural orientation on the set of 2-cells ofK: we call f positive if f  is contained inKn
but f  is not contained inKn (for some n0).
8. Universal 2-covers of directed 2-complexes
LetK be a directed 2-complex. Consider any directed 2-complexM and a morphism
 :M→K that sends edges to edges and 2-cells to 2-cells. For every edge or 2-cell, its
image underwill be called its label. In this situation, we shall callM a directed 2-complex
overK. The morphism  will be sometimes called a labelling map. For every 1-path p in
M, the set of all atomic 2-paths inM with top p will be called the 2-star of p. Clearly, for
any 1-path p inM, we have an induced map from the 2-star of p into the 2-star of (p).
This induced map will be called the local map ofM at p.
Let p be any 1-path inK. A universal 2-cover ofKwith base p is a directed 2-complex
M overK with a labelling map  which satisfy the following properties:
U1. M is a rooted 2-tree with root p¯, where (p¯) = p.
U2. For any 1-path q˜ inM from (p¯) to (p¯), the local map ofM at q˜ is bijective.
The following theorem shows the existence and uniqueness of universal 2-covers.We say
that two directed 2-complexes overK are isomorphicwhenever there exists an isomorphism
between these complexes that preserves all labels.
Theorem 8.1. For every directed 2-complex K and every 1-path p in K, there exists a
universal 2-cover of K with base p. Every two universal 2-covers of K with base p are
isomorphic.
Proof. Let us construct a directed 2-complexM overK deﬁned as a rooted 2-tree with
natural ﬁltrationM0 ⊆ M1 ⊆ M2 ⊆ · · ·, and the labelling map . BothMn and  are
deﬁned by induction on n.
By deﬁnition,M0 is a simple arc p¯ subdivided into subarcs (edges) and labelled by p.
The labelling of p¯ gives the restriction of  ontoM0.
Suppose that a rooted 2-treeMn with root p¯ and the restriction  ontoMn are already
deﬁned for some n0.
Let us consider all pairs of the form (r¯, f ), where r¯ is a 1-path inMn and f is a 2-cell of
K such that f  =(r¯). Suppose thatMn does not have a 2-cell labelled by f whose top
path is r¯ . Then we add a new 2-cell f˜ toMn as follows. First we add a simple arc s¯ with
the same endpoints as r¯ , subdivide it into subarcs and label it by f . Then we add a 2-cell
f˜ of the form r¯ = s¯, labelled by f . (Note that f˜ depends on the pair (r¯, f ).) Applying this
operation to all possible pairs (r¯, f ) as above, we obtainMn+1 and the restriction of the
labelling function  onMn+1. We assume that all the new arcs we add are disjoint from
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each other and fromMn, except for their endpoints. Clearly then,Mn+1 is a rooted 2-tree
with root p¯.
By deﬁnition,M =⋃n0Mn is also a rooted 2-tree with root p¯ so it satisﬁes U1. We
claim thatM satisﬁes the following property:
U2′. For any 1-path r¯ inM and for any 2-cell f ofK such that f =(r¯), there is exactly
one 2-cell f˜ ofM labelled by f with top path r¯ .
Indeed, let n0 be the smallest integer such that r¯ is contained in Mn. If there is no
2-cell f˜ labelled by f with top path r¯ inMn, then such a 2-cell will appear inMn+1 by
deﬁnition.
Let us prove by induction that for any n0, there is at most one cell f˜ inMn labelled
by f with the given top 1-path r¯ . If n = 0, thenM0 has no 2-cells at all. Suppose that our
assumption is true forMn. By the deﬁnition ofMn+1, ifMn has a 2-cell labelled by f
with top r¯ , then no 2-cell with the same properties appears inMn+1. Otherwise, only one
such a 2-cell may appear. Hence our claim is true forMn+1.
Now let us take any 1-path q˜ inM with the same endpoints as p¯. We prove that the local
map ofM at q˜ is surjective. Suppose that  belongs to the 2-star of q = (q˜) inK. Then
= (u, f, v) for some 1-paths u, v inK and some 2-cell f .We also have q==uf v.
The 1- path q˜ can be decomposed as q˜= u˜r¯ v˜, where (u˜)=u,(r¯)=f , (v˜)=v. Since
property U2′ holds forM, the complexM has a 2-cell f˜ labelled by f with top r¯ . So the
atomic 2-path˜= (u˜, f˜ , v˜) belongs to the 2-star of q˜ and maps onto  under .
Now we need to prove that the local map ofM at q˜ is injective. Assume the contrary.
Then there are two different atomic 2-paths inM with the same top q˜ and the same image
 = (u, f, v) inK. In this case the 2-cells of these atomic 2-paths are also different. But
they have the same top r¯ and the same label f , which contradicts U2′.
We proved that the local map ofM at any 1-path from (p¯) to (p¯) is bijective, that is,
property U2 holds. SoM is a universal 2-cover ofK with base p.
Now let us prove the uniqueness. Suppose thatM′ is a universal 2-cover ofK with base
p. We will show thatM′ andM are isomorphic as directed 2-complexes overK.
First of all, let us show thatM′ also satisﬁesU2′. If r¯ is a 1-path inM′ such that f =(r¯)
for some 2-cell f inK, then we can include r¯ into a 1-path q˜ = u˜r¯ v˜ inM from its (p¯) to
(p¯). The 1-path q =(q˜) has the form urv, where r =(r¯)=f . So we have an atomic
2-path  = (u, f, v) inK with  = q. SinceM′ satisﬁes U2, the local map ofM′ at q˜
is surjective and so  has a preimage ˜ with top q˜. The 2-cell of ˜ is labelled by f and its
top is r¯ . If there were two 2-cells inM′ with the same top r¯ and the same label f , then we
would have a contradiction with the injectivity of that local map.
Let us take the natural ﬁltration ofM′, that is, the ascending unionM′0 ⊆ M′1 ⊆ · · ·
deﬁned in Section 7. Recall thatM′0 is the root arc ofM′ and for any n0,M′n+1 is the
subcomplex inM′ formed byM′n and all the 2-cells f /∈M′n such that f  is contained
inM′n. All the subcomplexesM′n are rooted 2-trees with the same root. It sufﬁces to show
thatMn andM′n are isomorphic as directed 2-complexes overK for any n0. We prove
this fact by induction.
If n= 0, then bothM0 andM′0 are simple arcs labelled by p. Assume thatMn andM′n
are isomorphic for some n0 (as complexes overK). For simplicity, we can identifyMn
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andM′n.We are going to establish a natural bijection between the 2-cells ofMn+1\Mn and
the 2-cells ofM′n+1\M′n. Each pair of the 2-cells in the bijection, will have the same label
and the same top contained inMn =M′n. This will clearly induce the desired isomorphism
betweenMn+1 andM′n+1.
Let f˜ be a 2-cell ofMn+1\Mn, where r¯ = f¯  is contained inMn and (f˜ ) = f . By
U2′, there is a 2-cell f˜ ′ inM′ labelled by f with the top r¯ . This cell cannot belong toM′n
since otherwise it also belongs toMn and soM will have two different 2-cells with the
same label and the same top. Thus it belongs toMn+1 by deﬁnition of the natural ﬁltration.
In fact the map f˜ → f˜ ′ is the desired bijection. Indeed if f˜ ′ is a 2-cell ofM′n+1\M′n, then
M must contain a 2-cell f˜ labelled by f with top r¯ . By the same arguments,f˜ does not
belong toMn =M′n. So it belongs toMn+1 by deﬁnition. 
Remark 8.2. The proof of Theorem 8.1 also shows that a directed 2-complexM overK
with a labelling map  is a universal 2-cover ofK if and only if it satisﬁes U1 and U2′
(thus U2 can be replaced by U2′). The condition U2′ is sometimes easier to verify than U2.
The universal 2-cover ofK with base p will be denoted by K˜p. There are two useful
orientations on K˜p. First, we have the natural orientation on K˜p because it is a rooted
2-tree. The set of its positive 2-cells will be denoted by F˜+. Second, given an orientation on
the set of 2-cells ofK, we have an induced orientation on the set of 2-cells of K˜p. Namely,
a 2-cell of K˜p is positive in that orientation whenever its image under  is a positive 2-cell
ofK.
In order to illustrate the process of constructing K˜p, let us takeK to be the dunce hat
H0 = 〈x|x2 = x〉 and let p = x. Then the natural ﬁltrationK0 ⊆ K1 ⊆ · · · of K˜p is
constructed as follows. The complexK0 is just an edge e labelled by x. The complexK1
consists of three vertices, three edges, and one positive 2-cell (in the natural orientation)
of the form e = e1e2 labelled by the cell x = x2 (all edges of K˜p are labelled by x). Now
we get a new path q˜ = e1e2 connecting (e) and (e). Its image q inH0 is the 1-path x2.
There are three atomic 2-paths inH0 with top 1-path q : (1, x2 = x, 1), (1, x = x2, x) and
(x, x=x2, 1). The ﬁrst of them has a preimage inK1, the other two do not have preimages.
Thus we need to add two new positive 2-cells toK1: a cell of the form e1 = e11e12 and a
cell of the form e2 = e21e22. The resulting complex isK2, it has ﬁve vertices, seven edges,
and three positive 2-cells. The complexK3 has seven new positive 2-cells: four cells of the
form eij = eij1eij2, where i, j ∈ {1, 2}, and three cells e1e21 = f1, e12e2 = f2, e12e21 = f ,
where f1, f2, f are new edges. Altogether the directed 2-complexK3 has 9 vertices, 18
edges, and 10 positive 2-cells, etc.
In the remaining part of this section, we ﬁx a directed 2-complexK, a 1-path p inK,
the root p¯ of the universal 2-cover K˜p ofK, the natural ﬁltrationK0 ⊆ K1 ⊆ · · · of
K˜p, and the labelling map  from K˜p toK.
The following lemma is the analog of the lifting lemma in the theory of “ordinary”
covering spaces.
Lemma 8.3. For every 2-path  inK with  = p, there exists a unique 2-path ˜ in the
universal 2-cover K˜p such that ˜ = p¯ and (˜) = .
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For any (p, q)-diagram overK, where q is a 1-path inK, there exists a unique 1-path
q˜ in K˜p and a unique (p¯, q˜)-diagram ˜ over K˜p such that the morphismmaps ˜ onto.
Proof. The ﬁrst part of the lemma immediately follows from condition U2.
Let us consider any (p, q)-diagram  overK. It corresponds to some 2-path  inK
with the top 1-path p. We can lift  to a 2-path ˜ in K˜p. The diagram ˜ of this 2-path is
a preimage of  under . Clearly, any (p¯, q˜)-diagram ˜′ over K˜p such that (˜
′
) = 
corresponds to a lift ˜′ of .
All 2-paths assigned to the same diagram  are isotopic (see Section 3). Notice that the
local maps preserve the property of a pair of atomic 2-paths to be independent. Therefore,
by Lemma 2.2 isotopic 2-paths inK lift to isotopic 2-paths of K˜p. Hence the diagram ˜
with the desired properties is unique. 
We shall say that the diagram ˜ from the statement of Lemma 8.3 is a lift of .
The following theorem shows a connection between the universal cover of the Squier
complex Sq(K) and the universal 2-cover ofK.
We are going to use Farley’s [16] description of the universal cover S˜q(K) of Sq(K).
Farley proved, in the case of semigroup presentations, that S˜q(K) can be described in just
the same way as Sq(K): the vertices of S˜q(K) are arbitrary diagrams over K, and for
arbitrary n1 the n-cubes are pairs where the ﬁrst component is an arbitrary diagram 
overK, and the second component is an arbitrary thin diagram  overK, with n cells
such that ◦ exists and has no dipoles. The face maps are deﬁned in the natural way. The
restriction of the covering map S˜q(K) → Sq(K) to the vertices is ·. Any realization of
the cubical complex S˜q(K) will be also denoted by S˜q(K). Farley’s proof carries without
any change to the case of arbitrary directed 2-complexes.
Theorem 8.4. The connected component Sq(K˜p, p¯) of the Squier complex of the universal
2-cover K˜p is homeomorphic to the universal cover of the connected component Sq(K, p)
of the Squier complex ofK.
Proof. We are using the fact that the space of positive paths in K˜p is a realization of the
Squier complex Sq(K˜p) (Lemma 3.7). Consider the connected component of 	+(K˜p)
that contains p¯. By deﬁnition, any positive path q˜ in K˜p from  to  can be uniquely
decomposed into the product
q˜ = u0f (1)t1 u1 . . . f (m)tm um, (16)
where m0, u0, . . . , um are 1-paths, f (1), . . . , f (m) are 2-cells in F˜+ and the parameters
t1, . . . , tm belong to the open interval (0, 1). It is clear that these and only these paths form
the connected component of p¯ in 	+(K˜p). Let r¯ = u0f (1)u1 . . . f (m)um. We assign
to q˜ an ordered pair (˜, ˜), where ˜ is the reduced (p¯, r¯)-diagram over K˜p (this diagram
exists by the property T2 of the rooted 2-tree K˜p and is unique by property T3). By ˜
we denote the thin diagram (u0) + f (1) + (u1) + · · · + f (m) + (um). If we apply the
morphism  to ˜ and ˜, we get a pair (,), where  is a (p, r)-diagram overK and
 is a thin diagram overK.It is obvious that the concatenation  ◦  exists, moreover,
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it follows from the construction of K˜p that it has no dipoles. So the pair (,) deﬁnes
an m-dimensional cube in S˜q(K, p) according to [16]. Take the point with coordinates
(t1, . . . , tm) in this m-cube and assign it to the element q˜. It is not hard to show that this
deﬁnes a homeomorphism between the connected component of the path p¯ in 	+(K˜p)
and the space S˜q(K, p) from Farley [16]. 
The following important theorem by Farley [16] also can be translated into the language
of directed 2-complexes without difﬁculty.
Theorem 8.5 (Farley [16]). The universal cover S˜q(K, p) of Sq(K, p) is contractible.
Hence Sq(K, p) is a K(G, 1) CW complex for the diagram group G=D(K, p), for every
directed 2-complexK and every 1-path p inK.
Remark 8.6. The proof of contractibility of S˜q(K, p) given in [16] is based on some
classical topological facts such as Whitehead’s theorem. We give a direct geometric proof
using Theorem 8.4 here.
We can represent the space 	+(K˜p) as the ascending union 	0 ⊆ 	1 ⊆ · · ·, where 	n
(n0) is formed by those positive paths from the connected component of p˜ which belong
toKn. Since 	0 consists of the single point p˜, it sufﬁces to show that 	n is a deformation
retract of 	n+1 for all n0. To show this, we take any element in 	n+1. This is a positive
path inK˜p from  to . It can be uniquely represented in the formh=v0g(1)s1 · · · g(k)sk vk , where
k0, v0, . . . , vk are positive paths inKn, the 2-cells g(1), . . . , g(k) belong toKn+1\Kn
and s1, . . . , sk ∈ (0, 1]. Here we also assume that all the 2-cells g(i) (1 ik) are in
F˜+, that is, they have their top paths inKn and the bottom paths inKn+1\Kn. For any
s ∈ [0, 1], we deﬁne the positive path
hs = v0g(1)ss1v1 · · · g(k)ssk vk . (17)
It is obvious that h0 belongs toKn and h1 = h. It is also clear that hs = h for all s ∈ [0, 1]
provided h belongs toKn. The map (h, s) → hs from 	n+1 × [0, 1] to 	n+1 is clearly
continuous. Thus 	n is a deformation retract of 	n+1.
The fact that K˜p is a covering space for Sq(K, p) can be proved easily as well. The
covering map can be constructed as follows. We extend  to the set of all positive paths in
K˜p by sending the paths of the form f˜t , where f˜ is a 2-cell of K˜p and t ∈ [0, 1], to the
positive path ft inK (f =(f˜ ) is the label of f˜ ). Now maps the connected component
of p˜ in 	+(K˜p) onto Sq(K, p). We leave it to the reader as an exercise to check that 
deﬁnes the desired covering map. (In fact, this is essentially contained in Lemma 8.3 and
its proof.)
Remark 8.7. Recall that Farley proved that every connected component S˜q(K) is aCAT(0)
cubical complex provided, for example,K is ﬁnite. Thus is this case the diagram groups
ofK act discretely, cellularly, by isometries on CAT(0) cubical complexes.
Remark 8.8. There exists an alternative method of constructing the universal 2-cover K˜p.
Similarly to the Stallings foldings in graphs [35], let us deﬁne an elementary 2-folding in a
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complexM overK as follows.If two 2-cells 1 and 2 inM have a common top path and
the same label, then we identify their bottom paths and remove one of the cells. The result
of this operation is again a directed 2-complex overK.
Consider all possible diagrams over K with top 1-path labeled by p. Identify the top
paths of all these diagrams. Clearly, we get a directed 2-complexN overK. Now do all
(possibly inﬁnitely many) elementary 2-foldings inN. It can be shown that the resulting
directed 2-complex overK is K˜P. We shall prove this in our future paper where foldings
are used in a more general situation.
9. Homology
Theorem 8.5 shows that the components Sq(K, w) are K(G, 1) spaces for diagram
groups G=D(K, w). In fact in most cases Sq(K) is too large. Here we will use the tech-
nique of collapsing schemes [10,9,14] to ﬁnd a “smaller” CW complex, which is homotopy
equivalent to Sq(K) (at least in the case whenK is complete).
We recall the concept of collapsing scheme from [9,14,10]. Let X be a semicubical
complex. We say that we have a collapsing scheme for X if the following is true:
• there exists a subdivision of the set of all cubes ofX into three disjoint subsets: essential,
collapsible, and redundant cubes;
• there exists a strict partial order  on the set of all redundant n-cubes (n0) that satisﬁes
the descending chain condition (that is, any sequence c1  c2  · · · terminates);
• there exists a bijection c → cˆ between the set of all redundant n-cubes and the set of all
collapsible (n + 1)-cubes (for every n0);
• any redundant n-cube c occurs exactly once among the n-faces of cˆ and all the other
redundant n-faces c′ of cˆ precede c in the order  (that is, c  c′); the redundant n-cube
c is called the free face of the collapsible (n + 1)-cube cˆ.
The next lemma is proved in almost the same way as [9, Proposition 1].
Lemma 9.1. Given a collapsible scheme for a semicubical complex X, one can construct
a CW complex Y which is homotopy equivalent to X in such a way that the n-cells of Y are
in one-to-one correspondence with the essential n-cubes of X.
As in [9], for each n0 one has to do an inﬁnite number of elementary steps, one for each
collapsible n-cube. The free face of a collapsible cube is identiﬁed (homeomorphically)with
the union of the other faces and the collapsible cube disappears. The space Y is a end result
of the process.
Now letK be a complete directed 2-complex. Let Tl be a left forest inK. Recall that
for any 1-path p, the irreducible form of p is denoted by p¯.
Let c= (u0)+f1 +· · ·+fn+ (un) be an n-cube ofX (a thin diagram with n cells). For
any 0 in, we say that the term ui in c is special provided it is not an irreducible 1-path,
that is, u˜i = ui . For 1 in, we say that the term fi in c is special provided (ui−1, fi, ∗)
is in Tl .
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The n-cube c is called essential if it has no special terms. If c is not essential, then we
ﬁnd its leftmost special term. If this is one of the ui’s, then we call c redundant. Otherwise
we call c collapsible (in this case the special term is one of the fi’s).
To describe the strict partial order , we need to introduce one technical concept. Let
=(u0)+g1+ · · ·+gk+(uk) (k0) be a thin diagram overK. Suppose that for some
i, j , where 0 ijk, we have uj=u′gu′′, for some 1-paths u′, u′′ and g ∈ F−.
Then it is possible to move the cell gi to the right replacing  by a new thin diagram
′=(u0)+ · · ·+(ui−1)+(gi)+ · · ·+(u′)+g+(u′′)+ · · · (we replace the term gi by
(gi) and the term (uj ) by (u′)+ g+ (u′′), thus we remove the cell gi and insert a cell
g). It is easy to see that this process of moving cells to the right always terminates. Indeed,
′ has also k cells and it can be represented in the form′ = (u′0)+g′1 +· · ·+g′k + (u′k).
If we compare the (k + 1)-vectors b = (|uk|, . . . , |u0|) and b′ = (|u′k|, . . . , |u′0|), then it
follows from our description that b′ strictly precedes b in the lexicographical order. Since
these vectors have non-negative coordinates, the process of moving cells to the right must
terminate.
Now we can deﬁne . Let c, c′ be redundant n-cubes of X. If c +→c′ then we set
c  c′. Otherwise, if c = c′, then we set c  c′ whenever c′ can be obtained from c
by a (non-zero) number of moving cells to the right. The fact that K is Noetherian and
the remark from the previous paragraph imply that  is a strict partial order satisfying the
descending chain condition.
Let c = (u0)+ f1 + · · · + fn + (un) be a redundant n-cube. This means that ui is not
irreducible for some 0 in whereas all the terms to the left of ui are not special. Let us
ﬁnd the edge (p, f, q) in Tl assigned to ui . Thus ui =pf q. Note that p is irreducible by
deﬁnition. Thus the (n+1)-cube (u0)+f1+· · ·+fi +(p)+f +(q)+· · · is collapsible.
We denote it by cˆ and check that c is the free face of cˆ. We consider all n-faces cˆj and
cˆj of cˆ, 1jn + 1. Let j = i + 1. Then cˆj = c and c′ = cˆj is obtained from c by
replacing f  by f . Since f participates in an edge from Tl , one hasf  +→f . Hence
c  c′ whenever c′ is redundant.
Now suppose that j > i + 1. Then cˆj and cˆj are collapsible n-cubes. Thus we may
skip this case because we compare c with redundant cubes only.
Finally, take j i. We can only consider the case when c′ = cˆj since fj  +→fj  or
fj  = fj . Suppose that c′ is a redundant n-cube. To compare c and c′, notice that their
bottom paths are the same. The diagram c′ is obtained by moving one cell of c to the right
(the cell fj has been deleted and the cell f has been added). Thus c  c′.
It remains to check that we have a bijection between redundant n-cubes and collapsible
(n+ 1)-cubes. We already assigned a collapsible (n+ 1)-cube cˆ to each redundant n-cube
c. If we start with a collapsible (n+1)-cube, then we can ﬁnd its leftmost special term. This
is some f ∈ F−. The cube then has the form · · ·+ (p)+f + (q)+· · ·, where (p, f, q) is
in Tl . Replacing f by f  gives us a redundant cube c. It follows directly from deﬁnitions
that the cube cˆ assigned to c is exactly the collapsible (n + 1)-cube we started with. This
completes our proof that we have deﬁned a collapsible scheme for X. Summarizing and
taking into account Lemma 9.1, we get the following:
Theorem 9.2. Suppose thatK is a complete directed 2-complex and let G = D(K, w),
where w is a non-empty 1-path inK. Then there exists a K(G, 1) CW complex Yw whose
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n-dimensional cells are in one-to-one correspondence with thin diagrams of the form
c = (u0) + f1 + · · · + fn + (un), where n0, the 1-paths ui are irreducible for all
0 in, the edges (ui−1, fi, ∗) are not in Tl for all 1 in, and c is homotopic to w
inK.
Note that each thin diagram c described in the statement of Theorem 9.2 is an essential
cube in the Squier complex Sq(K).
Recall that a directed 2-complex is called 2-path connected if all non-empty 1-paths in it
are homotopic. Let us call a directed 2-complex almost 2-path connected if the number of
classes of homotopic 1-paths is ﬁnite (that is, Sq(K) has ﬁnitely many connected compo-
nents). A complex of the formKP, whereP is a semigroup presentation, is almost 2-path
connected if and only if the semigroup given by P is ﬁnite. Thus the following statement
generalizes a result from [16] and strengthens [18, Theorem 10.7].
Theorem 9.3. Let K be a ﬁnite almost 2-path connected 2-complex. Then all diagram
groups ofK are of typeF∞.
Proof. First suppose thatK is complete. Let C denote the number of homotopy classes of
1-paths inK (the empty 1-paths are included) and letN be the number of positive 2-cells of
K. It is clear that the number of n-cells in the K(G, 1) space Yw does not exceed C(CN)n.
In particular, it is ﬁnite so G has typeF∞.
Now suppose thatK is not necessarily complete. By Lemma 6.1,K is contained in a
ﬁnite complete almost 2-path connected directed 2-complexK′, and the diagram groups
ofK are retracts of the diagram groups ofK′. It remains to recall that a retract of anF∞
group is of typeF∞. 
By Guba and Sapir [18, Theorem 10.3], if P is a ﬁnite complete rewrite system such
that all diagram groups over it are ﬁnitely generated, then all of them are ﬁnitely presented.
Now we can deduce a much stronger result. In fact we can even eliminate the assumption
that the presentation is ﬁnite.
Theorem 9.4. LetK be a complete directed 2-complex. Suppose that all diagram groups
ofK are ﬁnitely generated. Then all of them are of typeF∞.
Proof. By Theorem 9.2 it is enough to prove that for any n1, each connected component
of Sq(K) has only ﬁnitelymany essential n-cubes.We proceed by induction on n. Let n=1.
By deﬁnition, the set of essential cubes of dimension 1 is in one-to-one correspondence with
the generating set of the corresponding diagram group described in Theorem 6.6. Since this
set is minimal by Remark 6.7, it is ﬁnite.
Now let n> 1. For any essential 1-cube (p) + f + (q) of a connected component
Sq(K, w) of Sq(K), let us consider the set of all essential (n − 1)-cubes in Sq(K, q).
By the inductive assumption, it is ﬁnite. It remains to note that any essential n-cube c =
(u0)+ f1 + · · · + fn + (un) of Sq(K, w) is determined uniquely by an essential 1-cube
(u0)+f1 + (q) of Sq(K, w) and an essential (n−1)-cube (u1)+f2 +· · ·+fn + (un)
from Sq(K, q). 
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Remark 9.5. Note that one can extract a stronger fact from the proof of Theorem 9.4.
Suppose that K is a complete directed 2-complex. If some diagram group D(K, w) is
not of typeF∞, then there are two 1-paths w′w1 and w2w′′ homotopic to w such that the
diagram groups D(K, w′) and D(K, w′′) are not ﬁnitely generated.
Now we are going to prove that for any complete directed 2-complexK, the complex
Yw described in the statement of Theorem 9.2 is in fact “minimal”. Namely, for every n0,
we shall compute the integer nth homology group of every diagram groupD(K, w) ofK
and show that it is a freeAbelian group whose rank coincides with the number of n-cells in
Yw (that is, the number of essential n-cubes in Sq(K, w)).
LetG=D(K, w). Since the homology groups of a groupG coincide with the homology
groups of any K(G, 1) CW complex, let us consider the complex X = Sq(K, w) (it is a
K(G, 1) by Theorem 8.5). As usual, let Tl be a left forest in X.
Denote by Pn the free Abelian group with the set of n-cubes of X as a free basis. The
boundary maps n : Pn → Pn−1 (n1) are given by the formulas of Serre [32, p. 440]
(see also [10]):
n(c) =
n∑
i=1
(−1)i(ci − ci ), (18)
where c is an n-cube. Since maps (18) form a chain complex [32], the nth integer homology
group Hn(G;Z) coincides with the nth homology group of that chain complex (that is,
Ker n/Im n+1).
As in [9,14], we deﬁne an endomorphism  of the chain complex P = (Pn, n). This
endomorphism maps every Pn into the subgroup Qn of Pn freely generated by the essential
n-cubes. Let c be an n-cube (a generator of Pn). If c is collapsible then we set (c) = 0.
If c is essential then we set (c) = c. Finally suppose that c is redundant. In that case we
proceed by the Noetherian induction on .
Since c is redundant, there exists a collapsible (n+ 1)-cube cˆ such that c is the free face
of cˆ. Then n+1(cˆ)=±c+ for some linear combination of cubes that are either essential
or collapsible or redundant but smaller than c with respect to . Thus we can assume that
(c′) has been deﬁned already for all c′ occurring in . So we can set (c) = ∓().
It is shown in [14] (see also [9, p. 150]), that  indeed is an endomorphism of the chain
complex (that is, it commutes with the boundary maps), and that the chain complex Q
formed by the groups Qn and boundary maps n = n is chain-equivalent to the initial
chain complex. Thus the homology groups of Q coincide with the homology groups of P .
We are going to prove that n is a zero map. For that we need the following statement:
Lemma 9.6. For any n-cube c = (u0) + f1 + · · · + fn + (un) of Sq(K, w), we let
c¯ = (u˜0) + f1 + · · · + fn + (u˜n). Then (c) = c¯ if c¯ is essential and (c) = 0 if c¯ is
collapsible (note that c¯ cannot be redundant by deﬁnition).
Proof. Note that if c is essential then c = c¯ and (c) = c as required.
Suppose that c is collapsible. Then (c) = 0 by deﬁnition. Thus we only need to check
that c¯ is also collapsible. Since c is collapsible, the edge (ui−1, fi, ∗) is in the left forest
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Tl for some in and all the uj ’s are irreducible for 0j < i. Then c¯ possesses similar
properties whence c¯ is collapsible.
Now suppose that c is redundant. Take the smallest number in such that ui is not
irreducible, and consider the edge (p, f, q) from Tl assigned to ui . This i will be called the
indexof c. Consider also the collapsible (n+1)-cube cˆ=(u0)+· · ·+fi+(p)+f+(q)+· · ·
whose free cell is c. SinceK is Noetherian,we can assumewithout loss of generality that the
statement of the lemma does not hold for c but holds for all n-cubes c′ such that c +→c′.
We can also assume that among all such counterexamples, c has the smallest index i.
Notice that for every j, 1jn + 1,
cˆj = cˆj . (19)
Also notice that c = cˆi+1 and c +→c′, where c′ = cˆi+1. By (19), c¯ = c′. By the
deﬁnition of, we have(c)=(c′)+(), where is the sum of cˆj −cˆj , j = i+1
by (18)
It remains to check that
(cˆj − cˆj ) = 0 (20)
for every j = i+1. If j > i+1, then both cells cˆj and cˆj are collapsible, so (cˆj )=
(cˆj ) = 0 and (20) holds.
Let 1j i. The thin diagrams e′ = cˆj and e=cˆj are obtained from cˆ by replacing
fj by its top and bottom path, respectively. Suppose that e′ = e (otherwise there is nothing
to prove). Thus fj  +→fj  and the statement of the lemma holds for e′ because c =
e +→e′. It is easy to see from deﬁnition that the cube e is redundant. The index of e is
j − 1< i. Hence the statement of the lemma holds for e as well. By (19), e′ = e¯. Therefore,
(e′ − e) = 0 and (20) holds. 
Now it is easy to show that all boundary maps n, n1, in the chain complex Q are
zero. Indeed, by Lemma 9.6, the value (c) depends only on c¯. By (19) and (18), for every
n-cube c,
n(c) = n(c) = 
(
n∑
i=1
(−1)i(ci − ci )
)
=
n∑
i=1
(−1)i((ci ) − (ci )) = 0.
Thus Ker n = Qn and Im n+1 = 0. Hence for Hn(G;Z)Qn is free Abelian, n1.
If n= 0, then H0(G;Z)Z and we have only one essential cell of dimension 0—this is
the vertex corresponding to the irreducible 1-path of Sq(K, w). Thus we proved.
Theorem 9.7. LetK be a complete directed 2-complex and let w be a non-empty 1-path
inK. The nth integer homology Hn(G;Z) (n0) of the diagram group G =D(K, w) is
free Abelian. Its free basis consists of all essential n-cubes from Sq(K, w).
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Theorem 9.7 implies that the CW complex Yw fromTheorem 9.2 gives a minimal presen-
tation ofG=D(K, w) in terms both the number of generators and the number of relations.
In fact, it gives a minimal set of generators of homology groups in all dimensions.
Remark 9.8. It is not difﬁcult to prove that the presentation given by Yw is precisely the
presentation from Theorem 6.6, where Tr is replaced by Tl (see Remark 6.7, part b). We
already know (Remark 6.7, part a) that the presentation from Theorem 6.6 involves the
minimal possible number of generators. Let us show that it contains the minimal number of
relations as well. For any 1-path p, let us denote by (p) the minimal number of generators
for the diagram group G = D(K, w). This is exactly the number of edges of the form
(u, f, v) /∈ Tl that belong to Sq(K, w), where u, v are irreducible, f ∈ F−1 (these are the
essential 1-cubes of Sq(K, w)). If we replace here Tl by Tr , then we again have a minimal
generating set ofG because of a symmetry. It is easy to give a formula to compute the number
of the deﬁning relations ofG given by Theorem 9.2. Let s1, . . . , sm be the third components
of the essential 1-cubes of G (m= (w)). Each of the deﬁning relations corresponds to an
essential 1-cube in Sq(K, si) for some i. Thus the sum (s1) + · · · + (sm) is exactly the
number of the deﬁning relations of G given by Theorem 9.2. Clearly, it will be the same
if we use Tr instead of Tl in the deﬁnition of essential cubes. Thus the number of deﬁning
relations given by Theorems 6.6 and 9.2 are the same.
Now consider the homology groups of arbitrary diagram groups. Let H be a diagram
group of an arbitrary directed 2-complex. We know from Lemma 5.1, part 4 that H is a
retract of a diagram group G of a complete directed 2-complex. Notice that the retraction
can be described in the language of group homomorphisms: H is a retract of G if and only
if there are two homomorphisms  : G → H and  : H → G such that  = idH (
acts ﬁrst). Since Hn(−,Z) is a covariant functor [7], this implies that Hn(H ;Z) is a retract
of Hn(G;Z). In particular, Hn(H ;Z) is also free Abelian and its rank does not exceed the
rank of Hn(G;Z). So we proved
Theorem 9.9. For any n0 and for any diagram group G, the nth integer homology group
Hn(G;Z) is free Abelian.
This theorem answers a question by Pride.
If G is a group of typeF∞, then one can consider its Poincaré series
PG(t) =
∞∑
n=1
rnt
n
,
where rn denotes the rank of the nth integer homology group of G. Note that r0 = 1.
Example 9.10. (a) LetK = 〈x | xr = x〉 (r2). It is proved in [18] that D(K, x)Fr ,
where Fr is a generalization of the R. Thompson group F =F2 deﬁned in [9]. That complex
is complete sowe can useTheorems 9.2 and 9.7.The essentialn-cells of this complex (n1)
have the form c= (xk0)+ (x=xr)+ (xk1)+· · ·+ (x=xr)+ (xkn), where 1ki < r for
0 i < n, 0kn < r . These cells may belong to different components of Sq(K). Clearly,
c belongs to the component of x if and only if the sum n + k0 + k1 + · · · + kn equals 1
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modulo r − 1. This condition determines uniquely the number k0 by the other numbers. So
there are exactly r · (r − 1)n−1 ways to choose c in Sq(K, x). (For instance, in the case
r =2 we have the R. Thompson’s group F , which has Z2 as its nth integer homology group
for n1, which was proved in [10].)
The Poincaré series for Fr has the form
P(t) = 1 + rt + r(r − 1)t2 + · · · + r(r − 1)n−1tn + · · · = 1 + t
1 − (r − 1)t .
(b) Now let V = 〈y|y3 = y2〉 be the complex in Fig. 8 (by Theorem 5.6, the diagram
group D(V, y2) is universal). The complexV is complete as well. The essential n-cubes
in Sq(V, y2) have the form c= (yk0)+ (y2 =y3)+yk1 +· · ·+ (y2 =y3)+ (ykn), where
ki = 1, 2 for 0 i < n, kn = 1, 2, 3. All of them for n1 belong to Sq(K, y2). Hence the
rank of the nth homology group of D(V, y2) is 3 · 2n (n1) and so the Poincaré series is
P(t) = 1 + 6t + 12t2 + · · · + 3 · 2ntn + · · · = 1 + 4t
1 − 2t .
Notice that the Poincaré series of D(V, x2) coincides with the Poincaré series of the free
product F3 ∗F3 but these diagram groups are not isomorphic (which can be proved by using
Kurosh’s theorem).
(c) One more universal diagram group is given by the complete directed 2-complex
H1 = 〈x|x2 = x, x = x〉 (Theorem 5.5). Let us ﬁnd the number of the essential n-cubes
in Sq(H1, x). Let c = (u0) + f1 + · · · + fn + (un) be one of these cubes. Then there
are three possibilities for each of the pairs (ui−1, fi), namely, (x, x = x2), (1, x = x), or
(x, x = x) (1 in). There are two possibilities for the 1-path un, namely, 1 and x. So the
rank of the nth homology group of G1 =D(H1, x) equals 2 · 3n for n1. It is interesting
to mention that both universal groups considered in (b), (c) have the same minimal number
of generators (equal to 6) and we know that they are embeddable into each other because of
their universal property. However, they are not isomorphic because their second homology
groups have ranks 12 and 18, respectively. Thus the Poincaré series of G1 is
P(t) = 1 + 6t + 18t2 + · · · + 2 · 3ntn + · · · = 1 + 3t
1 − 3t .
We see that all these Poincaré series are rational. This can be explained by the following
Theorem 9.11. LetK be a complete ﬁnite almost 2-path connected directed 2-complex.
Then the Poincaré series of any of its diagram groups is rational.
Proof. We refer to [26] for the well-known properties of rational languages. Let A = P ∪
(P × F−), where P consists of all irreducible 1-paths inK, including the empty 1-paths,
F− consists of all negative 2-cells ofK.
Let 0 be a symbol not inP, and let us deﬁne a binary operation · onS=P∪{0} : p·q=pq if
(p)=(q), p, q ∈ P; all other products are equal to 0. It is easy to see that S is a semigroup.
Let  be a homomorphism from the free semigroup A+ to S induced by the map that
takes each p ∈ P to itself and each pair (p, f ) ∈ P × F− to pf  = pf . Notice that for
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every s ∈ P, every wordw of the form (u0, f1) · · · (un−1, fn)un from the rational language
−1(s) ⊆ A+ corresponds to an n-cube in Sq(K, s). This cube is essential if and only if
w does not contain letters of the form (p, f ), where p ∈ P, f ∈ F−, and (p, f, ∗) belongs
to the ﬁxed left forest Tl of Sq(K).
Thus let L be the sublanguage of −1(s) consisting of all words from −1(s) ∩ A+P
which do not contain the letters described in the previous paragraph. Clearly, L is a rational
language. There exists a one-to-one correspondence between words of length n + 1 in L
and essential n-cubes in Sq(K, s). Since the generating function of a rational language L
is rational (see for example [13]), the Poincaré series of Sq(K, s) is a rational function as
well. 
Recall [7] that for any groupG, its geometric dimension, gd(G), is the smallest dimension
of a K(G, 1). Its cohomological dimension, cd(G), is the length of the shortest (right)
protective resolution of the trivial ZG-module Z. It is easy to see [7] that
cd(G)gd(G). (21)
By the Eilenberg–Ganea theorem [15,27], cd(G)=gd(G) provided cd(G) =2 or gd(G) =3.
Theorems 9.2 and 9.7 imply that for diagram groups over complete directed 2-complexes
these two dimensions coincide. Notice that even for the case cd(G)=2 the class of diagram
groups with this property is large enough. We prove in [21] that it contains, in particular,
all partially commutative groups whose commutativity graphs are trees.
Theorem 9.12. For every diagram group G over a complete directed 2-complex,
cd(G) = gd(G).
Proof. Let G =D(K, w). By Theorem 9.7 the length of any (right) projective resolution
of the trivial ZG-module Z cannot be smaller than the highest dimension n of an essential
cube of Sq(K, w). By Theorem 9.2, ngd(G). Therefore, cd(G)ngd(G). Hence by
(21), gd(G) = cd(G). 
The following result gives an algebraic characterization of groups of ﬁnite cohomological
dimension among diagram group of complete directed 2-complexes.
Theorem 9.13. Let G be a diagram group over a complete directed 2-complexK, and n
be a natural number. Then cd(G)n if and only if G contains a copy of Zn.
Proof. LetG=D(K, w). Let Tl be a left forest in Sq(K). The “if” statement is well known
[7]. So suppose that cd(G)n. Then by Theorem 9.7, Sq(K, w) contains an essential cube
c = (u0) + f1 + · · · + fn + (un).
By deﬁnition, for every 1 in, the edge (ui−1, fi, ∗) does not belong to Tl . Hence the
connected component Sq(K, ui−1fi) contains edges not in Tl . Therefore, by Theorem
6.6 (or Theorem 9.7), the group Gi = D(K, ui−1fi) is non-trivial. Since all diagram
groups are torsion-free [18], Gi contains a copy of Z.
By Corollary 3.6, the diagram group G1 × · · · ×Gn embeds into H =D(K, p), where
p = u0f1 · · · fnun. Therefore, a copy of Zn is contained in H . But by the choice of c,
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the 1-paths p and w are in the same connected component of Sq(K). Hence by Corollary
3.5, H is isomorphic to G, so G contains a copy of Zn, as required. 
Notice that Theorem 10.4 below gives a characterization of directed 2-complexes K
such that D(K, w) contains a copy of Zn.
Theorem 9.13 implies the following result:
Theorem 9.14. A diagram group G over a complete directed 2-complex is free if and only
if G does not contain a copy of Z2. In particular, a hyperbolic group can be a diagram
group of a complete directed 2-complex if and only if it is free.
Proof. Indeed, by Theorem 9.12, if G does not contain Z2 then cd(G)1, and one can use
the well-known result of Stallings and Swan [27] (or, easier, one can use Remark 9.8, and
conclude that G has a presentation with no relations). 
Problem 9.15. Is it possible to drop the completeness restriction from the formulations of
Theorems 9.11–9.14?
Remark 9.16. Recall that by Lemma 3.7 the space of positive paths 	+(K) is a realiza-
tion of Sq(K). By Theorem 8.5, the homology of a connected component of that space
coincides with the homology of the corresponding diagram group. Hence by Theorem 9.11,
the Poincaré series of the space of positive paths of a complete almost 2-path connected
directed 2-complex is rational. This resembles the well-known result of Serre (see, for ex-
ample, [1]) that the Poincaré series of the loop space of a simply connected CW 2-complex
is always rational.
Remark 9.17. Notice that the completeness restriction in the statements of this paper can
be replaced by the condition “there exists a left forest”. Say, letK=〈a, b | ab=a, ba=b〉.
It is not hard to check that K is not complete. However, one can construct a spanning
forest satisfying conditions F1 and F2 of the left forest (it is formed by all edges of the form
(1, a=ab, ∗), (a, b=ba, ∗), (1, b=ba, ∗), (b, a=ab, ∗) and the inverse edges). Using that
forest, as above, one can compute the presentation of the corresponding diagram groups,
and their homology groups. The Poincaré series of the diagram groups of this complex are
rational.
10. Rigidity
Recall that the ﬂat torus theorem [4, Theorem 7.1] says, in particular, that if X is a metric
space with CAT(0) universal cover X˜ and the fundamental group of X contains a copy of
Zn, then X contains a 1-embedded torus Rn/Zn.
Results of this section are of similar spirit: we prove that a diagram groupoid of a directed
2-complexK contains certain diagram group G = D(S, p) if and only if there exists a
p-non-singular morphism fromS intoK. Since everyp-non-singular morphism :S→
K induces a 1-injective continuous map Sq(S, p) → Sq(K,(p)), these results (and
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Theorem 3.4) imply that if 1(Sq(K), u) contains a copy of G= 1(Sq(S), p) then there
exists a 1-injective continuous map from Sq(S, w) into Sq(K).
In general we say that a triple (diagram group G, directed 2-complexK, 1-path p inK)
is rigid if G = D(K, p) and for every directed complexK′ such that D(K′) contains a
copy of G there exists a p-non-singular morphism ofK intoK′.
For example, let us consider a directed 2-complex K with two vertices  and , one
edge x connecting  with  and positive 2-cells of the form x = x labelled by elements
of some set A. By Theorem 6.6 (or a straightforward computation), the diagram group
G=D(K, x) is the free group of rank |A|. It is easy to see (exercise) that the triple (G,K, x)
is rigid.
A much more non-trivial example of a rigid triple involves the R. Thompson group F .
Example 6.8 shows that F is the diagram group of the dunce hatH0.
The following proposition shows a remarkable property of the dunce hat.
Theorem 10.1. Every morphism from the dunce hat to any directed 2-complexK is non-
singular.
Proof. Let us consider any morphism  fromH0 into a directed 2-complexK. We need
to show that it is p-non-singular for every non-empty 1-path p inH0. Since for every such
p, the diagram groups D(H0, p) and D(H0, x5) are conjugate, it is enough to show that
 is x5-non-singular. Since x5 and x are homotopic, we haveD(H0, x5)D(H0, x)F
(see Example 6.8).
Since all proper homomorphic images of the group F are Abelian [12], it sufﬁces to ﬁnd
an element in the derived subgroup ofD(H0, x5) that is not in the kernel of x5 . Let be
the diagram overH0 corresponding to the atomic 2-path (1, f, 1), where f is the positive
2-cell x2 = x inH0. Consider the diagram= (x)++−1 + (x) fromD(H0, x5).
By Theorem 11.3 from [18], is in the derived subgroup ofD(H0, x5) and is non-trivial.
By Theorem 3.4, we can assume that the diagram  = x5() is reduced. Since it is a
((x)2,(x))-diagram, it is non-trivial. Then x5() = ((x)) + + −1 + ((x)) is
also a reduced and non-trivial diagram, hence by Theorem 3.4, x5() = 1. 
Note that the same property is true for directed 2-complexes 〈x | xr = x〉 that correspond
to groups Fr (r2), the generalizations of F (see [8,18]). The proof is based on the same
idea (all proper homomorphic images of these groups are also Abelian).
Here is a reformulation of the main result of [20] which shows that the triple (F,H0, x)
is rigid.
Theorem 10.2 (Guba and Sapir [20]). LetK be a directed complex. Then the following
conditions are equivalent:
(1) A diagram groupoidK contains an isomorphic copy of the R. Thompson group F.
(2) The complexK contains a non-empty 1-path which is homotopic to its square.
(3) There exists a (nonsingular) morphism from the dunce hat toK.
Thus if the diagram groupoid of K contains a copy of F then it contains a naturally
embedded copy of F .
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Another example of a rigid triple is given by Guba and Sapir [19, Theorem 24]. Let Q
be the directed 2-complex with three vertices, three edges x, y, z and three positive cells of
the forms xy = x, y = y, yz = z in Fig. 11 (to obtain the complex from the diagram, we
identify all edges having the same labels).
It is proved in [19] that the diagram group D(Q, xyz) is isomorphic to the restricted
wreath product Z wr Z. Theorem 24 of [19] shows that the triple (Z wr Z, Q, xyz) is rigid.
The free Abelian group Zn can participate in a rigid triple too (for every n1). In fact,
using a description of commuting diagrams ([19, Theorem 17]) one can obtain a much more
precise result (Theorem 10.4 below).
Let Sn be the following directed 2-complex: take a simple path labelled by the word
wn = x1 . . . xn, where xi are letters and let us attach n positive 2-cells x1 = x1, . . . , xn = xn
to it. ThusSn is a chain of n spheres (Fig. 12).
Then Sq(Sn, wn) is the n-dimensional torus (this is easy to check). Thus by Theorem
3.4, the group D(Sn, wn) is isomorphic to Zn.
The next result is one of the most useful technical facts about diagram groups. In [19], it is
formulated and proved for diagrams over semigroup presentations (see [19, Theorem 24]).
The proof for directed complexes is completely similar (in fact it can be deduced from the
result of [19] by using subdivisions of complexes). It is similar to the well known theorem
that commuting matrices over an algebraically closed ﬁeld are simultaneously conjugate to
their Jordan forms.
Lemma 10.3. LetK be a directed 2-complex and w be a non-empty 1-path inK. Suppose
that A1, . . . , An are spherical (w,w)-diagrams that pairwise commute in G =D(K, w).
Then there exist a 1-path v=v1 . . . vm, spherical (vj , vj )-diagrams j (1jm) overK,
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integers dij (1 in, 1jm) and some (w, v)-diagram  overK, such that
−1Ai= di11 + · · · + dimm
for all 1 in.
Theorem 10.4. The triple (Zn,Sn, wn) is rigid for every n1. In addition, let K be a
directed 2-complex. Then every copy of Zn in D(K) is conjugate in D(K) to a subgroup
of a naturally embedded copy of Zm for some mn.
Proof. Suppose that a diagram group D(K, p) of some directed 2-complex contains a
copy G = 〈A1, . . . , An〉 of Zn. We use the notation from Lemma 10.3. Let us also assume
that m is chosen to be minimal. Then all diagrams 1, . . . ,m are non-trivial. Indeed, if
we assume the contrary, then m> 1 because G = 1. If i is trivial for some i, then one
has i <m or i > 1. Without loss of generality we assume that i <m. But now it would be
possible to replace i by i+1 taking into account that the power of a sum is the sum of
powers and all powers of a trivial diagram coincide.
Clearly, mn (otherwise the rank of the subgroup generated by A1, . . . , An would be
less than n).
Now the map  from Sm to K that sends the positive 2-cell xi = xi to the 2-path
corresponding to i (1 im), deﬁnes a morphism. The image ofD(Sm,wm) under wn
is generated by the diagrams (v1 · · · vi−1)+i + (vi+1 · · · vm). Thus the image of wm is
isomorphic to Zm. Therefore,  is wm-non-singular. Clearly, the naturally embedded copy
(D(Sm,wm)) of Zm contains −1G. This proves the second statement of the theorem.
In order to prove the rigidity statement, we just note thatSn is a subcomplex ofSm so
it maps into it nonsingularly. But we already have a nonsingular morphism ofSm intoK.
It sufﬁces to compose the morphisms. 
Problem 10.5. It is interesting to characterize other diagram groups that can participate in
rigid triples. In particular, in view of rigidity of the triple (F,H0, x) it is natural to ask if
the analog is true forHn. By Theorem 5.5, it is enough to prove that for n= 1. This would
give a characterization of universal directed 2-complexes as those admitting a non-singular
morphism fromH1.
Acknowledgements
The authors are grateful to the referee for many useful remarks and suggestions.
References
[1] D.J. Anick, A counterexample to a conjecture of Serre, Ann. of Math. (2) 115 (1) (1982) 1–33.
[2] G. Arzhantseva, V. Guba, M. Sapir, Metrics on diagram groups and uniform embeddings in a Hilbert space,
arXiv, math.GR 0411605.
[3] W.A. Bogley, S.J. Pride, Calculating generators of 2, Two Dimensional Homotopy and Combinatorial
Group Theory, London Mathematical Society Lecture Note Series, vol. 197, Cambridge University Press,
Cambridge, 1993, pp. 157–188.
V.S. Guba, M.V. Sapir / Journal of Pure and Applied Algebra 205 (2006) 1–47 47
[4] M.R. Bridson, A. Haeﬂiger, Metric spaces of non-positive curvature, Grundlehren der Mathematischen
Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 319, Springer, Berlin, 1999.
[5] M.G. Brin, The ubiquity of Thompson’s group F in groups of piecewise linear homeomorphisms of the unit
interval, J. London Math. Soc. (2) 60 (2) (1999) 449–460.
[6] M.G. Brin, C.C. Squier, Groups of piecewise linear homeomorphisms of the real line, Invent. Math. 79 (1985)
485–498.
[7] K.S. Brown, Cohomology of groups, Graduate Texts in Mathematics, vol. 87, Springer, New York, Berlin,
1982.
[8] K.S. Brown, Finiteness properties of groups, J. Pure Appl. Algebra 44 (1987) 45–75.
[9] K.S. Brown, The geometry of rewriting systems: a proof of theAnick–Groves–Squier theorem, in:Algorithms
and Classiﬁcation in Combinatorial Group Theory (Berkeley, CA, 1989), Mathematical Sciences Research
Institute Publication, vol. 23, Springer, NewYork, 1992, pp. 137–163.
[10] K.S. Brown, R. Geoghegan, An inﬁnite-dimensional torsion-free FP∞ group, Invent. Math. 77 (2) (1984)
367–381.
[11] R. Brown, P.J. Higgins, On the algebra of cubes, J. Pure Appl. Algebra 21 (3) (1981) 233–260.
[12] J.W. Cannon, W.J. Floyd, W.R. Parry, Introductory notes on Richard Thompson’s groups, Enseign. Math. (2)
42 (3–4) (1996) 215–256.
[13] N. Chomsky, M.P. Schützenberger, The algebraic theory of context-free languages, in: Computer
Programming and Formal Systems, North-Holland, Amsterdam, 1963, pp. 118–161.
[14] D.E.Cohen, String rewriting—asurvey for group theorists, in:GeometricGroupTheory, vol. 1 (Sussex, 1991),
London Mathematical Society Lecture Note Series, vol. 181, Cambridge University Press, Cambridge, 1993,
pp. 37–47.
[15] S. Eilenberg, T. Ganea, On the Lusternik–Schnirelmann category of abstract groups,Ann. of Math. 65 (1957)
512–518.
[16] D. Farley, Finiteness and CAT(0) properties of diagram groups, Ph.D. Thesis, SUNY at Binghamton, 2000.
[17] V. Guba, The Dehn function of Richard Thompson’s group F is quadratic, Invent Math., to appear.
[18] V.S. Guba, M.V. Sapir, Diagram groups, Mem. Amer. Math. Soc. 130 (620) (1997) 1–117.
[19] V.S. Guba, M.V. Sapir, On subgroups of R. Thompson’s group F and other diagram groups, Mat. Sb. 190 8
(1999) 3–60. English transl. in: Sbornik: Mathematics 190 8 (1999) 1077–1130 (Russian).
[20] V.S. Guba, M.V. Sapir, Rigidity properties of diagram groups, Internat. J.Algebraic Comput. 12 (1–2) (2002)
9–17.
[21] V.S. Guba, M.V. Sapir, Diagram groups are totally orderable, arXiv, math.GR/0305153.
[22] A. Joyal, R. Street, The geometry of tensor calculus. I, Adv. Math. 88 (1) (1991) 55–112.
[23] E.V. Kashintsev, Graphs and the word problem for ﬁnitely presented semigroups, Uch. Zap. Tul. Ped. Inst. 2
(1970) 290–302 (in Russian).
[24] V. Kilibarda, On the algebra of semigroup diagrams, Ph.D. Thesis, University of Nebraska - Lincoln, 1994.
[25] V. Kilibarda, On the algebra of semigroup diagrams, Internat. J. Algebraic Comput. 7 (1997) 313–338.
[26] G. Lallement, Semigroups and combinatorial applications, Pure and Applied Mathematics, A Wiley-
Interscience Publication, Wiley, NewYork, Chichester, Brisbane, 1979.
[27] R. Lyndon, P. Schupp, Combinatorial Group Theory, Springer, Berlin, Heidelberg, NewYork, 1977.
[29] S.J. Pride, Low dimensional homotopy theory for monoids, Internat. J. Algebraic Comput. 5 (1995)
631–649.
[30] S.J. Pride, J.Wang, Subgroups ofﬁnite index in groupswithﬁnite complete rewriting systems, Proc.Edinburgh
Math. Soc. (2) 43 (1) (2000) 177–183.
[31] J.H. Remmers, On the geometry of semigroup presentations, Adv. Math. 36 (1980) 283–296.
[32] J.-P. Serre, Homologie singulière des espaces ﬁbrés, Applications Ann. of Math. 54 (1951) 425–505.
[33] J.-P. Serre, Trees, Springer, Berlin, 1980.
[34] A.J. Sieradski, Algebraic topology for two-dimensional complexes, Two-dimensional Homotopy and
Combinatorial Group Theory, London Mathematical Society, Lecture Note Series, vol. 197, Cambridge
University Press, Cambridge, 1993, pp. 51–96.
[35] J.R. Stallings, Topology of ﬁnite graphs, Invent. Math. 71 (1983) 551–565.
[36] R. Steiner, The algebra of directed complexes, Appl. Categ. Structures 1 (3) (1993) 247–284.
[37] B. Wiest, Diagram groups are left-orderable, submitted for publication.
