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Introduction
This paper can be seen as the second part of an outgoing project whose main aim is to prove that stochastic evolution equations (SEEs) (1) du = Audt + G(u) dω, u(0) = u 0 on a separable Hilbert-space V generate random dynamical systems. Our interpretation of the solution will be given in a mild form 
S(t − r)G(u(r))dω(r)
assuming that A is a negative operator that generates a semigroup S and G is sufficiently regular. Our purpose is to study this problem if ω is Hölder-continuous on compact intervals [0, T ]. If ω is a regular trajectory, say ω ′ ∈ L ∞ (0, T, V ), then a classical formulation of the above problem is given by (3) u(t) = S(t)u 0 + t 0 S(t − r)G(u(r))ω ′ (r)dr.
If S is an analytic semigroup, under typical assumptions on G there exists a unique solution u ∈ C γ ([0, T ]; V ) if u 0 ∈ D((−A)), where γ ∈ (0, 1), whereas u ∈ C γ,∼ ([0, T ]; V ) if u 0 ∈ V . This latter space is a suitable modification of the space of γ-Hölder-continuous functions and will be introduced in Section 2.
So far, the existence of a local mild solution to (2) has been obtained in [11] , assuming that u 0 ∈ V . To be more precise, this solution is derived as the path component of a path-area solution pair (u, v) of a system that considers not only the original equation but also a second equation, a natural extension of the area object (u ⊗ ω). This pair (u, v) is related to the noisy path ω by the well-known Chen property. The method presented in [11] can be considered as a generalization of the one developed by Hu and Nualart [13] in the finite-dimensional setting, but with some important differences as that in the infinite-dimensional framework it is necessary to construct an area element, denoted by (ω ⊗ S ω), depending on ω as well as the semigroup S, that satisfies nice properties. The considered (pathwise) integral in [11] was also previously introduced in [13] for ordinary differential equation with Hölder-continuous noise term. The reasons for which we have chosen such a pathwise integral will be detailed below. However, another definition to integrate against the fractional Brownian motion would be to consider the Rough Path Theory, see for instance [6] , [7] and the references therein.
In the current paper we want to go one step further and establish the existence of a global solution to (2) . In comparison to [11] , we here replace the regular initial condition of that paper by a less regular one, namely u 0 ∈ D((−A) κ ) for suitable κ > 0, and make a slightly modification of the phase spaces, but that still ensures the additivity of the pathwise integral. Then, under additional regularity conditions on G we prove the existence of a global solution to (2) . Let us mention that the estimates of the different integrals defining the path-area formulation of our problem are quadratic, and therefore, in a first step we are only able to establish the existence of a local solution (u 1 , v 1 ) such that the path component u 1 is defined on a time interval [T 0 , T 1 ]. However, since in particular u 1 (T 1 ) also belongs to D((−A) κ ), we can pick it as a new initial condition, and hence we get a new solution (u 2 , v 2 ) such that u 2 is now defined on a time interval [T 1 , T 2 ]. Proceeding in a similar way, after a finite number of these steps one finally derives the existence of a global solution on [T 0 , T ] for a given T > 0 provided that u 0 ∈ D((−A) κ ). The way in which we finally can establish the existence of a global solution is based in a concatenation procedure. Furthermore, this method also provides the existence of a global solution when u 0 ∈ V , since roughly speaking what one has to do is to concatenate the local solution obtained in [11] with the aforementioned global one. [5] . The point is that, unfortunately, it is not known how to obtain stochastic flows for these Itô-SEEs, and the main reason is because it is not known how to extend Kolmogorov's theorem to an infinite dimensional parameter range, which would be appropriate for dealing with SEEs. More precisely, solutions of SEEs are defined almost surely where the exceptional sets depend on the initial condition. But it is complicated to generate a random dynamical system if more than countable many exceptional sets may appear. Nevertheless, there are results getting the random dynamical system for SEEs with very special noise terms, either SEEs driven by additive noise or linear multiplicative noise. These special noises make it possible to transform such Itô-SEE into a pathwise evolution equation which is appropriate to generate a random dynamical system. The ansatz in this paper is quite different. Instead of considering the usual stochastic integral, for instance in the Itô sense, as we have previously mentioned we consider a pathwise integral which is well defined for any β ′ -Hölder-continuous integrator (1/3 < β ′ ) if the integrand is sufficiently regular. As we will explain below, this regularity can be described in terms of a modified space of Hölder-continuous functions. Furthermore, by the choice of that integral the unique solution has pathwise character, which means we can avoid exceptional sets depending on the initial states and making possible to investigate whether it generates a random dynamical system.
The article is organized as follows. In Section 2 we collect tools from functional analysis that will be applied later. In particular, we introduce analytic semigroups, special non-linear operators, tensor products and function spaces given by modification of Hölder-continuous functions. In Section 3 we at first define so called fractional derivatives allowing us define an integral with Hölder-continuous integrator. In addition we give the main properties of such an integral. In Section 4 we define the mild-path area solution of an SEE. In particular, we formulate an operator equation whose fixed point presents this kind of (local) solution, and mention an approximation result. In Section 5 we investigate how the local solution can be extended to any interval [0, T ] by means of the concatenation method. For this type of solution we can avoid state dependent exceptional sets which then is the key to prove in Section 6 the existence of a random dynamical system generated by an SEE. Finally in Section 7 a stochastic partial differential equation is discussed as an example for an SEE generating a mild path-area solution.
Preliminaries
In the following we denote by V,V orṼ separable Hilbert-spaces. Then as usual L(V,V ) denotes the Banach-space of linear operators from V toV and L 2 (V,V ) is the separable Hilbert-space of Hilbert-Schmidt-operators from V toV .
Let S be an analytic semigroup on V with generator A. −A is supposed to be symmetric, positive and have an inverse which is compact. Then −A has a discrete spectrum 0 < λ 1 ≤ λ 2 ≤ · · · of finite multiplicity tending to +∞. The associated eigenelements (e i ) i∈N are written such that they form a complete orthonormal system of V . In addition, we can define the associated fractional powers of −A denoted by (−A) δ , δ ∈ R with norm |x|
. Collecting some properties of S we have that
From these two properties, one can easily deduce that for any ν, µ ∈ [0, 1], 0 ≤ δ ≤ γ + ν, 0 ≤ ρ and T > 0 there exists a constant c > 0 such that for 0 ≤ q < r < s < t ≤ T we have that
Denote by V ⊗ V the separable Hilbert-space of tensor products of V , see Kadinson and Ringrose [15] . Moreover, for x, y ∈ V the element (x⊗ V y) denotes the rank-one tensor product. In particular, ((e i ⊗ V e j )) i,j∈N is a complete orthonormal system for V ⊗ V if (e i ) i∈N is a complete orthonormal system of V .
Then it is possible to extend B to a linear continuous operatorB ∈ L 2 (V ⊗ V,V ). More precisely, there exists a weak Hilbert-Schmidt-mapping p : V × V → V ⊗ V such that p(e i , e j ) = (e i ⊗ V e j ) andB is determined by factorization: B =Bp, and
.
For these properties we refer to [15] . In the following we will write forB the symbol of the original B.
LetV be a subspace of V . Consider now G to be a Frećhet-differentiable mapping
and therefore DG(u) can be interpreted as an element of
In what follows | · | represents the norm of V . Let us formulate some G.
Lemma 2. Assume that the mapping G : V → L 2 (V,V ) is bounded and three times continuously Fréchet-differentiable with bounded first, second and third derivatives DG(u), D 2 G(u) and D 3 G(u), for u ∈ V . Let us denote, respectively, by c G ,
The proof of these properties is standard. We refer partially to [20] , and for the last inequality to [13] , page 2716.
Let us introduce some function spaces. For β ∈ (0, 1), denote by C β ([0, T ]; V ) the space of β-Hölder-continuous functions with seminorm
In this space we could consider the usual norm
However, the above norm is to be equivalent to the norm given by |u(0)| + |||u||| β .
A modification of the space of Hölder-continuous functions is given by C β,∼ ([0, T ]; V ) with norm
The proof can be found in Chen et al. [4] .
For the following we suppose that 0 < β < β
the Banach-space of continuous functions defined on∆ 0,T , that are zero for s = t and with norm
A modification of this space is given by C β+β ′ ,∼ (∆ 0,T ; V ⊗ V ), consisting of continuous functions v defined on ∆ 0,T , that are zero for 0 < s = t, such that
These functions may not be defined for s = 0 and may have a singularity for (s, t), s = 0. Replacing V ⊗ V by R an example for an element of this space is (s, t) → s −β (t − s)
Proof. We consider only the second space. Let (K n ) n∈N , K n =∆ n −1 ,T be an increasing sequence of compact subsets of ∆ 0,T such that n K n = ∆ 0,T and let
Hence for any n ∈ N we have that (v m ) m∈N is a Cauchy-sequence in K n such that there is a uniform limit v which is continuous on any K n and thus continuous on ∆ 0,T . In addition, v(s, s) = 0 for 0 < s ≤ T . Furthermore, there exists a c > 0 such that for all m ∈ N and (s, t) ∈ ∆ 0,T , s < t,
and by the convergence of v m (s, t) to v(s, t) we obtain
. Now for any ǫ > 0 and for m ′ > m ≥ N (ǫ) and (s, t) ∈ ∆ 0,T , s < t, we get
Fractional pathwise integrals
In this section we introduce a V -valued integral where the integrator is not of bounded variation but Hölder-continuous. This guides us an infinite-dimensional version of the Young-integral. For this purpose we introduce V -valued fractional derivatives. Let F, ξ be sufficiently regular functions on [s, t]. For α ∈ (0, 1) we define the rightsided fractional derivative of order α of F and the left-sided fractional derivative of order 1 − α of ξ t− (·) := ξ(·) − ξ(t), given for 0 ≤ s ≤ r ≤ t by the expressions
Here Γ(·) denotes the Gamma function.
The following theorem states regularity conditions on F, ξ such that the Youngintegral exists.
Theorem 5. Assume β > α and α + β ′ > 1. LetṼ ,V be two separable Hilbert spaces with complete orthonormal bases (ẽ i ) i∈N and (ê j ) j∈N , respectively. Let
As a consequence,
For the proof we refer to [11] . In particular, we have reduced the definition of this Hilbert-space valued integral to an infinite sum of one dimensional Young-integrals.
Corollary 6. Under the assumptions of Theorem 5, for any T > 0 there exists a c > 0 such that for any
Note that the first estimate is an immediate consequence of the fact that if
The second inequality can be deduced in a similar way.
If now we suppose that β ≤ α then the assumptions of Theorem 5 does not make sense. To overcome this problem we have to consider a modification of the fractional derivatives introduced above. More precisely, we introduce a new fractional derivative for a special function F given by the integrand of our original problem (2) , so that we set F (t) = G(u(t)) where operator G satisfies the assumptions described in Lemma 2. In addition we set ξ = ω ∈ C β ′ ([0, T ]; V ) that will also satisfy the hypothesis (H3) of Section 4. Consider the compensated fractional derivative defined aŝ
For tensor valued elements v : ∆ 0,T → V ⊗ V we define
Below we clarify under which conditions these fractional derivatives are well defined. With these fractional derivatives in mind, if the pair (u, v) satisfies the so-called Chen-equality, that is, for 0 < s ≤ r ≤ t
then the definition of the (pathwise stochastic) integral for the current work is the following:
Note that this definition is an infinite dimensional generalization of the concept of integral given in [13] . According to the previous definition, for the integrand of the integral on the left hand side we should rather write the term G v (u) instead of G(u), but for the sake of simplification we keep G(u). Note that, however, for sufficiently regular ω this integral can be rewritten in the sense of Theorem 5 with
see also the beginning of the next section.
For the existence of (8) we have the following result.
and assume that G satisfies the assumptions of Lemma 2. Then for
Similarly, with the same choice of the parameters, if
hence the first of the integrals defining (8) gives us a similar estimate than in Theorem 5. For the second integral we can use Theorem 5 directly replacing α by 2α
. In particular, taking the Chen-equality and the regularity into account, in the first case we have
and in second case that
The details of the proof of this theorem can be found in [11] .
To finish this section, we want to emphasize that, in contrast to the classical Itointegral which is defined as a limit in probability of Daboux sums with respect to the increments of a Brownian-motion, with the above definition there are no exceptional sets of probability which in general depend on the integrand. In this sense our integral is pathwise, allowing us to investigate whether the solution to (1) generates a random dynamical system, see Section 6.
Pathwise local solutions of SEEs
In this section we formulate a result about the local existence of solutions to (1) for a noise-path ω which is in
In particular we formulate conditions such that (2) has a local mild solution when the pathwise (stochastic) integral is defined in the sense of (8) . For the proofs of the results given in this section we refer to Garrido-Atienza et al. [11] . These results generalize those of Hu and Nualart [13] to the case of a state space which is now an infinite dimensional Hilbert-space.
If ω were (for instance) a trace class Brownian-motion, according to the theory of Da Prato and Zabczyk [5] the equation (2) would have a unique mild solution provided that G and S satisfy weaker conditions than the ones formulated in the last section. The corresponding integrals for these equations would be defined in the Ito-sense, and this means that they would not be pathwise, which is an obstacle to generate a random dynamical system. In Maslowski and Nualart [20] these type of equations are solved by fractional techniques for β ′ -Hölder-continuous integrators with β ′ > 1/2, where the integrals have been defined similarly to Theorem 5, allowing to introduce a random dynamical system, whose existence has been investigated recently by Chen et al. [4] . However, the integral as introduced in Theorem 5 is not well defined when the Hölder-exponent of the integrator is less than or equal to 1/2, which is the case that we aim to consider in this paper.
We interpret the solution to (2) as the first component of an element U = (u, v) that satisfies of the operation equation
Note that to define T 1 we have applied the definition given in (8) , which makes necessary to set up and solve an equation for the second component v of U . In order to do that, we assume for a while that the driving path ω is smooth enough, giving us the opportunity to know what is the suitable equation to be satisfied for the v component, to later make the adequate assumptions to translate the situation to the case of having a Hölder-continuous driving path ω with Hölder-exponent β ′ ∈ (1/3, 1/2). Therefore, suppose that ω is smooth, so that v is given by (9) . For such a smooth ω, combining (2) with (9) we have
Representing the appearing integrals in fractional sense we obtain
For such smooth ω, the operator (ω ⊗ S ω) is given by
In particular, (ω ⊗ S ω) satisfies the following Chen-equality
where e ∈ V → ω S (s, t)e = (−1)
The different expressions in (11) and (12) are well-defined when ω is regular, see [11] for details. Now let us come back to the original situation in which ω ∈ C β ′ ([0, T ]; V ) for β ′ ∈ (1/3, 1/2). Denote by ω n a piecewise linear (continuous) approximation of ω with respect to an equidistant partition of length 2 −n T such that ω n (t) = ω(t) for the partition points t. For these ω n the operator (ω n ⊗ S ω n ) can be defined according to (11) .
We stress that we have to give to (ω ⊗ S ω) some meaning when ω is not smooth. To be precise, this meaning is formulated in the following Hypothesis (H), consisting in the following three assumptions:
(H2) Let A be the generator of an analytic semigroup S and let G : V → L 2 (V,V ) be a non-linear mapping satisfying the assumptions of Lemma 2, withV ⊂ V such that the embedding operator is Hilbert-Schmidt. (H3) Let (ω n ) n∈N be a sequence of piecewise linear functions with values in V such that ((ω n ⊗ S ω n )) n∈N is defined by (11) . Assume then that for any
The parameter H in the above assumption (H1) will represent the Hurst parameter of a fractional Brownian motion in Section 6. In the recent paper Garrido-Atienza et al. [10] the authors propose two different settings where assumption (H3) is satisfied: the first one considers as driving noise a trace-class fractional Brownian-motion B H with H ∈ (1/3, 1/2] and values in a Hilbert-space, whereas by another less restrictive method, the second one considers an infinite-dimensional trace-class Brownian-motion B 1/2 . Now we should realize that the structure of (10) is quite similar to the structure of T 1 when replacing ω by (ω ⊗ S ω) and v = (u ⊗ ω) by (u ⊗ (ω ⊗ S ω)). Furthermore, if we write w(t) = (u ⊗ (ω ⊗ S ω)(t)), then w can be interpreted by fractional integrals asẼ
whereẼ ∈ L 2 (V ⊗V,V ). In addition w satisfies a special form of the Chen-equality, see [11] . The previous considerations make possible to formulate an equation for the second component v of U given by
where the operator T 2 (U ) is defined by (10) substituting (u ⊗ (ω ⊗ S ω)) by w, and w fulfills (13) .
In the sequel, we denote T (U ) = (T 1 (U ), T 2 (U )). Sometimes we will write
to show the different ingredients in the operator. Furthermore, when this operator is defined on [s, T ], for s > 0, instead of on [0, T ], later we will denote it by T s . However, to simplify a bit the presentation, when the starting point of the interval is zero we drop the super-index off and simply write T . We look now for solutions of the operator equation
that will be called mild path-area solutions to (1) . In order to do that, we begin by introducing the phase space. Take a fixed ω ∈ C β ′ ([0, T ]; V ) and consider γ such that α < γ < 1. Denote by (W 0,T , · W ) the subspace of elements
such that the Chen-equality (7) holds. Let us also consider a subsetŴ 0,T of this space given by the limit points in this space of the set
Note that this set of limit points is a subspace of
which is closed. HenceŴ 0,T itself is a complete metric space depending on ω with a metric generated by the norm of
for U,Û ∈Ŵ 0,T . In addition, elements U ∈Ŵ 0,T satisfy the Chen-equality (7) with respect to ω.
Remark 8.
We would like to emphasize that the choice of the spaceŴ 0,T ensures the following additivity formula:
which is derived as a result of that the approximative integrals related to the spacê W 0,T enjoy such additivity property. As pointed out in [11] , for the original integral it is quite involved to show the additivity, which is necessary to prove the uniqueness of the local solution as well as and the Chen-equality for the solution of (2).
Let us mention some properties of T , see [11] for the proof:
(ii) Let U ∈Ŵ 0,T and assume that (ω n , (ω n ⊗ S ω n )) satisfies (H3). Then
This convergence is uniform for U ∈Ŵ 0,T contained in a bounded set. In addition,
Next we establish the existence and uniqueness of a local mild solution as well as its regularity:
Theorem 10. Assume the Hypothesis (H). Then for any u 0 ∈ V and ω ∈ C β ′ ([0, T ]; V ) there exists a time T 0 > 0 such that
has a unique mild path-area solution
In addition, we obtain a sequence (u
Proof. The first and third part of the statement have been proven in [11] and hence here we only prove the second one. Notice that for κ ≥ 0 and any t > 0 it holds
we estimate the V κ -norm of the integral term:
Since trivially |D
Similarly, we obtain
W ), and this concludes the proof. The second part of the proof follows similar by the same techniques proving Lemma 12.
Pathwise global solutions to SEEs driven by a Hölder path
In this section we want to go one step further and present the existence of a global solution to (2) . The key fact of this result will be that we can build a global solution provided that the initial condition is regular enough. Starting with the initial condition u 0 ∈ V , what we know according to Theorem 10, and in particular to (15) , is that the corresponding local solution to (2) satisfies u 0 (T 0 ) ∈ V κ . Therefore, in a second step we can pick precisely as initial condition u 0 (T 0 ) and construct the corresponding mild solution, which will turn out to be global thanks to a concatenation procedure which will be described below. Throughout all this section, we takeV to be the space V κ , where the condition on κ will be detailed below in the next results. To start with, we need to consider a new phase space: for ω ∈ C β ′ ([0, T ]; V ), let (X 0,T , · X ) be the subspace of elements U = (u, v) of the Banach-space C β ([0, T ]; V )×C β+β ′ ( ∆ 0,T ; V ⊗V ) such that the Chen-equality (7) holds. Straightforwardly X 0,T has the norm
where
LetX 0,T be the (closed) subspace of X 0,T with elements U = (u, v) given by the limit points in X 0,T of the set
where α < γ < 1.X 0,T is a complete metric space with the metric dX (U,Û ) = U −Û X = ||u −û|| β + v −v β+β ′ for U,Û ∈X 0,T . Moreover, elements of this space satisfy the Chen-equality (7) with respect to ω. Note that in the spaceX 0,T the additivity of the pathwise integral holds in the same sense as in Remark 8. Consider now only elements of this space with fixed initial value u(0) = u 0 ∈ V κ , then we obtain a complete metric spaceX 0,T,u0 with metric (17) dX 0,T ,u0 (U,Û ) = |||U −Û ||| X = |||u −û||| β + v −v β+β ′ . We also use the notation u 0 to describe the constant function on [0, T ]. Then U 0 := (u 0 , 0) ∈X 0,T,u0 and
In particular, the closed ball inX 0,T,u0 with center U 0 and radius R is given by
In a similar manner we can define qualitatively the spacesXŤ ,T ,ǔ over intervals [Ť ,T ] and with respect to elementsǓ = (ǔ, 0), withǔ ∈ V κ .
The following two lemmas will play an important role to prove the existence of a global solution to (2) provided that the initial condition belongs to an adequate space V κ . Their proofs are omitted since they are quite similar to the corresponding results when having an initial condition in V and U ∈Ŵ 0,T , see [11] .
Lemma 11. Suppose that Hypothesis (H) holds. Then for any 1 ≥ κ ≥ β and any T > 0 there exists c > 0 such that for u 0 ∈ V κ and U ∈X 0,T,u0 we have
Let us only point out that, by Lemma 1, the map t → S(t)u 0 is β-Hölder-continuous, which is necessary to estimate the X-norm of T . More precisely, we have
Lemma 12. Suppose that Hypothesis (H) holds.
(i) For any 1 ≥ κ ≥ β and any T > 0 there exists c > 0 such that forŨ
(ii) Let U ∈X 0,T and assume that (ω n , (ω n ⊗ S ω n )) satisfies (H3). Then
This convergence is uniform for U ∈X 0,T , u 0 ∈ V κ contained in a bounded set.
Proof. We only give an idea of the proof of the first inequality of (i), which is based of the different estimates for G coming from Lemma 2.
and similar for DG(u(r)). Note that the last inequality above is a consequence of the continuous embedding V κ ⊂ V . Moreover, thanks to Lemma 2 we get
In particular, whenŨ ,Û ∈X 0,T,u0 , the first inequality of Lemma 12 (i) becomes
We can also consider T on other time intervals, that is, defined on intervals [s, T ] where s > 0. Indeed, replacingX 0,T byX s,T these operators satisfy the same estimates as T stated in Lemma 11 and Lemma 12. As we already said in Section 3, we denote these operators by T
s . In what follows we describe how to construct a global solution to our equation on [0, T ]. In a first step, we shall focus on proving the existence of a solution belonging tô X T0,T,u 1 0 , where T 0 was defined in Theorem 10. We would like to mention that even though the above estimates of T contain squared expressions, it is possible to construct solutions defined in adequate small time intervals [T i−1 , T i ], namely, solutions belonging toX Ti−1,Ti,u i−1 (Ti−1) for suitable initial conditions, to further these solutions be joined together to form a whole solution inX T0,T,u 1 0 . The choice of the starting point in each step will be clear in the construction of the solution. To prove the existence of these solutions we apply Lemma 11 and Lemma 12 on any of the intervals [T i−1 , T i ]. Note that the appearing constant c in these lemmas depends on those intervals, on the β ′ -norm of ω in [T i−1 , T i ] and on the 2β ′ -norm of (ω ⊗ S ω) with respect to∆ Ti−1,Ti . However the following results show that we can choose a larger constant independent of those intervals, and only depending on the given number T and the norms of ω, (ω ⊗ S ω) with respect to [0, T ],∆ 0,T , respectively. In addition, c will be chosen large enough so that we also take the construction of the local solution given in Theorem 10 into account. The way in which we join together these pieces of solutions is described in general as follows: Definition 13. For 0 < a < b we consider the concatenation U = (u, v) of elements
Note that in the previous definition v has been defined according to the Chenequality. It is straightforward to check that U satisfies the Chen-equality and U ∈X a,c (or U ∈Ŵ a,c when U 1 ∈Ŵ a,b with u 1 (a) ∈ V ). For a proof of a similar statement see Lemma 17 below.
In the next result we present the existence and uniqueness of a first piece of solution
, with initial condition u 1 0 ∈ V κ . Later on, we will take u 
Note that ρ 0 < K 1−β ′ and that the last three inequalities are true due to the assumption κ + β ′ > 1 and (H1). In what follows we prove that (19) ensures that T T0 maps a ball BX
itself and it is a contraction on it, for T 0 given in Theorem 10, for a small enough T 1 and for an appropriate radius R 1 . In particular, let us take T 1 = T 0 + ∆T 1 where
Then, by Lemma 11 we have
Hence, to find a ball BX T 0 ,T 1 ,u 1 0 (R 1 ) that will be mapped into itself we calculate the minor root R 1 of the quadratic equation
which, according to Sohr [25] Page 349, is given by
This root is well-defined due to the definition of ∆T 1 and the first and second inequality of (19) , since these conditions in particular imply that
, and thanks to (18) we obtain that T is a contraction on BX
The previous relation follows from the first and third inequality of (19) . To see that T (BX
given by (9) . The previous considerations mean that T ((u n , (u n ⊗ ω n )ω n , u n (0)) ⊗ ω n ) belongs to the set (16) . Now it suffices to use the first inequality of (i) and (ii) in Lemma 12 to ensure that
Therefore, we obtain that T T0 has a fixed point
Furthermore, by Lemma 11 and the first and last inequality of (19), we get
We want to point out that in the previous result it has been crucial to use the seminorm ||| · ||| X instead of the norm · X . If we had used directly the norm then we would not have found an appropriate K fulfilling (19) .
Up to now, we have obtained the existence of a local solution
with initial condition u 1 0 ∈ V κ , that is, we have found a solution whose path component u 1 is defined on the interval
K . Now we would like to repeat the same arguments than in Theorem 14 in time intervals
for i = 2, · · · , i * for appropriate i * , see Theorem 15.
Theorem 15. Let T > 0 be some number. Suppose that (H) holds and κ + β
where T i * −1 < T ≤ T i * such that on any of these intervals
. Therefore, each of these local solutions can be approximated by the classical solutions
Proof. The proof consists of applying an induction procedure, with starting step given in the proof of Theorem 14. In order to do that, assume the following generalization of the assumption (19): K(ρ 0 ) ≥ 1 is such that for K ≥ K(ρ 0 ) and i ∈ N the following inequalities are fulfilled
Once again, we stress that these inequalities hold due to the condition κ + β ′ > 1. Assume that we have obtained pieces of local solutions
for i = 2, 3, · · · , and T i−1 < T . Note that (23) is nothing but the generalization of the property (21). Now we give some details of how to obtain the next local solution
case. Then, by the first inequality of (22) we know that Theorem 14, (22) together with the Banach fixed point theorem ensure the existence of a local solution
Following the steps of
which is unique, where R i is the minor root of (20) when replacing ρ 0 by (Ki)
1−β ′ and ∆T 1 by ∆T i . In addition, (23) and the first inequality and the last one of (22) imply
Finally for the convergence observe that
Now we can apply Lemma 12 to estimate these terms:
For the solution
| Vκ tends to zero, which gives the convergence of the first and second terms. This is also true for U 0 considered in Section 4. The convergence of the third expression follows by Lemma 12 (ii). For the last expression, we mention that U i n satisfies similar a priori estimates as U i , which follow by Lemma 11. In particular, thanks to (H3) the constant c for U i n which depends on ω n , (ω n ⊗ S ω n ) can be chosen very close to the constant for U i , and therefore |||U i n ||| X is very close to |||U i ||| X such that
where q < 1. Summarizing we find the desired convergence, since
, and this sum goes to zero.
Then we can prove the following result:
Proof. Given (s, t) ∈ ∆ 0,T we know that
where I ti s = [T is−1 , T is ] and so on. By an iterated application of the Chen-equality we get
. . .
Now taking the · -norm, applying the triangle inequality, multiplying the expression by s β /(t − s) β+β ′ and taking the supremum for 0 < s < t < T we obtain
Moreover, for the first component of U we get
and therefore
Note that in the last expression we have estimated sup
see (14) .
Moreover, thanks to Theorem 16 we can choose for these approximating sequences the classical solutions
). Furthermore, according to Definition 13, we can consider the concatenation U n = (u n , v n ). Then u n can be seen as the classical solution to (2) driven by the piecewise linear continuous path ω n on [0, T ]. It is easy to see that u n ∈ C β,∼ ([0, T ]; V ), and by the smoothness of ω n v n (s, t) = (u n ⊗ ω n )(s, t) = t s (u n (r) − u n (s)) ⊗ V dω n such that U n satisfies the operator equation
which in particular implies that U ∈Ŵ 0,T . To this end, let us focus on the norm of the difference of area components. In fact, similarly to the proof of Lemma 16, we have
so it suffices to take into account the convergence properties of the beginning of this lemma to conclude that v n → v in C β+β ′ ,∼ (∆ 0,T , V ⊗ V ). In a similar way we obtain
Finally, we can state the global existence result when starting with a initial condition in V :
Theorem 18. Suppose Hypothesis (H) holds, and that κ + β ′ > 1, κ ≤ 1, and u 0 ∈ V . Then there exists a unique global solution U = (u, v) ∈Ŵ 0,T to T (U ) = U . Therefore, the path component u is a global solution to (2).
Proof. By Theorem 10, we obtain the existence of a (local) mild solution U 0 = (u 0 , v 0 ) inŴ 0,T0 for some T 0 > 0. A key feature at that point is that the path component evaluated in the final instant belongs to a more regular space, since the solution satisfies that u 0 (T 0 ) ∈ V κ , see Theorem 10. Then taking
* according to Theorem 15, that later on will be all concatenated turning into U = (u, v). This U belongs toŴ 0,T thanks to Lemma 17. In order to finish the proof we check that
This relationship follows since by Lemma 9 (i)
From (26) and Lemma 9 (ii) we can conclude that the right hand side of the last inequality tends to zero due to the fact that ( U n W ) n∈N is bounded. Hence (27) follows from (25) and (26) . This mild path-area solution is unique inŴ 0,T , see [11] .
random dynamical systems
In this section we prove that (2) generates a random dynamical system. The fact that a stochastic differential equation generates a random dynamical system allows to use a huge machinery to investigate qualitative properties of such an differential equation. We refer to the monograph by Arnold [1] . We consider a metric dynamical system (Ω, F , P, θ) where (Ω, F , P) is a probability space and θ is a B(R) ⊗ F , F -measurable flow on Ω, that is:
Definition 19. Let V be some topological space. A random dynamical system over the metric dynamical system (Ω, F , P, θ) is a B(R + ) ⊗ F ⊗ B(V ), B(V )-measurable mapping such that the cocycle property holds
For our application we will choose for V the Hilbert-space introduced in Section 2. A metric dynamical system is a model for a noise and in this paper we are interested in a fractional noise in V of trace class. Given a probability space and H ∈ (0, 1), a continuous centered Gaußian-process β H (t), t ∈ R, with the covariance function
is called a two-sided one-dimensional fractional Brownian-motion (fBm), and H is the Hurst-parameter. Let Q be a positive symmetric operator of trace class on V , i.e., tr V Q < ∞, with positive discrete spectrum (q i ) i∈N and eigenelements (f i ) i∈N . For simplicity, we assume that f i = e i . Then a continuous V -valued fractional Brownian-motion B H with covariance operator Q and Hurst parameter H is defined by
where (β H i (t)) i∈N is a sequence of stochastically independent one-dimensional fBm. It is known that the canonical probability space (C 0 (R, V ), B(C 0 (R, V )), P H , θ) is a metric dynamical system where P H is the fractional Gauß-measure with Hurstparameter H ∈ (0, 1) and determined by Q, and C 0 (R, V ) is the space of continuous paths in V with value zero at zero. We restrict this metric dynamical system to the set Ω of β ′′ -Hölder-continuous paths on [−m, m] for any m ∈ N and for 1/3 < β ′ < β ′′ < H ≤ 1/2, and equip this set with the σ-algebra F := Ω ∩ B(C 0 (R, V )) and restrict P H to this new domain. For θ we take the Wiener-shift given by
The set Ω ∈ B(C 0 (R, V )), it has full measure and it is θ-invariant. Moreover, the quadruple (Ω, F , P H , θ) is a metric dynamical system. For details we refer to [4] , [2] or [12] . Note that above, in the definition of Ω, we have picked a new parameter β ′′ such that 1/3 < β ′ < β ′′ < H ≤ 1/2. By assumption (H3) we can obtain a set Ω satisfying this regularity condition. The reason to introduce this β ′′ condition follows from [11] and [10] . We would like now to apply the pathwise character of the integral given in Section 3 to prove the existence of a random dynamical system generated by the mild solution to (2) . For this purpose we have to modify (H3), allowing to treat equations driven by an fBm.
having the following properties: (i) There exists a θ-invariant set of full measureΩ ∈ F such that for any τ ∈ R we have that
(ii) For any m ∈ N and ω contained in a full set Ω ′ ⊂Ω we have
From now on, outside the invariant set Ω ′ we define the elements (ω, (ω ⊗ S ω)) ≡ 0.
Note that the first part of this hypothesis holds when considering ω to be a path of a fBm with H ∈ (1/3, 1/2], see [10] Theorem 16. In fact, we can prove that there exists a strongly stationary version of (ω ⊗ S ω) which is indistinguishable to the version stated in [10] Theorem 1 with respect toΩ, that we denote by the same symbol, and such that
In particular, the θ-invariance ofΩ follows easily by Lederer [14] and Kümmel [18] .
By Deya et al. [7] we have that for any m ∈ N all conditions from (H3) hold if we replace the interval [0, T ] by [−m, m] with respect to a θ-invariant set.
On the other hand, the relationship of (H3 ′ ) (i) also holds if we replace ω by ω n . Then on a full set Ω ′ ⊂Ω for τ ∈ R we have that
Hence the left side converges iff the right side converges. But the left side converges to zero on C
tends to zero. Thus we have the convergence of the right hand side on the θ-invariant set Ω ′ of full measure.
On the other hand, from Theorem 18 we know that for any T there exists a unique solution U with respect to the domain [0, T ], ∆ 0,T . We may extend this solution to R + , ∆ 0,∞ . In particular, take T = T n = n, then the pair (u(t), v(s, t)) is given by the solution U with respect to [0, n], ∆ 0,n where t < n. By the uniqueness result, the restriction of a solution from [ 
Proof. Since the restriction of U to [0, T ], ∆ 0,T is inŴ 0,T , it follows that the integral
we obtain the cocycle property if
where U τ (s, t) = (u τ , v τ )(s, t) = (u(τ + t), v(τ + s, τ + t)). Note that because u, v and ω are connected by the Chen property (7), the same holds for u τ , v τ and θ τ ω. For the classical evolution equation (3) we get
Note that in the last formulas we could omit (θ τ ω n ⊗ S θ τ ω n ) because the classical solutions are independent of this term. Moreover, above we have used that the T 2 -component given by (u n ⊗ ω n ) (see (9) ) has the property
Therefore, since U ∈Ŵ 0,T , the convergence conclusion of Theorem 18, which holds for every ω ∈ Ω ′ independently of u 0 , applied to the left and right side of (30) yields (29), and therefore the cocycle property is established for ϕ. Now we deal with the measurability of ϕ. Consider (28) replacing (ω, (ω ⊗ S ω)) by (ω n , (ω n ⊗ S ω n )). The mapping ω → ω n is F , F -measurable for every n ∈ N and hence the mapping ω → (ω n ⊗ S ω n ) is F , B(C(∆, L 2 (L 2 (V, V κ ), V ⊗V ))-measurable. Let U n = (u n , v n ) be the solution for parameters (ω n , (ω n ⊗ S ω n )). Then u n is the classical solution to (2) (and v n = (u n ⊗ ω n )). Hence for the first component of U n we have that Remark 21. There is another way to prove that the path-area solution generates a random dynamical system which is based on Kager and Scheutzow [16] . In particular (30) gives us the random flow property for the u-component of the path-area solution. The conditions of [16] Theorem 4 to generate a cocycle from a (semi)flow are fulfilled. The measurability condition (iii') in that article follows (for instance) because T τ 1 is a pointwise limit of the classical solution having these measurability properties. (v') is due to the continuity of t → T τ 1 (t) and (iv') follows from the additivity of the pathwise integral and the continuous dependence of T on the initial condition.
Example
Let us assume that A is generated by the Laplacian on O = (0, 1) with homogenous Dirichlet boundary condition. In what follows we consider the restriction of the semigroup S to the space V . Note that the inequalities (4) and (5) continue being true, and that (λ −ρ i e i ) i∈N is an orthonormal basis of V where (λ i ) i∈N is the spectrum of A and (e i ) i∈N are the associated eigenelements of A with respect to L 2 (O), which are uniformly bounded in L ∞ (O). The asymptotical behavior of the spectrum is given by λ i ∼ i 2 .
Lemma 22. That choice of γ and κ ensures that we can define (ω ⊗ S ω) as in [10] Theorem 1 (see also Lemma 3 of that paper). In addition, we can ensure the assumptions of the global existence Theorem 18 since the above choice implies κ + β ′ > 1. Let g be a four times differentiable function onŌ × R which is zero on {0, 1} × R, such that all the corresponding derivatives (g itself included) are bounded. Define g and the uniform boundedness of (e i ) i∈N in L ∞ (O). In the same manner we obtain that the other derivatives are HilbertSchmidt operators.
These estimates allow us to apply Theorem 18 to SEEs that have the above kernel integral diffusion operator. For a different example of diffusion we refer the reader to [11] .
