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Abstract. In this paper we present a sufficient condition and a necessary
condition for Symmetric Nonnegative Inverse Eigenvalue Problem. This con-
dition is independent of the existing realizability criteria. This criterion is
recursive, that is, it determines whether a list Λ = {λ1, ..., λn, λn+1} is reali-
zable by a nonnegative symmetric matrix, if the list µ = {µ1, ..., µn} asso-
ciated to Λ is realizable. This result is easy to program and improves some
existing criteria.
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Una condición recursiva para el problema inverso del
autovalor para matrices simétricas no negativas
Abstract. En este artículo presentamos una condición suficiente y una condi-
ción necesaria para el Problema Inverso de Autovalores para Matrices Simétri-
cas no Negativas. Esta condición es independiente de los criterios de realiza-
bilidad existentes. Este criterio es recursivo, es decir determina si una lista
Λ = {λ1, ..., λn, λn+1} es realizable por una matriz simétrica no negativa, si
la lista µ = {µ1, ..., µn} asociada a Λ es realizable. Este resultado es fácil de
programar y mejora algunos criterios existentes.
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1. Introduction
The nonnegative inverse eigenvalue problem (NIEP) is the problem of finding necessary
and sufficient conditions for a list Λ = {λ1, λ2, ..., λn} of complex numbers to be the
spectrum of a n×n nonnegative matrix. The problem of finding necessary and sufficient
conditions for a list of real numbers to be spectrum of a nonnegative matrix is called
the real nonnegative inverse eigenvalue problem (RNIEP). Particularly, the problem of
finding necessary and sufficient conditions for a list of real numbers Λ, to be the spectrum
of a nonnegative symmetric matrix is called symmetric nonnegative inverse eigenvalue
problem (SNIEP). These problems remain unsolved.
The NIEP , RNIEP and SNIEP are completely solved for n ≤ 4. The NIEP has
been solved for n = 3 in 1978 by Loewy and London [7], for n = 4 was solved by Meehan
[9] in 1998, and subsequently independently in a different formulation by Torre-Mayo
and others [17] in 2007.
The SNIEP has been solved when n = 3 by Fiedler [2] in 1974 , and for n = 4 has been
solved by Guo [3] in 1996 . The RNIEP and SNIEP are equivalent for n ≤ 4 [3], but
are different otherwise [5]. In 2011 Spector gives a complete solution to SNIEP when
n = 5 and the trace of nonnegative matrix is zero [16]. Partial results for the SNIEP
have been obtained in [1], [2], [6], [8], [10], [11], [12], [13], [15].
This paper is organized as follows: In Section 2 we establish the notation and basic results
in relation to SNIEP . In Section 3 we present the main results, a sufficient condition
and a necessary condition. In Section 4, we show a programming algorithm in relation
to the main results. The realizability criteria shown in Section 3 are independent of the
criteria presented in [1], [13], and they improve those criteria.
2. Notations and basic results
Throughout this paper we use the following notation: Let Rm×n the matrix set of order
m×n with entries real numbers, in particular Rn×n square matrices of order n. We denote
ρ(A) be the spectral radius of A ∈ Rn×n. We say that A = [aij ] ∈ Rn×n is nonnegative
if aij ≥ 0 for all i, j ∈ {1, 2, ..., n}. We shall say that Λ = {λ1, λ2, ..., λn} is realizable if
there exists an nonnegative matrix A ∈ Rn×n with spectrum Λ and ρ(A) = λ1. If Λ is
realizable for A, then it is said that A realiza Λ.
If Λ = {λ1, λ2, ..., λn+1} and µ = {µ1, µ2, ..., µn} such that
λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ µn−1 ≥ λn ≥ µn ≥ λn+1,
we define the functions f(t) =
n+1∏
k=1




Show that the vector y =
[
y1 y2 · · · yn
]T
, with
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is well defined (see [4]).
Finally, we present three results, the first two results are due to Horn and Johnson [4], and
the third result was presented by Guo [3]. These will be later used for the development
of new necessary and sufficient conditions for SNIEP.
Theorem 2.1. Let A¯ ∈ Rn×n be a given symmetric matrix with eigenvalues µ1, ..., µn,
let z ∈ Rn×1 be a given vector (column matrix), and let α be a given real number.






, with eigenvalue λ1, λ2, ..., λn+1. If λ1 ≥ λ2 ≥ ... ≥ λn+1 and
µ1 ≥ µ2 ≥ ... ≥ µn. Then
λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ λn ≥ µn ≥ λn+1.
Theorem 2.2. Let n be a given positive integer, and let µ = {µ1, ..., µn} and Λ =
{λ1, λ2, ..., λn+1} be two lists of real numbers arranged in descending order such that
λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ λn ≥ µn ≥ λn+1.
Let D = diag(µ1, ..., µn). Then there exists a real number α and real vector y ∈ Rn×1







Theorem 2.3. The list λ = {λ1, λ2, λ3, λ4} of real numbers is a realizable symmetric
matrix if, and only if λ1 + λ2 + λ3 + λ4 ≥ 0 and λ1 ≥ |λi| for i = 2, 3, 4.







which has a spectrum Λ and a main submatrix with spectrum µ. In consequence, the
results of the following section can be reformulated in such a way that the matrix that
realize Λ has the form of A˜.
3. Sufficient condition and necessary condition
We consider a list Λ = {λ1, λ2, ..., λn} of real numbers, such that λ1 ≥ λ2 ≥ ... ≥ λn.
The next result is a sufficient condition for the SNIEP [14].
Theorem 3.1. Let Λ = {λ1, λ2, ..., λn+1}, µ = {µ1, µ2, ..., µn} be lists of real numbers,






µk ≥ 0. Moreover let
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P be an orthogonal matrix, D = diag{µ1, ..., µn} such that PDPT ≥ 0, and y ∈ Rn+1
given as (∗) such that Py ≥ 0. Then there exists a nonnegative symmetric matrix A with
spectrum Λ.




























 has spectrum Λ.





, with 0 ∈ Rn×1. Since PDPT ≥ 0, Py ≥ 0,































is nonnegative and with spectrum Λ.
X
The following example shows that Theorem 3.1 is independent of the realizability criteria
established in [13, Lemma 4].
Example 3.2. Let Λ = {6, 1, 1,−4,−4}. For this list consider µ = {4, 1,−1,−4}, a = 2.
The matrix
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0 3 0 0 3
3 0 0 23
√
14 53















is nonnegative with spectrum Λ.
The next example show that the Theorem 3.1 is independent of the realizability criteria
shown in the [1, Theorem 3.4] and [13, Theorem 6].
Example 3.3. We consider the list Λ = {3 + √10, 1, 1, 3 − √10,−4,−4}. For this list











































































such that for y =
[
1 0 0 0 0
]
















Thus, by Theorem 3.1, with D = diag{6, 1, 1,−4,−4}, the matrix
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0 0 3 0 3 15
√
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These examples show that Theorem 3.1 improves the realizability criteria presented
in [1, Theorem 3.4] and [13, Lemma 4 and Theorem 6], in the sense that the lists
{6, 1, 1,−4,−4}, {3 +√10, 1, 1, 3−√10,−4,−4} are not realizable by those criteria.
The next result shows a necessary condition for the SNIEP .
Theorem 3.4. Let Λ = {λ1, λ2, ..., λn+1} realizable for a nonnegative symmetric matrix
A. Then there exists:
1. A list of real number µ = {µ1, ..., µn}, such that λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ... ≥ µn ≥
λn+1.
2. A orthogonal matrix Q and b ∈ Rn×1 such that Qb ≥ 0, and QDQT ≥ 0, where








Proof. Let A be a nonnegative symmetric matrix with eigenvalues Λ. Without loss





, with B ∈ Rn×n, z ∈ Rn×1. Let
µ = σ(B) = {µ1, ...., µn}. By Theorem 2.1 we get that
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ... ≥ µn ≥ λn+1.
Since B is a nonnegative symmetric matrix, there exits a orthogonal matrix Q such that
B = QDQT ≥ 0. Let b = QT z. Since z ≥ 0 then we have that Qb = Q(QT z) = z ≥ 0.
[Revista Integración, temas de matemáticas







is similar to A, then σ(Aˆ) = {λ1, ..., λn+1}. Since Aˆ is a symmetric matrix, then eigen-




















µk ≥ 0. X
Note that if Py = z, with P given in Theorem 3.1, y defined as (∗) and z given in Theorem
3.4, then Theorem 3.1 and Theorem 3.4 establish necessary and sufficient conditions for
SNIEP .
Let Λ = {λ1, ..., λn} a list of real numbers. If n = 2, 3, it is easy to see that Py = z. For
n = 4, with some ideas presented in [3], we consider the following cases:
1. If λ1 ≥ λ2 ≥ λ3 ≥ λ4 > 0, then the symmetric matrix
A1 = diag{λ1, λ2, λ3, λ4}
has eigenvalues Λ. In this case we have µ = {λ1, λ2, λ3}, Py = z with P = I ∈
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has spectrum Λ. In this case we have





























and so, Py = z.
The case λ1 ≥ λ2 ≥ 0 > λ3 ≥ λ4 and λ2 < |λ3| is analogous to the previous case.









































































and it holds that Py = z.
We conjecture that the Theorem 3.4 and Theorem 3.1 establish a necessary and sufficient
condition for SNIEP when n ≥ 5 , that is, it holds Py = z, with P given as in Theorem
3.1, y given as (∗) and z given as in the Theorem 3.4.
The SNIEP for a list Λ = {λ1, λ2, ..., λn} is equivalent to find an orthogonal
n−dimensional matrix P , such that PDΛPT ≥ 0, where DΛ = diag{λ1, λ2, ..., λn}.
We consider the following orthogonal matrices:
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0 1 0 0
0 0 1 0
























2. For the list of real numbers µ = {µ1, µ2, µ3, µ4} such that µ1 ≥ |λi|, for i = 2, 3, 4,



























































3. For the list of real numbers µ = {µ1, µ2, µ3, µ4} such that µ1 ≥ |λi|, for i = 2, 3, 4








































































The following result gives a sufficient condition for realizability of list Λ when n = 5, by
means of orthogonal matrices.
Corollary 3.5. Let Λ = {λ1, λ2, λ3, λ4, λ5}, µ = {µ1, µ2, µ3, µ4} lists of real numbers such






µi ≥ 0; µ1 ≥ |λi| for
i = 2, 3, 4 and y ∈ R4 defined as (∗). If one of the following conditions is true:
1. P1y ≥ 0 ∧ µ3 ≥ 0 > µ4,
2. P2y ≥ 0 ∧ µ2 ≥ 0 > µ3 ∧ µ2 ≥| µ3 |,
3. P3y ≥ 0 ∧ µ2 ≥ 0 > µ3 ∧ µ2 <| µ3 |,
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4. P4y ≥ 0 ∧ µ1 ≥ 0 > µ2,
then Λ is the spectrum of a nonnegative symmetric matrix.












We study the case (1): If P1y ≥ 0, µ3 ≥ 0 > µ4.














0 1 0 0 0
0 0 1 0 0





µ1 0 0 0 y1
0 µ2 0 0 y2
0 0 µ3 0 y3
0 0 0 µ4 y4










0 0 1 0 0































0 0 µ2 0 y2

























Since, by hypothesis µ1 ≥| µi |, i = 2, 3, 4,, we have 12µ1 ± 12µ4 ≥ 0. Moreover, since




















by Theorem 3.1 the nonnegative symmetric matrix A has spectrum Λ.
Otherwise it is similarly derived. X
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Example 3.6. Consider the list Λ = {6, 3, 3,−5,−5}. If the list Λ is realizable, then
there exists a realizable list µ = {µ1, µ2, µ3, µ4}. By theorems 2.1, 2.2, 2.3, we have
6 ≥ µ1 ≥ 5, µ2 = 3, −1 ≥ µ3 ≥ −4, µ4 = −5 and 4 ≥ µ1 + µ3 ≥ 2.
On the other hand, for Λ and µ define y = [y1 y2 y3 y4]
T , with yi, i = 1, 2, 3, 4, as (∗).
There is not Pi of the Corollary 3.5 such that Piy ≥ 0, thus by Theorems 3.1, 3.4, the
list Λ = {6, 3, 3,−5,−5} is not realizable.
Observation: In [6] it is shown that this list can not be performed by any criterion.
4. Algorithm
In this section, we will implement an algorithm to decide whether a list Λ =
{λ1, λ2, ..., λn} is the spectrum of a nonnegative symmetric matrix, by using the results
presented in the previous section. We introduce the following notation:
On = {P ∈ Rn×n : PPT = PTP = I},
Sn = {Λ = {λ1, ..., λn} : ∃A = AT , σ(A) = Λ},
DΛ = diag{λ1, ..., λn},
Sn(Λ) = {A ≥ 0 : A = AT ≥ 0, σ(A) = Λ},
On(Λ) = {P ∈ On : PDΛPT ≥ 0}.
Note that Sn(Λ) 6= ∅ if only if On(Λ) 6= ∅, and if λn ≥ 0 then On(Λ) 6= ∅. Also Λ ∈ Sn if
and only if Sn(Λ) 6= ∅ or On(Λ) 6= ∅.
Algorithm
1. Let Λ = {λ1, λ2, ..., λn+1}














as (∗). If else return step 2.
4. Let P ∈ On(µ).















if else, return to step 4.
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Naturally there exists several ways to select the µi, as well as several ways to determine
if µ ∈ Sn. For the case n = 5, the selection of µ is limited, since for n = 4 there are
necessary and sufficient conditions to determine if µ ∈ Sn.
The following example shows that the algorithm presented is recursive.
Example 4.1. We consider the list Λ = {9, 1,−1,−2,−6}.
We select µ = {6,−1,−2,−3}. To show that µ is realizable, select the list ν = {3,−1,−2}.










































































































0 1.0 1. 732 1 2. 323 8
1.0 0 1. 732 1 2. 323 8
1. 732 1 1. 732 1 0 2. 683 3
2. 323 8 2. 323 8 2. 683 3 0


it is nonnegative symmetrical with spectrum µ.




5 0 0 4
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0 1.0 1. 732 1 2. 323 8 0.735 09
1.0 0 1. 732 1 2. 323 8 0.735 09
1. 732 1 1. 732 1 0 2. 683 3 0.848 81
2. 323 8 2. 323 8 2. 683 3 0 5. 848 0
0.735 09 0.735 09 0.848 81 5. 848 0 1.0


it is nonnegative symmetrical with spectrum Λ = {9, 1,−1,−2,−6}.
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